THREE-MANIFOLDS WITH MANY FLAT PLANES
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Abstract. We discuss the rigidity (or lack thereof) imposed by different notions of having an abundance of zero curvature planes on a complete Riemannian 3-manifold. We prove a rank rigidity theorem for complete 3-manifolds, showing that having higher rank is equivalent to having reducible universal covering. We also study 3-manifolds such that every tangent vector is contained in a flat plane, including examples with irreducible universal covering, and discuss the effect of finite volume and real-analyticity assumptions.

1. Introduction

The interactions between geometry and topology of closed 3-manifolds gained a much deeper understanding through the resolution of the Geometrization Conjecture. However, many specific mechanisms through which curvature restricts the geometry of 3-manifolds remain to be explored. In this paper, we are concerned with 3-manifolds that have an abundance of flat tangent planes at every point. Namely, we study how the global arrangement of these flat planes constrains the geometry and topology of the underlying 3-manifold.

A classical measure of how many flat planes a Riemannian manifold \( M \) has is given by its rank, defined as the least number of linearly independent parallel Jacobi fields along geodesics of \( M \). Since the velocity field along a geodesic is a parallel Jacobi field, all manifolds have rank at least one. Consequently, \( M \) is said to have higher rank if it has rank at least 2. The geodesics of a manifold with rank \( k \geq 2 \) infinitesimally appear to lie in a copy of \( k \)-dimensional Euclidean space. The presence of parallel Jacobi fields encodes global information about the geometric arrangement of flat planes. Under so-called rank rigidity conditions, these infinitesimal variations integrate to totally geodesic flat submanifolds, imposing a rigid structure on \( M \).

Our first and main result is a characterization of higher rank 3-manifolds:

**Theorem A.** A complete 3-dimensional Riemannian manifold \( M \) has higher rank if and only if its universal covering splits isometrically as \( \tilde{M} = N \times \mathbb{R} \).

To our knowledge, this is the first rank rigidity theorem that only assumes completeness of the Riemannian metric. Besides not requiring any curvature bounds, the above result applies to both closed and open 3-manifolds, including those of infinite volume. This flexibility is possible because we restrict to manifolds of low dimension. In fact, a simple argument shows that higher rank 3-manifolds have pointwise signed sectional curvatures; i.e., for each \( p \in M \) the sectional curvatures...
of 2-planes in $T_p M$ are either all nonnegative or all nonpositive (see Proposition 4.1). Nevertheless, no global structural results for manifolds with $\sec \geq 0$ or $\sec \leq 0$ apply, since the sign of the curvature may change with the point.

Historically, rank rigidity results first appeared in the context of manifolds with $\sec \leq 0$. Ballmann [1], and independently Burns and Spatzier [2], proved that finite-volume manifolds with bounded nonpositive curvature and higher rank are either locally symmetric or have reducible universal covering. The lower bound on curvature was later removed by Eberlein and Heber [7], who also relaxed the finite-volume condition. Recently, Watkins [19] proved a generalization of these results in the context of manifolds with no focal points. In contrast, fewer rank rigidity results are known for manifolds with lower sectional curvature bounds [6, 12, 13], particularly $\sec \geq 0$. A detailed investigation of rank rigidity in this curvature setting may have been stalled due to examples of Spatzier and Strake [16] of 9-dimensional manifolds with $\sec \geq 0$ and higher rank that have irreducible universal covering and are not homotopy equivalent to a compact locally homogeneous space. It is worth mentioning that rank rigidity has also been extensively studied with different signs on sectional curvature bounds, with analogous definitions of spherical and hyperbolic rank, see [5, 8, 10, 15].

In order to understand the local structure of higher rank 3-manifolds, we first analyze a pointwise version of having higher rank. Following Schmidt and Wolfson [13], we say that a Riemannian manifold $M$ has constant vector curvature zero, abbreviated cvc(0), if every tangent vector to $M$ is contained in a flat plane. Higher rank manifolds clearly have cvc(0). Indeed, any $v \in T_p M$ is the initial velocity of the geodesic $\gamma_v(t) = \exp_p(tv)$, which, by the higher rank condition, admits a normal parallel Jacobi field $J(t)$ hence satisfying $\sec(\gamma_v(t) \wedge J(t)) = 0$ for all $t \in \mathbb{R}$. Notice that the cvc(0) hypothesis alone is a (strictly) weaker notion of having many flat planes, since there is no control on the global arrangement of these flat planes across the manifold, differently from the higher rank situation.

Nevertheless, 3-manifolds with cvc(0) have a canonical decomposition as the union of the subset $I$ of isotropic points, at which all planes are flat, and its complement, the subset $O$ of nonisotropic points. When $M$ has pointwise signed sectional curvatures, we have either $\sec \geq 0$ or $\sec \leq 0$ on each connected component $C$ of $O$. This imposes pointwise rigidity on the geometric arrangement of flat planes, encoded as a singular tangent distribution on unit tangent spheres that we call flat planes distribution (see Definition 3.2). The paucity of totally geodesic singular tangent distributions with codimension $\leq 1$ on a round 2-sphere (see Figure 1) is the source of such rigidity. In particular, it follows that $C$ has a naturally defined line field $L$ such that a plane in $T_p M$, $p \in C$, is flat if and only if it contains the line $L_p$, see Lemma 3.7. From structural results in [13], $L$ is tangent to a foliation of $C$ by complete geodesics, and $L$ is parallel if $C$ has finite volume. Note that if $L$ is known to be parallel on $C$, then the de Rham decomposition theorem provides a local product decomposition on $C$.

Before outlining the strategy to prove our main result, let us mention a few examples of 3-manifolds with cvc(0) that violate its conclusion. We start with examples of complete warped product metrics on $M \cong \mathbb{R}^3$ that have cvc(0) but are not isometric to a product metric, due to Sekigawa [14]. These examples are curvature homogeneous, with curvature model $\mathbb{H}^2 \times \mathbb{R}$; in particular, they have
sec \leq 0 and constant scalar curvature. In such examples, \( M \) consists only of nonisotropic points and hence the line field \( L \) is globally defined, but not parallel.

The classical rank 1 graph manifolds of Gromov [9] provide examples of 3-manifolds with cvc(0) and sec \leq 0. In these examples, the isotropic points separate the manifold in at least two components of nonisotropic points, where the line field \( L \) is parallel. However, this line field is not the restriction of a globally defined parallel line field, and the local product structure given by the de Rham decomposition theorem cannot be globalized. This originates from the geometric arrangement of flat planes being locally compatible (within each nonisotropic component), but not globally compatible. We observe that similar examples also exist among sec \geq 0.

These can be constructed on both closed and open 3-manifolds by gluing product manifolds with boundary, proving:

**Theorem B.** The sphere \( S^3 \), all lens spaces \( L(p; q) \cong S^3/\mathbb{Z}_p \), and \( \mathbb{R}^3 \) admit complete Riemannian metrics with sec \geq 0, cvc(0), and irreducible universal covering.

Informed by the above examples, we must use the additional information on the global arrangement of flat planes to prove that a higher rank 3-manifold \( M \) has reducible universal covering. The two main steps are to show that the line field \( L \) is parallel on each connected component of \( \mathcal{O} \) and extendable to a globally defined parallel line field on \( M \). In order to implement this strategy, the key observation is that, on a higher rank manifold \( M \), the domains \( U_p = M \setminus \text{Cut}(p) \), \( p \in \mathcal{O} \), admit a canonical **open book decomposition** with totally geodesic flat pages and binding \( \exp_p(L_p) \), see Figure 3. Concretely, this decomposition is obtained by exponentiating the linear open book decomposition of \( T_pM \) given by the union of 2-planes that contain the line \( L_p \), see Proposition 4.13.

To achieve the first step, the open book decomposition is used to show that \( L^\perp \) is a totally geodesic distribution (see Corollary 4.20). This, combined with an evolution equation for the shape operators of \( L^\perp \) along \( \exp_p(L_p) \), implies that \( L \) is parallel in each nonisotropic component (see Proposition 3.9).

To achieve the second step, note that the geodesic \( \exp_p(L_p) \) generates a parallel line foliation of each flat page of the open book decomposition. The union of these parallel line foliations over pages extends \( L \) across isotropic points to a parallel line field on \( U_p \) (see Proposition 4.22).

As illustrated by the above mentioned examples, the higher rank hypothesis in Theorem A cannot be relaxed to cvc(0), even under the additional assumption of pointwise signed sectional curvatures. We remark that the examples in Theorem B use smooth metrics which are *not* real-analytic, while the examples of Sekigawa [14] are real-analytic, but have infinite volume. Our final result shows that if \( M \) is a 3-manifold with cvc(0) and pointwise signed sectional curvatures on which both of these behaviors are avoided, then the universal covering of \( M \) is reducible.

**Theorem C.** Let \( M \) be a complete 3-dimensional real-analytic Riemannian manifold with finite volume and pointwise signed sectional curvatures. If \( M \) has cvc(0), then its universal covering splits isometrically as \( \tilde{M} = N \times \mathbb{R} \).

We conclude by remarking that, despite the above examples and rigidity results, there are no obvious topological obstructions for 3-manifolds to admit a metric with cvc(0) and pointwise signed sectional curvatures. This is in sharp contrast with the stronger notion of 3-manifolds with higher rank.
This paper is organized as follows. In Section 2, we establish basic notation and recall some well-known facts of Riemannian geometry. The structure of 3-manifolds with cvc(0) and pointwise signed sectional curvatures is discussed in Section 3. Section 4 contains our structural results on 3-manifolds with higher rank. The proof of Theorem A is given in Section 5. Examples of manifolds with cvc(0) without higher rank, including those mentioned in Theorem B, are constructed in Section 6. Finally, the proof of Theorem C is given in Section 7.

2. Preliminaries

In this section, we recall some facts of Riemannian geometry and state a few preliminary results. Let \((M, g)\) be a smooth connected \(n\)-dimensional Riemannian manifold. Its Levi-Civita connection is determined by the Koszul formula:

\[
\nabla_X Y = \frac{1}{2} (g([X, Y], Z) - g([Y, Z], X) + g([Z, X], Y)),
\]

where \(X, Y\) and \(Z\) are orthonormal vector fields. Our sign convention for the curvature tensor is such that

\[
R(X, Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X, Y]} Z.
\]

For convenience, we also write \(R(X, Y, Z, W) := g(R(X, Y)Z, W)\). The sectional curvature of a 2-plane spanned by orthonormal vectors \(v, w\) in \(T_p M\) is given by

\[
\sec(v \wedge w) = R(v, w, w, v).
\]

We denote by \(SM\) the unit sphere bundle of \(M\), whose fiber \(S_p M\) over \(p \in M\) is the unit sphere of \(T_p M\).

2.1. Jacobi operator. Given \(v \in S_p M\), define the Jacobi operator \(\mathring{J}_v : T_p M \to T_p M\), \(\mathring{J}_v(w) = R(w, v)v\). From the symmetries of the curvature tensor, it follows that \(\mathring{J}_v\) is self-adjoint and \(\mathring{J}_v(v) = 0\). In particular, \(\mathring{J}_v\) restricts to a self-adjoint operator \(\mathcal{J}_v : v^\perp \to v^\perp\), \(\mathcal{J}_v(w) = R(w, v)v\), on the subspace \(v^\perp\) of vectors orthogonal to \(v\). Let \(\lambda_1 < \lambda_2 < \cdots < \lambda_k\) denote the eigenvalues of \(\mathcal{J}_v\), with corresponding eigenspaces \(E_i\), so that \(\sec(v \wedge e_i) = \lambda_i\) for any unit vector \(e_i \in E_i\). Notice that \(R(e_i, v, v, e_j) = 0\) for any \(e_i \in E_i, e_j \in E_j\) with \(i \neq j\).

**Lemma 2.1.** Assume that \(p \in M\) is such that either \(\sec p \geq 0\) or \(\sec p \leq 0\), and let \(v, w \in S_p M\) be orthonormal vectors. Then \(w \in \ker \mathcal{J}_v\) if and only if \(\sec(v \wedge w) = 0\).

**Proof.** Assume \(\sec p \geq 0\) (the case \(\sec p \leq 0\) is completely analogous). It is clear that if \(\mathcal{J}_v(w) = 0\), then \(\sec(v \wedge w) = 0\). Conversely, let \(\{e_1, \ldots, e_{n-1}\}\) be an orthonormal basis of \(v^\perp\) such that \(\mathcal{J}_v(e_i) = \lambda_i e_i\). Since \(\sec \geq 0\), it follows that \(\lambda_i \geq 0\). Writing \(w = \sum_{i=1}^{n-1} w_i e_i\), we have that \(0 = \sec(v \wedge w) = R(w, v, v, w) = g(\mathcal{J}_v(w), w) = \sum_{i=1}^{n-1} \lambda_i w_i^2\). Thus, \(w_i = 0\) whenever \(\lambda_i > 0\), which implies \(\mathcal{J}_v(w) = 0\). \(\square\)

2.2. Jacobi fields. Recall that a vector field \(J(t)\) along a geodesic \(\gamma(t)\) is a normal Jacobi field along \(\gamma\) if it is perpendicular to \(\dot{\gamma}(t)\) and satisfies the Jacobi equation \(J'' + J_t(J) = 0\). Normal Jacobi fields along \(\gamma\) are infinitesimal variations of \(\gamma\) by other geodesics with the same speed. As a solution of an ODE, any normal Jacobi field is determined by its initial conditions \(J(0), J'(0) \in \dot{\gamma}(0)^{\perp}\).

**Convention 2.2.** Given \(v \in S_p M\), denote by \(\gamma_v(t) := \exp_p(tv)\) the geodesic with \(\gamma_v(0) = p\) and \(\dot{\gamma}_v(0) = v\). All geodesics are assumed parametrized by arc length.
Given \( v \in S_p M \) and \( w \in v^\perp \), the map \( \alpha(s, t) = \exp_p(t(v + sw)) \) defines a variation of \( \gamma_v(t) = \alpha(0, t) \) by geodesics, with variational field \( J(t) = \frac{\partial}{\partial s}\alpha(s, t)|_{s=0} \) given by

\[
J(t) = d(\exp_p)_{\gamma_v}(tw),
\]

which is a normal Jacobi field along \( \gamma_v \) with initial conditions \( J(0) = 0 \) and \( J'(0) = w \). Conversely, all normal Jacobi fields \( J(t) \) along \( \gamma_v \) with \( J(0) = 0 \) are of this form.

2.3. Cut locus. Henceforth, assume \((M, g)\) is complete, and let \( \text{dist}: M \times M \to \mathbb{R} \) be its distance function. Geodesics in \( M \) locally minimize distance, hence \( \text{dist}(p, \gamma_v(t)) = t \) for each \( v \in S_p M \) and \( t > 0 \) sufficiently small. The cut time \( \mu(v) \in (0, +\infty] \) of \( v \in S_p M \) is the maximal time for which \( \gamma_v \) is minimizing:

\[
\mu(v) := \sup\{t > 0 : \text{dist}(p, \gamma_v(t)) = t\}.
\]

If \( \mu(v) < \infty \), the point \( \gamma_v(\mu(v)) \) is called the cut point to \( p \) along \( \gamma_v \). Let \( \text{Cut}(p) \subset M \) be the cut locus of \( p \in M \), defined as the set of cut points to \( p \) along some \( \gamma_v \) with \( v \in S_p M \). It is well-known that if \( q \in \text{Cut}(p) \), then either \( q \) is the first conjugate point to \( p \) along some geodesic, or there are at least two minimizing geodesics joining \( p \) to \( q \). In particular, \( q \in \text{Cut}(p) \) if and only if \( p \in \text{Cut}(q) \). It is also well-known that \( \text{Cut}(p) \) is a closed subset of measure zero in \( M \). We denote its complement by

\[
U_p := M \setminus \text{Cut}(p).
\]

Lemma 2.3. If \( \mathcal{O} \subset M \) is an open subset, then \( M = \bigcup_{p \in \mathcal{O}} U_p \).

Proof. Let \( x \in M \) and \( q \in \mathcal{O} \). If \( x \notin U_q \), then \( x \notin \text{Cut}(q) \) and hence there exists a minimizing geodesic segment \( \gamma: [0, \text{dist}(q, x)] \to M \), with \( \gamma(0) = q \) and \( \gamma(\text{dist}(q, x)) = x \), that cannot be extended to a longer minimizing segment. Since \( \mathcal{O} \) is open, there exists \( 0 < \varepsilon < \text{dist}(q, x) \) such that \( p := \gamma(\varepsilon) \in \mathcal{O} \). As the restriction of \( \gamma \) to \([\varepsilon, \text{dist}(p, q)]\) can be extended beyond \( \varepsilon \) to a minimizing geodesic segment, \( p \notin \text{Cut}(x) \). Thus, \( x \notin \text{Cut}(p) \) and hence \( x \in U_p \). \( \square \)

2.4. de Rham splitting. The de Rham decomposition (or splitting) is a classical result in Riemannian geometry, which states that a complete simply-connected manifold whose tangent bundle decomposes as direct sum of \( k \) subbundles invariant under parallel translation must be isometric to a product manifold with \( k \) factors. As a direct consequence, we have the following:

Proposition 2.4. Let \((M, g)\) be a complete \( n \)-dimensional Riemannian manifold. If \((M, g)\) admits a parallel line field \( X \), then its universal covering splits isometrically as \( \tilde{M} = N \times \mathbb{R} \).

2.5. Tangent distributions. A tangent distribution \( D \) on a manifold \( M \) is an assignment of a linear subspace \( D_p \subset T_p M \) for each \( p \in M \). If \( \dim D_p \) is constant, then \( D \) is said to be regular; otherwise, \( D \) is said to be singular. The tangent distribution \( D \) is smooth on an open subset \( U \) of \( M \) if there exist smooth vector fields \( X_i \) on \( U \) such that \( D_p = \text{span}\{X_i(p)\} \) for all \( p \in U \). A tangent distribution \( D \) on \( M \) is integrable if there exists a submanifold \( \mathcal{F}_p \) through each \( p \in M \) such that \( D_p = T_{\mathcal{F}_p} \). If \( D \) is a smooth regular tangent distribution, then the Frobenius Theorem states that \( D \) is integrable if and only if \( D \) is involutive, i.e., \([X, Y] \in D\) whenever \( X, Y \in D \). In this case, the partition of \( M \) by the submanifolds \( \mathcal{F}_p \) is
called a *regular foliation* of $M$. However, this characterization is no longer true for singular tangent distributions and singular foliations.\(^1\)

A (possibly singular) tangent distribution $\mathcal{D}$ on a Riemannian manifold is *totally geodesic* if geodesics that are somewhere tangent to $\mathcal{D}$ remain everywhere tangent to $\mathcal{D}$. It is not hard to see that $\mathcal{D}$ is totally geodesic if and only if

\begin{equation}
(2.6) \quad g(\nabla_Z Z, \eta) = -g(\nabla_Z \eta, Z) = 0 \quad \text{for all } Z \in \mathcal{D}, \eta \in \mathcal{D}^\perp.
\end{equation}

Writing $Z = X + Y$, it follows that the above is, in turn, equivalent to

\begin{equation}
(2.7) \quad g(\nabla_X Y + \nabla_Y X, \eta) = 0 \quad \text{for all } X, Y \in \mathcal{D}, \eta \in \mathcal{D}^\perp.
\end{equation}

Notice that when $\mathcal{D}^\perp$ is integrable, $\mathcal{D}$ is totally geodesic if and only if $\mathcal{D}^\perp$ is tangent to a so-called *(singular) Riemannian foliation.*

In the particular case in which $\mathcal{D}$ is regular and integrable, condition (2.7) is clearly equivalent to the vanishing of the second fundamental form

\begin{equation}
(2.8) \quad \Pi: \mathcal{D} \times \mathcal{D} \to \mathcal{D}^\perp, \quad \Pi(X, Y) = (\nabla_X Y)^\perp,
\end{equation}

where we denote by $Z = Z^\perp + Z^\parallel$ the components of a vector $Z$ tangent to $\mathcal{D}$ and $\mathcal{D}^\perp$ respectively. Indeed, (2.7) corresponds to $g(\Pi(X, Y), \eta)$ being skew-symmetric; and, if $\mathcal{D}$ is integrable, this bilinear form is also symmetric by the Frobenius Theorem and hence vanishes. Nevertheless, (2.8) does not necessarily vanish when $\mathcal{D}$ is a general totally geodesic tangent distribution.

For each normal direction $\eta \in \mathcal{D}^\perp$ consider the *shape operator*

\begin{equation}
(2.9) \quad S^\eta: \mathcal{D} \to \mathcal{D}, \quad S^\eta(X) = -\nabla_X \eta^\perp.
\end{equation}

Provided $\mathcal{D}$ is regular and integrable, $S^\eta$ is a self-adjoint operator which represents the bilinear form $g(\Pi(X, Y), \eta)$. In particular, such a distribution $\mathcal{D}$ is totally geodesic if and only if $S^\eta$ vanishes for all $\eta \in \mathcal{D}^\perp$. Again, (2.9) does not necessarily vanish when $\mathcal{D}$ is a general totally geodesic tangent distribution.

### 3. Structure of 3-manifolds with cvc($0$) and signed curvatures

Let $M$ be a 3-manifold with cvc($0$) and pointwise signed sectional curvatures. In other words, we assume that for each $p \in M$, either $\sec_p \geq 0$ or $\sec_p \leq 0$; and, for all $v \in S_p M$, there exists $w \in S_p M$ such that $\sec_p(v \wedge w) = 0$. In this section, we study the local structure of such a manifold $M$, as a preliminary step towards understanding the global structure of higher rank manifolds in the next section.

#### 3.1. Flat planes distribution

Since $M$ has cvc($0$), the subspace $\ker J_v$ of $v^\perp$ is nontrivial for all $v \in S_p M$, see Lemma 2.1. This suggests analyzing the geometry of the collection of subspaces $\ker J_v$ parametrized by $v \in S_p M$, cf. Chi [4].

**Convention 3.1.** For each $v \in S_p M$, parallel translation in $T_p M$ defines a canonical isomorphism between the subspace $T_v(S_p M)$ of $T_v(T_p M)$ and the subspace $v^\perp$ of $T_p M$. This identification will be made without mention when unambiguous.\(^1\)

\(^1\)For *smooth* singular tangent distributions, integrability to a singular foliation is equivalent to a condition strictly stronger than involutivity, requiring also completeness of the vector fields that span the distribution, see Sussmann [17].
Definition 3.2. The flat planes distribution \( Z \) is the tangent distribution on the unit tangent sphere \( S_p M \) given by the association
\[
v \mapsto Z_v := \ker J_v.
\]
In other words, \( Z_v \) consists of all the \( v \)'s orthogonal to \( v \) for which \( v \wedge w \) is a zero curvature 2-plane. We denote by \( Z_p \) its regular set, which is the open subset of \( S_p M \) formed by those \( v \)'s for which \( \dim Z_v \) is minimal.

Remark 3.3. For each \( p \in M \), the restriction of the flat planes distribution to \( Z_p \) is a smooth distribution. This follows from the fact that the Jacobi operator \( J_v \) varies smoothly with \( v \) and has constant rank in \( Z_p \), hence its kernel also varies smoothly with \( v \), cf. [4, Lemma 1].

Convention 3.4. Henceforth, unit tangent spheres \( S_p M \) are assumed to be endowed with the standard (round) Riemannian metric induced by the metric \( g_p \) on \( T_p M \). To avoid confusion, geodesics in \( S_p M \) are typically denoted by \( c \), while geodesics in \( M \) are typically denoted by \( \gamma \).

Lemma 3.5. The flat planes distribution \( (3.1) \) is totally geodesic.

Proof. Let \( v \in S_p M \) and \( w \in Z_v \). The geodesic \( c(t) = \cos(t)v + \sin(t)w \) on \( S_p M \) satisfies \( c(0) = v \) and \( \dot{c}(0) = w \). It suffices to show that \( \dot{c}(t) \in Z_{c(t)} \) for all \( t \in \mathbb{R} \). A direct calculation gives \( J_{c(t)}(\dot{c}(t)) = -\sin(t)J_w(v) + \cos(t)J_v(v) \). Since \( w \in Z_v \), we have \( J_v(w) = 0 \). By Lemma 2.1, \( J_w(v) = 0 \). Therefore, \( J_{c(t)}(\dot{c}(t)) = 0 \), concluding the proof. \( \square \)

The possible flat planes distributions in our particular framework of 3-manifolds with \( \text{cvc}(0) \) are easily classified. Namely, there are only two possible totally geodesic tangent distributions \( D \) on a round 2-sphere such that \( \dim D_v \geq 1 \) for all \( v \in S^2 \), see Figure 1.

1. Suppose there exist \( v_1, v_2 \in S^2 \), with \( v_1 \neq \pm v_2 \) and \( \dim D_v = 2 \) for \( i = 1, 2 \). Consider \( v_3 \in S^2 \) that does not lie in the great circle \( C_{12} \) through \( \{v_1, v_2\} \). Then \( D_{v_1} = T_{v_1} S^2 \), since the two lines at \( v_3 \) tangent to the great circles \( C_{13} \) and \( C_{23} \) through \( \{v_1, v_3\} \) and \( \{v_2, v_3\} \), respectively, are transverse. Since no \( v \in S^2 \) lies simultaneously in all three great circles \( C_{12}, C_{13} \) and \( C_{23} \), repeating the above argument it follows that \( D_v = T_v S^2 \) for all \( v \in S^2 \). (2) Suppose there are no \( v_1, v_2 \in S^2 \) as above. Since any two great circles in \( S^2 \) intersect, there exists \( \xi \in S^2 \) with \( \dim D_\xi = 2 \). As \( D \) is totally geodesic, it follows that also \( \dim D_{-\xi} = 2 \). Each geodesic joining \( \xi \) to \(-\xi \) is tangent to \( D \). Thus, the tangent fields to these geodesics span \( D \) on \( S^2 \setminus \{\pm \xi\} \).

Definition 3.6. A point \( p \in M \) is called isotropic if all 2-planes in \( T_p M \) have the same sectional curvature.\(^2\) Otherwise, \( p \) is called a nonisotropic point. We denote by \( \mathcal{I} \) the closed subset of isotropic points in \( M \), and by \( \mathcal{O} = M \setminus \mathcal{I} \) the open subset of nonisotropic points.

The above discussion, together with Lemma 3.5, implies that the flat planes distribution at \( p \in M \) is of the form (1) or (2) above, according to \( p \) being an isotropic or nonisotropic point, respectively. More precisely, we have proved:

\(^2\)Note that, under the assumption that \( M \) has \( \text{cvc}(0) \), isotropic points are the points at which all tangent planes are flat.
Figure 1. The two possible flat planes distributions on $S_p M$.

Lemma 3.7. Let $M$ be a 3-manifold with cvc(0) and pointwise signed sectional curvatures. Given $p \in M$, consider the flat planes distribution $Z$ on $S_p M$.

(1) The following are equivalent:
(i) $p \in I$ is an isotropic point;
(ii) There exist $v_1, v_2 \in S_p M \setminus Z_p$, with $v_1 \neq \pm v_2$;
(iii) $Z = TS_p M$ is the tangent bundle of $S_p M$.

(2) If $p \in O$ is a nonisotropic point, there exists a 1-dimensional subspace $L_p$ of $T_p M$ such that $S_p M \setminus Z_p = S_p M \cap L_p$. The tangent lines to great circles containing the singular set $S_p M \cap L_p$ define $Z$ on the regular set $Z_p$.

3.2. Nonisotropic components. As before, let $M$ be a complete 3-manifold with cvc(0) and pointwise signed sectional curvatures. Let $C \subset O$ be a connected component of nonisotropic points on $M$. From Lemma 3.7, we have a well-defined line field $L$ on $C$. The following summarizes structural results of Schmidt and Wolfson [13, Thm 1.3, Cor 2.10] concerning this line field.

Theorem 3.8. The line field $L$ on any connected component $C$ of nonisotropic points on $M$ is smooth and tangent to a foliation of $C$ by complete geodesics. Furthermore, if $C$ has finite volume, then the line field $L$ is parallel on $C$.

The finite volume assumption in the last statement can be omitted if further geometric information on the tangent distribution $L^\perp$ is available, as follows.

Proposition 3.9. Let $M$ be a 3-manifold as above, with possibly infinite volume. If the tangent distribution $L^\perp$ is totally geodesic on $C$, then $L$ is parallel on $C$.

Proof. Let $B \subset C$ be a small metric ball, and let $V$ be a unit vector field such that $L_p = \text{span}\{V_p\}$ for all $p \in B$. It suffices to prove that $\nabla V = 0$ on $B$, since any curve contained in $C$ can be covered by finitely many such balls. By Theorem 3.8, $\nabla V = 0$ on $B$. Consider $\hat{S}_p: T_p M \to T_p M$, $\hat{S}_p(w) = -\nabla_w V$. Since $V$ has constant length one, $\hat{S}_p$ restricts to an operator

\[ S_p: L_p^\perp \to L_p^\perp, \quad S_p(w) = -\nabla_w V, \]
on the subspace $L^\perp_p$ of vectors orthogonal to $V_p$, cf. (2.9). We now use that $L^\perp$ is totally geodesic to show that $S_p$ must also vanish.\(^3\) Let $\gamma(t)$ be an orbit of the flow generated by $V$, with $\gamma(0) = p$. According to [13, Thm 2.9], the operators $S(t) = S_{\gamma(t)}: L^\perp_{\gamma(t)} \to L^\perp_{\gamma(t)}$ satisfy the evolution equation
\[
\frac{d}{dt} \text{tr} S(t) = (\text{tr} S(t))^2 - 2 \det S(t).
\]
Let $\{e_1, e_2\}$ be an orthonormal 2-frame along $\gamma(t)$ that spans $L^\perp_{\gamma(t)}$. It follows from (2.6) that $\text{tr} S(t) = g(S(t)(e_1), e_1) + g(S(t)(e_2), e_2) = 0$, for all $t$. Thus, using (2.7),
\[
0 = \det S(t) = -g(S(t)(e_1), e_2)g(S(t)(e_2), e_1) = g(S(t)(e_1), e_2)^2 = g(S(t)(e_2), e_1)^2.
\]
By the above, $S(t)$ vanishes identically, concluding the proof. \(\square\)

4. Structure of 3-manifolds with higher rank

Let $(M, g)$ be a complete 3-manifold. For each $p \in M$ and $v \in S_p M$, denote by
\[
P_t : T_p M \to T_{\gamma(t)} M
\]
the linear isomorphisms defined by parallel translation along $\gamma_v(t)$, and define
\[
R_v := \{ w \in L^\perp_p : P_t(w) \text{ is a parallel Jacobi field along } \gamma_v(t) \}.
\]
The rank of $v \in S_p M$ is defined to be $\dim R_v + 1$. Similarly, the rank of a line $L$ in $T_p M$ is defined as the rank of a unit vector tangent to $L$, and the rank of a geodesic is the (common) rank of its unit tangent vectors. The manifold $(M, g)$ is said to have higher rank if $\dim R_v \geq 1$ for all $v \in S_p M$ and all $p \in M$. Throughout the remainder of this section, $(M, g)$ will denote a complete higher rank 3-manifold.

4.1. Curvature. We begin by analyzing the curvature of higher rank 3-manifolds.

Proposition 4.1. A 3-manifold $(M, g)$ with higher rank has pointwise signed sectional curvatures; i.e., for all $p \in M$ either $\sec_p \geq 0$ or $\sec_p \leq 0$.

Proof. Let $\{v_i\}$ be a local orthonormal frame near $p \in M$ that diagonalizes the Ricci tensor. Since $\dim M = 3$, the curvature operator\(^4\) $R : \Lambda^2 T_p^* M \to \Lambda^2 T_p M$ decomposes as $R = (\text{Ric} - \frac{\sec}{3}) \otimes g$, where $\otimes$ denotes the Kulkarni-Nomizu product. In particular, $R$ is diagonalized by the orthonormal basis $\{v_i \wedge v_j\}$, and hence $\mathcal{J}_{v_i}(v_j) = R(v_j, v_i)v_i = \sec(v_i \wedge v_j)v_j$ for each $i, j \in \{1, 2, 3\}$. Let $\sigma \subset T_p M$ be a 2-plane orthogonal to the unit vector $\sum_{i=1}^3 c_i v_i \in T_p M$. Then $\sigma = \sum_i c_i v_i = \sum_{i=1}^3 c_i (v_{i+1} \wedge v_{i+2})$, where indices are modulo 3. Therefore (cf. [13, Lemma 2.2])
\[
\sec(\sigma)(\sigma) = (R(\sigma), \sigma) = c_1^2 \sec(v_2 \wedge v_3) + c_2^2 \sec(v_3 \wedge v_1) + c_3^2 \sec(v_1 \wedge v_2).
\]
To prove the statement, it is sufficient to show that at least two of the three sectional curvatures $\sec(v_1 \wedge v_j)$ vanish. If this were not the case, after possibly reindexing, we would have that $\sec(v_1 \wedge v_2)$ and $\sec(v_1 \wedge v_3)$ are both nonzero. Since $M$ has higher rank, there exists a unit vector $w \in T_p M$ perpendicular to $v_1$ that is the initial condition for a normal parallel Jacobi field along the geodesic $\gamma_{v_1}$. It follows from the Jacobi equation that $\mathcal{J}_{v_1}(w) = R(w, v_1)v_1 = 0$. Thus,
\[
\mathcal{J}_{v_1}(w) = g(w, v_2) \sec(v_1 \wedge v_2) v_2 + g(w, v_3) \sec(v_1 \wedge v_3) v_3.
\]
As both $\sec(v_1 \wedge v_2)$ and $\sec(v_1 \wedge v_3)$ are nonzero, this implies that $g(w, v_i) = 0$ for $i = 2, 3$, hence $w = 0$, a contradiction. \(\square\)

\(^3\)Notice that this is not immediate, since $L^\perp$ is a priori not necessarily integrable.

\(^4\)According to (2.2), the curvature operator is defined by $\langle R(X \wedge Y), Z \wedge W \rangle = R(X, Y, W, Z)$. 
4.2. Rank distribution. As 3-manifolds with higher rank have pointwise signed sectional curvatures, it follows from Lemma 2.1 that the space \( \mathcal{R}_v \) defined in (4.2) coincides with the space of \( w \in v^\perp \) such that \( \sec(\gamma_v(t) \wedge P_i(w)) = 0 \) for all \( t \in \mathbb{R} \). Moreover, the discussion of 3-manifolds with cvc(0) and signed curvatures in Section 3 automatically applies to 3-manifolds of higher rank. In particular, \( \mathcal{R}_v \) is a linear subspace of \( \mathcal{Z}_v \), see Definition 3.2. This motivates the following:

**Definition 4.2.** The rank distribution \( \mathcal{R} \) is the tangent distribution on \( S_p M \) given by the association \( v \mapsto \mathcal{R}_v \), see (4.2). We denote by \( \mathcal{R}_p \) its regular set, which is the open subset of \( S_p M \) formed by rank 2 vectors.

**Lemma 4.3.** The restriction of \( \mathcal{R} \) to \( \mathcal{R}_p \) is continuous for each \( p \in M \).

**Proof.** Let \( v_i \in \mathcal{R}_p \) be a sequence converging to \( v \in \mathcal{R}_p \). Assume \( w_i \in T_v(S_p M) \) is an accumulation point of a sequence of unit vectors \( w_i \in \mathcal{R}_v \). Then \( w \in \mathcal{R}_v \), by continuity of sectional curvatures and parallel translation. Since \( v \) has rank 2, \( \mathcal{R}_v = \text{span}\{w\} \), and hence the lines \( \mathcal{R}_{v_i} = \text{span}\{w_i\} \) converge to \( \mathcal{R}_v = \text{span}\{w\} \). \( \Box \)

The facts proved for the flat planes distribution in Section 3 yield the following.

**Lemma 4.4.** If there are two or more lines in \( T_p M \) of rank 3, then \( p \) is isotropic.

**Proof.** Follows directly from Lemma 3.7 (1), since \( \mathcal{R}_v \) is a subspace of \( \mathcal{Z}_v \). \( \Box \)

**Lemma 4.5.** The flat planes distribution \( \mathcal{Z} \) and the rank distribution \( \mathcal{R} \) coincide on \( S_p M \), provided \( p \in \mathcal{O} \) is a nonisotropic point.

**Proof.** Since \( S_p M \) is a 2-sphere, it does not admit a continuous tangent line field, so Lemma 4.3 implies \( \dim \mathcal{R}_v = 2 \) for some \( v \in S_p M \). As \( \mathcal{R}_w \) is a subspace of \( \mathcal{Z}_w \) for each \( w \in S_p M \), Lemmas 3.7 (2) and 4.4 imply that \( v \in \mathcal{L}_p \) and hence \( \mathcal{R}_w = \mathcal{Z}_w \). \( \Box \)

**Lemma 4.6.** The restriction of \( \mathcal{R} \) to \( \mathcal{R}_p \) is smooth for each \( p \in M \).

**Proof.** Let \( B \subset \mathcal{R}_p \) be a metric ball with center \( b_0 \subset B \). It suffices to prove smoothness of \( \mathcal{R} \) on \( B \). As \( b_0 \) is a vector of rank 2, there exist a unit vector \( w \in b_0^\perp \) and \( t > 0 \), such that \( \sec(\gamma_{b_0}(t) \wedge P_i(w)) \neq 0 \). In particular \( \gamma_{b_0}(t) \in \mathcal{O} \). As \( \mathcal{O} \) is open, we may assume \( \gamma_0(t) \in \mathcal{O} \) for all \( b \in B \) up to shrinking \( B \). From Lemma 4.5, \( \mathcal{R}_{\gamma_0}(t) = \mathcal{Z}_{\gamma_0}(t) \) for each \( b \in B \). As the unit tangent vectors \( \gamma_b(t) \) vary smoothly with \( b \in B \), also \( \mathcal{R}_{\gamma_b}(t) \) varies smoothly with \( b \in B \), see Remark 3.3. To conclude the proof, notice \( \mathcal{R}_b \) is obtained by parallel translating for time \( t \) along \( \gamma_b \) the line \( \mathcal{R}_{\gamma_0}(t) \) to \( T_b(S_p M) \). \( \Box \)

4.3. Adapted frame. Let \( B \) be a metric ball contained in \( \mathcal{R}_p \subset S_p M \). By Lemma 4.6, there is a smooth unit vector field \( e_1 \) on \( B \) tangent to the rank distribution \( \mathcal{R} \). An orientation on \( S_p M \) determines an orthonormal frame \( \{e_1, e_2\} \) on \( B \). For each \( v \in B \) and \( t > 0 \), define

\[
E_0(t) = P_t(v) = \gamma_v(t), \quad \text{and} \quad E_i(t) = P_t(e_i), \quad i = 1, 2.
\]

Then \( \{E_0(t), E_1(t), E_2(t)\} \) is a parallel orthonormal frame along \( \gamma_v \). By construction, we have that \( E_1(t) \) is a parallel Jacobi field along \( \gamma_v(t) \), in accordance with the higher rank assumption.\(^5\) In particular, \( \sec(E_0(t) \wedge E_1(t)) = 0 \) for all \( t \geq 0 \).

\(^5\)An analogous construction in the weaker context of a finite-volume cvc(0) 3-manifold is possible, by choosing the vector field \( e_1 \) to be tangent to the flat planes distribution \( \mathcal{Z}_v \) near \( v \in \mathcal{Z}_p \), see Theorem 3.8. Nevertheless, in this case, one only concludes that \( E_1(t) \) is tangent to the line...
Fix $v \in B$ and $t_0 > 0$ for which $t_0v$ is not a critical point of $\exp_p : T_pM \to M$, so that $\exp_p$ is a diffeomorphism between a neighborhood $U$ of $t_0v$ and a neighborhood $V$ of $\exp_p(t_0v)$. Up to shrinking $B$, we may assume that the image of $U$ under the radial retraction $T_pM \setminus \{0\} \to S_pM$ coincides with $B$. The adapted frames along geodesics issuing from $p \in M$ with initial velocity in $B$ provide an orthonormal \textit{adapted frame} $\{E_0, E_1, E_2\}$ of the open set $V$ in $M$. For $t$ near $t_0$, the distance spheres $S(p, t) = \{x \in M : \text{dist}(p, x) = t\}$ intersect the neighborhood $V$ of $\exp_p(t_0v)$ in smooth codimension one submanifolds, see Figure 2. The vector fields $E_1(t)$ and $E_2(t)$ are tangent to $S(p, t)$ in $V$, and its outward pointing unit normal is $E_0(t)$.

![Figure 2. The neighborhood $V$ of $\exp_p(t_0v)$, where the adapted frame $\{E_0, E_1, E_2\}$ is defined.](image)

We now compute the Christoffel symbols of the adapted frame $\{E_0, E_1, E_2\}$. Let $a_{12}^1$ and $a_{12}^2$ be smooth functions on $B$ such that $[e_1, e_2] = a_{12}^1e_1 + a_{12}^2e_2$. For each geodesic $\gamma_v$ with initial velocity $v \in B$, let $J_i(t)$, $i = 1, 2$, denote the Jacobi field along $\gamma_v$ with initial conditions $J_i(0) = 0$ and $J_i'(0) = e_i \in T_v(S_pM)$. For $t$ near $t_0$, consider $F_t : B \to M$ given by $F_t(v) = \exp_p(tv)$. From (2.3), we have $dF_t(e_i) = J_i(t)$, $i = 1, 2$. Using the above and the fact that $J_i$ are invariant under the radial flow generated by $E_0$, one obtains:

\begin{equation}
J_1, J_2 = a_{12}^1J_1 + a_{12}^2J_2, \quad [E_0, J_1] = \mathcal{L}_{E_0}J_1 = 0, \quad [E_0, J_2] = \mathcal{L}_{E_0}J_2 = 0.
\end{equation}

**Lemma 4.7.** For $v \in B$, we have that $J_1(t) = tE_1(t)$ and $J_2(t) = f(t)E_2(t)$, where $f(t)$ is the solution of the ODE

\begin{equation}
f'' + \sec(E_0 \wedge E_2)f = 0, \quad \text{with} \quad f(0) = 0, \quad f'(0) = 1.
\end{equation}

**Proof.** From $\sec(E_0 \wedge E_1) = 0$ and Lemma 2.1, we have $R(E_1, E_0)E_0 = 0$. Since $E_1(t)$ is parallel, the field $tE_1(t)$ is a Jacobi field. Moreover, it has the same initial conditions as $J_1(t)$ and therefore $J_1(t) = tE_1(t)$. Regarding $J_2(t)$, there exist smooth functions $h(t)$ and $f(t)$ so that $J_2(t) = h(t)E_1(t) + f(t)E_2(t)$. Thus, the Jacobi equation reads

\begin{equation}
0 = J_2'' + R(J_2, E_0)E_0 = h''E_1 + f''E_2 + fR(E_2, E_0)E_0.
\end{equation}

Field $L_{\gamma_v}(t)$ for $t$ such that $\gamma(t)$ is in the same component $C$ of nonisotropic points as $\gamma(0)$. In particular, $\sec(E_0(t) \wedge E_1(t))$ might not vanish if $\gamma(t) \notin C$. This is a crucial step where the higher rank assumption (as opposed to cvc(0)) is used in our main result.
Since \( E_1 \) is an eigenvector of \( J_{E_0} \), so is \( E_2 \). Consequently, \( R(E_2, E_0, E_0, E_1) = 0 \). Thus, taking the inner product of (4.6) with \( E_1 \), the above gives \( h'' = 0 \) and hence \( h(t) \) is linear. The initial conditions \( J_2(0) = 0 \) and \( J'_2(0) = e_2 \) respectively imply \( h(0) = 0 \) and \( h'(0) = 0 \), so \( h \equiv 0 \). □

Altogether, Lemma 4.7 and (4.4) imply that the Lie brackets of \( \{ E_1, E_2, E_3 \} \) are

\[
\begin{align*}
[E_0, E_1] &= -\frac{1}{t} E_1, \\
[E_0, E_2] &= -\frac{1}{t} E_2, \\
[E_1, E_2] &= \frac{a_1^3}{t^2} E_1 - \left( \frac{1}{t} E_1(f) - \frac{a_1^2}{t^3} \right) E_2,
\end{align*}
\]

and hence applying the Koszul formula (2.1) we have the following:

**Lemma 4.8.** The adapted frame \( \{ E_0, E_1, E_2 \} \) has Christoffel symbols given by:

\[
\begin{align*}
\nabla_{E_0} E_0 &= 0, & \nabla_{E_1} E_0 &= \frac{1}{t} E_1, & \nabla_{E_2} E_0 &= \frac{1}{t} E_2, \\
\nabla_{E_1} E_1 &= 0, & \nabla_{E_1} E_2 &= -\frac{1}{t} E_0 - \frac{a_1^3}{t^2} E_2, & \nabla_{E_2} E_1 &= \left( \frac{1}{t} E_1(f) - \frac{a_1^2}{t^3} \right) E_2, \\
\nabla_{E_2} E_2 &= 0, & \nabla_{E_1} E_2 &= \frac{a_1^3}{t^2} E_1, & \nabla_{E_2} E_2 &= -\frac{1}{t} E_0 - \left( \frac{1}{t} E_1(f) - \frac{a_1^2}{t^3} \right) E_1,
\end{align*}
\]

where \( f(t) \) is the solution of the ODE (4.5).

**Lemma 4.9.** The vector field \( e_1 \) is geodesic on \( B \) if and only if \( a_{12}^3 \equiv 0 \).

**Proof.** Denote by \( \langle \cdot, \cdot \rangle \) the metric on \( S_2 M \) and by \( \nabla \) its Levi-Civita connection. As the vector field \( e_1 \) has unit length on \( B \), we have \( \langle \nabla_{e_1} e_1, e_1 \rangle = \frac{1}{2} e_1(e_1, e_1) = 0 \). To conclude, notice that the Koszul formula (2.1) yields

\[
\langle \nabla_{e_1} e_1, e_1 \rangle = \frac{1}{2} \left( \langle [e_1, e_1], e_2 \rangle - \langle [e_1, e_2], e_1 \rangle + \langle [e_2, e_1], e_1 \rangle \right) = -a_{12}^3.
\]

We now verify that \( e_1 \) is a geodesic vector field on \( B \). This is easily deduced when \( p \in \mathcal{O} \), since by Lemma 4.5 we have \( \mathcal{R} = \mathcal{Z} \), which is totally geodesic by Lemma 3.5.

**Proposition 4.10.** The restriction of \( \mathcal{R} \) to \( \mathcal{R}_p \) is a totally geodesic distribution.

**Proof.** By Lemma 4.9, it suffices to show that \( a_{12}^3 \equiv 0 \) on \( B \), since \( e_1 \) is tangent to \( \mathcal{R} \). If this were not the case, we may assume \( a_{12}^3(b) \neq 0 \) for all \( b \in B \), up to shrinking \( B \). Since \( \text{sec}(E_0 \wedge E_1) = 0 \), Lemma 2.1 implies that \( R(E_0, E_1) E_1 = 0 \). In particular, \( R(E_1, E_2, E_0, E_1) = 0 \). On the other hand, from Lemma 4.8, we have:

\[
R(E_1, E_2, E_0, E_1) = a_{12}^3 \frac{f't - f}{f^2}.
\]

Since we assumed \( a_{12}^3 \) nonzero on \( B \), it follows that \( f't - f = 0 \) along every geodesic \( \gamma_v(t) \) with initial velocity \( v \in B \), for all \( t > 0 \) such that \( tv \) is not a critical point of \( \exp_p : T_p M \to M \).\(^6\) The Jacobi fields \( J_1(t) = t E_1(t) \) and \( J_2(t) = f(t) E_2(t) \) form a basis of the initially vanishing normal Jacobi fields along \( \gamma_v(t) \), see Lemma 4.7. Thus, \( tv \) is not a critical point of \( \exp_p \) for all \( t > 0 \) such that \( f(t) \neq 0 \). In particular, \( f't - f = 0 \) for sufficiently small \( t > 0 \). Differentiating with respect to \( t \) yields \( f''t = 0 \), hence \( f'' = 0 \). As \( f(0) = 0 \) and \( f'(0) = 1 \), we have \( f(t) = t \), and hence \( tv \) is not a critical point of \( \exp_p \) for all \( t > 0 \). Moreover, (4.5) implies \( \text{sec}(E_0 \wedge E_2) = 0 \) for all \( t > 0 \), and hence \( v \) is a rank 3 vector, contradicting \( v \in B \subset \mathcal{R}_p \). □

**Remark 4.11.** By Proposition 4.10, the Christoffel symbols of \( \{ E_0, E_1, E_2 \} \) given in Lemma 4.8 can be a posteriori simplified using that \( a_{12}^3 \equiv 0 \) on \( B \).

\(^6\)i.e., the \( t > 0 \) for which Lemma 4.8 is valid.
Corollary 4.12. The subset $R_p$ of rank 2 vectors does not contain any great circle.

Proof. Assume that some great circle $C \subset S_pM$ consists entirely of rank 2 vectors. As $R_p$ is open, some tubular neighborhood $N$ of $C$ in $S_pM$ consists entirely of rank 2 vectors. Orient the rank line field $R$ on $N$ with a unit length vector field $e_1$, and denote by $\phi_t$ the local flow generated by $e_1$. For $v \in N$ sufficiently close to $C$, the orbit $\phi_t(v)$ remains in $N$ for all $t \in [0, 2\pi]$. Proposition 4.10 implies that this orbit is a great circle $C$ of $S_pM$. The two great circles $C$ and $\bar{C}$ must intersect transversally at some point $x$, where the tangent lines $T_xC$ and $T_x\bar{C}$ are both subspaces of $R_x$. Therefore $x$ is a rank 3 vector of $S_pM$, a contradiction. \qed

4.4. Totally geodesic flats. Recall that if $p \in O$ is a nonisotropic point, then there exists a unique rank 3 line $L_p$ in $T_pM$, see Lemma 4.4. We now show that the linear open book decomposition of $T_pM$ with binding $L_p$ and pages given by 2-planes that contain $L_p$ exponentiates to the open book decomposition of domains $U_p = M \setminus \text{Cut}(p)$ of the form (2.5) mentioned in the Introduction.

Proposition 4.13. If $p \in O$ and $\sigma$ is a 2-plane in $T_pM$ containing $L_p$, then its image $\Sigma := \exp_p(\sigma)$ is a totally geodesic flat immersed submanifold of $M$.

Proof. Let $\{v, w\}$ be an orthonormal basis of $\sigma$, and use parallel translation along $t \mapsto tv$ to identify $\{v, w\}$ with an orthonormal basis of $T_{tv}\sigma$, $t > 0$. Let $J(t)$ be the normal Jacobi field along $\gamma_t(t)$ with $J(0) = 0$ and $J'(0) = w$. Lemmas 3.7 and 4.5 imply that $w \in R_v$. Lemma 4.7 implies that $J(t) = tP_t(w)$, where $P_t$ is given by (4.1). Using (2.3), we have:

\begin{align}
\text{d}(\exp_p)_{tv}(v) &= \gamma_t(t) = P_t(v), \\
\text{d}(\exp_p)_{tv}(w) &= \frac{1}{2}\text{d}(\exp_p)_{tv}(tw) = \frac{1}{2}J(t) = P_t(w).
\end{align}

Since $P_t$ is a linear isometry, it follows that $\exp_p : \sigma \to \Sigma$ is an isometric immersion.

The rank 2 unit vectors $v \in \sigma \setminus L_p$ determine an adapted frame $\{E_0, E_1, E_2\}$ along the restriction of $\exp_p$ to $\sigma \setminus L_p$. In this adapted frame, $E_2$ is a unit normal field along $\Sigma$. From Lemma 4.8 and Remark 4.11, we have $\nabla_{E_0}E_2 = \nabla_{E_1}E_2 = 0$. Thus, if $v$ is a rank 2 vector and $tv$ is not a critical point of $\exp_p$, the second fundamental form of $\Sigma$ vanishes at $tv$. Since the subset of critical points of $\exp_p$ in $\sigma \setminus L_p$ has dense complement in $\sigma$, it follows that the second fundamental form of $\Sigma$ vanishes identically. \qed

Remark 4.14. In the above notation, consider $v \in \sigma$ a rank 2 unit vector and $w \in \sigma$ a unit vector orthogonal to $v$. Then $w \in R_v$ determines an adapted frame $\{E_0, E_1, E_2\}$ along $\gamma_t(t)$ and (4.7) becomes

\begin{align}
\text{d}(\exp_p)_{tv}(v) &= E_0(t), \\
\text{d}(\exp_p)_{tv}(w) &= E_1(t).
\end{align}

4.5. Parallel line field. We now use the above adapted frames to construct a parallel line field $X^p$ on domains $U_p = M \setminus \text{Cut}(p)$, for $p \in O$. Let $\xi \in L_p$ be a unit vector and $v \in S_pM \cap \xi^\perp$. Consider the spherical geodesic segment

\begin{equation}
c(s) = \cos(s) v + \sin(s) \xi, \quad s \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right],
\end{equation}

that joins $-\xi$ to $\xi$ and passes through $v$ when $s = 0$. Let $\{e_1, e_2\}$ be an orthonormal frame on $S_pM \setminus \{\pm \xi\}$, with $e_1$ tangent to the rank distribution $R$ and oriented by $e_1(c(s)) = \dot{c}(s)$. The frame $\{e_1, e_2\}$ is rotationally invariant and induces an adapted
frame \( \{E_0, E_1, E_2\} \) on \( U_p \setminus \gamma_\xi(\mathbb{R}) \) with Christoffel symbols given by Lemma 4.8 (see also Remark 4.11).

**Lemma 4.15.** Let \( a, b : U_p \setminus \gamma_\xi(\mathbb{R}) \to \mathbb{R} \) be smooth functions. The vector field \( V = aE_0 + bE_1 \) is parallel if and only if \( a \) and \( b \) satisfy the following equations:

\[
\begin{align*}
(4.10) & \quad a' = 0, & b' = 0, \\
(4.11) & \quad E_2(a) = 0, & E_2(b) = 0, \\
(4.12) & \quad E_1(a) = \frac{b}{t}, & E_1(b) = -\frac{a}{t}, \\
(4.13) & \quad a\frac{\partial}{\partial t} + b \left( \frac{1}{t}E_1(f) - \frac{a^2}{t} \right) = 0.
\end{align*}
\]

**Proof.** From Lemma 4.8 and Remark 4.11, we have:

\[
\begin{align*}
\nabla_{E_0} V &= a'E_0 + b'E_1, \\
\nabla_{E_1} V &= (E_1(a) - \frac{b}{t}) E_0 + (E_1(b) + \frac{a}{t}) E_1, \\
\nabla_{E_2} V &= E_2(a)E_0 + E_2(b)E_1 + \left( a\frac{\partial}{\partial t} + b \left( \frac{1}{t}E_1(f) - \frac{a^2}{t} \right) \right) E_2.
\end{align*}
\]

\( \square \)

**Lemma 4.16.** Smooth functions \( \tilde{a}, \tilde{b} : S_pM \setminus \{\pm \xi\} \to \mathbb{R} \) satisfying

\[
\begin{align*}
(4.14) & \quad e_1(\tilde{a}) = \tilde{b}, & e_1(\tilde{b}) = -\tilde{a}, \\
(4.15) & \quad e_2(\tilde{a}) = 0, & e_2(\tilde{b}) = 0,
\end{align*}
\]

determine smooth functions \( a, b : U_p \setminus \gamma_\xi(\mathbb{R}) \to \mathbb{R} \) satisfying (4.10), (4.11) and (4.12).

**Proof.** Assume that \( \tilde{a} \) and \( \tilde{b} \) satisfy the above and let \( \mu : S_pM \to (0, \infty) \) denote the cut time function (2.4). For each \( v \in S_pM \setminus \{\pm \xi\} \), define \( a \) and \( b \) so that

\[
(4.16) \quad a(\gamma_v(t)) = \tilde{a}(v) \quad \text{and} \quad b(\gamma_v(t)) = \tilde{b}(v), \quad \text{for all } t \in (0, \mu(v)).
\]

Note that \( a \) and \( b \) satisfy (4.10) by construction. Recall that the radial flow generated by \( E_0 \) carries \( e_1, e_2 \in T_v(S_pM) \) respectively to the Jacobi fields \( J_1(t) = tE_1(t) \) and \( J_2(t) = f(t)E_2(t) \) along \( \gamma_v(t) \). Thus, we have:

\[
\begin{align*}
e_1(\tilde{a}) &= J_1(t)(a) = tE_1(a), & e_1(\tilde{b}) &= J_1(t)(b) = tE_1(b), \\
e_2(\tilde{a}) &= J_2(t)(a) = f(t)E_2(t)(a), & e_2(\tilde{b}) &= J_2(t)(b) = f(t)E_2(t)(b).
\end{align*}
\]

Therefore, (4.14) implies (4.12), and as \( f \neq 0 \) on \( U_p \), (4.15) implies (4.11). \( \square \)

**Lemma 4.17.** Smooth functions \( a, b : U_p \setminus \gamma_\xi(\mathbb{R}) \to \mathbb{R} \) that satisfy (4.10) on \( U_p \setminus \gamma_\xi(\mathbb{R}) \) and (4.13) on \( (U_p \setminus \gamma_\xi(\mathbb{R})) \cap \mathcal{O} \) also satisfy (4.13) on \( U_p \setminus \gamma_\xi(\mathbb{R}) \).

**Proof.** As \( a \) and \( b \) are smooth functions, they satisfy (4.13) on \( (U_p \setminus \gamma_\xi(\mathbb{R})) \cap \mathcal{O} \). It remains to show that (4.13) is satisfied on the interior points of \( (U_p \setminus \gamma_\xi(\mathbb{R})) \cap \mathcal{I} \). Assume \( x \) is one such interior point. Theorem 3.8 implies that \( \gamma_\xi(\mathbb{R}) \subset \mathcal{O} \). Therefore, there exists a vector \( v \in S_pM \setminus \{\pm \xi\} \) and \( 0 < t_0 < t_1 < t_2 \), with

\[
\gamma_v(t_1) = x, \quad \gamma_v([t_0, t_2]) \subset \mathcal{I}, \quad \text{and} \quad \gamma_v(t_0), \gamma_v(t_2) \in \mathcal{O}.
\]

Let \( \{E_0(t), E_1(t), E_2(t)\} \) be the adapted frame along \( \gamma_v(t) \). The curvature tensor vanishes identically on \( \mathcal{I} \), hence \( R(E_0, E_2, E_2, E_1) = 0 \) for \( t \in [t_0, t_2] \). From Lemma 4.8 and Remark 4.11, we have

\[
fR(E_0, E_2, E_2, E_1) = \left( f \left( \frac{a^2}{t^3} - \frac{1}{t}E_1(f) \right) \right)' \quad \text{along } \gamma_v(t).
\]
Thus, \( f\left(\frac{a^2}{t} - \frac{1}{2} E_1(f)\right) \) is constant on \( \gamma_\alpha([t_0, t_2]) \). By (4.10), the functions \( a \) and \( b \) are also constant on \( \gamma_\alpha([t_0, t_2]) \). Therefore,

\[
af'(t) + bf\left(\frac{1}{2} E_1(f) - \frac{a^2}{t}\right)' = af'', \quad \text{for all } t \in [t_0, t_2].
\]

As \( \gamma_\alpha(t) \in \mathcal{I} \) when \( t \in [t_0, t_2] \), on this interval \( \sec(E_0 \wedge E_2) = -\frac{f''}{f} = 0 \). Thus,

\[
af' + bf\left(\frac{1}{2} E_1(f) - \frac{a^2}{t}\right) \text{ is constant on } [t_0, t_2].
\]

As \( \gamma_\alpha(t_0) \in \mathcal{O} \), (4.13) is satisfied when \( t = t_0 \). Equivalently, (4.17) vanishes when \( t = t_0 \). Therefore, (4.13) is satisfied for all \( t \in [t_0, t_2] \), in particular, at \( \gamma(t_1) = x \). □

We are now ready to construct the parallel line field \( X^p \) on \( U_p = M \setminus \text{Cut}(p) \), for \( p \in \mathcal{O} \). As before, let \( \mu: S_p M \to (0, \infty) \) denote the cut time function (2.4). For each \( x \in U_p \setminus \{p\} \), there are unique \( w_x \in S_p M \) and \( t_x \in (0, \mu(w_x)) \) such that \( \gamma_{w_x}(t_x) = x \). For each \( w \in S_p M \) let \( P_t^w: T_p M \to T_{\gamma(w)(t)} M \) denote parallel translation along the geodesic \( \gamma_w: R \to M \). Define the vector field \( V^p \) on \( U_p \) by:

\[
V^p(x) := \begin{cases} 
\xi, & \text{if } x = p \\
P_t^{w_x}(\xi), & \text{if } x \in U_p \setminus \{p\}.
\end{cases}
\]

Define the line field \( X^p \) on \( U_p \) by:

\[
X^p := \text{span}\{V^p\}.
\]

The following alternative description of \( V^p \) on the subset \( U_p \setminus \gamma_\xi(R) \) will be useful. Let \( v \in S_p M \cap \xi^\perp \) and consider the geodesic segment \( c(s) \) through \( \pm \xi \) and \( v \) given by (4.9). Define smooth functions \( \bar{a} \) and \( \bar{b} \) along the geodesic \( c(s) \) by

\[
\bar{a}(c(s)) = \sin(s) \quad \text{and} \quad \bar{b}(c(s)) = \cos(s),
\]

cf. (4.16). Extend \( \bar{a} \) and \( \bar{b} \) to smooth functions on \( S_p M \) invariant under rotations that fix \( \{\pm \xi\} \). Consider the rotationally invariant orthonormal frame \( \{e_1, e_2\} \) of \( S_p M \setminus \{\pm \xi\} \), with \( e_1 \) tangent to the rank distribution \( R \), oriented by \( e_1(c(s)) = \hat{c}(s) \). Let \( \{E_0, E_1, E_2\} \) be the adapted frame on \( U_p \setminus \gamma_\xi(R) \) induced by \( \{e_1, e_2\} \), as discussed in the beginning of this subsection. By construction, \( \bar{a} \) and \( \bar{b} \) satisfy (4.14) and (4.15) on \( S_p M \setminus \{\pm \xi\} \) hence by Lemma 4.16 induce smooth radially constant functions \( a \) and \( b \) on \( U_p \setminus \gamma_\xi(R) \) satisfying (4.10), (4.11) and (4.12).

We claim that, on \( U_p \setminus \gamma_\xi(R) \), the vector field (4.18) is given by:

\[
V^p = a E_0 + b E_1.
\]

By (4.11) and the rotational invariance of \( \{e_1, e_2\} \), it suffices to verify the above along geodesic rays with initial velocity in the interior of the geodesic segment \( c(s) \). For each \( s \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), it is easy to see that

\[
\xi = \bar{a}(c(s))\, c(s) + \bar{b}(c(s))\, \hat{c}(s).
\]

The parallel vector fields \( E_0(t) \) and \( E_1(t) \) along \( \gamma(c(s))(t) \) are respectively \( E_0(t) = P_t^{c(s)}(c(s)) \) and \( E_1(t) = P_t^{c(s)}(e_1(c(s))) = P_t^{c(s)}(\hat{c}(s)) \). Therefore,

\[
V^p(\gamma(c(s))(t)) = P_t^{c(s)}(\xi)
= P_t^{c(s)}(\bar{a}(c(s))c(s) + \bar{b}(c(s))\hat{c}(s))
= \bar{a}(c(s))P_t^{c(s)}(c(s)) + \bar{b}(c(s))P_t^{c(s)}(\hat{c}(s))
\]
concluding the proof of (4.20). The line field $X^p$ is geometrically related to the above mentioned open book decomposition, as follows.

**Lemma 4.18.** Let $p \in \mathcal{O}$ and $\sigma$ be a 2-plane in $T_p M$ containing $L_p$. The restriction of the line field $X^p$ given by (4.19) to the flat submanifold $\Sigma = \exp_p(\sigma)$ is tangent to the foliation of $\Sigma$ by lines parallel to $\gamma_\xi(R)$, where $\xi \in L_p$ is a unit vector.

**Proof.** Without loss of generality, assume $v \in \sigma$ so that the geodesic segment $c(s)$ given by (4.9) lies in $S_p M \cap \sigma$. Let $V^\xi$ denote the parallel unit vector field on $\sigma$ determined by $\xi \in L_p$. Clearly $V^\xi$ is tangent to a foliation of $\sigma$ by straight lines parallel to $\gamma_\xi(R)$. By continuity, it suffices to check this for $x \in \sigma \setminus L_p$. Assume $x = tc(s)$ with $s \in (-\frac{\pi}{2}, \frac{\pi}{2})$ and $t \neq 0$. Identify the orthonormal basis $\{c(s), \dot{c}(s)\}$ of $T_x \sigma$ with an orthonormal basis of $T_x \mathcal{O}$ and use (4.21) to deduce that

$$V^\xi(x) = \bar{a}(c(s))c(s) + \bar{b}(c(s))\dot{c}(s).$$

Then, using (4.8), (4.10) and (4.20) respectively, we have:

$$d(\exp_p)_x(V^\xi) = \bar{a}(c(s)) E_0(t) + \bar{b}(c(s)) E_1(t)$$

$$= a(\gamma_{c(s)}(t)) E_0(t) + b(\gamma_{c(s)}(t)) E_1(t)$$

$$= V^p(\exp_p(x)).$$

**□**

**Figure 3.** Totally geodesic flat submanifolds $\Sigma$, foliated by lines parallel to the geodesic $\gamma_\xi(R)$, pictured as the vertical red line.

**Proposition 4.19.** The line field $X^p$ given by (4.19) satisfies $X^p(x) = L_x$ for all $x \in U_p \cap \mathcal{O}$. 
Proof. By Theorem 3.8, \( V^p(\gamma_\xi(t)) = P_p^\xi(\xi) = \dot{\gamma}_\xi(t) \in L_{\gamma_\xi(t)} \) for each \( t \in \mathbb{R} \). Thus, \( X^p(x) = L_x \) for all \( x \in U_p \cap \gamma_\xi(\mathbb{R}) \). For \( x \in (U_p \setminus \gamma_\xi(\mathbb{R})) \cap \mathcal{O} \), there exists \( v_x \in S_pM \setminus \{ \pm \xi \} \) and \( t_x \in (0, \mu(v_x)) \) such that \( \gamma_{v_x}(t_x) = x \). Consider the 2-plane \( \sigma = \text{span}\{\xi, v_x\} \) in \( T_pM \). By Proposition 4.13, \( \Sigma = \exp_p(\sigma) \) is a totally geodesic flat immersed submanifold of \( M \), and hence the 2-plane \( T_x\Sigma \) in \( T_xM \) has zero sectional curvature. As the line \( L_x \) in \( T_xM \) lies in every 2-plane of zero sectional curvature, we have that \( L_x \) lies in \( T_x\Sigma \). If \( V^p(x) \notin L_x \), then the two lines \( \gamma_\xi(\mathbb{R}) \) and \( \exp_x(L_x) \) are not parallel in \( \Sigma \), by Lemma 4.18. Consequently, they intersect transversally at some point \( y \in \gamma_\xi(\mathbb{R}) \). By Lemma 4.4, \( y \in I \), contradicting the fact that \( \gamma_\xi(\mathbb{R}) \subset \mathcal{O} \) by Theorem 3.8. Therefore, \( V^p(x) \in L_x \) and hence \( X^p(x) = L_x \). □

Corollary 4.20. The distribution \( L^\perp \) defined on \( \mathcal{O} \) is totally geodesic.

Proof. Let \( p \in \mathcal{O} \) and \( v \in L^\perp_p \). We must show that \( \dot{\gamma}_v(t) \in L^\perp_{\gamma_\xi(t)} \) for all \( t \) sufficiently small. Let \( \sigma \) be the 2-plane in \( T_pM \) containing \( v \) and \( L_p \). By Proposition 4.13, \( \Sigma = \exp_p(\sigma) \) is a totally geodesic flat. Therefore, the geodesic \( \gamma_\sigma(t) \) stays in \( \Sigma \) and remains perpendicular to the foliation of \( \Sigma \) by straight lines parallel to \( \gamma_\xi(\mathbb{R}) = \exp_p(L_p) \). By Lemma 4.18, this foliation is tangent to the line field \( X^p \), which agrees with the line field \( L \) on \( \mathcal{O} \) by Proposition 4.19. □

Corollary 4.21. The line field \( L \) is parallel on each connected component of \( \mathcal{O} \).

Proof. Immediate consequence of Proposition 3.9 and Corollary 4.20. □

Proposition 4.22. The line field \( X^p \) given by (4.19) is parallel on \( U_p = M \setminus \text{Cut}(p) \).

Proof. By Proposition 4.19 and Corollary 4.21, \( X^p \) is parallel on \( U_p \cap \mathcal{O} \), and it remains to show that \( X^p \) is parallel on \( U_p \cap I \). As mentioned above, the functions \( a \) and \( b \) in (4.20) satisfy (4.10), (4.11) and (4.12) on \( U_p \setminus \gamma_\xi(\mathbb{R}) \). Since \( X^p \) is parallel on \( U_p \cap \mathcal{O} \), by Lemma 4.15, they satisfy (4.13) on \( (U_p \setminus \gamma_\xi(\mathbb{R})) \cap \mathcal{O} \) and hence, by Lemma 4.17, \( a \) and \( b \) satisfy (4.10), (4.11), (4.12) and (4.13) on all of \( U_p \setminus \gamma_\xi(\mathbb{R}) \). The result now follows from Lemma 4.15, since \( I \subset U_p \setminus \gamma_\xi(\mathbb{R}) \). □

5. Proof of Theorem A

The strategy to prove Theorem A is to patch together the line fields constructed in Proposition 4.19 to construct a globally parallel line field on \( M \). Then, the universal covering of \( M \) splits a line as a consequence of de Rham decomposition (see Proposition 2.4). For this, we will need the following:

Lemma 5.1. Let \( p \in \mathcal{O} \) and \( \sigma \) be a 2-plane in \( T_pM \) containing \( L_p \). Consider \( \Sigma = \exp_p(\sigma) \) and the line field \( X^p \) given by (4.19). Assume that \( x \in \Sigma \) is an isotropic point and let \( C \subset S_xM \) be the great circle \( C = T_x\Sigma \cap S_xM \). Then:

1. There are precisely two rank 3 vectors in \( C \), given by \( C \cap X^p(x) \);
2. For each \( c \in C \), \( T_cC \) is a subspace of the rank distribution \( R_c \).

Proof. By Lemma 4.18, the restriction of \( X^p \) to \( \Sigma \) is tangent to a foliation by lines parallel to \( \gamma_\xi(\mathbb{R}) \). By Corollary 4.12, \( C \) does not consist entirely of rank 2 vectors. If a rank 3 vector \( w \in C \) is not tangent to the line \( X^p(x) \), then the two nonparallel lines \( \gamma_\xi(\mathbb{R}) \) and \( \exp_x(R_w) \) must intersect transversally at some point \( y \). This point \( y \) is isotropic by Lemma 4.4, contradicting the fact that \( y \in \gamma_\xi(\mathbb{R}) \subset \mathcal{O} \). Thus, the rank 3 vectors in \( C \) are contained in \( X^p(x) \cap C \). By definition, the rank of a unit vector \( v \) coincides with the rank of \(-v\), concluding the proof of (1).
It remains to prove (2) for all rank 2 vectors \( c \in C \). As \( x \in \Sigma \), there exists a unit vector \( v \in S_{p_{1}}M \setminus \{ \pm \xi \} \) and \( t_{0} > 0 \) such that \( \gamma_{v}(t_{0}) = x \). Let \( \{ E_{0}, E_{1}, E_{2} \} \) denote the adapted frame along \( \gamma_{v} \) and consider the rank 2 vector \( E_{0}(t) = \gamma_{v}(t_{0}) \in C \). Then \( T_{E_{0}(t)}C \) is obtained by parallel translating in \( T_{\Sigma}M \) the subspace spanned by \( E_{1}(t) \). Thus, \( E_{0}(t) \) satisfies (2), and hence by Proposition 4.10, so do all rank 2 vectors in \( C \).

**Proof of Theorem A.** If \( \overline{M} \) splits isometrically as a product, then \( M \) clearly has higher rank. Conversely, assume \( M \) is a complete higher rank 3-manifold. If \( M \) consists entirely of isotropic points, then \( M \) is flat and hence its universal covering is isometric to the Euclidean space \( \mathbb{R}^{3} \). Hence, assume \( M \) has nonisotropic points. By Proposition 2.4, it suffices to construct a parallel line field \( X \) on \( M \). Let \( B \subset O \) denote a small metric ball in \( M \) whose restriction to \( X \) is isometric to the Euclidean space \( \mathbb{R}^{3} \). Hence, assume \( M \) has nonisotropic points.

We claim that \( X^{p_{1}} = X^{p_{2}} \) on \( U_{p_{1}} \cap U_{p_{2}} \) for any \( p_{1}, p_{2} \in B \). To see the claim, let \( x \in U_{p_{1}} \cap U_{p_{2}} \). If \( x \in O \), then \( X^{p_{1}}(x) = X^{p_{2}}(x) \), by Proposition 4.19. Hence, assume \( x \in \mathcal{I} \). As the geodesic \( \exp_{p_{1}}(L_{p_{1}}) \) consists entirely of nonisotropic points, there exist unique \( v_{x}^{i} \in S_{p_{1}}M \setminus \{ L_{p_{1}} \cap S_{p_{1}}M \} \) and \( t_{x}^{i} \in (0, \mu(v_{x}^{i})) \) such that \( \gamma_{v_{x}^{i}}(t_{x}^{i}) = x, \ i = 1, 2 \). Consider the 2-planes \( \sigma_{i} := \text{span} \{ \xi_{p_{i}}, v_{x}^{i} \} \) of \( T_{p_{i}}M, \ i = 1, 2 \). By Proposition 4.13, \( \Sigma_{i} = \exp_{p_{i}}(\sigma_{i}) \) is a totally geodesic flat immersed submanifold in \( M \) that contains \( p_{i} \) and \( x \). Let \( C_{i} \) denote the great circle \( T_{p_{i}}\Sigma_{i} \cap S_{p_{i}}M \). If \( C_{1} = C_{2} \) then Lemma 5.1 (1) implies that \( X^{p_{1}}(x) = X^{p_{2}}(x) \). Otherwise, \( C_{1} \) and \( C_{2} \) must intersect transversally in a pair of antipodal vectors in \( S_{p_{1}}M \). These antipodal vectors have rank 3 by Lemma 5.1 (2). Lemma 5.1 (1) then implies that \( X^{p_{1}}(x) = X^{p_{2}}(x) \), concluding the proof of the claim.

By the above, there is a line field \( X \) on \( M \) whose restriction to \( U_{p} \) agrees with \( X^{p} \), for any \( p \in B \). We conclude by showing that \( X \) is parallel on \( M \). Let \( \tau : [0, 1] \to M \) be a smooth curve and denote parallel translation along \( \tau \) by

\[
P_{t_{1}}^{t_{2}} : T_{\tau(t_{1})}M \to T_{\tau(t_{2})}M
\]

Set \( X(t) := X(\tau(t)) \) and \( A := \{ t \in [0, 1] : P_{0}^{t}(X(0)) = X(t) \} \). We must show that \( 1 \in A \). As \( P_{0}^{0} = \text{Id}, 0 \in A \). Continuity of parallel translation implies that \( A \) is closed. To see that \( A \) is also open, pick \( t_{0} \in A \). By the covering property, there exists \( p \in B \) and \( \varepsilon > 0 \) such that \( \tau((t_{0} - \varepsilon, t_{0} + \varepsilon)) \subset U_{p} \). Let \( s \in (t_{0} - \varepsilon, t_{0} + \varepsilon) \). Using that \( t_{0} \in A \), that \( X^{p} \) is parallel and that \( X \) restricts to \( X^{p} \) on \( U_{p} \), we have:

\[
X(s) = X^{p}(\tau(s)) = P_{t_{0}}^{t_{0}}(X^{p}(\tau(t_{0}))) = P_{t_{0}}^{t_{0}}(X(t_{0})) = P_{t_{0}}^{t_{0}}(P_{0}^{t_{0}}(X(0))) = P_{t_{0}}^{t_{0}}(X(0)),
\]

hence \( (t_{0} - \varepsilon, t_{0} + \varepsilon) \subset A \). Therefore \( A = [0, 1] \), concluding the proof.

**6. Gluing constructions of manifolds with cvc(0)**

In this section, we describe metrics with cvc(0) and pointwise signed sectional curvatures on both closed and open 3-manifolds, via gluing constructions. While all of these examples have a local product decomposition, many have irreducible universal covering.

### 6.1. Closed examples

Graph manifolds were first considered by Waldhausen [18] in the 1960s and have since been used to construct important examples in various contexts, most notably by Gromov [9] and Cheeger and Gromov [3]. These are 3-manifolds obtained by gluing circle bundles over surfaces with boundary.
**Definition 6.1.** Consider finitely many surfaces $\Sigma_i^2$ whose boundary is a disjoint union of circles $\partial \Sigma_i^2 = \bigcup_{j=1}^{N(i)} S_{i,j}^1$. The boundary components of the product manifold $M_i := \Sigma_i^2 \times S_i^1$ are tori $S_{i,j}^1 \times S_i^1$, $1 \leq j \leq N(i)$. A graph manifold $M = \bigcup_i M_i$ is a 3-manifold obtained by gluing the $M_i$ together along pairs of boundary tori, which are identified via an orientation reversing diffeomorphism.

Note that by multiplying any element $A \in SL(2, \mathbb{Z})$ on the left with the reflection

$$\tau = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix},$$

we obtain an orientation reversing diffeomorphism $\tau A: \mathbb{R}^2 \to \mathbb{R}^2$ that leaves invariant the integer lattice $\mathbb{Z}^2$. Thus, $\tau A$ descends to an orientation reversing diffeomorphism $\varphi_A$ of the torus $T^2 = \mathbb{R}^2/\mathbb{Z}^2$. Conversely, any orientation reversing diffeomorphism $\varphi: T^2 \to T^2$ is isotopic to $\varphi_A$ for some $A \in SL(2, \mathbb{Z})$.

The information necessary to define a graph manifold can be conveniently organized in the form of a graph, hence the name. Each $M_i$ corresponds to a vertex of this graph, labeled with the surface $\Sigma_i$. There are $N(i)$ edges that issue from this vertex, each decorated with an element of $SL(2, \mathbb{Z})$ that encodes the respective gluing map, as explained above.

**Convention 6.2.** Every torus boundary component of $M_i = \Sigma_i^2 \times S_i^1$ is written as $S_{i,j}^1 \times S_i^1$, meaning that the first factor $S_{i,j}^1$ is a part of $\partial \Sigma_i^2$ and the second factor $S_i^1$ is the circle fiber of the trivial bundle $S^1 \to M_i \to \Sigma_i^2$.

Consider the cyclic subgroup of order 4 of $SL(2, \mathbb{Z})$ generated by the $90^\circ$ rotation

$$R_\frac{\pi}{2} := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \langle R_\frac{\pi}{2} \rangle \cong \mathbb{Z}_4 \subset SL(2, \mathbb{Z}).$$

We now analyze gluing maps given by orientation reversing diffeomorphisms of $T^2 = \mathbb{R}^2/\mathbb{Z}^2$ which are induced by the orientation reversing diffeomorphisms

$$(6.1) \quad A := \tau R_\frac{\pi}{2}^4 = -\tau R_\frac{\pi}{2}^4 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{and} \quad B := \tau R_\frac{\pi}{2}^3 = -\tau R_\frac{\pi}{2}^3 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. $$

With the above convention, if the gluing map $\varphi: S_{i_1,j_1}^1 \times S_{i_1}^1 \to S_{i_2,j_2}^1 \times S_{i_2}^1$ between torus boundary components of $M_{i_1}$ and $M_{i_2}$ is $\varphi_A$, then the circle components of $\partial \Sigma_{i_1}$ and $\partial \Sigma_{i_2}$ are identified with one another, and so are the circle fibers $S_{i_1}^1$ and $S_{i_2}^1$. However, with the gluing map $\varphi_B$, the circle component of $\partial \Sigma_{i_1}$ is identified with the circle fiber $S_{i_2}^1$ and the circle component of $\partial \Sigma_{i_2}$ is identified with the circle fiber $S_{i_1}^1$. In other words, $\varphi_A$ is a trivial gluing map that preserves vertical and horizontal directions of $S^1 \to M_i \to \Sigma_i^2$, while $\varphi_B$ is a gluing map that interchanges vertical and horizontal directions.

**Proposition 6.3.** If $M$ is a graph manifold all of whose gluing maps are the diffeomorphisms $\varphi_A$ or $\varphi_B$ induced by (6.1), then $M$ admits a metric with cvc(0) and pointwise signed sectional curvatures.

**Proof.** In the notation of Definition 6.1, endow the surfaces $\Sigma_i^2$ with any smooth metric that restricts to a product metric on a collar neighborhood of each component of the boundary $\partial \Sigma_i^2 = \bigcup_{j=1}^{N(i)} S_{i,j}^1$. Without loss of generality, assume this is done in such way that each $S_{i,j}^1$ is a circle of unit length. Then, consider $M_i = \Sigma_i^2 \times S_i^1$ endowed with the product metric. The gluing maps $\varphi_A$ and $\varphi_B$ are
isometries of the square torus, and hence the above metrics on $M_i$ can be glued together. The resulting metric on $M$ clearly has cvc(0), since every point has a neighborhood isometric to a product. □

Figure 4. A graph manifold $M = \bigcup_{i=1}^{4} M_i$ with cvc(0). The corresponding minimal graph decomposition has one central vertex labeled $\Sigma_2$ with three edges, each terminating on a vertex labeled $\Sigma_1$, $\Sigma_3$ or $\Sigma_4$.

In the above construction, suppose that the pieces $M_{i_1}$ and $M_{i_2}$ of a graph manifold $M$ only share one torus boundary component, which is identified using the trivial gluing map $\varphi_A$. Then $M_{i_1} \cup M_{i_2}$ is isometric to $(\Sigma_{i_1} \cup \Sigma_{i_2}) \times S^1$, and hence we could have started with a smaller decomposition of $M$ as a graph manifold, in which $M_{i_1}$ and $M_{i_2}$ are already glued together. Thus, for the purpose of constructing cvc(0) metrics via Proposition 6.3, we may consider a minimal graph decomposition, in which all edges corresponding to the gluing map $\varphi_A$ are collapsed, and all remaining edges correspond to the gluing map $\varphi_B$. See Figures 4 and 5 for examples of graph manifolds with cvc(0) presented by their minimal graph decomposition.

Note that if the minimal graph decomposition of a graph manifold $M$ with cvc(0) consists of only one vertex, then the universal covering of $M$ splits isometrically as a product. However, in general, these graph manifolds can have irreducible universal covering. Although such manifolds admit a metric with cvc(0) and pointwise signed sectional curvatures, which is a pointwise notion of higher rank, it follows from Theorem A that they do not admit metrics of higher rank. In particular, we have:

**Corollary 6.4.** The sphere $S^3$ and all lens spaces $L(p; q) \cong S^3/\mathbb{Z}_p$ admit metrics with cvc(0) and sec $\geq 0$.

**Proof.** The genus 1 Heegaard decomposition of $S^3$ provides a minimal graph decomposition, consisting of two vertices connected by one edge. More precisely, in
this decomposition $S^3 = M_1 \cup M_2$, where $\Sigma^2 = D^2_i$ are disks and the gluing map is $\varphi_B : \partial D^2_i \times S^1_i \to \partial D^2_j \times S^1_j$, see Figure 5. Choosing metrics on $D^2_i$ that have $\sec \geq 0$, we obtain (as in the proof of Proposition 6.3) a metric on $S^3$ with cvc(0) and $\sec \geq 0$. Furthermore, if the metrics on $D^2_i$ are rotationally symmetric, then the resulting metric on $S^3$ is invariant under the $T^2$-action $(e^{i\theta}, e^{i\phi}) \cdot (z, w) = (e^{i\theta} \, z, e^{i\phi} \, w)$, where $(e^{i\theta}, e^{i\phi}) \in T^2$ and $S^3 = \{(z, w) \in \mathbb{C}^2 : |z|^2 + |w|^2 = 1\}$. In particular, this metric is also invariant under the subaction of the cyclic subgroup of order $p$ of $T^2$ generated by $(e^{2\pi i/p}, e^{2\pi i q/p})$, where $\gcd(p, q) = 1$. Thus, it descends to a metric with cvc(0) and $\sec \geq 0$ on the quotient, which is the lens space $L(p; q)$. □

Remark 6.5. The lens space $L(p; q)$ is itself a graph manifold, obtained from gluing together two solid tori $M_1 = D^2_1 \times S^1_1$ and $M_2 = D^2_2 \times S^1_2$ using the orientation reversing diffeomorphism $\varphi : T^2 \to T^2$ induced by

$$
\begin{pmatrix}
-r & r \\
p & s
\end{pmatrix}
$$

where $r, s \in \mathbb{Z}$ are such that $pr + qs = 1$. However, since the above is not an isometry of the square torus $T^2 = \mathbb{R}^2 / \mathbb{Z}^2$, we cannot directly apply the construction of Proposition 6.3.

Corollary 6.6. The product manifold $S^2 \times S^1$ admits metrics with cvc(0) and pointwise signed sectional curvatures that do not have higher rank.

Proof. Consider the graph manifold whose minimal graph decomposition is obtained from the minimal graph decomposition of $S^3$ mentioned above by adding one vertex along the edge between the two original vertices, see Figure 6. This 3-manifold is clearly diffeomorphic to $S^2 \times S^1$, by collapsing the $\Sigma_2$ cylinder portion. Endowing each $\Sigma_i$ of this minimal graph decomposition with non-flat metrics, we obtain a metric on $S^2 \times S^3$ which has cvc(0), just as in Proposition 6.3. Moreover, these metrics do not have higher rank. For instance, take $\gamma$ a geodesic that joins points $p_1 \in \Sigma_1 \times S^1_1$ and $p_2 \in \Sigma_2 \times S^1_2$ that lie in non-flat regions. Then, the line field $L$ along $\gamma$ cannot be parallel, since near $p_1$ it is tangent to $S^1_1$ and near $p_2$ it is tangent to $S^1_2$. □
Figure 6. A nontrivial graph manifold decomposition of $S^2 \times S^1$.

**Remark 6.7.** There are no such metrics with $\sec \geq 0$, or even $\Ric \geq 0$. This is a consequence of the Cheeger-Gromoll splitting theorem, as the universal covering must contain a line. Alternatively, note that a metric with $\sec \geq 0$ on $S^1 \times [-1,1]$ with geodesic boundary components is flat by Gauss-Bonnet. Hence, the local product structures in neighborhoods of the gluing loci extend across the cylinder.

6.2. **Open examples.** The above gluing constructions can also be applied on open manifolds. For this, we need the following auxiliary result.

**Lemma 6.8.** The upper half plane $\mathbb{R}^2_+$ admits smooth Riemannian metrics $h$ with quasi-positive curvature; i.e., $\sec \geq 0$ and $\sec > 0$ at a point, such that $\partial \mathbb{R}^2_+$ is totally geodesic and the metric is product on a collar neighborhood of $\partial \mathbb{R}^2$.

**Proof.** The desired metrics can be obtained by smoothing a standard construction in Alexandrov geometry. Consider the double of the first quadrant $Q = \{(x,z) : x \geq 0, z \geq 0\}$; i.e., two copies of $Q$ glued along the boundary. We can smooth this object along the gluing interface, in such way that the resulting surface $S$ is the boundary of a smooth convex region in $\mathbb{R}^3$, symmetric with respect to reflection on the $(x,z)$-plane. This surface has positive curvature near the point $o$ where the two origins $(0,0) \in Q$ were identified, and is flat on the complement of a compact set containing $o$. In particular, it contains two copies of $Q$ that lie in planes parallel to the $(x,z)$-plane, see Figure 7. The curve along which $S$ intersects a plane parallel to the $(x,y)$-plane (or the $(y,z)$-plane) is a geodesic, provided it is sufficiently far from $o$. By cutting $S$ along one such geodesic, we obtain a surface with boundary in $\mathbb{R}^3$, diffeomorphic to the upper half plane. The induced metric on $\mathbb{R}^2_+$ that makes this embedding isometric is the desired metric $h$. \hfill $\square$

**Proposition 6.9.** There exist metrics on $\mathbb{R}^3$ with $\cvc(0)$ and $\sec \geq 0$ that do not have higher rank.

**Proof.** We use a gluing procedure analogous to that of Proposition 6.3. Consider the decomposition $\mathbb{R}^3 = \mathbb{R}^3_- \cup \mathbb{R}^3_+$, where $\mathbb{R}^3_- = \{(x,y,z) : z \leq 0\}$ and $\mathbb{R}^3_+ = \{(x,y,z) : z \geq 0\}$. Define a product metric $(\mathbb{R}^3_+,g) = (\mathbb{R}^2_+,h) \times \mathbb{R}$, where $h$ is given by Lemma 6.8. Note that $g$ restricts to a product metric on a collar neighborhood of the boundary $\partial \mathbb{R}^3_+ = \{(x,y,0)\}$, such that $\partial \mathbb{R}^3_+$ is totally geodesic and isometric to flat Euclidean space. The desired metric on $\mathbb{R}^3$ is then obtained by endowing both
half-spaces $\mathbb{R}^3_{\pm}$ with the metric $g$ and gluing them together via the identification $B: \partial \mathbb{R}^3_{\pm} \to \partial \mathbb{R}^3_{\pm}$, $B(x, y) = (y, x)$, cf. (6.1). This metric clearly has $cvc(0)$, and does not have higher rank by an argument totally analogous to that in Corollary 6.6, considering a geodesic $\gamma$ that joins nonisotropic points $p_{\pm} \in \mathbb{R}^3_{\pm}$. □

Together with Corollary 6.4, the above completes the proof of Theorem B.

Remark 6.10. A number of modifications in the construction of $h_*$ lead to other interesting examples of metrics on $\mathbb{R}^3$ with $cvc(0)$ and without higher rank, via the process described in Proposition 6.9. For instance, $(\mathbb{R}^2_{+}, h)$ can be constructed with an unbounded region of positive curvature. This is achieved by smoothing the double of the convex set $C_f := \{(x, y) : y \geq f(x)\}$, where $f: \mathbb{R} \to \mathbb{R}$ is a smooth function with $f'(x) < 0$ and $f''(x) < 0$ for $x < 0$ and $f \equiv 0$ for $x \geq 0$, and then cutting along any geodesic curve corresponding to $x = \ell > 0$.

Let $L$ be the closure of the complement of the first quadrant $Q \subset \mathbb{R}^2$. By smoothing the double of $L$, we obtain metrics on $h$ on $\mathbb{R}^2_{+}$ with quasi-negative curvature; i.e., $sec \leq 0$ and $sec < 0$ at a point. The resulting metrics on $\mathbb{R}^3$ have $cvc(0)$ and $sec \leq 0$, but do not have higher rank. Similar examples with unbounded regions of negative curvature can be constructed using the closure of the complement of $C_f$ as above. Finally, examples with mixed (but pointwise signed) sectional curvatures and infinitely many nonisotropic components can be constructed using the closure of $\{(x, y) : y \leq \lfloor x \rfloor\}$, where $\lfloor x \rfloor \in \mathbb{Z}$ denotes the largest integer smaller than or equal to $x$.

7. Real-analyticity and Theorem C

The above constructions of metrics with $cvc(0)$ do not produce real-analytic metrics. We now prove that these constructions cannot be made real-analytic among manifolds with finite volume and pointwise signed sectional curvatures.

Proof of Theorem C. Let $(\widetilde{M}, \tilde{g})$ be the Riemannian universal covering of $(M, g)$. The result is trivially true if $(\widetilde{M}, \tilde{g})$ is flat. Else, there exists a small metric ball $B$ in $\widetilde{M}$ all of whose points are nonisotropic. By Theorem 3.8, there exists a parallel vector field $V$ on $B$ that spans the rank 3 line field $L$. Since $(\widetilde{M}, \tilde{g})$ is real-analytic and simply-connected, a classical result of Nomizu [11] implies that the local Killing field $V$ admits a (unique) extension to a global Killing field on $\widetilde{M}$, which we also
denote by $V$. To show that $V$ is parallel, choose $p \in B$, $q \in \hat{M}$, and a real-analytic curve $\gamma : [0,1] \to \hat{M}$ with $\gamma(0) = p$ and $\gamma(1) = q$. The vector field $\nabla_\gamma V$ along $\gamma(t)$ vanishes on the open subset formed by $0 < t < \varepsilon$ such that $\gamma(t) \in B$, and hence is identically zero by real-analyticity. Thus, the $(1,1)$-tensor $\nabla V$ vanishes identically at $q \in \hat{M}$. Therefore, the Killing field $V$ is globally parallel and hence $\hat{M}$ splits isometrically as a product, by the de Rham decomposition (see Proposition 2.4). □

Remark 7.1. Note that the above result also holds if the real-analytic Riemannian manifold $M$ has infinite volume, provided $M$ has a nonisotropic component with finite volume.
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