ABSTRACT
In recent years, there has been increasing interest to incorporate attention into deep learning architectures for biomedical image segmentation. The modular design of attention mechanisms enables flexible integration into convolutional neural network architectures, such as the U-Net. Whether attention is appropriate to use, what type of attention to use, and where in the network to incorporate attention modules, are all important considerations that are currently overlooked. In this paper, we investigate the role of the Focal parameter in modulating attention, revealing a link between attention in loss functions and networks. By incorporating a Focal distance penalty term, we extend the Unified Focal loss framework to include boundary-based losses. Furthermore, we develop a simple and interpretable, dataset and model-specific heuristic to integrate the Focal parameter into the Squeeze-and-Excitation block and Attention Gate, achieving optimal performance with fewer number of attention modules on three well-validated biomedical imaging datasets, suggesting judicious use of attention modules results in better performance and efficiency.
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1. INTRODUCTION
Attention provides neural networks with the capacity to selectively process salient inputs. In the context of image segmentation, attention mechanisms may be broadly divided into two complementary types: spatial attention, which enhances processing of salient locations within the image, and channel attention, which calibrates feature maps based on relative importance [1, 2, 3, 4, 5]. Both forms of attention may be encapsulated into modules, which enable flexible integration into existing convolutional neural network (CNN) architectures. The most widely used CNN for biomedical image segmentation is the U-Net, consisting of a symmetrical encoder-decoder structure with skip connections [6]. Attention-based variants of the U-Net include the Attention U-Net, which incorporates spatial attention using the Attention Gate (AG), and the USE-Net, which uses the channel-based Squeeze-and-Excitation (SE) block [1, 2, 7].

Despite the widespread use of attention in CNNs for image segmentation, it remains unclear when attention is appropriate to use, which type of attention to use, and where the optimal location is for use within the network. Currently, performance benchmarking is the only method available for evaluating the value of attention. However, the contribution of individual attention modules cannot be inferred, and even with ablation studies, only a minor subset of all positional combinations can be reasonably evaluated. Without understanding how individual attention modules affect performance, it is not possible to determine where to optimally place attention modules.

The main contributions of this work may be summarised as follows:
1. We leverage the Focal parameter to modulate attention across both loss function and network contexts, incorporating a Focal Distance Penalty Term to further generalise the Unified Focal loss framework, and integrating a Focal layer into network attention modules.
2. We demonstrate consistently improved performance using the Unified Focal loss and Focal Attention networks across three, well-validated open-source biomedical imaging datasets.
3. We develop simple and interpretable, model and dataset-specific heuristics for deciding the optimal type, location and strength of attention, and which will facilitate further, large-scale benchmarking studies.

2. MATERIALS AND METHODS
2.1. Focal Attention in loss functions
The Focal loss was designed as a variant of the cross-entropy loss to address class imbalanced datasets for classification,
by selectively downweighting well-classified examples [8]. While classification is interested in class imbalance at the image level, image segmentation deals with class imbalance at the pixel level, and in biomedical image segmentation, class imbalance is frequently observed with objects such as cell nuclei or tumours which occupy a small area relative to the image. The Unified Focal loss framework generalises distribution-based and region-based loss functions to handle class imbalanced datasets [9]. For a given softmax output for classes \( c \), where \( r \) and \( t \) refer to the rare class and ground truth respectively, the Unified Focal loss \( L_{UF} \) is defined as the weighted sum of the Asymmetric Focal loss \( L_{AF} \) and Asymmetric Focal Tversky loss \( L_{AFT} \):

\[
L_{UF} = \lambda L_{AF} + (1 - \lambda) L_{AFT},
\]

where:

\[
L_{AF} = -\frac{\delta}{N} \sum_{i=1}^{N} (1 - \delta) \sum_{c \neq r} \log (p_{t,c}) - \frac{1 - \delta}{N} \sum_{c \neq r} (1 - p_{t,c})^\gamma \log (p_{t,c}),
\]

\[
L_{AFT} = \sum_{c \neq r} (1 - TI) + \sum_{c = r} (1 - TI)^{-1 - \gamma}.
\]

The Tversky Index (TI) is defined as:

\[
TI = \frac{\sum_{i=1}^{N} p_{0i} g_{0i} + \delta \sum_{i=1}^{N} p_{0i} g_{1i}}{\sum_{i=1}^{N} p_{0i} g_{1i} + (1 - \delta) \sum_{i=1}^{N} p_{1i} g_{0i}},
\]

where \( p_{0i} \) is the probability of pixel \( i \) belonging to the foreground class i.e. segmentation target and \( p_{1i} \) is the probability of pixel belonging to background class. \( g_{0i} \) is 1 for foreground and 0 for background and conversely \( g_{1i} \) takes values of 1 for background and 0 for foreground.

The three hyperparameters in the Unified Focal loss are \( \lambda \), which controls the relative weights of the two component losses, \( \delta \), which controls the relative weighting of positive and negative examples, and \( \gamma \), which controls the relative weighting of easy and difficult examples.

Another class of loss functions are boundary-based loss functions, which compute Distance Transform Maps (DTM) based on Euclidean distances to penalise predictions relative to class boundaries [10]. The Distance Penalty Term (DPT) is defined as the inverse of DTM, penalising incorrect predictions close to boundaries [11] [12]. Here, we generalise the DPT, defining the Focal Distance Penalty Term (FDPT) by applying a Focal parameter, \( \epsilon \):

\[
W_{FDPT}^\epsilon = (W_{DPT}^\epsilon)^\epsilon.
\]

The FDPT establishes a continuity between no boundary awareness (\( \epsilon = 0 \)), to varying degrees of boundary awareness, revealing that the DPT is a particular solution where \( \epsilon = 1 \) (Fig. 1).

We integrate the FDPT into the Unified Focal loss framework by replacing the ground truth with its respective FDPT, resulting in a loss function where optimisation involves selective attention to difficult to segment regions and boundaries (Fig. 2). An important consequence of generalising loss functions is that the performance of the extended Unified Focal loss is, with the appropriate hyperparameter setting, guaranteed to perform at least equivalent, if not better, than any of its component loss functions.

2.2. Focal Attention in networks

Similar to loss functions, the Focal parameter generalises network attention mechanisms by modulating attention strength [3]. As examples, we select the SE block for channel attention and the AG for spatial attention, which has been integrated into the U-Net architecture in the USE-Net and Attention U-Net, respectively (Fig. 3) [1] [11] [12]. Briefly, SE blocks achieve channel attention by performing initial feature aggregation using global average pooling along the spatial axis (‘squeeze’), followed by two fully connected (FC) layers with ReLU and sigmoid activations producing the ‘excitation’ operation. In contrast, the AG uses contextual information from the gating signal \( g_a \) to prune skip connection \( x_e \). The Focal
layer is inserted after the generation of attention weights and prior to recalibration, and involves a single, trainable parameter, that modulates attention strength. By initialising the Focal parameter to one, the Focal Attention module initially behaves identical to its respective attention module, but during training, the attention strength is optimised through parameter updating using backpropagation.

We investigate a further use of the Focal layer to determine usefulness of individual attention modules. By initialising the Focal parameter to zero and monitoring the Focal layer weights during training, we expect attention modules that are either neutral or harmful to performance to remain close to zero. There are no definitive cut-off values for the Focal parameter to distinguish likely useful from neutral or harmful attention modules, and depends on weighing potential performance benefits against efficiency costs. For this preliminary study, we select 0.2 as the threshold below which we remove attention modules at convergence.

![Fig. 3. Simplified diagrams of the (a) USE-Net, (b) SE block, (c) Attention U-Net and (d) AG. The coloured blocks and numbering indicate the position of attention modules.](image)

### 2.3. Dataset descriptions and evaluation metrics

To evaluate the extended Unified Focal loss and Focal Attention networks, we select three well-validated, open-source biomedical imaging datasets: Digital Retinal Images for Vessel Extraction (DRIVE), 2018 Data Science Bowl (2018DSB) and CVC-ClinicDB [13][14][15]. Briefly, the DRIVE dataset consists of 40 colourised fundus photographs for retinal vessel segmentation, 2018DSB comprises 670 light microscopy images for nuclei segmentation, and the CVC-ClinicDB dataset consists of 612 frames containing polyps obtained during optical colonoscopy. A summary of the datasets and training details are presented in Table 1.

![Table 1. Details of datasets and training setup used for our experiments. * The effective %Foreground is significantly higher if only the field of view is considered.](image)

For evaluation, we calculate Dice Similarity Coefficient (DSC), precision and recall metrics per image and average over the independent test set.

### 2.4. Implementation details

For our experiments, we used the Medical Image Segmentation with Convolutional Neural Networks (MIScnn) open-source Python library [16]. Our implementations made use of Keras with Tensorflow backend and were trained using NVIDIA P100 GPUs. For all experiments, except for the DRIVE dataset that is already partitioned into 20 training images and 20 testing images, we randomly partitioned each dataset into 80% development and 20% test set, and further divided the development set into 80% training set and 20% validation set. All images were normalised to $[0, 1]$ using the z-score, and we used the following data augmentation: scaling, rotation, mirroring, elastic deformation and brightness.

Model parameters were initialised using the Xavier initialisation. We trained each model using the Adam optimizer with an initial learning rate of $1 \times 10^{-3}$ and used ReduceLROnPlateau to reduce the learning rate by 0.1 if the validation loss did not improve after 25 epochs, and the EarlyStopping callback to terminate training if the validation loss did not improve after 50 epochs.

For the Unified Focal loss, we set $\delta = 0.6$ and $\lambda = 0.5$, and empirically determined the optimal $\gamma$ value for each dataset [9]. The FDPT was empirically set with $\epsilon = 0.1$. For the SE block, we set the reduction ratio $r = 8$ [2][7]. For all experiments, we use instance normalisation, and train with a batch size of 1 [6][17].

### 3. RESULTS

#### 3.1. Loss function experiments

We compare the performance of the U-Net when optimised with the DSC loss, DSC + cross entropy (CE) loss, and UFL, with the FDPT set either to $\epsilon = 0$ (equivalent to no penalty), $\epsilon = 1$ (equivalent to DPT) and $\epsilon = 0.1$. The results for the loss function comparisons on the three datasets are shown in Table 2.

The UFL + FDPT is associated with the highest DSC values across all three datasets, with a DSC of 0.8155, 0.9165 and 0.8993 for the DRIVE, 2018DSB and CVC-ClinicDB respectively. The UFL achieves consistently higher DSC scores compared to the DSC and DSC + CE losses. Worse performance was often observed with the DPT compared to no penalty, suggesting the DPT may focus too strictly on
boundaries, while better performance was observed when the strength of boundary attention was reduced by setting a lower ϵ value.

Table 2. Performance comparisons using DSC loss, DSC + CE loss and UFL loss, with and without boundary attention, on DRIVE, 2018DSB and CVC-ClinicDB. The highest scores are denoted in bold.

| Dataset       | U-Net | USE-Net | Focal USE-Net | Focal USE-Net + CE | Focal USE-Net + DPT | Focal USE-Net + FDPT | UFL | UFL + DPT | UFL + FDPT |
|---------------|-------|---------|---------------|--------------------|--------------------|--------------------|-----|-----------|-----------|
| DRIVE         |       |         |               |                    |                    |                    |     |           |           |
| Precision     | 0.8419 | 0.8505 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 |
| Recall        | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 |
| DRIVE + boundary | 0.8570 | 0.8570 | 0.8570 | 0.8570 | 0.8570 | 0.8570 | 0.8570 | 0.8570 | 0.8570 |
| Precision     | 0.8419 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 |
| Recall        | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 |

The results using Focal AG are shown in Table 4. The performance improvements were less consistent than with the USE-Net. For the DRIVE dataset, the best performance was observed with the U-Net, although better performance was observed with the Focal AG in the 2018DSB and CVC-ClinicDB dataset. This may be expected, given that the retinal vessels in the DRIVE dataset extend to cover the entire field of view, making spatial attention effectively redundant for this task.

Table 4. Performance comparisons using the U-Net, Attention U-Net and its Focal variant, before and after attention module selection. The highest scores are denoted in bold.

| Dataset       | U-Net | Attention U-Net | Focal Attention U-Net | Focal Attention U-Net + CE | Focal Attention U-Net + DPT | Focal Attention U-Net + FDPT |
|---------------|-------|-----------------|-----------------------|-----------------------------|-----------------------------|-----------------------------|
| DRIVE         |       |                 |                       |                             |                             |                             |
| Precision     | 0.8319 | 0.8404 | 0.8405 | - | - | - |
| Recall        | 0.1877 | 0.2074 | 0.2125 | - | - | - |
| DRIVE + boundary | 0.8570 | 0.8570 | 0.8570 | 0.8570 | 0.8570 | 0.8570 |
| Precision     | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 | 0.8467 |
| Recall        | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 | 0.1877 |
| 2018DSB       |       |                 |                       |                             |                             |                             |
| Precision     | 0.9343 | 0.9343 | 0.9343 | 0.9343 | 0.9343 | 0.9343 |
| Recall        | 0.9354 | 0.9354 | 0.9354 | 0.9354 | 0.9354 | 0.9354 |
| 2018DSB + boundary | 0.9374 | 0.9374 | 0.9374 | 0.9374 | 0.9374 | 0.9374 |
| Precision     | 0.9343 | 0.9343 | 0.9343 | 0.9343 | 0.9343 | 0.9343 |
| Recall        | 0.9354 | 0.9354 | 0.9354 | 0.9354 | 0.9354 | 0.9354 |
| CVC-ClinicDB  |       |                 |                       |                             |                             |                             |
| Precision     | 0.8535 | 0.8535 | 0.8535 | 0.8535 | 0.8535 | 0.8535 |
| Recall        | 0.9154 | 0.9154 | 0.9154 | 0.9154 | 0.9154 | 0.9154 |

4. CONCLUSION

In this work, we highlighted the role of the Focal parameter in modulating attention for both loss function and network contexts. We derived a FDPT, and incorporated this into the UFL framework to generalise boundary-based losses. We demonstrated improved performance using the extended UFL over the DSC and DSC + CE losses. In the network context, we incorporated a Focal layer into the SE blocks and AG modules to optimise attention strength, and observed better performance using Focal variants of the USE-Net and Attention U-Net. Finally, we developed a simple and interpretable heuristic, by monitoring zero initialised Focal layer weights, to query the usefulness of a given attention module at a particular position. Interestingly, we often observed better performance after removing certain attention modules, suggesting that judicious use of attention modules is necessary, requiring consideration of the dataset, the model, the attention type and position, to optimise performance and efficiency.
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