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We perturb the vector field $\dot{x} = -yC(x, y), \dot{y} = xC(x, y)$ with a polynomial perturbation of degree $n$, where $C(x, y) = (1 - y^2)^m$, and study the number of limit cycles bifurcating from the period annulus surrounding the origin.

1. Introduction and Main Result

The main task in the qualitative theory of real plane differential systems is to determine the number of limit cycles, which is related to Hilbert’s 16th problem as well as weakened Hilbert’s 16th problem, posed by Arnold in [1].

Consider a planar system of the form

$$\begin{align*}
\dot{x} &= -yC(x, y) + \epsilon P(x, y), \\
\dot{y} &= xC(x, y) + \epsilon Q(x, y),
\end{align*}$$

(1)

where $P, Q,$ and $C$ are real polynomials, $C(0, 0) \neq 0$, and $\epsilon$ is a small real parameter. It is well known that the number of zeros of the Abelian integral

$$M(\rho) = \int_{\gamma_\rho} \frac{Q(x, y) \, dx - P(x, y) \, dy}{C(x, y)},$$

(2)

where $\gamma_\rho = \{(x, y) : x^2 + y^2 = \rho^2\}$, controls the number of limit cycles of (1) that bifurcate from the periodic orbits of the unperturbed system (1) with $\epsilon = 0$; see [2].

The problem of finding lower and upper bounds for the number of zeros of $M(\rho)$, when $P$ and $Q$ are arbitrary polynomials of a given degree, say $n$, and $C$ is a particular polynomial, has been faced in several recent papers. In the case of perturbing the linear center by arbitrary polynomials $P$ and $Q$ of degree $n$, that is, considering $\dot{x} = -y + \epsilon p(x, y), \dot{y} = x + \epsilon q(x, y)$, there are at most $[(n-1)/2]$ limit cycles up to first order in $\epsilon$, see [3], where $[\cdot]$ denotes the integer part function.

Also it is known that perturbing the quadratic center $\dot{x} = -y(1 + x), \dot{y} = x(1 + x)$ inside the polynomial systems of degree $n$ we can obtain at most $n$ limit cycles up to first order in $\epsilon$ (see [4]). The authors of [5] studied the perturbation of the cubic center $\dot{x} = -y(1+x)(2+x), \dot{y} = x(1+x)(2+x)$ inside the polynomial differential systems of degree $n$, and they obtained that $2n+2-(-1)^n$ is an upper bound for the number of limit cycles up to first order in $\epsilon$. In [6], the authors studied the perturbations of $\dot{x} = -y(a+x)(b+y), \dot{y} = x(a+x)(b+y)$, and they obtained that $3((n-1)/2)+4$ if $a \neq b$ and, respectively, $2((n-1)/2)+2$ if $a = b$, up to first order in $\epsilon$, are upper bounds for the number of the limit cycles. In [7] the authors studied the maximum number $\sigma$ of limit cycles which can bifurcate from the periodic orbits of the quartic center $\dot{x} = -yf(x, y), \dot{y} = xf(x, y)$ with $f(x, y) = (x + a)(y + b)(x + c)$ and $abc \neq 0$ by perturbing it inside the class of polynomial vector fields of degree $n$. They proved that $4((n-1)/2) + 4 \leq \sigma \leq 5((n-1)/2) + 14$. In [8] the authors studied the bifurcation of limit cycles of the system $\dot{x} = -y(x^2 - a^2)(y^2 - b^2) + \epsilon p(x, y), \dot{y} = x(x^2 - a^2)(y^2 - b^2) + \epsilon q(x, y)$ for $\epsilon$ sufficiently small, where $a, b \in R - 0$ and $P, Q$ are polynomials of degree $n$. They obtained that up to first order in $\epsilon$ the upper bound for the number of limit cycles that bifurcate from the period annulus of the quintic center given by $\epsilon = 0$ is $(3/2)(n + \sin^2(\pi n/2)) + 1$ if $a \neq b$ or $n - 1$ if $a = b$. More results can be found in [9, 10].

But few of these algebraic curves have a multiple factor. In [11], the authors took $C(x, y) = (1 - y)^m$ and proved that an upper bound for the number of zeros of $M(\rho)$ on $(0,1)$ is $n + m - 1$ and that this bound is reached when $m = 1$. The
approach of [11] is mainly based on the explicit computation of \( M(\rho) \). In [12], the authors obtained the maximum of zeros of \( M(\rho) \), taking into account their multiplicities, is \([m + n]/2\) when \( n < m - 1 \) and \( n \) when \( n \geq m - 1 \). In [12], the authors improve the upper bound given in [11] and provide the optimal upper bound for the zeros of \( M(\rho) \). In this paper, motivated by [12] we take \( C(x, y) = (1 - y^2)^m \) and obtain the following theorem.

**Theorem 1.** Consider (1) with \( C(x, y) = (1 - y^2)^m \). Let

\[
M(\rho) = \int_{\gamma_{\rho}} \frac{Q(x, y) dx - P(x, y) dy}{(1 - y^2)^m},
\]

where \( \gamma_{\rho} = \{(x, y) : x^2 + y^2 = \rho^2, \rho \in (0, 1) \} \), and \( P \) and \( Q \) are polynomials of degree \( n \). Then the maximum number of zeros of \( M(\rho) \), taking into account their multiplicities, is \( m + \lceil(n + 1)/2\rceil - 1 \) when \( n < 2m - 1 \) and \( 2\lceil(n + 1)/2\rceil - 1 \) when \( n \geq 2m - 1 \). Moreover, when \( m = 1, 2 \) and \( n = 2, \) the corresponding maximum number, which is 1, can be reached by taking suitable \( P \) and \( Q \).

## 2. Preliminary Results

To study the property of \( M(\rho) \), we need to make some preliminaries. First we introduce a function of the form

\[
I_j(\rho) = \int_0^{2\pi} \frac{1}{(1 - \rho^2 \sin^2 \theta)^j} d\theta, \quad (4)
\]

where \( \rho \in [0, 1) \) and \( j \) is an integer.

This section contains some preliminary computations to express the Abelian integral \( M(\rho) \) given in (3) in terms of polynomials.

**Lemma 2.** Let \( R_j(x) \) be a polynomial of degree \( j \) in \( x \). Then for \( \rho \in [0, 1) \) and \( m \geq 0 \) it holds that

\[
\int_0^{2\pi} R_j(\rho^2 \sin^2 \theta) \frac{1}{(1 - \rho^2 \sin^2 \theta)^m} d\theta = \sum_{j=0}^{m} \alpha_{m-j} I_{m-j}(\rho), \quad (5)
\]

for some \( \alpha_j \in \mathbb{R} \).

**Proof.** Note that, for \( j \geq 0 \),

\[
\int_0^{2\pi} \rho^{2j} \sin^{2j} \theta \frac{1}{(1 - \rho^2 \sin^2 \theta)^m} d\theta = \int_0^{2\pi} \frac{1}{(1 - \rho^2 \sin^2 \theta)^m} d\theta \left( \rho^2 \sin^2 \theta \right)^j d\theta = \sum_{k=0}^{j} \binom{j}{k} (-1)^k \int_0^{2\pi} \frac{(1 - \rho^2 \sin^2 \theta)^k}{(1 - \rho^2 \sin^2 \theta)^m} d\theta.
\]

The result follows by applying the above formula to each term of

\[
R_j(\rho^2 \sin^2 \theta) = \sum_{j=0}^{m} \frac{1}{(1 - \rho^2 \sin^2 \theta)^j}.
\]

\[
\Box
\]

**Lemma 3.** Let \( I_j \) be the functions introduced in (4). Then, for \( 1 \neq j \in \mathbb{Z} \),

\[
(\rho^2 - 1) I_j(\rho) = \frac{3 - 2j}{2j - 2} (2 - \rho^2) I_{j-1}(\rho) + \frac{j - 2}{j - 1} I_{j-2}(\rho).
\]

**Proof.** Note that

\[
I_{j-1}(\rho) = \int_0^{2\pi} \frac{1 - \rho^2 \sin^2 \theta}{(1 - \rho^2 \sin^2 \theta)^j} d\theta = I_j(\rho) - \rho^2 \int_0^{2\pi} \frac{\sin^2 \theta}{(1 - \rho^2 \sin^2 \theta)^j} d\theta.
\]

Using integration by parts in the last integral, we obtain

\[
\rho^2 \int_0^{2\pi} \frac{\sin^2 \theta}{(1 - \rho^2 \sin^2 \theta)^j} d\theta
\]

\[
= \rho^2 \int_0^{2\pi} \frac{\sin \theta}{(1 - \rho^2 \sin^2 \theta)^j} d(\cos \theta)
\]

\[
= \rho^2 \int_0^{2\pi} \frac{\sin \theta}{(1 - \rho^2 \sin^2 \theta)^j} d\theta
\]

\[
= \rho^2 \int_0^{2\pi} \frac{\sin^2 \theta \cos \theta}{(1 - \rho^2 \sin^2 \theta)^j} d\theta
\]

\[
+ \rho^2 \int_0^{2\pi} \frac{\sin^2 \theta \cos^2 \theta (1 - \rho^2 \sin^2 \theta)^{j-1}}{(1 - \rho^2 \sin^2 \theta)^j} d\theta
\]

\[
= \rho^2 I_j + \rho^2 I_j \int_0^{2\pi} \frac{1 - \rho^2 \sin^2 \theta - 1}{(1 - \rho^2 \sin^2 \theta)^{j+1}} d\theta
\]

\[
= \rho^2 I_j + \rho^2 I_j \int_0^{2\pi} \frac{\rho^2 \sin^2 \theta}{(1 - \rho^2 \sin^2 \theta)^{j+1}} d\theta
\]

\[
+ 2j \rho^2 \int_0^{2\pi} \frac{\rho^2 \sin \theta (1 - \sin^2 \theta)}{(1 - \rho^2 \sin^2 \theta)^{j+1}} d\theta.
\]
Note that
\[
\int_0^{2\pi} \frac{\rho^4 \sin^2 \theta \left(1 - \sin^2 \theta\right)}{(1 - \rho^2 \sin^2 \theta)^{j+1}} d\theta
= \rho^2 \int_0^{2\pi} \frac{\rho^2 \sin^2 \theta}{(1 - \rho^2 \sin^2 \theta)^{j+1}} d\theta
- \int_0^{2\pi} \frac{\rho^4 \sin^2 \theta}{(1 - \rho^2 \sin^2 \theta)^{j+1}} d\theta
= \rho^2 \left(I_{j+1} - I_j\right) - \left(I_{j+1} - 2I_j + I_{j-1}\right).
\]

Then
\[
\rho^2 \int_0^{2\pi} \frac{\sin^2 \theta}{(1 - \rho^2 \sin^2 \theta)^j} d\theta = \rho^2 I_j + \left(I_{j-1} - I_j\right)
+ 2j \left[I_{j+1} - I_j - I_{j+1} + 2I_j - I_{j-1}\right].
\]

Substituting the formula above into (9), we find
\[
I_{j-1} (\rho) = (1 - 2j) \left[2 - \rho^2\right] I_j (\rho) + (2j - 1) I_{j-1} (\rho)
+ 2j \left(1 - \rho^2\right) I_{j+1} (\rho).
\]

Replacing \( j \) by \( j - 1 \), we can obtain the conclusion. \( \square \)

**Lemma 4.** The functions in (4) satisfy
\[
I_j (\rho) = \frac{1}{(1 - \rho^2)^{j+1/2}} I_{1-j} (\rho), \quad j \in \mathbb{Z}.
\]

Moreover,
\[
I_j (\rho) = \overline{R}_{-j} (\rho^2), \quad j \leq 0,
\]
\[
I_j (\rho) = \overline{R}_{j+1} (\rho^2), \quad j \geq 0,
\]
where \( \overline{R}_l \) denotes a polynomial of (exact) degree \( l \).

**Proof.** It is easy to check that equality (14) is true for \( j = 0, 1 \).
Now we prove that it is true for any \( j \geq 2 \) by induction.
Suppose that it is true for \( j \) and \( j + 1 \); that is,
\[
(1 - \rho^2)^{j+1/2} I_j (\rho) = I_{1-j} (\rho),
(1 - \rho^2)^{j+3/2} I_{j+2} (\rho) = I_{1-(j+1)} (\rho).
\]

We need to prove that
\[
(1 - \rho^2)^{j+3/2} I_{j+2} (\rho) = L_{-(j+1)} (\rho).
\]

By Lemma 3, we have
\[
(1 - \rho^2) I_{j+2} (\rho) = \frac{2j+1}{2j+2} (\rho^2 - 2) I_{j+1} (\rho) - \frac{j}{j+1} I_j (\rho).
\]

Hence,
\[
(1 - \rho^2)^{j+3/2} I_{j+2} (\rho)
= \frac{2j+1}{2j+2} (\rho^2 - 2) (1 - \rho^2)^{j+1/2} I_{j+1} (\rho)
- \frac{j}{j+1} (1 - \rho^2)^{j+1/2} I_j (\rho).
\]

Then it follows from assumption (16) that
\[
(1 - \rho^2)^{j+3/2} I_{j+2} (\rho)
= \frac{2j+1}{2j+2} (\rho^2 - 2) L_j (\rho)
- \frac{j}{j+1} (1 - \rho^2)^{j+1/2} I_j (\rho).
\]

By Lemma 3 again we have
\[
(1 - \rho^2) I_{1-j} (\rho)
= \frac{2j+1}{2j} (\rho^2 - 2) L_j (\rho) - \frac{j+1}{j} L_{-(j+1)} (\rho).
\]

Substituting it into (20) we obtain
\[
(1 - \rho^2)^{j+3/2} I_{j+2} (\rho)
= \frac{2j+1}{2j} (\rho^2 - 2) L_j (\rho)
- \frac{j+1}{j} L_{-(j+1)} (\rho).
\]

which gives (17). Hence equality (14) holds for \( j \geq 0 \).
If \( j \leq -1 \), then \( j = 1 - j \geq 2 \). By applying (14) for \( j \geq 2 \), it is easy to see that (14) holds for all \( j \leq -1 \).

The first formula in (15) for the case of \( j \leq 0 \) follows directly from (4). The second one follows from the first one together with (14). This completes the proof. \( \square \)
Some explicit expressions of $I_j(\rho)$ are:

\[
I_1(\rho) = \frac{2\pi}{(1 - \rho^2)^{3/2}},
\]

\[
I_2(\rho) = \frac{(2 - \rho^2)\pi}{(1 - \rho^2)^{3/2}},
\]

\[
I_3(\rho) = \frac{(3\rho^4 - 8\rho^2 + 8)\pi}{4(1 - \rho^2)^{3/2}},
\]

\[I_0(\rho) = 2\pi,\]

\[I_{-1}(\rho) = (2 - \rho^2)\pi,\]

\[I_{-2}(\rho) = \frac{(3\rho^4 - 8\rho^2 + 8)\pi}{4}.\]

**Lemma 5.** For any nonnegative integer numbers $p$, $q$, and $m$, one has

\[
\int_0^{2\pi} \frac{\sin^{2p+1}\theta \cos^q\theta}{(1 - \rho^2 \sin^2\theta)^m} d\theta = 0,
\]

\[0 \leq j \leq \lfloor (n+1)/2 \rfloor - 2,
\]

\[
\int_0^{2\pi} \frac{\sin^p\theta \cos^{2q+1} \theta}{(1 - \rho^2 \sin^2\theta)^m} d\theta = 0.
\]

Proof. Since the integrand is an odd function of $\theta$, (24) follows. Further

\[
\int_0^{2\pi} \frac{\sin^p\theta \cos^{2q+1} \theta}{(1 - \rho^2 \sin^2\theta)^m} d\theta = \int_0^{2\pi} \frac{\sin^p\theta (1 - \sin^2\theta)^q}{(1 - \rho^2 \sin^2\theta)^m} d\sin \theta = 0.
\]

Then (25) follows, and the proof is ended.

**Lemma 6.** Let $M(\rho)$ be the Abelian integral given in (3). Then, there exist polynomials $\bar{R}_l$ of degree $l$, $l = 0, 1, \ldots, \lfloor (n+1)/2 \rfloor$, such that, for $\rho \in [0, 1],

\[M(\rho) = \sum_{j=1}^{\lfloor (n+1)/2 \rfloor + 1} \bar{R}_{\lfloor (n+1)/2 \rfloor + 1 - j} (\rho^2) I_{m+1-j}(\rho).
\]

Proof. In polar coordinates, $x = \rho \cos \theta$ and $y = \rho \sin \theta$, the integral $M(\rho)$ writes as

\[M(\rho) = -\int_0^{2\pi} \left( Q(\rho \cos \theta, \rho \sin \theta) \rho \sin \theta + P(\rho \cos \theta, \rho \sin \theta) \rho \cos \theta \right)\]

\[\times \left( (1 - \rho^2 \sin^2 \theta)^m \right)^{-1} d\theta.
\]

Note that

\[
\int_0^{2\pi} \frac{\sin^p\theta \cos^{2q+1} \theta}{(1 - \rho^2 \sin^2\theta)^m} d\theta = \int_0^{2\pi} \frac{\sin^p\theta (1 - \sin^2\theta)^q d\theta}{(1 - \rho^2 \sin^2\theta)^m}.
\]

Then by Lemma 5, we have

\[M(\rho) = \sum_{j=1}^{\lfloor (n+1)/2 \rfloor} R_j(\cos \theta, \sin \theta) \rho^j (1 - \rho^2 \sin^2\theta)^m d\theta\]

\[= \sum_{j=1}^{\lfloor (n+1)/2 \rfloor} S_j(\sin^2 \theta) \rho^j (1 - \rho^2 \sin^2\theta)^m d\theta,
\]

where $R_j(x, y)$ denotes a homogeneous polynomial of degree $j$ in $(x, y)$, and $S_j(x)$ denotes a polynomial of degree $j$ in $x$ having the form

\[S_j(\sin^2 \theta) = \sum_{i=0}^j s_{2j, i}(\sin^2 \theta)^i.
\]

By the above formula, we get

\[\sum_{j=1}^{\lfloor (n+1)/2 \rfloor} S_j(\sin^2 \theta) \rho^j = s_{2, 0} \sin^2 \theta \rho^2 + s_{4, 2} \sin^4 \theta \rho^4
\]

\[+ \cdots + s_{2\lfloor (n+1)/2 \rfloor, 2\lfloor (n+1)/2 \rfloor} \sin^{2\lfloor (n+1)/2 \rfloor} \theta \rho^{2\lfloor (n+1)/2 \rfloor}
\]

\[+ \rho^2 \left( s_{2, 0} + s_{4, 2} \sin^2 \theta \rho^2 + \cdots + s_{2\lfloor (n+1)/2 \rfloor, 2\lfloor (n+1)/2 \rfloor} \sin^{2\lfloor (n+1)/2 \rfloor} \theta \rho^{2\lfloor (n+1)/2 \rfloor-2} \right)
\]

\[+ \cdots + \rho^{2\lfloor (n+1)/2 \rfloor-2} \left( s_{2\lfloor (n+1)/2 \rfloor-2, 0} + s_{2\lfloor (n+1)/2 \rfloor, 2} \sin^2 \theta \rho^{2\lfloor (n+1)/2 \rfloor-2} \right)
\]

\[= T_{\lfloor (n+1)/2 \rfloor}(\rho^2 \sin^2 \theta) + \rho^2 T_{\lfloor (n+1)/2 \rfloor-1}(\rho^2 \sin^2 \theta)
\]

\[+ \rho^4 T_{\lfloor (n+1)/2 \rfloor-2}(\rho^2 \sin^2 \theta)
\]

\[+ \cdots + \rho^{2\lfloor (n+1)/2 \rfloor} T_0(\rho^2 \sin^2 \theta)
\]

\[= \sum_{j=0}^{\lfloor (n+1)/2 \rfloor} \rho^{2j} T_{\lfloor (n+1)/2 \rfloor-2j}(\rho^2 \sin^2 \theta),
\]

where $T_j$ is a polynomial of degree $i$ in $\rho^2 \sin^2 \theta$, $i = 0, 1, \ldots, \lfloor (n+1)/2 \rfloor$.

Hence by (30) and Lemma 2,

\[M(\rho) = \sum_{j=0}^{\lfloor (n+1)/2 \rfloor} T_{\lfloor (n+1)/2 \rfloor-2j}(\rho^2 \sin^2 \theta) \rho^j (1 - \rho^2 \sin^2\theta)^m d\theta.
\]
Proof.\]}

This ends the proof. \( \square \)

Assume \( \delta = \sqrt{1 - \rho^2}, \rho \in [0, 1). \) By Lemma 4, we have

\[
I_j^* (\delta) = R_j^*(\delta^2), \quad j \leq 0,
\]

\[
I_j^* (\delta) = \frac{R_{j-1}^*(\delta^2)}{\delta^{j-1}}, \quad j \geq 1,
\]

where

\[
R_j^* (\delta^2) = R_j (1 - \delta^2), \quad I_j^* (\delta) = I_j \left( \sqrt{1 - \delta^2} \right),
\]

which is a polynomial of degree \([n + 1/2] + m - 1 = [(n - 1)/2] + m \) in \( \delta^2. \)

Hence,

\[
M (\rho) = M^* (\delta) = \frac{M^* [(n+1)/2] (\delta^2)}{\delta^{2m+1}}.
\]

Case 2 \( (m+1 - [(n+1)/2] + 1) \leq 0. \) In this case we have \([n+1/2] \geq m \) or \( n \geq 2m - 1. \)

(i) When \( m = 1, \) we have

\[
M (\rho) = \sum_{j=1}^{[(n+1)/2]+1} \bar{R}^*_{[(n+1)/2]+1-j} (\rho^2) I_{2-j} (\rho)
\]

\[
= R^*_{[(n+1)/2]} (\rho^2) \frac{R^*_{m-1} (\delta^2)}{\delta^{2m-1}} + R^*_{[(n+1)/2]-1} (\rho^2) \frac{R^*_{m-2} (\delta^2)}{\delta^{2m-3}}
\]

\[
+ \cdots + R^*_{0} (\rho^2) \frac{R^*_{m-[n+1/2]} (\delta^2)}{\delta^{2m-1}},
\]

where

\[
R^*_{[(n+1)/2]+m-1} (\delta^2)
\]

\[
= R^*_{[(n+1)/2]} (\delta^2) R^*_{m-1} (\delta^2) + \delta^2 R^*_{[(n+1)/2]-1} (\delta^2) R^*_{m-2} (\delta^2)
\]

\[
+ \cdots + \delta^2 [(m+1)/2] \bar{R}^*_{0} (\delta^2) R^*_{m-[n+1/2]} (\delta^2),
\]

Let \( M(\rho) = M^*(\delta). \) Then

\[
M^*(\delta) = R^*_{[(n+1)/2]} (\delta^2) I_m^* (\delta) + R^*_{[(n+1)/2]-1} (\delta^2) I_{m-1}^* (\delta)
\]

\[
+ \cdots + R^*_{0} (\delta^2) I_{m-[n+1/2]}^* (\delta)
\]

\[
= R^*_{[(n+1)/2]} (\delta^2) \frac{R^*_{m-1} (\delta^2)}{\delta^{2m-1}} + R^*_{[(n+1)/2]-1} (\delta^2) \frac{R^*_{m-2} (\delta^2)}{\delta^{2m-3}}
\]

\[
+ \cdots + R^*_{0} (\delta^2) \frac{R^*_{m-[n+1/2]} (\delta^2)}{\delta^{2m-1}},
\]

\[
= R^*_{[(n+1)/2]} (\delta^2) \frac{R^*_{m-1} (\delta^2)}{\delta^{2m-1}} + R^*_{[(n+1)/2]-1} (\delta^2) \frac{R^*_{m-2} (\delta^2)}{\delta^{2m-3}}
\]

\[
+ \cdots + R^*_{0} (\delta^2) \frac{R^*_{m-[n+1/2]} (\delta^2)}{\delta^{2m-1}},
\]

\[
= R^*_{[(n+1)/2]} (\delta^2) \frac{R^*_{m-1} (\delta^2)}{\delta^{2m-1}} + R^*_{[(n+1)/2]-1} (\delta^2) \frac{R^*_{m-2} (\delta^2)}{\delta^{2m-3}}
\]

\[
+ \cdots + R^*_{0} (\delta^2) \frac{R^*_{m-[n+1/2]} (\delta^2)}{\delta^{2m-1}},
\]

\[
= R^*_{[(n+1)/2]} (\delta^2) \frac{R^*_{m-1} (\delta^2)}{\delta^{2m-1}} + R^*_{[(n+1)/2]-1} (\delta^2) \frac{R^*_{m-2} (\delta^2)}{\delta^{2m-3}}
\]

\[
+ \cdots + R^*_{0} (\delta^2) \frac{R^*_{m-[n+1/2]} (\delta^2)}{\delta^{2m-1}},
\]

\[
= R^*_{[(n+1)/2]} (\delta^2) \frac{R^*_{m-1} (\delta^2)}{\delta^{2m-1}} + R^*_{[(n+1)/2]-1} (\delta^2) \frac{R^*_{m-2} (\delta^2)}{\delta^{2m-3}}
\]

\[
+ \cdots + R^*_{0} (\delta^2) \frac{R^*_{m-[n+1/2]} (\delta^2)}{\delta^{2m-1}},
\]
As before, the maximum number of zeros of \( \mathcal{M}(\rho) \) in \([0,1]\) is \(2[(n+1)/2]\). When \( m \neq 1 \) \((n \geq 2m-1)\), we have

\[
M(\rho) = \mathcal{M}(\delta^2) = \frac{R_{m+[(n+1)/2]-1}^*(\delta^2)}{\delta^{2m-1}} + R_{[(n+1)/2]-m}^*(\delta^2).
\]

Then, using Lemma 8, \( \mathcal{M}(\delta^2) \) has at most \( m + [(n+1)/2] - 1 + ((n+1)/2) - m + 1 = 2[(n+1)/2] \) zeros in \( \delta^2 \in (0,1) \). Finally, for all \( n \) and \( m \) we know that \( \mathcal{M}(0) = \mathcal{M}(1) = 0 \). Then the maximum number of zeros of \( \mathcal{M}(\rho) \), taking into account their multiplicities, is \( m + [(n-1)/2] - 1 \) when \( n < 2m-1 \) and \( 2[(n+1)/2] - 1 \) when \( n \geq 2m-1 \). The proof is completed.

4. Two Illustration Examples on the Maximum Number

Consider the system

\[
\begin{align*}
\dot{x} &= -y \left( 1 - y^2 \right) + \epsilon P(x,y), \\
\dot{y} &= x \left( 1 - y^2 \right) + \epsilon Q(x,y),
\end{align*}
\]

where

\[
P(x,y) = \sum_{i+j \geq 2} p_{ij} x^i y^j, \quad Q(x,y) = \sum_{i+j \geq 2} q_{ij} x^i y^j
\]

and \( \epsilon \) is a small real parameter.

Let

\[
M(\rho) = \int_{y_p} Q(x,y) dx - P(x,y) dy, \quad \int_{y_p} \frac{Q(x,y) dx - P(x,y) dy}{1 - y^2},
\]

where \( y_p = \{(x,y) : x^2 + y^2 = \rho^2\}, \rho \in (0,1) \). Assuming \( x = \rho \cos \theta, y = \rho \sin \theta \), we have

\[
M(\rho) = - \int_{0}^{2\pi} p_{10} \rho^2 + (q_{01} - p_{10}) \frac{\rho^2 \sin^2 \theta}{1 - \rho^2 \sin^2 \theta} d\theta.
\]

This ends the proof.
where
\[
I_j(\rho) = \int_0^{2\pi} \frac{1}{(1 - \rho^2 \sin^2 \theta)^{j+1}} d\theta, \quad \rho \in [0, 1).
\] (55)

Let \( \delta = \sqrt{1 - \rho^2}, \rho \in (0, 1). \) Then
\[
\overline{M}(\delta) = M(\rho) = \frac{(\delta - 1)(p_{10} \delta + q_{01})}{\delta^3}.
\] (56)

Obviously \( \overline{M}(\delta) = 0 \) for \( \delta \in (0, 1) \) if and only if \( \delta = \frac{-q_{01}}{p_{10}}. \) Thus for system \((51)\) the function \( M(\rho) \) can have 1 simple zero in \( \rho \in (0, 1). \)

Now we consider the system
\[
\begin{align*}
x' &= -y(1 - y^2)^2 + \epsilon \overline{P}(x, y), \\
y' &= x(1 - y^2)^2 + \epsilon \overline{Q}(x, y),
\end{align*}
\] (57)

where
\[
\overline{P}(x, y) = \sum_{i+j \leq 2} p_{ij} x^i y^j,
\] (58)
\[
\overline{Q}(x, y) = \sum_{i+j \leq 2} q_{ij} x^i y^j,
\] (59)

and \( \epsilon \) is a small real parameter.

Let
\[
M(\rho) = \int_{y_\rho} \frac{\overline{Q}(x, y) dx - \overline{P}(x, y) dy}{(1 - y^2)^2} = \left[ \overline{P}_{10} \rho^2 - (\overline{q}_{01} - \overline{P}_{10}) \right] I_2 + (\overline{q}_{01} - \overline{P}_{10}) I_1,
\] (60)

where \( y_\rho = \{(x, y) : x^2 + y^2 = \rho^2\}, \rho \in (0, 1). \)

As before, let \( \delta = \sqrt{1 - \rho^2}, \rho \in [0, 1). \) Then
\[
\overline{M}(\delta) = M(\rho) = \frac{1 - \delta^2}{\delta^3}(-\overline{P}_{10} \delta^2 - \overline{q}_{01} \delta).
\] (61)

It follows that \( \overline{M}(\delta) = 0 \) for \( \epsilon \in (0, 1) \) if and only if \( \delta = \sqrt{-\overline{q}_{01}/\overline{P}_{10}}. \) Thus for system \((57)\) the function \( M(\rho) \) can have 1 simple zero in \( \rho \in (0, 1). \)
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