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Abstract
We introduce a general framework for the reconstruction of periodic multivariate functions from finitely many and possibly noisy linear measurements. The reconstruction task is formulated as a penalized convex optimization problem, taking the form of a sum between a convex data fidelity functional and a sparsity-promoting total variation based penalty involving a suitable spline-admissible regularizing operator $L$. In this context, we establish a periodic representer theorem, showing that the extreme-point solutions are periodic $L$-splines with less knots than the number of measurements. The main results are specified for the broadest classes of measurement functionals, spline-admissible operators, and convex data fidelity functionals. We exemplify our results for various regularization operators and measurement types (e.g., spatial sampling, Fourier sampling, or square-integrable functions). We also consider the reconstruction of both univariate and multivariate periodic functions.
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1. Introduction

1.1. Total variation regularization for periodic inverse problems

The development of optimization-based methods for the reconstruction of functions from finitely many linear measurements has been an important subject of recent investigation. This paper participates to this effort by considering the special case of periodic functions defined over the $d$-dimensional torus. More specifically, our goal is to recover an unknown periodic
function $f_0$ from finitely many observations $y_1, \ldots, y_M \in \mathbb{R}$ of the latter. The real function $f_0$ is defined over the torus $\mathbb{T}^d = \mathbb{R}^d / 2\pi \mathbb{Z}^d$ with ambient dimension $d \geq 1$. The $M$ observations $y_1, \ldots, y_M$ are possibly noise-corrupted versions of noiseless measurements depending linearly on $f_0$. This linear relationship can be modeled in terms of $M$ linear measurement functionals $f \mapsto \langle \nu_m, f \rangle \in \mathbb{R}$, where the $\nu_m$ are functions such that the duality product $\langle \nu_m, f \rangle$ is well-defined against candidate functions $f$. Note that since the unknown function $f_0$ is infinite-dimensional and the data finite-dimensional, the reconstruction task is dramatically ill-posed and must therefore be regularized. This can be achieved by considering a convex penalized optimization problem of the form

$$\tilde{f} \in \arg \min \limits_f E(y, \nu(f)) + \lambda \|Lf\|_M,$$

where:

- $E$ is a suitable convex cost function encouraging the measurement vector $\nu(f) = (\langle \nu_m, f \rangle)_{m=1}^M$ to be close to the observation vector $y = (y_1, \ldots, y_M)$.
- $L$ is a suitable regularizing operator acting on periodic functions.
- $\|\cdot\|_M$ is the total variation (TV) norm of a periodic Radon measure.
- $\lambda$ is a positive constant defining the penalty strength.

The penalty term $\lambda \|Lf\|_M$ in (1) helps regularizing the ill-posed reconstruction problem. Moreover, the TV norm is known to promote sparse spline-like solutions [1], similarly to the $\ell_1$ norm in finite dimension.

1.2. Comparison with previous works and motivation

1.2.1. Discrete $\ell_1$ reconstruction methods. The problem of reconstructing an unknown physical quantity, or signal, from incomplete measurements has a rich history in applied mathematics, dealing both with discrete and continuous settings. In the former, the signal is modeled as a vector (finite dimensional setting) or a sequence (infinite dimensional discrete setting). The problem is then ill-posed in the sense that we do not have enough measurements to uniquely characterize the unknown vector (underdetermined system of equation). Regularization methods have been introduced in order to make the problem well-posed, starting with the Tikhonov regularization based on the $\ell_2$-norm [2], also known as ridge regression in statistics [3]. In the 90s, it has been recognized that $\ell_1$ regularizations are much better for providing sparse and interpretable reconstructions, leading to the LASSO [4] and the basis pursuit [5] and then inspiring the field of compressed sensing [6–10]. These ideas have been initially developed in finite dimension, and have been extended to infinite-dimensional settings by several authors [11–17].

1.2.2. Dirac recovery and optimization over measure spaces. Many physical quantities are not adequately described using the discrete formalism introduced above. This is typically the case for applications where the physical phenomenon of interest involves point sources lying in a continuum, often modeled as Dirac streams $u_0 = \sum a_k \delta_{x_k}$, i.e. weighted sums of Dirac impulses. Such generalized functions are characterized by a finite rate of innovation, which is a continuous-domain generalization of the classically discrete notion of sparsity [18, 19]. A key problem is then to reconstruct the unknown Dirac stream from finitely many observations.

In [20, 21], Candès and Fernandez-Granda considered the super-resolution problem, aiming at recovering $u_0$ from low-pass Fourier measurements. Remarkably, they showed that it is possible to reconstruct perfectly the infinite-dimensional measure from finitely many Fourier measurements as soon as the Dirac impulses are sufficiently far apart. In this framework, the
reconstructed Dirac stream is the solution of an optimization task over Radon measures, where the TV norm is used as a regularization, which corresponds to (1) with \( L = \text{Id} \). Optimization problems over measure spaces can be traced back to the 20th century [22, 23], and have been the topic of many works in the recent years [24–35]. These include algorithmic schemes adapted to Dirac recovery, with recent applications to super-resolution microscopy [36] and cloud tracking [37].

1.2.3. TV beyond measures: the splines realm. Although relevant in some applications, Dirac stream recovery remains quite specific. In particular, it cannot be applied to physical quantities admitting pointwise evaluations. Generalizations of the framework to the reconstruction of such objects started with [1], with already some roots in [23]. By adding a pseudo-differential operator to the regularization term, similarly to (1), this new reconstruction paradigm was able to reconstruct smooth solutions while maintaining the sparsity-promoting effect of the TV norm. In this setting, the Dirac streams are replaced by splines in the solution set. Splines are piecewise-smooth functions with finite rates of innovation, whose smoothness can be adapted by adequately choosing the differential operator [1, 38]. Since then, algorithmic schemes have been developed [39–42], and important extensions have been proposed, generalizing the framework to other Banach spaces such as measure spaces over spherical domains [43, 44], hybrid spaces [45], multivariate settings [46], or more general abstract settings [47–49]. Applications include geophysical and astronomical data reconstruction [43, 44], neural networks [50, 51], and image analysis [52].

1.2.4. Optimization in periodic function spaces. Several works for Dirac recovery have been developed over the torus, and are therefore tailored for periodic Dirac streams [18, 20, 23, 24, 26, 32, 53]. Contrarily to the non periodic setting, the extension to arbitrary periodic functions has only received a limited attention so far, mostly in the works of Simeoni [43, 44]. There, the author considers functions over the \( d \)-dimensional sphere \( S^d \), which coincides with the univariate periodic case for \( d = 1 \). The proposed reconstruction framework is however limited to invertible regularization operators, hence excluding important standard differential operators. There are strong motivations to develop a periodic framework. Periodic reconstruction methods can indeed be used for the parametric representation of closed curves [54, 55] or the interpolation of periodic functions [56, 57]. They can also be used to model the radiation patterns and wave fields of coplanar electromagnetic or acoustical sources, studied extensively in the field array signal processing [58–62]. Additionally, financial or environmental time series often exhibit strong seasonal components [63–64]—due to short-term cyclical temporal variations, which can very naturally be represented as periodic functions. Finally, a TV periodic approximation framework could be used to extend the approach of [65] to the design of neural networks with periodic activation functions, which were shown in [66] to be well suited for representing complex natural signals and their derivatives. Inverse problems for periodic functions have been considered with Tikhonov \( L_2 \)-regularizations, a complete treatment being proposed in [67]. The present paper can be seen as the TV adaptation of this work.

1.2.5. Generalized measurements. One specificity of the functional setting in comparison with its discrete counterpart is that the measurement process, modeled via measurement functionals \( \nu_m \), deserves a special attention. For infinite-dimensional optimization problems, the space of linear measurement functionals is indeed intimately linked to the search space of the optimization problem. For instance, the search space for non periodic Dirac recovery is
the space of Radon measures, which can only be sensed\cite{1, 23}, possibly with additional smoothness technical conditions for specific tasks such as support recovery\cite{26}.

This problem has been addressed in various ways for generalizations of the Dirac recovery problem. The main motivation is to determine whether some practical measurement procedures are adapted to the considered optimization task. This includes spatial sampling or Fourier sampling, that were considered for instance in\cite{39, 41}, and that we shall also consider. Most of the time, theoretical works provide sufficient conditions on the measurement functionals so that the optimization problem is well-posed and admits well-characterized solutions via representer theorems\cite{1}. However, to the best of our knowledge, the only framework providing necessary and sufficient conditions over the measurement functionals to achieve this goal is proposed in the non periodic setting\cite{49}. As we shall see, our present work provides complete answers to such questions in the periodic setting.

\section{Contributions and outline}

This paper introduces a very generic TV-based optimization framework for the reconstruction of periodic functions. Our main contributions are the following:

- We provide a rigorous and exhaustive functional-analytic framework for optimization problems of the form (1). This requires (i) to identify the Banach space, called the native space, on which the optimization problem is well-posed, and (ii) to characterize the space of the linear measurement functionals \( \nu_m \), called the measurement space, such that the measurement process \( f \mapsto \langle \nu_m, f \rangle \) is well-defined and has relevant topological properties. To the best of our knowledge, our work is the first to date to provide a definitive answer to both questions for arbitrary spline-admissible operators \( L \).

- We demonstrate a representer theorem for the extreme-point solutions of the optimization problem (1). The latter are periodic \( L \)-splines whose number of knots is smaller or equal to the number of measurements \( M \). This is the periodic counterpart of recent representer theorems obtained in non periodic settings\cite{1,47,48}. Our representer theorem is moreover not directly deducible from these results.

- We give necessary and sufficient conditions for the admissibility of several measurement procedures often used in practice to sense the unknown function \( f_0 \). These conditions only depend on the properties of the regularizing operator \( L \). We consider notably the case of spatial sampling, Fourier sampling, and square-integrable filtering.

- We exemplify our general framework on various classes of pseudo-differential operators and their corresponding periodic splines. This includes classical differential operators such as the derivative and the Laplacian, together with polynomial or fractional generalizations of the latter. We moreover introduce other operators whose splines, called Matérn and Wendland splines, are characterized by their excellent localization properties. All the results, including the sampling-admissibility, are exemplified on these operators. To the best of our knowledge, this is the first characterization of the classical pseudo-differential operators that are sampling-admissible. In addition, we provide Python routines for efficiently generating and manipulating the various multivariate periodic \( L \)-splines

\footnote{From a technical viewpoint, what is meant here is that the linear measurement functionals should be weak* continuous over the space of Radon measures for applying representer theorems based on Banach–Alaoglu and Krein–Milman types compactness arguments.}
considered in this paper on the public GitHub repository [68]. We give illustrative examples in dimension $d = 1, 2, 3$, prevailing in practice.

Although the focus of this paper is on theory, our approximation framework can be leveraged in a variety of applications. In particular, our TV-based smoothness prior on the signal is very versatile and can be used to model the regularity of a wide range of signals. Similarly our generalized measurement model is compatible with most real-life sensing modalities. Finally, our generic convex data fidelity functional allows us, in a maximum a posteriori setup, to model the likelihood function of common noise distributions.

The paper is organized as follows. In section 2, we introduce the class of spline-admissible periodic operators and their corresponding L-splines. The native space and the measurement space of the optimization problem (1) are constructed in section 3. The periodic representer theorem associated to the optimization problem (1) is derived in section 4. Examples of admissible operators and of linear functionals are given in sections 5 and 6 respectively. Finally, we conclude in section 7.

2. Periodic functions, operators, and splines

This section is dedicated to the introduction of periodic spline-admissible operators. We first provide some definitions and results on functions, operators, and splines in the periodic setting.

2.1. Periodic function spaces and generalized Fourier series

2.1.1. Generalized periodic functions. The Schwartz space of infinitely differentiable periodic functions is denoted by $S(\mathbb{T}^d)$. It is endowed with its usual Fréchet topology [69] associated to the family of norms

$$\|\varphi\|_N := \left( \sum_{0 \leq |n| \leq N} \|D^n \{\varphi\}\|_2^2 \right)^{1/2}, \quad \forall \varphi \in S(\mathbb{T}^d),$$

(2)

where $N \in \mathbb{N}$, $n := (n_1, \ldots, n_d) \in \mathbb{N}^d$, $|n| := n_1 + \cdots + n_d$, and $D^n := \prod_{i=1}^d \partial^{n_i}$. The topological dual of $S(\mathbb{T}^d)$, denoted by $S'(\mathbb{T}^d)$, is the space of continuous linear functionals $f : S(\mathbb{T}^d) \to \mathbb{R}$, called generalized periodic functions. The bilinear map $(\cdot, \cdot) : S'(\mathbb{T}^d) \times S(\mathbb{T}^d) \to \mathbb{R}$, $(f, \varphi) \mapsto \langle f, \varphi \rangle := f(\varphi)$ is called the Schwartz duality product. The inner product notation is not fortuitous since when $f \in L_1(\mathbb{T}^d)$, we have $(f, \varphi) = \frac{1}{\omega_d} \int_{(-\pi,\pi]^d} f(x) \varphi(x) dx$. The space $S'(\mathbb{T}^d)$ can be endowed with the weak* topology, induced by the family of semi-norms $\{\|f\|_n := \|\langle f, \varphi \rangle\|, \varphi \in S(\mathbb{T}^d)\}$. This is the topology of pointwise convergence: a sequence of generalized periodic functions $f_n \in S'(\mathbb{T}^d)$ converges to $f \in S'(\mathbb{T}^d)$ if $\lim_{n \to \infty} \langle f_n, \varphi \rangle = \langle f, \varphi \rangle$ for any test function $\varphi \in S(\mathbb{T}^d)$.

2.1.2. Generalized Fourier series. For $k \in \mathbb{Z}^d$, we define the sinusoid function $e_k : x \mapsto e^{i(x \cdot k)}$, which is trivially in $S(\mathbb{T}^d)$. Any generalized periodic function $f \in S'(\mathbb{T}^d)$ can then be uniquely decomposed as $f = \sum_{k \in \mathbb{Z}^d} \hat{f}[k] e_k$, where the convergence of the series holds in $S'(\mathbb{T}^d)$. The sequence $(\hat{f}[k])_{k \in \mathbb{Z}^d} \in \mathbb{C}^{\mathbb{Z}^d}$, called the Fourier sequence of $f$, is slowly growing [70, chapter VII]—i.e., such that $|\hat{f}[k]| = O(|k|^n)$ for some $n \in \mathbb{N}$. The Fourier coefficients are given by $\hat{f}[k] := \langle f, e_k \rangle$ for any $f \in S'(\mathbb{T}^d)$. A periodic generalized function $\varphi \in S'(\mathbb{T}^d)$ is in $\overline{S(\mathbb{T}^d)}$ if and only if its Fourier sequence is rapidly decaying—i.e., $|\hat{\varphi}[k]| = o(|k|^{-n}), \forall n \in \mathbb{N}$. 
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2.1.3. Dirac comb. The Dirac comb \( \text{III} \in S'(\mathbb{T}^d) \) is characterized by the relation \((\text{III}, \varphi) := \varphi(0) \) for any \( \varphi \in S(\mathbb{T}^d) \). The Fourier sequence of \( \text{III} \) is hence \( \hat{\text{III}}[k] = (\text{III}, e_k) = e_k(0) = 1 \), yielding \( \text{III} = \sum_{k \in \mathbb{Z}^d} e_k \). Seen as a generalized function over \( \mathbb{R}^d \), we recover the usual definition of the Dirac comb, i.e., \( \text{III} = \sum_{n \in \mathbb{Z}} \delta(\cdot - 2\pi n) \), with \( \delta \) the Dirac impulse.

2.1.4. Periodic Sobolev spaces. The periodic Sobolev space of smoothness \( \tau \in \mathbb{R} \) is defined by

\[
\mathcal{H}^2_\tau(\mathbb{T}^d) := \left\{ f \in S'(\mathbb{T}^d), \| f \|^2_{\mathcal{H}^2_\tau} := \sum_{k \in \mathbb{Z}^d} (1 + |k|^2)^\tau |\hat{f}[k]|^2 < \infty \right\}.
\]

It is a Hilbert space for the Hilbertian norm \( \| \cdot \|_{\mathcal{H}^2_\tau} \). Moreover, we have for any \( \tau_1, \tau_2 \in \mathbb{R} \) with \( \tau_1 \leq \tau_2 \)

\[
S(\mathbb{T}^d) = \bigcap_{\tau \in \mathbb{R}} \mathcal{H}^2_\tau(\mathbb{T}^d) \subseteq \mathcal{H}^2_{\tau_1}(\mathbb{T}^d) \subseteq \mathcal{H}^2_{\tau_2}(\mathbb{T}^d) \subseteq \bigcup_{\tau \in \mathbb{R}} \mathcal{H}^2_{\tau}(\mathbb{T}^d) = S'(\mathbb{T}^d).
\]

2.2. Periodic spline-admissible operators and their periodic Green’s function

We denote by \( \mathcal{L}_S(S'(\mathbb{T}^d)) \) the space of linear, shift-invariant operators that are continuous from \( S'(\mathbb{T}^d) \) to itself. The following characterization in terms of Fourier sequences is well-known [67, section II.A].

**Proposition 1.** Let \( L \in \mathcal{L}_S(S'(\mathbb{T}^d)) \). Then, the \( e_k \) are eigenfunctions of \( L \) and the sequence of eigenvalues \( (L[k])_{k \in \mathbb{Z}^d} \subset \mathbb{C} \) such that \( Le_k = L[k]e_k \) is slowly growing. Moreover, we have that, for any \( f \in S'(\mathbb{T}^d) \),

\[
L\{ f \} = \sum_{k \in \mathbb{Z}^d} L[k] \hat{f}[k] e_k,
\]

where the convergence holds in \( S'(\mathbb{T}^d) \). Conversely, any slowly growing sequence \( (L[k])_{k \in \mathbb{Z}^d} \) specifies an operator \( L \in \mathcal{L}_S(S'(\mathbb{T}^d)) \) via the relation (5).

**Remarks.** By convention, we represent operators with straight line, such as \( L \), and their Fourier coefficients like \( L[k] \in \mathbb{C} \). It is worth noting that the relation (5) indeed specifies an element of \( S'(\mathbb{T}^d) \) since the sequence \( (L[k]\hat{f}[k])_{k \in \mathbb{Z}^d} \) is slowly growing as the element-wise product between two slowly growing sequences.

Spline-admissible operators are operators \( L \in \mathcal{L}_S(S'(\mathbb{T}^d)) \) for which the notion of periodic L-spline is well-defined (see definition 5 below). They include classical differential operators, together with their fractional versions [71]. Splines are usually considered over the complete real line [1]. We adapt here the construction to the periodic case.

**Definition 1 (pseudoinverse).** Let \( L \in \mathcal{L}_S(S'(\mathbb{T}^d)) \). We say that \( L^\dagger \in \mathcal{L}_S(S'(\mathbb{T}^d)) \) is a pseudoinverse of \( L \) if it satisfies the four relations \( LL^\dagger L = L, L^\dagger LL^\dagger = L^\dagger, (LL^\dagger)^* = LL^\dagger \), and \( (L^\dagger L)^* = L^\dagger L \).

**Remark.** The operator \( L^\dagger \) is also called the Moore–Penrose pseudoinverse [72]. When it exists, the pseudoinverse is known to be unique [73]. In our case, we shall see thereafter that the two relations \( LL^\dagger L = L \) and \( L^\dagger LL^\dagger = L^\dagger \) are sufficient to characterize the pseudoinverse, and that they imply the self-adjoint relations \( (LL^\dagger)^* = LL^\dagger \) and \( (L^\dagger L)^* = L^\dagger L \).

**Definition 2 (spline-admissible operator).** An operator \( L \in \mathcal{L}_S(S'(\mathbb{T}^d)) \) is said to be spline-admissible if
• It has a finite-dimensional null-space and
• It admits a pseudoinverse operator \( L^\dagger \in \mathcal{L}_{S}(S'({\mathbb{T}}^d)) \).

Spline-admissible operators, their null space, and their pseudoinverse can be readily characterized by their Fourier sequence as follows.

**Proposition 2.** Let \( L \in \mathcal{L}_{S}(S'({\mathbb{T}}^d)) \) and set \( K_L := \{ k \in \mathbb{Z}^d, \hat{L}[k] \neq 0 \} \) and \( N_L := \{ k \in \mathbb{Z}^d, |L[k]| = 0 \} = \mathbb{Z}^d \setminus K_L \). Then,

\[
N_L = \{ f \in S'({\mathbb{T}}^d) : \hat{f}[k] = 0, \quad \forall k \in K_L \} = \overline{\text{Span}}\{ e_k, \ k \in N_L \},
\]

where \( \overline{\text{Span}} \) is the closure of the span of \( A \) for the topology of \( S'({\mathbb{T}}^d) \). Hence, \( N_L \) is finite dimensional if and only if finitely many \( \hat{L}[k] \) are null. Moreover, \( L \) admits a pseudoinverse \( L^\dagger \in \mathcal{L}_{S}(S'({\mathbb{T}}^d)) \) if and only if the sequence

\[
\hat{L}^\dagger[k] = \begin{cases} \hat{L}[k]^{-1} & \text{if } k \in K_L, \\ 0 & \text{otherwise} \end{cases}
\]

is slowly growing. In that case, the Fourier sequence of the pseudoinverse \( L^\dagger \) is given by \( (\hat{L}^\dagger[k])_{k \in \mathbb{Z}^d} \).

The first part of proposition 2 on the null space of \( L \) is well-known in the non periodic setting with \( d = 1 \), due to the following result: any shift-invariant and finite-dimensional linear subspace of \( S'({\mathbb{R}}) \) is constituted of exponential polynomial functions \([71]\). This result has been adapted in the periodic setting in \([67\), proposition 1\]. We provide here a simple proof for the general case \( d \geq 1 \).

**Proof of proposition 2.** We first observe that, for any \( L \in \mathcal{L}_{S}(S'({\mathbb{T}}^d)) \), the null space \( N_L \) is the \( S'({\mathbb{T}}^d) \)-closure of \( \text{Span}\{ e_k, k \notin K_L \} \). This is simply due to the relation \( Lf = \sum_{k \in K_L} \hat{L}[k]\hat{f}[k]e_k \), from which one deduces that \( f \in N_L \) if and only if \( \hat{f}[k] = 0 \) for every \( k \notin K_L \), giving (6). It is then obvious that \( \dim N_L = \text{card}(\mathbb{Z}^d \setminus K_L) \) and is therefore finite dimensional if and only if \( \mathbb{Z}^d \setminus K_L \) is finite.

If the sequence \((\hat{L}^\dagger[k])_{k \in \mathbb{Z}^d}\) defined in (7) is slowly growing and denoting by \( L^\dagger \) the corresponding operator, then, for any \( f \in S'({\mathbb{T}}^d) \),

\[
L^\dagger LL^\dagger \{ f \} = \sum_{k \in K_L} \hat{L}[k]^{-1} \hat{L}[k]\hat{L}[k]^{-1}\hat{f}[k]e_k = \sum_{k \in K_L} \hat{L}[k]^{-1}\hat{f}[k]e_k = L^\dagger \{ f \},
\]

which implies that \( L^\dagger LL^\dagger = L^\dagger \). We show identically that \( LL^\dagger L = L \). Finally, we have \( L^\dagger f = L L^\dagger f = \sum_{k \in K_L} \hat{f}[k] e_k \) yielding trivially \((L^\dagger L)^* = L^\dagger L \) and \((LL^\dagger)^* = LL^\dagger \). Therefore, \( L^\dagger \) is indeed the pseudoinverse of \( L \). Conversely, if the pseudoinverse exists, we have in particular that

\[
\hat{L}[k]e_k = L e_k = LL^\dagger L e_k = \hat{L}[k]^{\dagger} \hat{L}[k]e_k.
\]

Hence, \( \hat{L}^\dagger[k] = \hat{L}[k]^{-1} \) as soon as \( \hat{L}[k] \neq 0 \). Similarly,

\[
\hat{L}^\dagger[k]e_k = L^\dagger e_k = L^\dagger LL^\dagger e_k = \hat{L}^\dagger[k]^{\dagger} \hat{L}[k]e_k,
\]

implying that \( \hat{L}^\dagger[k] = 0 \) if \( \hat{L}[k] = 0 \). This shows that the sequence \( \hat{L}^\dagger \) is given by (7), implying in particular that this sequence, coming from an LSI continuous operator, is slowly growing. \( \square \)
Thanks to proposition 2, \( L \) is spline-admissible if and only if it vanishes on finitely many \( e_k \) and its Fourier sequence does not vanish faster than any rational function. This excludes notably convolution operators \( Lf = h * f \) where the impulse response \( h \in \mathcal{S}(\mathbb{T}^d) \) is such that the sequence \( (\hat{h}[k])_{k \in \mathbb{Z}^d} \) never vanishes and decays exponentially fast. For such operators indeed, the sequence \( (L[k]^{-1} := \hat{h}[k]^{-1})_{k \in \mathbb{Z}^d} \) is not slowly growing and is therefore not the Fourier sequence of an LSI operator from \( \mathcal{S}'(\mathbb{T}^d) \) to itself. With our notation, the pseudoinverse of a spline-admissible \( L \) is given by

\[
L^\dagger f = \sum_{k \in \mathcal{K}_L} \hat{f}[k] \hat{L}[k] e_k, \quad \forall f \in \mathcal{S}'(\mathbb{T}^d). \tag{11}
\]

The orthogonal projector on the null space \( \mathcal{N}_L \) of a spline-admissible operator satisfies

\[
\text{Proj}_{\mathcal{N}_L} f = \sum_{n=1}^{N_0} \hat{f}[k_n] e_{k_n}, \quad \forall f \in \mathcal{S}'(\mathbb{T}^d), \tag{12}
\]

where \( \{k_1, \ldots, k_{N_0}\} = \mathcal{N}_L = \mathbb{Z}^d \setminus \mathcal{K}_L \). From the definition of the pseudoinverse, it is moreover easy to obtain

\[
\text{Proj}_{\mathcal{N}_L} = \text{Id} - LL^\dagger = \text{Id} - L^\dagger L. \tag{13}
\]

We recover from (13) that a spline-admissible operator \( L \) is invertible, with inverse \( L^{-1} = L^\dagger \), if and only if its null space is trivial.

**Remark.** Spline-admissible operators are sometimes called Fredholm operators, which are operators between Banach spaces whose kernel (null space) and co-kernel (quotient of the output space with the range of the operators) are finite-dimensional. This concept can be extended to operators between \( \mathcal{S}'(\mathbb{T}^d) \) to itself, and a spline admissible operator is therefore a Fredholm operator.

**Definition 3 (spectral growth).** Let \( L \) be a spline-admissible and \( \hat{L} \) its Fourier sequence. If there exists a parameter \( \gamma \geq 0 \) and some constants \( 0 < A \leq B < \infty \) and \( k_0 \geq 0 \) such that

\[
A||k||^\gamma \leq ||\hat{L}[k]|| \leq B||k||^\gamma, \quad \forall ||k|| \geq k_0, \tag{14}
\]

then, we call \( \gamma \) the spectral growth of \( L \). For brevity, we write (14) as \( |\hat{L}[k]| = \Theta(||k||^\gamma) \).

If it exists, the spectral growth of a spline-admissible operator is unique. It measures the impact of \( L \) on the smoothness of the input functions. For instance, for any \( \tau \in \mathbb{R}, f \in \mathcal{H}_{\mathcal{L}}(\mathbb{T}^d) \) if and only if \( Lf \in \mathcal{H}_{\mathcal{L}}^{-\tau}(\mathbb{T}^d) \), where the periodic Sobolev spaces are defined in (3). Note that the existence of \( \gamma \) is not guaranteed. This is typically the case if the Fourier sequence of \( L \) does not behave purely polynomially (e.g., when \( d = 1 \) and \( L[k] = |k| \log(1 + |k|) \)) or alternates between two polynomial behaviors (e.g., \( L[2k] = k \) and \( L[2k + 1] = k^2 \)). However, most of the usual pseudo-differential operators admit a spectral growth, as will be exemplified in section 5.

As we shall see, an important ingredient for the definition of periodic splines is the notion of Green’s function of an operator \( L \). It is defined as the \( L \)-primitive of the Dirac comb \( \mathcal{III} \).

**Definition 4 (Green’s function).** Let \( L \) be a spline-admissible operator with pseudoinverse \( L^\dagger \). The generalized function \( g_L := L^\dagger \mathcal{III} \in \mathcal{S}'(\mathbb{T}^d) \) is called the Green’s function of \( L \).

**Remark.** The Fourier sequence \( (g_L[k])_{k \in \mathbb{Z}^d} \) of the Green’s function of \( L \) coincides with the Fourier sequence of \( L^\dagger \). The proposed notion of Green’s function differs from the most classical
convention for pseudo-differential operators acting on functions from \( \mathbb{R}^d \) to \( \mathbb{R} \). It is conventional to define Green’s functions as fundamental solutions to \( Lg_L = \delta \). This is however not adapted to the torus (for which \( \delta \) is replaced by the Dirac comb III, whose period needs to coincide with the one of the domain \( \mathbb{T} \)). Indeed, there exists no periodic generalized function \( g_L \) as soon as the null space of \( L \) is non trivial, because the generalized function \( Lg_L \) has vanishing Fourier coefficients at null space frequencies, contrary to III. Definition 4 is the periodic adaptation to usual spherical Green’s function constructions, such as the ones used in [74, chapter 4] and [43, definition 5]. Note that the different notions coincides when the operator \( L \) is invertible [44, proposition 4.3].

**Running example** \( L = D^N, N \geq 1 \). The Fourier sequence of \( L = D^N \) is \( D^N[k] = (ik)^N \). Then, the null space of \( D^N \) consists in the constant functions and is of dimension \( N_0 = 1 \) with \( N_L = \{0\} \). The pseudoinverse of \( D^N \) is the operator with Fourier sequence \( (D^N)^\dagger[k] = \frac{1}{\delta[k]} \) with \( \delta[\cdot] \) the Kronecker delta, which is therefore the Fourier sequence of \( g_D^\dagger \). Having a finite-dimensional null space and a pseudoinverse, the operator \( D^N \) is spline-admissible in the sense of definition 2. Moreover, it admits a spectral growth \( \gamma = N \).

### 2.3. Periodic L-splines

The class of spline-admissible operators acting on generalized periodic functions allow us to adapt the classical notion of splines [75] to the periodic setting in full generality.

**Definition 5 (periodic L-spline).** Let \( L \) be a spline-admissible operator. A periodic L-spline is a function \( f \in S(\mathbb{T}^d) \) such that

\[
L_f = \sum_{k=1}^{K} a_k \text{III}(\cdot - x_k),
\]

with \( K \geq 0 \) is the number of knots (\( K = 0 \) corresponds to the case where \( Lf = 0 \), i.e., \( f \) is in the null space of \( L \)), \( x_k \in \mathbb{T}^d \) are the distinct knots, and \( a_k \in \mathbb{R} \setminus \{0\} \) are the weights of \( f \). The pairs \( \{a_k, x_k\}, k = 1, \ldots, K \) are called the innovations of the periodic L-spline.

In words, a periodic L-spline is a generalized periodic function such that its L-derivative is a Dirac stream with finite rate of innovation [18]—i.e. it has a finite number of innovations per period. It is worth noting that the weights of a periodic L-spline fulfill a linear system as soon as the null space of \( L \) is non trivial. For instance, if \( \hat{L}[\mathbf{0}] = L \mathbf{0} = 0 \), as is the case for \( L = D \) in dimension \( d = 1 \), then, any L-spline \( f \) with weights \( a_k \) satisfies \( \sum_{k=1}^{K} a_k = \hat{L}[\mathbf{0}]f[\mathbf{0}] = \hat{L}[\mathbf{0}]f[\mathbf{0}] = 0 \). We generalize this idea to any spline-admissible operator.

**Proposition 3.** Let \( L \in \mathcal{L}_{\mathbb{S}}(S(\mathbb{T}^d)) \) be a spline-admissible operator with Green’s function \( g_L \in S(\mathbb{T}^d) \) and null space \( N_L \) with null space frequencies \( N_L := \{k_1, \ldots, k_{N_0}\} \subset \mathbb{Z}^d \). There exists an L-spline of the form (15) if and only if the weight vector \( a := (a_1, \ldots, a_K) \in \mathbb{R}^K \) satisfies \( M \mathbf{a} = \mathbf{0} \) with \( M \in \mathbb{R}^{N_0 \times K} \) the matrix whose entries are

\[
M[n, k] = e^{-i[k, n]_d}, \quad \forall n = 1, \ldots, N_0, \forall k = 1, \ldots, K.
\]

In that case, the generic form of a periodic L-spline \( f \) satisfying (15) is

\[
f = \sum_{k=1}^{K} a_k g_L(\cdot - x_k) + p
\]
with \( Ma = 0 \) and \( p \in N_L \).

**Proof.** Assume first that \( f \) satisfies (15). Then, we have that, for any \( 1 \leq n \leq N_0 \),

\[
0 = \hat{L}[k_a]f[k_a] = \langle Lf, e_{k_a} \rangle = \sum_{k=1}^{K} a_k e^{-i(x_k k_a)} = \langle (Ma)_n \rangle, \tag{18}
\]

or equivalently, \( Ma = 0 \in \mathbb{R}^{N_0} \). Assume now that \( a \in \mathbb{R}^K \) satisfies \( Ma = 0 \). We set \( w = \sum_{k=1}^{K} a_k \text{III}(\cdot - x_k) \). Then,

\[
\text{Proj}_{N_L} \{ w \} = \sum_{n=1}^{N_0} \hat{w}[k_a] e_{k_a} = \sum_{n=1}^{N_0} \sum_{k=1}^{K} a_k e^{-i(x_k k_a)} = 0. \tag{19}
\]

This implies, using (13), that

\[
\text{LL}_L w = w - \text{Proj}_{N_L} w = w. \tag{20}
\]

Then, \( f = \text{LL}_L w = \sum_{k=1}^{K} a_k \text{III}(\cdot - x_k) \) satisfies \( Lf = \text{LL}_L w = w = \sum_{k=1}^{K} a_k \text{III}(\cdot - x_k) \), and is therefore a periodic L-spline. Moreover, two periodic L-spline solutions of (15) only differ from a null space component \( p \in N_L \), implying (17). Finally, when \( K \leq N_0 \), because the matrix \( M \) imposes \( N_0 \) independent conditions on the vector \( a \) of size \( K \), we deduce that \( a = 0 \) and \( f = p \in N_L \).

Proposition 3 essentially tells us that periodic L-splines can be written as sums of a linear combination of shifts of the Green’s functions and a trigonometric polynomial in the null space of \( L \). The shifts are moreover given by the spline knots and the weights are constrained to verify a certain annihilation equation. In particular, an important consequence of proposition 3 is that the Green’s function \( g_L = \text{L}_L \text{III} \) is not a periodic L-spline when the null space of \( L \) is non trivial. Indeed, we have that \( \text{LL}_L \text{III} = \text{III} - \text{Proj}_{N_L} \text{III} \), which is not of the form (15) due to the trigonometric polynomial \( \text{Proj}_{N_L} \text{III} = \sum_{n=1}^{N_0} e_{k_a} \).

**Running example \( L = D^N, N \geq 1 \).** Let \( f \) be a periodic \((D^N)\)-spline with knots \( x_1, \ldots, x_K \). Then, \( f \) is piecewise-polynomial. More precisely, \( f \) is a polynomial of degree at most \( (N - 1) \) on each intervals \([x_{k+1}, x_k] \), \( k = 1, \ldots, K \) (with the convention that \( x_{K+1} = x_1 \)). Moreover, for \( N \geq 2 \), \( f \) has continuous derivatives up to order \((N - 2)\). In particular, a periodic \( D \)-spline is piecewise constant and a periodic \((D^2)\)-spline is piecewise linear and continuous. A non constant periodic \((D^2)\)-spline \( f \) has at least \( K = 2 \) knots. In particular, there is no periodic \((D^2)\)-spline with only 1 knots. Indeed, such a spline would be such that \( D^2 f = a_1 \text{III}(\cdot - x_1) \) and would satisfy, according to proposition 3, \( e^{-ix_1}a_1 = 0 \), hence \( a_1 = 0 \) and \( f \) would be constant, which we excluded.

### 3. Periodic native spaces and measurement spaces

The goal of this section is to construct the Banach functions spaces associated to the optimization problem (1). More precisely, we shall introduce:

- The native space \( \mathcal{M}_L(\mathbb{T}^d) \): the generalized functions \( f \) for which the regularization term \( ||Lf||_M \) is finite.
- The measurement space \( \mathcal{G}_L(\mathbb{T}^d) \): the generalized functions \( \nu \) that can be used as linear functionals over the native space \( \mathcal{M}_L(\mathbb{T}^d) \).
The measurement space and the native space form a dual pair, in the same way the space of periodic continuous functions $C(T^d)$ and the space of periodic Radon measures $M(T^d)$ do. We remind this fact and other useful ones in section 3.1 before constructing the native and measurement spaces in sections 3.2 and 3.3, respectively.

### 3.1. The spaces $M(T^d)$ and $C(T^d)$

The space of continuous periodic functions is denoted by $C(T^d)$. It is a Banach space when endowed with the supremum norm $\|\varphi\|_\infty = \sup_{x \in T^d} |\varphi(x)|$. The space of periodic finite Radon measure is denoted by $M(T^d)$. According to the Riesz–Markov theorem [76], $M(T^d)$ is isometric to the space of continuous and linear functionals over $C(T^d)$. As is classical, we therefore make a complete identification between the space of periodic finite Radon measures and the dual of $C(T^d)$, i.e.,

$$M(T^d) = (C(T^d), \| \cdot \|_\infty)' .$$

Then, $M(T^d)$ is a Banach space for the TV norm

$$\|w\|_M = \sup_{\varphi \in C(T^d), \|\varphi\|_\infty = 1} \langle w, \varphi \rangle ,$$

with $\langle w, \varphi \rangle = \int_{T^d} w(x) \varphi(x) \, dx$. When $w \in L_1(T^d)$, we have that $\|w\|_M = \|w\|_1$. For $w = \sum_{k=1}^K a_k \text{III}(\cdot - x_k)$ with distinct $x_k \in T^d$, we have $\|w\|_M = \sum_{k=1}^K |a_k| = \|a\|_1$. Since the Schwartz space $S(T^d)$ is dense in $C(T^d)$ for the norm $\| \cdot \|_\infty$ [77, theorem 4.25], we can restrict the supremum over functions in the Schwartz space $S(T^d)$ in (22). This allows us to extend the TV norm over $S'(T^d)$ and to deduce that

$$M(T^d) = \left\{ w \in S'(T^d), \|w\|_M = \sup_{\varphi \in S(T^d), \|\varphi\|_\infty = 1} \langle w, \varphi \rangle < \infty \right\} .$$

Note that we have the continuous embeddings

$$S(T^d) \subseteq C(T^d) \subseteq S'(T^d) \quad \text{and} \quad S(T^d) \subseteq M(T^d) \subseteq S'(T^d).$$

In what follows, $M(T^d)$ will be endowed with the weak* topology defined in section 2.1. The latter is indeed more convenient for our purposes than the Banach topology induced by the TV norm (22).

### 3.2. The native space of a spline-admissible operator

We define the native space on which the optimization problem (1) is well-defined, and identify its structure.

**Definition 6 (native space).** The native space associated to the spline-admissible operator $L$ is defined as

$$\mathcal{M}_L(T^d) := \{ f \in S'(T^d), \ Lf \in M(T^d) \} .$$

**Theorem 1 (Banach structure of the native space).** Let $L$ be a spline-admissible operator with finite dimensional null space $N_L$ and pseudoinverse $L^\dagger$. We also fix $p \in [1, \infty]$. Then, $\mathcal{M}_L(T^d)$ is the direct sum

$$\mathcal{M}_L(T^d) = L^\dagger(\mathcal{M}(T^d)) \oplus N_L.$$
where \( L^1(M(T^d)) = \{L^1 w, w \in M(T^d)\} \). It is a Banach space for the norm
\[
\|f\|_{M^1_p} = (\|Lf\|_M + \|\text{Proj}_{M_L^d} f\|_S)^{1/p},
\]
with \( p \in [1, +\infty] \) and the usual adaptation for \( p = \infty \). Moreover, we have the topological embeddings
\[
S(T^d) \subseteq M_L(T^d) \subseteq S'(T^d).
\]
The operator \( L \) is continuous from \( M_L(T^d) \) to \( M(T^d) \). Moreover, any periodic \( L \)-spline is in \( M_L(T^d) \). Finally, the norms \( \|\cdot\|_{M^1_p} \) are all equivalent on \( M_L(T^d) \).

**Proof.** Direct sum. Let \( f \in M_L(T^d) \). Then, from (13), and since \( Lf \in M(T^d) \) by assumption,
\[
f = L^1\{Lf\} + \text{Proj}_{M_L^d} f \in L^1(M(T^d)) + M_L.
\]
Now, let \( f = L^1 w + p \in L^1(M(T^d)) + M_L \). Then, \( Lf = L(L^1 w + Lp = w - \text{Proj}_{M_L^d} w, \) where we used (13) again. Remembering that any element of the null space is a trigonometric polynomial, we have \( N_L \subseteq S(T^d) \subseteq M(T^d) \) and we deduce that \( Lf = w - \text{Proj}_{M_L^d} w \in M(T^d) \).

This shows that \( M_L(T^d) = L^1(M(T^d)) + N_L \).

If now \( f \in L^1(M(T^d)) \cap N_L \), then \( f[k] = 0 \) for \( k \in K_L \) because \( f = L^1 w \) for some \( w \) and \( \hat{f}[k] = 0 \) for \( k \notin K_L \) because \( Lf = 0 \). Hence, \( f = 0 \) and the sum \( L^1(M(T^d)) \oplus N_L \) is direct.

**Banach space structure.** Clearly, (27) is a semi-norm on \( M_L(T^d) \). Moreover, the relation \( \|f\|_{M^1_p} = 0 \) implies that \( Lf = \text{Proj}_{M_L} f = 0 \), which is equivalent to \( f = 0 \). Finally, \( L^1(M(T^d)) \) inherits the completeness of \( M(T^d) \) and the finite-dimensional space \( N_L \) is also a Banach space for the \( L^2 \)-norm. Therefore, the direct sum \( M_L(T^d) \) is also a Banach space for the direct sum norm (27).

**Embedding relations.** We remark that (13) implies that \( \varphi = L^1\{L \varphi\} + \text{Proj}_{M_L^d} \varphi \) for any \( \varphi \in S(T^d) \). Moreover, \( L \varphi \in S(T^d) \subseteq M(T^d) \) because \( L \) is continuous from \( S(T^d) \) to itself (as any LSI operator continuous from \( S'(T^d) \) to itself) and \( \text{Proj}_{M_L^d} \varphi \in N_L \). This shows that \( S(T^d) \subseteq M_L(T^d) \) (set inclusion). It is then continuous from \( S(T^d) \) to \( M_L(T^d) \). Indeed, if \( \varphi_k \) converges to \( \varphi \) in \( S(T^d) \), then \( L \varphi_k \) converges to \( L \varphi \) in \( S(T^d) \), hence in \( M(T^d) \).

Moreover, \( \text{Proj}_{M_L^d} \varphi_k \) also converges to \( \text{Proj}_{M_L} \varphi \) in \( S(T^d) \), hence in \( L_2(T^d) \). We then have that
\[
\|\varphi_k - \varphi\|_{M^1_p} = \|L \varphi_k - L \varphi\|_M + \|\text{Proj}_{M_L^d} \varphi_k - \text{Proj}_{M_L} \varphi\|_S \to 0,
\]
as expected. This demonstrates the embedding \( S(T^d) \subseteq M_L(T^d) \).

The set inclusion \( M_L(T^d) \subseteq S'(T^d) \) is by definition of \( M_L(T^d) \) in (25). Now, there exists some \( \tau < 0 \) such that \( M(T^d) \subseteq H_{2,\tau}^0(T^d) \), where \( H_{2,\tau}^0(T^d) \) is the Sobolev space of smoothness \( \tau \). Then, \( L^1 \) is continuous from \( S(T^d) \) to itself, and hence there exists \( \tau' \) such that \( L^1 : H_{2,\tau'}^0(T^d) \to H_{2,\tau}^0(T^d) \) continuously [78]. By restriction, \( L^1 \) is also continuous from \( M(T^d) \) to \( H_{2,\tau}^0(T^d) \). Then, one has that \( M_L(T^d) \subseteq H_{2,\tau}^0(T^d) \) due to the isometry property between \( M(T^d) \) and \( M_L(T^d) \). Finally, since \( H_{2,\tau}^0(T^d) \subseteq S'(T^d) \), this concludes the proof.

**Continuity of \( L \).** We simply remark that \( \|Lf\|_M \leq \|f\|_{M^1_p} \), implying the continuity of \( L \) from \( M_L(T^d) \) to \( M(T^d) \).

**L-splines are in \( M_L(T^d) \).** This simply follows from the fact that an \( L \)-spline is such that \( Lf = \sum_{k=1}^K a_k \Pi_i (-x_k) \in M(T^d) \).

**Norm equivalence.** The equivalence of the norms \( \|\cdot\|_{M^1_p} \) for \( p \in [1, \infty] \) simply follows from the equivalence of the \( \ell_p \)-norms over \( \mathbb{R}^2 \). \( \square \)
3.3. The measurement space of a spline-admissible operator

A linear functional $\nu$ can be used for the linear measurements in (1) under the condition that $\nu(f)$ is well-defined for any $f \in M_1(\mathbb{T}^d)$. Moreover, as we shall see in section 4, to ensure the existence of extreme point solutions of (1), $\nu$ should be in the dual of $M_1(\mathbb{T}^d)$ when the latter is equipped with the weak* topology. In this section, we introduce the measurement space $C_L(\mathbb{T}^d)$, specify its Banach space structure and show its relation with the native space $M_1(\mathbb{T}^d)$.

We recall that the adjoint of $L \in L_1(S'(\mathbb{T}^d))$ is the unique operator $L^* \in L_1(S'((\mathbb{T}^d)^*)$ such that

$$\langle L \varphi_1, \varphi_2 \rangle = \langle \varphi_1, L^* \varphi_2 \rangle$$

for every $\varphi_1, \varphi_2 \in C(\mathbb{T}^d)$. The Fourier sequence of $L^*$ is given by $\hat{L}^*[k] = \hat{L}[k]$ for $k \in \mathbb{T}^d$ and the operators $L$ and $L^*$ share the same nullspace $N_L$.

**Definition 7 (measurement space).** The measurement space associated to the spline-admissible operator $L$ is defined as

$$C_L(\mathbb{T}^d) = \{ g \in S'(\mathbb{T}^d), L^* g \in C(\mathbb{T}^d) \},$$

where $L^*$ is the adjoint of $L^*$.

**Theorem 2 (Banach structure of the measurement space).** Consider a spline-admissible operator $L$ with finite-dimensional null space $N_L$. We also fix $q \in [1, \infty]$. Then, $C_L(\mathbb{T}^d)$ is the direct sum

$$C_L(\mathbb{T}^d) = L^*(C(\mathbb{T}^d)) \oplus N_L.$$

The measurement space $C_L(\mathbb{T}^d)$ is a Banach space for the norm

$$\|g\|_{C_L,q} = \left( \|L^* g\|_q + \|\text{Proj}_{N_L} g\|_2^{1/q} \right)^{1/q},$$

with $q \in [1, +\infty]$ the usual adaptation when $q = \infty$. Moreover, we have the topological embeddings

$$S(\mathbb{T}^d) \subseteq C_L(\mathbb{T}^d) \subseteq S'(\mathbb{T}^d),$$

and the space $S(\mathbb{T}^d)$ is dense in $C_L(\mathbb{T}^d)$. Finally, the norms $\| \cdot \|_{C_L,q}$ are all equivalent on $C_L(\mathbb{T}^d)$ for $1 \leq q \leq \infty$.

**Proof.** The direct sum (31), the Banach structure with norm (32) (remembering that $\| \cdot \|_\infty$ is a Banach norm on $C(\mathbb{T}^d)$), and the embeddings (33) are obtained with identical arguments than in theorem 1.

The only remaining part is the denseness of $S(\mathbb{T}^d)$ in $C_L(\mathbb{T}^d)$. Let $g = L^* h + p \in C_L(\mathbb{T}^d)$, with $h \in C(\mathbb{T}^d)$ and $p \in N_L$. The space $S(\mathbb{T}^d)$ is dense in $C(\mathbb{T}^d)$, hence there exists a sequence $(f_k)_{k \geq 1}$ of functions in $S(\mathbb{T}^d)$ such that $\|h - f_k\|_\infty \to 0$ when $k \to \infty$. We set $\psi_k = L^* f_k + p$. Then, $p \in N_L \subseteq S(\mathbb{T}^d)$ and $L^*$, as for any operator in $L_1(S'(\mathbb{T}^d))$, is continuous from $S(\mathbb{T}^d)$ to itself. We therefore have that $\psi_k \in S(\mathbb{T}^d)$ for any $k \geq 1$. Moreover, $g - \psi_k = L^* \{h - f_k\} \in C_L(\mathbb{T}^d)$ and we have that

$$\|g - \psi_k\|_{C_L,q} = \|L^* (h - f_k)\|_q = \|\text{Proj}_{N_L} (h - f_k)\|_\infty,$$

(34)
where we used (13) and \( \text{Proj}_{N_0}^* = \text{Proj}_{M}^* \). If \( f \in \mathcal{C}(\mathbb{T}^d) \), then for any \( k \in 2^d \), \( \tilde{f}(k) \leq ||f||_\infty \). 

Applied to \( f = h - \varphi_k \) and denoting by \( k_1, \ldots, k_{N_0} \) the frequencies of the finite-dimensional null space of \( L \) (see proposition 2), we deduce from (34) that

\[
\|g - \psi_k\|_{C^q} \leq |h - \varphi_k|_\infty + \sum_{n=1}^{N_0} |(h - \varphi_k)[k_n]| \leq (1 + N_0)|h - \varphi_k|_\infty.
\]

(35)

Since \( |h - \varphi_k|_\infty \to 0 \), we deduce that \( \|g - \psi_k\|_{C^q} \) vanishes and the denseness is proved. Finally, the equivalence of the norms \( \| \cdot \|_{C^q} \) for \( q \in [1, \infty] \) simply follows from the equivalence of the \( \ell_q \)-norms over \( \mathbb{R}^2 \).

**Theorem 3 (generalized Riesz–Markov representation theorem).** Let \( L \) be a spline-admissible operator and \( \ell^q \) with the usual adaptation for \( p = \infty \). Their topological duals \( \mathcal{X}' \) and \( \mathcal{Y}' \) are Banach spaces for their dual norms, denoted respectively by \( \| \cdot \|_{\mathcal{X}'} \) and \( \| \cdot \|_{\mathcal{Y}'} \). Then, the following statements hold.

- For any \( (x, y) \in \mathcal{X} \times \mathcal{Y} \), the product space \( \mathcal{X} \times \mathcal{Y} \) is a Banach space for the norm defined for any \( (x, y) \in \mathcal{X} \times \mathcal{Y} \)

\[
\|(x, y)\|_{\mathcal{X} \times \mathcal{Y}} = \left( \|x\|_{\mathcal{X}}^p + \|y\|_{\mathcal{Y}}^p \right)^{1/p},
\]

(37)

with the usual adaptation for \( p = \infty \).

- The topological dual \( \mathcal{X}' \times \mathcal{Y}' \) of \( \mathcal{X} \times \mathcal{Y} \) associated with the dual norm is isometric to the Banach space \( \mathcal{X}' \times \mathcal{Y}' \) endowed with the norm defined for \( (x', y') \in \mathcal{X}' \times \mathcal{Y}' \) by

\[
\|(x', y')\|_{\mathcal{X}' \times \mathcal{Y}'} = \left( \|x'\|_{\mathcal{X}'}^q + \|y'\|_{\mathcal{Y}'}^q \right)^{1/q},
\]

(38)

where \( q \in [1, \infty] \) is the conjugate of \( p \) satisfying \( \frac{1}{p} + \frac{1}{q} = 1 \), with the usual adaptation for \( q = \infty \) (i.e., \( p = 1 \)) in (38).

- Assume that \( \Phi : \mathcal{X} \to \mathcal{Z} \) is an isometry. Then, the adjoint \( \Phi^* \) of \( \Phi \) is an isometry between \( \mathcal{Z}' \) and \( \mathcal{X}' \) endowed with their dual norms, and we have

\[
\mathcal{Z}' = (\Phi^*)^{-1} \mathcal{X}'.
\]

(39)
Lemma 1 is elementary and let to the reader. Note that the relation (38) simply uses that the topological dual of \((\mathbb{R}^2, \| \cdot \|_p)\) is \((\mathbb{R}^2, \| \cdot \|_q)\).

**Proof of theorem 3.** We recall that the projector \(\text{Proj}_{N_L^1}\) is defined in (12), and set \(\text{Proj}_{N_L^1} = \text{Id} - \text{Proj}_{N_L^1}\). Then, the spaces \(\text{Proj}_{N_L^1}(C(T^d))\) and \(\text{Proj}_{N_L^1}(\mathcal{M}(T^d))\) inherit the Banach space structures of \(C(T^d)\) and \(\mathcal{M}(T^d)\) for the restriction of the norms \(\| \cdot \|_{\infty}\) and \(\| \cdot \|_M\), respectively. According to the Riesz–Markov theorem, the space \(\mathcal{M}(T^d)\) is isometric to the topological dual of \((C(T^d), \| \cdot \|_{\infty})\) endowed with the dual norm, and this property is transmit to the projections of those spaces, which implies the isometric identification

\[
\left( (\text{Proj}_{N_L^1}(C(T^d)))^\perp = \text{Proj}_{N_L^1}(\mathcal{M}(T^d)) \right).
\]

Due to theorems 1 and 2, we have that

\[
\mathcal{C}_1(T^d) = L^* (\text{Proj}_{N_L^1}(C(T^d))) \oplus N_L^1
\]

and

\[
\mathcal{M}_1(T^d) = L^* (\text{Proj}_{N_L^1}(\mathcal{M}(T^d))) \oplus N_L^1.
\]

Moreover, the operator \(L^*\) is an isometry between \(\text{Proj}_{N_L^1}(C(T^d))\) and \(\text{Proj}_{N_L^1}(\mathcal{C}_1(T^d))\), and its inverse’s adjoint is \(L^\dagger\). This can be easily seen from the definition of the norm (32) and the fact that \(\text{Proj}_{N_L^1}\) simply set to zero the Fourier coefficients associated to the finitely many null space frequencies. Thanks to (39) in lemma 1, we therefore deduce the isometric identification

\[
\left( (L^* (\text{Proj}_{N_L^1}(C(T^d))))^\perp = L^* (\text{Proj}_{N_L^1}(\mathcal{M}(T^d))) \right).
\]

We observe moreover that \(L^* \text{Proj}_{N_L^1} = L^\dagger\) and \(L^\dagger \text{Proj}_{N_L^1} = L^*\), implying that

\[
\left( (L^* (\mathcal{C}_1(T^d)))^\perp = L^* (\mathcal{M}(T^d)) \right).
\]

The finite-dimensional space \(N_L^1\) has an orthonormal basis for the \(L_2\) scalar product, given by \(\{e_{k_n}, n = 1 \ldots N_0\}\), with \(k_1, \ldots, k_{N_0}\) the null space frequencies of \(L\). Hence, \(N_L^1\) is isometrically identified to \(N_L^1\). Applying (38), we deduce (36). The second statement of theorem 3 then follows directly follows.

**Running example** \(L = D^N\), \(N \geq 1\). The native space of \(D^N\) is the space of functions \(f\) such that \(D^Nf \in \mathcal{M}(T^d)\). According to theorem 1, a function of this space can be written as \(f = (D^Nf + \alpha)w + \alpha\) with \(w \in \mathcal{M}(T^d)\) and \(\alpha \in \mathbb{R}\). The norm of \(f\) is then \(\|f\|_{\mathcal{M}_{\mathcal{W}^N, p}} = (\|w\|_M + \alpha^p)^{1/p}\).

A function \(g\) of the measurement space \(\mathcal{C}_{D^N}(T^d)\) is of the form \(g = D^N \{h\} + \beta\) with \(h \in C(T^d)\) and \(\beta \in \mathbb{R}\). Note that the adjoint of \(D^N\) is \((-1)^N D^N\) but the constant \((-1)^N\) can be absorbed in \(h\). The norm of \(g\) is then \(\|g\|_{\mathcal{C}_{D^N, p}} = (\|\varphi\|_q + \beta^q)^{1/q}\).

### 4. Periodic representers theorem

Assume that we want to reconstruct an unknown periodic function \(f_0\) from its possibly noisy linear measurements \(y \approx \nu(f_0) \in \mathbb{R}^M\). Typically, \(y\) is a random perturbation of \(\nu(f_0)\) such that \(\mathbb{E}[y] = \nu(f_0)\). This mild assumption allows to consider additive noise models, but also more general ones. We shall not discuss further the model for the data acquisition on this paper and
we consider the penalized optimization problem:
\[
\tilde{f} \in \arg \min_f E(y, \nu(f)) + \lambda \|Lf\|_M,
\]
where \(E(y, \nu(f))\) is a data-fidelity term that enforces the fidelity of the predicted measurements \(\nu(f)\) to the observed one \(y\). A typical choice for \(E\) is the quadratic cost function \(E(y, \nu(f)) = \|y - \nu(f)\|^2\). The regularization \(\|Lf\|_M\) promotes functions with certain smoothness properties. The spline-admissible operator \(L\) typically characterizes the smoothness of the reconstruction from (43), while the choice the \(M\)-norm is known to promote sparse reconstructions [1, 39]. An optimizer \(\tilde{f}\) of (43) is expected to adequately approximate the function \(f_0\).

In section 3, we have introduced the function spaces required to give a clear meaning to (43). The functions \(f\) should typically live in the native space \(\mathcal{M}_L(\mathbb{T}^d)\), for which \(\|Lf\|_M < \infty\), while the measurement functionals \(\nu_m\) are taken in the measurement space \(\mathcal{C}_L(\mathbb{T}^d)\).

**Theorem 4 (periodic representer theorem).** Consider the following assumptions:

- A spline-admissible operator \(L\) with null space \(N_L\) of finite dimension \(N_0 \geq 0\) and pseudoinverse \(L^\dagger\);
- A linearly independent family of \(M \geq N_0\) linear functionals \(\nu_m \in \mathcal{C}_L(\mathbb{T}^d)\) such that \(\nu = (\nu_1, \ldots, \nu_M)\) is injective on the null space of \(L\); that is, such that the condition \((\nu, p) = 0\) for \(p \in N_L\) implies that \(p = 0\);
- A cost function \(E(\cdot, \cdot) : \mathbb{R}^M \times \mathbb{R}^M \to \mathbb{R} \cup \{\infty\}\) such that \(E(z, \cdot)\) is a lower semi-continuous, convex, coercive, and proper function for any fixed \(z \in \mathbb{R}^M\);
- A measurement vector \(y \in \mathbb{R}^M\); and
- A tuning parameter \(\lambda > 0\).

Then, the set of minimisers
\[
\mathcal{V} := \arg \min \{E(y, \nu(f)) + \lambda \|Lf\|_M \mid f \in \mathcal{M}_L(\mathbb{T}^d)\}
\]
is non-empty, convex, and compact with respect to the weak* topology on \(\mathcal{M}_L(\mathbb{T}^d)\). Moreover, the extreme points of (44) are periodic \(L\)-splines of the form
\[
f_{\text{ext}} = \sum_{k=1}^{K} a_k L \{ \text{III} (\cdot - x_k) \} + p = \sum_{k=1}^{K} a_k g_L (\cdot - x_k) + p
\]
for some \(x_k \in \mathbb{T}^d\), \(a_k \in \mathbb{R}\) with \(Ma = 0\) where \(M\) is given by (16), \(K \leq M\) knots, and \(p \in N_L\).

**Remark.** The solution to (44) is not unique in general. It is well-known that \(\ell_1\)-minimization can lead to unique solutions in the discrete case [79], and this case also appears to be crucial for optimization over measure spaces [26, 42]. The periodic representer theorem reveals the form of the solutions of the optimization problem (44) in the following sense: (i) the extreme point solutions are periodic \(L\)-splines with at most \(M\) knots, with \(M\) the number of measurements. (ii) The other spline solutions are finite convex combinations of the extreme points. (iii) Any solution is the (weak*) limit of spline solutions. Note that an extreme point solution is such that \(L f_{\text{ext}} = \sum_{k=1}^{K} a_k \text{III} (\cdot - x_k)\) is a finite sum of Dirac combs.

**Running example \(L = D^N, N \geq 1\).** Theorem 4 can be applied to the periodic spline-admissible operator \(D^N\). The second condition is then equivalent to the existence of a \(1 \leq m \leq M\) such that \((\nu_m, 1) = \overline{\nu_m}[0] \neq 0\), or equivalently, the existence of a linear functional with nonzero
mean, which is a mild requirement. Then, under the conditions of theorem 4, the extreme points of the solution set \( \mathcal{V} \) are periodic \( D^k \)-splines.

The seminal work of Fisher and Jerome [23] was developed over compacts domains, and we will see that theorem 4 can be deduced from their main result, that we recall here with our notation. We present here a slight adaptation of [23, theorem 1].

We fix a set of distinct Fourier frequencies \( \{ k_n, n = 1, \ldots, N_0 \} \) and introduce \( \mathcal{N} = \text{Span}\{ e_{k_n}, n = 1, \ldots, N_0 \} \) which is a space of dimension \( N_0 \). We define the orthogonal projector \( \text{Proj}_{\mathcal{N}} \) over \( \mathcal{N} \) as in (12), and set \( \text{Proj}_{\mathcal{N}^\perp} = \text{Id} - \text{Proj}_{\mathcal{N}} \). Then, the spaces \( \text{Proj}_{\mathcal{N}^\perp}(\mathcal{C}(\mathbb{T}^d)) \) and \( \text{Proj}_{\mathcal{N}^\perp}(\mathcal{M}(\mathbb{T}^d)) \) inherit the Banach space structures of \( \mathcal{C}(\mathbb{T}^d) \) and \( \mathcal{M}(\mathbb{T}^d) \) for the restriction of the norms \( \| \cdot \|_\infty \) and \( \| \cdot \|_M \), respectively. Moreover, as we have seen in the proof of theorem 3, \( (\text{Proj}_{\mathcal{N}^\perp}(\mathcal{C}(\mathbb{T}^d)))' = \text{Proj}_{\mathcal{N}^\perp}(\mathcal{M}(\mathbb{T}^d)) \).

**Lemma 2 (Fisher–Jerome theorem).** Let \( \mathcal{N} = \text{Span}\{ e_{k_n}, n = 1, \ldots, N_0 \} \) as above and \( M \geq N_0 \). Let \( (f_m, q_m) \in \text{Proj}_{\mathcal{N}^\perp}(\mathcal{C}(\mathbb{T}^d)) \times \mathcal{N} \), \( m = 1, \ldots, M \), be a set of linearly independent couples of functions. We assume moreover that \( q(p) = \langle q_1, p \rangle, \ldots, \langle q_M, p \rangle = 0 \) if and only if \( p = 0 \) for \( p \in \mathcal{N} \). Let \( z_0 \in \mathbb{R}^M \) be such that there exists \( (w, p) \in \text{Proj}_{\mathcal{N}^\perp}(\mathcal{M}(\mathbb{T}^d)) \times \mathcal{N} \) with

\[
\mu((w, p)) := (\langle f_1, w \rangle + \langle q_1, p \rangle, \ldots, \langle f_M, w \rangle + \langle q_M, p \rangle) = z_0.
\]

Then, the set of minimizers

\[
\arg \min_{\mu(w, p) = z_0} \| w \|_M
\]

is non empty, convex, weak* compact in \( \text{Proj}_{\mathcal{N}^\perp}(\mathcal{M}(\mathbb{T}^d)) \times \mathcal{N} \), and its extreme points are of the form

\[
(w_{\text{ext}}, p_{\text{ext}}) = \left( \sum_{k=1}^K a_k \text{Id} \cdot x_k, p_{\text{ext}} \right),
\]

where \( p_{\text{ext}} \in \mathcal{N}, a_k \in \mathbb{R} \) with \( M a = 0 \) where \( M \) is defined in (16), \( x_k \in \mathbb{T}^d \), and \( K \leq M \).

We call condition (46) the feasibility assumption, it means that one can achieve the measure \( z_0 \) and is obviously needed so that (47) has a solution. Lemma 2 is an adaptation of [23, theorem 1], where the authors work with a compact metric space \( X \) that we specialize with \( \mathbb{T}^d \), and where we simply work with \( \text{Proj}_{\mathcal{N}^\perp}(\mathcal{C}(\mathbb{T}^d)) \) instead of \( \mathcal{C}(\mathbb{X}) \). The proof is identical. For a more recent treatment, we refer the reader to [1, theorem 7] which considers the real line \( \mathbb{R}^d \). Note that the relation \( M a = 0 \) comes from the fact that \( w_{\text{ext}} \in \text{Proj}_{\mathcal{N}^\perp}(\mathcal{M}(\mathbb{T}^d)) \) (see proposition 3).

**Proof of theorem 4.** The proof has two parts. We first prove that the solution set \( \mathcal{V} \) in (44) is non empty, convex, and weak* compact, and then obtain the form of the extreme points using lemma 2.

**Properties of \( \mathcal{V} \).** The first part of the proof is classical, we briefly mention the key steps since it follows exactly the line of the one of [39, theorem 4]. For \( f \in \mathcal{M}_L(\mathbb{T}^d) \), we define \( J(f) := E(y, w(f)) + \lambda \| f \|_M \). The cost function \( J : \mathcal{M}_L(\mathbb{T}^d) \to \mathbb{R}^+ \cap \{ \infty \} \) is proper, convex, coercive, and weak*-lower semi-continuous (see [39, appendix B] for a full proof). Then, we are exactly in the conditions of [39, proposition 8], revealing that \( \mathcal{V} = \arg\min J \) is effectively non empty, convex, and weak* compact. As such, from the Krein–Milman theorem [80, p 75], the set \( \mathcal{V} \) admits extreme points and is the weak* closure of those extreme points.
**Form of the extreme points.** We fix an extreme point solution \( f^* \in \mathcal{V} \), set \( z_0 := \nu(f^*) \in \mathbb{R}^M \), and consider the optimization problem

\[
\hat{\mathcal{V}} := \arg \min_{f \in M_L(\mathcal{T}^d)} \| Lf \|_M.
\]  

Clearly, we have that \( \hat{\mathcal{V}} \subset \mathcal{V} \) since \( \| Lg^* \|_M = \| Lf^* \|_M \) and \( \nu(g^*) = \nu(f^*) \) for any \( g^* \in \hat{\mathcal{V}} \). Moreover, \( f^* \) is an extreme point of \( \hat{\mathcal{V}} \) (being an extreme point of the bigger set \( \mathcal{V} \)). We can therefore focus on the optimization problem (49) and show that its extreme points have the expected representation.

With theorem 1, we know that any \( f \in M_L(\mathcal{T}^d) \) has a unique representation as \( f = L^1 w + p \) with \( w \in \text{Proj}_{N_L} (M(\mathcal{T}^d)) \) and \( p \in \mathcal{N}_L \). In particular, we have the equivalence

\[
f^* \in \hat{\mathcal{V}} \iff (w^*, p^*) \in \mathcal{W} := \arg \min_{(w, p) \in \text{Proj}_{N_L} (M(\mathcal{T}^d)) \times \mathcal{N}_L} \| w \|_M,
\]

where \( f^* = L^1 w^* + p^* \), \( w^* \in \text{Proj}_{N_L} (M(\mathcal{T}^d)) \) and \( p^* \in \mathcal{N}_L \). The equivalence also holds for the extreme points of both problems: \( f_{\text{ext}} \) is an extreme point of \( \mathcal{V} \) if and only if \((w_{\text{ext}}, p_{\text{ext}})\) is an extreme point of \( \mathcal{W} \), with \( f_{\text{ext}} = L^1 w_{\text{ext}} + p_{\text{ext}} \).

We observe that, for any \( f = L^1 w + p \) with \((w, p) \in \text{Proj}_{N_L} (M(\mathcal{T}^d)) \times \mathcal{N}_L \), we have

\[
\nu_m(f) = \langle \nu_m, L^1 w \rangle + \langle \nu_m, p \rangle = \langle (L^1)^* \nu_m, w \rangle + \langle \text{Proj}_{N_L} \nu_m, p \rangle.
\]

Then, \( f_m := (L^1)^* \nu_m \in \text{Proj}_{N_L} (C(\mathcal{T}^d)) \) and \( \text{Proj}_{N_L} \nu_m \in \mathcal{N}_L \). We define \( \mu \) as in (46).

We are then in the conditions of lemma 2 with \( \mathcal{N} = \mathcal{N}_L \) for those functionals. Indeed, the condition \( g(p) = 0 \) if and only if \( p = 0 \) for \( p \in \mathcal{N}_L \) comes from the second assumption in theorem 4. Note that the feasibility condition is satisfied because \( \mathcal{V} \), hence \( \mathcal{W} \), are non empty. We deduce that \( \hat{\mathcal{V}} \) inherits the properties of \( \mathcal{V} \), and is therefore convex and weak* compact in \( M_L(\mathcal{T}^d) \). Moreover, the extreme points are such that \( f_{\text{ext}} = L^1 w_{\text{ext}} + p_{\text{ext}} \), where \((w_{\text{ext}}, p_{\text{ext}})\) are given by (48). This shows that \( f_{\text{ext}} \) has the expected form, the relation \( M a = 0 \) coming from the condition over \( a \) in (48) and theorem 4 is proved.

\[ \square \]

5. Pseudo-differential periodic spline-admissible operators

The goal of this section is to provide examples of periodic spline-admissible operators and to highlight their main properties. The considered operators are pseudo-differential: they have a *roughening* behaviour—i.e., they reduce the smoothness of the input function. This roughening behavior is quantified by the spectral growth \( \gamma > 0 \) (see definition 3). We include both univariate (ambient dimension \( d = 1 \), section 5.1) and multivariate (\( d \geq 1 \), section 5.2) spline-admissible operators. Python routines for efficiently generating and manipulating the various multivariate periodic L-splines considered in this section are available on the public GitHub repository [68]. The code is compatible with any ambient dimension \( d \geq 1 \), and only requires to specify the knots and the amplitudes of the splines. We only use it to represent periodic splines with minimum number of knots (one or two, depending on the operators) but it can be used for any number of knots. Our periodic spline generator leverages truncated Fourier series expansions, implemented efficiently via FFTs using the routines from the GitHub repository [81]. We moreover make use of Féjer kernels for a fast convergence of the truncated Fourier series to the spline function.
Table 1. Families of univariate spline-admissible operators.

| Spline’s type          | Operator          | Parameter | $\hat{L}[k]$ | Spectral growth | $N_L$ |
|------------------------|-------------------|-----------|--------------|-----------------|-------|
| Polynomial splines     | $D^N$             | $N \in \mathbb{N}$ | $(ik)^N$ | $N$ | $\{0\}$ |
| Exponential splines    | $D + \alpha \text{Id}$ | $\alpha \notin i\mathbb{Z}$ | $(ik + \alpha)^N$ | 1 | $\emptyset$ |
|                        | $D - ik_0 \text{Id}$ | $k_0 \in \mathbb{Z}$ | $i(k - k_0)$ | 1 | $\{k_0\}$ |
|                        | $D^2 + k_0^2 \text{Id}$ | $k_0 \in \mathbb{Z}$ | $k_0^2 - k^2$ | 2 | $\{-k_0, k_0\}$ |
| Fractional splines     | $D^\gamma$ | $\gamma > 0$ | $(ik)^\gamma$ | $\gamma$ | $\emptyset$ |
| Exponential splines    | $(D + \alpha \text{Id})^\gamma$ | $\gamma > 0$, $\alpha \in \mathbb{R}$ | $(ik + \alpha)^\gamma$ | $\gamma$ | $\emptyset$ |
| Polyharmonic splines   | $(-\Delta)^{\gamma/2}$ | $\gamma > 0$ | $|k|^{\gamma}$ | $\gamma$ | $\emptyset$ |
| Sobolev splines        | $(\alpha^2 \text{Id} - \Delta)^{\gamma/2}$ | $\alpha \neq 0$, $\gamma \in \mathbb{R}$ | $(\alpha^2 + k^2)^{\gamma/2}$ | $\gamma$ | $\emptyset$ |
| Matérn splines         | $M^\beta_{\epsilon}$ | $\epsilon > 0$, $\beta \in \mathbb{N}_{\geq 1} + 1/2$ | see definition 8 | $2(\beta - 1/2)$ | $\emptyset$ |
| Wendland splines       | $W^\beta_{\epsilon, \mu}$ | $\epsilon > 0$, $\nu \in \mathbb{N}$, $\beta \in \mathbb{N}_{\geq 2}$ | see definition 9 | $2(\beta - 1/2)$ | $\emptyset$ |

Figure 1. Periodic $L$-splines $\rho_{D^\gamma}$ defined in (55) associated to $L = D^\gamma$ over two periods for various values of $\gamma > 0$. The splines are normalized so that the maximum value is 1.

5.1. Univariate splines-admissible operators

In ambient dimension $d = 1$, we consider classical differential operators and their fractional versions. Table 1 provides the list of the considered univariate spline-admissible operators, together with their Fourier sequence and their null space via its set $N_L$ of Fourier frequencies. We recall that $N_L = \text{Span}\{e_k, k \in N_L\}$.

5.1.1. Periodic polynomial splines. We already considered the derivative operator $L = D^N$ of order $N \geq 1$, for which $(D^N)$-splines are periodic piecewise-polynomial functions of degree less than $(N - 1)$ and are $(N - 2)$ times continuously differentiable for $N \geq 2$ at their junctions. We have seen that a $(D^N)$-spline has at least 2 knots, and that the Green’s function of $D^N$ is not a periodic $(D^N)$-spline. However, the function

$$\rho_{D^N}(x) = (D^N)^{\lfloor \frac{\gamma}{2} \rfloor} (\text{III}) (x) - (D^N)^{\lfloor \gamma \rfloor} (\text{III}) (x - \pi) = (D^N)^{\lfloor \gamma \rfloor} (\text{III} - \text{III} (\cdot - \pi)) (x)$$

is a $(D^N)$-spline, its weights $(a_1, a_2) = (1, -1)$ satisfying the system of equation $M a = 0$ of proposition 3. We represent $\rho_{D^\gamma}$ over two periods in figure 1 for integer values of the parameter $N = \gamma$. 
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Figure 2. Periodic Green’s functions $g_{\gamma}$ associated to $L = (D + \alpha \text{Id})^N$ given by (53) over two periods for various values of $\gamma > 0$ and $\alpha = 1$ (top) or $\alpha = 3$ (bottom). The splines are normalized so that the maximum value is 1.

5.1.2. Periodic exponential splines. We fix $\alpha \in \mathbb{C}$ and consider the operator $L = (D + \alpha \text{Id})^N$ with $\alpha \in \mathbb{C}$. We distinguish two cases, depending if $\alpha$ is in $i\mathbb{Z}$ or not. Assume first that $\alpha / \notin i\mathbb{Z}$. Then, $(D + \alpha \text{Id})^N$ has a trivial and therefore finite dimensional null space ($N_0 = 0$) and is invertible, with Fourier sequence $(i^k + \alpha)^N$, which corresponds to a spectral growth of $\gamma = N$. It is therefore spline-admissible. A periodic $(D - \alpha \text{Id})^N$-spline $f$ with knots $x_1, \ldots, x_K$ is a piecewise-exponential-polynomial. More precisely, $f$ is an exponential-polynomial of the form $x \mapsto P(x) \exp(-\alpha x)$, with $P$ a polynomial of degree at most $(N - 1)$ on each intervals $[x_k, x_{k+1}), k = 1, \ldots, K$ (with the convention that $x_{K+1} = x_1 + 2\pi = x_1 \text{mod}[2\pi]$). For $N \geq 2$, $f$ has continuous derivatives of order $(N - 2)$. Moreover, the Green’s function of $(D + \alpha \text{Id})$ satisfies for $x \in \mathbb{T} = [0, 1]$ that $g_{(D + \alpha \text{Id})}(x) = (D + \alpha \text{Id})^{-1}(\text{III})(x) = \frac{e^{-\alpha x}}{1 - e^{-\alpha}}$, or equivalently, for $x \in \mathbb{R}$,

$$g_{(D + \alpha \text{Id})}(x) = \frac{e^{-\alpha(x - \lfloor x \rfloor)}}{1 - e^{-\alpha}},$$

(53)

where $\lfloor x \rfloor \in \mathbb{Z}$ is the largest integer smaller or equal to $x$. To show this, it suffices to apply $(D + \alpha \text{Id})$ on both sides of (53). Similar formulas can be obtained for any $N \geq 1$. We represent the periodic exponential splines $(D - \alpha \text{Id})^{-1}(\text{III})$ for various values of $\alpha > 0$ and integer values $N = \gamma$ in figure 2.

Assume now that $\alpha = i k_0 \in i\mathbb{Z}$. In order to define a real operator, we consider instead $L = (D^2 + k_0^2 \text{Id})^N = (D - i k_0 \text{Id})^N(D + i k_0 \text{Id})^N$. This defines a spline-admissible operator whose null space of dimension $N_0 = 2$ is generated by $\cos(k_0 \cdot)$ and $\sin(k_0 \cdot)$, and whose pseudo-inverse has Fourier sequence $1_{[k \neq k_0]} \cdot (k_0^2 - k^2)^{-N}$.

More generally, we can consider $L = P(D)$ with $P = X^N + a_{N-1}X^{N-1} + \cdots + a_0$ a polynomial function. By decomposing $P(D) = \prod_{n=1}^N(D - \alpha_n \text{Id})$ with $N$ the degree and $\alpha_n$ the complex roots of $P$, the general case reduces to the convolution between the periodic polynomial and/or periodic exponential splines considered above. The corresponding spectral growth is again $\gamma = N$. 
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Figure 3. Periodic L-splines (56) associated to $L = (-\Delta)^{\gamma/2}$ over two periods for various values of $\gamma > 0$. The splines are normalized so that the maximum value is 1.

5.1.3. Periodic fractional splines. There are several ways of considering fractional versions of integro-differential operators [82]. In our case, we follow the traditional approach for the periodic setting and consider Weyl’s fractional derivative [83, chapter XII, section 8]. For $\gamma > 0$, we define the operator $D^{\gamma}$ from its Fourier sequence given by

$$\hat{D}^{\gamma}[k] = (ik)^{\gamma} = |k|^{\gamma} \exp \left(-\frac{i\gamma \text{ sign } k}{4}\right).$$

When $\gamma = N \in \mathbb{N}$, we recover the classical $N$th order derivative.

The fractional derivative operator is spline-admissible. Its null space of $D^{\gamma}$ is made of constant functions. The pseudoinverse $(D^{\gamma})^\dagger$ of $D^{\gamma}$ has Fourier sequence $\mathbb{1}_{k \neq 0}/(ik)^{\gamma}$. Clearly, this corresponds to a spectral growth of $\gamma$. As for the $N$th order derivative, a nonconstant periodic spline has at least two knots. In figure 1, we represent the function

$$\rho_{D^{\gamma}}(x) = (D^{\gamma})^\dagger\{\text{III}\}(x) - (D^{\gamma})^\dagger\{\text{III}\}(x - \pi) = (D^{\gamma})^\dagger\{\text{III} - \text{III}(\cdot - \pi)\}(x)$$

for various values of $\gamma > 0$.

We also consider the fractional versions of the exponential splines, corresponding to the operator $L = (D + \alpha I)^{\gamma}$ with $\alpha \in \mathbb{R}$ and $\gamma > 0$. In figure 2, we represent such functions for various values of $\gamma$ and for $\alpha = 1$ and $\alpha = 3$.

5.1.4. Periodic polyharmonic fractional splines. The periodic fractional operator $(-\Delta)^{\gamma/2}$ is defined for $\gamma > 0$ via its Fourier response $(-\Delta)^{\gamma/2}[k] = |k|^{\gamma}$. Its impact on the smoothness of the input function is identical to the fractional derivative $D^{\gamma}$ (and is actually equal for even integers $\gamma = 2n \geq 2$) but leads to different notions of periodic splines and admit, contrarily to the fractional derivative, non separable multivariate extensions (see section 5.2). The operator $(-\Delta)^{\gamma/2}$ is spline-admissible, with a one-dimensional null space made of constant functions. In figure 3, we plot the function

$$\rho_{(-\Delta)^{\gamma/2}}(x) = ((-\Delta)^{\gamma/2})^\dagger\{\text{III}\}(x) - ((-\Delta)^{\gamma/2})^\dagger\{\text{III}\}(x - \pi)$$

$$= ((-\Delta)^{\gamma/2})^\dagger\{\text{III} - \text{III}(\cdot - \pi)\}(x)$$

for different values of $\gamma > 0$.

5.1.5. Periodic Sobolev splines. Fix $\alpha > 0$ and $\gamma > 0$. We consider the periodic Sobolev operator $L_{\gamma,\alpha} = (\alpha^2 I - \Delta)^{\gamma/2}$, whose Fourier sequence is given by $L_{\gamma,\alpha}[k] = (\alpha^2 + k^2)^{\gamma/2}$.
Then, \( L_{\gamma, \alpha} \) has a trivial null space and admits a periodic inverse operator: it is therefore spline-admissible. Moreover, it has a spectral growth of \( \gamma \). We represent the periodic Green’s function \( g_{L_{\gamma, \alpha}} \) in figure 4.

5.1.6. Spline-admissible operators via their Green’s functions: general principle. The previous spline-admissible operators have been defined via their Fourier sequences. It is convenient to readily recognize their null space and their spectral growth (see definition 3) but also has some limitations. We now propose an alternative construction, which has been described more extensively in [44, chapter 8], for which the operator is specified from the construction of its Green’s function. In particular, the operators we will consider have the following desirable properties.

- They are invertible, self-adjoint, and symmetric in the sense that \( g_L(x) = g_L(-x) \) for any \( x \in \mathbb{T} \).
- They are well-localized: \( g_L(\cdot - x_0) \) is concentrated around \( x_0 \). This is especially appealing for applications, what can be leveraged in practice to design well-conditioned and parsimonious discretization schemes for the gTV-penalized optimisation problem (44) (see [44, chapter 8] for more details).
- Their Green’s function \( g_L \) admits a closed form expression in spatial domain.
- They have a well-identified spectral growth.

The Sobolev operators typically share these properties with the exception of the third one. Moreover, the localization, which is visible in figure 4 for large values of \( \alpha > 0 \), can again be improved. The general principle for constructing the Green’s functions and their corresponding periodic operator is as follows. Consider a function \( G^\beta : \mathbb{R}^+ \to \mathbb{R} \), where \( \beta > 1 \) will play the role of a smoothness parameter. For \( \epsilon > 0 \), we set

\[
g^\beta_\epsilon(x) = G^\beta \left( \epsilon^{-1} \sqrt{2 - 2 \cos x} \right), \quad \forall \ x \in \mathbb{T},
\]
Note that, upon identification of $T = [0, 2\pi)$ with the circle $S^1 = \{x \in \mathbb{R}^2 : \|x\| = 1\} \subset \mathbb{R}^2$, it is possible to interpret (57) as the restriction on $S^1$ of the radial function $x \mapsto G^\beta(e^{-1} \|x\|)$. The following lemma is a reformulation of [84, lemma 2.1] where the authors consider the general case of the $d$-dimensional sphere, that we particularize with $d=1$ with our notations. Consider a function $G^\beta : \mathbb{R}^+ \rightarrow \mathbb{R}$ defining a radial function $G^\beta(\|\cdot\|) : \mathbb{R}^2 \rightarrow \mathbb{R}$. Then, the Fourier transform of $G^\beta(\|\cdot\|)$ is itself radial, and given by $\hat{G}^\beta(\|\cdot\|) : \mathbb{R}^2 \rightarrow \mathbb{R}$ where $G^\beta : \mathbb{R}^+ \rightarrow \mathbb{R}$ is the Hankel transform of order zero of $G^\beta$: $G^\beta(p) := \int_0^{+\infty} r G^\beta(r) J_\beta(rp) dr$, $p \in \mathbb{R}^+.$

Then, we say that the radial function $G^\beta(\|\cdot\|)$ reproduces the Sobolev space

$$\mathcal{H}^\beta_2(\mathbb{R}^2) = \left\{ f \in \mathcal{S}'(\mathbb{R}^2), \ (\text{Id} - \Delta_{\mathbb{R}^2})^{\beta/2} f \in \mathcal{L}_2(\mathbb{R}^2) \right\},$$

if $\hat{G}^\beta$ is strictly positive and the bilinear map

$$(f, g) \mapsto \int_{\mathbb{R}^2} \hat{f}(\omega) \hat{g}(\omega) \frac{\omega^2}{\hat{G}^\beta(\|\omega\|)} d\omega,$$

is a well-defined inner-product for every element of $\mathcal{H}^\beta_2(\mathbb{R}^2)$, whose induced norm is equivalent to the canonical Hilbertian norm $\|\cdot\|_{\mathcal{H}^\beta_2(\mathbb{R}^2)} = \|\|\cdot\|\|_{\mathcal{L}_2(\mathbb{R}^2)}$ on $\mathcal{H}^\beta_2(\mathbb{R}^2)$. If $G^\beta(\|\cdot\|)$ does reproduce the Sobolev space $\mathcal{H}^\beta_2(\mathbb{R}^2)$, we have in particular the set equality:

$$\mathcal{H}^\beta_2(\mathbb{R}^2) = \left\{ f \in \mathcal{S}'(\mathbb{R}^2), \ \int_{\mathbb{R}^2} \frac{|\hat{f}(\omega)|^2}{\hat{G}^\beta(\|\omega\|)} d\omega < \infty \right\}.$$

**Lemma 3.** Let $\beta > 1$ and $G^\beta(\|\cdot\|) : \mathbb{R}^2 \rightarrow \mathbb{R}$ be a radial function reproducing $\mathcal{H}^\beta_2(\mathbb{R}^2)$. Then, for each $\epsilon > 0$, there exists constants $0 < c_1 \leq c_2 < \infty$ such that

$$c_1(1 + \epsilon|k|)^{-2(\beta - 1/2)} \leq \hat{g}^\beta[k] \leq c_2(1 + \epsilon|k|)^{-2(\beta - 1/2)}, \ \forall k \in \mathbb{Z},$$

where the $\hat{g}^\beta[k]$ are the Fourier coefficients of the periodic function $g^\beta$ in (57).

One can use the function $g^\beta$ to specify a spline-admissible operator, as detailed in the next elementary proposition.

**Proposition 4.** Let $g^\beta$ be as above. Then, the Fourier sequence $(1/\hat{g}^\beta[k])_{k \in \mathbb{Z}}$ defines an operator in $\mathcal{L}_{SI}(\mathcal{S}'(\mathbb{T}^d))$ via the relation

$$G^\beta(f) = \sum_{k \in \mathbb{Z}} \frac{\hat{f}[k]}{\hat{g}^\beta[k]} g^\beta_k, \ \forall f \in \mathcal{S}'(\mathbb{T})$$

Moreover, $G^\beta$ is spline-admissible with trivial null space. Its Green’s function is $g^\beta$ and its spectral growth is $\gamma = 2(\beta - 1/2)$.

**Proof.** The sequence $(1/\hat{g}^\beta[k])_{k \in \mathbb{Z}}$ is clearly slowly growing due to the left inequality in (59), hence the operator $G^\beta$ defined by (60) is in $\mathcal{L}_{SI}(\mathcal{S}'(\mathbb{T}^d))$ (see proposition 1). The Fourier sequence of $G^\beta$ is non vanishing, which implies, due to proposition 2, that the null space of $G^\beta$ is trivial. Moreover, the spectral growth is directly deduced from (59) in lemma 3. Finally, we readily see that, by construction, $G^\beta g^\beta = \mathbb{I}$, so that $g^\beta$ is effectively the Green’s function of $G^\beta$. \qed
5.1.7 Periodic Matérn splines. For $\beta > 1$, we define $G^\beta$ as the Matérn function of order $(\beta - 1)$, which is given by [85, equation (4.14)]

$$G^\beta(r) = S_{\beta-1}(r) = \frac{2^{2-\beta}}{\Gamma(\beta - 1)} \left(\sqrt{2(\beta - 1)r}\right)^{\beta - 1} K_{\beta - 1} \left(\sqrt{2(\beta - 1)r}\right), \quad \forall \: r \geq 0,$$

(61)

where $K_\nu$ denotes the modified Bessel function of the second kind of parameter $\nu > 0$ [86, section 9.6].

**Definition 8.** Let $\beta > 1$ and $\epsilon > 0$. The Matérn operator $M_\beta^\epsilon$ is the operator whose Green’s function $g^\beta_\epsilon$ is given by (57), where the radial function satisfies (61).

The next proposition, mostly based on known results, characterizes the properties of the Matérn operators $M_\beta^\epsilon$.

**Proposition 5.** For each $\beta > 1$ and $\epsilon > 0$, $M_\beta^\epsilon$ is a spline-admissible operator with trivial null space, spectral growth $\gamma = 2(\beta - 1/2)$, and whose Fourier sequence $\gamma^\beta_\epsilon$ satisfies (59). Moreover, when $\beta \in \mathbb{N}_{+} + 1/2$, the Green’s function is the product of an exponential and a polynomial functions due to the relation, for the Matérn function,

$$S_{k+1/2}(r) = \exp \left( -\sqrt{2k + 1}r \right) \frac{k!}{(2k)!} \sum_{i=0}^{k} \frac{(k + i)!}{i!(k - i)!} \left( \sqrt{8k + 4r} \right)^{k-i}, \quad \forall \: r \geq 0. \quad (62)$$

with $k \in \mathbb{N}$.

**Proof.** The kernel $G^\beta$ defined by (61) reproduces the Sobolev space $\mathcal{H}_{\gamma}^{\beta}(\mathbb{R}^2)$ according to [87, theorem 6.13]. We can therefore apply lemma 3 to deduce (59). Moreover, the relation (62) has been derived in [85, equation (4.16)] and [86, equation (10.2.15)]. The rest of the proposition is then a direct application of proposition 4 to the case of the Matérn function. \qed

Proposition 5 implies that the Green’s function of the Matérn operator admit a closed form expression when $\beta - 1/2 \in \mathbb{N}_{\geq 1}$. For instance, for $\beta = 3/2$, we get that $g^{3/2}_\epsilon(x) = S_{1/2}(e^{-\epsilon \sqrt{2 - 2 \cos x}})$ for every $x \in \mathbb{T}$, where $S_{1/2}(r) = \exp(-r)$ for all $r \geq 0$. The Matérn function converges to the Gaussian function [85, chapter 4, p 84] and is practically indistinguishable from it when $\beta \geq 9/2$. Therefore, the periodic Matérn Green’s function $g^\beta_\epsilon$ in (57) should resemble a bump function, sharply decaying away from zero. Using the Gaussian approximation above, it is moreover possible to approximate its effective support as $2 \arcsin(5\epsilon/2)$, highlighting the role of the parameter $\epsilon$.

On figure 5, we plot the periodic Matérn Green’s function $g^\beta_\epsilon$ for $\beta \in \{3/2, 5/2, 7/2, 9/2\}$ and $\epsilon \in \{1, 3/10\}$. As we have seen, due to (59), this corresponds to a spectral growth $\gamma = 2(\beta - 1/2) \in \{2, 4, 6, 8\}$. We use the parameter $\gamma$ in figure 5 to be consistent with other the other family of operators. We observe moreover that the function $g^\beta_\epsilon$ is more localized for smaller scale parameters $\epsilon$.

5.1.8 Periodic Wendland splines. While exhibiting good spatial localizations, the Green’s functions of the Matérn operators are nevertheless theoretically supported over the entire period. By considering compactly supported radial functions $G^\beta$ in (57), it is possible to
Figure 5. Periodic L-splines associated to the Matérn operators $G^\gamma$ over two periods for various values of $\gamma > 0$ (recall that $\gamma = 2(\beta - 1/2)$) and $\epsilon = 1$ (top) or $\epsilon = 0.3$ (bottom). The splines are normalized so that the maximum value is 1.

construct a class of spline-admissible operators, namely the **Wendland operators**, whose Green’s functions are supported on a subregion of $\mathbb{T}$.

**Definition 9.** For $\mu \in \mathbb{N}$ and $\beta \in \mathbb{N}_{\geq 2}$, the missing Wendland function is defined by

$$W_\beta^{\mu}(r) := P_{\mu,\beta-3/2}(r^2) \log \left( \frac{r}{1 + \sqrt{1 - r^2}} \right) + Q_{\mu,\beta-3/2}(r^2) \sqrt{1 - r^2}, \quad \forall \ r \geq 0, \quad (63)$$

where $P_{\mu,\beta-3/2}, Q_{\mu,\beta-3/2}$ are polynomial functions defined in [88, equation 3.12] and [89, corollary 4.6], respectively. The periodic Wendland operator $W^\beta_{\epsilon,\mu}$ is then the operator whose Green’s function $g^\beta_{\epsilon,\mu}$ is given by (57) with $G^\beta = W^\beta_\mu$.

The next proposition characterizes the properties of the Matérn operators $W^\beta_{\epsilon,\mu}$.

**Proposition 6.** Let $\mu \in \mathbb{N}$ and $\beta \in \mathbb{N}_{\geq 2}$. Then, the periodic Wendland operator $W^\beta_{\epsilon,\mu}$ is in $L^2_\text{SI}(S^{n-1})$, is spline-admissible, and has a trivial null space. Moreover, the Fourier sequence of its Green’s function satisfies (59) and its support is $[-2 \arcsin(\epsilon/2), 2 \arcsin(\epsilon/2)] \subset [-\pi, \pi]$ for $0 < \epsilon \leq 2$. Finally, the spectral growth of $W^\beta_{\epsilon,\mu}$ is $2(\beta - 1/2)$.

**Proof.** According to [88, proposition 3.5], the missing Wendland function $W^\beta_\mu$ reproduces the Sobolev spaces $H^2_{\mu}(\mathbb{T}^n)$. Lemma 3 therefore applies and (59) is shown. As for the Matérn case, this means that the corresponding operator with Green’s function $g^\beta_\mu$ is well-defined and spline-admissible with a trivial null space. Moreover, the missing Wendland functions are compactly supported on $[0, 1]$ [89, theorem 2.2], which implies that the support of $g^\beta_\mu$ is $[-2 \arcsin(\epsilon/2), 2 \arcsin(\epsilon/2)] \subset [-\pi, \pi]$ for $0 < \epsilon \leq 2$. □

Closed form expressions for the missing Wendland functions with parameters $\mu = \beta \in \{2, 3, 4, 5\}$ are listed in [88, table 4.2]. In figure 6, we represent the periodic Wendland Green’s functions for $\mu = \beta \in \{2, 3, 4\}$. We again use the spectral growth $\gamma = 2(\beta - 1/2) \in \{3, 5, 7\}$. 
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Figure 6. Periodic $L$-splines associated to the Wendland operator $W^{\beta}_{\epsilon}$, over two periods for $\mu = \beta$ and various values of $\gamma > 0$ (recall that $\gamma = 2(\beta - 1/2)$) and $\epsilon = 2$ (top) or $\epsilon = 1$ (bottom). The splines are normalized so that the maximum value is 1.

Table 2. Families of multivariate spline-admissible operators.

| Spline’s type         | Operator | Parameter | $I[k]$ | $N_L$ |
|-----------------------|----------|-----------|--------|-------|
| Separable splines     | $\prod_{i=1}^d (\Omega - \alpha_i \text{Id})^\gamma$ | $\gamma > 0$, $\alpha_i \in \mathbb{R}$ | $N \in \mathbb{N}$ | $\{0\}$ |
| Polyharmonic spline   | $\Delta^N$ | $k_0 \in \mathbb{Z}^d$ | $\{0\}$ |
| Fractional polyharmonic splines | $(-\Delta)^{\gamma/2}$ | $\gamma > 0$ | $\{0\}$ |
| Sobolev splines       | $(\alpha^2 \text{Id} - \Delta)^{\gamma/2}$ | $\alpha > 0$, $\gamma > 0$ | $(\alpha^2 + \|k\|^2)^{\gamma/2}$ | $\{0\}$ |

Remark. It is worth noting that the Matérn splines admitting a closed form expression are associated to an even spectral growth $\gamma \in 2\mathbb{N}_{\geq 1}$. In comparison, the Wendland operator has an odd spectral growth $\gamma \in 2\mathbb{N}_{\geq 1} + 1$.

5.2. Multivariate splines-admissible operators

In any ambient dimension $d \geq 1$, we consider two types of spline-admissible operators. First, we consider separable ones, based on univariate operators for each of the $d$ variables. Second, we introduce operators with isotropic Fourier sequences, which are nonseparable and have isotropic Green’s functions. We plot families multivariate periodic splines for the ambient dimensions $d = 2$ and $d = 3$. Table 1 provides the list of some of the multivariate spline-admissible operators introduced thereafter, together with their Fourier sequence and their null space via the set of null space frequencies $N_L$ (table 2).

5.2.1. Periodic separable splines. Let $L_i$ be univariate spline-admissible operators for $i = 1, \ldots, d$. We assume moreover that each $L_i$ has a trivial null space, and therefore admits
an inverse operator $L_i^{-1}$. Then, the operator $L$ with Fourier sequence

$$\hat{L}[k] = \prod_{i=1}^{d} \hat{L}_i[k_i]$$

(64)

for any $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$ is spline-admissible with trivial null space and inverse $L^{-1}$ with Fourier sequence $(1/\hat{L}[k])_{k \neq 0}$. We denote by $D_i$ the derivative with respect to the $i$th coordinate. Applying the previous principle, we see that the operator $L = \prod_{i=1}^{d} (D_i - \alpha_i \text{Id})^{\gamma_i}$, where the $\gamma_i$ satisfy $\gamma_i > 0$ and the $\alpha_i$ are such that $\alpha_i \in \mathbb{R} \{0\}$, is a periodic separable spline-admissible operator, using $L_i = (D - \alpha_i \text{Id})^{\gamma_i}$ for any $i = 1, \ldots, d$ in (64). We represent the corresponding separable splines with a unique knot at $x = 0$ for the ambient dimension $d = 2$ in figure 7.

**Remark.** If one of the $L_i$ has a non trivial null space, then the null space of $L$ defined by (64) is infinite-dimensional, and the operator $L$ is therefore not spline-admissible. Indeed, the null space contains any generalized function of the form $x = (x_1, \ldots, x_d) \mapsto p(x_i)f(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_d)$ for any $f \in S'(\mathbb{T}^{d-1})$ and $p \in \mathcal{N}_{L_i}$. As a typical example, the operator $D_1 \ldots D_d$ is not spline-admissible.

### 5.2.2. Multivariate polyharmonic splines.

The fractional Laplacian operator $(-\Delta)^{\gamma/2}$ introduced in the univariate setting has multivariate counterpart. It corresponds to the Fourier sequence $(||k||^\gamma)_k \in \mathbb{Z}^d$. Its null space is made of constant functions, and its pseudoinverse has Fourier sequence $\mathbf{1}_k \neq 0 / ||k||^\gamma$. It is therefore spline admissible. As we have seen for the derivative $D$, a non constant periodic $(-\Delta)^{\gamma/2}$-spline has at least two dots. We represents such periodic splines with knots in $0$ and $(\pi, 0)$ in figure 8. They corresponds to the periodic counterpart of the polyharmonic splines considered in instance in [90–92].

### 5.2.3. Multivariate Sobolev splines.

Similarly as what we did for the fractional Laplacian, the Sobolev operator admits a multivariate generalization, the operator $(\alpha^2 \text{Id} - \Delta)^{\gamma/2}$ having Fourier sequence $(\alpha^2 + ||k||^2)^{\gamma/2}$. It is an invertible operator with trivial null space, and is therefore spline-admissible. The corresponding splines with a unique knot at $x = 0$ are represented in figure 9.
Figure 8. Periodic L-spline with two knots at $x_1 = (0,0)$ and $x_2 = (0,\pi)$ associated to $L = (-\Delta)^2$ over $3 \times 3$ periods (left) or in the geometrical 2D torus (right).

Figure 9. Periodic L-spline with one knot $x_1 = 0$ (Green’s function) associated to $L = (4\text{Id} - \Delta)^2$ over $3 \times 3$ periods (left) or in the geometrical 2D torus (right).

Figure 10. Periodic L-spline with one knot $x_1 = 0$ (Green’s function) associated to $L = (0.5\text{Id} - D_1)^2(\text{Id} - D_2)^2(1.5\text{Id} - D_3)^2$ (left), $L = (4\text{Id} - \Delta)^2$ (center) and $L = (M_1^{1.5})^3$ (right) over $2 \times 2 \times 2$ periods.

5.2.4. Periodic splines in dimension $d = 3$. To illustrate the versatility of our framework, we also represent periodic splines in ambient dimension $d = 3$ for separable exponential operators, Sobolev operators and separable Matérn operators in figure 10.
6. Measurement space and admissible measurements

We have seen in theorem 4 that $\mathcal{C}_L(\mathbb{T}^d)$ of a spline-admissible operator $L$ is the exact function space from which the measurements can be taken such that the optimization problem is well-posed and the extreme points are characterizable as periodic L-splines. This is of practical significance: it delineates which measurements can be applied in order to keep the conclusions of theorem 4. In this section, we provide conditions to identify if classical measurement procedures are applicable for a given spline-admissible operator $L$. A special focus is given to Fourier sampling (section 6.1), spatial sampling measurements (section 6.2), and square-integrable measurements (section 6.3).

6.1. Fourier sampling

The $e_k$ are infinitely differentiable, therefore in $S(\mathbb{T}^d) \subseteq \mathcal{C}_L(\mathbb{T}^d)$ for any spline-admissible operator $L$ (the embedding is proven in theorem 2). One can therefore consider the measurement functional $\nu = (e_k, \ldots, e_{k_M}) \in (\mathcal{C}_L(\mathbb{T}^d))^M$ as linear measurements with distinct frequencies $k_m$.

In order to apply theorem 4, the only restriction is that $\nu : N_L \rightarrow \mathbb{R}^M$ should be injective over the finite dimensional null space of $L$. Equivalently, we require that the frequencies $k_m$ used for the Fourier sampling should include the null space frequencies $k_1, \ldots, k_{N_0}$ of $L$. For instance, with the $N$th order derivative operator $D^N$ in dimension $d = 1$, one should include $\nu_m = e_0 = 1$ as a measurement functional.

6.2. Spatial sampling

In view of theorem 4, classical sampling is an admissible measurement procedure if and only if $\mathcal{III}(\cdot - x_0) \in \mathcal{C}_L(\mathbb{T}^d), \quad \forall x_0 \in \mathbb{T}^d$. (65)

We recover the classical notion of reproducing Kernel Hilbert spaces, here in the context of (non reflexive) Banach spaces. Under the assumption (65) and selecting $\nu_m = \mathcal{III}(\cdot - x_m)$, for any $f \in \mathcal{M}_L(\mathbb{R}^d)$, we have $\nu(f) = (f(x_1), \ldots, f(x_M))$.

**Definition 10 (sampling-admissible operator).** A spline-admissible operator $L$ is said to be sampling-admissible if (65) holds.

**Proposition 7.** Let $L$ be a spline-admissible operator. Then, we have the equivalence

$L$ is sampling-admissible $\iff L^1 \mathcal{III} \in \mathcal{C}(\mathbb{T}^d)$. (66)

**Proof.** First of all, $\mathcal{C}_L(\mathbb{T}^d)$ is shift-invariant because $L$ is. Hence, $\mathcal{III}(\cdot - x_0) \in \mathcal{C}_L(\mathbb{T}^d)$ for every $x_0$ if and only if $\mathcal{III} \in \mathcal{C}_L(\mathbb{T}^d)$. Assume that $L^1 \mathcal{III} \in \mathcal{C}(\mathbb{T}^d)$. Then, $\mathcal{III} = L^1 \mathcal{III} + \text{Proj}_{N_L} \mathcal{III} \in L(\mathcal{C}(\mathbb{T}^d)) + N_L = \mathcal{C}_L(\mathbb{T}^d)$, as expected. If now $\mathcal{III} \in \mathcal{C}_L(\mathbb{T}^d)$, then $\mathcal{III} = Lf + p$ with $f \in \mathcal{C}(\mathbb{T}^d)$ and $p \in N_L$. Therefore, we have that

$L^1 \mathcal{III} = L^1 Lf + L^1 p = f - \text{Proj}_{N_L} f + L^1 p$ (67)

where we used that $L^1 Lf = f - \text{Proj}_{N_L} f$ according to (13). Moreover, $L^1 p \in \mathcal{S}(\mathbb{T}^d) \subset \mathcal{C}(\mathbb{T}^d)$ because $p \in \mathcal{S}(\mathbb{T}^d)$. $\text{Proj}_{N_L} f \in N_L \subset \mathcal{S}(\mathbb{T}^d) \subset \mathcal{C}(\mathbb{T}^d)$, and $f \in \mathcal{C}(\mathbb{T}^d)$ by definition. Hence, $L^1 \mathcal{III} \in \mathcal{C}(\mathbb{T}^d)$. The equivalence (66) is established. □
Proposition 7 characterizes the validity of sampling measurements from the smoothness properties of the function \( L^{1/2} \), which plays a similar role to the one of the Green’s function for differential operators in a non-periodic setting. We now present some criteria based on the Fourier sequence of the pseudoinverse operator \( L^\dagger \).

**Proposition 8.** Let \( L \) be a spline-admissible operator with pseudoinverse \( L^\dagger \).

- If \( \sum_{k \in \mathbb{Z}^d} |\hat{L}[k]| = \sum_{k \in \mathbb{Z}^d} \frac{1}{|k|} < \infty \), then \( L \) is sampling-admissible.
- If \( \sum_{k \in \mathbb{Z}^d} |\hat{L}[k]|^2 = \sum_{k \in \mathbb{Z}^d} \frac{1}{|k|^2} = \infty \), then \( L \) is not sampling-admissible.

In particular, an spline-admissible operator admitting a spectral growth \( \gamma > d \) is sampling-admissible. If \( \gamma \leq d/2 \), then, the operator is not sampling-admissible.

**Proof.** Recall that \( (\hat{L}[k])_{k \in \mathbb{Z}^d} \) is the Fourier sequence of \( L^{1/2} \). The first condition means that Fourier sequence of \( L^{1/2} \) is in \( \ell_1(\mathbb{Z}^d) \), from which we deduce the continuity of \( L^{1/2} \), and therefore (65). The second condition means that \( (\hat{L}[k])_{k \in \mathbb{Z}^d} \not\in \ell_2(\mathbb{Z}^d) \), which is equivalent to \( L^{1/2} \not\in \mathcal{L}_2(\mathbb{T}^d) \) and \( L \) is not sampling-admissible. When the operator admits a growth order \( \gamma \), (14) reveals the asymptotic behavior of \( |\hat{L}[k]| = \hat{g}_1[k] \) and the two last results follow.

**Remarks.** If we only know that \( (\hat{L}[k])_{k \in \mathbb{Z}^d} \in \ell_2(\mathbb{Z}^d) \) and \( (\hat{L}[k])_{k \in \mathbb{Z}^d} \not\in \ell_1(\mathbb{Z}^d) \), we cannot say anything in general. Indeed, we shall see in proposition 9 that the fractional derivative \( D^\gamma \), which is typically in this regime for \( \gamma \in (1/2, 1] \) is not sampling-admissible. However, there exists sequences \( (c_k)_{k \in \mathbb{Z}^d} \) such that \( |c_k| \sim_k \|k\|^\gamma \), and such that \( f = \sum_{k \in \mathbb{Z}^d} c_k \epsilon_k \in \mathcal{C}(\mathbb{T}^d) \). An example for \( d = 1 \) is given by the Hardy–Littlewood series, defined for \( \gamma \in (1/2, 1] \) by

\[
\epsilon_k = 0 \text{ and } \forall k \neq 0, \quad c_k = \frac{\epsilon^{\gamma\|k\|} \log |k|}{|k|^{\gamma}}.
\]

This Fourier series is known to converge uniformly to a continuous function [83, section V-4]. In that case, if \( L \) is defined by its Fourier sequence with \( \hat{L}[k] = c_k, k \in \mathbb{Z} \), we have that \( |\hat{L}[k]| = |\hat{D}^\gamma[k]| \), while \( L \) is sampling-admissible. Note that this behavior is based on strong phase oscillations of the coefficients. We now visit the sampling-admissibility of the classes of operators introduced in section 5.

Moreover, we can easily generalize propositions 7 and 8 to other sampling measurements. For instance, sampling measurements on the derivative of the unknown function is allowed if and only if the derivative of the Dirac comb \( \delta' = D^{1/2} \) is in the measurement space, with potential applications to spline-based reconstruction with tangent control [55].

**6.2.1. Sampling-admissibility of univariate operators.** The ambient dimension is \( d = 1 \). We investigate the sampling-admissibility of classical differential operators, and their fractional counterparts.

**Proposition 9.** Let \( \gamma \geq 0, \alpha \in \mathbb{R} \). We have the equivalences:

\[
D^\gamma \text{ is sampling-admissible } \iff \text{(D + \alpha \text{Id})}^\gamma \text{ is sampling-admissible}
\]

\[
\iff (-\Delta)^{\gamma/2} \text{ is sampling-admissible}
\]

\[
\iff (\alpha \text{Id} - \Delta)^{\gamma/2} \text{ is sampling-admissible}
\]

\[
\iff \gamma > 1.
\]
Moreover, the Matérn and Sobolev operators $M^β_ε$ and $W^β_{ε, d}$ are sampling-admissible for any $ε, β, μ$.

**Proof.** All the considered operators have a spectral growth $γ$. Moreover, a spline-admissible operator with spectral growth $γ > 1$ is sampling admissible according to proposition 8. Hence, the condition $γ > 1$ implies the sampling admissibility of all the considered operators in (69) and (70). Similarly, the condition $γ ≤ 1/2$ implies that the Green’s function is not square-integrable, and therefore not continuous, and the operators are not sampling-admissible in this case.

For $γ = 1$, the function $D^1III$ is given by $D^1III(x) = π − x$ for $x ∈ \mathbb{T}$, and then periodized. Since $D^1III(0^+) = 1/2 ≠ D^1III(2π^−) = −1/2$, the function is discontinuous. Hence, $D$ is not sampling-admissible. For the case $1/2 < γ < 1$, we refer to [83, equation (8.10), section XII-8], where the function $(D^γ)III$—denoted by $Ψ_γ$, up to a rescaling—is shown to be such that

$$∀ x ∈ (−2π, 2π), \quad (D^γ)III(x) = \frac{1}{Γ(γ)}(x)^{γ−1} + r_γ(x),$$

with $Γ$ the Gamma function and $r_γ$ a function that is infinitely differentiable on $−2π, 2π$. The function $x → (x)^{γ−1}$ being discontinuous at the origin for $γ ∈ (1/2, 1)$, we deduce that $(D^γ)III$ is also discontinuous, and $D^γ$ is not sampling-admissible.

For $L = (D + αId)^γ$, we simply observe that

$$\tilde{L}[k] − (D^γ)[k] = \frac{1}{(kk′)^γ} − 1 = O\left(\frac{1}{k^{γ+1}}\right),$$

In particular, we deduce that $L^1III = D^γIII ∈ \mathcal{C}(\mathbb{T})$, because its Fourier sequence is in $ℓ_1(\mathbb{Z})$. This means in particular that $L^1III ∈ \mathcal{C}(\mathbb{T})$ if and only if $D^γIII ∈ \mathcal{C}(\mathbb{T})$, and the result follows.

We show similarly that $(-Δ)^γ/2$ is spline-admissible if and only if $(αId − Δ)^γ/2$ is. For $γ = 1$, we actually have that

$$((-Δ)^1/2)(x) = 2\sum_{k>1} \frac{e_k(x)}{k} = \log(1 − \cos x) + \log 2, \quad ∀ x ∈ \mathbb{T},$$

which is clearly discontinuous (and unbounded) around 0. Fix $γ ∈ (1/2, 1)$. Assume that the periodic function $x → f(x) = \sum_{k>1} f[k] \cos(kx) ∈ \mathcal{C}(\mathbb{T})$ has positive Fourier coefficients. Then, for any $α ∈ (0, 1)$, we have that $\sum_{k>1} k^{γ−1}f[n] < ∞$ [93, theorem 1]. Consider the function

$$f(x) = ((-Δ)^γ/2)(x) = 2\sum_{k>1} \frac{e_k(x)}{kγ}, \quad ∀ x ∈ \mathbb{T}.$$  

Then, $\sum_{k>1} k^{γ−1}f[n] = \sum_{k>1} k^{(γ+1−α)}$, which is infinite as soon as $γ ≤ α$. Applying the contraposition of [93, theorem 1], we therefore deduce that $f$ is discontinuous, hence $(-Δ)^γ/2$ is not spline-admissible.

For the Matérn and Wendland operators, we remark that their growth order is at least equal to 2 according to propositions 5 and 6, implying the sampling-admissibility. □

### 6.2.2. Sampling admissibility of multivariate operators

The ambient dimension is now $d > 1$. We evaluate the sampling admissibility of the separable and isotropic operators introduced above.

**Proposition 10.** The following results hold.
Let \( L_i \) be \( d \) univariate spline-admissible operators with trivial null space. Then, the separable multivariate spline-admissible operator \( L = \prod_{i=1}^{d} L_i \) is sampling-admissible if and only if each \( L_i \) is. In particular, \( \prod_{i=1}^{d} (D_i - \alpha_i \text{Id})^{\gamma_i} \) is sampling-admissible if and only if \( \gamma_i > 1 \) for any \( i = 1, \ldots, d \).

Let \( \gamma \geq 0 \). Then, we have the relations:
\[
\gamma > d \implies (-\Delta)^{\gamma/2} \text{ is sampling-admissible}
\]
\[
\iff (\alpha^2 \text{Id} - \Delta)^{\gamma/2} \text{ is sampling-admissible}.
\] (75)

**Proof.** The Green’s function of the separable operator \( L \) is \( g_L(x) = g_{L_1}(x_1) \cdots g_{L_d}(x_d) \) for every \( x = (x_1, \ldots, x_d) \in \mathbb{T}^d \). Then, \( g_L \in C(\mathbb{T}^d) \) if and only if each \( g_{L_i} \in C(\mathbb{T}) \) for \( i = 1, \ldots, d \). Applying this principle to \( L_i = (D - \alpha_i \text{Id})^{\gamma_i} \), which is sampling-admissible if and only if \( \gamma_i > 1 \) according to proposition 9, gives the second result.

Let \( \gamma > d \). Then, \((-\Delta)^{\gamma/2}\) has a growth order \( \gamma > d \) and is therefore sampling-admissible using proposition 8. The equivalence in (75) follows from an argument identical to (72): we readily show that the difference of the two Green’s functions has a summable Fourier series and is therefore continuous.

**Remark.** The case of multidimensional Fourier series is more evolved than for the univariate case [83, chapter XVII] and the literature on this subject is much less developed (see [94] for an extensive discussion on these topics). In particular, the arguments we used in proposition 9 for the equivalence between the sampling-admissibility of \((-\Delta)^{\gamma/2}\) and \( \gamma > 1 \) are not directly applicable. We conjecture however that the \( d \)-dimensional generalization of this result is true. That is, we conjecture that \( \gamma > d \) if and only if \((-\Delta)^{\gamma/2}\) is sampling-admissible.

### 6.3. Square-integrable measurement functions

We provide a simple characterization of the spline-admissible operators for which the space of square-integrable measurement functions is included in the measurement space in proposition 11.

**Proposition 11.** Let \( L \) be a spline-admissible operator with pseudoinverse \( L^\dagger \). Then, the following equivalences hold:
\[
\mathcal{L}_2(\mathbb{T}^d) \subseteq C_{L}(\mathbb{T}^d) \iff L^\dagger \mathbb{I} \mathbb{I} \mathbb{I} \in \mathcal{L}_2(\mathbb{T}^d) \iff (\hat{L}^\dagger[k])_{k \in \mathbb{Z}^d} \in \ell_2(\mathbb{Z}^d).
\] (76)

More generally, we have the following equivalences:
\[
\mathcal{H}_2^{\tau}(\mathbb{T}^d) \subseteq C_{L}(\mathbb{T}^d) \iff L^\dagger \mathbb{I} \mathbb{I} \mathbb{I} \in \mathcal{H}_2^{\tau}(\mathbb{T}^d) \iff (\|k\|\hat{L}^\dagger[k])_{k \in \mathbb{Z}^d} \in \ell_2(\mathbb{Z}^d) \quad (77)
\]
for any \( \tau \in \mathbb{R} \), with \( \mathcal{H}_2^{\tau}(\mathbb{T}^d) \) the periodic Sobolev space of smoothness \( \tau \) defined in (3).

**Proof.** The proof for periodic Sobolev spaces works identically, therefore we first prove the first part of proposition 11. The second equivalence is simply due to the Parseval relation. We therefore focus on the first one.

\[\iff\] Assume first that \( L^\dagger \mathbb{I} \mathbb{I} \mathbb{I} \in \mathcal{L}_2(\mathbb{T}^d) \). Then, we have that \( \|\hat{L}^\dagger[k]\|^2 = \sum_{k \in \mathbb{Z}^d} |\hat{L}^\dagger[k]|^2 < \infty \). Let \( f \in \mathcal{L}_2(\mathbb{T}^d) \). Then,
\[
\|f\|_{\mathcal{L}_2}^2 = \|L^{\dagger \ast} f\|^2_{\mathcal{L}_2} + \|\text{Proj}_{\mathcal{M}_L} f\|^2_2 \in [0, \infty].
\] (78)
Since \( \text{Proj}_{N_L} \) is an orthogonal projector, we have \( \| \text{Proj}_{N_L} f \|_2^2 \leq \| f \|_2^2 \). Moreover, we have
\[
\| L^s f \|_\infty = \sup_{x \in \mathbb{T}^d} \left| \sum_{k \in \mathbb{Z}^d} \tilde{L}^s[k] \hat{f}[k] e_k(x) \right| \leq \sum_{k \in \mathbb{Z}^d} |\tilde{L}^s[k]| |\hat{f}[k]| \leq \| \hat{f} \|_2 \| f \|_2
\]
where we used Cauchy–Schwarz in the last inequality and the Parseval relation in the last equality in (79). This shows that \( L^s f \in L_\infty(\mathbb{T}^d) \). Let us show moreover that \( L^s f \in C(\mathbb{T}^d) \). We define \( g_K = \sum_{|k| \leq K} \tilde{L}^s[k] \hat{f}[k] e_k \), which is the truncated Fourier series of \( L^s f \). The functions \( g_K \) are continuous (and even infinitely differentiable). Moreover, we have that, for any \( x \in \mathbb{T}^d \),
\[
|L^s f(x) - g_K(x)| \leq \left( \sum_{|k| > K} |\tilde{L}^s[k]|^2 \right)^{1/2} \left( \sum_{|k| > K} |\hat{f}[k]|^2 \right)^{1/2}
\]
where we used that \( |e_k(x)| \leq 1 \) and the Cauchy–Schwarz inequality. Both \( \sum_{|k| > K} |\tilde{L}^s[k]|^2 \) and \( \sum_{|k| > K} |\hat{f}[k]|^2 \) and (80) holds for any \( x \in \mathbb{T}^d \), hence \( \| L^s f - g_K \|_\infty \to 0 \) when \( K \to 0 \). Then, \( L^s f \) is the limit of the continuous functions \( g_K \) for the uniform convergence, and is therefore continuous. In particular, \( f \in C_\ell(\mathbb{T}^d) \) showing the set inclusion \( L_2(\mathbb{T}^d) \subset C_\ell(\mathbb{T}^d) \).

Using (78) and (79), we moreover deduce that
\[
\| f \|_{C_\ell} \leq (1 + \| L^s \|_\infty)^{1/2} \| f \|_2
\]
which, together with the set inclusion \( L_2(\mathbb{T}^d) \subset C_\ell(\mathbb{T}^d) \), implies the topological embedding \( L_2(\mathbb{T}^d) \subset C_\ell(\mathbb{T}^d) \).

Assume now that \( L_2(\mathbb{T}^d) \subset C_\ell(\mathbb{T}^d) \). Moreover, we know with theorem 2 that \( S(\mathbb{T}^d) \) is dense in \( C_\ell(\mathbb{T}^d) \). This implies that the embedding \( L_2(\mathbb{T}^d) \subset C_\ell(\mathbb{T}^d) \) is also dense, from which we deduce the topological embedding \( M_{\ell_1}(\mathbb{T}^d) \subset L_2(\mathbb{T}^d) \), using that the \( (L_2(\mathbb{T}^d))' = L_2(\mathbb{T}^d) \) and \( (C_\ell(\mathbb{T}^d))' = M_{\ell_1}(\mathbb{T}^d) \) due to theorem 3. Finally, since \( L^s \| \subset L_3(\mathbb{T}^d) \) (because \( L^s \| \subset L_\infty(\mathbb{T}^d) \) (due to \( L^s \| \in C(\mathbb{T}^d) \)), we conclude that \( L^s \| \subset L_2(\mathbb{T}^d) \) as expected.

We say that a spline-admissible operator is \( \mathcal{L}_2 \)-admissible if its measurement space contains the square-integrable functions. In particular, a \( \mathcal{L}_2 \)-admissible operator admits indicator functions as valid measurement functions. From the previous results, we deduce that a sampling admissible operator is necessarily \( \mathcal{L}_2 \)-admissible. Indeed, the sampling admissibility implies that \( \tilde{L} \| \in \ell_2(\mathbb{Z}^d) \) (second part of proposition 8), which is equivalent to the \( \mathcal{L}_2 \)-admissibility with proposition 11. The next corollary reveals which pseudo-differential operators introduced in section 5 are \( \mathcal{L}_2 \)-admissible.

**Corollary 1.** Let \( \gamma \geq 0, \alpha \in \mathbb{C} \). Then, the univariate spline-admissible operators \( D^\gamma \) and \( (D + \alpha \text{id})^\gamma \) are \( \mathcal{L}_2 \)-admissible if and only if \( \gamma > 1/2 \). In any ambient dimension \( d \geq 1 \), the multivariate spline-admissible operators \( (\Delta)^{\gamma/2} \) and \( (\alpha^2 \text{id} - \Delta)^{\gamma/2} \) are \( \mathcal{L}_2 \)-admissible if and only if \( \gamma > d/2 \). Finally, Matérn and Wendland operators are \( \mathcal{L}_2 \)-admissible.
Proof. The proof is very simple using proposition 11, which implies that \( L \) is \( \mathcal{L}_2 \)-admissible if and only if
\[
\sum_{k \in \mathbb{Z}^d} |\hat{L}^\dagger[k]|^2 < \infty.
\]
For instance, the Sobolev operator \( L_{\gamma,\alpha} = (\alpha^2 \text{Id} - \Delta)^{\gamma/2} \) is such that
\[
\sum_{k \in \mathbb{Z}^d} |\hat{L}_{\gamma,\alpha}^\dagger[k]|^2 = \sum_{k \in \mathbb{Z}^d} \frac{1}{(\alpha^2 + \|k\|^2 \gamma)}.
\]
which is finite if and only if \( 2\gamma > d \), as expected. Finally, the Matérn and Wendland operators are \( \mathcal{L}_2 \)-admissible as any sampling-admissible operators.

The results of proposition 11 and corollary 1 are consistent with [43, proposition 8], which obtains similar but partial results over the \( d \)-dimensional sphere \( S^d \). The two main differences are that [43] only provides a sufficient condition for the set inclusion \( \mathcal{L}_2(S^d) \subset \mathcal{G}_L(S^d) \), and for a specific class of spline-admissible operators.

7. Discussion and conclusion

For the sake of simplicity, we restrict our attention in this section to the case where the regularizing spline-admissible operator \( L \) has a trivial null space, that is, \( \mathcal{N}_L = \{0\} \). The pseudoinverse is then an inverse.

7.1. Practical discretization schemes

Theorem 4 can be used to derive canonical discretization schemes for the optimization problem (44). Indeed, the representer theorem tells us that the extreme point solutions of (44) take the form of periodic \( L \)-splines with sparse innovations—i.e., less innovations than available data. One idea for solving (44) in practice consists then in discretizing it by replacing the function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) by a non-uniform \( L \)-spline with unknown knots and weights. The spline innovations must then be estimated from the data. While the spline weights can be recovered from the measurements using a convex optimization problem, the same is not true for the knots, which are consequently much harder to estimate.

To circumvent this issue, one strategy consists in considering overparametrised uniform splines with knots chosen over a very fine uniform grid to approximate the non-uniform splines with unknown knots. The weights are then recovered by solving a discrete penalized basis pursuit problem using state-of-the-art proximal algorithms such as the ones discussed in [43, section 5.1]. Such discretization schemes were investigated and analyzed in [39, section V.B] and [43, section 5.1] in the Euclidean and spherical setting respectively. Extensions to B-splines and multiresolution grids were also considered in [41]. While conceptually simple, this approach is computationally wasteful since the approximating uniform spline typically has much more innovations than the number of measurements.

As a potential cure to this issue, one could consider meshfree algorithms capable of directly recovering the non uniform knots in the continuum. Candidate reconstruction algorithms include the Cadzow plug-and-play gradient descent algorithm [53] as well as the Franck–Wolfe algorithm and its variants [33, 36]. Both algorithms have been successfully used for the reconstruction of periodic Dirac streams. To the best of our knowledge however, they have not yet been tested for the purpose of reconstructing spline knots, and would therefore need to be adapted for this specific purpose.
7.2. Comparison with generalized periodic tikhonov regularization

We compare here the solutions of the periodic TV-regularized problem (44) to its analog with quadratic Tikhonov regularization considered in [67]. The latter takes the form

\[
\min E(y, \nu(f)) + \lambda \|L f\|_{\mathbb{Z}_2}^2,
\]

where \(E\) is a cost function sharing the same properties as in theorem 4 and \(L\) is a spline-admissible operator. According to [67, theorem 1] the solution of (83) is unique and of the form

\[
f_{opt}(x) = \sum_{m=1}^{M} a_m(h^* L \nu_m(x)),
\]

where \(h = (L^* L)^{-1}\{\text{III}\} = \sum_{k \in \mathbb{Z}} \frac{e_k}{|\hat{L}[k]|}\). The main differences between the two settings are then as follows:

- For Tikhonov regularization the solution is unique, which is not the case in general for (44), as revealed by theorem 4. Tikhonov regularization is hence a more effective regularization strategy when it comes to enforcing uniqueness of the solution.

- The unique solution of (83) lives in a finite dimensional space of dimension \(M\) generated by the functions \(\{h^* L \nu_m, 1 \leq m \leq M\}\). This is reminiscent of kernel methods: the function to reconstruct lies in a possibly infinite dimensional Hilbert space, but the regularization procedure enforces the solution to lie in a finite-dimensional space determined by the choice of the kernel and the measurement functionals. In contrast, TV regularization benefits from an infinite union of finite-dimensional subsets, given by periodic L-splines with less than \(M\) knots at any possible locations. This is known to improve the adaptiveness of the method and yield higher accuracy estimates with sharp variations [95, 96].

- Finally, for the Tikhonov optimization problem (83), the measurement functionals \(\nu_m\) directly impact the form of the estimate (84). For instance, with Fourier measurements, this conducts to the well-known Gibbs phenomenon and the presence of oscillations in the reconstruction (see [39, figure 4(a)]). In contrast, the form of the solutions of (44) is agnostic to the measurement process and depends only on the chosen regularizing operator \(L\). Solutions to the TV regularized optimisation problem (44) are hence less sensitive to Gibbs-like phenomena.

7.3. Comparison with TV regularization over \(\mathbb{R}^d\)

As we have seen in section 1, many recent works have investigated the reconstruction of continuous-domain functions \(f: \mathbb{R}^d \rightarrow \mathbb{R}\) from finitely many noisy measurements. Our paper contributes to this global effort by considering the use of TV-based regularization norms for the reconstruction of periodic functions. We believe that the periodic setting has several remarkable advantages that greatly facilitate the construction of the framework.

First, Schwartz functions over \(\mathbb{R}^d\) mix smoothness and decay properties, while periodic Schwartz functions must only be smooth. This significantly simplifies the construction of the native space and the measurement space, as can be appreciated when comparing to the derivations in [49]. In the periodic setting, we are moreover able to provide complete characterizations of spline-admissible operators from their Fourier symbol and of sampling-admissible operators with concrete criteria applicable to classical families of (possibly fractional) pseudo-differential operators. In both cases and to the best of our knowledge, similar results are only partially known in the non periodic setting.
Second, even if splines play a central role for both the periodic and non periodic settings, the construction of the splines differs. Consequently, the form of the extreme points solutions differs. Consider for instance the univariate operator $L = D^N$. In the non periodic setting, an extreme-point solution has at most $(M - N_0)$-knots [1, theorem 2]. For the periodic case, extreme points solutions has at most $M$-knots whose weights satisfy the linear condition $Ma = 0$ (see theorem 4). Finally, it is worth noting that the dimension $N_0$ of the null space of $L$ depends on the chosen setting: for the periodic case, $N_0 = 1$ when $L = D^N$, while $N_0 = N + 1$ over the real line.

7.4. Conclusions

We presented a general framework for the reconstruction of sparse and periodic functions defined over a continuum from finitely many noisy linear measurements. This is achieved by using TV based regularizations in addition to a generic convex data fidelity term. The main novelty of our work was to address the problem in full generality for periodic functions in a self-contained manner. In particular, we characterized the complete class of periodic operators and periodic measurement functionals for which a periodic representer theorem for the solution of (1) can be obtained. We expect our paper to pave the way to new theoretical and algorithmic inquiries related to the approximation of periodic functions. On the theoretical side, many additional aspects can be investigated, such as uniqueness issues, or extensions to vector-valued regularization operators, such as the gradient. On the algorithmic side, one needs to adapt existing methods to the periodic setting and the specific structure of periodic splines, which raises some interesting challenges. In a future work, we plan to work on practical aspects of the proposed periodic framework, including discretization procedures, reconstructions algorithms, and practical applications to signal processing tasks. In particular, we plan on recovering the trend and seasonal components of environmental/financial time series using an hybrid approach mixing the periodic and non-periodic frameworks. This hybrid approach should be more flexible to traditional parametric approaches, where the trend and seasonal components are typically parametrised as a linear function and a cosine with prescribed frequency, respectively.

Acknowledgments

The authors are grateful to Michael Unser, Thomas Debarre, and Quentin Denoyelle for interesting discussions at the early stage of this research project, and to Adrian Jarret for his feedback. Julien Fageot is supported by the Swiss National Science Foundation (SNSF) under Grant P2ELP2_181759. For this work, Matthieu Simeoni was in part supported by the Swiss National Science Foundation Grant Number 200021 181978/1, ‘SESAM—sensing and sampling: theory and algorithms’.

ORCID iDs

Julien Fageot © https://orcid.org/0000-0002-2122-2580

References

[1] Unser M, Fageot J and Ward J P 2017 Splines are universal solutions of linear inverse problems with generalized TV regularization SIAM Rev. 59 769–93
[2] Tikhonov A 1963 On the solution of ill-posed problems and the regularization method Sov. Math.—Dokl. 4 1035–8
[3] Hoerl AE 1962 Application of the ridge analysis to regression problems Chem. Eng. Prog. 58 54–9
[4] Tibshirani R 1996 Regression shrinkage and selection via the lasso J. R. Stat. Soc. B 58 267–88
[5] Chen S S, Donoho D L and Saunders M A 2001 Atomic decomposition by basis pursuit SIAM Rev. 43 129–59
[6] Donoho D L 2006 Compressed sensing IEEE Trans. Inf. Theory 52 1289–306
[7] Candès E J, Romberg J and Tao T 2006 Robust uncertainty principles: exact signal reconstruction from highly incomplete frequency information IEEE Trans. Inf. Theory 52 489–509
[8] Chandrasekaran V, Recht B, Parrilo P A and Willsky A S 2012 The convex geometry of linear inverse problems Found. Comput. Math. 12 805–49
[9] Eldar Y and Kutyniok G 2012 Compressed Sensing: Theory and Applications (Cambridge: Cambridge University Press)
[10] Foucart S and Rauhut H 2013 A Mathematical Introduction to Compressive Sensing vol 1 (Basel: Birkhäuser)
[11] Adcock B and Hansen A 2015 Generalized sampling and infinite-dimensional compressed sensing Found. Comput. Math. 16 1263
[12] Adcock B, Hansen A, Poon C and Roman B 2017 Breaking the coherence barrier: a new theory for compressed sensing Forum of Math. Sigma vol 5 (Cambridge: Cambridge University Press)
[13] Eldar Y 2008 Compressed sensing of analog signals in shift-invariant spaces (arXiv:0806.3332)
[14] Unser M, Fageot J and Gupta H 2016 Representer theorems for sparsity-promoting IEEE Trans. Inf. Theory 62 5167–80
[15] Traonmilin Y, Puy G, Gribonval R and Davies M 2017 Compressed sensing in Hilbert spaces Compressed Sensing and Its Applications (Berlin: Springer) pp 359–84
[16] Bodmann B, Flinth A and Kutyniok G 2018 Compressed sensing for analog signals (arXiv:1803.04218)
[17] März M, Boyer C, Kahn J and Weiss P 2020 Sampling rates for ℓ1-synthesis (arXiv:2004.07175)
[18] Vetterli M, Marziliano P and Blu T 2002 Sampling signals with finite rate of innovation IEEE Trans. Signal Process. 50 1417–28
[19] Maravic I and Vetterli M 2005 Sampling and reconstruction of signals with finite rate of innovation in the presence of noise IEEE Trans. Signal Process. 53 2788–805
[20] Candès E and Fernandez-Granda C 2014 Towards a mathematical theory of super-resolution Commun. Pure Appl. Math. 67 906–56
[21] Candès E and Fernandez-Granda C 2013 Super-resolution from noisy data J. Fourier Anal. Appl. 19 1229–54
[22] Zakhovitskii S 1962 On approximation of real functions in the sense of P.L. Chebyshev AMS Translations of Mathematical Monographs 19 221–52
[23] Fisher S and Jerome J 1975 Spline solutions to ℓ1 extremal problems in one and several variables J. Approx. Theory 13 73–83
[24] Castro Y D and Gamboa F 2012 Exact reconstruction using Beurling minimal extrapolation J. Math. Anal. Appl. 385 336–54
[25] Bredies K and Pikkarainen H 2013 Inverse problems in spaces of measures ESAIM: Control, Optim. Calc. Var. 19 190–218
[26] Duval V and Peyré G 2015 Exact support recovery for sparse spikes deconvolution Found. Comput. Math. 15 1315–55
[27] Azais J, Castro Y D and Gamboa F 2015 Spike detection from inaccurate samplings Appl. Comput. Harmon. Anal. 38 177
[28] Candès-Granda C 2016 Super-resolution of point sources via convex programming Inf. Inference 5 251
[29] Chambolle A, Duval V, Peyré G and Poon C 2016 Geometric properties of solutions to the total variation denoising problem (arXiv:1602.00087)
[30] Duval V and Peyré G 2017 Sparse regularization on thin grids I: the Lasso Inverse Problems 33 055008
[31] Duval V and Peyré G 2017 Sparse spikes super-resolution on thin grids II: the continuous basis pursuit Inverse Problems 33 095008
[32] Denoyelle Q, Duval V and Peyré G 2017 Support recovery for sparse super-resolution of positive measures J. Fourier Anal. Appl. 23 1153–94
[33] Flinth A, de Gournay F and Weiss P 2020 On the linear convergence rates of exchange and continuous methods for total variation minimization Math. Program. 1–37
[34] Chi Y and Costa M F D 2020 Harnessing sparsity over the continuum: atomic norm minimization for superresolution *IEEE Signal Process. Mag.* **37** 39–57

[35] García H, Hernández C, Junca M and Velasco M 2020 Approximate super-resolution of positive measures in all dimensions *Appl. Comput. Harmon. Anal.*

[36] Denoyelle Q, Duval V, Peyrée G and Soubies E 2019 The sliding Frank–Wolfe algorithm and its application to super-resolution microscopy *Inverse Problems* **36** 014001

[37] Courbet B, Duval V and Legras B 2019 Sparse analysis for mesoscale convective systems tracking *Signal Process., Image Commun.* **85** 115854

[38] Schoenberg I 1973 *Cardinal Spline Interpolation* (Philadelphia, PA: SIAM)

[39] Gupta H, Fageot J and Unser M 2018 Continuous-domain solutions of linear inverse problems with Tikhonov vs generalized TV regularization *IEEE Trans. Signal Process.* **66** 4670–84

[40] Flinth A and Weiss P 2019 Exact solutions of infinite dimensional total-variation regularized problems *Inf. Inference* **8** 407–43

[41] Debarre T, Fageot J, Gupta H and Unser M 2019 B-spline-based exact discretization of continuous-domain inverse problems with generalized TV regularization *IEEE Trans. Inf. Theory* **65** 4457–70

[42] Debarre T, Denoyelle Q, Unser M and Fageot J 2020 Sparsest continuous piecewise-linear representation of data (arXiv:2003.10112)

[43] Simeoni M 2020 Functional penalised basis pursuit on spheres (arXiv: 2006.05761)

[44] Simeoni M 2020 Functional inverse problems on spheres: theory, algorithms and applications *EPFL Technical Report* https://doi.org/10.5075/epfl-thesis-7174

[45] Debarre T, Aziznejad S and Unser M 2019 Hybrid-spline dictionaries for continuous-domain inverse problems *IEEE Trans. Signal Process.* **67** 5824–36

[46] Aziznejad S and Unser M 2019 Multi-kernel regression with sparsity constraint (arXiv:1811.00836)

[47] Bredies K and Carioni M 2018 Sparsity of solutions for variational inverse problems with finite-dimensional data (arXiv:1809.05045)

[48] Boyer C, Chambolle A, Castro Y D, Duval V, de Gournay F and Weiss P 2019 On representer theorems and convex regularization *SIAM J. Optim.* **29** 1260–81

[49] Unser M and Fageot J 2019 Native Banach spaces for splines and variational inverse problems with generalized FRI (arXiv:1904.10818)

[50] Unser M 2019 A representer theorem for deep neural networks *J. Mach. Learn. Res.* **20** 1–30

[51] Aziznejad S, Gupta H, Campos J and Unser M 2020 Deep neural networks with trainable activations and controlled Lipschitz constant (arXiv:2001.06263)

[52] Novosadová M and Rajmic P 2018 Image edges resolved well when using an overcomplete piecewise-polynomial model 2018 12th Int. Conf. on Signal Processing and Communication Systems (ICSPCS) (IEEE) pp 1–10

[53] Simeoni M, Besson A, Hurley P and Vetterli M 2020 CPGD: Cazdow plug-and-play gradient descent for generalised FRI (arXiv: 2006.06374)

[54] Delgado-Gonzalo R, Thevenaz P, Seelamantula C and Unser M 2012 Snakes with an ellipse-reproducing property *IEEE Trans. Image Process.* **21** 1258–71

[55] Uhlmann V, Fageot J and Unser M 2016 Hermite snakes with control of tangents *IEEE Trans. Image Process.* **25** 5803–16

[56] Light W and Cheney E 1992 Interpolation by periodic radial basis functions *J. Math. Anal. Appl.* **168** 111–30

[57] Jacob M, Blu T and Unser M 2002 Sampling of periodic signals: a quantitative error analysis *IEEE Trans. Signal Process.* **50** 1153–9

[58] Simeoni M, Kashani S, Hurley P and Vetterli M 2019 Deepwave a recurrent neural-network for real-time acoustic imaging *Advances in Neural Information Processing Systems* pp 15274–86

[59] Pan H, Scheibler R, Bezzam E, Dokmanić I and Vetterli M 2017 FRIDA FRI-based DOA estimation for arbitrary array layouts 2017 *IEEE Int. Conf. on Acoustics, Speech and Signal Processing (ICASSP)* (IEEE) pp 3186–90

[60] Krim H and Viberg M 1996 Two decades of array signal processing research: the parametric approach *IEEE Signal Process. Mag.* **13** 67–94

[61] Hurley P and Simeoni M 2016 Flexibeam: analytic spatial filtering by beamforming 2016 *IEEE Int. Conf. on Acoustics, Speech and Signal Processing (ICASSP)* (IEEE) pp 2877–80

[62] Hurley P and Simeoni M 2017 Flexarray random phased array layouts for analytical spatial filtering 2017 *IEEE Int. Conf. on Acoustics, Speech and Signal Processing (ICASSP)* (IEEE) pp 3380–4
[63] Ghysels E, Osborn D R and Sargent T J 2001 The Econometric Analysis of Seasonal Time Series (Cambridge: Cambridge University Press)

[64] Zhang G P and Qi M 2005 Neural network forecasting for seasonal and trend time series Eur. J. Oper. Res. 160 501–14

[65] Unser M 2019 A representer theorem for deep neural networks J. Mach. Learn. Res. 20 1–30

[66] Sitzmann V, Martel J N, Bergman A W, Lindell D B and Wetzstein G 2020 Implicit neural representations with periodic activation functions (arXiv:2006.09661)

[67] Badoual A, Fageot J and Unser M 2018 Periodic splines and Gaussian processes for the resolution of linear inverse problems IEEE Trans. Signal Process. 66 6047–61

[68] Simeoni M 2020 Periodispline https://github.com/matthieumeo/periodispline

[69] Tréves F 1967 Topological Vector Spaces, Distributions and Kernels (New York: Academic)

[70] Schwartz L 1966 Théorie des distributions (Paris: Hermann)

[71] Unser M and Tafti P D 2014 An Introduction to Sparse Stochastic Processes (Cambridge: Cambridge University Press)

[72] Campbell S and Meyer C 2009 Generalized Inverses of Linear Transformations (Philadelphia, PA: SIAM)

[73] Ben-Israel A and Greville T 2003 Generalized Inverses: Theory and Applications vol 15 (Berlin: Springer)

[74] Freedman W and Schreiner M 2008 Spherical Functions of Mathematical Geosciences: A Scalar, Vectorial, and Tensorial Setup (Berlin: Springer)

[75] Unser M 1999 Splines: a perfect fit for signal and image processing IEEE Signal Process. Mag. 16 22–38

[76] Gray J 1984 The shaping of the Riesz representation theorem: a chapter in the history of analysis Arch. Hist. Exact. Sci. 31 127–87

[77] Rudin W 2006 Real and Complex Analysis (New Delhi: Tata McGraw-Hill)

[78] Simon B 2003 Distributions and their Hermite expansions J. Math. Phys. 12 140–8

[79] Tibshirani R 2013 The lasso problem and uniqueness Electron. J. Stat. 7 1456–90

[80] Rudin W 1991 Functional Analysis (International Series in Pure and Applied Mathematics) (New York: McGraw-Hill)

[81] Kashani S 2020 pyFFS: a fast Fourier series library for Python 3 https://github.com/imagingofthings/pyFFS

[82] Samko S, Kilbas A and Marichev O 1993 Fractional Integrals and Derivatives (London: Gordon and Breach)

[83] Zygmund A 2002 Trigonometric Series vol 1 (Cambridge: Cambridge University Press)

[84] Gia Q L, Sloan I and Wendland H 2012 Multiscale approximation for functions in arbitrary Sobolev spaces by scaled radial basis functions on the unit sphere Appl. Comput. Harmon. Anal. 32 401–12

[85] Rasmussen C 2003 Gaussian processes in machine learning Summer School on Machine Learning (Berlin: Springer) pp 63–71

[86] Abramowitz M and Stegun I 1948 Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables vol 55 (Washington, DC: US Government Printing Office)

[87] Wendland H 2004 Scattered Data Approximation vol 17 (Cambridge: Cambridge University Press)

[88] Zhu S 2012 Compactly supported radial basis functions: how and why? OCCAM Preprint Number 12/57

[89] Hubbert S 2012 Closed form representations for a class of compactly supported radial basis functions Adv. Comput. Math. 36 115–36

[90] Madych W and Nelson S 1990 Polynomaic cardinal splines J. Approx. Theory 60 141–56

[91] Rabut C 1992 Elementary m-harmonic cardinal B-splines Numer. Algorithms 2 39–61

[92] Van De Ville D, Blu T and Unser M 2005 Isotropic polyharmonic B-splines: scaling functions and wavelets IEEE Trans. Image Process. 14 1798–813

[93] Boas R 1966 Fourier series with positive coefficients Bull. Am. Math. Soc 72 863–5

[94] Shapiro V 2011 Fourier Series in Several Variables with Applications to Partial Differential Equations (Boca Raton, FL: CRC Press)

[95] Lu Y M and Do M 2008 A theory for sampling signals from a union of subspaces IEEE Trans. Signal Process. 56 2334–45

[96] Eldar Y and Mishali M 2009 Robust recovery of signals from a structured union of subspaces IEEE Trans. Inf. Theory 55 5302–16