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Abstract We consider one-dimensional discrete-time random walks (RWs) of \( n \) steps, starting from \( x_0 = 0 \), with arbitrary symmetric and continuous jump distributions \( f(\eta) \), including the important case of Lévy flights. We study the statistics of the gaps \( \Delta_{k,n} \) between the \( k \)th and \((k + 1)\)th maximum of the set of positions \( \{x_1, \ldots, x_n\} \). We obtain an exact analytical expression for the probability distribution \( P_{k,n}(\Delta) \) valid for any \( k \) and \( n \), and jump distribution \( f(\eta) \), which we then analyse in the large \( n \) limit. For jump distributions whose Fourier transform behaves, for small \( q \), as \( \hat{f}(q) \sim 1 - |q|^\mu \) with a Lévy index \( 0 < \mu \leq 2 \), we find that the distribution becomes stationary in the limit of \( n \to \infty \), i.e. \( \lim_{n \to \infty} P_{k,n}(\Delta) = P_{k}(\Delta) \). We obtain an explicit expression for its first moment \( \mathbb{E}[\Delta_k] \), valid for any \( k \) and jump distribution \( f(\eta) \) with \( \mu > 1 \), and show that it exhibits a universal algebraic decay \( \mathbb{E}[\Delta_k] \sim k^{1/\mu - 1} \Gamma\left(1 - 1/\mu\right) / \pi \) for large \( k \). Furthermore, for \( \mu > 1 \), we show that in the limit of \( k \to \infty \) the stationary distribution exhibits a universal scaling form \( P_{\mu}(\Delta) \sim k^{1-1/\mu} P_{\mu}(k^{1-1/\mu} \Delta) \) which depends only on the Lévy index \( \mu \), but not on the details of the jump distribution. We compute explicitly the limiting scaling function \( P_{\mu}(x) \) in terms of Mittag-Leffler functions. For \( 1 < \mu < 2 \), we show that, while this scaling function captures the distribution of the typical gaps on the scale \( k^{1/\mu - 1} \), the atypical large gaps are not described by this scaling function since they occur at a larger scale of order \( k^{1/\mu} \). This atypical part of the distribution is reminiscent of a “condensation bump” that one often encounters in several mass transport models.

1 Introduction

Extreme events are rare but can have drastic consequences. The field of extreme value statistics (EVS) is devoted to their study and has shown to have a wide variety of applications ranging from environmental sciences [1,2] to finance [3,4]. EVS also play a key role in physics, especially in the description of disordered systems [5–8], fluctuating interfaces [9–13], and random matrices [14,15] (for a recent review see [16]). One of the simplest example of EVS is the statistics of the maximum of a set of independent and identically distributed (IID) random variables drawn from the same probability distribution function (PDF). This example has been widely
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studied and has shown to exhibit three universality classes that describe the statistics of the maximum in the limit of a large number of random variables [1] (see [16–18] for pedagogical reviews). While the statistics of the maximum is already of great interest on its own, it is sometimes necessary to know whether this maximum is an isolated event or if there exists other events with a similar magnitude [19, 20]. A natural way to shed some light on this matter is to not only study the global maximum, but also the second maximum, the third, etc. These ordered maxima can be seen as a new set of random variables obtained by ordering the original variables by decreasing order of magnitude. The ordered maxima usually become strongly correlated due to the ordering. While the statistics of ordered IID random variables are well understood [21,22], there exists very few results on the statistics of ordered strongly correlated random variables, which often appear in practical contexts. However, several specific models of correlated random variables have been studied and have shown to exhibit very rich behaviors [7,23–43] (for a recent review see [16]). In particular, it was shown that one-dimensional discrete-time random walks constitute a very useful playground to investigate EVS of strongly correlated random variables [23,32–35,38,39,41]. In its simplest form, a one-dimensional discrete-time RW $x_n$ is described by a Markov rule

$$x_n = x_{n-1} + \eta_n ,$$

starting from $x_0 = 0$ where the jumps $\eta_n$’s are IID random variables drawn from a symmetric and continuous PDF $f(\eta)$. The set of positions $\{x_1, \ldots, x_n\}$ is strongly correlated and constitutes a simple, yet non-trivial, example to investigate the order statistics of correlated random variables. The ordered variables are obtained upon arranging the random variables $x_n$’s in decreasing order of magnitude and define the $k$th maximum $M_{k,n}$ of the set of positions $\{x_1, \ldots, x_n\}$ with $k = 1, 2, \ldots, n$ such that (see figure 1)

$$M_{1,n} > M_{2,n} > \ldots > M_{n,n} .$$

Note that, at variance with previous studies (see e. g. [32,34,38,39,41]), we have not included the initial position $x_0$ in the ordered set of positions. As we will see, this choice makes our analytical approach somewhat easier. Besides, in the limit of large $n$ (which is our main focus here), we expect (and check it explicitly in some cases) that including $x_0$ or not in the list of ordered positions does not affect the statistics of $M_{k,n}$. Therefore $M_{1,n}$ and $M_{n,n}$ are respectively the global maximum and minimum of the walk (excluding the initial position $x_0 = 0$). While the marginal distribution of the global maximum and minimum are well-known and have be thoroughly studied [44,45], for instance by using the Pollaczek-Spitzer formula, the statistics of the $k$-th maximum are much less known. They can however be characterised through the Pollaczek-Wendel identity [47,48], which interestingly relates, in distribution, the $k$th maximum to the global maximum and minimum of two independent copies of the random walk. This surprising identity has been revisited in several other works and has been employed to study $\alpha$-quantiles, i.e., the statistics of $M_{k,n}$ with $k = \alpha n$ in the limit $n \to \infty$ with $0 < \alpha < 1$ [49,53].
A natural set of variables to describe how close the maxima are to each others are the gaps \( \Delta_{k,n} \) between them, i.e., the difference between two consecutive maxima
\[
\Delta_{k,n} = M_{k,n} - M_{k+1,n}, \quad k = 1, \ldots, n-1.
\] By definition, \( \Delta_{k,n} \) are positive random variables. Contrary to the \( k^{th} \) maximum, there does not exist, to our knowledge, any general formula for the distribution \( P_{k,n}(\Delta) \) of the gap \( \Delta_{k,n} \). Note that it does not suffice to know the marginal distributions of \( M_{k,n} \) and \( M_{k+1,n} \) to devise the distribution of \( \Delta_{k,n} \) in \([3]\) as \( M_{k,n} \) and \( M_{k+1,n} \) are correlated. Recently, it has nevertheless been possible to obtain some analytical results for the statistics of \( \Delta_{k,n} \). By using the linearity of the expectation value, one can connect the expected gap to the full PDF \( P_{k,n}(\Delta) \)
\[
E[\Delta_k] = \lim_{n \to \infty} E[\Delta_{k,n}] = \frac{\sigma}{\sqrt{2\pi \Delta}} \Gamma(k + \frac{1}{2}) - \frac{1}{\pi \Delta} \int_0^\infty dq f(q)^k + \frac{1}{(1 + \frac{\sigma^2}{\Delta^2} q^2)^k},
\] where \( f(q) = \int_{-\infty}^{\infty} df(\eta)e^{iq\eta} \) is the Fourier transform of the jump distribution. While the expression \( \Gamma(k + \frac{1}{2}) \) depends explicitly on the jump distribution, it was shown that, for large \( k \), the expected stationary gap decays as
\[
E[\Delta_k] \sim \frac{\sigma}{\sqrt{2\pi k}}, \quad k \to \infty,
\] which depends only on \( \sigma \) but not on other details of the jump distribution, as long as \( \sigma \) is finite. This universal decay is quite remarkable and raises the question whether this universal behavior of the first moment extends to the full PDF \( P_{k,n}(\Delta) \). This question turns out to be quite challenging given the absence of analytical tools to go beyond the first moment. In Ref. \([32]\), the full gap distribution \( P_{k,n}(\Delta) \) was computed in the special case of the double sided exponential distribution \( f(\eta) = 1/(2b) e^{-|\eta|}/b \), using a backward Fokker-Planck approach. It was indeed shown that in this case \( P_{k,n}(\Delta) \) converges towards a limiting distribution as \( n \to \infty \), i.e.,
\[
\lim_{n \to \infty} P_{k,n}(\Delta) = P_k(\Delta),
\] where the generating function of \( P_k(\Delta) \) (with respect to \( k \)) was computed explicitly. Furthermore, in the scaling limit \( k \to \infty, \Delta \to 0 \) keeping \( \sqrt{k} \Delta \) fixed, it was shown that the stationary PDF \( P_k(\Delta) \) takes the scaling form \([32]\)
\[
P_k(\Delta) \sim \frac{\sqrt{k}}{\sigma} P_2 \left( \frac{\sqrt{k} \Delta}{\sigma} \right), \quad k \to \infty,
\] where \( P_2(x) \) is given by
\[
P_2(x) = 4 \left[ \frac{2}{\pi} (1 + 2x^2) - e^{2x^2} x (4x^2 + 3) \text{erfc}(\sqrt{2x}) \right],
\] with \( \text{erfc}(z) = (2/\sqrt{\pi}) \int_z^{\infty} e^{-t^2} dt \) being the complementary error function. In particular, for large \( x \), \( P_2(x) \) has a power law tail
\[
P_2(x) \sim \frac{3}{2\sqrt{2\pi} x^4}, \quad x \to \infty.
\] Note also that the average value of the scaling function \( \int_0^\infty dx x P_2(x) = 1/\sqrt{2\pi} \), together with the scaling form \([7]\) allows to recover the asymptotic behavior of the expected gap in \([6]\).
Remarkably, it was conjectured in [32], based on numerical simulations, that the limiting behaviors in Eqs. (6) and (7) actually hold for any continuous and symmetric jump distribution with a finite variance $\sigma^2$, with the same universal scaling function $P_2(x)$ as given in (5). This conjecture was later on corroborated by exact analytical results for a rather wide class of jump distributions, namely Erlang distributions of the form $f(\eta) \propto |\eta|^\mu e^{-|\eta|}$, with $\mu$ being an integer [38].

Recently, this question has attracted some attention in the probability literature where the existence of the stationary distribution $P_1(\Delta)$ as in (6) holds for any continuous jump distribution [39]. In addition, for the case of the double sided exponential distribution, the result in (7) and (8) was proved rigorously [41] in the framework of fluctuation theory for random walks [23]. In particular, the authors of Ref. [41] obtained a probabilistic interpretation of this distribution (9) by showing that (10)

$$\frac{\sqrt{k\Delta}}{\sigma} \overset{d}{\to} \frac{\varepsilon}{\chi_3}, \quad k \to \infty,$$

where $\varepsilon$ is an exponential random variable with mean 1 and $\chi_3$ is an independent chi-distribution of parameter 3 (i.e., $\chi_3$ is the sum of three independent Gaussians of zero mean and unit variance). Up to now, the question of the universality of these results in (7) and (8) for symmetric and continuous jump distributions with finite variance $\sigma^2$, beyond the cases of Erlang distributions, remains open.

Much less is known for the case of a jump distribution which has heavy tails, i.e., for Lévy flights such that $f(\eta) \propto |\eta|^{-1-\mu}$ for $|\eta| \to \infty$ with $0 < \mu < 2$. In this case, as far as we know, only the distribution of the first gap has been computed [33, 34]. In this paper, we extend the results in (7) and (8) to Lévy flights with index $1 \leq \mu < 2$. In this case, we compute the scaling function $P_2(x)$, that generalises the function $P_2(x)$ in Eq. (5), and show that it is universal, i.e., it depends only on $\mu$. In addition, we also show that the result in (7) and (8), previously obtained for the double sided exponential and Erlang jump distributions, is indeed universal, i.e., hold for any jump distribution with a finite $\sigma$. Our method extends an original idea developed by Spitzer in a paper [54] which seems to have attracted little notice. In doing so, we unveil a rich analytical structure with an effective random walk that governs the gap statistics of the underlying random walk.

### 1.1 Summary of the main results

It is useful to summarise our main results. We assume a general expansion of the Fourier transform of the jump distribution $f(q)$ of the form

$$\hat{f}(q) = \int_{-\infty}^{\infty} d\eta \, e^{i\eta q} f(\eta) \sim 1 - |q|^\nu + O(|q|^{2\nu}), \quad q \to 0,$$

where $1 \leq \mu \leq 2$ is the Lévy index and where we have set the typical jump to one by rescaling the distribution. While $\mu = 2$ corresponds to finite variance distributions, $\mu < 2$ corresponds to infinite variance distributions, with fat tails that decay like $f(\eta) \propto \eta^{-1-\mu}$ for $\eta \to \infty$. We leave aside jump distributions with $\mu < 1$ as they yield to transient random walks where the gap statistics behave quite differently, as we briefly discuss below. Note also that we assume sufficiently “regular” jump distributions where the next-to-leading order term is $O(|k|^\nu)$ with $\nu = 2\mu$ and leave aside the more singular case where $\mu < \nu < 2\mu$ which might require a bit more care (although we expect that this should not modify the leading large $n$ behaviour).

Similarly to the case of finite variance distributions discussed in the introduction, we find that the expected gap, which is only defined for $\mu > 1$, has a stationary limit $E[\Delta_k]$ given by

$$E[\Delta_k] = \lim_{n \to \infty} E[\Delta_k,n] = \frac{1}{k} \int_{0}^{\infty} dq \, \frac{d}{dq} \left[ 1 - \hat{f}(q)^k \right],$$

where $\hat{f}(q)$ is the Fourier transform of the jump distribution defined in (11). We have checked that the expression (12) coincides with the result in equation (1.14) obtained in [39] (see the end of section 2.2). The expression
is strikingly simple and one can recover the expression for $\mu = 2$ discussed in the introduction in (4) by using an identity given below in (56). For a few notable distributions, the integral in (12) can be computed explicitly, e.g.,

$$
\mathbb{E}[\Delta_k] = \frac{\Gamma \left( k + \frac{1}{2} \right)}{\sqrt{\pi k} \Gamma(k)}, \quad \text{for } \hat{f}(q) = \frac{1}{1 + q^2} \quad \text{(double sided exponential)},
$$

$$
\mathbb{E}[\Delta_k] = \frac{1}{\sqrt{\pi k}}, \quad \text{for } \hat{f}(q) = e^{-q^2} \quad \text{(Gaussian)},
$$

$$
\mathbb{E}[\Delta_k] = \Gamma \left( 1 - \frac{1}{\mu} \right) \frac{k^{\frac{1}{\mu} - 1}}{\pi}, \quad \text{for } \hat{f}(q) = e^{-|q|^\mu} \quad \text{(stable with } \mu > 1).
$$

Although the expression in (12) depends on the full details of the jump distribution $f(\eta)$, it becomes universal in the limit $k \to \infty$ and behaves as

$$
\mathbb{E}[\Delta_k] \sim \Gamma \left( 1 - \frac{1}{\mu} \right) \frac{k^{\frac{1}{\mu} - 1}}{\pi}, \quad k \to \infty,
$$

which depends only on the Lévy index $\mu > 1$ of the jump distribution.

We find that the full distribution $P_{k,n}(\Delta)$ reaches a stationary limit $P_k(\Delta)$ when $n \to \infty$, as in Eq. (6) – in agreement with the rigorous result from [39]. As it was conjectured for the case of finite variance distributions, we find that the limiting probability distribution $P_k(\Delta)$ becomes universal, not only for $\mu = 2$ but also for $1 \leq \mu \leq 2$. In the scaling limit $k \to \infty$ with $\Delta = O(k^{1/\mu - 1})$, we find that, for $\mu > 1$, the distribution $P_k(\Delta)$ behaves as

$$
P_k(\Delta) \sim \frac{1}{k^{\frac{1}{\mu} - 1}} \mathcal{P}_\mu \left( \frac{\Delta}{k^{\frac{1}{\mu} - 1}} \right), \quad \Delta = O(k^{1/\mu - 1}), \quad k \to \infty,
$$

where $\mathcal{P}_\mu(x)$ is a universal scaling function given by

$$
\mathcal{P}_\mu(x) = \frac{\mu B_\mu}{(\mu - 1)^2} \left[ \mu E_{\frac{\mu - 1}{\mu}} \left( -\frac{1}{\mu} B_\mu x \right) + (2\mu - 1) E_{\frac{\mu - 1}{\mu}} \left( -\frac{1}{\mu} B_\mu x \right) \right],
$$

where

$$
B_\mu = \left[ \sin \left( \frac{\pi}{\mu} \right) \right]^{-1} \quad \text{and} \quad E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)},
$$

is the two-parameter Mittag-Leffler function (sometimes called Wiman’s function). The expression (16) simplifies for $\mu = 2$, upon using the identities of Mittag-Leffler functions in (104), and rescaling $x$ by $\sigma = \sqrt{2}$, we recover the expression in (8). The asymptotic behaviors of the universal scaling function $\mathcal{P}_\mu(x)$, for $1 < \mu < 2$ are given by

$$
\mathcal{P}_\mu(x) \sim \begin{cases} 
\frac{2}{\sin \left( \frac{\pi}{\mu} \right) \Gamma \left( 2 - \frac{1}{\mu} \right)}, & x \to 0, \\
\frac{2 \sin^2 \left( \frac{\pi}{\mu} \right)}{\Gamma \left( \frac{2}{\mu} - 1 \right) x^2}, & x \to \infty.
\end{cases}
$$

Note that the $1/x^3$ tail is universal for all $1 < \mu < 2$. However, exactly at $\mu = 2$, the tail behaves as $1/x^4$, as in Eq. (9). Thus there is a discontinuous jump in the exponent from 3 to 4 as $\mu$ approaches 2. This is consistent
with the fact that, in the second line of Eq. [18], the amplitude vanishes as \( \mu \to 2 \) and then the leading order decay comes from the subleading term scaling as \( 1/x^4 \).

In the opposite limit when \( \mu \to 1 \), the scaling form in Eq. [15] is no longer valid and the typical scale of \( \Delta \) changes from \( k^{1/\mu - 1} \) to \( 1/\ln k \) as \( \mu \to 1 \). In this case, the scaling form of the distribution \( P_\mu (\Delta) \) reads

\[
P_\mu (\Delta) \sim \ln (k) \mathcal{P}_1 (\ln (k) \Delta),
\]

where we find that the scaling function \( \mathcal{P}_1 (x) \) is given explicitly by

\[
\mathcal{P}_1 (x) = \frac{2\pi^2}{(\pi + x)^3}.
\]

One can check that the scaling function \( \mathcal{P}_\mu (x) \) is normalised to unity, i.e., \( \int_0^\infty \mathcal{P}_\mu (x) dx = 1 \), which indicates that \( \mathcal{P}_\mu (x) \) indeed describes the typical behavior of \( P_\mu (\Delta) \), corresponding to \( \Delta = O(k^{1/\mu - 1}) \) for large \( k \). However, the first moment of \( \mathcal{P}_\mu (x) \) reads

\[
\int_0^\infty dx x \mathcal{P}_\mu (x) = \frac{\sin \left( \frac{x}{\mu} \right)}{\Gamma \left( \frac{x}{\mu} \right)},
\]

which, together with the scaling form in [15] does not yield the correct value for the expected stationary gap given in [14] for \( 1 < \mu < 2 \). This apparent paradox can be resolved by noticing that, for \( \mu < 2 \), there are atypically large gaps of scale \( k^{1/\mu} \) that are not captured by the scaling form in [15], which only describes the typical gaps, of order \( k^{1/\mu - 1} \). More precisely, we find that for \( 1 < \mu < 2 \), the distribution of the gap for large \( k \) has two parts: a typical one where \( \Delta = O(k^{1/\mu - 1}) \) described as in [15] and an additional atypical one where \( \Delta = O(k^{1/\mu}) \), e.g.,

\[
P_\mu (\Delta) \sim \begin{cases}
\frac{1}{k^{1/\mu}} \mathcal{P}_\mu \left( \frac{\Delta}{k^{1/\mu}} \right), & \Delta = O(k^{1/\mu - 1}), \text{ (typical gap/“fluid”) } \\
\frac{1}{k^{1/\mu}} \mathcal{M}_\mu \left( \frac{\Delta}{k^{1/\mu}} \right), & \Delta = O(k^{1/\mu}), \text{ (atypical large gap/“condensate”) }
\end{cases}
\]

where \( \mathcal{P}_\mu (x) \) is given in [16] and \( \mathcal{M}_\mu (u) \) is a universal scaling function. Note that the contribution of \( \mathcal{M}_\mu (u) \) to the normalisation vanishes in the limit \( k \to \infty \), while its contribution to the average value is of the same order as the scaling function [15]. This is actually reminiscent of the “condensation” phenomena in the distribution of the mass in a class of mass transport models, such as in zero-range processes or even in the active run-and-tumble particles and related models. Here, the gaps play the role of “mass” at a given site in the transport models or the “runs” in run-and-tumble models. In this condensed phase, there is a coexistence of a “fluid” regime where the masses (or the runs) are of the typical size and a “condensation” part which contains atypically large masses or runs. In our model, for \( \mu < 2 \), we also see the coexistence of the “fluid” regime, consisting of typical gaps of order \( \Delta = O(k^{1/\mu - 1}) \) and a “condensate” consisting of large gaps of order \( \Delta = O(k^{1/\mu}) \).

The scaling function \( \mathcal{M}_\mu (u) \) in Eq. [22] that describes the condensate part is hard to compute analytically. Fortunately, we still managed to extract the asymptotic tail of \( \mathcal{M}_\mu (u) \) which behaves as

\[
\mathcal{M}_\mu (u) \sim \frac{\mu}{\Gamma \left( 1 - \frac{u}{\mu} \right) \left( \frac{1}{2} \right)^{\frac{1}{2} + u}} \quad u \to \infty.
\]

Interestingly, the amplitude in [23] is the same as the one for the distribution of the first gap obtained in [33,34].

The rest of the paper is organised as follows. In section 2 we compute the expected stationary gap \( \mathbb{E} [\Delta_k] \). We first obtain a closed-form expression for the double generating function of \( \mathbb{E} [\Delta_k, n] \), valid for all \( k \) and \( n \),
which we then analyse in the limit \( n \to \infty \). This section will serve as a “warm-up” to illustrate our method based on an idea developed by Spitzer in \cite{spitzer1959}. In section 3 we provide the derivation of the universal scaling function for the PDF of the stationary gap. We first obtain a closed-form expression for the double generating function of \( P_{k,n}(\Delta) \), valid for all \( k \) and \( n \), which we then analyse in the limit \( n \to \infty \). Finally, we show the existence of a condensed phase in the distribution. Some detailed calculations are presented in Appendix A to C.

2 Expected \( k \)-th gap

2.1 Exact results for the expected gap \( \mathbb{E}[\Delta_{k,n}] \)

In this section, we derive the expression of the stationary expected gap in \cite{universal}. We start by introducing \( p_{k,n}(a, \Delta) \) as the joint probability

\[
p_{k,n}(a, \Delta) = \text{Prob}\left(M_{k+1,n} < a - \frac{\Delta}{2}, M_{k,n} > a + \frac{\Delta}{2}\right), \quad k = 1, \ldots, n-1,
\]

together with \( p_{0,n}(a, \Delta) = \text{Prob}\left(M_1 < a - \frac{\Delta}{2}\right) \) as well as \( p_{n,n}(a, \Delta) = \text{Prob}\left(M_n > a + \frac{\Delta}{2}\right) \). If we view the positions of the random walk after \( n \) steps as a collection of \( n \) points on the real line, excluding the initial position, the probability \( p_{k,n}(a, \Delta) \) is the probability that there is no point in the interval \( [a - \frac{\Delta}{2}, a + \frac{\Delta}{2}] \), \( k \) points above \( a + \frac{\Delta}{2} \), and \( n-k \) points below \( a - \frac{\Delta}{2} \). The probability \( p_{k,n}(a, \Delta) \) is an interesting observable as it is related to the PDF of the gap between two consecutive maxima \( P_{k,n}(\Delta) = \text{Prob}\left(M_{k,n} - M_{k+1,n} = \Delta\right) \) discussed in the introduction. To connect \( P_{k,n}(\Delta) \) and \( p_{k,n}(a, \Delta) \), we relate \( p_{k,n}(a, \Delta) \) to the cumulative joint distribution of the \( k \)-th and \( (k+1) \)-th maximum \( S_{k,n}(x,y) \), which is denoted by

\[
S_{k,n}(x,y) = \text{Prob}(M_{k+1,n} < x, M_{k,n} > y), \quad \text{with} \quad k = 1, 2, \ldots, n-1.
\]

One has indeed

\[
p_{k,n}(a, \Delta) = S_{k,n}\left(a - \frac{\Delta}{2}, a + \frac{\Delta}{2}\right).
\]

The PDF \( P_{k,n}(\Delta) \) of the \( k \)-th gap is obtained from the cumulative joint distribution \( S_{k,n}(x,y) \) as

\[
P_{k,n}(\Delta) = -\int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{\partial^2 S_{k,n}(x,y)}{\partial x \partial y} \delta(y-x) \delta(y-\Delta).
\]

Taking derivatives with respect to \( x \) and \( y \) in \cite{universal}, one finds

\[
\frac{\partial^2 S_{k,n}(x,y)}{\partial x \partial y} = \frac{1}{4} \frac{\partial^2 p_{k,n}}{\partial x \partial y} \left(\frac{x+y}{2}, \frac{y-x}{2}\right) - \frac{1}{4} \frac{\partial^2 p_{k,n}}{\partial y \partial y} \left(\frac{x+y}{2}, \frac{y-x}{2}\right),
\]

where \( \partial_1^2 \) and \( \partial_2^2 \) refer to the double partial derivative with respect to the first and second argument respectively. Upon inserting this expression \cite{universal} in \cite{universal} and shifting the integration variable by \( \Delta/2 \), we find that the first term \( \propto \frac{\partial_1^2 p_{k,n}}{\partial x \partial y} \left(\frac{x+y}{2}, \frac{y-x}{2}\right) \) does not contribute, as the boundary terms vanish, and we are left with

\[
P_{k,n}(\Delta) = \frac{\partial_2^2}{\partial \Delta^2} \int_{-\infty}^{\infty} p_{k,n}(a, \Delta) \ da, \quad k = 1, \ldots, n-1.
\]

The expression \cite{universal} thus relates the PDF of the gap \( P_{k,n}(\Delta) \) and the probability \cite{universal}. It will serve as a starting point to study the PDF of the gap in the next section. As we are only interested in the first moment in this section, we obtain the expected gap from \cite{universal} as

\[
\mathbb{E}[\Delta_{k,n}] = \int_{0}^{\infty} d\Delta \Delta P_{k,n}(\Delta) = \int_{-\infty}^{\infty} p_{k,n}(a,0) \ da,
\]

where we have used the fact that \( \mathbb{E}[\Delta_{k,n}] = \Delta \cdot \mathbb{E}[P_{k,n}(\Delta)] \) for \( \Delta \geq 0 \).
where we integrated twice by parts and used that the boundary terms vanish. This expression (30) is our starting point to compute the expected gap. The quantity $p_{k,n}(a,0) \equiv p_{k,n}(a)$ is simply the probability that exactly $k$ steps out of $n$ of the random walk are above the level $a$. Let us compute it by building upon an idea developed by Spitzer in [54]. To do so, we define the events

$$A_m(a) = \{ x_m > a \},$$

which corresponds to the event where the $m$-th step of the random walk is above the level $a$. We have then

$$p_{k,n}(a) = \text{Prob.} \left( \sum_{m=1}^{n} I[A_m(a)] = k \right),$$

where $I(A)$ is the indicator function which takes the value 1 if the event $A$ happened and 0 otherwise. The right-hand side (rhs) in (32) is cumbersome to compute as one needs to sum over all random walk trajectories that spend exactly $k$ steps above the level $a$. Spitzer’s idea in [54] consists in rewriting this probability in terms of the complementary events which are easier to compute. One can do so by using a formula known as the Schuette-Nesbitt formula, which can be seen as the generalisation of the “inclusion-exclusion” formula in probability theory (see Appendix A for a sketch of the proof). In the present case, the formula for the double generating function of $p_{k,n}(a)$ with respect to both $n$ and $k$ reads

$$\bar{p}_{z,s}(a) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} s^n z^k p_{k,n}(a) = \sum_{n=0}^{\infty} \sum_{j=0}^{n} s^n (z-1)^j \sum_{1 \leq i_1 < \ldots < i_j \leq n} \text{Prob.} \left( \bigcap_{t=1}^{j} A_{i_t}(a) \right).$$

Note that the $(z-1)$ factor in the rhs in (33) is quite unusual but arises from the Schuette-Nesbitt formula which consists in an alternating sum, as in the “inclusion-exclusion” formula. Furthermore, note that for $j = 0$, the multiple sum is just 1 by convention. The key observation is that the probability in the rhs can now be easily computed as it is the probability that the random walk is above the level $a$ at the discrete times $i_1, \ldots, i_j$. Note that the random walk is therefore allowed to propagate freely in-between those times (see figure 2). Hence, this probability reads

$$\text{Prob.} \left( \bigcap_{t=1}^{j} A_{i_t}(a) \right) = \int_{a}^{\infty} dx_{i_1} \ldots \int_{a}^{\infty} dx_{i_j} G_{i_1}(x_{i_1}) G_{i_2-i_1}(x_{i_2} - x_{i_1}) \ldots G_{i_j-i_{j-1}}(x_{i_j} - x_{i_{j-1}}),$$

(34)
where $G_j(x) = \int_{-\infty}^{\infty} \frac{dq}{\pi} e^{-iqx} [\check{f}(q)]^j$ is the free propagator of the random walk starting from the origin and $\check{f}(q)$ is the Fourier transform of the jump distribution defined in (11). Shifting all the integration variables by $a$ gives

$$\text{Prob.} \left( \bigcap_{i=1}^{j} A_{i}(a) \right) = \int_{0}^{\infty} dx_{i_{1}} \cdots \int_{0}^{\infty} dx_{i_{j}} G_{i_{1}}(x_{i_{1}} + a) G_{i_{2} - i_{1}}(x_{i_{2}} - x_{i_{1}}) \cdots G_{i_{j} - i_{j-1}}(x_{i_{j}} - x_{i_{j-1}}).$$ \hspace{1cm} (35)

Inserting the expression (35) in (33) and recognizing the discrete convolution structure over the $i$'s, we find

$$\bar{p}_{z,s}(a) = \frac{1}{1 - s} \sum_{j=0}^{\infty} (z - 1)^{j} \int_{0}^{\infty} dx_{i_{1}} \cdots \int_{0}^{\infty} dx_{i_{j}} \bar{G}_{s}(x_{i_{1}} + a)^{j} \bar{G}_{s}(x_{i_{2}} - x_{i_{1}}) \cdots \bar{G}_{s}(x_{i_{j}} - x_{i_{j-1}}),$$ \hspace{1cm} (36)

where $\bar{G}_{s}(x)$ is the generating function of the propagator

$$\bar{G}_{s}(x) = \sum_{n=1}^{\infty} s^{n} G_{n}(x).$$ \hspace{1cm} (37)

Note that the $1/(1 - s)$ prefactor in (36) comes from the last sum between $i_j$ and $n$ in (33), and that the sum in (37) starts from $n = 1$ as the $i$'s in (33) are not allowed to take the same value.

We now show that the expression in (36) can be interpreted in terms of an effective random walk. To this purpose, we define an effective jump distribution, parametrised by $s$, which reads

$$f_{s}(\eta) = \left( 1 - \frac{1}{s} \right) G_{s}(\eta),$$ \hspace{1cm} (38)

where the factor $(1 - s)/s$ in the definition of $f_{s}(\eta)$ has been added for normalization. One can check, by using that $\int_{0}^{\infty} dx G_{s}(x) = \sum_{n=1}^{\infty} s^{n} \int_{0}^{\infty} dx G_{n}(x) = s/(1 - s)$, that the distribution $f_{s}(\eta)$ is properly normalized. The expression (36) now reads

$$\bar{p}_{z,s}(a) = \frac{1}{1 - s} \sum_{j=0}^{\infty} u^{j} \int_{0}^{\infty} dx_{i_{1}} \cdots \int_{0}^{\infty} dx_{i_{j}} f_{s}(x_{i_{1}} + a)^{j} f_{s}(x_{i_{2}} - x_{i_{1}}) \cdots f_{s}(x_{i_{j}} - x_{i_{j-1}}),$$ \hspace{1cm} (39)

where to ease notation we defined

$$u = \frac{s(z - 1)}{1 - s}.$$ \hspace{1cm} (40)

We recognize that the multiple integral in (39) is the survival probability $S_{s}(j - a)$ after $j$ steps for a random walk with a jump distribution $f_{s}(\eta)$ starting from $-a$:

$$S_{s}(j - a) = \int_{0}^{\infty} dy_{1} \cdots dy_{j} f_{s}(y_{1} + a)^{j} f_{s}(y_{2} - y_{1}) \cdots f_{s}(y_{j} - y_{j-1}).$$ \hspace{1cm} (41)

The survival probability $S_{s}(j - a)$ is the probability that the random walk, starting from $-a < 0$, did not cross the origin during $j$ steps except at the first step (see left panel in figure 3). Note that, contrary to the usual definition of the survival probability where the initial position is positive, the current computation requires to extend it to a negative initial position. Denoting the generating function of the survival probability

$$\bar{S}_{s}(z - a) = \sum_{j=0}^{\infty} z^{j} S_{s}(j - a),$$ \hspace{1cm} (42)
Fig. 3: **Left panel**: The survival probability \( S_s(j \mid -a) \), is the probability that a random walk starting from \(-a < 0\) with a jump distribution \( f_s(\eta) \) did not cross the origin except at the first step. **Right panel**: The excursion probability \( E_s(j, -b \mid -a) \) is the probability that a random walk starting from \(-a < 0\) with a jump distribution \( f_s(\eta) \) reaches \(-b < 0\) after \( j \) steps while remaining above the origin during the intermediate steps.

The expression (39) reads
\[
\bar{p}_{z,s}(a) = \frac{1}{1 - s} \bar{S}_s(u \mid -a).
\] (43)

One can check that upon setting \( a = 0 \) and using the Sparre-Andersen result \( \bar{S}_a(z \mid 0) = \frac{1}{\sqrt{1 - z}} \), we recover the occupation time distribution
\[
\bar{p}_{z,s}(a = 0) = \frac{1}{\sqrt{1 - sz}},
\] (44)

which is the generating function of the discrete-time version of the arc-sine law.

We now compute the generating function of the expected gap in (30). We first use the symmetry \( p_{k,n}(a) = p_{n-k,n}(-a) \), which is a consequence of the \( x \rightarrow -x \) symmetry of the jump distribution, to rewrite (30) as
\[
E[\Delta_{k,n}] = \int_{-\infty}^{\infty} p_{k,n}(a, 0) \, da = \int_{-\infty}^{0} [p_{k,n}(a) + p_{n-k,n}(a)] \, da.
\] (45)

Note that if we had chosen to include the initial point \( x_0 = 0 \) in the definition of the \( k^{th} \) maximum, the symmetry \( p_{k,n}(a) = p_{n-k,n}(-a) \) would slightly change depending on the sign of \( a \), which is quite cumbersome and is the reason why we did not choose to include \( x_0 \) here. Taking the double generating function of (45) gives
\[
E[\hat{\Delta}_{z,s}] = \sum_{n=0}^{\infty} s^n \sum_{k=1}^{n-1} z^k E[\Delta_{k,n}] = \int_{-\infty}^{0} \left[ \hat{p}_{z,s}(a) + \tilde{p}_{z,s}(a) \right] \, da,
\] (46)

where
\[
\tilde{p}_{z,s}(a) = \sum_{n=0}^{\infty} s^n \sum_{k=1}^{n-1} z^k p_{k,n}(a)
\] (47)

Note that the generating function \( \tilde{p}_{z,s}(a) \) starts from \( k = 1 \) and ends at \( k = n - 1 \). We use an upper tilde to distinguish it from \( \hat{p}_{z,s}(a) \) (with an upper bar) defined in (33) which starts from \( k = 0 \) and goes to \( k = n \). Hence, to relate \( \hat{p}_{z,s}(a) \) with \( \bar{p}_{z,s}(a) \), one must remove the terms \( k = 0 \) and \( k = n \), which reads
\[
\hat{p}_{z,s}(a) = \tilde{p}_{z,s}(a) = \sum_{n=0}^{\infty} s^n p_{0,n}(a) - \sum_{n=0}^{\infty} (zs)^n p_{n,n}(a) + 1
= \tilde{p}_{z,s}(a) - \bar{S}_0(s|a) - \bar{S}_0(sz|a) + 1,
\] (48)
where we used that $p_{0,n}(a) = S_0(n|a)$ and $p_{n,n}(a) = S_0(n|-a)$. The quantity $S_0(n|a)$ is the survival probability of a random walk with the original jump distribution $f(\eta)$ starting from $a$. We denote its generating function by $\tilde{S}_0(s|a) = \sum_{n=0}^{\infty} s^n S_0(n|a)$. Note that the $+1$ term in (48) arises from the double counting of $p_{0,0}(a) = 1$ in the two sums in the first line of (48). Computing the first term in the rhs in (46) by inserting (48) gives
\[
\int_{-\infty}^{0} da \tilde{p}_{z,s}(a) = \int_{0}^{\infty} da \left[ \frac{1}{1-s} \tilde{S}_s(u|a) - \tilde{S}_0(s|-a) - \tilde{S}_0(sz|a) + 1 \right].
\] (49)

Of course, it is difficult to compute the survival probability for a random walk with a generic jump distribution. However, there exists a formula, known as the Pollaczek-Spitzer formula [47], which gives the Laplace transform of the generating function of the survival probability and reads
\[
\int_{0}^{\infty} da e^{-\lambda a} \tilde{S}_s(z|a) = \frac{1}{\sqrt{1-z}} \ln \left( \frac{1-s\tilde{f}(q)}{1-s} \right),
\] (50)
where $\tilde{f}(q)$ is the Fourier transform of the effective jump distribution in (38), which is related to the original distribution through
\[
\tilde{f}(q) = \frac{1-s}{1-sf(q)}.
\] (51)

Using the Pollaczek-Spitzer formula (50), one can compute the integral in (49) and find that it reads (see Appendix B)
\[
\int_{-\infty}^{0} da e^{-\lambda a} \tilde{S}_s(z|a) = \frac{1}{1-sz} \int_{0}^{\infty} dq \frac{q^2}{\pi} \ln \left( \frac{1-s\tilde{f}(q)}{1-s} \right)
- \frac{s}{\sqrt{1-sz}} \int_{-\infty}^{0} da \int_{0}^{\infty} dy f(y-a) \int_{\gamma^B} d\lambda e^{\lambda a} \exp \left( -\lambda \int_{0}^{\infty} dq \frac{\ln(1-s\tilde{f}(q))}{\pi} \right),
\] (52)
where $\gamma^B$ is the usual Bromwich contour in the complex $\lambda$-plane. Inserting this result in (46), we get that the double generating function of the expected gap is given by
\[
E[\Delta_{z,s}] = \frac{1}{1-sz} \int_{0}^{\infty} dq \frac{q^2}{\pi} \ln \left( \frac{1-s\tilde{f}(q)}{1-s} \right)
+ \frac{1}{1-s} \int_{0}^{\infty} dq \frac{q^2}{\pi} \ln \left( \frac{1-sz\tilde{f}(q)}{1-sz} \right)
- \frac{s}{\sqrt{1-sz}} \int_{-\infty}^{0} da \int_{0}^{\infty} dy f(y-a) \int_{\gamma^B} d\lambda e^{\lambda a} \exp \left( -\lambda \int_{0}^{\infty} dq \frac{\ln(1-s\tilde{f}(q))}{\pi} \right)
- \frac{s}{\sqrt{1-sz}} \int_{-\infty}^{0} da \int_{0}^{\infty} dy f(y-a) \int_{\gamma^B} d\lambda e^{\lambda a} \exp \left( -\lambda \int_{0}^{\infty} dq \frac{\ln(1-sz\tilde{f}(q))}{\pi} \right).
\] (53)

2.2 Stationary expected gap $E[\Delta_k]$

The expression (53) is exact and in principle, one can get $E[\Delta_{k,s}]$ by expanding formally on powers of $z$ and $s$, for any jump distribution. In addition, one can extract its asymptotic limits. In particular, in the limit $n \to \infty$, which corresponds to $s \to 1$, we get that the leading order term in (53) is the second term in the first line which reads
\[
E[\Delta_{z,s}] \sim \frac{1}{1-s} \int_{0}^{\infty} dq \frac{q^2}{\pi q^2} \ln \left( \frac{1-z\tilde{f}(q)}{1-z} \right), \quad s \to 1.
\] (54)
One can indeed show that the second line in (53) is subleading (see (150) in Appendix B). Using the series expansion \(-\ln(1-z)=\sum_{k=1}^{\infty} z^k/k\), we recover the expected stationary gap given in Eq. (12), namely
\[
E[\Delta_k] = \lim_{n \to \infty} E[\Delta_{k,n}] = \frac{1}{k} \int_{0}^{\infty} \frac{dq}{\pi q^2} \left[ 1 - \hat{f}(q)^k \right].
\] (55)

One can recover the expression for \( \mu = 2 \) in [4] obtained in [32] by using the following identity
\[
\int_{0}^{\infty} \frac{dq}{\pi q^2} \left( 1 - \frac{1}{1 + q^\mu} \right) = \frac{\Gamma \left( 1 - \frac{1}{\mu} \right) \Gamma \left( \frac{1}{\mu} + k \right)}{\Gamma(k)},
\] (56)

which can be checked by using Mathematica. In Appendix C, we show that this result can also be obtained from a more standard approach using the Pollaczek-Wendel identity [47, 48], known in the context of fluctuation theory. Although the expression (12) depends on the full details of the jump distribution, it becomes universal for a more standard approach using the Pollaczek-Wendel identity [47, 48], known in the context of fluctuation theory. Although the expression (12) depends on the full details of the jump distribution, it becomes universal in the limit \( k \to \infty \). Indeed in this limit one has
\[
\lim_{n \to \infty} E[D_{k,n}] = E[D_k] = E[S^+_{k}] = \frac{\mu^{-}}{k} + \mu^{-},
\] (58)

where \( D_{k,n} \) is the \( k \)th gap of a random walk of \( n \) steps (\( \Delta_{k,n} \) in our notation), \( S_k \) is the position of the random walk after the \( k \)th step (\( x_k \) in our notation), \( \mu \) is the mean step (which is equal to zero in our case since we consider symmetric jump distributions), and \( x^+ = \max(x,0) \) and \( x^- = -\min(x,0) \). For a continuous and symmetric jump distribution \( f(\eta) \), the expected value \( E[S^+_{k}] \) can be obtained by averaging the propagator \( G_k(x) \) over positive \( x \), namely
\[
E[S^+_{k}] = \int_{0}^{\infty} dx \, x \, G_k(x).
\] (59)

Using the expression of the Fourier transform of the propagator gives
\[
E[S^+_{k}] = \int_{0}^{\infty} dx \int_{-\infty}^{\infty} \frac{dq}{2\pi} \, e^{-iqx} \hat{f}(q)^k.
\] (60)

Switching the order of integration and performing the integral over \( x \) gives
\[
E[S^+_{k}] = \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{dq}{2\pi} \hat{f}(q)^k \int_{-\infty}^{\infty} dx \, e^{-iqx-\epsilon x} = \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{dq}{2\pi} \frac{-\hat{f}(q)^k}{(q - \epsilon)^2} dx,
\] (61)

where \( \epsilon > 0 \) is a regularisation parameter. Finally, adding and subtracting 1 in the numerator in (61) and taking the limit \( \epsilon \to 0 \) gives
\[
E[S^+_{k}] = \int_{-\infty}^{\infty} \frac{dq}{2\pi} \frac{1 - \hat{f}(q)^k - \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{dq}{2\pi} \frac{1}{(q - \epsilon)^2}}{q^2} \, \hat{f}(q)^k.
\] (62)

where we used that \( \int_{-\infty}^{\infty} \frac{dq}{2\pi (q - \epsilon)^2} = 0 \) for \( \epsilon > 0 \). Using the symmetry of the integral \( q \to -q \) and inserting the result in (58), we recover (12).
Fig. 4: The probability \( \text{Prob.} \left( \bigcap_{t=1}^{l} B_t(a, \Delta) \bigcap_{u=1}^{k} C_{j_u}(a, \Delta) \right) \) in (66) corresponds to all the trajectories of \( n \) steps that start at the origin and are above the level \( a + \Delta/2 \) at the intermediate times \( j_1, \ldots, j_k \) and in the interval \( [a - \Delta/2, a + \Delta/2] \) at the intermediate times \( i_1, \ldots, i_l \).

### 3 Probability distribution of the \( k \)th gap

#### 3.1 Exact results on the probability distribution \( P_{k,n}(\Delta) \)

We now turn to the computation of the gap distribution \( P_{k,n}(\Delta) \). To do so, let us go back to the probability \( p_{k,n}(a, \Delta) \) defined in (24). To study this object using similar ideas as for the expected gap, it is convenient to introduce \( p_{l,k,n}(a, \Delta) \), which is the probability that there are \( k \) points above the level \( a + \Delta/2 \), \( l \) points in the interval \( [a - \Delta/2, a + \Delta/2] \) and the remaining ones below \( a - \Delta/2 \). We will first compute \( p_{l,k,n}(a, \Delta) \) for an arbitrary \( l \) and then obtain \( p_{k,n}(a, \Delta) = p_{l=0,k,n}(a, \Delta) \) by setting \( l = 0 \). Similarly to the computation for the expected gap, we define the events \( B_m(a, \Delta) \) that the \( m \)th step is located in \( [a - \Delta/2, a + \Delta/2] \), i.e.,

\[
B_m(a, \Delta) = \left\{ |x_m - a| < \frac{\Delta}{2} \right\},
\]

and the events \( C_m(a, \Delta) \) that the \( m \)th step is located above \( a + \Delta/2 \), i.e.,

\[
C_m(a, \Delta) = \left\{ x_m > a + \frac{\Delta}{2} \right\}.
\]

One can then write \( p_{l,k,n}(a, \Delta) \) as

\[
p_{l,k,n}(a, \Delta) = \text{Prob.} \left( \sum_{m=1}^{n} I[B_m(a, \Delta)] = l, \sum_{m=1}^{n} I[C_m(a, \Delta)] = k \right).
\]

As in the previous section, we rely on the Schuette-Nesbitt formula to rewrite the probability in the rhs in (65) in terms of the complementary events. Using this formula, the triple generating function of \( p_{l,k,n}(a, \Delta) \) reads

\[
\bar{\rho}_{r,z,s}(a, \Delta) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \sum_{l=0}^{n-k} s^n z^k r^l p_{l,k,n}(a, \Delta)
\]

\[
= \sum_{n=0}^{\infty} \sum_{k=0}^{n} \sum_{l=0}^{n-k} s^n (z - 1)^k (r - 1)^l \times \sum_{1 \leq i_1 < \cdots < i_l \leq n} \sum_{1 \leq j_1 < \cdots < j_k \leq n} \text{Prob.} \left( \bigcap_{t=1}^{l} B_{i_t}(a, \Delta) \bigcap_{u=1}^{k} C_{j_u}(a, \Delta) \right).
\]
where we recall that property of the random walk, one can write the probability in (66) as

\[ \text{Prob} \left( \bigcap_{i=1}^{l} B_{i_1}(a, \Delta) \bigcap_{u=1}^{k} C_{j_u}(a, \Delta) \right) \]

\[ = \sum_{p_1+\ldots+p_{l+1}=k} \int_{a\frac{\Delta}{2}}^{a+\frac{\Delta}{2}} \cdots \int_{a\frac{\Delta}{2}}^{a+\frac{\Delta}{2}} dx_{i_1} \cdots dx_{i_l} K_1(x_{i_1}, p_1|0) K_{i_2-i_1}(x_{i_2}, p_2|x_{i_1}) \cdots K_{i_l-i_{l-1}}(x_{i_l}, p_l|x_{i_{l-1}}) H_{n-i_l}(p_{l+1}|x_{i_l}), \]

(67)

where \( K_i(x_2, p|x_1) \) is the propagator from \( x_1 \) to \( x_2 \) during \( i \) steps with \( p \) steps above \( a + \frac{\Delta}{2} \) summed over all possible locations of the \( p \) steps (see figure 3), which reads

\[ K_i(x_2, p|x_1) = \sum_{1 \leq i_1 < \ldots < i_l \leq i} \int_{a\frac{\Delta}{2}}^{a+\frac{\Delta}{2}} \cdots \int_{a\frac{\Delta}{2}}^{a+\frac{\Delta}{2}} dy_{i_1} \cdots dy_{i_l} G_{i_1}(y_{i_1} - x_1) G_{i_2-i_1}(y_{i_2} - y_{i_1}) \cdots G_{i_l-i_{l-1}}(y_{i_l} - y_{i_{l-1}}) G_{i_l-t_{l-1}}(y_{i_l} - y_{i_{l-1}}) G_{i-t_{l-1}}(x_2 - y_{i_l}), \]

(68)

where we recall that \( G_i(x) = \int_{-\infty}^{\infty} \frac{dz}{2\pi} e^{-iqx} [f(q)]^l \) is the free propagator of the original random walk starting from the origin. In Eq. (67), \( H_i(p|x_1) = \int_{-\infty}^{\infty} dx_2 K_i(x_2, p|x_1) \) is the propagator with a free end. Taking advantage of the convolution structure over the \( i \)'s and the \( j \)'s, and shifting all integration variables \( x_{i_1}, \ldots, x_{i_l} \) by \( a + \frac{\Delta}{2} \), we rewrite (66) as

\[ \bar{p}_{r,z,s}(a, \Delta) = \sum_{l=0}^{\infty} (r-1)^l \int_{-\Delta}^{0} dx_1 \cdots dx_l \tilde{K}_s \left( x_1, z \middle| -a - \frac{\Delta}{2} \right) \tilde{K}_s(x_2, z|x_1) \cdots \tilde{K}_s(x_l, z|x_{l-1}) \tilde{H}_s(z|x_l), \]

(69)
where $K_s(x_1, z|x_0) = \sum_{p=0}^{\infty} z^p K_s(x_1, p|x)$ and $H_s(z|x) = \sum_{p=0}^{\infty} z^p H_s(p|x)$ are the generating functions which, after shifting the integration variables $y_1, \ldots, y_p$ in (68) by $a + \frac{\Delta}{2}$, are given by

\[
\tilde{K}_s(x_2, z|x_1) = \frac{s}{1 - s} \sum_{p=0}^{\infty} u^p \int_{0}^{\infty} dy_1 \ldots dy_p f_s(y_1 - x_1) f_s(y_2 - y_1) \ldots f_s(x_2 - y_p),
\]

\[
\tilde{H}_s(z|x_1) = \frac{1}{1 - s} \sum_{p=0}^{\infty} u^p \int_{0}^{\infty} dy_1 \ldots dy_p f_s(y_1 - x_1) f_s(y_2 - y_1) \ldots f_s(y_p - y_{p-1}),
\]

where we again introduced the effective jump distribution $f_s(n)$ and defined $u = s(z - 1)/(1 - s)$ to ease notation. We now interpret the multiple integrals (70) and (71). The former one can be expressed in terms of the excursion probability $E_s(p + 1, x_2|x_1)$ of $p + 1$ steps for a random walk with a jump distribution $f_s(n)$ from $x_1$ to $x_2$, i.e.,

\[
E_s(p + 1, x_2|x_1) = \int_{0}^{\infty} dy_1 \ldots dy_p f_s(y_1 - x_1) f_s(y_2 - y_1) \ldots f_s(x_2 - y_p).
\]

The excursion probability $E_s(p, x_2|x_1)$ is the probability that a random walk, starting from $x_1$, reaches $x_2$ after $p$ steps while remaining above the origin during the intermediate steps (see the right panel in figure 3). Note that, contrary to the usual definition of the excursion where the initial and final positions are positive $x_1, x_2 > 0$, the current computation requires to extend it to a negative initial and final positions. It will turn out to be convenient later to introduce the generating function

\[
\tilde{E}_s(z, x_2|x_1) = \sum_{p=1}^{\infty} z^p E_s(p, x_2, x_1).
\]

Using this generating function, the expressions in (70) and (71) can be re-written as

\[
\tilde{K}_s(x_2, z|x_1) = \frac{s}{1 - s} \sum_{p=0}^{\infty} u^p E(p + 1, x_2|x_1) = \frac{s}{u(1 - s)} \sum_{p=1}^{\infty} u^p E(p, x_2|x_1) = \frac{1}{z - 1} \tilde{E}_s(u, x_2|x_1),
\]

\[
\tilde{H}_s(z|x_1) = \frac{1}{1 - s} \sum_{p=0}^{\infty} u^p S_s(p|x) = \frac{1}{1 - s} \tilde{S}_s(u|x_1),
\]

where we used again the notation $u = s(z - 1)/(1 - s)$ and the probability $S_s(p|x)$ and its generating function $\tilde{S}_s(u|x)$ have been defined respectively in Eqs. (41) and (42). Inserting the two expressions in (74) into (69) gives

\[
\tilde{p}_{r,z,a}(a, \Delta) = \frac{1}{(1 - s)} \tilde{S}_s \left( a | a - \Delta \right) + \frac{1}{1 - s} \sum_{l=1}^{\infty} \frac{r - 1}{z - 1} \int_{-\Delta}^{0} dx_1 \ldots dx_l \tilde{E}_s \left( u, x_1 | a - \Delta \right) \tilde{E}_s \left( u, x_2|x_1 \right) \ldots \tilde{E}_s \left( u, x_{l-1} | x_{l-2} \right) \tilde{S}_s \left( u|x_1 \right),
\]

where we isolated the term $l = 0$ in the sum for clarity. We now compute the generating function of the gap distribution (20)

\[
\tilde{P}_{z,a}(\Delta) = \sum_{n=0}^{\infty} \sum_{k=1}^{n-1} s^k P_{k,n}(\Delta) = \partial_a \int_{-\infty}^{\infty} \tilde{p}_{z,a}(a, \Delta) \, da,
\]
where we recall that \( \tilde{p}_{z,s}(a, \Delta) = \sum_{n=0}^{\infty} s^n \sum_{k=1}^{n-1} z^k p_k n_n(a, \Delta) \). Note that, as in the previous section, the generating function \( \tilde{p}_{z,s}(a, \Delta) \) starts from \( k = 1 \) and goes to \( k = n - 1 \). In terms of \( \tilde{p}_{z,s}(a, \Delta) \), one must remove the terms \( k = 0 \) and \( k = n \), which reads

\[
\tilde{p}_{z,s}(a, \Delta) = \tilde{p}_{z,s}(a, \Delta) - \sum_{n=0}^{\infty} s^n p_{0,n}(a, \Delta) - \sum_{n=0}^{\infty} (zs)^n p_{n,n}(a, \Delta) + 1
\]

\[
= \tilde{p}_{z,s}(a, \Delta) - \tilde{S}_0 \left( s \left| a - \frac{\Delta}{2} \right| \right) - \tilde{S}_0 \left( sz \left| a - \frac{\Delta}{2} \right| \right) + 1, \tag{77}
\]

where we used that \( p_{0,n}(a, \Delta) = S_0(n, a - \Delta/2) \) and \( p_{n,n}(a, \Delta) = S_0(n, -a - \Delta/2) \), where \( S_0(s; a) = \sum_{n=0}^{\infty} s^n S_0(n, a) \) is the generating function of the survival probability of a random walk with the original jump distribution \( f(\eta) \) starting from \( a \). Again, the +1 term arises from the double counting of \( p_{0,0}(a, \Delta) = 1 \) in the two sums. Inserting \( \tilde{S}_0 \) in \( \tilde{S}_0 \) and shifting the integration variable \( a \) by \( \Delta/2 \), we get

\[
\tilde{P}_{z,s}(\Delta) = \partial^2_{\Delta} \int_{-\infty}^{\infty} \left[ \tilde{p}_{z,s} \left( a - \frac{\Delta}{2}, \Delta \right) - \tilde{S}_0 \left( s \left| a - \Delta \right| \right) - \tilde{S}_0 \left( sz \left| a \right| \right) + 1 \right] da. \tag{78}
\]

Using \( \tilde{p}_{z,s}(a, \Delta) = \tilde{p}_{z,s,s r=0}(a, \Delta) \) where \( \tilde{p}_{z,s s r=0}(a, \Delta) \) is given in \( \tilde{S}_0 \), we find that \( \tilde{P}_{z,s}(\Delta) \) can be written as a sum of two contributions

\[
\tilde{P}_{z,s}(\Delta) = \partial^2_{\Delta} \left[ \tilde{p}_{z,s}^{(1)}(\Delta) + \tilde{p}_{z,s}^{(2)}(\Delta) \right], \tag{79}
\]

where

\[
\tilde{p}_{z,s}^{(1)}(\Delta) = \frac{u}{(1-s)} \sum_{i=1}^{\infty} \frac{1}{(1-z)^i} \int_{-\Delta}^{0} dx_1 \ldots dx_i \tilde{S}_s(u, x_1) \tilde{E}_s(u, x_2 | x_1) \ldots \tilde{E}_s(u, x_i | x_{i-1}) \tilde{S}_s(u, x_1), \tag{80}
\]

\[
\tilde{p}_{z,s}^{(2)}(\Delta) = \int_{-\infty}^{\infty} \left[ \frac{1}{(1-s)} \tilde{S}_s(u, a) - \tilde{S}_0 \left( s \left| a - \Delta \right| \right) - \tilde{S}_0 \left( sz \left| a \right| \right) + 1 \right] da, \tag{81}
\]

with \( \tilde{S}_s(u, x_1) \) and \( \tilde{E}_s(u, x_2 | x_1) \) given respectively in Eq. \( \tilde{S}_0 \) and \( \tilde{S}_0 \).

To obtain \( \tilde{S}_0 \), we performed the integration over \( a \) and used that

\[
\int_{-\infty}^{\infty} dx_1 \tilde{E}_s(z, x_2 | x_1) = \sum_{p=1}^{\infty} z^p \int_{-\infty}^{\infty} dx_1 E_s(p, x_2 | x_1) = \sum_{p=1}^{\infty} z^p S_s(p - 1 | x_2) = z \tilde{S}_s(z | x_2). \tag{82}
\]

Let us now evaluate \( \tilde{p}_{z,s}^{(2)}(\Delta) \) explicitly. Upon taking a derivative with respect to \( \Delta \) in \( \tilde{S}_0 \), we get

\[
\partial_{\Delta} \tilde{p}_{z,s}^{(2)}(\Delta) = \int_{-\infty}^{\infty} \partial_{\Delta} \left[ \tilde{S}_0 \left( s \left| a - \Delta \right| \right) da = \tilde{S}_0 \left( s \left| \infty \right| \right) - \tilde{S}_0 \left( s \left| - \infty \right| \right) = \frac{s}{1-s}, \tag{83}
\]

where we used the two identities

\[
\tilde{S}_0 \left( s \left| \infty \right| \right) = \sum_{n=0}^{\infty} s^n = \frac{1}{1-s}, \tag{84}
\]

\[
\tilde{S}_0 \left( s \left| - \infty \right| \right) = \sum_{n=0}^{\infty} s^n = S_0(0 | - \infty) = 1. \tag{85}
\]

Finally integrating \( \tilde{S}_0 \) with respect to \( \Delta \) and recognizing from \( \tilde{S}_0 \) that \( \tilde{p}_{z,s}^{(2)}(\Delta) = \mathbb{E}[\tilde{S}_s(z, \Delta)] \), we find

\[
\tilde{p}_{z,s}^{(2)}(\Delta) = \mathbb{E}[\tilde{S}_s(z) + \frac{s \Delta}{1-s}], \tag{86}
\]
where \( \mathbb{E}[\Delta_{x,s}] \) is the generating function of the expected gap given in (46). As (86) is a polynomial function of order one in \( \Delta \), we see that only \( \hat{p}^{(1)}_{z,s}(\Delta) \) will be non-zero after taking a double derivative with respect to \( \Delta \) in (79) which gives

\[
\hat{P}_{z,s}(\Delta) = \frac{\partial^2}{\partial \Delta^2} \hat{p}^{(1)}_{z,s}(\Delta), \quad (87)
\]

where \( \hat{p}^{(1)}_{z,s}(\Delta) \) is given in (80). This is formally our main result for the gap distribution \( P_{k,n}(\Delta) \).

**Remark:** we end this subsection by noting that it is possible to write the infinite sum over \( l \) entering the definition \( \hat{p}^{(1)}_{z,s}(\Delta) \) in (80) in terms of the solution of an integral equation as follows. Let us define the function \( \hat{F}_s(u,x|\Delta) \) as

\[
\hat{F}_s(u,x|\Delta) = \frac{1}{1 - z} \hat{S}_s(u,x) + \sum_{l=1}^\infty \frac{1}{(1 - z)^l} \int_{-\Delta}^0 dx_2 \ldots \int_{-\Delta}^0 dx_l \hat{E}_s(u,x|x_2) \ldots \hat{E}_s(u,x_l|x_l) \hat{S}_s(u,x_1), \quad (88)
\]

where \( u = s(z - 1)/(1 - s) \). It is straightforward to show that \( \hat{F}_s(u,x|\Delta) \) satisfies the integral equation

\[
\int_{-\Delta}^0 \hat{E}_s(u,x|x) \hat{F}_s(u,x|\Delta) \, dx = (1 - z) \hat{F}_s(u,x|\Delta) - \hat{S}_s(u,x), \quad x \in [-\Delta,0]. \quad (89)
\]

One can then write \( \hat{p}^{(1)}_{z,s}(\Delta) \) in terms of \( \hat{F}_s(u,x|\Delta) \) as

\[
\hat{p}^{(1)}_{z,s}(\Delta) = \frac{u}{1 - s} \int_{-\Delta}^0 \hat{S}_s(u,x_1) \hat{F}_s(u,x_1|\Delta) \, dx_1. \quad (90)
\]

### 3.2 Limiting stationary distribution \( P_k(\Delta) \)

The expression for the generating function of the PDF of the gap in (87) is exact but in general, it is of course very difficult to invert it to obtain explicitly \( P_{k,n}(\Delta) \) for any \( k \) and \( n \). However, as we show now, it is possible to study the large \( n \) limit, by analysing \( \hat{p}^{(1)}_{z,s} \) in the limit \( s \to 1 \). From the Pollaczek-Spitzer formula and after a rather lengthy computation, we find that in the limit \( s \to 1 \), we have the following asymptotic behavior (see Appendix E)

\[
\hat{S}_s(u|x) \sim \frac{\sqrt{1 - z}}{\sqrt{1 - s}} \hat{S}_s(z|x), \quad s \to 1,
\]

\[
\hat{E}_s(u,y|x) \sim \hat{E}_s(z,y|x), \quad s \to 1,
\]

where \( \hat{S}_s(z|x) \) and \( \hat{E}_s(z,y|x) \) are given by

\[
\hat{S}_s(z|x) = 1 - (1 - z) \int_0^\infty dx' \left[ g(x' - x) - g(x') \right] \int_{\gamma_n} d\lambda \frac{e^{\lambda x'}}{2\pi i \lambda} \phi(\lambda,z) + \begin{cases} \frac{-x\sqrt{1 - z}}{\sqrt{1 - s}}, & \mu = 2, \\ 0, & \mu < 2, \end{cases}, \quad (92)
\]

\[
\hat{E}_s(z,y|x) = -\int_0^\infty \frac{dq}{\pi} \ln \left[ 1 + \frac{1 - z - \hat{f}(q)}{1 - \hat{f}(q)} \right] - (1 - z) \int_0^\infty \frac{dq}{\pi} \frac{\hat{f}(q)}{1 - \hat{f}(q)} [\cos(q(y - x)) - 1] \\
+ (1 - z)^2 \int_0^\infty \int_0^\infty dx'dy' \left[ g(x' - x)g(y - y') - g(x')g(-y') \right] \int_{\gamma_n} d\lambda d\Lambda' \frac{e^{\lambda x' + \Lambda' y'}}{(2\pi i)^2(\lambda + \Lambda')^2} \phi(\lambda,z)\phi(\Lambda',z) \\
+ \begin{cases} \frac{(1 - z)^{3/2}}{\gamma_n} \int_0^\infty dy' \left[ g(y - y') + g(x - y') - 2g(y') \right] \int_{\gamma_n} d\Lambda' \frac{e^{\Lambda' y'}}{(2\pi i)^2\Lambda'} \phi(\Lambda',z), & \mu = 2, \\ 0, & \mu < 2. \end{cases}, \quad (93)
\]
In these expressions, the functions \( g(x) \) and \( \phi(\lambda, z) \) are given by

\[
g(x) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} e^{-iqx} \frac{(1 + |q|^\mu)\hat{f}(q) - 1}{(1 - \hat{f}(q)) |q|^\mu},
\]

\[
\phi(\lambda, z) = \exp \left( -\lambda \int_{0}^{\infty} dq \ln \left( 1 + \frac{(1-z)f(q)}{1-f(q)} \right) \right).
\]

These expressions are valid for sufficiently “regular” jump distributions where \( \hat{f}(q) = 1 - |q|^\mu + O(|q|^{2\mu}) \) as \( q \to 0 \). If \( \hat{f}(q) \) has a more singular behavior, the analysis may require a bit more care. Inserting the asymptotic behaviors \([22]\) and \([23]\) into the generating function \([27]\), we find that it behaves as

\[
\tilde{P}_{s,\lambda} = \frac{1}{1-s} \partial_\Delta^2 \tilde{P}_s^{(1)}(\Delta), \quad s \to 1,
\]

with

\[
\tilde{p}_s^{(1)}(\Delta) = -\sum_{i=1}^{\infty} \frac{1}{(1-z)^i} \int_{-\Delta}^{0} dx_1 \ldots dx_i \tilde{S}_s(z, x_1) \tilde{E}_s(z, x_2|x_1) \ldots \tilde{E}_s(z, x_i|x_{i-1}) \tilde{S}_s(z, x_i).
\]

Inverting the generating function with respect to \( s \) in \([96]\), we find that the PDF of the gap becomes stationary

\[
\lim_{n \to \infty} P_{k,n}(\Delta) = P_k(\Delta),
\]

and the generating function of the stationary PDF is given by

\[
\tilde{P}_s(\Delta) = \sum_{k=0}^{\infty} \frac{\Delta^k}{k!} P_k(\Delta) = \partial_\Delta^2 \tilde{P}_s^{(1)}(\Delta).
\]

We note that this result for the stationary gap distribution is actually exact for any jump distribution \( f(\eta) \). Evidently, this is a rather formal result and one would first like to investigate if the known explicit result for the double exponential distribution (corresponding to \( \mu = 2 \)) can be recovered \([22]\). Indeed, in Appendix D, we show how to recover this explicit result starting from Eq. \([98]\). However, our general result in Eq. \([98]\) allows us to go far beyond this specific distribution in deriving the exact asymptotic behaviors for large \( \Delta \) and for any \( 1 \leq \mu \leq 2 \), as detailed in the next section.

### 3.3 Universal stationary distribution \( P_k(\Delta) \) for \( k \to \infty \) for \( \mu \geq 1 \)

The expression for the generating function of the stationary PDF in \([98]\) is exact and one can extract its asymptotic limit for \( k \to \infty \), which corresponds to \( z \to 1 \). We find that \( P_k(\Delta) \) takes a nontrivial scaling form in the limit \( z \to 1 \) and \( \Delta \to 0 \) keeping \( \Delta(1-z)^{1/\mu-1} \) fixed. Indeed, for \( z \to 1 \) with \( x, y = O(1) \), the asymptotic behaviors of \( \tilde{S}_s(z|x) \) and \( \tilde{E}_s(z, y|x) \) given in \([92]\) and \([93]\), are strikingly simple

\[
\tilde{S}_s(z|x) \sim 1, \quad z \to 1,
\]

\[
\tilde{E}_s(z, y|x) \sim -B_\mu(1-z)^{\frac{1}{2}}, \quad z \to 1, \quad \mu > 1,
\]

where the constant \( B_\mu \) is given by \( B_\mu = [\sin(\pi/2)]^{-1} \). These asymptotic behaviors can be easily checked upon noting that \( \phi(z, \lambda) \to 1 \) as \( z \to 1 \), \( g(x) \propto x^{-1-\mu} \) for \( x \to \infty \), and

\[
-\int_{0}^{\infty} \frac{dq}{\pi} \ln \left( 1 + \frac{(1-z)f(q)}{1-f(q)} \right) \sim -B_\mu(1-z)^{\frac{1}{2}}, \quad z \to 1, \quad \mu > 1.
\]
To obtain the asymptotic behavior in (100) we have rescaled \( q \) by \((1 - z)^{\frac{1}{3}}\) and used the small \( q \) expansion of \( f(q) \) in (111). Inserting the asymptotic expansions (99) into (107) and (98), we find

\[
\tilde{P}_x(\Delta) \sim \partial_\Delta^2 \left( \frac{1}{B_\mu(1 - z)^{\frac{1}{3}}} \left( 1 + \Delta (1 - z)^{\frac{1}{3} - 1} B_\mu \right) \right), \quad z \to 1.
\]  

(101)

Taking the double derivative with respect to \( \Delta \) in (101) and using the following inverse Laplace transform [see the formula (7.1) in (63)]

\[
\int_0^\infty e^{-s \zeta} \zeta^{m \alpha + \beta - 1} E_{\alpha, \beta}^{(m)} (-a \zeta^\alpha) \, d\zeta = \frac{m! s^{\alpha - \beta}}{(s^\alpha + a)^{m+1}} \quad \text{Re}(s) > 0, \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0,
\]  

(102)

where \( E_{\alpha, \beta}^{(m)}(z) = \partial_z^m E_{\alpha, \beta}(z) \), together with the relation

\[
E_{\alpha, \beta}^{(2)}(z) = \frac{E_{\alpha, \beta - 1}(z) - (\alpha + 2 \beta - 3) E_{\alpha, \beta - 1}(z) + (\beta - 1)(\alpha + \beta - 1) E_{\alpha, \beta + 1}(z)}{\alpha^2}
\]  

(103)

with \( m = 2, \alpha = \frac{1}{3} - 1 \) and \( \beta = 1 \), we obtain the scaling function (15) announced in the introduction. For \( \mu = 2 \), using the following relations for the Mittag-Leffler functions

\[
E_{\frac{1}{2}, -\frac{1}{2}}(-x) = \frac{2x^2 - 1}{2\sqrt{\pi}} - e^{x^2} \text{erfc}(x), \quad E_{\frac{1}{2}, \frac{1}{2}}(-x) = \frac{1}{\sqrt{\pi}} - e^{x^2} \text{erfc}(x),
\]  

(104)

the scaling function (16) becomes the one in (63) obtained in (32).

Remark 1: In the marginal case where \( \mu = 1 \), the analysis has to be performed a bit differently since \( \tilde{E}_x(z, y|x) \) exhibits an additional logarithmic correction as \( z \to 1 \), which is not present for \( \mu > 1 \). Indeed one finds

\[
\tilde{E}_x(z, y|x) \sim -\frac{(z - 1) \ln(1 - z)}{\pi}, \quad z \to 1, \quad \mu = 1.
\]  

(105)

This difference is due to the first term in (93) which becomes

\[
- \int_0^\infty \frac{dq}{\pi} \ln \left( 1 + \frac{1 - z}{1 - f(q)} \right) \sim \frac{(z - 1) \ln(1 - z)}{\pi}, \quad z \to 1, \quad \mu = 1.
\]  

(106)

The result (106) can be shown by setting \( x = (1 - z) \) in the left-hand side and taking a double derivative with respect to \( x \), which gives

\[
-\partial_x^2 \int_0^\infty \frac{dq}{\pi} \ln \left( 1 + \frac{x f(q)}{1 - f(q)} \right) = \int_0^\infty \frac{dq}{\pi} \frac{f(q) \partial_x^2 f(q) \partial_x^2 f(q)}{[1 + (x - 1)\partial_x f(q)]^2},
\]  

(107)

which upon rescaling \( q \) by \( x \) and letting \( x \to 0 \) gives

\[
-\partial_x^2 \int_0^\infty \frac{dq}{\pi} \ln \left( 1 + \frac{x f(q)}{1 - f(q)} \right) \sim -\frac{1}{x} \int_0^\infty \frac{dq}{\pi} \frac{1}{(q + 1)^2} \sim -\frac{1}{\pi x}.
\]  

(108)

Integrating (108) twice with respect to \( x \) gives the asymptotic result (106). Inserting the asymptotic expansions (99a)–(105) into (98), we find

\[
\tilde{P}_x(\Delta) \sim \partial_\Delta^2 \left( \frac{\pi^2}{(z - 1) \ln(1 - z) [\pi - \ln(1 - z) \Delta]} \right), \quad z \to 1, \quad \mu = 1.
\]  

(109)
Performing the double derivative and the inverse Laplace transform in the limit $k \to \infty$, we obtain

$$P_k(\Delta) \sim \int_{\gamma_B} \frac{dz e^{z\Delta}}{2\pi i} \frac{-2\pi^2 \ln(z)}{z(\pi - \Delta \ln(z))^3},$$

$$\sim \int_{\gamma_B} \frac{du e^{u\Delta}}{2\pi i} \frac{-2\pi^2 [\ln(u) - \ln(k)]}{u(\pi - \Delta [\ln(u) - \ln(k)])^3},$$

$$\sim \int_{\gamma_B} \frac{du e^{u\Delta}}{2\pi i} \frac{2\pi^2 \ln(k)}{u(\pi + \Delta \ln(k))^3}, \quad k \to \infty, \quad \mu = 1,$$

(110)

where we changed variables $u = zk$ in the second line and took the limit $k \to \infty$ in the third one. Upon performing the inverse Laplace transform, we obtain the expression (19) announced in the introduction.

Remark 2: It is natural to ask what happens in the case $\mu < 1$. As discussed in the introduction, this corresponds to transient random walks, where we do not expect the gap distribution to become universal. Indeed, in this case, the asymptotic behavior of $\tilde{E}_*(z,y|x)$ in (93) is different and becomes

$$\tilde{E}_*(z,y|x) \sim -(1-z)f_*(y-x), \quad z \to 1,$$

(111)

where $f_*(\eta)$ is

$$f_*(\eta) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} e^{-iq\eta} \frac{\hat{f}(\eta)}{1 - \hat{f}(\eta)}.$$  

(112)

This difference is due to the first term in (93) which becomes

$$- \int_0^{\infty} \frac{dq}{\pi} \ln \left(1 + \frac{(1-z)\hat{f}(q)}{1 - \hat{f}(q)}\right) \sim -(1-z) \int_0^{\infty} \frac{dq}{\pi} \frac{\hat{f}(q)}{1 - \hat{f}(q)}, \quad z \to 1, \quad \mu < 1,$$

(113)

where we used that $\ln(1+x) \sim x$ for $x \to 0$. Note that the integral over $q$ in (113) is convergent as the integrand diverges as $q^{-\mu}$ as $q \to 0$ with $\mu < 1$. Inserting the asymptotic expansions (99a)-(111) into (98), we find

$$\tilde{P}_z(\Delta) \sim \frac{1}{(1-z)} \sum_{l=1}^{\infty} (-1)^l \int_{-\Delta}^{0} dx_1 \ldots dx_l f_*(x_2 - x_1) \ldots f_*(x_l - x_{l-1}), \quad \mu < 1, \quad z \to 0.$$  

(114)

Inverting the generating function with respect to $z$, we find

$$P_k(\Delta) \sim P(\Delta), \quad k \to \infty.$$  

(115)

The function $P(\Delta)$ is a non-universal function, independent of $k$, given by

$$P(\Delta) = \partial^2_{\Delta} \left( \sum_{l=1}^{\infty} (-1)^l \int_{-\Delta}^{0} dx_1 \ldots dx_l f_*(x_2 - x_1) \ldots f_*(x_l - x_{l-1}) \right).$$  

(116)

Upon using the definition of $f_*(\eta)$ in (112), we find that it can be alternatively written as

$$f_*(\eta) = \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} \frac{dq}{2\pi} e^{-iq\eta} \hat{f}(\eta)^n = \sum_{n=1}^{\infty} G_n(\eta),$$

(117)
where \(G_n(\eta) = \int_{-\infty}^{\infty} \frac{da}{\pi} e^{-i\eta a} \hat{f}(\eta)^n\) is the free propagator. Inserting (117) into (116), we get
\[
P(\Delta) = \partial_\Delta^2 \sum_{l=1}^{\infty} (-1)^l \sum_{n_1,\ldots,n_l=1}^{\infty} \int_0^\Delta dx_1 \ldots dx_l G_{n_1}(x_2-x_1) \ldots G_{n_l}(x_l-x_{l-1})
\]
\[
= \partial_\Delta^2 \sum_{l=1}^{\infty} (-1)^l \int_0^\Delta dx_0 \ldots dx_{l-1} G_{n_l}(x_1-x_0) \ldots G_{n_1}(x_{l-1}-x_{l-2}),
\]
(118)
where we relabeled the integration variables \(x_i = x_{i-1}\) and changed the summation indices \(i_t = n_t - n_{t-1}\) in the second line. The multiple integral summed over the \(n_t\)'s in (118) is the probability that a random walk of infinite duration spends \(l\) steps in \([-\Delta, 0]\) at the times \(i_1, \ldots, i_l\), and integrated over its initial position \(x_0 \in [-\Delta, 0]\).

Equivalently, by translation along the \(x\)-axis, this is the probability that a random walk of infinite duration, starting from the origin, spends \(l\) steps in the interval \([a + \Delta/2, a - \Delta/2]\) at the times \(i_1, \ldots, i_l\), and integrated over the center of the interval \(a \in [-\Delta/2, \Delta/2]\), i.e.,
\[
P(\Delta) = \partial_\Delta^2 \int_{-\Delta/2}^{\Delta/2} \frac{da}{\pi} \sum_{l=1}^{\infty} (-1)^l \sum_{1 < i_1 < \ldots < i_l < \infty} \text{Prob.} \left( \bigcap_{m=1}^{l} B_{i_m}(a, \Delta) \right) .
\]
(119)
By the inclusion-exclusion formula, we can alternatively rewrite the sum over \(l\) in (119) as the probability that a random walk of infinite duration spends none of its steps in the interval \([a + \Delta/2, a - \Delta/2]\):
\[
P(\Delta) = -\partial_\Delta^2 \int_{[\mathbb{R} \setminus [a + \Delta/2, a - \Delta/2]} \frac{da}{\pi} \text{Prob.} \left( \bigcap_{m=1}^{\infty} B_{i_m}(a, \Delta) \right) .
\]
(120)
Note that \(\text{Prob.} \left( \bigcap_{m=1}^{\infty} B_{i_m}(a, \Delta) \right)\) is the solution of the integral equation
\[
\text{Prob.} \left( \bigcap_{m=1}^{\infty} B_{i_m}(a, \Delta) \right) = \int_{\mathbb{R} \setminus [a - \Delta/2, a + \Delta/2]} d\eta f(\eta) \text{Prob.} \left( \bigcap_{m=1}^{\infty} B_{i_m}(a - \eta, \Delta) \right).
\]
(121)
To our knowledge, this probability has not been computed explicitly in the literature.

3.4 Condensation in the distribution of the \(k^{th}\) gap for \(\mu < 2\)

As we have seen in the introduction, the average value of the universal distribution (22) does not match with the expected stationary gap in (14) for \(1 < \mu < 2\). This suggests the existence of "condensation" in the probability distribution, i.e., a part of the distribution which would not contribute to the normalization but would contribute to the first moment. We therefore need to look for a large \(\Delta = O(k^{1/\mu})\) expansion of (98), going beyond the typical scaling regime \(\Delta = O(k^{1/\mu - 1})\), describing the "fluid" part of the gap distribution, as discussed in the previous section. To derive the atypical scaling regime, i.e., the "condensate" part, stated in the second line of Eq. (22), namely
\[
P_k(\Delta) \sim \frac{1}{k^{1+\frac{\Delta}{k^{1/\mu}}}} M_\mu \left( \frac{\Delta}{k^{1/\mu}} \right) , \quad \Delta = O(k^{1/\mu}) ,
\]
(122)
it turns out that the approach used to compute the distribution of the typical fluctuations described in the previous sections is not very convenient. Instead, we need to use a slightly different technique that relies on a path decomposition of the "true" random walk and which is described in Appendix C.
4 Numerical results

In this section, we compare our theoretical predictions with numerical results on gap statistics obtained by averaging random walk trajectories with various jump distributions with Lévy index $1 \leq \mu \leq 2$. To do so, we generate a random walk trajectory $\{x_1, \ldots, x_n\}$, which we order by decreasing order of magnitude to obtain $\{M_{1,n}, \ldots, M_{n,n}\}$. We then collect the gaps $\Delta_{k,n} = M_{k,n} - M_{k+1,n}$, which serve as our data to compare with our theoretical results.

4.1 Stationary expected $k^{th}$ gap

In figure 6, we compare our theoretical prediction for the expected stationary $k^{th}$ gap $\mathbb{E}[\Delta_k]$ in (12) for a Student’s $t$ jump distribution

$$f(\eta) = \frac{\Gamma \left(\frac{\mu+1}{2}\right)}{a_1 \sqrt{\mu \pi} \Gamma \left(\frac{\mu}{2}\right)} \left(1 + \frac{\eta^2}{a_1^2 \mu}\right)^{-\frac{\mu+1}{2}}, \tag{123}$$

and where the rescaling factor $a_1 = 2(-\mu^{-\mu/2}\Gamma \left(\frac{\mu}{2}\right) / \Gamma \left(-\frac{\mu}{2}\right))^{1/2}$ has been chosen so that the Fourier transform of the distribution

$$\hat{f}(q) = 2^{1-\frac{\mu}{2}} \mu^{\mu/4} (a_1 |q|)^{\mu/2} K_{\frac{\mu}{2}} \left(a_1 \sqrt{\mu} |q|\right), \tag{124}$$

where $K_\nu(x)$ is the modified Bessel function of the second kind, behaves as $\hat{f}(q) \sim 1 - |q|^{\mu}$ for $q \to 0$. The theoretical curve in figure 6 has been obtained by inserting (124) into (12) and performing the integration over $q$ numerically for various values of $k$. As one can see, the agreement is very good.
4.2 Universal stationary distribution for $k \to \infty$

In the left panel in figure 7, we check the universal stationary distribution $P_\mu(x)$ in (16) for various jump distributions, namely the Student's t distribution in (124), the symmetric inverse gamma distribution

$$f(\eta) = \frac{a_2^\alpha}{2\Gamma(\mu)|\eta|^{1+\mu}} e^{-\frac{a_2^\alpha}{|\eta|}} ,$$

(125)

and the symmetric beta prime distribution

$$f(\eta) = \frac{\mu}{2a_3 \left(1 + |\eta|/a_3\right)^{1+\mu}} ,$$

(126)

where the rescaling factors $a_2 = \left(\frac{2}{\sin \left(\frac{\pi}{2}\right) \Gamma(\mu)\Gamma(\mu + 1)\right)^{\frac{1}{2}}$ and $a_3 = \left(\frac{2}{\sin \left(\frac{\pi}{2}\right) \Gamma(\mu)\right)^{\frac{1}{2}}$ have been added so that the Fourier transforms of the distributions behave as $\tilde{f}(q) \sim 1 - |q|^\alpha$ for $q \to 0$. The theoretical curve in the left panel in figure 7 is our prediction in (16) and the numerical histograms have been obtained by sampling the gaps in the scaling limit $k \to \infty$ with $\Delta \to 0$ with $x = \Delta k^{1-1/\mu}$ fixed. The good collapse of the different curves in the left panel in figure 7 indicates that $P_\mu(x)$ is universal. Note that it is numerically difficult to reach the scaling form of the stationary regime for $\mu < 2$ as the convergence is quite slow with $k$ (see right panel in figure 7). It becomes even more difficult as the Lévy index $\mu$ is lowered.

4.3 Condensation in the distribution of the $k$th gap for $\mu < 2$

In figure 8, we check the tail of the universal scaling function $M_\mu(u)$ in (29) for various jump distributions: the Student's t distribution in (124), the inverse gamma distribution in (125) and the beta prime distribution in (126). The theoretical curve in figure 8 is our prediction in (29) and the numerical histograms have been obtained by sampling the gaps in the scaling limit $k \to \infty$ with $\Delta \to \infty$ with $u = \Delta k^{1-\frac{1}{\mu}}$ fixed. As one can see, the agreement is quite good.
5 Conclusion

We have studied a simple one-dimensional discrete-time random walk model where the walker starts at the origin and its position is incremented at each step independently by adding a noise drawn from a symmetric and continuous distribution \( f(\eta) \). This includes Lévy flights, where \( f(\eta) \sim |\eta|^{-1-\mu} \) has a power law tail, with the Lévy index \( 0 < \mu \leq 2 \). We observe the walk up to \( n \) steps and order the positions at different times (discarding the initial position \( x_0 = 0 \)) and denote the ordered positions by \( M_{1,n} > M_{2,n} > \ldots > M_{n,n} \). Our main interest in this paper has been on the statistics of the gap \( \Delta_{k,n} = M_{k,n} - M_{k+1,n} \). Our first interesting result was to show that in the limit \( n \to \infty \), the gap distribution approaches an \( n \)-independent limit, which still depends on \( k \). Moreover, we derived an exact formula, valid for arbitrary \( k \), for the expected gap \( E[\Delta_{k,n}] \) in this stationary limit, which is valid for arbitrary jump distribution \( f(\eta) \). In addition, in the stationary limit, we could also compute the distribution of the typical gap, with size \( \Delta_k = O(k^{1/\mu-1}) \), in the scaling limit for large \( k \), for all \( 1 \leq \mu \leq 2 \). Surprisingly, we find that the associated scaling function has a universal power law tail \( \sim x^{-3} \) for large \( x \), for all \( 1 \leq \mu < 2 \), except in the limit \( \mu \to 2 \) where the tail changes abruptly to \( \sim x^{-4} \).

Another feature of the stationary distribution of the gap, for \( 1 \leq \mu < 2 \), is the existence of an anomalous “condensate part” in the distribution that describes large atypical gaps of order \( O(k^{1/\mu}) \), which are much larger than the typical gaps of size \( O(k^{1/\mu-1}) \). This is somewhat similar to a “condensate bump” seen in many problems with real-space condensation, where a few large units (in our case the gaps) form a condensate that co-exists with the background fluid consisting of a thermodynamically large number of units of typical size.

In this paper, we were able to extract explicit results for the gap statistics only when the Lévy index belongs to the range \( 1 \leq \mu \leq 2 \). It is natural to wonder what happens to the gap statistics in the complementary range \( 0 < \mu < 1 \). In this latter range, while our formalism presented here still holds, it is hard to extract explicit results. This is due to the fact that the typical gaps become of size \( O(1) \) for all \( 0 < \mu < 1 \), where one cannot use the asymptotic forms of the functions involved in the computations. It therefore remains an interesting challenge to compute the gap statistics for \( 0 < \mu < 1 \). Another interesting question is to investigate the gap statistics when the gaps are deep inside the “bulk”, i.e., when \( k = \alpha n \), with \( \alpha \in [0, 1] \) fixed. Here, we have focused on the “edge” limit, where we took the limit where \( n \to \infty \) but keeping \( k \) fixed of order \( O(1) \). The bulk limit would correspond to taking both \( k \) and \( n \) large simultaneously, with their ratio \( \alpha = k/n \) fixed, as it was done for the case of finite variance jump distributions in [35].
A Proof of the Schuette-Nesbitt formula

In this Appendix we provide two different derivations of the Schuette-Nesbitt formula.

A.1 Direct derivation

In this section, we provide a proof of the Schuette-Nesbitt formula in (33). Let $A_1, \ldots, A_n$ be a set of events. We introduce the indicator function $I(A)$ which takes the value 1 if $A$ occurred and 0 otherwise. We wish to compute the counting probability $\text{Prob}(\nu = \sum_{m=1}^n I(A_m))$. To do so, let us first work with indicator functions and denote by $\mathcal{N} = \{1, \ldots, n\}$ the set of numbers from 1 to $n$. For exactly $\nu$ events to happen, we sum over all possible combinations of sets of $\nu$ events and require that all the events in the set happened, while requiring that the remaining ones did not happen. This reads

$$ I \left( \nu = \sum_{m=1}^n I(A_m) \right) = \sum_{J \subseteq \mathcal{N}, |J| = \nu} I \left( \bigcap_{j \in J} A_j \right) \times I \left( \bigcap_{l \in \mathcal{N} \setminus J} \bar{A}_l \right), $$

where $|J|$ denotes the cardinal number of the set $J$. By using the rule $I(B) = 1 - I(\bar{B})$, where $\bar{B}$ is the complementary event of $B$, we can rewrite the last indicator function as

$$ I \left( \nu = \sum_{m=1}^n I(A_m) \right) = \sum_{J \subseteq \mathcal{N}, |J| = \nu} I \left( \bigcap_{j \in J} A_j \right) \times \left[ 1 - \sum_{p=1}^{n-\nu} (-1)^{p-1} \sum_{K \subseteq \mathcal{N} \setminus J, |K| = p} I \left( \bigcap_{q \in K \cup J} A_q \right) \right]. $$

Making use of the inclusion-exclusion principle and that $|\mathcal{N} \setminus J| = n - \nu$, we rewrite the last indicator function as

$$ I \left( \nu = \sum_{m=1}^n I(A_m) \right) = \sum_{J \subseteq \mathcal{N}, |J| = \nu} I \left( \bigcap_{j \in J} A_j \right) \times \left[ 1 - \sum_{p=1}^{n-\nu} (-1)^{p-1} \sum_{L \subseteq \mathcal{N}, |L| = \nu+p} I \left( \bigcap_{q \in L} A_q \right) \right]. $$

Distributing the product, we obtain

$$ I \left( \nu = \sum_{m=1}^n I(A_m) \right) = \sum_{J \subseteq \mathcal{N}, |J| = \nu} I \left( \bigcap_{j \in J} A_j \right) - \sum_{p=1}^{n-\nu} (-1)^{p-1} \sum_{L \subseteq \mathcal{N}, |L| = \nu+p} I \left( \bigcap_{q \in L} A_q \right), $$

where we have used that $I \left( \bigcap_{j \in J} A_j \right) \times I \left( \bigcap_{q \in K \cup J} A_q \right) = I \left( \bigcap_{q \in K \cup J} A_q \right)$. The last double sum enumerates all the sets in $\mathcal{N}$ with $\nu + p$ elements. However, due to the double sum, we over-count them by a factor $\binom{\nu + p}{\nu}$, which is the number of ways one can separate a set of size $\nu + p$ into two sets of sizes $\nu$ and $p$. Therefore, it can be written as

$$ I \left( \nu = \sum_{m=1}^n I(A_m) \right) = \sum_{J \subseteq \mathcal{N}, |J| = \nu} I \left( \bigcap_{j \in J} A_j \right) - \sum_{p=1}^{n-\nu} (-1)^{p-1} \binom{\nu + p}{\nu} \sum_{L \subseteq \mathcal{N}, |L| = \nu+p} I \left( \bigcap_{q \in L} A_q \right). $$

Finally, noting that the first term on the rhs of (134) can be written as the $p = 0$ term of the sum over $p$, we find

$$ I \left( \nu = \sum_{m=1}^n I(A_m) \right) = \sum_{p=0}^{n-\nu} (-1)^p \binom{\nu + p}{\nu} \sum_{L \subseteq \mathcal{N}, |L| = \nu+p} I \left( \bigcap_{q \in L} A_q \right), $$

which, upon taking the expectation value and taking the generating function with respect to $\nu$, we get

$$ \sum_{\nu=0}^n \nu^k \text{Prob.} \left( \nu = \sum_{m=1}^n I(A_m) \right) = \sum_{k=0}^{n} (z - 1)^k \sum_{1 \leq i_1 < \ldots < i_k \leq n} \text{Prob.} \left( \bigcap_{s=1}^k A_{i_s} \right), $$

which recovers the Schuette-Nesbitt formula in (33).
A.2 Alternative derivation

An alternative proof of this last formula (133) is as follows. The generating function of $P_{\nu,n} = E[I(\nu = \sum_{m=1}^{n} I(A_m))]$ – with respect to $\nu = 0, \ldots, n$ – can also be written as

$$
\sum_{\nu=0}^{n} z^\nu P_{\nu,n} = E\left[\frac{\sum_{m=1}^{n} I(A_m)}{z}\right] = E\left[\prod_{m=1}^{n} z^{I(A_m)}\right].
$$

(134)

Since $I(A_m)$, for $m = 1, \ldots, n$, is a binary variable that takes only values 0 or 1, it is easy to check the identity

$$
z^{I(A_m)} = 1 + I(A_m)(z - 1).
$$

(135)

By inserting this identity (135) in (134), one obtains

$$
\sum_{\nu=0}^{n} z^\nu P_{\nu,n} = E\left[\prod_{m=1}^{n} (1 + I(A_m)(z - 1))\right].
$$

(136)

We then expand the product in (136) to obtain

$$
\sum_{\nu=0}^{n} z^\nu P_{\nu,n} = \sum_{k=0}^{n} (z - 1)^k \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} E[I(x_{i_1})I(x_{i_2}) \cdots I(x_{i_k})].
$$

(137)

which is the result given in (133).

B Evaluation of the integral (49) using the Pollaczek-Spitzer formula

In this appendix, we compute the integral in (49), which we decompose in two parts

$$
\int_{-\infty}^{0} da \tilde{p}_{z,s}(a) = I_1(z,s) - I_2(s),
$$

(138)

where

$$
I_1(z,s) = \int_{0}^{\infty} da \left[\frac{1}{1-s} S_s(u|a) - S_0(sz|a)\right],
$$

(139)

$$
I_2(s) = \int_{0}^{\infty} da [S_0(s|a) - 1].
$$

(140)

Below, in subsections B.1 and B.2 we show that $I_1(z,s)$ and $I_2(s)$ are given by

$$
I_1(z,s) = \frac{1}{1-sz} \int_{0}^{\infty} \frac{dq}{q^2} \ln\left(\frac{1-sf(q)}{1-s}\right),
$$

(141)

$$
I_2(s) = \frac{\lambda}{\sqrt{1-s}} \int_{-\infty}^{0} dy f(y-a) \int_{\gamma \pi} d\lambda e^{\lambda a} \exp\left(-\lambda \int_{0}^{\infty} \frac{dg}{\pi} \ln(1-sf(q))\right).
$$

(142)

Inserting these expressions into (138), we recover the expression (52) from the main text.
B.1 Analysis of $I_1(z,s)$

To analyse $I_1(z,s)$ in (139), we introduce an exponential cutoff in the integral which we let go to 0 as

$$I_1(z,s) = \lim_{\lambda \to 0} \lambda \left[ \frac{1}{(1-s) \sqrt{1-u}} \exp \left( -\lambda \int_0^\infty dq \frac{1}{\pi} \ln \left[ \frac{1 - s(z-1)f(q)}{1 - sf(q)} \right] \right) - \frac{1}{\sqrt{1-sz}} \exp \left( -\lambda \int_0^\infty dq \frac{1}{\pi} \ln \left[ \frac{1 - s-1f(q)}{1 - sf(q)} \right] \right) \right].$$

(143)

Using the Pollaczek-Spitzer formula in (50) and the expression of the effective distribution (51), we find

$$I_1(z,s) = \lim_{\lambda \to 0} \frac{1}{\lambda} \left[ \exp \left( -\lambda \int_0^\infty dq \frac{1}{\pi} \ln \left[ \frac{1 - s(z-1)f(q)}{1 - sf(q)} \right] \right) \right] - \frac{1}{\sqrt{1-sz}} \exp \left( -\lambda \int_0^\infty dq \frac{1}{\pi} \ln \left[ \frac{1 - sf(q)}{1 - fz(q)} \right] \right).$$

(144)

We decompose the logarithms in (144) as

$$\ln \left[ 1 - \frac{s(z-1)f(q)}{1 - sf(q)} \right] = \ln \left[ 1 - \frac{s(z-1)}{1 - s} \right] + \ln \left[ \frac{1 - s(z-1)f(q)}{1 - sf(q)} \right],$$

(145)

$$\ln[1 - szf(q)] = \ln[1 - s] + \ln \left[ \frac{1 - szf(q)}{1 - s} \right],$$

(146)

to find that (144) becomes

$$I_1(z,s) = \lim_{\lambda \to 0} \frac{1}{\lambda} \left[ \exp \left( -\lambda \int_0^\infty dq \frac{1}{\pi} \ln \left[ \frac{1 - s(z-1)f(q)}{1 - sf(q)} \right] \right) \right] - \exp \left( -\lambda \int_0^\infty dq \frac{1}{\pi} \ln \left[ \frac{1 - sf(q)}{1 - fz(q)} \right] \right).$$

(147)

Taking the limit $\lambda \to 0$ and simplifying, we get (141).

B.2 Analysis of $I_2(s)$

To analyse $I_2(s)$ in (140), we cannot directly use Pollaczek-Spitzer formula in (50) as the initial position in the generating function of the survival probability is negative. Therefore, we first decompose the generating function of the survival probability over the first step as

$$S_0(s) = 1 + s \int_0^\infty dq f(a+y)S_0(s,y),$$

(148)

where $f(q)$ is the jump distribution. We can then replace $S_0(s,y)$ by Pollaczek-Spitzer formula (50) in (148) as the initial position is now positive, which gives (142). The limit $s \to 1$ of $I_2(s)$ can be obtained by rescaling $q$ by $\lambda$ and $a$, $y$ and $\lambda$ by $(1 - s)^{\frac{1}{2}}$, which gives

$$I_2(s) \sim \frac{1}{(1-s)^{1/2}} \int_{-\infty}^\infty da \int_0^\infty dq \frac{c_\mu}{(y-a)^{1+\nu}} \int_{\gamma_B} d\lambda \frac{e^{-\lambda a}}{2\pi i\lambda} \exp \left( -\int_0^\infty dq \frac{\ln [(1-s)(1+\lambda^\nu q^\nu)]}{\pi} \right),$$

(149)

where we used the expansion $f(\eta) \sim \frac{c_\mu}{\sqrt{\nu\eta}}$ for $\eta \to \infty$, where $c_\mu = \Gamma(1+\mu)\sin(\pi\mu/2)/\pi$, which can be obtained by inverting the small $q$ expression of the Fourier transform $f(q)$ in (11). Using that $\int_0^\infty dq \frac{1}{1+q^2} = \frac{1}{2}$, it gives

$$I_2(s) \sim \frac{1}{(1-s)^{1/2}} \int_{-\infty}^\infty da \int_0^\infty dq \frac{c_\mu}{(y-a)^{1+\nu}} \int_{\gamma_B} d\lambda \frac{e^{-\lambda a}}{2\pi i\lambda} \exp \left( -\int_0^\infty dq \frac{\ln (1+\lambda^\nu q^\nu)}{\pi} \right),$$

(150)

One can easily check that the remaining integrals in (150) are well-behaved for $\mu > 1$.
C Alternative derivation of the expected gap

As in [32], we start from the celebrated Pollaczek-Wendel identity [47, 48] which states that the double generating function of the $k^{th}$ maximum is given by

$$
\varphi(s, z, \rho) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} s^n z^k E[\exp(\rho M_{k,n+1})] = \exp \left( \sum_{n=1}^{\infty} \frac{s^n}{n} E[\exp(\rho x_{n}^+)] + \frac{(sz)^{n}}{n} E[\exp(\rho x_{n}^-)] \right). 
$$

(151)

Note that the $k^{th}$ maximum $M_{k,n}$ in the Pollaczek-Wendel identity is the $k^{th}$ maximum of the set $\{x_0, \ldots, x_n\}$, which includes the initial position of the random walk. This is different to the definition given in the main text above [2], which does not include the initial position, but should not matter for the analysis of the expected stationary gap $\mathbb{E}[\Delta_k]$. As [32] showed, this formula can be more conveniently written as

$$
\varphi(s, z, \rho) = \frac{1}{\sqrt{1-s} \sqrt{1-sz} \sqrt{1-sz f(\rho)}} \exp \left( \frac{i}{2\pi} \PV \int_{-\infty}^{\infty} dq \ln(1-sz f(q)) \right) 
\times \exp \left( -\frac{i}{2\pi} \PV \int_{-\infty}^{\infty} dq \ln(1-sz f(q)) \right). 
$$

(152)

where $\PV$ refers to the principal value of the integral. From this generating function, we can extract the generating function of the mean value $\mathbb{E}[M_{k,n}]$ of the $k^{th}$ maximum:

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{n} z^k E[M_{n,k+1}] = \left. \frac{1}{i} \partial_{\rho} \varphi(s, z, \rho) \right|_{\rho=0}.
$$

(153)

Next, as in [32], we notice that [152] is not well suited to for an expansion close to $s = 0$, and we use trick, similar to theirs but adapted to fat-tailed distributions [11], which consists in writing

$$
\ln(1-sz f(q)) = \ln(1-s(1-|aq|^\mu)) + \ln \left( \frac{1-sz f(q)}{1-s(1-|q|^\mu)} \right).
$$

(154)

As in equation (45) in [50], we denote

$$
I_1(s, \rho) = \frac{\rho}{\pi} \int_{0}^{\infty} dq \frac{dq}{q^2 + |q|^\mu} \ln(1-s(1-a^\mu q^\mu)) = \frac{1}{\pi} \int_{0}^{\infty} dq \frac{dq}{q^2 + 1} \ln(1-s(1-a^\mu q^\mu)),
$$

and

$$
I_2(s, \rho) = \frac{\rho}{\pi} \int_{0}^{\infty} dq \frac{dq}{q^2 + |q|^\mu} \ln \left( \frac{1-sz f(q)}{1-s(1-|q|^\mu)} \right).
$$

(156)

Using the decomposition [154] and the definitions [155] and [156], we find that $\varphi(s, z, \rho)$ writes

$$
\varphi(s, z, \rho) = \frac{1}{\sqrt{1-s} \sqrt{1-sz} \sqrt{1-sz f(\rho)}} \exp \left( I_1(s, \rho) + I_2(s, \rho) - I_1(sz, \rho) - I_2(sz, \rho) \right).
$$

(157)

As in [50], we take a derivative with respect to $\rho$ and evaluate at $\rho = 0$, which gives

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{n} z^k E[M_{n,k+1}] = \frac{1}{i} \left. \partial_{\rho} \varphi(s, z, \rho) \right|_{\rho=0} = \frac{1}{(1-s)(1-sz)} \{ \partial_\rho I_1(s, 0) + \partial_\rho I_2(s, 0) - \partial_\rho I_1(sz, 0) - \partial_\rho I_2(sz, 0) \},
$$

(158)

where we used that $I_1(s, 0) = I_2(s, 0) = 0$. The derivative of $I_1(s, \rho)$ at $\rho = 0$ is given by

$$
\partial_\rho I_1(s, 0) = \lim_{\rho \to 0} \frac{\mu s^\mu - 1}{\pi} \int_{0}^{\infty} dq \frac{dq}{q^2 + 1} \ln \left( \frac{1-sz f(q)}{1-s(1-|q|^\mu)} \right) = \frac{s^{1/\mu}}{(1-s)^{1/\mu} \sin(\pi/2)},
$$

(159)

where we rescaled the integration variable by $\rho^\mu$. The derivative of $I_2(s, \rho)$ at $\rho = 0$ is given by

$$
\partial_\rho I_2(s, 0) = \frac{1}{\pi} \int_{0}^{\infty} dq \frac{dq}{q^2} \ln \left( \frac{1-sz f(q)}{1-s(1-|q|^\mu)} \right).
$$

(160)
Inserting the expressions (159) and (160) in (158), we find
\[
\sum_{n=0}^{\infty} \sum_{k=0}^{n} z^k E[M_{n,k+1}] = \frac{1}{(1-s)(1-sz)} \left( \frac{s^{1/\mu}}{(1-s)^{1/\mu} \sin(\frac{\pi}{\mu})} - \frac{(sz)^{1/\mu}}{(1-sz)^{1/\mu} \sin(\frac{\pi}{\mu})} \right) + \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-\hat{f}(q)}{1-z \hat{f}(q)} \right) - \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-sz \hat{f}(q)}{1-s \hat{f}(q)} \right) .
\]
Taking the limit \( s \to 0 \) gives
\[
\sum_{n=0}^{\infty} \sum_{k=0}^{n} z^k E[M_{n,k+1}] \sim \frac{1}{(1-sz)^{1/\mu} \sin(\frac{\pi}{\mu})} + \frac{1}{(1-s)^{1/\mu} \sin(\frac{\pi}{\mu})} \left( \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-\hat{f}(q)}{q^{\mu}} \right) - \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-z \hat{f}(q)}{1-zq^{\mu}} \right) \right) .
\]
Using Tauberian theorem, we find
\[
\sum_{k=0}^{n} z^k E[M_{n,k+1}] \sim \frac{\mu \Gamma \left( 1 - \frac{1}{\mu} \right) n^{\frac{1}{\mu}}}{\pi(1-z)} + \frac{1}{(1-z)} \left( \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-\hat{f}(q)}{q^{\mu}} \right) - \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-z \hat{f}(q)}{1-zq^{\mu}} \right) \right) .
\]
To invert the remaining generating function we use the identity
\[
\frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-z^{1/\mu}}{1-z(1-q^{\mu})} \right) = \frac{\alpha z^{1/\mu}}{\sin(\frac{\pi}{\mu})} \left( \frac{1}{(1-z)^{1/\mu}} - 1 - \frac{z^{1/\mu}}{1-z^{1/\mu}} \right) ,
\]
in order to rewrite the term \( \frac{z^{1/\mu}}{(1-z)^{1/\mu} \sin(\frac{\pi}{\mu})} \), which gives
\[
\sum_{k=0}^{n} z^k E[M_{n,k+1}] \sim \frac{1}{1-z} \left( \frac{\mu \Gamma \left( 1 - \frac{1}{\mu} \right) n^{\frac{1}{\mu}}}{\pi} + \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-\hat{f}(q)}{q^{\mu}} \right) - \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-z \hat{f}(q)}{1-zq^{\mu}} \right) \right) .
\]
Using the following generating functions
\[
\sum_{m=0}^{\infty} \Gamma \left( m + \frac{1}{\mu} \right) z^n = \frac{1}{(1-z)^{1/\mu}} , \quad \sum_{m=1}^{\infty} \frac{z^m}{m} = -\ln(1-z) ,
\]
and using the fact that a product of generating functions becomes a convolution, we find
\[
E[M_{n,k+1}] \sim \frac{\mu \Gamma \left( 1 - \frac{1}{\mu} \right) n^{\frac{1}{\mu}}}{\pi} + \frac{1}{\pi} \int_0^\infty \frac{dq}{q^2} \ln \left( \frac{1-\hat{f}(q)}{q^{\mu}} \right) - \frac{1}{\pi} \Gamma \left( 1 - \frac{1}{\mu} \right) \sum_{m=1}^{\infty} \frac{1}{m} \Gamma \left( m + \frac{1}{\mu} \right) .
\]
The stationary gap is therefore given by
\[
E[\Delta_k] = \lim_{n \to \infty} E[M_{k,n}] - E[M_{k+1,n}] = \frac{1}{\pi} \Gamma \left( 1 - \frac{1}{\mu} \right) \Gamma \left( k + \frac{1}{\mu} \right) \int_0^\infty \frac{dq}{q^2} \hat{f}(q)^k - \frac{1}{(1-q^{\mu})^k} .
\]
Upon using the identity (160), we recover the expression (12) given in the introduction.
D Analysis of the general formula in Eq. (98) in the case of a double sided exponential jump distribution

To compute explicitly the generating function of the stationary gap distribution \( \hat{P}_s(\Delta) = \sum_{k=0}^{\infty} P_k(\Delta) \) given in Eqs. (98) and (97) for the double exponential jump distribution \( f(\eta) = (1/2) e^{-|\eta|} \), it is useful to recall the remark done at the end of Section 3.1. Indeed, as done there (see Eqs. (88)-(90)), it is possible to express \( \hat{P}_s^{(1)}(\Delta) \) in (97) in terms of the solution of an integral equation, similar to what was done in Eqs. (88)-(90). One finds indeed
\[
\hat{P}_s^{(1)}(\Delta) = \int_{-\Delta}^{0} dx_1 \hat{S}_s(z|x_1) \hat{F}_s(x_1|\Delta),
\] (169)
where \( \hat{F}_s(x_1|\Delta) \) satisfies the integral equation
\[
\int_{-\Delta}^{0} dx_1 \hat{E}_s(z,x|x_1) \hat{F}_s(x_1|\Delta) = (1-z) \hat{F}_s(x|\Delta) + \hat{S}_s(z|x),
\] (170)
In general, it is very difficult to solve this integral equation \[170\]. However, it is possible to solve it explicitly for the double sided exponential distribution \( f(\eta) = e^{-|\eta|}/2 \), whose Fourier transform is
\[
\hat{f}(k) = \frac{1}{1 + k^2}.
\] (171)
In this case, the effective jump distribution \( [44] \) is given by
\[
\hat{S}_s(k) = \frac{1-s}{1-s + k^2},
\] (172)
which, in real space, reads \( \hat{S}_s(\eta) = \sqrt{1-s} \exp(-\sqrt{1-s}\eta)/2 \). Inserting this expression in \[42 \] and \[43 \], and using that in this case \( g(\eta) = 0 \) – see Eq. \[44 \] – we find
\[
\hat{S}_s(z|x) = 1 - x \sqrt{1-z},
\] (173)
\[
\hat{E}_s(z-1,y|x) = (1-z) \max(x,y) - \sqrt{1-z},
\] (174)
where we used the identities
\[
-\int_0^\infty dq \frac{\pi}{q^2} \ln \left( 1 + \frac{1-z}{q^2} \right) = -\sqrt{1-z},
\] (175)
\[
-(1-z) \int_0^\infty dq \frac{\pi}{q^2} \cos(q(y-x))-1 = \frac{|y-x|(1-z)}{2},
\] (176)
Together with the fact that the Laplace transform of the inverse Laplace transform of a function is the function itself, i.e., \( \int_0^\infty dx e^{-z x} \int_{\gamma+i\mathbb{R}} d\lambda \frac{h(\lambda)}{\lambda^2} = h(1) \) for any integrable function \( h(\lambda) \). Inserting \[173 \] and \[174 \] into the integral equation \[170 \] gives
\[
\int_{-\Delta}^{0} dx_1 \left[ (1-z) \max(x_1,x) - \sqrt{1-z} \right] \hat{F}_s(x_1|\Delta) = (1-z) \hat{F}_s(x|\Delta) + 1 - x \sqrt{1-z}.
\] (177)
One can now take two derivatives with respect to \( x \), using \( \partial_x^2 \max(x_1,x) = \delta(x-x_1) \), to get the simple partial differential equation satisfied by \( \hat{F}_s(x) \), namely
\[
\hat{F}_s(x|\Delta) = \partial_x^2 \hat{F}_s(x|\Delta), \quad x \in [-\Delta,0].
\] (178)
Therefore \( \hat{F}_s(x|\Delta) \) is of the form
\[
\hat{F}_s(x|\Delta) = A(\Delta) e^x + B(\Delta) e^{-x},
\] (179)
where \( A(\Delta) \) and \( B(\Delta) \) are two unknown integration constants, i.e. independent of \( x \). To determine them, we inject this solution \[179 \] in the original integral equation \[177 \], which yields a linear system of two independent equations relating \( A(\Delta) \) and \( B(\Delta) \). By solving this linear system, one finds
\[
A(\Delta) = \frac{\sqrt{1-z} - 1}{2 \left( \cosh(\Delta) + \sqrt{1-z} \sinh(\Delta) - z \cosh(\Delta) \right)}, \quad B(\Delta) = \frac{\sqrt{1-z} + 1}{2(z-1) \cosh(\Delta) - 2\sqrt{1-z} \sinh(\Delta)}.
\] (180)
Substituting these expressions in the one for \( F_s(x|\Delta) \), we find
\[
F_s(x|\Delta) = \frac{\sqrt{1 - z \sinh(x)} - \cosh(x)}{\cosh(\Delta) + \sqrt{1 - z \sinh(\Delta)} - z \cosh(\Delta)}.
\] (181)

Inserting it in (169) and performing the integration, we find a fairly simple expression, namely
\[
\hat{p}_s^{(1)}(\Delta) = \int_{-\Delta}^{0} dx_1 (1 - x_1 \sqrt{1 - z}) \frac{\sqrt{1 - z \sinh(x_1)} - \cosh(x_1)}{\cosh(\Delta) + \sqrt{1 - z \sinh(\Delta)} - z \cosh(\Delta)} = -\frac{1}{\sqrt{1 - z}} - \Delta + \frac{\sqrt{1 - z \sinh \Delta + \cosh \Delta}}{\sqrt{1 - z \cosh \Delta + \sinh \Delta}}.
\] (182)

On the other hand, the term \( \hat{p}_s^{(2)}(\Delta) \) in (86) in the limit \( s \to 1 \) reads
\[
\hat{p}_s^{(2)}(\Delta) = \mathbb{E}(\Delta_{x,s}) + \frac{s \Delta}{1 - s} \sim \frac{1}{1 - s} \left( \int_0^\infty dq \frac{1}{q^2} \ln \left( \frac{1 - z f(q)}{1 - z} \right) + \Delta \right)
\sim \frac{1}{1 - s} \left( \frac{1}{\sqrt{1 - z}} - 1 + \Delta \right), \quad s \to 1,
\] (183)
where we used (51) for the expected gap in the limit \( s \to 1 \). Finally, combining the results in (182) and (184) one finds
\[
\hat{p}_{x,s}(\Delta) = \hat{p}_s^{(1)}(\Delta) + \hat{p}_s^{(2)}(\Delta) \sim \left. \frac{1}{1 - s} \left( \frac{\sqrt{1 - z \sinh \Delta + \cosh \Delta}}{\sqrt{1 - z \cosh \Delta + \sinh \Delta}} - 1 \right) \right|_{s \to 1}.
\] (185)

Hence we recover the expression obtained in (32) and (38) [see equation (70) in that reference]. Note that there the generating function of \( P_{k,n}(\Delta) \) includes the term \( s \Delta \) in (185), which is not present in (32) (8). Note that it is also possible to compute explicitly the expressions of \( \check{S}_s(z|x) \) and \( \check{E}_s(z,y|x) \) for the case of the jump distribution \( f(\eta) \propto |\eta| e^{-|\eta|} \) (see Appendix E).

E Small s limit of \( \check{S}_s(u|x) \) and \( \check{E}_s(u,y|x) \) for \( x < 0 \) and \( y < 0 \)

In this Appendix, we analyse the small \( s \) limit of \( \check{S}_s(u|x) \) and \( \check{E}_s(u,y|x) \), with \( u = s(z - 1)/(1 - s) \) for \( x < 0 \) and \( y < 0 \).

E.1 \( \check{S}_s(u|x) \)

From the Pollaczek-Spitzer formula (7), we know that for \( x > 0 \), the generating function of the survival probability is given by (50). In particular, we have the Sparre Andersen result
\[
\check{S}_s(z,0) = \frac{1}{\sqrt{1 - z}}.
\] (186)

To obtain an expression for \( x < 0 \), we expand the survival probability over the first jump, which reads
\[
S_s(n,x) = \int_0^\infty dy f_s(y - x) S_s(n - 1, y),
\] (187)
where \( f_s(\eta) = \int_{-\infty}^\infty dq e^{-i\eta q} \hat{f}_s(q) \) is the effective jump distribution (51). The expression (187) states that for the random walk to survive from \( x \) during \( n \) steps, it must jump to \( y > 0 \) at the first step and survive \( n - 1 \) steps from \( y \). Upon taking a generating function of (187) and using that by definition in (11), one has \( S_s(0,x) = 1 \) for \( x \in \mathbb{R} \), the generating function of the survival probability reads
\[
S_s(z,x) = 1 + z \int_0^\infty dx' f_s(x' - x) \check{S}_s(z,x'),
\] (188)
which is valid for all \( x \in \mathbb{R} \). We now analyse (188) in the limit \( s \to 1 \). To do so, we found it convenient to add and subtract the following terms
\[
\check{S}_s(z,x) = 1 + z \int_0^\infty dx' f_s(x') \check{S}_s(z,x') + z \int_0^\infty dx'[f_s(x' - x) - f_s(x')] \check{S}_s(z,x').
\] (189)
Recognizing that the first two terms correspond to the generating function of the survival probability evaluated at $x = 0$, we get

$$S_s(z, x) = S_s(z, 0) + z \int_0^\infty dx'[\hat{u}(x' - x) - \hat{u}(x')] \hat{S}_s(z, x'),$$

$$= \frac{1}{\sqrt{1 - s}} + z \int_0^\infty dx'[\hat{u}(x' - x) - \hat{u}(x')] \hat{S}_s(z, x'),$$

(190)

where we used the Sparre Andersen result $\hat{S}_s(z, x')$ in the integral is only evaluated for positive argument $x' > 0$, we can replace it by the Pollaczek-Spitzer formula given in (50). We find

$$\hat{S}_s(z) = \frac{1}{\sqrt{1 - s}} + \frac{z}{\sqrt{1 - s}} \int_0^\infty dx'[\hat{u}(x' - x) - \hat{u}(x')] \hat{S}_s(z, x') \int_{\gamma_B} \frac{e^{\lambda x'}}{2\pi i \lambda} \exp \left( -\lambda \int_0^\infty \frac{dy}{\pi} \ln(1 - z \hat{u}(y)) \right).$$

(191)

We now evaluate this expression at $u = s(z - 1)/(1 - s)$ in the limit $s \to 1$. It reads explicitly

$$\hat{S}_s(u, x) \sim \frac{1}{\sqrt{1 - s}} - \frac{\gamma_B}{(1 - s)^{3/2}} \int_0^\infty dx'[\hat{u}(x' - x) - \hat{u}(x')] \hat{S}_s(z, x') \int_{\gamma_B} \frac{e^{\lambda x'}}{2\pi i \lambda} \exp \left( -\lambda \int_0^\infty \frac{dy}{\pi} \ln(1 - z \hat{u}(y)) \right).$$

(192)

Naively, it seems that one can take directly the limit $s \to 1$ in (192) by setting $s = 1$ in the integral. This is however too naive, as it can be shown by an explicit calculation for the double exponential case. In fact, this can be seen from the fact that the expansion of the effective distribution as $s \to 1$ leads, to leading order

$$\hat{S}_s(u, x) \sim \frac{\gamma_B}{(1 - s)^{3/2}} \int_0^\infty dx'[\hat{u}(x' - x) - \hat{u}(x')] \hat{S}_s(z, x') \int_{\gamma_B} \frac{e^{\lambda x'}}{2\pi i \lambda} \exp \left( -\lambda \int_0^\infty \frac{dy}{\pi} \ln(1 - z \hat{u}(y)) \right).$$

(193)

Once inserted in (192), we see that the integral of the term of order $O(1 - s)$ is diverging for $q \to 0$ since $1/(1 - \hat{f}(q)) \sim 1/|q|^{2\mu}$. This signals the fact that one must be careful to take this limit $s \to 1$. To analyse this limit, it is convenient to add and subtract $\hat{u}(q) = 1/(1 + |q|^{2\mu})$ to $\hat{S}_s(q)$

$$\hat{S}_s(q) = \hat{u}(q) + \hat{F}_s(q) \quad \text{where} \quad \hat{F}_s(q) = (1 - s) \frac{\hat{f}(q)}{1 - s \hat{f}(q)} - (1 - s) \frac{1}{(1 - s) + |q|^{2\mu}}.$$

(194)

An interesting property of $\hat{F}_s(q)$ is that its expansion for $s \to 1$, i.e. the analogue of (193) reads, to leading order

$$\hat{F}_s(q) \sim \frac{(1 + |q|^{2\mu}) \hat{f}(q) - 1}{(1 - f(q)) |q|^{2\mu}} - (1 - s) \left( \frac{\hat{f}(q)^2}{(1 - f(q))^{2\mu}} - \frac{1}{|q|^{2\mu}} \right) + O((1 - s)^2).$$

(195)

Since $\hat{f}(q) \sim 1 - |q|^{2\mu}$ for small $q$ we see that the divergence $\propto 1/|q|^{2\mu}$ is thus suppressed in the term of order $O(1 - s)$ in (195), while the first term goes to a constant as $q \to 0$—assuming that $\hat{f}(q) = 1 - q^{2\mu} + O(q^{2\mu})$ as $q \to 0$. In the limit $s \to 1$, we find that the Fourier transform of the effective distribution (194) takes the limiting form

$$\hat{F}_s(q) \sim \frac{1}{(1 - s) + |q|^{2\mu}},$$

which in real space reads

$$\hat{u}(x) = \int_{-\infty}^\infty \frac{dx' e^{-ix' x}}{2\pi} \hat{u}(x') \sim (1 - s) \frac{1}{\pi} \hat{F}_s \left( (1 - s) \frac{x}{\pi} \right) + (1 - s) \hat{g}(x), \quad s \to 1,$$

(196a)

$$\hat{u}(x) = \int_{-\infty}^\infty \frac{e^{-ix' x}}{2\pi} \hat{u}(x') \sim (1 - s) \frac{1}{\pi} \hat{F}_s \left( (1 - s) \frac{x}{\pi} \right) + (1 - s) \hat{g}(x), \quad s \to 1,$$

(196b)

where

$$\hat{F}_s(u) = \frac{1}{1 + u^{2\mu}},$$

(197)

$$\hat{g}(q) = \frac{(1 + |q|^{2\mu}) \hat{f}(q) - 1}{(1 - f(q)) |q|^{2\mu}},$$

(198)
and \( F_n(x) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} e^{-ixq} \tilde{F}(u) \), and \( g(x) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} e^{-ixq} \tilde{g}(q) \). Upon inserting the scaling \([196]\) in \([192]\), and rescaling all integration variables by \((1-s)^{\frac{1}{2}}\), we obtain the following expression:

\[
\mathcal{S}_s(x) \sim \frac{\sqrt{1-s}}{\sqrt{1-z}} - \frac{\sqrt{1-z}}{\sqrt{1-s}} \int_0^\infty dx' \left[ F_\mu \left( x' - (1-s) \frac{z}{x} \right) - F_\mu \left( x' \right) \right] \int_{\gamma_B} \frac{d\lambda}{2\pi i} \lambda' \exp \left( -\lambda' \int_0^\infty \frac{dq}{\pi} \frac{\ln(1 + \frac{1-q}{\lambda^2 + q^2})}{\lambda^2 + q^2} \right) - \sqrt{1-(z)}(1-s) \int_0^\infty dx' \left[ g(x' - x) - g(x) \right] \int_{\gamma_B} \frac{d\lambda}{2\pi i} \lambda' \exp \left( -\lambda \int_0^\infty \frac{dq}{\pi} \frac{\ln(1 + \frac{1-(z-x)}{\lambda^2 + q^2})}{\lambda^2 + q^2} \right), \tag{199}
\]

Further letting \( s \to 1 \) in the logarithm, and using that \( \lambda \int_0^\infty \frac{dq}{\pi} \frac{1}{\lambda^2 + q^2} = \frac{1}{2} \), we find

\[
\mathcal{S}_s(x) \sim \frac{\sqrt{1-s}}{\sqrt{1-z}} + (1-s) \frac{z}{x} \int_0^\infty dx' F'_\mu \left( x' \right) \int_{\gamma_B} \frac{d\lambda}{2\pi i} \lambda' \exp \left( \lambda \int_0^\infty \frac{dq}{\pi} \frac{\ln(1 + q^2)}{\lambda^2 + q^2} \right) - \frac{\sqrt{1-s} \sqrt{1-z}}{2} \int_0^\infty dx' \left[ g(x' - x) - g(x) \right] \int_{\gamma_B} \frac{d\lambda}{2\pi i} \lambda' \exp \left( -\lambda \int_0^\infty \frac{dq}{\pi} \frac{\ln(1 + \frac{1-(z-x)}{\lambda^2 + q^2})}{\lambda^2 + q^2} \right), \tag{200}
\]

where \( F'_\mu \) is the derivative of \( F_\mu \). Keeping only the highest order terms in \([200]\), which means the first and the last terms for \( \mu < 2 \) and all of them for \( \mu = 2 \), we find the expression \([191]\) given in the main text. For \( \mu = 2 \), we used that

\[
\int_0^\infty dx' F'_2 \left( x' \right) \int_{\gamma_B} \frac{d\lambda}{2\pi i} \lambda' \exp \left( \lambda \int_0^\infty \frac{dq}{\pi} \frac{\ln(1 + q^2)}{\lambda^2 + q^2} \right) = -1, \tag{201}
\]

which can be easily shown by noting that \( F_2(x) = e^{-|x|}/2 \) and using the fact that the Laplace transform of the inverse Laplace transform of a function is the function itself, i.e. that \( \int_0^\infty dx e^{-x} \int_{\gamma_B} \frac{d\lambda}{2\pi i} \frac{\hat{f}(\lambda)}{h(\lambda)} = h(1) \) for a function \( h \).

E.2 \( \tilde{E}_s(u, y|x) \)

From the Pollaczek-Spitzer formula we know that for \( x > 0 \) and \( y > 0 \), the generating function \( \tilde{E}_s(z, y|x) \) is given by

\[
\tilde{E}_s(z, y|x) = \sum_{n=0}^{\infty} z^n E_s(n, y|x) = \int_{\gamma_B} d\lambda d\nu \frac{e^{\lambda y} \nu}{2\pi i} \lambda + \lambda' \exp \left( -\lambda \int_0^\infty \frac{dq}{\pi} \frac{\ln(1 - z \hat{f}(q))}{\lambda^2 + q^2} - \lambda' \int_0^\infty \frac{dq}{\pi} \frac{\ln(1 - z \hat{f}(q))}{\lambda'^2 + q^2} \right). \tag{202}
\]

Note that in our case, we are interested in \( \tilde{E}_s(z, y|x) = \sum_{n=1}^{\infty} z^n E_s(n, y|x) \), where the index starts from 1 (hence the different notations \( \tilde{E}_s(z, y|x) \) and \( \tilde{E}_s(z, y|x) \)). We therefore need to remove the term \( n = 0 \) in the sum in \([202]\), which gives

\[
\tilde{E}_s(z, y|x) = \tilde{E}_s(z, y|x) - \delta(y - x), \tag{203}
\]

where we used that \( E_s(0, y|x) = \delta(y - x) \). In particular for \( x = y = 0 \), we have (see Appendix E.3)

\[
\tilde{E}_s(z, 0|0) = -\int_0^\infty \frac{dq}{\pi} \ln \left( 1 - z \hat{f}_s(q) \right). \tag{204}
\]

To obtain an expression for \( x < 0 \) and \( y < 0 \), similarly to the previous section, we expand the excursion over the first jump and last jump

\[
E_s(n, y|x) = \int_0^\infty dx' dq' \hat{f}_s(x' - x) E_s(n - 2, y'|x') \hat{f}_s(y' - y'), \tag{205}
\]

where \( \hat{f}_s(q) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} e^{-iqq} \hat{f}_s(q) \) is the effective jump distribution \([51]\). The expression \([205]\) states that for the random walk to make an excursion from \( x \) to \( y \) during \( n \) steps, it must perform a first jump to \( x' > 0 \) at the first step, make an excursion of \( n - 2 \) steps to \( y' \), then jump from \( y' \) to \( y \). Upon taking a generating function of \([205]\) and using that by definition in \([72]\),
reads

\[ E_s(0, y|x) = \delta(y - x) \quad \text{and} \quad E_s(1, y|x) = f_s(y - x) \quad \text{for} \quad x, y \in \mathbb{R}, \]

we get that the generating function of the survival probability reads

\[ E_s(z, y|x) = \sum_{n=0}^{\infty} z^n E_s(n, y|x) = \delta(y - x) + z f_s(y - x) + z^2 \int_0^{\infty} dx' dy' f_s(x' - x) E_s(z, y'|x') E_s(y - y'). \]  

(206)

Inserting this in (203), we get

\[ \hat{E}_s(z, y|x) = z f_s(y - x) + z^2 \int_0^{\infty} dx' dy' f_s(x' - x) \hat{E}_s(z, y'|x') E_s(y - y'). \]  

(207)

We now analyse the small \( s \) limit of (207). As in the previous section, we find it convenient to add and subtract the following terms

\[ \hat{E}_s(z, y|x) = z [f_s(y - x) - f_s(0)] + z^2 \int_0^{\infty} dx' dy' [f_s(x' - x) E_s(y - y') - f_s(x') E_s(-y')] \hat{E}_s(z, y'|x') + E_s(z, y|x) 
\]

(208)

Using (207), we recognize that the last line is the generating function evaluated at \( x = y = 0 \), namely

\[ \hat{E}_s(z, 0|0) = \int_{\gamma_B} d\lambda d\lambda' \frac{e^{\lambda x + \lambda' y}}{(2\pi i)^2 (\lambda + \lambda')} \exp \left( \lambda \int_0^{\infty} dq \ln(1 + q^\mu) \right) \
\]

\[ \times \exp \left( \lambda' \int_0^{\infty} dq \ln(1 + q^{\mu'}) \right) \phi(\lambda, z) \phi(\lambda', z) \]

where we used the expression of \( \hat{E}_s(z, 0|0) \) in (203). Upon replacing \( z \) by \( s = (s - 1)/(1 - s) \) and using the same trick as explained before in (194) and using the expansion (196), one finds in the limit \( s \to 1 \) that

\[ \hat{E}_s(u, 0|0) \sim \frac{1}{1 - s} [f_s(y - x) - f_s(0)] 
\]

Next, we note that in the limit \( s \to 1 \) with \( x = O(1) \) and \( y = O(1) \), the first line becomes

\[ \int_{\gamma_B} d\lambda d\lambda' \frac{e^{\lambda x + \lambda' y}}{(2\pi i)^2 (\lambda + \lambda')} \phi(\lambda, z) \phi(\lambda', z) 
\]

(210)
Finally, keeping only the highest order terms in the limit $s \to 1$, which corresponds to all the terms in (210) for $\mu = 2$ and all the lines except the terms of order $O[(1-s)^{2-\frac{3}{2}}]$, we recover the expression (91) given in the main text. In doing so, we used that, for $\mu = 2$, we have

$$\int_0^\infty dx' dy' [\mathcal{F}_2(x') \mathcal{F}_2(y')] \int_{\gamma_B} d\lambda d\lambda' e^{\lambda x' + \lambda' y'} \exp \left( \lambda \int_0^\infty \frac{dy}{\pi} \frac{\ln(1+q^2)}{\lambda^2 + q^2} + \lambda' \int_0^\infty \frac{dy}{\pi} \frac{\ln(1+q^2)}{\lambda^2 + q^2} \right) = -\frac{1}{2}, \quad (212)$$

and inserting this expression in (213), we find

$$\int_0^\infty dx' \mathcal{F}_2(x') \int_{\gamma_B} d\lambda e^{\lambda x'} \exp \left( \lambda \int_0^\infty \frac{dy}{\pi} \frac{\ln(1+q^2)}{\lambda^2 + q^2} \right) = 1, \quad (213)$$

which can be easily shown by noting that $\mathcal{F}_2(x) = e^{-|x|/2}$ and using the fact that the Laplace transform of the inverse Laplace transform of a function is the function itself, i.e. that $\int_0^\infty dx e^{-x} \int_{\gamma_B} d\lambda \frac{e^{\lambda x}}{2\pi i} h(\lambda) = h(1)$ for a function $h$.

### E.3 $\tilde{E}_s(z, 0|0)$

We take the limit $\lambda \to \infty$ and $\lambda' \to \infty$ in (203), which gives

$$E_s(z, 0|0) = \int_{\gamma_B} d\lambda d\lambda' e^{\lambda x} e^{\lambda' y} \frac{1}{2\pi i} \frac{1}{\lambda + \lambda'} \left( 1 - \frac{1}{\lambda} + \frac{1}{\lambda'} \right) f_{\gamma_B}(\ln(1 - z \hat{L}(q))). \quad (214)$$

Inverting the Laplace transforms with respect to $\lambda$ and $\lambda'$ and inserting it in (203), we recover (204).

### F The special case of the distribution $f(\eta) = \frac{3}{2} |\eta| e^{-\sqrt{3}|\eta|}$

In this appendix, we focus on the special case of

$$f(\eta) = \frac{3}{2} |\eta| e^{-\sqrt{3}|\eta|}, \quad (215)$$

for which the Fourier transform is given by

$$\hat{f}(q) = \frac{3 (3 - q^2)}{(q^2 + 3)^2}. \quad (216)$$

In this case, $\hat{g}(q)$, which is defined in (198), reads

$$\hat{g}(q) = -\frac{4}{q^2 + 9}, \quad (217)$$

so that

$$g(\eta) = -\frac{2}{3} e^{-3|\eta|}. \quad (218)$$

Inserting this expression (218) in (212) and (213), we find

$$S_s(z|x) = 1 - x \sqrt{1 - z} + \frac{2}{3}(z - 1)(1 - e^{3x}) \phi(\lambda = 3, z), \quad (219)$$

$$E_s(z, y|x) = -\int_0^\infty \frac{dy}{\pi} \frac{\ln \left( 1 + (1 - z) \left( \frac{4}{q^2 + 9} - \frac{4}{q^2 + 9} \right) \right)}{\frac{1}{6} (4 - 4 e^{-3|x-y|} - 3|x-y|) + \frac{1}{2}} \phi(3, z) \left( 2 - e^{3x} - e^{3y} \right), \quad (220)$$

where the function $\phi(\lambda, z)$ is given in (215) with $\hat{f}(k) = 3(3-k^2)/(k^2+3)^2$ and where we used the fact that the Laplace transform of the inverse Laplace transform of a function is the function itself, i.e. that $\int_0^\infty dx e^{-x} \int_{\gamma_B} d\lambda \frac{e^{\lambda x}}{2\pi i} h(\lambda) = h(1)$ for a function $h$, as well as

$$\int_0^\infty \frac{dy}{\pi} \left( \frac{4}{q^2 + 9} \right) [\cos(q(y-x)) - 1] = \frac{1}{6} (4 - 4 e^{-3|x-y|} - 3|x-y|). \quad (222)$$
In particular, the function $\phi(\lambda, z)$ admits the small $z$ expansion
\begin{equation}
\frac{1}{3} \phi(\lambda = 3, z) = (2 - \sqrt{3}) + \frac{z}{4} (2 - \sqrt{3})^3 + O(z^2), \quad (223)
\end{equation}
from which one obtains the small $z$ expansion of $S_\ast(z|x)$ as
\begin{equation}
S_\ast(z|x) = \frac{2\sqrt{3} - 1}{3} - x + \frac{4 - 2\sqrt{3}}{3} e^{3x} + \frac{z}{6} \left(3x + 1 - e^{3x}\right) + O(z^2). \quad (224)
\end{equation}
Quite remarkably, one observes from (224), that $S_\ast(z = 0, x)$ coincides exactly with the function $\sqrt{\pi} U_0(-x)$ defined in [64] – see (77). Note that this also holds for the double exponential case in (173). Inserting the small $z$ expansion of $S_\ast(z|x)$ into (221) one can similarly obtain the small $z$ expansion of $E_s(z, y|x)$. These expansions, up to order $O(z)$, can eventually be used in Eq. (97) to obtain the small $\Delta$ expansion of the distribution of the first gap for this jump distribution $f(\eta) = \frac{2}{[\eta] e^{-\sqrt{3}z[\eta]}}$. We have carefully checked that this small $\Delta$ expansion exactly coincides (up to order $O(\Delta^2)$) with the small $\Delta$ expansion of the exact result for the distribution of the first gap, obtained from a completely different method in Refs. [63, 64].

G Scaling function of the condensed phase

In this Appendix, we are interested in the stationary probability distribution of the $k^{th}$ gap $P_k(\Delta)$ in the limit of large gaps $\Delta$. To study this limit, we have found convenient to leave aside “Spitzer’s idea” for a moment, and to write out explicitly the random walk path contributions. We argue that all the contributions can be written as (see figure 9):
\begin{equation}
\int_\infty^- d\eta \eta^{-\mu-1} \phi(\eta), \quad \eta \to \infty, \quad (226)
\end{equation}
\begin{equation}
\int_0^\infty dy E_0(n, y|x) \sim \frac{1}{\sqrt{n}} U_\mu(x), \quad x = O(1), \quad (227)
\end{equation}
\begin{equation}
\sum_{n=0}^\infty E_0(n, y|x) \sim V_\mu(x, y), \quad x = O(1), \quad y = O(1), \quad (228)
\end{equation}
\begin{equation}
E_0(k, y|x) \sim \frac{1}{k^2} J_\mu \left( u = \frac{y}{k^2}, \quad v = \frac{x}{k^2} \right), \quad x = O(k^{-\mu}), \quad y = O(k^{-\mu}), \quad (229)
\end{equation}
where
\begin{equation}
U_\mu(x) = \int_{\gamma_B} \frac{d\lambda e^{\lambda x}}{2\pi i} \frac{1}{\lambda^{\mu+1}} \exp \left[ -\frac{\lambda}{\pi} \int_0^\infty \frac{dq}{\lambda^2 + q^2} \ln \left(1 - \hat{f}(q)\right)\right], \quad (230)
\end{equation}
\begin{equation}
V_\mu(x, y) = \int_{\gamma_B} \frac{d\lambda e^{\lambda x}}{2\pi i} \int_{\gamma_B} \frac{d\lambda' e^{\lambda' y}}{2\pi i} \exp \left[ -\frac{\lambda}{\pi} \int_0^\infty \frac{dq}{\lambda^2 + q^2} \ln \left(1 - \hat{f}(q)\right)\right] - \frac{\lambda'}{\pi} \int_0^\infty \frac{dq}{\lambda'^2 + q^2} \ln \left(1 - \hat{f}(q)\right), \quad (231)
\end{equation}
\begin{equation}
J_\mu(u, v) = \int_{\gamma_B} \frac{d\lambda e^{\lambda x}}{2\pi i} \int_{\gamma_B} \frac{d\lambda' e^{\lambda' y}}{2\pi i} \frac{1}{s(\lambda + \lambda')} \exp \left[ \frac{1}{\pi} \int_0^\infty dq \left( \ln \left(1 + \frac{\lambda'^2 q^2}{s(\lambda + \lambda')^2}\right) + \ln \left(1 + \frac{\lambda^2 q^2}{s(\lambda + \lambda')^2}\right)\right)\right], \quad (232)
\end{equation}
In the limit of $n \to \infty$ with $k$ fixed, the trajectories that contribute to the gap probability $\int_{-\infty}^{\infty} dp_{k,n}(a, \Delta)$ are the trajectories that jump an even number of times $2j$ over the gap. We parametrize these trajectories by letting the random walk start from a distance $x_0$ from the gap, then propagates to a point located a distance $x_1$ during $n_1$ steps while remaining below the gap, after which it jumps over the gap to a point located a distance $x_2$ from the gap, then it propagates to $x_3$ during $k_1$ steps while remaining above the gap, and so on, so that $k = k_1 + \ldots + k_j + j$ and that $n - k = n_1 + \ldots + n_j + j$ (where the last term $j$ accounts for the first jump in each sequence). We then sum over all possible values of these variables, which corresponds to summing over all possible locations and configurations of the gap.

and $c_\mu = \Gamma(1 + \mu) \sin(\pi \mu/2)/\pi$. we find that (225) becomes $\lim_{n \to \infty} \int_{-\infty}^{\infty} dp_{k,n}(a, \Delta) = \int_{-\infty}^{\infty} dp_k(a, \Delta)$ where

$$\int_{-\infty}^{\infty} dp_k(a, \Delta) \sim \pi \sum_{j=1}^{\infty} \sum_{k_1,\ldots,k_j=0} \delta(k_1 + \ldots + k_j + j - k)$$

$$\int_{0}^{\infty} dx_1 \ldots dx_4 U_\mu(x_1) \frac{c_\mu}{(x_1 + x_2 + \Delta)^{1+\mu}} \frac{1}{k_1^{\mu}} \mathcal{J}_\mu \left( \frac{x_2}{k_1^{\mu}}, \frac{x_3}{k_1^{\mu}} \right) \frac{c_\mu}{(x_3 + x_4 + \Delta)^{1+\mu}}$$

$$V_\mu(x_5, x_4) \frac{c_\mu}{(x_5 + x_6 + \Delta)^{1+\mu}} \frac{1}{k_2^{\mu}} \mathcal{J}_\mu \left( \frac{x_6}{k_2^{\mu}}, \frac{x_7}{k_2^{\mu}} \right) \frac{c_\mu}{(x_7 + x_8 + \Delta)^{1+\mu}}$$

$$\ldots$$

$$V_\mu(x_{4j-4}, x_{4j-1}) \frac{c_\mu}{(x_{4j-2} + x_{4j-3} + \Delta)^{1+\mu}} \frac{1}{k_j^{\mu}} \mathcal{J}_\mu \left( \frac{x_{4j-1}}{k_j^{\mu}}, \frac{x_{4j-2}}{k_j^{\mu}} \right) \frac{c_\mu}{(x_{4j-1} + x_{4j} + \Delta)^{1+\mu}}$$

$$U_\mu(x_{4j}) , \ k \to \infty ,$$

(233)

where we used that $\sum_{j=1}^{n-1} j^{-1/2} (n-j)^{-1/2} \sim \pi$ for $n \to \infty$. Rescaling all the integration variables by $\Delta$ and using the following expansions

$$U_\mu(x) \sim A_\mu x^{\frac{\mu}{2}} , \ x \to \infty ,$$

(234)

$$V_\mu(x, y) \sim C_\mu x^{\mu-1} v_\mu(x, y) , \ x \to \infty ,$$

(235)

$$V_\mu(x, y) \sim C_\mu x^{\mu-1} v_\mu(x, y) , \ x \to \infty ,$$
where \( A_\mu = 1/|\sqrt{\pi} \Gamma(1+\mu/2)| \), \( C_\mu = 1/\Gamma(\mu/2)^2 \) and \( \nu_\mu(x,y) = \int_0^{\min(x,y)} dz (y-z)^{\mu-1}(x-z)^{\mu-1} \), gives

\[
\int_{-\infty}^{\infty} d\mu (a, \Delta) \sim \pi \sum_{j=1}^{\infty} \sum_{j_1 \cdots j_3=0} \delta(k_1 + \cdots + k_j + j-k) \frac{\Delta^{j+1-j}\mu}{k_1^{2\mu} \cdots k_j^{2\mu}} A_\mu^2 C_\mu^{-1} D_\mu^2
\]

\[
\int_{0}^{\infty} dx_1 \cdots dx_{4j-1} \frac{1}{(x_1 + x_2 + 1)^{1+\mu}} J_\mu \left( \frac{\Delta x_2}{k_1^{2\mu}}, \frac{\Delta x_3}{k_2^{2\mu}} \right) \frac{1}{(x_3 + x_4 + 1)^{1+\mu}}
\]

\[
v_\mu(x_5,x_4) \frac{1}{(x_5 + x_6 + 1)^{1+\mu}} J_\mu \left( \frac{\Delta x_6}{k_2^{2\mu}}, \frac{\Delta x_7}{k_2^{2\mu}} \right) \frac{1}{(x_7 + x_8 + 1)^{1+\mu}}
\]

\[
v_\mu(x_{4j-4},x_{4j-3}) \frac{1}{(x_{4j-2} + x_{4j-3} + 1)^{1+\mu}} J_\mu \left( \frac{\Delta x_{4j-1}}{k_j^{2\mu}}, \frac{\Delta x_{4j-2}}{k_j^{2\mu}} \right) \frac{1}{(x_{4j-1} + x_{4j} + 1)^{1+\mu}}, \ k \to \infty.
\]

Integrating over \( x_1 \) and \( x_{4j} \) gives

\[
\int_{-\infty}^{\infty} d\mu (a, \Delta) \sim \pi \sum_{j=1}^{\infty} \sum_{j_1 \cdots j_3=0} \delta(k_1 + \cdots + k_j + j-k) \frac{\Delta^{j+1-j}\mu}{k_1^{2\mu} \cdots k_j^{2\mu}} A_\mu^2 C_\mu^{-1} D_\mu^2
\]

\[
\int_{0}^{\infty} dx_2 \cdots dx_{4j-1} \frac{1}{(x_2 + 1)^{2\mu}} J_\mu \left( \frac{\Delta x_2}{k_1^{2\mu}}, \frac{\Delta x_3}{k_1^{2\mu}} \right) \frac{1}{(x_3 + x_4 + 1)^{1+\mu}}
\]

\[
v_\mu(x_5,x_4) \frac{1}{(x_5 + x_6 + 1)^{1+\mu}} J_\mu \left( \frac{\Delta x_6}{k_2^{2\mu}}, \frac{\Delta x_7}{k_2^{2\mu}} \right) \frac{1}{(x_7 + x_8 + 1)^{1+\mu}}
\]

\[
v_\mu(x_{4j-4},x_{4j-3}) \frac{1}{(x_{4j-2} + x_{4j-3} + 1)^{1+\mu}} J_\mu \left( \frac{\Delta x_{4j-1}}{k_j^{2\mu}}, \frac{\Delta x_{4j-2}}{k_j^{2\mu}} \right) \frac{1}{(x_{4j-1} + x_{4j} + 1)^{1+\mu}}, \ k \to \infty,
\]

where \( D_\mu = \sqrt{\pi} 2^{-\mu} \Gamma \left( \frac{\mu}{2} \right) / \Gamma \left( \frac{\mu+1}{2} \right) \). Formally taking a double derivative with respect to \( \Delta \), we recover the scaling form announced in the introduction. In the limit of large \( \Delta \), we only take the term in \( j = 1 \) in (237) which gives

\[
\int_{-\infty}^{\infty} d\mu (a, \Delta) \sim \frac{\Delta^{2-\mu}}{k_1^{2\mu}} A_\mu^2 C_\mu^{-1} D_\mu^2 \int_{0}^{\infty} dx_2 dx_3 \frac{1}{(x_2 + 1)^{2\mu}} J_\mu \left( \frac{\Delta x_2}{k_1^{2\mu}}, \frac{\Delta x_3}{k_1^{2\mu}} \right) \frac{1}{(x_3 + x_4 + 1)^{1+\mu}}, \ \Delta \to \infty.
\]

Using that \( J_\mu(x_1,x_2) \to L_\mu(x_2-x_1) \) for large \( x_1 \) and \( x_2 \) gives

\[
\int_{-\infty}^{\infty} d\mu (a, \Delta) \sim \frac{\Delta^{2-\mu}}{k_1^{2\mu}} A_\mu^2 C_\mu^{-1} D_\mu^2 \int_{0}^{\infty} dx_2 dx_3 \frac{1}{(x_2 + 1)^{2\mu}} L_\mu \left( \frac{\Delta (x_3 - x_2)}{k_1^{2\mu}} \right) \frac{1}{(x_3 + x_4 + 1)^{1+\mu}}, \ \Delta \to \infty.
\]

Changing coordinates \( u = (x_3 - x_2)/\sqrt{2} \) and \( v = (x_3 + x_2)/\sqrt{2} \), and rescaling \( u \) by \( \Delta k_1^{2\mu} \) it gives

\[
\int_{-\infty}^{\infty} d\mu (a, \Delta) \sim \pi \Delta^{2-\mu} A_\mu^2 C_\mu^{-1} D_\mu^2 \int_{0}^{\infty} du \int_{-\infty}^{\infty} dv \frac{1}{(v^2 + 1)^{1+\mu}} E_\mu \left( u \sqrt{2} \right),
\]

\[
\sim \pi \Delta^{2-\mu} A_\mu^2 C_\mu^{-1} D_\mu^2 E_\mu, \ \Delta \to \infty,
\]

where \( E_\mu = 1/(\mu - 1) \). Inserting this result in (259), we find the large argument of \( M_\mu(u) \) in (253).
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