Abstract

Recognizing when people have false beliefs is crucial for understanding their actions. We introduce the novel problem of identifying when people in abstract scenes have incorrect beliefs. We present a dataset of scenes, each visually depicting an 8-frame story in which a character has a mistaken belief. We then create a representation of characters’ beliefs for two tasks in human action understanding: predicting who is mistaken, and when they are mistaken. Experiments suggest that our method for identifying mistaken characters performs better on these tasks than simple baselines. Diagnostics on our model suggest it learns important cues for recognizing mistaken beliefs, such as gaze. We believe models of people’s beliefs will have many applications in action understanding, robotics, and healthcare.

1. Introduction

In Figure 1, one person has a mistaken belief about their environment. Can you figure out who is mistaken? You likely can tell the woman is about to sit down because she incorrectly believes the chair is there. Although you can see the complete scene, the character inside the scene has an imperfect view of the world, causing an incorrect belief.

The ability to recognize when people have incorrect beliefs will enable several key applications in computer vision, such as in action understanding, robotics, and healthcare.

For example, understanding beliefs could prevent accidents by warning people who are unaware of danger, help robots to have more fluid interactions with humans [15], provide clues for anticipating human actions [14, 27], and better generate visual humor [6]. How do we give machines the capability to understand what a person believes?

In this paper, we take a step towards understanding visual beliefs. We introduce the novel problem of recognizing incorrect beliefs in short visual stories. We propose two new tasks aimed at understanding which people have false beliefs. Given a visual story, we aim to recognize who is mistaken and when they are mistaken. For example, in Figure 1, the woman is mistaken in the third frame.

To study this problem, we present a dataset of abstract scenes [34] that depict visual stories of people in various types of everyday situations. In each story, one or more people have mistaken beliefs, and we seek to recognize these people. Abstract scenes are ideal for studying this problem because we can economically create large datasets that focus on the high-level human activities, such as ones influenced by people’s beliefs. The scenarios in our dataset are diverse and characters are mistaken for many reasons, such as occlusion or unexpected actions.

We present a simple model for learning to recognize mistaken characters in short sequences. Our model uses person-centric representations of scenes and combines information across several timesteps to better recognize mistaken characters. Experiments show that our model learns to recog-
nize people’s beliefs better than baselines, suggesting that it is possible to make progress on understanding visual beliefs. Although we only train our model to predict mistaken beliefs, experiments suggest that our model is internally learning important cues for beliefs, such as human gaze.

The first contribution of this paper is introducing two new computer vision tasks for understanding people’s beliefs in short visual sequences of images. The second contribution is the release of a new dataset for both training and evaluating models for recognizing beliefs. The third contribution is a model for starting to tackle these belief tasks. In the remainder of this paper, we describe these contributions in detail. In Section 2, we review related work. In Section 3, we describe our new dataset and its collection procedure. In Section 4, we motivate the who and when tasks. In Section 5, we present several simple baseline models. In Section 6, we show experiments to analyze our models. We believe recognizing mistaken people in scenes can have a large impact in many applications, and we hope this paper will spur additional progress on this important problem. Code, models, data, and animated scenes will be available at http://people.csail.mit.edu/bce/mistaken/.

2. Related Work

Beliefs and Intentions: Our paper builds off several works that study the beliefs of people. In psychology, previous work has focused on theory of mind with people’ ability to reason about the beliefs of others. [24] note that people use gaze-following for theory of mind, and failing to solve this problem may indicate a disability. From a computation perspective, [23] study theory-of-mind in robotics and its applications to human-robot interaction. [30] explore people’s intentions in real-world surveillance footage. [3] propose a Bayesian model for learning beliefs based on a partially-observable Markov Decision Process. [33] propose using probabilistic programming to infer the beliefs and desires of people in RGBD videos. Our approach similarly captures the beliefs of people, but we focus on how these beliefs differ from reality. We focus on learning the beliefs of characters directly from visual scenes.

Common Sense: Our work complements efforts to learn common sense. Understanding how people interact with each other and their world is an important step towards identifying their beliefs. [31] extract common sense from object detection corpora, while [8] learn visual common sense by browsing the Internet. [26] use abstract clip art images to learn how people, animals and objects are likely to interact. [17], [29] and [19] learn a model for physics given videos of colliding objects. [1] explore understanding social interactions in crowded spaces. [21] explore causality in unconstrained video to understand social games. In this work, we study the subset of common sense related to visual beliefs.

Activity Understanding: Our work is related to activity understanding in vision. [5, 28, 7, 20, 10]. Systems for understanding human actions typically leverage a variety of cues, such as context, pose, or gaze [22]. Our work complements action understanding in two ways. First, we study
visual beliefs, which may be a useful signal for better understanding people’s activities. Second, recognizing visual beliefs often requires an understanding of people’s actions.

Abstract Images: We take advantage of abstract images pioneered by [34], which has become popular for studying high-level vision tasks. [2] use abstract images to learn features that encode the semantic similarity between images. [6] use abstract images to detect visual humor. [32] explore binary question-answering in abstract scenes, and [11] learn to predict object dynamics in clip art. While these approaches reason about image-level features and semantics, our approach looks at character-level features. Importantly, two characters in the same scene can have different beliefs about the world, so each character should have a different character-level feature. Additionally, we extend this previous work to multi-frame scenes depicting visual stories.

3. Dataset

We collected a dataset of abstract scenes to study the beliefs of characters. Each scene in our dataset consists of a sequence of 8 frames, and shows an everyday situation. In each scene, there is one or more people who believe something incorrectly about their environment. There are many reasons why a person may have a false belief, including occlusion and misinterpreting intentions. Although the characters inside the scenes do not know if they are mistaken, we designed the dataset so that third-party viewers can clearly recognize who is mistaken.

Our dataset complements existing abstract scene datasets. For example, our dataset builds upon the abstract scenes VQA dataset [2] in two ways: first, frames in our dataset are grouped into scenes telling stories over several timesteps; second, characters in our dataset frequently have mistaken beliefs. Additionally, our dataset complements the abstract humor dataset [6]. People with false beliefs may cause humor in a scene.

We believe abstract scenes provide a good benchmark for studying visual beliefs. We originally tried to collect a dataset of real videos containing people with false beliefs (such as suspense movies), but we encountered significant difficulty scaling up dataset collection. While many real videos contain characters with mistaken beliefs, these beliefs are very complex. This complexity made large-scale annotation very expensive. We believe abstract scenes are suitable for understanding visual beliefs today because they allow the field to gradually scale up complexity on this important problem. In this work, we focus on mostly obvious false beliefs in abstract scenes.

We use our dataset for both learning and evaluation of models for detecting mistaken characters in scenes. We show a few examples of our dataset in Figure 2 and summarize statistics in Figure 3. We collected this dataset on Mechanical Turk [25]. First, we ask workers to illustrate scenes. Then, we ask workers to annotate mistaken characters. In the remainder of this section, we describe how we built this dataset. The appendix contains additional details.

3.1. Generating Scenes

In the illustration step, workers were told to drag and drop clipart people and objects into eight frames to tell a coherent story. The interface was a modified version of [2]. We told workers that some frame should contain a character who has a mistaken belief about the world. In addition to illustrating these eight frames, workers also wrote a scene-level description and eight frame-level descriptions. These descriptions were used during the annotation step, but were not used to train or evaluate our models.

The illustration interface was designed to ensure the scenes were diverse. First, the background of each scene was randomly chosen to be indoors or outdoors. Second, the people, animals, and objects an illustrator could choose to add were randomly chosen.

3.2. Annotation

In the annotation step, the goal was to label which characters have mistaken beliefs. We hired workers to review the previously illustrated scenes, and write one yes/no question for each frame. For each frame, workers wrote the true answer to the question and the answer according to each
of the characters. We labeled a character as mistaken if its answer was different from the true answer.

In total, we collected 1,496 scenes, 1,213 of which passed our qualification standards. These scenes were the collective effort of 215 workers. On average, each frame contains 1.71 characters, and an average of 0.53 characters are mistaken per frame; characters are mistaken in 31.03% of frames. A pool of 237 workers annotated each scene twice. The labels for whether a character was mistaken were consistent between workers 61.15% of the time, indicating that in some scenes it was unclear whether a character was mistaken. In this paper, we only consider scenes where characters are clearly mistaken or not.

3.3. Quality Control

In pilot experiments, we found that many workers misunderstood the task. We used three tools to filter out bad scenes and teach workers how to create good scenes. First, workers were required to complete a qualification quiz before starting the illustration and annotation steps. In the quiz for the illustration task, workers identified good and bad scenes. In the quiz for the annotation step, workers filled in characters’ answers for a scene with preselected questions. These quizzes forced workers to think about the beliefs of characters. Adding these quizzes significantly increased the quality of our data. Second, for the illustration task we manually reviewed the first scene completed by each worker. If the scene was incoherent or did not contain a mistaken character, we disallowed the worker from illustrating more scenes. Third, we showed annotators the scene-level and frame-level descriptions for the scenes they were illustrating, helping them understand what the illustrator intended.

3.4. What Causes Mistaken Beliefs?

What causes characters to have mistaken beliefs? Figure 2 shows a few scenes from our dataset that highlight different types of mistaken beliefs. In the first scene, the woman is mistaken because the dog is occluded behind couch, and because she cannot see actions outside her field of view. In the second scene, the woman falsely accuses the boy of breaking the painting because she cannot observe events when she is not present. The girl in the third scene mistakenly assumes the boy can safely get off the teeter totter because of her faulty reasoning about physics. In the fourth scene, the boy wearing a red shirt misinterprets the intentions of the other boy. In the last scene, the woman wearing the red shirt lacks the common sense that some mushrooms are poisonous. Recognizing mistaken characters requires detecting each of these types of mistaken beliefs.

To recognize characters with these types of incorrect beliefs, models will need a rich understanding of the scene, such as action recognition, gaze following, physical reasoning, and common sense knowledge. In this work, we take the first step and tackle a subset of these challenges.

4. Belief Tasks

We study two tasks for recognizing mistaken people:

Task 1: Who is mistaken? In this task, given a scene and a character, the goal is to predict whether the character is mistaken in any frame in the scene. This task has several applications in identifying people who may be confused or unaware of danger.

Task 2: When are they mistaken? In this task, given a frame, the goal is to predict whether any character is mistaken in this frame. This task has applications in identifying when people might be confused, but it is not possible to know who is confused, such as in a crowd.

Joint Task: We also explore a joint task where we seek to simultaneously recognize who is mistaken as well as localize when they are mistaken in time.

5. Method

We now describe an approach for predicting who is mistaken and when they are mistaken. Recognizing mistaken characters requires looking beyond a single frame as knowledge of the past or knowledge of the future can provide important signals for recognizing mistakes. For example, in the second scene of Figure 2, a model must see that the woman was not present when the girl broke the painting to understand why she falsely accused the boy. Our model for detecting mistaken characters will look at the past, present, and future. The model must also understand what a person may know and what they might not. To understand that a person is mistaken, the model should be able to determine that the scene is different from what the person believes.

5.1. Person-Centric Representation

Before predicting whether a character is mistaken, we must tell our model which character to focus on. We use a person-centric representation of the world, where the model takes the perspective of an outside observer focusing on a specific character. For each frame in the scene, we center the frame at the head of the specified character. We also flip the frame so the specified character always faces left. For example, in Figure 4, the frame in the upper left can be viewed from each of the three characters’ perspectives. Alternative approaches that remove parts of the frame outside the character’s field of view may struggle to reason about what the character cannot see.

5.2. Visual Features

We use a frame-wise approach by extracting visual features for each frame and concatenating them temporally to create a time-series. We extract visual features from the
Table 1: Quantitative Evaluation: We evaluate the accuracy of our model versus various baseline on the who task, the when task, and the joint task. We report classification accuracy; parenthesis show standard deviations.

| Method             | Who+When | Who  | When |
|--------------------|----------|------|------|
| Chance             | 50       | 50   | 50   |
| Time               | 62.9 (1.9) | 52.4 (1.8) | 64.3 (2.2) |
| Pose               | 51.9 (2.1) | 50.3 (3.5) | 54.8 (1.9) |
| Time+Pose          | 60.6 (2.0) | 51.6 (1.2) | 61.2 (1.9) |
| Single Image       | 61.1 (1.7) | 59.7 (3.3) | 62.0 (2.0) |
| Multiple Image     | 66.6 (1.8) | 64.1 (2.8) | 67.5 (1.8) |

5.4. Who and When

We tackle two tasks related to beliefs. We seek to predict who is mistaken, and when they are mistaken. We train a single model that can be used for both tasks. Given a sequence $x_i \in \mathbb{R}^T$ centered at time $t$ and a person $p_j \in \mathbb{R}$ be our target category binary, indicating whether person $p_j$ is mistaken at time $t$. To answer the who question, one can then marginalize the classifier response across time. Likewise, to answer the when question, one can marginalize the classifier response across people.

5.5. Implementation Details

We extracted image features using Caffe [12] and we used Keras with Theano [4] for learning. To optimize the weights, we used Adam [13], with a learning rate $10^{-5}$ and a batch size of 32. We added weight decay with parameter 1, and stopping training after the validation accuracy had stopped increasing for 3 consecutive iterations. We found weight decay helped prevent overfitting.

6. Experiments

We analyze several models on our dataset of abstract scenes. We evaluate each model on the “who” task, the “when” task, and the joint “who + when” task.

6.1. Experimental Setup

We trained each model on the joint task: given a character and a frame, classify if this character is mistaken in this frame. Before training, we balance the dataset by resampling so 50% of training examples have a mistaken character. We randomly divide the dataset into training/validation/testing splits with sizes 80%/10%/10%. For the experiments in Table 1, we repeat each experiment 20 times with different splits, and report the mean and standard deviation of the accuracies. For the numbers in Table 2, we only repeat each experiment 6 times due to cost.

6.2. Baselines

Our dataset contains some biases surrounding mistaken characters. For example, particular characters in certain

Figure 4: Person-Centric Representation: We use a visual representation that focuses on the character of interest.
Table 2: Ablation Analysis. We study the impact of training on altered data and testing on unaltered data. During training, we modify data to flip the character’s pose (Flipped), not use the person-centric representation (Centered), and show the frames in reverse order (Rewind). The decrease in accuracy on each task indicates that pose, the person-centric representation, and the arrow of time are important parts of our model.

scenes are more likely to be mistaken than others. To explore these low-level biases, we use three simple features, and fit a kernelized SVM (RBF kernel) to each:

Time: This model uses only the temporal position of the frame within the scene, represented as a fraction between 0 and 1. This model can exploit the bias that frames in the middle of the scene are more likely to contain a mistaken character than frames at the beginning or end.

Pose: This model uses only the pose of the indicated character. Pose includes the \((x, y)\) position of the character, as well as a boolean indicator of whether the character is looking left or right. The \((x, y)\) coordinates are normalized to be in the interval \([0, 1]\).

Time + Pose: This model combines the features from the Time model and the Pose model.

Single Image: This model exploits biases that may be present in a single image. For example, characters may be more likely to be mistaken if they are looking away from the other characters in the frame. We trained a Single Image logistic regression model on person-centric visual features extracted from only the frame of interest.

6.3. Who is mistaken?

In this experiment, each model is given a scene and a character, and must determine whether the character is mistaken in any frame. The (scene, character) pairs are randomly sampled so 50% of examples contain a mistaken character. We evaluate the model’s decision function on each frame in the scene. For the SVM-based baseline models, each prediction is the signed distance from the separating hyperplane; for the image models, which use logistic regression, each prediction is a value in the interval \((0, 1)\). We take the maximum of these frame-level predictions as the model’s scene-level prediction. To obtain a binary decision, we threshold this scene-level prediction (at 0 for the SVM models, and at 0.5 for the logistic regression models).

The second column of Figure 1 shows that our Multiple Image model achieves a higher accuracy on the “who” task than the four baselines. The baselines using time and poses perform slightly above chance. This indicates that position of a frame in a scene and the position of a character within a frame are not good indicators of whether a character is mistaken. The Single Image model does better than these simple baselines, but worse than the Multiple Image model. This suggests that individual frames contain some information about which character’s are mistaken. It also suggests that our model is using information across frames to better predict which character is mistaken.

6.4. When are they mistaken?

In this experiment, each model predicts whether any character in a frame is mistaken. Frames are randomly sampled so exactly 50% contain mistaken characters. We evaluate the model’s decision function on each character’s person-centric representation of the scene. As in the “who” experiment, we aggregate predictions across characters by taking the maximum of the model’s decision function.

The third column of Table 1 shows that our model achieves a higher accuracy on the “who” task than the four baselines. The Time baseline achieves a fairly high accuracy, indicating that the position of a frame within a scene is a good indication of whether the frame contains a mistaken character. The Time baseline is also above chance, suggesting that a character’s position and orientation within a frame are correlated with whether the character is mistaken. The Single Image model performs better than the Time model, suggesting there is information in the images besides pose that is important for recognizing mistaken beliefs. This might include the character’s relative position to people and objects in the scene. Our Multiple Image model performs better than the Single Image model, suggesting that our model is using information across frames.

6.5. Joint Task: Who and When?

In this experiment, the goal is to predict whether a character is mistaken in a given frame. Frames are randomly sampled so 50% of (frame, character) pairs contain a mistaken character. As shown in the first column of Table 1, our model achieves a higher accuracy on the “who” task than the four baselines. Similar to the “when” experiment in Section 6.4, the Time baseline achieves a fairly high accuracy on this joint task. The Pose baseline performs poorly, suggesting that the Time+Pose model likely ignores pose. Although pose is a poor feature for the “who + when” task, other features of a single image are important: the Single Image model performs well without knowing the position of the frame in the sequence. However, the Multiple Image model performs better than the Single Image model by aggregating features across time.
6.6. Qualitative Results

Figure 5 shows our model’s predictions on five scenes. **First Row:** Our model correctly detects that the man is mistaken in the third frame when the girl is about to pull his chair from beneath him. In this scene, the man is mistaken because he cannot see the girl’s actions behind him. **Second Row:** Our model correctly predicts that the girl is mistaken in the second and third frames as she cannot see the man take her bike. Our model incorrectly predicts that the man is also mistaken in the third frame. This is possibly because our model has learned that a character is likely to be mistaken when another character is performing actions behind it. **Third Row:** Our model correctly identifies the boy wearing a white shirt as mistaken in the third frame. **Fourth Row:** The man plays a prank on the girl by hiding a piece of corn beneath a pillow. Our model incorrectly predicts that the man is mistaken, likely because he cannot see the actions of the girl behind him. Our model incorrectly predicts that the girl is not mistaken in the third frame, perhaps because the corn is occluded behind the pillow. Our model might think that the corn disappeared when it became occluded. **Fifth Row:** We show another failure case in which a man places a basket on the see-saw, leaving the boy stranded. Here, our model incorrectly predicts that the boy has a misbelief in the first frame, but does not have a misbelief in the third frame. Understanding this situation requires knowledge of basic physics, which our model currently lacks. Advances in physical understanding may improve reasoning about visual beliefs. Our model thinks the man playing the prank is mistaken, but predicts that the child being pranked is not mistaken. We believe models for visual humor could improve our results.
The boy mistakenly believes he's the only one in the room. He didn't see his sister hide.

Woman thinks her son took her pie, but dog took it.

Figure 6: Predictions from Ablation Experiments: We visualize our ablation experiments. The first and third rows show a normal scene, and the second and fourth rows show perturbed scenes. **Row 1:** The first row shows a normal scene and predictions from our model. **Row 2:** In the second row, we flip the boy’s pose. Notice in the last frame, the boy no longer sees the girl so our model predicts he is still mistaken. **Row 3:** The third row shows another normal scene. **Row 4:** Predictions from the Rewind model make sense for the frames in the fourth row: the woman is mistaken in the second and third frames because she does not see the dog put the pie on the table, and therefore does not know how the pie appeared.

### 6.7. Effect of Person-centric Representation

We tested the impact of our person-centric representation by training a **Centered** version of our Multiple Image model without using the person-centric representation for each character. To avoid decreasing the image feature dimension, we created a new image with the original frame in the center. Table 2 shows the performance of this Centered model. Lacking a representation of the character of interest, this model performs worse on the “who” task compared to our model. For the “when” task, which asks whether any character is mistaken, this model performed only slightly worse than our model. For scenes containing a single character, detecting whether any character is mistaken is similar as detecting whether a specific character is mistaken. It is plausible that the Centered model beat chance because it made correct predictions on frames containing a single character. However, our results suggest that the person-centric representation helps recognize visual beliefs.

### 6.8. Effect of Gaze

Next, we evaluated the effect of gaze on our model. We trained a **Flipped** variation on our Multiple Image model that flipped the character’s pose during training. In the person-centric representation, the character of interest now looked right instead of left. We also removed the character of interest from the frame to avoid creating unrealistic images. For example, if we flipped a character sitting on a chair, his limbs would now extend through the back of the chair. During testing, we used the unmodified person-centric representation.

If our model ignored the direction the character was facing Table 2 shows that this Flipped model performs worse than our model on the three tasks. If our model ignored the direction the character was facing, flipping the character would have little effect on the model performance. Flipping the character had a noticeable effect, suggesting that our model has learned that characters’ gaze is important for recognizing mistaken characters. Moreover, this suggests the model is starting to follow gaze [22] without supervising it to do so. In Figure 6, the top two rows compare predictions made by our original model and the Flipped variation.

### 6.9. Effect of Arrow of Time

Table 1 shows that our Multiple Image models recognize mistaken characters more accurately than the Single
Image model. To study how our model aggregates temporal information across frames, we trained a Rewind variation. The Rewind model watches each scene backwards during training, but forwards during testing. If our model ignored time, the Rewind model would perform similarly. If our model pooled features over time, but ignored in which frames certain features were present, the Rewind model would perform the same.

Table 2 shows that the Rewind model performs worse than our model. This suggests that our model treats past and future frames differently, and that the arrow of time [18] is important. The accuracy of the Rewind model is most similar to the accuracy of our model on the “who” task, a task which does not require reasoning about time. In Figure 6, the bottom two rows compare predictions made by our original model and the Rewind variation.

7. Discussion

We propose a new computer vision task to recognize when people have mistaken beliefs about their environment. We introduce a dataset of abstract scenes to study this problem. Abstract scenes are attractive for making progress on this problem because they enable us to gradually scale up complexity. Our dataset consists of diverse situations where people can be mistaken for various reasons, such as occlusion, intention, or surprise. We present a simple model that uses multiple timesteps and a person-centric representation of the scene. Although we only supervise the model with indicators of which characters are mistaken, our ablation experiments suggest that the model learns important cues for this task, such as gaze. We believe understanding people’s beliefs can enable many applications in action understanding, healthcare, and robotics.
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Appendix

In these supplemental materials, we discuss the dataset in more depth. In Section A, we discuss how workers illustrated scenes for our dataset. Section B describe how workers annotated scenes. In Section C, we animate our scenes.

A. Illustrating the Dataset

In this section, we describe how workers illustrated scenes in our dataset.

A.1. Illustration Quiz

The first time workers logged in, they were presented with a quality control quiz. In this quiz, workers were shown a number of scenes, and were asked “Is this a good scene according to our instructions? If not, why not?” Workers chose one of the following options:

- Yes!
- No. The scene is not realistic.
- No. The description does not match the scene.
- No. The scene cannot be understood without reading the description.
- No. The scene does not contain a character with an incorrect belief.

Figure 7 shows some of the scenes from our quiz. Note that the workers could scroll left/right to see all eight frames in the scene. Workers chose one of the following options:

Figure 7: Illustration quiz: Two scenes from the illustration quiz. Workers scrolled left/right to see the 8 frames in each scene.

A.2. Illustration Interface

After completing the illustration quiz, workers illustrate scenes from our dataset. First, workers studied the scene, and then they selected people, animals, and objects to add to the scene. After illustrating a scene, workers also provided a scene-level description and eight frame-level descriptions. These descriptions were used to help workers annotate our dataset, but were not used to train our model.

B. Annotating the Dataset

In this section, we describe how workers annotated scenes in our dataset.

B.1. Annotation Quiz

Before workers could start annotating scenes, they completed a short quiz. In this quiz, we showed workers a couple scenes and accompanying questions. The workers were asked how each character in each scene would answer this question. Figure 10 shows two frames from two scenes in the quiz. Workers saw all 8 frames for each scene. In the frame on the left, the boy would answer “yes” because the boy knows he (the boy) did take the bike; the man would answer “no” because he thinks the boy did not take the bike.

B.2. Annotation Interface

After completing the annotation quiz, workers annotated scenes from our dataset. First, workers studied the scene,
Figure 9: **Annotation interface:** In the first part of the annotation step (left), workers studied the scene. In the second part (right), workers wrote questions and answers about each frame. These questions and answers were used to determine which characters were mistaken. The third step (not shown) allowed workers to submit feedback.

Figure 10: **Annotation quiz:** One example from the annotation quiz. Workers saw the entire 8-frame scene when answering questions about this frame.

C. **Animation**

To provide another way of understanding our dataset, we animated the scenes. Because we have access to the generative parameters for each scene, it is easy to interpolate between frames. Note that the interpolated frames were not used to train our model. Rather, these videos highlight how access to the generative parameters are a unique strength of our dataset. These videos can be seen on the project webpage: [http://people.csail.mit.edu/bce/mistaken/](http://people.csail.mit.edu/bce/mistaken/).