Light-tunable three-phase coexistence in mixed halide perovskites
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Abstract

Mixed iodine-bromine perovskites used in solar cells undergo below a critical temperature an intrinsic demixing into phases with different iodine-bromine compositions. In addition, under illumination they show nucleation of an iodine-rich phase. We predict from thermodynamic considerations that in mixed iodine-bromine perovskites like MAPb(I_{1-x}Br_x)₃ the interplay of these effects can lead to coexistence of a bromine-rich, iodine-rich, and nearly iodine-pure nucleated phase. This three-phase coexistence occurs in a region in the composition-temperature phase diagram near the critical point for intrinsic demixing. We investigate the hysteresis in the evolution of this coexistence when temperature or illumination intensity are cycled. Depending on the particular way the coexistence is established, nearly iodine-pure nuclei should form either in the iodine-rich phase only or both in the bromine-rich and iodine-rich phases. Experimental verification of this fundamentally novel type of light-tunable three-phase coexistence should be possible by a combination of absorption and photoluminescence experiments.
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I. INTRODUCTION

The interest in the fundamental physical processes of metal-halide perovskites is rapidly increasing because of their spectacular performance in photovoltaic and light emission applications [1–9]. One of these processes is halide segregation in mixed halide perovskites. Such perovskites have the unique feature that their band gap can be tuned by varying the halide concentration ratio. This tuneability can be exploited to optimize the optoelectronic performance of all-perovskite multi-junction solar cells [10, 11] or tandem solar cells consisting of a silicon bottom cell and a perovskite top cell [9, 12]. Halide segregation is a serious problem in such applications and fundamental understanding of this process is therefore of utmost importance.

Apart from its importance for developing efficient solar cells, halide segregation is a very interesting fundamental physical phenomenon in itself. The different halide ions can be viewed as particles of different substances that prefer to mix or demix, following fundamental thermodynamical laws. In particular, minimization of the Helmholtz free energy, consisting of an enthalpic and an entropic contribution, determines if a mixed or demixed state is preferred. The enthalpic contribution favours demixing while the entropic contribution favours mixing, and the competition between the two determines the preference for mixing or demixing. In the extensively studied mixed halide perovskite MAPb(I\(_{1-x}\)Br\(_x\))\(_3\) (MA stands for the organic cation methylammonium) this leads to a miscibility gap, i.e., a range of halide composition values \(x_1 < x < x_2\) for which there is no stable mixture [13]. Such a miscibility gap had been predicted from a computational investigation within density functional theory combined with a thermodynamic analysis [14]. The resulting composition-temperature, \(x\)-\(T\), phase diagram is similar to the well-known phase diagram of a binary mixture, where a binodal signals that the free energy of the demixed situation becomes lower than that of the mixed situation, and a spinodal signals the disappearance a free energy barrier between the mixed and demixed situation. The binodal and spinodal meet at a critical point \((x_c, T_c)\). Above the critical temperature \(T_c\) no demixing occurs because the entropic contribution to the free energy then always dominates.

What makes the halide segregation process especially interesting, and very different from demixing processes in ordinary binary mixtures, is the fact that it can be influenced by light. Even when the mixed state of a perovskite like MAPb(I\(_{1-x}\)Br\(_x\))\(_3\) is stable in the
dark, low-band gap iodine-rich nuclei are formed under illumination [15–17]. Since a return to the original mixed situation occurs when illumination is interrupted, the effect should have a thermodynamic origin. The effect was rationalized by funneling of photocarriers, generated by illumination of the perovskite film, into these nuclei [17]. The nuclei originate from random composition fluctuations that tend to grow by inward diffusion of iodine ions and outward diffusion of bromine ions, a process that is driven by the energy gain of the photocarriers funneling into the low-band gap nuclei. When the illumination is interrupted, the driving force for the growth of the nuclei disappears and the fully mixed situation is gradually restored. A complete thermodynamic theory for the effect should not only consider the compositional free energy governing halide segregation in the dark, but also the free energy of the photocarriers redistributing by diffusion over the different phases. We recently made a first step in constructing such a theory, where the key element is the consideration of the sum of the compositional and photocarrier free energy, and minimization of this total free energy for a situation of two coexisting phases with different halide composition [18]. When the total free energy of the two coexisting phases is lower than that of a single mixed phase, the demixed situation is preferred. With this analysis, we could explain various experimental observations on light-induced halide segregation [6, 15, 16, 19–24].

However, a major puzzle remained unsolved, namely the possible formation by halide segregation of three coexisting phases with different halide compositions. Such a situation could be compared to the well-known gas-liquid-solid coexistence occurring in many substances, like water, where the volume fraction of water molecules is different in the gas, liquid, and solid phase. Demonstration of such a three-phase coexistence would therefore not only shed further light on halide segregation in mixed halide perovskites, but also be of foundational interest.

An indication for such a three-phase coexistence is the finding in our previous analysis of a compositional and a light-induced binodal that meet at a ‘triple point’ \((x_{tr}, T_{tr})\), with \(x_{tr}\) and \(T_{tr}\) depending on the illumination intensity \(I\) [18]. The compositional binodal signals halide segregation into a bromine-rich and an iodine-rich phase, whereas the light-induced binodal signals the nucleation of a nearly iodine-pure phase from a mixed phase by the illumination. A three-phase coexistence of an iodine-rich, bromine-rich, and nearly iodine-pure phase at \((x_{tr}, T_{tr})\) may thus be expected. However, if such three-phase coexistence would only occur at \((x_{tr}, T_{tr})\), experimental observation of this phenomenon would be extremely
difficult. It would require searching for a line in a three-dimensional \((x, T, I)\) phase space, where changing \(x\) would involve fabricating a range of perovskite samples with different iodine-bromine composition. On the other hand, if there would be a sufficiently large three-dimensional region in \((x, T, I)\) phase space with three-phase coexistence, instead of only a line, experimental verification would be much easier. Because all present considerations of halide segregation are limited to two coexisting phases, this question could up to now not be addressed.

To address this question, we present in this work a thermodynamic theory for light-tunable halide segregation in mixed iodine-bromine perovskites that considers the possible coexistence of three phases. We apply our theory to MAPb\((I_{1-x}Br_x)\)\(_3\) and show that an intriguingly rich phase diagram is obtained, with two new types of binodal-spinodal combinations signalling different types of transitions from two-phase to three-phase coexistence. Most importantly, we show that an extended and experimentally accessible region of three-phase coexistence of an iodine-rich, bromine-rich, and nearly iodine-pure phase exists in \((x, T, I)\) phase space near the critical point \((x_c, T_c)\) for intrinsic demixing in the dark.

**II. METHODS**

The key element of the theory is the minimization of a free energy consisting of the sum over the different phases of a compositional and photocarrier free energy:

\[
\Delta F^* (\{x\}, \{\phi\}, T) = \sum_i \phi_i [\Delta F(x_i, T) + n_i E_g(x_i)].
\]

Here, \(\Delta F(x_i, T)\) is the compositional Helmholtz mixing free energy per formula unit (f.u.), \(x_i\) the bromine concentration, and \(\phi_i\) the volume fraction of phase \(i = 1, 2, 3\). Demanding local charge neutrality, the densities of photogenerated electrons and holes in each phase \(i\) are both given by \(n_i\), the photocarrier density per f.u. Since \(n_i \ll 1\) we can use under equilibrium conditions Boltzmann statistics, so that we have

\[
n_i/n_j = e^{-(E_g(x_i) - E_g(x_j))/k_B T},
\]

where \(E_g(x)\) is the band gap at Br concentration \(x\) and \(k_B T\) the thermal energy. We assume that the diffusion length of the photocarriers is larger than the typical phase domain sizes, so that we can take the photocarrier density in each phase to be uniform. Neglecting the
small differences in the volume $V$ per f.u. in the different phases, we have $\sum_i \phi_i = 1$ and $\sum_i \phi_i x_i = x$. In equilibrium, the total generation rate of photocarriers is equal to the total annihilation rate:

$$G = \sum_i \phi_i \left( n_i/\tau + k n_i^2/V \right),$$

where we make the simplifying assumption that the generation rate per f.u. $G$ and the monomolecular and bimolecular recombination rates $1/\tau$ and $k$ are the same in all phases. For the photocarrier generation rate in a thin perovskite film we take $G = I \alpha V/h \nu$, where $I$ is the illumination intensity, $\alpha$ the absorption coefficient, and $h \nu$ the photon energy.

All results presented in this work are based on minimization of the total free energy $\Delta F^* (\{x\}, \{\phi\}, T)$ in Eq. (1) with respect to the $\phi_i$’s and $x_i$’s. The technical aspects of finding the free energy minima, establishing the character of these minima and and their appearance and disappearance, which determine the locations of the various binodals and spinodals in the $x$-$T$ phase diagram, are given in the Supporting Information. The related problems are fundamentally different from usual phase coexistence problems, where the free energy is the addition of the free energies of the different phases. This is not the case for the free energy Eq. (1), because the photocarrier free energy $\phi_i n_i E_g(x_i)$ of a certain phase $i$ depends on the volume fractions of the other phases via Eqs. (2) and (3).

III. RESULTS

A. Thermodynamic theory for three-phase coexistence

Our thermodynamic theory is based on a consideration of the minima of a total Helmholtz free energy that is the addition of a compositional and a photocarrier free energy; see Section II (‘Methods’). The compositional free energy is the sum of the compositional mixing free energies of the phases, labeled by $i$, with different bromine (Br) concentrations $x_i$, weighted with the volume fractions $\phi_i$ of each phase. The number of phases can be 1 (no demixing), 2 (demixing into two coexisting phases), or 3 (demixing into three coexisting phases). Regarding the calculation of the compositional free energy, we follow the procedure outlined in Ref. [14], as we also did in our previous analysis [18]. Considering exclusively the compositional free energy, only two-phase coexistence can occur. A phase diagram similar to that of an ordinary binary mixture is then obtained, with a binodal and a spinodal [14].
Figure 4 in the Appendix A reproduces the compositional mixing free energy $\Delta F(x, T)$ of MAPb(I$_{1-x}$Br$_x$)$_3$ calculated in Ref. [18] for different temperatures $T$. We will use this free energy also in the present work.

Under illumination, photocarriers will be generated, leading to a photocarrier free energy in each phase that should be added to the compositional free energy. Under charge-neutrality conditions, the densities of photogenerated electrons and holes are equal and given by a photocarrier density $n_i$ per perovskite formula unit (f.u.). The photocarrier free energy of each phase is then given by $\phi_i n_i E_g(x_i)$, where $E_g(x_i)$ is the band gap of phase $i$, which depends on the Br concentration $x_i$ of the phase. The dependence of the band gap of MAPb(I$_{1-x}$Br$_x$)$_3$ on $x$ has been experimentally determined and can be well described by the function $E_g(x) = 1.57 + 0.39x + 0.33x^2$ eV [25], interpolating between the band gap of 1.57 eV for MAPbI$_3$ and 2.29 eV for MAPbBr$_3$. We assume a phase-independent photocarrier generation rate $G$ per f.u. that is for a thin perovskite film given by $G = I\alpha V/h\nu$, where $I$ is the illumination intensity, $\alpha$ the absorption coefficient, $V$ the volume per f.u., and $h\nu$ the photon energy. Photocarriers recombine by monomolecular and bimolecular recombination, given by rates $1/\tau$ and $k$, respectively, which are assumed to be independent of the phase. The diffusion lengths of photocarriers are very long in perovskites and expected to be larger than the feature sizes of the different phase domains. An equilibrium photocarrier distribution over the different phases is therefore assumed obeying Boltzmann statistics. Since in practice $n_i \ll 1$, we can neglect state filling effects and use the Boltzmann factor $\exp(-E_g/k_B T)$ in the statistical weighing, where $k_B$ is Boltzmann’s constant. It is the photocarrier contribution to the free energy that leads to the light-induced nucleation of a nearly iodine-pure phase from a mixed phase, allowing a free energy lowering by funneling of photocarriers from the mixed phase to the low-band gap nuclei [17, 18].

Figure 1 illustrates the main findings of the present work when considering minimization of the sum of the compositional and photocarrier free energy in the presence of illumination when allowing for the coexistence of three phases. As in the dark, a decomposition into a Br-rich and an I-rich phase can take place, governed by the compositional free energy. At the same time, a lowering of the photocarrier free energy drives the light-induced formation of nearly I-pure nuclei. We will show that the interplay of these processes gives rise to two types of three-phase coexistence, with the nearly I-pure nuclei being present in (I) both the I-rich and B-rich phase, or (II) only the I-rich phase.
B. Phase diagrams of MAPb(I_{1-x}Br_x)_3

We consider the phase diagrams of MAPb(I_{1-x}Br_x)_3 for different illumination intensities \( I \). Binodals and spinodals are found by determining the minima of the total free energy. As usual, a binodal signals the crossing of the free energies of two local minima with the lowest free energy and therefore a change of the character of the global free energy minimum. A spinodal signals the appearance or disappearance of a local minimum and hence the vanishing of a free energy barrier between two local minima. Determining free energy minima for the case of three-phase coexistence is much more complicated than for the case of two-phase coexistence and required the development of sophisticated search procedures; see the Appendices B-D. We take the values \( \tau = 100 \text{ ns} \) and \( k = 10^{-10} \text{ cm}^3 \text{ s}^{-1} \), applicable for a standard MAPbI_3 film [26], \( V = 2.5 \times 10^{-22} \text{ cm}^3/\text{f.u.} \) [18], \( \alpha = 10^5 \text{ cm}^{-1} \), and \( h\nu = 3 \text{ eV} \) [17].

Figures 2(a)-(c) show the phase diagrams of MAPb(I_{1-x}Br_x)_3 for illumination intensities \( I \) corresponding to 2, 20, and 200 Sun (\( I = 100 \text{ mW cm}^{-2} = 1 \text{ Sun} \)), obtained from our previous analysis, which assumed possible coexistence of not more than two phases [18]. The blue and green curves indicate the compositional and light-induced binodals, respectively, where the mixed situation (white) becomes metastable for a transition to two-phase coexistence (grey). The red curve indicates the spinodal, where the free energy barrier between the mixed and two-phase coexistence situations disappears. In our previous analysis we suggested that at the junction between the compositional and light-induced binodal (arrow in Fig. 2(a)) three-phase coexistence might occur [18].

Figures 2(d)-(f) show the phase diagrams when possible coexistence of three phases is taken into account. Next to the binodals in Figs. 2(a)-(c), two new binodals (orange curves) appear, signalling that the free energy minimum of a three-phase coexistence as illustrated in Fig. 1 becomes lower than that of two-phase coexistence. Because there are two types of two-phase coexistence, there are also two types of binodals, signalling a transition from (1) two-phase coexistence of nuclei of a nearly I-pure phase and an I-Br mixed phase to three-phase coexistence, and (2) two-phase coexistence of an I-rich and Br-rich phase to three-phase coexistence. Each of the two binodals is accompanied by a spinodal that signals the disappearance of the free energy barrier between the corresponding two-phase and three-phase coexistence minima. Figures 2(g)-(i) zoom in to the three-phase coexistence regions,
where the pairs of binodals and spinodals are labeled accordingly by ‘1’ and ‘2’. The spinodals continue in the two-phase coexistence regions, where they signal the disappearance of free energy barriers between the two types of two-phase coexistence (not shown). The main conclusion from the phase diagrams is that a sizeable three-phase coexistence region exists in \((x, T, I)\) phase space near the critical point \((x_c, T_c)\) for intrinsic halide demixing in the dark.

C. Analysis of the three-phase coexistence

We observe in Figs. 2(e), (f), (h), and (i) that the two types of spinodals may cross. In an experiment investigating the three-phase coexistence, two situations may therefore occur when decreasing or increasing \(T\), indicated by the two double-headed arrows at \(x = 0.395\) and 0.435 in Fig. 2(h). Figures 3(a) and (b) show, for these two compositions and an illumination intensity \(I = 20\) Sun, results for the volume fractions \(\phi_i\) and Br concentrations \(x_i\) of the three phases, and the photocarrier fractions \(f_i = \phi_i n_i / \sum \phi_i n_i\) in these phases. In plotting these results it is assumed that, after crossing a binodal when decreasing or increasing \(T\), the system makes a transition to three-phase coexistence only after crossing the corresponding spinodal, because only then the free energy barrier for this transition has disappeared. The resulting supercooling or superheating leads to the hysteresis in the plots. We observe that volume fractions of about 0.03\% of the nearly I-pure phase can be reached, with a maximum Br concentration of about 0.45\% and a photocarrier fraction of 20-30\%.

The fact that the very small volume fraction of the nearly I-pure phase contains a relatively large fraction of the photocarriers is a consequence of the very strong effect of funneling of photocarriers into this phase. The fundamental difference between the two situations depicted in Figs. 3(a) and (b) is that in Fig. 3(a) a temperature range (pink) exists where the transition to the three-phase coexistence always occurs, while in Fig. 3(b) the transition requires overcoming a free energy barrier. The three-phase coexistence is then both for decreasing and increasing \(T\) ‘hidden’ behind this barrier, as indicated by the dotted lines in Fig. 3(b).

The situation depicted as ‘I’ in Fig. 1, with nearly I-pure nuclei in both the I-rich and Br-rich phase, can only arise when entering the three-phase coexistence region by decreasing \(T\). The mixed I-Br phase in which the nearly I-pure nuclei are embedded then decomposes
into an I-rich and a Br-rich phase; see the Appendix D. By contrast, when entering the three-phase coexistence region by increasing $T$, the nearly I-pure nuclei are exclusively generated in the I-rich phase (situation ‘II’ in Fig. 1).

In between each binodal and its corresponding spinodal, the barrier for the formation of a third phase is determined by the free energy required to generate a critical nucleus of the third phase in either of the two existing phases. This barrier is, in the absence of defects and impurities, governed by an interface free energy. Determination of this interface free energy is beyond the scope of the present work. In practice defects and impurities might dominate the nucleation process, preventing supercooling and superheating. In that case the binodals and not the spinodals delineate the region where three-phase coexistence will be found experimentally.

We conclude by showing in Fig. 3(c) similar results as in Figs. 3(a) and (b), but now for varying illumination intensity $I$ for $T = 252$ K and $x = 0.395$ (black squares in Figs. 2(g)-(i)). A large hysteresis loop is observed that starts at 8 Sun, featuring ‘superillumination’ until 133 Sun, where the nearly I-pure phase spontaneously appears with a volume fraction of about 0.08% and Br concentration of about 0.2%, containing about 13% of the photocarriers. The same remarks as above about a free energy barrier to form a critical nucleus for the nearly I-pure phase apply to this situation. As is clear from Figs. 2(g)-(i), the way in which the three-phase coexistence region is entered for increasing $I$ is the same as for increasing $T$. This means that the nearly I-pure nuclei are in this case exclusively generated in the I-rich phase (situation ‘II’ in Fig. 1).

IV. SUMMARY, CONCLUSIONS, AND OUTLOOK

Although we focused on a particular mixed halide perovskite, MAPb(I$_{1-x}$Br$_x$)$_3$, and used particular parameter values, we expect that the concepts developed in this work will be applicable to mixed halide perovskites in general. We stress that substantial uncertainties in our quantitative predictions are expected, because we had to make several simplifying assumptions. Quantitative improvements of our work in several directions are possible. Accounting for different monomolecular and bimolecular recombination rates in the different phases will be relatively easy, but the information required for this is presently not available to us. Accounting for non-uniformity of the photocarrier distribution inside the phase
domains will be more complicated, requiring information about the diffusion lengths of the photocarriers in comparison to the sizes and shapes of the domains. We further remark that we have applied thermodynamic equilibrium arguments, which cannot account for kinetic effects. One such effect is the kinetic trapping of Br ions inside the nearly I-pure nuclei [27], possibly explaining why the observed Br concentration of $x \approx 0.2$ in these nuclei [15] is not as small as expected from equilibrium arguments. Finally, when changing temperature, perovskites may undergo structural phase transitions and volume changes that will interfere with halide segregation. Nevertheless, we expect the three-phase coexistence to be a robust phenomenon, also present in quantitatively improved versions of our analysis. In particular, we expect that our conclusion that the light-tunable three-phase coexistence should occur close to the critical point for intrinsic halide segregation in the dark will be unaffected by quantitative improvements.

We propose experimental verification of the predicted three-phase coexistence by a combination of absorption and photoluminescence experiments. Presence of both the I-rich and Br-rich phase can be detected by the occurrence of two step-like increases at the respective band gaps in the absorption spectrum. The additional nearly I-pure phase can be detected by a peak in the photoluminescence spectrum close to the band gap of MAPbI$_3$. Because of the funneling effect, a sizable peak should be visible, despite the very small volume fraction of this phase. We remark that extreme illumination intensities are not needed. We studied three-phase coexistence in Figs. 3(a) and (b) for $I = 20$ Sun, but it is also present at $I = 2$ Sun (see Figs. 2(d) and (g)) and even lower illumination intensities.

A worry could be that experimental verification requires cooling down to temperatures around $T_c$, where slowing down of halide diffusion might hamper observation. Estimates of the diffusion barriers for vacancy-mediated diffusion of I and Br in MAPb(I$_{1-x}$Br$_x$)$_3$ are 0.17-0.25 and 0.23-0.43 eV, respectively [28]. Taking 0.25 eV as a typical barrier and an Arrhenius $T$ dependence, we find that the diffusion speed is slowed down by a factor of about 3 at the calculated $T_c = 266$ K [18] as compared to room temperature. Since light-induced halide demixing at room temperature occurs on time scales of hours [29], establishing equilibrium conditions for three-phase coexistence should still occur on experimentally feasible time scales. MAPb(I$_{1-x}$Br$_x$)$_3$ seems a good candidate for experimental verification, since the calculated $T_c$'s of other AB(I$_{1-x}$Br$_x$)$_3$ perovskites are lower [18]. We mention in this context that the precise value of the calculated $T_c$ depends rather sensitively on technical
details of the calculations. For example, in Ref. [14] a value \( T_c = 343 \text{ K} \) was reported for MAPb(I\(_{1-x}\)Br\(_x\))\(_3\), which is even above room temperature. Considerable uncertainties in calculated values of \( T_c \) should therefore be expected.

Experimental verification of the three phase coexistence would establish a fundamentally novel type of three-phase coexistence and provide a new viewing angle on demixing processes in mixed halide perovskites. The tunability by light makes the present three-phase coexistence fundamentally different from gas-liquid-solid coexistence as occurring, e.g., at the triple point of water. The insight that light can be used as a parameter to influence segregation processes can possibly also be applicable to other compound semiconductors where the band gap changes with composition.
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Appendix A: Compositional mixing free energy

In Fig. 4 we reproduce the compositional mixing free energy \( \Delta F(x,T) \) calculated in Ref. [18] that enters Eq. (1) in ‘Methods’ of the main text. This mixing free energy was calculated following the procedure outlined in Ref. [14], using density functional theory with a thermodynamic analysis performed within the generalized quasi-chemical approximation [30].

Appendix B: Binodals and spinodals for mixed phase to two-phase coexistence

We apply Eqs. (1)-(3) in ‘Methods’ of the main text to the case of halide segregation into two phases. Substituting \( n_1 \) and \( n_2 \), which can be obtained by solving Eqs. (2) and (3) in the main text, Eq. (1) in the main text becomes

\[
\Delta F^*(x_1, x_2, \phi_1, \phi_2, T) = \phi_1 \Delta F(x_1) + \phi_2 \Delta F(x_2) + 2G \tau \left( \frac{\phi_1 f(x_1) + \phi_2 f(x_2)}{\phi_1 g(x_1) + \phi_2 g(x_2)} + \sqrt{(\phi_1 g(x_1) + \phi_2 g(x_2))^2 + D(\phi_1 g^2(x_1) + \phi_2 g^2(x_2))} \right),
\]
with

\[ D = 4Gk\tau^2/V, \]  

(B2)

and

\[ f(x) = E_g(x)e^{-E_g(x)/k_BT}, \]
\[ g(x) = e^{-E_g(x)/k_BT}. \]

(B3)

The \( T \)-dependence in Eq. (B1) has been suppressed. We should minimize Eq. (B1) under the conditions \( \phi_1 + \phi_2 = 1 \) and \( \phi_1 x_1 + \phi_2 x_2 = x \).

To find the binodals in the \( x-T \) phase diagram, we investigate the possibility, starting from the mixed situation with Br concentration \( x \), to decrease the free energy by demixing through nucleation of a phase with a Br concentration \( x_2 \neq x \) with a small volume fraction \( \delta \phi \equiv \phi_2 \). The free energy, Eq. (B1), in the mixed situation is \( \Delta F^*(x, x, 1, 0, T) \), while the free energy in the demixed situation is \( \Delta F^*(x_1, x_2, 1 - \delta \phi, \delta \phi, T) \), with, to linear order in \( \delta \phi \),

\[ x_1 = x - (x_2 - x)\delta \phi. \]

The difference in free energy between the demixed and mixed situations is to linear order in \( \delta \phi \):

\[
\delta \Delta F^* = \delta \phi \left\{ \Delta F(x_2) - \Delta F(x) + (x - x_2)\Delta F'(x) \\
+ 2G\tau \left[ \frac{f(x_2) - f(x) + (x - x_2)f'(x)}{(1 + \sqrt{1 + D})g(x)} - \frac{f(x)}{(1 + \sqrt{1 + D})g(x)} \left( g(x_2) - g(x) + (x - x_2)g'(x) \right) + \frac{2g(x)(g(x_2) - g(x)) + D(g^2(x_2) - g^2(x) + 2(x - x_2)g(x)g'(x))}{2\sqrt{1 + D}g(x)} \right] \right\}. 
\]

(B4)

When \( \delta \Delta F^* < 0 \), the demixed situation has a lower free energy than the mixed situation. We therefore find the binodals in Figs. 2(a)-(c) of the main text for a certain illumination intensity \( I \) by looking if a value \( x_2 \) of a nucleated phase exists for which \( \delta \Delta F^* = 0 \).

To find the spinodals we consider the possibility to decrease the free energy by generating a volume fraction \( \phi \) of a phase with a slightly different concentration \( x_2 = x + \delta x \). The free energy in the demixed situation can be written as \( \Delta F^*(x - \phi\delta x/(1 - \phi), x + \delta x, 1 - \phi, \phi, T) \).

To second order in \( \delta x \) the difference in free energy becomes

\[
\delta \Delta F^* = \frac{\phi(\delta x)^2}{2(1 - \phi)} \left\{ \Delta F''(x) + 2G\tau \left[ \frac{f''(x)}{(1 + \sqrt{1 + D})g(x)} - \frac{f(x)}{(1 + \sqrt{1 + D})g(x)} \left( g''(x) + g(x)g''(x) \right) \right] \right\}. 
\]

(B5)
Putting \( \delta \Delta F^* = 0 \) yields the spinodal separating the unstable from the metastable region in the \( x-T \) phase diagrams shown in Figs. 2(a)-(c) of the main text.

We remark that Eqs. (B4) and (B5) are more accurate than Eqs. (11) and (13) in Ref. [18]. Equations (B4) and (B5) consider bimolecular recombination in both the parent and nucleated phases while Eqs. (11) and (13) in Ref. [18] neglect bimolecular recombination in the parent phase. For the illumination intensities studied in Ref. [18] this is a good approximation, but in the present work this not a good approximation anymore for an illumination intensity of 200 Sun.

**Appendix C: Extension of common tangent method**

The binodals also follow from demanding that \( \partial \Delta F^*/\partial x_2 = 0 \) and \( \partial \Delta F^*/\partial \phi_2 = 0 \) under the conditions \( \phi_1 + \phi_2 = 1 \) and \( \phi_1 x_1 + \phi_2 x_2 = x \), with \( \Delta F^* \) given by Eq. (B1). When only considering the compositional free energy this leads to the common tangent equations \( \Delta F(x_2) = \Delta F(x_1) - (x_1 - x_2) \Delta F'(x_1) \) and \( \Delta F'(x_2) = \Delta F'(x_1) \). With the inclusion of the photocarrier free energy we obtain instead

\[
\Delta F(x_2) = \Delta F(x_1) - (x_1 - x_2) \Delta F'(x_1) - 2G_\tau \left[ \frac{f(x_2) - f(x_1) + (x_1 - x_2)f'(x_1)}{\phi_1 g(x_1) + \phi_2 g(x_2) + H_0} \right] - \frac{\phi_1 f(x_1) + \phi_2 f(x_2)}{(\phi_1 g(x_1) + \phi_2 g(x_2) + H_0)^2} \left( g(x_2) - g(x_1) + (x_1 - x_2)g'(x_1) + \frac{H_1}{2H_0} \right),
\]

(C1)

and

\[
\Delta F'(x_2) = \Delta F'(x_1) - 2G_\tau \left[ \frac{f'(x_2) - f'(x_1)}{\phi_1 g(x_1) + \phi_2 g(x_2) + H_0} \right] - \frac{\phi_1 f(x_1) + \phi_2 f(x_2)}{(\phi_1 g(x_1) + \phi_2 g(x_2) + H_0)^2} \left( g'(x_2) - g'(x_1) + \frac{H_2}{2H_0} \right),
\]

(C2)

where \( H_0, H_1 \) and \( H_2 \) are

\[
H_0 = \sqrt{(\phi_1 g(x_1) + \phi_2 g(x_2))^2 + D(\phi_1 g^2(x_1) + \phi_2 g^2(x_2))},
\]

\[
H_1 = 2(\phi_1 g(x_1) + \phi_2 g(x_2))(g(x_2) - g(x_1) + (x_1 - x_2)g'(x_1)) + D(g^2(x_2) - g^2(x_1) + 2g(x_1)g'(x_1)(x_1 - x_2)),
\]

\[
H_2 = 2(\phi_1 g(x_1) + \phi_2 g(x_2))(g'(x_2) - g'(x_1)) + 2D(g(x_2)g'(x_2) - g(x_1)g'(x_1)).
\]

(C3)

Putting \( \phi_1 = 1 - \delta \phi \), \( \phi_2 = \delta \phi \) and \( x_1 = x - (x_2 - x)\delta \phi \) in Eq. (C1) and linearizing in \( \delta \phi \) yields Eq. (B4).
Appendix D: Binodals and spinodals for two-phase to three-phase coexistence

To determine the binodals for two-phase to three-phase coexistence, we start with finding the minimum of the two-phase free energy in the metastable (grey) and unstable (pink) regions of the phase diagrams Figs. 2(a)-(c) of the main text using a standard minimization algorithm. From this, the free energies $\Delta F^*$, volume fractions $\phi_1$ and $\phi_2$, and Br concentrations $x_1$ and $x_2$ of the local and global minima are determined. The comparison of the free energies of the global minima leads to two distinct two-phase coexistence regions, separated by purple lines, as shown in Fig. 5 for MAPb(I$_1$xBr$_x$)$_3$ at different illumination intensities.

In the upper right region we have ‘nearly I-pure + mixed’ coexistence and in the lower left region ‘I-rich + Br-rich’ coexistence.

To determine the binodals we consider the possibility, starting from the free energy of the global two-phase coexistence minimum, to further decrease the free energy by generating a third phase with Br concentration $x_3 \neq x_1, x_2$ with a small volume fraction $\delta \phi \equiv \phi_3$. The two-phase free energy is obtained from Eq. (B1) and the three-phase free energy is $\Delta F^*(x_1 + c_1 \delta \phi, x_2 + c_2 \delta \phi, x_3, \phi_1 - c \delta \phi, \phi_2 - (1 - c) \delta \phi, \phi_3, T)$, with, to linear order in $\delta \phi$,

$$c_1 \phi_1 + c_2 \phi_2 - cx_1 - (1 - c)x_2 + x_3 = 0,$$

(D1)

where $c_1$, $c_2$ and $c$ are constants. The free energy difference between the three-phase and two-phase coexistence is to linear order in $\delta \phi$:

$$\delta \Delta F^* = \delta \phi \left\{ (c_1 \phi_1 \Delta F'(x_1) + c_2 \phi_2 \Delta F'(x_2) - c \Delta F(x_1) - (1 - c) \Delta F(x_2) + \Delta F(x_3)) + 2Gf \left[ \frac{c_1 \phi_1 f'(x_1) + c_2 \phi_2 f'(x_2) - cf(x_1) - (1 - c)f(x_2) + f(x_3)}{\phi_1 g(x_1) + \phi_2 g(x_2) + H_0} \right] - \frac{\phi_1 f(x_1) + \phi_2 f(x_2)}{(\phi_1 g(x_1) + \phi_2 g(x_2) + H_0)^2} \left( c_1 \phi_1 g'(x_1) + c_2 \phi_2 g'(x_2) - cg(x_1) - (1 - c)g(x_2) + g(x_3) + \frac{H_3}{2H_0} \right) \right\},$$

(D2)

where

$$H_3 = 2(\phi_1 g(x_1) + \phi_2 g(x_2))(c_1 \phi_1 g'(x_1) + c_2 \phi_2 g'(x_2) - cg(x_1) - (1 - c)g(x_2) + g(x_3)) + D(2c_1 \phi_1 g(x_1) g'(x_1) + 2c_2 \phi_2 g(x_2) g'(x_2) - cg^2(x_1) - (1 - c)g^2(x_2) + g^2(x_3)).$$

(D3)

Since $\phi_1$, $\phi_2$, $x_1$, and $x_2$ are determined by minimizing the two-phase free energy, Eqs. (C1) and (C2) should be satisfied when inserting the numerically determined values. This means
that we can substitute Eqs. (C1) and (C2) in Eq. (D2) to eliminate the constants \( c_1, c_2, \) and \( c \). This leads to

\[
\delta \Delta F^* = \delta \phi \left\{ \Delta F(x_3) - \Delta F(x_1) + (x_1 - x_3)F'(x_1) \right. \\
+ 2G\tau \left[ \frac{f(x_3) - f(x_1) + (x_1 - x_3)f'(x_1)}{\phi_1 g(x_1) + \phi_2 g(x_2) + H_0} \\
- \frac{\phi_1 f(x_1) + \phi_2 f(x_2)}{\left(\phi_1 g(x_1) + \phi_2 g(x_2) + H_0\right)^2} (g(x_3) - g(x_1) + (x_1 - x_3)g'(x_1)) \\
+ \left[ 2(\phi_1 g(x_1) + \phi_2 g(x_2))(g(x_3) - g(x_1) + (x_1 - x_3)g'(x_1)) \\
+ D(g^2(x_3) - g^2(x_1) + 2(x_1 - x_3)g(x_1)g'(x_1)) \right]/2H_0 \right\}
\]

(D4)

When \( \delta \Delta F^* < 0 \), the three-phase coexistence has a lower free energy than the two-phase coexistence. We thus find the binodals for two-phase to three-phase coexistence in Figs. 2(d)-(i) of the main text by looking if a value \( x_3 \) of a third phase exists for which \( \delta \Delta F^* = 0 \). Because we have two types of two-phase coexistence we find two types of binodals. The binodals labeled ‘1’ are those for ‘nearly I-pure + mixed’ to three-phase coexistence and the binodals labeled ‘2’ are those for ‘I-rich + Br-rich’ to three-phase coexistence.

To find the spinodals we consider the possibility to decrease the free energy by generating a small volume fraction \( \delta \phi_3 \) of a third phase from the first phase with a slightly different Br concentration \( x_3 = x_1 + \delta x_3 \) (the argument is the same for generation of the third phase from the second phase). The free energy for the three-phase coexistence can be written as

\[
\Delta F^*(x_1 + \delta x_1, x_2 + \delta x_2, x_1 + \delta x_3, \phi_1 + \delta \phi_1, \phi_2 + \delta \phi_2, \delta \phi_3, T)
\]

with

\[
\delta \phi_1 + \delta \phi_2 + \delta \phi_3 = 0,
\]

(D5)

and

\[
x_1 \delta \phi_1 + x_2 \delta \phi_2 + x_1 \delta \phi_3 + \phi_1 \delta x_1 + \phi_2 \delta x_2 + \delta \phi_1 \delta x_1 + \delta \phi_2 \delta x_2 + \delta \phi_3 \delta x_3 = 0.
\]

(D6)

Taking \( x_3 = x_1 + \delta x_3 \), the free energy difference between the three-phase and two-phase
coexistence is to second order in $\delta x_3$:

$$
\delta F^* = \Delta F(x_1)\delta \phi_1 + \Delta F(x_2)\delta \phi_2 + \Delta F(x_1)\delta \phi_3 + \phi_1\Delta F'(x_1)\delta x_1 + \phi_2\Delta F'(x_2)\delta x_2 \\
+ \Delta F'(x_1)\delta \phi_1\delta x_1 + \Delta F'(x_2)\delta \phi_2\delta x_2 + \Delta F'(x_1)\delta \phi_3\delta x_3 + \Delta F''(x_1)\delta \phi_3(\delta x_3)^2/2 \\
+ 2G\tau \left[ \frac{1}{\phi_1 g(x_1) + \phi_2 g(x_2) + \mathcal{H}_0} \left( f(x_1)\delta \phi_1 + f(x_2)\delta \phi_2 + f(x_1)\delta \phi_3 \right) \\
+ \phi_1 f'(x_1)\delta x_1 + \phi_2 f'(x_2)\delta x_2 + f'(x_1)\delta \phi_1\delta x_1 + f'(x_2)\delta \phi_2\delta x_2 + f'(x_1)\delta \phi_3\delta x_3 \\
+ \phi_1 f''(x_1)\delta \phi_1(\delta x_3)^2/2 - \phi_2 f''(x_2)\delta \phi_2(\delta x_3)^2/2 \right] - \frac{\phi_1 f(x_1) + \phi_2 f(x_2)}{(\phi_1 g(x_1) + \phi_2 g(x_2) + \mathcal{H}_0)^2} \left( g(x_1)\delta \phi_1 + g(x_2)\delta \phi_2 + g(x_1)\delta \phi_3 \right) \\
+ g(x_1)\delta \phi_3 + \phi_1 g'(x_1)\delta x_1 + \phi_2 g'(x_2)\delta x_2 + g'(x_1)\delta \phi_1\delta x_1 + g'(x_2)\delta \phi_2\delta x_2 \\
+ g'(x_1)\delta \phi_3\delta x_3 + g''(x_1)\delta \phi_3(\delta x_3)^2/2 + \frac{\mathcal{H}_4}{2\mathcal{H}_0} \right],
$$

(D7)

where

$$
\mathcal{H}_4 = 2(\phi_1 g(x_1) + \phi_2 g(x_2))(g(x_1)\delta \phi_1 + g(x_2)\delta \phi_2 + g(x_1)\delta \phi_3 + \phi_1 g'(x_1)\delta x_1 + \phi_2 g'(x_2)\delta x_2 \\
+ g'(x_1)\delta \phi_1\delta x_1 + g'(x_2)\delta \phi_2\delta x_2 + g'(x_1)\delta \phi_3\delta x_3 + g''(x_1)\delta \phi_3(\delta x_3)^2/2) \\
+ D[g^2(x_1)\delta \phi_1 + g^2(x_2)\delta \phi_2 + g^2(x_1)\delta \phi_3 + 2(\phi_1 g(x_1)g'(x_1)\delta x_1 + \phi_2 g(x_2)g'(x_2)\delta x_2 \\
+ g(x_1)g'(x_1)\delta \phi_1\delta x_1 + g(x_2)g'(x_2)\delta \phi_2\delta x_2 + g(x_1)g'(x_1)\delta \phi_3\delta x_3 \\
+ [g'(x_1)]^2 + g(x_1)g''(x_1)]\delta \phi_3(\delta x_3)^2/2) \right].
$$

(D8)

Substituting Eqs. (C1) and (C2) in Eq. (D7), the difference in free energy becomes

$$
\delta F^* = \frac{1}{2} \delta \phi_3(\delta x_3)^2 \left\{ \Delta F''(x_1) + 2G\tau \left[ \frac{1}{\phi_1 g(x_1) + \phi_2 g(x_2) + \mathcal{H}_0} f''(x_1) \\
- \frac{\phi_1 f(x_1) + \phi_2 f(x_2)}{(\phi_1 g(x_1) + \phi_2 g(x_2) + \mathcal{H}_0)^2} (g''(x_1) \\
+ (\phi_1 g(x_1) + \phi_2 g(x_2))g''(x_1) + D[(g'(x_1))^2 + g(x_1)g''(x_1)] \right] \right\}.
$$

(D9)

Starting in the ‘nearly I-pure + mixed’ coexistence region and decreasing $T$ we first cross binodal ‘1’. After that, the three-phase coexistence free energy becomes lower than the two-phase coexistence free energy, while a barrier between these free energies still exists. Taking $x_1$ as the Br concentration in the mixed phase, the barrier disappears when $\delta F^* = 0$, which is where spinodal ‘1’ is located. Taking instead $x_1$ as the Br concentration in the nearly I-pure phase, we have $\delta F^* > 0$, demonstrating that the I-rich and Br-rich phase are generated from the mixed phase and not from the nearly I-pure phase. Vice versa, starting
in the ‘I-rich + Br-rich’ coexistence region and increasing $T$ we first cross binodal ‘2’. Taking $x_1$ as the Br concentration in the I-rich phase, the barrier disappears when $\delta \Delta F^*=0$, which is where spinodal ‘2’ is located. Taking instead $x_1$ as the Br concentration in the Br-rich phase, we have $\delta \Delta F^*>0$, demonstrating that the nearly I-pure phase is generated from the I-rich phase and not from the Br-rich phase. The results in Fig. 3 of the main text have been obtained with a standard numerical minimization algorithm.
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FIG. 1: Light-tunable three-phase coexistence in mixed I-Br perovskites. Blue: Br-rich phase. Green: I-rich phase. Orange: nearly I-pure nuclei. The nearly I-pure nuclei can be present in (I) both the I-rich and Br-rich phase or (II) only in the I-rich phase. Magnification: funneling of photogenerated electrons and holes into the low-band gap nearly I-pure nuclei, reducing their free energy.
FIG. 2:  Phase diagrams of MAPb(I_{1-x}Br_x)\textsubscript{3}.  (a)-(c) Phase diagrams of MAPb(I_{1-x}Br_x)\textsubscript{3} for different illumination intensities when accounting for coexistence of not more than two phases. Blue curve: compositional binodal. Green curve: light-induced binodal. Red curve: spinodal. Arrow in a: suggested ‘triple point’ for three-phase coexistence.  (d)-(f) Phase diagrams when accounting for coexistence of three phases. Orange curves: binodals for transitions from the two types of two-phase coexistence to three-phase coexistence. Red curves: corresponding spinodals. Yellow (pink) region: two-phase coexistence partly (fully) unstable for formation of third phase.  (g)-(i) Magnifications of three-phase coexistence regions with labeling of binodal-spinodal pairs for the two types of transitions. Double-headed arrows in (h): temperature ranges and Br concentrations \( x \) in Figs. 3(a) (left arrow) and (b) (right arrow). Black squares in (g)-(i): temperature \( T \) and Br concentration \( x \) in Fig. 3(c).
FIG. 3: Parameter sweeps through three-phase coexistence region. Volume fractions $\phi_i$, bromine concentrations $x_i$, and photocarrier fractions $f_i$ as function of temperature $T$ at illumination intensity $I = 20$ Sun for (a) $x = 0.395$ (left double-headed arrow in Fig. 2(h)) and (b) $x = 0.435$ (right double-headed arrow). From top to bottom: Br-rich phase, I-rich phase, and nearly I-pure phase. Thin dark-colored lines: increasing $T$. Thick light-colored lines: decreasing $T$. Free energy minima are followed until they disappear. The dotted lines in (b) indicate that the three-phase coexistence is separated from the two types of two-phase coexistence by a free energy barrier. (c) Same as a and (b), but as function of $I$ for $T = 252$ K and $x = 0.395$ (black squares in Figs. 2(g)-(i)).
FIG. 4: Compositional mixing free energy per formula unit (f.u.) as a function of Br concentration $x$ at different temperatures $T$. Reproduced from Ref. [18].
FIG. 5: Phase diagrams for two-phase coexistence in MAPb(I$_{1-x}$Br$_x$)$_3$ at different illumination intensities. The purple lines indicate where the free energy minima of the two different types of two-phase coexistence switch order.