A DIVERGENCE CENTER INTERPRETATION OF GENERAL SYMMETRIC KUBO-ANDO MEANS, AND RELATED WEIGHTED MULTIVARIATE OPERATOR MEANS
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ABSTRACT. It is well known that special Kubo-Ando operator means admit divergence center interpretations, moreover, they are also mean squared error estimators for certain metrics on positive definite operators. In this paper we give a divergence center interpretation for every symmetric Kubo-Ando mean. This characterization of the symmetric means naturally leads to a definition of weighted and multivariate versions of a large class of symmetric Kubo-Ando means. We study elementary properties of these weighted multivariate means, and note in particular that in the special case of the geometric mean we recover the weighted $\mathcal{A}\#\mathcal{H}$-mean introduced by Kim, Lawson, and Lim [13].

1. INTRODUCTION

1.1. Motivation, goals. It is well known that special Kubo-Ando operator means, namely, the arithmetic, the geometric, and the harmonic mean admit divergence center interpretations, moreover, as the divergence may be a squared distance, they are also mean squared error estimators. The arithmetic mean $A\overline{\nabla}B = (A + B)/2$ is clearly the mean squared error estimator for the Euclidean metric on positive operators:

$$A\overline{\nabla}B = \arg\min_{X > 0} \frac{1}{2} \left( \text{Tr}(A - X)^2 + \text{Tr}(B - X)^2 \right).$$

The geometric mean $A\#B = A^{1/2}(A^{-1/2}BA^{-1/2})^{1/2}A^{1/2}$ is the mean squared error estimator for both the Riemannian trace metric $d_R(X, Y) = \left\| \log \left( X^{-\frac{1}{2}} Y X^{-\frac{1}{2}} \right) \right\|_2$, and the $S$-divergence $d_S(X, Y) = \sqrt{\text{Tr} \log \left( \frac{X+Y}{2} \right) - \frac{1}{2} \text{Tr} \log X - \frac{1}{2} \text{Tr} \log Y}$ that is,

$$A\#B = \arg\min_{X > 0} \frac{1}{2} \left( d_R^2(A, X) + d_R^2(B, X) \right) = \arg\min_{X > 0} \frac{1}{2} \left( d_S^2(A, X) + d_S^2(B, X) \right),$$

see [7] and [18] for the details, respectively. The harmonic mean $A!B = 2 \left( A^{-1} + B^{-1} \right)^{-1}$ is the mean squared error estimator for a Riemannian metric on positive definite operators described in the Appendix in details. Furthermore, all the above mentioned
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means have a standard weighted version. The curve consisting of weighted arithmetic means
\[ A \nabla_\alpha B = (1 - \alpha) A + \alpha B \quad (\alpha \in [0, 1]) \]
is the geodesic in the Euclidean metric, the weighted geometric means
\[ A \#_\alpha B = A^{1/2} (A^{-1/2} BA^{-1/2})^{1/2} A^{1/2} \quad (\alpha \in [0, 1]) \]
form the geodesic between \( A \) and \( B \) in the Riemannian trace metric, and the flow of weighted harmonic means
\[ A !_\alpha B = \left( (1 - \alpha) A^{-1} + \alpha B^{-1} \right)^{-1} \]
is the geodesic with respect to the Riemannian metric given by
\[ ds = \| A^{-1} dA A^{-1} \|_2 \]
see the Appendix for the details.

In this paper we give a divergence center interpretation for every symmetric Kubo-Ando mean. This characterization of the symmetric means immediately leads to a natural definition of weighted and multivariate versions of a large class of symmetric Kubo-Ando means. We study elementary properties of these weighted multivariate means, and note in particular that in the special case of the geometric mean we recover the weighted \( A \# \mathcal{H} \)-mean introduced by Kim, Lawson, and Lim [13].

1.2. Basic notions, notation. Throughout this paper, \( \mathcal{H} \) stands for a finite dimensional complex Hilbert space, and \( \mathcal{B}(\mathcal{H}), \mathcal{B}(\mathcal{H})^{sa}, \) and \( \mathcal{B}(\mathcal{H})^{++} \) denote the sets of all linear, self-adjoint, and positive definite operators on \( \mathcal{H} \), respectively. The symbol \( I \) stands for the identity of \( \mathcal{B}(\mathcal{H}) \), and we consider the Löwner order induced by positivity on \( \mathcal{B}(\mathcal{H})^{sa} \), that is, by \( A \leq B \) we mean that \( B - A \) is positive semidefinite, and \( A < B \) means that \( B - A \) is positive definite. The spectrum of \( X \in \mathcal{B}(\mathcal{H}) \) is denoted by \( \text{spec}(X) \). The symbols \( D \) and \( D^2 \) denote the first and second Fréchet derivatives, respectively.

2. Symmetric Kubo-Ando means as divergence centers

Let \( \sigma : \mathcal{B}(\mathcal{H})^{++} \times \mathcal{B}(\mathcal{H})^{++} \to \mathcal{B}(\mathcal{H})^{++} \) be a symmetric Kubo-Ando operator mean, and let \( f_\sigma : (0, \infty) \to (0, \infty) \) be the operator monotone function representing \( \sigma \) in the sense that
\[ A \sigma B = A^{1/2} f_\sigma \left( A^{-1/2} BA^{-1/2} \right) A^{1/2}, \]
see [3] for an overview of the theory of operator means. Clearly, \( f_\sigma(1) = 1 \), and the symmetry of \( \sigma \) implies that \( f_\sigma(x) = x f_\sigma \left( \frac{1}{x} \right) \) for \( x > 0 \), and hence \( f_\sigma'(1) = 1/2 \). We define
\[ g_\sigma : (0, \infty) \ni \text{ran}(f_\sigma) \to (0, \infty) \]
by
\[ g_\sigma(x) := \int_1^x \left( 1 - \frac{1}{f_\sigma^{-1}(t)} \right) \, dt. \]
Obviously, \( g_\sigma(1) = 0 \), \( g'_\sigma(x) = 1 - \frac{1}{f_\sigma'(x)} \), and \( g''_\sigma(1) = 0 \) as \( f_\sigma(1) = 1 \). Since \( f_\sigma \) is strictly monotone increasing, so is \( g'_\sigma \), and hence \( g_\sigma \) is strictly convex on its domain. Now we define the quantity
\[ \phi_\sigma(A, B) := \text{Tr} g_\sigma \left( A^{-1/2} BA^{-1/2} \right), \]
for positive definite operators $A, B \in \mathcal{B}(\mathcal{H})^{++}$ such that the spectrum of $A^{-1/2}BA^{-1/2}$ is contained in $\text{ran} \{f_\sigma\}$. We define $\phi_\sigma (A, B) := +\infty$ if $\text{spec} \{A^{-1/2}BA^{-1/2}\} \not\subseteq \text{ran} \{f_\sigma\}$. It will be important in the sequel that by [8, 2.10. Thm.] the strict convexity of $g_\sigma$ implies that $X \mapsto \phi_\sigma (A, X)$ is strictly convex (whenever finite) for every $\sigma$ and $A$. Now we check that $\phi_\sigma$ defined in [3] is a genuine divergence in the sense of Amari [11 Sec. 1.2 & 1.3].

**Proposition 1.** For any symmetric Kubo-Ando mean $\sigma$, the map

$$\phi_\sigma : \mathcal{B}(\mathcal{H})^{++} \times \mathcal{B}(\mathcal{H})^{++} \rightarrow [0, +\infty]; \quad (A, B) \mapsto \phi_\sigma (A, B)$$

satisfies the followings.

(i) $\phi_\sigma (A, B) \geq 0$ and $\phi_\sigma (A, B) = 0$ if and only if $A = B$.

(ii) The first derivative of $\phi_\sigma$ in the second variable vanishes at the diagonal, that is,

$$D \left( \phi_\sigma (A, \cdot) \right) [A] = 0 \in \text{Lin} \left( \mathcal{B}(\mathcal{H})^{sa}, \mathbb{R} \right) \text{ for all } A \in \mathcal{B}(\mathcal{H})^{++}.$$ 

(iii) The second derivative of $\phi_\sigma$ in the second variable is positive at the diagonal, that is,

$$D^2 \left( \phi_\sigma (A, \cdot) \right) [A](Y, Y) \geq 0 \text{ for all } Y \in \mathcal{B}(\mathcal{H})^{sa}.$$ 

**Proof.** Property (ii) follows from that $f_\sigma$ is strictly monotone increasing for any symmetric Kubo-Ando mean $\sigma$, and hence so is $g_\sigma'(x) = 1 - \frac{1}{f_\sigma^{-1}(x)}$. Moreover, $g_\sigma'(1) = g_\sigma(1) = 0$, and therefore $g_\sigma(x) = 0$ if and only if $x = 1$. Consequently, $\phi_\sigma (A, B) = \text{Tr} g_\sigma \left( A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \right) = 0$ if and only if $A^{-\frac{1}{2}}BA^{-\frac{1}{2}} = I$.

Property (iii) can be seen by calculating that the derivative of $\phi_\sigma (A, \cdot)$ at the diagonal is

$$D \left( \phi_\sigma (A, \cdot) \right) [A](Y) = \text{Tr} g_\sigma' \left( A^{-\frac{1}{2}}AA^{-\frac{1}{2}} \right) A^{-\frac{1}{2}}YA^{-\frac{1}{2}} = 0$$
as $g_\sigma'(1) = 0$.

To justify Property (iii) note that the second derivative at the diagonal can be calculated as

$$D^2 \left( \phi_\sigma (A, \cdot) \right) [A](Y, Y) = \frac{d^2}{dt^2} \phi_\sigma (A, A + tY) \big|_{t=0}$$

and

$$= \frac{d^2}{dt^2} \text{Tr} g_\sigma \left( I + tA^{-\frac{1}{2}}YA^{-\frac{1}{2}} \right) \big|_{t=0} = g_\sigma''(1) \text{Tr} \left( A^{-\frac{1}{2}}YA^{-\frac{1}{2}} \right)^2 \geq 0$$
because $g_\sigma''(1) = \left(f_\sigma^{-1}(1)\right)^{-2} \left(f_\sigma^{-1}'(1)\right)^2(1) = 2$ is positive.

The standard computation rules for derivatives of functions defined on operators which were used throughout this proof are collected e.g. in [12 Thm. 3.33.]. 

In what follows, we consider the symmetric loss function $X \mapsto \frac{1}{2} \left( \phi_\sigma (A, X) + \phi_\sigma (B, X) \right)$ corresponding to the pair $A, B \in \mathcal{B}(\mathcal{H})^{++}$ and to the divergence $\phi_\sigma$. Note that the domain

$$\text{dom}_{A,B,\sigma} = \left\{ X \in \mathcal{B}(\mathcal{H})^{++} \left| \frac{1}{2} \left( \phi_\sigma (A, X) + \phi_\sigma (B, X) \right) < \infty \right. \right\}$$
is a nonempty open convex subset of $\mathcal{B}(\mathcal{H})^{++}$. Indeed, $A\sigma B = B\sigma A \in \text{dom}_{A,B,\sigma}$ always holds, because

$$\text{spec} \left( A^{-\frac{1}{2}}(A\sigma B)A^{-\frac{1}{2}} \right) = \text{spec} \left( f_\sigma \left( A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \right) \right) \subseteq \text{ran} \{f_\sigma\}$$

and

$$\text{spec} \left( B^{-\frac{1}{2}}(B\sigma A)B^{-\frac{1}{2}} \right) = \text{spec} \left( f_\sigma \left( B^{-\frac{1}{2}}AB^{-\frac{1}{2}} \right) \right) \subseteq \text{ran} \{f_\sigma\}.$$ 

The convexity of $\text{dom}_{A,B,\sigma}$ follows from the fact that

$$\text{spec} \left( A^{-\frac{1}{2}}((1- \sigma)X + \sigma Y)A^{-\frac{1}{2}} \right) \subseteq \text{ch} \left( \text{spec} \left( A^{-\frac{1}{2}}XA^{-\frac{1}{2}} \right) \cup \text{spec} \left( A^{-\frac{1}{2}}YA^{-\frac{1}{2}} \right) \right)$$

holds, because

$$\text{spec} \left( A^{-\frac{1}{2}}((1- \sigma)X + \sigma Y)A^{-\frac{1}{2}} \right) \subseteq \text{spec} \left( A^{-\frac{1}{2}}(X+Y)A^{-\frac{1}{2}} \right)$$

is contained in the convex hull of the sets in the right hand side.
holds for any \( X, Y \in \mathcal{B}(\mathcal{H})^+ \) and for any \( \alpha \in [0, 1] \), where \( \text{ch}(S) \) denotes the convex hull of the set \( S \), and the same holds when replacing \( A \) by \( B \). So if both \( X \) and \( Y \) are in \( \text{dom}_{A,B,\sigma} \), that is,

\[
\text{spec}\left( A^{-\frac{1}{2}}X A^{-\frac{1}{2}} \right) \cup \text{spec}\left( B^{-\frac{1}{2}}X B^{-\frac{1}{2}} \right) \cup \text{spec}\left( A^{-\frac{1}{2}}Y A^{-\frac{1}{2}} \right) \cup \text{spec}\left( B^{-\frac{1}{2}}Y B^{-\frac{1}{2}} \right) \subset \text{ran}(f_\sigma),
\]

then any convex combination of \( X \) and \( Y \) is in \( \text{dom}_{A,B,\sigma} \). To see that \( \text{dom}_{A,B,\sigma} \) is open, note that \( \text{ran}(f_\sigma) \) is an open interval and \( \text{spec}\left( A^{-\frac{1}{2}}X A^{-\frac{1}{2}} \right) \) is a finite set. Therefore if \( \text{spec}\left( A^{-\frac{1}{2}}X A^{-\frac{1}{2}} \right) \subset \text{ran}(f_\sigma) \) then there is a small neighbourhood of \( X \) such that \( \text{spec}\left( A^{-\frac{1}{2}}Y A^{-\frac{1}{2}} \right) \subset \text{ran}(f_\sigma) \) for any element \( Y \) in this neighbourhood (and the same holds when replacing \( A \) by \( B \)).

We turn to the main result of this section which says that the Kubo-Ando mean \( A\sigma B \) is exactly the divergence center (or barycenter) of \( A \) and \( B \) with respect to the divergence \( \phi_\sigma \).

**Theorem 2.** For any \( A, B \in \mathcal{B}(\mathcal{H})^+ \),

\[
\arg\min_{X \in \mathcal{B}(\mathcal{H})^+} \frac{1}{2} \left( \phi_\sigma(A, X) + \phi_\sigma(B, X) \right) = A\sigma B.
\]

That is, \( A\sigma B \) is a unique minimizer of the function \( X \mapsto \frac{1}{2} \left( \phi_\sigma(A, X) + \phi_\sigma(B, X) \right) \) on \( \mathcal{B}(\mathcal{H})^+ \).

**Proof.** By the strict convexity of \( X \mapsto \frac{1}{2} \left( \phi_\sigma(A, X) + \phi_\sigma(B, X) \right) \) it is sufficient to show that \( A\sigma B \) is a critical point, and therefore a unique minimizer. First we compute the derivative

\[
\frac{d}{dt} \bigg|_{t=0} \phi_\sigma(A, X + tY) = \frac{d}{dt} \bigg|_{t=0} \text{Tr} g_\sigma \left( A^{-1/2}X A^{-1/2} + tA^{-1/2}YA^{-1/2} \right) = \text{Tr} A^{-1/2}g'_\sigma \left( A^{-1/2}X A^{-1/2} \right) A^{-1/2}Y
\]

for all \( Y \in \mathcal{B}(\mathcal{H})^{+\alpha} \). Since \( g'_\sigma(x) = 1 - (f_\sigma^{-1}(x))^{-1} \), we get

\[
\frac{d}{dt} \bigg|_{t=0} \frac{1}{2} \phi_\sigma(A, X + tY) = \frac{1}{2} \text{Tr} \left( A^{-1/2} \left( I - \left[ f_\sigma^{-1}(A^{-1/2}X A^{-1/2}) \right]^{-1} \right) A^{-1/2}Y \right)
\]

for all \( Y \in \mathcal{B}(\mathcal{H})^{+\alpha} \). Substituting \( X = A\sigma B = A^{1/2} f_\sigma(A^{-1/2}BA^{-1/2}) A^{1/2} \) into the derivative above, the right hand side of (7) becomes

\[
\frac{1}{2} \text{Tr} \left( A^{-1/2} \left( I - \left[ f_\sigma^{-1}(A^{-1/2}A^{1/2}f_\sigma(A^{-1/2}BA^{-1/2})A^{1/2}A^{-1/2}) \right]^{-1} \right) A^{-1/2}Y \right) = \frac{1}{2} \text{Tr} (A^{-1} - B^{-1})Y.
\]

Since the operator mean \( \sigma \) is symmetric, that is

\[
A\sigma B = B\sigma A = B^{1/2} f_\sigma \left( B^{-1/2}AB^{-1/2} \right) B^{1/2},
\]

a similar computation for the derivative

\[
\frac{d}{dt} \bigg|_{t=0} \frac{1}{2} \phi_\sigma(B, X + tY)
\]

at \( X = A\sigma B \) gives

\[
\frac{1}{2} \text{Tr} (B^{-1} - A^{-1})Y
\]
for all $Y \in \mathcal{B}(\mathcal{H})^{sa}$. Using (9) and (10) we get for the derivative

$$
\frac{d}{dt}igg|_{t=0} \left\{ \frac{1}{2} \phi_\sigma(A, X + tY) + \frac{1}{2} \phi_\sigma(B, X + tY) \right\} \bigg|_{X=A\sigma B} = \frac{1}{2} \text{Tr}(A^{-1} - B^{-1}) Y + \frac{1}{2} \text{Tr}(B^{-1} - A^{-1}) Y = 0
$$

for all $Y \in \mathcal{B}(\mathcal{H})^{sa}$. So we obtained that $A\sigma B$ is a critical point and hence a unique minimizer of $X \mapsto \frac{1}{2} (\phi_\sigma(A, X) + \phi_\sigma(B, X))$. \hfill \Box

3. Weighted multivariate versions of Kubo-Ando means

The above characterization of symmetric Kubo-Ando means as barycenters (Theorem 2) naturally leads to the idea of defining weighted and multivariate versions of Kubo-Ando means as minimizers of appropriate loss functions derived from the divergence $\phi_\sigma$.

Given a symmetric Kubo-Ando mean $\sigma$, a finite set of positive definite operators $A = \{A_1, \ldots, A_m\} \subset \mathcal{B}(\mathcal{H})^{++}$, and a discrete probability distribution $w = \{w_1, \ldots, w_m\} \subset (0, 1]$ with $\sum_{j=1}^m w_j = 1$ we define the corresponding loss function $Q_{\sigma,A,w} : \mathcal{B}(\mathcal{H})^{++} \to [0, \infty]$ by

$$
Q_{\sigma,A,w}(X) := \sum_{j=1}^m w_j \phi_\sigma(A_j, X)
$$

where $\phi_\sigma$ is defined by (3).

However, in the weighted multivariate setting, when $\text{ran}(f_\sigma)$ is smaller than the whole positive half-line $(0, \infty)$, then some undesirable phenomena occur which are illustrated by the next example.

Consider the arithmetic mean generated by $f_\nu(x) = (1 + x)/2$ with $\text{ran}(f_\nu) = (\frac{1}{2}, \infty)$. Let $A_1, A_2 \in \mathcal{B}(\mathcal{H})^{++}$ satisfy $A_1 < \frac{1}{2} A_2$. In this case, for any $\alpha \in (0, 1)$, the loss function $Q_{\nu,[\{A_1,A_2\},[1-\alpha,\alpha]]}(X)$ is finite only if $X > \frac{1}{2} A_2$. So the barycenter of $A_1$ and $A_2$ with weights $[1-\alpha,\alpha]$ is separated from $A_1$ for every $\alpha \in (0, 1)$, even for values very close to 0.

To exclude such phenomena, from now on, we assume that the range of $f_\sigma$ is maximal, that is, $\text{ran}(f_\sigma) = (0, \infty)$, and hence $g_\sigma(x) = \int_1^x \left(1 - \frac{1}{f_\sigma(t)}\right) dt$ is defined on the whole positive half-line $(0, \infty)$. Consequently, $\phi_\sigma$ is always finite, and hence so is $Q_{\sigma,A,w}$ on the whole positive definite cone $\mathcal{B}(\mathcal{H})^{++}$.

**Definition 3.** Let $\sigma : \mathcal{B}(\mathcal{H})^{++} \times \mathcal{B}(\mathcal{H})^{++} \to \mathcal{B}(\mathcal{H})^{++}$ be a symmetric Kubo-Ando operator mean such that $f_\sigma : (0, \infty) \to (0, \infty)$, which is the operator monotone function representing $\sigma$ in the sense of (1), is surjective. Let $g_\sigma$ be defined as in (2), and $\phi_\sigma$ be defined as in (3). We call the optimizer

$$
b_\sigma(\sigma,A,w) := \arg\min_{X \in \mathcal{B}(\mathcal{H})^{++}} Q_{\sigma,A,w}
$$

the weighted barycenter of the operators $\{A_1, \ldots, A_m\}$ with weights $\{w_1, \ldots, w_m\}$.

By Theorem 2, this barycenter may be considered as a weighted multivariate version of Kubo-Ando means.

To find the barycenter $b_\sigma(\sigma,A,w)$, we have to solve the critical point equation

$$
DQ_{\sigma,A,w}[X](\cdot) = 0
$$

for all $Y \in \mathcal{B}(\mathcal{H})^{sa}$. Using (9) and (10) we get for the derivative

$$
\frac{d}{dt}igg|_{t=0} \left\{ \frac{1}{2} \phi_\sigma(A, X + tY) + \frac{1}{2} \phi_\sigma(B, X + tY) \right\} \bigg|_{X=A\sigma B} = \frac{1}{2} \text{Tr}(A^{-1} - B^{-1}) Y + \frac{1}{2} \text{Tr}(B^{-1} - A^{-1}) Y = 0
$$

for all $Y \in \mathcal{B}(\mathcal{H})^{sa}$. So we obtained that $A\sigma B$ is a critical point and hence a unique minimizer of $X \mapsto \frac{1}{2} (\phi_\sigma(A, X) + \phi_\sigma(B, X))$. \hfill \Box

3. Weighted multivariate versions of Kubo-Ando means
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**Definition 3.** Let $\sigma : \mathcal{B}(\mathcal{H})^{++} \times \mathcal{B}(\mathcal{H})^{++} \to \mathcal{B}(\mathcal{H})^{++}$ be a symmetric Kubo-Ando operator mean such that $f_\sigma : (0, \infty) \to (0, \infty)$, which is the operator monotone function representing $\sigma$ in the sense of (1), is surjective. Let $g_\sigma$ be defined as in (2), and $\phi_\sigma$ be defined as in (3). We call the optimizer

$$
b_\sigma(\sigma,A,w) := \arg\min_{X \in \mathcal{B}(\mathcal{H})^{++}} Q_{\sigma,A,w}
$$

the weighted barycenter of the operators $\{A_1, \ldots, A_m\}$ with weights $\{w_1, \ldots, w_m\}$.

By Theorem 2, this barycenter may be considered as a weighted multivariate version of Kubo-Ando means.

To find the barycenter $b_\sigma(\sigma,A,w)$, we have to solve the critical point equation

$$
DQ_{\sigma,A,w}[X](\cdot) = 0
$$
for the strictly convex loss function $Q_{\sigma,A,w}$, where the symbol
\[
DQ_{\sigma,A,w}[X](\cdot) \in \text{Lin} \left( B(\mathcal{H})^{s\alpha}, \mathbb{R} \right)
\]
stands for the Fréchet derivative of $Q_{\sigma,A,w}$ at the point $X \in B(\mathcal{H})^{++}$. For any $Y \in B(\mathcal{H})^{s\alpha}$ we have
\[
DQ_{\sigma,A,w}[X](Y) = \sum_{j=1}^{m} w_j D\left(\phi_{\sigma}(A_j, \cdot)\right)[X](Y) = \sum_{j=1}^{m} w_j D\left(\text{Tr} g_{\sigma} \left(A_j^{-\frac{1}{2}} X A_j^{-\frac{1}{2}}\right)\right)[X](Y)
\]
that is, the equation to be solved is
\[
\sum_{j=1}^{m} w_j A_j^{-\frac{1}{2}} g_{\sigma} \left(A_j^{-\frac{1}{2}} X A_j^{-\frac{1}{2}}\right) A_j^{-\frac{1}{2}} = 0.
\]

By the definition of $g_{\sigma}$, see (2), $g_{\sigma}'(t) = 1 - \frac{1}{f_{\sigma}'(t)}$ for $t \in (0,\infty)$, and hence the critical point of the loss function $Q_{\sigma,A,w}$ is described by the equation
\[
\sum_{j=1}^{m} w_j A_j^{-\frac{1}{2}} \left(I - \left(f_{\sigma}^{-1} \left(A_j^{-\frac{1}{2}} X A_j^{-\frac{1}{2}}\right)\right)^{-1}\right) A_j^{-\frac{1}{2}} = 0.
\]

3.1. **The barycenter corresponding to the geometric mean.** For $\sigma = \#$ the generating function is $f_{\sigma}(x) = \sqrt{x}$, and hence the inverse is $f_{\#}^{-1}(t) = t^2$. In this case, the critical point equation (14) describing the barycenter $\text{bc}(\#,A,w)$ reads as follows:
\[
\sum_{j=1}^{m} w_j A_j^{-1} - X^{-1} A_j X^{-1} = 0.
\]

Note that (15) may be considered as a **generalized Riccati equation**, and in the special case $m = 2$, $w_1 = w_2 = \frac{1}{2}$, the solution of (15) is the symmetric geometric mean $A_1 \# A_2$.

More generally, if $m = 2$, $w_1 = 1 - \alpha$, and $w_2 = \alpha$, then (15) has the following form:
\[
(1 - \alpha) A_1^{-1} + \alpha A_2^{-1} = (1 - \alpha) X^{-1} A_1 X^{-1} + \alpha X^{-1} A_2 X^{-1},
\]
or equivalently
\[
X \left( (1 - \alpha) A_1^{-1} + \alpha A_2^{-1} \right) X = (1 - \alpha) A_1 + \alpha A_2.
\]

Recall that for positive definite $A$ and $B$, the Riccati equation
\[
XA^{-1}X = B
\]
has a unique positive definite solution, that is the geometric mean
\[
A\#B = A^{1/2} \left( A^{-1/2} BA^{-1/2} \right)^{1/2} A^{1/2}.
\]

We can observe that (16) is the Riccati equation for the weighted harmonic mean
\[
A_1 \#_A A_2 = \left( (1 - \alpha) A_1^{-1} + \alpha A_2^{-1} \right)^{-1}
\]
and the weighted arithmetic mean $A_1 \nabla_A A_2 = (1 - \alpha) A_1 + \alpha A_2$, ie
\[
X \left( A_1 \#_A A_2 \right)^{-1} X = A_1 \nabla_A A_2.
\]
Hence the solution of (16) is the geometric mean of the weighted harmonic and the weighted arithmetic mean
\begin{equation}
X = (A_1^{1/\alpha} A_2) \# (A_1 \nabla_\alpha A_2).
\end{equation}
It means that in this case the weighted barycenter with respect to $\phi_\#$ does not coincide with the weighted geometric mean, nevertheless
\[
\text{bc}(#, \{A_1, A_2\}, \{1 - \alpha, \alpha\}) = (A_1^{1/\alpha} A_2) \# (A_1 \nabla_\alpha A_2),
\]
that is, $\text{bc}(#, \{A_1, A_2\}, \{1 - \alpha, \alpha\})$ is the Kubo-Ando mean of $A_1$ and $A_2$ with representing function
\[
f_{\alpha \# \nabla_\alpha}(x) = \sqrt{\frac{x(1 - \alpha + \alpha x)}{(1 - \alpha)x + \alpha}}.
\]
These means were widely investigated in [13].

We note that the critical point equation (15) can be rearranged as
\begin{equation}
X \left( \sum_{j=1}^m w_j A_j^{-1} \right) = \sum_{j=1}^m w_j A_j.
\end{equation}
This is the Ricatti equation for the weighted multivariate harmonic mean $\left( \sum_{j=1}^m w_j A_j^{-1} \right)^{-1}$ and arithmetic mean $\sum_{j=1}^m w_j A_j$, hence the barycenter $\text{bc}(\#, A, w)$ coincides with the weighted $\mathcal{H}$-mean of Kim, Lawson, and Lim [13], that is,
\begin{equation}
\text{bc}(#, A, w) = \left( \sum_{j=1}^m w_j A_j^{-1} \right)^{-1} \# \left( \sum_{j=1}^m w_j A_j \right).
\end{equation}

3.2. The weighted multivariate harmonic mean as a lower bound for the barycenter.

This subsection is devoted to show that the barycenter $\text{bc}(\sigma, A, w)$ is above the harmonic mean $\left( \sum_{j=1}^m w_j A_j^{-1} \right)^{-1}$ in the Löwner order.

Let $f_\sigma$ be the representing function of the symmetric operator mean $\sigma$. It is well known that
\begin{equation}
\frac{2x}{x + 1} \leq f_\sigma(x) \leq \frac{1 + x}{2}, \quad x \in (0, \infty).
\end{equation}
The inverse of the function $\frac{2x}{x+1}$ is $\frac{x}{2-x}$ with the domain $(0, 2)$. Since the graph of the inverse function can be obtained by reflecting the graph of the function across the line $y = x$, the reflection change the ordering, and we get
\[
f_\sigma^{-1}(x) \leq \frac{x}{2-x}, \quad x \in (0, 2),
\]
and hence
\begin{equation}
\frac{2 - x}{x} \leq \frac{1}{f_\sigma^{-1}(x)}, \quad x \in (0, \infty).
\end{equation}
The critical point equation (14) for $Q_{\sigma, A, w}$ tells us that
\begin{equation}
\sum_{j=1}^m w_j A_j^{-1} = \sum_{j=1}^m w_j \left( \frac{1}{2} \text{bc}(\sigma, A, w)^{-1} \left( A_j^{1/2} \right)^{-1} \right)^{-1} A_j^{1/2}.
\end{equation}
By (22), the right hand side of (23) can be estimated from below by
\[
\sum_{j=1}^m w_j A_j^{1/2} \left( 2A_j^{1/2} (\text{bc}(\sigma, A, w))^{-1} A_j^{1/2} - I \right) A_j^{1/2},
\]
hence
\[ \sum_{j=1}^{m} w_j A_j^{-1} \geq \sum_{j=1}^{m} w_j \left( 2 \left( \frac{bc}{\sigma, A, \mathbf{w}} \right)^{-1} - A_j^{-1} \right) \]
which is equivalent to the desired inequality
\[ \left( \sum_{j=1}^{m} w_j A_j^{-1} \right)^{-1} \leq \frac{bc}{\sigma, A, \mathbf{w}}. \]

4. Further Properties of the Divergence $\phi_\sigma$ and the Corresponding Barycenter

The following properties of $\phi_\sigma$ will be used in the sequel to show that $\phi_\sigma$ is symmetric if and only if $\sigma$ is the geometric mean (Proposition 5), and to show the congruence invariance of the barycenter $\frac{bc}{\sigma, A, \mathbf{w}}$ (Proposition 6). These properties have been discussed in [15, Sec. 2] in detail, however, for the sake of completeness, we include the proofs, as well.

**Proposition 4.** For any Kubo-Ando mean $\sigma$ and for any $A, B \in \mathcal{B}(\mathcal{H})^{++}$ we have
\[ \phi_\sigma(A^{-1}, B^{-1}) = \phi_\sigma(B, A), \]
and the equality
\[ \phi_\sigma(T A T^*, T B T^*) = \phi_\sigma(A, B) \]
also holds for an arbitrary invertible operator $T \in \mathcal{B}(\mathcal{H})$.

**Proof.** Property (24) can easily be seen by the observation that $\text{spec} \left( A^{-1/2} B A^{-1/2} \right) = \text{spec} \left( B^{1/2} A^{-1} B^{1/2} \right)$. The proof of Property (25) reads as follows:
\[ \left( (T A T^*)^{-1/2} (T B T^*) (T A T^*)^{-1/2} \right)^2 = (T A T^*)^{-1/2} T B A^{-1} B T^* (T A T^*)^{-1/2} = X^* X = |X|^2, \]
where $X = A^{-1/2} B T^* (T A T^*)^{-1/2}$. Observe that we have
\[ |X|^2 = XX^* = A^{-1/2} B T^* (T A T^*)^{-1} T B A^{-1/2} = A^{-1/2} B A^{-1} B A^{-1/2} = (A^{-1/2} B A^{-1/2})^2. \]
By using the polar decomposition $X = V |X|, |X^*| = V |X| V^*$ and $|X| = V^* |X^*| V$ also hold. Hence we can write
\[ (T A T^*)^{-1/2} (T B T^*) (T A T^*)^{-1/2} = |X| = V^* |X^*| V = V^* (A^{-1/2} B A^{-1/2}) V, \]
where (26) was used in the last step. Consequently we have
\[ \phi_\sigma(T A T^*, T B T^*) = \text{Tr} g_\sigma \left( V^* (A^{-1/2} B A^{-1/2}) V \right) \]
\[ = \text{Tr} V^* g_\sigma \left( A^{-1/2} B A^{-1/2} \right) V = \text{Tr} g_\sigma \left( A^{-1/2} B A^{-1/2} \right) = \phi_\sigma(A, B) \]
as we stated.

**Proposition 5.** The divergence $\phi_\sigma$ is symmetric in its arguments, that is
\[ \phi_\sigma(A, B) = \phi_\sigma(B, A) \]
holds for all $A, B \in \mathcal{B}(\mathcal{H})^{++}$, if and only if $\sigma = \#$ is the geometric mean.
Proposition 6. The barycenter \( \text{bc}(\sigma, A, w) \) defined in (11) satisfies the following properties:

(a) Idempotency: \( \text{bc}(\sigma, [A_1, \ldots, A_m], w) = A \) for any symmetric Kubo-Ando mean \( \sigma \), any \( A \in \mathcal{B}(\mathcal{H})^{++} \), and any probability vector \( w \).

(b) Homogeneity: \( \text{bc}(\sigma, tA, w) = t \text{bc}(\sigma, A, w) \) where the shorthand \( tA \) denotes \( \{tA_1, \ldots, tA_m\} \).

(c) Permutation invariance: \( \text{bc}(\sigma, A_\pi, w_\pi) = \text{bc}(\sigma, A, w) \) where \( \pi \) is a permutation of \( \{1, \ldots, m\} \), and \( A_\pi = \{A_{\pi(1)}, \ldots, A_{\pi(m)}\} \), \( w_\pi = \{w_{\pi(1)}, \ldots, w_{\pi(m)}\} \).

(d) Congruence invariance:

\[
\text{bc}(\sigma, T A T^*, w) = T \text{bc}(\sigma, A, w) T^*
\]

for any invertible \( T \in \mathcal{B}(\mathcal{H}) \), where \( T A T^* = \{T A_1, T^*, T A_m T^*\} \) if \( A = \{A_1, \ldots, A_m\} \).

Proof. Properties (a)(b)(c) are straightforward. To justify (d) we use the second statement of Proposition 4 that is, eq. (25). By this congruence invariant property of \( \phi_\sigma \), it is clear that the unique minimizer of the loss function \( Q_{\sigma, T A T^*, w} \) is \( T X T^* \), where \( X \) is the unique minimizer of \( Q_{\sigma, A, w} \). \( \square \)
4.2. **In-betweenness.** We finish with an in-betweenness result for the divergences $\phi_\sigma$ and for arbitrary Kubo-Ando means. The concept of in-betweenness was introduced by Audenaert [5] and has been investigated later by Dinh, Dumitru, and Franco [9][10] among others.

**Proposition 7.** For any Kubo-Ando means $\sigma$ and $\tau$, the in-betweenness property

$$\phi_\sigma(A, \tau B) \leq \phi_\sigma(A, B)$$

holds, where $\phi_\sigma$ is defined by (3).

*Proof.* For any positive number $x$, the value $f_\tau(x)$ — where $f_\tau$ is the operator monotone generating function of the mean $\tau$ — is between $x$ and 1, because $f_\tau(x)$ is an integral of weighted harmonic means of $x$ and 1. That is, for $x \leq 1$ we have $x \leq f_\tau(x) \leq 1$, and for $1 \leq x$ we have $1 \leq f_\tau(x) \leq x$. As noted before, $\sigma$ is positive, convex, and has a unique zero at 1. Consequently, $\sigma(f_\tau(x)) \leq \sigma(x)$ for all $x \in (0, \infty)$, and hence

$$\sigma\left(f_\tau\left(A^{-\frac{1}{2}}BA^{-\frac{1}{2}}\right)\right) \leq \sigma\left(A^{-\frac{1}{2}}BA^{-\frac{1}{2}}\right),$$

so

$$\phi_\sigma(A, \tau B) = \text{Tr} \sigma\left(f_\tau\left(A^{-\frac{1}{2}}BA^{-\frac{1}{2}}\right)\right) \leq \text{Tr} \sigma\left(A^{-\frac{1}{2}}BA^{-\frac{1}{2}}\right) = \phi_\sigma(A, B).$$

□
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5. Appendix

One can define a Riemannian metric on $\mathcal{B}(\mathcal{H})^{++}$ locally at $A$ by the relation
\[ ds = \| A^{-1} dA A^{-1} \|_2, \]
where $\| X \| = \sqrt{\text{Tr} X^* X}$ is the Hilbert-Schmidt or Frobenius norm of $X$. Let $X : [a, b] \to \mathcal{B}(\mathcal{H})^{++}$ be a smooth path. The arc-length along this path is given by
\[ L(X) = \int_a^b \| X(t)^{-1} X'(t) X(t)^{-1} \|_2 \, dt \]
(28)

The corresponding geodesic distance between $A, B \in \mathcal{B}(\mathcal{H})^{++}$ is defined by
\[ \delta(A, B) = \inf \left\{ \int_0^1 \| X(t)^{-1} X'(t) X(t)^{-1} \|_2 \, dt : X(t) \in \mathcal{B}(\mathcal{H})^{++} \text{ for } t \in (0, 1), X(0) = A, X(1) = B \right\} . \]

Given any smooth path $X(t)$ joining $A$ to $B$ define $H(t) = X(t)^{-1}$. Then
\[ H'(t) = -X(t)^{-1} X'(t) X(t)^{-1} \]
and
\[ \| B^{-1} - A^{-1} \|_2 = \| H(1) - H(0) \|_2 = \left\| \int_0^1 H'(t) \, dt \right\|_2 \]
\[ = \left\| -\int_0^1 X(t)^{-1} X'(t) X(t)^{-1} \, dt \right\|_2 \leq \int_0^1 \| X(t)^{-1} X'(t) X(t)^{-1} \|_2 \, dt = L(X). \]

We show that the weighted harmonic mean
\[ \gamma(t) = A_1^t B = \left[ (1 - t) A^{-1} + t B^{-1} \right]^{-1}, \quad t \in [0, 1] \]
is the unique constant speed geodesic running from $A$ to $B$ in unit time.

Denote $C = A^{1/2} B^{-1} A^{1/2}$ and $X(t) = (1 - t) I + t C$. Then we can write
\[
\gamma(t) = \left[ A^{-1/2} ((1-t) I + t A^{1/2} B^{-1} A^{1/2})^{-1/2} \right]^{-1} = A^{1/2} [(1-t) I + t C]^{-1} A^{1/2} = A^{1/2} X(t)^{-1} A^{1/2},
\]
\[
\gamma'(t) = -A^{1/2} [(1-t) I + t C]^{-1} (C-I) (1-t) I + t C \]^{-1} A^{1/2} = -A^{1/2} X(t)^{-1} (C-I) X(t)^{-1} A^{1/2},
\]
\[
\gamma(t)^{-1} = A^{-1/2} X(t) A^{-1/2}.
\]

After substitution we get
\[
\| \gamma(t)^{-1} \gamma'(t) \gamma(t)^{-1} \|_2^2 = \text{Tr} \left\{ \gamma(t)^{-1} \gamma'(t) \gamma(t)^{-2} \gamma'(t) \gamma(t)^{-1} \right\}
\]
\[
= \text{Tr} \left\{ A^{-1/2} X(t) A^{-1/2} A^{1/2} X(t)^{-1} C I X(t)^{-1} A^{1/2} A^{-1/2} X(t) A^{-1} X(t) A^{-1/2} \times \right.
\]
\[
A^{1/2} X(t)^{-1} (C-I) X(t)^{-1} A^{1/2} A^{-1/2} X(t) A^{-1/2} \}
\]
\[
= \text{Tr} \left\{ A^{-1/2} (C-I) A^{-1} (C-I) A^{-1/2} \right\} = \text{Tr} (B^{-1} - A^{-1})(B^{-1} - A^{-1}) = \| B^{-1} - A^{-1} \|_2^2.
\]

It shows that the weighted harmonic mean $\gamma(t) = A_1^t B = [(1 - t) A^{-1} + t B^{-1}]^{-1}$ is geodesic and its length is
\[ L(\gamma) = \int_0^1 \| \gamma(t)^{-1} \gamma'(t) \gamma(t)^{-1} \|_2 \, dt = \int_0^1 \| B^{-1} - A^{-1} \|_2 \, dt = \| B^{-1} - A^{-1} \|_2, \]
which also means that the geodesic distance is \( \delta(A, B) = \| B^{-1} - A^{-1} \|_2 \).
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