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Abstract—Deploying ultra-dense networks that operate on millimeter wave (mmWave) band is a promising way to address the tremendous growth on mobile data traffic. However, one key challenge of ultra-dense mmWave network (UDmmN) is beam management due to the high propagation delay, limited beam coverage as well as numerous beams and users. In this paper, a novel systematic beam control scheme is presented to tackle the beam management problem which is difficult due to the non-convex objective function. We employ double deep Q-network (DDQN) under a federated learning (FL) framework to address the above optimization problem, and thereby fulfilling adaptive and intelligent beam management in UDmmN. In the proposed beam management scheme based on FL (BMFL), the non-raw-data aggregation can theoretically protect user privacy while reducing handoff cost. Moreover, we propose to adopt a data cleaning technique in the local model training for BMFL, with the aim to further strengthen the privacy protection of users while improving the learning convergence speed. Simulation results demonstrate the performance gain of our proposed scheme.

Index Terms—Beam management, millimeter wave (mmWave) communication, ultra-dense network, federated reinforcement learning.

I. INTRODUCTION

THE PAST few years have witnessed the explosive growth of wireless data traffic, and this growth trend will continue [2] due to the fast development of mobile multimedia applications and Internet of Things. With beamforming and massive multiple-input multiple-output (MIMO) [3], [4], [5], millimeter wave (mmWave) communication has been widely acknowledged as a promising means to meet the projected requirements by dint of the abundant spectrum resources. However, compared with the traditional microwave communication networks, mmWave communication networks face two critical challenges. One is the limited coverage because of the serious propagation path loss. Ultra-dense network (UDN) [6] is an effective technique to address this issue, where various small cell base stations (SBSs) with different coverage are densely deployed, and thus the distance between users and SBSs becomes closer. The other is the susceptible to blockage due to the inherent directivity. An efficient strategy for enabling reliable transmissions and enhanced data rates is to employ the multi-connectivity technique [7], which enables a user to connect to several SBSs simultaneously. In recent years, intelligent reflecting surface (IRS) [8], [9], [10], [11] has also become a powerful means to overcome this plight. Meanwhile, heterogeneous networks (HetNets) have been treated as one promising candidate for universal coverage and enhancing overall capacity, where SBSs are deployed underlying a core macro network.

Due to hardware constraints, each mmWave SBS (mSBS) may only support limited beams simultaneously. However, for an ultra-dense mmWave system, the number of operating beams could be extremely large caused by the densely deployed mSBSs. This leads to a more complex and critical
beam management problem than that in conventional non-dense mmWave systems. In current mmWave systems, the term beam management is usually known as fine alignment of the transmitter and receiver beams to perform a variety of control tasks including initial access for idle users and beam tracking for connected users [12]. In this work, in order to improve beam utilization and reduce inter-beam interference, we manage beams in a systematic manner instead of beam-by-beam basis. The systematic beam management mainly refers to the dynamic control of beam directions at the mSBS side (i.e., mSBS beam configuration) based on periodically sensing instantaneous user distributions.

Moreover, we introduce machine learning (ML) technique to realize intelligent and proactive beam management. Although the existing ML-based mechanisms bring a number of benefits in beam management, they also expose some potential risks, most typically, in security and privacy protection. It is because that traditional centralized ML techniques normally require data collection and processing by a central controller, but the training data may be privacy sensitive in nature. This problem is becoming a bottleneck of large-scale implementation of traditional centralized ML schemes in practical applications. In addition, the overhead caused by centralized data aggregation and processing is usually significant. These reasons have led to a growing interest in a new ML model, namely federated learning (FL) [13]. In FL, participating learners collaboratively train a shared model by exploiting their local computation capability and data, and thus only local model updates instead of raw data need to be transferred to a centralized model aggregation server. Thereby, FL can be exploited to train ML models in a distributed way while preserving user privacy. These natures of FL motivate this work, which is the first time to exploit FL for designing mmWave beam management scheme in the open literature. Unfortunately, there are numerous mobile users in ultra-dense mmWave networks and the computing resources occupied for training on a specific mSBS may be inadequate.

Hence, directly applying legacy FL framework to solve the systematic beam management problem may not always effective and obtain satisfactory performance. In this paper, before model training, mSBSs will clean the training data according to actual demand, so as to ensure the privacy of specific users while improving the training efficiency.

A. Prior Work

Some recent papers [12], [14], [15], [16] have provided overview of beam management for mmWave in 5G New Radio standard. Beam management procedures for handling mobility can be categorized into beam sweeping, beam measurement and reporting, beam determination, beam maintenance, and beam failure recovery [16]. To date, most of the investigations in beam management tackle the problem by resorting to beam training, sparse channel estimation, and location aided beamforming [17], while beam tracking is the most commonly used method. In beam training, both ends of a link search through the set of available beams in either an exhaustive or iterative mode until a good link is established. In particular, a fixed sector-level beam training is specified in IEEE 802.11ad/ay for initial access [18]. A sector is defined as a specific broad antenna radiation pattern. For mobile users, the beam training procedure should be performed frequently to ensure the accurate acquisition of the channel state information (CSI). But there exist a number of problems for this process, including high complexity, significant training overhead, and access delays. Motivated by this, the authors in [19] and [20] investigated the challenges and potential solutions of downlink beamspace SU-/MU-MIMO including multi-beam training, cooperative beam tracking, and multi-beam power allocation. To solve the problem of co-channel interference in dense mSBS scenario, a large-scale CSI-based interference coordination approach is proposed in [21]. To improve the training efficiency especially in dynamic environments, the priori-aided beam training termed beam/channel tracking in the literatures is of crucial importance for users to maintain seamless connectivity [22], [23], [24]. Nevertheless, beam training/tracking is generally used to ensure a specific user’s quality of service (QoS) requirements. Moreover, for most practical scenarios, the assumption of mmWave channel modeling required by channel tracking techniques is too stringent to meet [25].

As mobile environments are increasingly complex, heterogeneous, and evolving, ML techniques have attracted significant attention to optimize wireless communication systems in the last few years, owning to its ability in creating smart systems that can take sequential decisions and make accurate predictions. Prior work has established that ML is a good tool for beam management in mmWave communication systems, especially in mobile applications or dynamic environments [25], [26], [27], [28], [29], [30]. For example, a deep learning based coordinated beamforming algorithm is proposed in [27] to reduce the training overhead. In [28], the authors proposed a deep neural network (DNN)-based beam management and interference coordination algorithm to reduce the interference and improve the sum-rate of dense mmWave network. In our previous work [30], a deep Q-network based user-centric association scheme is designed to provide reliable connectivity and high achievable data rate for ultra-dense mmWave networks. Furthermore, some work as in [31] and [32] uses FL to address their corresponding research issues. Intuitively, FL framework can further enhance the performance of the adaptive beam management scheme in terms of security and privacy protection, but the relevant topic is still in the exploratory research stage.

B. Contributions

In this work, we first employ federated reinforcement learning to realize intelligent and proactive beam configuration (on the mSBS side), named BMFL, and then adopt a μWave-assisted multiple association [30] to ensure user QoS in the ultra-dense mmWave network (UDmmN). The key contributions can be summarized as follows.

- Different from the conventional beam management schemes based on the optimal pairing of transmit and receive beams, i.e., beam training and/or tracking, we present a systematic beam management scheme that pays more attention to the global performance of UDmmN.
Considering the limited ability of mSBS to support simultaneous beams, we propose to perform dynamic beam configuration by periodically sensing instantaneous user distributions to improve beam utilization, rather than static beam deployment as in traditional scenarios.

We address the issue of data privacy in BMFL by using an FL framework to avoid any exchange of user private information (such as location, trajectory, behavior). Different from existing work, applying federated DRL to beam management of UDmmN is the first attempt, to the best of the authors’ knowledge.

According to the coverage of mSBS and the frequency of user participation in training, we propose to employ data cleaning technique in the BMFL algorithm to further strengthen the privacy protection of specific users while improving the learning convergence speed.

The remainder of this paper is organized as follows. System model of the UDmmN is described in Section II. Systematic beam management problem is formulated in Section III. In Section IV, algorithm of BMFL is presented. Performance of BMFL is evaluated in Section V. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

Fig. 1 illustrates a two-tier heterogeneous UDmmN, in which ultra-dense mSBSs are deployed randomly under the coverage of one macro BS (MBS) operating on conventional microwave band. In order to communicate and exchange control information, the MBS and mSBSs are inter-connected via traditional backhaul X2 interfaces. Meanwhile, multi-connectivity, which is a feature that each user maintains multiple possible signal links to different cells, is introduced to improve the robustness of mmWave communications. Due to the short distance and high directivity of mmWave transmission, a full reuse of mmWave spectrum usually does not suffer from serious interference. Hence, we assume that all mSBSs share the total mmWave bandwidth \( W_{mm} \). All mSBSs are denoted by \( B = \{1, \ldots, B\} \) and the users moving randomly within the UDmmN are denoted by \( U = \{1, \ldots, U\} \), where \( B = |B| \) and \( U = |U| \).

Due to the hardware limitation, we assume that mSBSs \( b \in B \) can form up to \( M_b \) transmit beams simultaneously by adopting beamforming technique. In order to compensate the high propagation loss of mmWave signals, the width of each beam is generally narrow. Consequently, the small cell may not be fully covered by these beams. For ease of illustration, we divide the small cell \( b \ (b \in B) \) into \( S_b \) transmit sectors (or beam directions) with respect to the condition \( 0 < M_b \leq S_b \). We assume that the beams covering different sectors are mutually orthogonal in space, and each beam can serve multiple users within its coverage, for example, in a time division multiplexing manner. Different from traditional beam management, which is used to maximize the quality of a single link through beam training and tracking, the beam management in this paper aims to maximize the system level performance through the beam configuration on the mSBS side. In order to improve beam utilization, beam management leveraging double deep Q-network (DDQN) [33] under an FL framework is used in our work. Meanwhile, as shown in Fig. 2, we assume that beam management is performed in a synchronous time-slotted fashion [34] and the beams are static during each time slot. A time slot here is defined as a beam adjustment interval, the duration of which is generally related to user mobility and sector range. Within each slot, there are three main operations. (i) At the beginning of a slot, mSBSs calculate the accumulated network performance over previous slots, and then manage beams by adopting FL-based algorithm. (ii) Users choose suitable mSBSs to associate with. (iii) Transmit data at the selected beam/mSBSs.

In UDmmN, in addition to the MBS, user \( u \ (u \in U) \) may receive data from several mSBSs surrounding it and can associate with up to \( B_u^{\text{max}} \) of them. Let \( x_{u,b}(t) = \{0, 1\} \) denote the binary association indicator variable for user \( u \ (u \in U) \) and mSBS \( b \ (b \in B) \), where \( x_{u,b}(t) = 1 \) if user \( u \) is associated with mSBS \( b \) at time \( t \), otherwise \( x_{u,b}(t) = 0 \). Denoting by \( B_u(t) \ (B_u(t) \subseteq B) \) the set of mSBSs associating with user \( u \) at time \( t \), the number of these mSBSs is \( B_u(t) = |B_u(t)| = \sum_{b \in B} x_{u,b}(t) \leq B_u^{\text{max}} \). There are two types of user association in the UDmmN. One is single-mode association, where a given user \( u \) associates with the MBS only. This case will occur when \( B_u(t) = 0 \). The other is dual-mode association, where user \( u \) associates with both the MBS and the mSBSs in its vicinity. For the UDmmN, we focus on mmWave association instead of the association with the MBS, as the user association problem in conventional microwave communication networks has been studied extensively. We assume that users in the UDmmN are always associated with the MBS to ensure seamless communication. To ensure the QoS requirements of users, the mmWave association is carried out after the beam configuration.

Moreover, the propagation models in this study are as follows. For microwave transmission, the channel gain is [35]

\[
h(d_{\text{mbs}}) = k + 10\log_{10}(d_{\text{mbs}}),
\]  

(1)
where $d_{\text{mbs}}$ is the distance from the user to the MBS, $\kappa$ is
the path loss factor (in dB) per meter, and $\rho$ is the path loss 
exponent. When user $u$ is associated with the MBS, the signal-
to-interference-plus-noise ratio (SINR) can be expressed as

$$\text{SINR}_{u,mbs} = \frac{p_u^0 \cdot h(d_{mbs})}{p_N^0 + I_u}, \quad (2)$$

where $p_u^0$ is the transmission power of MBS allocated to user $u$, $p_N^0$ denotes the receiver noise power, and $I_u$ denotes the cochannel interference. For mmWave transmission, the path loss can be modeled as [36]

$$PL(d_{u,b}) = \alpha + 10\beta \log_{10}(d_{u,b}) + \xi[dB], \quad \xi \sim N(0, \sigma^2), \quad (3)$$

where $d_{u,b}$ is the distance between user $u$ and mSBS $b$ in meters, $\alpha$ and $\beta$ are the least squares fit of floating intercept and slope over the measured distances (30 to 200 m), and $\sigma^2$ is the lognormal shadowing variance. The values of $\alpha$, $\beta$, and $\sigma^2$ are different for Line-of-Sight (LoS) and Non-LoS (NLoS) states. In general, the received power at user $u$ when associated with mSBS $b$ can be written as $p_{u,b}^r = \frac{p_u \cdot G_{u,b} \cdot G_{t,b}}{PL(d_{u,b})} \cdot CF_{u,b}$, where $p_{u,b}$ is the allocated transmit power of mSBS $b$ to user $u$, $G_{u,b}$ and $G_{t,b}$ are the transmit and receive antenna gain respectively, and $CF_{u,b}$ is the small-scale channel fading [21].

Consider that this work focuses on the beam management at the mSBS side to maximize user coverage, the small-scale channel fading is assumed to have little impact on the network-level beam adjustment. Hence, the observed SINR can be expressed as

$$\text{SINR}_{u,b} = \frac{p_{u,b} \cdot G_{u,b}^T \cdot G_{t,b}^R}{p_N + \sum_{k \in \mathcal{B}, k \neq b} p_{u,k} \cdot G_{u,k}^T \cdot G_{t,k}^R \cdot PL(d_{u,k})} \cdot \frac{PL(d_{u,b})}{PL(d_{u,k})}, \quad (4)$$

where $p_N$ is the noise power, and the right part of the denominator represents the total power of interfering signals.

A summary of key notations is presented in Table I.

### III. PROBLEM FORMULATION AND ANALYSIS

In this section, we formulate the problem of beam management as a long-term optimization and then discuss the tractability of this optimization problem. For the case that the user is associated with multiple mSBSs, the achievable rate of user $u$ at time $t$ should be the sum of data rate received from all the associated mSBSs. Thus, the data rate can be given as

$$r_u(t) = \begin{cases} \sum_{b \in \mathcal{B}_u(t)} W_{u,b} \log_2(1 + \text{SINR}_{u,b}(t)), & \text{if } \mathcal{B}_u(t) \neq \emptyset, \\ \sum_{b \in \mathcal{B}} W_{mbs}(t) \log_2(1 + \text{SINR}_{u,mbs}(t)), & \text{if } \mathcal{B}_u(t) = \emptyset, \end{cases} \quad (5)$$

where $W_{u,b}$ is the allocated mmWave bandwidth of mSBS $b$ to user $u$, $W_{mbs}$ is the total available bandwidth of the MBS, $N_{mbs}(t)$ is the number of users served by the MBS at time $t$, and $\text{SINR}_{u,b}(t)$ ($\text{SINR}_{u,mbs}(t)$) is the obtained SINR of user $u$ from mSBS $b$ (the MBS) at time $t$. Hence, the system throughput at time $t$ is

$$R(t) = \sum_{u \in \mathcal{U}} r_u(t). \quad (6)$$

In order to improve beam utilization and reduce inter beam
interference, we optimize the beam configuration of mSBSs, i.e., determine which sectors should be covered at time $t$ based on periodically sensing instantaneous user distributions. Denote the optimization variable $\pi_{b}(t)$ as the set of sectors covered by mSBS $b$ at time $t$, and the beam management policy for the whole system at time $t$ is denoted by $\pi(t) = [\pi_1(t), \pi_2(t), \ldots, \pi_{|B|}(t)]$. Taking a suitable policy can let more sectors be covered by mSBSs, and thus improve the system throughput. To this end, we formulate the beam management problem as follows with the objective of maximizing the long-term system throughput.

$$\text{P1} : \max_{\pi(t)} \lim_{T \to \infty} \mathbb{E} \left[ \frac{1}{T} \sum_{t} R(t) \right] \quad (7)$$

s.t. \begin{align*}
0 & \leq |\pi_{b}(t)| \leq M_b, \forall b \in \mathcal{B}, t \in \mathcal{T}, \quad (7.1) \\
\text{SINR}_{u,b}(t) & \geq \chi, \quad \forall (u, b) \in \{(u, b)|r_{u,b}(t) = 1\}, t \in \mathcal{T}, \quad (7.2) \\
0 & \leq \sum_{b \in \mathcal{B}} x_{u,b}(t) \leq B_u^{\text{max}}, \forall u \in \mathcal{U}, t \in \mathcal{T}, \quad (7.3) \\
x_{u,b}(t) & = \{0, 1\}, \forall u \in \mathcal{U}, b \in \mathcal{B}, t \in \mathcal{T} \quad (7.4)
\end{align*}

where $\mathbb{E}[-]$ is the expectation of the variable, $\mathcal{T}$ with cardinality $T$ is the set of time slot for adjusting beam management policy, $\chi$ is the SINR threshold that users can correctly receive and decode the information, and $\mathcal{T}$ is the minimum requirement on data rate of user $u$. In problem P1, Constraint (7.1) ensures that the maximum number of beams for mSBS $b$ is $M_b$. Constraint (7.2) guarantees that the SINR of the link between users and the serving mSBSs should be greater than the threshold $\chi$. Equation (7.3) and (7.4) are the constraints on user association, where the number

### TABLE I

**Summary of Key Notations**

| Notation | Description |
|----------|-------------|
| $B$      | Set of total mSBSs in the UDMmN |
| $\mathcal{U}$ | Set of total users in the UDMmN |
| $W_{\text{mm}}$ | Total mmWave bandwidth |
| $W_{\text{mbs}}$ | Total available bandwidth of the MBS |
| $B_u(t)$ | Set of the serving mSBSs of user $u$ at time $t$ |
| $x_{u,b}(t)$ | Binary association indicator variable |
| $M_b$ | Number of beams of mSBS $b$ |
| $S_b$ | Number of transmit sectors of mSBS $b$ |
| $B_u^{\text{max}}$ | Maximum number of mSBSs associated with user $u$ |
| $N_u(t)$ | Number of users served by mSBS $b$ at time $t$ |
| $d$ | Distance between MBS/mSBSs and user |
| $h(d)$ | Microwave channel gain |
| $PL(d)$ | mmWave path loss model |
| $G(\phi_{T,b})$ | Transmit antenna gain between user $u$ and mSBS $b$ |
| $G(\phi_{u,b})$ | Receive antenna gain between user $u$ and mSBS $b$ |
| $p_u^0$ | Transmit power of the MBS to user $u$ |
| $p_{u,b}$ | Transmit power of mSBS $b$ to user $u$ |
| $\chi$ | SINR threshold |
of associated mSBSs for user $u$ cannot exceed the access capability $B_u^{\text{max}}$.

Examining problem P1 we realize that the problem is hard to solve by using traditional optimization method. The rational behind is that the long-term optimization objective with unknown user movement behavior is formulated. Thus, the network environment (including user locations, channel quality, network resources, etc.) of future time slot cannot be obtained or even mathematically modeled at the beginning. An efficient and promising way to solve P1 is to resort to ML algorithms. Number of reinforcement learning algorithms can be adopted to solve the problem with long-term objective by interacting with dynamic environment via information exchanges. However, as mentioned above that the raw data in terms of user locations is quite private and should be carefully protected rather than being exchanged among multiple mSBSs like that in most reinforcement learning algorithms. To this effect, FL, which requires the exchanges of learning model rather than raw data, is next adopted to derive the optimal beam management policy of P1.

IV. FL-Based Beam Management in UDmmN

In this section, we propose a novel beam management mechanism for mSBS beam configuration based on FL in UDmmN, called BMFL, with the aim to maximize the long-term throughput while enforcing the protection of user location privacy. Specifically, we first formulate the beam management problem as a Markov decision process (MDP) model, and then propose BMFL based on the MDP model by exploiting federated DRL.

In this paper, we focus on beam management in the scenario of ultra-dense mSBSs. If all the information of these mSBSs is sent to the MBS for centralized data aggregation and processing, it usually faces great challenges in terms of computation energy consumption, computational latency and learning time. Therefore, we adopt a decentralized learning technique (i.e., FL) where training datasets are distributed over mSBSs, instead of centralizing all the data. Another notable advantage of FL is the protection of data privacy. Although each mSBS can obtain the user information like that in most reinforcement learning algorithms. To this effect, FL, which requires the exchanges of learning model rather than raw data, is next adopted to derive the optimal beam management policy of P1.

A. Markov Decision Process Model for UDmmN

An MDP process is composed of a four-tuple $\mathcal{M} = (\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R})$, where $\mathcal{S}$ and $\mathcal{A}$ represent state and action space respectively, $\mathcal{P}$ is the transition probability from the current state $\mathcal{S}_t$ to the next state $\mathcal{S}_{t+1}$, and $\mathcal{R}$ represents reward function. In our problem, a specific mSBS $b$ ($b \in \mathcal{B}$) makes a decision (action) on beam directions at each time slot to maximize long-term throughput and the network state may be changed by these sequential actions. We define the state, action, transition probability and reward as follows.

- **State**: Current operating beam sectors and serving users of mSBSs are used to describe the system state. Specifically, $\mathcal{S}_t$ is the set of all network states for mSBSs at time $t$. For a specific mSBS $b$, the state is $s^b_t = \{U_b, \pi^b(t), S^K_b\} \in \mathcal{S}_t$, where $U_b$ represents the set of serving users and $\pi^b(t)$ represents the corresponding beam sectors occupied by these users. Moreover, $\mathcal{S}^b_t = \{\pi^b(t)\}_{k \in \mathcal{B}, k \neq b}$ represents the available sectors of all mSBSs except for mSBS $b$.

- **Action**: Let $\mathcal{A}_t = \{a^b_t\}$ be the set of actions for all mSBSs at time $t$. Note that an mSBS is an agent which trains local model independently. For a specific mSBS $b$, let $a^b_t = \pi^b(t)$ be the action, which means that mSBS $b$ serves users in $U_b$ with covered beams in $\pi^b(t)$ at time $t$.

- **State transition probability**: Let the transition probability of mSBS $b$ be $P^b_t = \text{Pr}(s^b_{t+1} | s^b_t, a_t^b)$, which represents the probability that network state of mSBS $b$ transits from $s^b_t$ to $s^b_{t+1}$.

- **Reward**: In order to maximize the long-term system throughput, we define the reward as $R_t = R(t)$, where $R(t)$ is the optimization objective of P1.

In the MDP for beam management, the state for an mSBS consists of three elements, i.e., the set of serving users, the occupied beam sectors, and the available sectors of all other mSBSs. Therefore, the state space dimensions should be the combination of the number of users and the number of sectors of all mSBSs, i.e., $|U_b| \times |\sum_{b \in \mathcal{B}} M_b|$. Similarly, for a local agent (i.e., an mSBS), the action space dimensions can be given by $M_b$. Please note that we exploit the distributed learning scheme, so the action space is calculated for each mSBS separately.

B. FL-Based Beam Management in UDmmN

In this section, we propose the BMFL in UDmmN. As shown in Fig. 3, BMFL consists of two steps, i.e., data cleaning and model training (including local model updating, local model training, global model aggregating, as in [32]). Specifically, to reduce the computing resources occupied for training, an mSBS will first clean data, i.e., choose training users (participants) according to the frequency of participating in training and the distance between users and this mSBS. Then, to enhance user location protection while coping with large state-action space issues, DRL under an FL framework is introduced into model training. The data cleaning and model training are as follows.

**Data Cleaning**: In order to ensure the quality and diversity of training data, the mSBS should perform data cleaning at
Model Training: Once finishing the data cleaning, mSBS begins to train local model including local model updating, local model training, and global model aggregating, which are shown as follows.

1) Local model updating: We assume that each communication round consists of $\tau$ time slots. We denote the local beam management model on mSBS $b$ at time $t$ and the global model at communication round $r$ by $\theta^b_t$ and $g_r$, respectively. During each time slot, each mSBS performs local training once. At the begin of communication round $r$, mSBSs will receive global model $g_r$ from the MBS to update $\theta^b_t$ according to

$$\theta^{b}_{t+1} = g_r - \frac{\lambda}{K_b} \sum_{b=1}^{[\mathcal{B}]} \nabla L(\theta^b_t), 1 \leq t \leq T, \quad (10)$$

where $\lambda$ is the step size, $K_b$ is the total amount of training data of mSBS $b$, and $L(\theta^b_t)$ is the loss function which will be given in the next part.

2) Local model training: For a specific mSBS, once all training data is cleaned and the local model is updated, the mSBS begins to train local beam management model based on the location information of participants within its coverage range. As mentioned, a large number of mSBSs and users result in large state space and action space. Therefore, during each communication round, we employ the discrete-action DRL algorithm, DDQN, to train the local beam management model on individual mSBSs. DDQN can tackle the issue of large state/action space by introducing the experience pool and decoupling the selection from the evaluation to reduce the correlation among data. DDQN evaluates the greedy policy according to the Q-network with weight $\theta$ and estimates state-action value $Q$ according to the target network $\hat{Q}$ with weight $\hat{\theta}$. The update in DDQN is the same as that in deep Q-network, but the target is replaced by

$$y_t^b = \mathcal{R}_{t+1} + \gamma Q\left(s^b_{t+1}, \arg \max_{a^b_t} Q\left(s^b_{t+1}, a^b_{t}; \theta^b_t\right); \hat{\theta}^b_t\right), \quad (11)$$

where

$$\pi = \arg \max_{a^b_t} Q\left(s^b_{t+1}, a^b_{t}; \theta^b_t\right), \quad (12)$$

is an $\epsilon$-greedy policy used to manage beam sectors, $\theta^b_t$ and $\hat{\theta}^b_t$ are the weight vectors of $Q$-network and $\hat{Q}$-network for mSBS $b$ respectively, and $\gamma \in [0, 1]$ is the discount factor representing the discounted impact of future reward. For a specific mSBS
where \( K \) after updating the global model \( g \).

After updating the global model \( g \), the weights in the neural network from all local agents will be averaged, and the global model, which then is shared with all the local agents to guide them in obtaining a more accurate deep neural network for a deep neural network to predict \( Q \) value, which is used for guiding action decisions (which sectors should be covered) in every local update and the data samples and features are available for the aggregator (i.e., the MBS). However, the BMFL algorithm has greater advantages in privacy protection than traditional centralized and distributed DRL algorithms, due to the data cleaning and non-raw-data aggregation.

Moreover, when DDQN is used to approximate the value function using the neural network, gradient descent method is employed to update the parameter value \( \theta^b_t \). Therefore, the update scheme in DDQN is given by

\[
\theta^b_{t+1} = \theta^b_t + \alpha \left[ y^b_t - Q \left( s^b_t, a^b_t; \theta^b_t \right) \right] \nabla Q \left( s^b_t, a^b_t; \theta^b_t \right),
\]

where \( \alpha \) is a scalar step size.

After training local data for \( \tau \) time slots, mSBSs will send training parameters \( \theta^b_t \) (\( b \in B \)) to the MBS to update the global model.

3) Global model aggregating: Once receiving all local models (i.e., \( \theta^b_t \) for \( \forall b \in B \)) at the end of communication round \( r \), the MBS updates the global model by

\[
g_r = \frac{\sum_{b \in B} K_b \theta^b_t}{K}, \quad t = \tau,
\]

where \( K = \sum_{b \in B} K_b \) is the total amount of training data. After updating the global model \( g_r \), the MBS will broadcast the global model \( g_r \) to all mSBSs to update their local models.

Hence, the workflow for the proposed BMFL is described as follows. Each mSBS (local agent) conducts local training for a deep neural network to predict \( Q \) value, which is used for guiding action decisions (which sectors should be covered) in the reinforcement framework. After each round of local training, the weights in the neural network from all local agents should be aggregated by the MBS based on (16) to update the global model, which then is shared with all the local agents to guide them in obtaining a more accurate deep neural network as per the rule in (10). The BMFL algorithm for beam management is presented as Algorithm 1. As each communication round includes the computation of mSBS data cleaning and local model updating, the computational complexity of the proposed algorithm is given by \( O_{BMFL} = O(J \cdot (B \cdot U + \tau)) \), where \( J \) denotes the number of communication rounds. In fact, for BMFL, the local update step can be regarded as fully distributed DRL, as individual mSBSs train a local learning model based on local dataset without data interaction or aggregation (i.e., each mSBS performs gradient descent to adjust the local model parameter to minimize the loss function defined on its own dataset). The global aggregation step can be regarded as centralized DRL if the global aggregation is performed after every local update and the data samples and features are available for the aggregator (i.e., the MBS). However, the BMFL algorithm has greater advantages in privacy protection than traditional centralized and distributed DRL algorithms, due to the data cleaning and non-raw-data aggregation.

### User Association in UDmmN

We propose a \( \mu \)Wave-assisted user association in UDmmN, where the information exchange is realized with the aid of \( \mu \)Wave as shown in Fig. 5. The details are as follows.

1) Downlink Measurements: In the association process, since mSBS \( b \) (\( \forall b \in B \)) has no information about idle users (or

---

**Algorithm 1 BMFL Algorithm**

**Input:** \( U, B, U^*_b = \varnothing, s^b, a^b, \eta, \rho_b, \gamma, C, K_b, \lambda, \tau \)

**Output:** Beam sectors \( \pi_b \).

1. Initialize experience relay pool \( D_b, \forall b \in B \);
2. Initialize the global weights \( \theta^b_0 \);
3. for communication round \( r = 1, 2, \ldots, J \) do
   4. \( \triangleright \) Data cleaning
   5. for \( b = 1, 2, \ldots, |B| \) do
   6. for \( u = 1, 2, \ldots, |U| \) do
      7. if \( d_{u,b} \leq \rho_b \) and \( \frac{u}{\sum_{b=1}^{|B|} u_b} \leq \eta \) then
         8. \( U^*_b = \{U^*_b, u\} \);
         9. \( u = u + 1 \);
      10. else
         11. \( U^*_b = \{U^*_b\} \);
         12. \( u = u + 1 \);
   13. end if
   14. end for
   15. end for
   16. Collect data from \( U^*_b \) for mSBS \( b \), \( \forall b \in B \);
   17. \( \triangleright \) Update local model
   18. if \( r = 1 \) then
      19. Initialize \( \theta^b_0, \forall b \in B \);
   20. else
      21. \( \theta^b_0 = g_r - \frac{1}{K_b} \sum_{b=1}^{|B|} \nabla L(\theta^b_t), \forall b \in B \);
      22. \( \triangleright \) Train local model
      23. Let \( \theta^b_0 = \theta^b_0 \), initialize target action-value function \( \hat{Q}(-) \) according to \( \theta^b_0 \);
      24. for \( t = 1 \) to \( \tau \) do
         25. Receive the initial state \( s_t, s_{t+1}, \ldots, s_{|B|} \);
         26. Select \( a^b_t = \text{argmax}_a Q(-) \) using \( \epsilon \)-greedy policy;
         27. Execute action \( a^b_t \);
         28. Obtain \( R^b_t \) and \( s_{t+1}^b \);
         29. Store \( (s_t^b, a_t^b, R_t^b, s_{t+1}^b) \) into \( D_b, \forall b \in B \);
         30. Randomly select a sample \( (s_t^b, a_t^b, R_t^b, s_{t+1}^b) \) from \( D_b, 1 \leq j \leq t, \forall b \in B \);
         31. Calculate \( y^b_t \) according to equation (11);
         32. Perform a gradient descent step on \( (y^b_t - Q(s_t^b, a_t^b; \theta^b_t))^2 \);
         33. Update the parameter \( \theta^b_t \) according to equation (15);
      34. end for
   35. Reset \( \hat{Q} = Q \) every \( C \) steps;
   36. end for
   37. \( \triangleright \) Update global model
      38. \( g_r = \frac{\sum_{b=1}^{|B|} K_b \theta^b_t}{K} \);
   39. end for
   40. Obtain beam sectors \( \pi_b \).
the users associated with other mSBSs) in either beam steering directions or the signal attenuation, the mSBS explores its antenna elements to form a sweeping beam to the users, while users operate in an omni receive pattern mode or quasi-omni mode (i.e., closely approximating the omni mode) to listen for the association frames broadcast by the mSBS. Note that mSBS $b$ only sweeps the transmit sectors in $\pi_b(t)$ at time $t$.

2) User Perception: After receiving the association frames, user $u (u \in U)$ can know the mSBSs as well as the corresponding beam indexes. By measuring the received signal power, the user determines the set of the candidate serving mSBSs at time $t$, denoted by $B_{u}^{can}(t) (B_{u}^{can}(t) \subseteq B)$, and sends $B_{u}^{can}(t)$ to the MBS. The perceived signal power of user $u$ from beam $i$ of mSBS $b (b \in B_{u}^{can}(t), i \in \pi_{b,u}(t) \subseteq \pi_b(t))$ satisfies $\zeta_{u,b,i}(t) \geq \varsigma$, where $\varsigma$ is a given threshold of the power, and $\pi_{b,u}(t)$ is the set of the candidate transmit sectors of mSBS $b$ for user $u$.

3) Multiple Association: For an idle user $u$, i.e., $B_{u}(t - 1) = \emptyset$, the association process can be outlined as follows.

- **repeat**
  - Request to associate with mSBS $b^* (b^* \in B_{u}^{can}(t))$ that meets $\zeta_{u,b^*,t}(t) = \max_{b \in B_{u}^{can}(t), i \in \pi_{b,u}(t)} \zeta_{u,b,i}(t)$;
  - Record mSBS $b^*$ into $B_{u}(t)$ if $x_{u,b^*,t}(t) = 1$;
  - Remove mSBS $b^*$ out of $B_{u}^{can}(t)$;
  - until $B_{u}(t) = |B_{u}(t)| = B_{u}^{\max}$ or $B_{u}^{can}(t) = \emptyset$

For user $u$ of which $B_{u}(t - 1) \neq \emptyset$, some handover steps may be required before the above association. Moreover, we may jointly consider the perceived signal power $\zeta_{u,b,i}(t)$ and user load balancing between mSBSs when dealing with user association. For instance, user $u$ can choose the optimal candidate serving mSBS by calculating the variable $y_{u,b,i}(t)$ which is defined as $y_{u,b,i}(t) = k_1 \frac{\zeta_{u,b,i}(t)}{\varsigma} + k_2 \sum_{U \in T} x_{u,b',t}(t)$, where $k_1$ and $k_2$ are the proportion factors, $0 < k_1, k_2 < 1$, and $k_1 + k_2 = 1$. The higher the value of $y_{u,b,i}$, the higher the priority of mSBS $b$ selected by user $u$. This method may overcome the problem of unbalanced mSBS loads which in turn affect the network fairness and may result in overly frequent handovers between the adjacent mSBSs. It is left as our future work.

Meanwhile, as a coarse-grained beam training between user $u (u \in U)$ and mSBS $b (b \in B_{u}(t))$ has been carried out during the above step 1) and 2), user $u$ can be served by beam $i^*$ of mSBS $b^*$ for the follow-up mmWave communication. For users with high QoS requirements, they may use directional beams to receive signals from the serving mSBSs, and thus a fine-grained beam training will be further required before data transmission. Since beam training is not the focus of this paper, we will not explain it in detail here.

V. PERFORMANCE EVALUATION

In our simulation, we consider a square area with the size $100m \times 100m$, where an MBS is located at the center, multiple mSBSs are distributed within the macro cell uniformly, and multiple users are randomly distributed in the cell. To make the results convincing, we compare the performance of the proposed algorithm with other schemes under the same user distribution. For the coverage of each mSBS, we uniformly divide it into 8 sectors (i.e., each sector is with the coverage of $45^\circ$). Each mSBS generates three beams covering different sectors. Each user can be associated with up to 3 mSBSs. Table II summarizes the detailed simulation parameters. Assuming that the MBS bandwidth is evenly allocated to the serving users, i.e., the macro wave bandwith for user $u$ is given by $W_{mbs} = \frac{W_{m}}{N}$, it can be considered that there is no cochannel interference between users. Meanwhile, the mmWave bandwidth for user $u$ is assumed to be $W_{u,m}$. As both the mSBSs and users in mmWave network usually transmit/receive signals with directional beams pointing in different angular directions (spatially orthogonal to each other), the interference between simultaneous mmWave links will only be caused by beam sidelobes, which is usually very small.

| Parameter | Value |
|-----------|-------|
| Carrier frequency of the MBS | $f_{mc} = 2.1 \text{ GHz}$ |
| Carrier frequency of mSBSs | $f_{m} = 28 \text{ GHz}$ |
| Bandwidth of the MBS | $W_{mbs} = 100 \text{ MHz}$ |
| mmWave bandwidth | $W_{mm} = 2 \text{ GHz}$ |
| Number of transmit sectors of mSBSs | $b$ |
| Number of beams of mSBSs | $b$ |
| Maximum number of mSBSs serving user $u$ | $B_{u}^{\max}$ |
| Transmit power of the MBS | $P_{t,mbs} = 3 \text{ dBm}$ |
| Transmit power of mSBSs | $P_{t,m} = 27 \text{ dBm}$ |
| Parameters of microwave channel gain | $\kappa = 38.8, \rho = 2$ |
| Parameters of mmWave path loss | $\alpha = 61.3, \beta = 2.1$ |
| mmWave transmit antenna gain | $G_{t,m}^{b} = 12 \text{ dB}$ |
| mmWave receive antenna gain | $G_{r,m}^{b} = 10 \text{ dB}$ |
| Number of layers in neural network | 4 |
| Target network update interval step | 4 |
| Discount factor | 0.8 |
| Learning rate for training | 0.1 |
| Replay memory size | 400 |
| Minibatch size | 36 |
### TABLE III
**STRUCTURE OF THE NEURAL NETWORK**

| Layer | Generate |
|-------|----------|
| 1     | nn.Sequential(nn.Linear(in_dim, n_hidden_1), nn.ReLU()) |
| 2     | nn.Sequential(nn.Linear(n_hidden_1, n_hidden_2), nn.ReLU()) |
| 3     | nn.Sequential(nn.Linear(n_hidden_2, n_hidden_3), nn.ReLU()) |
| 4     | nn.Sequential(nn.Linear(n_hidden_3, out_dim)) |

Fig. 6. Convergence of the BMFL in UDmmN.

and negligible. Furthermore, the co-beam interference (the interference between the users served by the same mSBS transmit beam) may be eliminated by appropriate spatial precoding. Therefore, the SINR can be approximated by the SNR for mmWaves which is quite different than that in sub-6GHz networks. In the learning part settings, we consider a fully connected neural network for each mSBS. We mainly use the nn.Module, nn.Sequential, and nn.Linear of PyTorch to build a four-layer neural network of which the structure is given in Table III, where in_dim = |U| + 2M_0 + 1, n_hidden_1 = 40, n_hidden_2 = 60, n_hidden_3 = 40, and out_dim = 1. Specifically, the two parameters in nn.Linear() are the size of each input sample and the size of each output sample respectively. Meanwhile, the size of experience replay pool for each mSBS is set to 400, the batch-size is set to 36, and the learning rate is set to 0.1. All the other settings such as reward, action, state keep consistent with those in our modeling part.

We first evaluate the convergence performance of the proposed BMFL algorithm in terms of the average loss function value, as shown in Fig. 6. From this figure, we find that all curves under the three typical learning rates, 0.03, 0.1 and 0.3, reach the convergence after a certain number of iterations. Specifically, the BMFL algorithm reaches the convergence after around 80 iterations when learning rate is 0.1 while around 130 iterations of learning rate 0.03 and nearly 200 iterations for learning rate 0.3. These convergence results clearly demonstrate the effectiveness and rationality of BMFL. Meanwhile, observed from the figure, the average loss value of the algorithm presents dramatical decreasing in the beginning stages. The reason lies in the fact that, the gradient descent approach is employed by the BMFL algorithm to train the DDQN-based optimization framework, thereby the loss function converges faster at the beginning while becoming gentle near the minimum point. In addition to the learning rate, the convergence performance of BMFL is also related to some other hyperparameters such as the size of replay memory and minibatches. The parameters in Table II are chosen to make a tradeoff between the communication performance and the computational complexity according to the simulation results that are not shown here. These settings may not be optimal, but they can make our BMFL algorithm achieve a good convergence performance which will stimulate its practical application.

We then conduct numerical simulations to compare the performance in terms of user coverage and network throughput with the following four beam management schemes.

1. **Brute-Force Search (BFS):** Find the optimal beam coverage by searching all the possible beam sectors. This algorithm can reach the optimal solution of beam management with extremely high computational complexity.
2. **Evenly Deployed Beam (EDB):** Deploy the beams in a uniform manner. In EDB, we only need to optimize the direction of one beam for each mSBS, and the direction of the other beams can thus be determined as the rule of uniform deployment.
3. **Beam Management based on Distributed Learning (BMDL):** Individual mSBSs train their own data through DDQN and make decision on beam configuration independently, where no data aggregation of FL is used.
4. **Beam Management based on Centralized Learning (BMCL):** All mSBSs transmit data to a controller (i.e., the MBS) for centralized training in DDQN. Then the MBS makes global decision on beam configuration for all mSBSs.

#### A. Comparison With BFS and EDB

In this section, we compare the performance of BMFL with that of the two traditional schemes, BFS and EDB.

**User coverage:** We evaluate the user coverage performance for BMFL versus SNR threshold $\chi$ and user density $Den_{\text{user}}$ respectively, as shown in Fig. 7. As multiple association is considered for users, the user coverage is defined as $Cov_{\text{user}} = (\sum_{u \in U} N_u)/(U \cdot \min(B, B_{\text{max}}'))$. As a simple example, when $U = 1$, $B = 4$, and $B_{\text{max}}' = 3$, we have $Cov_{\text{user}} = 1 - 4 \cdot 1 - 0 \cdot 1 = 66.67\%$ if the user is associated with mSBS 1 and mSBS 3 simultaneously. It can be seen from Fig. 7(a) that $Cov_{\text{user}}$ decreases with $\chi$. For example, under the same condition, we get $Cov_{\text{user}} = 52.8\%$ when $\chi = -24$ dB, but $Cov_{\text{user}} = 13.9\%$ if $\chi = -8$ dB. A lower value of $\chi$ indicates that users may be served even in a poor signal environment, so as to obtain higher user coverage. By contrast, fewer users can be served if the value of $\chi$ is set high. Given that $\chi = -20$ dB, the result of $Cov_{\text{user}}$ versus the user density $Den_{\text{user}}$ is shown in Fig. 7(b). Here the user density is defined as $Den_{\text{user}} = U/Area$, where $U = |\mathcal{U}|$ is the number of users in a certain area $Area$ at time $t$. For example, we have $Den_{\text{user}} = 20/(0.1 \times 0.1) = 2000$ per km$^2$ when we set $U = 20$ in the simulation. It is obviously to see that, when
Fig. 7. User coverage performance for BMFL versus (a) SNR threshold, given that $B = |B| = 3$ and $U = |U| = 12$, and (b) user density, given that $B = |B| = 6$ and $\chi = -20$ dB.

Fig. 8. Comparisons of user coverage for the BMFL, BFS and EDB, versus (a) SNR threshold, given that $B = |B| = 3$ and $U = |U| = 12$, and (b) user density, given that $B = |B| = 6$ and $\chi = -20$ dB.

the value of $\text{Den}_{\text{user}}$ changes, the fluctuation of $\text{Cov}_{\text{user}}$ is not large and is roughly stable between 31% and 35%. We compare BMFL with the two traditional schemes BFS and EDB, as shown in Fig. 8. By analyzing these results, we can see that the performance of the proposed scheme in user coverage is generally consistent with the optimal scheme BFS, but better than EDB. Also worth noting is that for all the three schemes, the value of $\text{Den}_{\text{user}}$ in the results is not very high. This is mainly because we divide the service range of mSBS $b$ ($\forall b \in B$) into 8 sectors and only three operating beams, i.e., $S_b = 8$ and $M_b = 3$.

Network throughput: We evaluate network throughput performance of BMFL with the varying density of user under three different mSBS densities, as shown in Fig. 9. Similar to the definition of user coverage, let $B = |B|$ be the number of mSBSs in a certain area $\text{Area}$ at time $t$, then the mSBS density of this area can be given as $\text{Den}_{\text{mSBS}} = B / \text{Area}$. As expected, we find that the achieved network throughput $R$ usually increases with $\text{Den}_{\text{user}}$ in each mSBS density. Meanwhile, the value of $R$ has little difference for all the three mSBS densities when the user density is low, e.g., when $\text{Den}_{\text{user}} \leq 900$ per km$^2$, because the number of users served may not vary much at this time. With the increase of $\text{Den}_{\text{user}}$ the value of $R$ is the largest under the highest mSBS density (i.e., when $\text{Den}_{\text{mSBS}} = 900$ per km$^2$) which is because of the abundant beam resource. That is, generally, the denser the mSBS and the more operating beams, the more users can be served, resulting in the greater network throughput.

Furthermore, we compare the network throughput of BMFL with BFS and EDB. Fig. 10 shows the network throughput of the three beam management algorithms under the varying user density from 600 per km$^2$ to 3000 per km$^2$. We fix the mSBS density as 600 per km$^2$ in this simulation. As expected that the BFS beam management algorithm achieves the highest throughput as all the potential solutions have been searched and tested. Importantly, we find that BMFL achieves the second highest network throughput with relatively small difference of that in BFS but much higher than that of EDB. For
example, when \( \text{Den}_{\text{user}} = 3000 \) per \( \text{km}^2 \), the network throughput of the three schemes are \( R_{\text{BFS}} \approx 252 \text{Mbps} \), \( R_{\text{BMFL}} \approx 229 \text{Mbps} \), and \( R_{\text{EDB}} \approx 188 \text{Mbps} \), respectively. These results further demonstrate the performance gain of the proposed BMFL algorithm. Meanwhile, although the performance of the proposed scheme in terms of user coverage is comparable to that of the optimal scheme BFS, it is slightly weak in terms of network throughput, which may be due to the difference of users they serve. We believe that when there is enough training data, the performance of BMFL in terms of network throughput can also reach the level of the BFS.

B. Comparison With BMDL and BMCL

In this section, we compare the performance of BMFL with that of the two adaptive schemes, BMDL and BMCL. For BMDL and BMCL, the setting of simulation parameters (neural network, user distribution, etc.) is consistent with the proposed BMFL.

Fig. 11 shows the performance comparison in terms of user coverage. When the SINR threshold \( \chi \) is fixed, we see that the proposed BMFL can achieve a higher user coverage than BMDL and BMCL. For relatively low user density, e.g., when \( \text{Den}_{\text{user}} < 1200 \) per \( \text{km}^2 \), the user coverage of these three schemes is almost the same. With the increase of \( \text{Den}_{\text{user}} \), the user coverage performance of BMFL is not much different from that of BMDL, but better than that of BMCL. The variation of network throughput with user density is similar to that of the user coverage, as shown in Fig. 12. For example, when \( \text{Den}_{\text{user}} = 800 \) per \( \text{km}^2 \), the network throughput of the three schemes has little difference, where \( R_{\text{BMFL}} \approx R_{\text{BMCL}} \approx R_{\text{BMDL}} \approx 100 \text{Mbps} \). For a high \( \text{Den}_{\text{user}} \), the throughput of BMFL and BMDL is usually close, but higher than that of BMCL. Compared with BMDL, the proposed BMFL also adopts a distributed learning architecture. However, it has an advantage that the training model accuracy and learning convergence speed can be improved through the cooperation of multi-agent (e.g., mSBSs). Due to the small number of mSBSs in the simulation, this advantage is not obvious, so the performance of the two is similar. For BMCL, it may be that the algorithm converges to a suboptimal solution, which leads to the low results. The essence of machine learning algorithms determines that the optimal result cannot be guaranteed. It is an iterative updating process.

VI. CONCLUSION

Due to the directional transmission and dense network deployment, complexity of beam management problem in mmWave communication systems becomes a real challenge. To address the complex and dynamic beam control issue, in this paper we have proposed a federated DRL-based adaptive beam management algorithm, BMFL. In BMFL, individual mSBSs train a local machine learning model based on the cleaned local dataset and then send the model features to the MBS for aggregation. Meanwhile, we employed DDQN to train the local model on mSBSs under an FL framework. Due to the data cleaning and non-raw-data aggregation, the proposed BMFL algorithm has great advantages in privacy protection and wireless resource conservation (e.g., transmit power, bandwidth). Simulation results have shown that the BMFL provides a better tradeoff between computational complexity and network throughput. Moreover, the performance of the proposed scheme in user coverage is generally comparable to that of the optimal scheme BFS, which is also verified by the simulations. In general, this work can be seen as a pioneer of using FL to solve the systematic beam management problem under UDN scenarios.
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