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Abstract

Until recently, spin-polarization in nonmagnetic materials was the exclusive territory of non-centrosymmetric structures. It was recently shown that a form of “hidden spin polarization” (named the “Rashba-2” or “R-2” effect) could exist in globally centrosymmetric crystals provided the individual layers belong to polar point group symmetries. This realization could considerably broaden the range of materials that might be considered for spin-polarization spintronic applications to include the hitherto ‘forbidden spintronic compound’ that belong to centrosymmetric symmetries. Here we take the necessary steps to transition from such general, material-agnostic condensed matter theory arguments to material-specific “design principles” that could aid future laboratory search of R-2 materials. Specifically, we (i) classify different prototype layered structures that have been broadly studied in the literature in terms of their expected R-2 behavior, including the Bi$_2$Se$_3$-structure type (a prototype topological insulator), MoS$_2$-structure type (a prototype valleytronic compound) and LaBiOS$_2$-structure type (a host of superconductivity upon doping); (ii) formulate the properties that ideal R-2 compounds should have in terms of combination of their global unit cell symmetries with specific point group symmetries of their constituent “sectors”; (iii) use first-principles band theory to search for compounds from the prototype family of LaOBiS$_2$-type structures that satisfy these R-2 design metrics. We initially consider both stable and hypothetical $M'O MX_2$ ($M'$: Sc, Y, La, Ce, Pr, Nd, Al, Ga, In, Tl; $M$: P, As, Sb, Bi; $X$: S, Se, Te) compounds to establish an understanding of trends of R-2 with composition, and then indicate the predictions that are expected to be stable and synthesizable. We predict large spin splittings (up to ~ 200 meV for holes in LaOBiTe$_2$) as well as surface Rashba states. Experimental testing of such predictions is called for.
I. Introduction: The local real-space view of hidden spin polarization in centrosymmetric nonmagnetic crystals

Traditionally, the origin of spin polarization in nonmagnetic solids has been attributed to spin-orbit coupling (SOC) within crystals that lack global inversion symmetry \(^1\). Crystals that possess instead global inversion symmetry would not have such a bulk Rashba-type (referred to as R-1), or Dresselhaus (referred to as D-1) polarization \(^2, 3\) and would thus not be considered as candidates for spintronic applications. An alternative view has been proposed recently \(^4\) that starts from the fact that since the SOC is a highly localized interaction anchored on atomic sites, it is the local environment (encoded in point group of sites) rather than the overall crystal symmetry that is an appropriate starting point for discussing SOC-induced spin polarization. Indeed, the inversion asymmetry in local real space “sectors” of a crystal leads to local spin polarization; the superposition of such polarizations from local sectors over the entire crystal would then produce the total (zero or nonzero) crystalline polarization. If the system lacks global inversion symmetry, the net effect would be nonzero, leading to the well-known bulk R-1 and D-1 effects with their respective distinctive spin textures. On the other hand, if the system as a whole does have a global inversion symmetry (centrosymmetric space groups) but the individual sectors are each inversion-asymmetric, still an interesting form of compensated polarization (see Fig. 1 a-h) could arise \(^4, 5\) called R-2 and D-2, respectively

While the foregoing argument provided a material independent “proof of existence” for these effects, it did not tell the experimentalists where to look for such effects. The current work takes a step in the direction of aiding identification of such materials by systematically classifying the possible band structure and local spin polarization of different R-2 candidates, and then pointing to a group of materials that is predicted to have significant R-2 effect, showing thus where to look for such effects. Transitioning from material-independent to material-specific predictive theory could be helpful here because despite the importance of spintronics the material base currently used for it is rather narrow. This approach could broaden the type of materials that can be used and
provide cross coupling between hidden spin polarization and other functionalities that also reflect spin-orbit physics (such as topological insulation or valleytronics) present in the same layered structures considered here for hidden spin polarization.

II. Examples of prototypical groups of layered compounds that manifest R-2 and/or D-2 effects: Bi$_2$Se$_3$, LaOBiS$_2$ and 2H-MoS$_2$

A. Symmetry considerations

In Fig. 1a-h we consider the three leading classes of layered structures exemplified by the Bi$_2$Se$_3$-type (space group $R-3m$, Fig. 1f) structure, the idealized LaOBiS$_2$–type ($P4/nmm$, Fig. 1g) structure, and the 2H-MoS$_2$-type transition-metal dichalcogenide ($P6_3/mmc$, Fig. 1h) structure. The unit cells of these structure types contain two, inversion asymmetric sectors that together form a centrosymmetric crystal. An intermediate buffer layer that contains an inversion center can separate these spin-orbit active inversion-partners. This intermediate section is supplied by the Se monolayer in Bi$_2$Se$_3$, the LaO monolayer in LaOBiS$_2$, or just vacuum in 2H-MoS$_2$. Now, a single inversion asymmetric (IA) layer/sector $\alpha$ induces an effective magnetic field (owing to the existence of SOC in a low-symmetry environment 1), and thus has spin polarization that is localized on that sector. If the crystal unit cell has an inversion center, there must be another sector $\beta$ carrying local spin polarization with opposite spin texture. The corresponding energy bands must then be spin-degenerate due to the combination of inversion symmetry and time reversal symmetry, so the total spin, integrated over momentum ($k$) space of these bands is zero. But such global $k$-space compensation between the spins of the degenerate energy bands need not occur on a point-by-point basis in real space. Indeed, explicit first-principles calculations of such a centrosymmetric crystal 4 have shown that the spin polarization is not locally compensated on each individual sector. Instead, there is distinct, residual spin on each sector. This effect is not restricted to one unit cell but can exist in slab geometry, in which the surface states of both sides manifest opposite spin polarization. This will be demonstrated later on in Sec IV and Fig. 6.

We refer to the hidden spin polarization in centrosymmetric bulk crystals made of sectors having a polar field as the R-2 effect 4, to be distinguished from bulk Rashba
effect in non-centrosymmetric crystals (the *R-1 effect*)\(^8,9\). Similarly, we refer to the hidden spin polarization in centrosymmetric bulk crystals made of IA sectors as the *D-2 effect*, to be distinguished from the D-1 effect in non-centrosymmetric crystals. In general, the crystal structure of R-2 material contains simultaneously polar field and inversion asymmetry, hence the coexistence of R-2 and D-2 effects\(^4\). Rather than being intrinsically absent, the R-2/D-2 effect in centrosymmetric crystals is concealed by global compensation, but present locally on a sector-by-sector basis. In particular, the R-2 effect is expected to be prevalent in *layered structures* because the IA sectors therein would experience a polar field along the stacking direction when there is nonequivalent bonding between the two sides of the spin-orbit active layer. In such structures one could induce the removal of the perfect compensation present in an R-2 crystal by applying a small electric field or creating a surface\(^6\). This R-2 effect broadens the range of bulk compounds that can be considered for such spintronic applications to include centrosymmetric crystals.

The general criteria for R-2 behavior are rather broad: centrosymmetric crystals with atomic sites that belong to polar group symmetry (point groups \(C_1, C_2, C_3, C_4, C_6, C_{1v}, C_{2v}, C_{3v}, C_{4v}, C_{6v}\)). Such a broad definition applies to a large number of structure types include, for example the structures shown in Fig. 1f-h as well as to antiferroelectric materials in MgSrSi-type (*Pnma*) and NaNbO\(_3\)-type (*Pbcm*) structures\(^7\). Since these compounds have different characteristic crystal structures and band structures, it will be useful to develop more specific criteria for sorting out within these materials, which is likely to have the best R-2 characteristics. In this paper we will classify the different prototype band behavior of such R-2 layered materials, and then focus on the key ingredient that determines the quality of such R-2 materials and investigate the spin polarization features of a few compounds from the LaOBiS\(_2\)-type materials as favorable R-2 candidates.

**B. Classification of band structure prototypes for layered centrosymmetric R-2 crystals: Bi\(_2\)Se\(_3\), LaOBiS\(_2\) and 2H-MoS\(_2\) types**

To get a better understanding of the band structure and spin localization based on different factors, we consider in Fig. 1 the evolution starting from one single IA sector
that is a part of a centrosymmetric material.

In step (i) of Fig. 1, we consider a single sector $\alpha$ (e.g., a layer) obtained by cleaving the layered structure into two IA sectors. The isolated sector could be (BiSe)$^+$ layer in Bi$_2$Se$_3$, or the (BiS$_2$)$^-$ layer in LaOBiS$_2$, or the MoS$_2$ layer in 2H-MoS$_2$. In the absence of SOC (Fig. 1a) each band is spin degenerate.

In step (ii) we introduce SOC into a single sector (Fig. 1b,c), which results in spin splitting due to the absence of inversion symmetry. We distinguish two types of wavevector $k$ and their vicinities: In Fig. 1b we consider $k$-points that are time reversal invariant (TRI), e.g., $\Gamma$ (0, 0, 0) and $X$ (0, 1/2, 0), where the band degeneracy at the crossing point between the two bands is protected by time reversal symmetry, whereas in Fig. 1c we show wave vector $k$ that is non-TRI e.g., $k = K$ (1/3, 1/3, 0) in the hexagonal Brillion zone of 2H-MoS$_2$. Here the two spin-split bands do not cross but are nested within each other.

In step (iii) we add to sector $\alpha$ its inversion partner — sector $\beta$ — having the same chemical composition but a reversed spatial configuration. Together they form the structure $\alpha + \beta$ that has global inversion symmetry (Fig. 1d through 1h). In Fig. 1d,e we assume that there is no interaction between sectors (e.g., infinitely separated sectors), so the ensuing band structure represents a superposition of the bands from both layers, leading to two-fold degenerate bands, each containing opposite spin polarizations localized on the respective individual sectors, as shown by red ($\alpha$) and blue ($\beta$) arrows. Because $\alpha$ and $\beta$ sectors do not communicate with each other, the local spin on each sector remains the same as if only that sector exists. Thus, in this ideal R-2 case we have distinct polarizations on each real-space sector. We next acknowledge in step (iv) that the sectors interact with each other, causing band repulsion and mixture of the local spin polarization between the sectors, thus diminishing relative to step (iii) the purity of the individual spin polarizations localized on each layer.

We next distinguish three material types here by discussing their R-2/D-2 effect and the interplay between hidden spin polarization and their other functionalities:

1. Bi$_2$Se$_3$: The case of strong coupling between individual R-1 layers leading to R-2 behavior
Fig. 1f illustrates $\text{Bi}_2\text{Se}_3$ (space group $R-3m$), where the site point group of the two Bi atoms and the two side Se atoms belongs to the polar group $C_{3v}$, indicating an R-2 material; while that of the middle Se atom belongs to the centrosymmetric point group $D_{3d}$. We consider TRI $k$ point $\Gamma$ and strong layer coupling because of the proximity of these two (BiSe)$^+$ layers and the absence of any effective intervening layer between them (an atomically-thin layer of Se). Here the coupling lifts the degeneracy, forming two isolated, non-crossing bands (unless the crossing point of two offsetting bands is protected by other symmetries such as fractional translation). Moreover, considering the Bi$_2$S$_3$ quintuple layer as a whole unit that consists two Rashba layer (BiSe)$^+$, such material has strong intra-unit coupling (between two (BiSe)$^+$ sectors) and weak inter-unit coupling (van der Waals interaction). Considering the band structure evolution from Fig. 1a to 1f we see that the inter-unit interaction is so strong that the upper band bends to form the conduction band with an inverted band curvature. A recent tight binding model showed that such layer-by-layer stacking of oppositely-aligned Rashba layers could lead to a bulk topological insulator, revealing the fundamental interplay between such R-2 structure and the topological physics.

Another consequence of the strong coupling between sectors is the spin mixture between different sectors, (shown in Fig. 1f) leading to a reduction in the net spin polarization localized on each sector. In other words, the formation of topological insulating behavior in Bi$_2$Se$_3$ requires strong coupling between spin-active sectors, which diminishes the residual spin on each sector.

2. 2H-MoS$_2$: The case of weak coupling between individual D-1 layers leading to D-2 behavior

Fig. 1h illustrates 2H-MoS$_2$ (space group $P6_3/mmc$), where we consider $k = K$ which is non-TRI wavevector in the hexagonal structure. This structure has weak layer coupling because the two spin-active sectors (MoS$_2$ layer) are coupled by van der Waals interaction. For monolayer MoS$_2$, the site point group of Mo atom is $D_{3h}$ symmetry leading to D-1 behavior, while that of S atom is $C_{3v}$ symmetry leading to R-1 + D-1 behavior. However, the low-energy spectrum at the K valley of MoS$_2$-type material is dominated by the transition metal atom Mo, indicating that the spin physics in the
vicinity of K is predominately a D-1 effect. Given that the spin component $S_z$ at non-TRI K valley is a good quantum number, such type of Dresselhaus spin splitting effect does not have a band crossing, but results in a Zeeman-like splitting in which the spins are out-of-plane and up and down spin locate at nested energy bands, respectively (see Fig. 1c) $^{13,14}$.

Comparing with the D-1 case of monolayer of MoS$_2$, the bulk 2H-MoS$_2$ changes the space group of the unit cell but not that of the site point groups of Mo and S atom. Consequently, as shown in Fig. 2h, the spin polarization at K valley in 2H-MoS$_2$ is governed by the D-2 effect. The weak communication between inversion partners causes slightly larger separation of the nested bands and spin mixture from another layer, but most of the spin at the K valley remains on each layer.

The D-2 hidden spin polarization incorporated with the valleytronic physics in monolayer MoS$_2$ leads to many novel phenomena apparent in $n$ monolayers two-dimensional (2D) structures. For $n =$ odd the system is non-centrosymmetric and is expected to manifest effects related to this absence of inversion such as circular polarized luminescence originating from valley effects $^{15,16}$. In contrast, for $n =$ even (and for bulk 2H-MoS$_2$) inversion symmetry is present and thus no circular polarization is expected$^{15}$. However, both theory $^{18}$ and experiments showed that circular polarized luminescence does exist in such centrosymetric cases as an intrinsic feature due to the of the fundamental spin-orbit physics$^{17,18}$. This is because the significant D-2 effect causes spin-polarized absorption when excited by circular polarized light, and thus leads to imbalance luminescence for different helicity$^{17,19}$.

3. LaOBiS$_2$: advantages and possible applications of the R-2 effect

Fig. 1g illustrates LaOBiS$_2$ and related compounds. Here we discuss the properties of the $M'O MX_2$ compounds by assuming the nominal centrosymmetric structure $P4/nmm$. For this centrosymmetric structure we consider TRI $k$ point $k = X$ with weaker layer coupling because the two spin-active BiS$_2$ sectors in the unit cell are separated from each other by a barrier layer of La$_2$O$_2$. Here the bands still maintain a crossing at $k = X$ where interlayer coupling vanishes due to the fractional translation operation (non-symmorphic symmetry) that translates a layer to its inversion partner. In the
vicinity of $X$, the band splitting is slightly enhanced by the layer interaction, comparing with that of step (iii), implying that the residual spin can mostly survive the interlayer coupling.

The discussion above indicates that case of LaOBiS$_2$ having weak interlayer coupling and strong SOC in each IA sector contains essentially two copies of Rashba spin polarization with significant but opposite spin textures localized on each sector, to which we will refer as favorable R-2 effect. This type of R-2 compensated spin polarization can have possible advantages over the bulk R-1 and the traditional two-dimensional (2D) Rashba effects regarding the manipulation of spin for potential applications. First, comparing with the ordinary 2D Rashba effect $^3$, the R-2 bulk-induced effect can have a larger spin splitting (more than 100 meV in LaOBiS$_2$) owing to the stronger polar field $^9,^{20}$ created by the intrinsic atomic configuration. Second, compared with the R-1 effect in non-centrosymmetric bulk materials such as BiTeI $^8,^9$, it is easier to manipulate the spin states of R-2 systems by selecting different spin-active sectors via small electric fields without reversing the internal polar field. Recently reported ferroelectric R-1 crystals such as GeTe could also manipulate the spin polarization due to the field-induced reversal of atomic displacements $^{20}$. However, the corresponding switch speed in proposed spin-FET is much slower than that built on R-2 materials in which electric field controls the band structure and thus the spin state, because electron moves much faster than nucleus. Therefore, R-2 in LaOBiS$_2$ materials could offer advantages for the design of spintronic devices based on spin field effect transistors $^{21}$. Third, the exploration of R-2 materials could significantly expand the range of materials with certain functionalities (e.g., second harmonic generation, photogalvanic effect, etc.) that is previously limited to low-symmetry non-centrosymmetric structures.

III. Searching for other R-2 compounds within the $M'O MX_2$ family

We will next study the broad group denoted $M'O MX_2$ ($M'$: group IIIa such as Sc, Y, La, Ce, Pr, Nd, or IIIb such as Al, Ga, In, Tl; $M$: group V such as P, As, Sb, Bi; $X$: group VI such as S, Se, Te). Our purpose is to identify the chemical and structural parameters that could control the quality of the R-2 effect, and then suggest that such bulk-induced
spin polarization could be detected at the surface, indicating promising spintronic applications made of centrosymmetric crystals.

**A. Crystal structure**

The nominal centrosymmetric structure $P4/nmm$ ($T_0$) structure, which has equal Bi-S$_1$ bonds in $x$-$y$ plane, was used in X-ray refinement of the crystal structure of the prototype material LaBiOS$_2$ first in 1995, and in many other following experiments. However, recently it was shown theoretically that phonon instability will make the two in-plane Bi-S$_1$ bonds in the assumed $P4/nmm$ structure LaOBiS$_2$ non equivalent so as to remove the instability. Such in plane bond inequivalence was verified by neutron diffraction experiment. These observations exclude the $P4/nmm$ structure as a possible ground state for LaBiOS$_2$ despite the tradition of fitting X-ray data to this model. We have considered the possible 3D stacking sequences of the in plane deformed 2D Bi-S$_1$ planes and found that three polytypes are possible: two non-centrosymmetric ($T_1$ of symmetry $P2_1mn$ and $T_2$ of symmetry $C2$) and one centrosymmetric ($T_3$ of symmetry $P2_1m$). Upon total relaxation we find that for LaBiOS$_2$ the centrosymmetric structure $T_3$ is very slightly lower in energy than the other two structures. Thus, the final LaBiOS$_2$ structure is still either the ground state centrosymmetric $T_3 = P2_1m$ (so hidden R-2 spin polarization is expected) or a mixture of the polytypes that are non-centrosymmetric. In the latter case one can expect net spin polarization ($D$-1 or $R$-1) emerging from breaking the global inversion symmetry. We further examined some other LaOBiS$_2$-type materials and found that some of them have $T_0 = P4/nmm$ structure as the ground state (e.g., LaOBiTe$_2$), while others have the $T_3 = P2_1m$ structure as the ground state (e.g., LaOSbS$_2$). All are thus centrosymmetric, albeit rather close energetically to the non-centrosymmetric polytypes. In the present study we assume uniformly the centrosymmetric $T_0 = P4/nmm$ structure for all $M'O_{\Delta}MX_2$ compounds so as to maintain straight comparison between different R-2 behaviors.

**B. Model Hamiltonian description of R-2 effect**

Following the transition of band structure in Fig. 1, here we discuss the model Hamiltonian of single $MX_2$ layer as a conventional Rashba system, and introduce the
the band composition and the wave functions of the 2-fold degenerate band. Then we prove that there are two Rashba states with opposite spin texture localized on two $MX_2$ layers, respectively.

First, considering the relativistic Hamiltonian of an otherwise free electron in one $MX_2$ layer, with the SOC effect included

$$H = -\frac{\hbar^2}{2m} \nabla^2 + \frac{\hbar}{4m^2c^2} (\nabla V \times \mathbf{p}) \cdot \mathbf{\sigma} = -\frac{\hbar^2}{2m} \nabla^2 + \frac{\hbar^2(E_{\text{in}})}{4m^2c^2} \left( \sigma_x k_y - \sigma_y k_x \right)$$

where $m$, $c$, $V$, $\mathbf{\sigma}$ and $(E_{\text{in}})$ denote the electron mass, light speed, crystal potential, Pauli matrix vector $(\sigma_x, \sigma_y, \sigma_z)$, and the effective built-in electric field (polar field induced by ionic bonding, see Fig. 2) along the z direction, respectively. After solving Eq. (1), we get the energy splitting $E_{\pm} = \pm \alpha_R k$ caused by the relativistic term and the corresponding wavefunction $\psi_{\pm} = \frac{1}{\sqrt{2}} \begin{pmatrix} \pm e^{i\varphi} \\ 1 \end{pmatrix}$ leading to the helical spin fingerprint of Rashba splitting, where $\alpha_R = \frac{\hbar^2(E_{\text{in}})}{4m^2c^2}$ is the Rashba parameter, and $\varphi$ is the azimuth angle of electron momentum $\mathbf{k}$ in the x-y plane.

Then we introduce a tight-binding Hamiltonian for the Rashba-bilayer system consisted of 4 $MX_2$ layers:

$$H_{BL} = \begin{pmatrix} R_x & U & 0 & T \\ U & R_x & T & 0 \\ 0 & T & R_x & U \\ T & 0 & U & R_x \end{pmatrix}. \quad (2)$$

Each term in the above matrix is a $2 \times 2$ matrix. In detail, $R_{\pm}$ present two BiS$_2$ layers that suffer opposite built-in electric fields:

$$R_{\pm} = \begin{pmatrix} \epsilon_k & \pm \alpha_R (k_y + i k_x) \\ \pm \alpha_R (k_y - i k_x) & \epsilon_k \end{pmatrix}, \quad (3)$$

where $\epsilon_k$ denotes the on-site energy, $U = u_k I_{2 \times 2}$ and $T = t_k I_{2 \times 2}$ present the interaction between nearby BiS$_2$ layers though the La$_2$O$_2$ layer and the van der Waals layer, respectively. Given $M'_{2}$O$_2$ layer as a blocking barrier, the two adjacent $MX_2$ layers can be treated as an isolated bilayer electron system with van der Waals interaction between each other. Hence we ignore the interaction parameter between the two $MX_2$ layers through $M'_{2}$O$_2$ layer by assuming $u_k = 0$. Therefore, regarding the
global inversion symmetry of the system, in the representation of free electron in the 
i-th \( MX_2 \) layer \( \psi^{(i)} \), the model Hamiltonian in Eq. (2) is simplified as
\[
H_{BL} = \begin{pmatrix}
\varepsilon_k & \alpha_R(k_y - i k_x) & t_k & 0 \\
\alpha_R(k_y + i k_x) & \varepsilon_k & 0 & t_k \\
t_k & 0 & \varepsilon_k & -\alpha_R(k_y - i k_x) \\
0 & t_k & -\alpha_R(k_y + i k_x) & \varepsilon_k \\
\end{pmatrix}.
\]

By diagonalizing the matrix in Eq. (4), we get the two-fold degenerate eigenvalues
\[
E'_\pm(k) = \varepsilon_k \pm \sqrt{(\alpha_R k)^2 + t_k^2}.
\]

The corresponding wavefunction for \( E'_+(k) \) as the form
\[
\psi'_+ = \begin{pmatrix} c_k \psi^{(1)}_+ + c_k \psi^{(2)}_+ \\
c_k \psi^{(1)}_- + c_k \psi^{(2)}_-
\end{pmatrix},
\]

whereas the wavefunction for \( E'_-(k) \) is written as
\[
\psi'_- = \begin{pmatrix} -c_k \psi^{(1)}_+ + c_k \psi^{(2)}_+ \\
-c_k \psi^{(1)}_- - c_k \psi^{(2)}_-
\end{pmatrix},
\]

with
\[
C_k = t_k \left\{ \frac{\alpha_R^2 k^2 + t_k^2 + \alpha_R^2 k^2 + t_k^2}{2} \right\}^{-\frac{1}{2}}.
\]

The components of \( \psi'_+ \) and \( \psi'_- \) represent the two degenerate states for the corresponding energy. From Eq. (5)-(8) we note that when \( t_k \) is small (van der Waals interaction), the two degenerate wavefunctions are dominated by the Rashba spin polarization localized on each \( MX_2 \) layer.

C. First-principles calculation methods and electronic structure of \( M'O \) \( MX_2 \) compounds

All the first-principles calculations were performed with the Vienna \textit{ab initio} package (VASP) \(^{28}\). The geometrical and electronic structures are calculated by the projector-augmented wave (PAW) pseudopotential \(^{29}\) and the generalized gradient approximation of Perdew, Burke and Ernzerhof (PBE) to the exchange-correlation functional \(^{30}\). \textit{Spin-orbit} coupling is all through calculated by a perturbation
\[
\Sigma_{l,m} V_l^{SO} \mathbf{L} \cdot \mathbf{S} |l,m,i)(l,m,i|	ext{ to the pseudopotential, where } |l,m,i\rangle \text{ is the angular}
\]

momentum eigenstate of \( i \)th atomic site \(^{31}\). The plane wave energy cutoff is set to 550
Electronic energy minimization was performed with a tolerance of $10^{-4}$ eV, and all atomic positions were relaxed with a tolerance of $10^{-3}$ eV/Å. There are four variable cell-internal degrees of freedom, i.e., the z-component of $M', M, X_1$ (forming in-plane $M-X$ bonds) and $X_2$ (forming perpendicular $M-X$ bonds) site, that can be relaxed, while the other coordinates are protected by the crystal symmetry. In the bulk calculations, the lattice parameters are fully relaxed. In surface calculations, the atomic positions were relaxed with the lattice constant $a$ fixed as the bulk one. The vacuum separation in the slab supercell is 20 Å to avoid the interaction between periodic images.

The triple-layer (TL) structure can be written as $(MX_2^-)/(M'_2O_2)^{2+}/(MX_2^-)$ made of two spin-active $MX_2$ rocksalt-like layers (sectors $\alpha$ and $\beta$) and an intermediate buffer layer $M'_2O_2$ separating them, with the fluorite-like structure (see Fig. 2a). The distance between two adjacent $MX_2$ layers is controlled by the van der Waals interaction. We show in Fig. 2c,d the band structures of bulk $M'OMX_2$ exemplified by the prototype compound LaOBiS$_2$ with its tetragonal Brillouin zone given in Fig. 2b. Here $MX_2 = BiS_2$ and $M'_2O_2 = La_2O_2$. From the calculated electronic structures we find that the low-energy spectrum originates mainly from the spin-active BiS$_2$ layers. Specifically, the six lowest conduction bands are dominated by Bi-$p$ states, whereas the highest valence bands are composed of the S-$p$ and Bi-$s$ orbitals. On the other hand, the states originating from the La$_2$O$_2$ layer have little contribution to the bands near the Fermi level but appear at energies 3 eV above the conduction band maximum (CBM) or 1 eV below the valence band minimum (VBM) near the X valley.

In the absence of SOC (Fig. 2c), there is an extra two-fold band degeneracy along the symmetry line X-M and R-A for all the energy bands. This degeneracy results from the non-symmorphic aspect of the space group $P4/nmm$, i.e., from the participation of fractional translations $(1/2, 1/2, 0)$ in the space group. Such fractional translation operation translates $\alpha$ (BiS$_2$) layer into $\beta$ (BiS$_2$) layer along the real-space direction that corresponds to X-M direction in $k$-space, along which the interlayer coupling between chemically identical $\alpha$ and $\beta$ BiS$_2$ layers vanishes.

When turning on the SOC (Fig. 2d), the band splitting along the $\Gamma$-X direction is caused by the combination effect of weak layer interaction (between two adjacent BiS$_2$
layers though van der Waals layer) and SOC-induced spin splitting, as shown in Fig. 2e and f. The layer interaction is dominantly from the channel through van der Waals layer, while the channel through La₂O₂ layer is nearly blocked. Therefore, The real-space separation of “different polarization on different sectors” would mostly survive interaction between the sectors that could mix the polarizations. Furthermore, the four-fold degeneracy along the $X-M$ direction is reduced to two-fold, forming split bands that intersect at both the $k = X$ and $k = M$ wave vectors. This effect indicates the emergence of pure Rashba splitting on each of the two inversion partner layers, induced by the local IA environment felt by two BiS₂ sectors.

Using the tight-binding model discussed before we can easily understand the effect of SOC on the band structure of $M'OXM_2$. Without SOC, we have $t_\mathbf{k} = \alpha_R = 0$ along $X-M$, indicating four-fold degeneracy including spin from Eq. (5), while along $\Gamma-X$, $t_\mathbf{k} \neq 0$; thus, we have $C_\mathbf{k} = \frac{1}{\sqrt{2}}$, resulting in bonding and antibonding states according to Eq. (6) and (7). When SOC is available, we have $t_\mathbf{k} = 0$ but $\alpha_R \neq 0$ along $X-M$, which means $E_\pm(k) = \epsilon_k \pm \alpha_R k$, $C_\mathbf{k} = 0$ and $\psi'_k = \begin{pmatrix} \psi^{(1)}_k \\ \psi^{(2)}_k \end{pmatrix}$, $\psi''_k = \begin{pmatrix} \psi^{(2)}_k \\ \psi^{(1)}_k \end{pmatrix}$; thus, pure Rashba splitting emerges on each layer due to the local inversion asymmetry. We note that although the intervening (La₂O₂)$^{2+}$ layer does not contribute to the low-energy spectrum of eigenstates, it provides ionic charges that set up opposite polar fields pointing to $\alpha$ and $\beta$ (BiS₂)$^+$ layers (along $z$ and $-z$ direction, see Fig. 2), and thus make two BiS₂ layers form Rashba-type spin polarizations with opposite spin textures. Although the two copies of spin polarization with opposite spin states form degenerate bands in the $E$ vs. $k$ representation, each tends to be localized in real space on one of the two $M_2X_2$ layers.

D. Choice of series of materials within the $M'OXM_2$ type

As noted above, a clear feature that could enhance the R-2 quality is the existence of an effective electronic separation between the two inversion partners, as illustrated in the transition from Fig 1d,e to Fig 1f-h. We will thus explore various barrier layers $M'_{2}O_2$ keeping its $2^+$ charge. Another important factor that determine the spin polarization is the magnitude of the SOC, anchored on different atoms in the
spin-active \( MX_2 \) layer. We will thus consider different chemical identities for \( M \) and \( X \) and address how the magnitude of spin splitting depends on SOC of various atomic sites.

The O site has non-polar site point groups \( S_4 \) and thus does not contribute to the whole R-2 effect, so we do not change chemical identity for this site. Therefore, we classify the material groups into 3 series, using \( \text{LaOB}_{\text{iS}2} \) as a prototype structure. In series I we vary the cation of the \( MS_2 \) layer in \( \text{LaOMS}_2 \) using \( M = \text{P}, \text{As}, \text{Sb}, \text{Bi} \). In series II we vary the anion of \( \text{BiX}_2 \) layer in \( \text{LaOBiX}_2 \) using \( X = \text{S}, \text{Se}, \text{Te} \). In series III we vary chemical identity of the \( M'_{2}O_2 \) layer in \( M'O_{\text{iS}}_2 \) using \( M' = \text{Sc}, \text{Y}, \text{La}, \text{Ce}, \text{Pr}, \text{Nd}, \text{Al}, \text{Ga}, \text{In}, \text{TI}, \text{Bi} \), and a recent reported compound \( \text{SrF}_{\text{BiS}_2} \) that has the same structure \(^{32}7 \). Of the 17 compounds studied here have been reported in the experimental literature to have the \( P4/nmm \) structure\(^{22,32-34} \). We include in our study 11 additional compounds (marked asterisks in Table I) that are unreported in the experimental literature but will be used to complete the theoretical trends in the computed R-2 features.

E. Choice of metrics that reveal R-2 characteristics

The Rashba parameter \( \alpha_R \), defined by \( \frac{\partial E}{\partial k} \bigg|_{k=k_0} \), where \( k_0 \) is the wave vector of the band crossing point, is often used to assess the strength of the Rashba effect. However, for the functionality-driven materials screening used here, targeting large spin splitting, both the spin splitting energy \( E_s \) and the corresponding momentum offset \( k_s \), shown schematically in Fig. 2e,f and the insert of Fig. 4, are of interest. Note that we define both \( E_s \) and \( k_s \) along \( X-M \) direction, because the band splitting along this direction results entirely from SOC. For R-2 materials without symmetry-protected band crossing, the band splitting consists both SOC-induced spin splitting and interlayer coupling. In this case \( E_s \) could be defined as \( \sqrt{E_S^2 - E_{NS}^2} \), where \( E_S \) (\( E_{NS} \)) denotes the band splitting with (without) the implementation of SOC. Indeed, a larger \( E_s \) is desirable for stabilizing and controlling spin while a larger momentum offset \( k_s \) is advantageous for achieving a significant phase contrast between different spin and is thus favorable for the spin transport \(^{21} \). In contrast, \( \alpha_R \) only evaluates the proportion of \( E_s/2k_s \) for the ideal parabolic bands, but neither \( E_s \) nor \( k_s \) that are both useful for
application.

**F. Predicted R-2 compounds from the \( M'OMX_2 \) family**

The band structures of the \( M'OMX_2 \) exhibit robust R-2 effects, as shown in Fig. 4. We list the band gaps \( (E_g) \) and main quantities related to R-2 splitting, including \( E_s, k_s \) and \( \alpha_R \), in Table I. Since the carrier types could be tuned by intrinsic defects or carrier injection in reality, here we consider the local spin splitting for both hole and electron states. Compared with electrons, the spin splittings of holes are generally more significant. Therefore, we plot the design metrics \( E_s \) and \( k_s \) for holes \((E_{s-h} \text{ and } k_{s-h}, \text{ respectively})\) of different \( M'OMX_2 \) members classified into three categories, as shown in Fig. 5. We note the following main features:

(i) **R-2 characteristics in compounds with different spin-active \( MX_2 \) components:**

The R-2 matrices of series II and I differ significantly through the different choices of the spin-active \( MX_2 \) layers. Specifically, Except LaOBiSe\(_2\), when increasing the atomic number of \( M \) or \( X \) elements, all the quantities related to spin splitting, i.e., \( E_{s-h}, k_{s-h} \) and \( \alpha_{R-h} \), enhance with a broad range from LaOPS\(_2\) to LaOBiTe\(_2\) 0.3-196 meV, 0.001-0.073 Å\(^{-1}\), and 0.07-2.43, respectively. Such spread implied that besides the local inversion asymmetric environment, the SOC on various atomic sites of the spin-active layer \( MX_2 \) is also a determining factor to the magnitude of favorable R-2 effect. With the atomic number increasing, the spin splitting effects become more remarkable.

(ii) **Effect of the buffer layer on R-2 characteristics:** Although the intermediate layer affects very little the low energy spectrum, we can still find variation of spin splitting accompanied with varying buffer layers. To explain this unexpected effect, we calculate the site dipole field of \( M' \), \( M \) and \( X \) sites for all the compounds. Assuming the calculated static Coulomb potential near site \( R_i \) is \( V^i(r) \), and then we can expand \( V^i(r) \) by:

\[
V^i(r) = 0 + \sum_{\alpha=x,y,z} r_{\alpha} V_{\alpha}^i(0) + \frac{1}{2} \sum_{\alpha=x,y,z} \sum_{\beta=x,y,z} r_{\alpha} r_{\beta} V_{\alpha\beta}^i(0) + \cdots
\]  

(1)

The fist-order term \([V_{\alpha}^i]\) denotes dipole field vector (its norm is \( \sqrt{(V_{\alpha}^i)^2} \)) that coupled with atomic SOC and thus induces local spin polarization. We note that in series III, despite the valence state of each layer is unchanged, the site dipole field of Bi reduces
when carrying less electronegative elements, as shown in Table II. This might be a reason that causes the whole $E_{s,h}$ and $k_{s,h}$ to reduce.

(iii) Contrasting the Rashba parameter $\alpha_{R,h}$ with the alternative metrics of $E_{s,h}$ and $k_{s,h}$: For ideal parabolic bands, we have $k_s = m \alpha_s \sqrt{\hbar^2}$ and $E_s = 2m \alpha_s^2 / \hbar^2$, so $\alpha_R$ here is evaluated by $E_s/2k_s$. However, as illustrated in Table I, the relationship between Rashba parameter $\alpha_{R,h}$ and $E_{s,h}$ or $k_{s,h}$ are not monotonic since $E_{s,h}$ and $k_{s,h}$ in real materials are also related to band curvature (i.e. effective mass $m$). For example, according to $\alpha_{R,h}$ it seems that BiOBISe$_2$ ($\alpha_{R,h} = 1.55$) has a better R-2 functionality than TIOBISe$_2$ ($\alpha_{R,h} = 1.46$). On the other hand, $E_{s,h}$ of TIOBISe$_2$ is 46% larger than that of BiOBISe$_2$, while $k_{s,h}$ 133% larger, apparently indicating that TIOBISe$_2$ is a better R-2 candidate. Other examples include the contrast between LaOSeS$_2$ (series I) and LaOBISe$_2$ (series II), InOBISe$_2$, TIOBISe$_2$ and BiOBISe$_2$ (series III). Consequently, larger $\alpha_R$ does not definitely point to more significant spin splitting and better R-2 performance. Instead, both of $E_s$ and $k_s$ need to be addressed.

IV. How can the R-2 effect be observed: Surface signatures

R-2 effect in such centrosymmetric layered materials could be observed if $\alpha$ and $\beta$ sector are not equivalently detected, since the spin polarizations of the two sectors at this time are not exactly compensated by the global inversion symmetry. Especially, by truncating the bulk into surface states, we can dominantly detect the spin-active layers ($MX_2$) at the surface, and thus separate the bulk-induced spin polarization that hidden in 3D materials. It is also desirable to eliminate the interaction between two $MX_2$ layers and acquire an ideal Rashba effect in the 2D electron gas. Taking LaOBISe$_2$ as an example, due to the van der Waals interaction between adjacent BiS$_2$ layers, both of the bulk-truncated sides are BiS$_2$-terminated. Therefore, there is only one isolated BiS$_2$ layer at each surface since the buffer La$_2$O$_2$ layer blocks the interlayer coupling. Figure 6a plots the band spectrum of the 9-TL slab with a vacuum thickness of 20 Å between periodic images. We found that the electron surface states locate far away from the Fermi level. On the other hand, the hole surface states emerge from the bulk with significant band splitting, and decay rapidly into the slab, as shown in Fig. 6b,c.

Moreover, since the top and bottom sides are global inversion partners, the two-fold
degenerate surface states are localized at the top and bottom surfaces with opposite spin patterns, analogous to the behavior of surface Dirac fermions in the inversion-symmetric topological insulators \(^{35,36}\). The hole spin splitting energy and the corresponding momentum offset are 114 meV and 0.025 Å\(^{-1}\), respectively. These values are quite similar to their counterparts in bulk calculation, demonstrating that the spin splitting here is predominately induced from the bulk structure, which is the same mechanism of the Rashba effect in some non-centrosymmetric bulk R-1 materials \(^{8,9,20}\). Such effect could be very robust and easy to reproduce since no additional requirements, such as artificial doping, intercalation, interface, or electric control is needed. The experimental evidence of the surface Rashba behavior by the SR-ARPES measurements is also expected.

V Discussion: the effects of interlayer coupling on the R-2 characteristics

We note that whether bulk compounds or artificial superlattice, in R-2 systems made of IA inversion partners, the interlayer coupling plays a crucial role in determining the properties and potential applications of the whole system. In general, the interactions between two IA sectors form a pair of bonding and antibonding states, and opens a gap at the band crossing point. This IA bilayer scenario could lead to a novel phase diagram of topological superconductivity \(^{37}\). If the intralayer interaction (through the buffer layer) is strong while the interlayer interaction is relatively weak, e.g. van der Waals-like, the outer branch of the original bands could even begin to reverse due to the electron hybridization, offering possibilities for topological insulators with a new mechanism \(^{12}\). On the other hand, in the R-2 system \(M'O MX_2\), we observe a pair of nearly perfect Rashba spin polarization, implying the immunity of states hybridization. Increasing the interlayer coupling, i.e., compressing the materials along \(z\)-axis would enhance the mixture between different spin states of different layer and thus reduce the local spin polarization. On the other hand, it will also enhance the polar field felt by each sector and thus the spin splitting. In LaO\(BiS_2\)-type materials, the \(M'O_2\) layer effectively blocks the interaction between two \(MX_2\) layers. As a result, the local spin polarization is not sensitive on small uniaxial strain along \(z\)-axis. However, the local polar field and spin splitting could be tuned more significantly by such strain. For
example, if we impose 5% compressive strain on LaOBiS\(_2\) \(z\)-axis, the spin splitting energy for holes \(E_{s-h}\) will increase 14%. Therefore, one can explore variety of tunable spintronic properties by controlling the coupling between IA layers in such systems, and thus pave an accessible avenue to design new functional materials or heterostructures.
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Table I: Band gap ($E_g$), energy splitting ($E_{s,h}$ and $E_{s,e}$), corresponding momentum offset ($k_{s,h}$ and $k_{s,e}$) and Rashba parameter ($\alpha_{R,h}$ and $\alpha_{R,e}$) for both holes and electrons (indicated in the inset of Fig. 4).

| M'OMX$_2$ Compounds | $E_g$ (eV) | $E_{s,h}$ (meV) | $k_{s,h}$ (10$^{-3}$Å$^{-1}$) | $\alpha_{R,h}$ (eVÅ) | $E_{s,e}$ (meV) | $k_{s,e}$ (10$^{-3}$Å$^{-1}$) | $\alpha_{R,e}$ (eVÅ) |
|----------------------|-----------|----------------|-------------------------------|---------------------|----------------|-------------------------------|---------------------|
| **Series I**         |           |                |                               |                     |                |                               |                     |
| LaOPS$_2$ *           | 0.20      | 0.3            | 1.0                           | 0.07                | 5.3            | 17                            | 0.56                |
| LaOAsS$_2$ *          | 0.46      | 3.6            | 4.9                           | 0.33                | 0.5            | 3                             | 0.07                |
| LaOSbS$_2$ *          | 0.19      | 49             | 14                            | 1.76                | 31             | 17                            | 0.98                |
| LaOBI$_2$             | 0.47      | 116            | 36                            | 1.84                | 41             | 17                            | 1.24                |
| **Series II**         |           |                |                               |                     |                |                               |                     |
| LaOBI$_2$             | 0.47      | 116            | 36                            | 1.84                | 41             | 17                            | 1.24                |
| LaOBISe$_2$           | 0.32      | 106            | 34                            | 1.72                | 8.0            | 7.3                           | 0.52                |
| LaOBI$_2$Te$_2$ *     | 0.10      | 196            | 73                            | 2.43                | 5.5            | 8.0                           | 0.32                |
| **Series III**        |           |                |                               |                     |                |                               |                     |
| ScOBI$_2$ *           | 0.48      | 9.9            | 9                             | 0.51                | 68             | 25                            | 1.37                |
| YOBI$_2$ *            | 0.40      | 80             | 22                            | 1.86                | 12             | 8.7                           | 0.65                |
| LaOBI$_2$             | 0.47      | 116            | 36                            | 1.84                | 41             | 17                            | 1.24                |
| CeOBI$_2$             | 0.47      | 108            | 32                            | 1.80                | 37             | 16                            | 1.07                |
| PrOBI$_2$             | 0.46      | 108            | 30                            | 1.89                | 35             | 15                            | 1.07                |
| NdOBI$_2$             | 0.45      | 105            | 28                            | 1.93                | 32             | 14                            | 1.07                |
| AlOBI$_2$ *           | 0.60      | 21             | 43                            | 0.30                | 243            | 96                            | 1.16                |
| GaOBI$_2$ *           | Metallic | 26             | 19                            | 0.67                | 27             | 19                            | 0.68                |
| InOBI$_2$ *           | 0.25      | 97             | 30                            | 1.74                | 15             | 11                            | 0.67                |
| TIOBI$_2$ *           | Metallic | 105            | 42                            | 1.46                | 31             | 17                            | 0.92                |
| BiOBI$_2$             | 0.53      | 72             | 18                            | 1.55                | 12             | 9.6                           | 0.60                |
| SrFBI$_2$             | 0.54      | 117            | 36                            | 1.85                | 41             | 17                            | 1.23                |

*Materials not reported to exist in the experimental literature
Table II: Site dipole fields on $M, X_1$ (forming in-plane $M-X$ bonds), $X_2$ (forming perpendicular $M-X$ bonds) and $M'$ sites

| Compounds | $E_M$ (V/Å) | $E_{X1}$ (V/Å) | $E_{X2}$ (V/Å) | $E_{M'}$ (V/Å) |
|-----------|------------|---------------|---------------|---------------|
| **Series I** |            |               |               |               |
| LaOPS$_2$* | 1.6        | 0.6           | -1.4          | -2.7          |
| LaOAsS$_2$* | 2.4        | 0.6           | -1.3          | -2.7          |
| LaOSbS$_2$* | 1.1        | 0.4           | -1.1          | -2.6          |
| LaOBiS$_2$ | 1.8        | 0.4           | -1.1          | -2.6          |
| **Series II** |            |               |               |               |
| LaOBiS$_2$ | 1.8        | 0.4           | -1.1          | -2.6          |
| LaOBiSe$_2$ | 1.4        | 0.8           | -1.3          | -2.2          |
| LaOBiTe$_2$* | 1.0        | 0.7           | -0.7          | -1.8          |
| **Series III** |            |               |               |               |
| ScOBiS$_2$* | 1.3        | 0.9           | -1.0          | -1.3          |
| YOBiS$_2$* | 1.7        | 0.7           | -1.0          | -1.9          |
| LaOBiS$_2$ | 1.8        | 0.4           | -1.1          | -2.6          |
| CeOBiS$_2$ | 1.8        | 0.4           | -1.0          | -0.5          |
| PrOBiS$_2$ | 1.8        | 0.5           | -1.0          | -0.8          |
| NdOBiS$_2$ | 1.8        | 0.5           | -1.0          | -0.5          |
| AlOBiS$_2$* | 0.8        | 1.2           | -0.8          | -1.3          |
| GaOBiS$_2$* | 1.3        | 1.0           | -1.2          | 0.1           |
| InOBiS$_2$* | 1.5        | 0.8           | -1.2          | -0.1          |
| TIOBiS$_2$* | 1.7        | 0.7           | -1.3          | -0.3          |
| BiOBiS$_2$ | 0.8        | 0.3           | -1.8          | -0.6          |
| SrFBiS$_2$ | 1.0        | 0.3           | -0.8          | -1.1          |

*Materials not reported to exist in the experimental literature
Fig. 1: Schematic, step by step depiction of the transition of the band structure and residual spin localized on each real-space sectors for different R-2 layer materials. There are four steps. (i) A single real-space sector $\alpha$ with inversion asymmetry IA. (ii) The influence of SOC combined with IA leads to two kinds of spin splitting, depending on different types of wave vectors. (iii) Here we add another IA sector $\beta$ with the same composition as $\alpha$ forming inversion partner to sector $\alpha$, assuming no interaction between layers $\alpha$ and $\beta$. (iv) Interlayer interaction leads to additional band splitting and the reduction of the projected spin polarization on each sector. The red and blue arrows denote the projected spin polarization on $\alpha$ and $\beta$ sectors, respectively.
Fig. 2: Local electrostatic potential (ionic plus Hartree) integrated in x-y plane (black solid) and its smooth profile by macroscopically averaging throughout a 3.8 Å-length (red solid). Blue arrows denote the opposite polar fields induced by ionic bonding between $(M'O_2)^{2+}$ buffer layer and two $(MX_2)^+$ spin-active layers.
Fig. 3: (a) Crystal structure of $M'OMX_2$ family, with the triple-layer unit shown in the black frame. The green, red, purple, yellow balls represent $M'$, O, M, and $X$ atoms, respectively. (b) Brillouin zone of the tetragonal structure with the high-symmetry points projected onto the (001) surface. Band structures with atomic projection of a prototype material LaOBiS$_2$ (c) without SOC and (d) with SOC. The valence band maximum is set to zero. The scaled-up view of the band structure corresponding to the small frame marked in panel (d) at CBM (e) and VBM (f).
Fig. 4: Band structures of all the $M'O MX_2$ compounds. Note that the $M'OBiS_2$ ($M' = \text{La, Ce, Pr, Nd}$) compounds have very similar band structures, so we fold them into one panel.
Fig. 5: Local spin splitting energy $E_{s-h}$ and corresponding momentum offset $k_{s-h}$ for holes (definition indicated in the inset) of 17 $M'OMX_2$ compounds. The blue and red symbols denote reported and unreported compounds under this structure, respectively.
Fig. 6: (a) Band structure of the 9-TL LaO\text{BiS}_2 slab with SOC turned on. The red circles represent the surface states. (b) The charge density distribution of surface states, and (c) the corresponding real-space charge density integrated over \((x, y)\) planes of the two-fold degenerate highest valence band (HVB-1 and -2).
Reference

1. R. Winkler, *Spin-Orbit Coupling Effects in Two-Dimensional Electron and Hole Systems* (Springer, 2003).
2. G. Dresselhaus, Phys. Rev. **100**, 580 (1955).
3. E. I. Rashba, Soviet Physics-Solid State **2**, 1109 (1960).
4. X. Zhang, Q. Liu, J.-W. Luo, A. J. Freeman, and A. Zunger, Nat. Phys. **10**, 387 (2014).
5. B. Partoens, Nat Phys **10**, 333 (2014).
6. Here the applied field or the surface does not create significant polarization per se but rather induce the imbalance between the sectors, which exposes the previously hidden bulk effect.
7. ICSD, Fachinformationszentrum Karlsruhe: Karlsruhe, Germany (2006).
8. S. V. Eremeev, I. A. Nechaev, Y. M. Koroteev, P. M. Echenique, and E. V. Chulkov, Phys. Rev. Lett. **108**, 246802 (2012).
9. K. Ishizaka, et al., Nat. Mater. **10**, 521 (2011).
10. That which effect in R-2/D-2 dominates the spin physics depends on the band character at specific k-point, and the site symmetry of the atoms that have the leading contribution to the state.
11. Actually, the unit cell of Bi2Se3 in hexagonal structure consists three quintuple layers shown in Fig. 1f, with same chemical configuration. In this case the dominate factor that determines band structure is also the interlayer bonding, in other words, interaction between two (BiSe)\(^{+}\) layers within each quintuple layer.
12. T. Das and A. V. Balatsky, Nat Commun **4**, 1972 (2013).
13. H. Yuan, et al., Nat Phys **9**, 563 (2013).
14. D. Xiao, G.-B. Liu, W. Feng, X. Xu, and W. Yao, Phys. Rev. Lett. **108**, 196802 (2012).
15. K. F. Mak, K. He, J. Shan, and T. F. Heinz, Nat. Nanotech. **7**, 494 (2012).
16. W. Yao, D. Xiao, and Q. Niu, Phys. Rev. B **77**, 235406 (2008).
17. Q. Liu, X. Zhang, and A. Zunger, Phys. Rev. Lett. **114**, 087402 (2015).
18. R. Suzuki, et al., Nat. Nanotech. **9**, 611 (2014).
19. J. M. Riley, et al., Nat. Phys. **10**, 835 (2014).
20. D. Di Sante, P. Barone, R. Bertacco, and S. Picozzi, Adv. Mater. **25**, 509 (2013).
21. Q. Liu, Y. Guo, and A. J. Freeman, Nano Letters **13**, 5264 (2013).
22. V. S. Tanryverdiev, O. M. Aliev, and I. I. Aliev, Inorganic Materials **31**, 1361 (1995).
23. A. Athauda, J. Yang, B. Li, Y. Mizuguchi, S. Lee, and D. Louca, J Supercond Nov Magn, 1 (2014).
24. J. Lee, et al., Physical Review B **87**, 205134 (2013).
25. Y. Mizuguchi, S. Demura, K. Deguchi, Y. Takano, H. Fujihisa, Y. Gotoh, H. Izawa, and O. Miura, Journal of the Physical Society of Japan **81**, 114725 (2012).
26. T. Yildirim, Physical Review B **87**, 020506 (2013).
27. A. Athauda, J. Yang, S. Lee, Y. Mizuguchi, K. Deguchi, Y. Takano, O. Miura, and D. Louca, Physical Review B **91**, 144112 (2015).
28 G. Kresse and J. Furthmüller, Comp. Mater. Sci. 6, 15 (1996).
29 G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).
30 J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).
31 P. Bloński and J. Hafner, Phys. Rev. B 79, 224418 (2009).
32 H. Lei, K. Wang, M. Abeykoon, E. S. Bozin, and C. Petrovic, Inorganic Chemistry 52, 10685 (2013).
33 W. A. Phelan, D. C. Wallace, K. E. Arpino, J. R. Neilson, K. J. Livi, C. R. Seabourne, A. J. Scott, and T. M. McQueen, Journal of the American Chemical Society 135, 5372 (2013).
34 M. Tanaka, M. Nagao, Y. Matsushita, M. Fujioka, S. J. Denholme, T. Yamaguchi, H. Takeya, and Y. Takano, Journal of Solid State Chemistry 219, 168 (2014).
35 O. V. Yazyev, J. E. Moore, and S. G. Louie, Phys. Rev. Lett. 105, 266806 (2010).
36 H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-C. Zhang, Nat. Phys. 5, 438 (2009).
37 S. Nakosai, Y. Tanaka, and N. Nagaosa, Phys. Rev. Lett. 108, 147003 (2012).