Evolutionary Multi-Objective Energy Production Optimization: An Empirical Comparison
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Abstract: This work presents the assessment of the well-known Non-Dominated Sorting Genetic Algorithm II (NSGA-II) and one of its variants to optimize a proposed electric power production system. Such variant implements a chaotic model to generate the initial population, aiming to get a better distributed Pareto front. The considered power system is composed of solar, wind and natural gas power sources, being the first two renewable energies. Three conflicting objectives are considered in the problem: (1) power production, (2) production costs and (3) CO₂ emissions. The Multi-Objective Evolutionary Algorithm based on Decomposition (MOEA/D) is also adopted in the comparison so as to enrich the empirical evidence by contrasting the NSGA-II versions against a non-Pareto-based approach. Spacing and Hypervolume are the chosen metrics to compare the performance of the algorithms under study. The obtained results suggest that there is no significant improvement by using the variant of the NSGA-II over the original version. Nonetheless, meaningful performance differences have been found between MOEA/D and the other two algorithms.
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1. Introduction

Climate change is a very relevant problem that human kind is facing. The United Nations Organization has warned that approximately a dozen years are left to limit climate change at 1.5 °C in order to prevent a world crisis [1]. Power production is one of the key elements to consider. Fossil fuels have been and continue to be widely used to produce electricity. These energy sources, when burned to generate heat to produce power, emit nitrogen oxides and other pollutants that contribute to the smog and acid rain [2]. Several countries, including the United States (US), have started to adopt renewable energy sources, such as solar and wind energy, to produce electric power. In 2017, around 11% of the total consumed energy in the US came from renewable energies [3], equivalent to approximately 11 quadrillion British Thermal Units (Btu). Moreover, about 17% of the generated electricity alone was from renewables.

Even though the government has encouraged the transition to cleaner energy sources, fossil fuels such as oil, coal and natural gas are still widely used. The US Energy Information Administration (EIA) states that 77.6% of the total produced energy in the country in 2017 came from the three aforementioned energy sources [3], where the latter is the most utilized.

With respect to the state of Oklahoma, according to the US Department of Energy [4], 50% of the annual energy production in 2016 came from natural gas, 38% from coal and only 10% came from solar and wind power and 1% from hydro-energy. Moreover, the annual consumed energy, equivalent to near 59.3 TWh, represents the 2% of the total consumption in the US. Despite the US government
position about climate change, as indicated in [5], the renewable energy industry is expected to grow and play an important role in the energy production, not only in Oklahoma, but in some of the most populated states of the country.

Renewable energy production in the state of Oklahoma is low compared to the employment of fossil fuels, nonetheless, transition to renewable energy is promising. The American Wind Energy Association (AWEA) establishes that Oklahoma has the 4th rank among all the states for the number of wind turbines. Furthermore, it has the 2nd rank for the total installed wind capacity [6]. As for solar power, Oklahoma has the 6th rank in solar power potential, being said that solar energy could provide up to 44.1% of all the required electricity [7].

For better care of the environment as well as for better use of limited resources, the use of solar and wind power is highly recommended. As the transition to entirely renewable source-based power production systems may be achieved in a gradual and slow fashion, natural gas is still considered to be used for the purposes of this paper.

Beyond the merely direct utilization of these power sources, an optimal distribution of the generation power among the three is highly desirable. Power production systems usually deal with more than one target to fulfill conflicting requirements. From that standpoint, the power production becomes a Multi-objective Optimization problem. Different metaheuristics have been applied in the context of power systems optimization. Swarm Intelligence algorithms have been used in the past, e.g., Particle Swarm Optimization (PSO) is applied for the multi-objective planning of power distribution [8], where the authors propose a novel method of selection based on non-dominated solutions and the dominated fittest solutions. Differential Evolution (DE) has also been employed in the context of power systems [9], where a multi-objective DE algorithm is used to maximize hydroelectric power production while minimizing the annual deficit of irrigation. Artificial Bee Colony (ABC) algorithm is used in its multi-objective variant to solve a power flow problem [10]. Total fuel cost, power losses, voltage profiling, voltage stability and total emissions are the chosen objective functions in this work. More recently, new metaheuristics have also been adopted. A variant of the Pigeon-Inspired Algorithm is implemented in [11], where the authors aim to maximize the short-term hydropower generation in a cascade setting, basing on the height of the water flow stream and the total flow as decision variables. In [12], a parallel implementation of metaheuristics is used to train the weights of an Artificial Neural Network (ANN) to predict wind power. The authors introduced several communication schemes among threads, i.e., each thread representing a part of the population. Multi-objective Evolutionary Algorithms (MOEA) are also useful to solve these types of problems and an important branch of these algorithms have been developed. The algorithm of interest in this work is the well known Non-Dominated Sorting Genetic Algorithm II (NSGA-II) [13], which has been a popular choice to solve multiple multi-objective optimization problems, in general, and multi-objective power optimization problems, in particular.

Wahlroos, Jaaskelainen and Hirvonen [14] optimized a generation system in terms of CO₂ emissions, production costs and production adequacy, using the aforementioned algorithm. Wang and Zhou [15] utilized the same algorithm to optimize the emissions and energy-savings of a wind power system. Liu and Dongdong [16] optimized a multiple-source power system considering its production cost and the amount of emissions it produces. Zhou and Sun [17] utilized NSGA-II to optimize a hybrid energy system consisting of solar and wind power. All these works demonstrate the positive impact that NSGA-II has in these type of energy-based problems. For this study, the results yielded by NSGA-II, as well as the results obtained by MOEA/D, are compared with a modified version of this popular algorithm, called L-NSGA-II, proposed by Liu et al. [18].

Motivated by the aforementioned works, and particularly by the works carried out by Zhou and Sun [17] and Liu et al. [18], the contributions of this work are: (1) the statement of a novel Multi-Objective Optimization problem based on the Oklahoma power production, and (2) its resolution by using NSGA-II and one of its variants (L-NSGA-II) with the aim of assessing their performance in
this new real-world instance. The results are further compared against a representative MOEA based on decomposition, i.e., MOEA/D.

The optimization problem is based on three objective functions: (1) produced power, (2) production costs and (3) CO$_2$ emissions. These functions depend on four real-domain variables: hours of operation of solar power ($h_{s}$), wind power ($h_{w}$), and natural gas power ($h_{g}$), and the amount of natural gas power to be produced ($P_{g}$). The hours of operation are constrained to a minimum of 240 h and a maximum of 672 h each, equivalent to 10 days and 28 days, respectively. Natural gas power production is bounded to the range of 4.88 MW to 7.07 MW. More detail of the system configuration is provided in Section 6.

The rest of this paper is organised as follows. Section 2 discusses the main elements of the energy sources treated in this work along with some properties. Section 3 formally describes the problem used in this study. Section 4 presents the climate model adopted and Section 5 introduces the multi-objective optimization evolutionary algorithms (MOEAs) assessed in this study. The experimental setup is shown in Section 6. Section 7 presents the results obtained by the MOEAs and discusses such results. Finally, Section 8 concludes this paper.

2. Energy Sources

The proposed power production system, as previously mentioned, is based on solar, wind, and natural gas energy. They are the most feasible, less polluting power sources in the state of Oklahoma. Next, we define some elements along with some properties that are essential for the optimization problem at hand. A very general schematic of the described power system is shown in Figure 1.

2.1. Solar Power

Solar energy is obtained from solar radiation coming directly from solar rays. The Office of Energy Efficiency and Renewable Energy of the US defines it as any kind of electromagnetic radiation coming from the sun [19]. This energy source can be used to generate electric power. The Watt (W) is the International System unit to measure the solar radiation. When measured with respect to certain surface of concentration, the unit transforms into W/m$^2$.

2.2. Wind Power

The wind power generation is more complex, as the main input is the wind speed. This carries kinetic energy which is converted to electric power [20].

The conversion equipment for wind power is the wind turbine. It possesses a certain number of blades attached to a rotor. Usually, three blades configuration is used. Figure 2 shows the basic configuration of a wind turbine.
The swept area, shown in Figure 2, is the imaginary contour traveled by the blades. The ideal wind power is calculated using Equation (1):

$$P_w = \frac{1}{2} \rho A V^3$$

where $P_w$ is the generated wind power measured in watts, $A$ is the swept area, which depends on the length of the blades. The constant $\rho$ is the air density, assumed to be 1.23 Kg/m$^3$ and $V$ is the wind speed, measured in m/s.

For both, solar and wind energy, the Wh (Watt-hour) is another common energy unit. It represents the total number of Watts sustained per hour.

2.3. Capacity Factor

Solar radiation and wind power, computed using Equation (1), correspond to the maximum possible amounts of power. Normally, the amount of produced power tends to be less than the calculated power. For natural gas power, whose generation is not studied here, there also exists a real amount of power that differs from theoretical expectations.

The capacity factor is the ratio of the net generated power to the maximum possible power output that could have been generated, both for a considered period of time [21]. The capacity factors for solar, wind, and natural gas power are defined and showed in Table 1.

| Power Source       | Capacity Factor (%) |
|--------------------|---------------------|
| Solar Power        | 33                  |
| Wind Power         | 43                  |
| Natural Gas Power  | 87                  |

It can be seen that natural gas energy has a higher availability. Solar power is the less productive out of the three power sources. In spite of the low capacity factors found in solar and wind systems, new technologies might emerge in order to better benefit from these renewable sources.

2.4. Production Cost

Costs of production are inherent to the power systems. Solar, wind and natural gas power systems represent different costs, which increase as the number of hours of operation do as well.

The production cost is the measurement of how much it costs to produce a Wh of energy. Large scale production might use the $/MWh as measurement unit. The production costs of the three analyzed energy sources are shown in Table 2.
Table 2. Production costs of solar, wind, and natural gas power systems.

| Power Source         | Production Cost ($/MWh) |
|----------------------|-------------------------|
| Solar Power          | 48.2                    |
| Wind Power           | 33                      |
| Natural Gas Power    | 15.5                    |

With respect to the costs shown in Table 2, natural gas power shows the best performance, being the most cost-effective energy source. Solar power is the most expensive; more hours of operation are needed in pursuance of producing the same amount of power than, for example, wind energy. Both, Tables 1 and 2, have been gathered from [22].

2.5. \(\text{CO}_2\) Emissions Rate

The last consideration for power production, and becoming increasingly important in recent years, is its environmental impact. Every power production system entails emissions of carbon dioxide (\(\text{CO}_2\)). The National Aeronautics and Space Administration (NASA) states that \(\text{CO}_2\) is one of the most important contributors to global warming [23].

Each power system’s performance is also measured with respect to how many grams or kilograms of \(\text{CO}_2\) they produce per Watt or Watt-hour. These emissions are referred as \(\text{CO}_2\) emissions rate.

For this work, the emission rates are measured in gr/KWh. Emissions rates are shown in Table 3.

Table 3. \(\text{CO}_2\) emissions rate of solar, wind and natural gas power systems.

| Power Source         | \(\text{CO}_2\) Emissions Rate (gr/KWh) |
|----------------------|----------------------------------------|
| Solar Power          | 49.91                                  |
| Wind Power           | 34.11                                  |
| Natural Gas Power    | 572                                    |

Natural gas greatly surpasses both, solar and wind energy with the highest emissions rate. This makes natural gas the most polluting energy source, out of the presented list.

3. Optimization Problem

A multi-objective optimization problem can be defined, without loss of generality, as to find a solution vector \(\vec{x} = [x_1, x_2, \ldots, x_n]^T\), which minimizes the set of functions \(\vec{f}(\vec{x}) = [f_1(\vec{x}), f_2(\vec{x}), \ldots, f_m(\vec{x})]^T\), where each variable \(x_j \in [lo_j, up_j]\). There are \(n\) decision variables comprised in \(\vec{x}\). The terms \(lo\) and \(up\) represent the lower and upper bound of a variable, respectively. The \(m\) objective functions are usually conflicting with each other. That is, a solution modification leads to improved performance in one objective and worsened performance in another objective.

Pareto dominance is used as an criterion to solve multi-objective optimization problems. In the context of minimization, a multi-objective problem is defined as follows: a solution vector \(\vec{x} = [x_1, x_2, \ldots, x_n]^T\) is said to dominate \(\vec{y} = [y_1, y_2, \ldots, y_n]^T\), denoted as \(\vec{x} \prec \vec{y}\), if and only if, \(f_i(\vec{x}) \leq f_i(\vec{y})\) for all \(i \in [1, \ldots, m]\) and \(f_i(\vec{x}) < f_i(\vec{y})\) for at least one \(i \in [1, \ldots, m]\).

A solution vector \(\vec{x}^*\) is part of the Pareto Optimal Set \(P^*\) if there does not exist other solution \(\vec{x}\) such that \(\vec{x} \prec \vec{x}^*\). The Pareto Optimal Front is then \(PF^* = \{\vec{f}(\vec{x})|\vec{x} \in P^*\}\).

The analyzed power production system, as previously mentioned, is based on solar, wind, and natural gas energy. Three objective functions are considered: (1) the overall power production, (2) the overall production cost, and (3) the overall \(\text{CO}_2\) emissions. Four decision variables are contemplated in this study. The first three variables are the hours of operation of each system, referred as \(h_s, h_w,\) and \(h_g\). The fourth variable is the amount of energy produced by the natural gas system alone, \(P_g\).

In order to ensure the conflicting nature between functions, another important assumption is introduced to the power system model. Currently, the power capacity in Oklahoma is installed,
which favors the reduction in costs of production while maintaining operations. For the purposes of this work, the power system capacity is considered yet to be installed. Under this supposition, and based on some of the objective functions presented in [24], this multi-objective optimization scenario is possible.

3.1. Power Production Function

The first objective function \( P \) formally formulated in Equation (2), presents the entire monthly amount of power produced by the three sources:

\[
P = f_s h_s P_s + f_w h_w P_w + f_g h_g P_g \tag{2}
\]

where \( h_s, h_w, h_g, P_g \), highlighted in bold, are decision variables. \( P_s \) and \( P_w \) are the estimations of the input solar and wind power, respectively, for any arbitrary month coming from the respective energy sources. \( P_g \) is the generated natural gas power. \( P_s \) and \( P_w \) depend entirely on climate conditions (as explained in a later section) and in this application scenario, \( P_g \) is assumed to be provided as much as needed, therefore becoming a decision variable. Constants \( f_s \), \( f_w \) and \( f_g \) are the capacity factors of solar, wind and natural gas sources, respectively (see Table 1).

It is imperative to note that the power production function is to be maximized, however, the algorithms that will be soon explained are set to minimize the objectives. The relevance of the maximization of the function in Equation (2) lies in the nature of this application problem; as the power system installation depends on weather conditions, maximizing the generated power aids on securing power supply. For simplification, generation-demand balance has been overlooked. For this matter, this target function is transformed using the concept of power relation, mathematically expressed in Equation (3).

\[
PR_T = \frac{N \times P_{SWG}}{f_s h_s P_s + f_w h_w P_w + f_g h_g P_g} \tag{3}
\]

where \( P_{SWG} \) is the current monthly amount of produced energy, for August 2018, in the state of Oklahoma, equivalent to approximately 7.07 thousand MWh [25]. \( N \) is an increasing factor constant. In an ideal context, where renewable power is reinforced, the increasing factor is greater than one. Thereby, the total energy from solar, wind, and natural gas is forced to increase. For this study, the total power production is encouraged to be doubled, thus \( N = 2 \). By allocating the overall power production function (see Equation (2)) in the denominator, its maximization is assured, as the only way to minimize the power relation is to maximize its denominator. Using this new objective function leads the algorithm to reach a produced power amount at least as high as twice the current produced power \( P_{SWG} \). As it was mentioned earlier, the power system model assumes that the power capacity is yet to be installed, thus the maximization of the power generation is reliable, taking into account the other two objective functions.

3.2. Production Cost Function

The second objective function \( C \) represents the total monthly production cost. Equation (4) formally expresses this objective to be minimized,

\[
C = c_s h_s P_s + c_w h_w P_w + c_g h_g P_g \tag{4}
\]

where constants \( c_s \), \( c_w \) and \( c_g \) are the production costs of solar, wind, and natural gas systems, respectively (see Table 2). The rest of the variables are those defined previously.

3.3. \( CO_2 \) Emissions Function

The third objective function \( E \) is the monthly \( CO_2 \) emissions caused by the three energy sources. This objective function is to be minimized, as formally formulated in Equation (5).
\[ E = e_s h_s T_s + e_w h_w T_w + e_g h_g P_g \]  

(5)

where \( e_s, e_w \) and \( e_g \) are \( \text{CO}_2 \) emissions rates for solar, wind, and natural gas systems, respectively (see Table 3).

Moura and de Almeida [24] employed a similar optimization framework for a power system in Portugal, using comparable objective functions, which inspired our functions’ design. Given the aforementioned objective functions and the decision variables, the multi-objective optimization problem is now stated as: to find the vector \( \mathbf{x} = [h_s, h_w, h_g, P_g]^T \), which minimizes the set of functions \( \mathbf{f}(\mathbf{x}) = [PR_T(\mathbf{x}), C(\mathbf{x}), E(\mathbf{x})]^T \), where \( h_s, h_w, h_g \in [240, 672] \mathbb{R} \) and \( P_g \in [4.88, 7.07] \mathbb{R} \).

The objective functions previously defined differ from the background research formerly presented. In [14], the energy optimization system consisted on electricity and heat generation as the two objective functions, and the production was distributed between them. In [15], the authors optimized the energy costs and \( \text{CO}_2 \) and \( \text{SO}_2 \) emissions for a wind energy system. Their three objective functions were constrained with respect to the wind power output. The authors of [16] proposed a multi-energy system to be optimized where two objective functions were introduced: (1) daily operation costs and (2) emissions. Their energy system takes into account natural gas power and electricity. In [17], the authors optimized the power generation costs of solar power and wind power, where these two power sources are adversaries between each other. Finally, the work in [18] optimizes production wasting and power consumption as the objective functions, in a process of natural gas and oil power generation. Considering the fact that these power systems are not equal as the system we proposed in this research, the objective functions used in this paper are significantly different as well.

4. Climate Model

As mentioned before, solar and wind power depend on solar radiation and wind speed, respectively. Unfortunately, these two variables are highly reliant on weather. This work aims to optimize the power production system for each month of each year from 2020 to 2025, thus a prediction approach is required.

It is well known that predicting climate is an incredibly challenging task. Moura and de Almeida proposed a climate model prediction for Portugal, based on previous data [24]. A similar model is implemented for the state of Oklahoma. A dataset is built with measurements of solar radiation and wind speeds for each month of each year from 2003 to 2017, provided by MESONET, an environmental monitoring network in the state of Oklahoma [26].

The solar radiation measured by MESONET is given in \( \text{MJ/m}^2 \). In order to match with the previously commented units, measurements are converted to Watts, by multiplying the data by the equivalent area of all the available solar panels and dividing it by the total number of seconds in each month. Twenty thousand solar panels are considered for this study, each having an area of 1.65 \( \text{m}^2 \), which is a common commercial surface. The number of seconds per month is calculated depending on whether a month has 28, 30 or 31 days. The wind speed is measured in miles per hour and only needs to be converted to m/s.

The average solar radiation and average wind speed are computed for each month, as well as standard deviations. Maximum and minimum values are also computed. These descriptive statistics are required for the prediction model.

4.1. Solar Radiation Prediction

To predict the total solar radiation, the Box-Müller transform is implemented. Equation (6) shows this model for solar radiation:

\[ S_{xm} = \mu_{xm} + \sigma_{xm} \sqrt{-2 \ln(U_1)} \sin(2\pi U_2) \]  

(6)
where $S_{xm}$ is the predicted solar radiation for a given month, $\mu_{xm}$ and $\sigma_{xm}$ are the average and standard deviation for that same month, respectively. $U_1$ and $U_2$ are random numbers sampled from an uniform distribution.

### 4.2. Wind Speed Prediction

Wind speed is more complex to predict. It has two components. First, the random component is calculated with the Box-Müller transform, shown in Equation (7).

$$W_{xm} = \mu_{xm} + \sigma_{xm} \sqrt{-2 \ln U_1} \sin (2\pi U_2)$$

where $W_{xm}$ is the predicted component of the wind speed for a given month. The other elements match with those described in Equation (6), except that wind speed data is used instead of solar radiation data.

The second component is calculated from the correlation of wind speed and solar radiation. This is an assumed property of wind speed. Equation (8) presents this computation for any given month:

$$W_{pm} = \frac{(S_{xmax} - S_{xmin})\rho_{sw}(W_{xmax} - W_{xmin})}{S_{xmax} + S_{xmin}}$$

where $W_{pm}$ is the wind speed component for a given month. $\rho_{sw}$ is the monthly correlation coefficient between solar radiation and wind speed data. $S_{xmax}$ and $S_{xmin}$ are the maximum and minimum values of solar radiation for the same month, respectively. Similarly, $W_{xmax}$ and $W_{xmin}$ are the maximum and minimum wind speed values.

After both components are determined, the final wind speed prediction is calculated as formally described in Equation (9).

$$W_m = W_{xm} + W_{pm}$$

Unlike solar energy, wind speed is the input source to calculate wind energy, which is computed by using Equation (1) (see Section 2). With respect to the wind production setting, the state of Oklahoma possesses a total of 412 turbines as of 2018. Each kind of turbine is considered in the model, by taking into account different swept areas, based on [27,28].

### 5. Multi-Objective Optimization Evolutionary Algorithm

To optimize the power production problem described in the previous section, a Multi-Objective Optimization Evolutionary Algorithm (MOEA) is used for its proven efficiency. Specifically, the Non-Dominated Sorting Genetic Algorithm II (NSGA-II) is used in this study. NSGA-II is a genetic algorithm (GA) adapted to solve multi-objective optimization problems. Besides the canonical GA elements (tournament selection, crossover and mutation operators), this algorithm uses the so-called non-dominated sorting process to rank solutions based on Pareto dominance from the union of parent and offspring populations. Those non-dominated solutions get rank 1 and they are separated from the aforementioned union. From the remaining solutions, those non-dominated are assigned rank 2 and so on. The next population is chosen based on ranking. Furthermore, a crowding-distance measured in the objective space is used to choose among solutions with the same ranking to get a population with the same size to start the next generation. Algorithm 1 shows how NSGA-II works.
Algorithm 1: NSGA-II

Result: Optimal Pareto Front Approximation

Generate an initial population Pop with POPSIZE solutions
Evaluate each solution in the objective functions
Apply non-dominated sorting to Pop

while termination condition not reached do
    Generate offspring population Offs
    Evaluate each offspring in the objective functions
    Apply non-dominated sorting to Pop ∪ Offs
    Select, based on ranking and crowding distance, the next population from Pop ∪ Offs
end

A variant of this algorithm, called L-NSGA-II [18] is also adopted in this study to solve the problem. This alternative keeps most of the original NSGA-II structure, except for adding a different population initialization method. Here, a hybrid chaotic model is defined for the initialization part. The usual initialization technique is shown in Equation (10).

\[ x_j = l_{oj} + (u_{pj} - l_{oj})u \]  

where \( u \) is a random number from a uniform distribution; \( l_{oj} \) and \( u_{pj} \) are the \( j \)th variable boundaries, defined in Section 3.

In L-NSGA-II, the original random number \( u \) from Equation (10) is substituted. A counter \( k \) is initialized. Each step \( k \) corresponds to a decision variable and is related to two random numbers \( u_k \) and \( r_k \), uniformly drawn between 0 and 1. For the next step \( k + 1 \), i.e., the next decision variable initialization, the value of \( u \) is updated using Equation (11).

\[ u_{k+1} = \mu u_k (1 - u_k) \]  

where \( \mu \) is a control variable, set at 0.5. The value of \( r \) for the step \( k + 1 \) is calculated depending on the value of \( r_k \). This is expressed in Equation (12):

\[ r_{k+1} = \begin{cases} \frac{1}{1000} (2r_k + 0.001 u_k), & 0 \leq r_k \leq 0.5 \\ \frac{1}{1000} [2(1 - r_k) + 0.001 u_k], & 0.5 < r_k \leq 1 \end{cases} \]  

The initialization of a single variable for the next step \( k + 1 \) is as in Equation (13):

\[ x_j = l_{oj} + (u_{pj} - l_{oj})r_{k+1} \]  

According to [18], this model should contribute to the diversity of solutions in the Pareto front. Diversity is highly desired as it provides for more options to choose between advantages and disadvantages of each possible solution. It remains to be seen if this mechanism promotes the finding of better solutions for the problem of interest in this work.

6. Experiments

NSGA-II and L-NSGA-II are adopted to solve the above mentioned Multi-Objective Optimization problem. To increase the empirical evidence of this research, a third well known MOEA is also integrated to this study: the Multi-Objective Optimization Algorithm based on Decomposition (MOEA/D) [29].

The decision variables were constrained due to the real limitations of the power production systems and the problem requirements. The hours of operation could not exceed the number of hours in a month. The maximum number of days considered was 28 (as February is the shortest month), equivalent to 672 h. The minimum number of hours allowed was 240 h. The maximum produced
natural gas power was 7.07 MW and the minimum produced power was 4.88 MW. The boundaries of the decision variables are summarized in Table 4.

|          |  $h_s$ |  $h_w$ |  $h_g$ |  $P_g$   |
|----------|--------|--------|--------|---------|
| Maximum  | 672 h  | 672 h  | 672 h  | 7.07 MW |
| Minimum  | 240 h  | 240 h  | 240 h  | 4.88 MW |

The performance assessment has been developed quantitatively. Yen and He [30] gathered several metrics to test the performance of MOEAs. Two metrics are chosen for this analysis. The first one is the Spacing metric, which measures how diverse or well distributed the solutions are in a Pareto front. Equation (14) describes this metric:

$$S = \frac{1}{n} \sum_{i=1}^{n} (d_i - \overline{d})^2$$ (14)

where $d_i$ is the Euclidean distance between a solution $x_i$ and its nearest solution, $n$ is the number of solutions in the Pareto front and $\overline{d}$ is the average Euclidean distance between solutions. A lower value indicates a better solutions distribution.

The second metric is the Hypervolume. For a three-objective problem as the one used in this study, the Hypervolume measures the volume above the Pareto front that emerges from a reference point and converges in the solutions. A higher value indicates a higher quality of the obtained front. An approximation of this metric has been computed using pre-built software in MATLAB provided by Johannes [31].

The reference point for the Hypervolume must be equal for the three tested algorithms. Moreover, this point must be dominated by the obtained solutions in all cases, which means being above the Pareto front. Preliminary experiments were conducted in order to empirically propose a fair reference point. To do so, 25 executions of each algorithm have been carried out. The maximum values of each front were extracted. Based on the overall highest point, a new reference point is selected, being $ref(0.02, 3.00 \times 10^6, 5.00 \times 10^9)$ the final configuration. Due to the nature of the measurements units in the three objective functions, the Pareto fronts are magnitude-unbalanced, as result of unit conversions that were computed for the congruence between the parameters of the objective functions and the available data.

We performed 25 independent runs for each of the three algorithms used in this work for 100 generations. The populations for the three MOEAs were composed of 20 individuals. Crossover and mutation probabilities for both NSGA-II and L-NSGA-II were set at 90% and 10%, respectively. Both of them used Simulated Binary Crossover and Polynomial Mutation. MOEA/D utilized the same genetic operators, the two using a probability of 100%. Because of the nature of the MOEA/D, we also specified a neighborhood size of 10, the Tchebycheff decomposition approach was adopted and 20 sub-problems were considered during the decomposition.

MOEA/D has been implemented on Python 3.7, by the utilization of the Platypus library. NSGA-II and L-NSGA-II are both based on the framework proposed by Seshadri [32] written in MATLAB.

The climate model was designed to provide for estimates of solar radiation and wind speeds for any chosen month from the years of 2020 to 2025. For this experimental setting, all the executions were computed using the generated data for the month of May, 2022.

7. Results and Discussion

The experiments returned different Pareto sets which were statistically analyzed. As mentioned before, the Spacing metric and the Hypervolume were computed on each Pareto front after each
execution. Average values, standard deviations, and deviation percentages were calculated based on the collected data, and these results are shown in Table 5.

| Algorithm  | Spacing     | Hypervolume |
|-----------|-------------|-------------|
|           | Average     | Deviation % | Average     | Deviation % |
| NSGA-II   | $6.8981 \times 10^8$ | 22.68 | $2.1821 \times 10^{14}$ | 1.95 |
| L-NSGA-II | $7.5259 \times 10^8$ | 47.67 | $2.1832 \times 10^{14}$ | 1.99 |
| MOEA/D    | $1.5612 \times 10^8$ | 14.16 | $1.8262 \times 10^{14}$ | 2.29 |

In order to get conclusive evidence about the algorithms performance with respect to the current optimization problem, statistical tests were applied to the results obtained. The 95%-confidence Kolmogorov–Smirnov test showed that none of the samples fits to normal distributions (with $p$-value of $1.37 \times 10^{-22}$). Thus, non-parametric tests were selected in pursuance of evaluating significant differences among the three algorithms’ performances. Each pair of algorithms were compared with respect to both metrics individually using the 95%-confidence Wilcoxon rank-sum test.

7.1. Spacing Results Analysis

From the Spacing metric standpoint, NSGA-II and L-NSGA-II showed no difference (Wilcoxon test with $p$-value = 0.3697). However, MOEA/D did prove to be significantly different to NSGA-II (Wilcoxon test with $p$-value = $3.06 \times 10^{-9}$). This same behavior occurred for L-NSGA-II and MOEA/D (Wilcoxon test with $p$-value = $5.53 \times 10^{-8}$).

The average Spacing value in MOEA/D is lower in contrast to the measurements in the other two algorithms, exhibiting a superior performance related to this metric.

7.2. Hypervolume Data Analysis

Based on the Hypervolume results, NSGA-II and L-NSGA-II performed equivalently (Wilcoxon test with $p$-value = 0.9835). Nevertheless, NSGA-II and MOEA/D provided significantly different Hypervolume values (Wilcoxon test with $p$-value = $3.06 \times 10^{-9}$). L-NSGA-II was significantly different from MOEA/D as well (Wilcoxon test with $p$-value = $3.06 \times 10^{-9}$).

For this metric, NSGA-II and L-NSGA-II obtained larger average values than MOEA/D, leading to conclude that NSGA-II and its variant, L-NSGA-II, both outperformed MOEA/D concerning Hypervolume. Figure 3 displays a sample of the obtained Pareto fronts.

![Figure 3. Resulting Pareto fronts from NSGA-II (left), L-NSGA-II (center) and MOEA/D (right).](image)

Based on the standard deviations values from both Hypervolume and Spacing (see Table 5), some stability information might be derived. With 14.16 of deviation, the MOEA/D algorithm is presumably the more stable with respect to Spacing measurements, as both NSGA-II and L-NSGA-II present a deviation of 22.68 and 47.67, respectively. In terms of Hypervolume, NSGA-II and L-NSGA-II...
showed a deviation of 1.95 and 1.99 each, against 2.29 with MOEA/D. Hence, NSGA-II and L-NSGA-II might produce more stable Hypervolume results.

Computational costs are often an issue of interest in the application of metaheuristics. For this matter, Table 6 displays the average execution time of each algorithm on the 25 runs.

**Table 6.** Average and standard deviation values of execution times of each MOEA measured in seconds.

|          | NSGA-II     | L-NSGA-II   | MOEA/D      |
|----------|-------------|-------------|-------------|
| Time     | 1.007 ± 0.231 | 0.541 ± 0.074 | 0.395 ± 0.022 |

The execution times were low in general, and in that context, there are not considerable differences between algorithms to be aware of. Thus, it is suggested to make a decision based solely on the proposed metrics.

The authors of L-NSGA-II suggest that their way to generate the initial population over the traditional method of the original NSGA-II produces more well-distributed solutions. The Spacing metric is then useful to measure such feature. However, for the energy problem stated and solved in this work, it has been shown that (1) NSGA-II and L-NSGA-II provided a similar performance regarding the Spacing metric, i.e., the improved initial population did not lead to better results, and (2) MOEA/D was more suitable to the multi-objective problem of interest if a better distributed Pareto front is desired.

On the other hand, as this is an application work that might be deployed in a real-world scenario, a competitive solution could be preferred rather than a better distributed one. For this matter, Hypervolume is a more suitable metric. It has been found that (1) NSGA-II and L-NSGA-II presented the same behavior, after the corresponding statistical analysis, and (2) both, NSGA-II and L-NSGA-II, found better solutions than those of MOEA/D.

### 8. Conclusions and Future Work

Renewable energies play an important role in preserving the quality of the environment. Thus, a power production system was proposed, taking as a case study the state of Oklahoma, composed by solar, wind, and natural gas energies. This system was translated to a Multi-Objective Optimization problem, with three conflicting objective functions: monthly total produced power, monthly production costs, and monthly CO$_2$ emissions. Solar and wind energies highly rely on weather, then a climate model was constructed using previous data from Oklahoma.

Three competitive MOEAs: NSGA-II, L-NSGA-II and MOEA/D were adopted to solve the above mentioned energy production multi-objective problem. The performance assessment was made by using the Spacing and the Hypervolume metrics. After a number of experiments, statistical analysis were carried out in order to validate the findings.

It was found that for this application problem, L-NSGA-II offered no improvement, neither in the distribution of the solutions (its main aim) nor in the quality of the Pareto front. Hence, for this domain problem, the initialization method proposed in L-NSGA-II did not offer an advantage. MOEA/D performed better with respect to the Spacing metric, meaning that it generated more diverse solution sets. Nonetheless, NSGA-II and L-NSGA-II generated more competitive solutions than MOEA/D, as the average Hypervolume value in the former two algorithms was higher than that provided by MOEA/D.

This work encourages new research directions. Concerning the climate model, a more complex data analysis might be convenient, which includes the application of other Machine Learning algorithms to predict solar radiation and wind speed. In order to enrich the power system model, future work also includes the addition of constraints such as generation-demand balance, and to consider the currently installed power capacity characteristics with more detail to increase the model accuracy. A larger metrics ensemble could also be utilized to achieve a more complete characterization.
of advantages and disadvantages of each algorithm. Finally, metric-based MOEAs will be used to solve the energy production problem.
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