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Abstract

As a fundamental problem in computer vision, 3D object detection is experiencing rapid growth. To extract the point-wise features from the irregularity and sparsely distributed points, previous methods usually take a feature grouping module to aggregate the point features to an object candidate. However, these methods have not yet leveraged the surface geometry of foreground objects to enhance grouping and 3D box generation. In this paper, we propose the RBGNet framework, a voting-based 3D detector for accurate 3D object detection from point clouds. In order to learn better representations of object shape to enhance cluster features for predicting 3D boxes, we propose a ray-based feature grouping module, which aggregates the point-wise features on object surfaces using a group of determined rays uniformly emitted from cluster centers. Considering the fact that foreground points are more meaningful for box estimation, we design a novel foreground biased sampling strategy in downsample process to sample more points on object surfaces and further boost the detection performance. Our model achieves state-of-the-art 3D detection performance on ScanNet V2 and SUN RGB-D with remarkable performance gains. Code will be available at https://github.com/Haiyang-W/RBGNet.

1. Introduction

3D object detection is becoming an active research topic in computer vision, which aims to estimate oriented 3D bounding boxes and semantic labels of objects in 3D scenes. As a fundamental technique for 3D scene understanding, it plays a critical role in many applications, such as autonomous driving [3, 38], augmented reality [2, 4] and domestic robots [54, 39]. Unlike the scenarios in the well-studied 2D image problems, 3D scenes are generally represented by point clouds, a set of unordered, sparse and irregular points captured by depth sensors (e.g., RGB-D cameras, LiDAR sensors), which makes it significantly different from traditional regular input data like images and videos.

Previous 3D detection approaches can be coarsely classified into two lines in terms of point representations, i.e., the grid-based methods and the point-based methods. The grid-based methods generally convert the irregular points to regular data structure such as 3D voxels [37, 35, 44, 53, 32, 48, 9] or 2D bird’s eye view maps [6, 16, 19, 45, 46]. Thanks to the great success of PointNet series [30, 31], the point-based methods [29, 34, 28, 49, 20, 7] directly extract the point-wise features from the irregular and points. These point-wise features are generally enhanced by various feature grouping modules for predicting the 3D bounding boxes. However, these feature grouping strategies have not well explored the fine-grained surface geometry to help improve the performance of 3D box generation.

We argue that feature grouping module plays an important role in point-based 3D detectors, and how to better incorporate the foreground object geometry features to en-
hance the quality of point-wise features is the key to predict better 3D bounding boxes. As shown in Table 1, for the popular VoteNet [28] point-wise 3D detector, by simply grouping the features of accurate object surface points to the features of their correct vote centers, the performance can be improved dramatically with a gain of 13.31 on mAP@0.25 for explicit usage of ground truth labels (2\textsuperscript{nd} row of Table 1), and a gain of 8.79 for implicit usage of ground truth labels (3\textsuperscript{rd} row of Table 1). Here the “explicit usage” indicates that the ground truth labels are not only utilized for grouping the object surface points but also for replacing the vote centers with ground truth centers, while the “implicit usage” means the ground truth labels are only used for grouping the object surface points. These facts inspire us to explore on designing a better feature representation for the surface geometry of foreground objects, to help the prediction of 3D bounding boxes.

Hence, we present a new 3D detection framework, RBGNet, which is a one-stage 3D detector for 3D object detection from raw point clouds. Our RBGNet is built on top of VoteNet [28], and we propose two novel strategies to boost the performance of 3D object detection by implicitly learning from foreground object features.

Firstly, we propose the ray-based feature grouping that could learn better feature representation of the surface geometry of foreground objects. The learned features are utilized to augment the cluster features for 3D boxes estimation. Specifically, we formulate a ray-based mechanism to capture the object surface points, where a number of rays are uniformly emitted from the cluster center with the determined angles (see Fig. 1). The far bounds of the rays are based on our predicted object scale of this cluster. Then a number of anchor points is densely sampled on each ray, where the aggregated local features of each anchor point are utilized to predict whether they are on the object surface to learn the geometry shape. Moreover, a coarse-to-fine strategy is proposed to generate different number of anchor points based on the sparsity of different regions. The learned features from all the anchor points will be finally aggregated to boost the features of cluster centers for predicting 3D bounding boxes. The experiments (Table 4) show that our ray-based feature grouping strategy can effectively encode the surface geometry of foreground objects and significantly improves 3D detection performance.

Secondly, we propose the foreground biased sampling strategy to allocate more foreground object points for predicting 3D boxes. We observe that the points on object surfaces are more useful than those on the background for 3D box estimation (similar observations are also mentioned by [47, 32]), and 4\textsuperscript{th} row of Table 1 shows that by conducting farthest point sampling only on the ground truth foreground points, the performance of VoteNet [28] could be boosted from 62.90 to 71.27 in terms of mAP@0.25. Therefore, we propose a simple but effective strategy to sample points biased towards object surface while still keeping the coverage rate of the whole scene. Specifically, we append a segmentation head to the point-wise features before each farthest point sampling, where the head will predict the confidence of each point being a foreground point. According to the ranking of their foreground scores, the input points are separated into foreground set and background set. And these two sets will apply farthest point sampling separately, where we sample most target points (i.e., 87.5% in our case) from the foreground set and a small number (i.e., 12.5%) from the background set to keep the coverage rate of the whole scene. Our foreground biased sampling can produce a more informative sampling of points over foreground objects surface for feature extraction, and the performance gains (Table 4) demonstrate its effectiveness.

In a nutshell, our contributions are three-fold: 1) We propose a novel ray-based feature grouping module to encode object surface points with determined rays, which can learn better surface geometry features of objects to boost the performance of point-based 3D object detectors. 2) We present foreground biased sampling module to focus feature learning of the network on foreground surface points while also keeping the coverage rate for the whole scene, which can incorporate more object points to benefit point-based 3D box generation. 3) Equipped with the above two modules, our proposed RBGNet framework outperforms state-of-the-art methods with remarkable margins both on ScanNetV2 [8] and SUN RGB-D [36].

| GT-Features (explicit GT-center) | GT-Features (implicit GT-center) | FgSamp | mAP@0.25 | mAP@0.50 |
|---------------------------------|---------------------------------|--------|----------|----------|
| ✓                               | ✓                               | ✓      | 62.90    | 39.91    |
| 76.21 (+13.31)                  | 53.91 (+14.00)                  |        |          |          |
| 71.69 (+8.79)                   | 50.71 (+10.80)                  |        |          |          |
| 71.27 (+8.39)                   | 50.68 (+10.77)                  |        |          |          |

Table 1: Results of VoteNet [28] variants on ScannetV2 [8]. GT-Features: Aggregate the features of ground-truth surface points for the 3D box generation of this object, where the “explicit GT-center” / “implicit GT-center” indicate that the above features are grouped to the ground-truth center / predicted vote centers, respectively. FgSamp: FPS is only conducted on foreground points.

2. Related Work

3D Object Detection is challenging due to the irregular, sparse and orderless characteristics of 3D points. Most existing works could be classified into two categories in terms of point cloud representations, i.e., grid-based and point-based. Grid-based approaches transform point clouds to regular data, such as 2D grids [6, 53, 46] or 3D voxels [35, 44, 15, 32, 51, 52, 48, 33]. 2D grid methods project point clouds to a bird view before proceeding to the rest of the pipeline. Voxel-based methods convert the point clouds into 3D voxels to be processed by 3D CNN or efficient 3D sparse convolution [12], which greatly facilitate 3D object detection. Popularized by PointNet [30] and
Figure 2: The RBGNet architecture for 3D object detection from point cloud. (a) Generating more foreground seed points and a number of rays emitted from object centers. (b) Object shape encoding by ordered rays and 3D bounding box estimation.
in VoteNet [28] to estimate final bounding boxes. We will describe the technical details in the following parts.

### 3.2. Ray-based Feature Grouping

VoteNet [28] has shown tremendous success for 3D object detection. After getting the seed points from the backbone (PointNet++) [31], it reformulates traditional Hough voting, and generates object candidates by grouping the seed points whose votes are within the same cluster. The aggregated feature is then used to estimate the 3D bounding boxes and associated semantic labels. However, the quality of the grouping principally determines the reliability of proposal features and detector performance. Some follow-up works [5, 7, 42] are actually trying to solve this problem, but they have not well explored on the fine-grained surface geometry of foreground objects. To address this limitation, we propose the ray-based feature grouping module, which can effectively encode the shape distribution and learn better object features to enhance 3D detection performance.

#### 3.2.1 Ray Point Representation.

We first illustrate the process of our proposed ray point representation, where two types of anchor points are generated on each ray to encode the object geometry around the cluster centers. These anchor points of all rays will be utilized for the final feature enhancement in §3.2.2.

**Formulation of determined rays.** We generate a set of vote cluster centers \( \{c_i\}_{i=1}^M \) based on the vote sampling and grouping defined in VoteNet [28], where \( c_i = [v_i, f_i] \) indicating the vote center \( v_i \in \mathbb{R}^3 \) and its features \( f_i \in \mathbb{R}^C \), \( M \) is the number of vote clusters. For each vote cluster, \( N \) rays are emitted uniformly from the cluster center with the determined angles and far bounds. As shown in Fig. 3, the rules for generating rays are based on the spherical coordinate system, which are formulated as follows:

- The polar angle \( \theta \in [0, \pi] \) is split into \( P \) bins, and each bin corresponds a round surface that is perpendicular to the Z-axis. The angle of \( p^{th} \) bin is:
  \[
  \theta_p = \frac{\pi p}{(P-1)}, \quad p \in \{0, ..., P-1\}, 
  \]

- The number of rays (denoted as \( A_p \)) terminated on the \( p^{th} \) round surface is calculated as follows:
  \[
  A_p = \begin{cases} 
  1, & \text{if } p = 0 \text{ or } P - 1, \\
  4 \times p, & \text{if } 0 < p \leq \frac{P - 1}{2}, \\
  4 \times (P - p - 1), & \text{if } P - 1 > p > \frac{P - 1}{2}, 
  \end{cases} 
  \]

where \( 4 \) is a hyper-parameter to indicate the factor for the number of sampled rays in each round surface.

- With \( A_p \) and \( \theta_p \), a ray could be determined. Its azimuth angle \( \psi_{p,a} \in [0, 2\pi] \) and polar angle \( \theta_{p,a} \in [0, \pi] \) could be formulated as follows:
  \[
  \psi_{p,a} = \frac{2\pi a}{A_p}, \quad \theta_{p,a} = \theta_p, \quad a \in \{0, ..., A_p - 1\}. 
  \]

Our adopted strategy could generate more uniformly distributed rays to better cover the surrounding region of clusters. Given the polar-bin number \( P \), the number of rays is \( N = \sum_{p=0}^{P-1} A_p \) (i.e., \( P = 9 \rightarrow N = 66 \) in our case). Note that more rays will be generated when the polar angle is closer to \( \frac{\pi}{2} \).

As for the far bounds of the rays of each cluster, all the rays are of the same length as the object scale \( l_i \), which is predicted based on the cluster features \( f_i \). Here, we explicitly supervise the object scale \( l_i \) by regression loss

\[
L_{\text{scale-reg}} = \frac{1}{7} \sum_i \| l_i - l_i^* \|_\eta \mathbb{I}[l_i^* \text{ is positive}],
\]

where \( l_i^* \) is the half diagonal side of the assigned GT box and \( \mathbb{I}[l_i^* \text{ is positive}] \) is the indicator function to indicate whether the vote center \( c_i \) is around a GT object center (within a radius of 0.3m). \( \eta \) is the number of positive vote centers. \( \eta \) means smooth-$\ell_1$ norm.

**Coarse-to-fine anchor point generation.** After generating determined rays, RBGNet samples a number of anchor points along each ray. However, it is inefficient to directly sampling points: 1) the less important free space and background region are still sampled, 2) the number of sampled points in a ball query operation is limited, and thus a lot of object points in dense areas are not captured. To address these limitations, we propose a coarse-to-fine anchor point generation strategy. It increases the sample efficiency by querying more points for dense areas. Inspired by the success of [21], we adopt a hybrid sampling strategy, which contains two sampling processes: one “coarse” and one “fine”. Before generating anchor points, we first up-sample the seed points back to 2048 points by trilinear interpolation to obtain more meaningful points, especially on object surface. The target point positions for upsampling are the same as the 1st SA layers of PointNet++ [31] backbone. For the \( i^{th} \) cluster center with cluster features \( f \) (we remove the subscript \( i \) of \( f_i \) for simplicity), we conduct the coarse-to-fine anchor point generation in the following process.
Firstly, in coarse stage, as for the \( n \)th ray, we sample a set of anchor points as

\[
Q_n^{(c)} = \{ q_{n,k}^{(c)} = (x_{n,k}^{(c)}, y_{n,k}^{(c)}, z_{n,k}^{(c)}) \}, k \in \{1, \cdots, K_c \},
\]

where \( K_c \) is the number of anchor points sampled on each ray, and the anchor points are generated by stratified sampling to evenly partition the ray into \( K_c \) bins.

To extract local feature of each anchor point, we apply set abstraction [31] to aggregate the features of the seed points around each anchor point. The aggregated local features of anchor point \( q_{n,k}^{(c)} \) is denoted as \( \rho_{n,k}^{(c)} \). Finally, we append a binary classification module for estimating the positive mask \( m_{n,k}^{(c)} \) of point \( q_{n,k}^{(c)} \) based on cluster feature \( f \) and local feature \( \rho_{n,k}^{(c)} \) as follows:

\[
m_{n,k}^{(c)} = \mathcal{F}_{\text{mask}}(\rho_{n,k}^{(c)}, f),
\]

where the ground-truth of positive masks are calculated by applying ball query operation [31] for each anchor point. We assign positive label to an anchor point if some surface points of its assigned GT object are within its ball query region, or the anchor point will be assigned with a negative label. Hence this point mask module could predict whether each anchor point belongs to its corresponding object or not.

Secondly, in fine stage, different from [21] which computes sample probability from point density, our fine anchor points are biased towards the dense part of its corresponding object. To achieve this goal, we apply inverse transform sampling to uniformly generate some \( K_f \) anchor points set \( Q_n^{(f)} = \{ q_{n,k}^{(f)} \}_{k=1}^{K_f} \) on positive regions (predicted by the point mask module of coarse stage) of each ray. As adopted in the coarse branch, we also extract the local features and predict the positive mask for each fine anchor point.

Repeat this coarse-to-fine process on all rays, we obtain the coarse and fine local point feature set \( \mathcal{P}^{(c)} = \{ \rho_{n,k}^{(c)} \}_{k=1,n=1}^{K_c,N}, \mathcal{P}^{(f)} = \{ \rho_{n,k}^{(f)} \}_{k=1,n=1}^{K_f,N} \) point mask set \( \mathcal{M}^{(c)} = \{ m_{n,k}^{(c)} \}_{k=1,n=1}^{K_c,N}, \mathcal{M}^{(f)} = \{ m_{n,k}^{(f)} \}_{k=1,n=1}^{K_f,N} \) and their corresponding positions of anchor points.

### 3.2.2 Feature Enhancement by Determined Rays

As discussed in §1, the fine-grained surface geometry of foreground objects plays a crucial role in generating accurate object proposals. The process of our proposed coarse-to-fine anchor point generation already encodes such a surface geometry features, since our predicted surface masks and learned local features could implicitly describe the object geometry. Here we propose to aggregate those informative features of the anchor points to enhance the quality of cluster features, where the order of rays plays an important roles in the feature aggregation.

To be specific, given the local features \( \mathcal{P}^{(c)} \) and \( \mathcal{P}^{(f)} \), the point masks \( \mathcal{M}^{(c)} \) and \( \mathcal{M}^{(f)} \) of each anchor point, the local features of each anchor points will be masked by setting the features of negative anchor points to zeros. We denote the masked features as \( \hat{\mathcal{P}}^{(c)} \) and \( \hat{\mathcal{P}}^{(f)} \).

To aggregate the learned features orderly based on the determined rays, we formulate a fusion stage to integrate point features in a predefined order of rays. The features of coarse and fine anchor points are aggregated with two separate branches. In coarse branch, the masked point features of \( n \)th ray, \( \{ \hat{\rho}_{n,k}^{(c)} \}_{k=1}^{K_c,N} \) are firstly fused into a single ray feature \( r_n^{(c)} \). It is implemented by concatenating the features of anchor points in order before being projected to a 32-dimensional features:

\[
r_n^{(c)} = \mathcal{F}_{\text{point}}(\{ \hat{\rho}_{n,k}^{(c)} \}_{k=1}^{K_c,N}, \odot),
\]

where \( \odot \) means the concatenation operation. Then, in the same way, we concatenate all the ray features \( \mathcal{R}^{(c)} = \{ r_n^{(c)} \}_{n=1}^{N} \) with a determined order and apply a two-layer MLP to generate a 128-dimensional coarse feature:

\[
\mu^{(c)} = \mathcal{F}_{\text{ray}}(\{ r_n^{(c)} \}_{n=1}^{N}, \odot).
\]

Note that the predefined order of both anchor points and rays are consistent for each proposal, but different ordering strategies do not affect the performance. The fine branch also adopts the same strategy as the coarse branch to generates a 128-dimensional feature \( \mu^{(f)} \).

Finally, the coarse and fine features are fused as:

\[
g = \mathcal{F}_{\text{fuse}}(\mu^{(c)}, \mu^{(f)}).
\]

The fused feature \( g \) is finally combined with the cluster feature \( f \) to improve the performance of 3D object detection.

In this way, our RBGNet models the surface geometry implicitly and roughly obtain the size and the position of a possible object in a class-agnostic way, which could greatly benefit the prediction of 3D bounding boxes.

### 3.3. Foreground Biased Sampling

The foreground points provide rich information on predicting their associated object locations and orientations.
and force network to capture shape information for more accurate 3D box generation. However, the widely-adopted farthest point sampling algorithm in the backbone is agnostic to the downstream tasks and samples a lot of background points. It may bring negative effects for 3D detection. Therefore, we design a simple but effective strategy, *Foreground Biased Sampling*, to sample more points on foreground object surfaces while still keeping the coverage rate of the whole scene.

Given the point-wise features encoded by each set abstraction layer, we append a segmentation head for estimating the confidence of each points. The ground-truth segmentation mask is naturally provided by the 3D ground-truth boxes. To be specific, for example, after going through the first SA layer of standard PointNet++ [31], we obtain 2048 downsample point set \( D = \{d_j\}_{j=1}^{2048} \) with xyz \( \nu_j \) and 128-dimensional feature \( \nu_j \). Then the segmentation head scores each point to be a foreground point or not as:

\[
\varepsilon_j = \mathcal{F}^{\text{fore}}(\nu_j, \theta_j) \in [0, 1]. \tag{10}
\]

We sort the confidence scores, select top \( \kappa \) to form a foreground set \( \mathcal{D}^{(f)} = \{d_j^{(f)}\}_{j=1}^{\kappa} \) and the rest are the background set \( \mathcal{D}^{(b)} = \{d_j^{(b)}\}_{j=\kappa+1}^{2048} \). Due to the concentration of high score points, there is a trade-off between the recall of foreground points and the sampling coverage for the whole scene. Based on this observation, we apply farthest point sampling on foreground and background set separately, and combine them into the final sample set as follows:

\[
\mathcal{D}^{(i)} = \text{FPS}(\mathcal{D}^{(f)}), \mathcal{D}^{(b)} = \text{FPS}(\mathcal{D}^{(b)}), \mathcal{S} = \mathcal{D}^{(i)} \oplus \mathcal{D}^{(b)} \tag{11}
\]

where \( \mathcal{D}^{(f)} = \{d_j^{(f)}\}_{j=1}^{\alpha} \) and \( \mathcal{D}^{(b)} = \{d_j^{(b)}\}_{j=1}^{\beta} \), \( \alpha \) and \( \beta \) are the sample number of foreground and background set. \( \mathcal{S} \) is the set of final sampled points, which contains more object points while still keeping the coverage rate of the whole scene. In our case, we sample most target points, \( i.e., 87.5\% \) from the foreground set and a small number \( i.e., 12.5\% \) from background set. For example, in downsampling process of the 2nd SA layer \( (2048 \rightarrow 1024) \), \( \kappa, \alpha \) and \( \beta \) are 1024, 896 and 128, respectively.

We adopt the cross entropy loss for foreground segmentation. In inference, the confidence score is obtained by the margin between positive class and negative class.

### 3.4. Learning Objective

The loss function consists of foreground biased sampling \( \mathcal{L}_{\text{lbs}} \), voting regression \( \mathcal{L}_{\text{vote-reg}} \), ray-based feature grouping \( \mathcal{L}_{\text{rbfg}} \), objectness \( \mathcal{L}_{\text{obj-cls}} \), bounding box estimation \( \mathcal{L}_{\text{box}} \), and semantic classification \( \mathcal{L}_{\text{sem-cls}} \) losses.

\[
L = \lambda_{\text{vote-reg}}\mathcal{L}_{\text{vote-reg}} + \lambda_{\text{lbs}}\mathcal{L}_{\text{lbs}} + \lambda_{\text{rbfg}}\mathcal{L}_{\text{rbfg}} + \\
\lambda_{\text{obj-cls}}\mathcal{L}_{\text{obj-cls}} + \lambda_{\text{box}}\mathcal{L}_{\text{box}} + \lambda_{\text{sem-cls}}\mathcal{L}_{\text{sem-cls}}. \tag{12}
\]

Following the setting in VoteNet [28], we use the same label assignment and loss terms \( \mathcal{L}_{\text{vote-reg}}, \mathcal{L}_{\text{obj-cls}}, \mathcal{L}_{\text{box}} \) and \( \mathcal{L}_{\text{sem-cls}} \). \( \mathcal{L}_{\text{lbs}} \) is a cross entropy loss used to supervise foreground sampling (see §3.3). \( \mathcal{L}_{\text{rbfg}} \) is the sum loss of ray-based feature grouping module defined as follows:

\[
\mathcal{L}_{\text{rbfg}} = \lambda_{\text{scale-rgb}}\mathcal{L}_{\text{scale}} + \lambda_{\text{c-cls}}\mathcal{L}_{\text{c-cls}} + \lambda_{\text{f-cls}}\mathcal{L}_{\text{f-cls}}. \tag{13}
\]

As defined in §3.2, \( \mathcal{L}_{\text{scale}} \) is a smooth \( \ell_1 \) loss, to explicitly supervise object scale of each proposal. \( \mathcal{L}_{\text{c-cls}} \) and \( \mathcal{L}_{\text{f-cls}} \) are both cross entropy losses, to supervise our model for querying valid point on each object surface. The detailed balancing factors are in Appendix.

### 4. Experiments

#### 4.1. Datasets and Evaluation Metric

We evaluate our method on two large-scale indoor 3D scene datasets, \( i.e., \) ScanNet V2 [8] and SUN RGB-D [36], and we follow the standard data splits [28] for both of them. SUN RGB-D [36] is a single-view RGB-D dataset for 3D scene understanding, which consists of 5K RGB-D training images annotated with the oriented 3D bounding boxes and the semantic labels for 10 categories. Following the standard data processing in [28], we convert the depth images to point clouds using the provided camera parameters.

ScanNet V2 [8] consists of richly-annotated 3D reconstructions of indoor scenes. It consists of 1513 training samples (reconstructed meshes converted to point clouds) with axis-aligned bounding box labels for 18 object categories. Compared to SUN RGB-D, its scenes are larger and more complete with more objects. We sample point clouds from the reconstructed meshes by following [28].

For both datasets, the evaluation follows the same protocol as in VoteNet [28] using mean average precision (mAP) under different IoU thresholds, \( i.e., 0.25 \) and \( 0.5 \).

#### 4.2. Implementation Details

**Network Architecture Details.** For each 3D scene in the training set, we subsample 50000 points from the scene point cloud as the inputs. For the backbone and voting layers, we follow the same network structure of [28], but replace FPS with our proposed Foreground Biased Sampling (FBS) in \( 2^{nd} \rightarrow 4^{th} \) SA layers. More network details about other parts are given in Appendix.

**Training Scheme.** Our network is end-to-end optimized by using the AdamW optimizer with the batch size 8 per-GPU and initial learning rate of 0.006 for ScanNet V2 and 0.004 for SUN RGB-D. We train the network for 360 epochs on both datasets, and the initial learning rate is decayed by 10x at the 240-th epoch and the 330-th epoch. The gradnorm clip is applied to stabilize the training dynamics.

---

1 We report the results of MMDetection3D (https://github.com/open-mmlab/mmdetection3d), which are better than the official paper.
Table 2: Performance comparison on the ScanNet V2 dataset with state-of-the-art models. The main comparison is based on the best results of multiple experiments. Note that * means it uses RGB as addition inputs.

| Method     | Backbone     | mAP@0.25 | mAP@0.5 |
|------------|--------------|----------|---------|
| F-PointNet [29]* | PointNet     | 19.8     | 10.8    |
| 3D-SIS [13]* | 3D ResNet    | 40.2     | 22.5    |
| H3DNet [49] | GU-net       | 61.3     | 34.4    |
| VoteNet [28]* | PointNet++  | 62.9     | 39.9    |
| 3D-MPA [11] | MinkNet      | 64.2     | 49.2    |
| 3Detr [22]  | PointNet++   | 64.4     | 43.4    |
| BRNet [7]   | PointNet++   | 65.0     | 47.0    |
| VENet [41]  | PointNet++   | 66.1     | 50.9    |
| Group-free [20] | PointNet++ | 67.7     | -       |
| Our(R66, O256) | PointNet++  | 67.2(66.6)| 49.7(49.0)|

Table 3: 3D object detection results on the SUN RGB-D dataset. The main comparison is also based on the best results of multiple experiments. Note that * means it uses RGB as addition inputs and our method is geometric only.

| Method     | Backbone     | mAP@0.25 | mAP@0.5 |
|------------|--------------|----------|---------|
| F-PointNet [29]* | PointNet     | 54.0     | -       |
| ImVoteNet [27]* | PointNet++   | 63.4     | -       |
| MTC-RCNN [24]* | PointNet++   | 65.3(64.7)| 48.6(48.2)|
| 3Detr [22]  | PointNet++   | 59.1     | 32.7    |
| VoteNet [28]* | PointNet++   | 59.1     | 35.8    |
| MLCVNet [42] | PointNet++   | 59.8     | -       |
| HGNet [5]   | GU-net       | 61.6     | -       |
| H3DNet [49] | 4×PointNet++ | 60.1     | 39.0    |
| BRNet [7]   | PointNet++   | 61.1     | 43.7    |
| VENet [41]  | PointNet++   | 62.5     | 39.2    |
| Group-free [20] | PointNet++ | 63.0(62.6)| 45.2(44.4)|
| Our(R66, O256) | PointNet++  | 64.1(63.6)| 47.2(46.3)|

Table 4: Effect of ray-based feature grouping module and foreground biased sampling.

| number of ray | obj recall | mAP@0.25 | mAP@0.5 |
|---------------|------------|----------|---------|
| 0             | -          | 67.1     | 49.0    |
| 6             | 38.1       | 68.4     | 51.6    |
| 18            | 63.3       | 68.7     | 52.0    |
| 38            | 75.8       | 69.2     | 52.7    |
| 66            | 78.1       | 69.6     | 53.6    |
| 102           | 86.5       | 69.9     | 53.9    |

Table 5: Ablation study on the performance of ray-base feature grouping module with different ray number.

| Method             | mAP@0.25 | mAP@0.5 |
|--------------------|----------|---------|
| Voting [28]        | 67.1     | 49.0    |
| RoI-Pooling [34]   | 67.6     | 49.9    |
| Back-tracing [7]   | 67.7     | 50.1    |
| Group-free [20]    | 68.1     | 50.5    |
| Our(R66)           | 69.6     | 53.6    |

Table 6: Comparison with other grouping-based methods.

| Method             | mAP@0.25 | mAP@0.5 |
|--------------------|----------|---------|
| F-FFPS [28]        | ScanNet V2 | 31.1 | 30.8 | 30.3 |
| F-FPS [47]         | ScanNet V2 | 40.4 | 42.1 | 43.8 |
| Ours               | ScanNet V2 | 51.2 | 73.2 | 87.8 |
| FBS [28]           | SUN RGB-D | 17.9 | 17.8 | 17.7 |
| F-FPS [47]         | SUN RGB-D | 21.3 | 22.9 | 23.5 |
| Ours               | SUN RGB-D | 30.8 | 45.3 | 65.1 |

Table 7: Foreground percentage statistics on PointNet++ of different sampling approaches.

**SUN RGB-D.** We also evaluate our RBGNet against several competing approaches on SUN RGB-D dataset, which is also a standard benchmark for 3D object detection. The results are summarized in Table 3. Our base model with standard PointNet++ achieves 64.1 on mAP@0.25 and 47.2 on mAP@0.5, which outperforms all previous state-of-the-arts point-only methods.

**4.4. Ablation Studies and Discussions.**

In this section, a set of ablative studies are conducted on ScanNet V2 dataset, to investigate effectiveness of essential components of our algorithm. We follows [20] and report the average performance of 25 trials by default.

**Effect of ray-based representation.** We first ablate the effects of ray-based feature grouping in Table 4. As evidenced in the first three rows in Table 4, with ray-based feature grouping, our model performs better, i.e., 66.2 → 69.0, 48.2 → 52.9 on mAP@0.25 and mAP@0.5. Note that our model is implemented based on a strong baseline. The first row in Table 4 is actually the VoteNet [28] with corner loss regularization, vote sampling in vote aggregation layer...
GT                    Ours                 Group-free              VoteNet

| method      | mAP@0.25 | mAP@0.5 | frames/s |
|-------------|-----------|---------|----------|
| MLCVNet [42] | 64.5      | 41.4    | 5.37     |
| BRNet [7]   | 66.1      | 50.9    | 7.37     |
| H3DNet [49] | 67.2      | 48.1    | 3.75     |
| Group-free [20] | 67.3      | 48.9    | 6.64     |
| Our(R6)     | 69.0      | 52.3    | 7.23     |
| Our(R18)    | 69.0      | 52.6    | 5.70     |
| Our(R38)    | 69.7      | 53.3    | 5.27     |
| Our(R66)    | 70.2      | 54.2    | 4.75     |

Table 8: Comparison on realistic inference speed on ScanNet V2. Note that mAP@0.25 and 0.5 are the best results of multiple experiments.

Effect of foreground biased sampling. Table 4 also demonstrates the effectiveness of the foreground biased sampling strategy. We can observe that, it improves the performance in both settings with and without feature grouping module. This verifies the necessity of sampling more foreground points for 3D object detection tasks. To further ablate the effectiveness of FBS, we compare the foreground points recall of $2^{nd}$ to $4^{th}$ SA layers among different subsampling methods in Table 7. Our sampling strategy draws better performance with a large margin.

4.5. Inference Speed.

The realistic inference speed of our method is competitive with other state-of-the-art methods. For a fair comparison, all experiments are run on the same workstation (single NVIDIA Tesla V100 GPU, 256G RAM, and Xeon E5-2650 v3). The results are shown in Table 8. Our method achieves better performance with a competitive speed.

5. Conclusion

In this paper, we have presented the RBGNet, a novel framework for 3D object detection from point clouds. We propose the ray-base feature grouping module, which can encode object surface geometry with determined rays and learn better geometric features to boost the performance of point-based 3D detectors. We also introduce the foreground biased sampling to sample more points on object surface while keeping the coverage rate for the whole scene. All of the above designs enable our model to achieve state-of-the-art performance on ScanNet V2 and SUN RGB-D benchmarks with remarkable performance gains.
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Figure 5: Qualitative results on ScanNet V2 (top) and SUN RGB-D (bottom). The baseline methods are Group-free [20] and VoteNet [28]. Our method can generate high-quality and compact bounding boxes compared with other methods.
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