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Abstract
In topological dynamics, the Gromov–Yomdin theorem states that the topological entropy of a holomorphic automorphism $f$ of a smooth projective variety is equal to the logarithm of the spectral radius of the induced map $f^*$. In order to establish a categorical analogue of the Gromov–Yomdin theorem, one first needs to find a categorical analogue of a holomorphic automorphism. In this paper, we propose a categorical analogue of a holomorphic automorphism and prove that the Gromov–Yomdin type theorem holds for them.
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1 Introduction

1.1 Gromov–Yomdin theorem

A pair \((X, f)\) of a compact Hausdorff space \(X\) and a continuous map \(f : X \to X\) is called a topological dynamical system. For a topological dynamical system \((X, f)\), one can define its topological entropy \(h_{\text{top}}(f) \in [0, \infty)\) which measures how complicated the dynamics of \(f\) is.

In some cases, the topological entropy of \(f\) can be computed or estimated using linear algebraic information about \(f\). Recall that, for a linear map \(A\), its spectral radius \(\rho(A)\) is defined as the largest absolute value of the eigenvalues of \(A\) (see Definition 2.34).

**Theorem 1.1** (Yomdin’s inequality [38]) Let \(X\) be a compact smooth manifold and \(f : X \to X\) be a diffeomorphism. Then we have

\[
h_{\text{top}}(f) \geq \log \rho(f^* : H^*(X) \to H^*(X)).
\]

In order to obtain the opposite inequality, we have to put an additional condition on \(f\).

**Theorem 1.2** (Gromov’s inequality [18]) Let \(X\) be a smooth projective variety and \(f : X \to X\) be a holomorphic automorphism. Then we have

\[
h_{\text{top}}(f) \leq \log \rho(f^* : H^*(X) \to H^*(X)).
\]

Combining these two theorems, we obtain the following corollary which we refer to as the Gromov–Yomdin theorem.

**Corollary 1.3** (Gromov–Yomdin theorem) Let \(X\) be a smooth projective variety and \(f : X \to X\) be a holomorphic automorphism. Then we have

\[
h_{\text{top}}(f) = \log \rho(f^* : H^*(X) \to H^*(X)).
\]

As a categorical analogue of the notion of a topological dynamical system, Dimitrov–Haiden–Katzarkov–Kontsevich [9] introduced the notion of a categorical
**dynamical system:** it is a pair \((D, \Phi)\) of a triangulated category \(D\) and an exact endo-
functor \(\Phi : D \to D\). They also introduced its **categorical entropy** \(h_t(\Phi)\) which carries
a real parameter \(t\) (see Definition 2.2).

When \(D\) is the bounded derived category \(D^b\text{Coh}(X)\) of a smooth projective variety
\(X\) and \(\Phi\) is the derived pullback \(L f^*\) of a surjective endomorphism \(f\) of \(X\), Kikuta–
Takahashi showed that

\[
h_0(\mathbb{L} f^*) = h_{\text{top}}(f) = \log \rho([\mathbb{L} f^*] : \mathcal{N}(X) \to \mathcal{N}(X))
\]

where \(\mathcal{N}(X)\) denotes the **numerical Grothendieck group** of \(X\). It is thus natural to ask
whether the **Gromov–Yomdin type theorem** holds for the categorical entropy.

**Conjecture 1.4** ([25, Conjecture 5.3]) Let \(D^b\text{Coh}(X)\) be the bounded derived category
of a smooth projective variety \(X\) and \(\Phi : D^b\text{Coh}(X) \to D^b\text{Coh}(X)\) be an exact
endofunctor. Then we have

\[
h_0(\Phi) = \log \rho([\Phi] : \mathcal{N}(D) \to \mathcal{N}(D))
\]

It is now known that Conjecture 1.4 is true in many cases [1, 12, 22, 24–26, 33, 39]
and also that there are counterexamples [1, 11, 30, 33]. Therefore it is important to
characterize exact endofunctors which do or do not satisfy the Gromov–Yomdin type
theorem.

In this paper, we consider more generally a numerically finite triangulated category
\(D\) and ask when an exact autoequivalence \(\Phi : D \to D\) satisfies

\[
h_0(\Phi) = \log \rho([\Phi] : \mathcal{N}(D) \to \mathcal{N}(D))
\]

where \(\mathcal{N}(D)\) denotes the **numerical Grothendieck group** of \(D\).

**1.2 Motivation from homological mirror symmetry**

A categorical analogue of Theorem 1.1 (Yomdin’s inequality) is known to hold quite
generally (see Sect. 2.7). The problem is to establish a categorical analogue of Theo-
rem 1.2 (Gromov’s inequality). In order to do that, we first have to find a categorical
analogue of a holomorphic automorphism. We shall do this through the philosophy of
the homological mirror symmetry conjecture [27].

The homological mirror symmetry conjecture states that, for a Calabi–Yau mani-
fold \((X, \omega)\) (viewed as a symplectic manifold), there is another Calabi–Yau manifold
\((X^\vee, \Omega^\vee)\) (viewed as a complex manifold) such that

\[
D^\pi\text{Fuk}(X, \omega) \simeq D^b\text{Coh}(X^\vee, \Omega^\vee)
\]

where \(D^\pi\text{Fuk}(X, \omega)\) denotes the split-closed derived Fukaya category of \((X, \omega)\).

It is believed that the equivalence (1.1) induces an isomorphism between the **com-
plex moduli space** of \((X, \omega)\) and the **Kähler moduli space** of \((X^\vee, \Omega^\vee)\). Bridgeland
[6] and Joyce [20] conjectured that this isomorphism can be understood as an isomorphism between (some quotients of) the spaces of stability conditions. Roughly speaking, they conjectured that the space of stability conditions on $D^\pi\text{Fuk}(X, \omega)$ can be described as follows:

| Term | Description |
|------|-------------|
| symplectic manifold $(X, \omega)$ | derived Fukaya category $D^\pi\text{Fuk}(X, \omega)$ |
| holomorphic volume form $\Omega$ | stability condition $\sigma$ |
| special Lagrangian $L$ of phase $\phi$ | semistable object $E$ of phase $\phi$ |
| period integral $\int_L \Omega$ | central charge $Z_\sigma(E)$ |

A choice of a complex structure on $(X, \omega)$ determines a holomorphic volume form (up to scalar). Now consider a symplectomorphism $f : X \to X$. Assume that there is a complex structure on $X$ with respect to which $f$ is holomorphic. Let us fix a holomorphic volume form $\Omega$ determined by that complex structure. The holomorphicity then implies that $f_\ast : H^n(X, \mathbb{C}) \to H^n(X, \mathbb{C})$ preserves the Hodge decomposition. Hence, as $\dim H^{n,0}(X, \mathbb{C}) = 1$, it follows that

$$f_\ast \Omega = e^{-i\pi \psi} \Omega$$

(1.2)

for some $\psi \in \mathbb{R}$.

Let us interpret the condition (1.2) in terms of stability conditions using Bridgeland–Joyce’s idea. Let $f_\ast : D^\pi\text{Fuk}(X, \omega) \to D^\pi\text{Fuk}(X, \omega)$ be the exact autoequivalence induced by $f$ and $\sigma_\Omega$ be the stability condition on $D^\pi\text{Fuk}(X, \omega)$ induced by $\Omega$. Then, using the left action of $f_\ast \in \text{Aut}(D^\pi\text{Fuk}(X, \omega))$ and the right action of $\psi \in \mathbb{R} \subset \mathbb{C}$ on $\sigma_\Omega \in \text{Stab}(D^\pi\text{Fuk}(X, \omega))$, we can interpret the Eq. (1.2) as

$$f_\ast \cdot \sigma_\Omega = \sigma_\Omega \cdot \psi.$$  

(1.3)

In summary, we can categorify one of the properties of a holomorphic automorphism. We will use this property to formulate the Gromov–Yomdin type theorems for the categorical entropy and its relatives.

1.3 Main results

Let us now state our main results. For the sake of simplicity, we shall only consider numerical stability conditions in this section. In the main part of the paper, we will consider more generally stability conditions whose central charges factor through some finite lattice (not necessarily the numerical Grothendieck group).

For a numerically finite triangulated category $\mathcal{D}$, let $\text{Aut}(\mathcal{D})$ be the group of exact autoequivalences of $\mathcal{D}$ and $\text{Stab}^\dagger(\mathcal{D})$ be a connected component of the space of numerical stability conditions on $\mathcal{D}$. Denote by $\widetilde{GL}^+(2, \mathbb{R})$ the universal cover of $GL^+(2, \mathbb{R})$ which consists of elements $(M, f)$ where $M \in GL^+(2, \mathbb{R})$ and $f : \mathbb{R} \to \mathbb{R}$ is an increasing function satisfying $f(\phi + 1) = f(\phi) + 1$ and $Me^{i\pi f(\phi)} \in \mathbb{R}_{>0}e^{i\pi f(\phi)}$. The group $\text{Aut}(\mathcal{D})$ (resp. $\widetilde{GL}^+(2, \mathbb{R})$) acts on $\text{Stab}^\dagger(\mathcal{D})$ from the left (resp. right) (see Sect. 2.2).

In view of the condition (1.3), we introduce the following notion.
Definition 1.5 (see Definition 3.1) A triple \((\Phi, \sigma, g) \in \operatorname{Aut}(D) \times \text{Stab}_N^\dagger(D) \times \widetilde{GL}^+(2, \mathbb{R})\) is called compatible if it satisfies
\[
\Phi \cdot \sigma = \sigma \cdot g.
\] (1.4)

Remark 1.6 When \(g \in \widetilde{GL}^+(2, \mathbb{R})\) is given by
\[
\left( \begin{array}{cc}
\cos \pi \psi & -\sin \pi \psi \\
\sin \pi \psi & \cos \pi \psi
\end{array} \right), \phi \mapsto \phi + \psi
\]
for some \(\psi \in \mathbb{R}\), the condition (1.4) corresponds to the condition (1.3) and therefore it can be considered as a categorical analogue of the condition (1.2). Thus Definition 1.5 categorifies (and generalizes) the notion of a holomorphic automorphism.

Our first main theorem states that, for such \(\Phi\), the Gromov–Yomdin type theorems hold for the mass growth \(h_{\sigma,0}(\Phi)\) and the polynomial mass growth \(h_{\sigma,0}^\text{pol}(\Phi)\) (see Definitions 2.14 and 2.17) under some mild assumption.

Let us say the central charge \(Z_\sigma : N(D) \rightarrow \mathbb{C}\) has spanning image if the set
\[
\{Z_\sigma(E) | E \text{ is } \sigma\text{-semistable}\}
\]
is an \(\mathbb{R}\)-spanning set of \(\mathbb{C} \cong \mathbb{R}^2\).

Theorem 1.7 (see Theorem 3.3) Let \((\Phi, \sigma, g) \in \operatorname{Aut}(D) \times \text{Stab}_N^\dagger(D) \times \widetilde{GL}^+(2, \mathbb{R})\) be a compatible triple such that \(Z_\sigma\) has spanning image. Then we have the following:

1. \(h_{\sigma,0}(\Phi) = \log \rho(\Phi) = \log \rho(M_g)\).
2. \(h_{\sigma,0}^\text{pol}(\Phi) = s(\Phi) = s(M_g)\).

Here, for a linear map \(A\), the polynomial growth \(s(A)\) is given by one less than the maximal size of the Jordan blocks of \(A\) whose eigenvalues have absolute value \(\rho(A)\) (see Definition 2.35 and Lemma 2.36).

Assume that \(D\) is moreover saturated, i.e., it admits a smooth and proper dg enhancement. In this case, we can define the shifting number \(\overline{v}(\Phi)\) and the polynomial shifting number \(\overline{\nu}^\text{pol}(\Phi)\) (see Definitions 2.20 and 2.27). The following theorem says that if \((\Phi, \sigma, g) \in \operatorname{Aut}(D) \times \text{Stab}_N^\dagger(D) \times \widetilde{GL}^+(2, \mathbb{R})\) is a compatible triple then the (polynomial) categorical entropy and the (polynomial) mass growth of \(\Phi\) are linear in \(t\) and their slopes are given by the (polynomial) shifting number.

Theorem 1.8 (see Proposition 3.7) Suppose \(D\) is saturated and let \((\Phi, \sigma, g) \in \operatorname{Aut}(D) \times \text{Stab}_N^\dagger(D) \times \widetilde{GL}^+(2, \mathbb{R})\) be a compatible triple. Then we have the following:

1. \(h_t(\Phi) = h_0(\Phi) + \overline{v}(\Phi) \cdot t\).
2. \(h_{\sigma,t}(\Phi) = h_{\sigma,0}(\Phi) + \overline{v}(\Phi) \cdot t\).
3. \(h_{t}^\text{pol}(\Phi) = h_{0}^\text{pol}(\Phi) + \overline{\nu}^\text{pol}(\Phi) \cdot t\) under the assumption that \(h_0(\Phi) = 0\).
(4) \( h_{\sigma,t}^{\text{pol}}(\Phi) = h_{\sigma,0}^{\text{pol}}(\Phi) + \nu(\Phi) \cdot t \) under the assumption that \( h_{\sigma,0}(\Phi) = 0 \).

As a corollary, we obtain the following necessary and sufficient conditions for the Gromov–Yomdin type theorems for the categorical entropy \( h_t(\Phi) \) and the polynomial categorical entropy \( h_t^{\text{pol}}(\Phi) \) (see Definitions 2.2 and 2.6).

**Theorem 1.9** (see Corollary 3.8) Suppose \( D \) is saturated and let \((\Phi, \sigma, g) \in \text{Aut}(D) \times \text{Stab}^\dagger_N(D) \times \widetilde{GL}^+(2, \mathbb{R})\) be a compatible triple such that \( Z_{\sigma} \) has spanning image. Then we have the following:

1. \( h_{\sigma,0}(\Phi) = \log \rho(\Phi) \) if and only if \( h_t(\Phi) = h_{\sigma,t}(\Phi) \) for all \( t \in \mathbb{R} \).
2. \( h_{\sigma,0}^{\text{pol}}(\Phi) = s(\Phi) \) if and only if \( h_t^{\text{pol}}(\Phi) = h_{\sigma,t}^{\text{pol}}(\Phi) \) for all \( t \in \mathbb{R} \) under the assumption that \( h_{\sigma,0}(\Phi) = 0 \).

Let again \((\Phi, \sigma, g) \in \text{Aut}(D) \times \text{Stab}^\dagger_N(D) \times \widetilde{GL}^+(2, \mathbb{R})\) be a compatible triple. We also study the relationship between the mass growth \( h_{\sigma,0}(\Phi) \) and the stable translation length \( \tau_s(\Phi) \) of the action of \( \Phi \) on \( \text{Stab}^\dagger_N(D)/C \) (see Definition 2.32).

**Theorem 1.10** (see Theorem 3.10) Let \((\Phi, \sigma, g) \in \text{Aut}(D) \times \text{Stab}^\dagger_N(D) \times \widetilde{GL}^+(2, \mathbb{R})\) be a compatible triple. Then we have

\[
\tau_s(\Phi) = \log \frac{\rho(M_g)}{\det(M_g)^{1/2}}.
\]

In particular, if \( Z_{\sigma} \) has spanning image and \( \det(M_g) = 1 \) then

\[
\tau_s(\Phi) = \log \rho(M_g) = \log \rho(\Phi) = h_{\sigma,0}(\Phi).
\]

For a smooth projective curve \( C \), it is known that \( h_{\sigma,0}(\Phi) = \log \rho(\Phi) \) for any \( \Phi \in \text{Aut}(D^b_{\text{Coh}}(C)) \) [22, Theorem 3.1]. Moreover the space \( \text{Stab}^{\dagger}_N(D^b_{\text{Coh}}(C)) \) is well-studied [5, 29, 32]. Using this, we can check the technical conditions in Theorems 1.8 and 1.9 and obtain the following.

**Proposition 1.11** (see Proposition 5.2) Let \( C \) be a smooth projective curve. For any \( \Phi \in \text{Aut}(D^b_{\text{Coh}}(C)) \) and \( \sigma \in \text{Stab}^{\dagger}_N(D^b_{\text{Coh}}(C)) \), we have

\[
h_t(\Phi) = h_{\sigma,t}(\Phi) = \log \rho(\Phi) + \nu(\Phi) \cdot t.
\]

Furthermore, if \( \Phi \in \text{Aut}_\text{std}(D^b_{\text{Coh}}(C)) \) then \( h_t(\Phi) = h_{\sigma,t}(\Phi) = \nu(\Phi) \cdot t \).

For another example, let \( X \) be an irreducible smooth projective variety of dimension \( d \geq 2 \). We consider the triangulated category \( D^b_{\text{Coh}}(1)(X) \) defined as the quotient of the bounded derived category \( D^b_{\text{Coh}}(X) \) by the full subcategory consisting of complexes whose support has codimension at least 2 [31, Definition 3.1] (see Sect. 5.2). Meinhardt–Partsch [31] observed that the triangulated category \( D^b_{\text{Coh}}(1)(X) \) is closely related to the birational geometry of \( X \) and showed that the space of stability conditions on \( D^b_{\text{Coh}}(1)(X) \) behaves roughly like that on a curve. Using their results and Theorem 1.7, we can show the following.
Proposition 1.12 (see Proposition 5.5) Let \( X \) be an irreducible smooth projective variety of dimension \( d \geq 2 \) and Picard rank 1. Then, for any \( \Phi = f^*(- \otimes \mathcal{L})[m] \in \text{Aut}(D^b\text{Coh}_1(X)) \) with \( \mathcal{L} \) numerically trivial and \( \sigma \in \text{Stab}_\Gamma(D^b\text{Coh}_1(X)) \), we have

\[
h_{\sigma,0}(\Phi) = \log \rho(\Phi) = \log \rho(f^*|_{N^1(X)}).
\]

1.4 Conventions

All categories and functors between them are assumed to be linear over some field. We also assume that all categories are essentially small and functors between triangulated categories are exact in the sense that they commute with the shift functors (up to functorial isomorphism) and send an exact triangle to an exact triangle. Also, functors between the derived categories are assumed to be derived. Whenever we need (especially when we consider the categorical entropy and its relatives), we assume the existence of a split-generator and a stability condition.

We denote the shift functor of a triangulated category by \([1]\) and its \(m\)-iterate by \([m]\) \((m \in \mathbb{Z})\). An exact triangle \( E \to F \to G \to E[1] \) in a triangulated category will often be depicted as

\[
\begin{array}{ccc}
E & \xrightarrow{\varphi} & F \\
\downarrow & & \downarrow \\
G & \to & .
\end{array}
\]

The following is the list of the main notions that we study in this paper:

| Symbol | Description | Definition |
|--------|-------------|------------|
| \( h_t \) | categorical entropy | 2.2 |
| \( h_{\text{cat}} \) | categorical entropy at \( t = 0 \) | 2.6 |
| \( h_{\text{pol}} \) | polynomial categorical entropy | 2.6 |
| \( h_{\text{pol}} \) | polynomial categorical entropy at \( t = 0 \) | 2.6 |
| \( h_{\sigma,t} \) | mass growth | 2.14 |
| \( h_{\sigma} \) | mass growth at \( t = 0 \) | 2.17 |
| \( h_{\text{pol}} \) | polynomial mass growth | 2.17 |
| \( h_{\text{pol}} \) | polynomial mass growth at \( t = 0 \) | 2.17 |
| \( \nu \) | upper shifting number | 2.20 |
| \( \nu \) | lower shifting number | 2.20 |
| \( \nu_{\text{pol}} \) | upper polynomial shifting number | 2.27 |
| \( \nu_{\text{pol}} \) | lower polynomial shifting number | 2.27 |
| \( \tau \) | translation length | 2.32 |
| \( \tau \) | stable translation length | 2.34 |
| \( \rho \) | spectral radius | 2.35 |
| \( s \) | polynomial growth rate | 2.35 |
2 Dynamical invariants

2.1 Categorical entropy

Let us first recall the definition of the categorical entropy introduced by Dimitrov–Haiden–Katzarkov–Kontsevich [9]. It is a categorical analogue of the topological entropy.

**Definition 2.1** ([9, Definition 2.1]) Let $E, F$ be objects of a triangulated category $\mathcal{D}$. The *categorical complexity* of $F$ with respect to $E$ is the function $\delta_t(E, F) : \mathbb{R} \to [0, \infty]$ in $t$ defined by

$$
\delta_t(E, F) := \inf \left\{ \sum_{i=1}^{k} e_{i}^{n_{i}t} \left| \begin{array}{cccc}
0 & \kappa & * & \cdots & * \\
E[n_{1}] & E[n_{2}] & E[n_{k}] & & \end{array} \right. \right\}
$$

if $F \neq 0$, and $\delta_t(E, F) := 0$ if $F \cong 0$. Here the limit runs over all possible cone decompositions of $F \oplus F'$ into $E[n_{i}]$'s for some $F'$.

Recall that an object $G$ of a triangulated category $\mathcal{D}$ is called a *split-generator* if the smallest full triangulated subcategory containing $G$ and closed under taking direct summands coincides with $\mathcal{D}$.

**Definition 2.2** ([9, Definition 2.5]) Let $\mathcal{D}$ be a triangulated category and $G$ be a split-generator of $\mathcal{D}$. The *categorical entropy* of an endofunctor $\Phi : \mathcal{D} \to \mathcal{D}$ is the function $h_t(\Phi) : \mathbb{R} \to [-\infty, \infty)$ in $t$ defined by

$$
h_t(\Phi) := \lim_{n \to \infty} \log \frac{\delta_t(G, \Phi^n G)}{n}.
$$

We denote $h_{\text{cat}}(\Phi) := h_0(\Phi)$.

**Lemma 2.3** ([9, Lemma 2.6], [22, Lemma 2.6]) *The categorical entropy is well-defined in the sense that the limit exists and it does not depend on the choice of a split-generator $G$. Moreover*

$$
h_t(\Phi) = \lim_{n \to \infty} \log \frac{\delta_t(G, \Phi^n G')}{n}
$$

*for any split-generators $G, G'$.*

Recall that a triangulated category is called *saturated* if it admits a smooth and proper dg enhancement. For example, the bounded derived category of a smooth projective variety is saturated.

For two objects $E, F$ of a saturated triangulated category $\mathcal{D}$, define

$$
\epsilon_t(E, F) := \sum_{k \in \mathbb{Z}} \dim \operatorname{Hom}_{\mathcal{D}}(E, F[k]) e^{-kt}.
$$
For endofunctors of a saturated triangulated category, we can use $\epsilon_t$ instead of $\delta_t$ to compute the categorical entropy.

**Proposition 2.4** ([9, Theorem 2.7]) Let $D$ be a saturated triangulated category and $\Phi : D \to D$ be an endofunctor. Then

$$h_t(\Phi) = \lim_{n \to \infty} \frac{\log \epsilon_t(G, \Phi^n G')}{n}$$

for any split-generators $G, G'$.

**Example 2.5**

1. Let $D$ be a saturated triangulated category and $n, m \in \mathbb{Z}$. Suppose $\Phi : D \to D$ satisfies $\Phi^n \cong [m]$. Then $h_t(\Phi) = \frac{m}{n}t$ [9, Section 2.6.1].

2. Let $X$ be a smooth projective variety and $L \in \text{Pic}(X)$. Then $h_t(- \otimes L) = 0$ [9, Lemma 2.14].

3. Let $D$ be a saturated triangulated category and $E \in D$ be a $d$-spherical object where $d \geq 1$. Denote by $T_E : D \to D$ the spherical twist along $E$. Then $h_t(T_E) = (1 - d)t$ for $t \leq 0$ Furthermore, if $E \perp := \{ F \in D \mid \text{Hom}_D(E, F[k]) = 0 \text{ for all } k \in \mathbb{Z} \} \neq 0$ then $h_t(T_E) = 0$ for $t \geq 0$ [33, Theorem 3.1].

The categorical entropy measures the exponential growth rate of $\delta_t(G, \Phi^n G)$ with respect to $n$. In particular, if $\delta_t(G, \Phi^n G)$ grows like a polynomial in $n$, the categorical entropy becomes zero. Fan–Fu–Ouchi [15] introduced the polynomial categorical entropy to measure the polynomial growth rate of $\delta_t(G, \Phi^n G)$ with respect to $n$.

**Definition 2.6** ([15, Definition 2.4]) Let $D$ be a triangulated category and $G$ be a split-generator of $D$. For an endofunctor $\Phi : D \to D$, define $I^\Phi := \{ t \in \mathbb{R} \mid h_t(\Phi) \neq -\infty \}$. The polynomial categorical entropy of an endofunctor $\Phi : D \to D$ is the function $h^\text{pol}_t(\Phi) : I^\Phi \to (0, \infty)$ in $t$ defined by

$$h^\text{pol}_t(\Phi) := \lim_{n \to \infty} \sup \frac{\log \delta_t(G, \Phi^n G) - nh_t(\Phi)}{\log n}.$$

We denote $h^\text{pol}_{\text{cat}}(\Phi) := h^\text{pol}_0(\Phi)$.

Note that $0 \in I^\Phi$ for any $\Phi$ since $h_0(\Phi) \in [0, \infty)$. Thus we can always consider $h^\text{pol}_0(\Phi)$.

**Lemma 2.7** ([15, Lemma 2.6]) The polynomial categorical entropy does not depend on the choice of a split-generator $G$. Moreover

$$h^\text{pol}_t(\Phi) = \lim_{n \to \infty} \frac{\log \delta_t(G, \Phi^n G') - nh_t(\Phi)}{\log n}.$$

for any split-generators $G, G'$.

The following is a polynomial analogue of Proposition 2.4.
**Proposition 2.8** ([15, Lemma 2.7]) Let $\mathcal{D}$ be a saturated triangulated category and $\Phi : \mathcal{D} \to \mathcal{D}$ be an endofunctor. Then

$$h^\text{pol}_t(\Phi) = \lim \sup_{n \to \infty} \log \epsilon_t(G, \Phi^n G') - n h_t(\Phi)$$

for any split-generators $G, G'$.

**Example 2.9** (1) Let $\mathcal{D}$ be a saturated triangulated category and $n, m \in \mathbb{Z}$. Suppose $\Phi : \mathcal{D} \to \mathcal{D}$ satisfies $\Phi^n \cong [m]$. Then $h^\text{pol}_t(\Phi) = 0$ [15, Remark 6.3].

(2) Let $X$ be a smooth projective variety of dimension $d$ and $L \in \text{Pic}(X)$. Then $h^\text{pol}_t(- \otimes L)$ is constant in $t$ and $\nu(L) \leq h^\text{pol}_t(- \otimes L) \leq d$ where $\nu(L) := \max\{n \in \mathbb{Z}_{\geq 0} | c_1(L)^n \neq 0\}$ is the numerical dimension of $L$ [15, Proposition 6.4].

(3) Let $\mathcal{D}$ be a saturated triangulated category and $E \in \mathcal{D}$ be a $d$-spherical object where $d \geq 2$. Denote by $T_E : \mathcal{D} \to \mathcal{D}$ the spherical twist along $E$. Then $h^\text{pol}_t(T_E) = 0$ for $t < 0$. Furthermore, if $E^\perp \neq 0$ then $h^\text{pol}_t(T_E) = 0$ for $t > 0$ [15, Proposition 6.13]. Note that the value at $t = 0$ need not necessarily be zero [15, Remark 6.16].

### 2.2 Stability conditions

Let $\mathcal{D}$ be a triangulated category. The Grothendieck group $K(\mathcal{D})$ of $\mathcal{D}$ is defined by quotienting the free abelian group generated by the objects of $\mathcal{D}$ by the relations $E - F + G$ whenever there is an exact triangle $E \to F \to G \to E[1]$. We denote an element of $K(\mathcal{D})$ by $[E]$ for some $E \in \mathcal{D}$.

**Definition 2.10** ([5, Definition 5.1]) Let $\Gamma$ be a lattice of finite rank and $\nu : K(\mathcal{D}) \to \Gamma$ be a surjective group homomorphism. A *stability condition* $\sigma = (Z_\sigma, \mathcal{P}_\sigma)$ on a triangulated category $\mathcal{D}$ with respect to $(\Gamma, \nu)$ consists of a group homomorphism $Z_\sigma : \Gamma \to \mathbb{C}$ and a full additive subcategory $\mathcal{P}_\sigma(\phi) \subset \mathcal{D}$ for each $\phi \in \mathbb{R}$ satisfying the following conditions:

1. If $0 \neq E \in \mathcal{P}_\sigma(\phi)$, then $Z_\sigma(\nu([E])) = m_\sigma(\nu([E])) e^{i \pi \phi}$ for some $m_\sigma(\nu([E])) \in \mathbb{R}_{>0}$.
2. $\mathcal{P}_\sigma(\phi + 1) = \mathcal{P}_\sigma(\phi)[1]$ for every $\phi \in \mathbb{R}$.
3. If $\phi_1 > \phi_2$ and $E_i \in \mathcal{P}_\sigma(\phi_i)$, then $\text{Hom}_\mathcal{D}(E_1, E_2) = 0$.
4. For every $0 \neq E \in \mathcal{D}$, there exist real numbers $\phi_1 > \cdots > \phi_k$ and $E_i \in \mathcal{P}_\sigma(\phi_i)$ which fit into an iterated exact triangle of the form

\[
\begin{array}{cccccc}
0 & \to & * & \to & * & \cdots & \to & * & \to & E \\
\searrow & & \searrow & & \searrow & & \cdots & & \searrow & & \searrow \\
E_1 & & E_2 & & \cdots & & & & E_k & \\
\end{array}
\]

For an interval $I \subset \mathbb{R}$, let $\mathcal{P}_\sigma(I)$ be the smallest full extension closed subcategory of $\mathcal{D}$ containing $\mathcal{P}_\sigma(\phi)$ for all $\phi \in I$. We always assume a stability condition satisfies the following conditions:
(5) (Locally finite) There exists a constant \( \eta > 0 \) such that the quasi-abelian category \( \mathcal{P}_{\sigma}((\phi - \eta, \phi + \eta)) \) is of finite length for each \( \phi \in \mathbb{R} \).

(6) (Support property) There exists a constant \( C > 0 \) and a norm \( \| - \| \) on \( \Gamma \otimes \mathbb{Z} \mathbb{R} \) such that

\[
\| v([E]) \| \leq C |Z_{\sigma}(v([E]))|
\]

for any \( E \in \mathcal{P}_{\sigma}(\phi) \) and \( \phi \in \mathbb{R} \).

We denote by \( \text{Stab}_1(\mathcal{D}) \) the space of stability conditions (satisfying also the conditions (5) and (6)) on \( \mathcal{D} \) with respect to \( (\Gamma, v) \). If \( (\Gamma, v) = (K(\mathcal{D}), \text{id}) \) then it will be denoted by \( \text{Stab}(\mathcal{D}) \).

**Remark 2.11** Suppose \( \mathcal{D} \) is of finite type, i.e., the graded vector space \( \text{Hom}^\bullet_{\mathcal{D}}(E, F) := \bigoplus_{k \in \mathbb{Z}} \text{Hom}_{\mathcal{D}}(E, F[k])[-k] \) is finite dimensional for any \( E, F \in \mathcal{D} \). Then we can define the Euler form \( \chi : K(\mathcal{D}) \times K(\mathcal{D}) \to \mathbb{Z} \) given by

\[
\chi([E], [F]) := \sum_{k \in \mathbb{Z}} (-1)^k \dim \text{Hom}_{\mathcal{D}}(E, F[k]).
\]

The numerical Grothendieck group \( \mathcal{N}(\mathcal{D}) \) of \( \mathcal{D} \) is defined as

\[
\mathcal{N}(\mathcal{D}) := K(\mathcal{D})/\langle [E] \in K(\mathcal{D}) \mid \chi([E], -) = 0 \rangle.
\]

By an abuse of notation, we denote an element of \( \mathcal{N}(\mathcal{D}) \) also by \( [E] \) for some \( E \in \mathcal{D} \).

A triangulated category is called numerically finite if it is of finite type and the rank of the numerical Grothendieck group is of finite rank.

A stability condition on a numerically finite triangulated category \( \mathcal{D} \) with respect to \( (\mathcal{N}(\mathcal{D}), \pi) \), where \( \pi : K(\mathcal{D}) \to \mathcal{N}(\mathcal{D}) \) is the projection, is called a numerical stability condition. We denote by \( \text{Stab}_{\mathcal{N}}(\mathcal{D}) \) the space of numerical stability conditions on \( \mathcal{D} \).

From now on, we set \( Z_{\sigma}(E) := Z_{\sigma}(v([E])), m_{\sigma}(E) := m_{\sigma}(v([E])) \) and so on to simplify the notations.

The group homomorphism \( Z_{\sigma} : \Gamma \to \mathbb{C} \) is called the central charge. A non-zero object in \( \mathcal{P}_{\sigma}(\phi) \) is called a \( \sigma \)-semistable object of phase \( \phi \). It is known that each \( \mathcal{P}_{\sigma}(\phi) \) is an abelian category [5, Lemma 5.2]. We call a simple object of \( \mathcal{P}_{\sigma}(\phi) \) a \( \sigma \)-stable object of phase \( \phi \). The heart of a stability condition \( \sigma \) is defined to be \( \mathcal{P}_{\sigma}(0, 1] \). It is the heart of a bounded t-structure determined by \( \sigma \), in particular, an abelian category. In fact, it is known that to give a stability condition \( \sigma \) on \( \mathcal{D} \) is equivalent to give a bounded t-structure on \( \mathcal{D} \) and a stability function \( Z_{\sigma} : \Gamma \to \mathbb{C} \) on its heart \( \mathcal{H}_{\sigma} \) with a property analogous to Definition 2.10 (4) [5, Proposition 5.3]. In view of this fact, we sometimes write a stability condition with heart \( \mathcal{H}_{\sigma} \) by \( (Z_{\sigma}, \mathcal{H}_{\sigma}) \).

The iterated exact triangle as in Definition 2.10 (4) is determined uniquely and we call it the Harder–Narasimhan filtration of \( E \) with semistable factors \( E_1, \ldots, E_k \). The uniqueness of the Harder–Narasimhan filtration allows us to define \( \phi_{\sigma}^+(E) := \phi_1, \ldots, \phi_k \).
\( \phi^{-}_\sigma(E) := \phi_k \) and

\[
m_{\sigma,t}(E) := \sum_{i=1}^k |Z_{\sigma}(E_i)| e^{\phi_i t}
\]

using the Harder–Narasimhan filtration of \( 0 \neq E \in \mathcal{D} \). If \( E \cong 0 \), we set \( m_{\sigma,t}(E) := 0 \).

We call \( m_{\sigma,t}(E) \) the mass of \( E \) and denote \( m_{\sigma}(E) := m_{\sigma,0}(E) \).

Bridgeland [5] introduced a generalized metric on \( \text{Stab}/\Gamma_1(\mathcal{D}) \) which is defined as

\[
d_B(\sigma, \tau) := \sup_{0 \neq E \in \mathcal{D}} \left\{ |\phi_+^\tau(E) - \phi_+^\sigma(E)|, |\phi_-^\tau(E) - \phi_-^\sigma(E)|, \left| \log \frac{m_\tau(E)}{m_\sigma(E)} \right| \right\} \in [0, \infty]
\]

for \( \sigma, \tau \in \text{Stab}/\Gamma_1(\mathcal{D}) \). We equip \( \text{Stab}/\Gamma_1(\mathcal{D}) \) with the topology induced by this metric.

**Theorem 2.12** ([5, Theorem 1.3]) The map \( \text{Stab}/\Gamma_1(\mathcal{D}) \to \text{Hom}(\Gamma, \mathbb{C}) \) given by \((Z, \mathcal{P}) \mapsto Z\) is a local homeomorphism where \( \text{Hom}_\mathbb{Z}(\Gamma, \mathbb{C}) \cong \mathbb{C}^{\text{rk}\Gamma} \) is equipped with the natural linear topology.

Thus the space \( \text{Stab}/\Gamma_1(\mathcal{D}) \) of stability conditions carries the structure of a finite dimensional complex manifold induced from the natural complex structure on \( \text{Hom}_\mathbb{Z}(\Gamma, \mathbb{C}) \cong \mathbb{C}^{\text{rk}\Gamma} \).

Let \( \text{Aut}(\mathcal{D}) \) be the group of autoequivalences of \( \mathcal{D} \) and assume that there is a group homomorphism \([-\Gamma] : \text{Aut}(\mathcal{D}) \to \text{Aut}_\mathbb{Z}(\Gamma) \) (or \( G \to \text{Aut}_\mathbb{Z}(\Gamma) \) for a subgroup \( G \) of \( \text{Aut}(\mathcal{D}) \)) which makes the diagram

\[
\begin{array}{ccc}
K(\mathcal{D}) & \xrightarrow{[\Phi]} & K(\mathcal{D}) \\
\downarrow v & & \downarrow v \\
\Gamma & \xrightarrow{[\Phi]_\Gamma} & \Gamma
\end{array}
\]

commute, where \([\Phi] : K(\mathcal{D}) \to K(\mathcal{D})\) denotes the induced group homomorphism. The group \( \text{Aut}(\mathcal{D}) \) acts on \( \text{Stab}/\Gamma_1(\mathcal{D}) \) from the left. For \( \Phi \in \text{Aut}(\mathcal{D}) \), the action is given by

\[
\Phi \cdot (Z, \mathcal{P}) := (Z', \mathcal{P}')
\]

where \( Z' := Z \circ [\Phi]_\Gamma^{-1} \) and \( \mathcal{P}'(\phi) := \Phi(\mathcal{P}(\phi)) \).

**Remark 2.13** Alternatively, we can consider the group \( \text{Aut}_\Gamma(\mathcal{D}) := \{(\Phi, a) \in \text{Aut}(\mathcal{D}) \times \text{Aut}_\mathbb{Z}(\Gamma) \mid v \circ [\Phi] = a \circ v\} \) as in [28, Section 6.3]. Then all our statements can be generalized by replacing \([\Phi]_\Gamma\) by \( a \). However, for the sake of simplicity, we assume throughout the paper that every \( \Phi \in \text{Aut}(\mathcal{D}) \) admits \([\Phi]_\Gamma \in \text{Aut}_\mathbb{Z}(\Gamma) \) such that \((\Phi, [\Phi]_\Gamma) \in \text{Aut}_\Gamma(\mathcal{D}) \) and the map \( \text{Aut}(\mathcal{D}) \ni \Phi \mapsto [\Phi]_\Gamma \in \text{Aut}_\mathbb{Z}(\Gamma) \) defines a group homomorphism.
Recall that the universal cover \( \tilde{GL}^+(2, \mathbb{R}) \) of \( GL^+(2, \mathbb{R}) \) consists of elements \((M, f)\) where \( M \in GL^+(2, \mathbb{R}) \) and \( f : \mathbb{R} \to \mathbb{R} \) is an increasing function satisfying \( f(\phi + 1) = f(\phi) + 1 \) and \( M e^{i\pi \phi} \in \mathbb{R}_{>0} e^{i\pi f(\phi)} \). The group \( \tilde{GL}^+(2, \mathbb{R}) \) acts on \( \text{Stab}_\Gamma(D) \) from the right. For \((M, f) \in \tilde{GL}^+(2, \mathbb{R})\), the action is given by

\[(Z, \mathcal{P}) \cdot (M, f) := (Z'', \mathcal{P}'')\]

where \(Z'' := M^{-1} \cdot Z\) and \( \mathcal{P}''(\phi) := \mathcal{P}(f(\phi))\).

Moreover \( \mathbb{C} \) also acts on \( \text{Stab}_\Gamma(D) \) from the right through the map

\[C \ni \alpha \mapsto \left( M_\alpha := e^{-i\pi \Im \alpha} \begin{pmatrix} \cos \pi \Re \alpha & -\sin \pi \Re \alpha \\ \sin \pi \Re \alpha & \cos \pi \Re \alpha \end{pmatrix}, f_\alpha : \phi \mapsto \phi + \Im \alpha \right) \in \tilde{GL}^+(2, \mathbb{R})\]

where \( \Im \alpha \) (resp. \( \Re \alpha \)) is the real (resp. imaginary) part of \( \alpha \). More explicitly, \( \alpha \in \mathbb{C} \) acts as

\[(Z, \mathcal{P}) \cdot \alpha := (Z''', \mathcal{P}''')\]

where \(Z''' := e^{-i\pi \alpha} Z\) and \( \mathcal{P}'''(\phi) := \mathcal{P}(\phi + \Im \alpha)\).

In the rest of this paper, we will often fix a connected component of \( \text{Stab}_\Gamma(D) \) and denote it by \( \text{Stab}^\dagger_\Gamma(D) \). The generalized metric \( d_B \) becomes a genuine metric on \( \text{Stab}^\dagger_\Gamma(D) \), i.e., it takes values on \([0, \infty)\). Also note that the action of \( \tilde{GL}^+(2, \mathbb{R}) \) preserves the connected component whereas that of \( \text{Aut}(D) \) need not.

### 2.3 Mass growth

The mass growth was introduced by Ikeda [19] as a categorical analogue of the volume growth.

**Definition 2.14** ([19, Definition 3.2]) Let \( \sigma \in \text{Stab}_\Gamma(D) \). The **mass growth** with respect to an endofunctor \( \Phi : D \to D \) is the function \( h_{\sigma, t}(\Phi) : \mathbb{R} \to [-\infty, \infty) \) in \( t \) defined by

\[h_{\sigma, t}(\Phi) := \sup_{0 \neq E \in D} \left( \limsup_{n \to \infty} \frac{\log m_{\sigma, t}(\Phi^n E)}{n} \right).\]

We denote \( h_\sigma(\Phi) := h_{\sigma, 0}(\Phi) \).

**Lemma 2.15** ([19, Proposition 3.10]) If \( \sigma, \tau \in \text{Stab}_\Gamma(D) \) are in the same connected component, then \( h_{\sigma, t}(\Phi) = h_{\tau, t}(\Phi) \). In particular, the mass growth only depends on the connected component in which \( \sigma \in \text{Stab}_\Gamma(D) \) lies.

A stability condition \( \sigma \in \text{Stab}_\Gamma(D) \) is called an **algebraic stability condition** if its heart is a finite length abelian category with finitely many simple objects.

**Theorem 2.16** ([19, Theorems 3.5 and 3.14]) Let \( \sigma \in \text{Stab}^\dagger_\Gamma(D) \) and \( \Phi : D \to D \) be an endofunctor.
For any split-generator $G \in \mathcal{D}$, we have

$$h_{\sigma,t}(\Phi) = \limsup_{n \to \infty} \log m_{\sigma,t}(\Phi^n G)/n.$$ 

(2) We have an inequality

$$h_{\sigma,t}(\Phi) \leq h_t(\Phi)$$

where the equality holds if $\sigma$ lies in a connected component containing an algebraic stability condition.

A polynomial analogue of the mass growth was introduced by Fan–Fu–Ouchi [15].

**Definition 2.17** ([15, Definition 3.3]) Let $\sigma \in \text{Stab}_{\Gamma}(\mathcal{D})$. For an endofunctor $\Phi : \mathcal{D} \to \mathcal{D}$, define $I_{\sigma}^\Phi := \{ t \in \mathbb{R} | h_{\sigma,t}(\Phi) \neq -\infty \}$. The polynomial mass growth with respect to an endofunctor $\Phi : \mathcal{D} \to \mathcal{D}$ is the function $h_{\sigma,t}^{\text{pol}}(\Phi) : I_{\sigma}^\Phi \to [-\infty, \infty)$ in $t$ defined by

$$h_{\sigma,t}^{\text{pol}}(\Phi) := \sup_{0 \neq E \in \mathcal{D}} \left( \limsup_{n \to \infty} \frac{\log m_{\sigma,t}(\Phi^n E) - nh_{\sigma,t}(\Phi)}{\log n} \right).$$

We denote $h_{\sigma}^{\text{pol}}(\Phi) := h_{\sigma,0}^{\text{pol}}(\Phi)$.

Note that $0 \in I_{\Phi}$ for any $\Phi$ since $h_{\sigma,0}(\Phi) \in [0, \infty)$. Thus we can always consider $h_{\sigma,0}^{\text{pol}}(\Phi)$.

**Lemma 2.18** ([15, Lemma 3.5]) If $\sigma, \tau \in \text{Stab}_{\Gamma}(\mathcal{D})$ are in the same connected component, then $h_{\sigma,t}^{\text{pol}}(\Phi) = h_{\tau,t}^{\text{pol}}(\Phi)$. In particular, the polynomial mass growth only depends on the connected component in which $\sigma \in \text{Stab}_{\Gamma}(\mathcal{D})$ lies.

The following is a polynomial analogue of Theorem 2.16.

**Theorem 2.19** ([15, Lemmas 3.4, 3.6 and 3.7]) Let $\sigma \in \text{Stab}^\dagger_{\Gamma}(\mathcal{D})$ and $\Phi : \mathcal{D} \to \mathcal{D}$ be an endofunctor.

(1) For any split-generator $G \in \mathcal{D}$, we have

$$h_{\sigma,t}^{\text{pol}}(\Phi) = \limsup_{n \to \infty} \log m_{\sigma,t}(\Phi^n G) - nh_{\sigma,t}(\Phi)/\log n.$$ 

(2) We have an inequality

$$h_{\sigma,t}^{\text{pol}}(\Phi) \leq h_{t}^{\text{pol}}(\Phi)$$

where the equality holds if $\sigma$ lies in a connected component containing an algebraic stability condition.
2.4 Shifting number

The shifting number was introduced by Fan–Filip [14] as a categorical analogue of the Poincaré translation number. It also can be considered as a generalization of the Serre dimension introduced by Elagin–Lunts [10].

In this section, we only consider saturated triangulated categories. Note that, for an endofunctor $\Phi$ of a saturated triangulated category, its categorical entropy $h_t(\Phi)$ is a real-valued convex function in $t$ [14, Theorem 2.1.6].

**Definition 2.20** ([14, Definition 2.1.8]) Let $\mathcal{D}$ be a saturated triangulated category. The \textit{upper shifting number} (resp. \textit{lower shifting number}) of an endofunctor $\Phi : \mathcal{D} \to \mathcal{D}$ is the number $\nu(\Phi) \in \mathbb{R}$ (resp. $\nu(\Phi) \in \mathbb{R}$) defined by

$$\nu(\Phi) := \lim_{t \to \infty} \frac{h_t(\Phi)}{t} \quad \left(\text{resp. } \nu(\Phi) := \lim_{t \to -\infty} \frac{h_t(\Phi)}{t}\right).$$

**Remark 2.21** Every saturated triangulated category has the Serre functor [3, Corollary 3.5]. If $S$ denotes the Serre functor of a saturated triangulated category $\mathcal{D}$, its upper shifting number $\nu(S)$ (resp. lower shifting number $\nu(S)$) is called the \textit{upper Serre dimension} (resp. \textit{lower Serre dimension}) of $\mathcal{D}$ [10, Definition 5.3].

Now, for two objects $E, F$ of a saturated triangulated category $\mathcal{D}$, define

$$\epsilon^+(E, F) := \max\{k \in \mathbb{Z} \mid \text{Hom}_\mathcal{D}(E, F[-k]) \neq 0\},$$

$$\epsilon^-(E, F) := \min\{k \in \mathbb{Z} \mid \text{Hom}_\mathcal{D}(E, F[-k]) \neq 0\}. $$

**Proposition 2.22** ([14, Theorem 2.1.7]) The upper (resp. lower) shifting number is well-defined in the sense that the limit exists. Moreover

$$\nu(\Phi) \cdot t \leq h_t(\Phi) \leq h^\text{cat}(\Phi) + \nu(\Phi) \cdot t \quad (t \geq 0),$$

$$\nu(\Phi) \cdot t \leq h_t(\Phi) \leq h^\text{cat}(\Phi) + h_t(\Phi) \cdot t \quad (t \leq 0).$$

There is another lower bound for the categorical entropy.

**Proposition 2.23** ([10, Theorem 6.14]) Let $\mathcal{D}$ be a saturated triangulated category and $\Phi : \mathcal{D} \to \mathcal{D}$ be an endofunctor. Then we have

$$h_t(\Phi) \geq h^\text{cat}(\Phi) + \nu(\Phi) \cdot t \quad (t \geq 0),$$

$$h_t(\Phi) \geq h^\text{cat}(\Phi) + \nu(\Phi) \cdot t \quad (t \leq 0).$$

The shifting number can be described in terms of stability conditions.
Proposition 2.24 ([14, Theorem 2.2.6]) Let $\mathcal{D}$ be a saturated triangulated category and $\sigma \in \text{Stab}_1^\dagger(\mathcal{D})$. For any endofunctor $\Phi : \mathcal{D} \to \mathcal{D}$ and a split-generator $G$, we have

$$\overline{\nu}(\Phi) = \lim_{t \to \infty} \frac{h_{\sigma,t}(\Phi)}{t} = \lim_{n \to \infty} \frac{\phi_{\sigma}(\Phi^n G)}{n},$$

$$\underline{\nu}(\Phi) = \lim_{t \to -\infty} \frac{h_{\sigma,t}(\Phi)}{t} = \lim_{n \to \infty} \frac{\phi_{\sigma}^-(\Phi^n G)}{n}.$$ 

In addition, we have

$$\overline{\nu}(\Phi) \cdot t \leq h_{\sigma,t}(\Phi) \leq h_{\sigma}(\Phi) + \overline{\nu}(\Phi) \cdot t \quad (t \geq 0),$$

$$\underline{\nu}(\Phi) \cdot t \leq h_{\sigma,t}(\Phi) \leq h_{\sigma}(\Phi) + \underline{\nu}(\Phi) \cdot t \quad (t \leq 0).$$

This also shows that the asymptotic behavior of the mass growth $h_{\sigma,t}(\Phi)$ does not depend on the choice of $\sigma \in \text{Stab}_1(\mathcal{D})$.

A lower bound analogous to Proposition 2.23 can be proved for the mass growth.

Proposition 2.25 Let $\mathcal{D}$ be a saturated triangulated category and $\sigma \in \text{Stab}_1^\dagger(\mathcal{D})$. For any endofunctor $\Phi : \mathcal{D} \to \mathcal{D}$, we have

$$h_{\sigma,t}(\Phi) \geq h_{\sigma}(\Phi) + \overline{\nu}(\Phi) \cdot t \quad (t \geq 0),$$

$$h_{\sigma,t}(\Phi) \geq h_{\sigma}(\Phi) + \underline{\nu}(\Phi) \cdot t \quad (t \leq 0).$$

Remark 2.26 While we were writing the paper, Woolf [37] uploaded a paper containing a result similar to Proposition 2.25 (see [37, Proposition 3.2]).

Proof Fix a split-generator $G$. For any $t \geq 0$, we have

$$m_{\sigma,t}(\Phi^n G) \geq m_{\sigma}(\Phi^n G) e^{\phi_{\sigma}^- (\Phi^n G) \cdot t}.$$ 

Then, applying Theorem 2.16 (1) and Proposition 2.24, we obtain the desired lower bound.

A similar argument can be applied for $t \leq 0$. \qed

Let us introduce a polynomial analogue of the shifting number for an endofunctor with vanishing categorical entropy.

Definition 2.27 Let $\mathcal{D}$ be a saturated triangulated category and $\Phi : \mathcal{D} \to \mathcal{D}$ be an endofunctor with $h_{\text{cat}}(\Phi) = 0$. The upper polynomial shifting number (resp. lower polynomial shifting number) of $\Phi$ is the number $\overline{\nu}^{\text{pol}}(\Phi) \in [-\infty, \infty)$ (resp. $\underline{\nu}^{\text{pol}}(\Phi) \in [-\infty, \infty)$) defined by

$$\overline{\nu}^{\text{pol}}(\Phi) := \lim_{t \to \infty} \frac{h^{\text{pol}}_t(\Phi)}{t} \quad \text{(resp. } \underline{\nu}^{\text{pol}}(\Phi) := \lim_{t \to -\infty} \frac{h^{\text{pol}}_t(\Phi)}{t}.$$
Whenever we deal with the polynomial shifting number of an endofunctor \( \Phi \), we will implicitly assume that \( h_{\text{cat}}(\Phi) = 0 \).

The following is a polynomial analogue of Proposition 2.22.

**Proposition 2.28** The upper (resp. lower) dimension is well-defined in the sense that the limit exists. Moreover

\[
\nu_{\text{pol}}(\Phi) = \limsup_{n \to \infty} \frac{\epsilon^+ (G, \Phi^n G') - n \nu(\Phi)}{\log n}
\]

\[
(\text{resp. } \nu_{\text{pol}}(\Phi) = \liminf_{n \to \infty} \frac{\epsilon^- (G, \Phi^n G') - n \nu(\Phi)}{\log n})
\]

for any split-generators \( G, G' \). In addition, we have

\[
\nu_{\text{pol}}(\Phi) \cdot t \leq h^t_{\text{pol}}(\Phi) \leq h^\text{pol}_{\text{cat}}(\Phi) \cdot t \quad (t \geq 0),
\]

\[
\nu_{\text{pol}}(\Phi) \cdot t \leq h^t_{\text{pol}}(\Phi) \leq h^\text{pol}_{\text{cat}}(\Phi) + \nu_{\text{pol}}(\Phi) \cdot t \quad (t \leq 0).
\]

**Proof** For \( t \geq 0 \), we have

\[
e^{\epsilon^+ (G, \Phi^n G') \cdot t} \leq \epsilon_t (G, \Phi^n G') \leq \epsilon_0 (G, \Phi^n G') e^{\epsilon^+ (G, \Phi^n G') \cdot t}
\]

and therefore

\[
\left( \limsup_{n \to \infty} \frac{\epsilon^+ (G, \Phi^n G') - n \nu(\Phi)}{\log n} \right) t \leq \limsup_{n \to \infty} \frac{\log \epsilon_t (G, \Phi^n G') - n \nu(\Phi) \cdot t}{\log n}
\]

\[
\leq \limsup_{n \to \infty} \left( \frac{\log \epsilon_0 (G, \Phi^n G')}{\log n} + \frac{\epsilon^+ (G, \Phi^n G') - n \nu(\Phi)}{\log n} \cdot t \right)
\]

\[
= h^\text{pol}_{\text{cat}}(\Phi) + \left( \limsup_{n \to \infty} \frac{\epsilon^+ (G, \Phi^n G') - n \nu(\Phi)}{\log n} \right) t.
\]

Since \( h_{\text{cat}}(\Phi) = 0 \) by assumption, we see that

\[
\limsup_{n \to \infty} \frac{\log \epsilon_t (G, \Phi^n G') - n \nu(\Phi) \cdot t}{\log n}
\]

\[
= \limsup_{n \to \infty} \frac{\log \epsilon_t (G, \Phi^n G') - n h_t(\Phi)}{\log n} = h^t_{\text{pol}}(\Phi)
\]

by Propositions 2.8 and 2.22. Thus it follows that

\[
\nu_{\text{pol}}(\Phi) = \lim_{t \to \infty} \frac{h^t_{\text{pol}}(\Phi)}{t} = \limsup_{n \to \infty} \frac{\epsilon^+ (G, \Phi^n G') - n \nu(\Phi)}{\log n}
\]
and

\[ \nu_{\text{pol}}(\Phi) \cdot t \leq h_{\text{pol}}^t(\Phi) \leq h_{\text{cat}}^\text{pol}(\Phi) + \nu_{\text{pol}}(\Phi) \cdot t \]

for every \( t \geq 0 \).

The case \( t \leq 0 \) can be similarly proved. \( \square \)

The following is a polynomial analogue of Proposition 2.23.

**Proposition 2.29** Let \( D \) be a saturated triangulated category and \( \Phi : D \to D \) be an endofunctor with \( h_{\text{cat}}(\Phi) = 0 \). Then we have

\[ h_{\text{pol}}^t(\Phi) \geq h_{\text{cat}}^\text{pol}(\Phi) + \nu_{\text{pol}}(\Phi) \cdot t \quad (t \geq 0), \]

\[ h_{\text{pol}}^t(\Phi) \geq h_{\text{cat}}^\text{pol}(\Phi) + \nu_{\text{pol}}(\Phi) \cdot t \quad (t \leq 0). \]

**Proof** Fix split-generators \( G, G' \). For any \( t \geq 0 \), we have

\[ \epsilon_t(G, \Phi^n G') \geq \epsilon_0(G, \Phi^n G') e^{-\langle G, \Phi^n G' \rangle \cdot t}. \]

As in the proof of Proposition 2.28, we get

\[ h_{\text{pol}}^t(\Phi) \geq h_{\text{cat}}^\text{pol}(\Phi) + \limsup_{n \to \infty} \left( \frac{\epsilon^-(G, \Phi^n G') - n \nu(\Phi)}{\log n} \cdot t \right) \]

\[ \geq h_{\text{cat}}^\text{pol}(\Phi) + \liminf_{n \to \infty} \left( \frac{\epsilon^-(G, \Phi^n G') - n \nu(\Phi)}{\log n} \cdot t \right) \]

\[ = h_{\text{cat}}^\text{pol}(\Phi) + \left( \liminf_{n \to \infty} \frac{\epsilon^-(G, \Phi^n G') - n \nu(\Phi)}{\log n} \right) t \]

\[ = h_{\text{cat}}^\text{pol}(\Phi) + \nu_{\text{pol}}(\Phi) \cdot t. \]

For \( t \leq 0 \), we similarly obtain

\[ h_{\text{pol}}^t(\Phi) \geq h_{\text{cat}}^\text{pol}(\Phi) + \limsup_{n \to \infty} \left( \frac{\epsilon^+(G, \Phi^n G') - n \nu(\Phi)}{\log n} \cdot t \right) \]

\[ \geq h_{\text{cat}}^\text{pol}(\Phi) + \liminf_{n \to \infty} \left( \frac{\epsilon^+(G, \Phi^n G') - n \nu(\Phi)}{\log n} \cdot t \right) \]

\[ = h_{\text{cat}}^\text{pol}(\Phi) + \left( \limsup_{n \to \infty} \frac{\epsilon^+(G, \Phi^n G') - n \nu(\Phi)}{\log n} \right) t \]

\[ = h_{\text{cat}}^\text{pol}(\Phi) + \nu_{\text{pol}}(\Phi) \cdot t \]

as desired. \( \square \)

The following is a polynomial analogue of Proposition 2.24.
Proposition 2.30 Let $\mathcal{D}$ be a saturated triangulated category and $\sigma \in \text{Stab}^\dagger_{\Gamma}(\mathcal{D})$. For any endofunctor $\Phi : \mathcal{D} \to \mathcal{D}$ with $h_{\text{cat}}(\Phi) = 0$ and a split-generator $G$, we have

\[
\begin{align*}
\bar{\nu}^{\text{pol}}(\Phi) &= \lim_{t \to \infty} \frac{h_{\sigma,t}^{\text{pol}}(\Phi)}{t} = \limsup_{n \to \infty} \frac{\phi_\sigma^+(\Phi^n G) - n\varpi(\Phi)}{\log n}, \\
\underline{\nu}^{\text{pol}}(\Phi) &= \lim_{t \to -\infty} \frac{h_{\sigma,t}^{\text{pol}}(\Phi)}{t} = \liminf_{n \to \infty} \frac{\phi_\sigma^-(\Phi^n G) - n\varpi(\Phi)}{\log n}.
\end{align*}
\]

In addition, we have

\[
\begin{align*}
\bar{\nu}^{\text{pol}}(\Phi) \cdot t &\leq h_{\sigma,t}^{\text{pol}}(\Phi) \leq h_\sigma^{\text{pol}}(\Phi) + \bar{\nu}^{\text{pol}}(\Phi) \cdot t \quad (t \geq 0), \\
\underline{\nu}^{\text{pol}}(\Phi) \cdot t &\leq h_{\sigma,t}^{\text{pol}}(\Phi) \leq h_\sigma^{\text{pol}}(\Phi) + \underline{\nu}^{\text{pol}}(\Phi) \cdot t \quad (t \leq 0).
\end{align*}
\]

Proof Note that, by Definition 2.10 (6), we can find a constant $C > 0$ such that $|Z_\sigma(E)| > C$ for every $\sigma$-semistable object $E$.

For $t \geq 0$, we thus have

\[
C e^{\phi_\sigma^+(\Phi^n G) \cdot t} \leq m_{\sigma,t}(\Phi^n G) \leq m_{\sigma,0}(\Phi^n G)e^{\phi_\sigma^+(\Phi^n G) \cdot t}
\]

and therefore

\[
\left( \limsup_{n \to \infty} \frac{\phi_\sigma^+(\Phi^n G) - n\varpi(\Phi)}{\log n} \right) t \leq \limsup_{n \to \infty} \frac{\log m_{\sigma,t}(\Phi^n G) - n\varpi(\Phi) \cdot t}{\log n} \leq \limsup_{n \to \infty} \left( \frac{\log m_{\sigma,0}(\Phi^n G)}{\log n} + \frac{\phi_\sigma^+(\Phi^n G) - n\varpi(\Phi)}{\log n} \right) \cdot t = h_\sigma^{\text{pol}}(\Phi) + \left( \limsup_{n \to \infty} \frac{\phi_\sigma^+(\Phi^n G) - n\varpi(\Phi)}{\log n} \right) t.
\]

Since $h_{\text{cat}}(\Phi) = 0$ by assumption, we see that $h_\sigma(\Phi) = 0$ by Theorem 2.16 (2). Thus we get

\[
\limsup_{n \to \infty} \frac{\log m_{\sigma,t}(\Phi^n G) - n\varpi(\Phi) \cdot t}{\log n} = \limsup_{n \to \infty} \frac{\log m_{\sigma,t}(\Phi^n G) - nh_{\sigma,t}(\Phi)}{\log n} = h_{\sigma,t}^{\text{pol}}(\Phi)
\]

by Theorem 2.19 (1) and Proposition 2.24. Hence it follows that

\[
\lim_{t \to \infty} \frac{h_{\sigma,t}(\Phi)}{t} = \limsup_{n \to \infty} \frac{\phi_\sigma^+(\Phi^n G) - n\varpi(\Phi)}{\log n}.
\]

On the other hand, note that, for $E, F \in \mathcal{D}$, the condition Hom$_{\mathcal{D}}(E, F[-k]) \neq 0$ implies that $\phi_\sigma^+(F) - \phi_\sigma^-(E) \geq k$. In particular, we have $\phi_\sigma^+(F) - \phi_\sigma^-(E) \geq e^+(E, F)$.  
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Using this, we get
\[ \phi^+_\sigma(\Phi^n G) - \phi^-_\sigma(G) \geq \epsilon^+(G, \Phi^n G) \] (2.5)
and hence
\[
\lim_{t \to \infty} \frac{h^\text{pol}_{\sigma,t}(\Phi)}{t} = \limsup_{n \to \infty} \frac{\phi^+_\sigma(\Phi^n G) - n\nu(\Phi)}{\log n} \\
\geq \limsup_{n \to \infty} \frac{\epsilon^+(G, \Phi^n G) - n\nu(\Phi)}{\log n} = \bar{\nu}^\text{pol}(\Phi) \\
= \lim_{t \to \infty} \frac{h^\text{pol}_1(\Phi)}{t} \\
\geq \lim_{t \to \infty} \frac{h^\text{pol}_{\sigma,t}(\Phi)}{t} .
\]

Therefore we obtain
\[ \bar{\nu}^\text{pol}(\Phi) = \limsup_{n \to \infty} \frac{\phi^+_\sigma(\Phi^n G) - n\nu(\Phi)}{\log n} . \] (2.6)

Then, substituting the equalities (2.4) and (2.6) into the inequality (2.3), we obtain the inequality (2.1).

Next, let us consider the case \( t \leq 0 \). As before, we obtain
\[
\left( \liminf_{n \to \infty} \frac{\phi^-_\sigma(\Phi^n G) - n\nu(\Phi)}{\log n} \right) t \leq h^\text{pol}_{\sigma,t}(\Phi) \leq h^\text{pol}_1(\Phi) \\
+ \left( \liminf_{n \to \infty} \frac{\phi^-_\sigma(\Phi^n G) - n\nu(\Phi)}{\log n} \right) t
\]
and therefore
\[
\lim_{t \to -\infty} \frac{h^\text{pol}_{\sigma,t}(\Phi)}{t} = \liminf_{n \to \infty} \frac{\phi^-_\sigma(\Phi^n G) - n\nu(\Phi)}{\log n} .
\]

Let \( S \) be the Serre functor of \( \mathcal{D} \). If \( 0 \neq \text{Hom}_\mathcal{D}(E, F[-k]) \cong \text{Hom}_\mathcal{D}(F[-k], SE) \), then \( \phi^+_\sigma(SE) - \phi^-_\sigma(F) \geq -k \). In particular, we have \( \phi^+_\sigma(SE) - \phi^-_\sigma(F) \geq -\epsilon^-(E, F) \).

Using this, we get
\[ \epsilon^-(G, \Phi^n G) \geq \phi^-_\sigma(\Phi^n G) - \phi^+_\sigma(SE) \] (2.8)
and hence
\[
\lim_{t \to -\infty} \frac{h^\text{pol}_{\sigma,t}(\Phi)}{t} = \liminf_{n \to \infty} \frac{\phi^-_\sigma(\Phi^n G) - n\nu(\Phi)}{\log n}
\]
\[
\leq \liminf_{n \to \infty} \frac{\epsilon^{-}(G, \Phi^{n}G) - n \nu(\Phi)}{\log n} \\
= \nu^{\text{pol}}(\Phi) \\
= \lim_{t \to -\infty} \frac{h_{\sigma,t}^{\text{pol}}(\Phi)}{t} \\
\leq \lim_{t \to -\infty} \frac{h_{\sigma,t}^{\text{pol}}(\Phi)}{t}.
\]

Therefore we obtain

\[
\nu^{\text{pol}}(\Phi) = \liminf_{n \to \infty} \frac{\phi^{-}_{\sigma}(\Phi^{n}G) - n \nu(\Phi)}{\log n}.
\] (2.9)

Then, substituting the equality (2.9) into the inequality (2.7), we obtain the inequality (2.2).

The following is a polynomial analogue of Proposition 2.25.

**Proposition 2.31** Let \( \mathcal{D} \) be a saturated triangulated category and \( \sigma \in \text{Stab}^\dagger(\mathcal{D}) \). For any endofunctor \( \Phi : \mathcal{D} \to \mathcal{D} \) with \( \text{h_{cat}}(\Phi) = 0 \), we have

\[
h_{\sigma,t}^{\text{pol}}(\Phi) \geq h_{\sigma}^{\text{pol}}(\Phi) + \nu^{\text{pol}}(\Phi) \cdot t \quad (t \geq 0),
\]

\[
h_{\sigma,t}^{\text{pol}}(\Phi) \geq h_{\sigma}^{\text{pol}}(\Phi) + \nu^{\text{pol}}(\Phi) \cdot t \quad (t \leq 0).
\]

**Proof** This can be proved by combining the arguments in the proofs of Propositions 2.25 and 2.29.

\[\Box\]

2.5 Translation length

Let us consider the metric space \((\text{Stab}^\dagger(\mathcal{D}), d_B)\). We denote the element of the quotient space \(\text{Stab}^\dagger(\mathcal{D})/\mathbb{C}\) represented by \(\sigma \in \text{Stab}^\dagger(\mathcal{D})\) as \(\bar{\sigma}\). As every \(\mathbb{C}\)-orbit is closed in \(\text{Stab}^\dagger(\mathcal{D})\),

\[
\bar{d}_B(\bar{\sigma}, \bar{\tau}) := \inf_{\alpha \in \mathbb{C}} d_B(\sigma, \tau \cdot \alpha)
\]

gives a well-defined metric on \(\text{Stab}^\dagger(\mathcal{D})/\mathbb{C}\). The actions of \(\text{Aut}(\mathcal{D})\) and \(\widetilde{GL}^+(2, \mathbb{R})\) on \(\text{Stab}^\dagger(\mathcal{D})\) descend to ones on \(\text{Stab}^\dagger(\mathcal{D})/\mathbb{C}\). Clearly, both \(\text{Aut}(\mathcal{D})\) and \(\widetilde{GL}^+(2, \mathbb{R})\) act on \((\text{Stab}^\dagger(\mathcal{D})/\mathbb{C}, \bar{d}_B)\) isometrically. We will study the (stable) translation length of the action of some autoequivalences on \((\text{Stab}^\dagger(\mathcal{D})/\mathbb{C}, \bar{d}_B)\).

Let us recall the definitions and their basic properties.
Definition 2.32 Let \((X, d)\) be a metric space and \(f : X \to X\) be an isometry. The translation length of \(f\) is defined by
\[
\tau(f) := \inf_{x \in X} d(x, f(x))
\]
and the stable translation length of \(f\) is defined by
\[
\tau_s(f) := \lim_{n \to \infty} \frac{d(x, f^n(x))}{n}
\]
for some \(x \in X\).

Recall the following elementary fact.

Lemma 2.33 The stable translation length is well-defined in the sense that the limit exists and it does not depend on the choice of \(x \in X\). Moreover \(\tau(f) \geq \tau_s(f)\) holds.

Proof The sequence \(\{d(x, f^n(x))\}_{n=1}^{\infty}\) is subadditive. Indeed
\[
d(x, f^{n+m}(x)) \leq d(x, f^n(x)) + d(f^n(x), f^{n+m}(x)) = d(x, f^n(x)) + d(x, f^m(x)).
\]
Therefore the limit exists by Fekete’s lemma.

Now fix \(x, y \in X\). Then
\[
d(x, f^n(x)) \leq d(x, y) + d(y, f^n(y)) + d(f^n(y), f^n(x)) = 2d(x, y) + d(y, f^n(y)).
\]
Thus it follows that
\[
\lim_{n \to \infty} \frac{d(x, f^n(x))}{n} \leq \lim_{n \to \infty} \frac{d(y, f^n(y))}{n}.
\]
Similarly, we obtain the opposite inequality.

Again by Fekete’s lemma, \(\tau_s(f)\) can be written as
\[
\tau_s(f) = \inf_{n \in \mathbb{N}} \frac{d(x, f^n(x))}{n} \leq d(x, f(x))
\]
for any \(x \in X\). This implies that \(\tau(f) \geq \tau_s(f)\). \(\square\)

2.6 Spectral radius and polynomial growth

Recall that, in our situation, every \(\Phi \in \text{Aut}(D)\) induces a linear map \([\Phi]_\Gamma : \Gamma \otimes \mathbb{Z} \mathbb{C} \to \Gamma \otimes \mathbb{Z} \mathbb{C}\). We will compare the categorical entropy and mass growth of \(\Phi \in \text{Aut}(D)\) with the logarithm of the spectral radius of \([\Phi]_\Gamma\).

Let us recall the definition.
Definition 2.34 Let $V$ be a finite dimensional vector space over $\mathbb{R}$ or $\mathbb{C}$ and $A : V \to V$ be a linear map. Let $\lambda_1, \ldots, \lambda_k \in \mathbb{C}$ be the eigenvalues of $A$. The spectral radius $\rho(A)$ of $A$ is defined by

$$\rho(A) := \max\{|\lambda_1|, \ldots, |\lambda_k|\}.$$ 

We will also compare the polynomial categorical entropy and polynomial mass growth of $\Phi \in \text{Aut}(\mathcal{D})$ with the polynomial growth rate of $[\Phi]_{\Gamma}$. It is defined as follows.

Definition 2.35 \([7, \text{Section 2}], [15, \text{Definition 4.1}]\) Let $V$ be a finite dimensional vector space over $\mathbb{R}$ or $\mathbb{C}$ and $A : V \to V$ be a linear map with $\rho(A) \neq 0$. Fix a matrix norm $\|\cdot\|$. The polynomial growth rate $s(A)$ of $A$ is defined by

$$s(A) := \lim_{n \to \infty} \frac{\log \|A^n\| - n \log \rho(A)}{\log n}.$$ 

Lemma 2.36 ([15, Lemma 4.2]) The polynomial growth rate is well-defined in the sense that the limit exists and it does not depend on the choice of a matrix norm $\|\cdot\|$. Moreover $s(A) + 1$ coincides with the maximal size of the Jordan blocks of $A$ whose eigenvalues have absolute value $\rho(A)$. In particular, $s(A)$ is a non-negative integer.

For the linear map $[\Phi]_{\Gamma} : \Gamma \otimes_{\mathbb{Z}} \mathbb{C} \to \Gamma \otimes_{\mathbb{Z}} \mathbb{C}$ induced by $\Phi \in \text{Aut}(\mathcal{D})$, we denote its spectral radius (resp. polynomial growth rate) simply by $\rho(\Phi) := \rho([\Phi]_{\Gamma})$ (resp. $s(\Phi) := s([\Phi]_{\Gamma})$).

2.7 Yomdin type inequalities

The Yomdin type inequalities (see Theorem 1.1) for the (polynomial) categorical entropy and mass growth have been proved for the following cases.

Proposition 2.37 \([24, \text{Theorem 2.13}]\) Let $\mathcal{D}$ be a numerically finite saturated triangulated category and $\Phi : \mathcal{D} \to \mathcal{D}$ be an autoequivalence. Then we have

$$h_{\text{cat}}(\Phi) \geq \log \rho(\Phi).$$

Proposition 2.38 \([15, \text{Proposition 4.3}]\) Let $\mathcal{D}$ be a numerically finite saturated triangulated category and $\Phi : \mathcal{D} \to \mathcal{D}$ be an autoequivalence such that $h_{\text{cat}}(\Phi) = \log \rho(\Phi)$. Then we have

$$h_{\text{pol}}^\text{cat}(\Phi) \geq s(\Phi).$$

Proposition 2.39 \(([19, \text{Proposition 3.11}]\) Let $\mathcal{D}$ be a triangulated category and $\sigma \in \text{Stab}_{\Gamma}^*(\mathcal{D})$. Let $\Phi : \mathcal{D} \to \mathcal{D}$ be an autoequivalence. Then we have

$$h_\sigma(\Phi) \geq \log \rho(\Phi).$$
**Proposition 2.40** ([15, Proposition 4.5]) Let $\mathcal{D}$ be a triangulated category and $\sigma \in \text{Stab}^\dagger_\Gamma(\mathcal{D})$. Let $\Phi : \mathcal{D} \rightarrow \mathcal{D}$ be an autoequivalence such that $h_\sigma(\Phi) = \log \rho(\Phi)$. Then we have

$$h^\text{pol}_\sigma(\Phi) \geq s(\Phi).$$

In the next section, we will show that the opposite inequalities, i.e., the Gromov type inequalities (see Theorem 1.2), also hold for a certain class of autoequivalences.

### 3 Gromov–Yomdin type theorems

#### 3.1 Compatible triples

In this section, we shall show that a certain class of autoequivalences satisfies the Gromov–Yomdin type theorems. Our main notion to consider is the following.

**Definition 3.1** Let $\mathcal{D}$ be a triangulated category. A triple $(\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^\dagger_\Gamma(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})$ is called compatible if it satisfies

$$\Phi \cdot \sigma = \sigma \cdot g.$$ 

**Remark 3.2** For a given $\Phi \in \text{Aut}(\mathcal{D})$, there exist $\sigma \in \text{Stab}^\dagger_\Gamma(\mathcal{D})$ and $g \in \widetilde{GL}^+(2, \mathbb{R})$ such that the triple $(\Phi, \sigma, g)$ is compatible if and only if the action of $\Phi$ on the quotient space $\text{Stab}^\dagger_\Gamma(\mathcal{D})/\widetilde{GL}^+(2, \mathbb{R})$ has a fixed point.

As mentioned in Sect. 1, an autoequivalence $\Phi \in \text{Aut}(\mathcal{D})$ in a compatible triple $(\Phi, \sigma, g)$ can be thought of as a categorical analogue of a holomorphic automorphism.

Let $V$ be a vector space over $\mathbb{R}$. We call a subset $S \subset V$ an $\mathbb{R}$-spanning set of $V$ if the linear subspace of $V$ spanned by $S$ coincides with $V$. For $\sigma = (Z_\sigma, P_\sigma) \in \text{Stab}^\dagger_\Gamma(\mathcal{D})$, we say the central charge $Z_\sigma : \Gamma \rightarrow \mathbb{C}$ has spanning image if the set

$$\{Z_\sigma(E) \mid E \text{ is } \sigma\text{-semistable}\}$$

is an $\mathbb{R}$-spanning set of $\mathbb{C} \cong \mathbb{R}^2$.

The following theorem says that if a triple $(\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^\dagger_\Gamma(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})$ is compatible and $Z_\sigma$ has spanning image then the Gromov–Yomdin type theorems hold for $\Phi$.

**Theorem 3.3** Let $(\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^\dagger_\Gamma(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})$ be a compatible triple such that $Z_\sigma$ has spanning image. Then we have the following:

1. $h_\sigma(\Phi) = \log \rho(\Phi) = \log \rho(M_g)$.
2. $h^\text{pol}_\sigma(\Phi) = s(\Phi) = s(M_g)$.
**Proof** (1) Note that the compatibility of the triple \((\Phi, \sigma, g)\) implies that

\[
Z_{\sigma} \circ [\Phi]_{\Gamma} = M_g \cdot Z_{\sigma}
\]  

(3.1)

and that \(\Phi\) sends \(\sigma\)-semistable objects (of phase \(\phi\)) to \(\sigma\)-semistable objects (of phase \(f_g(\phi)\)). Take any object \(0 \neq E \in \mathcal{D}\) then

\[
v(E) = \sum_{i=1}^{k} v(E_i) \in \Gamma
\]

where \(E_1, \ldots, E_k\) are the semistable factors of the Harder–Narasimhan filtration of \(E\) with respect to \(\sigma\). Then, for every \(n \in \mathbb{N}\), \(\Phi^n E_1, \ldots, \Phi^n E_k\) are the semistable factors of the Harder–Narasimhan filtration of \(\Phi^n E\) with respect to \(\sigma\). Therefore we have

\[
m_{\sigma}(\Phi^n E) = \sum_{i=1}^{k} |Z_{\sigma}(\Phi^n E_i)| = \sum_{i=1}^{k} |M^n_g Z_{\sigma}(E_i)| \leq \|M^n_g\| \sum_{i=1}^{k} |Z_{\sigma}(E_i)|
\]

\[
= \|M^n_g\| m_{\sigma}(E)
\]

where \(\|\cdot\|\) is the matrix norm induced by the standard vector norm on \(\mathbb{R}^2\). Then, by Gelfand’s formula, we obtain

\[
h_{\sigma}(\Phi) = \sup_{0 \neq E \in \mathcal{D}} \left( \limsup_{n \to \infty} \frac{\log m_{\sigma}(\Phi^n E)}{n} \right)
\]

\[
\leq \lim_{n \to \infty} \frac{\log \|M^n_g\|}{n} = \log \rho(M_g).
\]

Now let \(\mu_\Phi(t)\) be the minimal polynomial of \([\Phi]_{\Gamma}\). Then, by Cayley–Hamilton theorem and the equation (3.1), we have

\[
0 = Z_{\sigma}(\mu_\Phi([\Phi]_{\Gamma})v) = \mu_\Phi(M_g)Z_{\sigma}(v)
\]

for every \(v \in \Gamma\). From this, we see that \(\mu_\Phi(M_g) = 0\) as \(Z_{\sigma}\) is assumed to have spanning image. This implies that the minimal polynomial of \(M_g\) divides \(\mu_\Phi\) and hence every eigenvalue of \(M_g\) is an eigenvalue of \([\Phi]_{\Gamma}\). Therefore we have

\[
\log \rho(M_g) \leq \log \rho(\Phi) \leq h_{\sigma}(\Phi)
\]

where the second inequality follows from Proposition 2.39.

(2) Note that \(h_{\sigma}(\Phi) = \log \rho(M_g)\) by (1). As in the proof of (1), we obtain

\[
h_{\sigma}^{\text{pol}}(\Phi) = \sup_{0 \neq E \in \mathcal{D}} \limsup_{n \to \infty} \frac{\log m_{\sigma}(\Phi^n E) - nh_{\sigma}(\Phi)}{\log n}
\]
\[
\leq \limsup_{n \to \infty} \frac{\log \|M_g^n\| - n \log \rho(M_g)}{\log n}
= s(M_g).
\]

Since \(s(M_g) + 1\) (resp. \(s(\Phi) + 1\)) coincides with the maximal size of the Jordan blocks of \(M_g\) (resp. \([\Phi]_\Gamma\)) whose eigenvalues have absolute value \(\rho(M_g) = \rho(\Phi)\) by Lemma 2.36, the minimal polynomial argument as in the proof of (1) shows that

\[
s(M_g) \leq s(\Phi) \leq h_{\sigma, t}(\Phi)
\]

where the second inequality follows from Proposition 2.40.

Combining Theorems 2.16 (2), 2.19 (2) and 3.3, we immediately obtain the following corollary.

**Corollary 3.4** Let \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+ (\mathcal{D}) \times \widehat{GL}^+ (2, \mathbb{R})\) be a compatible triple such that \(Z_\sigma\) has spanning image. Assume that \(\sigma\) lies in a connected component containing an algebraic stability condition. Then we have the following:

1. \(h_{\text{cat}}(\Phi) = \log \rho(\Phi) = \log \rho(M_g)\).
2. \(h_{\text{pol}}(\Phi) = s(\Phi) = s(M_g)\).

### 3.2 Saturated case

Let \(\mathcal{D}\) be a saturated triangulated category and \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+ (\mathcal{D}) \times \widehat{GL}^+ (2, \mathbb{R})\) be a compatible triple. In this section, we show that the categorical entropy \(h_t(\Phi)\) and the mass growth \(h_{\sigma, t}(\Phi)\) (resp. their polynomial analogues) are linear in \(t\) where the slopes are given by the shifting number. As a corollary, we will see that the Gromov–Yomdin type theorem for the categorical entropy (resp. polynomial categorical entropy) of \(\Phi\) holds if and only if \(h_t(\Phi) = h_{\sigma, t}(\Phi)\) (resp. \(h_{\text{pol}}(\Phi) = h_{\sigma, t}^{\text{pol}}(\Phi)\)) for all \(t\).

One of the key ingredients is the following.

**Proposition 3.5** ([28, Proposition 6.17]) Suppose \(\mathcal{D}\) is saturated and let \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+ (\mathcal{D}) \times \widehat{GL}^+ (2, \mathbb{R})\) be a compatible triple. Then we have \(\nu(\Phi) = \nu(\Phi)\).

We can prove a similar statement for the polynomial case.

**Proposition 3.6** Suppose \(\mathcal{D}\) is saturated and let \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+ (\mathcal{D}) \times \widehat{GL}^+ (2, \mathbb{R})\) be a compatible triple such that \(h_{\text{cat}}(\Phi) = 0\). Then we have \(\nu_{\text{pol}}(\Phi) = \nu_{\text{pol}}(\Phi)\).

**Proof** By Proposition 3.5, we have \(\nu(\Phi) = \nu(\Phi)\). Then, using the inequalities (2.5) and (2.8), we obtain

\[
0 \leq \nu_{\text{pol}}(\Phi) - \nu_{\text{pol}}(\Phi)
\]

\(\text{Birkhäuser}\)
\[
\leq \limsup_{n \to \infty} \frac{\epsilon^+(G, \Phi^n G) - n\overline{\nu}(\Phi)}{\log n} - \liminf_{n \to \infty} \frac{\epsilon^-(G, \Phi^n G) - n\overline{\nu}(\Phi)}{\log n}
\]
\[
= \limsup_{n \to \infty} \frac{\epsilon^+(G, \Phi^n G) - \epsilon^-(G, \Phi^n G)}{\log n}
\]
\[
\leq \limsup_{n \to \infty} \frac{\phi_\sigma^+(\Phi^n G) - \phi_\sigma^-(\Phi^n G) + \phi_\sigma^+(S G) - \phi_\sigma^-(G)}{\log n}
\]
\[
= \limsup_{n \to \infty} \frac{f^n_\sigma^+(G) - f^n_\sigma^-(G)}{\log n}.
\]

In general, for any increasing function \( f : \mathbb{R} \to \mathbb{R} \) such that \( f(\phi + 1) = f(\phi) \), the proof of [28, Proposition 6.17] shows that
\[
\lim_{n \to \infty} \frac{f^n(\phi_1) - f^n(\phi_2)}{\log n} = 0
\]
for any \( \phi_1, \phi_2 \in \mathbb{R} \). This shows that \( \overline{\nu}^{\text{pol}}(\Phi) = \overline{\nu}^{\text{pol}}(\Phi) \).

**Proposition 3.7** Suppose \( \mathcal{D} \) is saturated and let \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+_\mathcal{N}(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R}) \) be a compatible triple. Then we have the following:

1. \( h_t(\Phi) = h_{\text{cat}}(\Phi) + \overline{\nu}(\Phi) \cdot t \).
2. \( h_{\sigma, t}(\Phi) = h_{\sigma}(\Phi) + \overline{\nu}(\Phi) \cdot t \).
3. \( h_{\text{pol}}^i(\Phi) = h_{\text{cat}}^\text{pol}(\Phi) + \overline{\nu}^{\text{pol}}(\Phi) \cdot t \) under the assumption that \( h_{\text{cat}}(\Phi) = 0 \).
4. \( h_{\sigma, t}^\text{pol}(\Phi) = h_{\sigma}^\text{pol}(\Phi) + \overline{\nu}^{\text{pol}}(\Phi) \cdot t \) under the assumption that \( h_{\text{cat}}(\Phi) = 0 \).

**Proof** (1) By Propositions 2.22 and 2.23, we have
\[
h_{\text{cat}}(\Phi) + \overline{\nu}(\Phi) \cdot t \leq h_t(\Phi) \leq h_{\text{cat}}(\Phi) + \overline{\nu}(\Phi) \cdot t \quad (t \geq 0),
\]
\[
h_{\text{cat}}(\Phi) + \overline{\nu}(\Phi) \cdot t \leq h_t(\Phi) \leq h_{\text{cat}}(\Phi) + \overline{\nu}(\Phi) \cdot t \quad (t \leq 0).
\]
As \( \overline{\nu}(\Phi) = \overline{\nu}(\Phi) \) by Proposition 3.5, we see that \( h_t(\Phi) = h_{\text{cat}}(\Phi) + \overline{\nu}(\Phi) \cdot t \) for all \( t \in \mathbb{R} \).

(2) Similarly, apply Propositions 2.24, 2.25 and 3.5.

(3) Similarly, apply Propositions 2.28, 2.29 and 3.6.

(4) Similarly, apply Propositions 2.30, 2.31 and 3.6. \( \square \)

As a corollary, we obtain a necessary and sufficient condition for the Gromov–Yomdin type theorem for the (polynomial) categorical entropy.

**Corollary 3.8** Suppose \( \mathcal{D} \) is saturated and let \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+_\mathcal{N}(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R}) \) be a compatible triple such that \( Z_\sigma \) has spanning image. Then we have the following:

1. \( h_{\text{cat}}(\Phi) = \log \rho(\Phi) \) if and only if \( h_t(\Phi) = h_{\sigma, t}(\Phi) \) for all \( t \in \mathbb{R} \).
2. \( h_{\text{cat}}^\text{pol}(\Phi) = s(\Phi) \) if and only if \( h_{\sigma}^\text{pol}(\Phi) = h_{\sigma, t}^\text{pol}(\Phi) \) for all \( t \in \mathbb{R} \) under the assumption that \( h_{\text{cat}}(\Phi) = 0 \).
Proof (1) Suppose \( h_t(\Phi) = h_{\sigma,t}(\Phi) \) for all \( t \in \mathbb{R} \), in particular, \( h_{\text{cat}}(\Phi) = h_{\sigma}(\Phi) \). Then Theorem 3.3 (1) shows that \( h_{\text{cat}}(\Phi) = h_{\sigma}(\Phi) = \log \rho(\Phi) \). Conversely, suppose \( h_{\text{cat}}(\Phi) = h_{\sigma}(\Phi) = \log \rho(\Phi) \). By Theorem 3.3 (1), we have \( \log \rho(\Phi) = h_{\sigma}(\Phi) \).

Thus the assertion readily follows from Proposition 3.7 (1), (2).

(2) Similarly, apply Theorem 3.3 (2) and Proposition 3.7 (3), (4). □

3.3 Comparison with translation length

Consider a triangulated category \( \mathcal{D} \) (not necessarily saturated) and a compatible triple \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})\). In this section, we study the relationship between the mass growth of \( \Phi \) and the stable translation length of the action of \( \Phi \) on \((\text{Stab}^+(\mathcal{D})/\mathbb{C}, \tilde{d_B})\).

We need the following linear algebraic lemma.

**Lemma 3.9** Let \( V \) be a vector space over \( \mathbb{R} \) and \( S \subset V \) be an \( \mathbb{R} \)-spanning set of \( V \). For a linear map \( A : V \to V \), define

\[
\|A\|_S := \sup_{v \in S} \frac{|Av|}{|v|}.
\]

Then \( \|\cdot\|_S \) is a matrix norm. Moreover, if \( A : V \to V \) is a linear isomorphism acting bijectively on \( S \), we have

\[
\|A^{-1}\|_S = \left( \inf_{v \in S} \frac{|Av|}{|v|} \right)^{-1}.
\]

*Proof* The proof that \( \|\cdot\|_S \) is a matrix norm is standard. Let us prove the latter assertion.

\[
\|A^{-1}\|_S = \sup_{v \in S} \frac{|A^{-1}v|}{|v|} = \sup_{v \in S} \frac{|v|}{|Av|} = \left( \sup_{v \in S} \frac{|v|}{|Av|} \right)^{-1} = \left( \inf_{v \in S} \frac{|Av|}{|v|} \right)^{-1}
\]

where the second equality holds by the assumption that \( A \) acts bijectively on \( S \). □

We can show the following by generalizing the proof of [23, Theorem 4.9] (also see [36, Proposition 4.1]).

**Theorem 3.10** Let \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})\) be a compatible triple. Then we have

\[
\tau^s(\Phi) = \log \frac{\rho(M_g)}{\det(M_g)^{1/2}}.
\]

In particular, if \( Z_{\sigma} \) has spanning image and \( \det(M_g) = 1 \) then

\[
\tau^s(\Phi) = \log \rho(M_g) = \log \rho(\Phi) = h_{\sigma}(\Phi).
\]
Proof (1) Let us first show that \( \tau^s(\Phi) \leq \log \frac{\rho(M_g)}{\det(M_g)^{1/2}} \). Since \( \sigma \) and \( \sigma \cdot g \) have the same sets of semistable objects and the same Harder–Narasimhan filtrations, for any \( n \in \mathbb{N} \) and \( \alpha \in \mathbb{C} \), we have

\[
d_B(\sigma, \Phi^n \cdot \sigma \cdot \alpha) = d_B(\sigma, \sigma \cdot (g^n \alpha))
\]

\[
= \sup_{E: \sigma \text{-s.s.}} \left\{ |\phi_{\sigma \cdot (g^n \alpha)}(E) - \phi_\sigma(E)|, \log \left| \frac{M_{\sigma \cdot (g^n \alpha)}(E)}{m_{\sigma}(E)} \right| \right\}
\]

\[
= \sup_{E: \sigma \text{-s.s.}} \left\{ |\phi_{\sigma \cdot (g^n \alpha)}(E) - \phi_\sigma(E)|, \log \left| \frac{Z_{\sigma \cdot (g^n \alpha)}(E)}{Z_\sigma(E)} \right| \right\}
\]

\[
= \sup_{E: \sigma \text{-s.s.}} \left\{ |f_{g^n \alpha}(\phi_\sigma(E)) - \phi_\sigma(E)|, \log \left| \frac{M_{g^n \alpha}^{-1}Z_\sigma(E)}{Z_\sigma(E)} \right| \right\}
\]

\[
\leq \max \left\{ \sup_{E: \sigma \text{-s.s.}} |f_{g^n \alpha}(\phi_\sigma(E)) - \phi_\sigma(E)|, \sup_{v \in \mathbb{R}^2, \|v\|=1} \log \left| \frac{M_{g^n \alpha}^{-1}v}{Z_\sigma(E)} \right| \right\}
\]

\[
= \max\{A_{n,\alpha}, B_{n,\alpha}\}
\]

where

\[
A_{n,\alpha} := \sup_{\phi \in \mathbb{R}} |f_{g^n \alpha}(\phi) - \phi|,
\]

\[
B_{n,\alpha} := \sup_{v \in \mathbb{R}^2, \|v\|=1} \left| \log \left| \frac{M_{g^n \alpha}^{-1}v}{Z_\sigma(E)} \right| \right|.
\]

- Since \( f_g^n - \text{id} : \mathbb{R} \to \mathbb{R} \) is a 1-periodic function,

\[
A_{n,\alpha} = \sup_{\phi \in \mathbb{R}} |f_{g^n}(\phi) - \phi + \Re(\alpha)| = \max_{\phi \in [0,1]} |f_{g^n}(\phi) - \phi + \Re(\alpha)|.
\]

Thus, for every \( \alpha \in \mathbb{C} \) such that \( \Re(\alpha) = -f_{g^n}(0) \),

\[
A_{n,\alpha} = \max_{\phi \in [0,1]} |f_{g^n}(\phi) - \phi - f_{g^n}(0)| < 1 \quad (3.2)
\]

since \( h(\phi) := f_{g^n}(\phi) - f_{g^n}(0) \) is an increasing function with \( h(0) = 0, h(1) = 1 \).

- Let \( M'_g := \frac{1}{\det(M_g)^{1/2}} M_g \in SL(2, \mathbb{R}) \) and \( \| - \| \) be the matrix norm induced by the standard vector norm on \( \mathbb{R}^2 \). Then

\[
B_{n,\alpha} = \sup_{v \in \mathbb{R}^2, \|v\|=1} \left\{ \pm \log \left| \frac{M_{g^n \alpha}^{-1}v}{Z_\sigma(E)} \right| \right\}
\]
\[
\begin{align*}
&= \max \left\{ \log \sup_{v \in \mathbb{R}^2, \|v\|=1} |M_{g^n \alpha}^{-1} v|, \log \left( \inf_{v \in \mathbb{R}^2, \|v\|=1} |M_{g^n \alpha}^{-1} v| \right)^{-1} \right\} \\
&= \max \{ \log \|M_{g^n \alpha}^{-1}\|, \log \|M_{g^n \alpha}\| \} \\
&= \max \{ \log \|M_{g}^{-n}\| - \pi \Im \alpha, \log \|M_{g}^{-n}\| + \pi \Im \alpha \} \\
&= \max \{ \log \|M_{g}^{-\pm n}\| \pm \log \det(M_{g})^{n/2} \pm \pi \Im \alpha \}
\end{align*}
\]

where the third equality follows from Lemma 3.9 (by setting \(S := \mathbb{R}^2 \setminus \{0\}\)). Therefore, for every \(\alpha \in \mathbb{C}\) such that \(\Im \alpha = -\frac{1}{\pi} \log \det(M_{g})^{n/2}\),

\[
B_{n,\alpha} = \max \{ \log \|M_{g}^{-n}\|, \log \|M_{g}^{-n}\| \}.
\]  

(3.3)

By the above estimates, we obtain

\[
\frac{\tilde{d}_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} = \frac{1}{n} \inf_{\alpha \in \mathbb{C}} d_B(\sigma, \Phi^n \cdot \sigma \cdot \alpha) \\
\leq \frac{1}{n} \inf_{\alpha \in \mathbb{C}} \max\{A_{n,\alpha}, B_{n,\alpha}\} \\
\leq \frac{1}{n} \max\{1, \log \|M_{g}^{-n}\|, \log \|M_{g}^{-n}\| \} \\
= \max \left\{ \frac{1}{n}, \log \|M_{g}^{-n}\|^{1/n}, \log \|M_{g}^{-n}\|^{1/n} \right\}
\]

where the third inequality follows from the inequalities (3.2) and (3.3) for \(\alpha = -f^n_{g}(0) - \frac{1}{\pi} \log \det(M_{g})^{n/2}\). Since \(-\|\|\) is a matrix norm, for every \(\varepsilon > 0\), there exists \(N \in \mathbb{N}\) such that

\[
\rho(M_{g}') - \varepsilon < \|M_{g}^{-\pm n}\|^{1/n} < \rho(M_{g}') + \varepsilon
\]

for every \(n > N\). Note that \(\rho(M_{g}') = \rho(M_{g}^{-1}) \geq 1\). Therefore, if we take \(N\) sufficiently large,

\[
\frac{\tilde{d}_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} < \log(\rho(M_{g}') + \varepsilon) = \log \left( \frac{\rho(M_{g})}{\det(M_{g})^{1/2} + \varepsilon} \right)
\]

for every \(n > N\). Since \(\varepsilon > 0\) is arbitrary, it follows that

\[
\tau^s(\Phi) = \lim_{n \to \infty} \frac{\tilde{d}_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} \leq \log \frac{\rho(M_{g})}{\det(M_{g})^{1/2}}.
\]

(2) Let us next show that \(\tau^s(\Phi) \geq \log \frac{\rho(M_{g})}{\det(M_{g})^{1/2}}\) assuming that \(\mathbb{Z}_\sigma\) has spanning image. As in (1), for any \(n \in \mathbb{N}\) and \(\alpha \in \mathbb{C}\), we have

\[
d_B(\sigma, \Phi^n \cdot \sigma \cdot \alpha) = \max\{A_{n,\alpha}', B_{n,\alpha}'\}
\]
where

\[ A'_{n, \alpha} := \sup_{E: \sigma\text{-s.s.}} |f_{g^n\alpha}(\phi_{\sigma}(E)) - \phi_{\sigma}(E)|, \]

\[ B'_{n, \alpha} := \sup_{E: \sigma\text{-s.s.}} \left| \log \frac{|M_{g^n\alpha}^{-1} Z_{\sigma}(E)|}{|Z_{\sigma}(E)|} \right|. \]

As in (1), we obtain the following.

- Again let

\[ M'_g := \frac{1}{\det(M_g)^{1/2}} M_g \in SL(2, \mathbb{R}) \]

and \( \| - \|_S \) be the matrix norm determined by the set \( S := \{ Z_{\sigma}(E) | E \text{ is } \sigma\text{-semistable} \} \) by Lemma 3.9. Then, as before,

\[ B'_{n, \alpha} = \max \{ \log \| M'^{\pm n}_g \|_S \pm \log \det(M_g)^{n/2} \pm \pi \Im \alpha \}. \quad (3.4) \]

Now let us prove the claim. If \( \rho(M'_g) = 1 \) then

\[ 0 \leq \lim_{n \to \infty} \frac{\bar{d}_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} \leq \log \frac{\rho(M_g)}{\det(M_g)^{1/2}} = \log \rho(M'_g) = 0. \]

Assume that \( \rho(M'_g) > 1 \). Then, using the above estimates,

\[ \frac{\bar{d}_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} = \frac{1}{n} \inf_{\alpha \in \mathbb{C}} \max_{n} \{ A'_{n, \alpha}, B'_{n, \alpha} \} \]

\[ \geq \frac{1}{n} \inf_{\alpha \in \mathbb{C}} B'_{n, \alpha} \]

\[ = \frac{1}{n} \inf_{\alpha \in \mathbb{C}} \max \{ \log \| M'^{\pm n}_g \|_S \pm \log \det(M_g)^{n/2} \pm \pi \Im \alpha \} \]

\[ = \inf_{\alpha \in \mathbb{C}} \max \left\{ \log \| M'^{\pm n}_g \|_S^{1/n} \pm \log \det(M_g)^{1/2} \pm \frac{\pi \Im \alpha}{n} \right\}. \]

For any \( \rho(M'_g) - 1 > \varepsilon > 0 \), there exists \( N \in \mathbb{N} \) such that

\[ \rho(M'_g) - \varepsilon < \| M'^{\pm n}_g \|_S^{1/n} < \rho(M'_g) + \varepsilon \]

for every \( n > N \). Hence we get

\[ \frac{\bar{d}_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} > \inf_{\alpha \in \mathbb{C}} \max \left\{ \log (\rho(M'_g) - \varepsilon) \pm \log \det(M_g)^{1/2} \pm \frac{\pi \Im \alpha}{n} \right\} \]

\[ = \log (\rho(M'_g) - \varepsilon) \]

\[ = \log \left( \frac{\rho(M_g)}{\det(M_g)^{1/2}} - \varepsilon \right). \]
Therefore
\[
\tau^\varepsilon(\phi) = \lim_{n \to \infty} \frac{d_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} \geq \log \frac{\rho(M_g)}{\det(M_g)^{1/2}}
\]
as \varepsilon > 0 is arbitrary.

(3) Finally, let us show that \(\tau^\varepsilon(\phi) \geq \log \frac{\rho(M_g)}{\det(M_g)^{1/2}}\) assuming that \(Z_\sigma\) does not have spanning image. In this case, the set \(S = \{Z_\sigma(E) \mid E \text{ is } \sigma\text{-semistable}\}\) spans a (real) one dimensional subspace of \(\mathbb{C} \cong \mathbb{R}^2\) and thus the relation \(Z_\sigma \circ [\Phi]_\Gamma = M_g \cdot Z_\sigma\) forces
\[
M'_g Z_\sigma(E) = \frac{1}{\det(M_g)^{1/2}} Z_\sigma(\Phi E) = \lambda Z_\sigma(E)
\]
for every \(\sigma\)-semistable object \(E\) and some \(\lambda \in \mathbb{R}\) which necessarily is an eigenvalue of \(M'_g\). This then implies that
\[
\|M'^{\pm n}_g\|_S = \sup_{E: \sigma\text{-s.s.}} \frac{|M'^{\pm n}_g Z_\sigma(E)|}{|Z_\sigma(E)|} = |\lambda|^{\pm n}.
\]
Note that \(\| - \|_S\) is not a matrix norm in general since the set \(S\) is not an \(\mathbb{R}\)-spanning set of \(\mathbb{C} \cong \mathbb{R}^2\). However, as before, we still obtain
\[
\frac{d_B(\tilde{\sigma}, \Phi^n \cdot \tilde{\sigma})}{n} \geq \inf_{\alpha \in \mathbb{C}} \max_{\alpha \in \mathbb{C}} \left\{ \log \|M'^{\pm n}_g\|_S^{1/n} \pm \log \det(M_g)^{1/2} \pm \frac{\pi \alpha}{n} \right\}
\]
\[
= \inf_{\alpha \in \mathbb{C}} \max_{\alpha \in \mathbb{C}} \left\{ \log|\lambda|^{\pm 1} \pm \log \det(M_g)^{1/2} \pm \frac{\pi \Im \alpha}{n} \right\}
\]
\[
= \max\{\log|\lambda|^{\pm 1}\}
\]
\[
= \log \rho(M'_g)
\]
\[
= \log \frac{\rho(M_g)}{\det(M_g)^{1/2}}.
\]
Here the fourth equality holds since \(\lambda, \lambda^{-1}\) are the eigenvalues of \(M'_g \in SL(2, \mathbb{R})\). \(\square\)

4 Remarks on compatible triples

4.1 Criterion for compatible triples

In this section, we give a criterion for a triple \((\Phi, \sigma, g) \in \text{Aut}(D) \times \text{Stab}^\dagger(D) \times \widetilde{GL}^+ (2, \mathbb{R})\) to be compatible, i.e., \(\Phi \cdot \sigma = \sigma \cdot g\).

First of all, note that the compatibility implies the following:

(1) \(Z_\sigma \circ [\Phi]_\Gamma = M_g \cdot Z_\sigma\).
(2) \( \Phi(\mathcal{P}_\sigma(\phi)) = \mathcal{P}_\sigma(f_g(\phi)) \) for any \( \phi \in \mathbb{R} \).

The condition (1) is easier to check in practice and one might wonder whether the condition (1) implies the condition (2). This is not true in general as the following example shows.

**Example 4.1** For an odd positive integer \( d \neq 1 \), let \( \Gamma_2^d \) be the \( d \)-Calabi–Yau Ginzburg dg algebra associated to the \( A_2 \) quiver \( 1 \leftarrow 2 \) [17]. Let \( D_{fd}(\Gamma_2^d) \) be the derived category of dg \( \Gamma_2^d \)-modules with finite dimensional cohomology and \( S_1, S_2 \) be the simple modules corresponding to two vertices. It is known that they are \( d \)-spherical and satisfy \( \text{Hom}^*_{D_{fd}(\Gamma_2^d)}(S_1, S_2) = \mathbb{C}[-1] \) [21, Lemma 2.15]. Denote by \( TS_1 \) the spherical twist along \( S_1 \) [34]. It sends an object \( E \) to \( \text{Cone}(\text{Hom}^*_{D_{fd}(\Gamma_2^d)}(S_1, E) \otimes S_1 \xrightarrow{\text{ev}} E) \).

Let \( \mathcal{H} \) be the standard algebraic heart of \( D_{fd}(\Gamma_2^d) \). To give a stability condition \( \sigma \) with heart \( \mathcal{H} \), it is enough to choose \( z_i \in \mathbb{H} := \{me^{i\pi\phi} \mid m \in \mathbb{R}_{>0}, \phi \in [0, 1) \} \) and put \( Z_{\sigma}(S_i) := z_i \) \((i = 1, 2)\). Let us choose \( z_i \)'s so that \( \arg z_2 > \arg z_1 \). We have

\[
Z_{\sigma}(TS_1 S_1) = Z_{\sigma}(S_1[1 - d]) = (-1)^{1-d} z_1 = z_1,
\]

and since \( TS_1 S_2 \) sits in the exact triangle \( S_1[-1] \to S_2 \to TS_1 S_2 \to S_1 \),

\[
Z_{\sigma}(TS_1 S_2) = Z_{\sigma}(S_1) + Z_{\sigma}(S_2) = z_1 + z_2.
\]

Hence, if we call \( M : \mathbb{R}^2 \to \mathbb{R}^2 \) the linear isomorphism defined by sending \( z_1 \mapsto z_1 \) and \( z_2 \mapsto z_1 + z_2 \), we get

\[
Z_{\sigma} \circ [T_{S_1}] = M \cdot Z_{\sigma}.
\]

As \( M \in GL^+(2, \mathbb{R}) \), we see that the condition (1) is satisfied for \( TS_1 \).

If \( TS_1 \) further satisfies the condition (2), it must send a semistable object to a semistable object. In particular, \( TS_1 S_2 \) should be semistable. However, since \( TS_1 S_2 \) sits in the short exact sequence

\[
0 \to S_2 \to TS_1 S_2 \to S_1 \to 0 \quad (4.1)
\]

in \( \mathcal{H} = \mathcal{P}_\sigma(0, 1) \), we should have \( \arg z_2 = \arg Z_{\sigma}(S_2) \leq \arg Z_{\sigma}(TS_1 S_2) \leq \arg Z_{\sigma}(S_1) = z_1 \) which is not the case because of how we chose \( z_i \)'s.

**Remark 4.2** Actually, the above example shows that there are no \( \sigma \in \text{Stab}^+(D_{fd}(\Gamma_2^d)) \) with heart \( \mathcal{H} \) and \( g \in \tilde{GL}^+(2, \mathbb{R}) \) such that \( (TS_1, \sigma, g) \) is compatible. Indeed, notice that the compatibility implies that \( TS_1 \) sends \( \mathcal{P}_\sigma(0, 1) \) to \( \mathcal{P}_\sigma(\psi, \psi + 1) \) where \( \psi := f_g(0) \). However we have \( TS_1 S_1 = S_1[1 - d] \in \mathcal{P}_\sigma(1 - d, 2 - d) \) whereas \( TS_1 S_2 \in \mathcal{P}_\sigma(0, 1) \) by the short exact sequence \((4.1)\).

The problem in Example 4.1, as we noticed in Remark 4.2, is that \( TS_1 \) does not send \( \mathcal{P}_\sigma(0, 1) \) to \( \mathcal{P}_\sigma(\psi, \psi + 1) \), a property which is satisfied by any autoequivalence satisfying \( \Phi \cdot \sigma = \sigma \cdot g \) for some \( g \in \tilde{GL}^+(2, \mathbb{R}) \).
The following lemma shows that, once we have checked the condition (1), the condition \( \Phi(\mathcal{P}_\sigma(0, 1)) = \mathcal{P}_\sigma(\psi, \psi + 1) \) for some \( \psi \in \mathbb{R} \) is the only thing we need to check to conclude that \( \Phi \cdot \sigma = \sigma \cdot g \) for some \( g \in \widetilde{GL}^+(2, \mathbb{R}) \).

**Lemma 4.3** Let \((\Phi, \sigma, M) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^\dagger(\mathcal{D}) \times GL^+(2, \mathbb{R})\). Assume that \( Z_\sigma \circ [\Phi]_\Gamma = M \cdot Z_\sigma \) and that \( \Phi(\mathcal{P}_\sigma(0, 1)) = \mathcal{P}_\sigma(\psi, \psi + 1) \) for some \( \psi \in \mathbb{R} \). Then \( \Phi(\mathcal{P}_\sigma(\phi)) = \mathcal{P}_\sigma(f(\phi)) \) where \( f : \mathbb{R} \rightarrow \mathbb{R} \) is the lift of the orientation preserving map \( \bar{M} : S^1 \rightarrow S^1 \) induced by \( M \) such that \( f(0) = \psi \).

**Proof** Let \( F \in \mathcal{P}_\sigma(\phi) \) be a semistable object for some \( \phi \in (0, 1) \) and let \( E \hookrightarrow \Phi F \) be an injection in \( \mathcal{P}_\sigma(\psi, \psi + 1) \) with \( \frac{1}{\pi} \arg Z_\sigma(E) =: \eta \). Then \( \Phi^{-1}E \hookrightarrow F \) is an injection in \( \mathcal{P}_\sigma(0, 1) \) and \( \frac{1}{\pi} \arg Z_\sigma(\Phi^{-1}E) = \bar{M}^{-1}\eta \). As \( F \) is semistable, we get \( \bar{M}^{-1}\eta \leq \phi \) and therefore \( \eta \leq \bar{M}\phi = \frac{1}{\pi} \arg Z_\sigma(\Phi F) \) proving that \( \Phi F \) is semistable of phase \( f(\phi) \) (a priori the phase is \( M\phi + k \) for some \( k \in \mathbb{Z} \) but we know that \( \Phi F \in \mathcal{P}_\sigma(\psi, \psi + 1) \)). Hence we get \( \Phi(\mathcal{P}_\sigma(\phi)) \subset \mathcal{P}_\sigma(f(\phi)) \).

A similar argument proves the other containment. \( \square \)

### 4.2 Restriction for compatible triples

We first remark that some special classes of compatible triples \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^\dagger(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})\) have been already studied by several authors.

**Definition 4.4** ([9, Definition 4.1], [23, Definition 4.6]) An autoequivalence \( \Phi \) of a triangulated category \( \mathcal{D} \) is called *pseudo-Anosov* if there exist \( \sigma \in \text{Stab}(\mathcal{D}), \lambda \in \mathbb{R} \) with \( |\lambda| > 1 \) and \( g = \begin{pmatrix} \lambda^\pm & 0 \\ 0 & \lambda^\mp \end{pmatrix}, f \in \widetilde{GL}^+(2, \mathbb{R}) \) such that

\[
\Phi \cdot \sigma = \sigma \cdot g.
\]

**Definition 4.5** ([35, Definition 1.1]) A stability condition \( \sigma \) on a triangulated category \( \mathcal{D} \) is called *Gepner type* with respect to \((\Phi, \alpha) \in \text{Aut}(\mathcal{D}) \times \mathbb{C} \) if they satisfy

\[
\Phi \cdot \sigma = \sigma \cdot \alpha.
\]

In the rest of this section, we only consider a numerically finite triangulated category \( \mathcal{D} \). In this case, we will see that sometimes there is a restriction for a triple \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^\dagger(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})\) to be compatible.

Let us recall the notion of the categorical volume introduced by Fan–Kanazawa–Yau [16] as a categorical analogue of the holomorphic volume.

**Definition 4.6** ([16, Section 3], [13, Definition 2.11]) Let \( \mathcal{D} \) be a numerically finite triangulated category. Fix a basis \( \{v_1, \ldots, v_k\} \) of \( \mathcal{N}(\mathcal{D}) \) and let \( \chi^{ij} \) be the \((i, j)\)-component of the inverse matrix of the matrix \( \{\chi(v_i, v_j)\}_{i,j=1}^k \). Then the *categorical volume* of \( \sigma = (Z_\sigma, \mathcal{P}_\sigma) \in \text{Stab}(\mathcal{D}) \) is defined by

\[
\text{vol}(\sigma) := \left| \sum_{i,j=1}^k \chi^{ij} Z_\sigma(v_i) Z_\sigma(v_j) \right|.
\]
Remark 4.7 The categorical volume does not depend on the choice of a basis \(\{v_1, \ldots, v_k\}\) of \(\mathcal{N}(\mathcal{D})\). Also note that the categorical volume can be zero [13, Remark 2.14].

The following lemma describes how the categorical volume changes under the action of \(\widetilde{GL}^+(2, \mathbb{R})\) for the odd dimensional Calabi–Yau case.

**Lemma 4.8** Let \(\mathcal{D}\) be a numerically finite \(d\)-Calabi–Yau triangulated category where \(d\) is an odd integer. Let \(\sigma \in \text{Stab}^+\mathcal{N}(\mathcal{D})\) and \(g \in \widetilde{GL}^+(2, \mathbb{R})\). Then we have

\[
\text{vol}(\sigma \cdot g) = \det(M_g^{-1})\text{vol}(\sigma).
\]

**Proof** Since \(\chi^{ji} = (-1)^d \chi^{ij} = -\chi^{ij}\), we have \(\sum_{i,j=1}^k \chi^{ij} Z_\sigma(v_i) Z_\sigma(v_j) = 0\). Let us write \(M_g^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\). Then, for every \(v \in \mathcal{N}(\mathcal{D})\),

\[
Z_{\sigma \cdot g}(v) = \alpha Z_\sigma(v) + \beta \overline{Z_\sigma(v)}
\]

where \(\alpha := \frac{a + d + i(b + c)}{2}\) and \(\beta := \frac{a - d + i(b + c)}{2}\). Consequently

\[
\text{vol}(\sigma \cdot g) = \left| \sum_{i,j=1}^k \chi^{ij} \left( \alpha Z_\sigma(v_i) + \beta \overline{Z_\sigma(v_i)} \right) \left( \alpha Z_\sigma(v_j) + \beta \overline{Z_\sigma(v_j)} \right) \right|
\]

\[
= \left| (|\alpha|^2 - |\beta|^2) \sum_{i,j=1}^k \chi^{ij} Z_\sigma(v_i) \overline{Z_\sigma(v_j)} \right|
\]

\[
= (ad - bc) \left| \sum_{i,j=1}^k \chi^{ij} Z_\sigma(v_i) \overline{Z_\sigma(v_j)} \right|
\]

\[
= \det(M_g^{-1})\text{vol}(\sigma)
\]

as desired. \(\square\)

For the odd dimensional Calabi–Yau case, we have the following necessary condition for a compatible triple.

**Proposition 4.9** Let \(\mathcal{D}\) be a numerically finite \(d\)-Calabi–Yau triangulated category where \(d\) is an odd integer. Let \((\Phi, \sigma, g) \in \text{Aut}(\mathcal{D}) \times \text{Stab}^+\mathcal{N}(\mathcal{D}) \times \widetilde{GL}^+(2, \mathbb{R})\) be a compatible triple such that \(\text{vol}(\sigma) > 0\). Then we have \(\det(M_g) = 1\).

**Proof** It is easy to see that \(\text{vol}(\Phi \cdot \sigma) = \text{vol}(\sigma) [13, \text{Lemma 2.12}]\). Therefore, by Lemma 4.8, we get

\[
\text{vol}(\sigma) = \text{vol}(\Phi \cdot \sigma) = \text{vol}(\sigma \cdot g) = \det(M_g^{-1})\text{vol}(\sigma).
\]

As \(\text{vol}(\sigma) > 0\), we conclude that \(\det(M_g) = 1\). \(\square\)
5 Examples

5.1 Curves

Let $X$ be a smooth projective variety and $D^b\text{Coh}(X)$ be the bounded derived category of $X$. Define the group of \textit{standard autoequivalences} of $D^b\text{Coh}(X)$ by

$$\text{Aut}_{\text{std}}(D^b\text{Coh}(X)) := (\text{Aut}(X) \times \text{Pic}(X)) \times \mathbb{Z}.$$  

It is the subgroup of Aut$(D^b\text{Coh}(X))$ consisting of those autoequivalences of the form $f^*(- \otimes L)[m]$ where $f \in \text{Aut}(X)$, $L \in \text{Pic}(X)$ and $m \in \mathbb{Z}$.

The Gromov–Yomdin type theorem is known to hold for a smooth projective curve.

\textbf{Theorem 5.1} ([22, Theorem 3.1 and Proposition 3.3]) Let $C$ be a smooth projective curve. For any $\Phi \in \text{Aut}(D^b\text{Coh}(C))$, we have

$$h_{\text{cat}}(\Phi) = \log \rho(\Phi).$$

Furthermore, if $\Phi \in \text{Aut}_{\text{std}}(D^b\text{Coh}(C))$ then $h_{\text{cat}}(\Phi) = 0$.

Using Theorem 5.1 together with Proposition 3.7 (1) and Corollary 3.8 (1), we can show the following.

\textbf{Proposition 5.2} Let $C$ be a smooth projective curve. For any $\Phi \in \text{Aut}(D^b\text{Coh}(C))$ and $\sigma \in \text{Stab}_N(D^b\text{Coh}(C))$, we have

$$h_T(\Phi) = h_{\sigma, T}(\Phi) = \log \rho(\Phi) + \overline{\nu}(\Phi) \cdot t.$$  

Furthermore, if $\Phi \in \text{Aut}_{\text{std}}(D^b\text{Coh}(C))$ then $h_T(\Phi) = h_{\sigma, T}(\Phi) = \overline{\nu}(\Phi) \cdot t$.

\textbf{Proof} Let $g(C)$ be the genus of $C$ and

$$\sigma_0 := (-\text{deg} + i \cdot \text{rk}, \text{Coh}(C)) \in \text{Stab}_N(D^b\text{Coh}(C)).$$

Note that $\sigma_0$ has spanning image.

(1) If $g(C) > 0$ then the action of $\widetilde{GL}^+(2, \mathbb{R})$ on $\text{Stab}_N(D^b\text{Coh}(C))$ is free and transitive [5, Theorem 9.1], [29, Theorem 2.7]. This implies that $\text{Stab}_N(D^b\text{Coh}(C))$ is connected and so it is enough to prove the assertion for $\sigma = \sigma_0$ by Lemma 2.15. Moreover $\text{Stab}_N(D^b\text{Coh}(C))/\widetilde{GL}^+(2, \mathbb{R})$ consists of one point and thus, for any $\Phi \in \text{Aut}(D^b\text{Coh}(C))$, there exists $g \in \widetilde{GL}^+(2, \mathbb{R})$ such that the triple $(\Phi, \sigma_0, g)$ is compatible (see Remark 3.2). The statement now follows from Theorem 5.1, Proposition 3.7 (1) and Corollary 3.8 (1).

(2) If $g(C) = 0$ then $\text{Stab}_N(D^b\text{Coh}(C)) \cong \mathbb{C}^2$, in particular, it is connected [32, Theorem 1.1]. Therefore it is enough to prove the assertion for $\sigma = \sigma_0$ by Lemma 2.15. Moreover, since the anticanonical bundle of $C$ is ample, we have $\text{Aut}(D^b\text{Coh}(C)) = \text{Aut}_{\text{std}}(D^b\text{Coh}(C))$ [4, Theorem 3.1]. Hence, to conclude the
proof, we only have to deal with standard autoequivalences. For \( f \in \text{Aut}(C) \) and \( m \in \mathbb{Z} \), we have \( f^* \cdot \sigma_0 = \sigma_0 \) and \([m] \cdot \sigma_0 = \sigma_0 \cdot ((-1)^m \text{Id}, \phi \mapsto \phi + m)\). Let \( L \in \text{Pic}(C) \) then an explicit computation shows

\[
\begin{pmatrix}
-\deg \mathcal{E} \otimes L \\
\text{rk} \mathcal{E} \otimes L
\end{pmatrix} = \begin{pmatrix}
1 & \deg \mathcal{L} \\
0 & 1
\end{pmatrix} \begin{pmatrix}
-\deg \mathcal{E} \\
\text{rk} \mathcal{E}
\end{pmatrix}.
\]

As tensoring with a line bundle preserves \( \text{Coh}(C) \subset D^b \text{Coh}(C) \), we can apply Lemma 4.3 and deduce that there exists \( h : \mathbb{R} \to \mathbb{R} \) such that

\[
(- \otimes L) \cdot \sigma_0 = \sigma_0 \cdot \begin{pmatrix}
1 & \deg \mathcal{L} \\
0 & 1
\end{pmatrix}.
\]

Summing up, we proved that, for any \( \Phi \in \text{Aut}_{\text{std}}(D^b \text{Coh}(C)) \), there exists \( (M, h) \in \widetilde{GL}^+(2, \mathbb{R}) \) such that \( (\Phi, \sigma_0, (M, h)) \) is compatible and \( \rho(M) = 1 \). The statement now follows from Theorem 5.1, Proposition 3.7 (1) and Corollary 3.8 (1).

\[
\square
\]

5.2 Category \( D^b \text{Coh}_{(1)}(X) \)

Let \( X \) be an irreducible smooth projective variety of dimension \( d \geq 2 \). Then, following [31], we define \( \text{Coh}^2(X) \subset \text{Coh}(X) \) as the full subcategory of torsion sheaves on \( X \) whose support has codimension at least 2. It is a Serre subcategory of \( \text{Coh}(X) \) and so we can take the quotient

\[
\text{Coh}_{(1)}(X) := \text{Coh}(X)/\text{Coh}^2(X)
\]

which is again an abelian category.

In [31], the authors studied the triangulated category \( D^b \text{Coh}_{(1)}(X) \) and proved that it controls the birational geometry of \( X \). Moreover they described the space of stability conditions on \( D^b \text{Coh}_{(1)}(X) \) proving that it behaves roughly as for the bounded derived category of a curve. We will now use their description to prove that the analogue between \( D^b \text{Coh}_{(1)}(X) \) and the bounded derived category of a curve is also true from a dynamical point of view when \( X \) has Picard rank 1.

Let us first recall the description of the space of stability conditions on \( D^b \text{Coh}_{(1)}(X) \). Note that we have an isomorphism \( K(D^b \text{Coh}_{(1)}(X)) \cong \mathbb{Z} \oplus \text{Pic}(X) \) given by \( \text{rk} \oplus \text{det} \) [31, Proposition 3.15]. Therefore it is natural to consider \( \text{Stab}_\Gamma(D^b \text{Coh}_{(1)}(X)) \) for \( \Gamma := \mathbb{Z} \oplus N^1(X) \), i.e., we quotient by numerical equivalence.

In the following, we denote by \( N_1(X) \) the group of 1-cycles modulo numerical equivalence, i.e., two cycles \( \gamma_1, \gamma_2 \) are equivalent if \( D \cdot \gamma_1 = D \cdot \gamma \) for any divisor \( D \).

**Theorem 5.3** ([31, Theorem 4.7]) Let \( X \) be an irreducible smooth projective variety of dimension \( d \geq 2 \). Then, \( \widetilde{GL}^+(2, \mathbb{R}) \) acts freely on \( \text{Stab}_\Gamma(D^b \text{Coh}_{(1)}(X)) \) and any \( \widetilde{GL}^+(2, \mathbb{R}) \)-orbit is a connected component of \( \text{Stab}_\Gamma(D^b \text{Coh}_{(1)}(X)) \). The space of
connected components is parametrized by the set of rays in the convex cone

\[ C(X) := \{ \omega \in N_1(X) \otimes \mathbb{R} \mid \inf \{ \omega \cdot D \mid D \text{ is an effective divisor} \} > 0 \}. \]

For each \( \omega \in C(X) \), there exists a unique stability condition in the component associated to \( \mathbb{R}_{>0} \omega \) of the form \( \sigma_\omega := (-\omega \cdot c_1 + i \cdot \text{rk}, \text{Coh}(1)(X)) \).

Let \( \text{Aut}(1)(X) \) be the group of birational automorphisms of \( X \) which are isomorphisms in codimension 1.

**Theorem 5.4** ([31, Corollary 5.5]) Let \( X \) be an irreducible smooth projective variety of dimension \( d \geq 2 \). For any \( \Phi \in \text{Aut}(D^b\text{Coh}(1)(X)) \), there exists a decomposition

\[ \Phi = f^*(- \otimes \mathcal{L})[m] \]

for some \( f \in \text{Aut}(1)(X) \), \( \mathcal{L} \in \text{Pic}(X) \) and \( m \in \mathbb{Z} \).

Let us denote by \( \text{Aut}_0(D^b\text{Coh}(1)(X)) \) the subgroup of those autoequivalences such that, for the decomposition as in Theorem 5.4, \( \mathcal{L} \) is numerically trivial. Then every \( \Phi \in \text{Aut}_0(D^b\text{Coh}(1)(X)) \) preserves the kernel of \( K(D^b\text{Coh}(1)(X)) \to \Gamma \) and therefore there is a group homomorphism \([-]_\Gamma : \text{Aut}_0(D^b\text{Coh}(1)(X)) \to \text{Aut}_\mathbb{Z}(\Gamma) \) which makes the diagram

\[
\begin{array}{ccc}
K(D^b\text{Coh}(1)(X)) & \xrightarrow{[\Phi]} & K(D^b\text{Coh}(1)(X)) \\
\downarrow & & \downarrow \\
\Gamma & \xrightarrow{[\Phi]|\Gamma} & \Gamma
\end{array}
\]

commute.

**Proposition 5.5** Let \( X \) be an irreducible smooth projective variety of dimension \( d \geq 2 \) and Picard rank 1. Then, for any \( \Phi = f^*(- \otimes \mathcal{L})[m] \in \text{Aut}_0(D^b\text{Coh}(1)(X)) \) and \( \sigma \in \text{Stab}_\Gamma(D^b\text{Coh}(1)(X)) \), we have

\[ h_\sigma(\Phi) = \log \rho(\Phi) = \log \rho(f^*|_{N^1(X)}). \]

**Proof** Theorem 5.3 tells us that, in any connected component of \( \text{Stab}_\Gamma(D^b\text{Coh}(1)(X)) \), there exists a stability condition of the form \( \sigma_\omega = (-c_1 \cdot \omega + i \cdot \text{rk}, \text{Coh}(1)(X)) \) for some \( \omega \in C(X) \). Therefore, by Lemma 2.15, to prove the statement, it is enough to prove it for the stability conditions of the form \( \sigma_\omega \). Notice that such a stability condition has spanning image.

By [31, Proposition 5.1], we have that any \( \Phi \in \text{Aut}(D^b\text{Coh}(1)(X)) \) preserves \( \text{Coh}(1)(X) \) up to shift. Moreover an explicit computation shows \([m] \cdot \sigma_\omega = \sigma_\omega \cdot ((-1)^m \text{Id}, \phi \mapsto \phi + m),\]

\[ Z_{\sigma_\omega} \circ [- \otimes \mathcal{L}]_\Gamma = \begin{pmatrix} 1 & -c_1(\mathcal{L}) \cdot \omega \\ 0 & 1 \end{pmatrix} \cdot Z_{\sigma_\omega} \text{ and } Z_{\sigma_\omega} \circ [f^*]_\Gamma = \begin{pmatrix} f^*|_{N^1(X)}(0) \\ 0 \end{pmatrix} \cdot Z_{\sigma_\omega}. \]
Combining these relations with Lemma 4.3, we get that, for any \( \Phi = f^*(- \otimes \mathcal{L})[m] \in \text{Aut}(D^b\text{Coh}(1)(X)) \), we have

\[
\Phi \cdot \sigma_\omega = \sigma_\omega \cdot \left( (-1)^m \left( \frac{f^*|N^1(X)}{0} - c_1(\mathcal{L}) \cdot \omega \right) \right) h
\]

for some \( h : \mathbb{R} \to \mathbb{R} \). Then the statement follows from Theorem 3.3 (1).

When the Picard rank of \( X \) is bigger than 1, things become more complicated because it is not clear how to describe \( \mathbb{Z} \sigma_\omega \circ [f^*] \). However, if \( X \) is a surface, we can say something more: the closure of \( C(X) \) is the nef cone \( \text{Nef}(X) \), any \( f \in \text{Aut}(1)(X) \) possesses a unique (up to scalar) eigenvector \( \alpha \) of eigenvalue \( \rho(\Phi) \) and \( \alpha \in \text{Nef}(X) \) [8, Theorem 5.1]. If \( \alpha \in C(X) \) then the same proof as in Proposition 5.5 shows

\[
h_{\sigma_\omega}(f^*(- \otimes \mathcal{L})[m]) = \log \rho(f^*|N^1(X))
\]

for any numerically trivial \( \mathcal{L} \in \text{Pic}(X) \) and \( m \in \mathbb{Z} \).

As a byproduct of this last reasoning, we see that if the canonical bundle \( \omega_X \) is either ample or antiample then \( h_{\sigma_\omega}(f^*(- \otimes \mathcal{L})[m]) = 0 \) since \( f^*\omega_X \equiv \omega_X \). When \( f \in \text{Aut}(X) \), this was already known because the categorical entropy of \( f^*(- \otimes \mathcal{L})[m] \) on \( D^b\text{Coh}(1)(X) \) is smaller or equal than that on \( D^b\text{Coh}(X) \) and the latter is known to be zero for any autoequivalence of a smooth projective variety with (anti)ample canonical bundle [25, Theorem 5.7].

### 6 Further questions

In this section, we want to propose more a wishful thinking than a precise result. In [19], the author defined the mass growth \( h_{\sigma,t}(\Phi) \) for any \( \Phi \in \text{Aut}(D) \) and any \( \sigma \in \text{Stab}(D) \). Moreover he proved that the mass growth only depends on the connected component in which \( \sigma \) lies (see Lemma 2.15), that \( h_{\sigma,t}(\Phi) \leq h_t(\Phi) \) (see Theorem 2.16) and that we always have \( \log \rho(\Phi) \leq h_t(\Phi) \) (see Proposition 2.39).

Most of his constructions can be performed also when \( \sigma \) is only a weak stability condition, i.e., when \( Z_\sigma(E) \in \mathbb{R}_{\geq 0} e^{i\pi \phi} \) (resp. \( Z_\sigma(E) \in \mathbb{R}_{>0} e^{i\pi \phi} \)) for \( 0 \neq E \in \mathcal{P}_\sigma(\phi) \) and \( \phi \in \mathbb{Z} \) (resp. \( \phi \notin \mathbb{Z} \)). Hence one could try to compute \( h_{\sigma,t}(\Phi) \) for a weak stability condition \( \sigma \).

While this is a perfectly well-posed question, it is not clear whether the mass growth \( h_{\sigma,t}(\Phi) \) is well-behaved when we vary \( \sigma \) in the space of weak stability conditions. It is not even clear whether the inequality \( \log \rho(\Phi) \leq h_\sigma(\Phi) \) holds anymore. For the time being, let us forget these questions and consider \( h_{\sigma,t}(\Phi) \) for a weak stability condition \( \sigma \).

The reason why we were led to this more general setup was to check whether the fact that the Gromov–Yomdin type theorem holds for standard autoequivalences (see [25, Theorem 5.7]) can be traced back to the preservation of a stability condition.

Let \( (X, \mathcal{L}) \) be a polarized variety of dimension \( d \) where \( \mathcal{L} \) is a very ample line bundle. Then \( \sigma = (ip_d - p_{d-1}, \text{Coh}(X)) \) is a weak stability condition on \( D^b\text{Coh}(X) \) where \( p_d, p_{d-1} \) are the leading coefficients of the Hilbert polynomial [2, Example 14.5].
Remark 6.1 If $\omega$ is the class of $\mathcal{L}$ then $p_d(\mathcal{E}) = \text{rk} \mathcal{E} \cdot \omega^d$ and $p_{d-1}(\mathcal{E}) = c_1(\mathcal{E}) \cdot \omega^{d-1} + \text{rk} \mathcal{E} \cdot \text{td}(X)_1 \cdot \omega^{d-1}$ for any vector bundle $\mathcal{E}$ where $\text{td}(X)_1 \in H^2(X, \mathbb{C})$ is the degree two component of the Todd class of $X$.

Now let $\Phi = f^*(- \otimes \mathcal{L}')[m]$ be a standard autoequivalence. Then $\chi(X, f^* \mathcal{E}) = \chi(X, \mathcal{E})$ for any $\mathcal{E} \in D^b\text{Coh}(X)$ and therefore $Z_\sigma \circ [f^*] = Z_\sigma$. For a line bundle $\mathcal{L}'$, we have

$$Z_\sigma (\mathcal{E} \otimes \mathcal{L}') = ip_d(\mathcal{E} \otimes \mathcal{L}') - p_{d-1}(\mathcal{E} \otimes \mathcal{L}')$$

$$= ip_d(\mathcal{E}) - p_{d-1}(\mathcal{E}) - \text{rk} \mathcal{E} \cdot c_1(\mathcal{L}') \cdot \omega^{d-1}$$

$$= \left( 1 - \frac{c_1(\mathcal{L}') \cdot \omega^{d-1}}{\omega^d} \right) \cdot Z_\sigma (\mathcal{E}).$$

As $\Phi$ shifts the subcategory $\text{Coh}(X)$ we can apply Lemma 4.3, and we obtain that the assumption of Theorem 3.3 holds. Hence we get $h_\sigma (\Phi) = \log \rho (\Phi)$. Furthermore, if the canonical bundle $\omega_X$ is ample (resp. antia ample), we can take $\mathcal{L} = \omega_X$ (resp. $\mathcal{L} = \omega_X^\vee$). Then $f^* \omega_X \cong \omega_X$ (resp. $f^* \omega_X^\vee \cong \omega_X^\vee$) and we have $h_\sigma (\Phi) = \log \rho (\Phi) = 0$ for any $\Phi \in \text{Aut}_{\text{std}} (D^b\text{Coh}(X)) = \text{Aut}(D^b\text{Coh}(X))$.
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