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Abstract

In this paper, we develop an approach to automatically predict user ratings for recipes at Epicurious.com, based on the recipes’ reviews. We investigate two distributional methods for feature selection, Information Gain and Bi-Normal Separation; we also compare distributionally selected features to linguistically motivated features and two types of frameworks: a one-layer system where we aggregate all reviews and predict the rating vs. a two-layer system where ratings of individual reviews are predicted and then aggregated. We obtain our best results by using the two-layer architecture, in combination with 5000 features selected by Information Gain. This setup reaches an overall accuracy of 65.60%, given an upper bound of 82.57%.

1 Introduction

Exchanging recipes over the internet has become popular over the last decade. There are numerous sites that allow us to upload our own recipes, to search for and to download others, as well as to rate and review recipes. Such sites aggregate invaluable information. This raises the question how such sites can select good recipes to present to users. Thus, we need to automatically predict their ratings.

Previous work (Yu et al., 2013) has shown that the reviews are the best rating predictors, in comparison to ingredients, preparation steps, and metadata. In this paper, we follow their approach and investigate how to use the information contained in the reviews to its fullest potential. Given that the rating classes are discrete and that the distances between adjacent classes are not necessarily equivalent, we frame this task as a classification problem, in which the class distribution is highly skewed, posing the question of how to improve precision and recall especially for the minority classes to achieve higher overall accuracy. One approach is to identify n-gram features of the highest discriminating power among ratings, from a large number of features, many of which are equally distributed over ratings. An alternative strategy is to select less surface-oriented, but rather linguistically motivated features. Our second question concerns the rating predictor architecture. One possibility is to aggregate all reviews for a recipe, utilizing rich textual information at one step (one-layer architecture). The other possibility is to rate individual reviews first, using shorter but more precise language clues, and then aggregate them (two-layer). The latter approach avoids the problem of contradictory reviews for a given review, but it raises the question on how to aggregate over individual ratings. We will investigate all these approaches.

The remainder of the paper is structured as follows: First, we review related work in section 2. Then, in section 3, we motivate our research questions in more detail. Section 4 describes the experimental setup, including the data preparation, feature extraction, classifier, and evaluation. In section 5, we present the results for the one-layer experiments, and in section 6 for the two-layer experiments. Section 7 investigates a more realistic gold standard. We then conclude in section 8.

2 Related Work

This section provides a brief survey for sentiment analysis on online reviews.
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During the last decade or more, there has been significant body of sentiment analysis studies on online reviews. Two major approaches exist: lexicon-based and machine learning. A lexicon-based approach requires prior knowledge of important sentiment features to build a list of sentiment-bearing words (or phrases), which are often domain independent. Examples of such lexicons include the Multi-Perspective Question Answering (MPQA) subjectivity lexicon (Wilson et al., 2005) and the Linguistic Inquiry and Word Count (LIWC) dictionary (Pennebaker et al., 2014). The sentiment of a review is determined by various ways of aggregating information about the sentiment-bearing words (phrases), such as their frequency and sentiment scores. The machine learning approach dominantly adopts supervised learning algorithms, which treat sentiment analysis as a text classification task. In this case, sentiment features are generated from a pre-labeled corpus. Given the lack of annotated data, semi-supervised learning is adopted (Yu, 2014; Yu and Kübler, 2011). For this study, we focus on a specific language domain of online recipe reviews, which has user ratings, thus we choose supervised learning. We also adopt one existing linguistic lexicon to provide extra features for our classification models.

The earliest sentiment analysis on online reviews was done by Pang et al. (2002); they applied several supervised learning algorithms to classify online movie reviews into a positive and a negative class. This study found that machine learning methods outperformed human annotators. It also found that bigrams did not improve the classification performance, whether used alone or with unigrams, which has been confirmed by many following studies. However, Cui et al. (2006) later conjectured that when the training corpus is large enough, adding bigrams to unigrams improved the accuracy of binary product review classification. A great number of diverse features were proven to be beneficial to capture subtle sentiments across studies and a “kitchen sink” approach is often adopted for sentiment analysis (Yang et al., 2008). However, when features are noisy and redundant, researcher have found it beneficial to identify the most telling ones (Gammon, 2004; Ng et al., 2006).

While it is useful to differentiate positive and negative reviews, a finer level of distinction can help users better compare online reviews. As a matter of fact, even extra half star ratings can have dramatic economic impact (Anderson and Magruder, 2012). To predict multi-level ratings, either multiclass classification or regression methods can be applied (Koppel and Schler, 2006; Yu et al., 2013). Pang and Lee (2005) have also proposed an alternative meta-algorithm based on metric labeling for predicting three or four sentiment classes for movie reviews. In their experiments, the meta-algorithm outperformed SVMs in either one-versus-all or regression mode. In order to adopt this meta-algorithm, however, one needs to determine an effective review similarity measure, which is not always straightforward.

If an item receives multiple reviews and/or comes from multiple sources, an overall rating needs to be generated for this item. Yu et al. (2013) generated this overall rating by treating all the reviews from one recipe as one long review. In this study, we are going to investigate how to integrate review-level rating predictions to generate a recipe-level prediction. Rating aggregation has been studied intensively for collaborative filtering, where the user/rater’s bias is adjusted (e.g., the trustworthy user’s rating has more influence than others (McGlohon et al., 2010)). Since our current study does not take raters’ information into consideration, we are going to stay with the sample aggregation method. A study by Garcin et al. (2009) suggests that among mean, median, and mode, the median is often a better choice as it is not as sensitive to outliers as the mean.

3 Research Questions

As described in the previous section, many studies use only word unigrams or bigrams. We use word and part-of-speech (POS) n-grams, with n ranging from 1 to 3. This approach generates a large number of features, creating a very noisy and high dimensional data set, which also makes classifier training and testing slow. For this reason, we first investigate the effect of feature selection. The next question concerns the usefulness of linguistically and socio-linguistically motivated features. This results in a small, but ideally meaningful set of features. The last research question that we approach in this paper concerns whether classifying recipes on the recipe level is too coarse. In general, we have a wide range of reviews, each of which is accompanied by a user rating. Thus, it is possible to conduct review-level classification and then aggregate the ratings.
3.1 Feature Selection

Our primary feature set is based on word and POS n-grams. This results in an extremely large feature set of 449,144 features, many of which do not serve any discriminatory function. A common first step to trimming the feature set is to delete stop words. However, in the cooking domain, it is unclear whether stop words would help. Feature selection is used to identify n-grams tightly associated with individual ratings. Additionally, a extremely high dimensional feature representation makes model training and testing more time consuming, and is likely to suffer from overfitting - given a large number of parameters needed to describe the model. Due to the exponential computation time required by wrapper approaches for feature selection, we use filtering approaches which are based on statistics about the distribution of features. Previous research (Liu et al., 2014) indicates that Bi-Normal Separation (BNS) (Forman, 2003) and Information Gain (IG) yield best results for this task. Information Gain is defined as follows:

$$IG = H(S) - H(S|f) = \sum_{f \in \{0,1\}} \sum_{S \in \{0,1\}} P(f,S) \log \frac{P(f,S)}{P(f)P(S)}$$

where $S$ is the positive class, $f$ a feature, and $P(f,S)$ the joint probability of the feature $f$ occurring with class $S$. Bi-Normal Separation finds the separation of the probability of a feature occurring in the positive class vs. the negative class, normalized by $F^{-1}$, which is the inverse function of the standard normal cumulative probability distribution. Bi-Normal Separation is defined as follows:

$$BNS = |F^{-1}(\frac{D_{S,f}}{D_S}) - F^{-1}(\frac{D_{\bar{S},f}}{D_{\bar{S}}})|$$

where $D_S$ is the number of documents in class $S$, $D_{\bar{S}}$ the number of documents in class $\bar{S}$, $D_{S,f}$ the number of documents in class $S$ where feature $f$ occurs, and $D_{\bar{S},f}$ the number of documents in class $\bar{S}$ where feature $f$ occurs. The $F^{-1}$ function exaggerates an input more dramatically when the input is close to 0 or 1, which means that BNS prefers rare words.

Since both metrics are defined for binary classification, the features are chosen in terms of a separation of the recipes into “bad” ratings (1-fork and 2-fork) versus “good” ratings (3-fork and 4-fork), on the assumption that the selected features will be predictive for the more specific classes as well. For review-based experiments, the features are chosen with regard to “good” and “bad” individual reviews.

3.2 Linguistically Motivated Features

Linguistic features In order to examine whether linguistic information can improve prediction accuracy, linguistically motivated features were extracted from the data. We selected seven features based on the assumption that they reveal a sense of involvedness or distance of the reviewer, i.e., that authors distance themselves from a recipe to indicate negative sentiment and show more involvedness to indicate positive sentiment. These seven features are:

1. The percentage of personal pronouns per sentence.
2. The number of words per sentence.
3. The total number of words in the review.
4. The percentage of passive sentences per review.
5. The number of punctuation marks per sentence.
6. The number of capitalized characters per sentence.
7. The type/token ratio per review.

Features such as words per sentence, total words, and the type/token ratio are seen as indicating the complexity of the review.
Our hypothesis is that the longer the review, the more likely it indicates a negative sentiment as the review may go at lengths to indicate why something was negative.

Similarly, using the passive voice can be viewed as distancing oneself from the review indicating a sense of impartial judgement, most likely associated with negativity, as one tends to actively like something (i.e. “We liked it” versus “It wasn’t well seasoned.”). Since some reviews with strong emotions are written in all capital letters as well as contain many punctuation marks (particularly “!”), these features are also collected as possible indicators of sentiment.

Lexicon-based features  In addition, we used an existing lexicon, the Linguistic Inquiry and Word Count (LIWC) dictionary (Pennebaker et al., 2014), to analyze several emotional and cognitive dimensions in the recipe reviews. This lexicon is chosen over other sentiment lexicons because it covers a broad range of categories beyond simply positive and negative emotions. Briefly, it contains general descriptor categories (e.g., percentage of words captured by the dictionary), standard linguistic dimensions (e.g., percentage of words in the text that are pronouns), word categories tapping psychological constructs (e.g., biological processes), personal concern categories (e.g., work), spoken language dimensions (e.g., accent), and punctuation categories. Details of these dimensions can be found in the LIWC 2007 manual.

For our study, we first extracted all the features from a review set independent from our training/test set. We then selected the LIWC features with highest power to differentiate four rating classes based on Information Gain. Below are the 15 selected features. Note that the linguistic features here are document-level features, not sentence-level features, as proposed above.

- **Linguistic Processes**
  - *Negations* (e.g., never, no): 57 words
  - *1st person plural* (e.g., we, us): 12 words
  - *Exclamation mark*

- **Psychological Processes**
  - *Affective process*: this high level category contains 915 positive/negative emotions, anxiety, anger and sadness related terms.
  - *Positive emotion* (e.g., love, nice, sweet): 406 words
  - *Negative emotion* (e.g., hurt, ugly, nasty): 499 words
  - *Sadness* (e.g., crying, grief): 101 words
  - *Exclusive* (e.g., but, exclude): 17 words
  - *Tentative* (e.g., maybe, perhaps, guess): 155 words
  - *Causation* (e.g., because, hence): 108 words
  - *Discrepancy* (e.g., should, would, could): 76 words
  - *Certainty* (e.g., always, never): 83 words
  - *Sexual* (e.g., love): 96 words
  - *Feel* (e.g., feel, touch): 75 words

- **Personal Concerns**
  - *Leisure* (e.g, cook, chat, movie): 229 words

It is not surprising that emotion related features are selected, but it is interesting to see that cognitive processes features (i.e., causation, tentative, discrepancy, certainty and exclusive) are also highly related to ratings. Taking a close look at the means of feature values across four ratings, we observe that people tend to use words in the tentative, discrepancy, exclusive categories when they write negative recipe reviews. For terms in causation, however, it is the opposite: People write about reasons when writing positive reviews. Some further investigation is needed to explain why this is the case. We also see that the higher the rating, the more likely it is that people use first person plural pronouns. This may be due to the fact that only when people like a recipe, they will tend to share the food with others. Other observations
include: The sexual features are positively correlated with high ratings, which is mainly due to the word “love” in its non-sexual meaning. People tend to use more words from the perception processes category feel when they complain about a recipe.

### 3.3 One-Layer Prediction Versus Two-Layer Prediction

The one-layer or recipe-based approach consider all reviews per recipe as a single document. This approach has rich textual information, especially when a large number of reviews exist for a recipe. However, the concern with this approach is that the reviews in themselves may be varied. There are recipes whose reviews range from the lowest to the highest rating. Given such a range of individual ratings, we can assume that the recipe-based approach will be faced with a contradictory feature set for certain recipes. For this reason, we also investigate a two-layer or review-based approach. Here, every individual review is rated automatically. In a second step, we aggregate over all reviews per recipe. Aggregation can either take the form of majority voting, average, or of a second classifier which takes the aggregated ratings as features to make a final decision. However, this approach will suffer from often very short reviews, which do not allow the extraction of sufficient features as well as from the inequality in the number of reviews per recipe.

### 4 Experimental Setup

#### 4.1 Data Set

We scraped user reviews for 10 089 recipes, published on the Epicurious website before and on April 02, 2013. Typically, a recipe contains three parts: ingredients, cooking instructions, and user reviews. In our experiments, we focus exclusively on the reviews. Each user review has a rating for this recipe, ranging from 1 fork to 4 forks. There is also an overall rating per recipe, which is the average of all reviews ratings as well as ratings submitted without reviews. Half forks are possible for recipe rating but not for review ratings. These recipes were pre-processed to remove reviews with zero ratings. Recipes that had no reviews were then subsequently removed. In order to counter the effect of the wide variance in the number of reviews per recipe, we randomly sampled 10 reviews from recipes with more than 10 reviews. We had performed initial experiments with all reviews, which resulted in only minor differences. At the review level, rare words (unigrams occurring less than four times) were removed for two reasons: 1) Extremely rare words are likely to be noise rather than sentiment-bearing clues; 2) the feature selection method BNS is biased towards rare words; 3) such words do not generalize well. The recipes were then tagged using the Stanford POS Tagger (Toutanova et al., 2003).

The data set is severely skewed with regard to the number of recipes per fork: Users seem to be more willing to review good recipes. To lessen the effect of imbalance in the rating classifier, all half fork reviews were added to their corresponding full star reviews (i.e., 1.5 fork was added to the 1 fork data). This resulted in the data split of 10 089 recipes shown in table 1. Even after collapsing the half stars, there is still a very large skewing of the data towards the higher ratings. This means, feature selection is important to mitigate the imbalance to a certain degree.

#### 4.2 Features

In addition to the linguistic features described in section 3.2, we also extracted n-gram features: word unigrams, bigrams, and trigrams as well as POS tag unigrams, bigrams, and trigrams. Since the data

| Fork | Count |
|------|-------|
| 1    | 108   |
| 2    | 787   |
| 3    | 5 648 |
| 4    | 3 546 |

Table 1: The distribution of ratings in the Epicurious data.
Table 2: Results for feature selection based on Bi-Normal Separation (BNS) and Information Gain (IG).

| Method | 750 | 900 | 1 000 | 1 500 | 3 000 | 6 000 |
|--------|-----|-----|-------|-------|-------|-------|
| BNS    | –   | –   | 31.33 | –     | 42.00 | 50.67 |
| IG     | 62.00 | 62.00 | **62.33** | **62.33** | 61.00 | 58.67 |

includes tokens particular to the web, modifications were made to the data to help with the processing of these types of tokens. URLs were replaced with a single URL token and tagged with a unique “URL” tag. Emoticons were defined as either positive or negative and subsequently replaced by EMOP or EMON respectively. Since it is unclear for this task whether more frequent feature should receive a larger weight, we normalized features values to a range of [0,1].

4.3 Classifiers

Preliminary experiments were run to determine the best classifier for the task. We decided on Support Vector Machines in the implementation of SVM multi-class V1.01 (Crammer and Singer, 2002) for both review-level and recipe-level rating prediction. Initial experiments showed that SVM multi-class V1.01 reaches higher results on our skewed data set than the current V2.20. For this reason, all experiments reported in this paper are based on V1.01 with its default settings, i.e., using a linear kernel.

To aggregate review-level ratings into a recipe-level prediction, we experimented with both the maximum entropy classifier in the implementation of the Stanford Classifier (Manning and Klein, 2003) and the SVM multi-class classifier. We included Maxent Classifier because given the small number of features it is no longer clear whether SVM is advantageous.

4.4 Baseline

The baseline was established following Yu et al. (2013) as selecting the label of majority class (3-fork) to tag all recipes, producing an accuracy of 56.00% for both one-layer and two-layer systems.

4.5 Evaluation

Evaluation was performed using 3-fold cross validation. Since the data is skewed, we report Precision (P), Recall (R), and F-Scores (F) for all classes across each experiment, along with standard accuracy.

5 Results for One-Layer Prediction

5.1 Feature Selection

We first investigated the effect of feature selection, varying the number of included features from 750 to 6 000. Results for the two methods and different feature thresholds are shown in table 2. Since previous work (Liu et al., 2014) showed that BNS has a tendency to select infrequent \( n \)-grams and would need a larger number of features than IG to achieve good performance, we tested the higher ranges of 1 000, 3 000, 6 000 features. None of these experiments yields an accuracy higher than the baseline of 56.00%. On the other hand, the performance of Information Gain peaks at 1 000 and 1 500 features, and we reach an absolute increase in accuracy of 6.33%. Given these experiments, for all following experiments, we use the combination of Information Gain and 1 000 \( n \)-gram features.

5.2 Linguistically Motivated Features

Here, we test the contribution of the linguistically motivated features introduced in section 3.2. To allow a comparison to previous experiments, we report the baseline and the results for using Information Gain.

For the two sets of linguistically motivated features, we used the following combination of features:

1. Lexicon-based features (Lex) combined with linguistic features (Ling) (22 features).
2. Lexicon-based features (Lex) combined with the 1 000 features selected by Information Gain (IG) (1015 features).
| no. feat. | 1 fork   | 2 fork   | 3 fork   | 4 fork   | Acc.   |
|----------|----------|----------|----------|----------|--------|
| 1000     | P R F    | P R F    | P R F    | P R F    | 56.00  |
| 2000     | 61.57 58.11 59.79 | 53.70 37.42 44.11 | 63.04 42.14 50.51 | 71.30 89.08 79.20 | 67.80  |
| 3000     | 61.65 58.27 59.91 | 52.96 39.40 45.18 | 63.37 43.19 51.37 | 71.86 88.70 79.40 | 68.11  |
| 4000     | 62.50 58.51 60.44 | 52.98 40.88 46.15 | 62.90 44.49 52.12 | 72.45 88.10 79.51 | 68.34  |
| 5000     | 62.45 58.45 60.38 | 52.38 41.05 46.03 | 62.99 45.54 52.86 | 72.83 87.70 79.58 | 68.46  |

Table 4: Results on individual reviews for the two-layer experiments.

3. Linguistic features (Ling) combined with the 1 000 features selected by Information Gain (IG) (1007 features).

4. A combination of all three sets of features (IG+Lex+Ling) (1022 features).

The results for these experiments are reported in Table 3. These results show that a combination of the two sets of linguistically motivated features does not increase accuracy over the baseline. In fact, the classification is identical to the baseline, i.e., all recipes are grouped into the majority class of 3-fork. We assume that the linguistically motivated features are too rare to be useful. If we add the lexicon-based features to the ones selected by Information Gain, we reach a minimal improvement over only the IG features: accuracy increases from 62.33% to 62.67%. This increase is mostly due to a better performance on the minority class of 1 fork. If we add the 7 linguistic features to the IG features, we reach the highest accuracy of 63.33%. However, this is due to a more pronounced preference for selecting the majority class. Adding the lexicon-based features to this feature set does not give any further improvements.

6 Results for Two-Layer Prediction

In this section, we investigate the two-layer or review-based prediction. For these experiments, we performed feature selection on the individual reviews using IG. Adding the linguistically motivated features considerably decreased performance. We assume that these features do not generalize well on the shorter reviews.

Note that the task approached here is a difficult task since the recipe rating on Epicurious is not the average over all the ratings associated to the individual reviews but also includes ratings by user who did not write a review. If we average over all the sampled gold standard review ratings per recipe, we reach an accuracy of 82.57%. This is the upper bound that we can reach in these experiments.

6.1 Classifying Individual Reviews

First, we look at the phase in which individual reviews are classified. The results of this set of experiments is shown in Table 4. Note that there are three important trends here: 1) The accuracy of the SVM classifier is higher than for classifying recipes. The comparison needs to be taken with a grain of salt because these are two different tasks. However, this is an indication that it is possible to reach higher results based on aggregating over individual reviews. 2) For this task, we reach the highest results by using 4 000 features, i.e., a considerably higher number of features than the optimal set for the recipe-based experiments, where 1 000 features sufficed. We suspect that we need more features in this setting because the individual reviews are shorter so that individual features do not generalize as well as for complete recipes. 3) The classification of individual reviews is less skewed than for complete recipes. The F-scores
### Table 5: Results on aggregating reviews for the two-layer experiments.

| no. f. | sys. | 1 fork | 2 fork | 3 fork | 4 fork | Acc. |
|--------|------|--------|--------|--------|--------|------|
|        |      | P      | R      | F      | P      | R    | F    | P  | R   | F |      |       |
| 1000   | avg  | 44.64  | 36.98  | 40.45  | 60.00  | 23.03 | 33.28 | 75.72 | 51.91 | 61.59 | 52.38 | 86.01 | 65.11 | 61.48 |
|        | maxent | 43.87 | 33.33 | 37.88 | 58.30 | 19.73 | 29.48 | 73.90 | 58.77 | 65.47 | 55.03 | 81.40 | 65.67 | 63.41 |
|        | svm  | 62.21  | 62.21 | 62.21 | 56.18 | 16.03 | 24.94 | 72.24 | 58.14 | 64.43 | 53.92 | 80.82 | 68.68 | 62.21 |
| 2000   | avg  | 44.61  | 38.83 | 41.52  | 61.45 | 24.29 | 34.82 | 76.12 | 53.96 | 63.15 | 53.45 | 85.53 | 65.79 | 62.58 |
|        | maxent | 43.17 | 34.27 | 38.21 | 61.47 | 21.23 | 31.56 | 74.43 | 60.93 | 67.01 | 56.27 | 80.93 | 66.38 | 64.58 |
|        | svm  | 63.29  | 63.29 | 63.29 | 56.53 | 16.79 | 25.89 | 72.65 | 60.32 | 65.91 | 55.14 | 80.26 | 65.37 | 62.93 |
| 3000   | avg  | 42.71  | 38.66 | 40.69  | 61.08 | 26.57 | 37.03 | 75.62 | 54.33 | 63.23 | 53.71 | 84.60 | 65.71 | 62.64 |
|        | maxent | 42.40 | 35.20 | 38.47 | 61.90 | 23.40 | 33.96 | 74.00 | 61.90 | 67.41 | 56.83 | 79.73 | 66.36 | 64.84 |
|        | svm  | 63.53  | 63.53 | 63.53 | 54.09 | 17.41 | 26.34 | 72.16 | 61.45 | 66.37 | 55.80 | 79.02 | 65.41 | 63.53 |
| 4000   | avg  | 38.64  | 34.22 | 36.30  | 61.09 | 24.89 | 35.37 | 75.23 | 55.91 | 64.15 | 54.34 | 83.81 | 65.93 | 63.07 |
|        | maxent | 38.37 | 31.47 | 34.58 | 60.67 | 22.47 | 32.79 | 73.80 | 63.03 | 67.99 | 57.47 | 79.00 | 66.54 | 65.16 |
|        | svm  | 64.03  | 64.03 | 64.03 | 52.92 | 17.53 | 26.33 | 72.24 | 62.85 | 67.22 | 56.51 | 78.17 | 65.60 | 64.03 |
| 5000   | avg  | 39.23  | 37.05 | 38.11  | 59.20 | 24.89 | 35.05 | 75.38 | 56.25 | 64.42 | 54.54 | 83.64 | 66.03 | 63.23 |
|        | maxent | 38.03 | 33.40 | 35.56 | 58.37 | 22.00 | 31.96 | 73.97 | 64.17 | 68.72 | 58.13 | 78.57 | 66.82 | 65.60 |
|        | svm  | 64.68  | 64.68 | 64.68 | 50.19 | 17.40 | 25.84 | 72.52 | 64.18 | 68.10 | 57.45 | 77.95 | 66.15 | 64.68 |

for the non-majority classes are considerably higher than in the recipe-based setting. Thus, we expect to obtain more balanced results across classes in the aggregation as well.

### 6.2 Predicting Recipe Ratings by Aggregating Reviews

When aggregating review predictions to recipe rating, we use three methods: 1) Taking the average of the review ratings from the previous step; 2) using SVM; and 3) using a maximum entropy classifier (Maxent), the Stanford Classifier. When calculating the average over review rating predictions, the final average is rounded up. The results are reported in table 5. When using SVM and the maximum entropy classifier, we use four features, corresponding to the four ratings. The feature values are calculated as the percentage of reviews from the target recipe that were assigned to this fork rating by our review-level classifier.

Overall, the maximum entropy classifier yields the best performance, independent of the number of features used for the review-level classifier. The highest performance we reach by using 5 000 features and the maximum entropy classifier. Calculating the average results in the worst performance. Although Epicurious calculates the average user ratings based on review ratings and singular ratings, keep in mind that we use at most 10 reviews per recipe, hence only capture part of the image. This may explain why simply calculating the average does not work well. When looking at the F-scores for each fork in table 5, however, the maximum entropy classifier produces lower performance than average and SVM classifier for the 1 fork and 2 fork classes. For 1 fork, SVM has the highest F-scores for different numbers of features, followed by the averaging approach while for 2 fork, the average approach produced the highest F-scores. One possible explanation is that recipes with lower ratings have relatively small numbers of reviews and thus may be less impacted by our sampling.

### 7 Towards a More Realistic Gold Standard

When we aggregate over the individual review rating using the average, the results are only slightly better than the one-layer results. For example, the best performance using the average reaches an accuracy of 63.23%, as opposed to the one-layer accuracy of 62.33% in table 2 (note that these settings use only IG features). One reason for this low performance is that Epicurious averages all review ratings to generate a recipe rating, independent of whether there is review attached to the rating or not. Since our text-based classifiers make their decisions only based on the reviews, the question is how well we actually predict the average rating if only ratings attached to reviews were used in the calculation. In this way, we can evaluate how well our approach works if we assume that all the information is available to the classifier.

Consequently, we calculated a new gold standard, averaging gold ratings of individual reviews in the recipe sample. We investigate this effect based on the two-layer setting where reviews are aggregated via averaging. The results of this set of experiments are shown in table 6 for the two-layer approach and in table 7 for the one-liner approach. We report results using the gold label based on the ratings from
Table 6: Evaluation on a more realistic gold standard for two-layer experiments.

|       | 1 fork | 2 fork | 3 fork | 4 fork | 5 fork | Acc. |
|-------|--------|--------|--------|--------|--------|------|
| sys.  | P      | R      | F      | P      | R      | F    | F  | F  | Acc. |
| EPI   | 59.23  | 37.05  | 38.11  | 59.20  | 24.89  | 35.05| 75.38| 56.25| 64.42| 54.54| 83.64| 66.03| 63.25|
| EPI-AVG| 56.41  | 51.16  | 53.66  | 62.73  | 62.73  | 62.73| 76.89| 65.66| 70.83| 67.10| 85.39| 75.15| 71.10|

Table 7: Evaluation on a more realistic gold standard for one-layer experiments.

|       | 1 fork | 2 fork | 3 fork | 4 fork | 5 fork | Acc. |
|-------|--------|--------|--------|--------|--------|------|
| Base  | 0.00   | 0.00   | 0.00   | 0.00   | 0.00   | 0.00 | 52.00|
| IG    | 8.33   | 1.00   | 1.67   | 29.67  | 11.00  | 16.00| 64.33| 70.00| 67.00| 60.00| 66.00| 64.67| 63.33|
| Lex+Ling | 11.00 | 1.00 | 2.00 | 29.00 | 9.67 | 14.67 | 64.00 | 70.33 | 67.00 | 64.00 | 65.33 | 64.67 | 63.33 |
| IG+Lex | 16.67 | 1.00 | 2.00 | 31.00 | 6.33 | 10.67 | 63.00 | 72.67 | 67.67 | 65.00 | 63.33 | 64.00 | 63.33 |
| IG+Ling | 16.67 | 1.00 | 2.00 | 31.33 | 6.67 | 11.00 | 63.00 | 72.67 | 67.33 | 65.00 | 63.33 | 64.00 | 63.33 |
| IG+Lex+Ling | 16.67 | 1.00 | 2.00 | 31.33 | 6.67 | 11.00 | 63.00 | 72.67 | 67.33 | 65.00 | 63.33 | 64.00 | 63.33 |

Epicurious (EPI) and based on the new gold standard (EPI-AVG). These results show that based on this more realistic gold standard, averaging over the individual reviews results in an accuracy of 71.10%, however with an upper bound of 100% instead of 82.57%. The results for the on-layer experiments are not as sensitive to this new gold standard. The baseline, which loses 4%, shows that now, the task is more difficult. All combinations involving IG selected features reach an accuracy of 63.33%, the same as for the Epicurious gold standard (see table 3).

8 Conclusion and Future Work

In this study, we have explored various strategies for predicting recipe ratings based on user reviews. This is a difficult task due to systemic reasons, user bias, as well as exogenous factors: 1) There are user ratings that do not come with reviews, which means that they constitute hidden information for our classifiers (so that we have an upper bound of 82.57% in overall accuracy). 2) Ratings are not entirely supported by text, i.e., some ratings seem to be independent from the review text, due to user behavior (e.g., people tend to give higher ratings in good weather than in bad weather (Bakhshi et al., 2014)).

Our experiments suggest that a two-layer approach, which predicts review-level ratings and aggregates them for the recipe-level rating, reaches a higher accuracy than the one-layer approach that aggregates all reviews and predicts on the recipe level directly, with a 3.6% absolute improvement in accuracy. If we evaluate the two-layer results on a more realistic gold standard, we achieve an even higher increase of 12.3%.

Our experiments also suggest that with feature selection, automatically generated n-gram features can produce reasonable results without manually generated linguistic cues and lexicons, although the latter does show a slight improvement, especially for minority classes.

A few directions can be taken for our future study: 1) Handling short reviews with better methods for dealing with sparse features. 2) The feature selection is conducted within a binary classification scenario (1- and 2-forks vs. 3- and 4-forks). It is worth exploring the effect of feature selection within four 1 vs. all scenarios (i.e., 1-fork against the rest, etc.). 3) We will explore aspect-level sentiment classification to provide a finer-grained summary of the recipes.
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