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As a fundamental issue in network analysis, structural node similarity has received much attention in academia and is adopted in a wide range of applications. Among these proposed structural node similarity measures, role similarity stands out because of satisfying several axiomatic properties including automorphism conformation. Existing role similarity metrics cannot handle top-k queries on large real-world networks due to the high time and space cost. In this paper, we propose a new role similarity metric, namely ForestSim. We prove that ForestSim is an admissible role similarity metric and devise the corresponding top-k similarity search algorithm, namely ForestSimSearch, which is able to process a top-k query in $O(k)$ time once the precomputation is finished. Moreover, we speed up the precomputation by using a fast approximate algorithm to compute the diagonal entries of the forest matrix, which reduces the time and space complexity of the precomputation to $O(e^{2}m \log^{2}n \log \frac{1}{\epsilon})$ and $O(m \log^{2}n)$, respectively. Finally, we conduct extensive experiments on 26 real-world networks. The results show that ForestSim works efficiently on million-scale networks and achieves comparable performance to the state-of-art methods.
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1. INTRODUCTION

Structural node similarity is a fundamental issue in graph analysis [1] [2] [3] [4] [5] [6] [7] [8] [9] and is adopted in a wide scope of applications. For example, node similarity has been used for role discovery [10] [11] [12], protein function prediction [13] [14], anomaly detection [15] [16], recommender system [17] [18] [19] [20], and community detection [21] [22]. Due to the vast applications of node similarity, many measures have been proposed to estimate the similarity between vertices [5] [2] [23] [24]. Among these works, role similarity [25] [5] [26] [27] [28] [29] stands out because of satisfying several axiomatic properties, including automorphism confirmation, which ensures that the similarity score between two nodes that are automorphically equivalent is 1 (the maximum similarity score). Thus, role similarity measures have the good merit of indicating automorphism, which keeps these measures from assigning counter-intuitive similarity scores.

RoleSim [5] and StructSim [29] are state-of-art role similarity metrics. However, these two measures have bottlenecks when finding the top-k similar nodes for a given node in a large network, which is the task that receives more interest from the end-users [31] [4] [31] [32] [33] [34]. For an undirected unweighted graph with $n$ nodes and $m$ edges, RoleSim needs $O(n^2)$ space, which makes it unable to handle large graphs. Although StructSim only needs $O(nL \log n)$ space, it still requires $O(nm)$ time to compute the indexes in the worst case. Moreover, StructSim needs $O(nL \log n)$ time to process a top-k query, which is inefficient in large networks. Therefore, it is challenging and of great significance to propose a role similarity metric that only requires nearly linear time and space for precomputation and can finish a top-k similarity search in $O(k)$ time.

In this paper, on the basis of spanning rooted forests, we propose ForestSim, a new node similarity metric. ForestSim uses the average size of the trees rooted at the node $u$ in spanning rooted forests of the graph, denoted by $s(u)$, to capture its structural properties. Two nodes $u$ and $v$ are similar if $s(u)$ and $s(v)$ are close, while they are dissimilar if $s(u)$ and $s(v)$ are far apart. We further devise the corresponding top-k similarity search algorithm, namely ForestSimSearch. Once the precomputation is finished, ForestSimSearch can find the top-k similar nodes for a given node in $O(k)$ time. However, getting the whole forest matrix still needs $O(n^3)$ time and $O(n^2)$ space. In order to speed up the computation, we use the fast approximate algorithm to calculate the
diagonal elements of the forest matrix, which can finish the precomputation within \( O(\varepsilon^{-2}m \log^5 n \log \frac{1}{\varepsilon}) \) time and \( O(m \log^3 n) \) space. Finally, we conduct extensive experiments on 26 real-world networks. Results show that ForestSim works as effective as other state-of-art role similarity metrics and is the only one that can process top-k queries on million-scale networks.

Our contributions are listed as follows.

C1. **New role similarity metric**: We propose ForestSim, a novel node similarity measure based on spanning rooted forests. We prove that ForestSim is an admissible role similarity metric.

C2. **Efficient top-k similarity search algorithm**: We devise ForestSimSearch for the top-k similarity search. ForestSimSearch can handle a top-k query in \( O(k) \) time once the precomputation is finished. Furthermore, we use the fast approximate algorithm to compute the diagonal entries of the forest matrix, which enables the precomputation to be finished within nearly linear time and nearly linear space.

C3. **Extensive experimental studies**: We test the effectiveness of studied role similarity metrics on six labeled networks and estimate their efficiency on 20 real-world networks, including several large networks. For effectiveness, ForestSim achieves comparable performance to RoleSim and better results than StructSim. For efficiency, ForestSim is the unique role similarity metric that can process top-k queries within 4 hours on million-scale graphs.

2. RELATED WORK

In this section, we review two state-of-art role similarity metrics: RoleSim and StructSim.

2.1. RoleSim

Jin et al. [5] first defined the five axiomatic properties, including automorphism confirmation, that an admissible role similarity metric should satisfy. They also proposed RoleSim, the first admissible role similarity metric. RoleSim computes all-pairs of node similarity iteratively. The time complexity of computing RoleSim is very high since it requires a costly maximum matching during the computation. Moreover, computing RoleSim requires \( O(n^2) \) space, which makes it unable to handle large real-world networks.

2.2. StructSim

The main drawback of RoleSim is the \( O(n^2) \) space occupation. To solve this problem, Cheng et al. [29] proposed StructSim. StructSim that follows the hierarchical scheme and only requires \( O(nL \log n) \) space, where \( L \) is the number of levels defined by users. Furthermore, once the precomputation is finished, it only takes \( O(L \log n) \) to compute the similarity score between a pair of given nodes, which makes it able to handle ad-hoc queries on billion-scale networks. However, StructSim is inefficient in handling top-k queries. To find the top-k similar nodes for a given node, StructSim needs to calculate all similarity scores between all other vertices and the given node, which takes \( O(nL \log n) \) time.

3. PRELIMINARY

In this section, we briefly introduce some basic concepts about graph, role similarity metric, and spanning rooted forest.

3.1. Graph and Related Matrices

Let \( G = (V, E) \) be an undirected unweighted simple graph, where \( V = \{1, \ldots, n\} \) is the vertex set, and \( E = \{(u_1, v_1), \ldots, (u_m, v_m)\} \) the edge set. Then, the graph \( G \) contains \( n = |V| \) vertices and \( m = |E| \) edges. The connections of \( G \) are encoded in its adjacency matrix \( A \), with \( a_{ij} \) representing the adjacency relation between vertices \( i \) and \( j \). If \((i,j) \in E\), then \( a_{ij} = a_{ji} = 1\); \( a_{ij} = a_{ji} = 0 \) otherwise. The degree of a vertex \( i \) is \( d_i = \sum_{j=1}^{n} a_{ij} \). The diagonal degree matrix of \( G \) is defined as \( D = \text{diag}(d_1, d_2, \ldots, d_n) \) and the Laplacian matrix is defined to be \( L = D - A \).

3.2. Role Similarity Metric

To theoretically describe the role similarity measure, Jin et al. [5] formulated a series of axiomatic properties that role similarity measures should obey.

Before introducing these axiomatic properties, we first review the concept of automorphism. In a simple graph \( G = (V, E) \), an automorphism is a bijection \( f : V \rightarrow V \) such that for every edge \((u, v) \in E\), there is \((f(u), f(v)) \in E\). Two nodes \( u, v \in V \) are automorphically equivalent, denoted by \( u \equiv v \), if and only if there exists an automorphism \( f \) of \( G \) satisfying \( f(u) = v \).

We next give the five axiomatic properties as follows.

**DEFINITION 3.1.** In a graph \( G = (V, E) \), let \( \text{Sim}(u, v) \) be the similarity score between any two nodes \( u, v \in V \). Five axiomatic properties of role similarity are shown as follows:

- **P1. Range:** For any \( u, v \in V \), there is \( \text{Sim}(u, v) \in [0, 1] \).
- **P2. Symmetry:** \( \text{Sim}(u, v) = \text{Sim}(v, u) \) holds for any \( u, v \in V \).
- **P3. Automorphism confirmation:** If \( u \equiv v \), there is \( \text{Sim}(u, v) = 1 \).
- **P4. Transitive similarity:** For three nodes \( u, u', v \in V \), there is \( \text{Sim}(u, v) = \text{Sim}(u', v) \) if \( u \equiv u' \).
- **P5. Triangle inequality:** For any \( u, u', v \in V \), there is \( \text{Dist}(u, v) \leq \text{Dist}(u, u') + \text{Dist}(u', v) \), where \( \text{Dist}(u, v) = 1 - \text{Sim}(u, v) \).
If Sim obeys P1, P2, P3, and P4, it is an admissible role similarity measure. Sim is an admissible role similarity metric if it satisfies all five properties.

3.3. Spanning Rooted Forest

Spanning rooted forests have pertained to multiple applications in graph mining [17, 35, 36, 37]. For a graph \( G = (V, E) \), a spanning forest \( \mathcal{G} = (V', E') \) is an acyclic subgraph of \( G \) with \( V' = V \) and \( E' \subseteq E \). Each connected component of \( \mathcal{G} \) is a tree since the spanning forest has no graph cycles. A spanning rooted forest is a spanning forest with a root marked in each tree. Let \( \mathcal{F} = \mathcal{F}(G) \) be the set containing all spanning rooted forests of \( G \). Let \( \mathcal{F}_{ij} = \mathcal{F}_{ij}(G) \) be the set including all spanning rooted forests of \( G \), where nodes \( i \) and \( j \) are in the same tree rooted at \( i \). Then, \( \mathcal{F}_{ii} \) is the set of all spanning rooted forests of \( G \), where the node \( i \) is a root. For example, for the graph \( G_0 = (\{1, 2, 3, 4\}, \{(1, 2), (1, 3), (1, 4), (3, 4)\}) \) in Figure 1, it has \( |\mathcal{F}| = 40 \) spanning rooted forests, among which there are \( |\mathcal{F}_{11}| = 16 \) forests where the vertex 1 is a root.

We then introduce the forest matrix, denoted by \( W \) [38, 39]. The forest matrix is defined by \( W = (I + L)^{-1} = (w_{ij})_{n \times n} \), where \( I \) is the identity matrix. By definition, there is \( |\mathcal{F}| = |I + L| \) and \( w_{ij} = \frac{|\mathcal{F}_{ij}|}{|\mathcal{F}|} \) [40, 41]. From Figure 1 the forest matrix of \( G_0 \) is

\[
W = \frac{1}{40} \begin{pmatrix}
16 & 8 & 8 & 8 \\
8 & 24 & 4 & 4 \\
8 & 4 & 19 & 9 \\
8 & 4 & 9 & 19
\end{pmatrix}
\]

By definition, for each \( w_{ij} \), there is \( w_{ij} \in [0, 1] \).

We finally give some properties of diagonal elements in \( W \).

**Lemma 3.1.** In a graph \( G = (V, E) \), let \( W \) be the forest matrix. Then, \( w_{uu} \in \left[ \frac{1}{d_{u} + 1}, \frac{2}{d_{u} + 2} \right] \) holds for any \( u \in V \) [41].

**Lemma 3.2.** In a simple graph \( G = (V, E) \), let \( W \) be the forest matrix. Then, \( w_{uu} = w_{vv} \) holds for all \( u \equiv v \) [42].

4. ROLE SIMILARITY METRIC BASED ON SPANNING ROOTED FOREST

In this section, we first define a new role similarity measure, namely \( \text{ForestSim} \), based on spanning rooted forests. We then show that the \( \text{ForestSim} \) score can be expressed in terms of the diagonal elements in the forest matrix and prove that \( \text{ForestSim} \) is an admissible role similarity metric. After that, we propose \( \text{ForestSimSearch} \) to process the top-k queries. Finally, we speed up the computation by using a fast approximate algorithm to calculate the diagonal elements of the forest matrix.

4.1. Definition

The key point of analyzing structural roles is figuring out how a vertex connects with its context nodes [43]. To some extent, the sizes of those trees rooted at \( u \) in the spanning rooted forest \( F \in \mathcal{F}_{uu} \) for \( u = 1, 2, 3, 4 \) in the toy graph \( G_0 \). The size of each tree rooted at \( u \), denoted by \( |F|_u \), is labeled in the top right-hand corner of each picture.
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**FIGURE 1.** The toy graph \( G_0 \) and its all 40 spanning rooted forests. 16 forests in \( \mathcal{F}_{11} \) are marked in yellow.
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**FIGURE 2.** Each tree rooted at \( u \) in the spanning rooted forest \( F \in \mathcal{F}_{uu} \) for \( u = 1, 2, 3, 4 \) in the toy graph \( G_0 \). The size of each tree rooted at \( u \), denoted by \( |F|_u \), is labeled in the top right-hand corner of each picture.
in the spanning rooted forests of a graph reflects the connection mode between the node \( u \) and its context vertices. Here, we use the average size of all trees rooted at \( u \) to capture the structural information of the vertex \( u \).

**Definition 4.1.** In a simple graph \( G = (V, E) \), the average size of the trees rooted at \( u \) in all spanning rooted forests of \( G \), denoted by \( s(u) \), is defined as

\[
s(u) := \frac{1}{|\mathcal{F}_{uu}|} \sum_{F \in \mathcal{F}_{uu}} |F|_u,
\]

where \( |F|_u \) is the size of the tree rooted at \( u \) in the forest \( F \).

In Figure 2, we present each tree rooted at \( u \) and its size for \( u = 1, 2, 3, \) and \( 4 \), respectively. Thus, each \( s(u) \) for \( u \in \{1, 2, 3, 4\} \) is

\[
\begin{align*}
s(1) &= \frac{1 \times 3 + 2 \times 5 + 3 \times 5 + 4 \times 3}{3 + 5 + 5 + 3} = 2.5 \\
s(2) &= \frac{1 \times 16 + 2 \times 3 + 3 \times 2 + 4 \times 3}{16 + 3 + 2 + 3} \approx 1.67 \\
s(3) &= \frac{1 \times 8 + 2 \times 4 + 3 \times 4 + 4 \times 3}{8 + 4 + 4 + 3} \approx 2.11 \\
s(4) &= \frac{1 \times 8 + 2 \times 4 + 3 \times 4 + 4 \times 3}{8 + 4 + 4 + 3} \approx 2.11
\end{align*}
\]

Note that two nodes 3 and 4 are symmetry in \( G_0 \), and there is \( s(3) = s(4) \). Thus, for two similar nodes \( u \) and \( v \), \( s(u) \) and \( s(v) \) should be close. Comes from this motivation, we define \( \text{ForestSim} \) as follows.

**Definition 4.2.** Given a simple graph \( G = (V, E) \) and two nodes \( u, v \in V \), the \( \text{ForestSim} \) score between \( u \) and \( v \) is defined as

\[
\text{ForestSim}(u, v) := \frac{\min(s(u), s(v))}{\max(s(u), s(v))}
\]

where \( s(u) \) is defined by Definition 4.1.

Although the definition of \( \text{ForestSim} \) is succinct, it is impractical to calculate \( s(u) \) by enumerating all spanning rooted forests in \( \mathcal{F}_{uu} \). We next propose an efficient way to calculate \( \text{ForestSim} \) by expressing \( s(u) \) in terms of the elements in the forest matrix \( W \).

### 4.2. Computation

We first evaluate the sum term \( \sum_{F \in \mathcal{F}_{uu}} |F|_u \) in (1).

**Lemma 4.1.** In an undirected unweighted graph \( G = (V, E) \), let \( \mathcal{S}_u \) be the set defined by

\[
\mathcal{S}_u = \{(F, v^*) \mid F \in \mathcal{F}_{uu}, v^* \in T(F, u)\},
\]

where \( T(F, u) \) is the tree rooted at \( u \) in \( F \). Then, the following relation holds:

\[
\sum_{F \in \mathcal{F}_{uu}} |F|_u = |\mathcal{S}_u|.
\]

We next prove that the cardinality of the set \( |\mathcal{S}_u| \) is equal to the size of the set \( \mathcal{F} \).

**Lemma 4.2.** In an undirected unweighted graph \( G = (V, E) \), \( |\mathcal{S}_u| = |\mathcal{F}| \) holds for any \( u \in V \).

**Proof.** We prove this lemma by constructing a mapping \( f : \mathcal{S}_u \to \mathcal{F} \) as follows. Let \( (F_0, v^*_0) \) be an arbitrary element in \( \mathcal{S}_u \). The mapping \( f \) can be considered as the following operation on the forest \( F_0 \). We let the node \( v^*_0 \) be the root of the tree containing \( u \), which results in a spanning rooted forest \( f(F_0, v^*_0) \in \mathcal{F} \). Figure 3 illustrates the construction of the mapping \( f \).

We now prove that the mapping \( f : \mathcal{S}_u \to \mathcal{F} \) is a one-to-one mapping. We first prove that \( f \) is injective.

For any two elements \( (F_0, v^*_0) \neq (F_1, v^*_1) \), we distinguish two cases: \( F_0 \neq F_1 \) and \( F_0 = F_1 \). For the first case, \( F_0 \neq F_1 \), \( f(F_0, v^*_0) \) and \( f(F_1, v^*_1) \) have either different set of edges or different set of root nodes. For the second case, \( F_0 = F_1 \), we have \( v^*_0 \neq v^*_1 \), with \( v^*_0 \) being a root in \( f(F_0, v^*_0) \) but not a root in \( f(F_1, v^*_1) \). Thus, for both cases, \( f(F_0, v^*_0) \neq f(F_1, v^*_1) \), implying that \( f \) is an injective mapping.

We proceed to prove that \( f \) is surjective. In other words, for any \( F' \in \mathcal{F} \), there exists \( F_0 \) and \( v^*_0 \) satisfying \( f(F_0, v^*_0) = F' \). For an arbitrary \( F' \in \mathcal{F} \), let \( v^*_0 \) be the root of the tree including the node \( u \). We let \( u \) be the root instead of \( v^*_0 \), which leads to a new forest \( F_0 \). Obviously, \( f(F_0, v^*_0) = F' \), which indicates that \( f \) is surjective.

Therefore, there exists a one-to-one mapping \( f : \mathcal{S}_u \to \mathcal{F} \), which indicates that \( |\mathcal{S}_u| = |\mathcal{F}| \). \( \square \)

**Lemma 4.2** leads to an efficient way to calculate \( \text{ForestSim} \).

**Theorem 4.1.** Let \( G = (V, E) \) be an undirected unweighted graph with its forest matrix being \( W \). Then, for any two vertices \( u, v \in V \), the \( \text{ForestSim} \) score between \( u \) and \( v \) is

\[
\text{ForestSim}(u, v) = \frac{\min(w_{uu}, w_{uv})}{\max(w_{uu}, w_{uv})}.
\]

**Proof.** By Lemma 4.1 and 4.2, we have

\[
s(u) = \frac{1}{|\mathcal{F}_{uu}|} \sum_{F \in \mathcal{F}_{uu}} |F|_u = \frac{|\mathcal{S}_u|}{|\mathcal{F}_{uu}|} = \frac{|\mathcal{F}|}{|\mathcal{F}|} = 1.
\]

Therefore,

\[
\text{ForestSim}(u, v) = \frac{\min(s(u), s(v))}{\max(s(u), s(v))}.
\]
Theorem 4.1 shows that ForestSim score between two nodes can be represented in terms of diagonal elements of the forest matrix \( W \). Thus, the ForestSim score for all pairs of nodes in a graph with \( n \) vertices can be exactly calculated in \( O(n^3) \).

### 4.3. Admissibility

We next prove the admissibility of ForestSim.

**Theorem 4.2.** ForestSim is an admissible role similarity metric.

**Proof.** Trivially, ForestSim obeys Range (P1) and Symmetry (P2). It has been proved that Transitive similarity (P4) is implied by Triangle inequality (P5) \([5]\). Thus, we only need to prove that ForestSim satisfies Automorphism conformation (P3) and Triangle inequality (P5).

Since \( u \equiv v \), there is \( w_{uu} = w_{vv} \) based on Lemma 3.2. Hence,

\[
\text{ForestSim}(u, v) = \frac{\min(w_{uu}, w_{vv})}{\max(w_{uu}, w_{vv})} = \frac{w_{uu}}{w_{uu}} = 1.
\]

Therefore, ForestSim obeys Automorphism conformation.

According to Definition 3.1 there is

\[
\text{Dist}(u, v) = 1 - \text{ForestSim}(u, v)
\]

\[
= 1 - \frac{\min(w_{uu}, w_{vv})}{\max(w_{uu}, w_{vv})} = \frac{|w_{uu} - w_{vv}|}{\max(w_{uu}, w_{vv})},
\]

which completes the proof.

That is,

\[
\text{Dist}(u, v) \leq \text{Dist}(u, u') + \text{Dist}(u', v),
\]

which indicates that ForestSim satisfies Triangle inequality.

Consequently, ForestSim satisfies all five properties listed in Definition 3.1. In other words, ForestSim is an admissible role similarity metric.

### 4.4. Top-k Similarity Search Algorithm

In this subsection, we propose a fast top-k similarity search algorithm, namely ForestSimSearch, to handle the top-k query. Like StructSim, ForestSimSearch also needs precomputation.

In the precomputation phase, we first compute the forest matrix and store all its diagonal elements in the list \( w \). Then, we sort the vertices in the ascending order of their corresponding diagonal elements in the forest matrix and store the result and the rank in \( a \) and \( \text{rank} \) respectively.

Therefore, the following lemma holds.

**Lemma 4.3.** In a simple graph \( G = (V, E) \), let \( W = (w_{ij})_{n \times n} \) be its forest matrix. Three lists \( w \), \( a \), and \( \text{rank} \) are defined as follows.

\[
w = [w_{11}, w_{22}, \ldots, w_{nn}]
\]

\[
a = [a_1, a_2, \ldots, a_n]
\]

\[
\text{rank} = [\text{rank}_1, \text{rank}_2, \ldots, \text{rank}_n]
\]

Then, for any \( u_1, u_2, u_3 \in V \) satisfying \( \text{rank}_{u_1} < \text{rank}_{u_2} < \text{rank}_{u_3} \), the following statements hold.

\[
\text{ForestSim}(u_1, u_2) \geq \text{ForestSim}(u_1, u_3)
\]

\[
\text{ForestSim}(u_2, u_3) \geq \text{ForestSim}(u_1, u_3)
\]

**Proof.** According to (4) and (5), we have

\[
w_{u_1u_1} \leq w_{u_2u_2} \leq w_{u_3u_3}.
\]

Thus, based on (2), there is

\[
\text{Dist}(u_1, u_2) = \frac{w_{u_2u_2} - w_{u_1u_1}}{w_{u_2u_2}} = 1 - \frac{w_{u_1u_1}}{w_{u_2u_2}}
\]

\[
\leq 1 - \frac{w_{u_1u_1}}{w_{u_3u_3}} = \frac{w_{u_3u_3} - w_{u_1u_1}}{w_{u_3u_3}} = \text{Dist}(u_1, u_3).
\]

Due to the fact that \( \text{Dist}(u, v) = 1 - \text{ForestSim}(u, v) \), we have

\[
\text{ForestSim}(u_1, u_2) \geq \text{ForestSim}(u_1, u_3).
\]

Similarly, we can prove that

\[
\text{ForestSim}(u_2, u_3) \geq \text{ForestSim}(u_1, u_3),
\]

which completes the proof.

According to Lemma 4.3 for any node \( u \) in the graph, we have

\[
\text{ForestSim}(a_1, u) \leq \text{ForestSim}(a_2, u) \leq \cdots \\
\leq \text{ForestSim}(a_{\text{rank}_u - 2}, u) \leq \text{ForestSim}(a_{\text{rank}_u - 1}, u)
\]

and

\[
\text{ForestSim}(a_n, u) \leq \text{ForestSim}(a_{n-1}, u) \leq \cdots \\
\leq \text{ForestSim}(a_{\text{rank}_u + 2}, u) \leq \text{ForestSim}(a_{\text{rank}_u + 1}, u).
\]

Therefore, inspired by merge sort \([45]\), we devise the top-k similarity search algorithm, namely ForestSimSearch, detailed in Algorithm 1. Obviously, ForestSimSearch runs in \( O(k) \) time.
Algorithm 1 ForestSimSearch(u, k)

Require: G, w, a, rank
1: procedure ForestSimSearch(u, k)
2: l = rank_u - 1, r = rank_u + 1, S_{u,k} = ∅
3: for i = 1 to k do
4: if ForestSim(a_i, u) < ForestSim(a_r, u) then
5: \( S_{u,k} = S_{u,k} \cup \{a_i\} \)
6: \( l = l - 1 \)
7: else if
8: then \( S_{u,k} = S_{u,k} \cup \{a_r\} \)
9: \( r = r + 1 \)
10: end if
11: end for
12: return \( S_{u,k} \)
13: end procedure

4.5. Fast Approximate Algorithm

The key step to compute ForestSim is calculating the diagonal elements of \( W \). It takes \( O(n^3) \) time and \( O(n^2) \) space to get all diagonal elements of \( W \) by inverting matrix \( I + L \), and we call this method ForestSim-EX. High time and space complexity of ForestSim-EX hinders its application to large real-world networks. To reduce the time and space complexity, we use a fast approximate algorithm to calculate the diagonal elements of the forest matrix, and accordingly call the algorithm ForestSim-AP.

Jin et al. [26] proposed a fast approximate algorithm, based on Johnson–Lindenstrauss lemma [20, 21] and an efficient linear system solver [18], to compute the diagonal entries of the forest matrix. Given a graph \( G = (V, E) \) with \( n \) vertices and \( m \) edges, and an error parameter \( \epsilon \in (0, 0.5) \), the fast approximate algorithm [26] returns all \( \tilde{w}_{uu} \) for all \( u \in V \). For each node \( u \), there is

\[(1 - \epsilon)w_{uu} \leq \tilde{w}_{uu} \leq (1 + \epsilon)w_{uu}\]

with the probability \( 1 - 1/n \). Calculating the approximate values for all diagonal entries of \( W \) takes \( O(\epsilon^{-2}m \log^2 n \log \frac{1}{\epsilon}) \) time and \( O(m \log^3 n) \) space [25].

Here, we simply set \( w_{uu} = \tilde{w}_{uu} \), which already reaches satisfactory results. Once we obtain the diagonal entries of the forest matrix, it only takes \( O(n \log n) \) time and \( O(n) \) space to compute \( a \) and \( \text{rank} \). Therefore, ForestSim-AP can finish the precomputation within nearly linear time and nearly linear space.

5. Complexity Analysis

In this section, we systematically analyze the time and space complexity of RoleSim [5], StructSim [29], and ForestSim in finding top-k similar nodes for a given node. For each role similarity measure, its time complexity includes two parts: precomputation and top-k similarity search. Precomputation of the studied role similarity metrics is shown in Figure 4, and we list the time and space complexity of each measure in Table 1.

We first analyze RoleSim. In the precomputation phase, one first calculates the RoleSim score matrix \( R \), which needs \( O(nm \log n) \) time where \( r \) is the number of iterations. Then, for each node \( u \), we can compute its similarity list \( \{v_1, v_2, \ldots, v_{n-1}\} \) satisfying RoleSim\((u, v_i) \geq \text{RoleSim}(u, v_{i+1}) \) for \( i = 1, 2, \ldots, n - 2 \), which requires \( O(n^2 \log n) \) time. For an arbitrary node \( u \) in \( G \), one only needs to output the first \( k \) element in its similarity list to obtain the top-k similar nodes for node \( u \), which runs in \( O(k) \) time. Therefore, it takes \( O(n^2 \log n) \) time to finish the precomputation, and \( O(k) \) time to process a top-k query. For space complexity, it requires \( O(n^2) \) space to compute \( R \) and store similarity lists of all vertices.

For StructSim, we only consider StructSim-BC in [29] with \( L \) being the number of levels defined by the user. In the precomputation phase, it computes the BinCount set by doing breadth-first search for each node in the graph, which takes \( O(nm) \) time in the worst case. To find top-k similar nodes for a given node \( u \), one needs to calculate the similarity scores between the node \( u \) and all other nodes, which takes \( O(nL \log n) \) time. After calculating these similarity scores, one also needs to sort to obtain the top-k similar nodes, which takes \( O(n \log n) \) time. Hence, it requires \( O(nm) \) time to finish the precomputation, and \( O(nL \log n) \) time to handle a top-k query. The space complexity of StructSim-BC is \( O(m + nL \log n) \) since it requires \( O(m) \) space to store the adjacent list of the graph, and \( O(nL \log n) \) space to store the BinCount set.

We proceed to analyze ForestSim-EX. In the precomputation phase, we first obtain all diagonal entries of the forest matrix by calculating \( W \), which takes \( O(n^3) \) time. Then, it requires \( O(n \log n) \) time to compute \( a \) and \( \text{rank} \). We use ForestSimSearch to find the top-k similar vertices, which takes \( O(k) \) time. Thus, it takes \( O(n^3) \) time to finish the precomputation,
BFS for Each Node and Compute BioCount Set
\[O(nm)\]

Calculate Similarity Matrix
\[O(n^4 \log n)\]

Calculate Similarity List For Each Node
\[O(n^2 \log n)\]
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FIGURE 4. Precomputation of the studied role similarity metrics.

and \(O(k)\) time to process a top-k query. The space complexity of ForestSim-EX is \(O(n^2)\) since it requires \(O(n^2)\) space to store \(W\) and \(O(n)\) space to store \(w, a,\) and \(\text{rank}\).

We finally analyze ForestSim-AP. In the precomputation phase, it uses the fast approximate algorithm [36] to compute the approximate values of all diagonal elements of the forest matrix, which requires \(O(\epsilon^{-2}m \log^5 n \log \frac{1}{\epsilon})\) time [45] [48]. Computing \(a\) and \(\text{rank}\) takes \(O(n \log n)\) time. The top-k similarity search of ForestSim-AP is the same as that of ForestSim-EX, which takes \(O(k)\) time. Therefore, it takes \(O(\epsilon^{-2}m \log^5 n \log \frac{1}{\epsilon})\) time to finish the precomputation, and \(O(k)\) time to handle a top-k query. The space complexity of ForestSim-AP is \(O(m \log^4 n)\) for the solver needs \(O(m \log^3 n)\) space [48], and storing \(w, a,\) and \(\text{rank}\) requires \(O(n)\) space.

RoleSim and ForestSim-EX cannot work on large graphs since they both require \(O(n^2)\) space, while StructSim and ForestSim-AP only need nearly linear space, which makes them able to run on large graphs. However, StructSim needs \(O(nm)\) time to finish the precomputation, while ForestSim-AP only needs nearly linear time. Moreover, it only takes \(O(k)\) time for ForestSim-AP to process a top-k query, while StructSim needs \(O(nL \log n)\), which is unacceptable on large networks. In brief, ForestSim-AP is the unique measure that can efficiently handle top-k queries on large real-world networks.

6. EXPERIMENT

In this section, we compare ForestSim with RoleSim and StructSim in terms of both effectiveness and efficiency. We implement ForestSim, RoleSim and StructSim in...
For Julia (version 1.5.3). Our code is available online at https://github.com/Accelerator950113/ForestSim

For ForestSim-AP, we set the error parameter $\epsilon = 0.1$. For StructSim, we set the number of levels $L = 3$. All experiments are conducted on a machine configured with a 4-core 4.2GHz Intel i7-7700K CPU and 32GB RAM.

### 6.1. Efficiency

In this subsection, we evaluate the efficiency of studied metrics on 20 real networks, all of which are publicly available in Koblenz Network Collection [49] and Network Repository [50]. These real-world networks are preprocessed as simple graphs. In each network, we find the top-10 similar nodes for all vertices. Statistics of each network and the experimental results are listed in Table 2.

Due to the high time complexity, RoleSim cannot finish the computation in 24 hours on the graph that contains more than 10,000 vertices. For StructSim, it fails to finish the computation in 24 hours on the networks including more than 300,000 vertices since it needs $O(n^2 L \log n)$ time to find the top-10 similar vertices for all nodes in the graph. For ForestSim-EX, it cannot handle the networks with over 50,000 nodes because it requires $O(n^2)$ space. ForestSim-AP works well on all 20 real-world networks. Moreover, it only takes about four hours for ForestSim-AP to finish the computation on Flixster, a graph with over 2,000,000 nodes.

Note that for large networks, RoleSim, StructSim, and ForestSim-EX cannot finish the computation due to their high time and memory cost, while ForestSim-AP works well on all these real networks, which shows the significant efficiency advantages of ForestSim-AP.

### 6.2. Effectiveness

We use six labeled networks [51, 52, 53] to evaluate the effectiveness of the studied measures. These datasets are extensively used in machine learning studies [52, 43, 53]. Each vertex in the datasets has a label related to its topology, and we thus use the labels as the ground truth of roles. Related information about these real-world networks is listed in Table 2.

Table 2. Detailed statistics of real-world networks used for effectiveness evaluation.

| Network     | $n$  | $m$  | Labels |
|-------------|------|------|--------|
| Karate      | 34   | 77   | 3      |
| Brazil      | 131  | 1,003| 4      |
| Europe      | 399  | 5,993| 4      |
| Expressway-status | 348  | 675  | 2      |
| Expressway-starbucks | 348  | 675  | 3      |
| Actor       | 7,779| 26,752| 4      |

We use Average Precision@$K$, defined by Definition 6.1, to measure the effectiveness of studied role similarity metrics in top-k similarity search.

**Definition 6.1.** Let $G = (V, E)$ be a labeled network with $n$ nodes, and let $\text{Sim}$ be a node similarity measure. For a node $u \in V$, let $S_{u,k}$ be the set of the top-k similar nodes for $u$ based on $\text{Sim}$, and let $k_u^+$ be the number of nodes that have the same label as $u$ in $S_{u,k}$. Thus, for $\text{Sim}$, its Average Precision@$K$ on $G$ is defined as

$$\text{Average Precision}@K := \frac{1}{n} \sum_{u \in V} \frac{k_u^+}{k}.$$  

Figure 5 shows the Average Precision@$K$ of four studied measures on six labeled networks. Note that the difference between ForestSim-EX and ForestSim-AP is marginal though the latter requires less time and space. Moreover, ForestSim achieves comparable performance to RoleSim, the state-of-art role similarity metric, and it clearly outperforms StructSim in most cases.

In brief, ForestSim achieves much better performance than StructSim, and the difference between ForestSim and RoleSim is marginal in terms of effectiveness.

### 7. CONCLUSION

In this paper, we propose a novel node similarity metric, namely ForestSim, to quickly and effectively process top-k similarity search on large networks. Different from previous frameworks, ForestSim, based on spanning rooted forests of graphs, adopts the average size of all trees rooted at node $u$ in spanning rooted forests to reflect the structural information of $u$. We also provide the top-k similarity search algorithm, namely ForestSimSearch, that can handle a top-k query in $O(k)$ time once the precomputation is finished. Furthermore, we use the fast approximate algorithm to compute the diagonal entries of the forest matrix so that we can finish the precomputation within nearly linear time and nearly linear space. Extensive experimental results on the real-world networks demonstrate that our proposed method works efficiently on large networks and achieves comparable performance to the state-of-art measures.

### DATA AVAILABILITY STATEMENT

The data underlying this article are available in Network Repository, at https://networkrepository.com.
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