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1. Introduction and Main Results

A system $\{x_n\}_{n \geq 1}$ in a separable infinite-dimensional Banach space $X$ is said to be a representing system for $X$ if, for every element $x \in X$, there exists a sequence of complex numbers $\{c_n\}_{n \geq 1}$ such that

$$x = \sum_{n \geq 1} c_n x_n,$$

where the series converges in the norm of $X$. In contrast to the (probably better known) notion of the Schauder basis we do not require that the coefficients in this representation are unique.

Representing systems were much studied both in the general functional analysis context and for some specific systems in functional spaces. E.g., there exists a vast literature dealing with representing systems of exponentials in various Frechét spaces of analytic functions (see surveys [6,7]). However, it seems that representing systems of reproducing kernels in classical spaces of analytic functions in the disk did not attract much attention until recently.
1.1. Classical Hardy Spaces

In [5] Fricain, Khoi and Lefèvre addressed the existence problem for the representing and absolutely representing systems of reproducing kernels in reproducing kernel Hilbert spaces and showed that many classical spaces do not possess absolutely representing systems of reproducing kernels. The question about existence of representing systems remained open. In particular, in [5], the authors asked the following

**Question.** Do there exist sequences $\Lambda = \{\lambda_n\}_{n \geq 1} \subset \mathbb{D}$ such that the system $\mathcal{K}(\Lambda) = \{k_{\lambda_n}\}_{n \geq 1}$, where

$$k_{\lambda}(z) = \frac{1}{1 - \overline{\lambda}z}$$

is the Cauchy (or Szegö) kernel at $\lambda$, is representing for the Hardy space $H^2$ in the unit disk $\mathbb{D}$?

The positive answer to this question was given by Speranskii and Terekhin [10]. Namely, it was shown in [10] that for the sequence

$$\Lambda = \left\{ \lambda_{k,j} = \left(1 - \frac{1}{k}\right)e^{\frac{2\pi ij}{nk}} : k \geq 1, j = 0, 1, \ldots, k - 1 \right\}$$

the system $\mathcal{K}(\Lambda)$ is representing for $H^2$. The sequence $\Lambda$ is assumed to have the standard alphabetical order: $\lambda_{1,0}, \lambda_{2,0}, \lambda_{2,1}, \lambda_{3,0}, \ldots$. In what follows we always assume that sequences with double (or triple) index will be ordered in this way. In [11] Speranskii and Terekhin extended their result to a more general class of sequences. Let $n_k \in \mathbb{N}$ and $r_k \to 1$, $k \to \infty$. Define the sequence $\Lambda$ by

$$\Lambda = \left\{ \lambda_{k,j} = r_k e^{\frac{2\pi ij}{nk}} : k \geq 1, j = 0, 1, \ldots, n_k - 1 \right\}. \quad (1)$$

As shown in [11], if there exist positive constants $A$ and $B$ such that $A \leq n_k(1 - r_k) \leq B$ for all $k$, then $\mathcal{K}(\Lambda)$ is a representing system for $H^2$.

The proofs in [10,11] are based on interesting abstract functional analysis methods from the papers [12,13] which relate representing systems with coefficients from a given function space to a certain generalized notion of a frame (see Sect. 3 for details).

The goal of the present work is to give a very simple elementary construction of a representing system of the Cauchy kernels, which does not make use of functional analysis. The idea is to use a discretization of the Cauchy formula. This method applies to all Hardy spaces $H^p$, $1 < p < \infty$, but does not cover all systems of the form (1) with $A \leq n_k(1 - r_k) \leq B$: it is required that the constant $A$ is sufficiently large. However, an application of the frame theory method by Speranskii and Terekhin allows us to prove the result for any $A > 0$. 
Theorem 1.1. If $\Lambda$ is given by (1) and there exists $M > 0$ such that $n_k(1-r_k) \geq M$ for any $k$, then $K(\Lambda)$ is a representing system for $H^p$ for any $p \in (1, \infty)$.

We will give two proofs of Theorem 1.1. The first one is completely elementary and constructive, but applies only to the case $M > \pi$, while the second one works for any $M > 0$. Both of these proofs do not extend to the case $p = 1$.

The main obstacle for the first method is in the fact that the Cauchy transform is not bounded in $L^1$. However, one can construct representing systems of the Cauchy kernels in $H^1$ if we take the points uniformly distributed on the circle $\{|z| = 1 - 1/n_k\}$ with certain logarithmic multiplicities. For a precise formulation see Theorem 4.1.

It is obvious that there are no representing systems of the Cauchy kernels in $H^\infty$, since the uniform limit of their finite linear combinations belongs to the disk-algebra $A(D)$ (the space of all functions continuous in $D$ and analytic in $D$ equipped with the usual sup-norm). However, the systems of the Cauchy kernels from Theorem 4.1 are representing also for the disk algebra $A(D)$.

1.2. Weighted Hardy Spaces

Our second result concerns the class of weighted Hardy spaces $H_\beta$ in the disk. Let the sequence $\beta = \{\beta_n\}_{n=0}^\infty$, $\beta_n > 0$, satisfy

$$\lim_{n \to \infty} \beta_1/n = 1.$$  \hspace{1cm} (2)

Consider the set of analytic functions

$$H_\beta = \left\{ f(z) = \sum_{n=0}^\infty a_n z^n : \sum_{n=0}^\infty |a_n|^2 \beta_n < +\infty \right\}.$$ 

It follows from (2) that $H_\beta$ consists of functions analytic in the unit disk $D$ and contains functions which are not analytic in any larger disk. It is clear that $H_\beta$ is a reproducing kernel Hilbert space with respect to the norm $\|f\|_\beta^2 = \sum_{n=0}^\infty |a_n|^2 \beta_n$ and its kernel at the point $\lambda \in D$ is given by

$$K_\lambda(z) = \sum_{n=0}^\infty \frac{\lambda^n}{\beta_n} z^n.$$ 

Weighted Hardy spaces $H_\beta$ include most of the classical spaces of analytic functions in the unit disk: the Hardy space $H^2$ ($\beta_n \equiv 1$), Bergman spaces $A_\alpha^2$ with the weight $(\alpha + 1)(1-|z|^2)^\alpha$, $\alpha > -1$ ($\beta_n = \frac{n!\Gamma(\alpha+2)}{\Gamma(n+\alpha+2)}$), the Dirichlet space ($\beta_n = n + 1$).

Recall that a sequence $\{x_n\}$ is said to be a frame in a Hilbert space $H$ if there exist constants $A, B > 0$ such that $A\|x\|^2 \leq \sum_n |(x,x_n)|^2 \leq B\|x\|^2$ for any $x \in H$; if one has only the above estimate $\sum_n |(x,x_n)|^2 \leq B\|x\|^2$, then $\{x_n\}$ is said to be a Bessel sequence. Any frame is, in particular, a representing system.

It is well known that in Bergman spaces $A_\alpha^2$ there exist frames of normalized reproducing kernels; their complete description was given by Seip [8].
(for general weighted Bergman spaces see [1,9]). Therefore, the existence of representing sequences of reproducing kernels (but not their description) in the Bergman space setting is trivial. On the other hand, \( H^2 \) has no frames of normalized Cauchy kernels (and even complete Bessel sequences). Indeed, for any Bessel sequence \( \{k_{z_n}/\|k_{z_n}\|_{H^2}\} \) one has \( \sum_n (1-|z_n|^2) < \infty \) (simply applying the inequality with \( f \equiv 1 \)), whence \( \{z_n\} \) is a Blaschke (=nonuniqueness) sequence.

More generally, if \( \inf_n \beta_n = \delta > 0 \), then \( \mathcal{H}_\beta \) has no frames of normalized reproducing kernels. Indeed, if \( \{K^\beta_{z_n}/\|K^\beta_{z_n}\|_\beta\} \) is a frame, then \( \sum_n \|K^\beta_{z_n}\|^{-2}_\beta < \infty \). Let \( B_N \) be the Blaschke product with the zeros \( z_1, \ldots, z_N \). Then

\[
\sum_{n>N} |B_N(z_n)|^2 \|K^\beta_{z_n}\|^{-2}_\beta \leq \sum_{n>N} \|K^\beta_{z_n}\|^{-2}_\beta \to 0
\]

as \( N \to \infty \). On the other hand, since \( \beta_n \geq \delta \), we have \( \|B_N\|_\beta^2 \geq \delta \|B_N\|_{H^2}^2 = \delta \), and we come to a contradiction with the frame inequality.

Thus, weighted Hardy spaces which are smaller than \( H^2 \) (e.g., the Dirichlet space) possess no frames of normalized reproducing kernels and the problem about existence of representing systems of reproducing kernels becomes non-trivial. We give a positive answer to this question.

**Theorem 1.2.** For any sequence \( \beta \) satisfying (2) in the space \( \mathcal{H}_\beta \) there exist representing systems of reproducing kernels.

### 2. Simple Proof of Theorem 1.1

Recall that the Hardy space \( H^p \), \( 1 \leq p < \infty \), consists of all functions \( f \) analytic in \( \mathbb{D} \) and such that

\[
\|f\|_{H^p}^p = \sup_{0<r<1} \int_\mathbb{T} |f(r\zeta)|^p dm(\zeta) < \infty.
\]

Here \( m \) denotes the normalized Lebesgue measure on the unit circle \( \mathbb{T} \). Since \( H^p \) is a closed subspace of \( L^p(\mathbb{T}) \) in what follows we sometimes denote the norm in \( H^p \) and \( L^p \) by \( \|\cdot\|_p \).

For any \( f \in H^p \) one has

\[
f(z) = \int_\mathbb{T} f(\zeta)k_z(\zeta)dm(\zeta) = \int_\mathbb{T} \frac{f(\zeta)}{1-\zeta z} dm(\zeta), \quad z \in \mathbb{D}.
\]

In particular, \( k_z \) is the reproducing kernel of \( H^2 \) at the point \( z \in \mathbb{D} \) and the Cauchy transform

\[
(Cg)(z) = \int_\mathbb{T} \frac{g(\zeta)}{1-\zeta z} dm(\zeta), \quad z \in \mathbb{D},
\]

is the orthogonal projection of a function \( g \in L^2(\mathbb{T}) \) to \( H^2 \). The same is true for any \( p \in (1, \infty) \): there exists \( C_p > 0 \) such that for any \( g \in L^p(\mathbb{T}) \) one has \( Cg \in H^p \) and \( \|Cg\|_p \leq C_p \|g\|_p \).
The idea of the proof of Theorem 1.1 is to replace the integral (3) by a certain “discretization”.

**Proof of Theorem 1.1.** When we approximate a given function \( f \in H^p \), the points (or rather layers) of \( \Lambda \) given by (1) will be defined inductively. We first explain one step of induction. Let \( f \in H^p \) be given. Put \( f_r(z) = f(rz) \). It is well known that \( \| f - f_r \|_p \to 0, r \to 1^- \). Therefore, for any positive \( \delta \) (to be specified later) we can choose \( r_k \) such that \( \| f - f_r \|_p \leq \delta \| f \|_p \).

Let \( I_j = I_{k,j}, 0 \leq j \leq n_k - 1 \), be the arcs of \( \mathbb{T} \) defined as

\[
I_j = I_{k,j} = \left[ \exp \left( \frac{(2j - 1)\pi i}{n_k} \right), \exp \left( \frac{(2j + 1)\pi i}{n_k} \right) \right].
\]

(4)

and let \( \zeta_j = \zeta_{k,j} = \exp \left( \frac{2\pi ij}{n_k} \right) \). At this step the index \( k \) is fixed, thus, we omit it and write simply \( I_j, \zeta_j \). Then

\[
f(r_kz) = \int_{\mathbb{T}} \frac{f(\zeta)}{1 - r_k\zeta z} dm(\zeta) = \sum_{j=0}^{n_k-1} \int_{I_j} \frac{f(\zeta)}{1 - r_k\zeta z} dm(\zeta).
\]

Now it is natural to approximate \( f_{r_k}(z) = f(r_kz) \) by

\[
S(z) = \sum_{j=0}^{n_k-1} \frac{1}{1 - r_k\zeta z} \int_{I_j} f(\zeta) dm(\zeta).
\]

Let us show that if \( n_k(1 - r_k) \geq M > \pi \), then there exists a numeric constant \( \gamma \in (0, 1) \) such that for all sufficiently large \( k \) one has

\[
\| f_{r_k} - S \|_{H^p} \leq \gamma \| f \|_p.
\]

(5)

Hence, \( \| f - S \|_{H^p} \leq (\gamma + \delta) \| f \|_p \) and we need to choose \( \delta > 0 \) so that \( \gamma + \delta < 1 \). We have

\[
f(r_kz) - S(z) = \sum_{j=0}^{n_k-1} \int_{I_j} \frac{r_kz(\zeta - \zeta_j)}{(1 - r_k\zeta z)(1 - r_k\zeta z)} f(\zeta) dm(\zeta).
\]

Note that for any \( \zeta \in I_j \) we have \( |\zeta - \zeta_j| \leq \pi n_k^{-1} < 1 - r_k \) and therefore \( |1 - r_k\zeta z| \leq 2|1 - r_k\zeta z| \). Thus,

\[
|f(r_kz) - S(z)| \leq \frac{2\pi}{n_k} \sum_{j=0}^{n_k-1} \int_{I_j} \frac{|f(\zeta)|}{|1 - r_k\zeta z|^2} dm(\zeta) = \frac{2\pi}{n_k} \int_{\mathbb{T}} \frac{|f(\zeta)|}{|1 - r_k\zeta z|^2} dm(\zeta).
\]

(6)

By the Hölder inequality \((1/p + 1/q = 1)\), we have

\[
\| f_{r_k} - S \|_{H^p}^p \leq \frac{(2\pi)^p}{n_k^p} \int_{\mathbb{T}} \left( \int_{\mathbb{T}} \frac{|f(\zeta)|^p}{|1 - r_k\zeta z|^2} dm(\zeta) \right) \left( \int_{\mathbb{T}} \frac{dm(\zeta)}{|1 - r_k\zeta z|^2} \right)^{p/q} dm(z).
\]
Since $\int_{T} |1 - r_k u|^{-2} dm(u) = (1 - r_k^2)^{-1}$, we conclude that
\[ \|f_{r_k} - S\|_{H^p} \leq 2\pi \frac{\|f\|_{H^p}}{n_k (1 - r_k^2)} \leq \frac{2\pi}{M(1 + r_k)} \|f\|_{H^p}. \]
Note that $r_k$ can be chosen as close to 1 as we wish. Hence, since $M > \pi$, we have $\|f_{r_k} - S\|_{H^p} \leq \gamma \|f\|_{H^p}$ for some absolute numeric constant $\gamma \in (0, 1)$. Since $\delta$ also can be chosen as small as we wish, we get $\|f - S\|_{H^p} \leq \gamma \|f\|_{H^p}$ with another numeric constant $\gamma \in (0, 1)$ and for all sufficiently large $k$.

Also, note that there exists a constant $B_p > 0$ (depending only on $p$) such that for any $0 \leq n \leq n_k - 1$ one has
\[ \left\| \sum_{j=0}^{n} \frac{1}{1 - r_k \zeta_j z} \int_{I_j} f(\zeta) dm(\zeta) \right\|_{H^p} \leq B_p \|f\|_{H^p}. \tag{7} \]
Indeed, above we already showed that, for any $n \leq n_k - 1$,
\[ \left\| \sum_{j=0}^{n} \frac{1}{1 - r_k \zeta_j z} \int_{I_j} f(\zeta) dm(\zeta) - \int_{\bigcup_{j=0}^{n} I_j} \frac{f(\zeta)}{1 - r_k \zeta z} dm(\zeta) \right\|_{H^p} \leq \gamma \|f\|_{H^p}, \]
while for the second term we use the boundedness of the Cauchy transform in $L^p$, $1 < p < \infty$:
\[ \left\| \int_{\bigcup_{j=0}^{n} I_j} \frac{f(\zeta)}{1 - r_k \zeta z} dm(\zeta) \right\|_{H^p} \leq C_p \|f\|_{H^p}. \]

Now, everything is ready to complete the proof. We start with an arbitrary function $f \in H^p$ and choose $r_{k_1}$ as described above to obtain a function
\[ f_1(z) = f(z) - \sum_{j=0}^{n_{k_1} - 1} \frac{1}{1 - r_{k_1} \zeta_{k_1,j} z} \int_{I_{k_1,j}} f(\zeta) dm(\zeta) \]
with $\|f_1\|_{H^p} \leq \gamma \|f\|_{H^p}$, where $\gamma \in (0, 1)$.

Next, we apply the same procedure to $f_1$ and find $r_{k_2}$ such that $\|f_2\|_{H^p} \leq \gamma \|f_1\|_{H^p}$, where
\[ f_2(z) = f_1(z) - \sum_{j=0}^{n_{k_2} - 1} \frac{1}{1 - r_{k_2} \zeta_{k_2,j} z} \int_{I_{k_2,j}} f_1(\zeta) dm(\zeta). \]
Proceeding in this way, we obtain a sequence $k_l$ and a sequence of coefficients $c_{l,j} = \int_{I_{k_l,j}} f_{l-1}(\zeta) dm(\zeta)$ such that
\[ \|f_N\|_{H^p} = \left\| f - \sum_{l=1}^{N} \sum_{j=0}^{n_{k_l} - 1} \frac{c_{l,j}}{1 - r_{k_l} \zeta_{k_l,j} z} \right\|_{H^p} \leq \gamma^N \|f\|_{H^p}. \]
It remains to show that the series
\[ \sum_{l=1}^{\infty} \sum_{j=0}^{n_{k_l} - 1} \frac{c_{l,j}}{1 - r_{k_l} \zeta_{k_l,j} z} \]
converges to $f$ in the norm of $H^p$. Indeed, for any $N \in \mathbb{N}$ and $0 \leq n \leq n_{K_{N+1}} - 1$ we have
\begin{align*}
\left\| f - \sum_{l=1}^{N} \sum_{j=0}^{n_{k_l}-1} \frac{c_{l,j}}{1 - r_{k_l} \zeta_{k_l,j}} - \sum_{j=0}^{n} \frac{c_{N+1,j}}{1 - r_{k_{N+1}} \zeta_{k_{N+1},j}} \right\|_{H^p} \\
\leq \left\| f - \sum_{l=1}^{N} \sum_{j=0}^{n_{k_l}-1} \frac{c_{l,j}}{1 - r_{k_l} \zeta_{k_l,j}} \right\|_{H^p} + \left\| \sum_{j=0}^{n} \frac{c_{N+1,j}}{1 - r_{k_{N+1}} \zeta_{k_{N+1},j}} \right\|_{H^p} \\
\leq (1 + B_p)\|f_N\|_{H^p} \leq (1 + B_p)N\|f\|_{H^p} \to 0, \quad N \to \infty.
\end{align*}
Here we used inequality (7). The proof is completed. \hfill \Box

Remark 2.1. The same proof shows that we need not take $\zeta_j$ as the centers of the arc $I_j$ and can choose them randomly in $I_j$. Repeating the arguments one immediately obtains that there exists $M > 0$ such that if $n_k(1 - r_k) \geq M$, then the sequence $\Lambda = \{r_k \zeta_{k,j} : \zeta_{k,j} \in I_{k,j}, \ k \in \mathbb{N}, \ 0 \leq j < n_k - 1\}$ generates a system of Cauchy kernels which is representing in any $H^p$, $1 < p < \infty$.

3. Frame Theory Proof of Theorem 1.1

In this section we give a proof of Theorem 1.1 based on the general methods due to P. A. Terekhin.

Let $F$ be a Banach space, $F^*$ be its dual and let $X$ be a Banach space of sequences where the canonical basis vectors $e_n = (\delta_{k,n})_k$ form a Schauder basis. Then its dual $X^*$ also can be identified with a space of sequences. A system $\{f_n\}$ in $F$ is said to be a frame with respect to the space $X$ if for any $\varphi \in F^*$ one has
\begin{equation*}
A\|\varphi\|_{F^*} \leq \|(\varphi(f_n))_n\|_{X^*} \leq B\|\varphi\|_{F^*}
\end{equation*}
for some $A, B > 0$ (here the sequence $(\varphi(f_n))_n$ is considered as an element of $X^*$).

We will use the following result of Terekhin [12, Theorem 4]: if $\{f_n\}$ is a frame for $F$ with respect to $X$, then $\{f_n\}$ is a representing system in $F$ and any $f \in F$ can be represented as the sum of the series $f = \sum_n c_n f_n$ with $(c_n) \in X$.

Now let $n_k \in \mathbb{N}$, $n_k \to \infty$, and $r_k \in (0, 1)$ be such that $M \leq n_k(1 - r_k) \leq \bar{M}$ for some $M, \bar{M} > 0$ and for all $k$. Let
\begin{equation*}
\Lambda = \{\lambda_{k,j} = |\lambda_{k,j}| e^{i\alpha_{k,j}} : k \geq 1, j = 0, 1, \ldots n_k - 1\},
\end{equation*}
where, for some $a, b, c, d > 0$, all $k$ and $j = 0, 1, \ldots n_k - 1$,
\begin{equation*}
a(1 - r_k) \leq 1 - |\lambda_{k,j}| \leq b(1 - r_k), \quad \frac{c}{n_k} \leq \alpha_{k,j+1} - \alpha_{k,j} \leq \frac{d}{n_k}; \quad (8)
\end{equation*}
here, by definition, $\alpha_{k,n_k} = \alpha_{k,0} + 2\pi$. 

Let $F = H^p$, where $1 < p < \infty$ and $1/p + 1/q = 1$. Then $F^* = L^q / \mathcal{H}_q \cong \overline{H}_q$ with equivalence of norms, i.e., for any functional $\varphi \in (H^p)^*$ there exists $g \in H^q$ such that $\varphi(f) = \int_{\mathbb{T}} f\overline{g} \, dm$ and $\|\varphi\| \asymp \|g\|_{H^q}$ with constants depending on $p$ only. Define the sequence spaces $X = \left( \bigoplus_{k=1}^{\infty} \ell^q_{n_k} \right) \ell^1$ and $X^* = \left( \bigoplus_{k=1}^{\infty} \ell^q_{n_k} \right) \ell^\infty$ with the norms

$$
\|(c_{k,j})\|_X = \sum_{k=1}^{\infty} \left( \sum_{j=0}^{n_k-1} |c_{k,j}|^p \right)^{1/p}, \quad \|(c_{k,j})\|_{X^*} = \sup_k \left( \sum_{j=0}^{n_k-1} |c_{k,j}|^q \right)^{1/q}.
$$

Recall that $\|k_\lambda\|_{H^p} \asymp (1 - |\lambda|)^{-1/q}$ and consider the system of (almost) normalized kernels $\{(1 - r_k)^{1/q} k_{\lambda_k,j}\}$. Note that for any $g \in H^q$ one has $\int_{\mathbb{T}} g(z) k_\lambda(z) \, dm(z) = g(\lambda)$. Therefore, to verify that $\{(1 - r_k)^{1/q} k_{\lambda_k,j}\}$ is a frame for $H^p$ with respect to $X$ we need to show that

$$
A\|g\|_{H^q} \leq \sup_k \left( \sum_{j=0}^{n_k-1} (1 - r_k) |g(\lambda_{k,j})|^q \right)^{1/q} \leq B\|g\|_{H^q} \quad (9)
$$

for some $A, B > 0$ and any $g \in H^q$.

The above estimate follows from the basic facts about the Carleson embeddings of the Hardy spaces (see, e.g., [4]). Recall that a Borel measure $\mu$ in $\mathbb{D}$ is said to be a Carleson measure if there exists $C(\mu) > 0$ such that for all $\zeta = e^{i\theta} \in \mathbb{T}$ and $h \in (0, 1]$

$$
\mu(S(\zeta, h)) \leq C(\mu) h,
$$

where $S(\zeta, h) = \{z = re^{i\varphi} : 1 - h \leq r < 1, |\varphi - \theta| < h\}$ is a Carleson “square”. If $\mu$ is a Carleson measure, then, for any $f \in H^p$,

$$
\int_{\mathbb{D}} |f(z)|^p \, d\mu(z) \leq AC(\mu) \|f\|_{H^p}^p,
$$

where $A$ is some absolute numeric constant.

Consider the measures $\mu_k = \sum_{j=0}^{n_k-1} (1 - r_k) \delta_{\lambda_k,j}$. From conditions (8) it follows immediately that $C(\mu_k) \leq C$ for some constant $C$ depending only on $M, \tilde{M}, a, b, c, d$, but not on $k$. This proves the right-hand side estimate in (9).

Note that, in view of the already established upper bound, it is sufficient to prove the lower estimate in (9) for a dense subset of $H^q$, e.g., for functions continuous in $\overline{\mathbb{D}}$. Consider the arcs $I_j = [e^{i\alpha_{k,j}}, e^{i\alpha_{k,j+1}}], j = 0, \ldots, n_k - 1$, and
note that $|I_j| \asymp 1 - r_k$. Then, by the Hölder inequality,
\[
\left( \sum_{j=0}^{n_k-1} |I_j| \cdot |g(\lambda_{k,j})|^q \right)^{1/q} = \left( \sum_{j=0}^{n_k-1} \int_{I_j} |g(\lambda_{k,j})|^q dm(\zeta) \right)^{1/q}
\geq \left( \sum_{j=0}^{n_k-1} \int_{I_j} |g(r_k \zeta)|^q dm(\zeta) \right)^{1/q}
- \left( \sum_{j=0}^{n_k-1} \int_{I_j} |g(r_k \zeta) - g(\lambda_{k,j})|^q dm(\zeta) \right)^{1/q}.
\]

It is clear that the first term tends to $\|g\|_{H^q}$ as $k \to \infty$, while the second tends to 0, since, by our assumption, $g$ is uniformly continuous in $\overline{D}$. Thus, the left-hand estimate in (9) is established, which completes the proof. □

4. Representing Systems in $H^1$ and in $A(\mathbb{D})$

It is clear from the proof of Theorem 1.1 (see estimate (6)) that the function $S$ well approximates $f$ even in the cases when $p = 1$ or $f \in A(\mathbb{D})$. Note that, in contrast to $H^\infty$ case, $\|f_r - f\|_{A(\mathbb{D})} \to 0$, $r \to 1-$, if $f \in A(\mathbb{D})$. The only problem arises when we need to estimate the norm of a discretization of the integral over an arc of the circle. Since the Cauchy transform is unbounded in $L^1$ and in $L^\infty$, these norms can be large.

We can construct representing systems of Cauchy kernels in $H^1$ or in $A(\mathbb{D})$ by considering more dense sets distributed over a circle with a certain “multiplicity”. Let $R_k \in (0,1)$, $N_k, M_k \in \mathbb{N}$. For any $j$, $1 \leq j \leq N_k$, consider the open arc $I_{k,j} = (\exp(\frac{2(j-1)\pi i}{N_k}), \exp(\frac{2(j+1)\pi i}{N_k})) \subset \mathbb{T}$ and choose $M_k$ distinct points $\zeta_{k,l,j} \in I_{k,j}$, $l = 1, \ldots, M_k$. Define the set
\[
\Lambda = \{w_{k,l,j} = R_k \zeta_{k,l,j} : k \in \mathbb{N}, 1 \leq l \leq M_k, 1 \leq j \leq N_k\}. \quad (10)
\]
The set $\Lambda$ is assumed to be ordered alphabetically. We prefer to make the points in $\Lambda$ distinct even if the definition of a representing system does not exclude repeating vectors.

**Theorem 4.1.** Let $\Lambda$ be given by (10) with $R_k \to 1-$, $k \to \infty$. Then there exists a numeric constant $M > 0$ such that if $N_k(1 - R_k) \geq M$ and
\[
\log \frac{1}{1 - R_k} = O(M_k),
\]
then $K(\Lambda) = \{k_\lambda\}_{\lambda \in \Lambda}$ is a representing system in $H^1$ and in $A(\mathbb{D})$.

In what follows we write $X \lesssim Y$ if there is a constant $C > 0$ such that $X \leq CY$ for all admissible values of parameters.
Proof. We start with a trivial formula

\[ f(R_kz) = \frac{1}{M_k} \sum_{l=1}^{M_k} \int_T \frac{f(\zeta)}{1 - R_k \zeta} \, dm(\zeta) \]

and its discretization

\[ S_k(z) = \frac{1}{M_k} \sum_{l=1}^{M_k} \sum_{j=1}^{N_k} \left( \int_{I_{k,j}} f(\zeta) \, dm(\zeta) \right) \frac{1}{1 - R_k \zeta_{k,l,j} z}. \]

First we consider the case of the space \( H^1 \). Repeating the arguments from the proof of Theorem 1.1 one easily shows that there exists \( M > 0 \) such that, for any \( l \),

\[ \left\| f(R_kz) - \sum_{j=1}^{N_k} \left( \int_{I_{k,j}} f(\zeta) \, dm(\zeta) \right) \frac{1}{1 - R_k \zeta_{k,l,j} z} \right\|_{H^1} \leq \frac{\|f\|_{H^1}}{4} \]

as soon as \( N_k(1 - R_k) > M \). Thus, we have \( \|f(R_kz) - S_k(z)\|_{H^1} \leq \|f\|_{H^1}/4 \).

We need to estimate the norms of intermediate sums in \( S_k \). Note that the outer summation goes over \( l \). It follows from (6) that for \( 1 \leq \tilde{M} \leq M_k \)

\[ \left\| \frac{1}{M_k} \sum_{l=1}^{\tilde{M}} \sum_{j=1}^{N_k} \left( \int_{I_{k,j}} f(\zeta) \, dm(\zeta) \right) \frac{1}{1 - R_k \zeta_{k,l,j} z} - \frac{1}{M_k} \sum_{l=1}^{\tilde{M}} \int_T \frac{f(\zeta)}{1 - R_k \zeta} \, dm(\zeta) \right\|_{H^1} \leq \frac{\|f\|_{H^1}}{4}, \]

while the second sum inside the norm is simply \( \frac{\tilde{M}}{M_k} f(R_kz) \). Finally, we need to estimate, for some fixed \( \tilde{M} \) and \( 1 \leq \tilde{N} \leq N_k \), the norm

\[ \left\| \frac{1}{M_k} \sum_{j=1}^{\tilde{N}} \left( \int_{I_{k,j}} f(\zeta) \, dm(\zeta) \right) \frac{1}{1 - R_k \zeta_{k,l,j} z} \right\|_{H^1} \]

or, equivalently, the norm

\[ \left\| \frac{1}{M_k} \int_I \frac{f(\zeta)}{1 - R_k \zeta} \, dm(\zeta) \right\|_{H^1} \],

where \( I = \bigcup_{j=1}^{\tilde{N}} I_{k,j} \). Since \( \int_T |1 - \rho \zeta|^{-1} \, dm(\zeta) \lesssim \log \frac{1}{1 - \rho} \), \( 1/2 \leq \rho < 1 \), we have

\[ \frac{1}{M_k} \int_{I} \int_T \frac{|f(\zeta)| \, dm(\zeta)}{|1 - R_k \zeta|} \, dm(z) \lesssim \frac{1}{M_k} \log \frac{1}{1 - R_k} \|f\|_{H^1} \lesssim \|f\|_{H^1} \]

by the hypothesis on \( M_k \).

In the case \( f \in A(\mathbb{D}) \) the estimate

\[ \left\| \frac{1}{M_k} \int_I \frac{f(\zeta)}{1 - R_k \zeta} \, dm(\zeta) \right\|_{A(\mathbb{D})} \lesssim \frac{1}{M_k} \log \frac{1}{1 - R_k} \|f\|_{A(\mathbb{D})} \lesssim \|f\|_{A(\mathbb{D})} \]

is immediate.

The rest of the proof is identical to the proof of Theorem 1.1. Let \( X \) be one of the spaces \( H^1 \) or \( A(\mathbb{D}) \). For a fixed \( f \) we choose \( R_{k_1} \) so that \( \|f(z) - \)
f(R_k z) \|X \leq \|f\|_X / 4. Then \|f - S_{k} \|_X \leq \|f\|_X / 2. Applying the procedure to \(f_1 = f - S_{k}\) we choose \(R_{k_2}\), etc.

5. Proof of Theorem 1.2

We start with the following integral representation of functions in \(\mathcal{H}_\beta\). In what follows for \(f(z) = \sum_{n=0}^{\infty} a_n z^n \in \mathcal{H}_\beta\) and \(\rho \in (0, 1)\) we put

\[ F_\rho(z) = \sum_{n=0}^{\infty} a_n \beta_n \rho^n z^n. \]

Note that \(F_\rho\) is analytic in \(\{|z| < \rho^{-1}\}\) and

\[ \int_T |F_\rho(\zeta)|^2 dm(\zeta) = \sum_{n=0}^{\infty} |a_n|^2 \beta_n^2 \rho^{2n} \leq \omega_1(\rho) \|f\|_\beta^2, \quad (11) \]

where

\[ \omega_1(\rho) = \sup_{n \geq 0} \rho^{2n} \beta_n. \]

Lemma 5.1. Let \(f(z) = \sum_{n=0}^{\infty} a_n z^n \in \mathcal{H}_\beta\). Then, for any \(0 < r < R < 1\) and \(z \in \mathbb{D}\),

\[ f(rz) = \int_T \overline{F_{r/R}(\zeta) K_\beta^{\beta}(R\zeta)} dm(\zeta). \]

Proof. By direct computations

\[ \int_T \overline{F_{r/R}(\zeta) K_\beta^{\beta}(R\zeta)} dm(\zeta) = \int_T \left( \sum_{n=0}^{\infty} a_n \beta_n \frac{r^n}{R^n} \zeta^n \right) \left( \sum_{n=0}^{\infty} \frac{R^n z^n \bar{\zeta^n}}{\beta_n} \right) dm(\zeta) \]

\[ = \sum_{n=0}^{\infty} a_n r^n z^n. \]

We will introduce two more characteristics of the sequence \(\beta\). For \(\rho \in (0, 1)\) put

\[ \omega_2(\rho) = \sum_{n \geq 1} \frac{n^2 \rho^{2n}}{\beta_n}, \quad \omega_3(\rho) = \sum_{n \geq 0} \frac{\rho^{2n}}{\beta_n}. \]

Note that \(\omega_3(\rho)\) is the square of the norm of the reproducing kernel \(K_\rho^{\beta}\) in \(\mathcal{H}_\beta\), while \(\omega_2(\rho)\) is essentially the squared norm of its derivative.

The key idea of a construction of a representing system is similar to the case of \(H^1\). Assume that for any \(k \in \mathbb{N}\) there are fixed \(R_k \in (0, 1)\) and
\( N_k, M_k \in \mathbb{N} \) and a collection of radii \( R_{k,l} \in (0, 1), l = 1, \ldots, M_k, \) such that \( R_{k,1} < R_{k,2} \cdots < R_{k,M_k} = R_k. \) Consider the set of points
\[
\Lambda = \{ w_{k,l,j} : 1 \leq l \leq M_k, 1 \leq j \leq N_k, k \in \mathbb{N} \}, \quad w_{k,l,j} = R_{k,l} \exp \left( \frac{2\pi i j}{N_k} \right).
\]

**Theorem 5.2.** Assume that \( R_{k,1} \to 1 \) and
\[
\omega_1(R_k)\omega_2(R_k) = o(N_k^2), \quad \omega_1(R_k)\omega_3(R_k) = O(M_k^2)
\]
as \( k \to \infty. \) Then \( \{ F_\lambda^\beta \}_{\lambda \in \Lambda} \) is a representing system in \( \mathcal{H}_\beta. \)

**Proof.** By Lemma 5.1 we have for any \( r < R_{k,1} \)
\[
f(rz) = \frac{1}{M_k} \sum_{l=1}^{M_k} \int_{I_k} F_{r/R_{k,l}}(\zeta)K^\beta_{\zeta}(R_{k,l}^\beta \zeta)dm(\zeta).
\]
The idea of the proof is to discretize this integral replacing it by
\[
S_k(z) = \frac{1}{M_k} \sum_{l=1}^{M_k} \sum_{j=1}^{N_k} \left( \int_{I_{k,j}} F_{r/R_{k,l}}(\zeta)dm(\zeta) \right) K^\beta_{w_{k,l,j}}(z),
\]
where \( I_{k,j} = [\exp((2j-1)\pi i)/N_k], \exp((2j+1)\pi i)/N_k]. \)

We consider in detail one step of approximation. For the moment we assume that \( k \) is fixed and omit it, i.e., we write \( R, R_l, w_{l,j}, M, N \) in place of \( R_k, R_{k,l}, w_{k,l,j}, M_k, N_k. \) Recall that \( R_1 < \cdots < R_M = R. \) Assume that \( r < R_1^2 \)

Note that \( K^\beta_{\zeta}(R_l^\beta \zeta) = K^\beta_{R_l^\beta \zeta}(z). \) Then we have
\[
f(rz) - S(z) = \frac{1}{M} \sum_{l=1}^{M} \sum_{j=1}^{N} \int_{I_j} F_{r/R_l}(\zeta) \left( K^\beta_{R_l^\beta \zeta}(z) - K^\beta_{w_{l,j}}(z) \right) dm(\zeta) = \sum_{n=1}^{\infty} c_n \frac{z^n}{\beta_n},
\]
where
\[
c_n = \frac{1}{M} \sum_{l=1}^{M} \sum_{j=1}^{N} \int_{I_j} \left( (R_l^\beta \zeta)^n - w_{l,j}^n \right) F_{r/R_l}(\zeta) dm(\zeta).
\]
Since \( w_{l,j} = R_l^\beta \zeta_j, \zeta_j = e^{2\pi i j}/N \in I_j, \) we have for \( \zeta \in I_j \)
\[
|(R_l^\beta \zeta)^n - w_{l,j}^n| = R_l^n \cdot |\zeta - \zeta_j| \cdot \sum_{s=0}^{n-1} \zeta^s \zeta_j^{n-1-s} \lesssim \frac{nR_l^n}{N} \leq \frac{nR_l^n}{N},
\]
whence
\[
|c_n| \lesssim \frac{nR_l^n}{M} \sum_{l=1}^{M} \int_{I_j} |F_{r/R_l}(\zeta)| dm(\zeta).
\]
Recall that \( r \leq R_1^2 \) and so \( r/R_l \leq R. \) It follows from (11) that
\[
\int_{I_j} |F_{r/R_l}(\zeta)| dm(\zeta) \leq (\omega_1(R))^{1/2} ||f||_\beta.
\]
(13)
We conclude that
\[ |c_n| \lesssim \frac{nR^n(\omega_1(R))^{1/2}}{N} \|f\|_\beta. \]

Hence,
\[ \|f_r - S\|_\beta^2 = \sum_{n=1}^\infty \frac{|c_n|^2}{\beta_n} \lesssim \frac{\omega_1(R)\|f\|_\beta^2}{N^2} \sum_{n=1}^\infty \frac{n^2R^{2n}}{\beta_n} = \frac{\omega_1(R)\omega_2(R)}{N^2} \|f\|_\beta^2. \]

By the first condition in (12), taking \( R = R_k \) and \( N = N_k \) with a large \( k \), one can make this norm as small as we wish.

Let us show that any intermediate partial sum is uniformly bounded by the norm of \( f \). We need to estimate the norms of the sums
\[ T_{\tilde{M}}(z) = \frac{1}{M} \sum_{l=1}^{\tilde{M}} \sum_{j=1}^{N} \left( \int_{I_j} F_{r/R_l}(\zeta)dm(\zeta) \right) K_{\widetilde{w}_{1,j}}^\beta(z) \]
and
\[ T_{\tilde{M},\tilde{N}}(z) = \frac{1}{M} \sum_{j=1}^{\tilde{N}} \left( \int_{I_j} F_{r/R_{\tilde{M}}}(\zeta)dm(\zeta) \right) K_{w_{\tilde{M},j}}^\beta(z), \]
where \( 1 \leq \tilde{M} \leq M \) and \( 1 \leq \tilde{N} \leq N \).

First let us consider the sums over several complete circles. It follows from the above estimates of the difference between the integral and its discretization and from Lemma 5.1 that for any \( 1 \leq \tilde{M} \leq M \) one has
\[ \left\| T_{\tilde{M}}(z) - \frac{1}{M} \sum_{l=1}^{\tilde{M}} \int_T F_{r/R_l}(\zeta)K_{\tilde{r}l}(\zeta)dm(\zeta) \right\|^2_\beta \lesssim \frac{\omega_1(R)\omega_2(R)}{N^2} \|f\|_\beta^2. \]

Hence, \( \|T_{\tilde{M}}\|_\beta \lesssim \|f\|_\beta \). It remains to estimate the norm of the sum \( T_{\tilde{M},\tilde{N}}(z) \) over some incomplete circle. Again, by the above estimates, we have
\[ \left\| T_{\tilde{M},\tilde{N}}(z) - \frac{1}{M} \int_I F_{r/R_{\tilde{M}}}(\zeta)K_{\tilde{r}\tilde{M}}(\zeta)dm(\zeta) \right\|^2_\beta \lesssim \frac{\omega_1(R)\omega_2(R)}{N^2} \|f\|_\beta^2, \]
where \( I = \bigcup_{j=1}^{\tilde{N}} I_j \). Using the expansion of the kernel function we get
\[ \int_I F_{r/R_{\tilde{M}}}(\zeta)K_{\tilde{r}\tilde{M}}(\zeta)dm(\zeta) = \sum_{n=0}^{\infty} d_n \frac{R_{\tilde{M}}^n}{\beta_n} \zeta^n, \]
where
\[ d_n = \int_I F_{r/R_{\tilde{M}}}(\zeta)\tilde{\zeta}^n dm(\zeta). \]
Making use of (13) and the fact that \( \frac{r}{R_M} \leq R \) we get

\[
\left\| \frac{1}{M} \int_{\Omega} \frac{F_r}{R_M} (\zeta) K^2_z(R_M \zeta) \frac{d\zeta}{\beta} \right\|_{\beta}^2 \leq \frac{\omega_1(R)}{M^2} \sum_{n=0}^{\infty} \frac{R^{2n}}{\beta_n} \leq \frac{\omega_1(R) \omega_3(R)}{M^2} \|f\|_{\beta}^2 \lesssim \|f\|_{\beta}^2
\]

by the second condition in (12).

The rest of the proof is analogous to the proof of Theorem 1.1. \(\square\)

Remark 5.3. Representing systems satisfying the condition (12) of Theorem 5.2 are, apparently, more dense than necessary and in special cases these conditions can be substantially relaxed. Our goal was to give a qualitative answer to the question about existence of representing systems. It is an interesting problem for further research to find optimal density conditions.

6. Open Questions

Representing systems of reproducing kernels in spaces of analytic functions in the disk are far from being well understood. While it does not seem reasonable to expect a complete description of representing systems of reproducing kernels even in \(H^2\) setting, a natural question is how small (in some sense) a representing system can be. Of course, the smaller the system is, the sharper is the result. One way to measure the size of the system is to introduce a density. E.g., for \(\Lambda \subset \mathbb{D}\), put

\[
D_+(\Lambda) = \limsup_{r \to 1-} (1-r) \cdot \#(\Lambda \cap \{ |z| < r \}),
\]

where \(\#E\) denotes the cardinality of \(E\). In all known examples of representing systems of the Cauchy kernels in \(H^p\) one has \(D_+(\Lambda) > 0\).

**Question 1.** Do there exist representing systems \(K(\Lambda)\) of the Cauchy kernels in \(H^2\) (or \(H^p, 1 < p < \infty\), such that \(D_+(\Lambda) = 0\)?

We find it plausible that the answer is “no” and so the case when \(n_k(1-r_k)\) behaves like a constant is optimal for systems of the form (1). Of course, one can ask similar questions about representing systems of reproducing kernels in general spaces \(\mathcal{H}_\beta\) considering appropriate densities.

Also, in all known examples the points of \(\Lambda\) accumulate (and, moreover, nontangentially) to each point of the unit circle. On the other hand, there exist complete systems of the Cauchy kernels which accumulate to a single point on the boundary.

**Question 2.** Do there exist representing systems \(K(\Lambda)\) of the Cauchy kernels in \(H^2\) such that the closure \(\text{Clos} \Lambda\) does not contain \(\mathbb{T}\), i.e., omits some open arc?
As we have seen in Theorem 4.1, one can construct representing systems of the Cauchy kernels in $H^1$ or in $A(D)$ if one takes somewhat (logarithmically) denser sets, than for $H^p$, $p > 1$. The question about sharp density remains open.

**Question 3.** Do the sequences (1) with $n_k(1 - r_k) \geq M > 0$ generate representing systems in $H^1$ or in $A(D)$? If not, then what is the correct optimal density?

In an interesting paper [3] (see also [2]) Cima and Stessin studied the problem of the constructive recovery of a function in a Banach space of analytic functions from its values on a uniqueness set. For a class of spaces in the disk they constructed a sequence of approximating functions which are finite sums of reproducing kernels. In particular, such a recovery is possible in $H^p$ with $2 \leq p < \infty$ for any uniqueness (i.e., non-Blaschke) set $\Lambda = \{\lambda_n\}$ and for any $p \geq 1$ under some additional density conditions on the set (see [3, Theorems 2 and 4]). The approximants are finite linear combinations of the Cauchy kernels. Applying the approximation method iteratively (as in the proof of Theorem 1.1) one can, apparently, construct, for any $f \in H^p$, a series of the form $\sum_n c_n k_{\lambda_n}$ such that some subsequence of its partial sums converges to $f$. These results seem to be essentially different from our setting since for a representing system the whole sequence of partial sums must converge in the norm. This need not be true unless the set $\Lambda$ has some additional symmetry (a simple example of a uniqueness set which does not generate a representing system of the Cauchy kernels can be found in [5, Theorem 3.3]). It seems however to be an interesting question, whether for a representing system $K(\Lambda)$ of the Cauchy kernels one can find an explicit expression of the coefficients in an expansion of $f$ in terms of the values of $f$ on $\Lambda$.
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