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Abstract. Convolutional neural networks have enabled significant improvements in medical image-based disease classification. It has, however, become increasingly clear that these models are susceptible to performance degradation due to spurious correlations and dataset shifts, which may lead to underperformance on underrepresented patient groups, among other problems. In this paper, we compare two classification schemes on the ADNI MRI dataset: a very simple logistic regression model that uses manually selected volumetric features as inputs, and a convolutional neural network trained on 3D MRI data. We assess the robustness of the trained models in the face of varying dataset splits, training set sex composition, and stage of disease. In contrast to earlier work on diagnosing lung diseases based on chest x-ray data, we do not find a strong dependence of model performance for male and female test subjects on the sex composition of the training dataset. Moreover, in our analysis, the low-dimensional model with manually selected features outperforms the 3D CNN, thus emphasizing the need for automatic robust feature extraction methods and the value of manual feature specification (based on prior knowledge) for robustness.
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1 Introduction

In recent years, various groups have reported highly accurate detection of Alzheimer’s disease (AD) and progressive mild cognitive impairment (pMCI) – which represents an earlier disease stage that continues to progress into AD

\textsuperscript{*} Data used in preparation of this article was obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database \url{http://www.adni-info.org/}. The investigators within the ADNI contributed to the design and implementation of ADNI and/or provided data, but did not participate in analysis or writing of this report.
or other types of dementia [16] – based on MRI volumes using convolutional neural networks (CNNs) [25]. At the same time, the potential brittleness of deep learning has become apparent due to issues like model underspecification [5], spurious correlations [12], and susceptibility to dataset shift [6]. Multiple reviews in the medical domain have shown that deep learning-based publications often suffer from inadequate model reporting and overly optimistic performance estimates [14,26]. Wen et al. [25] found in their systematic review that half of the studies reporting on MRI-based AD detection using deep learning potentially suffered from data leakage, likely leading to inflated performance estimates. Additionally, in clinical applications with low-dimensional input spaces, several systematic reviews have found no performance benefit of machine learning-based techniques over simple logistic regression [7,17], thus raising the question of whether simple approaches based on manually extracted, low-dimensional features may also perform competitively in the medical imaging domain.

In a parallel development, the question of sex and gender-related performance disparities of machine learning models has lately received a lot of attention [18,22]. Studies have shown that CNNs can accurately identify a patient’s age, sex, and ethnicity from chest x-ray images [6,27], and that chest x-ray classifiers tend to underdiagnose underserved patient populations [22]. Larrazabal et al. [15] have analyzed the effect of training dataset sex imbalance on a chest x-ray classifier’s performance for male and female subgroups, finding a consistent decrease in performance for the underrepresented sex. To the authors’ knowledge, similar analyses have yet to be performed in the brain MRI classification setting, even though it is known that AD presents differently in males and females [16].

Training on a sex-imbalanced dataset and then evaluating model performance on the underrepresented group represents a particular type of dataset shift [21], and the close connection between model robustness (to dataset shift and other challenges) and algorithmic fairness has been emphasized recently [2]. To achieve robustness to dataset shifts, the feature space in which classification is performed plays a crucial role: to be robust against dataset shifts, estimation must be performed in a feature space that gives rise to a classifier that is optimal across
Table 1. Composition of the dataset used in this study (based on the ADNI dataset \[13\]), stratified by sex and recording field strength.

| Diagnosis | Male     | Female    | 1.5 T     | 3 T      | Total |
|-----------|----------|-----------|-----------|----------|-------|
| AD        | 181 (54.03%) | 154 (45.97%) | 175 (52.24%) | 160 (47.76%) | 335   |
| HC        | 282 (43.52%) | 366 (56.48%) | 219 (33.80%) | 547 (66.20%) | 648   |
| pMCI      | 149 (58.66%) | 105 (41.34%) | 184 (72.44%) | 70 (27.56%)  | 254   |
| sMCI      | 155 (59.62%) | 105 (40.38%) | 122 (46.92%) | 138 (53.08%) | 260   |

different environments \[3\]. This feature space can, of course, either be manually crafted or automatically inferred, as is usually the case in deep learning \[1\].

In this paper, we analyze the robustness of two different MRI volume-based classifiers to distribution shifts. Both classifiers are trained to detect Alzheimer’s disease, based on different feature representations. The first is a very simple logistic regression model that uses manually selected volumetric features as inputs, which are obtained using standard MRI processing tools \[4,11\]. The second is a CNN using the full 3D MRI volumes as inputs. For analyzing the classifiers’ robustness, we consider two separate types of distribution shifts: Firstly, we analyze the effect of differing training dataset sex compositions on the performance for male and female test subjects, similar to the analysis of Larrazabal et al. \[15\]. And secondly, like various other groups have done \[25\] (although not combined with the sex imbalance analysis we perform), we evaluate the performance of classifiers trained on subjects diagnosed with AD and healthy controls on a test set consisting of subjects with stable and progressive MCI.

2 Methods

2.1 Dataset

We use MRI volumes from the ADNI dataset \[13\] (700, 463, and 334 recordings from ADNI1, ADNI2, and ADNI3, respectively), including a single T1-weighted structural MRI volume (acquired on different MR scanners using a field strength of either 1.5 T or 3 T) per subject in our experiments. Like various other studies \[25\], we consider two groups of subjects, giving rise to two classification tasks: firstly, healthy control (HC) and Alzheimer’s disease (AD) subjects and, secondly, stable and progressive mild cognitive impairment (sMCI, pMCI) subjects. Subjects were labeled as pMCI in our analysis if they were diagnosed with MCI at the time of the recording and then were diagnosed with AD at any point during the following five years. This definition only encompasses (progressive) amnestic MCI, since non-amnestic MCI may develop into non-AD dementias \[16\]. Subjects were labeled as sMCI if they were diagnosed with MCI at the time of the recording, not diagnosed with AD at any point during the five-year follow-up period, and if there was at least one valid diagnosis from...
years three to five after the initial recording was made. Table 1 summarizes the dataset used in our study.

2.2 AD Classification using logistic regression

Extraction of hippocampal volume (HCV) and entorhinal cortex volume (ECV) from MRI volumes was performed using FreeSurfer v7.1.1\cite{11}, see fig. 1 for an example. Intracranial volume (ICV) was calculated using SPM12 \cite{4}.

A simple logistic regression (LR) model of the form

\[ P(AD) \approx q_{AD} = \sigma(\theta_1 \cdot \text{Age} + \theta_2 \cdot \text{ICV} + \theta_3 \cdot \text{HCV} + \theta_4 \cdot \text{ECV}), \]

with \( \sigma(\cdot) \) denoting the sigmoid function, was fitted using stochastic gradient descent for 4000 epochs (initial learning rate \( 10^{-3} \), automatic learning rate scheduling – if there is no improvement in the validation loss for 10 epochs, the learning rate is halved –, momentum 0.9, early stopping based on the validation loss, batch size 256). The loss function was binary cross-entropy with \( L_2 \) regularization (regularization constant \( 10^{-4} \)).

2.3 AD Classification using CNNs

The subject-specific MRI images were skull-stripped and registered to a common space (MNI305) using FreeSurfer v7.1.1\cite{11}, resulting in spatially normalized grayscale volumes of the dimensionality \( 256 \times 256 \times 256 \text{ mm}^3 \), which are then cropped to include the whole brain (\( 186 \times 186 \times 191 \text{ mm}^3 \)).

Dataset augmentation was performed to increase model robustness and effective training dataset size. Whenever a training sample was drawn during model training, in 80% of the cases, it was transformed using one (randomly selected) of nine 3D image transformations implemented in the torchio library \cite{20}: rotation, elastic deformation, flipping, blurring, addition of Gaussian noise, addition of an MRI bias field, spike, ghosting, or motion artifact.

A convolutional neural network (CNN) was trained, using the preprocessed 3D MRI volumes as inputs and the subject’s AD/HC label as the target. The model architecture was inspired by the structure used by Tinauer et al. \cite{23} and was (manually) selected based on validation set performance. The convolutional part of the model consists of eight consecutive convolution layers (all with sixteen channels), each followed by a rectified linear unit (ReLU). The first two layers use kernels of size \( 5 \times 5 \times 5 \); the subsequent six layers use \( 3 \times 3 \times 3 \) kernels. Every second layer uses a stride of two, thus progressively reducing image resolution. The convolutional part of the model is followed by a dropout layer (\( p = 0.5 \)), a fully connected linear layer with 32 output channels, a ReLU, another dropout layer (\( p = 0.5 \)), and the final, fully connected classification layer (followed by a sigmoid activation function). The model has 337,000 trainable parameters, which are estimated using the Adam optimization algorithm (initial learning rate \( 10^{-4} \), automatic learning rate scheduling based on the validation loss as described above, 200 epochs, batch size 6, early stopping based on the validation loss) to minimize binary cross-entropy (no regularization).
2.4 Performance and robustness evaluation

To evaluate the two models’ overall performance and robustness, we trained them on 125 (LR) and 25 (CNN) different training datasets and evaluated them on six different test sets. First, five AD/HC test sets of size 100 were selected with 25 samples each of male/female AD/HC subjects. There was no subject overlap between the five test sets. Next, for each test set, five combined training and validation sets of size 400 were drawn from the remaining AD/HC subjects (without replacement), stratified by the disease label and with five different male-to-female ratios (0% to 100% females in 25% steps). Subjects were reused where possible to minimize training dataset variation between the different sex ratio conditions, i.e., female subjects used at a female ratio (FR) of 50% represented a subset of female subjects used at an FR of 75%, and equivalently for other FRs and male subjects. Each combined training and validation set was then split randomly into five folds following standard recommendations for neuroimaging [24]. For the logistic regression, each fold was used once as the validation set, resulting in a total of five training–validation set combinations per test set (of which there are five) and sex ratio (of which there are five), yielding a total of 125 different training and validation datasets. For the CNNs, because of the computational effort required for training, only one (randomly selected) of the five fold combinations was used per sex ratio, thus yielding a total of 25 different training and validation datasets. Each model was then evaluated on both the respective AD/HC test set and the full sMCI/pMCI dataset (which had not been used for training), calculating performance metrics on both males and females.

Figure 2 illustrates the full AD/HC dataset and two exemplary data splits. The decision thresholds for all models were set by selecting the threshold maximizing the geometric mean of sensitivity and specificity on the validation dataset, a standard method in the imbalanced classification domain [10]. All models were implemented and trained using PyTorch Lightning v.1.5.9 [9] and training one CNN took about twelve hours on a single NVIDIA Titan X GPU. When the performance of models trained on the same datasets was compared, statistical significance was assessed using Wilcoxon signed-rank tests.

Fig. 2. Visualization of the AD/HC dataset and two exemplary splits. Each marker represents 25 subjects (rounded). For clarity, only one of the five test sets and only two of the five training and validation datasets for this test set (all with different male–female ratios FR = \( \frac{n_f}{n_f + n_m} \), with \( n_f \) and \( n_m \) the number of females and males in the combined training and validation dataset) are shown.
3 Results

Figure 3 shows the distribution of the area under the curve (AUC) of the receiver-operating characteristic and the accuracy (ACC) achieved by the trained models on the different test sets. To assess the dependence of model performance for males and females on the training dataset sex composition, regression lines were fit and a t-test was performed to assess whether the slope was significantly different from zero. As expected, and as found in previous studies [25], both models show a significant performance drop on the sMCI vs. pMCI classification task, as opposed to HC vs. AD classification, which they were trained on. The LR model achieves consistently high AUC and ACC across all training and validation sets, and performance is similar for male and female test subjects, although significantly better for females ($p = 2.7 \times 10^{-5}$ and $p = 3.0 \times 10^{-22}$ for AUC on AD/HC and pMCI/sMCI, respectively). For the LR model, all identified slopes were small ($< 0.004$) and non-significant ($p \gg 0.05$) in all cases except female pMCI/sMCI subjects, where $p = 0.00059$. The CNN performed significantly worse compared to the LR ($p = 9.7 \times 10^{-12}$ for AUC, $p = 3.9 \times 10^{-4}$ for ACC), and it exhibited a stronger dependence of performance for male and female test subjects on the training dataset composition (as indicated by larger slope values $b$ in fig. 3), although in all cases except male pMCI/sMCI subjects this was not statistically significant ($p \gg 0.05$).

4 Discussion & conclusion

In the present study, motivated by recent work demonstrating performance disparities in medical image classifiers between patient populations [15][22], we have analyzed the robustness of two brain MRI classifiers and their associated feature representations to multiple types of distribution shift. We analyzed the effect of different ratios of male and female examples in the training dataset on the performance of the trained classifier for male and female test subjects. Logistic regression using manually extracted volumetric features was compared to a standard 3D CNN classifier using the full 3D MRI volumes as inputs, with both models performing within the range reported in the review of Wen et al. [25] for studies without suspected data leakage. As opposed to a previous study on lung disease detection from chest x-ray data [15], we found only a weak dependence of classifier performance for male and female test subjects on the training dataset sex composition. In our study, the LR model, using manually selected volumetric features, performed significantly better on average than a 3D CNN using the full MRI images. While this might change for larger dataset sizes, our sample size is comparable to typical sample sizes used in this domain.

The small effect of the training dataset sex composition observed in our study is in line with previous research showing sex-related differences in MRI recordings to be limited and gradual [28], as opposed to the apparent sex differences in chest x-ray recordings. Nevertheless, it is an important result that – despite known sex differences in AD [10] – the training dataset composition does not appear to
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Fig. 3. Distribution of (A) the area under the curve (AUC) of the receiver-operating characteristic and (B) the accuracy achieved by the trained models (first row in both panels: LR, second row: CNN) on the different test sets. FR: ratio of female subjects in the training and validation set, \( \mu \): average AUC / ACC (± standard deviation) across all sex ratios, \( b \): slope of the regression line (± standard deviation), p-value null hypothesis: \( b = 0 \). Random jitter is added to all x coordinates to prevent excessive overlap – all points are sampled at FR \( \in \{0, 0.25, 0.5, 0.75, 1.0\} \), as indicated by the five different colors. Note the truncation of all y-axes.
have a strong effect on male and female test subject performance, indicating that the employed feature representations are – to some degree, at least – invariant to this dataset shift [3].

One potential limitation of our study concerns the preprocessing employed for both models. The employed segmentation steps are partially based on MRI atlases, which have been extracted from study databases. Thus, even in the cases in which the training dataset nominally contained no males or no females, this preprocessing step still incorporated some information about male and female subjects. The degree to which this influenced the results of our analyses is challenging to quantify, but it represents a potentially confounding factor that might cause an underestimation of the effect of the training dataset composition on the performance of LR and CNN models for male and female test subjects. Practical applications, however, typically also employ atlas-based preprocessing steps, and thus our analysis is closer to practical application scenarios than if we had omitted these preprocessing steps.

An important avenue for future research concerns the question of whether environment-invariant feature representations can be inferred automatically; an end towards which various methods have been proposed [3,19,29]. This would potentially allow for mitigating the effect of training dataset composition on male and female test subject performance in domains with substantial dataset shifts, such as chest x-ray analysis. Even in the brain MRI analysis domain considered in this contribution, generalization to different populations remains an unsolved problem [25], with important consequences for the general robustness and fairness of the resulting systems.

**Code & data availability** The full code for all implemented models, dataset splitting, and statistical analyses is available online in our GitHub repository: [https://github.com/to-be-added-after-review](https://github.com/to-be-added-after-review).
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