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ABSTRACT
Completeness blind video quality assessment (VQA) refers to a class of quality assessment methods that do not use any reference videos, human opinion scores or training videos from the target database to learn a quality model. The design of this class of methods is particularly important since it can allow for superior generalization in performance across various datasets. We consider the design of completely blind VQA for user generated content. While several deep feature extraction methods have been considered in supervised and weakly supervised settings, such approaches have not been studied in the context of completely blind VQA. We bridge this gap by presenting a self-supervised multiview contrastive learning framework to learn spatio-temporal quality representations. In particular, we capture the common information between frame differences and frames by treating them as a pair of views and similarly obtain the shared representations between frame differences and optical flow. The resulting features are then compared with a corpus of pristine videos to predict the quality of the distorted video. Detailed experiments on multiple camera captured VQA datasets reveal the superior performance of our method over other features when evaluated without training on human scores. Code will be made available at https://github.com/Shankhanil006/VISION.
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1 INTRODUCTION
The ubiquity of mobile devices and video sharing platforms has led to an explosion in the number of videos captured, processed, and shared. Thus, the perceptual quality assessment of such videos is of paramount importance in enabling a better user experience. The video quality assessment (VQA) of such user generated content obtained through camera captures is challenging on multiple counts. The authentication distortions that arise in user generated content are more complex and often suffer from multiple sources of video degradation at the same time. Further, unavailability of reference video motivates the study of no reference (NR) VQA. NR VQA has been studied quite extensively in the supervised setting [3, 16–18, 37] for user generated content (UGC), where video features are regressed against human scores to learn a video quality model. However, such an approach suffers from two main drawbacks. Firstly, it requires a large number of human ratings to train a model. Secondly, the generalization performance of such supervised approaches has also been found to be a limitation [19]. This motivates the need for completely blind NR VQA approaches where neither the human ratings nor the videos from the target database are used in any step of the algorithm design. The problem of designing completely blind NR VQA where neither human scores nor the videos in the target database are used has been researched to some extent. The VIDE [26] model represents one such example where the models based on the statistics of natural videos are designed to measure video quality. Recently, the perceptual straightening hypothesis of the temporal information of natural videos has been used to design completely blind NR VQA [14]. The natural image quality evaluator (NIQE) [27] which is a completely blind image quality metric has also had limited success in NR VQA. Nevertheless, the role of deep features for completely blind NR VQA has not been explored to the best of our knowledge.

In this work, we explore self-supervised contrastive learning of video quality features and deploy them to predict video quality without training on human labels. Self-supervised learning for video quality representations has been explored recently using predicted frames as augmentations for contrastive learning [5]. However, the inaccuracy of the video prediction algorithm can limit the performance of the quality representation learning. Further, the learnt features have only been evaluated in a supervised setup as opposed to an unsupervised prediction of quality we explore in our work. HEKE [22] learns spatio-temporal representations from synthetically distorted videos suffering from artifacts due to compression and packet losses. But such a model may not perform well on authentic distortions which arise during camera captures.

Our main contribution in this work is the design of a multiview contrastive learning framework for quality representation learning. We refer to our framework and the resulting quality metric as Video quality Index using multiview Contrastive learning (VISION). We observe that frame differences are often interpreted as moving edges and contain information about the spatial and temporal quality. Thus, their joint distribution with frames and optical flow can be used to extract interesting quality related features. In particular, we capture the joint distribution of quality features in frames and frame differences for predicting video quality. Similarly, we also extract features that correspond to the joint distribution of frame differences and optical flow for quality prediction. The two sets of features are then compared against a corpus of such features from pristine videos to predict video quality.

We conduct detailed experiments on multiple datasets to show the effective performance of our model. In particular, we also design novel benchmarks for comparison, where we evaluate several features learnt using a variety of approaches for unsupervised quality prediction without training them on human scores. This analysis is
interesting in understanding the performance of the features for predicting video quality without human training.

In summary, the main contributions of this work are as follows:

- We design a multiview contrastive learning approach for learning quality representations for user generated content. In particular, our features capture the joint distributions of frame differences with frames and optical flow.
- We show through detailed experiments on multiple datasets that the learnt features can be used to effectively predict video quality by comparing with a corpus of such features from pristine videos.
- We evaluate the performance of several interesting features that can be learnt without human scores and evaluated for opinion unaware quality assessment by comparing against a corpus of pristine videos.

2 RELATED WORK

**Supervised NR VQA:** One of the most successful NR VQA approaches models natural scene statistics to generate quality aware features. Handcrafted methods involve designing a statistical model based upon discrete cosine transform (DCT) coefficients of frame differences [31], 3D DCT coefficients [26], and 3D mean subtracted contrast normalized coefficients [29] of video clips, and optical flow based [24]. Several other NR VQA methods have been developed by taking into account blockiness, sharpness, noise, and temporal correlation in videos [2, 8, 43]. TLVQM [16] deploys low complexity and high complexity features from video frames based on spatial, and temporal statistics of videos. VIDEVAL [37] combines handcrafted features from several existing blind VQA algorithms.

In recent years, convolutional neural networks (CNN) have been used to extract quality aware features from videos. One of the approaches involves combining CNN based features with other heuristics based features to achieve state-of-the-art NR VQA performance [1, 17, 38]. On the other hand, an end-to-end deep learning based method was designed to predict compressed video quality for specific codecs [21]. Motion representation based models [3] have also been studied for NR VQA. Features extracted by learning a 3D CNN model on video clips [47], and pretrained ResNet50 [12] features learnt on ImageNet database have been fed to a recurrent model to predict quality [18]. Quality aware features have also been extracted from image quality models such a PaQ-2-PiQ [46] and combined with pretrained 3D ResNet18 features to predict global video quality [45]. UCDA [4] adopts a domain adaptation approach to adapt a model learnt on synthetic video distortions to authentic videos. While UCDA does not use any human quality scores for the target database, it trains on a large set of human annotated labels for the source database.

**Pseudo-label Training for NR VQA:** A broad class of opinion unaware quality models is designed by learning to predict full reference metrics available in the training data. These models are relevant for synthetic distortions due to the need for a reference for generating the target quality index. Video CORNIA [42] was designed by first learning quality aware features through visual codebooks in an unsupervised manner and then regressing these features against frame level full reference quality measures. A weakly supervised approach was adopted for pretraining, where a deep network was first trained to predict a full reference quality measure. The features were then fine-tuned on human opinion scores [49]. Pseudo-labels from multiple full reference video quality measures are used to obtain a richer quality prediction method on account of the heterogeneity of the measures [22]. A similar approach is adopted based on the spatio-temporal entropic differences index exploiting the complementarity of the spatial and temporal streams [25].

**Completely Blind NR VQA:** The class of completely blind VQA algorithms is very challenging and very few algorithms have been designed. One of the first such methods was the VIIDEO method [26], which models the intrinsic statistical regularities in natural videos to measure the disturbances in the presence of distortions. STEM [14] is a recent completely blind VQA model designed for user generated content that exploits the human perception of straighter temporal trajectories for natural videos in a transformed space. The loss in straightness or the resulting curvature in the presence of distortions is used to measure quality. This approach is used in conjunction with the completely blind natural image quality evaluator to obtain impressive performance.

**Self-supervised learning for image and video quality:** The role of self-supervised feature learning in VQA is still nascent. Contrastive self-supervised pretraining [5] has been explored for learning deep video quality features for supervised NR VQA. In particular, frame prediction algorithms are deployed to create augmented videos which are used to learn quality distortion and content features for NR VQA. CONTRIQUE [23] uses information about distortion levels and types of synthetically distorted images, along with authentically distorted images for supervised NR image quality assessment. Nevertheless, self-supervised methods are only being deployed in a supervised setup, while such approaches offer the possibility of completely blind VQA, which we explore in our work.

3 METHOD

3.1 Overview

An overview of our quality aware representation learning from videos using multiple views of video frames without any human subjective score is shown in Figure 1. Our approach is inspired by the success of contrastive multiview coding (CMC) [35] in image classification, where the goal is to elicit features that maximize the shared information contained in both the views. This can be achieved by maximizing the mutual information between the resulting features. However, we adapt the CMC method to create positive and negative view pairs that vary only in quality to learn rich quality representations through contrastive learning. The key question that arises in CMC is the choice of views. We note that frame differences in videos contain information about variations in quality across frames and thus some information about the spatial quality of the frames. Further, frame differences also contain temporal information and the common information with optical flow may be used to capture temporal quality. We capture the common information between frame differences and frames and similarly between frame differences and optical flow to predict video quality. We note that the choice of views in our framework for quality representation learning is different from the choice of views in the original CMC work [35]. In the following sections, we first discuss how we generate a set of videos, consisting of variations of the
We use frame interpolation techniques [36] to create augmentations with MPEG-2, and H.264 compression at different quality levels. Two broad sets of videos are employed for learning our quality representations. Videos are corrupted with synthetic distortions such as compression and transmission errors, and also a database of authentically distorted videos with its various distorted versions.

3.2 Data Generation

Two broad sets of videos are employed for learning our quality representations. We first consider databases of videos where pristine videos are corrupted with synthetic distortions such as compression, and transmission errors. We employ existing synthetically distorted datasets like the LIVE Mobile [28], LIVE VQA [32], EPFL-PoliMi [7], CSIQ VQD [39], and ECVQ-EVVQ [30] which contain pristine videos corrupted with rich synthetic distortions like MPEG-2, MPEG-4, H.264, noise, gaussian blur, IP loss, wavelet compression based snow codec, wireless transmission loss, and so on. Although our focus is on authentic distortions, we still believe that the synthetic distortions help learn good quality representations. Since our study mainly focuses on quality prediction for authentically distorted videos, we also generate different synthetically distorted videos, and also a database of authentically distorted videos with its various distorted versions.

3.3 Multiview Contrastive Feature Learning

As we remarked earlier, we choose two pairs of views, one between frame differences and frames and another between frame differences and optical flow to learn our quality representations. We note that there does not appear to exist any shared information between frames and optical flow and do not consider that pair. Thus, we constitute a two stream approach to learn quality aware representation. In the first stream, frame $f$ and corresponding frame difference $d$ with respect to its neighbour is used to form the two views of a multiview contrastive framework. In the other stream, frame difference $d$ and optical flow $o$ are considered as two views of a CMC framework. Our quality representation learning framework is temporally localized.

We first describe the multiview representation learning with frames and frame differences as the pair of views. The multiview contrastive learning framework requires a pair of congruent and several incongruent pairs to learn quality representations. While the congruent pairs are chosen as the feature representations from frames and frame differences of the same video, the incongruent pairs are chosen as frames and frame differences from different videos having the same content but different distortions. This is a key aspect of our model where the positives and negatives are always drawn from the same scene. In a mini-batch, we sample $S$ scenes from the training database, and for each scene, we have a set of $K$ videos with different distortions. Let $\{V_1, V_2, \ldots, V_K\}$ be a set of $K$ videos with different distortion types and levels but having the same content, where, $s = \{1, 2, \ldots, S\}$. Let $f_j$ and $d_j$ denote the frame and frame difference (with frame $f_j$ as one of the frames) of the video $V_j^s$ respectively at a certain time instance where $j \in \{1, 2, \ldots, K\}$. We describe the training method for $V_j^s$ below and the same can be extended to other videos. Let frame $f_j$ be chosen as the anchor view. The positive or congruent pair of views corresponding to this anchor is $(f_j, d_j)$, while the negative pairs...
are given by \( (f_i, d_k) \) by enumerating over the frame differences of all incongruent videos.

We deploy two CNNs, \( g_{\theta_1}(\cdot) \) and \( g_{\theta_2}(\cdot) \) with the same architecture but different parameters \( \theta_1 \) and \( \theta_2 \) to learn feature representations of the frames and frame differences, respectively. A discriminative function \( h_{\theta}(\cdot) \) is trained to give high similarity between \( g_{\theta_1}(f_i) \), and \( g_{\theta_2}(d_k) \) and low similarity between \( g_{\theta_1}(f_i) \) and \( g_{\theta_2}(d_k) \), where \( k \neq j \) and \( k \in \{1, 2, \ldots, K\} \). Let, the feature representation for frame \( f \) and frame difference \( d \) be given by,

\[
z_1 = g_{\theta_1}(f), \quad z_2 = g_{\theta_2}(d).
\]

The cosine similarity between the embedding \( z_1 \) and \( z_2 \) is given by:

\[
h_{\theta}(f, d) = \exp \left( \frac{z_1^T z_2}{||z_1|| \cdot ||z_2|| \cdot \tau} \right),
\]

where \( \tau \) is the dynamic range adjuster. Therefore, the contrastive loss can be written as:

\[
l(f_j, d_j) = -\log \frac{h_{\theta}(f_j, d_j)}{\sum_{k=1}^{K} h_{\theta}(f_j, d_k)}
\]

Enumerating the anchor view over all the videos in \( \{V^1_1, V^2_1, \ldots, V^K_1\} \), we have the overall loss term with frames taken as anchor view as,

\[
l(f, d) = \frac{1}{SK} \sum_{s=1}^{S} \sum_{j=1}^{K} l(f_j, d_j)
\]

Similarly, taking the anchor view as frame differences \( d_j \), we have,

\[
l(d_j, f_j) = \frac{1}{SK} \sum_{s=1}^{S} \sum_{j=1}^{K} l(d_j, f_j).\]

We obtain the overall two view loss function as

\[
L_{f,d} = l(f, d) + l(d, f).
\]

For the second stream in our contrastive learning setup, we choose frame difference \( d \) and optical flow map \( o \) at a certain time instance of a video as the two views. Similar to the above approach, we choose two CNN based encoder networks \( g_{\theta_1}(\cdot) \) and \( g_{\theta_2}(\cdot) \) to learn the representations of \( d \) and \( o \), respectively. Let \( z_3 \), and \( z_4 \) represent the feature output of \( g_{\theta_1}(\cdot) \) and \( g_{\theta_2}(\cdot) \). Then the similarity between these embeddings is given as,

\[
h_{\theta}(d, o) = \exp \left( \frac{z_3^T z_4}{||z_3|| \cdot ||z_4|| \cdot \tau} \right)
\]

Taking frame differences as the anchor view and enumerating them over optical flow for positive and negative pairs like Equation (3), we have the contrastive loss as

\[
l(d_j, o_j) = -\log \frac{h_{\theta}(d_j, o_j)}{\sum_{k=1}^{K} h_{\theta}(d_j, o_k)}
\]

\[
l(d, o) = \frac{1}{SK} \sum_{s=1}^{S} \sum_{j=1}^{K} l(d_j, o_j).
\]

The overall objective function with either of the views taken as anchor view is given as,

\[
L_{d,o} = l(d, o) + l(o, d).
\]

We train all the four networks in the two streams with the respective loss functions in Equation (4), and (8). Ideally, either of the CNNs from a given pair of views may be used to extract features during the prediction stage. However, we note that using both CNNs may be beneficial in overcoming any residual errors in perfectly contrasting the positive and negative pairs. Thus, during the prediction stage, we obtain the embedding for the first stream with frame and frame difference as views as \( z_{f,d} = (z_1 + z_2)/2 \), and for the second stream as \( z_{d,o} = (z_3 + z_4)/2 \). In Section 4.4, we provide a detailed study of using the average of the feature representation over using individual features.

### 3.4 Distance Measure and Quality Prediction

The goal of our work is to estimate the quality of videos in a completely blind setup. We choose a distance based approach similar to NIQE [27] to predict quality given the feature representation of a distorted video and a corpus of pristine videos. Since we extract two sets of features \( z_{f,d} \) and \( z_{d,o} \) from the video, we compute the distance with respect to each of these features and combine them. We first describe the distance computation using \( z_{f,d} \). A similar approach is adopted for \( z_{d,o} \).

We generate patches of size \( R \times R \) from the frames of pristine videos corresponding to each of the views, i.e. frame and frame difference. Similar to NIQE [27], we select those patches in each frame that have a sharpness greater than \( \tau_s \) times the sharpness of the sharpest patch of the frame. The frame differences are also drawn at the corresponding same locations as the sharp patches. A multivariate Gaussian (MVG) model with parameters \( (\mu_f^d, \Sigma_f^d) \) is learnt on the feature representation \( z_{f,d} \) of these sharp patches drawn from the set of pristine videos. We now predict the quality of the \( i^{th} \) frame in a distorted video as follows. We extract \( R \times R \) patches with no overlap from \( i^{th} \) frame and obtain the feature embeddings for all the patches similar to NIQE [27]. An MVG model with parameters \( (\mu_f^d, \Sigma_f^d) \) is learnt on these distorted patches.

The quality estimate of the \( i^{th} \) frame in a distorted video is given as,

\[
q_{f,d}^i = \left[ (\mu_f^d - \mu_d^f)^T \left( \Sigma_f^d + \Sigma_d^f \right)^{-1} (\mu_f^d - \mu_d^f) \right] / 2.
\]

We compute the above quality index for frames sampled at 1 frame per second in the distorted video. For a video of duration \( N \) seconds, \( i \in \{1, 2, \ldots, N\} \), the video level quality is estimated by average pooling the frame level quality predictions as,

\[
Q_{f,d} = \frac{1}{N} \sum_{i=1}^{N} q_{f,d}^i.
\]

Similarly, we extract the embedding \( z_{d,o} \) using the second pair of networks corresponding to frame differences and optical flow maps from the same locations of sharp patches determined above. Let \( q_{d,o}^i \) denote the quality of a video at the \( i^{th} \) time instance using \( z_{d,o} \). The video level quality from the second stream is given by,

\[
Q_{d,o} = \frac{1}{N} \sum_{i=1}^{N} q_{d,o}^i.
\]

**VISION.** The overall video quality for the test video is given as the product of the predicted quality using the two streams as,

\[
VISION = Q_{f,d} \ast Q_{d,o}.
\]
Our overall quality prediction using the product of individual components is similar to that of ST-RRED [33], and NR-STED [25].

4 EXPERIMENTS AND RESULTS

4.1 Experimental Settings

Training Data. We train our model in a self-supervised fashion on both synthetically and authentically distorted datasets.

Synthetic Database. We use a combination of 5 databases comprising 850 distorted videos produced from 60 pristine videos at different resolutions and frame rates. The details of distortions present in the synthetic databases are as follows:

- LIVE VQA [32]: The videos suffer from compression artifacts due to MPEG-2 and H.264 as well as transmission distortions obtained by sending H.264 compressed videos through error-prone IP and wireless networks.
- LIVE Mobile [28]: A set of videos comprising compression, wireless packet-loss, rate-adaptation, and temporal dynamics are included in this database.
- EPFL-Polimi [7]: This database is composed of videos at two different resolutions encoded with H.264/AVC and passed through an error prone channel.
- CSIQ VQD [39]: Here, we have videos comprising H.264, HEVC, Motion JPEG, wavelet based compression using Snow codec and H.264 were subjected to wireless transmission channel.
- ECVQ and EVVQ [50]: The artifacts include H.264 and MPEG-4 visual compression.

Authentic Database. Since our objective in this work is completely blind estimation of video quality of user generated content, which is typically authentically distorted, we use videos from the LIVE-FB Large-Scale Social Video Quality (LSVQ) [45] database for our training. Since our model works with frame level data, we randomly sample 200 videos from the 39K videos in the LSVQ video database. LSVQ contains only a single distorted video for each content, so we augment the video with further distortions for contrastive learning. For distortion augmentation, we use MPEG-2, H.264, video downsampling followed by upsampling, and video frame interpolation. For every distortion type, we generate videos at three different distortion levels. We use ffmpeg [36] to generate MPEG-2 distorted videos with qscale index varying between 1 to 20. Similarly, to corrupt the authentic videos with H.264, we use ffmpeg [36] at a crf value between 10 to 50. Sampling is done by downscaling the video at a rate of 2, 4, and 8 and upsampling them back to original resolution. For frame interpolation, we read each video at 0.25, 0.33, and 0.5 times the original frame rate. Then we fill the frame by interpolation using minterpolate filter in ffmpeg [36] to get the distorted video at the original frame rate.

Details of Views The input data to the encoder $g_0(\cdot)$ consists of grayscale frames, while the input to the encoders $g_0(\cdot)$, and $g_1(\cdot)$ consists of the difference of grayscale frames. The input to $g_0(\cdot)$ is a two channel optical flow map, each channel representing horizontal and vertical displacement.

Training Details The encoder chosen to extract features from frames, frame differences, and optical flow viz. $g_0(\cdot)$, $g_0(\cdot)$, $g_0(\cdot)$, and $g_0(\cdot)$ have the same architecture and each of them outputs a 256 dimensional feature vector. The encoder architecture is given in the supplementary material. Each of the encoders takes a frame level input at a certain time instance. The optical flow map is estimated using TV-L1 algorithm [48]. The training was done using a batch size $S = 8$ with Adam optimizer [15] at a learning rate of $1e^{-4}$ for 5000 iterations. For each batch of input, we have 1 positive and 10 negative pairs. Due to the computational complexity, we centre crop the views, taking the input at a resolution of $224 \times 224$. The dynamic range adjuster is chosen to be 0.1 similar to [6, 23].

Evaluation Databases Since our goal is to design a completely blind VQA algorithm for user generated content, we omit the LSVQ [45] dataset for quality prediction of authentically distorted videos since we trained on that dataset. We conduct experiments on four user generated datasets as follows:

- KoNVid-1K [13]: This dataset contains 1200 videos filtered from the YFCC100m database consisting of 793436 sequences. The videos in this database contain a wide variety of content, distortion types, and subjective quality variations. The videos are of $720 \times 540$ resolution, corresponding to a frame rate of 24, 25, or 30 frames per second, and 8 seconds in duration.
- LIVE Video Quality Challenge (LVQCC) Database[9]: The LIVE VQC database consists of 585 videos of unique content captured from 101 different devices leading to a widespread of complex authentic distortions. LVQCC has 10 second long videos available at 18 different spatial resolutions ranging between $1920 \times 1080$ to $320 \times 240$ across landscape and portrait modes.
- LIVE Qualcomm Database (LQCOMM)[10]: This database consists of 208 videos accounting for distortions generated during the camera capture process using eight mobile devices. The videos are of spatial resolution $1920 \times 1080$, 15 seconds long when played at 30 fps.
- YouTube-UGC [40]: This database contains 1380 user generated videos at resolutions varying between 360p to 4k. The videos are 20 seconds long in duration. This database contains videos belonging to 15 categories (e.g. gaming, sports, and music videos).

Evaluation Details. Similar to NIQE [27], we choose patches of size $96 \times 96$ ($R = 96$). To generate pristine patches, we choose reference videos from [7, 28, 30, 32, 39]. We choose a sharpness threshold $\tau = 0.85$ for generating the pristine set of patches for all our experiments and also for the other benchmarking algorithms. To reduce the computational capacity in estimating the optical flow map using the TV-L1 algorithm at test time, we estimate the optical flow at 1/8th of the spatial resolution of the video and upsample the flow to the original resolution with appropriate scaling. Since the computational time required to predict video quality is large if the resolution is greater than 720p as shown in prior work [16, 37, 38], we see that quality prediction at 1 frame per second followed by averaging pooling of the scores gives a similar performance to taking all the frames for prediction. Thus, we compute the quality of videos at 1 frame per second for VISION.

We evaluate the performance of the completely blind VQA methods using the conventional measures such as Spearman’s rank order correlation coefficient (SROCC), and linear correlation coefficient (LCC) between the predicted quality scores and the ground truth quality scores. Since no training is required on the test dataset, we do not need any training or validation splits of the test dataset. All the videos in the test datasets were used for evaluation. We pass our predicted quality through a four parameter monotonic
We compare VISION with other completely blind VQA algorithms like VIIDEO [26] and STEM [14]. Since our quality estimation using the distance metric in Equation (9) is applied at a frame level, we extend our benchmarking analysis to completely blind IQA methods like NIQE [27] to compute frame level quality. We estimate the video quality using NIQE [27] as in Equation (10) at 1 frame/sec. In addition to the above, we present several interesting benchmarks where we evaluate methods that learn features without human supervision and use them to evaluate quality by comparing with a corpus of pristine videos. We note that VCORNIA [42] learns frame level quality features without supervision. So, we apply our distance measurement criteria to the set of pristine and test video features generated using VCORNIA [42]. HEKE [22] learns quality aware features using synthetically distorted databases by regressing against pseudo-quality scores generated by various full reference metrics. Since the training of HEKE [22] is blind with respect to the data, we also extract pristine and test video features using this model. Thereafter, we apply our distance measure to estimate the quality at a 1 frame per second and average pool the scores like our method. Pretrained ResNet50 [12] features extracted at frame level perform well for NR VQA [37]. In our experiment, we extract ResNet50 features at patch level like VISION from the pristine corpus and the test video to measure quality of the test video using our distance measure. We term VCORNIA [42], HEKE [22], and pretrained ResNet50 [12] formulated in a blind setup as VCORNIA*, HEKE*, and ResNet50* respectively.

### 4.2 Benchmarking Algorithms

From Table 1, we see that VIIDEO [26] performs very poorly on the authentically distorted videos across all databases. While HEKE* (1 fr/sec), and NIQE (1fr/sec) [27] perform well on KoNViD-1K and LIVE QVC, NIQE (1fr/sec) performs poorly on Youtube-UGC [40], and HEKE* (1fr/sec) performs poorly on LIVE Qualcomm [10]. Though VCORNIA* (1fr/sec), and pretrained ResNet50* (1 fr/sec) performs well on the Youtube-UGC [40] dataset, its performance on other datasets is poor. We see that VISION gives comparable performance against the current state-of-the-art completely blind algorithm STEM [14] on KoNViD-1K [13], and LIVE QVC [9] databases. On Youtube-UGC [40], and LIVE Qualcomm [10], VISION outperforms STEM [14]. Overall, VISION achieves a good performance consistently across all datasets.

### 4.4 Ablation Studies

**Impact of Averaging the features from Multiple Views.** In Table 2, we analyze whether the average of the features extracted from $g_0(\cdot)$, and $g_0(\cdot)$ gives better performance than the individual features extracted. A similar experiment is also conducted for $q_f(\cdot)$, and $q_d(\cdot)$. Averaging tends to often give a better performance than the individual performance as seen in Table 2. Thus we choose the averaged features from each stream to get $Q_{f,d}$ and $Q_{d,o}$. We also learned representations based on the views in CMC [35] and presented the results in Table 2. We infer that the views with our approach perform significantly better in learning representations for the blind VQA task.

**Performance on Synthetically Distorted Databases.** We evaluate the performance of VISION on synthetically distorted databases such as LIVE VQA [32], LIVE Mobile [28], CSIQ VQD [39], and EPFL-PoliMI [7]. Since, VISION was trained using all these synthetic databases, for this analysis, we leave out the test
Table 3: SROCC performance analysis on four synthetically distorted video databases. VCORNIA*, NIQE [27], ResNet50*, HEKE*, and VISION are applied at 1 frame/second for quality prediction.

| Methods   | CSIQ VQD | EPFL-Po | LIVE VQA | LIVE Mobile |
|-----------|----------|---------|----------|-------------|
| VIIDEO    | 0.02     | 0.205   | 0.624    | 0.216       |
| VCORNIA*  | -0.02    | 0.05    | 0.15     | 0.289       |
| NIQE      | 0.440    | 0.185   | 0.174    | 0.427       |
| ResNet50* | 0.164    | 0.005   | 0.070    | 0.176       |
| STEM      | 0.380    | 0.199   | 0.205    | 0.361       |
| HEKE*     | 0.291    | 0.347   | -0.139   | 0.370       |
| VISION    | **0.463**| 0.225   | 0.273    | **0.433**   |

Table 4: SROCC performance analysis of VISION on three UGC datasets when trained on synthetically distorted, authentically distorted and combined database.

| Data Type | KoNVid-1K | LIVE VQC | LIVE QCOMM |
|-----------|-----------|----------|------------|
| Synthetic | 0.592     | 0.630    | 0.524      |
| Authentic | 0.567     | 0.667    | 0.542      |
| Combined  | **0.598** | **0.676**| **0.547**  |

Learning on Synthetic vs Authentic Datasets. VISION is learnt on a mix of synthetically distorted videos [7, 28, 30, 32, 39], and authentically distorted videos generated from LSVQ [45]. We study the impact of learning with synthetic distortions and authentic distortions individually. In this experiment, VISION is trained with either synthetically distorted or authentically distorted videos. We show a comparative study of our model on three UGC test databases [9, 10, 13] in Table 4. Though, learning on synthetic or authentic distortions alone gives a similar performance, the combined learning on mixed data gives superior performance on most databases. Combining synthetically distorted videos with the authentically distorted videos benefits the performance since the synthetically distorted databases contain richer sets of distortions generated by various study groups as mentioned in Section 4.1.

Impact of Distortion Augmentation. To generate distorted views of the authentically distorted videos, we corrupt each UGC video with synthetic distortions such as MPEG-2, H.264, sampling, and interpolations as described in Section 4.1. We study the impact of synthetic augmentations when our model is trained on LSVQ [45] videos corrupted with synthetic distortions, without one of the above four distortion types. In Figure 2, a comparative study on the performance of VISION is given when the encoders are trained with videos corrupted with all the above four distortion types vs when trained on videos corrupted with all but one distortion type. Overall, we see that no single augmentation is crucial and we get roughly similar performances even if we remove one of the augmentations.

Table 5: SROCC performance comparison with other self-supervised video representation learning methods on three UGC datasets. Entry marked '-' denotes data is unavailable.

| Data Type | KoNVid-1K | LIVE VQC | LIVE QCOMM |
|-----------|-----------|----------|------------|
| DPC       | 0.426     | 0.485    | 0.308      |
| VCOP      | 0.452     | 0.494    | -          |
| PRP       | 0.349     | 0.415    | 0.281      |
| IIC       | 0.527     | 0.534    | 0.361      |
| CSPT      | 0.702     | 0.623    | -          |
| VISION    | **0.724** | **0.698**| **0.623**  |

Self-Supervision based Video Representation Learning. We also provide a comparative study of various self-supervision based video representation learning methods on three UGC databases in Table 5. DPC [11], VCOP [41], PRP [44], and IIC [34] learn spatio-temporal video features by learning an action recognition task. CSPT [5] is a contrastive learning based VQA method modelled on learning quality based features by pretraining on a future video frame prediction task. We train a linear regressor (ridge regression) on top of the video level features extracted from all the above mentioned self-supervised algorithms and VISION (average pooled across frames) except CSPT [5], and VCOP [41]. We conduct this test on 100 splits by dividing each of the 3 UGC datasets in the ratio of 80 : 20 for the train-test splits. The numbers reported for CSPT [5], and VCOP [41] are taken from literature. We see that VISION outperforms these self-supervised algorithms in a linear evaluation testing protocol. Thus, our multiview contrastive learning based approach using sets of distorted video samples with similar content learns good features for quality prediction.

Linear Evaluation of VQA Methods. We benchmark the quality aware feature representation following the linear evaluation protocol for SOTA feature based VQA methods. We divide three different authentically distorted datasets, each in the ratio of 80 : 20 for the train-test splits and train a linear regressor for 100 splits. In Table 6, we see VISION gives a competitive performance with other
We see that $E$ while on LIVE Qualcomm [10] it is slightly lower than some other benchmarking methods on KoNVid-1K [13], and LIVE VQC [9], while on LIVE Qualcomm [10] it is slightly lower than some other methods. We note that although the pretrained ResNet50 model achieves better performance than VISION in a linear supervised setting, in a completely blind setup, VISION features completely outperform the pretrained ResNet50 features. On the other hand, TLVQM [16] and VIDEVAL [37] provide video level feature representations. We also experimented with video level features from numerous video clips using the features from the TLVQM [16] model to evaluate it in a completely blind setting. However, the quality of the videos predicted using distance measure in Equation (9) from these features of the clips tends to perform poorly in terms of correlation with human scores.

**Feature Complementarity Analysis.** We study the complementarity among the features extracted from each stream by predicting the absolute error in quality prediction. For a given test video with human opinion score $Q$, let the error in quality estimation with features $(z_{f,d})$, and $(z_{d,o})$ be given by $E_{f,d} = |Q - Q_{f,d}|$, and $E_{d,o} = |Q - Q_{d,o}|$, respectively. In Table 7, we show consecutive frames from two videos from KoNVid-1K [13] dataset mainly corrupted with illumination change and stabilization error respectively. We see that $E_{f,d}$ is higher than $E_{d,o}$ for the video mainly corrupted by illumination variation, while the trend is opposite when the distortion is due to motion only. We infer that when spatial distortion is predominant, $(z_{f,d})$ is more useful due to the presence of frame level spatial information. While for the other video where temporal shakiness is predominant, $(z_{d,o})$ is more useful as optical flow information helps in understanding the distortion due to large motion. Thus, a combination of both sets of features for predicting quality will provide a better estimate for all types of distortion.

![Figure 3: Runtime Comparison](image)

### 4.5 Runtime Analysis

We present an analysis of the computational complexity of different methods through a runtime analysis. The runtime analysis is done on a Ubuntu 18.04.4 LTS system with a Intel® Core™ i7-8700 CPU @ 3.20GHz × 12. We also show the computational time for CNN-based methods using a 11GB GeForce RTX 2080 Ti graphics card. Since learning with 1 frame per second is an important aspect in our algorithm, we show runtime for VISION, HEKE*, VCORNIA*, NIQE [27], and pretrained ResNet50* at 1 frame/second. The average computational time to predict quality for 10 videos from the LIVE Qualcomm [10] dataset consisting of 450 frames at 1920×1080 resolution is measured. In Figure 3, we see that on a CPU device VISION takes a similar time as that of other benchmarking methods. On a GPU platform, the CNN based methods are 10 – 15 times faster than that on GPU device. As the time taken to compute the optical flow is around 6 seconds, VISION’s runtime is slightly higher than other CNN based methods on a GPU.

### 5 CONCLUSION

We designed a framework for completely blind NR VQA of user generated videos using a multiview contrastive setup. We learn a quality aware feature representation by leveraging the common quality information in multiple views of a video. A combination of quality aware features from frame and frame difference, as well as frame difference and optical flow is used in a blind fashion to predict video quality. We show that these features can be used to compute an effective distance measure between the test video and a corpus of pristine videos to predict video quality. VISION gives a stable and consistent performance across all UGC datasets compared to other completely blind algorithms.
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A FEATURE ENCODER ARCHITECTURE
As mentioned in Section 3.3 in the main paper, we deploy a pair of convolutional neural networks (CNN) for each stream of our two-stream feature extraction module. To learn feature embeddings from frames, and frame-differences, we deploy $g_{\theta_1}$ and $g_{\theta_2}$. Similarly, to learn representations from frame-differences, and optical flow, we deploy $g_{\theta_3}$ and $g_{\theta_4}$. All the four CNN based encoders have the same architecture as shown in Figure 4. Each encoder includes four convolutional blocks consisting of two convolutional layers followed by maxpooling layer, and a batch normalization layer. To extract feature representations, a global average pooling layer is applied at the output of the last convolutional block. The convolutional layers’ kernels and biases are initialized with random normal initializer. We used a rectified linear unit (ReLU) activation after each convolutional layer.

B IMPACT OF FRAME SAMPLING
In this section we study the impact of varying the frame sampling rate. VISION estimates video quality by averaging the predicted frame level quality at 1 frame/second instead of averaging over the whole duration of the video. We conduct a study to check the variation in performance of VISION on KoNVid-1K [13] dataset due to the different frame sampling rate. We also provide the average computational time required to estimate the quality of videos. This study is done on an Ubuntu 18.04.4 LTS system with a Intel® Core™ i7-8700 CPU @ 3.20GHz x 12 with 11GB GeForce RTX 2080 Ti graphics card. In Table 8, we see that the performance is nearly similar as the sampling rate increases from 1 frame per second. There is a considerable dip in performance when the sampling rate is reduced below 1 frame per second. Thus, predicting the video quality by average pooling the estimated frame level quality at 1 frame per second gives similar performance while the average computational time is 9 times faster on a GPU machine.

Table 8: Performance of VISION with different frame sampling rate on KoNVid-1K [13] database.

| Sampling Rate  | SROCC  | Computational Time (in seconds) |
|----------------|--------|---------------------------------|
| 1 frame/4 sec  | 0.5336 | 1.56                            |
| 1 frame/2 sec  | 0.578  | 1.96                            |
| 1 frame/sec    | 0.598  | 2.86                            |
| 2 frame/sec    | 0.599  | 4.81                            |
| All frames     | 0.601  | 25.85                           |
Figure 4: Architecture of our encoders $g_{θ_1}$, $g_{θ_2}$, $g_{θ_3}$, and $g_{θ_4}$. 