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Abstract—Generative algorithms such as GANs are at the cusp of next revolution in the field of unsupervised learning and large-scale artificial data generation. However, the adversarial (competitive) co-training of the discriminative and generative networks in GAN makes them computationally intensive and hinders their deployment on the resource-constrained IoT edge devices. Moreover, the frequent data transfer between the discriminative and generative networks during training significantly degrades the efficacy of the von-Neumann GAN accelerators such as those based on GPU and FPGA. Therefore, there is an urgent need for development of ultra-compact and energy-efficient hardware accelerators for GANs. To this end, in this work, we propose to exploit the passive RRAM crossbar arrays for performing key operations of a fully-connected GAN: (a) true random noise generation for the generator network, (b) vector-by-matrix-multiplication with unprecedented energy-efficiency during the forward pass and backward propagation and (C) in-situ adversarial training using a hardware friendly Manhattan’s rule. Our extensive analysis utilizing an experimentally calibrated phenomenological model for passive RRAM crossbar array reveals an unforeseen trade-off between the accuracy and the energy dissipated while training the GAN network with different noise inputs to the generator. Furthermore, our results indicate that the spatial and temporal variations and true random noise, which are otherwise undesirable for memory application, boost the energy-efficiency of the GAN implementation on passive RRAM crossbar arrays without degrading its accuracy.

Index Terms—Generative Adversarial Networks, Passive RRAM crossbar, Manhattan’s rule, True random noise.

I. INTRODUCTION

The unprecedented development in the field of supervised deep learning models, which rely on large labelled or annotated data sets, has transformed almost all the facets of human endeavor in this era of internet of things (IoT) and big data. However, their application is limited in domains where generating such a labelled data is extremely difficult or costly. Therefore, unsupervised and semi-supervised generative models, which may learn the patterns or features in a complicated data set and generate high-quality artificial (fake) data bearing similar features as that of the original data set, have been extensively explored [1], [2]. Generative Adversarial Networks (GANs), a subclass of generative models, are considered one of the most promising approaches towards large-scale synthetic data generation and unsupervised/semi-supervised learning [1], [2]. GANs have been applied to solve a wide variety of problems including image synthesis and super-resolution, 3D object generation, image-to-text translation (and vice-versa), image-to-image translation, speech recognition, attention prediction, autonomous driving, etc. [1]–[3]. In GANs, two adversarial (competitive) networks are co-trained alternately: the generator network is trained to produce artificial (fake) data which may not be distinguishable from the original data set; while the discriminator network is trained to classify whether the input data belongs to the original data set or obtained from the generator network. The training methodology for GAN involves movement of large amount of data between the two adversarial networks leading to a significant memory and computational resource consumption [3]–[9] which restricts their application in IoT edge devices with limited energy and area. Therefore, development of a compact and ultra-low power GAN processing engine is indispensable for enabling unsupervised learning and generating artificial data on resource-constrained IoT edge devices.

The digital GAN accelerators based on FPGA and GPUs exhibit significantly high latency and energy consumption owing to the intensive data shuffling between the storage and computational blocks due to their inherent von-Neumann architecture. Since vector-by-matrix multiplication (VMM) is the fundamental operation in GANs during the forward pass and backward propagation using optimization algorithms such as gradient descent, RMSprop, ADAM, etc. [1]–[3], the data shuffling and the energy consumption while training GANs can be significantly reduced by performing in-memory VMM operations exploiting cross-point arrays of emerging non-volatile memories. Recently, several innovative deep convolutional (DC) GAN architectures including layer-wise pipelined computations [4], efficient deconvolutional operation [5], computational deformation technique to facilitate efficient utilization of computational resources in transpose convolution [6], and a ternary GAN [7] utilizing in-memory VMM engines based on RRAMs (with binary and 2-bit storage capability) and SOT-MRAMs were proposed. Moreover, a hybrid CMOS-analog RRAM-based implementation of DCGAN (without the pooling layer) including digital error propagation and weight
update units was also proposed [8]. However, the non-linearity in RRAM conductance update during the training process was not considered, and the weight sign crossbar and sequential reading of output limits the efficacy of the analog DCGAN implementation.

Recently, a fully-connected GAN implementation utilizing the intrinsic read noise (conductance fluctuation during the read operation) and write noise (imprecise conductance tuning during the write operation) of active (1T-1R) RRAM crossbar array was experimentally demonstrated in [9] for generating (3 classes of) artificial digital patterns of handwritten digits after training on reduced MNIST dataset. An optimal level of write noise was found to increase the diversity in the generated patterns and mitigate the mode dropping issue [9]. Although the selector MOSFET in the active (1T-1R) RRAM configuration reduces the cell leakage current, improves the tuning precision, provides current compliance, and facilitates partial/selective programming of the array for large-scale hardware demonstrations of neuromorphic networks [10]–[14], it also leads to a significantly large area overhead. The scalability of the selector MOSFET is limited since it has to provide large programming/forming currents to the RRAM device and sustain high voltages during forming/write operation [15].

On the other hand, the passive RRAM crossbar arrays exhibit a significantly reduced area, lower fabrication complexity and cost, and an inherent scaling benefit since they do not require a selector MOSFET [15]–[21]. However, unlike active (1T-1R) RRAM cells, the passive RRAM crossbar cells are susceptible to sneak path leakage currents and half-select cell disturbance [16], [17]. Moreover, the spatial variation in the switching threshold and limited crossbar yield degrades their performance [16], [17]. Nevertheless, the recent advancements in the fabrication process and material stacks for RRAMs, novel programming schemes and conductance mapping techniques have enabled the realization and CMOS BEOL integration of large passive RRAM crossbar arrays with high conductance tuning precision, large yield and uniformity, highly non-linear characteristics and significantly suppressed sneak path leakage current [15], [18]–[20]. Considering the promising scaling prospects of the passive RRAM crossbar arrays, it becomes imperative to explore their potential for implementation of GANs. Moreover, the inherent spatial and temporal variations of the passive RRAM crossbar array can be explored to extract a true random noise source for the generator network.

To this end, in this work, we develop a hardware-aware simulation framework and demonstrate a compact and ultra-energy efficient fully-connected GAN utilizing passive RRAM crossbar arrays for synthetic image generation. We propose a methodology to generate true random noise using passive RRAM crossbar array for input to the generator network and perform the VMM during the forward pass and backward propagation, and in-situ adversarial training of GAN using a hardware friendly Manhattan’s rule (fixed pulse training) on passive RRAM crossbar arrays. While most hardware solutions aimed towards efficient implementation of GANs focus on discriminative networks, we also investigated the impact of different (pseudo random and true random) noise input to the generator network on the training energy and accuracy of the fully-connected GAN. Our extensive analysis utilizing an experimentally calibrated phenomenological model for passive RRAM crossbar array (which accurately captures the non-ideal effects such as spatial and temporal device variations and noise) indicates that the proposed GAN implementation with true random noise input to the generator and device-to-device variations in the passive RRAM crossbar array exhibits a significantly enhanced energy-efficiency with accuracy comparable to the software implementation. Our results may provide incentive for experimental demonstration of GANs on passive RRAM crossbar arrays.

The manuscript is organized as follows: Sections I.A and LB provide a brief overview of the fully-connected GANs and passive RRAM crossbar arrays, respectively. The intricate details regarding the simulation framework developed in this work utilizing an experimentally calibrated phenomenological model for passive RRAM crossbar array are discussed in section II. The performance estimates of the proposed GAN implementation using passive RRAM crossbar arrays for important metrics such as accuracy, diversity in the generated images, area and energy are reported in section III while the conclusions are drawn in section IV.

A. Generative Adversarial Networks (GANs)

Fully-connected GANs rely on an adversarial training process that involves a zero-sum game between two multi-layer perceptrons: the generator and the discriminator network as shown in Fig. 1. Two conflicting objectives must be fulfilled while training a fully-connected GAN: the discriminator should be able to predict accurately whether the data produced by the generator is real or fake, and the generator should be able to synthesize artificial data that contains features which are indistinguishable from the original data and deceive the discriminator to classify it as real data. The generator network is fed with a noise input and produces a fake image based on its weights and parameters. These fake images are fed to the discriminator along with the real images and the discriminator
assigns appropriate labels to these images (whether fake or real). The cost function used for training can be formulated as [2]:

$$\text{Cost} = \mathbb{E}_{z \sim P_{\text{data}}} \log(D(x)) + \mathbb{E}_{z \sim P_{\text{z}}} \log(1 - D(G(z)))$$  \hspace{1cm} (1)$$

where $G(z; W_g)$ represents the mapping of an input vector consisting of a randomly distributed data from the noise variable $P_z$ to the generator output based on the parameters $W_g$ and $D(x; W_d)$ represents a mapping from the data space to a scalar quantity which indicates the probability that the input image to the discriminator belongs to the real data set (or the artificial data provided by the generator). The cost function represented by equation (1) is a “minimax” game in which the generator tries to minimise the cost (such that $D(G(z)) \to 1$ and $\text{Cost} \to -\infty$) while the discriminator tries to maximise the cost ($D(G(z)) \to 0$) and the game concludes when the system reaches the Nash equilibrium [9].

II. MODELING APPROACH AND SIMULATION FRAMEWORK

Considering the scaling prospects and ultra-high energy-efficiency of the passive RRAM crossbar arrays while performing in-situ computations, we implemented a vanilla GAN to synthesize handwritten digits from the MNIST data set. The MNIST data set is a collection of 28×28 pixel images of handwritten digits which were flattened into 784-dimensional vectors and then normalized to the range [-1, 1].

The generator network in a GAN model creates a mapping between an input latent space and an output sample space. The inputs are provided from a random distribution (noise) to ensure that the generator takes a different input at each iteration and generates a different instance of output data. The weights of the generator network are then trained considering the output probability of the discriminator corresponding to the input fed by the generator at each iteration. In our implementation, the random input is a 1D-array, and the output is a flattened 2D-image (28×28 pixels) arranged as a 1D-array with 784 elements. While most of the prior hardware GAN implementations have focused only on the discriminator network or the deconvolution operation of the generator network, in this work, we have also explored the impact of the input noise distribution of the generator network on the energy consumption and the accuracy of the GAN implementation. We have considered two types of input noise distribution: (a) pseudo-random noise input where the samples are generated using the software pseudo random number generator (PRNG) from a standard normal distribution $N(0, 1)$ with a predefined seed and (b) true-random noise input where the samples are generated exploiting the inherent spatial and temporal variations in the passive RRAM crossbar array.

We propose a novel methodology to generate the random noise inputs from passive RRAM crossbar array as shown in Fig. 3. We randomly select $n$ (out of $N$) columns from the passive RRAM crossbar array in each iteration and divide them into two groups of $n/2$ columns each. We program all the RRAM cells in the two sets of $n/2$ columns using identical write pulses in an attempt to realize cells with same conductance-states (within the range of 150$\mu$S to 300$\mu$S) in...
both groups. However, owing to the spatial (device-to-device) variation in the switching threshold voltage of RRAMs in the array, the RRAM cells at different location in the array exhibit different conductance-states [16], [26]. The random input bit is then generated by applying a read pulse to m rows (selected randomly out of N rows in each iteration) and comparing the integrated current from the two groups of n/2 columns. The temporal read current fluctuation and random telegraph noise (RTN) further add to the entropy and enhance the randomness [27], [28].

We initialise a generator network of dimension [100,128,784] with random weights and feed it with a noise input of size 100 bits generated either through the software PRNG or the proposed true random noise generator (TRNG) utilising the passive RRAM crossbar array. The forward propagation of inputs, represented by the affine transformation \( z \) in equation (2), is followed by the application of an activation function \( a = f(z) \) at each layer:

\[
z = W^T \cdot x + b
\]  

(2)

where \( b \) represents the biases and \( W \) represents the weights which are stored in the passive RRAM crossbar array in the form of conductance-states in the proposed GAN implementation. For any practical application, the fully-connected GAN implementations require a large number of weights which cannot be accommodated on a single passive RRAM crossbar array. Therefore, we utilize 54 \((64 \times 64)\) RRAM crossbar arrays in the proposed GAN implementation. Moreover, for extracting optimal performance, the conductance values of RRAMs are chosen in the range of \( G_{\min} = 150 \mu S \) to \( G_{\max} = 300 \mu S \). Since conductance values are always positive while the weights of a neural network can be bipolar in the software, we propose a novel conductance-to-weight mapping scheme \( f : G \rightarrow W \) as:

\[
W_{ij} = \pm \left[ W_{\min} + \frac{G_{ij} - G_{\min}}{G_{\max} - G_{\min}} \cdot (W_{\max} - W_{\min}) \right] \quad (3)
\]

where \( W_{\max} \) and \( W_{\min} \) are the maximum and minimum weights used during the training process. While \( W_{\min} \) is kept 0 for both discriminator and generator, we have clipped the \( W_{\max} \) to 0.4 for the generator and 0.15 for the discriminator. The proposed mapping scheme requires that the weights do not change their sign during the training process i.e. positive weights remain positive and negative weights remain negative throughout the training of GAN. The \( + \) sign and \( - \) sign from equation (3) represent the mapping of positive and negative weights from the conductances. Using this mapping scheme, we assign separate RRAM cells for encoding the positive and negative weights on the same passive RRAM crossbar unlike the differential scheme where the positive and negative weights are stored in different crossbars.

A 784-dimensional vector which represents the fake image is produced at the output of the generator after the forward propagation. The generator output along with the real image (from flattened 784-dimensional MNIST training data) are then fed to the discriminator network with a dimension of [784,128,1]. The discriminator network generates a scalar output which indicates the probability of the input image being real or fake. The outputs of the discriminator and the generator networks are then used as inputs for the back propagation step to determine the gradients and train the GAN.

We use a hardware friendly fixed-amplitude in-situ training methodology, also known as the Manhattan’s rule [29], which only requires the calculation of sign of the weight gradient \( (\Delta W) \) for tuning the weights (conductance-states of the RRAM cells encoding weights in the passive crossbar array). Depending on the sign of the gradient and the conductance-state of the RRAM cell, the update rule (shown in Fig. 4) for a positive or negative weight can be given as:

\[
G = \begin{cases} 
G_o + \Delta G(G_o, V_{set}, t_p), & \text{if } \Delta W > 0 \\
G_o - \Delta G(G_o, V_{reset}, t_p), & \text{if } \Delta W < 0 \\
G_{\min}, & \text{if } G_o - \Delta G < G_{\min} \\
G_{\max}, & \text{if } G_o + \Delta G > G_{\max} 
\end{cases}
\]

whereas the update rule for a negative weight can be given as:

\[
G = \begin{cases} 
G_o - \Delta G(G_o, V_{set}, t_p), & \text{if } \Delta W > 0 \\
G_o + \Delta G(G_o, V_{reset}, t_p), & \text{if } \Delta W < 0 \\
G_{\min}, & \text{if } G_o - \Delta G < G_{\min} \\
G_{\max}, & \text{if } G_o + \Delta G > G_{\max} 
\end{cases}
\]

where, \( G_o \) is the conductance-state of the RRAM cell, \( \Delta G \) is the absolute change in conductance value, \( V_{set} = 0.8 \text{V} \) and \( V_{reset} = -0.8 \text{V} \) are the amplitude for set and reset (fixed-amplitude) pulses, respectively, and \( t_p = 100 \text{ ns} \) is the pulse width. For evaluating the change in the conductance value \( \Delta G \) upon the application of the fixed-amplitude pulses, we use an experimentally calibrated comprehensive phenomenological model for the passive RRAM crossbar array based on the Pt/Al2O3/TiO2-x/Ti/Pt stack [30]. The model not only captures the static characteristics including noise, but also reproduces the experimentally observed dynamic set/reset/conductance-tuning behavior including device-to-device variations and non-linearity for more than 324
RRAMs across \( \approx 2 \) million data points [30]. The change in the conductance-state \( \Delta G \) follows the dynamic equation [30]:
\[
\Delta G = D_m(G_0, V_p, t_p) + D_{d2d}(G_0, V_p, t_p)
\]  
(4)
where \( D_m \) is the expected noise-free absolute conductance change which depends on the amplitude \( V_p \) and duration \( t_p \) of the voltage pulse as well as the conductance-state, and \( D_{d2d} \) represents the device-to-device variations for different RRAMs on the passive crossbar array.

III. RESULTS AND DISCUSSION

We perform an extensive analysis of the proposed GAN implementation on passive RRAM crossbar array utilizing the hardware-aware simulation framework developed in section II. We compare the performance of the GAN implementation with different noise-input to the generator in terms of metrics such as accuracy, energy consumption and area. Moreover, to investigate the impact of device-to-device variations on the efficacy of GAN, we analyse the performance of the proposed GAN implementation both in the presence and absence of spatial variations (by appropriately switching the mismatch/variation flag in the compact model).

For efficient performance benchmarking, we train (a) software GAN, and the GAN implementations based on passive RRAM crossbar array with (b) pseudo-random noise input, (c) true-random noise input without considering device-to-device variations and (d) true-random noise input considering device-to-device variations for synthesizing digit "3" and divide the training set from MNIST data set into 10 batches (of size 608). The evolution of the conductance-states of the cells in
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**Fig. 5.** Conductance evolution while training the GAN implemented on 54 \((64 \times 64)\) RRAM crossbar arrays for generator network with (a) true random noise input considering device-to-device variations and (b) pseudo random noise input.
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**Fig. 6.** The synthetic images of digit "3" generated by (a) software GAN implementation and the GAN implementation based on the passive RRAM crossbar array utilizing (b) pseudo random normal noise input to the generator network and (c) true random noise input to the generator network without considering the spatial variations (d) true random noise input to the generator network while considering the device-to-device variations.
54 (64 × 64) passive RRAM crossbar arrays during the training of GAN with pseudo-random noise input and true-random noise input in the presence of spatial variations are shown in Fig. 5. It can be observed that different noise inputs to the generator network during training lead to a significantly different conductance-state distribution of the RRAM cells (which represents the weight matrices). This results in synthesized images with different quality and features for different GAN implementations as shown in Fig. 6. Moreover, the representative images generated by the GAN implementation on passive RRAM crossbar array with true random noise input to the generator after training on MNIST dataset are also shown in Fig. 7. As can be observed from Fig. 7, all the classes of synthesized images are not generated with the same accuracy.

A. Accuracy

Evaluation of the quality of fake images generated by a GAN model is a challenging task. While the method of visual inspection can give a qualitative judgement, several quantitative techniques have also been reported recently [9]. In this work, we use an image classification-based methodology to estimate the accuracy of the GAN with the aid of features extracted from the generated images. We trained a multi-layer perceptron on the MNIST dataset and used it to extract the features of the fake images and classify them in different class labels. As can be observed from Fig. 8, although the software implementation of GAN shows the highest accuracy after training for 10 batches (1 epoch), the proposed GAN implementation on passive RRAM crossbar array utilizing in-situ training exhibits comparable accuracy when its generator network is fed with true random noise input generated from the RRAM crossbar. Furthermore, the large device-to-device variations in the RRAM switching threshold across the array degrades the accuracy of the GAN implementation. However, the GAN implementation based on passive RRAM crossbar array with true-random noise input still exhibits a better accuracy as compared to the GAN implementation with pseudo-random noise input even in the presence of hardware imperfections such as device-to-device variations, noise and non-linearity. Moreover, the accuracy of all the GAN implementations converges towards their optimal value after training for large number of batches.

B. Energy consumption

The conventional von-Neumann GAN implementations such as those based on CPUs and GPUs involve frequent data transfer between the memory and processing units significantly increasing their energy consumption and latency. Moreover, simultaneous training of two adversarial networks results in a considerably large number of weight updates during the training process with massive exchange of parameters between the generator and the discriminator. Therefore, training process dominates the energy landscape of the hardware GAN implementations. However, the forward pass and the backward propagation in the proposed GAN implementation based on a passive RRAM crossbar array is inherently non-von-Neumann and significantly reduces the data movement between the processing and storage units increasing its energy-efficiency. Furthermore, the hardware-friendly in-situ training approach utilizing the Manhattan’s rule eliminates the need for calculation of the exact values of the weight gradients in the peripheral circuitry further reducing the energy consumption. However, during the in-situ training using Manhattan’s rule, set/reset voltage pulses are applied to the RRAM cells in the crossbar array after each batch (weight-update iteration) to change their conductance-state according to the sign of weight gradients which lead to an energy consumption given by:

\[
E_i = \begin{cases} 
V_{set}^2 \cdot G_{i-1} \cdot t_p, & \text{if } G_{i} > G_{i-1} \\
V_{reset}^2 \cdot G_{i-1} \cdot t_p, & \text{if } G_{i} < G_{i-1} \\
0, & \text{otherwise}
\end{cases}
\]

where \(V_{set}\) and \(V_{reset}\) are the amplitudes of set/reset voltage pulses and \(t_p\) is time period of the pulse applied to change the conductance-state from \(G_{i-1}\) to \(G_{i}\). Owing to
the large number of weight updates, the energy consumed during the conductance-update process dominates the energy landscape of the proposed GAN implementation on passive RRAM crossbar array.

Utilizing the above equation, the energy consumed during the training process for each batch (weight-update iteration) was calculated for GAN implementations with (a) pseudo-random noise inputs to the generator and true-random noise input to the generator (b) considering spatial variations in the RRAM cells and (c) without considering device-to-device variations as shown in Fig. 9. While the batch-training energy increases with the number of batches for GAN implementation with a pseudo-random noise input to the generator, training the GAN with a true-random noise input to the generator leads to a reduction in the batch-training energy as the training progresses. This can also be inferred from the conductance evolution trends for the two cases as shown in Fig. 5. While the conductance-states change significantly while training the GAN with pseudo-random noise inputs from epoch 10 to epoch 20, the conductance update is rather gradual while training with true-random noise inputs.

The cumulative energy consumption during the training process until the GAN implementations converge to their optimal accuracy are also shown in Fig. 10. The energy consumption is lower when the GAN implementation is trained with true-random noise inputs (48.34 µJ) as compared to the GAN trained with pseudo-random noise input (52.06 µJ). Moreover, device-to-device variations do not lead to a significant change in the energy consumption of the proposed GAN implementation on passive RRAM crossbar array.

The area-efficiency of the proposed implementation can be further enhanced by utilizing 3D-integration of several layers of RRAM cells [31].

IV. CONCLUSIONS

In this work, we have proposed a highly scalable, compact and energy-efficient GAN accelerator which performs the key operations such as forward pass and backward propagation, training and noise generation in-situ on a passive RRAM crossbar array. Unlike the prior GAN implementations, we have also evaluated the impact of the noise input used for training the generator network on the performance of GAN. Our extensive investigation utilizing an experimentally calibrated phenomenological model for passive RRAM crossbar array reveals that training GAN with a true-random noise input leads to a significant reduction in the training energy without degrading the accuracy. Our results may encourage experimental demonstration of GAN accelerators on passive RRAM crossbar arrays.
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