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Abstract. This paper presents a Bayesian approach based on integral experiments to create correlations which do not appear with differential data. Some quantities such as the fission cross section ($\sigma$), neutron multiplicity ($\bar{\nu}_p$), neutron spectra ($\chi$), etc. are usually neither modeled together nor measured in coincidence, thus there is no correlation matrices in evaluated nuclear data libraries. One can nevertheless use the information from integral experiments such as fast criticality-safety benchmarks to correlate such quantities for possible inclusion in nuclear data libraries. A simple Bayesian set of equations is presented with random nuclear data, similarly to the usual methods applied with differential data. An example for $^{239}$Pu is proposed.

1 Introduction

Covariance information for basic nuclear data quantities is nowadays necessary for various types of nuclear applications. Many simulation tools are capable of using such matrices to propagate nuclear data uncertainties on final quantities, with either perturbation theories [1–6], or Monte Carlo sampling [3,7–13]. These results can for instance be used for the review procedure of new facilities, or during the safety assessment of new reactor core designs [14]. The origin of such covariance information can be found in various nuclear data libraries, such as ENDF/B-VII [15,16], JENDL-4.0 [17] or TENDL [18], and the production techniques can widely vary, see for instance references [19,20,22–26].

All the methods applied to experimental observables (measured cross sections, angular and energy distributions) provide nominal values, with uncertainties and correlations, for instance in terms of covariance matrices between incident neutron energies for a specific reaction channel, e.g. fission, or capture. With the help of nuclear reaction models, cross-channel covariance matrices can be obtained, for instance between the fission and the capture cross sections. Alternatively, the methods solely based on model parameters, such as in references [19,20], also lead to similar matrices.

One of the drawbacks of the existing approaches is that no correlations are proposed between quantities which are not simultaneously measured, or calculated within a unique theoretical model. For instance, there is currently no measurements providing in coincidence a fission rate (related to the fission cross section $\sigma(n,f)$) and the number of emitted prompt neutron per fission (so-called nubar, or $\bar{\nu}_p$). It can nevertheless be noted that some efforts are spent to obtain such data, as presented in reference [21]. In the following $\sigma(n,f)$ and $\bar{\nu}_p$ will simply be noted $\sigma$ and $\nu$, respectively. Similarly, the reaction models separately calculate cross sections and prompt neutron emitted spectra ($\chi$) as independent quantities. Therefore, no theoretical correlation matrix can be obtained between $\sigma$, $\nu$ and $\chi$. One may argue that if quantities are not measured or calculated together, there is no correlation between them. Nonetheless correlations and uncertainties are valid within the applied method and can therefore be calculated in a well-defined framework. With the example of $\sigma - \nu - \chi$, if there are no differential evidence of such correlation (at the level of the observables, i.e. cross sections and emitted neutrons), there are nevertheless indications from integral measurements. It is also important to realize that missing correlation matrices in evaluated files correspond to zero correlations. Such correlations can affect uncertainties for integral quantities, as uncorrelated nuclear data can be either independently sampled (for Monte Carlo uncertainty propagation), or can lead to simplified covariance matrices (for sensitivity & perturbation methods). Moreover, these zero correlation matrices are not visible and users are often not aware of the possible impact of these hidden correlations.

This paper proposes to evaluate correlation matrices between $\sigma$, $\nu$ and $\chi$ in the fast neutron range using integral information based on a simple Bayesian method, as
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presented in references [20,25]. As mentioned, such correlation matrices are not provided in nuclear data libraries, as they are in most of the cases based on differential measurements. But the use of integral benchmarks, such as fast criticality-safety benchmarks [27] can provide such values, as presented in Section 2. Examples for the $^{239}$Pu fission cross section ($\sigma$), its $\nu$ and $\chi$ will be presented in Section 3 for so-called fast benchmarks. Finally, an overview of the correlation matrices will be presented in Section 4, with possible other applications.

2 Correlation from integral benchmarks

As mentioned in the introduction, correlations between some quantities are not provided in libraries, unfortunately giving the presumption to the nuclear data users that they do not exist. One of the most important example concerns the fission cross section and $\nu$ for a given nucleus. Assuming that such quantities are estimated with an uncertainty and that design quantities are fixed, there is a small probability that their true values are equal to their mean estimates plus one standard deviation, for both of them at the same time. It is however more likely that from our simulation capabilities, their true values are anti-correlated: an estimated high fission cross section is probably to be compensated by a low $\nu$ (since the source term in the Boltzmann equation takes the form of $\sigma \times \nu$). A similar argument can be applied for the fission cross section and the hardness of $\chi$ (how high is the mean outgoing neutron energy, which drives the energy distribution of the fission neutrons).

This is the central point of this work: using numerical simulations based on these three quantities to extract their correlation matrices (e.g. with the Boltzmann transport equation). Derived integral quantities are numerous and easily calculated, and they can be compared to experimental integral data. In the present context, we will limit ourselves to criticality benchmarks with the calculation of the multiplication factor $k_{\text{eff}}$, for instance calculated with the neutron transport code MCNP [28]. In first approximations, $k_{\text{eff}}$ is proportional to the product of $\nu$ and $\sigma$, thus these two quantities are anti-correlated for a fixed $k_{\text{eff}}$ value.

The general proposed method is as follows. Within the assumptions that $\nu$, $\sigma$ and $\chi$ are not perfectly known and can be represented by independent probability distributions (prior assumption), it is possible to generate random realizations, and then to calculate random $k_{\text{eff}}$ values for a specific system definition (geometry, content, etc.). Such random $k_{\text{eff}}$ values can then be compared to a specific measurement of $k_{\text{eff}}$ with its uncertainty (called $k_{\exp} \pm \Delta k$), using for instance a simplified chi-2 definition. The correlation between $\nu$ and $\sigma$ (and $\chi$) can then be obtained using weights and the usual covariance definitions (leading to posterior probabilities for the 3 quantities of interest).

In the following, an example is given for $\nu$ and $\sigma$. Any of these two quantities can also be replaced by $\chi$.

– Independent probability distributions (prior pdf): the calculation of these pdf is based on the sampling of model parameters (as in the TMC and BFMC methods [19,20]). Model parameters are sampled a large number of times (with the index $i = 1, \ldots, n$) to generate full cross sections and other nuclear data quantities for $^{239}$Pu from 0 to 20 MeV. The T6 system [18] is used to generate so-called random ENDF-6 and ACE files, containing all necessary random nuclear data. Such random files for $^{239}$Pu can be found in the TENDL-2014 library [29]. As mentioned, in the T6 system, the $\nu$ values (as a function of the incident neutron energy) are independently calculated from $\sigma$, for all incident energies.

– The systems are fast criticality benchmarks. The advantage of these benchmarks is that their $k_{\text{eff}}$ is highly sensitive to the fast neutron range, thus avoiding the complications linked to the resolved and unresolved resonance range. MCNP6 is used to calculate $k_{\text{eff,}i}$ for the specific random ACE file $i$ for $^{239}$Pu.

– The comparison between $n$ random calculated and experimental $k_{\text{eff,}i}$ is performed with the chi-2 $Q_i$ values and associated weights $w_i$ (here, chi-2 $Q_i$ to differentiate it from the neutron spectra $\chi$):

$$Q_i = \left( \frac{k_{\text{eff,}i} - k_{\exp}}{\Delta k} \right)^2,$$

$$w_i = \exp \left( -\frac{Q_i}{2} \right).$$

Such formulation can easily be linked to the usual Bayesian likelihood.

– Such weights are then assigned to the corresponding $\nu_i$ and $\sigma_i$, which lead to $k_{\text{eff,}i}$. The final quantity for a specific benchmark consists of a matrix containing $[\nu_i, \sigma_i, w_i]$ for $i = 1, \ldots, n$. In the following, $n = 10,000$. Figure 1 presents the distribution of $\nu$ and $\sigma$ with distinct colors being proportional to $w_i$: red for small $w_i$ and black for $w_i \approx 1$. The $w_i$ are obtained using the pmfit benchmark (or Jezebel). A simple spline function gives an idea of the correlation between $\nu$ and $\sigma$ for their specific energies.

Each of the random ENDF-6 files in this work contains unique nuclear data realizations based on the sampling of the model parameters. They have already been used and characterized in previous work, see for instance references [2,3,26]. All possible nuclear data are varied, such as cross sections, angular distributions, emitted spectra and multi-polarities. Therefore, the observed spread of $k_{\text{eff}}$ based is the reflection of all varied quantities. Still, if one of them (e.g. the fission cross section at a specific energy) has a dominant impact on $k_{\text{eff}}$, there will be a correlation with $k_{\text{eff}}$, independently of the variations of the other variables. Such correlation can be observed as long as the nuclear data of interest has a significant impact, somewhat not overshadowed by the action of the other variations. Such correlation factors are already used in reactor physics to order important input factors and quantify their impacts. They are directly related to the importance factors $R^2$, see for instance references [5,30]. The $R^2$ (or the correlation $\rho$) are very similar to the sensitivity vectors obtained in perturbation methods, but they also take into account the internal energy–energy correlation (for instance the fission cross section energy–energy correlation). Thus, correlations between input variables and the output might be found in a specific energy range, even if there is no sensitivity for this
energy range, because of the energy-energy correlation with an energy region where the sensitivity is not negligible. This remark is important for the understanding of the following results, where some non-zero correlation values might be found for incident energies where the considered benchmark has a very small neutron population.

The correlation \( \rho(E_v, E_o) \) can be calculated for specific values of the incident neutron energies for \( v(E_v) \) and \( \sigma(E_o) \). In the following, \( \rho(E_v, E_o) \), \( v(E_v) \) and \( \sigma(E_o) \) will be noted \( \rho, v \) and \( \sigma \) for simplicity. Considering the vector \( [v_i, \sigma_i, w_i] \) with \( n = 10000 \), \( \rho \) can be calculated as follows. Using the definition of weighted averages:

\[
\begin{align*}
\omega &= \sum_i w_i \\
\omega_v &= \sum_i w_i \cdot v_i / \omega \\
\omega_\sigma &= \sum_i w_i \cdot \sigma_i / \omega
\end{align*}
\]

and the definition of the weighted covariance factors:

\[
\begin{align*}
\text{cov}_v &= \sum_{i=1}^n [(v_i - \omega_v)^2 \cdot w_i] / \omega \\
\text{cov}_\sigma &= \sum_{i=1}^n [(\sigma_i - \omega_\sigma)^2 \cdot w_i] / \omega \\
\text{cov}_{\sigma v} &= \sum_{i=1}^n [(\sigma_i - \omega_\sigma) \cdot (v_i - \omega_v) \cdot w_i] / \omega
\end{align*}
\]

the correlation \( \rho \) between \( v \) and \( \sigma \) is given by

\[
\rho = \frac{\text{cov}_{\sigma v}}{\sqrt{\text{cov}_v \cdot \text{cov}_\sigma}}.
\]

Such correlation \( \rho \) can be obtained for different \( E_o \) and \( E_v \), thus defining a full correlation matrix. In the example of Figure 1, the correlations are \(-0.10\) and \(-0.34\) for the two different energies of the fission cross section, 70 keV and 1.45 MeV, respectively (the energy of \( v \) is the same and equal to 900 keV). In the case of \( \chi \), two energy grids are considered: the incident neutron energy and the outgoing neutron energy. The proposed set of equations can be applied to \( \chi \) for a specific incident energy (for instance a incident neutron with an energy of 750 keV) and \( E \) represents the outgoing neutron energy.

With these basis, correlation matrices can now be calculated for \( ^{239}\text{Pu} \), given a set of specific benchmarks. In the following, the statistical uncertainty of the \( k_{\text{eff}} \) calculation performed with MCNP6 is in the order of 20 pcm.

A similar approach was applied in reference [31] where correlations between the inelastic cross sections of the Cu isotopes and a shielding benchmarks were obtained. In this reference, the correlation was not based on a weighting approach, but rather on a simple accept/reject method.

As a final remark, the statistical significance of the calculated correlation can be assessed as in reference [32] using the Student’s \( t \)-test:

\[
|t| = \rho \times \sqrt{n - 2 \over 1 - \rho^2},
\]

with the degree of freedom equal to \( n - 2 \). The \( t \)-value is evaluated by the usual \( t \)-distribution: with \( n = 10,000 \), a significance level of 95% is achieved for \(|\rho| > 1.6\%\). In the case of 99.9%, \(|\rho| > 3.1\%\).

### 3 Application to \(^{239}\text{Pu}\)

The isotope \(^{239}\text{Pu}\) presents several advantages from the nuclear data point of view. Its fission cross section, \( v \) and \( \chi \) are relatively well known in the fast neutron range (generally above a few tens of keV) and it is commonly used for criticality benchmarks. Additionally, the production of random ENDF-6 and ACE files is relatively fast compared to other actinides, which allows to reach \( n = 10000 \) without a large computer facility. Many criticality-safety benchmarks are highly sensitive to \(^{239}\text{Pu}\) cross sections, namely all the “plutonium metal fast”
or pmf benchmarks. The thermal and intermediate benchmarks (plutonium solution thermal and the plutonium metal intermediate) are also very sensitive to $^{239}$Pu, but mainly below a few tens of keV.

Using the set of equations presented in the previous section, the correlations between the three quantities $\nu$, $\sigma$, and $\chi$ can be obtained, given a set of benchmarks. This approach is very similar to the nuclear data evaluation with differential nuclear data. When evaluating for instance the $^{239}$Pu fission cross section, measurements of the pointwise or groupwise cross section are considered. Due to the experimental correlation of the considered measurements (for instance over an energy range), the evaluated cross section will also be correlated with itself. Additionally, if the constrains from other differential cross section measurements are considered (such as the total or reaction cross sections), cross-correlations between these different types will be obtained. The method proposed in this paper is therefore the counterpart for integral measurements.

As a consequence, the integral $k_{\text{eff}}$ benchmarks are used in the following to obtain correlation matrices for nuclear data which have high sensitivities. The prior correlations used for $^{239}$Pu are presented in Figure 2. Three distinct blocks with non-zero correlations can be seen and correspond to energy–energy correlations for the same quantity. As explained, there are no cross-correlations between these three quantities. Specific patterns are only due to the considered models as no differential experiments are considered (e.g. the strong correlations observed for the $\chi$ matrix comes from the use of the Madland-Nix model, see reference [18] for details).

The correlation matrix between $\nu$ and $\sigma$ for different incident neutron energies are presented in Figure 3 for a specific benchmark. As presented, such correlation values are depending on the type of considered benchmarks, namely fast or thermal.

In the case of the fast benchmark, two clear zones are visible with a border at the incident energies of the cross section $\approx 500$–$600$ keV. Anti-correlations between $\nu$ and $\sigma$ are expected from the benchmark itself in the energy region where the neutron population is important: a high neutron multiplicity can be compensated by a low fission cross section to obtain a specific $k_{\text{eff}}$. In the energy region where the neutron population is weak, no noticeable correlation is found, even if the correlation is gradually fading away, due to the mentioned internal correlation. The example of this benchmark is representative of the other fast cases.

In a similar way, the correlations between $\chi$ and $\nu$ can also be obtained. No explicit examples are provided here, as the final correlation matrix is presented in the next section. The impact of the additional anti-correlations can be seen in Table 1 where the prior and posterior $k_{\text{eff}}$ and the calculated uncertainties are presented. The posterior values are calculated using the weights $\omega_i$ for both the averages and the uncertainties (standard deviations). The calculated over measured $k_{\text{eff}}$ are also presented as $C/E$ ratios to indicate the impact of the weights compared to the reference (measured) values. For all the considered benchmarks, the calculated uncertainties are strongly reduced (by more than a factor 2) and the average $k_{\text{eff}}$ is in better agreement with the experimental value. To illustrate the change in the pdf, Figure 4 presents the prior and posterior distributions for two benchmarks: pmf1 and pmf13. In the case of the pmf1 benchmark, the central value of the prior distribution is already relatively close to the experimental reference. Therefore the posterior average is not drastically changed. On the contrary, the prior uncertainty is large compared to the experimental value, leading to a posterior distribution much narrower. In the case of the pmf13 benchmark, same observation can be done for the uncertainty, but the average value is also strongly changed, as the prior distribution is shifted compared to the experimental $k_{\text{eff}}$. In both cases, the posterior distributions reflect the constraints from the integral data.

### 4 Combination

Based on the previous results, the correlation matrix presented in Figure 2 can be updated for the three considered quantities. With a set of fast benchmarks, the weighted average correlation matrices can be calculated, as it can be done during the usual evaluation process with
differential data (the weight is driven here by the experimental uncertainty of $k_{\text{eff}}$, but any other definition can be used). Considering 9 fast benchmarks (pmf1, pmf3, pmf9, pmf10, pmf19, pmf20, pmf24, pmf35 and pmf44, only the first configuration for each of these benchmarks), the posterior correlation matrix is calculated and presented in Figure 5.

Table 1. Prior and posterior average $k_{\text{eff}}$ and uncertainties for selected benchmarks. Uncertainties $\Delta k$ are given in pcm. $C/E$ values are also indicated.

| Benchmark | Prior $k$ | $\pm \Delta k$ | Posterior $k$ | $\pm \Delta k$ | $C/E - 1$ Prior (%) | $C/E - 1$ Posterior (%) |
|-----------|-----------|----------------|---------------|----------------|----------------------|------------------------|
| pmf1      | 1.00082   | $\pm$ 782     | 0.99999       | $\pm$ 133     | 0.08                 | 0.00                   |
| pmf2      | 1.00171   | $\pm$ 705     | 1.00023       | $\pm$ 143     | 0.17                 | 0.02                   |
| pmf3-1    | 1.00240   | $\pm$ 725     | 1.00016       | $\pm$ 207     | 0.24                 | 0.02                   |
| pmf5-1    | 1.00056   | $\pm$ 782     | 1.00002       | $\pm$ 93      | 0.06                 | 0.02                   |
| pmf6-1    | 1.00156   | $\pm$ 700     | 1.00018       | $\pm$ 218     | 0.15                 | 0.02                   |
| pmf13-1   | 1.00789   | $\pm$ 770     | 1.00356       | $\pm$ 160     | 0.45                 | 0.01                   |
| pmf35-1   | 0.99755   | $\pm$ 760     | 0.99994       | $\pm$ 113     | 0.25                 | 0.01                   |
| pmf44-1   | 0.99878   | $\pm$ 695     | 0.99772       | $\pm$ 144     | 0.11                 | 0.00                   |
| pmi2-1    | 1.01766   | $\pm$ 1018    | 0.98788       | $\pm$ 209     | 3.11                 | 0.10                   |

Fig. 4. Prior and posterior distributions of $k_{\text{eff}}$ for two benchmarks: pmf1 and pmf13. The blue line indicate the experimental value with its uncertainty.

Fig. 5. Posterior correlation matrix for $^{239}\text{Pu}$ $\nu$, $\sigma$ and $\chi$ (for the incident neutron energy of 750 keV). The energy axis is for the incident neutrons for $\nu$ and $\sigma$, and for the outgoing neutron for $\chi$. The X- and Y-axis are in linear scale.

The number of 9 benchmarks is certainly not enough to achieve a satisfactory convergence of the average correlation factors, but similarly to the evaluation of the cross sections, the number of experimental data is often limited. Nuclear data evaluators frequently consider such a small number of data; in the case of the maximum correlation, the 95% confidence interval is obtained within a ±0.16 correlation band. As mentioned in the previous section, non-zero cross-correlation terms are observed. The strongest cross-correlation links the fission cross section and the neutron multiplicity, which globally remain negative for all incident neutron energies. The cross-correlation for the two other quantities are weaker, although not zero. In the context of a full evaluation for the inclusion in a specific library, a variety of sensitive benchmarks needs to be used. Also, the thermal and resonance energy range needs to be studied, with dedicated thermal and intermediate benchmarks. The present study nevertheless demonstrates the
the possibility of using integral values to calculate correlations which are not available otherwise. The observed negative correlation between the fission cross section and the neutron multiplicity will certainly impact the calculated uncertainties for various applications, for instance in reactor calculations. Alternatively, such method can be used to obtain correlation matrices between different isotopes. In the case of $^{238}\text{U}$ and $^{235}\text{U}$, many of their nuclear data affect integral observables. An integral benchmarks with an intermediate $^{235}\text{U}$ enrichment, such as the “Big-10 (or imf7 for intermediate-metal-fast benchmark)” will certainly lead to non-negligible cross-correlations. An other method can be used following the work presented in reference [14]: the effect of nuclear data is observed on other method can be used following the work presented in reference [14]: the effect of nuclear data is observed on the simulation of realistic reactor core cycle operations. Such simulation can be compared to in-core measurements and thus replacing the $k_{\text{eff}}$ quantity used in this study.

It can be noticed that the update of the uncertainties is not proposed in this work, but only the (cross-)correlations. The use of integral experiments for the reduction of uncertainties for differential quantities is a subject of discussion and no consensus is yet achieved. Compensating factors can play an important role and might not be applicable in all cases for a general-purpose library. It is different for correlation matrices: they are already implicitly included in evaluations by not being present. Missing correlations are equal to zero correlation, and if not entered in a library, they can be considered as shadow correlations. The proposed method merely offers an alternative to turn them into explicit quantities (note that a consequence of modifying correlation factors can be a re-evaluation of the uncertainties).

5 Conclusion

Cross-correlation matrices between the fission cross section, the neutron multiplicity and their spectra were calculated based on fast integral experiments. The integration of the criticality benchmarks follows a classical Bayesian approach. It is not intended to replace the traditional evaluation methods based on differential measurements, but the use of integral quantities can provide cross-correlations for nuclear data apparently not connected by the reaction models or by differential experiments. We would like to remind that missing correlations are equivalent to zero correlations. If not explicitly given, these zero correlations are shadow correlations which affect calculated quantities. Therefore, the proposed method turns hidden correlations into actual information. As mentioned, it can be extended to quantify cross-isotope correlations, as between $^{235}\text{U}$ and $^{238}\text{U}$ and finally, be part of a general evaluation process for a nuclear data library based on differential and integral constraints.

6 Perspectives

One of the goals of such work is to complement the covariance information provided in nuclear data libraries. The present example does not represent an approach which is general enough for the insertion in such library, but it is one step towards this direction. In this context, the following remarks can be mentioned:

- the example of $\sigma$, $\nu$ and $\chi$ can be extended to other nuclear data quantities. Other cross sections, such as capture, will be positively correlated with fission and other ones using integral benchmarks. For the thermal and resonance range, correlations can also be extracted using a multigroup representation for the cross sections since the energy grid is extremely dense;
- such correlation factors are complementary to the ones obtained from differential measurements and theoretical calculations of differential quantities. They are not contradictory and should be used together for a final evaluation, for instance using a set of differential and integral weights (as presented in reference [31]);
- for a complete evaluation using the integral information, a variety of quantities needs to be involved, covering both a large energy region and divers integral quantities (not only $k_{\text{eff}}$, but also reaction rates, spectra indexes, activation, or emitted neutron spectra from pulsed spheres. Additionally, the correlations between benchmarks need to be taken into account, for instance using a generalized chi-2 instead of equation (1). In this case, the experimental covariance matrices need to be assessed with care since their impact will be of importance;
- as mentioned, integral benchmarks can also bring correlations between isotopes (e.g. Big-10 $k_{\text{eff}}$ for correlations between $^{235}\text{U}$ and $^{238}\text{U}$, but also between various reactions using spectra indexes);
- the current ENDF-6 format used for the nuclear data evaluation does not allow for correlation matrices between quantities such as $\sigma$ and $\nu$. An update of this format is therefore necessary;
- in the context of a full evaluation of covariance matrices, it is also important to provide “statistically converged” correlations. It is therefore necessary to use as many integral experiments as necessary to obtain correlation values which do not changed outside a given limit, when adding new experiments. Again, this problematic is very similar to the case of differential data.

The combination of the integral and differential correlations can be complemented by the adjustment of the variances, taking into account both sources of information. This would lead to fully updated covariance matrices, following a well defined and reproducible scheme. Such work would then be part of the elaboration of a nuclear data library based on models (for differential data), realistic model parameter distributions and integral constraints, as presented in reference [33].
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