An Efficient Machine Learning-Based Model to Effectively Classify the Type of Noises in QR Code: A Hybrid Approach
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Abstract: Granting smart device consumers with information, simply and quickly, is what drives quick response (QR) codes and mobile marketing to go hand in hand. It boosts marketing campaigns and objectives and allows one to approach, engage, influence, and transform a wider target audience by connecting from offline to online platforms. However, restricted printing technology and flexibility in surfaces introduce noise while printing QR code images. Moreover, noise is often unavoidable during the gathering and transmission of digital images. Therefore, this paper proposed an automatic and accurate noise detector to identify the type of noise present in QR code images. For this, the paper first generates a new dataset comprising 10,000 original QR code images of varying sizes and later introduces several noises, including salt and pepper, pepper, speckle, Poisson, salt, local var, and Gaussian to form a dataset of 80,000 images. We perform extensive experiments by reshaping the generated images to uniform size for exploiting Convolutional Neural Network (CNN), Support Vector Machine (SVM), and Logistic Regression (LG) to classify the original and noisy images. Later, the analysis is further widened by incorporating histogram density analysis to trace and target highly important features by transforming images of varying sizes to obtain 256 features, followed by SVM, LG, and Artificial Neural Network (ANN) to identify the noise type. Moreover, to understand the impact of symmetry of noises in QR code images, we trained the models with combinations of 3-, 5-, and 7-noise types and analyzed the classification performance. From comparative analyses, it is noted that the Gaussian and Localvar noises possess symmetrical characteristics, as all the classifiers did not perform well to segregate these two noises. The results prove that histogram analysis significantly improves classification accuracy with all exploited models, especially when combined with SVM, it achieved maximum accuracy for 4- and 6-class classification problems.
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1. Introduction

The quick response (QR) code is a form of two-dimensional barcode that was initially developed in Japan for the automotive industry [1]. Denso Wave, a Japanese manufacturer, invented the matrix barcode in 1994 [2]. It has the advantages of a vast amount of information, high reliability, a diverse variety of information, such as text and images, and good security [3]. Vendors are becoming more interested in QR codes as they emerge [4]. However, the QR code’s original appearance was not meant for human perception.
People cannot read barcodes with their eyes since a standard QR code only contains black and white modules. The construction of the barcode makes it impossible to change its appearance. By scanning the coding, we may instantly get specific information. However, noise in the printed image is unavoidable owing to printer processes and restricted printing technology. Noise is often introduced during the gathering and transmission of digital images [5]. Various noises, such as Poisson, Salt and Pepper, Gaussian, Speckle noise, and others, may decrease the sharpness of a QR code image. These noises are caused by improper memory allocation, compression, a short focal length, post-filtering, and other undesirable environmental or image-capturing equipment conditions.

However, there is a need for some efficient methods to correctly identify various noise kinds so that they may be easily eradicated. In this work, we will be using machine learning, deep learning techniques, such as Convolutional Neural Networks (CNNs), Artificial Neural Networks (ANNs), Support Vector Machine (SVM), and Logistic Regression (LG) for the classification of QR code noises. Machine Learning is now a popular issue in the technology sector [6] and for good reason: it represents a huge leap in the way computers learn. Machine Learning is becoming more popular as technology advances and vast amounts of data, called Big Data, become available. Many recent image processing approaches employ Machine Learning models, such as Deep Neural Networks, to modify images for a variety of purposes, such as adding creative filters, optimizing an image for quality, or refining certain image aspects for computer vision applications [7].

Deep learning (DL) is an area of machine learning [8] that has recently become one of the most significant achievements and research hotspots. CNNs, a form of deep learning neural network, offer a substantial improvement in image identification. To perform its function, a CNN pulls features from images. This removes the need for manual feature extraction. As the network trains on a sequence of images, the features are acquired. CNNs learn to recognize features by switching between tens or hundreds of hidden layers. This is a multi-layer neural network composed of neurons with trainable weights and biases [9] and it is made possible by powerful GPUs that enable us to stack deep layers and handle a wide range of image input properties [10]. LG has been widely used as a complete data processing strategy for binary classification and prediction [11]. Logistic regression is mostly used to categorize data and its data points are not structured in rows. In comparison, SVM is a well-known pattern recognition and image classification approach [12]. Based on a kernel function, it produces the most effective separating hyperplanes. Each data item in the SVM technique is plotted as a point in n-dimensional space, where n is the number of features and the value of each feature is the value of a certain coordinate. Various other works about noise removal have been conducted in a medical domain, such as [13–14].

Noisy images are hazardous to the training of neural networks and other techniques, decreasing the classification performance of the networks [10]. Image noise may be either cumulative or progressive [15]. The cumulative noise model adds a noise signal to the original signal to produce a severely corrupted noisier signal, while the progressive noise model multiplies the original signal by the noise signal. Therefore, this study investigated advanced deep learning models, such as CNN and classical machine learning classifiers (SVM and LG), to classify the noises present in QR code images, first by uniformly resizing images of varying sizes. In addition to this, the study proposed an amalgam approach comprising histogram density analysis and machine learning classifiers (ANN, SVM, and LG) that works well even for images with varying sizes. Such noise identification systems can later help researchers and programmers to apply specific noise removal filters concerning noise identified, so that original data/information can be retrieved from available QR codes. Likewise, application developers in smart product manufacturing industries can enhance their scanners by supporting features of retrieving information from a noisy QR code. Following are the major contributions of this study:

- Generates a new dataset containing images of QR codes;
• Enhances the dataset by introducing seven various noises (Speckle, Localvar, Salt, Pepper, Gaussian, Poisson, Salt, and Pepper) to each original QR code image;
• Presents detailed structure for embedding noises in QR code images;
• Analyses the performance of classifiers (CNN, SVM, and LG), trained over images with a fixed size, to distinguish original QR code image from noisy image and identify the noise present, if any;
• Incorporates histogram analysis to transform the features, trace and extract the most relevant features accordingly;
• Widens the investigation by proposing an amalgam approach based on histogram analysis with common machine learning classifiers (ANN, SVM, and LG) to handle images of varying sizes;
• Outlines detailed analysis of proposed scheme performance for three scenarios, when trained with combinations of 3-, 5-, and 7-noise types of images along with original QR code images.

The paper is further structured as follows: In Section 2, the related works of this issue are discussed. Section 3 discusses the proposed methodology. Section 4 covers the experiment results and the comparison/discussion. The conclusion is described in Section 5.

2. Related Work

Various studies have attempted to categorize noise in images to the best of our knowledge, for instance, VGG-16 and Inception-v3 convolutional neural networks were used in the study of [16] to automatically identify noise distributions and it was discovered that Inception-v3 effectively detects the noise distribution out of nine possible distributions: salt and pepper, Gaussian, speckle, exponential, lognormal, uniform, Erlang, Rayleigh, and Poisson. The performance of FFDNet was then compared to that of the noise clinic for each of the noisy image sets. They observed that CNN-based denoising is superior to blind denoising in general, with a 16% improvement in peak signal-to-noise ratio on average (PSNR). In [17], the authors present a noise-robust CNN (NR-CNN) for classifying noisy images without any pre-processing for noise reduction and to improve convolutional neural network classification performance for noisy images. Experiment results reveal that the proposed CNN outperforms VGG-Net-Medium, VGG-Net-Slow, GoogleNet, and ResNet in the classification of noisy pictures. Furthermore, the proposed CNN does not need any pre-processing for noise reduction, which speeds up the classification of noisy images.

Authors in [18] investigated a DNN-based noisy image classification approach, in which five supervised deep learning architectures were utilized to classify the reconstructed picture: DAE-CNN, CDAE-CNN, DVAE-CNN, DAE-CDAE-CNN, DAE-CDAE-CNN, and DVAE-CDAE—CNN. It was revealed that the first three algorithms perform well on images with low noise levels, but the latter two approaches perform well on enormous volumes of noisy data. The authors of [19] showed how to distinguish different types and intensities of visual noise using a (CNN) technique, as well as a backpropagation algorithm and stochastic gradient descent optimization methodologies. The principal component analysis (PCA) filters generation technique is used to collect data-adaptive filter banks to lower the algorithm’s training time and processing cost. Researchers in [20] evaluated image quality assessment (IQA) techniques, fitting curves, mean opinion score (MOS), and the development of two neural networks to provide an Image Noise Level Classification (INLC) strategy for diverse application situations. They explored the reasons for the low classification accuracy and suggested a mild approach of creating a tolerance rate to get higher acceptable accuracy. Milan Tripathi [21] created, implemented, and evaluated a CNN-based classifier to detect noisy images with high validation and training accuracy, as well as a UNET-based model to denoise images with ideal PSNR and SSIM values.
By scanning the QR code, we can receive accurate information in real time. The typical QR code, which is composed of black and white modules, is unsightly and difficult to see. In recent years, there has been an increase in the usage of graphic QR codes in product packaging and marketing activities. When the user scans the printed visual QR code, it is accompanied by a noise phenomenon that interferes with identification and causes failure. As a result, we are working on building an intelligent image noise-type identification technique, as no such system exists in the literature. The reasoning for this is that after the type of noise infecting an image has been properly defined, an appropriate noise-reduction filter can be applied. Although the capacity to minimize noise is crucial, it is equally necessary to identify the type and amount of noise present in QR code images. To address this issue, we proposed (CNN, ANN, SVM, LG)-based models to effectively classify the type of noises (Gaussian, Localvar, Pepper, Poisson, Salt, Speckle, and Salt and Pepper) in QR code images and also extracted the features of images manually using histogram density feature extraction and fed the data to the mentioned models.

3. Proposed Methods

The purpose of this paper is to develop classification models that accept various forms of QR code images as input and categorize them as original QR codes or noisy by anticipating the type of noise. Figure 1 depicts the overall process of the proposed experiment. Because no such dataset exists in the literature, this study created its own QR code image dataset and added seven distinct noises (Gaussian, localvar, pepper, Poisson, speckle, salt, salt & pepper) to the generated original images. The suggested deep learning-based CNN architecture, an ANN model, SVM, and Logistic Regression algorithms are then trained to identify noisy images by accurately predicting their category. The study intends to analyze produced QR code images, scale images, and map noise to the original QR code images (Figure 2), encode labels, build histogram density features of images, train the suggested four distinct models, recognize the type of noise, and output the classified category. We utilized the deep learning framework TensorFlow [22] to tackle the noise-type classification task.

Figure 1. The workflow of the proposed study.
3.1. Data Analyzation

The dataset we are utilizing for this work contains 80,000 images of both original and noisy QR codes. The collection is quite variable; certain classes contain images of varying sizes and quantities and the entire dataset is around 16 GB in size. The dataset’s images are in bitmap format (BMP). Because our CNN model requires a fixed-size input, we pre-processed the images to a fixed size of (150 × 150) ratio and (50 × 50) ratio for the SVM and Logistic Regression models. Figure 2 depicts the process of scaling images and mapping different forms of noise to the original images.

We generated normal/original QR code images with random data and then introduced 7 different noises to expand the dataset. Our dataset is divided into 8 distinct classes. The original one and 7 other classes which we generated by adding 7 different types of noises such as Gaussian, Localvar (white noise with a zero-mean Gaussian distribution and an intensity-dependent variance), Salt and Pepper, Poisson, Pepper, Salt, and Speckle to the original type. The following subsections briefly outline the details about each noise type we exploited for this paper.

3.1.1. Gaussian Noise

Gaussian noise [23] is a kind of statistical noise with a probability density function equal to the standard deviation, often known as the Gaussian distribution; in other words, the possible values of the noise are Gaussian distributed. It is named after Carl Friedrich Gauss. A Gaussian distribution’s probability density function has a bell-shaped curve. Gaussian noise is most often used in additive white Gaussian noise. The probability density function \( p \) of a Gaussian random variable \( g \) is given in Equation (1): where \( g \) denotes the grey level, \( \mu \) the mean grey value, and \( \sigma \) the standard deviation. Figure 3 depicts the Gaussian probability distribution function of Gaussian noise and its pixel representation.

\[
p_{G}(g) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(g-\mu)^2}{2\sigma^2}}
\] (1)
3.1.2. Salt and Pepper Noise

The phrase “salt and pepper noise” refers to a wide range of procedures that all result in the same fundamental image deterioration [24]. It is sometimes referred to as impulse noise. Sharp and rapid disruptions in the visual signal might create this noise. It looks like white and black pixels that are poorly dispersed. The salt and pepper noise has two values, a and b. The values a and b in salt and pepper noise are not the same. Each one has a chance of less than 0.1 on average. The damaged pixels shift between the lowest and highest value, giving the picture a “salt and pepper” appearance. Figure 4 depicts the Salt and Pepper noise and its Probability Distribution Function having a deviation of 0.05 [25].

![Figure 3. Gaussian noise probability distribution function and its quick response code image sample.](image)

Figure 4. Salt and pepper probability distribution function and its quick response code image sample.

3.1.3. Speckle Noise

Speckle noise is a kind of additive noise, as opposed to Gaussian or salt and pepper noise [25]. This decreases image quality in diagnostic testing by causing images to have a backscattered wave look, created by multiple little dispersed reflections traveling through inner organs. Consequently, the observer’s ability to discern minute features in the images is impaired. Speckle noise has a gamma distribution function and is expressed mathematically, as depicted in Equation (2) [25].

$$s(g) = \frac{g^{(\alpha - 1)} \times e^{-g/\alpha}}{((\alpha - 1) \alpha^\alpha)}$$  \hspace{1cm} (2)

where $\alpha$ is the variance and $g$ is the gray level measurement. Figure 5 depicts the gamma distribution function and pixel representation of speckle noise.

![Figure 5. Speckle Gamma probability distribution function and its quick response code image sample.](image)
3.1.4. Poisson Noise

Poisson noise, also known as Shot noise, is a kind of noise that may be represented mathematically using the Poisson process [26]. The nonlinear reactions of image detectors and recorders generate Poisson noise and the image data determine this kind of noise. The discrete nature of electric charge causes shot noise in electronics. Shot noise may also be detected in photon enumeration in optical systems, which is related to light’s particle nature. This sort of noise is sometimes referred to as quantum (photon) noise. Poisson noise has a Poisson distribution function, which is a probability distribution used to indicate the frequency with which an event is expected to occur over a certain period as given in Equation (3), where $e$ is Euler’s number (2.71828), $n$ represents the number of occurrences, $n!$ is the factorial of $n$, and $\lambda$ is equal to $n$’s anticipated value when it is also equal to its variance. Figure 6 depicts the Poisson noise and its probability distribution function having a deviation of 0.03 in 100 random trials.

$$p(n) = \frac{\lambda^n}{n!} e^{-\lambda}$$  \hspace{1cm} (3)

![Figure 6. Poisson probability distribution function and its quick response code image sample.](image)

Table 1 lists the division of samples in each class of formed dataset.

| Label/Class           | Number of Samples |
|-----------------------|-------------------|
| Normal/Original QR code | 10,000            |
| Gaussian              | 10,000            |
| Localvar              | 10,000            |
| Pepper                | 10,000            |
| Poisson               | 10,000            |
| Speckle               | 10,000            |
| Salt                  | 10,000            |
| Salt and pepper       | 10,000            |
| **Total**             | **80,000**        |

3.2. Classification Algorithms

3.2.1. Convolutional Neural Network

To categorize the noises in QR code images, we developed a CNN model. The created network hyperparameter tuning is shown in Table 2. Each Conv2D and MaxPooling2D layer produces a three-dimensional (3D) form tensor (height, width, channels). The width and height measurements decrease as we move further into the network. The first argument specifies how many output channels each Conv2D layer has. The max-pooling layer is usually utilized to reduce the output volume’s spatial dimensions. In general, as the width and height decrease, we can add more output channels to each Conv2D layer. The Dropout layer helps to reduce overfitting by randomly changing input units to 0 at a frequency of rate throughout the training period. The SoftMax layer normalizes the
preceding layer’s output by including the likelihood of the actual input picture belonging to recognized classes.

Table 2. Proposed convolutional neural network and its hypermetric values.

| Hyperparameter      | Value                      |
|---------------------|----------------------------|
| Optimizer           | Adam                       |
| Number of epochs    | 100                        |
| Batch size          | 120                        |
| Loss                | Categorical cross-entropy   |
| Metrics             | Accuracy                   |
| Learning rate       | 0.000001                   |

After extensive experimental combinations, the best CNN model is composed of 9 layers, starting the layers with 32 filters, then 64, and 128 filters, with $3 \times 3$ kernels. It has a max-pool layer after each convolutional layer and a flatten layer to change the dimensional array for inputting to the dense layer, followed by a dropout layer to get rid of overfitting and then the SoftMax (output) layer with 8 outputs.

3.2.2. Artificial Neural Network

To categorize the noises in histogram feature-extracted QR code images, we developed an ANN model. The hyperparameter tuning of our ANN model is the same as the proposed CNN model (see Table 1). As each feature extracted image contains 256 features; therefore, instead of an input shape of an exact size, which we added for the CNN model, we are adding an input dimension of 256 in the first layer of the model.

To achieve the best performance, we repeatedly performed numerous experiments and found that ANN having 5 layers with 2048, 2024, 128, 128, and 8 units/filters, respectively, attain high accuracy.

3.2.3. Logistic Regression

Before feeding data to the LG model, we scaled and rearranged our data, then used the Standard Scaler to resize the distribution of values such that the mean of the observed values is 0 and the standard deviation is 1. Thus, it eliminates the mean and scales each feature to unit variance. The designed LG network architecture is presented in Table 3.

For each candidate, the training is performed over 10-fold cross-validation having a total of 10 fits with a parallel ($-1$) number of tasks utilizing backend (LokyBackend) with 8 concurrent workers.

Table 3. Proposed logistic regression model and its hypermetric values.

| Hyperparameter      | Value                      |
|---------------------|----------------------------|
| CV                  | 10                         |
| No. of jobs         | $-1$                       |
| Random state        | 1234                       |
| Max. iteration      | 1000 and 400 (feature extracted data) |
| Solver              | Liblinear                  |
| Class weight        | Balanced                   |
| Verbose             | 1                          |

3.2.4. Support Vector Machine

We pre-processed data in the SVM [27] model, such as scaling it to a $50 \times 50$ ratio, and then used the Standard Scaler to resize the distribution of values such that the mean of the observed values is 0 and the standard deviation is 1 and shuffled the data to reorder the order of the items. The developed SVM network architecture is shown in Table 4.
Table 4. Proposed support vector machine model and its hypermetric values.

| Hyperparameter       | Value                                      |
|----------------------|--------------------------------------------|
| C                    | 1                                          |
| Gamma                | Auto                                       |
| Kernel               | Poly and RBF (feature extracted data)      |

The error term’s penalty parameter, C, is set to 1 to manage the error, while Gamma is set auto to supply the decision boundary curvature weight. Moreover, the poly kernel is used to describe the similarity of training samples in feature sets across polynomials for the original variables, allowing for the learning of nonlinear models.

3.3. Histogram Density Feature Extraction

The histogram density values in the grayscale state of the images are employed as features in this technique. In this scenario, the ratio of the number of pixels with each grey tone to the total number is utilized as a feature value, such that each image contains 256 features as depicted in Figure 7. After extracting the features for each image, we save it as a new dataset and then feed it to the proposed ANN, SVM, and LG models to classify the noise types of QR codes.

Figure 7. Sample of histogram density features of quick response code images.

4. Results and Discussions

To evaluate the model’s accuracy, we used the dataset that contains 80,000 images of QR codes with various types of noises. The dataset was divided into the train and test sets with ratios of 70/30, respectively.

Before proposing the suggested scheme, we tested several state-of-the-art pre-trained deep learning-based models to segregate QR code images into normal and seven noisy QR code images. Table 5 shows performance of these models on the generated dataset.

Table 5. Performance of various state-of-the-art deep learning models.

| Model/Network | Accuracy |
|---------------|----------|
| VGG16         | 81.77    |
| ResNet18      | 85.24    |
| SqueezeNet    | 81.26    |
| MobileNetV2   | 84.52    |
| DenseNet121   | 85.75    |

As depicted in Figure 1, the paper proposed two different schemes for the classification of noisy QR images. In the first scheme, the generated dataset images (original QR code, and noisy QR code) are fed directly to various deep learning and machine learning-based classification models. The second scheme exploited the histogram density feature extraction technique to shape data into useful representation and then fed it to classification models. After successful training, the accuracy of all models in proposed schemes is
computed using all data from the test dataset. Our model’s usefulness and performance are evaluated using four metrics: accuracy, precision, recall, and f1 score. Moreover, confusion matrices are also presented to analyze the false-positive and false-negative test data. The experimental study used cross entropy as a loss function, specifically the categorical type of cross entropy because a stable loss function will generalize the model well [28].

4.1. Scheme 1: Classification Using Deep and Machine Learning Models without Feature Extraction

This scheme does not involve any computer vision technique to extract useful features and the generated QR code images are directly fed to machine learning and deep learning classification models, including CNN, SVM, and LG. We further widened the study by introducing three different scenarios of the dataset, where each scenario involves a combination of different types of noisy images with original QR images to train the classification model.

4.1.1. Scenario 1 (8-Class Classification Task)

In this scenario, we utilized all eight types of QR code images, the original QR code, and mapped seven noises (Gaussian, Localvar, Pepper, Poisson, Speckle, Salt, Salt and pepper) to the original images. The images are fed to three classification models separately. Figure 8 depicts the performance curves of the proposed CNN. Figure 9 depicts the confusion matrices for CNN, LG, and SVM, whereas Table 6 presents the overall performance of trained models. It is evident that CNN performed better than LG and SVM by obtaining an overall accuracy of 85.6%; however, confusion matrices show that models’ performances degraded as they are unable to distinguish between Gaussian and localvar noisy images. Evidently, the obtained matrices for analyzing the effectiveness and performance of the trained models for eight types of QR code images show that such a proposed scheme is not suitable for this scenario as it hardly segregates images containing localvar and Gaussian noises.

![Figure 8. Performance curves of convolutional neural network model when trained without external feature extraction technique to classify 8 types of quick response code images: (a) accuracy curves for train and test sets; (b) loss curves for train and test sets.](image-url)
Figure 9. The confusion matrices for proposed classifiers when trained without external feature extraction technique to classify original quick response (QR) code and 7 different types of noisy QR code images. (a) convolutional neural network (CNN); (b) logistic regression (LG); and (c) support vector machine (SVM).

Table 6. Performance comparison between convolutional neural network (CNN), logistic regression (LG), and support vector machine (SVM) when trained without external feature extraction technique to classify 8 types of quick response code images.

| Model   | Accuracy  | Precision | Recall | F1-score |
|---------|-----------|-----------|--------|----------|
| CNN     | 85.60%    | 85.50%    | 85.50% | 85.60%   |
| LG      | 58.85%    | 59.74%    | 58.67% | 58.94%   |
| SVM     | 69.74%    | 71.91%    | 69.64% | 70.62%   |

4.1.2. Scenario 2 (6-Class Classification Task)

In this scenario, we removed two types of noisy images (Gaussian and localvar) and used the other six types of QR code images, the original QR code and noisy types of QR images (pepper, Poisson, speckle, salt, and salt and pepper). Similarly, the images are fed to three classification models separately. All models are trained and tested over 70% and 30% of data, respectively. Figure 10 depicts the performance curves of the proposed CNN model.

Figure 11 shows the confusion matrices for CNN, LG, and SVM. Table 7 presents the overall performance of trained models. It is evident that the exploited models performed better for six types of QR code image classification tasks. All the models gained accuracy as compared to Scenario 1. Again, CNN performed better by obtaining an overall accuracy.
of 97.74%, whereas SVM reached 90.53% accuracy while LG hardly achieved an overall accuracy of 77.48%. Moreover, the confusion matrices show that models did not perform well while segregating pepper and Speckle noisy images.

Figure 11. The confusion matrices for proposed classifiers when trained without external feature extraction technique to classify original quick response (QR) code and 5 different types of noisy QR code images. (a) convolutional neural network (CNN); (b) logistic regression (LG); and (c) support vector machine (SVM).

Table 7. Performance comparison between convolutional neural network (CNN), logistic regression (LG), and support vector machine (SVM) when trained without external feature extraction technique to classify 6 types of quick response code images.

| Model  | Accuracy | Precision | Recall  | F1-score |
|--------|----------|-----------|---------|----------|
| CNN    | 97.70%   | 97.70%    | 97.70%  | 97.70%   |
| LG     | 77.48%   | 77.24%    | 77.36%  | 77.29%   |
| SVM    | 90.53%   | 90.70%    | 90.63%  | 90.67%   |

4.1.3. Scenario 3 (4-Class Classification Task)

In this scenario, we removed four types of noisy images (Gaussian, localvar, pepper, and speckle) and used the rest of the four types of QR code images, the original QR code and three noisy types of QR images (Poisson, salt, and salt and pepper). The images are fed to three classification models separately. All models are trained and tested over 70% and 30% of data, respectively. Figure 12 depicts the performance curves of the proposed CNN model.

Figure 12. Performance curves of convolutional neural network model when trained without external feature extraction technique to classify 5 types of quick response code images: (a) accuracy curves for train and test sets; (b) loss curves for train and test sets.
Figure 13 shows the confusion matrices for CNN, LG, and SVM. Table 8 presents the overall performance of trained models. The exploited classification models performed better for four types of QR code image classification tasks. All the models gained higher accuracy as compared to Scenario 1 and Scenario 2. While classifying these four types of QR codes (original, Poisson, salt, and salt and pepper), all models attained almost similar performance; however, precisely, SVM topped by obtaining an overall accuracy of 98.91%, whereas CNN reached 98.43% accuracy while LG competes by accomplishing an overall accuracy of 98.09%. Moreover, the confusion matrices show that models are suitable for datasets composed of the four types of QR code images.

![Confusion Matrix for CNN](image1)

![Confusion Matrix for LG](image2)

![Confusion Matrix for SVM](image3)

**Figure 13.** The confusion matrices for proposed classifiers when trained without external feature extraction technique to classify original quick response (QR) code and 3 different types of noisy QR code images. (a) convolutional neural network (CNN); (b) logistic regression (LG); and (c) support vector machine (SVM).

**Table 8.** Performance comparison between convolutional neural network (CNN), logistic regression (LG), and support vector machine (SVM) when trained without external feature extraction technique to classify four types of quick response code images.

| Model | Accuracy | Precision | Recall | F1-score |
|-------|----------|-----------|--------|----------|
| CNN   | 98.43%   | 98.40%    | 98.40% | 98.40%   |
| LG    | 98.09%   | 98.11%    | 98.10% | 98.90%   |
| SVM   | 98.91%   | 98.91%    | 98.91% | 98.90%   |

4.2. Scheme 2: Classification Using Deep and Machine Learning Models with Feature Extraction

This scheme involves a computer vision technique to extract useful features. It exploited the histogram density analysis technique to extract useful features from each dataset image. Figure 14 shows the histogram analysis for all kinds of QR code images in the dataset, where it extracted 256 features using histogram density feature extraction, which is then fed to machine learning-based classification models, including ANN, SVM, and LG. Contrary to Scheme 1, the dataset is no longer in the form of images; thus, ANN is exploited instead of CNN under this scheme, such as Scheme 1. We further widened the study by introducing three different scenarios of the dataset, where each scenario involves a combination of different types of noisy images with original QR images to train and test the classification model.
Figure 14. Histogram analysis of normal and noisy quick response (QR) code images where the x-axis represents the pixel number and the y-axis shows the value. (a) Normal QR codes; (b) Gaussian
noisy QR codes; (e) Localvar noisy QR codes; (d) Pepper noisy QR codes; (e) Poisson; (f) Salt and pepper noisy QR codes; (g) Salt noisy QR codes and (h) Speckle noisy QR codes.

4.2.1. Scenario 1 (8-Class Classification Task)

In this scenario, we utilized all eight types of QR code images, the original QR code and mapped seven noises (Gaussian, Localvar, Pepper, Poisson, Speckle, Salt, Salt and pepper) to the original images. The extracted features of images are fed to three classification models separately. All models are trained and tested over 70% and 30% of data, respectively.

Figure 15 depicts the performance curves of the proposed ANN model, whereas Figure 16 shows the confusion matrices for ANN, LG, and SVM. Experimental results show that all classification models (ANN, LG, and SVM) performed better when a hybrid scheme (combing histogram density feature extraction technique with machine learning classification algorithms) was exploited. All the models gained higher accuracy as compared to Scenario 1 in Scheme 1 of this paper. Table 9 depicts obtained performance measurements for each model in detail. However, from confusion matrices, it is noted that Localvar for the ANN model and Gaussian and Localvar for the other two models (LG and SVM) are not suitable.

![Figure 15](image1.png)

**Figure 15.** Performance curves of artificial neural network model when trained with features extraction through histogram density feature extraction technique to classify 8 types of quick response code images: (a) accuracy curves for train and test sets; (b) loss curves for train and test sets.

![Figure 16](image2.png)

**Figure 16.** The confusion matrices for proposed classifiers when trained with features extraction through histogram density feature extraction technique to classify original quick response (QR) code and 7 different types of noisy QR code images. (a) artificial neural network (ANN); (b) logistic regression (LG); and (c) support vector machine (SVM).
Table 9. Performance comparison between artificial neural network (ANN), logistic regression (LG), and support vector machine (SVM) when trained with features extraction through histogram density feature extraction technique to classify 8 types of quick response code images.

| Model  | Accuracy | Precision | Recall | F1-score |
|--------|----------|-----------|--------|----------|
| ANN    | 87.85%   | 87.80%    | 87.30% | 87.50%   |
| LG     | 87.44%   | 87.37%    | 87.31% | 87.34%   |
| SVM    | 87.59%   | 87.15%    | 87.65% | 87.40%   |

4.2.2. Scenario 2 (6-Class Classification Task)

In this scenario, we removed two types of noisy images (Gaussian and localvar) and considered the rest of the six types of QR code images, the original QR code and noisy types of QR images (pepper, Poisson, speckle, salt, and salt and pepper). Similarly, the extracted features using the histogram density feature extraction technique are fed to three classification models separately. All models are trained and tested over 70% and 30% of data, respectively. Figure 17 depicts the performance curves of the proposed ANN model.

Figure 17. Performance curves of artificial neural network model when trained with features extraction through histogram density feature extraction technique to classify six types of quick response code images: (a) accuracy curves for train and test sets; (b) loss curves for train and test sets.

Figure 18 shows the confusion matrices for ANN, LG, and SVM models, whereas Table 10 presents the overall performance of trained models. The exploited models performed better for six types of QR code image classification tasks. All the models gained accuracy as compared to Scenario 1. This time, SVM performed outstandingly by obtaining an overall accuracy of 100%, whereas LG reached 99.49% accuracy while ANN competes by accomplishing an overall accuracy of 98.93%. Moreover, the confusion matrices show that models performed well while segregating all six types of noisy QR codes.
Figure 18. The confusion matrices for proposed classifiers when trained with features extraction through histogram density feature extraction technique to classify original quick response (QR) code and 5 different types of noisy QR code images. (a) artificial neural network (ANN); (b) logistic regression (LG); and (c) support vector machine (SVM).

Table 10. Performance comparison between artificial neural network (ANN), logistic regression (LG), and support vector machine (SVM) when trained with features extraction through histogram density feature extraction technique to classify six types of quick response code images.

| Model  | Accuracy | Precision | Recall | F1-score |
|--------|----------|-----------|--------|----------|
| ANN    | 98.93%   | 98.90%    | 98.90% | 98.90%   |
| LG     | 99.49%   | 99.50%    | 99.49% | 99.49%   |
| SVM    | 100%     | 100%      | 100%   | 100%     |

4.2.3. Scenario 3 (4-Class Classification Task)

In this scenario, we removed four types of noisy images (Gaussian, localvar, pepper, and speckle) and used the rest of the four types of QR code sets, the original QR code and three noisy types of QR code (Poisson, salt, and salt and pepper). The extracted features of images are fed to three classification models separately. All models are trained and tested over 70% and 30% of data, respectively. Figure 19 depicts the performance curves of the proposed ANN model.

Figure 19. Performance curves of artificial neural network model when trained with features extraction through histogram density feature extraction technique to classify four types of quick response code images: (a) accuracy curves for train and test sets; (b) loss curves for train and test sets.

Figure 20 shows the confusion matrices for ANN, LG, and SVM models, while Table 11 presents the overall performance of trained models. The exploited classification models performed better for four types of QR code image classification tasks. All the models accomplished better accuracy as compared to Scenario 1 and Scenario 2. Moreover, the
confusion matrices show that models are suitable for datasets composed of such four types of QR code images. However, SVM again outperformed the other two models by attaining full accuracy (100%).

![Confusion matrix for ANN](image1.png) ![Confusion matrix for LG](image2.png) ![Confusion matrix for SVM](image3.png)

**Figure 20.** The confusion matrices for proposed classifiers when trained with features extraction through histogram density feature extraction technique to classify original quick response (QR) code and 3 different types of noisy QR code images. (a) artificial neural network (ANN); (b) logistic regression (LG); and (c) support vector machine (SVM).

**Table 11.** Performance comparison between artificial neural network (ANN), logistic regression (LG), and support vector machine (SVM) when trained with features extraction through histogram density feature extraction technique to classify four types of quick response code images.

| Model | Accuracy | Precision | Recall | F1-score |
|-------|----------|-----------|--------|----------|
| ANN   | 98.77%   | 98.80%    | 98.80% | 98.80%   |
| LG    | 99.88%   | 99.87%    | 99.87% | 99.87%   |
| SVM   | **100%** | 100%      | 100%   | 100%     |

The experimental results prove that the hybrid approach (Scheme-2) is much more effective for the identification of noise types in QR code images. Furthermore, the introduction of training the models with different combinations of noisy (3-, 5-, and 7-type) QR code images shows that few noises share similar symmetrical characteristics that shape the image in such a way that implemented classifiers are unable to identify them correctly. For instance, the classifiers in both the schemes (I and II) could not classify the QR code images properly that have Gaussian noise and Locavaro noises. The introduction of the histogram density feature extraction technique significantly enhanced the performance of each classifier in all three scenarios, as shown in Table 12. It is noted that the histogram density analysis technique shaped each QR code imaging data into 256 useful features that dramatically boost the learning of the model. Among all, SVM with histogram density feature extraction technique performed well as it attained the highest performance while classifying five types and three types of noisy images along with original QR code images.

All the experiments are carried out on Intel® Core™ i9-10900KF CPU 3.70 GHz, 64GB RAM with NVIDIA GeForce RTX 3070 GPU. The system took 223 min to train the ANN model along the histogram density feature extraction technique; however, for LG and SVM, it took 201 and 210 min, respectively.
Table 12. Comparative performance analysis of proposed convolutional neural network (CNN), artificial neural network (ANN), logistic regression (LG), and support vector machine (SVM) when trained with/without features extraction through histogram density feature extraction (HDFE) technique to classify 8-, 6-, and 4-types of quick response code images.

| Classification Problem | Model        | Accuracy Without HDFE | Accuracy With HDFE |
|------------------------|--------------|------------------------|-------------------|
| 8-class                | CNN/ANN      | 85.60%                 | 87.85%            |
|                        | LG           | 58.85%                 | 87.44%            |
|                        | SVM          | 69.74%                 | 87.59%            |
| 6-class                | CNN/ANN      | 97.70%                 | 98.93%            |
|                        | LG           | 77.48%                 | 99.49%            |
|                        | SVM          | 90.53%                 | 100%              |
| 4-class                | CNN/ANN      | 98.43%                 | 98.77%            |
|                        | LG           | 98.09%                 | 99.88%            |
|                        | SVM          | 98.91%                 | 100%              |

5. Conclusions

The printing, scanning, and transmission of QR codes may introduce noise and corrupt the information. However, a message or information can be recovered if the noise type is identified. Therefore, this paper proposed an amalgam approach based on computer vision techniques and a machine learning classification algorithm to identify the type of noise present in QR code images. To investigate the proposed approach, we generated a dataset of 80,000 images that contain images of the original QR code and seven various types of noisy QR code images. The noises include salt and pepper, pepper, speckle, Poisson, salt, localvar, and Gaussian. First, we analyzed the performance of several machine learning and deep learning classifiers by directly feeding the generated dataset images and observed that the models could not successfully segregate the noisy images. Later, a histogram density analysis technique is incorporated to extract the useful features by shaping the data into a more representable form and then fed to the artificial neural network (ANN), support vector machine (SVM), and logistic regression (LG), separately. It is observed that the classification performance improved significantly with the introduction of histogram density feature extraction techniques. Moreover, the impact of introducing various noises in QR code images on classification performance is also provided by training the models in three different scenarios (where original images and combinations of three, five, and seven types of noisy images are used). SVM with histogram density analysis performed well by attaining 100% accuracy for 6-class (original, pepper, Poisson, speckle, salt, and salt and pepper) and 4-class (original, Poisson, salt, and salt and pepper) classification tasks. However, in the future, the approach can be enhanced to cater the classification of all seven noises along with the original QR code image, as currently, it hardly attains 88% approximately.
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