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We concisely review the main methodological approaches to model nonadiabatic dynamics in isotropic solutions and their applications. Three general classes of models are identified as the most used to include solvent effects in the simulations. The first model describes the solvent as a set of harmonic collective modes coupled to the solute degrees of freedom, and the second as a continuum, while the third explicitly includes solvent molecules in the calculations. The issues related to the use of these models in semiclassical and quantum dynamical simulations are discussed, as well as the main limitations and perspectives of each approach.

1 Introduction

In the last decade the computational study of the nonadiabatic excited-state dynamics in medium-size molecular systems has seen impressive advances, as witnessed, inter alia, by many authoritative reviews in this field.1-13 Nonadiabatic processes are intrinsically quantum phenomena that couple electronic and vibrational states.14 Therefore, in principle, quantum dynamics (QD), i.e. the propagation in time of the vibronic wavefunction or the vibronic density matrix, represents the natural theoretical framework to describe their time evolution. However, the cost of traditional QD methods scales exponentially with the number of degrees of freedom, limiting their application to small systems. Many approaches have been developed in the last decades to break this limit,15 ranging from full QD methods3,4 and semiclassical (SC) path-integral methods,16 to a multitude of hybrid methods that mix quantum and classical dynamics, generally indicated as mixed quantum classical (MQC).1,17 The interaction of the system undergoing a nonadiabatic transition with an environment, like a solvent, protein, or surface adds an additional level of complexity to the theoretical modeling, leading to the so called open quantum systems (OQS) problem,18,19 and many approaches have been proposed to extend dynamical methods for isolated species to this new situation.

Despite the fact that all the approaches just mentioned have been applied also to study photoactivated processes in solution, the large majority of the dynamical studies of nonadiabatic processes in the literature concerns systems in the gas phase,1-6,20-22 or, alternatively, chromophores embedded in a macromolecular matrix, e.g. a protein or a membrane.23-34 The number of computational studies of a molecular system in an isotropic solution is instead more limited, despite the fact that most of the photoactivated processes of biological and technological interest occur in solution.

Moreover, from the methodological point of view, inclusion of solvent effects in the dynamical calculations raises many challenging issues. A basic one concerns the treatment of the solvation dynamics. Any change in the population of the different electronic states following light absorption/emission, or during the excited state dynamics, is mirrored by changes in the solute electron density, which induces a solvent response. As schematically depicted in Fig. 1, the adjustment of the solvent is not instantaneous, it involves different processes occurring on different time-scales, from sub-fs to several ps, without considering strongly viscous solvents. For example, electrons of the solvent (the electronic polarization) can be considered to readjust instantaneously to the solute electronic density (process 1 in Fig. 1). The structural rearrangements of the first solvation shell, e.g. shifts of the hydrogen bond distances, individual librations and reorientation of the solvent molecules, are slower and, though they are collected in process 2 in Fig. 1, can have different characteristic times. Finally, some motions (process 3 in Fig. 1) require a collective rearrangement...
of the outer solvation shells and, therefore, longer times. An additional issue is that the solvent reaction field may act as an additional, time-dependent, source of coupling between the different electronic states, leading to a highly non-linear problem. In particular, when excited state processes are non-Markovian, i.e. they occur on the same time-scale as the solvation dynamics, a reliable computational description becomes very challenging. As we will discuss later, this task is rather difficult in the framework of implicit solvation models, where the solvent is characterized ‘simply’ by some macroscopic features.

Dynamical solvation effects are instead more straightforwardly considered within an explicit solvation model, where solvent molecules are included in an atomistic fashion in the calculations. However, in order to reproduce solvent effect, it is necessary (i) to consider a very large number of solvent molecules and (ii) to properly average among all the possible conformations. As a consequence, in order to reduce the computational cost, the large majority of studies resort to a classical description of the solvent molecules, and, thus, to parametrized force fields (FFs) when building the potential energy surfaces (PESs) the dynamics is based on. In principle a different parametrization is necessary for each of the solute electronic states, making the task rather difficult in the framework of implicit solvation models, where the solvent is characterized ‘simply’ by some macroscopic features.

Dynamical solvation effects are instead more straightforwardly considered within an explicit solvation model, where solvent molecules are included in an atomistic fashion in the calculations. However, in order to reproduce solvent effect, it is necessary (i) to consider a very large number of solvent molecules and (ii) to properly average among all the possible conformations. As a consequence, in order to reduce the computational cost, the large majority of studies resort to a classical description of the solvent molecules, and, thus, to parametrized force fields (FFs) when building the potential energy surfaces (PESs) the dynamics is based on. In principle a different parametrization is necessary for each of the solute electronic states, making the task rather difficult in the framework of implicit solvation models, where the solvent is characterized ‘simply’ by some macroscopic features.

However, despite these difficulties, many interesting dynamical computational studies in solution have appeared in the last few years, and promising methodological developments have been proposed. In this contribution, we shall thus concisely review the papers reporting quantum, semiclassical, and MQC dynamics simulations in isotropic solvents. We shall focus in particular on the main approaches followed to include solvent effects, and take a number of specific examples to evaluate the effect that inclusion of the solvent environment has, in particular when there are gas phase results available for comparison. A key issue we will tackle concerns the coupling between the solvation degrees of freedom and the solute excited state dynamics. This review does not therefore cover all the studies where the environment can be considered almost frozen with respect to the chromophore excited state dynamics, an approximation often adopted, for example, for the photodissociation and excitation transfer processes occurring within a protein. Moreover, this review does not include the papers dealing with the study in the gas phase of molecules surrounded by a small cluster of solvent molecules. Though they can provide useful insights on the dynamics in solution, their methodological framework is the same as that of gas phase calculations. It is clear that many dynamical spectral parameters, e.g. time-resolved dynamic Stokes shift, are ruled by solvation dynamics, and their analysis, by using either continuum or explicit solvation models, can give crucial insights on the interplay between ultrafast electronic relaxation of solute and solvent molecules. Nonetheless, due to their large number, we shall not discuss the studies aimed essentially to include solvent effects in the calculations of the PES or the related spectral parameters (for example, the vertical absorption or emission energies), as well as excited-state dynamical studies that do not explicitly address nonadiabatic processes, but focus on solvent relaxation (e.g. ref. 43), or on reactivity on adiabatic surfaces (like proton transfer).

Key features that characterize the different possible approaches to a dynamical description of the nonadiabatic processes in solution are the solvent models (implicit, as a bath of modes, and explicit), different dynamical approaches, how potentials on which nuclei move are built (derived from quantum electronic theory versus classical FFs), and finally which partition is adopted to define the classical and quantum parts of the system.

To be as focused as possible on the inclusion of the solvent effect, we organized this perspective on the grounds of different solvent models, as summarized in Fig. 2. We shall review recent progresses, relevant for processes in solution, of the
well-known system-bath approaches for open quantum systems (OQS). Afterward we will focus on the recent advances of methods based on a continuum, and then on an explicit atomistic description of the solvent. Finally, in the Discussion section we will critically evaluate the state of the art and highlight the most promising perspectives.

2 Solvent as a bath of modes

One of the most popular approaches in the field of OQS is to simplify the Hamiltonian of the system + environment to describe the environment (the solvent) as a set of effective harmonic degrees of freedom (a bath) coupled bilinearly to the system (the solute). In this limit the effect of the bath on the system is completely described by the so-called spectral density, which provides the spectral distribution of the bath mode frequencies weighted by the system-bath couplings. Such a model has been deeply investigated, representing a playground for the development of many different theoretical methods. The basic, yet potentially relevant, studies in this field are too many to be exhaustively reviewed here. We therefore limit ourselves to cite concisely the methodological papers most influential for the applications we discuss. The interested reader can refer to the papers therein cited. Most of the ‘system-bath’ methods are rooted in the density matrix formalism and on the quantum master equations (QMEs) for the time-evolution of the reduced density relevant for the solute. Formally exact equations of motion are provided by the Nakajima–Zwanzig equation, or the Shibata–Takahashi–Hashitsume equation but they can be solved only by introducing approximations. The most well-known case is probably the Markov limit, i.e., when the system dynamics is much slower than the bath one, leading to the well-known Lindblad equations or Redfield equations. Although interesting applications of such theories have been presented to nonadiabatic processes at a conical intersection (Col), in general the time separation regime assumed in the Markov limit is not adequate for subpicosecond nonadiabatic processes in solution. Several approaches have been proposed for non-Markov processes, like modified Redfield theory. Most of them are cast in a mixed quantum classical scheme, formalized with the so-called quantum classical Liouville equation (QCLE). Among them we quote the reduced density matrix hybrid approach, the forward–backward trajectory solution, and the linearized partially linearized density matrix (PLDM) approaches obtained in the framework of path integrals. As an example, PLDM was recently applied to model the exciton energy transfer (EET) between a donor and an acceptor describing the solvent as a Lorentzian-truncated Ohmic spectral density. The dependence of the EET rate on the solvent reorganization energy was investigated obtaining a very good agreement with the exact results obtained by the hierarchical equation of motion (HEOM) approach.

The HEOM formalism is a numerically exact method of studying the time evolution of the reduced density matrix for system-bath problems, and it has also been applied to the study of nonadiabatic dynamics in dissipative media. For example, a counterintuitive enhancement of the lifetime of coherence was demonstrated in the S2/S decay of pyrazine coupled to a bath with a Drude spectral function. Moreover, the shapes of the two-dimensional electronic spectra of adenine in water were computed with a two or three-state model simulating the effect of water with a Debye spectral density in an overdamped regime. Finally, within the realm of numerically exact methods for propagating the reduced density matrix, it is worthwhile to also mention the quasi adiabatic propagator path integral (QUAPI) approach.

Wigner transformation to phase space allows one to develop new methods that share similarities with well-known approaches of statistical mechanics, leading, for example, to the formulation of the multistate Fokker–Planck and the Smoluchowski equations, and introducing concepts like friction and diffusion. The Redfield and Smoluchowski theories have been recently combined to study the dynamics of a resonant energy transfer (RET) between two dyes, DCM and Nile red, in chloroform. The solvent is described by a bath of fast modes (Redfield) plus a slow bath representing the orientational reaction field and described with drift diffusion Smoluchowski dynamics. Fig. 3 shows the initial (D*A) and final (DA*) PES with respect to the slow polar solvation coordinates described by distributions evolving according to the Smoluchowski equation (panel a) and with respect to D and A intramolecular coordinates (panel b). The black traces document the irreversible dynamics. By varying the longitudinal relaxation time it is shown that solvent dynamical disorder can boost the RET efficiency by increasing the possibility that donor and acceptor are found in a favorable orientation for RET.

The impressive progress in the development of multiconfigurational time-dependent Hartree (MCTDH) and its multilayer extension has also opened the route to a full QD solution of the system-bath problem. The spectral density is translated into a finite number of modes by a discretized sampling of the frequencies, adopting a step so that the
Poincaré recurrence time is long with respect to the simulation time. Hierarchical transformations of the bath modes in a chain of sequentially bilinearly coupled effective oscillators provide further attractive possibilities. MCTDH can also be combined with a density matrix formalism, in order to inquire about the effect of temperature, by truncating the hierarchy at a given order and substituting the remaining modes with a dissipative term.

Spectral densities for a specific electronic state of the system in a given environment can be obtained by post-processing the results of a classical molecular dynamics (MD) simulation. More precisely, the spectral density can be obtained by the Fourier transform of the excitation energy fluctuation correlation (EEFC) function computed along an MD trajectory. For this, a sufficient number of snapshots along the MD trajectory need to be extracted, and the excitation energies computed with a suitable level of electronic structure theory, whilst describing the environment effect with some quantum mechanical/molecular mechanical (QM/MM) embedding model. The underlying idea is to describe the effect of the generally non-harmonic dynamics of the solute and the solvent on the nonadiabatic process with a set of effective displaced harmonic oscillators, assuming further that they have the same frequencies in the ground and excited electronic states. Fig. 4 reports such spectral density computed for the charge transfer (CT) between ferrocene and ferrocenium in liquid hexane and how the population of the donor decays according to the quantum-classical path-integral (QCPI) approach (further details in Section 4).

MD runs are usually driven by approximate classical MM FFs. The inaccuracies of the FFs for the solute can be mitigated either adopting quantum-mechanically derived (QMD) FFs, or with a two step procedure in which the intramolecular contributions are recalculated by geometry optimizations and excited-state gradient calculations. These techniques have been mainly adopted to study EET in multichromophoric systems. For example, realistic spectral densities were employed to simulate the EET in the Fenna–Matthews–Olson (FMO) photosynthetic complex, in combination with a PLDM dynamical approach. In that study, however, the main focus was on the role of intramolecular and intermolecular contributions to the spectral density, whereas the role of the solvent was not discussed in detail.

3 Solvent as a continuum

A basic way to include some solvent effect in dynamical calculations is that of considering the solvent when computing the PESs used in the simulation. This procedure is straightforward when solvent effects are taken into account by a continuum model and this has been applied in a number of studies that will be detailed below. Some of them define a collective solvation coordinate, whilst others describe the solvent as a polarizable continuum, as done in most of the single point energy calculations in solution.

Before reviewing these contributions, let us focus on the most delicate issues for the use of many continuum models in dynamical calculations. The first point concerns the use of the mean field approximation, i.e. that an average of the dynamics
with different initial solvent configurations is substituted with a single dynamics on an average potential. We shall discuss the possible consequences of this limitation in Section 4.1. Actually, being based on an ‘average’ description of solute/solvent interactions, the most standard implementations of continuum model are ‘static’. On the other hand, it is possible to consider, at least partially, dynamical solvation effects. In the simplest and most commonly adopted approach, two different limits of ‘static’ time-regimes are identified. As depicted in Fig. 1, in the first time regime, the non-equilibrium one, following photoexcitation the fast degrees of freedom (electronic polarization) reach instantaneously to equilibrium with the electron density of the state of interest, whereas the slow degrees of freedom (e.g. the inertial ones) are still in equilibrium with the initial state. The non-equilibrium time regime is ruled by the optical dielectric constant, computed as the square of the refractive index of the solvent. In the equilibrium time regime, which is ruled by the static dielectric constant, all the solvent degrees of freedom are equilibrated with the electron density of the state of interest (therefore it applies when both processes 2 and 3 of Fig. 1 are completed).91

This approach is conceptually simple, and there are some limiting cases where it is not expected to lead to large errors in the dynamics. For example, on the ultrafast time-scale (less than a few dozen fs) it can be safely assumed that the non-equilibrium time-regime is suitable. On the other hand, full solvent equilibration requires a few ps (depending on the solvent) and, therefore, it is not clear which time-regime should be used in this time-scale.

The importance of dynamical solvent effects can be appreciated already in seminal calculations on the isomerization of a Schiff base, studied as a model of retinal,92–95 where the excited state involved has CT character. Burghardt and Hynes use a two-electron–two-orbital electronic model, two vibrational coordinates for the solute and a collective coordinate for the solvent, described as a dielectric continuum. A mass and a frequency (governing its inertial behavior in non-equilibrium solvent, described as a dielectric continuum. A mass and a frequency (governing its inertial behavior in non-equilibrium solvent, described as a dielectric continuum.) are assigned to the solvent, based on the computed solvent reorganization energy and the results of time-dependent fluorescence studies.94 Static and dynamical solvation effects have a substantial impact on the position and the feature of the $S_1/S_0$ CoI and on the dynamics (see panels a and b of Fig. 5), which is simulated by using surface hopping semiclassical calculations.94 In the equilibrium case the decay to $S_0$ is ~2.5 times faster and, once the CoI is reached, the trajectories stay in its proximity. Whereas in the non-equilibrium time-regime, the systems exhibit significant oscillation on the solvent coordinate, giving an account of the slower decay.94 In a subsequent study of the same system in acetonitrile and water, the short-time dynamical friction effects of momentum and energy transfer between the three degrees of freedom considered in the model Hamiltonian and the remaining ones are included via a generalized Langevin equation.95 Inclusion of dissipative effects corrects some unphysical prediction of the simpler no-friction inertial model and significantly affects the isomerization yield, as shown in the panel (c) of Fig. 5.95

An effective solvation coordinate was also used to describe the effect of the static disorder of a polar solvent on the nonadiabatic dynamics and time-resolved spectra of photoexcited dipolar and quadrupolar dyes. It was shown that the solvent can be responsible for inhomogeneous broadening but also, in some categories of quadrupolar dyes, for a removal of the symmetry with the activation of complex intramolecular solute motions.96

Hammes-Schiffer et al. have also used effective solvation coordinates in combination with a Langevin equation and surface hopping dynamics to model non-equilibrium solvation within electron transfer and proton-coupled electron transfer processes. The results were compared to an explicit solvent model, which revealed two time scales, with the faster corresponding to the librational motion of the solvent in the first solvation shell, and the slower to the bulk solvent dielectric response (steps 2 and 3 in Fig. 1). The implicit
solvent model was able to reproduce qualitatively similar results, further illustrating the capability of continuum models with an effective solvent coordinate to reproduce non-equilibrium dynamical effects. 97,98

Continuum solvation approaches commonly used within electronic structure theory programs 91 (which, however, do not consider dynamical solvation effects) have also been used with nonadiabatic dynamics calculations, in the context of ‘on-the-fly’ surface hopping calculations, and for building the PES for use with MCTDH wavepacket propagations. For the former, efficient conductor-like solvation approaches (conductor-like screening model, COSMO,101 and conductor-like polarizable continuum model, CPCM102) have been implemented within the NEXMD program,103-105 which uses the collective electronic oscillator method106,107 in combination with semiempirical Hamiltonians and surface hopping dynamics to simulate nonadiabatic dynamics of large, conjugated, organic molecules. In particular, CPCM has been used to investigate the effect of solvent polarity on the isomerization of 4-styrylquinoline108 and the dynamics of derivatives of the push-pull π-conjugated oligomer p-phenylenevinylene.109

For the MCTDH computations, continuum solvation models have been used in building a linear vibronic coupling (LVC) Hamiltonian including spin-orbit coupling (SOC) to study the excited state dynamics in several Re(i) carbonyl diimine complexes in acetonitrile110,111 and water.112,113 In the latter two studies,112,113 the solvent effect of water on the PES was included with COSMO, whilst in the former two studies,110,111 the solvent effect of acetonitrile on the PES was included with PCM.91 Although a comparison to gas phase dynamics was not reported in these studies, the importance of solvent effect had previously been highlighted in absorption spectral calculations, with TD-DFT computations including solvent effect with COSMO better able to reproduce the experimental spectra than a higher level of theory (MS-CASPT2) without solvent effects.114

PCM has also been used to build the PES used in quantum dynamical study of the ultrafast ππ*/ππ* photoactivated dynamics of uracil115,116 and 5-fluoro-uracil115 in acetonitrile, and thymine in water.117 The former studies115,116 consider two-coupled anharmonic diabatic PESs along three vibrational degrees of freedom, namely two collective variables leading from the Franck-Condon (FC) point to the minima of the diabatic states, and the third a non-total symmetric mode inducing the largest coupling between the diabatic states. Diabatic ππ* and nπ* states were defined from the S1 and S2 adiabatic states with a property-based diabatization, whilst the time-dependent Schrödinger equation for the wave packet evolution was solved numerically by an orthogonalized-Lanczos method. A more recent study,117 discussed in detail in the next section, used the MCTDH method, with a LVC model.

Though this approach does not describe dynamical solvent effects, i.e. the fact that the solvent response changes in time, it can be useful in the ultrafast regime (< 100 fs) and it has proven to be able to describe drastic changes in the population dynamics with respect to gas phase simulations. In many cases, immediately after the photoexcitation, solvent affects the dynamics essentially by modulating the energy difference between the different excited states involved. As a matter of fact, a first important solvent effect on photoexcited nonadiabatic dynamics is due to the modulation of the average energy gap between the coupled states and can be captured even with a static non-equilibrium description of the solvent. For example, the two lowest energy excited states of thymine and uracil can be described as a bright ππ* (hereafter Snπ*) and a dark ππ* transition (hereafter Snπ*). This Snπ* state, involving the transfer of an electron from a carbonyl lone pair toward a π* orbital delocalized on the ring, is strongly destabilized in polar and, especially, protic solvents.

For uracil in the gas phase the Snπ* is more stable by ~0.5 eV at the PBE0/6-311+G(2d,2p) level.118 In polar solution, the two states are closer in energy. In acetonitrile Snπ* is more stable by ≤ 0.2 eV115 whereas in water, at the same level of theory, the relative stability of the two states is reversed, Sππ* being more stable than Snπ* by ~0.2 eV. The quantum dynamical simulations (see Fig. 6) predict that in acetonitrile and in water a significant percentage (10-25%) of the population of the spectroscopic Sππ* decays to Snπ*, in agreement with the experimental indications in water.119 No gas phase simulation of uracil or thymine, adopting a similar vibronic Hamiltonian to that used in ref. 115, is available, making more difficult directly assessing the role played by the solvent. However in ref. 120 and 121 the Sππ* decay to Snπ* of thymine in gas and water (PCM) was investigated with an LVC model, predicting that the transfer is almost complete in gas-phase and very limited in solution.

Continuum models are very cost-effective but suffer from evident limitations that are more acute when they are applied to dynamical studies. First, they should treat different electronic states with the same accuracy and, as previously highlighted in the context of single point energy calculations, this is often not the case.122 Some limitations are intrinsic to the solvation models. For example, continuum models rely on the definition of a molecular cavity, whose parameters are often optimized to reproduce some ground state property (e.g. the solvation energy) and, in any case, are not expected to be the same for any

---

**Fig. 6** Left: Computational model used in ref. 115 to compute the population transfer between the bright state (Snπ*) and the close-lying nπ* of uracil in water, also including four water molecules of the first solvation shell. Bulk solvent effects were included by PCM, whose cavity is also depicted. Right: Simulated population dynamics of (Snπ*) in water (blue) and acetonitrile (red-dashed). Data taken from ref. 115.
Electronic state. For example, according to PCM/TD-PBE0/6-311+G(2d,2p) calculations, at the FC point the energy gap between $\text{Sn}^\pi$ and $\text{Sn}^\sigma^*$ for uracil in acetonitrile is 0.23 eV when using UAHF parameterization for the cavity radii and 0.03 eV for the UAO radii. This difference translates to a much larger $\text{Sn}^\sigma^* \rightarrow \text{Sn}^\pi^*$ population transfer in the latter case, (~35% vs. ~20%) on a ~500 fs time scale.

Other issues are instead related to the electronic method used in building the PES. This is the case, for example, for the methods exploiting the linear response implementation of PCM in excited state calculations, such as PCM-TD-DFT, which is one of the most commonly used in excited state calculations. It has been shown that this implementation is not suitable to describe excited states involving large changes in the electronic density, such as those with significant CT character. Clearly, a balanced description of the excited state PES in solution is a prerequisite for any reliable dynamical study.

The other critical issue concerns the treatment of dynamical solvation effects, discussed above. In this respect some interesting methodological developments have been recently proposed, allowing a time-dependent extension of PCM. They exploit the Debeye dielectric model, where the solvent is characterized by a complex dielectric function allowing to interpolate between the static and the dynamic dielectric constants. The authors of ref. 130, based on the frequency-dependent dielectric constant of the solvent, derive an equation of motion for the dielectric polarization within the PCM framework, which is numerically integrated simultaneously with the TD Hartree–Fock/density functional theory equations. This method is applied to model processes as the photoactivated CT in nitroaniline.

By using real-time (RT) TD-DFT theory, the absorption spectrum of azobenzene, including cavity field effects and a more sophisticated treatment of the dielectric function, has been computed in water and in other solvents, showing the importance of considering a realistic shape for the solute cavity. (RT)-TD-DFT can also be used with explicit solvation models, which, as discussed in the next subsections, can overcome the limitations of implicit approaches. Recent studies have combined (RT)-TD-DFT with polarizable FFs for the solvent, pointing out the role played by the mutual solute/solvent electronic polarization in electronic spectra and electronic dynamics.

The effect on the calculations of energies and properties of the implicit time-separation between solute and solvent electrons, assumed in the most popular self-consistent polarizable continuum implementations, has been recently re-examined. Moreover, a very-promising new formulation of a solute in PCM in the framework of OQS has been proposed, leading to a time-dependent OQS-PCM Schrödinger equation that allows the limits of the approximated time-separation between solute and solvent electronic dynamics to be overcome. Coupling this approach with the stochastic Schrödinger equation represents a very promising route to explicitly account for dynamical solvent effects.

Another strategy to address deficiencies in the implicit description of the solvent is the “dynamic continuum approach,” which accounts for the effect of the solvent on the QD propagation by adding a frictional term to the Hamiltonian. Such an additional potential is related to the changes on the cavity surface with respect to the solute coordinates, and it can be especially relevant for bond cleavage processes, where the formation of two fragments drastically increases the surface area. This approach has been applied to study the C-P bond dissociation of diphenylmethylphosphonium cation (Ph$_2$C–PPh$_3$) in acetonitrile on the S$_1$ state, adopting a reduced 2D PES. It shows that the solvent cage decelerates the dissociation wavepacket, promoting alternative decay pathways.

Furthermore, it is worth mentioning attempts to account for solvent effects on nonadiabatic dynamics with a mesoscopic description of the solvent, in terms of its local density and its momentum density. The equations of motion are derived in a QCLE formalism and are able to also accurately describe solvent effects on electronic coherence. At the state of the art, this approach has been applied only to model systems like a nonadiabatic transition of NO in superfluid argon.

### 3.1 Solute–solvent cluster models embedded in a continuum

In a study of the photoactivated dynamics of uracil in water, a cluster including the solute and four water molecules of the first solvation shell was considered and embedded in PCM (in non-equilibrium regime) to account for bulk solvent effects (see Fig. 6). The quantum dynamics was run on reduced dimensionality diabatic models, defining three collective coordinates that also include some rearrangement of the explicit molecules between the different diabatic minima. In hydrogen-bonding solvents, such a mixed approach is advantageous with respect to pure continuum models, because it can better describe the strongly directional solute–solvent interactions. The importance of a proper treatment of solute–solvent hydrogen bonds can be appreciated studying the $\text{Sn}^\pi^* \rightarrow \text{Sn}^\sigma^*$ population transfer of 5-fluouracil in acetonitrile and water. These two states have similar stability when only bulk solvent effects are considered, whereas $\text{Sn}^\pi^*$ is 0.5 eV more stable when 4 water molecules of the first solvation shell are included in the calculations. Quantum dynamical simulation therefore predicts a substantial (~30%) $\text{Sn}^\sigma^* \rightarrow \text{Sn}^\pi^*$ population transfer in acetonitrile and a negligible one in water within 500 fs. In addition to a more accurate description of the PES, mixed models enable the inclusion of the effect of the solvent molecules on the nonadiabatic couplings and decrease the impact of some of the limitations of the continuum model in describing dynamical solvent effects. On the other hand, due to the absence of the outer solvation shells, the solute/solvent interaction and the mobility of the water molecules tend to be overestimated.

### 4 Explicit solvation models

As anticipated in the introduction, explicitly considering the molecular nature of the solvent can in principle give a more
direct access to dynamical environmental effects, as the characteristic times associated with the molecular motions are considered in the computational model. Since the study of the excited states often requires computationally expensive methods, solvent molecules are usually considered by using classical FFs. This methodological machinery, commonly used for single point energy calculations, is the hybrid QM/MM method as pioneered by Warshel and Levitt.144

In this method the electronic part of a system is split into two regions: the QM one, which for excited state dynamics commonly comprises the chromophore; and the MM one, which is commonly the protein environment or solvent, although in this present perspective we are only considering examples where the MM region includes the solvent. General information for the QM/MM methods can be found in ref. 27, 35 and 145–150. A key question for QM/MM, in particular with regards to its use in excited state dynamics, is how to compute the interaction between QM and MM subsystems, with approaches classified as either mechanical embedding (ME), electrostatic embedding (EE), or polarizable embedding (PE).150

The ME approach treats the electrostatic interaction at the MM level, by applying the charge model of the MM region to the QM region. This is computationally the most efficient approach; however typically it is also the least accurate. The EE approach instead incorporates the MM point charges as one-electron terms in the QM Hamiltonian, such that the QM region is polarised by the presence of the MM region. However, this does not take into account the polarisation of the MM region by the QM region, for example the solvent responding to different charge densities of the chromophore in different excited states. Therefore, in principle the PE approach, which does take this into account, should be the most accurate. However, in practice this is very difficult to implement due to competing linear response (LR) and state-specific (SS) effects (an issue also for continuum models).126,127 The LR scheme can naturally consider multiple electronic states at the same time, whilst the application of the SS approach would in principle require a different calculation for each coupled surface. On the other hand, the LR scheme lacks the contribution to the polarization of solvent induced by the change of electronic density from one state to another, whilst the SS can account for this.35 Because of these issues, at present there has been no application of QM/MM to nonadiabatic excited state dynamics using a PE approach. Recent studies by Cao et al. on thiobases in water151,152 have used AMOEBA polarizable FF;153,154 however the response of the water to the density change of the thiobases in different states was switched off, rendering the approach not a complete nonadiabatic PE scheme. Instead, the EE approach, in which only the chromophore is polarised by the solvent, has been the main embedding approach used, due to greater simplicity compared to PE and greater accuracy compared to ME.

We split the remainder of the section into two parts, depending on how the nuclear dynamics of the solute are treated. In the first part, we describe examples of how explicit solvation has been implemented into on-the-fly nonadiabatic dynamics methods that utilise classical trajectories. The QM/MM implementation of explicit solvation is relatively straightforward for these approaches, being performed in the same manner as for single point energy QM/MM computations. Therefore, rather than further discussion of the QM/MM approach itself, we will focus on the main applications, considering the effect the inclusion of solvent has on the dynamics, and methodological issues of the on-the-fly classical trajectory approaches.

In the second part, we consider methods that incorporate nuclear quantum effects into the dynamics of the solute. Due to the delocalised nature of these methods, and the fact that the PES need to be precomputed, more specialised methods of incorporating explicit solvation have been devised, and so we will describe these approaches in more detail. It is worth noting that whilst the methods in the first part have been referred to as mixed quantum classical (MQC) in the literature, due to the use of classical trajectories combined with a quantum treatment of electrons,1 we will also refer to the approaches in the second part as MQC, with the partition being in terms of the nuclear dynamics, with the solute typically being in the quantum region and solvent in the classical region.

4.1 Methods that move the nuclei classically

The two predominantly used on-the-fly classical trajectory-based approaches are the fewest switches surface hopping (FSSH),155 and Martínez’s ab initio multiple spawning (AIMS).21 Despite being based on classical trajectories, AIMS can however take nuclear quantum effects into account, since each trajectory is dressed with a Gaussian wavefunction and brings a time-dependent phase, giving rise to quantum interferences. The number of trajectories used is often too small and the basis set too disperse for these quantum interferences to be included everywhere; however they can be important in ‘spawning’ regions, usually in the vicinity of a CoI.2

The FSSH and AIMS methods evaluate the PES at each step in the dynamics via electronic structure theory computations, and the incorporation of solvent effects with QM/MM can be accomplished in the same manner as for single point energy computations. The rate limiting step is generally the evaluation of the electronic structure, as for excited state calculations an ab initio multi-reference method such as state averaged complete active space self-consistent field (SA-CASSCF), multistate complete active space second order perturbation theory (MS-CASPT2), or multi-reference configuration interaction (MRCI) is required for accurate propagation, in particular around the near degeneracy of a CoI. Therefore, notwithstanding the recent progress in GPU-accelerated electronic structure calculations,156–158 and machine learning approaches,159,160 these methods are computationally expensive (particularly MS-CASPT2 and MRCI) and are thus limited to small-to-medium-sized molecules with tens of atoms.

Some of these smaller molecules studied with multi-reference methods include azomethane,161 protonated Schiff bases,162,163 and formamide164 in hexane and water; and the chromophore of photoactive yellow protein,27,165,166 the
chromophore of green fluorescent protein, an ethylene bridged azobenzene, hypoxanthine derivatives, and thiouracil in water.

Some examples of the effect of including explicit solvent via QM/MM for these molecules are given in the following. First, let us consider the chromophore of photoactive yellow protein, -coumaric acid (pCA). This has been studied by different dynamical methods (AIMS and surface hopping) and in different environments: gas phase, water, where an anionic model p-hydroxybenzylidene acetone (pCK-) was used, and embedded in protein. Excited state deactivation of the chromophore was identified to occur via a rotation of either the ethylenic double bond (DB) or the phenyl-adjacent single bond (SB), both of which promoted the S1/S0 CoI. In the gas phase, the rate of deactivation was slow in AIMS and not observed in 5 ps in surface hopping, due to a large gap between the DB- and SB-rotated structures and the S1/S0 CoI. In water, the rate of deactivation was much faster (and comparable for surface hopping and AIMS, see Fig. 7c) due to stabilisation of the SB- and DB-rotated structures in the S1 state from the solvent. The specific arrangement of the solvent molecules mediates the deactivation, with the SB-rotated structure possessing three hydrogen bonds from solvent to the carbonyl oxygen and a weak hydrogen bond from the solvent to the phenolate oxygen, whilst the DB-rotated structure has at least two strong hydrogen bonds from solvent to the phenolate oxygen, and one or two weak hydrogen bonds from the solvent to the carbonyl oxygen. These hydrogen bonding arrangements in solvent are shown in Fig. 7a and b, and the surface hopping calculations found that deactivation via the SB-rotated structure was favoured, whilst the AIMS calculations found more comparable deactivation via SB- and DB-rotated structures. Similar hydrogen bonding arrangements and SB- and DB-rotated structures have also been found in protein environments.

QM(GVB-CAS)/MM dynamics on trans-azomethane revealed that the decay lifetimes, associated with the torsion around the central double bond, are mainly influenced by mechanical restrictions from interactions with the solvent, and do not depend on the polarity, with similar decay times in polar and non-polar solvents. Furthermore, these simulations also confirmed the absence of dissociation processes in solution, in agreement with experimental results and other dynamic studies.

Surface hopping SA-CASSCF/MM simulations have been performed on 9H-hypoxanthine and its methylated derivative (9M-hypoxanthine) in the gas phase and water. These studies concluded that whereas the 9M-hypoxanthine S1 to S0 decay is marginally affected by water, it is three times slower in the non-methylated species compared to that of the gas phase, pointing to a different hydrogen bond environment in aqueous solution in both molecules.

In order to reduce the computational cost of the electronic structure to study larger molecules, a popular choice has been to use the floating occupation molecular orbital (FOMO) method, in conjunction with semiempirical evaluation of electronic integrals via the neglect of differential diatomic overlap (NDDO). In the FOMO method, a single configuration SCF calculation is conducted, in which the molecular orbitals are allowed to have non-integer populations in an energy window around the Fermi level. An orbital energy width parameter is chosen to account for the spread of the orbitals above and below the Fermi level, and the total number of electrons is fixed. Subsequently, these FOMO orbitals are used in a CI calculation, or in a chosen active space for a CAS-CI calculation, without any further orbital optimization. This approach permits a multi-reference character to be introduced, as is necessary for use with on-the-fly dynamics, whilst the use of a single configuration, as opposed to multiple configurations, and semiempirical, rather than ab initio, evaluation of the electronic integrals allows the FOMO-(CAS)CI method to be much less computationally expensive than CASSCF, CASPT2 and MRCI. However, some extra effort may be required in reparameterizing the semiempirical Hamiltonian, as they are typically optimized for ground state rather than excited state computations. The FOMO method has been used in on-the-fly dynamics calculations with different applications, some of them paying special attention to the role of solvent in the photodynamics. For example, simulations of azobenzene in vacuo, n-hexane, methanol and in ethylene glycol revealed that a delay in isomerization was predicted to depend more on the size and mass of the solvent molecules than on the intermolecular interactions.
being fastest in vacuo, intermediate in methanol and hexane, and slowest in ethylene glycol.\textsuperscript{185} This longer excited state lifetime in more viscous solvents successfully explained the experimental findings concerning trans \(\rightarrow\) cis photoconversion yields, fluorescence lifetimes and depolarization.

Semiempirical Hamiltonians have also been used in combination with MRCI to study the excited state dynamics of the adenine and guanine nucleobases in water.\textsuperscript{189–192} The effect of water in their nonradiative decay is system-dependent; with the nonadiabatic dynamics of adenine found to be comparable in water and the gas phase\textsuperscript{190} and around 10 times longer in (dA)\textsubscript{10} oligomers,\textsuperscript{191} whereas the preferred \(S_1\) \(\rightarrow\) \(S_0\) decay mechanisms of guanine change and slightly accelerate the internal conversion in water compared to the gas phase. For guanine, a CoI via a ‘boat-like’ or NH\textsubscript{2} out of plane conformation is preferred in the gas phase, whilst a carbonyl oxygen out of plane conformation is preferred in water. It was hypothesized that hydrogen bonding effects in water assisted the out of plane motion of this oxygen atom, leading to the CoI.\textsuperscript{190}

DFT-based calculations have been exploited to reduce computational expense for other DNA systems. For example, Marwick \textit{et al.}\textsuperscript{193} studied excited state proton transfer (PT) in guanine–cytosine Watson–Crick pairs both in vacuum and in water, combining Car–Parrinello dynamics with BLYP in the ground state, and surface hopping dynamics with restricted open shell Kohn–Sham theory for the excited state. The first excited state was found to obtain some CT character, larger in water, before PT occurs. However the solvent effect on this reaction was predicted to be small.

A more common DFT-based approach for the excited states is to use TD-DFT,\textsuperscript{194} and whilst it is well known that TD-DFT cannot accurately model a CoI between the ground and excited states,\textsuperscript{195} they can be approached close enough to permit surface hopping calculations. In a very recent contribution\textsuperscript{196} Ibele \textit{et al.} studied the excited state dynamics of a single strand oligomer (dA)\textsubscript{20} by surface hopping QM/MM simulations in a local diabatization approach.\textsuperscript{197} Four adenine bases are described by TD-CAM-B3LYP and the remaining part of the system and the solvent at the MM level. Confirming the general picture provided by static calculations,\textsuperscript{198} they describe how the delocalized excitons produced by light absorption give rise to monomer-like excited states and exciters in the first ∼100 fs.

CT states are formed on a longer timescale, but already after 400 fs, they represent ∼40% of the excited state population.

TD-DFT in combination with surface hopping has also been used for other medium-sized molecules\textsuperscript{151,152,199,200} and more challenging metal complexes in solvent.\textsuperscript{201–203} An interesting medium-sized molecular example is that of indole in water, with a comparison between indole in the gas phase, indole with a classical water sphere in a QM/MM scheme, and the QM/MM scheme with indole plus the three closest water molecules in the QM region.\textsuperscript{199} After initial excitation to the \(S_2\) state, ultrafast (17 fs) conversion to the \(S_1\) state was observed for isolated indole, which was slowed slightly (77 fs) with the classical water sphere. Extremely slow conversion to \(S_0\) (>30 ps) was seen for isolated indole, and no transition to \(S_0\) was observed for indole with the classical water sphere. The slower conversion in water was attributed to polarization effects due to the solvent, and friction effects of the solvent leading to slower nuclear motion and lower couplings between the states. For the calculation that included three water molecules in the QM region, an in-between time constant for the internal conversion of \(S_2\) to \(S_1\) was observed (46 fs). Moreover, in contrast to the other two calculations, there was ultrafast decay to \(S_0\) (30% population after 300 fs). This was attributed to a CT to solvent state, confirming previous theoretical prediction,\textsuperscript{204} and experimental observations of solvated electrons.\textsuperscript{205} This study highlights that, depending on the system, a QM treatment of solvent can be necessary.

For metal complexes such as \([\text{Ru(bpy)}_3]^{2+}\) (bpy = 2,2’-bipyridine),\textsuperscript{201} \([\text{Re(CO)}_3(\text{im})\text{(phen})]\) (im = imidazole, and phen = phenanthroline)\textsuperscript{202} and Os(bpy)$_3$\textsuperscript{203} the focus has been to simulate intersystem crossing rates in solution. These surface hopping QM(TD-DFT)/MM studies, using BP, B3LYP or BP86 functionals and a spin–orbit Hamiltonian, obtained lifetimes in good agreement with experimental results.

Turning to the deficiencies of the surface hopping approach, FSSH suffers from an inaccurate description of electronic coherence, partially ameliorated by the so-called ‘decoherence corrections’.\textsuperscript{206} Always adopting the same quantum-classical partition in which the quantum subset includes the electronic states, while the nuclear motion is classical, methods grounded in the formalism of QCLE allows in principle a better description of the electronic coherence. In this framework, Markland and co-workers\textsuperscript{207,208} have derived a generalized quantum master equation (GQME) in which the memory kernel is approximated with a Ehrenfest mean field (MF-GQME) approach. Application to a CT of a model donor–acceptor system in explicit water shows that MF-GQME delivers results remarkably more accurate than those of FSSH and direct Ehrenfest dynamics.

An alternative approach is based on the QCPI formalism,\textsuperscript{209} as briefly mentioned at the end of Section 2. It combines a path-integral representation of the quantum system with a description in terms of classical trajectories of the solvent. The straightforward evaluation of the QCPI time-evolution requires a sum over all possible quantum paths, which increases exponentially with the number of time steps \(N\), due to memory effects. Exploiting the concept of decoherence it is possible to speed up the calculations by orders of magnitude, making possible its application to processes as complex as the outer-sphere CT between ferrocene and ferrocenium in liquid hexane, described at the atomistic level. In this way strongly non-exponential behaviours can be described.\textsuperscript{90} Some results, including a snapshot of solvent configurations obtained with three different quantum-classical paths, are reported in Fig. 4 and compared with those obtained with a system-bath approach.

### 4.2 Methods aiming to include (some) nuclear quantum effects

At the state of the art, most of the quantum dynamical simulations in explicit environments, like several layers of solvent molecules,
are based on MQC partitions,\textsuperscript{117,210-212} where only a reduced number of nuclear degrees of freedom (DoFs) are propagated with QD, while the remaining ones evolve in time according to classical MD. As mentioned previously, here the MQC partition is based on the different treatment of nuclear dynamics, and usually the solute is included in the quantum region and the solvent in the classical one. Two main families of MQC approaches are possible: (i) those that account for the effect of the fluctuations of the solvent before the photoexcitation takes place, but then assume that the solvent is so slow to be frozen during the excited-state dynamics ("static disorder"), and (ii) those which truly account for coupled solute/solvent dynamics during the nonadiabatic process. The development of the first kind of method is much more straightforward.

A ground-state MD trajectory provides a set of representative snapshots of the solute + solvent. At each of them coupled PESSs for the solute are obtained and a QD is run, which is specific for that particular solvent configuration. This approach thus basically provides a set of static coupled PESSs over which solute DoFs propagate. Such PESSs can be built by low-order Taylor expansions like the so-called vibronic coupling (VC) models, including linear (LVC) or also quadratic (QVC) couplings, which require energies and their first or first and second derivatives with respect to nuclear coordinates, which can be computed with a QM/MM scheme. In some cases, cheaper strategies have been adopted, which consider the shape of the PES of each snapshot equal to an average obtained for the solute in PCM. A QM/MM scheme (EE embedding) is then used to recompute only the energy gap between the coupled PESSs, since, in many cases, it is the determining factor in the ultrafast timescale.\textsuperscript{117,213}

This approach was recently adopted to evaluate the average potential of diabatic $S_{\pi\pi}^*$ and $Sn^*$ states of thymine in water,\textsuperscript{117} showing a marked dependence of the population transfer yield on the solvent fluctuations. Similar indications were obtained for the singlet/triplet excited state of metal ligand CT states in transition-metal complexes.\textsuperscript{213} In both applications, the differences between the results averaged over different dynamics and those for a single dynamics on average PES, obtained either with PCM,\textsuperscript{117,212} or with energy-gaps averaged over all the snapshots,\textsuperscript{117} were found to be moderate, indicating in any case a nonlinear dependence of the quantum yield on the energy gap.\textsuperscript{117} While the above approaches use LVC for all solute DoFs (rigid systems), it has been recently shown that the adoption of proper iterative projectors in curvilinear coordinates allows these kind of approaches to also be extended to the computation of vibronic spectra of flexible molecules in explicit solvents, where both the solute soft-modes and the solvent modes are treated with classical MD.\textsuperscript{214} Therefore, a generalization to nonadiabatic dynamics of flexible systems is at hand.

Other recent works\textsuperscript{210,211} incorporate the static disorder of the solvent on the generally anharmonic adiabatic PES computed on a grid of points, although either ignoring non-adiabatic couplings,\textsuperscript{310} or transferring them from gas phase calculations,\textsuperscript{211} and neglecting the fluctuations of transition energy. In these examples, only the few (2–3) solute DoFs most relevant to the QD propagation are considered, and the contribution of the solvent at each configuration is added to the reduced dimensionality PES of the isolated solute. The solvent contribution is computed by either the adoption of additive schemes with precomputed interaction energies between the solute and one solvent molecule on a spatial grid,\textsuperscript{210} or by means of scans along the relevant solute coordinates at each solvent configuration, followed by subtraction of the same scans of the isolated solute in the ground state.\textsuperscript{211} In ref. 210, the authors analyzed a bond dissociation of diphenylmethylphosphonium cation (Ph$_2$CH-PPh$_3$\textsuperscript{+}) in acetonitrile already investigated in ref. 140 adopting a continuum solvent model. Concretely, they take a bond length and an out-of-plane angle connected to the bond cleavage process as the solute DoFs included in the reduced dimensionality model. In ref. 211, uracil decay from the S$_2$ state in solvated RNA was studied, taking the vectors from FC point to the CoI (FC $\rightarrow$ CoI) and to the minimum of the state (FC $\rightarrow$ S$_{\text{min}}$) as relevant solvent coordinates (with a third additional solute coordinate also investigated but found irrelevant). In this work, the hybrid MQC approach predicted population dynamics between S$_2$ and S$_1$, which showed a large variability with respect to the initial solvent configuration, allowing the detection of decays from the S$_2$ state with longer relaxation times with respect to the isolated nucleobase, which helps to rationalize experimental observations.

In many cases, the average change of stability and the static disorder experienced by the chromophore in solution are the most important effects that the solvent has on its excited state dynamics, and they can be effectively captured by the methods just described. When the solvent response to the electronic excitation takes place in a time scale similar to that of the non-adiabatic process, more sophisticated approaches are needed instead. In these cases, such as ultrafast water dynamics detected around photoexcited proteins,\textsuperscript{215} it is necessary to propagate the coupled nuclear dynamics of both the quantum and classical regions with the MQC partition. This is the second family of methods mentioned at the beginning of this section whose development is still an open question. A possible strategy to describe approximately the coupling between the quantum and classical DoFs is provided by a mean-field/Ehrenfest approach, in which classical DoFs feel the average potential exerted from the quantum density, while the QD includes solvent coordinates as TD parameters.\textsuperscript{117,212} In ref. 117 $S_{\pi\pi}^* \rightarrow Sn^*$ decay for thymine in water was investigated, performing QD simulations of the coupled diabatic states described with a LVC model, and adopting ML-MCTDH to propagate a wavepacket along all solute coordinates on the coupled PESSs, while water molecules move classically. At each extracted snapshot from ground state MD, a new propagation of quantum and classical DoFs was started. Coupling was introduced with an iterative scheme, according to which at regular time intervals (5 fs), the LVC model and solvent FFs were updated to account, respectively, for the new position of the solvent molecules and the new electrostatic potential exerted by the solute on the solvent due to the ongoing population transfer. In practice,
in this specific application,\textsuperscript{117} for the QD only the $3\pi^*-\!p\pi^*$ energy gap of the LVC Hamiltonian was considered time-dependent, whereas for the classical propagation of the solvent the partial charges over thymine were obtained as an average of those evaluated at $3\pi^*$ and $p\pi^*$ pure states, weighted by the time-dependent populations of each state. Along with solvent coordinates, translation and rotation of the solute were also propagated, representing the solute as a rigid body with the PCM-optimized internal geometry. The general framework allows, in principle, to further update solute coordinates for each MD step with the expected values taken from the QD step. These simulations indicate that the ultrafast dynamics of the solvent has an impact on the population dynamics already on the $\sim 50$ fs time scale, through librational motions leading to a reorganization of the H-bonds.

Fig. 8a presents different scenarios depending on the set of charges selected for thymine in the ground state MD (CM5 or RESP) and the inclusion (QMsol) or not (PCsol) of a first quantum solvation shell in the computation of the solvent effect on the energy gap driving the QD. In the setting more favorable to $3\pi^*$ (RESP-QMsol) the tendency to transfer population to $p\pi^*$ is scarce. In this case the dynamics of the solvent stabilizes the most populated excited state even further. This disfavors the population transfer in the coupled dynamics QD-MD, with respect to what happens assuming that the solvent is frozen (only static disorder “FluctAE”). The simulations adopting RESP-PCsol settings provide a similar picture. When, however, the stability of the states is similar (CM5-PCsol), and therefore the tendency to equilibrate their populations is large, solvent dynamics only causes an initial slowing down of the transfer, but the long-time yield is similar. Fig. 8b shows for one case (RESP-PCsol) the striking dependence of the QD on the different initial positions of the solvent.

The comparison of QD-MD results for the two solvent models QMsol and PCsol also clearly shows that inclusion of a first solvent shell at QM level remarkably impacts on the nonadiabatic dynamics. In this case this phenomenon occurs because solute/solvent mutual polarization stabilizes $p\pi^*$ more than $3\pi^*$. This finding further highlights the importance of mutual solute/solvent polarization when studying excited-states properties and dynamics, in line with the indications arising from the analysis of solvent shifts,\textsuperscript{216,217} dynamical Stokes shifts,\textsuperscript{41} and electronic spectra and dynamics.\textsuperscript{136}

A similar MQC approach is adopted in ref. 212 where the $S_2 \rightarrow S_1$ decay of uracil in water is simulated. A reduced dimensionality (2D) representation of the solute is adopted, in keeping with previous investigations of the effect of static disorder,\textsuperscript{211} using a similar strategy to account for the effect of the explicit solvent coordinate on this 2D-PES. Moreover, the $S_2$-$S_1$ coupling parameters are considered independent of solvent coordinates. The MQC approach is similar to that reported above, with solvent coordinates propagated with MD and solute (reduced-dimensionality) internal coordinates evolving according to QD, both coupled through an Ehrenfest scheme. External (translation and rotation) coordinates of the solute are treated with a similar rigid body approach along the MD step. In this case, however, partial charges over uracil within the MD step are taken from standard FF (AMBER14SB). The reported results, which focus on the $S_2$ to $S_1$ population transfer show, however, no significant effect of the solvent on nonadiabatic dynamics, with a decay similar to what is obtained in the gas phase.

Though being able to deliver very interesting results and suggesting physically significant trends, these approximate coupling schemes have intrinsic limitations in the description of the energy flow between the classical and quantum DoFs, and they can clearly define and ensure energy conservation only
in the “static disorder” limit. One critical step for energy conservation has been identified in the scheme adopted to update the frozen coordinates of the solute for the MD propagation, finding the use of expectation values from the QD density as an efficient and accurate protocol. In any case, this issue is affected by other factors, including the method to update the forces acting on the solute coordinates and the population-average charges over the solute for each MD step. Therefore, new developments in this field are highly desirable.

The dynamical effect of the solvent on CT and inter-system crossing (ISC) transitions has also been recently studied, coupling classical MD and the so-called perturbation matrix method. In this approach, the solute is referred to as the quantum center (QC), and the states of the QC are perturbed by interaction with the time-dependent electric field produced by the solvent. Transition probabilities between states are obtained via application of a Landau-Zener formula. A kinetic model allows the rate probability averaged on a representative ensemble of MD trajectories to be reconstructed. The method is able to include vibrational as well as electronic states for the QC, and is effective enough to study reactive processes on different time scales: for instance the CT between 1,4-dimethoxynaphthalene and 1,2-dicyanoethylene in THF (computed lifetime 822 ± 20 fs, and experimental one 360 fs) and the ISC of fluorenylidene in acetonitrile (computed lifetime 312 ± 40 ps, and experimental one 440 ps).

5 Discussion

In this contribution we have reviewed the main methods to include solvent effect in nonadiabatic dynamical simulations and their applications. Keeping in mind that each classification is always somewhat arbitrary and that, as we have documented, several mixed approaches have been proposed, we have identified three main classes of solvent models. Some methods are more suitable to reproduce bulk solvent effects on dynamics (e.g. shifts in energy of the excited states), whereas other ones can more easily describe localised effects, such as steric hindrance to rotation/isomerisation, and/or hydrogen bonding. Moreover, since it is possible to combine all the solvation models with different dynamical methods (e.g. semiclassical, and quantum), additional methodological issues arise. Finally, some specific problems (not discussed in this contribution) are related to the coupling between the solvation model with the electronic method used to map the PES, since the possible limitations of the latter can be amplified in solution. In any case, each approach appears to have its strengths and its limitations, the latter being the focus of on-going research efforts, with encouraging indications.

Several accurate quantum and semiclassical dynamical approaches are mature for the system-bath models described in Section 2. They can be combined with available tools for obtaining realistic spectral densities through MD runs, although in the literature more applications to cases where the environment is a heterogeneous scaffold like a protein exist. It should be highlighted, however, that at the state-of-the-art these approaches appear better tailored for processes like EET or CT where it is easier to compute separate spectral densities for the donor and acceptor states (the diabatic states of the dynamical treatment). The situation is more complicated in the case of two electronic states of a single molecule forming a CoI, since at each snapshot along the MD trajectory adiabatic states can arise from a different mixing of the diabatic states, making computation of the EEFC troublesome. In this respect, it is conceivable to combine the calculation of EEFC with diabatization techniques to have generalized spectral densities including coupling terms. The advantage of most of the system-bath approaches is that they provide an accurate description of quantum features like electronic and nuclear coherence. At the same time, most of these methods are effective especially if the solute undergoes small nuclear rearrangements, enabling the description of the PES with simple (e.g. quadratic) functions. Once more, these two features make them ideal for studying quantum coherence in EET and CT. On the other hand, in many reactive and non-reactive processes through a CoI, molecules follow complex potential energy surfaces and undergo large distortions. In these cases, the most popular strategy at the state-of-the-art is to describe in a more approximate way the quantum coherence but in a more accurate way the PES. This naturally leads to on-the-fly methods, which do not need pre-determined PESs, and have the benefit to be naturally ready to be coupled with an atomistic description of the solvent, with QM/MM approaches.

The wide family of methods that treat the solvent as a continuum, like an effective coordinate, a time-evolving density, or as a polarizable continuum are well established cost-effective strategies, although remarkable progresses are still on-going. In particular, when electrostatic effects are dominant, PCM or similar methods are very effective for including gross effects by modulating the shape of the PES. On the other hand, they suffer clear limitations in describing dynamical solvation effects, and more generally whenever it is important to address the ‘molecularity’ of the solvent. In this respect the very interesting methodological advances exploiting the frequency-dependent dielectric constant of the solvent appear more suitable to study processes/systems where the coupling between the solute and the solvent degrees of freedom is weak. Mixed explicit/implicit schemes that use continuum models only to describe the polarizable effects of far solvation spheres, i.e. the bulk solvent, when molecularity is less important, will probably represent a significant advance in this field. Since QM/MM methods with localised basis sets are more straightforwardly applied without periodic boundary conditions, non-periodic approaches, like the generalized liquid optimized boundary (GLOB) model, will probably play an important role. Recent attempts to combine GLOB ideas with the use of polarizable FFs look very promising.

Another possible weakness of continuum models like PCM is related to the use of parameters, which are tuned on the ground electronic state, such as the cavity radii. In principle, these could instead have a different value for any electronic
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state. This leads to a more general issue, in that in the presence of any ‘empirical' parameter it is important to understand how to switch from one set to another at a crossing between different electronic states. As a consequence, this can be a critical point also for the methods including explicitly solvent molecules in the dynamics simulation, since they are usually described by empirical FFs. In this respect, the advances in the development and use of polarizable FFs are surely promising, at least in the case where electrostatic terms are those ruling solute–solvent interactions. However, as mentioned above, to be applied to nonadiabatic dynamics, they require a SS description.

The effect of mutual solute–solvent polarization is expected to have a significant impact on nonadiabatic dynamics especially when close-lying states interact differently with the environment. For short time-scales a wise increase of the QM subset to include some solvent molecules is an option, at least in the case of well-defined specific solute–solvent interactions. On the other hand, the number of discrete QM solvent molecules necessary to simulate bulk properties is a currently open question, even for static properties.

In terms of the dynamics methods to be combined with explicit solvent approaches, at-the-state of the art the most popular and widely used are those that propagate all nuclear degrees of freedom with classical dynamics. Among them, for its simplicity, surface hopping is the most used method, and it can account for some nuclear quantum effects in the initial conditions (sampling the Wigner distribution) and ameliorate over-coherence problems with decoherence corrections. In any case, new methods designed for an improved treatment of coherence, based on generalized quantum master equations or on path integral approaches also look promising. The other main classical trajectory-based approach, of which a number of applications that incorporate solvent effect in a QM/MM fashion have been documented, is AIMS. It is able to account for more nuclear quantum effects than surface hopping, due to coupling between trajectories, and is naturally able to overcome the coherence problems associated with surface hopping.

Practical methods aimed to combine a further QD description of some nuclear degrees of freedom with a classical, atomistic (and generally anharmonic), description of the solvent are still in their infancy. First attempts either consider the solvent too slow to move on the timescale of the nonadiabatic process (i.e. account only for static disorder) or approximate the coupling of the quantum and classical DoFs with a mean-field Ehrenfest approach. At the state of the art they seem suited either to treat only few coordinates in the quantum set or to adopt model (harmonic) Hamiltonians, being therefore limited to rigid systems, if all solute coordinates are in the quantum set. In the latter case, ideas proposed for steady-state spectroscopy can be exploited to also treat systems with some flexibility. Developments on both formal aspects and practical implement-ations in the field of coupled quantum and classical dynamics are urgently needed.

From the point of view of the FFs, it can be foreseen that for accurate applications, besides the introduction of polarizable FFs to account for the mutual solute–solvent polarization already mentioned, general purpose FFs will be replaced by QMD-FFs, optimized both for the solute–solvent interactions, and also for the intramolecular motion of the solute and specific for each of its electronic states. QMD-FFs offer the possibility to replace a QM/MM trajectory with a much faster fully MM/MM trajectory, and have been proven to be helpful to investigate solvation problems. They should be particularly suited when extended sampling before photoexcitation is required, or when many initial conditions and/or long excited-state propagations are needed. Their adoption can be also beneficial in coupled quantum-classical nuclear propagations (like those described in Section 4.2) when rapid calculations of forces are needed. It is clear however that the simplification of the QM/MM to MM/MM (e.g. from the QM density to a set of charges) may be too approximate for realistic applications, and therefore further developments are also needed in this field.

Methods based on path-integral molecular dynamics, like the ring-polymer MD (RPMD) and its recently introduced path integral Monte Carlo (PIMC) variant, represent probably a further promising route to account for some quantum nuclear effects in nonadiabatic processes in solution. Indeed, generalizations of the FSSH method in which the nuclei move according to RPMD have been proposed and applied to the description of CT in molecular dimers. Applications to nonadiabatic dynamics in the condensed phase are still lacking, although RPMD has already been adopted to highlight the importance of nuclear quantum effects on electronic spectra. While these methods will surely improve the description of the nuclear density, they are expected to share similar limitations as more traditional surface hopping schemes for the electronic coherence. Therefore further developments will probably be needed.

The family of on-the-fly QD methods, which adopt a basis set of Gaussian wavefunctions moving in time, represent probably the most promising route to achieve a future gold standard for quantum dynamical simulations in explicit solvents. The idea to decompose the time-dependent wavefunction in terms of localized Gaussians, first proposed by Heller, and then exploited also in AIMS, has also been introduced in a MCTDH scheme, with the so called G-MCTDH variant, which has the advantage that the equations of motion are derived from a density matrix formalism. The multiconfigurational Ehrenfest (MCE) method is another Gaussian-based QD approach, which uses Ehrenfest rather than classical or variational trajectories. It is able to treat system-bath problems, and has been paired with electronic structure theory for on-the-fly computations. However, similar to DD-vMCG, only gas phase applications have been studied at present, although in principle it could be combined with QM/MM to incorporate solvent effects, similar to AIMS.
At present, the computational bottleneck for all on-the-fly approaches has been the evaluation of the electronic energies, forces, and nonadiabatic couplings. In this respect, the further development of GPU-accelerated electronic structure and potential use of machine learning represent promising avenues to overcome this bottleneck. Within solute–solvent systems, this leads to the possibility of greater averaging over solvent configurations due to faster computational time, treatment of larger solutes, and inclusion of solvent molecules in the QM region. At the state of the art these frontier applications are still to come.

This review cannot be considered exhaustive, since, especially for what concerns the methodological developments, it touches several open questions that are at the basis of many fields of chemical and physical research: (i) how to make a distinction between the ‘core’ and the ‘environment’ in a given process and (ii) how to describe the interactions between these two subsystems. The number of potentially relevant approaches to these topics is gargantuan and defies a concise description. On the other hand, we hope that we have succeeded in providing a fairly complete review and perspective of a lively and promising research field.
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