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Abstract: When multiple tenants compete for resources, database performance tends to suffer. Yet there are scenarios where guaranteed sub-millisecond latencies are crucial, such as in real-time data processing, IoT devices, or when operating in safety-critical environments. In this paper, we study how to make query latencies deterministic in the face of noise (whether caused by other tenants or unrelated operating system tasks). We perform controlled experiments with an in-memory database engine in a multi-tenant setting, where we successively eradicate noisy interference from within the system software stack, to the point where the engine runs close to *bare-metal* on the underlying hardware.

We show that we can achieve query latencies comparable to the database engine running as the sole tenant, but without noticeably impacting the workload of competing tenants. We discuss these results in the context of ongoing efforts to build custom operating systems for database workloads, and point out that for certain use cases, the margin for improvement is rather narrow. In fact, for scenarios like ours, existing operating systems might just be *good enough*, provided that they are expertly configured. We then critically discuss these findings in the light of a broader family of database systems (e.g. including disk-based), and how to extend the approach of this paper accordingly.
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1 Introduction

The operating system is frequently considered boon and bane for the development of scalable service stacks. While general-purpose operating systems (like Linux) provide a great deal of hardware support, drivers and system abstractions, they have also been identified as a cause of jitter in network bandwidth, disk I/O, or CPU [Ar09; SDQ10; Xu13] when operating software services in cloud environments, where multiple tenants compete for resources. Naturally, this also affects the performance of cloud-hosted database engines [Ki15].
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Unacceptable noise and long-tailed latency distributions, but also the recent advances in hardware technology, have renewed interest in building database-specific operating systems. While historically, database and operating-systems research have been highly interwoven, the communities have parted ways in the past, and are just now rediscovering potential synergy effects (e.g. [Ca20; Mü20]). This has sparked immense interest in devising novel system architectures [KSL13], especially for database-centric operating systems kernels (e.g., [Ca20; Gi13; Gi19; MS19; Mü20]) that aim at deterministic performance. However, implementing an OS kernel is a herculean effort with tremendous follow-up costs, requiring substantial and largely duplicate effort for otherwise generic tasks, such as writing and maintaining device drivers, file systems, and infrastructure code, among others.

About This Paper. We take a fresh look at standard operating systems for low-latency/high determinism workloads, as they arise in real-time scenarios. Similar problems arise in cloud settings, where latency effects along the data path add up and can lead to substantial systemic problems, as Dean and Barroso have pointed out [DB13]. Rather than designing a new kernel from scratch7 to avoid noise and jitter, we follow an orthogonal approach, employing existing open-source components: Identify the root causes, analyse, and then address them as far as possible within the existing components. If necessary, enhance.

By vertical, cross-cutting engineering, we tailor the stack towards the needs of database engines, eradicate interference, and ultimately, reduce any noise-induced latencies in query evaluation. Our first results show that in many cases, a large degree of jitter is avoidable by the well-considered and purposeful employment of existing architectural measures – actually measures originally developed for other domains, such as embedded real-time systems. We present controlled experiments with an in-memory database engine running in a multi-tenant scenario on a number of different system software stack scenarios.

We focus on in-memory database engines as a specific (and deliberately narrow) use case, as they are often employed in domains for which deterministic latencies are essential [BL01], and thus considered a particularly convincing use case for developing specific operating-systems or even a bare-metal database stack [Bi20; Ca20; Gi13]. In this realm, our experimental setup, which is available as a Docker image for easy reproduction, can also serve as a baseline for researchers building special-purpose operating systems to compare their results against. In particular, we claim the following contributions:

- We perform controlled experiments with an in-memory database engine running on custom system software stacks based on existing open source components. By careful cross-cutting engineering, we modify this stack to eradicate interference, and to ultimately reduce any noise-induced latencies in query evaluation.
- We show that we can achieve the same performance using available operating systems as compared to running the database workload (near) bare-metal.

7 Whether to build a new operating system from scratch or whether to extend existing systems to cater to data processing needs has been an ongoing debate for decades [Gr78].
We show that we can achieve the same performance in a multi-tenant scenario as compared to a database engine executing as the sole tenant without competing load.

We voice doubts whether these specific scenarios can benefit from operating systems custom-designed towards database workloads, as they are currently being proposed.

We discuss the potential generalisability of our approach to disk-based database engines, and systems involving I/O. In particular, we discuss opportunities that call for the joint efforts of the operating systems and database communities.

Structure. Our paper is structured as follows. We give an overview in Section 2, survey related work in Section 3, and present our experiments in Section 4. Their consequences are discussed in a more general context in Section 5. We conclude in Section 6.

2 Overview
We start with a brief summary of possible perturbations of an executing database workload by neighbourly noise, followed by an overview of the system software stack scenarios considered in this paper. In this section and beyond, by the term kernel we refer to the operating systems kernel (not the database kernel).

2.1 Sources of Noise
The three major sources of noise as observed by an unprivileged userspace workload (as compared to system services or the kernel) are (1) other processes and system services that compete for CPU usage, (2) CPU performance optimisations (caches, pipelines, . . . ) that can usually not be disabled or controlled, and (3) contention of implicitly shared resources (memory bus etc.). The signature of such systemic noise is not necessarily distinguishable from the intrinsic noise of the application, that is, variations in run-time caused by data-dependent code paths, application-specific optimisations, and so forth.

Processes and system services. Multi-tasking operating systems manage $M$ schedulable entities that compete for $N$ processors, with $M \gg N$. Linux uses a completely fair scheduling (CFS) [Ma10] policy for regular processes, but also includes support for (soft) real-time scheduling via FIFO and round robin. The kernel can preempt most userland activities (depending on the preemption model statically configured at kernel build time), for instance upon the arrival of interrupts. It can also place kernel threads into the schedule that perform activities on behalf of the kernel (for instance, to support migrating processes across CPUs, to perform post-interrupt actions, etc.), and enjoy higher priority than regular processes, regardless whether these are governed by real-time policies. The interplay of these factors creates noise compared to an uninterrupted, continuous flow of execution of a single job.

CPU noise. Even given the uninterrupted execution of code on a CPU, pipelined and superscalar execution of code may lead to different temporal behaviour than would be
achieved by a straightforward execution of assembly instructions, which manifests itself as another source of noise. Also, caching mechanisms (most importantly, the cache hierarchy that comes into play with memory references, but possibly also mechanisms like translation lookaside buffers used in virtual-to-physical address translation) cause (widely) varying latencies in accessing memory. This effectively adds noise.

**Shared resources.** Workloads executing on different CPUs are not entirely isolated from each other, but interact via shared resources (cache, memory, etc.) that are accessed via system buses. This even holds despite a possible logical partitioning of system components that we discuss later. While the overall situation (for instance, handling competing requests for bus usage) is deterministic from a system-global view, delays caused by competing requests manifest as noise when viewed from the perspective of an individual process.

### 2.2 Experimental System Configurations

The configurations of the system software stack, as used in our experiments, are visualised in Figure 1. For now, we treat the in-memory database engine (DBE) as a black box.

**No Load.** In the *no-load* scenario (Figure 1a), a single database engine executes on an otherwise quiet multicore system. The database payload is pinned to one CPU (c.f. the dashed arrow), to avoid perturbations, for instance caused by the scheduler moving the process across CPUs. However, standard system services, as limited to the bare necessity, and kernel threads required by the operating system proper (“K” in the figure) can execute on all CPUs, including the CPU dedicated to the database workload.
Load. In the load scenario (Figure 1b), additional tenants put the system under maximum strain. We simulate this payload (marked “L”) by running synthetic workloads on each CPU. While the database workload is again pinned to one particular CPU, it is scheduled by the operating system alongside kernel threads and the described payload. In the load scenario, we assume the viewpoint of a cloud provider maximising the utilisation of the available resources, while serving all tenants equally. We therefore refrain from assigning the database workload higher priority than the payload generated by the competing tenants.

Load/FIFO. A variation of the load scenario uses standard Linux mechanisms to set a real-time scheduling policy for the database workload. All load processes fall under scheduling policy “other”, and compete for CPU resources as managed by the Linux standard scheduler. We place the database task in the real-time scheduling group SCHED_FIFO, so it can preempt any other userland tasks that execute on the CPU. However, the database task can still be preempted by the kernel, or by incoming interrupts.

Shielding. Another approach towards isolating the database workload from noise is to use CPU shielding (Figure 1c). This distributes all existing tasks and kernel threads on a given CPU to the rest of the system, and prevents utilisation of the shielded CPU by the standard scheduling for processes that are not explicitly assigned to this CPU.

We additionally make sure that incoming external interrupts only arrive at other CPUs. Nevertheless, main memory, buses, caches, etc. remain shared resources in the system, and accesses can induce additional noise that goes beyond the pure CPU noise. Additionally, the kernel can still preempt the single running userland task (for instance, when timers expire), and latencies can arise from administrative duties performed by the kernel on such occasions, or in the context of system calls issued by the task.

One set of measurements combines shielding and real-time priorities. This limits the kernel’s abilities to preempt the running userspace task. However, some caution needs to be administered: Not only the ability to preempt a running task, but also the amount of work performed in kernel context when a preemption occurs influences latency variance, and this amount is highly dependent on specific (static) kernel configuration settings. Isolation in this scenario is based on guarantees provided by the Linux kernel. This implies trust in a complex, monolithic code base, which is undesirable for safety-critical scenarios.

Partitioning. The strongest form of isolation that we consider in this paper (Figure 1d) relies on the Jailhouse hypervisor [Ra17]. Jailhouse can partition system hardware resources by establishing independent and strictly isolated computing domains. Jailhouse leverages extensions of the underlying system architecture which include essential virtualisation mechanisms for system partitioning, such as segregation of CPUs, memory and devices, as

\[ \text{Linux provides a tick-less mode, which eliminates periodic interventions by a regular timer (at frequencies ranging from 100Hz to 1,000Hz, depending on compile-time settings), but which may cause overhead on other occasions, because maintenance of data structures performed during such ticks must be performed “en block”}. \]
well as additional extensions that allow to control the utilisation of shared resources, such as caches or system buses.

Jailhouse comes at a negligible performance overhead, as it does neither (para-)virtualise or emulate resources, nor schedule its partitions (guests) among CPUs. The virtual machine monitor only interferes in case of critical exceptions and access violations. This architecture can find application in multi-tenant database scenarios, described in [MKN12], and in particular, safety-critical scenarios, which require spatial-temporal isolation between tenants.

**Bare-Metal Operation.** Data center, cloud and high performance data processing systems often employ x86 server class CPUs, and we have argued before that such use cases benefit from bounded tail latencies. Other important use cases that require determinism are found in embedded systems, which are typically equipped with ARM CPUs. Consequently, our investigation addresses both, x86 and ARM.

Using a simplistic ARM core that is just capable enough for realistic database deployment reduces systemic noise that stems from multicore effects, as found on server-class x86 CPUs [PH90] to the bare minimum, (e.g. long pipelines, large caches, and strong interference on buses). This allows us to explore the intrinsic variations of our database workload.

We employ the in-memory database engine DBToaster [Ko14] (see also Section 4), a highly portable serverless database engine that requires a C++/STL run-time environment, but no other libraries or system services. Plain C++ can be executed without relying on an OS proper with moderate effort, but the STL requires (at least conceptual) support for threads and preemptive locking, as well as a full memory allocator. These requirements do not create a need to deploy it on top of a fully-fledged general-purpose operating system, such as Linux or Windows, but we deem the implementation efforts large enough to warrant a tiny operating system. Thus, we ported the database engine to RTEMS (real-time executive for multiprocessor systems) [BS14], a mature, tailorable embedded real-time operating system (with a 25-year development history) that finds deployment in systems ranging from IoT devices to Mars orbiters. Similar to unikernel approaches [Br15; Ma13], RTEMS and the database engine are linked together into one single executable. This binary can be either booted as stand-alone operating system on a bare-metal system, or (given low-level changes like the use of a custom bootloader and adaptations of the RTEMS kernel to Jailhouse) be executed in parallel to Linux on a partitioned system (as visualised in Figure 1d).

To reduce operating system noise as far as possible, we essentially limit RTEMS to providing only a console driver, and execute the database engine in a single thread, which eliminates the need for a scheduler. This configuration is supposed to reduce any OS noise to the bare minimum, and is comparable to a bare-metal9 main-loop style binary.

---

9 Bare-metal operation refers to code that runs without distinction between payload and OS close to the hardware, without intermediary layers. This in contrast to, for example, Ref. [RF18], which uses the term to denote code that runs without containers or virtual machines, but still relies on heavyweight, multi-million-LoC OS kernels.
3 Related Work

In this paper, we focus on in-memory database engines. We refer to [GS92] for an early overview of their architecture, and to [Fa17] for a more recent survey.

In real-time scenarios, where in-memory database engines traditionally play an important role [BL01], deterministic latencies are crucial. However, aspects such as consistency of query answers given transactional workload, or alternative tuple consumption strategies, are of no concern to the work presented in our paper, since we treat the database largely as a black box, and are interested in the overall system software stack.

What is indeed highly relevant for us is the existing work on worst-case execution time (WCET) of queries in in-memory databases [Bu05], which considers control-flow graphs through the code (in fact, in the presentation of our experiments, effects of different paths through control flow graphs during query processing actually become visible).

Also close to our work in both methodology and context is research on the influence of NUMA effects, focusing on in-memory database engines in particular. It is known that assigning threads to CPUs improves database performance, due to caching effects [Do18; Ki15; KSL13]. Similar studies of assigning database workloads to computational units can be found throughout database research, for instance in Refs. [DAM17; Po12]. Our experiments also assign threads to dedicated CPUs, and we benefit from data caching, but our motivation differs, as we isolate the database workload from harmful noise.

Databases operating in multi-tenant environments are another focus of our work. This differs from many benchmarks conducted in database research, where database workload often runs in isolation, while multi-tenant environments are closer to real-world conditions. Similarly, an overview over performance isolation for cloud databases is provided in [Ki15].

A systematic discussion of multi-tenant in-memory databases is provided in [MKN12]: From the viewpoint of a cloud provider, guaranteeing narrow service-level-agreements is a challenge, since the provider must cater to all tenants, while utilising the hardware resources. This mindset is also found in engineering for mixed-criticality systems [BD17; Ve07], where a critical workload (in our case, the database engine) must be shielded from noise (in our case, competing tenants), without cutting into the performance of the remaining workload.

In designing multi-tenant database engines, shielding tenants can be implemented on several levels in the system software stack. Aulbach et al. [Au08] enable multi-tenancy on the level of the database schema; by appropriately mapping between the tenants’ schemas and the internal schema, tables may be transparently shared between tenants. By rewriting queries, the authors ascertain isolation between tenants in an otherwise standard database engine.

Narasayya et al. [Na13] also aim at resource isolation, for the database-a-service provider Microsoft SQL Azure. They explore virtual machine mechanisms in userland without relying on mechanisms provided by the kernel (and, consequently, not benefiting from the
guarantees provided by the OS kernel – for instance, some isolations are not possible in userland, such as access to shared buses and other resources).

Noll et al. [No18] discuss how to accelerate concurrent workloads inside a single database engine by partitioning caches. This feature is not targeted at multi-tenant databases per se, but applicable in general. However, this feature is specific to Intel CPUs. Further, it is not directly subject to control from userland, but exposed to applications by the `sysfs` pseudo-filesystem interface of the Linux kernel. Our x86-based RTEMS measurements in a Jailhouse cell actually use the same infrastructure to assign a portion of the cache to the system performing the measurements, which reduces variations in memory access times.

The general idea of using existing OS-level isolation mechanisms to reduce the amount of inference between latency (or otherwise) sensitive database workloads and the rest of a system has also been pursued by Rehmann et al. [RF18]: The authors use Docker containers to isolate database instances from system and competing payload noise. Their work essentially implements limiting the CPU quota available to tasks, and pinning database-relevant operations to specific CPUs in the system. Especially the latter is similar to some of our experiments, albeit we additionally include scheduling prioritisation and control the system noise on pinned CPUs with various measures. Thus, we make use of a richer toolset to achieve stronger levels of isolation, as our measurements show. In fact, containers are conceptually not intended to isolate a given workload from other workloads, but to provide a specific, probably restricted view of the system to a given workload.

Currently, there is renewed interest in building database-specific operating systems, partly motivated by such problems as unpredictability in performance. For instance, the MXKernel project [Mü20] proposes an alternative to the classic thread model, to cater to the demands of large-scale data processing. The DBOS initiative [Ca20] goes so far as to envision managing database-internal data structures inside the OS kernel. Further, there are suggestions to share the database cost model with the operating system [Gi13], to allow for more transparency and to ultimately arrive at better scheduling decisions.

Recent developments in modern hardware, and in particular modern memory technology, motivate database architects to re-evaluate the entire DBMS systems architecture and in-memory data structures [AP17; Re19; St07]. Over the years, research in this area has delivered promising propositions, e.g. [APD15; Ch18; GTS20; Le20]. In contrast, we evaluate how far existing technology will take us, given careful, cross-cutting engineering.

4 Experiments

We next describe the setup of our experiments, and then present our results. Our Docker image\(^\text{10}\), which we describe in Appendix 7, allows for inspection and reproduction.

**Database Engine.** We conduct our experiments with the in-memory database engine DBToaster [Ko14]. DBToaster can compile SQL queries to C++ code, which we then compile

\(^\text{10}\) Available online from [https://github.com/lfd/btw2021](https://github.com/lfd/btw2021).
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(in a second step) for our target platform. The resulting executable is a single-threaded database engine that incrementally updates a SQL view given a tuple stream. DBToaster is thus a SQL-to-code compiler, designed to maintain materialised SQL views with low refresh latencies. Typical application scenarios would be in stream processing, such as algorithmic trading, network monitoring, or clickstream analysis\textsuperscript{11}. The DBToaster system and its theory have been prominently published (e.g. [KLT16; Ko10; Ko14; NDK16]).

We have created our own fork of the DBToaster code base (which is open source), with minor modifications for our experiments (e.g., buffering measurement data in memory, rather than writing directly to standard output). Our fork is part of our reproduction package.

Data and Queries. We consider two benchmark scenarios from the DBToaster experiments in [Ko13]. To be able to discuss the run-time results in greater detail, we focus on only a subset of queries. In particular, we exclude queries that display a high level of intrinsic variability in their latencies, where the computational effort between tuples can vary greatly, for instance because of nested correlated sub-queries and multi-joins. These queries are per se not well-suited for stream processing. The queries considered by us are listed in Figure 2.

Finance queries. The queries over financial data process a tuple stream with stock market activity; we chose three queries which use different relational operators: Query \textit{countone} (C1) is designed by us and serves as a minimal baseline. DBToaster can incrementally evaluate this query with constant-time overhead per tuple. The queries \textit{axfinder} (AXF) and \textit{pricespread} (PSP) each compute a join, a selection, aggregation, and in the case of \textit{axfinder} also a group-by on the input stream. Here, we use the exact same query syntax as in [Ko13], as DBToaster has certain restrictions (e.g., no LEFT OUTER join). To be able to execute these queries on hardware devices with very limited memory, we use a base data set of 100 tuples\textsuperscript{12}, over which we iterate 5k times, yielding 500k data points. Since the query predicates do not filter on time-stamps, this does not affect query semantics.

TPC-H queries. We generated TPC-H data with the \textit{dbgen} data generator, set to scale factor 4. We chose the queries Q6, Q1, and Q11a (shown in Figure 2) from the DBToaster experiments in [Ko13]. The queries perform selections, aggregations, and in the case of Q11a also a join.

Execution Platforms. For x86 reference measurements, we use a Dell PowerEdge T440. The T440 is equipped with a single 12 core Intel\textsuperscript{®} Xeon\textsuperscript{®} Gold 5118 CPUs and 32 GiB of main memory. For measurements on Linux, we use kernel version 5.4.38 (vanilla kernel as provided by kernel.org) as baseline, with the Preempt_RT real-time preemption patch.

Since delays are caused by parallel access to shared execution units and resources, symmetric multithreading (SMT) is a source of undesired high latencies and noise in real-time systems. Consequently, we deactivate SMT on our target, in accordance with the original DBToaster experiments. Furthermore, we deactivate Intel\textsuperscript{®} Turbo Boost\textsuperscript{®}, as sporadic variations of

\textsuperscript{11} See the project homepage at https://dbtoaster.github.io/home_about.html, last accessed January 2021.

\textsuperscript{12} https://github.com/dbtoaster/dbtoaster-experiments-data/blob/master/finance/tiny/finance.csv
the core frequency result in non-deterministic execution times for identical computational paths. We configure the CPUs in the highest possible P-State (performance setting) that guarantees a stable core frequency of 2.29 GHz.

For the shielding scenario, we try to remove all operating system noise from the target CPU. The Linux kernel provides multiple mechanisms for this purpose, of which we choose CPU namespaces that can be dynamically reconfigured during system operation.\textsuperscript{13}

For the partitioned Jailhouse setup, we release one single CPU and 1 GiB of main memory from Linux, and assign them to a new computational domain. On that domain, we boot the RTEMS + DBToaster binary\textsuperscript{14} that runs in parallel to Linux. We use Intel’s Cache Allocation Technology (CAT), part of Intel’s Resource Director Technology, to partition last-level caches and exclusively assign 5 MiB of Level 3 Cache (L3$) to the RTEMS + DBToaster domain. This mitigates noise (cache pollution) of neighboured CPUs, as the L3$ is shared across all cores [In15].

For the ARM reference platform, we use a BeagleBone Black with a single-core Sitara AM3358, a 32 bit ARM Cortex-A8 processor and 512 MiB of main memory. In contrast to the powerful Intel server CPU, such ARM processors are typically found in embedded or industrial applications. We boot the RTEMS + DBToaster application directly on bare-metal.

\textsuperscript{13} Other mechanisms like CPU isolation at boot-time would provide a slightly higher level of isolation, but must be statically configured at boot-time, limiting the flexibility of the setup.

\textsuperscript{14} Getting DBToaster to run on RTEMS was not straightforward; along our trials, several fixes were proposed to open source systems, such as a decade-old bug revealed in GCC, as well as a bug identified in RTEMS.
Methodology. DBToaster logs a time-stamp for every $N$ input tuples processed. This allows us to compute the latency per $N$ input tuples processed, averaged over $N$ tuples. While averaging is a sensible and established choice for throughput measurements to minimise overhead of the measurement intervention, we are interested in a precise characterisation of system noise vs. intrinsic variation of the core processing code, and therefore resort to measuring processing times on a per-tuple basis ($N = 1$).

We distinguish between two units of measurements: (1) time stamps obtained by the standard POSIX API (`clock_gettime` with `CLOCK_MONOTONIC`). This allows for nanosecond resolution, but also inflicts considerable overheads in the microsecond range, and introduces a noise level that is on par with the processing time proper for some of the simpler queries. Therefore, we extend DBToaster with the optional capability of (2) using x86 time stamp counter (TSC) ticks. While there are several problems and pitfalls associated with using the TSC on SMP configurations, and while the obtained measurement values cannot be converted to walltime without further ado [Ma10], TSCs are one of the highest-precision clock sources available on x86 hardware, and can be read from userspace without transition to kernelmode.\textsuperscript{15}

As is a standard approach in settings like ours [BL01], we start measuring time once the input is in memory. In particular, we pre-load all tuples prior to stream processing, to exclude noise caused by I/O. Of course, in any real-world setting, the tuples would be read over peripheral communication channels, such as ethernet. To further avoid noise in our measurements, we have modified the code generated by DBToaster such that these time-stamps are cached in memory during query evaluation, in a pre-allocated array, rather than being continuously written to the standard output console.

Simulating tenant load. We simulate further tenants executing on the same system using the standard utility `stress-ng`, running 6 synthetic workloads.\textsuperscript{16} In Figure 1, we depict `stress-ng` running as additional load on the CPUs that are annotated with “L”.

4.1 Results

4.1.1 Noise and Determinism: Finance Queries

We begin our discussion of results for the finance queries. The time series in Figure 3 show observed latencies for processing each out of 500k input tuples. Red, labelled triangles mark the minima and maxima. Since almost all measured values fall into a comparatively

\textsuperscript{15} Using a high-resolution, low overhead time source is not necessary on our ARM reference platform because the time required to obtain a time stamp is negligible in comparison to the average processor performance, and our operating system has a flat memory and privilege model – that is, there is no distinction between kernel- and usermode on our near-bare-metal measurements on this platform.

\textsuperscript{16} (1) Binary search on a sorted array (exercises random memory access and processor caches), (2) matrix multiplication (to stress memory cache and floating point units), (3) compressing/decompressing random data (exercising CPU, cache, and memory), (4) randomly spread memory read and writes (to thrash the CPU cache), (5) sequential, random and memory mapped read/write operations (to exercise the I/O subsystem), and (6) timer interrupts at the frequency of 1 MHz (to induce continuous kernel/userspace transition due to interrupt handling).
narrow standard range, which would lead to massive over-plotting and loss of information, we colour all “extreme” measurement points that fall in the bottom 0.05% percentile, or that exceed the 99.95% percentile, in grey. We consider all other data points (marked ochre) as the normal observations. Note that such outliers have no noticeable influence when it comes to performance measurements, which usually concern query throughput, based on temporal averages, but are of paramount importance for real-time, bounded latency scenarios. For instance, the experiments in [Ko14] consider the query refresh times for processing batches of 1,000 tuples, and we compute a sliding mean window over 1,000 tuples as a consistency check; the resulting red line nicely reproduces the original DBToaster experiments [Ko14].

Each subplot of a given column corresponds to one system software stack scenario from Section 2. Almost all latencies are centred around the sliding mean value. However, a few outliers exceed the mean by a factor of about four.\footnote{In the scenario discussed in this paper, the \textit{maximum observed latency} is essential. Exceeding a threshold in industrial control scenarios might have severe consequences, from lost capital over destroyed machinery to bodily harm or loss of life, which can never be compensated by the fact that this does not happen on average.}

We have also tracked the average performance of the simulated other tenants, and found that it was essentially identical regardless of the measurement setup, which shows that improved
determinism for a given workload does not necessarily decrease average throughput for non-real-time loads. Detailed data are available in the reproduction package.

While we consider queries of different intrinsic complexity, there is no direct relation between query complexity and noise – however, there is a relation between query complexity and average performance, as visible in the increasing latencies of the red line from left (simpler query) to right (more complicated query).

Query `countone` merely counts the number of input tuples processed so far (and is refreshed for each input tuple), whereas the other finance queries compute joins. As can be expected, the average latency for `countone` is distinctly lower. For the other queries, we can observe densely populated discrete “horizontal bands” that group the majority of all observed values. They correspond, based on an analysis of profiling data, to the main execution paths taken by the DBToaster-generated code (two main execution paths are a consequence of the “orderbook adapter” that distinguishes between the two types of input data, bids and asks). Also, when DBToaster-internal dynamic data structures grow in size (such as when buffering tuples for computing hash joins), additional DBToaster-intrinsic latencies incur.

The vertical spread of observations around these bands is an obvious visual noise measure. By comparing against the “Load” scenario, it is visually apparent that the different isolation mechanisms substantially reduce the observed jitter, typically to the level of an otherwise unloaded system. The strongest form of isolation, CPU shielding plus realtime scheduling (L/S/FIFO), produces latency distributions that are not only comparable, but even better in terms of maximum values than in the “No Load” scenario. The amount of noise decreases in order Load/Shield, Load/FIFO, and Load/Shield/FIFO. It might surprise that a shielded CPU performs worse than a CPU with additional load, but with a real-time prioritised task of interest. Recall that there is a complex interaction of kernel features as outlined in Sec. 2.2, and that, for instance, a larger set or possible preemption points, together with delayed kernel administrative work in a shielded scenario, may well compensate the advantages gained by exclusive CPU access.

While the measurements show a noticeable reduction of noise when using more advanced isolation techniques, the reduction of maximal latencies comprises only a factor of two.

### 4.1.2 Noise and Determinism: TPC-H Queries

The latency measurement results for the TPC-H queries are shown in Figure 4. While the general observations are identical – measured values concentrate around a few horizontal “bands”, and noise decreases with the various forms of systemic isolation – the behaviour of the queries under high load differs considerably from the “No load” and isolated case:

Notice that such bands may also be caused by system effects, and are then not necessarily present in all measurement combinations. For instance, the Load/Shield scenario in Figure 4 contains a band that disappears when FIFO scheduling is activated. Bands present in all scenarios are typically, but not necessarily, caused by the payload software. Such detail observations are not possible in measurements that average over observations.
Fig. 4: Latency time series for TPC-H queries on x86, using the high-speed time stamp counter (TSC).

The difference in maximal latencies comprises more than three decimal orders of magnitude (observe the different scales of the vertical axes in the plots), and a similar statement can be made for the width of the spread around the running mean value, the latter again plotted with a red line. While such high variance has grave consequences for real-time systems, it is not even observable when throughput measurements are averaged.

So far, we have relied on visual means for characterising noise. For a quantitative measure, consider the set of observed latencies $\{\Delta t_i\}$ (each data point in Fig. 4 corresponds to one value of $\Delta t_i$). While we have focused on x86 so far, we will also consider ARM-based systems below. These platforms vary widely in their performance, and absolute values consequently require interpretation. It is therefore pertinent to consider relative deviations from the expected response time, which allows us to compare across platforms.

To this end, we define spreads, which are not influenced by the absolute processing speed. The maximum spread is given by $\max(\{\Delta t_i\})/\text{med}(\{\Delta t_i\})$, and minimum spread by $\text{med}(\{\Delta t_i\})/\min(\{\Delta t_i\})$, where $\text{med}(\cdot)$ denotes the median of the argument set. The quantities characterise the system-global relative span between a “typical” observed value, and the most extreme outliers in both directions. The results shown in the row labelled “TSC” of Fig. 5 quantitatively underlines this: Spread in the “Load” scenario typically exceeds
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Fig. 5: Span of observations relative to median query latency of the TPC-H queries in Figure 4. Clock: Measured using clock_gettime. TSC: Measured using the high-resolution time stamp counter.

the spread in the isolation scenarios by orders of magnitude. The differences between the various isolation scenarios (and the “No Load” case) are much less pronounced, but can still encompass a factor of two or three (note the log-transformation of the y-axis).

Recall that we distinguish between two units of measurements for latencies, (1) wallclock time in nanoseconds, and (2) x86 time-stamp counter ticks. The row labeled “Clock” of Figure 5 highlights another issue related to this fact that is mostly technical, but nonetheless requires careful consideration: how to perform the measurement itself. It shows the relative span for the identical measurement as considered in the other row, but this time using per-tuple latency measurements based on the POSIX API call clock_gettime offered as service by the Linux kernel (and often replaced by the lower-precision variant gettimeofday, in a good fraction of published performance measurements). Especially the maximum span can differ considerably among measurement variants. For TPC-H query 11a, it is even the major source of noise, as the right part of Fig. 5 shows.

Fig. 6 illustrates, for a subset of the isolation mechanisms, the increase in spread and noise distribution for clock-based measurements. It particularly highlights that even the mean throughput value (red line) is substantially influenced by the increased overhead.

4.2 The Role of CPU Noise

To a major extent, the previous experiments concern the control of noise introduced by the operating system and the presence of other tasks that compete for CPU time and other shared resources. Especially the scenario using CPU isolation, combined with a real-time scheduling policy, eliminates a substantial fraction of this noise. We now question how much of the remaining noise is caused by the executing CPU itself, and can thus be seen as an effective lower bound on any systemic noise.

We thus run our binaries as close to the bare-metal as possible, which reduces OS overhead. We perform these measurements on an ARM processor that we deem powerful enough to execute reasonable database operations, but that uses substantially fewer performance
optimisations than x86 server-class CPUs (and, thus, suffers from less intrinsic noise). Our choice for an ARM CPU is not just driven by simplicity, though: Processors of this type are the most frequent choice in embedded systems and IoT devices, where low latency data processing is a common requirement (for instance, think of sensor-based systems that derive action decisions by combining previously measured values stored in a database with current data points). Our measurements are therefore representative for this large class of systems that we expect will gain even more importance in future applications. Of course, measurements on CPUs with drastically different capabilities cannot be directly compared, and this is not our desire: Instead, it is important to consider the relative difference between average and maximal latencies, and the span within measurements, as discussed below.

Fig. 7 shows latency time series for three finance queries. Again, observations centre around horizontal bands induced by the main execution paths, but the overall jitter is limited. The reduction compared to Jailhouse on x86 is quantified in Fig. 8.

Fig. 7: Latency time series for finance queries on an ARM system (BeagleBone Black) using RTEMS. Red, labelled triangles represent minima and maxima (not necessarily unique).
Fig. 8: Span of observations relative to median query latency of finance queries on bare-metal, on a high-end (x86) and low-end (ARM) CPU.

The summary for a second set of measurements shown in the bottom part of Fig. 8 represents bare-metal results obtained on the x86 CPU, but this time driven by an RTEMS kernel running inside a Jailhouse cell. Since the system is equipped with a total of 12 cores (compared to the single-core ARM), and only one of the cores is needed to run the database workload, we extend the measurement with an additional aspect that quantifies the aptitude of the setup to decouple latency-critical database operations performed by one tenant from other, perhaps throughput-oriented operations performed by other tenants. The spread is, as Fig. 8 shows, almost identical between the scenarios. This is also reflected in the time series shown in Fig. 9, which demonstrates that the results of the two configurations do not deviate in any substantial way. Since the isolation provided by Jailhouse does not only address execution timing, but also extends to other security and privacy related aspects of database workload processing, we deem this configuration a suitable basis for multi-tenant systems with strong separation guarantees.

Fig. 9: Latency time series for finance queries on an RTEMS-based near bare-metal CPU provided by the Jailhouse hypervisor.
5 Consequences

Our experimental results show that – at least for our use-case of an in-memory database engine – building a database stack on a plain-vanilla Linux with custom settings can already compete with running close to bare-metal on the hardware. In our experiments we reached a state where the major source of noise turned out to be the interruptions to measure time (and noise) itself – any other sources for system-software induced jitter had been eradicated. In the following, we discuss some of these results in a broader context.

There’s life in the old dogs, yet. Our results suggest that it may not be necessary to design dedicated DB-aware operating systems from scratch. Rather, a prudent strategy to extend and enhance existing systems selectively may pay off equally well, and provide faster results. This is a recurring experience in the systems community: About a decade ago, the upcoming “multicore challenge” was supposed to render existing system-software designs unviable, and new kernel designs were deemed necessary [Ba09; Bo08; WA09]. It later turned out that existing system software could be scaled-up almost equally well by a systematic examination of their bottlenecks, which then could be fixed by employing standard techniques of parallel programming combined with a few novel abstractions [Bo10].

In a similar run–analyse–fix–approach, we have shown that existing system software, such as Linux, might just be good enough for many more database use cases, given proper configuration and adaptation. Of course, this does not invalidate the ongoing research on novel operating systems customised for database engines. Instead, the lesson to be learned here is that studying the actual reasons behind noise observed with existing operating systems is important. Only if we can pinpoint and understand the root causes, can we think of innovative solutions to these problems.

The cure might come by foreigners. Basically all of the measures we applied have originally been introduced into Linux to improve determinism and worst-case latencies not in database engines, but for the domain of embedded real-time systems: SCHED_FIFO, CPU shields, interrupt redirection, and PREEMPT_RT were developed and introduced to make Linux a suitable platform for mixed-criticality [BD17; Ve07] workloads in the real-time domain. This is also the main motivation behind partitioning hypervisors, such as Jailhouse. In our understanding, multi-tenant database engines that need to provide isolation and a guaranteed quality of service could (and should) be considered as (soft) real-time systems. Hence, operating-system solutions originally developed for the real-time domain might be a promising solution vector for the development of time-critical database systems. This underlines the necessity to rejoin the database and system communities.

Many challenges remain. Even though our results are promising, it should be pointed out that we eradicated only the CPU noise, and deliberately ignored I/O noise. Compared to the (narrow) case of a pure in-memory database, disk-based or otherwise I/O-intensive database stacks can be treated using the same measures as employed in this paper, but would face different challenges. In fact, most of Linux’s built-in real-time measures do not interact well with the I/O subsystem without further ado; it is often assumed that
the time-critical part can be decoupled from all I/O activities. While we have not yet examined disk-based database engines in this respect, we expect this to become a larger challenge that probably requires more invasive changes to the existing software stack. Direct I/O [Pe14] might be a promising way to approach this. Likewise, low-latency [Le19] or deterministic [SC03; Ya15] I/O scheduling have received a fair amount of attention outside the database community. External input via networks must consider additional stochastic parameters (e.g. unpredictable arrival times of data packets) that add to the complexity of the investigation. Real-time [KW05], or time-sensitive networking, and userland-based low-latency interaction with networking hardware can also be applied in database use-cases, albeit details must be left to future work.

What’s next. Consider, as a specific and current example, how in-memory database engines can be extended with disk support – as, for instance, happens in the extension of Hyper to Umbra, where the authors propose to use SSDs for storage [NF20]. Especially parallel combinations of multiple SSDs promise RAM-like access performance.

However, parallel SSDs must be managed and driven. Database engines frequently aim at controlling block devices (at least to schedule access) from userland, since they have more complete usage pattern information than the OS. Yet this approach inevitably suffers from (at least) the amount of noise we have observed in our measurements, and advanced functionalities like RAID require substantial engineering effort. Operating systems provide such services as a commodity, but lack integration with the database query optimiser and its cost model. Additionally, operating systems are commonly optimised for throughout, so considerable tail latencies can be expected without adaptations. However, we are optimistic that moderate extensions of existing kernel mechanisms will combine the benefits of already existing infrastructure with little noise. This is important since increased determinism is beneficial to finding optimal query plans.

For all of the challenges listed above, we are optimistic that the required changes will be comparatively small compared to developing a new operating system from scratch.

6 Conclusion
We have shown that proper use of standard mechanisms of full-featured OSes can achieve database query latencies comparable to running an in-memory database engine directly on raw hardware. We reach a point where measuring time becomes the largest source of noise. By addressing challenges beyond CPU noise, we plan to bridge to the domain of real-time systems, and leverage techniques established for mixed-criticality systems which we apply to the database domain. After all, the underlying ideas match our scenario: One workload (the database engine) is to be shielded, without impairing the other workloads. We are confident that the respective research communities will enjoy many mutual benefits.
7 Appendix: Reproduction Package

Our publicly available reproduction package is based on Docker. The process is illustrated in Figure 10: A Docker build recipe produces the docker container, and scripts that run therein produce a tarball with executables for all measurements in this paper. By transferring this tarball to a target, the experiments can be automatically executed, and charts generated.

We use binary sources for distribution-level software, and build other components (DBToaster, embedded compilers, RTEMS board support packages, ...) from source using the latest released state, augmented with local patches, to address issues found during this work that relate to the RTEMS kernel, the Jailhouse hypervisor, the GNU C compiler, and DBToaster itself (we include patches as explicit diff files to make any deviations from upstream sources explicit without relying on git history inspection). Additionally, we do not rely on the long-term availability of external sources by providing a pre-built Docker image. It contains all sources and dependencies, and enables re-building the exact same binaries from source that we use for the measurements (of course, our peers may choose to build the Docker image from scratch, depending on the latest binaries).

Finally, we provide all raw measurement results for all system combinations considered in the paper, and all post-processing scripts to evaluate and visualise the data.
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