From spin foams to area metric dynamics to gravitons
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Although spin foams arose as quantizations of the length metric degrees of freedom, the quantum configuration space is rather based on areas as more fundamental variables. This is also highlighted by the semi-classical limit of four-dimensional spin foam models, which is described by the Area Regge action.

Despite its central importance to spin foams the dynamics encoded by the Area Regge action is only poorly understood, in particular in the continuum limit. We perform here a systematic investigation of the dynamics defined by the Area Regge action on a regular centrally subdivided hypercubical lattice. This choice of lattice avoids many problems of the non-subdivided hypercubical lattice, for which the Area Regge action is singular. The regularity of the lattice allows to extract the continuum limit and its corrections, order by order in the lattice constant.

We show that, contrary to widespread expectations which arose from the so-called flatness problem of spin foams, the continuum limit of the Area Regge action does describe to leading order the same graviton dynamics as general relativity. The next-to-leading order correction to the effective action for the length metric is of second order in the lattice constant, and is given by a quadratic term in the Weyl curvature tensor. This correction can be understood to originate from an underlying dynamics of area metrics.

This suggests that the continuum limit of spin foam dynamics does lead to massless gravitons, and that the leading order quantum corrections can be understood to emerge from a generalization of the configuration space from length to area metrics.

I. INTRODUCTION

Quantum gravity can be understood as the task to quantize (semi-) Riemannian geometry and to endow the resulting quantum geometry with a dynamics that leads to general relativity in the classical limit. But a number of approaches suggests that more general forms of geometry might be better suited for a description of quantum gravity. In particular in four dimensions, areas appear as more fundamental, due to their natural symplectic relationship to curvature angles \cite{1,2}. In (four-dimensional) loop quantum gravity and spin foams \cite{3,4}, areas provide the fundamental geometrical degrees of freedom, and the corresponding quantum operators come with a discrete spectrum. Areas also play a crucial role for the reconstruction of geometry from entanglement in holographic approaches to quantum gravity \cite{5}, as well as for black hole entropy counting arguments \cite{6}. Area metrics have been also argued for as a tool to encode the phenomenology of string theory \cite{7,8}.

The Area Regge action provides a dynamics for a class of discrete geometries, in which areas are associated to triangulations. The Area Regge action is central in the dynamics of spin foams \cite{4}, as it appears in their semi-classical limit \cite{9} and provides the action for the recently introduced effective spin foam models \cite{2,10,11}.

Despite this importance of the Area Regge action in quantum gravity, its dynamics has been poorly understood so far. It has been widely thought that the Area Regge action cannot lead to general relativity \cite{12}. Indeed, the equations of motion seem to demand, that curvature is vanishing. This conclusion was based on a seemingly obvious but misguided identification of the deficit angle in Area Regge calculus with the deficit angle in Length Regge calculus \cite{13}. The latter is a discretization of general relativity. Whereas the deficit angle in Length Regge calculus is indeed a measure for curvature associated to a Levi-Civita connection, the deficit angle in Area Regge calculus does measure rather a mixture of curvature and torsion.

These misunderstandings have also contributed to the so-called flatness problem for spin foams \cite{2,10,14}, which states the expectation that the semi-classical limit of spin foams suppresses curvature. There is more and more evidence \cite{2,10,11,15,16} that this issue can be circumvented. The arguments and supporting examples in these works \cite{2,10,15,16} are however based on triangulations with a small number of building blocks. They require furthermore the implementation of area-length constraints, which force the areas to arise from a consistent length assignment. With a strong implementation of these constraints the Area Regge action turns into the Length Regge action \cite{11}. But, within the Hilbert space structure of loop quantum gravity, a strong imposition of these constraints is not possible, as these are second class \cite{2,17}. Whereas the Barrett-Crane spin foam model \cite{18} does not implement these constraints, the more recent spin foam models \cite{2,10,19} do impose the constraints weakly, with the Barbero-
Immirzi parameter controlling how much the constraints are allowed to fluctuate [2]. The works [2, 10, 15, 16] therefore also suggest a bound on the Barbero-Immirzi parameter.

The recent work [20], as well as this current work, do provide a completely independent mechanism for regaining propagating curvature degrees of freedom, i.e. gravitons from spin foams. This mechanism applies to triangulations with a large number of building blocks, and does not even require an implementation of area-length constraints and therefore also not a bound on the Barbero-Immirzi parameter. As the Area Regge action does appear in the semi-classical limit of spin foams and does provide the basis for the effective spin foam models, the results here showcase how spin foam dynamics can lead to propagating gravitons in the continuum limit. 1 We will moreover provide correction terms for the graviton dynamics, which arise from the fact that in spin foams areas are more fundamental than lengths. The correction terms can be also understood to arise from a dynamics defined for area metrics.

To allow the consideration of triangulations with a large number of building blocks, we will consider on the one hand a regular lattice, and on the other hand apply an expansion of the configurations around a flat background field. This will allow us to show that (linearized) general relativity does emerge from (linearized) Area Regge calculus, at leading order in the lattice constant. The crucial mechanism 2 for this is the following: although Area Regge calculus features far more degrees of freedom than Length Regge calculus, most of these degrees of freedom will turn out to be massive, with the mass scaling with the inverse lattice constant. In fact, both Length Regge calculus and Area Regge calculus feature the same number of massless degrees of freedom, namely 10 per lattice vertex, which allow the reconstruction of the (length) metric.

On the other hand, one would expect from the fact that Area Regge calculus has much more degrees of freedom than e.g. Length Regge calculus, deviations from general relativity and thus phenomenological implications. Indeed, [20], using the standard triangulation of the hypercubic lattice, computed the effect of these additional degrees of freedom onto the dynamics of the length metric. To leading order in the lattice constant, this effect can be summarized by a contribution to the action, which is of fourth order in the lattice constant (compared to zeroth order for the linearized Einstein-Hilbert term), quadratic in curvature and of sixth order in derivatives.

Here we will answer this question to the affirmative. We will consider a slightly more involved triangulation, namely one based on a hypercubic lattice where every hypercube is subdivided by a vertex placed in its centre. Despite featuring double as many variables per vertex as the standard triangulation of the hypercubic lattice, a number of issues simplify as compared to [20]. In particular, the Area Regge action is not singular on this triangulation, and correspondingly there are no hypercubical constraints.

The most crucial difference to the standard triangulation is that Area Regge calculus does now feature a sector, which can be interpreted in terms of area metrics. (This sector is suppressed by the hypercubical constraints in the standard triangulation.) In this sense the Area Regge action does provide also an action for area metrics.

These area metric degrees of freedom provide also the lowest order correction to the graviton action at leading order. This correction is now of second order in the lattice constant, and can be described by an additional term added to the Einstein Hilbert action, which is a quadratic contraction of the Weyl curvature tensor. We will leave the study of the phenomenological implications of this term for future work.

On the more technical side, in this work we will further develop a range of techniques, that facilitate the analysis of Length and Area Regge actions, as well as effective spin foam actions [2, 11], on large lattices. To showcase these techniques we will provide a Mathematica notebook [22], with which the calculations in this paper can be explicitly followed. The perturbative analysis of Regge actions started with the pioneering work [23]. In recent years these techniques have shown to be immensely useful for the exploration of holography and one-loop corrections and renormalization [26, 27] in discrete gravity. We expect that these techniques will be essential to understand the dynamics of spin foams and related approaches in the continuum limit [28].

---

1 The semiclassical limit for spin foams, which is described by the Area Regge action, can be equated with the limit of ‘large’ areas in a given triangulation. But the correction terms are already extremely small, if the areas reach around a hundred Planck units. One can thus assume an average lattice constant of around 10 Planck length. Considering the continuum limit for the Area Regge action on the lattice means that we consider a limit where the wavelength of gravitons is much larger than this lattice constant.

2 This mechanism has been predicted in the review [24], but apparently computers and computational techniques have not been sufficiently advanced at the time for a complete analysis.
This paper can be read independently from [20]. The results presented here rely on calculations for which we used the symbolic computation program Mathematica. We will present all the necessary steps for this computation in the main text and in the appendices, but, apart from the final result, will avoid stating the rather large matrices, appearing at the various stages of the calculation. Readers interested in following and verifying the calculations in more detail are referred to the Mathematica notebook [22] associated to this paper.

This paper is structured as follows: The next Section II considers kinematical aspects related to the Area Regge action. We will give the necessary background on Area Regge calculus (Section II A) and construct the expansion of the Area Regge action on the centrally subdivided lattice in Sections II B to II E. We then consider a set of variable transformations in Sections II F and II G. These partition the area variables into dynamically distinguished sets, including the length metric, as well as to the area metric fluctuations.

Section III will then analyze the effective dynamics for the length metric, which is induced by the Area Regge action. This effective action is determined by integrating out all additional degrees of freedom from the Area Regge action in Section III B. Different types of degrees of freedom showcase a different scaling behavior in the Area Regge action, see Section III C. This allows us to isolate the two leading terms in the effective action, which arise from the length and area metric degrees of freedom, respectively. We compute these terms in Section III A and III D. In Section III E we provide an astonishingly straightforward geometric interpretation of the correction term induced by the area metric.

We close with a summary and outlook in Section IV. This includes a comparison of the dynamics of Area Regge calculus on the centrally subdivided hypercubic lattice with the one on the standard triangulation of the hypercubic lattice.

The Appendices A to E include a number of techniques needed for the analysis of Area Regge calculus on regular lattices, as well as the definition of spin projections on the hypercubic lattice.

II. THE LINEARIZED AREA REGGE ACTION ON THE CENTRALLY SUBDIVIDED HYPER-CUBICAL LATTICE

In this section we will provide a short introduction to the Area Regge action (Section II A), and the necessary definitions and techniques to expand the Area Regge action on a regular lattice (Section II B to II E).

We will then partition the area variables on our lattice into sets which are either geometrically or dynamically distinguished, in Sections II F and II G. This will include a partitioning into a Plus and Minus sector in Section II F, with the Plus sector leading eventually to the area metric variables. The area metric variables contain as a subset the length metric variables, discussed in Section II G.

A. The Regge action

The Length Regge action [13] provides an approximation to the Einstein-Hilbert action on a triangulated manifold. The variables are given by the lengths associated to the edges of the triangulation. Equipped with these length data the triangulation can be understood as a piecewise linear and piecewise flat manifold. The Length Regge action for a four-dimensional triangulation is then given by

$$ S_{LR} = \frac{1}{\kappa} \sum_t A_t(L_e) \epsilon_t(L_e) , $$

where $A_t(L_e)$ denotes the area of the triangle $t$ and

$$ \epsilon_t(L_e) = 2\pi - \sum_{\sigma \supset t} \theta^\sigma_t(L_e) $$

is the deficit or curvature angle. $\theta^\sigma_t(L_e)$ is the dihedral angle between two tetrahedra sharing the triangle $t$ in the four-simplex $\sigma$, and we sum in (2.2) over all four-simplices sharing the triangle $t$.

The deficit angle $\epsilon_t(L_e)$ in Length Regge calculus measures the rotation that a vector undergoes, if parallel transported around a small loop in the plane orthogonal to the triangle $t$. For the definition of (Levi-Civita) parallel transport one uses the fact that two 4-simplices sharing a tetrahedron, and with a consistent length assignment, can be embedded isometrically into flat four-dimensional space. Thus one can pull-back the Levi-Civita parallel transport of the flat four-dimensional space, for each pair of four-simplices, to the triangulation. Parallel transporting from four-simplex to four-simplex around a triangle, one will nevertheless find a net-result, which is described by the deficit angle.
The variation of the Length Regge action with respect to the length variables leads to the equations of motion

\[ \sum_t \frac{\partial A_t}{\partial L_e} \epsilon_t^i(L_e) = 0. \tag{2.3} \]

These constitute a discretization of the vacuum Einstein equations, and thus admit curved solutions where \( \epsilon_t \neq 0 \).

The deficit angle \( 2.2 \) can be computed from the dihedral angles \( \theta_t^e(L_e) \), which are defined locally on the four-simplices. A given four-simplex \( \sigma \) has 10 edges and 10 areas, and therefore 10 length variables and 10 area variables. Locally in configuration space \(^4\) one can express the lengths of the four-simplex as functions of the areas \( L_e^e(A_t) \). This allows to express the dihedral angles of a given simplex \( \sigma \) in terms of the areas of this simplex \( \theta_t^e(A_t) = \theta_t^e(L_e^e(A_t)) \).

We can thus define a ‘deficit angle’ in terms of areas

\[ \epsilon_t^A(A_t) = 2\pi - \sum_{\sigma \supset t} \theta_t^e(A_t). \tag{2.4} \]

We would like to caution the reader, that ‘deficit angle’ is quite a misnomer: whereas the deficit angle in Length Regge calculus does measure curvature in a well defined sense, the deficit angle in Area Regge calculus measures rather a conglomerate of curvature and a shape mismatch between neighboring four-simplices \( 17, 29, 30 \).

This shape mismatch arises for the following reason: although we have the same number of area and length variables on a given simplex, gluing two simplices together along a tetrahedron (identifying the length variables on its 6 edges and the area variables on its 4 triangles), we do have 16 area variables but only 14 length variables. Indeed, generically, the area variables for the two four-simplices will induce different lengths for the edges of the shared tetrahedron. The two additional variables can be understood to describe differences between the three-dimensional dihedral angles in the tetrahedron, as induced by the area assignments to the two four-simplices \( 29 \).

Given, that we can define deficit angles in terms of areas, we can also express the Regge action purely in term of areas

\[ S_{AR} = \frac{1}{\kappa} \sum_t A_t \epsilon_t^A(A_t). \tag{2.5} \]

This defines Area Regge calculus \( 12, 29 \). Area Regge calculus is based on a much more general configuration space than Length Regge calculus: we have discussed above, that two neighboring four-simplices share a generically shape-mismatched tetrahedron, and are, contrary to the situation in Length Regge calculus, not anymore embeddable into flat space.

Varying the Area Regge action \( 2.5 \) with respect to the areas one obtains the equations of motion

\[ \epsilon_t^A(A_t) = 0, \tag{2.6} \]

which demand that the (Area Regge calculus) deficit angles vanish. Despite these seemingly simple equations of motion, there are propagating degrees of freedom: Using the techniques of \( 31 \) one can count the propagating degrees of freedom in local time evolution steps, and there are many more\(^5\) than in Length Regge calculus \( 29 \).

Using a regular lattice, we will also find here that we have many more degrees of freedom in Area Regge calculus than in Length Regge calculus. But many of the Area Regge calculus degrees of freedom will be massive. In fact we will find that Area Regge calculus and Length Regge calculus have the same number of massless degrees of freedom. In both cases these can be identified with the length metric.

**B. The centrally subdivided hypercubical lattice**

Here we will consider a background geometry given by flat Euclidean 4D space. The triangulation will be based on a regular hypercubic lattice with lattice vectors

\[ e_0 = \lambda(0, 0, 0, 1), \quad e_1 = \lambda(0, 0, 1, 0), \quad e_2 = \lambda(0, 1, 0, 0), \quad e_3 = \lambda(1, 0, 0, 0). \tag{2.7} \]

---

\(^3\) The Schlafi identity \( \sum_{t \in \sigma} A_t \delta \theta_t^e = 0 \), which holds for all variations \( \delta \) of the geometry of the four-simplex \( \sigma \), ensures that terms, which involve variations of the deficit angles \( \epsilon_t \) cancel out.

\(^4\) The functions \( L_e^e(A_t) \) are multi-valued as area squares are quadratic functions of the length squares, and one thus encounters a number of root choices in the inversion process. The first order formulation of Area Regge calculus \( 29 \) provides a formalism where this issue is circumvented, but leads to the same dynamics as the second order action \( 2.5 \).

\(^5\) Here a propagating degree is meant to be opposed to a gauge degree of freedom or a constraint degree of freedom. For a time evolution step at a vertex adjacent to \( n \) edges, Length Regge calculus has \( (n - 4) \) propagating degrees of freedom whereas Area Regge calculus has \( (3n - 10) \) propagating degrees of freedom.
where \(\lambda\) is the lattice constant. We apply a periodic identification, so that we obtain a 4-torus with \(N^4\) hypercubes, where \(N\) can be an arbitrarily large number.

Each hypercube will be triangulated in the same way. To explain this triangulation, we will be using a binary notation as employed in [20] [23] [32]. Given the hypercube spanned by the vectors (2.7) we interpret the coordinates of the hypercube’s vertices as binary numbers. These provide us with the labels for the lattice’s vertices: \(v_0 = \lambda(0, 0, 0, 0), v_1 = \lambda(0, 0, 0, 1), v_2 = \lambda(0, 0, 1, 0), v_3 = \lambda(0, 1, 0, 0)\) and so on. In the following, we will often refer to vertices by their labels \(v_0 = \{0\}, v_1 = \{1\}\), and to simplices or more general building blocks by their vertex sets, e.g. \(\{0, 3\}\) describes the edge between the vertices \(\{0\}\) and \(\{3\}\). We will order the labels for a given simplex from smallest to largest. With hypercuboid at vertex \(\{X\}\) we mean the hypercuboid whose vertex with the smallest numerical value is given by \(\{X\}\).

The work [20] considered the so-called standard triangulation [32] of the hypercube, which was also used for the extraction of the continuum dynamics from Length Regge calculus in [23]. Figure 1 shows the standard triangulation of the three-dimensional boundary as in the standard triangulation of the hypercube. This also means that we can glue parallel boundary cubes agree with each other. (This is different for the minimal hypercubes triangulated in this way directly to each other, as the triangulations of hypercubes triangulated in this way directly to each other, as the triangulations of hypercubes are pairwise different and can take values 0, 1, 2 or 3. All of these four-simplices are isometric in the embedding into flat space defined by the lattice vectors (2.7) and contain the hyperdiagonal edge \(\{0, 15\}\). The hyperdiagonal edge is the hypothenuse for all the triangles it is shared with. Thus the derivative of the triangle areas with respect to the length of the hyperdiagonal, evaluated on the background geometry, vanishes. This leads to a singular structure for the expansion of the Area Regge action, which requires the inverse of the area-length derivatives. The work [20] dealt with this issue by introducing a tilting on the background geometry, vanishes. This leads to a singular structure for the expansion of the Area Regge action, which suppresses a part of the area degrees of freedom in the \(s \to 0\) limit.

Here we are looking for a triangulation of the hypercubic lattice, which does not lead to hypercubical constraints. In the standard triangulation it is the presence of the hyperdiagonal which leads to these constraints. One might therefore hope that avoiding triangulations which include the hyperdiagonal, will also avoid hypercubical constraints. However the minimal triangulation of the hypercube [32], which consists of 16 four-simplices and does not feature the hyperdiagonal, does nevertheless lead to hypercubical constraints.

An alternative option to avoid the hyperdiagonal is to use a triangulation of the hypercube with more four-simplices than the standard one. To construct such a triangulation for the hypercube, we choose to have the same triangulation of its three-dimensional boundary as in the standard triangulation of the hypercube. That is the triangulation of each of the eight cubes is given by the standard triangulation for a three-dimensional cube [32], which consists of 6 tetrahedra, see Figure 1.

Each of the \(8 \times 6 = 48\) tetrahedra in the boundary of the hypercube is then connected to a vertex in its centre (given by the coordinates \(m_0 = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2})\) for the hypercube at \(\{0\}\)), leading to 48 four-simplices. This defines our triangulation of the hypercube. By construction, it has the same three-dimensional boundary as the standard triangulation of the hypercube. This also means that we can glue hypercubes triangulated in this way directly to each other, as the triangulations of parallel boundary cubes agree with each other. (This is different for the minimal triangulation, where the orientations of (body-) diagonals differs between the parallel cubes of a given hypercube. Note also, that introducing an inner vertex for the minimally triangulated hypercube, in the same way as for the standard triangulation, does still lead to hypercubical constraints.)

This triangulation of the hypercube featuring a central vertex consists of 48 four-simplices, 48 tetrahedra in the boundary and 96 tetrahedra in the bulk, 96 triangles in the boundary and 64 triangles in the bulk, 64 edges in the boundary and 16 edges in the bulk.

The four-simplices are all isometric to each other in the background geometry. The edge length squares in the background geometry are given by

\[
L^2 = \lambda^2 \times (1, 1, 2, 3, 1, 1, 2, 1, 1, 1). \tag{2.8}
\]

where, for the edges of the four-simplex \(\{0, 1, 3, 7, m_0\}\), we used the ordering:

\[
\{\{0, 1\}, \{0, 3\}, \{0, 7\}, \{0, m_0\}, \{1, 3\}, \{1, 7\}, \{1, m_0\}, \{3, 7\}, \{3, m_0\}, \{7, m_0\}\}.
\]

![FIG. 1: Triangulation of the boundary cube \(\{0, 1, 2, 3, 4, 5, 6, 7\}\). The triangles of the tetrahedron \(\{0, 1, 3, 7\}\) are shown in different shades of red.](image-url)
C. The Area Regge Hessians for the four-simplices

We can compute the linearized Area Regge action for the lattice by computing the Area Regge Hessian for each four-simplex, and then sum the contributions coming from all four-simplices. We will use fluctuation variables \( \alpha_t \) associated to a triangle \( t \) defined by \( A_t^2 = \Lambda_t^2 + \alpha_t \), where \( \Lambda_t^2 \) is the background value of the squared area for the triangle \( t \). On a background with vanishing deficit angles the quadratic part of the action is given by

\[
S^{(2)}_{AR} = \frac{1}{2\kappa} \sum_{t,t'} \alpha_t H_{tt'} \alpha_{t'}
\]

with \( \kappa = 8\pi G/c^3 \) and where \( J^\sigma_{tt'} = \partial A^2 / \partial L^2 \) is the Area-Length Jacobian, formed from the lengths square derivatives of the area squares, and associated to the simplex \( t \). Importantly, the Hessian is given by a sum over the four-simplices. We can thus compute the Hessian separately for each simplex, and then sum the contributions over all four-simplices in the lattice.

The derivatives \( \partial L / \partial L^2 \) can be computed for a general four-simplex [33] and evaluated for the background geometry of the four-simplices. The same holds for the matrix of area squares – length square derivatives. For the lattice at hand, these Jacobians will be invertible, that is not feature null-vectors. We will therefore avoid the appearance of hyper-cubical constraints [20].

The Hessian \( H^\sigma \) for a four-simplex in our triangulation can be evaluated to

\[
H^\sigma = -\frac{1}{3\lambda^6} \left( \begin{array}{cccccccc} 0 & 0 & 0 & 3 & -12 & 12 & -6 & 0 \\ 0 & 3 & -6 & -6 & 12 & -6 & -6 & 0 \\ 0 & -6 & 12 & -6 & 12 & 0 & 0 & 0 \\ 0 & -6 & 12 & -6 & -6 & -6 & -6 & 0 \\ -12 & 12 & -6 & 12 & -6 & 24 & -18 & 0 \\ 12 & -6 & 0 & -6 & 12 & -6 & -12 & 0 \\ -6 & 3 & 0 & 0 & 12 & -6 & 0 & -12 \\ 0 & 6 & 0 & -6 & 0 & 0 & 0 & -12 \\ -6 & 0 & 0 & 0 & 0 & 0 & 0 & -12 \\ 
\end{array} \right)
\] (2.10)

To state the labelling of the rows and columns of \( H^\sigma \), we pick the simplex \( \sigma = \{0, 1, 3, 7, m_0\} \). We then use the following ordering for its triangles:

\[
\{\{0, 1, 3\}, \{0, 1, 7\}, \{0, 1, m_0\}, \{0, 3, 7\}, \{0, 3, m_0\}, \{0, 7, 16\}, \{1, 3, 7\}, \{1, 3, m_0\}, \{1, 7, m_0\}, \{3, 7, m_0\}\}
\]

This Hessian \( H^\sigma \) has one null null vector \( n_\sigma \) given by

\[
(n_\sigma)^T = \Lambda^2 = \lambda^4 \times \left( \begin{array}{cccc} 1/4 & 1/2 & 1/2 & 1/2 \\ 1/2 & 1/2 & 1/4 & 1/2 \\ 1/2 & 1/4 & 1/4 & 1/2 \\ 1/2 & 1/4 & 1/2 & 1/4 \\ 
\end{array} \right),
\] (2.11)

where we denote with \( n^T \) the transpose of a vector \( n \). The entries coincide with the area squares of the triangles of the simplex, in the background geometry. The null vector \( n_\sigma \) describes therefore a scaling symmetry. This global scaling symmetry is also present for the non-perturbative Area Regge action. But the scaling symmetries for the Hessians of the four-simplices lead also to a local symmetry. [33] shows that the scaling symmetries for the simplex Hessians are the building blocks for the (linearized) diffeomorphism symmetries of the lattice Hessian.

The Hessian for the Area-Regge action can be also calculated by an alternative method, which is detailed in [29]. It uses derivatives of the determinant of the Angle Gram matrix associated to the four-simplex with respect to its dihedral angles, and derives from the first order formulation of Area Regge Calculus [20].

D. The Area Regge Hessian for the hypercube

The Hessians for the four-simplices \( \sigma \) in a given hypercube \( C \)

\[
H^\sigma_{tt'} = -\sum_{\sigma} \sum_{\epsilon \in \sigma} \frac{1}{2A_{t,\epsilon}} \partial \theta_t (J^\sigma)_{\epsilon t'}^{-1}
\]

(2.12)
can be summed and give the Hessian for this hypercube: \( H^C_{tt'} = \sum_{\sigma \in C} H^\sigma_{tt'} \). The associated quadratic action can be split into bulk-bulk, boundary-boundary and bulk-boundary contributions:

\[
S^C = \frac{1}{2\kappa} \left( \sum_{t,b \in B(C)} \alpha_t H^C_{tt'} \alpha_{t'} + \sum_{t,b \in T(C)} \alpha_t H^C_{tt'} \alpha_{t'} + \sum_{t \in B(C), t' \in T(C)} \alpha_t H^C_{tt'} \alpha_{t'} + \sum_{t \in T(C), t' \in B(C)} \alpha_t H^C_{tt'} \alpha_{t'} \right)
\] (2.13)
where we denote with $\mathcal{B}(\mathbf{C})$ the boundary and with $\mathcal{I}(\mathbf{C})$ the interior of the hypercube $\mathbf{C}$.

We have 96 boundary triangles and 64 bulk triangles, that is overall 160 variables for the Area Regge action associated to the hypercube. But we can reduce the number of variables to the 96 associated to the boundary triangles by integrating out the variables associated to the bulk triangles.

That is, we aim to define an effective action

$$S^{C'} = \frac{1}{2\kappa} \sum_{t_b, t'_b \in \mathcal{B}(\mathbf{C})} \alpha_{t_b} H_{t_b t'_b}^{C'} \alpha_{t'_b},$$  \hspace{1cm} (2.14)

which only involves the variables associated to the boundary of the hypercube. The Hessian matrix describing the effective action is in principle given by

$$H_{t_b t'_b}^{C'} = H_{t_b t'_b}^{C_{bb}} - \sum_{t_j, t'_j \in \mathcal{I}(\mathbf{C})} H_{t_j t'_j}^{C_{ii}} (H_{t_b t'_b}^{C_{ii}})^{-1} H_{t'_b t'_b}^{C_{bb}}.$$  \hspace{1cm} (2.15)

But $H_{C_{ii}}$ is not invertible: it has four null vectors $n^j, j = 0, \ldots, 3$ that correspond to the expected diffeomorphism symmetry $^{23}^{29}^{34}$, associated to the central vertex of the hypercube. By adding zero’s for all entries labelled by boundary triangles $t_b$, we can extend these four null vectors to null vectors of the full Hessian $H_{C_{ii}}$. That is the four null vectors are also null vectors for $H_{C_{ii}}$. The issue of non-invertibility can therefore be dealt with by adding to $H_{C_{ii}}$ a (gauge fixing) term

$$\mathcal{G}_{t, t'} = \sum_{j=0, \ldots, 3} \beta_j (n^j)_{t} (n^j)_{t'},$$  \hspace{1cm} (2.16)

where $\beta_j$ are non-vanishing, but otherwise arbitrary gauge parameters. The matrix $H_{C_{ii}} + \mathcal{G}$ is then invertible, and we can use this inverse to compute the Hessian (2.15) for the effective action. Because the $n^j$ are also null vectors for $H_{C_{ii}}$, the effective Hessian will not depend on the gauge parameters $\beta_j$.

Note that this procedure of integrating out the bulk area squares can be also understood in terms of decoupling a certain set of variables $^{20}$. These variables are basically given by the variations of the action with respect to the bulk area squares. These amount to (a rescaling of) the deficit angles of Area Regge calculus. Thus integrating out the bulk triangles, imposes that these deficit angles associated to triangles in the bulks of the hypercubes, vanish in average.

The Hessian $H_{C'}$ for the effective action for the hypercube is a 96 × 96 matrix, and still somewhat unwieldy. Going to the lattice and using a lattice Fourier transform, we can describe the dynamics in terms of a 36 × 36 momentum dependent Hessian matrix, whose construction we will describe next.

E. The (effective) Area Regge Hessian on the lattice and Fourier transform

To obtain the action for the entire lattice we can sum the contribution from each of its hypercubes:

$$(S')^{(2)}_{AR} = \sum_{C} \sum_{t, t'} \alpha_t H_{t t'}^{C'} \alpha_{t'} = \sum_{\nu, \nu'} \sum_{t \in \mathcal{V}} \alpha_t(\nu) H_{\nu \nu'}(\nu, \nu') \alpha_{t'}(\nu').$$  \hspace{1cm} (2.17)

As we integrated out the bulk variables from each hypercube, we include in the first double sum in (2.17) only triangles $t, t'$ that are in the boundary of some hypercube. Such triangles are normal (in the background geometry) to either of the lattice vectors $e_j, j = 0, \ldots, 3$.

In the second equation in (2.17) we just reorganized the sum. To this end we associated each triangle $t = \{X, Y, Z\}$, where $X < Y < Z$, to the vertex $X$. We identified this vertex $X$ with its lattice coordinates $\nu \equiv (\nu_3, \nu_2, \nu_1, \nu_0) \in \mathbb{N}^4$. As explained in Section II B, $X$ arises from interpreting the $\nu$–coordinates as binary number $X = \sum_{j=0}^{4} \nu_j 2^j$. The triangles associated to a vertex $X$ are all included in the boundary of the hypercube at $X$, but not all of the triangles in the hypercube’s boundary are associated to the vertex $X$. There are 36 triangles associated to a given vertex $\nu$ and thus an associated set of 36 variables $\{\alpha_t(\nu)\}_{t \in \mathcal{V}}$ for each vertex $\nu$.

In the following we introduce a new label for the triangles $\tilde{t}$, which identifies the triangles associated to a given vertex $\nu$, and thus takes on 36 values. This new label $\tilde{t}$ can be obtained from quotienting the original labels $t \equiv (X, Y, Z)$ by an equivalence relation, given by $(X, Y, Z) \equiv (X', Y', Z')$ if $X = X' + z, Y = Y' + z$ and $Z = Z' + z$ for a $z \in \mathbb{Z}$. We can now uniquely identify each triangle $t$ in the lattice, which is in the boundary of some hypercube, by the index pair $(\nu, \tilde{t})$, and can thus label our variables as $\alpha_{\tilde{t}}(\nu)$. 
This allows us to define a lattice Fourier transform for the variables given by
\[
\alpha_{\tilde{t}}(\nu) = \frac{1}{\sqrt{N^4}} \sum_k \exp(i \Lambda \sum_{j=0}^3 k_j \cdot \nu_j) \alpha_t(k) .
\] (2.18)

Here we introduced the momentum variables \( k \equiv (k_3, k_2, k_1, k_0) \) with \( k_i = 2\pi K_i/(N\lambda) \) and \( K_i = 0, 1, \ldots, N - 1 \) for \( i = 0, 1, 2, 3 \). We will set \( \Lambda \) eventually equal to the background lattice constant \( \lambda \). We will keep \( \Lambda \) for now, as it allows us to count the powers of the momenta \( k \) in a given expression. The continuum limit will be defined as \( \lambda \to 0, N \to \infty \) so that \( N\lambda \) remains constant.

This Fourier transform allows us to encode the Hessian as a 36 × 36 momentum-dependent matrix \( H_{\nu'\nu}(k') \), defined by
\[
(S^{(2)}_{AR}) = \sum_{\nu,\nu'} \alpha_{\tilde{t}}(\nu) H_{\tilde{t}t}(\nu, \nu') \alpha_{\tilde{t}}'(\nu') = \sum_{k,k',t,t'} \alpha_t(k) H_{\tilde{t}t}(k') \delta^{(4)}_{-k,-k'} \alpha_{\tilde{t}}'(k') ,
\] (2.19)

where \( \delta^{(4)}_{-k,-k'} = \delta_{-k_0,k'_0} \cdots \delta_{-k_3,k'_3} \). For instance, a term \( \delta^{(4)}_{-\nu,\nu'} \) in \( H(\nu, \nu') \) Fourier transforms to 1 in \( H(k') \), and a term \( \delta^{(4)}_{\nu,\nu',\nu''} \) Fourier transforms to \( (\omega_{\sigma})^{\pm 1} := \exp(\pm i \Lambda \sum_{j=0}^3 k'_j \rho_j) \). Thus, the matrix entries of \( H(k') \) are functions of the \( \omega_{\sigma} \) and thus the \( k'_j \). We can expand the \( (\omega_{\sigma})^{\pm 1} \) factors in \( \Lambda \). This leads to an expansion of \( H(k') \) in positive powers of \( \Lambda \). The coefficient of \( \Lambda^n \) is a homogeneous polynomial of degree \( n \) in the momenta \( k'_j, j = 0, \ldots, 3 \).

The \( \Lambda^0 \)-coefficient of \( H_{\tilde{t}t}(k') \) can be understood to define a mass matrix for the variables \( \alpha_t(k') \). This mass matrix scales with a homogeneous pre-factor \( \lambda^{-6} \), indicating that all modes with a non-vanishing eigenvalue with respect to this mass matrix are getting very massive and their propagation will therefore be suppressed in the continuum limit.

The mass matrix, given by the \( \Lambda^0 \)-coefficient of \( H_{\tilde{t}t}(k') \), has 26 non-vanishing eigenvalues and 10 null vectors. We will see that we can identify the 10 null vectors with the 10 degrees of freedom in the length metric. To make this behavior more transparent, we will perform a splitting of the variables into various sets. The corresponding blocks of the Hessian matrix will show different scaling behavior in \( \Lambda \). But one can also argue for such a split based on the geometric interpretation of the variables.

### F. Transformation to Area metric variables

Here we will define further variable transformations and then define four different sets of variables. We will see that these different sets of variables will lead to different scaling behavior of the associated Hessian blocks in \( \Lambda \). A similar type of transformation has been already used for the standard triangulation of the hypercubical lattice in [20].

The first transformation is motivated by the hope to identify a sector that describes the dynamics of an area metric [7] [8]. An area metric measures the areas of parallelograms and the dihedral angles between these. But here we are using the area of triangles, not of parallelograms. We therefore define two types of variables: the first type \( \alpha^+ \) are given by sums of area square fluctuations associated to two triangles in the same plane, and the second type \( \alpha^- \) as differences thereof. Whereas \( \alpha^+ \) measures the area of the quadrilateral formed by the two triangles, \( \alpha^- \) provides one measure of how much this quadrilateral deviates from a parallelogram.

To detail this transformation we introduce the following notation for the triangles \{\(Y, Y', Y''\)\} associated to a given vertex \{\(Y\)\}. To identify parallel triangles associated to different vertices we translate them all to \{\(0\)\}, and use the label \{\(0, Y' - Y, Y'' - Y\)\}. We then have two types of triangles in the boundary of the hypercubes, as are illustrated in Figure 2.

- Triangles in a plane spanned by two of the lattice vectors \{\(e_0, \ldots, e_3\)\}. These are of the form \{\(0, 2^i, 2^j + 2^i\)\}, where \(i, j = 0, \ldots, 3\) and \(i \neq j\). There are 12 such triangles. We can form 6 pairs of triangles in the same plane, these are given by \{\(\{0, 2^i, 2^j + 2^i\}, \{0, 2^i, 2^j + 2^i\}\)\}, where now \(i < j\).

- Triangles in a plane spanned by three of the lattice vectors \{\(e_0, \ldots, e_3\)\}. There are 24 such triangles, from which we can again define 12 pairs formed by triangles situated in the same plane. These pairs are given by \{\(\{0, 2^i, 2^j + 2^k + 2^k\}, \{0, 2^i, 2^j + 2^k + 2^k\}\)\}, where \(i, j, k = 0, \ldots, 3\) and are mutually different. (Note that exchanging \(j\) and \(k\) defines the same pair of triangles.)

![FIG. 2: A triangle pair \((1, 2) \equiv \{(0, 1, 3), (0, 2, 3)\}\) of the first type, in blue, and a pair \((2, 5) \equiv \{(0, 2, 7), (0, 5, 7)\}\) of the second type, in purple.](image-url)
We define the variables $\alpha^+$ and $\alpha^-$ as sums and differences of the area square fluctuations, associated to these pairs of triangles:

$$
\alpha^+_{(X,X')} = \frac{1}{\sqrt{2}} \left( \omega_X^{-1} \alpha_{(0,X,X+X')} + \omega_X^{-1} \alpha_{(0,X',X+X')} \right),
$$

$$
\alpha^-_{(X,X')} = \frac{1}{\sqrt{2}} \left( \omega_X^{-1} \alpha_{(0,X,X+X')} - \omega_X^{-1} \alpha_{(0,X',X+X')} \right),
$$

(2.20)

where we consider pairs $(X, X')$ with $X = 2^i$ and $X' = 2^j$, in which case we assume $i < j$, as well as pairs with $X = 2^i$ and $X' = 2^j + 2^k$ for $i, j, k = 0, \ldots, 3$ and mutually different, but we do not assume that $i < j$ or $i < k$.

The momentum factors $\omega_X$ with binary label $X = \sum_i b_i 2^i$ are given by $\omega_X = \exp(i \Lambda \sum_{j=0}^3 b_j k_3)$. The $\omega$-factors define lattice shifts and thus specify which two triangles in a given plane we consider, namely $\{-X,0,X'\}$ and $\{-X',0,X\}$ respectively. (These two triangles do not form a quadrilateral, but the remaining object can be considered to be centered at \{0\}.) This choice of $\omega$-factors above does simplify the momentum dependence of the length square fluctuations expressed in terms of these new variables. We will see that this will allow us to define projectors which specify the area-lengths constraints, and do not contain a momentum dependence, if expressed in this new basis. (The fluctuations expressed in terms of these new variables. We will see that this will allow us to define projectors which specify the area-lengths constraints, and do not contain a momentum dependence, if expressed in this new basis. (The same $\omega_X$ and $\omega_{X'}$ factors were used in [20], where these led to projectors on the hypercubical constraints without a momentum dependence.) Having matrices without a momentum dependence can hugely simplify the calculations, e.g. when having to invert a (large) matrix.

We can write the transformation of variables defined in (2.20) in a condensed notation as

$$
\alpha = \mathbb{P} \cdot \left( \begin{array}{c} \alpha^+ \\ \alpha^- \end{array} \right) = \left( \begin{array}{c} P^+ \\ P^- \end{array} \right) \cdot \left( \begin{array}{c} \alpha^+ \\ \alpha^- \end{array} \right)
$$

(2.21)

where $P^+, P^-$ denote $18 \times 36$ (momentum dependent) matrices and $\mathbb{P}$ is a unitary matrix. Let us remark that there is an arbitrariness in the choice of signs for the differences $\alpha^+_{(X,X')}$. Hessian blocks and projectors involving the $\alpha^-$ variables might depend on this choice. But we will see that the $\alpha^-$ variables will not contribute to the leading and next to leading order in the effective action describing the dynamics of the length metric degrees of freedom.

We thus separate our variables $\{\alpha^+_{(k)}\}$ into two sets $\{\alpha^+_{(X,X')}\}$ and $\{\alpha^-_{(X,X')}\}$. We will refer to these two sets as Plus and Minus sector respectively. We will see below that the Hessian blocks with respect to these two sectors exhibit different scaling behavior in $\Lambda$, that is these two sectors are distinguished by the dynamics.

For the Plus sector we can now interpret the variables as area square fluctuations associated to planes and we can aim to define a transformation to variables which can be interpreted as area metric fluctuations. To keep the same index structure for the Plus and Minus sector, we will apply the same transformation to the Minus sector.

Let us first say a few words about the area metric [7][8]. In the same way as the length metric $g$ measures the lengths of vectors and angles between vectors, the area metric $G$ measures the areas of parallelograms (spanned by two vectors) and dihedral angles between these parallelograms. We can denote the parallelograms spanned by two vectors $a$ and $b$ by the wedge product $a \wedge b$. We can define $6$ parallelograms, which are spanned by pairs of basis (lattice) vectors, and which we can denote by indices $(ij) \equiv e_i \wedge e_j$ with $i < j$ and $i, j = 0, \ldots, 3$. For notational convenience we will also allow indices $(ij)$ with $j < i$ with the identification $e_i \wedge e_j = -e_j \wedge e_i$. The area metric is a symmetric, bi-linear form on the space of parallelograms and its components $G_{(ij)(km)}$ therefore define a symmetric matrix with respect to the double-indices. The area metric has thus $21 = 6 \times 5/2 + 6$ independent components.\(^6\)

We do however have only 18 variables in the Plus and Minus sector, respectively. Indeed, as we integrated out triangles in the bulk of the hypercubes, we are missing all entries of the Area metric which involve two planes that span the entire four-dimensional space. This accounts for the 3 missing independent components $G_{(01)(23)}, G_{(02)(13)}, G_{(03)(12)}$. We can nevertheless interpret our result in terms of the Area metric, if we assume likewise that the 3 missing components have been integrated out.

The transformation between the area metric components and the area squares of the basic parallelogram follows

\(^6\) One can furthermore demand the cyclicity condition $G_{(ij)(kl)} + G_{(ik)(jl)} + G_{(il)(jk)} = 0$, as done in [7]. If all other (anti-)symmetry requirements are satisfied, one obtains only one further independent equation for the components, namely $G_{(01)(23)} + G_{(02)(13)} + G_{(03)(12)} = 0$. Thus, imposing cyclicity, the area metric has 20 independent components and the area metric at a fixed space-time point constitutes a 20-dimensional irreducible representation space for $\text{SL}(4,\mathbb{R})$. This requirement is however dropped in other works on the area metric, e.g. [8]. Note that the area metric has the same set of algebraic symmetries as the Riemann tensor — the cyclicity condition corresponds to the so-called algebraic Bianchi identity for the Riemann tensor.
from the bi-linearity of the area metric

\[ A^2(e_i \wedge e_j) = G(e_i \wedge e_j, e_i \wedge e_j) = G_{(ij)(ij)} \]
\[ A^2(e_i \wedge (e_j + e_k)) = G(e_i \wedge (e_j + e_k), e_i \wedge (e_j + e_k)) = G_{(ij)(ij)} + 2G_{(ij)(ik)} + G_{(ik)(ik)} \]  

(2.22)

where we denote with \( A^2(a \wedge b) \) the area square of the parallelogram spanned by the vectors \( a \) and \( b \). Now we can expand the area squares and area metric variables into background (denoted by bold letters) and perturbations (denoted by small greek letters) \( A^2 = A^2 + \alpha \) and \( G = G + \gamma + \mu \), and we identify

\[ \alpha(e_i \wedge e_j) \equiv \alpha_{(2i,2j)}^+ \quad \text{for} \quad i < j , \]
\[ \alpha(e_i \wedge (e_j + e_k)) \equiv \alpha_{(2i,2j+2k)}^+ \quad \text{for} \quad i \neq j, k \quad \text{and} \quad j < k . \] 

(2.23)

Equation (2.22) does then define a transformation between the fluctuations of the area squares \( \alpha^+(X, X') \), defined in (2.20), and the fluctuations \( \gamma_{(ij)(km)} \) of the area metric, given by

\[ \alpha_{(2i,2j)}^+ = A_{(ij)(ij)}^+ \quad \text{with} \quad i < j \]
\[ \alpha_{(2i,2j+2k)}^+ = A_{O(ij)O(ij)}^+ + A_{O(ij)O(ik)}^+ + 2A_{(ij)(ik)}^+ \quad \text{with} \quad i \neq j, k \quad \text{and} \quad j < k . \] 

(2.24)

Here we indicate with \( O(ij) \) the ordered index pair. We therefore work with the following set of independent area metric fluctuations

\[ \{ A_{(01)(01)}^+, A_{(02)(02)}^+, A_{(03)(03)}^+, A_{(12)(12)}^+, A_{(13)(13)}^+, A_{(23)(23)}^+, A_{(01)(02)}^+, A_{(02)(03)}^+, A_{(03)(01)}^+, A_{(10)(12)}^+, A_{(10)(13)}^+, A_{(12)(13)}^+, A_{(20)(21)}^+, A_{(20)(23)}^+, A_{(21)(23)}^+, A_{(30)(31)}^+, A_{(30)(32)}^+, A_{(31)(32)}^+ \} . \]

(2.25)

For later use we will introduce the abstract index \( B \) which can take values \( B = (01)(01), (02)(02), \ldots, (31)(32) \). We define the same transformation as in (2.24) for the Minus sector by replacing the \( + \)-super-index with the \( - \)-super-index everywhere. In (condensed) matrix notation we have

\[ \left( \begin{array}{c} \alpha^+ \\ \alpha^- \end{array} \right) = A^M \cdot \left( \begin{array}{c} A_{\mu^+} \\ A_{\mu^-} \end{array} \right) = \left( \begin{array}{cc} A^M & 0 \\ 0 & A^M \end{array} \right) \cdot \left( \begin{array}{c} A_{\mu^+} \\ A_{\mu^-} \end{array} \right) \] 

(2.26)

where \( A^M \) is a 18 \( \times \) 18 matrix (which does not depend on the momenta \( k \)), see Appendix B. Note that \( A^M \) is not a unitary matrix.

The Fourier transformed lattice Hessian can be expressed in the \( (A_{\mu^+}, A_{\mu^-}) \) basis as

\[ H^{A_{\mu^+}}(k') = A^M_T \cdot P_k (-k') \cdot H(k') \cdot P_k (k') \cdot A^M \] 

(2.27)

where \( A^T \) denotes the transpose of the matrix \( A \).

Expanding the transformed Hessian in powers of \( \Lambda \), we see that the Hessian has different scaling behavior in the Plus- and Minus-sector:

- The zeroth order coefficient of the Hessian decouples the Plus and Minus sector. There are 10 null vectors in the Plus-Plus block, whereas all eigenvalues of the Minus-Minus block are non-vanishing. We will see below that the null space of the Plus-Plus block is spanned by the length square fluctuations projected to the Plus sector.

- More generally, the diagonal blocks, that is the Plus-Plus block and the Minus-Minus block contain only even powers in \( \Lambda \) (and therefore in \( k \)) and the non-diagonal blocks only odd powers in \( \Lambda \) (and therefore in \( k \)).

G. Identification of Length metric degrees of freedom

We will proceed by defining yet another transformation, which isolates the projections to the Plus and Minus sector of the length square fluctuations. We will again see below, that the Plus part of the length square fluctuations is dynamically distinguished.
Consider a geometry for the lattice defined by the length squares of its edges \( L_e^2 \). A perturbation of the length square of a given edge to \( L_e^2 = \mathbf{L}_e^2 + \delta \) will, to lowest order, induce a perturbation \( A_t^2 \approx \mathbf{A}_t^2 + (\ell_e) t \delta \) for the area squares where

\[
(\ell_e)_i = \frac{\partial A_t^2}{\partial L_e^2} \bigg|_{L_e^2 = \mathbf{L}_e^2} ,
\]

(2.28)
defines the components of a vector describing the area square fluctuations induced by a change of the length square of \( e \). Here we can write the label for the triangles as \( t = (\nu, \ell) \), where \( \nu \) denotes a vertex and \( \ell \) labels the 36 triangles which are associated to this vertex and \( \ell \) in the boundary of the hypercube associated to this vertex. Likewise we can write \( e = (\nu, \bar{e}) \), where \( \bar{e} \) labels the 14 edges associated to \( \nu \) and are in the boundary of this hypercube associated to this vertex. These 14 edges are given by the 4 edges parallel to the principal axis vectors \( e_i \) (e.g. for the vertex \( \nu = \{ 0 \} \) the edges \( \{ 0, 2^i \} \)), 6 edges parallel to the face diagonals \( e_i + e_j \) (i.e. the edges \( \{ 0, 2^i + 2^j \} \)), and 4 edges parallel to the body diagonals \( e_i + e_j + e_k \) (i.e. the edges \( \{ 0, 2^i + 2^j + 2^k \} \) ), where \( i, j, k = 0, \ldots, 3 \) and \( i, j, k \) are mutually different. However, in our lattice background geometry, a given body diagonal is the hypothesis for all the triangles (in the boundary of some hypercube), it is contained in. Thus \( \partial A_t^2(\nu, \ell)/\partial L_e^2(\nu', \bar{e}) \) is vanishing, if \( \bar{e} \) denotes a body diagonal. The lengths fluctuations \( \ell_{\nu, \bar{e}} \) therefore lead to only 10 independent combinations of area square fluctuations. In the following we will restrict the index \( \bar{e} \) to label the principal axes and the face diagonals. Fortunately, these 10 variables are necessary and sufficient to construct the length metric fluctuations.

We can express the (Fourier transformed) \( (\ell_{\bar{e}}(k')) \) in the \((A^+_{\nu}, A^-_{\nu})\) basis and obtain

\[
\ell_{\bar{e}}^{A_{\nu}}(k') = (\mathbb{H})^{-1} \cdot (\mathbb{P}(k'))^{-1} \cdot \ell_{\bar{e}}(k') ,
\]

(2.29)

It turns out that the components of \( \ell_{\bar{e}}^{A_{\nu}}(k') \) for a given \( \bar{e} = \{ 0, X \} \) have a simple momentum dependence: For the Plus sector this is given by the factor \((1 + \omega_X^{-1})\), which includes a \( \Lambda_0^0 \) term. For the Minus sector this is given by the factor \((1 - \omega_X^{-1})\), which is of order \( \Lambda_1 \). (Note that this feature does depend on the particular choice of \( \omega \) factors made in (2.20).)

That is we can write

\[
\ell_{0,X}^{A_{\nu}}(k') = (\omega_X^{-1} + 1)(k') \ell_{0,X}^{A_{\nu}+} + (\omega_X^{-1} - 1)(k') \ell_{0,X}^{A_{\nu}-}
\]

(2.30)

where \( X = 2^i \) or \( X = 2^i + 2^j \), and the components \( \ell_{0,X}^{A_{\nu}+} \) and \( \ell_{0,X}^{A_{\nu}-} \) do not depend on \( k' \).

The 10 (independent) length vectors \( \ell_{\bar{e}}^{A_{\nu}} \) lead in this way to 10 independent vectors \( \ell_{0,X}^{A_{\nu}+} \) in the Plus sector. But the 10 vectors \( \ell_{0,X}^{A_{\nu}-} \) in the Minus sector turn out to span only a 9-dimensional space\(^7\). We can build orthogonal\(^8\) projectors \( \Pi_+ \) and \( \Pi_- \), which project onto the space spanned by the sets \( \{ \ell_{0,X}^{A_{\nu}+} \} \) and \( \{ \ell_{0,X}^{A_{\nu}-} \} \), respectively. See Appendix A for a straightforward procedure, which also allows for over-complete sets of vectors. We can then use \( \Pi_+ - 4\Pi_+ \) and \( \Pi_- - 4\Pi_- \) to identify the degrees of freedom which cannot be generated by the length perturbation in the way described above. Here we denote with \( \Pi_+ \) and \( \Pi_- \) the projection to the Plus and Minus sector respectively.

The columns of \( \Pi_+ - 4\Pi_+ \) define an over-complete set of vectors, orthogonal to the set \( \{ \ell_{0,X}^{A_{\nu}+} \} \). We could extract a set of 8 (for the Plus sector) or 9 (for the Minus sector) independent vectors defining the same span as the sets of these columns. This will however introduce arbitrary choices, and it is more convenient to express the Hessian in the over-complete basis. In fact, this just amounts to apply the projectors to the Hessian. This will also save us from introducing yet another index, as the columns of the projector are labelled by the same kind of index \( B \) as introduced below (2.25). We therefore introduce the vectors \( \chi_B^\pm \) defined by

\[
(\chi_B^\pm)^{B'} = (\Pi_+ - 4\Pi_+)^{B'} \ ,
\]

(2.31)

where \( B' \) runs through a Plus sector copy and a Minus sector copy, that is it can take on 36 values; but \( B \) runs through only one sector, that is it can take on 18 values. These \( \chi \)-vectors are closely related to the hyper-cubical constraints, which appeared for the standard triangulation of the hypercubic lattice in [20] (and where also named \( \chi \) there).

We now have an over-complete basis formed by the \( \ell_{0,X}^{A_{\nu}+}, \ell_{0,X}^{A_{\nu}-}, \chi_B^+ \) and \( \chi_B^- \) vectors, and could evaluate the Hessian in this basis. However, we will rather need the Hessian contracted with the (momentum dependent) length vectors

\footnotesize
\begin{enumerate}
\item The \( \ell_{0,X}^{A_{\nu}-} \) turn out to satisfy the equation \( \sum_i \ell_{0,X}^{A_{\nu}-}_{i} + 2 \sum_i \sum_j \ell_{0,X}^{A_{\nu}-}_{i,j} = 0. \)
\item with respect to the canonical inner product defined by the basis (2.25).
\end{enumerate}
\( \ell^{A\mu} \). We will even obtain simpler expressions, if we transform the length vectors to length metric vectors, that is consider perturbations of the area squares which are induced by (a lattice discretization) of the length metric.

To this end we note that the transformation from length square to length metric variables proceeds very similar as from area square to area metric variables, discussed in Section II F, and leads to a 10 \times 10 transformation matrix \((L M)_{0,X}I\) (see Appendix [E]). Here \( X = 2^i \) or \( X = 2^i + 2^j \) for \( i, j = 0, \ldots, 3 \) and \( i < j \) and \( I \) can take values

\[
I = 00, 11, 22, 33, 01, 02, 03, 12, 13, 23 ,
\]

so that it labels the independent components of the length metric.

We can thus introduce the vectors

\[
\eta_I(k') = (\ell^{A\mu}(k') \cdot L M)_I = \sum_X \ell^{A\mu}_0 (k') (L M)_{0,X}I ,
\]

\[
\zeta^I = \lambda^{-2} (\ell^{A\mu-} \cdot L M)_I = \lambda^{-2} \sum_X \ell^{A\mu-}_0 (L M)_{0,X}I ,
\]

and use these instead of the \( \ell^{A+}_{0,X} \) and \( \ell^{A-}_{0,X} \) vectors. (The \( \zeta^I \) vectors are closely related to the \( \zeta \)-vectors introduced in \([20]\).)

We introduced the length metric vectors \( \eta_I(k') \) only now, as they do not have the same kind of homogeneous momentum dependence as the length vectors \( \ell^{A\mu}_{0,X} \). This homogeneous momentum dependence of the \( \ell^{A\mu}_{0,X} \) allowed us to construct the (momentum independent) projectors \( ^{4}\Pi^+ \) and \( ^{4}\Pi^- \), and thus (momentum independent) \( \zeta^- \)-vectors.

Note that the length metric vectors \( \eta_I(k') \) are built from a Plus sector component and a Minus sector component. But the norm of the Plus sector component scales with \( \Lambda^0 \), whereas the norm of the Minus sector component scales with \( \Lambda^1 \). Thus the Minus sector components can be considered to be sub-leading. In the following we will interpret the length metric degrees of freedom as part of the Plus sector.

We can derive the projectors \( ^{4}\Pi^+ \) and thus \( ^{4}\Pi^- - ^{4}\Pi^+ \) also from the continuum expression for an area metric \( G_{(ij)(kl)} \) induced by a length metric \( g_{ik} \). This expression is given by

\[
G_{(ij)(kl)} = g_{ik}g_{jl} - g_{il}g_{jk} .
\]

If we expand both metrics into background and perturbations, \( G = G^+ A\mu^+ + g = g + L^\mu^+ \), we obtain an expression for the area metric fluctuations induced by length metric fluctuations

\[
A\mu_{(ij)(kl)} = \lambda^2 (\delta_{ik} L^\mu_{jl} + \delta_{jl} L^\mu_{ik} + \delta_{il} L^\mu_{jk} - \delta_{jk} L^\mu_{il}) .
\]

Restricting the indices \( (ij)(kl) \) to be of type \( B \) (see \([2.29]\)) and taking the derivative of the RHS of \((2.35)\) with respect to \( L^\mu^+ I \), where \( I \) runs through the values \([2.32]\), we obtain 10 vectors, that span the space of Area metric fluctuations induced by Length metric fluctuations. These 10 vectors agree with \( \sum_{X=2^i,2^j+1}(\ell^{A^+}_{0,X}) (L M)_{0,X}I \), that is they span the same space as the \( \ell^{A\mu}_{0,X} \). The projector onto the space spanned by these 10 vectors will therefore agree with the projector

\[
\chi^+_+ = (P^+)^I \cdot (1^+ - ^{4}\Pi^+) \cdot P^+ 
\]

is given by

\[
\chi^+ = \frac{1}{6} 
\]

\[
= \frac{1}{6} 
\]

\[
= \frac{1}{6} 
\]

\[
= \frac{1}{6} 
\]

From this explicit form of \( \chi^+ \) one can see that it projects out from an area metric fluctuation \( A\mu_{(ij)(kl)} \) all possible traces.

Note that the projector \( ^{4}\Pi^- \) does not agree with \( ^{4}\Pi^+ \), as indeed they project onto spaces of dimension 9 and 10 respectively. The matrix expression for \( ^{4}\Pi^- \) is considerably more involved than the one for \( ^{4}\Pi^+ \), see Appendix \( C \) and depends on choices of signs in the definition of the \( \alpha^- \) variables in \([2.20]\).
III. ACCESSING THE EFFECTIVE DYNAMICS FOR THE LENGTH METRIC DEGREES OF FREEDOM

In this section we will extract the two leading order terms for the effective dynamics of the length metric. The leading order term will be given by the Hessian block for the length metric fluctuations itself. This Hessian block provides a discretization of the linearized Einstein-Hilbert action, see Section IIIA. Corrections for this dynamics will however arise, when we integrate out the remaining degrees of freedom, see Section IIIIB. We will show in Section IIIC that the Plus and Minus sector have different scaling behavior in the Area Regge action. To determine the lowest order correction in the lattice constant, we only need to consider the Plus sector. We will then compute this correction in Section IIID and state a number of its properties. We will provide a geometrical interpretation of the correction terms in Section IIIE and identify it as a quadratic contraction in the linearized Weyl curvature tensor.

A. The Hessian block for the length metric fluctuations

The previous subsection yielded the definition of an over-complete basis of vectors \{η_I, χ^+_B, ζ^-_B\}. Here we have \(I\) labelling the independent components of the length metric, see (2.32) and \(B\) labelling the independent components of the area metric, see (2.25). The \(η_I\) vectors describe fluctuations in the area squares, which are induced by a length metric perturbation. All other vectors describe degrees of freedom for geometrical excitations more general than the ones defined by a length metric. We will see that we can interpret the \(η_I\) and \(χ^+_B\) vectors to encode the area metric perturbations (of the 18 independent components available after integrating out the triangles in the bulks of the hypercubes). \(ζ^-_B, χ^-_B\) seem to describe more microscopic degrees of freedom. Indeed, they arise from the differences of area square perturbations associated to triangles in the same plane, and we will see that integrating out these degrees of freedom does not affect the effective Lagrangian for the length metric degrees of freedom up to the \(Λ^4\)-th order.

We will first consider the Hessian contracted with the length metric vectors \{\(η_I\)\} on both sides. We denote by \(η\) the 36 \(×\) 10 matrix obtained by using the \(η_I\) as its columns. The contraction of the Hessian with the \(η\) will lead to a discretization of the linearized Einstein-Hilbert action. To write this in a compact form we introduce spin zero mode and spin two mode projections \(Π_L, Π_L\) on the lattice [27], see Appendix E. We then have

\[
H_{ηη}(k) := η^T (-k) \cdot H^{Aµ} \cdot η(k) = -\frac{1}{4} \Delta_L(2Π_L - 2^\daggerΠ_L)
\]

(3.1)

with

\[
Ω^2 \sum_{i=0}^{3} (2 - \exp(iΛk^2_i) - \exp(-iΛk^2_i)) = \frac{Λ^2}{Ω^2} \sum_{i=0}^{3} k^2_i + \frac{1}{Ω^2} O(Λ^4)
\]

(3.2)

the lattice Laplacian. Note that, after setting \(Λ = λ\), the contribution of (3.1) to the action is of zeroth order in the lattice constant \(λ\). We will see, that this will turn out to be the leading order in the effective action for the length metric, in the continuum limit \(λ \to 0\).

This result is on the one hand not surprising: contracting the Area Regge Hessian with vectors \(∂Λ^2/∂L^2\) from both sides one indeed obtains the Length Regge Hessian. This leads also to the recovery of the linearized Einstein-Hilbert action for the standard triangulation of the hypercubic lattice [20]. But different from the standard triangulation, we have here (before contracting with the Length metric vectors) integrated out the area squares of the triangles which are bulk in any hypercube: this involved 64 area variables for each hypercube and therefore 64 variables per lattice vertex. We see that we can nevertheless extract the linearized Einstein-Hilbert action after integrating out all these area variables, which are not constrained in any way to result from length fluctuations.

In fact, if one does expand the Length Regge action on the standard triangulation of the hypercubic lattice, one needs, in order to obtain the linearized Einstein-Hilbert action, to integrate out the length squares associated to the body diagonals [23]. The reason is that these turn out to be massive degrees of freedom, and are in fact ‘spurious’, that is not needed for a matching between the length and length metric fluctuation.

Here we have already integrated out the area variables associated to the bulk triangles in the hypercube. The length squares of the body diagonal are only affected by variations of the area squares associated to the bulk triangles. This integrating out procedure has therefore removed the body diagonal lengths from our set of variables already.

B. Computing effective Hessians

We have seen that the linearized Area Regge action, after integrating out the bulk degrees of freedom for all hypercubes, reduces for the length metric subset of variables to the linearized Einstein-Hilbert action. But apart
from the 10 length metric variables per vertex, we have additionally 26 further variables, described by the subset of (over-complete) basis vectors \( \{ \chi_1^\pm, \zeta, \chi_R \} \). We can integrate out these degrees of freedom, to obtain an effective action for the length metric variables only. The scaling properties of the Hessian with respect to \( \Lambda \) in its various blocks will tell us whether the linearized Einstein-Hilbert action for the length metric block will be also the dominant action for the length metric variables only.

Consider a free theory with variables \( y \equiv \{ y_a \}_{a=1}^{N_y} \) and \( z \equiv \{ z_b \}_{b=1}^{N_z} \) and an action

\[
S = \frac{1}{2} \left( y^\dagger \cdot (H_{yy} \cdot y + y^\dagger \cdot H_{yz} \cdot z + z^\dagger \cdot H_{zy} \cdot y + z \cdot H_{zz} \cdot z) \right).
\]  

(3.3)

Integrating out the \( z \)-degrees of freedom amounts to solving the equations of motion for the \( z \)-variables and inserting the solutions back into the action. If \( H_{zz} \) is invertible, the resulting effective action for the \( y \)-variables is given by

\[
S' = \frac{1}{2} \left( y^\dagger \cdot (H_{yy} - H_{yz} \cdot H_{zz}^{-1} \cdot H_{zy}) \cdot y \right) .
\]  

(3.4)

\( H_{zz} \) may not be invertible, but rather have null vectors \( n_A \), labelled by \( A = 1, \ldots \). If this is due to gauge symmetries, the vectors \( n_A \) will be also null with respect to \( H_{yz} \). We can then replace \( H_{zz}^{-1} \) in (3.4) by \( (H_{zz} + G)^{-1} \) where

\[
G = \sum_A \beta_A (n_A)(n_A)^\dagger .
\]  

(3.5)

Note that using an over-complete basis can be seen as introducing gauge symmetries. In other words, if we have an over-complete basis \( \{ Z_b \}_{b=1}^{N_b} \) defining the \( z \)-variables, we have coefficients \( V_B^b \), which satisfy \( \sum_b Z_b V_B^b = 0 \). The \( \{ V_B \}_{B} \) are then null vectors for \( H_{zz} \) and \( H_{yz} \), and hence can be understood to parametrize the gauge directions for the \( z \)-variables. This allows us to work with the over-complete basis vectors \( \{ \chi_1^\pm, \zeta, \chi_R \} \). The various diagonal Hessian blocks can be computed as

\[
H_{\chi^\pm, \chi^\pm}(k) = (\chi^\pm)^T \cdot H^{\Lambda \mu}(k) \cdot \chi^\pm , \quad H_{\zeta - \zeta}(k) = \zeta^T \cdot H^{\Lambda \mu}(k) \cdot \zeta ,
\]  

(3.6)

whereas the non-diagonal blocks are given by

\[
H_{\eta \chi^\pm}(k) = \eta(-k) \cdot H^{\Lambda \mu}(k) \cdot \chi^\pm , \quad H_{\chi^\pm \eta}(k) = \chi^\pm \cdot H^{\Lambda \mu}(k) \cdot \eta(k)
\]  

(3.7)

and so on. Note that, e.g. \( (H_{\eta \chi^\pm}(k))^\dagger = H_{\chi^\pm \eta}(k) \).

C. Scaling behavior for the Hessian blocks

Here we will state the scaling behavior in \( \lambda \) and \( \Lambda \) of the various Hessian blocks defined in (3.6,3.7). The scaling behavior in \( \lambda \) results from a global factor of \( \lambda^{-6} \) in the Hessian \( H^{\Lambda \mu} \) (which can be determined from dimensional analysis), and the fact that the \( \eta_I \) include a factor of \( \lambda^2 \) from the Area square – Length square derivative. All other basis vectors scale with \( \lambda^0 \).

The scaling behavior in \( \Lambda \) can be determined by expanding the matrix elements of the Hessian blocks in \( \Lambda \); more precisely we expand the \( \omega \) and \( \omega^{-1} \) factors in terms of \( \Lambda \). For each block we will only consider the lowest order in \( \Lambda \). Note that all basis vectors have a norm of order \( \Lambda^0 \).

One finds the following scaling for the Hessian blocks:

\[
H^{\Lambda \mu} \sim \frac{1}{\Lambda^6} \times \begin{array}{c|c|c|c|c}
\eta & \lambda^2 \mathcal{O}(\Lambda^2) & \lambda^2 \mathcal{O}(\Lambda^2) & \lambda^2 \mathcal{O}(\Lambda^2) \\
\chi^+ & \lambda^2 \mathcal{O}(\Lambda^2) & \lambda^0 \mathcal{O}(\Lambda^4) & \lambda^0 \mathcal{O}(\Lambda^4) \\
\zeta^- & \lambda^2 \mathcal{O}(\Lambda^2) & \lambda^0 \mathcal{O}(\Lambda^4) & \lambda^0 \mathcal{O}(\Lambda^4) \\
\chi^- & \lambda^2 \mathcal{O}(\Lambda^2) & \lambda^0 \mathcal{O}(\Lambda^4) & \lambda^0 \mathcal{O}(\Lambda^4) \end{array}.
\]  

(3.8)

Note that in particular the \( \Lambda^0 \)-part of the Hessian, has, apart from the null vectors induced by the over-completeness of the basis, only the Length-metric degrees of freedom as null modes. We can thus characterize these degrees of freedom as massless, whereas all other degrees of freedom come with a lattice constant dependent mass. (The 10 metric degrees of freedom do include 4 null vectors for the \( H_{\eta \eta} \) block, that describe the diffeomorphism modes, and can be extended to the full Hessian. These 4 diffeomorphism modes induce 4 constraints, leaving the usual two spin-2 degrees of freedom associated to the graviton.)
We also see that the Plus sector and the Minus sector are dynamically distinguished: firstly, the $\Lambda^0$-part of the Hessian decouples the Plus and Minus sector. Secondly, the non-diagonal blocks between the length metric variables and the remaining Plus sector variables are of order $O(\Lambda^2)$, whereas between the length metric variables and the minus sector variables it is $O(\Lambda^3)$.

With this scaling behavior of the Hessian blocks, we can see that integrating out the Minus sector variables will lead to a correction $K^-$ for the Hessian for the Plus sector, whose lowest order is given by

$$K^- \sim \frac{1}{\lambda^6} \times \begin{bmatrix}
\eta & \chi^+ \\
\eta^\dagger & \lambda^2 O(\Lambda^6) & \lambda^2 O(\Lambda^4) & \lambda^2 O(\Lambda^2) \\
\chi^+ & \lambda^4 O(\Lambda^6) & \lambda^2 O(\Lambda^4) & \lambda^4 O(\Lambda^2) \\
\end{bmatrix}.$$  

(3.9)

Note that all blocks in $K^-$ are sub-leading as compared to the corresponding blocks in the Hessian $H^{A\mu}$.

Thus, if we integrate out in a second step the $\chi^+$ variables, the lowest order corrections come only from the Plus-Plus block of $H^{A\mu}$, whereas the correction $K^-$ does contribute to higher order. This lowest order correction, coming from the $\chi^+$ variables, will be of order $\lambda^{-2}O(\Lambda^4)$.

Here we will compute only the lowest order modification for the graviton dynamics. In the following we therefore restrict to the Plus-Plus block of the Hessian. This Plus-Plus block of the Hessian can be interpreted to define a linearized action for the area metric fluctuations.

D. Lowest order correction in the effective action for the length metric fluctuations

Here we consider the lowest order correction for the effective Hessian of the length metric variables, which results from integrating out the $\chi^+$ variables:

$$K^{\chi^+} := -H_{\chi^+\chi^+} \cdot (H_{\chi^+\chi^+} + G_{\chi^+\chi^+})^{-1} \cdot H_{\chi^+\eta},$$

(3.10)

where we denote with $G_{\chi^+\chi^+}$ the gauge fixing term of the form (3.5), which we need to add due to the over-completeness of the $\{\chi^+_B\}_B$-basis.

To compute the $\Lambda^4$ order of $K^{\chi^+}$, we need to consider only the lowest $\Lambda$-orders in $H_{\chi^+\chi^+}$ and $H_{\eta\eta}$ and the inverse of $(H_{\chi^+\chi^+} + G_{\chi^+\chi^+})$. That is the $\Lambda^2$ terms for $H_{\eta\eta}$ and $H_{\eta\chi^+}$ and the $\Lambda^0$ term for $(H_{\chi^+\chi^+} + G_{\chi^+\chi^+})$.

It turns out that we can obtain an astonishingly simple expression for the correction, if we slightly re-organize the various contractions in (3.10). To this end, we remember that the $36 \times 18$ matrix $\chi^+$ formed by taking the $\chi^+_B$-vectors as its columns, define the first 18 columns of the projector $(\mathbb{1}^+ - \Pi^+)$, see Section II G. We defined $\chi^+_B := P^+ \chi^+$ where $P^+$ acts as restriction map to the Plus sector. $\chi^+_B$ is a symmetric, orthogonal projector.

We can therefore write the correction $K^{\chi^+}$ also as

$$K^{\chi^+}(k) := -[\eta(-k) \cdot H^{A\mu}(k) \cdot P^+] \cdot \left[\chi^+_B \cdot (H_{\chi^+\chi^+} + G_{\chi^+\chi^+})^{-1} \cdot \chi^+_B \right] \cdot [(P^+)^\dagger, H^{A\mu}(k) \cdot \eta(k))]$$

$$=: -\mathcal{R}^\dagger \cdot \mathcal{M} \cdot \mathcal{R}.$$  

(3.11)

The reason for doing so, is that we can provide the elements of the matrices in square brackets in a more compact form as compared to the matrices in (3.10). Additionally, by shifting the projectors $\chi^+_B$ from $H_{\eta\eta}$ and $H_{\chi^+\eta}$ onto the central matrix in (3.10), the resulting matrix $\mathcal{M}$ does not depend any more on the gauge parameters appearing in (3.10). We remind the reader that the indices $B$ and $I$ take values

$$B = (01)(01), (02)(02), (03)(03), (12)(12), (13)(13), (23)(23),$$

$$, (01)(02), (02)(03), (01)(03), (10)(12), (10)(13), (12)(13),$$

$$, (20)(21), (20)(23), (21)(23), (30)(31), (30)(32), (31)(32);$ 

$$I = 00, 01, 02, 11, 12, 13, 22, 23, 33, 01, 02, 03, 12, 13, 23.$$  

(3.12)
respectively. The matrix $\mathcal{R}$ can then be computed to be

$$
\mathcal{R} = \sqrt{2} \frac{\Lambda^2}{\lambda^4} \left( \begin{array}{cccccccc}
0 & 0 & \frac{k^2}{2} & \frac{k_3}{2} & 0 & 0 & 0 & 0 \\
0 & \frac{k^2}{2} & 0 & \frac{k_2}{2} & 0 & 0 & 0 & 0 \\
0 & \frac{k^2}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{k_3}{2} & 0 & 0 & 0 & 0 & 0 & -k_3 \\
0 & \frac{k_2}{2} & 0 & \frac{k_3}{2} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{k_2}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{k_3}{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{k_3}{2} & 0 & 0 & 0 \\
\end{array} \right) + O(\Lambda^3) .
$$

We can also give its matrix elements in terms of a simple combination of Levi-Civita symbols. To this end we define for $B = (ij)(km)$, $B_1 = i$, $B_2 = j$, $B_3 = k$, $B_4 = m$. Likewise, for $I = ij$ we define $I_1 = i$ and $I_2 = j$. With these preparations we can write the matrix elements of $\left[ (R^+)^I \cdot H_A^{ij}(k) \cdot \eta(k) \right]$ as

$$
\mathcal{R}_{BI} = \frac{S_{AM}(B)S_{LM}(I)}{2\sqrt{2}} \frac{\Lambda^2}{\lambda^4} \sum_{m,n=0}^{3} (\varepsilon_{B_1 B_2 I_1 m} \varepsilon_{B_3 B_4 I_1 n} + \varepsilon_{B_1 B_2 I_2 m} \varepsilon_{B_3 B_4 I_2 n} ) k_m k_n + O(\Lambda^3),
$$

where $\varepsilon_{ijmn}$ is the Levi-Civita symbol. $S_{AM}(B)$ and $S_{LM}(I)$ are factors of 2, that arise due to our summation convention for the area and length metric indices

$$
S_{AM}(B) = \begin{cases} 1 & \text{for } (B_1 B_2) = (B_3 B_4) \\
2 & \text{for } (B_1 B_2) \neq (B_3 B_4)
\end{cases}, \quad S_{LM}(I) = \begin{cases} 1 & \text{for } I_1 = I_2 \\
2 & \text{for } I_1 \neq I_2
\end{cases} .
$$

We have defined $B$ to run only through the values listed in (3.12), which do not include (01)(23),(02)(31),(03)(12). We can extend the expression (3.14), allowing for $B$ to take on also these values. In this case we have also to extend the index range for $\mathcal{M}$ accordingly, and require all entries of $\mathcal{M}$ associated with these indices to be vanishing.

With this extension the matrix $\mathcal{M}$ is, modulo terms of order $\Lambda^2$ and higher, given by

$$
\mathcal{M} \simeq - \frac{\Lambda^2}{3\lambda^4} \left( \begin{array}{cccccccc}
\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array} \right) .
$$

Note that $\mathcal{M}$ does include from the left and right projectors onto the space spanned by the $\chi^+$-vectors, which are orthogonal to the length metric vectors.
The explicit expression for the lowest order of the correction $K^{\chi^+} = -\mathcal{R}^\dagger \cdot \mathcal{M} \cdot \mathcal{R}$ can be easily computed [22], but is not particularly insightful. The structure of $\mathcal{R}$ and $\mathcal{M}$ do provide us however with some essential information about $K^{\chi^+}$. Firstly (for general momenta), $\mathcal{R}$ has exactly four (right) null vectors, which describe linearized diffeomorphisms, and thus coincide with the null modes of the linearized Einstein-Hilbert Lagrangian. Indeed, the Area Regge action linearized on a flat background satisfying the area-length constraints, is invariant under linearized diffeomorphisms [29]. $\mathcal{R}$ is thus of rank 6 and hence has also 12 left null vectors.

These diffeomorphism null vectors for $\mathcal{R}$ are inherited as null vectors for the correction $K^{\chi^+}$. But $K^{\chi^+}$ has an additional null vector, given by $n_I = \delta_{t_I,t_2}$. This null vector arises because of the projectors $\chi^+_I$ included in $\mathcal{M}$. That is $\chi^+_I \cdot \mathcal{R}$ has five null vectors, given by the linearized diffeomorphisms and $n_I$. The latter null vector imposes trace freeness, whereas the linearized diffeomorphisms span the longitudinal modes. Thus the null modes do agree with the conjecture that $\mathcal{R}$ only the Plus sector of the area fluctuations, which are also transformed to area metric variables.) One could thus use the Bianchi identities [35]. These Bianchi identities can be used to characterize the area – length constraints [20].

The correction can thus also be written in the form $K^{\chi^+} = \tilde{\Pi}_L \cdot \mathcal{K} \cdot \tilde{\Pi}_L$ where $\mathcal{K}$ is a $10 \times 10$ matrix of order $\Lambda^4$. One choice for $\mathcal{K}$ is $\mathcal{K} = -\mathcal{R}^\dagger \cdot \mathcal{M} \cdot \mathcal{R}$, but there might be choices, which lead to less involved matrix elements.

### E. Geometric interpretation of the correction term in terms of Weyl curvature

The Area Regge Hessian is given by

$$H_{tt} = \frac{1}{2A_t} \frac{\partial \epsilon^A_t}{\partial A^2_t}$$

(3.17)

that is the rows define (rescaled) linearized deficit angles in the area square variables. In Length Regge calculus the deficit angles measure curvature and satisfy Bianchi identities, see e.g. [35]. These identities are violated in Area Regge calculus [20], the deficit angles in Area Regge calculus therefore represent rather some conglomerate of curvature and shape mismatching or, as suggested in [1, 17, 20], torsion.

Contracting the Area Regge Hessian with the area – length Jacobian $\partial A^2_t / \partial L^2_z$ we obtain the (rescaled) linearized deficit angles as function of the length square fluctuations

$$\tilde{\epsilon}_t = \frac{1}{2A_t} \frac{\partial \epsilon^A_t}{\partial L^2_z}$$

(3.18)

Note that by acting with the Jacobian $\partial A^2_t / \partial L^2_z$, we also project onto the subspace of area fluctuations induced by length fluctuations. This leads to linear dependencies between the linearized deficit angles, which amount to the Bianchi identities [35]. These Bianchi identities can be used to characterize the area – length constraints [20].

The matrix $\mathcal{R}$ arises basically from the contraction of the lattice Hessian with the area – length Jacobian. (Additionally we transform the length fluctuations to length metric fluctuations on the right side, and furthermore consider only the Plus sector of the area fluctuations, which are also transformed to area metric variables.) One could thus conjecture that $\mathcal{R}$ does describe some linearized curvature tensor. There is a potential caveat in this interpretation: our lattice Hessian is built from the effective Hessians $H^C$ for the hypercubes, where we integrated out the area fluctuations associated to the bulk triangles. This effective Hessian does therefore already include terms resulting from the coupling of length degrees of freedom and the area-length constraints. We have seen that these terms disappear if we contract the effective Hessian from both sides with the length metric vectors, as this re-produces the Hessian describing the linearized Einstein-Hilbert action. Such terms might still be present, if we contract the effective Hessian only from one side with the length metric vectors, as we do for the computation of $\mathcal{R}$.

This worry is not confirmed: it turns out that the rows of the matrix $\mathcal{R}$ (at leading order in $\Lambda$) do describe the components of the Riemann tensor, linearized on a flat background. (As we integrated out areas associated to the bulk of the hypercubes we have only 18 rows, and thus find only 18 of the 20 independent components of the Riemann tensor: the components $R_{0123}, R_{0231}, R_{0312}$, which satisfy the cyclicity condition $R_{0123} + R_{0231} + R_{0312}$, are missing.) However the label $B = (ij)(kl)$ does not give the component $R_{ijkl}$ directly, we rather have to dualize\(^9\) the pairs $(ij)$ and $(kl)$, Explicitly, the Riemann tensor linearized on a flat background, and in Cartesian coordinates, is given as

$$\delta \mathcal{R}^{opqr} = \frac{1}{2} (\delta^{pm} \delta^{rn} \delta^{os} \delta^{qt} + \delta^{pm} \delta^{gn} \delta^{os} \delta^{qt} - \delta^{pm} \delta^{gm} \delta^{os} \delta^{qt} - \delta^{om} \delta^{gn} \delta^{ps} \delta^{qt}) k_m k_n \delta g_{st}$$

$$\quad \quad = \frac{1}{4} \left( \epsilon^{op} \epsilon_{ij} \epsilon^{qr} \delta_{kl} \right) \left[ (\epsilon^{ijmn} \epsilon^{kltn} + \epsilon^{ijtm} \epsilon^{klhn}) k_m k_n \right] \delta g_{st} ,$$

(3.19)

\(^9\) This need for dualization can be understood from the fact that the deficit angles associated to a given triangle describe the rotation angle resulting from a parallel transport of a vector around this triangle and in a plane orthogonal to this triangle.
where in (3.19), and for the remaining equations in this section we apply Einstein’s summation convention and $\delta g_{st}$ denotes the length metric fluctuation. (We omitted factors of the determinant of the background metric, as they are equal to unity.) The term in curly brackets is the dualization map and the term in square brackets in the second line agrees (modulo global factors) with the expression (3.14) for the components of $\mathcal{R}$. (The factors $\mathcal{S}(B)$ and $\mathcal{S}(I)$ do not appear in (3.19) as the summation convention in our matrix notation is different from the one used in (3.14).)

The correction $K^{\chi +}$ is build from a contraction of $\mathcal{R}$ with itself, using a ‘super metric’ $\mathcal{M}$. But $\mathcal{M}$ includes projectors $\chi^+_+$ on both sides, thus $K^{\chi +}$ is actually a contraction of $\chi^+_+ \cdot \mathcal{R}$, again with a ‘super metric’ $\mathcal{M}$. The rows of $\chi^+_+ \cdot \mathcal{R}$ do give us (a multiple of) components of the linearized Weyl tensor. Again we have to dualize the index pairs in $B$, to get the corresponding index combination for the Weyl tensor.

To see this, we note first that this dualization commutes with $\chi^+_+$. More concretely we have

$$\left\{ \frac{1}{4} \epsilon_{ijkl} \epsilon_{kl} \right\} \left( \chi^+_+ \right)_{ij,k'l'} = \left( \chi^+_+ \right)_{ij,k'l'} \left\{ \frac{1}{4} \epsilon_{ijkl} \epsilon_{kl} \right\} = \left( \chi^+_+ \right)_{ij,k'l'} \ . \ (3.20)$$

where $\chi^+_+$ denotes the projector $\chi^+_+$ in tensor notation, see Appendix [D]. That is $\chi^+_+$ is invariant under the dualization map. Applying $\chi^+_+$ to the linearized $\delta R^opqr$ projects out all possible traces and leads to the linearized Weyl curvature

$$\delta C^{opqr} = \left( \chi^+_+ \right)_{opqr} \delta R^{opqr} \ . \ (3.21)$$

Note, that although we are missing the components $B = (01)(23), (02)(31), (03)(12)$ from $\mathcal{R}$, this does not affect our conclusion, as the dualization map only permutes these components among themselves and the operation of projecting out all traces does not affect these components.

In summary, the $\chi^+$ induced correction to the linearized Einstein Hilbert action is a contraction of the linearized Weyl curvature with itself. But this contraction employs a (degenerate) ‘super metric’ $\mathcal{M}$, that is$^{10}$

$$\frac{1}{2} \left( \delta g \right)^+ \cdot (K^{\chi +}) \cdot \delta g = \frac{\Lambda^4}{\chi^2} \delta C^{opqr} \left( -k \right) \left( \frac{1}{2} \chi^+_+ \cdot \mathcal{M} \right)_{opqr} \delta C^{opqr} \left( k \right) + \mathcal{O}(\Lambda^5) \ . \ (3.22)$$

where $(\Lambda^{-6}) \chi^+_+ \mathcal{M}$ is $\mathcal{M}$ in tensor notation (see Appendix [D]), and made dimensionless.

The tensor $\chi^+_+ \mathcal{M}$ is different from the tensors we considered so far in this section, not covariant. That is, it cannot be built from contractions of Kronecker Deltas and Levi-Civita densities. Indeed one can show, that $\chi^+_+ \mathcal{M}$ is not invariant under coordinate transformations that amount to general rotations in the flat background geometry. But a tensor constructed from contraction of Deltas and Levi-Civita symbols is invariant under such rotations. $\chi^+_+ \mathcal{M}$ is however invariant under rotations that leave the hypercubical lattice invariant (but might change the directions of the diagonal edges in the triangulations). That is, simple rotations in planes spanned by two lattice vectors with rotation angle $\alpha = \pi/2$ and their combinations.

The invariance of the action under such hypercubical symmetries is likely to play an important role in the restoration of full rotation invariance under coarse graining [20, 27].

Furthermore, we note that the numerical values of the components of $\mathcal{M}$ are approximating the numerical values of a multiple of the projector $\chi^+_+$, if we exclude in our considerations the components $B = (01)(23), (02)(31), (03)(12)$. Rescaling $\mathcal{M}$, so that we match the $B = (01)(01), \ldots$ components with those in $\chi^+_+$, we can compare the remaining entries: here we find 0.509 in $\mathcal{M}$ instead of 0.5 in $\chi^+_+$ and 0.067 in $\mathcal{M}$ instead of 0 in $\chi^+_+$.

One source for the non-covariance of $\chi^+_+ \mathcal{M}$ might be our procedure, where we integrated out the bulk triangles from the hypercubes. We thus are missing the components $B = (01)(23), (02)(31), (03)(12)$ of the area metric fluctuations. We leave to future work the exploration of the possibility to extract from the bulk triangles such components, and to integrate out only the remaining bulk degrees of freedom.

To summarize, the effective action for the length fluctuations to the two lowest orders in the lattice constant, encoded in Area Regge calculus, can be understood to arise from an effective action for area metric fluctuations. The area metric fluctuations can be split into a trace part, which can be re-organized into length metric fluctuations, and a trace-less part. This is analogous to the splitting of the Riemann tensor into Ricci tensor on the one hand, and Weyl tensor on the other.

The length metric fluctuations are mass-less, whereas the trace-less parts of the area metric are massive. The part of the action quadratic in the length metric fluctuations is given by a lattice version of the linearized Einstein-Hilbert

---

$^{10}$ Note that $\mathcal{M}$ is invariant under dualization of its left or right indices. The reason is, that it does contain from both sides the projector $\chi^+_+$, which satisfies (3.20).
Note that the lattice version (3.1) of the linearized Einstein-Hilbert action does also include the continuum limit. That is, it constitutes the leading contribution, namely at order the hypercubic lattice, and showed that, contrary to expectations, the linearized Einstein-Hilbert action emerges in latter appears as a shape mismatching of tetrahedra and triangles [1, 17, 30].

... involved object than in Length Regge Calculus: whereas the deficit angle in Length Regge Calculus measures curvature flatness, and can therefore not lead to general relativity. But the deficit angle in Area Regge calculus is a much more involved object than in Length Regge Calculus: whereas the deficit angle in Length Regge Calculus measures curvature in a torsion free space-time, the deficit angle in Area Regge Calculus rather conglomerates curvature and torsion. The latter appears as a shape mismatching of tetrahedra and triangles [11, 17, 30].

The recent work [20] considered linearized Area Regge calculus on a tilted version of the standard triangulation of the hypercubic lattice, and showed that, contrary to expectations, the linearized Einstein-Hilbert action emerges in the continuum limit. That is, it constitutes the leading contribution, namely at order $O(\lambda^0)$ in the lattice constant $\lambda$. Area Regge calculus on the standard triangulation of the hypercubic lattice is however singular — this is why the tilting has been introduced in [20]. In the limit where the tilting parameter goes to zero, one obtains so-called hypercubical constraints, that suppress a considerably number of the degrees of freedom. This includes degrees of freedom, that one could interpret as trace free parts of an area metric. The trace parts of the area metric can be organized into a length metric, whose dynamics is described by the linearized Einstein-Hilbert action. There are yet additional degrees of freedom (corresponding to the Minus sector defined in Section II F), which come however with a mass proportional to the inverse of the lattice constant. Integrating out these degrees of freedom leads to a correction terms of order $O(\lambda^4)$ in the lattice constant.

One could however wonder whether it is only due to the hypercubical constraints, that one obtains in leading order the Einstein-Hilbert action, and thus whether the results of [20] are restricted to the standard triangulation of the hypercubic lattice.

We therefore considered in this work a triangulation on which the Area Regge action is not singular, and which does thus not feature hypercubical constraints. This new triangulation is a simple variant of the standard triangulation, obtained by inserting into each hypercube a central vertex. Although this new triangulation has double as many area variables per vertex than the standard triangulation (100 versus 50), it leads — after integrating out the 64 bulk triangles in each hypercube — to a number of simplifications as compared to [20].

This new triangulation does also lead, at the lowest order $O(\lambda^0)$ in the lattice constant, to the linearized Einstein-Hilbert action. This is due to the fact that almost all degrees of freedom come with a mass term, which is inversely proportional to the lattice constant. The exceptions are 10 degrees of freedom per vertex, which can be used to define a length metric. We can thus assume that this result is robust, and does, in particular not depend on choosing a triangulation for which the Area Regge action is singular.

The most consequential change, when going from the standard triangulation of the hypercubic lattice to its centrally subdivided triangulation, is that there are no hypercubical constraints, suppressing the trace free parts of the area metric. These degrees of freedom come from the Plus sector (defined in Section II F) and lead, if integrated out, to the lowest order correction on top of the linearized Einstein-Hilbert action. This correction is now of order $O(\lambda^2)$, whereas the Minus sector leads to $O(\lambda^4)$ corrections — as was the case for the standard triangulation.

The two lowest orders in the effective graviton dynamics of Area Regge Calculus can thus be understood to arise from an effective action for the area metric. We note that as a side result of this work, we show how Area Regge calculus can be used to define an action for area metrics, which re-produces gravitons as the only propagating degrees of freedom.

This action gives mass to the trace parts of the area metric, but keeps the trace degrees of freedom, which can be re-organized into a length metric, as mass-less. The action contribution from the latter degrees of freedom is given by the linearized Einstein-Hilbert action. The coupling between the length metric degrees of freedom and the trace-less action. The coupling between the trace parts and the trace-less parts is described by the linearized Weyl tensor. To describe the two lowest orders in the effective dynamics of the length metric fluctuations, we then just need the mass term for the trace-less parts of the area metric. This mass term is described by a non-covariant tensor, which is not invariant under general rotations, but is invariant under lattice preserving rotations.

**IV. SUMMARY AND DISCUSSION**

The Area Regge action arises in the semi-classical limit of spin foam models [9] and hence is of fundamental importance for a better understanding of the dynamics encoded in loop quantum gravity and spin foams. But, until recently, there have been only few works investigating the dynamics defined by this action [29, 36].

Moreover, due to a misleading identification of the deficit angle appearing in Length Regge calculus with the deficit angle in Area Regge Calculus, it has been widely thought that the equations of motions for Area Regge calculus demand flatness, and can therefore not lead to general relativity. But the deficit angle in Area Regge calculus is a much more involved object than in Length Regge Calculus: whereas the deficit angle in Length Regge Calculus measures curvature in a torsion free space-time, the deficit angle in Area Regge Calculus rather conglomerates curvature and torsion. The latter appears as a shape mismatching of tetrahedra and triangles [11, 17, 30].

The recent work [20] considered linearized Area Regge calculus on a tilted version of the standard triangulation of the hypercubic lattice, and showed that, contrary to expectations, the linearized Einstein-Hilbert action emerges in the continuum limit. That is, it constitutes the leading contribution, namely at order $O(\lambda^0)$ in the lattice constant $\lambda$. Area Regge calculus on the standard triangulation of the hypercubic lattice is however singular — this is why the tilting has been introduced in [20]. In the limit where the tilting parameter goes to zero, one obtains so-called hypercubical constraints, that suppress a considerably number of the degrees of freedom. This includes degrees of freedom, that one could interpret as trace free parts of an area metric. The trace parts of the area metric can be organized into a length metric, whose dynamics is described by the linearized Einstein-Hilbert action. There are yet additional degrees of freedom (corresponding to the Minus sector defined in Section II F), which come however with a mass proportional to the inverse of the lattice constant. Integrating out these degrees of freedom leads to a correction terms of order $O(\lambda^4)$ in the lattice constant.

One could however wonder whether it is only due to the hypercubical constraints, that one obtains in leading order the Einstein-Hilbert action, and thus whether the results of [20] are restricted to the standard triangulation of the hypercubic lattice.

We therefore considered in this work a triangulation on which the Area Regge action is not singular, and which does thus not feature hypercubical constraints. This new triangulation is a simple variant of the standard triangulation, obtained by inserting into each hypercube a central vertex. Although this new triangulation has double as many area variables per vertex than the standard triangulation (100 versus 50), it leads — after integrating out the 64 bulk triangles in each hypercube — to a number of simplifications as compared to [20].

This new triangulation does also lead, at the lowest order $O(\lambda^0)$ in the lattice constant, to the linearized Einstein-Hilbert action. This is due to the fact that almost all degrees of freedom come with a mass term, which is inversely proportional to the lattice constant. The exceptions are 10 degrees of freedom per vertex, which can be used to define a length metric. We can thus assume that this result is robust, and does, in particular not depend on choosing a triangulation for which the Area Regge action is singular.

The most consequential change, when going from the standard triangulation of the hypercubic lattice to its centrally subdivided triangulation, is that there are no hypercubical constraints, suppressing the trace free parts of the area metric. These degrees of freedom come from the Plus sector (defined in Section II F) and lead, if integrated out, to the lowest order correction on top of the linearized Einstein-Hilbert action. This correction is now of order $O(\lambda^2)$, whereas the Minus sector leads to $O(\lambda^4)$ corrections — as was the case for the standard triangulation.

The two lowest orders in the effective graviton dynamics of Area Regge Calculus can thus be understood to arise from an effective action for the area metric. We note that as a side result of this work, we show how Area Regge calculus can be used to define an action for area metrics, which re-produces gravitons as the only propagating degrees of freedom.

This action gives mass to the trace parts of the area metric, but keeps the trace degrees of freedom, which can be re-organized into a length metric, as mass-less. The action contribution from the latter degrees of freedom is given by the linearized Einstein-Hilbert action. The coupling between the length metric degrees of freedom and the trace-less

---

11 Note that the lattice version (3.1) of the linearized Einstein-Hilbert action does also include $O(\lambda^1)$ and $O(\lambda^2)$ terms, which arise, if one expands the $\omega$-factors into a power series in the momenta.
parts of the area metric is described by the linearized Weyl curvature tensor. The mass for the trace-less parts of the area metric is described by a tensor, which, unfortunately, is not covariant, but can be approximated by the projector to the trace-less modes of the area metric.

The dynamics for the length metric fluctuations is thus described by the linearized Einstein-Hilbert action at lowest order $\lambda^0$, and by a quadratic form in the linearized Weyl curvature tensor, at order $\lambda^2$.

Let us comment on two points here: Firstly, we saw that the (Area) Regge action leads naturally to a reconstruction of both the linearized Riemann tensor and the linearized Weyl tensor, and not only the Einstein tensor. This can facilitate the construction of higher order curvature invariants on the lattice, see also [37], or of curvature observables for Regge calculus and spin foams. Secondly, although the tensor which describes the mass terms for the trace-less parts of the area metric fluctuations is not covariant, it is invariant under rotations that are symmetries of the lattice. This indicates that a process, where we refine the lattice and integrate out the additional degrees of freedom [2, 27, 38], might lead to an action, which is invariant under the full rotation group, and therefore to a covariant tensor for the mass terms.

This brings us to a number of possible follow-up directions for research: One could consider even more refined lattices, e.g. where, in addition to the hypercubes, one also subdivides the three-dimensional cubes with vertices, or even the cubes and the squares. There will be a further increase in the number of area variables per vertex one has to deal with. But a range of technical improvements introduced in the course of this work and accessible via the accompanying notebook [22], might make this task possible. The question would be whether these lattices would lead to a fully covariant correction term at second order in the lattice constant. More generally one could consider a systematic coarse graining flow [26, 27], that would connect triangulations of the same type, but with different lattice constants.

To understand better the meaning and dynamics of the degrees of freedom of Area Regge calculus and eventually spin foams, we could also perform a canonical analysis of the various lattice actions [31], which would entail an analysis of the constraints encoded in the action. The Area Regge action is also available in a first order version [29], where one uses areas and (four-dimensional) dihedral angles as variables. Can these be used to reconstruct a lattice connection from which one can derive lattice expressions for torsion and curvature?

An alternative approach is to consider continuum actions, that can describe the Area Regge dynamics in the continuum limit. Possible starting points are $BF$-like actions with potential terms for the $B$-fields [39] or geometrical natural actions for the area metric [7, 8].

Let us return to the relevance of our findings for the continuum limit of spin foams. This work, along with [20], gives a new and rather unexpected mechanism, that resolves the flatness problem of spin foams in the continuum limit. This mechanism is different from arguments in [2, 10, 15, 16], and the mechanism underlying the explicit numerical evaluations [2, 10, 11] for triangulations with few simplices. In contrast to these arguments the mechanism here does not impose a bound on the Barbero-Immirizi parameter, which controls how strongly the constraints are imposed, that restrict the area variables to arise from a consistent length assignment [2]. In fact, it also works if we do not impose at all such constraints, and might therefore ensure that the Barrett-Crane model [18] features gravitons in its continuum limit. But for this mechanism to come into play, a large lattice with many building blocks is key, as the relevant scaling only emerges for sufficiently large lattices.

We furthermore showed explicitly, that the (linearized) Einstein-Hilbert action does emerge to leading order in the lattice constant, and we thus have propagating gravitons. We also find an explicit expressions for the next order correction for the graviton dynamics, the corresponding action term is quadratic in the Weyl curvature tensor. It will be interesting to understand the phenomenological implications of this correction term.

Both the Barrett-Crane spin foam model [18], as well as the EPRL-FK models [19] showcase the Area Regge action in their semi-classical limit [9]. The effective spin foam models [2, 10, 11] rely even more directly on the Area Regge action. The results here therefore indicate that these models can lead to propagating gravitons in their continuum limit, and might be universal for spin foam models leading to the area action. This is despite the arguments of [40] for the Barrett-Crane model, which involved the analysis of the amplitude for a single four-simplex only.

The EPRL-FK models and effective spin foam models do impose the area-length constraints weakly, that is include an explicit mechanism for the suppression of "pure" area degrees of freedom, that do not arise from length degrees of freedom. This is most transparent for the effective spin foam models [2, 10, 11], where this suppression is implemented

12 A first hint appeared in the review [21], but sadly, it seemed not to have followed up at that time. The authors discuss in a short section, that the linearized Area Regge action on a tilted version of the standard triangulation, does lead to only 10 massless degrees of freedom per vertex, despite having 50 degrees of freedom per vertex. They comment that the analytical evaluation of this action was not possible (at that time) however. We assume that this means that one could not keep the $\omega_i$ factors general, but had to insert explicit numerical choices for these factors. To determine whether degrees of freedom come with a mass term it is sufficient to set all the $\omega$ factors equal to 1.
via an imaginary mass terms for these degrees of freedom. Including these additional terms does however not change substantially the results found for the Area Regge action in the case of the standard triangulation of the hypercubic lattice [20]: even the form of the leading order correction remains the same. We expect that this will be also the case for the triangulation considered in this work, but will leave this investigation for future work.

The results presented here give a much greater confidence, that general relativity will emerge in the continuum limit of spin foams. We did however rely here on a expansion around a background field, assuming that the non-perturbative continuum limit of spin foams does allow for such an expansion. To confirm this, we believe that it will be essential to control two kinds of divergencies [42] in spin foams: The first term arises from a possible restoration of diffeomorphism symmetry in the continuum limit [43], and could thus be controlled by appropriately dividing out gauge volumes. Here it will be also essential to construct diffeomorphism invariant measures [25, 44]. The second kind arises because the integration (or rather summation) range for spin foams are typically infinite, and can include so-called spike configurations [45], which are reflections of the conformal factor problem [46]. This has led to often insurmountable issues for the continuum limit in Euclidean approaches to quantum gravity [47]. But spin foams rely on a proper quantum mechanical (non-Wick rotated) path integral. Finding new methods to evaluate such quantum gravitational path integrals with infinite integration or summation ranges might avoid these issues [48].

### Appendix A: Construction of projectors with an over-complete basis

In this section we will discuss how to construct a projector, which projects onto the space spanned by a possibly over-complete set \( V = \{v_A\}_{A=1}^n \) of vectors. One possibility is to orthonormalize this set of vectors and build the projectors from a sum of one-dimensional ones. Such an orthonormalization procedure can however be very cumbersome.

An alternative method proceeds by defining the Gram matrix

\[
G_{AA'} = v_A^\dagger \cdot v_{A'}
\]

(A1)

If the set \( V \) is over-complete, the Gram matrix will have a set of null vectors \( \{n_b\}_b \), which satisfy \( \sum_{A'} G_{AA'}(n_b)_{A'} = 0 \). In this case we form the matrix

\[
\tilde{G}_{AA'} = G_{AA'} + \sum_b \beta_b (n_b)_A (n_b^\dagger)_{A'}
\]

(A2)

which, for generic parameters \( \beta_b \), can be inverted. We can then define the projector

\[
\Pi = \sum_{A,A'} v_A (\tilde{G}^{-1})_{AA'} v_A^\dagger
\]

(A3)

which is independent of the choice for the \( \beta_b \) and satisfies

\[
\Pi \cdot v_B = \sum_{A,A'} v_A (\tilde{G}^{-1})_{AA'} G_{A'B} = v_B
\]

(A4)

for all \( A = 1, \ldots, n \), by construction. We have also \( \Pi \cdot w = 0 \) for any vector \( w \), which is orthogonal to the set \( V \), that is, which satisfies \( v_A^\dagger \cdot w = 0 \).

### Appendix B: Transformation from area squares to area metric and from length square to length metric variables

In Section II F we discussed the following transformation between the (Plus sector) area square fluctuations and the area metric fluctuations:

\[
\alpha^i_{(2i',2i)} = A^+_{\mu(ij)(ij)} \quad \text{with } i < j
\]

\[
\alpha^i_{(2i',2i+2k)} = A^+_{\mu_O(ij)O(ij)} + A^+_{\mu_O(ik)O(ik)} + 2A^+_{\mu_O(ij)(ik)} \quad \text{with } i \neq j, k \text{ and } j < k
\]

(B1)

13 The construction of representations for loop quantum gravity, which are based on vacua peaked on flat connections [41], instead of vacua peaked on geometries with vanishing volumes, make this scenario more likely.
We can summarize this transformation into a matrix $A_M$, so that $\alpha^+ = A_M \cdot A_{\mu^+}$. This matrix is given by

$$A_M = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \quad \text{(B2)}$$

where the rows are labelled by triangle pairs, which we denoted by (see explanation below Equation (2.20))

$$(1, 2), (1, 4), (1, 8), (2, 4), (2, 8), (4, 8), \quad (1, 6), (1, 10), (1, 12), (2, 5), (2, 9), (2, 10), (4, 3), (4, 9), (4, 10), (8, 3), (8, 5), (8, 6); \quad \text{(B3)}$$

and the columns label independent area metric components:

$$B = (01)(01), (02)(02), (03)(03), (12)(12), (13)(13), (23)(23), \quad (01)(02), (02)(03), (01)(03), (10)(12), (10)(13), (12)(13), \quad (20)(21), (20)(23), (21)(23), (30)(31), (30)(32), (31)(32). \quad \text{(B4)}$$

Similarly, we have a transformation matrix $L_M$ between the length square fluctuations and the length metric fluctuations

$$L_M = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}. \quad \text{(B5)}$$

The rows are labelled by the edges

$$\{0, X\} = \{0, 1\}, \{0, 2\}, \{0, 4\}, \{0, 8\}, \{0, 3\}, \{0, 5\}, \{0, 9\}, \{0, 6\}, \{0, 10\}, \{0, 12\} \quad \text{(B6)}$$

and the columns by the independent components of the length metric

$$I = 00, 11, 22, 33, 01, 02, 03, 12, 13, 23. \quad \text{(B7)}$$

### Appendix C: Projectors $\chi^+_n$ and $\chi^-_n$

We defined projectors $\chi^+_n$ and $\chi^-_n$ in Section 11C, which project out area metric fluctuations that arise from length square fluctuations, projected to the Plus and Minus sector, respectively. Rows and columns of these projectors are labelled by the index $B$, whose values we detailed in (B4).
The projector $\chi^+$ has matrix rank 8, and is given by

\[
\chi^+ = \frac{1}{6}
\begin{pmatrix}
2 & -1 & -1 & -1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 2 & -1 & -1 & 2 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 2 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 2 & 2 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 2 & -1 & -1 & 2 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & -1 & -1 & -1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 \\
\end{pmatrix}.
\]  

(C1)

With this explicit form at hand, one can check that it projects out all possible traces from the area metric fluctuations.

The projector $\chi^-$ has matrix rank 9 and is given by

\[
\chi^- = \frac{1}{24 \times 11}
\begin{pmatrix}
100 & -48 & -52 & 28 & 24 & -4 & 10 & 14 & 0 & 10 & 14 & 0 & -4 & -14 & -14 & 4 & -10 & -10 \\
-48 & 104 & -56 & -24 & -8 & 16 & 4 & -12 & 0 & -4 & -12 & 0 & 16 & 12 & 12 & -16 & -4 & -4 \\
-52 & -56 & 108 & -4 & -16 & -12 & -14 & -2 & 0 & -14 & -2 & 0 & -12 & 2 & 2 & 12 & 14 & 14 \\
28 & -24 & -4 & 124 & -32 & 20 & -8 & -26 & 0 & -6 & -26 & 0 & 20 & 26 & 26 & -20 & 6 & 6 \\
24 & -8 & -16 & -32 & 136 & -8 & -24 & -16 & 0 & -24 & -16 & 0 & -8 & 16 & 16 & 8 & 24 & 24 \\
-4 & 16 & -12 & 20 & -8 & 148 & -18 & 18 & 10 & 0 & -18 & 10 & 0 & -28 & -10 & -10 & 28 & 18 & 18 \\
10 & 4 & -14 & -6 & -24 & -18 & 67 & -3 & 0 & -21 & -3 & 0 & -18 & 3 & 3 & 18 & 21 & -67 & -67 \\
14 & -12 & -2 & -26 & -16 & 10 & -3 & 75 & 0 & -3 & -13 & 0 & 10 & 13 & -75 & -10 & 3 & 3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 88 & 0 & 0 & -88 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & 4 & -14 & -6 & -24 & -24 & -18 & -21 & -3 & 0 & 67 & -3 & 0 & -18 & 3 & 3 & 18 & -67 & 21 \\
14 & -12 & -2 & -26 & -16 & 10 & -3 & -13 & 0 & -3 & 75 & 0 & 10 & -75 & 13 & -10 & 3 & 3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -88 & 0 & 0 & 88 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-4 & 16 & -12 & 20 & -8 & -28 & -18 & 10 & 0 & -18 & 10 & 0 & 60 & -10 & -10 & -60 & 18 & 18 \\
-14 & 12 & 2 & 26 & 16 & -10 & 3 & 13 & 0 & 3 & -75 & 0 & -10 & 75 & -13 & 10 & -3 & -3 \\
-14 & 12 & 2 & 26 & 16 & -10 & 3 & -75 & 0 & 3 & 13 & 0 & -10 & -13 & 75 & 10 & -3 & -3 \\
4 & -16 & 12 & -20 & 8 & 28 & 18 & -10 & 0 & 18 & -10 & 0 & -60 & 10 & 10 & 60 & -18 & -18 \\
-10 & -4 & 14 & 6 & 24 & 18 & 21 & 3 & 0 & -67 & 3 & 0 & 18 & -3 & -3 & -18 & 67 & -21 \\
-10 & -4 & 14 & 6 & 24 & 18 & -67 & 3 & 0 & 21 & 3 & 0 & 18 & -3 & -3 & -18 & -21 & 67 & .
\]  

(C2)

Appendix D: Translating from matrix to tensor notation

To describe the dynamics of the area metric fluctuations we have largely used matrices, whose rows and columns are labelled by the independent components of the area metric. An alternative is to use tensor notation, in which the area metric fluctuations appear as $\mu_{ijk}$, and where one sums over all values for the indices $i, j, k, l = 0, 1, 2, 3$. To translate between these notations, we need to account for the number of times in which an independent area metric component appears in the tensor notation.

E.g. the index value $B = (01)(01)$ appears in 4 instances as $(ijkl) = (0101), (1001), (0110), (1010)$ in tensor notation, whereas the index values $B = (01)(02)$ and $B = (01)(23)$ appear in 8 combinations. Translating from matrix to tensor notation, we need to divide the components, as given in the matrix notation, by the corresponding factors or by the square root of these factors. The latter applies if we want to translate the product of two matrices into tensor notation, and want to distribute these factors equally between the two matrices. One might apply the former if one translates the application of a matrix to an area metric fluctuation vector into tensor notation.

As an example we detail the projector $\chi^+_i$ in tensor notation. The tensor components $(\chi^+_i)^{ijkl}_{i'j'k'l'}$ are given by

\[
(\chi^+_i)^{ijkl}_{i'j'k'l'} = -\frac{1}{18}T_1 + \frac{1}{18}T_2 + \frac{1}{8}T_3
\]  

(D1)
where

\[(T_1)_{ijk}^{jk'} = \left\{ \left[ \delta^{ik} \delta_{ik'} (\delta^j_{jk'} + \delta_{jk'} \delta^i_{ik'}) - [i' \leftrightarrow j'] - [k' \leftrightarrow l'] + [i' \leftrightarrow j, k' \leftrightarrow l] \right] \right\} - \{i \leftrightarrow j\} - \{k \leftrightarrow l\} + \{i \leftrightarrow j, k \leftrightarrow l\} \]

\[(T_2)_{ijk}^{jk'} = (\delta^{ik} \delta_{ik'} - \delta^{il} \delta_{il'}) (\delta^j_{jk'} - \delta_{jk'} \delta^i_{ik'}) \]

\[(T_3)_{ijk}^{jk'} = \left\{ \left[ \delta^i_{ik'} \delta^k_{j'} - [i' \leftrightarrow j'] - [k' \leftrightarrow l'] + [i' \leftrightarrow j', k' \leftrightarrow l'] \right] + \{i' \leftrightarrow k', j' \leftrightarrow l'\} \right\} . \]

Note that all tensors \(T_a, a = 1, 2, 3\) satisfy the symmetries of the area metric. Contracting an area metric with \(T_1\) amounts to taking the trace on one suitable index pair, e.g. \((ik)\), contracting with \(T_2\) amounts to taking the double trace and \(T_3\) is proportional to the identity map on the space of area metrics.

**Appendix E: Spin projectors on the lattice**

Here we will define spin-0, spin-1 and spin-2 projectors on the lattice [27]. These projectors are combinations of projectors onto transversal or longitudinal modes, as well as trace modes. They thus involve derivatives. On the lattice we have the choice between forward and backward derivatives. To allow for both options, we define \(\kappa_m = 1 - \omega_m\) and \(\bar{\kappa}_m = 1 - \bar{\omega}_m\), where \(\omega_m := \exp(\ii \kappa_m)\), \(m = 0, \ldots, 3\) are the Fourier transform factors introduced in Section [18].

The spin projectors are then defined as

\[ (\Pi_L)_{ijkl} = \frac{1}{3} \left( \delta_{ij} + \bar{\kappa_i} \bar{\kappa_j} (1 - \delta_{ij} \kappa_j) \right) \left( \delta_{kl} + \kappa_k \bar{\kappa_l} (1 - \delta_{kl} \bar{\kappa_l}) \right) \]

\[ (\Pi_L)_{ijkl} = \frac{1}{2} \left( \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right) - \frac{1}{2} \left( \delta_{ik} \delta_{jl} \bar{\kappa_k} \bar{\kappa_l} \right) \left( \delta_{ij} + \bar{\kappa_i} \bar{\kappa_j} (1 - \delta_{ij} \kappa_j) \right) \left( \delta_{kl} + \kappa_k \bar{\kappa_l} (1 - \delta_{kl} \bar{\kappa_l}) \right) \]

\[ (\Pi_L)_{ijkl} = \frac{1}{2} \left( \delta_{ij} \delta_{kl} \bar{\kappa_k} \bar{\kappa_l} \right) \left( \delta_{ij} + \bar{\kappa_i} \bar{\kappa_j} (1 - \delta_{ij} \kappa_j) \right) \left( \delta_{kl} + \kappa_k \bar{\kappa_l} (1 - \delta_{kl} \bar{\kappa_l}) \right) \]

where \(\Delta' = \sum_i \kappa_i \bar{\kappa}_i\). Note that

\[ \kappa_i (1 - \bar{\kappa}_i) = -\bar{\kappa}_i \quad , \quad \bar{\kappa}_i (1 - \kappa_i) = -\kappa_i \quad , \quad (1 - \kappa_i) (1 - \bar{\kappa}_i) = 1 \]

so the factors \((1 - \delta_{ij} \kappa_j)\), \((1 - \delta_{ij} \bar{\kappa}_j)\) just change forward derivative into backward derivatives and vice versa.

The projector \((\Pi_L)\) projects onto the longitudinal tensor modes

\[ v_{ij}^k = \delta_{ij}^k \kappa_j (1 + (\delta_j^k - 1) \kappa_i) + \delta_{ij}^k \bar{\kappa}_i (1 + (\delta_j^k - 1) \bar{\kappa}_i) \]

which constitute the gauge modes for the lattice version of the linearized Einstein-Hilbert Lagrangian (3.1), and represent the linearized diffeomorphism modes.
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