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I. INTRODUCTION

Spectroscopy is a key step in the screening of materials and molecules for technological applications such as photovoltaics, in understanding photochemical reactions, and in the investigation of biological processes.\(^1^,2\) In condensed phases, the environment can have a significant influence on the spectral peak position and intensity, causing a change in the electronic and nuclear quantum states of the molecule.\(^3^\)\(^\text{-}\)\(^5\) Modeling the effect of the environment on a molecule in an accurate and computationally affordable way is a persistent challenge.\(^6^,7\)

Additionally, the accurate and affordable quantum treatment of nuclear dynamics and non-adiabaticity is in constant development.\(^8^\)\(^\text{-}\)\(^11\) The exact calculation of experimental spectra in the condensed phase requires a unification of accurate treatment of the non-adiabatic quantum dynamics with proper inclusion of the effects of the environment.\(^12\)

In many cases, transitions involve bright, energetically well-separated states, justifying the use of the Condon approximation. Similarly, if the chromophore is relatively rigid, the harmonic approximation can be made for the shape of the initial and final state adiabatic Born-Oppenheimer potential energy surfaces (PESs).\(^13^,14\) This harmonic Franck-Condon approach has been employed using time-dependent (effective for large multi-mode systems) and time-independent (sum over states, effective for smaller systems) techniques, and can be easily extended to include linear effects of the structure on transition dipole moment (Herzberg-Teller effects).\(^15^\)\(^\text{-}\)\(^19\) When the environment interacts weakly with the ground and excited states, combining Franck-Condon calculations with polarizable continuum models for the solvent environment can yield highly effective environment corrected vibronic lineshapes,\(^20^\)\(^\text{-}\)\(^22\) and for systems with stronger coupling to the environment, some of the authors have presented combined ensemble - Franck-Condon approaches to improve lineshapes calculation.\(^7^,23^\)\(^\text{-}\)\(^25\)

However, there are many instances where such a Franck-Condon treatment of the absorption spectrum is insufficient. For example, if there is a region of the PES in which excited states intersect, causing a breakdown of the Born-Oppenheimer approximation, electronic states may mix, leading to non-adiabatic effects such as intensity-borrowing between states.\(^26^,27\) For polyatomic systems these crossings are ubiquitous, but the Condon approximation relies on such crossings being far from the initial state equilibrium, representing rare events. If such crossings are close to the region of the potential sampled by the ground state, and thus contribute to the absorption
spectrum via non-adiabatic effects such as vibrationally driven population transfer, it may become effective to utilize the linear vibronic coupling (LVC) Hamiltonian to describe the system dynamics.\textsuperscript{28}

Historically the importance and efficacy of the LVC model in describing spectral lineshapes is well reported.\textsuperscript{29} One seminal example is the calculation of the second singlet excitation of pyrazine,\textsuperscript{30} and a recent egregious example is the UV spectra of cyclopropane.\textsuperscript{31} In the latter case, the authors show extreme intensity borrowing from the optically dark $A'_2$ and $A'_1$ states from the $E'$ state, completely transforming the absorption lineshape. Generally, these studies have focused on small high symmetry molecules in the gas phase, where expensive numerical approaches are both feasible and effective.\textsuperscript{32} The previously highlighted examples of pyrazine and cyclopropane were successfully modeled using the multiconfigurational time-dependent Hartree (MCTDH) method, which is often regarded as the gold standard in many-body approaches to non-adiabatic problems.\textsuperscript{33} Unfortunately, these methods suffer from the ‘curse of dimensionality’, meaning inclusion of only a few nuclear and electronic degrees of freedom is feasible, and they generally utilize precalculated potential energy surfaces with high level electronic structure methods.\textsuperscript{34} Recently, Santoro and co-workers have parameterized the LVC Hamiltonian for a dense manifold of states for larger molecules using more affordable time-dependent density-functional theory. However, these calculations still limit the number of modes in the system by constructing LVC Hamiltonians in vacuum or relying on polarizable continuum models to represent the environment.\textsuperscript{35–37}

There are a number of approaches able to circumvent the exponential scaling of many body states through the use of efficient and compact representations of wave functions, such as multilayer (ML-) MCTDH, matrix product states (MPS), and tensor network states.\textsuperscript{38–40} A tensor network-based, many body approach that has been developed to handle complex open quantum systems (OQS) problems is the time-evolving density operator with orthogonal polynomials (TEDOPA) algorithm, based on a mapping that transforms one or more environments into a 1D chain of effective oscillator modes with nearest-neighbour coupling \textit{(vide infra)}.\textsuperscript{41–43} This geometry unlocks the full power of the MPS/Tensor networks ansatz that perform optimally for 1D systems with locally short-range couplings.\textsuperscript{44} Indeed, a recent comparison of ML-MCTDH and MPS methods for 1D dipolar chains found that the MPS approach was both faster and required less computational memory to obtain accurate ground states for this class of models.\textsuperscript{45}

TEDOPA is in principle numerically exact, can be combined with machine learning and entanglement renormalization methods, and also gives full access to observable bath dynamics, as recently verified through time-resolved excited-state vibrational spectroscopy in bipentacenes.\textsuperscript{40,46} However, until recently, accessing finite temperatures required time-consuming sampling over bath configurations. This limitation was overcome, first with the introduction of the thermofield approach, in which a bath of negative energy modes that act like a source of thermal energy are introduced, and later with the mapping of Tamascelli \textit{et al.} to treat a thermal environment by defining a temperature dependent spectral density, leading to so-called T-TEDOPA.\textsuperscript{47,48} These advances now allow finite temperature OQS dynamics to be extracted from many-body pure state wave function simulations at 0K - offering substantial advantages over other methods in terms of efficiency.\textsuperscript{49} In this article we demonstrate how this new capability allows us to predict optical spectra of real-world molecules in realistic environments that can be directly compared to experiments in solution. In achieving this, we will also show how the Dirac-Frenkel variational principle applied to the TEDOPA state allows us to include long-range couplings that prove to be essential for including the energy gap \textit{correlations} that play a determining role in the excited state dynamics and spectra.

We apply this method to the curious case of the linear absorption spectra of the cationic methylene blue (MB) chromophore in aqueous solution. Both the molecular structure and excitation have been shown to be environmentally sensitive, and there are many open questions about the nature of solvent and aggregation of this molecule and how it influences the spectral lineshape.\textsuperscript{50,51} Focusing on the monomeric solution, it shows a singular peak ($\lambda_{\text{max}} = 664 \text{ nm, 1.86 eV}$) with a broad, almost square, higher energy shoulder (610 nm, 2.03 eV) at half the absorption maximum intensity.\textsuperscript{52} Despite its simple lineshape, previous models for this system appear incomplete. The broad shoulder intensity has been previously both significantly under- and over- estimated depending on the electronic structure, solvent model, and vibronic coupling method of choice.\textsuperscript{53} For example, a recent study by de Queiroz \textit{et al.} indicates the $S_3$ state gains some intensity when examining vertical excitations in explicit solvent, suggesting non-Condon effects. Yet in the same study their computation of the $S_0 \rightarrow S_1$ Franck-Condon spectra \textit{in vacuo} overestimates the shoulder intensity.\textsuperscript{54}

Here we expand on previous studies of MB by including explicitly quantum mechanical treatment of the solvent polarization on excitation and nuclear dynamics for vibronic lineshapes. Linear absorption spectra are computed using second and third order truncation of a cumulant expansion of the linear response function constructed from energy gap fluctuations along a molecular dynamics trajectory. We also extend the lineshape calculations to include the strong non-adiabatic effects of higher excited states by solving the LVC problem for three electronic states, finding that the $S_0$ state of MB plays a large role in determining the excited state dynamics and absorption lineshape. In contrast to previous studies parameterizing LVC Hamiltonians from electronic structure theory we show that LVC model parameters can be obtained directly from correlation functions\textsuperscript{55} calculated along generally anharmonic molecular dynamics simulations in ex-
II. THEORY

In this work, we consider a three-level electronic system consisting of an electronic ground state \( S_0 \) and two electronic excited states, \( S_1 \) and \( S_2 \), coupled to nuclear degrees of freedom. The nuclear degrees of freedom are described through the spin-boson model (SBM) or Brownian oscillator model (BOM), which makes the assumption that ground- and excited-state PESs are harmonic surfaces with the same curvature that only differ by a displacement of their respective minima.\(^{57,58}\) The BOM Hamiltonian can then be written as:

\[
\hat{H}_{\text{BOM}} = \begin{pmatrix}
    H_0 & V_{01} & V_{02} \\
    V_{10} & H_1 & 0 \\
    V_{20} & 0 & H_2
\end{pmatrix},
\]  

(1)

where \( V_{nm} = V_{mn}^\dagger \) denotes the transition dipole operator between the electronic ground and \( n^{th} \) excited state. We also assume that the Condon approximation is valid, such that the dependence of the transition dipole operator on nuclear degrees of freedom can be ignored and \( V_{0n}(\hat{q}) \approx V_{0n} \). The nuclear Hamiltonian of the electronic ground state is denoted \( H_0(\hat{q}) \), and in the BOM the nuclear Hamiltonians for a system with \( N \) vibrational modes can be written as:

\[
H_0(\hat{p}, \hat{q}) = \sum_j^N \left( \frac{\hat{p}_j^2}{2} + \frac{1}{2} \omega_j^2 \hat{q}_j^2 \right) 
\]  

(2)

\[
H_1(\hat{p}, \hat{q}) = \sum_j^N \left( \frac{\hat{p}_j^2}{2} + \frac{1}{2} \omega_j^2 \left( \hat{q}_j - K_j^{(1)} \right)^2 \right) + \Delta_{01} 
\]  

(3)

\[
H_2(\hat{p}, \hat{q}) = \sum_j^N \left( \frac{\hat{p}_j^2}{2} + \frac{1}{2} \omega_j^2 \left( \hat{q}_j - K_j^{(2)} \right)^2 \right) + \Delta_{02} 
\]  

(4)

where \( \Delta_{01} \) and \( \Delta_{02} \) are the adiabatic energy gaps between the ground and first electronic excited state, and ground and second excited state, respectively.

This paper is structured as such. First, we present background theory defining the linear vibronic coupling problem in the context of our solvated chromophore, methylene blue. Then we present background on the T-TEDOPA method and the novel derivation of the response function for the T-TEDOPA mapping. Next, we take special care to address the nature of the bath correlations for our solvated chromophore, and how they are addressed in the T-TEDOPA framework and tensor network calculations. The computational method for a) ab initio calculation of various linear vibronic coupling parameters of the chromophore, and b) the tensor network calculation of the T-TEDOPA dynamics are then described. In the results section we provide analysis of our chosen molecule’s excitations and dynamics, establishing both the importance of considering the dark \( S_2 \) state and the efficacy of our choice of Hamiltonians. We then turn to the question of the importance of including correlation between the excited state dynamics and their influence on the spectral lineshape. From these results we identify the role of the \( S_1-S_2 \) energy gap, and so explore the range of this value obtained from electronic structure calculations.
For the simple BOM Hamiltonian, Eqns. 8 and 9 yield the exact linear spectrum. However, \( \hat{H}_{\text{BOM}} \) neglects a number of important effects on an optical absorption spectrum that are present in realistic systems. Even when retaining a harmonic approximation to the ground and excited state potential energy surfaces, allowing the ground- and excited-state vibrational frequencies to differ introduces non-linear energy gap fluctuations for which the second-order cumulant lineshape is no longer exact.\(^{56}\) The most general Hamiltonian based on harmonic approximations to the PESs is the Generalized Brownian Oscillator Model (GBOM),\(^{56}\) which allows for differences between the ground and excited state curvature and mode-mixing effects described by the Duschinsky rotation.\(^{59}\) The GBOM Hamiltonian can be constructed from ground- and excited-state normal mode analysis and can be solved exactly in the Franck-Condon approach.\(^{16–18}\) Such Franck-Condon calculations are implemented in a range of standard electronic structure packages. Furthermore, the Condon approximation can be relaxed in this formalism through the inclusion of Herzberg-Teller effects.\(^{16,17}\)

Both the cumulant approach and the Franck-Condon approach based on the GBOM Hamiltonian can be used to construct the linear absorption spectrum in systems where the individual excited states are separated far enough in energy that they can be treated as fully decoupled. However, if electronic excited states intersect in the Condon region, this intersection leads to strong coupling between the two excited states that is dependent on nuclear coordinates, resulting in a breakdown of the Condon approximation and the intensity-borrowing between electronic excited states that is commonly observed in linear absorption spectra of small organic chromophores.\(^{30,31,35,36}\)

A simple model Hamiltonian that can describe these dynamics is the linear vibronic coupling (LVC) Hamiltonian. For the purpose of the present work, we only consider linear coupling between the two electronic excited states, such that the LVC Hamiltonian can be written as

\[
\hat{H}_{\text{LVC}} = \hat{H}_{\text{BOM}} + \sum_j N \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & \Lambda_j \hat{q}_j \\ 0 & \Lambda_j \hat{q}_j & 0 \end{pmatrix},
\]

where the couplings \( \Lambda_j \) to the bath in the off-diagonal elements of the Hamiltonian that mixes the first and the second excited state is then specified by the coupling spectral density

\[
\mathcal{J}_{12}(\omega) = \frac{\pi}{2} \sum_j N \frac{\Lambda_j^2}{\omega} \delta(\omega - \omega_j).
\]

In contrast to the BOM Hamiltonian, in the LVC model the electronic and nuclear Hamiltonians no longer commute, rendering an analytical description of time-evolution unobtainable. Therefore, more sophisticated methods are required, in this case T-TEDOPA. The details of this description of our system dynamics and the linear response function \( \chi(t) \) needed for absorption spectra are contained in Sec. II B).

### A. The LVC Hamiltonian in complex condensed-phase environment

For a molecule in the gas phase, the LVC Hamiltonian can be described in terms of \( 3N - 6 \) well-defined vibrational modes coupling to the electronic excitations. In the condensed phase, such as for a chromophore in solution or embedded in a protein environment, a large number of bath modes couple to the system, including collective chromophore-environment motion. In this case it becomes convenient to consider the spectral densities introduced in the previous section as continuous functions that can be constructed from equilibrium quantum correlation functions of fluctuation operators.\(^{55}\) The spectral density \( \mathcal{J}_{01}(\omega) \) describing the coupling to the first excited state can then be written as

\[
\mathcal{J}_{01}(\omega) = i \theta(\omega) \int dt \, e^{i\omega t} \text{Im} \, C_{01}(t),
\]

where \( \theta(\omega) \) is the Heaviside step function and the quantum autocorrelation function of the energy gap fluctuation operator is given by

\[
C_{01}(t) = \langle \delta U_{01}(\hat{q}, t) \delta U_{01}(\hat{q}, 0) \rangle,
\]

and \( \delta U_{01} = (H_1 - H_0) - \omega_{01}^\omega \delta U_{01} = U_{01} - \omega_{01}^\omega \).

The exact quantum correlation function \( C_{01}(t) \) is, in general, impossible to compute for anything but the most simple model systems. A practical approach for complex condensed phase systems is to approximately reconstruct \( C_{01}(t) \) from its classical counterpart using quantum correction factors.\(^{60–62}\) In this work, we use the harmonic quantum correction factor\(^{61,63}\) that can be derived by equating the classical correlation function with the Kubo-transformed quantum correlation function possessing the same symmetries as its counterpart.\(^{64,65}\) This choice yields

\[
\mathcal{J}_{01}(\omega) \approx \theta(\omega) \frac{\beta \omega}{2} \int dt \, e^{i\omega t} \, C_{01}^{\text{cl}}(t),
\]

where \( \beta = 1/k_B T \) and \( \theta(\omega) \) is the Heaviside step function.

Eqn. 14 enables the computation of spectral densities in complex condensed phase systems directly by evaluating classical correlation functions of electronic excitation energy fluctuations computed along a molecular-dynamics (MD) trajectory on the ground state potential energy surface. However, computing excitation energies from electronic structure methods such as time-dependent density functional theory (TDDFT) yields
adiabatic electronic states, i.e. states that are electronically decoupled but can change their electronic character along the MD trajectory. Instead, to parameterize the LVC Hamiltonian outlined in the previous section, it is necessary to construct coupled diabatic states that do not change character along the trajectory, and thus have constant ground- to excited state transition dipole moments.

As with the choice of quantum correction factor, the choice of diabatic states is not unique and several approaches exist to construct quasi-diabatic states from adiabatic states. For the present example, we are interested in exploring the effect of the coupling between one bright and one dark state close in energy on the optical absorption spectrum. In this case, an efficient diabatization strategy has been outlined previously by Subotnik and co-workers. Following this approach, we define the transition dipole matrix $D$ as

$$D = \begin{pmatrix} V_{01} \cdot V_{01} & V_{01} \cdot V_{02} \\ V_{01} \cdot V_{02} & V_{02} \cdot V_{02} \end{pmatrix} \quad (15)$$

Diagonalizing $D$ results in two states with maximally different transition dipole moments and oscillator strengths. The eigenvectors of $D$ can then be used to rotate the diagonal matrix of adiabatic excitation energies into a matrix with two diabatic excitation energies on the diagonal and their electronic coupling as the off-diagonal elements. Performing the diabatization procedure for every snapshot along an MD trajectory, it is then straightforward to construct the classical autocorrelation functions $C_{01}^R(t)$, $C_{02}^R(t)$ and $C_{12}^R(t)$, which, after substitution into Eqn. 14, yields the spectral densities defining the LVC Hamiltonian.

The final parameters needed to define the LVC Hamiltonian are the electronic energy gaps $\Delta_{01}$ and $\Delta_{02}$. Assuming a linear coupling to vibrational degrees of freedom, these can be constructed from the classical thermal averages of the energy gap fluctuations, such that $\Delta_{01} = \omega_{01}^R - \lambda_{01}^R$. Here, $\lambda_{01}^R$ is the nuclear reorganization energy of electronic state $S_1$ that can be computed from the spectral density $J_{01}(\omega)$ as:

$$\lambda_{01}^R = \frac{1}{\pi} \int_0^\infty \frac{J_{01}(\omega)}{\omega} d\omega = \frac{1}{2} \sum_j \omega_j^2 \left( K_j^{(1)} \right)^2 \quad (16)$$

Using the above parameters, we can define two distinct measures of the energy gap between $S_1$ and $S_2$, which is expected to be a key parameter in this system determining the linear absorption spectrum. First, $\Delta_{12} = \Delta_{02} - \Delta_{01}$, which is the difference between the minima of the diabatic $S_1$ and $S_2$ potential energy surfaces, and second, $\omega_0^{av} = \omega_{01}^{av} - \omega_{02}^{av}$, the thermal average of the diabatic $S_1$-$S_2$ energy gap difference, which represents a measure of the separation of the surfaces in the Condon region.

### B. T-TEDOPA & the Response Function

In this section we will briefly describe the T-TEDOPA method and show how it may be employed to calculate the response function. We begin by splitting $\hat{H}_{LVC}$ into three parts

$$\hat{H}_{LVC} = H_S + H_1 + H_B. \quad (17)$$

$H_S$ is a system Hamiltonian governing the electronic states

$$H_S = \sum_{\alpha=1}^2 \left( \lambda_{0\alpha}^R + \Delta_{0\alpha} \right) |S_\alpha\rangle \langle S_\alpha| + \delta(|S_1\rangle \langle S_2| + h.c.), \quad (18)$$

where h.c. denotes the Hermitian conjugate of the preceding terms and $\lambda_{0\alpha}^R$ denotes the reorganization energies of the $S_1$ and $S_2$ baths. We have also included for completeness a coupling $\delta$ between $S_1$ and $S_2$, although in the case of MB this coupling is extremely small. The Hamiltonian $H_1$ is the interaction Hamiltonian which describes the coupling to the nuclear degrees of freedom (DOF). We further decompose this interaction Hamiltonian as follows

$$H_1 = H_1^{EL} + H_1^\delta, \quad (19)$$

where the energy level interaction Hamiltonian $H_1^{EL}$ describes the coupling which causes fluctuations in the $S_1$ and $S_2$ energies, and where $H_1^\delta$ is responsible for the fluctuations in the $S_1$-$S_2$ coupling matrix element. To begin with, we make the assumption that the three fluctuation motions in the system are uncorrelated, and thus we treat the spectral densities $J_{01}$, $J_{02}$ and $J_{12}$ as pertaining to three independent bosonic baths which we label with $\alpha = 1$, 2 and 3 respectively. We will go on to refine this assumption in section II C. Making the transformation to second quantized creation and annihilation operators, we obtain the following forms for the interaction Hamiltonians

$$H_1^{EL} = -\frac{1}{\sqrt{2}} \sum_{j,\alpha=1}^2 K_j^{(\alpha)} \omega_j^2 (a_j^{\dagger} a_j + a_j a_j^{\dagger}) |S_\alpha\rangle \langle S_\alpha|, \quad (20)$$

$$H_1^\delta = \sum_j \frac{\Lambda_j}{\sqrt{2}\omega_j} (a_j^{\dagger} a_j^{\dagger} + a_j a_j)|S_1\rangle \langle S_2| + h.c.. \quad (21)$$

Finally, the bath Hamiltonian describing the free motion of the nuclei is given by

$$H_B = \sum_{j,\alpha=1}^3 \omega_j a_j^{\dagger} a_j. \quad (22)$$

The initial condition is the of product density matrices

$$\rho(0) = \rho_S \otimes \rho^{(1)} \otimes \rho^{(2)} \otimes \rho^{(3)}, \quad (23)$$
where $\rho^{(\alpha)}$ is a thermal equilibrium density matrix for bath $\alpha$ with inverse temperature $\beta_\alpha$ and $\rho_0 = |S_0\rangle \langle S_0|$ is the electronic ground state. These thermal density matrices may appear a major problem since they represent statistical mixtures - implying an averaging over a large number of initial states. However, by applying Tamascelli et al.’s T-TEDOPA mapping to each bath, we transform these density matrices into vacuum states $\rho^{(\alpha)} \rightarrow |0\rangle_\alpha$ - single pure state wave functions - while the bath spectral density picks up a temperature dependence $J(\omega) \rightarrow J_\beta(\omega).^{47,48}$ This new thermal spectral density, which encodes the detailed balance of thermal emission and absorption in the mode coupling strengths, is defined on the domain $\omega \in [-\infty, \infty]$ and thus introduces effective negative energy modes into the bath. The zero-temperature equilibrium correlation function of this spectrally extended environment is identical to that of the original finite temperature environment, and as the reduced system dynamics defined by $\text{Tr}_E\{\rho(t)\}$ can be shown to be uniquely determined by the bath correlation function, the proxy, extended zero temperature environment can be used to obtain finite temperature results.$^{47}$ Moreover, the mapping can also be inverted on the bath modes to provide thermal expectations for the nuclei in the original basis.$^{48,49}$

In general, the optical dipole operator is

$$\hat{V} = V_{01} |S_0\rangle \langle S_1| + V_{02} |S_0\rangle \langle S_2| + \text{h.c.},$$

and the response function is given by

$$\chi(t) = \langle \hat{V}(t)\hat{V}(0) \rangle_{\rho(0)}. \quad (25)$$

Although the T-TEDOPA mapping preserves the dynamics of the system’s reduced density matrix, it is not clear that the same can be said for arbitrary multi-time correlation functions, although some progress has recently been made for the case of third-order response within the thermofield approach.$^{71}$ However, in the present case the response function can be shown to depend on a reduced density matrix for the system which has been time-evolved from a particular initial state; therefore, we can correctly employ the mapping. Firstly, we expand the thermal expectation of Eq. 25 and rearrange the contents using the cyclic property of the trace

$$\langle \hat{V}(t)\hat{V}(0) \rangle_{\rho(0)} = \text{Tr}\{e^{i\hat{H}_t t}\hat{V}e^{-i\hat{H}_t t}\rho(0)\} $$

$$= \text{Tr}\{\hat{V}e^{-i\hat{H}_t t}\rho(0)e^{i\hat{H}_t t}\},$$

where $\text{Tr}$ denotes the trace over all electronic and nuclear coordinates and we have dropped the subscript from $\hat{H}_{\text{LVC}}$. Making use of the Condon approximation, we perform the trace over the nuclear DOF first giving

$$\langle \hat{V}(t)\hat{V}(0) \rangle_{\rho(0)} = \text{Tr}_S\{\text{Tr}_E\{e^{-i\hat{H}_t t}\hat{V}\rho(0)e^{i\hat{H}_t t}\}\}$$

$$= \text{Tr}_S\{\hat{V}\rho'_R(t)\}$$

$$= \langle \hat{V} \rangle_{\rho'_R(t)}. \quad (27)$$

Thus, the response function can be expressed as the expectation value of $\hat{V}$ with respect to the reduced system density matrix $\rho'_R(t)$, which has been evolved from an initial state $\hat{V}\rho(0)$. Unfortunately, $\hat{V}\rho(0)$ does not represent a valid initial state, since it contains only off-diagonal components: $|S_1\rangle \langle S_0|$ and $|S_2\rangle \langle S_0|$; therefore, it is not possible to construct a simulation with $\hat{V}\rho(0)$ as an initial condition. Indeed, because $\hat{V}$ is a Hermitian operator, its expectation cannot equate to that of a multi-time correlation function since the latter may be complex valued. However, using the initial state $\rho'_S(0) = |\psi\rangle \langle \psi|$ where $|\psi\rangle = c(|S_0\rangle + V_{01}|S_1\rangle + V_{02}|S_2\rangle)$ and measuring the non-Hermitian operator $V' = V_{01}|S_0\rangle \langle S_1| + V_{02}|S_0\rangle \langle S_2|$, we find exactly the same expectation value as we would have found had we measured $\hat{V}$ with the invalid initial condition $V\rho(0)$. This is because the system’s Hamiltonian does not mix $S_1$ or $S_2$ with $S_0$ and thus the additional terms in $\rho'_S$, such as $|S_1\rangle \langle S_2|$, will be projected out by the measurement of $V'$. As $\rho'_S$ is a valid initial state, and as nothing prevents us from measuring a non-Hermitian operator, it is now straightforward to construct a simulation for $\chi(t)$.

### C. Bath Correlations

In the previous section we made the assumption that the three fluctuation motions, corresponding to the two energy levels and the coupling between them, were completely uncorrelated and could thus be treated as arising from three independent baths. While it is normally justified to assume that there is no correlation between the fluctuations of the coupling and those of the energy levels, the bath motions required for these two kinds of fluctuations being of very different natures, the same is not in general true for the fluctuations of the energy levels between themselves. Indeed, by measuring the cross-correlator of the $S_1$ and $S_2$ energy fluctuation operators along the MD trajectory

$$C_{\text{cross}}(t) = \langle \delta U_{01}(\mathbf{q}, t)\delta U_{02}(\mathbf{q}, 0) \rangle, \quad (28)$$

we find a strong, principally positive, correlation between these two motions for MB. This leads, via Eq. 12, to the cross-correlation spectral density $J_{\text{cross}}$.

As a means of assessing quantitatively the strength and parity of these correlations, we define the normalized cross-correlation spectral density as $J_{\text{cross}} = J_{\text{cross}}/\sqrt{J_{01}J_{02}}$. This function takes values in the range $[1, -1]$ and has the following interpretation: if $J_{\text{cross}} = 1$, we have fully positively correlated modes; the bath induced fluctuations of the $S_1$ and $S_2$ energies are perfectly in phase - a raising of the $S_1$ energy being associated with a simultaneous raising of the $S_2$ energy (although the amplitudes, which are determined by $J_{01}$ and $J_{02}$, need not be the same). Similarly, if $J_{\text{cross}} = -1$, the fluctuations will be perfectly anti-correlated - a raising of the $S_1$ energy being associated with a lowering of the
S₂ energy (again the amplitudes need not be identical). Finally, if \( J_{\text{cross}} = 0 \), the fluctuations are uncorrelated; i.e., the energy fluctuations behave as two independent sources of Gaussian noise.

The normalized cross-correlation spectral density for MB from our energy gap sampling is plotted in SI Fig. 2. We find that, with a few exceptions, the environmental modes are between 40% and 100% positively correlated (further analysis is presented in SI Sec.IX). In order to include these correlations in the dynamical simulations we must generalize the energy level interaction Hamiltonian \( H_{1}^{\text{EL}} \) to take the following form:

\[
H_{1}^{\text{EL}} = \sum_{k} \sum_{\alpha \beta} g_{k}^{\alpha \beta} |S_{\alpha}| \langle S_{\alpha} | (a_{\beta k}^{\dagger} + a_{\beta k}) , \tag{29}
\]

where now, each harmonic bath couples to both the S₁ and S₂ energies. This interaction Hamiltonian is capable of describing arbitrary correlations between the S₁ and S₂ energy fluctuations. The parameters \( g_{k}^{\alpha \beta} \) are determined so as to reproduce the calculated spectral densities \( J_{01}, J_{02}, J_{\text{cross}} \). The details of the procedure for obtaining \( g_{k}^{\alpha \beta} \) are contained in SI Sec. III. LVC calculations performed using the exact S₁-S₂ cross-correlation are labeled MDCC (molecular dynamics cross-correlated).

There are two important limiting cases of this Hamiltonian. The first occurs when the off-diagonal coupling coefficients vanish (\( g_{k}^{12} = g_{k}^{21} = 0 \)), which corresponds to the uncorrelated limit introduced in section II B. In this case the two excited states are each coupled to their own independent bosonic bath with no communication between them. The second limiting case, which we refer to as the fully positively correlated (FPC) limit, occurs when the two columns of the matrix \( g_{k}^{\alpha \beta} \) are identical; i.e., when \( g_{k}^{12} = g_{k}^{11} \) and \( g_{k}^{21} = g_{k}^{22} \). In this case, the coupling matrix \( g_{k}^{\alpha \beta} \) possesses a zero eigenvalue and thus \( H_{1}^{\text{EL}} \) reduces to a coupling of the collective motion of S₁ and S₂ to a single, shared bath (whose creation and annihilation operators are the linear combinations \( \sum_{k} a_{1k}^{\dagger}(t) = \frac{1}{\sqrt{2}} (a_{11}^{(t)} + a_{12}^{(t)}) \)). The coupling Hamiltonian for this case takes the form

\[
H_{1}^{\text{EL}} = \sum_{k} \left( g_{k}^{11} |S_{1}\rangle \langle S_{1}| + g_{k}^{22} |S_{2}\rangle \langle S_{2}| \right) \left( b_{k}^{\dagger} + b_{k} \right). \tag{30}
\]

In the FPC limit the energy fluctuations of the two excited states are induced by the same set of modes and thus have no independent character. We interest ourselves in this FPC limit for two reasons: first, it is interesting to consider, from a theoretical point of view, the effect of correlated energy fluctuations on the absorption spectra and excited state dynamics; second, given that for MB most modes are strongly positively correlated, the FPC limit represents a reasonable approximation which carries with it a significant reduction in computational overhead, because of the need to simulate only one bath. One could also consider the fully negatively correlated limit where the coupling would be to the system operator \( g_{k}^{11} |S_{1}\rangle \langle S_{1}| - g_{k}^{22} |S_{2}\rangle \langle S_{2}| \), however this is nonphysical for MB.

III. COMPUTATIONAL DETAILS

A. Molecular Dynamics and Electronic Structure calculations

To sample the energy gap fluctuations needed to generate the necessary correlation functions and spectral densities of MB in water, four independent trajectories of 8 ps length were generated. The same trajectories as generated for a previous study by some of the authors were used, and the full computational details can be found therein. Here, we summarize the main computational details.

To obtain independent starting points for the four trajectories, force field based molecular dynamics simulations were performed in OpenMM, where water was represented by the TIP3P water model and the MB force field parameters were generated using the QUABEKit package. The system was equilibrated as described in Ref. 72 and a 4 ns production run in the NVT ensemble was performed, where atomic positions and velocities were extracted every 1 ns to yield independent starting points for mixed quantum mechanical/molecular mechanical (QM/MM) simulations.

Using the independent starting points, four 10 ps QM/MM trajectories were generated using the inbuilt QM/MM functionality of the TeraChem package. For dynamics, the chromophore and its counter-ion were treated quantum mechanically with the CAM-B3LYP exchange-correlation functional and 6-31+G* basis set, and all water molecules were described by the TIP3P force field. Calculations were performed in the NVT ensemble using a Langevin thermostat with a collision frequency of 1 ps⁻¹ and a time-step of 0.5 fs was used throughout. The first 2 ps of each trajectory were discarded to allow for the system to equilibrate after switching the chromophore Hamiltonian from the force field Hamiltonian to the DFT Hamiltonian in the QM/MM simulation, resulting in 8 ps of usable trajectory for each independent trajectory. From these trajectories, snapshots were extracted every 2 fs for calculating vertical excitation energies, yielding a total of 16,000 snapshots from which the classical correlation functions were constructed.

Adiabatic excitation energies on each snapshot were computed using time-dependent density-functional theory (TDDFT) as implemented in the TeraChem code. To evaluate the influence of different choices of TDDFT functional on the S₁/S₂ coupling, vertical excitation energies were either computed at the CAM-B3LYP/6-31+G* level of theory in the Tamm-Dancoff approximation or at the B3LYP/6-31+G* level of theory using full TDDFT. This choice is motivated by the fact that...
the relative $S_1/S_2$ energy is very sensitive to the treatment of long range Hartree-Fock exchange in the density functional, with the CAM-B3LYP functional predicting a larger energy difference between $S_1$ and $S_2$ (See SI Sec. V for a discussion of the influence of different density functionals on the calculated excited state energies for MB). We note that the use of the B3LYP functional for computing vertical excitation energies does introduce a mismatch between the Hamiltonian generating the ground state dynamics and the Hamiltonian generating the energy gap fluctuations. Such a mismatch can create artifacts in the computed correlation functions and spectral densities of system-bath coupling, as is commonly observed for spectral densities computed with TDDFT using force-field-based MD trajectories. However, the ground state properties of MB predicted by CAM-B3LYP and B3LYP are expected to be similar enough that this mismatch has a relatively minor influence on the computed results. We further validate this choice in SI Sec. VIII, where we compare single trajectory spectral densities of B3LYP ground state dynamics in MM water to the mixed CAM-B3LYP/B3LYP and CAM-B3LYP/CAM-B3LYP spectral densities. The spectral densities are fairly consistent, with a small red shift of frequencies for B3LYP ground state dynamics compared to the CAM-B3LYP dynamics.

To fully capture the influence of dynamic polarization of the environment on the energy gap fluctuations, excitation energies are computed by treating every solvent molecule with a center of mass within 6 Å from any chromophore atom fully quantum mechanically in the TDDFT calculation, with the remaining solvent atoms represented by classical point charges. This treatment leads to QM region sizes of the order of ≈ 400 atoms for the TDDFT calculations. Previous research by some of the authors has shown that for some systems, computed couplings of nuclear vibrations to electronic excited state can be very sensitive to the treatment of polarization effects in the environment, thus making large QM regions necessary. To assess whether the coupling between the $S_1$ and $S_2$ excited states in MB shows a similar sensitivity to environmental polarization, we recompute all excitation energies using both the B3LYP and the CAM-B3LYP functional, where only the chromophore is treated quantum mechanically and the full solvent environment is represented by classical point charges (see SI Sec. II A). To avoid numerical issues in the Fourier transforms necessary to compute the relevant spectral densities, a decaying exponential of the form $\exp(-|t|/\tau)$ is applied to all classical correlation functions $C^{cl}(t)$, where $\tau = 500$ fs. Further details of the formalism and implementation of cumulant lineshape calculations based upon $C^{cl}(t)$ can be found in recent publications by some of the authors, and are available in the MolSpeckPy package.

### B. Tensor Network dynamics

In this section we provide the computational details of the simulations carried out to determine the response function $\chi(t)$. Time-evolution of the density matrix under the LVC Hamiltonian was carried out using the one-site Time-Dependent-Variational-Principle method (1TDVP) on tree and chain Matrix-Product-States (MPS). An MPS, or tensor train as they are known within the mathematics community, is a data structure that can be used as an efficient representation of many-body quantum states satisfying the one-dimensional form of the area law. Although an MPS can in principle represent a generic wave-function in any number of dimensions, they are most successfully employed when the system in question possesses a chain-like topology with open boundary conditions. One may also extend the MPS concept to consider systems with a quasi-one-dimensional topology, i.e., a tree structure, using so called tree-MPS, provided that there are no loops. The accuracy of the MPS approximation is controlled by a parameter known as the bond-dimension, with a larger bond-dimension providing a more accurate but more expensive representation. For the simulations used to produce the absorption spectra we present here, a maximum bond-dimension of 20 was found to be sufficient.

By employing the chain mapping, it is possible to transform the Hamiltonians described in sections II B and II C into Hamiltonians with the desired topology. We refer to SI Sec. IV for details on this procedure. The tensor network structures resulting from the chain mapping are shown in Fig. 1 for the uncorrelated and FPC limits introduced in section II C, and also for the general MD cross-correlated (MDCC) case. In the case of uncorrelated $S_1$-$S_2$ energy fluctuations, the three harmonic baths are transformed to three chains of harmonic oscillators with nearest-neighbour couplings, each coupled to the central system site, resulting in a loop-free tree topology. On the other hand, in the FPC limit, there are only two baths and so one obtains a chain topology. However, since one of the baths couples to both $S_1$ and $S_2$ with different spectral densities, one cannot avoid long-range couplings. For example, if one performs a chain mapping with respect to $J_{01}$, while $S_1$ will be coupled to the first site only, $S_2$ will be coupled to every site along the chain. In practice, these long-range couplings introduce only a modest increase in computational complexity within 1TDVP. Specifically, the bond-dimension of...
the Matrix-Product-Operator (MPO) representation of the Hamiltonian only increases by one. Finally, in the general MDCC case, one again obtains a tree, but now long-range couplings are present on two of the chains.

Two controllable approximations are necessary to make the simulations of these chain mapped Hamiltonians possible. These are: 1) the truncation of the local Fock space of each chain mode to a finite set of states \(d\) and 2) the truncation of the semi-infinite chains to a finite number of chain sites \(N\). Both of these approximations introduce errors that are confined by rigorously derived bounds.\(^{89}\) The linear absorption spectra presented here were found to converge with chain modes truncated to \(d = 20\) Fock states and \(N = 150\) chain modes for each chain. The observable \(V'(t)\), used as a proxy for the response function \(\chi(t)\), was calculated at 1000 time steps from \(t = 0\) up to \(t = 240\) fs. The response function was found to decay to a steady state on the time scale of \(\sim 50\) fs, which is physically reasonable for a molecular optical coherence at room temperature. Simulations were performed on nodes consisting of two 12-core Intel Xeon Haswell (E5-2670v3) processors. Approximate simulation times for the uncorrelated, FPC and MDCC limits were, respectively, 9, 8 and 13 hours.

### IV. RESULTS

#### A. Excited States and Spectra Computed Within the Condon Approximation

Before presenting results computed with the LVC Hamiltonian, we first discuss the results of TDDFT excited state calculations and spectra computed within the Condon approximation for the \(S_0 \rightarrow S_1\) transition. These results are jointly presented in the calculated absorption lineshapes in Fig. 2 and in SI Sec. V.

For all functionals examined, when excitations are calculated at the \(S_0\), \(S_1\) and \(S_2\) minima, the \(S_0 \rightarrow S_1\) transition of MB is bright and the \(S_0 \rightarrow S_2\) oscillator strength is consistently low. \(S_0 \rightarrow S_2\) shows \(\sim 0.5\%\) the intensity of the \(S_0 \rightarrow S_1\), indicating that any Franck-Condon approach for modeling \(S_0 \rightarrow S_2\) will lead to negligible contributions to the total lineshape. Despite the consistency of the oscillator strengths, the \(S_1\)-\(S_2\) vertical energy gap is highly sensitive to functional choice, ranging from 0.06 to 0.67 eV.

Fig. 2 shows the significant difference between the experimental absorption lineshape of MB in water and various Franck-Condon and cumulant lineshape calculations. In all four calculated lineshapes, the shoulder blue shifted 0.15 eV from the 0-0 maxima is underestimated, and the general lineshape significantly broadened. For the adiabatic Hessian Franck-Condon (AHFC)\(^{91}\) calculation, the \(S_1\) excited state geometry and normal modes have been evaluated (at the TDA/CAM-B3LYP/6-31+G* level) and mode mixing effects are accounted for through a Duschinsky rotation.\(^{59}\) This is equivalent to representing the nuclear degrees of freedom through the generalized Brownian oscillator model (GBOM).\(^{56}\) The resultant lineshape exhibits two shoulders; one local to the 0-0 peak, and one separated by 0.15 eV and in line with the broad experimental shoulder. As presented in the SI Sec. VB, this AHFC lineshape is reproduced by a range of functionals, for both full TDDFT and TDA, for various solvent models, and when including Herzberg-Teller effects. The main differences between functionals are absolute spectral position (which is pinned to the zero-point corrected energy difference between the ground and \(S_1\) minima), and the presence of the local shoulder. The local shoulder’s intensity is correlated with increasing the fraction of long-range exact exchange in the functional. The main shoulder 0.15 eV from the 0-0 transition that is in line with the broad experimental shoulder however is consistently underestimated by all DFT functionals employed here, except by B3LYP with full TDDFT in vacuum, as we
FIG. 2. Methylene blue experimental absorption lineshape and calculated Condon type spectra for the bright $S_1$ state. Spectra measured in water at low (monomeric) concentration, taken from Ref. 90. Structure of methylene blue (middle), and methylene blue in 6Å water (right) represent the two quantum mechanical environments calculated in this study.

discuss further below.

The other linear absorption lineshapes contained in Fig. 2 are computed in the vertical gradient Franck-Condon (VGFC) and third order cumulant approaches. In the vertical gradient method the underlying vibronic Hamiltonian is the BOM parameterized using the ground state vibrational modes and a single excited state gradient calculation at the ground state minimum. The VG approach thus provides a connection between the AHFC GBOM-type calculations and the effective mapping to the BOM in the cumulant method. The key spectral features are maintained between the AHFC and VGFC methods, indicating that there is only moderate improvement from including Duschinsky rotations or differences between ground and excited state PES curvatures for high frequency modes. However, the VGFC is significantly less broadened, suggesting that changes in frequency and Duschinsky rotation are important for treating low frequency modes. The cumulant lineshapes presented here are calculated in the third order approximation from the diabatized $S_1$ spectral densities for the system with 6 Å of QM solvent. As will be discussed, the diabatic $S_2$ dipole intensity along these trajectories are practically zero, leading to no contribution to the total cumulant lineshape. These lineshapes do not display the local shoulder, with the 0-0 peak instead appearing as a broad Lorentzian profile, but do display a secondary vibronic peak in line with the broad experimental shoulder. The thermalization and broadness of the peak appear slightly better modeled by the cumulant than the Franck-Condon approaches, which can be attributed to the extensive sampling which capture low frequency dynamics (including solvent effects) and some contributions from sampling anharmonic regions of the PES.

Although Fig. 2 displays 3rd order cumulant lineshapes, which include corrections due to non-linear couplings to nuclear degrees of freedom that go beyond the simple BOM Hamiltonian, these lineshapes are very similar to the second order cumulant lineshapes (see SI Sec. VII). This similarity shows that non-linear couplings to nuclear degrees of freedom are small, such that the BOM is a good approximation to the underlying dynamics of the system. The appropriateness of the model is echoed by the small skewness values (see SI Sec. VII) for the energy gap fluctuations of both the diabatic $S_1$ and $S_2$ surfaces. As the higher order moments of the energy gap fluctuations go to zero, their statistics become exactly Gaussian, then become wholly described by the 2nd order cumulant approximation, and are thus equivalent to a perfect mapping to a set of displaced harmonic oscillators.

In a recent study, de Queiroz et. al. performed AHFC calculations of MB in vacuum at the TDDFT/B3LYP/def2-SVP level, which produces a large shoulder in line with experimental results, stemming purely from vibronic contributions to the $S_1$ state. Our calculations over a range of functionals and lineshape approaches suggest that this large shoulder is anomalous, occurring only for this specific combination of full (non-TDA) TDDFT and B3LYP in vacuum, and could be due to the excited state geometry optimization yielding a state that is of mixed $S_1$-$S_2$ character. Many results in their work indicate state mixing. For example, they report difficulties in optimizing excited states, as well as intensity-borrowing effects of the $S_2$ in snapshot calculations that include explicit solvent. In our studies, this large vibronic shoulder in the lineshape is not reproduced by TDA/B3LYP in vacuum or any methodology in PCM solvent. Similarly, if we perform a vertical gradient Franck-Condon calculation at the TDDFT/B3LYP level in vacuum, the shoulder is removed. We present results for this analysis in SI Sec VC.
In summary, we find that despite considering different approaches to computing the lineshape, a range of density functionals, and the inclusion of environmental effects through the cumulant approach, there is a consistently poor reproduction of the broad experimental spectral shoulder when only considering the transition from the ground state to the bright S\textsubscript{1} state. Furthermore, in static FC calculations, the transition from the ground state to the S\textsubscript{2} state is consistently dark and does not contribute significantly to the lineshape. We also find that the fluctuation statistics of the excited states are closely Gaussian and the BOM is a robust model for the problem at hand. Lastly, TDDFT calculations presented in the SI show that the S\textsubscript{1}-S\textsubscript{2} gap is very sensitive to the choice of electronic structure method, and for several functionals the gap is so small that decoupling in the calculation of linear absorption spectra is likely inaccurate. In addition, previous results by de Queiroz et al. show that significant intensity-borrowing between S\textsubscript{1} and S\textsubscript{2} can occur for selected snapshots of MB in explicit solvent, suggesting that both non-adiabatic and solvent effects might play an important role in the experimental lineshape.

We now turn to analysis of the QM/MM ground state ab initio molecular dynamics and the energy gap fluctuations that act as input for constructing the spectral densities that we use to evaluate cumulant spectra and parameterize the LVC dynamics. In Fig. 3 we show a 300 fs window of a single trajectory’s energy gaps and corresponding oscillator strengths. On the left of Fig. 3 we show the transition densities when the adiabatic states are well-separated, with the S\textsubscript{1} excitation having a lower energy and high oscillator strength, whilst the S\textsubscript{2} is higher in energy and has low oscillator strength. There are dips in the oscillator strength of the S\textsubscript{1} state at 3076 and 3120 fs which coincide with peaks in the S\textsubscript{2} intensity. As can be seen in the oscillator strengths at around 3200 fs, there are also crossings between the S\textsubscript{1} and S\textsubscript{2} states; the bright and dark states energetically reorder. On the right of Fig. 3, we show transition densities of adiabatic electronic excited states at a point of degeneracy. These represent the S\textsubscript{1} and S\textsubscript{2} states becoming ‘left’ and ‘right’ mirrored degenerate excitations. The increase in S\textsubscript{2} dipole intensity for certain regions of the potential energy surface is consistent with the results of de Queiroz et al. seen for individual MD snapshot calculations in explicit solvent. Strong state mixing (as measured by adiabatic S\textsubscript{2}:S\textsubscript{1} oscillator strength ratio of 1:3 or greater) occurs for approximately 3.3% of snapshots at the CAM-B3LYP/TDA/6Å QM solvent level. Thus, non-adiabatic mixing of excited states occurs semi-frequently around the ground state equilibrium. However, this value is significantly enhanced to 16.8% for the B3LYP/TDDFT/6Å QM data set, and would likely further increase when accounting for nuclear quantum effects within the MD sampling of the ground state PES.

Application of the diabatization scheme outlined in Ref. 70 to adiabatic snapshot data is very successful in separating the adiabatic S\textsubscript{1} and S\textsubscript{2} into a bright diabatic S\textsubscript{1} and a dark diabatic S\textsubscript{2} state. These diabatic states are indicated by the dashed lines in Fig. 3. The consistency of these states restores the Condon approximation, at the price of introducing an explicit coupling between the diabatic S\textsubscript{1} and S\textsubscript{2} states that has to be accounted for by solving the LVC Hamiltonian. Applying the quantum correction factor and Fourier transform of the classical correlation functions of diabatic energy gap fluctuations leads to the spectral densities for the ground to S\textsubscript{1}, ground to S\textsubscript{2}, and coupling spectral densities shown in Fig. 4. $J_{01}(\omega)$ and $J_{02}(\omega)$ detail the ground state vibrational frequencies that couple to the electronic states, whilst $J_{12}(\omega)$ describes the ground state vibrational frequencies that couple the excited states. These peaks can be assigned approximately to vibrational normal modes calculated for the isolated molecule, which we detail in the SI Sec. IX. To summarize, the diabatic S\textsubscript{1} and S\textsubscript{2} are shown to couple to A\textsubscript{1} symmetric modes, whilst the diabatic coupling is driven by asymmetric B\textsubscript{2} modes. Significant contributions to the spectral density range from 110 to 1710 cm\textsuperscript{-1}, with the most intense coupling occurring between the S\textsubscript{2} and the mode at 1710 cm\textsuperscript{-1}, which is a C-C symmetric ring stretching mode.

Diabatic S\textsubscript{1} and S\textsubscript{2} spectral densities and their diabatic coupling spectral density are presented in SI Sec. I, along with the exhaustive table of parameters for the LVC Hamiltonian. The key result of this data is that the average transition dipole moments are quite consistent between electronic structure methods, with the S\textsubscript{2} remaining consistently dark for both CAM-B3LYP and B3LYP in both QM and MM solvent. Similarly, the solvent reorganization energy obtained by integrating the spectral densities (eq. 16) is consistent, and there is minimal change in spectral densities when different functionals are used for the ground state ab initio molecular dynamics. However, the energy gap between the minima of the diabatic potential energy surfaces $\Delta_{12}$ is quite sensitive to the functional and environment. This is seen in $\Delta_{12}$ having a value of 0.087 eV for CAM-B3LYP in QM solvent, and -0.026 eV in B3LYP MM solvent. This energy gap strongly influences the amount of mixing that occurs between the states in the LVC dynamics.

### B. Bath correlation

In Fig. 5 we present calculated lineshapes (left) and excited state population dynamics (right) from T-TEDOPA applied to the LVC Hamiltonian parameterized using the spectral densities and parameters from the CAM-B3LYP data set in 6 Å explicit QM solvent, examining different approaches to treating the bath correlation. To first test the T-TEDOPA method without coupling, we compare the T-TEDOPA approach applied to the LVC Hamiltonian with deactivated S\textsubscript{1}-S\textsubscript{2} coupling to the third-order cumulant lineshape. Both these methods have the same pure diabatic spectral densities; however, for the uncou-
FIG. 3. Excitation energies and oscillator strengths for a segment of trajectory 1 as computed with CAM-B3LYP and a 6 Å QM region. Adiabatic energies and oscillator strengths are shown as solid lines, corresponding diabatic values are shown as dotted lines. The transition densities of the adiabatic $S_1$ and $S_2$ states for two specific snapshots along the MD trajectory are also shown.

FIG. 4. Spectral densities of the diabatic $S_1$ and $S_2$ states, as well as the $S_1/S_2$ coupling spectral density as computed for the CAM-B3LYP data set in 6 Å explicit QM solvent.

As discussed in the methodology and graphically illustrated in Fig. 1, we utilize three different regimes for describing the nature of the couplings between $S_1$ and $S_2$ in the LVC Hamiltonian. The computationally cheapest is the uncorrelated (labeled UC) bath, where the tree-MPS has only local interactions and the cross-correlation between the electronic state fluctuations is assumed to be zero. In the other extreme, the fully positively correlated (FPC) limit, the cross-correlation between fluctuations is unity, such that fluctuations in $S_1$ drives an equivalent change in $S_2$ and vice versa. There is a bath shared by the states, leading to a chain-MPS with some long-range interactions, and an increase in computational expense over the UC system. Lastly, the more expensive and physical approach is to include the exact structure of the normalized cross-correlation between electronic states. Examining the short-time (first 50 fs) regime of the population dynamics, which strongly influences the linear absorption spectrum, we note significantly different amounts of fast population transfer to $S_2$ depending on the coupling model. If the states are uncoupled, the $S_1$ population stays pure. However, allowing any kind of $S_1$-$S_2$ coupling leads to a fast (<20 fs) and significant (∼15%) population transfer from $S_1$ to $S_2$. This population transfer decreases the main peak intensity in the linear absorption spectrum and increases the intensity of the shoulder. The first 8 fs are very similar between models, indicating a fast transition of a portion of the wavepacket from the $S_1$ to the $S_2$ PES via the CI close to the Condon region. The populations quickly differ after this point; for
the UC system the population dynamics evolves into a steady state and further mixing with $S_2$ is limited, whilst the correlations in the FPC bath persist and drive further population transfer to and from the $S_2$ state. This population of $S_2$ is reflected in the absorption lineshapes, with the FPC model displaying a stronger shoulder feature, moving closer to experiment, whereas the change in shoulder intensity for the UC bath is moderate. Lowering the main peak intensity through population transfer also decreases the sharpness of the absorption onset, and FPC most closely matches the experimental onset.

The dynamics and lineshape using the MDCC bath closely mirror FPC, which is rationalized by the fact that the average MD sampled cross-correlation value is 0.8. The key differences in the dynamics of these two models are that the secondary dip is not driven as low as in the FPC dynamics, and the following peak structure is slightly dampened. This dampening could be due to the small cross-correlation value of specific modes or from general lowering of cross-correlation across the entire frequency range. The lower population transfer for the MDCC manifests in the section of the lineshape between the main $S_1$ and $S_2$ features and the intensity of the high energy shoulder feature is preserved by the MDCC method.

Therefore, we find that if cross-correlation between states has an average value close to one, the FPC model is a good approximation to the MDCC dynamics and can lead to appropriate lineshapes for the LVC Hamiltonian with reduced computational cost. However, in this case the inclusion of the exact structure of the fluctuations (in MDCC) between electronic states comes with only a modest increase in computational cost due to the efficiency of MPS/T-TEDOPA. Overall, including non-adiabatic transitions appears essential, as significant fast population transfer occurs even when ignoring correlation between the electronic states.

C. Influence of the $S_1$-$S_2$ gap

1. Functionals and environment

Having found the spectral shoulder intensity to be strongly sensitive to the population transfer between the electronic excited states, we next consider the parameters in our LVC Hamiltonian. Noting the consistency of the spectral densities, diabatic dipole moments, and reorganization energies between different solvent models and electronic structure methods, the adiabatic energy gap $\Delta_{12}$ between the two excited state surfaces presents itself as the most important parameter for this problem. The computed absolute vertical excitation energies of $S_1$ and $S_2$ vary by 0.6 eV depending on the density functional used (see SI Sec. V). We also find that the diabatic $S_2$ state shows a larger variance in energy depending on the amount of exact exchange in the functional due to having greater charge-transfer character than $S_1$. This leads to a strong functional sensitivity in the $S_1$-$S_2$ gap.

In principle, it would be desirable to determine an accurate $S_1$-$S_2$ energy gap using higher-level electronic structure methods. However, both the size of the MB molecule and the fact that explicit solvent environment plays a significant role in the value of the energy gap makes precise evaluation prohibitive. Instead, we proceed by calculating the MDCC MPS/T-TEDOPA dynamics and lineshape for parameters calculated in different solvent environments (QM vs MM) and for B3LYP/TDDFT vs CAM-B3LYP/TDA to examine the influence of the LVC parameter choice on the computed lineshape. Fig. 6 summarizes these results, with the legend of the population dynamics (right) indicating the average energy gap.
for the given LVC parameterization. The average energy gap $\omega_{21}^{av}$ is the energy difference between diabatic $S_1$ and $S_2$ averaged over our molecular dynamics configuration sampling around the ground state equilibrium ($\omega_{21}^{av} = \omega_{02}^{av} - \omega_{01}^{av}$), and is a robust measure of the gap between states in the Condon region.

The most extreme average energy gap $\omega_{21}^{av}$ values are CAM-B3LYP QM (0.29 eV) and B3LYP MM (0.12 eV). Here, using point charge models for solvent reduces $\omega_{21}^{av}$ by 0.05 eV. These values directly translate into the population dynamics; we find that large $\omega_{21}^{av}$ leads to a retention of population in $S_1$, whereas the smallest value leads to the greatest population transfer. For the first 20 fs the population transfer is almost four times larger for B3LYP MM over CAM-B3LYP QM, which directly manifests in the absorption lineshape. Although the trend in population transfer is gap sensitive, the structure and oscillations are remarkably consistent when using MDCC. This consistency stems from the similarity in spectral densities and cross-correlation between data sets.

Also in this figure we present the MDCC and UC populations and lineshape for the CAM-B3LYP/QM data but with the average energy gap artificially reduced by 40%, to match the B3LYP/QM system. For the reduced gap MDCC, the structure of the dynamics is conserved but the population transfer is greater. The short time dynamics are equivalent to B3LYP/QM, but at longer times we see that reducing the gap leads to greater population transfer, with $S_2$ becoming the majority populated state. However, reducing the energy gap alone is insufficient for increasing the lineshape shoulder. If the bath correlation is ignored (UC) then the dynamics (particularly oscillations) are dampened, and whilst the general population transfer is large, the shoulder is weaker and decays slowly. This finding indicates that the reproducing the shoulder in the lineshape is only possible with an exact description of $J_{\text{cross}}$ as well as accurate evaluation of the solvent polarized electronic energies.

2. Controlling the average energy gap

Given that our calculations show a large variance in average energy gap and that no singular ab initio method presents itself as unequivocally better for the calculation of excited states, we examine how population dynamics and lineshapes change for a range of average gap values. Using the CAM-B3LYP/TDA/6Å QM data set we present in Fig. 7 these results for increments of 20% average energy gap reduction. This range spans an average energy gap value from 0.29 eV to 0.06 eV. This small value is equivalent to the $S_1$-$S_2$ vertical excitation energy gap as calculated with TDA/B3LYP/PCM, which is presented in SI Sec. V.

Reducing the gap and utilizing the MDCC model is highly effective at progressing the calculated lineshape towards the broad experimental shoulder, with the best result occurring for the energy gap reduced by 60%.

All population dynamics have similar structure, but the driven population transfer to the $S_2$ state grows increasingly large as the gap closes. This population transfer mostly occurs in the first 25 fs. The intermediate time dynamics (100-150fs) show very similar plateaus in population transfer. The long time oscillations are strongly dampened for gap reduction > 40%.

We conclude that fast $S_1 \rightarrow S_2$ population transfer is the main driver of the broad linear absorption spectral shoulder of the MB monomer in water. However, even with inclusion of non-adiabatic effects using the exact solution to the LVC Hamiltonian and the explicit solvent environment, we are unable to completely recreate the experimental spectra. This discrepancy can be related to several factors. The most practical of these considerations is that although reducing the energy gap in an a posteriori manner improves the lineshape, it does not correctly account for changes in the structure of the cross-correlation. Clearly the structure of the cross-correlation is important in driving fast dynamics and spectral shoulder intensity, and even moderate changes can reduce low frequency broadening and more strongly couple high frequency vibrations. Better electronic structure methodologies may lead to more accurate properties, in particular the coupling spectral density and the cross-correlation. Another source of improvement may be the inclusion of non-linear terms beyond our LVC model. For example, although the energy gap fluctuations of the diabatic $S_1$ and $S_2$ states seem well described by a linear coupling model given the small corrections the third-order cumulant lineshape provides over the second-order cumulant approach, we are unable to determine how accurately the coupling between $S_1$ and $S_2$ is modeled by the LVC Hamiltonian for this system.

V. CONCLUSION

We have presented a novel methodology for the calculation of the LVC Hamiltonian using a tensor network based approach for quantum dynamics and parameterized using data from ab initio molecular dynamics and TDDFT. This method has been applied to the large and curious shoulder in the linear absorption spectra of aqueous methylene blue (MB), demonstrating the role of vibrationally driven population transfer from the bright $S_1$ to the dark $S_2$.

This methodology is highly attractive as it may be applied to arbitrarily large chromophores in complex environments; capturing the influence of solvent polarization and dynamics, and some anharmonicity, in the spectral densities, whilst still giving exact quantum dynamics. Indeed, the MPS/T-TEDOPA method presents itself as exceptionally computationally efficient and affordable for the evaluation of non-adiabatic dynamics between two electronic states with exact inclusion of cross-correlation by introducing an additional bath. It is readily extendable to a greater number of states, and is particularly ap-
pealing for complex linear absorption lineshapes, where only short time propagation is required to compute converged spectra. Further investigation of T-TEDOPA, particularly pertaining to the nature of many-time correlation functions and the retention of bath dynamics, is highly promising for the calculation of quantum dynamics and their interpretation in spectroscopy. Some recent studies have made use of bath observables,\textsuperscript{40,46} and this is to be examined in the case of MB.

We note several key results for MB. Firstly, the mapping to the BOM, and the extension to the LVC is effective, as measured by the fluctuation statistics. The $S_1$ and $S_2$ both couple to high and low frequency modes with $A_1$ symmetry, whilst the diabatic coupling is due to $B_2$ modes. Upon calculating the LVC dynamics and lineshape we find it essential to accurately account for both; the correlations between fluctuations in $S_1$ and $S_2$, and the average energy gap. The structure of the correlations lead to more effective mixing and show richer oscillatory population dynamics, and the energy gap significantly influences the general population transfer. Most spectral densities and parameters for the LVC are fairly insensitive to the solvent model or the parameters of the TDDFT calculation, with the exception of the average $S_1$-$S_2$ gap which is very sensitive and difficult to appraise accurately. Choosing a reasonable value for this parameter when calculating the LVC lineshapes leads to significantly better agreement with experiment. Intriguingly, the excited state population dynamics show signs of a transition in the dominant character of $S_1$, as the aver-
age energy gap between the bright $S_1$ and dark $S_2$ - at the ground state geometry - is reduced. While unimportant at room temperature for the absorption spectrum, the emission spectrum will be highly sensitive to the detailed, non-adiabatic dynamics of the excited states, as they relax in solvent. The present numerically exact methodology can be extended to these problems, and will be pursued in future work.
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