I. INTRODUCTION

The growing and unmet industrial demand for graphite, coupled with the associated environmental problems resulting from graphite mining activities have become a critical issue [1]. While the graphite feed-stock used for only lithium batteries was projected to reach an annual demand of 1.25 million tonnes by 2025 [2], the total amount of mined graphite was only 1 million tonnes in 2021 [3]. A promising method intended to mitigate the graphite supply shortage involves a "second-life approach" of graphite recycling/reuse from the spent lithium-ion batteries [4–8]. However, recent reports suggest that the environmental and economic implications of industrial-scale second-life graphite are still not favorable [9–12]. Another area of tremendous research interest is the graphitization of naturally occurring carbonaceous materials like coal [13–18]. Beyond the obvious ecological and economic benefits, the actualization of this form of modern-day alchemy would revolutionize the frontiers of science and engineering. Unfortunately, large-scale graphitization has not yet been achieved and any attempt to realize this would undoubtedly require a synergy between experiments and simulations.

It has been suspected from experiments that graphitization occurs near 3000 K, but until recently, the details of the formation process and nature of the disorder in the planes remained unknown. Our recent prediction of amorphous graphite (aG) from \textit{ab initio} and machine learning molecular dynamic simulations suggested the possibility that the material exists [19]. We showed that carbon has an overwhelming tendency to layer, even with topological defects like 5- and 7- member rings, which fit quite naturally into the network. This discovery has fostered a renewed experimental interest in the path to synthetic forms of graphite from non-crystalline carbon structures. However, a detailed study of the atomistic nature of this carbon structure is required for significant new advances.

In this paper, we elucidate the structural, electronic, and vibrational properties of aG using an ensemble of model sizes ranging from 160 - 3200 atoms. We investigated the effects of the periodic boundary conditions (PBC) in the formation process of aG and compared the atomic structure of aG to graphite and amorphous carbon. We explored the electronic structure and vibrations by computing the density of states and their corresponding inverse participation ratio. Additionally for the phonon vibrations, the phase quotient, and bond-stretching character were computed. We note here that, except stated otherwise, the analysis herein for the aG was compared with a pristine graphite model (pG) and low-density amorphous Carbon (aC) taken from references [20] and [21] respectively. Molecular dynamics calculations were done using the “Vienna \textit{Ab initio} Simulation Package” (VASP) with plane-wave potentials [22], and the “Large-scale Atomic/Molecular Massively Parallel Simulator” (LAMMPS) [23] using the Machine-learning Gaussian Approximation Potential (ML-GAP) [24]. Finally, a subscript “n” which represents the number of atoms in the system will be used to define the amorphous graphite models (aG$_n$).

II. FORMATION AND STRUCTURE

A detailed description of the simulation protocol for aG can be found in ref. [19]. In short, The aG formation process involves annealing of \textit{ab initio} models of amorphous carbon or a random starting configuration of carbon atoms within the “formation density” range of ca. 2.2-2.8 g/cm$^3$ in a canonical (NVT) ensemble at temperatures ranging from 2700 $\sim$ 4000 K for up to 500 ps. For this work, we generated an ensemble of structural models (15 models for each aG$_n$) from different starting configurations at 3000 K and density of 2.44 g/cm$^3$. The temperature was controlled using the Nosé–Hoover thermostat.
thermostat as implemented within VASP and LAMMPS. The animation for the aG formation process, provided in the supplementary material [25], indicates that aG is formed in a two-stage process. (1) Conversion of non-sp\(^2\) into sp\(^2\) coordination. (2) The separation of the layers of sp\(^2\) atoms into amorphous graphene sheets.

The formation of aG is also dependent on the periodic boundary condition (PBC) applied. We observed that for aG, the PBC must be applied in three dimensions. In another work, we reported on the formation of bucky-onions from a random C network placed in a 3D vacuum, such that periodic boundary condition describes a system of isolated carbon clusters. In the same light, we found nanotubes by maintaining the PBC along the z-axis only (cylindrical symmetry) [26].

The structural order of aG models was analyzed using pair correlation functions. Fig. 1 compares the peaks obtained for the aG models with pG and aC. The first peak for all aG was within the nearest neighbor C-C bond length observed in graphite. The aG models reproduced more graphitic peaks as the system size increased. This is a consequence of the higher ratio of hexagonal to non-hexagonal rings (6:n; n = 5 or 7) found in large aG systems.

**FIG. 1.** Radial distribution function \(g(r)\) for different aG models compared with pG and aC

The 6:n ring ratio for the models was further confirmed from the bond angle distribution (BAD) and ring statistics. Fig. 2 shows the C-C-C angle distribution in aG\(_{3200}\) (red), aG\(_{400}\) (blue), and aG formed at a lower “threshold” density of 2 g/cm\(^3\) (green). We will henceforth refer to the aG formed at 2 g/cm\(^3\) as aG\(_{<\rho}\). The BAD curve for aG\(_{3200}\) (aG\(_{400}\)) showed a sharp (flattened) peak at \(\approx 120^\circ\). The broad peak at \(\approx 109^\circ\) relates to non-hexagonal rings in the matrix. The ring statistics in the inset of Fig. 2 confirmed that aG\(_{3200}\) has a higher 6:n ring ratio when compared to the other two models. Importantly, Fig. 2 (inset) indicates that the ratio of the 5- to 7-member rings (5:7) in aG\(_{400}\) and aG\(_{<\rho}\) is equal to and greater than unity respectively. In graphite-like structures with topological defects (i.e aG), planarity is achieved only if

the positive curvature induced by a pentagonal ring is compensated by a negative curvature from a neighbor-

heptagon (or octagon) ring [27–29]. Deviation from a 1:1 ratio of pentagons and heptagons for an indeterminate number of hexagonal rings results in a complicated structure like the undulating, “worm-like” layers seen in aG\(_{<\rho}\) (see Fig. 3 [TOP]), as opposed to “almost” flat layers observed in aG within the desired density (see Fig. 3 [BOTTOM]).

Next, we analyzed the local conformation and coordination number (N) of the aG models by implementing an ab initio multiple scattering calculations of the extended x-ray absorption fine structure (EXAFS) using the real-space Green’s function code FEFF10 [30] for the K-edge. Using the Kaiser windowing function, with \(\beta = 2\) [31], the extracted post-edge oscillations (\(\chi(E)\)) were Fourier transformed (FT) into frequency space, and the resulting spectrum gives the radial distribution function (RDF). Fig. 4 compares the normalized Fourier amplitude acquired for aG\(_{1600}\) and pG. All the peaks in aG\(_{1600}\) corresponded with some peaks in pG. The first peak at 0.134 nm is due to the first-neighbor C-C scattering (0.142 nm, \(N = 3\)) [32]. The second (0.243 nm, \(N = 6\)) and third (0.281 nm, \(N = 3\)) peaks in pG were resolved as a single second peak in aG at 0.243 nm. This "second peak" in aG has been identified in low-density amorphous carbon by Bhattarai and co-workers [21]. Unlike pG, the aG model did not produce additional peaks beyond the fourth C-C scattering peak at 0.38 nm, and this suggests an intermediate-range order in aG. We note here that the FT peaks calculated for pG are consistent with those published in literature [32–34] and the results for aG are in agreement with the pair correlation function calculations in Fig. 1. This presents a prediction to be employed with experiments.
FIG. 3. Figure showing a representative layer for [TOP] the undulating (worm-like) structure ($\rho = 2 \text{ g/cm}^3$) and [BOTTOM] flat structure for aG formed below and within the desired density ($\rho = 2.44 \text{ g/cm}^3$) respectively. Yellow (red) represents three-fold (four-fold) coordination.

FIG. 4. Normalized Fourier amplitude for the C K-edge EXAFS spectra for pG and aG$_{1600}$.

III. ELECTRONIC STRUCTURE

The electronic density of states (EDoS) for aG was computed within VASP and the extent of localization of Kohn-Sham states ($\phi$) was calculated as the electronic inverse participation ratio (EIPR) using the following equation:

$$I(\phi_n) = \frac{\sum_i |a_{in}|^4}{(\sum_i |a_{in}|^2)^2}$$

where $a_{in}$ is the contribution to the eigenvector ($\phi_n$) from the $i^{th}$ atomic orbital. High (low) values of EIPR indicate localized (extended) states.

The EDoS and EIPR for pG, aG$_{400}$ and aG$_{1000}$ are shown in Fig. 5 (a-c) with the Fermi-level ($E_F$) shifted to zero. Fig. 5 (a) depicts an expected gap at $E_F$ in pG, with low EIPR values for states in the conduction and valence region [35]. On the other hand, aG does not show any gap at $E_F$, and some states are localized (see 5 (b and c). The states with the highest EIPR values were predominantly distributed among non-hexagonal rings in the matrix as shown in Fig. 6.

In ref. [19], using the space-projected conductivity (SPC) formalism [36], we showed that the conduction-active path in aG was exclusively along connecting atoms in hexagonal rings. To further develop this, we projected the laterally averaged charge density for the $\pi$ orbitals onto the planes of atoms. Our result, presented as a contour heat-map plot in Fig. 7 [RIGHT], revealed that the regions with the highest values are on the planes with highly connected hexagonal rings (see illustration in Fig. 7 [LEFT]. This is consistent with our initial findings from the SPC calculation and also suggests that, even with the topological disorder in its layers, to some extent, aG possesses a degree of order in the way the electrons interact in-plane ($\sigma$ electrons) and out-of-plane ($\pi$ electrons).
FIG. 6. Spatial projection of localized states near $E_f$ on the atoms in $aG_{400}$. Two states with the highest EIPR in Fig. 5 (b) are projected as Red- and blue-colored spheres.

FIG. 7. The $\pi$ orbital charge density distribution projected on a plane of $aG$. The white-colored atoms in the [LEFT] figure indicate the connected hexagonal path of the charge density [RIGHT].

IV. VIBRATIONS

Thermal and mechanical properties, as well as the local bonding environment, can be obtained from the vibrations of amorphous materials. The harmonic approximation for vibrations requires evaluating the Hessian matrix, which is accomplished by force calculation from 0.015 Å atomic displacements in six directions ($\pm x, \pm y, \pm z$). The vibrational density of states (VDoS) is calculated as:

$$g(\omega) = \frac{1}{3N} \sum_{i=1}^{3N} \delta(\omega - \omega_i)$$

where, $N$ and $\omega_i$ represent the number of atoms and the eigen-frequencies of normal modes, respectively. The delta function (approximated by a Gaussian with a standard deviation equal to 1.5% the maximum frequency) ensures that high-density values were assigned to vibration frequencies that lie close to the normal modes. The extent of localization of each normal mode frequency was calculated through the vibration inverse participation ratio (VIPR), defined as:

$$V(\omega_n) = \frac{\sum_{i=1}^{N} |u_{ini}|^4}{(\sum_{i=1}^{N} |u_{ini}|^2)^2}$$

where, $u_{ini}$ is displacement vector of $i^{th}$ atom at normal mode frequency $\omega_n$. By definition, low values of VIPR indicate vibrational mode evenly distributed among the atoms while higher values imply that few atoms contribute at that particular eigen-frequency.

Fig. 8 shows the total VDoS for amorphous and pristine graphite [TOP] and the extent of localization from the VIPR [BOTTOM]. While the peaks for $aG$ and $pG$ do not match, the overall shape of both models remained consistent. The figure also provides a vibrational fingerprint of $aG$ to be examined in experiments. The VIPR for $aG$ suggests that more states are localized in the high-frequency region which corresponds to the “optical” mode. The classification of phonon vibrations into pure acoustic and optical modes cannot be rigorously applied for non-crystals due to the lack of periodicity in the lattice, which restricts vibrations to non-propagating modes (e.g. diffusons and locons) [37, 38]. However, the phase quotient ($Q_p$) of Bell and Hibbins-Butler [39] provides a measure of how vibrations of neighboring atoms are in-phase (acoustic mode) and out-of-phase (optical mode). The normalized $Q_p$ is given as [40]:

$$Q_p = \frac{1}{N_b} \sum_{m} |\mathbf{u}_p^i \cdot \mathbf{u}_p^j|$$

where, $N_b$ is the number of valance bonds, $\mathbf{u}_p^i$ and $\mathbf{u}_p^j$ are the normalized displacement vectors (see Eq. 3) for
the $p^{th}$ normal mode. The index, $i$, sums over all the C atoms and $j$ enumerates neighboring atoms of the $i^{th}$ atom. The vibration of the bulk material in unison gives $Q_p = 1$ (purely acoustic). Conversely, a value of -1 would correspond to motion in the opposite direction between neighboring atoms (purely optical). It then follows that positive (negative) $Q_p$ is more “acoustic-like” (“optical-like”). However near 0, one cannot necessarily distinguish between acoustic and optical modes. The phase quotient for $aG_{400}$ is plotted in Fig 9 [LEFT]. The dashed line identifies the diffusion to locon transition level, which is conceptually the region where VIPR $\approx 0.15$ [41]. It then follows that the locons have high negative $Q_p$ values at the high-frequency end of the spectrum. Vibrational modes around the inflection point at $\approx 23$ THz are not locons, but can be considered as quasi-localized “Resonant modes”. This results from the finite size of the supercell and diffuses away for larger systems [42]. The animation for vibration at one of the Resonant mode frequencies (see quasiLocalized_freq.mp4 in the supplementary material [25]) confirms that the normal modes are not truly localized but rather majorly distributed amongst C atoms at the boundaries.

We further investigated the vibration modes by calculating the bond-stretching character ($S(\omega)$) of $aG$ using the following equation:

$$S(\omega) = \frac{\sum_m |(\mathbf{u}_n - \mathbf{u}_{ij}) \cdot \hat{r}_{ij}|}{\sum_m |\mathbf{u}_n - \mathbf{u}_{ij}|}$$

(5)

$\mathbf{u}_n$ and $\mathbf{u}_{ij}$ are as defined in Eqn. 3. $\hat{r}_{ij}$ is the unit vector parallel to the $n^{th}$ bond. $S(\omega)$ is close to unity when the mode of vibration is predominantly of bond-stretching type and will be close to 0 otherwise. The Vibrations in $aG$ were observed to be in-plane (out-of-plane) at high (low) frequencies, which are similar to what is found in pristine graphite [43, 44]. The in-plane vibrations involve the stretching of C-C bonds of neighboring atoms, while the out-of-plane vibrations correspond to the breathing mode of individual layers in $aG$ [45, 46]. Fig. 9 shows that bond stretching in the planes is dominant at high frequencies. We have included two animations in the supplementary material showing the stretching character and breathing mode at the extremes of the frequency spectrum [25]. It is noteworthy that at the mid-spectrum (see quasiLocalized_freq.mp4 [25]), there is a combination of both characteristics as predicted from the phase quotient.

We point out that beyond the basic classification of vibrational modes in $aG$, the optical-like modes (negative $Q_p$ with the bond-stretching character) contribute to the thermal conductivity in disordered systems. This has been reported for amorphous carbon in the work of Hamid and coworkers [47], where they found that at high temperatures (with heat capacity satisfying the Dulong-Petit limit), vibration regions with negative $Q_p$ contribute as much as 40% to the total thermal conductivity. Using LAMMPS, we analyzed the contribution of the topological defect to the thermal conductivity ($\kappa$) in $aG_{540}$. The contribution of the heat flux ($\mathbf{J}$) for each atom [48, 49] was calculated, and then an ensemble average of the auto-correlation of $\mathbf{J}$ was related to the TC ($\kappa$) using the Green-Kubo formalism given as [50, 51]:

$$\kappa = \frac{1}{3VkB^2T^2} \int_0^\tau \langle \mathbf{J}(0) \cdot \mathbf{J}(t) \rangle \, dt$$

(6)

where $V$, $T$, and $K_B$ are the system volume, temperature, and Boltzmann’s constant, respectively. The upper limit of the integral was approximated by $\tau$ ($= 0.5$ ns) which is the correlation time required for the heat current autocorrelation to decay to zero. The TC was obtained by averaging the integral in Eq. 6 from 15 independent ensembles. The Nosé-Hoover thermostat [52, 53] was used for thermalization and equilibration at $T = 300$ K and 1000 K in a fixed volume using a 1 fs time-step. At the beginning of the simulation, initial velocities were assigned to the atoms randomly from a Gaussian distribution. Our result showed that the average TC calculated for $aG$ was 0.85 Wcm$^{-1}$K$^{-1}$ and 0.96 Wcm$^{-1}$K$^{-1}$ at 300 K and 1000 K respectively. The increase in the thermal conductivity is consistent with what is observed for amorphous systems like aC and amorphous silicon [47, 54, 55]. We note that the room temperature $\kappa$ of $aG$ is $\approx 5\%$ of that of pyrolytic graphite ($\kappa \approx 19.5$ Wcm$^{-1}$K$^{-1}$) [55]. However, the 11% increase for $aG$ at 1000 K, compared to the $\approx 73\%$ decrease for pyrolytic graphite [55] at the same temperature, could be important for applications.
V. CONCLUSION

This work focused on the structural, electronic, and vibration properties of amorphous graphite (aG). aG formed only with PBC in all dimensions within the density range of ca. 2.2-2.8 g/cm$^3$. However, at a “threshold” density of 2.0 g/cm$^3$, an undulating layered structure was observed. Structural features were analyzed and compared to pristine graphite by exploiting the radial distribution function and coordination number. Electronic structure analysis showed that there was no band-gap at the Fermi-level in aG. Few states were observed to contribute to the Fermi-level in aG. The density of state and corresponding participation ratio for the phonon vibrations were analyzed, and the result showed that aG has more states localized at the high-frequency end of the vibration spectrum. Phase quenched π orbitals) showed high values on connecting 6-member rings. The density of state and corresponding participation ratio for the phonon vibrations were analyzed, and the result showed that aG has more states localized at the high-frequency end of the vibration spectrum. Phase quenched π orbitals) showed high values on connecting 6-member rings. The density of state and corresponding participation ratio for the phonon vibrations were analyzed, and the result showed that aG has more states localized at the high-frequency end of the vibration spectrum. Phase quenched π orbitals) showed high values on connecting 6-member rings.
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Sect. S1. Description of Animations produced for the amorphous Graphene (aG) models

We have produced some animations to aid the reader in visualizing some of the discussions in the paper. The animations can be found here or by visiting the url: https://people.ohio.edu/drabold/kent_movies/

The descriptions for the video files are as follows:

1. **aG_Formaltion.mp4**: This describes the formation process of aG.

2. **high_freq.mp4**: This shows the vibration in aG at the high-frequency end of the spectrum, where the localization is on pentagon ring-forming atoms. Fig. S1 is a snapshot of one of such vibrations, the arrows in Fig. S1 (and subsequent animations) is a vector indicating the vibration path for the participating atoms. The animation shows the vibration at a frequency of 2023.13 cm\(^{-1}\).

3. **quasiLocalized_freq.mp4**: This vibration has a mid-spectrum frequency of 745.32 cm\(^{-1}\). It shows the resonant modes in the vibrations of aG. We draw the reader’s attention to the mixture of in-plane and out-of-plane vibrations at this frequency.

4. **low_freq.mp4**: The animation shows vibrations at the low-end frequency of 76.54 cm\(^{-1}\) is shown in this animation. Clearly, the vibrations are not localized and constitute mostly out-of-plane, “acoustic-like” vibrations.

![Image of high-frequency vibration in aG](image_url)  
*FIG. S1: Snapshot of a high-frequency vibration in aG. The arrows show the direction of motion for the participating atoms.*
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