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Abstract

Gradient-only line searches (GOLS) adaptively determine step sizes along search directions for discontinuous loss functions resulting from dynamic mini-batch sub-sampling in neural network training. Step sizes in GOLS are determined by localizing Stochastic Non-Negative Associated Gradient Projection Points (SNN-GPPs) along descent directions. These are identified by a sign change in the directional derivative from negative to positive along a descent direction. Activation functions are a significant component of neural network architectures as they introduce non-linearities essential for complex function approximations. The smoothness and continuity characteristics of the activation functions directly affect the gradient characteristics of the loss function to be optimized. Therefore, it is of interest to investigate the relationship between activation functions and different neural network architectures in the context of GOLS. We find that GOLS are robust for a range of activation functions, but sensitive to the Rectified Linear Unit (ReLU) activation function in standard feedforward architectures. The zero-derivative in ReLU’s negative input domain can lead to the gradient-vector becoming sparse, which severely affects training. We show that implementing architectural features such as batch normalization and skip connections can alleviate these difficulties and benefit training with GOLS for all activation functions considered.
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1. Introduction

The recent introduction of Gradient-Only Line Searches (GOLS) (Kafka and Wilke, 2019a) has enabled learning rates to be determined automatically in the discontinuous loss functions of neural networks training with dynamic mini-batch sub-sampling (MBSS). The discontinuous nature of the dynamic MBSS loss is a direct result of successively sampling different mini-batches from the training data at every function evaluation, introducing a sampling error (Kafka and Wilke, 2019a). To determine step sizes, GOLS locates Stochastic Non-Negative Associated Gradient Projection Points (SNN-GPPs), manifesting as sign changes from negative to positive in the directional derivative along a descent direction. This allows GOLS to strike a balance between the benefits of training using dynamic MBSS, such as 1) increasing the training algorithm’s exposure to training data (Bottou, 2010) as well as 2) overcoming local minima (Saxe et al., 2013; Dauphin et al., 2014; Goodfellow et al., 2015; Choromanska et al., 2015); and the ability to localize optima in discontinuous loss functions (Kafka and Wilke, 2019b). This is in contrast to minimization line searches (Arora, 2011), which find false local minima induced by sampling error discontinuities. These have found to be uniformly spread along the descent direction, rendering minimization line searches ineffective for determining representative step sizes (Kafka and Wilke, 2019b,a).

Previous work has shown, that the Gradient-Only Line Search that is Inexact (GOLS-I) is capable of determining step sizes for training algorithms beyond stochastic gradient descent (SGD) (Robbins and Monro, 1951), such as Adagrad (Duchi et al., 2011), which incorporates approximate second order information (Kafka and Wilke, 2019a). GOLS-I has also been demonstrated to outperform probabilistic line searches (Mahsereci and Hennig, 2017), provided mini-batch sizes are not too small (< 50 for investigated problems) (Kafka and Wilke, 2019). The gradient-only optimization paradigm has recently also shown promise in the construction of approximation models to conduct line searches (Chae and Wilke, 2019).

Some of the most important factors governing the nature of the computed gradients are: 1) The neural network architecture, 2) the activation functions (AFs) used within the architecture, 3) the loss function implemented, and 4) the mini-batch size used to evaluate the loss, to name a few. In this study, we concentrate on the influence of activation functions (AFs) on training performance of GOLS for different neural network architectures. The stabil-
ity characteristics of neural network losses with different activation functions have been extensively studied (Liu et al., 2017). Activation functions have a direct influence on the loss surface properties of a neural network, and by extension, dictate the nature of the gradients used in GOLS. Therefore, we empirically study how different activation functions affect training when implementing GOLS to determine learning rates. We also consider the effect of architectural features such as batch normalization (Ioffe and Szegedy, 2015) and skip connections (He et al., 2016) on training architectures with different AFs using GOLS.

The AFs considered in this study can be split primarily into two categories, namely:

1. The saturation class (Xu et al., 2016): Including Sigmoid (Han and Morag, 1995), Tanh (Bergstra et al., 2009) and Softsign (Karlik, 2015); and
2. The sparsity class: Including ReLU (Glorot and Bordes, 2011), leaky ReLU (Maas et al., 2013) and ELU (Clevert et al., 2016).

The respective function values and derivatives of both classes are shown in Figure 1 over an input domain of $[-5, 5]$. The saturation class is predominantly characterized by derivatives that tend to zero, as the inputs tend to $\pm \infty$. The function values begin either at 0 (as for Sigmoid) or -1 (Tanh and Softsign) have an upper limit of 1. Often, function values and derivatives of the saturation class are smooth and continuous. The outlier in the saturation AFs chosen for this study is Softsign, which has a derivative that is continuous, but not smooth where the input is 0. The derivative characteristics of the Sigmoid AF are also notable among the saturation class AFs. The maximum derivative value of Sigmoid is 0.25, which is a factor of 4 lower than those of Tanh and Softsign with unit derivatives at the origin.

The original sparsity AF, ReLU, was introduced to recreate the sparseness and switching behaviour observed in neuroscientific studies, in artificial neural networks (Glorot and Bordes, 2011). ReLU is characterized by having an output of zero in the negative input domain, and a linear output with unit gradient in the positive domain. This makes the function values of ReLU continuous and non-smooth, while the derivative is step-wise discontinuous at input 0. As with ReLU, the sparsity class is characterized by having linear outputs in the positive input domain, while the derivatives approximate zero as the negative input domains tend to $-\infty$. However, the derivatives in the positive input domains are always 1, which is a critical difference to the
saturation class of AFs. The leaky ReLU AF relaxes the absolute sparsity of ReLU by allowing a small constant derivative in the negative input domain. However, the non-smooth function value and the discontinuous derivative properties of ReLU are maintained. The ELU AF is a further modification that enforces smoothness in the function value and continuity in the derivative. However, the derivative remains non-smooth. The formulations of leaky ReLU and ELU are both claimed to improve training performance over ReLU (Clevert et al., 2016).

We consider the difference in loss function characteristics of the selected AFs for a simple neural network problem presented in Figure 2. The contours of the mean squared error (MSE) loss function are depicted for a single
hidden layer feedforward neural network with 10 hidden nodes, fitted to the Iris dataset \cite{Fisher1936}. The plots are generated by taking steps $\alpha_1 \in [-5, -4.5, \ldots, 5]$ and $\alpha_2 \in [-5, -4.5, \ldots, 5]$ along the two random perpendicular unit directions, $u_1$ and $u_2$, as inspired by \cite{Li2017}.
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Figure 2: Contours of the mean squared error loss function along two random perpendicular unit directions, $u_1$ and $u_2$, computed for a single hidden layer feedforward neural network using different activation functions. The hidden layer consists of 10 hidden nodes and the architecture is applied to the classic Iris dataset \cite{Fisher1936}.

The contours of the Sigmoid AF represent a smooth loss function, containing a single minimum, where difference in function value is $\pm 15$ over the sampled domain. The use of the Tanh AF results in a larger range in function value of over $\pm 120$ and the emergence of an additional local minimum. Although the loss function range of Softsign is between that of Sigmoid and Tanh at $\pm 60$, in this case the two local minima drift further apart in the sampled domain. A characteristic feature of the saturation class of AFs is, that the loss function contours are smooth. Amongst the sparsity class of AFs, the ReLU AF retains the multi-modal nature of Tanh and Softsign, but demonstrates abrupt changes in contour characteristics. The modification of ReLU to include leaky gradients (leaky ReLU) softens these abrupt characteristics slightly, evidenced by the contours around the local minimum.
at $\alpha_{\{1\}} \approx -2$ and $\alpha_{\{2\}} \approx -2$. However, ELU impacts loss characteristics the most within the sparsity class, as it smooths out the contours of the loss and brings the two local minima closer together. ELU also results in a larger range of function value over the sampled domain, encompassing a change of $\pm300$ compared to $\pm120$ for ReLU and leaky ReLU respectively.

It is clear, that the choice of AF can significantly influence loss function landscape characteristics. By extension, these changes translate to the respective loss function gradients. Previous studies have confirmed, that loss functions with higher curvature cause SNN-GPPs to be more localized in space (Kafka and Wilke, 2019b). Consequently, the aim is to investigate and quantify the choice of AF with regards to the performance of GOLS in determining step sizes for dynamic MBSS neural network training; and if it is adversely affected, what can be done to improve or restore performance.

2. Connections: Gradient-only line searches and activation functions

Consider neural network loss functions formulated as:

$$L(x) = \frac{1}{M} \sum_{b=1}^{M} \ell(\hat{t}_b(x); t_b), \quad (1)$$

where $x \in \mathbb{R}^p$ denotes the vector of weights parameterizing the neural network, the training dataset of $M$ samples is given by $\{t_1, \ldots, t_M\}$, and $\ell(\hat{t}_b(x); t_b)$ is the elemental loss evaluating $x$ (via neural network model prediction $\hat{t}_b(x)$) in terms of the training sample $t_b$. Implementing Back-propagation (Werbos, 1994) allows for efficient evaluation of the analytical gradient of $L(x)$ with regards to $x$:

$$\nabla L(x) = \frac{1}{M} \sum_{b=1}^{M} \nabla \ell(\hat{t}_b(x); t_b). \quad (2)$$

When $L(x)$ and $\nabla L(x)$ are evaluated using the full training dataset of $M$ samples, the smoothness and continuity characteristics of both $L(x)$ and $\nabla L(x)$ are subject only to the smoothness and continuity characteristics of the AFs used in the neural network that constructs $\hat{t}_b(x)$.

In order to conduct neural network training, the loss function in Equation (1) is minimized. Consider the standard gradient-descent update: $x_{n+1} =$
An iteration, $n$, is performed when the parameters, $x_n$, are updated to a new state, $x_{n+1}$. To determine step size, $\alpha$, line searches are performed at every iteration, $n$, of the training algorithm in pursuit of a good minimum. Thus an iteration, $n$, encompasses exactly one line search. Line searches are conducted by finding the optimum of a univariate function, $F_n(\alpha)$, constructed from current solution, $x_n$, along a search direction, $d_n$. If full-batch sampling is implemented in univariate function $F_n(\alpha)$, we define:

$$F_n(\alpha) = f(x_n(\alpha)) = L(x_n + \alpha d_n),$$  \hspace{1cm} (3)

with corresponding directional derivative

$$F'_n(\alpha) = \frac{dF_n(\alpha)}{d\alpha} = d_n^T \cdot \nabla L(x_n + \alpha d_n).$$  \hspace{1cm} (4)

Figures 3(a) and (b) show examples of $F_n(\alpha)$ and corresponding directional derivative $F'_n(\alpha)$ for different AFs. For compactness, the explicit dependency on variables such as $\alpha$ is dropped in further discussions, unless specifically required. In Figure 3, $F_n$ and $F'_n$ are constructed along the normalized search direction $d_n = \frac{u_1 + u_2}{\|u_1 + u_2\|_2}$ in our illustrative example introduced in Section I. Note, how all instances of $F_n$ are continuous. This means that minimization line searches (Arora, 2011) can be used to determine step sizes for training in full-batch sampled loss functions. The minimizer of $F_n$, namely $\alpha^*$, subsequently becomes the step size for iteration $n$, i.e. $\alpha_{n,I_n} = \alpha^*$, where $I_n$ is the number of function evaluations required during the line search to find the optimum at iteration $n$. This notation can also be used to describe fixed step sizes. In such cases, $\alpha_{n,I_n}$ is a predetermined constant value over every iteration, and $I_n = 1$.

However, modern datasets and corresponding network architectures have memory requirements that exceed current computational resources (Krizhevsky et al., 2012). Therefore, only a fraction of the training data, $\mathcal{B} \subset \{1, \ldots, M\}$ with $|\mathcal{B}| \ll M$, is loaded into memory at a given time. This is referred to as mini-batch sub-sampling (MBSS). Omitting training data to construct mini-batches invariably results in a sampling error associated with the MBSS loss, compared to the full-batch sampled loss. Some training approaches employ static MBSS, where mini-batches are fixed for the minimum duration of a search direction, $d_n$ (Friedlander and Schmidt, 2011; Bollapragada et al., 2017; Kungurtsev and Pevny, 2018; Kafka and Wilke, 2019a). Alternatively,
dynamic MBSS can be implemented, where a new mini-batch is resampled for every evaluation, \( i \), of the loss function. It has been shown that dynamic MBSS, also referred to as approximate optimization \textcite{Bottou2010}, can benefit a given training algorithm by exposing it to larger amounts of information per search direction \textcite{Kafka2019}. We therefore define dynamic MBSS approximations of \( L(x) \) and \( \nabla L(x) \) respectively, as:

\[
\tilde{L}(x) = \frac{1}{|B_{n,i}|} \sum_{b \in B_{n,i}} \ell(\hat{t}_b(x); t_b),
\]

and

\[
\tilde{g}(x) = \frac{1}{|B_{n,i}|} \sum_{b \in B_{n,i}} \nabla \ell(\hat{t}_b(x); t_b).
\]

Note, that the mini-batch, \( B_{n,i} \), sampled for an instance of \( \tilde{L}(x) \) and \( \tilde{g}(x) \) is consistent between the pair, while only at a new evaluation of pair \( \tilde{L}(x) \)
and \( \tilde{g}(x) \) is \( B_{n,i} \) resampled (Kafka and Wilke, 2019a). However, the act of abruptly alternating between sampling errors associated different mini-batches \( B_{n,i} \), interrupts the smoothness and continuity characteristics of the loss function, irrespective of the choice of AF used in the neural network architecture. This results in point-wise discontinuous loss, \( \tilde{L}(x) \), and gradient, \( \tilde{g}(x) \), functions. Although \( \mathbb{E}[\tilde{L}(x)] = L(x) \) and \( \mathbb{E}[\tilde{g}(x)] = \nabla L(x) \) (Tong and Liu, 2005), the probability of encountering critical points, \( \tilde{g}(x^*) = 0 \), is infeasibly low in dynamic MBSS loss functions. Additionally, the point-wise discontinuities between consecutive evaluations of \( \tilde{L}(x) \) result in the emergence of spurious candidate local minima (Wilson and Martinez, 2003; Schraudolph and Graepel, 2003; Schraudolph et al., 2007), which have been shown to be approximately uniformly distributed over the loss landscape (Kafka and Wilke, 2019b).

By substituting \( \tilde{L}(x) \) and \( \tilde{g}(x) \) into Equations (3) and (4) respectively, we obtain dynamic MBSS univariate function \( \tilde{F}_n(\alpha) \) and corresponding directional derivative \( \tilde{F}_n'(\alpha) \). Consider Figures 3(c) and (d) for a range of AFs. Note, how sampling \( B_{n,i} \) uniformly from the full training dataset in Figure 3(c), results in local minima all along the search direction. Although directional derivatives Figure 3(d) get close to zero, none are a critical point, i.e. \( \tilde{F}_n'(\alpha^*) \neq 0 \). This is best illustrated by the first local minimum along the search direction for ReLU. Using full-batch sampling, a clear local minimum, \( F_n(\alpha^*) \), can be observed in Figure 3(a)(ReLU) with corresponding critical point, \( F_n'(\alpha^*) = 0 \), in Figure 3(b)(ReLU). Both are indicated by the first red circle from left to right along \( F_n \) and \( F_n' \) respectively. Using dynamic MBSS in Figures 3(c)(ReLU) and (d)(ReLU), none of the directional derivatives are critical points, \( \tilde{F}_n' \neq 0 \), and local minima are located all along \( \tilde{F}_n \), illustrated by small red points.

The discontinuities in \( \tilde{F}_n \) make minimization ineffective in determining step sizes in dynamic MBSS loss functions (Kafka and Wilke, 2019a). Historically, this has led to the popularity of subgradient methods for neural network training, using a priori determined step sizes (Schraudolph, 1999; Boyd et al., 2003; Smith, 2015). Line searches were first introduced into dynamic MBSS loss functions by Mahsereci and Hennig (2017), determining step sizes by using probabilistic surrogates along \( F_n \) to estimate the location of optima. An alternative approach is the use of Gradient-Only Line Searches (GOLS) (Kafka and Wilke, 2019a; Kafka and Wilke, 2019), which employ an extension of the gradient-only optimality criterion (Wilke et al., 2013; Snyman and Wilke, 2018), namely the Stochastic Non-Negative As-
Sociative Gradient Projection Point (SNN-GPP) [Kafka and Wilke 2019a], given as follows:

**Definition 2.1.** SNN-GPP: A stochastic non-negative associated gradient projection point (SNN-GPP) is defined as any point, \( x_{\text{snngpp}} \), for which there exists \( r_u > 0 \) such that

\[
\nabla f(x_{\text{snngpp}} + \lambda u) u \geq 0, \quad \forall u \in \{ y \in \mathbb{R}^p \mid \|y\|_2 = 1 \}, \quad \forall \lambda \in (0, r_u],
\]

with non-zero probability. [Kafka and Wilke 2019a]

Subsequently, a ball, \( B_\epsilon \), exists that bounds all possible SNN-GPPs of a surrounding neighbourhood, where each neighbourhood contains one true optimum:

**Definition 2.2.** \( B_\epsilon \): Consider a dynamic mini-batch sub-sampled loss function \( \tilde{L}(x) \), of a continuous, smooth and convex full-batch loss function \( L(x) \), such that each sampled mini-batch with associated \( L(x) \) that is used to evaluate \( \tilde{L}(x) \) has the same smoothness, continuity and convexity characteristics as \( L(x) \). Then there exists a ball,

\[
B_\epsilon(x) = \{ x \in \mathbb{R}^p : \|x - x^*\|_2 < \epsilon, \quad 0 < \epsilon < \infty, \quad x \neq x^* \},
\]

that contains all the stochastic non-negative gradient projection points (SNN-GPPs), where \( x^* \) is the minimum of \( L(x) \). [Kafka and Wilke 2019a]

Along any univariate function, \( F_n \), an SNN-GPP manifests as a sign change in the directional derivative from negative, \( F'_n < 0 \), to positive, \( F'_n > 0 \), along the descent direction. In the deterministic, full-batch setting, \( F_n \), the SNN-GPP reduces to the critical point associated with a local minimum, i.e. \( F_n(\alpha_{\text{snngpp}}) = F_n(\alpha^*) \), and ball \( B_\epsilon \) reduces to a single point. In the stochastic setting of dynamic MBSS losses, ball \( B_\epsilon \) has a finite range that is dependent on the variance of the directional derivative as well as the expected curvature \( \frac{\delta E[\tilde{F}'_n]}{\delta \alpha} \) in a neighbourhood [Kafka and Wilke 2019b].

The SNN-GPP and \( B_\epsilon \) can be visually illustrated in Figure 3(d). With the Sigmoid activation function, there is a single neighbourhood, with a large ball \( B_\epsilon \) containing all SNN-GPPs. There exist numerous sign changes from negative to positive along the descent direction in \( B_\epsilon \), due to the variance of \( \tilde{F}'_n \) and the slow change in \( \tilde{F}'_n \) along \( \alpha \). In the case of Tanh, ReLU and ELU, there are two neighbourhoods in which SNN-GPPs can be found.
These neighbourhoods are separated by a maximum, as demonstrated by \( F'_n \). Note, how the SNN-GPP definition ignores maxima, as it considers only sign changes from negative to positive along the descent direction. The \( \tilde{F}'_n \) plots of Tanh, ReLU and ELU demonstrate how the size of ball \( B_\epsilon \) decreases, with a decrease in variance and an increase in expected curvature. These \( \tilde{F}'_n \) plots also show, that the characteristics of \( B_\epsilon \) can change in different neighbourhoods of the loss function, and vary according to each AF.

It has been shown, that an exact GOLS will converge to an SNN-GPP within ball \( B_\epsilon \) (Kafka and Wilke 2019a). Therefore, GOLS determine the step size at iteration \( n \) of a training algorithm, by locating an SNN-GPP such that \( \alpha_{n,I_n} = \alpha_{snn-gpp} \). It has also been demonstrated, that the Gradient-Only Line Search that is Inexact (GOLS-I) behaves in a manner consistent with Lyapunov’s global stability theorem (Lyapunov 1992; Kafka and Wilke 2019). The latter proof was developed in the context of loss functions that are positive, coercive and AFs that result in strict descent (Kafka and Wilke 2019). Subsequently, this paper explores how GOLS perform with a larger range of AFs; and consider the implications a given AF may have on a neural network architecture for a given problem.

3. Contribution

In this paper we empirically study the interaction between activation functions and neural network architectures, when using Gradient-Only Line Searches (GOLS) to determine step sizes for dynamic MBSS loss functions. In our investigations we consider six activation functions, as introduced in Section 1, in the context of 1) shallow and deep feedforward classification networks, and 2) architectural features such as batch normalization and skip connections. To this end, we use 13 datasets to construct a range of training problems, where we primarily use the Gradient-Only Line Search that is Inexact (GOLS-I) (Kafka and Wilke 2019a) to determine step sizes for training. Depending on the nature of the investigation, the Gradient-Only Line Search with Bisection (GOLS-B) (Kafka and Wilke 2019a) and fixed step sizes are sporadically used to be benchmarks against which the performance of GOLS-I can be compared. Overall, our investigations demonstrate that GOLS-I is effective in determining step sizes in a range of feedforward neural network architectures using different activation functions. However, we also give examples, where activation function selection can significantly impede training performance with GOLS-I. We show that these difficulties
can be alleviated by modifying the network architecture of a given problem. Therefore, this paper serves as a practical guide for neural network practitioners to improve the construction of network architectures that promote efficient training using GOLS.

4. Empirical Study

In our studies we consider three different types of training problems, namely:

1. Foundational problems: Using small classification datasets with various feedforward neural network architectures.
2. MNIST with NetII: A training problem used by Mahsereci and Hennig (2017) to explore early stochastic line searches.
3. CIFAR10 with ResNet18: A state of the art architecture including skip-connections (He et al., 2016) and batch normalization (Ioffe and Szegedy, 2015).

The foundational training problems are used to explore the influence of AFs on training performance in the context of 1) hidden layer height and depth, 2) GOLS-I and GOLS-B, as well as constant step sizes; and 3) full-batch versus dynamic MBSS training. The NetII problem is used to demonstrate the potential sensitivity of training problems to the choice of AF, and subsequently show the corrective effect of batch normalization on training. Skip connections are another architectural consideration of interest with different AFs in the context of GOLS. The relationship between AFs and neural networks with skip connections is explored using the ResNet18 architecture with the CIFAR10 dataset, as adapted from the implementation by Liu (2018).

The datasets used in this study, along with and their respective properties, are listed in Table 1. All datasets were scaled using the standard transform (Z-score). For the foundational problems (spanning datasets 1 to 11), the standard transform was applied for each individual input D, while for MNIST and CIFAR10 the standard transform was applied over each image channel. For MNIST, there is a single grey scale channel of 28x28 pixels (total of 784 inputs), while CIFAR10 has 3 colour channels of 32x32 pixels each (total of 3072 inputs). Since the small datasets are not separated into training and test datasets by default, we divided them manually into training, validation and test datasets with a ratio of 2:1:1 respectively. We choose this division
to demonstrate that the manual construction of validation and test datasets resulted in representative, unbiased hold-out datasets. Therefore, we expect similar performance between validation and test datasets. Conversely, both MNIST and CIFAR10 datasets have been predetermined test datasets, which are subsequently used.

| No. | Dataset name       | Author                  | Observations | Inputs, \( D \) | Classes, \( K \) |
|-----|--------------------|-------------------------|--------------|----------------|-----------------|
| 1   | Iris               | Fisher (1936)           | 150          | 4              | 3               |
| 2   | Glass1             | Prechelt (1994)         | 214          | 9              | 6               |
| 3   | Horse1             | Prechelt (1994)         | 354          | 58             | 3               |
| 4   | Foresters          | Johnson et al. (2013)   | 523          | 27             | 4               |
| 5   | Simulation failures| Lucas et al. (2013)     | 540          | 20             | 2               |
| 6   | Soybean1           | Prechelt (1994)         | 683          | 33             | 19              |
| 7   | Cardi              | Prechelt (1994)         | 690          | 51             | 2               |
| 8   | Cancer1            | Prechelt (1994)         | 699          | 9              | 2               |
| 9   | Diabetes1          | Prechelt (1994)         | 768          | 8              | 2               |
| 10  | Heartc1            | Prechelt (1994)         | 920          | 35             | 2               |
| 11  | Biodegradable compounds | Mansouri et al. (2013) | 1054        | 41             | 2               |
| 12  | MNIST              | Lecun et al. (1998)     | 70000        | 784            | 10              |
| 13  | CIFAR10            | Krizhevsky and Hinton (2009) | 60000     | 5072           | 10              |

Table 1: Properties of the datasets considered for the this study.

Table 2 summarizes the 11 investigations performed in this study on the corresponding neural network training problems. For the foundational problems we implement shallow nets with the number of hidden nodes being half of the input dimensions, \( \frac{D}{2} \) and twice that of the input dimensions, \( 2D \). We also implement a deep architecture with 6 hidden layers of \( 2D \) nodes. We conduct training limited by iterations for all training problems except NetII, which is limited in the number of function evaluations, as prescribed by Mahsereci and Hennig (2017). We couple each of the training problems with the activation functions discussed in Section 2. Constructed dynamic MBSS, search directions \( \mathbf{d}_n = -\tilde{\mathbf{g}}(\mathbf{x}) \) were supplied by the line search stochastic gradient descent (LS-SGD) algorithm (Robbins and Monro, 1951; Kafka and Wilke, 2019a) for all training runs accept those of the deep architecture applied to the foundational problems, which uses Adagrad (Duchi et al., 2011; Kafka and Wilke, 2019a) instead. We adopt the convention whereby the name of a method is the combination of the line search used to determine the step size, and the algorithm used to provide the search direction. For example, using GOLS-I to determine step sizes for Adagrad is denoted ”GOLS-I Adagrad”. As indicated in Table 2, step sizes for LS-SGD were predominantly determined using GOLS-I, while alternatively GOLS-B and fixed step sizes were implemented, depending on the investigation performed. The fixed step
size, $\alpha_{n,I} = 0.05$, used in investigation 4 was manually tuned to give good training performance for the foundational problems with the ReLU AF. The fixed step sizes chosen for investigation 8 were selected in order to highlight a range of training performance, from slow to unstable, for the NetII training problem with the ReLU AF.

| Inv. # | Dataset # | Hidden layer structure | BN | Step size method | Train limit | $[\beta_{n,i}]$ | Loss |
|--------|-----------|------------------------|----|-----------------|-------------|--------------|------|
| 1      | 1-11      | $[2D]$                 | No | GOLS-I SGD      | 3000 Its.   | 32           | MSE  |
| 2      | 1-11      | $[2D]$                 | No | GOLS-I SGD      | 3000 Its.   | 32           | MSE  |
| 3      | 1-11      | $[2D, 2D, 2D, 2D, 2D]$ | No | GOLS-I Ada-grad | 3000 Its.   | 32           | MSE  |
| 4      | 1-11      | $[2D]$                 | No | $\alpha_{n,I} = 0.05$ with LS-SGD | 3000 Its.   | 32           | MSE  |
| 5      | 1-4       | $[2D]$                 | No | GOLS-B SGD      | 3000 Its.   | 64           | MSE  |
| 6      | 1-4       | $[2D]$                 | No | GOLS-B SGD      | 3000 Its.   | M            | MSE  |
| 7      | 12        | $[1000, 500, 250]$     | No | GOLS-I SGD      | 40,000 FEs  | 100          | MSE  |
| 8      | 12        | $[1000, 500, 250]$     | No | $\alpha_{n,I} = 0.1$, $\alpha_{n,I} = 0.01$, $\alpha_{n,I} = 0.001$ with LS-SGD | 40,000 FEs  | 100          | MSE  |
| 9      | 12        | $[1000, 500, 250]$     | Yes| GOLS-I SGD      | 40,000 FEs  | 100          | MSE  |
| 10     | 13        | ResNet18               | Yes| GOLS-I SGD      | 40,000 FEs  | 128          | BCE  |
| 11     | 13        | ResNet18               | No | GOLS-I SGD      | 40,000 Its. | 128          | BCE  |

Table 2: Parameters and settings governing the implemented network architectures (with and without batch normalization (BN)) regarding their training in various investigations (Inv.).

All training runs were conducted using PyTorch 1.0 (pytorch.org, 2019). By default, He initialization (He et al., 2015) is used for networks implementing ReLU and leaky ReLU AFs, while Xavier initialization (Glorot and Bengio, 2010) is used for networks with the remaining AFs considered in this study. For the foundational and NetII training problems, 10 training runs were conducted for each dataset and AF combination, whereas for CIFAR10 with ResNet18, a single training run per AF is performed.
4.1. Software

In pursuit of transparency and reproducibility, we have made code available at [https://github.com/gorglab/GOLS](https://github.com/gorglab/GOLS). The repositories posted include user-friendly versions of the source code used in our investigations. These include GPU compatible examples of all the GOLS methods developed in [Kafka and Wilke (2019a)](https://github.com/gorglab/GOLS), including GOLS-I and GOLS-B as used in this study. Example codes are self contained and accessible, such as to create an environment suited to exploring the properties of GOLS.

5. Results

The results of our empirical study are ordered according to the training problems considered, namely 1) foundational problems, 2) the MNIST dataset with the NetII architecture, and 3) the CIFAR10 dataset with the ResNet18 architecture. Note, that the loss is used to evaluate training performance for the foundational problems, while the classification errors of the datasets are plotted to evaluate NetII and ResNet18. Note, that results given in terms of iterations are not representative of computational cost, as a number of function evaluations can be performed per iteration when line searches are implemented. However, giving results in terms of iteration allows for comparison between line searches with different costs, while assessing the reduction in loss (i.e. the quality) provided by the line searches.

5.1. Foundational problems

The average training, validation and test losses with corresponding average step sizes for the foundational problems are given in Figure 4. The results of the foundational problems are averaged over all the respective datasets and their corresponding 10 training runs. This allows a representative trend to be demonstrated for each AF over a number of datasets. The results of the first analysis, with hidden layers of size $D/2$, are shown in the first column, Figure 4(a). Firstly, it is evident that step sizes estimated by GOLS-I result in effective training over a range of datasets and AFs. The mean training loss continually decreases, while that of both the validation and test datasets increases after 500 iterations, indicating the onset of overfitting. The consistency between validation and test losses suggests, that both validation and test datasets are large enough to give unbiased assessment of the neural networks' generalization performance.
In investigation 1, shown in Figure 4(a), ReLU is convincingly the worst performer. Conversely, the Sigmoid AF is the best performer in training, while the performance between the remaining AFs is almost indistinguishable. The best validation and test losses also belong to Sigmoid, with a marginal advantage over the remaining AFs (accept ReLU, where the difference is significant). Interestingly, the step sizes of Sigmoid, presented in the last row of Figure 4(a), diverge significantly from those of the remain-
ing AFs. We postulate that this phenomenon compensates for the Sigmoid’s small derivative magnitudes, see Figure 1(b). As mentioned, the maximum derivative magnitude of the Sigmoid AF is 0.25, while for the remaining AFs it is 1. Cumulatively, this results in progressively smaller gradients for Sigmoid, as the training algorithm progresses closer towards an optimum. Subsequently, this prompts GOLS-I to increase the step sizes in the search for univariate SNN-GPPs. This is not common among the foundational problem datasets, but the larger step sizes of individual problems dominate the calculation of average step sizes.

The ReLU AF was introduced to promote sparsity within a neural network, which is meant to approximate brain processes observed in neuroscience (Glorot and Bordes, 2011), where only a fraction of the network is used at a given time. However, ReLU was developed predominantly for large neural networks, which makes it unclear whether the bad performance observed in Figure 4(a) is due to the use of GOLS-I for determining learning rates, or due to the network architecture selected being too small.

We therefore perform training runs with increased hidden layer sizes of $2D$ for investigation 2 shown in Figure 4(b). Hence, the hidden layers of network architectures trained in investigation 2 are 4 times larger than those considered in investigation 1. However, this increase has little effect on improving the training performance of ReLU. Instead, there is a shift between the relative performances of the remaining AFs. Subsequently, leaky ReLU outperforms the Sigmoid AF in training. However, this does not translate to generalization, where the Sigmoid still outperforms leaky ReLU.

Presuming that the investigated architectures are still too small to cater for the sparsity that ReLU induces, we increase the number of hidden layers to 6 with $2D$ nodes each in investigation 3. To aid training with deeper layers, we employ the GOLS-I Adagrad for this analysis. The results shown in Figure 4(c) exhibit an average loss improvement of 0.0457 for ReLU over the single hidden layer training runs performed for investigation 2 in Figure 4(b). It is notable, that the performance rankings between the remaining activation functions has again changed. In this case, the other AFs of the sparsity class (leaky ReLU and ELU), begin to dominate both training and generalization over AFs of the saturation class. The increasing step sizes in Figure 4(c)(last row) occur as GOLS-I corrects for the diminishing norm of Adagrad’s search directions (Duchi et al, 2011), which is expected (Kalka and Wilke, 2019a). Although GOLS-I determines useful learning rates that result in effective training for a range of AFs for a significantly larger net-
work architecture, this analysis has failed to demonstrate a significant improvement in the training performance of ReLU with GOLS-I. This suggests, that neither architecture nor the search direction are dominant factors in explaining ReLU’s performance in our experiments thus far. Therefore, the use of GOLS-I to determine the step sizes for ReLU architectures comes under closer scrutiny.

We determine GOLS-I’s contribution to poor ReLU performance, by process of elimination. In investigation 4, shown in Figure 4(d), we substitute GOLS-I for the use of a manually tuned fixed step size of $\alpha_{n,I_n} = 0.05$ with LS-SGD for all AFs. It is clear, that the training performance with ReLU improves significantly with $\alpha_{n,I_n} = 0.05$. However, this is not coincidental, as the fixed step size was manually tuned for this purpose. This indicates, that the step sizes determined by GOLS-I are not effective for ReLU with the foundational training problems. Interestingly, the variance between training performances of the remaining AFs is higher with LS-SGD using fixed step size, than when implementing GOLS-I SGD. The Sigmoid AF performs significantly worse, due to its comparatively smaller derivatives, as discussed above. This confirms, that GOLS-I is capable of adapting its step sizes to the properties of different AFs in feedforward network architectures, with the exception of ReLU.

5.2. A closer look at ReLU loss functions using GOLS-B SGD

What makes ReLU the outlier among the considered AFs, is that it enforces sparsity in an absolute manner, i.e. the derivative in the negative input domain is exactly zero. Previous studies have shown, that the use of ReLU with the MSE loss can cause $\tilde{L}(x)$ and $\tilde{g}(x)$ to be zero over a range of $x$ (Kafka and Wilke, 2019b). This breaks the assumptions of positivity, coerciveness and strict descent, namely those of Lyapunov’s global stability theorem, which govern the convergence of GOLS (Kafka and Wilke 2019). The reason for GOLS-I’s inability to train feedforward networks with ReLU is as follows: Conducting updates with step sizes that are too large, as is possible in an inexact line search such as GOLS-I, can cause numerous nodes within a ReLU network to enter the negative input domain. If the step sizes are large enough, the affected nodes remain "off" irrespective of the variance in the incoming data. Subsequently, large parts of the network may be "off" permanently, causing the gradient vector to have numerous zero-valued partial derivatives, i.e. become sparse. This results in no change to weights with
zero-partial-derivatives during update steps, effectively terminating training for the deactivated portion of the architecture.

Figure 5: Training loss, test loss and the log of step sizes for a subset of datasets (DS) from the foundational problems dataset pool, trained using GOLS-B SGD (a,b) with mini-batch size $|B_{n,i}| = 64$ for investigation 5 and (c,d) using full-batches, $M$ in investigation 6.

These considerations, as well as the results observed in Figure 4, suggest that the step sizes determined by GOLS-I are too large to result in stable training with ReLU. A contributing factor is that GOLS-I’s initial accept condition (Kafka and Wilke, 2019a) allows univariate SNN-GPPs to be overshot in a controlled manner. Although overshoot has been shown to aid the training performance of LS-SGD (Kafka and Wilke, 2019a, Kafka and Wilke, 2019), it may be too aggressive to be implemented with ReLU AFs. Therefore, investigations 5 and 6 focus on whether GOLS-B (Kafka and Wilke, 2019a) with a conservative SNN-GPP bracketing strategy is capable of determining step sizes for LS-SGD in feedforward networks with ReLU AFs. The conservative bracketing strategy grows the minimum step size by a factor of 2, until a positive directional derivative is observed. This increases the probability of encountering SNN-GPPs in $B_e$ that are closest to $x_n$ along the descent direction.
In investigations 5 and 6, we more closely consider the loss functions of the first 4 foundational problems with ReLU AFs. The focus is primarily on the change in characteristics between dynamic MBSS and full-batch sampled losses. Therefore, we find the largest mini-batch size of the power 2 that allows MBSS for the first 4 problems. Due to separating problem data into training, validation and test datasets, the training dataset sizes for the first 4 problems are $M \in \{76, 108, 182, 263\}$ respectively. Therefore, the largest common mini-batch size of power 2 is $|B| = 64$, which is implemented for investigation 5. Subsequently, investigation 6 uses full-batch sampling for the same datasets. The results for both investigations shown in Figure 5 where all step sizes are determined using GOLS-B. Satisfied, that the validation and test datasets have been chosen representatively in Figure 4, we omit the validation dataset losses in Figure 5. We also separate the results of dataset 1 in Figures 5(a) and (c) from those of datasets 2-4 in Figures 5(b) and (d), as these have distinct training characteristics.

The results for training on dataset 1, which is the smallest considered dataset among the foundational problems, with $|B_{n,i}| = 64$ on the single hidden layer architecture with $2D$ nodes are shown in Figure 5(a). Here, training the ReLU architecture is still unstable, while training the networks of the other AFs is effective. Note, that the step sizes of all AFs are significantly smaller and noisier with GOLS-B SGD compared to those of GOLS-I SGD. This is due to a combination of the conservative bracketing strategy and the lack of overshoot, compared to GOLS-I. However, this conservative approach aids in successfully training feedforward networks with the ReLU AF for datasets 2-4 in Figure 5(b). This is confirmation, that the larger step sizes determined by GOLS-I led to the divergent training behaviour observed in Figure 4. However, this improved stability comes at the expense of training performance, as GOLS-B is an exact line search, which uses an order of magnitude more function evaluations per iteration compared to GOLS-I (Kafka and Wilke, 2019a).

The full-batch sampled loss or true loss function results for investigation 6 are plotted in Figures 5(c) and (d). The training performance of dataset 1 with ReLU in Figure 5(c) shows little significant improvement in comparison to Figure 5(a). The average training loss is only marginally better, with a mean drop in loss of 0.022 for full-batch training. This indicates, that the deterministic loss function pertaining to dataset 1 with ReLU has descent directions leading into flat planes, which trap the training algorithm.

Generally, the determined step sizes for all AFs are significantly more
stable for the full-batch case, than with $|\mathcal{B}_{n, i}|$. There are no incidences of minimum step sizes, as all search directions are deterministic descent directions. The variance that remains is due to the qualities of the deterministic descent direction itself, where the step size to the SNN-GPP along each descent direction is different. However, the step sizes of ReLU networks are particularly noisy, as GOLS-B SGD contends with the boundary between obtaining gradients that are dense, or sparse. Compared to dataset 1, this variance in step size is significantly reduced for datasets 2-4, which indicates that the boundary between obtaining dense and sparse gradient vectors along a descent direction is less abrupt, prompting less aggressive changes in step sizes. This is echoed by the training performance for ReLU with datasets 2-4, which is competitive with that of the remaining AFs. This suggests, that some ReLU feedforward network architectures construct small positive directional derivatives that "push" the line search back from zero-valued domains in the loss function, an observation confirmed by Kafka and Wilke (2019b).

An additional interesting observation between Figures 5(b) and 5(d) is that the minimum test losses of most AFs are lower in the dynamic MBSS case, than when using full-batch training. It is clear, that training stagnates in Figure 5(b) compared to Figure 5(d), where the training loss decreases at a more rapid rate. However, as training slows in Figure 5(b), the test losses for all AFs except for Sigmoid are lower than their full-batch equivalent in Figure 5(d). This indicates, that dynamic MBSS together with a conservative gradient-only line search can either slow training (as is the case for Sigmoid), or act as a regularizer during training (as is the case for all other AFs), which definitely warrants future study.

This investigation has demonstrated, that successfully determining step sizes using GOLS for feedforward neural networks with ReLU AFs is sensitive to both the line search strategy used, and the architecture of the given problem. In the examples shown, GOLS-B effectively resolved step sizes for LS-SGD in larger networks with ReLU AFs, while GOLS-I SGD was unable to conduct reliable training on the same problems. Step sizes that are too large, and variance produced by dynamic MBSS, lead to detailed features such as small positive directional derivatives being ignored. This impedes the ability of GOLS-I to determine effective step sizes for the ReLU AF. GOLS-B resolves more conservative step sizes, but bears a high computational cost. Instead, relaxing the absolute sparsity of ReLU, by implementing the leaky ReLU or ELU AF, significantly improves GOLS-I’s ability to determine effective step sizes in dynamic MBSS losses for the feedforward architectures.
considered in this study. The non-zero derivatives of ELU and leaky ReLU in their negative input domains ensure that \( \tilde{g}(x) \) remains dense. This guarantees that all weights participate in update steps, and allows the training algorithm to recover from previous step sizes that were too large.

### 5.3. MNIST with NetII

Next, we present a larger training problem, where the choice of AF significantly influences training performance using GOLS-I SGD. The NetII architecture in combination with the well known MNIST dataset has been used to demonstrate the ability of probabilistic line searches to determine learning rates in dynamic MBSS loss functions [Mahsereci and Hennig, 2017]. Mahsereci and Hennig (2017) only implement the Tanh AF for this problem, which we extend by analysing all the AFs considered in Section 2 for investigation 7. In addition, we quantify the effect of batch normalization in investigation 9. The training and test classification errors, as well as accompanying step sizes for the different AFs are given in Figure 6. We remind the reader, that the results presented for investigations 7-8 are given in function evaluations to be consistent with Mahsereci and Hennig (2017).

In investigation 7, the training performance between different AFs varies significantly for the standard NetII architecture with GOLS-I SGD in Figures 6(a)-(c). It is immediately evident, that ReLU is also unstable in the standard NetII architecture using GOLS-I SGD. The overall best performance is obtained using leaky ReLU, followed by Sigmoid. The next best performer is ELU, with Softsign marginally outperforming Tanh. Leaky ReLU trains particularly noisily in the first 5,000 function evaluations, before establishing a clear lead over the remaining AFs. Sigmoid trains slower than Tanh, Softsign and ELU during the first 10,000 function evaluations, but outperforms these thereafter. The relative performances of the AFs generalize, as they are also reflected in the test classification errors. There are a few indications that the resulting loss function of leaky ReLU and the Sigmoid AFs have different characteristics to those of Tanh, Softsign and ELU, namely: 1) The significantly lower training and test errors after 40,000 function evaluations, 2) the higher variance in error during training, and 3) step sizes that are up to two orders of magnitude larger than those of the rest. We speculate that this is due to specific interactions between activation function properties and the neural network architecture.

Both Sigmoid and leaky ReLU are AFs that "activate" in the positive input domain and tend towards zero in the negative input domain. There-
Figure 6: Training and test classification errors with corresponding log of step sizes as obtained for the MNIST Dataset with the NetII architecture for different activation functions. Step sizes for LS-SGD are determined by (a)-(c) GOLS-I for the standard NetII architecture with all considered AFs, (d)-(f) a range of fixed step sizes for the standard NetII architecture with only ReLU, and (g)-(i) determined by GOLS-I for NetII with batch normalization and all considered AFs.

Therefore, we postulate that the ability of the AFs to approximate zero function value outputs, while having non-zero derivatives, constructs loss function landscapes that are easier to traverse with GOLS-I SGD. This supports a study by [Xu et al.] (2016), which found that a "penalized Tanh", that reduces the output magnitudes of function values and derivatives of Tanh in the negative input domain, performed competitively with sparsity class activation functions in deep convolutional neural network training. We postulate
that the ability to significantly reduce the absolute function value of a node, decreases the information passed forward into a network. Subsequently, this reduces the sensitivity of nodes further downstream to the nodes that have low function value output. This contributes towards uncoupling parameters in the optimization space, $\mathbf{x}$, thus changing the nature of the loss function and resulting the unique training characteristics observed for Sigmoid and leaky ReLU.

Since ReLU demonstrates the same training difficulties with GOLS-I SGD as investigated in Section 5.1, we consider training ReLU using LS-SGD with fixed step sizes of $\alpha_{n,I_n} \in \{0.1, 0.01, 0.001\}$ for investigation 8 in Figures 6(d)-(f). Again, training performance improves for ReLU using LS-SGD with fixed step sizes over GOLS-I SGD. However, the variance between each of the 10 training runs performed increases proportionately to the fixed step size. Compared to the relatively consistent performance of the other AFs with GOLS-I SGD, this result is unsatisfactory. Although individual training runs with $\alpha_{n,I_n} = 0.1$ outperform GOLS-I with Sigmoid or leaky ReLU, the fixed step size first needs to be determined, and subsequently multiple runs performed to obtain an appropriate $\alpha_{n,I_n}$. This highlights, that training using fixed step sizes is not a practical alternative to using GOLS-I with LS-SGD in feedforward neural networks and ReLU activation functions. As argued in Section 5.1 implementing GOLS-B instead is computationally too demanding. It is therefore preferable to explore alternative means, by which the benefits of GOLS-I can be extended to ReLU architectures.

The problem of training ReLU feedforward architectures using GOLS-I, as considered in Section 5.1 is summarized in Figure 7. At initialization, the distribution of information entering ReLU’s input domain is centred around 0 (He et al., 2016), see Figure 7(a). This allows the “switching” mechanism proposed for ReLU to occur, whereby some data samples cause the node to ”fire” (inputs in the positive domain) and others keep the node dormant (inputs in the negative domain). As discussed, large variance in gradient norms and the nature of a line search can cause step sizes that are spuriously too large, resulting in large changes in weight updates. Such updates can shift all the training dataset variance propagated through the network far into the negative or positive input domain of ReLU, see Figure 7(b). If all the data variance is in the positive input domain (scenario 2), gradients are available to allow subsequent update steps to correct for this shift. However, if all the dataset variance is in the negative input domain (scenario 1), the zero-derivative of ReLU prohibits information from travelling through the
activation function to subsequent nodes. When this occurs to a significant portion of the network architecture, the flow of information through the network is significantly hampered and training stagnates.

\[ \tilde{g}(x) \]

Figure 7: Schematic of the distribution of incoming information to a ReLU activation function (a) at initialization, (b) without batch normalization (BN) after spurious updates due to step sizes that are too large, and (c) after implementing batch normalization. Batch normalization centres the incoming information distribution around 0 and scales it, ensuring that the ReLU activation function remains active with a reasonable probability. Subsequently, \( \tilde{g}(x) \) is more likely to remain dense than with the standard feedforward architecture.

Batch normalization (Ioffe and Szegedy, 2015) is a method by which the inputs to a layer of nodes are continually centred by the mean of the previous layer’s output and scaled by the corresponding variance. Applying batch normalization results in the distribution of information into a node remaining around the centre of the ReLU input domain, see Figure 7, increasing the likelihood of \( \tilde{g}(x) \) for the whole architecture remaining dense. This should increase the ability of GOLS-I to determine step sizes for ReLU, as partial derivatives are more likely to be non-zero, even after spurious updates.

We implement batch normalization for NetII with the given AFs for investigation 9 and show the results in Figures 6(g)-(i). It is clear, that the training performance of ReLU is drastically improved with GOLS-I. For the first time, it is possible to obtain competitive performance with ReLU using GOLS-I. Additionally, all activation functions show accelerated training with batch normalization over the standard NetII architecture. The best training performances are shared by Leaky ReLU and Softsign. However, the test errors are more comparable, for all AFs, ranging between \( 10^{-1.5} \) and \( 10^{-2} \) after 40,000 function evaluations. One exception is Tanh, which diverges after 5,000 function evaluations. However, the training and test errors achieved with batch normalization before 5,000 function evaluations are lower than
those achieved for the standard architecture after 40,000 function evaluations. Therefore, although the reason for Tanh’s divergence is worthy of further investigation, in this study we are satisfied with observing improved performance with Tanh due to batch normalization.

It is noteworthy, that the step sizes for NetII with batch normalization have a consistent magnitude between different AFs and vary less in comparison to those determined for the standard NetII architecture. Since batch normalization alters the scaling of the search direction, the loss function seems more spherical to LS-SGD, which results in the step sizes being more consistent between AFs. However, this does not result in equal training performance between AFs (as seen for Tanh), which indicates that the different AFs still contribute unique characteristics to the loss function. Interestingly, the error variance characteristics also change, for many AFs. Leaky ReLU and Sigmoid errors remain noisy, but AFs such as Tanh, Softsign and ELU exhibit more variance with batch normalization than without, as their respective derivatives are highest around 0.

In summary, this investigation has shown that:

1. Larger feedforward networks (than investigated in Section 5.1) with ReLU AFs can also be unstable when training with GOLS-I.
2. The interaction between neural network architecture and AF can lead to significant differences in training performance with GOLS-I (even when the systemically poor performance of ReLU is ignored).
3. Implementing constant learning rates is not a viable alternative to determining step sizes with GOLS-I for ReLU AFs.
4. Instead, batch normalization significantly improves training of ReLU architectures using GOLS-I.
5. And lastly, batch normalization accelerated training for all AFs with GOLS-I in our investigation.

5.4. CIFAR10 with ResNet18

Consider the interaction between architectures that use skip connections (He et al., 2016) and different AFs using GOLS-I SGD. To this end, we implement the ResNet18 architecture, as applied to the CIFAR10 dataset. Skip connections ensure that the information flow to subsequent nodes remains unimpeded, regardless of whether an activation function such as ReLU prohibits information from travelling through a given node. The role of AFs
in this case is to manipulate information that is additional to that transferred by the skip connections i.e. the "residuals". The interaction between the "skip-transferred" information and the residuals constructs the mapping behaviour between input and output domains of the neural network. The standard ResNet18 architecture includes batch normalization.

For investigation 10, we compare training and test classification error, as well as corresponding step sizes for ResNet18 with the considered range of AFs in Figures 8(a)-(c). In this case, there is a distinct difference in performance between the sparsity class and the saturation class of AFs. ReLU and leaky ReLU perform best in terms of training, with a slight advantage over ELU. However, this difference is less prominent in the test classification errors, where ELU is competitive with the rest of its class. A similar clustering occurs between Tanh and Softsign for the saturation class. Both perform very similarly in both training and test errors, with only a slight advantage belonging to Tanh. The Sigmoid AF is convincingly the worst performer of the considered AFs. Though training is slow and stable, the test losses are considerably noisier than those of the remaining AFs.

Using Xavier initialization (Glorot and Bengio (2010)), the initial weights for the Sigmoid AF are distributed around 0 in the input domain. However, an input distribution around zero corresponds to a function value output centred around 0.5 for Sigmoid. This is in contrast to the remaining saturation class AFs, which have outputs centred around 0. As shown by Glorot and Bengio (2010), the cumulative effect of 0.5 outputs over a number of hidden layers can push Sigmoid AFs in later layers into saturation, where the derivative is significantly decreased. Batch normalization counters this problem by re-centring the outputs of network layers around 0, where the derivative is at a maximum. Additionally, the maximum derivative of Sigmoid is 0.25, which over many layers diminishes the gradient during backpropagation due to the chain-rule. Batch normalization also compensates for this property by scaling the variance to be 1 for every layer, ensuring that the gradient magnitudes remain adequately scaled. It is clear, that batch normalization has to do a significant amount of "correcting" for the Sigmoid AF in ResNet18. We suspect that the combination of these factors leads GOLS-I to estimate small initial step sizes for Sigmoid, with slow subsequent step size growth. However, the step sizes gradually increase to the point where they are comparable to those of the other AFs after 20,000 iterations.

Apart from the step sizes of the Sigmoid AF, the step size magnitudes between the remaining AFs are similar and approximately constant. This
matches the trend observed in Section 5.3 for NetII with batch normalization. However, unlike the training performance in the NetII analysis, the Tanh AF does not diverge with ResNet18 and batch normalization. Interestingly, the magnitude and variance of determined step sizes for all AFs (except Sigmoid) increases significantly after 20,000 iterations. This correlates to an increase in gradient variance between data points associated with large losses (resulting in larger gradient norms), and those with lower losses (smaller gradient norms), as the architecture increasingly fits the data. Thus, depending on the data-points in mini-batch, $B_{n,i}$, the magnitude and direction of $\tilde{g}(x)$ may vary significantly. Subsequently, this variance is transferred to the directional derivatives used by GOLS-I, leading to a higher variance in step sizes. A plausible corrective measure to manage this variance, is to gradually increase $B_{n,i}$ as training progresses (Friedlander and Schmidt, 2011; Smith et al., 2017).

Since ResNet is constructed with both skip-connections and batch nor-
malization, it is unclear, which of the two architectural features contribute more significantly towards improving training performance with ReLU. We have considered the contribution of batch normalization to improving training in Section 5.3. Here, we consider skip connections more closely. The difference between standard feedforward nodes and skip connected nodes is illustrated in Figure 9 with the ReLU AF. A standard node, shown in Figure 9(a) passes the incoming distribution through the activation function at the node, which augments the distribution according to its characteristics. As demonstrated in Figure 7, this can be problematic with the ReLU AF if poor updates occur, as the propagation of gradients can become obstructed. For a skip connected node, shown in Figure 9(b), the incoming distribution is added to the output of the standard node. This ensures, that even in the worst case, where no information passes through the AF, the incoming distribution always propagates forward. Subsequently, evaluated gradients will always be dense.

In investigation 11 we observe the influence of skip connections in ResNet18. Therefore, investigation 11 repeats the analysis of investigation 10, albeit without the use of batch normalization. The results are shown in Figures 8(d)-(f). As is consistent with investigations 7 and 9 performed in Section 5.3, training performance slows without the use of batch normalization for all AFs. The results of investigation 11 show that training progresses for all AFs, with the exception of the Sigmoid AF. We postulate that this drop in performance is due to scaling difficulties in deep neural networks driven by Sigmoid’s positive offset, small maximum derivative and saturating nature (Glorot and Bengio, 2010), which are subsequently not corrected by batch normalization.

We confirmed this phenomenon by conducting numerous additional runs with modified versions of AFs considered in this study. A modified version of the Tanh AF, namely 0.5·Tanh+0.5 which is centred around 0.5 and has a maximum derivative of 0.5, performed the same as Sigmoid. Conversely, successful training was observed using 2·Sigmoid−1, which also has a maximum derivative of 0.5 while being centred around 0. This suggests that passing through the origin is an important AF property for promoting effective training with deep networks, an assumption held for both Xavier (Glorot and Bengio, 2010) and He (He et al., 2015) initialization strategies. Additionally, a modified leaky ReLU with maximum output derivative < 0.5 also failed to train. Indeed, Xavier initialization assumes that AF derivatives are 1 around the zero input domain (Glorot and Bengio, 2010). As Sigmoid sat-
isfies neither of these properties, it is not surprising that its implementation in ResNet18 without batch normalization failed to train successfully.
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Importantly, training ResNet18 without bath normalization with the ReLU AF using GOLS-I SGD is not only stable, it also shares the best training performance with leaky ReLU. This is significant, as it demonstrates the effectiveness of skip connections in ensuring that gradients remain dense with ReLU AFs. This allows ReLU’s performance to be directly compared to that of the remaining AFs without batch-normalization. Both ReLU and leaky ReLU are outperformed by ELU during the first half of training, but overtake it during the latter half. Figures 8(d) and (e) suggest that within the context of skip connections, the difference in performance between ReLU and Leaky ReLU is insignificant.

It is an emerging trend, that the sparsity class of AFs gradually begins to outperform the saturation class as the size of considered neural networks increases. For the foundational problems of Section 5.1, this difference is marginal, as the number of nodes in the architecture increases. For the NetII problem in Section 5.3, two of the top three performers are from the sparsity class for architectures with and without batch normalization. In the ResNet18 architecture, all of the sparsity class AFs outperform all of the saturation class AFs both with and without batch normalization. This suggests, that the sparsity property becomes increasingly useful, as the size of the network increases. This is consistent with how sparsity operates, as the number of “channels” available to construct the mapping between input
This investigation demonstrates that skip-connections are effective in ensuring that $\hat{g}(x)$ remains dense for ReLU AFs, where sparsity is enforced. In cases where the outputs of ReLU nodes are zero, it is only the residual that is zero, while the information of previous nodes is still passed to subsequent layers through skip connections. This drastically improves GOLS-I SGD’s ability to train ReLU neural network architectures. Subsequently, batch normalization layers contribute additional benefit for all AFs considered in our investigations, by increasing robustness and accelerating training. Additionally, this investigation supports the trends observed in Sections 5.1 and 5.3 where the training performance of larger architectures using GOLS-I SGD is improved by implementing sparsity class AFs.

6. Conclusion

In this study, we consider the interaction between gradient-only line searches and a variety of neural networks constructed with six different activation functions. The activation functions considered are split into two classes, namely the saturation class (Sigmoid, Tanh and Softsign), and the sparsity class (ReLU, leaky ReLU and ELU). Gradient-only line searches are used to determine the step sizes for gradient based optimizers in full-batch and dynamic mini-batch sub-sampled (MBSS) loss functions. In our study we implement the gradient-only line search that is inexact (GOLS-I) as well as the Gradient-Only Line Search with Bisection (GOLS-B) (Kafka and Wilke, 2019a). Eleven investigations are conducted using 13 different datasets with a total of 37 network architectures, some using the cross entropy loss and others the mean squared error loss. Training problems include 11 foundational datasets with feedforward neural networks, the MNIST dataset with NetII (Mahsereci and Hennig, 2017) and the CIFAR10 dataset with ResNet18 (He et al., 2016). These problems cover a range of architectural features, including batch normalization (Ioffe and Szegedy, 2015) and skip connections.

We find, that GOLS is effective in determining the step sizes in dynamic MBSS training for all but a few combinations of activation functions and network architectures. The small neural networks show a close grouping in training performance between the considered activation functions, with a slight advantage belonging to non-linear, saturation type activations. However, training performance of feedforward networks with the ReLU activation function, coupled with GOLS performed poorly. Analyses with NetII
and ResNet18 without batch normalization show that a particular activation function can significantly improve the training performance for a given network architecture with GOLS-I. For NetII, the best performers were leaky ReLU and Sigmoid activation functions, while the troublesome performance of ReLU with GOLS-I seen in the foundational problems recurred for NetII.

Our investigations suggest that the predominant cause of GOLS-I’s inability to train ReLU architectures are weight updates with step sizes that are too large. These updates shift the distribution of information entering a ReLU activation function fully into its inactive domain, thus producing zero-outputs and halting the flow of information through a node. This can lead to large portions of the network becoming and remaining inactive, which leads to the gradient vector being sparse in these cases. In addition, the implication that there exist domains in the loss function that have zero-gradients means that ReLU loss functions with feedforward architectures can break the assumptions of Lyapunov’s global stability theorem, which govern the convergence properties of GOLS-I.

However, the training difficulties encountered with ReLU architectures using GOLS-I can be alleviated by implementation of batch normalization, and skip connections as used in residual networks. Batch normalization centres the distribution of information flowing between sequential network layers around zero, increasing the number of active nodes in the network. Alternatively, skip connections by design guarantee the propagation of input information throughout the network architecture. These technologies ensure that the gradient vector remains dense, allowing GOLS-I to recover form spurious updates, when they occur. Both skip connections and batch normalization render ReLU’s competitive with the other activation functions. Batch normalization has the added benefit of accelerating training for all activation functions. Training ResNet18 using GOLS-I with and without batch normalization demonstrated, that additionally implementing batch normalization with skip connections results in a double benefit of stability for ReLU, as well as accelerated training for all activation functions.

Gradient-only line searches are effective at determining adaptive step sizes for gradient descent based training algorithms. Our studies have demonstrated, that the interaction between activation functions and neural network architectures matter. The ResNet18 training problem showed a clear distinction between saturation and sparsity classes of activation functions, with superior training performance belonging to the latter group. The properties of an activation function’s derivative have a direct effect on the nature
of the loss function presented to the optimization algorithm. Our studies suggest, that activation functions that promote sparsity are better suited to larger network architectures than classical saturation type activation functions. Additionally, significant difficulties can be encountered when training feedforward ReLU architectures with GOLS-I. Therefore, we suggest that practitioners consider technologies such as batch normalization and skip connections, when constructing neural network architectures to be trained with GOLS-I.
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