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Abstract

To improve the teaching effect of western music history, the curriculum reform of history education needs to be promoted under the background of the Internet of Things (IoT). At first, a discussion is made on the characteristics of history course, which is combined with the characteristics of teaching data easy to collect under the background of IoT. An analysis is conducted on the related theory of educational data mining. Then, the concept of personalized recommendation is proposed based on deep learning (DL) algorithm. Finally, online and offline experiments are designed to verify the performance of the algorithm from review and investigation, smoothness, and participation of difficulty. The research results show that in terms of offline recommendation accuracy, the average record length in Math data set is 24.5, which is much smaller than that in range data set. The research has obvious innovation significance compared with other studies. In the process of target review and investigation, it is found that the research method here involves a wider range of knowledge and higher reliability. In terms of the difficulty of recommending questions, the Deep Reinforcement Exercise (DRE) recommendation algorithm can adaptively adjust the difficulty of recommending questions. It also allows students to set different learning goals through participation goals. But in the experiments on Math data set, Step 10’s recommendation results are not very good, and the difficulty level varies greatly. If the goal setting is high, the problem recommended to students is too difficult, students may answer these questions wrongly, forcing the algorithm to adjust the difficulty adaptively. According to the above results, DRE recommendation algorithm can adapt to different learning needs and customize the recommendation results, thus opening up a new path for the teaching of western music history. Besides, the combination of DL algorithm and western music history teaching design can recommend learning materials, which is of great significance in the teaching of history courses.
Introduction

With the rapid development of computer communication technology, changes in all walks of life are developing with each passing day. Convenient communication conditions have brought massive knowledge bases, thus laying a solid foundation for the reform of network teaching [1]. The change of teaching concept is essentially the change of teaching thinking driven by the development of network technology. The development of communication technology makes all fields of information common, and promotes the integration and exchange of eastern and western cultural information [2]. In this context, constructing a new paradigm of western music history teaching thinking is conducive to the combination of learning and thinking, sensing and reflection, to develop the creativity of teachers and students and produce new ways of thinking and conscious pursuit [3]. Although there is no new teaching method in western history education, many studies have provided technical support for it.

Huang (2021) pointed out that in recent years, with the deepening of teaching reform and the wide application of modern information technology, how to combine the traditional teaching of western music history and masterpiece appreciation course with network multimedia means had become a topic worthy of further discussion [4]. Lee (2020) thought that network teaching should be based on traditional teaching and assisted by multimedia teaching. In terms of function, it is more to make up for the shortcomings of traditional teaching and multimedia courseware-assisted teaching, and play a certain role in teaching supervision. Relying on the network platform, the excellent classroom videos and multimedia courseware can be updated in time to realize the sharing of network information resources [5]. Edwards and Cheok (2018) reckoned that the construction and application of network video teaching platform had made the level of teaching reform in China more in-depth. Combined with the use of modern information technology, the level of education has been improved intelligently. How to organically combine the course of western music history and masterpiece appreciation with modern scientific and technological means requires extensive practitioners to actively practice and conduct in-depth discussions, thus improving the teaching level qualitatively [6]. Daniel (2019) noticed that the network was frequently used in the teaching of various courses, which brought vitality to the teaching of western music history. Compared with traditional teaching, what new teaching methods can be applied to teaching after the network intervention and where the advantages of network teaching compared with traditional teaching are the focus of the current research on western music history teaching [7]. Shin (2021) reckoned that in the context of the rapid development of the Internet in the 21st century and the comprehensive extension of the network to all corners of modern life, the original teaching ideas, methods and means must change accordingly. Otherwise, they will not be able to connect with the new situations and new problems in the teaching field under the existing conditions. Hence, teachers should be able to carry out targeted teaching [8]. Torshizi and Bahraman (2019) signified that deep learning was a research field that had attracted much attention in recent years and played an important role in machine learning (ML). If the shallow learning is a wave of ML, DL, as a new field of ML, will set off another wave. DL realizes the feature extraction of external input data from low level to high level by establishing and simulating the hierarchical structure of human brain, to explain external data [9].
traditional network teaching, which is combined with the network teaching and DL algorithm to optimize the personalized recommendation system. A new way is opened up for the teaching of western music history, and contributions are made to the reform of traditional teaching mode.

**Educational theories and personalized recommendation system**

**Research of educational data mining**

With the fast growth of information technology, education and learning can break through the limitations of time and space. With the significant expansion of data collection methods, the data accumulation in education practices has also increased. Educational data mining (EDM) is becoming an increasingly independent research direction, which has attracted the attention of researchers in psychology, computer, statistics, pedagogy and other fields [10, 11]. White (2019) found that data-accorded portraying of learner models, generation of effective learning support, learning behavior patterns and characteristics, learning performance prediction, learning feedback, and evaluation have become the research hotspots of teaching methods [12]. Generally, the definition of EDM is that using data mining technology and data analysis methods to analyze different types of educational data to provide educational research and services. The sources of data for analysis and mining are online and offline. Fig 1 displays the primary contents and fields of EDM research.

As shown in Fig 1, EDM includes six basic research areas, i.e., the visualization of educational data, management and evaluation of learning resources, personalized recommendation of learning resources, analysis of students’ social ability, construction of educational knowledge map, and analysis of modeling and cognitive ability of students. The goal of educational data visualization is to screen useful information and important data results in the data for education optimization, and take the data as a reference for relevant decision-making [13, 14]. Statistical analysis and data analysis are common methods of educational data visualization. Learning resources represent the infrastructure related to teaching and learning processes, such as textbooks, tutorials, exercises, course videos, and knowledge systems [15, 16]. On the one hand, the effective evaluation of learning resources can help teachers and students
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Fig 1. Primary research fields of EDM.
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understand the quality of learning content. On the other hand, it can assist online system administrators in managing different types of resources and providing efficient search services. The purpose of individual modeling of students is to explain the characteristics of students through different levels of information, including the daily performance, learning habits, internal knowledge, learning ability, learning interest, and mental health level of students [17, 18]. Student modeling is the emphasis of EDM, because the modelling results can support various educational applications, such as performance prediction, and resource recommendation. Personalized recommendation is a momentous way to realize personalized learning, aimed at offering personalized learning recommendation services such as learning activities, behavior activity records, consumption records, course recommendations, and sports recommendations. Diversified data mining technologies can be applied to personalized recommendation, including classification and regression, model mining, sequence analysis, and recommendation algorithms [19]. The analysis of students’ social activities refers to the analysis of students’ social network to describe the relationship between students and students, students and teachers, or students and learning resources, and their respective attributes and characteristics. The analysis results can support kinds of educational applications, such as dividing the students into groups. Constructing the educational knowledge map is a method to establish the relationship between knowledge and learning resources. High quality knowledge maps in teaching and educational activities can help teachers and students more accurately understand the relationship between knowledge and better master efficient learning skills. However, as a new research direction, educational knowledge maps are developing slowly, and large-scale, high-quality educational maps are sorely lacking. Therefore, how to construct the knowledge map of general education or special education combined with a wide range of educational data is an urgent problem to be studied.

To sum up, as a novel research direction, EDM has rich research contents and diverse research methods [20]. Personalized learning is a pivotal research topic of EDM. The present work studies three important issues related to personalized learning, namely learning resources, learners, and learning strategies. Moreover, the deep learning algorithm is introduced and applied to the education of western music history to help students improve their learning efficiency.

Research on personalized recommendation

Chiu et al. (2021) proposed in the study that the rapid development of the IoT had a profound impact on the acquisition of information. Users can select information according to their preferences and needs, but there are still some data that cannot be obtained by users. Therefore, the personalized recommendation system can eliminate this shortcoming. The personalized recommendation system can connect and filter the information in the system, and recommend appropriate information for users. The personalized recommendation system has important application value in data processing, which is very worthy of study [21]. It is essential to analyze the principle of traditional recommendation system for realizing personalized recommendation of learning resources. Based on this basic goal, the theoretical foundations can be roughly divided into the following three categories: cognitive diagnosis, the principle analysis of the traditional recommendation system, and the research on reinforcement learning based on education.

The research of cognitive diagnosis relies on online learning. The principal goal of the online learning system is to let students learn as much knowledge as possible [22, 23]. One research focus is to reasonably connect learning resources with students’ knowledge state. Therefore, it is necessary to carry out cognitive diagnosis on individual students to understand
the students’ understanding level and cognitive state of a certain kind of knowledge, to effectively construct the goal of personalized recommendation. As a typical representative of the new generation of measurement theory, cognitive diagnosis can help students evaluate and analyze micro knowledge at the individual level. The measurement theories put forward by researchers in related fields contain classical measurement theory, generalization theory, and item response theory. Fig 2 reveals the knowledge example of cognitive diagnosis.

In traditional tests, teachers can only investigate students’ learning status through the test scores, but it is difficult to accurately figure out every detail for students with the same score level [24]. In contrast, through the knowledge example of cognitive diagnosis shown in Fig 2, even if the scores are the same, if the characteristics of the exercises of students are different, the teacher can intuitively see the student’s mastery of a certain knowledge point. Different exercise characteristics and scores can more finely reflect students’ understanding of specific knowledge details. The cognitive diagnosis can be expressed as Eq (1).

\[
P(M_{ji} = 1 | \theta_j, a_j, b_j) = b^1_{ji} 1 - b^1_{ji} a^1_{ji}, \quad \Pi_k = \prod_{n=1}^k q^{nin}_n,
\]  

In Eq (1), \( n \) represents the total number of knowledge points included in the test, \( a_j \) and \( b_j \) refer to knowledge points that students are uncertain about or answer wrongly, respectively, \( \theta_j \) signifies the knowledge vector, and \( q^i \) denotes the knowledge point vector that has been
practiced. Moreover, $\Pi_{ji}$ represents the knowledge mastery level of No. $j$ student to knowledge point $i$.

Personalized recommendation is a feasible way to implement personalized learning in the online learning system. On the one hand, recommending appropriate learning resources can save time and improve learning efficiency for students, since it eliminates the need to search for the required content in a rich repository. On the other hand, reasonable recommendations can help improve students’ learning experience. In the traditional recommendation system, the recommendation algorithm is the core part of the project recommendation system and the focus of research. The accuracy of the recommendation result of a project recommendation system is directly related to the selection of recommendation algorithm [25, 26]. The commonly used recommendation algorithms in related research fields can be roughly divided into four types, i.e., the content-based recommendation algorithm, memory collaborative filtering recommendation algorithm, model collaborative filtering recommendation algorithm, and hybrid recommendation algorithm. The rationale behind the content-based recommendation algorithm mainly comes from information retrieval and information filtering. The so-called content-based recommendation is to recommend items that the user has not contacted according to the user’s past browsing history. The content-based recommendation method can be explained according to the heuristic method and model-based method. The heuristic method is to let users use experience to define relevant formulas, verify the calculation results of the formulas in accordance with actual results, and constantly modify the formulas to achieve the final goal. The model-based method takes historical data as the data set, and trains the model based on the data set. The keyword is used as the vector representing the user’s characteristics, and the keyword with the highest weight of the recommended element is used as the feature attribute of the recommended element. The two closest vectors (the user’s feature vector score is the highest) are recommended to the user [27, 28]. The cosine method is usually used to calculate the cosine value of the angle between user feature vector and recommended feature vector to determine the similarity between the two vectors. Fig 3 demonstrates the basic flow of content-based recommendation algorithm.

In addition, there are the memory collaborative filtering recommendation algorithm, model collaborative filtering recommendation algorithm, and hybrid recommendation algorithm. Due to space limitations, these algorithms are not discussed in detail here. Traditional recommendation algorithms have produced many in-depth research results, but they usually model behavior activities to obtain a surface relationship between users and products, such as the linear relationship. However, in the real world, behavioral decision-making is often affected by multiple factors, and the interaction of behavior is also complex and diverse. Only linear expressions of the relationship between the two cannot meet the needs [29, 30]. Therefore, in the present work, the deep learning algorithm is applied to the education field to meet the learning needs of students.

Through reinforcement learning, the model can run in the context of the environment, and feedback can optimize the long-term behavior strategy based on income. The latest research in educational psychology combines the results of cognitive diagnosis and reinforcement algorithm learning experiments with topic recommendation personalization. However, the existing research has the following limitations. First, the existing research usually contains excessively complicated calculations and formulas. Second, the transfer function needs to be evaluated in the state action space containing all query items. Third, the memory for storing and maintaining the algorithm needs to be set. However, because the online learning system has many topic resources, it is impossible to estimate all the recommended actions. Therefore, these algorithms ignore the process factors in learning behavior and only match the current students’ learning state.
Personalized recommendation system based on deep learning algorithm

The recommended system should have the following functions to realize the targeted recommendation of learning resources required by students. First, the recommendation system needs to recommend appropriate topics to students according to the algorithm, to avoid artificial query of students, and improve learning efficiency [31, 32]. Second, the recommendation system needs to provide an open and autonomous learning environment, which can meet the adaptive interaction between students and the system. Thirdly, the system should utilize machine learning and data mining algorithms to analyze a wealth of learning interactive data of students, to generate appropriate topic recommendations. Among them, the core technical challenge is how to design the optimal recommendation strategy to ensure that the most appropriate topics and resources can be recommended to students at the right time.

Therefore, a personalized recommendation system based on Deep Reinforcement Exercise (DRE) algorithm to realize the above functions. Fig 4 shows the basic architecture of the system.
As shown in Fig 4, a targeted personalized recommendation system should have an adaptive adjustment recommendation mechanism. The recommendation system framework reported here includes three learning objectives of online topic recommendation. (1) Review and investigation: the fundamental objective of personalized topic recommendation is to obtain as much knowledge as students need. The referral process can not only enable students to find and fill vacancies in time and identify “strange” knowledge, but also acquire new knowledge at the right time, even if some knowledge is incomplete. According to Fig 4, student 1 who makes a mistake about a certain knowledge point in the second step would receive relevant knowledge recommendations in the third step. When the student can answer the question about the knowledge point correctly, the system will recommend new knowledge topics in the fourth step. (2) Smoothness of difficulty: the difficulty of recommended questions should not change drastically, because students’ knowledge learning process is gradual. For example, it is unreasonable to recommend college math problems to pupils who have just learned addition and subtraction. Therefore, the recommendation process needs to adaptively adjust the algorithm to make the difficulty of the recommended topics smoother. For example, for student 2 in Fig 4, if the recommended topics are relatively simple or familiar knowledge that he has mastered, the recommendation effect will not be satisfying. (3) Participation: the concept of participation is relatively abstract. In short, it is a vital factor to maintain students’ learning enthusiasm, and it is very important in the online learning environment. For example, the system recommends excessively difficult topics to student 3 in Fig 4, resulting in students’ lack of sense of participation and loss of interest in learning. The present work uses the off-line strategy learning algorithm to optimize recommendation strategies from off-line student data. This
algorithm employs an experimental storage system to represent the two recent data experiments. The following algorithm implements two independent networks, namely the estimation network and target network. Therefore, as the difference of learning parameters decreases, the stability of the algorithm is guaranteed. These two strategies ensure the dynamics of students’ historical records. The integrated multi-functional reward function allows DRE to adjust its strategy. As an independent model algorithm, DRE can use data offline for policy learning.

In the above structure, the definition of review and survey objective can be written as Eq (2).

\[
  r_1 = \begin{cases}
    a_1, & \text{if } b_i = 0, \text{and } k_{i+1} \cap k_i = \emptyset \\
    a_2, & \text{if } k_{i+1} \setminus \{k_1 \cup k_2 \cup \ldots \cup k_i \} \neq \emptyset \\
    0, & \text{else}.
  \end{cases}
\] (2)

In Eq (2), \(a_1\) represents the penalty function, \(a_2\) refers to the excitation function, \(b_i\) indicates the comprehensive learning status, and \(k_i\) stands for knowledge concepts.

The smoothness of difficulty is presented in Eq (3).

\[
  r_2 = f(m_{i+1}, m_i) = -(m_{i+1} - m_i)^2
\] (3)

In Eq (3), \(f(m_{i+1}, m_i)\) denotes the negative square root of two numeric values. The larger the value, the closer the difficulty is. Besides, \(m_{i+1}\) and \(m_i\) indicate the recommended topic and the topic to be recommended.

The participation is expressed as Eq (4).

\[
  r_3 = 1 - |g - \varphi(s, N)|, \varphi(s, N) = \frac{1}{N} \sum_{i=1}^{T} P_i
\] (4)

In Eq (4), \(g\) represents the learning objective factor, \(N\) indicates the number of learning records, and \(\varphi(s, N)\) means students’ usual performance.

According to the above three sets of definitions, the final return coefficient can be expressed as Eq (5).

\[
  r = a_1 \times r_1 + a_2 \times r_2 + a_3 \times r_3, \quad \{a_1, a_2, a_3\} \in [0, 1]
\] (5)

In Eq (5), \(a_1\) represents the penalty function, \(a_2\) refers to the excitation function, \(a_3\) expresses the adjustment function, \(r_1\) accords to the coefficient of review and survey target, \(r_2\) stands for the coefficient of difficulty smoothness, and \(r_3\) stands for the coefficient of participation.

Fig 5 demonstrates the personalized recommendation method based on the DRE algorithm.

The present work further optimizes the personalized recommendation method based on the DRE algorithm shown in Fig 5. Specifically, the Exercise Question Networks (EQNs) is introduced to estimate the state of students, and then the system recommends appropriate topics according to the estimation results. Here, two kinds of EQNs, Exercise Question Network of Markov (EQNM) and Exercise Question Recurrent Neural Network (EQNR), are employed. Figs 6 and 7 show the basic structure of these two networks.

As shown in Figs 6 and 7, students’ knowledge mastery level is perceived through EQNM and EQNR. Here, the combination of the DRE algorithm with EQNM is called DREM, and the integration of the DRE algorithm and EQNR is denoted as DRER.
Training parameter settings and data source

The network parameters are initialized in the training process. The penalty factor is set to 0.9, the review memory size in algorithm $Z = 500$, and the batch size is 32. The experimental running environment is a Linux server with a CPU of 4-core 2.0GHz Intel Xeon E5-2620, and the GPU of
Results and discussion

Analysis of experimental results on the rationality of learning objectives

To verify the rationality of the three learning objectives proposed above, namely review and investigation, smoothness of difficulty, and participation, the learning data of students is deeply analyzed, and the analysis results are shown in Figs 8 and 9.

According to Fig 8, the knowledge concept coverage of the long session unit is higher, indicating that students are willing to learn more knowledge. Therefore, recommendations need to consider exploring new knowledge to keep students interested in learning. Fig 9 shows the difference in the difficulty of two consecutive learning topics in each conversation unit. The line chart shows the proportion of records with difficulty difference of more than 0.4 in the conversation (it is assumed here that if the difficulty difference of two consecutive questions exceeds 0.4, the difficulty changes sharply). From Fig 9, the difficulty difference of the short session unit is large, while the long session unit has a smoother topic difficulty record. During the test, students tend to choose simpler or more difficult topics for long-term learning. In summary, the three groups of learning objectives reported here, namely review and investigation, smoothness of difficulty, and participation, have a close relationship with the learning effect of students.

Comparison results of recommended accuracy of recommended algorithms

The offline experiment of the accuracy of the recommendation algorithms is conducted according to the learning log of students. The log data is static and contains only the student

TeslaK20m. This experiment uses two data sets, i.e., Math and History. The data set is provided by http://zx.zhixuekt.com of IFLYTEK CO., LTD, which is an online learning system developed for self-study. The system encourages students to ask questions, and then students answer them and get results. The system allows students to refer to “clues” and submit answers repeatedly. Hence, in this scenario, the data only records the students’ initial response to ensure fairness. This data set has deleted the data of students with less than 10 learning records and subjects that have never been studied from the preprocessing link, and it contains multiple knowledge archives.
scores of the investigated subjects. Consequently, it is impossible to make sequence recommendations in the offline experiment because feedback on real-time recommendation cannot be obtained from offline data. Moreover, it is not possible to document the benefits of the various learning objectives provided above. Therefore, a single point recommendation target is adapted to evaluate the accuracy of the DRE algorithm in off-line experimental scenario. The evaluation index is the common Top@k ranking index for evaluation. The experimental results are shown in Figs 10 and 11.

As shown in Figs 10 and 11, the two data sets are operated in DRER and DREM. The results show that DRE can interactively learn the best strategies of students’ behavior and put forward specific suggestions. Besides, the combination of complex EQNs (EQNR and EQNM) makes DRER and DREM algorithm possible, which are better than the simple DQN algorithm. This phenomenon proves that the theme evaluation proposed here is effective. Capturing rich information in the dynamic learning process of students can improve students’ health level and accurately represent it. Moreover, DRER is better than DREM, indicating that the network is built based on cyclic sequence. Since EQNR can track the long-term dependence characteristics of students’ learning history, it improves the performance of recommendation. In
addition, it can be confirmed that the effect of DRER on Math data set is not as good as that on History data sets. Although DREM has a simple structure and lacks data, it is still superior. In terms of the average record length of the data set, the average record length of the Math data set is 24.5, which is much smaller than that of the History data set. Finally, the performance of conventional methods (IRT, PMF, and FM) is lower than that of deep learning algorithms (DKT, DKVMN) and reinforcement learning algorithms (DQN, DREM, and DRER). The reason for this phenomenon is that the existing algorithms cannot accurately model the learning process that ignores the dynamic characteristics of students’ learning behavior, which affects the recommendation results. In short, the DRE model perfectly simulates students’ research performance and information about related files, to produce accurate recommendation results.

The operation process of three learning objectives (i.e., the reasonable return function of review and investigation, smoothness of difficulty, and participation) is verified by the
recommended results of observation experiments. The operation process curve of review and investigation is shown in Figs 12 and 13.

Figs 12 and 13 reveal that various stimulus coefficients are set in the DRER algorithm in the experiment. Through the observation on the cumulative coverage rate of knowledge concepts in the recommendation process, it shows that in the Math data experiment, the values of each detection parameter are lower than those in the History data experiment, and the maximum difference is about 20. Besides, there are two similar change curves of the two data detection methods. The results show that, firstly, with the progress of the recommendation, the cumulative range of recommended topics of DRER algorithm increases. The higher the DRER incentive factor, the wider the range of knowledge recommended by the numerical algorithm.

Fig 10. Comparison of accuracy rates of recommended algorithms in math dataset offline experiments (IRT refers to the Item Response Theory algorithm, PMF represents the Probabilistic Matrix Factorization algorithm, FM represents the Factorization Machine algorithm, DKT represents the Deep Knowledge Tracing algorithm, DKVMN represents the Dynamic Key-Value Memory Network, DQN represents the Deep Q Network).

https://doi.org/10.1371/journal.pone.0262697.g010
Therefore, combined with the learning objective of the review and investigation provided here, the DRE framework can explore different knowledge concepts in the recommendation process. In addition, the higher the value of the incentive factor, the more important the exploration factor.

Firstly, the DRE algorithm is used to set various learning objectives. \( g = \{0.2, 0.5, 0.8\} \) simulates the needs of three students. According to the DRER framework, it is recorded in the experiment. Figs 14 and 15 reveal the comparison results of the income of smoothness of difficulty and participation.

Figs 14 and 15 indicate that, from the comparison results of difficulty smoothness and participation income suggested here, the difficulty value of DRER algorithm changes greatly in Math data experiment. The highest is about 0.98, the lowest is about 0.24, and the span of difficulty change under three coefficients is more than 0.4. In the “History” data experiment, the
difficulty change span is 0.2 for the DRER algorithm under the three coefficients. The DRE recommendation algorithm has two advantages. First, it can adaptively control the difficulty target of recommended questions. In this process, the difficulty of recommendation problems can be adjusted adaptively. Secondly, the learning objective of participation allows students to set different learning goals and choose questions with different difficulty ranges. The results show that in most courses recommended by DRER, the difficulty level of questions is relatively stable, so the fluency goal can effectively control the difficulty and reliability of the recommendation process. However, in the experiment of the Math data set, the recommendation result of step 10 is not good, and the difficulty level varies greatly. The reason for this phenomenon is that the DRER algorithm still cannot accurately simulate students’ knowledge state at the beginning of recommendation, which affects the stability of recommendation results. In addition, if the goal is set relatively high, the problems that students can challenge are difficult, and the DRER algorithm will select more difficult topics for recommendation accordingly. From the results, most students answer the recommended questions incorrectly, indicating that the results of the participation experiment of the recommendation algorithm meet the

Fig 12. Review job flow curves.
https://doi.org/10.1371/journal.pone.0262697.g012
expectations. Based on the above two results, the DRE recommendation algorithm can adapt to different learning needs and customize the recommendation results.

**Discussion on the results**

The research results suggest that the existing algorithms are relatively lacking in all aspects, and the DRER algorithm proposed here has advantages in all aspects. Initially, in the aspect of learning modeling, ignoring the dynamic characteristics of students' learning behavior, the average record length of DRER algorithm is much higher than that of the existing algorithm, with an average of 24.5. Then, through the observation of the cumulative coverage of knowledge concepts, the values of Math and History data experiments differ by about 20, but the change curves of the two are very similar, which increase with the increase of the incentive factor. The DRE recommendation algorithm can improve the coverage of knowledge
accumulation. Finally, in terms of difficulty recommendation of test questions, the difference between the two data experiments is large. The DRE recommendation algorithm can adapt to recommend various difficult test questions according to the characteristics of students, and is more adaptable than the existing algorithm. It proves that the algorithm proposed here in the teaching research of western music history through DL algorithm can adapt to various teaching conditions and provide more comprehensive teaching effect for students.

Conclusions
The teaching mode under the environment of Internet of Things has changed greatly, but improving the teaching level and perfecting the teaching mode is still the primary task in the education field, and the teaching of western music history is also facing the same situation.
Therefore, at first, the present work summarizes the current situation of the changes in teaching reform under the background of the IoT, analyzes the related work of personalized recommendation research, and then introduces the DL algorithm, which is applied to the learning of western music history to help students improve learning efficiency. What is proposed is a personalized recommendation method based on DRE algorithm. The recommendation accuracy and performance of the recommendation algorithm are verified by offline and online experiments. The purpose is to improve the teaching mode of western music history in the IoT environment. The results show that the proposed personalized learning resource recommendation method based on DRE still has good stability under various training data scales. The difficulty of recommended questions can be adjusted adaptively according to the characteristics of students to meet the individualized needs of western music history education. It can provide accurate teaching guidance for students, recommend moderate difficulty training questions for students according to their own characteristics, strengthen students’ autonomous learning.

Fig 15. Participation benefit comparison.

https://doi.org/10.1371/journal.pone.0262697.g015
ability, and improve teaching level. The present work study can improve students’ learning effect to a greater extent and improve the teaching mode of western music history. Although some achievements have been made, there are still some limitations. Firstly, due to the limited research funding and research level, the research design field is not wide, which brings certain errors to the results. Secondly, the research on DL algorithm still stays at the shallow level. In future research, the above two points will be improved to make the results more accurate and improve the persuasiveness of the article.
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