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In direct position determination (DPD), a large number of observation data need to be integrated and transmitted, which creates higher requirements for the transmission performance of the network. To alleviate the problem of performance degradation in a large number of data transmissions, this paper proposes a heterogeneous network architecture and transmission control algorithm for cross-regional heterogeneous networks. Through the heterogeneous integration of satellite and multihop networks, a transmission control model suitable for the long delay and high bit error rate environments is established, the congestion window of each stage of network transmission is analyzed, and the efficiency and accuracy of the algorithm are verified by experiments. The results show that a large amount of data can be transmitted in a heterogeneous network. When dealing with direct location, the algorithm can effectively transmit a large number of observation data for cross-regional heterogeneous networks. This simple and applicable transmission control algorithm can improve the satellite link throughput and reduce the download response time compared with the traditional transmission algorithm. These studies provide a reference for a large number of data transmissions in direct position determination.

1. Introduction

Positioning technology plays an important role in the fields of wireless signal processing, sensor monitoring, satellite navigation, and target detection [1–3]. Especially in the application of passive positioning, the common applications are passive positioning of radar, communication systems, and positioning of low SNR aircraft. In the civil field, the most common is the various monitoring and real-time positioning functions of wireless sensors [4–6].

The performance of DPD depends on obtaining the location and speed information of the transmitter or passive target from the original data received by the receiving station, which has a large number of data transmissions and easily causes network congestion. In different scenarios, the final solution of DPD is achieved by multidimensional grid search. However, grid search creates many computations. The transmission of raw data to the fusion center will occupy a large bandwidth, which will further increase the network transmission load and degrade its performance.

With the popularization and application of mobile Internet and Internet of Things (IoT), people increasingly focus on cross-regional positioning technology. To improve the transmission performance of a large quantity of observation data in cross-regional networks, researchers have conducted numerous studies [7–9], but further research is needed to improve the performance of network data transmission under long delays and high bit error rates (BERs). Based on this, researchers have conducted research on the transmission performance in the heterogeneous environment of wired
and wireless networks [10–12]. However, there is still a lack of effective solutions for research on how to effectively enhance the transmission of heterogeneous satellite and terrestrial multihop networks. Therefore, it is an urgent problem to establish an efficient and simple algorithm to adapt to heterogeneous network environments with long delays and high bit error rates.

This paper proposes a transmission control algorithm for heterogeneous networks that is suitable for cross-region DPD. A transmission control mechanism suitable for a long delay and high bit error rate environment is established, and the congestion windows in each stage of network transmission are analyzed. This mechanism provides a feasible scheme for a large number of data fusion transmissions in DPD.

2. State of the Art

At present, researchers have performed considerable work on transmission performance under heterogeneous wireless network environments. Barakat et al. [13] conducted extensive research on the application of TCP to heterogeneous networks. The long delay, high bit error rate, and bandwidth asymmetry characteristics of heterogeneous networks were all important factors that caused TCP performance degradation. In addition, this paper also considered the possible impact of different network paths on the transmission performance and noted that future improvement schemes can enable TCP to be applied in end-to-end heterogeneous networks. However, the study did not give a specific implementation to solve the problem of heterogeneous network transmission.

Oliveira et al. [14] deeply discussed the heterogeneous integration of mobile ad hoc networks (MANETs) and satellite networks. From the current research trend, satellites can be an important part of MANET routing. Therefore, a hybrid MANET-satellite network will play an important role in improving cross-regional data transmission. The paper also introduced the optimization of network resources and link availability, the provision of quality of service (QoS) and quality of experience (QoE), and the minimization of cost and energy supply and pointed out that the end-to-end optimization scheme can solve the above problems. However, this paper did not give a specific end-to-end solution. Based on integrated MANET and satellite network architecture, Miao et al. [15] further discussed the integrated network and pointed out that unpredictable node mobility, lack of central coordination, and limited available resources were important factors restricting the network performance. To solve the above problems, the choice of a gateway as a solution to achieve load balancing may be a direction of future research. The paper did not propose a solution mechanism for how to select the gateway and the specific implementation.

To meet the needs of emergency communication, according to the respective advantages of MANET, mobile communication, and satellite networks, Miao et al. [16] designed MANET-satellite and MANET-cellular. This paper noted that the common characteristics of the two systems need to be addressed and their architectures distinguished, which can provide powerful help for future research on routing protocols, QoS, energy efficiency, privacy protection, and resource management. Similarly, the paper also discussed mobile data download, the smaller storage space of the terminal, and the energy supply of the mobile device. However, this paper did not give a specific solution on how to realize the effective transmission mechanism of the two integrated systems.

To provide reliable wireless communication in postdisaster scenes, Yang et al. [17] proposed a hybrid network solution through terrestrial MANET and satellite networks. Compared with the conventional AODV (ad hoc on-demand distance vector) and AOMDV (ad hoc on-demand multipath) routing protocols, this solution can achieve a higher packet transmission rate, higher throughput, and lower delay. In addition, it can balance the traffic load of the gateway and maximize the use of satellite links. Under the above advantages, the hybrid network can provide strong support for postdisaster rescue. However, this paper did not give a specific routing protocol for the hybrid network. Considering that LEO satellite networks can provide large capacity and low delay network coverage and that their low orbit characteristics can reduce the size of ground terminals and enhance the mobility of ground networks, Yang et al. [18] provided an integrated network composed of a new-generation LEO satellite network and ground wireless ad hoc network. The corresponding software simulation tool was adopted for different network hierarchies, which played a reference role for further research on satellite network architecture and ad hoc technology. However, the paper did not give a specific implementation mechanism. Considering the autonomy and flexibility of satellites and MANETs, Xie et al. [19] constructed the basic model of a hybrid MANET-satellite network and discussed the performance and applicability of ad hoc routing protocols in the network. Furthermore, it was noted that the self-organizing routing protocol can provide better performance in the above network architecture. However, this paper only simulated the existing MANET routing and did not give a routing protocol suitable for hybrid MANET-satellite networks.

Wei [20] gave the composition, network form, and main characteristics of the air-space-ground integrated information network and summarized the development status and trend of the integrated information network. It also analyzed the key technologies that need to be broken through to build the integrated information network. Research on MANETs has made remarkable progress in recent years. Chaudhary [21] used MANETs in combination with satellite networks for emergency situations caused by natural disasters or military conflicts. This paper reviewed the existing work on the integration of MANETs with satellite networks and the problems related to integration with satellite systems.

Zhu et al. [22] studied the TCP enhancement performance of a hybrid terrestrial satellite network. A comparative study of propagation delay, data segment loss rate, and buffer size was performed by two schemes, TCP splitting and end-to-end E2E TCP. However, this paper did not propose a specific and effective heterogeneous network transmission
scheme. In the past few years, space-air-ground integrated networks (SAGINs) have aroused extensive research interest. Liu et al. [23] reviewed the latest research work on SAGIN, from network design and resource allocation to performance analysis and optimization. After discussing several existing network architectures, this paper also pointed out some technical challenges and future directions.

Considering the considerable quantity of data brought by multinetwork search in DPD, Du et al. [24] proposed a novel geolocation architecture, which used a relatively simple channel assumption and a simplified cost function of multiple signal classification (MUSIC) algorithm to avoid high-dimensional search. Du et al. [25] studied the cost function and performance of the DPD method in the presence of multipath propagation. In the case of multipath propagation, a general DPD model was established, and eight cost functions were developed to reduce the data transmission.

The demand for satellite navigation is growing exponentially. Due to technological advances, even handheld devices (mobile phones) can perform location-based services. Bhardwaj et al. [26] provided a brief review of satellite navigation, such as the working principle, position determination method, type of reference system for navigation applications, and satellite measurement technology. Kur et al. [27] studied the intersatellite link (ISL) to improve the accuracy of orbit determination and satellite clock estimation. The preparatory evaluation for the development of seven connectivity schemes for the precise orbit determination of three types of constellations showed that the clock estimation errors of satellites and stations were almost equal for all the connectivity schemes used. The clock result was not affected by ISL deviation. This study showed that ISL technology was a promising supplement to next-generation satellite navigation systems, and it can be recommended to use sequential connection and ring connection schemes for future navigation constellations.

The above research results mainly focus on the performance of heterogeneous networks, especially in the respective solutions of terrestrial MANETs or satellite networks. However, there are few studies on the transmission control of the hybrid network of terrestrial MANETs and satellite networks. This paper proposes a heterogeneous network architecture and transmission control algorithm for cross-regional DPD. In this paper, a heterogeneous network transmission control model is established, and the deterministic analysis of the congestion window in a heterogeneous network transmission model is carried out. By analyzing the congestion window changes in slow start and congestion avoidance, an effective and reliable transmission mechanism is proposed. It provides a reference for heterogeneous network transmission suitable for cross-regional DPD.

The rest of this paper is organized as follows. In the third section, the solution of the hybrid network of terrestrial MANETs and satellite networks is proposed, and the congestion window of the slow start and congestion avoidance phases is determined. The fourth section analyzes the performance characteristics of the scheme through simulation and obtains the feasibility and efficiency of the proposed scheme. The last section summarizes this paper and gives relevant conclusions.

3. Heterogeneous Network Architecture and Transmission Scheme

In this paper, we propose a new heterogeneous network architecture and transmission control algorithm, which is aimed at efficiently transmitting a large quantity of data generated by cross-regional DPD. First, a heterogeneous network architecture suitable for cross-regional DPD is constructed, and then a new transmission mechanism is proposed, which uses the characteristics of the large bandwidth-delay product in heterogeneous networks to send large quantities of data to make full use of the links in heterogeneous networks. Finally, the data backlog value is used to distinguish the data loss caused by a large quantity of data generated during DPD to improve the performance of heterogeneous network transmission performance.

3.1. Network Architecture of Cross-Regional DPD

Positioning technology has been widely used in wireless multihop networks, and its data transmission depends on the performance of multihop networks. In DPD, the quantity of data generated by terminal equipment is large, so a more efficient and practical network is needed for cross-regional transmission. This paper constructs a heterogeneous network architecture that integrates a satellite network and a multihop emitter network constructed by terminal equipment. Multihop networks can be deployed quickly and conveniently without the support of infrastructure. The satellite network has the characteristics of wide coverage across regions. The heterogeneity of the two allows the scope of communication to be further expanded, as shown in Figure 1.

Passive location is a kind of location system in which the receiving station does not transmit signals but only completes the target location based on the observation signal. Generally, emitter location systems can be divided into emitter location systems based on the target's signal and external emitter location systems based on third-party emitters. The emitter location uses the signal emitted by the target to locate, while the external emitter location is realized by receiving the reflected signal from the third-party illuminator and the direct wave signal from the illuminator. In the DPD, multarray observation points are used to collect a large quantity of data. In the heterogeneous network, the nodes in the multihop network can be observation points, and cross-regional positioning data transmission is realized through the satellite network.

The PDP needs a multidimensional grid search to achieve location, so it has high complexity and a long running time. For various DPD algorithms in different scenarios, the final solution is achieved by multidimensional grid search. The following problem is the large number of computations created by grid search. Moreover, the transmission of raw data to the fusion center takes up considerable bandwidth. The heterogeneous network architecture can not only achieve cross-data transmission but also improve the
network performance when a large quantity of data is transmitted in a short time.

3.2. Slow Start. To apply the transmission mechanism of the integrated satellite and multihop network constructed above, it is necessary to increase the quantity of data in the slow start to meet the high bandwidth-delay product of the satellite network. First, a dynamic factor $\delta$ is introduced:

$$\delta = \frac{RTT}{\alpha^\alpha}.$$ (1)

To normalize the round trip time, $\alpha$ is set as the reference time. Because round trip time can feedback the transmission state of the network in time, the congestion window of a slow start is adjusted by a dynamic factor. The dynamic factor changes according to the change in round trip time, which can determine the time consumed by data transmission in the network, which is an important basis for whether network congestion occurs. It depends on the data round trip time. Then, the congestion window is set to two different values to suit different network transmission environments.

The initial congestion window value can be set to SMSS * $\sqrt{\delta}/4$. The SMSS is the maximum segment size set by the sender. Considering the different network states of the integrated network, the slow start is divided into two different intervals, corresponding to two different congestion windows. The first congestion window value is set to $\text{cwnd} + = \text{SMSS} * \sqrt{\delta}/4$.

At this time, the congestion window is small, corresponding to the initial stage of slow start, to prevent the conflict caused by the transmission of other data in the integrated network. In addition, when the network state is in the saturation stage, such a small congestion window can also be set to avoid data congestion in the integrated network. The second congestion window value is set to $\text{cwnd} + = \text{SMSS} * \sqrt{\delta}$.

At this time, the congestion window value is larger, corresponding to the situation in which the network state is better in the slow start, and a large quantity of data can be transmitted at this time.

Different DPD algorithms in various scenarios generate a large quantity of data through a multidimensional grid search. The transmission of these raw data to the integrated satellite and multihop network will take up considerable bandwidth. The above slow start strategy is aimed at alleviating the congestion and inefficiency caused by a large number of data transmissions. Through the judgment of different network conditions, the data transmission in the integrated network can be predicted, and the value of the congestion window can be set reasonably.

3.3. Distinction of Data Loss. In the DPD, target information is fused into the data stream collected by multiple observation stations, which leads to the characteristics of data accumulation and burst. These characteristics make the data transmission in heterogeneous networks prone to congestion loss. In the integrated network of satellites and multihop networks, the environment of wireless transmission will inevitably lead to the random loss of data.

Congestion loss and random loss of data are the main reasons for the performance degradation of integrated networks. The proposed algorithm not only improves the data transmission in the slow start but also detects the data loss in congestion avoidance.

The algorithm defines the data backlog value $\omega$, which is the unconfirmed data value in the integrated network.

$$\omega = v \cdot t,$$ (2)

where $v$ is the data transmission rate, which is the ratio of the transmission congestion window to the round trip time and $t$ is the difference between the round trip time and minimum round trip time.

$$v = \frac{\text{CWND}}{\text{RTT}},$$ (3)

$$t = \text{RTT} - \text{RTT}_{\min}.$$ (4)
3.4. Congestion Avoidance. According to the data backlog value $\omega$, the transmission status of data in the integrated network can be well predicted so that the congestion loss or random loss of data can be judged. Therefore, in the congestion avoidance phase, the proposed algorithm adjusts the threshold appropriately to adapt to different network conditions.

The data backlog value of the $i$th round trip time is defined as $\omega(i)$. To more accurately reflect the data backlog value in the network, the mean value of the three backlog values $[i-2, i]$ is finally taken. The mean value $\omega_{AVG}(i)$ is defined as follows:

$$\omega_{AVG}(i) = \frac{1}{3} \sum_{k=i-2}^{i} \omega(k).$$

Due to the wireless transmission environment of heterogeneous networks, the data backlog value may fluctuate violently, and the average value combined with the past two moments and the present data backlog value can more accurately reflect the network situation. The congestion avoidance phase of the proposed scheme is divided into three cases. In the first case, if $\omega_{AVG}(i)$ is less than the boundary value $\omega_1$, it can be judged that the network condition is good, and the threshold value can be increased appropriately. At this time, the threshold is set to $4 \times \text{cwnd}/5$. In the second case, when $\omega_{AVG}(i)$ is not less than the boundary value $\omega_1$ and less than the boundary value $\omega_2$, it can be judged that the network condition is moderate and the threshold value can be adjusted appropriately. The threshold is set to $3 \times \text{cwnd}/5$. In the last case, if $\omega_{AVG}(i)$ is not less than the boundary value $\omega_2$, it can be judged that the network condition is poor and the threshold value can be appropriately reduced. At this time, the threshold is set to $2 \times \text{cwnd}/5$.

**Algorithm 1**

if $(\text{cwnd} < \text{ssthresh})$/SS phase
  
  if $(\text{ssthresh}/4 < \text{cwnd} < 3 \times \text{ssthresh}/4) \& \& (\text{round}/4 \leq \text{flightsize} < 3 \times \text{round}/4)$
    set cwnd $+= \text{SMSS} \times \sqrt{8}$
  else
    set cwnd $+= \text{SMSS} \times \sqrt{\delta}/4$

$\omega_1$ and $\omega_2$ are the boundary values to be adjusted and $\omega_2$ is greater than $\omega_1$. The proposed algorithm not only improves the transmission of initial DPD data but also detects the loss of data in a wireless transmission environment to reasonably adjust the threshold.

4. Result Analysis and Discussion

In the heterogeneous network, the nodes in the multihop network can be set as observation points. In the DPD, multiple observation points are used to collect a large quantity of data, and cross-regional data are transmitted through the satellite network. In the simulation topology, multihop nodes are used to simulate the observation nodes in the integrated network, and the multihop nodes are similar to the observation nodes in DPD. After the multihop nodes hop node by node, they connect to the satellite network through the access point (1 hop point), and the satellite network finally connects to the ground wired network. The topology can transmit a large quantity of data generated by DPD, as shown in Figure 2.

The transmission bandwidth is 1.54 Mbps in the satellite network, and the one-way propagation delay is assumed to be the geostationary orbit satellite delay, which is set to 250 ms. The simulation tests the bit error rate of the satellite link at $10^{-9}$ and $10^{-5}$.

The key part of the integrated network is the satellite network. Considering the high cost of satellite networks, the transmission performance of satellite networks must be improved, and the throughput of satellite links is the key parameter. To test the throughput of the satellite link in the integrated network and consider the number of nodes in the multihop network, the throughput of different nodes and satellite networks is tested under different bit error rates, as shown in the figure below.

Figure 3 shows that when the BER is $10^{-9}$, the three algorithms are simulated on different multihop nodes, and the throughput of the proposed scheme is greatly improved compared with TCP Reno and TCP Veno. TCP Reno is a classic transmission control protocol in wired networks. Because the bit error rate of the wired network is very low, the probability of random data loss is very low. However, in multihop networks and satellite networks, wireless transmission will lead to random loss of a large quantity of data, thus reducing the overall performance of the wireless network. It can be seen in the figure that in the test of the 1-hop node to the 5-hop node, the performance of TCP Reno is maintained at approximately 22 kbps for different multihop nodes.
However, the throughput of the other two algorithms decreases gradually.

TCP Veno is a transmission algorithm that uses the value of the data backlog in the network to judge the data loss. The algorithm is suitable for data loss in wireless communication. TCP Veno detects random data loss and adjusts the threshold of congestion avoidance according to different kinds of data loss, which improves the transmission performance in wireless networks. It can be seen in the figure that compared with increasing the volume of data transmission in the slow start, distinguishing the loss of different kinds of data can greatly improve the transmission performance of the integrated network. At 1-hop and 2-hop, the satellite throughput of TCP Veno is maintained at 130 kbps, which is approximately 6 times higher than that of TCP Reno.

The proposed algorithm not only distinguishes data loss but also improves the quantity of data injected into the network in the slow start to improve the transmission performance of the integrated network. The simulation results show that the throughput is 150 kbps at the 1-hop node, which is approximately 7 times higher than TCP Reno. Compared with TCP Veno, the throughput is improved by 15.38%. In the case of 5-hop nodes, the throughput of TCP Reno is still maintained at approximately 22 kbps, and the throughput of TCP Veno is reduced to 90 kbps. The throughput of the proposed algorithm is 110 kbps, which is five times higher than that of TCP Reno and 22.22% higher than TCP Veno.
Figure 4 shows that when the BER is $10^{-5}$, the three algorithms are simulated on different multihop nodes, and the throughput of the proposed scheme is greatly improved compared with TCP Reno and TCP Veno. As seen in the figure, in the test of the 1-hop node to the 5-hop node, the throughput of TCP Reno is maintained at approximately 20 kbps for different multihop nodes. The throughput of TCP Veno is approximately 40 kbps. At the 1-hop node, the throughput of the proposed algorithm is 100 kbps, which is 5 times and 1.5 times higher than that of TCP Reno and TCP Veno, respectively. Compared with Figure 3 of BER is 10-9, in the case of a high bit error rate, the random loss of data is more serious. If the loss of this kind of data can be correctly identified, the threshold can be appropriately adjusted in congestion avoidance to adapt to the situation of the network. The throughput of TCP Reno is still 20 kbps, while that of TCP Veno is 37 kbps. The throughput of the proposed algorithm is 78 kbps, which is 3.9 and 1.37 times higher than that of TCP Reno and TCP Veno, respectively.

Figure 5 shows the download response time of the three algorithms at different hop nodes when the BER is $10^{-9}$. In congestion avoidance, TCP Reno considers that all data loss is caused by congestion. The threshold is set to half of the congestion window, which directly reduces the transmission performance of the integrated network. Therefore, the download response time of TCP Reno in the satellite link is maintained at $4.8 \times 10^3$ s. The download response time of the proposed algorithm and TCP Veno increases with the number of hops. As seen in the figure, the download response time of TCP Veno is approximately $1.0 \times 10^3$ s. The download response time of the proposed algorithm is between $0.8 \times 10^3$ s and $1.0 \times 10^3$ s. It can be seen that the proposed algorithm can increase the quantity of data sent and correctly identify the random data loss, which is conducive to the correct adjustment of the threshold according to the network state in congestion avoidance. This reduces the download response time of the integrated network.

Figure 6 shows the download response time of the three algorithms at different hop nodes when the BER is $10^{-9}$. Compared with $10^{-5}$, the download response time of all algorithms increases with the number of hops, except that TCP Reno decreases from a 1-hop node to a 2-hop node. Compared with TCP Reno and TCP Veno, the proposed algorithm has more obvious advantages. In particular, compared with TCP Veno, the proposed algorithm reduces the response time by approximately 2 times.

5. Conclusion

To improve the performance of the transmission control algorithm in heterogeneous networks suitable for cross-regional DPD, this paper proposes a new algorithm that improves the throughput of integrated networks and reduces the response time of multihop networks by increasing the quantity of data injected into satellite networks and distinguishing different kinds of data loss in wireless networks. The simulation experiment compares TCP Reno, TCP Veno, and the proposed algorithm. The results are as follows:

1. In the integrated network, the performance of the proposed scheme is better than that of the other two transmission control algorithms.
2. In the case of data loss caused by the bit error rate, especially in the case of a high bit error rate, the performance of the proposed scheme can be improved more obviously.
3. In the slow start, the throughput of the satellite network can be improved by increasing the amount of data injection.

In this study, a new optimization scheme is proposed by combining the experimental and theoretical research of heterogeneous networks, which is suitable for cross-regional positioning. Through the analysis of the integrated network, the size of the congestion window is modified in the slow start, and the size of the threshold is adjusted in the congestion avoidance. The established transmission mechanism can improve the transmission performance of heterogeneous networks, and follow-up research on the transmission control of heterogeneous networks with cross-regional DPD is carried out. The research has certain reference significance.
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