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Abstract—While the wiretap secret key capacity remains unknown for general source models even in the two-user case, we obtained a single-letter characterization for a large class of multi-user source models with a linear wiretapper who can observe any linear combinations of the source. We introduced the idea of irreducible sources to show existence of an optimal communication scheme that achieves perfect omniscience with minimum leakage of information to the wiretapper. This implies a duality between the problems of wiretap secret key agreement and secure omniscience, and such duality potentially holds for more general sources.

I. INTRODUCTION

The problem of multiterminal secret key agreement was studied by Csiszár and Narayan in [1]. They derived the single-letter expression for the secret key capacity $C_S$ when the wiretapper has no side information. Remarkably, they established a duality between the problem of secret key agreement and the problem of communication for omniscience by the users, which means that attaining omniscience by users is enough to extract a secret key of maximum rate. However, the characterization of secret key capacity when the wiretapper has side information $C_W$ was left open, and only gave some upper bounds on it. Later Gohari and Anantharam, in [2], provided strengthened upper bounds and lower bounds. Furthermore, they proved a duality between secret key agreement with wiretapper side information and the problem of communication for omniscience by a neutral observer, where the neutral observer attains omniscience instead of the users. But this equivalence does not give an exact single-letter characterization of $C_W$. Nevertheless in some special cases, it is known exactly. In particular, [3] studied a pairwise independent network (PIN) source model defined on trees with wiretapper side information obtained by passing the edge random variables through independent channels. For this model, $C_W$ was characterized using the conditional minimum rate of communication for omniscience characterization given in [1], and provided a scheme that achieves it. The final form of $C_W$ is similar to that of $C_S$ except for the conditioning with respect to wiretap side information. One can see that the linear wiretapper case is not covered by this model.

Recently in [4], Chan et al. have studied the problem of secure omniscience in the context of multiterminal secure information exchange, and explored its duality connection to the problem of wiretap secret key agreement. In the secure omniscience problem, every user tries to attain omniscience by communicating interactively using their private observations from a correlated source, however, with a goal to minimize the information leakage to the wiretapper who has side information about the source. Interestingly, in the case of finite linear source (FLS) involving two active users and a wiretapper, they provided an explicit characterization of the wiretap secret key capacity and the minimum leakage rate for omniscience $R_L$. In fact, the achievable communication scheme for wiretap secret key capacity involves secure omniscience. Motivated by this result, they conjectured that such a duality holds for the entire class of FLS. In this paper, we address this question and completely resolves it in the subclass of tree-PIN model but with a linear wiretapper, which is the most general wiretapper in the class of FLS.

The PIN sources have received a wide attention in the secret key agreement problem without wiretapper side information, see [5–7]. The main motivation for studying PIN sources is that they model the problem of generating a global key out of locally generated keys by user pairs. In the study of general PIN sources, the subclass of tree-PIN sources play an important role. For the tree-PIN [5], secret key capacity is achieved by using a linear and non-interactive communication scheme that propagates a key across the tree. This protocol indeed serves as a building block in the tree-packing protocol for the general PIN. It was proved in [6] that the tree-packing protocol is even optimal for the constrained secrecy capacity $C_S(R)$ where $R$ is the total discussion rate. The optimality was shown by deriving a matching converse bound. Recently, [7] identified a large class of PIN models where the tree-packing protocol achieves the entire rate region where each point is a tuple of achievable key rate and individual discussion rates.

A problem that is closely related to secure omniscience is the coded cooperative data exchange (CCDE) problem with secrecy constraint, see for e.g., [8, 9]. The problem of CCDE considers a hypergraphical source and studies the one-shot omniscience. The hypergraphical model generalizes the PIN model within the class of FLS. [9] studied the secret key agreement in the CCDE context and characterized the number of transmissions required versus the number of SKs generated. Whereas [8] considered the same model but
with wiretapper side information and explored the leakage aspect of an omniscience protocol. However, the security notion considered therein does not allow the eavesdropper to recover even one hyperedge (data packet) of the source from the communication except what is already available. But the communication scheme can still reveal information about the source. In this paper we are interested to minimize the leakage of the total information to the wiretapper. Though we consider the asymptotic notion, the designed optimal communication scheme uses only finite number of realizations of the source. Hence this scheme can find application even in CCDE problems.

In this paper, for a tree-PIN with linear wiretapper, we exactly characterize $R_L$ and $C_W$ by giving an optimal linear (non-interactive) communication scheme. To do this, we first reduce the source to an irreducible source and then we give a communication protocol that achieves both perfect omniscience, a notion that was introduced in [10], and perfect alignment with wiretapper. In perfect omniscience, terminals recover the source perfectly using only a finite number of source realizations. Moreover, perfect alignment means that the wiretapper observations can be completely recovered from the communication alone. Ideally, it should be the other way around - the communication should be completely recoverable from the eavesdropper’s observations, so that the eavesdropper learns nothing new about the source. However, it may not always be possible to design a communication for omniscience satisfying this requirement. So, we ask for the next best thing, that a large part of the communication contains information already known to the eavesdropper.

The paper is organized as follows. We introduce the problem and notations in section II. Section III contains the main results whereas the proofs are presented in section IV. Section V focuses on an explicit secure omniscience protocol. Finally, we conclude with possible future directions and open problems in section VI.

II. PROBLEM FORMULATION

In this section, we describe two different scenarios in the context of multiterminal setting where the terminals communicate publicly using their correlated observations to perform a task securely from the eavesdropper, who has access to the public communication along with side information. More precisely, let $V = [m] := \{1, \ldots, m\}$ be the set of users and $w$ denotes the wiretapper. Let $Z_1, \ldots, Z_m$ and $Z_w$ be the random variables taking values in finite alphabets $\mathcal{Z}_1, \ldots, \mathcal{Z}_m$ and $\mathcal{Z}_w$ respectively, and their joint distribution is given by $P_{Z_1, \ldots, Z_m Z_w}$. Let $Z_V := (Z_i : i \in V)$ and $Z_w^n$ denote the $n$ i.i.d. realizations of $Z_i$. Each user has access to the corresponding random variable. Upon observing $n$ i.i.d. realizations, the terminals communicate interactively using their observations and possibly independent private randomness on the noiseless and authenticated channel. In other words, the communication made by an user in any round depends on all the previous rounds communication and user’s observations. Let $F(n)$ denotes this interactive communication. We say $F(n)$ is non-interactive, if it is of the form $(\tilde{F}_i^{(n)} : i \in V)$, where $\tilde{F}_i^{(n)}$ depends only on $Z_i^n$ and the private randomness of user $i$. Note that the eavesdropper has access to the pair $(F(n), Z_w^n)$. At the end of the communication, users output a value in a finite set using their observations and $F(n)$. For example, user $i$ outputs $E_i^{(n)}$ using $(F(n), Z_i^n)$ and its private randomness. See Fig. 1.

A. Secure Omniscience

In the secure omniscience scenario, each user tries to recover the observations of the other users except wiretapper’s. We say that $(F(n), E_1^{(n)}, \ldots, E_m^{(n)})_{n \geq 1}$ is an omniscience scheme if it satisfies the recoverability condition for omniscience

$$\lim \inf_{n \to \infty} \Pr(E_1^{(n)} = \ldots = E_m^{(n)} = Z_w^n) = 1.$$  

The minimum leakage rate for omniscience is defined as

$$R_L := \inf \left\{ \limsup_{n \to \infty} \frac{1}{n} I(F(n) \wedge Z_v^n | Z_w^n) \right\}$$

where the infimum is over all omniscience schemes. We sometimes use $R_L(Z_V | Z_w)$ instead of $R_L$ to make the source explicit. When there is no wiretapper side information, then the above notion coincides with the minimum rate of communication for omniscience, $R_{CO}$ [1]. And the conditional minimum rate of communication for omniscience, $R_{CO}(Z_V | J)$, is used in the case when all the users have the shared randomness $J^n$ along with their private observations. This means that user $i$ observes $(J^n, Z_i^n)$.

B. Secret Key Agreement

In the secure secret key agreement, each user tries to recover a common randomness that is kept secure from the wiretapper. Specifically, we say that $(F(n), E_1^{(n)}, \ldots, E_m^{(n)})_{n \geq 1}$ is a secret key agreement (SKA) scheme if there exists a sequence $(K^{(n)})_{n \geq 1}$ such that

$$\lim \inf_{n \to \infty} \Pr(E_1^{(n)} = \ldots = E_m^{(n)} = K^n) = 1, \quad (3a)$$

$$\lim \sup_{n \to \infty} \left[ \log |K^{(n)}| - I(K^{(n)} \wedge F(n), Z_w^n) \right] = 0, \quad (3b)$$

![Fig. 1. Multiterminal source model with wiretapper side information. The terminals interactively discuss over a public channel using their observations from a correlated source to agree upon a common randomness which must be kept secure from the wiretapper.](image)
where (3a) is the key recoverability condition and (3b) is the secrecy condition of the key and \(|K^{(n)}|\) denotes the cardinality of the range of \(K^{(n)}\). The wiretap secret key capacity is defined as

\[
C_W := \sup \left\{ \liminf_{n \to \infty} \frac{1}{n} \log |K^{(n)}| \right\}
\]  

(4)

where the supremum is over all SKA schemes. The quantity \(C_W\) is also sometimes written as \(C_W(Z_V|Z_w)\). In (4), we use \(C_S\) instead of \(C_W\), when the wiretap side information is set to a constant. Similarly, we use \(C_{V_p}(Z_{V_e}|J)\) in the case when wiretap side information is \(Z_W = J\) and all the users have the shared random variable \(J\) along with their private observations \(Z_i\). The quantities \(C_S\) and \(C_{V_p}(Z_{V_e}|J)\) are referred to as secret key capacity of \(Z_V\) and private key capacity of \(Z_V\) with compromised-helper side information \(J\) respectively.

C. Tree PIN source with linear wiretapper

A source \(Z_V\) is said to be Tree-PIN if there exists a tree \(T = (V, E, \xi)\) and for each edge \(e \in E\), there is a non-negative integer \(n_e\) and a random vector \(Y_e = (X_{e_1}, \ldots, X_{e_{n_e}})\). We assume that the collection of random variables \(X := (X_{e, k} : e \in E, k \in [n_e])\) are i.i.d. and each component is uniformly distributed over a finite field, say \(\mathbb{F}_q\). For \(i \in V\),

\[
Z_i = (Y_e : i \in \xi(e)).
\]

The linear wiretapper’s side information \(Z_w\) is defined as

\[
Z_w = XW,
\]

where \(X\) is a \(1 \times (\sum_{e \in E} n_e)\) vector and \(W\) is a \((\sum_{e \in E} n_e) \times n_w\) full column-rank matrix over \(\mathbb{F}_q\). We sometimes refer to \(X\) as the base vector. We refer to the pair \((Z_V, Z_w)\) defined as above as the Tree-PIN source with linear wiretapper. This is a special case of finite linear sources \([11]\) where both \(Z_V\) and \(Z_w\) can be written as \(XW\) and \(XW\) respectively for some matrices \(M\) and \(W\). In the context of FLS, we say a communication scheme \(F^{(n)}\) is linear, if each user’s communication is a linear function of its observations and the previous communication on the channel. Without loss of generality, linear communication can also be assumed to be non-interactive. In the rest of the paper, we consider only matrices over \(\mathbb{F}_q\) unless otherwise specified.

D. Motivating example

The following example of a tree-PIN source with linear wiretapper appeared in our earlier work \([4]\), where we constructed an optimal secure omniscience scheme. Let \(V = \{1, 2, 3, 4\}\) and

\[
Z_w = X_4 + X_1 + X_2,
\]

(5)

\[
Z_1 = X_1, Z_2 = (X_1, X_2), Z_3 = (X_2, X_3), Z_4 = X_4,
\]

(6)

where \(X_4, X_1, X_2, X_3\) and \(X_4\) are uniformly random and independent bits. The tree here is a path of length 3 (Fig. 2) and the wiretapper observes the linear combination of all the edge random variables. For secure omniscience, terminals 2 and 3, using \(n = 2\) i.i.d. realizations of the source, communicate linear combinations of their observations. The communication is of the form, \(F^{(2)} = (F_2^{(2)}, F_3^{(2)})\), where \(F_2^{(2)} = X_2^2 + M X_2^1\) and \(F_3^{(2)} = (M + I)X_2^2 + X_2^1 + F_2^{(2)}\) with \(M := \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix}\). Since the matrices \(M\) and \(M + I\) are invertible, all the terminals can recover \(Z_2^2\) using this communication. For example, user 1 can first recover \(X_2^2\) from \((X_2^1, F_2^{(2)})\) as \(X_2^2 = (M + I)(X_2^1 + F_2^{(2)})\), then \(X_2^2\) can be used along with \(F_3^{(2)}\) to recover \(X_2^1\) as \(X_2^1 = (M + I)X_2^2 + F_3^{(2)}\). More interestingly, this communication is aligned with the eavesdropper’s observations, since \(Z_2^2 = F_2^{(2)} + F_3^{(2)}\).

For minimizing leakage, this kind of alignment must happen. For example, if \(Z_2^2\) were not contained in the span of \(F_2^{(2)}\) and \(F_3^{(2)}\), then the wiretapper could infer a lot more from the communication. Ideally if one wants zero leakage, then \(F^{(n)}\) must be within the span of \(Z_w^n\), which is not feasible in many cases because with that condition, the communication might not achieve omniscience in the first place. Therefore keeping this in mind, it is reasonable to assume that there can be components of \(F^{(n)}\) outside the span of \(Z_w^n\). And we look for communication schemes which span as much of \(Z_w^n\) as possible. Such an alignment condition is used to control the leakage. In this particular example, it turned out that an omniscience communication that achieves \(R_{CO}\) can be made to completely align with the wiretapper side information. With the motivation from this example, we in fact showed that such an alignment phenomenon holds true in the entire class of tree-PIN with linear wiretapper.

III. MAIN RESULTS

The following two propositions give upper and lower bounds on minimum leakage rate for a general source \((Z_V, Z_w)\). The lower bound on \(R_L\) in terms of wiretap secret key capacity is obtained by using the idea of privacy amplification on the recovered source. While the multi-letter upper bound is given in terms of any communication made using first \(n\) i.i.d. realizations.

**Proposition 1** ([4], Theorem 1) **For the secure omniscience scenario with** \(|V| \geq 2\),

\[
R_L \geq H(Z_V|Z_w) - C_W.
\]

(7)

**Proposition 2** ([4], Theorem 2) **For the secure omniscience scenario,**

\[
R_L \leq \frac{1}{n}[R_{CO}(Z_V^n|F^{(n)}) + I(Z_V^n \wedge F^{(n)}|Z_w^n)] \leq R_{CO},
\]

(8)

where the inequality holds for any integer \(n\) and valid public discussion \(F^{(n)}\) for block length \(n\). \(\square\)

Before we present our result, we will discuss some notions related to Gács-Körner common information, which play an important role in proving the result. The Gács-Körner common information of \(X\) and \(Y\) with joint distribution \(P_{X,Y}\) is defined as

\[
J_{GK}(X, Y) := \max \{ H(G) : H(G|X) = H(G|Y) = 0 \}
\]

(9)
A graph that satisfies the constraint in (9) is called a common function (c.f.) of $X$ and $Y$. An optimal $G$ in (9) is called a maximal common function (m.c.f.) of $X$ and $Y$, and is denoted by $\text{mcf}(X,Y)$. Similarly, for $n$ random variables, $X_1, X_2, \ldots, X_n$, we can extend these definitions by replacing the condition in (9) with $H(G(X_1)) = H(G(X_2)) = \ldots = H(G(X_n)) = 0$. For a finite linear source pair $(Z_1, Z_2)$, i.e., $Z_1 = XM_1$ and $Z_2 = XM_2$ for some matrices $M_1$ and $M_2$ where $X$ is an $1 \times n$ row vector that is uniformly distributed on $\mathbb{F}_2^n$, it was shown in [12] that the m.c.f. $(Z_1, Z_2)$ is a linear function of $X$ which means that there exists a matrix $M_g$ such that $\text{mcf}(Z_1, Z_2) = XM_g$.

The main result of this paper is the following theorem.

**Theorem 1** For a Tree-PIN source $(Z_V)$ with linear wiretapper observing $Z_w$, 

$$C_W = \min_{e \in E} H(\mathcal{Y}_e) \text{mcf}(\mathcal{Y}_e, Z_w),$$

$$R_L = \left(\sum_{e \in E} n_e - n_w\right) \log_2 q - C_W \text{ bits}.$$

In fact, a linear non-interactive scheme is sufficient to achieve both $C_W$ and $R_L$ simultaneously. □

The above theorem shows that the intrinsic upper bound on $C_W$ holds with equality. In the multiterminal setting, the intrinsic bound that follows from [1, Theorem 4] is given by 

$$C_W(ZV|ZW) \leq \min_{J-ZW-ZV} C_P(ZV|J).$$

This is analogous to the intrinsic bound for the two terminal case [13]. For the class of tree-PIN sources with linear wiretapper, when $J^* = \{\text{mcf}(\mathcal{Y}_e, Z_w)\}_{e \in E}$, it can be shown that $C_P(ZV|J^*) = \min_{e \in E} H(\mathcal{Y}_e) \text{mcf}(\mathcal{Y}_e, Z_w)$, which can be derived using the characterization in [1] of the conditional minimum rate of communication for omniscience, $R_{CO}(ZV|J^*)$. In fact, the same derivation can also be found in [3] for a $J$ that is obtained by passing edge random variables through independent channels. In particular, $J^*$ is a function of edge random variables $(\mathcal{Y}_e)_{e \in E}$ because $\text{mcf}(\mathcal{Y}_e, Z_w)$ is a function of $\mathcal{Y}_e$. Therefore, we can see that $C_P(ZV|J^*)$, which is an upper bound on $\min_{J-ZW-ZV} C_P(ZV|J)$, matches with the $C_W$ obtained from Theorem 1.

Furthermore, the theorem guarantees that in the tree-PIN case with linear wiretapper, we can achieve the wiretap secret key capacity through a linear secure omniscience scheme. This shows that omniscience can be useful even beyond the case when there is no wiretapper side information, where [1] showed that achieving omniscience is enough for the terminals to achieve the secret key capacity.

Our proof of Theorem 1 is through a reduction to the particular subclass of irreducible sources, which we defined next.

**Definition 1** A Tree-PIN source with linear wiretapper is said to be irreducible iff $\text{mcf}(\mathcal{Y}_e, Z_w)$ is a constant function for every edge $e \in E$.

Whenever there is an edge $e$ such that $G_e := \text{mcf}(\mathcal{Y}_e, Z_w)$ is a non-constant function, the user corresponding to a vertex incident on $e$ can reveal $G_e$ to the other users. This communication does not leak any additional information to the wiretapper, because $G_e$ is a function of $Z_w$. Intuitively, for the further communication, $G_e$ is not useful and hence can be removed from the source. After the reduction the m.c.f. corresponding to $e$ becomes a constant function. In fact, we can carry out the reduction until the source becomes irreducible. This idea of reduction is illustrated through the following example.

**Example 1** Let us consider a source $(Z_V)$ defined on a path of length 3, which is shown in Fig. 2. Let $Y_a = (X_{a1}, X_{a2})$, $Y_b = (X_{b1}, X_{b2})$, and $Y_c = (X_{c1})$, where $X_{a1}, X_{a2}, X_{b1}$ and $X_{c1}$ are uniformly random and independent bits. If $Z_w = X_{b1} + X_{c1}$, then the source is irreducible because $\text{mcf}(\mathcal{Y}_e, Z_w)$ is a constant function for all $e \in \{a, b, c\}$.

However if $Z_w = (X_{a1} + X_{a2}, X_{b1} + X_{c1})$, then the source is not irreducible, as $\text{mcf}(\mathcal{Y}_a, Z_w) = X_{a1} + X_{a2}$, which is a non-constant function. An equivalent representation of the source is $Y_a = (X_{a1}, G_a)$, $Y_b = (X_{b1}, X_{c1})$ and $Z_w = (G_a, X_{b1} + X_{c1})$, where $G_a = X_{a1} + X_{a2}$, which is also a uniform bit independent of $(X_{a1}, X_{b1}, X_{c1})$. So, for omniscience, user 2 initially can reveal $G_a$ without affecting the information leakage as it is completely aligned to $Z_w$. Since everyone has $G_a$, users can just communicate according to the omniscience scheme corresponding to the source without $G_a$. Note that this new source is irreducible.

□

The next lemma shows that the kind of reduction to an irreducible source used in the above example is indeed optimal in terms of $R_L$ and $C_W$ for all tree-PIN sources with linear wiretapper.

**Lemma 1** If the Tree-PIN source with linear wiretapper $(Z_V, Z_w)$ is not irreducible then there exists an irreducible source $(Z_V', Z_w')$ such that

$$C_W(ZV'|ZW') = C_W(ZV||ZW),$$

$$R_L(ZV'|ZW') = R_L(ZV||ZW),$$

$$H(\mathcal{Y}_e | \text{mcf}(\mathcal{Y}_e, Z_w)) = H(\hat{\mathcal{Y}}_e),$$

for all $e \in E$. □

As a consequence of Lemma 1, to prove Theorem 1, it suffices to consider only irreducible sources. For ease of reference, we re-state the theorem for irreducible sources below.
Theorem 2 If Tree-PIN source with linear wiretapper is irreducible then

\[ C_W = \min_{e \in E} H(Y_e) = C_S, \]

\[ R_L = \left( \sum_{e \in E} n_e - n_w \right) \log_2 q - C_S \text{ bits,} \]

where \( C_S \) is the secret key capacity of Tree-PIN source without the wiretapper side information \([1]\).

\[ \square \]

IV. PROOFS

A. Proof of Lemma 1

In this proof, we first identify an edge whose m.c.f. with the wiretapper’s observations is a non-constant function. Then, by appropriately transforming the source, we separate out the m.c.f. from the random variables corresponding to the edge and the wiretapper. Later we argue that the source can be reduced by removing the m.c.f. component entirely without affecting \( C_W \) and \( R_L \). And we repeat this process until the source becomes irreducible. At each stage, to show that the reduction indeed leaves the m.c.f. related to the other edges unchanged and makes the m.c.f. of the reduced edge a constant function, we use the following lemma which is proved in Appendix A.

Lemma 2 If \((X, Y)\) is independent of \(Z\), then

\[ \text{mcf}(X, Y, Z) = \text{mcf}(X, Y) \] and \( \text{mcf}((X, Z), (Y, Z)) = \text{mcf}(X, Y, Z) \)

Since \((Z_V, Z_w)\) is not irreducible, there exists an edge \( e \in E \) such that \( G_e := \text{mcf}(Y_e, Z_w) \) is a non-constant function. By using the result that the m.c.f. of a finite linear source is a linear function \([12]\), we can write \( G_e = Y_e M_e = Z_w M_w \) for some full column-rank matrices, \( M_e \) and \( M_w \) over \( \mathbb{F}_q \).

We will appropriately transform the random vector \( Y_e \). Let \( N_e \) be any matrix with full column-rank such that \([M_e \mid N_e]\) is invertible. Define \( \tilde{Y}_e := Y_e N_e \), then

\[ [X_{e,1}, \ldots, X_{e,n_e}] [M_e \mid N_e] = Y_e [M_e \mid N_e] = [G_e, \tilde{Y}_e] = [G_{e,1,1}, \ldots, G_{e,1,\ell}, X_{e,1}, \ldots, X_{e,n_e}] \]

where \( \tilde{Y}_e = [X_{e,1}, \ldots, X_{e,n_e}] \), \( G_e = [G_{e,1}, \ldots, G_{e,\ell}] \), \( \ell \) is the length of the vector \( G_e \) and \( \tilde{n}_e = n_e - \ell \). Therefore, we can obtain \((G_e, \tilde{Y}_e)\) by an invertible linear transformation of \( Y_e \). Note that the components \( G_{e,1,1}, \ldots, G_{e,1,\ell}, X_{e,1}, \ldots, X_{e,n_e} \) are also i.i.d. random variables that are uniformly distributed over \( \mathbb{F}_q \), and they are independent of \( Y_{E \setminus \{e\}} := (Y_b : b \in E \setminus \{e\}) \).

Hence \( G_e \) is independent of \( \tilde{Y}_e \) and \( Y_{E \setminus \{e\}} \).

Now we will express \( Z_w \) in terms \( G_e \) and \( \tilde{Y}_e \).

\[ Z_w = XW = \tilde{Y}_e W_e + Y_{E \setminus \{e\}} W_{E \setminus \{e\}} = [G_e, \tilde{Y}_e] [M_e, N_e]^{-1} W_e + Y_{E \setminus \{e\}} W_{E \setminus \{e\}} = G_e W_e + \tilde{Y}_e W_e'' + Y_{E \setminus \{e\}} W_{E \setminus \{e\}}, \]

where the matrices \( W_e \) and \( W_{E \setminus \{e\}} \) are sub-matrices of \([M_e, N_e]^{-1} W_e\) formed by first \( \ell \) rows and last \( \tilde{n}_e \) rows respectively. Define \( \tilde{Z}_w := \tilde{Y}_e W_e'' + Y_{E \setminus \{e\}} W_{E \setminus \{e\}}. \) Since \( Z_w = [G_e, \tilde{Z}_w] [W_e' \mid f] \) and \( [G_e, \tilde{Z}_w] = Z_w [M_w - I - M_w W_e' \mid e]. \) \( [G_e, \tilde{Z}_w] \) can be obtained by an invertible linear transformation of \( Z_w \).

Since the transformations are invertible, \( Y_e \) and \( Z_w \) can equivalently be written as \((G_e, Y_e)\) and \((G_e, \tilde{Z}_w)\) respectively. We will see that \( G_e \) can be removed from the source without affecting \( C_W \) and \( R_L \). Let us consider a new tree-PIN source \( Z_V \), which is same as \( Z_V \) except that \( Y_e \) and \( \tilde{n}_e \) are associated to the edge \( e \), and the wiretapper side information is \( Z_w \). Note that \((Z_V, Z_w)\) is also a tree-PIN source with linear wiretapper, and \( G_e \) is independent of \((\tilde{Z}_V, Z_w)\).

For the edge \( e \), \( \text{mcf}(Y_e, Z_w) \) is a constant function. Suppose if it were a non-constant function \( G_e \) w.p. 1, which is indeed independent of \( G_e \), then \( \text{mcf}(Y_e, Z_w) = \text{mcf}((G_e, Y_e), (G_e, \tilde{Z}_w)) = (G_e, \tilde{G}_e) \). The last equality uses Lemma 2. Therefore, \( H(G_e) = H(\text{mcf}(Y_e, Z_w)) = H(G_e, \tilde{G}_e) > H(G_e) \), which is a contradiction. Moreover \( H(Y_e, \text{mcf}(Y_e, Z_w)) = H(Y_e, G_e) = H(Y_e, G_e, \tilde{G}_e) \). For the other edges \( b \neq e \), \( Y_b = Y_b \) and \( \text{mcf}(Y_b, Z_w) = \text{mcf}(Y_b, Z_w) = \text{mcf}(Y_b, G_e, \tilde{G}_e) \), which follows from Lemma 2.

Now we will verify that \( C_W \) and \( R_L \) do not change.

First let us show that \( R_L(Z_V || Z_w) \leq R_L(\tilde{Z}_V || \tilde{Z}_w) \) and \( C_W(Z_V || Z_w) \geq C_W(\tilde{Z}_V || \tilde{Z}_w) \). Let \( F^{(n)} \) be an optimal communication for \( R_L(\tilde{Z}_V || \tilde{Z}_w) \). We can make use of \( F^{(n)} \) to construct an omniscience communication for the source \( (Z_V, Z_w) \). Set \( F^{(n)} = (G_e^{(n)}, F^{(n)}_w) \). This communication is made as follows. Both the terminals incident on the edge \( e \) have \( Y_e^{(n)} \) or equivalently \((G_e^{(n)}, Y_e^{(n)})\). One of them communicates \( G_e^{(n)} \).

In addition, all the terminals communicate according to \( F^{(n)} \) because for every user \( i \), \( Z_i^{(n)} \) is recoverable from \( Z_i^{(n)} \). It is easy to verify that this is an omniscience communication for \((Z_V, Z_w)\).

The minimum rate of leakage for omniscience

\[ R_L(Z_V || Z_w) \leq \frac{1}{n} I(Z_V^{(n)}; F^{(n)}_w | Z_w^{(n)}) \]

\[ = \frac{1}{n} I(Z_V^{(n)}; G_e^{(n)}; F^{(n)}_w | Z_w^{(n)}) \]

\[ = \frac{1}{n} I(\tilde{Z}_V^{(n)}; G_e^{(n)}; F^{(n)}_w | Z_w^{(n)}) \]

\[ = \frac{1}{n} I(\tilde{Z}_V^{(n)}; F^{(n)}_w | Z_w^{(n)}) \approx R_L(\tilde{Z}_V || \tilde{Z}_w), \]

where (a) is due to the fact that \((G_e, \tilde{Z}_w)\) is obtained by a linear invertible transformation of \( Z_w \) and (b) follows from the independence of \( G_e \) and \( (Z_V, Z_w) \). It shows that \( R_L(Z_V || Z_w) \leq R_L(\tilde{Z}_V || \tilde{Z}_w) \). Similarly, let \( (F^{(n)}, K^{(n)}) \) be a communication and key pair which is optimal for \( C_W(Z_V || Z_w) \). By letting \((F^{(n)}, K^{(n)}) = (F^{(n)}, K^{(n)})\) for the source \((Z_V, Z_w)\), we can see that the key recoverability condition is satisfied. Thus
(F(n), K(n)) constitute a valid SKA scheme for (Z_V, Z_w) which implies that C_W(Z_V || Z_w) ≥ C_W(\tilde{Z}_V || \tilde{Z}_w).

To prove the reverse inequalities, R_L(Z_V || Z_w) ≥ R_L(\tilde{Z}_V || \tilde{Z}_w) and C_W(Z_V || Z_w) ≤ C_W(\tilde{Z}_V || \tilde{Z}_w), we use the idea of simulating source (Z_V, Z_w) from (\tilde{Z}_V, \tilde{Z}_w). Consider the source (\tilde{Z}_V, \tilde{Z}_w) in which one of the terminals i incident on the edge e, generates the randomness G_e that is independent of the source and broadcasts it, after which the other terminal j incident on e and the wiretapper has G_e. These two terminals i and j simulate Y_e from Y_e and G_e, whereas the other terminals observations are same as those of Z_V. Hence they can communicate according to F(n) on the simulated source Z_{\tilde{V}}. If F(n) achieves omniscience for Z_{\tilde{V}} then so is F(n) = G_e, F(n)) for Z_{\tilde{V}}. Therefore the omniscience recoverability condition is satisfied. The minimum rate of leakage for omniscience, \[ R_L(Z_V || Z_w) \leq \frac{1}{n} I(\tilde{Z}_V; F(n) | Z_w) \]

where (a) follows from the independence of G_e and (\tilde{Z}_V, \tilde{Z}_w) and (b) is because (G_e, \tilde{Z}_w) can be obtained by a linear invertible transformation of Z_w. This shows that R_L(Z_V || Z_w) ≥ R_L(\tilde{Z}_V || \tilde{Z}_w). Similarly, if (F(n), K(n)) is a communication and key pair for (Z_V, Z_w) then terminals can communicate according to F(n) = (G_e, F(n)) and agree upon the key K(n) = K(n), which is possible due to simulation. Hence the key recoverability is immediate. The secrecy condition is also satisfied because

\[ I(K(n); F(n), Z_w^i) = I(K(n); F(n), G_e, Z_w^i) = I(K(n); F(n), Z_w^i) \]

Hence (F(n), K(n)) forms a valid SKA scheme for (\tilde{Z}_V, \tilde{Z}_w) which implies that C_W(Z_V || Z_w) ≥ C_W(\tilde{Z}_V || \tilde{Z}_w).

We have shown that R_L(Z_V || Z_w) = R_L(\tilde{Z}_V || \tilde{Z}_w), C_W(Z_V || Z_w) = C_W(\tilde{Z}_V || \tilde{Z}_w) and for the edge e, mcf(Y_e, \tilde{Z}_w) is a constant function and H(Y_e) = H(Y_e). Furthermore, we have shown that this reduction does not change the m.c.f. of the Y_b, which is unaffected by the reduction when b ≠ e, and Z_e, side information of the reduced wiretapper. Since (Z_V, Z_w) is also a tree-PIN source with linear wiretapper, we can repeat this process, if it is not irreducible, until the source becomes irreducible without affecting C_W and R_L.

B. Proof of Theorem 2

Converse part. An upper bound on C_W is C_S, because no wiretapper side information can only increase the key generation ability of users. It was shown in [1, Example 5] that if the random variables of a source form a Markov chain on a tree, then C_S = \min_{(i,j); (i,j) ∈ ξ(e)} I(Z_i; Z_j). In the tree-PIN case, which satisfies the Markov property, this turns out to be C_S = \min_{e ∈ E} H(Y_e). As consequence, we have C_W ≤ \min_{e ∈ E} H(Y_e) and

\[ (a) \quad R_L \geq H(Z_V | Z_w) - C_W \]

\[ (b) \quad \sum_{e ∈ E} n_e - n_w \log_2 q - C_W \]

where (a) follows from Proposition 1 and (b) is due to the full column-rank assumption on W.

Achievability part. In this section, we will show the existence of an omniscience scheme with leakage rate \((\sum_{e ∈ E} n_e - n_w) \log_2 q - \min_{e ∈ E} H(Y_e)\). Hence R_L ≤ (\sum_{e ∈ E} n_e - n_w) \log_2 q - \min_{e ∈ E} H(Y_e), which together with the chain of inequalities (10) imply that C_W = \min_{e ∈ E} H(Y_e) and R_L = (\sum_{e ∈ E} n_e - n_w) \log_2 q - C_S. In particular, for achieving a secret key of rate C_W = \min_{e ∈ E} H(Y_e), the terminals use privacy amplification on the recovered source.

In fact, the existence of an omniscience scheme is shown by first constructing a template for the communication with desired properties and then showing the existence of an instance of it by random coding. The following are the key components involved in this construction.

1) Deterministic scheme: A scheme is said to be deterministic if terminals are not allowed to use any locally generated private randomness.

2) Perfect omniscience [10]: For a fixed n ∈ N, F(n) is said to achieve perfect omniscience if terminals can recover the source Z_V perfectly, i.e., H(Z_V | F(n), Z_w^i) = 0 for all i ∈ V. If we do not allow any private randomness, then H(F(n) | Z_V^i) = 0, which implies

\[ \frac{1}{n} I(Z_V^i \land F(n) | Z_w^i) = \frac{1}{n} [H(F(n) | Z_w^i) - H(F(n) | Z_w^i, Z_V^i)] = \frac{1}{n} H(F(n) | Z_w^i). \]

3) Perfect alignment: For an n ∈ N, we say that F(n) perfectly aligns with Z_w^i if H(Z_w^i | F(n)) = 0. Note that Z_w^i is only recoverable from F(n) but not the other way around. In this case, H(F(n) | Z_w^i) = H(F(n) - H(Z_w^i). In an FLS, the wiretapper side information is Z_w^i = X^i W(n) where X is the base vector. Suppose the communication is of the form F(n) = X^i F(n)^i, for some matrix F(n), then the condition of perfect alignment is equivalent to the condition that the column space of F(n) contains the column space of W(n). This is in turn equivalent to the condition that the left nullspace of F(n) contains the left nullspace of F(n), i.e., if y F(n) = 0 for some vector y then y W(n) = 0.

So we will construct a linear communication scheme (deterministic), for some fixed n, achieving both perfect omni-
science and perfect alignment. As a consequence, the leakage rate for omniscience is equal to \( \frac{1}{n} H(F^{(n)} | Z_{Y_i}^{n}) = \frac{1}{n} H(F^{(n)}) - \frac{1}{n} H(Z_{Y_i}^{n}) \). To show the desired rate, it is enough to have \( \frac{1}{n} H(F^{(n)}) = (\sum_{e \in E} n_e) \log_2 q - \min_{e \in E} H(Y_e). \)

This construction is given separately for multiple cases for the ease of understanding. We start with the special case \( n_e = s \) for all \( e \in E \). First we consider a PIN model defined on a path graph. Then we extend it to the tree-PIN case by using the fact that there exists a unique path from any vertex to the root of the tree. Later we move to the case of arbitrary \( n_e \).

1) **Path with length L and \( n_e = s \) for all \( e \in E \):** Let \( V = \{0, 1, \ldots, L\} \) be the set of vertices and \( E = \{1, \ldots, L\} \) be the edge set such that edge \( i \) is incident on vertices \( i - 1 \) and \( i \). Since \( n_e = s \), \( \min_{e \in E} H(Y_e) = s \log_2 q \). Fix a positive integer \( n \), such that \( n > \log_2(sL) \). With \( n \) i.i.d. realizations of the source, the vector corresponding to edge \( i \) can be expressed as \( Y_i^n = [X_{i-1}^n \ldots X_1^n] \) where \( X_{i-1}^n \)'s can be viewed as element in \( \mathbb{F}_q^n \). Hence \( Y_i^n \in (\mathbb{F}_q^n)^s \). The goal is to construct a linear communication scheme \( F^{(n)} \) that achieves both perfect omniscience and perfect alignment simultaneously such that \( H(F^{(n)}) = n \left( (\sum_{e \in E} n_e) \log_2 q - \min_{e \in E} H(Y_e) \right) = n(sL - s) \log_2 q. \)

Now we will construct the communication as follows. Leaf nodes 0 and \( L \) do not communicate. The internal node \( i \) communicates \( F_i^{(n)} = Y_i^n + Y_{i+1}^n A_i \), where \( A_i \) is an \( s \times s \) matrix with elements from \( \mathbb{F}_q \). This communication is of the form

\[
F^{(n)} = \begin{bmatrix}
I & 0 & \cdots & 0 & 0 \\
A_1 & I & \cdots & 0 & 0 \\
0 & A_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & A_{L-2} & I \\
0 & 0 & \cdots & 0 & A_{L-1}
\end{bmatrix} := F^{(n)}
\]

Here \( F^{(n)} \) is an \( sL \times s(L-1) \) matrix over \( \mathbb{F}_q \). Observe that \( \text{rank}_{\mathbb{F}_q}(F^{(n)}) = s(L-1) \), which implies that \( H(F^{(n)}) = (sL - s) \log_2 q \) and the dimension of the left nullspace of \( F^{(n)} \) is \( s \). Now the communication coefficients, \( (A_i : 1 \leq i \leq L - 1) \), have to be chosen such that \( F^{(n)} \) achieves both perfect omniscience and perfect alignment. Let us derive some conditions on these matrices.

Perfect omniscience is equivalent to the condition that the \( A_i \)'s are invertible. The necessity of the invertibility condition is immediate since if \( A_{L-1} \) were not invertible, then vector \( Y_L^n \) is not completely recoverable from the communication by some users, for instance, user 0. Sufficiency follows by observing that for any \( i \in V \), \( F^{(n)} | H_i \) is full rank, where \( H_i \) is a block-column vector with an identity matrix at location \( i \) and zero matrix in the rest of the locations. In other words, \( (Y_i^n \cdots Y_L^n) \) is recoverable from \( (F^{(n)}, Y_i^n) \) for any \( i \in E \), hence achieving omniscience. So we assume that the \( A_i \)'s are invertible.

For perfect alignment, we require that the left nullspace of \( F^{(n)} \) is contained in the left nullspace of \( W^{(n)} \), which is the wiretapper matrix corresponding to \( n \) i.i.d. realizations. Note that \( W^{(n)} \) is a \( (sL) \times n_w \) matrix over \( \mathbb{F}_q^n \) with entries \( W^{(n)}(k, l) = W(k, l) \in \mathbb{F}_q^l \), since \( F^{(n)} \subseteq \mathbb{F}_q^n \). As pointed out before, the dimension of the left nullspace of \( F^{(n)} \) is \( s \) whereas the dimension of the left nullspace of \( W^{(n)} \) is \( sL - n_w \). Since the source is irreducible, it follows from Lemma 6 in Appendix A that \( s \leq sL - n_w \). Since the dimensions are appropriate, the left nullspace inclusion condition is not impossible. Observe that

\[
[S_1 \quad -S_1 A_1^{-1} \cdots (-1)^{L-1} S_1 A_{L-1}^{-1}] F^{(n)} = 0.
\]

where \( S_1 \) is some invertible matrix. We write \( S = [S_1 \ldots S_L] \) with \( S_{i+1} := (-1)^i S_1 A_1^{-1} \cdots A_i^{-1} \) for \( 1 \leq i \leq L-1 \). Notice that the \( S_i \)'s are invertible. We can also express the \( A_i \)'s in terms of the \( S_i \)'s as \( A_i = -S_{i+1}^{-1} S_i \) for \( 1 \leq i \leq L-1 \). The dimension of the left nullspace of \( F^{(n)} \) is \( s \) and all the \( s \) rows of \( S \) are independent, so these rows span the left nullspace of \( F^{(n)} \). Therefore for the inclusion, we must have \( SW^{(n)} = 0 \).

Thus, proving the existence of communication coefficients \( A_i \)'s that achieve perfect omniscience and perfect alignment is equivalent to proving the existence of \( S_i \)'s that are invertible and satisfy \( [S_1 \ldots S_L] W^{(n)} = 0 \). To do this, we use the probabilistic method. Consider the system of equations \( \{y_1 \cdots y_{L}\} \mathbb{F}_q^n = 0 \) in \( sL \) variables, since the matrix \( W^{(n)} \) has full column rank, the solutions can be described in terms of \( m := sL - n_w \) free variables. As a result, any \( S \) that satisfies \( SW^{(n)} = 0 \) can be parametrized by \( ms \) variables. Without loss of generality, we assume that the submatrix of \( S \) formed by the first \( m \) columns has these independent variables, \( (s_{i,j} : 1 \leq i \leq s, 1 \leq j \leq m) \). Knowing these entries will determine the rest of the entries of \( S \). So we choose \( s_{i,j} \)'s independently and uniformly from \( \mathbb{F}_q^n \). We would like to know if there is any realization such that all the \( S_i \)'s are invertible which is equivalent to the condition \( \prod_{i=1}^{L} \det(S_i) \neq 0 \). Note that \( \prod_{i=1}^{L} \det(S_i) \) is a multivariate polynomial in the variables, \( (s_{i,j} : 1 \leq i \leq s, 1 \leq j \leq m) \) with degree atmost \( sL \). Furthermore the polynomial is not identically zero, which follows from the irreducibility of \( W^{(n)} \). The proof of this fact is given in Lemma 7 in appendix A. Therefore, applying the Schwartz-Zippel lemma (Lemma 4 in Appendix A), we have

\[
\Pr \left( \prod_{i=1}^{L} \det(S_i) \neq 0 \right) \geq 1 - \frac{sL}{q^n} > 0
\]

where \( (a) \) follows from the choice \( n > \log_2 sL \). Since the probability is strictly positive, there exists a realization of \( S \) such that \( SW^{(n)} = 0 \) and \( S_i \)'s are invertible which in turn shows the existence of a desired \( F^{(n)} \).
2) Tree with $L$ edges and $n_e = s$ for all $e \in E$: For tree-PIN model, we essentially use the same kind of communication construction as that of the path model. Consider a PIN model on a tree with $L + 1$ nodes and $L$ edges. To describe the linear communication, fix some leaf node as the root, $\rho$, of the tree. For any internal node $i$ of the tree, let $E_i$ denote the edges incident with $i$, and in particular, let $e^*(i) \in E_i$ denote the edge incident with $i$ that is on the unique path between $i$ and $\rho$. Fix a positive integer $n$, such that $n > \log_q(sL)$. The communication from an internal node $i$ is $(Y^e_{e^*(i)} + Y^e_{A_{i,e}}: e \in E_i \setminus \{e^*(i)\})$, where $A_{i,e}$ is an $s \times s$ matrix. Each internal node communicates $s(d_i - 1)$ symbols from $\mathbb{F}_{q^n}$, where $d_i$ is the degree of the node $i$. Leaf nodes do not communicate. The total number of $\mathbb{F}_{q^n}$-symbols communicated is $\sum_{i} s(d_i - 1)$, which is over all nodes, including leaf nodes. The contribution to the sum from leaf nodes is in fact $s[2 \times \text{(number of edges)} - \text{(number of nodes)}] = s(L - 1)$. Thus, we have the overall communication of the form

$$F(n) = Y^n F(n)$$

where $F(n)$ is a $sL \times s(L - 1)$ matrix over $\mathbb{F}_{q^n}$, and $Y^n = (Y^n_e)$.

The rows of $F(n)$ correspond to the edges of the tree. The aim is to choose the matrices $A_i$ that achieves both perfect omniscience and perfect alignment simultaneously such that $H(F(n)) = n \left( \sum_{e \in E} n_e \log_2 q - \min_{e \in E} H(Y_e) \right) = n(sL - s) \log_2 q$.

For perfect omniscience, it is sufficient for the $A_i$'s to be invertible. First observe that all the leaf nodes are connected to the root node $\rho$ via paths. On each of these paths the communication has exactly the same form as that of the path model considered before. So when the $A_i$’s are invertible, the root node can recover the entire source using $Y^n_{\rho}$, where $e_{\rho}$ is the edge incident on $\rho$. Now take any node $i$, there is a unique path from $i$ to $\rho$. Again the form of the communication restricted to this path is same as that of the path model. Hence node $i$, just using $Y^n_{e^*(i)}$, can recover $Y^n_{\rho}$, which in turn, along with the overall communication, allows node $i$ to recover the entire source. Indeed, only edge observations $Y^e_{e}$ are used in the recovery process.

Because $Y^n$ is recoverable from $(F(n), Y^e_{e})$ for any $e \in E$, $[F(n) \vert H_e]$ is an invertible $sL \times sL$ matrix, where $H_e$ is a block-column vector with an $s \times s$ identity matrix at location corresponding to edge $e$ and zero matrix in the rest of the locations. Therefore $F(n)$ is a full column-rank matrix, i.e., rank$F_{q^n}(F(n)) = s(L - 1)$, which implies that $H(F(n)) = (sL - s) \log_2 q^n$ and the dimension of the left nullspace of $F(n)$ is $s$.

For perfect alignment, we require that the left nullspace of $F(n)$ is contained in the left nullspace of $W(n)$. So, let us construct an $S = (S_e)$ such that $SF(n) = \mathbf{0}$. Let $S_1$ be an invertible matrix. Each edge $e$ has two nodes incident with it; let $i^+(e)$ denote the node that is closer to the root $\rho$. There is a unique path $i^+(e) = i_1 \rightarrow i_2 \rightarrow \cdots \rightarrow i_k = \rho$ that connects $i^+(e)$ to $\rho$ and let the edges along the path in this order is $(e = e_1, e_2, \ldots, e_k)$. We set $S_e := (-1)^{\ell-1} S_{i_{\ell-1},i_{\ell-1},e_{\ell-1}} \cdots A_{i_1,e_1}^{-1}$ for all edges $e$ except for the edge incident with $\rho$, to which we associate $S_1$. Note that the $S_e$’s are invertible and $S_e = -S_{e^#} A_{i,e}^{-1} e^#$, where $e^#$ is the edge adjacent to $e$ on the unique path from $i^+(e)$ to $\rho$. Let us now verify that $SF(n) = 0$. The component corresponding to the internal node $i$ in $SF(n)$ is of the form $(S_{e^*(i)} + S_{e} A_{i,e}) : e \in E_i \setminus \{e^*(i)\})$. But for an $e \in E_i \setminus \{e^*(i)\}$, $i^+(e) = i$ and $e^# = e^*(i)$, thus $S_e A_{i,e} = -S_{e^*} A_{i,e}^* A_{i,e} = -S_{e^*}$. Hence we have $S_{e^*} + S_{e} A_{i,e} = 0$ which implies $SF(n) = 0$. The dimension of the left nullspace of $F(n)$ is $s$ and all the $s$ rows of $S$ are independent, so these rows span the left nullspace of $F(n)$. Therefore for the inclusion, we must have $SW(n) = 0$.

Finally, we can prove the existence of $S$ such that $SW(n) = 0$ and $S_e$’s are invertible, using the probabilistic method exactly as before. The details are omitted. This shows the existence of a desired $F(n)$.

3) Path with length $L$ and arbitrary $n_e$: Define $s := \min(n_e : e \in E)$. In this case, the communication consists of two parts. One part involves the communication that is similar to that of the $n_e = s$ case, where we use first $s$ random variables associated to each edge $e$. The other part involves revealing the rest of the random variables on each edge, but this is done by linearly combining them with the first $s$ rv’s.

Let $V = \{0, 1, \ldots, L\}$ be the set of vertices and $E = \{1, \ldots, L\}$ be the edge set such that edge $i$ is incident on vertices $i - 1$ and $i$. Fix a positive integer $n$, such that $n > \log_q(sL)$. As before, with $n$ i.i.d. realizations of the source, the vector corresponding to edge $i$ can be expressed as $Y_i = [X^{n}_{i,1}, \ldots, X^{n}_{i,s}, X^{n}_{i,s+1}, \ldots, X^{n}_{i,n}]$, where $X^{n}_{i,j}$’s are viewed as element in $\mathbb{F}_{q^n}$. Hence $Y^n \in (\mathbb{F}_{q^n})^n$. Since $s = \min(n_e : e \in E)$, we have $\min_{e \in E} H(Y_e) = s \log_2 q$. The goal is again to construct a linear communication scheme $F(n)$ that achieves both perfect omniscience and perfect alignment simultaneously such that $H(F(n)) = n \left( \sum_{e \in E} n_e \log_2 q - \min_{e \in E} H(Y_e) \right) = n(\sum_{e \in E} n_e - s) \log_2 q$.

Now we will construct the communication as follows. The leaf node $0$ does not communicate. The internal node $i$ communicates $F^i_L = Y^n_i B^{i}_L I$, where $A_i$ is an $s \times s$ matrix and $B_i$ is a $(n_i - s)$-s matrix with elements from $\mathbb{F}_{q^n}$. The communication from the leaf node $L$ is $F^L = Y^n_L B^L I$, where $B^L$ is an $s \times (n_L - s)$ matrix. This communication is of the form $F(n) = \begin{bmatrix} F^1 & \cdots & F^L_{L-1} & F^L \end{bmatrix} = \begin{bmatrix} Y^n_1 & \ldots & Y^n_L \end{bmatrix} F(n)$ where
which is a \((\sum_{e \in E} n_e) \times (\sum_{e \in E} n_e - s)\) matrix over \(\mathbb{F}_q^n\). Observe that \(H(F(n)) = (\sum_{e \in E} n_e - s)\), which implies that \(H(F(n)) = (\sum_{e \in E} n_e - s)\log_2 q^n\) and the dimension of the left nullspace of \(F(n)\) is \(s\). Now the communication coefficients, \((A_i : 1 \leq i \leq L - 1)\) and \((B_i : 1 \leq i \leq L)\) have to be chosen such that \(F(n)\) achieves both perfect omniscience and perfect alignment. As before, we derive some conditions on these matrices.

For perfect omniscience, invertibility of \(A_i\)'s is sufficient with no additional assumption on \(B_i\)'s. This follows by observing that when all the \(A_i\)'s are invertible then for any \(i \in V, [F(n) \mid H_i] \) is full rank, where \(H_i\) is a block-column vector with \([I \ 0]^T\) at location \(i\) and zero matrix in the rest of the locations. In other words, \((Y_{n,1}^1 \ldots Y_{n,e}^e)\) is recoverable from \((F(n) \ X_{i,1}^{n,1} \ldots X_{i,n}^{n,e})\) for any \(i \in E\), which means that the first \(s\) random variables \(es\) of each edge are enough to achieve omniscience. So we assume that the \(A_i\)'s are invertible with no restriction on the \(B_i\)'s.

For perfect alignment, we require that the left nullspace of \(F(n)\) is contained in the left nullspace of \(W(n)\), which is the wiretapper matrix corresponding to \(n\) i.i.d. realizations. As pointed out earlier, the dimension of the left nullspace of \(F(n)\) is \(s\) whereas the dimension of the left nullspace of \(W(n)\) is \((\sum_{e \in E} n_e) - n_w\). Since the source is irreducible, it follows from Lemma 6 in appendix A that \(s \leq (\sum_{e \in E} n_e) - n_w\). Since the dimensions are appropriate, the left nullspace condition is not impossible. Observe that

\[
\begin{bmatrix}
S_1 & T_1 & \cdots & T_L & L
\end{bmatrix} F(n) = 0.
\]

where \(S_1\) is some invertible matrix, \(S_{i+1} := (-1)^i S_1 A_1^{-1} \ldots A_{i-1}^{-1} B_i\) for \(1 \leq i \leq L - 1\), \(T_1 = -S_1 B_1\) and \(T_i = (-1)^i S_1 A_1^{-1} \ldots A_{i-1}^{-1} B_i\) for \(2 \leq i \leq L\). Notice that \(S_i\)'s are invertible. We can also express the \(A_i\)'s in terms of \(S_i\)'s as \(A_i = -S_{i-1}^{-1} S_1\) for \(1 \leq i \leq L - 1\), and \(B_i\)'s in terms of \(S_i\)'s and \(T_i\)'s as \(B_i = -S_{i-1}^{-1} T_i\) for \(1 \leq i \leq L\). The dimension of the left nullspace of \(F(n)\) is \(s\) and all the \(s\) rows of \(S \) are independent, so these rows span the left nullspace of \(F(n)\). Therefore for the inclusion, we must have \(SW^{(n)} = 0\).

Thus, proving the existence of the communication coefficients \(A_i\)'s and \(B_i\)'s that achieve perfect omniscience and perfect alignment is equivalent to proving the existence of \([S_1 \ T_1 \ | \ \ldots \ | \ S_L \ T_L]\) satisfying \([S_1 \ T_1 \ | \ \ldots \ | \ S_L \ T_L]\ W(n) = 0\) such that the \(S_i\)'s are invertible. To do this, we use the probabilistic method. Consider the system of equations \([y_1 \ldots y_{\sum_{e \in E} n_e}] W(n) = 0\) in \((\sum_{e \in E} n_e)\) variables, since the matrix \(W^{(n)}\) has full column rank, the solutions can be described in terms of \(m := (\sum_{e \in E} n_e) - n_w\) free variables. As a result, any \(S\) that satisfies \(SW^{(n)} = 0\) can be parametrized by \(m\) variables. Without loss of generality, we assume that the submatrix of \(S\) formed by the first \(m\) columns has these independent variables, \((s_{i,j} : 1 \leq i \leq s, 1 \leq j \leq m)\). Knowing these entries will determine the rest of the entries of \(S\). So we choose \(s_{i,j}\)'s independently and uniformly form \(\mathbb{F}_q^n\). We would like to know if there is any realization such that all \(S_i\)'s are invertible which is equivalent to the condition \(\prod_{i=1}^n \det(S_i) \neq 0\). Note that \(\prod_{i=1}^n \det(S_i)\) is a multivariate polynomial in the variables, \((s_{i,j} : 1 \leq i \leq s, 1 \leq j \leq m)\) with degree at most \(sL\). Furthermore the polynomial is not identically zero, which follows from the irreducibility of \(W^{(n)}\). The proof of this fact is given in Lemma 7 in Appendix A. Therefore, applying the Schwartz-Zippel lemma (Lemma 4 in Appendix A), we have

\[
\Pr \left\{ \prod_{i=1}^L \det(S_i) \neq 0 \right\} \geq 1 - \frac{sL}{q^n} > 0
\]

where \((a)\) follows from the choice \(n > \log_q(sL)\). Since the probability is strictly positive, there exists a realization of \(S\) such that \(SW^{(n)} = 0\) and \(S_i\)'s are invertible which in turn shows the existence of a desired \(F^{(n)}\).

4) Tree with \(L\) edges and arbitrary \(n_e\): For this general case most, we construct a communication scheme similar to that of the general path model by making use of the idea that there is a unique path from a node to the root of the tree. Define \(s := \min\{n_e : e \in E\}\). Consider a PIN model on a tree with \(L + 1\) nodes and \(L\) edges. To describe the linear communication, fix some leaf node as the root, \(\rho\), of the tree. For any internal node \(i\) of the tree, let \(E_i\) denote the edges incident with \(i\), and in particular, let \(e^*(i) \in E_i\) denote the edge incident with \(i\) that is on the unique path between \(i\) and \(\rho\). Fix a positive integer \(n\), such that \(n > \log_q(sL)\). We split \(Y_{e}^{n} = [X_{e,1}^{n} \ldots X_{e,L}^{n} X_{e,L+1}^{n} \ldots X_{e,n}^{n}]\) into two parts namely \(Y_{e}^{n,1} = [X_{e,1}^{n} \ldots X_{e,L}^{n}]\) and \(Y_{e}^{n,[L+1:n]} = [X_{e,L+1}^{n} \ldots X_{e,n}^{n}]\). The communication involves two parts. First part consists of communication involving \(Y_{e}^{n,1}\). The communication from an internal node \(i\) is the tuple \((Y_{e}^{n,1,1} + Y_{e}^{n,1} A_i, e : e \in E_i \setminus e^*(i))\), where \(A_{i,e}\) is an \(s \times s\) matrix. Leaf nodes do not communicate. This communication is exactly the same as that of the general path model except that it uses only \(s\) random variables. The second part involves the remaining random variables \(Y_{e}^{n,[L+1:n]}\). Except the root node, all the other nodes communicate as follows: node \(i \neq \rho\) communicates \((Y_{e}^{n,1,1} B_e(i) + Y_{e}^{n,1} A_{i,e} | e : e \in E_i \setminus e^*(i))\), where \(B_e(i)\) is an \((n_e - s) \times s\) matrix. Number of \(\mathbb{F}_q^n\) symbols communicated is
such that

\[ s(L - 1) + \sum_{e \in E} (n_e - s) = \sum_{e \in E} n_e - s. \]

Thus, we have the overall communication of the form

\[ F^{(n)} = \gamma^n F^{(n)} \]

where \( F^{(n)} \) is a \((\sum_{e \in E} n_e) \times (\sum_{e \in E} n_e - s)\) matrix over \( \mathbb{F}_q \) and \( \gamma^n = (\gamma^n_e) \). The rows of \( F^{(n)} \) correspond to the edges of the tree. The aim is to choose the matrices \( A_i \) and \( B_i \) such that both perfect omniscience and perfect alignment simultaneously such that

\[ H(F^{(n)}) = n \left( \sum_{e \in E} n_e \right) \log_2 q - \min_{e \in E} H(Y_e) = n \left( \sum_{e \in E} n_e - s \right) \log_2 q. \]

For perfect omniscience, it is sufficient for \( A_i \)'s to be invertible. If \( A_i \)'s are invertible, then as in the tree-PIN case with constant \( n_e \), the nodes can recover \( Y^n_{[e]} \) using the first part of the communication. The partially recover source, corresponding to edge \( e \) is recoverable from \( e \). Our goal is to find a vector with non-zero entries from \( \mathbb{F}_q \) for some \( n \) such that it satisfies \( SW^{(n)} = 0 \). Note that \( W^{(n)} \) is a \((\sum_{e \in E} n_e) \times n_w \) matrix over \( \mathbb{F}_q \) with entries \( W^{(n)} (k, l) = W(k, l) \in \mathbb{F}_q \), since \( \mathbb{F}_q \subseteq \mathbb{F}_q^* \).

In the proof of the following lemma, we actually show how to choose \( \tilde{S} \).

**Lemma 3** Let \( W \) be an \((m + k) \times n\) matrix over \( \mathbb{F}_q \) and \( m \geq 1 \). Assume that the columns of \( W \) are linearly independent. If the span of the columns of \( W \) does not contain any vector that is a scalar multiple of any standard basis vector, then there exists an \( n \times (m + k) \) vector \( S \) whose entries belong to \( \mathbb{F}_q^* \) such that \( SW^{(k)} = 0 \).

**Proof** Since the columns of \( W \) are linearly independent, we can apply elementary column operations and row swappings on the matrix \( W \) to reduce into the form \( W = [I_{m \times m} | A_{m \times k}]^T \), for some matrix \( A_{m \times k} \). It means that \( W = PW \) for some permutation matrix \( P \) and an invertible matrix \( C \) corresponding to the column operations. Furthermore, the matrix \( A_{m \times k} \) has no zero rows because if there were a zero row in \( A \) then the corresponding column of \( W \) is a standard basis vector which means that the columns of \( W \) span a standard basis vector contradicting the hypothesis.

Now consider the field \( \mathbb{F}_{q^k} \). The condition \( SW^{(k)} = 0 \) can be written as \( SW^{(k)} = 0 \) where \( W^{(k)} = PW^{(k)} C \) and \( \tilde{S} = SP^{-1} \). Since \( W^{(k)} \) is a vector space over \( \mathbb{F}_q \), there exists a basis \( \{ \beta_1, \beta_2, \ldots, \beta_k \} \subset \mathbb{F}_{q^k} \). We will use this basis to construct \( \tilde{S} \) and hence \( S \). For \( A = [a_{ij}]_{i \in [m], j \in [k]} \) set \( \tilde{S}_{m+i} = \beta_i \neq 0 \) for \( i \in [k] \) and \( \tilde{S}_i = -\sum_{j=1}^k a_{ij} \beta_j \neq 0 \) for \( i \in [m] \). So all entries of \( \tilde{S} \) are non-zero entries which follows from the fact that \( \beta_j \)'s are linearly independent and for a fixed \( i, a_{ij} \)'s are not all zero. Therefore we found an \( \tilde{S} \) such that \( \tilde{S}W^{(k)} = 0 \). This in turns gives \( S \), which is obtained by permuting the columns of \( \tilde{S} \), such that \( SW^{(k)} = 0 \).

In the case when \( n_e = 1 \) and the source is irreducible, the wiretapper matrix satisfies the conditions in the hypothesis of the above lemma. Therefore, we can use the construction given in that lemma to find an \( S \) such that \( SW^{(n)} = 0 \) where \( n = |E| - n_w \). From \( S \), we can recover back the communication.
coefficients $A_{i,e} \in \mathbb{F}_q^e$ because given all $S_e$ along the unique path from $i$ to the root node, we can recursively compute all $A_{i,e}$ along that path.

We could not extend these ideas beyond this case but it is worth finding such simple and explicit constructions in the arbitrary $n_e$ case. Another interesting question is, for a given tree-PIN source with linear wiretapper, what is the minimum $n$ required to achieve perfect omniscience and perfect alignment using a linear communication? Note that the $n$ required in our protocol is $|E| - n_w$ whereas the probabilistic method guarantees a scheme if $n > \log_q |E|$. So we clearly see that $n = |E| - n_w$ is not optimal in some cases.

VI. Conclusion and Future direction

For a tree-PIN model with linear wiretapper, we have characterized minimum leakage rate for omniscience and wiretap secret key capacity. Also we showed that a linear and non-interactive scheme achieves these quantities. Moreover we constructed an explicit protocol that is optimal in the case of $n_e = 1$ for all $e \in E$, but we resorted to random coding approach for the general case. It is of interest to have a deterministic coding scheme covering the general case, which is left open. We conjecture that, for finite linear sources, the $C_W$ can also be obtained through secure omniscience, and a linear protocol is sufficient. However, proving this even for a general PIN model turned out to be quite challenging.
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APPENDIX

A. Proof of Lemma 2

Any common function (c.f.) of $X$ and $Y$ is also a common function of $X$ and $(Y, Z)$. Let $F$ be a c.f. of $X$ and $(Y, Z)$ which means that $H(F|X) = H(F|Y, Z)$. Note that $H(F|Y) = H(Z|Y) + H(F|Z, Y) - H(Z|F, Y) = H(Z) - H(Z|F, Y)$, where the last equality uses independence of $Z$ and $(X, Y)$. Also we have $H(F|Z, Y) \geq H(Z|X, Y)$ which follows from the fact that $F$ is a function of $X$. Both these inequalities together imply that $0 \leq H(F|Y) \leq H(Z) - H(Z|X, Y) = 0$. So any c.f. of $X$ and $(Y, Z)$ is also a c.f. of $X$ and $Y$. Therefore $\text{mcf}((X, Y, Z)) = \text{mcf}(X, Y)$.

We can see that $(\text{mcf}(X, Y), Z)$ is a c.f. of $(X, Z)$ and $(Y, Z)$. To show that $\text{mcf}((X, Z), (Y, Z)) = (\text{mcf}(X, Y), Z)$, it is enough to show that $H(\text{mcf}(X, Y), Z) \leq H(G)$ for any $G$ satisfying $H(G|X, Z) = 0 = H(G|Y, Z)$. Since $\sum_{z \in \mathbb{Z}} P(z) H(G|X, Z) = 0 = H(G|X, Z) = 0$ for a $z \in \text{supp}(P_z)$, we have $H(G|X, Z) = 0$. Similarly, $H(G|Y, Z) = 0$. Thus, for a fixed $Z = z$, $G$ is a c.f. of $X$ and $Y$ jointly distributed according to $P_{X,Y}|Z=z$. In this case, let $\text{mcf}(X, Y)|_{Z=z}$ to denote the m.c.f. which indeed depends on the conditional distribution.

Because of the independence, $P_{X,Y}|Z=z = P_X, Y$, however the $\text{mcf}((X, Y), Z)_{Z=z}$ remains same across all $z$, and is equal to $\text{mcf}(X, Y)$. Therefore, from the optimality of m.c.f., we have $H(G|Z) \leq H(\text{mcf}(X, Y), Z|Z = Z) = H(\text{mcf}(X, Y)|Z = Z) = \text{mcf}(X, Y))$, where the last equality follows from the independence of $Z$ and $(X, Y)$. As a consequence, we have $H(G|Z) = \sum_{z \in \mathbb{Z}} P(z) H(G|Z) \leq H(\text{mcf}(X, Y))$. The desired inequality follows from $H(G) \leq H(G, Z) = H(G|Z) + H(Z) \leq H(\text{mcf}(X, Y)) + H(Z) = H(\text{mcf}(X, Y), Z)$.

This proves that $\text{mcf}((X, Z), (Y, Z)) = (\text{mcf}(X, Y), Z)$.

B. Useful Lemmas related to the proof of Theorem 2

Lemma 4 (Schwartz-Zippel lemma) Let $P(x_1, \ldots, x_n) = 0$ be a non-zero polynomial in $n$ variables with degree $d$ and coefficients from a finite field $\mathbb{F}_q$. Given a non-empty set $S \subseteq \mathbb{F}_q^n$, if we choose the $n$-tuple $(x_1, \ldots, x_n)$ uniformly from $S^n$, then

$$\Pr\{x_1, \ldots, x_n \in S^n : P(x_1, \ldots, x_n) = 0\} \leq \frac{d}{|S|}.$$ 

Fix two positive integers $m$ and $s$ such that $s \leq m$. Consider the integral domain $\mathbb{F}_q[x_{11}, \ldots, x_{1m}, \ldots, x_{s1}, \ldots, x_{sm}]$, which is the set all multivariate polynomials in indeterminates.
\(X_{11}, \ldots, X_{1m}, \ldots, X_{s1}, \ldots, X_{sm}\) with coefficients from a finite field, \(\mathbb{F}_q\). Let us consider a matrix of the form
\[
M = \begin{bmatrix}
L_1(Y_1) & L_2(Y_1) & \cdots & L_n(Y_1) \\
L_1(Y_2) & L_2(Y_2) & \cdots & L_n(Y_2) \\
\vdots & \vdots & & \vdots \\
L_1(Y_s) & L_2(Y_s) & \cdots & L_n(Y_s)
\end{bmatrix}_{s \times s},
\tag{11}
\]
where \(Y_k := [X_{k1}, \ldots, X_{km}]\) for \(1 \leq k \leq s\) and \(L(Y_k)\) denotes a linear combination of indeterminates \(X_{k1}, \ldots, X_{km}\) over \(\mathbb{F}_q\). Note that row \(k\) depends only on \(Y_k\). Let \(X := [Y_1^T, \ldots, Y_s^T]^T\) and \(p(X)\) denotes a polynomial in indeterminates \(X_{11}, \ldots, X_{1m}, \ldots, X_{s1}, \ldots, X_{sm}\) with coefficients from \(\mathbb{F}_q\).

It is a fact [14, p. 528] that for a general matrix \(M\) with entries from \(\mathbb{F}_q[X]\), \(\det(M) = 0\) if and only if there exist polynomials \(P_k(X), 1 \leq k \leq s\), not all zero such that
\[
M [P_1(X), \ldots, P_s(X)]^T = 0.
\]

But this does not guarantee a non-zero \(\lambda = [\lambda_1, \ldots, \lambda_s] \in \mathbb{F}_q^s\) such that \(M \lambda^T = 0\). However the following lemma shows that if the matrix is of the form (11), then this is the case.

**Lemma 5** Let \(M\) be matrix of the form (11). Then \(\det(M) = 0\) if and only if there exists a non-zero \(\lambda = [\lambda_1, \ldots, \lambda_s] \in \mathbb{F}_q^s\) such that \(M \lambda^T = 0\).

**Proof** The "if" part holds for any matrix \(M\) by the fact stated above. For the "only if" part, suppose that \(\det(M) = 0\). We can write \(M\) as follows
\[
M = \begin{bmatrix}
X_{11} & X_{12} & \cdots & X_{1m} \\
X_{21} & X_{22} & \cdots & X_{2m} \\
\vdots & \vdots & & \vdots \\
X_{s1} & X_{s2} & \cdots & X_{sm}
\end{bmatrix}
= X
\begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1s} \\
a_{21} & a_{22} & \cdots & a_{2s} \\
\vdots & \vdots & & \vdots \\
a_{m1} & a_{m2} & \cdots & a_{ms}
\end{bmatrix}
\]
for some \(A \in \mathbb{F}_q^{m \times s}\). Now consider the determinant of the matrix \(M\),
\[
\det(M) = \sum_{\sigma \in S_s} \text{sgn}(\sigma) L_{\sigma(1)}(Y_1) \cdots L_{\sigma(s)}(Y_s)
= \sum_{\sigma \in S_s} \text{sgn}(\sigma) \left( \sum_{j_1=1}^m a_{\sigma(1)j_1} X_{1j_1} \right) \cdots \left( \sum_{j_s=1}^m a_{\sigma(s)j_s} X_{sj_s} \right)
= \sum_{\sigma \in S_s} \text{sgn}(\sigma) \sum_{j_1, \ldots, j_s \in [m]^s} \left( a_{\sigma(1)j_1} \cdots a_{\sigma(s)j_s} \right) X_{1j_1} \cdots X_{sj_s}
= \sum_{j_1, \ldots, j_s \in [m]^s} \det(A_{j_1, \ldots, j_s}) X_{1j_1} \cdots X_{sj_s}
\]
where \(A_{j_1, j_2, \ldots, j_s}\) is the \(s \times s\) submatrix of \(A\) formed by the rows \(j_1, j_2, \ldots, j_s\). (a) follows from the fact that the monomials \(X_{i1}, X_{i2}, \ldots, X_{is}\), for \(i = 1, 2, \ldots, s\), are distinct. (b) holds because the inner sum is just the determinant of \(A_{j_1, j_2, \ldots, j_s}\). Since \(\det(M) = 0\), \(\det(A_{j_1, j_2, \ldots, j_s}) = 0\) for every distinct indices \(j_1, j_2, \ldots, j_s\), which implies that any \(s\) rows of \(A\) are linearly dependent over \(\mathbb{F}_q\). This shows that the rank of \(A\) \(< s\), therefore the columns of \(A\) are linearly dependent over \(\mathbb{F}_q\). Hence there exists a non-zero \(\lambda = [\lambda_1, \ldots, \lambda_s] \in \mathbb{F}_q^s\) such that \(A \lambda^T = 0 \Rightarrow M \lambda^T = 0\).

**Definition 2** Let \(W\) be a row-partitioned matrix of the form
\[
\begin{bmatrix}
W_1 \\
W_2 \\
\vdots \\
W_{|E|}
\end{bmatrix}
\]
where \(W_i\) is a \(n_i \times n_w\) matrix over \(\mathbb{F}_q\). Then we say that the matrix \(W\) is reducible if there exist an index \(i\) and a non-zero row vector \(r_i\) in \(\mathbb{F}_q^{n_i}\) such that column span of \(W\) contains the column vector \([-r_1 \cdot \cdots \cdot -r_{i-1} \cdot | \cdot \cdots \cdot | -r_{i+1} \cdot \cdots \cdot -r_{|E|-1}]^T\). If the matrix \(W\) is not reducible then we say it is irreducible.

A tree-PIN source with linear wiretapper is irreducible iff the wiretapper matrix \(W\) is irreducible.

**Lemma 6** Given a \((\sum_{e \in E} n_e) \times n_w\) wiretapper matrix \(W\) in the row-partitioned form (12). If the matrix is irreducible then \(n_w \leq \sum_{e \in E} n_e - s\) where \(s = \min\{n_e : e \in E\}\).\]

**Proof** By elementary column operations and block row swapping, we can reduce \(W\) into the following form
\[
\begin{bmatrix}
W_{11} & 0 & \cdots & 0 \\
W_{21} & W_{22} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
W_{k1} & W_{k2} & \cdots & W_{kk}
\end{bmatrix}
= \begin{bmatrix}
W_{|E|1} & W_{|E|2} & \cdots & W_{|E|k}
\end{bmatrix}
\]
where the diagonal matrices \(W_{jj}\) are full-row rank matrices. The upper bound on \(k\) is \(|E| - 1\), because of the irreducibility. The upper bound on the number of columns in \(W_{jj}\) is \(n_{e_j}\), where \(e_j\) is the edge corresponding to the row \(j\) (after block row swapping). So,
\[
n_w \leq \max \left\{ \sum_{j \in K} n_{e_j} : K \subseteq [|E|], |K| \leq (|E| - 1) \right\}
\leq \max \left\{ \sum_{j \in K} n_{e_j} : |K| = (|E| - 1) \right\}
= \max \left\{ \sum_{e \in E} n_e - n_{e'} : e' \in E \right\}
= \sum_{e \in E} n_e - s
\]
Lemma 7 Given a \((\sum_{e \in E} n_e) \times n_w\) wiretapper matrix \(W\) with full column rank such that \(n_w \leq (\sum_{e \in E} n_e) - s\) where \(s = \min\{n_e : e \in E\}\). Let \(SW = 0\), where \(S = (S_e, T_e)_{e \in E}\), where \(S_e\) is an \(s \times s\) matrix and \(T_e\) is an \(s \times (n_e - s)\) matrix. Then if \(W\) is irreducible then \(\prod_{e \in E} \det(S_e)\) is a non-zero polynomial (Polynomial in terms of the indeterminates corresponding to the free variables of \(S\) corresponding to \(SW = 0\)).

PROOF Suppose \(\prod_{e \in E} \det(S_e)\) is a zero polynomial then \(\det(S_i) \equiv 0\) for some \(i \in E\). Let \(m := \sum_{e \in E} n_e - n_w\), it follows from lemma 6 that \(m \geq s\). Since \(S\) satisfies \(SW = 0\), in each row of \(S\) there are \(m\) independent variables, which are indeterminates, and every other element in the row is expressed as a linear combination of these indeterminates. So, in total there \(sm\) indeterminates in \(S\), without loss of generality, assume them to be in the first \(m\) columns of \(S\). Now \(S_i\) has the form similar to (11) for some linear functions. From lemma 5, \(\det(S_i) = 0\) implies that there exists a non-zero \(\lambda = [\lambda_1, \ldots, \lambda_s] \in \mathbb{F}_q^s\) such that \(S_i \lambda^T = 0\). Consider the block column partitioned row vector \(R\) such that the block corresponding to the edge \(i\) is \(R_i = [\lambda_1, \ldots, \lambda_s, 0, \ldots, 0]\) and \(R_j = [-0-]\). Then \(SR^T = 0\). Consider the matrix \(\tilde{W} = [W \mid R^T]\) which also satisfies \(SW = 0\). One can see that \(\ker(W^T) \subseteq \ker(R^T)\). For the other direction, note that any vector in the \(\ker(W^T)\) also belongs to \(\ker(R^T)\). As a consequence \(\ker(\tilde{W}^T) = \ker(W^T)\), then the dimension of the column space of \(\tilde{W}\) is \(\sum_{e \in E} n_e - \dim(\ker(W^T)) = \sum_{e \in E} n_e - \dim(\ker(\tilde{W}^T)) = n_w\). Hence \(R^T\) is in the column span of \(W\) which implies that \(W\) is reducible. ■