PISIER TYPE INEQUALITIES FOR $K$-CONVEX SPACES

ALEXANDER VOLBERG

Abstract. We generalize several theorems of Hytönen-Naor [HN] using the approach from [IVHV]. In particular, we give yet another necessary and sufficient condition (see (3.2)) to be a $K$-convex space, where the sufficiency was proved by Naor–Schechtman [NS]. This condition is in terms of the boundedness of the second order Riesz transforms $\{\Delta^{-1}D_i\}_{i=1}^n$ in $L^p(\Omega_n, X)$.

1. A variant of Pisier’s inequality in spaces of finite co-type

In this note we consider functions on Hamming cube $\Omega_n := \{-1, 1\}^n$. It is provided with natural measure giving $2^{-n}$ weight to each point, the integration will be denoted by $E$. There are differentiations: $\partial_i$ denotes the usual partial derivative with respect to $i$-th variable $\varepsilon_i$, but $D_i$ is often more convenient:

$$D_i = \varepsilon_i \partial_i.$$  

Laplacian is $\Delta := D_1 + \cdots + D_n$. Notice that $D_i^2 = D_i$.

The next theorem is basically proved in [IVHV], but for the convenience of reading we prove it here as it plays an important part in what follows.

**Theorem 1.1.** For any functions $f_i : \{-1, 1\}^n \to X$, $i = 1, \ldots, n$, $p \in [1, \infty)$, we have

$$E\|\sum_{i=1}^n D_if_i\|^p \leq C(q,p) E\|\sum_{i=1}^n \delta_i \Delta f_i\|^p$$  \hspace{1cm} (1.1)

if and only if $(X, \| \cdot \|)$ be a Banach space of finite co-type $q$.
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Here $\delta_i$ are standard Rademacher random variables. If one chooses $f_i = \Delta^{-1}D_i(f - Ef)$, then one restores Proposition 4.2 of [IVHV]. In other words, this becomes Pisier inequality [P] with constant independent of $n$.

**Remark 1.2.** In [HN] it was proved for UMD Banach spaces (and a bit more general case).

**Proof.** The proof of (1.1) for all finite co-type Banach spaces $X$ follows almost immediately from the formula

$$e^{-t\Delta}D_jf(\varepsilon) = \frac{e^{-t}}{\sqrt{1 - e^{-2t}}}E\xi\left[\frac{\xi_j(t) - e^{-t}}{\sqrt{1 - e^{-2t}}}f(\varepsilon\xi(t))\right],$$

(1.2)

where $\xi_i(t)$ assume values $\pm 1$ with probability $\frac{1}{2}(1 \pm e^{-t})$, and are mutually independent and independent from $\varepsilon_j$, $j = 1, \ldots, n$. The formula can be checked by direct calculation, see also Lemma 2.1 of [IVHV].

Adding and applying $\Delta = \Delta\varepsilon$, we get (we denote $\delta_j(t) := \frac{\xi_j(t) - e^{-t}}{\sqrt{1 - e^{-2t}}}$)

$$\Delta e^{-t\Delta}\sum_{j=1}^n D_jf_j(\varepsilon) = \frac{e^{-t}}{\sqrt{1 - e^{-2t}}}E\xi\left[\sum_{j=1}^n \delta_j(t)[\Delta f_j](\varepsilon\xi(t))\right].$$

After integrating in $t$, we get

$$-\sum_{j=1}^n D_jf_j(\varepsilon) = \int_0^\infty E\xi\left[\sum_{j=1}^n \delta_j(t)[\Delta f_j](\varepsilon\xi(t))\right] \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} dt.$$

Hence, we write

$$(E\xi\|\sum_{j=1}^n D_jf_j(\varepsilon)\|_p)^{1/p} \leq \int_0^\infty \left(E\xi E_{\varepsilon}\|\sum_{j=1}^n \delta_j(t)[\Delta f_j](\varepsilon\xi(t))\|_p\right)^{1/p} \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} dt =$$

$$\int_0^\infty \left(E\xi E_{\varepsilon}\left\|\sum_{j=1}^n \delta_j(t)[\Delta f_j](\varepsilon)\right\|_p\right)^{1/p} \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} dt,$$

where we used that for every fixed $t$, $\xi(t)$ the distribution of $\varepsilon \rightarrow [\Delta f_j](\varepsilon\xi(t))$ is the same as that of $\varepsilon \rightarrow [\Delta f_j](\varepsilon)$. We continue by introducing symmetrization by means of $\{\xi_i(t)\}$ independent from all $\{\xi_j\}_{j=1}^n$ and having the same distribution as $\xi_i$, $i = 1, \ldots, n$,

$$\int_0^\infty \left(E\xi E_{\xi^i}\left\|\sum_{j=1}^n \frac{\xi_j(t) - \xi_i^j(t)}{\sqrt{1 - e^{-2t}}}[\Delta f_j](\varepsilon)\right\|_p\right)^{1/p} \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} dt \leq$$

$$C(q, p) \int_0^\infty \left(E\xi E_{\delta}\left\|\sum_{j=1}^n \delta_j[\Delta f_j](\varepsilon)\right\|_p\right)^{1/p} \frac{e^{-t}}{(1 - e^{-2t})^{1 - \max(q, p)}} dt,$$
where we used Theorem 4.1 from [IVHV] and the fact that the co-type of $X$ is $q < \infty$. The last expression is bounded by

$$C(q, p) \max(q, p) \left( \mathbb{E}_{\varepsilon} \mathbb{E}_\delta \left\| \sum_{j=1}^n \delta_j [\Delta f_j](\varepsilon) \right\|^p \right)^{1/p},$$

and we are done.

Notice that, as it follows from [IVHV], the condition of having finite co-type is not only sufficient for inequality (1.1) to hold, but it is also necessary.

□

2. Pisier inequality’s constant

For any Banach space $X$ with no restriction Pisier’s inequality claims

$$(\mathbb{E}\|f - \mathbb{E}f\|^p)^{1/p} \leq C(n)(\mathbb{E}\left\| \sum_{i=1}^n \delta_i D_i f \right\|^p)^{1/p},$$

(2.1)

where

$$C(n) \leq C \log n.$$  

In [HN] it was shown that

$$C(n) \leq \log n + C.$$  

(2.2)

Remark 2.1. Looking at Section 6 in Talagrand’s paper [T] one can notice, that one gets the estimate from below of Pisier’s constant if $X = L^\infty(\Omega_n)$:

$$C(n) \geq \left( \frac{1}{2} - \delta \right) \log n - C_\delta.$$  

3. Yet another generalization of Pisier’s inequality

Let $F$ be a function of $\{-1, 1\}^n \times \{-1, 1\}^n$ with values in the Banach space $X$, and $F_j(\varepsilon) = \mathbb{E}_\delta \delta_j F(\varepsilon, \delta)$. For the special case $F(\varepsilon, \delta) = \sum_{j=1}^n f_j(\varepsilon)\delta_j$, inequality

$$(\mathbb{E}_\varepsilon\left\| \sum_{j=1}^n \Delta^{-1} D_j F_j \right\|^p)^{1/p} \leq C(p, n)(\mathbb{E}_{\delta, \varepsilon}\|F\|^p)^{1/p}, 1 < p < \infty,$$

(3.1)

is exactly (1.1). For such very special $F = \sum_{j=1}^n f_j(\varepsilon)\delta_j$ we know three things:

1. for general Banach space $X$, $C(p, n) \lesssim \log n$,
2. this is sharp growth,
3. $C(p, n) \leq C(p, q) < \infty$ iff $X$ is of finite co-type, and if $X$ is not of finite co-type, constant can grow logarithmically in $n$, [T].
However, it is interesting to ask for general function $F(\varepsilon, \delta)$ not just for functions of the type $F = \sum_{j=1}^{n} f_j(\varepsilon)\delta_j$ what happens with (3.1), namely,
A) for what Banach spaces constant does not depend on $n$?
B) What is the worst growth of constant with $n$ for general Banach space $X$?
C) What is the worst growth of constant with $n$ for special classes of Banach spaces, e.g. for $X$ of finite co-type?

Remark 3.1. In [HN] the example of co-type 2 space is considered, namely, $X = L^1([-1,1]^n)$, for which constant grows at least as $\sqrt{n}$. Below we show that this is the worst behavior for an arbitrary Banach space of finite co-type. Thus, conceptually, (3.1) turns out to be very different from (1.1) or from the original Pisier inequality.

Before formulating theorem let us consider the dual inequality to (3.1):

$$ E_{\delta,\varepsilon} \| \sum_{j=1}^{n} \delta_j \Delta^{-1} D_j g(\varepsilon) \|^p \leq C(p, n) E_{\varepsilon} \| g \|^p, \quad 1 < p < \infty. \quad (3.2) $$

In cases when $C(p, n) < \infty$ independent of $n$ and for $1 < p < \infty$, this is one of the typical Riesz transforms inequalities.

Theorem 3.2. Let $X$ be of finite co-type $q$. Then inequality (3.1) (and thus (3.2) for the dual space) holds with constant $C(p, q)\sqrt{n}$. The growth of constant cannot be improved in this class of $X$.

Proof. We again use the same formula (1.2), now in the following form:

$$ \Delta e^{-t\Delta} \sum_{j=1}^{n} \Delta^{-1} D_j F_j(\varepsilon) = \frac{e^{-t}}{1 - e^{-2t}} E_{\varepsilon} \left[ \sum_{j=1}^{n} \delta_j(t) F_j(\varepsilon \xi(t)) \right], $$

Hence

$$ E_{\delta,\varepsilon} \| \sum_{j=1}^{n} \Delta^{-1} D_j F_j \|^p \lesssim \int_{0}^{\infty} \frac{e^{-t}}{1 - e^{-2t}} E_{\delta} E_{\xi} E_{\varepsilon} \| \sum_{j=1}^{n} \delta_j(t) F(\varepsilon \xi(t), \delta) \|^p dt = $$

$$ \int_{0}^{\infty} \frac{e^{-t}}{1 - e^{-2t}} E_{\delta} E_{\xi} E_{\varepsilon} \| \sum_{j=1}^{n} \delta_j(t) F(\varepsilon, \delta) \|^p dt, $$
where we used that for every fixed $\xi$ the distribution of $\varepsilon \to F(\varepsilon \xi, \delta)$ is the same as the distribution of $\varepsilon \to F(\varepsilon, \delta)$. Using now finite co-type as before, we continue to write (below $\{\delta'_j\}$ are independent and independent of $\{\delta_j\}$ Rademacher random variables):

$$\int_0^\infty \frac{e^{-t}}{(1 - e^{-2t})^{1 - \min(1/p, 1/q)}} \mathbb{E}_{\delta} \mathbb{E}_{\varepsilon} \| \sum_{j=1}^n \delta_j \delta'_j F(\varepsilon, \delta) \|^p dt \lesssim (3.3)$$

$$C(p, q) \mathbb{E}_{\delta} \left[ \mathbb{E}_{\varepsilon} \| F(\varepsilon, \delta) \|^p \mathbb{E}_{\delta'} \| \sum_{j=1}^n \delta_j \delta'_j \|^p \right] \leq C'(p, q) n^{p/2} \mathbb{E}_{\varepsilon} \mathbb{E}_{\delta} \| F(\varepsilon, \delta) \|^p .$$

Theorem is proved. \qed

3.1. **$K$-convex Banach spaces.** Naor and Schechtman [NS] proved that if $(3.2)$ holds with constant independent of $n$, then $X$ is $K$-convex. However, it seems that the converse statement was open till now.

Let us quote [EI1]: “Nevertheless, $(3.2)$ with $C(p, n) = C(\log n + 1)$ is the best known bound to date for general $K$-convex spaces. . . . Under additional assumptions (e.g. when $X$ is a $UMD^+$ space or when $X$ is a $K$-convex Banach lattice), inequality $(3.2)$ is known to hold true with a constant $C(p, X)$ independent of the dimension $n$ for functions of arbitrary degree $d$, see [HN].”

Proposition 34 of [EI1] has the bound for $K$-convex spaces, and this bound is logarithmic in $n$ (logarithmic in $d$ for functions $f$ such that $\deg f \leq d$). As [EI1] mentions, under extra assumption that $X$ is a $UMD^+$ space or $K$-convex Banach lattice inequality $(3.2)$ was proved with constant independent of $n$, see [HN].

We prove $(3.2)$ with constant independent of $n$ for all $K$-convex $X$, thus making $K$-convexity to be equivalent to $(3.2)$.

Recall that $K$-convexity is equivalent to $B$-convexity, which is equivalent to being of type $> 1$, see Theorem 2.1 and Remark 2.4 of [P1].

**Theorem 3.3.** Let $X$ be of non-trivial type (which is the same as $K$-convex). Let $1 < p < \infty$. Then inequality $(3.2)$ holds with constant $C(p) < \infty$ independently of $n$.

**Proof.** We will be proving the dual inequality $(3.1)$ for $X^*$. As $X$ is of non-trivial type, it is $K$-convex by Pisier’s theorem (see [P1] or Theorem 7.4.28 of [HVNVW2]) (and is of finite co-type by König–Tzafriri theorem 7.1.14 in [HVNVW2], this we will not use). Then $X^*$ is of finite co-type $q$ and it is also $K$-convex (see [G] for self-duality of the class of $B$-convex Banach spaces).
Choose $1 < s \leq p$. We will use that $K$-convexity means that the Rademacher projection is bounded on functions in $L^s(X^*)$. As $X^*$ is of finite co-type $q$, Theorem 1.1 implies the following:

$$
E_\varepsilon \left\| \sum_{i=1}^{n} \Delta^{-1} D_i F_i \right\|_{X^*}^p \leq C(q,p) E_\delta,\varepsilon \left\| \sum_{i=1}^{n} \delta_i F_i \right\|_{X^*}^p .
$$

Now we use Kahane–Khintchine inequality to write for each fixed $\varepsilon_0 \in \Omega_n$:

$$
E_\delta \left\| \sum_{i=1}^{n} \delta_i F_i(\varepsilon_0) \right\|_{X^*}^p \leq C(s,q,p) \left( E_\delta \left\| \sum_{i=1}^{n} \delta_i F_i(\varepsilon_0) \right\|_{X^*}^s \right)^{p/s} .
$$

But the expression $\sum_{i=1}^{n} \delta_i F_i(\varepsilon_0)$ is the Rademacher projection of function $\delta \rightarrow F(\varepsilon_0, \delta)$. So $K$-convexity of $X^*$ implies

$$
\left( E_\delta \left\| \sum_{i=1}^{n} \delta_i F_i(\varepsilon_0) \right\|_{X^*}^s \right)^{p/s} \leq C'(K) \left( E_\delta \left\| F(\varepsilon_0, \delta) \right\|_{X^*}^s \right)^{p/s} \leq
\text{C}(K) E_\delta \left\| F(\varepsilon_0, \delta) \right\|_{X^*}^p .
$$

Now we combine that inequality with (3.5) for a fixed $\varepsilon = \varepsilon_0$. We are left to integrate in $\varepsilon_0$ and to use (3.4).

\[\Box\]

**Remark 3.4.** In [HN] inequality (3.1) was proved for $X$ such that $X^* \in UMD$ (in fact a potentially bigger class $UMD^+$ was involved). As non-trivial-type class is self dual, and also strictly wider than $UMD$, so the latter theorem generalizes Theorem 1.4 of [HN].

**Remark 3.5.** It is interesting to notice that the proof in [HN] is based on a formula that means that operators $\Delta^{-1} D_j$ are “averages of martingale transforms”. As these operators are “the second order Riesz transforms” on Hamming cube (in fact, $\Delta^{-1} D_j = \Delta^{-1} D_j^2 = (\Delta^{-1/2} D_j)^2$), it is natural to compare this averaging of martingale transforms to Riesz transforms with the same idea recently widely used in harmonic analysis, see, e. g. [DV], [PTV], [NTV1], [NTV2]. Paper [DV] is devoted to representing second order Riesz transforms in euclidean space as averaging of martingale transforms, in [PTV] the similar result is proved for the first order Riesz transforms.

**Theorem 3.6.** Let $X$ be an arbitrary Banach space, and $1 \leq p < \infty$. Then inequality (3.1) holds with constant $C(p,n) \lesssim n \log n$. 
Proof. We write

\[
\left( E_{\delta, \epsilon} \left\| P_{\tau} \sum_{j=1}^{n} \Delta^{-1} D_j F_j \right\|_p \right)^{1/p} \lesssim \frac{\int_{\tau}^{\infty} \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} (E_{\delta, \epsilon} E_{\epsilon}) \left\| \sum_{j=1}^{n} \delta_j \delta_j(t) F(\varepsilon \xi, \delta) \right\|_p \right)^{1/p} dt = \frac{\int_{\tau}^{\infty} \frac{e^{-t}}{1 - e^{-2t}} (E_{\delta, \epsilon} E_{\epsilon}) \left\| \sum_{j=1}^{n} \delta_j (\xi_j(t) - \xi_j'(t)) F(\varepsilon, \delta) \right\|_p \right)^{1/p} dt},
\]

Now we use Kahane contraction principle:

\[
\left( E_{\delta, \epsilon} \left\| P_{\tau} \sum_{j=1}^{n} \Delta^{-1} D_j F_j \right\|_p \right)^{1/p} \lesssim \log \frac{1 + e^{-\tau}}{1 - e^{-\tau}} \left[ E_{\epsilon} E_{\epsilon} \left( \left\| F(\varepsilon, \delta) \right\|_p \left( \sum_{j=1}^{n} \delta_j \left\| p \right\| \right) \right)^{1/p} \right] \leq \frac{n \log 1 + e^{-\tau}}{1 - e^{-\tau}} \left( E_{\epsilon, \delta} \left\| F(\varepsilon, \delta) \right\|_p \right)^{1/p}.
\]

Now using that \( \left\| f \right\|_p \leq e^{\tau n} \left\| P_{\tau} f \right\|_p \), we get

\[
\left( E_{\delta, \epsilon} \left\| P_{\tau} \sum_{j=1}^{n} \Delta^{-1} D_j F_j \right\|_p \right)^{1/p} \leq n \left( \min_{0 < r < 1} r^{-m} \log \frac{1 + r}{1 - r} \right)^{1/p} \left( E_{\epsilon, \delta} \left\| F(\varepsilon, \delta) \right\|_p \right)^{1/p} \lesssim n \log n \left( E_{\epsilon, \delta} \left\| F(\varepsilon, \delta) \right\|_p \right)^{1/p}.
\]

\[ \square \]

Remark 3.7. This theorem sounds a bit silly. It should be \( \lesssim \sqrt{n} \) for all Banach spaces. It can be that we missed something simple. On the other hand, it may be a worthwhile exercise to “marry” the example giving \( \sqrt{n} \) in [HN] and Talagrand’s example from [T], to possibly have a Banach space with behavior of constant in (3.1), which is worse than \( \sqrt{n} \). I did not try so far.

References

[DV] Dragičević, Oliver; Volberg, Alexander, Sharp estimate of the Ahlfors-Beurling operator via averaging martingale transforms, Michigan Math. J. 51 (2003), no. 2, 415–435.

[EI1] A. Eskenazis, P. Ivanisvili, Polynomial inequalities on the Hamming cube, Probability Theory and Related Fields (2020) 178:235–287 https://doi.org/10.1007/s00440-020-00973-y.

[G] D.P. Giesy, On a convexity condition in normed linear spaces, Trans. Amer. Math. Soc. 125 (1966), 114–146.

[HN] T. Hytönen, A. Naor, Pisier’s inequality revisited, Studia Math., 215 (2013), no. 3, 221–235.
T. Hytönen, J. Van Neerven, M. Veraar, L. Weiss, Analysis in Banach spaces, vol. I, Martingales and Littlewood–Paley theory, Ergebnisse der Mathematik und ihrer Grenzgebiete, v. 63, Springer, 2016.

T. Hytönen, J. Van Neerven, M. Veraar, L. Weiss, Analysis in Banach spaces, vol. II, Ergebnisse der Mathematik und ihrer Grenzgebiete, v. 67, Springer, 2017.

P. Ivanisvili, R. Van Handel, A. Volberg, Rademacher type and Enflo type coincide, arXiv:2003.06345v1, March 2020. Ann. of Math. (2) 192 (2020), no. 2, 665–678.

B. Maurey, Type, co-type and K-convexity. Elsevier Preprint 2002, pp. 1–37.

A. Naor, An introduction to the Ribe program. Jpn. J. Math., 7(2):167–233, 2012.

A. Naor, G. Schechtman, Remarks on nonlinear type and Pisier’s inequality. J. Reine Angew. Math. 552, 213–236 (2002). https://doi.org/10.1515/crll.2002.092

Nazarov, F.; Treil, S.; Volberg, A. Cauchy integral and Calderón-Zygmund operators on nonhomogeneous spaces, Internat. Math. Res. Notices 1997, no. 15, 703–726.

Nazarov, F.; Treil, S.; Volberg, A, The $T_b$-theorem on nonhomogeneous spaces, Acta Math. 190 (2003), no. 2, 151–239.

G. Pisier, Holomorphic semigroups and the geometry of Banach spaces, Ann. of Math. 115 (1982), 375–392.

S. Petermichl, S. Treil, A. Volberg, Why the Riesz transforms are averages of the dyadic shifts?, Proceedings of the 6th International Conference on Harmonic Analysis and Partial Differential Equations (El Escorial, 2000). Publ. Mat., v. Extra, June 2002, pp. 209–228.

G. Pisier, Probabilistic methods in the geometry of Banach spaces. In Probability and analysis (Varenna, 1985), volume 1206 of Lecture Notes in Math., pages 167–241. Springer, Berlin, 1986.

M. Talagrand, Isoperimetry, logarithmic Sobolev inequalities on the discrete cube, and a Margulis graph connectivity theorem, Geometric and Functional Analysis, (GAFA), v. 3, no. 3 (1993), 295–314.

Department of Mathematics, MSU, East Lansing, MI 48823, USA

Email address: volberg@math.msu.edu