A Stacked Denoising Sparse Autoencoder Based Fault Early Warning Method for Feedwater Heater Performance Degradation
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Abstract: Power grid operation faces severe challenges with the increasing integration of intermittent renewable energies. Hence the steam turbine, which mainly undertakes the task of frequency regulation and peak shaving, always operates under off-design conditions to meet the accommodation demand. This would affect the operation economy and exacerbate the ullage of equipment. The feedwater heater (FWH) plays an important role in unit, whose timely fault early warning is significant in improving the operational reliability of unit. Therefore, this paper proposes a stacked denoising sparse autoencoder (SDSAE) based fault early warning method for FWH. Firstly, the concept of a frequent pattern model is proposed as an indicator of FWH performance evaluation. Then, an SDSAЕ- back-propagation (BP) based method is introduced to achieve self-adaptive feature reduction and depict nonlinear properties of frequent pattern modeling. By experimenting with actual data, the feasibility and validity of the proposed method are verified. Its detection accuracy reaches 99.58% and 100% for normal and fault data, respectively. Finally, competitive experiments prove the necessity of feature reduction and the superiority of SDSAЕ based feature reduction compared with traditional methods. This paper puts forward a precise and effective method to serve for FWH fault early warning and refines the key issues to inspire later researchers.
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1. Introduction

The utilization of renewable energies is regarded as a promising way to satisfy energy demand and reduce carbon emissions. With the gradual expansion of installed capacity, they have become an important part in power generation. However, the growing accommodation ratio of intermittent renewable energy brings great challenges to power grid stability and security. Under this context, the steam turbine has an increasingly prominent role in peak shaving and frequency modulating. The safe and economic operation of the steam turbine are influenced due to long-time operation under off-design conditions and frequent load changes [1,2]. Feedwater heating systems play a critical role in the steam turbine which is of great significance in energy saving [3–5]. The FWH often works in severe conditions of high temperature and pressure [6]. Additionally, the impact of continuously alternate changing temperature leads to scaling, blockage and even rupture of the FWH U-tube pipe, and may cause a chain reaction in the heating system [7]. Hence, a sufficient method for FWH performance evaluation and fault early warning is urgently needed [8], which is of great practical value as it
will preclude catastrophic failures, diminish operating costs and contribute to the enhancement of intelligent operation and maintenance level.

In previous studies, researchers have obtained many achievements through various methods. Generally, these methods can be classified into two major categories: mechanism-model-based methods and data-driven based methods. Barszcz et al. [9,10] propose a first-principle four-volume model of FWH in which model parameters are adjusted through operational data and performance indicators are proposed. Zhao et al. [11] use GSE software to build a coal-fired power plant simulation model including FWH. Chen et al. [12] apply the dominant factor method to monitor the regenerative system’s performance. Although the structure of the FWH is simple, the heat transfer process is complex and multiform, which makes it hard to establish sufficiently accurate physical models for performance monitoring. Hence, the fault early warning performance of mechanism-model-based methods is limited to some extent due to the model accuracy.

Data-driven based methods mine the relationship between data and achieve fault early warning without introduction of physical modeling error. Jiang et al. [13] propose a data reconciliation-based approach for fault detection, but the accuracy is not good enough. Wang et al. [14] propose a nearest prototype classifier combined with a hybrid particle swarm optimization algorithm to classify different types of fault. Li et al. [15] present a fault diagnosis method based on the enhanced group method of data handling. Kang et al. [16] introduce a fuzzy inference system to diagnose performance degradation for FWH. Ma et al. [17] propose a hybrid method of artificial neural networks and optimal zoom search for recognizing varying degrees of faults. In references [18,19], a two-stage back-propagation network and radial basis function neural network are adopted for fault diagnosis, respectively. Heo et al. [20] develop a diagnosis model using a feed-forward neural network to reveal the correlation between thermal performance indices and leakage conditions. Garcia et al. [21] use neural networks to identify the heat transfer capacity of the heater. Radhakrishnan et al. [22] use adaptive neural networks to predict the heat transfer coefficient and the fouling rate of the heat exchanger.

Previous studies are overly concerned with adopting advanced methods to identify fault characteristics and avoid the limitation from physical modeling error, whereas these characteristics mostly rely on fault data analysis and expert knowledge. It must be noted that the fault data is rare and hard to obtain in practice. That is, the data sparsity problem is the challenge to obtain fault information. Moreover, the feature selection for depicting fault characteristics is quite different in previous studies [12–22]. For the same research object, there should be an optimal feature combination for fault early warning, but so far there is no systematic analysis from a scientific view.

To fill the gap and achieve the goal, this paper proposes a stacked denoising sparse autoencoder (SDSAE) based fault early warning method for FWH performance degradation. Firstly, the concept of frequent pattern model is proposed to depict FWH performance from the perspective of the fault mechanism. Then, considering the high coupling characteristics and nonlinear properties of FWH, SDSAЕ and back-propagation neural network (BPNN) are combined to achieve self-adaptive feature reduction and nonlinear characteristics expression for frequent pattern modeling. Via experiment with actual data, the feasibility and validity of the proposed method are verified and its detection accuracy reaches 99.58% and 100% for normal and fault data respectively. Moreover, the results of comparison experiments with different modeling methods demonstrate the necessity of feature reduction in FWH fault early warning, and the superiority of SDSAЕ in feature reduction over traditional methods.

The rest of this paper is organized as follows: Section 2 analyzes the key issues for FWH fault early warning and puts forward the concept of the frequent pattern model. Section 3 introduces the implementation process of the proposed SDSAЕ-BP-based frequent pattern model method. Section 4 conducts experiments with actual data and carries out competitive experiments as well as corresponding discussion. Section 5 concludes the paper and outlines future research orientations.
2. Key Issues of FWH Fault Early Warning

2.1. Traditional Method Analysis

In this paper, #2 high-pressure FWH of a typical 630 MW supercritical coal-fired unit is selected as the research object. The reason for selecting #2 FWH is as follows. Although #1 high-pressure FWH has the most obvious impact on economy, #2 FWH, which obtains the inlet drain water from #1 FWH, has the most complete steam-water system. Therefore, the research on #2 FWH can be regarded as more representative and the experimental results are more universal. The structure and thermodynamic diagram of #2 FWH is shown in Figures 1 and 2.

\[
\begin{align*}
T_T & = Q / \Delta T_m \\
Q & = G \cdot \rho \cdot C_p \cdot \Delta t \\
\Delta T_m & = \frac{\left( T_1 - t_2 \right) - \left( T_2 - t_1 \right)}{\ln \frac{T_2 - t_1}{T_1 - t_2}} \\
TTD & = T_{sat} (ISP) - OFT
\end{align*}
\]

where \( Q \) denotes the heat transfer amount, \( \Delta T_m \) denotes logarithmic mean temperature difference, \( T_1, T_2, t_1, t_2 \) denote the inlet and outlet temperature of inlet steam and feedwater respectively, \( G, \rho, C_p \) denote the mass flow, density and specific heat of feedwater respectively, \( \Delta t \) denotes temperature rise of feedwater, ISP denotes the inlet steam pressure, \( T_{sat} (ISP) \) denotes the corresponding saturation temperature of ISP, OFT denotes the outlet feedwater temperature.

The unit load can represent the working state of FWH to some extent, and thus a typical unit load change process is selected for analysis. The unit load, corresponding to \( k \) and TTD are shown in Figure 3. It can be seen that these two indicators vary in a wide range. \( k \) fluctuates from 1200 kW/K to 2800 kW/K and TTD fluctuates from \(-3.5 \, ^\circ \text{C}\) to \(-0.5 \, ^\circ \text{C}\). Additionally, it is noted that these two indicators remain volatile even though the load is almost stable.
The abovementioned manifestations illustrate that these two indicators are not suitable for accurate performance monitoring and sensitive fault early warning. The performance change caused by fault is relatively small especially in the early stage, which will be easily concealed by fluctuations in load change and steady process. From the definition of indicators and FWH characteristics, the causes of indicators’ fluctuation are analyzed as follows. For \( k \), there are too many parameters introduced in calculation. These parameters are all affected by working conditions, and the influence of working conditions on parameters is ignored in indicator calculation. Furthermore, due to the strong coupling characteristics of FWH itself and heating system, a small disturbance will lead to a continuous adjustment of relevant parameters, which makes the \( k \) fluctuate even when the working condition is relatively stable. For TTD, although fewer parameters are needed for calculation, the parameters are still affected by the working condition, which results in the TTD indicator changing with the working condition as well.

From the above analysis, the key issues can be refined for subsequent study to achieve more efficient FWH fault early warning. First, a reliable indicator that can accurately reflect FWH performance must be defined. Secondly, the indicator should be stable under any working condition, so as to avoid the concealment brought by a large detection range caused by indicator fluctuation. Third, the indicator should be sufficiently sensitive to fault and insensitive to various interferences, so as to ensure that the indicator change caused by the fault can be easily identified.

2.2. Presentation of Frequent Pattern Model

As shown in Figure 4, from the perspective of the fault mechanism, the physical faults cause performance degradation (including the reduction of the heat transfer capacity, etc.), and then the performance degradation leads to the change of measured parameters (including pressure and temperature, etc.). It’s not ideal to adopt these measurement parameters in performance index calculation directly, because these parameters are affected by working condition as analyzed in Section 2.1. Hence, an indicator which can eliminate the influence of working conditions and reflect equipment performance is necessitated so as to obtain stronger anti-interference ability and sensitive fault early warning.

Inspired by this, the concept of frequent pattern for FWH is proposed. It should be noted that the physical structure and structure parameter of FWH are fixed under normal conditions. In essence, the FWH thermodynamic parameters are determined by mass balance and energy balance, and contain these inherent relationships simultaneously. After long-term operation, the U-tube pipe wall may scale, leak and block due to operation factors. Namely, the physical structure and structure parameter of FWH change. This eventually leads to the fault occurrence and the change of heat transfer performance.

Figure 3. Unit load and corresponding \( k \) and TTD.
At this time, the original relationship breaks down and a new relationship is established under the changed structure parameter. Thus, it can be deduced that the fault can be described by structure parameter expression and its early warning can be achieved by monitoring the change of the inherent relationship. The above-mentioned inherent relationship between relevant parameters can be described as Equation (2).

\[ Y = F(X, \theta) \]  

where \( Y \) denotes the performance monitoring parameter, \( X \) denotes the relevant parameters for relationship expression, \( F \) represents the FWH characteristics (including mass balance and energy balance and etc.), \( \theta \) denotes the structural parameter. When FWH performance remains unchanged, the structural parameter \( \theta \) is fixed and defined as \( \theta_0 \) in this paper. It can be inferred that when the fault occurs, the structure parameter \( \theta_0 \) changes to \( \theta_1 \). The structural parameter can be incorporated into the equipment characteristics to give a more concise explanation, and the process can be described as Equation (3):

\[ Y_0 = f_{\theta_0}(X_0) \Rightarrow Y_1 = f_{\theta_1}(X_1) \]  

where the \( f_{\theta_0} \) and \( f_{\theta_1} \) denote the inherent relationship between input parameters and performance monitoring parameter under normal and fault conditions respectively. There will certainly be difference between \( f_{\theta_0} \) and \( f_{\theta_1} \) due to the structure parameter change. If a direct comparison between above relationships can be made, the goal of fault early warning can be achieved. However, the function is difficult to make quantitative comparisons with directly, and some functional parameters cannot be even identified. Meanwhile, it is unable to obtain the \( f_{\theta_1} \) accurately due to the small amount of data in the fault early stage. All the above issues are the obstacles for goal achievement.

![Figure 4. Schematic diagram of fault influence mechanism.](image)

As mentioned in the previous chapter, it is difficult to express the relationship directly. However, it provides another efficient solution according to the definition in Equation (2) and the performance change process in Equation (3). The performance monitoring parameter \( Y \) is the external manifestation of the relationship and it is only determined by input feature \( X \) and the relationship \( f_{\theta_0} \). Different performance monitoring parameters will be obtained when using the same input feature state but different relationship. This provides an alternative approach to achieve the relationship change detection. If the relationship has changed, there should be a deviation between actual value \( Y_1 \) and estimate value \( Y_{est} \) brought by previous relationship \( f_{\theta_0} \) as well as input state \( X_1 \). The concrete implementation approach is shown in Equation (4), wherein \( \delta \) denotes the detection threshold.

\[
\begin{align*}
Y_1 &= f_{\theta_1}(X_1) \\
Y_{est} &= f_{\theta_0}(X_1)
\end{align*}
\Rightarrow
\begin{align*}
\text{(1) If} & \quad |Y_{est} - Y_1| \leq \delta, f_{\theta_0} \text{ equals to } f_{\theta_1} \\
\text{(2) If} & \quad |Y_{est} - Y_1| > \delta, f_{\theta_1} \text{ inequal to } f_{\theta_0}
\end{align*}
\]  

Change in structure parameter and performance detection.
Thus, whether the equipment is abnormal can be determined by the deviation between the estimated value and the actual value. This approach transforms the complex function comparison into tractable value comparison, and thus has more feasibility and validity. In this paper, the $f_{\theta_1}$ is defined as frequent pattern, and $Y = f_{\theta_1}(X)$ is defined as frequent pattern model. Based on that, it is feasible to achieve the fault early warning by detecting the change of performance monitoring parameter.

A specific example based on actual data is given to illustrate the process in Figure 5. Taking the #2 FWH as control volume, the performance-related parameters are selected as alternative input features, including the temperature and pressure of steam, feedwater and drain water. According to the collected numerous input features $X_0$ and performance monitoring parameter $Y_0$ in normal state, the relationship extraction method is adopted to depict the frequent pattern $f_{\theta_0}$, which conforms to the equation $Y_0 = f_{\theta_0}(X_0)$. The difference between the normal data and the estimated value is small, and the residuals fluctuate in a small range. When using the input feature $X_1$ in fault state and the above obtained frequent pattern $f_{\theta_0}$, the estimated value of performance monitoring parameter $Y_{est}$ is obtained. Since $Y_{est}$ and measured value $Y_1$ have a difference that exceeds the detection threshold, it can be judged that the data $X_1$ is in fault state. According to the analysis results based on actual data, the normal data are consistent to the frequent pattern $f_{\theta_0}$, but there is an obvious deviation for the fault data. The rightness and feasibility of the theory is verified. The focus of the proposed method is how to depict the frequent pattern and highlight the pattern change caused by fault. In the following sections, the specific principle of feature selection and the detection threshold determination are introduced.

![Figure 5. Diagram of proposed frequent pattern model-based method.](image)

As far as we know, the frequent pattern model-based method has not been applied in the field of FWH fault early warning according to literature research. It should be emphasized that the proposed frequent pattern model-based method is put forward from the perspective of pattern recognition, and it is quite different from the traditional method that calculates the expected value of monitoring parameter. The proposed frequent pattern model is fault early warning oriented and aims to find the essential relationship between relevant parameters that can represent the FWH heat transfer performance with which to distinguish normal state and abnormal state sensitively by detecting the relationship change. The traditional method focuses on precise calculation of a certain parameter. However, better calculation accuracy does not equal better fault early warning performance, because it has less consideration of fault essential characteristics. Although the implementation process is similar, the proposed frequent pattern model and traditional method have completely different emphasis.
3. Stacked Denoising Sparse Autoencoder Based Frequent Pattern Modeling

3.1. Feature Selection Based on Stacked Denoising Sparse Autoencoder

To depict the frequent pattern of FWH, it is necessary to determine the performance monitoring parameter in the first place. As mentioned in Section 2.2, the selection of performance monitoring parameter is not overly strict due to the greater concern about parameters’ relationship instead of accurate calculation of a certain parameter. From the viewpoint of the whole unit, the output of FWH consists of two parts: outlet feedwater and outlet drain water. Since most of the exchanged heat is carried by feedwater, the outlet feedwater temperature (OFT) can represent the main heat transfer process. Therefore, the OFT is selected as the performance monitoring parameter to describe heat transfer state. The terminal temperature difference (TTD) is a function of OFT and inlet steam pressure, and it can also represent the heat transfer state of FWH. However, there exist some problems if it is selected as performance monitoring parameter. When TTD is chosen as the performance monitoring parameter, the frequent pattern model needs to additionally learn the characteristics of vapor, which is of a high order nonlinear relationship. This will increase the training difficulty invisibly and may lead to a worse fault early warning performance. Hence, it is not adopted in this paper.

The input features selection to characterize frequent pattern model appropriately is another critical issue. To separate the coupling relationship in a high-pressure heating system, #2 FWH is regarded as a control body and only its direct-related parameters are selected in this paper as shown in Table 1. The #1 FWH inlet steam pressure is also considered as an alternative input feature since it represents the inlet drain water mass flow from #1 FWH. The #2 FWH drain water pressure (#2 DWP) is absent for the reason that the corresponding sensor is not installed in the researched FWH in this paper. Nonetheless, the #2 FWH inlet steam pressure has almost the same value except for small pressure loss and sensor noise since it obtains the vast majority of information in #2 FWH DWP. Therefore, the absence of #2 DWP will not have a significant impact on the results of this research.

Due to the underlying correlation and potential nonlinearity between parameters, the Spearman correlation coefficient is used to preliminary prescreen the input features. The higher the Spearman correlation coefficient is, the stronger the correlation between relevant features. As shown in Figure 6, all the Spearman correlation coefficients between related parameters exceed 0.75. It can be regarded that all parameters in Table 1 have a strong correlation with the OFT and also they have a high correlation between each other.

![Figure 6. Spearman correlation coefficient map for preliminary selected parameters.](image-url)
Table 1. Preliminary selection features for modeling

| No. | Parameter                                      | No.  | Parameter                                      |
|-----|-----------------------------------------------|------|-----------------------------------------------|
| 1   | #2 FWH inlet feedwater temperature           | 7    | #2 FWH drain water temperature                |
| 2   | #2 FWH U-tube metal temperature              | 8    | #2 FWH water level                            |
| 3   | Feedwater mass flow                          | 9    | #2 FWH extraction steam pressure              |
| 4   | Feedwater pressure                           | 10   | #2 FWH extraction steam temperature           |
| 5   | #1 FWH extraction steam pressure             | 11   | OFT                                           |
| 6   | #1 FWH drain water temperature               |      |                                               |

The above correlation analysis quantifies the correlation between relevant parameters. In order to analyze the data characteristics more intuitively, the typical load variation interval, which is the same as Section 2.1, is selected to display the duplicate information contained in parameters. Figure 7 illustrates the change of OFT, #1 drain water temperature (#1 DWT), #2 inlet feedwater temperature (#2 IWT) and #2 drain water temperature (#2 DWT), respectively. Figure 8 shows #1 extracted steam pressure (#1 ESP) and #2 extracted steam pressure (#2 ESP). Figure 9 shows #2 extracted steam temperature (#2 EST). It can be clearly seen in these figures that the above parameters have the same change tendency whether they are under the stable load or variable load condition, which means these features contain similar information.

![Figure 7. The water temperature duration curve.](image1)

![Figure 8. The pressure duration curve.](image2)
In traditional research, any relevant parameters can be used as input features for modeling. But from the perspective of information theory, if all the parameters are taken as the model input, though more information can be obtained, more noises are introduced simultaneously. Furthermore, if too many parameters are used as model input features, too much duplicate information will be introduced, which is called redundant information in this paper. A fair amount of redundant information will bring a negative impact on fault early warning performance and conceal the fault weak symptoms. Therefore, further study in rational feature selection is required. Driven by that, this paper proposes a stacked denoising sparse autoencoder method for self-adaptive feature reduction for FWH.

Autoencoder (AE) is a kind of artificial neural network used in semi-supervised and unsupervised learning. Its function is to make representation learning by taking input information as an objective [23,24]. In order to force AE to learn useful information, noises are added to the input data [25], and then the network is trained to recover the original data without noise. Meanwhile, a sparse penalty is added to the encoding layer [26], which makes the AE try to limit the active neurons in the encoding layer and replace the original data with the discovery features. For the strong coupling characteristics of FWH, it is necessary to extract essential features from numerous information for frequent pattern characterization, and avoid information loss during the feature extraction procedure. Therefore, denoising sparse autoencoder (DSAE) is introduced to realize self-adaptive feature reduction, discover essential features automatically from unlabeled data and give a more concise feature description than original data form. The diagram of DSAE network is shown in Figure 10 and the algorithm implementation process presents as follows.

Figure 9. The #2 EST temperature duration curve.

Figure 10. Diagram of DSAE network.
Firstly, white noise is added to the original input \( x \) to form the corrupted data \( x' \). Then, the encoding and decoding processes in DSAE are shown as Equations (5) and (6):

\[
h = f_1(x') = s(w_1 x' + b_1) \tag{5}
\]
\[
y = f_2(h) = s(w_2 h + b_2) \tag{6}
\]

wherein \( s \) denotes the sigmoid activation function, \( w_1, b_1 \) and \( w_2, b_2 \) denote the weight and bias in the encoding layer and decoding layer.

To ensure the sparsity of the encoding layer, relative entropy (also called Kullback-Leibler divergence) is adopted to add a sparsity penalty to the loss function, which is described as Equation (7):

\[
KL(\rho \parallel \rho_i) = \rho \log \frac{\rho}{\rho_i} + (1 - \rho) \log \frac{1 - \rho}{1 - \rho_i} \tag{7}
\]

wherein \( \rho \) denotes the sparsity parameter, which specifies desired level of sparsity, \( \rho_i \) denotes the average activation of hidden unit. The loss function in DSAE is defined as Equation (8):

\[
J_{\text{sparse}}(w, b) = \frac{1}{N} \sum_{k=1}^{N} ||y(k) - x(k)||^2 + \lambda (||w_1||^2 + ||w_2||^2) + \eta \sum_{j=1}^{k} KL(\rho \parallel \rho_i) \tag{8}
\]

In Equation (8), the first part is the squared-error cost function, the second part is the regularization penalty term to avoid the over-fitting problem, and the third part is the sparse penalty term, where \( \eta \) denotes weight of the sparsity penalty term. The backpropagation algorithm is used to update the parameters to minimize \( J_{\text{sparse}}(w, b) \) as a function of \( w \) and \( b \). Due to the strong coupling and high correlation of relevant parameters illustrated above, gradual feature reduction is adopted to achieve essential feature extraction in this paper. Thus, the stacked denoising sparse autoencoder (SDSAE), which is composed of multiple DSAE units and constructed as a neural network, is adopted to achieve self-adaptive feature reduction in this paper.

After feature reduction by SDSAE, it is necessary to depict the nonlinear properties among FWH parameters. This paper selects BPNN to achieve this goal due to its powerful nonlinear regression ability. Backpropagation neural network (BPNN) is a multi-layer feedforward neural network [27], and its diagram is shown in Figure 11. Because the activation function introduces nonlinear factors into neurons, BPNN is adopted to express nonlinear properties between SDSAE output and the performance monitoring parameter. Therefore, SDSAE and BPNN are combined to produce self-adaptive feature reduction and nonlinear properties characterization. The diagram of SDSAE-BP network is shown in Figure 12.

![Figure 11. Diagram of BPNN.](image-url)
In Equation (8), the first part is the squared-error cost function, and the second part is the regularization term.

Based on the above introduction of DSAE, the establishing process of SDSA-BP network are elaborated as follows:

1. First, train $D$SAE$_1$ with the initial input $x$, and obtains weight, bias of hidden layer $w_{11}$, $b_{11}$ and the corresponding output $h_1$;
2. Then, train $D$SAE$_2$ with the input $h_1$, and obtains weight, bias of hidden layer $w_{21}$, $b_{21}$;
3. Finally, a three hidden layer neural network is constructed. The weight and bias of the first hidden layer and the second hidden layer are set to $w_{11}$, $b_{11}$ and $w_{21}$, $b_{21}$, and the parameters are not updated in the subsequent network training process. According to BP algorithm, the neural network parameters of the third hidden layer and output layer are trained.

Such an approach can realize the requirement of self-adaptive feature reduction and integrate SDSA into the traditional BP neural network by pretraining the parameters of the first and second hidden layer neurons.

### 3.2. Technical Process of the Proposed Method

According to the definition of the frequent pattern model, the influence of working conditions should be fully considered when characterizing the frequent pattern. Theoretically, the residual between model output and measured value mainly comes from uncertain model error and noises which should also obey normal distribution. Thus, the Pauta criterion is adopted for fault early warning in this paper.

The standard deviation of the training set $\sigma$ is obtained by analyzing the residuals of the training set. If the residuals are distributed in $[-3\sigma, 3\sigma]$, they are judged as normal data, otherwise, they are judged as fault data. To quantitatively evaluate the performance of fault early warning, this paper proposes the fault early warning accuracy as Equation (9), which refers to the definition of classification accuracy in classification issues:

$$\text{Acc}_{\text{normal}} = \frac{n_{\text{nor}}}{N_{\text{nor}}}, \quad \text{Acc}_{\text{abnormal}} = \frac{n_{\text{abu}}}{N_{\text{abu}}}$$

(9)

wherein $n_{\text{nor}}$ is the number of residuals within the detection threshold in normal data, $N_{\text{nor}}$ denotes the number of normal data, $n_{\text{abu}}$ is the number of residuals without detection threshold in fault data, $N_{\text{abu}}$ denotes the number of fault data.

As mentioned above, technical process of the proposed method is shown as Figure 13.
4. Experiment

4.1. Data Preparation

As mentioned in Section 2.1, #2 high-pressure FWH of a typical 630 MW unit is selected as the research object. The data used in this study was collected from a distributed control system. According to the operation situation, the data is divided into two parts: the data during the period from 1 July 2017 to 21 July 2017 and the data during the period from 1 July 2018 to 21 July 2018. The practical unit was under maintenance during two periods. During the maintenance, it was found that there was obvious scaling, erosion marks and leakage points in #2 FWH. To improve FWH performance, the outer U-tube bundles were replaced, the inner tube bundles were chemically cleaned, and the leaking
tubes were blocked in the maintenance process. Therefore, the maintenance makes an improvement in equipment performance.

After screening the start-up and shut-down data, there are 4,100,000 valid data left. As described in the technical process, the acquired data are divided into three sets, i.e., training set $S_1$, validation set $S_2$ and fault early warning set $S_3$. The data partition is shown in Figure 14. The data in $S_1$ and $S_2$ are all under normal conditions, whereas $S_3$ contained both normal and fault data to show the fault early warning performance. It must be noted that the data after maintenance, which is named as fault data, does not mean it is faulty but rather performance changing. The purpose of this data partition is to ensure that the frequent pattern model is trained under all working conditions.

![Data partition](image)

**Figure 14.** Data partition.

4.2. Fault Early Warning Experiment

4.2.1. Frequent Pattern Modeling

In this section, the experiment is carried out to verify the performance of the proposed method in frequent pattern modeling. The training set is used for frequent pattern modeling and the validation set is used to adjust model hyperparameters as well as preliminarily verify the detection accuracy and robustness for normal data.

In this paper, root mean square error (RMSE) is used to quantify the model accuracy, and the index is defined as Equation (10):

$$RMSE = \left( \frac{1}{N} \sum_{t=1}^{N} \epsilon^2 \right)^{\frac{1}{2}}$$

wherein $\epsilon$ denotes residual between model output and actual data, $N$ denotes the number of data.

Tunable parameters in the SDSAE-BP network including the degradation rate, the number of hidden neurons, the number of epochs and other relative coefficients are obtained through a full factorial grid search with trial and error. The optimal hyperparameter combination is selected based on the minimum validation set residuals’ RMSE. The parameters involved in the SDSAE-BP network are set as shown in Table 2.

Figure 15 shows the verses of estimated value and actual data of performance monitoring parameter OFT in the training set, as well as corresponding residuals. As a result, the residuals have 0.0922 RMSE value and the residuals’ standard deviation $\sigma$ is 0.0921. Correspondingly, the detection threshold is set to 0.2763 according to the Pauta criterion and represented by the two red lines in the figure. It can be found that the fact that the prediction error is low corresponds to the SDSAE-BP based frequent pattern model. Hence, it can be deemed that the trained model can describe frequent pattern in training set accurately.
Table 2. Parameters setting of SDSAE-BP network

| Hyperparameters            | DSAE₁ | DSAE₂ | BPNN |
|----------------------------|-------|-------|------|
| Degradation rate           | 0.1   | 0.1   | -    |
| Hidden layer neurons       | 7     | 4     | 7    |
| Epochs                     | 1000  | 500   | 500  |
| L2 Regularization coefficient | 0.001 | 0.001 | -    |
| Sparse regularization coefficient | 4     | 4     | -    |
| Sparse parameter           | 0.05  | 0.05  | -    |
| Decoder transfer function  | Purelin | Purelin | - |

Figure 15 shows the verses of estimated value and actual data of performance evaluation. The fitting result in training set is shown in Figure 15. The threshold determined by Pauta criterion is applicable in this study.

Figure 16. Residuals in validation set.

Figures 16 and 17 show the residuals and residuals’ distribution results in the validation set, respectively. The results illustrate that the distribution of the residuals approximates to a Gaussian distribution with zero means, which indicates that the model characterizes the internal relationship between input data and target data well, and proves the feasibility and effectiveness of the proposed method for FWH performance evaluation. Also, it elucidates that FWH performance remains unchanged in the validation set. Furthermore, the result confirms that the residuals caused by uncertain model error and noises are approximately normally distributed, thus the detection threshold determined by Pauta criterion is applicable in this study.

Figure 16. Residuals in validation set.
4.2.2. Fault Early Warning Experiment

To validate the fault early warning performance of the proposed method, the fault early warning set is used to verify its detection sensitivity and accuracy under various working conditions.

Figure 18 shows the predicted value versus actual data of OFT, and Figure 19 shows corresponding residuals in fault early warning set, wherein the red lines are the detection threshold $[-0.2763, 0.2763]$ and the black line is the maintenance time. It can be seen that at the performance changing point, the residuals change significantly. From the results, 99.58% of normal data within the detection threshold, and 100% of the residuals of fault data exceed the detection threshold. The result proves that the FWH performance remains unchanged before maintenance and has an obvious performance change after maintenance. The negative residuals represent performance improvement. That is consistent with the actual operation state, and further proves that the proposed method is sensitive to fault and robust to various interferences.

For an intuitive description, the comprehensive performance of the SDSAE-BP-based frequent pattern model method is given in Table 3, wherein $Acc_{\text{normal}}$ and $Acc_{\text{fault}}$ represent the accuracy of normal and fault data in fault early warning set, respectively.

Table 3. Overall fault early warning performance of the proposed method

| Training RMSE | Validation RMSE | Detection Threshold | Accuracy of Training Set | Accuracy of Validation Set | Fault Early Warning Set |
|---------------|-----------------|---------------------|--------------------------|---------------------------|-------------------------|
| 0.0922        | 0.1006          | 0.2763              | 0.9967                   | 0.9863                    | 0.9958                  |
|               |                 |                     |                          |                           | 1.0000                  |

Figure 17. Residual distribution in validation set.

Figure 18. Performance in fault early warning set.
4.3. Comparison Experiment

In Section 3.1, an SDSAE-BP network is proposed for frequent pattern modeling to achieve self-adaptive feature reduction, which is the basis of consideration of redundant information caused by strong coupling of FWH and high correlation among relevant parameters. In subsequent sections, comparison experiments are carried out to further verify the necessity of feature reduction and the superiority of the SDSAE-based feature reduction method, separately.

4.3.1. The Necessity of Feature Reduction

To validate the necessity of feature reduction in FWH fault early warning, the comparative experiments are carried out for comparisons, which include: (1) Extreme learning machine (ELM) [28]; (2) BPNN with single hidden layer; (3) BPNN, whereas the hidden layer’s setting is same as that of proposed SDSAE-BP in Section 4.2.1; (4) Long short-term memory network (LSTM) [29]. Corresponding hyperparameters and hidden layer neuron numbers for the above methods are obtained through a full factorial grid search with trial and error. Considering the stochastic nature of the neural network in the training problem, each experiment is carried out 20 times and the one with minimum RMSE in the validation set is selected as the best result for comparison. The performance monitoring parameter and the data partition are exactly the same as utilized in the experiment with SDSAE-BP. The performance of comparative methods in fault early warning set are separately illustrated in Figure 20a–d, and the comprehensive comparison is shown in Table 4.

Table 4. Performance comparison of different modeling methods.

| No. | Modeling Method | Hidden Layer Neurons | Detection Threshold | Accuracy of Training Set | Accuracy of Validation Set | Fault Early Warning Set |
|-----|-----------------|----------------------|---------------------|--------------------------|----------------------------|-------------------------|
|     |                 |                      |                     |                          |                            | Acc_{normal} | Acc_{fault} |
| 1   | ELM             | (35)                 | 0.3512              | 0.9925                   | 0.9151                     | 0.8958      | 0.9316      |
| 2   | BPNN            | (30)                 | **0.2349**          | 0.9949                   | 0.9190                     | 0.9513      | 0.9267      |
| 3   | BPNN            | (7-4-7)              | 0.2462              | 0.9945                   | 0.9117                     | 0.9537      | 0.9716      |
| 4   | LSTM            | (30)                 | 0.3908              | 0.9958                   | **0.9924**                 | 0.9957      | 0.9927      |
| 5   | SDSAE-BP        | (7-4-7)              | 0.2763              | **0.9967**               | 0.9863                     | **0.9958** | **1.0000** |

The bold is to show the best performance in the comparative test.

Comparatively speaking, the proposed SDSAE-BP based method achieves the best fault early warning performance. Although other methods may achieve good results in training set and obtain smaller detection threshold, the overall performance is poor in other data sets. Meanwhile, it is worth noticing that the residuals present the same fluctuation trend with the unit load as shown in all comparison methods, which illustrates the adverse impact of redundant information on fault early warning.
The purpose of the setting is to verify the superiority of the network parameters pretrain carried out by Energies modified. The updating of network parameters is beneficial to frequent pattern modeling. The ELM hidden layer is given randomly, and it cannot be updated when network parameters are absent. No.4 has little detecting threshold and discriminating degree of fault symptoms. Although the detection accuracy of fluctuation compared with 1 and 3. The proposed SDSAE-BP-based method outperforms LSTM in both feature learning, which can discover the data characteristics and reduce the negative impact of the best feature reduction for the first, and the second hidden layer transmits fewer features to the next layer. However, although the structure of the proposed SDSAE-BP is imitated, the pretrain process of the feature compression for the first, and the second hidden layer transmits fewer features to the next layer. In principle, the parameter setting of hidden layer neurons (7–4–7) can approximately realize hidden layer neurons setting of the proposed 5 method, is conducted as a comparative experiment. In the experiment, BPNN with a single hidden layer is directly used to do frequent pattern modeling. From results, although it has a good fitting result in training set and the detection threshold is smaller than 5, the fault early warning performance in $S_3$ is poor. The introduction of redundant information leads to a decrease in the sensitivity of the fault data, which will finally lead to the decline of the fault early warning performance. Furthermore, 3 experiment, wherein BPNN with the same hidden layer neurons setting of the proposed 5 method, is conducted as a comparative experiment. The purpose of the setting is to verify the superiority of the network parameters pretrain carried out by SDSAE. In principle, the parameter setting of hidden layer neurons (7–4–7) can approximately realize the feature compression for the first, and the second hidden layer transmits fewer features to the next layer. However, although the structure of the proposed SDSAE-BP is imitated, the pretrain process of network parameters is absent in the comparative 5 experiment. Thus, the proposed SDSAE-BP method obtains better performance than the 5 since the SDSAE fulfills the feature reduction and obtains a more essential feature expression for frequent pattern modeling. Meanwhile, although 5 does not achieve the best feature reduction effect, it is better than 2 with no thought for feature reduction.

For 4, the performance of the LSTM network is better than 1 to 3. Compared with traditional neural networks, LSTM-based deep learning methods have more powerful cognitive capability in feature learning, which can discover the data characteristics and reduce the negative impact of redundant information to some extent. As can be seen, the LSTM-based method has less residual fluctuation compared with 1 and 3. The proposed SDSAE-BP-based method outperforms LSTM in both detecting threshold and discriminating degree of fault symptoms. Although the detection accuracy of No.4 has little difference with No.5, the proposed SDSAE-BP method outperforms the sensitivity of fault characteristics.

In addition, it can be seen that BPNN outperforms ELM. This is because the weight and bias of the ELM hidden layer is given randomly, and it cannot be updated when network parameters are modified. The updating of network parameters is beneficial to frequent pattern modeling.

Figure 20. Fault early warning performance of comparative methods.
4.3.2. Superiority of SDSAE based Feature Reduction Method

For the proposed method, SDSAE is used to realize self-adaptive feature reduction and extract the essential features from redundant information. However, there are many feature reduction methods used in similar previous researches. In this section, comparative experiments are conducted with models using different feature reduction methods. The comparative experiments include: (1) Squared prediction error (SPE) based principle component analysis (PCA) fault diagnosis method; (2) $T^2$ based PCA fault diagnosis method; (3) Genetic algorithm based ELM (GA-ELM) method, which selects input features with the goal of minimizing RMSE value of validation set; (4) BPNN based on PCA feature reduction, where the cumulative variance contribute rate is set to 0.99. The performance monitoring parameter and data partition are the same as the experiment in Section 4.2. Figure 21a–d shows the prediction error (SPE) based principle component analysis (PCA) fault diagnosis method; (2) $T^2$ based PCA fault diagnosis method; (3) Genetic algorithm based ELM (GA-ELM) method, which selects input features with the goal of minimizing RMSE value of validation set; (4) BPNN based on PCA feature reduction, where the cumulative variance contribute rate is set to 0.99. The performance monitoring parameter and data partition are the same as the experiment in Section 4.2. Figure 21a–d shows the performance of each method separately, and Table 5 shows the comparison results with different feature reduction methods.

![Figure 21](image)

**Figure 21.** Fault early warning performance of comparative feature reduction methods.

**Table 5.** Performance comparison of feature reduction methods.

| No. | Modeling Method | Detection Threshold | Accuracy of Training Set | Accuracy of Validation Set | Fault Early Warning Set |
|-----|-----------------|---------------------|--------------------------|----------------------------|-------------------------|
| 1   | PCA($T^2$)      | 9.2104              | 0.9958                   | 0.9820                     | 0.9925                 |
| 2   | PCA(SPE)        | 6.2763              | 0.9777                   | 0.9492                     | 0.9883                 |
| 3   | GA-ELM          | 0.3981              | 0.9911                   | 0.9833                     | 0.9860                 |
| 4   | PCA-BP          | 1.7658              | 0.9869                   | 0.9576                     | 0.9856                 |
| 5   | SDSAE-BP        | 0.2763              | 0.9967                   | 0.9863                     | 0.9958                 |

The bold is to show the best performance in the comparative test.

As can be seen in Table 5, the proposed SDSAE-BP-based method achieves the best performance. Compared with other methods, the conclusions can be drawn as follows.
Firstly, the SPE- and T²-based PCA fault diagnosis methods achieve fault early warning by analyzing the data statistical properties. However, the above methods only consider the statistical characteristics of data. The proposed frequent pattern model-based method not only considers the data characteristics, but also integrates the physical mechanism of FWH closely. Thus, the proposed method achieves a more desirable overall performance.

Secondly, the result of GA-based feature reduction experiment 4 is taking #2 FWH inlet feedwater temperature and #2 FWH inlet steam pressure as model input features. From the perspective of FWH working principles, it is reasonably explained that the above two parameters represent the main driving force of parameters changing. However, it is generally known that feature reduction will lead to information loss. Although the GA-based feature selection method avoids the problem carried by redundant information, it also discards the effective information contained in unselected parameters. SDSAE can reduce the interferences of redundant information while retaining more effective information through self-adaptive feature reduction and nonlinear transformation; thus, it achieves better performance than the GA-ELM method.

Finally, although the SDSAE has similarity with PCA in feature reduction, it is much more flexible since it can represent both linear and nonlinear transformation, while PCA can only perform linear. Meanwhile, the SDSAE can learn more essential data characteristics than PCA-based methods by setting appropriate noise and sparse constraints. In practical application, the information contained in the SDSAE significantly improves the frequent pattern characterization ability and obtains better performance than the PCA-BP method.

5. Conclusions

In this paper, a fault early warning method based on SDSAE-BP frequent pattern model for feedwater heater performance degradation is developed. Firstly, the concept of a frequent pattern model is proposed as an indicator for FWH performance evaluation, which avoids the influence of working conditions. Then, considering the negative effects carried by redundant information, the SDSAE and BPNN are combined to achieve self-adaptive feature reduction and nonlinear properties characterization for frequent pattern modeling. Through the experiment with actual data collected from a typical FWH, the results show that the proposed method achieves 99.58% and 100% for normal and fault data, respectively. Moreover, comparative experiments are carried out to verify the necessity of feature reduction as well as the rational balance between effective information and interferences. The SDSAE-based feature reduction method outperforms traditional methods in essential feature extraction and effective information retention.

The method proposed in this paper not only provides a new approach for the fault early warning of FWH performance degradation, but also provides the basic technology for study on subsequent failure trend prediction and condition-based maintenance combined with time-series analysis. The related research achievements have significant meanings in theory and practical engineering.
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