Neutron scattering experiments and simulations near the magnetic percolation threshold of Fe$_x$Zn$_{1-x}$F$_2$
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The low temperature excitations in the anisotropic antiferromagnetic Fe$_x$Zn$_{1-x}$F$_2$ for $x = 0.25$ and 0.31, at and just above the magnetic percolation threshold concentration $x_p = 0.25$, were measured using inelastic neutron scattering. The excitations were simulated for $x = 0.31$ using a localized, classical excitation model, which accounts well for the energies and relative intensities of the excitations observed in the scattering experiments.

PACS numbers: 75.40.Mg, 75.50.Ee, 78.70.Nx

I. INTRODUCTION

In two and three dimensions, spin wave excitations are well studied in pure isotropic and anisotropic insulating antiferromagnets. Magnetic excitations are significantly modified by magnetic dilution introduced by site substitution of the magnetic ions with diamagnetic ones. For isotropic systems near the magnetic percolation threshold concentration, $x_p$, both well-resolved, local spin excitations as well as crossover from spin wave excitations to fracton excitations on a fractal-like lattice, have been characterized near $x_p$ in two and three dimensions. Local spin excitations have been observed in dilute two-dimensional anisotropic systems near $x_p$. In three dimensions, magnetic excitations have been studied for the magnetically diluted anisotropic systems Mn$_{0.5}$Zn$_{0.5}$F$_2$ and Fe$_x$Zn$_{1-x}$F$_2$.

The parent compounds MnF$_2$ and FeF$_2$ exhibit comparable exchange energies and corresponding spin wave dispersions, but the FeF$_2$ system has an order of magnitude larger anisotropy and a correspondingly larger spin wave gap. The excitations in the Mn$_{0.5}$Zn$_{0.5}$F$_2$ system were interpreted in terms of spin wave to fracton crossover as the scattering wavevector $q$ increases. The behavior of the Fe$_x$Zn$_{1-x}$F$_2$, for $x \geq 0.31$, has been interpreted as showing both spin wave and local spin excitations for small $q$ and local spin excitations for large $q$. In this study, we examine magnetic excitations with high resolution neutron scattering experiments and computer simulations in Fe$_x$Zn$_{1-x}$F$_2$ as $x$ approaches $x_p = 0.25$.

The well-characterized random-exchange antiferromagnet Fe$_x$Zn$_{1-x}$F$_2$, with its simple structure and interactions, is an ideal anisotropic three-dimensional ($d = 3$) system in which to study magnetic excitations through inelastic neutron scattering measurements and theoretical modeling and simulation. Magnetic excitations in the $d = 3$ anisotropic antiferromagnet FeF$_2$ have been very well characterized. The structure of FeF$_2$ and diamagnetic ZnF$_2$ are similar. The antiferromagnetic spins in FeF$_2$ form a tetragonal lattice with two interpenetrating sublattices. The dominant antiferromagnetic inter-sublattice $J_2$ exchange interaction is between the body-center and body-corner magnetic ions. The intra-sublattice ferromagnetic $J_1$ and frustrating antiferromagnetic $J_3$ exchange interactions are much smaller (cf. Sec. III for further details). Best fit values from inelastic neutron scattering measurements are shown in Table I. FeF$_2$ and diamagnetic ZnF$_2$ mix well during crystal growth to form Fe$_x$Zn$_{1-x}$F$_2$, which is a dilute, anisotropic, three-dimensional antiferromagnet. The occupation of sites by Fe$^{2+}$ ions with $S = 2$ or diamagnetic Zn$^{2+}$ ions appears close to random, though slight clustering cannot be ruled out. It appears that $J_2$ does not vary significantly with dilution. There is limited information about the effect of dilution on the anisotropy, but it also does not appear to vary by a large amount.

Magnetic ordering in Fe$_x$Zn$_{1-x}$F$_2$ has been experimentally studied previously at magnetic concentrations $x$ equal to or near $x_p = 0.246$, the magnetic percolation threshold for the body-centered tetragonal magnetic structure with an interaction between the body-centered and corner ions ($J_2$ in Fe$_x$Zn$_{1-x}$F$_2$). The $H = 0$ random-exchange transition should be expected for $x > x_p$ if there is only the dominant exchange interaction $J_2$. However, the small $J_1$ and $J_3$ interactions in Fe$_x$Zn$_{1-x}$F$_2$ could become influential near $x_p$. The prior experiments in zero-field have demonstrated that for concentrations $x \lesssim 0.3$ there is, at best, very weak long-range an-
tiferromagnetic order at low temperatures. The system exhibits spin-glass-like behavior, dominated by slow dynamics near the percolation threshold, possibly a result of the frustrating $J_3$ interaction.

Early inelastic neutron scattering measurements in Fe$_x$Zn$_{1-x}$F$_2$ were compared to a simple treatment with the excitation energies assigned as $(z/n)E(q)$, where $n = 8$ represents the number of neighbors in FeF$_2$, $z \leq n$ is the possible number of neighbors of a given spin in the magnetically dilute system, and $E(q)$ is the spin wave energy as a function of the scattering wave vector $q$ in Fe$_x$Zn$_{1-x}$F$_2$. The intensities are assigned by the combinatorial probabilities of finding $z$ neighbors of a given spin. While giving a fairly accurate description of the overall spread in energy, this description fails in the detailed structure of the excitation spectrum when higher energy resolution measurements resolve individual peaks. Similar results were found in far-infrared absorption experiments, high magnetic field pulsed laser absorption, and inelastic neutron scattering experiments for $x \geq 0.4$.[14,16] It was observed in the pulsed laser absorption measurements that the peaks become more easily resolvable for $x = 0.4$ and that for this case the simplistic modeling described above proves wholly inadequate; the spacings of the resolved peaks do not correspond to the simple model. The excitations were found to be largely localized, having little dispersion.

Here, we present a high resolution neutron-scattering study of Fe$_x$Zn$_{1-x}$F$_2$ close to its percolation threshold. In agreement with the aforementioned work, the excitations show little or no dispersion. We show that a model of localized excitations accounts for our spectra even quantitatively.

The layout of the remaining part of this paper is as follows. In Sec. II we report our new experimental results. The obtained spectra are rationalized through a simple model in Sec. III. Finally, we present our conclusions in Sec. IV.

II. EXPERIMENTAL RESULTS

The results at $x = 0.4$ motivated experiments closer to the percolation threshold and we have conducted inelastic neutron scattering studies for $x = 0.25$ and $x = 0.31$. Neutron scattering measurements were carried out using the high energy-resolution triple-axis spectrometer C1-1 installed at the JRR-3M reactor of JAEA in Tokai operating with a horizontally focusing analyzer with a final neutron energy of $E_f = 3.1$ meV. The energy resolution at the elastic position is 0.09 meV (full width at half maximum) but it increases to 0.46 meV as the energy transfer increases to 8 meV. Single-crystal samples were mounted in a closed-cycle refrigerator with the $c$-axis perpendicular to the scattering plane. We examined a Fe$_{0.25}$Zn$_{0.75}$F$_2$ single crystal with a mass of 2.24g and a Fe$_{0.31}$Zn$_{0.69}$F$_2$ single crystal with a mass of 1.72g. The magnetic concentrations of the optical-quality crystals were determined using density measurements. The resulting scattering spectra of the experiments, shown in Figs. 1 and 2. indicate localized excitations since the excitation energies are largely independent of the scattering wave vector $q$. The simple approximation described above yields peaks similar to the resolved experimental peaks in the spectra, but the energies are not well predicted, as discussed below. It was clear that a more realistic calculation was needed to describe the peaks and to elucidate what governs the details of the $E$ vs $q$ spectra. We discuss simulations below that capture essential characteristics of the experimental results.

III. MODELING THE SPECTRA

We have remarked in the previous section that, to a large extent, the scattering spectra are independent of the scattering wave vector, which suggests that the underlying excitations are spatially localized and therefore can be described by a local model. Local spin Hamiltonians for pure FeF$_2$ have been extensively discussed,[11,17,18] and include both an on-site interaction characterized by an anisotropy parameter $D$, and Heisenberg exchange interactions characterized by three coupling constants $J_1$, $J_2$ and $J_3$. The strongest exchange is the antiferromagnetic $J_2$ that couples nearest neighbors belonging to different sublattices of the body-centered tetragonal magnetic lattice of Fe atoms, while $J_1$ and $J_3$ couple atoms belonging to the same sublattice, i.e., bonds parallel to

![FIG. 1: Experimental intensities vs energy for $x = 0.25$ and $0.31$ for the zone center, $q = 0$, for $q = 0.25$, and for the zone boundary, $q = 0.5$. The data for $x = 0.25$ were taken at $T = 0.7$K and those at $x = 0.31$ were taken at $T = 10$K. The curves are guides to the eye constructed from Gaussian peaks. The Gaussian peak locations are the same for each value of $q$. The ratio of intensities for $x = 0.25$ and $x = 0.31$ is arbitrary.](image-url)

FIG. 1: Experimental intensities vs energy for $x = 0.25$ and $0.31$ for the zone center, $q = 0$, for $q = 0.25$, and for the zone boundary, $q = 0.5$. The data for $x = 0.25$ were taken at $T = 0.7$K and those at $x = 0.31$ were taken at $T = 10$K. The curves are guides to the eye constructed from Gaussian peaks. The Gaussian peak locations are the same for each value of $q$. The ratio of intensities for $x = 0.25$ and $x = 0.31$ is arbitrary.
the edges of the unit cell (Fig. 3).

Following the same pattern, we model the disordered sample with the following Hamiltonian:

\[
H = -D \sum_i \epsilon_i [S^{(z)}_i]^2 + J_2 \sum_{\langle i,j \rangle} \epsilon_i \epsilon_j S_i \cdot S_j + J_1 \sum_{\langle \langle i,j \rangle \rangle} \epsilon_i \epsilon_j S_i \cdot S_j + J_3 \sum_{\langle \langle\langle i,j \rangle\rangle\rangle} \epsilon_i \epsilon_j S_i \cdot S_j \tag{1}
\]

where the \( S_i \) are \( S = 2 \) spin operators that represent the Fe atoms, and where the substitutional disorder is represented by statistically independent random variables \( \epsilon_i \) which take the value one with probability \( x \) (the fraction of Fe atoms) and the value zero with probability \( 1-x \) (the fraction of nonmagnetic Zn atoms symbolized as empty sites in Fig. 3).

Table I shows the parameters obtained by Hutchings et al. [11] by fitting inelastic neutron scattering data of FeF\(_2\) to the spin Hamiltonian, and it is often assumed that the same values can be used for the analysis of the dilute antiferromagnets [14,15] (we will elaborate on this point later). The fact that \( |J_1|, J_3 \ll J_2 < D \) allows us to get an estimate of the spectrum at low temperatures by ignoring in the Hamiltonian the terms proportional to \( J_1 \) and \( J_3 \) and making the approximation \( S_i \cdot S_j \approx S^{(z)}_i S^{(z)}_j \) in the terms proportional to \( J_2 \). For the sake of definiteness let us consider a site \( i \) on the A sublattice, with \( n_2 \) Fe neighbors (the probability distribution function for \( n_2 = 0, 1, \ldots, 8 \) is binomial). Since at very low temperatures the magnetic state of the sample is essentially the Néel state (\( S^{(z)}_i = +2 \) if the site \( i \) belongs to the A sublattice and \( S^{(z)}_i = -2 \) if \( i \) is in the B sublattice), the local magnetic field felt by the spin \( i \) due to the \( n_2 \) surrounding atoms is \( -2n_2J_2 \). Hence, the contribution of spin \( i \) to the energy is \( E_i = -D[S^{(z)}_i]^2 - 2n_2J_2S^{(z)}_i \). An incoming neutron typically causes a spin flip \( S^{(z)}_i = 2 \rightarrow S^{(z)}_i = 1 \); the energy of such a transition is

\[
\Delta E \approx 3D + 2n_2J_2,
\]

and therefore to a first approximation the spectrum consists of nine evenly spaced zero-width peaks with a binomial distribution of intensities. The anisotropy parameter \( D \) determines the average position of the peaks, while the spacing between peaks is proportional to \( J_2 \).

Actually, a more accurate description can be obtained by averaging the immediate generalization of Eq. (2)

\[
\Delta E \approx 3D - 2n_1J_1 + 2n_2J_2 - 2n_3J_3, \tag{3}
\]

over the respective number of neighboring sites \( 0 \leq n_1 \leq 2, 0 \leq n_2 \leq 8, 0 \leq n_3 \leq 4 \). In Fig. 4 we show the result of this calculation with the parameters of the pure sample [12] and (zero-width) intensities proportional to the products of the respective combinatorial weights. This figure shows how the coupling constants \( J_1 \) and \( J_3 \) contribute to the effective spread of the peaks. In fact, comparison with the fit to the experimental data suggests that all the pure sample parameters need to be modified to describe the highly diluted sample and, in particular, that the anisotropy parameter \( D \) is too large. As we will see in the forthcoming discussion, the parameters that provide the best fit to the experimental data depend on the approximation scheme used to study the model Eq. (1). However, the semiclassical picture given

---

TABLE I: Best fit parameters, taken from Ref. [1] for the spin Hamiltonian of pure FeF\(_2\).

| \( D(\text{cm}^{-1}) \) | \( J_1(\text{cm}^{-1}) \) | \( J_2(\text{cm}^{-1}) \) | \( J_3(\text{cm}^{-1}) \) |
|------------------------|------------------------|------------------------|------------------------|
| 6.46(±0.29, −0.10)     | −0.048 ± 0.060         | 3.64 ± 0.10            | 0.194 ± 0.060          |
by Eq. (3) and illustrated in Fig. 4 remains qualitatively correct in the full simulation.

Our approach to simulate the experimental spectra is a two-step procedure. In the first step we use the full Hamiltonian (1) but maintain the approximation $S_i \cdot S_j \approx S_i^{(z)} S_j^{(z)}$ for the exchange terms, so that we can generate typical local environments by a classical Monte Carlo simulation. More concretely, we generate equilibrium spin configurations at $T = 10$ K using a heat bath combined with a cluster method in lattices with $2 \times 32 \times 32$ sites with an Fe density $x = 0.31$. After we equilibrate ten such lattices (samples) we pick at random on each sample 1000 nonempty sites. We call this site, together with its $n$ nearest neighbors, as illustrated in Fig. 3(b), a dynamic shell, and the next shell of atoms (not shown in Fig. 3(b)), the local environment. Figure 3(a) illustrates a simpler version of this idea, in which there is only one spin in the dynamic shell (the central spin marked by a flipping arrow) and there are six frozen atoms in an antiferromagnetic state that constitute the local environment.

In the second step of our procedure we use the full Hamiltonian (1) with full quantum spin operators for each atom on the dynamic shell, while the nondynamic spins that constitute the local environment are kept fixed and act in effect as boundary conditions for the dynamic shell. Since the third component of the total spin for each dynamic shell

$$S^{(z)} = \sum_{i \text{ dynamic}} S^{(z)}_i$$

commutes with the Hamiltonian, we find the ground state (G.S.) within the subspace corresponding to the Néel state $S^{(z)} = S_{\text{Néel}}$, which amounts to diagonalizing a square matrix with up to 3000 states, and the excited states by diagonalizing the Hamiltonian restricted to the subspaces $S^{(z)} = S_{\text{Néel}} \pm 1$ allowed by the selection rules. The transition energies are simply the energy differences

$$\Delta E^\pm_k = E^S_{\text{Néel} \pm 1} - E^{S_{\text{G.S.}}}.$$  \hspace{1cm} (5)

The exact calculation of the intensities in this experimental setting involves the matrix elements of a rather complicated interaction Hamiltonian. We settle for an estimate of the relative intensities of these transitions and consider the simplest possible interaction operator (in fact, one of the terms appearing in the full expression), which is proportional to $S_i^{(\pm)}$, where $i$ denotes the central atom of the dynamic shell. The contribution of each transition (5) to the total intensity is proportional to

$$\langle k, S^{(\pm)} = S_{\text{Néel}} \pm 1 | S_i^{(\pm)} | \text{G.S.}, S^{(z)} = S_{\text{Néel}} \rangle^2.$$  \hspace{1cm} (6)

We have found that the main effect of the simplified transition matrix element (6) is to suppress the contributions of high-energy transitions. Note also that the combinatorial factor is already included in our sampling of the simulation results. Finally, we add up the contributions of all the possible transitions in our 1000 samples, calculate the convolution of this result with the measured instrumental resolution function (a Gaussian with moderate energy-dependent width), and normalize the result to match the maximum count of the experimental curves (it would seem better to match the integrated intensity in the experimental range, but as we will see, the resulting widths are too narrow).

Figure 3 shows the results of these procedures for the two dynamic shells illustrated in Fig. 3 in the energy range between 2 meV and 8 meV. The figures show the experimental points, a numerical fitting to these points, and our simulation results. The one-site calculation reproduces quite well the main features of the experimental spectrum, including the average position of the peaks (controlled by the anisotropy parameter $D$), although the separation between peaks (controlled by the coupling constant $J_2$) is too large and, as we anticipated, the widths are too narrow.

Although the simulation results corresponding to the dynamic shell of Fig. 3(b) feature wider widths, the average position is clearly shifted to high energies, which suggests that, not only the value of $J_2$, but also the value of the anisotropy parameter $D$ may be too large in this context. A possible explanation might be related to the method by which the pure sample parameters are obtained, whereby a semiclassical approximation is used to determine the spectrum parametrically as a function of $D$, $J_1$, $J_2$ and $J_3$, and later these parameters are fitted to match the experimental results. In essence, this procedure involves a calculation to first order in $1/S$, which should give better results for $S \gg 1$ i.e., for the one-site approximation. This possibility has already been

![Figure 4: Semiclassical approximation to the spectrum provided by Eq. (3) averaged over the respective number of neighboring sites with the pure sample parameters. The solid line is a fit to the experimental data of Fig. 1 corresponding to $x = 0.31$ and $q = 0.5$, and suggests that the pure sample parameters need to be modified to describe the highly diluted sample.](image-url)
noticed. For example, in Ref. 14 certain empirical relations between the parameters of the pure sample are proposed.

Following these ideas, in Fig. 6(a) we show the result of an optimization of the parameters $J_2$ and $D$ to match the experimental results, which yielded $J_2 = 3.35 \text{ cm}^{-1}$ and $D = 5.25 \text{ cm}^{-1}$. Unfortunately, the correlation between these parameters and the uncertainties prevents a more accurate determination of these values or the simultaneous optimization of the less significant $J_1$ and $J_3$ that we have kept fixed. Although the widths of the peaks are still too narrow, the intensities are quite well accounted for, and even a last peak at $E \approx 7.4 \text{ meV}$ seems to be reproduced.

Finally, as an estimate of the thermal effects in our simulations, in Fig. 6(b) we show a similar calculation at $T = 0 \text{ K}$, i.e., with a purely antiferromagnetic state (no thermal disorder) of the environment. Note the distinctly narrower widths and poorer intensity relations between the peaks, particularly at high energies.

There are a variety of possible reasons to explain the larger experimental widths: our scattering operator is oversimplified, as it does not take into account the relative orientation of the lattice and the wave vector of the incoming neutron, which we also assume perfectly well defined (i.e., we neglect the spread of the neutron beam); the dynamic shells and their environments have been obtained from a classical (rather than quantum) Monte Carlo, which surely overestimates the spin ordering at low temperatures; and the dynamic shells are limited to spins and their immediate neighbors.

IV. DISCUSSION

In summary, we have presented high-resolution spectra from neutron scattering experiments, conducted over Fe$_x$Zn$_{1-x}$F$_2$ close to its percolation threshold. We model these spectra in terms of a site-diluted Heisenberg model, containing both ferromagnetic and antiferromagnetic exchange interactions. In spite of its simplicity and with only a moderate adjustment of the parameters, the proposed model accounts quite well for the position and intensity relations of the peaks in the spectra. This success is probably due to the validity of our main hypothesis, namely the local nature of the spin excitations in these systems which lie close to the percolation threshold for the Fe lattice.

Whereas local spin excitations dominate the energy spectrum for $x$ near $x_p$ in Fe$_{1-x}$Zn$_x$F$_2$, we cannot rule out a very small contribution from fracton excitations in
a similar energy range. Fracton excitations as well as local spin excitations coexist in isotropic systems and both may exist in the small anisotropy Mn$_{1-x}$Zn$_x$F$_2$ system as $x$ approaches $x_p$. In that case, modeling the local spin excitations could aid in separating the two types of excitations, allowing the characterization of local spin excitations as well as the persistence of fracton excitations under conditions of weak anisotropy.
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