Calculations of near-field emissions in frequency-domain into time-dependent data with arbitrary wave form transient perturbations
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Abstract
This paper is devoted on the application of a computational method for calculating transient electromagnetic (EM) near-field (NF) radiated by electronic structures excited by arbitrary wave form perturbations. The method feasibility is verified by simulations from EM3D illustrating the proposed method principle are described. It is based on three successive steps: the synchronization of the input excitation spectrum \( H(f) \) and the given frequency-dependent data with arbitrary wave form transient perturbations \( i(t) \) from frequency-domain data. The method feasibility is verified by simulations from EM3D standard tools. In addition, a time-frequency extraction technique of the time-dependent z-transversal NF component \( X_z(f,t) \) from frequency-dependent longitudinal components \( X_l(f) \) and \( X_t(f) \) is also presented. This technique is based on the conjugation of inputs \( H(f) \) and the given frequency \( f \) from Fourier transform (FFT). The steps illustrating the proposed method principle are described. It is based on three successive steps: the synchronization of the input excitation spectrum \( H(f) \) and the given frequency-dependent data with arbitrary wave form transient perturbations \( i(t) \) from frequency-domain data. The method feasibility is verified by simulations from EM3D standard tools. In addition, a time-frequency extraction technique of the time-dependent z-transversal NF component \( X_z(f,t) \) from frequency-dependent longitudinal components \( X_l(f) \) and \( X_t(f) \) is also presented. This technique is based on the conjugation of inputs \( H(f) \) and the given frequency \( f \) from Fourier transform (FFT). The steps illustrating the proposed method principle are described.
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1. Introduction

With the unintentional electromagnetic interferences (EMIs), the design engineers needs to take into account the electromagnetic compatibility (EMC) models during the electronic systems manufacture process. The most disturbing EMC effects are caused by the electrical/electronic system integration can be due to the electromagnetic field (EMF) radiations and the couplings between the different circuits as the electrical cables and electronic equipment. Therefore, NF emission models and scanning measurement techniques were proposed [6-9]. Nevertheless, large amount of the NF investigation were performed in frequency-domain. However, in transient perturbations are susceptible to degrade the mixed electronic systems as digital ad RMS frequencies (RFs) and integrated systems [11]. It has been found that the EMC engineering should include the transient EM-NF emissions especially in time-domain [10-20]. Currently, this topic attracts many of electronic engineers and researchers. With the increase of \( f \) integration density and the operating rate, EM NF analysis is necessary for the RF/digital electronic boards [1-3]. Undesired transient effects can be created by different perturbations a such as non-linearity \( f \) electronic devices during their commutations [10]. These transient EM-field emissions need to be canceled out for the reliability. For this reason, EM transient analysis is required. Assuming linear and analog/mixed (AM) electronic designers use regularly software tools such as S PICE, while those working on RF/microwave engineering focus in frequency-domain simulation tools based on the S-parameters. In practice, one needs the fusion of both approaches as AM engineers are required to make further analysis on the critical components by using EM simulation tools. This constitutes an improvement technique in the EMC area. In this optic, the EM emission modeling by the mixed components becomes one of the most important implementation. Therefore, the issues both in frequency- and time-domains should be forecasted.

Basically, the transient EM-field computation was initially determined with elementary EM dipole radiations [22-27]. As reported in [7-8], any electronic circuit NF radiations can be reproduced with arrays of elementary dipoles. Moreover, time-domain NF radiation was also conducted with excitation based on arbitrary wave form signals [28]. This computational approach is advantageous for the modeling of EMNFR radiated by complex electrical/electronic structures which cannot be modeled with most of standard tools [29-30]. This computation
method remains complicated when considering electronic devices operating with UWB and base band signal. So, more recently, EM computational method based on the plane wave spectrum (PWS) theory was proposed [31-33]. This method is based on the exploitation of the fundamental plane wave’s properties and FFT, then, transposed in time-domain. It allows simplifying considerably the reconstruction of the EM NF radiations (including the evanescent waves) as the calculation of longitudinal component (along z-axis) from transversal components (along x- and y-axes) [31-32], the NF/NF transform [33] and also extraction of the electric NF components (E_x, E_y, and E_z) from 2D data H_x and H_y [34]. In the continuation of these works, as a special issue of [35], the generalized methodology of a time-frequency EM NF computation is presented in this paper.

The paper is mainly divided in three sections. Section 2 is focused on the application of the routine algorithm of EM NF time-frequency method proposed in [28][35]. Section 3 introduces a time-domain EM computation method based on the PWS transform for extracting EM NF component X_z from X_x and X_y with arbitrary excitations. Section 4 is the conclusion.

2. Calculation method of time-dependent near-field maps with transient perturbations from frequency-dependent data

This section describes the time-frequency computation methodology presented in this paper. We will extend the FFT and IFFT instructions to reconstitute the time-dependent magnetic NF maps H_x,y,z(t) radiated by an electronic device f rom the frequency components H_x,y,z(f) for any excitation undesired currents or voltages for the EMC applications as proposed in [28][35].

2.1. Theoretical approach of the time-frequency computation method under study

Let us consider the time-dependent plot of the arbitrary signal \( x(t) \) presented in Figure 1. This signal is supposed as the excitation of an EM structure under consideration. As indicated in this figure, the sampled data corresponding to the signal under test is supposed a nd discretized from the starting time \( t_{min} \) to the stop time \( t_{max} \) with time step \( \Delta t \). It means that the number of time-dependent samples is equal to:

\[
n = \text{int} \left( \frac{t_{max} - t_{min}}{\Delta t} \right),
\]

with \( \text{int}(a) \) generates the lowest integer number greater than the real number \( a \).

![Figure 1: Transient excitation signal.](image)

By definition, we can determine mathematically the frequency-dependent spectrum of \( i(t) \) as a complex number denoted as:

\[
I(k, f) = \sum I(k) \delta(t - k),
\]

where \( t_k = k \cdot \Delta t \) and \( k = \{1 \cdots n\} \). In this expression, the variable \( f_k \) represents the sampling of the frequency variable. These frequencies can be extracted from the sampling time parameters by the following expression:

\[
f_k = k \cdot \Delta f,
\]

with \( k = \{1 \cdots n\} \) and \( \Delta f \) is the step frequency which is determined by the relation:

\[
\Delta f = \frac{1}{t_{max} - t_{min}}.
\]

In order to operate with the excitation signal, the frequency spectrum magnitude needs to be normalized as a complex coefficient. For this reason, \( I_0 \) is assumed as a harmonic component sinusoidal current necessary for generating the electric or magnetic field spectrum \( H_{\phi,0}(f) \), the harmonics of the input current can be extracted from the following complex coefficients:

\[
\mathcal{E}_k = \frac{I(f_k)}{I_0},
\]

This normalization is illustrated by spectrum representation shown in Figure 2 [27].
For the base band applications, it is interesting to note that the starting frequency $f_{\text{min}}$ must be equal to the frequency step $\Delta f$. In this scope, the spectrum value can be extrapolated linearly to generate the DC-component of the excitation signal. According to the signal processing theory, the DC-component of the ultra-short transient signal is negligible at very low frequency band. So, the extrapolation operating will not change the calculation results. The upper frequency $f_{\text{max}}$ must belong in the frequency bandwidth containing higher than 95% spectrum energy of the excitation signal.

Once, the frequency spectrum coefficients are defined, the time-dependent NF data corresponding to the transient current signal can be carried out by convoluting the frequency coefficients $c_k$ and the frequency EM field data. The routine process will be presented in the next subsection.

### 2.2. Computational process of the proposed method

The computation method developed in this paper can be summarized in two steps. After extracting the frequency spectrum coefficients $c_k$ from the transient excitation signal $i(t)$ as explained in the previous subsection, we will focus on the convolution between frequency spectrum coefficients and the frequency EM field data.

Let us denote $H(x, y, z_0, f)$ the frequency-dependent magnetic field recorded in the plane placed at the height $z_0$ above the radiating device. In this case, we emphasize that the frequency EM field data $H(x, y, z_0, f)$ needs to be synchronized with the specific frequency interval $[f_{\text{min}}, f_{\text{max}}]$ of the transient excitation signal $i(t)$ and the frequency step $\Delta f$. As presented in Figure 3, the magnetic NF time-dependent data $H(x, y, z_0, t)$ is generated by the device under test excited by the current $i(t)$. As argued above, the magnetic NF data $H(x, y, z_0, t)$ can be determined with the IFFT by the convolution product of the frequency coefficient $c_k$ and the frequency-dependent NF data $H(x, y, z_0, f)$ via the following equation:

$$H(x, y, z_0, t) = i\mathcal{F}^{-1}\left\{H(x, y, z_0, f)\right\},$$

(6)

To reconstitute the time-domain results, the imaginary part of the data $H(x, y, z_0, t)$ is not necessary. Therefore, the desired time-domain results are obtained with the expression:

$$H(x, y, z_0, t) = \mathcal{F}\left\{\mathcal{F}^{-1}\left[H(x, y, z_0, f)\right]\right\},$$

(7)

where the function $\text{Real}(\alpha)$ represents the real part of the complex number $\alpha$. The routine process of the proposed computation method is presented in Figure 4 [35]. This workflow is performed with different operations in order to provide the time-domain EM NF radiated by the device under test with the arbitrary transient excitation signal $i(t)$.

To validate the investigated method, a Matlab program has been implemented according to the routine algorithm described in Figure 4.
2.3. Illustration results

In this subsection, a comparison between the transient EM-field radiated by a concrete microstrip device described from the 3D software simulation and those obtained from the proposed method is realized.

2.3.1. Description of the Assumed Excitation Signal

In order to highlight the influence of the form and the transient variation of the disturbing currents in the electronic structure, the considered short-duration pulse excitation current \( i(t) \) is assumed as a Gaussian signal modulating 1.25 GHz sine carrier, defined by the analytical formula:

\[
i(t) = I_m \cdot \exp \left( -\frac{(t - t_0)^2}{2\Delta t^2} \right) \cdot \sin(2\pi f_0 t), \quad (8)
\]

Figure 5 displays respectively, the transient plot of this signal and its frequency spectrum. In practice, the time interval range is defined from \( t_{min} = 0 \) ns to \( t_{max} = 14.218 \) ns with step \( \Delta t = 0.1436 \) ns.
Figure 5: Transient plot of the considered excitation current \( i(t) \) and its frequency spectrum \( I(f) \).

One can see that this modulated signal presents a frequency bandwidth of 0.5 GHz, where belongs more than 95% of the spectrum signal energy. The calculated data \( I(f) = \tilde{A}(f) \) implies the frequency coefficient values of \( i(t) \) according to the definition expressed in (8) as described earlier in subsection 2.2.

### 2.3.2 Description of the device under test

The microstrip circular resonator shown in Figure 6 was designed and considered as the device under test in order to validate the method under investigation. The resonator is based on a substrate with relative permittivity \( \varepsilon = 10 \). It is fed by the via hole port with the transient current presented above. The top view of the resonator is shown by Figure 6.

Figure 6: Top view of the microstrip circular resonator.

To validate the method proposed in this paper, comparisons of different results were made between the CST Microwave simulations and the computation method proposed.

### 2.3.3 Transient EM-Field Determined by CST MWS simulation

By considering the circular resonator presented in Figure 6, excited by the pulse current plotted in Figure 5 yields the electric and magnetic field components mappings depicted in Figure 7 and Figure 8 at the arbitrary time \( t_0 = 7.611 \text{ ns} \) and in the horizontal plane parallel to \((Oxy)\) referenced by \( z_0 = 2 \text{ mm} \). The dimensions of the mappings were set at \( L_x = 56 \text{ mm} \) and \( L_y = 56 \text{ mm} \) with resolutions respectively, equal to \( \Delta x = 1 \text{ mm} \) and \( \Delta y = 1 \text{ mm} \).

Figure 7: Cartographies of magnetic field components at \( t = 7.611 \text{ ns} \) obtained from the CST simulation.
2.3.4. Computed Results from the Proposed Method

First, by analyzing the frequency-domain results achieved by CST Microwave Studio, one obtains the cartographies of the frequency-dependent electric and magnetic field from $f_{\text{min}} = 1$ GHz to $f_{\text{max}} = 1.5$ GHz step $\Delta f = 0.01$ GHz.

After the program execution of the algorithm indicated by the flow chart described by Figure 4, one gets the results shown in Figure 9 and Figure 10 via the combination of the frequency-dependent data of the electric or magnetic field components associated to the frequency coefficient of the excitation signal. One can see that one establishes the cartographies having the same behaviors as those generated via the direct calculations displayed in Figure 7 and Figure 8.
Figure 10: Cartographies of electric field components: obtained from the proposed time-frequency computation method.

Furthermore, as illustrated by Figure 11 and Figure 12, a very good correlation between the profiles along $Ox$ or $Oy$ of the EM field components detected in the vertical plane placed at $x = 22$ mm or $y = 30.3$ mm was observed.

Figure 11: Comparisons of the magnetic field components profiles obtained from the proposed time-frequency computation method and the direct calculation, detected in the vertical plane $x = 22$ mm.
Figure 12: Comparisons of the electric field components profiles obtained from the proposed time-frequency computation method and the direct calculation, detected in the vertical plane placed at \( y = 30.3 \) mm.

In addition to this computation method, we propose further methods enabling to extract the third component (along \( z \)-direction) of EM fields in time-domain knowing the two first components (along \( x \)- and \( y \)-directions) in the next section.

3. Extraction method of the transverse component \( X_z(t) \) from \( X_x(f) \) and \( X_y(f) \) with ultra-short duration transient perturbations

To reduce the order of complexity and the processing time of measurement, we propose a method to extract the time EM transversal component \( X_z(t) \) from the known the longitudinal components \( X_x(t) \) and \( X_y(t) \). To do this, we use the Plane Wave Spectrum (PWS) method associated with the radiation of electric dipoles in the time domain as introduced recently in [31-32].

The basic approach of EM field characterization in time domain is extracted from the frequency data combined via FFT. First, the PWS theory which was initially introduced in [36-38] will be applied to the obtained data in frequency domain. Finally, the frequency data will be transposed in to time domain with IFFT.

3.1. Principle of the time-frequency method of the z-component calculation from x-/y-components of the EM NF

By definition, the PWS method [31-33][36-38] is a basic method dedicated to the decomposition of any EM-field plotted in 2D as a sum of plane waves propagating in different space directions. One denotes:

\[
\mathbf{k} = k_x \mathbf{u}_x + k_y \mathbf{u}_y + k_z \mathbf{u}_z,
\]

where \( \lambda(f) \) is the wavelength at the operating frequency \( f \). According to the PWS theory, the EM field \( \mathbf{X}(x, y, z) \) can be expressed as a double integral of the PWS components \( \mathbf{P}_X(k_x, k_y, z) \) with the following formulation:

\[
\mathbf{X}(x, y, z) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathbf{P}_X(k_x, k_y, z) e^{i(k_x x + k_y y)} dk_x dk_y . \tag{11}
\]

Similar to the 2D Fourier transform, the inverse PWS (IPWS) of EM field is given by the following equation:

\[
\mathbf{P}_X(k_x, k_y, z) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathbf{X}(x, y, z) e^{-i(k_x x + k_y y)} dx dy . \tag{12}
\]

The horizontal \( X-Y \) plane is with dimensions \( L_x \times L_y \). It is discretized with the steps \( \Delta x \) and \( \Delta y \), respectively, so that the discrete indexes, \( n_x \) and \( n_y \) are:

\[
k_x = \frac{2\pi}{\Delta x} = \frac{2\pi}{n_x \Delta x} , \tag{13}
\]

\[
k_y = \frac{2\pi}{\Delta y} = \frac{2\pi}{n_y \Delta y} . \tag{14}
\]

In this case, the horizontal components of the wave vector \( k_x \) and \( k_y \) vary respectively between:

\[
k_{x\text{min}} = \frac{\pi}{\Delta x} , \tag{15}\]

\[
k_{y\text{min}} = -\frac{\pi}{\Delta y} , \tag{16}\]

and

\[
k_{x\text{max}} = \frac{\pi}{\Delta x} , \tag{17}\]

\[
k_{y\text{max}} = \frac{\pi}{\Delta y} , \tag{18}\]

where \( \mathbf{k}_x \) is the wave vector in the rectangular coordinate system \( (Oxyz) \) with unit vectors \( \mathbf{u}_x , \mathbf{u}_y \) and \( \mathbf{u}_z \). The modulus of this wave vector, what is also known as the wave number, is given by:

\[
k(f) = \sqrt{k_x^2(f) + k_y^2(f) + k_z^2(f)} = \frac{2\pi}{\lambda(f)} = \frac{2\pi f}{v} . \tag{10}
\]
with the numerical step:

\[ \Delta k_x = \frac{2\pi}{L_x}, \quad \Delta k_y = \frac{2\pi}{L_y}. \]  

(19)

(20)

From equation (10), one can determine the corresponding vertical component [31-33][36-38]:

\[ k_z = \begin{cases} 
\sqrt{k_x^2 - k_y^2 - k_z^2} & \text{if } k_x^2 + k_y^2 < k_z^2 \\
-j\sqrt{k_x^2 + k_y^2 - k_z^2} & \text{if } k_x^2 + k_y^2 > k_z^2
\end{cases}. \]  

(21)

To avoid the unexpected case, the following relation must be respected.

\[ \max(\Delta k_x, \Delta k_y) < \frac{2\pi}{\lambda}. \]  

(22)

And also, at the boundary condition, the field components and their PWS components \( X_{x,y,z} \) and \( P_{x,y,z} \) must tend to zero.

According to the plane wave properties, wave vectors \( \vec{k} \) and \( \vec{P} \) must be perpendicular to each other:

\[ \vec{k} \cdot \vec{P} = 0 \Rightarrow k_x P_{x} + k_y P_{y} + k_z P_{z} = 0. \]  

(23)

Figure 13: Routine algorithm illustrating the computation method of \( X_z \) from \( X_x \) and \( X_y \) by using the PWS transform.
So that, the vertical component $P_{X_z}$ can be determined by the following equation:

$$P_{X_z} = \frac{k_x P_{X_x} + k_y P_{X_y}}{k_z}.$$  \hspace{1cm} (24)

All the approaches and calculations presented above work in the frequency domain. So, we need to transform the time-domain data $X_x(t)$ and $X_y(t)$ into frequency domain by using the Fourier transform $X_{x,y}(f) = \text{fft}[X_{x,y}(t)]$. Also, at the end of this procedure, the $z$-component $X_z(t)$ must be transformed back into time-domain by using the inverse Fourier transform $X_z(t) = \text{ifft}[X_z(f)]$. Figure 11 summarizes the routine algorithm of the method proposed.

As a conclusion, all the procedure above means that $P_{X_z}$, obviously $X_z$, can be extracted from $P_{X_x}$ and $P_{X_y}$, which can be calculated from the IPWS equation expressed in (12) if the 2D data $X_x$ and $X_y$ are given. In summary, with the proposed method, the EM NF measurement processes can be simplified.

### 3.2. Application results

To validate the computation method proposed in this paper, a set of elementary electric dipoles with arbitrarily chosen configuration is placed in the X-Y plane as displayed in Figure 14. It is considered as a radiating source defined by analytical equations proposed in [39-41]. All the electric dipoles are simultaneously excited by the same time varying current $I(t)$.

First, we will calculate the transient electric fields with formulae expressed in [39-40]. The results are shown in Figure 17. The plane plots are at the height $z = 10$ mm and at the time $t_0 = 50$ ns. The profile of the Electric field along the line equated by $x = 0$ mm is shown by Figure 18. The three transient electric field components are obtained at the three different points in the plane $z = 10$ mm, shown as Figure 19.

Second, the vertical electric field component $E_z(t)$ extracted by the IPWS method will be compared with the own calculated directly. The comparison is shown in Figure 19. One can see a good agreement in the zone with higher field strengths with almost the same distribution.

So, the minimum wavelength is $\lambda_{min} = c / f_{\text{max}} = 0.6$ m. According to the wave propagation theory, the NF zone is up to about $\lambda_{min}/10 = 6$ cm above the dipoles plane.

![Figure 15: Time variation of the excitation signal.](image)

![Figure 16: Frequency spectrum of the excitation signal $I(t)$.](image)

Figure 14: Assumed configuration of the set of three electric dipoles.
Figure 17: Calculated electric field components $E_x$, $E_y$, and $E_z$ and the total magnitude $|E|$ for the dipoles in Figure 14 at the horizontal plane at the height $z = 10$ mm at the instant time $t = 50$ ns.

Figure 18: Calculated electric field components $E_x$, $E_y$, and $E_z$ for the dipoles in Figure 14 along the line $z = 10$ mm, $x = 0$ and at the instant time $t = 50$ ns.

Figure 19: Comparison between the $E_z$ components directly computed and extracted at the instant time $t = 50$ ns across the horizontal plane at $z = 10$ mm.
We can also find some errors in the zone with lower field strengths. However, these errors are relatively small. They can be visualised in Figure 20. We can see that the relative errors are very small at the randomly chosen points.

In order to verify the relevance of the proposed method, we also simulate the transient radiation of the set of dipoles in Figure 14 with commercial 3D EM modelling software, CST Microwave Studio™. Figure 21 describes the setup of the electric dipoles in CST MWS simulation.

The results of simulations with CST MWS are displayed in Figures 22.
Through these figures, we can see that the simulations and calculation results present a very good correlation. The almost same field distributions are found. However, we can find some differences in the magnitude, when we compare the simulation and calculation results. These differences can be considered as the problem of the mesh sizes of the considered EM simulator.

4. Conclusions

The methodology of time-frequency EM NF computation is successfully developed in this paper. The method proposed consists mainly in convoluting the EM NF obtained from frequency calculation, simulations or measurements in the wide frequency band and any transient arbitrary waveform perturbations.

In the first part of the paper, theoretical approach illustrating the routine algorithm of the method is established. Then, application by comparing simulations of a microwave device with a standard commercial tool and semi-analytical calculations run in Matlab programming environment was made. Application was done by comparing the results obtained from simulations with the theoretical model. The transient current with pulse wave form presenting some time-duration was considered. Acceptable good correlations with results from analytical calculations were found.

In the second part of the paper, a transposition of a frequency method based on the PWS spectrum is presented. The flow chart summarizing the computation of the EM wave component \( E_x \), \( E_y \) and \( E_z \) in 2D is explained. Then, application with the radiation of set of EM dipoles is presented. Once again, as expected a very good correlation with time-domain results from a 3D EM simulation commercial tool is performed.

The approach introduced in this paper can be very useful for time domain EM near field modeling and characterization in EMC applications. The method is established in a new environment for computer modeling of EM NF emissions based on the set of elementary dipoles [41] based on the frequency models developed in [7-8].
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