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Abstract—In this paper, we consider the multicast transmission of a real-time Internet of Things (IoT) system, where an access point (AP) transmits time-stamped status updates to multiple IoT devices. Different from the existing studies that only considered multicast transmission without deadlines, we enforce a deadline for the service time of each multicast status update, taking into account both the fixed and randomly distributed deadlines. In particular, a status update is dropped when either its deadline expires or it is successfully received by a certain number of IoT devices. Considering deadlines is important for many emerging IoT applications, where the outdated status updates are of no use to IoT devices. We evaluate the timeliness of the status update delivery by applying a recently proposed metric, named the age of information (AoI), which is defined as the time elapsed since the generation of the most recently received status update. After deriving the distributions of the service time for all possible reception outcomes at IoT devices, we manage to obtain the closed-form expressions of both the average AoI and the average peak AoI. Simulations validate the performance analysis, which reveals that the multicast transmission with deadlines achieves a lower average AoI than that without deadlines and there exists an optimal value of the deadline that can minimize the average (peak) AoI. Results also show that the fixed and random deadlines have respective advantages in different deadline regimes.

Index Terms—Age of information, fixed deadline, randomly distributed deadline, multicast transmission, information freshness.

I. INTRODUCTION

Internet of Things (IoT), as a worldwide network of interconnected objects, provides ubiquitous wireless connectivity and automated information delivery for a large amount of smart devices that have the capabilities of monitoring, processing, and communication, and hence being able to support a variety of services [1], [2]. With pervasive connectivity, the timeliness of fresh information delivery to multiple IoT devices is critical for many emerging IoT applications. For example, in a smart parking lot, an access point (AP) continuously collects the occupancy information of all parking spaces and reports the locations of the vacant parking spaces to the nearby drivers within a certain deadline. For video streaming in a sport stadium, many audiences sitting in the back are interested in watching the same real-time video, which has a hard deadline constraint and is of no use after the deadline [3]. In addition, in connected vehicle networks, the status updates of autonomous vehicles, including the safety messages (e.g., accident, emergency braking, and traffic congestion) and the non-safety messages (e.g., vehicle position, speed, and heading), are required to be timely delivered to the nearby vehicles and roadside units (RSU) [4]. These messages with diverse importance usually have different deadline requirements, which can be assumed to follow a random distribution, as in [5]–[7]. In all these examples, the latest status updates (e.g., vacancy information, live video, safety and non-safety messages) are required to be disseminated to multiple receivers within certain deadlines. Hence, enhancing information freshness for multicast transmission in IoT networks with deadlines is critical.

The conventional performance metrics (e.g., throughput and delay) cannot adequately capture the information freshness. In particular, due to random network delay, maximizing the throughput or minimizing the delay does not necessarily guarantee the freshest information to be observed at the receivers, and hence may lead to the wastage of precious spectrum resources [8]. The age of information (AoI), as a powerful performance metric, has recently been proposed to characterize the freshness of information from the receiver’s point of view [9]. The AoI at a receiver is defined as the time difference between the current time and the generation time of the most recently received status update. Hence, both the generation time and the latency of status updates can be captured by the AoI. On the other hand, the peak AoI refers to the maximum value of AoI right before successfully receiving a status update. Motivated by the emerging IoT applications, we are interested in studying the average (peak) AoI of multicast transmission with deadlines, which remains unexplored to the best of our knowledge.

A. Related Works

The AoI performance has recently been studied in various systems [10]–[19]. In particular, the authors in [10] developed a theoretical performance analysis framework for the average AoI under various queueing models (i.e., $M/M/1$, $M/D/1$, and $D/M/1$) by using tools from queueing theory and assuming that the status updates are served in a first-come-first-serve (FCFS) manner. It has been demonstrated in [10] that minimizing the average AoI is different from minimizing the average delay. The analytical framework developed in [10] was
then extended to investigate the impact of the buffer size [11] and the server number [12] on the average AoI, respectively. Results in [11] and [12] showed that the average AoI can be decreased by reducing the buffer size and/or increasing the server number. By taking into account the heterogeneous distributions of the service time, the authors in [13] derived the average AoI for an $M/G/1$ queueing model. The AoI performance was also analyzed for mobile edge computing (MEC) networks with computation-intensive tasks, where both the local and remote computing strategies were considered [14]. Results in [14] showed that remote computing outperforms local computing only when the computation capacity of the edge server is far superior than that of the local device. The authors in [15] evaluated the freshness of channel state information (CSI) in terms of the AoI, where the lower bounds for the maximum and average staleness of a greedy CSI dissemination scheme were derived. Besides, the tradeoff between AoI and energy efficiency for unicast transmission was characterized in [16], where a limited number of retransmissions were allowed for each status update. Moreover, the average AoI was also analyzed for wireless networks with queues in tandem [17], with Markov channels [18], and with multiple sources [19].

Developing optimal scheduling policies for AoI minimization is another important research direction [20]–[29]. The authors in [20] proposed an age-optimal threshold policy to minimize the average AoI achieved by an energy-harvesting sensor, which is restricted by the time-varying energy arrivals and the battery capacity. For energy harvesting networks, the optimal scheduling policy for age-energy tradeoff and the online scheduling policy for AoI minimization were proposed in [21] and [22], respectively. Moreover, the authors in [23] and [24] developed reinforcement learning (RL) based algorithms to minimize the average AoI for ultra-reliable low-latency communication (URLLC) and multi-flow networks, respectively. To balance the tradeoff between the AoI and the sampling cost, the authors in [25] proposed two non-monetary trigger-and-punishment mechanisms to achieve social optimal for scenarios with complete and incomplete information, respectively. Besides, a scheduling scheme was proposed in [26] to enhance the timely throughput for unicast transmission with deadlines. An adaptive coding scheme was proposed in [27] to enhance the AoI performance of the user with weak channel conditions. The authors in [28] minimized the AoI for networks with stochastic arrivals under any queue discipline. The peak AoI minimization problem was also studied in unmanned aerial vehicular (UAV) networks [29]. It is worth noting that all the aforementioned studies focused on the status update systems with unicast transmission.

Multicast transmission is a spectrum and energy efficient information delivery scheme and can simultaneously serve multiple devices that are interested in the same information. The research on evaluating and optimizing the AoI of multicast transmission has recently received increasing attention [30]–[35]. The authors in [30] and [31] derived the average AoI of a multicast system, where a status update is dropped if it has been successfully received by enough number of receivers. The tradeoff between energy efficiency and average AoI in multicast systems was studied in [32], where a scheduling strategy based on the optimum stopping theory was proposed. In [33], the authors studied the average AoI in a two-hop multicast network. The authors in [34] analyzed the average AoI for broadcast transmission, in which the instantaneous AoI is reduced only when all receivers have received a status update. In addition, the authors in [35] proposed several scheduling policies to minimize the average AoI for broadcast transmission over unreliable channels. However, the aforementioned studies on multicast transmission did not take into account the deadline. This is crucial for many real-time multicast applications, where the status updates are useless to the receivers after the deadline expires. It has been demonstrated in [7] and [36] that the packet deadline has a significant impact on the average AoI of unicast transmission. Specifically, the authors in [7] and [36] derived the closed-form expressions of the average AoI for $M/M/1$ and $M/G/1$ queueing systems, respectively, where the waiting time of each packet is subject to a deadline but the service time can be arbitrary large.

B. Main Contributions

In this paper, we consider a real-time status update system, where an AP transmits time-sensitive multicast information to multiple IoT devices. Different from the existing studies that considered either multicast transmission without deadlines [33] or unicast transmission with deadlines for the waiting time [7], we enforce a deadline for the service time of each status update in multicast transmission. We take into account both the fixed and randomly distributed deadlines to fully understand the impact of deadlines on the AoI performance. Each status update is time-stamped and transmitted by the AP once it is generated. The multicast transmission of a status update is terminated as soon as its deadline expires or it is successfully received by a sufficient number of devices. The evolution of the instantaneous AoI for multicast transmission in IoT networks with deadlines is more complicated than that of networks considering either unicast transmission [31] or deadline [7], making the analysis of the average AoI more challenging. In particular, the instantaneous AoI evolution in this paper depends on both the reception outcomes of multiple IoT devices and the deadline, both of which can be random and should be taken into account when analyzing the average AoI. In contrast, the instantaneous AoI evolution of the existing studies only depends on either the reception outcomes of multiple devices or the deadline. We explicitly show that the AoI evolution of multicast transmission with deadlines depends on various parameters, including the service time of multiple devices, deadline, and number of devices required to successfully receive each status update. The main contributions of this paper are summarized as follows.

- We derive the probability density functions (PDFs) of the service time by using order statistics for all possible reception outcomes at the receiving IoT devices, and calculate the first and second moments of the inter-generation time of two consecutive status updates.
- We derive the closed-form expressions of both the average AoI and the average peak AoI for multicast transmission with fixed and randomly distributed deadlines. The analytical results are general and can be easily extended.
Fig. 1: Age evolution of device $n$ over time with deadlines. The time instances that device $n$ successfully receives status updates are marked by $\bullet$, while the time instances immediately before device $n$ successfully receiving status updates are marked by $\star$.

for multicast transmission without deadlines, broadcast transmission with deadlines, and unicast transmission with deadlines. The theoretical analysis can be used to quickly evaluate the information freshness at each IoT device for given network parameters and provide a useful guidance on the network parameter setting for enhancing the information freshness.

- Simulation results validate the theoretical performance analysis and unveil the impact of various parameters on the average (peak) AoI. Results also reveal that the average (peak) AoI of multicast transmission with deadlines is lower than that without deadlines, and the deadline can be further optimized to reduce the average (peak) AoI. The fixed and random deadlines have respective advantages in the low and high deadline regimes. Moreover, the fixed deadline is able to achieve a lower minimum average (peak) AoI than the random deadline when optimizing the deadline.

The rest of this paper is organized as follows. In Section II we describe the system model and the AoI evolution. The average (peak) AoI of multicast transmission with fixed and randomly distributed deadlines are analyzed in Section III and Section IV respectively. The numerical results are presented in Section V. Finally, Section VI concludes this paper.

II. SYSTEM MODEL

Consider a real-time status update IoT system, where a single AP transmits multicast information with deadlines to multiple IoT devices. We denote ${\mathcal{F}} = \{1,2,\ldots,j,\ldots\}$ and $\mathcal{N} = \{1,2,\ldots,n,\ldots,N\}$ as the index sets of status updates and receiving devices, respectively. We assume that all status updates have the same length in bits. Once a status update is generated, it is time-stamped and transmitted by the AP. The time required to successfully deliver status update $j$ from the AP to device $n$ is denoted as $T_{n,j}$. To account for random channel fading, we assume that \{\(T_{n,j} , n \in \mathcal{N}, j \in \mathcal{F}\}\} are independent and exponentially distributed with rate $\lambda_s$ and positive constant shift $c$, as in [30], [31]. Note that the positive constant shift is considered to account for the same length of status updates and mitigate the probability that a status update can be delivered in an extremely short time. Hence, the cumulative distribution function (CDF) of $T_{n,j}$ can be expressed as $F_{T_{n,j}}(t) = 1 - e^{-\lambda_s(t-c)}, t > c$. A status update is considered to be served when it is successfully received by at least $K$ devices for multicast transmission, where $K \leq N$, as in [30] and [31]. After successfully receiving a status update, a device sends an acknowledgment (ACK) packet back to the AP via an error-free and delay-free control channel. We consider that status update $j \in \mathcal{F}$ is subject to a deadline, denoted as $T_{D,j}$. If a status update is not served (i.e., less than $K$ devices successfully receive the status update) when the deadline expires, then this status update is considered useless for the devices that have not successfully received it. As a result, the AP stops transmitting and drops this status update. The AP terminates the transmission of the current status update (e.g., $j$) if it is either served or dropped. As soon as the transmission of the current status update (e.g., $j$) is terminated, the AP generates a new time-stamped status update (e.g., $j+1$).

By denoting $u_{n}(t)$ as the generation time of the most recently received status update at device $n$ as of time $t$, the instantaneous AoI of device $n$ at time $t$ can be expressed as $\Delta_{n}(t) = t - u_{n}(t).$ We depict the evolution of the instantaneous AoI at device $n$ over time as a sawtooth pattern, as shown in Fig. 1. As can be observed, the instantaneous AoI increases linearly with time $t$ and drops to a smaller value until a new status update containing fresher information is received.

To better describe the AoI evolution, we first present the following definitions. We denote $t_j$ as the time instant that the AP generates status update $j \in \mathcal{F}$. We define $X_{n,j}^F = t_{j+1} - t_j$ as the inter-generation time of two consecutive status updates $j$ and $j+1$ if status update $j$ is not successfully received by device $n$. Similarly, we define $X_{n,j}^S = t_{j+1} - t_j$ as the inter-generation time of two consecutive status updates $j$ and $j+1$ if status update $j$ is successfully received by device $n$. Due to the randomness of service time $T_{n,j}$ and the limitation of the deadline, it is possible that some status updates cannot be successfully received by device $n$. Hence, we further denote $t'_{n,q}$ as the termination time of a status update, which corresponds to the $(q-1)$-th status update that has been successfully received by device $n$. As shown in Fig. 1, $t'_{n,q} = t_j$ implies that status update $(j-1)$ transmitted by the AP is the $(q-1)$-th status update successfully received by device $n$, where $j \geq q$. Note that we use subscripts $j$ and $q$ to index the status updates transmitted by the AP and successfully received by the IoT device, respectively.

As $\{T_{n,j} , n \in \mathcal{N}, j \in \mathcal{F}\}$ are independent and identically distributed (i.i.d.), the evolution processes of the instantaneous AoI for all devices are statistically identical and hence each device ends up having the same average AoI, which allows us to focus on analyzing the average AoI of device $n$, denoted as $\bar{\Delta}_n$, for the rest of the paper. We denote $Q(T) = \max(q|t'_{n,q} \leq T)$ as the number of status updates that have been received by device $n$ by time $T$. As in [10], the average AoI of device
$n$ can be calculated by

$$
\tilde{\Delta}_n = \lim_{T \to \infty} \frac{1}{T} \int_0^T \Delta_n(t) \, dt
= \lim_{T \to \infty} \frac{Q(T)}{T} \sum_{q=1}^{Q(T)} A_{n,q}
= \frac{\mathbb{E}[A_{n,q}]}{\mathbb{E}[Y_{n,q}]}.
$$

where $Q(T)$ is the steady-state rate of the update delivery, $A_{n,q}$ is the area of the shaded polygon under the sawtooth curve in Fig. I and $Y_{n,q} = t_{n,q+1} - t_{n,q}$ denotes the time duration from the termination time of the $(q-1)$-th status update to that of the $q$-th status update at device $n$. Based on Fig. I we found the area of the shaded polygon, i.e., $A_{n,q}$, can be expressed as

$$
A_{n,q} = (X_{n,j-1} + W_{n,q}) \hat{T}_{n,q} + (X_{n,j-1} + \frac{1}{2}W_{n,q})W_{n,q}
+ \frac{1}{2} \left(X_{n,j+M_{n,q}-1}^2\right),
$$

where $X_{n,j-1}$ is the inter-generation time of status updates $j-1$ and $j$ and when status update $j-1$ is successfully received by device $n$, $\hat{T}_{n,q}$ denotes the service time of the $q$-th status update successfully delivered to device $n$, $M_{n,q}$ is the number of status updates transmitted by the AP within $[t_{n,q}, t_{n,q+1})$, and $W_{n,q} = \sum_{i=j}^{j+M_{n,q}-2} X_{i}^F$ is the summation of $M_{n,q}-1$ continuous inter-generation times within which all status updates are failed to be received by device $n$. As $\{X_{n,j}^F, j \in \mathcal{J}\}$ are i.i.d., we denote $\mathbb{E}[X_{n,j}^F] = \mathbb{E}[X_{n}^F]$. As $X_{n,j-1}^S, \hat{T}_{n,q}$, and $X_{n,j}^F$ are independent of each other, the expectation of $A_{n,q}$ can be expressed as

$$
\mathbb{E}[A_{n,q}] = \mathbb{E}[X_{n,j-1}^S]\mathbb{E}[\hat{T}_{n,q}] + \mathbb{E}[W]\mathbb{E}[\hat{T}_{n,q}]
+ \mathbb{E}[X_{n,j-1}^S]\mathbb{E}[W] + \frac{1}{2} \mathbb{E}[X^2_{n,j-1}]
+ \frac{1}{2} \mathbb{E}\left[X^2_{n,j+M_{n,q}-1}\right],
$$

where $X_{n,j-1}^S$ and $X_{n,j+M_{n,q}-1}$ are identically distributed. Hence, we have $\mathbb{E}\left[X_{n,j-1}^S\right] = \mathbb{E}\left[X_{n,j+M_{n,q}-1}^S\right]$, which is further denoted by $\mathbb{E}[X_{n}^S]$. And $\mathbb{E}[W_{n,q}] = \mathbb{E}[W], \mathbb{E}[M_{n,q}] = \mathbb{E}[M]$. As a result, we rewrite (3) as

$$
\mathbb{E}[A_{n,q}] = \mathbb{E}[W] + \left(\mathbb{E}[\hat{T}_{n,q}] + \mathbb{E}[X_{n}^S]\right)\mathbb{E}[W]
+ \mathbb{E}[X_{n}^S] \mathbb{E}[\hat{T}_{n,q}] + \frac{1}{2} \mathbb{E}\left[X_{n}^S\right]^2.
$$

On the other hand, the time duration of the shaded polygon is $Y_{n,q} = W + X_{n,j+M_{n,q}-1}$, the expectation of which is given by

$$
\mathbb{E}[Y_{n,q}] = \mathbb{E}[W] + \mathbb{E}[X_{n}^S].
$$

By substituting (4) and (5) into (1), we have

$$
\tilde{\Delta}_n = \frac{\mathbb{E}[A_{n,q}]}{\mathbb{E}[Y_{n,q}]}
= \frac{\mathbb{E}[W] + 2 \left(\mathbb{E}[\hat{T}_{n,q}] + \mathbb{E}[X_{n}^S]\right)\mathbb{E}[W]}{2\mathbb{E}[W] + 2\mathbb{E}[X_{n}^S]
+ \frac{2\mathbb{E}[X_{n}^S]}{2\mathbb{E}[W] + 2\mathbb{E}[X_{n}^S]}.
$$

Average peak AoI is another important performance metric that is closely related to the average AoI and characterizes the worse case AoI. In particular, the $q$-th peak AoI of device $n$ is defined as the value of the instantaneous AoI immediately before it successfully receives the $q$-th status update. Taking the sample path plotted in Fig. I as an example, the time instances corresponding to the peak AoI of device $n$ are marked by $\star$. Mathematically, the average peak AoI of device $n$ can be calculated by

$$
\bar{P}_n = \mathbb{E}[X_{n}^S] + \mathbb{E}[W] + \mathbb{E}[\hat{T}_{n,q}].
$$

To obtain the closed-form expressions of $\tilde{\Delta}_n$ and $\bar{P}_n$, we need to calculate all the expectation terms in (6) and (7). It is worth noting that all the expectation terms in (6) and (7) depend on the deadline associated with the status updates, as will be demonstrated in the following two sections. To fully illustrate the impact of the deadlines on the AoI, we consider two categories of deadlines, i.e., fixed deadline and randomly distributed deadline. In particular, we shall derive the average (peak) AoI for the cases with fixed and randomly distributed deadlines in Sections III and IV respectively.

III. ANALYSIS OF AVERAGE (PEAK) AOI WITH FIXED DEADLINES

In this section, we analyze the average (peak) AoI of multicast transmission with fixed deadlines by deriving the closed-form expressions of all the expectations in (6). As a fixed deadline for each status update is considered in this section, we denote $T_D = T_{D,j}, \forall j \in \mathcal{J}$, for ease of notations.

A. First and Second Moments of Inter-Generation Time $X_n^F$ for Fixed Deadline Case

We first calculate the expectation of the inter-generation time of two consecutive status updates when the former status update is not successfully received by device $n$, i.e., $\mathbb{E}[X_{n}^F]$. Recall that the AP terminates the transmission of a status update when one of the following two events occurs: 1) Event I - The deadline of the status update expires; 2) Event II - At least $K$ devices successfully receive the status update ahead of device $n$. Thus, device $n$ fails to receive the status update if $T_{n,j} > \min\{T_D, T_N(K)\}$, where $T_N(K)$ is defined as the time duration that $K$ devices have successfully received the status update and it is the $K$-th smallest variable in set $\{T_{n,j}, n \in \mathcal{N}\}$. Based on order statistics [37], the PDF of $T_N(K)$ is given by

$$
\begin{align*}
&f_{T_N(K)}(t) = F_N^K(t) \sum_{i=1}^{K-1} \left(1 - F_{T_{n,j}}(t)\right)^{N-K} f_{T_{n,j}}(t),
&f_{T_{n,j}}(t) = 1 - e^{-\Lambda_j(t-c)}, t > c.
\end{align*}
$$

We denote the case that device $n$ fails to receive the status update as $C_F$. When $T_{n,j} > \min\{T_D, T_N(K)\}$, due to the randomness of service times, $X_{n}^F$ behaves differently for the following two cases: 1) $C_{F,1}$ - Event II occurs earlier than Event I (i.e., $T_N(K) < T_D$); 2) $C_{F,2}$ - Event I occurs earlier than Event II (i.e., $T_D < T_N(K)$). When Case $C_{F,1}$ occurs, the instantaneous AoI of device $n$ increases by $T_N(K)$ (i.e., $X_{n}^F = T_N(K)$). On the other hand, when Case $C_{F,2}$ occurs, the
instantaneous AoI of device \( n \) increases by \( T_D \) (i.e., \( X_n^F = T_D \)). Hence, the expectation of inter-generation time \( X_n^F \) is given by

\[
\mathbb{E}[X_n^F] = \mathbb{P}(C_{F,1}) \mathbb{E}[T_N(K)|C_{F,1}] + \mathbb{P}(C_{F,2}) T_D.
\]  

where \( \mathbb{P}(C_{F,1}) \) and \( \mathbb{P}(C_{F,2}) \) denote the probabilities that Cases \( C_{F,1} \) and \( C_{F,2} \) occur when device \( n \) fails to receive the status update, respectively, with \( \mathbb{P}(C_{F,1}) + \mathbb{P}(C_{F,2}) = 1 \). Similarly, the second moment of inter-generation time \( X_n^F \) can be expressed as

\[
\mathbb{E}\left( X_n^F \right)^2 = \mathbb{P}(C_{F,1}) \mathbb{E}(T_N(K)|C_{F,1}) + \mathbb{P}(C_{F,2}) T_D. \tag{10}
\]

To calculate \( \mathbb{E}[X_n^F] \) and \( \mathbb{E}\left( X_n^F \right)^2 \), we first derive the first and second moments of conditional \( T_N(K) \), i.e., \( \mathbb{E}[T_N(K)|C_{F,1}] \) and \( \mathbb{E}[T_N^2(K)|C_{F,1}] \), in the following proposition.

**Proposition 1.** The first and second moments of the time duration that \( K \) devices successfully receive a status update \( (i.e., T_N(K)) \) on the occurrence of Case \( C_{F,1} \) are

\[
\mathbb{E}[T_N(K)|C_{F,1}] = \frac{1}{1 - \mathbb{Z}_K} \sum_{j=0}^{K-1} \frac{B_{K,j}}{U_{K,j}} \left[ 1 + c \lambda_s U_{K,j} \right.
\]

\[
- (1 + T_D \lambda_s) U_{K,j} V_{K,j},
\]

\[
\mathbb{E}[T_N^2(K)|C_{F,1}] = \frac{1}{1 - \mathbb{Z}_K} \sum_{j=0}^{K-1} \frac{B_{K,j}^2}{U_{K,j}^2} \left[ 1 + c \lambda_s U_{K,j} \right]^2
\]

\[
+ 1 - \left( 1 + T_D \lambda_s U_{K,j} \right)^2 + 1 \right] V_{K,j}. \tag{11}
\]

where \( B_{K,j} = K \binom{N}{j} \binom{K-1}{j-1} (1 - \mathbb{Z}_K)^j \mathbb{Z}_K \), \( U_{K,j} = N - K + 1 + j \), \( V_{K,j} = e^{-\lambda_s U_{K,j}} \), and \( \mathbb{Z}_K = \mathbb{P}(T_D < T_N(K)) = \sum_{t=0}^{K-1} B_{K,t} K^{t+1} U_{K,t} V_{K,t} \).

Proof. See Appendix A. \( \square \)

The occurrence probability of Case \( C_{F,2} \) is given in the following proposition.

**Proposition 2.** The probability that Case \( C_{F,2} \) occurs can be expressed as

\[
\mathbb{P}(C_{F,2}) = \frac{(N-K) \mathbb{Z}_K + \sum_{h=1}^K \mathbb{Z}_h}{N e^{-\lambda_s U_{K,j} (T_D-c)} + (N-K) + \sum_{h=K+1}^N \mathbb{Z}_h}. \tag{13}
\]

where \( \mathbb{Z}_h \) is defined in Proposition 1.

Proof. See Appendix B. \( \square \)

By definition, we have \( \mathbb{P}(C_{F,1}) = 1 - \mathbb{P}(C_{F,2}) \). By substituting \( \mathbb{Z}_h \) into \( \mathbb{E}[X_n^F] \) and \( \mathbb{E}\left( X_n^F \right)^2 \), we obtain \( \mathbb{E}[X_n^F] \) and \( \mathbb{E}\left( X_n^F \right)^2 \).

**B. First and Second Moments of Inter-Generation Time \( X_n^S \) for Fixed Deadline Case**

In this subsection, we derive the first and second moments of the inter-generation time of two consecutive status updates when the former status update is successfully received by device \( n \), i.e., \( \mathbb{E}[X_n^S] \) and \( \mathbb{E}\left( X_n^S \right)^2 \).

Note that device \( n \) successfully receives status update \( j \) if \( T_{n,j} \leq \min(T_D, T_N(K)) \). We denote the case that device \( n \) successfully receives the status update as \( C_S \). We observe that \( X_n^S \) behaves differently for the following two cases: (1) \( C_{S,1} \) - Event II occurs earlier than Event I (i.e., \( T_N(K) < T_D \)); (2) \( C_{S,2} \) - Event I occurs earlier than Event II (i.e., \( T_D < T_N(K) \)).

When Case \( C_{S,1} \) occurs, the instantaneous AoI of device \( n \) increases by \( T_N(K) \) (i.e., \( X_n^S = T_N(K) \)). When Case \( C_{S,2} \) occurs, the instantaneous AoI of device \( n \) increases by \( T_D \) (i.e., \( X_n^S = T_D \)). The first and second moments of \( \mathbb{E}[X_n^S] \) are given by

\[
\mathbb{E}[X_n^S] = \mathbb{P}(C_{S,1}) \mathbb{E}[T_N(K)|C_{S,1}] + \mathbb{P}(C_{S,2}) T_D, \tag{14}
\]

\[
\mathbb{E}\left( X_n^S \right)^2 = \mathbb{P}(C_{S,1}) \mathbb{E}(T_N^2(K)|C_{S,1}) + \mathbb{P}(C_{S,2}) T_D^2. \tag{15}
\]

where \( \mathbb{P}(C_{S,1}) \) and \( \mathbb{P}(C_{S,2}) \) denote the probabilities of the occurrence of Cases \( C_{S,1} \) and \( C_{S,2} \) when device \( n \) successfully receives the status update, respectively, with \( \mathbb{P}(C_{S,1}) + \mathbb{P}(C_{S,2}) = 1 \). To obtain \( \mathbb{E}[X_n^S] \) and \( \mathbb{E}\left( X_n^S \right)^2 \), we need to calculate \( \mathbb{E}(C_{S,1}) \), \( \mathbb{E}[T_N(K)|C_{S,1}] \), and \( \mathbb{E}[T_N^2(K)|C_{S,1}] \). The following proposition gives the first and second moments of \( T_N(K) \) conditioning on the occurrence of Case \( C_{S,1} \).

**Proposition 3.** The first and second moments of the time that \( K \) IoT devices successfully receive a status update (i.e., \( T_N(K) \)) on the occurrence of Case \( C_{S,1} \) are given by \( \mathbb{E}[T_N(K)|C_{S,1}] = \mathbb{E}[T_N(K)|C_{F,1}] \) and \( \mathbb{E}[T_N^2(K)|C_{S,1}] = \mathbb{E}[T_N^2(K)|C_{F,1}] \), where \( \mathbb{E}[T_N(K)|C_{F,1}] \) and \( \mathbb{E}[T_N^2(K)|C_{F,1}] \) are given in Proposition 1.

Proof. See Appendix C. \( \square \)

By definition, the occurrence probability of Case \( C_{S,1} \) is

\[
\mathbb{P}(C_{S,1}) = \frac{K(1 - \mathbb{Z}_K)}{N \mathbb{P}(C_S)}. \tag{16}
\]

where \( \mathbb{P}(C_S) \) denotes the probability that device \( n \) successfully receive update and is given by

\[
\mathbb{P}(C_S) = \mathbb{P}(T_{n,j} < \min\{T_D, T_N(K)\}) = \frac{1}{N} \sum_{h=1}^K (1 - \mathbb{Z}_h). \tag{17}
\]

By substituting the derived expressions of \( \mathbb{P}(C_S) \), \( \mathbb{E}[T_N(K)|C_{S,1}] \), and \( \mathbb{E}[T_N^2(K)|C_{S,1}] \) into (15) and (16), we obtain \( \mathbb{E}[X_n^S] \) and \( \mathbb{E}\left( X_n^S \right)^2 \).

**C. First and Second Moments of \( W \) for Fixed Deadline Case**

Recall that \( W \) is the summation of \( M - 1 \) consecutive inter-generation time \( X_n^{F,j} \), i.e., \( W = \sum_{j=1}^{M-1} X_n^{F,j} \). As the probability that device \( n \) successfully receives each status update is the same, \( M \) is a geometric random variable. As a result, the probability mass function (PMF) of \( M \) is given by \( \mathbb{P}(M = m) = (1 - \mathbb{P}(C_S))^{m-1} \mathbb{P}(C_S), m \geq 1 \), where \( \mathbb{P}(C_S) \) is given in (17). Obviously, we have \( \mathbb{E}[M] = 1/\mathbb{P}(C_S) \) and \( \mathbb{E}[M^2] = \frac{2 - \mathbb{P}(C_S)}{\mathbb{P}(C_S)} \). As \( M \) and \( X_n^{F,j} \) are independent, the first moment of \( W \) can be calculated by

\[
\mathbb{E}[W] = \mathbb{E}[M] - 1 \mathbb{E}[X_n^{F,j}]. \tag{18}
\]
To derive the expression of $\mathbb{E}[W^2]$, we first calculate the variance of $W$, which is given by

$$\text{Var}[W] = \text{Var}[\mathbb{E}[W|M]] + \mathbb{E}[	ext{Var}[W|M]]$$

$$= \left(\mathbb{E} \left[ X_{n}^2 \right]^2 \right) \text{Var}[M] + \mathbb{E} \left[ \mathbb{E}[X_{n}^2|M] \right] \left( \mathbb{E}[M] - 1 \right),$$

where $\text{Var}[X_{n}^2] = \mathbb{E} \left[ \left( X_{n}^2 - \mathbb{E}[X_{n}^2] \right)^2 \right]$. Based on (18) and (19), we obtain the second moments of $W$ given by $\mathbb{E}[W^2] = (\mathbb{E}[W])^2 + \text{Var}[W]$.

### D. First Moment of Successful Service Time $\hat{T}_{n,q}$ for Fixed Deadline Case

Recall that $\hat{T}_{n,q}$ is the service time of the $q$-th status update successfully delivered to device $n$. Conditioning on the occurrence of Case $C_S$, the CDF of the service time is

$$F_{T_{n,j}|C_S}(t) = \mathbb{P}(T_{n,j} < t | C_S)$$

$$= \frac{1}{N\mathbb{P}(C_S)} \sum_{h=1}^{K} \left( 1 - \mathbb{Z}_h - \sum_{j=0}^{h-1} B_{h,j} e^{-A_j (t-c) U_{h,j} - V_{K,j}} \right),$$

where $U_{h,j}$, $V_{K,j}$, and $\mathbb{Z}_h$ are defined in Proposition 1, and $\mathbb{P}(C_S)$ is given in (17). Based on (20), the expectation of $\hat{T}_{n,q}$ can be calculated by

$$\mathbb{E}[\hat{T}_{n,q}] = \int_0^T dF_{T_{n,j}|C_S}(t)$$

$$= \frac{1}{N\mathbb{P}(C_S)} \sum_{h=1}^{K} \sum_{j=0}^{h-1} B_{h,j} A_j U_{h,j} I_{h,j} - \sum_{j=0}^{h-1} B_{h,j} u_{h,j} I_{h,j} T_D + 1) \right).$$

### E. Average (Peak) AoI for Fixed Deadline Case

Based on the above analysis, we obtain the average AoI of the multicast transmission with fixed deadlines by substituting (14), (15), (18), and (21) into (6). Similarly, we obtain the corresponding average peak AoI by substituting (14), (18), and (21) into (7). It is worth pointing out that the results presented in this paper can be easily extended to the scenarios for broadcast transmission with deadlines by replacing $K$ with $N$, for multicast transmission without deadlines by setting $T_D = \infty$, and for unicast transmission with deadlines by setting $N = K = 1$.

### IV. Analysis of Average (Peak) AoI with Randomly Distributed Deadlines

In this section, we derive the average (peak) AoI of multicast transmission with randomly distributed deadlines. Compared to fixed deadlines, the performance analysis for random deadlines is further complicated as the impact of the distribution of random deadlines on the evolution of the instantaneous AoI at each device should be taken into account. Hence, all terms in the expressions of the average (peak) AoI need to be recalculated. In particular, the distribution of the random deadlines not only determines the occurrence probabilities of both successful and failed status update receptions at each device, but also the distribution of the inter-generation time for each reception outcome. Studying the random deadline case helps understanding the AoI performance of the status update systems where different status updates are subject to different deadlines. Recall that the deadline associated with status update $j$ is $T_{D,j}$, which is assumed to follow an exponential distribution with rate $A_d$ and constant shift $c$. Hence, the PDF of deadline $T_{D,j}$ is given by $f_{T_{D,j}}(t) = A_d e^{-A_d (t-c)}, t > c, \forall j \in J$.

By denoting $X_{n}^F$, $X_{n}^S$, $M_{n,q}$, $W_{n,q}$, and $\hat{T}_{n,q}$ for the random deadline case as the counterparts of $X_{n}^F$, $X_{n}^S$, $M_{n,q}$, $W_{n,q}$, and $\hat{T}_{n,q}$ for the fixed deadline case respectively, we can rewrite the average AoI in (6) and the average peak AoI in (7) as

$$\bar{\Delta}_n = \mathbb{E}[W^2] + \mathbb{E}[\hat{T}_{n,q}] + \mathbb{E}[X_{n}^S] \mathbb{E}[W]$$

$$+ \mathbb{E}[\hat{T}_{n,q}] + \mathbb{E}[X_{n}^S] \mathbb{E}[W],$$

where $\bar{\Delta}_n$ is the average AoI of device $n$.

### A. First and Second Moments of Inter-Generation Time $X_{n}^F$ for Random Deadline Case

With randomly distributed deadlines for status updates, we need to rederive the first and second moments of the inter-generation time of two consecutive status updates when the former status update fails to be delivered to device $n$, i.e., $\mathbb{E}[X_{n}^F]$ and $\mathbb{E}[\left( X_{n}^F \right)^2]$. The case that device $n$ fails to receive the status update, i.e., Case $C_F$, occurs when $T_{n,j} > \min\{T_{D,j}, T_N(K)\}$. Case $C_F$ can further be divided into two cases, i.e., Cases $C_F,1$ and $C_F,2$, which occur if $T_N(K) < T_{D,j}$ and $T_{D,j} < T_N(K)$, respectively. Thus, the first and second moments of inter-generation time $X_{n}^F$ are given by

$$\mathbb{E}[X_{n}^F] = \mathbb{P}(C_F,1) \mathbb{E}[T_N(K)|C_F,1] + \mathbb{P}(C_F,2) \mathbb{E}[T_{D,j}|C_F,2],$$

$$\mathbb{E}[\left( X_{n}^F \right)^2] = \mathbb{P}(C_F,1) \mathbb{E}[T_N(K)^2|C_F,1] + \mathbb{P}(C_F,2) \mathbb{E}[T_{D,j}^2|C_F,2],$$

where $\mathbb{P}(C_F,1)$ and $\mathbb{P}(C_F,2)$ denote the occurrence probabilities of Cases $C_F,1$ and $C_F,2$ in the random deadline case, respectively.

Based on the definition of Case $C_F,2$, we have

$$\mathbb{P}(C_F,2) = \mathbb{P}(T_{D,j} < T_N(K) | T_{n,j} > \min\{T_{D,j}, T_N(K)\})$$

$$= \frac{\left( \sum_{h=1}^{K} R_{h} + (N - K) R_N A_d \right) A_d}{N A_d + (N - K - \sum_{h=1}^{K} R_{h}) (A_d + A_d)},$$

where $R_{h} = \mathbb{P}(T_N(K) \leq T_{D,j}) = \sum_{j=0}^{h-1} B_{h,j} U_{h,j} I_{h,j} - \sum_{j=0}^{h-1} B_{h,j} u_{h,j} I_{h,j} T_D + 1)$. Meanwhile, we obtain $\mathbb{P}(C_F,1) = 1 - \mathbb{P}(C_F,2)$.

The AoI of device $n$ keeps increasing before successfully receiving a fresher status update. On one hand, the instantaneous AoI increases by $T_N(K)$ if $T_N(K) < T_{D,j}$. The first and second moments of $T_N(K)$ conditioning on the occurrence of Case $C_F,1$ are presented in Proposition 4.
Proposition 4. The first and second moments of the time required for \( K \) devices to successfully receive a status update (i.e., \( T_N(K) \)) conditioning on the occurrence of Case \( C_{F,1} \) can be calculated by

\[
\mathbb{E}[T_N(K)|C_{F,1}] = \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{c^{NH_K,j+1}}{H_K,j(N-K)(1-R_K)} \tag{27}
\]

\[
\mathbb{E}[T_N^2(K)|C_{F,1}] = \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{c^{NH_K,j+2}+2c^{NH_K,j+2}}{H_K,j(N-K)(1-R_K)} \tag{28}
\]

Proof. See Appendix D. \( \square \)

On the other hand, if \( T_{D,j} < T_N(K) \), then the instantaneous AoI increases by \( T_{D,j} \), the first and second moments of which conditioning on the occurrence of Case \( C_{F,2} \) are given in Proposition 5.

Proposition 5. The first and second moments of \( T_{D,j} \) conditioning on the occurrence of Case \( C_{F,2} \) can be calculated by

\[
\mathbb{E}[T_{D,j}|C_{F,2}] = \left( \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{cH_{K,j} + 1}{U_{h,j}H_{K,j}^2} \right) + N \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{cH_{K,j} + 1}{U_{h,j}H_{K,j}^2} \tag{29}
\]

\[
\mathbb{E}[T_{D,j}^2|C_{F,2}] = \left( \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{c^2 H_{K,j}^2 + 2cH_{K,j}}{U_{h,j}H_{K,j}^3} \right) + N \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{c^2 H_{K,j}^2 + 2cH_{K,j}}{U_{h,j}H_{K,j}^3} \times \frac{1}{\sum_{h=1}^{N-K} R_h + (N-K)R_K} \tag{30}
\]

Proof. See Appendix E. \( \square \)

By substituting (29) and (30) and \( \mathbb{P}(C_{F,1}) \) into (27) and (28), we obtain \( \mathbb{E}[X_n^2] \) and \( \mathbb{E}[(X_n^2)^2] \).

B. First and Second Moments of Inter-Generation Time \( X_n^S \) for Random Deadline Case

In this subsection, we calculate the first and second moments of the inter-generation time of two consecutive status updates when the former status update is successfully received by device \( n \) for the random deadline case, i.e., \( \mathbb{E}[X_n^S] \) and \( \mathbb{E}[(X_n^S)^2] \). If \( T_{n,j} \leq \min\{T_{D,j}, T_N(K)\} \), then Case \( C_{S,1} \) occurs and can be further categorized into Cases \( C_{S,1} \) and \( C_{S,2} \), which occur when \( T_N(K) < T_{D,j} \) and \( T_{D,j} < T_N(K) \), respectively. As a result, the first and second moments of inter-generation time \( X_n^S \) can be expressed as

\[
\mathbb{E}[X_n^S] = \mathbb{P}(C_{S,1}) \mathbb{E}[T_N(K)|C_{S,1}] + \mathbb{P}(C_{S,2}) \mathbb{E}[T_{D,j}|C_{S,2}] \tag{31}
\]

\[
\mathbb{E}[(X_n^S)^2] = \mathbb{P}(C_{S,1}) \mathbb{E}[T_N^2(K)|C_{S,1}] + \mathbb{P}(C_{S,2}) \mathbb{E}[T_{D,j}^2|C_{S,2}] \tag{32}
\]

where \( \mathbb{P}(C_{S,1}) \) and \( \mathbb{P}(C_{S,2}) \) denote the probabilities of the occurrence of Cases \( C_{S,1} \) and \( C_{S,2} \) when device \( n \) successfully receives the status update, respectively. Base on the definition of Case \( C_{S,1} \), we have

\[
\mathbb{P}(C_{S,1}) = \mathbb{P}(T_N(K) < T_{D,j}|T_{n,j} < \min\{T_{D,j}, T_N(K)\})
\]

\[
= \frac{K\mathbb{P}(T_N(K) \leq T_{D,j})}{\sum_{h=1}^{N-K} \mathbb{P}(T_N(h) \leq T_{D,j})}
\]

\[
= \frac{K R_K}{\sum_{h=1}^{N-K} R_h} \tag{33}
\]

We can easily obtain the probability of \( C_{S,2} \) as \( \mathbb{P}(C_{S,2}) = 1 - \mathbb{P}(C_{S,1}) \). If device \( n \) successfully receives the status update, then the instantaneous AoI is reset to \( T_{D,j} \) when Case \( C_{S,2} \) occurs. In this case, the first and second moments of \( T_{D,j} \) in (31) and (32) are provided in the following proposition.

Proposition 6. The first and second moments of \( T_{D,j} \) conditioning on the occurrence of Case \( C_{S,2} \) can be calculated by

\[
\mathbb{E}[T_{D,j}|C_{S,2}] = \frac{1}{K R_K - \sum_{h=1}^{N-K} R_h} \left( \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{cH_{K,j} + 1}{U_{h,j}H_{K,j}^2} \right)
\]

\[
- \sum_{h=1}^{N-K} R_h \left( \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{cH_{K,j} + 1}{U_{h,j}H_{K,j}^2} \right)
\]

\[
\mathbb{E}[T_{D,j}^2|C_{S,2}] = \frac{1}{K R_K - \sum_{h=1}^{N-K} R_h} \left( \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{c^2 H_{K,j}^2 + 2cH_{K,j}}{U_{h,j}H_{K,j}^3} \right)
\]

\[
- \sum_{h=1}^{N-K} R_h \left( \sum_{j=0}^{K-1} B_{K,j} \lambda d \frac{c^2 H_{K,j}^2 + 2cH_{K,j}}{U_{h,j}H_{K,j}^3} \right)
\]

Proof. See Appendix F. \( \square \)

If device \( n \) successfully receives the status update, then the instantaneous AoI is reset to \( T_{D,j} \) when Case \( C_{S,1} \) occurs. In this case, the first and second moments of \( T_N(K) \) in (31) and (32) are presented in Corollary 1.

Corollary 1. The first and second moments of \( T_N(K) \) conditioning on the occurrence of Case \( C_{S,1} \) is given by

\[
\mathbb{E}[T_N(K)|C_{S,1}] = \mathbb{E}[T_N(K)|C_{F,1}] + \mathbb{E}[T_{D,j}|C_{S,2}] \tag{34}
\]

\[
\mathbb{E}[T_N^2(K)|C_{S,1}] = \mathbb{E}[T_N^2(K)|C_{F,1}] + \mathbb{E}[T_{D,j}^2|C_{S,2}] \tag{35}
\]

By substituting the derived \( \mathbb{E}[T_{D,j}|C_{S,2}] \), \( \mathbb{E}[T_{D,j}^2|C_{S,2}] \), \( \mathbb{E}[T_N(K)|C_{S,1}] \), \( \mathbb{E}[T_N^2(K)|C_{S,1}] \), \( \mathbb{P}(C_{S,1}) \), and \( \mathbb{P}(C_{S,2}) \) into (31) and (32), we obtain the first and second moments of inter-generation time \( X_n^S \) for the random deadline case, i.e., \( \mathbb{E}[X_n^S] \) and \( \mathbb{E}[(X_n^S)^2] \).

C. First and Second Moments of \( W \) for Random Deadline Case

Similar to Section III-C, \( W \) is the summation of \( M-1 \) consecutive inter-generation time \( X_{n,j}^S \), i.e., \( W = \sum_{j=0}^{M-2} X_{n,j}^S \). Recall the definition of \( M \), we have \( \mathbb{E}[M] = \frac{1}{\mathbb{P}(C_S)} \) and

\[
\mathbb{E}[M^2] = \frac{2\mathbb{P}(C_S)}{\mathbb{P}(C_S)^2} \tag{36}
\]

where \( \mathbb{P}(C_S) = \frac{1}{N} \sum_{h=1}^{N-K} (1 - R_h) \). As \( M \) and \( X_{n,j}^S \) are independent, the first moment of \( W \) is given by
\[ \mathbb{E}[W] = (\mathbb{E}[M] - 1) \mathbb{E}[X_n^k]. \] Meanwhile, the second moment of \( W \) can be calculated by
\[
\mathbb{E}[W^2] = \mathbb{E}[\text{Var}(W|M)] + \text{Var}(\mathbb{E}[W|M]) + \mathbb{E}^2[W] = \mathbb{E}[M - 1] \text{Var} \left[ X_n^k \right] + \mathbb{E} \left[ X_n^k \right]^2 \text{Var}(M) + \mathbb{E}[W]^2, \tag{36}
\]
where \( \text{Var} \left[ X_n^k \right] = \mathbb{E} \left[ (X_n^k)^2 \right] - (\mathbb{E} \left[ X_n^k \right])^2. \)

D. First Moment of Successful Service Time \( \hat{T}_{n,q} \) for Random Deadline Case

In this subsection, we calculate the expectation of successful service time \( \hat{T}_{n,q} \) conditioning on the occurrence of Case \( C_S \) for the random deadline case. The CDF of the conditional service time is given by
\[
F_{T_{n,j}|C_S}(t) = \frac{1}{N^2} \sum_{h=1}^{K} \sum_{r=1}^{R_h} \mathbb{P}(t 
less than or equal to T_{N}(h) \leq T_{D_j}(h)). \tag{37}
\]
where \( \mathbb{P}(C_S) = \frac{1}{N^2} \sum_{h=1}^{K} (1 - R_h) \) and \( \mathbb{P}(t \leq T_N(h) \leq T_{D_j}(h)) \) is given in (55). Thus, the expectation of successful service time \( \hat{T}_{n,q} \) can be calculated by
\[
\mathbb{E}[\hat{T}_{n,q}] = \mathbb{E}[T_{n,j}|C_S] = \int_c^{+\infty} t dF_{T_{n,j}|C_S}(t) = \frac{\mathbb{E}[C_S]}{\mathbb{P}(C_S)} \sum_{h=1}^{K} \sum_{j=0}^{h-1} B_{h,j} \lambda_s c H_{h,j} + \frac{1}{H_{h,j}}. \tag{38}
\]

E. Average (Peak) AoI for Random Deadline Case

Based on the aforementioned analysis, we obtain the average AoI and the average peak AoI of the multicast transmission with exponentially distributed deadlines by substituting (24), (25), (31), (32), (36), and (38) into (22) and (23), respectively.

V. PERFORMANCE EVALUATION AND DISCUSSIONS

In this section, we present both the simulation and theoretical results in terms of the average (peak) AoI for multicast transmission with deadlines in IoT networks, and compare the results with that of the scenario without deadlines. We conduct Monte-Carlo simulations using MATLAB to verify the correctness of our theoretical analysis. The transmission process of 100,000 consecutive status updates is simulated to obtain the instantaneous AoI evolution, which is then used to calculate the average (peak) AoI. For performance comparison, we set the average deadline of the random deadline case (i.e., \( 1/\lambda_s + c \)) to be the same as deadline \( T_D \) of the fixed deadline case.

Fig. 2 shows the impact of deadline \( T_D \) on the average AoI for different values of average service rate \( \lambda_s \) when \( K = 7, N = 10, \) and \( c = 0.1. \) As can be observed, the simulation and theoretical results match well, which validating the accuracy of the performance analysis in Sections III and IV. For both fixed and random deadlines, with the variation of deadline \( T_D \), the average AoI first decreases to a minimum value and then increases to a saturation value. By using the ternary search algorithm, we are able to numerically find the optimal value of the deadline that minimizes the average (peak) AoI. We take the fixed deadline case as an example. When \( \lambda_s = 1/3 \) and deadline \( T_D \) is small, the probability that each device can successfully receive a status update within a transmission interval (i.e., \( \min(T_{N}(K), T_D) \)) is also small. As such, it may take each IoT device many transmission intervals to successfully receive a status update. Note that the average AoI is proportional to the average number of transmission intervals required to successfully receive a status update as well as the average length of transmission intervals. Hence, the average AoI of the considered system is large when the deadline is small (e.g., 0.2). By increasing the value of average deadline \( T_D \) to 0.9, the average AoI declines quickly until reaching its minimum value. This is due to the fact that the probability of successful status update reception within each transmission interval increases. By further increasing the value of deadline \( T_D \), the average length of transmission intervals increases and it starts to play a more important role in the AoI evolution than the average number of transmission intervals required to successfully receive a status update, leading to the increase of the average AoI. When deadline \( T_D \) is sufficiently large, the average AoI approaches a saturation value and does not further vary with deadline \( T_D \). This corresponds to the case of multicast transmission without deadlines. In addition, we can also observe that the average AoI decreases as the value of \( \lambda_s \) increases. This is because a larger average service rate leads to a smaller average length of transmission intervals.

Fig. 2 also illustrates the average AoI comparison between the fixed and random deadline cases. As can be observed, the minimum value of the average AoI for the fixed deadline case is smaller than that for the random deadline case. This is because the fixed deadline case reduces the variability and limits the maximum possible value of the deadline. The maximum possible value of the instantaneous AoI in the random deadline case can be very large with a certain probability, which has a detrimental effect on reducing the average AoI. As a result, this illustrates the importance of limiting the maximum possible deadline in reducing the average AoI. For the random deadline case, some status updates have larger
deadlines and other status updates have smaller deadlines when compared with the fixed deadline case. When $T_D$ is around its optimal value, the detrimental effect of status updates with larger deadlines cannot be mitigated by the status updates with smaller deadlines, and hence the random deadline case achieves a larger average AoI than the fixed deadline case. On the other hand, when $T_D$ is large, the beneficial effect due to status updates with smaller deadlines plays a dominating role in reducing the average AoI, while the detrimental effect of status updates with larger deadlines is negligible as most packets can be served before the deadline expires. As a result, when $T_D$ is large, the random deadline case achieves a better performance than that of the fixed deadline case.

Fig. 3 illustrates the impact of $K$ on the average AoI of the considered system for different values of $\lambda_s$ when $T_D = 3$, $N = 10$, and $c = 0.1$. When $K$ is small (e.g., $K = 1$), the probability that a specific device is one of the first $K$ devices that successfully receive the status update is low, and hence the average AoI is relatively large. When $\lambda_s = 1/2$, by increasing the value of $K$ to 3, the probability of successful status update reception increases, which reduces the number of transmission intervals that are required to successfully receive a status update and in turn reduces the average AoI. By further increasing the value of $K$, the average length of transmission intervals increases as more devices are required to successfully receive each status update. As the average length of transmission intervals increasingly dominates the AoI evolution when $K \geq 4$, the average AoI increases. Therefore, with the variation of $K$, there exists a value of $K$ that balances the tradeoff between these two effects and minimizes the average AoI. In addition, we observe that for smaller $K$, the average AoI for the fixed and random cases are similar, as the probability that the transmission of status updates is terminated due to the deadline is small. On the other hand, when $K$ is large, the fixed deadline case outperforms the random deadline case in terms of the average AoI. This is because some packets having higher deadlines in the random deadline case take a large transmission interval, leading to a larger average AoI.

We investigate the impact of $N$ on the average AoI of the considered system for different values of $\lambda_s$ when $T_D = 3$, $K = 5$, and $c = 0.1$. As shown in Fig. 4, we can observe that the average AoI first decreases to a minimum value and then gradually increases as the value of $N$ increases. Specifically, when $N$ is small, the average length of transmission intervals is large, yielding a large average AoI. When $\lambda_s = 1/2$, by increasing the value of $N$ to 15, the average length of transmission intervals decreases, which in turn reduces the average AoI. By further increasing the value of $N$, the probability of a device being one of the first $K$ devices that successfully received the status update decreases, and hence, the average AoI increases. Similarly, we can observe that the average AoI increases as the value of $\lambda_s$ decreases.

We plot the average peak AoI versus the average deadline for different values of $\lambda_s$ when $K = 7$, $N = 10$, and $c = 0.1$, as shown in Fig. 5. We can observe that the average AoI first decreases to a minimum value and then gradually increases as the value of $N$ increases. In terms of the performance gap between the cases with and without deadlines, the gap for the average peak AoI is greater than that for the average AoI. In addition, the average peak
AoI reaches the minimum point earlier than the average AoI. This is because the average peak AoI is more sensitive to the deadline than the average AoI.

Fig. 6 shows the impact of $K$ on the average peak AoI for different service rates when $T_D = 3$, $N = 10$, and $c = 0.1$. Obviously, the performance trend of the average peak AoI as $K$ increases is similar to that of the average AoI. The average peak AoI for fixed and random deadline cases is almost the same when $K$ is small, while the fixed deadline case achieves a lower average peak AoI than the random deadline case when $K$ is large. This can be explained as follows. With $K$ is small, only a small number of status updates are affected by the deadlines. On the other hand, when $K$ is large, the deadline plays an important role in determining the average transmission interval as well as the average peak AoI, and the detrimental effect of status updates with larger deadlines for the random deadline case leads to a higher average peak AoI.

VI. CONCLUSIONS

In this paper, we studied the average (peak) AoI of multicast transmission with deadlines in IoT networks, where a status update is terminated by the AP if either $K$ devices successfully receive the status update or the deadline expires. Two categories of deadlines were considered, i.e., fixed and exponentially distributed deadlines. We characterized the evolution of the instantaneous AoI and derived the distributions of the service time for all possible reception outcomes at IoT devices. Based on the derived distributions, we obtained the closed-form expressions of the average AoI and the average peak AoI. Simulations validated the theoretical analysis and showed that the deadline can be adopted to significantly reduce the average (peak) AoI. In particular, the deadline can be adjusted to minimize the average (peak) AoI for real-time applications. Results revealed that the fixed deadline achieves a lower minimum average (peak) AoI than the random deadline when optimizing the deadline. However, the random deadline achieves a lower average (peak) AoI than the fixed deadline in the high deadline regime.

APPENDIX

A. Proof of Proposition 1

When Case $C_{F,1}$ occurs, we have $T_N(K) < T_D$ and $T_{n,j} > \min\{T_D, T_N(K)\}$, which can be simplified as $T_N(K) < \min\{T_D, T_{n,j}\}$. As a result, the CDF of the time that $K$ IoT devices successfully receive a status update conditioning on the occurrence of Case $C_{F,1}$ can be expressed as

$$
P(T_N(K) < t | C_{F,1}) = \frac{\mathbb{P}(T_N(K) < t, T_N(K) < \min\{T_D, T_{n,j}\})}{\mathbb{P}(T_N(K) < \min\{T_D, T_{n,j}\})}.
$$

The numerator of (39) can be calculated by

$$
P(T_N(K) < t, T_N(K) < \min\{T_D, T_{n,j}\}) = \frac{N-K}{N} \mathbb{P}(T_N(K) < t, T_N(K) < T_D) = \frac{N-K}{N} \mathbb{P}(T_N(K) < T_D)
$$

$$
= \frac{N-K}{N} (1 - Z_K - \sum_{j=0}^{K-1} B_{K,j} e^{-\lambda_s(t-c)U_{K,j}} - V_{K,j}) U_{K,j}^{-1}.
$$

where $V_{K,j}$, $B_{K,j}$, $U_{K,j}$ and $Z_K$ are defined in Proposition 1. On the other hand, the denominator of (39) is given by

$$
P(T_N(K) < \min\{T_D, T_{n,j}\}) = \frac{(N-K)}{N} \mathbb{P}(T_N(K) < T_D)
$$

$$
= \frac{N-K}{N} (1 - Z_K).
$$

By substituting (40) and (41) into (39), we obtain the conditional CDF of $T_N(K)$, i.e., $F_{T_N(K)|C_{F,1}}(t)$, as follows

$$
F_{T_N(K)|C_{F,1}}(t) = 1 - \sum_{j=0}^{K-1} B_{K,j} e^{-\lambda_s(t-c)U_{K,j}} - V_{K,j} U_{K,j}(1 - Z_K).
$$

As a result, the conditional first and second moments of $T_N(K)$, i.e., $\mathbb{E}[T_N(K)|C_{F,1}]$ and $\mathbb{E}[T_N(K)^2|C_{F,1}]$, can be written as

$$
\mathbb{E}[T_N(K)|C_{F,1}] = \int_c^{T_D} t f_{T_N(K)|C_{F,1}}(t) dt
$$

$$
= \frac{1}{1 - Z_K} \sum_{j=0}^{K-1} \frac{B_{K,j}}{\lambda_s U_{K,j}^2} \left[ 1 + c \lambda_s U_{K,j} \right]
$$

$$
- (1 + T_D \lambda_s U_{K,j}) V_{K,j},
$$

$$
\mathbb{E}[T_N^2(K)|C_{F,1}] = \int_c^{T_D} t^2 f_{T_N(K)|C_{F,1}}(t) dt
$$

$$
= \frac{1}{1 - Z_K} \sum_{j=0}^{K-1} \frac{B_{K,j}}{\lambda_s^2 U_{K,j}^3} \left[ (1 + c \lambda_s U_{K,j})^2 \right]
$$

$$
- (1 + T_D \lambda_s U_{K,j})^2 + 1 ) V_{K,j},
$$

where $Z_K$, $B_{K,j}$, $U_{K,j}$ and $V_{K,j}$ are given in Proposition 1, and $f_{T_N(K)|C_{F,1}}(t)$ is the first derivative of $F_{T_N(K)|C_{F,1}}(t)$ and denotes the conditional PDF of $T_N(K)$.
By definition, we have

where the denominator \( \mathbb{P} \left( T_{n,j} > \min \{ T_D, T_N(K) \} \right) = \mathbb{P} \left( T_{n,j} > T_D \right) + \mathbb{P} \left( T_{n,j} > T_N(K) \right) - \mathbb{P} \left( T_{n,j} > T_D, T_{n,j} > T_N(K) \right) \). By definition, we have \( \mathbb{P} \left( T_{n,j} > T_D \right) = e^{-\lambda_j (t-D-c)} \) and \( \mathbb{P} \left( T_{n,j} > T_N(K) \right) = \frac{N-K}{N} \). In addition, the probability that the service time of device \( n \) is greater than both the deadline and the \( K \)-th order statistics of service times is given by

\[
\mathbb{P} \left( T_{n,j} > T_D, T_{n,j} > T_N(K) \right) = \sum_{h=K+1}^{N} \mathbb{P} \left( T_{n,j} > T_D, T_{n,j} = T_N(h) \right) = \frac{1}{N} \sum_{h=K+1}^{N} Z_h,
\]

where \( Z_h \) is defined in Proposition 1. On the other hand, the numerator of (45) can be calculated by

\[
\mathbb{P} \left( T_D < \min \{ T_N(K), T_{n,j} \} \right) = \mathbb{P} \left( T_D < T_N(K) < T_{n,j} \right) + \mathbb{P} \left( T_D < T_{n,j} \leq T_N(K) \right) = \frac{N-K}{N} \mathbb{P} \left( T_D < T_N(K) \right) + \left( 1 - \mathbb{P} \left( T_D < T_N(K) \right) \right) \mathbb{P} \left( T_D < T_{n,j} \right).
\]

By substituting (46) and (47) into (45), we obtain \( \mathbb{P} \left( C_{F,2} \right) \).

C. Proof of Proposition 3

When Case \( C_{S,1} \) occurs, we have \( T_{N,j} < T_D \) and \( T_{n,j} \leq \min \{ T_D, T_N(K) \} \), which can be simplified as \( T_{n,j} < T_N(K) \leq T_D \). As a result, the CDF of the time that \( K \) devices successfully receive a status update conditioning on the occurrence of Case \( C_{S,1} \) can be expressed as

\[
F_{T_N(K) \mid C_{S,1}}(t) = \mathbb{P} \left( T_N(K) < t \mid T_{n,j} < T_N(K) \leq T_D \right) = \frac{\mathbb{P} \left( T_D < \min \{ T_N(K), T_{n,j} \} \right)}{\mathbb{P} \left( T_{n,j} > \min \{ T_D, T_N(K) \} \right)}.
\]

The numerator of (48) can be calculated as

\[
\mathbb{P} \left( T_N(K) < t \mid T_{n,j} < T_N(K) \leq T_D \right) = \frac{K}{N} \mathbb{P} \left( T_N(K) < T_D \right) - \frac{K}{N} \mathbb{P} \left( T_N(K) \geq t, T_{n,j} < T_N(K) \leq T_D \right) = \frac{K}{N} (1 - Z_K) - \sum_{j=0}^{K-1} B_{K,j} \frac{e^{-\lambda_j U_{K,j}(t-c)} - V_{K,j}}{U_{K,j}(1 - Z_K)}.
\]

On the other hand, the denominator of (48) is

\[
\mathbb{P} \left( T_{n,j} < T_N(K) \leq T_D \right) = \frac{K}{N} (1 - Z_K) \cdot
\]

By substituting (49) and (50) into (48), we obtain the conditional CDF of \( T_N(K) \), i.e., \( F_{T_N(K) \mid C_{S,1}}(t) \), as follows

\[
F_{T_N(K) \mid C_{S,1}}(t) = 1 - \sum_{j=0}^{K-1} B_{K,j} \frac{e^{-\lambda_j U_{K,j}(t-c)} - V_{K,j}}{U_{K,j}(1 - Z_K)}.
\]

By observing that (51) equals (42), we have

\[
\mathbb{E} \left[ T_N(K) \mid C_{S,1} \right] = \mathbb{E} \left[ T_N(K) \mid C_{F,1} \right], \hspace{1cm} \mathbb{E} \left[ T_N^2(K) \mid C_{S,1} \right] = \mathbb{E} \left[ T_N^2(K) \mid C_{F,1} \right].
\]
We calculate the numerator in \((60)\) as
\[
\mathbb{P}(T_{D,j} < t, T_{D,j} < T_N(K), T_{D,j} < T_{n,j}) = \mathbb{P}(T_{D,j} < t, T_{D,j} < T_N(K)) + \mathbb{P}(T_{D,j} < t, T_{D,j} < T_N(K), T_{D,j} < T_{n,j}).
\]
(61)
The first term on the right hand side of \((61)\) can be calculated by
\[
\mathbb{P}(T_{D,j} < t, T_{D,j} < T_N(K)) = \sum_{h=1}^{K} \mathbb{P}(T_{D,j} < t, T_{D,j} < T_N(h), T_{n,j} = T_N(h)) = \frac{1}{N} \sum_{h=1}^{K} \left[ R_h - \mathbb{P}(T_{D,j} \geq t, T_{D,j} < T_N(h)) \right],
\]
(62)
where \(\mathbb{P}(T_{D,j} \geq t, T_{D,j} < T_N(h))\) is given by
\[
\mathbb{P}(T_{D,j} \geq t, T_{D,j} < T_N(h)) = \int_{t}^{\infty} f_{T_{D,j}}(x) \int_{t}^{\infty} f_{T_N(h)}(y) \, dy \, dx = \sum_{j=0}^{h-1} B_{h,j} \lambda_d \frac{e^{-H_{h,j}(t-c)}}{U_{h,j} H_{h,j}}.
\]
(63)
The second term on the right hand side of \((61)\) is given by
\[
\mathbb{P}(T_{D,j} < t, T_{D,j} < T_N(K), T_{D,j} < T_{n,j}) = \sum_{K=1}^{N} \mathbb{P}(T_{D,j} < t, T_{D,j} < T_{n,j}, T_{n,j} = T_N(K)) = \frac{(N-K)R_K}{N} - \sum_{j=0}^{K-1} B_{K,j} \lambda_d \frac{e^{-H_{K,j}(t-c)}}{U_{K,j} H_{K,j}}.
\]
(64)
On the other hand, the denominator in \((60)\) is given by
\[
\mathbb{P}(T_{D,j} < T_N(K), T_{D,j} < T_{n,j}) = \mathbb{P}(T_{D,j} < T_N(K)) + \mathbb{P}(T_{D,j} < T_N(K), T_{D,j} < T_{n,j}) = \frac{1}{N} \sum_{h=1}^{K} R_h + \frac{N-K}{K} R_K.
\]
(65)
By substituting \((62), (63), (64),\) and \((65)\) into \((61)\), we obtain the CDF of \(T_{D,j}\) conditioning on the occurrence of Case \(C_{r,2}\).

With conditional CDF \(F_{T_{D,j} | C_{r,2}}(t)\), the conditional first and second moments of \(T_{D,j}\) can, respectively, be calculated by
\[
\mathbb{E} \left[ T_{D,j} | C_{r,2} \right] = \int_{c}^{\infty} t \, dF_{T_{D,j} | C_{r,2}}(t)
\]
and
\[
\mathbb{E} \left[ T_{D,j}^2 | C_{r,2} \right] = \int_{c}^{\infty} t^2 \, dF_{T_{D,j} | C_{r,2}}(t) = \frac{1}{\sum_{h=1}^{K} R_h + (N-K)R_K} \sum_{h=1}^{K} \sum_{j=0}^{h-1} B_{h,j} \lambda_d \frac{c H_{h,j} + 1}{U_{h,j} H_{h,j}^2} + \frac{N}{K} \sum_{j=0}^{K-1} B_{K,j} \lambda_d \frac{c H_{K,j} + 1}{U_{K,j} H_{K,j}^2}. \]
(66)

F. Proof of Proposition 6

When Case \(C_{s,2}\) occurs, i.e., \(T_{n,j} \leq T_{D,j} < T_N(K)\), the CDF of \(T_{D,j}\) conditioning on the occurrence of Case \(C_{s,2}\) can be expressed as
\[
F_{T_{D,j} | T_{n,j} \leq T_{D,j} < T_N(K)}(t) = \frac{\mathbb{P}(T_{D,j} < t, T_{n,j} \leq T_{D,j} < T_N(K))}{\mathbb{P}(T_{n,j} \leq T_{D,j} < T_N(K))}.
\]
(68)
The numerator of \((68)\) can be calculated by
\[
\mathbb{P}(T_{D,j} < t, T_{n,j} \leq T_{D,j} < T_N(K)) = \mathbb{P}(T_{D,j} < t, T_{D,j} \leq T_N(K), T_{n,j} \leq T_N(K)) - \mathbb{P}(T_{D,j} < t, T_{D,j} < T_{n,j}, T_{n,j} \leq T_N(K))
\]
(69)
The first term on the right hand side of \((69)\) can be calculated as
\[
\mathbb{P}(T_{D,j} < t, T_{D,j} \leq T_N(K), T_{n,j} \leq T_N(K)) = \frac{K}{N} \sum_{j=0}^{K-1} B_{K,j} \lambda_d \frac{1 - e^{-H_{K,j}(t-c)}}{H_{K,j}}.
\]
(70)
On the other hand, the second term on the right hand side of \((69)\) is given by
\[
\mathbb{P}(T_{D,j} < t, T_{D,j} < T_{n,j}, T_{n,j} \leq T_N(K)) = \frac{1}{N} \sum_{h=1}^{K} \sum_{j=0}^{h-1} B_{h,j} \lambda_d \frac{1 - e^{-H_{h,j}(t-c)}}{H_{h,j}}.
\]
(71)
Then, the denominator in \((68)\) can be calculated by
\[
\mathbb{P}(T_{n,j} \leq T_{D,j} < T_N(K)) = \frac{N}{K} R_K - \frac{1}{N} \sum_{h=1}^{K} R_h.
\]
(72)
By substituting \((62), (70), (71),\) and \((72)\) into \((68)\), we obtain the conditional CDF of \(T_{D,j}\). As a result, the conditional first and second moments of \(T_{D,j}\) are given by
\[
\mathbb{E} \left[ T_{D,j} | C_{s,2} \right] = \int_{c}^{\infty} t \, dF_{T_{D,j} | T_{n,j} \leq T_{D,j} < T_N(K)}(t)
\]
and
\[
\mathbb{E} \left[ T_{D,j}^2 | C_{s,2} \right] = \int_{c}^{\infty} t^2 \, dF_{T_{D,j} | T_{n,j} \leq T_{D,j} < T_N(K)}(t) = \frac{1}{K R_K - \sum_{h=1}^{K} R_h} \left( \sum_{j=0}^{K-1} B_{K,j} \lambda_d \frac{c H_{K,j} + 1}{U_{K,j} H_{K,j}^2} - \sum_{h=1}^{K} \sum_{j=0}^{h-1} B_{h,j} \lambda_d \frac{c H_{h,j} + 1}{U_{h,j} H_{h,j}^2} \right).
\]
and

\[
\mathbb{E}\left[T_{D_j}\left|C_{S,2}\right|\right] = \int_0^\infty t^2 dF_{T_{D_j}|T_{n_j} \leq T_{D_j} < T_N(K)}(t)
\]

\begin{align}
= & \frac{1}{KR^2 - \sum_{k=1}^K R_k} \left( \sum_{k=1}^{K-1} B_{K,j}^2 \frac{c^2 H_{K,j}^2 + 2c H_{K,j} + 2}{U_{K,j} H_{K,j}^3} \right. \\
- & \left. \sum_{h=1}^{h-1} \sum_{j=0}^{h} B_{h,j}^2 \frac{c^2 H_{h,j}^2 + 2c H_{h,j} + 2}{U_{h,j} H_{h,j}^3} \right). \tag{74}
\end{align}
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