We develop a coordinate version of light-cone-ordered perturbation theory, for general time-ordered products of fields, by carrying out integrals over one light-cone coordinate for each interaction vertex. The resulting expressions depend on the lengths of paths, measured in the same light-cone coordinate. Each path is associated with a denominator equal to a “light-cone deficit”, analogous to the “energy deficits” of momentum-space time- or light-cone-ordered perturbation theory. In effect, the role played by intermediate states in momentum space is played by paths between external fields in coordinate space. We derive a class of identities satisfied by coordinate diagrams, from which their imaginary parts can be derived. Using scalar QED as an example, we show how the eikonal approximation arises naturally when the external points in a Green function approach the light cone, and we give applications to products of Wilson lines. Although much of our discussion is directed at massless fields in four dimensions, we extend the formalism to massive fields and dimensional regularization.

I. INTRODUCTION

Perturbative coordinate-space integrals arise naturally in the evaluation of the expectation values of Wilson lines and loops, which order fields in position space \[1, 2\]. The analytic structure of these expectations has been discussed recently in Refs. \[3, 4\], which trace the origin in coordinate space of their imaginary parts. In general, of course, the singularities of Green functions are of interest, and in \[5, 6\] we analyzed position-space singularities in Green functions with massless lines at configurations related to physical scattering processes, finding a close correspondence to momentum-space results in terms of Landau equations \[7\] and their corresponding physical interpretations \[8, 9\].

Here we continue these investigations by developing a coordinate version of light-cone-ordered perturbation theory (LCOPT), long familiar from its use in momentum space. Our aim is to provide another tool to illustrate all-orders properties of the generic weak-coupling expansion of Green functions in coordinate space. Historically, coordinate-space formulations of operator products and Green functions led to the operator product expansion and Wilsonian formulations of the renormalization group. While most current interest in these methods is their nonperturbative applications, coordinate analysis at weak coupling also finds applications to theories beyond Minkowski space \[10, 11\].

The use of light-cone coordinates for perturbative integrals in momentum space has a long history and many applications \[12, 13\]. One of these is the representation of diagrams in light-cone-ordered form after the integration over (for example) the minus components of all loop momenta \[14, 15\]. In this paper, we find an analogous construction for Green functions in coordinate space, with important similarities and interesting differences compared to the momentum-space formalism. In particular, our results will enable us to interpret the relationship between coordinate-space propagator poles and imaginary parts found for the expectations of Wilson lines in Refs. \[3, 4\]. We will find that in coordinate amplitudes, imaginary parts are associated with particular paths through diagrams, sequences of propagators that connect external points by a set of light-cone vectors. This is dual to the picture of momentum-space imaginary parts, which are associated with on-shell states of particles. Most of our discussion is specific to four dimensions with massless lines, but the generalizations to dimensional regularization and massive fields are sketched as well.

To set the stage, we begin Sec. \[\text{I}\] with a brief review of basic formulas for LCOPT in momentum space, and their relation to unitarity, as a preface for the main analysis of the paper. Turning to coordinate space, we propose general formulas for light-cone integrals over the positions of internal vertices, illustrated by an example that shows the role of paths. In Sec. \[\text{II}\] we show that a construction involving paths that always flow forward in light-cone time is applicable to arbitrary diagrams and confirm the generality of the results of Sec. \[\text{I}\]. We go on to applications in Sec. \[\text{IV}\] deriving the eikonal approximation for the scalar QED vertex, and relating our formalism to Wilson lines. In Sec. \[\text{V}\] we study discontinuities in coordinate-space integrals, and rederive and reinterpret the results of Refs. \[3, 4\]. Finally, a brief discussion of the extension to dimensional regularization and massive fields is given as Sec. \[\text{VI}\], followed by a summary. In an appendix, we offer an alternate derivation of the coordinate path expressions of Sec. \[\text{III}\].
II. COORDINATE LIGHT-CONE ORDERING AND PATHS

To set the context, we summarize the rules of light-front perturbation theory in momentum space \[14\] in a brief subsection, emphasizing the roles of states and their connection to unitarity. In the subsequent discussion, we show how similar expressions can be derived from coordinate-space integrals, and how paths occur as the basic organizing principle. Working from a specific example, we identify ordered paths, and describe the basic construction. The demonstration that this construction applies to arbitrary diagrams and orders is the subject of the following section.

A. Light-cone-ordered perturbation theory in momentum space

We imagine a momentum-space Green function, \( G(\{l_d\}, \{k_c\}) \) with \( m \) incoming momenta \( k_c \) and \( n \) outgoing momenta \( l_d \), so that \( E = m + n \) is the number of external lines. For any covariant (Feynman) diagram corresponding to this Green function, we can integrate over the minus components of all loop momenta. The result is a perturbative expansion in terms of plus-momentum deficits, which has many fewer terms than the time-ordered form that results from energy integrals. A diagram \( G \) can be written as a sum of terms corresponding to orderings, \( P \) of its vertices, in which the plus momentum flows forward on every line. The diagram then describes a set of states, \( s = 1, \ldots, V-1 \), where \( V \) is the number of vertices in the diagram including external vertices, so that \( V = E + N \), with \( N \) the order. Each state corresponds to a cut of the ordered diagram between any two of its vertices. The ordering of vertices determines the list of possible states.

Schematically, for a scalar diagram with lines of mass \( m \), each such ordered diagram is of the form \[14\] \[14\]

\[-iG_P(\{l_d\}, \{k_c\}) = g^N \int \left( \prod_{\text{loops } i} \frac{dq_i^+d^2q_{i\perp}}{(2\pi)^3} \right) \prod_{\text{lines } j} \frac{\theta(p_j^+)}{2p_j^+} \prod_{\text{states } s=1}^{V-1} P^{(s)}_{\text{ext}}(s) - \sum_{p\in s} \frac{p^2 + m^2}{2p^+} + i\epsilon, \tag{1}\]

where \( P^{(s)}_{\text{ext}}(s) \) is the total external minus momentum flowing into the diagram before state \( s \). The overall factor of \(-i\) on the left produces a contribution to the \( T \) matrix after reduction, ensuring that below all thresholds the diagrams are real. We suppress additional overall constants, including symmetry factors.

One of the convenient features of expressions like Eq. \[1\] is their close relation to unitarity. In particular, the vanishing of any denominator corresponds to an on-shell state, often referred to as a cut of the (light-cone-ordered) diagram, which for state \( J \) we denote by

\[ G_P^{(J)}(\{l_d\}, \{k_c\}) = g^N \int \left( \prod_{\text{loops } i} \frac{dq_i^+d^2q_{i\perp}}{(2\pi)^3} \right) \prod_{\text{lines } j} \frac{\theta(p_j^+)}{2p_j^+} \prod_{\text{states } t=J+1}^{V-1} P^{(t)}_{\text{ext}}(t) - \sum_{p\in t} \frac{p^2 + m^2}{2p^+} - i\epsilon \times 2\pi \delta \left( P^{(J)}_{\text{ext}} - \sum_{p\in J} \frac{p^2 + m^2}{2p^+} \right) \prod_{\text{states } s=1}^{J-1} P^{(s)}_{\text{ext}}(s) - \sum_{p\in s} \frac{p^2 + m^2}{2p^+} + i\epsilon. \tag{2}\]

By repeated use of the identity \( 2i\pi\delta(x) = (x - i\epsilon)^{-1} - (x + i\epsilon)^{-1} \), we derive that the sum over all states \( J \) of a given ordered diagram produces the imaginary part of the same ordered diagram,

\[ 2i \operatorname{Im} \left[ -iG_P(\{l_d\}, \{k_c\}) \right] = \sum_{J=1}^{V-1} G_P^{(J)}(\{l_d\}, \{k_c\}). \tag{3}\]

This is a realization of unitarity on a point-by-point basis in the phase space of particles in the theory, which is helpful in a variety of physical situations. For momentum space, this form applies to particles of any mass, and can easily be continued away from four dimensions.

B. Light-cone-ordered perturbation theory in coordinate space

It is natural ask whether there is a useful “dual” formalism for coordinate-space Green functions, which are a fundamental element in quantum field theory, and which also occur naturally in the evaluation of expectation values of Wilson lines \[3, 4\]. We will see that a program of perturbative light-cone integrals can indeed be carried out in coordinate space, following a pattern similar to that in momentum space.
For the massless case in four dimensions, we will show how to write an arbitrary diagram as a sum of products of simple denominators. Each denominator is associated with a path between external vertices rather than with a multiparticle state found by cutting the diagram. In this case, the denominators represent an “excess” of distance between a particular path relating vertices and the path length for a particle moving on the light cone. Unlike the case of momentum space, massless lines in four dimensions lead to qualitatively simpler results than we will find with massive lines and/or dimensional regularization, but we will see that the formalism can be extended both to massive and dimensionally-regulated theories. Most of our discussion will be for scalar theories, but we will comment on including spin, and give applications to gauge theories in later sections.

We begin, then, with all massless scalar lines and in four dimensions. To illustrate our method, we will use the scalar triangle with three external lines, shown in Fig. 1. In Fig. 1(a) we label the vertices of the diagram and in Fig. 1(b) the lines, in a notation that we will use below.

For any diagram, the massless scalar propagator \( \Delta \equiv i\Delta_F \) here is given by

\[
\Delta(x^2) = \frac{1}{4\pi^2} \frac{1}{-x^2 + i\epsilon}.
\]

We analyze the general expression for an arbitrary connected scalar diagram with \( E \) fixed external points in coordinate representation

\[
G_E(x) = \frac{(-ig)^N}{(4\pi^2)L} \int \prod_{i=1}^{N} d^4y_i \prod_{j=1}^{L} \frac{1}{-\delta_j^2(y_i - x) + i\epsilon},
\]

where the \( x_a, a = 1, \ldots, E \) denote external points and the \( y_i, \mu = 1, \ldots, N, \) internal vertices, and the vectors \( z^\mu_j \) are defined by

\[
z^\mu_j = (\eta_jy_i + \eta'_jx_a)^\mu.
\]

Each \( \eta_j \) takes the value \(+1\) (\(-1\)) when \( z_j \) is defined to end (begin) at vertex \( i \), and is zero otherwise, and similarly for \( \eta'_j \) in terms of external vertices \( x_a \). Each \( z^\mu_j \) then gives an invariant separation between the vertices connected by line \( j \). Inserting the identity into the integrand for the minus component of each line difference, we write

\[
G_E(x) = \frac{(-ig)^N}{(4\pi^2)L} \int \prod_{i=1}^{N} d^4y_i \prod_{j=1}^{L} dz_j \frac{1}{-2z_j^\perp z_j^\perp + z_j^2 + i\epsilon} \delta \left(z_j - (\eta_jy_i - \eta'_jx_a)^\mu - \eta_jy_i - \eta'_jx_a\right)
\]

\[
= \frac{(-ig)^N}{(4\pi^2)L} \int \prod_{i=1}^{N} d^4y_i \prod_{j=1}^{L} \int_{-\infty}^{\infty} dz_j \int_{-\infty}^{\infty} e^{iE_j^+} \frac{1}{-2z_j^\perp z_j^\perp + z_j^2 + i\epsilon},
\]

where in the second equality we reexpress each delta function as an integral over a conjugate light-cone momentum, which we denote by \( E_j^+ \) and refer to as a light-cone energy. Here and below, we will use the notation \( N, E, V, L \) to denote the sets of internal vertices, of external vertices, of internal plus external vertices, and of lines of the diagram, and also the numbers of elements in each of these sets. For the example in Fig. \( N = E = 3, L = V = 6 \) and, for example, \( \eta_{i1} = 1, \eta'_{i1} = -1 \), while \( \eta_{i3} = 1, \eta'_{i2} = -1 \), so that in particular, \( z_4 = y_3 - y_2 \), as indicated by the arrows in the figure.

FIG. 1: Scalar triangle with external lines discussed in the text, showing (a) labels for vertices and sense of vectors between vertices and (b) labels for vectors between vertices.
The $z_j^-$ contours in Eq. (7) can be closed in the upper (lower) half plane for $E_j^+$ positive (negative), where they encounter poles only when $z_j^+$ has the same sign as $E_j^+$, a result familiar from light-cone-ordered perturbation theory in momentum space. We can express this general result as

$$G_E (\{x_a\}) = \frac{(-i \gamma)^N}{(4 \pi^2 L)^N} (-i)^L \prod_{i \in N} d^4 y_i \prod_{j \in L} \int_{-\infty}^{\infty} dE_j^+ e^{-iE_j^+(\eta_j y_a^+ + \eta_j x_a^-)} \theta (z_j^+ E_j^+) \frac{e^{iE_j^+ \frac{y_j^+ + \eta_j}{2z_j^+}}}{2|z_j^+|}$$

$$= (2\pi)^N \frac{(-i \gamma)^N}{(4 \pi^2 L)^N} (-i)^L \prod_{i \in N} d^3 y_i \prod_{j \in L} \int_{-\infty}^{\infty} dE_j^+ e^{-iE_j^+ \frac{\eta_j x_a^--z_j^+}{2z_j^+}} \theta (z_j^+ E_j^+) \prod_{i \in N} \delta (E_j^+ \eta_{ji}), \quad (8)$$

where in the second equality, we have integrated over the minus components of all internal vertices to obtain a momentum-conservation delta function for each internal vertex. Many of the basic features of light-cone ordering are already exhibited in Eq. (8).

The step functions in Eq. (8) show that each light-cone energy $E_j^+$ flows in the same direction as the corresponding plus component of line vector $z_j^\mu$. This is just as in light-cone-ordered perturbation theory in momentum space, although here, of course, the positions of vertices are the integration variables. At fixed $y_j^+$, the $E_j^+$ flow only “forward” in any diagram once we have ordered its vertices from smallest to largest values of $y_j^+$, and they are conserved at each vertex. Consequently, there are no contributions whenever any $y_j^+$ is either earlier or later than all vertices to which it is connected (internal or external). That is, as in the momentum light-cone formalism, no sets of lines “emerge from or disappear into the vacuum”.

As a result, every internal vertex must have momentum flowing in from smaller $y_j^+$, and flowing out toward larger $y_j^+$. All light-cone energies then flow in through a set of “initial” external vertices $x_a$, and out through another set of “final” external vertices. Initial vertices $x_c$ are those that connect to internal vertices with $y_i^+ > x_c^+$, and final vertices $x_d$ are those which connect to internal vertices with $y_j^+ < x_d^+$. Clearly, there must be at least one initial and at least one final vertex. Every diagram is a sum over nonempty and distinguishable choices of sets for these vertices, determined by the $E$ step functions in Eq. (8) for lines $z_j^+$ that are connected to external vertices. We may represent this sum as

$$G_E (\{x_a\}) = \sum_{\{x_d\} \text{out}, \{x_c\} \text{in} \neq \emptyset} G_{(n,m)} (\{x_d\} \text{out}, \{x_c\} \text{in}), \quad (9)$$

with $n + m = E$. Each term $G_{(n,m)}$ is of the form

$$G_{(n,m)} (\{x_d\} \text{out}, \{x_c\} \text{in}) = (2\pi)^N \frac{(-i \gamma)^N}{(4 \pi^2 L)^N} (-i)^L \prod_{i \in N} d^3 y_i \prod_{j \in L} \int_{-\infty}^{\infty} dE_j^+ \prod_{d=1}^{n} \theta (E_d^+) \prod_{c=1}^{m} \theta (E_c^+)$$

$$\times e^{-iE_j^+ \frac{\eta_j x_a^--z_j^+}{2z_j^+}} \theta (z_j^+ E_j^+) \prod_{i \in N} \delta (\eta_{ji} E_j^+), \quad (10)$$

where we have adopted the notation that $E_c^+$ is the momentum flowing out of initial vertex $x_c$ and $E_d^+$ is the momentum flowing into final vertex $x_d$.

For Fig. 1 there are six nonvanishing choices for the sets of incoming and outgoing vertices. We will consider one of these, with one incoming and two outgoing vertices, corresponding to the term

$$G_{(2,1)} (\{x_2, x_3\} \text{out}, \{x_1\} \text{in}) = (2\pi)^3 \frac{(-i \gamma)^3}{(4 \pi^2)^3} (-i)^6 \prod_{i=1}^{3} d^3 y_i \prod_{j=1}^{6} \int_{-\infty}^{\infty} dE_j^+ \prod_{d=2,3} \theta (E_d^+) \theta (E_1^+)$$

$$\times e^{-iE_j^+ \frac{\eta_j x_a^--z_j^+}{2z_j^+}} \theta (z_j^+ E_j^+) \prod_{i=1}^{3} \delta (\eta_{ji} E_j^+). \quad (11)$$
As the next step in the general case, we insert unity in the form of all possible signs for each of the \( z_j^+ \), \( j \in \{L \} \),

\[
1 = \prod_{j \in \{L\}} \left[ \theta (z_j^+) + \theta (-z_j^+) \right] = \sum_{\mathcal{P}} \prod_{j \in \mathcal{P}^+} \theta (z_j^+) \prod_{j \in \mathcal{P}^-} \theta (-z_j^+) = \sum_{\mathcal{P}} \Theta_{\mathcal{P}} \left( \{z_j\} \right),
\]

(12)

where \( \mathcal{P} \equiv \mathcal{P}^+ \cup \mathcal{P}^- \) is the set of all \( z_j \)'s. Note that in each \( G_{(n,m)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) \) only one step function can contribute for the external lines, whose directions have been fixed by the choice of incoming and outgoing external vertices. Then every term in Eq. (10) itself becomes a sum,

\[
G_{(n,m)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) = \sum_{\mathcal{P}} G_{(n,m)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) = (2\pi)^N \left( \frac{-ig}{4\pi^2} \right)^N (-i)^L \int \left( \prod_{i \in N} d^3 y_i \right) \prod_{j \in L} dE_j^+ \prod_d \theta(E_d^+) \prod_c \theta(E_c^+) \times e^{-iE_j^+ \left( \eta'_{j,a} x_a - \frac{z_j^+ x_{j+a}^+}{2z_j^+} \right)} \frac{\theta \left( \frac{z_j^+ E_j^+}{2z_j^+} \right)}{\prod_{i \in N} \delta \left( \eta'_{ji} E_j^+ \right)}.
\]

(14)

For each choice of \( \mathcal{P} \) we may now change variables to redefine the \( z_j \)'s so that all of them are positive. This requires us to also change the sign of those \( E_j^+ \)'s whose \( z_j^+ \)'s were negative. We keep the same notation for all the integrals, but observe that the effect of these changes can be absorbed entirely into the incidence matrix elements \( \eta_{ji} \) and \( \eta'_{j,a} \), which simply change sign whenever \( E_j^+ \) changes sign. Note that \( E_a^+ \) does not change sign when \( \eta'_{j,a} \neq 0 \), but the original integration variable for that line, \( E_a^+ \), may change sign. The choice of partition \( \mathcal{P} \) then, is encoded entirely in the new incidence matrices, which we denote by \( \eta'_{ji}(\mathcal{P}) \) and \( \eta'_{j,a}(\mathcal{P}) \). We may thus write

\[
G_{(n,m)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) = (2\pi)^N \left( \frac{-ig}{4\pi^2} \right)^N (-i)^L \int \left( \prod_{i \in N} d^3 y_i \right) \prod_{j \in L} dE_j^+ \times e^{-iE_j^+ \left( \eta'_{j,a} x_a - \frac{z_j^+ x_{j+a}^+}{2z_j^+} \right)} \frac{\theta \left( \frac{z_j^+ E_j^+}{2z_j^+} \right)}{\prod_{i \in N} \delta \left( \eta'_{ji} E_j^+ \right)}.
\]

(15)

For our example, Eq. (11), with the choice of \( z_i^+ \) as in Fig. 1, we consider two terms from the sum in Eq. (12) that we label \( \mathcal{P} = 4^+ \) and \( \mathcal{P} = 4^- \), given by \( \theta(z_2) \theta(z_3) \theta(z_4) \) and \( \theta(z_2) \theta(z_3) \theta(-z_4) \). In fact, these turn out to give the complete answer in this case. After making all the \( z_j \)'s positive, we have for \( \mathcal{P} = 4^+ \) and \( \mathcal{P} = 4^- \) forms that differ only in the signs of energy \( E_j^+ \) in the light-cone energy conserving delta functions,

\[
G_{(2,1)4^+}(\{x_2, x_3\}_{\text{out}}, \{x_1\}_{\text{in}}) = (2\pi)^3 \left( \frac{-ig}{4\pi^2} \right)^3 (-i)^6 \int \left( \prod_{i=1}^3 d^3 y_i \right) \prod_{j=1}^6 dE_j^+ \theta(z_j^+) \times \delta \left( E_2^+ - E_5^+ + E_4^+ \right) \delta \left( E_3^+ - E_6^+ \pm E_4^+ \right) \delta \left( E_1^+ - E_3^+ - E_2^+ \right) \times e^{-i(\Sigma_{j=1}^6 E_j^+ \frac{z_j^+ x_{j+i}^+}{2z_j^+})} \bigg| \sum_{j=1}^6 E_j^+ \frac{z_j^+ x_{j+i}^+}{2z_j^+} \bigg|.
\]

(16)

These results correspond to the two orderings of vertices shown in Fig. 2. In these expressions, \( z_i^+ = \pm(y_3^+ - y_2^+) \), with the minus referring to \( G_{(2,1)4^-} \).

Our aim now is to perform the integrals over light-cone energies in Eq. (15), with a given choice of initial and final vertices, to derive an expression in terms of integrals over the coordinates \( \{y_i^+, y_{i\perp}\} \) only. For an arbitrary diagram,
by vertices, and where we have defined the cumulative "light-cone distance" for each line traversed on a path,
this will require several steps, but we can get a good idea of the procedure by evaluating the special cases of Eq. (16),
Secondly, for $\mathcal{P} = 4^+$, we get
\begin{align}
G_{(2,1)4^+} (\{x_2, x_3\}_{\text{out}}, \{x_1\}_{\text{in}}) &= (2\pi)^3 \frac{(-i\epsilon g)^3}{(4\pi^2)^6} (-i)^6 \int \prod_{i=1}^{3} d^3 y_i \prod_{j=1}^{6} \frac{\theta(z_j^+)}{2z_j^+} \nonumber \\
&\times \int dE_6^+ \theta(E_6^+) e^{-iE_6^+} \left( [x_3^- - x_1^-] - \left[ \frac{z_1^2}{2z_1^+} + \frac{z_2^2}{2z_2^+} + \frac{z_3^2}{2z_3^+} \right] \right) \nonumber \\
&\times \int dE_5^+ \theta(E_5^+) e^{-iE_5^+} \left( [x_2^- - x_1^-] - \left[ \frac{z_1^2}{2z_1^+} + \frac{z_2^2}{2z_2^+} + \frac{z_3^2}{2z_3^+} \right] \right) \nonumber \\
&\times \int dE_4^+ \theta(E_4^+) \theta(E_3^+ - E_4^+) e^{-iE_4^+} \left[ \frac{z_3^2}{2z_3^2} \frac{z_4^2}{2z_4^2} \frac{z_5^2}{2z_5^2} \right]. \tag{17}
\end{align}
Secondly, for $\mathcal{P} = 4^-$ we get
\begin{align}
G_{(2,1)4^-} (\{x_2, x_3\}_{\text{out}}, \{x_1\}_{\text{in}}) &= (2\pi)^3 \frac{(-i\epsilon g)^3}{(4\pi^2)^6} (-i)^6 \int \prod_{i=1}^{3} d^3 y_i \prod_{j=1}^{6} \frac{\theta(z_j^+)}{2z_j^+} \nonumber \\
&\times \int dE_6^+ \theta(E_6^+) e^{-iE_6^+} \left( [x_3^- - x_1^-] - \left[ \frac{z_1^2}{2z_1^+} + \frac{z_2^2}{2z_2^+} + \frac{z_3^2}{2z_3^+} \right] \right) \nonumber \\
&\times \int dE_5^+ \theta(E_5^+) e^{-iE_5^+} \left( [x_2^- - x_1^-] - \left[ \frac{z_1^2}{2z_1^+} + \frac{z_2^2}{2z_2^+} + \frac{z_3^2}{2z_3^+} \right] \right) \nonumber \\
&\times \int dE_4^+ \theta(E_4^+) \theta(E_3^+ - E_4^+) e^{-iE_4^+} \left[ \frac{z_3^2}{2z_3^2} \frac{z_4^2}{2z_4^2} \frac{z_5^2}{2z_5^2} \right]. \tag{18}
\end{align}
We now integrate over the remaining light-cone energies and obtain an expression in terms of denominators corresponding to each path from the initial external vertex to a final external vertex. For $\mathcal{P} = 4^+$, the result is given by
\begin{align}
G_{(2,1)4^+} (\{x_2, x_3\}_{\text{out}}, \{x_1\}_{\text{in}}) &= (2\pi)^3 \frac{g^3}{(4\pi^2)^6} \int \prod_{i=1}^{3} d^3 y_i \prod_{j=1}^{6} \frac{\theta(z_j^+)}{2z_j^+} \nonumber \\
&\times \frac{1}{x_2^- - x_1^- - D521 - i\epsilon} \frac{1}{x_3^- - x_1^- - D631 - i\epsilon} \frac{1}{x_3^- - x_1^- - D6421 - i\epsilon}, \tag{19}
\end{align}
where each denominator corresponds to a different path going forward from the initial vertex to either of the final vertices, and where we have defined the cumulative "light-cone distance" for each line traversed on a path,
\begin{align}
D_{i_1, i_2, \ldots, i_n} &= \sum_{j=1}^{n} \frac{z_{i_j}^2}{2z_{i_j}^+}. \tag{20}
\end{align}
Similarly, for $\mathcal{P} = 4^−$, we find
\[
G_{(2,1)4^-}(\{x_2, x_3\}_{\text{out}}, \{x_1\}_{\text{in}}) = (2\pi)^3 \frac{g^3}{(4\pi^2)^6} \int \prod_{i=1}^3 d^3y_i \prod_{j=1}^6 \frac{\theta(z_j^+)}{2z_j^+} \frac{1}{x_3 - x_1 - D_{6431} - i\epsilon x_3 - x_1 - D_{521} - i\epsilon x_2 - x_1 - D_{5431} - i\epsilon} .
\]

In the next section, we will construct an algorithm to perform the integrals over light-cone-energy variables, generalizing these results to generic Green functions. We will find that any diagram can be expressed as a sum of terms involving the same path denominators found in our examples,
\[
G_{(n,m)\mathcal{P}}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) = (2\pi)^{N-2L} (-g)^N \int \left( \prod_{i\in N} d^3y_i \right) \prod_{j\in L} \frac{\theta(z_j^+)}{2z_j^+} \prod_{(P^{(\pi)}_{(ba)})\in \pi} \frac{-1}{x_b^+ - x_a^+ - D^{(\pi)}_{(ba)} - i\epsilon} ,
\]
where each $P^{(\pi)}_{(ba)} \in \pi$ denotes a path extending from some initial vertex $x_a \in \{x_c\}_{\text{in}}$ to some final vertex $x_b \in \{x_d\}_{\text{out}}$, and the union of all these paths, $\cup P^{(\pi)}_{(ba)} \equiv \pi$ covers the diagram. As we shall see, the choice of paths is not unique, but can be made well defined. The terms $D^{(\pi)}_{(ba)}$ are the “light-cone distances” associated with a path from $x_a$ to $x_b$, defined by the plus and transverse components of the intermediate vertices,
\[
D^{(\pi)}_{(ba)} = \sum_{\text{vertices } i\in P^{(\pi)}_{(ba)}} \frac{2z_{2i-1}^+}{2z_{i+1}^+} ,
\]
where $z_{i+1}^+$ is the distance between the $i+1$st and $i$th vertices in the path, ordered by plus component, with $x_a$ the earliest vertex and $x_b$ the latest vertex. For the examples above, each ordering has one such set consisting of three paths that extend from $x_1$ to $x_2$ or $x_3$, and $D^{(\pi)}_{(ba)}$ are given by $D_{i_{m\ldots}i_1}$ in Eq. (20). In the following section, we will derive the generalization of this result in terms of paths and distances at arbitrary order.

### III. PATH DENOMINATORS TO ALL ORDERS

#### A. Energy integrals in the general case

As a first step in the general case, we use the light-cone-energy delta functions in Eq. (15) to obtain an integral over the remaining $L - N$ light-cone energies. The restrictions on the light-cone energies in (15) are then that they combine to flow forward on every line, they are conserved at vertices, and that the total momentum flowing through initial and final vertices are equal. We can always choose these independent momenta to flow through the diagram from the initial external points to the final points. They can be thought of as a set of independent loops for the vacuum bubble diagram found by combing all external vertices into a single vertex. When $G$ is a tree diagram, in particular, $L - N = E - 1 = m + n - 1$, where again $L$ is the total number of lines and $m$ ($n$) the number of initial (final) vertices. Each internal loop of $G$ simply adds one additional integral.

To begin, we choose the integration variables as the light-cone energies carried by the lines connected to the external vertices, denoted $k_i$, $i = 1, \ldots, m$ for the lines connected to initial vertices and $l_j$, $j = m + 1, \ldots, m + n$ for the lines connected to final vertices. Applied to these external lines, the presence of a step function for every line in Eq. (15) coupled with energy conservation implies that the light-cone energy $E_j^+$ carried by any line $j$ always flows forward from smaller values of $y_j^+$ to larger values. Then, every internal vertex, at $y_{i}^+$, say, must connect to at least one vertex $y_{j}^+$, and at least one vertex $y_{j}^+$ with $y_{j}^+ < y_{i}^+$. For simplicity, we assume that every external vertex is connected to an internal vertex by a single line, that is, that the diagram represents a perturbative contribution to a time-ordered product of single fields. Each external vertex is then connected to a single internal vertex by a single line. Note that the $S$-matrix elements that describe $m \to n$ scattering are found from the Fourier transforms of $G_{(n,m)}$.

For tree diagrams, the light-cone energies of external lines determine the light-cone energies of all internal lines. Contributions to products of composite operators can be found by identifying two or more external vertices. Diagrams with loops require more light-cone energies.
In summary, from the step functions in Eq. (15), positive energy variables $l_i^+$ always flow out of the diagram into final vertices, $X_j$ while positive energies $k_i^+$ flow out of the initial vertices $x_i$ into the diagram. For any such relative orderings between internal and external vertices, the full space of external light-cone energies is then given by

$$
\begin{align*}
  k_i^+ &\geq 0, \ i = 1, \ldots, m, \\
  l_j^+ &\geq 0, \ j = m + 1, \ldots, m + n,
\end{align*}
$$

subject to overall momentum conservation, requiring (only) that

$$\sum_{i=1}^{m} k_i = \sum_{j=m+1}^{m+n} l_j. \tag{24}$$

We denote the remaining (loop) momenta as $p_s$. In these terms, we may rewrite the general integral Eq. (15), assuming $K$ loops, as

$$\begin{align*}
  G_{(n,m)p} (\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) &= (2\pi)^N \frac{(-ig)^N}{(4\pi)^L} (-i)^L \int \left( \prod_{i \in N} d^3 y_i \right) \prod_{j=m+1}^{m+n} \int_0^\infty dl_j \prod_{i=1}^{m} \int_0^\infty dk_i \prod_{s=1}^{K} \int_{-\infty}^{\infty} dp_s \\
  &\times \delta \left( \sum_{j=m+1}^{m+n} l_j - \sum_{i=1}^{m} k_i \right) \\
  &\times \frac{L}{\prod_{w=1}^{L}} \theta(z_w^+) \theta\left( q_c^+(P_w) \theta\left( q_c^+(P_w) \right) \left( \eta_{\text{out}}(P) P_{-} - \frac{z_w^+ - i\epsilon}{2z_w^+} \right) \right) \exp \left( -iq_c^+(P) \left( \frac{\eta_w(\alpha(\alpha(P)P_{-} - \frac{z_w^+ - i\epsilon}{2z_w^+})}{2z_w^+} \right) \right), \tag{26}
\end{align*}$$

with $\sigma_{ij}^P$ the incidence matrix for light-cone energies $l_j$, $k_i$, and $p_s$, collectively denoted $q_c^+$ here, along lines $w$ for this ordered diagram, $G_{(n,m)p}$. Overall momentum conservation is taken into account through the explicit delta function.

Note that the loop momenta in Eq. (26) are not yet constrained to be positive. In the following section, we use the step functions of this expression to derive a set of light-cone variables whose integration regions are all positive and independent. The price will be a sum over terms. In each of these terms, however, we will be able to perform the integrals and derive a closed form with products of denominators that are determined by paths from initial to final vertices, as in the examples of Sec. 11B.

### B. Partial ordering of vertices

The structure of the diagram after minus component integrals, Eq. (26) is clarified by a discussion of paths between initial and final vertices. This is based on a natural partial ordering of internal and external vertices based on the plus components of their positions. The relevance of partially-ordered sets ("posets") to diagrammatic calculations for Wilson lines particularly has been emphasized in Refs. [16, 17].

Suppose that line $a = y_j - y_e$ connects vertices $y_j$ and $y_e$. We will say that $y_j$ is a "descendant" of $y_e$, denoted $y_j > y_e$, if $z_j^+ > 0$. Equivalently, if $y_f > y_e$, vertex $e$ is a "precursor" of vertex $f$. The same terminology can be extended to lines. More generally, we say that external or internal vertex $y_h$ is a descendant of another vertex $y_g$ if it is connected by a path, all of the intermediate vertices of which are descendants of $y_g$. From the product of step functions in the integral (26), we have a set of easy and useful properties, listed here.

1. Light-cone energies flow only from precursor vertices or lines to their descendants.
2. Every internal vertex is descended from one or more other (initial or internal) vertices and has at least one descendant.
3. Every final vertex has no descendants.
4. Every final vertex is a descendant of at least one initial vertex.
5. Every initial vertex is the precursor of at least one final vertex.
6. The light-cone energy carried by any initial line, $k_i^+$ is less than or equal to the sum of all momenta carried by its final-state descendants, $k_i^+ \leq \sum_{j > i} l_j^+$. 


We will identify sets of new, positive semi-definite integration variables, each of which follows a path that starts at an initial vertex and ends at one of its descendant final vertices. These paths will include every line of the diagram, and we will call each such set a “positive covering” of the diagram, denoted \( \pi_I \). Each positive covering corresponds to a disjoint subspace of the integrations in Eq. (26). Taken together, we will term the group of all positive coverings a “covering class”, denoted \( C = \bigcup \pi_I \) for the diagram. For a given ordered diagram \( G_P \), the union of the disjoint momentum ranges of the elements \( \pi_I \) of the covering class \( C \) is the full space in (26).

\[
G_P \left( \{x_d\}_{\text{out}}, \{x_c\}_{\text{in}} \right) = \sum_{\pi_I \in C} G_P^{(\pi_I)} \left( \{x_d\}_{\text{out}}, \{x_c\}_{\text{in}} \right). \tag{27}
\]

As already observed, we aren’t yet able to do the energy integrals as expressed in the form of (26) explicitly for the general case, because the step functions for each line determine the lower limits of each of the integrals in a manner that depends on the details of each diagram and the choice of loops. We will show below, however, that we can write this expression as a sum of terms in which each integral is independently integrated from zero to infinity, resulting in a set of denominators that correspond to “distance deficits”, the coordinate analog of the energy deficits of momentum-space time-ordered perturbation theory. We will provide a construction that produces what we referred to above as a sum over sets of paths, \( \pi_I \) that cover the diagram. Like the choice of loop momenta in momentum space, this construction involves some freedom, which we will describe. For this purpose, we will use the ordering properties of the vertices listed above.

C. Choice of light-cone variables

We begin with tree diagrams \( (K = 0 \text{ in Eq. (26)}) \). Our aim is to change variables from the \( m \) \( k_i \) and the \( n \) \( l_j \) to a new set of \( n + m - 1 \) energies \( q_{fi} \), each of which is associated with a path (from initial vertex \( i \) to final vertex \( f \)). As above, the set of paths determined by each change of variables will be denoted \( \pi_I \), and their union referred to as \( C \). These new energies are linearly related to the original set by

\[
k_c = \sum_b \lambda_{bc}^{(\pi_I)} q_{bc},
\]

\[
l_d = \sum_a \mu_{da}^{(\pi_I)} q_{da}, \tag{28}
\]

where the coefficients \( \lambda_{bc}^{(\pi_I)} \) and \( \mu_{da}^{(\pi_I)} \) equal either 1 or 0. When \( \lambda_{bc}^{(\pi_I)} = 1 \), light-cone energy \( q_{bc} \) flows into the diagram through initial vertex \( x_c \) and out through final vertex \( x_b \), and when \( \mu_{da}^{(\pi_I)} = 1 \), \( q_{da} \) flows into the diagram through initial vertex \( a \) and out through final vertex \( x_d \). Every \( q_{fi} \) will flow in through exactly one vertex and out through exactly one vertex, flowing forward in plus coordinate along a set of lines to a unique final vertex, so that for fixed initial index \( a \) and final index \( d \),

\[
\lambda_{da}^{(\pi_I)} = \mu_{da}^{(\pi_I)}. \tag{29}
\]

In a tree diagram, the path between any pair of vertices is determined uniquely by the ordering of vertices, \( P \). In a loop diagram, there may be more than one path between a given initial and final vertex, and it may be necessary to introduce more than one \( q_{fi} \) between a given pair of vertices. In fact, this is already the case for the one-loop example described in Sec. II B.

The construction of the new variables \( q_{fi} \) is a rather general problem, which, however, is simple to state. We imagine two sets of positive variables, whose sums are equal: \( w_1 + w_2 + \cdots + w_m = z_1 + z_2 + \cdots + z_n \), which we wish to integrate from zero to infinity. We would like to replace this constrained integral over these \( n + m \) variables with a sum of integrals over \( n + m - 1 \) variables that are integrated freely from zero to infinity. It turns out that this requires us to sum over a number of terms, each with different changes of variables to cover the full space, and we will give below a prescription for constructing acceptable sets of new variables. For us, each new variable will correspond to a path.

The motivation for changing variables in Eq. (26) to the \( q_{fi} \) according to (28) is that every element in the sum over covering sets \( \pi_I \) provides a term in which each energy integral \( q_{fi} \) is independently integrated from zero to infinity, giving, as in the examples above and Eq. (22), a denominator in the form of a light-cone deficit.
D. Example

For some orderings, the choice of light-cone energies, \( q_{fi} \), is quite straightforward. Simple (but completely representative) examples that illustrate such cases are shown in Fig. 3. Figure 3(a) for example, shows a tree subdiagram for which all final vertices are descendants of only a single initial vertex, \( x_i \). In this case, we can choose one integration variable as \( q_{di} = k_d \), the light-cone energy on the line connected to each final vertex, \( x_d \), which flows into the ordered diagram from \( x_i \) and to \( x_d \). In the notation of of Eq. (28), this corresponds to \( \lambda_{di}^{(\pi)} = \mu_{di}^{(\pi)} = 1 \). There is only a single path between vertex \( x_i \) and each \( x_d \), so the choice of momentum flow is unique, and each of the energies \( q_{di} \) is independent, taking on any value between zero and infinity. Here, there is only a single covering set, \( \pi \).

The choice of energy flows in a diagram like Fig. 3(b), where a single final vertex (\( x_f \)) is the only descendant of a set of one or more initial vertices, is essentially identical. Again, there is only a single covering set, \( \pi \). There is one light-cone momentum, \( q_{fb} \) for each initial vertex \( x_i \), which flows along a determined path to the final vertex \( x_f \). Again, these momenta are freely integrated from zero to infinity. The situation is more complex, however, whenever a set of final vertices has more than one predecessor, so that several final vertices are descendants of a set of initial vertices.

The simplest example that illustrates the ambiguity associated with the ordering among final and initial vertices within a single diagram is the four-point function with a single four-point internal vertex, \( y \), as in Fig. 4. This example is by itself completely trivial as an expression, but still serves to introduce the general case. We start with four integration variables, which we integrate over all positive values subject to the constraint \( k_1 + k_2 = l_3 + l_4 \). We wish to replace these four variables by three variables that can be integrated from zero to infinity independently, as in Eq. (28).

In Eq. (26), we have for Fig. 4

\[
G_{(2,2)p} (\{x_4, x_3\}_{\text{out}}, \{x_2, x_1\}_{\text{in}}) = (2\pi) \left( \frac{-ig}{4\pi^2} \right)^4 \int d^3y \prod_{k=1}^4 \theta(z^+_k) \prod_{j=3}^4 \int_0^\infty dl_j \prod_{i=1}^2 \int_0^\infty dk_i \\
\times \delta (l_3 + l_4 - k_1 - k_2) \\
\times \prod_{j=3}^4 \frac{\theta (l_j)}{2(x^+_j - y^+)} \exp \left( -il_j \left( x^-_j - \frac{(x^+_j - y^+)^2 + i\epsilon}{2(x^+_j - y^+)} \right) \right) \\
\times \prod_{i=1}^2 \frac{\theta (k_i)}{2(y^+ - x^+_i)} \exp \left( -ik_i \left( x^-_i - \frac{(x^+_i - y^\perp)^2 + i\epsilon}{2(x^+_i - y^\perp)} \right) \right).
\] (30)

We denote the three independent integration variables that we seek as \( q_{dc} \), and to cover the full integration space of the light-cone energy conserving \( k_i \) and \( l_j \), we need two sets of corresponding variables and paths. One complete choice \( C = \{\pi_1, \pi_2\} \) for the sets of paths (\( dc \)), and equivalently the light-cone energies \( q_{dc} \), which cover the constrained space of \( k_j \) and \( l_i \) integrals is given by

\[
\pi_1 = \{ (31), (32), (42) \} \\
\pi_2 = \{ (31), (41), (42) \}.
\] (31)

These sets correspond simply to the two possibilities: \( l_3 > k_1 \) and \( l_3 < k_1 \), respectively. In Eq. (28), the coverings \( \pi_1 \)
and \( \pi_2 \) are defined by the integration variables

\[
\begin{align*}
\pi_1 & : \quad k_1 = q_{31} \\
& \quad k_2 = q_{32} + q_{42} \\
& \quad l_3 = q_{31} + q_{32} \\
& \quad l_4 = q_{42} ,
\end{align*}
\]

\[
\begin{align*}
\pi_2 & : \quad k_1 = q_{31} + q_{41} \\
& \quad k_2 = q_{42} \\
& \quad l_3 = q_{31} \\
& \quad l_4 = q_{41} + q_{42} ,
\end{align*}
\]

with each of the \( q_{dc} \) integrated from zero in infinity in both cases. The integrals are now trivial, leading to three path denominators, as in the examples developed above, but now resulting directly from the \( q_{dc} \) integrals. We note, however, that we have made a choice in partitioning the integration space according to Eq. (31). We could equally well have reversed the roles of the final vertices \( x_3 \) and \( x_4 \), or equivalently the light-cone energies \( l_3 \) and \( l_4 \).

Naturally, these two choices must give the same answer, because they are related by a change of variables, but only after adding together the terms associated with the two choices of paths in each case. Explicitly, we have

\[
\begin{align*}
& \ii^3 \int_0^\infty dq_{31} \ dq_{32} \ dq_{42} \ e^{-i q_{31} (x_3^- - x_4^- - D_{31} - i \epsilon)} e^{-i q_{32} (x_3^- - x_2^- - D_{32} - i \epsilon)} e^{-i q_{42} (x_4^- - x_2^- - D_{42} - i \epsilon)} + \ii^3 \int_0^\infty dq_{31} \ dq_{41} \ dq_{42} \ e^{-i q_{31} (x_3^- - x_4^- - D_{31} - i \epsilon)} e^{-i q_{41} (x_4^- - x_1^- - D_{41} - i \epsilon)} e^{-i q_{42} (x_4^- - x_2^- - D_{42} - i \epsilon)} \\
& \quad = \frac{1}{x_3 - x_2 - D_{31} - i \epsilon} \frac{1}{x_3 - x_2 - D_{32} - i \epsilon} \frac{1}{x_4 - x_2 - D_{42} - i \epsilon} + \frac{1}{x_3 - x_1 - D_{31} - i \epsilon} \frac{1}{x_4 - x_1 - D_{41} - i \epsilon} \frac{1}{x_4 - x_2 - D_{42} - i \epsilon} \\
& \quad = \frac{1}{x_4 - x_1 - D_{41} - i \epsilon} \frac{1}{x_3 - x_2 - D_{42} - i \epsilon} \frac{1}{x_3 - x_2 - D_{32} - i \epsilon} + \frac{1}{x_4 - x_1 - D_{41} - i \epsilon} \frac{1}{x_3 - x_1 - D_{31} - i \epsilon} \frac{1}{x_3 - x_2 - D_{32} - i \epsilon} \ii^3 \int_0^\infty dq_{41} \ dq_{42} \ dq_{32} \ e^{-i q_{41} (x_4^- - x_1^- - D_{41} - i \epsilon)} e^{-i q_{42} (x_4^- - x_2^- - D_{42} - i \epsilon)} e^{-i q_{32} (x_3^- - x_2^- - D_{32} - i \epsilon)} + \ii^3 \int_0^\infty dq_{41} \ dq_{31} \ dq_{42} \ e^{-i q_{41} (x_4^- - x_1^- - D_{41} - i \epsilon)} e^{-i q_{31} (x_5^- - x_1^- - D_{31} - i \epsilon)} e^{-i q_{42} (x_3^- - x_2^- - D_{32} - i \epsilon)} ,
\end{align*}
\]

with the \( D_{ba} \) defined as in (23). The equality, as represented in the middle of (33), is confirmed algebraically, directly from the identity, \( D_{41} - D_{42} = D_{31} - D_{32} \). This is the pattern we will find for any ordered diagram, and at any order in perturbation theory. We now turn to the general construction.

E. The construction

We are ready to prove that any ordered diagram \( G_{(n,m)} \) can be written as a sum of terms with initial-to-final paths, Eq. (22). For a general diagram, the choice of integration variables that produce paths from initial to final vertices is
not unique. Even for a tree diagram, we may have many choices, just as there are many choices of loop momenta. We will see, however, that all consistent choices have the same qualitative features. In the following, we use the notation of Eq. (24), and all light-cone energies flowing from initial to final vertices are positive. We begin by specifying all light-cone energies \( l_j, k_i \), and we want to show how to cover the entire space of these light-cone energies, subject only to overall conservation. This will provide a change of variables in Eq. (26) that can be integrated trivially to give path denominators like those in Eq. (22). We begin with tree diagrams, and afterwards show that the construction can be extended to loop diagrams.

### 1. Partitions of momentum flow

As we have seen, in the general expression, Eq. (26), for an ordered diagram, light-cone momenta can flow only from precedent to descendant vertices. We can define, then, sets, \( T_j \) of initial vertices \( x^{(j)} \), consisting of all the predecessors of each final vertex, which we label \( X_j \). Following our notation above, the indices labelling final vertices run from \( j = m + 1, \ldots, m + n \). We provide an arbitrary ordering to the elements of this set,

\[
T_j \equiv \left\{ x^{(j)}_1, x^{(j)}_2, \ldots, x^{(j)}_{\kappa_j} \mid X_j > x^{(j)}_i \right\},
\]

where \( \kappa_j \) is the number of elements in the set. In the general case each initial vertex \( x_i \) will appear in several such sets, \( T_j \). We will identify every covering set of paths \( \pi_I \) as a map from the \( n \) sets \( T_j \) to another group of \( n \) sets, \( S_j \),

\[
\pi_I : \{ T_j \} \rightarrow \{ S_j \}.
\]

As a map, \( \pi_I \) defines a set of \( m + n - 1 \) integration variables that specify the change of variables in Eq. (28). Specifically, if \( x^{(j)}_i \) is an element of \( S_j \), then a light-cone-energy variable \( q_{ij} \) that flows from initial vertex \( x^{(j)}_i \) to final vertex \( X_j \) will be chosen as an independent integration variable as in Eq. (28), to be integrated from zero to infinity. If we denote the number of elements in set \( S_j \) by \( \nu_j \), then we will find that \( \sum_{j=m+1}^{m+n} \nu_j = m + n - 1 \), where \( \nu_j \leq \kappa_j \). We will give a prescription for producing the \( S_j \)'s out of the \( T_j \)'s for connected diagrams. This construction will be unique, once we have identified the sets \( T_j \), \( j = m + 1, \ldots, m + n \), provided each with an ordering, and have assigned values to all incoming and outgoing momenta \( k_i \) and \( l_j \). In essence the construction will consist of a prescription for discarding elements of the \( T_j \)'s in a manner that depends on the values of the \( k_i \)'s and \( l_j \)'s.

The covering sets, \( \pi_I \) are generated by a simple set of steps, the nature of which assures that the partition is exhaustive in \( l_j/k_i \) space, and that the subspaces corresponding to these partitions are nonoverlapping. The method is a straightforward extension of the motivation used to identify the sets \( \pi_1 \) and \( \pi_2 \) in the analysis of the covering set for the trivial diagram, Eq. (32).

We start with set \( T_{m+1} \), dealing first with light-cone energy \( l_{m+1} \), the momentum associated with final vertex \( X_{m+1} \), and \( k_1 \), the light-cone energy flowing out of vertex \( x_{1}^{(m+1)} \in T_{m+1} \). By construction, initial vertex \( x_{1}^{(m+1)} \) is a predecessor of final vertex \( X_{m+1} \).

For the pair \( l_{m+1} \) and \( k_1 \), we have, of course, either \( l_{m+1} > k_1 \) or \( l_{m+1} < k_1 \). The equality may be associated with either case. We then proceed as follows.

- In the range \( l_{m+1} > k_1 \), we define \( q_{m+1} \equiv k_1 \) to flow from initial vertex \( x_{1}^{(m+1)} \) to final vertex \( X_{m+1} \), and then consider the momentum flow in the remaining diagram. By definition there is a forward-moving path between vertex \( x_{1}^{(m+1)} \) and \( X_{m+1} \), and \( q_{m+1} \) is chosen to flow along that path. In a tree diagram, the path is unique, since two paths would define a loop. The flow of light-cone energy through the diagram from vertex \( x_{1}^{(m+1)} \) is now fixed. This effectively eliminates one initial vertex from the problem, which is recast with \( m - 1 \) initial vertices and \( n \) final vertices, with the same momentum flow as previously, except that now light-cone energy

\[
l'_{m+1} = l_{m+1} - q_{m+1} > 0
\]

flows into the final vertex \( X_{m+1} \) in the modified flow. For the example of Fig. 4(a), this possibility corresponds to the momentum flow \( \pi_1 \) in Eq. (32), and \( q_{11} \) is integrated freely from zero to infinity. In the general expression, Eq. (26), the \( k_1 (= q_{m+1}) \) integral can be performed to give the denominator corresponding to the path from \( x_{1}^{(m+1)} \) to \( X_{m+1} \), while the remaining \( m + n - 1 \) integrals are unchanged, except that \( l_{m+1} \) is everywhere replaced by \( l'_{m+1} \), including in the argument of the light-cone-energy conservation delta function.

Note that, in general, if \( l_{m+1} > k_1 \), vertex \( X_{m+1} \) must be a descendant of at least one other initial vertex. Among these initial vertices, at least one must be the source of the additional light-cone energy that appears...
on \( l_{m+1} \). We pick the second initial vertex \( x_3^{(m+1)} \) in the ordering of \( T_{m+1} \), which by construction is also a predecessor of \( X_{m+1} \). Because vertex \( X_{m+1} \) also receives energy from (at least) vertex \( x_2^{(m+1)} \), our map \( T \) becomes

\[
T_{m+1} \to S_{m+1} = \{ x_1^{(m+1)}, x_2^{(m+1)}, \ldots \}.
\]

For the example of Fig. 4(a) \( T_3 = T_4 = \{ x_1, x_2 \} \), while \( S_3 = \{ x_1, x_2 \} \) and \( S_4 = \{ x_2 \} \).

- For the second case, \( l_{m+1} < k_1 \), we define

\[
\begin{align*}
q_{m+1} &= l_{m+1}, \\
k_1' &= k_1 - l_{m+1},
\end{align*}
\]

where again, in a tree diagram there is a unique light-cone energy flow from initial vertex \( x_1^{(m+1)} \) to final vertex \( X_{m+1} \). This procedure effectively removes final vertex \( X_{m+1} \) from the problem, which is recast as \( n-1 \) final and \( m \) initial vertices, with the same light-cone energy flows as previously, except that now \( k_1 \) is replaced by \( k_1' \). In the general expression, Eq. (26), it is now the \( l_1(= q_{m+1}) \) integral that can be performed to give a denominator corresponding to the path from \( x_1^{(m+1)} \) to \( X_{m+1} \), while the remaining \( m + n - 1 \) integrals are unchanged, except that now \( k_1 \) is everywhere replaced by \( k_1' \), including in the argument of the light-cone-energy conservation delta function. For this case, the first step defines

\[
T_{m+1} \to S_{m+1} = \{ x_1^{(m+1)} \}.
\]

The relevant example above is Fig. 4(b) with momentum flow \( \pi_2 \) in Eq. (32), and \( l_3 = q_{31} \). Thus, for the example of Fig. 4(b) \( S_3 = \{ x_1 \} \) and \( S_4 = \{ x_1, x_2 \} \).

Repeating this process, at each step we eliminate either one final or one initial vertex from the problem, identifying a single momentum integral from zero to infinity, while uniquely assigning light-cone energies for the remaining external vertices. Eventually, we will arrive at an energy flow with only one initial and/or one final vertex. At this point there is only a single free integral left, leading to a total of \( m + n - 1 \) free integrals in place of the original set of \( m + n \) integrals constrained by momentum conservation. Note that if there is only one initial vertex \( m = 1 \) and any number of final vertices, then the identity \( k_1 > l_j \) will hold for all final state \( l_j, j = 2, \ldots, 1 + n \), and the number of final vertices will be decreased at each step in the process. Similarly, if there is only a single final vertex and some number of initial vertices, the number of initial vertices decreases at each step. In the last step, the delta function of Eq. (26) will reduce the final two remaining integrals to a single integral, which flows between the remaining two vertices, providing the last path denominator. The total number of identified integrals and denominators is then \( m + n - 1 \). The result of this process is a list \( C \), a class of maps \( \pi_j \), covering sets that map the sets of predecessor initial and descendant final vertices into pairs, as in Eq. (30). As we have seen in an example and shown above, these pairings are determined once an arbitrary ordering has been imposed on the initial and final vertices at the start of the construction.

As an illustration slightly beyond the simple example of the previous subsection, we consider the momentum flows for a diagram with five external lines attached by a single vertex, for the relative ordering illustrated in Fig. 5. Each of the two final vertices is a descendant of all three initial vertices, so that here \( T_j = \{ x_1, x_2, x_3 \}, j = 4, 5 \). Following our

FIG. 5: An example of light-cone-energy flows for a three-to-two process, for (a) \( l_4 < k_1 \), (b) \( k_1 < l_4 < k_1 + k_2 \), and (c) \( k_1 + k_2 < l_4 \), as discussed in the text.
construction, we find three coverings, which can be identified from the value of the final light-cone energy \( l_4 \) relative to the initial light-cone energies, \( k_1, k_2, \) and \( k_3. \) We will always find four light-cone momenta \( q_{ji} \) to replace the five constrained integrals over the \( k \)'s and \( l \)'s.

Applying the construction above, the coverings are identified through inequalities, in this case involving \( l_4. \) Covering \( \pi_1 \) corresponds to \( l_4 < k_1, \) so that \( S_4 = \{ x_1 \} \) and \( S_5 = \{ x_1, x_2, x_3 \}. \) In the notation of Eq. (28), covering \( \pi_1 \) has integration variables \( q_{41}, q_{51}, q_{52}, \) and \( q_{53}. \) Covering \( \pi_1 \) is represented by Fig. 5(a). The next covering, \( \pi_2, \) is defined by \( k_1 < l_4 < k_1 + k_2, \) with integration variables \( q_{41, q_{42}}, q_{52}, q_{53}, \) corresponding to \( S_4 = \{ x_1, x_2 \} \) and \( S_5 = \{ x_2, x_3 \}, \) Fig. 5(b). In the remaining region, \( l_4 > k_1 + k_2, \) with variables \( q_{41}, q_{42}, q_{43}, q_{53}, \) with \( S_4 = \{ x_1, x_2, x_3 \} \) and \( S_5 = \{ x_3 \}, \) Fig. 5(c). As in the example of Eqs. (32) and (33) above, permutations of the initial or final vertices lead to equivalent results.

In summary, because the construction described here exists for any choice of light-cone energies flowing through the initial and final vertices, and because it proceeds at each step through inequalities in the energy flow of individual initial and final vertices, the terms that are generated by the maps \( \pi_I \) provide a complete, disjoint covering of the full constrained \( k_i/l_j \) space, replacing it with a sum of terms in which each integral is associated uniquely with an initial-to-final path and is freely integrated from zero to infinity.

2. Including loops

For tree diagrams, the construction above determines the light-cone energy of each line. For ordered diagrams with loops, on the other hand, we cannot depend on having a unique path between pairs of initial and final vertices, and our procedure does not yet fix the light-cone energy of every line. We can, however, use the same construction to treat loop diagrams, by analyzing tree diagrams that are produced by cutting lines within one loop diagrams, and then proceeding inductively.

We assume that up to \( K - 1 \) loops, we have already shown that any ordered diagram can be written as a sum of terms, each with \( E + K - 1 \) independent integrals over forward-moving, positive light-cone energies. For a \( y^+ \)-ordered diagram with \( E \) external lines and \( K \) loops, we begin by cutting any line that reduces the loop diagram to \( K - 1 \) loops. Because the light-cone energy flow in any line must be toward larger \( y^+ \), we may treat the cut line as a pair of external lines, one of which flows into the diagram from a new initial vertex, and one of which flows out of the diagram to a new final vertex, treating them as two additional light-cone energies. Now the diagram has \( E + 2 \) external lines.

The generic form is illustrated by Fig. 6 where \( p = k_B = l_A \) is the momentum of the cut line. Momentum \( k_B \) is to be treated as one of the initial momenta of the diagram cut in this way, and \( l_A \) as one of the final momenta. Performing the same analysis as above for the resulting diagram, we derive a sum of terms in which each of these \((E + K - 1) + 2\) energies is given as a linear combination of a new set of \( E + K \) positive incoming and outgoing light-cone energies, as in Eq. (28). Because we assume the result at \( K - 1 \) loops, \( k_B \) and \( l_A \) can be expressed in the form

\[
\begin{align*}
k_B &= \sum_i q_{iB}, \\
l_A &= \sum_j q_{Aj},
\end{align*}
\]

where \( q_{iB} \) and \( q_{Aj} \) make up a subset of the complete set of light-cone energies for the cut diagram with \( k_B \) and \( l_A \) treated as independent (note that each of these sums might have only one term). The original diagram is found by
integrating over \( k_B \) and \( l_A \) with an energy constraint, which in the new variables becomes

\[
\prod_{\{iB\},\{Aj\}} \int dq_{iB} \, dq_{Aj} \, \delta \left( \sum_{i} q_{iB} - \sum_{j} q_{Aj} \right) .
\]

(41)

We recognize here the same problem of constrained integration, with the same solution in terms of a sum over changes to variables that can be integrated freely from zero to infinity. We may therefore treat this constraint by the same method as above to the \( n_p \) independent energies that flow into \( k_B \) and out of \( l_A \). As above, this produces a sum of terms in which the number of independent, positive external light-cone energies is reduced to \( n_p - 1 \),

\[
\{\{q_{iB}\},\{q_{Aj}\}\} \rightarrow \{q'_{f(B)ii}\},
\]

(42)

where the new variables \( q'_{f(B)ii} \) have unconstrained integrals from zero to infinity. By construction, they all flow from initial vertices of the original diagram, through the cut line, \( p_i \) to final vertices through forward-moving paths.

The final result is a sum of terms in which the number of independent positive energies is reduced by one, from \( E + K \) to \( E + K - 1 \), leaving us with the number of integrations for a \( K \)-loop diagram with \( E \) external lines. By construction, each of these momenta will flow from an initial to a final vertex.

F. Summary: the general result

For any ordered diagram \( G_P \), the construction above provides a “covering class”, that is, a set \( \mathcal{C} = \{\pi_I\} \), each element of which is a covering set of paths that include every line in the diagram, the sum of whose allowed values of light-cone energies covers the entire integration region in the corresponding integral, Eq. (26). As we have seen, the choices of these sets of paths are not unique, because the construction involves an arbitrary ordering of initial and final vertices, but any class generated in this way is equivalent. The integral in terms of any specific covering class \( \mathcal{C} \) is then

\[
G_{(n,m)P} (\{x_{d}\}_{\text{out}}, \{x_{c}\}_{\text{in}}) = \sum_{\pi_I \in \mathcal{C}} G_{(n,m)P}^{(\pi_I)} (\{x_{d}\}_{\text{out}}, \{x_{c}\}_{\text{in}}) ,
\]

(43)

where the term associated with each covering \( \pi_I \) is

\[
G_{(n,m)P}^{(\pi_I)} (\{x_{d}\}_{\text{out}}, \{x_{c}\}_{\text{in}}) = (2\pi)^N \frac{(-ig)^N}{(4\pi^2)^L} \left( -i \right)^L \int \left( \prod_{i \in N} d^3 y_i \right) \prod_{j=1}^{m+n+K-1} \int_{0}^{\infty} dq_{j}^{(\pi_I)} \times \prod_{w=1}^{L} \frac{\theta(z_w^+)\theta(\frac{q_{j}^{(\pi_I)}}{2z_w})}{2z_w} \exp \left( -iq_{j}^{(\pi_I)} \sigma_{jw}^{(P,\pi_I)} \left( \eta_{wa} (P) x_a - \frac{z_w^2 + i\epsilon}{2z_w} \right) \right) ,
\]

(44)

where the incidence matrix \( \sigma_{jw}^{(P,\pi_I)} = +1 \) if light-cone energy \( q_{j}^{(\pi_I)} \) flows on line \( w \), or is zero otherwise. The theta functions are therefore all unity over the entire integration region, and we can now do the integrals over the new variables \( q_{j}^{(\pi_I)} \).

Our final result, as proposed in Eq. (22) but now specifically for each covering set \( \pi_I \), is given by

\[
G_{(n,m)P}^{(\pi_I)} (\{x_{d}\}_{\text{out}}, \{x_{c}\}_{\text{in}}) = (2\pi)^N \frac{(-g)^N}{(4\pi^2)^L} \left( -i \right)^L \int \left( \prod_{i \in N} d^3 y_i \right) \prod_{j=1}^{m+n+K-1} \frac{\theta(z_j^+)}{2z_j^+} \prod_{i=1}^{F_{(ba)\pi_I}} \Pi_{j=1}^{D_{(ba)\pi_I}} \frac{-1}{x_b^+ - x_a^+ - D_{(ba)\pi_I}^j} ,
\]

(45)

where each \( F_{(ba)\pi_I} \) denotes a path in the covering set \( \pi_I \), extending from some initial vertex \( x_a \in \{x_{c}\}_{\text{in}} \) to some final vertex \( x_b \in \{x_{d}\}_{\text{out}} \), and where \( D_{(ba)\pi_I} \) is the “light-cone distance” associated with the path, defined by the plus and transverse components of the intermediate vertices, as in Eq. (23),

\[
D_{(ba)}^{(\pi_I)} = \sum_{i \in F_{(ba)\pi_I}} \frac{z_i^2 - 1.\perp}{2z_i^\perp} .
\]

(46)
Together, Eqs. (45) and (46) specify the expression of an arbitrary diagram with massless scalar propagators in terms of path denominators. This is the coordinate analog of the momentum-space expression, Eq. (1). In the appendix, we provide an alternate proof of this result, based on the direct evaluation of integrals over minus components of internal vertices in ordered diagrams.

In the next sections, we discuss some of the properties of these expressions, including how imaginary parts and discontinuities arise, and how to derive the eikonal approximation in coordinate space. We will then be ready to apply our analysis to expectations of Wilson lines, and derive some of the interesting results found in Refs. [3, 4] from our general viewpoint. We go on to discuss how to treat factors associated with spin, and finally how to use dimensional regularization and incorporate masses.

IV. THE COORDINATE EIKONAL APPROXIMATION AND WILSON LINES

So far, our discussion has treated purely scalar theories. In the following, we show that many of the qualitative features of scalar theories extend to arbitrary perturbative expansions with numerator factors, including gauge theories. This becomes evident by returning to the triangle diagram, this time in the context of scalar quantum electrodynamics. We will see that the basic light-cone coordinate integrals lead to results that are equivalent to those found in the scalar case, but supplemented by derivatives for certain terms. We will also show that such terms lead to the eikonal approximation in the limit that external lines approach the light cone. The eikonal approximation then leads us naturally to the coordinate representation for Wilson lines.

A. Vertex for scalar QED

We now discuss in some detail the example of the ordered diagrams in Fig. 1, the charged scalar vertex correction in coordinate space,

\[ \Gamma(x_1, x_2) = \left( \frac{1}{4\pi^2} \right)^5 (-ie)^2 \int d^4y_1 d^4y_2 \left\{ \left( \partial^\mu_{y_2} - (x_2 - y_2)^2 + ie \right) \frac{1}{-y_2^2 + ie} - \frac{1}{-(x_2 - y_2)^2 + ie} \left( \partial^\mu_{y_2} - y_2^2 + ie \right) \right\} \]

\[ \times \left\{ \left( \partial^\nu_{y_1} - (x_1 - y_1)^2 + ie \right) \frac{1}{-y_1^2 + ie} - \frac{1}{-(x_1 - y_1)^2 + ie} \left( \partial^\nu_{y_1} - y_1^2 + ie \right) \right\} \]

\[ = \left( \frac{1}{4\pi^2} \right)^5 4e^2 \int d^4y_1 d^4y_2 \left\{ \frac{1}{-y_2^2 + ie} \left( y_2^\mu - (y_2 - x_2)^\mu \right) \frac{1}{-2y_2^2 + ie} - \frac{1}{-(x_2 - y_2)^2 + ie} \left[ -y_2^2 + ie \right] \frac{1}{y_1^\nu} \left( y_1^\nu - (y_1 - x_1)^\nu \right) \right\} \right\} \]

Compared to the diagrams in Fig. 2, we fix the vertex that creates a pair of charged scalars at the origin as the earliest vertex (with \( x_{1,2}^+ > 0 \) for the other external vertices), and evaluate the resulting diagram. We now show how to modify the analysis above, to obtain the QED analog of the “path denominator” forms, Eqs. (19) and (21) for the two orderings in Fig. 2, in the presence of the numerator factors. To carry this out, we will show that the numerators can be taken into account entirely in terms of plus and transverse integration variables.

For an arbitrary line with coordinate distance \( w^\mu \), we introduce a lightlike auxiliary vector,

\[ \hat{w}^\mu = \left( w^+, \frac{w_+}{2w^+}, w_- \right), \quad \hat{w}^2 = 0. \]

We now follow the steps leading from the first to second lines of Eq. (7) to rewrite propagators with numerator factors, as in Eq. (47), in integral form as

\[ \frac{w^\mu}{(-w^2 + ie)^2} = \frac{1}{2w^+} \frac{\partial}{\partial \hat{w}^-} \left[ \hat{w}^\mu \int_{-\infty}^{\infty} dE^+ \left\{ \frac{i}{2w^+} \theta(E^+ w^+) e^{iE^+(\hat{w}^- - w^- + ie/2w^+)} \right\} \right] \]

\[ = \frac{1}{2w^+} \frac{\partial}{\partial \hat{w}^-} \left[ \hat{w}^\mu \left[ -2w^+ (w^- - \hat{w}^-) + ie \right] \right] \]

where by (48) the vector \( \hat{w}^\mu \) is lightlike but shares plus and transverse components with \( w^\mu \). This result is easy to check by direct evaluation of either right-hand side. The partial derivative with respect to \( \hat{w}^- \) is carried out at fixed \( w_- \) and \( w^+ \), and in a general expression acts only on the propagator of a specific line. With this result, quite generally,
all integrals in theories with spin and momentum factors at vertices can be written in terms of scalar integrands acted on by operations that commute with the minus integrations. Thus, we may use results of scalar integrals first.

In these terms, we write the vertex function as

$$\Gamma(x_1, x_2) = \left( \frac{1}{4\pi^2} \right)^5 4e^2 \int d^3 y_1 \, d^3 y_2 \left[ \frac{1}{2z_{11}^+} \frac{\partial}{\partial z_{11}^+} \frac{1}{2z_{22}^+} \frac{\partial}{\partial z_{22}^+} \hat{z}_{11} \cdot \hat{z}_{22} + \frac{1}{2z_{12}^+} \frac{\partial}{\partial z_{12}^+} \frac{1}{2z_{22}^2} \frac{\partial}{\partial z_{22}^2} \hat{z}_{11} \cdot \hat{z}_2 \right. \\left. + \frac{1}{2z_{11}^+} \frac{\partial}{\partial z_{12}^+} \right] \gamma_{\text{scalar}}(z_i, z_{ii}), \quad (50)$$

where we have defined

$$z_i \equiv y_i,$$
$$z_{ii} \equiv x_i - y_i,$$
$$z_{12} \equiv y_1 - y_2. \quad (51)$$

The function $\gamma_{\text{scalar}}$ in Eq. (50) includes integrals over the $y_i$ variables, using the same steps as in the scalar case, introducing light-cone energy variables, which may themselves be integrated to give path denominators.

As in the scalar case, we choose $x_1^+, x_2^+ > 0$, so that there are only two possible partial orderings, corresponding to the results of Eq. (19) and (21). We show explicitly the case $y_1^+ > y_2^+$, which we identify by a superscript,

$$\gamma^{(12)} = \left( -i \prod_{I}^{(12)} \theta(z^+_I) \right) \left( \frac{1}{2^5 \prod_{I} z^+_I} \right) \int_0^\infty dE^+_1 \frac{dE^+_2}{2\pi} \frac{dE^+_{11}}{2\pi} \frac{dE^+_{12}}{2\pi} (2\pi) \delta(E^+_{11} - E^+_1 - E^+_{12}) \times (2\pi) \delta(E^+_{22} - E^+_{12}) \times e^{iE^+_{12} z_{12} + iE^+_{11} (z_{11} - x_1)} + iE^+_{12} (z_{22} - x_2) + iE^+_{11} \hat{z}_{11} + iE^+_{22} \hat{z}_2$$

$$= \left( -i \prod_{I}^{(12)} \theta(z^+_I) \right) \left( \frac{1}{2^5 \prod_{I} z^+_I} \right) \int_0^\infty dE^+_1 \frac{dE^+_{12}}{2\pi} \frac{dE^+_{12}}{2\pi} \frac{dE^+_{22}}{2\pi} (2\pi) \delta(E^+_{11} - E^+_1 + E^+_{12}) \times e^{iE^+_{12} (z_{22} - x_2) + iE^+_{11} \hat{z}_1 + iE^+_{22} \hat{z}_2}$$

$$= i^3 \left( -i \prod_{I}^{(12)} \theta(z^+_I) \right) \left( \frac{1}{2^5 \prod_{I} z^+_I} \right) \frac{1}{x_1 - \hat{z}_{11}} \frac{1}{x_2 - \hat{z}_{22}} \frac{1}{x_1 - \hat{z}_{11}} \frac{1}{x_2 - \hat{z}_{12} - \hat{z}_{22}}, \quad (52)$$

Note that here we have fixed one vertex at the origin, and there is no “incoming” line, so that there is one less term in the denominators. The superscript on the product over step functions indicates that it includes $\theta(y^+_1 - y^+_2)$.

### B. The eikonal approximation

We now seek the most singular part of $\Gamma$, Eq. (50), as $x_i^+ \rarr$ approach the light cone, which we will identify with the eikonal approximation to the vertex function. The singularities will arise in the integral from the regions where $y_i^+$ is proportional to $x_i^+$, $i = 1, 2 \in [0, \infty]$. The most singular contributions are found by acting with the derivatives of Eq. (50) on the denominators in Eq. (52) that vanish on the light cone, rather than on the numerators or on the denominator that includes $z_{12}$, which does not vanish in this limit. This gives an intermediate approximation, which
we will identify by a superscript,
\[
\Gamma^{(\text{eik}(12))}(x_1, x_2) = \left( \frac{1}{4\pi^2} \right)^5 \frac{e^2}{4} \int d^3 y_1 d^3 y_2 \sum_{I = (1, 11), J = (2, 22)} \frac{\hat{z}_I \cdot \hat{z}_J}{2x_I^+ 2x_J^+} \frac{\partial}{\partial \hat{z}_I^+} \frac{\partial}{\partial \hat{z}_J^+} \gamma_{\text{scalar}}(\{z_I\})
\]
\[
= \left( \frac{1}{4\pi^2} \right)^5 \frac{e^2}{4} \int_0^{x_1^+} d y_1^+ \int_0^{x_2^+} d y_2^+ \theta(y_1^+ - y_2^+) \int d^2 y_{1\perp} d^2 y_{2\perp} \sum_{I = (1, 11), J = (2, 22)} \frac{\hat{z}_I \cdot \hat{z}_J}{2x_I^+ 2x_J^+} \left( \frac{1}{25} \prod_I \hat{z}_I^+ \right)
\times \frac{1}{(x_1^- - \hat{z}_{11} - \hat{z}_1^-)^2} \frac{1}{(x_2^- - \hat{z}_{22} - \hat{z}_2^-)^2} \frac{1}{x_1^- - \hat{z}_{11} - \hat{z}_{12} - \hat{z}_2^- - i\epsilon}.
\]
(53)

As the points \( y_1 \) and \( y_2 \) approach the light cone, we can do the transverse integrals explicitly, by changing variables. We replace \( y_i^+ \) and \( y_{i\perp} \) by variables that more closely represent paths between the origin and the points \( x_{i\mu}^\perp \) on the light cone,
\[
y_2^+ = \lambda_2 x_2^+, \quad y_{2\perp} = \lambda_2 x_{2\perp} + \eta_2 ,
\]
\[
y_1^+ = \lambda_1 x_1^+, \quad y_{1\perp} = \lambda_1 x_{1\perp} + \eta_1 .
\]
(54)

For the denominator in Eq. (53) that depends on \( y_1 \), for example, this gives
\[
x_1^- - \hat{z}_{11} - \hat{z}_1^- = x_1^- - \frac{(x_{1\perp}^- - y_{1\perp})^2}{2(x_1^-)^2 - y_{1\perp}^2} - \frac{\eta_1^2}{2x_1^- (1 - \lambda_1) \lambda_1}.
\]
(55)

For simplicity, we take the light-cone limit from spacelike \( x_1^2 < 0 \). The \( \eta_i \) integrals are then real,
\[
\int d^2 \eta_1 \frac{1}{\left( x_1^- - \frac{\eta_1^2}{(1 - \lambda_1) \lambda_1} - i\epsilon \right)^2} = \frac{\pi \lambda_1 (1 - \lambda_1)}{-x_1^+ + i\epsilon},
\]
(56)

and similarly for \( \eta_2 \). The leading term is found by setting \( \eta_1^2 = \eta_2^2 = 0 \) everywhere else in the integrand of (53).

The last denominator in Eq. (53) is then approximated by
\[
x_1^- - \hat{z}_{11} - \hat{z}_{12} - \hat{z}_2^- \rightarrow x_1^- - \frac{|x_{1\perp}^- (1 - \lambda_1) - \eta_1|^2}{2x_1^- (1 - \lambda_1)} - \frac{(\lambda_1 x_{1\perp} - \lambda_2 x_{2\perp} + \eta_1 - \eta_2)^2}{2(\lambda_1 x_{1\perp} - \lambda_2 x_{2\perp})^2} - \frac{(\lambda_2 x_{2\perp} + \eta_2)^2}{2\lambda_2 x_{2\perp}^2}.
\]
(57)

We now define “velocity” vectors,
\[
\beta_i^\mu = \frac{x_{i\mu}}{x_i^+}.
\]
(58)

Then in the eikonal limit, all factors involving the inner product of \( z_I, I = 1, 11 \) and \( z_J, J = 2, 22 \), become
\[
\frac{\hat{z}_I \cdot \hat{z}_J}{2x_I^+ 2x_J^+} \rightarrow \frac{1}{4} \beta_1 \cdot \beta_2 ,
\]
(59)

and we find the coordinate-space eikonal approximation for the ordering in question,
\[
\Gamma^{(\text{eik}(12))}(x_1, x_2) = \left( \frac{1}{4\pi^2} \right)^4 \frac{e^2}{x_1^+ x_2^+} \int_0^{x_1^+} d y_1^+ \int_0^{x_2^+} d y_2^+ \theta(y_1^+ - y_2^+) \frac{\beta_1 \cdot \beta_2}{(\beta_1 y_1^+ - \beta_2 y_2^+)^2 + i\epsilon}.
\]
(60)

The companion ordering, with \( y_2^+ > y_1^+ \), is of the same form, and, up to a prefactor involving only the \( x_{i\mu}^\perp \), their sum is just the eikonal approximation in coordinate space, as generated by products of Wilson lines [2, 5, 18, 19].
C. Expectations of Wilson lines

For single-gluon exchange diagrams of Wilson lines, the relation between the coordinate light-cone ordered formalism and the coordinate-space analysis of [3] is particularly close. As in the example given above, in the eikonal approximation, or equivalently directly from the Wilson line definition, the ends of each gluon on a Wilson line must be treated as an “external” vertex in the analysis above. For gluon exchange diagrams without internal vertices, then, the steps between the invariant and light-cone forms collapse to simply factoring out the plus component of the distance between the two lines. The result separates into two terms for each gluon, which order the plus components of the vertices to which the gluon connects. To be specific, consider a gluon attached between two vertices at points \( y_i = \lambda_i \beta_i, \ i = 1, 2 \). The light-cone form of the propagator is found by reexpressing it in a manner that reflects the relative values of the plus coordinates of the vertices to which it connects,

\[
\frac{1}{-(y_2 - y_1)^2 + i\epsilon} = \frac{1}{-(\lambda_2 \beta_2 - \lambda_1 \beta_1)^2 + i\epsilon}
\]

\[
= \frac{\theta (\lambda_2 \beta_2^+ - \lambda_1 \beta_1^+)}{2 (\lambda_2 \beta_2^+ - \lambda_1 \beta_1^+)} \left( -\frac{1}{(\lambda_2 \beta_2^- - \lambda_1 \beta_1^-)} + \frac{(\lambda_2 \beta_2^+ - \lambda_1 \beta_1^-)^2}{2(\lambda_2 \beta_2^+ - \lambda_1 \beta_1^-)^2} + i\epsilon \right)
\]

\[
+ \frac{\theta (\lambda_1 \beta_1^+ - \lambda_2 \beta_2^+)}{2 (\lambda_1 \beta_1^+ - \lambda_2 \beta_2^+)} \left( -\frac{1}{(\lambda_1 \beta_1^- - \lambda_2 \beta_2^-)} + \frac{(\lambda_1 \beta_1^+ - \lambda_2 \beta_2^-)^2}{2(\lambda_1 \beta_1^- - \lambda_2 \beta_2^-)^2} + i\epsilon \right).
\]

The second equality is precisely the light-cone ordered form.

This simple example generalizes in a straightforward method to arbitrary combinations of ladder diagrams [20], which are related to covariant expressions algebraically, since there are no internal light-cone coordinates to be integrated. We will encounter an example with an internal vertex and corresponding integration in our discussion of discontinuities in Green functions and expectations of Wilson lines, to which we now turn.

V. DISCONTINUITIES

As for their momentum-space analogs, Eq. (1), discontinuities in coordinate amplitudes given by Eq. (45) can be treated in some generality, both for Green functions and Wilson line expectations. We can use the very general considerations above to give insight into the results of Refs. [3, 4], which studied specifically how imaginary parts arise in the vacuum expectation values of products of Wilson lines evaluated in coordinate space. This study resulted in a prescription for the imaginary parts of ladder diagrams that may be summarized as setting odd numbers of lines on the light cone. We will see how these prescriptions arise in the formalism we have developed above, treating the very simplest case of massless exchange for two Wilson lines joined at a singlet cusp, and also a diagram with an internal vertex connected to three massless Wilson lines.

A. The imaginary part in four dimensions

Imaginary parts, or more specifically discontinuities, can arise in coordinate-space amplitudes only from the vanishing of denominators in Eq. (45), through a cancellation between differences in external vertex minus positions and the corresponding path light-cone distance, \( D_{(ba)}^{(\pi_i)} \) defined in Eq. (60). Each light-cone distance \( D_{(ba)}^{(\pi_i)} \) has an extremal value, which is determined by the four-vectors \( x_b^\mu \) and \( x_a^\mu \), and by the ordering of the \( y_i^\pm \) along each path,

\[
x_b^\mu \geq y_{a+1}^+ \geq \cdots \geq y_2^+ \geq y_1^+.
\]

It is relatively easy to use the ordering of the \( y_i^+ \) to show that for given values of \( x_a \) and \( x_b \), the extremum of \( D_{(ba)}^{(\pi_i)} \) is given by

\[
y_i^\mu - x_a^\mu = \alpha_i (x_b - x_a)^\mu, \ \mu = \perp, +,
\]

for all \( 0 < \alpha_i < \alpha_{i+1} < 1 \), that is, for all the \( y_i^\mu \) placed along the direction between \( x_a \) and \( x_b \). These configurations actually correspond to pinch singularities of coordinate-space amplitudes when \( (x_a - x_b)^2 = 0 \) and a set of internal
vertices are lightlike separated. Nonetheless, no singularity is present even if internal vertices align along the direction between the external vertices unless the latter are relatively on the light cone \[5 \parallel 3\].

From these considerations, we can study the denominators of \(64\), denoted as

\[
\Delta_{(ba)}^{(\pi_1)} \equiv x_b^- - x_a^- - D_{(ba)}^{(\pi_1)} = \frac{(x_{b\bot} - x_{a\bot})^2 + (x_b - x_a)^2}{2(x_b^+ - x_a^+)} - D_{(ba)}^{(\pi_1)}.
\]

(64)

For spacelike separations \((x_b - x_a)^2 < 0\), this quantity is negative when the identities of \(63\) are satisfied, and remains negative for all other values of \(y_\parallel^2 + \parallel y_\bot\). We encounter imaginary parts, then, only when external vertices are lightlike- or timelike-separated. The \(\Delta\)'s, can be thought of as “light-cone distance deficits”, analogous to the “light-cone energy deficits” of light-cone ordered perturbation theory in momentum space.

As noted above, there are a number of equivalent prescriptions for computing the imaginary parts of the individual terms \(G_p^{(\pi_1)}\). We order the paths \(P_{(\pi_1)}\) in Eq. \(45\) arbitrarily, denoting them as \(P_A, A = 1, \ldots, N_G\), where \(N_G = L - N = m + n - 1 + K\), and where as above, \(L, N\) and \(K\) are the number of lines, internal vertices and loops in the ordered diagram \(G\), which has \(m\) initial external vertices and \(n\) final external vertices. In this notation, Eq. \(45\) becomes

\[
G_p^{(\pi_1)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) = (2\pi)^N \frac{(-g)^N}{(4\pi^2)^L} \int \left( \prod_{i \in N} d^3 y_i \right) \prod_j \frac{\theta(z_j^+)}{2z_j^+} \prod_{A=1}^{N_G} \frac{1}{\prod_{P_A^{(\pi_1)}}} \frac{-1}{\Delta_{A}^{(\pi_1)} - i\epsilon},
\]

(65)

In analogy to the discussion in momentum space, we define “path-cut” coordinate diagrams for each covering set by

\[
G_{p,B}^{(\pi_1)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) = (2\pi)^N \frac{(-g)^N}{(4\pi^2)^L} \int \left( \prod_{i \in N} d^3 y_i \right) \prod_{j} \frac{\theta(z_j^+)}{2z_j^+} \times \frac{1}{\prod_{P_{C}^{(\pi_1)}}} \frac{-1}{\Delta_{C}^{(\pi_1)} + i\epsilon} \left( -2\pi \delta(\Delta_B) \right) \frac{B-1}{\prod_{P_A^{(\pi_1)}}} \frac{-1}{\Delta_{A}^{(\pi_1)} - i\epsilon},
\]

(66)

where one light-cone path deficit is set to zero by the delta function, and other paths in the ordered set are assigned positive or negative imaginary parts. Unlike momentum space, however, the “light-cone paths” do not separate the diagram into disjoint parts in general, unless the diagram is planar. Nevertheless, as in momentum space, using the identity \(1/(x - i\epsilon) - 1/(x + i\epsilon) = 2\pi i\delta(x)\) we find an identity relating the imaginary part of the diagram to the sum over its path cuts for a given ordering,

\[
2 \text{Im}G_p^{(\pi_1)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}) = \sum_{B=1}^{N_G} G_{p,B}^{(\pi_1)}(\{x_d\}_{\text{out}}, \{x_c\}_{\text{in}}).
\]

(67)

Notice that this relation holds for any choice of ordering for the paths. This may seem surprising at first, since in momentum space time ordering appears to determine the ordering implemented in the unitarity identity in Eq. \(3\) uniquely. Nevertheless, permutations of momentum-space denominators in the cut diagrams, Eq. \(2\) leave the form of the identity unchanged, at least for scalar theories, where we do not need to specify how the permutations act on Dirac products or other numerator factors. In fact, this should be expected, because the unitarity will hold for any hermitian interaction Lagrangian, which can in principle directly mix states of arbitrary particle content.

Equations \(65\) - \(67\) are quite general and apply to any diagram. An alternative expression for the imaginary part of Wilson line diagrams has been identified in Refs. \(3 \parallel 4\), and illustrated in a large class of diagrams. We now turn to a comparison of the two prescriptions, which are in fact consistent.

### B. Discontinuities in Wilson lines: ladders

While on a diagram-by-diagram basis, the equivalence of the light-cone ordered with the invariant form is clear for ladder diagrams in Eq. \(61\), it remains for us to verify that the expression derived above for the imaginary part of an arbitrary diagram is consistent with the rules found in Refs. \(3 \parallel 4\). This is indeed the case, as may be seen by identifying light-cone ordered and covariant denominators for this class of diagrams, and by combining Eqs. \(66\) and
The imaginary part in Eq. (68) is given by the sum over all terms with products of odd numbers of delta functions. Following Ref. [3], we expand each denominator into a principal value plus a delta function:

\[
\frac{1}{\Delta_E^{(\pi)}} = \text{PV} \frac{1}{\Delta_E^{(\pi)}} \mp i\pi \delta(\Delta_E). \tag{69}
\]

The imaginary part in Eq. (68) is given by the sum over all terms with products of odd numbers of delta functions. Suppose we identify any set \(D_M\) of \(M\) such terms, corresponding to path denominators \(\{\Delta_k\}, k = 1, \ldots, M\), including the explicit delta function \(\delta(\Delta_B)\), with the index following the (arbitrary) ordering in Eq. (68). Because the remaining denominators are all principal values, the contribution of \(D_M\) is imaginary when \(M\) is an odd number. For even \(M\), the contribution should vanish. We can write the full sum in (68) as a sum over sets \(D_M\), and for each such set a sum over terms in which definite numbers of the ordered delta functions appear with \(\pm i\pi\), arising from \(\mp i\pi\) in the corresponding denominator. The result of this expansion can be written as

\[
i \text{Im} G^{(\pi)}_{\mathbf{P}}(\{x_d\}_\text{out}, \{x_c\}_\text{in}) = (2\pi)^N \frac{(-g)^N}{(4\pi)^L} \sum_{B=1}^{N_G} \int \left( \prod_{i \in N} d^3 y_i \right) \prod_{j \neq \sum} \frac{\theta(z_j^\pm)}{2\pi z_j^\pm} \times \frac{1}{\Delta_E^{(\pi)}} \prod_{C=B+1}^{N_G} \frac{1}{\Delta_C^{(\pi)}} \prod_{A=1}^{B-1} \frac{1}{\Delta_A^{(\pi)} - i\epsilon}. \tag{70}
\]

The final factor equals \(-1\) for \(M\) odd, and zero for \(M\) even. For ladder exchanges between Wilson lines, this result for the imaginary part is equivalent to the prescription of Ref. [3, 4], in which the imaginary part is the sum of all \(-i\pi\), arising from \(\mp i\pi\) in the corresponding denominator.

### C. Discontinuities in Wilson lines: the three-gluon vertex

We now proceed with a representative example of gluon exchange with interactions, also discussed in Refs. [3, 4], where an internal three-gluon vertex connects three Wilson lines in different directions \(v_i\) as shown in Fig. 8. We will compute this diagram in coordinate space following our prescription. We choose \(\lambda_i e_i^\mu\) as a position along the \(i\)th line and \(y^\mu\) as the position of the internal vertex, and then write the diagram as an integral over \(y^\mu\) and the \(\lambda_i\)s,

\[
F^{(3)}(y^\mu, \epsilon) = \int d^D y \prod_{i=1}^3 \int_0^\infty d\lambda_i \ V(v_i, \partial y) , \tag{71}
\]

where the integrand \(V(v_i, \partial y)\) involves the directions \(v_i\) and the derivative operator at the internal vertex that acts on the three propagators. Suppressing overall color and other constant factors, the integrand can be written as [21

\[
V(v_i, \partial y) = -ig^4 \sum_{i,j,k=1}^3 \varepsilon_{ijk} v_i \cdot v_j \frac{1}{-(\lambda_i v_i - y)^2 + i\epsilon} \frac{1}{-(\lambda_j v_j - y)^2 + i\epsilon} \frac{1}{-(\lambda_k v_k - y)^2 + i\epsilon} \cdot \tag{72}
\]

We fix the points along the Wilson lines and choose a specific ordering of the \(x_i^\pm \equiv \lambda_i v_i^+\) and \(y^+\). Using the general result of Eq. (49), we write the three-gluon vertex as a differential operator acting on the \(y^\perp\) integral of the scalar 3-point diagram, just as we did for the scalar vertex function in Eq. (60),

\[
F^{(3)}(y^\mu, \epsilon) = \int d^3 y \prod_i \int_0^\infty d\lambda_i \ V\left(z_i^+ \varepsilon_i^-, \partial z_i\right) \gamma^{(3)}_{\text{scalar}}(z_i), \tag{73}
\]
with \( z_i = x_i - y \). The operator \( \mathcal{V} \), which involves derivatives and factors of coordinates, does not change the reality properties of the scalar function. Here as above, the \( y^- \) integral is absorbed into a scalar function, which, using the second form on the right-hand side of Eq. (49), we may express as

\[
\gamma^{(3)}_{\text{scalar}}(z_i) = \int dy^- \frac{1}{-(\lambda_i v_i - y)^2 + i\epsilon} \frac{1}{-(\lambda_j v_j - y)^2 + i\epsilon} \frac{1}{-(\lambda_k v_k - y)^2 + i\epsilon},
\]  

(74)

and from which we have factored all overall constants.

The integral in Eq. (74) depends on the relative orderings among \( y^+ \) and the plus coordinates of the vertices along the Wilson lines, \( \lambda_i v_i^+ \). To be specific, let’s choose the region

\[
R_{3\mu21} \equiv \lambda_3 v_3^+ > y^+ > \lambda_2 v_2^+ > \lambda_1 v_1^+.
\]  

(75)

Other regions are treated in the same fashion. At fixed values of \( y_+ \) and \( y^+ \), we can apply the rules developed above to find the light-cone-ordered form for the scalar function in this region of plus ordering. In the terminology of Sec. III, there are two paths in the covering set from the “initial” vertices, at \( \lambda_1 v_1 \) and \( \lambda_2 v_2 \) to the final vertex at \( \lambda_3 v_3 \), both passing through the internal vertex at \( y \). There are, therefore, two denominators given by

\[
\gamma^{(3)}_{\text{scalar}}[R_{3\mu21}] = \frac{-2\pi i}{\prod_{i=1}^3 2|\lambda_i v_i^+ - y^+|} \frac{1}{\lambda_3 v_3^- - D_{32} - \lambda_2 v_2^- - i\epsilon} \frac{1}{\lambda_3 v_3^- - D_{31} - \lambda_1 v_1^- - i\epsilon},
\]  

(76)

where the \( D_{ij} \) are “light-cone distances” defined as in Eq. (49),

\[
D_{ij} = \frac{(\lambda_i v_i^+ - y)^2}{2(\lambda_i v_i^+ - y^+)} + \frac{(y_+ - \lambda_j v_j^+)^2}{2(y^+ - \lambda_j v_j^+)}.
\]  

(77)

This is particularly simple, and can also be understood in terms of a direct evaluation of the \( y^- \) integral. The ordering of plus components specifies that the \( y^- \) pole in the \( (\lambda_3 v_3^3 - y)^2 \) denominator in the integrand of Eq. (74) is in the lower half plane, while the poles from the other two propagators are in the upper half plane. Closing the \( y^- \) contour in the lower half plane gives the result in Eq. (76) immediately. Closing in the upper half plane gives an alternate expression with two terms, which, of course, is equal to the first expression. Other orderings of plus components of the vertices will give alternate, but equally simple, expressions.

To compare with the results of Ref. [3], we can identify the real part of the product of denominators in (76) by expanding each of them into a real principal value and imaginary delta function. The imaginary part can be found from replacing either of the two remaining denominators with a delta function, which would correspond to vanishing light-cone deficits between the light-cone distances computed along a (two-gluon) path between two of the “external” vertices along the Wilson lines. We must observe, however, that the principal value prescription is completely well defined only if the \( \lambda \) integrals are done first, before the integrals over the internal vertices, just as presented in Ref. [3]. As a practical matter in our case, evaluating the \( y^- \) integral at one of the denominator poles, as we do here, can shift the sign of the imaginary part in the other denominators. Applying a principal value prescription in (76) can be expected to agree term by term with the results of [3] only when its remaining denominators are finite. When carried out consistently, of course, our method and that of Ref. [3] must give the same complete answer.

In fact, we readily verify that if we identify the denominators of the light-cone result (76) with principal values of propagators, the result is equivalent to the contribution to the imaginary part of Fig. 8 found in Ref. [3], that comes from adding the three single-gluon poles for this range of plus coordinates. For us, however, away from the poles in
the remaining denominators, this is a contribution to the relatively real part of the diagram. This difference is simply due to the overall normalization. Equation (76), in fact, has both real and imaginary parts. Independently of the normalization, however, the discontinuity of the diagram in Fig. 5 is found by applying Eq. (67) to Eq. (76),

\[ 2i \text{Disc } \gamma_{\text{scalar}}^{(3)} = \frac{-2\pi i}{\prod_{i=1}^{3} 2|\lambda_i v_i^+ - y^+|} \left[ \frac{1}{\lambda_3 v_3^--\lambda_2 v_2^- - D_{32} - i\epsilon} \frac{1}{\lambda_3 v_3^--\lambda_1 v_1^- - D_{31} - i\epsilon} \right. \]

\[ - \left. \frac{1}{\lambda_3 v_3^--\lambda_2 v_2^- - D_{32} + i\epsilon} \frac{1}{\lambda_3 v_3^--\lambda_1 v_1^- - D_{31} + i\epsilon} \right] . \]  

(78)

For Fig. 5 the discontinuity sets two lines to the light cone, corresponding to vanishing light-cone deficits for a path between the diagram’s external vertices. For the diagram with an internal vertex, as in diagrams with ladder exchange, physical discontinuities are thus produced from coordinate configurations in which a full path of gluon lines on the light cone connects external vertices. For the ordering we have shown here, there are two such paths, corresponding to the two terms in (78). An additional contribution, real here and imaginary in \[ \mathcal{F} \], comes when both denominators are replaced by delta functions in Eq. (76).

VI. MASSIVE LINES AND DIMENSIONAL CONTINUATION

So far, our discussion has treated massless scalar theories in four dimensions. We have used the four-dimensional form of the coordinate-space propagator in an essential way, in particular, that it has two simple poles on the light cone, and no branch cuts. This enables us to derive Eq. (8) from Eq. (7), in terms of residues of poles in the \( z^- \) coordinates for each line. The analysis must clearly change for massive fields, for which the propagators are given in terms of Bessel functions even in four dimensions, and also for massless fields in \( 4 - 2\varepsilon \) dimensions, where the propagator is

\[ \Delta(z^2, m = 0) = \frac{\Gamma(1 - \varepsilon)}{4\pi^{2-\varepsilon}} \frac{1}{(-z^2 + i\epsilon)^{1-\varepsilon}} , \]  

(79)

which has a branch cut from \( 0 \leq z^2 < \infty \). These essential complications in coordinate space are to be contrasted with the generality of light-cone perturbation theory results in momentum space, where masses and dimensional continuation can be implemented directly in the integrand, and in the definition of transverse integrations, respectively. Here we briefly sketch the necessary generalization for coordinate space.

This generalization requires the introduction of extra dispersive integrals that replace the simple poles above, while respecting the basic structure of the light-cone results. Both for masses, \( m \) and dimensions \( \varepsilon \neq 0 \), the analog of Eq. (5) for Green functions in coordinate representation, but now with scalar lines of mass \( m \), can be constructed from propagators written in dispersive form,

\[ \Delta(z^2, m) = \int_0^{\infty} \frac{dz'^2}{\pi} \frac{\text{Im } \Delta(z'^2 + i\epsilon, m)}{-2z'^2 - z_+^2 + z_+^2 + i\epsilon} . \]  

(80)

To be specific, the imaginary parts for the massless and massive scalar propagators in \( 4 - 2\varepsilon \) dimensions are given by

\[ \text{Im } \Delta(z^2, m) = \theta(z^2) \frac{m^{1-\varepsilon}}{2^{3-\varepsilon}\pi^{1-\varepsilon}(\sqrt{z^2})^{1-\varepsilon}} H_{1-\varepsilon}^{(2)} \left( m\sqrt{z^2} \right) \]  

\[ \text{Im } \Delta(z^2, 0) = \frac{1}{(z^2)^{1-\varepsilon}} \frac{\pi}{\Gamma(\varepsilon)} . \]  

(81)

with \( H_{1-\varepsilon} \) a Bessel function.
In place of the generic form in Eq. \[ (a) \] for a Green function with massless lines, we now have

\[
G_E(\{x_a\}) = \frac{(-ig)^N}{(4\pi^2)^L} \prod_{\text{lines } j=1}^{L} \int_0^\infty \frac{dz_j^2}{\pi} \text{Im} \left( z_j^2 + i\epsilon \right) \times \int \prod_{\text{vertices } i=1}^{N} d^4y_i \prod_{\text{lines } j=1}^{L} \frac{1}{-z_j^2(y_i, x_a) + z_j^2 + i\epsilon} . \tag{82}
\]

In this form, the full reasoning leading to Eq. \[ (45) \] can be applied to the integrals over the \( y_i \)'s, leading to the same result for fixed values of the variables \( z_j^2 \). The effect of the dispersion form for each propagator is to change the function \( D \) by the addition of the variable \( z_j^2 \) to the dependence on transverse coordinates,

\[
D^{(\pi_i)}_{(ba)} = \sum_{i \in p^{(\pi_i)}_{(ba)}} \frac{(y_{i\perp} - y_{i-1\perp})^2 + z^2_{(i,i-1)\perp}}{2(y_i^\perp - y_{i-1}^\perp)} . \tag{83}
\]

Here \( z_{(i,i-1)\perp} \) is the dispersive variable corresponding to the line \( z_{i,i-1} = y_i - y_{i-1} \) along this path. As the mass vanishes, and as the number of dimensions approaches four, the discontinuity of \( \Delta \) vanishes away from the light cone and approaches a delta function, reproducing the massless result.

VII. CONCLUSIONS

We have developed a coordinate-space analog of the venerable light-cone-ordered perturbation theory in momentum space, finding that the central role of states in momentum space is taken in coordinate space by paths between external operators. Discontinuities in amplitudes can arise when these points are separated by lightlike distances, corresponding to discontinuities in momentum space associated with states that satisfy energy conservation. This principle sheds light on the discontinuities of expectation values of Wilson lines, which can be evaluated in momentum or coordinate space. We anticipate applications as well to the interpretation of infrared singularities of cross sections and their cancellation, which are also accessible in a coordinate formulation \[ [23] \].

The detailed prescriptions developed above require the identification of “covering sets” of paths between “incoming” and “outgoing” vertices, for each partially ordered set of internal and external vertices. The possibility of a geometrical generalization of these results applied to high orders is intriguing, and we hope to take it up in future work.
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Appendix A: Paths from direct evaluation

In this appendix, we provide an alternative proof of Eq. \[ (45) \] for all massless lines, by the direct evaluation of \( y^- \) integrals. As in Sec. \[ III \] this argument is iterative in nature, this time in the order of the diagram, for arbitrary numbers of initial and final vertices. It applies equally to tree and loop diagrams.

At zeroth order in the interaction, an arbitrary diagram is simply a set of \( n \) lines, each connecting an initial and a final vertex. For fixed values of the \( x^+_i \) of these \( 2n \) vertices, Eq. \[ (45) \] applies immediately with no integrations over internal vertices. We then assume the result for all diagrams of some fixed order \( N > 0 \). We consider an arbitrary ordered diagram of order \( N+1 \), for any ordering of its \( N+1 \) internal vertices, which we label as \( y^+_N > y^+_N > \cdots > y^+_1 \).

In this diagram, the vertex at \( y_{N+1} \) is connected to \( d_{N+1} \) predecessor lines (which can arise from internal or initial predecessor vertices) and is a predecessor of another set \( p_{N+1} \) of descendant vertices, which by construction are final vertices. In this ordering, \( d_{N+1} + p_{N+1} \) is the number of lines that are attached to the vertex \( y_{N+1} \). We refer to this diagram as \( G^{(\pi_N)}_{\{n,m\}} \{X_1, \ldots, X_n\}_\text{out} \{z_1, \ldots, z_m\}_\text{in} \).

We can express our \( N + 1 \)st order diagram, \( G^{(\pi_N)}_{\{n,m\}} \) in terms of an \( N \)th order diagram, \( G^{(\pi_N)}_{\{n-p_{N+1}+d_{N+1},m\}} \) by identifying \( d_{N+1} \) final vertices of the \( N \)th order diagram at point \( y_{N+1} \), and multiplying by \( p_{N+1} \) propagators that
connect the new vertex at $y_{N+1}$ with new external vertices at points $X_{n-p_{N+1}+1}, \ldots, X_n$, all with $X_j^+ > y_{N+1}^-$. Schematically, the relation can be written as

$$G_{(n,m)}^{(\pi_{i},N+1)} \left( \{X_1, \ldots, X_{n-p_{N+1}+1}, \ldots, X_n\}_{\text{out}}, \{z_1, \ldots, z_m\}_{\text{in}} \right) = \int d^4 y_{N+1} \prod_{j=n-p_{N+1}+1}^{n} \frac{1}{(X_j - y_{N+1})^2 + i\epsilon} \times G_{(n-p_{N+1}+d_{N+1},m)}^{(\pi_{j},N)} \left( \{X_1, \ldots, y_{N+1}, \ldots, y_{N+1}, \ldots, X_{n-p_{N+1}+d_{N+1}}\}_{\text{out}}, \{z_1, \ldots, z_m\}_{\text{in}} \right), \quad (A1)$$

where $d_{N+1}$ of the external vertices are set to $y_{N+1}^-$. As usual, the subscript $\mathcal{P}$ indicates that the plus coordinates of each diagram are (partially) ordered, with the partial ordering of $G_{(n,m)}^{(\pi_{i},N+1)}$ being determined by the partial ordering of $G_{(n-p_{N+1}+d_{N+1},m)}^{(\pi_{j},N)}$, along with the relative orderings of $y_{N+1}^-$ and of its descendant vertices, which are all final vertices. An example of the relationship in Eq. (A1) is shown in Fig. 9 where $d_{N+1} = p_{N+1} = 2$.

Our aim is to do the $y_{N+1}^-$ integral in Eq. (A1), and to show that if $G_{(n-p_{N+1}+d_{N+1},m)}^{(\pi_{i},N)}$ is of the form of Eq. (45), with paths that extend from its initial to its final vertices, so is $G_{(n,m)}^{(\pi_{i},N+1)}$. This result will follow by keeping track of the $y_{N+1}^-$ poles in this expression, because all $y_{N+1}^-$-dependence is either in the explicit propagators in (A1), or in the denominators of the $N$th order diagram $G_{(n-p_{N+1}+d_{N+1},m)}^{(\pi_{j},N)}$, which obeys (45).

By our iterative assumption, in function $G_{(n-p_{N+1}+d_{N+1},m)}^{(\pi_{i},N)}$, $y^-$ appears in denominators that are specified by paths from the initial vertices of the diagrams, to the set of $d_{N+1}$ final state vertices that have been fused into the new interaction vertex at $y_{N+1}^-$. We denote the number of $y_{N+1}^-$-dependent denominators by $m_G$. We always have $m_G \geq d_{N+1}$. The other denominators of $G_{(n-p_{N+1}+d_{N+1},m)}^{(\pi_{i},N)}$ are independent of $y^-$ and do not enter into the argument.

The general form of $y_{N+1}^-$-dependent denominators in function $G_{(n-p_{N+1}+d_{N+1},m)}^{(\pi_{i},N)}$ is given by Eq. (45) and (46) as

$$y_{N+1}^- - z_a - \sum_{\text{vertices } \in P(y_{N+1}^-)} \left( \frac{y_{i\perp} - y_{i-1\perp}}{2(y_{i}^+ - y_{i-1}^+)} \right)^2 - i\epsilon = y_{N+1}^- - \delta_a - i\epsilon, \quad (A2)$$

where the right-hand side serves as a definition of $\delta_a$, and where $\{P(y_{N+1}^-)\}$ is the relevant set of paths from initial vertices at points $z_a$ to the final vertex at point $y_{N+1}^-$. The poles of all these denominators are in the upper $y_{N+1}^-$ half-plane. Their number, and the real values of the locations of their poles depend on the details of the diagram, but we shall only need to assume that there is a finite number of them, which we denote $m_G$. The explicit poles of the new propagators in (A1) at points we label $\xi_i$, in contrast, are all in the $y_{N+1}^-$ lower half plane, because by construction every $X_j^+ > y_{N+1}^-$. Suppressing all overall factors, the general $y_{N+1}^-$ integral is therefore of the form

$$I_{p_{N+1},m_G} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dy \prod_{l=1}^{p_{N+1}} \frac{1}{\xi_l - y - \delta_l - i\epsilon} \prod_{i=1}^{m_G} \frac{1}{y - \delta_i - i\epsilon}, \quad (A3)$$

with the normalization chosen for convenience. In the following, we further simplify the notation by suppressing the infinitesimal imaginary parts of the denominators, which are all negative.

We confirm below that the result of the $y_{N+1}$ integral can be written as a product of denominators of the same form, which depend on paths leading from the same set of initial vertices $\{z_a\}$ to the “new” $p_{N+1}$ vertices $X_j^+$ connected to $y_{N+1}^-$ by the explicit propagators in Eq. (A1). For renormalizable theories we would need to show that this holds for $p_{N+1}$ from one to three, but in fact it holds for any value of $p_{N+1}$.

The result is immediate for $p_{N+1} = 1$, because when we close in the lower half plane, the value of $y_{N+1}^-$ at the pole adds precisely the extra “length” to the path from each initial vertex $z_a$ to $y_{N+1}^-$ to produce the denominator for the path from $z_a$ to the single new vertex $X_n$. The cases starting $p_{N+1} = 2$ require algebraic manipulation.
1. \( m_G \) to 2 Identity

The \( y \) integral when there are two descendant vertices for the additional interaction is found from Eq. \([A3]\) with \( p_{N+1} = 2 \),

\[
I_{2,m_G} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dy \left( \frac{1}{\xi_2 - y} \frac{1}{\xi_1 - y} \right) \prod_{i=1}^{m_G} \frac{1}{y - \delta_i}.
\]  \( \text{(A4)} \)

Closing the \( y \) contour in the lower half-plane for this integral (recalling that the denominators all have negative imaginary parts), we pick up the poles of the propagators connecting \( y_{N+1} \) and its descendant vertices to find,

\[
I_{2,m_G} = \frac{1}{\xi_1 - \xi_2} \left( \prod_{i=1}^{m_G} \frac{1}{\xi_2 - \delta_i} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} \right). \quad \text{(A5)}
\]

This, of course, is not yet the desired result. To derive an expression with only forward-moving paths, we add zero to this expression, in the form,

\[
0 = \frac{1}{\xi_1 - \xi_2} \left( - \sum_{l=1}^{m_G-1} \prod_{j=l+1}^{m_G} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} + \sum_{l=1}^{m_G-1} \prod_{j=l+1}^{m_G} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} \right). \quad \text{(A6)}
\]

From these sums, we isolate the \( l = 1 \) term from the first sum, and \( l = m_G - 1 \) from the second, and group them with the \( \xi_2 \) product and the \( \xi_1 \) product in Eq. \([A5]\) respectively. This gives

\[
I_{2,m_G} = \frac{1}{\xi_1 - \xi_2} \left( \prod_{j=1}^{m_G} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} \right) + \frac{1}{\xi_1 - \xi_2} \left( \prod_{i=1}^{m_G} \frac{1}{\xi_2 - \delta_i} \prod_{j=1}^{m_G} \frac{1}{\xi_1 - \delta_j} \right) + \frac{1}{\xi_1 - \xi_2} \left( - \sum_{l=2}^{m_G-1} \prod_{j=l+1}^{m_G} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} + \sum_{l=1}^{m_G-2} \prod_{j=l+1}^{m_G} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} \right) \quad \text{(A7)}
\]

We next combine the first pairs of terms, which cancels the \( \xi_1 - \xi_2 \) denominators in these expressions. Also, we relabel the indices of the first summation (by \( l \to l + 1 \)). Then, both sums run from \( l = 1 \) to \( m_G - 2 \), so that they can be grouped into a single summation,

\[
I_{2,m_G} = \prod_{j=1}^{m_G} \frac{1}{\xi_2 - \delta_j} \frac{1}{\xi_1 - \delta_1} + \prod_{i=1}^{m_G} \frac{1}{\xi_2 - \delta_i} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} + \sum_{l=1}^{m_G-2} \prod_{j=l+2}^{m_G} \frac{1}{\xi_2 - \delta_j} \frac{1}{\xi_1 - \delta_i} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} \quad \text{(A8)}
\]

where in the second equality we combine the final two terms under the remaining summation. This can be reorganized as

\[
I_{2,m_G} = \sum_{l=1}^{m_G} \prod_{j=l+1}^{m_G} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{l} \frac{1}{\xi_1 - \delta_i}. \quad \text{(A9)}
\]

In this expression every denominator reflects a path from an initial vertex, through the vertex at \( y_{N+1} \) to one of its descendant vertices, \( X_1 \) or \( X_2 \). This is the result we were after. We note that, as in the construction of Sec. III E, the procedure leading from Eq. \([A6]\) to \([A9]\) introduces an arbitrary ordering for the paths.
2. $m_G$ to 3 identity

In this case, we start with the result we wish to prove, which generalizes the $p_{N+1} = 2$ relation, Eq. (A9). As in the previous case, this involves an arbitrary ordering of the paths that arrive at vertex $y_{N+1}$.

\[ I_{3,m_G} = \sum_{m \geq l_2 \geq l_1 \geq 1} \prod_{k=l_2}^{m_G} \frac{1}{\xi_3 - \delta_k} \prod_{j=l_1}^{l_2} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{l_1} \frac{1}{\xi_1 - \delta_i}. \]  

(A10)

Working backward, we recognize that the right pair of products is $I_{2,l_2}$, in the form of Eq. (A9), and then apply the equivalent expression for this quantity, Eq. (A5),

\[ I_{3,m_G} = \sum_{l_2=1}^{m_G} \prod_{k=l_2}^{m_G} \frac{1}{\xi_3 - \delta_k} \prod_{j=l_1}^{l_2} \frac{1}{\xi_2 - \delta_j} \prod_{i=1}^{l_1} \frac{1}{\xi_1 - \delta_i} I_{2,l_2}. \]

\[ = \sum_{l_2=1}^{m_G} \prod_{k=l_2}^{m_G} \frac{1}{\xi_3 - \delta_k} \left\{ \frac{1}{\xi_1 - \xi_2} \left[ \prod_{j=1}^{l_2} \frac{1}{\xi_2 - \delta_j} - \prod_{j=1}^{l_2} \frac{1}{\xi_1 - \xi_2} \right] \right\}. \]

(A11)

This expression is a single sum over a combination of two products. Factoring out the common $1/(\xi_1 - \xi_2)$, we can again apply the $p_{N+1} = 2$ identity that relates (A9) to (A5),

\[ I_{3,m_G} = \frac{1}{\xi_1 - \xi_2} \left\{ \sum_{l_2=1}^{m_G} \prod_{k=l_2}^{m_G} \frac{1}{\xi_3 - \delta_k} \prod_{j=1}^{l_2} \frac{1}{\xi_2 - \delta_j} - \sum_{l_2=1}^{m_G} \prod_{k=l_2}^{m_G} \frac{1}{\xi_3 - \delta_k} \prod_{j=1}^{l_2} \frac{1}{\xi_1 - \delta_i} \right\} \]

\[ = \frac{1}{\xi_1 - \xi_2} \left\{ \frac{1}{\xi_2 - \xi_3} \prod_{k=1}^{m_G} \frac{1}{\xi_3 - \delta_k} - \prod_{j=1}^{l_2} \frac{1}{\xi_2 - \delta_j} - \frac{1}{\xi_1 - \xi_3} \prod_{j=1}^{m_G} \frac{1}{\xi_3 - \delta_k} - \prod_{j=1}^{l_2} \frac{1}{\xi_1 - \delta_i} \right\} \]

\[ = \frac{1}{\xi_2 - \xi_1} \frac{1}{\xi_3 - \xi_1} \prod_{i=1}^{m_G} \frac{1}{\xi_1 - \delta_i} + \frac{1}{\xi_2 - \xi_3} \frac{1}{\xi_2 - \xi_1} \prod_{j=1}^{m_G} \frac{1}{\xi_3 - \delta_k} \prod_{j=1}^{l_2} \frac{1}{\xi_2 - \delta_j} + \frac{1}{\xi_1 - \xi_3} \frac{1}{\xi_3 - \xi_2} \prod_{k=1}^{m_G} \frac{1}{\xi_3 - \delta_k} \prod_{i=1}^{l_2} \frac{1}{\xi_1 - \delta_i}. \]

(A12)

where the three terms of the final expression correspond to the fourth, second, and the sum of the first and third terms of the foregoing expression, respectively. We recognize this expression as the integral

\[ I_{3,m_G} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dy \left( \frac{1}{\xi_3 - y} \frac{1}{\xi_2 - y} \frac{1}{\xi_1 - y} \right) \prod_{i=1}^{m_G} \frac{1}{y - \delta_i}, \]

(A13)

which is exactly Eq. (A3) with $p_{N+1} = 3$. The third line of Eq. (A12) is found by closing the $y = y_{N+1}$ contour in the lower half-plane, recalling that all denominators are understood to include $-i\epsilon$.

3. Generalization for $m_G$ to $n$ identity

We can generalize the method for $p_{N+1} = 3$ to arbitrary $p_{N+1} = n$ outgoing lines. We first write the “$m_G$ to $n$” identity for $I_{n,m_G}$, and then, as in Eq. (A11), identify factors of $I_{n-1,m_G}$ in each of its terms,

\[ I_{n,m_G} = \sum_{m_G \geq l_n \geq l_{n-2} \geq \cdots \geq l_1 \geq 1} \prod_{i=n-1}^{l_n} \frac{1}{\xi_n - \delta_i} \prod_{i=n-1}^{l_{n-2}} \frac{1}{\xi_{n-2} - \delta_i} \prod_{i=1}^{l_1} \frac{1}{\xi_1 - \delta_i} \times \cdots \times \prod_{i=1}^{l_1} \frac{1}{\xi_1 - \delta_i} \times I_{n-1,l_n}. \]

(A14)
We assume that this result holds for all integrals $I_{n-1,m_G}$ defined by Eq. (A3) for arbitrary $m_G'$, and seek to prove that $I_{n,m_G}$ defined as in this expression is equal to the corresponding integral with $p_{N+1} = n$.

Proceeding as in Eq. (A11), our inductive assumption for $I_{n-1,m_G}$ implies that it can be replaced in (A14) by the form that results directly from closing the $y$ contour of Eq. (A3) in the lower half-plane,

$$I_{n-1,m_G} = \sum_{i=1}^{n-1} \prod_{j \neq i} \frac{1}{\xi_j - \xi_i} \prod_{k=1}^{n-1} \frac{1}{\xi_i - \delta_k}.$$  \hspace{1cm} (A15)

We want to show that $I_{n,m_G}$ has the same form,

$$I_{n,m_G} = \sum_{i=1}^{n} \prod_{j \neq i} \frac{1}{\xi_j - \xi_i} \prod_{k=1}^{m_G} \frac{1}{\xi_i - \delta_k}$$

$$= \frac{1}{2\pi i} \int_{-\infty}^{\infty} dy \prod_{i=1}^{n} \frac{1}{\xi_i - y - i\epsilon} \prod_{k=1}^{m_G} \frac{1}{y - \delta_k - i\epsilon}.$$  \hspace{1cm} (A16)

Inserting Eq. (A15) into the third equality of (A14), we get

$$I_{n,m_G} = \sum_{i=1}^{m_G} \prod_{i=1}^{m_G} \frac{1}{\xi_n - \delta_n} \left( \sum_{i=1}^{n-1} \prod_{j \neq i} \frac{1}{\xi_j - \xi_i} \prod_{k=1}^{n-1} \frac{1}{\xi_i - \delta_k} \right)$$

$$= \sum_{i=1}^{n-1} \prod_{j \neq i} \frac{1}{\xi_j - \xi_i} \left( \prod_{i=1}^{m_G} \frac{1}{\xi_n - \delta_n} - \prod_{k=1}^{m_G} \frac{1}{\xi_i - \delta_k} \right),$$  \hspace{1cm} (A17)

where in the second equality, we have changed the order of the two summations and factored out the products of $1/(\xi_j - \xi_i)$. The sum over index $I_{n-1}$ is now of the form of Eq. (A9) with $\xi_n$ and $\xi_i$ replacing $\xi_2$ and $\xi_1$, respectively. We may therefore apply Eq. (A5) to get to the third equality.

Taking into account the relative sign, the denominator $(\xi_n - \xi_i)$ extends the product over $j$ up to $n$ in the second term of the third equality of (A17). For the first term in the third equality, we only need to use the identity, which can be obtained by closing the contour either in the lower or upper half plane, respectively, for the following integral,

$$\frac{1}{2\pi i} \int dz \frac{1}{z - \xi_n - i\epsilon} \prod_{i=1}^{n-1} \frac{1}{\xi_i - z - i\epsilon} = \sum_{i=1}^{n-1} \frac{1}{\xi_i - \xi_n} \prod_{j \neq i} \frac{1}{\xi_j - \xi_i}$$

$$= \prod_{i=1}^{n-1} \frac{1}{\xi_i - \xi_n},$$  \hspace{1cm} (A18)

In this form, we can add the first term to the other $n - 1$ terms so that the summation index $i$ in (A17) runs up to $n$ now. As a result, we obtain the complete result for $I_{n,m_G}$ given in Eq. (A16) starting from Eq. (A14).
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