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ABSTRACT
User Satisfaction Estimation (USE) is an important yet challenging task in goal-oriented conversational systems. Whether the user is satisfied with the system largely depends on the fulfillment of the user’s needs, which can be implicitly reflected by users’ dialogue acts. However, existing studies often neglect the sequential transitions of dialogue act or rely heavily on annotated dialogue act labels when utilizing dialogue acts to facilitate USE. In this paper, we propose a novel framework, namely USDA, to incorporate the sequential dynamics of dialogue acts for predicting user satisfaction, by jointly learning User Satisfaction Estimation and Dialogue Act Recognition tasks. In specific, we first employ a Hierarchical Transformer to encode the whole dialogue context, with two task-adaptive pre-training strategies to be a second-phase in-domain pre-training for enhancing the dialogue modeling ability. In terms of the availability of dialogue act labels, we further develop two variants of USDA to capture the dialogue act information in either supervised or unsupervised manners. Finally, USDA leverages the sequential transitions of both content and act features in the dialogue to predict the user satisfaction. Experimental results on four benchmark goal-oriented dialogue datasets across different applications show that the proposed method substantially and consistently outperforms existing methods on USE, and validate the important role of dialogue act sequences in USE.
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1 INTRODUCTION
A variety of goal-oriented conversational systems have emerged for assisting users to automatically accomplish various goals, such as task-oriented dialogue [18], conversational recommendation [34], conversational information-seeking [11], etc. User Satisfaction Estimation (USE) [2, 4, 6, 26, 45, 48, 55] receives increasing attention as it attaches great importance in evaluating the performance of the dialogue systems as well as adjusting the system’s strategy to better fulfill the user’s goal. Recent studies in popular user-engaged web services, including search [24, 37, 47, 51], recommendation [36], and advertisement [19], identify the interaction signals (e.g., browsing and clicking logs) and their temporal sequences (e.g., click streams) to be important features for estimating user satisfaction. Unfortunately, such explicit interaction signals are no longer available in dialogue systems where the users implicitly express their intents or provide feedback through natural language responses.

Earlier studies often treat USE in dialogue systems as a sentiment analysis [45] or response quality assessment task [2], which predict the user satisfaction solely based on content features. However, similar to other user-engaged web services, whether the user is satisfied with the system during a goal-oriented conversation largely depends on whether the system is successful in meeting the user’s needs [48]. Some researchers [4, 35, 48] found that dialogue acts [46], which represent the user intents or actions at each conversation turn, can well reflect the fulfillment of the user’s goal. For instance, the statistics in [4] show that the dialogue act “Add Details” occurs more frequently in unsatisfactory conversational recommendation dialogues. Besides, it is also observed that users tend to take the action “Contact Manual Service” when facing the system’s failure in understanding their needs [35, 44, 48]. Therefore, several attempts [4, 17, 22, 28] have been made on pipeline-based USE methods in goal-oriented conversational systems, where dialogue act recognition (DAR) is often viewed as an important preceding step of USE. Hashemi et al. [22] develop intent sensitive word embeddings for measuring user satisfaction, while Cai and Chen [4] classify user actions as features in a preceding step for USE.

Despite the effectiveness of incorporating dialogue acts on USE in previous works, there are several issues that remain to be tackled. (i) DAR [8, 54], which aims to attach semantic labels to each utterance in the given dialogue for characterizing the speaker’s intention, is still a challenging task in multi-turn dialogue systems. Pipeline-based approaches [4, 22], which first detect the dialogue acts from user utterances and then adopt the predicted dialogue acts as the interaction features for USE, suffer severely from error.
propagation and inability to model interactions between the two tasks. (ii) The taxonomy for dialogue acts is diverse according to different application domains [48], leading to a great expense for acquiring annotated dialogue act labels. (iii) Existing studies [4, 48] initially investigate the relationship between user satisfaction and each individual dialogue act, while the sequential information behind the dialogue acts is neglected. As shown in Figure 1, there are two dialogue sessions from a real-world E-Commerce customer service dialogue dataset. Although the final user acts in both dialogues are "Contact Manual Service", they result in divergent satisfaction ratings. We can observe from the transition of user dialogue acts that the dialogue acts in the satisfactory dialogue (left) naturally transit to different topics, while some dialogue acts are repeated in the unsatisfactory dialogue (right).

To tackle the aforementioned issues, we propose a novel method, namely USDA, to jointly learn User Satisfaction Estimation and Dialogue Act Recognition tasks. On one hand, DAR serves as an auxiliary task that provides clues about sequential user intents for USE. In return, the dialogue act transitions can also benefit from the prediction of user satisfaction. When the dialogue act labels are available, the joint learning aims at assigning a dialogue act label to each user utterance in the whole conversation session to represent her/his conversational intents, and meanwhile, estimating the degree of user satisfaction towards the conversation. When the dialogue act labels are unavailable, the DAR subtask is expected to be conducted in an unsupervised manner, which could still provide useful sequential patterns for helping estimate the user satisfaction.

Specifically, we first develop a Hierarchical Transformer encoder, consisting of an exchange-level BERT encoder and a dialogue-level Transformer encoder, to encode the whole dialogue context. In terms of the availability of dialogue act labels, we design two variants of USDA to conduct either supervised DAR by a sequence labeling module or unsupervised DAR by a latent subspace clustering network. After modeling the user dialogue acts, a pair of attentive recurrent neural networks are employed to capture the sequential dynamics of dialogue transition from the perspective of both dialogue content and user acts. The sequential features of content and dialogue acts are ultimately aggregated by a gated attention mechanism to measure their importance in estimating user satisfaction. Overall, two tasks are jointly trained to leverage their interrelations in a multi-task learning procedure for mutually enhancing each other.

In order to better model the dialogue context, we further propose two strategies for task-adaptive pre-training, namely System Response Selection (SRS) and Dialogue Incoherence Detection (DID), to serve as a second-phase in-domain pre-training for the Hierarchical Transformer encoder. SRS endows USDA with the ability to identify whether the system’s response is appropriate in the context of current conversation, which is essential to user satisfaction estimation. DID facilitates USDA in capturing the chronological semantic flow of dialogues by learning to detect sequential incoherence in dialogues, which can benefit the down-stream tasks when modeling the sequential features of the dialogue. Besides, they are conceptually simple, and the pre-training datasets can be created without any human annotation effort.

The contributions are summarized as follows:

- We propose to leverage the sequential dynamics of dialogue acts to facilitate USE in goal-oriented conversational systems via a unified joint learning framework, which enables both supervised and unsupervised DAR for the situations where the dialogue act annotations are available or not.
- We introduce two task-adaptive self-supervised pre-training strategies, namely System Response Selection (SRS) and Dialogue Incoherence Detection (DID), for enhancing the dialogue modeling capability for helping the target joint learning problem.
- Experimental results on four goal-oriented dialogue datasets show that USDA substantially and consistently outperforms existing methods on USE. Extensive analyses also reveal the relationships between content and dialogue act features for understanding user satisfaction in goal-oriented dialogue systems.

## 2 RELATED WORK

### Goal-oriented Conversational Systems

Unlike chitchat-based dialogue systems [6], which aim at conversing with users on open-domain topics, task-oriented dialogue systems target at assisting users to accomplish certain goals [18, 33, 42]. In the broader area of dialogue systems, recent years have witnessed many other successful goal-oriented conversational applications. For instance, conversational recommender systems [4, 12, 32, 34] enable traditional recommender systems to dynamically acquire user preferences through interactive conversations for making better recommendations. Conversational information-seeking platforms [29, 43] play an increasingly important role in connecting users to search engines by conversational interactions. Customer service assistants provide timely helps on E-Commerce websites for answering product-related questions [15, 15] or handling after-sales problems [7]. In this paper, we conduct experiments across four different kinds of goal-oriented conversational systems to analyze user satisfaction.

### User Satisfaction Estimation

User satisfaction, which is related to the fulfillment of a specified desire or goal, is essential in evaluating and improving user-centered interactive IR systems [27]. However, user satisfaction is difficult to measure automatically as it is rather subjective and implicit [37]. Therefore, several efforts have been made on modeling user satisfaction from temporal user behaviors or actions when interacting with the systems [19, 36, 37, 47, 51].

![Figure 1: Two example dialogue sessions in JDDC dataset [7].](image-url)


For instance, Mehrrota et al. [37] extract informative and interpretable action sequences (e.g., Click, Pause, Scroll) from user interaction data to predict user satisfaction towards the search systems. As for user satisfaction in dialogue systems [17, 21, 22], the problem becomes more challenging since even the user behaviors and actions are hidden in the user’s natural language feedback. Some researchers study user satisfaction in dialogue systems from the perspectives of sentiment analysis [45] and response quality assessment [2, 55]. Due to the nature of goal-oriented conversational systems, recent studies [4, 48] identify the importance of dialogue acts or user intents in measuring the fulfillment of the user’s goal, which is essential in user satisfaction estimation. However, the sequential dynamics of dialogue acts are neglected.

**Dialogue Act Recognition**. Dialogue Act Recognition (DAR) [1, 8, 54] plays an important role in dialogue systems, as it reveals the user intents during the conversation session. Meanwhile, DAR often serves as an auxiliary task for improving other target conversation tasks, such as response generation [50] or selection [30, 52], conversational information seeking [41], etc. With annotated dialogue act labels, DAR is typically formulated as a utterance-level sequence labeling task [1, 8, 54], which aims at capturing the conditional dependencies of the dialogue act sequence. However, the dialogue act label taxonomy heavily relies on domain-specific knowledge and varies from different domains, which inspires some unsupervised DAR with a latent subspace clustering module for ground-truth DA labels. (2) USDA (CLU) jointly learns USE and DA tasks, such as response generation [50] or selection [30, 52], conversing as an auxiliary task for improving other target conversation tasks. As for DAR task, it can be accomplished via either supervised learning with annotated DA labels or unsupervised learning as an DA clustering task.

### 3 Problem Definition

We define the joint learning of user satisfaction estimation (USE) and dialogue act recognition (DAR) tasks. Given the dialogue context $D$ containing $N$ utterances $\{u_1, u_2, \ldots, u_N\}$ in a conversation session, we split the dialogue into $T$ exchanges, and each exchange is a conversation turn between the user and the system, so that $D$ can be represented by $\{(u_{q_1}, u_{p_1}), (u_{q_2}, u_{p_2}), \ldots, (u_{q_T}, u_{p_T})\}$, where $u_q$ and $u_p$ denote the user utterance and the system utterance at $t$-th exchange. Note that the $T$-th exchange only contains the final user response. The goal is to simultaneously predict the sequence of dialogue act (DA) labels $\{y_{q_1}^d, y_{q_2}^d, \ldots, y_{q_T}^d\}$ corresponding to the user intent at each turn, and the user satisfaction label $y^s$ by the end of this conversation session. As for DAR task, it can be accomplished via either supervised learning with annotated DA labels or unsupervised learning as an DA clustering task.

### 4 Method

The overview of the proposed framework, USDA, is depicted in Figure 2(b). There are two variants of USDA, including (1) USDA (MTL) conducts the multi-task learning of USE and DAR with the ground-truth DA labels. (2) USDA (CLU) jointly learns USE and unsupervised DAR with a latent subspace clustering module for applications where the DA labels are unavailable.

#### 4.1 Hierarchical Transformer Encoder

Pre-trained language models, like BERT [16], have become the de-facto method for encoding natural language into distributed representations in a wide range of natural language understanding tasks, including USE [48] and DAR [40]. We also leverage BERT as the backbone of the proposed method. However, the target problem involves two tasks at different levels of dialogues, while the original BERT could only take the whole dialogue as input and suffers from its length limitation (512 tokens), which may largely harm the performance. To this end, we develop a hierarchical Transformer encoder for the representation learning of dialogue context. Such encoder consists of a shared Exchange-level BERT Encoder for pairwise encoding the exchange between the system and user in each turn, and a Dialogue-level Transformer Encoder for sequentially encoding the dialogue context in the whole conversation session.

#### 4.1.1 Exchange-level BERT Encoder

Each exchange turn $\{u_{q_t}, u_{p_t}\}$ is first fed into a shared BERT encoder to obtain the exchange-level representation $h_t$:

$$h_t = BERT([CLS]; u_{q_t}; [SEP]; u_{p_t}; [SEP]),$$

which also takes advantage of the pairwise-learning capability of BERT [16] to model the relation between utterances.

#### 4.1.2 Dialogue-level Transformer Encoder

To capture the global context information in the whole conversation session, we employ a Transformer encoder on top of the exchange-level BERT encoder. The dialogue-level Transformer encoder takes the representations $\{h_1, h_2, \ldots, h_T\}$ of all the exchanges as input. Following the standard Transformer encoder [49], we also add positional encoding to the exchange representations for modeling the relative positions of the exchange in the whole conversation. Each Transformer encoder layer consists of three components: (i) The layer normalization is defined as $\text{LayerNorm}(-\cdot)$. (ii) The multi-head attention is defined as $\text{MultiHead}(Q, K, V)$, where $Q, K, V$ are query, key, and value, respectively. (iii) The feed-forward network with ReLU activation is defined as $\text{FFN}(-\cdot)$. Take the $l$-th layer for example:

$$X^* = \text{MultiHead}(X^{(i)}, X^{(i)}, X^{(i)}),$$

$$X^{(i+1)} = \text{LayerNorm}(\text{FFN}(X^*) + X^{(i)}),$$

where $X^{(0)} = \{h_1, h_2, \ldots, h_T\}$ is the input of the first layer, and $X^{(L)} = \{c_1, c_2, \ldots, c_T\}$ is the output of the last layer. $c_t$ is the contextualized representation for the exchange at $t$-th turn.

#### 4.2 Dialogue Act Recognition

Due to the difficulties in obtaining the DA taxonomy in a new domain, we develop two variants of the DAR module for the joint learning. As shown in Figure 2(c), the DAR task can be accomplished by either supervised learning with ground-truth DA labels, i.e., USDA (MTL), or unsupervised learning into latent DA clusters, i.e., USDA (CLU), in terms of the availability of the DA labels.

#### 4.2.1 Supervised Learning

With the contextualized representations $\{c_1, c_2, \ldots, c_T\}$ of each exchange, we can directly calculate the probability distribution of dialogue act labels for the user utterance at each exchange turn by a Multi-Layer Perceptron (MLP):

$$a_t = \text{MLP}_{\text{DAR}}(c_t),$$

where $A = \{a_1, a_2, \ldots, a_T\} \in \mathbb{R}^{T \times K}$ is adopted as the dialogue act score, where $K$ is the number of DA classes. Then, a Conditional Random Field (CRF) [31] layer is used to capture the dependencies among consecutive DA labels, which models the conditional probability of a target label sequence given an input sequence. Let $A_{t, y^d_t}$ denote the dialogue act score of the dialogue act $y^d_t$ of the $t$-th
exchange turn in a conversation. The DA sequence scores $\sigma(A, y^d)$ and likelihood $p(y^d|A)$ are calculated as follows:

$$
\sigma(A, y^d) = \sum_{t=0}^{T+1} G_{i,t} y^d_t + \sum_{t=1}^{T} A_t y^d_t,
$$

$$
p(y^d|A) = \text{softmax}(\sigma(A, y^d)),
$$

where $G \in \mathbb{R}^{(K+2) \times (K+2)}$ is a matrix of transition scores such that $G_{i,j}$ represents the score of a transition from the $i$-th DA label to $j$-th DA label. $y_0^d$ and $y_{T+1}^d$ are the start and end labels of a dialogue. During training, the supervised learning objective is to minimize the negative log-probability of the correct dialogue act sequence:

$$
L_{\text{DAR}} = -\log p(y^d|A).
$$

4.2.2 Unsupervised Learning. Under the circumstance where the dialogue act labels are unavailable, previous works [14, 22, 39] induce dialog intents by clustering user utterances to learn discriminative utterance representations in the user intent semantic space. Since the user utterances are encoded into high-dimensional contextualized vectors, we employ a deep latent subspace clustering network [23] for the representational learning of latent features in the dialog to capture the DA information. The basic idea is to encourage utterances of the same dialogue act to be clustered into a dense region in the low-dimensional embedding subspace.

We initialize the latent dialogue act memory vectors $M \in \mathbb{R}^{K \times d}$, where $K$ is the number of dialogue act clusters, and measure the similarity between the sentence representation and each latent memory vector via a deep auto-encoder. In specific, the contextualized exchange representations $C = \{c_1, c_2, ..., c_T\}$ are first encoded into the latent representations $X$ by an MLP. Then the latent representations are self-represented by a self-attentive weighted sum of the latent clustering memory vectors. After the self-representation operation, the contextualized representations $C^*$ are reconstructed by another MLP as the decoder.

$$
X = \text{MLP}_{\text{enc}}(C), \quad A = XM^T,
$$

$$
X^* = \text{softmax}(A)M, \quad C^* = \text{MLP}_{\text{dec}}(X^*),
$$

where $A = \{a_1, a_2, ..., a_T\}$ represents the dialogue act features learned from the deep latent subspace clustering network.

The loss function of the latent dialogue act representation learning consists of three parts, information preservation loss, self-representation loss, and a regularization term:

$$
L_{\text{DAR}} = ||C^* - C||_F^2 + \lambda_1||X^* - X||_F^2 + \lambda_2||MM^T - I||_F^2,
$$

where $\lambda_1$ and $\lambda_2$ are the hyper-parameters that balance the weight of different terms, and $I$ is the identity matrix. The information preservation loss ensures that the information from the contextual representation is encoded into the latent representation, while the self-representation loss aims to minimize the differences between the common clustering representation and the latent representation. The regularization term is to differentiate the memory vector for each dialogue act cluster from other clusters.

4.3 User Satisfaction Estimation

With the content features $c_t$ learned from the hierarchical transformer encoder and the dialogue act features $a_t$ learned from the DAR task, we employ a pair of Attentive RNNs to capture both the content-based and action-based dialogue transitions within a conversation session:

$$
c_f = \text{GRU}_c([c_t], c_{t-1}), \quad c_f^* = \text{GRU}_c([a_t], a_{t-1}),
$$

where $V_c = \{c_1, ..., c_T\}$ and $V_a = \{a_1, ..., a_T\}$ are the output representations for content features and DA features, respectively.

Then we employ a vanilla attention mechanism to attend those important exchange turns for predicting user satisfaction from the perspectives of both content and dialogue act:

$$
a_c = \text{softmax}(w_c^T \text{tanh}(V_c W_c^T)), \quad o_c = V_c^T a_c,
$$

$$
a_a = \text{softmax}(w_a^T \text{tanh}(V_a W_a^T)), \quad o_a = V_a^T a_a,
$$

where $W_c, W_a, w_c, w_a$ are trainable parameters. An aggregation layer integrates the attentive content representations $o_c$ and DA
representations $o_a$ by the following gated attention mechanism:

$$g = \text{sigmoid}(W_g [o_c; o_a]),$$  \hspace{1cm} (14)

$$o = g \circ o_a + (1 - g) \circ o_c,$$ \hspace{1cm} (15)

where $W_g$ is the attention matrix to be learned, and $g$ is the gated attention weight. Then we can calculate the probability distribution of user satisfaction classes by an MLP with softmax normalization:

$$p^\text{USE} = \text{softmax}(\text{MLP}_\text{USE}(o)).$$ \hspace{1cm} (16)

### 4.4 Joint Learning Procedure

USDA jointly learns USE and DAR in an end-to-end fashion. As for DAR, we can choose to either use the supervised learning or unsupervised learning objectives, i.e., $L^\text{DAR}^+$ or $L^\text{DAR}^-$, in terms of whether the dialogue act labels are available. And USE objective is to minimize the cross-entropy loss between the predicted user satisfaction probabilities and the ground-truth satisfaction classes:

$$L^\text{USE} = -y \circ \log p^\text{USE}.$$ \hspace{1cm} (17)

Finally, the overall loss function is the sum of USE and DAR losses:

$$L = L^\text{USE} + \lambda L^\text{DAR}^\dagger, \quad \dagger \in \{+,-\}.$$ \hspace{1cm} (18)

where $\lambda$ is the hyper-parameter balancing the two tasks.

### 4.5 Task-adaptive Pre-training Strategies

The target problem involves two tasks at different levels of dialogues, which requires the capability of both contextual modeling and sequential modeling. Appropriate continued pre-training on the target tasks or domains can further enhance the capability of representational learning in pre-trained language models [20]. Motivated by this, we customize two auxiliary self-supervised pre-training tasks to serve as a second-phase in-domain pre-training for the Hierarchical Transformer without any extra human annotation.

#### 4.5.1 System Response Selection (SRS)

Response selection is an extensively studied task in retrieval-based dialogue systems [52], which aims at selecting appropriate utterances from a set of candidates to respond to the given dialogue context. As for USE task, the appropriateness or relevancy of the system-provided response is also highly related to the user satisfaction. Therefore, our USDA model is expected to be capable of identifying whether a system-provided response is appropriate to the given dialogue context. In practice, we regard the “satisfactory” dialogues in the original training dataset as the positive samples for SRS task. To construct the negative samples, we randomly choose a different utterance from the rest of the dialogues to replace one of the system responses in the original dialogue for discordant dialogue detection. DID is a dialogue-level classification task to determine whether the dialogue is discordant or missing information.

#### 4.5.2 Dialogue Incoherence Detection (DID)

Detecting incoherence in narratives [3] is an important ability in natural language understanding, which is the same in dialogue systems [38]. On one hand, it is required to model the sequential information in the dialogue context for DAR task. On the other hand, whether the user is satisfied is also highly related to the dialogue coherency. Motivated by this, we expect that our USDA model can also detect the incoherence in the given dialogue. The positive samples are the same as those in SRS task, while we employ two ways to construct the incoherent dialogues as the negative samples: (i) We randomly delete several exchanges in the original dialogue as the negative sample for missing information detection. (ii) We randomly shuffle several exchanges in the original dialogue for discordant dialogue detection.

#### 4.5.3 Joint Task-adaptive Pre-training

Similar to the joint learning procedure, we conduct the joint task-adaptive pre-training of SRS and DID tasks for the overall enhancement of the Hierarchical Transformer encoder, which is depicted in Figure 2(a). As for the constructed SRS samples, the negative samples can also be regarded as incoherent dialogues. As for the constructed DID samples, all the system responses are supposed to be appropriate, since each individual exchange turn is unchanged. More details about the task-adaptive pre-training can be found in Appendix A.1.

### 5 EXPERIMENTAL SETUPS

#### 5.1 Datasets & Evaluation Metrics

We evaluate the proposed method on four benchmark task-oriented dialogue datasets varying from different applications, including MultiWOZ2.1 (MWOZ) [18], Schema Guided Dialogue (SGD) [42], JDDC [7], and ReDial [34]. In specific, we adopt the subsets of these datasets with the user satisfaction annotation for evaluation, which is provided by Sun et al. [48].

- **MWOZ** and **SGD** are multi-domain task-oriented dialogue datasets with dialogue act annotation.
- **JDDC** is a Chinese customer service dialogue dataset in E-Commerce with DA labels annotated by Sun et al. [48].
- **ReDial** is a conversational recommendation dataset in E-Commerce with DA labels annotated by Cai and Chen [4]. Since there are only a small number of overlapping instances between the annotated subsets in [48] and those in [4], we adopt those overlapping instances as the testing set while the rest of annotated data in [48] as the training and validation set for unsupervised dialogue act recognition.

There are two typical settings for measuring user satisfaction: (i) five-level ratings (1-5) to distinguish the degree of user satisfaction from “very dissatisfied” to “very satisfied” [2, 48], (ii) three satisfaction classes to indicate the polarity of user satisfaction, i.e., “dissatisfied/neural/satisfied” [4, 10, 45]. Since the boundaries between “very dis/satisfied” and “dis/satisfied” are often blurred and

---

**Table 1: Statistics of datasets.**

| Dataset   | Language | MWOZ | SGD | JDDC | ReDial |
|-----------|----------|------|-----|------|--------|
| #Dialogues| English  | 1,000| 1,000| 3,300| 1,000  |
| #Utterances| English | 12,553| 13,833| 54,517| 11,806 |
| %Sat. Class| Chinese | 27:39:34| 22:30:48| 23:53:24| 23:26:51 |
| #DA Classes| English | 21| 12| 236| 17 |
| #Avg Turn| English | 8.66| 9.42| 10.93| 8.49 |
| #TrainSplit| English | 7,648| 8,674| 38,146| 7,372 |
| #ValidSplit| English | 952| 1,074| 5,006| 700 |
| #TestSplit| English | 953| 1,085| 4,765| 547 |

---

the incoherence in the given dialogue. The positive samples are the same as those in SRS task, while we employ two ways to construct the incoherent dialogues as the negative samples: (i) We randomly delete several exchanges in the original dialogue as the negative sample for missing information detection. (ii) We randomly shuffle several exchanges in the original dialogue for discordant dialogue detection. DID is a dialogue-level classification task to determine whether the dialogue is discordant or missing information.
it is also more practical to classify the polarity of user satisfaction in real-world applications [35, 44], we follow the second setting to study a three-class classification task for USE, and treat the average rating 
<</=/> 3” as “dissatisfied/neural/satisfied”. Due to the absence of data split in the original dataset [48], we split each dataset by 8:1:1 for train-validation-test and filter out the dialogues with less than 2 turns. Table 1 presents the statistics of these four datasets.

Following previous studies [4, 10, 45], we use Accuracy (Acc) and Macro-averaged Precision (P), Recall (R), and F1 as the evaluation metrics for both USE2 and DAR tasks.

5.2 Compared Methods

We first compare the proposed method to several state-of-the-art single-task learning methods on both DAR and USE tasks.

- CRF-ASN [8] extends structured attention network to the linear-chain conditional random field for DAR.
- CRNN [54] is a Convolutional Recurrent Neural Network modeling the interactions between utterances of long-range context.
- HiGRU [25] uses a hierarchical GRU structure to encode the dialogue context representation.  

HAN [53] applies a two-level attention mechanism in HiGRU. 

BERT [16] concatenates the last 512 tokens of the dialogue context into a long sequence with a [SEP] token for separating utterances. For HiGRU, HAN, and BERT, we adopt the implementation from [48] for USE task.

To investigate the multi-task learning of USE and DAR task, we adopt several alternative multi-task learning models from related tasks for comparisons.

- JointDAS [5] and Co-GAT [40] are two state-of-the-art methods to jointly perform DAR and sentiment classification task for each utterance in the given dialogue context. In our case, we adopt the classification result of the last user utterance for USE task.

- JointUSE [2] is an USE approach which jointly predicts turn-level response quality labels provided by experts and dialogue-level ratings provided by end users. In our case, we replace the turn-level response quality labels with the dialogue act labels for DAR task, and omit the hand-crafted input features.

For the proposed USDA method, we report the performance of three variants as follows:

- USDA (STL) performs solely USE or DAR task by discarding the DAR or the USE components.
- USDA (CLU) jointly learns USE and unsupervised DAR where we assume that the ground-truth DA labels are unavailable.
- USDA (MTL) conducts the multi-task learning of USE and DAR with the ground-truth DA labels.

For a fair comparison and without loss of generality, we adopt BERT as the backbone for all methods with pre-trained language models. The implementation details can be found in Appendix A.2.

6 EXPERIMENTAL RESULTS

6.1 Overall Performance

6.1.1 Method Comparisons on MWOZ, SGD, and JDDC

Table 2 summarizes the experimental results on MWOZ, SGD, and JDDC datasets. Since these datasets contain the annotated DA labels for supervised DAR learning, we conduct extensive method comparisons, including single-task learning and multi-task learning. There are several notable observations as follows:

(1) The proposed method substantially and consistently outperforms all the strong baselines across three datasets with a noticeable margin, including both single-task and multi-task learning methods. The results in single-task setting demonstrate the effectiveness of the Hierarchical Transformer encoder for dialogue modeling than the original BERT encoder.

(2) Compared with single-task learning, multi-task learning methods generally achieve better performance on USE task, which validates that USE can actually benefit from jointly learning with
Table 3: List of inferred dialogue acts for ReDial dataset, with top representative words and examples.

| Inferred Dialogue Acts               | Representative Words                                          | Examples                                      |
|-------------------------------------|---------------------------------------------------------------|-----------------------------------------------|
| Initial Query/Start Over            | looking, interested, recently, want, please, today           | I’m interested in war movies. Any good suggestions? |
| Reformulate/Continue                | mostly, especially, first, any, another, other, suggest      | Do you have any other recommendations?        |
| Inquire/Ask Opinion                 | who’s, what’s, did’t, when, end, done                        | I haven’t heard of it. What’s it about?       |
| Accept/Provide Preference           | everyone, rather, keep, big, better, best, interesting        | That one sounds really interesting            |
| Reject/Critique-Feature             | seem, isn’t, don’t, quite, couldn’t, can’t, wasn’t           | I don’t care for "Grease (1978)"; not my type of movie. |
| Seen                                | year, too, yes, have, seen, like, liked, great                | I have. I liked it a lot. That was a great one. |

Table 4: Experimental results on ReDial dataset.

| Model      | Acc  | P    | R    | F1   |
|------------|------|------|------|------|
| HiGRU [25] | 46.1 | 44.4 | 44.0 | 43.5 |
| HAN [53]   | 46.3 | 40.0 | 40.3 | 40.0 |
| BERT [16]  | 53.6 | 50.1 | 51.3 | 50.0 |
| USDA (STL) | 57.3†| 54.3†| 52.9†| 53.4†|
| USDA (CLU) | 59.0†| 55.5†| 55.1†| 55.5†|

For instance, USDA (MTL) outperforms USDA (STL) on MWOZ and SGD datasets by about 4%.

(3) Even when the DA labels are not provided, USDA (CLU) effectively utilizes the latent user intent to improve the performance of USE task via the proposed latent subspace clustering method. It is worth noting that USDA (CLU) performs much better than USDA (STL) on JDDC dataset. It can be observed that the DAR performance is relatively low on JDDC dataset (F1 around 50%), as it conducts a 236-class classification task given the DA taxonomy. Therefore, the limited performance on DAR task hinders the improvement on USE task under the multi-task learning setting.

6.1.2 Method Comparisons on ReDial. For ReDial dataset, where the DA labels are not provided, we conduct the comparisons under the single-task learning settings for USE. As shown in Table 4, it can be observed that the hierarchical dialogue modeling structure (USDA (STL)) still outperforms the original BERT. Besides, the proposed latent subspace clustering of user intents, i.e., USDA(CLU), contributes a great performance boosting, about 5% on F1 score. To facilitate further investigation of the latent subspace clustering, we derive the probability of words in each cluster, and rank them by their frequency. After filtering the stop words, the results of clusters and words from ReDial Dataset are presented in Table 3. Compared with the DA taxonomy provided by Cai and Chen [4], USDA (CLU) effectively differentiates user intents into different DA clusters in an unsupervised manner.

6.1.3 Summary. Overall, the above results demonstrate the effectiveness and the strong applicability of the proposed USDA methods. On one hand, given the ground-truth DA labels, USDA (MTL) can improve the USE performance via multi-task learning with DAR task. On the other hand, USDA (CLU) can also leverage latent user intents to aid in the USE task via the latent subspace clustering, when the DA labels are unavailable or the DAR task is relatively difficult. In addition, we also conduct analyses of per-class performance and the effect of the dialogue turn number, which are presented in Appendix A.3. It can be observed that most of the performance improvement of USDA comes from the “dissatisfied” class, which is the most important class for USE in real-world applications [35, 44]. And USDA can reach a better performance when involving a certain number of conversation turns, instead of decreasing significantly.

6.2 Ablation Study

6.2.1 Effect of Components. To understand the importance of DA features for predicting user satisfaction in goal-oriented conversational systems, we conduct an ablation study to only leverage the content features for USE task. It means that the GRU only models the sequential information of the dialogue context without the direct effects of the DAR task. Table 5 shows that “- DA Feat.” performs poorly, indicating the importance of the signal provided by DA features in the USE task. Besides, we would also like to know about the effect of sequential modeling on USE task. We modify the USDA method by removing the CRF layer and only employing a mean-pooling operation to aggregate the whole dialogue information, i.e., “-GRU.” Results in Table 5 verify that either way hurts the performance of USE task, and thus the sequential modeling of the dialogue act and content is crucial to improve the performance of USE task. In addition, removing the CRF layer largely affects the DAR performance, which leads to a negative impact on USE task.

6.2.2 Effect of Task-adaptive Pre-training. The lower part in Table 5 reports the results of USDA with different task-adaptive pre-training strategies. Generally, both System Response Selection and Dialogue Incoherence Detection tasks contribute to the final performance more or less. In specific, pre-training with SRS task can bring more gains on the USE task, which verifies our motivation that the appropriateness of the system-provided response attaches great importance to the user satisfaction. Besides, the joint task-adaptive
6.3 Detailed Analyses & Discussions

6.3.1 Quantitative Analysis of Feature Importance. Figure 3 shows the distribution of the gated attention weight $g$ in Eq. (14), indicating the importance of content and DA features. Except for ReDial, the content features are generally assigned with higher weights than the DA features. The results show that the content features are still the dominant feature in most of the goal-oriented conversational systems for USE, while the DA features are more important in conversational recommendation, e.g., ReDial. Given the DA labels for supervised training (MTL), the gated attention weights of the DA features are more evenly distributed than those under unsupervised learning (CLU), indicating that the DA features are more discriminative with the prior knowledge from the predefined DA taxonomy. In JDDC dataset, the DA features learned by the supervised training make little contribution to USE task as the effect is restricted by the performance of DAR task, which also validates the overall performance of JDDC dataset in Section 6.1 (3).

6.3.2 Correlation between Predicted User Satisfaction and Dialogue Act Sequence. To better understand the usefulness of specific DA sub-sequences in USE, we analyze the correlation between predicted DA sequences and predicted user satisfaction classes. Specifically, we define the following impact score for a given DA sub-sequence $Q$ towards the predicted satisfaction class $C$:

$$ imp(Q, C) = \frac{1}{|S_Q|} \sum_{D \in S_Q} (1 - g) \frac{1}{|Q|} \sum y^t \sum_{y' = Q} \alpha_{at} |y'|. \quad (19) $$

where $S_Q$ and $S'_Q$ denote the set of dialogues that contain the predicted DA sub-sequence $Q$ and are predicted to be $C$. $g$ and $\alpha_{at}$ are the gated attention weight and the sequential DA weights obtained from Eq. (14) & (13). The impact score for a discriminative DA sub-sequence follows three intuitions: (i) The DA sub-sequence should appear more frequently in the concerned satisfaction class than others. (ii) The DA features should play a more important role in the cases that contain the DA sequence than content features. (iii) pre-training further enhances the performance by endowing the capability of both contextual and sequential dialogue modeling.

7 CONCLUSIONS

In this paper, we propose to leverage the sequential dynamics of dialogue acts to facilitate USE in goal-oriented conversational systems. A novel method, namely USDA, is proposed to jointly learn User Satisfaction Estimation and Dialogue Act Recognition tasks with a unified model, which supports both supervised and unsupervised DAR in terms of the availability of DA annotations. We further introduce two task-adaptive self-supervised pre-training strategies for enhancing the dialogue modeling capability of USDA. Extensive experiments show that USDA outperforms existing methods as well as validate the important role of dialogue act sequences in USE. USDA also provides a novel perspective to reveal the reason of user dissatisfaction in goal-oriented conversational systems.

For future studies, it is worth exploring the causes of user dissatisfaction to better evaluate the goal-oriented conversational system. In real-world applications, the proposed simulation can raise interesting points to be further investigated with real users.
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A APPENDIX

A.1 Pretrain Data Preparation

As mentioned in Section 4.5, the “satisfactory” samples in the original datasets are utilized as the positive samples for both System Response Selection (SRS) and Dialogue Incoherence Detection (DID) tasks.

As for the negative samples for SRS task, we randomly pick $k$ system utterances in a positive sample, and each of them is replaced by a confounding utterance. The confounding utterance $u^c$ of a given utterance $u$ is retrieved from the entire corpus via BM25 under a threshold of 0.7. For example, the input of the positive sample is represented as $\{(u_{q1}, u_{p1}), (u_{q2}, u_{p2}), \ldots, (u_{qt}, u_{pt}), \ldots\}$, and the SRS label will be $y_{SRS} = \{(1, 1, \ldots, 1)^T\}$. If the system response at $t$-th exchange turn is replaced by $u^c$, the input of this negative sample will be $\{(u_{q1}, u_{p1}), (u_{q2}, u_{p2}), \ldots, (u_{qt}, u^c), \ldots\}$, and the SRS label will be $\{(1, 1, \ldots, 0)^T\}$, which means that the system response at $t$-th exchange turn is inappropriate. And $k$ is an integer randomly sampled from the range of $[1, T/2]$.

As for the negative samples for DID task, we also randomly pick $k$ exchange turns in a positive sample, either remove them or shuffle them to construct the incoherent dialogue. For example, after we delete the second turn of exchange, the negative sample will be $\{(u_{q1}, u_{p1}), (u_{q2}, u_{p2}), \ldots, (u_{qt}, u_{pt}), \ldots\}$. Or after we shuffle the first and the second turn of exchanges, the negative sample will be $\{(u_{q1}, u_{p1}), (u_{q2}, u_{p2}), \ldots, (u_{pt}, u_{qt}), \ldots\}$.

As for the joint pre-training, the constructed negative samples in SRS task can also be regarded as incoherent dialogues for DID task, i.e., the DID labels for all the negative SRS samples are 0. As for the constructed DID samples, all the system responses are supposed to be appropriate, since each individual exchange turn is unchanged, i.e., the SRS labels for all DID samples are $\{(1, 1, \ldots, 1)^T\}$.

A.2 Implementation Details

For the Exchange-level BERT Encoder, we use BERT$_{base}$ pretrained weights, including BERT$_{base}$ Chinese for the JDDC dataset. For the Dialogue-level Transformer Encoder, we apply a 2-layer Transformer encoder with the input size and the hidden size as 768. The size of the Transformer FFN inner representation size is set to be 3072, and ReLU is used as the activation function. The learning rate and the dropout rate are set to be $2e^{-5}$ and 0.1, respectively. We train up to 20 epochs with mini-batch size 16, and select the best checkpoints based on the F1 score of USE task on the validation set. The dialogue act cluster number $K$ is set to be 20, which is tuned on the validation set. The hyper-parameters $\lambda_1, \lambda_2$, and $\lambda$ are empirically set to 1, 10, and 0.01 for balancing losses and the regularization term. The task-adaptive pretraining follows the same training configuration for 10 epochs. The F1 of the SRS and DID tasks achieves around 85%-90% and 60%-70% respectively.

Table 6: Performance w.r.t. Class (F1 score).

| Model          | MWOZ SAT | NEU SAT | DSAT SAT | SGD SAT | NEU SAT | DSAT SAT | JDDC SAT | NEU SAT | DSAT SAT |
|----------------|----------|---------|----------|---------|---------|----------|----------|---------|----------|
| BERT [16]      | 40.2     | 47.2    | 50.3     | 53.4    | 47.6    | 60.1     | 53.4     | 59.0    | 66.1     |
| Co-GAT [40]    | 38.3     | 48.1    | 52.5     | 56.4    | 46.3    | 63.8     | 54.1     | 60.4    | 68.5     |
| JointUSE [53]  | 42.3     | 49.5    | 50.1     | 57.2    | 44.3    | 70.4     | 49.3     | 61.1    | 67.5     |
| USDA (CLU)     | 45.7     | 48.8    | 56.1     | 54.9    | 51.5    | 69.4     | 55.4     | 64.4    | 72.2     |
| USDA (MTL)     | 43.5     | 50.4    | 57.9     | 58.3    | 50.2    | 71.8     | 55.8     | 61.2    | 70.8     |

Figure 5: Varying the Number of Dialogue Turns for USE.

A.3 Further Analyses & Discussions

A.3.1 Per-class Performance. Table 6 summarizes the per-class performance of different methods, where SAT/NEU/DSAT refer to “satisfied/neutral/dissatisfied” respectively. For all the methods, we observe that user dissatisfaction in the dialogue is easier to be identified, as the performance on DSAT class is generally better than the other two classes. Previous studies [35, 44] find that the successful estimation of user dissatisfaction is more helpful to real-world applications. The performance improvement of the proposed methods comes from the DSAT class to a great extend in MWOZ and JDDC datasets.

A.3.2 Varying the Number of Considered Dialogue Turns for USE. Previous studies [4] find that the USE performance tends to decrease and fluctuate significantly when involving more conversation turns, since the investigated methods do not consider the sequential information of the dialogue. As shown in Figure 5, we compare the proposed method with BERT [48] and JointUSE (+BERT) [2], by varying the number of considered dialogue turns. BERT preserves a relatively stable curve, since it takes the given conversation session as a whole to predict the user satisfaction and the input over 512 tokens will be truncated. The performance curve of JointUSE still drops with the increase of conversation turns, indicating JointUSE fails to handle the sequential information when encountering more turns of conversation. Conversely, USDA can reach a better performance when involving a certain number of conversation turns.
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