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Figure 1: Facial manipulation result by sampling along latent representations in StyleGAN, learned by our unsupervised framework. First column: Original generations. Column 2-4: manipulation on univariate environmental semantics. Column 5-9: manipulation on localized facial semantics.

Abstract

We propose a method to disentangle linear-encoded facial semantics from StyleGAN without external supervision. The method derives from linear regression and sparse representation learning concepts to make the disentangled latent representations easily interpreted as well. We start by coupling StyleGAN with a stabilized 3D deformable facial reconstruction method to decompose single-view GAN generations into multiple semantics. Latent representations are then extracted to capture interpretable facial semantics. In this work, we make it possible to get rid of labels for disentangling meaningful facial semantics. Also, we demonstrate that the guided extrapolation along the disentangled representations can help with data augmentation, which sheds light on handling unbalanced data. Finally, we provide an analysis of our learned localized facial representations and illustrate that the semantic information is encoded, which surprisingly complies with human intuition. The overall unsupervised design brings more flexibility to representation learning in the wild.

1. Introduction

In recent years, Generative Adversarial Networks (GANs) [12] have been a great success in synthesizing photo-realistic images given a set of latent codes. Despite the rapid boost in image quality, the interpretability of the generation process has become another major area of research. In general, interpretability requires latent codes to encode disentangled semantic information of the image. Further, ideally, well-disentangled semantics are supposed to be factorized to practically interpretable components and each component should be linear-encoded in the latent space as representation [15, 9, 5, 19, 30, 11].

StyleGAN [17] proposes a new architecture by bringing an intermediate latent space to provide support for disentanglement property for face generation. Consequently, facial semantics are linear-encoded as latent representations. Based on StyleGAN, recent works show that sampling along the linear-encoded representation vector in latent space will change the associated facial semantics accordingly [32], which makes it possible to manipulate the face generations to meet a target requirement. However, in current frameworks, mapping a particular facial semantics to a latent representation vector relies on training offline classifiers with manually labeled datasets. Thus they require artificially defined semantics and provide the associated labels for all facial images. The disadvantages for training with labeled facial semantics include: first, they demand extra effort on human annotations for each new attributes proposed; second, each semantics is defined artificially, and the scope of semantics is limited to the linear
combination of such definitions; and third, by only training on each labeled semantics independently, we are unable to give any insights on the connections among different semantics.

In this work, we explore unsupervised methods to minimize the demand for human annotation. We propose a novel unsupervised framework to disentangle and manipulate facial semantics under the StyleGAN environment, while still maintaining the interpretability for semantics (Fig. 1) as in labeled datasets.

- We motivate decorrelation regularization on StyleGAN to further enhance disentanglement for the latent representation.
- We introduce mutual reconstruction to stabilize training of an unsupervised 3D deformable face reconstruction method, such that it serves as an initial facial semantic extractor.
- For univariate semantics, e.g., yaw angle, we present a linear regression method to capture their perturbations from latent space. Given the manipulation vector, we further demonstrate the success of yaw manipulation on data augmentation to trivialize the unbalanced pose problem within the unsupervised paradigm.
- For pixel-level semantics, e.g., shape and texture, we propose a localized representation learning algorithm to capture sparse semantic perturbations from latent space. The associated analysis evinces the effectiveness of our method to provide interpretability without external supervision.

All methods proposed are purely based on a label-free training strategy. Only StyleGAN is trained with an in-the-wild face dataset. Therefore, we reduce a significant amount of human involvement in facial representation learning. Furthermore, with zero labels, our framework provides an unconstrained environment for the disentanglement algorithms to explore and shed light on how interpretable representations are learned in cutting-edge neural network models.

2. Related Works

2.1. Exploring latent space representations in GANs

GAN [12] is widely explored on applications with the photo-realistic images [13, 27, 28, 44]. The understanding of how GANs learn to construct the latent space with the semantics information defined in the real visual world draws attention recently [32, 34].

Prior exploration of the latent space of GANs focuses on smoothly varying the output image from one synthesis to another with the interpolation in the latent space without considering the underlying semantics [31, 21]. A simultaneous optimization strategy on the generator and latent code is developed to learn a better constructed latent space [3]. Other works with recurrent neural networks also explore the latent code space with the semantics information. One of which, [16] interprets the steer-ability from the perspective of camera motion and image color tone. Another [41] uses the hierarchical semantics to understand the deep generative representations for scene synthesis. There are also explorations using facial attributes for face synthesis, e.g. InterFaceGAN [32], which provided a detailed analysis of the semantics encoded in the latent space. They take into consideration both single and disentangled multi-semantics and, by a fixed pretrained GAN, it learns to explore semantics by relating the latent space with labeled semantic attributes on the synthesized images. DiscoFaceGAN [8] uses the pretrained 3DMM [2] parameters to provide guidance for interpretable face manipulation. Overall, The major commonsense for the learning of latent space semantic representation is that it is supervised and only in that way, the semantics are interpretable and controllable.

The editing of synthesized faces with GANs is another active research area. Face editing is generally conducted with semantic information such as facial attributes. With facial attributes act together, face images can be therefore constructed. Thus, face editing requires the GANs to have the ability to edit the disentangled information. In other words, the editing should change the target attribute but keep other information ideally unchanged. To achieve this effect, methods are mainly focused on three aspects: the comprehensive design of loss functions [6, 29, 36], the involvement of additional attribute features [35, 1, 22, 43] and the architecture designs [33, 10, 24, 45, 7]. However, these works either discard the latent code, resulting in the inability to continuously interpolate certain semantics, or fail to provide the same synthesis quality compared with state-of-the-art GANs [17, 18].

2.2. Unsupervised disentanglement method

Generally speaking, all the vanilla GANs are unsupervised representation learning methods because they only require training on unlabeled datasets. Variational auto-encoders (VAEs) [20], on the other hand, achieves a similar goal with self-reconstruction loss. Recent efforts have been made to make VAEs generate images as good as GANs [37, 38]. Unsupervised disentanglement methods both exist in GANs [6, 23] and VAEs [15, 19]. However, most of these unsupervised disentangled methods only work under simple datasets and are considered not disentangle realistic information [26]. According to [26], one should always introduce either supervision or inductive biases to the disentanglement method to achieve meaningful representations.

Examples of inductive bias rise from the symmetry of
natural objects and the 3D graphical information. Recent works successfully reconstruct the face images by carefully remodeling the graphics of camera principal [40]. This work makes it possible to decompose the facial images into environmental semantics and other facial semantics. However, a major drawback of this work is that it is unable to generate realistic faces and perform pixel-level face editing on it.

3. Method

The goal of our facial representation disentanglement method is to capture linear-encoded facial semantics. With a given collection of coarsely aligned faces, a Generative Adversarial Network (GAN) is trained to mimic the overall distribution of the data. In our case, to better learn linear-encoded facial semantics, we re-implement and train StyleGAN-2 [18] as it is well known for the ability to disentangle representations in latent space. Further, we investigate the latent space trained by StyleGAN and improve its capability to disentangle by adding a decorrelation regularization (Sec. 3.1). After training a StyleGAN model, we use the faces it generates as training data and trains a 3D deformable face reconstruction method modified from [40]. A mutual reconstruction strategy (Sec. 3.2) stabilizes the training significantly. Then, we keep a record of the latent code from StyleGAN and apply linear regression to disentangle the target semantics in the latent space (Sec. 3.3). Meanwhile, taking the reconstruction of the yaw angle as an example, we manipulate the latent representation as a data augmentation for training (Sec. 3.4). Finally, we describe the localized representation learning method to disentangle canonical semantics in Sec. 3.5.

3.1. Decorrelating latent code in StyleGAN

In StyleGAN design, a latent code $z \in \mathbb{R}^{d \times 1}$ is randomly generated from a Gaussian distribution. Then, a mapping network takes in $z$ and output a latent code $w \in \mathcal{W}^{d \times 1}$. Space $\mathcal{W}$ is proven to facilitate the learning of more disentangled representations. In our study, we find that we can further enhance the disentangled representation by decorrelating latent codes in $\mathcal{W}$. Intuitively, a more decorrelated latent space enforces more independent dimensions to encode information, therefore encourages disentanglement in representations. In order to maximize the utilization of all dimensions in $\mathcal{W}$, we want to make all Pearson correlation coefficient $\rho_{ij}$ to zero and variance of all dimensions $\text{Var}[w_i]$ the same value, where $i, j$ stand for the subscript of dimensions in $\mathcal{W}$ space. Therefore, we introduce decorrelation regularization via a loss function:

$$
\mathcal{L}_{\text{decorr}} = - \sum_{i \neq j} \left( \log (1 - |\rho_{ij}|) \right)
+ \sum_i \left( \text{Var}[w_i] - \sum_j \text{Var}[w_j] \right)^2.
$$

Here, $\rho_{ij}$ and $\text{Var}[w_i]$ are all estimated by sampling $w$ from the mapping network $\mathcal{F}(z)$, given $z \sim \mathcal{N}(0, 1)$.

The overall objective for GAN with decorrelation regularization follows:

$$
\min_{\mathcal{F}, \mathcal{G}} \max_{\mathcal{D}} \mathcal{L}_{\text{GAN}} + \mathcal{L}_{\text{decorr}},
$$

where $\mathcal{G}$ and $\mathcal{D}$ stand for the generator and discriminator for GAN, respectively. Here the mapping network $\mathcal{F}$ is the only one to update with the new loss, $\mathcal{L}_{\text{decorr}}$.

3.2. Stabilized training for 3D face reconstruction

The unsupervised 3D deformable face reconstruction method [40] takes a roughly aligned face image and decomposes the faces into multiple semantics, i.e. view, lighting, albedo, and depth $(y_v, y_l, y_a$ and $y_d$, respectively). During training, it uses these decomposed semantics to reconstruct the original input image $I$ with the reconstruction loss:

$$
\mathcal{L}_{\text{recon}} = \mathcal{C}(I)^\top |I - \hat{I}|,
$$

where $\hat{I} = \mathcal{R}(y_v, y_l, y_a, y_d)$,

where $\mathcal{C}$ and $\mathcal{R}$ stand for a confidence network and a 3D face renderer. We use this method to pre-decompose some external facial semantics, i.e. pose and lighting, from StyleGAN generations.

However, we find that the 3D face reconstruction algorithm struggles to estimate the pose of profile or near-profile faces. This finding coincides with the failure case analysis in the original paper [40]. To make things worse, if the dataset contains a decent number of profile and near-profile faces (e.g. CASIA WebFace), the 3D reconstruction fails to learn physically sounded semantics (Shown in Fig. 2(a)) and collapses into a sub-optimal state. That is, the algorithm tries to use extreme values to estimate the texture and shape of each face independently, which deviates far away from the actual texture and shape of the face.

Figure 2: The canonical albedo map of samples in CASIA WebFace after training for 60k iterations with batch size of 64.
Semantic gradient estimation: Now consider a semantics $y$ of a generated face image $G(w)$ that can be measured by a function $f(\cdot)$. The linear approximation of the gradient $\nabla_y$ with respect to the latent code $w$ satisfies:

$$f(G(w_1)) \approx f(G(w_0)) + \nabla_y(w_0) \top (w_1 - w_0).$$

Note that, generally, the gradient at location $w_0$, $\nabla_y(w_0)$, is a function of latent code $w_0$. However, with StyleGAN, it is observed that many semantics can be linear-encoded in the disentangled latent space $W [17, 32]$. We take advantage of this merit from StyleGAN and assume all the semantics can be linear-encoded. In other words, the gradient is now independent of the input latent code $w_0$. We get:

$$f(G(w_1)) \approx f(G(w_0)) + \nabla_y^T(w_1 - w_0),$$

or to be simplified as:

$$\Delta y = \nabla_y^T \Delta w,$$

where $\Delta y = f(G(w_1)) - f(G(w_0))$ and $\Delta w = w_1 - w_0$.

Semantic linear regression: Now it is obvious that in the ideal case, the target vector $v = \nabla_y y$. While in real world scenario, the gradient $\nabla_y$ is hard to estimate directly because back-propagation only captures local gradient, making it less robust to noises. Therefore we propose a linear regression model to capture global linearity for gradient estimation. We randomly sample $N$ pairs of $(w_1, w_0)$, generate images with StyleGAN and estimate its semantics. Finally, all samples of differences are concatenated, denoted as $\Delta Y \in \mathbb{R}^{N \times 1}$ for semantics and $\Delta W \in \mathbb{R}^{N \times d}$ for latent codes. The objective is to minimize:

$$\min_v \|\Delta Y - \Delta W v\|_2^2.$$  \hspace{1cm} (2)

We have a closed-form solution when $N > d$:

$$v = (\Delta W^T \Delta W)^{-1} \Delta W^T \Delta Y.$$  \hspace{1cm} (3)

3.4. Image manipulation for data augmentation:

One useful application for guided image manipulation is to perform data augmentation. Data augmentation has proven to be efficient when dealing with unbalanced data during training. One related problem within our unsupervised framework is the inaccurate estimation of extreme yaw angle, which is also mentioned in [40]. This problem worsens when dealing with generations from CASIA StyleGAN since it contains a large amount but a small portion of profile faces (unbalanced yaw distribution).

In our experiment setting, we propose a data augmentation strategy based on self-supervised facial image manipulation. The end goal is to help the 3D face reconstruction network estimate the extreme yaw angle accurately. With
the linear regression method mentioned in Sec. 3.3, we can learn manipulation vectors \( v \) for univariate semantics including the yaw angle, denoted as \( v_{\text{yaw}} \). Recall that by extrapolating along \( v \) beyond its standard deviation, preferably, we can get samples with more extreme values for the associated semantics. Particularly, we can generate images with an extreme yaw angle to neutralize the unbalanced yaw distribution and train the 3D face reconstruction algorithm. Therefore, by seeing more profile faces deliberately, the system can better estimate extreme yaw angles.

We perform the data augmentation strategy alongside with the training of 3D face reconstruction. To be specific, we estimate \( v \) and update with a historical moving average (momentum= 0.995) every 10 iterations. Then, augmentation is achieved by extrapolating a latent vector \( \tilde{w}^{(s)}_i \) via:

\[
\tilde{w}^{(s)}_i = w_i - w_i^T v v + s \cdot \sigma_w v,
\]

where \( w_i \) is a random sample drawn from \( F(z) \), \( s \) is the scaling factor for the interpolation/extrapolation along the unit length manipulation vector \( v \). And \( \sigma_w \) is the standard deviation for \( w^T v \). In this case \( v = v_{\text{yaw}} \). Finally, the 3D face reconstruction method is trained with the augmented generations \( G(\tilde{w}^{(s)}_i) \).

3.5. Localized representation learning

In the case where \( f(\cdot) \) returns canonical outputs, i.e. depth and albedo maps, the outputs consist of pixels in spatial dimensions and the pixel values are highly correlated as the latent code changes. However, every pixel-level gradient estimation, i.e. \( v \), from Eqn. 3 is independently calculated and is thus extremely redundant. To deal with this problem, we reformulate our goal for canonical semantics; that is, to find the manipulation vectors \( \tilde{v} \) that capture interpretable combinations of pixel value variations. We start by defining a Jacobian matrix \( J_v \in \mathbb{R}^{S \times d} \), which is the concatenation of all canonical pixel-level \( v \). Here \( S \) stands for the overall number of spatial and RGB dimensions of a given depth and albedo map.

One trivial definition of \( \tilde{v} \) is that it maximizes \( \| J_v^* \tilde{v} \|_2^2 \). However, we need to keep in mind that, ideally we expect a disentangled representation to manipulate interpretable facial semantics. That is to say, interpolation along \( \tilde{v} \) should result in significant but localized (i.e. sparse) change across the image domain, e.g. some \( \tilde{v} \) only control eye variations while some only control mouth variations, etc.. However, \( \| J_v^* \tilde{v} \|_2^2 \) captures the global pixel value perturbation. Thus, we propose the localized canonical representation learning by solving:

\[
\min_{U, \tilde{V}} \left\| \tilde{V}^* - U \tilde{V}^T \right\|_F^2 + \alpha \|U\|_1 + \beta \sum_{i \neq j} (\tilde{v}^T_i \tilde{v}_j)^2 \\
\text{s.t. } \|\tilde{v}_p\|_2 = 1,
\]

where \( p, i, j \in \{1, \ldots, P\} \) and \( P \) is the number of components to learn. Each column in \( U = [u_1, \ldots, u_P] \in \mathbb{R}^{S \times P} \) is a sparse component of the canonical albedo and depth perturbation, and \( \tilde{V} = [\tilde{v}_1, \ldots, \tilde{v}_P] \in \mathbb{R}^{d \times P} \) consists of the associated latent representation in \( W \) space. \( \alpha \) and \( \beta \) are tuning parameters to control the trade-off among the reconstruction accuracy of \( J_v^* \), sparsity of perturbation in semantics and orthogonality of associated latent representations.

4. Experiments

The datasets used for training StyleGAN is CASIA WebFace [42] or Flickr-Face-HQ (FFHQ). We choose the two datasets since they represent very different types of face im-

---

### Table 1: Results on Decorrelation Regularization in StyleGAN

| Decorrelated latent codes | CASIA (96 ×112) FFHQ (256²) |
|---------------------------|-------------------------------|
|                           | FID  | PPL | FID  | PPL |
| No                        | 11.85| 15.26| 25.49| 34.24|
| Yes                       | **9.96**| **12.30**| **15.57**| **20.23**|

![Figure 4: Two examples of the manipulation result on univariate semantics in StyleGAN trained with FFHQ.](image)
Table 2: Correlation coefficients between learned latent representations and ground truth facial semantics.

| latent representations | facial semantics | pitch | yaw |
|------------------------|-----------------|-------|-----|
| pitch                  | 0.7647          | 0.0146|
| yaw                    | 0.0390          | 0.9458|
| ambiance lighting red   | 0.0195          | 0.1001|
| ambiance lighting green | 0.0414          | 0.0913|
| ambiance lighting blue  | 0.0134          | 0.1175|
| diffuse light red      | 0.0528          | 0.0402|
| diffuse light green    | 0.1051          | 0.1243|
| diffuse light blue     | 0.0823          | 0.1250|
| light direction X      | 0.0338          | 0.2316|
| light direction Y      | 0.2166          | 0.0057|

ages, CASIA WebFace is at low resolution and high pose variation, while FFHQ is at high resolution, high environmental variations but mostly frontal faces. We demonstrate the effectiveness of our unsupervised disentanglement method in both cases. For CASIA WebFace, we roughly align and crop the faces to 112 × 96 such that the faces are all in the center of the image with minimum roll angle variation. The images are resized to 128 × 128 before being fed into StyleGAN for training. For FFHQ, we resize the original images to 256 × 256 for training StyleGAN. All StyleGAN generations are resized to 64 × 64 to decompose into semantics via the 3D reconstruction algorithm.

4.1. Effectiveness of decorrelation regularization

We follow the implementation and keep all parameters the same as in StyleGAN-2 [18] and train until the model sees a total of 25 million images. The decorrelation regularization applies its update purely on the mapping network of StyleGAN. We test the performance of the model in terms of FID [14] and PPL [17] metrics.

The results shown in Table 1 indicate that by decorrelating the latent codes in $W$, the generated images become more realistic, meanwhile, the latent representations are more disentangled.

4.2. Stabilized 3D face reconstruction

CASIA WebFace [42] is a more challenging dataset for the original 3D face reconstruction algorithm [40] since it contains faces with extreme pose variations. We illustrate the difficulty by training the algorithm with its default parameter setting. Note that the default setting successfully trained with the FFHQ dataset in our experiments and

4.3. Results on univariate semantics manipulation

In our experiment setting, there are 14 univariate semantics: facial pose (pitch, yaw, roll), face translation (X, Y, Z-axis), ambiance lighting (RGB), diffuse lighting (RGB and direction in X, Y-axis). We apply our linear regression method to get all manipulation vectors for these semantics. Then, the interpolation along each learned manipulation vector is performed with Eqn. 4.

The generation result for StyleGAN trained with FFHQ is shown in Fig. 4.

Testing Setup: To test the behavior of our manipulation vectors, we examine the correlation coefficient between projection length $w^T v$ and the ground truth value of the associated semantics. We showcase our result on StyleGAN trained with FFHQ in terms of pitch, yaw angle since the ground truth can be estimated with existing open-source
3D landmarker [4]. We ignore roll and all translation semantics because they are almost removed during data preprocessing, and as a result, StyleGAN is not sensitive to these semantics. For lighting semantics, on the other hand, we are currently unable to find any method to accurately estimate their ground truth, thus it is impossible to test their performance quantitatively. Nevertheless, we showcase the visual results of all univariate semantics of both FFHQ and CASIA StyleGAN in the supplementary materials.

**Testing Results:** In Table 2, all coefficient values greater than 0.5 are labeled as bold. It showcases that the pitch and yaw angles are highly correlated with their associated latent representation. Meanwhile, a perturbation in semantically irrelevant latent representations is less likely to affect pitch and yaw. One unexpected phenomenon is that the light direction in the X and Y-axis seems to be slightly correlated to yaw and pitch angle, respectively. This is because the viewpoint aligns with the lighting within the same 3D direction in the real world, resulting in a more entangled generation in GANs. The performance drop under extreme lighting conditions is also mentioned in the failure analysis in [40].

**Results on self-supervised data augmentation:** We apply yaw angle augmentation on generation from CASIA StyleGAN to improve 3D facial reconstruction, because the generations contain profile or near-profile faces that are hard to reconstruct. The augmentation scale $s$ is a random uniform distributed value with range $[-10, 10]$ for extreme extrapolation. We stick to the same optimization settings and compare the profile face matching performance. As shown in Fig 5, the 3D facial reconstruction algorithm predicts the yaw angle more accurately when trained with yaw augmented generations. We also showcase the reconstruction results of randomly selected profile or near profile samples.

Due to the success of data augmentation, canonical semantics are ensured to have been better estimated for CASIA StyleGAN generations as well. Thus, for the following canonical semantics, we only report results on the data augmented model for CASIA StyleGAN.

### 4.4. Results on canonical semantics manipulation

For our FFHQ experiments, we set $\alpha = 1$, $\beta = 1$ and $P = 200$ in objective 5 and optimize with a Adam optimizer with learning rate of 0.0001. While for CASIA WebFace experiments, we set $\alpha = 5$, $\beta = 10$ for best performance. Note that the range for selecting $\alpha$ and $\beta$ is not very strict. We showcase some results by changing the $\alpha$, $\beta$ values in the supplementary materials. The training converges after 500k iterations (25 mins in single RTX 2080 GPU).

**Optimization Result:** We discard any $\hat{v}_p$ if its associated localized facial semantics has $\|u_p\| < 0.01$, i.e. these $\hat{v}_p$ does not encode linear semantics in albedo and depth map. Finally, 43 components remain valid for FFHQ StyleGAN. We illustrate their albedo maps as the X-axis in Fig. 6. Among these components, 28 of them are associated with non-background localized facial semantics. In Fig. 7, we demonstrate some example results when performing interpolation/extrapolation along specific localized facial representations $\hat{v}_p$. The sampling scale $s$ in Eqn. 4 ranges from -4 to 4. Note that samples with extreme scale are typically rare for StyleGAN to generate under normal circumstances [32]. Therefore it is likely for the representation to be less disentangled when extrapolating at a high scale.

**Interpretability of Manipulation:** Due to the sparse constraint applied to the localized facial semantics, the resulting $u_p$ only captures perturbation of limited areas. The sparsity significantly enhances the interpretability of the disentangled facial semantics. For example, in Fig. 7, the semantics is fairly easy to be interpreted.

**Disentanglement Analysis:** We further check whether these image-level perturbations are semantically encoded in the latent space. The latent representations for semantically...
independent perturbations are supposed to be more orthogonal with each other; and vice versa. To showcase the result of this test, we decide to use a linkage clustering algorithm on the latent representations $\hat{v}_p$ and apply Ward’s variance minimization [39]. The absolute value of the pairwise cosine distance between latent representations is used as the distance metric for the clustering. The result is shown in Fig. 6, where three major clusters are detected. Amazingly, the formation of the clusters is according to the semantics of the facial image, i.e. background areas, facial areas, and areas around the face. Moreover, we find that although the background cluster is tightly distributed, the representations in the other two clusters are fairly independent, as we see the representations in non-background clusters split in a relatively earlier stage in the dendrogram. In general, the localized canonical representations are surprisingly easy to interpret and are complying with human intuitions.

We also test the semantic correlation of the localized facial semantics and CelebA [25] facial attributes. We showcase the similarity by concatenating CelebA SVM weight vectors with $\hat{v}_p$, and following the same process to generate Fig. 6. The result shows that some semantics are highly correlated with facial attributes, e.g. glasses, smiling, big nose, big lips, etc. Full result is shown in the supplementary materials.

Besides, CASIA StyleGAN follows a similar trend, where we report in the supplementary materials.

5. Conclusion

We have presented an unsupervised learning framework for disentangling linear-encoded facial semantics from StyleGAN. The system can robustly decompose facial semantics from any single view GAN generations and disentangle facial semantics that is easily interpretable. We also illustrate a potential direction to get the facial manipulation frameworks to work, i.e. performing guided data augmentation to counteract the problem brought by unbalanced data. Extensive analysis suggests that the manipulation of localized facial semantics is easily interpretable and intuitive.
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1 Additional results on univariate semantics

Figure 1: FFHQ samples.
Figure 2: FFHQ samples.
Figure 3: FFHQ samples.
Figure 4: CASIA samples.
|       |        |        |        |        |        |
|-------|--------|--------|--------|--------|--------|
| pitch | yaw    | light  | ambiance | red    | light  |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
| light | ambiance | red    | light  | ambiance | green  |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
| light | ambiance | blue   | light  | diffuse  | red   |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
| light | diffuse | red    | light  | diffuse  | green  |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
| light | diffuse | blue   | light  | X       | light  |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
|       |        |        |        |        |        |
| light | Y       |        |        |         |        |

Figure 5: CASIA samples.
Figure 6: CASIA samples.
2 Additional results on canonical semantics manipulation

Figure 7: CASIA samples.
Figure 8: CASIA samples.
Figure 9: CASIA samples.
Figure 10: CASIA samples.
Figure 11: CASIA samples.
Figure 12: FFHQ samples.
Figure 13: FFHQ samples.
Figure 14: FFHQ samples.
Figure 15: FFHQ samples.
Figure 16: FFHQ samples.
2.1 Changing $\alpha$ value

By increasing $\alpha$, the number of canonical components decreases and become more sparse. However, they are not necessarily more independent.

Figure 17: Albedo components of FFHQ StyleGAN with $\alpha = 3, \beta = 1$. 
Figure 18: Albedo components of FFHQ StyleGAN with $\alpha = 2$, $\beta = 1$. 
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Figure 19: Albedo components of FFHQ StyleGAN with $\alpha = 0.3, \beta = 1$. 
2.2 Changing $\beta$ value

By increasing $\beta$, we see the components distributed more independently and tend to control more pixels in the image domain.

Figure 20: Albedo components of FFHQ StyleGAN with $\alpha = 1$, $\beta = 100$. 
Figure 21: Albedo components of FFHQ StyleGAN with $\alpha = 1$, $\beta = 10$. 
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Figure 21: Albedo components of FFHQ StyleGAN with $\alpha = 1$, $\beta = 10$. 
Figure 22: Albedo components of FFHQ StyleGAN with $\alpha = 1$, $\beta = 0.1$. 
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Figure 23: Albedo components of FFHQ StyleGAN with $\alpha = 1$, $\beta = 0.01$. 
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2.3 Similarity with CelebA facial attributes

(b) Green: 1, 12, 2, 38, 42, 8, 19, 29, 27, 32, 3, 24, 0, 4, 41

(c) Red: 10, 26, 9, 7, 33, 28, 21, 13, 20, 23

(d) Cyan: 36, 40, 18, 6, 14, 11, 5, 34, 35, 22, 37, 30, 16, 17, 25, 31, 39, 15

Figure 24: Cosine similarity between localized facial semantics and CelebA facial attributes.