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Abstract. Generalized Method of Moments (GMM) estimators in their various forms, including the popular Maximum Likelihood (ML) estimator, are frequently applied for the evaluation of complex econometric models with not analytically computable moment or likelihood functions. As the objective functions of GMM- and ML-estimators themselves constitute the approximation of an integral, more precisely of the expected value over the real world data space, the question arises whether the approximation of the moment function and the simulation of the entire objective function can be combined.
Motivated by the popular Probit and Mixed Logit models, we consider double integrals with a linking function which stems from the considered estimator, e.g. the logarithm for Maximum Likelihood, and apply a sparse tensor product quadrature to reduce the computational effort for the approximation of the combined integral. Given Hölder continuity of the linking function, we prove that this approach can improve the order of the convergence rate of the classical GMM- and ML-estimator by a factor of two, even for integrands of low regularity or high dimensionality. This result is illustrated by numerical simulations of Mixed Logit and Multinomial Probit integrals which are estimated by ML- and GMM-estimators, respectively.
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1. Introduction. In the past decades, econometric models and the corresponding parametrizations and estimators have become increasingly challenging in terms of mathematical and computational complexity. In this context, Generalized Methods of Moments estimators and especially the Maximum Likelihood estimator serve as reliable tools to validate theoretically developed models against real world data. Both estimators can be written via an optimization principle as extremum estimators and are therefore determined by an objective function $R_N$ which needs to be maximized. For parameterized models with finite-dimensional parameter vector $\theta$, the extremum estimator $\hat{\theta}$ is defined as

$$\hat{\theta} := \arg\max_{\theta \in \Theta} R_N(\theta),$$

where $\Theta \subset \mathbb{R}^q$ denotes the examined parameter space.
The exact form of $R_N$ is subject to the model formulation and incorporates the observed data points $z_1, ..., z_N \in Z$. The real world data space $Z$ contains all possible data points in the considered econometric model which are distributed w.r.t. the probability distribution $\nu$ and is hence a subset of a finite-dimensional vector space.
Given $\Theta$ and $Z$, the GMM estimator is theoretically defined as the solution of the estimating equations

$$0 = E_z[m(z|\theta)] = \int_Z m(z|\theta)d\nu(z)$$
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for some moment function \( m : Z \times \Theta \to \mathbb{R}^q \). As \( \nu \) is unknown, this integral can usually not be solved analytically so it is approximated by a sum over the observations

\[
G_N(\theta) = \frac{1}{N} \sum_{n=1}^{N} m(z_n|\theta).
\]

which gives rise to the GMM objective function in (1.1) by

\[
R_N^{\text{GMM}}(\theta) := -||G_N(\theta)||.
\]

The observations are assumed to be random samples from a real world distribution and hence \( G_N \) can be interpreted as Monte Carlo simulation of an expected value over the real world data space \( Z \),

\[
G_N(\theta) \approx G_\infty := \int_Z m(z|\theta) d\nu(z).
\]

In particular, the approximation error is the same as for classical MC simulations, i.e. it is of order \( O(N^{-1/2}) \) in expectation, provided that the variance of \( m \) is finite. Hence a high number of observations \( N \) is required to obtain a well-behaved estimator.

The ML estimator is derived directly as maximizer in the sense of (1.1), where

\[
R_N^{\text{ML}}(\theta) := G_N(\theta)
\]

is called the log-likelihood function and \( m(z_n|\theta) := \log(f(z_n|\theta)) \) for a problem-specific function \( f \). Here, \( G_N \) is understood as the logarithm of the likelihood given the data \( z_1, \ldots, z_N \) and the parameter \( \theta \), i.e.

\[
\mathcal{L}(z_1, \ldots, z_N) = \prod_{n=1}^{N} f(z_n|\theta),
\]

which one would like to maximize w.r.t. \( \theta \). Hence, this fits the setting of extremum estimation, providing us the same intuition of \( G_N \) for GMM and ML estimators as sample analogs or MC simulations of the integral (1.4). For a thorough introduction of GMM and ML estimators we refer to the textbooks by Hayashi \[28\] and Newey and McFadden \[43\].

While models are often designed to yield closed form objective functions, in many areas of economic research such formulations are not possible and the resulting expressions do not have a closed form. Important examples are stochastic dynamic models, where multidimensional partial differential equations need to be solved \[14\], \[38\], \[39\] or large state spaces have to be searched \[37\], \[36\] and Generalized Linear Mixed models, which require the computation of multidimensional integrals \[21\], \[47\].

To this end, simulation or Monte Carlo (MC) techniques are the usual choice for such approximation problems since they are quite robust and fairly easy to implement. In particular they do not suffer from the curse of dimensionality: For tensor products of one-dimensional approximation rules, the computational costs of interpolation and integration grow exponentially in the dimensionality of the problem. Consequently, the convergence rate deteriorates exponentially with rising dimension \( d \), leading to an infeasibility of models with many individuals, countries, choices, etc.. In contrast, MC sampling only provides a probabilistic convergence rate of order \( O(N^{-1/2}) \) for \( N \) interpolation or quadrature nodes, which is however basically independent of \( d \).
In addition, numerical mathematics offers tools for handling multidimensional problems and circumventing the curse of dimensionality to some extent such as Quasi Monte Carlo (QMC) and Sparse Grid (SG, also known as Smolyak) methods. Other than MC, QMC and SG methods are based on deterministically computed interpolation or quadrature nodes and hence yield deterministic convergence rates. Given sufficient regularity of the approximated functions or integrands, i.e. involving bounded mixed derivatives, they achieve algebraic or even exponential convergence rates and thus can accelerate the evaluation of econometric models significantly. The curse of dimensionality now only appears in logarithmic terms of $N$ in the convergence rates or disappears even completely for certain anisotropic smoothness classes. For further details on SG methods see [9], [16].

Previous attempts to utilize the strength of modern numerical methods in econometrics support this prospect: Krüger, Kübler and Malin [38], [40] were the first to apply a Sparse Grid technique to find the dynamic equilibrium in an overlapping generations model by global polynomial interpolation. Similar approaches were adopted by Judd et al. [32] and Winschel and Kraetzig [49] for stochastic growth models. More recently, Brumm and Scheidegger [8] implemented an adaptive SG rule to compute global solutions of an International Real Business Cycle model.

In another line of research, QMC and SG quadrature rules have been applied to approximate expected values and cumulative distribution functions. Such integrals often appear in likelihood functions when an unobservable variable is integrated out. Prominent examples are Probit and Mixed Logit models: While earlier works considered only one-dimensional rules [10] and various simulation methods [18], [27], Bhat [6] was the first to use QMC rules for numerical quadrature of a Mixed Logit model. Later, Heiss and Winschel [30], [31], Judd and Skrainka [33] and Abay [1] investigated the benefits of basic SG rules for the approximation of Panel Probit and multinomial Mixed Logit models. Griebel and Oettershagen [25] developed an extension of SG quadrature which allows the numerical integration of boundary singularities and achieved exponential convergence for the Probit integral.

In this paper, we consider objective functions for GMM- and ML-estimators where the function $m$ includes the approximation of an integral i.e.

$$m(z, \theta) = F \left( z, \theta, \int_{\mathcal{U}} \varphi(z, u|\theta) d\mu(u) \right)$$

for some functions $F : Z \times \Theta \times \mathbb{R} \to \mathbb{R}$ and $\varphi : Z \times \mathcal{U} \times \Theta \to \mathbb{R}$. Here, $\mathcal{U}$ is usually the domain of an unobserved error variable which is integrated out, i.e. $\mathcal{U} = \mathbb{R}^d$ for some $d \in \mathbb{N}$ with $\mu$ being the corresponding probability measure.

In this case, the ML-objective function can be simply derived by choosing $F(z, \theta, t) = \log(t)$. Combined with the integrated form of $R_N$ we obtain a double integral

$$G_{\infty}(\theta) = \int_Z F \left( z, \theta, \int_{\mathcal{U}} \varphi(z, u|\theta) d\mu(u) \right) d\nu(z)$$

with linking function $F$. In this context, it becomes apparent that an improved accuracy of the approximation of the inner integral cannot compensate the sampling error that is inherited from the outer approximation. Instead, one needs to balance the inner approximation error with the outer sampling error in order to achieve the optimal error with the least possible computational effort. Griebel et al. [24] recently gave an overview over the respective balancings for various quadrature rules including MC, QMC and SG rules.
Moreover, the double integral (1.6) can be interpreted as a certain integral on the tensor product space $Z \times U$. Harbrecht and Griebel [22] investigated interpolation in such tensor product spaces and constructed a *sparse tensor product space* based on the sparse grid method. Sparse tensor product spaces are used e.g. in [23] where elliptic PDEs are solved with quadrature on $Z$ and interpolation on $U$. Heinrich [29] and Giles [20] proposed a similar approach called *Multilevel Monte Carlo* method solely for Monte Carlo simulations of stochastic and deterministic PDEs and integrals, which are not analytically solvable. As first observed in [17], this approach just resembles the sparse tensor product approximation on the product of the integral space and the parameter space.

We present in this paper a sparse tensor product quadrature rule which combines the inner approximation and the sampling by observations of the outer integral. The joint consideration of the two integration domain can be viewed as special form of a generalized sparse grid quadrature rule. We show that Hölder continuity of the linking function $F$ suffices to extend classical convergence results from sparse grid theory to sparse tensor product quadrature. In particular, we prove that the order of the convergence rate of an optimally balanced full tensor product rule [24] can be improved by a factor of up to two with a properly chosen sparse tensor product approach. This is a substantial increase which allows to efficiently treat much more complicated problems in practice than just by a (well-balanced) quadrature rule as in [24].

The remainder of this paper is organized as follows: In section 2, we establish an integral representation of the objective function of GMM estimators and introduce associated notational conventions. In section 3 and inspired by this formulation, we develop a sparse tensor product quadrature and present results on convergence rates for functions from mixed regularity Sobolev spaces. In section 4, we present three exemplary econometric models from Discrete Choice theory which indeed possess the double integral structure introduced in (1.6). In section 5, we underscore our findings with numerical results for the previously established Mixed Logit model evaluated by Maximum Likelihood and the multinomial Probit model evaluated by a GMM-estimator. Finally, we give some concluding remarks in section 6.

2. Setup. We now consider the general functional

\begin{equation}
G_\infty(\theta) = \int_Z F \left( z, \theta, \int_U \varphi(z, u|\theta) d\mu(u) \right) d\nu(z).
\end{equation}

Then, the asymptotic GMM estimator is given by

\[ R_\infty(\theta) = ||G_\infty(\theta)||^2, \]

where the function $F : Z \times \Theta \times \mathbb{R} \to \mathbb{R}$ is defined by the chosen moments $m$ and the variable $u$ often represents unobservable variables or errors in measurement. GMM-estimators are fairly general and also include Maximum Likelihood estimation as special case. It can simply be obtained with the linking function $F(z, \theta, t) = \log(t)$.

In the following, we assume that

(I) $\varphi$ is $\mu$-integrable in $u$ for all $\theta \in \Theta$ and for $\nu$-almost all $z$ and

(II) $F$ is $\nu$-integrable in $z$ for all $\theta \in \Theta$. 

From now on, we omit the dependence on $\theta$ as the integral is taken into account separately for each $\theta$ and write (2.1) with $\Omega_1 := \mathcal{Z}$ and $\Omega_2 := \mathcal{U}$ more generally as

\begin{align}
\mathcal{I}_1(F_\varphi) &:= \int_{\Omega_1} F_\varphi(z) d\nu(z), \\
\mathcal{I}_2(\varphi, z) &:= \int_{\Omega_2} \varphi(z, u) d\mu(u)
\end{align}

for domains $\Omega_i \subset \mathbb{R}^{d_i}$, a $\nu$-integrable function $F_\varphi : \Omega_1 \to \mathbb{R}$ and a function $\varphi : \Omega_1 \times \Omega_2 \to \mathbb{R}$, where $\varphi(z, \cdot)$ is $\mu$-integrable for every $z \in \Omega_1$. We write $F_\varphi$ to indicate that we consider functions $F$ which always include the computation of the integral $\mathcal{I}_2$ but might also depend on $z$ in a direct way. We express this dependence via

\[ F_\varphi(z) = F(z, \theta, \mathcal{I}_2(\varphi, z)). \]

In order to apply quadrature rules like SG or QMC, certain regularity conditions have to be imposed on the considered integrands, whereas square-integrability is sufficient for MC quadrature. Since we examine integration over $z$ and $u$ separately at first, we need to determine separate regularity conditions. Assume that $\mathcal{H}_1$ and $\mathcal{H}_2$ are separable Hilbert spaces. We let $F(\cdot, \theta, \cdot) \in \mathcal{H}_1(\Omega_1 \times \mathbb{R}, \nu)$ for every $\theta \in \Theta$ and also $\mathcal{I}_2(\varphi, \cdot) \in \mathcal{H}_2(\Omega_1, \nu)$ since this term is required to assemble $F_\varphi$. In terms of the inner integral, we let $\varphi(z, \cdot) \in \mathcal{H}_2(\Omega_2, \nu)$ for every $z \in \Omega_1$. The assumptions on $\varphi$ can be summarized to

\[ \varphi \in \mathcal{H}_1(\Omega_1, \nu) \otimes \mathcal{H}_2(\Omega_2, \mu), \]

i.e. the inner integrand needs to have sufficient regularity in both domains, while the outer integrand $F_\varphi$ only requires regularity in $z$. This resembles a mixed regularity assumption for $\varphi$. Here, $\mathcal{H}_1(\Omega_1, \nu) \otimes \mathcal{H}_2(\Omega_2, \mu)$ denotes the tensor product of the two Hilbert spaces involving the usual metric space completion.

Two reasonable choices for $\mathcal{H}_1$ and $\mathcal{H}_2$ are to let them be $L^2$, the space of square-integrable functions, or $H_{\text{mix}}^{r_i}$, the Sobolev space of mixed regularity for (possibly) different $r_i$, $i = 1, 2$, as both those spaces conform with the previously mentioned quadrature rules. Of course, other choices like classical Sobolev spaces are also possible.

Another approach of fitting our problem into proper function spaces includes the re-writing of $\varphi$ as $\varphi(z, u) = \varphi(z)(u)$. Then, we can view (2.2) and (2.3) for fixed $F$ as single integration problem of an integrand in

\[ \mathcal{H}^F := \left\{ \varphi \in \mathcal{H}_1(\Omega_1, \mathcal{H}_2(\Omega_2, \mu); \nu) \ s.t. \ F \left( z, \theta, \int_{\Omega_2} \varphi(z)(u) d\mu(u) \right) \in \mathcal{H}_1(\Omega_1, \nu) \right\}. \]

For $F_\varphi(z) = \tilde{F}(\mathcal{I}_2 | z)$, i.e. the dependence on $z$ is solely via the integral $\mathcal{I}_2$, this definition resembles the so-called Orlicz-Bochner space. If $\tilde{F}$ would be a so-called Young function, see [46], i.e. $\tilde{F} : \mathbb{R} \to [0, \infty)$ is convex and lower semi-continuous with $\lim_{s \to \infty} \frac{\tilde{F}(s)}{s} = \infty$ and $\lim_{s \to 0} \frac{\tilde{F}(s)}{s} = 0$, then the Orlicz-Bochner space is defined as

\[ L^{\tilde{F}}(\Omega, X) := \left\{ \varphi : \Omega \to X \text{ measurable and } \exists \alpha > 0 : \int_{\Omega} \tilde{F}(\alpha \| \varphi(z) \|_X) d\mu(z) < \infty \right\}. \]
Setting \( \Omega = \Omega_1 \) and \( X = H_2(\Omega_2, \mu) \) we get \( H_\varphi \subset L_\varphi \). This notation can be further extended to include weakly differentiable functions \( \varphi \), see [2].

But the assumption that \( F \) is a Young function and hence convex is too strong for the general form (2.1). Already the case \( F(z, \theta, t) = \log(z) \) does not satisfy these conditions rendering a further investigation of Orlicz-Bochner spaces inadequate as Maximum Likelihood estimation is the most relevant application of our theoretical results. We therefore proceed by examining \( F_\varphi \) and \( \varphi \in H_1(\Omega_1, \nu) \otimes H_2(\Omega_2, \mu) \) and \( F(\cdot, \theta, \cdot) \in H_1(\Omega_1 \times \mathbb{R}, \nu) \) for every \( \theta \in \Theta \) as already discussed before.

3. Sparse Tensor Product Quadrature. We now intend to approximate the integrals \( I_1 \) and \( I_2 \) from (2.2) and (2.3) while making use of the nested structure of the overall integration problem on \( \Omega_1 \times \Omega_2 \). To this end, we first consider integration and quadrature on each domain \( \Omega_i \), \( i = 1, 2 \), separately. Then, we combine these quadratures appropriately. In the simplest case this is done in a product-type fashion, e.g. in a benefit-cost balanced way as already presented in [24], which leads to a so-called full tensor product (FTP) rule on \( \Omega_1 \times \Omega_2 \).

Moreover, we can exploit a multilevel hierarchy of quadratures on each \( \Omega_i \), \( i = 1, 2 \), and can build, following the sparse grid idea [9], a sparse tensor product (STP) rule on \( \Omega_1 \times \Omega_2 \), which relates to the multilevel quadrature approach [20]. Indeed, such a STP-quadrature was already presented and analyzed for the plain integration and interpolation problem on \( \Omega_1 \times \Omega_2 \) in [22], [23], i.e. for the simple case \( F(z, \theta, t) = t \) and \( \varphi \in H_1(\Omega_1, \nu) \otimes H_2(\Omega_2, \mu) \) without any intermediate function \( F \).

We will now generalize these results to the case of quite general integrable functions \( F \), which are additionally Hölder continuous. This covers a wide range of practical applications from econometrics involving especially GMM and ML estimators. Thus, as building blocks, we assume to separately have on each \( \Omega_i \), \( i = 1, 2 \), a sequence of \( d_i \)-dimensional quadrature rules

\[
Q_{l_i}^i(f) := \sum_{n_i=1}^{N_{l_i}} w_{n_i}^i f(x_{n_i}^i)
\]

for some integrand \( f : \Omega_i \rightarrow \mathbb{R} \).

There are various types of such quadrature rules such as MC, QMC, Frolov, sparse grid (SG) or product rules, among others. Their properties are expressed in their costs/degrees of freedom and their convergence rate, which depends on the regularity and smoothness of the respective integrand and thus on the underlying function space on \( \Omega_i \), \( i = 1, 2 \). To this end, we assume that \( Q_{l_i}^i \) involves

\[
N_{l_i, l_i} \asymp 2^{l_i}
\]

nodes in \( d_i \) dimensions if it is a MC, QMC or Frolov rule. Here and in the following, the notation \( \asymp \) will be short for the existence of \( l_i \)-independent constants \( c, C > 0 \) such that \( c 2^{l_i} \leq N_{l_i, l_i} \leq C 2^{l_i} \) for all \( l_i \geq 0 \). If only the upper bound holds, we use the notation \( \lesssim \). Moreover we assume that \( Q_{l_i}^i \) involves\(^1\)

\[
N_{l_i, l_i} \asymp 2^{l_i l_i d_i - 1}
\]

nodes in \( d_i \) dimensions if it is a sparse grid rule [12]. Of course, for a direct product rule, we would have

\[
N_{l_i, l_i} \asymp 2^{d_i l_i}
\]

\(^1\)The constants \( c, C \) involved in the \( \asymp \) or \( \lesssim \)-notation might depend on the dimensionality \( d_i \).
and we encounter the curse of dimension with respect to $d_i$. The error of a quadrature rule and thus its convergence rate depends on the involved number of nodes but also on the considered function class on $\Omega_i$ and the dimension $d_i$. In the following, we assume that the $Q^i_{l_i}$, $i = 1, 2$, have degree of exactness $p_i$, respectively. Then they have error bounds of the form

\[
e(Q^i_{l_i}, H^r_{mix}) = O\left(N_i^{-r_i} \log(N_i)^{l_i}\right)
\]

for $s_i := \min\{r_i, p_i\}$. Here, we take the mixed Sobolev space $H^r_{mix}(\Omega_i)$ of $r_i$-th bounded mixed derivatives as suitable function space for (Q)MC, Frolov and SG quadratures into consideration, where in general $r_i = 0$ (with $H^0_{mix}(\Omega_i) = L^2(\Omega_i)$) for MC quadrature, $r_i = 1$ for QMC rules and $r_i \geq 1$ for Frolov and SG quadratures is assumed. The log-exponent in (3.4) is of the general form $t_i = t_i(s_i, d_i)$ to include all of the previously introduced rules. Alternatively, for the isotropic Sobolev case and the product rule, we assume that

\[
e(Q^i_{l_i}, H^{r_i}) = O\left(N_i^{-s_i/d_i}\right).
\]

This way, the order of convergence $s_i$ incorporates both the smoothness $r_i$ of the considered integrands and the maximal degree of exactness $p_i$ of $Q^i_{l_i}$ into the bounds (3.4) and (3.5). In particular, given an $r_i$-times differentiable integrand, one would like to choose a quadrature rule with degree of exactness at least $r_i$ in order to maximize the order of convergence. For the product rule for functions in the isotropic Sobolev space, the additional division by $d_i$ induces the curse of dimensionality, where the order of convergence decreases drastically for higher dimensional integrals.

Now, we define difference quadrature formulae by

\[
\Delta^1_{l_i}(F_\varphi) := \begin{cases} Q^i_{l_i}(F_\varphi) - Q^i_{l_i-1}(F_\varphi), & \text{for } l_i \geq 2, \\ Q^i_1(F_\varphi), & \text{for } l_i = 1, \end{cases}
\]

\[
\Delta^2_{l_2}(\varphi, z) := \begin{cases} F(z, \theta, Q^2_{l_2}(\varphi, z)) - F(z, \theta, Q^2_{l_2-1}(\varphi, z)), & \text{for } l_2 \geq 2, \\ F(z, \theta, Q^2_1(\varphi, z)), & \text{for } l_2 = 1. \end{cases}
\]

This allows for telescopic expansions of $Q^i_{l_i}$ and $F(z, \theta, Q^2_{l_2}(\varphi, z))$ for any $z \in \Omega_2$. In particular, we can sum up $\Delta^i_{l_i}$ over $l_i \in \mathbb{N}$, $i = 1, 2$, and get series representations of $I_1$ and $F_\varphi(z)$ resulting in

\[
(3.6) \quad I_1(F_\varphi) = \sum_{l_1=1}^{\infty} \Delta^1_{l_1}(F_\varphi) = \sum_{l_1=1}^{\infty} \Delta^1_{l_1} \left( \sum_{l_2=1}^{\infty} \Delta^2_{l_2}(\varphi, \cdot) \right) = \sum_{(l_1, l_2) \in \mathbb{N}^2} \Delta^1_{l_1} \circ \Delta^2_{l_2}(\varphi, \cdot).
\]

Here, the “$\cdot$” serves as placeholder for the quadrature nodes $z_{m,l_i}$ defined by each difference quadrature rule $\Delta^i_{l_i}$, and $\Delta^1_{l_1} \circ \Delta^2_{l_2}$ is the concatenation of both operators which is in general not commutative. Note here that this allows us later to estimate $|\Delta^1_{l_1} \circ \Delta^2_{l_2}(\varphi, \cdot)| \leq ||\Delta^1_{l_1}|| \cdot ||\Delta^2_{l_2}(\varphi, \cdot)|$.

For a general level index set $A \subset \mathbb{N}^2$, we then obtain the general sparse grid quadrature rule $Q_A$ (STP) on $\Omega_1 \times \Omega_2$ by properly truncating the above sum, i.e.

\[
(3.7) \quad I_1(F_\varphi) \approx Q_A(F_\varphi) := \sum_{(l_1, l_2) \in A} \Delta^1_{l_1} \circ \Delta^2_{l_2}(\varphi, \cdot).
\]
For our considerations, we use the basic anisotropic SG index set

\[
A_1^\sigma (L) := \{(l_1, l_2) : \sigma l_1 + \frac{l_2}{\sigma} \leq L\}
\]

and compare it to the basic anisotropic full grid set

\[
A_\infty^\sigma (L) := \{(l_1, l_2) : \max\{\sigma l_1, \frac{l_2}{\sigma}\} \leq L\}.
\]

Here, the parameter \(\sigma > 0\) accounts for different convergence rates of the inner and the outer quadrature and "balances" them properly.

We write \(Q_{\infty,L}^\sigma\) for the level-\(L\)-FTP rule with index set \(A_{\infty,L}^\sigma (L)\) in (3.7) and we write \(Q_{1,L}^\sigma\) for the level-\(L\)-STP rule for the index set \(A_{1,L}^\sigma (L)\) in (3.7) and define the corresponding errors as

\[
E_{\infty,L}^\sigma (F_\varphi) := |I_1 (F_\varphi) - Q_{\infty,L}^\sigma (F_\varphi)|,
\]

\[
E_{1,L}^\sigma (F_\varphi) := |I_1 (F_\varphi) - Q_{1,L}^\sigma (F_\varphi)|.
\]

First, we count the number of nodes in \(Q_{\infty,L}^\sigma\) and \(Q_{1,L}^\sigma\). Since \(F\) does not affect the number \(N_{\infty,L}^\sigma\) and \(N_{1,L}^\sigma\) of associated nodes we can adapt Theorem 4.1 from [22] and adjust it for the additional case where the single quadrature rules \(Q_{l,i}, i = 1, 2\), might be SG rules themselves.

**Theorem 3.1. (Size of full and sparse tensor product quadrature)**

Let \(Q_{l,i}\) on \(\Omega_i, i = 1, 2\), be MC, QMC, Frolov or SG quadrature rules (i.e. with number of nodes as in (3.1) or (3.2) and error bound as in (3.4). Then, the full tensor product rule \(Q_{\infty,L}^\sigma\) has \(N_{\infty,L}^\sigma\) nodes where

\[
N_{\infty,L}^\sigma \asymp 2^{L(\sigma + \frac{1}{\sigma})L^{q_1 + q_2}},
\]

where \(q_i = d_i - 1\) for sparse grid rules and \(q_i = 0\) otherwise. The sparse tensor product rule \(Q_{1,L}^\sigma\) has \(N_{1,L}^\sigma\) nodes where

\[
N_{1,L}^\sigma \begin{cases} 
L^{q_1 + q_2} 2^{\max\{\sigma, 1/\sigma\} L} & \text{for } \sigma \neq 1, \\
L^{q_1 + q_2 + 1} 2^{L} & \text{for } \sigma = 1,
\end{cases}
\]

where again \(q_i = d_i - 1\) for sparse grid rules and \(q_i = 0\) otherwise.

**Proof.** First, we note that it holds for MC, QMC, Frolov and Sparse Grid rules that

\[
N_{l,i} \asymp 2^{l_i} t_i^q,
\]

where \(q_i = d_i - 1\) for sparse grid rules and \(q_i = 0\) otherwise. The estimate for the full grid \(N_{\infty,L}^\sigma\) follows directly from expanding \(Q_{\infty,L}^\sigma\):

\[
Q_{\infty,L}^\sigma (F_\varphi) = \sum_{\max\{\sigma l_1, \frac{l_2}{\sigma}\} \leq L} \Delta_1^{l_1} \circ \Delta_2^{l_2} (\varphi, \cdot) = Q_{L/\sigma}^2 (F (\cdot, \theta, Q_{\sigma L}^\sigma (\varphi, \cdot))) \tag{3.11}
\]

Then we apply (3.10) and obtain

\[
N_{\infty,L}^\sigma \asymp 2^{\frac{L}{\sigma}} \left(\frac{L}{\sigma}\right)^{q_1} \cdot 2^{\sigma L} (\sigma L)^{q_2} \asymp 2^{L(\sigma + \frac{1}{\sigma})L^{q_1 + q_2}}.
\]
For the sparse grid case $Q_{1,L}^\sigma$, we consider each term $\Delta_{i_1}^1 \circ \Delta_{i_2}^2$ and again use (3.10) to compute

\begin{equation}
N_{1,L}^\sigma \lesssim \sum_{\sigma l_1 + \sigma l_2 \leq L} 2^{l_1} \| p_1^{i_1} \cdot p_2^{i_2} \|_{L/\sigma} \sum_{l_1=0}^{L/\sigma} \sum_{l_2=0}^{\sigma L - \sigma^2 l_1} 2^{l_2} \lesssim \sum_{l_1=0}^{L/\sigma} \sum_{l_2=0}^{2^{l_2} \lesssim L^{q_1+q_2}\sigma^L \sum_{l_1=0}^{L/\sigma} 2^{l_1(1-\sigma^2)}. \tag{3.12}
\end{equation}

For $\sigma > 1$, this implies $N_{1,L}^\sigma \lesssim L^{q_1+q_2}\sigma^L$ and for $\sigma < 1$ we get $N_{1,L}^\sigma \lesssim L^{q_1+q_2}\sigma^{L/\sigma}$. Only for $\sigma = 1$ we have $N_{1,L}^\sigma \lesssim L^{q_1+q_2+1}\sigma^L$.

**Remark 3.2.** Note that we can also provide a lower asymptotic bound on $N_{1,L}^\sigma$ which will be useful later on. Starting similarly as in (3.12), we get

$N_{1,L}^\sigma \gtrsim \sum_{l_1=0}^{L/\sigma} \sum_{l_2=0}^{2^{l_2} \geq L/\sigma} 2^{l_1} \prod_{i=1}^{l_1} \sum_{l_2=0}^{2^{l_2} \geq 2^{L/\sigma}}$ after leaving out all but one summand.

We observe that the reduction from FTP to STP is most substantial if $\sigma$ is close to 1, since the factor $\sigma + 1/\sigma$ is reduced to $\max\{\sigma, 1/\sigma\}$.

To prove bounds for $E_{\infty,L}^\sigma$ and $E_{1,L}^\sigma$ similar to those in [22] but generalized with respect to the intermediate function $F$, we need the well-known notion of Hölder continuity.

**Definition 3.3.** (Hölder continuity)
A function $f : \Omega \subset \mathbb{R}^d \to \mathbb{R}$ is called Hölder continuous if there exist $\alpha, C > 0$ s.t.

$$|f(x) - f(y)| \leq C||x - y||^\alpha$$

for all $x, y \in \Omega$.

We then have the following result:

**Theorem 3.4.** (Error bound for full tensor product quadrature)
Let $Q_{1,i}^\sigma$, $i = 1, 2$, be quadrature formulas as in Theorem 3.1 and let $s_i$ be their order of convergence, respectively. Suppose that $F(\cdot, \theta, \cdot) \in H^{s_1}_{\text{mix}}(\Omega \times \mathbb{R}^d)$ for every $\theta \in \Theta$, $L_2(\varphi, \cdot) \in H^{s_2}_{\text{mix}}(\Omega_1; \nu)$ and $F(z, \theta, \cdot)$ is Hölder continuous with exponent $\alpha$ for any $z \in \Omega_1$ and for any $\theta \in \Theta$ and $\varphi(z, \cdot) \in H^{s_2}_{\text{mix}}(\Omega_2, \nu)$ with a uniform bound on $||\varphi(z, \cdot)||$ for all $z \in \Omega_1$. Then, with $t_i := t_i - s_i q_i$, the error of the full tensor product quadrature rule $Q_{\infty,L}^\sigma$ is given by

$$E_{\infty,L}^\sigma = O\left( (L\sigma)^{s_1} \left( \frac{L}{\sigma} \right)^{t_1} 2^{-L \min\{s_1/\sigma, \sigma s_2\}} \right).$$

**Proof.** We reuse the expansion (3.11) and omit for simplicity the dependence on
\( \theta \) in the following. With the triangle inequality and (3.4) we get
\[
\begin{aligned}
E^\alpha_{\infty,L}(F_\varphi) &= |I_1(F_\varphi) - Q^\alpha_{\infty,L}(F_\varphi)| \\
&= |I_1(\cdot, I_2(\varphi, \cdot)) - Q^1_{L/\sigma}(F(\cdot, Q^2_{2,L}(\varphi, \cdot)))| \\
&\leq \left| (I_1 - Q^1_{L/\sigma})(F(\cdot, I_2(\varphi, \cdot))) \right| + \left| Q^1_{L/\sigma}(F(\cdot, I_2(\varphi, \cdot))) - F(\cdot, Q^2_{2,L}(\varphi, \cdot)) \right|.
\end{aligned}
\]

The first term measures the approximation accuracy of \( Q^1_{1,i} \). Since \( F(\cdot, \theta, \cdot) \in H^{r_1}_\text{mix}(\Omega_1) \) for any \( \theta \in \Theta \) and \( I_2(\varphi, \cdot) \in H^{r_2}_\text{mix}(\Omega_1) \) and since \( s_1 \) is the order of convergence for \( Q^1_{1,i} \), we obtain for it the rate (3.4) with \( i = 1 \), i.e.
\[
\left| (I_1 - Q^1_{L/\sigma})(F(\cdot, I_2(\varphi, \cdot))) \right| \lesssim N^{-s_1}_{1,L/\sigma} \log(N_{1,L/\sigma})^{\tilde{t}_1}.
\]

For the second term, we use Hölder continuity, the fact that \( \varphi(z, \cdot) \in H^{r_2}_\text{mix}(\Omega_2) \) for all \( z \) and the boundedness of the operator \( Q^1_{L/\sigma} \), which follows from the fact that point evaluation is a bounded functional in \( H^{r_1}_\text{mix} \), as this space is a reproducing kernel Hilbert space for all \( s_1 > 1/2 \) \cite{[3]}. Thus, we obtain also for \( Q^2_{2,i} \) the rate (3.4) for \( i = 2 \), i.e.
\[
\left| Q^1_{L/\sigma}(F(\cdot, I_2(\varphi, \cdot)) - F(\cdot, Q^2_{2,L}(\varphi, \cdot))) \right| \leq \|Q^1_{L/\sigma}\| |F(\cdot, I_2(\varphi, \cdot)) - F(\cdot, Q^2_{2,L}(\varphi, \cdot))| \\
\leq C |I_2(\varphi, \cdot) - Q^2_{2,L}(\varphi, \cdot)|^\alpha \\
\lesssim N^{-\alpha s_2}_{2,\sigma,L} \log(N_{2,\sigma,L})^{\alpha t_2}.
\]

Combining both summands yields the desired result
\[
E^\alpha_{\infty,L}(F_\varphi) \lesssim N^{-s_1}_{1,L/\sigma} \log(N_{1,L/\sigma})^{\tilde{t}_1} + N^{-\alpha s_2}_{2,\sigma,L} \log(N_{2,\sigma,L})^{\alpha t_2} \\
\lesssim 2^{-s_1 L/\sigma}(L/\sigma)^{\tilde{t}_1} - s_1 q_1 + 2^{-\alpha s_2 L\sigma}(L\sigma)^{\alpha t_2 - \alpha s_2 q_2} \\
= O \left( (L\sigma)^{\alpha t_2} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-L \min(s_1/\sigma, s_2 \sigma)} \right),
\]

where \( \tilde{t}_i = t_i - s_i q_i \). Note that \( N_{1,L/\sigma} \) and \( N_{2,\sigma,L} \) have the same asymptotic bound (3.10) in \( L \), which provides the desired result by using the calculation
\[
N^{-s_1}_{i,L/\tilde{t}_i} \log(N_{i,L/\tilde{t}_i})^{\tilde{t}_i} 2^{-s_1 L/\tilde{t}_i} s_1 q_i \log(Q^s_{1/\tilde{t}_i})^{s_1} \\
= 2^{-s_1 L/\tilde{t}_i} (\log(2) t_i + q_i \log(2))^{t_i} \\
\lesssim 2^{-s_1 L/\tilde{t}_i} - s_1 q_i.
\]

The following extension of Theorem 4.3 in \cite{[22]} shows that STP quadrature gives a similar result.

**Theorem 3.5.** *(Error bound for sparse tensor product quadrature)*

*Let \( Q^1_{i}, s_i, \) for \( i = 1, 2, F \) and \( \varphi \) be as in Theorem 3.4. Then, with \( \tilde{t}_i := t_i - s_i q_i \), the*
error of the sparse tensor product quadrature is given by

\[ E_1^\sigma = \begin{cases} 
O \left( (L \sigma)^{a_1} \left( \frac{L}{\sigma} \right)^{l_1} 2^{-L \min\{s_1/\sigma, \alpha s_2 \sigma \}} \right) & \text{for } \frac{a_1}{\sigma} \neq \alpha s_2 \sigma, \\
O \left( (L \sigma)^{a_1} \left( \frac{L}{\sigma} \right)^{l_1+1} 2^{-L \alpha s_2 \sigma} \right) & \text{for } \frac{a_1}{\sigma} = \alpha s_2 \sigma.
\end{cases} \]

**Proof.** Using the triangle inequality and (3.4) for \( i = 1 \) we get a bound for \( \Delta_{l_i}^2 \) for functions \( f \in H_{\text{mix}}^1 \):

\[ ||\Delta_{l_i}^2|| = \max_{f \in H_{\text{mix}}^1, ||f|| \leq 1} ||\Delta_{l_i}^1(f)|| \]
\[ \leq \max_{f \in H_{\text{mix}}^1, ||f|| \leq 1} ||Q_{l_i}^1(f) - \mathcal{I}_1(f)|| + ||\mathcal{I}_1(f) - Q_{l_i-1}^1(f)|| \]
\[ \lesssim N_{1,l_i}^{-\alpha s_1} \log(N_{1,l_i})^{a_1}. \]

Analogously, and using that \( F \) is Hölder continuous, we get

\[ |\Delta_{l_i}^2(\varphi, \cdot)| \leq ||\Delta_{l_i}^1|| \cdot ||\varphi|| \lesssim N_{2,l_2}^{-\alpha s_2} \log(N_{2,l_2})^{a_2}. \]

Expanding \( \mathcal{I}_1(F_\varphi) \) according to (3.6) and plugging in the above estimates for \( ||\Delta_{l_i}^1|| \) and \( ||\Delta_{l_i}^2|| \), as well as (3.10) and (3.13), we obtain

\[ E_1^\sigma(F_\varphi) = \left| \mathcal{I}_1(F_\varphi) - \sum_{\sigma l_1 + \frac{L}{\sigma} \leq L} \Delta_{l_i}^1 \left( \Delta_{l_i}^2(\varphi, \cdot) \right) \right| \]
\[ \leq \sum_{\sigma l_1 + \frac{L}{\sigma} > L} |\Delta_{l_i}^1(\Delta_{l_i}^2(\varphi, \cdot))| \]
\[ \leq \sum_{\sigma l_1 + \frac{L}{\sigma} > L} ||\Delta_{l_i}^1|| \cdot ||\Delta_{l_i}^2|| \varphi, \cdot) \|
\[ \lesssim \sum_{\sigma l_1 + \frac{L}{\sigma} > L} N_{1,l_i}^{-\alpha s_1} \log(N_{1,l_i})^{a_1} \cdot N_{1,l_2}^{-\alpha s_2} \log(N_{2,l_2})^{a_2} \]
\[ \approx \sum_{\sigma l_1 + \frac{L}{\sigma} > L} N_{1,l_i}^{-s_1} q_1^{l_1} 2^{-s_1 q_1} 2^{-\alpha s_2 q_1} 2^{-\alpha s_2 l_2} q_2 \]
\[ \lesssim \sum_{\sigma l_1 + \frac{L}{\sigma} > L} q_1^{l_1} 2^{-q_1} l_2^{a_2} q_2. \]

We now split the index set \( \{(l_1,l_2) : \sigma l_1 + \frac{L}{\sigma} > L \} \) into the two disjoint sets

\[ S_1 := \left\{ (l_1,l_2) : 0 \leq l_1 \leq L/\sigma, M < l_2 \right\} \quad \text{and} \quad S_2 := \left\{ (l_1,l_2) : \frac{L}{\sigma} < l_1, 0 \leq l_2 \right\}. \]
where again $M = L\sigma - l_1\sigma^2$, and sum over each index set separately. This gives

$$
\sum_{(l_1, l_2) \in S_1} 2^{-(s_1 l_1 + \alpha s_2 l_2)} t_1^i t_2^i = \sum_{l_1 = 0}^{L/\sigma} t_1^i 2^{-s_1 l_1} \sum_{l_2 = M + 1}^{\infty} t_2^i 2^{-\alpha s_2 l_2}
$$

$$
\leq \sum_{l_1 = 0}^{L/\sigma} t_1^i (M + 1)^{\alpha t_2} 2^{-s_1 l_1 + \alpha s_2 M + 1} \sum_{l_2 = 1}^{\infty} t_2^i 2^{-\alpha s_2 l_2}
$$

$$
\leq (L\sigma)^{\alpha t_2} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} L^{1-\alpha t_2} (2^{-\alpha s_2} \sum_{l_1 = 0}^{L/\sigma} 2^{-(s_1 l_1 + \alpha s_2 M)})
$$

$$
\lesssim (L\sigma)^{\alpha t_2} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-\alpha s_2 L\sigma} \sum_{l_1 = 0}^{L/\sigma} 2^{-t_1 s_1 (s_1/\sigma - \alpha s_2)}
$$

where $L_i$ denotes the Polylogarithm. In the same fashion we obtain

$$
\sum_{(l_1, l_2) \in S_2} 2^{-(s_1 l_1 + \alpha s_2 l_2)} t_1^i t_2^i \lesssim \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-s_1 L/\sigma} \lesssim \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-\alpha s_2 L\sigma} 2^{-L(s_1/\sigma - \alpha s_2)}.
$$

Joining both sums we distinguish three cases: For $\frac{s_1}{\sigma} < \alpha s_2\sigma$, we have

$$
\sum_{\sigma l_1 + \frac{t_1}{\sigma} > L} 2^{-(s_1 l_1 + \alpha s_2 l_2)} t_1^i t_2^i \lesssim 2^{-\alpha s_2 L\sigma} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} \times
$$

$$
(L\sigma)^{\alpha t_2} \sum_{l_1 = 0}^{L/\sigma} 2^{-t_1 s_1 (s_1/\sigma - \alpha s_2)} + 2^{-L(s_1/\sigma - \alpha s_2)}
$$

$$
\lesssim 2^{-\alpha s_2 L\sigma} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} \times
$$

$$
(L\sigma)^{\alpha t_2} 2^{-L(s_1/\sigma - \alpha s_2)} + 2^{-L(s_1/\sigma - \alpha s_2)}
$$

$$
\lesssim (L\sigma)^{\alpha t_2} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-s_1 L/\sigma} = O \left( (L\sigma)^{\alpha t_2} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-s_1 L/\sigma} \right).
$$

For $\frac{s_1}{\sigma} > \alpha s_2\sigma$, we can bound the expression by

$$
\sum_{\sigma l_1 + \frac{t_1}{\sigma} > L} 2^{-(s_1 l_1 + \alpha s_2 l_2)} t_1^i t_2^i \lesssim 2^{-\alpha s_2 L\sigma} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} \left( (L\sigma)^{\alpha t_2 + 1} \right)
$$

$$
\lesssim (L\sigma)^{\alpha t_2} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-\alpha s_2 L\sigma}
$$

$$
= O \left( (L\sigma)^{\alpha t_2} \left( \frac{L}{\sigma} \right)^{\tilde{t}_1} 2^{-\alpha s_2 L\sigma} \right).
$$
Finally, for \( \frac{s_1}{\sigma} = \alpha s_2 \sigma \), we have

\[
\sum_{\frac{2s_1}{L} > L} 2^{-(s_1l_1 + \alpha s_2 l_2)} l_1^i l_2^j \lesssim 2^{-\alpha s_2 L \sigma} \left( \frac{L}{\sigma} \right)^{l_1} \left( \frac{L}{\sigma} \right)^{l_2} \sum_{l_1=0}^{L/\sigma} 1 + 1
\]

\[
\lesssim (L \sigma)^{\alpha l_2} \left( \frac{L}{\sigma} \right)^{l_1 + 1} 2^{-L \alpha s_2 \sigma}
\]

\[
= O \left( \frac{L}{\sigma} \right)^{\alpha l_2} \left( \frac{L}{\sigma} \right)^{l_1 + 1} 2^{-L \alpha s_2 \sigma}.
\]

This concludes the proof.

Theorems 3.4 and 3.5 can also be stated for probabilistic error rates of the outer quadrature, e.g. from MC integration. Then, the mean squared error is used instead of a norm and the proof proceeds similar to the derivation of the mean squared error of MC integration.

For both, \( Q_{\sigma, L}^\infty \) and \( Q_{\sigma, L}^1 \), we can combine Theorems 3.1 and 3.4 or 3.5, respectively, to obtain an error bound in terms of the costs of the corresponding quadrature formula.

**Corollary 3.6.** Let \( Q_{\sigma, L}^i \), \( s_i \), for \( i = 1, 2 \), \( F \) and \( \varphi \) be as in Theorem 3.4 and set

\[
\gamma_\infty := \frac{\min\{s_1/\sigma, \alpha s_2\sigma\}}{\sigma + 1/\sigma} > 0 \quad \text{and} \quad \gamma_1 := \frac{\min\{s_1/\sigma, \alpha s_2\sigma\}}{\max\{\sigma, 1/\sigma\}} > 0.
\]

Furthermore, define \( \tilde{t}_1^w := \tilde{t}_1 + \gamma_w q_1 \) and \( \tilde{t}_2^w := \tilde{t}_2 + \gamma_w q_2 \) for \( w \in \{1, \infty\} \).

The FTP error is

\[
E^\sigma_{\infty, L} = O \left( \log(N^\sigma_{\infty, L}) \tilde{t}_1^\infty + \alpha \tilde{t}_2^\infty (N^\sigma_{\infty, L})^{-\gamma_\infty} \right).
\]

For STP quadrature we distinguish four cases according to the Theorems 3.1 and 3.5. If \( \sigma \neq 1 \) we have

\[
E^\sigma_{1, L} = \begin{cases} 
O \left( \log(N^\sigma_{1, L}) \tilde{t}_1^1 + \alpha \tilde{t}_2^1 (N^\sigma_{1, L})^{-\gamma_1} \right) & \text{for } \frac{s_1}{\sigma} \neq \alpha s_2 \sigma, \\
O \left( \log(N^\sigma_{1, L}) \tilde{t}_1^1 + \alpha \tilde{t}_2^1 + 1 (N^\sigma_{1, L})^{-\gamma_1} \right) & \text{for } \frac{s_1}{\sigma} = \alpha s_2 \sigma,
\end{cases}
\]

and if \( \sigma = 1 \)

\[
E^\sigma_{1, L} = \begin{cases} 
O \left( \log(N^\sigma_{1, L}) \tilde{t}_1^1 + \alpha \tilde{t}_2^1 + \gamma_1 (N^\sigma_{1, L})^{-\gamma_1} \right) & \text{for } s_1 \neq \alpha s_2, \\
O \left( \log(N^\sigma_{1, L}) \tilde{t}_1^1 + \alpha \tilde{t}_2^1 + \gamma_1 + 1 (N^\sigma_{1, L})^{-\gamma_1} \right) & \text{for } s_1 = \alpha s_2.
\end{cases}
\]

**Proof.** For the estimate for \( E^\sigma_{\infty, L} \) we use a similar trick as Harbrecht and Griebel [22]: The estimate

\[
N^\sigma_{\infty, L} \sim 2^{L(\sigma + \frac{1}{2}) L q_1 + q_2}
\]
from Theorem 3.1 implies

\[ L \asymp \log(N_{\infty,L}^\sigma) - (q_1 + q_2) \log(L) \lesssim \log(N_{\infty,L}^\sigma) \]

and hence

\[ \frac{N_{\infty,L}^\sigma}{\log(N_{\infty,L}^\sigma)^{q_1 + q_2}} \lesssim 2^{L(\sigma+1/\sigma)} \]

\[ \iff 2^{-L \min(s_1/\sigma,\sigma s_2)} = \left(2^{L(\sigma+1/\sigma)}\right)^{-\gamma_{\infty}} \lesssim \left(\frac{N_{\infty,L}^\sigma}{\log(N_{\infty,L}^\sigma)^{q_1 + q_2}}\right)^{-\gamma_{\infty}}. \]

Plugging these estimates into the result from Theorem 3.4 gives the desired estimate for \( E_{1,L}^\sigma \). Analogously we obtain the results for \( E_{1,L}^\sigma \) from the Theorems 3.1 and 3.5 and the Remark 3.2.

Finally, we identify the optimal \( \sigma \) to balance error bounds of \( Q_{1_l}^{\sigma} \) and \( Q_{2_l}^{\sigma} \) and get an optimal joint convergence rate.

**Theorem 3.7.** *(Optimal \( \sigma \) for full and sparse tensor product quadrature)*

Both, \( Q_{\infty,L}^{\sigma} \) and \( Q_{1,L}^{\sigma} \), achieve their best error bound for

\[ \sigma^* = \sqrt{\frac{s_1}{\alpha s_2}}. \]  

If \( \kappa := \frac{s_1}{\alpha s_2} \neq 1 \), then any \( \sigma \) with \( \sigma^2 \in [1,\kappa] \) or \( \sigma^2 \in [\kappa,1] \), respectively, is optimal for \( Q_{1,L}^{\sigma} \). The optimal exponents are then

\[ \gamma_{\infty}^* = \frac{\alpha s_1 s_2}{s_1 + \alpha s_2} \quad \text{and} \quad \gamma_1^* = \min\{s_1,\alpha s_2\}. \]  

*Proof.* In order to achieve optimal bounds, we have to maximize \( \gamma_{\infty} \) and \( \gamma_1 \). Here \( \gamma_{\infty} \) is maximized if \( s_1/\sigma = \alpha s_2 \sigma \), i.e. \( \sigma^2 = \kappa \). For \( \gamma_1 \), we have

\[ \gamma_1^* := \max_{\sigma > 0} \gamma_1 = \max_{\sigma > 0} \left(\alpha s_2 \min\{\kappa,\sigma^2\} \min\{1,1/\sigma^2\}\right). \]

For \( \kappa < 1 \), i.e. \( s_1 < \alpha s_2 \), we distinguish the cases (I) \( \sigma^2 < \kappa \), (II) \( \kappa \leq \sigma^2 \leq 1 \) and (III) \( \sigma^2 > 1 \) and have \( \gamma_1^* = s_1 \) for (II) and \( \gamma_1^* < s_1 \) for (I) and (III). Similar cases result from \( \kappa > 1 \) with \( \gamma_1^* \) maximal for \( 1 \leq \sigma^2 \leq \kappa \). For \( \kappa = 1 \), i.e. \( s_1 = \alpha s_2 \), we get \( \gamma_1 = s_1 \) since (3.16) is then maximized by \( \sigma = 1 \).

All of the above theorems as well as Corollary 3.6 can be easily adjusted to cover the usage of the product rule for one or both domains and to provide corresponding results, i.e. we can extend them to functions in isotropic Sobolev spaces. For example, in the case of product rules for both domains we have for FTP quadrature

\[ N_{\infty,L}^\sigma = O\left(2^{L(d_1/\sigma + d_2/\sigma)}\right), \]

and for STP quadrature

\[ N_{1,L}^\sigma = \begin{cases} O\left(2^{Ld_2/\sigma}\right) & \text{for } \sigma^2 < d_1/d_2, \\ O\left(2^{Ld_1/\sigma}\right) & \text{for } \sigma^2 > d_1/d_2, \\ O\left(\frac{L}{\sigma}2^{Ld_2/\sigma}\right) & \text{for } \sigma^2 = d_1/d_2. \end{cases} \]
Moreover, we have similar exponents when we combine the product rule on one domain with one of the other previously mentioned rules on the second domain and vice-versa. This means that the size of both, FTP and STP quadrature, depends on the dimension of one or both domains if the product rule is involved, and therefore the curse of dimensionality transfers to the double quadrature. However, the STP quadrature still improves the FTP quadrature by reducing the number of nodes significantly. Similarly, error bounds for FTP and STP quadrature based on the product rule can be derived via the same steps as in the proofs for Theorems 3.4 and 3.5. However, combined with the corresponding numbers of nodes of the rules, we then observe that the curse of dimensionality highly affects the cost complexities and makes the product rule prohibitively slow for high-dimensional integration domains. Hence, we abstain here from presenting the proofs for the product rule cases and instead only focus on the more promising quadrature rules on mixed Sobolev spaces.

4. Discrete Choice Models and Estimation. In the following, we derive the Mixed Logit and the Multinomial Probit model as popular specifications for Discrete Choice models (DCM) to obtain two test functions which fit to the setting described in section 3. DCM are used to understand how individuals \( n = 1, \ldots, N \) choose between alternatives \( i = 1, \ldots, J \). For each alternative, we want to find a choice probability \( P(y_n = i|z_n, u) \) as a function of the observed attributes \( (y_n, z_n) \) for each individual \( n \) and a parameter vector \( \theta \), where \( y_n \) is the observed decision and \( z_n \) is a vector of observed attributes of individual \( n \).

Discrete Choice models have been used for many years in different branches of econometrics: Research applications include the analysis of market equilibria [4], transportation ([5], both for Mixed Logit) or debt crisis in developing countries ([26], for Multinomial Probit). Train [47] gives a comprehensive overview of various models, applications, estimation techniques and respective numerical methods.

In terms of econometric model classes, Mixed Logit models and (Mixed) Multinomial Probit models can be described as Generalized Linear Mixed models (GLMM). For many GLMM, due to a so-called mixing distribution, the estimation requires the computation of a multi-dimensional integral. As this integral has often no analytical solution it needs to be approximated. A survey of the optimal quadrature rules for several GLMM and their dependence on the tested parameter set can be found in [19].

Each individual makes his choice according to an (to the researcher) unobservable utility measure \( V(z, u) \in \mathbb{R}^J \) and the alternative with maximal utility is chosen. Let \( u \in \Omega_2 \subset \mathbb{R}^q \) be a vector of parameters for the utility measure \( V \) and let \( z \in \Omega_1 \subset \mathbb{R}^{J \times q} \) be a vector (or matrix) of observed exogenous variables. Here, \( \Omega_1 \) is the domain for the exogenous variable \( z \) and we require that the model is identified. Furthermore, we suppose there are unobservable factors or errors \( \varepsilon \in \mathbb{R}^J \) which affect the utility and are distributed according to a known (or assumed) distribution. The common utility function \( V: \Omega_1 \times \Omega_2 \rightarrow \mathbb{R}^J \) is linear in \( z \) and \( u \) and additive in \( \varepsilon \),

\[
V(z, u) = zu + \varepsilon.
\]

An individual chooses alternative \( y = i \) exactly if \( V_i(z, u) > V_j(z, u) \) for all \( j \neq i \), where \( V_i \) are the components of the vector \( V \), i.e. the utility of the particular choice \( i \). In order to find the choice probabilities for a given parameter vector \( u \) and exogenous variable \( z \), i.e.

\[
P(y = i|z, u) = P((zu)_i - (zu)_j > \varepsilon_j - \varepsilon_i : \forall j \neq i),
\]
we need to propose a distribution for $\varepsilon$. The Mixed Logit model assumes an extreme value distribution with p.d.f.

$$\zeta(\varepsilon_j) = e^{-\varepsilon_j}e^{-\varepsilon_j}$$

for $j = 1, ..., J$, while the Multinomial Probit model uses a multivariate Gaussian distribution $\mathcal{N}(0, \Sigma)$ with covariance matrix $\Sigma \in \mathbb{R}^{J \times J}$.

The choice probabilities for Mixed Logit are based on the choice probabilities of the more basic Logit model which assumes a fixed parameter vector $u$ for every individual $n$: Given the error $\varepsilon_i$, we have

$$P(y = i|z, u, \varepsilon_i) = P((zu)_i - (zu)_j + \varepsilon_i > \varepsilon_j : \forall j \neq i) = \prod_{j \neq i} e^{-e^{-\varepsilon_i} + (zu)_i - (zu)_j}$$

and then integrate over the distribution of $\varepsilon_i$ to obtain

$$P(y = i|z, u) = \int_{\mathbb{R}} P(y = i|z, u, \varepsilon_i)e^{-\varepsilon_i}e^{-\varepsilon_i}d\varepsilon_i = \frac{e^{(zu)_i}}{\sum_{j=1}^{J} e^{(zu)_j}}.$$

In the standard Logit model, the goal of estimation is to find an optimal parameter vector $u$ which fits to the observed data $(y_n, z_n)$ for all individuals $n = 1, ..., N$. In contrast, the Mixed Logit model allows to model individuals with distinctive tastes, i.e. individual parameter vectors $u_n$. Yet trying to find a complete set $\{u_n | n = 1, ..., N\}$ of parameters is computationally far too expensive. Instead, it is assumed that the $u_n$ are realizations of a random variable $U$ with density function $h(u|u_0, \Sigma)$, mean $u_0 \in \mathbb{R}^q$ and covariance matrix $\Sigma \in \mathbb{R}^{q \times q}$. Then, the random taste is integrated out for each individual to get the choice probability

$$(4.3) \quad P(y = i|z, \theta) = \int_{\mathbb{R}^q} \frac{e^{(zu)_i}}{\sum_{j=1}^{J} e^{(zu)_j}} h(u|u_0, \Sigma)du.$$  

This constitutes the Mixed Logit choice probabilities for $i = 1, ..., J$, where the parameter vector $\theta = (u_0, \Sigma)$ fully specifies the Mixed Logit model given a density $h$. Given assumptions on $\Sigma$, the parameter search is then reduced to $\theta \in \Theta \subset \mathbb{R}^q$. The density is often also called mixing distribution and assumed to be a Gaussian. This leads to an integral in (4.3), which is not analytically solvable. Other mixing distributions are possible but McCulloch and Searle [41] point out that the choice of the distribution seems to have only marginal effect on the model performance.

The Multinomial Probit model is more directly derived from (4.2). In order to fit the model notationally to the setting of the definitions (1.1)-(1.6), we rewrite (4.1) as

$$(4.4) \quad V(z, \theta) = z\theta + u,$$

so that now $u \in \Omega_2 \subset \mathbb{R}^J$ is the unobservable residual or error and $\theta \in \Theta \subset \mathbb{R}^q$ is the parameter vector to be estimated. Since only the differences in utility affect the choice, we can define $\tilde{V}_{ij} = V_i - V_j$, $\tilde{W}_{ij} = (z\theta)_i - (z\theta)_j$ and $\tilde{u}_{ij} = u_i - u_j$ for $i \neq j$ and rewrite (4.2) (with the swapped notation $u \rightarrow \theta$ and $\varepsilon \rightarrow u$) as

$$(4.5) \quad P(y = i|z, \theta) = P(\tilde{V}_{ij} > 0 : \forall j \neq i).$$
The vector \( \tilde{u}_i = (\tilde{u}_{i1}, ..., \tilde{u}_{i(i-1)}, \tilde{u}_{i(i+1)}, ..., \tilde{u}_{iJ})^T \in \mathbb{R}^{J-1} \) is normally distributed with covariance matrix \( \tilde{\Sigma}_i \) derived from \( \Sigma \). Then (4.5) evaluates to

\[
P(y = i | z, \theta) = \int_{\mathbb{R}^{J-1}} 1\{\tilde{W}_{ij} + \tilde{u}_{ij} > 0 \ \forall j \neq i\} \phi(\tilde{u}_i) d\tilde{u}_i = \Phi(\tilde{W}_i),
\]

where \( \phi \) is the p.d.f. and \( \Phi \) is the c.d.f. of \( \tilde{u}_i \). The multivariate c.d.f. \( \Phi \) cannot be computed analytically for non-trivial \( \Sigma \) and also has to be approximated numerically. In contrast to the Mixed Logit model, this means that the integral does not stem from a mixing distribution \( h \) but directly from the assumed probability distribution for the error in the utility function.

For Panel or cluster data, the within-cluster and -series correlation within the Probit model is usually already expressed by the freely chosen covariance matrix \( \Sigma \). Hence, an additional mixing distribution is rarely used in practice. It is mentioned, e.g. in [41] and [47], as possibly beneficial but it is numerically less feasible.

However, similarly to the Mixed Logit model, we would assume for a Mixed Probit model that \( \theta \) is in fact different for every individual \( n \) so we have draws \( \theta_n \) from a distribution \( h \) as distinctive parameter vectors for every individual. Integrating over \( \theta \), we obtain the Mixed Probit choice probability

\[
P(y = i | z_n, \Sigma, \theta_0, \Psi) = \int_{\Theta} P(y = i | z, \theta) h(\theta | \theta_0, \Psi) d\theta
\]

for an individual \( n \), covariance matrix \( \Sigma \) of the multivariate Gaussian distribution and a mixing distribution \( h \) with mean \( \theta_0 \) and covariance matrix \( \Psi \). Together with the integral (4.6) for the choice probability, (4.7) constitutes a double integral which can also be written in the form (1.6).

Given a certain, parameterized econometric model and a set of observations for the associated economic situation, the researcher is now interested in finding the optimal parameter \( \theta \) that fits the model to the data. Extremum estimators find this parameter by maximizing an objective function \( R_N \) which incorporates the model structure for an observed data set. In the context of DCM, this data set usually consists of observed features \( z_n \) and decisions \( y_n \) of individuals or firms.

The most popular extremum estimator, the Maximum Likelihood estimator, is simply given by

\[
R^\text{ML}_N(\theta) := G_N(\theta) = \frac{1}{N} \sum_{n=1}^{N} m(z_n | \theta)
\]

where the moment function is defined as

\[
m(z_n | \theta) := \sum_{j=1}^{J} y_{n,j} \log P(y = j | z_n, \theta),
\]

with \( y_{n,j} = 1 \) if individual \( n \) chooses alternative \( j \) and 0 otherwise. \( G_N(\theta) \) is often denoted by \( \ell(\theta) \) and called the likelihood of the parameter vector \( \theta \) (given the observations \( z_n \)). It can be considered as the approximation of the expected value

\[
G_\infty(\theta) := E_\omega [m(z | \theta)]
\]

with respect to the real world data space \( \Omega_1 \) and the data points \( z \) within.

Yet the computation of the likelihood requires knowledge or well justified assumptions.
on the distribution of the unobservable variables (ε for Mixed Logit and u for Multinomial Probit). If this requirement cannot be satisfied, the Generalized Method of Moments (GMM) estimator provides a less restrictive alternative. It is derived from solving estimating equations

\[ G_\infty(\theta) = E_z[m(z|\theta)] = 0 \]

where the moment function is constructed from some orthogonality condition arising from the examined model. Then, the objective function in terms of extremum estimators (see (1.1)) is given by

\[ R^{GMM}_N(\theta) := -||G_N(\theta)|| = - \left| \left| \frac{1}{N} \sum_{n=1}^{N} m(z_n|\theta) \right| \right| \]

and maximized with respect to the parameter space \( \Theta \ni \theta, \Theta \subset \mathbb{R}^q \). Sometimes the Euclidean norm \( ||\cdot|| \) is replaced by a \( W \)-norm \( ||\cdot||_W \) for some symmetric positive definite matrix \( W \).

If a choice probability \( P_{n,j}(\theta) := P(y = j|z_n, \theta) \) is available, as for DCM, then the most efficient GMM estimator is derived from the Maximum Likelihood moment function (4.9) by taking the derivative and using the identity

\[ 0 = \sum_{j=1}^{J} \nabla_\theta P_{n,j}(\theta) \]

so that

\[ m(z_n|\theta) = \sum_{j=1}^{J} \left( \frac{y_{n,j}}{P_{n,j}(\theta)} - 1 \right) \nabla_\theta P_{n,j}(\theta), \]

which is a \( q \)-dimensional vector-valued moment function. Other moment functions are used if the model has weaker or different assumptions.

Since both models define choice probabilities, Maximum Likelihood would be the natural choice for estimation. However, the fact that we cannot compute the choice probabilities exactly calls for the use of approximated extremum estimators, where the objective function \( m \) is approximated. Then, under certain circumstances, GMM estimation might be the better option in terms of consistency of estimation (see [24], [27] and [42]). In the next section, we test both models and estimators in order to obtain numerical results for several use cases.

5. Numerical Results. This section is devoted to the validation of the previously obtained results on the convergence order of FTP and STP quadrature. We present numerical results for a synthetic test function and for the two exemplary integrands from Maximum Likelihood and GMM estimation introduced in the previous section. Finally, we also examine the integral arising from a Mixed Probit model.

Firstly, we have to establish the proper measure for accuracy of the developed quadrature rules. While the true value of the integral is available for the synthetic test function, we use as error measure for the other three integrals the relative error

\[ \hat{E}_L(F_\varphi) := \frac{|Q_L(F_\varphi) - Q_{L-1}(F_\varphi)|}{|Q_L(F_\varphi)|} \]
for $Q_L = Q^n_{\infty,L}$ or $Q_L = Q^r_{1,L}$ respectively.

We rely on several types of quadrature rules for multi-dimensional integrals on bounded domains which we employ as $Q^i_L$, $i = 1, 2$ (their convergence rates and the respective regularity assumptions are summarized in Table 1 and conform with our definition in (3.4)): Monte Carlo (MC) integration determines its quadrature nodes by randomly drawing samples from the integration domain and uses the uniform weight $w_{n,i}^{l,i} = 1/N_{i,l,i}$ for $n_i = 1, \ldots, N_{i,l,i}$. It achieves a probabilistic rate of $O(N_i^{-1/2})$ for $L^2$-integrable functions, independent of the dimensionality $d_i$ of the integration domain. Quasi Monte Carlo (QMC) integration is designed to recreate this independence of $d_i$ in a deterministic fashion by constructing the nodes from so-called low discrepancy series [11]. Popular QMC rules are the Sobol- and the Halton-rules which both achieve convergence rates of $O(N_i^{-1} \log(N_{i,l,i})^{d_i})$ for functions in $H^{1}_{\text{mix}}(\Omega_i)$ but in general no faster convergence for functions in $H^{r_i}_{\text{mix}}(\Omega_i)$ with $r_i > 1$ can be obtained, i.e. $s_i = 1$. Another approach for QMC rules are lattice rules which include the Frolov cubature method [34]. Frolov cubature achieves the rate $O(N_i^{-r_i} \log(N_{i,l,i})^{(d_i-1)/2})$ for integrands in $H^{r_i}_{\text{mix}}(\Omega_i)$, i.e. for integrands with zero boundary, hence we have $s_i = r_i$ for Frolov cubature. All QMC rules use the same uniform weight $w_{n,i}^{l,i} = 1/N_{i,l,i}$ as MC integration.

In contrast, the so-called optimal weights cubature uses information about the integration domain and the function space of the considered integrands to compute optimal weights for a given set of nodes [45]. This way, the rather slow rate of MC and QMC quadrature can be improved significantly for functions in $H^{r_i}_{\text{mix}}(\Omega_i)$. As yet, at least the upper bound $O(N_i^{-r_i} \log(N_{i,l,i})^{r_i d_i})$ for $r_i > 1/2$ has been proven for the optimal weights MC case [35], whereas the lower bound $O(N_i^{-r_i} \log(N_{i,l,i})^{(d_i-1)/2})$ is known for general best weighted sampling. This is a major improvement w.r.t. previous (Q)MC approaches and also captures the main rate $N_i^{-r_i}$. Optimal weights cubature allows us to enhance MC quadrature when we have no option to obtain quadrature nodes in a systematic way, e.g. if the nodes are observations or samples from simulations.

To this end, for the optimal weights, we just need to solve a linear equation system involving the reproducing kernel of the underlying Hilbert space $H^{r_i}_{\text{mix}}(\Omega_i)$, which is to be present in our respective regularity assumption. For further details see [45].

Finally, SG quadrature creates a rule for multi-dimensional integrals from rules on one-dimensional domains by using only certain points of the tensor product of the one-dimensional rules. This way, the curse of dimensionality can be circumvented to some extent and an upper bound $O(N_i^{-s_i} \log(N_{i,l,i})^{(d_i-1)(s_i+1)})$ of the rate is achieved [44], [48]. Note at this point that this common but suboptimal upper bound was recently improved in [13] to $O(N_i^{-s_i} \log(N_{i,l,i})^{(d_i-1)(s_i+1/2)})$ and it was shown that this is also a lower bound of the quadrature error, i.e. it is thus the optimal rate of the SG

| $Q^i_L$ | MC | QMC | SG/Frolov/optimal weights |
|-------|----|-----|--------------------------|
| $e(Q^i_L, \mathcal{H})$ | $O\left( N_i^{-1/2} \right)$ | $O\left( N_i^{-1} \log(N_{i,l,i})^{d_i} \right)$ | $O\left( N_i^{-r_i} \log(N_{i,l,i})^{t_i(s_i,d_i)} \right)$ |

Table 1: Asymptotic convergence rates for several multi-dimensional quadrature rules on a bounded $d_i$-dimensional integration domain. For Frolov cubature a zero boundary conditions is assumed. The exponent $t_i(s_i,d_i)$ serves as place holder for the different secondary rates of SG, Frolov and optimal weights quadrature.
approach. Therefore, compared to optimal weights MC quadrature, SG quadrature is asymptotically inferior for \((d_i - 1)(s_i + 1/2) > s_id_i\), i.e. for \(d_i > 2s_i + 1\).

The error rate of the SG quadrature depends highly on the underlying one-dimensional rule which constitutes the basis for the sparse grid construction. Its order of accuracy \(p_i\) determines with the formula \(s_i = \min\{r_i, p_i\}\) whether the SG rule can make full use of the provided regularity \(r_i\) of the integrand. For classical one-dimensional Gaussian rules like the Gauss-Hermite or the Gauss-Laguerre rule, we have \(p_i = r_i\) for any \(r_i \geq 2\), i.e. Gaussian rules always achieve the maximally possible rate [16]. On the other hand, Newton-Cotes formulas have fixed \(p_i\) depending on their construction, e.g. \(p_i = 2\) for the trapezoid rule. For the Clenshaw-Curtis rules the order of accuracy \(p_i = r_i\) for any \(r_i \geq 2\) similar to the Gaussian rules could be observed and was proven for \(r_i\)-times continuously differentiable functions [7].

We are interested in achieving optimal convergence rates, hence in this paper we only consider Gaussian and Clenshaw-Curtis rules as basis for the SG quadrature. Therefore, we have \(s_i = r_i\) in the convergence rate of SG quadrature as presented in Table 1. This holds similar for Frolov cubature and optimal weights quadrature as they both also achieve the maximally possible main rate \(s_i = r_i\).

Most of these quadrature rules are designed for integration on the unit cube \(\Omega = [0,1]^d\) and can be linearly transformed to any bounded hypercube without ramifications for the convergence behavior. However, we also want to examine integrals on unbounded domains, e.g. on \(\Omega_i = \mathbb{R}^d\) or \(\Omega_i = [0,\infty)^d\). In general, we consider two approaches to deal with these integrals: First, if the integrand includes a weight function \(\omega_i(x_i)\) on \(\Omega_i\), some of the previously mentioned quadrature rules offer adaptations for certain combinations of an integration domain \(\Omega_i\) and a weight function \(\omega_i\). These adaptations include MC sampling with density function \(\omega_i\) (if \(\omega_i\) is a p.d.f. on \(\Omega_i\)) and SG quadrature based on certain Gaussian rules. For example, the Gauss-Hermite rule corresponds to the weight function \(\omega_i(x_i) = e^{-x_i^2}\) and \(\Omega_i = \mathbb{R}\) whereas the Gauss-Laguerre rule corresponds to the weight function \(\omega_i(x_i) = e^{-x_i}\) and \(\Omega_i = [0,\infty)\).

Hence, we can construct SG quadratures from these one-dimensional rules which are defined on \(\Omega_i = \mathbb{R}^d\) or \(\Omega_i = [0,\infty)^d\) with the respective multi-dimensional equivalents of the associated weight functions. The second approach to deal with integrals on unbounded domains is to transform these domains to the unit cube \([0,1]^d\). Yet depending on the used transformation and the behavior of the original integrand for \(x_i \to \infty, x_i \in \Omega_i\), this approach may produce boundary singularities for the transformed integrand. These boundary singularities can drastically reduce the regularity of the integrand and hence prevent us from achieving high convergence rates with higher-order quadrature rules.

A recently developed extension of SG quadrature based on Gaussian rules is designed to handle this issue. Oettershagen and Griebel [25] propose to use SG quadratures which are based on a generalized Gauss formula. This formula is generated similarly to conventional Gaussian formulas with the only difference that polynomials in \(\psi(x_i)\) are used instead of polynomials in \(x_i\) to compute nodes and weights. In [25] it was proposed to use \(\psi(x_i) = -\log(1 - x_i), \psi(x_i) = \arcsinh(2\arctanh(x_i)/\pi)\) or \(\psi(x_i) = \text{erf}^{-1}(x_i)\), depending on whether the transformation induces singularities at one or both boundaries of \([0,1]\). This way, \(r_i\)-times differentiable functions with boundary singularities are included in the space of functions and a main rate of \(O(N_{l_i}^{-r_i})\) is achieved for such Gauss-based quadratures. This property is preserved for multidimensional integrands and SG quadrature.

Based on the results of Theorems 3.4 and 3.5, the Tables 2, 3 and 4 now give an overview of the expected convergence rates for various combinations of \(Q_{l_1}^1\) and \(Q_{l_2}^2\).
\[ Q_{1,2}^2 = \]

| \( Q_1 \) | MC | QMC | SG/Frolov/optimal weights |
|---|---|---|---|
| \( Q_{1,1} \) | \( O((N_{\infty,L}^\sigma)^{-1/3}) \) | \( O((N_{\infty,L}^\sigma)^{-1/3} \log(N_{\infty,L}^\sigma)^{d1}) \) | \( O((N_{\infty,L}^\sigma)^{-2/3+1} \log(N_{\infty,L}^\sigma)^{d1}) \) |
| \( Q_{1,1} \) | \( O((N_{\infty,L}^\sigma)^{-1/3} \log(N_{\infty,L}^\sigma)^{d2}) \) | \( O((N_{\infty,L}^\sigma)^{-1/3} \log(N_{\infty,L}^\sigma)^{d1+d2}) \) | \( O((N_{\infty,L}^\sigma)^{-2/3+1} \log(N_{\infty,L}^\sigma)^{d1+d2}) \) |
| \( Q_{1,2} \) | \( O((N_{\infty,L}^\sigma)^{-1/3} \log(N_{\infty,L}^\sigma)^{d2}) \) | \( O((N_{\infty,L}^\sigma)^{-1/3} \log(N_{\infty,L}^\sigma)^{d1+d2}) \) | \( O((N_{\infty,L}^\sigma)^{-2/3+1} \log(N_{\infty,L}^\sigma)^{d1+d2}) \) |

Table 2: Theoretical convergence rates for FTP quadrature with optimal \( \sigma^* \) and \( \alpha = 1 \), where \( s_i = \min\{r_i, p_i\} \) for the order of accuracy \( p_i \) of the respective quadrature.

\[ Q_{2,2}^2 = \]

| \( Q_1 \) | MC | QMC | SG/Frolov/optimal weights |
|---|---|---|---|
| \( Q_{1,1} \) | \(-\) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{f1}) \) |
| \( Q_{1,2} \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1} f1) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) |
| \( Q_{2,2} \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1} f1) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) |

Table 3: Theoretical convergence rates for STP quadrature with optimal \( \sigma^* \neq 1 \), \( \alpha = 1 \) and \( s_1 / \sigma^* = s_2 \sigma^* \), where \( s_i = \min\{r_i, p_i\} \) for the order of accuracy \( p_i \) of the respective quadrature. (The two empty cells are due to \( s_1 / \sigma^* = s_2 \sigma^* \) implying \( \sigma^* = 1 \) in these cases, contrary to the assumption for this table.)

\[ Q_{2,2}^2 = \]

| \( Q_1 \) | MC | QMC | SG/Frolov/optimal weights |
|---|---|---|---|
| \( Q_{1,1} \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d2}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{f1}) \) |
| \( Q_{1,2} \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1} f1) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) |
| \( Q_{2,2} \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d2}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{d1+d2}) \) | \( O((N_{1,L}^\sigma)^{-1/2} \log(N_{1,L}^\sigma)^{f1}) \) |

Table 4: Theoretical convergence rates for STP quadrature where \( \sigma^* = 1 \) is optimal (so an additional summand \( \gamma^* = \min\{s_1, s_2\} \) is introduced in the log-exponent), \( \alpha = 1, s_1 \neq s_2 \) (for \( s_1 = s_2 \) the log-exponent in the lower right cell is increased by 1) and \( s_i = \min\{r_i, p_i\} \) for the order of accuracy \( p_i \) of the respective quadrature.
In general, we see that the overall convergence rate is always bounded by the smaller of the two rates of $Q_{1}^{l} \text{ and } Q_{2}^{l}$. In cases where the rate for one of the two integrals is bounded, e.g. by the regularity of the integrand or because quadrature nodes can only be obtained by observations, this rate determines the maximal combined convergence rate. We see that the FTP approach achieves this rate only by using a higher order rule for the other integral. Yet the Tables 3 and 4 show that the optimal (main) rate can be achieved with any complimentary rule of at least equal order via STP quadrature with optimal $\sigma^{*}$. This performance is especially impressive if both formulas have the same order: For the same number of nodes the order of the main rate of STP is doubled compared to FTP. This is also exactly the behavior which can be observed for traditional sparse grid quadrature, justifying the treatment of STP as a generalized version of SG quadrature.

5.1. Results for a two-dimensional test function. We start our numerical experiments with a synthetic test function in order to demonstrate the general applicability of the suggested methods. To this end, let

$$\varphi_{\text{test}}(z,u|\theta) := u^{z+\theta}e^{-u}$$

and $\Omega_{1} = [0, 1], \Omega_{2} = [0, \infty)$. Then

$$R_{\infty}(\theta) = \int_{0}^{1} \log \left( \int_{0}^{\infty} \varphi_{\text{test}}(z,u|\theta) du \right) dz = \int_{0}^{1} \log (\Gamma(z+\theta)) dz$$

$$= - \log(\Gamma(\theta)) - \theta + (\theta - 1) \log(\theta) + \log(\Gamma(\theta + 1)) + \frac{1}{2} \log(2\pi),$$

where $\Gamma$ denotes the Gamma function. For our computations we take $\theta = 4$.

Although the general setup is intended for multidimensional integration, this simple example with one-dimensional domains $\Omega_{1}$ and $\Omega_{2}$ already illustrates the improvements resulting from the STP approach. In particular, $\varphi_{\text{test}}$ is smooth, so $\varphi_{\text{test}} \in H^{r_{1}}(\Omega_{1}) \times H^{r_{2}}(\Omega_{2})$ for any $r_{1}, r_{2} > 0$. This implies that every presented quadrature method achieves its maximal order of convergence in both, the inner and the outer integral, which allows for the direct comparison of the theoretical and the numerically observed rates.

The choice $F(z, \theta, t) = \log(t)$ resembles the Maximum Likelihood setup. Written in the general framework (2.1) the estimator based on the log-likelihood is constructed with some function $\varphi$ of an unobservable variable which integrates to the choice probability $P(z|\theta) = \int_{\Omega_{2}} \varphi(z,u|\theta) du$. Theorems 3.4 and 3.5 required $F$ to be Hölder continuous in $t$ for all $z \in \Omega_{1}$ and $\theta \in \Theta$. The logarithm is in fact Lipschitz continuous, i.e. Hölder continuous with constant $\alpha = 1$, but only for $P(z|\theta) \geq \delta > 0$ for some small constant $\delta$. In an econometric context, it makes sense to assume that $P(z|\theta) > 0$ but the additional bound $\delta > 0$ is less easy to justify. As ML-estimation also requires the integration over $z$, we will assume that such a bound can be prescribed by the choice of the search region $\theta$. Additionally, the logarithm function is smooth in $(0, \infty)$, hence $F(z, \theta, \cdot) \in H^{r_{1}}(\mathbb{R})$ for any $r_{1} > 0, z \in \Omega_{1}$ and $\theta \in \Theta$ and $F$ is obviously also smooth in $z$ and $\theta$.

Figure 1 presents four combinations of quadrature formulas for $Q_{1}^{l}$, $i = 1, 2$. We use for $Q_{1}^{l}$ MC quadrature, the Clenshaw-Curtis and the Gauss-Legendre rule and for $Q_{2}^{l}$ MC quadrature and the Gauss-Laguerre rule. The Clenshaw-Curtis and the Gauss-Legendre rule are linearly transformed from the interval $[-1,1]$ to the integration domain $[0,1]$, hence their approximation behavior remains unaffected. The
Figure 1: Full (FTP) and sparse (STP) tensor product quadrature for $F(z,t) = \log(t)$ and $\varphi_{test}$ with $\theta = 4$. General legend for all figures: “MC” = Monte Carlo quadrature, “Sobol” = Quasi Monte Carlo quadrature with Sobol points, “Halton” = Quasi Monte Carlo quadrature with Halton points, “Frolov” = Frolov cubature, “Clenshaw-Curtis SG” = Sparse grid quadrature for the Clenshaw-Curtis rule, “G-Leg SG” = Sparse grid quadrature for the Gauss-Legendre rule, “G-Lag SG” = Sparse grid quadrature for the Gauss-Laguerre rule, “G-Herm SG” = Sparse grid quadrature for the Gauss-Hermite rule, “Gen-Gauss SG” = Sparse grid quadrature with a generalized Gauss rule with polynomials in $-\log(1-x_i)$, i.e. based on the Gauss-Laguerre rule, “Optimal weights” = optimal weights MC quadrature with kernel regularity $p_1 = 5$.

Gauss-Laguerre rule is particularly suited for the inner integral since we actually integrate $u^{z+\theta-1}$ with the weight function $\omega_2(u) = e^{-u}$. MC quadrature on $[0, \infty]$ can simply be applied via sampling from the exponential distribution. This way there is no transformation of the inner integral necessary.

All plots on the left hand side display the expected better rate of STP versus FTP quadrature. The generally higher convergence of STP quadrature demonstrates the shift from $\gamma_\infty^*$ to $\gamma_1^*$ best. A similar result is obtained for the combination of the Gauss-Legendre rule with the Gauss-Laguerre rule, since both also achieve high rates on their own. In contrast, the combination of Monte Carlo integration with the Gauss-Laguerre rule supports the claim that the slow convergence of the MC rule can barely be ameliorated by the use of higher order formulas for the other integral.
5.2. Mixed Logit Likelihood. We continue with the integrals arising from Discrete Choice models encountered in section 4, which we now write in terms of the functional \( G_\infty \) defined in (1.6), i.e. we specify the domains \( Q_{l_i}^i \) for \( i = 1, 2 \), the functions \( \varphi \) and \( F \) and the measures \( \mu \) and \( \nu \).

For both estimators, the objective function \( R_N \) denotes the approximation of an integral over the full data space from the real world \( \Omega_1 \) via

\[
G_{N_1,l_1} (\theta) \approx G_\infty := \int_{\Omega_1} m(z|\theta) d\nu(z) = \int_{\Omega_1} \int_{\Omega_2} \varphi(z, u|\theta) d\mu(u) \, d\nu(z).
\]

While it might be easy to quantify the range of the data (\( \Omega_1 \subset \mathbb{R}^{d_1} \)) it is much harder to determine their distribution in \( \Omega_1 \). In particular, we cannot choose the quadrature nodes \( z_{n_1}^{l_1}, n_1 = 1, \ldots, N_1, l_1 \) for the approximation deterministically. Hence, the sampling of data points is inherently random and limits the choice of \( Q_{l_1}^1 \) for the outer integral in (1.6) to quadrature methods which are based on random nodes. Therefore, we only consider Monte Carlo and optimal weights cubature for \( Q_{l_1}^1 \) and combine them with low- (MC), medium- (Sobol) and high-order (SG or Frolov) rules for \( Q_{l_2}^2 \).

We shortly want to point out that the index \( \varphi \) them with low- (MC), medium- (Sobol) and high-order (SG or Frolov) rules for \( Q_{l_2}^2 \).

We shortly want to point out that the index \( n \) for \( n = 1, \ldots, N \) as it was used in Section 4 now changes to \( n_1 \) with \( n_1 = 1, \ldots, N_1, l_1 \) in the setting for the approximation, since the summation over the observations is now considered an approximation \( Q_{l_1}^1 \) of the integral over the data space. Hence, we have now \( z_{n_1}^{l_1} \) where we had \( z_n \) in Section 4.

We can now specify the Mixed Logit model by

\[
\varphi_{\text{MixL}}(z, u|\theta) = \frac{e^{(zu)_i}}{\sum_{j=1}^J e^{(zu)_j}}
\]

and \( F(z, \theta, t) = \log(t) \). We let \( \Omega_1 = [0, 1]^{d_1} \), where \( d_1 = J \cdot q \), let \( \nu \) be the uniform distribution and set \( J = 3 \) and \( q = 4 \). We consider a multivariate Gaussian distribution as mixing distribution for \( u \), hence \( \Omega_2 = \mathbb{R}^4 \), and \( \mu \) resembles the corresponding c.d.f., so that \( \mathcal{I}_1 \) denotes a 12-dimensional and \( \mathcal{I}_2 \) denotes a 4-dimensional integral, respectively. Finally, we set the parameter vector \( \theta = (u_0, \Sigma) \) by letting the mean of the mixing distribution be \( u_0 = (0, 0, 0, 0) \in \mathbb{R}^4 \) and letting its covariance matrix \( \Sigma = \Sigma_\rho \) be parameterized by \( \rho = 0.1 \) where \( \Sigma_{ii} = 1 \) and \( \Sigma_{ij} = \rho \) for \( i \neq j \).

Similar to the synthetic case from Subsection 5.1, \( \varphi_{\text{MixL}} \) is smooth. Thus, in theory any order of convergence could be obtained asymptotically. However, the possibly problematic issue in terms of \( F \) for \( P(z|\theta) \) being very close to 0 remains.

As the inner integral is defined on \( \mathbb{R}^{d_2} \) with a multivariate normal density function, SG quadrature based on the Gauss-Hermite rule and MC quadrature with sampling from a multivariate normal distribution can be applied directly for the inner integral. Furthermore, using a proper tangens-transformation rule and MC quadrature with sampling from a multivariate normal distribution can be applied directly for the inner integral. The normal distribution has very flat tails and therefore cancels out any boundary singularities that would have been introduced by the tangens-transformation otherwise.

Figure 2 now supports the claims made in Section 3: If MC integration is used for \( Q_{l_1}^1 \), then MC integration for \( Q_{l_2}^2 \) also gives the highest improvement of the usage of STP compared with FTP. Moreover, a sparse grid rule for \( Q_{l_2}^2 \) improves FTP and STP simultaneously. Similar results were obtained for optimal weights cubature where the difference between STP and FTP quadrature can be observed clearly for all combinations.
5.3. Multinomial Probit with a GMM estimator. Based on the seminal paper by McFadden [42], we now investigate the double integral arising from the estimation of the Multinomial Probit model with a GMM-estimator. The associated moment function is defined in (4.11). According to the definition (4.6) of $P_{n_{1},j}(\theta)$, the choice probability is given as the c.d.f. of a multivariate Gaussian distribution, so the derivatives $\nabla_{\theta}P_{n_{1},j}(\theta)$ exist and can be derived via the corresponding p.d.f.. Furthermore $P_{n_{1},j}(\theta)$ needs to be com-
puted only for the case $y_{n_1,j} = 1$, so the approximation problem for this estimator boils down to the computation of one Multinomial Probit integral for each node/data point $z_{n_1}^j$.

Yet the Multinomial Probit choice probability defined by (4.6) cannot be well approximated directly by the given quadrature rules since the kink introduced by the characteristic function in the integrand reduces the regularity of the integrand drastically. Therefore, higher-order quadrature rule cannot improve upon MC quadrature. But the Genz-algorithm [15], which is equivalent to the GHK-simulator [27], [37], transforms the integral to the unit cube

$$\mathcal{I}(w) = \int_{(0,1)^{d_2}} \prod_{i=1}^{d_2+1} \hat{w}_i(u_1, ..., u_{i-1}) du$$

(5.2)

where $d_2 = J - 2$ for the number of choices $J$ and

$$w = (\hat{W}_{k,i})_{i=1, i \neq k} = ((z\theta)_k - (z\theta)_{i})_{i=1, i \neq k}$$

(5.3)

for a fixed choice $k \in \{1, ..., J\}$. The $\hat{w}_i$ are recursively defined by

$$\hat{w}_i(u_1, ..., u_{i-1}) = \Phi \left( C_{ii}^{-1} \cdot \left( w_i - \sum_{j=1}^{i-1} C_{ij} \Phi^{-1}(u_j \hat{w}_j(u_1, ..., u_{j-1})) \right) \right)$$

for $i = 1, ..., J - 1$. Here, $\Phi$ is again the c.d.f. of the standard univariate Gaussian and $C$ is a factor from the Cholesky decomposition of $\Sigma$, i.e. $\Sigma = C^T C$. The inverse c.d.f. $\Phi^{-1}$ induces a boundary singularity for the integrand in (5.2) but it is still analytic away from the boundary.

In the setting of tensor product integration, the definition (5.2) now yields the inner integrand

$$\varphi_{\text{MNP}}(z, \theta) = \prod_{i=1}^{d_2+1} \hat{w}_i(u_1, ..., u_{i-1})$$

for the Multinomial Probit model. As intermediate function, we obtain

$$F(z_{n_1}^j, \theta, t) = \frac{1}{t} \nabla_\theta P_{n_1,j(n_1)}(\theta) - 1$$

based on (4.11) and the fact that $y_{n_1,j} \neq 0$ only for one alternative $j$, which we denote by $j(n_1)$.

We let again $\Omega_1 = [0,1]^{d_1}$ with $d_1 = J \cdot q$, we let $\nu$ be the uniform distribution and set $J = 5$ and $q = 3$, so $\mathcal{I}_1$ denotes a 15-dimensional integral. The transformed integral (5.2) is defined on the domain $\Omega_2 = (0,1)^{d_2}$ where $d_2 = J - 2$ and $\mu$ is the corresponding Lebesgue measure, so the inner integral is 3-dimensional. We set $\theta = (1,1,1) \in \mathbb{R}^3$ and use the covariance matrix $\Sigma = \Sigma_0,1$ similar to the previous subsection. Again, $\varphi_{\text{MNP}}$ is smooth, so any quadrature formula should achieve its best rate. $F$ is Lipschitz if $t$ is bounded away from 0, thus the conditions of Theorems 3.4 and 3.5 are met.

In contrast to Subsection 5.2, in this subsection both integration domains are bounded, hence all of the proposed quadrature rules can be applied directly. As before, the Clenshaw-Curtis rule is transformed linearly to $[-1,1]$. However, the Genz transformation still introduces a boundary singularity reducing the regularity of the inner
Figure 3: Full (FTP) and sparse (STP) tensor product quadrature for the Multinomial Probit model estimated with GMM. (Legend as in Figure 1)

We see in Figure 3 that STP clearly outperforms FTP for all combinations of MC or optimal weight cubature with low and high order formulas for \( Q_2 \). In particular, for Monte Carlo integration for \( Q_1 \), STP and FTP follow the expected rates closely, similar to the above case of Mixed Logit/Maximum likelihood. Only the combination
of optimal weights with Frolov cubature fails due to the bad performance of the latter which is caused by the non-zero boundary trace of the integrand.

5.4. Mixed Probit. As final example, we recall the Mixed Probit model from Section 4: There we noticed that, although the multivariate Probit model already allows for correlation between choices, a mixture distribution might be superior in some cases. However, a Mixed Probit model is computationally even more challenging, since it involves not only the approximation of a multivariate Gaussian distribution but also an approximation of the integral over the parameter mixture. In particular, the multivariate Gaussian has to be calculated at every quadrature node for the integral over the mixing distribution.

Hence, we have again two nested integrals for which we can compare FTP and STP quadrature. The inner integrand remains \( \varphi^{MNP} \) (since the Multinomial Probit choice probability is the basis for the Mixed Probit model) with covariance matrix \( \Sigma = \Sigma_{0,2} \) and similar specification of \( \Omega_2 \) and \( \mu \). But in the computation of the utility \( V \), the roles of integration and fixed variable are interchanged: We now integrate over \( \theta \) and fix a set of observed variables \( z \), thus, in the established notation, we have "\( z \) = \( \theta \)" and \( z \) is a value in the new parameter vector \( \theta \). This also changes the dimensionality of \( \Omega_1 \) from \( q \cdot J \) to \( q \). We draw \( q \cdot J \) values randomly from a uniform distribution to assemble the new parameter \( z \in \mathbb{R}^{q \times J} \) and set \( q = 4 \) and \( J = 5 \) obtaining 3-
dimensional inner and 4-dimensional outer integrals, respectively. Furthermore, the intermediate function $F$ becomes

$$F(z, \theta, t) = t \cdot h(z|\theta_0, \Xi)$$

for a mixing distribution $h$ with mean $\theta_0$ and covariance matrix $\Xi$. As for the Mixed Logit model, we let $h$ be a multivariate Gaussian distribution, set $\theta_0 = (0.2, 0.2, 0.2, 0.2) \in \mathbb{R}^4$ and $\Xi = \Sigma_{0,1}$, and have the complete parameter vector $(z, \Sigma, \theta_0, \Xi)$.

For the inner integral, the same quadrature rules are available as in the previous section (with the same linear transformation for the Clenshaw-Curtis rule). Yet we are no longer restricted to MC and optimal weights cubature for the outer integral as the integration is now also induced by the model and not by the simulation. Therefore, we can test STP quadrature for higher-order rules. As the outer integral is defined on $\Omega_1 = \mathbb{R}^d_1$ with a multivariate normal density function, the same restrictions apply as for the inner integral in Section 5.2, i.e. we can simply use SG quadrature based on the Gauss-Hermite rule or any of the other rules if we first apply a tangens-transformation for the outer integral.

We display the resulting improvements in Figure 4. Once more, the results underscore the predictions we made in Tables 2, 3 and 4 as STP clearly outperforms FTP quadrature. Furthermore, we see how the benefits are more visible if same-order rules are used for $Q_{1i}^1$ and $Q_{1i}^2$ and we can observe how the high order of SG quadrature is sustained.

6. Concluding remarks. In the present paper, we adapted the sparse tensor product (STP) technique for integration problems, proved corresponding theorems on error bounds and derived the optimal balancing factor. In particular, we proposed a Hölder continuity condition for the linking function to preserve error bounds. It turned out that the improvements of STP quadrature compared with the classic balancing approach between inner and outer integral (FTP quadrature) are most significant if the rules used for the inner and outer integral achieve similar convergence rates. Then, the order of the total rate is almost doubled for STP quadrature and almost equals the rate of each separate formula.

We then presented two popular models from Discrete Choice modeling which both require the approximation of a multi-dimensional integral. Furthermore, we discovered that M- and GMM-estimators can be considered as Monte Carlo simulations of integrals over the domain of the observable variables, i.e. the “real world data” space. Together with the integrals posed by the respective models and objective functions they comprise nested integrals separated by an intermediate function.

Introducing STP quadrature to these nested integrals, we combined the approximation of inner and outer integral to obtain significantly improved approximations of Maximum Likelihood- and GMM-estimators, where Mixed Logit and Multinomial Probit models served as examples for models with multidimensional integrals which are not analytically solvable. For both instances, as well as a synthetic test function, the proposed STP quadrature approach was considerably better than the standard approach, achieving up to twice the original order of convergence. Finally, for the Mixed Multinomial Probit model, which directly included a nested integral, STP quadrature was similarly effective.

We conclude that econometric estimation and nested integrals arising from econometric models can significantly benefit from using sparse tensor product quadrature. In estimation, which we simulated using MC sampling in the domain $\Omega_1$, this enables us
to reach the best possible main rate $O(N^{-1/2})$ for any rule $Q^2_n$ and hence to increase the accuracy of an ML- or GMM-estimator for a fixed set of observations. For nested integrals as in the Mixed Probit model, we preserve polynomial (and possibly even exponential) convergence rates and make intractable models numerically feasible. For applications where both integrals are induced by the model (and not one by simulation and one by the model), the regularity of the integrands is decisive for the overall achievable convergence rate. It may happen that the advantage of higher-order quadrature rules gets eliminated if the integrands are not sufficiently smooth. Depending on the model, the parameter $\theta$ might also affect the convergence behavior of the inner and outer quadratures, e.g. certain choices of $\theta$ might introduce singularities or kinks to the integrands or just might move them closer to such irregularities.

Eventhough the sparse tensor product effect requires little regularity of the integrands $\varphi$ and $F$, convergence rates higher than $O(N^{-1/2})$ can in general not be achieved even for smooth functions, if the outer integral is approximated only by real world observations. Then, as the quadrature points for the outer integral are chosen at random in this setting, just the convergence theory for MC sampling is applicable. Altogether this leads to the best possible rate $O(N^{-1/2})$ even for an analytical inner integrand. It is to be explored in the future if and how estimation in $\Omega_1$ can be enhanced by the weights from optimally weighted MC and the estimation thus can benefit from its higher rate. Altogether this would result in much faster convergence for both, FTP and STP, while still keeping the advantage of STP over FTP of a doubled rate which we demonstrated in this article.
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