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ABSTRACT
We present SPARSI, a novel theoretical framework for partitioning sensitive data across multiple non-colluding adversaries. Most work in privacy-aware data sharing has considered disclosing summaries where the aggregate information about the data is preserved, but sensitive user information is protected. Nonetheless, there are applications, including online advertising, cloud computing and crowdsourcing markets, where detailed and fine-grained user-data must be disclosed. We consider a new data sharing paradigm and introduce the problem of privacy-aware data partitioning, where a sensitive dataset must be partitioned among k untrusted parties (adversaries). The goal is to maximize the utility derived by partitioning and distributing the dataset, while minimizing the total amount of sensitive information disclosed. The data should be distributed so that an adversary, without colluding with other adversaries, cannot draw additional inferences about the private information, by linking together multiple pieces of information released to her. The assumption of no collusion is both reasonable and necessary in the above application domains that require release of private user information. SPARSI enables us to formally define privacy-aware data partitioning using the notion of sensitive properties for modeling private information and a hypergraph representation for describing the interdependencies between data entries and private information. We show that solving privacy-aware partitioning is, in general, NP-hard, but for specific information disclosure functions, good approximate solutions can be found using relaxation techniques. Finally, we present a local search algorithm applicable to generic information disclosure functions. We apply SPARSI together with the proposed algorithms on data from a real advertising scenario and show that we can partition data with no disclosure to any single advertiser.

1. INTRODUCTION
The landscape of online services has changed significantly in the recent years. More and more sensitive information is released on the Web and is processed by online services. The most common paradigm to consider are people who rely on online social networks to communicate and share information with each other. This leads to a diverse collection of voluntarily published user data. Online services such as Web search, news portals, recommendation and e-commerce systems, collect and store this data in their effort to provide high-quality personalized experiences to a heterogeneous user base. Naturally, this leads to increased concerns related to an individual’s privacy and the possibility of private personal information being aggregated by untrusted third-parties such as advertisers.

A different application domain that is increasingly popular is crowdsourcing markets. Tasks, typically decomposed into micro-tasks, are submitted by users to a crowdsourcing market and are fulfilled by a collection of workers. The user needs to provide each worker with the necessary data to accomplish each micro-task. However, this data may contain information that is sensitive and care must be taken not to disclose any more sensitive information than minimally needed to accomplish the task. Consider, for example, the task of labeling a dataset that contains information about the location of different individuals, that needs to be used as input to a machine learning algorithm. Since the cost of handling the dataset is high, submitting this task to a crowdsourcing market provides an inexpensive alternative. However, the dataset might contain sensitive information about the trajectories the individuals follow as well as the structure of the social network they form. Hence, we must perform a clever partitioning of the dataset to the different untrusted workers in order to avoid disclosing sensitive information. Observe, that under this paradigm, the sensitive information contained in the dataset is not necessarily associated with a particular data entry.

Similarly with the rise of cloud computing, increasing volumes of private data are being stored and processed on untrusted servers in the cloud. Even if the data is stored and processed in an encrypted form, an adversary may be able to infer some of the private information by aggregating, over a period of time, the information that is available to it (e.g., password hashes of users, workload information). This has led security researchers to recommend splitting data and workloads across systems or organizations to remove such points of compromise.

In all applications presented above, a party, called publisher, is required to distribute a collection of data (e.g., user information) to many different third parties. The utility in sharing data results either from the improved quality of personalized services or from the cost reduction in fulfilling a decomposable task. The sensitive information is often not limited to the identity of a particular entity in the dataset (e.g., a user using a social network based service), but rather arises from the combination of a set of data items. It is these sets we would like to partition across different adversaries. We next use two real-world examples to illustrate this.


Example 1. Consider a location based social network, such as Gowalla\textsuperscript{1} and Brightkite\textsuperscript{2}, where users check-in at different places they visit. The available data contains information about the locations of the users at different time instances and the structure of the social network connecting the users. User location data is of particular interest to advertisers, as analyzing it can provide them with a rather detailed profile of the habits of the user. Using such data allows advertisers to devise highly efficient personalized marketing strategies. Hence, they are willing to pay large amounts of money to the data publisher for user information. However, analyzing the location of multiple users collectively can reveal information about the friendship links between users, thus, revealing the structure of the social network\textsuperscript{2}.

Disclosing the structure of the social network might not be desirable by the online social network provider, as it can be used for viral marketing purposes, which may drive users away from using the social network. It is easy to see that a natural tradeoff exists between publishing user data, and receiving high monetary utility, versus keeping this data private to ensure the popularity of the social network.

This example shows how an adversary may infer some sensitive information that is not explicitly mentioned in the dataset but is related to the provided data and can be inferred only when particular entries of the dataset are collectively analyzed. Not revealing all those entries together to an adversary prevents disclosure of the sensitive information. We further exemplify this setup using a crowdsourcing application.

Example 2. Consider a data publisher with a collection of medical prescriptions to be transcribed. Each prescription contains sensitive information, such as the disease of the patient, the prescribed medication, the identity of the patient, and the identity of the doctor. Furthermore, the publisher would like to minimize the total cost of the transcription. Thus, she considers using a crowdsourcing solution where she partitions the task into micro-tasks to be submitted to multiple workers. It is obvious that if all fields in the prescription are revealed to the same worker, highly sensitive information is disclosed. However, if the dataset is partitioned in such a way that different workers are responsible for transcribing different fields of one prescription, no information is disclosed as patients cannot be linked with a particular disease or a particular doctor. In this case, the utility of the publisher stems from fulfilling the task at a reduced cost.

Despite being simplistic, the second example illustrates how distributing a dataset can allow one to use it for a particular task, while minimizing the disclosure of sensitive information. Motivated by applications such as the ones presented above, we introduce the problem of privacy-aware partitioning of a dataset, where our goal is to partition a dataset among $k$ untrusted parties and to maximize either user’s utility, or the third parties’ utilities, or a combination of those. Further, we would like to do this while minimizing the total amount of sensitive information disclosed.

Most of the previous work has either considered sharing privacy-preserving summaries of data, where the aggregate information about the population of users is preserved, or has bypassed the use of personal data and its disclosure to multiple advertisers.\textsuperscript{20}\textsuperscript{17}\textsuperscript{12}. These approaches focus on worst-case scenarios assuming arbitrary collusion among adversaries. Therefore, all adversaries are combined and treated as a single adversary. However, this strong threat model does not allow publishing of fine-grained information. Other approaches have explicitly focused on online advertising, and have developed specialized systems that limit the disclosure of sensitive user-related information when deployed to a user’s Web browser\textsuperscript{11}\textsuperscript{21}. Finally, Krause et al. have studied how the disclosure of a subset of the attributes of a data entry can allow access to fine-grained information\textsuperscript{14}. While they examine the utility and disclosure tradeoff, their proposed framework does not take into account the interdependencies across different data entries and assumes a single adversary (third party)\textsuperscript{1}.

In this work we propose SPARSI a new framework that allows us to formally reason about leakage of sensitive information in scenarios such as the ones presented above, namely, setups where we are given a dataset to be partitioned among a set of non-colluding adversaries in order to obtain some utility. We consider a generalized form of utility that captures both the utility that each adversary obtains by receiving part of the data and the user’s personal utility derived by fulfilling a task. We elaborate more on this generalization in the next section. This raises a natural tradeoff between maximizing the overall utility while minimizing information disclosure. We provide a formal definition of the privacy-aware data partitioning problem, as an optimization of the aforementioned tradeoff.

While non-collusion results in a somewhat weaker threat model, we argue that it is a reasonable and practical assumption in a variety of scenarios, including the ones discussed above. In setups like online advertising and cloud computing there is no particular incentive for adversaries to collude, due to conflicting monetary interests. In crowdsourcing scenarios the probability that adversaries who may collude will be assigned to the same task is minuscule due to the large number of anonymous available workers. Attempts to collude can often be detected easily, and the possibility of strict penalization (by the crowdsourcing market) provides additional disincentive to collude. Finally, we note that, an assumption of no collusion is a necessary and a practical one in most of these situations; otherwise there would be no way to accomplish those tasks.

The main contributions of this paper are as follows:

- We introduce the problem of privacy-aware data partitioning across multiple adversaries, and analyze its complexity. To our knowledge this is the first work that addresses the problem of minimizing information leakage when partitioning a dataset across multiple adversaries.

- We introduce SPARSI, a rigorous framework based on the notion of sensitive properties that allows us to formally reason about how information is leaked and the total amount of information disclosure. We represent the interdependencies between data and sensitive properties using a hypergraph and we show how the problem of privacy-aware partitioning can be cast as an optimization problem that it is NP-hard by reducing it to hypergraph partitioning.

- We analyze the problem for specific families of information disclosure functions, including step and linear functions, and show how good solutions can be derived by using relaxation techniques. Furthermore, we propose a set of algorithms, based on a generic greedy randomized local search algorithm, for obtaining approximate solutions to this problem under generic families of utility and information disclosure functions.

- Finally, we demonstrate how, using SPARSI, one can distribute user-location data, like in Example\textsuperscript{1} to multiple advertisers while ensuring that almost no sensitive information about potential user friendship links is revealed. Moreover, we experimentally verify the performance of the proposed algorithms for
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\textsuperscript{1}For the remainder of the paper we treat adversaries and third parties as the same
both synthetic and real-world datasets. We compare the performance of the proposed greedy local search algorithm against approaches tailored to specific disclosure functions, and show that it is capable of producing solutions that are close to the optimal.

2. SPARSI FRAMEWORK

In this section we start by describing the different components of SPARSI. More precisely, we show how one can formally reason about the sensitive information contained in a dataset by introducing the notion of sensitive properties. Then, we show how to model the interdependencies between data entries and sensitive properties rigorously, and how to reason about the leakage of sensitive information in a principled manner.

2.1 Data Entries and Sensitive Information

Let \( D \) denote the dataset to be partitioned among different adversaries. Moreover, let \( A \) denote the set of adversaries. We assume that \( D \) is comprised of data entries \( d_i \in D \) that disclose minimal sensitive information if revealed alone. To clarify this consider Example 1 where each data entry is the check-in location of a user. The user is sharing this information voluntarily with the social network service in exchange for local advertisement services, hence, this entry is assumed not to disclose sensitive information. In Example 2, the data entries to be published are the fields of the prescriptions. Observe that if the disease field is revealed in isolation, no information is leaked about possible individuals carrying it.

However, revealing several data entries together discloses sensitive information. We define a sensitive property to be a property that is related to a subset of data entries but not explicitly represented in the data set, and that can be inferred if the data entries are collectively analyzed. Let \( P \) denote the set of sensitive properties that are related to data entries in \( D \). To formalize this abstract notion of indirect information disclosure, we assume that each sensitive property \( p \in P \) is associated with a variable (either numerical or categorical) \( V_p \) with true value \( v_p^* \). Let \( D_p \subset D \) be the smallest set of data entries from which an adversary can infer the true value \( v_p^* \) of \( V_p \) with high confidence, if all entries in \( D_p \) are revealed to her. We assume that there is a unique such \( D_p \) corresponding to each property \( p \). We say that data entries in \( D_p \) disclose information about property \( p \in P \) and that information disclosure can be modeled as a function over \( D_p \) (see Section 2.2).

We assume that sensitive properties are specified by an expert and the dependencies between data entries in \( D \) and properties in \( P \), via sets \( D_p, \forall p \in P \), are represented as an undirected bipartite graph, called a dependency graph. Returning to the example applications presented above we have the following: In Example 1 the sensitive properties correspond to the friendship links between users, and the associated datasets \( D_p \) correspond to the check-in information of the pairs of users participating in friendship links. In Example 2, the sensitive properties correspond to the links between a patient’s id and a particular disease, or a doctor’s id and particular medication. In general, it has been shown that data mining techniques can be used to determine the dependencies between data items and sensitive properties.

Let \( G_d \) denote such a dependency graph. \( G_d \) has two types of nodes, i.e., nodes \( P \) that correspond to sensitive properties and nodes \( D \) that correspond to data entries. An edge connects a data entry \( d \in D \) with a property \( p \in P \) only if \( d \) can potentially disclose information about \( p \). Alternatively, we can use an equivalent hypergraph representation, that is easier to reason about in some cases. Converting the dependency graph \( G_d \) into an equivalent dependency hypergraph is simply done by mapping each property node into a hyperedge. We assume that the dimension (i.e., size of largest hyperedge) of the dependency hypergraph is bigger than the number of adversaries.

An example of a bipartite graph and its equivalent hypergraph is shown in Figure 1. Recall that in this example we do not want to disclose any information about the structure of the social network, i.e., the sensitive properties are the friendship links between individuals. However, if an adversary is given the check-in locations of two individuals, she can infer whether there is a friendship link or not between them. The dependencies between check-ins and friendship links are captured by the edges in the bipartite graph.

2.2 Information Disclosure

We model the information disclosed to an adversary \( a \) using a vector valued function \( f_a : P(D) \rightarrow \{0,1,\cdots \} \), which takes as input the subset of data entries published to an adversary, and returns a vector of disclosure values; one per sensitive property. That is, \( f_a(S_a)[i] \) denotes the information disclosed to adversary \( a \in A \) about the \( i \)th property when \( a \) has access to the subset \( S_a \) of data entries. We assume that information disclosure takes values in \( [0,1] \), with 0 indicating no disclosure and 1 indicating full disclosure. Generic disclosure functions, including posterior beliefs, and distribution distances can be naturally represented by SPARSI. The only requirement is that the disclosure function returns a value for each sensitive property.

Based on the disclosure functions of all adversaries we define the overall disclosure function \( f \) as an aggregate of all functions in \( F \). Before presenting the formal definition, we define the assignment set, given as input to \( f \).

**Definition 1** (Assignment Set). Let \( x_{da} \) be an indicator variable set to 1 if data entry \( d \in D \) is published to adversary \( a \in A \). We define the assignment set \( S \) to be the set of all variables \( x_{da} \), i.e., \( S = \{ x_{1a}, \cdots, x_{1|[A]}; \cdots; x_{|D|[A]} \} \), and the adversary’s assignment set \( S_a \) to be the set of indicator variables corresponding to adversary \( a \in A \), i.e., \( S_a = \{ x_{1a}, x_{2a}, \cdots, x_{|D|[a]} \} \).
2.3 Overall Utility

The overall utility can be expressed as:

\[ f_\infty(S) = \max_{a \in A} \left\| f_a(S_a) \right\|_\infty \]  

(1)

Observe that using the infinity norm accounts for the worst case disclosure across properties. Thus, full disclosure for at least one sensitive property suffices to maximize the information leakage. This function is indifferent to the total number of sensitive properties that are fully disclosed in a particular partitioning and gives the same score to all that have at least one fully disclosed property.

However, there are cases where one is not interested in the worst case disclosure but only interested in the total information disclosed to any adversary. Following this observation we introduce another variation of the overall disclosure function that considers the total information disclosure per adversary.

**Average Disclosure.** We replace the infinity norm in the equation above with the \( L_1 \) norm:

\[ f_{L_1}(S) = \max_{a \in A} \frac{\| f_a(S_a) \|_1}{|P|} \]  

(2)

Observe that both Equation 1 and Equation 2 consider the maximum over the disclosure across adversaries, i.e., they can be written as:

\[ f(S) = \max_{a \in A} f_a(S_a) \]  

(3)

where \( f_a(S_a) = \| f_a(S_a) \|_\infty \) or \( f'_a(S_a) = \frac{\| f_a(S_a) \|_1}{|P|} \).

2.3 Overall Utility

Let \( u \) denote the utility derived by partitioning the dataset across multiple adversaries. We have that \( u : \mathcal{P}(D \times A) \to \mathbb{R}^+ \), where \( \mathcal{P}(D \times A) \) denotes the powerset of possible data-to-adversary assignments. As we show below, this function either quantifies the utility of the adversaries when acquiring part of the dataset assignments. As we show below, this function either quantifies the utility derived by partitioning the data across a given single adversary. Consider Example 1 as before. Typically, advertisers pay higher amounts for data that provide higher utility. Thus, maximizing the utility of each individual advertiser maximizes the utility (maybe monetary) of the data publisher as well.

Based on this observation we unify the two types of utilities under a single formulation based on the utility of adversaries. First we focus on the utility of adversaries. Intuitively, we would expect that the more data an adversary receives, the less the observation of a new, previously unobserved, data entry would increase the gain that the more data an adversary receives, the less the observation of a single formulation based on the utility of adversaries. First we assume that both data entry must be revealed to at least one and at most \( t \) adversaries. The lower bound arises naturally in both application discussed in the introduction section. The upper bound is necessary to model cases where the number of assignments per data entry needs to be restricted as it might incur some cost, e.g., monetary in crowdsourcing applications.

We assume that the functions to compute the overall utility and information disclosure are given. Let these functions be denoted by \( u \) and \( f \) respectively. Ideally, we wish to maximize the utility while minimizing the cost; however, there is a natural tradeoff between the two optimization goals. A traditional approach is to set a requirement on information disclosure while optimizing the gain. Accordingly we can define the following optimization problem.

**Definition 2.** (DiscBudget). Let \( D \) be a set of data entries, \( A \) be a set of adversaries, and \( \tau_1 \) be a budget on information disclosure. This formulation of the privacy-aware partitioning problem finds a data entry to adversary assignment set \( S \) that maximizes \( u(S) \) under constraint \( f(S) \leq \tau_1 \). More formally we have the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad u(S) \\
\text{subject to} & \quad f(S) \leq \tau_1, \\
& \quad 1 \leq \sum_{a=1}^{k} x_{da} \leq t, \forall d \in D, \\
& \quad x_{da} \in \{0,1\},
\end{align*}
\]

(5)

where \( x_{da} \) and \( S \) are defined in Definition 7 as before and \( t \geq 1 \) is the maximum number of adversaries to whom a particular data entry can be published.

This optimization problem already captures our desire to reduce the information disclosure while increasing the utility. However, depending on the value of \( \tau_1 \), the optimization problem presented above might be infeasible. Infeasibility occurs when \( \tau_1 \) is so small that no assignment of data to adversaries, such that \( \sum_{d=1}^{k} x_{da} \geq 1, \forall d \in D \) and \( f(S) \leq \tau_1 \) exists.

To overcome this, we consider a different formulation of the privacy-aware data partitioning problem where we seek to maximize the difference between the utility and the information disclosure functions. We consider the Lagrangian relaxation of the previous optimization problem. Again, we assume that both functions are measured using the same unit. We have the following:
We continue by describing such functions formally. Let $D_p \subset D$ be the set of data entries associated with $p$. Property $p$ is fully disclosed only if $D_p$ is published in its entirety to an adversary. This can be modeled using a set of step functions $f_p \in F$: $f_p(D_a)[p] = 1$, if the set of data items assigned to adversary $a$ contains all the elements of $D_p$, associated with property $p$. If $D_p \not\subseteq D_a$, then $f_p(D_a) = 0$. Observe that information disclosure is minimized (and is equal to 0) when no adversary gets all the elements in $D_p$, for all $p$. For step functions we consider worst case disclosure, since ideally we do not want to fully disclose any property.

Considering DISCBUDGET and TRADEOFF separately is not meaningful for step functions. Since disclosure can only take the extreme values $\{0, 1\}$, $\tau_1 = 1$ in TRADEOFF should be set to 0. Hence, full disclosure of a property always penalizes the utility. Hence, one can reformulate the problem and seek for solutions that maximize the utility function under the constraint that information disclosure is 0, i.e., no property exists such that all its corresponding data entries are published to the same adversary.

Given these families of information disclosure functions and a submodular utility function, both formulations of privacy-aware data partitioning can be represented as an integer program (IP):

$$\max \sum_{S \in P(D \times |A|)} u(S)$$

subject to

$$1 \leq \sum_{a=1}^k x_{da} \leq t, \forall d \in D,$$

where $x_{da}$ and $S$ are defined in Def. 4 and $t$ is the maximum number of adversaries to whom a data entry can be published.

We prove that both problems above are NP-hard by reducing both versions of the privacy-aware data partitioning problem to the hypergraph coloring problem [3].

**Theorem 1.** Both formulations of the privacy-aware data partitioning problem are, in general, NP-hard to solve.

**Proof.** Fix a set of adversaries denoted by $A$ and a set of data entries denoted by $D$. Let $P$ denote the sensitive properties that correspond to data entries in $D$. We require to partition $D$ across the adversaries in $A$. Consider the following instance of the privacy-aware data partitioning problem. We require that each data entry be published to exactly one adversary. Moreover, we set the maximum budget on information disclosure to be 1. We also fix the overall information disclosure to be a step function of the following form: If all the data entries corresponding to a particular sensitive property are revealed to the same adversary the overall disclosure is 1 otherwise it is 0. Finally we consider a constant utility function, which is always equal to 1. Considering the hypergraph representation of data and properties, it is easy to see that this problem is equivalent to the hypergraph coloring problem, which is NP-hard [3]. Reversing the above steps, one can easily reduce any instance of hypergraph coloring to the privacy-aware data partitioning problem. □

In the remainder of the paper we describe efficient heuristics for solving the partitioning problem – we present approximation algorithms for specific information disclosure functions in Section 4 and a greedy local-search heuristic for the general problem in Section 5. Due to space constraints, henceforth, we will only focus on the TRADEOFF formulation. Many of our algorithms also work for the DISCBUDGET formulation (with slight modifications).

### 4. ANALYZING SPECIFIC CASES OF INFORMATION DISCLOSURE

In this section, we present approximation algorithms when the information disclosure function takes the following special forms: 1) step functions, 2) linearly increasing functions. The utility function is assumed to be submodular.

#### 4.1 Step Functions

Information disclosure functions that correspond to a step function can model cases when each sensitive property $p \in P$ is either fully disclosed or fully private. A natural application of step functions is the crowdsourcing scenario shown in Example 2. When certain fields of a medical transcription, e.g., name together with diagnosis, or gender together with the zip code and birth data, are revealed to an adversary the corresponding sensitive property for the patient is revealed.
THEOREM 2. Let the overall utility function \( u \) be a nondecreasing submodular function. One can find a feasible solution to the optimization problem in (2) with expected approximation ratio of 
\((1 - \epsilon)(1 - e^{-1})\), for any \( \epsilon > 0 \), in polynomial time.

PROOF. This holds directly by Theorem 2.1 of Kulik et al. [15].

To achieve this approximation ratio, Kulik et al. introduce a framework that first obtains an approximate solution for a continuous relaxation of the problem, and then uses a non-trivial combination of a randomized rounding procedure with two enumeration phases, one on the most profitable elements, and the other on the 'big' elements, i.e., elements with high cost. This combination enables one to show that the rounded solution can be converted to a feasible one with high expected profit. Due to the intricacy of the algorithm we refer the reader to Kulik et al. [15] for a detailed description of the algorithm.

4.2 Linearly Increasing Functions

In this section, we consider linearly increasing disclosure functions. Linear disclosure functions can naturally model situations where each data entry independently affects the likelihood of disclosure. In particular, if normalized log-likehood is used as a measure of information disclosure, the disclosure function takes the linear form presented below. We consider the following additive form for the disclosure of property \( p \):

\[
f_a(\cdot)[p] = \sum_{d \in D_p} a_{dp} x_{da}
\]

where \( a_{dp} \) is a weight associated with the information that is disclosed about property \( p \) when data \( d \) is revealed to an adversary.

We can rewrite the TRADEOFF problem statement as:

\[
\begin{align*}
\text{maximize} & \quad u(S) + \lambda(\tau_1 - \max_{a \in A} \{ f_a'(S_a) \}) \\
\text{subject to} & \quad 1 \leq \sum_{a=1}^k x_{da} \leq t, \forall d \in D, \\
& \quad x_{da} \in \{0, 1\}.
\end{align*}
\]

When the utility function is additive, the above problem is an integer linear program, and hence can be solved by rounding the LP relaxation as explained in the previous section.

However, for general submodular \( u(\cdot) \), the objective is not submodular anymore – the max of the additive information disclosure functions is not necessarily supermodular [7]. Hence, unlike the case of step functions, we cannot use the result of Kulik et al. [15] to get an efficient approximate solution.

Nevertheless, we can compute approximate solutions in PTIME by considering the following max-min formulation of the problem:

\[
\begin{align*}
\text{maximize} & \quad \min_{S \in P(D \times A)} u(S) + \lambda(\tau_1 - f_a'(S_a)) \\
\text{subject to} & \quad 1 \leq \sum_{a=1}^k x_{da} \leq t, \forall d \in D, \\
& \quad x_{da} \in \{0, 1\}.
\end{align*}
\]

The above max-min problem formulation is closely related to the max-min fair allocation problem [10] for both types of information disclosure functions. The main difference between Problem 10 and the max-min fair allocation problem is that data items may be assigned to multiple adversaries. In the max-min fair allocation problem a data item is assigned exactly once. If \( t = 1 \) then the two problems are equivalent, and thus, one can provide worst case guarantees on the quality of the approximate solution. The problem of max-min fair allocation was studied by Golovin [10], Khot and Ponnuswami [13], and Goemans et al. [9]. Let \( n \) denote the total number of data entries (goods in the max-min fair allocation problem) and \( m \) denote the number of adversaries (buyers in the max-min fair allocation problem). The first two papers focus on additive functions and give algorithms achieving an \((n - m + 1)\)-approximation and a \((2m + 1)\)-approximation respectively, while the third one gives a \(O(n^{2/3}m^{1/3} \log n \log^{2} m)\)-approximation.

4.3 Quadratic Functions

In this section we consider quadratic disclosure functions of the following form:

\[
f_a(\cdot)[p] = \left( \sum_{d \in D_p} a_{dp} x_{da} \right)^2
\]

where \( a_{dp} \) and \( x_{da} \) are defined as before. Since \( f_a(D_p)[p] = 1 \) we have that \( \sum_{d \in D_p} a_{dp}^2 = 1 \). We assume that the utility is an additive function following the form of Equation 3 and do not consider generic submodular case.

The TRADEOFF optimization function can be rewritten as:

\[
\begin{align*}
\text{maximize} & \quad \sum_{d \in D} \sum_{a \in A} w_{da} x_{da} + \lambda(\tau_1 - \max_{a \in A} \{ f_a'(S_a) \}) \\
\text{subject to} & \quad 1 \leq \sum_{a=1}^k x_{da} \leq t, \forall d \in D, \\
& \quad x_{da} \in \{0, 1\}.
\end{align*}
\]

Since all constraints are either linear or quadratic, the above problem is an integer 0-1 Quadratic Constraint Problem (QCP) [7], which is, in general, NP-hard to solve. In order to derive an approximate solution in PTIME, we relax this problem to an equivalent Second Order Conic Programming (SOCP) problem [7]. A SOCP problem can be solved in polynomial time to within any level of accuracy by using an interior-point method [7] resulting in a fractional solution \( x_{da} \).

First, we focus on the constraints shown in Problem 15. The constraints for worst and average disclosure can be written as:

\[
\frac{1}{|P|} \sum_{p \in P} \left( \sum_{d \in D_p} a_{dp} x_{da} \right)^2 = (A_p x_a)^T A_p x_a, \forall p \in P, \forall a \in A
\]

and, for average disclosure (Equation 2), it can be written as:

\[
\frac{1}{|P|} \sum_{p \in P} \left( \sum_{d \in D_p} a_{dp} x_{da} \right)^2 = (A_p x_a)^T A_p x_a, \forall a \in A
\]

where \( x_a \) corresponds to a vector representation of the assignment set \( S_a \) and \( A_p \) is a positive vector that contains the appropriate weights for all data entries with respect to all properties \( p \in P \).

Both constraints follow the quadratic form \((A_x)^T A_x\), where \( x \) is a vector representation of the assignment set \( S_a \) and \( A \) is a matrix.
containing the appropriate $A_w’s$ or $A_p’s$ based on the type of information disclosure we are using. Let $C$ denote the total number of constraints with respect to the disclosure function. Observe that we have $C = |P| |A|$ and $C = |A|$ for the two cases of information disclosure respectively.

The next step is to incorporate variable $y$ in the optimization problem. For that we extend vector $x$ to include variable $y$. The new variable vector is $[y, x]^T$. We can rewrite the quantities in Equation 16 as follows:

$$\left( \begin{bmatrix} 0 & A \end{bmatrix} \right)^T \begin{bmatrix} 0 & A \end{bmatrix} \left( \begin{bmatrix} 0 & A \end{bmatrix} \right) \left( \begin{bmatrix} y \\ x \end{bmatrix} \right), \forall c \in [C]$$  \hspace{1cm} (17)

where $A$ and $x$ are as defined above. Finally, we have that the equivalent SOCP problem to the initial QCP problem is:

$$\text{maximize} \quad \begin{bmatrix} -\lambda^T W \end{bmatrix} q + \lambda^T \tau_I$$

subject to

$$\begin{bmatrix} 1 \quad 0 \end{bmatrix} q \geq (A’q)^T (A’q), \quad \forall c \in [C],$$

$$1 \leq \sum_{a=1}^k x_{da} \leq t, \forall d \in D.$$  \hspace{1cm} (18)

where $q = \left( \begin{bmatrix} y \\ x \end{bmatrix} \right)^T$, $A’$ = $\left( \begin{bmatrix} 0 & A \end{bmatrix} \right)$.

Finally, the fractional solutions $\hat{x}_{da}$ obtained from the SOCP needs to be converted to an integral solution. We point out that for the TRADEOFF problem no guarantees can be derived on the value of the objective function of the integral solution, when naive randomized rounding schemes, such as setting $x_{da} = 1$ with Pr[$X_{ad} = 1] = \hat{x}_{da}$ are used. Thus, finding a rounding scheme that ensures that the objective of the integral solution is equal to that of the fractional solution in expectation is an open problem.

5. **A Greedy Local Search heuristic**

So far we studied specific families of disclosure functions to derive worst-case guarantees for the quality of approximate solutions. In this section we present two greedy heuristic algorithms suitable for any general disclosure function. We still require the utility function to be submodular. Our heuristics are based on hill climbing and the Greedy Randomized Adaptive Local Search Procedure (GRASP) \cite{GRASP}. Notice that local search heuristics are known to perform well when maximizing a submodular objective function \cite{greedylocalsearch}. Again, we only focus on the TRADEOFF optimization problem (see Equation 6).

Algorithm 1 Overall Algorithm

1: Input: $A$: set of adversaries; $G$: objective function; $r$: number of repetitions; $t$: max. adversaries per data item
2: Output: $M_{opt}$: a data-to-adversary assignment matrix
3: for all $i = 1 \rightarrow r$ do
4: $M_0 \leftarrow$ empty assignment; $g_{opt} \leftarrow G(M_0)$
5: $\langle M_{ini}, g_{ini} \rangle \leftarrow \text{CONSTRUCTION}(G, A, t)$;
6: $\langle M, g \rangle \leftarrow \text{LOCALSEARCH}(G, A, t, M_{ini}, g_{ini})$;
7: if $g > g_{opt}$ then
8: $M_{opt} \leftarrow M$; $g_{opt} \leftarrow g$;
9: return $M_{opt}$;

5.1 Overall Algorithm

Our algorithm proceeds in two phases (Algorithm 1). The first phase, which we call **construction**, constructs a data-to-adversary assignment matrix $M_{ini}$ by greedily picking assignments that maximize the specified objective function $G(\cdot)$, i.e., the tradeoff between utility and information disclosure, while ensuring that each data item is assigned to at least one and at most $t$ adversaries. The second phase, called **local-search**, searches for a better solution in the neighborhood of the $M_{ini}$, by changing one assignment of one data item at a time if it improves the objective function, resulting in an assignment $M$. The construction algorithm may be randomized; hence, the overall algorithm is executed $r$ times, and the best solution $M_{opt} = \text{argmax}_{\{M_1, \ldots, M_r\}} G(M_i)$ is returned as the final solution.

Algorithm 2 CONSTRUCTION

1: Input: $G$: objective function; $A$: set of adversaries; $t$: max. adversaries per data item
2: Output: $\langle M, g \rangle$: data-to-adversary assignment, objective value
3: maxIterations $\leftarrow t \cdot |D|$
4: Initialize: $M \leftarrow$ empty assignment
5: for all $i \in [1, \maxIterations]$ do
6: // Compute a set of candidate assignments
7: $D_M \leftarrow$ data entries assigned to $< t$ adversaries in $M$;
8: Let $S \leftarrow D_M \times A - M$
9: // Pick the next best assignment that improves the objective
10: $\langle d, a \rangle \leftarrow \text{PICKNEXTBEST}(M, g, S, G)$
11: if $\langle d, a \rangle$ is NULL then
12: break; // No new assignments improve the objective
13: Assign the selected data entry $d$ to the selected adversary $a$;
14: return $\langle M, G(M) \rangle$;

5.2 Construction Phase

The construction phase (Algorithm 2) starts with an empty data-to-adversary assignment matrix and greedily adds a new $(d, a)$ assignment to the mapping $M$ if it improves the objective function. This is achieved by iteratively performing two steps. The algorithm first computes a set of candidate assignments $S$. For any data item $d$ (which does not already have $t$ assignments), and any adversary $a$, $(d, a)$ is a candidate assignment if it does not appear in $M$.

Algorithm 3 PICKNEXTBEST

1: Input: $G$: objective function; $M$: current assignment; $g$: current value of objective; $S$: possible new assignments
2: Output: new assignment $(d’ , a’)$, or NULL
3: GREEDY:
4: $(d’ , a’) \leftarrow \text{argmax}_{(d,a) \in S} G(M \cup \langle d, a \rangle)$
5: GRASP:
6: Pick the top-$n$ assignments $S_n$ having the highest value for $g_{(d,a)} = G(M \cup \langle d,a \rangle)$ from $S$, and having $g_{(d,a)} > g$.
7: $(d’ , a’)$ is drawn uniformly at random from $S_n$
8: if $G(M \cup \langle d, a \rangle) > g$ then
9: return $\langle d’, a’ \rangle$
10: else
11: return NULL

Second, the algorithm picks the next best assignment from the candidates (using PICKNEXTBEST, Algorithm 3). We consider two methods for picking the next best assignment — GREEDY and GRASP. The GREEDY strategy picks $(d’, a’)$ that maximizes the objective $G(M \cup \langle d’, a’ \rangle)$. On the other hand, GRASP identifies a set $S_n$ of top $n$ assignments that have the highest value for the objective $g_{(d,a)} = G(M \cup \langle d,a \rangle)$, such that $g_{(d,a)} > g$. Then $(d’, a’)$ is drawn uniformly at random from $S_n$. Both strategies return NULL if $(d’, a’)$ does not exist.
not improve the value of the objective function. The construction stops when no new assignment can improve the objective function.

**Complexity:** The run time complexity of the construction phase is $O(t \cdot |A| \cdot |D|^2)$. There are $O(t \cdot |D|)$ iterations, and each iteration may have a worst case running time of $O(|D| \cdot |A|)$. PICKNEXTBEST permits a simple parallel implementation.

---

**Algorithm 4 LOCALSEARCH**

1: **Input:** $G$: objective function; $A$: set of adversaries; $t$: max. assignments per data item; $M$: current assignment; $g$: current objective value
2: **Output:** ($M_{opt}$, $g_{opt}$): the new assignment, the corresponding objective value
3: **for all** $d \in D$ **do**
4: $A_d$ ← the set of adversaries to whom data item $d$ is assigned (according to current assignment $M$);
5: // Construct a set of neighboring assignments
6: $N_d$ ← $\{M\}$;
7: if ($|A_d| < t$) then $N_d$ ← $N_d$ \cup $\{M \cup \{(d, a')\}|\forall a' \notin A_d\}$;
8: **for each adversary** $a \in A_d$ **do**
9: $N_d$ ← $N_d$ \cup $\{M - \{(d, a)\}\}$
10: $N_d$ ← $N_d$ \cup $\{M - \{(d, a)\}\} \cup \{(d, a')\}|\forall a' \notin A_d\}$;
11: // Pick the neighboring assignment with maximum objective
12: $M_{opt}$ ← $\text{argmax}_{M' \in N_d} G(M')$
13: $M$ ← $M_{opt}$
14: **return** ($M_{opt}$, $G(M_{opt})$);

---

### 5.3 Local-Search Phase

The second phase employs local search (Algorithm 4) to improve the initial assignment $M_{init}$ output by the construction phase. In this phase, the data items are considered exactly once in some (random) order. Given the current assignment $M$, for each data item, a set of neighboring assignments $N_d$ (including $M$) are considered by (i) removing an assignment to an adversary $a$ in $M$, (ii) modifying the assignment from adversary $a$ to an adversary $a'$ (that $d$ was not already assigned to in $M$), and (iii) adding a new assignment (if $d$ is not already assigned to $t$ adversaries in $M$). Next, the neighboring assignment in $N_d$ with the maximum value for the objective $M_{opt}$ is picked. The next iteration considers the data item succeeding $d$ (in the ordering) with $M_{opt}$ as the current assignment. We found that making a second pass of the dataset in the local search phase does not improve the value of the objective function.

**Complexity:** The run time complexity of the local-search phase is $O(t \cdot |A| \cdot |D|)$.

---

### 5.4 Extensions

The construction phase (Algorithm 2) has a run time that is quadratic in the size of $D$. This is because in each iteration, the PICKNEXTBEST subroutine computes a global maximum assignment across all data-adversary pairs. While this approach makes the algorithm more effective in avoiding local minima it reduces its scalability due to its quadratic cost.

To improve scalability, one can adopt a local myopic approach during construction. Instead of considering all possible (data, adversary) pairs when constructing the list of candidate assignments (see Ln. 8 in Algorithm 2), one can consider a single data entry $d$ and populate the set of candidate assignments $S$ using only (data, adversary) pairs that contain $d$. More specifically, we fix a total ordering of the data entries $O$, and perform $t$ iterations of the following:

- Consider the next data item $d$ in $O$. Let $M$ be the current assignment.
- Construct $S$ as $(\{d\} \times A) - M$.
- Pick the next best assignment in $S$ using Algorithm 3 [GREEDY or GRASP] that improves the objective function.
- Update the current assignment $M$, and proceed with the next data entry in $O$.

**Complexity:** The run time complexity of the myopic-construction phase is $O(t \cdot |A| \cdot |D|)$.

### 5.5 Correctness

While both the construction and local search phases carefully ensure that each data item is assigned to no more than $t$ adversaries, we still need to prove that each data item is assigned to at least one adversary. To ensure this lower bound on the cardinality, we use the following objective function $G$:

$$G(\cdot) = u(\cdot) + \lambda(\tau - f(\cdot)) - C$$

where $C$ is the number of data items that are not assigned to any adversary and $\lambda \in [0, 1]$. The above objective function adds a penalty term $\lambda$ to the tradeoff between the utility and the information disclosure, i.e., $u(\cdot) + \lambda(\tau - f(\cdot))$. We can show that this penalty ensures that every data item is assigned to at least one adversary. We have the following theorem:

**Theorem 3.** Using $G(\cdot) = u(\cdot) + \lambda(\tau - f(\cdot)) - C$ with $\lambda \in [0, 1]$ as the objective function in Algorithm 2 returns a solution where all cardinality constraints are satisfied.

**Proof.** Both the construction and the local-search phases ensure that no adversary is assigned to more than $t$ adversaries (Ln. 7 in Algorithms 2 and 4).

We need to show that every data item is assigned to at least one adversary, i.e., at the end of the algorithm $C = 0$. We will focus on the global Algorithm 4. The proof for the local version of the algorithm is analogous.

The main intuition behind the proof is the following:

- At the end of the construction phase, if $C > 0$, then some data item must be assigned to $> t$ adversaries.
- In the local-search phase, making a data item unassigned never results in a better objective function.

At the start of the construction phase, $C = |D|$. We show that if at some iteration $C = i$, then in that iteration some unassigned data item is assigned to an adversary and $C$ reduces by 1. If $C = i > 0$, there are three possible paths the algorithm can follow after the iteration is over: (1) no new assignment is chosen, (2) the algorithm chooses to assign a data entry to an adversary so that the number of violated constraints remains the same (i.e. that data entry is already assigned to at least one adversary), and (3) a data-to-adversary assignment is chosen so that $C = i - 1$. We will show that given the objective function we are using, the first path will never be chosen.

We evaluate the value of the objective function for paths 1 and 3. For the third path we consider the worst case scenario, where only disclosure is increased (by $\Delta_f$) and utility remains the same. The value of the objective function for paths 1 and 3 is as follows:

$$G_1 = u + \lambda(\tau - f) - C$$
$$G_3 = u + \lambda(\tau - f - \Delta_f) - (C - 1)$$

Since $\Delta_f \leq 1$, $G_3 \geq G_1$, thus, path 1 will never be taken if $C > 0$.

Notice, that the objective values for paths 2 and 3 cannot be directly compared. However, we will show that during the $t|D|$ iterations we perform path 3 will be chosen $|D|$ times, and, hence
\( C = 0 \) at the end of Algorithm 2. Let \( n_1, n_2 \) and \( n_3 \) denote the number of times path1, path 2 and path 3 are chosen respectively. By construction we have that \( n_1 + n_2 + n_3 = t|D| \). After \( t|D| \) iterations if \( C = 0 \) we are done. If \( C > 0 \) then based on the above statement we will have \( n_1 = 0 \), and thus \( n_2 + n_3 = t \times |D| \). Now we will show that \( n_3 \) will always be equal to \( |D| \). Let \( n_3 < |D| \), we have that \( n_2 = tD - n_3 > (t - 1)|D| \). Recall that when path 2 is chosen, the algorithm assigned to an adversary a data entry is already assigned to another adversary. Therefore, if \( n_2 > (t - 1)|D| \) then some data item is assigned to > \( t \) adversaries, which does not happen. Therefore, \( n_3 = |D| \).

To prove that \( C = 0 \) at the end of the local-search phase, it suffices to show that the algorithm will never choose to remove an assignment from a data item assigned to exactly one adversary. Consider the state of the local-search algorithm right after an iteration of its main for-loop (Ln. 3-13 of Algorithm 4). We assume that the algorithm considers a data-entry \( d \) with a single assignment and that \( C = 0 \). Moreover, let \( u \) and \( f \) be the utility and disclosure at that point. Let \( u' \) and \( f' \) denote the utility and disclosure if \( d \) is assigned to no adversary. Consider the best-case scenario where no utility is lost, i.e., \( u' = u \), and \( f' = 0 \). Note that \( C = 1 \). The new objective value will be \( u' + \lambda f - f') - C = u + \lambda f - 1 \). We have that \( u + \lambda f - 1 \leq u + \lambda f - f \), since \( f \leq 1 \) always holds.

6. EXPERIMENTS

In this section we present an empirical evaluation of SPARSI. The main questions we seek to address are: (1) how the two versions of the privacy-aware partitioning problem – TRADEOFF and DISCBUDGET – compare with each other, and how well they exploit the presence of multiple adversaries with respect to disclosure and utility, (2) how the different algorithms perform in optimizing the overall utility and disclosure, and (3) how practical SPARSI is for distributing real-world datasets across multiple adversaries.

We empirically study these questions using both real and synthetic datasets. After describing the data and the experimental methodology, we present results that demonstrate the effectiveness of our framework on partitioning sensitive data. The evaluation is performed on an Intel(R) Core(TM) i5 2.3 GHz/64 bit/8 GB machine. SPARSI is implemented in MATLAB and uses MOSEK, a commercial optimization toolbox.

**Real-World Dataset:** For the first set of experiments we present how SPARSI can be applied to real world domains. We considered a social networking scenario as discussed in Example 1. We used the Brightkite dataset published by Cho et al. [2]. This dataset was extracted from Brightkite, a former location-based social networking service provider where users shared their locations by checking-in. Each check-in entry contains information about the id of the user, the timestamp and location of the check-in. The dataset contains the public check-in data of users and the friendship network of users. The original dataset contains 4.5 million check-ins, 58,228 users and 214,078 edges. We subsampled the dataset and extracted a dataset comprised of 365,907 check-ins. The corresponding friendship network contains 3,266 nodes and 2,935 edges. In Section 4.1, we discuss how we modeled the utility and information disclosure for this data.

**Synthetic Data:** For the second set of experiments we used synthetically generated data to understand the properties of different disclosure functions and the performance of the proposed algorithms better. There are two data-related components in our framework. The first is a hypergraph that describes the interaction between data entries and sensitive properties (see Section 2.1), and the second is a set of weights \( w_{da} \) representing the utility received when data entry \( d \in D \) is published to adversary \( a \in A \). The synthetic data are generated as follows. First, we set the total number of data entries \( |D| \in \{50, 100, 200, 300, 500\} \), the total number of sensitive properties \( |P| \in \{5, 10, 50, 100\} \), and the total number of adversaries \( |A| \in \{2, 3, 5, 7, 10\} \).

Next, we describe the scheme we used to generate the utility weights \( w_{da} \). There are two particular properties that need to be satisfied by such a scheme. The first one is that assigning any entry to an adversary should induce some minimum utility, since it allows us to fulfill the task under consideration (see Example 2). The second one is that there are cases where certain data items should induce higher utilities when assigned to specific adversaries, e.g., some workers may have better accuracy than others in crowdsourcing, or advertisers may pay more for certain types of data.

The utility weights need to satisfy the aforementioned properties. To achieve this, we first choose a minimum utility value \( u_{\text{min}} \) from a uniform distribution \( U(0, 0.1) \). Then, we iterate over all possible data-to-adversary assignments and set the corresponding weight \( w_{da} \) to a value drawn from a uniform distribution \( U(0.8, 1) \) with probability \( p_a \), or to \( u_{\text{min}} \) with probability \( 1 - p_a \). For our experiments we set the probability \( p_a \) to 0.4. Notice that both properties are satisfied. Finally, weights are scaled down by dividing them with the number of adversaries \( |A| \).

Next, we describe how we generate a random hypergraph \( H = (X, E) \), with \(|X| = |D| \) and \(|E| = |P| \), describing the interaction between data entries and sensitive properties. To create \( H \) we simply generate an equivalent bipartite dependency graph \( G \) (see Section 2.1) and convert that to the equivalent dependency hypergraph. In particular we iterate over the possible data to sensitive property pairs and insert the corresponding edge to \( G \) with probability \( p_f \).

For our experiments we set \( p_f \) to 0.3.

**Algorithms:** We evaluated the following algorithms:

- **RAND+:** Each data entry is assigned to exactly \( t \) adversaries. The probability of assigning a data entry to an adversary is proportional to the corresponding utility weight \( w_{da} \). We run the random partitioning a 100 times, and select the data-to-adversary assignment that maximizes the objective function.
- **LP:** We solve the LP relaxation of the optimization problems for step (Section 4.1) and linear (Section 4.2) disclosure functions. We generate an integral solution from the resulting fractional solution using naive randomized rounding (see Section 4.1). Note that the constraints are satisfied in expectations. Moreover, we perform a second pass over the derived integral solution to guarantee that the cardinality constraints are satisfied. If a data item is not assigned to an adversary, we assign it to the adversary with the highest weight, i.e., corresponding fractional solution. On the other hand is a data item is assigned to more adversaries, we remove those with the lowest weight. This is a naive, yet effective, rounding scheme because the fractional solutions we get are close to the integral ones. More sophisticated rounding techniques can be used [4]. We run the rounding 100 times and select the data-to-adversary assignment with maximum value of objective.
- **ILP:** We solve the exact ILP algorithm for step and linear disclosure functions.
- **GREEDY:** Algorithm 1 with GREEDY strategy for picking a candidate
- **GRASP:** Algorithm 1 with GRASP strategy for picking a candidate
- **GREEDYL:** Local myopic variant of Algorithm 1 (see Section 5.4 with GREEDY strategy for picking a candidate).
• GRASPL: Local myopic variant of Algorithm 1 (see Section 5.4 with GRASP strategy for picking candidates) using \( n = \min(5, 3) \) and \( r = 10 \).

Evaluation. To evaluate the performance of the aforementioned algorithms we used the following metrics: (1) the total utility \( u \) corresponding to the final assignment, (2) the information disclosure \( f \) for the final assignment and (3) the tradeoff between utility and disclosure, given by \( u - \lambda(t_f - f) \). We evaluated the different algorithms using different step and linear information disclosure functions for TRADEOFF.

For all experiments we set \( \lambda = 1 \) and assume an additive utility function of the form \( u_a(S_a) = \frac{\sum_{d \in D} w_{da} \cdot \delta_{da}}{\sum_{d \in D} \sum_{t \in [1, \ldots, n]} (t(A) \in A \cdot w_{da})} \), where \( \delta_{da} \) is an indicator variable that takes value 1 when data entry \( d \) is revealed to adversary \( a \) and 0 otherwise, and \( t(A) \) returns the top \( t \) adversaries with respect to weights \( w_{da} \). Observe that the normalization used corresponds to the maximum total utility a valid data-to-adversary assignment may have, when ignoring disclosure. Using this value ensures that the total utility and the quantity \( t_f - f \) have the same scale \([0, 1]\). For convenience we fixed the upper information disclosure to \( t_f = 0 \). Finally, for \( RAND+ \) we perform 10 runs and report the average, while for LP we perform the aforementioned rounding procedure 10 times and report the average. The corresponding standard errors are shown as error bars in the plots below.

6.1 Real Data Experiments

We start by presenting how SPARSI can be applied to real-world applications. In particular, we evaluate the performance of the proposed local-search framework meta-heuristic on generic information disclosure functions using Brightkite. As described in the beginning of the section, this dataset contains the check-in locations of users and their corresponding friendship network. As illustrated in Example 1 we desire to distribute the check-in information to advertisers, while minimizing the information we disclose for the structure of the network. We, first, show how SPARSI can be used in this scenario.

Utility Weights. We start by modeling the utility provided when advertisers receive a subset of data entries. As mentioned above each check-in entry contains information about location. We assume a total number of \( k \) advertisers, so that each adversary is particularly interested in check-in entries that occurred in a certain geographical area. Given an adversary \( a \in A \), we draw \( w_{da} \) from a uniform distribution \( U([0.8, 1]) \) for all entries \( d \in D \) that satisfy the location criteria of the adversary, and \( w_{da} = 0.1 \) otherwise. We simulate this process by performing a random partitioning of the location ids across adversaries. As mentioned above we assume an additive utility function.

Sensitive Properties and Information Disclosure. The sensitive property in the particular setup is the structure of the social network. More precisely, we require that no information is leaked about the existence of any friendship link among users. It is easy to see that each friendship link is associated with a sensitive property. Now, we examine how check-in entries leak information about the presence of a friendship link. Cho et al. \( \cite{1} \) proved that there is a strong correlation between the trajectory similarity and the existence of a friendship link for two users. Computing the trajectory similarity for a pair of users is easy and can be done by computing the cosine similarity of the users given the published set of check-ins. Because of this strong correlation we assume that the information leakage for a sensitive property, i.e., a link between a pair of users, is equal to the trajectory similarity.

More precisely, let \( D_a \subset D \) be the check-in data published to adversary \( a \in A \). Let \( U \) denote the set of users referenced in \( D_a \). Given a sensitive property \( p = e(u_i, u_j) \), \( u_i, u_j \in U, i \neq j \) we have that the information disclosure for \( p \) is:

\[
f(D_a)[p] = \text{CosineSimilarity}(D_a(u_i), D_a(u_j))
\]

where \( D_a(u_i) \) and \( D_a(u_j) \) denote the set of check-in data for users \( u_i \) and \( u_j \) respectively. We aggregate the given check-ins based on their unique pairs of users and locations, and we extract 15,661 data entries that contain the user information, the location and the number of times that user visited that particular location. Cosine similarity is computed over these counts new data entries.

Results. As mentioned above, we aim to minimize the information leaked about any edge in the network. We model this requirement by considering the average case information leakage and setting \( t_f = 0 \). In particular, we would like that no information is leaked at all if possible. Moreover, to partition the dataset we solve the corresponding TRADEOFF problem. Since we consider cosine similarity we are limited to using RAND+ and one of the local-search heuristics. In particular, we compare the quality of the solutions for RAND+, GREEDYL and GRASPL. Due to the fact that our implementation of GREEDY and GRASP is single-threaded, these algorithms do not scale for this particular task, and thus, are omitted. However, as illustrated later (see Section 6.2), these myopic algorithms are very efficient in minimizing the information leakage, thus, suitable for our current objective. Again, we run experiments for \( |A| \in \{2, 3, 5, 7, 10\} \).

First, we point out that under all experiments GREEDYL and GRASPL reported data-to-adversary assignments with zero disclosure. This means that our algorithms were able to distribute the data entries across adversaries so that no information at all is leaked about the structure of the social network (i.e., friendship links) to any adversary. On the other hand the average information disclosure for RAND+ ranges from 0.99 almost full disclosure to 0.1 as the number of adversaries varies from 2 to 10 (see Table \( \ref{tab:results} \)). Disclosing the structure of the entire network with probability almost 1, violates our initial specifications, hence, RAND+ fails to solve the problem when the number of adversaries is small. As the number of adversaries increases, the average amount of disclosed information decreases.

We continue our analysis and focus on the utility and the tradeoff objective. The corresponding results are shown in Figure \( \ref{fig:utility_tradeoff} \). Figures 2(a) and 2(b) correspond to the utility and utility-disclosure tradeoff respectively. The corresponding disclosure is shown in Table \( \ref{tab:results} \). As shown, for a small number of adversaries both GREEDYL and GRASPL generate solutions that induce low values for the total utility. This is expected since both algorithms give particular emphasis to minimizing information disclosure due to the tradeoff formulation of the underlying optimization problem. As the number of adversaries increases both algorithms can exploit the structure of the problem better, and offer solutions that induce utility values that are comparable or higher than the ones reported by RAND+.

However, looking only at utility values can be misleading, as a very high utility value might also incur a high disclosure value. If fact, RAND+ follows this behavior exactly. The high utility data to adversary assignments, when the number of adversaries is small, is associated with almost full disclosure of the structure of the entire social network. This is captured in Figure 2(b) where we see that local-search algorithms clearly outperform RAND+ since no information is disclosed (see Table \( \ref{tab:results} \)). As shown in this figure, in most cases, the average objective value for RAND+ is significantly lower than the ones reported by both GREEDYL and GRASPL. Recall that we compute the average over multiple runs of RAND+, where for each run we execute the algorithm multiple times and consider...
Table 1: Average information disclosure reported by RAND+, GREEDYL and GREEDY for Brightkite. Notice that local-search algorithms generate solutions that reveal no information about the structure of the friendship network. Standard errors are reported in the parenthesis.

| Alg. | k=2 | k=5 | k=7 | k=10 |
|------|-----|-----|-----|------|
| RAND+ | 0.99(0.3) | 0.50(0.4) | 0.10(0.18) | 0.10(0.018) |
| GREEDYL | 0 | 0 | 0 | 0 |
| GRASPL | 0 | 0 | 0 | 0 |

Figure 2: Tradeoff objective and utility for Brightkite. RAND+ generates solutions with high utility but almost full disclosure (see Table 1). This leads to a poor tradeoff value. GREEDYL and GRASPL disclose no information, and outperform RAND+ with respect to the overall optimization objective.

the best solution reported. The large error bars are indicative of the non-robustness of RAND+ for this problem.

6.2 Synthetic Data Experiments

In this section, we present our results based on the synthetic data. We examined the behavior of the proposed algorithms under several scenarios, where we varied the properties of the dataset to be partitioned, the number of adversaries and the family of disclosure functions considered.

Step Functions. We started by considering step functions. Under this family of disclosure functions, both DISCBUDGET and TRADEOFF correspond to the same optimization problem (see Section 4.1). Moreover, assuming feasibility of the optimization problem, information disclosure will always be zero. In such cases considering the total utility alone is sufficient to compare the performance of the different algorithms. However, when information is disclosed, comparing the number of fully disclosed properties allows us to evaluate the performance of the different algorithms.

First, we fixed the number of data entries in the dataset to be $|D|=500$ and considered values of $|P|$ in $\{5, 10, 50, 100\}$. Figure 3 shows the utility derived by the data-to-adversary assignment corresponding to different algorithms for $|P|=50$. As depicted, all algorithms that exploit the structure of the dependency graph while solving the underlying optimization problem (i.e., LP, GREEDY, GREEDYL, GRASP and GRASPL) outperform RAND+. In most cases, LP, GREEDYL, GREEDY and GRASP were able to find the optimal solution that ILP reported. The high performance of the LP algorithm is justified by the fact that the fractional solution reported was in fact an integral solution.

GRASPL found solutions with non-optimal utilities, which are still better than RAND+. We conjecture that this performance decrease is due to randomization. This is more obvious if we contrast the performance of GRASPL with GRASP. We can see that randomization leads to worse solutions (with respect to utility) when keeping a myopic view on the given optimization problem. On the other hand, randomization is helpful in the case of non-myopic local-search. Recall that the reported numbers correspond to no information disclosure, while missing values correspond to full disclosure of at least one sensitive property. As depicted GREEDY failed to find a valid solution when splitting the data across 2 adversaries. However, when randomization was used, GRASP was able to find the optimal solution. Similar performance for different values of $|D|$. These results are omitted due to space constraints.

Next, we ran a second set of experiments to investigate how the performance of the proposed heuristics with respect to the amount of disclosed information. Recall that all local-search algorithms do not explicitly check for infeasible values of disclosure for step functions, since they optimize the tradeoff between utility and disclosure. Therefore, they might report infeasible solutions. We fixed the number of sensitive properties to $|P|=50$, and the number of adversaries to $k=2$, and we varied the number of data items $|D|$. We considered $|D| \in \{100, 200, 300, 500\}$. We observed the same behavior as in the previous experiment, i.e., all local-search heuristics failed to report feasible solutions.

Table 2: Fully disclosed properties for data-to-adversary assignments for step disclosure functions. As the number of data entries per property increases, local-search heuristics exploit the structure of the problem better and report solutions with fewer fully disclosed properties.

| Alg. | $|D|=100$ | $|D|=200$ | $|D|=300$ | $|D|=500$ |
|------|-----------|-----------|-----------|-----------|
| GREEDYL | 11 | 6 | 3 | 0 |
| GRASPL | 11 | 6 | 4 | 0 |
| GREEDY | 11 | 6 | 3 | 1 |
| GRASP | 11 | 6 | 5 | 0 |
The experiments above show that GREEDY and GRASP are viable alternatives for the case of step functions. However, for harder instances of the problem, where the number of sensitive properties is large and the number of adversaries is small, solving the LP relaxation offers a more robust and reliable alternative.

**Linear Functions.** We continue our discussion and present our experimental results for linear functions. First, we compared the quality of solutions produced when solving \textsc{DiscBudget} and \textsc{TradeOff} optimally for both worst and average disclosure. We generated a synthetic instance of the problem by setting $|D| = 50$ and $|P| = 10$, and we run ILP for $|A| = \{2, 3, 5, 7, 10\}$. We set the maximum allowed disclosure to $\tau_I = 0.9$ and $\tau = 2$.

The utility and corresponding disclosure are shown in Figure 4 when \textsc{DiscBudget} and \textsc{TradeOff} are solved optimally. As shown, the worst case disclosure remains at the same levels across different number of adversaries. Now, consider the case of average disclosure (see Equation 2). We see that for both versions of the optimization problem the disclosure is decreasing as the number of adversaries increases. However, the optimization corresponding to \textsc{TradeOff} is able to exploit the presence of multiple adversaries better, to reduce disclosure while maintaining utility high.

Consequently, we evaluated RAND+, LP, GREEDYL, GRASPL, GREEDY and GRASP on solving \textsc{TradeOff}. We set upper disclosure $\tau_I = 0$ denoting our requirement to minimize disclosure as much as possible. We do not report any results for the ILP since for $|D| > 50$, it was not able to terminate in reasonable time. First, we fixed the number of properties to $|P| = 50$ and considered instances with $|D| = \{100, 200, 300, 500\}$. We considered average disclosure. We show the performance of the algorithms for $|D| = 500$ in Figure 5. As shown, LP, GREEDY and GRASP outperform RAND+ both in terms of the overall utility and the average disclosure. In fact RAND+ performs poorly as it returns solutions with higher disclosure but lower utility than the LP. Furthermore, we see that the performance gap between the local-search algorithms and RAND+ keeps increasing as the number of adversaries increases. This is expected as the proposed heuristics take into account the structure of the underlying dependency graph, and, hence, can exploit the presence of multiple adversaries to achieve a higher overall utility and lower disclosure.

Furthermore, we see that solutions derived using the LP approximation provide the largest utility, while solutions derived using the proposed local-search algorithms minimize the disclosure. As presented in Figure 6 using the myopic construction returns solutions with low overall utility. This behavior is expected since the algorithm does not maintain a global view of the data-to-adversary assignment. Observe that randomization improves the quality of the solution with respect to total utility, when the global-view construction is used (see GREEDY and GRASP). When the myopic construction is used, randomization gives lower quality solutions.

Measuring the average disclosure is an indicator for the overall performance of the proposed algorithms. However, it does not provide us with detailed feedback about the information disclosure across properties for the different algorithms. To understand what the exact information disclosure for the solutions returned by the different algorithms, we measured the total number of properties that exceeded a particular disclosure level. We present the corresponding plots for $|D| = 500$, $|P| = 50$, $k = 2$ and $k = 7$ in Figure 6. As shown, the proposed search-algorithms can exploit the presence of multiple adversaries very effectively in order to minimize disclosure. If we compare Figures 6(a) and 6(b) we see that the total number of properties reaches zero for a significantly smaller disclosure threshold in the presence of ten adversaries.

7. RELATED WORK

There has been much work on the problem of publishing (or allowing aggregate queries over) sensitive datasets (see surveys [1][5]). Here, information disclosure is characterized by a privacy definition, which is either syntactic constraints on the output dataset (e.g., $k$-anonymity [20] or $\ell$-diversity [17]), or constraints on the publishing or query answering algorithm (e.g., $\epsilon$-differential privacy [5]). Each privacy definition is associated with a privacy level ($k, \ell, \epsilon$, etc.) that represents a bound on the information disclosure. Typical algorithmic techniques for data publishing or query answering, which include generalization, or coarsening of values, suppression, output perturbation, and sampling, attempt to maximize the utility of the published data given some level of privacy (i.e., a bound on the disclosure). Krause et al. [13] consider the problem of trading-off utility for disclosure, and consider general submodular utility and supermodular disclosure functions. This paper formulates a submodular optimization problem, and presents efficient algorithm for the same. However, all the above techniques assume that all the data is published to a single adversary. Even when multiple parties may ask different queries, prior work makes a worst-case assumption that they arbitrarily collude. On the other
hand, in this paper, we formulate the novel problem of multiple non-colluding adversary, and develop near-optimal algorithms for trading-off utility for information disclosure in this setting.

8. CONCLUSIONS AND FUTURE WORK

More and more sensitive information is released on the Web and processed by online services, naturally raising concerns related to privacy in domains where detailed and fine-grained information must be published. In this paper, motivated by applications like online advertising and crowd-sourcing markets, we introduce the problem of privacy-aware \( k \)-way data partitioning, namely, the problem of splitting a sensitive dataset among \( k \) untrusted parties. We present SPARSI a theoretical framework that allows us to formally define the problem as an optimization of the tradeoff between the utility derived by publishing the data and the maximum information disclosure incurred to any single adversary. Moreover, we prove that solving it is NP-hard by reducing it to hypergraph partitioning. We present a performance analysis of different approximation algorithms for a variety of synthetic and real-world datasets, and demonstrate how SPARSI can be applied in the domain of online advertising. Our algorithms are able to partition user-location data to multiple advertisers while ensuring that almost no sensitive information about potential friendship links about these users can be inferred by any advertiser.

Our research so far has raised several interesting research directions. To our knowledge, this is the first work that leverages the presence of multiple adversaries to minimize the disclosure of private information while maximizing utility. While we provided worst case guarantees for several families of disclosure functions, an interesting future direction is to examine if rigorous guarantees can be provided for other widely-used information disclosure functions like information gain, or if the current ones can be improved. Finally, it is of particular interest to consider how the proposed framework can be extended to consider interactive scenarios where data are published to adversaries more than once, or in streaming data where the partitioning must be done in an online manner.
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