A multi-material transport problem with arbitrary marginals

A. Marchese · A. Massaccesi · S. Stuvard · R. Tione

Received: 2 March 2020 / Accepted: 31 January 2021 / Published online: 27 April 2021
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2021

Abstract
In this paper we study general transportation problems in \( \mathbb{R}^n \), in which \( m \) different goods are moved simultaneously. The initial and final positions of the goods are prescribed by measures \( \mu^- \), \( \mu^+ \) on \( \mathbb{R}^n \) with values in \( \mathbb{R}^m \). When the measures are finite atomic, a discrete transportation network is a measure \( T \) on \( \mathbb{R}^n \) with values in \( \mathbb{R}^{n \times m} \) represented by an oriented graph \( G \) in \( \mathbb{R}^n \) whose edges carry multiplicities in \( \mathbb{R}^m \). The constraint is encoded in the relation
\[
\text{div}(T) = \mu^- - \mu^+.
\]
The cost of the discrete transportation \( T \) is obtained integrating on \( G \) a general function \( C : \mathbb{R}^m \to \mathbb{R} \) of the multiplicity. When the initial data \( (\mu^-, \mu^+) \) are arbitrary (possibly diffuse) measures, the cost of a transportation network between them is computed by relaxation of the functional on graphs mentioned above. Our main result establishes the existence of cost-minimizing transportation networks for arbitrary data \( (\mu^-, \mu^+) \). Furthermore, under additional assumptions on the cost integrand \( C \), we prove the existence of transportation networks with finite cost and the stability of the minimizers with respect to variations of the given data. Finally, we provide an explicit integral representation formula for the cost of rectifiable transportation networks, and we characterize the costs such that every transportation network with finite cost is rectifiable.

Mathematics Subject Classification 49Q10 · 49Q15 · 49Q20
1 Introduction

In several transportation problems one may be interested in the minimization of a cost functional which privileges the aggregation of mass particles during the transportation and prevents diffusion. This automatically produces optimal transportation networks with branched structures. The branching behavior of optimal transportation systems emerges in many natural phenomena, such as the structure of the nerves of a leaf and the roots of a tree, of river basins and of the bronchial, the cardiovascular, and the nervous system, as well as in several human-designed supply-demand systems, like water and energy distribution or urban planning.

The most popular *Eulerian formulation* of branched transportation was proposed by Xia in [30]: in this model, a 1-rectifiable vector-valued measure on the underlying ambient space \( \mathbb{R}^n \) (also called a 1-dimensional rectifiable current) \( T = \mathbf{T} \|\mathbf{T}\| \) is regarded as a transportation network connecting an initial positive measure \( \mu^- \) to a target positive measure \( \mu^+ \) with the same mass. Here, \( \|\mathbf{T}\| \) is a positive Radon measure which is absolutely continuous with
respect to the Hausdorff measure $\mathcal{H}^1$ restricted to a 1-rectifiable set $E \subset \mathbb{R}^n$, and $\tilde{T}$ is a unit vector field on $\mathbb{R}^n$, which is tangent to $E$ at $\|T\|$-almost every point. The condition that $T$ transports $\mu^-$ onto $\mu^+$ is encoded in the relation $\text{div} T = \mu^- - \mu^+$, which generalizes the classical Kirchhoff circuit laws. At every point $x$ in the ambient space, the direction of the flow of mass through $x$ and the intensity of the flow are represented respectively by $\tilde{T}(x)$ and by the Radon-Nikodým density $\theta(x)$ of $\|T\|$ with respect to the measure $\mathcal{H}^1$ restricted to $E$. The cost of such a transportation network is obtained integrating on $E$ a fractional power $\alpha \in (0, 1)$ of the density $\theta$. In [20], an equivalent model was proposed by Maddalena, Morel, and Solimini, who presented a Lagrangian formulation of the problem, in which one traces the trajectory of each mass particle, thus gaining the possibility to introduce stricter types of constraint (see the description of the mailing problem in [2]). The equivalence of the Eulerian and Lagrangian formulations has recently been extended to models corresponding to different cost functionals, see e.g. [4].

The model introduced above describes the transportation of a single material. In the present paper, we are interested in the possibility to transport simultaneously a number $m$ of different types of goods or commodities. We want to allow the interaction between different commodities to be independent: for instance, aggregating two unit masses of a certain pair of commodities might be more or less convenient than aggregating two unit masses of a different pair. In particular, the cost per unit length of the transportation of a collection of goods will depend not only on the total mass of that collection, but on the actual array whose components represent the masses (and the directions) of each single commodity. An example which justifies our interest is given by the power line communication technology (PLC), which uses the electric power distribution network for data transmission; see [23] and references therein. Even though electricity and data signal can be transported along the same network, they should not be treated as a single material, for example because the users’ concentration and demands are not necessarily proportional.

In analogy with the model proposed by Xia, our given datum is an $m$-tuple of initial (positive) measures $(\mu_1^-, \ldots, \mu_m^-)$ on $\mathbb{R}^n$, and an $m$-tuple of target (positive) measures $(\mu_1^+, \ldots, \mu_m^+)$. For $j = 1, \ldots, m$, $\mu_j^-$ and $\mu_j^+$ represent the initial and the target distribution of the $j$-th commodity respectively (and therefore they must have equal masses). The difference between the initial and the target $m$-tuples can be written as a vector-valued measure $v$ on $\mathbb{R}^n$ with values in $\mathbb{R}^m$. The equality between the masses of each component is rephrased by requiring that $v(\mu) = 0$ for every constant vector field $v : \mathbb{R}^n \to \mathbb{R}^m$. A transportation network connecting the initial measures to the target ones is a vector-valued measure $T = \tilde{T} \|T\|$, where $\|T\|$ is a positive Radon measure on $\mathbb{R}^n$ and $\tilde{T} : \mathbb{R}^n \to \mathbb{R}^{n \times m}$ is a unit vector field. The constraint is given by the relation $\text{div} T = v$. In the language of Geometric Measure Theory, such objects are 1-dimensional normal currents in $\mathbb{R}^n$ with coefficients in $\mathbb{R}^m$, and the divergence constraint corresponds to prescribing the boundary of the currents.

The cost of a multi-material transportation network is defined as follows. We consider a rather general function $C : \mathbb{R}^m \to [0, \infty)$, and we use it to first define the cost functional on a special class of measures, those which in the language of currents are called 1-dimensional polyhedral currents in $\mathbb{R}^n$ with coefficients in $\mathbb{R}^m$. These are $\mathbb{R}^{n \times m}$-valued measures on $\mathbb{R}^n$ of the form

$$T = \sum_{e \in E(\mathcal{G})} (\tau_e \otimes \theta(e)) \mathcal{H}^1 \llcorner e,$$

thus supported on a finite union of non-overlapping segments $e$ (the edges of a finite graph $\mathcal{G}$) oriented by $\tau_e \in \mathbb{R}^n$ and with multiplicities $\theta(e) \in \mathbb{R}^m$; see the formal definition in Sect. 3.1.
The cost functional, or energy $E$, for such a $T$ is simply obtained integrating on the finite graph $G$ the function $C(\theta_1(e), \ldots, \theta_m(e))$ with respect to the measure $\mathcal{H}^1$, namely

$$E(T) := \sum_{e \in E(G)} C(\theta_1(e), \ldots, \theta_m(e)) \mathcal{H}^1(e),$$

which is well-defined and lower semi-continuous on the class of polyhedral currents, under minimal assumptions on the function $C$ (see Definition 3.5). Heuristically, $C(\theta_1, \ldots, \theta_m)$ represents the cost per unit length for the joint transportation of an amount $\theta_1$ of the commodity indexed by 1, together with an amount $\theta_2$ of the commodity indexed by 2, etc... Different signs of the $\theta_j$’s encode the possibility to transport the corresponding commodities with two possible orientations along each stretch of the transportation network. The energy of a general transportation network $T$ is defined via relaxation.

The model of multi-material transport presented above is the natural extension of the discrete model proposed in [23]. We remark that the possibility to describe the transportation of a vector-valued quantity via 1-dimensional currents with coefficients in $\mathbb{R}^m$ was also suggested in the final comments of [5]. In the present work, we show the existence of transportation networks minimizing the energy $E$ for any admissible choice of the source and target measures, under minimal assumptions on the cost function $C$. Under mild additional assumptions, we prove that for any admissible given data the corresponding minimizers have finite energy. Under the same assumptions, we also show that the multi-material transportation problem is stable: namely, a sequence of minimizers corresponding to a converging family of given data converges to a minimizer of the limit problem. Finally, we provide an explicit representation formula for the energy of a class of transportation networks exhibiting a nice geometric structure, more precisely for those networks which can be described by rectifiable 1-currents. This is an important class of solutions: indeed, under very natural assumptions on $C$ all transportation networks with finite energy are necessarily rectifiable. In these cases, one expects the solutions to exhibit fractal-type behaviors, as it happens in the single-material setting; see e.g. [3,25].

The rest of the paper will be divided in 8 sections. After briefly introducing some basic notation in Geometric Measure Theory in Sect. 2, Sect. 3 will contain a formal introduction to the multi-material transportation problem together with the statement of our main results. For the sake of simplicity, we will adopt the language of vector-valued measures in order to obtain such first phrasing of the problem, even though the formalism which is best tailored to describe multi-material optimal transport is that offered by the theory of normal currents with coefficients in $\mathbb{R}^m$. Indeed, as it will become apparent in the sequel, standard tools in the theory of currents allow a natural description of the geometric operations on transportation networks that are essential in our proofs; see e.g. the role of the slicing operators in the proof of our existence Theorem 3.10, in particular Proposition 5.5. For these reasons, Sect. 4 is fully devoted to the development of the formalism of normal currents with coefficients in $\mathbb{R}^m$ and to the rephrasing of the multi-material transport problem within such framework. After a thorough analysis of the basic properties of the energy functional carried out in Sect. 5, we prove the general existence theorem of minimizers in Sect. 6. In Sect. 7 we discuss, instead, the existence of transportation networks with finite energy and the stability of the problem with respect to perturbations of the source and target measures. The representation formula for the energy of rectifiable networks concludes the paper. It is proved in Sect. 9 in the general setting of rectifiable chains of arbitrary dimension $k$ and with coefficients in a normed Abelian group $G$, of which rectifiable $k$-currents with coefficients in $\mathbb{R}^m$ are a special case: the relevant preliminaries on $G$-chains are collected in Sect. 8 for the reader’s convenience.
2 Basic notation

We shall always work in Euclidean space $\mathbb{R}^n$ with $n \geq 2$. The standard orthonormal basis of $\mathbb{R}^n$ is denoted by $(e_1, \ldots, e_n)$, and the coordinates of a vector $a \in \mathbb{R}^n$ with respect to this basis are $(a_1, \ldots, a_n)$. Given $a \in \mathbb{R}^n$ and $b \in \mathbb{R}^m$, we denote by $a \otimes b$ the element of $\mathbb{R}^{n \times m} \sim \text{Mat}(n \times m)$ defined by $(a \otimes b)_{ij} := a_i b_j$ for $i \in \{1, \ldots, n\}$ and $j \in \{1, \ldots, m\}$. We will make use of standard notation in multilinear algebra. In particular, the vector spaces $\mathbb{R}^n$ of $2$-vectors and $3$-vectors and $\mathbb{R}^n$ of covectors in $\mathbb{R}^n$ $(1 \leq k \leq n)$ are denoted, respectively, by $\Lambda_k(\mathbb{R}^n)$ and $\Lambda^k(\mathbb{R}^n)$. We shall regard $\Lambda_k(\mathbb{R}^n)$ and $\Lambda^k(\mathbb{R}^n)$ as normed vector spaces with the mass norm $\| \cdot \|$ and comass norm $\| \cdot \|$ respectively (see [15, 1.8.1]). We write $B(x, r)$ for the open ball of center $x \in \mathbb{R}^n$ and radius $r > 0$. The symbol $| \cdot |$ will always denote the Euclidean norm in $\mathbb{R}^n$, and we will set $\mathbb{S}^{n-1} := \{x \in \mathbb{R}^n : |x| = 1\}$. The characteristic function of a set $A$, taking values $0$ and $1$, is denoted by $\mathbb{1}_A$. We denote by $\mathcal{M}(\mathbb{R}^n)$ the space of signed Radon measures on $\mathbb{R}^n$, namely the vector space of real-valued measures $\mu$ on the $\sigma$-algebra of Borel sets whose negative and positive parts

$$
\mu_- := \frac{\| \mu \| - \mu}{2} \quad \text{and} \quad \mu_+ := \frac{\| \mu \| + \mu}{2}.
$$

are Radon measures. Here, as usual, $\| \mu \|$ denotes the total variation of $\mu \in \mathcal{M}(\mathbb{R}^n)$. We denote also by $\mathcal{M}_+(\mathbb{R}^n)$ the subset of positive measures. Given a normed vector space $V$ with dual $V^*$, the duality pairing between two elements $w \in V^*$ and $v \in V$ is denoted by $\langle w, v \rangle$. We denote by $\mathcal{M}(\mathbb{R}^n, V)$ the space of vector-valued measures with values in $V$. By the Radon-Nikodým theorem, every measure $T \in \mathcal{M}(\mathbb{R}^n, V)$ can be uniquely written as

$$
T = \tilde{T} \| T \|,
$$

where $\| T \| \in \mathcal{M}_+(\mathbb{R}^n)$ is the total variation measure of $T$ and $\tilde{T} : \mathbb{R}^n \to V$ is a unit vector field, in the sense that $\| \tilde{T}(x) \|_V = 1$ for $\| T \|$-a.e. $x \in \mathbb{R}^n$. The equality (2.1) means that, for every continuous vector field $w : \mathbb{R}^n \to V^*$ with compact support, it holds

$$
T(w) = \int_{\mathbb{R}^n} \langle w, \tilde{T} \rangle \ d\| T \|.
$$

The mass of a measure $T \in \mathcal{M}(\mathbb{R}^n, V)$ is the quantity

$$
\mathbb{M}(T) := \| T \|(\mathbb{R}^n).
$$

We denote by

$$
\text{spt}(\mu) := \bigcap \{C \subset \mathbb{R}^n : C \text{ is closed and } \| \mu \|(\mathbb{R}^n \setminus C) = 0\}
$$

the support of $\mu$. We say that $\mu$ is supported on a Borel set $E$ if $\| \mu \|(\mathbb{R}^n \setminus E) = 0$. We say that $\mu$ is atomic if it is supported on a countable set, and discrete or finite atomic if it is supported on a set of finitely many points. If $\mu$ is a Radon measure in $\mathbb{R}^n$ and $f \in L^1_{\text{loc}}(\mathbb{R}^n, (0, \infty); \mu)$ then we let $f \mu$ denote the Radon measure.
\[(f \mu)(E) := \int_E f \, d\mu.\]

In particular, for a measure \(\mu \in \mathcal{M}(\mathbb{R}^n)\) and a Borel set \(E \subset \mathbb{R}^n, \mu \ll E\) is the restriction of \(\mu\) to \(E\), i.e. the measure \(\mathbb{1}_E \mu\). We say that two measures \(\mu\) and \(\nu\) are mutually singular if there exists a Borel set \(E\) such that \(\|\mu\| = \|\mu\| E\) and \(\|\nu\| = \|\nu\| E^c\), where \(E^c := \mathbb{R}^n \setminus E\). If \(\{\mu_h\}_{h=1}^{\infty}\) is a sequence in \(\mathcal{M}(\mathbb{R}^n, V)\), we say that \(\mu_h\) weakly-* converges to \(\mu \in \mathcal{M}(\mathbb{R}^n, V)\), and we write \(\mu_h \rightharpoonup^{**} \mu\), if

\[\lim_{h \to \infty} \mu_h(w) = \mu(w) \quad \text{for every } w \in C_c(\mathbb{R}^n, V^*).\]

We use \(\mathcal{H}^k\) to denote the \(k\)-dimensional Hausdorff measure, see [27]. A \(\mathcal{H}^k\)-measurable set \(E \subset \mathbb{R}^n\) is (countably) \(k\)-rectifiable if it can be covered by countably many \(k\)-dimensional Lipschitz graphs up to a \(\mathcal{H}^k\)-negligible set, that is if there are countably many Lipschitz functions \(f_h : \mathbb{R}^k \to \mathbb{R}^n\) such that

\[\mathcal{H}^k \left( E \setminus \bigcup_{h=1}^{\infty} f_h(\mathbb{R}^k) \right) = 0.\]

A fundamental property of a \(k\)-rectifiable set \(E\) in \(\mathbb{R}^n\) is the existence of an approximate tangent plane \(\tan(E, x)\) at \(\mathcal{H}^k\)-a.e. \(x \in E\). This is a unique \(k\)-plane \(\Pi\) in \(\mathbb{R}^n\) characterized by the following property: there exists a function \(g \in L^1_{loc}(E, (0, \infty); \mathcal{H}^k)\) such that

\[g(x + r \cdot) \mathcal{H}^k \ll \left( \frac{E - x}{r} \right) \rightharpoonup^{**} g(x) \mathcal{H}^k \ll \Pi\]

as Radon measures in \(\mathbb{R}^n\) when \(r \to 0^+\); see [27, Definition 11.4].

3 Multi-material transport problem

A discrete model for the multi-material transport problem is described in [23], using 1-dimensional integral currents with coefficients in \(\mathbb{R}^m\) (\(m\) being the number of transported commodities). In that paper, the particles are assumed to have integer-valued masses (or, equivalently, integer multiples of a fixed real number). Here we describe a continuous model, obtained via relaxation of a cost functional (similar to that introduced by Gilbert [17]) defined on discrete transportation networks represented by directed graphs with multiplicities in \(\mathbb{R}^m\). Although a proper description of the model would require notions from the theory of currents with coefficients in groups, in this section we present the model and we state the main results of the paper using the language of vector-valued measures, in order to make the content of the paper more accessible also to readers who are not familiar with the theory of currents. A drawback of this simplified presentation is the fact that, in the definition of cost functional, we need to use a notion of convergence (called flat-convergence) which is defined for currents and it would not have a natural definition for vector-valued measures. Hence, we will postpone the definition of such convergence to Sect. 4, where we present a brief summary of the notions from the theory of currents with coefficients in \(\mathbb{R}^m\) that are used throughout the paper.

3.1 Multi-material fluxes

A 1-dimensional polyhedral current in \(\mathbb{R}^n\) with coefficients in \(\mathbb{R}^m\) is a matrix-valued measure \(T \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^n \times \mathbb{R}^m)\) of the form

\[\sum_{i=1}^{m} T_i(\cdot) \mathbb{1}_{E_i}(\cdot),\]

where \(T_i(\cdot)\) is a density matrix.

\[\sum_{i=1}^{m} T_i(\cdot) \mathbb{1}_{E_i}(\cdot) = T(\cdot),\]

and

\[\sum_{i=1}^{m} T_i(\cdot) \mathbb{1}_{E_i}(\cdot) = T(\cdot).\]
\[ T = \sum_{e \in E(G)} (\tau_e \otimes \theta(e)) \mathcal{H}^1 \perp e, \]

where

(i) \( G \subset \mathbb{R}^n \) is a finite graph, i.e.
(a set consisting of a finite union of closed line segments. The
collection of all such segments is denoted \( E(G) \), and each element \( e \in E(G) \) is
called an edge of the graph \( G \). We will assume that the edges are non-overlapping, i.e.
two edges may intersect only at the end-points;
(ii) for each edge \( e \in E(G) \), \( \tau_e \in S^{n-1} \) is a fixed orientation of \( e \), and \( \theta(e) :=
(\theta_1(e), \ldots, \theta_m(e)) \in \mathbb{R}^m \). Thus, \( \tau_e \otimes \theta(e) \) is a rank-1
\((n \times m)\)-matrix with all columns parallel to \( e \). We will call \( \theta(e) \) the vector-valued multiplicity associated to \( e \) (note that
\( \theta(e) \) is defined up to a sign, given that both \( \tau_e \) and \( -\tau_e \) are suitable orientations for \( e \)).

Let us call \( x_e \) and \( y_e \) the end-points of \( e \), with the convention that \( y_e - x_e \) is a positive
multiple of \( \tau_e \). It is easy to check that the distributional divergence of \( T \), namely the \( \mathbb{R}^m \)
valued distribution defined by

\[ \text{div} \ T(\phi) := -T(D\phi) \quad \text{for every } \phi \in C_\infty^c(\mathbb{R}^n, (\mathbb{R}^m)^*), \]

(with the obvious identifications) satisfies

\[ \text{div} \ T = \sum_{e \in E(G)} \theta(e)(\delta_{x_e} - \delta_{y_e}), \]

where we denoted with \( \delta_P \) the Dirac mass at the point \( P \in \mathbb{R}^n \). The latter observation
motivates the following definition.

**Definition 3.1 (Discrete multi-material flux)** Given two discrete vector-valued measures
\( \mu^-, \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m) \), and given \( T \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^{n \times m}) \) a 1-dimensional polyhedral current in \( \mathbb{R}^n \) with coefficients in \( \mathbb{R}^m \), we say that \( T \) is a discrete multi-material flux between \( \mu^- \) and \( \mu^+ \) if \( \text{div} \ T = \mu^- - \mu^+ \).

Observe that a necessary condition for the existence of a discrete multi-material flux between
two discrete vector-valued measures \( \mu^- \) and \( \mu^+ \) is that \( \mu^-(v) = \mu^+(v) \) for every
constant vector field \( v : \mathbb{R}^n \rightarrow \mathbb{R}^m \). The condition is also sufficient: indeed, given \( \mu^- := \sum_{\ell=1}^L \theta^+_{\ell} \delta_{x_{\ell}} \) and \( \mu^+ := \sum_{h=1}^H \theta^+_{h} \delta_{y_{h}} \), the cone \( T \) over \( \mu^+ - \mu^- \) with vertex 0 satisfies
\( \text{div} \ T = \mu^- - \mu^+ \). This is defined as

\[ T := \sum_{h=1}^H (\tau^+_{h} \otimes \theta^+_{h}) \mathcal{H}^1 \perp S^+_{h} - \sum_{\ell=1}^L (\tau^-_{\ell} \otimes \theta^-_{\ell}) \mathcal{H}^1 \perp S^-_{\ell}, \quad (3.1) \]

where we denoted \( \tau^+_{h} \) and \( \tau^-_{\ell} \) the unit vectors obtained normalizing \( y_{h} \) and \( x_{\ell} \) respectively
(or 0 if the corresponding point is the origin) and by \( S^+_{h} \) and \( S^-_{\ell} \) the segments joining \( y_{h} \)
and \( x_{\ell} \) to the origin. The general definition of a multi-material flux between two (possibly
diffuse) measures involves “general” matrix-valued measures.

**Definition 3.2 (Multi-material flux)** Given two vector-valued measures \( \mu^-, \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m) \)
with compact support, a matrix-valued measure \( T \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^{n \times m}) \) is a multi-material flux
between \( \mu^- \) and \( \mu^+ \) if its support is compact and \( \text{div} \ T = \mu^- - \mu^+ \).

Again, a necessary and sufficient condition for the existence of a multi-material flux between
two compactly supported vector-valued measures \( \mu^- \) and \( \mu^+ \) is that \( \mu^-(v) = \mu^+(v) \).
for every constant vector field \( v : \mathbb{R}^n \to \mathbb{R}^m \). In this case, we say that the vector-valued measures \( \mu^- \) and \( \mu^+ \) are compatible. To check that the condition is sufficient one should generalize the argument given for the discrete setting, via the so called cone construction (see [15, 4.3.14]).

**Remark 3.3** (Normal currents with coefficients in \( \mathbb{R}^m \) and multi-material fluxes) In the language of currents (which we introduce in Sect. 4), every compactly supported one-dimensional normal current \( T \) in \( \mathbb{R}^n \) with coefficients in \( \mathbb{R}^m \) having boundary \( \mu^+ - \mu^- \) is a multi-material flux between \( \mu^- \) and \( \mu^+ \). The non-emptiness of the class of competitors is guaranteed again by the cone construction.

**Remark 3.4** (Multi-material fluxes as transportation networks) Let \( v = \tilde{v} \| v \| \) be the difference \( \mu^- - \mu^+ \). Writing \( \tilde{v} \) in components with respect to the standard basis of \( \mathbb{R}^m \), one can represent \( v \) via an \( m \)-tuple of real-valued measures \( v_j \) \( (j = 1, \ldots, m) \) (the components of \( v \)), where, for \( j = 1, \ldots, m \), we denoted

\[
v_j(A) := v(e_j 1_A) \quad \text{for every Borel set } A \subset \mathbb{R}^n.
\]

Similarly, a multi-material flux \( T \) between \( \mu^- \) and \( \mu^+ \) can be represented via an \( m \)-tuple of vector-valued measures \( T_j \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^n) \) (the components of \( T \)) by

\[
T_j(v) := T(v \otimes e_j) \quad \text{for every Borel vector field } v : \mathbb{R}^n \to \mathbb{R}^n.
\]

Denoting, for \( j = 1, \ldots, m \), \((v_j)_-\) and \((v_j)_+\) the negative and the positive part of the real-valued measure \( v_j \) respectively, the vector-valued measures \( T_j \) are “classical” mass-fluxes between the measures \((v_j)_-\) and \((v_j)_+\) as in [5, Definition 2.1]. In conclusion, the multi-material flux \( T \) can be interpreted as a transportation network which moves simultaneously the mass \((v_j)_-\) of the commodity indexed by \( j \) onto the mass \((v_j)_+\), for every \( j = 1, \ldots, m \).

### 3.2 The cost functional

Generalizing [30] (see also [5]), we define a general multi-material transportation cost \( C : \mathbb{R}^m \to [0, \infty) \), and we define the cost functional (also called energy and therefore denoted \( \mathbb{E} \)) of a discrete multi-material flux \( T \) associated to a finite graph \( G \) with multiplicity \( \theta \) in \( \mathbb{R}^m \), integrating \( C(\theta) \) on \( G \) with respect to \( \mathcal{H}^1 \). The cost functional of a general multi-material flux is defined via relaxation.

We first define a partial order \( \preceq \) on \( \mathbb{R}^m \) as follows: we write \( \eta \preceq \theta \) if and only if \( \text{sign}(\eta_j) \text{sign}(\theta_j) \geq 0 \) and \( |\eta_j| \leq |\theta_j| \), for every \( j = 1, \ldots, m \). Notice that points which belong to the interior of distinct orthants are not comparable.

**Definition 3.5** (Multi-material transportation cost) A multi-material transportation cost is a function \( C : \mathbb{R}^m \to [0, \infty) \) such that

(i) \( C \) is even and \( C(\theta) = 0 \) if and only if \( \theta = 0 \);
(ii) \( C \) is lower semi-continuous;
(iii) \( C \) is subadditive, i.e. \( C(\eta + \theta) \leq C(\eta) + C(\theta) \);
(iv) \( C \) is monotone non-decreasing, i.e. \( C(\eta) \leq C(\theta) \) if \( \eta \preceq \theta \).

**Remark 3.6** It is worth noticing that the conditions (i) to (iv) on \( C \) are natural assumptions in the problem we want to describe. The transportation cost is non-negative, it vanishes only when there is no mass to transport, and it does not depend on the orientation of the
net flow of each commodity, which justifies (i); without (iii), it would be easy to produce counterexamples to the existence of solutions; furthermore, the validity of (iii) with a strict inequality (whenever \( \eta \) and \( \theta \) are non-zero) produces branched solutions; as a consequence of (iv), the cost does not decrease if the net flow of each single commodity does not decrease, as one would expect; finally, (ii) is necessary to ensure that the relaxed functional \( \mathcal{E} \) induced by \( \mathcal{C} \) on general multi-material fluxes coincides with the original one on discrete multi-material fluxes as described in Definition 3.7 below.

**Definition 3.7** *(Cost functional)*

(i) *(Discrete case)* Given a discrete multi-material flux \( T \) associated to a finite graph \( G \) with multiplicity \( \theta \) in \( \mathbb{R}^m \), its cost functional (or energy) is the quantity

\[
\mathcal{E}(T) := \sum_{e \in E(G)} C(\theta(e)) \mathcal{H}^1(e).
\]

(ii) *(General case)* Given two compactly supported, compatible vector-valued measures \( \mu^- \), \( \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m) \) and given \( T \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^n \times m) \) a multi-material flux between \( \mu^- \) and \( \mu^+ \), we define

\[
\mathcal{E}(T) := \inf \left\{ \liminf_{h \to 0} \mathcal{E}(T_h) : F(T_h - T) \to 0 \right\},
\]

where \( T_h \) are discrete multi-material fluxes between discrete measures \( \mu_h^- \) and \( \mu_h^+ \), all supported on a common compact set, and \( F \) denotes the flat-distance between the associated flat currents (see §4.6).

**Remark 3.8** *(Comments on the definition)*

(i) *(Discrete case)* Observe that the energy is well-defined: in particular, since \( C \) is even, \( \mathcal{E} \) does not depend on the orientation chosen on each edge \( e \in E(G) \).

(ii) *(General case)* We will give a precise definition of flat-distance later. For the moment, we can anticipate that, whenever

\[
\sup_h \{ \mathcal{M}(T_h) + \mathcal{M}(\mu_h^- - \mu_h^+) \} < \infty,
\]

it holds

\[
F(T_h - T) \to 0 \iff (T_h \rightharpoonup T \text{ and } (\mu_h^- - \mu_h^+) \rightharpoonup (\mu^- - \mu^+)).
\]

Nevertheless, we remark that the condition \( F(T_h - T) \to 0 \) does not imply in general that the masses of the \( T_h \)'s and of the \( (\mu_h^- - \mu_h^+) \)'s are equi-bounded. The existence of discrete multi-material fluxes \( T_h \) between discrete measures \( \mu_h^- \) and \( \mu_h^+ \) with \( F(T_h - T) \to 0 \) (and thus with \( F((\mu_h^- - \mu_h^+) - (\mu^- - \mu^+)) \to 0 \)) is a consequence of the polyhedral approximation theorem for normal currents; see [15, Theorem 4.2.24].

### 3.3 Statement of the problem and main existence result

Now we can naturally define the following minimization problem.

**Definition 3.9** *(Multi-material transport problem)* Given a pair of compactly supported, compatible vector-valued measures \( \mu^- \) and \( \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m) \), we say that a multi-material flux \( T \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^n \times m) \) between \( \mu^- \) and \( \mu^+ \) is a solution of the multi-material transport problem for the pair \( (\mu^-, \mu^+) \) if

\[
\mathcal{E}(T) \leq \mathcal{E}(S), \quad \text{for every multi-material flux } S \text{ between } \mu^- \text{ and } \mu^+.
\]
We will prove the following result.

**Theorem 3.10** (Existence of minimizers) Let \( \mu^- \) and \( \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m) \) be a pair of compactly supported, compatible vector-valued measures. Then the associated multi-material transport problem admits a solution.

### 3.4 Stability of minimizers

Once the existence of solutions has been guaranteed, it is natural to ask whether minimizers of multi-material transport problems enjoy a stability property, that is, whether, under suitable assumptions, they converge to minimizers of the limit problem. Such a property is clearly crucial in view of numerical simulations. In particular, it paves the way to exploiting the calibration technique introduced in [21,22] and extended to the discrete multi-material transport problem in [23]. We begin with the following remark.

**Remark 3.11** (Multi-material fluxes with finite energy) Even if the class of competitors for a given pair of compatible measures \((\mu^-, \mu^+)\) is always non-empty, the multi-material transport problem could be trivial: namely, it is possible that there is no multi-material flux between \(\mu^-\) and \(\mu^+\) with finite energy. In this case, we can say that every competitor is a solution. In Sect. 7, we give a sufficient condition on the multi-material transportation cost \(C\) for the problem to be non-trivial, namely for every pair of compactly supported, compatible measures \((\mu^-, \mu^+)\) to admit a competitor with finite energy. Following [5], we call such multi-material transportation costs admissible (see Definition 7.1).

Without any assumptions on the cost functional \(C\), stability results for branched transportation problems are not elementary (see e.g. [7–9]). In §7.1 we prove that, if the multi-material transportation cost is admissible, then the multi-material transport problem is stable.

**Theorem 3.12** (Stability of minimizers) Let \(C\) be an admissible multi-material transportation cost. Let \(\mu^+_h, \mu^-_h\) be a sequence of pairs of compatible vector-valued measures in \(\mathcal{M}(\mathbb{R}^n, \mathbb{R}^m)\) all supported on a common compact set \(K\), and let \(T_h\) be minimizers of the multi-material transport problem for the pair \((\mu^-_h, \mu^+_h)\). Assume, moreover, that

\[
\mu^+_h \rightharpoonup \mu^+_\infty \quad \text{and} \quad \sup_h \{|M(T_h)|\} < \infty.
\]

Then, up to subsequences, \(T_h \rightharpoonup T_\infty\), where \(T_\infty\) is a minimizer of the multi-material transport problem for the pair \((\mu^-_\infty, \mu^+_\infty)\).

### 4 Currents with coefficients in \(\mathbb{R}^m\)

As anticipated in the introduction, in order to tackle the multi-material transport problem we will take advantage of the formalism and the tools that are typical of the theory of currents. In this section we define currents with coefficients in \(\mathbb{R}^m\) as the dual of a suitable space of differential forms. When we write classical forms/currents, we refer to forms/currents with coefficients in \(\mathbb{R}\) as in [15, Section 4]; a concise exposition, mostly sufficient to our aims, can also be found in [5, 2.5]. The main goal of this section is to convey the idea that the properties of a current with coefficients in \(\mathbb{R}^m\) can be studied by applying the results of the classical theory to the \(m\)-tuple of its components.
4.1 $\mathbb{R}^m$-valued covectors and forms

A map
\[ \omega : \Lambda_k(\mathbb{R}^n) \times \mathbb{R}^m \to \mathbb{R} \]  \hspace{1cm} (4.1)
is an $\mathbb{R}^m$-valued $k$-covector on $\mathbb{R}^n$ ($1 \leq k \leq n$) if:

1. $\forall \tau \in \Lambda_k(\mathbb{R}^n)$, $\omega(\tau, \cdot) \in (\mathbb{R}^m)^*$;
2. $\forall v \in \mathbb{R}^m$, $\omega(\cdot, v) : \Lambda_k(\mathbb{R}^n) \to \mathbb{R}$ is a classical $k$-covector.

The evaluation will be denoted with $\omega(\tau, v)$. The space of $\mathbb{R}^m$-valued $k$-covectors on $\mathbb{R}^n$ is denoted $\Lambda^k_{\mathbb{R}^m}(\mathbb{R}^n)$. We also set $\Lambda^0_{\mathbb{R}^m}(\mathbb{R}^n) := (\mathbb{R}^m)^*$.

For every $k$, the space of $\mathbb{R}^m$-valued $k$-covectors on $\mathbb{R}^n$ is a normed vector space when endowed with the norm
\[ \|\omega\| := \sup\{|\omega(\tau, \cdot)| : |\tau| \leq 1, \tau \text{ is simple}\}, \]
where we have called simple any $\tau \in \Lambda_k(\mathbb{R}^n)$ which can be given the form $\tau = \tau_1 \wedge \ldots \wedge \tau_k$ with each $\tau_i \in \mathbb{R}^n$. We can write the action of an $\mathbb{R}^m$-valued $k$-covector as
\[ \omega(\tau, v) = \sum_{j=1}^m v^j \omega_j(\tau), \]
where $v^j$ are the components of $v$ in the standard basis $\{e_1, \ldots, e_m\}$ of $\mathbb{R}^m$, and, for $j = 1, \ldots, m$, the functions $\omega_j : \tau \mapsto \omega(\tau, e_j)$ are classical $k$-covectors, called the components of $\omega$.

An $\mathbb{R}^m$-valued differential $k$-form on $\mathbb{R}^n$ is a map
\[ \omega : \mathbb{R}^n \to \Lambda^k_{\mathbb{R}^m}(\mathbb{R}^n). \]
We say that $\omega$ is smooth if every component $\omega_j$ is a classical smooth differential $k$-form. We denote by
\[ \mathcal{D}^k_{\mathbb{R}^m}(\mathbb{R}^n) := C^\infty_c(\mathbb{R}^n, \Lambda^k_{\mathbb{R}^m}(\mathbb{R}^n)) \]
the vector space of smooth $\mathbb{R}^m$-valued differential $k$-forms on $\mathbb{R}^n$ with compact support.

The exterior differential of an $\mathbb{R}^m$-valued differential $k$-form $\omega$ on $\mathbb{R}^n$ is defined as the $\mathbb{R}^m$-valued differential $(k + 1)$-form $d\omega$ on $\mathbb{R}^n$ whose components satisfy $(d\omega)_j = d(\omega_j)$, for every $j = 1, \ldots, m$. Moreover, the functional $\|\omega\|_c := \sup_{x \in \mathbb{R}^n} \|\omega(x)\|$ defines a norm on $\mathcal{D}^k_{\mathbb{R}^m}(\mathbb{R}^n)$, called the comass norm.

4.2 Currents with coefficients in $\mathbb{R}^m$

Let $T$ be a linear functional on $\mathcal{D}^k_{\mathbb{R}^m}(\mathbb{R}^n)$. The components of $T$ are the linear functionals on $\mathcal{D}^k(\mathbb{R}^n) := C^\infty_c(\mathbb{R}^n, \Lambda^k(\mathbb{R}^n))$ defined by $T_j(\omega) := T(\hat{\omega}_j)$, where $\hat{\omega}_j$ is the $\mathbb{R}^m$-valued differential $k$-form on $\mathbb{R}^n$ whose $j$-th component coincides with $\omega$ and all other components are zero. We say that $T$ is continuous if and only if every component $T_j$ is a classical $k$-dimensional current. The space of continuous linear functionals on $\mathcal{D}^k_{\mathbb{R}^m}(\mathbb{R}^n)$ is called the space of $k$-dimensional currents with coefficients in $\mathbb{R}^m$, and will be denoted $\mathcal{D}^k_{\mathbb{R}^m}(\mathbb{R}^n)$. We will sometimes write $T = (T_1, \ldots, T_m)$ if $T \in \mathcal{D}^k_{\mathbb{R}^m}(\mathbb{R}^n)$ has components $T_1, \ldots, T_m$. 
4.3 Boundary and mass

Let $T \in \mathcal{D}^{m}_{k}(\mathbb{R}^{n})$, with $1 \leq k \leq n$. The boundary of $T$ is the current $\partial T \in \mathcal{D}^{m}_{k-1}(\mathbb{R}^{n})$ defined by

$$\partial T(\phi) := T(d\phi), \ \forall \phi \in \mathcal{D}^{k-1}_{m}(\mathbb{R}^{n}).$$

Observe that $(\partial T)_{j} = \partial T_{j}$, namely that $\partial T = (\partial T_{1}, \ldots, \partial T_{m})$ if $T = (T_{1}, \ldots, T_{m})$. Also note that $\partial(\partial T) = 0$ for every $T \in \mathcal{D}^{m}_{k}(\mathbb{R}^{n})$.

The functional on $\mathcal{D}^{m}_{k}(\mathbb{R}^{n})$ defined by

$$\mathbb{M}(T) := \sup\{|T(\omega)| : \|\omega\|c \leq 1\} \quad (4.2)$$

is called mass. A current $T$ with coefficients in $\mathbb{R}^{m}$ such that $\mathbb{M}(T) + \mathbb{M}(\partial T) < +\infty$ is called normal. The space of $k$-dimensional normal currents on $\mathbb{R}^{n}$ with coefficients in $\mathbb{R}^{m}$ will be denoted by $\mathcal{M}^{m}_{k}(\mathbb{R}^{n})$.

4.4 Currents with finite mass

To every current $T \in \mathcal{D}^{m}_{k}(\mathbb{R}^{n})$ with finite mass one can associate a finite Borel measure $\|T\| \in \mathcal{M}(\mathbb{R}^{n})$ defined on open sets by

$$\|T\|(\Omega) := \sup\{T(\omega) : \omega \in \mathcal{D}^{k}_{m}(\mathbb{R}^{n}), \|\omega\|c \leq 1, \text{spt}(\omega) \subset \Omega\}.$$

Let $T_{j}$ be the components of $T$, for $j = 1, \ldots, m$. Since every $T_{j}$ is a classical current with finite mass, Riesz’ representation theorem allows to represent $T_{j}$ by integration, in the sense that

$$T_{j}(\omega) = \int_{\mathbb{R}^{n}} \langle \omega_{x}, \tau_{j}(x) \rangle \, d\|T\|(x) \quad \forall \omega \in \mathcal{D}^{k}(\mathbb{R}^{n}), \quad (4.3)$$

where the measure $\|T_{j}\|$ is defined on open sets as above by

$$\|T_{j}\|(\Omega) := \sup\{T_{j}(\omega) : \omega \in \mathcal{D}^{k}(\mathbb{R}^{n}), \|\omega\|c \leq 1, \text{spt}(\omega) \subset \Omega\},$$

and where $\tau_{j} : \mathbb{R}^{n} \to A_{k}(\mathbb{R}^{n})$ is a $\|T\|$-measurable classical $k$-vector field with mass $|\tau_{j}| = 1$ at $\|T_{j}\|$-almost every point.

Now, the very definition of components easily implies that each measure $\|T_{j}\|$ is absolutely continuous with respect to $\|T\|$. Hence, by the Radon-Nikodým theorem, there exist $\|T\|$-integrable, non-negative functions $t_{j} : \mathbb{R}^{n} \to \mathbb{R}$ with $t_{j} \leq 1 \|T\|$-almost everywhere such that $\|T_{j}\| = t_{j} \|T\|$. Let $\omega \in \mathcal{D}^{m}_{k}(\mathbb{R}^{n})$ be an $\mathbb{R}^{m}$-valued differential $k$-form, let $\omega_{j}$ be its components, and let again $\tilde{\omega}_{j}$ denote the $\mathbb{R}^{m}$-valued differential $k$-form having $\omega_{j}$ as its $j$th component and all the other components set equal to zero. Then, $\omega = \sum_{j=1}^{m} \tilde{\omega}_{j}$, and we can compute

$$T(\omega) = T\left(\sum_{j=1}^{m} \tilde{\omega}_{j}\right) = \sum_{j=1}^{m} T(\tilde{\omega}_{j}) = \sum_{j=1}^{m} T_{j}(\omega_{j}) = \sum_{j=1}^{m} \int_{\mathbb{R}^{n}} \langle (\omega_{j})_{x}, \tau_{j}(x) \rangle \, d\|T_{j}\|(x)$$

$$= \int_{\mathbb{R}^{n}} \sum_{j=1}^{m} \omega_{x}(\tau_{j}(x), t_{j}(x)e_{j}) \, d\|T\|(x). \quad (4.4)$$
If we let $A_T : \mathbb{R}^n \rightarrow \Lambda_k (\mathbb{R}^n) \otimes \mathbb{R}^m$ denote the $\|T\|$-measurable tensor field given by

$$A_T := \sum_{j=1}^m \tau_j \otimes t_j e_j,$$

we can formally write $T = A_T \|T\|$, which has to be understood in the sense that the action of $T$ on any $\omega \in \mathcal{D}_k^m (\mathbb{R}^n)$ is as prescribed by Eq. (4.4). The $j$th component of $T$ is represented by the $j$th “column” of the tensor field $A_T$, as we can write $T_j = \tau_j t_j \|T\|$ for every $j = 1, \ldots, m$.

### 4.5 Rectifiable currents with coefficients in $\mathbb{R}^m$

Let $T$ be a $k$-current with coefficients in $\mathbb{R}^m$ and finite mass. We say that $T$ is rectifiable, and we write $T \in \mathcal{D}_k^m (\mathbb{R}^n)$, if it can be represented as $T = (\tau \otimes \theta) \mathcal{H}^k \mathcal{L} E$, where:

(i) $E$ is a countably $k$-rectifiable set in $\mathbb{R}^n$;
(ii) $\tau$ is a simple $k$-vector field with $|\tau(x)| = 1$ and $\tau(x)$ is orienting the approximate tangent space $\text{Tan}(E, x)$ at $\mathcal{H}^k$-a.e. $x \in E$: that is, $\tau(x) = \tau_1(x) \wedge \ldots \wedge \tau_k(x)$ for an orthonormal basis $\{\tau_1(x), \ldots, \tau_k(x)\}$ of $\text{Tan}(E, x)$;
(iii) $\theta : E \rightarrow \mathbb{R}^m$ belongs to $L^1(E, \mathbb{R}^m; \mathcal{H}^k \mathcal{L} E)$.

The $k$-vector field $\tau$ and the function $\theta$ will be called an orienting $k$-vector and the multiplicity vector of $T$, respectively. A rectifiable current is called polyhedral if $E$ is a finite union of $k$-dimensional simplexes with disjoint relative interiors and $\tau, \theta$ are constant on the relative interior of each simplex. The space of polyhedral $k$-currents with coefficients in $\mathbb{R}^m$ is denoted $\mathcal{D}_k^m (\mathbb{R}^n)$. Notice that this definition is coherent with the content of Sect. 3: in particular, the class $\mathcal{D}_1^m (\mathbb{R}^n)$ contains precisely the polyhedral currents with coefficients in $\mathbb{R}^m$ introduced in Sect. 3.1.

### 4.6 Flat norm and flat currents with coefficients in $\mathbb{R}^m$

The flat norm is defined for $T \in \mathcal{D}_k^m (\mathbb{R}^n)$ as:

$$\mathbb{F}(T) := \inf \{ \mathbb{M}(S) + \mathbb{M}(R) : T = R + \partial S, R \in \mathcal{D}_k^m (\mathbb{R}^n), S \in \mathcal{D}_{k+1}^m (\mathbb{R}^n) \}.$$

The space of $k$-dimensional flat currents with coefficients in $\mathbb{R}^m$, denoted $\mathcal{D}_k^m (\mathbb{R}^n)$, is defined as the completion of the space $\mathcal{D}_k^m (\mathbb{R}^n)$ in $\mathcal{D}_k^m (\mathbb{R}^n)$ with respect to the flat norm. In particular, $T \in \mathcal{D}_k^m (\mathbb{R}^n)$ is a $k$-dimensional flat current with coefficients in $\mathbb{R}^m$ if and only if every component $T_j$ of $T$ is a classical flat current. Moreover, it holds

$$\mathbb{F}(T) \leq \sum_{j=1}^m \mathbb{F}(T_j), \quad (4.5)$$

and clearly $\mathbb{F}(T_j) \leq \mathbb{F}(T)$ for every $j$. Hence, the convergence in flat norm for currents with coefficients in $\mathbb{R}^m$ is equivalent to the convergence in flat norm of every component.

**Remark 4.1** We remark here that a current with coefficients in $\mathbb{R}^m$ is rectifiable, polyhedral, flat, normal or with finite mass if and only if all of its components are so. The classical theory of real currents, therefore, provides all the tools needed to work with currents with coefficients in $\mathbb{R}^m$. At the same time, flat currents with coefficients in $\mathbb{R}^m$ may be introduced.
as a particular instance of the theory of flat chains with coefficients in a normed Abelian group $G$, as pioneered by Fleming [16] and extensively studied in the literature (see e.g. [12,13,28,29]), when $G = (\mathbb{R}^m, +)$ equipped with the standard Euclidean norm. For the purposes of the present paper, the two approaches may be considered equivalent (see also Sect. 8 for more details on this point).

### 4.7 Currents and vector-valued measures

The following fundamental result holds.

**Theorem 4.2** If $K \subset \mathbb{R}^n$ is a compact set, and $r \geq 0$, then the set
\[
\{ T \in \mathcal{M}^k_{\mathbb{R}^m}(\mathbb{R}^n) : \text{spt}(T) \subset K, M(T) + M(\partial T) \leq r \}
\]
is $\mathbb{F}$-compact in $\mathcal{F}^k_{\mathbb{R}^m}(\mathbb{R}^n)$.

For a proof of this theorem in the general case of currents with coefficients in groups see [16, Lemma 7.4].

As we have seen in Sect. 4.4, currents of finite mass with coefficients in $\mathbb{R}^m$ are identified with finite measures with values in $\Lambda_k(\mathbb{R}^n) \otimes \mathbb{R}^m$. Hence, the previous compactness result and the density with respect to the uniform topology of smooth forms in continuous ones guarantees that the flat convergence and the weak-* convergence of the associated measures coincide in a class of normal currents with equi-bounded masses and masses of the boundaries. Observe that in Definition 3.7 no bound on the masses and masses of the boundaries is guaranteed on the sequence $T_h$ of polyhedral currents which are converging to $T$ in the flat norm. Hence, in principle, the functional $\mathbb{E}$ defined in there might not coincide with the lower semi-continuous relaxation made with respect to the weak-* convergence of the vector-valued measures and of their distributional divergences.

### 4.8 Energy functional on spaces of currents with coefficients in $\mathbb{R}^m$

Now that we have developed the terminology, let us rephrase the definition of the functional $\mathbb{E}$ in terms of currents with coefficients in $\mathbb{R}^m$. We will give the definition for currents of arbitrary dimension $k$, although the dimensions $k = 0$ and $k = 1$ are the only relevant in view of the application to the multi-material transport problem.

Let $C: \mathbb{R}^m \to \mathbb{R}$ be as in Definition 3.5. If $P \in \mathcal{P}^k_{\mathbb{R}^m}(\mathbb{R}^n)$ is a polyhedral current of the form
\[
P = \sum_{\ell=1}^N (\tau_\ell \otimes \theta_\ell) \mathcal{H}^k \cdot \sigma_\ell
\]
for orienting $k$-vectors $\tau_\ell \in \Lambda_k(\mathbb{R}^n)$, multiplicities $\theta_\ell \in \mathbb{R}^m$ and non-overlapping $k$-dimensional simplexes $\sigma_\ell$, then we set
\[
\mathbb{E}(P) := \sum_{\ell=1}^N C(\theta_\ell) \mathcal{H}^k(\sigma_\ell).
\]  

(4.6)

The functional $\mathbb{E}$ is extended to $\mathcal{P}^k_{\mathbb{R}^m}(\mathbb{R}^n)$ by relaxation: if $T \in \mathcal{P}^k_{\mathbb{R}^m}(\mathbb{R}^n)$ then
\[
\mathbb{E}(T) := \inf \left\{ \liminf_{h \to \infty} \mathbb{E}(P_h) : \{P_h\}_h \subset \mathcal{P}^k_{\mathbb{R}^m}(\mathbb{R}^n) \text{ with } \mathbb{F}(T - P_h) \to 0 \right\}.
\]

(4.7)
4.9 Decomposition of flat currents

In the coming sections, we will use the following result, the proof of which can be found in [26, Theorem 4.2] in the case of classical flat currents; the proof in the case of a flat current $T$ with coefficients in $\mathbb{R}^m$ can be easily deduced by applying the classical result to each of the $m$ components of $T$.

**Theorem 4.3**  Let $T \in \mathcal{F}_k^{\mathbb{R}^m}(\mathbb{R}^n)$ be a flat current with finite mass. Then, we can decompose

$$T = T_{\text{rec}} + T_{\text{diff}},$$

where

1. $T_{\text{rec}} \in \mathcal{F}_k^{\mathbb{R}^m}(\mathbb{R}^n)$;
2. $\|T_{\text{diff}}\|(A) = 0$ for every $k$-rectifiable set $A \subset \mathbb{R}^n$.

We will call $T_{\text{rec}}$ and $T_{\text{diff}}$ the rectifiable part and the diffuse part of $T$ respectively. The decomposition is unique.

4.10 Representation of the cost of rectifiable currents

The multi-material transportation energy $\mathbb{E}$ is defined via (4.7) on all flat currents with coefficients in $\mathbb{R}^m$, and the finiteness of $\mathbb{E}(T)$ does not imply, in general, any further information on the geometry of $T$. There is, however, a simple condition which is both necessary and sufficient for all flat currents with finite mass and finite energy to be rectifiable. For a multi-material cost $C$ as in Definition 3.5, we will define the directional derivatives

$$\frac{\partial^+ C}{\partial e_j}(0) := \lim_{t \to 0^+} \frac{C(te_j)}{t}.$$ 

The latter exist (possibly infinite) due to Lemma 5.1(1) below.

**Proposition 4.4**  Let $C$ be as in Definition 3.5. The condition

$$\frac{\partial^+ C}{\partial e_j}(0) = +\infty \quad \text{for every } j = 1, \ldots, m$$

holds if and only if every $T \in \mathcal{F}_1^{\mathbb{R}^m}(\mathbb{R}^n)$ with $\mathbb{M}(T) + \mathbb{E}(T) < \infty$ is rectifiable.

The previous result naturally generalizes the analogous result in the single-material framework (see Proposition 2.8 of [10]). We postpone the proof of Proposition 4.4 to Sect. 5.

**Remark 4.5**  Observe that the condition (4.8) is natural in branched transportation models. For instance, in the case $m = 1$ it holds for the standard $\alpha$-mass functional originally studied by Xia [30], defined by $C(\theta) = |\theta|^\alpha$ for $\alpha \in (0, 1)$.

In turn, the cost $\mathbb{E}(T)$ of a rectifiable current $T$ can be given an explicit integral representation. More precisely, we can prove the following theorem.

**Theorem 4.6**  (Representation formula for rectifiable currents) Let $T \in \mathcal{F}_1^{\mathbb{R}^m}(\mathbb{R}^n)$ be a flat current with finite mass such that $T = T_{\text{rec}} = (\tau \otimes \theta) \mathcal{H}^1 \res E$. Then:

$$\mathbb{E}(T) = \int_E C(\theta(x)) \, d\mathcal{H}^1(x).$$

(4.9)
Notice that (4.9) reduces to (4.6) if $T$ is polyhedral. Theorem 4.6 holds in fact in the much more general framework of arbitrary $k$-dimensional rectifiable chains with coefficients in a normed Abelian group $G$ (see Sect. 8), and we will prove it in that setting in Sect. 9; see Theorem 9.1. The validity of Theorem 9.1 was first stated by B. White in [28], but the proof was only sketched. A self-contained, complete proof of the result when $G = \mathbb{R}$ was then proposed in [10], and has motivated further research on the topic of functionals on flat chains defined by relaxation (see e.g. the recent paper [6]). When we combine Proposition 4.4 and Theorem 4.6, we have the following corollary.

**Corollary 4.7** Let $C$ be as in Definition 3.5. The condition

$$\frac{\partial^+ C}{\partial e_j}(0) = +\infty \quad \text{for every } j = 1, \ldots, m$$

holds if and only if

$$E(T) = \begin{cases} \int_E C(\theta(x)) \, d\mathcal{H}^1(x) & \text{if } T = (\tau \otimes \theta) \mathcal{H}^1 \perp E \in \mathcal{A}_{1}^{\mathbb{R}^m}(\mathbb{R}^n), \\ +\infty & \text{if } T \in \mathcal{A}_{1}^{\mathbb{R}^m}(\mathbb{R}^n) \cap \{M(T) < \infty\} \setminus \mathcal{A}_{1}^{\mathbb{R}^m}(\mathbb{R}^n). \end{cases}$$

We remark that, in the single-material case, namely when $m = 1$, Brancolini and Wirth have obtained, in [5, Proposition 2.32], an explicit representation for the energy $E(T)$ in all cases when (4.10) fails, even when $T$ has a non-zero diffuse part $T_{\text{diff}}$. It would be interesting to investigate the possibility to extend the results of [5] to the multi-material case.

# 5 Preliminaries to the existence theory

In this section we collect the main preliminary technical results towards the proofs of the main theorems of this work.

## 5.1 Properties of the multi-material transportation cost

We begin our program with the following lemma, which contains a detailed analysis of the properties of multi-material transportation costs.

**Lemma 5.1** Let $C: \mathbb{R}^m \to \mathbb{R}$ be a multi-material transportation cost as in Definition 3.5. Then:

1. the right-derivative of $C$ in the direction $v$ at 0, defined as $\lim_{t \to 0^+} \frac{C(tv)}{t}$, and denoted with $\frac{\partial^+ C}{\partial v}(0)$, exists (possibly infinite) for every $v \in \mathbb{R}^m$. Moreover,

$$\frac{\partial^+ C}{\partial v}(0) = \sup_{t > 0} \frac{C(tv)}{t} \quad \forall v \in \mathbb{R}^m. \quad (5.1)$$

2. the function $v \mapsto \frac{\partial^+ C}{\partial v}(0)$ is positively 1-homogeneous, even, strictly positive on $\mathbb{R}^m \setminus \{0\}$, subadditive, and monotone with respect to the partial order $\preceq$ on $\mathbb{R}^m$;

3. the set $V := \{v \in \mathbb{R}^m : \frac{\partial^+ C}{\partial v}(0) < +\infty\}$ is a vector subspace of $\mathbb{R}^m$, and a basis for $V$ is given by $B := \{e_j : \frac{\partial^+ C}{\partial e_j}(0) < +\infty\}$;
(4) the function $v \in V \mapsto \frac{\partial^+ C}{\partial v}(0)$ is bounded on $\mathbb{S}^{m-1} \cap V$, with estimates:

$$\frac{\partial^+ C}{\partial v}(0) \leq \sum_{j: e_j \in B} |v_j| \frac{\partial^+ C}{\partial e_j}(0) \leq m \frac{\partial^+ C}{\partial v}(0) \quad \forall v = \sum_{j: e_j \in B} v_j e_j \in \mathbb{S}^{m-1} \cap V \ ; \quad (5.2)$$

(5) $v \mapsto \frac{\partial^+ C}{\partial v}(0)$ is continuous on $V$;

(6) for every $\delta > 0$ there exists a constant $c = c(\delta) > 0$ such that

$$|v| \leq c C(v) \quad \forall v \in B(0, \delta). \quad (5.3)$$

**Proof** The proof of (1) can be found in [19, Theorem 16.3.3]. In order to apply that theorem, we only need to show that, for every $v \in \mathbb{R}^m$, it is either $\lim_{t \to 0^+} C(tv) = 0$ or $\liminf_{t \to 0^+} C(tv) > 0$. To prove that for a multi-material cost this is always verified, we simply observe that the function $t \mapsto C(tv)$ is non-decreasing for $t > 0$. Therefore, the limit $\lim_{t \to 0^+} C(tv)$ exists, and, since $C$ is a non-negative function, it is either 0 or positive.

We now prove (2). The fact that the directional derivatives are positively 1-homogeneous functions is due to basic properties of the limit. To simplify the notation, we denote $\frac{\partial^+ C}{\partial v}(0)$ with $f(v). f$ is even, because such is $C$. Its strict positivity is a direct consequence of the strict positivity of $C$ and (5.1). Subadditivity is checked in the following way. Write

$$C(t(v_1 + v_2)) \leq C(tv_1) + C(tv_2) \quad \forall t > 0, \forall v_1, v_2 \in \mathbb{R}^m.$$

Dividing by $t$ and taking the limit we get the desired inequality. Finally, by the monotonicity of $C$, we also have

$$C(tv_1) \leq C(tv_2) \quad \forall t > 0, v_1 \leq v_2.$$

Once again passing to the incremental quotients we infer the same inequality for $f$.

To prove (3) it is sufficient to write every vector $v \in \mathbb{R}^m$ in components as $v = \sum_{j=1}^m v_j e_j$ and observe that

$$f(v) \leq \sum_{j=1}^m f(v_j e_j),$$

by subadditivity. Observe that, since $f$ is even, $f(\text{sign}(v_j)e_j) = f(e_j), \forall j \in \{1, \ldots, m\}$. Therefore, by subadditivity, positive homogeneity and evenness we deduce

$$f(v) \leq \sum_{j=1}^m |v_j| f(\text{sign}(v_j)e_j) = \sum_{j=1}^m |v_j| f(e_j). \quad (5.4)$$

This inequality proves that $\text{span}(B) \subseteq V$. On the other hand, suppose that $v = \sum_{j=1}^m v_j e_j$ is such that $v_\ell \neq 0$ for some $\ell$ such that $e_\ell \notin B$. We need to show that

$$f(v) = +\infty.$$

This is a consequence of the monotonicity of $f$. Indeed, since $f$ is even, we can always suppose that $v_\ell$ is positive, and write

$$f(v_\ell e_\ell) \leq f(v). \quad (5.5)$$

By homogeneity we infer that $f(v_\ell e_\ell) = v_\ell f(e_\ell) = +\infty$. We obtain that $V = \text{span}(B)$ and we conclude the proof of (3).

Conclusion (4) has already been proved with equations (5.4) and (5.5). We will now prove (5). We will let $r := \dim V$ and identify $V$ with $\mathbb{R}^r$. Consider a sequence $\{v^h\}_{h \in \mathbb{N}}$ in
$V$ converging to $v \in V$. We prove the continuity of $f$ by proving separately upper and lower semi-continuity. The upper semi-continuity is proved as follows. By subadditivity,

$$C(tv^h) \leq C(t(v^h - v)) + C(tv) \quad \forall h \in \mathbb{N}.$$ 

Denote with $w^h := v^h - v$. Then, using equation (5.1) and the homogeneity of $f$, we have:

$$C(t(v^h - v)) \leq f \left( \frac{w^h}{|w^h|} \right) |w^h| \quad \forall t > 0, \forall h \in \mathbb{N}.$$ 

Since, by (4), $f$ is bounded by a constant $L$ on the sphere of $V$, we obtain:

$$\sup_{t > 0} \frac{C(t(v^h - v))}{t} \leq f \left( \frac{w^h}{|w^h|} \right) |w^h| \leq L|w^h| \quad \forall h \in \mathbb{N}.$$ 

Hence

$$\frac{C(tv^h)}{t} \leq L|w^h| + \frac{C(tv)}{t} \leq L|w^h| + \sup_{t > 0} \frac{C(tv)}{t} = L|w^h| + f(v) \quad \forall h \in \mathbb{N}.$$ 

Taking the limit as $t \to 0^+$, we get

$$f(v^h) \leq L|w^h| + f(v) \quad \forall h \in \mathbb{N},$$

and finally

$$\limsup_h f(v^h) \leq f(v).$$

Lower semi-continuity is completely analogous. It suffices to use subadditivity to write, $\forall h \in \mathbb{N},$

$$C(tv) \leq C(t(v^h - v)) + C(tv^h),$$

and repeat the proof of the upper semi-continuity.

We will now prove (6). Since $\frac{\delta C}{\delta e_j}(0)$ is strictly positive for every $j = 1, \ldots, m$, there exist $\alpha > 0$ and $\epsilon > 0$ such that, whenever $v = \sum_{j=1}^m v_j e_j \in \mathbb{R}^m$ satisfies $|v| < \epsilon$, one has:

$$|v_j| \leq \alpha C(|v_j| e_j) = \alpha C(v_j e_j) \quad \forall j = 1, \ldots, m.$$ 

By the monotonicity of the cost, we can write

$$|v_j| \leq \alpha C(v) \quad \forall j \in \{1, \ldots, m\},$$

and, by taking the maximum over $j$,

$$|v|_\infty \leq \alpha C(v) \quad \forall v \in B(0, \epsilon),$$

which evidently implies

$$|v| \leq \sqrt{m} \alpha C(v) \quad \forall v \in B(0, \epsilon). \quad (5.6)$$

On the other hand, since $C$ is lower semi-continuous, the function $v \mapsto \frac{|v|}{C(v)}$ is upper semi-continuous on every set not containing the origin. Therefore, the inequality in (5.6) holds, with a constant depending on $\delta$ and $\epsilon$, also in $B(0, \delta) \setminus B(0, \epsilon)$. This completes the proof. $\square$
5.2 Properties of the energy functional on flat currents

We turn now our attention to study the properties of the energy functional, regarded as a map

$$E: \mathcal{F}_1^m(\mathbb{R}^n) \to [0, +\infty]$$

as defined in (4.6)-(4.7) when $k = 1$.

Here and in the sequel, we are going to adopt the following notation.

**Notation 5.2** (Lift of a component) If $T \in \mathcal{F}_k^m(\mathbb{R}^n)$ is a current with coefficients in $\mathbb{R}^m$, and $T_j$ is the $j$th component of $T$, we let $\hat{T}_j$ denote the current in $\mathcal{F}_k^m(\mathbb{R}^n)$ having the $j$th component equal to $T_j$ and all other components set equal to zero. We will call $\hat{T}_j$ the lift of the component $T_j$ to $\mathcal{F}_k^m(\mathbb{R}^n)$. Note that any current with coefficients in $\mathbb{R}^m$ can be decomposed into the sum of the lifts of its components, namely

$$T = \sum_{j=1}^m \hat{T}_j, \quad T \in \mathcal{F}_k^m(\mathbb{R}^n). \tag{5.7}$$

The following lemma states that, if a flat current $T$ coincides with the lift of one of its components, then one can find a (polyhedral) recovery sequence for its energy enjoying the same property.

**Lemma 5.3** Let $T \in \mathcal{F}_1^m(\mathbb{R}^n)$ be a flat current such that $T = \hat{T}_j$ for some $j \in \{1, \ldots, m\}$. Then, there exists a sequence $\{P^h\}_{h \in \mathbb{N}}$ with $P^h \in \mathcal{F}_1^m(\mathbb{R}^n)$ such that

$$P^h = \hat{P}^h_j \quad \text{for every } h \in \mathbb{N}, \tag{5.8}$$

and

$$\mathbb{F}(P^h - T) \to 0, \quad \mathbb{E}(P^h) \to \mathbb{E}(T) \quad \text{as } h \to \infty. \tag{5.9}$$

**Proof** Let $T^h$ be a recovery sequence for $\mathbb{E}(T)$: namely, assume that $\{T^h\}_h$ is a sequence of polyhedral currents with coefficients in $\mathbb{R}^m$ such that

$$\mathbb{F}(T - T^h) \to 0 \quad \text{and} \quad \mathbb{E}(T^h) \to \mathbb{E}(T) \quad \text{as } h \to \infty.$$

Recall that the flat norm of a current with coefficients in $\mathbb{R}^m$ is comparable to the sum of the flat norms of its components, cf. §4.6. For every $h \in \mathbb{N}$, simply set $P^h := \hat{T}^h_j$. In other words, $P^h$ is obtained by projecting the multiplicities of $T^h$ onto the subspace span $\{e_j\} \subset \mathbb{R}^m$, so that if $T^h = (T^h_1, \ldots, T^h_j, \ldots, T^h_m)$ then $P^h = (0, \ldots, T^h_j, \ldots, 0)$. Obviously, (5.8) holds by construction, and $\mathbb{F}(P^h - T) \to 0$ as $h \to \infty$. Finally, the procedure does not increase the energy, by monotonicity of the multi-material transportation cost $\mathcal{C}$. Hence:

$$\mathbb{E}(T) \leq \liminf_{h \to \infty} \mathbb{E}(P^h) \leq \limsup_{h \to \infty} \mathbb{E}(P^h) \leq \limsup_{h \to \infty} \mathbb{E}(T^h) = \mathbb{E}(T),$$

which completes the proof. \hfill $\Box$

**Proposition 5.4** Let $\mathcal{C}$ be a multi-material transport cost. The associated energy $\mathbb{E}$ has the following properties:

1. If $T \in \mathcal{F}_1^m(\mathbb{R}^n)$, then

$$\mathbb{E}(\hat{T}_j) \leq \mathbb{E}(T) \quad \text{for every } j = 1, \ldots, m.$$
(2) If \( T, S \in \mathcal{F}_1^{R^m}(\mathbb{R}^n) \), then
\[
\mathbb{E}(T + S) \leq \mathbb{E}(T) + \mathbb{E}(S).
\]
In particular,
\[
\mathbb{E}(T) \leq \sum_{j=1}^{m} \mathbb{E}(\hat{T}_j) \leq m \mathbb{E}(T). \tag{5.10}
\]

(3) If \( A \) and \( B \) are disjoint Borel sets and \( T \in \mathcal{F}_1^{R^m}(\mathbb{R}^n) \) has finite mass, then
\[
\mathbb{E}(T \wedge (A \cup B)) = \mathbb{E}(T \wedge A) + \mathbb{E}(T \wedge B). \tag{5.11}
\]
In particular,
\[
\mathbb{E}(T) = \mathbb{E}(T_{\text{rec}}) + \mathbb{E}(T_{\text{diff}}). \tag{5.12}
\]

**Proof** The proof of (1) is analogous to that of Lemma 5.3, by means of projecting the multiplicities of a polyhedral recovery sequence onto the direction span\([e_j]\). Concerning (2), observe that the subadditivity of \( \mathbb{E} \) holds on polyhedral currents simply by the subadditivity of the cost \( \mathcal{C} \). The result naturally extends to flat currents by approximation, and thus (5.10) is an immediate consequence of (5.7) and (1). Finally, the proof of (5.11) can be found in [28, 6.1(3)]. If we apply Theorem 4.3 to decompose
\[
T = T_{\text{rec}} + T_{\text{diff}},
\]
then evidently the measures \( \|T_{\text{rec}}\| \) and \( \|T_{\text{diff}}\| \) are mutually singular, and in fact \( T_{\text{rec}} = T \wedge E \) and \( T_{\text{diff}} = T \wedge E^c \) for some 1-rectifiable set \( E \subset \mathbb{R}^n \). Hence, (5.12) readily follows from (5.11). \( \square \)

### 5.3 Rectifiability of currents with finite energy: proof of Proposition 4.4

The technical lemmas of the previous paragraphs are sufficient to show the validity of Proposition 4.4. Notice that, using the terminology of Lemma 5.1, the condition in (4.8) can be rephrased as \( B = \emptyset \), or equivalently \( V = \{0\} \). The proof will be obtained by working in components as a corollary of the corresponding statement in the case \( m = 1 \), which can be found in [10, Proposition 2.8].

**Proof of Proposition 4.4** We first claim that the condition in (4.8) is necessary for every flat current with finite mass and energy to be rectifiable. Indeed, suppose that (4.8) does not hold, and assume without loss of generality that \( \frac{\hat{\mathbb{C}}}{\partial e_1}(0) < \infty \). Define a sequence \( \{P^h\}_h \) of polyhedral currents of the form \( P^h = (P_1^h, 0, \ldots, 0) \), where \( P_1^h \) are as in the corresponding counterexample in [10, Proof of Proposition 2.8]. As \( h \uparrow \infty \), \( P^h \) converges to \( T = (T_1, 0, \ldots, 0) \in \mathcal{F}_1^{R^m}(\mathbb{R}^n) \cap \{\mathbb{M}(T) < \infty\} \setminus \mathcal{F}_1^{R^m}(\mathbb{R}^n) \) and \( \mathbb{E}(T) \leq \liminf_{h \to \infty} \mathbb{E}_1(P^h_1) < \infty \), where \( \mathbb{E}_1 \) is the single-material transportation energy induced by \( \mathcal{C}_1(\theta) := \mathcal{C}(\theta, 0, \ldots, 0) \).

Conversely, we show that if (4.8) holds then every \( T \) with \( \mathbb{M}(T) + \mathbb{E}(T) < \infty \) is rectifiable. To this aim, it suffices to prove that every component \( T_j \) is rectifiable. Fix \( j \), and let \( \hat{T}_j \) be the lift of the component \( T_j \). By Proposition 5.4, \( \mathbb{M}(T_j) + \mathbb{E}(\hat{T}_j) < \infty \). By Lemma 5.3, there exists a recovery sequence for \( \mathbb{E}(\hat{T}_j) \) of the form \( P^h = (0, \ldots, P^h_j, \ldots, 0) \), so that \( \mathbb{E}(P^h) = \mathbb{E}_j(P^h_j), \mathcal{E}_j \) being the single-material cost functional induced by \( \mathcal{C}_j(t) := \mathcal{C}(te_j) \) for \( t \in \mathbb{R} \). Since \( \mathbb{E}(P^h_j - T_j) \to 0 \), we have that \( \mathbb{E}_j(T_j) \leq \liminf_{h \to \infty} \mathbb{E}(P^h) = \mathbb{E}(\hat{T}_j) < \infty \).
Since \( C_j \) satisfies \( \lim_{t \to 0^+} \frac{C_j(t)}{t} = +\infty \), we conclude from [10, Proposition 2.8] that \( T_j \) is rectifiable. \( \square \)

### 5.4 Monotonicity of the energy

In Proposition 5.4 (1) we have concluded that any component of \( T \) (or, better said, the lift of any component of \( T \)) has less energy than \( T \). Our next goal is to obtain an analogous result when we look at pieces of \( T \) rather than components. Let us first define what a piece of a current is.

Let \( T \in \mathcal{D}_1(\mathbb{R}^n) \) be a classical current with finite mass. We say that \( T' \in \mathcal{D}_1(\mathbb{R}^n) \) is a piece of \( T \) if

\[
\mathcal{M}(T) = \mathcal{M}(T') + \mathcal{M}(T - T').
\]

By [15, Section 4.1.7] one can see that if \( T \) is represented by integration as \( T = \tau \mu \), with \( \tau \) a Borel vector field in \( \mathbb{R}^n \) and \( \mu \in \mathcal{M}(\mathbb{R}^n) \), then a piece \( T' \) of \( T \) can be written as \( T' = \lambda \tau \mu \), for a Borel function \( \lambda : \mathbb{R}^n \to [0, 1] \). For \( T, T' \in \mathcal{P}^m(\mathbb{R}^n) \) we say that \( T' \) is a piece of \( T \) if every component \( T'_j \) of \( T' \) is a piece of the corresponding component \( T_j \) of \( T \), for \( j = 1, \ldots, m \).

The following is the anticipated monotonicity result for pieces of a flat current with coefficients in \( \mathbb{R}^m \), which will play a fundamental role in our existence theory.

**Proposition 5.5** Let \( T \in \mathcal{F}^m(\mathbb{R}^n) \) have finite mass, and let \( T' \) be a piece of \( T \). Then \( \mathcal{E}(T') \leq \mathcal{E}(T) \).

The result in Proposition 5.4 (1) stems from the analogous result valid in the case of polyhedral currents, which in turn is an immediate consequence of the monotonicity properties of the function \( C \). The proof of Proposition 5.5 will also follow from a polyhedral approximation argument; the difficulty here lies precisely in the construction of a suitable polyhedral approximation. The slicing theory for classical normal currents is one of the ingredients that we are going to need for the proof. We recall here that if \( S \in \mathcal{A}_k(\mathbb{R}^n) \), \( f : \mathbb{R}^n \to \mathbb{R} \) is a Lipschitz function, and \( r \) is a real number, then \( (S, f, r) \) denotes the slice of the current \( S \) via the map \( f \) at level \( r \). Intuitively, \( (S, f, r) \) may be thought of as the \( (k - 1) \)-dimensional current obtained by “intersecting” \( S \) with the level set \( \{ f(x) = r \} \); this interpretation is actually entirely correct (modulo specifying the orientation of the resulting object) when \( S \) is the current associated with a smooth \( k \)-surface in \( \mathbb{R}^n \).

**Proof of Proposition 5.5** Following the discussion in Sect. 4.4, write \( T = (\tau_1 \mu, \ldots, \tau_m \mu) \), with \( \mu \in \mathcal{M}(\mathbb{R}^n) \) and \( \tau_1, \ldots, \tau_m \) Borel vector fields in \( \mathbb{R}^n \) satisfying \( |\tau_j| \leq 1 \) \( \mu \)-almost everywhere for every \( j \). Let \( \lambda_1, \ldots, \lambda_m : \mathbb{R}^n \to [0, 1] \) be Borel functions such that \( T'_j = \lambda_j \tau_j \mu \), for \( j = 1, \ldots, m \). Fix \( \varepsilon > 0 \) and \( k \in \mathbb{N} \). For every \( \ell = (\ell_1, \ldots, \ell_m) \in \{0, \ldots, k\}^m \), denote

\[
D_\ell := \left\{ x \in \mathbb{R}^n : \lambda_j(x) \in \left[ \frac{\ell_j}{k}, \frac{\ell_j + 1}{k} \right], \ j = 1, \ldots, m \right\}.
\]

For every \( \ell \), we also let \( K_\ell \subset D_\ell \) be a compact set such that

\[
\mu(D_\ell \setminus K_\ell) < \frac{\varepsilon}{(k + 1)^m}.
\]

(5.13)
Since $\mu(\mathbb{R}^n \setminus \bigcup \ell D_\ell) = 0$, it follows from (5.13) that

$$\mu\left(\mathbb{R}^n \setminus \bigcup \ell K_\ell \right) < \varepsilon. \tag{5.14}$$

Observe that, since the $D_\ell$’s are finitely many disjoint sets, the mutual distances between the $K_\ell$’s are bounded from below by a number $2\rho_0 \leq 1$. Therefore, for every $\rho < \rho_0$ the open sets

$$A^\rho_\ell := \{x \in \mathbb{R}^n : \text{dist}(x, K_\ell) < \rho\}$$

are mutually disjoint. For every $j = 1, \ldots, m$, for every $\rho < \rho_0$, we denote

$$T''_j := \sum_\ell \frac{\ell j}{k} T_j \perp A^\rho_\ell,$$

and we let $T'' \in \mathcal{P}_1^m(\mathbb{R}^n)$ be the current with components $T''_1, \ldots, T''_m$.

It follows from (5.14) and the definition of $D_\ell$ that, for $j = 1, \ldots, m$, for every $\rho < \rho_0$ we have

$$M(T''_j - T_j) \leq 2 \mu\left(\mathbb{R}^n \setminus \bigcup \ell K_\ell \right) + M\left((T''_j - T_j) \perp \bigcup \ell K_\ell \right) \leq 2\varepsilon + \sum_\ell M(T''_j \perp K_\ell - T_j \perp K_\ell) \leq 2\varepsilon + \frac{1}{k}\mu(\mathbb{R}^n). \tag{5.15}$$

Now, let us consider a recovery sequence $\{P^h\}_{h \in \mathbb{N}}$ for the energy of $T$, namely $P^h \in \mathcal{P}_1^m(\mathbb{R}^n)$ with $\mathbb{F}(P^h - T) \to 0$ and $\mathbb{E}(P^h) \to \mathbb{E}(T)$. We denote, for $j = 1, \ldots, m$, for every $h \in \mathbb{N}$, for every $\rho < \rho_0$,

$$Q^h_j := \sum_\ell \frac{\ell j}{k} P^h_j \perp A^\rho_\ell,$$

and we let $Q^h \in \mathcal{P}_1^m(\mathbb{R}^n)$ be the current with components $Q^h_1, \ldots, Q^h_m$. Observe that every $Q^h_j$ is supported on a relatively open subset $U^h_j(\rho)$ of the support of $P^h_j$. Therefore, for every $h$ and for $j = 1, \ldots, m$, $U^h_j(\rho)$ is the union of at most countably many line segments. Hence, there exists a set $E^h_j(\rho) \subset U^h_j(\rho)$, which consists of finitely many line segments, such that

$$P^h_j := Q^h_j \perp E^h_j(\rho) \in \mathcal{P}_1(\mathbb{R}^n)$$

and

$$M(Q^h_j \perp (U^h_j(\rho) \setminus E^h_j(\rho))) < \varepsilon, \quad \text{for every } h, \text{ for } j = 1, \ldots, m \text{ and for every } \rho < \rho_0. \tag{5.16}$$

Finally, for every $h \in \mathbb{N}$, we denote $P^h(\rho) \in \mathcal{P}_1^m(\mathbb{R}^n)$ the current with components $P^h_1(\rho), \ldots, P^h_m(\rho)$. Clearly, $P^h(\rho)$ is a piece of $P^h$ for every $h$, and thus, by monotonicity of $C$, we have $\mathbb{E}(P^h(\rho)) \leq \mathbb{E}(P^h)$ for every $\rho < \rho_0$.

We claim that there exists $\rho < \rho_0$ such that

$$\mathbb{F}(P^h(\rho) - T') \leq C(k, \varepsilon) \quad \text{for infinitely many } h \in \mathbb{N}, \quad \text{(CLAIM)}$$

where $C(k, \varepsilon)$ vanishes in the limit as $k \to \infty$ and $\varepsilon \to 0$. This would imply that $\mathbb{E}(T') \leq \mathbb{E}(T)$ and conclude the proof.
As we observed in (4.5) we have $\mathbb{F}(P_j^h - T_j') \leq \sum_{j=1}^m \mathbb{F}(P_j^h - T_j')$, hence it is sufficient to prove that there exist $\rho < \rho_0$ and an infinite set of indices $H := \{h_1, h_2, \ldots\}$, such that for each $j = 1, \ldots, m$, we have

$$\mathbb{F}(P_j^h - T_j') \leq C(k, \varepsilon) \quad \text{for every } h \in H.$$  

For every $h \in \mathbb{N}$, for every $j \in \{1, \ldots, m\}$, we have by (5.15) and (5.16)

$$\mathbb{F}(P_j^h - T_j') \leq \mathbb{F}(Q_j^h - T_j'') + \mathcal{M}(Q_j^h - P_j^h) + \mathcal{M}(T_j' - T_j'') \leq \mathbb{F}(Q_j^h - T_j'') + 3\varepsilon + \frac{1}{k} \mu(\mathbb{R}^n) = \sum_{\ell} \frac{\varepsilon}{k} \mathbb{F}((T_j - P_j^h) \land A_{\ell}^0) + 3\varepsilon + \frac{1}{k} \mu(\mathbb{R}^n).$$

Hence, in order to prove the claim it suffices to show that there exist a positive constant $C$ (independent of $\varepsilon$ and $k$) and a radius $\rho < \rho_0$, such that for every $\ell$

$$\mathbb{F}((T_j - P_j^h) \land A_{\ell}^0) < C \frac{\varepsilon}{(k+1)^m} \quad \text{for every } j = 1, \ldots, m \text{ and for infinitely many } h \in \mathbb{N}.$$  

In order to see this, fix an index $j \in \{1, \ldots, m\}$. For every $p = 1, 2, \ldots$ let $h_p \in \mathbb{N}$ (with $h_p > h_{p-1}$ for $p \geq 2$) be such that

$$\mathbb{F}(T_j - P_j^h) < \frac{\varepsilon}{(k+1)^m} \frac{\rho_0}{2^{p+2}} \quad \text{for every } h \geq h_p.$$  

Then, by the well-known characterization of the flat norm of classical currents (cf. [15, Section 4.1.12]), for every $h \geq h_p$ there are currents $R^j \in \mathcal{D}_1(\mathbb{R}^n)$ and $S^h \in \mathcal{D}_2(\mathbb{R}^n)$ such that

$$T_j - P_j^h = R^j + \partial S^h, \quad \mathcal{M}(R^j) + \mathcal{M}(S^h) \leq \frac{\varepsilon}{(k+1)^m} \frac{\rho_0}{2^{p+2}}.$$  

Observe that (5.17) implies that $S^h$ is a normal current. Hence, by the classical slicing formula for normal currents (see [15, Section 4.2.1]) we have for every $\ell \in \{0, \ldots, k\}$ that

$$(T_j - P_j^h) \land A_{\ell}^0 = R^j \land A_{\ell}^0 + (\partial S^h) \land A_{\ell}^0 = R^j \land A_{\ell}^0 - \langle S^h, \text{dist}(\cdot, K_{\ell}), \rho \rangle + \partial(S^h \land A_{\ell}^0)$$  

for a.e. $\rho < \rho_0$. On the other hand, since (see again [15, Section 4.2.1])

$$\int_0^{\rho_0} \mathcal{M}(\langle S^h, \text{dist}(\cdot, K_{\ell}), \rho \rangle) \, d\rho \leq \mathcal{M}(S^h \land A_{\ell}^0) \leq \frac{\varepsilon}{(k+1)^m} \frac{\rho_0}{2^{p+2}},$$

then there exists a set $I^h \subset (0, \rho_0)$ of length $|I^h| \leq \frac{\rho_0}{2^{p+2})}$ such that

$$\mathcal{M}(\langle S^h, \text{dist}(\cdot, K_{\ell}), \rho \rangle) \leq \frac{m\varepsilon}{(k+1)^m} \quad \text{for every } \rho \in (0, \rho_0) \setminus I^h, \text{ for every } h \geq h_p.$$  

Set $H := \{h_p\}_{p \geq 1}$, $I := \bigcup_p I^h$, and observe that $|I| \leq \frac{\rho_0}{2^m}$. Hence, if we choose $\rho \in (0, \rho_0) \setminus I$ we conclude that (5.19) holds true for every $h \in H$. In turn, this allows us to estimate from (5.18) that

$$\mathbb{F}(T_j - P_j^h) \leq \mathcal{M}(R^j) + \mathcal{M}(\langle S^h, d_{K_{\ell}}, \rho \rangle) + \mathcal{M}(S^h) \leq \frac{2m\varepsilon}{(k+1)^m}$$  

for every $h \in H$, thus completing the proof. \qed
6 Proof of the existence Theorem 3.10

The proof is by direct methods. Since we know that (by definition) the energy $\mathcal{E}$ is lower semi-continuous with respect to the convergence in flat norm, our goal is to embed the minimization problem introduced in Definition 3.9 in a class of 1-currents with coefficients in $\mathbb{R}^m$ which is compact with respect to the topology induced by the flat norm. Let $\{T^h\}_{h \in \mathbb{N}}$ be a sequence of multi-material fluxes between $\mu^-$ and $\mu^+$ which is minimizing the energy $\mathcal{E}$. The sequence $T^h$ consists of normal 1-currents with coefficients in $\mathbb{R}^m$ having a common boundary. Moreover, we can assume that the currents $T^h$ are all supported on a common compact set (because the push-forward with respect to the closest-point projection from $\mathbb{R}^n$ onto a convex polytope containing the support of $\mu^-$ does not increase the energy $\mathcal{E}$, by the subadditivity of the cost). We can also assume that the infimum of the energies $\mathcal{E}(T^h)$ is finite. Nevertheless, the (finite) masses of the $T^h$ might in principle be unbounded along the sequence. We will prove that one can perform an operation on each $T^h$ (which roughly speaking consists in removing all its cycles) which preserves the boundary and does not increase the energy. Moreover the modified currents $T^h$ satisfy

$$\mathcal{M}(T^h) \leq CE(T^h) \leq C\mathcal{E}(T^h).$$

This bound recasts the problem in a compact regime, hence the minimality of each element of the (non-empty) class of subsequential limits of $\{T^h\}_{h \in \mathbb{N}}$ is guaranteed by direct methods.

6.1 Removing cycles

Let $T \in \mathcal{M}_1(\mathbb{R}^n)$ be a (classical) 1-dimensional normal current. We say that $S \in \mathcal{M}_1(\mathbb{R}^n)$ is a cycle contained in $T$ if

$$\partial S = 0 \quad \text{and} \quad \mathcal{M}(T) = \mathcal{M}(T - S) + \mathcal{M}(S).$$

In other words, a cycle contained in $T$ is any piece of $T$ with zero boundary. We say that $T$ is acyclic if there is no non-zero cycle contained in $T$. By [24, Proposition 3.8] one can identify the largest cycle contained in a normal current $T$, i.e., a cycle $S$ contained in $T$ such that $T' := T - S$ is acyclic. We will call $T'$ the acyclic part of $T$. First of all, let us observe that, since $T'$ is a piece of $T$, if $T = \tilde{T}\|T\|$, with unit orientation $\tilde{T}$, then $T'$ can be written as

$$T' = \lambda \tilde{T}\|T\|,$$

where $\lambda : \mathbb{R}^n \to [0, 1]$ is a measurable function. Also note that evidently $\partial T' = \partial T$, since $T - T'$ has zero boundary.

The following lemma contains a crucial observation for the proof of the existence theorem.

**Lemma 6.1** Let $T$ be an acyclic normal 1-current, and let $R = \tau \theta \mathcal{H}^1 \perp E \in \mathcal{P}_1(\mathbb{R}^n)$ be its rectifiable part, according to the decomposition Theorem 4.3. Then $|\theta(x)| \leq \frac{1}{2} \mathcal{M}(\partial T)$ for $\mathcal{H}^1$-a.e. $x \in E$.

**Proof** Without loss of generality, write $T = \tau(\theta|\mathcal{H}^1 \perp E + \mu)$, where $\tau$ is unitary and $\mu(E') = 0$ for every 1-rectifiable set $E'$. The proof is a small variation of the proof of Prop. 3.6 (2) of [8], and we refer to that paper for the relevant notation. We just recall that one can identify $T$ with a positive measure $\pi$ on the space Lip of Lipschitz parametrized curves, in the sense that

$$T(\omega) = \int_{\text{Lip}} \|\gamma\|\langle\omega\rangle d\pi(\gamma) \quad \forall \omega \in \mathcal{D}^1(\mathbb{R}^n),$$

Springer
where \([\|\gamma\|]\) denotes the multiplicity one 1-current canonically associated with \(\gamma \in \text{Lip}\). The measure \(\pi\) satisfies the identity \(2\mathcal{M}(\pi) = \mathcal{M}(\partial T)\). We can then compute, for every smooth compactly supported test function \(\phi : \mathbb{R}^n \to \mathbb{R}\),

\[
\int_E \phi \, |\theta| \, d\mathcal{H}^1 + \int_{\mathbb{R}^n \setminus E} \phi \, d\mu = \int_{\mathbb{R}^n} \phi \, d(|\theta|\mathcal{H}^1 \subset E + \mu)
\]

\[
= \int_{\text{Lip}} \left( \int_E \phi \, 1_{\mathcal{L}^m} \, d\mathcal{H}^1 + \int_{\mathbb{R}^n \setminus E} \phi \, 1_{\mathcal{L}^m} \, d\mathcal{H}^1 \right) \, d\pi(\gamma)
\]

\[
= \int_E \phi \left( \int_{\text{Lip}} 1_{\mathcal{L}^m} \, d\pi(\gamma) \right) \, d\mathcal{H}^1 + \int_{\mathbb{R}^n \setminus E} \phi \, d\nu, \quad (6.3)
\]

where \(\nu\) is a measure supported on \(\mathbb{R}^n \setminus E\). The equality implies that

\[
|\theta(x)| = \int_{\text{Lip}} 1_{\mathcal{L}^m}(x) \, d\pi(\gamma) \leq \mathcal{M}(\pi) = \frac{1}{2} \mathcal{M}(\partial T) \quad \text{for } \mathcal{H}^1\text{-a.e. } x \in E,
\]

which concludes the proof. \(\square\)

**Proof of Theorem 3.10** In this proof we will implicitly identify vector-valued measures \(T \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^{n \times m})\) and \(\mu \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m)\) with 1-dimensional and 0-dimensional currents with coefficients in \(\mathbb{R}^m\) and finite mass, respectively, and thus we will write \(T = A_T \|T\|\) and \(\mu = \mu \|\mu\|\) for a \(\|T\|\)-measurable tensor field \(A_T : \mathbb{R}^n \to \Lambda_1(\mathbb{R}^n) \otimes \mathbb{R}^m \simeq \mathbb{R}^{n \times m}\) and a \(\|\mu\|\)-measurable vector field \(\mu \in \mathbb{R}^n \to \mathbb{R}^m\). Similarly, recalling the notation of Remark 3.4, for \(j = 1, \ldots, m\), a component \(T_j\) of \(T\) and a component \(\mu_j\) of \(\mu\) are identified respectively with a (classical) 1-dimensional and 0-dimensional current of finite mass.

Let \(T\) be a multi-material flux between \(\mu^-\) and \(\mu^+\), whose components are \((T_1, \ldots, T_m)\). For each component \(T_j\), let \(T'_j\) denote the acyclic part of \(T_j\). By the definition of acyclic part of a current, \(T'_j\) is a piece of \(T_j\) for every \(j\), and thus the current \(T' \in \mathcal{F}_1^{\mathbb{R}^n}(\mathbb{R}^n)\) defined in components by \(T' = (T'_1, \ldots, T'_m)\) is a piece of \(T\). From Proposition 5.5 it follows that

\[
\mathcal{E}(T') \leq \mathcal{E}(T). \quad (6.4)
\]

Furthermore, \(\partial T' = \partial T\), and thus \(T'\) is also a multi-material flux between \(\mu^-\) and \(\mu^+\).

Next, we claim that there exists a constant \(C > 0\) such that

\[
\mathcal{M}(T') \leq C \mathcal{E}(T). \quad (6.5)
\]

In order to see this, let us write, recalling Notation 5.2,

\[
T = \sum_j \hat{T}_j, \quad T' = \sum_j \hat{T}'_j.
\]

Let us decompose each \(T_j\) according to Theorem 4.3 into its rectifiable and diffuse part:

\[
T_j = \xi_j \, \theta_j \mathcal{H}^1 \subset E_j + \tau_j \, \mu_j,
\]

where \(E_j \subset \mathbb{R}^n\) is 1-rectifiable, \(|\xi_j(x)| = 1\) at \(\mathcal{H}^1\text{-a.e. } x \in E_j, |\tau_j(x)| = 1\ \mu_j\text{-almost everywhere, and } \mu_j(E) = 0\ for\ every\ 1\text{-rectifiable subset } E\). By definition of acyclic part of a current, we can represent \(T'_j\) as

\[
T'_j = \xi_j \, \theta'_j \mathcal{H}^1 \subset E_j + \tau_j \lambda_j \, \mu_j,
\]
for some measurable $\lambda_j: \mathbb{R}^n \to [0, 1]$ and for $\theta'_j(x) \leq \theta_j(x)$ at $\mathcal{H}^1$-a.e. $x \in E$. Also, correspondingly we have the representation

$$\hat{T}_j = (\xi_j \otimes \theta_j e_j) \mathcal{H}^1 \setminus E_j + (\tau_j \otimes e_j) \mu_j, \quad \hat{T}'_j = (\xi_j \otimes \theta'_{j} e_j) \mathcal{H}^1 \setminus E_j + \lambda_j (\tau_j \otimes e_j) \mu_j.$$ 

Then, from Lemma 5.3 it immediately follows that

$$\mathbb{E}(\hat{T}'_j) = \inf \left\{ \lim \inf_{h \to \infty} \mathbb{E}_j(P_h) : \{ P_h \}_h \text{ sequences in } \mathcal{P}_j \text{ with } \mathbb{E}(\hat{T}'_j - P_h) \to 0 \right\}, \quad (6.6)$$

where $\mathcal{P}_j$ is the class of polyhedral $P \in \mathcal{P}_{\mathbb{R}^m} (\mathbb{R}^n)$ of the form

$$P = \sum_{\ell=1}^N (\tau_\ell \otimes e_j) \mathcal{H}^1 \setminus \sigma_\ell,$$

where $\sigma_\ell$ are finite unions of segments with disjoint relative interiors. In turn, the quantity on the right-hand side of (6.6) is equivalent to

$$\inf \left\{ \lim \inf_{h \to \infty} \mathbb{E}_j(P_h) : \{ P_h \}_h \text{ sequences in } \mathcal{P}_1 (\mathbb{R}^n) \text{ with } \mathbb{E}(T'_j - P_h) \to 0 \right\},$$

where

$$\mathbb{E}_j(P) := \sum_{\ell=1}^N C(\theta_\ell e_j) \mathcal{H}^1(\sigma_\ell) \quad \text{for } P = \sum_{\ell=1}^N \tau_\ell \theta_\ell \mathcal{H}^1 \setminus \sigma_\ell.$$

Hence, by [5, Proposition 2.32] we can explicitly compute

$$\mathbb{E}(\hat{T}'_j) = \int_{E_j} C(\theta'_j(x) e_j) d\mathcal{H}^1(x) + \frac{\partial^+ C}{\partial e_j}(0) \int_{\mathbb{R}^n} \lambda_j(x) d\mu_j(x). \quad (6.7)$$

Note that, by the above formula, if $j \in \{1, \ldots, m\}$ is such that $\frac{\partial^+ C}{\partial e_j}(0) = \infty$ (namely, if $e_j \notin B$, using the notation of Lemma 5.1) then $\mu_j = 0$ and $T'_j = (T'_j)_{\text{rec.}}$.

In particular,

$$\mathbb{M}(\lambda_j (\tau_j \otimes e_j) \mu_j) = \int_{\mathbb{R}^n} \lambda_j(x) d\mu_j(x) = \left( \frac{\partial^+ C}{\partial e_j}(0) \right)^{-1} \mathbb{E}(\lambda_j (\tau_j \otimes e_j) \mu_j), \quad (6.8)$$

with the formula valid also when $e_j \notin B$ if we use the convention that $\infty^{-1} = 0$.

At the same time, from Lemma 6.1 we deduce that the ratio $|\theta'_j(x)|/C(\theta'_j(x) e_j)$ can be bounded by $\max_{|\theta| \leq \mathbb{M}(\mu^+ - \mu^-)} |\theta|/C(\theta)$ for almost every $x \in E$. Hence

$$\mathbb{M}((\xi_j \otimes \theta'_j e_j) \mathcal{H}^1 \setminus E_j) = \int_{E_j} |\theta'_j| d\mathcal{H}^1$$

$$\leq \left( \max_{\theta \in \mathbb{R}^n : |\theta| \leq \mathbb{M}(\mu^+ - \mu^-)} \frac{|\theta|}{C(\theta)} \right) \mathbb{E}((\xi_j \otimes \theta'_j e_j) \mathcal{H}^1 \setminus E_j). \quad (6.9)$$

Combining (6.8) and (6.9), and using (5.3) together with (5.12), we get that

$$\mathbb{M}(\hat{T}'_j) \leq C \mathbb{E}(\hat{T}'_j),$$
where the constant $C$ depends only on $C$ and the quantity $\mathbb{M}(\mu^- - \mu^+)$. Finally, we conclude from (5.10) and (6.4):

$$\mathbb{M}(T') \leq \sum_j \mathbb{M}(\hat{T}'_j) \leq CE(T') \leq CE(T).$$

By the discussion at the beginning of this Section, this implies that one can choose a minimizing sequence $\{T'_h\}_{h \in \mathbb{N}}$ for $E$ which is precompact (with respect to the topology induced by the flat norm), hence the multi-material transport problem admits a minimizer. $\square$

7 Existence of multi-material fluxes with finite energy and stability

The aim of this section is to identify a class of multi-material transportation costs $C : \mathbb{R}^m \to \mathbb{R}$ (that we call admissible) having the property that for any pair of compatible vector-valued measures $\mu^-, \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m)$ there exists a multi-material flux $T \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^{n \times m})$ between $\mu^-$ and $\mu^+$ with $E(T) < \infty$. We follow the strategy presented in [5]. We deduce a stability result for the multi-material transport problem associated to admissible multi-material transportation costs.

Definition 7.1 A multi-material transportation cost $C : \mathbb{R}^m \to \mathbb{R}$ is admissible in $\mathbb{R}^n$ if there exists a concave, non-decreasing function $\beta : [0, \infty) \to [0, \infty)$ such that $C(x, \ldots, x) \leq \beta(x)$ for every $x \in [0, \infty)$ and moreover

$$\int_0^1 \frac{\beta(x)}{x^{2-\frac{1}{n}}} dx < +\infty. \quad (7.1)$$

Remark 7.2 Observe that the validity of (7.1) implies that $\beta(0) = \lim_{x \to 0^+} \beta(x) = 0$. In turn, $\beta(0) = 0$, together with the concavity of $\beta$, readily implies that for every $a \geq 0$

$$\beta(ab) \leq \beta(a) b \quad \text{whenever } b \geq 1.$$

Given a function $\beta : [0, \infty) \to [0, \infty)$, we define, for all $k \in \mathbb{N}$ and $n = 1, 2, \ldots$

$$S^\beta(n, k) := 2^{(n-1)k} \beta(2^{-nk}) \quad \text{and} \quad S^\beta(n) := \sum_{k=1}^\infty S^\beta(n, k).$$

We have the following lemma (see [5, Lemma 2.15])

Lemma 7.3 Let $\beta : [0, \infty) \to [0, \infty)$ satisfy (7.1). Then $S^\beta(n) < \infty$.

Proposition 7.4 Let $C : \mathbb{R}^n \to \mathbb{R}$ be an admissible multi-material transport cost. Let $\mu^-, \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m)$ be a pair of compatible measures with compact support. Then, there exists a multi-material flux $T$ between $\mu^-$ and $\mu^+$ with $E(T) < \infty$.

Before proving Proposition 7.4, we need to introduce the following notation. For $x \in \mathbb{R}^n$ and $d > 0$ we denote by $Q_d(x) \subset \mathbb{R}^n$ the cube centered at $x$ with diameter $d$, and faces parallel to the coordinate hyperplanes, henceforth called a coordinate cube. Given a coordinate cube $Q$ and a number $k \in \mathbb{N}$, we denote

$$\Lambda(Q, k) := \{Q^k\}_{\ell=1}^{2kn}$$
the collection of the $2^{kn}$ cubes obtained dividing each edge of $Q$ into $2^k$ subintervals of equal length. We denote by 

$$S(Q, k) := \bigcup_{\ell=1}^{2^{kn}} \partial Q^\ell$$

the $(n-1)$-skeleton of the grid $\Lambda(Q, k)$.

**Lemma 7.5** Let $Q' \subset \mathbb{R}^n$ be a coordinate cube. Let $\{\mu_h\}_{h \in \mathbb{N} \cup \{\infty\}} \subset \mathcal{M}(\mathbb{R}^n)$ be a countable family of positive measures supported on $Q'$. Then there exists a coordinate cube $Q \supset Q'$ such that

$$\mu_h(S(Q, k)) = 0, \quad \forall \, k \in \mathbb{N}, \quad \forall \, h \in \mathbb{N} \cup \{\infty\}. \quad (7.2)$$

**Proof** Since the statement concerns only sets with measure zero, we can assume that $M(\mu_h) = 1$ forever $h$. Denote

$$\mu := \mu_\infty + \sum_{h \in \mathbb{N}} 2^{-h} \mu_h.$$ 

Let $Q''$ be a coordinate cube such that $\text{dist}(Q', (\mathbb{R}^n \setminus Q'')) \geq 1$. We can assume that the edge length of $Q''$ is an integer number. For every $i = 1, \ldots, n$ and $k \in \mathbb{N}$ we denote $H_i^k$ the union of $2^{k+1}$ hyperplanes, orthogonal to $e_i$, intersecting $Q''$ and partitioning it into $2^k$ slabs of equal volume. Denote also

$$L_i := \bigcup_{k \in \mathbb{N}} H_i^k.$$ 

Since $L_i + r e_i$ is disjoint from $L_i + s e_i$ whenever $r - s \in \mathbb{R} \setminus \mathbb{Q}$, then for every $i$ there exists $\rho_i \in [0, 1]$ such that

$$\mu(L_i + \rho_i e_i) = 0.$$ 

We conclude that $Q := Q'' + \sum_i \rho_i e_i$ contains $Q'$ and yields $(7.2)$. \hfill \Box

**Proof of Proposition 7.4** Let us denote, as in Remark 3.4, $\nu := \mu^+ - \mu^-$ and $\nu_j$ its components, for $j = 1, \ldots, m$. We also denote, for every $j$, $(\nu_j)_-$ and $(\nu_j)_+$ respectively the negative and the positive part of $\nu_j$, and finally we let $\nu_-$ and $\nu_+$ be the vector-valued measures whose components are respectively the $(\nu_j)_-$’s and the $(\nu_j)_+$’s. Consider a coordinate cube $Q$ obtained by Lemma 7.5 applied to the finite family of measures $\{(\nu_j)_\pm\}$.

For every $k \in \mathbb{N}$ we consider the discrete approximation $\sigma^k_{\pm}$ of $\nu_{\pm}$ subject to the grid $\Lambda(Q, k)$, namely

$$\sigma^k_{\pm} := \sum_{\ell=1}^{2^{kn}} \theta^\pm_{\ell} \delta_{x^\ell},$$

where $x^\ell$ are the centres of the cubes $Q^\ell \in \Lambda(Q, k)$ and $\theta^\pm_{\ell} := \nu_{\pm}(Q^\ell) \in \mathbb{R}^m$. The core of the proof is the estimate of the energy for the simplest possible (discrete) multi-material flux between $\sigma^k_{\pm}$ and $\sigma^{k+1}_{\pm}$.

For $\ell = 1, \ldots, 2^{kn}$ we consider the cones $C^\ell_{\pm}$ over $\sigma^{k+1}_{\pm} \cap Q^\ell$ with vertex $x^\ell$ (see (3.1)). Denoting

$$T^k_{\pm} := \sum_{\ell=1}^{2^{kn}} C^\ell_{\pm},$$

we observe that

$$\text{div}(T^k_{\pm}) = \sigma^k_{\pm} - \sigma^{k+1}_{\pm},$$
Let us write \(C\). Moreover, since \(C\) is non-decreasing with respect to the order relation \(\preceq\) in \(\mathbb{R}^m\), we have, for \(j = 1, \ldots, m\),

\[
\mathbb{E}(\hat{T}_{\pm}^k) \leq 2^{-k-2} \text{diam}(Q) \sum_{\ell=1}^{2k^{n}} \sum_{i=1}^{2n} \beta((\vartheta_{\ell,i}^\pm)_{j}).
\]

(7.3)

Moreover, since

\[
\sum_{\ell=1}^{2k^{n}} \sum_{i=1}^{2n} (\vartheta_{\ell,i}^\pm)_{j} = (v_{j})_{\pm}(Q),
\]

then, by concavity of \(\beta\), we have

\[
\sum_{\ell=1}^{2k^{n}} \sum_{i=1}^{2n} \beta((\vartheta_{\ell,i}^\pm)_{j}) = 2^{(k+1)n} \beta(2^{(k+1)n} (v_{j})_{\pm}(Q)) \leq 2^{(k+1)n} \beta(2^{(k+1)n} (v_{j})_{\pm}(Q)).
\]

Therefore we deduce from (7.3) that

\[
\mathbb{E}(\hat{T}_{\pm}^k) \leq \frac{1}{2} \text{diam}(Q) 2^{(k+1)(n-1)} \beta(2^{(k+1)n} (v_{j})_{\pm}(Q))
\]

\[
= \frac{1}{2} \text{diam}(Q) 2^{(k+1)(n-1)} \beta(2^{(k+1)n} (v_{j})_{\pm}(Q)) \frac{\beta(2^{(k+1)n} (v_{j})_{\pm}(Q))}{\beta(2^{(k+1)n})}
\]

\[
= \frac{1}{2} \text{diam}(Q) S^\beta(n, k + 1) \frac{\beta(2^{(k+1)n} (v_{j})_{\pm}(Q))}{\beta(2^{(k+1)n})}.
\]

Let us write

\[
K(j, k) := \frac{\beta(2^{(k+1)n} (v_{j})_{\pm}(Q))}{\beta(2^{(k+1)n})}.
\]

If \((v_{j})_{\pm}(Q) \geq 1\), we have \(K(j, k) \leq (v_{j})_{\pm}(Q)\) for every \(k\) by Remark 7.2; otherwise, by monotonicity of \(\beta\), we have \(K(j, k) \leq 1\) for every \(k\). Summing over \(j = 1, \ldots, m\), we conclude from Proposition 5.4 (2) that, for every \(N \leq M \in \mathbb{N}\), it holds

\[
\mathbb{E}\left(\sum_{k=N}^{M} T_{\pm}^k\right) \leq m \mathbb{E}\left(\sum_{k=N}^{M} \hat{T}_{\pm}^k\right) \leq m \frac{1}{2} \text{diam}(Q) \left(\sum_{k=N}^{M} S^\beta(n, k + 1)\right) \max\{1, M(v_{\pm})\}.
\]

(7.4)
By Lemma 5.1 (6), and using that the multiplicities of $T^k_{\pm}$ are bounded by construction, a similar estimate holds for the mass of $\sum_{k=0}^{M} (T^k_{\pm})$. In particular, the sequence $\{S^M_{\pm} := \sum_{k=0}^{M} (T^k_{\pm})\}_{M \in \mathbb{N}}$ is Cauchy in mass (notice that $\lim_{k \to \infty} S^\beta(n, k) = 0$ by Lemma 7.3), and thus it converges in mass to a multi-material flux $S_{\pm}$. Moreover, $T := S_{+} - S_{-}$ is a multi-material flux between $\nu$ and $\mu$, of the lower semicontinuity of the energy, it holds

$$\sum_{\nu, \mu} a \text{ similar estimate holds for the mass of } e, \text{ or equivalently between } \mu^{-} \text{ and } \mu^{+}. \text{ By (7.4), we have}$$

$$\mathbb{E}(T) \leq m \max\{1, \mathbb{M}(\nu)\} \text{diam}(Q) S^\beta(n) < \infty,$$

and the proof is complete. \hfill \Box

7.1 Proof of the stability Theorem 3.12

We will actually prove that every subsequential limit $T_\infty$ is a minimizer for the pair $(\mu^-_\infty, \mu^+_\infty)$. Without loss of generality we can assume that $T_h \rightharpoonup T_\infty$. Furthermore, as a consequence of (7.5) and of the lower semicontinuity of the energy, it holds

$$\mathbb{E}(T_\infty) \leq \liminf_{h \to \infty} \mathbb{E}(T_h) \leq C(m, \text{diam}(K)) S^\beta(n) \left(1 + \sup_h \mathbb{M}(\mu^+_h)\right),$$

(7.6)

Towards a contradiction, let us assume that $T_\infty$ is not a minimizer. Then, there exist $\delta > 0$ and a multi-material flux $S$ between $\mu^-_\infty$ and $\mu^+_\infty$ which satisfies

$$\mathbb{E}(S) \leq \mathbb{E}(T_\infty) - 7\delta.$$

We will use $S$ to construct a competitor $S_h$ for $T_h$ ($h$ large enough) such that $\mathbb{E}(S_h) < \mathbb{E}(T_h)$, which is a contradiction. By the lower semi-continuity of $\mathbb{E}$, there exists $h_0 \in \mathbb{N}$ such that for $h > h_0$ it holds

$$\mathbb{E}(T_h) \leq \mathbb{E}(T_\infty) + \delta.$$

Let $Q$ be a cube obtained by Lemma 7.5. By (7.4), there exists $l \in \mathbb{N}$ such that, for every $h \in \mathbb{N} \cup \{\infty\}$

$$\mathbb{E}\left(\sum_{k=l}^{\infty} (T^k_{h})_{\pm}\right) \leq \delta,$$

where $\sum_{k=l}^{\infty} (T^k_{h})_{\pm} =: (T^l_{h})_{\pm}$ is a multi-material flux between the discrete approximation $(\sigma_h)_{\pm}^l$ of $\mu^\pm_h$ (subject to the grid $\Lambda(Q, l)$) and the measure $\mu^\pm_h$. Since $\mu^\pm_h \rightharpoonup \mu^\pm_\infty$, then, for every $\varepsilon > 0$, there exists $h_1 \geq h_0$ such that the multiplicity of $(\sigma_h)_{\pm}^l - (\sigma_\infty)_{\pm}^l$ has norm less than $\varepsilon$ for every $h \geq h_1$. Since $C(\theta) \to 0$ as $\theta \to 0$ (see Remark 7.2), the smallness of the multiplicities of $(\sigma_h)_{\pm}^l - (\sigma_\infty)_{\pm}^l$ implies that the cone $C$ over

$$(\sigma_h)_{+}^l - (\sigma_\infty)_{+}^l - (\sigma_h)_{-}^l + (\sigma_\infty)_{-}^l$$

with vertex in the centre of the cube $Q$ satisfies $\mathbb{E}(C) \leq \delta$ for $\varepsilon$ sufficiently small. The final contradiction is given by the fact that, for $h \geq h_1$, the vector-valued measure

$$S_h := S + C + (T^l_{h})_{+} - (T^l_{h})_{-} - (T^l_{\infty})_{+} + (T^l_{\infty})_{-}$$
is a multi-material flux between $\mu^-_h$ and $\mu^+_h$ and by subadditivity of the energy, it holds
\[
E(S_h) \leq E(S) + 5\delta \leq E(T_{\infty}) - 2\delta \leq E(T_h) - \delta.
\]

$\square$

**Remark 7.6** (Metrization property of the minimal energy) Given two compatible measures $\mu^-, \mu^+ \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m)$, we denote
\[
W(\mu^-, \mu^+) := \min \{ E(T) : T \text{ is a multi-material flux between } \mu^- \text{ and } \mu^+ \}.
\]
A simple byproduct of the proof of Theorem 3.12 is the following: if $T_h$ are minimizers of the multi-material transport problem converging to $T_{\infty}$, then necessarily $E(T_h) \to E(T_{\infty})$. In turn, this implies that, if the multi-material transport cost $C$ is admissible, then $W$ metrizes the weak-* convergence; in other words, if a sequence of pairs of compatible measures $\{\mu^-_h, \mu^+_h\}_{h \in \mathbb{N}}$ satisfies $\mu^\pm_h \rightharpoonup \mu$ for some measure $\mu \in \mathcal{M}(\mathbb{R}^n, \mathbb{R}^m)$, then $W(\mu^-_h, \mu^+_h) \to 0$ as $h \to \infty$.

# 8 Chains with coefficients in groups

The following two final sections are devoted to the proof of the representation formula for the energy of a rectifiable multi-material flux stated in Theorem 4.6. The result will be here obtained as a particular case of a more general theorem valid in the context of $k$-dimensional chains with coefficients in a normed Abelian group $G$; see Theorem 9.1. Such a result is concerned with the representation, on rectifiable $G$-chains, of a class of functionals defined on flat $G$-chains via relaxation of corresponding energies defined on polyhedral $G$-chains by integration of cost functions $C$ analogous to that considered in Definition 3.5. The representation formula for rectifiable multi-material fluxes simply follows by applying Theorem 9.1 with $k = 1$ and $G = \mathbb{R}^m$.

Before proceeding, we are going to collect in this section the fundamental notions concerning $k$-dimensional chains in $\mathbb{R}^n$ with coefficients in a normed group. For a thorough discussion about this topic, we refer the reader to the seminal paper [16], as well as to the recent contributions [12,13,28,29].

## 8.1 Polyhedral chains with coefficients in a normed group

Let $G = (G, +)$ denote an Abelian additive group. A *norm* on $G$ is any function
\[
\| \cdot \| : G \to \mathbb{R}
\]
satisfying the following properties:

(i) $\| g \| \geq 0$ for every $g \in G$, and $\| g \| = 0$ if and only if $g = 0 \in G$;

(ii) $\| - g \| = \| g \|$ for every $g \in G$;

(iii) $\| g + h \| \leq \| g \| + \| h \|$ for every $g, h \in G$.

We will assume that there is a well defined norm $\| \cdot \|$ on $G$ which makes $G$ a complete metric space with respect to the canonical distance $d(g, h) := \| g - h \|$ for $g, h \in G$.

Let $K$ be a convex compact subset of $\mathbb{R}^n$. If $\sigma \subset K$ is a $k$-dimensional oriented simplex, then we denote by $\| \sigma \|$ the classical integral $k$-current canonically associated with $\sigma$.

A $k$-dimensional *polyhedral chain with coefficients* in $G$ (or simply a polyhedral $G$-chain) is a formal finite linear combination
of non-overlapping oriented \(k\)-simplexes \(\sigma_\ell\) with coefficients \(g_\ell \in G\). A refinement of \(P\) is any \(k\)-dimensional polyhedral G-chain of the form

\[
P = \sum_{\ell=1}^{N} g_\ell \|\sigma_\ell\| \tag{8.1}
\]

where \(\sigma_\ell^h \cup \ldots \cup \sigma_\ell^{H_\ell} = \sigma_\ell\) and \(g_\ell^h = g_\ell\) if \(\sigma_\ell^h\) has the same orientation of \(\sigma_\ell\) or \(g_\ell^h = -g_\ell\) otherwise. Two \(k\)-dimensional polyhedral G-chains are equivalent if they have a common refinement.

The set of \(k\)-dimensional polyhedral G-chains in \(K\) can be given the structure of additive group, denoted with \(\mathcal{P}_k^G(K)\), as follows. The sum of two polyhedral G-chains \(P_1\) and \(P_2\) is obtained by firstly finding refinements of \(P_1\) and \(P_2\) such that the corresponding simplexes are either non-overlapping or they coincide, and then taking their formal sum with the identification \(g_1 \|\sigma\| + g_2 \|\sigma\| = (g_1 + g_2) \|\sigma\|\).

Notice that an element \(P \in \mathcal{P}_0^G(K)\) is a G-valued discrete measure of the form \(P = \sum_{a \in A} g(a)\|a\|\); here, \(A \subset K\) is a finite set, \(g(a) \in G\) for every \(a \in A\), and the G-valued measure \(g(a)\|a\|\) is defined by

\[
g(a)\|a\|(E) := \begin{cases} g(a) & \text{if } a \in E \\ 0 & \text{otherwise.} \end{cases}
\]

If \(P\) is as in (8.1), then the mass of \(P\) is defined by

\[
\mathbb{M}(P) := \sum_{\ell=1}^{N} \|g_\ell\|\mathcal{H}^k(\sigma_\ell). \tag{8.2}
\]

### 8.2 Rectifiable chains with coefficients in a normed group

More generally, a \(k\)-dimensional Lipschitz G-chain in \(K\) has the form

\[
\sum_{\ell=1}^{N} g_\ell \cdot (\gamma_\ell)_\sharp \|\sigma_\ell\|, \tag{8.3}
\]

where each \(\sigma_\ell\) is an oriented \(k\)-simplex in \(\mathbb{R}^k\), \(g_\ell \in G\), \(\gamma_\ell : \sigma_\ell \to \mathbb{R}^n\) is Lipschitz with \(\gamma_\ell(\sigma_\ell) \subset K\), and \(\gamma_\ell\) is the push-forward operator associated to the Lipschitz map \(\gamma\). Analogous considerations to those made in the definition of \(k\)-dimensional polyhedral G-chains allow to define the group of \(k\)-dimensional Lipschitz G-chains in \(K\), denoted \(\mathcal{L}_k^G(K)\), and to extend the mass functional to \(\mathcal{L}_k^G(K)\).

The \(\mathbb{M}\)-completion of \(\mathcal{L}_k^G(K)\) is the group \(\mathcal{P}_k^G(K)\) of \(k\)-dimensional rectifiable chains with coefficients in \(G\). Observe that an element \(R \in \mathcal{P}_0^G(K)\) is a G-valued atomic measure of the form \(R = \sum_{a \in A} g(a)\|a\|\) for some countable \(A \subset K\), and \(g(a) \in G\) for every \(a \in A\) such that \(\mathbb{M}(R) = \sum_{a \in A} \|g(a)\| < \infty\). The mass \(\mathbb{M}(\cdot)\) is a norm on the group \(\mathcal{P}_k^G(K)\).

Let \(V \subset \mathbb{R}^n\) be a \(k\)-dimensional vector subspace. A G-valued orientation of \(V\) is an equivalence class of pairs \((\tau, g)\), where \(\tau \in \Lambda_k(\mathbb{R}^n)\) is a unit mass orientation of \(V\) (that is, \(\tau = \tau_1 \wedge \ldots \wedge \tau_k\) for an orthonormal basis \(\{\tau_1, \ldots, \tau_k\}\) of \(V\)) and \(g \in G\), defined by the
equivalence relation
\[(\tau, g) \equiv (\xi, h) \text{ if and only if } (\tau = \xi \text{ and } g = h) \text{ or } (\tau = -\xi \text{ and } g = -h).\]

We introduce the notation \(\tau \otimes g\) for the \(\equiv\)-equivalence class \([(\tau, g)]\), since, despite being non-standard, it is coherent with the one used in the previous sections when \(k = 1\) and \(G = \mathbb{R}^m\).

If \(E \subset \mathbb{R}^n\) is (countably) \(k\)-rectifiable, then a \(G\)-valued orientation of \(E\) is a \(\mathcal{H}^k\)-measurable choice of an orientation \((\tau \otimes g)(x)\) for the \((\mathcal{H}^k\)-a.e. well defined) approximate tangent spaces \(\text{Tan}(E, x)\). It can be seen that if \(R \in \mathcal{R}_k^G(K)\) then \(R\) is associated with a \(k\)-rectifiable set \(E \subset K\) having an \(\mathcal{H}^k\)-integrable \(G\)-orientation defined on it (see [12, Section 3.6]). In this case, we shall write \(R = \|E, \tau \otimes g\|\). Furthermore, it holds
\[
\mathbb{M}(R) = \int_E \|g\|\,d\mathcal{H}^k. 
\] (8.4)

### 8.3 Boundary and flat norm

If \(P \in \mathcal{P}_k^G(K)\) is a \(k\)-dimensional polyhedral \(G\)-chain of the form
\[
P = \sum_{\ell=1}^N g_\ell [\sigma_\ell],
\]
then the boundary of \(P\) is the \((k - 1)\)-dimensional polyhedral \(G\)-chain defined by
\[
\partial P := \sum_{\ell=1}^N g_\ell \partial [\sigma_\ell],
\] (8.5)

where \(\partial [\sigma]\) is the classical boundary of the \([\sigma]\) in the sense of integral currents.

Let \(P \in \mathcal{P}_k^G(K)\). The flat norm of \(P\) is
\[
\mathbb{F}(P) := \inf \left\{ \mathbb{M}(Q) + \mathbb{M}(P - \partial Q) : Q \in \mathcal{P}_{k+1}^G(K) \right\}. \quad (8.6)
\]

Observe that \(\mathbb{F}(P) \leq \mathbb{M}(P)\) by definition, and that \(\mathbb{F}(\partial P) \leq \mathbb{F}(P)\) (note that, as usual, \(\partial(\partial Q) = 0\) for every polyhedral \(Q\)).

### 8.4 Flat \(G\)-chains

The \(\mathbb{F}\)-completion of \(\mathcal{P}_k^G(K)\) is the group \(\mathcal{F}_k^G(K)\) of \(k\)-dimensional flat \(G\)-chains in \(K\). The same group of flat \(G\)-chain would be obtained by completing the Lipschitz \(G\)-chains \(\mathcal{L}_k^G(K)\) with respect to an analogously defined flat norm. It holds true that \(\mathcal{F}_k^G(K) \subset \mathcal{P}_k^G(K)\) with continuous inclusion with respect to the mass topology on \(\mathcal{P}_k^G(K)\) and the flat topology on \(\mathcal{F}_k^G(K)\). By [12, Theorem 5.3.1], if \(R \in \mathcal{P}_k^G(K)\), then its flat norm is given by
\[
\mathbb{F}(R) = \inf \left\{ \mathbb{M}(S) + \mathbb{M}(Z) : S \in \mathcal{P}_k^G(K) \text{ and } Z \in \mathcal{P}_{k+1}^G(K) \text{ with } R = S + \partial Z \right\}. \quad (8.7)
\]

The boundary operator \(\partial : \mathcal{F}_{k+1}^G(K) \to \mathcal{F}_k^G(K)\) admits a continuous extension
\[
\partial : (\mathcal{F}_{k+1}^G(K), \mathbb{F}) \to (\mathcal{F}_k^G(K), \mathbb{F})
\]
such that \(\partial(\partial T) = 0\) and \(\mathbb{F}(\partial T) \leq \mathbb{F}(T)\) for every \(T \in \mathcal{F}_{k+1}^G(K)\).
8.5 The case $G = \mathbb{R}^m$: comparison with Section 4

The constructions outlined in the previous paragraphs evidently apply as well to the case when $G = \mathbb{R}^m$, thus leading to seemingly different definitions of the classes of chains with coefficients in $\mathbb{R}^m$ compared to those given in Sect. 4. It is easily seen that the two approaches are in fact equivalent. This follows directly from the following observations:

(i) the classes of polyhedral currents and chains defined, respectively, in Sects. 4.5 and 8.1 coincide; analogously, the mass functional, and therefore the flat norm, are defined in the same way on polyhedral currents;

(ii) rectifiable $k$-currents with coefficients in $\mathbb{R}$ (as defined in Sect. 4 with $m = 1$) are the $\mathbb{M}$-completion of $k$-dimensional Lipschitz $\mathbb{R}$-chains by [15, Theorem 4.1.28]; analogously, flat $k$-currents with coefficients in $\mathbb{R}$ (as defined in Sect. 4 with $m = 1$) are the $\mathbb{F}$-completion of $k$-dimensional polyhedral chains by [15, 4.1.23];

(iii) a $k$-current in $\mathbb{R}^n$ with coefficients in $\mathbb{R}^m$ (as defined in Sect. 4) is polyhedral, rectifiable, flat, or of finite mass if and only if all its components are such.

By virtue of these considerations, and as already anticipated, Theorem 4.6 is just a rewriting of Theorem 9.1 below in the case $G = \mathbb{R}^m$ with $k = 1$.

8.6 Restriction and slicing

We will denote by $R \downarrow U$ the restriction of a rectifiable $R \in \mathcal{R}_k^G(K)$ to a Borel subset $U$ (cf. [12, Section 3.4]). In particular, if $R \in \mathcal{R}_0^G(K)$ has the form

$$R = \sum_{a \in A} g(a)\|a\|,$$

then

$$R \downarrow U = \sum_{a \in A \cap U} g(a)\|a\|.$$

Recall that if $E \subset \mathbb{R}^n$ is $k$-rectifiable, and if $f: \mathbb{R}^n \to \mathbb{R}^p$ is Lipschitz with $p \leq k$, then the set $E \cap f^{-1}(\{y\})$ is $(k - p)$-rectifiable for (Lebesgue) almost every $y \in \mathbb{R}^p$. If $R = \llbracket E, \tau \otimes g \rrbracket \in \mathcal{R}_k^G(K)$, then for a.e. $y \in \mathbb{R}^p$ it is well defined (see [12, Section 3.7]) the slice of $R$ via $f$ at $y$, denoted

$$(R, f, y) \in \mathcal{R}_{k-p}^G(K).$$

For these $y$, the rectifiable G-chain $\langle R, f, y \rangle$ has supporting set on $E \cap f^{-1}(\{y\})$, and at $\mathcal{H}^{k-p}$-a.e. $x \in E \cap f^{-1}(\{y\})$ the G-orientation of $\langle R, f, y \rangle$ at $x$ is $\pm(\tau \otimes g)(x)$, where the $\pm$ sign is determined depending on the behaviour of $f$ in a neighborhood of $x$.

The following formulae involving the operations just introduced will be very useful in the sequel.

**Proposition 8.1** ([12, Theorems 3.7.1 and 5.2.4]) Suppose that $S, T \in \mathcal{R}_k^G(K)$, $U$ is a Borel measurable subset of $\mathbb{R}^n$, and $f: \mathbb{R}^n \to \mathbb{R}^p$ is Lipschitz with $p \leq k$. Then, the following conclusions hold true:
(S + T) \downarrow U = S \downarrow U + T \downarrow U \quad (8.8)

\langle S + T, f \rangle = \langle S, f \rangle + \langle T, f \rangle \quad \text{for a.e. } y \in \mathbb{R}^p \quad (8.9)

\langle T \downarrow U, f \rangle = \langle T, f \rangle \downarrow U \quad \text{for a.e. } y \in \mathbb{R}^p \quad (8.10)

\mathcal{M}(T \downarrow U) \leq \mathcal{M}(T) \quad (8.11)

\int_{\mathbb{R}^p} \mathcal{M}((T, f)) \, dy \leq C_{k,p}(\text{Lip}(f))^p \mathcal{M}(T). \quad (8.12)

Furthermore, if \( p = 1 \) and \( \partial T \) is also rectifiable then one has:

\( \langle T, f \rangle = \partial(\langle T \downarrow \{ f \leq y \} \rangle) - \partial(\langle T \rangle \downarrow \{ f \leq y \}) \quad \text{for a.e. } y \in \mathbb{R}. \quad (8.13)\)

We will also need the following result.

**Proposition 8.2** ([29, Theorem 2.1]) There exists a group homomorphism (typically known as the augmentation map) \( \chi : \mathcal{F}_k^G(K) \to G \) with the following properties:

(i) \( \chi \left( \sum_a g(a)[a] \right) = \sum_a g(a) \);

(ii) \( \chi(\partial T) = 0 \) for every \( T \in \mathcal{F}_1^G(K) \);

(iii) \( \|\chi(T)\| \leq \mathcal{F}(T) \);

(iv) \( \mathcal{F}(T) \leq \|\chi(T)\| + \mathcal{M}(T)\text{diam}(\text{spt}(T)). \)

9 The representation theorem on rectifiable \( G \)-chains

Let \((G, \| \cdot \|)\) be a normed Abelian additive group as above.

We will consider a cost function

\( C : G \to [0, \infty) \)

satisfying the following properties:

(C1) \( C \) is even, that is \( C(-g) = C(g) \) for every \( g \in G \), and furthermore \( C(g) = 0 \) if and only if \( g = 0 \in G \);

(C2) \( C \) is lower semi-continuous, namely

\[ C(g) \leq \liminf_{h \to \infty} C(g_h), \]

whenever \( \{g_h\}_{h=1}^\infty \) is a sequence in \( G \) such that \( \|g - g_h\| \to 0 \) as \( h \uparrow \infty \);

(C3) \( C \) is subadditive, that is

\[ C(g_1 + g_2) \leq C(g_1) + C(g_2) \quad \text{for every } g_1, g_2 \in G. \]

Observe that, when \( G = \mathbb{R}^m \), any cost function as above which, in addition, is monotone non-decreasing is a multi-material transportation cost as in Definition 3.5.

Let now \( K \subset \mathbb{R}^n \) be a convex compact set. If \( P \in \mathcal{P}_k^G(K) \) is a \( k \)-dimensional polyhedral \( G \)-chain of the form

\[ P = \sum_{\ell=1}^N g_\ell[a_\ell] \]

for some \( g_\ell \in G \) and \( a_\ell \) non-overlapping oriented \( k \)-simplexes, then we can define the energy of \( P \) by setting

\[ E(P) := \sum_{\ell=1}^N C(g_\ell)\mathcal{H}^k(\sigma_\ell). \quad (9.1) \]
Observe that $\mathbb{E}(P) = \mathbb{M}(P)$ with the choice $C(g) = \|g\|$.

This definition naturally extends via relaxation to any $k$-dimensional flat $G$-chain $T$, thus allowing to define the functional

$$\mathbb{E} : \mathcal{R}_k^G(K) \to \mathbb{R}$$

by setting

$$\mathbb{E}(T) := \inf \left\{ \liminf_{h \to \infty} \mathbb{E}(P_h) : \{P_h\} \subset \mathcal{R}_k^G(K) \text{ with } \mathbb{E}(T - P_h) \to 0 \right\}.$$  \hspace{1cm} (9.2)

The following theorem is the anticipated result concerning the representation of $\mathbb{E}(T)$ when $T \in \mathcal{R}_k^G(K)$.

**Theorem 9.1** Let $R \in \mathcal{R}_k^G(K)$. If $R = \|\Sigma, \tau \otimes g\|$ is associated with the $k$-rectifiable set $\Sigma$ and the $G$-valued orientation $\tau \otimes g$, then

$$\mathbb{E}(R) = \int_\Sigma C(g(x)) \, d\mathcal{H}^k(x).$$  \hspace{1cm} (9.3)

**Notation 9.2** From now on, if $R = \|\Sigma, \tau \otimes g\| \in \mathcal{R}_k^G(K)$, we shall set

$$\mathbb{E}_0(R) := \int_\Sigma C(g(x)) \, d\mathcal{H}^k(x).$$  \hspace{1cm} (9.4)

**Remark 9.3** Note that, by property $(C1)$, the energy $\mathbb{E}_0$ is well defined on $\mathcal{R}_k^G(K)$, in the sense that the integrand only depends on the $G$-orientation $\tau \otimes g := [(\tau, g)]_\mathbb{R}$ of $R$, and not on the specific representative $(\tau, g)$.

The first step towards a proof of Theorem 9.1 consists of showing that the energy $\mathbb{E}_0$ is lower semi-continuous with respect to flat convergence of rectifiable $G$-chains.

**Proposition 9.4** (Lower semi-continuity of $\mathbb{E}_0$) Let $A \subset \mathbb{R}^n$ be an open set. Let $R_h, R \in \mathcal{R}_k^G(K)$ be such that $F(R - R_h) \to 0$ as $h \uparrow \infty$. Then

$$\mathbb{E}_0(R \downarrow A) \leq \liminf_{h \to \infty} \mathbb{E}_0(R_h \downarrow \setminus A).$$  \hspace{1cm} (9.5)

We are going to need the following result, which extends a formula typically known in the literature as integral-geometric identity. To state it, we will make use of the following notation. With $\text{Gr}(n, k)$ we denote the Grassmannian of linear $k$-dimensional subspaces of $\mathbb{R}^n$. The Haar measure on $\text{Gr}(n, k)$ is denoted $\gamma_{n,k}$: recall that $\gamma_{n,k}(\text{Gr}(n, k)) = 1$. Finally, if $V \in \text{Gr}(n, k)$ then $p_V : \mathbb{R}^n \to V$ denotes orthogonal projection onto $V$.

**Lemma 9.5** (Integral-geometric identity) There exists a constant $c = c(n, k)$ such that for any $R \in \mathcal{R}_k^G(K)$ it holds:

$$\mathbb{E}_0(R) = c \int_{\text{Gr}(n, k)} \mathbb{E}_0\left( (R, p_V, y) \right) d(\gamma_{n,k} \otimes \mathcal{H}^k)(V, y).$$  \hspace{1cm} (9.6)

**Proof** The identity is a consequence of [15, 3.2.26; 2.10.15], which states that if $E \subset \mathbb{R}^n$ is $k$-rectifiable then

$$\mathcal{H}^k(E) = c \int_{\text{Gr}(n, k)} \int_{\mathbb{R}^k} \mathcal{H}^0\left( \left( p_V^{-1}(\{y\}) \cap E \right) \right) d\mathcal{H}^k(y) \, d\gamma_{n,k}(V).$$  \hspace{1cm} (9.7)
for some \( c = c(n, k) \). Indeed, for any Borel set \( A \subset \mathbb{R}^n \), denoting \( f = 1_A \), (9.7) implies that

\[
\int_E f(x) \, d\mathcal{H}^k(x) = c \int_{Gr(n,k)} \int_{\mathbb{R}^k} \int_E f(x) \, 1_{p_V^{-1}(\{y\})}(x) \, d\mathcal{H}^k(x) \, d\mathcal{H}^k(y) \, d\gamma_{n,k}(V). \tag{9.8}
\]

Since the previous equality is linear in \( f \), it holds also when \( f \) is piecewise constant. Since the measure \( \mathcal{H}^k \) is \( \sigma \)-finite, the equality can be extended to any measurable function \( f \in L^1(\mathcal{H}^k \subseteq E) \). The case \( f \notin L^1(\mathcal{H}^k \subseteq E) \) follows from the Monotone Convergence Theorem via a simple truncation argument.

Taking \( R = \|E, \tau \otimes g\| \) and applying (9.8) with \( f(x) = C(g(x)) \), we deduce that

\[
\mathbb{E}_0(R) = c \int_{Gr(n,k)} \int_{\mathbb{R}^k} \int_E C(g(x)) \, d\mathcal{H}^0(x) \, d\mathcal{H}^k(y) \, d\gamma_{n,k}(V).
\]

We observe that the right-hand side coincides with the right-hand side in (9.6), since, for \( \mathcal{H}^k \)-a.e. \( y \in \mathbb{R}^k \), the 0-dimensional chain \( \langle R, p_V, y \rangle \) is associated with the set \( E \cap p_V^{-1}(\{y\}) \) with \( G \)-orientation at \( \mathcal{H}^0 \)-a.e. \( x \in E \cap p_V^{-1}(\{y\}) \) equal to \( \pm(\tau \otimes g)(x) \).

**Proof of Proposition 9.4** Let us first assume \( k = 0 \). If \( R = \|\Sigma, \tau \otimes g\| \) and \( R_h = \|\Sigma_h, \tau_h \otimes g_h\| \) then we can formally write

\[
R \subseteq A = \sum_{x \in \Sigma \cap A} \tau(x)g(x)\|x\|,
\]

and

\[
R_h \subseteq A = \sum_{x \in \Sigma_h \cap A} \tau_h(x)g_h(x)\|x\|,
\]

where \( \Sigma = \{x_i\}_{i \in \mathbb{N}} \) and \( \Sigma_h = \{x_i^h\}_{h \in \mathbb{N}} \) are countable sets, and \( \tau, \tau_h \in \{-1, 1\} \).

Fix \( \varepsilon > 0 \), and let \( N = N(\varepsilon) \in \mathbb{N} \) be such that

\[
\mathbb{E}_0(R \subseteq A) - \sum_{i=1}^N C(g(x_i)) \leq \varepsilon \quad \text{if} \quad \mathbb{E}_0(R \subseteq A) \leq \infty,
\]

\[
\sum_{i=1}^N C(g(x_i)) \geq \frac{1}{\varepsilon} \quad \text{otherwise.} \tag{9.9}
\]

By the properties of the cost functions \( C \), for every \( i \in \{1, \ldots, N\} \) there exists a number \( \eta_i = \eta_i(\varepsilon, C(g(x_i))) > 0 \) such that

\[
C(g) \geq (1 - \varepsilon)C(g(x_i)) \tag{9.10}
\]

whenever \( \|g - \tau(x_i)g(x_i)\| \leq \eta_i \). Also, let \( 0 < r_i < \min\{\text{dist}(x_i, \partial A), 1\} \) be such that the balls \( B(x_i, r_i) \) are mutually disjoint and moreover

\[
\left\| \tau(x_i)g(x_i) - \sum_{x \in \Sigma \cap B(x_i, \rho)} \tau(x)g(x) \right\| \leq \frac{\eta_i}{2} \quad \text{for every} \quad \rho \leq r_i. \tag{9.11}
\]

Set \( \eta_0 := \min_{1 \leq i \leq N} \eta_i \) and \( r_0 := \min_{1 \leq i \leq N} r_i \). We claim the following: there exist \( h_0 \in \mathbb{N} \) and \( \rho_i \in \left(\frac{r_i}{2}, r_0\right) \) such that

\[
\mathbb{P}((R - R_h) \subseteq B(x_i, \rho_i)) \leq \frac{\eta_0}{2} \quad \text{for every} \quad h \geq h_0. \tag{9.12}
\]
In order to see this, let \( h_0 \in \mathbb{N} \) be such that

\[
\mathbb{F}(R - R_h) \leq \frac{\eta_0 r_0}{16(1 + C_{1,1})}
\]

for every \( h \geq h_0 \),

where \( C_{1,1} \) is the constant from formula (8.12).

Then, by (8.7) there are \( S_h \in \mathcal{S}_0^G(K) \) and \( Z_h \in \mathcal{S}_1^G(K) \) such that

\[
R - R_h = S_h + \partial Z_h,
\]

and thus (9.13) implies that for every \( i \)

\[
\text{it immediately follows from Fatou's lemma that there exists } \rho_i \in \left( \frac{r_0}{2}, r_0 \right)
\]

such that

\[
\liminf_{h \to \infty} \mathbb{M}(Z_h, d_i, \rho_i) \leq \frac{\eta_0 r_0}{4},
\]

and thus (9.13) implies that for every \( h \geq h_0 \), up to possibly passing to a subsequence,

\[
\mathbb{F}(R - R_h) \leq \mathbb{M}(S_h \mathcal{L} B(x_i, \rho_i)) + \mathbb{M}(Z_h \mathcal{L} B(x_i, \rho_i)) \leq \frac{\eta_0 r_0}{8} + \frac{\eta_0}{4} < \frac{\eta_0}{2}.
\]

Notice that it is possible to take one subsequence such that (9.15) holds for every \( i \), since the index \( i \) ranges in a finite set.

Invoking Proposition 8.2(iii), and denoting \( \chi : \mathcal{S}_0^G(K) \to G \) the augmentation homomorphism, we have that for \( h \geq h_0 \)

\[
\| \chi((R - R_h) \mathcal{L} B(x_i, \rho_i)) \| \leq \mathbb{F}(R - R_h) \mathcal{L} B(x_i, \rho_i) \leq \frac{\eta_0}{2}.
\]

On the other hand, by Proposition 8.2(i) we also see that

\[
\chi((R - R_h) \mathcal{L} B(x_i, \rho_i)) = \sum_{x \in \Sigma \cap B(x_i, \rho_i)} \tau(x) g(x) - \sum_{x \in \Sigma \cap B(x_i, \rho_i)} \tau_h(x) g_h(x).
\]

Together, equations (9.11), (9.16), and (9.17) imply that

\[
\left\| \tau(x_i) g(x_i) - \sum_{x \in \Sigma \cap B(x_i, \rho_i)} \tau_h(x) g_h(x) \right\| \leq \eta_i \text{ for every } h \geq h_0.
\]

By (9.10) and using that the cost function \( C \) is even, subadditive and lower semi-continuous (and, thus, countably subadditive), we can therefore conclude that

\[
C(g(x_i)) \leq \frac{1}{1 - \varepsilon} C\left( \sum_{x \in \Sigma \cap B(x_i, \rho_i)} \tau_h(x) g_h(x) \right) \leq \frac{1}{1 - \varepsilon} \sum_{x \in \Sigma \cap B(x_i, \rho_i)} C(g_h(x)).
\]
Summing over \( i \in \{1, \ldots, N\} \) and using that the balls \( B(x_i, \rho_i) \) are pairwise disjoint, we obtain that for every \( h \geq h_0 \)
\[
\sum_{i=1}^{N} C(g(x_i)) \leq \frac{1}{1-\varepsilon} \mathbb{E}_0(R_h \ll A). \tag{9.20}
\]

Passing to the \( \lim \inf \) as \( h \uparrow \infty \) and using the fact that \( \varepsilon \) was arbitrary, this allows to conclude equation (9.5) when \( k = 0 \) in both cases considered in (9.9).

Now, we turn our attention to the case \( k \geq 1 \). Without loss of generality, let us assume that
\[
\lim_{h \to \infty} \mathbb{E}_0(R_h \ll A) = \lim_{h \to \infty} \mathbb{E}_0(R_h \ll A).
\]

By the slicing coarea formula for the flat norm in [12, Theorem 5.2.1(4)], for every plane \( V \in \text{Gr}(n, k) \) one has
\[
\int_{\mathbb{R}^k} \mathbb{F}((R - R_h, \mathbf{p}_V, y)) \, dy \leq C_k \mathbb{F}(R - R_h). \tag{9.21}
\]

By integrating equation (9.21) in the variable \( V \in \text{Gr}(n, k) \) with respect to the Haar measure \( \gamma_{n,k} \) on \( \text{Gr}(n, k) \), and taking the limit as \( h \uparrow \infty \), we see that
\[
\lim_{h \to \infty} \int_{\text{Gr}(n, k) \times \mathbb{R}^k} \mathbb{F}((R - R_h, \mathbf{p}_V, y)) \, d(\gamma_{n,k} \otimes \mathcal{H}^k)(V, y) = 0. \tag{9.22}
\]

Thus, along a subsequence (not relabeled), we can conclude that
\[
\lim_{h \to \infty} \mathbb{F}((R - R_h, \mathbf{p}_V, y)) = 0 \quad \text{for } \gamma_{n,k} \otimes \mathcal{H}^k \text{-a.e. } (V, y) \in \text{Gr}(n, k) \times \mathbb{R}^k. \tag{9.23}
\]

By (8.9), from this it follows that \( \langle R_h, \mathbf{p}_V, y \rangle \mathbb{F}\)-converges to \( \langle R, \mathbf{p}_V, y \rangle \) for \( \gamma_{n,k} \otimes \mathcal{H}^k \)-a.e. \( (V, y) \in \text{Gr}(n, k) \times \mathbb{R}^k \). Then, the result for \( k = 0 \) and (8.10) yield
\[
\mathbb{E}_0((R \ll A, \mathbf{p}_V, y)) \leq \lim_{h \to \infty} \mathbb{E}_0((R_h \ll A, \mathbf{p}_V, y)) \quad \text{for } \gamma_{n,k} \otimes \mathcal{H}^k \text{-a.e. } (V, y) \in \text{Gr}(n, k) \times \mathbb{R}^k. \tag{9.24}
\]

We conclude the proof by applying twice the integral-geometric identity (9.6). Indeed, we easily have:
\[
\mathbb{E}_0(R \ll A) = c \int_{\text{Gr}(n, k) \times \mathbb{R}^k} \mathbb{E}_0((R \ll A, \mathbf{p}_V, y)) \, d(\gamma_{n,k} \otimes \mathcal{H}^k)(V, y)
\leq c \int_{\text{Gr}(n, k) \times \mathbb{R}^k} \liminf_{h \to \infty} \mathbb{E}_0((R_h \ll A, \mathbf{p}_V, y)) \, d(\gamma_{n,k} \otimes \mathcal{H}^k)(V, y)
\leq \liminf_{h \to \infty} \left( c \int_{\text{Gr}(n, k) \times \mathbb{R}^k} \mathbb{E}_0((R_h \ll A, \mathbf{p}_V, y)) \, d(\gamma_{n,k} \otimes \mathcal{H}^k)(V, y) \right)
= \liminf_{h \to \infty} \mathbb{E}_0(R_h \ll A). \tag{9.25}
\]

The second ingredient needed for the proof of Theorem 9.1 is the following technical lemma. Here, we shall adopt the following notation. Let \( R = \ll [E, \tau \otimes g] \) be a rectifiable G-chain. Let also \( x \in E \) be such that \( \text{Tan}(E, x) \) exists. Denote \( \pi_x \) the affine \( k \)-plane \( \pi_x := x + \text{Tan}(E, x) = x + \text{span}[\tau(x)] \). Then, for any \( r > 0 \) we will let \( S_{x, r} \) be the rectifiable G-chain defined by \( S_{x, r} := \ll [\pi_x \cap B_r(x), \tau(x) \otimes g(x)] \): this is the chain supported on the
disc $\pi_x \cap B_r(x)$ with orientation $\tau(x)$ and constant density $g(x) \in G$. In other words, we may write $S_{x,r} = g(x) \cdot \|\pi_x \cap B_r(x), \tau(x), 1\|$.

**Lemma 9.6** Let $R = \|E, \tau \otimes g\|$ be a $k$-dimensional rectifiable $G$-chain in $K$, and let $\mu := \|g\| \mathcal{H}^k \upharpoonright E$. Then it holds:

$$
\lim_{r \to 0^+} \frac{\mathbb{F}(R \upharpoonright B(x, r) - S_{x,r})}{\mathbb{M}(R \upharpoonright B(x, r))} = 0 \quad \text{for } \mu\text{-a.e. } x. \quad (9.26)
$$

In the proof of the above lemma, we are going to need a suitable version of the classical Lebesgue points theorem (see e.g. [1, Corollary 2.23]) adapted to the framework of $G$-valued maps. Let $\Omega \subset \mathbb{R}^n$ be an open set, let $(X, d)$ be a metric space, and let $f : \Omega \to X$. If $\mu$ is a positive finite Borel measure on $\Omega$, and $f$ is (Borel) measurable, we say that $f$ is $\mu$-integrable, and we write $f \in L^1(\Omega, X; \mu)$ provided

$$
\text{there exists } p \in X \text{ such that } \int_{\Omega} d(f(x), p) \, d\mu(x) < \infty. \quad (9.27)
$$

Observe that, since $\mu(\Omega) < \infty$, the condition (9.27) is in fact equivalent to the stronger

$$
\int_{\Omega} d(f(x), p) \, d\mu(x) < \infty \quad \text{for every } p \in X. \quad (9.28)
$$

Next, we recall the following elementary fact, known in the literature as Kuratowski’s embedding (see e.g. [18]): every metric space $(X, d)$ embeds isometrically into the Banach space $L^\infty(X)$ of bounded functions $\varphi : X \to \mathbb{R}$ endowed with the sup-norm $\|\varphi\|_\infty := \sup \{|\varphi(p)| : p \in X\}$. Such an embedding can be easily obtained by fixing a point $p_0 \in X$ and associating, to every $p \in X$, the function $\varphi_p \in L^\infty(X)$ defined by

$$
\varphi_p(q) := d(q, p) - d(q, p_0) \quad \text{for every } q \in X.
$$

Notice that the embedding is not canonical, since it depends on the choice of $p_0$. If $f : \Omega \to X$ is as above, and if $\Phi$ denotes a Kuratowski embedding (that is, $\Phi(p) = \varphi_p$ as above), then $F := \Phi \circ f$ maps $\Omega$ into the Banach space $B = L^\infty(X)$, and $f \in L^1(\Omega, X; \mu)$ if and only if

$$
\int_{\Omega} \|F(x) - \Phi(p)\|_\infty \, d\mu(x) < \infty \quad \text{for every } p \in X, \quad (9.29)
$$
or, equivalently, if and only if

$$
\int_{\Omega} \|F(x)\|_\infty \, d\mu(x) < \infty. \quad (9.30)
$$

Finally, we recall a few notions concerning Banach space-valued maps. If $(B, \|\cdot\|_B)$ is a (real) Banach space, a map $s : \Omega \to B$ is simple if there exist $N \in \mathbb{N}$, Borel sets $E_1, \ldots, E_N \subset \Omega$, and $\varphi_1, \ldots, \varphi_N \in B$ such that

$$
s(x) = \sum_{i=1}^N \varphi_i \, 1_{E_i}(x) \quad \forall x \in \Omega,
$$

where $1_E$ is the indicator function of $E$. A function $F : \Omega \to B$ is called:
• weakly $\mu$-measurable if for every $\phi^* \in B^*$ the (real-valued) function $x \in \Omega \mapsto \langle \phi^*, F(x) \rangle$ is measurable;

• strongly $\mu$-measurable if there exists a sequence $s_\ell$ of simple functions $s_\ell : \Omega \to B$ such that $\lim_{\ell \to \infty} \|F(x) - s_\ell(x)\|_B = 0$ for $\mu$-a.e. $x \in \Omega$;

• almost separably-valued if there exists a set $Z_0 \subset \Omega$ with $\mu(Z_0) = 0$ such that $F(\Omega \setminus Z_0) = \{F(x) : x \in \Omega \setminus Z_0\} \subset B$ is separable.

The following theorem, known in the literature as Pettis’ measurability theorem, establishes the fundamental relationship between the three notions just introduced, providing a necessary and sufficient condition for a Banach space-valued function $F$ to be strongly $\mu$-measurable.

**Theorem 9.7** (Pettis’ measurability theorem, see [14, Theorem 2 in Chapter II]) A map $F : \Omega \to B$ is strongly $\mu$-measurable if and only if it is weakly $\mu$-measurable and almost separably-valued.

We are now ready to state and prove the anticipated Lebesgue point theorem for metric space-valued maps.

**Proposition 9.8** (Lebesgue points theorem for metric space-valued maps) Let $\mu$ be a positive finite Borel measure in an open set $\Omega \subset \mathbb{R}^n$, let $(X, d)$ be a metric space, let $\Phi$ be a Kuratowski embedding of $X$ into $L^\infty(X)$, and let $f \in L^1(\Omega, X; \mu)$ be a $\mu$-integrable function such that $F := \Phi \circ f$ is strongly $\mu$-measurable. Then, for $\mu$-a.e. point $x$ the following holds:

\[
\lim_{r \to 0} \frac{1}{\mu(B(x, r))} \int_{B(x, r)} d(f(y), f(x)) \, d\mu(y) = 0.
\]

**Proof** Since $\Phi$ is an isometry, the conclusion, formula (9.31), is equivalent to

\[
\lim_{r \to 0} \frac{1}{\mu(B(x, r))} \int_{B(x, r)} \|F(y) - F(x)\|_\infty \, d\mu(y) = 0 \quad \text{for $\mu$-a.e. } x \in \Omega.
\]

Since $F$ is strongly $\mu$-measurable, we can apply Pettis’ measurability theorem to find a set $Z_0 \subset \Omega$ with $\mu(Z_0) = 0$ such that $Y := F(\Omega \setminus Z_0) \subset B = L^\infty(X)$ is separable. Let $\{\varphi_i\}_{i \in \mathbb{N}}$ be a dense set in $Y$. For every $i \in \mathbb{N}$, consider the function $x \in \Omega \setminus Z_0 \mapsto \|F(x) - \varphi_i\|_\infty$. Since this function is $\mu$-integrable because $f \in L^1(\Omega, X; \mu)$ (cf. (9.30)), by the classical Lebesgue points theorem there exists a set $Z_i$ with $\mu(Z_i) = 0$ such that whenever $x \in \Omega \setminus (Z_0 \cup Z_i)$ it holds

\[
\|F(x) - \varphi_i\|_\infty = \lim_{r \to 0} \frac{1}{\mu(B(x, r))} \int_{B(x, r)} \|F(y) - \varphi_i\|_\infty \, d\mu(y).
\]

In particular, setting $Z := Z_0 \cup \bigcup_{i \in \mathbb{N}} Z_i$ one has that equation (9.33) holds for every $i \in \mathbb{N}$ whenever $x \in \Omega \setminus Z$. Note that $\mu(Z) = 0$. Fix $\varepsilon > 0$. Let $x \in \Omega \setminus Z$, and let $\varphi_i$ be such that $\|F(x) - \varphi_i\|_\infty \leq \frac{\varepsilon}{2}$. Then, we have by triangle inequality:

\[
0 \leq \limsup_{r \to 0^+} \frac{1}{\mu(B(x, r))} \int_{B(x, r)} \|F(y) - F(x)\|_\infty \, d\mu(y)
\leq \|F(x) - \varphi_i\|_\infty + \limsup_{r \to 0^+} \frac{1}{\mu(B(x, r))} \int_{B(x, r)} \|F(y) - \varphi_i\|_\infty \, d\mu(y)
\leq 2 \|F(x) - \varphi_i\|_\infty \leq \varepsilon.
\]

The conclusion, formula (9.32), readily follows from the arbitrariness of $\varepsilon$. \hfill \Box
Proof of Lemma 9.6 Since $E$ is countably $k$-rectifiable, there exist a set $E_0$ with $\mathcal{H}^k(E_0) = 0$, countably many $k$-dimensional planes $\Pi_i \subset \mathbb{R}^n$ and $C^1$ and globally Lipschitz maps $f_i : \Pi_i \rightarrow \Pi_i^+$ such that

$$E \subset E_0 \cup \bigcup_{i \in \mathbb{N}} \text{Gr}(f_i).$$  \hfill (9.34)

Set $\Sigma_i := \text{Gr}(f_i)$ for the graph of $f_i$. For every $x \in \bigcup_i \Sigma_i$, let $i(x)$ be the first index $i$ such that $x \in \Sigma_i$. Furthermore, for every $i$, let $g_i$ be the $G$-valued map given by

$$g_i(x) := \begin{cases} g(x) & \text{if } i = i(x), \\ 0 & \text{otherwise.} \end{cases}$$

Let us denote $R_i := \|E \cap \Sigma_i, \tau \otimes g_i\|$. Observe that without loss of generality we can assume that $\tau|_{E \cap \Sigma_i}$ coincides with the (continuous) orientation $\xi_i$ induced on $\Sigma_i$ by the orientation on $\Pi_i$ through the map $f_i$; indeed, otherwise it suffices to replace $\tau|_{E \cap \Sigma_i}$ with $\xi_i|_{E \cap \Sigma_i}$ and simply change sign to $g$ on the (measurable) set where $\tau \neq \xi_i$.

From the definition of $g_i$, it follows that $R = \sum_i R_i$ and $\mathbb{M}(R) = \sum_i \mathbb{M}(R_i)$. Hence, for any fixed $\varepsilon > 0$ there exists $N = N(\varepsilon) \in \mathbb{N}$ such that

$$\sum_{i \geq N+1} \mathbb{M}(R_i) \leq \varepsilon.$$  \hfill (9.35)

Define the set $E' \subset E$ by

$$E' := \left\{ x \in E \cap \bigcup_{i=1}^N \Sigma_i \text{ such that } x \text{ is a Lebesgue point of } g_i \right\}.$$  \hfill (9.36)

In other words, $E'$ consists of all points $x \in E \cap \bigcup_{i=1}^N \Sigma_i$ such that

$$\lim_{r \rightarrow 0} \frac{1}{\mathcal{H}^k(\Sigma_i \cap B(x,r))} \int_{\Sigma_i \cap B(x,r)} \|g_i(y) - g_i(x)\| d\mathcal{H}^k(y) = 0 \quad \text{for } i = 1, \ldots, N.$$  

Observe that $\mathbb{M}(R_k(E \setminus E')) \leq \varepsilon$ because of (9.34), (9.35) and Proposition 9.8 applied with $X = G$ (endowed with the natural metric $d(g, h) = \|g - h\|$), $f = g_i$, and $\mu = \mathcal{H}^k \ll (E \cap \Sigma_i)$. Notice that, if $\Phi$ denotes a Kuratowski embedding of $G$ into $L^\infty(\mathbb{G})$ then the map $F = \Phi \circ g_i$ is strongly $\mathcal{H}^k \ll (E \cap \Sigma_i)$-measurable. In order to see this, let first $\{I^j_i\}_{j=1}^\infty$ be a sequence of $k$-dimensional Lipschitz $G$-chains such that $\mathbb{M}(R_i - I^j_i) \rightarrow 0$ as $j \rightarrow \infty$. If $\tau_i^j \otimes g_i^j$ are the $G$-orientations of $I_i^j$, and if we fix a choice of representative of the equivalence class such that $\tau_i^j = \tau_i \mathcal{H}^k$-a.e. where they are both defined, then the convergence in mass implies, through (8.4), that $\|g_i - g_i^j\| \rightarrow 0$ in $L^1(\mathcal{H}^k \ll (E \cap \Sigma_i))$ as $j \rightarrow \infty$. Notice that each map $g_i^j$ takes at most countably many distinct values in $G$, obtained as finite sums of elements in the $\mathbb{Z}$-orbit of the (finitely many) coefficients in $G$ appearing in the definition of $I_i^j$. Hence, since $\mathbb{M}(I_i^j) < \infty$, this in turn implies that each $g_i^j$ is an $L^1$-limit of simple functions, so that, in particular, $\|g_i - s_i^j\| \rightarrow 0$ in $L^1(\mathcal{H}^k \ll (E \cap \Sigma_i))$ as $j \rightarrow \infty$ for simple functions $s_i^j$. Passing to subsequences, this gives the pointwise convergence, as $j \rightarrow \infty$, of $\|g_i(x) - s_i^j(x)\|$ to zero for $\mathcal{H}^k$-a.e. $x \in E \cap \Sigma_i$. 
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Let us now set
\[
L := \max \{\text{Lip}(f_i) : i = 1, \ldots, N\}. \tag{9.37}
\]

Fix \( i \in \{1, \ldots, N\} \). For every \( x \in \Sigma_i \) there exists \( r > 0 \) such that whenever \( j \in \{1, \ldots, N\} \) is such that \( \Sigma_j \cap B(x, \sqrt{nr}) \neq \emptyset \), then \( x \in \Sigma_j \).

Observe now that the definition of \( E' \) implies that for any \( x \in E' \)
\[
\exists \lim_{r \to 0} \frac{\mathcal{M}(R_j \cap (\Sigma_j \cap B(x, r)))}{\mathcal{H}^k(\Sigma_j \cap B(x, r))} = \|g_j(x)\| \quad \text{for every } j = 1, \ldots, N. \tag{9.38}
\]

Now, fix any point \( x \in E' \), and consider any index \( j \in \{1, \ldots, N\} \) such that \( x \in \Sigma_j \). When \( j = i(x) \), then \( g_j(x) = g(x) \), with \( \|g(x)\| > 0 \). In particular, (9.38) implies that when \( j = i(x) \) there exists \( r > 0 \) such that for any \( 0 < \rho \leq \sqrt{nr} \)
\[
\frac{\mathcal{M}(R_j \cap (\Sigma_j \cap B(x, \rho)))}{\mathcal{H}^k(\Sigma_j \cap B(x, \rho))} \geq \frac{\|g_j(x)\|}{2} > 0. \tag{9.39}
\]

Again by Proposition 9.8 applied with \( \mu = \mathcal{H}^k \cap \Sigma_j \), \( X = G \), and \( f = g_j \), there exists a radius \( r > 0 \) (depending on \( x \)) such that
\[
\int_{\Sigma_j \cap B(x, \rho)} \|g_j(y) - g_j(x)\| d\mathcal{H}^k(y) \leq \varepsilon \frac{\|g_j(x)\|}{2} \mathcal{H}^k(\Sigma_j \cap B(x, \rho))
\]
\[
\leq \varepsilon \frac{\mathcal{M}(R_j \cap (\Sigma_j \cap B(x, \rho)))}{\mathcal{H}^k(\Sigma_j \cap B(x, \rho))} \mathcal{H}^k(\Sigma_j \cap B(x, \rho))
\]
\[
\leq \varepsilon \mathcal{M}(R_j \cap B(x, \rho)),
\tag{9.40}
\]
for every \( 0 < \rho \leq \sqrt{nr} \).

If, instead, \( j \neq i(x) \), then \( g_j(x) = 0 \) and therefore there exists a radius \( r > 0 \) (depending on \( x \)) such that for every \( 0 < \rho \leq \sqrt{nr} \)
\[
\int_{\Sigma_j \cap B(x, \rho)} \|g_j(y)\| d\mathcal{H}^k(y) \leq \frac{\varepsilon}{N} \frac{\|g_i(x)\|}{(1 + L)^k} \mathcal{H}^k(\Sigma_j \cap B(x, \rho))
\]
\[
\leq \frac{\varepsilon}{N} \|g_i(x)\| \omega_k \rho^k \tag{9.41}
\]
\[
\leq 2(1 + L)^k \frac{\varepsilon}{N} \mathcal{M}(R_i \cap B(x, \rho)), \tag{9.39}
\]
where \( \omega_k \) denotes the volume of the unit ball in \( \mathbb{R}^k \). Notice that both the second and third inequalities in (9.41) use the fact that the surfaces \( \Sigma_j \) are graphs of \( L \)-Lipschitz functions (see (9.37)), so that
\[
\frac{\omega_k \rho^k}{(1 + L)^k} \leq \mathcal{H}^k(\Sigma_j \cap B(x, \rho)) \leq (1 + L)^k \omega_k \rho^k.
\]

Now, let \( i = i(x) \). By representing \( f_i(\Pi_i) \cap B(x, r) \) locally as the graph of a \( C^1 \) function (still denoted \( f_i \)) from the \( k \)-plane tangent to \( \Sigma_i \) at \( x \) (still denoted \( \Pi_i \)), translating and tilting such a plane, we can assume that \( x = 0 \), \( \Pi_i = \{x_{k+1} = \cdots = x_n = 0\} \), \( f_i(x) = 0 \), and \( \nabla f_i(x) = 0 \). By possibly choosing a smaller radius \( r = r(x) > 0 \), we may also assume that
\[
|\nabla f_i| \leq \varepsilon \quad \text{in } \Pi_i \cap B(x, r). \tag{9.42}
\]
With these conventions, for ρ suitably small the chain $S_{x,ρ}$ reads $S_{x,ρ} = [B(0, ρ) \cap \Pi_i, τ(0) \otimes g_i(0)]$. We let $F_i : \Pi_i \times \Pi_i^1 \to \mathbb{R}^n$ be given by $F_i(z, w) := (z, f_i(z))$, and we set $\tilde{R}_i := (F_i)_z S_{x,ρ} \in \mathcal{R}^G_k(K)$.

Observe that $S_{x,ρ} = g_i(0) \cdot \tilde{S}_{x,ρ}$, with $\tilde{S}_{x,ρ} := [B(0, ρ) \cap \Pi_i, τ(0), 1]$, and $\tilde{R}_i = g_i(0) \cdot (F_i)_z \tilde{S}_{x,ρ}$. Thus, by the standard homotopy formula for classical currents (cf. [27, 26.22]), we deduce that

$$\tilde{R}_i - S_{x,ρ} = \partial h_\otimes([0, 1]) \times S_{x,ρ} - h_\otimes([0, 1]) \times \partial S_{x,ρ}),$$  

(9.43)

where $h : (0, 1) \times \Pi_i \times \Pi_i^1 \to \mathbb{R}^n$ is the affine homotopy defined by $h(t, z, w) := tF_i(z, w) + (1 - t)(z, 0)$.

Hence, if we denote $C(x, ρ) := (B(x, ρ) \cap \Pi_i) \times \Pi_i^1$, and assume without loss of generality that $K \supset \text{spt}([0, 1]) \times S_{x,ρ}$, we have by [27, Formula 26.23]

$$\mathbb{F}(\tilde{R}_i - S_{x,ρ}) \leq \mathbb{M}(h_\otimes([0, 1]) \times \partial S_{x,ρ})) + \mathbb{M}(h_\otimes([0, 1]) \times \partial S_{x,ρ}))$$

$$\leq C \|F_i - (id, 0)\|_{L^\infty(C(x, ρ))} (\mathbb{M}(S_{x,ρ}) + \mathbb{M}(\partial S_{x,ρ}))$$

(9.42)

$$\leq Cερ (\mathbb{M}(S_{x,ρ}) + \mathbb{M}(\partial S_{x,ρ}))$$

$$\leq Cε\|g(x)\|\omega_k ρ^k$$

$$\leq Cε\|g(x)\|\mathcal{H}^k(\Sigma_i \cap B(x, ρ))$$

(9.39)

$$\leq Cε\mathbb{M}(R_i \subset B(x, ρ)).$$

(9.44)

Now, recall that we can assume that the orientation τ coincides on $E \cap \Sigma_i$ with the continuous orientation $\xi_i$ of $\Sigma_i$ induced by the orientation of $\Pi_i \times \Pi_i^1$ via $F_i$. Hence, the rectifiable chain $\tilde{R}_i$ reads $\tilde{R}_i = [\Sigma_i \cap C(x, ρ), τ \otimes g_i(x)] = g_i(x) \cdot [\Sigma_i \cap C(x, ρ), τ, 1]$ (cf. [27, 27.2]). Therefore, we can compute:

$$\mathbb{M}(R_i \subset B(x, ρ) - \tilde{R}_i) \leq \mathbb{M}(R_i \subset B(x, ρ) - \tilde{R}_i \subset B(x, ρ)) + \mathbb{M}(\tilde{R}_i \subset (C(x, ρ) \setminus B(x, ρ))$$

(9.40)

$$\leq ε\mathbb{M}(R_i \subset B(x, ρ)) + \mathbb{M}(\tilde{R}_i \subset (C(x, ρ) \setminus B(x, ρ)))$$

(9.42)

$$\leq ε\mathbb{M}(R_i \subset B(x, ρ)) + Cε\|g_i(x)\|\mathcal{H}^k(\Sigma_i \cap B(x, ρ))$$

(9.39)

$$\leq Cε\mathbb{M}(R_i \subset B(x, ρ)).$$

(9.45)

Hence, we conclude:

$$\mathbb{F}(R \subset E' \cap B(x, ρ) - S_{x,ρ}) \leq \mathbb{F}(R_{(i)} \subset B(x, ρ) - S_{x,ρ}) + \sum_{j=1}^{N} \mathbb{M}(R_j \subset B(x, ρ))$$

(9.41)

$$\leq \mathbb{F}(R_{(i)} \subset B(x, ρ) - \tilde{R}_i) + \mathbb{F}(\tilde{R}_i - S_{x,ρ}) + 2ε\mathbb{M}(R_{(i)} \subset B(x, ρ))$$

$$\leq Cε\mathbb{M}(R \subset B(x, ρ)));$$

(9.44)

$$\leq \mathbb{F}(R \subset E' \cap B(x, ρ) - S_{x,ρ}) \leq \mathbb{F}(R \subset (E \setminus E')) \leq ε.$$
Now, in order to conclude we iterate (9.47). In particular, for every \( i \in \mathbb{N} \) let us denote \( E_i \) the set \( E' \) corresponding to the choice \( \varepsilon := 2^{-i-1} \), and let \( F_i \subset E_i \) be the set of Lebesgue points of \( 1_{E_i} \) (inside \( E_i \)) with respect to \( \mu = \|g\| \mathcal{H}^k \mathcal{L} E \). By [1, Corollary 2.23], the set \( F_i \) equals the set \( E_i \) up to a set of \( \mu \)-measure 0; moreover, for every \( x \in F_i \) and for \( \rho \) sufficiently small (possibly depending on \( x \)) it holds

\[
\mathbb{M}(R \llp B(x, \rho) - R \llp (E_i \cap B(x, \rho))) = \int_{(E \setminus E_i) \cap B(x, \rho)} \|g\| d\mathcal{H}^k \\
\leq 2^{-i-1} \int_{E \cap B(x, \rho)} \|g\| d\mathcal{H}^k = 2^{-i-1} \mathbb{M}(R \llp B(x, \rho)).
\]

Hence by (9.47) for every \( x \in F_i \) there exists \( r_i(x) > 0 \) such that for every \( 0 < \rho < r_i(x) \)

\[
\mathbb{F}(R \llp B(x, \rho) - S_{x, \rho}) \leq \mathbb{M}(R \llp B(x, \rho) - R \llp (E_i \cap B(x, \rho))) + \mathbb{F}(R \llp (E_i \cap B(x, \rho)) - S_{x, \rho}) \\
\leq 2^{-i} \mathbb{M}(R \llp B(x, \rho))
\]

and

\[
\mathbb{M}(R \llp (E \setminus F_i)) \leq 2^{-i-1}.
\]

Denoting \( F := \bigcup_{i \in \mathbb{N}} \bigcap_{j \geq i} F_j \), and observing that \( E \setminus F = E \cap F^c = E \cap \bigcap_{i \in \mathbb{N}} \bigcup_{j \geq i} F_j^c \) is contained in \( \bigcup_{j \geq i} F_j^c \) for every \( i \in \mathbb{N} \), we have

\[
\mathbb{M}(R \llp (E \setminus F)) \leq \lim_{i \to \infty} \sum_{j=i}^{\infty} \mathbb{M}(R \llp (E \setminus F_j)) \leq \lim_{i \to \infty} \sum_{j=i}^{\infty} \frac{1}{2j} = 0
\]

and this implies that \( \mathcal{H}^k(E \setminus F) = 0 \). Since every \( x \in F \) belongs definitively to every \( F_j \) (namely, for every \( x \in F \) there exists \( i_0(x) \in \mathbb{N} \) such that \( x \in F_i \) for every \( i \geq i_0(x) \)), we obtain (9.26).

**Proof of Theorem 9.1** First observe that by the well known properties of the lower semi-continuous envelope and by Proposition 9.5 it trivially holds true that \( \mathbb{E}_0(R) \leq \mathbb{E}(R) \) for every \( R \in \mathcal{G}_k^G(K) \).

We prove the opposite inequality. Let \( R = \llp E, \tau \otimes g \rceil \in \mathcal{G}_k^G(K) \) be a rectifiable G-chain. Starting from \( R \), we will construct a sequence \( P_h \) of polyhedral G-chains with the property that:

1. \( \lim_{h \to \infty} \mathbb{F}(R - P_h) = 0 \);
2. \( \mathbb{E}(P_h) \leq \mathbb{E}_0(R) + \frac{1}{h} \);
3. \( \mathbb{M}(P_h) \leq \mathbb{M}(R) + \frac{1}{h} \).

The due inequality will then follow in a straightforward fashion from (1) and (2). The inequality (3) is not necessary towards the proof of our result, but the possibility to produce a polyhedral flat-approximation of a rectifiable G-current satisfying (2) and (3) simultaneously is an interesting byproduct of the technique.

As in Lemma 9.6, we adopt the notation \( \pi_x \) for the affine \( k \)-plane \( x + \text{span}[\tau(x)] \) at any point \( x \in E \) where the approximate tangent plane \( \text{Tan}(E, x) \) exists, and \( S_{x, r} \) for the rectifiable G-chain \( \llp \pi_x \cap B(x, r), \tau(x) \otimes g(x) \rceil = g(x) \llp \pi_x \cap B(x, r), \tau(x), 1 \rceil \) for \( r > 0 \). Note that \( \mathbb{M}(S_{x, r}) = \|g(x)\| \omega_k r^k \) and \( \mathbb{E}_0(S_{x, r}) = C(g(x)) \omega_k r^k \).
Let us also set
\[ \mu := \| g \| \mathcal{H}^k E, \]
and
\[ \nu := C(g \mathcal{H}^k E. \]

Observe that \( \mu \) is a positive Radon measure in \( \mathbb{R}^n \) with \( \mu(\mathbb{R}^n) = M(R) < \infty \), and that \( \nu \) is finite if and only if \( \mathbb{E}_0(R) < \infty \). From now on, we will assume the validity of the latter condition, since the representation formula is evidently true if \( \mathbb{E}_0(R) = \infty \).

Fix \( \varepsilon > 0 \). We make the following Claim:

There exists a finite family of mutually disjoint balls \( \{ B_i \}_{i=1}^N \) with \( B_i := B(x_i, r_i) \subset K \) being the ball with center \( x_i \in E \) and radius \( r_i > 0 \), such that the following properties hold:

(i) \( r_i \leq \varepsilon \) \( \forall \ i = 1, \ldots, N \) and \( \mu(\mathbb{R}^n \setminus (\cup_{i=1}^N B_i)) \leq \varepsilon \);

(ii) if we denote \( R_i := R \setminus B_i \) and \( S_i := S_{x_i, r_i} \), then
\[ F(R_i - S_i) \leq \varepsilon \mu(B_i); \]

(iii) \( |\mu(B_i) - \| g(x_i) \| \omega_k r_i^k| \leq \varepsilon \mu(B_i), \quad \forall \ i = 1, \ldots, N; \)

(iv) if \( \mathbb{E}_0(R) < \infty \), then
\[ C(g(x_i)) \omega_k r_i^k \leq (1 + \varepsilon) \nu(B_i), \quad \forall \ i = 1, \ldots, N. \]

Let us assume the claim for the moment, and show how to conclude the proof of the theorem. From point \( (iii) \) we deduce that
\[ \mathbb{M}(S_i) \leq (1 + \varepsilon) \mathbb{M}(R_i), \quad (9.49) \]
whereas point \( (iv) \) implies that if \( \mathbb{E}_0(R) < \infty \) then
\[ \mathbb{E}_0(S_i) \leq (1 + \varepsilon) \mathbb{E}_0(R_i). \quad (9.50) \]

Furthermore, by approximating every disc \( \pi_{x_i} \cap B_i \) with simplexes we can conclude that there exist chains \( P_i \in \mathcal{P}_k^G(K) \) supported on \( \pi_{x_i} \cap B_i \) such that
\[ F(S_i - P_i) \leq \varepsilon \mu(B_i), \quad \mathbb{M}(P_i) \leq \mathbb{M}(S_i) \quad \text{and} \quad \mathbb{E}(P_i) \leq \mathbb{E}_0(S_i). \quad (9.51) \]

Set \( P := \sum_{i=1}^N P_i \). Since the balls \( B_i \) are mutually disjoint, we have that
\[ \mathbb{E}(P) = \sum_{i=1}^N \mathbb{E}(P_i) \leq \sum_{i=1}^N \mathbb{E}_0(S_i) \quad (9.50) \leq (1 + \varepsilon) \sum_{i=1}^N \mathbb{E}_0(R_i) = (1 + \varepsilon) \mathbb{E}_0(R), \quad (9.52) \]
and also that
\[ \mathbb{M}(P) = \sum_{i=1}^N \mathbb{M}(P_i) \leq \sum_{i=1}^N \mathbb{M}(S_i) \quad (9.49) \leq (1 + \varepsilon) \sum_{i=1}^N \mathbb{M}(R_i) = (1 + \varepsilon) \mathbb{M}(R). \quad (9.53) \]
Furthermore, we can estimate
\[ F(P - R) \leq \sum_{i=1}^{N} F(P_i - R_i) + \mathbb{M} \left( R \cap \left( \bigcup_{i=1}^{N} B_i \right) \right) \]
\[ \leq \varepsilon + \sum_{i=1}^{N} (F(P_i - S_i) + F(S_i - R_i)) \]

\[(ii), (9.51)\]
\[ \leq \varepsilon + 2\varepsilon \sum_{i=1}^{N} \mu(B_i) = \varepsilon (1 + 2\mathbb{M}(R)). \]

This completes the proof of the theorem, provided that we show how to obtain the claim. In order to do this, let us consider the set \( F \) of all points \( x \in E \) such that \( g(x) \neq 0 \) and the following conditions are both satisfied:

(a) it holds
\[ \lim_{r \to 0^+} \frac{F(R \cap B(x, r) - S_{x, r})}{\mathbb{M}(R \cap B(x, r))} = 0; \]
(b) setting \( \eta_{x, r}(y) := \frac{y - x}{r} \), we have that for \( r \downarrow 0 \) the following holds true:
\[ \mu_{x, r} := r^{-k}(\eta_{x, r})^\sharp(\mu \cap B(x, r)) \xrightarrow{\ast} \|g(x)\|_k \mathcal{H}^k(\pi_x \cap B_1(0)), \]
\[ v_{x, r} := r^{-k}(\eta_{x, r})^\sharp(v \cap B(x, r)) \xrightarrow{\ast} \mathcal{C}(g(x)) \mathcal{H}^k(\pi_x \cap B_1(0)), \]
where the weak\(^\ast\) convergence is in the sense of measures. Note that \( \mu(E \setminus F) = 0 \); indeed, condition (a) holds true \( \mu \)-a.e. by Lemma 9.6; condition (b) holds true \( \mu \)-a.e. by [11, Theorem 4.8], as both \( \mu \) and \( v \) are \( k \)-rectifiable Radon measures (also observe that \( \mu \ll v \) because of the properties of the cost function).

Now, for every \( x \in F \) there exists a radius \( 0 < r(x) < \varepsilon \) such that
\[ |\mu_{x, r} (B(0, 1)) - \|g(x)\|_k| \leq \frac{\varepsilon}{2} \|g(x)\|_k \text{ for a.e. } r < r(x), \]
or equivalently
\[ |\mu(B(x, r)) - \|g(x)\|_k r^k| \leq \frac{\varepsilon}{2} \|g(x)\|_k r^k \text{ for a.e. } r < r(x). \quad (9.54) \]

In particular, this implies that
\[ \left( 1 - \frac{\varepsilon}{2} \right) \|g(x)\|_k r^k \leq \mu(B(x, r)) \text{ for a.e. } r < r(x), \]
and thus, plugging (9.55) into (9.54), we get that
\[ |\mu(B(x, r)) - \|g(x)\|_k r^k| \leq \frac{\varepsilon}{2 - \varepsilon} \mu(B(x, r)) \leq \varepsilon \mu(B(x, r)) \text{ for every } x \in F, \text{ for a.e. } r < r(x). \quad (9.56) \]

Analogous computations show that
\[ |v(B(x, r)) - \mathcal{C}(g(x))\omega_k r^k| \leq \frac{\varepsilon}{2 - \varepsilon} v(B(x, r)) \leq \varepsilon v(B(x, r)) \text{ for every } x \in F, \text{ for a.e. } r < r(x). \]
\[ (9.57) \]

The claim is then a simple consequence of the Vitali–Besicovitch covering theorem. \( \square \)
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