Classification of Coronary Artery Disease Using Different Machine Learning Algorithms
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Abstract: Coronary Artery Disease (CAD) takes place in the category of fatal diseases resulting in death in our country and around the world. Each year about 340 thousand patients lost their lives due to CAD in Turkey. Early diagnosis is essential to reduce risk and prolong lifetime of these patients for diseases that require long-term treatment having death risk like CAD. For this reason, classification of CAD by using medical data processing and machine learning algorithms are important in order to develop assistive or expert systems for physicians. In this study, five different machine learning algorithms were applied to estimate whether patients in the Z-Alizadeh Sani data set extracted from the UCI machine learning pool are CAD. Accuracy, precision, recall, specificity and F1 score were compared as classification performance indicators to evaluate decision tree, random forest (RF), support vector machines (SVM), nearest neighborhood (k-NN) and multi-layer sensor (MLP) methods. According to the evaluation results, the MLP method gave high classification accuracy with 90%. It also appears that RF performs relatively better than other metrics. This results, show that these classification algorithms can be use for helping healthcare systems.

Index Terms: Coronary artery disease, classification, machine learning, MLP.

1. Introduction

Coronary artery disease (CAD), as in the world, in our country it is one of the leading reasons of death and morbidity. Early and accurate detection of CAD has critical importance in its management [1]. Clinical decision making processes are often based on physicians’ intuition and experience. This approach can negatively affect the quality of healthcare provided to patients by increasing unwanted prejudices, clinical errors and medical costs.

Machine learning methods show high performance in the diagnosis of diseases with objective algorithms for analysis of high-dimensional and various biomedical data. It is not possible to process and analyze huge amounts of data manually. However, it is often possible to make predictions and inferences for the future using historical data. Machine learning methods are used to make these inferences [2].

Therefore, researchers are working on alternative methods such as machine learning (ML) in the diagnosis of CAD. With the use of ML methods in clinical fields, all available variables for patients can be easily interpreted and evaluated, and thus the diagnostic accuracy of each step can be increased [3, 4]. In recent years, the use of ML has significantly increased in the biomedical data analysis, the diagnosis and detection of diseases [5].

For this purpose, this study aims to increase the predictive accuracy rate of coronary artery disease by using machine learning classification algorithms. In this study, the classification process with ML algorithm is carried out in three stages: data preprocessing, classification model training and estimation evaluation [6]. Implementation of ML algorithms requires data to be in a mathematically appropriate with data preprocessing. Data preprocessing techniques consist of data reduction, data projection and completion of missing data [7]. ML is defined as computer programming to make descriptive or predictive inferences using sample data or benefiting past experience with inductive methods [8]. So as to evaluate the performance of ML models, the certain metrics accepted as standard are applied.
The researchers do experiments on common use datasets to test effectiveness of methods they developed. In this study, Z-Alizadeh Sani datasets in the University of California at Irvine (UCI) ML repository were used [9,10]. In this study, after the data in the raw data set were normalized by minimum-maximum normalization techniques, classification was done by machine learning classification methods. Different models have been created using decision tree (DT), random forest (RF), support vector machines (SVM), k-nearest neighborhood (k-NN), multi-layer sensor (MLP) algorithms. Classification performances of these models are compared.

In section 2, a literature research summarizing the studies in the field of CAD related machine learning is given. In section 3, the materials and methods of this study are mentioned and given in detail. In section 4, which is the application phase of the study, experimental results are presented. In section 5, there are suggestions for evaluating the results obtained in the study and to guide future scientific studies.

2. Previous Studies

In this section, a brief description of classical parallel adders used as sub-adders constituting a hybrid adder is introduced. This description can be found in literature. However, for the sake of completeness we briefly explain the concept of the different classical parallel adders associated with appropriate references.

There are different studies about estimation of CAD in the literature. Alizadehsania et al. used computational intelligence method for detection which arteries are stenosed. They achieved the accuracy rates of 86.14%, 83.17% and 83.50% for the diagnosis of left anterior descending artery, left circumflex artery and right coronary artery stenosis using the Alizadeh Sani dataset, respectively [10]. Dolatabadi et al. predicted the presence of heart disease by applying a classification method on the Long-Term ST dataset of ECG records of 80 patients with CAD and the Normal Sinus Rythm RR Interval dataset of Holter records of 56 healthy people as a control group. Using the SVM method, the dataset was classified as patient and patient, and the highest parameter values such as 99.2% accuracy, 98.43% sensitivity and 100% specificity were achieved [11].

Arabasadi et al. used Hybrid Neural Network and Genetic Algorithm together for the detection of CAD cases. In their study, the performance of the neural network increased about 10% in the Genetic Algorithm application in order to suggest better weights for neural networks. Feature selection was made using SVM weights in the Z-Alizadeh Sani dataset. These methods with a success rate of 93.85% have 97% sensitivity and 92% selectivity values [12].

Giri et al. used SVM, Gaussian Mix Model (GMM), Probabilistic Neural Network and k-NN methods as the learning algorithms to determine the abnormalities in ECG signals recorded with the BIOPAC system. It had been proven that the accuracy, sensitivity and selectivity values gave the best results with the highest values of 96% accuracy, 100% sensitivity and 93.7% selectivity when Independent Component Analysis feature extraction methods were combined with the GMM classifiers [13]. In another study conducted by Alizadehsani et al., the most appropriate algorithm was determined to develop a classification model in the detection of CAD cases by comparing Naïve Bayes, Sequential Minimal Optimization (SMO), Bagging, Neural Network algorithms on the Z-Alizadeh Sani dataset. The highest accuracy value was obtained as 94.08% with the SMO algorithm used with the feature selection on extracted features and feature extraction [14].

Swarnava et al. applied a learning method to improve a classification model for the diagnosis of CAD by using MIMIC-II and local hospital datasets. In their study, feature extraction was done from ECG signal by using Wavelet Transform and the SVM classifier algorithm was used in the classification phase. For the MIMIC-II dataset, 89% accuracy, 86% sensitivity and 90% selectivity parameters were obtained. In the experimental study using the other dataset obtained from the local hospital, 93% accuracy, 92% sensitivity, and 94% selectivity parameters were obtained [15]. In the study conducted by Bektas, data mining algorithms applied to classification of CAD. For this purpose, three dataset filling methods were used: k-means, MLP and Self Organizing Map. The 90% sensitivity and 18% specificity parameters with their highest values were obtained for a public hospital dataset by using MLP method. A mixed classification process was performed in two different datasets by using linear regression (LR) and SVM methods. In their conclusion, the effective algorithm, solving problems by training the entire unbalanced dataset at once with this classification process was improved [16].

In the thesis study conducted by Cihan, the risk of CAD was analyzed by using the RF algorithm on Cleveland and Hungary heart disease datasets extracted from the UCI dataset collection. In the classification model applied in the study, an accuracy of 86.13% was achieved on the Cleveland dataset. In addition, the data set consisting of 596 patient records obtained by combining Hungary-Cleveland datasets achieved 80% accuracy. Chest pain type and exercise-induced ST segment depression variables in both datasets were identified as the most important variables for the classification [17].

3. Material and Method

In this study, Python version 3.7 platform, which is easy to learn, easy to read was used and has many ready data science libraries. This platform was preferred because it contains the libraries such as “Numpy”, “Pandas”, “Scikit-Learn” and “Keras” which are the most basic and widely used for data science studies. Copyright © 2020 MECS I.J. Education and Management Engineering, 2020, 4, 1-7
3.1 Dataset

In this study, the Z-Alizadeh Sani dataset extracted from UCI ML repository was used as the dataset [9]. The dataset consists of 303 patient records, containing 54 features for each. The features were examined in four categories as demographic, symptom/examination, ECG/laboratory and eco features. Each patient was examined in two groups, with or without coronary artery disease. A patient, diameter narrow of artery is less than 50%, is labeled as Normal, otherwise she/he as CAD. There are 97 healthy and 216 CAD subjects in this dataset.

3.2 Data analysis

Before proceeding to the classification stage, it is necessary to prepare the dataset by pre-processing applications such as normalization and cross-validation on the dataset to obtain higher accuracy [18]. In this study, all values which appear as “objects” in the dataset were first converted into numerical values and made ready for processing. The normalization process is performed to the raw data and has an impact on the preparation of the appropriate dataset for training. Several techniques can be used in normalization processes. There are many types of data normalization in the literature. These can be listed as rules such as minimum-maximum, Median, Sigmoid and Z-Score rules etc [19]. In order to observe the effect of normalization techniques on machine learning performance, the minimum-maximum normalization technique was used to normalize the data in this study. Using normalized data will produce more accurate results.

Before proceeding to the classification phase, K-fold cross-validation method, one of the training-test methods, was used for the data set that should be separated as training and test. Selecting the most appropriate k value can provide more successful results. The classifiers given in Table 1 on the Z-Alizadeh Sani dataset were tried sequentially with parameters k from 1 to 10 and accuracy ratios were obtained by cross validation. High classification accuracy values were obtained by using 10-fold cross validation method. Thus, it was decided to use 10-fold cross-validation method.

Table 1. K-fold cross validation values

| Methods | K-fold Value |
|---------|--------------|
| DT      | 8            |
| RF      | 10           |
| SVM     | 8            |
| k-NN    | 5            |
| MLP     | 5            |

3.3 Algorithm selection

The aim of this study is to apply different classification algorithms based on machine learning to predict CAD using Decision Trees, Random Forest, Support Vector Machines, k-Nearest Neighborhood, Multilayer Perceptron algorithms on the data set obtained after applying the minimum-maximum normalization technique on the raw data set. The algorithms are described as follows, respectively:

Decision Trees: It is expressed as class tags at the level of the leaves of the tree and operations on features with branches going to these leaves and spreading from the beginning by creating a tree structure [20]. The algorithm is simple in terms of understanding and interpretation. It can be used for both numerical and class processing.

Random Forest: Low depth of the decision tree causes the classification not to be realized, also its high depth makes the classification difficult. Tree depth is reduced by increasing the number of trees in RF [21]. It is possible to determine correct classifications among trees in RF by bagging. Bagging is done with calculations called voting in classification problems. High performance of a random decision tree is possible by using appropriate number of trees and correct voting between trees.

Support Vector Machines: It is a nonparametric classification algorithm based on statistical learning theory [22]. SVMs have been developed for dual classifications. The working principle of SVM is based on estimating the most appropriate decision function that can separate two classes from each other, in other words, defining the hyper-plane that can separate two classes in the most appropriate way.

k-Nearest Neighborhood: In this algorithm, the classification process is made by considering relationships between data [23]. This system works on the coordinate plane with the linear decomposition method. Object to be classified in original k-NN algorithm is assigned to the class included the majority according to the nearest k neighbors of this object [24].

Multilayer Perceptron: Artificial neural networks are learning algorithms created by modeling human neural cells [25]. They consist of an input layer from which information is entered, one or more hidden layers and an output layer. In MLPs, there are transitions called forward propagation and backward propagation. In forward propagation stage, the output and error value of the network are calculated. In the back propagation stage, link weight values between the layers are updated to minimize the calculated error value [26].
3.4 Evaluation criteria

All experiments in this study were done using Python program on HP desktop computer which has Windows 10 Education 64 bit operating system with 3.20 GHz processor speed and 4 GB of RAM.

The success of the models created using different machine learning algorithms directly depends on the number of true estimates. Accuracy of classification is calculated to true estimation of the models that is created or chosen for classification problems. However, that accuracy not demonstrated sufficient information by alone. Accuracy metrics calculated form confusion matrices are used for obtained good and adequate results.

In this study, the confusion matrices obtained from the algorithm results were calculated one by one with the general valid evaluation criteria used in medicine. Thanks to these criteria, the algorithms that can be used most effectively in the diagnosis and diagnosis of CAD disease can be determined.

Confusion matrix: The confusion matrix is a table containing values of comparing actual datas and results of model. This matrix is often used by obtain open and clear estimated results of a classifier [27].Confusion matrix contains the following terms;

True Positive (TP): The number of true predictions that are positive for a model. In this study, it gives the number of actual patients classified as patients.

True Negative (TN): The number of false predictions that are true for a model. In this study, it gives the number of people who are not actually classified as patients.

False Positive (FP): The number of false predictions that are positive for a model. In this study, it gives the number of people who are classified as patients but are not patients.

False Negative (FN): The number of false predictions that are negative for a model. In this study, it gives the number of actually patients who are not classified as patients.

Confusion matrix give the neccessery information about classification performance of model. Nevertheless, since confusion matrix does not give a single result to compare the performance of different models, the results must be converted a single value. This can be done using performance criteria such as accuracy, precision, sensitivity, F1-score, as follows [28]:

Accuracy: It measures how much of a model’s estimates are correct. In this study, it is the ratio of people classified as patients to the total number of people. Accuracy is explained as follows:

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

Recall: It gives the ratio of items classified as positive to items that are actually positive. In this study, it is the number that gives the ratio of patients classified as patients to the number of patients in real. Recall is given by the relation:

\[ \text{Recall} = \frac{TP}{TP + FN} \]  

Specificity: It gives the ratio of items not classified as positive to items that are actually positive. In this study, it is the number that gives the ratio of non-patients to non-patients who are not actually classified as patients. Specificity is defined as follows:

\[ \text{Specificity} = \frac{FP}{FP + FN} \]  

Precision: It is defined as number of true classified of positive samples divide by number of total positive sample. Precision shows the effectiveness of the model in predicting the positive class tag from inputs. In this study, it is the ratio of people who are actually patient and classified correctly to people who are classified as patients. Precision is calculated as follows:

\[ \text{Precision} = \frac{TP}{TP + FP} \]  

F1-Score: It is the harmonic average of precision and sensitivity performance evaluation criteria. It allows to evaluate both criteria together. It is more useful than considering the accuracy value for the F1 score, especially when there is an unequal class distribution. In the most real-life classification problems, there is an unbalanced class distribution and therefore the F1-score is a better criterion to evaluate the model. F1-score is given in the following equation:

\[ \text{F1 Score} = \frac{2 \times TP}{2 \times TP + FP + FN} \]  

In addition, Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Square Error (MSE) are among the main performance measurement criteria used in the evaluation of model performance in Machine Learning methods. MSE, RMSE and MAE are calculated as given following equations 6, 7 and 8 respectively.

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} e_i^2 \]
In these formulas ‘e’ represent to error. MSE, RMSE and MAE are measures that lower values indicate better performance because each of them is a measure of error [29]. For example, if RMSE is equal to zero, it can be said to indicate a better performance result. RMSE, MAE and MSE criteria were used to measure the model prediction success of the five methods discussed in this study. RMSE, MAE and MSE values close to 0 indicate that very important mistakes were not made.

4. Results and Discussion

In this study, Decision Trees, Random Forest, Support Vector Machines, k-Nearest Neighborhood and Multilayer Perceptron methods were used. Parameters such as accuracy, sensitivity, specificity, precision, F1-score were used to measure classification algorithm performances. When all the results obtained are analyzed, the best performing classifiers in CAD detection are summarized in Table 2. According to Table 2, the MLP classifier was successful in the classification of CAD with the highest accuracy value of 90%. These results show that the MLP Algorithm performs better for this problem than other classification algorithms. According to the graph shown in Figure 1, MLP algorithm gives the best accuracy result, followed by SVM, DT, RF and k-NN algorithm, respectively.

Table 2. Cross-validation test results for ML algorithms

| Criteria | DT (%) | RF (%) | SVM (%) | k-NN (%) | MLP (%) |
|----------|--------|--------|---------|---------|---------|
| Accuracy | 81.08  | 80.0   | 83.78   | 80.00   | 90.00   |
| Recall   | 75.0   | 64.71  | 75.0    | 75.86   | 82.76   |
| Specificity | 88.24 | 100    | 94.12   | 83.87   | 96.77   |
| Precision | 88.24 | 100    | 93.75   | 81.48   | 96.00   |
| F1-Score | 81.08  | 78.57  | 83.33   | 78.56   | 88.88   |

The cross-validation test results calculated as mathematical values in Table 2 are shown as bar graph in Figure 1. As shown in Fig. 1, the highest specificity and precision rates belong to RF method.

Fig. 1. Cross-validation test results for ML algorithms

Performance results of MAE, RMSE and MSE values according to five different ML algorithms used in the study were given in Table 3. In the literature studies we investigated, no study using error analysis to compare classification performances in CAD classification studies has been found. Different from other studies, in order to make a more detailed comparison to each other algorithms, MSE, RMSE and MAE error analysis were added for the performance evaluation of the study. This is seen as the most important stage that ensures that our study has original value. As given in Table 3, considering that lower MAE, RMSE and MSE values indicate better performance, it can be said that the performance results of MLP indicate relatively lower values in terms of MAE (0.1), RMSE (0.3162) and MSE (0.1), in other words, these performance results are better. This results support that other performance metrics. When the lowest value indicates the best error rate, the highest value corresponds to the highest error rate. It is seen that the most obvious evaluation criterion for determining the difference between the models is RMSE calculation.
5. Conclusion

Machine learning is widely used in medicine as well as in many different fields and plays a supportive system in the diagnosis of diseases. In the study, 54 features of 313 people, 97 healthy and 216 CAD patients, were used, and CAD disease was detected with these features. The aim of the study is to find the best performing classifier among five different machine learning classifiers in CAD disease detection. In the experiment conducted, the training and test performance of the system was measured with cross verification. For cross validation, k = 10 is taken. The results of the study are summarized in Table 2 and it has been shown that the MLP classifier algorithm showed the highest performance (accuracy = 90%, recall = 82.76%, specificity = 96.77%, precision = 96.00% and F1-score = 88.88%) in CAD detection. The results of the MLP classifier from the error rate calculations were calculated as MAE, RMSE, MSE as 0.1, 0.3162 and 0.1, respectively. With the machine learning techniques, computers gain the ability to make autonomous decisions by learning the information provided by human experts. In this way, support to experts plays a system role, and as learning data increase and diversify, they can produce more successful results.

Table 3. Comparison of the performance of ML algorithms in the way of MAE, RMSE and MSE

| Metrics | DT   | RF   | SVM  | k-NN | MLP  |
|---------|------|------|------|------|------|
| MAE     | 0.1892 | 0.2  | 0.1622 | 0.2 | 0.1 |
| RMSE    | 0.435 | 0.4472 | 0.4027 | 0.4472 | 0.3162 |
| MSE     | 0.1892 | 0.2  | 0.1622 | 0.2 | 0.1 |
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