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Abstract

We study stochastic convex optimization under infinite noise variance. Specifically, when the stochastic gradient is unbiased and has uniformly bounded \((1 + \kappa)^{th}\) moment, for some \(\kappa \in (0, 1]\), we quantify the convergence rate of the Stochastic Mirror Descent algorithm with a particular class of uniformly convex mirror maps, in terms of the number of iterations, dimensionality and related geometric parameters of the optimization problem. Interestingly this algorithm does not require any explicit gradient clipping or normalization, which have been extensively used in several recent empirical and theoretical works.

We complement our convergence results with information-theoretic lower bounds showing that no other algorithm using only stochastic first-order oracles can achieve improved rates. Our results have several interesting consequences for devising online/streaming stochastic approximation algorithms for problems arising in robust statistics and machine learning.

1 Introduction

For a bounded convex set \(S \subset \mathbb{R}^d\), and a convex objective function \(f : S \rightarrow \mathbb{R}\), we consider the optimization problem

\[
\min_{x \in S} f(x),
\]

in the stochastic first-order oracle model where one has access to noisy unbiased gradients at every iteration of an algorithm. This problem naturally emerges in many statistical learning tasks, thus there has been a substantial amount of research dedicated to understanding convergence guarantees as well as information-theoretic lower bounds in the classical setting where the noise has finite variance [Bub14, Nes18]. However, recent studies have shown empirical and theoretical evidence that stochastic gradients arising from modern learning problems may not have finite variance, in which case the optimal convergence guarantees and computational lower bounds for solving (1.1) are not well understood.

Indeed, heavy-tailed behavior is ubiquitous in statistical learning. Such behavior may either arise due to the underlying statistical model [SSG19, ZKV+20, WGZ+21, GH21] or through the stochastic iterative training process [HM21, GSZ21, CWZ+21]. In the regime where stochastic gradients have infinite variance, while the vanilla stochastic gradient descent (SGD) algorithm converges under strong convexity-type assumptions [WGZ+21], more robust methods like gradient-clipped SGD (used, for example, by [ZKV+20] for attention models) turn out to have optimal rates under strong convexity when the dimension is treated as a constant. However, it is not clear if gradient-clipped SGD would exhibit similar optimality guarantees in the case of convex problems or when the dimension is not treated as a constant.
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In this regard, it is highly desirable to obtain a rigorous understanding of the oracle complexity of stochastic convex optimization in the infinite noise variance setting. Such an understanding boils down to two fundamental questions:

An information-theoretic question: What is the best achievable lower bound in convex optimization in the stochastic first-order oracle model under infinite noise variance?

An algorithmic complexity question: Is there an optimal optimization algorithm that achieves this information-theoretic lower bound, under the same stochastic first-order oracle model?

We provide concrete answers to both of these questions, where the optimal algorithm is, yet again, stochastic mirror descent (SMD).

Mirror descent is a first-order method which generalizes the standard gradient descent to the non-Euclidean setting by relying on a mirror map that captures the underlying geometric structure of the problem [NY83]. Although originally developed for deterministic frameworks, SMD is known to achieve the information-theoretic lower bound in the classical stochastic first-order oracle model where the noise has finite variance [ABRW12]. This is remarkable as by simply choosing the appropriate mirror map, one can design algorithms that are optimal in their respective oracle models. This property of mirror descent has been exploited in many works for establishing the algorithm’s optimality in classical settings [NJLS09, Sri12], and for demonstrating its universality in the online setting [DSSST10, SST11]. In this work, we show that the stochastic mirror descent with an appropriate mirror map has an inherent robustness to heavy-tailed gradient noise, and achieves the information-theoretic lower bound for stochastic convex optimization under infinite noise variance. Towards that we make the following contributions.

• We establish the first non-asymptotic convergence of stochastic mirror descent algorithm in the heavy-tailed case where the gradient noise has infinite variance. We provide explicit rate estimates for a class of convex optimization problems in Theorem 1 and Corollary 1 for a variety of mirror maps.

• We establish lower bounds for the minimax error in Theorem 2, for constrained convex optimization in the first-order stochastic oracle model under infinite gradient noise variance.

• Remarkably, for a careful choice of mirror map which depends on the largest defined moment order of the gradient noise, the stochastic mirror descent achieves the minimax lower bound. This result proves the optimality of the mirror descent algorithm in the heavy-tailed stochastic first-order oracle setting.

To the best of our knowledge, our results provide the first example of a first stochastic gradient algorithm that is provably optimal under heavy-tailed noise without explicit gradient clipping, or normalizing the magnitude of the stochastic gradients. Moreover, our setting covers a wide range of (non-strongly) convex functions, and the minimax lower bounds we establish are explicit (and optimal) in terms of dimension dependence.

1.1 Related work

Earlier works on stochastic approximation with infinite variance largely focus on investigating the asymptotic behavior of stochastic approximation methods. [Kra69] first establish the almost sure and $L^p$ convergence for the one-dimensional stochastic approximation process without variance. [AB12] demonstrate the stability and convergence properties of multivariate stochastic approximation algorithms with the heavy-tailed noise. Recently, the works of [SGN+19], [ZKV+20], [CWH20], and [WGZ+21] investigate the behavior of SGD under infinite noise variance with various types of objectives. [SGN+19] considers non-convex optimization and analyze the SGD as a discretization of a stochastic differential equation driven by a Lévy process. [ZKV+20] and [CWH20] study the convergence of SGD with gradient clipping, and establish the dimension-free optimal bound with strongly convex and non-convex objectives. [WGZ+21] provide the convergence rate of SGD with a strongly convex objective function under a state-dependent and heavy-tailed noise; see also [Mir11]. High-probability bounds under certain moment assumptions (but not infinite variance) have also recently been established in [NNTJ19, CM21, DDXZ21, GDS+21, TPBR21, LZW22].

There exists a vast literature on mirror descent algorithm in a stochastic optimization setting with the stochastic gradient having finite variance [NJLS09, Bub14, Bec17]. Another line of work [ST10, SST11]
establishes the (near) optimal regret rate of the mirror descent with the aid of uniformly convex mirror maps in a deterministic online setting. SMD was analyzed with almost surely bounded stochastic gradient, for composite optimization problems, in [DSSST10]. Mirror descent algorithm in the non-i.i.d. setting was considered in [DAJJ12]. We emphasize here that these works consider the standard finite variance noise setting, and thus the uniformly convex mirror map proposed in there is inadequate to deal with the infinite variance noise that we focus on in this work. Focusing on the finite-sum setup, [DLLM21] investigate the convergence of SMD in (relative) smooth optimization under the finite optimal objective difference assumption [LVLLJ21], which allows for convergence without bounded gradient or variance assumptions and achieves exact convergence under interpolation.

More broadly, robust statistics is a classical topic with too large a literature to summarize completely. We refer the reader to [Hub04] for an overview. The revival of robust statistics in modern mathematical statistics and learning theory communities arguably started with the work of [Cat12]. Since then, there has been intense work on robust mean and covariance estimation [Min15, CCGB17, Min18, LM19a, LM19b, Hop20], and robust empirical risk minimization [HS16, DKK+19, GGM20, LL20, BM21]. However, such results are mainly statistical in nature, and they are not directly applicable for the stochastic approximation with heavy-tailed gradients.

**Outline of the paper.** The rest of the paper is organized as follows. In Section 2, we provide a definition of heavy-tailed gradients. In Section 3, we establish the optimality of SMD. We conclude in Section 5 with a discussion and future directions. All proofs are deferred to the Appendix.

## 2 Stochastic Mirror Descent: Preliminaries

Consider a setup in which a convex function \( f \) is minimized over a convex and bounded set \( S \), using a stochastic optimization method \( M \), which produces the iterate \( x_t \in S \) at iteration \( t \). We assume that the sequence of iterates \( \{x_t\}_{t \geq 0} \) is adapted to the filtration \( \{\mathcal{F}_t\}_{t \geq 0} \) and the method \( M \) has access to the following stochastic first-order oracle (SFO).

**Assumption 1 (Stochastic First-order Oracle).** For all \( t \geq 0 \), given the current iterate \( x_t \), the SFO produces random variables \( f_{t+1} \in \mathbb{R} \) and \( g_{t+1} \in \mathbb{R}^d \) that are \( \mathcal{F}_{t+1} \)-measurable, satisfying the following two properties.

1. **Unbiasedness:** For every \( t \geq 0 \), we have
   \[
   E[f_{t+1}|\mathcal{F}_t] = f(x_t) \quad \text{and} \quad E[g_{t+1}|\mathcal{F}_t] \in \partial f(x_t).
   \]

2. **Finite \((1 + \kappa)\)-th moment:** For some \( \kappa \in (0, 1] \), \( q \in [1, \infty] \), and \( \sigma > 0 \), we have
   \[
   \sup_{t \geq 0} E[\|g_{t+1}\|_q^{1+\kappa}|\mathcal{F}_t] \leq \sigma^{1+\kappa}.
   \]

Here, \( \partial f(x) := \{v \in \mathbb{R}^d \mid f(y) \geq f(x) + \langle v, y - x \rangle \text{ for all } y \in \mathbb{R}^d \} \) denotes the sub-differential set of \( f \) at the point \( x \) and \( \| \cdot \|_q \) denotes the \( q \)-norm. We note that the bounded \((1 + \kappa)\)-th moment assumption with \( \kappa = 1 \) corresponds to the classical finite noise variance setting; we are mainly interested in the case where \( \kappa < 1 \), when the variance of the stochastic gradient is undefined. Perhaps, the most popular stochastic optimization method \( M \) operating under SFO is the (projected) stochastic gradient descent (SGD) in the Euclidean setting, as given by

\[
y_{t+1} = x_t - \eta g_{t+1} \quad \text{and} \quad x_{t+1} = \arg\min_{x \in S} \|x - y_{t+1}\|_2^2.
\]

(SGD)

**Remark 1.** Any function \( f \) that is compatible with an SFO satisfying Assumption 1 must be Lipschitz continuous with respect to \( q^* \)-norm with Lipschitz constant \( L \leq \sigma \). To see this, we note that a convex function is \( L \)-Lipschitz on \( S \) if \( \| \cdot \|_{q^*} \) if and only if

\[
\sup_{x \in S} \max_{v \in \partial f(x)} \|v\|_q \leq L,
\]
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where \( q, q^* \in [1, \infty] \) satisfy \( \frac{1}{q} + \frac{1}{q^*} = 1 \). Moreover, for \( v_t \in \partial f(x_t) \) elementary calculations imply
\[
\|v_t\|_q = \|E[g_{t+1} | F_t]\|_q \leq E[\|g_{t+1}\|_q | F_t] \leq (E[\|g_{t+1}\|_q^{1+\kappa} | F_t])^{\frac{1}{1+\kappa}} \leq \sigma, \quad \forall t \geq 1.
\]

Mirror descent, first introduced by [NY83], refers to a family of algorithms for first-order optimization [BT03, CBL06, Bub14], which was originally developed to exploit the geometry of the problem. Compared to the classical gradient descent for which the iterates are updated along the direction of the negative gradient, in mirror descent, the updates are performed in the “mirrored” dual space determined by a transformation called the mirror map. The family of mirror descent algorithms extends naturally to the stochastic first-order oracle setup, which is the main focus of this paper.

For a function \( \Psi : \mathbb{R}^d \to \mathbb{R} \) that is strictly-convex, continuously differentiable with a norm coercive gradient (i.e. \( \lim_{\|x\|_p \to \infty} \|\nabla \Psi(x)\|_2 = \infty \)), we denote its Fenchel conjugate and Bregman divergence respectively
\[
\Psi^*(y) := \sup_{x \in \mathbb{R}^d} \left\{ \langle y, x \rangle - \Psi(x) \right\} \quad \text{and} \quad D_{\Psi}(x,y) := \Psi(x) - \Psi(y) - \langle \nabla \Psi(y), y - x \rangle.
\]

The stochastic mirror descent (SMD) updates are defined as
\[
y_{t+1} = \nabla \Psi^* \left( \nabla \Psi(x_t) - \eta g_{t+1} \right) \quad \text{and} \quad x_{t+1} = \arg \min_{x \in S} D_{\Psi}(x,y_{t+1}). \tag{SMD}
\]

The conditions on \( \Psi \) imply that the (SMD) update is well-defined, and \( \nabla \Psi \) is an invertible map that satisfies \( (\nabla \Psi)^{-1} = \nabla \Psi^* \) [CBL06]. The map \( \nabla \Psi \) is also referred to as the mirror map and makes (SMD) adapt to the geometric properties of the optimization problem.

**The mirror map.** In the (SMD) update, the descent is performed in the dual space which is the mirror image of the primal space under the mirror map. Different choices of the mirror maps turn out to be suitable for different optimization problems, and the right mirror map corresponds to understanding the geometry of the problem, the objective function we minimize as well as the noise model. Notable examples include:

- **Stochastic Gradient Descent:** For the function \( \Psi(x) = \frac{1}{2} \|x\|_2^2 \), the mirror map \( \nabla \Psi \) reduces to the identity map, and its Bregman divergence reduces to \( D_{\Psi}(x,y) = \frac{1}{2} \|x-y\|_2^2 \). Therefore, the update rule (SMD) reduces to the well-known (SGD) update.

- **p-norms Algorithm:** For \( p \in (1, 2] \) and the function \( \Psi(x) = \frac{1}{2} \|x\|_p^2 \), the (SMD) update reduces to the so-called p-norms algorithm [GL99], which is optimal for stochastic convex optimization under finite noise variance [AWBR09].

- **Exponentiated Gradient Descent:** For the function \( \Psi(x) = \sum_j x_j \log x_j \), the Bregman divergence becomes the unnormalized relative entropy, i.e., \( D_{\Psi}(x,y) = \sum_j x_j \log \frac{x_j}{y_j} - \sum_j x_j + \sum_j y_j \), and the update rule (SMD) corresponds to the exponentiated gradient descent, which is widely used in the prediction with expert advice setting [CBL06].

The choice of mirror map is beneficial when dealing with the particular noise model of stochastic gradients. In what follows, we will use uniformly convex mirror maps in the infinite noise variance setting.

**Definition 1** (Uniform convexity). Consider a differentiable convex function \( \psi : \mathbb{R}^d \to \mathbb{R} \), an exponent \( r \geq 2 \), and a constant \( K > 0 \). Then, \( \psi \) is \((K,r)\)-uniformly convex with respect to \( p \)-norm if for any \( x, y \in \mathbb{R}^d \),
\[
\psi(y) \geq \psi(x) + \langle \nabla \psi(x), y - x \rangle + \frac{K}{r} \|x - y\|_p^r.
\]

Uniformly convex functions with \( r = 2 \) are known as strongly convex in \( p \)-norm, and the case \( p = 2 \) reduces to the classical notion of strong convexity in the Euclidean setting.

**Definition 2** (Uniform smoothness). A function \( \psi : \mathbb{R}^d \to \mathbb{R} \) is \((K,r)\)-uniformly smooth with respect to \( p \)-norm if it is differentiable and if there exist a constant \( K > 0 \) and an exponent \( r \in (1,2] \) such that for any \( x, y \in \mathbb{R}^d \), we have
\[
\psi(y) \leq \psi(x) + \langle \nabla \psi(x), y - x \rangle + \frac{K}{r} \|x - y\|_p^r.
\]

\(^{1}\)The domain of mirror map can also be defined over a smaller set containing the feasible set, see e.g. [Bub14].
Similarly, uniformly smooth functions with \( r = 2 \) are known as strongly smooth and the case \( p = 2 \) reduces to the classical notion of first-order smoothness in the Euclidean setting.

Uniform convexity and uniform smoothness are dual properties by Fenchel conjugacy [Zal83, AP95], a property that is better known for their strong versions. Given the norm \( \| \cdot \|_p \) with \( p \in [1, \infty) \), denote its associated dual norm by \( \| \cdot \|_{p^*} \), where \( 1/p + 1/p^* = 1 \). We recall the statement below both for completeness and to obtain quantitative statements later in Proposition 2 for a special class of uniformly convex functions.

**Proposition 1.** Consider a differentiable convex function \( \psi : \mathbb{R}^d \to \mathbb{R} \), an exponent \( r \geq 2 \), and a constant \( K > 0 \). Then, \( \psi \) is \((K, r)\)-uniformly convex with respect to \( p \)-norm if and only if \( \psi^* \) is \( \left(K^{-\frac{1}{r-1}}, \frac{r}{r-1}\right)\)-uniformly smooth with respect to \( p^* \)-norm.

Next, we quantify the uniform convexity and smoothness parameters of functions of the form \( \frac{1}{r} \| \cdot \|_p \) for \( p, r \in (1, \infty) \). Gradients of these functions with an appropriate choice of \( r \) and \( p \) will be used as mirror maps in the (SMD) update, which will ultimately achieve the minimax lower bound in the heavy-tailed stochastic oracle setup. It is well-known that \( \frac{1}{2} \| x \|_p^2 \) is \((p - 1)\)-strongly smooth for \( p \in [2, \infty) \) with respect to \( p \)-norm, see e.g. [JN08, Ex. 3.2]. The next proposition extends this result to \( p \)-norm with an arbitrary exponent.

**Proposition 2.** For \( \kappa \in (0, 1) \), \( p \in [1 + \kappa, \infty) \) and \( p^* \) satisfying \( \frac{1}{p} + \frac{1}{p^*} = 1 \), we define

\[
K_p := 10 \max \left\{ 1, (p - 1)^{1+\kappa} \right\}, \quad \varphi(x) := \frac{1}{1+\kappa} \| x \|^{1+\kappa}_p \text{ and } \varphi^*(y) := \frac{\kappa}{1+\kappa} \| y \|^{1+\kappa}_{p^*}.
\]

Then, the following statements hold for the Fenchel conjugate functions \( \varphi \) and \( \varphi^* \).

1. \( \varphi \) is \((K_p, 1+\kappa)\)-uniformly smooth with respect to \( p \)-norm.

2. \( \varphi^* \) is \( \left(K_p^{-\frac{1}{\kappa}}, \frac{1+\kappa}{\kappa}\right)\)-uniformly convex with respect to \( p^* \)-norm.

We emphasize that both \( \varphi \) and \( \varphi^* \) in (2.1) depend on the choice of \( p \) and consequently \( p^* \). We also note that when \( \kappa = 1 \), Proposition 2 recovers the strong convexity/smoothness parameter of \( \frac{1}{2} \| x \|_p^2 \) up to a constant factor [JN08, KSST09].

### 3 Convergence of SMD with a Uniformly Convex Potential

We now present our main convergence result for the SMD algorithm with a uniformly convex potential, under an SFO that satisfies Assumption 1.

**Theorem 1.** Let Assumption 1 hold for some \( q \in [1, \infty] \) and define \( q^* \) through \( \frac{1}{q} + \frac{1}{q^*} = 1 \). For a function \( \Psi \) which is \((1, \frac{1+\kappa}{\kappa})\)-uniformly convex with respect to \( q^* \)-norm, the (SMD) algorithm with the corresponding mirror map \( \nabla \Psi \), initialized at \( x_0 = \arg \min_{x \in \mathcal{S}} \Psi(x) \) and run with step size

\[
\eta = \frac{R_0^{1/\kappa}}{\sigma} T^{-\frac{1}{1+\kappa}}, \quad \text{where } \quad R_0^{1/\kappa} := \frac{1+\kappa}{\kappa} \sup_{x \in \mathcal{S}} \{ \Psi(x) - \Psi(x_0) \}
\]

satisfies

\[
\mathbb{E} \left[ f \left( \frac{1}{T} \sum_{t=0}^{T-1} x_t \right) - \min_{x \in \mathcal{S}} f(x) \right] \leq R_0 \sigma T^{-\frac{\kappa}{1+\kappa}}.
\]

To our knowledge, the above result is the first convergence result for stochastic mirror descent under a noise model that allows infinite noise variance. In contrast to other gradient-based methods in the literature dealing with heavy-tailed noise [ZKV20, GDG20], stochastic mirror descent does not require (explicit) gradient clipping or gradient normalization to guarantee convergence. In Section 3.1, we will present an instance to illustrate the intuition behind this result.

---

2 Equivalently, \( \frac{1}{2} \| x \|_p^2 \) is \( \frac{1}{p^*} \)-strongly convex for \( p^* \in (1, 2) \) with respect to \( p^* \)-norm [KSST09].
The error at initialization $R_0$ in the above bound (3.1) introduces dimension dependency to the rate. To make this explicit, in the next corollary, we fix the domain as $S = B_\infty(R)$, where $B_\infty(R)$ is the $\| \cdot \|_\infty$-ball with radius $R$, centered at the origin, and use a specific uniformly convex function as the mirror map.

**Corollary 1.** Let $U_p(x) := K_p^\frac{1}{q} \varphi^*(x)$, where $K_p$ and $\varphi^*$ are defined in (2.1), and $S = B_\infty(R)$. Under the conditions of Theorem 1, the following statements hold.

1. For $q \in [1, 1 + \kappa]$, (SMD) with $\Psi := U_p$ for $p = 1 + \kappa$ satisfies
   \[
   \mathbb{E} \left[ f \left( \frac{1}{T} \sum_{t=0}^{T-1} x_t \right) - \min_{x \in S} f(x) \right] \leq 10 R \sigma \left( \frac{d}{T} \right)^{\frac{1}{1+\kappa}}.
   \]

2. For $q \in (1 + \kappa, \infty)$, (SMD) with $\Psi := U_p$ for $p = q$ satisfies
   \[
   \mathbb{E} \left[ f \left( \frac{1}{T} \sum_{t=0}^{T-1} x_t \right) - \min_{x \in S} f(x) \right] \leq 10 \max \{ 1, \sqrt{q-1} \} R \sigma \frac{d^{1 - \frac{1}{q}}}{T^{1+\kappa}}.
   \]

3. For $q \in (\log d, \infty)$, (SMD) with $\Psi := U_p$ for $p = 1 + \log d$ satisfies
   \[
   \mathbb{E} \left[ f \left( \frac{1}{T} \sum_{t=0}^{T-1} x_t \right) - \min_{x \in S} f(x) \right] \leq 10 R \sigma \sqrt{\log d} \frac{d^{1 - \frac{1}{q}}}{T^{1+\kappa}}.
   \]

**Remark 2.** Note that part (ii) of Corollary 1 also covers the case $q \in (\log d, \infty)$; however, the result in part (iii) provides a better convergence rate in terms of dimension dependence. Part (iii) includes the boundary case $q = \infty, q^* = 1$ at the expense of additional $\sqrt{\log d}$ factor in the rate.

Corollary 1 provides explicit rates for SMD in the infinite noise variance case ($\kappa < 1$), with an explicit mirror map. It also recovers the known optimal rates in the finite variance case ($\kappa = 1$) [NY83, AWBR09, ABRW12], in which case it reduces to the well-known $p$-norms algorithm [GL99].

### 3.1 Robustness of SMD under heavy-tailed noise

We consider a particular instance of (SMD) update to provide additional intuition behind the result. Let $q = 2$, $\Psi = U_2$, where $U$ is defined in Corollary 1. Denote the current iterate by $x$. Based on the noisy gradient $g$ returned by the SFO, the (SMD) update (without projection) is given by

\[
x_{\text{SMD}} = \nabla \Psi^*(\hat{x}) \quad \text{for} \quad \hat{x} = \nabla \Psi(x) - \eta g
\]

\[
= \frac{x \|x\|_2^{\frac{1}{q} - 1} - \frac{\eta}{10^\kappa} g}{\|x \|_2^{\frac{1}{q} - 1} - \frac{\eta}{10^\kappa} g}.
\]

For $q = 2$, the primal and the dual spaces are both $(L^2(\mathbb{R}^d), \| \cdot \|_2)$, and Figure 1 shows the updates in the same space for simplicity, and to illustrate the robustness of (SMD) in comparison to (SGD). In the case where $g$ is large due to heavy-tailed noise, SGD update would be significantly impacted, whereas SMD first amplifies the magnitude of the iterate $x$, then performs the noisy gradient update in the “dual space” to get $\hat{x}$, and finally contracts the resulting value to $x_{\text{SMD}}$. This mechanism of SMD is illustrated in (3.2). The descent is performed in the dual space, and the inverse mirror map shrinks vectors that are larger in magnitude more when mapping it back to the primal space. This provides an inherent regularization, preventing instabilities due to heavy-tailed noise.

We formally prove in the next section that SMD remains optimal for the case $\kappa < 1$ (i.e., even for the case when the stochastic gradients have infinite noise variance).
4 Information-theoretic Lower Bounds

In this section, we prove that the rates obtained in Theorem 1 and Corollary 1 are minimax optimal in an information theoretical sense, up to constants and log(dimension) factors. To prove this result, we provide lower bounds on the convergence of any algorithm with access to an SFO satisfying Assumption 1, by extending ideas of [NY83] and [AWBR09, ABRW12] to the infinite noise variance setting. We now give a formal definition of minimax complexity of optimization algorithms in the heavy-tailed setting.

For a convex and compact set $S$, consider the function class $\mathcal{H}_{cvx}$ consisting of all convex functions $f : S \to \mathbb{R}$, that are $L$-Lipschitz with respect to $q^*$-norm. That is,

$$\mathcal{H}_{cvx}(S, L, q^*) := \{ f : S \to \mathbb{R} : f \text{ is convex and } L\text{-Lipschitz with respect to } q^*\text{-norm}\}.$$  

Recall from Remark 1 that any oracle satisfying Assumption 1 must operate on an objective function $S \to \mathbb{R}$ that are $L$-Lipschitz with respect to $\ell^q$-norm. The above minimax lower bounds match the rate estimates in Corollary 1 up to constants for Remark 3.

Here, $C$ and $\kappa$ represent the class of all optimization methods that query the oracle $\phi$ exactly $T$ times and return $\bar{x}_T \in S$ as an estimate of the optimum $\arg \min_{x \in S} f(x)$ based on those queries. For any method $M_T \in \mathcal{M}_T$, consider the error in optimizing $f$ after $T$ iterations,

$$\epsilon(M_T, f, S, \phi) := f(\bar{x}_T) - \min_{x \in \hat{S}} f(x).$$

Here, $\bar{x}_T$ should be seen as the output of the method $M_T$ after $T$ iterations, not necessarily the $T$-th iterate of the optimization method. For example, Theorem 1 and Corollary 1 provide upper bounds on the expected value of $\epsilon(M_T, f, S, \phi)$ for optimization method $M_T$ corresponding to specific instances of (SMD), and $\bar{x}_T$ corresponds to the average of (SMD) iterates.

To provide lower bounds on the best possible performance, uniformly over all functions $f \in \mathcal{H}_{cvx}$, of any optimization method $M_T \in \mathcal{M}_T$, we define the minimax error as

$$\epsilon^*_T(\mathcal{H}_{cvx}, S, \phi) := \inf_{M_T \in \mathcal{M}_T} \sup_{f \in \mathcal{H}_{cvx}} \mathbb{E}_\phi[\epsilon(M_T, f, S, \phi)].$$

The following theorem characterizes the minimax oracle complexity of optimization over the function class $\mathcal{H}_{cvx}$, where the constraint set $S$ is convex and contains $\mathbb{B}_\infty(R)$, the $\| \cdot \|_\infty$-ball of radius $R$ centered at the origin.

**Theorem 2.** Assume that $S \supseteq \mathbb{B}_\infty(R)$. We have the following minimax lower bounds

1. For all $q \in [1, 1 + \kappa]$, we have

$$\sup_{\phi \in \Phi(\kappa, q, \sigma)} \epsilon^*_T(\mathcal{H}_{cvx}, S, \phi) \geq C_1 RL \left( \frac{d}{T} \right)^{\frac{\kappa}{1 + \kappa}}.$$

2. For all $q \in (1 + \kappa, \infty]$, we have

$$\sup_{\phi \in \Phi(\kappa, q, \sigma)} \epsilon^*_T(\mathcal{H}_{cvx}, S, \phi) \geq C_2 RL \frac{d^{1 - \frac{4}{\kappa}}}{T^{1 + \kappa}}.$$

Here, $C_1$ and $C_2$ are universal constants.

**Remark 3.** The above minimax lower bounds match the rate estimates in Corollary 1 up to constants for $q \in [1, \infty)$, and an additional $\sqrt{\log d}$ factor for the case of $q = \infty$, proving the optimality of the stochastic mirror descent in the infinite noise variance setting.
In contrast to existing lower bounds on the oracle complexity in stochastic convex optimization [AWBR09, ABRW12, RS13, IN14], Theorem 2 covers a wider range of stochastic first-order oracles. It extends existing minimax lower bounds to the heavy-tailed noise setting with $\kappa < 1$. Our results recover the information-theoretic lower bound in the classical finite variance setting [AWBR09, ABRW12, Theorem 1]. For the fixed dimension, those bounds can also be linked to limits of results in [RS13, IN14] who establish the optimal rate $\Omega(T^{-\frac{\rho}{2(\rho-1)}})$ for $\rho$-uniformly convex functions under finite noise variance. Letting $\rho \to \infty$, which corresponds to convex functions, yields the convergence rate $\Omega(T^{-1/2})$, which is recovered by our results with $\kappa = 1$. Moreover, our lower bounds provide sharp dimension dependence. This extends the findings in [RR09, Theorem 3] and [NY83, Section 5.3.1] who proved a rate of the form $\Omega(T^{-\frac{\kappa}{1+\kappa}})$ for the first-order stochastic convex optimization under the heavy-tailed noise setting while treating the dimension $d$ as a constant.

The proof strategy of the above oracle complexity lower bound involves a standard reduction from stochastic optimization to a hypothesis testing problem problem. Similar arguments appeared in earlier works [AWBR09, ABRW12, RR09, ZKV+20]. However, those works either considered finite-variance noise or treated the dimension as fixed. Covering heavy-tailed stochastic gradient noise and providing explicit dimension dependence requires a more delicate construction of the function class and the first-order oracles, which may be of independent interest. We refer to Appendix D for the details.

5 Discussion

In this work, we showed that stochastic mirror descent, with a particular choice of mirror map, achieves the information-theoretically optimal rates for stochastic convex optimization when the stochastic gradient has finite $(1 + \kappa)$-th moment, for $\kappa \in (0, 1]$. To do so, on the algorithmic side we showed that our choice of mirror-map has an inherent regularization property to prevent instabilities that might occur due to heavy-tailed noise in the stochastic gradient. On the information-theoretic side, we provided minimax lower bounds that match the upper bound achieved by the stochastic mirror descent algorithm that we analyze. Our work opens up several interesting directions:

1. The current choice of our step-size parameter requires knowledge of the noise level and $\kappa$ (this is true for all optimization methods that deal with the heavy-tailed noise setting). It is extremely interesting and practically relevant to develop adaptive procedures that achieve optimal rates without knowledge of the problem parameters.
2. While our current results are in expectation, establishing results that hold with high-probability in the infinite-noise variance setting would provide an interesting complement to our results.
3. Developing distributional convergence results for the iterates of (SMD), along with related statistical inferential procedures is important for uncertainty quantification.
4. Finally, examining the performance of (SMD) in the non-convex setting with infinite-noise variance, is interesting both theoretically and practically.
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Proof of Proposition 1. \(\Rightarrow\) Since \(\psi : \mathbb{R}^d \to \mathbb{R}\) is uniformly convex and differentiable, by Proposition 12, \(\psi^*\) is differentiable. Moreover, since \(\psi\) is continuous and convex, by [Roc70, Corollary 23.5.1], \((\nabla \psi^*)^{-1} = (\nabla \psi)\).

Let \(y_1, y_2 \in \mathbb{R}^d\) be two arbitrary vectors, and let \(\nabla \psi^*(y_1) = x_1\). Then, we have \(\nabla \psi(x_1) = y_1\) and by [Roc70, Theorem 23.5]

\[
\psi(x_1) + \psi^*(y_1) = \langle x_1, y_1 \rangle. \tag{A.1}
\]

We can write that

\[
\psi^*(y_2) = \sup_{x \in \mathbb{R}^d} \{\langle y_2, x \rangle - \psi(x)\}
\]

\[
\leq \sup_{x \in \mathbb{R}^d} \{\langle y_2, x \rangle - (\psi(x_1) + \langle \nabla \psi(x_1), x - x_1 \rangle + \frac{K}{r}\|x - x_1\|_p^p)\} \quad \text{(by the uniform convexity of \(\psi\))}
\]

\[
= \sup_{x \in \mathbb{R}^d} \{\langle y_2 - y_1, x - x_1 \rangle - \frac{K}{r}\|x - x_1\|_p^p\} - \psi(x_1) + \langle y_2, x_1 \rangle \quad \text{(since \(\nabla \psi(x_1) = y_1\))}
\]

\[
= \sup_{x \in \mathbb{R}^d} \{\langle y_2 - y_1, x - x_1 \rangle - \frac{K}{r}\|x - x_1\|_p^p\} + \psi^*(y_1) + \langle \nabla \psi^*(y_1), y_2 - y_1 \rangle \quad \text{(A.2)}
\]

\[
= \psi^*(y_1) + \langle \nabla \psi^*(y_1), y_2 - y_1 \rangle + K\frac{r - 1}{r}\|y_2 - y_1\|_p^\frac{r}{r-1}, \quad \text{(by Proposition 11)}
\]

where we use \(\nabla \psi^*(y_1) = x_1\) and (A.1) to obtain (A.2). Then, for arbitrary \(y_1\) and \(y_2 \in \mathbb{R}^d\), we have

\[
\psi^*(y_2) \leq \psi^*(y_1) + \langle \nabla \psi^*(y_1), y_2 - y_1 \rangle + K\frac{r - 1}{r}\|y_2 - y_1\|_p^\frac{r}{r-1}.
\]

Therefore, \(\psi^*\) is \((K\frac{r}{r-1}, \frac{r}{r-1})\)-Hölder smooth with respect to \(p^*\)-norm.

\(\Leftarrow\) Since \(\psi\) is continuous and convex, by [Roc70, Theorem 12.2], we have

\[
\psi(x) = \sup_{y \in \mathbb{R}^d} \{\langle x, y \rangle - \psi^*(y)\}.
\]

Let \(x_1, x_2 \in \mathbb{R}^d\) be two arbitrary vectors, and let \(\nabla \psi(x_1) = y_1\). Then, we have \(\nabla \psi^*(y_1) = x_1\), and (A.1).
Let $K = K^{-\frac{1}{r}}$. Then,

$$\psi(x_2) = \sup_{y \in \mathbb{R}^d} \{ \langle x_2, y \rangle - \psi^*(y) \}$$

$$\geq \sup_{y \in \mathbb{R}^d} \left\{ \langle x_2, y \rangle - \left( \psi^*(y_1) + \langle \nabla \psi^*(y_1), y - y_1 \rangle + \overline{K} - \frac{1}{r} \| y - y_1 \|_p^r \right) \right\}$$

$$= \sup_{y \in \mathbb{R}^d} \left\{ \langle x_2 - x_1, y - y_1 \rangle - \overline{K} - \frac{1}{r} \| y - y_1 \|_p^r \right\} \psi^*(y_1) + \langle x_2, y_1 \rangle \text{ (since } \nabla \psi^*(y_1) = x_1)$$

$$= \sup_{y \in \mathbb{R}^d} \left\{ \langle x_2 - x_1, y - y_1 \rangle - \overline{K} - \frac{1}{r} \| y - y_1 \|_p^r \right\} + \psi(x_1) + \langle \nabla \psi(x_1), x_2 - x_1 \rangle$$

(A.3)

$$= \psi(x_1) + \langle \nabla \psi(x_1), x_2 - x_1 \rangle + \frac{\overline{K} - \frac{1}{r}}{r} \| x_2 - x_1 \|_p^r \text{ (by Proposition 11)}$$

$$= \psi(x_1) + \langle \nabla \psi(x_1), x_2 - x_1 \rangle + \frac{K}{r} \| x_2 - x_1 \|_p^r,$$

where we use $\nabla \psi(x_1) = y_1$ and (A.1) in (A.3). Therefore, $\psi$ is $(K, r)$-uniformly convex with respect to $p$-norm.

\[ \square \]

A.2 Proof of Proposition 2

In this part, we use the following notation.

- For $x = (x_1, \cdots, x_d)^T \in \mathbb{R}^d$ and $p > 1$, we let

$$x^{(p-1)} := (\text{sgn}(x_1)|x_1|^{p-1}, \cdots, \text{sgn}(x_d)|x_d|^{p-1})^T,$$

where for $t \in \mathbb{R}$,

$$\text{sgn}(t) := \begin{cases} 1, & \text{if } t > 0 \\ 0, & \text{if } t = 0 \\ -1, & \text{if } t < 0. \end{cases}$$

- We note that $\|x\|_p^r$, $x \in \mathbb{R}^d$, is continuously differentiable for all $p, r > 1$, with a gradient of

$$\nabla \|x\|_p^r = \begin{cases} \frac{r}{p} \|x\|_p^{r-p} x^{(p-1)}, & \text{if } x \neq 0 \\ 0, & \text{if } x = 0. \end{cases} \quad \text{(A.4)}$$

In the following, for the sake of convenience, we use an abuse of notation, $\|0\|_p^{r-p} 0^{(p-1)} := 0$, for any $p, r > 1$.

A.2.1 Auxiliary Results

We start with proving some auxiliary results. Let $x \in \mathbb{R}^d - \{0\}$ and $y \in \mathbb{R}^d$ be two arbitrary vectors. We let $h \in \mathbb{R}^d$ be

$$h := \frac{\langle x^{(p-1)}, y \rangle}{\|x\|_p^p} x, \text{ where } p \in [1 + \kappa, \infty).$$

Proposition 3. For $p \in [1 + \kappa, \infty)$, we have

i) $\langle x^{(p-1)}, y \rangle = \langle x^{(p-1)}, h \rangle$

ii) $\|h\|_p \leq \|y\|_p$. 
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Proof. (i) Note that

$$
\langle x^{(p-1)}, x \rangle = \sum_{i=1}^{d} |x_i|^{p-1} \sgn(x_i) x_i = \sum_{i=1}^{d} |x_i|^{p-1} \sgn(x_i) |x_i| \sgn(x_i)
$$

$$= \sum_{i=1}^{d} |x_i|^p = \|x\|_p^p.
$$

Hence,

$$
\langle x^{(p-1)}, h \rangle = \frac{\langle x^{(p-1)}, y \rangle}{\|x\|_p^p} \langle x^{(p-1)}, x \rangle = \langle x^{(p-1)}, y \rangle.
$$

(ii) Note that $\|h\|_p = \frac{|\langle x^{(p-1)}, y \rangle|}{\|x\|_p^p}$. By using Hölder’s inequality, we can write that

$$
|\langle x^{(p-1)}, y \rangle| \leq \left( \sum_{i=1}^{d} (|x_i|^{p-1})^{\frac{1}{r}} \right)^{r-1} \left( \sum_{i=1}^{d} |y_i|^p \right)^{\frac{1}{p}} = \|x\|_p^{p-1} \|y\|_p.
$$

Hence,

$$
\|h\|_p = \frac{|\langle x^{(p-1)}, y \rangle|}{\|x\|_p^p} \leq \frac{\|x\|_p^{p-1} \|y\|_p}{\|x\|_p^p} = \|y\|_p.
$$

\[ \square \]

Proposition 4. Let $\tilde{\varphi}(x) = \frac{1}{r} \|x\|_p^r$, where $p, r \in [1 + \kappa, \infty)$. Then, we have

$$
\langle \nabla \tilde{\varphi}(x + h), y - h \rangle = 0.
$$

Proof. Note that if $x + h = 0$, the statement is trivially correct. Therefore, without loss of generality, we assume that $x + h \neq 0$.

By (A.4), we have

$$
\langle \nabla \tilde{\varphi}(x + h), y - h \rangle = \|x + h\|_p^{r-p} \langle (x + h)^{(p-1)}, y - h \rangle.
$$

Note that

$$
(x + h)^{(p-1)} = \left(1 + \frac{\langle x^{(p-1)}, y \rangle}{\|x\|_p^p} \right)^{(p-1)} x
$$

$$= (ax)^{(p-1)}
$$

$$= (|ax|^{p-1} \sgn(ax_1), \ldots, |ax_d|^{p-1} \sgn(ax_d))^T
$$

$$= |a|^{p-1} \sgn(a) \sgn(x_1)|x_1|^{q-1}, \ldots, \sgn(x_d)|x_d|^{q-1})^T
$$

$$= |a|^{p-1} \sgn(a) x^{(p-1)}.
$$

Then,

$$
\langle \nabla \tilde{\varphi}(x + h), y - h \rangle = \|x + h\|_p^{r-p} \langle (x + h)^{(p-1)}, y - h \rangle
$$

$$= |a|^{r-p} \|x\|_p^{r-p} |a|^{p-1} \sgn(a) \langle x^{(p-1)}, y - h \rangle = 0 \text{ (by Proposition 3)}.
$$

\[ \square \]

Proposition 5. For any $p \in [1 + \kappa, \infty)$, we have

$$
\|x + h\|_{1+\kappa}^{1+\kappa} - \|x\|_{1+\kappa}^{1+\kappa} - (1 + \kappa) \|x\|_p^{1+\kappa-p} \langle x^{(p-1)}, h \rangle \leq 2 \|h\|_{1+\kappa}^{1+\kappa}.
$$
Proof. We have
\[\|x + h\|_p^{1+\kappa} = \left|1 + \frac{(x^{(p-1)}, y)}{|x|_p^p}\right|^{1+\kappa} |x|_p^{1+\kappa}\]
\[\leq \left(1 + (1 + \kappa)\frac{(x^{(p-1)}, y)}{|x|_p^p} + 2\left(\frac{(x^{(p-1)}, y)}{|x|_p^p}\right)^{1+\kappa}\right)\|x|_p^{1+\kappa} \text{ (by Proposition 10)}\]
\[= |x|_p^{1+\kappa} + (1 + \kappa)|x|_p^{1+\kappa-p}(x^{(p-1)}, y) + 2\left(\frac{(x^{(p-1)}, y)}{|x|_p^p}\right)^{1+\kappa}\]
\[= |x|_p^{1+\kappa} + (1 + \kappa)|x|_p^{1+\kappa-p}(x^{(p-1)}, y) + 2\|h|_p^{1+\kappa}.\]
\[\square\]

Proposition 6. For any \(p \in (1, 2]\) and \(x, y \in \mathbb{R}^d\), we have
\[\|x + y\|_p^p - |x|_p^p - p(x^{(p-1)}, y) \leq 2|y|_p^p.\]

Proof. Since \(p \in (1, 2]\), we have
\[\|x + y\|_p^p = \sum_{i=1}^{d}|x_i + y_i|^p\]
\[\leq \sum_{i=1}^{d}|x_i|^p + p|x_i|^{p-1}\text{sgn}(x_i)y_i + 2|y_i|^p \text{ (by Proposition 10)}\]
\[= \|x|_p^p + p(x^{(p-1)}, y) + 2\|y|_p^p.\]

By rearranging the terms, we can obtain the statement. \(\square\)

Proposition 7. For any \(p > 2\) and \(x, y \in \mathbb{R}^d\), we have
\[\|x + y\|_p^p - |x|_p^p - 2\|x|_p^{2-p}(x^{(p-1)}, y) \leq (p-1)\|y|_p^2.\]

Proof. Since \(p - 1 > 1\), the statement holds when \(x = 0\). Therefore, in the following, without loss of generality, we assume \(x \neq 0\).

We prove the statement in two different cases, separately.

- If \(\frac{x}{\|x\|_2} = \pm \frac{y}{\|y\|_2}\), then \(y = tx\) for some \(t \in \mathbb{R}\). In that case,
  \[|x + y|_p^p = (1 + t)^2|x|_p^p = (1 + 2t + t^2)|x|_p^p\]
  \[= |x|_p^p + 2t|x|_p^p + t^2|x|_p^p\]
  \[= |x|_p^p + 2|x|_p^{2-p}(x^{(p-1)}, tx) + \|tx\|_p^2\]
  \[= |x|_p^p + 2|x|_p^{2-p}(x^{(p-1)}, y) + \|y\|_p^2\]
  \[\leq |x|_p^p + 2|x|_p^{2-p}(x^{(p-1)}, y) + (p-1)\|y|_p^2.\]

- If \(\frac{x}{\|x\|_2} \neq \pm \frac{y}{\|y\|_2}\), then \(x \neq ty\) (i.e., \(x - ty \neq 0\)) for all \(t \in \mathbb{R}\). Then, \(g(t) = |x + ty|_p^2\) is twice continuously differentiable on \(\mathbb{R}\), and
  \[g''(t) = -2(p - 2)|x + ty|_p^{2-2p}((x + ty)^{(p-1)}, y)^2\]
  \[+ 2(p - 1)|x + ty|_p^{2-p}\left(\sum_{i=1}^{d}|x_i + ty_i|^{p-2}y_i^2\right)\]
  \[\leq 2(p - 1)|x + ty|_p^{2-p}\left(\sum_{i=1}^{d}|x_i + ty_i|^{p-2}y_i^2\right)\]
  \[\leq 2(p - 1)|x + ty|_p^{2-p}\|x + ty|_p^{p-2}\|y|_p^2 \text{ (by Hölder’s inequality)}\]
  \[= 2(p - 1)\|y|_p^2.\]
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A.2.2 Proof of Proposition 2

Proof of Proposition 2. 1. We want to show that for all \( x, y \in \mathbb{R}^d \),

\[
\frac{1}{1 + \kappa} \| x + y \|_p^{1+\kappa} - \frac{1}{1 + \kappa} \| x \|_p^{1+\kappa} - \| x \|_p^{1+\kappa-p} \langle x^{(p-1)}, y \rangle \leq \frac{K_p}{1 + \kappa} \| y \|_p^{1+\kappa}.
\]

Note that since \( K_p > 1 \), the statement is correct when \( x = 0 \). Therefore, in the following, without loss of generality, we assume \( x \neq 0 \). Let

\[
h = \frac{x^{(p-1)}, y}{\| x \|_p^p}, \text{ for } p \in [1 + \kappa, \infty).
\]

We will prove the \( p \in [1 + \kappa, 2] \) and \( p \in (2, \infty) \) cases separately.

For \( p \in [1 + \kappa, 2] \), by using Proposition 6, we can write that

\[
\| x + y \|_p^p - \| x + h \|_p^p - p(\langle x + h \rangle^{(p-1)}, y - h) \leq 2\| y - h \|_p^p.
\]

Therefore, we have

\[
\| x + y \|_p^p \leq \| x + h \|_p^p + 2\| y - h \|_p^p.
\]

Then,

\[
\| x + y \|_p^{1+\kappa} \leq \left( \| x + h \|_p^p + 2\| y - h \|_p^p \right)^{1+\kappa} \\
\leq \| x + h \|_p^{1+\kappa} + 2\| y - h \|_p^{1+\kappa} \quad \text{(since } 1 + \kappa \leq p, \text{ by Proposition 9)} \\
\leq \| x \|_p^{1+\kappa} + (1 + \kappa)\| x \|_p^{1+\kappa-p} \langle x^{(p-1)}, y \rangle + 2\| h \|_p^{1+\kappa} + 2\| y - h \|_p^{1+\kappa} \quad \text{(by Proposition 5)} \\
\leq \| x \|_p^{1+\kappa} + (1 + \kappa)\| x \|_p^{1+\kappa-p} \langle x^{(p-1)}, y \rangle + 2\| y \|_p^{1+\kappa} + 2^2\| y \|_p^{1+\kappa} \quad \text{(by Proposition 3)} \\
\leq \| x \|_p^{1+\kappa} + (1 + \kappa)\| x \|_p^{1+\kappa-p} \langle x^{(p-1)}, y \rangle + 10\| y \|_p^{1+\kappa} \quad \text{(since } \kappa \in (0, 1)].
\]

(A.5)

For \( p \in (2, \infty) \), by using Proposition 7, we can write that

\[
\| x + y \|_p^2 - \| x + h \|_p^2 - 2\| x + h \|_p^{2-p} \langle (x + h)^{(p-1)}, y - h \rangle \leq (p - 1)\| y - h \|_p^2.
\]

Therefore, we have

\[
\| x + y \|_p^2 \leq \| x + h \|_p^2 + (p - 1)\| y - h \|_p^2.
\]

Then,

\[
\| x + y \|_p^{1+\kappa} \leq \left( \| x + h \|_p^p + (p - 1)\| y - h \|_p^p \right)^{1+\kappa} \\
\leq \| x + h \|_p^{1+\kappa} + (p - 1)^{1+\kappa} \| y - h \|_p^{1+\kappa} \quad \text{(since } 1 + \kappa \leq 2, \text{ by Proposition 9)} \\
\leq \| x \|_p^{1+\kappa} + (1 + \kappa)\| x \|_p^{1+\kappa-p} \langle x^{(p-1)}, y \rangle + 2\| h \|_p^{1+\kappa} + (p - 1)^{1+\kappa} \| y - h \|_p^{1+\kappa} \quad \text{(by Proposition 5)} \\
\leq \| x \|_p^{1+\kappa} + (1 + \kappa)\| x \|_p^{1+\kappa-p} \langle x^{(p-1)}, y \rangle + 2\| y \|_p^{1+\kappa} + (p - 1)^{1+\kappa} 2^{1+\kappa} \| y \|_p^{1+\kappa} \quad \text{(by Proposition 3)} \\
\leq \| x \|_p^{1+\kappa} + (1 + \kappa)\| x \|_p^{1+\kappa-p} \langle x^{(p-1)}, y \rangle + 10(p - 1)^{1+\kappa} \| y \|_p^{1+\kappa} \quad \text{(since } p > 2 \text{ and } \kappa \in (0, 1)].
\]

(A.6)

By multiplying both sides in (A.5) and (A.6) with \( \frac{1}{1+\kappa} \), the statement follows.
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2. Let us fix an arbitrary $p \in [1 + \kappa, \infty)$. Note that by Proposition 11,

$$\varphi(x) = \frac{1}{1 + \kappa} \| x \|^p_1$$

and

$$\varphi^*(y) = \frac{\kappa}{1 + \kappa} \| y \|^{1 + \kappa}_{p^*}$$

are convex conjugate pairs. By the previous part, we know that $\varphi$ is $(K_p, 1 + \kappa)$-Hölder smooth with respect to $p$-norm. Then, by Proposition 1, $\varphi^*$ is $(K_p^{-\frac{1}{2}}, \frac{1 + \kappa}{\kappa})$-uniformly convex with respect to $p^*$-norm.

\[ \square \]

**B Proofs for Section 3**

**B.1 Proof of Theorem 1**

We start with an auxiliary result, given in [Bub14, Lemma 4.1].

**Proposition 8. [Bub14, Lemma 4.1]** Let $\Psi$ be the mirror function defined in Theorem 1. For $y \in \mathbb{R}^d$, let $\hat{y} = \arg\min_{x \in S} D_\Psi(x, y)$. Then, for any $x \in S$,

1) $\langle \nabla \Psi(\hat{y}) - \nabla \Psi(y), \hat{y} - x \rangle \leq 0$

2) $D_\Psi(x, \hat{y}) + D_\Psi(y, \hat{y}) \leq D_\Psi(x, y)$.

**Proof of Theorem 1.** For notational convenience, we let $x^* = \arg\min_{x \in S} f(x)$. We start with two observations:

- $g_{t+1} = \frac{1}{\eta} (\nabla \Psi(x_t) - \nabla \Psi(y_{t+1}))$,

- $D_\Psi(x^*, x_t) + D_\Psi(x_t, y_{t+1}) - D_\Psi(x^*, y_{t+1}) = \langle \nabla \Psi(x_t) - \nabla \Psi(y_{t+1}), x_t - x^* \rangle$.

Then, we write

$$
\langle g_{t+1}, x_t - x^* \rangle = \frac{1}{\eta} \langle \nabla \Psi(x_t) - \nabla \Psi(y_{t+1}), x_t - x^* \rangle
$$

$$
= \frac{1}{\eta} (D_\Psi(x^*, x_t) + D_\Psi(x_t, y_{t+1}) - D_\Psi(x^*, y_{t+1}))
$$

$$
\leq \frac{1}{\eta} (D_\Psi(x^*, x_t) + D_\Psi(x_t, y_{t+1}) - D_\Psi(x^*, x_{t+1}) - D_\Psi(x_{t+1}, y_{t+1})) \quad \text{(by Proposition 8)}
$$

$$
= \frac{1}{\eta} (D_\Psi(x^*, x_t) - D_\Psi(x^*, x_{t+1}) + D_\Psi(x_t, y_{t+1}) - D_\Psi(x_{t+1}, y_{t+1})).
$$

(B.1)

Note that $D_\Psi(x^*, x_t) - D_\Psi(x^*, x_{t+1})$ will lead to a telescoping sum when summing over $t = 1$ to $t = T$. Therefore, it remains to bound the other term:

$$
D_\Psi(x_t, y_{t+1}) - D_\Psi(x_{t+1}, y_{t+1}) = \Psi(x_t) - \Psi(x_{t+1}) - \langle \nabla \Psi(y_{t+1}), x_t - x_{t+1} \rangle
$$

$$
\leq \langle \nabla \Psi(x_t) - \nabla \Psi(y_{t+1}), x_t - x_{t+1} \rangle - \frac{\kappa}{1 + \kappa} \| x_t - x_{t+1} \|^{rac{1 + \kappa}{q}}
$$

$$
= \eta (g_{t+1}, x_t - x_{t+1}) - \frac{\kappa}{1 + \kappa} \| x_t - x_{t+1} \|^{rac{1 + \kappa}{q}}
$$

$$
\leq \eta \| g_{t+1} \| q \| x_t - x_{t+1} \|_{q^*} - \frac{\kappa}{1 + \kappa} \| x_t - x_{t+1} \|^{rac{1 + \kappa}{q}}
$$

$$
\leq \frac{1}{1 + \kappa} \eta^{1 + \kappa} \| g_{t+1} \|_{q}^{1 + \kappa}.
$$

(B.2)

where we use that $\Psi$ is $(1, \frac{1 + \kappa}{\kappa})$ uniformly convex in (B.2), and maximize the right-hand side of (B.3) to obtain (B.4).
By (B.1) and (B.4), we have
\[
\frac{1}{T} \sum_{t=0}^{T-1} (g_{t+1}, x_t - x^*) \leq \frac{D_{\Psi}(x^*, x_0)}{\eta T} + \frac{\eta^\kappa}{1 + \kappa} \frac{1}{T} \sum_{t=0}^{T-1} \|g_{t+1}\|_q^{1+\kappa}
\]
\[
\leq \frac{\Psi(x^*) - \Psi(x_0)}{\eta T} + \frac{\eta^\kappa}{1 + \kappa} \frac{1}{T} \sum_{t=0}^{T-1} \|g_{t+1}\|_q^{1+\kappa} \text{ (since } x_0 = \arg\min_{x \in S} \Psi(x) \text{ and } S \text{ is convex)}
\]
\[
\leq \frac{\kappa}{1 + \kappa} \frac{R_0^{1+\kappa}}{\eta T} + \frac{\eta^\kappa}{1 + \kappa} \frac{1}{T} \sum_{t=0}^{T-1} \|g_{t+1}\|_q^{1+\kappa}.
\]

Note that \(x_t\) is \(\mathcal{F}_t\)-measurable. Hence, we can write that
\[
\frac{1}{T} \mathbb{E} \left[ \sum_{t=0}^{T-1} (\mathbb{E}[g_{t+1} | \mathcal{F}_t], x_t - x^*) \right] \leq \frac{\kappa}{1 + \kappa} \frac{R_0^{1+\kappa}}{\eta T} + \frac{\eta^\kappa}{1 + \kappa} \frac{1}{T} \mathbb{E} \left[ \sum_{t=0}^{T-1} \mathbb{E}[\|g_{t+1}\|_q^{1+\kappa} | \mathcal{F}_t] \right]
\]
\[
\leq \frac{\kappa}{1 + \kappa} \frac{R_0^{1+\kappa}}{\eta T} + \frac{\eta^\kappa}{1 + \kappa} \frac{1}{T} \sum_{i=1}^{T} \sigma^{1+\kappa},
\]

which for \(v_t \in \partial f(x_t)\), leads to
\[
\frac{1}{T} \mathbb{E} \left[ \sum_{t=0}^{T-1} \langle v_t, x_t - x^* \rangle \right] \leq \frac{\kappa}{1 + \kappa} \frac{R_0^{1+\kappa}}{\eta T} + \frac{\eta^\kappa}{1 + \kappa} \frac{1}{T} \sum_{t=0}^{T-1} \sigma^{1+\kappa}.
\]

Then,
\[
\frac{\kappa}{1 + \kappa} \frac{R_0^{1+\kappa}}{\eta T} + \frac{\eta^\kappa}{1 + \kappa} \sigma^{1+\kappa} \geq \mathbb{E} \left[ \frac{1}{T} \sum_{t=0}^{T-1} f(x_t) - \min_{x \in \mathbb{S}} f(x) \right] \text{ (by the convexity of } f) \]
\[
\geq \mathbb{E} \left[ f \left( \frac{1}{T} \sum_{t=0}^{T-1} x_t \right) - \min_{x \in \mathbb{S}} f(x) \right] \text{ (by Jensen’s inequality).} \quad (B.5)
\]

By using \(\eta = \frac{R_0^{\frac{1}{\kappa}}}{\frac{T}{1 + \kappa}}\) in (B.5), we can obtain the statement. \(\square\)

### B.2 Proof of Corollary 1

**Proof of Corollary 1.**

i) For \(q \in [1, 1 + \kappa]\), we have
\[
\mathbb{E}[[g_t]_1^{1+\kappa}] \leq \mathbb{E}[[g_t]_q^{1+\kappa}] \leq L^{1+\kappa} \text{ (since } q \leq 1 + \kappa).
\]

Moreover, \(x_0 = 0\) and
\[
R_0^{1+\kappa} = \frac{1 + \kappa}{\kappa} \sup_{x \in \mathbb{S}} (\Psi(x) - \Psi(x_0)) \leq 10 \frac{1}{\kappa} \sup_{x \in \mathbb{S}} \|x\|_q^{1+\kappa}.
\]

Then,
\[
R_0 \leq 10^{\frac{1}{\kappa}} \sup_{x \in \mathbb{S}} \|x\|_q^{1+\kappa} \leq 10Rd^{\frac{1}{\kappa}}.
\]

Since \(\Psi = U_p\) for \(p = 1 + \kappa\) is \((1, \frac{1+\kappa}{\kappa})\)-uniformly convex with respect to \(\frac{1+\kappa}{\kappa}\)-norm (see Proposition 2), by Theorem 1, we have
\[
\mathbb{E} \left[ f \left( \frac{1}{T} \sum_{t=0}^{T-1} x_t \right) - \min_{x \in \mathbb{S}} f(x) \right] \leq 10 R\sigma \left( \frac{d}{T} \right)^{\frac{\kappa}{1+\kappa}}.
\]
\textbf{Proof. (i)}

\textbf{Proposition 10.} Let $x, y \geq 0$ and $\kappa \in (0, 1]$. Then,

(i) $(x + y)^\kappa \leq x^\kappa + y^\kappa$

(ii) $x^\kappa + y^\kappa \leq 2^{1-\kappa}(x + y)^\kappa$

\textbf{Proof.} (i) Without loss of generality, assume $x \geq y$. By concavity, we have

\[(x + y)^\kappa \leq x^\kappa + \kappa x^{\kappa-1} y \leq x^\kappa + y^\kappa. \text{ (Since } \kappa \in (0, 1]\text{ and } y \leq x)\]

(ii) By using $p = 1/\kappa$ and $p^* = 1/(1 - \kappa)$ in Hölder’s inequality, we write

\[x^\kappa + y^\kappa \leq (1^{p^*} + 1^p)^{1/p^*} (x + y)^{1/p} = 2^{1-\kappa}(x + y)^\kappa.\]

\textbf{C Auxiliary Results for Sections 2 and 3}

\textbf{Proposition 9.} Let $x, y \geq 0$ and $\kappa \in (0, 1]$. Then,

(i) $(x + y)^\kappa \leq x^\kappa + y^\kappa$

(ii) $x^\kappa + y^\kappa \leq 2^{1-\kappa}(x + y)^\kappa$

\textbf{Proof.} (i) Without loss of generality, assume $x \geq y$. By concavity, we have

\[(x + y)^\kappa \leq x^\kappa + \kappa x^{\kappa-1} y \leq x^\kappa + y^\kappa. \text{ (Since } \kappa \in (0, 1]\text{ and } y \leq x)\]

(ii) By using $p = 1/\kappa$ and $p^* = 1/(1 - \kappa)$ in Hölder’s inequality, we write

\[x^\kappa + y^\kappa \leq (1^{p^*} + 1^p)^{1/p^*} (x + y)^{1/p} = 2^{1-\kappa}(x + y)^\kappa.\]
Proof. Let \( g(x) = |x|^{1+\kappa} \) for \( x \in \mathbb{R} \). Note that \( g \) is convex and continuously differentiable, where \( g'(x) = (1 + \kappa)|x|^{\kappa} \text{sgn}(x) \). Then,

\[
|x + y|^{1+\kappa} - |x|^{1+\kappa} - (1 + \kappa)|x|^{\kappa} \text{sgn}(x)y = g(x + y) - g(x) - g'(x)y
\]

\[
= \int_x^{x+y} (g'(t) - g'(x)) \, dt
\]

\[
\leq \int_x^{x+y} |g'(t) - g'(x)| \, dt
\]

\[
= (1 + \kappa) \int_x^{x+y} |||t|^{\beta} \text{sgn}(t) - |x|^\beta \text{sgn}(x)|| \, dt. \tag{C.1}
\]

In the following, we will find an upper-bound for the integrand in (C.1).

- If \( \text{sgn}(t) = \text{sgn}(x) \), we have

\[
|||t|^{\beta} \text{sgn}(t) - |x|^\beta \text{sgn}(x)|| = |||t|^\beta - |x|^\beta|| \leq |t - x|^\kappa \ (\text{By Proposition 9}).
\]

- If \( \text{sgn}(t) \neq \text{sgn}(x) \),

\[
|||t|^{\beta} \text{sgn}(t) - |x|^\beta \text{sgn}(x)|| = |||t|^\beta + |x|^\beta||
\]

\[
\leq 2^{1-\kappa} (|||t|^\beta + |x|^\beta||) \ (\text{By Proposition 9})
\]

\[
= 2^{1-\kappa}|t - x|^\kappa.
\]

Then, we have

\[
(C.1) \leq 2^{1-\kappa} \int_x^{x+y} (1 + \kappa)|t - x|^\kappa \, dt = 2^{1-\kappa} \int_0^y (1 + \kappa)|t|^\kappa \, dt
\]

\[
= 2^{1-\kappa}|y|^\kappa
\]

\[
\leq 2|y|^\kappa.
\]

\[
\Box
\]

Proposition 11. Let \( r > 1, \ p \in [1, \infty], \)

\[
\tilde{\varphi}(x) = \frac{1}{r}|||x|||^r_p \quad \text{and} \quad \tilde{\varphi}^*(y) = \sup_{x \in \mathbb{R}^d} \{\langle y, x \rangle - \tilde{\varphi}(x)\}.
\]

Then, for \( 1/p + 1/p^* = 1 \), we have

\[
\tilde{\varphi}^*(y) = \frac{r - 1}{r}||y||_{p^*}^{\frac{r}{p^*}}.
\]

Proof. Let us fix an arbitrary \( y \in \mathbb{R}^d \). By using Hölder’s inequality, for any \( x \in \mathbb{R}^d \), we can write that

\[
\langle y, x \rangle - \frac{1}{r}|||x|||^r_p \leq ||y||_{p^*}||x||_p - \frac{1}{r}||x||_p^r
\]

\[
\leq \frac{r - 1}{r}||y||_{p^*}^{\frac{r}{p^*}} \ (\text{by maximizing the right-hand side}).
\]

Therefore, we have

\[
\tilde{\varphi}^*(y) \leq \frac{r - 1}{r}||y||_{p^*}^{\frac{r}{p^*}}.
\]

Moreover, since dual norm can be formulated as a supremum on a compact set, there exists a \( x \in \mathbb{R}^d \) such that \( \langle y, x \rangle = \|y\|_{p^*}||x||_p \) and \( \|y\|_{p^*} = |||x|||_p^{r-1} \). In this case,

\[
\langle y, x \rangle - \frac{1}{r}|||x|||^r_p = \frac{r - 1}{r}||y||_{p^*}^{\frac{r}{p^*}}.
\]
Therefore, we have
\[ \bar{\varphi}^*(y) \geq \frac{r-1}{r} \| y \|_{\frac{r}{r-1}}. \]

Consequently, \( \bar{\varphi}^*(y) = \frac{r-1}{r} \| y \|_{\frac{r}{r-1}}. \)

\( \square \)

**Proposition 12.** If \( \psi : \mathbb{R}^d \to \mathbb{R} \) is differentiable and uniformly convex, \( \psi^* \) is everywhere differentiable.

**Proof.** Let us say that \( \psi \) is \((K, r)\)-uniformly convex with respect to some \( p \)-norm. First, we will show that \( \psi^* \) is subdifferentiable by proving that it is everywhere finite. For any \( y \in \mathbb{R}^d \), we have

\[
\psi^*(y) = \sup_{x \in \mathbb{R}^d} \{ \langle y, x \rangle - \psi(x) \}
\leq \sup_{x \in \mathbb{R}^d} \left\{ \langle y, x \rangle - (\psi(y) + \langle \nabla \psi(y), x - y \rangle + \frac{K}{r} \| y - x \|_{p}^{r} ) \right\}
= \sup_{x \in \mathbb{R}^d} \left\{ \langle y - \nabla \psi(y), x - y \rangle - \frac{K}{r} \| y - x \|_{p}^{r} \right\} - \psi(y) + \| y \|_{2}^{2}
= \sup_{x \in \mathbb{R}^d} \left\{ \langle y - \nabla \psi(y), K^{-\frac{1}{r}} x \rangle - \frac{K}{r} \| K^{-\frac{1}{r}} x \|_{p}^{r} \right\} - \psi(y) + \| y \|_{2}^{2}
= K^{-\frac{1}{r}} \frac{r-1}{r} \| y - \nabla \psi(y) \|_{\frac{r}{r-1}}^{\frac{r}{r-1}} - \psi(y) + \| y \|_{2}^{2}.
\]

Therefore, for any \( y \in \mathbb{R}^d \), \( \psi^*(y) \) is finite. By [Roc70, Theorem 23.4], \( \psi^* \) is a subdifferentiable convex function.

Next, we prove an intermediate result. Since \( \psi \) is differentiable and uniformly convex, we have

\[
\psi(y) \geq \psi(x) + \langle \nabla \psi(x), y - x \rangle + \frac{K}{r} \| y - x \|_{p}^{r}, \quad \forall x, y \in \mathbb{R}^d,
\]

and

\[
\psi(x) \geq \psi(y) - \langle \nabla \psi(y), y - x \rangle + \frac{K}{r} \| y - x \|_{p}^{r}, \quad \forall x, y \in \mathbb{R}^d.
\]

By summing (C.2) and (C.3), we can write that

\[
\langle \nabla \psi(x) - \nabla \psi(y), x - y \rangle \geq \frac{2K}{r} \| y - x \|_{p}^{r}, \quad \forall x, y \in \mathbb{R}^d.
\]

We show that \( \psi^* \) is differentiable by using proof by contradiction. Choose an arbitrary \( y_0 \in \mathbb{R}^d \). Since \( \psi^* \) is subdifferentiable, we know that \( \partial \psi^*(y_0) \neq \emptyset \). Let us assume that \( x_1, x_2 \in \partial \psi^*(y_0) \), and \( x_1 \neq x_2 \). Since \( \psi \) is continuous and convex, by [Roc70, Corollary 23.5.1.],

\[
\nabla \psi(x_1) = \nabla \psi(x_2) = y_0.
\]

However, (C.4) contradicts with (C.5). Since \( \psi^* \) is subdifferentiable, there must be a unique element in \( \partial \psi^*(y_0) \). Therefore, by [Roc70, Theorem 25.1], \( \psi^* \) is differentiable at \( y_0 \). Since \( y_0 \) was chosen arbitrarily, \( \psi^* \) is everywhere differentiable.

\( \square \)

**D Proofs for Section 4**

**D.1 Auxiliary lemmas**

To prove Theorem 2, we need the following lemmas.

**Lemma 1** (KL-divergence between Bernoulli distributions). The KL divergence between two Bernoulli distributions \( \text{BER}(1 - \frac{2}{3}p) \) and \( \text{BER}(1 - \frac{2}{3}p) \) is bounded by \( p \), where \( \alpha \in \{-1, +1\} \), \( p \in \left(0, \frac{1}{2}\right)\).
Proof of Lemma 1. Denote the Bernoulli distributions $\text{Ber}(1 - \frac{3}{4}p)$ and $\text{Ber}(1 - \frac{1}{4}p)$ by $\mathbb{P}^+$ and $\mathbb{P}^-$, respectively. By the definition KL divergence, it holds that

$$D_{\text{KL}}(\mathbb{P}^+||\mathbb{P}^-) = (1 - \frac{3}{4}p) \log \left( \frac{1 - \frac{3}{4}p}{1 - \frac{1}{4}p} \right) + \frac{3}{4}p \log \left( \frac{\frac{3}{4}p}{\frac{1}{4}p} \right) \leq \frac{3}{4}p \log 3 \leq p.$$ 

We now prove

$$D_{\text{KL}}(\mathbb{P}^-||\mathbb{P}^+) = (1 - \frac{1}{4}p) \log \left( \frac{1 - \frac{1}{4}p}{1 - \frac{3}{4}p} \right) + \frac{1}{4}p \log \left( \frac{\frac{1}{4}p}{\frac{3}{4}p} \right) \leq p.$$ 

Define the function $h(p) = p - \frac{1}{4}p \log(\frac{1}{3}) - (1 - \frac{1}{4}p) \log(\frac{3}{4}p)$. Then, we obtain

$$\nabla h(p) = 1 - \frac{1}{4} \log \left( \frac{1}{3} \right) + \frac{1}{4} \log \left( \frac{4 - p}{4 - 3p} \right) - \frac{2}{4 - 3p},$$

and

$$\nabla^2 h(p) = -\frac{16}{(4 - p)(4 - 3p)^2}.$$ 

When $p \in (0, \frac{1}{2}]$, it follows that

$$\nabla^2 h(p) < 0, \quad \nabla h\left(\frac{1}{2}\right) \geq 0.5 \quad \text{and} \quad h(0) = 0,$$

which implies $h(p) \geq 0$, that is

$$p \geq \frac{1}{4}p \log \left( \frac{1}{3} \right) + \left(1 - \frac{1}{4}p\right) \log \left( \frac{4 - p}{4 - 3p} \right).$$

Lemma 2 (Lower bound 1 with $d \geq 2$). Suppose a vector $\alpha^* = (\alpha^*_1, \ldots, \alpha^*_d)^\top$ is chosen uniformly at random from the set $\mathcal{V}$, where $\mathcal{V}$ is a subset of the hypercube $\{-1, +1\}^d$ such that $\Delta_\mu(\alpha, \tilde{\alpha}) = \sum_{i=1}^d 1\{|\alpha_i \neq \tilde{\alpha}_i| \geq \frac{d}{4}\}$ for any $\alpha, \tilde{\alpha} \in \mathcal{V}$. Given the vector $\alpha^*$, $\kappa \in (0, 1]$, and $\delta \in (0, \frac{1}{3}]$, set the parameter

$$\tilde{\alpha}^* = \left(1 - \frac{2 + \alpha^*_1}{4} (4\delta)^\frac{s+i}{s}, \ldots, 1 - \frac{2 + \alpha^*_d}{4} (4\delta)^\frac{s+i}{s}\right)^\top.$$ 

Suppose the oracle $\phi$ tosses a set of $d$ coins with bias $\tilde{\alpha}^*$ a total of $T$ times, and the outcome of only one coin chosen uniformly at random is given at each round. When $d \geq 2$, it holds for any holds for any estimator $\hat{\alpha} \in \mathcal{V}$ that

$$\mathbb{P}(|\hat{\alpha} - \alpha^*|) \geq 1 - \frac{(4\delta)^\frac{s+i}{s} T + \log 2}{d/8}.$$ 

Here, the probability is taken over the randomness of $\alpha^*$ and $\phi$.

Proof of Lemma 2. Let $U_t \in \{1, \ldots, d\}$ be the variable indicating the $U_t$-th coin revealed at time $t$, and let $X_t \in \{0, 1\}$ denote its outcome. By [PTY12, Sec 15.3.2, Lemma 4] and [SC19, Theorem 1], if the parameter $\alpha^*$ is uniform on $\mathcal{V}$, it holds for any estimator $\hat{\alpha} \in \mathcal{V}$ that

$$\mathbb{P}(|\hat{\alpha} - \alpha^*|) \geq 1 - \frac{I(\{U_t, X_t\}_{t=1}^T; \alpha^*) + \log 2}{\log |\mathcal{V}|},$$

where $I(\{U_t, X_t\}_{t=1}^T; \alpha^*)$ denotes the mutual information between the data sequence $\{U_t, X_t\}_{t=1}^T$ and $\alpha^*$. By the Varshamov-Gilbert bound [Mas07, Lemma 4.7], there exists such a packing set $\mathcal{V} \subseteq \{-1, +1\}^d$.
with \(|V| \geq \exp(d/8)| satisfies \( \Delta_H(\alpha, \hat{\alpha}) = \sum_{i=1}^d 1\{\alpha_i \neq \hat{\alpha}_i\} \geq \frac{d}{8} \) for any \( \alpha, \hat{\alpha} \in V \). It suffice to show that \(|(U_t, X_t)_{t=1}^T; \alpha^*| \leq (4\delta)\frac{\alpha + 1}{2}. \) By the independent and identically distributed the sampling, we have

\[
I((U_t, X_t)_{t=1}^T; \alpha^*) = \sum_{t=1}^T I((U_t, X_t); \alpha^*) = TI((U_1, X_1); \alpha^*).
\]

By chain rule of mutual information and the sampling scheme, it holds that

\[
I((U_1, X_1); \alpha^*) = I(X_1; \alpha^*|U_1) + I(\alpha^*; U_1).
\]

Note that \( U_1 \) is sampled independent of \( \alpha^* \), this implies \( I(\alpha^*; U_1) = 0 \). It remains to show that \( I(X_1; \alpha^*|U_1) \leq (4\delta)\frac{\alpha + 1}{2} \). By definition of the conditional mutual information, and the factorization \( P_{X_1, \alpha^*|U_1} = P_{\alpha^*|U_1} P_{X_1|\alpha^*|U_1} \), it holds that

\[
I(X_1; \alpha^*|U_1) = E_{U_1}[D_{KL}(P_{X_1|\alpha^*|U_1} || P_{X_1|\alpha, U_1})].
\]

Assume a random vector \( \alpha \) is uniform on \( V \), by the convexity of KL divergence, it then follows that

\[
D_{KL}(P_{X_1|\alpha^*|U_1} || P_{X_1|\alpha, U_1}) \leq \frac{1}{|V|} \sum_{\alpha \in V} D_{KL}(P_{X_1|\alpha^*|U_1} || P_{X_1|\alpha, U_1}).
\]

For any pair \( \alpha^*, \alpha \in V \), the KL divergence \( D_{KL}(P_{X_1|\alpha^*|U_1} || P_{X_1|\alpha, U_1}) \) can be at most the KL divergence between a pair of Bernoulli variables with parameters

\[
1 - \frac{2 + \alpha_j}{4} (4\delta)\frac{\alpha + 1}{2}, \quad \text{and} \quad 1 - \frac{2 + \alpha_j}{4} (4\delta)\frac{\alpha + 1}{2}, \quad \forall \alpha_i, \alpha_j \in V.
\]

By Lemma 1 (setting \( p = (4\delta)\frac{\alpha + 1}{2} \)), we have \( D_{KL}(P_{X_1|\alpha^*, U_1} || P_{X_1|\alpha, U_1}) \leq (4\delta)\frac{\alpha + 1}{2} \). This complete the proof.

\[\square\]

**Lemma 3 (Lower bound 1 with \( d = 1 \)).** Given a constant \( \kappa \in (0, 1) \) and a parameter \( \alpha^* \in V \), where \( V = \{-1, +1\} \), the oracle \( \phi \) generates the data sequence \( \{X_i\}_{i=1}^T \) where \( X_i \) are i.i.d random variables following from the Bernoulli distribution with parameter \( 1 - \frac{2 + \alpha_j}{4} (4\delta)\frac{\alpha + 1}{2} \). Then, for any \( \delta \in (0, \frac{1}{8}] \), it holds for any estimator \( \hat{\alpha} \in V \) based on the data sequence \( \{X_i\}_{i=1}^T \) that

\[
\max_{\alpha \in V} P(\hat{\alpha} \neq \alpha^*) \geq \frac{1}{2} \left(1 - \sqrt{\frac{(4\delta)\frac{\alpha + 1}{2} T}{2}}\right).
\]

**Proof of Lemma 3.** Set \( p = (4\delta)\frac{\alpha + 1}{2} \). Define \( \hat{\alpha} := 1 - \frac{2 + \alpha}{4} p, \alpha^* := 1 - \frac{2 + \alpha}{4} p \). It then follows that \( P(\hat{\alpha} \neq \alpha^*) = P(\hat{\alpha}^* \neq \alpha^*) \). Note that

\[
E[|\hat{\alpha}^* - \alpha^*|] = \frac{1}{2} p P(\hat{\alpha}^* \neq \alpha^*).
\]

Based on the proof of Lemma 4 in [ABRW12], we have

\[
\max_{\alpha^* \in \{1 - \frac{3}{4} p, 1 - \frac{1}{4} p\}} E[|\hat{\alpha}^* - \alpha^*|] \geq \frac{1}{4} p \left(1 - \frac{1}{2} \sqrt{2 T D_{KL}(P^+ || P^-)}\right),
\]

where \( P^+, P^- \) denote the Bernoulli distributions \( \text{BER}(1 - \frac{3}{4} p) \) and \( \text{BER}(1 - \frac{1}{4} p) \), respectively. Combining these two displays with Lemma 1 gives

\[
\max_{\alpha^* \in \{1 - \frac{3}{4} p, 1 - \frac{1}{4} p\}} P(\hat{\alpha}^* \neq \alpha^*) = \frac{\max_{\alpha^* \in \{1 - \frac{3}{4} p, 1 - \frac{1}{4} p\}} E[|\hat{\alpha}^* - \alpha^*|]}{\frac{1}{2} p} \geq \frac{1}{2} \left(1 - \sqrt{\frac{(4\delta)\frac{\alpha + 1}{2} T}{2}}\right).
\]

as desired.

\[\square\]
Lemma 4 (Lower bound 2 with \( d \geq 2 \)). Suppose the vector \( \alpha^* = (\alpha^*_1, \ldots, \alpha^*_d)^\top \) is chosen uniformly at random from the set \( V \), where \( V \) is a subset of the hypercube \( \{-1, +1\}^d \) such that \( \Delta_H(\alpha, \tilde{\alpha}) = \sum_{i=1}^d \mathbb{1}\{\alpha_i \neq \tilde{\alpha}_i\} \geq \frac{d}{4} \) for any \( \alpha, \tilde{\alpha} \in V \). Set the parameter

\[
\tilde{\alpha}^* = \left( \frac{1}{2} + \alpha^*_1\delta, \ldots, \frac{1}{2} + \alpha^*_d\delta \right)^\top.
\]

Given the parameter \( \tilde{\alpha}^* \), a constant \( \delta \in (0, \frac{1}{100}] \), and the time horizon \( T \), at each round \( t = 1, \ldots, T \), the oracle \( \phi \) flips a coin with bias \( \frac{1}{2} \) (the probability of the coin landing heads up is \( \frac{1}{2} \)) at first. If the coin has a head, the oracle tosses set of \( d \) coins with bias \( \tilde{\alpha}^* \), and then reveal the outcomes of the \( d \) coins. If the coin has a tail, the oracle reveals nothing. When \( d \geq 2 \), it holds for any estimator \( \hat{\alpha} \in V \) that

\[
\mathbb{P}(\hat{\alpha} \neq \alpha^*) \geq 1 - \frac{16d\delta^2 + \log 2}{d/8}.
\]

Here, the probability is taken over the randomness of \( \alpha^* \) and \( \phi \).

Proof of Lemma 4. Let \( U_t \in \{0, 1\} \) following the Bernoulli distribution with parameter \( \frac{1}{2} \) be the random variable indicating whether the oracle reveals the information. Let \( X_t := (X_{t,1}, \ldots, X_{t,d})^\top \) denote the outcome of oracle’s coin toss at time \( t \) with the components \( X_{t,i} \in \{0, 1\} \) denote the outcome for coordinate \( i \). When \( U_t = 0 \), set \( X_{t,i} = -1, i = 1, \ldots, d \). By [PTY12, Sec 15.3.2, Lemma 4] and [SC19, Theorem 1], if the parameter \( \alpha^* \) is uniform on \( V \), it holds for any estimator \( \hat{\alpha} \in V \) that

\[
\mathbb{P}(\hat{\alpha} \neq \alpha^*) \geq 1 - \frac{I((U_t, X_t)^T_{t=1}; \alpha^*) + \log 2}{\log |V|},
\]

where \( I((U_t, X_t)^T_{t=1}; \alpha^*) \) denotes the mutual information between the data sequence \( \{U_t, X_t\}^T_{t=1} \) and \( \alpha^* \).

By the Varshamov-Gilbert bound, there exists such a packing set \( V \subseteq \{-1, +1\}^d \) with \( |V| \geq \exp\left(\frac{d}{8}\right) \) satisfies \( \Delta_H(\alpha, \tilde{\alpha}) = \sum_{i=1}^d \mathbb{1}\{\alpha_i \neq \tilde{\alpha}_i\} \geq \frac{d}{4} \) for any \( \alpha, \tilde{\alpha} \in V \). It suffice to show that \( I((U_t, X_t)^T_{t=1}; \alpha^*) \leq 16d\delta^2 \). By the independent and identically distributed the sampling, we have

\[
I((U_t, X_t)^T_{t=1}; \alpha^*) = \sum_{t=1}^T I((U_1, X_1); \alpha^*) = TI((U_1, X_1); \alpha^*).
\]

By chain rule of mutual information and the sampling scheme, it holds that

\[
I((U_1, X_1); \alpha^*) = I(X_1; \alpha^*|U_1) + I(\alpha^*; U_1).
\]

Note that \( U_1 \) is sampled independent of \( \alpha^* \), this implies \( I(\alpha^*; U_1) = 0 \). It remains to show that \( I(X_1; \alpha^*|U_1) \leq \frac{1}{T} 16d\delta^2 \). By definition of the conditional mutual information, and the factorization \( \mathbb{P}_{X_1, \alpha^*|U_1} = \mathbb{P}_{\alpha^*|U_1} \mathbb{P}_{X_1|\alpha^*, U_1} \), it holds that

\[
I(X_1; \alpha^*|U_1) = \mathbb{E}_{U_1}[D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1} \parallel \mathbb{P}_{X_1|U_1})].
\]

Assume a random vector \( \alpha \) is uniform on \( V \), by the convexity of KL divergence, it then follows that

\[
D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1} \parallel \mathbb{P}_{X_1|\alpha, U_1}) \leq \frac{1}{|V|} \sum_{\alpha \in V} D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1} \parallel \mathbb{P}_{X_1|\alpha, U_1}).
\]

Combining these two display with fact that \( U_1 \sim \text{BER}(\frac{1}{2}) \) gives

\[
I(X_1; \alpha^*|U_1) \leq \frac{1}{T |V|} \sum_{\alpha \in V} \mathbb{E}_{U_1} D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1} \parallel \mathbb{P}_{X_1|\alpha, U_1})
\]

\[
\leq \frac{1}{T |V|} \sum_{\alpha \in V} D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1=1} \parallel \mathbb{P}_{X_1|\alpha, U_1=1})
\]

\[
+ \left( 1 - \frac{1}{T} \right) \frac{1}{|V|} \sum_{\alpha \in V} D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1=0} \parallel \mathbb{P}_{X_1|\alpha, U_1=0})
\]

\[
= \frac{1}{T |V|} \sum_{\alpha \in V} D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1=1} \parallel \mathbb{P}_{X_1|\alpha, U_1=1})
\]

\[
\leq \frac{1}{T |V|} \sum_{\alpha \in V} D_{\text{KL}}(\mathbb{P}_{X_1|\alpha^*, U_1=1} \parallel \mathbb{P}_{X_1|\alpha, U_1=1}).
\]
For any pair $\alpha^*, \alpha \in \mathcal{V}$, the KL divergence $D_{\text{KL}}(P_{X_1|\alpha^*, U_1=1} || P_{X_1|\alpha, U_1=1})$ can be at most the KL divergence between $d$ independent pairs of Bernoulli variables with parameters $\frac{1}{2} + \delta$ and $\frac{1}{2} - \delta$. By Lemma 3 in [ABRW12], it holds that

$$D_{\text{KL}}(P_{X_1|\alpha^*, U_1=1} || P_{X_1|\alpha, U_1=1}) \leq 16\delta^2. \quad (D.1)$$

Thus, we have

$$I(X_1; \alpha^*|U_1) \leq \frac{1}{T} 16\delta^2$$

as desired.

\[ \square \]

**Lemma 5** (Lower bound 2 with $d = 1$). Given a parameter $\alpha^* \in \mathcal{V}$, where $\mathcal{V} = \{-1, +1\}$, a constant $\delta \in (0, \frac{1}{100}]$, and the time horizon $T$. At each round $t = 1, \ldots, T$, the oracle $\phi$ flips a coin with probability of getting heads being $\frac{1}{T}$. If the coin lands on heads, the oracle tosses a coin with bias $\frac{1}{2} + \alpha^* \delta$ and then reveals the outcome. If the coin has a tail, the oracle reveals nothing. Then, it holds for any estimator $\hat{\alpha} \in \mathcal{V}$ that

$$\max_{\alpha^* \in \mathcal{V}} P(\hat{\alpha} \neq \alpha^*) \geq 1 - \sqrt{8\delta^2}.$$  

**Proof of Lemma 5.** Define $\hat{\alpha}' := \frac{1}{2} + \hat{\alpha} \delta, \alpha'^* := \frac{1}{2} + \alpha^* \delta$. It then follows that $P(\hat{\alpha} \neq \alpha^*) = P(\hat{\alpha}' \neq \alpha'^*)$. Note that

$$E[|\hat{\alpha}' - \alpha'^*|] = 2\delta P(\hat{\alpha}' \neq \alpha'^*).$$

Based on the proof of [ABRW12, Lemma 4] and display (D.1), we have

$$\max_{\alpha'^* \in \{\frac{1}{2} + \delta, \frac{1}{2} - \delta\}} E[|\hat{\alpha}' - \alpha'^*|] \geq 2\delta (1 - \sqrt{8\delta^2}),$$

Combining these two displays gives

$$\max_{\alpha'^* \in \{\frac{1}{2} + \delta, \frac{1}{2} - \delta\}} P(\hat{\alpha}' \neq \alpha'^*) \geq 1 - \sqrt{8\delta^2}$$

as desired.

\[ \square \]

**D.2 Proofs of minimax lower bounds**

We are now ready to prove the minimax lower bounds. In this section, we use the subscript $i$ to denote the $i$-th digit of a vector and use the superscript $t$ to denote the time index. For instance, given the $t$-th iterate $x^t \in \mathbb{R}^d$, $x^t_i$ represents the $i$-th element of $x^t$.

**Proof of Theorem 2.** **Proof of lower bound (1)**

At first, we consider the special case $\mathcal{S} = \mathcal{S}_\infty(\mathbb{R})$. The proof consists of four steps. We first construct a subclass of functions parametrized by a subset of the vertices of a $d$-dimensional hypercube with finite cardinality. Then, we construct a stochastic oracle based on Bernoulli random variables, each of which corresponds to the parameters of the constructed function in the previous step. Next, we convert the parameter estimation to the stochastic optimization problem by showing that optimizing any function in this subclass to certain tolerance requires identifying the hypercube vertices. Finally, we employ Fano types of inequality to lower bound the probability of misspecification error, along with the results obtained in the previous steps, to finish the proof. The four mentioned steps now read in detail.

1. **Construct a subclass of functions**

Assume $\mathcal{V} \subseteq \{-1, +1\}^d$ is a subset of the hypercube such that

$$\Delta_H(\alpha, \hat{\alpha}) = \sum_{i=1}^d 1\{\alpha_i \neq \hat{\alpha}_i\} \geq \frac{d}{4},$$
for any \( \alpha, \tilde{\alpha} \in V \). Given a vector \( \alpha = (\alpha_1, \ldots, \alpha_d)^\top \in V \), consider the convex function \( g_\alpha(x) : S \rightarrow \mathbb{R} \) defined via

\[
g_\alpha(x) := \frac{L}{d} \sum_{i=1}^{d} \frac{2 + \alpha_i}{4} \delta \left\{ (1 + \alpha_i)|x_i + R| + (1 - \alpha_i)|x_i - R| \right\}
\]

with \( \delta \in (0, \frac{1}{8}] \). Define the function \( h(\alpha, x) \) via

\[
h : \{-1, +1\} \times S \rightarrow [0, \infty)
\]

\[
(\alpha, x) \mapsto \frac{1}{2} [(1 + \alpha)|x + R| + (1 - \alpha)|x - R|] .
\]

We then have \( |\nabla h(\alpha, x)| \leq 1 \). Hence, it holds for any \( q \in [1, 1 + \kappa] \) that

\[
\|\nabla g_\alpha(x)\|_q \leq \frac{L}{d} \left( \sum_{i=1}^{d} \left( \frac{2 + \alpha_i}{2} \delta |\nabla h_i(\alpha_i, x_i)| \right)^q \right)^{\frac{1}{q}} \leq L .
\]

This implies \( g_\alpha(x) \) is \( L \)-Lipschitz with respect to \( q^* \) norm, where \( q^* \) satisfies \( \frac{1}{q} + \frac{1}{q^*} = 1 \). It follows that \( g_\alpha \in \mathcal{H}_{cvx}, \forall \alpha \in V \). Define the function class \( \mathcal{G}(\delta) := \{g_\alpha : \alpha \in V\} \). Set

\[
p := (4\delta)^{\frac{\kappa + 1}{\kappa}} , \quad \text{and} \quad \Lambda := \frac{1}{2} p^{-\frac{\kappa}{1 + \kappa}} , \quad \text{where} \quad \kappa \in (0, 1] .
\]

It then follows that

\[
p \in (0, 1/2] , \quad p\Lambda = 2\delta \in (0, 1/4] \quad \text{and} \quad g_\alpha(x) = \frac{L}{d} \sum_{i=1}^{d} \frac{2 + \alpha_i}{4} p\Lambda h(\alpha_i, x_i) .
\]

2. Construct an oracle

Now, we describe the stochastic first order oracle \( \phi \) which satisfies the conditions stated in Assumption 1. Given a vector \( \alpha \in V \), consider the oracle \( \phi \) that returns noisy value and gradient sample as following for \( t = 1, \ldots, T \):

1. Pick an index \( i_t \in \{1, \ldots, d\} \) uniformly.
2. Draw \( b_{i_t} \in \{0, 1\} \) according to \( \text{BER}(1 - \frac{2 + \alpha_{i_t}}{4} p) \).
3. For the given input \( x \in S \), return the function value \( \hat{g}_\alpha(x) = L(1 - b_{i_t})\Lambda h(\alpha_{i_t}, x) \) and its subgradient.

Now, we verify the constructed oracle satisfies the conditions stated in Assumption 1. Note that

\[
\mathbb{E}[\hat{g}_\alpha(x^t)|\mathcal{F}_t] = \frac{L}{d} \sum_{i=1}^{d} \frac{2 + \alpha_i}{4} p\Lambda h(\alpha_i, x^t_i) = g_\alpha(x^t) .
\]

Moreover, note that

\[
\frac{\partial}{\partial x_i} L(1 - b_i)\Lambda h(\alpha_i, x_i) = L(1 - b_i)\Lambda \nabla h(\alpha_i, x_i) .
\]

We then find

\[
\mathbb{E}[\nabla \hat{g}_\alpha(x^t)|\mathcal{F}_t] = \nabla g_\alpha(x^t) ,
\]

and

\[
\mathbb{E}[\|\nabla \hat{g}_\alpha(x^t)\|_q^{1+\kappa}|\mathcal{F}_t] \leq \frac{L^{1+\kappa}}{d} \sum_{i=1}^{d} \Lambda^{\kappa + 1} \frac{2 + \alpha_i}{4} p \leq L^{1+\kappa} , \quad \forall q \in [1, 1 + \kappa] .
\]
3. Optimizing well is equivalent to function identification

In this step, we employ the same quantification of the function separation as in [ABRW12]. Define the discrepancy measure between two functions \( f, g \) over the same domain \( \mathcal{S} \) as

\[
\rho(f, g) := \inf_{x \in \mathcal{S}} [f(x) + g(x) - f(x^*_f) - g(x^*_g)].
\]

Given the function class \( \mathcal{G}(\delta) \), define \( \psi(\mathcal{G}(\delta)) = \min_{\alpha \neq \beta \in V} \rho(g_\alpha, g_\beta) \).

Given an vector \( \alpha^* \in V \), we have corresponding function \( g_{\alpha^*} \). Suppose the method \( M_T \) makes \( T \) queries to the oracle \( \phi \), and thus obtains the information sequence \( \{ \phi(x^1; g_{\alpha^*}), \ldots, \phi(x^T; g_{\alpha^*}) \} \), denoted by \( \phi(x^1_T; g_{\alpha^*}) \). By [ABRW12, Lemma 2], for any method \( M_T \in M_T \) one can construct a hypothesis test \( \hat{\alpha} : \phi(x^1_T; g_{\alpha^*}) \to V \) such that

\[
\mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*) \leq \mathbb{P}_\phi\left(\epsilon(M_T, g_{\alpha^*}, \mathcal{S}, \phi) \geq \frac{\psi(\mathcal{G}(\delta))}{3}\right), \forall \alpha^* \in V.
\]

This implies

\[
\frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*) \leq \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi\left(\epsilon(M_T, g_{\alpha^*}, \mathcal{S}, \phi) \geq \frac{\psi(\mathcal{G}(\delta))}{3}\right).
\]

Moreover, by the definition of \( \epsilon_T^*(\mathcal{H}_{\text{cex}}, \mathcal{S}, \phi) \), we have

\[
\epsilon_T^*(\mathcal{H}_{\text{cex}}, \mathcal{S}, \phi) \geq \inf_{M_T \in M_T} \sup_{\alpha^* \in V} \mathbb{E}_\phi[\epsilon(M_T, g_{\alpha^*}, \mathcal{S}, \phi)].
\]

By Markov’s inequality, we then find

\[
\mathbb{E}_\phi[\epsilon(M_T, g_{\alpha^*}, \mathcal{S}, \phi)] \geq \frac{\psi(\mathcal{G}(\delta))}{3} \mathbb{P}_\phi\left(\epsilon(M_T, g_{\alpha^*}, \mathcal{S}, \phi) > \frac{\psi(\mathcal{G}(\delta))}{3}\right).
\]

Combining this with previous display provides us with

\[
\epsilon_T^*(\mathcal{H}_{\text{cex}}, \mathcal{S}, \phi) \geq \inf_{M_T \in M_T} \sup_{\alpha^* \in V} \frac{\psi(\mathcal{G}(\delta))}{3} \mathbb{P}_\phi\left(\epsilon(M_T, g_{\alpha^*}, \mathcal{S}, \phi) > \frac{\psi(\mathcal{G}(\delta))}{3}\right)
\]

\[
\geq \frac{\psi(\mathcal{G}(\delta))}{3} \inf_{M_T \in M_T} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi\left(\epsilon(M_T, g_{\alpha^*}, \mathcal{S}, \phi) > \frac{\psi(\mathcal{G}(\delta))}{3}\right).
\]

Plugging inequality (D.2) into it gives

\[
\epsilon_T^*(\mathcal{H}_{\text{cex}}, \mathcal{S}, \phi) \geq \frac{\psi(\mathcal{G}(\delta))}{3} \inf_{M_T \in M_T} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*),
\]

which implies

\[
\epsilon_T^*(\mathcal{H}_{\text{cex}}, \mathcal{S}, \phi) \geq \frac{\psi(\mathcal{G}(\delta))}{3} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*). \tag{D.3}
\]

In the next step, we will finish the proof by providing the lower bounds for the discrepancy \( \psi(\mathcal{G}(\delta)) \) and the probability \( \inf_{\alpha^* \in V} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*) \) with some specific choice of \( \delta \).

4. Complete the proof

Note that the minimizer of \( g_\alpha(x) \) is \( x^*_\alpha = -R\alpha \), and \( \min_{x \in S} g_\alpha(x) = 0 \). Then, it holds that

\[
g_\alpha(x) + g_\beta(x) - g_\alpha(x^*_\alpha) - g_\beta(x^*_\beta)
\]

\[
= L \sum_{i=1}^{d} \left\{ \frac{2 + \alpha_i}{4} p\Lambda h(\alpha_i, x_i) + \frac{2 + \beta_i}{4} p\Lambda h(\beta_i, x_i) \right\}
\]

\[
=: \sum_{i=1}^{d} I(x_i; \alpha_i, \beta_i),
\]
where \( I(x; \alpha_i, \beta_i) := \frac{L}{d} \left\{ \frac{\alpha_i + \beta_i}{4} \pi \Theta \left( \alpha_i, x_i \right) + \frac{\alpha_i + \beta_i}{4} \pi \Theta \left( \beta_i, x_i \right) \right\} \). When \( \alpha_i = \beta_i \), it holds that \( \min_{x \in S} I(x; \alpha_i, \beta_i) = 0 \). When \( \alpha_i \neq \beta_i \), it holds that

\[
I(x; \alpha_i, \beta_i) = \frac{L \delta}{d} \left\{ \frac{3}{2} |x_i + R| + \frac{1}{2} |x_i - R| \right\},
\]

it then follows that \( \min_{x \in S} I(x; \alpha_i, \beta_i) = \frac{L \delta}{d} R \). Thus, we obtain

\[
\rho(g_\alpha, g_\beta) = \frac{RL \delta}{d} \left( \frac{3}{2} |x + R| + \frac{1}{2} |x - R| \right),
\]

which implies

\[
\psi(G(\delta)) \geq \frac{RL \delta}{d}.
\]

Recall that we obtain the following in step 3

\[
\epsilon_T^*(H_{cvx}, S, \phi) \geq \psi(G(\delta)) \inf_{\tilde{\alpha}_1 \in [V]} \frac{1}{|V|} \sum_{\tilde{\alpha} \in V} P_{\phi}(\tilde{\alpha}(M_T) \neq \alpha^*).
\]

Combining the previous two displays gives

\[
\epsilon_T^*(H_{cvx}, S, \phi) \geq \frac{RL \delta}{12} \inf_{\tilde{\alpha}_1 \in [V]} \frac{1}{|V|} \sum_{\tilde{\alpha} \in V} P_{\phi}(\tilde{\alpha}(M_T) \neq \alpha^*). \tag{D.4}
\]

When \( d > 8 \), invoking Lemma 2 yields

\[
\epsilon_T^*(H_{cvx}, S, \phi) \geq \frac{RL \delta}{12} \left( 1 - \frac{(4\delta)^{\frac{\alpha + 1}{2}} T + \log 2}{d/8} \right). \tag{D.5}
\]

Let \( T \geq d \) with \( d \geq 9 \), and set \( \delta := \frac{1}{32} \left( \frac{d}{T} \right)^{\frac{1}{2} + \frac{1}{2}} \). It then follows that

\[
0 < \delta \leq \frac{1}{8},
\]

and

\[
\frac{(4\delta)^{\frac{\alpha + 1}{2}} T + \log 2}{d/8} \leq \frac{8}{8^{\frac{1}{2} + \frac{1}{2}}} + \frac{8 \log 2}{d} \leq \frac{3}{4}.
\]

Plugging these into display (D.5) then gives

\[
\epsilon_T^*(H_{cvx}, S, \phi) \geq \frac{1}{1536} RL \left( \frac{d}{T} \right)^{\frac{1}{2} + \frac{1}{2}}. \tag{D.6}
\]

When \( d < 9 \), we restrict to the case where \( d = 1 \). The lower bounds corresponding \( 1 < d \leq 8 \) can be established based on the case of \( d = 1 \). Combining the lower bound in Lemma 3 with the display (D.4) gives

\[
\epsilon_T^*(H_{cvx}, S, \phi) \geq \frac{RL \delta 1/2}{12} \left( 1 - \sqrt{\frac{(4\delta)^{\frac{\alpha + 1}{2}} T}{2}} \right),
\]

Set \( \delta := \frac{1}{32} T^{-\frac{1}{2} + \frac{1}{2}} \). Then we have \( \delta \in (0, 1/8] \) and

\[
\sqrt{\frac{(4\delta)^{\frac{\alpha + 1}{2}} T}{2}} \leq \sqrt{\frac{1}{8^{\frac{1}{2} + \frac{1}{2}}} \frac{1}{2}} \leq \frac{1}{10}.
\]
Combing these two displays yields
\[ c^*_T(H_{cvx}, S, \phi) \geq \frac{9}{7680} RL \left( \frac{1}{T} \right)^{\frac{1}{q^*}}. \]

This completes the proof for the special case \( S = S_\infty(R) \). Note that the Lipschitz constant of \( g_\alpha \) does not depend on \( S \), \( x^*_\alpha = \arg \min_{x \in S} g_\alpha(x) \in S \), and thus the preceding proof goes through when \( S \supseteq S_\infty(R) \). Hence, the desired general claim follows.

**Proof of the lower bound (2)**

The proof strategy is similar to the proof of the lower bound (1), but with a different function class and the first-order oracle. At first, we consider the special case \( S = S_\infty(R) \). The proof consists four steps as follows.

1. **Construct a subclass of functions**
   Assume \( V \subseteq \{-1, +1\}^d \) is a subset of the hypercube such that
   \[ \Delta_{H}(\alpha, \tilde{\alpha}) = \sum_{i=1}^{d} \mathbf{1}\{\alpha_i \neq \tilde{\alpha}_i\} \geq \frac{d}{4}, \]
   for any \( \alpha, \tilde{\alpha} \in V \). Given the time horizon \( T \), and a vector \( \alpha = (\alpha_1, \ldots, \alpha_d)^\top \in V \), we consider the convex function \( g_{\alpha}(x) : S \to \mathbb{R} \) defined via
   \[ g_{\alpha}(x) := \frac{L}{T + \pi d} \sum_{i=1}^{d} \left\{ \left( \frac{1}{2} + \alpha_i \delta \right) |x_i + R| + \left( \frac{1}{2} - \alpha_i \delta \right) |x_i - R| \right\} \]
   with \( \delta \in (0, 1/100] \). Define the function \( h(\alpha, x) \) via
   \[ h : \{-1, +1\} \times S \to [0, \infty) \]
   \[ (\alpha, x) \mapsto \left( \frac{1}{2} + \alpha \delta \right) |x + R| + \left( \frac{1}{2} - \alpha \delta \right) |x - R|. \]
   We then have \( |\nabla h(\alpha, x)| \leq 1 \). Hence, it holds for any \( q \in [1, \infty] \) that
   \[ \|\nabla g_{\alpha}(x)\|_q \leq \frac{L}{T + \pi d} \left( \sum_{i=1}^{d} |\nabla h_i|^q \right)^{\frac{1}{q}} \leq L. \]
   This implies \( g_{\alpha}(x) \) is \( L \)-Lipschitz with respect to \( q^* \) norm, where \( q^* \) satisfies \( \frac{1}{q} + \frac{1}{q^*} = 1 \). It follows that \( g_{\alpha} \in H_{cvx}, \forall \alpha \in V \). Define the function class \( G(\delta) := \{ g_{\alpha} : \alpha \in V \} \).

2. **Construct an oracle**
   Now, we describe the stochastic first order oracle \( \phi \) which satisfies the conditions stated in Assumption 1. Given the time horizon \( T \), and a vector \( \alpha \in V \), consider the oracle \( \phi \) that returns noisy value and gradient sample as following for \( t = 1, \ldots, T \):
   1). Draw \( Y_t \in \{0, 1\} \) according to \( \text{BER}\left( \frac{1}{T} \right) \).
   2a). When \( Y_t = 1 \), draw \( b_i \in \{0, 1\} \) according to \( \text{BER}\left( \frac{1}{2} + \alpha_i \delta \right), \; i = 1, \ldots, d \).
   For the given input \( x \in S \), return the function value
   \[ \hat{g}_{\alpha}(x) = LT^{\frac{1}{q^*} d} \frac{1}{d} \sum_{i=1}^{d} \left\{ b_i |x_i + R| + (1 - b_i)|x_i - R| \right\} \]
   and its subgradient.
2b). When \( Y_t = 0 \), for any input \( x \in S \), return \( \hat{g}_\alpha(x) = 0 \) and its subgradient.

Now, we verify the conditions in Assumption 1 for the constructed oracle. It is obvious that
\[
\mathbb{E}[\hat{g}_\alpha(x^t)|\mathcal{F}_t] = g_\alpha(x^t).
\]
and
\[
\mathbb{E}[\nabla \hat{g}_\alpha(x^t)|\mathcal{F}_t] = \nabla g_\alpha(x^t).
\]
Moreover, it holds that
\[
\frac{\partial}{\partial x} \left( b_i|x + R| + (1 - b_i)|x - R| \right) \leq 1.
\]
It then follows that
\[
\mathbb{E}\left[ \left\| \nabla \hat{g}_\alpha(x^t) \right\|_{1+\kappa} |\mathcal{F}_t \right] \leq \frac{1}{T} L^{1+\kappa} T d^{-\frac{1+\kappa}{\kappa}} d^{1+\frac{\kappa}{\kappa}} = L^{1+\kappa}.
\]

3. Optimizing well is equivalent to function identification
In this step, we employ the same quantification of the function separation as in step 3 of the proof of Theorem 2, where the discrepancy measure between two functions \( f, g \) over the same domain \( S \) is
\[
\rho(f, g) = \inf_{x \in S} [f(x) + g(x) - f(x^*_f) - g(x^*_g)].
\]
Given the function class \( G(\delta) \), define \( \psi(G(\delta)) := \min_{\alpha \neq \beta \in V} \rho(g_\alpha, g_\beta) \). Invoking display (D.3), we have
\[
\epsilon^*_T(\mathcal{H}_{cvx}, S, \phi) \geq \frac{\psi(G(\delta))}{3} \inf_{\alpha \in V} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*).
\]
In the next step, we will finish the proof by providing the lower bounds for the discrepancy \( \psi(G(\delta)) \) and the probability \( \inf_{\alpha \in V} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*) \) with some specific choice of \( \delta \).

4. Complete the proof
We note that the function \( g_\alpha(x) \) is a specification of the function class considered in part (a) of [ABRW12, Theorem 1]
\[
g_\alpha(x) := \sum_{i=1}^d \left\{ \left( \frac{1}{2} + \alpha_i \delta \right)|x_i + R| + \left( \frac{1}{2} - \alpha_i \delta \right)|x_i - R| \right\}
\]
by setting \( c = \frac{Ld}{T^{1+\kappa} d^{1+\kappa}} \). By the last display in the proof of Theorem 1 in [ABRW12], it holds that \( \rho(g_\alpha, g_\beta) \geq \frac{c R \delta}{2}, \forall \alpha \neq \beta \in V \). We then have
\[
\psi(G(\delta)) \geq \frac{1}{2} R \delta L T^{-\frac{\kappa}{1+\kappa}} d^{1-\frac{\kappa}{\kappa}}.
\]
Recall that we obtain the following in step 3
\[
\epsilon^*_T(\mathcal{H}_{cvx}, S, \phi) \geq \frac{\psi(G(\delta))}{3} \inf_{\alpha \in V} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*).
\]
Combining the previous two displays gives
\[
\epsilon^*_T(\mathcal{H}_{cvx}, S, \phi) \geq \frac{1}{6} R \delta L T^{-\frac{\kappa}{1+\kappa}} d^{1-\frac{\kappa}{\kappa}} \inf_{\alpha \in V} \frac{1}{|V|} \sum_{\alpha^* \in V} \mathbb{P}_\phi(\hat{\alpha}(M_T) \neq \alpha^*) \quad (D.6)
\]
When $d > 8$, invoking Lemma 4 yields
\[
\epsilon^*_T(H_{cvx}, S, \phi) \geq \frac{1}{6} R \delta L T^{-\frac{1}{\pi}} d^{1-\frac{1}{d}} \left(1 - \frac{16d\delta^2 + \log 2}{d/8}\right). \tag{D.7}
\]

Note that when $d \geq 9$, and set $\delta = \frac{1}{100}$, it holds that
\[
1 - \frac{16d\delta^2 + \log 2}{d/8} = 1 - 128\delta^2 - 8\frac{\log 2}{d} = 1 - \frac{128}{10000} - \log 2 \geq \frac{1}{4}.
\]

Plugging these into display (D.7) then gives
\[
\epsilon^*_T(H_{cvx}, S, \phi) \geq \frac{1}{2400} R L T^{-\frac{1}{\pi}} d^{1-\frac{1}{d}}.
\]

When $d < 9$, we restrict to the case where $d = 1$. Combining the lower bound derived in Lemma 5 with display (D.6) gives
\[
\epsilon^*_T(H_{cvx}, S, \phi) \geq \frac{1}{6} R \delta L T^{-\frac{1}{\pi}} (1 - \sqrt{8\delta^2}).
\]

When $\delta = \frac{1}{100}$, it holds that
\[
\epsilon^*_T(H_{cvx}, S, \phi) \geq \frac{1}{1200} R L \left(\frac{1}{T}\right)^{\frac{1}{\pi}}.
\]

This completes the proof for the special case $S = S_{\infty}(R)$. Note that the Lipschitz constant of $g_\alpha$ does not depend on $S$, $x^*_\alpha = \arg\min_{x \in S} g_\alpha(x) \in S$, and thus the preceding proof goes through when $S \supseteq S_{\infty}(R)$. Hence, the desired general claim follows.

\[\square\]