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Abstract

The pseudocapacitive mechanisms related to cobalt hydroxide nanofoams have been studied within the scope of supercapacitors’ use for energy storage. A comprehensive review has been conducted highlighting the positioning and evolution of electrochemical systems, focusing in the materials and major working principles of devices such as dielectric capacitors, electrolytic capacitors, and supercapacitors (under which EDLCs and pseudocapacitors are included). To further understand the application and functionalization of cobalt hydroxide nanofoams, a review about 3D electrode architectures was made, exposing the most important parameters and operating conditions related to the purpose, synthesis, and use of these nanostructures. Additionally, a computational MATLAB simulation was developed towards understanding the mathematical theoretical models present in literature that best define the electrochemical response of pseudocapacitive materials, further promoting the knowledge about pseudocapacitors and their placement in the electrochemical energy storage field.
Resumo

Os mecanismos pseudocapacitivos relacionados a nanoespumas de hidróxido de cobalto foram estudados no âmbito do uso de supercondensadores para armazenamento de energia. Foi conduzida uma revisão compreensiva da literatura, destacando o posicionamento e evolução de dispositivos eletroquímicos, com foco nos materiais e principais princípios de funcionamento de dispositivos como condensadores dielétricos, condensadores eletrolíticos e supercondensadores (EDLCs e pseudocondensadores). De modo a melhor entender a aplicação e funcionalização de nanoespumas de hidróxido de cobalto, foi realizada uma revisão sobre estruturas 3D de elétrodos, reaçando os parâmetros e condições operatórias mais importantes relacionadas com o propósito, a síntese, e o uso destas nano-estruturas. Além disso, uma simulação computacional foi desenvolvida em MATLAB no sentido de compreender os modelos teóricos presentes na literatura que melhor definem a resposta eletroquímica de materiais pseudocapacitativos, promovendo o conhecimento sobre pseudocondensadores e a sua importância no campo de investigação de armazenamento de energia na eletroquímica.
Index

Acknowledgments ........................................................................................................... 3
Abstract.......................................................................................................................... 4
Resumo ............................................................................................................................. 5
Index .................................................................................................................................. 6
List of Figures .................................................................................................................... 8
List of Variables ............................................................................................................... 10
List of Acronyms ............................................................................................................. 11
1. Introduction ................................................................................................................ 12
   1.1. Overview .............................................................................................................. 12
   1.2. The need for energy storage ............................................................................... 13
   1.3. Energy storage methods ...................................................................................... 16
       1.3.1. Mechanical ................................................................................................. 16
       1.3.2. Thermal ....................................................................................................... 16
       1.3.3. Electrical .................................................................................................... 17
       1.3.4. Chemical ..................................................................................................... 17
       1.3.5. Electrochemical .......................................................................................... 17
   1.4. Electrochemical capacitors .................................................................................... 18
       1.4.1. Overview .................................................................................................... 18
       1.4.2. Work objectives ......................................................................................... 18
2. State of the art: from capacitors to supercapacitors ..................................................... 20
   2.1. Dielectric capacitors ............................................................................................ 20
       2.1.1. Overview ..................................................................................................... 20
       2.1.2. Mechanism ................................................................................................. 21
   2.2. Electrolytic capacitors ......................................................................................... 26
       2.2.1. Overview ..................................................................................................... 26
       2.2.2. Anodization process ................................................................................... 26
   2.3. Electrochemical double-layer capacitors .............................................................. 29
       2.3.1. Overview ..................................................................................................... 29
       2.3.2. Helmholtz model ....................................................................................... 29
2.3.3. Gouy-Chapman model ................................................................. 30
2.3.4. Gouy-Chapman-Stern model ......................................................... 31
2.3.5. Modern adaptations of classical theories ........................................ 32
2.3.6. Electrode carbon-based materials .................................................. 34
2.4. Pseudocapacitors ........................................................................... 41
   2.4.1. Faradaic and non-faradaic processes .............................................. 41
   2.4.2. Pseudocapacitance mechanisms .................................................. 43
   2.4.3. Pseudocapacitive electrode materials ........................................... 48
3. Electrode 3D nanofoams .................................................................... 53
   3.1. From 2D to 3D architecture ............................................................. 53
   3.2. Synthesis by electrodeposition .......................................................... 56
4. CV simulation in MATLAB .................................................................. 60
   4.1. Setup ............................................................................................... 61
      4.1.1. Introduction ................................................................................ 61
      4.1.2. Potential sweep ($\psi$ vs. $t$) ......................................................... 61
      4.1.3. Butler-Volmer kinetics .............................................................. 62
      4.1.4. Diffusion gradients ................................................................... 63
   4.2. Simulation ........................................................................................ 68
      4.2.1. Objectives .................................................................................. 68
      4.2.2. Operating conditions ................................................................. 68
      4.2.3. Simulated Cyclic Voltammetry .................................................. 69
      4.2.4. Sensitivity analysis .................................................................... 73
      4.2.5. Capacitive behaviour ............................................................... 76
   4.3. Simulation vs reality ....................................................................... 77
      4.3.1. Overview .................................................................................... 77
5. Conclusions ......................................................................................... 80
6. Future work ......................................................................................... 81
Bibliografia .............................................................................................. 82
List of Figures

Figure 1 - IEA, Annual storage deployment, 2013-2018, IEA, Paris (1) ........................................... 13
Figure 2 - Investment in renewables a) Renewable power investment, b) at 2018 costs (3) ................. 14
Figure 3 - Change in global average capital costs for newly commissioned power capacity (4) ........ 14
Figure 4 - Classification of energy storage methods ................................................................. 16
Figure 5 - Ragone plot of power and energy densities of energy storage devices ....................... 18
Figure 6 - Leiden Jar and its working principle (image in the right from ref. (8)) .......................... 20
Figure 7 - Representation of the charge/discharge processes of a dielectric capacitor .................. 21
Figure 8 - Representation of a dielectric capacitor and parameters of equation [2] ......................... 22
Figure 9 - Relative permittivity of known dielectric materials .................................................... 22
Figure 10 - Typical CV curve of a dielectric capacitor (vi is the initial potential, vf final potential) .... 23
Figure 11 - Common cylindrical architecture of a dielectric capacitor ....................................... 24
Figure 12 - Different assemblies of conventional capacitors (9) ................................................. 24
Figure 13 - Dielectric capacitors as weight/pressure sensors ....................................................... 25
Figure 14 - Dielectric capacitors as fuel-meters ........................................................................... 25
Figure 15 - Electrolytic capacitor (anodization) ............................................................................ 26
Figure 16 - Schematic format of the Pourbaix diagram of a metal-solution system ....................... 27
Figure 17 - Helmholtz model ....................................................................................................... 29
Figure 18 - Gouy-Chapman model .............................................................................................. 30
Figure 19 - Gouy-Chapman-Stern model .................................................................................... 32
Figure 20 - Cylindrical EDLC pore geometry. A the inner radius and B the outer radius (25) ....... 33
Figure 21 - Synthesis of activated carbon ...................................................................................... 35
Figure 22 - 2D structure of Ti and Si carbide lattices ..................................................................... 35
Figure 23 - Schematic of CNT coating with a pseudocapacitive material ....................................... 37
Figure 24 - Hexagonal mesh of graphene ....................................................................................... 38
Figure 25 - Mechanical exfoliation of graphene ........................................................................... 38
Figure 26 - CDV of graphene ........................................................................................................ 39
Figure 27 - Reported properties of graphene, ACs and CNTs based on (24) ................................. 40
Figure 28 - Main difference between faradaic and non-faradaic processes ................................. 42
Figure 29 - Solid state diffusion in electrodes ............................................................................... 42
Figure 30 - Pseudocapacitive mechanisms .................................................................................... 43
Figure 31 - Typical CV curve shapes of supercapacitors and batteries ......................................... 44
Figure 32 - Redox pseudocapacitance under acid (a) or alkaline (b) electrolyte ......................... 45
Figure 33 - Intercalation pseudocapacitance ........................................................................ 46
Figure 34 - Underpotential deposition .................................................................................. 47
Figure 35 - Theoretical capacitance of different metal oxides (61) ........................................ 48
Figure 36 - Specific capacitance of different metal oxides (34) .............................................. 49
Figure 37 - Specific capacitance of reported studies about Ru, Co and Ni based oxides .......... 50
Figure 38 - Phase transformations of Ni(OH)₂/NiOOH redox pair (92) ................................. 51
Figure 39 - 2D planar electrode architecture ........................................................................ 53
Figure 40 - Influence of planar electrode thickness ............................................................... 54
Figure 41 - Metal foam with a metal oxide/hydroxide as active material .............................. 54
Figure 42 - Electrodeposition ............................................................................................... 56
Figure 43 - SEM images of cobalt nanofoams under different deposition times (96) ............ 57
Figure 44 - Influence of H₂ coalescence in DHBT electrodeposition ................................. 57
Figure 45 - Experimental setup of DHBT electrodeposition ............................................... 58
Figure 46 - Thermal and oxidative treatment of Co nanofoams (97) ........................................ 59
Figure 47 - Simulated potential sweep for a window of 1,2 V and a scan rate of 50 mV/s ...... 62
Figure 48 - Point method grid (98) ..................................................................................... 64
Figure 49 - Concentration grid with initial and border conditions ....................................... 65
Figure 50 - Simulated CV of the cobalt hydroxide nanofoam system .................................... 69
Figure 51 - Simulated concentration gradient of oxidant ....................................................... 70
Figure 52 - Simulated concentration gradient of reductant .................................................. 71
Figure 53 - Concentration of oxidant over time for different distance planes ...................... 72
Figure 54 - Concentration of reductant over time for different distance planes .................... 72
Figure 55 - Sensitivity analysis of scan rate ......................................................................... 73
Figure 56 - Sensitivity analysis of temperature ..................................................................... 74
Figure 57 - Sensitivity analysis of the reaction rate constant ................................................. 75
Figure 58 - Simulated EDLC CV curve ................................................................................. 76
Figure 59 - Simulated and experimental CV curves of the cobalt hydroxide nanofoam system 77
Figure 60 - Simulated CV with the presence of OER considered ........................................... 78
# List of Variables

| Symbol | Unit | Description |
|--------|------|-------------|
| $Q$    | C    | Charge      |
| $\Delta Q$ | C    | Stored charge |
| $C$    | F    | Capacitance |
| $\Psi$ | V    | Potential   |
| $\Delta \Psi$ | V    | Potential window |
| $\varepsilon_0$ | -    | Relative permittivity of vacuum |
| $\varepsilon_r$ | -    | Relative permittivity of a dielectric material |
| $S$    | m$^2$ | Electrode surface area |
| $b$    | m    | Dielectric thickness |
| $p$    | -    | Probability of Boltzmann distribution |
| $E$    | J    | Energy      |
| $k$    | m$^2$kg s$^{-2}$K$^{-1}$ | Boltzmann constant |
| $T$    | K    | Temperature |
| $n_i$  | M    | Molar concentration of component i |
| $n_0$  | M    | Molar bulk concentration |
| $x$    | m    | Distance from electrode surface |
| $z_i$  | -    | Valency of component i |
| $e$    | C    | Charge of a proton |
| $\rho_i$ | C m$^{-2}$ | Charge density of component i |
| $L$    | m    | Pore depth |
| $A$    | m    | Inner pore radius |
| $A_0$  | m    | Ion’s radius |
| $B$    | m    | Outer pore radius |
| $d$    | m    | Distance of counterions to electrode surface |
| $m$    | g    | Generated mass at electrode |
| $M$    | mol g$^{-1}$ | Molar mass |
| $F$    | C mol$^{-1}$ | Faraday’s constant |
## List of Acronyms

| Acronym | Description                                                                 |
|---------|-----------------------------------------------------------------------------|
| IEA     | International Energy Agency                                                  |
| DHC     | District heating and cooling                                                 |
| EC      | Electrochemical capacitor                                                   |
| EDLC    | Electrochemical double layer capacitor                                       |
| EDL     | Electrochemical double layer                                                |
| CV      | Cyclic voltammetry                                                          |
| AAO     | Anodic aluminium oxide                                                      |
| IHP     | Inner Helmholtz plane                                                        |
| OHP     | Outer Helmholtz plane                                                        |
| AC      | Activated carbon                                                            |
| CDC     | Carbide derived carbon                                                       |
| CNT     | Carbon nanotubes                                                            |
| SWCNT   | Single-wall carbon nanotubes                                                 |
| MWCNT   | Multi-wall carbon nanotubes                                                  |
| CDV     | Chemical vapor deposition                                                    |
| TMO     | Transition metal oxide                                                       |
| MOH     | Metal oxide/hydroxide                                                        |
| MO      | Metal oxide                                                                  |
| MH      | Metal hydroxide                                                              |
| DHBT    | Dynamic hydrogen bubble template                                             |
| OER     | Oxygen evolution reaction                                                    |
1. Introduction

1.1. Overview

World population has been growing every year as economic growth and better life standards continue to increase. Energy demand presses the world towards smarter cities and efficient energy supply systems which steadily face greener and more renewable alternatives rather than the conventional fossil counterparts. With the exciting potential and increasing domination of renewable energy sources, the management of the available produced energy becomes a greater challenge due to their intermittent nature, thus limiting the scope of their use. Once answered by storing wood logs and now by storing electrons, this challenge can only be addressed with highly efficient storage systems that prevent needless wastes of energy while opening the door to a wider array of future applications.

Energy storage has been growing worldwide with the creation of market incentives clearing the way for its expansion. More than ever, the energy demand is present in our everyday life, focusing in the small devices and technologies the world has grown dependent on. The pace for technology will not slow down. Faster cell phones and computers will be made. Cars will be electrified. Smart cities will expand, and communications will improve. The production of energy will grow and the demand for fast and efficient ways to store it will continue to follow.
1.2. The need for energy storage

By 2018, behind-the-meter storage deployment had doubled compared to the latter year, considerably overtaking the grid-scale applications. Energy consumers are increasingly investing in systems deployed closer to them and within a higher control. Increasing proximity and access to storage technologies allows the better management of the energy at a much faster rate than the rate at which the grid-scale deployment is evolving (Figure 1).

The growing worldwide capacity reflects in the ongoing investment of renewable energy sources with accompanying decreasing costs of operation and deployment, creating room for the further expansion of storage technologies. Investment in renewable power sources has increased past fossil fuels since 2006. After 2011, global investment has somewhat stabilized with ups and downs in the power sector due to related government policy changes. Nevertheless, the investment in renewables clearly surpasses the fossil counterparts and further statistical evidence supports that claim for the next years (2). Following the conclusions made by the International Energy Agency (IEA), the growth of renewables can be seen stalling at first glance (Figure 2a). However, energy capacity today is less expensive than it was in the past, therefore, by normalizing the costs of renewables to the established costs of 2018, a considerable growth can be observed from 2010 to 2018 (Figure 2b).
To further support the argument of increasing dominance of renewable power sources over fossil fuel systems, by looking at the general evolution of capital costs of these technologies, and using 2010 as a starting base, with the exception of hydropower, renewables have overall evolved to be the best investment bets as their costs decrease while fossil fuels oscillate over horizontal asymptotes (Figure 3).

With this data, it is clear that the energy transition conveniently points to the continuous growth of both renewable energy sources and the increasing need of efficient energy storage systems. In the next
section of this work an overall panorama of the most well-known modern energy storage systems will be further elaborated.
1.3. Energy storage methods

Energy storage systems can be categorized in chemical, electrical, electrochemical, mechanical, and thermal (Figure 4). Each method stores energy under different principles, respectively applied according to their operating conditions which results in their deployment in different situations.

![Figure 4 - Classification of energy storage methods](image)

1.3.1. Mechanical

Mechanical energy storage takes advantage of the kinetic and potential energy of solids and fluids to use the physical forces applied to them (like gravity or decompression) as basic working principles of charge and discharge. These systems are often associated with machines of many moving parts which require periodic maintenance to prevent the occurrence of possible damages and material degradation at short and long terms. In addition, mechanical systems are usually deployed in medium to large-scale dimensions, limiting their application to the proportional energy consumers. The most dominant mechanical storage technology is pumped hydro (also referred to as hydropower), consisting in the most significant method of energy storage in world, making up 96.2% of the worldwide storage capacity \(^5\). Its moving parts are few and limited to the turbines and pumps used in the water charge and discharge processes. Hydropower is a prime example of the scale that mechanical systems can successfully reach.

1.3.2. Thermal

Thermal energy storage saves energy in the form of heat, making use of the heat transfer phenomena to store and release the heat when necessary. This energy can take the form of sensible heat (changes in temperature, and thus, in the energy state) or latent heat (phase transformations that
involve greater amounts of heat transfer at constant temperature). These are ingenious systems used in house ambient and district heating and cooling applications (DHC) that go as far as supplying energy to entire villages and cities. Thermal energy storage is highly limited by the materials that are used as mediums of heat transfer. These materials degrade and lose thermal conduction properties over time. Therefore, the optimization and choosing of the heat transfer materials is often the fundamental factor for the efficient application of thermal energy systems.

1.3.3. Electrical

Electrical systems store energy in the form of electricity by manipulating the flow of charged particles in ionic fluids between the electrodes of a capacitor or through magnetic shifts in superconducting magnets. Due to the inherently low energy capacity of these electrical devices, their applications usually extend to small-scale dimensions and are accompanied with other energy storage devices with higher energy density. Nevertheless, these systems are among the most high-power systems in energy storage due to their incredible fast rates of charge and discharge, such is the case of capacitors which will be further explored in the upcoming sections of this work.

1.3.4. Chemical

Chemical energy storage systems store energy with endothermic reactions and discharge the respective energy with reversible exothermic reactions. In the great majority of cases, this charge/discharge system translates in the dissociation of a chemical compound followed by its respective synthesis. Chemical systems are very pertinent for long-term energy storage applications due to having almost no loss of energy throughout the storing period which is a consequent advantage of the fact of the energy being stored by the formation of chemical compounds that will not acquire or release energy unless put in the convenient conditions for the endothermic/exothermic reactions that create/break those important chemical bonds.

1.3.5. Electrochemical

Electrochemical energy storage systems, just like the name indicates, combine electrical and chemical processes that involve electrochemical reactions with electron transfer through conducting electrodes to store the energy. Unlike capacitors, electrochemical systems require an electrolyte and rely on redox reactions occurring in the bulk or at the surface of an electrode which depends on the application and the type of the device. These devices include batteries, ultra-batteries, and redox-based supercapacitors. It is extremely relevant for this work to fully understand the functioning of batteries and redox supercapacitors in order to acknowledge the advantages and disadvantages of each when it comes to develop highly versatile, powerful, and energetic electrochemical devices.
1.4. Electrochemical capacitors

1.4.1. Overview

Electrochemical capacitors (ECs), otherwise known as supercapacitors or ultracapacitors, are the strategic establishment of a complementary response between high-energy (batteries) and high-power density devices (capacitors). Neither batteries or capacitors are able to provide simultaneously large yields of energy while maintaining fast rates of charge and discharge. Conventional batteries can reach energy capacities around 100 Wh/kg, greatly surpassing conventional capacitors, but display much lower power density. Therefore, these two classes of devices are specialized in complementary applications where either energy or power densities are of utmost importance, batteries typically being used to store high quantities of energy while capacitors fill the needs in terms of power requirements. Nevertheless, a gap is left in the array of electrochemical applications as the two referenced extremes dominate the electrochemical energy storage field. This gap opens several investigation opportunities to create solutions between the battery and conventional capacitors. This raised the interest on different devices assemblies, included in the ECs family: the redox supercapacitor, the pseudocapacitors, the electrochemical double layer supercapacitors (EDLCs) and the hybrid devices (combine a battery type electrode with a supercapacitor type electrode) that can potentially translate into more versatile systems with increased energy density while providing good power capacity (Figure 5).

![Figure 5 - Ragone plot of power and energy densities of energy storage devices](image)

1.4.2. Work objectives

The perfect electrochemical energy storage device would be the one with very high energy and power densities with optimal parameters such as high operating lives and being constituted by environmentally friendly materials in compact architectures, exploring the best features of batteries and capacitors. This
research field is still evolving and there are important gaps of knowledge to be filled, namely in what concerns the type of materials and prediction of these devices’ response. This dissertation intends to provide a contribution to this important knowledge gap.

ECs can be viewed from different perspectives which depend on the device's assembly. Although hybrid devices are commonly referred to as supercapacitors, some authors (6) make pertinent distinctions when the behaviour is closer to the capacitor-like (the conventional electrochemical double layer - EDL) or to the battery-like behaviours, going as far as naming them as supercapacitors or supercapattery, respectively. This distinction limits the scope of the supercapacitor notion to the ones that are closer to the conventional EDL device.

ECs, and in particular pseudocapacitors, are widely studied not only for the fact they are ruled by different capacitance-inducing mechanisms but also due to their high-capacitance resulting from fast reversible redox reactions, further bridging the simple physical capacitance of pure EDLCs with the redox chemical processes that were traditionally associated to batteries. In short, understanding ECs is of upmost importance as they pose complex electrochemical responses amongst the systems for high power applications in energy storage. Depending on the charge storage mechanisms, ECs can be further divided in different types of systems which will be further elaborated in the next chapter – State of the art of supercapacitors. Studying the relationships and models that govern these highly capacitive devices has raised the relevance of different critical parameters, such as diffusion coefficients and porosity densities, which determine the electrochemical performance of the device. Furthermore, this understanding contributes to the efficient and sustaining optimization of ECs.

The intention of this work is to deliver an extensive state of the art about supercapacitors to further improve the theoretical and practical knowledge for electrochemical energy storage. Furthermore, special focus is given to the production and functionalization of pseudocapacitive nanofoam structures made of cobalt hydroxide. The work intends to better comprehend the routes for production of these materials and the mechanism governing their electrochemical response, by reviewing the current literature and conducting computational simulations (with MATLAB software) to predict the electrochemical response of this system.
2. State of the art: from capacitors to supercapacitors

2.1. Dielectric capacitors

2.1.1. Overview

The most conventional and simple capacitors are the dielectric capacitors which are often named according to the dielectric they are composed of (e.g. vacuum, glass, ceramic, and film capacitors). The assembly of dielectric capacitors consists of two metal electrodes (i.e. polarized or non-polarized, depending on the application) with surfaces opposite to each other, pressing the dielectric material between them. The electrodes are connected externally by a circuit that provides the energy source during charge and receives the stored energy throughout discharge, when the process is reversed. The dielectric is a material with polarizable molecules that face the charged electrodes with respective opposite charges. It is crucial for the dielectric to be an efficient insulator so no current flows through the media, staying stored electrostatically in the electrode’s surface (7).

The use of dielectric capacitors date to the 18th century when the storage effect was accidentally discovered by Ewald Georg von Kleist. The German physicist touched a wire immersed inside a glass jar of water which he held with his hand. Upon touching the wire, he received a powerful shock, experiencing first-hand the effect of a fully charged dielectric capacitor. What von Kleist did not realize before being shocked, was that the glass jar acted as a dielectric material while the water and his hand acted as conductors. By touching the wire, the physicist had closed the external circuit between the water and his hand holding the jar which discharged the static current that was presently stored. Later, Pieter van Musschenbroek created a device, based on the phenomenon discovered by von Kleist, named as Leiden Jar (Leiden being the German city where Musschenbroek conducted his research work) consisting in the first historical assembly of a dielectric capacitor (Figure 6).

Figure 6 - Leiden Jar and its working principle (image in the right from ref. (8))
2.1.2. Mechanism

Capacitors are one of the most trivial forms of electrical energy storage, with a very simple working principle. During the charging process an electric potential is applied by an external power source, creating the electrical field through the dielectric which consequently has its molecules polarized. Once the electric potential is removed, the charge is fully stored in the conductors. The capacitor remains charged until the circuit is connected again, resulting in its discharge. The dielectric is strictly necessary for the capacitor to maintain its load since any current flow between the electrodes will ultimately lead to its full discharge. In the figure presented below (Figure 7) a schematic of the three stages of charge of a dielectric capacitor is represented with the logical orientation of the polarizable dielectric molecules.

The energy yield of a capacitor is fairly limited by being a predominantly physical process, as no chemical reactions occur. Notwithstanding, where the electrostatic charge storage lacks in energy density gains in power capacity. These devices are able to charge and discharge at very high rates (a few milliseconds) sustaining power densities around 1 to 10 kW/kg, incredibly higher than conventional batteries. The total stored electric charge of a capacitor can be calculated using equation [1] that proportionally relates the stored energy and the potential window of the system with the capacitance of the device. The capacitance is defined as the amount of charge the capacitor can store when facing a certain applied electrical potential. Numerically, capacitance is the amount of stored charge per 1 V.

\[
\Delta Q = C \cdot \Delta \psi \tag{1}
\]

\(\Delta Q\) is the stored charge (coulombs, C), \(C\) is the capacitance (farad, F) and \(\Delta \psi\) is the potential window (volt, V). Thus, capacitance is used as a performance indicator when comparing different capacitors: higher the capacitance, higher the device’s ability to store more energy electrostatically. The capacitance
of the dielectric material is what ultimately defines the energy efficiency of the system and can be defined by the properties present in equation [2].

$$C = \varepsilon_0 \cdot \varepsilon_r \cdot \frac{S}{b}$$  \[2\]

$\varepsilon_0$ and $\varepsilon_r$ are the electrical relative permittivity of vacuum and dielectric material, respectively. $S$ is the surface area of the electrode metal plates and $b$ the thickness of the dielectric material. These properties are schematically represented in Figure 8.

2.1.3. Dielectric permittivity

According to equation [2], a good dielectric capacitor has a dielectric media with high permittivity, a good response to the polarization effect, a very thin thickness, and a big surface area. In the following figure several known dielectric materials are listed along with their relative permittivity (Figure 9).
2.1.4. Characterization

The pure electrostatic behaviour of a dielectric capacitor can be observed with cyclic voltammetry (CV), which is a potentiometry method that forces the device through at least two potential sweeps (forward and backward sweep) while measuring the intensity of the current. The shape of cyclic voltammograms (the respective curves obtained by CV) can indicate several details regarding the studied energy storage systems, more specifically, the type of mechanisms based on which the energy is stored by the devices. Dielectric capacitors are commonly recognized by their simplistic rectangular shaped curves (Figure 10), indicating the full capacitive property of the device and complete absence of chemical-derived processes.

![Figure 10 - Typical CV curve of a dielectric capacitor (vi is the initial potential, vf final potential)](image)

In electrochemical studies of capacitors, the voltammograms usually differ from the pure rectangular shaped curves due to the presence of other phenomena that occur in the interface of the electrode’s surface and the media’s bulk, often linked with different types of parasitic chemical reactions and diffusion mechanisms that rule the electrochemical systems. Nonetheless, as far as dielectric capacitors are concerned, the peak current value is achieved almost instantly as soon as the potential window starts to be swept, and drops in the same fashion when the sweep is inverted, thus indicating the almost instant charge and discharge rate of dielectric capacitors.

2.1.5. Applications

A common assembly of dielectric capacitors is usually the cylindrical geometry (Figure 11) where electrodes and dielectric materials are very thin, pressed against each other and rolled over a centre axis, forming the cylindrical format. This geometry and method of assembling a capacitor not only allows a very compact structure, and inexpensive shelling, but also a very high interface area, which, according
to equation [2], contributes to the higher capacitance of the device. This cylindrical layout is only one of several creative ways (Figure 12) to optimize the surface area and compactness of the capacitor.

Figure 11 - Common cylindrical architecture of a dielectric capacitor

![Common cylindrical architecture of a dielectric capacitor](image1)

Figure 12 - Different assemblies of conventional capacitors (9)

![Different assemblies of conventional capacitors](image2)

Even though capacitors considerably lack energy density, they can be used to store energy in electronic devices when batteries are being changed, keeping the device powered until the full-fledged energy source is re-established by the battery. They can also be used to rectify current fluctuations in systems where the possible release of electric sparks may happen, acting as absorbers and bypass pathways that preserve the life of electronic devices. The distance between electrode plates, or the presence of the dielectric material itself, changes the capacitance of the device, meaning capacitors can also be useful sensors and control-specific systems by simply manipulating those variables. An interesting case-study is the application of dielectric capacitors in airplanes, where they are used as weight or pressure sensors (Figure 13) with the variation of the distance between their electrodes, or, as fuel indicators (Figure 14) by using the fuel as a dielectric material.
Figure 13 - Dielectric capacitors as weight/pressure sensors

Figure 14 - Dielectric capacitors as fuel-meters
2.2. Electrolytic capacitors

2.2.1. Overview

Electrolytic capacitors store electrostatic charge just like dielectric capacitors. The fundamental working principle of these devices is that a metal electrode can be anodized with the objective of creating thin films of metal oxide at its surface, isolating the electrode. This process is an effective passivation of the metallic material which can be obtained by submitting the electrode to a very specific potential that allows the formation of oxygen in the anode and hydrogen in the cathode, thus, enabling the synthesis of a metal oxide adjacent to the electrode surface. The name of this capacitor results from the great similarity of the device’s layout to one of an electrolytic cell, where an electrolyte is pressed in the middle of two polarized electrodes. In Figure 15 is presented a scheme that displays the general structure of a positively charged anodized electrode.

![Figure 15 - Electrolytic capacitor (anodization)](image)

While conventional capacitors attempts to assemble devices with thin dielectric thickness while maintaining high surface area (as well as other optimization parameters like permittivity), electrolytic capacitors hold this concept to higher stakes as the anodization of the metal into metal oxide consists in very thin coatings of dielectric material, considerably improving the overall capacitance. The study and research around electrolytic capacitors attempt to investigate new metals and better operating conditions to improve the process of metal passivation. Once the anodization is complete, and thus the thin metal-oxide dielectric coating is formed, the charge mechanism of the electrolytic capacitor is very much the same as of the dielectric counterpart.

2.2.2. Anodization process

The anodization process begins by submitting the target electrode to a very specific voltage which favours oxidation reactions at the positive electrode (anode oxidation - anodization) and reduction in the
negative electrode, thereby defined as cathode. Reaction (I) is the formation of hydrogen in the cathode, which occurs due to the negative charge build-up at the respective electrode.

\[ 2\text{H}^+ + 2\text{e}^- \rightarrow \text{H}_2 \quad (I) \]

Simultaneously, the metal of the positive electrode is oxidized by the present hydroxide ions in solution, creating the anodized metal (II).

\[ \text{M} + n\text{H}_2\text{O} \rightarrow \text{MO}_n + n2\text{H}^+ + n2\text{e}^- \quad (II) \]

Where M is the exposed metal material of the electrode and n the stoichiometric number of water molecules necessary for the anodization to proceed. Reaction (II) is the overall sum of three reactions that occur in the anode. A prime example of an anodization process is the formation of anodic aluminium oxides (AAO) whose formation reactions are represented by reactions (III) and (IV) summed up by the overall reaction (V), which is analogous to (II).

\[ \text{Al} \rightarrow \text{Al}^{3+} + 3\text{e}^- \quad (III) \]

\[ 2\text{Al}^{3+} + 30\text{H}^- \rightarrow \text{Al}_2\text{O}_3 + 3\text{H}^+ \quad (IV) \]

\[ 2\text{Al} + 3\text{H}_2\text{O} \rightarrow \text{Al}_2\text{O}_3 + 6\text{H}^+ + 6\text{e}^- \quad (V) \]

The anodization process is often referred to as passivation due to the non-reactive properties of the resulting oxides. What ultimately sets passivation different from a corrosion process (also enabled by metal oxidation) are the potential and alkalinity conditions upon which the oxidation occurs. These conditions can be studied by a Pourbaix diagram (Figure 16) which represents the regions and boundaries at which different forms of a metal oxide exist in a certain metal-solution pair system.

![Figure 16 - Schematic format of the Pourbaix diagram of a metal-solution system](image-url)
The passivation of a metal is a well-known technique with several different applications. Among the most studied materials is aluminium (10-12), magnesium (13-15), niobium (16-18), and titanium (19-21). The applications and focus of these investigations range from metal coating for biomedical applications, corrosion protection, synthesis of porous films, metal self-colouring, and, evidently, energy storage.
2.3. Electrochemical double-layer capacitors

2.3.1. Overview

Named after the double-layer effect first described by Helmholtz, electrochemical double-layer capacitors (EDLCs) are a type of supercapacitors that store energy electrostatically through the reversible adsorption of electrolyte ions at the electrode’s surface. EDLCs differ from conventional capacitors due to the local polarization of the electrolyte’s ions and the consequent formation of the double-layer planes \(^{(22)}\). The double-layer is a complex molecular phenomenon that several different models have attempted to describe by understanding the behaviour of the electrolyte’s components and their realistic interactions with the electrode’s surface. The development of these models is a continuation of the conclusions of the first theories concerning the double-layer, attempting to answer the present flaws and deviations from reality the best way possible by formulating new assumptions and considerations regarding the properties of the electrolyte’s components.

2.3.2. Helmholtz model

The separation of charges was first discovered by Hermann von Helmholtz who observed the creation of a layered interface between electrodes’ surface and electrolyte bulk phase. Helmholtz developed the understanding that ions of the opposite charge simply neutralize the counter charge at a distance \(d\) which is the distance from the ion’s centre to the surface of the electrode of opposite polarity to the ions. The layer defined by \(d\) is classically named as the Helmholtz layer which separates solid phase (electrode) from the electrolyte’s bulk. Figure 17 schematically represents the Helmholtz model.

The separation of charges that results from the ion neutralization represents a local case of dielectric capacitance as charge is stored electrostatically within the Helmholtz layer. This created a potential gradient between the electrode’s surface and the ions, \(\psi_0\) being the electrode’s potential and \(\psi\) the potential across the Helmholtz layer. Therefore, equation [2] can be applied to quantify the layer’s capacitance. This compact counter-ion model is considered to be rigid as it does not accurately describe the reality of the double-layer, disregarding the effects of other components in the diffuse layer and the existence of adsorption processes at the surface of the charged conductor. It is also important to refer that the ions are in a solvent-rich phase that should be pertinently considered in order to optimize the double-layer model as the presence of solvent molecules should increasingly affect the thickness of the Helmholtz layer \(d\), and, consequently, the layer’s capacitance. The Helmholtz model is thereby a
highly simplistic theory that was set as a primary approach towards the complex phenomena that is the double-layer. The following theories that try to explain the EDL will consider other essential parameters and system properties that overall improve the layer’s theoretical approximation with nature’s behaviour.

2.3.3. Gouy-Chapman model

Gouy and Chapman state that the potential between the electrode’s surface and the ion’s counter-charge is not entirely accurate with the dielectric capacitor model, admitted by Helmholtz, but rather in line with the diffusion of the solvated ions that diffuse towards the electrode surface. While the model admits that the electrode charge is neutralized with ions of the opposite charge, it also suggests that the counterions, present within the diffuse layer (name hereby given to the double-layer), diffuse through the electrolyte according to their kinetic energy, setting the double-layer thickness through an assumed Boltzmann distribution [3].

\[ p = e^{E/(kT)} \]  

\[ p \] is the probability of a state of energy \( E \) at temperature \( T \) occurring and \( k \) is Boltzmann constant. Figure 18 represents the diffuse layer suggested by Gouy-Chapman model, explicitly stating that the potential varies exponentially like the Boltzmann distribution mathematically defines.

According to the Helmholtz model, the only pertinent layer is defined by the approximated distance from the ion’s centre to the charged conductor’s surface. However, Gouy-Chapman model states that
the diffuse layer can be mathematically calculated by integrating the expression that results from the combination of Boltzmann distribution, adapted in the form of equation [4], with Poisson’s equation of electric surface potential [5].

\[ n_i(x) = n_0 e^{E/(kT)} \]  \[ \text{[4]} \]

\[ \varepsilon_r \varepsilon_0 \frac{d^2 \psi(x)}{dx^2} = -\rho_i(x) \]  \[ \text{[5]} \]

\( n_i(x) \) is the molar concentration of component \( i \) at \( x \) distance from the electrode surface, \( n_0 \) is the molar bulk concentration and \( \varepsilon_r \) is the relative permittivity of the electrolyte. The energy \( (E) \) can explicitly highlight the valency and potential of its state with:

\[ E = -z_i e \psi(x) \]  \[ \text{[6]} \]

where \( z_i \) is the ion’s valency and \( e \) is the charge of a proton. In equation [5], \( \rho_i(x) \) is the charge density at distance \( x \) and can be defined with the following expression:[8]

\[ \rho_i(x) = \sum_i n_i(x)z_i e \]  \[ \text{[7]} \]

Equation [8] can be obtained by combining equations [4], [5] and [7], finally creating evidence of a relationship between the thickness of the diffuse layer, the valency, and the concentration.

\[ \varepsilon_r \varepsilon_0 \frac{d^2 \psi(x)}{dx^2} = -\sum_i n_i(x)z_i e \]  \[ \text{[8]} \]

According to equation [8], the distance (thickness) from the diffuse layer to the electrode surface increases with the valency and concentration of the ions in the electrolyte. In fact, according to literature [24], this model deviates from reality when applied to cases with highly charged double layers where the thickness of the layers is greater than the thickness calculated from integrating equation [8], revealing a fundamental limitation in the Gouy-Chapman model.

### 2.3.4. Gouy-Chapman-Stern model

Another limitation in the Gouy-Chapman model is that it does not consider the size of the ions as a resisting factor in their approach towards the surface of the electrode. It approximates every component as point charges [24] only limited by their kinetic energy during diffusion. Stern’s modification of this model states that the Helmholtz notion of a primary layer is incomplete, and that Gouy-Chapman diffuse layer does not apply as close to the surface as it claims. This model thereby assumes the existence of specific adsorption of ions between the immediate counterions in the charged electrode, explaining that between the counterions and the diffuse layer rests two planes defined by the opposite charged ions. Taking the example of a positively charged electrode, this model theorizes that the negative ions that neutralize its charge (specific adsorption) define the inner Helmholtz plane (IHP) while the non-specifically adsorbed solvated ions define the outer Helmholtz plane (OHP). The distance from the electrode surface to the OHP is thereby named as the Stern layer and sets a much more realistic dielectric-like behaviour before
the diffuse layer of Gouy-Chapman model is established. Gouy-Chapman-Stern model (Figure 19) answers the limitation of the unreliability of the previous theory regarding highly charged double layers as it further pushes the boundary of the diffuse layer away from the surface of the electrode. Gouy-Chapman-Stern model combines the two previously presented models into one. Note that the distance from the electrode surface to the IHP is the Helmholtz layer.

![Figure 19 - Gouy-Chapman-Stern model](image)

### 2.3.5. Modern adaptations of classical theories

These classical theories of EDL are based in qualitative premises, lacking the quantitative understanding of the double layer effect. Nevertheless, these models have established the necessary foundations that allowed the development of new modern theories which attempt to answer the inaccuracies of the classical models. Huang et al. made a thorough review of the classical and modern models alike, exposing the important factors considered by some and neglected by others. Among the considerable deviations, one of vital factors noted by literature, that remain unspecified by classical models, is the porosity effect in the electrode’s surface. Porosity considerably alters the relationship between capacitance and surface area in a non-linear manner, unlike Helmholtz ideals assumed by equation [2]. These 3D structures will be further explored in the following section about pseudocapacitors, yet, it is important to expose the consequences of surface curvature and electrode porosity in the behaviour of EDL in electrochemical capacitors.

In a given active material, specific surface area (SSA) increases with the degree of porosity. Equation [2] states that the capacitance varies linearly with the area, which is inaccurate with nature. Dimensions like pore volume and depth must be included in EDL capacitance models for porous
electrodes. Considering the case of cylindrical pores, Huang et al. further exposes modifications with equation [9].

\[ C = \frac{2\pi \varepsilon_r \varepsilon_0 L}{\ln (B/A)} \]  

This equation includes parameters \( A \) and \( B \) which are geometrical length variables of the cylindrical volume of Figure 20, while \( L \) is the depth of the pore which cannot be visible in the figure due to the absence of the depth dimension in the 2D representation.

\[ C_S = \frac{\varepsilon_r \varepsilon_0}{B \ln (B/(B-d))} \]

\( d \) is the distance of the counterions from the electrode surface (length of IHP). In the same paper, equation [10] was adapted to the nanopore scale in the form of equation [11], where \( A_0 \) is the radius of the ion, thus assuming that the distance of the ion’s centre to the electrode’s surface is its own radius.

\[ C_S = \frac{\varepsilon_r \varepsilon_0}{B \ln (B/A_0)} \]

By data fitting equations [10] and [11], Huang et al. demonstrated that these equations fit experimental values with remarkable accuracy thus concluding the crucial relationship between pore volume and EDLC capacitance. Several other capacitor properties are expected to affect EDLCs behaviour, porosity being a fundamental one. However, quantitatively depicting the double layer effect remains a challenge. (25)
2.3.6. Electrode carbon-based materials

Carbon-based materials are the prime materials used to assemble EDLC electrodes. They are inexpensive products with very high specific surface areas (from 1000 to 3000 m²/g) resulting in highly capacitive electrochemical responses. As carbon is a highly versatile material, and easy to manipulate, several different nanostructures can be synthesized with this element as well as further treatments and activation methods can transform carbon structures into more electrochemically enabling materials like activated carbon (AC), carbide derived carbons (CDC), carbon nanotubes (CNT) and graphene (26). These different forms of carbon will be described below.

Activated carbons (AC)

ACs are amorphous carbons of very high surface area. They are synthesized through physical and/or chemical methods that convert natural precursors into elementary carbon powders with interesting properties that are considerably appealing for electrochemical and catalytic engineering applications. The production of ACs is referred to as an accessible and simple synthesis procedure of rewarding outcome which is self-evident in the fact that activated carbons are the most used choice in EDLC electrodes despite the existence of better performing carbon-based materials. The synthesis of ACs usually comprises a carbonization step (physical activation) followed by an oxidizing treatment (chemical activation). The physical process of carbonization consists in the combustion of a carbon-rich precursor at high temperatures (600 – 900 ºC) under an inert atmosphere (e.g. under N₂). The product of carbonization, and its quality, are influenced by the operating conditions of the process like temperature and carbonization time. Afterwards, chemical activation can be conducted to optimize the pore size distribution of the AC by extending the porous volume and surface area of the nanostructure. This is accomplished through redox reactions between the carbonized material and oxidizing agents such as bases and acids (e.g. KOH, H₂SO₄, alkalis, and carbonates) (27). Temperature, treatment time, and oxidant concentration are some of the most studied operating conditions used to optimize the pore sizes and to adjust the density of more uniform micro/mesopore-sized frameworks that result in different electrochemical properties which are consequently dependent of the associated electrolytes and current/potential settings imposed in the AC electrode. The effect that physical and chemical activation processes have in the end-product’s properties are well known for decades (28) as chemical activation allows for a more effective and desirable pore size distribution than purely physical activation. However, even though chemical activation manages to create a high surface area within a porous framework, the pore size distribution is mostly broad and rarely able to be further optimized. This lack of consecutive optimization opportunities is a known drawback of AC synthesis. The AC precursors can be obtained from a wide range of natural materials. Recently, the focus on precursors based on biomass raw materials such as grapefruit, rice husk, straw, aloe vera, fruit skins, eucalyptus-bark, soya, among others (29) have attracted large interest. To produce activated carbon, the raw biomass material must be
subject to the activation processes. A general overview of AC production processes can be seen in Figure 21.

Figure 21 - Synthesis of activated carbon

Carbide derived carbons (CDC)

As the name reveals, these carbons are obtained from carbide precursors (materials composed of carbon and a metal). CDCs are created by removing metals from a carbide’s lattice (Figure 22) through thermal and chemical extractions. The most used carbide precursors are usually composed of tungsten, zirconium, silicon, and titanium. When combined with carbon, these metals (and semi-metals) form interesting lattice conformations which allow different porous structures to be created from carbides (30).

Figure 22 - 2D structure of Ti and Si carbide lattices

The metal extraction can vary in depth as the transformation process is able to define the intended percentage of removed metal from the carbon framework. This allows an accurate tune of functional groups at the structure’s surface for improved electrochemical behaviour (31). Usually, the processes that convert carbides into carbons consist of chemical treatments with halogens (e.g. chlorination) and physical treatments under vacuum (e.g. vacuum decomposition). These are often executed under very
high temperatures (300 – 1200 °C) which weakens the bonds between the metal and the carbon in the bulk of the carbide. Halogen treatment is usually performed via chlorination due to the high reactivity of chlorine with metals. The process consists in the dissociation of the metal from the carbon framework by reacting with chlorine and consecutively extracting the metal in its chlorinated form. This reaction transforms the carbide into a metal free lattice of whichever degree of extraction intended which can be appropriately manipulated due to the linear kinetic behaviour of the chlorination step (31). Reaction (VI) summarizes the halogenic treatment.

\[ \text{MC}_{(s)} + n\text{Cl}_2(g) \rightarrow \text{M(Cl}_2)_n(g) + \text{C}_{(s)} \]  

(VI)

\( M \) is the metal present in the original carbide, \( \text{MC} \). The metal is evaporated during this process in its chlorinated form of \( \text{M(Cl}_2)_n \) while the lattice remains carbonic, \( \text{C}_{(s)} \) (the CDC). It is long known that the formation of CDCs is linearly dependant of the kinetics of reaction (VI) with conclusions obtained in 1960 by Kirillova et al. in whose work was observed the thickness of produced CDC varying linearly with time, allowing the previously mentioned tuning of appealing accuracy (32). Despite the chlorine treatment deeply affecting the conformation of the carbide lattice during the metal extraction, literature has often observed that CDCs maintain the shape of their original carbide lattices (33). This shape stability is still not entirely understood. Regardless, this shape stability has created an incredible opportunity in the production of carbon-based electrodes for energy storage due to the possibility of fine-tuning the porosity by simple adjustments of kinetic and thermal nature, resulting in carbons with surface areas among the highest in the field (up to 3000 m\(^2\)/g).

Vacuum decomposition is a method of metal extraction at high temperatures (above 1200 °C) under vacuum. The working principle is based around the high fusion and boiling points of carbons when compared to the lower volatility of metals. In this process, simple melting and evaporation of the metal atoms is conducted, separating the metal from the carbon (VII).

\[ \text{MC}_{(s)} \rightarrow \text{M}_{(g)} + \text{C}_{(s)} \]  

(VII)

The use of high temperatures also boosts the conformational ordering of carbon nanostructures. Therefore, more complex and ordered pore conformations can be achieved from vacuum decomposition, such as CNTs and graphene. It is also to be noted that, unlike halogen treatment, this process does not involve the insertion of alien molecules in the carbide lattice, thus avoiding the presence of residual material within the final carbon structure, contributing to the purity and uniformity of the pore distribution in the final carbon material.
**Carbon nanotubes (CNT)**

Carbon nanotubes are another creative set of materials that illustrates how the transformation of simpler carbon-based precursors, like hydrocarbons, can result in complex and peculiar nanostructures. CNTs are hollowed carbon nanocylinders structured perpendicularly to a metal conductor, giving rise to a valuable accessible surface area with high conductivity. They are usually classified by the layer density of the nanotubes: single-wall CNTs (SWCNTs) and multi-wall CNTs (MWCNTs). Due to the preparation of CNTs being highly dependent on the growth control of carbon's crystalline order, the purity of the carbon directly influences the morphology of the synthesized nanotubes and consequently affects the specific capacitance of electrodes. The well-ordered structures allow the conjugation of CNTs with other materials (through coating or other functionalization processes as shown in Figure 23) that increase the energy density of the system. Such is the case of pseudocapacitive materials like composites of metal oxides and polymers (34). Pseudocapacitance will be a subject extensively covered in the next section when overviewing the working principles of pseudocapacitors.

![Figure 23 - Schematic of CNT coating (e.g. electrodeposition) with a pseudocapacitive material](image)

The electrochemical behaviour of CNTs can be optimized by further chemical treatment with redox agents. Such strategy has been reported in MWCNTs which displayed higher specific areas when treated with nitric acid. CNT powders have also been observed with improved specific capacitances after being oxidized (35).

**Graphene**

Graphene is a pure carbon structure where each carbon bonds with three other carbon atoms, creating a hexagonal mesh monolayer (Figure 24). Graphene has the record of being both the thinnest and strongest material ever measured in materials science (36). These two properties of graphene gave inherent value and research interest to this carbon-based material.
Being a monolayer of atomic thickness (diameter of a carbon atom), graphene properties are very pertinent in electrochemistry. Moreover, its high thermal and electric conductivity, great high surface area (~2630 m²/g, close to the usual ranges of activated carbon), and the ability for its 2D conformation favours to be manipulated into other carbon nanostructures. The preparation of graphene is a very delicate process. Any unwanted stacking of graphene sheets results in the irreversible formation of graphite: a bulk material composed of several bonded graphene layers that lacks the wanted and targeted properties of the isolated monolayer of graphene. Synthesis methods of graphene can be physical (mechanical exfoliation) or chemical (chemical vapor deposition, CDV) the latter one being significantly more used for graphene mass-production. Mechanical exfoliation consists in highly ordered graphite being peeled by a glue tape that is sensible enough to specifically peel a single carbon monolayer, thus extracting graphene. Thermal treatments are usually needed in order to purify the removed graphene from glue residues that may affect the properties of the monolayer (37). This process for graphene extraction is represented in Figure 25.
Chemical vapor deposition (CVD) is a chemical pathway of synthesising graphene. It comprises of decomposing a hydrocarbon gas in a pre-annealed (900 – 1000 °C) transition-metal film, which is then cooled, enabling the diffusion of the dissolved carbon atoms through the film and into the surface where they bind and form graphene\(^{38,39}\). The process is schematically represented in Figure 26.

Several studies in literature\(^{40-42}\), are dedicated to reach record performing graphene electrodes by chemically treating graphene monolayers with reducing and oxidizing reactions. In a very recent study, Le Fevre et al. made an experimental comparison between different types of graphene electrodes like reduced graphene (rG), reduced graphene-oxide (rGO), graphene nanoribbons (GNR), among others\(^{42}\). The study reached the conclusion that reduced forms of graphene presented very high specific capacitances (~153 F/g for rG and ~119 F/g for rGO) when compared to the highest performing form of pure graphene (~44 F/g for anodic electrochemically exfoliated graphene – AEEC). The specific capacitance improvement of these graphene materials is believed to be result of the pseudocapacitive contribution of oxygen groups in the graphene framework, a contribution which will be further reviewed in this work's - pseudocapacitors section. Chemical optimizations such as these come with drawbacks related to the inherent insertion of new functional groups in the graphene monolayer. Degradation issues after galvanostatic tests and resistive losses are some of the reported disadvantages. Nevertheless, redox treatments of graphene can further be improved with other engineering pathways (like the addition of CNTs in the graphene structure).

Overall, it can be concluded that comparing carbon-based materials is not a straight-forward task. Each one of these electrodes differ in shape, synthesis pathways, and influencing factors in the electrochemical response of supercapacitors. But the true challenge of rating these materials lies in the ingenious, and, ultimately, almost infinite ways that carbon electrodes can be optimized by simple associations with other compounds, and sometimes, with other forms of carbon (e.g. graphene-CNT electrodes). Therefore, the present literature is overwhelmed with research studies that cover many specific types of carbons, which makes them too unique for a one-dimensional evaluation to state that one is better than the other. In their work, González et al. provided an extensive review of carbon-based electrodes and reported the most interesting values achieved by several studies\(^{24}\).
represents the minimum and maximum values of important properties for three carbon-based materials when used for electrochemical energy storage applications.

![Graphene, ACs, CNTs properties comparison graph]

It can be immediately observed that the performance ranges of carbon materials are wide enough to actually include the ranges of another materials (as it happens with the energy densities of graphene and ACs), hence exposing how subjective comparisons like these can be when several pathways of optimization are available for carbon electrodes. Note that these properties often suggest the challenges the synthesis of certain materials are subject to, such is the case of the low maximum of graphene’s SSA which may be related to the difficulty of graphene’s synthesis.

Nevertheless, promising carbon materials and, in particular, their composites with certain metal compounds, are widening the prospects for new generations of electrode materials: the hybrid electrode. This ultimately reaches the goal of supercapacitors research field of building a broad alternative that fills the gap between capacitors and batteries by increasing their applications and improving the knowledge of what defines the electrochemical behaviour.
2.4. Pseudocapacitors

2.4.1. Faradaic and non-faradaic processes

Unlike EDLCs, pseudocapacitors are faradaic electrochemical devices that store energy via highly reversible and fast redox-based reaction mechanisms that contribute to higher energy density without greatly compromising fast charge/discharge rates. In order to fully understand pseudocapacitors, and their distinctive features when compared to conventional EDLCs supercapacitors, it is important to make the convenient distinction between faradaic and non-faradaic processes. These two concepts derive from the validity of Faraday's laws of electrolysis in the interface between an electrode and an adjacent electrolyte phase, labelling the behaviour and movement of charge and chemical components involved in the energy storage process. Faraday's laws state that the composition of a material in the electrode-electrolyte interface is directly proportional to the amount of electricity passed. Equation [12] is the mathematical definition of this statement, where \( m \) is the mass of generated material in the electrode, \( Q \) is the total electric charge, \( M \) the molar mass of the material, \( F \) Faraday's constant and \( z \) the valency of the material.

\[
m = \frac{QM}{Fz} \tag{12}
\]

Despite the simple mathematical definition, labelling a process as faradaic may not be as straightforward as expected. The dominant (and classical) criterion present in literature defines the faradaic process as the one that involves charge transfer processes, while a non-faradaic process occurs when the charge stays electrostatically stored at the electrode surface. However, according to some authors, the exact meaning of these definitions is not so simple regarding what the charge transfer phenomena actually consists of. When taken literally, the term charge transfer can represent very different systems. In their work, Biesheuvel and Dykstra gave pertinent examples of charge transfer phenomena occurring in both faradaic and non-faradaic systems while providing a very interesting critical discussion of these processes. Whenever ions diffuse from an electrolyte phase, the external circuit compensates the ionic charge by moving electrons to the electrode phase, maintaining the interface neutrally charged, which occurs in redox reactions and adsorption processes alike. This notion of charge transfer starts off by assuming that any kind of local charge displacement consists of a charge transfer phenomenon. However, as seen in the bulk of electrochemical literature, charge transfer is mostly referred to situations where redox reactions occur, and electrons are respectively transferred. Still, considering the topic at hand, it is important to dwell on the exact meaning and defining traits of faradaic and non-faradaic processes if a comprehensive understanding of pseudocapacitive electrodes is to be conducted.

During charging and discharging sequences, electrons flow in and out of an external circuit to the electrode materials. Consequent to this electron transfer, charged species diffuse in and out of an electrolyte to the electronegative material. Once the polarized components (electrons and charged species) meet at the electrode-electrolyte interface, both faradaic and/or non-faradaic process may occur depending of the system's thermodynamic and kinetic properties. Biesheuvel and Dykstra
analysed the factors that differentiate faradaic from non-faradaic processes by considering the presence of the movement of charged species, and the location of the electrode-electrolyte interface. It is a long and profound discussion that goes beyond the objective aimed in this work. Therefore, it is hereby assumed that a faradaic process is one where any redox reaction occurs at the electrode-electrolyte interface. By opposition, a non-faradaic process is one that separation of charge (electrons in electrode side and cations in Helmholtz layer) in the electrode-electrolyte interface occurs as a result of the EDL phenomena (electrostatic storage). The comparison between both processes is schematically represented in Figure 28.

Figure 28 - Main difference between faradaic and non-faradaic processes

Situations and cases that involve highly segmented nanostructures (such as highly porous electrode materials) which make it difficult to outline the electrode-electrolyte interface and often involve solid-state diffusion (Figure 29) must be classified according to the processes that occur in the deepest interface accessible by the charged species.

Figure 29 - Solid state diffusion in electrodes
This is also the case of intercalation processes where ions diffuse through a solid-state layered media and react in an interface between the electrode bulk and the electrode surface. During intercalation, the interface between the electrode and the electrolyte does not establish the conditions for a faradaic process to occur as a macroscopic analysis observes cations getting in and out of the electrode while the redox reaction occurs in its bulk.

2.4.2. Pseudocapacitance mechanisms

The battery-like features (i.e. charge transfer) of pseudocapacitors have origin in the fast-reversible redox reactions that take place in the surface or near-surface regions of the active material. Pseudocapacitance is the term that refers to the faradaic processes encompassed by this charge storage system. Depending on the properties of the electrode material, pseudocapacitance can be expressed as inherently intrinsic or extrinsic. Intrinsic pseudocapacitance is exhibited in a broad spectrum of morphologic conditions showcasing the same electrochemical pseudocapacitive behaviour regardless of the structure of the material. Extrinsic pseudocapacitance, contrary to the intrinsic one, manifests itself differently with the morphology of the active material as its behaviour is not the same in crystal conditions as it is in layered/porous structures. It is important to understand whether the pseudocapacitive behaviour of a material is intrinsic or extrinsic in order to efficiently optimize the electrochemical response to the intended goal values. There is no interest in trying to optimize the active material of an electrode through structural modifications (e.g. increasing porosity or tuning layers) if the pseudocapacitance mechanisms are purely intrinsic. There are three known mechanisms that create different pseudocapacitance behaviours: fast reversible redox reactions, intercalation processes, and underpotential deposition (Figure 30).

![Figure 30 - Pseudocapacitive mechanisms](image-url)
Each pseudocapacitive mechanism will be thoroughly explained in the upcoming sections, with special attention given to their energy storage capabilities, which are more relevant in redox and intercalation mechanisms.

**Redox pseudocapacitance**

What characterizes pseudocapacitors the most is their redox-like feature responsible for the high energy capacity at fast rechargeable rates. While batteries are full-fledged faradaic devices that store energy through redox bulk reactions involving the diffusion of ions through a solid-state electrode phase, thus allowing them to store great energy yields at the expense of the diffusion controlled low-power density, pseudocapacitors manage to hold redox reactions while maintaining an approximated rectangular-shaped CV, similar to their EDLC counterparts (Figure 31).

![Figure 31 - Typical CV curve shapes of supercapacitors and batteries](image)

The close proximity of EDLCs and pseudocapacitors CV curves suggests that the faradaic processes that occur in pseudocapacitors are not diffusion controlled (else the fast charge/discharge rates would not be as high) but rather based in surface or near-surface areas of the active material. Therefore, the faradaic processes in pseudocapacitors consist of surface, or near-surface, fast reversible redox reactions. With these reactions occurring at the surface, the SSA is one of the most important factors liable to the optimization of the electrochemical response. This is where the creative combination of pseudocapacitive materials (e.g. metal oxides) with interesting 3D nanostructures takes place as seen before with CNTs in Figure 23.

The charge redox mechanism of pseudocapacitors is very similar to the one of batteries. During the charge process an external power supply injects electrons in the circuit forcing the current to flow from the positive to the negative electrode. The electronic density in the negative electrode attracts the cations from the electrolyte to be reduced in the electrode's active material. The most used and studied
Pseudocapacitive materials are transition metal oxides (TMOs) which participate in the redox reactions by reacting with the electrolyte’s protons (VIII) or eventually other ions.

\[
\text{MO} + \text{nH}^+ + \text{n}e^- \leftrightarrow \text{MOH}_n \tag{VIII}
\]

MO being the metal oxide and MOHₙ its reduced form. During the discharge process, the inverse reaction occurs as the electrode surface is oxidized, releasing protons to the electrolyte while electrons are transferred to the external circuit. The process of opposite polarization can also occur, in which case, the pseudocapacitive material acts as a positive electrode in a basic solution where anions (e.g. OH⁻) will participate in the reaction (IX).

\[
\text{MOH}_x + \text{nOH}^- \leftrightarrow \text{MOH}_{(x-n)} + \text{nH}_2\text{O} + \text{n}e^- \tag{IX}
\]

Both pseudocapacitive redox mechanisms with TMOs are represented in Figure 32.

**Intercalation pseudocapacitance**

Intercalation pseudocapacitance is the insertion of ions (e.g. Li⁺, Na⁺, H⁺) through layered nanostructures of an electrode. These ions react and provide an electron transfer across a solid-state interface within the active material. It is a case of a redox reaction occurring through a solid-state diffusion. During discharge, the opposite process occurs where the de-intercalation of the ions takes place after receiving the transferred electrons from the collector. This process requires a well-defined two-dimensional layered structure and large inter-layer spacing in order to enable the intercalation of ions within the active material (45). Furthermore, intercalation pseudocapacitance allows the faradaic process to occur without phase changes in the crystalline structure which prolongs its cycling life at fast
charge/discharge rates, and, consequently, lowers its rates of degradation \(^{(46)}\). The generic reaction of this process, between a substrate and a cation, is represented by reaction (X).

\[
S + nA^+ + ne^- \rightarrow A_nS
\]  

(X)

Where \(S\) represents a layered substrate, \(A^+\) the electrolyte cations and \(n\) the number of exchanged electrons during the reaction. Figure 33 shows a simple representation of the relationship between the ions and the active material.

Figure 33 - Intercalation pseudocapacitance

Only certain transition metals are known to permit the preparation of the layered structures needed for pseudocapacitive intercalation to occur. The three most studied metals are molybdenum \(^{(47-49)}\), vanadium \(^{(50-52)}\), and tungsten \(^{(53-55)}\), with some other studies covering titanium \(^{(56)}\) and niobium \(^{(57)}\). The focus and interest in these transition metals comes from their high oxidation states which allows the formation of stable oxides that consequently result in weaker interactions of their oxygens with other adjacent transition metals. This weaker bonding promoted between the transition metal facilitates the formation of layers with convenient inter-spacing, creating openings that favour the intercalation of cations \(^{(58)}\).

**Underpotential deposition pseudocapacitance**

As the name reveals, this pseudocapacitive mechanism relies on the deposition of a certain metal over another, under its own equilibrium potential. The metal onto which the deposition occurs, the substrate, serves as an inert support for interesting active materials. Reaction (XI) is a generalized form that represents the deposition (adsorption) of a metal cation \(M^+\) onto a metal substrate \(S\).
\[ S + nM^+ + ne^- \leftrightarrow S_n M_{(ads)} \]  

Underpotential deposition translates into a highly promising method for substrate coating that allows the manipulation of substrate morphology without needing the direct synthesis of 3D structures of the active material itself, not only saving the quantity of active material needed for the system but also allowing the creation of other structures that might have not been initially possible with the active material alone. An overall schematic of the monolayer formation onto a metal substrate can be observed in Figure 34.

The study of UPD is mostly aimed towards the functionalization of electrode surfaces and optimization of the least quantity needed of a certain active material for the electrochemical behaviour to occur, rather than focusing on its role in pseudocapacitive energy storage. Known factors that are usually optimized in underpotential deposition studies are: deposition temperature and potential, crystallographic orientation, type and concentration of anions, nucleation, and grain growth \(^{(59)}\).
2.4.3. Pseudocapacitive electrode materials

Among extrinsic factors such as the nanostructure of electrode materials, it is of utmost importance to understand which materials have intrinsic pseudocapacitance value. Electrode materials research can be divided between the study of nanostructures and composites. Optimizing nanostructures involves the improvement of morphological parameters such as surface area, active sites, and diffusion pathways that highly influence the ions’ behaviour in relation to the electrode material, whereas in composites, the research aims at the optimization of electrical conductivity and structural stability (60). Following next, a review will focus in the materials that exhibit the best properties when used in electrochemical devices: the metal oxides/hydroxides (MOHs).

MOHs are materials of high specific capacitance and electrical conductivity. A wide variety of these metals has been studied in the past decade, the most well-known metals used in electrodes being Ru, Ir, Mn, Ni, Co, Sn, V and Mo (24). The evaluation of MOHs intrinsic pseudocapacitance cannot be completed if the metal costs are not taken into consideration. Ruthenium oxides (RuO$_x$), for example, remain heavily studied due to their amazing electrical conductivity, and in fact, RuO$_x$ are believed to be the very first redox pseudocapacitive materials in which rectangular-shaped CV curves have been observed, similarly to capacitors (6). However, Ru is an expensive metal and, thus, the research has evolved into MOHs based in cheaper metals like Mn, Ni and Co. In his work (61), Yi et al. compared the theoretical capacitances of several metal oxides (Figure 35) which assists in understanding and predicting their remarkable energy storage when used as electrode materials, more than carbon EDLCs whose capacitances are usually ranged around 100 – 300 F/g.

![Figure 35 - Theoretical capacitance of different metal oxides (61)](image)

Comparably to battery electrodes, using these metals alone results in morphological challenges as they shrink and swell during the extension of their cycle lives. This is a consequence of the redox
reactions that occur across the active material, reactions (VIII) and (IX), that gradually contribute to the damage of active sites of MOHs nanostructures. This electrode shrinking and swelling compromises the devices ability to store faradaic energy and is considerably common in batteries since the charge process is diffusion-controlled within the bulk of the electrode. Having pseudocapacitive materials exhibiting this hazard behaviour defeats the point of creating a pseudocapacitor altogether if the power and cycling performances are to be as limited as in batteries. Therefore, it is crucial to combine the highly valuable kinetics of MOHs with structurally stable carbon-based materials, like CNTs (as previously seen in Figure 23).

Metal oxides (MOs)

The high capacitance observed in metal oxides is a consequence of the multiple oxidation states that these metals exhibit during proton exchange, which, alongside the fact these redox processes occur in the surface and/or near-surface electrode regions, greatly facilitates ion adsorption (22). Figure 35 also presents an interesting observation regarding the materials themselves: the most inexpensive metal oxides (nickel and cobalt oxides) exhibit the highest theoretical capacitances. This observation is present in the work (34) of Fisher et al. as well, who also compared the specific capacitances of different metal oxides (Figure 36).

![Figure 36 - Specific capacitance of different metal oxides (34)](image)

It is clear from the comparison made by Fisher et al. that ruthenium, cobalt, and nickel oxides are the metal oxides with highest reported capacitance, and hence, the most interesting to explore. To further support the observations made by Fisher et al. (2013), and to better understand the effect that different composite-combinations may result in the capacitance of MOs, a review in this work has been made dedicated to the comparison of multiple capacitance studies of ruthenium, cobalt and nickel oxide
electrodes (Figure 37) with the objective of providing a newer and more diverse insight including the latest articles in the metal oxides (MOs).

As it is evident in Figure 37, even though none of the metal oxides is able to reach as far as their predicted theoretical capacitance states (Figure 35), the recently reviewed literature logically suggests that cobalt and nickel oxides clearly surpass ruthenium oxide capacitance under most conditions. In fact, as it can be observed by the values of reference (77), the best ruthenium oxide result (1469 F/g) is an interesting combination with cobalt which is approximately >100% greater than RuO$_2$ in its solo electrode oxide form. Therefore, it is hereby suggested that nickel and cobalt oxides are promising options among the known MOs previously mentioned. Nevertheless, it is to be noted that the ultimate choice of which MOHs electrodes should be used is considerably dependent of the operating conditions that the device is intended to be submitted to, as different redox materials exhibit changes of oxidation states at different voltage windows $^{(86)}$.

**Metal hydroxides (MHs)**

If nickel and cobalt oxides are already promising electrode materials, their hydroxides can go even further. Nickel hydroxide, Ni(OH)$_2$, manages to exhibit a greater theoretical capacitance of 3650 F/g, considerably surpassing its oxide counterpart, NiO$_x$ ($\sim$2500 F/g). The amazing specific capacitance of Ni(OH)$_2$ is believed to be deeply related to its loosely crystalline structure, assisting in the intercalation of ions during the charge/discharge process which consequently results in a greater electrochemical
performance \(^{(60)}\). The behaviour of cobalt hydroxide, Co(OH)\(_2\), is practically analogous to its nickel counterpart. The two elements are usually seen as electrochemical twins, with similar layered hexagonal nanostructures that are often combined in literature for improved responses \(^{(87-90)}\).

As explained in the previous section covering the pseudocapacitive mechanisms, the fast redox pseudocapacitance showcased in MOH electrodes can be conducted in acid or alkaline electrolytes, as well as neutral or nonaqueous. Just like the electrode material itself, choosing the right electrolyte is crucial to ensure the intended electrochemical response. The electrolyte’s nature will greatly influence the working potential window of the overall device including its operating lifetime \(^{(86)}\). In contrast to acid electrolytes that often result in unwanted corrosion and damage of electrodes, alkaline electrolytes are the most used in MOHs supercapacitors, KOH usually being the preferred species followed by NaOH and LiOH \(^{(91)}\). The energy storage mechanisms of Ni and Co hydroxides are not entirely understood yet, but Shi et al. \(^{(92)}\) exposed two interesting theories concerning the species involved in the change of oxidation states of Ni hydroxide electrodes. One theory states that the charge storage occurs between NiO and NiOOH molecules through reactions (XII) and (XIII).

\[
\text{NiO} + \text{H}_2\text{O} \leftrightarrow \text{NiOOH} + \text{H}^+ + \text{e}^- \quad (\text{XII})
\]

\[
\text{NiO} + \text{OH}^- \leftrightarrow \text{NiOOH} + \text{e}^- \quad (\text{XIII})
\]

Another theory states that the charge storage actually occurs with the middle-term hydroxide, Ni(OH)\(_2\), being present through reactions (XIV) and (XV).

\[
\text{Ni(OH)}_2 \leftrightarrow \text{NiOOH} + \text{H}^+ + \text{e}^- \quad (\text{XIV})
\]

\[
\text{Ni(OH)}_2 + \text{OH}^- \leftrightarrow \text{NiOOH} + \text{H}_2\text{O} + \text{e}^- \quad (\text{XV})
\]

Both reaction pairs are accepted and studied in literature, but special attention should be given to the ones that involve hydroxides as reactants and products of the charge storage, given that the spontaneous formation of Ni(OH)\(_2\) occurs by combination of water and hydroxyl molecules with NiO \(^{(93)}\). Furthermore, the Ni(OH)\(_2\)/NiOOH redox pair is known to establish a multi-phase system (Figure 38) that further clarifies the processes happening during the aging and overcharge of a Ni hydroxide electrode, as well as explaining which phases contribute to better specific capacitance (\(\alpha\)-Ni(OH)\(_2\)/\(\gamma\)-NiOOH).

\[\text{NiO} + \text{H}_2\text{O} \leftrightarrow \text{NiOOH} + \text{H}^+ + \text{e}^- \]

\[\text{NiO} + \text{OH}^- \leftrightarrow \text{NiOOH} + \text{e}^- \]

\[\text{Ni(OH)}_2 \leftrightarrow \text{NiOOH} + \text{H}^+ + \text{e}^- \]

\[\text{Ni(OH)}_2 + \text{OH}^- \leftrightarrow \text{NiOOH} + \text{H}_2\text{O} + \text{e}^- \]

Figure 38 - Phase transformations of Ni(OH)\(_2\)/NiOOH redox pair \(^{(92)}\)
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Fully understanding the scope of how these electrode materials react and contribute to energy storage is a challenging task that requires considerable experimental articulation in order to grope the parameters that ultimately define the charge storage mechanisms. In the next chapters, this work will further explore how cobalt hydroxide nanostructures can be synthesized and optimized. Therefore, a clear exposition of the production process of highly segmented nanostructures, the nanofoams, will be conducted with the objective of understanding the crucial parameters involved in their characterization and consequent electrochemical performance.
3. Electrode 3D nanofoams

3.1. From 2D to 3D architecture

When electrochemical energy storage is concerned, the balance between power and energy capacity often converges in the conclusion that electrode surface area is a paramount factor in the achievement of outstanding electrochemical performance. The traditional layout of electrochemical devices consists of an architecture in which the base components of the system (current collector, electrode, electrolyte, and separator) abide to a planar layout where each component is a layer adjacent to another (Figure 39).

![2D planar electrode architecture](image_url)

It has been widely reported that devices with this simple 2D structure result in considerable difficulty in reaching the targeted high performances. Researchers’ initial answer to this challenge was synthesising ultra-thin active materials onto the current collectors, which allowed an easier and efficient charge storage. However, the commercial reality of these devices requires a higher mass load than the electrode investigation field usually takes into consideration. Sun et al. have made an interesting review (94) concerning the evolution of electrode’s architecture. The higher mass load of commercial assemblies of electrochemical devices results in the overshadowing of the electrode performance due to the passive contribution that the other components of the device have in the overall energy capacity. Therefore, the electrode’s mass loads must necessarily increase within the overall mass of the device in order for its contribution to be highlighted. To avoid the consequent decrease of energy capacity that results from thicker electrode materials, charge must be more efficiently delivered across said material (Figure 40).
The way science addressed this challenge was with the creation of 3D nanostructures which allow access to active sites present within the bulk of the electrode. The development of 3D architectures can vary incredibly depending on the chemical building blocks that are used to synthesize the nanostructures with enough SSA that allows a much more efficient performance of the device. These nanostructures can also be functionalized as current collectors and not directly related to the active material. Metal foams are often used as highly porous 3D current collectors which enable the deposition of interesting active materials such as carbons, polymers, and metal oxides. Metal foams are known to have a higher electrical conductivity than carbon-based 3D structures as well as an easier manipulation of their morphology (95). Figure 41 depicts a schematical representation of how metal foams can be used as current collectors to support MOH active materials onto its surface.

With Figure 41 there is an interesting relationship between the electrode’s current collector and active material. These two key components of an electrochemical device can be chemically related to the same metal, such is the case of cobalt hydroxide nanofoams. These nanostructures consist of a pure cobalt foam which acts as the metal conductor while its direct hydroxide acts as the active material that will
participate in the pseudocapacitive redox mechanism. Therefore, a pseudocapacitive electrode can be easily built by simply conducting an oxidative treatment of a cobalt nanofoam, thus producing the active material from the metal conductor itself. This is not only an ingenious method of creating 3D electrode materials but also an outstanding way to extensively bind two major components of the device that will greatly facilitates the charge transport phenomena during the electrochemical processes. But before addressing the intrinsic pseudocapacitive character of nanofoams, this work will now explain the process behind the creation of 3D metal nanostructures: electrodeposition.
3.2. **Synthesis by electrodeposition**

Electrodeposition is a fast and simple method of a metal’s deposition onto another metal substrate. This process is practically identical to UPD, covered in the previous chapter, with the exception that electrodeposition occurs at an overpotential voltage, which, in contrast, allows the deposition of several layers of metal ions onto the substrate.

![Electrodeposition Diagram](image)

Some nanostructures, such as nanofoams, are synthesized by electrodeposition with high SSA as a result of the series of reactions between metal ions and hydrogen molecules that compete at the electrode’s surface. As the solubilized metals deposit onto the substrate, adsorbed hydrogen in its surface (XVI) reacts with the protons in solution to form H\(_2\) (XVII) which will desorb from the metal substrate and diffuse through the metal ions as their deposition occurs simultaneously (XVIII). Reactions (IX) to (XI) contribute to the production of H\(_2\) and the process they define is referred to as **H\(_2\) evolution**, crucial to the formation of highly porous metal nanostructures by utilizing the formation of H\(_2\) at the substrate surface and its following desorption to the solution’s bulk as a pathway creator of nano-scale spaces within the depositing metal atoms.

\[
\begin{align*}
H^{+}_{(aq)} + e^- &\rightarrow H_{(ads)} \\
2H_{(ads)} &\rightarrow H_2 \\
M^{n+}_{(aq)} + ne^- &\rightarrow M_{(s)}
\end{align*}
\]

(XVI)  
(XVII)  
(XVIII)
The production of metal nanofoams by electrosorption is known as dynamic hydrogen bubble template (DHBT). The diffusion of H₂ bubbles creates tunnels that grow from the substrate surface to the bulk of the solution, forcing a porous framework of the deposited metal. Arévalo-Cid et al. (96) experimentally showed the influence of electrodeposition duration in the pore sizes of cobalt nanofoams, suggesting that consecutive layers of cobalt are built with increasing pore size overtime.

*Figure 43 - SEM images of cobalt nanofoams under different deposition times (96)*

It can also be observed in Figure 43 that nanofoam synthesis by DHBT results in widely uniform pore distribution with what initially may appear cylindrical geometry. However, and considering that hydrogen is the responsible factor for the circular geometry of the pores, the increasing pore size suggests that the H₂ bubbles increase in size as well, which Arévalo-Cid et al. thereby concluded that this phenomena is a consequence of coalescing hydrogen bubbles (Figure 44) within the metal deposit, resulting in a continuously increasing bubble size as H₂ diffuses farther away from the metal substrate. The presence of this coalescence allows the formation of peculiar tunnels in the 3D structure.

*Figure 44 - Influence of H₂ coalescence in DHBT electrodeposition*
Therefore, electrodeposition time is a fundamental factor of electrodeposition in order to obtain metal nanostructures with the intended pore sizes and depths. The experimental procedure (Figure 45) to produce nanofoams through DHBT electrodeposition is relatively simple by using two electrodes: a working electrode that will support the nanofoam; and a counter-electrode usually made of Pt or Ag.

\[
S + nM^+ + ne^- \leftrightarrow S \cdot nM_{(ads)}
\]

*Figure 45 - Experimental setup of DHBT electrodeposition*

Thermal treatments are often conducted as a follow up of the electrodeposition process as it can deeply influence the electrochemical behaviour of the electrode. In the work of Naureen, K. \(^{(97)}\) an optimization study of Co nanofoams was conducted, and one of the considered factors was the effect of temperature. In Figure 46 (left), Naureen has demonstrated that the electrochemical behaviour of Co nanofoams can drastically change from pseudocapacitive behaviour to a more faradaic-intensive one, as it can be seen when the temperature, under the conditions experimentally imposed, increases from 200 to 250 °C.
Complementing the referenced work (97), it is suggested that the increasing faradaic behaviour may be related to the formation of cobalt MOHs which cover the pure metallic nanostructure and create different conglomerates within the 3D architecture. The formation of cobalt oxides at high temperatures decreases capacitance due to the loss of electrical conductivity across the bulk of the nanofoam, thus posing an unwanted influence in the electrochemical response. It is important that the capacitance and integrity of the pure cobalt nanostructure is maintained given that the active phase is often intended to be coated with the active material through an oxidative treatment or by the addition of polymers (even though MOHs result in the highest specific capacitances). Therefore, it is vital for a temperature treatment to be adjusted before a chemical activation can be carried out. Functionalization treatments can result in different electrochemical responses depending on its duration and degree, as seen in Figure 46 for thermal (left graph) and oxidative activation (middle and right graphs of the figure) of cobalt nanofoams.

Figure 46 – Thermal and oxidative treatment of Co nanofoams (97)
4. CV simulation in MATLAB

This present chapter is dedicated to the mathematical understanding of the governing mechanisms that create pseudocapacitive electrochemical responses. For this end, computational simulations of cyclic voltammetry were developed in order to observe the current and voltage values as well as the shape of the CV curves and draw conclusions regarding the behaviour of the system. A critical discussion will follow the simulated CV curves to analyse how well or poorly simple mathematical models correlate to reality. Therefore, a comparative study will be presented as well, comparing the curves of simulated and experimentally obtained CV curves.

In order to cover the mentioned objectives, this chapter is hereby organized in three sections:

- **Setup** – exposition of electrochemical models and parameters used.
- **Simulation** – display of simulated CV curves and influence of operating conditions
- **Simulation vs. reality** – comparative study between simulated and empirical data
4.1. Setup

4.1.1. Introduction

Cyclic Voltammetry (CV) is an important method of electrochemical analysis, capable of revealing key characteristic behaviours by quantitative and qualitative interpretation of its curves – cyclic voltammograms. In CV, current is measured across a potential sweep which covers a forward and backward stage across a well-defined voltage window that depends on the nature of the electrode active material. The mathematical relationships between the current and voltage are not straight-forwardly obtained. Other variables such as electrolyte concentration, electron-transfer rate, time, and distance to the electrode’s surface are among the main parameters that vary when conducting a CV. It is vital to understand the mathematics between these variables to effectively relate the current with the potential. During a CV test, the behaviour of the active material is tested as the potential sweep enables oxidation and reduction reactions that translate in the charge and discharge mechanisms, respectively. The current work will attempt to simulate the case of energy storage in a cobalt hydroxide electrode.

4.1.2. Potential sweep ($\psi$ vs. $t$)

The potential sweep, just like it is conducted in the laboratorial execution, varies linearly with time under a specific scan rate ($v$) measured in Vs$^{-1}$. Higher the scan rate, higher the speed at which the experiment’s voltage varies. The overall potential sweep will increase from an initial value to a final value upon which the sweep will be reversed (backward sweep) back to the initial voltage value. The minimum and maximum potential, $\psi_{\text{min}}$ and $\psi_{\text{max}}$, define the potential window ($\Delta\psi$) and the shape of a potential sweep (Figure 47) can be observed by plotting it in function of time. The total duration of the sweep ($t_{CV}$) can be trivially obtained with $\Delta\psi$ and $v$ by using equation [13]. The potential throughout time can then be defined in two domains by equation [14].

$$t_{CV} = \frac{2(\psi_{\text{max}} - \psi_{\text{min}})}{v} \quad [13]$$

$$\psi(t) = \begin{cases} 
\psi_{\text{min}} + vt, & t \in \left[0, \frac{t_{CV}}{2}\right] \\
\psi_{\text{max}} - vt, & t \in \left[\frac{t_{CV}}{2}, t_{CV}\right] 
\end{cases} \quad [14]$$
The classical triangle-shaped graph (Figure 47) of a potential sweep displays the forward and backward sweeps set by a positive and negative slope (which modules is the scan rate) that intersect in the maximum potential value. With the potential sweep established, it is now pertinent to develop the electrochemical kinetics of the system.

### 4.1.3. Butler-Volmer kinetics

The Butler-Volmer equation [15] describes the behaviour of current intensity in an electrode with the overpotential present in the system. It is considered to be one of the most important equations in electrochemistry.

\[
\dot{j}_F = j_0 \left[ \exp \left( \frac{\alpha z F \eta}{R T} \right) - \exp \left( \frac{-(1 - \alpha) z F \eta}{R T} \right) \right] \tag{15}
\]

Where \( \dot{j}_F \) and \( j_0 \) are the faradaic current density and the exchange current density (A/m²), respectively, \( \alpha \) the system's transfer coefficient, \( z \) the number of transferred electrons, \( R \) the gas law constant (J/K mol), \( T \) the temperature (K), and \( \eta \) the overpotential (V) which can be defined by equation [16].

\[
\eta(\psi) = \psi(t) - \psi_0 \tag{16}
\]
Where $\psi_0$ is the equilibrium potential of the system and $\psi(t)$ the potential sweep. There are several inherent parameters inside the Butler-Volmer equation that will vary during the cathodic and anodic reactions of the electrode. These variables will change depending of the order of the reactions occurring at the electrode active material. Therefore, for the system of cobalt hydroxide, the fast and reversible redox reaction (XIX) will be the ruling mechanism of the faradaic response.

$$\text{Co(OH)}_2 + \text{OH}^- \leftrightarrow \text{CoOOH} + \text{H}_2\text{O} + \text{e}^- \quad \text{(XIX)}$$

The direct reaction is the oxidation sweep and the inverse is the reduction. It is hereby being assumed that the simulation’s system will consist of a cobalt electrode with a cobalt hydroxide active surface that will react with a basic electrolyte as its main energy storage mechanism. The oxidant in the system is the anion $\text{OH}^-$ and the reductant will be water molecules while the electrode’s surface will change its composition from $\text{Co(OH)}_2$ to $\text{CoOOH}$ during oxidation, and vice-versa during reduction. A few further assumptions were made in order to simplify the problem at hand:

- No solid-state diffusion occurs in the bulk of the active material
- The reaction will follow a heterogeneous zero order (i.e. catalytic behaviour)
- There is no secondary reaction or accumulation of species occurring in the system

With these assumptions the problem is thereby initiated with the heterogeneous electron-transfer rate constant, $k_0$. This approximation is made taking into consideration the surface (and/or, in reality, near-surface) region in which pseudocapacitive redox reactions occur, unlike batteries where the storage mechanism is processed in the bulk of the active material. Therefore, the system is not limited by the concentration of reactants but by the active material itself, generating concentration gradients that will ultimately result in diffusion gradients in the near regions of the electrode surface. The insertion of this constant will further breakdown the Butler-Volmer equation into two analogous terms, one for the oxidation [17] and one for the reduction [18] reaction (98).

$$k_{ox} = k_0 \exp \left( \frac{azF\eta}{RT} \right) \quad [17]$$

$$k_{red} = k_0 \exp \left( \frac{-zF\eta}{RT} \right) \quad [18]$$

With varying $\eta$, the oxidative and reductive constant rates will change exponentially throughout the duration of the simulation. They will later be used to determine the mass flux at the surface of the active material, but firstly, the concentration gradient of the oxidant and reductant ($\text{OH}^-$ and $\text{H}_2\text{O}$, respectively) needs to be determined.

### 4.1.4. Diffusion gradients

The generated diffusion gradients formed in the electrolyte adjacent to the electrode surface will follow Fick’s 2nd Law, expressed by [19] and [20].
\[
\frac{\partial}{\partial t} = D_{ox} \frac{\partial^2 C_{ox}}{\partial x^2} \quad [19]
\]
\[
\frac{\partial}{\partial t} = D_{red} \frac{\partial^2 C_{red}}{\partial x^2} \quad [20]
\]

Where \( D_{ox} \) and \( D_{red} \) are the diffusion coefficients of the oxidant and the reductant, respectively, \( C_{ox} \) and \( C_{red} \) the concentration of oxidant and reductant, respectively, and \( x \) the distance of the redox species to the electrode’s surface. This differential equation is well-known in chemical engineering and adds to the problem a new dimension, the distance to the electrode. Therefore, the simulation has now two independent dimensions (time and space) that will define the concentration gradients through solving Fick’s 2nd Law of diffusion. In his work (98), Brown used a point-cell method to solve the diffusion gradient problem for a binary redox system, aimed at the application of Microsoft Excel for the interpretation of cyclic voltammetry. This work will provide MATLAB simulations coded like the method that Brown applied in Excel, the point method. The point method consists in the approximation of the concentration gradient to a cell-based grid defined by a time and a distance axis. Spatial and temporal indexes were defined as \( i \) and \( j \), respectively, and create a cell-grid constituted by those same dimensions (Figure 48). The aim is to conduct a discretization of the differential equation to obtain an expression that will calculate the concentration of a cell based on the prior concentrations in space and time. The discretization of Fick’s 2nd Law is presented with expressions [21] and [22].

\[
\frac{C_j - C_i}{\Delta t} = D \frac{C_{i-1} - 2C_i + C_{i+1}}{\Delta x^2} \quad [21]
\]

\[
C_j = C_i + \lambda (C_{i-1} - 2C_i + C_{i+1}) \quad [22]
\]

\[
\lambda = \frac{D \Delta t}{\Delta x^2} \quad [23]
\]

Figure 48 - Point method grid (98)
Equation [22] is the fully discretized form of Fick’s 2nd Law of diffusion including the point concentrations presented in Figure 48 and $\lambda$ (cm$^{-1}$) as an auxiliary factor [23] that groups up the diffusion coefficient of the species, $D$ (cm$^2$/s), and the time and distance increments, $\Delta t$ (s) and $\Delta x$ (cm), respectively obtained by dividing $t_{CV}$ and $L$ by the total number of increments of those dimensions, $n_t$ and $n_x$, [24] and [25].

\[
\Delta t = \frac{t_{CV}}{n_t} \quad [24]
\]

\[
\Delta x = \frac{L}{n_x} \quad [25]
\]

Equation [23] is applied to both oxidant and reductant concentration gradients by taking initial and boundary conditions that will respectively be the first values used by equation [22]. This system can be observed in Figure 49.

Equation [23] is applied to both oxidant and reductant concentration gradients by taking initial and boundary conditions that will respectively be the first values used by equation [22]. This system can be observed in Figure 49. It is observed in Figure 49 that the point method requires three boundary conditions (first and last column, and bottom row). These conditions are stated below from expression [26] to [29] for both oxidant and reductant concentrations.

\[
C_{ox}(x, 0) = C_{ox}(L, t) = C_{ox}^b \quad [26]
\]

\[
C_{\text{red}}(x, 0) = C_{\text{red}}(L, t) = C_{\text{red}}^b \quad [27]
\]

\[
C_{ox}(0, t) = C_{ox}^* \quad [28]
\]

\[
C_{\text{red}}(0, t) = C_{\text{red}}^* \quad [29]
\]
Where $C_{\text{ox}}^b$ and $C_{\text{red}}^b$ are the concentrations of the oxidant and reductant at the bulk of the electrolyte, and $C_{\text{ox}}^s$ and $C_{\text{red}}^s$ in the electrode’s surface, respectively, L being the thickness of the diffuse layer that is calculated with expression [30] which corresponds to six times the distance the species are expected to diffuse during the experiment.

$$L = 6\sqrt{D_{\text{CV}}}$$

Unlike the initial and bulk conditions, the concentrations at the electrode surface (green column in the figure and explicit by [28] and [29]) are unknown at the start of the simulation. Therefore, the point method will not be able to provide these concentrations and an extra calculation step including the molar flux of the redox species must be conducted afterwards. In order to circumvent this degree of freedom in the system, the fluxes, $J_{\text{ox}}$ and $J_{\text{red}}$ (mol cm$^{-2}$ s$^{-1}$) will be rewritten from its classical definition to an expression that includes the available concentrations one distance-increment away of the electrode surface, $C_{\text{ox}}(1\Delta x, t)$ and $C_{\text{red}}(1\Delta x, t)$.

$$J_{\text{ox}} = -\frac{k_{\text{ox}}C_{\text{ox}}(1\Delta x, t) - k_{\text{red}}C_{\text{red}}(1\Delta x, t)}{1 + \frac{k_{\text{ox}}\Delta x}{D_{\text{ox}}} + \frac{k_{\text{red}}\Delta x}{D_{\text{red}}}}$$

$$J_{\text{red}} = -J_{\text{ox}}$$

With the fluxes defined, the concentrations at the electrode surface can be further calculated with equations [33] and [34].

$$C_{\text{ox}} = C_{\text{ox}}(1\Delta x, t) + \frac{J_{\text{ox}}\Delta x}{D_{\text{ox}}}$$

$$C_{\text{red}}^* = C_{\text{red}}(1\Delta x, t) + \frac{J_{\text{red}}\Delta x}{D_{\text{red}}}$$

The flux can be calculated again with the surface concentrations by equations [35] and [36].

$$J_{\text{ox}} = -\frac{D_{\text{ox}}[C_{\text{ox}}(1\Delta x, t) - C_{\text{ox}}^*]}{\Delta x}$$

$$J_{\text{red}} = -\frac{D_{\text{red}}[C_{\text{red}}(1\Delta x, t) - C_{\text{red}}^*]}{\Delta x}$$

With the fluxes fully determined in function of the concentration gradients governed by Butler-Volmer kinetics and Fick’s 2nd Law of diffusion, the faradaic current density, $i_F$ (A/g) can be finally obtained with equation [37], where $m$ is the mass of the electrode’s active material.

$$i_F = -nFSJ_{\text{ox}}/m$$

The capacitive contribution of the double-layer effect in the pseudocapacitor can be included and approximated to the behaviour of an ideal capacitor [38] with the sum of the capacitive current density, $i_C$ (A/g) to $i_F$, obtaining the total current density, $i_T$, in equation [39].
\[ i_C = C \frac{\partial \psi}{\partial t} \quad [38] \]

\[ i_T = i_F + i_C \quad [39] \]
4.2. Simulation

4.2.1. Objectives

In this section the models and methods previously explained will be applied in the development of a simulated cyclic voltammogram intended to showcase the electrochemical behaviour of a cobalt hydroxide electrode, typically constructed by DHBT electrodeposition and oxidative functionalization. Once the CV curve is obtained, a comprehensive analysis of the influence of certain parameters over the shape of the voltammogram will be conducted, before the final comparison with a real, experimentally obtained, CV curve of cobalt hydroxide nanofoam is analysed.

4.2.2. Operating conditions

The parameters necessary to conduct the simulation are present in Table 1.

| Parameter | Definition | Value | Units | Reference |
|-----------|------------|-------|-------|-----------|
| $z$ | Number of transferred electrons | 1 | - | - |
| $\alpha$ | Charge transfer coefficient | 0,5 | - | - |
| $R$ | Gas law constant | 8.31451 | J mol$^{-1}$ K$^{-1}$ | - |
| $F$ | Faraday’s constant | 96485 | C/mol | - |
| $T$ | Temperature | 298,15 | K | (99) |
| $\psi_0$ | Standard potential | 0,25 | V | (99) |
| $\psi_{\text{min}}$ | Minimum potential | -0,7 | V | (99) |
| $\psi_{\text{max}}$ | Maximum potential | 0,5 | V | (99) |
| $\nu$ | Scan rate | 0,05 | V/s | (99) |
| $t_{\text{CV}}$ | CV duration | 24 | s | calc. [13] |
| $S$ | Electrode area | 0,154 | cm$^2$ | (100) |
| $m$ | Mass of Co(OH)$_2$ nanofoam | 0,01 | g | (96) |
| $L$ | Diffuse layer thickness | 0,3019 | cm | calc. [30] |
| $H$ | Helmholtz layer | $1 \times 10^{-7}$ | cm | (101) |
| $\Delta t$ | Time increment | 0,08 | s | calc. [24] |
| $\Delta x$ | Distance increment | 0,0062 | cm | calc. [25] |
| $D_{\text{ox}}$ | Diffusion coefficient of OH$^-$ | $5,27 \times 10^{-5}$ | cm$^2$/s | (102) |
| $D_{\text{red}}$ | Diffusion coefficient of H$_2$O | $2,23 \times 10^{-5}$ | cm$^2$/s | (103) |
| $C_{\text{ox}}^b$ | Bulk concentration of OH$^-$ | 0,001 | mol/cm$^3$ | (99) |
| $C_{\text{red}}^b$ | Bulk concentration of H$_2$O | 0 | mol/cm$^3$ | (99) |
| $k_0$ | Heterogeneous rate constant | 0,01 | cm/s | (104) |
The exposed conditions in Table 1 intend to represent the cobalt hydroxide nanofoam system. Although the nanoporous framework is not modelled for the simulation, the assumption that the redox reactions purely occur at the surface of the active material approximates the properties of the nanofoam structure to the simple definition of the electrode surface area.

4.2.3. Simulated Cyclic Voltammetry

Using the models and parameters previously stated, the resulting CV curve for the cobalt hydroxide system was obtained and displayed in Figure 50.

![Simulated CV](image)

*Figure 50 - Simulated CV of the cobalt hydroxide nanofoam system*

It is immediately observed two well defined peaks in the obtained CV curve, classic indication of the faradaic behaviour of the system. In Figure 50 the anodic and cathodic current peaks are highlighted by $i_{pA}$ and $i_{pC}$, respectively defining the oxidation and reduction reactions.

According to the simulated CV curve, the electrochemical response starts, as intended, from the minimum/starting potential ($\psi_{min}$) of -0.7 V from where the current intensity remains null until a steep increase is noted at 0.5 V. At this stage the active material is behaving as an anode onto which the oxidation is governed by the Butler-Volmer kinetics until it reaches the anodic current peak of 0.32 V.
which represents the maximum that the active material is able to oxidize at the given conditions. The once Co(OH)$_2$ covered surface is now fully oxidized into CoOOH as there is no more OH$^-$ being required by the active material to react. With the oxidative step completed, the current intensity will decrease until the potential sweep is reversed or until a secondary oxidation is activated by a higher potential. Considering the construction of this system and its limitations, no more reactions will occur during the forward sweep and the electrochemical response will be diffusion controlled. Upon reaching the maximum/ending potential ($\psi_{\text{max}}$) of 0.5 V, the potential sweep is reversed, and the backward step begins. With the potential now decreasing linearly over time under a constant rate of $-\nu$, the Butler-Volmer kinetics govern again and force the active material to be reduced from CoOOH to Co(OH)$_2$. The current decreases to the cathodic current peak of 0.2 V representing the full reduction of the active material. Analogous to the forward sweep, the backward sweep is then controlled by diffusion and increases gradually as the negative current density increases until the potential reaches $\psi_{\text{min}}$ again.

The simulated CV curve displays a marked faradaic redox behaviour which shape, and values, will be later studied and analysed with the objective of understanding their influence in the overall response of the electrochemical system of cobalt hydroxide. The concentration gradients can also demonstrate the behaviour of the redox species across the diffuse layer throughout time and distance to the active material surface. These gradients are represented by Figure 51 and Figure 52 for the oxidant and reductant, respectively.

![Concentration gradient (oxidant)](image)

Figure 51 - Simulated concentration gradient of oxidant
It can be immediately observed that the oxidant’s concentration changes at the surface of the electrode \((x = 0 \, \text{cm})\), displaying a coloured stain in the gradient. According to the simulated data of the oxidant at the surface and near surface areas, its concentration remains unchanged over time until the maximum potential is reached, \(\psi_{\text{max}} = \psi(t = \frac{t_{\text{CV}}}{2} = 24 \, \text{s})\), concluding the oxidative/forward sweep and after which the reduction begins when the potential decreases and the reductive/backward sweep takes place. This simulates the diffusion of oxidant molecules to the surface of the active material that they oxidize to CoOOH (thus decreasing their concentration) and then being generated again when the active material is reduced back to Co(OH)\(_2\). It is a simple comprehensive way of observing how Butler-Volmer kinetics can demonstrate the electrochemical behaviour of a redox couple like Co(OH)\(_2\)/CoOOH when combined with Fick’s 2\(^{nd}\) Law of diffusion. The concentration gradient of the reductant occurs in a relatively analogous process to the oxidant’s, but with contrary driving force. Considering the different diffusion coefficients that define the diffusion behaviour of the electrolyte species, the gradients will differ slightly in the shape of the coloured stain evidently visible.

Figure 52 - Simulated concentration gradient of reductant

The concentrations are also displayed across the distance planes in Figure 53 and Figure 54.
The peaks of each concentration curve correspond to the maximum or minimum of the oxidant and reductant’s concentration, respectively, at $\psi_{\text{max}}$. In the case of the oxidant (Figure 53) the minimum concentration is higher as the distance to the electrode increases because the redox processes only occur at the active material’s surface or its near surface. The opposite situation occurs for the reductant (Figure 54).
4.2.4. Sensitivity analysis

In this section some of the key ruling parameters (scan rate, temperature and reaction rate constant) of the simulation will be subject to a sensitivity analysis in which they will be varied in defined windows as the electrochemical response of the CV will be observed and conclusions regarding the simulation’s approach to reality will be taken.

Scan rate ($\nu$)

Scan rates of 50, 100, 150, 200, 250 and 300 mV/s were imposed in the simulation and the respective CV curves were obtained. The results are present in Figure 55.

Increasing scan rates results in more positive anodic current peaks and more negative cathodic current peaks, extending the maximum and minimum of the cyclic voltammograms. This relationship between $\nu$ and the current peaks is described by the Randles-Sevcik equation which states that the current peaks are highly dependent on the diffusion properties of the system and of its scan rate.

$$i_p = 2.69 \times 10^5 n^{2/3} AD^{1/2} C^{1/2} \nu^{1/2}$$ [40]
Randles-Sevcik equation essentially describes that with a higher scan rate the concentration gradient will be higher near the electrode’s surface, which abides by the kinetics of Nernst equation. Note that the Nernst equation is not defined in the present simulation setup, but instead, the Butler-Volmer kinetics is. Nernst model is a subset of the Butler-Volmer equation for the particular case of a system in equilibrium. This can be mathematically demonstrated as explicitly shown by the work of Kulikovsky et al.

**Temperature**

Temperatures of 25, 100, 200, 300 and 400 °C were imposed in the simulation’s parameters and the following sensitivity analysis present in Figure 56 was conducted.

![Sensitivity analysis: T (°C)](chart)

*Figure 56 - Sensitivity analysis of temperature*

As the temperature increased, the distance between peaks decreased as the CV curves flatten. This behaviour is mathematically expected within the scope of the simulation considering the placement of the temperature term in the Butler-Volmer expressions [17] and [18] that translate in an Arrhenius-type of exponential response that will always decrease with higher temperatures. In an experimental perspective, it is well reported in literature that the increasing temperature will facilitate the overcoming of the activation energy necessary for the exchange of charged species, reducing the
hysteresis of the electrochemical response. This smoothing of the CV curve peaks is noticeable in Figure 56 by the less steep current intensity evolution to the peaks, indicating the involvement of more easily achieved energetic states.

**Reaction rate constant**

The heterogeneous reaction rate constant was changed from the initial 0.01 to a final 0.0001 cm/s, and the respective electrochemical behaviour of the CV curve was observed in Figure 57.

![Sensitivity analysis: $k_0$ (cm s$^{-1}$)](image)

*Figure 57 - Sensitivity analysis of the reaction rate constant*

The variation of the reaction rate constant resulted in interesting curve shapes which can be summarized with the considerable increase of the distance between the oxidation and reduction potentials as the reaction constant decreases. Slower kinetics result in the oxidation requiring higher potentials in order to be achieved, and in reduction requiring more negative potentials, respectively. It can also be observed that as the module of the current peaks decreases, the rate at which they decrease is slower for the same pace of decreasing rate constants. This suggests that the system has a limit to which the kinetics are so slow that the diffusion is then full dominant of its response, requiring a higher potential window as a consequence of lack of kinetic contribution.
4.2.5. Capacitive behaviour

The double-layer effect is present in every pseudocapacitor as an effect of the charge separation at the electrode-electrolyte interface. To evaluate the EDLC contribution in the system, an extra step of the simulation was added in which the ideal capacitor approximation stated by equation [38] is assumed and the pure EDLC CV curve observed. This curve is present in Figure 59.

![Simulated CV](image)

Figure 58 - Simulated EDLC CV curve

The classic rectangular shaped CV curve is clearly observed in the simulation as well as its considerably low contribution. The simulated capacitance is calculated to be approximately 8 μF which falls in line to the expected capacitance range of EDLC contribution in pseudocapacitors. This contribution is not noticed when added to the full simulation of the cobalt hydroxide system, thus neglected.
4.3. Simulation vs reality

4.3.1. Overview

In this section a qualitative comparison between the simulated CV curves and curved experimentally obtained for the cobalt hydroxide nanofoam system will be conducted. The simulation showcased in Figure 50 has approximated inputs (Table 1) that were used in the experimentally obtained CV curve of a electrodeposited (by DHBT method) cobalt nanofoam for 45 s and chemically treated with H2O2 before being submitted to a CV test in 1 M KOH at 25 °C and 50 mV s⁻¹.

![Figure 59 - Simulated and experimental CV curves of the cobalt hydroxide nanofoam system](image)

It is immediately observed that both simulated and experimentally obtained curves share the same potential placement for the cathodic and anodic current peaks at around 0,20 V and 0,32 V, respectively. This suggests that the simulated Butler-Volmer kinetics are a good fit to the real kinetics in nature, respecting the expected Co(OH)₂/CoOOH redox potentials. A similar approach to the current peaks is also visible at those potentials, with the distance between peaks being more extensive in the simulated curve than the experimental one. This may have to do with the effectively activated surface of the electrode that participates and enables the redox reactions, usually experimentally obtained through the functionalization methods such as oxidative treatment of the metal foam, as described in the previous chapter. Additionally, the overall area of the experimental curve is considerably wider than the simulation’s most likely as a consequence of other diffusion, and possibly other reactions and kinetic
phenomena that are not covered within the simulation model. Unconsidered secondary reactions are also known to occur in these types of pseudocapacitive systems. In fact, the small current peak noticeable at the end of the forward sweep of the experimental curve is possibly related with water electrolysis usually under the form of oxygen evolution reaction (OER). This reaction is essentially the effective oxidation of water under one of possible four mechanisms for alkaline media \(^{(107)}\). Therefore, the addition of the OER was included in the simulation as an extra reaction. According to the Pourbaix diagram of water, for a highly alkaline solution such as the simulation’s and experiment’s case of 1 M (KOH), the standard potential for the oxidation of water is set at \(\psi_0\) of 0.401 V. The resulting simulation is in Figure 60.

![Simulated CV](image)

*Figure 60 - Simulated CV with the presence of OER considered*

The results present in Figure 60 showcase the OER occurring at around 0.4 V as expected. The current density would continue to increase until another peak would be established as the limit of the OER. The simulation can thereby include more than one reaction within its kinetics and diffusion models, contributing to a more accurate representation of the reactions that truly occur in the electrode. It is to be noted that the simulated curve is considerably thinner than the experimentally obtained curve. This indicates the presence of other charged species within the electrolyte contributing with diffusion phenomena that are usually associated with intercalation mechanisms or other processes. It is difficult
to consider the entirety of these processes but not impossible as the simulation's parameters, models, and code can be simpler or more extensive, depending of the system's complexity.

Nevertheless, the cobalt hydroxide nanofoam system can be decently simulated with all the parameters and models previously considered, especially when it comes to pinpoint the placement of the redox current peaks, current density, and potentials.
5. Conclusions

Pseudocapacitors are promising devices capable of placing a new class of electrochemical capacitors in the gap between electrical capacitors and batteries by providing high power and energy capacities alike, creating solutions for a wide range of applications with their continuous research. Furthermore, understanding the energy storage methods of pseudocapacitors is of utmost importance in the academic scope due to the presence of a wide array of mechanisms that can be practically localised in the functioning of every other electrochemical device. Out of the possible conjugation of pseudocapacitive electrodes, MOHs are clearly the pathway of most interest regarding increasing power and energy densities. Furthermore, among these functionalized metals, cobalt and nickel hydroxide electrode materials pose remarkable electrochemical performances considering their more economic value. The use of these metals in nanoporous frameworks extensively increase the performance with their higher surface areas, which with methods such as DHBT electrodeposition allow the synthesis of complex and highly optimized nanofoam structures through an easy and simple process.

By simulating the electrochemical response of a cobalt hydroxide nanofoam approximated system, it has been concluded that the simple mathematical modelling based in the well-known Butler-Volmer kinetics and Fick’s laws of diffusion are precise enough to achieve a decent level of accuracy when the pertinent parameters and operating conditions are well defined and adjusted. The simulated CV curves evidenced good accuracy of the current and potential placement of the anodic and cathodic peaks of the system as well as being able to include secondary reactions occurring parallel to the energy storage redox couple such as the OER. The sensitivity analysis of key parameters like scan rate, reaction rate constant, and temperature, demonstrated that the simulation’s model abides by the expected behaviour of the CV curve when these parameters are varied.
6. Future work

Future work and research should definitely focus in the optimization of these models towards more accurate reflection of real electrode response by extending to as many processes as are possibly believed and expected to be taking place in an electrochemical cell. Among these processes it is important to highlight the importance of simulating intercalation pseudocapacitance, underpotential deposition, secondary redox reactions (oxidations and reductions occurring inside or outside of the defined potential window) and possible physical and chemical events that influence the diffusion and kinetics of the involved species. To this end, simulation should be focused in understanding the mathematical models that govern these systems and the dominions in which they occur. It is hereby encouraged the use of other discretization methods that simplify and adapt the complex models behind the real processes. Modelling some parameters more thoroughly like the variation of diffusion coefficients with the state of charge is also recommended considering that such treatment will add up to even more accurate simulations.
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%% SIMULATION PARAMETERS
F = 96485; % Faraday's constant (C/mol)
R = 8.31451; % gas law constant (J/K.mol)
T = 298.15; % temperature (K)
m = 0.01; % mass of electrodeposited active material (g)
A = 0.154; % area (cm2)
Cbox = 0.01; % bulk concentration of oxidized species (mol/cm3)
Cbred = 0; % bulk concentration of reduced species (mol/cm3)
E1 = -0.7; % start potential (V)
E2 = 0.5; % end potential (V)
v = 0.05; % scan rate (V/s)
E0 = 0.25; % standard potential (V)
n = 1; % no. transferred electrons
k0 = 0.01; % heterogeneous rate constant (cm/s)
alpha = 0.5; % charge transfer coefficient
Dox = 5.27e-5; % diffusion coefficient of oxidant (cm2/s)
Dred = 2.23e-5; % diffusion coefficient of reductant (cm2/s)
nt = 600; % total time steps
nx = 49; % total distance steps
ttotal = 2*(E2-E1)/v; % duration of simulation (s)
dt = ttotal/nt; % time step (s)
L = 6*sqrt(Dox*ttotal); % max distance from electrode (cm)
dx = L/nx; % distance step (cm)
H = 1e-7; % Helmholtz layer (cm)
e0 = 8.854e-14; % free space permittivity (F/cm)
er = 80; % relative permittivity of material
S = 1; % macroscopic electrode area (cm2)
lambdaOx = (Dox*dt)/(dx^2); % auxiliary coefficient of oxidized species
lambdaRed = (Dred*dt)/(dx^2); % auxiliary coefficient of reduced species

%% SIMULATION TIME

t = zeros(1,nt+1);
t(1)=0;
for j = 2:nt+1
  t(j) = t(j-1) + dt;
end

%% DISTANCE FROM ELECTRODES

x = zeros(1,nx+1);
x(1) = L;
for i = 2:nx+1
  x(i) = x(i-1) - dx;
end

%% POTENTIAL SWEEP

E_e = zeros(1,nt+1);
E_e(1)=E1;
for i = 2:(nt/2)+1
  E_e(i) = E_e(i-1) + ((E2-E1)/(nt/2));
end
for i = (nt/2)+2:nt+1
  E_e(i) = E_e(i-1) - ((E2-E1)/(nt/2));
end

%% RATE CONSTANT OF SPECIES

for j = 2:nt+1
  kox(j) = k0*exp((alpha*n*F*(E_e(j)-E0))/(R*T));
end
for j = 2:nt+1
  kred(j) = k0*exp((-1-alpha)*n*F*(E_e(j)-E0))/(R*T));
end
% CONCENTRATION GRADIENTS

Cox = zeros(nt+1,nx+1);  
Cred = zeros(nt+1,nx+1);  

for i = 1:nx+1  
j = 1; %initial concentration  
Cox(j,i) = Cbox;  
Cred(j,i) = Cbred;  
end  

for j = 2:nt+1  
i = 1; %bulk or counter-electrode concentration  
Cox(j,i) = Cbox;  
Cred(j,i) = Cbred;  
end  

for j = 2:nt+1  
for i = 2:nx  
Cox(j,i) = Cox(j-1,i) + lambdaOx*(Cox(j-1,i+1)-2*Cox(j-1,i)+Cox(j,i-1));  
Cred(j,i) = Cred(j-1,i) + lambdaRed*(Cred(j-1,i+1)-2*Cred(j-1,i)+Cred(j,i-1));  
end  

Jox(j) = -(kox(j)*Cox(j,nx) - kred(j)*Cred(j,nx))/(1+(kox(j)*dx/Dox)+(kred(j)*dx/Dred));  
Jred(j) = -Jox(j);  

Cox(j,nx+1) = Cox(j,nx)+(Jox(j)*dx/Dox);  
Cred(j,nx+1) = Cred(j,nx)+(Jred(j)*dx/Dred);  
end  

% CURRENT DENSITY

i_F = -n*F*A*Jox/m;