Normal ground state of dense relativistic matter in a magnetic field
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The properties of the ground state of relativistic matter in a magnetic field are examined within the framework of a Nambu-Jona-Lasinio model. The main emphasis of this study is the normal ground state, which is realized at sufficiently high temperatures and/or sufficiently large chemical potentials. In contrast to the vacuum state, which is characterized by the magnetic catalysis of chiral symmetry breaking, the normal state is accompanied by the dynamical generation of the chiral shift parameter ∆. In the chiral limit, the value of ∆ determines a relative shift of the longitudinal momenta (along the direction of the magnetic field) in the dispersion relations of opposite chirality fermions. We argue that the chirality remains a good approximate quantum number even for massive fermions in the vicinity of the Fermi surface and, therefore, the chiral shift is expected to play an important role in many types of cold dense relativistic matter, relevant for applications in compact stars. The qualitative implications of the revealed structure of the normal ground state on the physics of protoneutron stars are discussed. A noticeable feature of the ∆ parameter is that it is insensitive to temperature when \( T \ll \mu_0 \), where \( \mu_0 \) is the chemical potential, and increases with temperature for \( T > \mu_0 \). The latter implies that the chiral shift parameter is also generated in the regime relevant for heavy ion collisions.
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I. INTRODUCTION

Dense relativistic matter in strong magnetic fields naturally exists in compact stars. For example, such type of matter is formed by the electron component of the nuclear matter in the interior of neutron stars. At lower density, a relativistic electron plasma exists and plays an essential role in white dwarfs. In both cases, magnetic fields could be rather strong: they reach up to \( 10^9 \) G in white dwarfs and up to \( 10^{15} \) G in neutron stars [1, 2]. If quark stars exist in nature, the corresponding dense quark matter in the core will be a strongly coupled version of relativistic matter. Relativistic matter in a strong magnetic field is also created in heavy ion collisions [3] that can lead to the chiral magnetic effect [4, 5].

Many physical properties of the stellar matter under extreme conditions realized inside compact stars are understood theoretically and could be tested to some extent through observational data. However, as was pointed out in Refs. [6, 11], the dense relativistic matter in a strong magnetic field may hold some new theoretical surprises. In particular, a topological contribution in the axial current at the lowest Landau level (LLL) was revealed in Ref. [6]. More recently, it was shown in Ref. [7] that the normal ground state of such matter is characterized by a chiral shift parameter \( \Delta \). The meaning of this parameter is clearest in the chiral limit: it determines a relative shift of the longitudinal momenta in the dispersion relations of opposite chirality fermions, \( k^3 \to k^3 \pm \Delta \), where the momentum \( k^3 \) is directed along magnetic field. Taking into account that fermions in all Landau levels, including those around the Fermi surface, are affected by \( \Delta \), the corresponding matter may have unusual transport and/or emission properties.

To further justify the motivation for this study, it is instructive to discuss the symmetry properties of the chiral shift parameter \( \Delta \). As we shall see below, it enters the effective Lagrangian density through the following quadratic term: \( \Delta \bar{\psi} \gamma^3 \gamma^5 \psi \). Therefore, just like the external magnetic field, the \( \Delta \) term, being symmetric with respect to parity transformations \( P \), breaks time reversal \( T \) and the rotational symmetry \( SO(3) \) down to \( SO(2) \) (i.e., the rotations about the axis set by the magnetic field). Also, since the \( \Delta \) term is even under charge conjugation \( C \), it breaks \( CPT \) symmetry, which is also broken by the fermion density. We then conclude that the absence of the chiral shift parameter is not protected by any symmetry, which, in turn, suggests that such a term should be dynamically generated even by perturbative dynamics. It is one of the purposes of this paper to shed light on this issue.

The special role of the chiral shift parameter \( \Delta \) will be discussed in detail below. Already here, however, we would like to point out that the quadratic part of the Lagrangian density \( \Delta \bar{\psi} \gamma^3 \gamma^5 \psi \) suggests a possible connection between the parameter \( \Delta \) and the axial current along the direction of the magnetic field. Indeed, the parameter \( \Delta \) enters the effective action as a Lagrange multiplier in front of the operator of the axial current \( j^3_\alpha = \bar{\psi} \gamma^3 \gamma^5 \psi \). (This could be compared with the role...
of the Dirac mass, which formally is the Lagrange multiplier in front of the operator whose ground expectation value is the chiral condensate.) When the axial current is nonzero in the ground state, it should be generally expected that $\Delta$ is also nonzero. Now, the axial current is known to be nonzero already in the system of noninteracting fermions in an external magnetic field $\mathbf{B}$. Thus, we argued in Ref. [9] that a nonzero $\Delta$ is an unavoidable consequence in interacting systems and, moreover, it is linear in the coupling constant to leading order [10]. In this paper we will confirm this suggestion.

As was pointed out in Ref. [7], the structure of the topological axial current, induced only in the LLL, is intimately connected with the axial anomaly [17]. This fact is directly connected with the well known result that in a magnetic field the axial anomaly is also generated only in the LLL [18]. The important question is whether the form of the induced axial $j_5^A$ current coincides with the result in the theory of noninteracting fermions in a magnetic field $\mathbf{B}$ or whether it is affected by interactions (for related discussions, see Refs. [6, 9, 12, 15, 20]). As has been recently shown in Ref. [21], while the dynamics responsible for the generation of the chiral shift $\Delta$ essentially modifies the form of this current, it does not affect the form of the axial anomaly. Moreover, while the topological contribution in the axial current is generated in the infrared kinematic region (at the LLL), the contribution of $\Delta$ in this current is mostly generated in ultraviolet, which implies that higher Landau levels are important in that case.

The main goal of this paper is to study in detail the dynamics responsible for the generation of the chiral shift parameter. This will be done at nonzero temperature and beyond the chiral limit in the Nambu-Jona-Lasinio (NJL) model. We also study some general and subtle features of the dynamics with the chiral shift parameter $\Delta$. In particular it will be shown directly from the form of the gap equation in the NJL model that $\Delta$ necessarily exists in the normal phase in a magnetic field. Another property of $\Delta$ that is important for potential applications is that it is rather insensitive to temperature when $T \ll \mu_0$, where $\mu_0$ is the chemical potential, and increases with $T$ when $T > \mu_0$. The first regime is appropriate for stellar matter, and the second one is realized in heavy ion collisions.

Since the NJL model is nonrenormalizable, it is necessary to use a regularization with an ultraviolet cutoff. The important issue in such a model is how strongly the observables depend on the choice of a regularization scheme. In Ref. [9], a gauge noninvariant regularization (with a cutoff in a sum over Landau levels) was used. In this paper, besides that regularization, we will also utilize the gauge invariant proper time regularization [22]. It will be shown that the results in these two regularization schemes are qualitatively the same.

The rest of this paper is organized as follows. In Sec. III the model of relativistic matter in a magnetic field is introduced and the symmetry properties of various possible dynamical order parameters are overviewed. In Sec. IV we derive the general form of the Schwinger-Dyson (gap) equation and discuss the approximations used in the analysis of the dynamics responsible for the chiral symmetry breaking and the generation of the chiral shift parameter. The analytical solutions to the gap equation at zero temperature are described in Sec. IV. The numerical solutions of the gap equation are presented in Sec. V. Both zero and nonzero temperature cases are analyzed in detail. The free energies of the corresponding solutions are calculated and the ground states for various sets of parameters are determined. In Sec. VI the induced axial current density in this model is calculated and analyzed. In Sec. VII we discuss our main results and their possible applications to the physics of compact stars and heavy ion collisions. Several Appendices at the end of the paper give many technical details and derivations used in the main text.

II. MODEL

In this paper, in order to reveal the key elements of the dynamics responsible for the generation of the chiral shift parameter in the clearest way, we use the simplest Nambu-Jona-Lasinio model with one fermion flavor. Despite the obvious limitations, such a model with a short-range interaction is expected to provide a reasonable framework for revealing the qualitative features of the much more complicated dynamics in dense QED or QCD plasmas, where the long-range interactions are only partially screened.

The Lagrangian density of the model reads

$$\mathcal{L} = \bar{\psi} \left( i\gamma^\mu \left( \partial_\mu + \mu_0 \delta^\mu_5 \right) \gamma^\nu \psi - m_0 \bar{\psi} \psi \right) + \frac{G_{\text{int}}}{2} \left( \left( \bar{\psi} \psi \right)^2 + \left( \bar{\psi} i\gamma^5 \psi \right)^2 \right),$$

where $m_0$ is the bare fermion mass and $\mu_0$ is the chemical potential. By definition, $\gamma^5 \equiv i\gamma^0 \gamma^1 \gamma^2 \gamma^3$. The covariant derivative $D_\nu = \partial_\nu - ieA_\nu$ includes the external gauge field $A_\nu$. In the presence of a constant magnetic field pointing in the $z$-direction, the $(3+1)$-dimensional Lorentz symmetry in the model is explicitly broken down to the $SO(2)$ symmetry of rotations around the $z$-axis in the presence of this magnetic field. Also, except parity $P$, all the discrete symmetries $C$, $T$, $CP$, $CT$, $PT$, and $CPT$ are broken.

In the chiral limit, $m_0 = 0$, this model possesses the chiral $U(1)_L \times U(1)_R$ symmetry. In the vacuum state ($\mu_0 = 0$), however, this chiral symmetry is known to be spontaneously broken at any $G_{\text{int}} > 0$ because of the magnetic catalysis phenomenon [23, 24]. (For lattice studies of this phenomenon, see Ref. [25].) In essence, such spontaneous breaking results from the enhanced pairing dynamics of fermions and antifermions in the infrared. The enhancement results from the nonvanishing density of states in the LLL that is subject to an effective dimensional reduction $D \to D - 2$. (This is somewhat
reminiscent of the pairing dynamics at the Fermi surface of a degenerate electron gas in the Bardeen-Cooper-Schrieffer theory of superconductivity.) At a sufficiently large value of the chemical potential, the chiral symmetry is expected to be restored. As we shall see below, this is indeed the case, but the corresponding normal ground state is characterized by a nonzero chiral shift parameter $\Delta$.

### III. GAP EQUATION AT WEAK COUPLING

#### A. Structure of the gap equation

As follows from the structure of the Lagrangian density in Eq. (1), the tree level fermion propagator in coordinate space is determined by

$$iS^{-1}(u,u') = \left[ (i\partial_t + \mu_0)\gamma^0 - (\pi_\\perp \cdot \gamma) + \pi^3 \gamma^3 - m_0 \right] \delta^4(u-u'),$$

(2)

where $u = (t, \mathbf{r})$, while $\pi^k_\perp = i\partial_k + eA_k$, with $k = 1, 2$, and $\pi^3 = i\partial_3$ are the canonical momenta [20]. (Note that the components of the conventional gradient $\nabla$ are given by $\partial_k \equiv -\partial_k$ and the components of the vector potential $A$ are identified with the contravariant components of the vector potential $A^k$.) In the rest of this paper, we use the vector potential in the Landau gauge, $A = (0, xB, 0)$, where $B$ is the strength of the external magnetic field pointing in the $z$-direction.

As for the structure of the full fermion propagator, it is given by the following ansatz:

$$iG^{-1}(u,u') = \left[ (i\partial_t + \mu)\gamma^0 - (\pi_\\perp \cdot \gamma) - \pi^3 \gamma^3 + i\tilde{\mu}\gamma^2 + \Delta \gamma^3 \gamma^5 - m \right] \delta^4(u-u').$$

(3)

This propagator contains two new types of dynamical parameters that are absent at tree level in Eq. (2): $\tilde{\mu}$ and $\Delta$. From its Dirac structure, it should be clear that $\tilde{\mu}$ plays the role of an anomalous magnetic moment. As for $\Delta$, it is the chiral shift parameter already mentioned in the Introduction. Note that in $2 + 1$ dimensions (without $z$ coordinate), $\Delta \gamma^3 \gamma^5$ would be a mass term that is odd under time reversal. This mass is responsible for inducing the Chern-Simons term in the effective action for gauge fields [27], and it plays an important role in the quantum Hall effect in graphene [28,29].

It should be emphasized that the Dirac mass and the chemical potential terms in the full propagator are determined by $m$ and $\mu$ that may differ from their tree level counterparts, $m_0$ and $\mu_0$. While $m_0$ is the bare fermion mass, $m$ has the physical meaning of a dynamical mass that, in general, depends on the density and temperature of the matter, as well as on the strength of interaction. Concerning the chemical potentials, it is $\mu_0$ that is the chemical potential in the thermodynamic sense. The value of $\mu$, on the other hand, is an “effective” chemical potential that determines the quasiparticle dispersion relations in interacting theory.

In order to determine the values of the parameters $m$, $\mu$, $\Delta$ and $\tilde{\mu}$ in the model at hand, we will use the Schwinger-Dyson (gap) equation for the full fermion propagator. As described in Appendix C utilizing the approach based on the effective action for composite operators [30,31], one can show that in the mean-field approximation it takes the following form:

$$G^{-1}(u,u') = S^{-1}(u,u') - iG_{\text{int}} \left\{ G(u,u) - \gamma^5 G(u,u) \gamma^5 \right\} \left[ \gamma^0 \right] \delta^4(u-u').$$

(4)

The diagrammatic form of the gap equation is shown in Fig. 1. While the first two terms in the curly brackets describe the exchange (Fock) interaction, the last two terms describe the direct (Hartree) interaction.

This matrix equation is derived in the mean-field approximation, which is reliable in the weakly coupled regime when the dimensionless coupling constant

$$g \equiv \frac{G_{\text{int}}\Lambda^2}{4\pi^2},$$

(5)

is small, $g \ll 1$. Here $\Lambda$ is an ultraviolet cutoff, and the coupling $g$ is defined in such a way that $g_{\text{cr}} = 1$, where $g_{\text{cr}}$ is the critical value for generating a fermion dynamical mass in the NJL model without magnetic field.

Of course, weak coupling is completely adequate for the analysis of the electron gas in the interior of neutron stars. As for the stellar quark matter, such an approximation may at best provide only a qualitative description of the dynamics responsible for the chiral asymmetry in the ground state. Regarding the use of the mean-field approximation, there is no reason to doubt that it should capture the main features of the dynamics, especially in the weakly coupled limit.

![FIG. 1: Diagrammatic form of the gap equation in the Hartree-Fock (mean-field) approximation.](image)

As one can see, the right hand side of the gap equation (4) depends only on the full fermion propagator $G(u,u')$ at $u' = u$. This fact greatly simplifies the analysis. Of
course, it is related to the fact that we use the local four-fermion interaction. This feature will be lost in more realistic models with long-range interactions.

The main disadvantage of the local four-fermion interaction is a nonrenormalizability of the model. Therefore, the model in Eq. (1) should be viewed only as a low-energy effective model reliable at the energy scales below a certain cutoff energy $\Lambda$. One may try to associate the value of the cutoff with a certain physical scale, e.g., the Debye screening mass in dense matter, or another characteristic scale provided by nonperturbative dynamics. To keep it general, we assume that $\Lambda$ is a free parameter in the analysis below.

### B. Structure of solutions of the gap equation

In this subsection we consider the general structure of the solutions of the gap equation. In particular, it will be shown directly from the form of the gap equation that in the normal phase in a magnetic field $\mu$ and $\mu_0$ are different, and b) the shift parameter $\Delta$ is necessarily nonzero.

As shown in Appendix A in the mean-field approximation utilized here, the Dirac structure of gap equation (4) does not allow solutions with a nontrivial $\tilde{\mu}$. While having $\tilde{\mu} = 0$ simplifies the analysis, we should emphasize that $\tilde{\mu}$ may well be nonvanishing in more refined approximations and in models with other types of interactions (28, 29, 32). At the same time, as one learns from a similar analysis in graphene, a nonzero $\tilde{\mu}$ should not change the main qualitative features of the phase with an induced $\Delta$ (28, 29).

The explicit expression for $G(u, u)$ is calculated in Eq. (6) in Appendix A. The result reads

$$G(u, u) = \frac{i}{2\pi l^2} \sum_{n=0}^{\infty} \int \frac{d\omega dk^3}{(2\pi)^2} \frac{K_n^- P_- + K_n^+ P_+ \theta(n-1)}{U_n},$$

where $l = 1/\sqrt{|eB|}$ is the magnetic length, $\theta(n-1) \equiv 1$ for $n \geq 1$ and $\theta(n-1) \equiv 0$ for $n \leq 0$. We also use the following spin projectors:

$$P_{\pm} = \frac{1}{2} \left( 1 \pm is_{\perp} \gamma^1 \gamma^2 \right),$$

and the shorthand notation $s_{\perp} \equiv \text{sign}(eB)$. The functions $U_n$ and $K_n^\pm$ are defined in Eqs. (A2) and (A28), respectively. For reader’s convenience, here they are quoted only for the case of vanishing $\tilde{\mu}$, which is of the main interest:

$$K_n^\pm = [(\omega + \mu \mp s_{\perp} \Delta) \gamma_0 + m - k^3 \gamma_3] \left[(\omega + \mu)^2 - m^2 - \Delta^2 - (k^3)^2 - 2n|eB| \mp 2s_{\perp} (m + k^3 \gamma_3) \gamma_0 \right],$$

$$U_n = \left[(\omega + \mu)^2 - 2n|eB| - \left(s_{\perp} \Delta - \sqrt{m^2 + (k^3)^2}\right)^2\right] \left[(\omega + \mu)^2 - 2n|eB| - \left(s_{\perp} \Delta + \sqrt{m^2 + (k^3)^2}\right)^2\right].$$

By making use of these expression, the $n$th Landau level contribution to the fermion propagator can be cast in the following form:

$$\frac{K_n^\pm P_{\pm}}{U_n} = \gamma_0 \left[ \frac{\omega + \mu - is_{\perp} \gamma_1 \gamma_2 \left(s_{\perp} \Delta - \sqrt{m^2 + (k^3)^2}\right)}{(\omega + \mu)^2 - \left(s_{\perp} \Delta - \sqrt{m^2 + (k^3)^2}\right)^2 - 2n|eB|} \right] \mathcal{H}^\pm + \frac{\omega + \mu - is_{\perp} \gamma_1 \gamma_2 \left(s_{\perp} \Delta + \sqrt{m^2 + (k^3)^2}\right)}{(\omega + \mu)^2 - \left(s_{\perp} \Delta + \sqrt{m^2 + (k^3)^2}\right)^2 - 2n|eB|} \mathcal{H}^\mp,$$

where

$$\mathcal{H}_{m=0}^\pm = \frac{1}{2} \left[ 1 \pm s_{\perp} \text{sign}(k^3) \gamma_5 \gamma_3 \right],$$

are the projectors on the quasiparticle states, whose energies are given in terms of either the sum or the difference of $s_{\perp} \Delta$ and $\sqrt{m^2 + (k^3)^2}$. The projectors take a particularly simple form in the massless limit: $\mathcal{H}_{m=0}^\pm = \frac{1}{2} \left[ 1 \pm s_{\perp} \text{sign}(k^3) \gamma_5 \right]$. In this case, $\mathcal{H}_{m=0}^\pm$ almost coincide (up to the sign of the longitudinal momentum) with the chirality projectors $P_{5}^k = \frac{1}{2} \left( 1 \pm s_{\perp} \gamma_5 \right)$, used in Ref. [3]. For each choice of the signs of $eB$ and $k^3$, the chirality of the states that correspond to projectors $\mathcal{H}_{m=0}^\pm$ are summarized in Table I. In fact, the precise relation between the two sets of projectors reads

$$\mathcal{H}_{m=0}^\pm = \frac{1}{2} \text{sign}(k^3) P_{5}^- + \frac{1}{2} \text{sign}(k^3) P_{5}^+,$$

By making use of this relation and taking into account that $\sqrt{m^2 + (k^3)^2} \rightarrow |k^3|$ when $m \rightarrow 0$, it is straightforward to check that the propagator in Eq. (6) in the massless limit takes exactly the same form as in Ref. [3], i.e.,

$$G(u, u) = G_0^- P_- + \sum_{n=1}^{\infty} (G_n^- P_- + G_n^+ P_+).$$
TABLE I: Chirality of the eigenstates that correspond to projectors \( \mathcal{H}_{m=0}^{\pm} \) for each sign of the longitudinal momentum \( k^3 \).

| \( k^3 \text{ sign}(eB) \) | \( k^3 < 0 \) | \( k^3 > 0 \) | \( k^3 < 0 \) | \( k^3 > 0 \) |
|---------------------|-------------|-------------|-------------|-------------|
| \( \text{sign}(eB) > 0 \) | L | R | R | L |
| \( \text{sign}(eB) < 0 \) | R | L | L | R |

where

\[
G_n^\pm = \frac{i|eB|\gamma^0}{2\pi} \int \frac{d\omega dk^3}{(2\pi)^2} \left\{ \frac{\omega + \mu \pm [k^3 - \Delta \text{sign}(eB)]}{(\omega + \mu)^2 - 2n|eB| - [k^3 - \Delta \text{sign}(eB)]^2} P^- \right. \\
+ \left. \frac{\omega + \mu \mp [k^3 + \Delta \text{sign}(eB)]}{(\omega + \mu)^2 - 2n|eB| - [k^3 + \Delta \text{sign}(eB)]^2} P^+ \right\}.
\] (14)

The opposite chirality fermions, described by such a propagator, are characterized by a relative shift of the longitudinal momenta, \( k^3 \rightarrow k^3 \pm s_\perp \Delta \), in their dispersion relations.

Unlike the higher Landau level terms in the propagator, the LLL contribution is rather simple,

\[
\frac{K_0^\perp P^-}{U_0} = \gamma^0 \left[ \frac{\mathcal{H}^-}{\omega + \mu - s_\perp \Delta + \sqrt{m^2 + (k^3)^2}} \right. \\
+ \left. \frac{\mathcal{H}^+}{\omega + \mu - s_\perp \Delta - \sqrt{m^2 + (k^3)^2}} \right] P^-.
\] (15)

In the LLL, \( s_\perp \Delta \) is a part of the effective chemical potential \( \mu - s_\perp \Delta \), and the two terms in Eq. (15) can be associated with the antiparticle (negative energy) and particle (positive energy) contributions, respectively. In order to avoid a potential confusion, let us also mention that, as seen from Eq. (10), the connection between \( \mathcal{H}^\pm \) and the particle/antiparticle states is not preserved in the higher Landau levels.

As follows from Eq. (10) and Eq. (15), the poles of the full fermion propagator are at

\[
\omega_0 = -\mu + s_\perp \Delta \pm \sqrt{m^2 + (k^3)^2},
\] (16)

for the lowest Landau level, and at

\[
\omega_n = -\mu \pm \sqrt{(s_\perp \Delta \pm \sqrt{m^2 + (k^3)^2})^2 + 2n|eB|},
\] (17)

for higher Landau levels, \( n \geq 1 \). Note that all four combinations of signs are possible for the latter.

The general form of the gap equation at nonzero temperature is derived in Appendix C see Eqs. (C4), (C5) and (C6),

\[
\mu = \mu_0 - \frac{1}{2} G_{\text{int}} A, \quad (18)
\]

\[
m = m_0 - G_{\text{int}} B, \quad (19)
\]

\[
\Delta = -\frac{1}{2} G_{\text{int}} D. \quad (20)
\]

The functions \( A, B \) and \( D \) on the right hand side of these equations are determined by the full fermion propagator as follows:

\[
A = -\text{tr} \left[ \gamma^0 G(u, u) \right] \equiv \langle \psi^0 \rangle, \quad (21)
\]

\[
B = -\text{tr} \left[ G(u, u) \right] \equiv \langle \bar{\psi} \psi \rangle, \quad (22)
\]

\[
D = -\text{tr} \left[ \gamma^3 \gamma^5 G(u, u) \right] \equiv \langle j^3_5 \rangle, \quad (23)
\]

and have the meaning of the fermion charge density, the chiral condensate and the axial current density, respectively. The formal integral representations of these three functions are presented in Eqs. (A37), (A38), and (A40).

Two of them, \( B \) and \( D \), contain ultraviolet divergences. In the next section, we study various solutions to the gap equations by using two regularization schemes: a gauge noninvariant one, with cutoffs in momentum integration and the sum over the Landau levels \( \mathcal{B} \), and the gauge invariant proper-time regularization \( \mathcal{B} \).

Let us now consider the zero temperature normal phase in the chiral limit, when \( m = m_0 = 0 \) and \( \langle \bar{\psi} \psi \rangle = 0 \). It is realized when the chemical potential \( \mu_0 > m_{\text{dyn}} / \sqrt{2} \) (see Ref. 8 and Sec. IV below), where \( m_{\text{dyn}} \) is a dynamical fermion mass in a magnetic field at zero chemical potential and zero temperature. Let us analyze Eqs. (18) and (20) in perturbation theory in the dimensionless coupling constant \( g \) defined in Eq. (4). In the zero order approximation, we have a theory of free fermions in a magnetic field. To this order, \( \mu = \mu_0 \) and \( \Delta = 0 \). However, even in this case the fermion density \( \langle j^0 \rangle \) and the axial current density \( \langle j^3_5 \rangle \) are nonzero. The former can be presented as a sum over the Landau levels:

\[
\langle j^0 \rangle_0 = \frac{\mu_0 |eB|}{2\pi^2} + \frac{\text{sign}(\mu_0) |eB|}{\pi^2} \sum_{n=1}^{\infty} \sqrt{\mu_0^2 - 2n|eB|} \times \theta \left( |\mu_0| - \sqrt{2n|eB|} \right),
\] (24)

and the latter comes entirely from the LLL \( \mathcal{B} \):

\[
\langle j^3_5 \rangle_0 = \frac{-eB}{2\pi^2} \mu_0.
\] (25)

(The overall minus sign is due to our convention for the electric charge of the electron \( +e \).) Then, to the next order in the coupling constant, one finds from Eq. (20) that \( \Delta \propto G_{\text{int}} \langle j^3_5 \rangle_0 \neq 0 \). Thus, in the normal phase of this theory, there necessarily exists a shift parameter \( \Delta \). In essence, the latter is one of the main results of Ref. 8. Let us also emphasize that \( \Delta \) is generated by perturbative dynamics, which is directly connected with the fact that the vanishing \( \Delta \) is not protected by any
symmetry (recall that \( C = +1, \ P = +1, \ T = -1 \) for the axial current density \( j_5^a \), and beside parity \( P \), all the discrete symmetries are broken in model (1)).

This result was obtained for the case of zero temperature. As will be shown below in Sec. VI, the chiral shift parameter is rather insensitive to the value of the temperature in the regime of cold dense matter appropriate for potential applications in stars. In the case of heavy ion collisions, as we shall see, a temperature larger than \( T \) may play an important role in enhancing the chiral shift parameter.

As one can see from Eqs. (18), (21), and (24), \( \mu - \mu_0 \propto G_{\text{int}}(j_5^a) \neq 0 \), which implies that \( \mu \) and \( \mu_0 \) are different. The origin of this difference can be traced to the Hartree terms in the gap equation [see the last two terms in Eq. (4)].

This finding seems to be robust in the NJL model with a local four-fermion interaction and a chemical potential, associated with a global charge, such as a baryon (or lepton) charge for example. When the conserved charge is related to a gauge symmetry, as in the case of the electric charge, the situation may be different. In that case, a neutrality condition imposed by the Gauss law takes place [32]. The latter is necessary for providing the thermodynamic equilibrium in a system. This is likely to result in \( \mu^{(e)} = \mu_0^{(e)} \) when \( \mu^{(e)} \) is the chemical potential for electric charge. Note that usually there are chemical potentials of both types in dense relativistic matter. While being of importance for potential applications in principle, we expect that this fact will not change our main conclusion regarding the chiral shift parameter.

In conclusion, let us briefly discuss the following issue. One may think that when the fermion mass \( m \) is zero, the term with the chiral shift \( \Delta \) is unphysical: in this case, it could formally be removed by the gauge transformation \( \psi \rightarrow e^{iz_0}\Delta \psi, \bar{\psi} \rightarrow \bar{\psi} e^{iz_0}\Delta \). The point, however, is that this transformation is singular (anomalous). It follows from the two facts: (i) as was already pointed out above, in the LLL, \( s \bot \Delta \) is a part of the chemical potential (see Eq. (15)), and (ii) this happens because the LLL dynamics is 1 + 1-dimensional [24]. It is well known that in 1 + 1 dimensions this transformation, which formally varies the value of the chemical potential, is anomalous (for a recent thorough discussion of this transformation, see Ref. [34]).

### IV. ANALYTICAL SOLUTIONS AT \( T = 0 \)

To set up a benchmark for the numerical results, it is instructive to start the analytical analysis of gap equations (18), (19), and (20) at zero temperature. We will use two regularization schemes: (i) the gauge noninvariant one, with a sharp momentum cutoff, \( |k^3| \leq \Lambda \), in the integrals over \( k^3 \) (which are always performed first) and a smooth cutoff in the sums over the Landau levels (which are performed last), and (ii) the gauge invariant proper-time regularization. It will be shown that the results in these two regularizations are qualitatively the same.

#### 1. Analytical solutions in the momentum cutoff regularization

Let us start from the first regularization. The smoothing function in the sums over the Landau levels is taken in the following form:

\[
\kappa(n) = \frac{\sinh(\Lambda/\delta\Lambda)}{\cosh\left((\Lambda/\delta\Lambda)\sqrt{n/n_{\text{cut}}}\right) + \cosh(\Lambda/\delta\Lambda)},
\]

where the cutoff value \( n_{\text{cut}} \) is determined by the number of the Landau levels below the energy scale set by \( \Lambda \), i.e., \( n_{\text{cut}} = \lfloor \Lambda^2/2|eB| \rfloor \) with the square brackets denoting the integer part. The width of the energy window in which the cutoff is determined by the ratio \( \Lambda/\delta\Lambda \), and when the value of the latter goes to infinity, the function \( \kappa(n) \) approaches the step function. (In the numerical calculations below we use \( \Lambda/\delta\Lambda = 20 \).

Let us now show that there are two qualitatively different solutions, which were previously reported in Ref. [2].

**Solution of Type I.** The first solution type corresponds to \( m \neq 0 \) and \( \Delta = 0 \) in accordance with the magnetic catalysis scenario in the vacuum [23], [24]. By substituting \( m \neq 0 \) and \( \Delta = 0 \) into the general expressions (A37), (A38), and (A40), we derive the following expressions for the functions appearing on the right hand sides of Eqs. (18)-(20):
Note that the expression for $D$ is proportional to the LLL contribution to the fermion density and, as a result, vanishes when $|\mu| < |m|$. In this case, a solution with $\Delta = 0$ is consistent with gap equation $(20)$. Then, the other two gap equations reduce down to
\[ \Delta = 0 \text{ is consistent with gap equation (20)}. \]

\[ \text{To see this, we derive the functions} \]
\[ \text{sum over the Landau levels.} \]

\[ \text{Solution of Type II. In the chiral limit, in addition to} \]
\[ \text{the solution with a nonzero Dirac mass} \]
\[ m \text{, the gap equation also allows a solution with} \]
\[ m = 0 \text{ and a nonzero chiral shift parameter} \]
\[ \Delta. \text{ To see this, we derive the functions} \]
\[ \text{that appear on the right hand sides of the gap equations} \]
\[ \text{for this special case:} \]
\[ A = \frac{\text{sign}(\mu)}{2(\pi l)^2} \sqrt{\mu^2 - m^2} \theta (|\mu| - |m|) + \frac{\text{sign}(\mu)}{(\pi l)^2} \sum_{n=1}^{\infty} \sqrt{\mu^2 - 2n|eB| - m^2} \theta (|\mu| - \sqrt{m^2 + 2n|eB|}), \]
\[ (27) \]
\[ B \simeq - \frac{m}{2(\pi l)^2} \left[ \ln \frac{2\Lambda}{|m|} - \frac{\text{sign}(\mu)}{(\pi l)^2} \sum_{n=1}^{\infty} \sqrt{\mu^2 - m^2 - 2n|eB|} \theta (|\mu| - \sqrt{m^2 + 2n|eB|}) \right] - \ln \left( \frac{\mu + \sqrt{\mu^2 - m^2 - 2n|eB|}}{|m|} \right) \theta (|\mu| - \sqrt{m^2 + 2n|eB|}), \]
\[ (28) \]
\[ D \simeq -s_\perp \frac{\text{sign}(\mu)}{2(\pi l)^2} \sqrt{\mu^2 - m^2 \theta (|\mu| - |m|)}. \]
\[ (29) \]
respectively. To leading order in the coupling constant, the solutions for $\mu$ and $\Delta$ are straightforward,
\[ \mu \simeq \frac{\mu_0}{1 + g/(\Lambda l)^2}, \]
\[ \Delta = \frac{g s_\perp \mu}{(\Lambda l)^2 + g [1 + 2 \sum_{n=1}^{\infty} \kappa(n)]}, \]
\[ (36) \]
\[ (37) \]

which are derived under the assumption that the chemical potential $\mu_0$ is not large enough for the first Landau level to start filling up, i.e., $|\mu| \lesssim \sqrt{2|eB|}$. When the chemical potential becomes larger, the result for $\mu$ will get corrections, but the expression for $\Delta$ in terms of $\mu$ will keep the same form. Note that with the function $\kappa(n)$ given in Eq. (26), one finds that
\[ \sum_{n=1}^{\infty} \kappa(\sqrt{2n|eB|}, \Lambda) = a\Lambda^2/|eB|, \]
\[ (38) \]
where $a = O(1)$. 

2. Analytical solutions in the proper-time regularization

\[ \text{Solution of Type I. In the regime of magnetic catalysis,} \]
\[ \text{we have shown above that the dynamical mass parameter} \]
\[ \text{satisfies Eq. (31) in the momentum cutoff regularization scheme. Now, let us show that this is consistent with} \]
\[ \text{the result obtained in the proper-time regularization. The expression for the vacuum part of function} \]
\[ \text{B in this regularization is given in Eq. (13). To the leading logarithm order, then, we derive the following gap equation for the} \]
\[ \text{mass parameter:} \]
\[ m = m_0 + \frac{mg}{(\Lambda l)^2} \ln \frac{1}{\pi(\mu l)^2}. \]
\[ (39) \]
As is easy to check, this gap equation is equivalent to Eq. (31) to leading order. The corresponding gap equation is also in agreement with the proper-time result in Ref. [14], which was given in the form
\[ m = m_0 + \frac{gm}{(\Lambda l)^2} \int_{\nu_1/\Lambda}^{\infty} ds e^{-sm^2} \coth (|eB|s), \]
\[ (40) \]
where the proper-time cutoff $s_0 \equiv 1/\Lambda^2$ is conventionally given in terms of an ultraviolet energy scale $\Lambda$. By noting that $\coth(|eB|s) \equiv 1 + 2\sum_{n=1}^{\infty} e^{-2\pi n|eB|}$ and using the table integral

$$
\int_{1/\Lambda^2}^{\infty} \frac{ds}{s} e^{-sa^2} = \Gamma(0, \frac{a^2}{\Lambda^2}) \simeq \ln \frac{\Lambda^2}{a^2} + O(1),
$$

we also see that, up to higher order corrections in powers of $1/\Lambda^2$, the representation in Eq. (40) is equivalent to Eq. (41).

As follows from Eq. (44), the value of the dynamical Dirac mass $m_{dy\eta}$ in the chiral limit, $m_0 = 0$, reads

$$
m^2_{dy\eta} = \frac{1}{\pi^2} \exp \left( \frac{\langle A\rangle^2}{g} \right), \quad (42)
$$

Formally, this solution exists for $|\mu_0| < m_{dy\eta}$. As we will discuss below, however, it corresponds to the ground state only in a part of this range, $|\mu_0| \lesssim m_{dy\eta}/\sqrt{2}$.

**Solution of Type II.** Now let us consider the chiral limit and search for a solution with $m = 0$ and a nonzero chiral shift parameter $\Delta$ using the proper-time representation. In this case, $\mathcal{B} = 0$ and the expressions for $\mathcal{A}$ and $\mathcal{D}$ are derived in Appendix B. Function $\mathcal{A}$ is finite and, therefore, is given by the same expression as in Eq. (44). Function $\mathcal{D}$ contains ultraviolet divergences. The corresponding regularized vacuum contribution is given in Eq. (B15). By adding also the (finite) matter contribution, derived in Eq. (B20), we obtain

$$
\mathcal{D} \simeq \frac{eB}{2(2\pi)^2} \coth \left( \frac{\Lambda}{2} \right) \coth \left( \frac{eB}{2\Lambda} \right) - \frac{2s_{\perp} \mu}{(2\pi)^2},
$$

where $\coth(x) \equiv -i\coth(ix)$ is the imaginary error function. By expanding the expression for $\mathcal{D}$ in inverse powers of $\Lambda$, we arrive at the following approximate result:

$$
\mathcal{D} \simeq \frac{1}{2(\pi)^2} \left( s_{\perp} - \frac{2\mu}{\pi^2} \right),
$$

which is in agreement with the result in Eq. (43) after making the identification $\frac{\Lambda}{2} \equiv 1 + 2\sum_{n=1}^{\infty} \kappa(n) \simeq 2a(\Lambda)^2$, where the parameter $a$ is defined in Eq. (48). As we see, $a = 1/4$ in the proper-time regularization.

The gap equation for $\mu$ is insensitive to the ultraviolet dynamics and coincides with Eq. (44). By making use of the approximation in Eq. (44), we arrive at the following equation for $\Delta$:

$$
\Delta = \frac{g}{(\Lambda)^2} \left( s_{\perp} - \frac{2\mu}{\pi^2} \right),
$$

which is equivalent to Eq. (50) after the same identification of the regularization schemes is made. Also, the proper-time solution,

$$
\mu \simeq \frac{\mu_0}{1 + g/(\Lambda)^2},
$$

$$
\Delta = \frac{gs_{\perp}}{(\Lambda)^2 + \frac{1}{2}g(\Lambda)^2},
$$

is equivalent to the solution in Eqs. (36) and (37).

3. **Free energy**

As should be clear from the above discussion, in the region $|\mu_0| < m_{dy\eta}$, the two inequivalent solutions coexist. In order to decide which of them describes the ground state, one has to compare the corresponding free energies. The general expression for the free energy density is derived in Appendix B. For the two cases of interest here, the corresponding results are given in Eqs. (D21) and (D26),

$$
\Omega_m \simeq -\frac{m_{dy\eta}^2}{2(2\pi)^2} \left( \frac{1}{m_{dy\eta}} - \frac{eB}{\Lambda^2} \right),
$$

and

$$
\Omega_\Delta \simeq -\frac{\mu_0^2}{(2\pi)^2} \left( \frac{1}{\mu_0} - g |eB| \right),
$$

respectively. In deriving the last result, we used the approximate relations $\mu \simeq \mu_0$ and $\Delta \simeq g\mu_0 eB/\Lambda^2$. By comparing the free energies in Eqs. (48) and (49), we see that the ground state with a nonzero $\Delta$ becomes favorable when $\mu_0 \gtrsim m_{dy\eta}/\sqrt{2}$. This is analogous to the Clogston relation in superconductivity [33].

V. **NUMERICAL SOLUTIONS TO THE GAP EQUATION**

In order to solve numerically the set of gap equations [18], [19], and [20], we have to regulate the divergences that appear in the integrals over the longitudinal momentum $k^3$ and the sums over the Landau levels in the expressions for the chiral condensate $\mathcal{B}$ and the axial current density $\mathcal{D}$. In Sec. IV we used two regularizations: 1) with a sharp momentum cutoff, $|k^3| \leq \Lambda$, in the integrals over $k^3$ (which are always performed first) and a smooth cutoff in the sums over the Landau levels, and 2) the proper-time regularization. Because it was shown that at zero temperature the results in these two regularizations are qualitatively similar, we perform a detailed numerical analysis of the gap equations at arbitrary temperature by using the first regularization only, which is technically much simpler to implement.

The form of the smoothing function $\kappa(n)$ in this regularization is given in Eq. (26). The width of the energy window in which the cutoff is smoothed is determined by the ratio $\Lambda/\delta\Lambda$. When the value of this ratio goes to infinity, $\kappa(n)$ approaches a step function, $\theta(n_{\text{cut}} - n)$, corresponding to the case of a sharp cutoff at $n_{\text{cut}} = \lfloor \Lambda^2/2|eB| \rfloor$. We note, however, that taking a very sharp cutoff in the sums over the Landau levels may result in some unphysical discontinuities in the physical properties of the model as a function of the magnetic field. This is because of the discontinuities in the dependence of the function $n_{\text{cut}}(|eB|)$, which defines the number of the dynamically accessible Landau levels. In
our numerical calculations, we choose a reasonably large value $\Lambda/\delta\Lambda = 20$.

In order to keep our model study as general as possible, we specify all energy/mass parameters in units of the cutoff parameter $\Lambda$. In the numerical calculations below, we use the following values of the coupling constant and the magnetic field:

$$g = \frac{G_{\text{int}}\Lambda^2}{4\pi^2} = 0.25, \quad (50)$$

$$|eB| = 0.125\Lambda^2. \quad (51)$$

The coupling is rather weak to justify the approximations used in the analysis. In real dense or hot quark matter, the actual value of dimensionless coupling may be even stronger. In the degenerate electron gas in the interior of compact stars, on the other hand, it is still much weaker. Our purpose here, however, is to perform a qualitative analysis of the model and reveal the general features of the dynamics relevant for the generation of the chiral shift parameter. Therefore, our “optimal” choice of $g$ is sufficiently strong to make the analysis reliable, while not too weak to avoid a very large hierarchy of the energy scales which would make the numerical analysis too difficult. Similar reasoning applies to the choice of the magnetic field in Eq. (51). This is a sufficiently strong field that makes it easier to explore and understand the qualitative features of the dynamics behind both the magnetic catalysis and the generation of the chiral shift parameter. In applications related to compact stars, the actual fields might be considerably weaker. However, this value may in fact be reasonable for applications in heavy ion collisions [3, 4].

### A. Numerical solutions at $\mu_0 = 0$

The gap equation is solved by multiple iterations of the gap equations. The convergence is checked by measuring the following error function:

$$\epsilon_n = \sqrt{\sum_{i=1}^{3} \frac{(x_{i,n} - x_{i,n-1})^2}{\max(x_{i,n}^2, x_{i,n-1}^2)}}, \quad (52)$$

where $x_i = \mu, \Delta, m$ for $i = 1, 2, 3$, respectively. (In the case when both $x_{i,n}$ and $x_{i,n-1}$ vanish, the corresponding $i$th contribution to $\epsilon_n$ is left out.) When the value of $\epsilon_n$ becomes less than $10^{-4}$ (at $T \neq 0$) or $10^{-5}$ (at $T = 0$), the current set of $\mu_n$, $\Delta_n$, and $m_n$ is accepted as an approximate solution to the gap equation. Usually, the convergence is achieved after several dozens of iterations. In some cases, even as few as five iterations suffice to reach the solution with the needed accuracy. This is often the case when we automatically sweep over a range of values of some parameter (e.g., the temperature or the chemical potential) and use the solution obtained at the previous value of the parameter as the starting guess to solve the equation for a new nearby value of the same parameter. However, even in this approach, the required number of iterations may sometimes be in the range of hundreds. This is usually the case when the dynamically generated $\Delta$ and $m$ have a steep dependence on the model parameters, which is common, e.g., in the vicinity of phase transitions.

In order to set up the reference point for the nonzero chemical potential calculations, let us start by presenting the results for the constituent fermion mass as a function of the bare mass $m_0$ at $\mu_0 = 0$. The corresponding zero temperature dependence is shown by the black line in Fig. 2. As expected, the mass approaches the value of $m_{\text{dyn}}$ in the chiral limit ($m_0 \to 0$). For the model parameters used in this paper it reads:

$$m_{\text{dyn}} \approx 7.1 \times 10^{-4} \Lambda. \quad (53)$$

In the same figure, we also plotted the results for several nonzero values of temperature. These results show that the value of the dynamical mass in the chiral limit gradually vanishes with increasing the temperature. Within our numerical accuracy, the corresponding value of the critical temperature is consistent with the Bardeen-Cooper-Schrieffer theory relation, $T_c \approx 0.57m_{\text{dyn}}$. We also note that the results for $\mu$ and $\Delta$ are trivial at all temperatures when $\mu_0 = 0$.

![Fig. 2](image-url) (Color online) The dependence of the constituent mass $m$ on the bare mass $m_0$ at $\mu_0 = 0$ for several fixed values of temperature: $T = 0$ (black), $T = 3.75 \times 10^{-4} \Lambda = 0.53m_{\text{dyn}}$ (blue), $T = 5 \times 10^{-4} \Lambda = 0.70m_{\text{dyn}}$ (red), $T = 10^{-3} \Lambda = 1.41m_{\text{dyn}}$ (green), $T = 2 \times 10^{-3} \Lambda = 2.81m_{\text{dyn}}$ (dark brown), and $T = 4 \times 10^{-3} \Lambda = 5.62m_{\text{dyn}}$ (light brown). The insert shows the details in the rectangular area around the origin.

### B. Numerical solutions at $T = 0$

The solutions of $\Delta$ vs $\mu_0$ and $m$ vs $\mu_0$, obtained by the iterating the set of gap equations, are shown in upper and lower left panels of Fig. 2, respectively. There the solutions for several different values of bare masses $m_0$ are
shown. It might be appropriate to note here that, in the vicinity of the phase transitions, we had obtained a pair of solutions for each fixed value of $m_0$. The two different solutions are obtained by sweeping over the same range of the chemical potentials $\mu_0$ in two different directions: (i) from left to right and (ii) from right to left. When such a pair of solution, forming a small hysteresis loop, is observed, a first order phase transition is expected somewhere within the loop. To determine the location of such a phase transition, the comparison of free energy densities for the corresponding pairs of solutions is required. The general expression for the free energy is derived in Appendix D. By calculating the corresponding expression for each of the solutions around the hysteresis loop, we could push the position of the actual phase transition. An example of such a calculation is presented in the lower right panel of Fig. 3. There the free energies of the pair of solutions for each fixed value of $\mu_0$ are presented in Fig. 4. Note that the dependence $\mu - \mu_0$ vs $\mu_0$ (not shown in that figure) is similar to that of $\Delta$ vs $\mu_0$ at all temperatures. As should be expected, temperature suppresses the dynamical fermion mass (see the right panel of this figure). However, the situation is quite different for the chiral shift parameter. As one can see in the left panel of the figure, $\Delta$ is rather insensitive to temperature when $T \ll \mu_0$, and increases with $T$ when $T \gg \mu_0$. This property reflects the fact that higher temperature leads to higher matter density, which is apparently a more favorable environment for generating the chiral shift $\Delta$. While the first regime with $T \ll \mu_0$ is appropriate for stellar matter, the second one with $T > \mu_0$ (actually, $T \gg \mu_0$) is realized in heavy ion collisions. As we discuss in Sec. VII below, the generation of $\Delta$ may have important implications for both stellar matter and heavy ion collisions.

VI. AXIAL CURRENT DENSITY

It is instructive to calculate the ground state expectation value of the axial current density. As we see from Eq. (23), it coincides with the function $D$,

$$\langle j^3_5 \rangle = -\text{tr} \left[ \gamma^5 G(u, u) \right] = D. \tag{54}$$

In the case of the vanishing Dirac mass, $m = 0$, an explicit expression for $D$ within the momentum cutoff and the proper-time regularization schemes were presented in Eqs. (30) and (11), respectively. Both expressions can be written in the same form:

$$\langle j^3_5 \rangle \approx -\frac{eB}{2\pi^2} \left[ \mu - 2as_\perp \Delta(\Lambda)^2 \right], \tag{55}$$

where $a$ is a dimensionless constant of order 1, determined by the specific regularization scheme. When the proper time is used, we find from Eq. (11) that $a = 1/4$. In the case of the cutoff regularization, it is defined by Eq. (30). Note that qualitatively the same result is also obtained in the point-splitting regularization [21].

The first term in the parenthesis in Eq. (55) is the same topological term that was derived in the free theory in Ref. [1], while the second term is an outcome of interactions [9]. It is interesting to note that, by making use of the gap equation (20) for $\Delta$, the result for the axial current can be also rewritten in an alternative form:

$$\langle j^3_5 \rangle = -\frac{2\Delta}{G_{\text{int}}} = -\frac{\Delta}{2\pi^2} \frac{\Lambda^2}{g}. \tag{56}$$

While this may not be very convenient in the free theory, in which both the coupling constant $g$ and the chiral shift $\Delta$ vanish, and the cutoff is formally infinite, it is helpful to get a deeper insight in interacting theory.

Formally, the results for the axial current either in Eq. (55) or in Eq. (56) appear to be quadratically divergent when $\Lambda \to \infty$. It should be noticed, however,
that the solution to the gap equation, see Eq. \[37\] in the case of cutoff regularization and Eq. \[47\] in the case of proper time regularization, is inversely proportional to $\Lambda^2$, i.e., $\Delta \sim \frac{g_\mu e B}{\Lambda^2}$. Taking this into account, we see that the axial current density is actually finite in the continuum limit $\Lambda \to \infty$,

$$\langle j_3^a \rangle \simeq \frac{-eB}{2\pi^2} \mu + \alpha \frac{\Lambda^2}{\pi^2} \Delta \simeq \frac{-eB}{2\pi^2} \frac{\mu}{(1 + 2ag)}.$$  

Before concluding this section, let us also note the fol-
lowing expression for fermion number density:

$$\langle j^0 \rangle = -\text{tr} [\gamma^0 G(u,u)] = \mathcal{A}. \quad (58)$$

The explicit form of the function $\mathcal{A}$ is derived in Appendix A. The corresponding result is complicated and adds no new information when the solution to the gap equation is available. Indeed, the fermion number density can be conveniently rewritten in a simpler form by making use of the gap equation (18) for $\mu$,

$$\langle j^0 \rangle = 2 \frac{\mu_0 - \mu}{G_{\text{int}}} = \frac{\mu_0 - \mu \Delta^2}{2\pi^2 g}. \quad (59)$$

This shows that the result for this density is proportional to $\mu_0 - \mu$ presented earlier.

In the case of a strong magnetic field, when the LLL approximation is appropriate, we find that the chiral shift parameter (and, thus, the axial current density) and the fermion number density are proportional to each other. This is apparent in Fig. 3. The underlying reason for this proportionality is the same (up to a sign) LLL contribution to both functions $\mathcal{A}$ and $\mathcal{D}$. Moreover, this property seems to be at least approximately valid in a general case. In turn, this suggests that a fermion number density and the chiral shift parameter are two closely connected characteristics of the normal phase of magnetized relativistic matter.

VII. DISCUSSION AND SUMMARY

A. Fermi surface

The immediate implication of a nonzero chiral shift parameter in dense magnetized matter is the modification of the quasiparticle dispersion relations, see Eqs. (16) and (17). These relations can be used to define the “Fermi surface” in the space of the longitudinal momentum $k^3$ and the Landau index $n$. Note that the quantity $2n|eB|$ plays the role analogous to the square of the transverse momenta in the absence of the magnetic field.

Following the standard philosophy, we define the Fermi surface as the hypersurface in the space of quantum numbers $n$ and $k^3$, which correspond to quasiparticles with zero energy, i.e.,

$$n = 0 : \quad k^3 = \pm \sqrt{(\mu - s_\perp \Delta)^2 - m^2}; \quad (60)$$
$$n > 0 : \quad k^3 = \pm \sqrt{(\mu^2 - 2n|eB| + s_\perp \Delta)^2 - m^2}. \quad (61)$$

(In the last equation, all four combinations of signs are possible.) In order to better understand the nature of quasiparticles at the Fermi surface, described by Eqs. (60) and (61), we recall that there are two types of quasiparticles. The Dirac structures of their wave functions are obtained by applying the projection operators in Eq. (11). In relativistic dense matter ($\mu \gg m$), the corresponding states at the Fermi surface can be approximately characterized by their chiralities. This follows from the fact that $|k^3| \gg m$ for a large fraction of the Fermi surface in Eq. (11), except for the limiting values of $n$ around $n_{\text{max}} = [\mu^2/(2|eB|)]$. At such large values of the relative momentum, the projection operators in Eq. (11) are very closely related to the chiral projectors. Indeed, for $|k^3| \gg m$, the relation between the two sets of projectors is approximately the same as in the massless case in Eq. (12). Taking this into account, it is possible to define quasiparticles at the Fermi surface, which are predominantly left-handed or right-handed. Without loss of generality, let us assume that $\text{sign}(eB) > 0$. Then, the Fermi surface for the predominantly left-handed particles is given by

$$n = 0 : \quad k^3 = -\sqrt{(\mu - s_\perp \Delta)^2 - m^2}; \quad (62)$$
$$n > 0 : \quad k^3 = -\sqrt{(\mu^2 - 2n|eB| - s_\perp \Delta)^2 - m^2}. \quad (63)$$

and the Fermi surface for the predominantly right-handed particles is

$$n = 0 : \quad k^3 = \sqrt{(\mu - s_\perp \Delta)^2 - m^2}; \quad (64)$$
$$n > 0 : \quad k^3 = -\sqrt{(\mu^2 - 2n|eB| + s_\perp \Delta)^2 - m^2}. \quad (65)$$

In the massless case, of course, this correspondence becomes exact. Then, we find that the Fermi surface for fermions of a given chirality is asymmetric in the direction of the magnetic field. In Fig. 3, we show a schematic distribution of negatively charged fermions and take into account that the parameter $s_\perp \Delta$ has the same sign as the chemical potential, see Eqs. (66) or (67). (A similar distribution is also valid for positively charged fermions, but the left-handed and right-handed fermions will inter-change their roles.) For the fermions of a given chirality, the LLL and the higher Landau levels give opposite contributions to the overall asymmetry of the Fermi surface. For example, the left-handed electrons in the LLL occupy only the states with positive longitudinal momenta (pointing in the magnetic field direction). The spins of the corresponding LLL electrons point against the magnetic field direction. In the higher Landau levels, while the left-handed electrons can have both positive and negative longitudinal momenta (as well as both spin projections), there are more states with negative momenta occupied, see Fig. 3. If there are many Landau levels occupied, which is the case when $\mu \gg |eB|$, the relative contribution of the LLL to the whole Fermi surface is small, and the overall asymmetry is dominated by higher Landau levels. In the opposite regime of superstrong magnetic field (if it can be realized in compact stars at
When the original trapped neutrinos gradually diffuse through the bulk of a protoneutron star, they can build up an asymmetric momentum distribution as a result of their multiple elastic scattering on the nonisotropic state of left-handed fermions (electrons or quarks). This is in contrast to the common dynamics of diffusion through an isotropic hot matter, which leads to a very efficient thermal isotropization and, therefore, a wash out of any original nonisotropic distribution of neutrinos [37, 38]. It appears also very helpful for the new pulsar kick mechanism that the chiral shift parameter is not much affected even by moderately high temperatures, 10 MeV ≲ \( T \lesssim 50 \) MeV, present during the earliest stages of protoneutron stars [39]. Indeed, as our findings show, the value of \( \Delta \) is primarily determined by the chemical potential and has a weak/nonessential temperature dependence when \( \mu \gg T \). In the stellar context, this ensures the feasibility of the proposed mechanism even at the earliest stages of the protoneutron stars, when there is sufficient amount of thermal energy to power the strongest (with \( v \gtrsim 1000 \) km/s) pulsar kicks observed [36]. Alternatively, the constraints of the energy conservation would make it hard, if not impossible, to explain any sizable pulsar kicks if the interior matter is cold (\( T \lesssim 1 \) MeV).

Let us also mention that the robustness of the chiral shift in hot magnetized matter may be useful to provide an additional neutrino push to facilitate successful supernova explosions as suggested in Ref. [40]. The specific details of such a scenario are yet to be worked out.

### C. Heavy ion physics

It is natural to ask whether the chiral shift parameter can have any interesting implications in the regime of relativistic heavy ion collisions. As was recently discussed in the literature, hot relativistic matter in a magnetic field may have interesting properties even in the absence of the chiral shift parameter. The examples of the recently suggested phenomena, that appear to be closely related to the generation of the chiral shift, are the chiral magnetic effect [4, 10, 12], the chiral magnetic spiral [13, 14, 16], and the chiral magnetic wave [17].

As we find in this study, at high temperatures, i.e., in the regime relevant for relativistic heavy ion collisions, the chiral shift parameter is generated for any nonzero chemical potential. This is seen from the results presented in Fig. 4. However, its role is not as obvious as in the case of stellar matter. At high temperatures, the Fermi surface and the low-energy excitations in its vicinity are not very useful concepts any more. Instead, it is the axial current itself that is of interest. The chiral shift should induce a correction to the topological axial current [24]. As seen from Eq. (55), the corresponding correction in the NJL model studied here is proportional to the chiral shift parameter \( \Delta \), multiplied by a factor \( (\Lambda l)^2 \), where \( \Lambda \) is the ultraviolet cutoff. Formally, the product of \( \Delta \) and \( (\Lambda l)^2 \) is finite and is proportional to
the chemical potential. However, unlike the topological term, which is also proportional to the chemical potential, the dynamical one contains an extra factor of the coupling constant. Therefore, only at relatively strong coupling, which can be provided by QCD interactions, the effect of the chiral shift parameter on the axial current can be substantial.

Following the ideas similar to those that were used in the chiral magnetic effect \cite{4,10,12}, we would like to suggest that the axial current by itself can play an important role in hot matter produced by heavy ion collisions. It can lead to a modified version of the chiral magnetic effect, which does not rely on the initial topological charge fluctuations. This can presumably be realized as follows. An initial axial current generates an excess of opposite chiral charges around the polar regions of the fireball. Then, these chiral charges trigger two “usual” chiral magnetic effects with opposite directions of the vector currents at the opposite poles. The inward flows of these electric currents will diffuse inside the fireball, while the outward flows will lead to a distinct observational signal: an excess of same sign charges going back-to-back.

Concerning the regime of hot relativistic matter, let us also mention that it will be of interest to extend our analysis of magnetized relativistic matter to address the properties of collective modes, similar to those presented in Ref. \cite{15}, by studying various current-current correlators.

D. Renormalizability vs nonrenormalizability

The present analysis was realized in the NJL model. It would be important to extend it to renormalizable field theories, especially, QED and QCD. In connection with that, we would like to note the following. The expression for the chiral shift parameter, $\Delta \sim g\mu eB/\Lambda^2$, obtained in the NJL model implies that both fermion density and magnetic field are necessary for the generation of $\Delta$. This feature should also be valid in renormalizable theories.

As for the cutoff $\Lambda$, it enters the results only because of the nonrenormalizability of the NJL model.

Similar studies of chiral symmetry breaking in the vacuum ($\mu_0 = 0$) QED and QCD in a magnetic field show that the cutoff scale $\Lambda$ is replaced by $\sqrt{|eB|}$ there \cite{11}. Therefore, one might expect that in QED and QCD with both $\mu$ and $B$ being nonzero, $\Lambda$ will be replaced by a physical parameter, such as $\sqrt{|eB|}$. This in turn suggests that a constant chiral shift parameter $\Delta$ will become a running quantity that depends on the longitudinal momentum $k^3$ and the Landau level index $n$.

Another important feature that one could expect in QCD in a magnetic field is a topological contribution in the baryon charge \cite{8} connected with collective massless fermion excitations in the phase with spontaneous chiral symmetry breaking. This feature could dramatically change the properties of that phase \cite{11}.

It is clear that dynamics in dense relativistic matter in a magnetic field is rich and sophisticated. In particular, one could expect surprises in studies of the phase diagram of QCD in a magnetic field \cite{12,13}.
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Appendix A: The full fermion propagator

1. General result

In this appendix we calculate the explicit form of the full fermion propagator. From the definition of the inverse propagator in Eq. (3), it follows that

\[
G(u, u') = i(u|[(i\partial_\mu + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 - m\rangle^{-1} |u')
\]

\[
= i(u|[(i\partial_t + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 + m]\)
\]

\[
\times \left\{ [(i\partial_t + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 + m]^{-1} |u')
\]

\[
= i(u|[(i\partial_t + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 + m]^{-1} |u')
\]

\[
\times [(i\partial_t + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 + m]^{-1} |u')
\]

\[
= i(u|[(i\partial_t + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 + m]^{-1} |u')
\]

\[
\times [(i\partial_t + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 + m]^{-1} |u')
\]

\[
= i(u|[(i\partial_t + \mu)\gamma^0 - (\pi_\perp \cdot \gamma) - \pi^3\gamma^3 + i\Omega_\perp \gamma^2 + i\Delta_\perp \gamma^2 + m]^{-1} |u')
\]

where \( u = (t, \mathbf{r}) \) and \( \mathbf{r} = (x, y, z) \). Note that the canonical momenta are \( \pi_\perp^k \equiv i\partial^k + eA^k \) (with \( k = 1, 2 \) and \( \pi^3 = -i\partial_3 \)), and the Dirac structure \( \gamma^3\gamma^5 \) is rewritten in an equivalent form, \( \gamma^3\gamma^5 = i\gamma^0\gamma^1\gamma^2 \). To derive an expression for the propagator in a form of an expansion over the Landau levels, we follow the same approach as in Ref. [29]. We start by switching to the Fourier transform in time \( t \) and in \( z \)-coordinate (i.e., the coordinate along the magnetic field),

\[
G(\omega, k^3; \mathbf{r}, \mathbf{r}') = \int dt \, dz \, e^{i\omega(t-t') - ik^3(z-z')} G(u, u') = i(W - (\pi_{\perp, t} \cdot \gamma)) (\mathcal{M} - \pi_{\perp, 3} - ieB\gamma^1\gamma^2)^{-1} |r'),
\]

where \( \pi_{\perp, t} \) is the differential operator of the canonical momentum in the coordinate space spanned by vector \( \mathbf{r} \). The explicit structure of \( W \) and \( \mathcal{M} \), which are matrices in Dirac space, follows directly from Eq. (A1), i.e.,

\[
W = (\omega + \mu)\gamma^0 + i\Omega_\perp \gamma^2 - i\Delta_\perp \gamma^2 + m - k^3\gamma^3,
\]

\[
\mathcal{M} = (\omega + \mu + i\Omega_\perp \gamma^2)(\omega + \mu + i\Omega_\perp \gamma^2) - (m - i\Delta_\perp \gamma^2)(m - i\Delta_\perp \gamma^2) - (k^3)^2 - 2i\gamma^2(\mu + \Delta_\perp)^3\gamma^3.
\]

By noting that all three operators \( \mathcal{M}, \pi_{\perp, 3}^2 \) and \( ieB\gamma^1\gamma^2 \) inside the matrix element on the right hand side of Eq. (A2) commute, we build their common basis of eigenfunctions. We start from the operator \( \pi_{\perp, 3}^2 \). As is well known, it has the eigenvalues \( (2n + 1)|eB| \) with \( n = 0, 1, 2, \ldots \). The corresponding normalized wave functions in the Landau gauge, \( \mathbf{A} = (0, Bx) \), read

\[
\psi_{np}(\mathbf{r}) \equiv \langle r|np \rangle = \frac{1}{\sqrt{2\pi}l} \frac{1}{\sqrt{2\pi}m!\sqrt{\pi}} H_n \left( \frac{x}{l} + pl \right) e^{-\frac{1}{2}(x + pl)^2} e^{i\pi_{\perp, 3} p y},
\]

where \( H_n(x) \) are the Hermite polynomials and \( l = 1/\sqrt{|eB|} \) is the magnetic length. These wave functions satisfy the conditions of normalizability and completeness,

\[
\int d^2r \langle np|n'p' \rangle = \delta_{nn'}\delta(p - p'),
\]

\[
\sum_{n=0}^\infty \int dp \langle np|np \rangle = \sum_{n=0}^\infty \int dp \psi_{np}(r)\psi_{np}^*(r') = \delta(r - r'),
\]

respectively. Then, by making use of the spectral expansion of the unit operator \( A^0 \), we can rewrite the matrix element on the right hand side of Eq. (A2) as follows:

\[
\langle r| \mathcal{M} - \pi_{\perp, 3}^2 - ieB\gamma^1\gamma^2 \rangle^{-1} |r' \rangle = \sum_{n=0}^{\infty} \int dp \langle np| \mathcal{M} - (2n + 1)|eB| - ieB\gamma^1\gamma^2 \rangle^{-1} |np|r' \rangle
\]

\[
= \frac{e^{i\phi(r, r')}}{2\pi l^2} e^{-\xi/2} \sum_{n=0}^{\infty} \frac{L_n(\xi)}{\mathcal{M} - (2n + 1)|eB| - ieB\gamma^1\gamma^2}.
\]
where $\xi \equiv (r - r')^2/(2l^2)$ and $\Phi(r, r')$ is the Schwinger phase, whose explicit form is given by

$$\Phi(r, r') = -e \int_r^{r'} dz_i A_i(z) = -s_\perp \frac{(x + x')(y - y')}{2l^2}.$$ (A9)

This phase has a universal form for charged particles in a constant magnetic field. Its origin is related to the fact that the commutative group of translations is replaced by the noncommutative group of the so-called magnetic translations [17]. In the derivation of Eq. (A8), we calculated exactly the integral over the quantum number $p$ by making use of formula 7.377 from Ref. [46],

$$\int_{-\infty}^{\infty} e^{-x^2} H_m(x + y)H_n(x + z)dx = 2^n \pi^{1/2} m! z^{n-m} L_m^{n-m}(-2yz),$$ (A10)

which assumes $m \leq n$. By definition, $L_m^0$ are the generalized Laguerre polynomials, and $L_n \equiv L_n^0$ [46].

By noticing that the matrix $ieB\gamma^2$ reduces down to its eigenvalues $\pm|eB|$ in the subspaces defined by the spin projection operators,

$$\mathcal{P}_\pm = \frac{1}{2} \left[ 1 \pm i\gamma^2 \text{sign}(eB) \right],$$ (A11)

the $n$th term in the sum in Eq. (A8) can be conveniently decomposed into the sum of two contributions,

$$\frac{L_n(\xi)}{\mathcal{M} - (2n + 1)|eB| - i\xi \gamma^2} = \frac{\mathcal{P}_- L_n(\xi)}{\mathcal{M} - (2n + 1)|eB| + |eB|} + \frac{\mathcal{P}_+ L_n(\xi)}{\mathcal{M} - (2n + 1)|eB| - |eB|},$$ (A12)

Here the ordering of the matrix factors $\mathcal{P}_\pm$ and $(\mathcal{M} - n|eB|)^{-1}$ is of no importance because $\mathcal{M}$ commutes with both projectors. By substituting the last expression into Eq. (A8) and redefining the summation index $n \rightarrow n - 1$ in the second term, the result for the matrix element can be written in a compact form as

$$\langle r' \left[ \mathcal{M} - \pi_\perp^2 - i\xi \gamma^2 \right]^{-1} |r \rangle = \frac{e^{i\Phi(r, r')}}{2\pi l^2} e^{-\xi/2} \sum_{n=0}^{\infty} \frac{\mathcal{P}_- L_n(\xi) + \mathcal{P}_+ L_{n-1}(\xi)}{\mathcal{M} - 2n|eB|},$$ (A13)

where $L_{-1} \equiv 0$ by definition. Finally, by noting that

$$\pi_x e^{i\Phi} = e^{i\Phi} \left(-i\partial_x - s_\perp \frac{y - y'}{2l^2}\right),$$ (A14)

$$\pi_y e^{i\Phi} = e^{i\Phi} \left(-i\partial_y + s_\perp \frac{x - x'}{2l^2}\right),$$ (A15)

the full propagator takes the form of a product of the Schwinger phase factor and a translation invariant part, i.e.,

$$G(\omega, k^3; r, r') = e^{i\Phi(r, r')} \bar{G}(\omega, k^3; r - r'),$$ (A16)

where the translation invariant part of the propagator is

$$\bar{G}(\omega, k^3; r - r') = i \left[ W - \gamma^1 \left(-i\partial_x - s_\perp \frac{y - y'}{2l^2}\right) - \gamma^2 \left(-i\partial_y + s_\perp \frac{x - x'}{2l^2}\right) \right] e^{-\xi/2} \sum_{n=0}^{\infty} \frac{L_n(\xi)\mathcal{P}_- + L_{n-1}(\xi)\mathcal{P}_+}{\mathcal{M} - 2n|eB|}.$$ (A17)

Note that the ordering of the matrix factors in this expression is very important because the expression in the square brackets does not commute with matrix $\mathcal{M}$.

The Fourier transform of the translation invariant part of propagator (A17),

$$\tilde{G}(\omega, k^3) = \int d^2 r e^{-i(k \cdot r)} \bar{G}(\omega, k^3; r),$$ (A18)
can be evaluated by first performing the integration over the angle in the coordinate space. The integration is performed by making use of the following table integral:

$$\int_0^{2\pi} e^{-ikr \cos(\phi-\phi_k)} d\phi = 2\pi J_0(kr),$$  \hspace{1cm} (A19)

where $J_0(x)$ is the Bessel function. Using also formula 7.421.1 from Ref. 46, one gets

$$\int_0^\infty xe^{-\frac{1}{2}x^2} L_n \left( \frac{1}{2} \beta x^2 \right) J_0(xy) dx = \frac{(\alpha - \beta)^n}{\alpha^{n+1}} e^{-\frac{1}{2}y^2} L_n \left( \frac{\beta y^2}{\alpha(\beta - \alpha)} \right),$$  \hspace{1cm} (A20)

valid for $y > 0$ and $\text{Re } \alpha > 0$. The result is given by

$$\tilde{G}(\omega, k^3, \k) = ie^{-k^2 \gamma^2} \sum_{n=0}^{\infty} (-1)^n D_n(\omega, k^3, \k) \frac{1}{M - 2n|eB|},$$  \hspace{1cm} (A21)

where $\k = (k^1, k^2)$ is the “transverse momentum”, $k^3 = |\k|^2$ and the $n$th Landau level contribution is determined by

$$D_n(\omega, k^3, \k) = 2W \left[ \mathcal{P}_- L_n(2k^2 i^2) - \mathcal{P}_+ L_{n-1}(2k^2 i^2) \right] + 4(\k \cdot \gamma)L_n^1(2k^2 i^2).$$  \hspace{1cm} (A22)

It is assumed that $L_0 = 0$. This could be compared with the standard Dirac propagator for massive fermions in a constant magnetic field in Ref. 24. The last matrix factor in Eq. (A21) can be rewritten in a more convenient form as

$$\frac{1}{M - 2n|eB|} = \frac{(\omega + \mu - i\bar{\mu}^0\gamma^0\gamma^2)^2 - (m + i\Delta\gamma^0\gamma^3)^2 + 2i\gamma_2(\bar{\mu} + \Delta\gamma^0)k^3\gamma^3 - (k^3)^2 - 2n|eB|}{U_n},$$  \hspace{1cm} (A23)

where

$$U_n = [(\omega + \mu)^2 + \bar{\mu}^2 - m^2 - \Delta^2 - (k^3)^2 - 2n|eB|)^2 - 4[\bar{\mu}(\omega + \mu) + m\Delta]^2 + (k^3)^2(\Delta^2 - \bar{\mu}^2)].$$  \hspace{1cm} (A24)

As follows from this representation, the fermion dispersion relations are determined by the zeros of $U_n$, which is a fourth order polynomial in $\omega$ in a general case.

2. Fermion propagator in the coincidence limit, $u' \to u$

The coordinate space representation of the propagator reads

$$G(u, u') = e^{i\Phi(r, r')} \int \frac{dk^3 d^2 \k}{(2\pi)^4} e^{-i\omega(t-t') + ik^3(z-z') + i\k \cdot (r-r')} \tilde{G}(\omega, k^3, \k).$$  \hspace{1cm} (A25)

As seen from Eq. (11) in Sec. III, only the full fermion propagator $G(u, u)$ in the coincidence limit, $u' \to u$, enters the mean-field gap equation. By making use of the results in the previous subsection, we obtain the following expression for the corresponding propagator:

$$G(u, u) = \int \frac{dk^3 d^2 \k}{(2\pi)^4} G(\omega, k^3, \k) = \frac{i}{2\pi i^2} \sum_{n=0}^{\infty} \int \frac{d\omega d^3 k}{(2\pi)^2} \mathcal{K}_n^+ \mathcal{P}_+ + \mathcal{K}_n^- \mathcal{P}_- \theta(n-1) \frac{1}{U_n},$$  \hspace{1cm} (A26)

where $\theta(n-1) = 1$ for $n \geq 1$ and $\theta(n-1) = 0$ for $n \leq 1$. We took into account that $\Phi(r, r') = 0$ at $r' = r$, used the table integral 7.414 (8) in Ref. 46,

$$\int_0^\infty e^{-st^2} L_n^s(t) dt = \frac{\Gamma(\alpha + n + 1)(s - 1)^n}{s^{n+1}},$$  \hspace{1cm} (A27)

(valid when $\text{Re } \alpha > 1$ and $\text{Re } s > 0$) and introduced the following shorthand notation:

$$K_n^{\pm} = \left[ (\omega + \mu + s_\perp \Delta)\gamma^0 \pm s_\perp \bar{\mu} + m - k^3\gamma^3 \right] \left[ (\omega + \mu)^2 + \bar{\mu}^2 - m^2 - \Delta^2 - (k^3)^2 - 2n|eB_\perp| \right] \pm 2s_\perp [\bar{\mu}(\omega + \mu) + \Delta m] \gamma^0 \pm 2s_\perp (\bar{\mu} + \Delta\gamma^0)k^3\gamma^3.$$  \hspace{1cm} (A28)
Note that the first factor in the square brackets originates from matrix $W$, see Eqs. (A3), (A21) and (A22).

In the rest of this Appendix, we consider only the case with the vanishing anomalous magnetic moment ($\hat{\mu} = 0$), which is sufficient for the mean-field analysis in the NJL model. The expressions for $K_n$ and $U_n$ in this special case are quoted in Eqs. (8) and (9) in the main text. Then, as follows from Eq. (A26), the propagator has the following general structure:

$$G(u, u) = G_0 \mathcal{P}^- + \sum_{n=1}^{\infty} \left( G_{n}^- \mathcal{P}^- + G_{n}^+ \mathcal{P}^+ \right).$$  \hfill (A29)

By substituting $\hat{\mu} = 0$ and replacing the integration over $\omega$ by the Matsubara sum according to the prescription

$$\int \frac{d\omega}{2\pi} \cdots \rightarrow iT \sum_{m' = -\infty}^{\infty} \cdots,$$  \hfill (A30)

with $\omega \rightarrow i\omega_{m'} = i\pi T(2m' + 1)$, we derive separate $n$th Landau level contributions,

$$G_n^\pm = -\frac{T}{2\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \sum_{m' = -\infty}^{\infty} \frac{K_n^\pm}{U_n^{\omega + i\omega_{m'}}},$$

$$= \frac{T}{4\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \sum_{m' = -\infty}^{\infty} \left( \gamma^0 \pm \frac{m - k^3 \gamma^3}{\sqrt{m^2 + (k^3)^2}} \right) \frac{i\omega_{m'} + \mu \pm \left( \sqrt{m^2 + (k^3)^2} - s_{\perp} \Delta \right)}{(\omega_{m'} - i\mu)^2 + \left( E_{k^3,n}^\pm \right)^2},$$

$$+ \frac{T}{4\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \sum_{m' = -\infty}^{\infty} \left( \gamma^0 \pm \frac{m - k^3 \gamma^3}{\sqrt{m^2 + (k^3)^2}} \right) \frac{i\omega_{m'} + \mu \mp \left( \sqrt{m^2 + (k^3)^2} + s_{\perp} \Delta \right)}{(\omega_{m'} - i\mu)^2 + \left( E_{k^3,n}^\pm \right)^2},$$  \hfill (A31)

where $E_{k^3,n}^\pm = \sqrt{\left( s_{\perp} \Delta \pm \sqrt{m^2 + (k^3)^2} \right)^2 + 2n\mu eB}$. We use the following table sums:

$$T \sum_{m' = -\infty}^{\infty} \frac{b}{(\omega_{m'} - i\mu)^2 + \bar{b}^2} = \frac{1 - n_F(b + \mu) - n_F(b - \mu)}{2},$$  \hfill (A32)

$$T \sum_{m' = -\infty}^{\infty} \frac{i\omega_{m'} + \mu}{(\omega_{m'} - i\mu)^2 + \bar{b}^2} = \frac{n_F(b + \mu) - n_F(b - \mu)}{2},$$  \hfill (A33)

where $n_F(x) = 1/(e^x + 1)$ is the Fermi-Dirac distribution function, and finally obtain

$$G_n^+ = \frac{1}{8\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \left( \gamma^0 \pm \frac{m}{\sqrt{m^2 + (k^3)^2}} \right) \left[ n_F \left( E_{k^3,n}^- \pm \mu \right) - n_F \left( E_{k^3,n}^- \mp \mu \right) \right],$$

$$+ \frac{1}{8\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \left( \gamma^0 \pm \frac{m}{\sqrt{m^2 + (k^3)^2}} \right) \left[ n_F \left( E_{k^3,n}^+ \pm \mu \right) - n_F \left( E_{k^3,n}^+ \mp \mu \right) \right],$$

$$\pm \frac{1}{8\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \left( \gamma^0 \pm \frac{m}{\sqrt{m^2 + (k^3)^2}} \right) \frac{\sqrt{m^2 + (k^3)^2} - s_{\perp} \Delta}{E_{k^3,n}^-} \left[ 1 - n_F \left( E_{k^3,n}^- \pm \mu \right) - n_F \left( E_{k^3,n}^- \mp \mu \right) \right],$$

$$\pm \frac{1}{8\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \left( \gamma^0 \pm \frac{m}{\sqrt{m^2 + (k^3)^2}} \right) \frac{\sqrt{m^2 + (k^3)^2} + s_{\perp} \Delta}{E_{k^3,n}^+} \left[ 1 - n_F \left( E_{k^3,n}^+ \pm \mu \right) - n_F \left( E_{k^3,n}^+ \mp \mu \right) \right].$$  \hfill (A34)

The terms odd in $k^3$ were dropped because they vanish after the integration over $k^3$ is performed.

In the case of the lowest Landau level ($n = 0$), the result can be rewritten in a more convenient form as

$$G_0^+ = \frac{1}{4\pi l^2} \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \frac{1}{\sqrt{m^2 + (k^3)^2}} \left[ 1 - n_F \left( \sqrt{m^2 + (k^3)^2} - s_{\perp} \Delta \pm \mu \right) - n_F \left( \sqrt{m^2 + (k^3)^2} + s_{\perp} \Delta - \mu \right) \right],$$

$$+ \frac{1}{4\pi l^2} \gamma^0 \int_{-\infty}^{\infty} \frac{dk^3}{2\pi} \left[ n_F \left( \sqrt{m^2 + (k^3)^2} - s_{\perp} \Delta + \mu \right) - n_F \left( \sqrt{m^2 + (k^3)^2} + s_{\perp} \Delta - \mu \right) \right].$$  \hfill (A35)
We notice that functions $G^\pm_{\mathbf{k}}$ contain only two different Dirac structures: $\gamma^0$ and the unit matrix. Taking this into account, we conclude that the fermion propagator in the coincidence limit, $u' \rightarrow u$, is given in terms of just four independent Dirac structures:

$$G(u, u) = -\frac{1}{4} [\gamma^0 A + B + i\gamma^1 \gamma^2 C + \gamma^3 \gamma^5 D]. \quad (A36)$$

The explicit expressions for functions $A$, $B$, $C$ and $D$ follow from the results in Eqs. [(A34)] and [(A35)], namely

$$A = -\frac{1}{(2\pi l)^2} \int_{-\infty}^{\infty} dk^3 \left[ n_F \left( \sqrt{m^2 + (k^3)^2} - s_{\perp} \Delta + \mu \right) - n_F \left( \sqrt{m^2 + (k^3)^2} + s_{\perp} \Delta - \mu \right) \right]$$

$$B = -\frac{m}{(2\pi l)^2} \int_{-\infty}^{\infty} \frac{dk^3}{\sqrt{m^2 + (k^3)^2}} \left[ 1 - n_F \left( \sqrt{m^2 + (k^3)^2} - s_{\perp} \Delta + \mu \right) - n_F \left( \sqrt{m^2 + (k^3)^2} + s_{\perp} \Delta - \mu \right) \right]$$

$$C = \frac{m s_{\perp}}{(2\pi l)^2} \int_{-\infty}^{\infty} \frac{dk^3}{\sqrt{m^2 + (k^3)^2}} \left[ n_F \left( E_{k^3, n}^- - \mu \right) - n_F \left( E_{k^3, n}^+ + \mu \right) - n_F \left( E_{k^3, n}^+ - \mu \right) + n_F \left( E_{k^3, n}^+ + \mu \right) \right]$$

$$D = \frac{s_{\perp}}{(2\pi l)^2} \int_{-\infty}^{\infty} dk^3 \left[ n_F \left( \sqrt{m^2 + (k^3)^2} - s_{\perp} \Delta + \mu \right) - n_F \left( \sqrt{m^2 + (k^3)^2} + s_{\perp} \Delta - \mu \right) \right]$$

In order to clarify the physical meaning of these functions, it is useful to note their alternative definitions in terms of the following traces of the propagator:

$$A = -\text{tr} \left[ \gamma^0 G(u, u) \right] \equiv \langle \tilde{\psi} \gamma^0 \psi \rangle = \langle j^0 \rangle, \quad (A41)$$

$$B = -\text{tr} \left[ \gamma^1 \gamma^2 G(u, u) \right] \equiv \langle \tilde{\psi} \gamma^1 \gamma^2 \psi \rangle, \quad (A42)$$

$$C = -\text{tr} \left[ i\gamma^1 \gamma^2 G(u, u) \right] \equiv \langle \tilde{\psi} i\gamma^1 \gamma^2 \psi \rangle, \quad (A43)$$

$$D = -\text{tr} \left[ \gamma^3 \gamma^5 G(u, u) \right] \equiv \langle \tilde{\psi} \gamma^3 \gamma^5 \psi \rangle = \langle j^3 \rangle. \quad (A44)$$

Note that out of the four Dirac structures in the fermion propagator, only three of them $A$, $B$ and $D$ appear in the gap equation. Out of these latter, only two functions, i.e., $B$ and $D$, contain ultraviolet divergences. In Appendix B below, we analyze functions $A$, $B$ and $D$ at zero temperature using the proper time regularization.

### Appendix B: Function $A$, $B$ and $D$ in proper time regularization

#### 1. Function $A$ at $T = 0$

As seen from Eq. [(A41)], function $A$ coincides with the baryon number density. As expected, the corresponding expression in Eq. [(A37)] has no divergences. Moreover, at $T = 0$, it can be given in a closed form in terms of elementary
where, by definition, 

\[ A|_{T=0} = \frac{\operatorname{sign}(\mu - s_\perp \Delta)}{2(\pi l)^2} \sqrt{(\mu - s_\perp \Delta)^2 - m^2} \theta (|\mu - s_\perp \Delta| - |m|) \]

\[ + \frac{\operatorname{sign}(\mu)}{2(\pi l)^2} \sum_{n=1}^{N_B} \sqrt{\left( \sqrt{\mu^2 - 2m/eB} - |\Delta| \right)^2 - m^2} \operatorname{sign} \left( \sqrt{\mu^2 - 2m/eB} - |\Delta| \right) \theta \left( \left( \sqrt{\mu^2 - 2m/eB} - |\Delta| \right)^2 - m^2 \right) \]

\[ + \frac{\operatorname{sign}(\mu)}{2(\pi l)^2} \sum_{n=1}^{N_B} \sqrt{\left( \sqrt{\mu^2 - 2m/eB} + |\Delta| \right)^2 - m^2} \theta \left( \left( \sqrt{\mu^2 - 2m/eB} + |\Delta| \right)^2 - m^2 \right), \]

where \( N_B \) is the integer part of \( \mu^2/(2|eB|) \). At \( m = 0 \), in particular, this becomes

\[ A|_{T=0, m=0} = \frac{\mu - s_\perp \Delta}{2(\pi l)^2} + \frac{\operatorname{sign}(\mu)}{(\pi l)^2} \sum_{n=1}^{N_B} \sqrt{\mu^2 - 2m/eB}. \]

2. Function \( B \) at \( T = 0 \)

As clear from Eq. (A.42), function \( B \) coincides with the chiral condensate. We start by studying the divergent part of this function. As can be seen from Eq. (A.38), all the divergences are independent not only of the temperature, but also of the chemical potential. Thus, at first we limit ourselves to the vacuum part \( (\mu = 0) \) of the chiral condensate,

\[ B^\text{vac}_{T=0} = -\frac{m}{(2\pi l)^2} \int_{-\infty}^{\infty} \frac{dk^3}{\sqrt{m^2 + (k^3)^2}} \left[ 1 - \theta \left( -\sqrt{m^2 + (k^3)^2} + s_\perp \Delta \right) - \theta \left( -\sqrt{m^2 + (k^3)^2} - s_\perp \Delta \right) \right. \]

\[ \left. + \sum_{n=1}^{N_B} \left( \frac{\sqrt{m^2 + (k^3)^2} - s_\perp \Delta}{E_{k^3,n}^+} + \frac{\sqrt{m^2 + (k^3)^2} + s_\perp \Delta}{E_{k^3,n}^-} \right) \right]. \]

By reintroducing integration over frequency, this expression can be equivalently rewritten as follows:

\[ B^\text{vac}_{T=0} = -\frac{m}{(2\pi l)^2} \int_{-\infty}^{\infty} \frac{dk^3}{\sqrt{m^2 + (k^3)^2}} \sum_{n=0}^{\infty} \alpha_n \left( \frac{\sqrt{m^2 + (k^3)^2} - s_\perp \Delta}{E_{k^3,n}^+} + \frac{\sqrt{m^2 + (k^3)^2} + s_\perp \Delta}{E_{k^3,n}^-} \right) \]

\[ = -\frac{m}{(2\pi l)^2} \int_0^\infty \frac{d\omega}{\pi} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{m^2 + (k^3)^2}} \sum_{n=0}^{\infty} \alpha_n \left( \frac{\sqrt{m^2 + k^2} - s_\perp \Delta}{\omega^2 + \left( E_{k^3,n}^- \right)^2} + \frac{\sqrt{m^2 + k^2} + s_\perp \Delta}{\omega^2 + \left( E_{k^3,n}^+ \right)^2} \right) \]

\[ = -\frac{2m}{(2\pi l)^2} \int_0^\infty \frac{d\omega}{\pi} \int_0^\infty dk \sum_{n=0}^{\infty} \alpha_n \left[ \frac{\omega^2 + (m^2 + k^2 - s_\perp \Delta)^2 + 2m/eB}{\omega^2 + (m^2 + k^2 + s_\perp \Delta)^2 + 2m/eB} \right] \]

\[ \times e^{-(s_1 + s_2)(\omega^2 + m^2 + k^2 + \Delta^2)} e^{2s_1 \Delta(s_2 - s_1)/\sqrt{m^2 + k^2}}. \]

Here it is convenient to introduce two new integration variables \( s \) and \( u \) instead of the proper times \( s_1 \) and \( s_2 \), which are related as follows:

\[ s_1 = \frac{s}{2}(1 - u), \quad s_2 = \frac{s}{2}(1 + u). \]
The integration over \( s \) runs from 0 to \( \infty \), the integration over \( u \) runs from \(-1\) to 1, and the Jacobian associated with the change of variables is \( s/2 \). Then, summing over the Landau quantum number \( n \) and integrating over \( \omega \) and \( u \), we derive

\[
B_{T=0}^{\text{vac}} = -\frac{2m}{\sqrt{\pi}(4\pi l)^2} \int_{-\infty}^{\infty} \int_{1/\Lambda^2}^{\infty} ds \sinh(2s\Delta \sqrt{m^2 + k^2}) \left[ \frac{1}{2s} + m^2 + k^2 - \Delta^2 \right] \coth(eBs) + \frac{eB}{\sinh^2(eBs)} e^{-s(m^2+k^2+\Delta^2)}.
\]

Note that in the last expression we introduced a finite proper-time cutoff at \( s = 1/\Lambda^2 \) to regularize the ultraviolet divergences. It is easy to see that the divergent part at \( \Lambda \to \infty \) is independent of \( \Delta \). Thus, after taking the limit \( \Delta \to 0 \) and integrating over \( k \), we arrive at the following result:

\[
B_{T=0}^{\text{vac}} = -\frac{m}{2(2\pi l)^2} \int_{1/\Lambda^2}^{\infty} ds \left[ \frac{1}{s} + m^2 \right] \coth(eBs) + \frac{eB}{\sinh^2(eBs)} e^{-sm^2},
\]

where, after noting that \( eB/\sinh^2(eBs) = -\frac{d}{ds} \coth(es) \), we were able to simplify the second term in the square brackets by integrating it by parts. Finally, we derive the result,

\[
B_{T=0}^{\text{vac}}|_{\Delta=0} \simeq -\frac{m}{2(2\pi l)^2} \left[ \coth \left( \frac{eB}{\Lambda^2} \right) e^{-m^2/\Lambda^2} + (\Lambda l)^2 e^{-m^2/\Lambda^2} - (ml)^2 E_1(m^2/\Lambda^2) + \ln \frac{1}{\pi(ml)^2} + 2 \ln \Gamma \left( 1 + \frac{(ml)^2}{2} \right) + (ml)^2 \left( 1 + \ln 2 - \ln(ml)^2 \right) \right]
\]

\[
\simeq -\frac{2\Lambda^2 m}{(2\pi l)^2} \ln \frac{1}{\pi(ml)^2} - \frac{m^3}{(2\pi l)^2} \left[ \ln(\Lambda l)^2 + \ln 2 - 1 \right] + O \left( \frac{m l^2}{(\Lambda l)^2}, m^5 l^2 \right).
\]

By making use of the following leading order approximation for the remaining proper time integration:

\[
\int_{\tau}^{\infty} d\tau e^{-\tau^2} \coth \tau \simeq \int_{\tau}^{\infty} d\tau e^{-\tau^2} + \int_{0}^{\infty} d\tau e^{-\tau^2} (\coth \tau - 1) + O(\epsilon)
\]

\[
= e^{-\tau^2} - \epsilon^2/\epsilon - a^2 E_1(\epsilon^2) + \ln \frac{1}{\pi a^2} + 2 \ln \Gamma \left( 1 + \frac{a^2}{2} \right) + a^2 \left( 1 + \ln 2 - \ln a^2 \right) + O(\epsilon),
\]

where \( E_1(z) \) is the exponential integral function and we use the same identities for the generalized Riemann zeta functions as in Ref. [21]. Note that \( E_1(z) \simeq -\ln z - \gamma_E + z + O(z^2) \) for \( z \to 0 \).

The matter part of the function \( B \) at zero temperature reads:

\[
B_{T=0}^{\text{matter}} = B_{T=0}^{\text{vac}}
\]

\[
= \frac{m}{2(2\pi l)^2} \left[ \ln \frac{\mu - s_\perp \Delta + \sqrt{(\mu - s_\perp \Delta)^2 - m^2}}{|m|} - \ln \frac{|\Delta| + \sqrt{\Delta^2 - m^2}}{|m|} \right] + \frac{m^3}{(2\pi l)^2} \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} \frac{dk^3}{\sqrt{m^2 + (k^3)^2}} \left[ \frac{\sqrt{m^2 + (k^3)^2} - s_\perp \Delta}{E_{k^3,n}^-} \theta \left( |\mu| - E_{k^3,n}^- \right) + \frac{\sqrt{m^2 + (k^3)^2} + s_\perp \Delta}{E_{k^3,n}^+} \theta \left( |\mu| - E_{k^3,n}^+ \right) \right].
\]

In the limit \( \Delta \to 0 \), the result can be presented in an analytical form,

\[
B_{T=0}^{\text{matter}}|_{\Delta=0} = \frac{m}{2(2\pi l)^2} \ln \frac{|\mu| + \sqrt{\mu^2 - m^2}}{|m|} \theta \left( |\mu| - |m| \right) + \frac{m}{(2\pi l)^2} \sum_{n=1}^{\infty} \ln \frac{|\mu| + \sqrt{\mu^2 - m^2 - 2n|eB|}}{\sqrt{m^2 + 2n|eB|}} \theta \left( |\mu| - \sqrt{m^2 + 2n|eB|} \right).
\]
3. Function $\mathcal{D}$ at $T = 0$

The vacuum part ($\mu = 0$) of the function $\mathcal{D}$ in Eq. (A40) at zero temperature is given by

\[
\mathcal{D}^{\text{vac}}_{T=0} = \frac{s_\perp}{(2\pi)^2} \int_{-\infty}^{\infty} dk \frac{d^3}{d^3 k} \left[ \theta \left( -\sqrt{m^2 + (k^2) - s_\perp} \right) - \theta \left( -\sqrt{m^2 + (k^2) + s_\perp} \right) \right] \\
- \frac{s_\perp}{(2\pi)^2} \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} dk \left[ \left( \frac{\sqrt{m^2 + (k^2) - s_\perp}}{E_{k^3, n}} - \frac{\sqrt{m^2 + (k^2) + s_\perp}}{E_{k^3, n}} \right) \right] \\
= \left[ \left( \frac{\sqrt{m^2 + (k^2) - s_\perp}}{E_{k^3, n}} - \frac{\sqrt{m^2 + (k^2) + s_\perp}}{E_{k^3, n}} \right) \right] \\
+ \sum_{n=1}^{\infty} \left( \frac{\sqrt{m^2 + (k^2) - s_\perp}}{E_{k^3, n}} - \frac{\sqrt{m^2 + (k^2) + s_\perp}}{E_{k^3, n}} \right) \right] \\
= \left[ \left( \frac{\sqrt{m^2 + (k^2) - s_\perp}}{E_{k^3, n}} - \frac{\sqrt{m^2 + (k^2) + s_\perp}}{E_{k^3, n}} \right) \right] \\
+ \sum_{n=1}^{\infty} \left( \frac{\sqrt{m^2 + (k^2) - s_\perp}}{E_{k^3, n}} - \frac{\sqrt{m^2 + (k^2) + s_\perp}}{E_{k^3, n}} \right) \right] \\
\frac{1}{2} \left[ \frac{\sqrt{m^2 + (k^2) - s_\perp}}{E_{k^3, n}} - \frac{\sqrt{m^2 + (k^2) + s_\perp}}{E_{k^3, n}} \right] \\
+ \sum_{n=1}^{\infty} \left( \frac{\sqrt{m^2 + (k^2) - s_\perp}}{E_{k^3, n}} - \frac{\sqrt{m^2 + (k^2) + s_\perp}}{E_{k^3, n}} \right) \right] \\
= -\frac{\Delta}{(2\pi)^2} \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \int_{-\infty}^{\infty} \frac{dk}{\pi} \sum_{n=1}^{\infty} \alpha_n \left[ \frac{\sqrt{m^2 + k^2 - s_\perp}}{\omega^2 + (\sqrt{m^2 + k^2 - s_\perp})^2 + 2n\epsilon B} - \frac{\sqrt{m^2 + k^2 + s_\perp}}{\omega^2 + (\sqrt{m^2 + k^2 + s_\perp})^2 + 2n\epsilon B} \right] \\
= -\frac{\Delta}{(2\pi)^2} \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \int_{-\infty}^{\infty} \frac{dk}{\pi} \sum_{n=1}^{\infty} \alpha_n \left[ \frac{\sqrt{m^2 + k^2 - s_\perp}}{\omega^2 + (\sqrt{m^2 + k^2 - s_\perp})^2 + 2n\epsilon B} - \frac{\sqrt{m^2 + k^2 + s_\perp}}{\omega^2 + (\sqrt{m^2 + k^2 + s_\perp})^2 + 2n\epsilon B} \right] \\
= -\frac{\Delta}{(2\pi)^2} \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \int_{-\infty}^{\infty} \frac{dk}{\pi} \sum_{n=1}^{\infty} \alpha_n \left[ \frac{\sqrt{m^2 + k^2 - s_\perp}}{\omega^2 + (\sqrt{m^2 + k^2 - s_\perp})^2 + 2n\epsilon B} - \frac{\sqrt{m^2 + k^2 + s_\perp}}{\omega^2 + (\sqrt{m^2 + k^2 + s_\perp})^2 + 2n\epsilon B} \right] \\
\times e^{-\Delta(s_1 + s_2)(\omega^2 + m^2 + k^2 + \Delta^2)} e^{2\Delta(\omega^2 + s_1 - s_3)\sqrt{m^2 + k^2}}. \\
\tag{B13}
\end{align*}

We integrate over $\omega$, change the proper-time variables as in Eq. (B6), and obtain

\[
\mathcal{D}^{\text{vac}}_{T=0} = -\frac{1}{2\sqrt{(2\pi)^2}} \int_{0}^{\infty} \frac{ds}{s} \frac{d^3}{d^3 s} \left[ \sinh(2s\Delta\sqrt{m^2 + k^2})dk \right] \left[ \left( m^2 + k^2 - \frac{1}{2s} - \Delta^2 \right) \coth(eB) - \frac{eB}{\sinh^2(eB)} \right] \\
- \frac{d}{ds} \coth(eB) \right] \\
\times e^{-s(m^2 + k^2 + \Delta^2)}.
\tag{B14}
\end{align*}

In the limit of $m \to 0$, in particular, this can be calculated analytically,

\[
\mathcal{D}^{\text{vac}}_{T=0|m \to 0} = -\frac{\sqrt{\pi}}{2(2\pi)^2} \int_{0}^{\infty} \frac{d\Delta}{\sqrt{s}} \frac{e^{-s\Delta} \text{erfi}(\sqrt{s}\Delta)}{\sqrt{\Delta \Lambda^2}} \left[ \coth(eB) \left( \frac{1}{2s} - \Delta^2 \right) + \frac{d}{ds} \coth(eB) \right] \\
- \frac{\Delta}{2(2\pi)^2} \int_{0}^{\infty} \frac{ds}{s} \coth(eB) = \frac{\sqrt{\pi}}{2(2\pi)^2} \frac{e^{-s\Delta} \text{erfi}(\sqrt{s}\Delta)}{\sqrt{s}} \coth(eB) \right]_{s=1/\Lambda^2} \\
= \frac{\sqrt{\pi} \Delta}{2(2\pi)^2} e^{-(\Delta/\Lambda)^2} \frac{\Lambda}{\Delta} \text{erfi} \left( \frac{\Lambda}{\Delta} \right) \coth \left( \frac{eB}{\Lambda^2} \right) \simeq \frac{\Delta \Lambda^2}{2\sqrt{(2\pi)^2}} + O \left( \frac{\Delta \Lambda^2}{2\sqrt{(2\pi)^2}} \right), \\
\tag{B15}
\end{align*}

where we first integrated over $u$ and then integrated over $k$ by using following table integrals:

\[
\int_{-\infty}^{\infty} \frac{d^3}{d^3 k} \sinh(2ak/k) e^{-sk^2} = \pi \text{erfi} \left( \frac{a}{\sqrt{s}} \right), \tag{B16}
\]

\[
\int_{-\infty}^{\infty} \frac{d^3}{d^3 k} sin(2ak) e^{-sk^2} = \frac{\sqrt{\pi} a^2}{s^{3/2} e^{\Delta^2}} = -\pi \frac{d}{ds} \text{erfi} \left( \frac{a}{\sqrt{s}} \right), \tag{B17}
\]

where \( \text{erfi}(a) \equiv -i\text{erf}(ia) \) is the imaginary error function, which has the following asymptotes:

\[
\text{erfi}(a) \simeq \frac{2a}{\sqrt{\pi}} \left[ 1 + \frac{a^2}{3} + \frac{a^4}{10} + \frac{a^6}{42} + O \left( a^8 \right) \right], \quad \text{for} \quad a \to 0, \tag{B18}
\]

\[
\text{erfi}(a) \simeq \frac{e^{a^2}}{\sqrt{\pi} a} \left[ 1 + \frac{1}{2a^2} + \frac{3}{4a^4} + \frac{15}{8a^6} + O \left( \frac{1}{a^8} \right) \right], \quad \text{for} \quad a \to \infty. \tag{B19}
\]
The matter part of the function $D$ at zero temperature reads:

$$D_{T=0}^{\text{matter}} = D_{T=0} - D_{T=0}^{\text{vac}} = -\frac{2s_\perp}{(2\pi l)^2} \left[ \frac{\sqrt{m^2 + (k^3)^2} - s_\perp \Delta}{E_{k^3,n}^+} \right] - \frac{2\text{sign}(\Delta)}{(2\pi l)^2} \sqrt{\Delta^2 - m^2} \theta(|\Delta| - |m|)$$

$$+ \frac{s_\perp}{(2\pi l)^2} \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} dk^3 \left[ \sqrt{m^2 + (k^3)^2} - s_\perp \Delta \theta(\mu - E_{k^3,n}^-) - \sqrt{m^2 + (k^3)^2} + s_\perp \Delta \theta(\mu - E_{k^3,n}^+) \right]$$

$$\to -\frac{2s_\perp}{(2\pi l)^2} \mu \text{ for } m \to 0.$$  \hfill (B20)

### Appendix C: Gap equation

In order to derive the gap equation, it is convenient to use the formalism of the effective action for composite operators \[^{31}\]. In the mean-field approximation, the corresponding effective action $\Gamma$ takes the following form:

$$\Gamma(G) = -i \text{Tr} \left[ \ln G^{-1} + S^{-1} G - 1 \right] + \frac{G_{\text{int}}}{2} \int dt \int d^3r \left\{ \left( \text{tr} [G(u,u)] \right)^2 - \left( \text{tr} [\gamma^5 G(u,u)] \right)^2 \right. \right.$$  

$$- \left. \text{tr} [G(u,u)] + \text{tr} [\gamma^5 G(u,u)] \right\}, \hfill (C1)$$

where $u = (t, r)$. The diagrammatic form of the equation is shown in Fig. 6. The trace, the logarithm, and the product

$$\Gamma = \begin{array}{c}
\text{circles} \\
\text{circles} + \text{circles} + \text{circles} + \text{circles} \end{array} + \begin{array}{c}
i\gamma^5 \gamma^0 + i\gamma^5 \gamma^1 + i\gamma^5 \gamma^2 \end{array} + \begin{array}{c}
i\gamma^5 \\
i\gamma^5 \gamma^1 \\
i\gamma^5 \gamma^2 \\
i\gamma^5 \gamma^3 \\
i\gamma^5 \gamma^4 \\
i\gamma^5 \gamma^0 + i\gamma^5 \gamma^1 + i\gamma^5 \gamma^2 \end{array}$$

The diagrammatic form of the expression for the effective action in the Hartree-Fock mean-field approximation.

$S^{-1} G$ are taken in the functional sense. The gap equation is obtained by requiring that the full fermion propagator $G$ corresponds to the variational extremum of the effective action, $\delta \Gamma / \delta G = 0$, the explicit form of which reads

$$G^{-1}(u,u') = S^{-1}(u,u') - i G_{\text{int}} \left\{ G(u,u) - \gamma^5 G(u,u) \gamma^5 - \text{tr} [G(u,u)] + \gamma^5 \text{tr} [\gamma^5 G(u,u)] \right\} \delta^4(u-u'). \hfill (C2)$$

By making use of the ansatz \[^{3}\] for the full fermion propagator, this gap equation takes the following form:

$$(\mu - \mu_0)\gamma^0 + i\gamma^1\gamma^2 \tilde{\mu} + i\Delta \gamma^0 \gamma^1 \gamma^2 - m + m_0 = -\frac{1}{2} G_{\text{int}} [\gamma^0 A + \gamma^3 \gamma^5 D] + G_{\text{int}} B. \hfill (C3)$$

Note that function $\mathcal{C}$ (anomalous magnetic moment) does not contribute to the right hand side of the equation. This is in accordance with the statement in the main text that the anomalous magnetic moment vanishes in the mean-field approximation used in our analysis of the NJL model. This matrix equation is equivalent to the following set of algebraic equations:

$$\mu = \mu_0 - \frac{1}{2} G_{\text{int}} A, \hfill (C4)$$

$$\Delta = -\frac{1}{2} G_{\text{int}} D, \hfill (C5)$$

$$m = m_0 - G_{\text{int}} B. \hfill (C6)$$
together with \( \hat{\mu} = 0 \). An alternative form of the same equations is given in terms of the baryon number density, the chiral condensate and the axial current density,

\[
\begin{align*}
\mu &= \mu_0 - \frac{1}{2}G_{\text{int}}(j^0), \\
\Delta &= -\frac{1}{2}G_{\text{int}}(j^3), \\
m &= m_0 - G_{\text{int}}(\bar{\psi}\psi).
\end{align*}
\]

### Appendix D: Free Energy Density

In this Appendix, we derive the expression for the free energy density \( \Omega \). It can be given in terms of the effective action \( \Gamma \) evaluated at the solution to the gap equation, \( \Omega = -\Gamma/TV \), where \( TV \) is a space-time volume. Taking into account the general form of the gap equation, the corresponding expression becomes

\[
\Gamma = -i \text{Tr} \left[ \ln G^{-1} + \frac{1}{2} (S^{-1}G - 1) \right].
\]

By making use of the following Fourier transform of the Green’s function \( G(u, u') \):

\[
G(u, u') = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega(t-t')} G(\omega; r, r'),
\]

we rewrite the effective action \( \Gamma \) as

\[
\Gamma = -i \mathcal{T} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \text{Tr} \left[ \ln G^{-1}(\omega) + \frac{1}{2} (S^{-1}(\omega)G(\omega) - 1) \right] .
\]

Then, by following the approach of Ref. [29], we obtain the expression for the free energy density,

\[
\Omega = -\int_{-\infty}^{\infty} d\omega \frac{4\pi}{(2\pi)^3} \text{tr} \left\{ \left[ (\omega - \mu_0)\gamma^0 + (k \cdot \gamma) + k^3\gamma^3 \right] G(\omega, k^3, k) + i \right\} .
\]

The propagator \( \tilde{G}_s(\omega, k^3, k) \) is given in Eq. (A21) in Appendix A. By making use of its explicit form and the table integral in Eq. (A21), we can calculate the following three integrals that contribute to the free energy density,

\[
\begin{align*}
\int \frac{dk^3dk^2k}{(2\pi)^3} (\omega - \mu_0)\gamma^0 \tilde{G}_s(\omega, k) &= \frac{i}{(2\pi)^2} \sum_{n=0}^{\infty} \int \frac{dk^3}{U_n} (\omega - \mu_0)\gamma^0 \left( a_n - b\gamma^0 \right) [P_- + P_+\theta(n-1)], \\
\int \frac{dk^3dk^2k (k \cdot \gamma) \tilde{G}_s(\omega, k)}{(2\pi)^3} &= \frac{i}{(2\pi)^2} \sum_{n=0}^{\infty} \int \frac{dk^3}{U_n} \left( a_n - b\gamma^0 \right) 2n|\epsilon B| [P_- + P_+\theta(n-1)], \\
\int \frac{dk^3dk^2k k^3\gamma^3 \tilde{G}_s(\omega, k)}{(2\pi)^3} &= \frac{i}{(2\pi)^2} \sum_{n=0}^{\infty} \int \frac{dk^3}{U_n} k^3\gamma^3 W \left( a_n - b\gamma^0 - (c + d\gamma^0)k^3\gamma^3 \right) [P_- + P_+\theta(n-1)],
\end{align*}
\]

where \( a_n, b, c \) and \( d \) are mutually commuting functions, defined by the following expressions:

\[
\begin{align*}
a_n &= (\omega + \mu)^2 + \hat{\mu}^2 - m^2 - \Delta^2 - (k^3)^2 - 2n|\epsilon B|, \\
b &= 2i\gamma^1\gamma^2[(\omega + \mu)\hat{\mu} + m\Delta], \\
c &= -2i\gamma^1\gamma^2\hat{\mu}, \\
d &= -2i\gamma^1\gamma^2\Delta.
\end{align*}
\]

[Note that the factor \( \theta(n-1) \) in Eq. (D10) is added for convenience; it is optional because the result is proportional to \( n \) and the \( n = 0 \) term is vanishing anyway.]
By dropping an infinite divergent term which is independent of the physical parameters, from Eq. (D4) we derive the following expression for the free energy density:

\[
\Omega = - \frac{i}{(2\pi)^{1/2}} \int \frac{d\omega dk^3}{U_0} \left\{ \left[ (\omega + \mu)^2 + \tilde{\mu}^2 - m^2 - \Delta^2 - (k^3)^2 \right] \left[ (\omega - \mu)(\omega + \mu + s_\perp \Delta) + (k^3)^2 \right] + 2(\omega - \mu_0)(s_\perp m - \mu) [\tilde{\mu}(\omega + \mu) + \Delta m] + 2s_\perp \tilde{\mu}(k^3)^2 (m - s_\perp \mu) + 2s_\perp \Delta (k^3)^2 (\omega + \mu + s_\perp \Delta) \right\} - \frac{2i}{(2\pi)^{1/2}} \sum_{n=1}^{\infty} \int \frac{d\omega dk^3}{U_n} \left\{ \left[ (\omega + \mu)^2 + \tilde{\mu}^2 - m^2 - \Delta^2 - (k^3)^2 - 2n|eB| \right] \left[ (\omega - \mu_0)(\omega + \mu) + (k^3)^2 + 2n|eB| \right] - 2(\omega - \mu_0)\tilde{\mu} [\tilde{\mu}(\omega + \mu) + \Delta m] + 2(k^3)^2 (\Delta^2 - \tilde{\mu}^2) \right\}.
\]

Taking \( \tilde{\mu} = 0 \), we have

\[
\Omega = - \frac{i}{(2\pi)^{1/2}} \int \frac{d\omega dk^3}{U_0} \left\{ \frac{(\omega - \mu_0)(\omega + \mu + s_\perp \Delta) + (k^3)^2}{(\omega + \mu)^2 - (s_\perp \Delta + \sqrt{m^2 + (k^3)^2})^2} + \frac{(\omega - \mu_0)(\omega + \mu + s_\perp \Delta) + (k^3)^2}{(\omega + \mu)^2 - (s_\perp \Delta - \sqrt{m^2 + (k^3)^2})^2} \right\} - \frac{i}{(2\pi)^{1/2}} \sum_{n=1}^{\infty} \int \frac{d\omega dk^3}{U_n} \left\{ \frac{(\omega - \mu_0)(\omega + \mu) + (k^3)^2 + 2n|eB|}{(\omega + \mu)^2 - (E_{k^3,0}^+)^2} + \frac{(\omega - \mu_0)(\omega + \mu) + (k^3)^2 + 2n|eB|}{(\omega + \mu)^2 - (E_{k^3,0}^-)^2} \right\}.
\]

At \( T \neq 0 \), the result for the free energy density reads

\[
\Omega = \frac{T}{2(2\pi)^{1/2}} \int dk^3 \sum_{m' = -\infty}^{\infty} \left[ \frac{(\omega_{m'} + i\mu_0)(\omega_{m'} - i\mu - i s_\perp \Delta) - (k^3)^2}{(\omega_{m'} - i\mu)^2 + (E_{k^3,0}^+)^2} + \frac{(\omega_{m'} + i\mu_0)(\omega_{m'} - i\mu - i s_\perp \Delta) - (k^3)^2}{(\omega_{m'} - i\mu)^2 + (E_{k^3,0}^-)^2} \right] - \frac{T}{2(2\pi)^{1/2}} \int \frac{dk^3}{\sqrt{m^2 + (k^3)^2}} \sum_{m' = -\infty}^{\infty} \left[ \frac{(i\omega_{m'} - \mu_0)m^2 + (k^3)^2(i\omega_{m'} + \mu + s_\perp \Delta)}{(\omega_{m'} - i\mu)^2 + (E_{k^3,0}^+)^2} - \frac{(i\omega_{m'} - \mu_0)m^2 + (k^3)^2(i\omega_{m'} + \mu + s_\perp \Delta)}{(\omega_{m'} - i\mu)^2 + (E_{k^3,0}^-)^2} \right] + \frac{T}{(2\pi)^{1/2}} \sum_{n=1}^{\infty} \int dk^3 \sum_{m' = -\infty}^{\infty} \left[ \frac{(\omega_{m'} + i\mu_0)\omega_{m'} - i\mu - (k^3)^2 - 2n|eB|}{(\omega_{m'} - i\mu)^2 + (E_{k^3,n}^+)^2} + \frac{(\omega_{m'} + i\mu_0)\omega_{m'} - i\mu - (k^3)^2 - 2n|eB|}{(\omega_{m'} - i\mu)^2 + (E_{k^3,n}^-)^2} \right] - \frac{T}{(2\pi)^{1/2}} \sum_{n=1}^{\infty} \int \frac{dk^3}{\sqrt{m^2 + (k^3)^2}} \sum_{m' = -\infty}^{\infty} \left[ \frac{(k^3)^2 s_\perp \Delta}{(\omega_{m'} - i\mu)^2 + (E_{k^3,n}^+)^2} - \frac{(k^3)^2 s_\perp \Delta}{(\omega_{m'} - i\mu)^2 + (E_{k^3,n}^-)^2} \right],
\]

where \( E_{k^3,0}^\pm = \sqrt{m^2 + (k^3)^2 \pm s_\perp \Delta} \) and \( E_{k^3,n}^\pm = \sqrt{\sqrt{m^2 + (k^3)^2 \pm s_\perp \Delta}^2 + 2n|eB|} \) for \( n \geq 1 \). In order to calculate the Matsubara sums in this expression, we used the table sums in Eqs. (A32) and (A33), as well as the following result:

\[
X = T \sum_{m' = -\infty}^{\infty} \frac{(\omega_{m'} + i\mu_0)(\omega_{m'} - i\mu) - \Delta^2}{(\omega_{m'} - i\mu)^2 + b^2} - 1 = T \sum_{m' = -\infty}^{\infty} \frac{\mu_0}{(\omega_{m'} - i\mu)^2 + b^2} = \frac{\mu_0}{2} \left[ n_f(b + \mu) - n_f(b - \mu) \right] - \frac{a^2 + b^2}{2b} \left[ 1 - n_f(b + \mu) - n_f(b - \mu) \right].
\]
Note that the vacuum subtraction in the first line was performed. This is necessary in order to render the sum finite. In the limit $T \to 0$, the above result reduces to

$$X_{T=0} = -\frac{1}{2} \left( (\mu + \mu_0) \operatorname{sign}(\mu) (\mu^2 - b^2) + \frac{a^2 + b^2}{|b|} \theta (b^2 - \mu^2) \right). \quad (D16)$$

After performing the Matsubara sums in Eq. (D14), we obtain

$$\Omega = -\frac{1}{2(2\pi)^2} \int_0^\infty dk^3 \left[ \frac{(\mu + \mu_0 - E_{k^3}^+ \phi) \sinh(\mu/T)}{\cosh(E_{k^3}^+/T) + \cosh(\mu/T)} + \frac{(\mu + \mu_0 + E_{k^3}^- \phi) \sinh(\mu/T)}{\cosh(E_{k^3}^-/T) + \cosh(\mu/T)} \right]$$

$$- \frac{1}{2(2\pi)^2} \int_0^\infty \frac{dk^3}{E_{k^3}^+} \left[ \frac{(k^3)^2 + 2nk|eB|}{E_{k^3,n}^+} \right] + \frac{m^2(\mu - \mu_0) + s\Delta(k^3)^2}{\sqrt{m^2 + (k^3)^2}} \sinh\left( \frac{E_{k^3,n}^+/T}{\cosh(E_{k^3,n}/T) + \cosh(\mu/T)} \right)$$

$$- \frac{1}{(2\pi)^2} \sum_{n=1}^\infty \int_0^\infty \frac{dk^3}{E_{k^3,n}^-} \left[ \frac{(k^3)^2 + 2nk|eB| + (E_{k^3,n}^-)^2}{E_{k^3,n}^-} \right] + \frac{(k^3)^2 s\Delta}{\sqrt{m^2 + (k^3)^2}} \sinh\left( \frac{E_{k^3,n}^-/T}{\cosh(E_{k^3,n}/T) + \cosh(\mu/T)} \right), \quad (D17)$$

Note that we used the following identities:

$$n_F(b - \mu) - n_F(b + \mu) = \frac{\sinh(\mu/T)}{\cosh(b/T) + \cosh(\mu/T)}, \quad (D18)$$

$$1 - n_F(b - \mu) - n_F(b + \mu) = \frac{\sinh(b/T)}{\cosh(b/T) + \cosh(\mu/T)}. \quad (D19)$$

1. **Free energy density at $m, \mu \neq 0$ and $\Delta = \mu = 0$**

In this case the free energy density (D17) reduces to

$$\Omega = -\frac{\mu + \mu_0}{(2\pi)^2} \int_0^\infty dk^3 \left[ \frac{\sinh(\mu/T)}{\cosh(E_0/T) + \cosh(\mu/T)} + \frac{\sinh(\mu/T)}{\cosh(E_n/T) + \cosh(\mu/T)} \right]$$

$$- \frac{1}{(2\pi)^2} \int_0^\infty \frac{dk^3}{E_{k^3}^+} \left[ \frac{1}{E_0 \cosh(E_0/T) + \cosh(\mu/T)} + \frac{1}{E_n \cosh(E_n/T) + \cosh(\mu/T)} \right], \quad (D20)$$

where $E_n = \sqrt{m^2 + (k^3)^2 + 2nk|eB|}$ for $n \geq 0$.

In the limit of zero temperature, the above result for the final part of the free energy becomes

$$\Omega = -\frac{1}{(2\pi)^2} \left( \frac{m^2}{2} + \mu_0 \sqrt{\mu^2 - m^2 \operatorname{sign}(\mu)(\mu^2 - m^2)} \right) - \frac{2}{(2\pi)^2} \sum_{n=1}^\infty \left[ \frac{m^2}{2} + 2nk|eB| \frac{\sqrt{2nk|eB|}}{\sqrt{m^2 + 2nk|eB|}} \right]$$

$$- \frac{2}{(2\pi)^2} \sum_{n=1}^\infty \left[ \mu_0 \operatorname{sign}(\mu) \sqrt{\mu^2 - m^2 - 2nk|eB| + 2nk|eB|} \ln \frac{\sqrt{m^2 + 2nk|eB|}}{\sqrt{2nk|eB| + |\mu|}} \theta(\mu^2 - m^2 - 2nk|eB|) \right]. \quad (D21)$$
Note that, in the calculation, we subtracted an infinite constant term:

$$\frac{2}{(2\pi l)^2} \int_0^\infty \frac{dk}{k^3} \left( k^3 + 2 \sum_{n=1}^\infty \sqrt{(k^3)^2 + 2n|eB|} \right).$$

(D22)

The sum over the Landau levels in the first line of Eq. (D21) still contains a logarithmic divergence, i.e.,

$$\Omega_{\text{div}} \simeq - \frac{m^4}{(4\pi)^2} \sum_{n=1}^\infty \frac{1}{n} \simeq - \frac{m^4}{(4\pi)^2} \ln(\Lambda)^2.$$

(D23)

In numerical calculations, we use of the smooth cutoff (20) to regularize this expression.

2. Free Energy Density at $\Delta, \mu \neq 0$ and $m = \bar{m} = 0$

In this case the free energy density is

$$\Omega = -\frac{\mu + \mu_0}{(2\pi l)^2} \int_0^\infty \frac{dk}{k^3} \left[ \frac{\sinh (\mu/T)}{\cosh (k^3/T) + \cosh (\mu/T)} + 2 \sum_{n=1}^\infty \frac{\sinh (\mu/T)}{\cosh \left( \sqrt{k^2 + 2n|eB|}/T \right) + \cosh (\mu/T)} \right]$$

$$- \frac{1}{2(2\pi l)^2} \int_0^\infty \frac{dk}{k^3} \left[ \frac{2k^3 + s\Delta + s\Delta (\mu - \mu_0)}{k^3 + s\Delta} \right] \frac{\sinh \left( \frac{(k^3 + s\Delta)/T}{\cosh \left( (k^3 + s\Delta)/T \right) + \cosh (\mu/T)} \right)}{\cosh \left( (k^3 + s\Delta)/T \right) + \cosh (\mu/T)}$$

$$- \frac{1}{2(2\pi l)^2} \int_0^\infty \frac{dk}{k^3} \left[ \frac{2k^3 - s\Delta + s\Delta (\mu - \mu_0)}{k^3 - s\Delta} \right] \frac{\sinh \left( \frac{(k^3 - s\Delta)/T}{\cosh \left( (k^3 - s\Delta)/T \right) + \cosh (\mu/T)} \right)}{\cosh \left( (k^3 - s\Delta)/T \right) + \cosh (\mu/T)}$$

$$- \frac{1}{(2\pi l)^2} \sum_{n=1}^\infty \int_0^\infty \frac{dk}{E_{k^3,n}^+} \left[ \frac{(2k^3 + s\Delta)(k^3 + s\Delta) + 4n|eB|}{E_{k^3,n}^+} \right] \frac{\cosh \left( \frac{E_{k^3,n}^+/T}{\cosh (E_{k^3,n}^+/T) + \cosh (\mu/T)} \right)}{\cosh (E_{k^3,n}^+/T) + \cosh (\mu/T)}$$

$$- \frac{1}{(2\pi l)^2} \sum_{n=1}^\infty \int_0^\infty \frac{dk}{E_{k^3,n}^-} \left[ \frac{(2k^3 - s\Delta)(k^3 - s\Delta) + 4n|eB|}{E_{k^3,n}^-} \right] \frac{\cosh \left( \frac{E_{k^3,n}^-/T}{\cosh (E_{k^3,n}^-/T) + \cosh (\mu/T)} \right)}{\cosh (E_{k^3,n}^-/T) + \cosh (\mu/T)},$$

(D24)

where $E_{k^3,n}^\pm = \sqrt{(k^3 \pm s\Delta)^2 + 2n|eB|}$. At $T = 0$, after doing the subtraction and the integration, we arrive at

$$\Omega \simeq -\frac{\mu_0 \mu}{(2\pi l)^2} + \frac{s\Delta (\mu_0 - \mu)}{(2\pi l)^2} \ln \frac{\lambda}{|\mu|}$$

$$- \frac{2}{(2\pi l)^2} \sum_{n=1}^\infty \left[ \mu_0 \text{sign}(\mu) \sqrt{\mu^2 - 2n|eB|} + 2n|eB| \ln \frac{\sqrt{2n|eB|}}{|\mu| + \sqrt{\mu^2 - 2n|eB|}} \right] \theta \left( \mu^2 - 2n|eB| \right).$$

(D25)
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