Central-moments-based lattice Boltzmann scheme for coupled Cahn-Hilliard–Navier-Stokes equations
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In this paper, we propose a lattice Boltzmann (LB) model to solve the coupled Cahn-Hilliard-Navier-Stokes equations. Differently from previous efforts, the LB equation for the fluid velocity is decomposed in a space of non-orthogonal central moments where the surface tension force is inserted directly in the equilibrium state. The present scheme is validated against well-consolidated benchmark tests, showing very good accuracy. Moreover, it outperforms the BGK approach in terms of stability, as our algorithm allows us to simulate a very large range of viscosity contrast.

Phase changes are ubiquitous in nature. Melting ice, freezing water into ice cubes and boiling are popular examples routinely experienced, as well as the formation of snow into the clouds. Interestingly, phase transitions may significantly improve the design process of such industrial systems.

Originated by van der Waals [1] and Cahn-Hilliard [2, 3], the so-called phase-field theory introduces a variable \( \phi \) (also known as order parameter) describing the transition of matter between different states or phases. The thermodynamic behavior of a binary two-phase fluid can be written as a function of a Landau free energy functional \( E = \int \left( \psi + \frac{\gamma}{2} |\nabla \phi|^2 \right) dV + \int \xi \phi dS \) [4], where \( V \) and \( S \) are the volume and the surface of the system, respectively. \( \gamma \) is related to the surface tension between the two phases through \( \sigma = \sqrt{8 \gamma a / 9} \), \( a \) being a constant, and \( \xi \) controls the interface thickness. The bulk free energy density is \( \psi = \frac{1}{3} \rho \phi \rho_0 + a \left( -\frac{1}{2} \phi^2 + \frac{1}{4} \phi^4 \right) \), that corresponds to a binary separation into two phases with \( \phi = \pm 1 \). By performing the variation of the free energy with respect to the order parameter, it is possible to obtain the chemical potential \( \mu = \frac{\partial E(\phi)}{\partial \phi} = a \left( -\phi + \phi^3 \right) - \gamma \Delta \phi \) [5]. The problem is governed by the following set of equations:

\[
\begin{align*}
\partial_t \phi + v \cdot \nabla \phi &= M \Delta \mu, \quad (1) \\
\nabla \cdot v &= 0, \quad (2) \\
\rho (\partial_t v + v \cdot \nabla v) &= -\nabla P + \nu \Delta v, \quad (3)
\end{align*}
\]

where \( t \) is the time, \( v \) is the fluid velocity, \( M \) is a mobility coefficient, \( \rho \) is the density and \( \nu \) is the kinematic viscosity. Eq. (1) is the convective Cahn-Hilliard equation and the other two represent the incompressible Navier-Stokes ones, governing the behavior of a density-matched fluid when \( \rho \) is constant [6, 7]. The pressure tensor is defined as \( P_{\alpha \beta} = \left( p_0 + \gamma \phi \Delta \phi - \frac{\gamma}{2} |\nabla \phi|^2 \right) \delta_{\alpha \beta} + \gamma \partial_\alpha \phi \partial_\beta \phi \), where \( \alpha \) and \( \beta \) span the Eulerian basis, \( \delta_{\alpha \beta} \) is the Kronecker operator and \( p_0 \) is the bulk pressure.

Eqs. (1-3) can be solved within the framework of the lattice Boltzmann method [8–10]. He et al. [11] proposed the first phase-field LB model for incompressible multiphase flows, where an index function was introduced to capture the evolution of the interface between two phases. Ref. [12] introduced a modified equilibrium distribution function for the order parameter. Significant efforts have been put into the performance improvement of phase-field LB model, especially for high-density-ratio multiphase flows by using the projection method [13], the stable discretization [14], the modified LB equation [15], and the entropic method [16]. Several other models proved to be able to recover correctly the Cahn-Hilliard equation [17–20]. The interested reader can refer to [21] (and references therein) for a comprehensive review of the phase-field LB modeling.

Let us consider a two-dimensional Eulerian basis \( \mathbf{x} = [x, y] \). In order to predict the behavior of a binary fluid, two groups of particle distribution functions (or populations) are considered. The former, \( \{f_i\} = \{f_0, f_1, f_2, f_3, f_4, f_5, f_6, f_7, f_8\}^T \), controls the velocity field, while the latter, \( \{g_i\} = \{g_0, g_1, g_2, g_3, g_4, g_5, g_6, g_7, g_8\}^T \), monitors the evolution of the order parameter. Notice that \( (\bullet) \) denotes a column vector and the superscript \( T \) indicates the transpose operator. In the D2Q9 model [22], populations move on a fixed Cartesian square lattice along the generic link \( i = 0...8 \) with velocity \( \mathbf{c}_i = [\{c_{xi}\}, \{c_{yi}\}] \) defined as \( \{c_{xi}\} = [0, 1, 0, -1, 0, 1, -1, -1, 1]^T \) and \( \{c_{yi}\} = [0, 0, 1, 0, -1, 1, 1, -1, -1]^T \). The LB equations reads as follows:

\[
\begin{align*}
f_i (\mathbf{x} + \Delta t \mathbf{c}_i, t + \Delta t) &= f_i^\star (\mathbf{x}, t), \quad (4) \\
g_i (\mathbf{x} + \Delta t \mathbf{c}_i, t + \Delta t) &= g_i^\star (\mathbf{x}, t). \quad (5)
\end{align*}
\]

where the time step is \( \Delta t = 1 \) and the superscript \( \star \) represents the so-called post-collision state. Within the BGK approximation [23], populations relax to equilib-
rium states, i.e.

\[ f^*_i(x, t) = f_i(x, t) + \omega_\rho \left[ f^{eq}_i(x, t) - f_i(x, t) \right] \]

\[ g^*_i(x, t) = g_i(x, t) + \omega_\phi \left[ g^{eq}_i(x, t) - g_i(x, t) \right], \]

where [24]:

\[ f^{eq}_i = w_i \left[ c^2 \rho + \rho \left( \frac{c_i \cdot v}{c^2} + \frac{(c_i \cdot v)^2}{2c^2} - \frac{v^2}{2c^2} \right) \right] \]

\[ + \gamma \left[ w^{xx}_i (\partial_x \phi)^2 + w^{yy}_i (\partial_y \phi)^2 + \partial^{xy}_i \partial_x \phi \partial_y \phi \right], \]

\[ g^{eq}_i = w_i \left[ \Gamma \mu + \phi \left( \frac{c_i \cdot v}{c^2} + \frac{(c_i \cdot v)^2}{2c^2} - \frac{v^2}{2c^2} \right) \right], \]

for \( i = 1 \ldots 8 \) and

\[ f^{eq}_0 = \rho - \sum_{i=1}^{8} f^{eq}_i, \quad g^{eq}_0 = \phi - \sum_{i=1}^{8} g^{eq}_i. \]

The effect of the surface tension is inserted directly in the equilibrium through the weighting factors

\[ w^{xx}_i = \left[ 0, 1, -1, 0, 0, -1, 0, 0 \right], \]

\[ w^{yy}_i = \left[ 0, -1, 1, 0, 0, 1, 0, 0 \right], \]

\[ w^{xy}_i = \left[ 0, 0, 0, 0, 1, -1, -1, 0 \right]. \]

Gradient and laplacian operators are computed by applying the following stencils:

\[ \partial_x = \left[ 0, \frac{4}{12}, 0, \frac{-4}{12}, 0, \frac{1}{12}, \frac{-1}{12}, \frac{-1}{12} \right], \]

\[ \partial_y = \left[ 0, 0, \frac{4}{12}, 0, \frac{-4}{12}, \frac{1}{12}, \frac{-1}{12}, \frac{-1}{12} \right], \]

\[ \Delta = \left[ \frac{-20}{6}, \frac{4}{6}, \frac{4}{6}, \frac{4}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{6} \right]. \]

The bulk pressure is

\[ p_0 = \rho c^2_s + a \left( -\frac{1}{2} \phi^2 + \frac{3}{4} \phi^4 \right) \]

and

\[ \tilde{p} = p_0 - \gamma \phi \Delta \phi, \]

\[ c_s = 1/\sqrt{3} \]

being the lattice sound speed. The weights \( w_i \) are \( w_0 = 4/9, w_{1...4} = 1/9, w_{5...8} = 1/36 \). The solution procedure of Eqs. (4-5) based on the collision process in Eqs. (6-7) can be viewed as a double-population double-BGK approach. The relaxation frequency \( \omega_\phi \) is related to mobility as \( M = \left( \frac{1}{\omega_\phi} - \frac{1}{2} \right) \Gamma c^2_s \), \( \Gamma \) being a free parameter. The frequency \( \omega_\rho \) is computed as

\[ \omega_\rho = \omega_g + \frac{1}{2} (\phi + 1) (\omega_l - \omega_g), \]

where \( \omega_l = \left( \frac{\nu_l}{c^2_s + \frac{1}{2}} \right)^{-1} \) and \( \omega_g = \left( \frac{\nu_g}{c^2_s + \frac{1}{2}} \right)^{-1} \). \( \nu_l \) and \( \nu_g \) denote the kinematic viscosity of the liquid and gaseous phases, respectively. Macroscopic variables are available through \( \rho = \sum_i f_i \), \( v = \sum_i f_i c_i \) and \( \phi = \sum_i g_i \).

Despite the intrinsic simplicity of the double-BGK approach, it suffers from numerical instabilities where the ratio between the viscosity of the two phases, namely \( \zeta = \nu_l/\nu_g \), increases. Let us consider a domain consisting of 200 \times 200 lattice points. The phase is set to -1 everywhere, except inside a bubble of radius \( R \), where \( \phi = 1 \). The center of the bubble is located at the center of the domain. Let us assume a liquid phase with viscosity \( \nu_l = 0.1 \) and a gaseous one with viscosity \( \nu_g = \nu_l/\zeta \). Here and henceforth, the mobility is \( M = 0.1 \) and \( \Gamma = 1 \). Moreover, the fluid is initially at rest and the density is set to 1 everywhere. By setting \( \zeta = 3 \), a double-BGK run is affected by the rise of very high spurious currents, leading to a rapid onset of instability (see Fig. 1(a)). In order to alleviate these deleterious effects, several attempts have been performed within the BGK approximation [24–26] and by the multiple-relaxation-time model [27, 28].

In 2006, Geier et al. [29] proposed a new collision operator based on the relaxation of central moments which are obtained by shifting the lattice directions by the local fluid velocity. Geier’s collision operator is also known as “cascaded” due to its particular hierarchical structure, where the post-collision state of a certain moment at a given order depends only on lower order ones. It has been demonstrated that it outperforms the BGK model in terms of stability [30–32]. The cascaded scheme has been also used for phase-field modeling [33, 34]. More recently, the adoption of central moments (CMs) has been reinterpreted by introducing a non-orthogonal basis, with the resultant scheme losing the pyramidal topological pattern of the collision process [35, 36]. Interestingly, this model entails a very intelligible analytical formulation, it shows an easy practical implementation and it can be easily extended to any lattice velocity space. Among its most compelling features, the procedure outlined in [35, 36] can be applied to whatever BGK formulation. For instance, a CMs-based formulation has been proposed for the preconditioned Navier-Stokes equations [37] and to solve the shallow waters equations [38].

Here, we derive, test and validate a CMs-based model able to recover the solution of the coupled Cahn-Hilliard-Navier-Stokes equations. In particular, we develop a double-population hybrid CMs-BGK approach, where the dynamics of the phase field is predicted by Eqs. (5,7), while central moments are adopted to evaluate the post-collision state \( f^*_i \). The procedure begins by shifting the
lattice directions by the local fluid velocity as $| \tilde{e}_{x_i} | = |c_{x_i} - u_{x_i}|$ and $| \tilde{e}_{y_i} | = |c_{y_i} - u_{y_i}|$ [29]. Let us use a basis $\mathcal{T} = [\tilde{T}_0, \ldots, \tilde{T}_1, \ldots, \tilde{T}_8]$, whose components are

\begin{align*}
|\tilde{T}_0\rangle &= [1, 1, 1, 1, 1, 1, 1, 1, 1]^T, \\
|\tilde{T}_1\rangle &= |\tilde{e}_{x_1}\rangle, \\
|\tilde{T}_2\rangle &= |\tilde{e}_{y_1}\rangle, \\
|\tilde{T}_3\rangle &= |\tilde{e}_{x_1} + \tilde{e}_{y_1}\rangle, \\
|\tilde{T}_4\rangle &= |\tilde{e}_{x_1} - \tilde{e}_{y_1}\rangle, \\
|\tilde{T}_5\rangle &= |\tilde{e}_{x_2}\tilde{e}_{y_1}\rangle, \\
|\tilde{T}_6\rangle &= |\tilde{e}_{x_1}\tilde{e}_{y_2}\rangle, \\
|\tilde{T}_7\rangle &= |\tilde{e}_{x_2}\tilde{e}_{y_2}\rangle, \\
|\tilde{T}_8\rangle &= |\tilde{e}_{x_2}^2\tilde{e}_{y_2}\rangle.
\end{align*}

(15)

The matrix $\mathcal{T}$ can be interpreted as a transformation one, allowing us to switch from the populations space to the CMSs one, and vice versa. Pre-collision CMSs are collected as $|k_i\rangle = [k_0, \ldots, k_i, \ldots, k_8]^T$ and are defined as $|k_i\rangle = \mathcal{T}^T |f_i\rangle$. Each moment relaxes to an equilibrium state, $k_i^{eq}$, defined through $|k_i^{eq}\rangle = \mathcal{T}^T |f_i^{eq}\rangle$. The resultant expressions of the equilibrium CMSs are the following:

\begin{align*}
k_0^{eq} &= \rho, \\
k_1^{eq} &= 0, \\
k_2^{eq} &= 0, \\
k_3^{eq} &= 2\tilde{p}, \\
k_4^{eq} &= \gamma \left[ (\partial_x \phi)^2 - (\partial_y \phi)^2 \right], \\
k_5^{eq} &= \gamma \partial_x \phi \partial_y \phi, \\
k_6^{eq} &= -\frac{1}{2} \nu_y k_4^{eq} - 2v_x k_5^{eq} + \rho v_y \left( c_x^2 - u_x^2 \right) - \tilde{p} v_y, \\
k_7^{eq} &= \frac{1}{2} v_x k_4^{eq} - 2v_y k_5^{eq} + \rho v_x \left( c_y^2 - u_y^2 \right) - \tilde{p} v_x, \\
k_8^{eq} &= \tilde{p} (c_x^2 + c_y^2 + v_x^2) - \rho c_y^2 (v_x^2 + v_y^2) + \frac{\rho}{c_x^2} v_x v_y^2 \\
&- \frac{c_x^2}{2} \gamma \Delta \phi + \frac{1}{2} k_4^{eq} (v_y^2 - v_x^2) + 4v_x v_y k_5^{eq},
\end{align*}

(16)

where $v_x$ and $v_y$ are the two components of the velocity vector. Notice that if $\phi = 0$ the equilibrium state to collapse into the one of the sole Navier-Stokes equations [35]. By relaxing the moment $k_i$ with a frequency $\omega_i$, the collision operator reads as follows

\begin{align*}
k_i^{eq} &= k_i + \omega_i (k_i^{eq} - k_i), \quad \text{with } i = 3 \ldots 8.
\end{align*}

(17)

Only the frequencies related to $k_4$ and $k_5$, i.e. $\omega_4$ and $\omega_5$, are linked to the fluid kinematic viscosity, i.e. $\omega_\rho = \omega_4 = \omega_5$, and the frequency $\omega_3$ is related to the bulk viscosity. Let us collect post-collision central moments and populations as $|k_i^{eq}\rangle = [k_0, 0, 0, k_3^{eq}, \ldots, k_8^{eq}]^T$ and $|f_i^{eq}\rangle = [f_0^{eq}, \ldots, f_8^{eq}]^T$, respectively. The latter are available through $|f_i^{eq}\rangle = (\mathcal{T}^T)^{-1} |k_i^{eq}\rangle$ and, eventually, are streamed. For the sake of computational efficiency, it is worth to stress that only few pre-collision CMSs should be computed. In fact, $k_0 = \rho$, $k_1 = 0$ and $k_2 = 0$ are invariant with respect to the collision. Moreover, $k_6$, $k_7$ and $k_8$ are not involved in the computation because the frequencies $\omega_6$, $\omega_7$ and $\omega_8$ are associated to higher-order moments and are set equal to 1 in order to enhance the stability of the algorithm, i.e. $k_6^{eq} = k_6^{eq}$, $k_7^{eq} = k_7^{eq}$ and $k_8^{eq} = k_8^{eq}$. In the Supplementary Material, a script [39] allows the reader to perform the symbolic manipulations to obtain all the involved quantities.

Now, we rerun the same above-described case with the proposed method. We find that the stability is greatly enhanced. In fact, no apparent limit to the viscosity ratio is achieved, as the model does not show any instability in the limit of $\nu_\rho \to 0$. In Fig. 1(b), the velocity map is reported at $\zeta = 100$. It is possible to appreciate the smoothness of the solution for a viscosity ratio that is considerably higher than the experienced limit for the double-BGK run.

With this set-up, we test the ability of our model to reproduce Laplace’s law, stating the surface tension
should be constant or, in other words, the pressure jump across the bubble interface should be proportional to $R^{-1}$. We perform several analyzes by modifying the bubble radius. Moreover, the viscosity ratio varies as $\zeta = [2, 10, 100, 1000]$. In Fig. 2, the pressure jump $\Delta P$ is plotted against the inverse of the radius for different values of $\zeta$. Consistently with the analytical predictions, findings are not sensitive to the viscosity ratio. Moreover, these appear to be well-distributed along a line whose slope is 0.03717. Interestingly, the theoretical value is 0.03771 (with $\gamma = a = 0.04$) and a very satisfactory relative error of 1.43% is achieved.

A second test involves contact angles, which are simulated by the change of the wall gradient $\partial_\perp \phi_w$ in the direction normal to a surface. These may be predicted by solving the equation

$$\partial_\perp \phi_w = \frac{2a}{\gamma} \cos \left( \frac{\theta}{3} \right) \left( 1 - \cos \left( \frac{\theta}{3} \right) \right),$$  \hspace{1cm} (18)

where $\theta$ is connected to the contact angle as $\theta = \cos^{-1}(\sin^2(\theta))$. Let us consider a domain composed by 100 points in each direction and a bubble of radius 20 initially placed in the center of the domain. The order parameter is set to $\phi = -1$ everywhere, except for the area covered by the bubble where $\phi = -1$. Moreover, $\gamma = a = 0.04$, $\nu = 0.1$ and $\zeta = 2$. Due to the presence of a constant uniform vertical downward force of magnitude $1 \times 10^{-5}$, the bubble impacts the bottom wall where different wall gradients are enforced. No-slip conditions are prescribed at the bottom and top walls, while periodicity is applied to the leftmost and rightmost section of the domain. We perform several analyzes with different values of $\partial_\perp \phi_w$ by adopting the double-BGK and hybrid CMs-BGK schemes and measure the relative difference $\varepsilon$ between analytical predictions (see Eq. (18)) and values from our numerical runs. Findings are plotted in Fig. 3, demonstrating a good agreement. The hybrid scheme exhibits errors that decrease as $\partial_\perp \phi_w$ reduces, that is fully consistent with findings from BGK runs. The properties of the hybrid scheme can be appreciated in Fig. 4 and 5, where the different shapes of the interface are plotted for several values of the wall gradient. The bubble shows hydrophobic and hydrophilic behaviors for negative and positive values of $\partial_\perp \phi_w$, respectively.

Finally, we consider the deformation of a droplet in a shear flow. The domain consists of $2H = 200$ points in each direction. A bubble of radius $R = 30$ is placed in the center of the fluid domain. A constant uniform horizontal velocity $v_w$ is applied in the rightward direction to the top wall and in the leftward one to the bottom wall. Periodic boundary conditions are enforced at the vertical sides of

![FIG. 2. Laplace's law: Pressure jump vs bubble radius for different values of the viscosity ratio, i.e., $\zeta = 2$ (black squares), 10 (red circles), 100 (green triangles) and 1000 (blue diamonds). Data are fitted by a dashed black line whose slope is 0.03717, showing a very good agreement with the analytical prediction of 0.03771.](image)

![FIG. 3. Contact angles: Relative error between analytical predictions and numerical results by BGK (black squares) and present model (red circles).](image)

![FIG. 4. Contact angles: Contour plot of the interface shape for different values of the wall gradient, i.e., -0.15 (black), -0.1 (red), 0 (green), 0.1 (blue) and 0.15 (brown).](image)

![FIG. 5. Contact angles: contour plot of the interface shape for different values of the wall gradient, i.e., -0.15 (black), -0.1 (red), 0 (green), 0.1 (blue) and 0.15 (brown).](image)
the domain. The viscosity is \( \nu_t = \nu_g = 0.2 \). The problem is governed by the Reynolds number \( \text{Re} = \frac{v_w R^2}{H \nu_l} \) and the capillarity number \( \text{Ca} = \frac{v_w R \nu_l \rho}{H \sigma} \). According to Taylor \cite{40}, the deformation \( D_f \) of the droplet is proportional to \( 35 \text{Ca}^3 = 1.09375 \text{Ca} \) in the Stokes regime (i.e., \( \text{Re} \ll 1 \)).

The deformation is computed as \( D_f = \frac{A - B}{A + B} \), \( A \) and \( B \) being the lengths of the major and minor axes of the deformed droplet, respectively. By varying the capillarity number, we perform several runs at \( \text{Re} = 0.1 \). The droplet deformation is plotted against \( \text{Ca} \) in Fig. 6. Our findings show a slight mismatch with respect to the analytical references values, as the slope of the fitting line is 1.09536 and the relative discrepancy between the two is highly satisfactory (0.15%). In Fig. 7, the shape of the interface is sketched for different values of capillarity number. As \( \text{Ca} \) increases (i.e., the viscous force of droplets grows) the degree of deformation slightly increases too; however, it is found that \( \text{Ca} \) does not strongly affect the droplet’s final shape.

We also prove that our model is able to simulate the droplet breakup \cite{41}. Let us consider a domain of \( 240 \times 60 \) points with a bubble of radius equal to 15 placed in the center of the domain. This case shares the remaining model parameters with the previous setup. Let us define a characteristic time \( t^\dagger = \frac{H}{v_w} \), where \( H = 30 \).

In Fig. 8, the map of the order parameter is plotted at salient time instants. The bubble progressively elongates, while remaining continuous until \( t \sim 20 t^\dagger \). At \( t \sim 25 t^\dagger \), the two extreme portions separate from the rest of the body. Where the central part shows a very small thickness, a second breakup is experienced, leading to the rise of four sub-droplets into the systems (i.e. the so-called satellite droplets \cite{42}). Droplet breakup behavior with such satellite structures can be seen in previous works carried out with the VOF method \cite{43} and the LB method \cite{41, 44, 45}. The present central-moments-based scheme can also reproduce such complex droplet dynamics.

Here, we have demonstrated that the solution of the coupled Cahn-Hilliard-Navier-Stokes equations can be recovered by a double-populations hybrid CMs-BGK scheme. Numerical tests showed excellent accuracy. Moreover, it allows us to drastically extend the range of simulated viscosity ratio with respect to the double-populations double-BGK method.
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