Scalar Diffraction Analysis Of Dispersion In Low-Index Thin Flat Lenses
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We analyze the dispersion property of low-index thin lenses by using scalar diffraction and finite difference time domain (FDTD) methods. We compare the dispersion results obtained by using these methods with reported experimental results, and the well-known analytical formula for focal length \( f \) of diffractive lenses as a function of wavelength \( \lambda \),

\[
f(\lambda) = f_0 \lambda_0 \frac{\lambda_0}{\lambda}
\]

where \( f_0 \) is the designed focal length for wavelength \( \lambda_0 \). We show that when the analytical formula is applied to thin flat lenses with low-refractive index, the results are accurate for small numerical aperture (NA) up to 0.2. For larger NA, the error between the analytical approximation and the FDTD analysis remains around 8% over a wide range of NA.

Thin-flat lenses are important to the miniaturization of optical devices because of their flat geometry and small size[1–6]. These lenses are more dispersive than traditional lenses and efforts are underway to study the dispersion properties[7–11]. The numerical aperture (NA) of thin flat lenses can be much higher than that of a traditional lens or a diffraction lens. For instance, an NA of 0.4 is considered to be high for a traditional or diffraction lens [12], whereas the NA of a thin flat lens can be close to or even greater than 1 [13]. While lenses with large NA can have novel properties and applications, studying the dispersion of these lenses involves complicated numerical computations [12,14]. The goal of this study is to determine the accuracy of analytical and scalar diffraction methods for the study of dispersion in thin flat lenses with high NA. The study aims at thin flat lenses with low-index materials. Although most thin-lenses use high refractive index materials, low refractive index materials can be an attractive alternative because of their inherently small loss [6,7,15,16].

It has been shown that several approximations of the classical diffraction theory can be used to describe the focal field pattern and dispersion of traditional lenses [12]. These approaches include analytical approximations, scalar diffraction, and vector diffraction theory. They have varying degrees of accuracy and computational complexity. In this work, we employ these methods to study the dispersion of thin flat lenses. We study an analytical approximation derived for diffractive lenses [17,18], a scalar diffraction approximation[6], and a vector finite difference time domain (FDTD) method. We evaluate the accuracy of the scalar diffraction and analytical approximation by comparing these results with available experimental data and FDTD results. We do not include materials dispersion in the study, because most low refractive index materials have low dispersion compared to diffraction dispersion in visible wavelengths.

For diffractive lenses, a well-known analytic approximation for the focal length \( f \) as a function of wavelength \( \lambda \) is [17,18]:

\[
f(\lambda) = f_0 \lambda_0 \frac{\lambda_0}{\lambda} \quad (1)
\]

where \( f_0 \) is the designed focal length for wavelength \( \lambda_0 \). (1) is a good approximation for traditional diffractive lenses with very small NAs. The applicability of (1) to thin flat lenses with higher NA has not been explored. To verify the accuracy of (1), we first calculate the focal length of a thin flat lens at different wavelengths by using the Rayleigh-Sommerfeld (RS) approximation [6] and perform a comparative study with reported experimental results.

The thin flat lenses for this study consist of low-index subwavelength structures [6]. Once the desired focal length of a focusing lens is known, the subwavelength structure of an equivalent flat lens can be designed in various ways. When using low refractive index transparent materials, the subwavelength structure of the flat lens reduces to the filling factor of the material in an air matrix. This is possible because light interacts weakly with low index material, and the phase change is obtained through propagation only. For instance, to focus the beam into a focal spot at a distance \( f \), the flat lens must impart the following phase [4,6,10]:

\[
\Phi(x, y) = \frac{2\pi}{\lambda} \left( \sqrt{x^2 + y^2 + f^2} - f \right), \quad 0 < \Phi < 2\pi \quad (2)
\]

where \( \lambda \) is the operational wavelength and \( (x, y) \) are the in-plane spatial co-ordinates. After discretizing the desired phase profile, the required phase at each unit cell (or pixel) of the flat lens is known. This required phase can be implemented by using propagation phase:

\[
\Phi_0 = \frac{2\pi n_{eff}(x, y) H}{\lambda} \quad (3)
\]
where \( \Phi_0 \) is the desired phase at the location \((xy)\), \( H \) is the thickness of the lens, and \( n_{\text{eff}}(x,y) \) is the required effective refractive index at \((xy)\).

It is possible to control the effective refractive index of a single pixel of the flat lens by using the filling factor \((FF)\) of the subwavelength structure of the lenses.

\[
n_{\text{eff}} = \sqrt{n_r^2 FF + 1 - FF}
\]

Here, the background material is assumed to be air, \( n_r \) is the refractive index of inclusion material \((n_s < 1.9)\) and \( FF \) is the inclusion filling factor. Each pixel of the lens might be an arrangement of different inclusions with specific filling factor. To implement a specific filling factor using a fixed \( n_r \), it is sufficient to implement a filling factor profile \( FF(x,y) \):

\[
FF(x,y) = \frac{\Phi_{\text{pixel}}(x,y) - 2\pi H}{2\pi H(n_r^2 - 1)}
\]

Thus, the subwavelength structure of a flat lens that focuses an incoming beam into a focal spot can be designed once the focal lengths is specified.

In the Rayleigh-Sommerfeld (RS) approximation, the complex amplitude of the light at a plane \((xy)\) which is a distance \( D \) away from the lens edge \((x_n, y_n)\) along the optical axis can be given as [19]:

\[
A(\lambda, x, y) = \frac{D}{\lambda} \int \int \left( T e^{-i\Phi_{\text{edge}}(x_n,y_n) e^{i\frac{kr}{\lambda}}} \right) dx_n dy_n
\]

where \( \lambda \) is the operating wavelength, \( T \) is the transmission of the lens, \( \Phi_{\text{edge}} \) is the imparted phase by the lens, \( k \) is the wavenumber of the beam, \((x_n,y_n)\) is the coordinate at the lens edge, and \( r \) is given as

\[
r = \sqrt{D^2 + (x - x_n)^2 + (y - y_n)^2}
\]

RS approximation (6) was used in [6] to calculate the focal properties of a thin lens. It was shown in [6] that for a single wavelength analysis, predictions made using this equation matches well with vector FDTD simulations and experimental results for NAs up to 0.9.

We compare the results obtained by using the analytical approximation in (1) and the results obtained by using the scalar diffraction in (6) with experimental results from [10]. The results are summarized in Fig. 1. The lens used in [10] has a numerical aperture of 0.2, a thickness of 600 nm, and a period of 400nm. Though the thin flat lens in [10] do not use low index materials, it relies on geometrical propagation to implement the phase described in (2). The focusing mechanism and the focusing properties of this lens is comparable to the lens we studied in this work.

From Fig. 1, we observe that both the RS approximation and (1) matched the experimental result, with a 2.4% error for the scalar diffraction and a 2.5% error for (1). These results indicate that the scalar diffraction and (1) accurately predicts the dispersion of a thin flat lens if the NA is small.

To study the accuracy of the analytical and scalar diffraction over a large value of NA, we calculated the dispersion of a thin flat lens by using the vector full wave finite different time domain (FDTD) method and perform comparative studies.

Fig. 2 shows the dispersion property of the flat lens with NA = 0.2 and \( \lambda_0 = 400 nm \), calculated using the FDTD and the RS methods. It is seen that for NA=0.2, the focal length translates linearly as wavelength increases, and the results obtained using the two methods show agreement. The scalar diffraction theory predicts that the focal length smoothly shifts as the operating wavelength changes, with the shape of the intensity profile preserved, as shown in Fig. 2(b). The vector analysis shows similar behavior. This result indicates that the scalar diffraction and vector FDTD methods agree when NA is small.

We compared the focal length shift for higher NA by using the analytical formula in (1), the scalar diffraction, and the vector full wave FDTD method. The results are summarized in Fig. 3. Results from the scalar diffraction and (1) matches well even at higher NA. For instance, at NA = 0.45, 0.65, 0.85, the scalar diffraction and (1) predict the same shift in focal length, as shown in Fig. 3(a), (b), and (c). The focal length shift obtained by using the vector FDTD method shows certain discrepancy. This is because both (1) and scalar diffraction methods ignore additional effects introduced due to the vector nature and polarizations of light, such as off-axis peaks [12]. In addition, the change in the effective refractive index of neighboring pixels of the thin flat lens is not negligible. Therefore, the scalar diffraction in (6) has limited accuracy compared to an FDTD analysis. These effects lead to a persistent discrepancy between the results from the scalar diffraction in (6) and the vector full-wave FDTD method when studying dispersion.
Fig. 2 The light intensity distribution along the optical axis of a thin flat lens calculated by using (a) the FDTD method and (b) the Rayleigh Sommerfeld approximation.

While the scalar diffraction in (6) and the analytical approximation in (1) show deviations from the vector analysis, the error does not increase at higher NA. That is, the scalar diffraction and the approximation in (1) agrees well for a large range of NA. Fig. 4 shows the errors in the normalized focal length shift for the scalar diffraction and (1) when compared to the that calculated by using the full wave FDTD method. For each NA, the error is calculated as:

$$\text{Error}(\%) = 100 \times \left| \frac{f_0^{\text{FDTD}} - f_0^{\text{scalar}}}{f_0^{\text{FDTD}}} \right|$$

(7)

The errors of the scalar diffraction and (1) remain around 8% for the NA range 0.3-0.9. These results indicate that (1) is a reasonably accurate method to predict the dispersion of thin flat lenses even at high NA. The scalar RS diffraction method has a similar accuracy.

In conclusion, we have studied the dispersive nature of low-index thin flat lenses and compared three methods for calculating the dispersion. We showed that the analytical dispersion equation (1) originally derived for diffractive lenses remain accurate for low index thin flat lenses with low NA. When the NA is higher, the error between the analytical approximation and the FDTD analysis remains around 8% over a wide range of NA. Because the analytical approximation is significantly faster in computation and easier to use, it can be sufficient for most applications. Full wave FDTD analyses can be used to design and evaluate focal plane light intensity distribution of flat lenses with high accuracy, at the cost of added computational complexity.

Fig. 3 The dispersion of focal length with respect to operating wavelength of the lens at (a) NA = 0.45, (b) NA = 0.65 and (c) NA = 0.85. The dispersion is calculated by using the scalar RS diffraction equation in (6), the FDTD method, and the analytical approximation in (1).

Fig. 4 The error in the scalar and analytical results compared to the FDTD analysis.
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