Deep Polar Residual Network for Identifying Myocardial Infarction in Mce Imaging
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Abstract

**Background:** Ultrasonic diagnosis of myocardial infarction (MI) varies markedly among radiologists, and is also time-consuming. In addition, there is a high level of inter-observer variation in diagnosis of MI. The purpose of this study is to develop a deep learning-based model that automatically recognizes MI in myocardial contrast echocardiography (MCE) images, and to compare the model performance against radiologists with varying experience in echocardiography.

**Methods:** In this study, a polar residual network (PResNet) model was employed to recognize MI segments in MCE images of Sprague-Dawley (SD) rats. All SD rats were randomly divided into the MI model group (n=15) and the sham group (n=10). Rats in MI model group were infarcted via left anterior descending coronary artery ligation. Ultimately, MCE was performed on SD rats to observe their myocardium. Left ventricle (LV) short-axis views of MCE at the basal and midpapillary muscle levels for each SD rat were divided into 6 segments separately. The PResNet model and six radiologists each diagnosed 276 MCE image segments. Masson's trichrome staining was used as the gold standard for MI presence or absence. The PResNet model and radiologist diagnostic performance were evaluated using sensitivity, specificity, and area under the receiver operating characteristic curve (AUC). Furthermore, analysis duration per rat and interobserver variability were also compared.

**Results:** Masson's trichrome stain revealed 30 infarcted segments out of the 276 total segments. The PResNet model achieved an AUC of 0.89 (0.85-0.93), which was comparable to that of senior radiologists (0.89; 0.85-0.93). Relative to senior radiologists, the PResNet model presented slightly lower sensitivity but significantly higher specificity. The mean sensitivity and specificity for the junior radiologists were significantly lower than both the PResNet model and the senior radiologists. In terms of analysis duration, the PResNet model (148-169sec) was markedly faster than both junior (314-366sec) and senior (193-235sec). Moreover, the intrasample agreement for the PResNet model (k=0.96) was better than the interobserver agreement for the junior (k=0.81) and senior radiologists (k=0.86).

**Conclusion:** The PResNet model not only improved diagnostic performance and observer consensus but also improve the diagnose speed. It is a promising tool for identifying MI.

Introduction

Myocardial infarction (MI) threatens thousands of patients with coronary heart disease (CHD) worldwide every year [1]. Three-year mortality rates following MI range from 5% to 10%, with the overall rate of major adverse cardiac events reaching as high as 30% [2]. The formation of an occlusive thrombus within a coronary artery leads to cardiac ischemia and infarction. If myocardial cell necrosis, dissolution, and myocardial microvascular perfusion disorder are not treated promptly, infarction size expansion occurs, further damaging left ventricular (LV) function and resulting in an irreversible loss of myocardial contractility and initiation of negative remodeling [3]. Eventually, patients may be at risk of interventricular septum perforation, acute heart failure, and free ventricular wall rupture. Since appropriate treatment
needs to be delivered during the early stages of infarction, accurate and timely identification of MI is paramount.

Echocardiography provides a real-time visualization way of the regional wall motion abnormalities associated with myocardial ischemia and is generally used for CHD diagnosis and prognosis assessment for [4]. Several new echocardiographic technologies have been developed to improve MI detection capabilities, such as speckle-tracking echocardiography [5], 3-D echocardiography [6], and myocardial contrast echocardiography (MCE) [7]. In particular, MCE not only clearly shows the presence of wall motion abnormalities, but also assesses the degree and adequacy of microvascular perfusion. Hence, MCE is an ideal tool for identifying the extent of myocardial infarction, with both prognostic and therapeutic implications [8].

Echocardiogram interpretation can vary significantly between operators. Besides, analyzing large amounts of imaging data is labor-intensive and time-consuming [9]. At present, MCE is capable of making semi-quantitative assessments. However, this process remains limited by human error in data acquisition and interpretation. Machine learning (ML), a subfield of artificial intelligence, has advantages to solve these problems. It involves training a computer to develop comprehensive algorithms through the analysis of large amounts of data rapidly, consistently, and accurately. ML models have been used in many aspects of echocardiography, including view classification [10-12], automated measurements [13-18], automated valve disease assessment [19-22], and the classification of pathological patterns [23, 24]. Nonetheless, the application of ML models for the detection of MI using echocardiography is still in its infancy. Many classical ML models rely on describing new myocardium features—this requires manual tracing and multiple trials, thus limiting performance and generalization [25-27]. Deep learning, a type of artificial neural network, can automatically process larger and more complex data sets using technologies such as convolutional neural networks. It has been applied to the diagnosis of thyroid nodules [28], as well as the detection of breast tumors [29, 30] and skin cancers [31], and might be capable of addressing current limitations in ML for MI analysis.

Our team has been working on a computer aided diagnosis (CAD) approach to evaluating myocardial perfusion and infarct size using MCE [8]. Current deep learning approaches used original images presenting rectangular shapes. However, the myocardium in the short-axis view is annular, and thus DL approaches suited for rectangular images do not describe radial information well. To overcome this drawback, we proposed a polar residual network (PResNet) to identify MI regions in MCE images, with a new polar layer designed to transfer MCE images into the polar system. The current study sought to examine the application of PResNet for accurately detecting and diagnosing infarcts in MCE images. Following the initial success in examining MCE segments obtained from infarcted and sham-operated Sprague-Dawley (SD) rats, we then looked at the application of the PResNet model for clinic diagnosis, comparing the diagnostic performance of PResNet with that of radiologists with varying levels of experience.

**Methods**
Animal model experimental protocols

Male SD rats (220–250g) were supplied by the Experimental Animal Center at the Second Affiliated Hospital of Harbin Medical University. Animal protocols were approved by the Institutional Animal Care Committee of Harbin Medical University, Heilongjiang Province, China. All experiments followed the Guide for the Care and Use of Laboratory Animals published by the U.S. National Institutes of Health (NIH Publication 85-23, revised 1996).

All SD rats were randomly divided into either the MI model group (n=15) or the sham group (n=10). Myocardial infarction was induced in MI model group rats via permanent ligature of the left anterior descending coronary artery, while sham group rats underwent the same operational procedure without artery ligation. All rats were anesthetized with 10% chloral hydrate and fixed on an operating table. After anesthetic induction, the rats were mechanically ventilated with a positive pressure ventilator. Chest hair was then removed and a thoracotomy was performed between the third and fourth intercostal spaces to expose the whole heart. The left anterior descending artery was isolated and ligated at about 2 mm on the lower edge of the left auricle using a 7.0 silk snare. Whitening of the cardiac apex provided a visual indication of successful ligation. The chest was then sutured and closed. After resuscitation, the trachea cannula was removed, and all rats were returned to the animal housing facility with free access to food and water. MCE videos were collected one week post-surgery.

MCE data acquisition

MCE was performed using an ultrasound scanner (Vivid 7, GE Healthcare, Milwaukee, WI, USA) equipped with a 10S transducer (8-10 MHz). Rats were anesthetized using the above method and placed on the examination bed. The ultrasound mechanical index setting was set to 0.2, and time gain compensation and 2-D gain settings were adjusted to suppress any nonlinear signals from the tissue before contrast agent infusion. SonoVue (Bracco, Milan, Italy) was then infused into the tail vein at a rate of 1.2 mL/h. MCE images were digitally acquired, starting at peak myocardial opacity until the disappearance of contrast from the myocardium. After imaging, rats were euthanized under deep anesthesia. Electrocardiogram changes were continuously monitored using an electrocardiograph throughout the image acquisition process. The LV short-axis view MCE videos were obtained at the basal and midpapillary muscle levels, and digital data of 6-10 consecutive heart cycles were recorded on magneto-optical disks. The images showing the most favorable myocardial perfusion for each rat were selected for analysis. In this study, the LV basal and midpapillary muscle levels were divided into six segments according to the guidelines[32].

Pathological staining

Rat hearts were excised after death and fixed in 4% paraformaldehyde for histopathologic analysis. Each heart was cut into three thick slices along the long axis from the apex to base. After standard paraffin embedding, two 5-μm-thick sections were obtained from each slice for Masson’s trichrome staining. Sections were then imaged using light microscopy and abnormal staining segments were counted. Blue-
stained myocardial regions were considered to be infarcted, while red staining indicated the presence of viable myocardium.

**Deep polar residual network**

In MCE short-axis images, myocardium radial characteristics are important indicators of myocardial properties. Therefore, it was better to utilize this characteristic and transfer MCE images from a Descartes system into a polar system for observing myocardial regions and comparing them with radial neighboring regions. This study proposes a novel approach, the use of a polar layer in a deep learning network. After transferring myocardium regions into the polar system, the myocardium ring was converted into a band which is suitable for deep learning network to analyze. The CAD system firstly created a region of interest (ROI) on the original MCE image shaped like a disk including only the myocardium and chamber interior. The radius of this disk was set at 250 pixels in order to cover all myocardial regions. The ROI image is mapped onto the polar coordinates using a polar layer to obtain a polar ROI (PROI) image. Because the infarction region may be present at different angles and locations, the myocardium is usually divided into six equal segments. The PROI image was thus divided into six patches accordingly (Fig. 1).

After the polar layer, the segment patches are transferred from sector shape to a rectangular shape, which is then fed into subsequent convolutional layers for further processing. Here, infarction detection was converted to a task to categorize the segment patches within normal and abnormal groups. A deep residual network was designed to classify PROI image section patch images. The structure of the deep polar residual network (PResNet) consists of the polar layer, convolutional layers, softmax layer, residual component, and classification component. The connection between the polar layer and the following layers was not trainable.

Rather than building a model from scratch, we improved the architecture of a pre-designed ResNet model and refined its weighting for identifying new images. Known as transfer learning, this decreases the necessary time investment for training and enhances the generalization ability of the network. The proposed model adds the polar layer on a pre-trained ResNet-50 network, and a binary cross-entropy function was used as the loss function for classification. With the pre-train ResNet-50 model as a backbone, different layers were added to categorize segment images into normal and abnormal groups. The whole system and related image results are illustrated in Figure 2. The PResNet model analyzed all MCE images three times consecutively.

**Observer study**

Six radiologists with varying levels of experience in echocardiography (1 to 15 years), blinded to the experimental process and pathology results, analyzed all MCE images independently. Three of the six radiologists were junior individuals with less echocardiography experience (1, 2, and 3 years, respectively), while the other three were senior members (10, 13, and 15 years of experience, respectively). All radiologists graded each segment according to the wall motion score (WMS) and the degree of
myocardial perfusion in the MCE. Semiquantitative-WMS scoring system is as follows: WMS=1, normal or hyperkinetic; WMS=2, hypokinetic (reduced thickening); WMS=3, akinetic (absent or negligible thickening, e.g., scar); WMS=4, dyskinetic (systolic thinning or stretching, e.g., aneurysm) [32]. The degree of myocardial perfusion was also scored similarly: 1=normal perfusion, 2= subendocardial perfusion defect, and 3=transmural perfusion defect [33]. A segment was deemed to be infarcted when the sum of its two scores was equal to or greater than six. Segments that did not meet these criteria were deemed to be non-infarcted.

Statistical analysis

A receiver operating characteristic (ROC) analysis was applied to assess the diagnostic accuracy of both the radiologists and the deep learning model. The empirical ROC curve was formed by connecting the set of data points generated from the different cut points. The area under the ROC curve (AUC) was also calculated as a metric to evaluate the method’s performance. Operator classification sensitivity and specificity were calculated, as well as the analysis duration for junior radiologists, senior radiologists, and the proposed deep learning model per rat. Analysis time medians were compared using Friedman analysis with multiple comparison post-hoc testing (Bonferroni). Box and whisker plots were obtained to present analysis time distributions. A \( p \)-value less than 0.05 was considered to indicate a statistically significant difference. Interobserver variability was assessed with Cohen's kappa coefficient (Table 1).

The Medcalc statistical software (Version 19.0.4 Schoonjans, Frank) was used to take AUC comparison and \( k \) statistics. Other statistical analyses were performed with the SPSS software (version 23, Chicago, IL, USA).

Results

Animal MCE imaging

Of the 25 rats, 2 died on the first day after modeling. The remaining 23 SD rats were imaged using MCE, with a total of 276 segments captured for analysis.

Deep residual network

Segments containing infarcted myocardium detected by the model were marked both in the polar layer and on the LV short-axis view. If no infarct segment was detected, the polar view and the LV short-axis view remained unmarked. Model markup results are shown in Figure 3(A-D).

Pathological staining

Of 276 total segments, 30 presented blue Masson’s trichrome staining, indicating infarction (Fig. 3E, F). A clear boundary was visible between blue-stained infarcted tissue and red-stained viable myocardium.

Comparison of the proposed PResNet model against radiologist analysis
The sensitivity, specificity, and area under the receiver operating characteristic curve (AUC) for both the six radiologists and the proposed PResNet are shown in Figure 4 and Table 2, respectively. Pathological results were used as the gold standard. The mean values for the junior and senior radiologists are also shown in Table 2. The PResNet model achieved an AUC of 0.89 (95% CI: 0.85, 0.93), which is comparable ($p=0.842$) to the mean AUC of the senior radiologists (0.89, 95% CI: 0.85, 0.93). The mean AUC of the junior radiologists was 0.68 (95% CI: 0.63, 0.74), significantly below that achieved by deep learning ($p<0.001$). The performance of five of the six individual radiologists was worse than that of the PResNet model, with the lowest AUC being 0.68 (95% CI: 0.62, 0.73) and the highest AUC being 0.93 (95% CI: 0.89, 0.96).

For the six radiologists, their sensitivity values ranged from 53.33% to 93.33%. The sensitivity of PResNet was 83.33% (95% CI: 65%, 94%), which was a little lower than the mean values for the senior radiologists (86.67%; 95% CI: 69%, 96%). This difference in sensitivity between the deep learning model and the senior radiologists was statistically significant ($p<0.05$). In terms of specificity, the radiologists ranged from 83.33% to 92.68%. The specificity of the PResNet model was 95.53% (95% CI: 92%, 98%), which was significantly higher than ($p<0.05$) the mean values of the senior radiologists (86.67%; 95% CI: 69%, 96%). The mean sensitivity and specificity for the junior radiologists was 53.33% (95% CI: 34%, 72%) and 83.33% (95% CI: 78%, 88%), respectively. Both of these values were significantly lower than those achieved by the deep learning model ($p<0.001$).

Total rat MCE image analysis duration for junior radiologists, senior radiologists, and the PResNet model is described in Table 3. Box and whisker plots (Fig. 5) were drawn to present the distribution of the time within the three groups. The median image analysis duration for the PResNet model was 154 seconds per rat (QR: 148, 169), which was markedly lower than both the junior radiologists (342 seconds per rat; QR: 314, 366) and the senior radiologists (223 seconds per rat; QR: 193, 235).

**Interobserver variability**

Table 4 shows the level of agreement between observers for MI diagnosis. Agreement levels for both senior and junior radiologists were strong ($k=0.86$; $k=0.81$, respectively). However, the agreement levels for the PResNet model's diagnoses were superior.

**Discussion And Summary**

Ultrasound diagnosis of MI features have high levels of inter-observer variation. Furthermore, analyzing wall motion and myocardial perfusion using MCE images is time-consuming. To overcome these issues, automatic CAD based on ML has been introduced to this field. For example, a study by Sudarshan et al. [26] developed a new integrated index MI Index (MII) that takes into account multiple elements, including image pre-processing, the creation of two-dimensional textons, feature extraction from echocardiogram apical four chamber views, and feature ranking. This MII generated a single numerical value from which it was possible to discriminate between infarcted and normal myocardium. Sudarshan et al. [3] have also proposed Curvelet Transform and Local Configuration Pattern algorithms for the automatic
distinguishing of MI severity using 2D echocardiograms. There, a composite index called the MI Risk Index (MIRI) was developed to detect normal, moderately, and severely infarcted myocardium. These studies analyzed apical four chamber view images from two-dimensional echocardiograms. However, previous studies, including the above stated, used original images containing rectangular images and failed to describe radial information and features well. Furthermore, MCE short-axis view images are better for displaying wall motion and the degree/extent of myocardial perfusion. We therefore developed a deep learning model, termed “PResNet”, to recognize MI in LV short-axis view MCE images and compared the model’s performance with radiologists with varying levels of experience in echocardiography.

Our proposed PResNet model showed similar diagnostic performance compared to senior radiologists with 10-plus years of experience. In particular, the biggest advantage of the PResNet model was the ability to provide superior infarct segment identification specificity. In terms of sensitivity, although the PResNet model could not reach the sensitivity of senior radiologists, it performed markedly better than junior radiologists. Indeed, our results indicated that junior radiologists—likely owing to their limited clinical experience—presented lower MI detection sensitivity and specificity than both the PResNet model and senior radiologists. As such, we believe that as junior radiologists gain experience—a process that cannot be accelerated—the short term usage of the PResNet model as an assistance tool can improve diagnostic accuracy. Also a note is that we found inconsistencies and variations in diagnosis between different radiologists for the same images. However, our deep learning model demonstrated strong repeatability, something that could compensate for this deficiency. Finally, visual MI diagnosis in the clinic is time-consuming and error-prone; the proposed PResNet model could reach diagnostic conclusions in a more rapid manner to save diagnostic time and improve consensus.

This study was not free from limitations. Namely, this study used rats, and we plan on moving towards larger mammals and MI patients in the future to see what adjustments may be required to accommodate the differences in cardiac architecture and MI presentation. Also, there were times in this study where MCE imaging quality was insufficient, and this issue will require further investigation.

In summary, the PResNet is a promising tool for identifying infarcted myocardium in MCE images, already capable of faster and more accurate MI segment identification relative to junior radiologists. As such, we believe that PResNet can help radiologists and physicians with expertise in echocardiography efficiently detect and intervene before MI progresses to worse outcomes. More studies will further validate our findings.

**Abbreviations**

AUC: Area under the receiver operating characteristic curve; CAD: Computer aided diagnosis; CI: Confidence interval; LV: Left ventricle; MCE: Myocardial contrast echocardiography; MI: Myocardial infarction; ML: Machine learning; PResNet: Polar residual network; PROI: Polar ROI; ROC: Receiver operating characteristic; ROI: Region of interest; SD: Sprague-Dawley; WMS: Wall motion score.
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Tables

Table 1 Defining agreement using weighted kappa values

| $k$ value | Agreement intensity |
|-----------|---------------------|
| $0.2$     | poor                |
| 0.21-0.40 | normal              |
| 0.41-0.60 | moderate            |
| 0.61-0.80 | fairly strong       |
| 0.81-1.00 | strong              |

Table 2 Performance comparison between the deep learning model and radiologists
| Operator                      | Sensitivity (%) | Specificity (%) | AUC               | Experience (years) |
|-------------------------------|-----------------|-----------------|-------------------|--------------------|
| Radiologist 1                 | 53.33           | 83.33           | 0.68 (0.63-0.74)  | 1                  |
| Radiologist 2                 | 50.00           | 85.37           | 0.68 (0.62-0.73)  | 2                  |
| Radiologist 3                 | 56.67           | 81.30           | 0.69 (0.63-0.74)  | 3                  |
| Radiologist 4                 | 86.67           | 89.84           | 0.88 (0.84-0.92)  | 10                 |
| Radiologist 5                 | 83.33           | 91.06           | 0.87 (0.83-0.91)  | 13                 |
| Radiologist 6                 | 93.33           | 92.68           | 0.93 (0.89-0.96)  | 15                 |
| Average for junior radiologists | 53.33         | 83.33           | 0.68 (0.63-0.74)  | 2                  |
| Average for senior radiologists | 86.67         | 91.46           | 0.89 (0.85-0.93)  | 13                 |
| Deep learning model          | 83.33           | 95.53           | 0.89 (0.85-0.93)  | NA                 |

Data in parentheses are 95% confidence intervals. AUC = area under the receiver operating characteristic curve, NA = not applicable

**Table 3** Comparison of average analysis duration per rat

| Observers                        | Time (sec)        | p            |
|----------------------------------|-------------------|--------------|
| Average for junior radiologists  | 342 (314-366)     | <0.001       |
| Average for senior radiologists  | 223 (193-235)     | <0.001       |
| Deep learning model              | 154 (148-169)     | <0.001       |

Data are median, data in parentheses indicate interquartile range (IQR).

**Table 4** Interobserver agreement level
| Observers                          | $k$  | 95% CI     |
|-----------------------------------|------|------------|
| Between senior radiologists       | 0.86 | 0.82-0.94  |
| Between junior radiologists       | 0.81 | 0.79-0.83  |
| Between all radiologists          | 0.72 | 0.65-0.79  |
| Between deep learning model analyses | 0.96 | 0.92-0.99  |

CI = confidence interval