Fault diagnosis of wind bearing based on multi-scale wavelet kernel extreme learning machine
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Abstract. The principle of kernel Extreme Learning Machine (ELM) is demonstrated. On this basis, a multi-scale wavelet kernel extreme learning machine is proposed. The multi-scale wavelet kernel is used as the kernel function of the extreme learning machine. The test shows that it is an achievable extreme learning machine. Experiments show that, using the multi-scale wavelet kernel extreme learning machine in the wind turbine bearing fault diagnosis has higher classification accuracy and speed than the support vector machine classification algorithm, and has excellent application value.

1. Introduction
Wind turbines often work in harsh outdoor environments and have a high incidence of failures. As an important transmission parts of wind turbine, the bearing has the function of reducing the relative movement of the component and supporting the guide. Once the bearing broke out, it will cause the unit to stop running and bring great economic losses to the whole wind farm. Therefore, it is very important to quickly and effectively diagnose the failure of main bearing of wind turbine.

At present, many artificial intelligence algorithms are used in wind turbine bearing fault diagnosis. Vapnik and so on proposed support vector machine (SVM) on the basis of statistical theory [1], which effectively solved the problem of non-linear classification, but does not have a good classification for the limited sample and has long training time and low accuracy; On the basis of that he input layer connection weights of the feedforward neural network do not require iterative adjustment, Huang proposed a new neural network training architecture called Extreme Learning Machine (ELM) [2]. Compared with the traditional BP neural network based on gradient descent, this method can solve the least square solution of output weight at one time, and it is fast and generalized. It is widely used in classification problem. [3] Compared with the traditional classification method, ELM greatly reduces the training time on the basis of guaranteeing certain recognition accuracy [4]. ELM is faster and parameter-less, easier to deploy than SVM. [5]- [6] The method has good nonlinear mapping ability and is widely used in SVM. In Literature [7], the kernel method can also be applied to the limit learning machine algorithm. In Literature [9], the wavelet kernel function can be applied to the limit learning machine [8], and the performance is better. In this paper, the multiscale wavelet kernel function is applied to the ELM, and the fault diagnosis of the wind turbine bearing is carried out. The experiment shows that the method has high classification accuracy and speed.
2. ELM and its Improvements

2.1. ELM

N different training sample sets are \{ (x_i, t_i) | x_i \in \mathbb{R}^n, t_i \in \mathbb{R}^m \}. The activation function of the feedforward network is \( g(x) \) and the number of hidden layer nodes is L. ELM training steps are as follows:

1) Determine the feedforward neural network structure;
2) Randomly set the connection weight of the feedforward neural network \((a_i, \cdots, b_i)\) and calculate the output matrix \(H\) of the hidden layer;

\[
(a_i, \cdots, b_i), i = 1, \cdots, L
\]

Let \( h(x_i) = G(a_1 \cdot x_1 + b_1) \cdots G(a_L \cdot x_i + b_L) \)

\[
H = \begin{bmatrix} h(x_1) \\ \vdots \\ h(x_N) \end{bmatrix}_{N \times L}
\]

\( H \) is an \( N \times L \) matrix.
3) Solve the output weight of the least squares norm solution:

\[
\beta = H^T (\frac{1}{C} + HH^T)^{-1} Y
\]

Where I is the unit matrix and \( C \) is a constant. \( T \) is the expected matrix. The classification formula of the limit learning machine is shown below:

\[
f(x) = \text{sign}(h) \left( H^T \left( \frac{1}{C} + HH^T \right)^{-1} Y \right)
\]

2.2. Kernel Extreme Learning Machine (KELM)

Since the input weight of the ELM does not need to be adjusted during the training process, it can be given at once when the network is established. The implicit layer output of the ELM can be described as

\[
\sum_{i=1}^{L} \beta_i G(a_i \cdot x_1 + b_i) = t_1, i = 1, 2, \cdots, L
\]

\[
\sum_{i=1}^{L} \beta_i G(a_i \cdot x_N + b_i) = t_N
\]

Where \( G(x) \) is the activation function. \( a_i = [a_{i,1}, \cdots, a_{i,N}]^T \) is the input right. \( \beta_i \) is the output right. \( b_i \) is the offset of the \( i \)-th hidden layer unit. \( a_i \cdot x_N \) is inner product operation. Equation (5) can be reduced to a matrix form expression of equation (6)

\[
H \beta = T
\]

Where \( H \) is the implicit output layer and \( T \) is the desired output.

\[
H(a_1, \cdots, a_L, b_1 \cdots b_L, x_1 \cdots x_N) =
\begin{bmatrix} G(a_1 \cdot x_1 + b_1) \cdots G(a_L \cdot x_1 + b_L) \\ \vdots \\ G(a_1 \cdot x_N + b_1) \cdots G(a_L \cdot x_N + b_L) \end{bmatrix}_{N \times L}
\]

SVM determines that the optimal classification surface is based on the principle of structural risk minimization, but in the process of solving the ELM, it is necessary to consider not only the minimization of the empirical error, but also the structural risk minimization. Thus, a compromise is made between the minimized output weight and the minimized error, and the construction formula is as follows:

\[
\min: \| \beta \|^2 \text{ and } \sum_{i=1}^{N} \| \beta \cdot h(x_i) - t_i \|
\]

Equation (8) is equivalent to equation (9):
min: \[ L = \frac{1}{2} ||\beta||^2 + \frac{1}{2} C \sum_{i=1}^{N} ||\xi_i||^2 \]  
\[ s.t.: h(x_i)\beta = t_i^T - \xi_i^T, i = 1,2,\cdots,N \]  
(9)

Where \( \xi_i = [\xi_{i,1}, \cdots, \xi_{i,L}] \) is the error between the network output value and the actual value which correspond to the training sample \( x_i \).

According to the KKT condition, the Lagrange function is used to solve the most problem. That is, the problem of Equation (9) can be equivalent to

\[
\min L_{DELM} = \frac{1}{2} \|\beta\|^2 + \frac{1}{2} C \sum_{i=1}^{N} ||\xi_i||^2 - \sum_{i=1}^{N} \sum_{j=1}^{M} (h(x_i)\beta_j) - t_i^T + \xi_i^T, i = 1,2,\cdots,N
\]

(10)

Where \( \beta_j \) is the weight of the connection hidden layer and the j-th output node. The corresponding optimization constraints of \( \beta = [\beta_1, \cdots, \beta_m] \) are

\[
\frac{\partial L_{DELM}}{\partial \beta_j} = 0 \rightarrow \beta_j = \sum_{i=1}^{L} \alpha_i h(x_i) \rightarrow \beta = HH^T \alpha \quad (a)
\]

\[
\frac{\partial L_{DELM}}{\partial \xi_i} = 0 \rightarrow \alpha_i = C\xi_i, i = 1,2,\cdots,N \quad (b)
\]

\[
\frac{\partial L_{DELM}}{\partial \alpha_i} = 0 \rightarrow h(x_i)\beta_i - t_i^T + \xi_i^T = 0, i = 1,2,\cdots,N \quad (c)
\]

The hidden layer output matrix \( H \) is only related to the number of samples and the number of nodes of the hidden layer but nothing to do with the number of output nodes of sample.

11 (a) and 11 (b) are incorporated into Formula 11 (c)

\[
h(x_1)H^T C_1 - t_1^T + \xi_1^T = 0
\]

\[
\vdots
\]

\[
h(x_N)H^T C_N - t_N^T + \xi_N^T = 0
\]

(12)

All the formula outputs are merged together, let

\[
T = \begin{bmatrix} t_1^T \\ \vdots \\ t_N^T \end{bmatrix} = \begin{bmatrix} t_{11} & \cdots & t_{1m} \\ \vdots & \vdots & \vdots \\ t_{N1} & \cdots & t_{Nm} \end{bmatrix}
\]

(13)

Then (13) can be combined into

\[
\left( I + \frac{1}{C} HH^T \right) \alpha = T
\]

(14)

In the end we can derive

\[
\beta = HH^T (HH^T + \frac{I}{C})^{-1} T
\]

(15)

ELM approximation function can be written as:

\[
f(x_i) = h(x_i)H^T (HH^T + \frac{I}{C})^{-1} T
\]

(16)

where \( H = \begin{bmatrix} h(x_1) \\ \vdots \\ h(x_N) \end{bmatrix}_{N \times L} \).

The hidden layer output \( h(x_i) \) of each sample can be regarded as a non-linear mapping of the sample \( x_i \), this mapping can be in the form of an added ax + b or RBF.
According to the theory of kernel function, implicit mapping can be constructed to replace the inner product of \( h(x) \) in equation (17), that is, we can construct kernel function instead of \( HH^T \), as shown below

\[
HH^T(i, j) = K(x_i, x_j)
\]

\[
HH^T = \Omega_{ELM} = \begin{bmatrix} K(x_1, x_1) & \cdots & K(x_1, x_N) \\ \\ \vdots & \ddots & \vdots \\ K(x_N, x_1) & \cdots & K(x_N, x_N) \end{bmatrix}
\]  

(18)

\[
h(x)H^T = \begin{bmatrix} K(x, x_1) \\ \vdots \\ K(x, x_N) \end{bmatrix}
\]

Also,

\[
f(x) = h(x)H^T(HH^T + \frac{I}{C})^{-1}T
\]  

(19)

So the ELM solution formula can be written as

\[
f(x) = \begin{bmatrix} K(x, x_1) \\ \vdots \\ K(x, x_N) \end{bmatrix}^T \left( \frac{I}{C} + \Omega_{ELM} \right)^{-1}T
\]  

(20)

Through the above steps, a kernel extreme learning machine is constructed. The kernel extreme learning machine has a more powerful function approximation than the traditional extreme learning machine, and the ability to deal with sub-linear classification is also stronger.

2.3. Multi-scale Wavelet Kernel Function (MKELM)

Similar to the support vector machine, if a kernel function can satisfy the Mercer condition, then the kernel function can be used as the kernel function of the kernel extreme learning machine. To simplify the algorithm, the SVM kernel is applied to the ELM.

Known as a mother wavelet function \( h(x) \), its scalability and translation factors are \( a \) and \( b \), then the wavelet basis function can be expressed as follows:

\[
h_{a, b}(x) = \sqrt{|a|}h(x^\frac{b}{a})
\]  

(21)

According to the theory of tensor product, a multidimensional wavelet function can be written as tensor product of multiple one-dimensional wavelet functions:

\[
h(x) = \prod_{i=1}^{n} h(x_i)
\]  

(22)

According to (22), a translation of the kernel function can be constructed:

\[
K(x, x') = K(x - x') = \sum_{i=1}^{n} \frac{x_i - x'_i}{a}
\]  

(23)

In this experiment, Morlet wavelet function is selected as \( h(x) = \cos(1.75x) \cdot \exp(-x^2/2) \), then its corresponding wavelet kernel function can be expressed as follows

\[
\text{wavelet kernel}(x, x') = \prod_{i=1}^{n} \left[ \cos(1.75 \times \frac{x_i - x'_i}{a}) \cdot \exp\left(-\frac{(x_i - x'_i)^2}{2a^2}\right) \right]
\]  

(24)
Wavelet kernel function not only has the characteristics of strong nonlinear mapping, but also inherits the characteristics of wavelet analysis on non-stationary input parameters. Therefore, the wavelet kernel extreme learning machine with wavelet kernel function can approximate arbitrary function with high precision, which is not available in traditional kernel function.

Although the kernel function has a strong mapping ability and non-linear classification ability, but in some complex cases, the kernel extreme learning machine constructed by one wavelet kernel function does not meet practical application requirements such as data heterogeneous or irregular, large sample size, sample uneven distribution and so on. So combining multiple kernel functions to get better results is an inevitable choice.

Usually a mixed kernel function can be constructed by the way of the superposition of different kernel functions

\[ K = a_1 \times K_1 + \cdots + a_n \times K_n \]  

(25)

For the wavelet kernel function itself has the ability to expand the scale, different scale a can construct a different wavelet kernel function.

The kernel ELM whose kernel function is wavelet kernel function is still the single-scale wavelet kernel ELM. In order to improve the function approximation ability with multi-scale characteristics, this paper proposes multi-scale wavelet kernel to improve the classification accuracy. Multi-scale wavelet kernel function is constructed according to the properties of multi-scale wavelet kernel as follows

\[
K = \prod_i^p \left[ \cos \left( 1.75 \times \left( \frac{x_i - x_i'}{a_1} \right)^2 \right) \exp \left( -\frac{(x_i - x_i')^2}{2a_1^2} \right) \right] + \\
\prod_i^p \left[ \cos \left( 1.75 \times \left( \frac{x_i - x_i'}{a_2} \right)^2 \right) \exp \left( -\frac{(x_i - x_i')^2}{2a_2^2} \right) \right] + \\
\cdots + \prod_i^n \left[ \cos \left( 1.75 \times \left( \frac{x_i - x_i'}{a_N} \right)^2 \right) \exp \left( -\frac{(x_i - x_i')^2}{2a_N^2} \right) \right]
\]  

(26)

Formula (26) can be abbreviated as

\[
K = \sum_i^p \prod_i^p \left[ \cos \left( 1.75 \times \frac{x_i - x_i'}{a_i} \right) \exp \left( -\frac{(x_i - x_i')^2}{2a_i^2} \right) \right]
\]  

(27)

Since the multiscale wavelet kernel function is a combination of wavelet kernel functions of multiple scales, the multi-scale wavelet kernel extreme learning machine (MKELM) can greatly relax the selection of the kernel parameters, and even can dilute the choice of kernel function, and its approximation ability higher, with the advantages of easily using, better recognition and so on.

3. Experimental Simulation

3.1. Simulation of Standard Data

In order to verify the validity of MKELM and the performance comparison with other kernel function ELM, this paper tests the standard classification test data of wine in UCI with Multi-scale wavelet kernel, wavelet kernel, gaussian kernel, poly kernel and no kernel. The test results are shown in Table 1; In order to verify the performance comparison between the MKELM and other algorithms, the standard data are classified by SVM, ELM, and MWKELM. Among them, SVM uses wavelet kernel function. The test results are shown in Table 2.

| Kernel functions           | Test accuracy | Test samples |
|----------------------------|---------------|--------------|
| Multi-scale wavelet kernel | 0.991         | 200          |
| Wavelet kernel             | 0.988         | 200          |
| Gaussian kernel            | 0.965         | 200          |
| Poly kernel                | 0.989         | 200          |
| No kernel                  | 0.967         | 200          |
As can be seen from Table 1, compared with other kernel functions, classification accuracy of the multi-scale wavelet kernel extreme learning machine is higher, the accuracy of no kernel and Gaussian is similar.

Table 2. Retrieval performance comparison of three classification algorithms

| Classification algorithms | Test accuracy | Test samples |
|--------------------------|--------------|--------------|
| SVM                      | 0.933        | 200          |
| ELM                      | 0.985        | 200          |
| MKELM                    | 0.991        | 200          |

As can be seen from Table 2, the ELM is more accurate than the SVM, and the MKELM has the best classification ability.

3.2. Simulation of Experiment

In order to further verify the effectiveness and superiority of MKELM in the fault diagnosis of wind turbine gearbox bearing, 25 sets of data were randomly selected as the training samples in 27 experimental data, and 21 sets of data were taken as test samples. The test results are shown in Table 3 Show.

Table 3. Comparison of experimental data test results

| Classification algorithms | Test accuracy | Test samples |
|--------------------------|--------------|--------------|
| SVM                      | 0.833        | 21           |
| ELM                      | 0.879        | 21           |
| MKELM                    | 0.905        | 21           |

As the Table 3 shows, the multi-scale wavelet kernel learning algorithm has the highest classification accuracy, the worst is the support vector machine SVM, the multi-scale kernel function method parameter selection complexity is much larger than the single kernel method parameter selection.[10] Therefore, the multi-scale wavelet kernel has better generalization ability. The accuracy of classification of multi-scale wavelet kernel learning machine is higher. However, the traditional ELM output weight is directly obtained by the least squares estimation method [11]. For the sake of learning robustness, by optimizing the selection parameters or solving the coherence of the training data and the gross error, such as the multi-hidden layer output matrix limit Learning machine algorithm [12], can further enhance the accuracy of learning machine

4. Conclusions

In this paper, a multi-scale kernel limit learning machine is proposed. The multi-scale wavelet kernel function is used as the kernel function of the extreme learning machine which satisfies the mercer condition and can be used as the allowable kernel of the extreme learning machine. In the application of the fault diagnosis of the gearbox bearing of the wind turbine, it is shown that the multi-scale wavelet kernel extreme learning machine has higher accuracy in fault classification, better performance than SVM and ELM, and has certain application value. However, the traditional ELM output weight is directly obtained by the least squares estimation method. For the sake of learning robustness, it is possible to further improve the accuracy of the learning machine by optimizing the selection parameters or solving the coherence of the training data and the gross error, such as the multi-hidden layer output matrix extreme learning machine. The selection of fault characteristics is also important and a more appropriate combination of features can be taken to get better retrieval results.
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