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We show that the topology of the Fermi sea of a $D$-dimensional Fermi gas is reflected in the multipartite entanglement characterizing $D+1$ regions that meet at a point. For odd $D$ we introduce the multipartite mutual information, and show that it exhibits a $\log^D L$ divergence as a function of system size $L$ with a universal coefficient that is proportional to the Euler characteristic $\chi_F$ of the Fermi sea. This provides a generalization, for a Fermi gas, of the well known result for $D = 1$ that expresses the $\log L$ divergence of the bipartite entanglement entropy in terms of the central charge $c$ characterizing a conformal field theory. For even $D$ we introduce a charge-weighted entanglement entropy that is manifestly odd under a particle-hole transformation. We show that the corresponding charge-weighted mutual information exhibits a similar $\log^D L$ divergence proportional to $\chi_F$. Our analysis relates the universal behavior of the multipartite mutual information in the absence of interactions to the $D + 1$'th order equal-time density correlation function, which we show exhibits a universal behavior in the long wavelength limit proportional to $\chi_F$. Our analytic results are based on the replica method. In addition we perform a numerical study of the charge-weighted mutual information for $D = 2$ that confirms several aspects of the analytic theory. Finally, we consider the effect of interactions perturbatively within the replica theory. We show that for $D = 3$ the $\log^3 L$ divergence of the topological mutual information is not perturbed by weak short-ranged interactions, though for $D = 2$ the charge-weighted mutual information is perturbed. Thus, for $D = 3$ the multipartite mutual information provides a robust classification that distinguishes distinct topological Fermi liquid phases.
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I. INTRODUCTION

A powerful method for characterizing the phases of quantum many particle systems is to identify the patterns of long-range entanglement present in the ground
state wavefunction. A hallmark for this type of analysis is the theory of the topological entanglement entropy of a gapped 2 + 1 dimensional topological phase [1, 2]. In that case, the total quantum dimension of the quasiparticle excitations, which is a topological quantity characterizing the phase, is related to a measure of the entanglement in the ground state wavefunction given by the mutual information between three subregions in the plane. This analysis has subsequently been generalized for higher-dimensional gapped topological phases [3, 4].

Long-range entanglement also occurs in gapless systems. It is well known that in 1 + 1 dimensional conformal field theory (CFT) the bipartite entanglement entropy exhibits a logarithmic divergence as a function of system size $L$ with a coefficient proportional to the central charge $c$ [5–7]. $c$ is a topologically quantized quantity that characterizes the low energy degrees of freedom responsible for long-ranged entanglement. There has been considerable interest in generalizing this type of analysis to higher dimensions [8–15].

Fermi gasses provide a tractable setting to characterize entanglement, and have a broad application to electronic materials. A 1D Fermi gas is a simple CFT, in which $c$ counts the number of (right moving) Fermi points, or equivalently the number of components of the 1D Fermi sea. In $D$ dimensions, the bipartite entanglement entropy of a Fermi gas exhibits an area law with a logarithmically divergent coefficient that probes the projected area of the Fermi surface [16–21]. This can be understood simply by considering a quasi 1D geometry with periodic boundary conditions for the remaining $D − 1$ dimensions. Then, since the transverse momentum eigenstates decouple into independent 1D modes, the coefficient of the log in the entanglement entropy simply counts the number of 1D modes below the Fermi level, given by $A A_F/(2\pi)^D$, where $A \sim L^{D−1}$ is the real space area of the boundary and $A_F \sim k_F^{D−1}$ is the projected area of the Fermi sea. For a more general bipartition, this result can be expressed as an integral over both the real space boundary and the Fermi surface in a form analogous to the Widom formula from the theory of signal processing [17].

Unlike the 1D case, the coefficient of the logarithmic divergence of the bipartite entanglement entropy for a $D > 1$ dimensional Fermi gas is not a topological quantity. Since it depends on both the dimensions of the Fermi surface and the dimensions of the partition boundary, it will vary continuously as non-universal parameters are adjusted. Moreover, this coefficient does not distinguish qualitatively distinct patterns of entanglement. For example, a 3D system composed of independent 1D wires clearly exhibits long-ranged entanglement along the wires, but there is no entanglement between the wires. The bipartite entanglement entropy is not sensitive to this distinction.

The quasi 1D and 3D Fermi surfaces described above are distinguished by the topology of the filled Fermi sea, which can be characterized by its Euler characteristic, $\chi_F$ [22]. $\chi_F$ is an integer topological invariant defined as

$$\chi_F = \sum_{l=0}^D (-1)^l b_l,$$

where $b_l$ is the $l$th Betti number, given by the rank of the $l$th homology group, which counts the topologically distinct $l$-cycles [23]. A 3D spherical Fermi sea has $\chi_F = 1 − 0 + 0 − 0 = 1$, while a quasi 1D Fermi sea, which spans the 3D Brillouin zone in two directions, has $\chi_F = 1 − 2 + 1 − 0 = 0$. According to the Morse theory, $\chi_F$ can also be expressed in terms of the critical points in the electronic dispersion $E_k$ [24, 25]. $\chi_F$ is related to the critical points $k_c$ in $E_k$, where $v_k = \nabla_k E_k = 0$.

$$\chi_F = \sum_c f_k, \eta_c,$$

where $f_k = \theta(E_F − E_k)$ specifies the Fermi sea, and the signature of each critical point is given by $\eta_c = \text{sgn} \det \mathbb{H}_c$, where the Hessian $\mathbb{H}_c$ is the matrix of second derivatives of $E_k$. It follows that $\chi_F$ changes at a Lifshitz transition, where a minimum, maximum or saddle point in $E_k$ passes through $E_F$ [26, 27].

In this paper we introduce an entanglement measure characterizing the ground state wavefunction that is sensitive to the Fermi sea topology. The key difference between $D = 1$ and higher dimensions from the point of view of entanglement is that in $D = 1$ two regions generically meet at a point, while for $D > 1$ they meet on a $D − 1$ dimensional plane. Thus the bipartite entanglement entropy scales as $(k_F L)^{D−1}$, which for $D > 1$ depends on the non-universal parameter $k_F$. However, as indicated in Fig. 1, for $D = 2$ three regions generically meet at a point, and for $D = 3$ four regions meet...
at a point. This motivates us to consider the multipartite entanglement between \( D + 1 \) regions that meet at a point. Multipartite entanglement measures have been the subject of increasing current interest \cite{28–35}. Here we introduce the topological mutual information characterizing \( D + 1 \) regions that meet at a point and show that it exhibits a logarithmic divergence that is proportional to \( \chi_F \).

The mutual information \( I_{D+1} \) characterizing \( D + 1 \) regions is designed so that the pairwise (or higher) correlations between different regions are subtracted off, leaving only the intrinsic correlations between all \( D + 1 \) regions. For \( D = 1 \), the mutual information characterizing two regions \( A \) and \( B \) is

\[
I_2 = S_A + S_B - S_{AB}, \tag{1.3}
\]

where \( S_A \) is the bipartite von Neumann entanglement entropy associated with subregion \( A \) \cite{15, 36–38}. Since in this paper we consider ground state properties, and the entire system \( AB \) is in a pure state, we have \( S_{AB} = 0 \) and \( S_A = S_B \). Thus \( I_2 \) is the same (up to a factor of two definition) as the bipartite entanglement entropy. Using the fact that for free fermions \( c = \chi_F \), the Calabrese-Cardy formula for the bipartite entanglement entropy can then be expressed as \cite{7}

\[
I_2 = \frac{\chi_F}{3} \log \Lambda, \tag{1.4}
\]

where \( \Lambda \sim k_F L \).

To generalize this to higher dimensions we first consider \( D = 3 \), where for four regions the mutual information is defined as

\[
I_4 = S_A + S_B + S_C + S_D - S_{AB} - S_{AC} - S_{AD} - S_{BC} - S_{BD} - S_{CD} + S_{ABC} + S_{ABD} + S_{ACD} + S_{BCD} - S_{ABCD}. \tag{1.5}
\]

We will show that the topological mutual information \( I_4 \) characterizing four regions that meet at a point exhibits a universal logarithmic divergence of the form

\[
I_4 = \frac{\chi_F}{6\pi^2} \log^3 \Lambda. \tag{1.6}
\]

The situation for \( D = 2 \) is different. The natural extension of (1.3) and (1.5) for three regions \( A, B \), and \( C \) that meet at a point in 2D does not work. For a pure state \( S_{ABC} = 0 \) and \( S_{AC} = S_C \), so it follows that

\[
S_A + S_B + S_C - S_{AB} - S_{AC} - S_{BC} + S_{ABC} = 0. \tag{1.7}
\]

Perhaps this should not come as a surprise because for \( D = 1 \) and \( D = 3 \) \( \chi_F \) can equally well be regarded as a property of the Fermi surface. For odd \( D \) the Euler characteristic \( \chi_{DF} \) of the \( D \) – 1 dimensional Fermi surface is simply related: \( \chi_{DF} = 2\chi_F \). For even \( D \), however, the Euler characteristic of any closed \( D \) – 1 dimensional surface is zero. For instance, in 2D, all Fermi surfaces are topologically the same as circles, with \( \chi_{DF} = 1 - 1 = 0 \). Thus, in even dimensions we have neither a topological entanglement measure analogous to (1.3,1.5) nor a topological invariant characterizing the Fermi surface.

Nonetheless, in even dimensions the Euler characteristic of the Fermi sea can be non-zero, and it distinguishes different topological classes. For example in two dimensions, the Euler characteristic counts the difference between the number of electron-like and hole-like Fermi surfaces, with open Fermi surfaces contributing zero. It is able to distinguish a 2D circular Fermi sea \((\chi_F = 1 - 0 + 0 = 1)\) from a quasi 1D Fermi sea that would arise for a 2D array of decoupled 1D wires \((\chi_F = 1 - 1 + 0 = 0)\), which has only 1D entanglement. We therefore seek an entanglement measure that probes \( \chi_F \) in two dimensions.

An important property of \( \chi_F \) in even dimensions is that it is odd under a particle-hole transformation, which exchanges the inside and outside of the Fermi surface. Clearly, the bipartite entanglement entropy is even under the exchange of particles and holes. This motivates us to consider a new entanglement measure that is odd under particle-hole symmetry. We will introduce a “charge-weighted” bipartite entanglement entropy, \( S_Q^A \), which weights \( S_A \) according to the charge \( Q_A \). By construction, this quantity is odd under a particle-hole transformation. This allows us to define a charge-weighted topological mutual information in even dimensions. Specifically, for \( D = 2 \) we define

\[
I_3^Q = S_A^Q + S_B^Q + S_C^Q - S_{AB}^Q - S_{AC}^Q - S_{BC}^Q + S_{ABC}^Q. \tag{1.8}
\]

We will see that \( S_{AB}^Q = -S_{C}^Q \), so that unlike in (1.7), the terms do not cancel. We will show that \( I_3^Q \) exhibits a universal logarithmic divergence of the form

\[
I_3^Q = \frac{3\chi_F}{4\pi^2} \log^2 \Lambda. \tag{1.9}
\]

To compute the topological mutual information, we will employ the replica method used by Calabrese and Cardy \cite{7}. This leads naturally to a formulation in terms of the equal-time correlations between the numbers of particles in the different regions: \( I_2 \propto \langle Q_A Q_B \rangle_c, I_3^Q \propto \langle Q_A Q_B Q_C \rangle_c \), and \( I_4 \propto \langle Q_A Q_B Q_C Q_D \rangle_c \). Here the subscript \( c \) indicates the connected correlation function. The connection between the bipartite entanglement entropy for free fermions and number correlations (including higher-order cumulants) has been noted and extensively studied in Refs. \cite{39–41}. Our analysis shows that these correlation functions exhibit a universal logarithmic divergence as a function of system size, with a coefficient proportional to \( \chi_F \). We will show that this is related to a universal (and to our knowledge unexplored) feature of the long wavelength density correlations of an infinite free Fermi gas. Specifically, we will show that in \( D \) dimensions, the \( D + 1 \) th order density correlation function in momentum space exhibits a universal behav-
ior for small \( q \).

\[
s_{D+1}(q_1, ..., q_D) = \int d^D q_{D+1} \frac{1}{(2\pi)^D} \langle \rho_{q_1, q_2, ..., q_{D+1}} \rangle e^{\langle q_{D+1} \rangle} = \frac{X_F}{(2\pi)^D} |\det Q|,
\]

(1.10)

where \( Q \) is the \( D \times D \) matrix built out of the column vectors \( q_1, ..., q_D \). Note that due to translation symmetry the expectation value is proportional to \( \delta(q_1 + ... + q_{D+1}) \), and (1.10) is the same when regarded as a function of any \( D \) of the vectors \( q_1, ..., q_{D+1} \). This result is insensitive to continuous changes in the shape of the Fermi sea. The long wavelength density correlations contain topological information about the Fermi sea.

In order to confirm the predictions of our analytic replica theory analysis it is desirable to develop an independent numerical method for computing the topological mutual information. While numerics is computationally challenging for \( D = 3 \) we find that the efficient numerical methods for computing the bipartite entanglement entropy for free fermions developed in Refs. [42–45] can be adapted to the computation of the charge-weighted mutual information in two dimensions. This will be discussed in detail in Section IV, where we demonstrate consistency between the numerics and several aspects of the analytic predictions.

Finally, it is important to address the stability of our results in the presence of electron-electron interactions. In one dimension, it is known that short-ranged electron-electron interactions do not affect the bipartite entanglement entropy. The central charge \( c \) retains its integer quantization in a Luttinger liquid, despite the fact that the log divergence of the number correlations \( \langle Q_A Q_B \rangle_c \) loses its quantization [41, 46]. In Section V we will study the effects of electron-electron interactions perturbatively within the replica theory. We will explain how the replica theory resolves that discrepancy, and we will show that in \( D = 3 \) the situation is similar. We predict that in a three dimensional Fermi liquid the \( \log^3 \Lambda \) divergence of \( T_2 \) remains quantized to \( \chi_F \) in the presence of short-ranged interactions, despite the fact that the Fermi liquid parameters modify the divergence of \( \langle Q_A Q_B Q_C Q_D \rangle \). Thus, the divergence of the topological mutual information provides a sharp characterization that distinguishes distinct topological Fermi liquid phases, even in the presence of interactions. In contrast, we will show that the charge-weighted mutual information defined for \( D = 2 \) is not robust in the presence of interactions. Short-ranged interactions will modify the coefficient of the \( \log^2 \Lambda \) divergence of \( T_2^Q \).

The paper is organized as follows. In Section II we review the replica method for computing the entanglement entropy and show how for free fermions it relates to the number correlations. Consider a system of free fermions that is partitioned into two regions \( A \) and \( B \). The reduced density matrix is

\[
\rho_A = \text{Tr}[\rho_{AB}],
\]

(2.1)

where \( \rho_{AB} = |\psi_{AB}\rangle\langle \psi_{AB}| \) is the density operator for the pure state \( |\psi_{AB}\rangle \). The von Neumann entanglement entropy for subsystem \( A \) is then

\[
S_A = -\text{Tr}[\rho_A \log \rho_A].
\]

(2.2)

Following Calabrese and Cardy [7], we evaluate \( S_A \) using the replica trick. We introduce

\[
S_{A,n} = \text{Tr}[\rho_A^n].
\]

(2.3)

Noting that \( \text{Tr}[\rho_A] = 1 \), the von Neumann entropy is recovered by analytically continuing as a function of \( n \):

\[
S_A = -\left. \frac{\partial S_{A,n}}{\partial n} \right|_{n=1}.
\]

(2.4)

\( S_{A,n} \) is related to, but defined slightly differently from the Rényi entropy, which is given by \( (\log S_{A,n})/(1-n) \).

The key insight of Calabrese and Cardy is that for integer \( n \) we can consider the partition function describing \( n \) replicas of the original system as a Euclidean space-time path integral. Then, the trace \( \text{Tr}[\rho_{AB}^n] \) can be interpreted as describing a system in which the replicas are joined together such that inside region \( A \) replica \( a \) at time \( \tau = -\varepsilon \) is connected to replica \( a + 1 \mod n \) at
The effect of the partial trace is then to introduce a twist operator. We introduce fermion operators \[\bar{\psi}(r)\] in replica space, which diagonalizes component fermion field \[\psi_a(r)\] requires an antiperiodic temporal boundary condition.

This can be simplified by doing a Fourier transform of \[\psi_a(r)\] to \[\tilde{\psi}_p(r)\] \[\psi_a(r) = \frac{1}{\sqrt{n}} \sum_{a=1}^{n} e^{-2\pi ipa/n} \psi_a(r)\] (2.7), where the “replica momentum” \(p\) is an integer (half-integer) modulo \(n\) when \(n\) is odd (even). The action of the twist operator is then,

\[T_{A,n}^{\dagger} \tilde{\psi}_p(r)T_{A,n} = \tilde{\psi}_p(r) \delta_{p,0}\] (2.8)

We thus conclude that the twist operator has the form

\[T_{A,n} = \prod_{p=-\langle n\rangle/2}^{\langle n\rangle/2} e^{2\pi ipQ_{A,p}}\] (2.9)

FIG. 2. Replica method for calculating the bipartite entanglement entropy, illustrated for spatial dimension \(D = 1\). To calculate \(\text{Tr}_A[p\rho_A]\) in the Euclidean path integral formalism, \(n\) replicas of the original system are introduced. This quantity can then be calculated as the partition function defined on an \(n\)-sheeted Riemann surface, constructed as follows: for region \(A\), each replica (with label \(a\)) at time \(\tau = -\epsilon\) is glued to the next replica (with label \(a + 1 \mod n\)) at time \(\tau = +\epsilon\); for region \(B\), each replica is glued back to itself. The sign \((-1)^{n+1}\) reflects the anticommutation of fermion operators \([47, 48]\), which in a path integral requires an antiperiodic temporal boundary condition.

FIG. 3. Feynman diagrams for the connected correlation functions \(\langle Q_{A,p}\rangle_c\) generated by the cumulant expansion (2.12). Solid lines are free fermion propagators, and small circles are \(Q_A\)-vertices.

where

\[Q_{A,p} = \int_{r \in A} d^D r \tilde{\psi}_p(r) \tilde{\psi}_p(r)\] (2.10)

is the total charge in region \(A\) in the \(p\)’th replica momentum channel.

Now, for free fermions, two key simplifications occur. The first is that the Hamiltonian decouples into \(n\) independent and identical copies in each replica-momentum channel. It follows from (2.6) and (2.9) that

\[S_{A,n} = \prod_p \langle e^{2\pi i p Q_{A,p}}\rangle_c\] (2.11)

where each of the expectation values in the product is evaluated with respect to the same Hamiltonian, and can be computed in the unreplicated theory. The second simplification is that the expectation value of the exponent of \(Q_{A,p}\) can be expanded in a cumulant expansion,

\[\langle T_{A,n}\rangle = \exp \left[ \sum_p \sum_{M=1}^\infty \frac{1}{M!} \left( \frac{2\pi i p}{n} \right)^M \langle Q_{A,p}^M\rangle_c \right]\] (2.12)
cumulant expansion. In the following, we will choose the range of \( p \) to respect the symmetry under \( p \rightarrow -p \).

The sum over replica-momentum channels can now be evaluated by noting that

\[
C_{n,M} = \sum_{p=-\frac{\pi}{M}}^{\frac{\pi}{M}} p^M = (1 + (-1)^M)H_{\frac{\pi}{M},-M}, \quad (2.13)
\]

where the generalized harmonic number is \( H_{m,l} = \sum_{p=1}^{m} p^{-l} \). Thus, \( C_{n,M} = 0 \) for odd \( M \), and the first few even terms are,

\[
C_{n,2} = \frac{n(n^2 - 1)}{12}, \quad (2.14)
\]

\[
C_{n,4} = \frac{n(n^2 - 1)(3n^2 - 7)}{240}. \quad (2.15)
\]

\( C_{n,M} \) can be analytically continued as a function of \( n \), which allows us to evaluate the \( n \rightarrow 1 \) limit required for (2.4). For \( n \rightarrow 1 \) it is found that for arbitrary positive even integers \( M \),

\[
C_{n,M} = -(n - 1)M\zeta_{1-M} + O(n - 1)^2, \quad (2.16)
\]

where \( \zeta_{1-M} \) is the Riemann zeta function. Using the identity \( \zeta_{1-M} = 2(2\pi)^{-M}\cos(\pi M/2)(M-1)!\zeta_M \) we conclude that to order \( (n - 1) \),

\[
\sum_{p=-\frac{\pi}{M}}^{\frac{\pi}{M}} \frac{1}{M!}\left(\frac{2\pi ip}{n}\right)^M = \begin{cases} 0 & \text{M odd} \\ -2(n - 1)\zeta_M & \text{M even}, \end{cases} \quad (2.17)
\]

with \( \zeta_2 = \pi^2/6 \) and \( \zeta_4 = \pi^4/90 \).

Combining Eqs. 2.4, 2.6, 2.12 and 2.17, we can now express the von Neumann entropy as a sum over the cumulants of the number correlations. Writing \( M = 2l \) we obtain

\[
S_A = \sum_{l=1}^{\infty} 2\zeta_{2l} \langle Q_A^{2l} \rangle_c. \quad (2.18)
\]

This result has been derived previously using a different method in connection with the theory of full counting statistics and its relation to the entanglement entropy [39–41]. The derivation presented here, based on the replica method, has the advantage that it is straightforward to examine the effects of electron-electron interactions, which will be considered in Section V.

We will now argue that terms in the cumulant expansion (2.18) are arranged in decreasing order of divergence in the system size \( L \). Therefore, to extract the leading divergence, it is only necessary to consider the first non-zero term in the expansion. This can be seen using a simple power counting argument.

Consider the \( M = 2l' \)th term in the expansion. This can be determined by integrating the \( M' \)th order correlation function of the density \( \rho(r) \) over the \( DM \) coordinates \( r_{i=1,...,M} \). The order of divergence in the system size \( L \) will depend on how fast this correlator goes to zero when \( |r_i - r_j| \) is large. In Section III and Appendix A, we study the density correlation function in detail, and show that the momentum space correlator

\[
s_M(q_1,...,q_{M-1}) = \int \frac{d^Dq_M}{(2\pi)^D} \langle \rho(q_1) ... \rho(q_M) \rangle_c \quad (2.19)
\]

vanishes in the small \( q \) limit like

\[
s_M(q_1,...,q_{M-1}) \sim k_F^{D+1-M}q^{M-1}, \quad (2.20)
\]

where \( k_F^{-1} \) is a short distance length scale set by the dimensions of the Fermi surface, and we note that due to translation symmetry \( q_M = -q_1 - ... - q_{M-1} \). A similar scaling for 3-point functions of the density has been discussed in Ref. 49. Fourier transforming over the \( M - 1 \) independent variables leads to a real space correlator that depends only on differences \( r_i - r_j \), and for large \( r \) scales as

\[
\langle \rho(r_1) ... \rho(r_M) \rangle_c \sim k_F^{D+1-M} q^{M-1} e^{iqr} d^{(M-1)}d q \quad (2.21)
\]

\[
\sim \frac{k_F^{D+1-M}}{r^{(D+1)(M-1)}}. \quad (2.22)
\]

Integrating this over \( r_i \) then gives

\[
\langle Q^M \rangle_c \sim k_F^{D+1-M} \int \frac{d^Dq}{r^{(D+1)(M-1)}} \sim (k_FL)^{D+1-M}. \quad (2.23)
\]

This shows that for \( M > D + 1 \) the \( M \)th term in the cumulant expansion converges for large \( L \), while for \( M < D + 1 \) it diverges as \( (k_FL)^{D+1-M} \). For example, for \( M = 2 \), we expect an area-law (for \( D = 3 \)) contribution \( (k_FL)^{D-1} \), which is proportional to the area of the Fermi surface [17].

The term with \( M = D + 1 \) is marginal, and we shall see that it gives rise to universal logarithmic divergences. In the following we will show that for \( D = 1 \) this recovers the Calabrese-Cardy formula. For \( D = 3 \) we will introduce an entanglement measure that subtracts off the leading divergent \( M = 2 \) term, leaving the universal \( M = 4 \) term. For \( D = 2 \), the above power counting argument suggests that there is a universal divergence for \( M = 3 \). However, the \( M = 3 \) term is not present in (2.18). In Section II D we will explain why this is, and we will introduce a modified entanglement measure that probes the \( M = 3 \) term.

B. Topological mutual information in one dimension

As a warmup, in this section we will use (2.18) to recover the result of Calabrese and Cardy [7]. While this result is well known, our derivation will set the stage for our later results. We consider a one dimensional system of free fermions defined on a line segment, and we
partition the system into two subregions \( A \) and \( B \) that meet at a single point. The topological mutual information, defined in (1.3) is simply related to the bipartite entanglement entropy, \( I_2 = 2S_A \). To evaluate this, we consider the first term in the cumulant expansion, with \( M = 2 \). We will argue that this term captures the leading logarithmic divergence of \( I_2 \). Using the facts that the total charge \( Q = Q_A + Q_B \) is conserved and therefore drops out of the connected correlation function and that \( [Q_A, Q_B] = 0 \), we can write

\[
I_2 = -4\zeta_2 \langle Q_A Q_B \rangle_c. \tag{2.24}
\]

This can be determined by first evaluating the equal-time density-density correlation function in momentum space. Defining

\[
\rho_q = \int dx e^{-iqx} \rho(x) = \int \frac{dk}{2\pi} \hat{c}_k^\dagger c_{k+q}, \tag{2.25}
\]

where \( \rho(x) = \psi^\dagger(x)\psi(x) \) and \( c_k \) is the momentum space fermion operator we may write this as

\[
s_2(q) = \int \frac{df}{2\pi} \langle \rho(q)\rho(q') \rangle_c = \int \frac{dk}{2\pi} (1 - f_{k+q}) f_k, \tag{2.26}
\]

where \( f_k = \langle \hat{c}_k^\dagger \hat{c}_k \rangle = \theta(E_F - E_k) \) is the Fermi occupation factor. This is simply the length in momentum space that is inside the Fermi sea, but outside the Fermi sea when shifted by \( -q \). For sufficiently small \( q \) it is simply

\[
s_2(q) = \frac{\chi_F}{2\pi} |q|. \tag{2.27}
\]

Here \( \chi_F \) is the Euler characteristic of the Fermi sea, which in 1D simply counts the number of components of the Fermi sea (or half the number of Fermi points). This is not a Taylor expansion for small \( q \). It is exact for \( q \) smaller than a fixed finite value that is determined by the smallest wavevector spanning the Fermi sea. In the following sections we will see that this behavior has a generalization in higher dimensions.

Fourier transforming, the \( |q| \) singularity in \( s_2(q) \) determines the universal long distance limit of the equal-time correlations in real space, \( s_2(x_A, x_B) = \langle \rho(x_A)\rho(x_B) \rangle_c \), given by

\[
s_2(x_A, x_B) = \int \frac{dq}{2\pi} s(q) e^{iq(x_A-x_B)} = -\frac{\chi_F}{2\pi^2} \frac{1}{(x_A-x_B)^2}. \tag{2.28}
\]

Integrating \( x_A \) over region \( A \) \( (-L < x_A < 0) \) and \( x_B \) over region \( B \) \( (0 < x_B < L) \), gives the leading logarithmic divergence in the equal-time number correlation,

\[
\langle Q_A Q_B \rangle_c = -\frac{\chi_F}{2\pi^2} \log \Lambda, \tag{2.29}
\]

where \( \Lambda = k_F L \), and \( k_F^{-1} \) is a non-universal short distance cutoff that depends on the size of the Fermi sea. Using (2.24) along with \( \zeta_2 = \pi^2/6 \), this gives the Calabrese Cardy result

\[
I_2 = \frac{\chi_F}{3} \log \Lambda, \tag{2.30}
\]

where for free fermions, the central charge in conformal field theory is given by \( c = \chi_F \). Note that this calculation is for a geometry in which regions \( A \) and \( B \) meet at a single point \( x = 0 \). If instead region \( A \) is surrounded by \( B \), so that \( A \) and \( B \) meet at two points, then the result is doubled. More generally, one could consider partitions in which region \( A \) consists of multiple disconnected regions. Then \( I_2 \) counts the number of contact points between \( A \) and \( B \). \( I_2 \) deserves the name “topological mutual information” because it depends only on the topology of the Fermi sea, as well as the topology of the real space partition of \( A \) and \( B \).

### C. Topological mutual information in three dimensions

As noted in the introduction, for \( D > 1 \) the bipartite entanglement entropy exhibits a logarithmic divergence with area law coefficient that depends on the dimensions of the Fermi surface, and can be expressed in terms of the Widom formula. Unlike the \( D = 1 \) result, this coefficient is not quantized and does not reflect topological information about the state. Here we show that the mutual information characterizing four regions that meet at a single point is quantized and reflects the topology of the filled Fermi sea.

We therefore consider free fermions with a momentum space dispersion \( E_k \) defined on a three dimensional region of size \( L^3 \) with open boundary conditions. We partition the region into four sub regions \( A, B, C \) and \( D \) that meet at a single point, as shown in Fig. 1(c), and consider the mutual information \( I_4 \) defined in (1.5). Since the entire system, \( ABCD \) is in a pure state, we have \( S_{ABCD} = 0 \) and \( S_{ABC} = S_D \) and \( S_{AB} = S_{CD} \). Therefore, (1.5) simplifies to

\[
I_4 = 2(S_A + S_B + S_C + S_D - S_{AB} - S_{AC} - S_{AD}). \tag{2.31}
\]

Note that this combination of entropies has a structure similar to the mutual information characterizing three regions \( A, B \) and \( C \) (along with their complement), which was introduced in Ref. 1 to isolate the topological entanglement entropy. \( I_4 \) characterizes the entanglement correlations that involve all four regions, and is insensitive to the local area-law contributions between pairs of regions.

We now use (2.18) to evaluate \( I_4 \). It is straightforward to see that the first term in (2.18), which involves \( \langle Q^2 \rangle_c \) cancels. We will argue that the leading divergence is dominated by the next term, involving \( \langle Q^4 \rangle_c \),

\[
I_4 = 4\zeta_4 \left( Q_A^4 + Q_B^4 + Q_C^4 + Q_D^4 - (Q_A + Q_B)^4 \right) c - (Q_A + Q_C)^4 - (Q_A + Q_D)^4 \right) \left. c. \tag{2.32}
\]

Noting that \( Q_A + Q_B + Q_C + Q_D \) is a constant and that the \( Q \)’s commute, this reduces to

\[
I_4 = -48\zeta_4 \langle Q_A Q_B Q_C Q_D \rangle_c. \tag{2.33}
\]
Evaluating (2.33) is a bit more involved than it was for the 1D case, Eq. 2.24, but the strategy is exactly the same. We first compute the equal-time fourth order connected density correlation function in momentum space, which reveals a universal and quantized small $q$ singularity. We then Fourier transform to get the fourth order equal-time density correlations in real space, followed by integrating the four positions over the four regions $A, B, C$ and $D$ (see Fig. 1(c)). Since the calculation is rather long, here we will summarize the results. The momentum space density correlation function will be evaluated in Section III and Appendix A, while the Fourier transform and real space integrals will be described in Appendices C and D.

The momentum space fourth order equal-time density correlations, given by

$$s_4(q_1, q_2, q_3) = \int \frac{d^3q_4}{(2\pi)^3} \langle \rho(q_1)\rho(q_2)\rho(q_3)\rho(q_4) \rangle_\epsilon$$

(2.34)

are the subject of Section III.B. In (2.34) it is understood that due to translation invariance the constraint $q_4 = -q_1 - q_2 - q_3$ is enforced by a $\delta$ function, so only three of ${q_1, q_2, q_3, q_4}$ are independent. We will show that $s_4$ has a universal small $q$ behavior given by

$$s_4(q_1, q_2, q_3) = \frac{\chi_F}{(2\pi)^3} |q_1 \cdot (q_2 \times q_3)|. \quad (2.35)$$

Note that $s_3$ could equally well be described in terms of any three of the four $q_i$’s, and that the triple product is the same in each case. It describes the momentum space volume of the tetrahedron formed by the four $q_i$’s. The analytic derivation of (2.35) presented in Section III is valid in the $q \to 0$ limit, and the leading divergence of $I_4$ only depends on that limit. However, we have checked by numerically evaluating the integrals that like (2.27) this formula is exact for $|q|$ smaller than a finite cutoff, which depends in a complicated way on the shape of the Fermi surface.

The next step is to evaluate the Fourier transform of (2.35) to determine the fourth order density correlations in real space. This calculation is described in Appendix C, where we show that

$$s_4(r_A, r_B, r_C, r_D) = \langle \rho(r_A)\rho(r_B)\rho(r_D)\rho(r_D) \rangle_\epsilon$$

(2.36)

can be written as,

$$s_4\{r_K\} = \frac{2\chi_F}{(2\pi)^6} \nabla_A \cdot (\nabla_B \times \nabla_C) \nabla_D \cdot \mathbf{F}\{r_K\}, \quad (2.37)$$

where

$$\mathbf{F}\{r_K\} = -\nabla_C \delta_1^2(r_{CA} \times r_{BA}) - \nabla_D \delta_1^2(r_{DA} \times r_{BA}). \quad (2.38)$$

Here we write $r_{KK'} = r_K - r_{K'}$, and the two dimensional $\delta$-functions are evaluated in the plane perpendicular to $r_{BA}$. The $\delta$-functions require $r_{BA} \parallel r_{CA} \parallel r_{DA}$, so the connected fourth order correlations arise only when $r_{A,B,C,D}$ are oriented along a straight line.

We next need to integrate $r_{A,B,C,D}$ over the four regions $A, B, C, D$ (see Fig. 1(c)). The calculation involves summing over sets of straight lines that visit all four regions. Due to the derivatives on all four variables, the integrals can be evaluated on the boundaries of each of the regions. We find that the leading logarithmic divergence can be viewed as arising from the lines close to the “contact point.”

Then, using (2.33) with $\zeta_4 = \pi^4/90$ we obtain the leading logarithmic divergence of the quadrupole mutual information,

$$I_4 = \frac{\chi_F}{5\pi^2} \log^3 \Lambda. \quad (2.41)$$

This is our central result for three dimensions, which shows that the mutual information $I_4$ is topological in that it encodes the topology of 3D Fermi sea. While derived above for the case of free fermions, this result is actually robust in the presence of Fermi-liquid interaction. This is explained in Sec. V.

D. A particle-hole odd entanglement measure in two dimensions

1. Charge-weighted bipartite entanglement entropy

In this section we consider the the case of two dimensions. As discussed in the introduction, even and odd dimensions behave differently. This difference comes into sharp focus when one considers the effect of a particle-hole transformation on a system of fermions defined on a lattice. This transformation replaces the Fermi sea by its complement. The Euler characteristics of the Fermi sea $\chi_F$ and its complement $\bar{\chi}_F$ are related by $\chi_F = (-1)^{D+1} \bar{\chi}_F$, so in even dimensions, $\bar{\chi}_F$ is odd under a particle-hole transformation. Of course, the particle-hole transformation has no effect on the Fermi surface. In general, the Euler characteristic of the Fermi surface $\chi_{\partial F}$ and the Euler characteristic $\chi_F$ of its interior, the Fermi sea, are related by [50]

$$\chi_{\partial F} = \begin{cases} 2\chi_F & D \text{ odd} \\ 0 & D \text{ even} \end{cases}. \quad (2.42)$$

Since the particle-hole transformation is just a change of basis it has no effect on the entanglement entropy.
Therefore, in odd dimensions, $\chi_F$ and $\chi_{\partial F}$ contain the same information, so one can view the topological mutual information defined in (1.3) and (1.5) as a property of the Fermi surface. In even dimensions, the vanishing of $\chi_{\partial F}$ is consistent with the vanishing of the attempted definition of the mutual information in Eq. 1.7. However, $\chi_F$ can still be non-zero, and contains non-trivial topological information about the Fermi sea, but it can only be reflected in an entanglement measure that is odd under a particle-hole transformation.

This motivates us to define the charge-weighted entanglement entropy,

$$S^Q_A = -\text{Tr}[(Q_A - \langle Q_A \rangle) \rho_A \log \rho_A].$$

(2.43)

Writing the trace in a basis of eigenstates of $Q_A$, this can be interpreted as the entanglement entropy weighted by the charge fluctuation in region $A$. Under a particle-hole transformation $Q_A \to N_A - Q_A$ (where for a system defined on a lattice $N_A$ is the number of sites in region $A$). Thus it is clear that $S^Q_A \to -S^Q_A$, i.e. it is a particle-hole odd entanglement measure.

We will first show how to compute $S^Q_A$ using the replica method, and then we will show that given a tripartition $Q_A, Q_B, Q_C$ that meet at a point we can define a charge-weighted topological mutual information, $I^Q_{ABC}$, that has a universal log $\lambda$ divergence and probes the Euler characteristic $\chi_F$ of the 2D Fermi sea.

2. Replica analysis

We first apply the replica analysis of Section II A to $S^Q_A$. To this end, we introduce the quantity

$$S^{Q,n}_A = \frac{\text{Tr}[Q_A \rho^n_A]}{\text{Tr}[\rho^n_A]}.$$  

(2.44)

Noting that $\text{Tr}[Q_A \rho_A] = \langle Q_A \rangle$ and $\text{Tr}[\rho_A] = 1$ it can be seen that

$$S^Q_A = -\frac{\partial S^{Q,n}_A}{\partial n} \bigg|_{n=1}.$$  

(2.45)

To evaluate $S^{Q,n}_A$ we introduce replicas $a = 0, \ldots, n-1$, along with the twist operator $T_{A,n}$ given in (2.9). Then

$$S^{Q,n}_A = \frac{\langle Q_{A,a} = T_{A,n} \rangle}{\langle T_{A,n} \rangle}.$$  

(2.46)

In the replica-momentum basis, this then has the form,

$$S^{Q,n}_A = \frac{1}{n} \sum_p \frac{(Q_{A,p} \prod_{p'} e^{\frac{2\pi i p'}{n} Q_{A,p'}})}{(\prod_{p'} e^{\frac{2\pi i p'}{n} Q_{A,p'}})},$$  

(2.47)

where the sums and products over $p$ and $p'$ range from $-(n-1)/2$ to $(n-1)/2$. Since the replica momentum channels decouple, the terms with $p' \neq p$ cancel, and for the remaining $p' = p$ term $Q_{A,p}$ can be generated by differentiating with respect to $p$,

$$S^{Q,n}_A = \frac{1}{n} \sum_p \frac{n}{2\pi i} \frac{\partial}{\partial p} \log \langle e^{\frac{2\pi i p}{n} Q_{A,p}} \rangle.$$  

(2.48)

Performing the cumulant expansion for the expectation value of the exponent then gives

$$S^{Q,n}_A = \frac{1}{n} \sum_p \frac{n}{2\pi i} \frac{\partial}{\partial p} \sum_{M=1}^\infty \frac{1}{M!} \left(\frac{2\pi i p}{n}\right)^M C_{n,M}\langle Q_{A,p}^M \rangle_c.$$  

(2.49)

Since the expectation value is independent of $p$ we can perform the differentiation with respect to $p$ and evaluate the sum on $p$ using (2.13). After shifting $M \to M+1$ we obtain,

$$S^{Q,n}_A = \sum_{M=0}^{\infty} \frac{1}{M+1} \left(\frac{2\pi i n}{M^2}\right) C_{n,M} \langle Q_{A,p}^{M+1} \rangle_c.$$  

(2.50)

Finally, using the same analysis as Eqs. 2.16-2.18 and differentiating with respect to $n$ in the limit $n \to 1$ we obtain,

$$S^Q_A = \sum_{i=1}^\infty 2\zeta(2i)\langle Q_{A,i+1}^2 \rangle_c.$$  

(2.51)

Thus, the charge-weighted bipartite entanglement entropy has a similar structure to (2.18), except it picks out the odd cumulants of the charge fluctuations rather than the even cumulants. This implies $S^Q_A = -S^Q_A$, since $Q_A + Q_A$ is a constant.

3. Charge-weighted topological mutual information

Following the procedure in Section II B, we consider a two dimensional system of free fermions with dispersion $E(k)$ defined on a finite system of size $L^2$ with open boundary conditions. We partition the system into three regions $A, B$ and $C$ that meet at a point, see Fig. 1(b), and define the charge-weighted topological mutual information as

$$I^Q_{ABC} = S^Q_A + S^Q_B + S^Q_C - S^Q_{AB} - S^Q_{BC} - S^Q_{AC} + S^Q_{ABC}.$$  

(2.52)

Since $ABC$ is the entire system with a conserved total charge, $S^Q_{ABC} = 0$. Moreover, $S^Q_{AB} = -S^Q_{BA}$, so that unlike in (1.7), the above terms do not cancel. We anticipate that $I^Q_{ABC}$ is dominated by the $l = 1$ term in the cumulant expansion,

$$I^Q_{ABC} = 2\zeta(2)\langle Q_A^3 + Q_B^3 + Q_C^3 - (Q_A + Q_B)^3 - (Q_B + Q_C)^3 - (Q_C + Q_A)^3 \rangle_c.$$  

(2.53)

Using the fact that the total charge $Q_A + Q_B + Q_C$ is constant and the $Q’s$ commute we obtain,

$$I^Q_{ABC} = 12\zeta(2)\langle Q_A Q_B Q_C \rangle_c.$$  

(2.54)
We evaluate this following the same procedure as Sections II B and II C. We first consider the momentum space correlator, defined on an infinite plane,

$$s_3(q_1, q_2) = \int \frac{d^2 q_3}{(2\pi)^2} \langle \rho(q_1) \rho(q_2) \rho(q_3) \rangle_c,$$  \hspace{1cm} (2.55)

where translation symmetry fixes $q_3 = -q_1 - q_2$. In Section III A, we establish that like the $D=1$ and $D=3$ cases, this has a universal small $q$ behavior, which is exact for $|q_{1,2}|$ smaller than a finite cutoff that depends on the shape of the Fermi surface,

$$s_3(q_1, q_2) = \frac{\chi_F}{(2\pi)^2} |q_1 \times q_2|,$$  \hspace{1cm} (2.56)

where we use the 2D (scalar) cross product.

We next Fourier transform to obtain the real space density correlations,

$$s_3(r_A, r_B, r_C) = \langle \rho(r_A) \rho(r_B) \rho(r_C) \rangle_c.$$  \hspace{1cm} (2.57)

In Appendix C we show that this has the form

$$s_3(r_A, r_B, r_C) = \frac{2\chi_F}{(2\pi)^4} (\nabla_A \times \nabla_B)(\nabla_C \times F(\{r_K\}))$$  \hspace{1cm} (2.58)

with

$$F(r_A, r_B, r_C) = \frac{r_{BA}}{|r_{BA}|^2} \delta(r_{BA} \times r_{CA}).$$  \hspace{1cm} (2.59)

Thus, as in the 3D case, the density correlations are finite when $r_{A,B,C}$ lie along a straight line.

We next integrate $r_{A,B,C}$ over regions $A$, $B$ and $C$ (see Fig. 1(b)). This calculation is described in Appendix D. The leading logarithmic divergence comes from straight lines that begin at the triple contact point and straddle one of the three lines that separate two regions. The result is

$$\langle Q_A Q_B Q_C \rangle_c = \int_{K \in C} d^D k K s(\{r_K\}) = \frac{3\chi_F}{8\pi T} \log^2 \Lambda,$$  \hspace{1cm} (2.60)

where $\Lambda = k_F L$, and $k_F^{-1}$ is a non-universal short distance cutoff that depends on the dimensions of the Fermi surface. Then, using $\zeta_2 = \pi^2/6$ we obtain,

$$\mathcal{I}_3^Q = \frac{3\chi_F}{4\pi^2} \log^2 \Lambda.$$  \hspace{1cm} (2.61)

This is the central result of this section. The charge-weighted topological mutual information exhibits a universal $\log^2 \Lambda$ divergence that probes the topology of the two dimensional Fermi sea. In Sec. IV, we present numerical simulations that demonstrate consistency with this analytic result.

### III. UNIVERSAL DENSITY CORRELATIONS

In this section we consider the $M$’th order equal-time correlation function of the density for a free Fermi gas, defined by

$$s_M(q_1, ..., q_{M-1}) = \int \frac{d^D q_M}{(2\pi)^D} \langle \rho(q_1) \rho(q_2) ... \rho(q_M) \rangle_c$$  \hspace{1cm} (3.1)

for small $q$, where

$$\rho_q = \int \frac{d^D k}{(2\pi)^D} c_k^\dagger c_{k+q}.$$  \hspace{1cm} (3.2)

and $q_M = -\sum_{i=1}^{M-1} q_i$. We evaluate (3.1) for a free fermion Hamiltonian of the form

$$H_0 = \int \frac{d^D k}{(2\pi)^D} E_k c_k^\dagger c_k.$$  \hspace{1cm} (3.3)

at zero temperature, where the electronic states are filled to for $E_k < E_F$. In general there will be a form factor $f(q) = \langle u_{k+q} | u_k \rangle$ in (3.2) that depends on the Bloch wavefunctions $|u_k\rangle$, but since $f(q \to 0) = 1$, this will not affect the small $q$ limit, so we take $f(q) = 1$.

For $M = D + 1$, where $D$ is the dimensionality of the Fermi gas, we will show that $s_{D+1}$ has a universal behavior,

$$s_{D+1}(q_1, ..., q_D) = \frac{\chi_F}{(2\pi)^D} |\det \mathcal{Q}|,$$  \hspace{1cm} (3.4)

where $\mathcal{Q}$ is the $D \times D$ matrix formed out of the $D$ vectors $q_i$. Thus $|\det \mathcal{Q}|$ describes the volume of the $D$ dimensional parallelepiped formed by $q_i$.

For $D = 1$ this result is trivial, and was explained in Section II B, where we argued that it is exact for $q$ smaller than a fixed finite cutoff that is determined by the size of the Fermi sea. We have verified that the same is true for $D = 2$ and $D = 3$ by numerically evaluating the integrals that are obtained by evaluating (3.1) using Wick’s theorem. We will describe the Wick’s theorem analysis in some detail for $D = 2$ in III A, and then generalize to $D = 3$ in III B. While straightforward in principle, this calculation does not provide any insight into why (3.4) is true. Therefore, in Appendix A we develop a different approach based on evaluating the closed fermion loop Feynman diagrams, which explains naturally the asymptotic behavior in the small $q$ limit. Our proof of (3.4) will be given for the cases $D = 2$ and $D = 3$. While we have not done the general case, we suspect it is valid for all $D$.

Finally in Section III C we will show that for a general value of $M$

$$s_M(q_1, ..., q_{M-1}) \propto k_F^{D+1-M} q^{M-1}.$$  \hspace{1cm} (3.5)

This result was used in Section II A to determine the order of divergence of the $M$’th order cumulant $\langle Q_M^A \rangle_c$.

#### A. D=2

It is straightforward to evaluate (3.1) using Wick’s theorem. Defining the Fermi occupation factor $f_k =
\[ \langle c_k, q_k \rangle = \theta(E_F - E_k) \] and \( \tilde{f}_k = 1 - f_k \), we find for \( M = 3 \),

\[ s_3(q_1, q_2) = \int \frac{d^2k}{(2\pi)^2} \tilde{f}_{k+q_1} f_k (\tilde{f}_{k-q_1} - f_{k-q_2}). \quad (3.6) \]

This integral can be evaluated numerically, for a given Fermi surface specified by \( E_k = E_F \), and we have checked that (3.4) is numerically exact for sufficiently small (but finite) \( q \). We have also established this exactness using a geometric argument, discussed in Appendix B, that is analogous to the \( D = 1 \) argument explained in Sec. II B. While this analysis provides more justification for (3.4) for \( D = 2 \), it is formidable to apply a similar reasoning to \( D = 3 \). Hence, we choose to focus on analytic arguments that allow for a unified treatment of both the \( D = 2 \) and \( D = 3 \) cases. Here, we will show that in the small \( q \) limit the integral may be expressed as a sum over critical points in the dispersion \( E_k \), where \( V_k = \nabla_k E_k = 0 \), which then can be related to the Euler characteristic \( \chi_F \) by (1.2). In this section, we will present a series of straightforward manipulations of (3.6) that accomplishes this. In Appendix A we will present an alternative derivation of this result, which makes it clearer why this result is true, and shows how it can be generalized to higher order correlation functions.

Our strategy is to identify derivatives with respect to \( q \). We manipulate (3.6) using the identity

\[ \tilde{f}_{k+q_1} f_k = - \left( \Delta_k^{k+q_1} f_k \right) \Theta_k^{k+q_1}, \quad (3.7) \]

where we introduce the notations

\[ \Delta_k^{k+q} f_k \equiv f_{k+q} - f_k \]

\[ \Theta_k^{k+q} \equiv \theta(E_{k+q} - E_k). \quad (3.8) \]

We then obtain

\[ s_3 = \int \frac{d^2k}{(2\pi)^2} \Theta_k^{k+q_1} \left( f_k - f_{k+q_1} \right) (\tilde{f}_{k-q_1} - f_{k-q_2}). \quad (3.10) \]

Replacing \( f_{k+q_1} \) by \( 1 - \tilde{f}_{k+q_1} \) in the terms multiplying \( \tilde{f}_{k-q_1} \), this becomes

\[ s_3 = \int \frac{d^2k}{(2\pi)^2} \Theta_k^{k+q_1} \left[ - \Delta_k^{k+q_1} (\tilde{f}_{k-q_1} - f_{k-q_2}) \right]. \quad (3.11) \]

Applying (3.7) again leads to

\[ s_3 = \int \frac{d^2k}{(2\pi)^2} \Theta_k^{k+q_1} \left[ \Delta_k^{k+q_1} \left( \Theta_k^{k+q_2} \Delta_k^{k+q_2} f_k \right) - \Delta_k^{k+q_2} \left( \Theta_k^{k+q_2} \Delta_k^{k+q_2} f_k \right) \right]. \quad (3.12) \]

We now perform a “discrete integration by parts” using the identity

\[ \int d^2k F(k) \left( \Delta_k^{k+q_1} G(k) \right) = \int d^2k G(k) \left( \Delta_k^{k+q_1} F(k) \right) \quad (3.14) \]

and obtain

\[ s_3 = \int \frac{d^2k}{(2\pi)^2} f_k \left[ \Delta_k^{k+q_1} \left( \Theta_k^{k+q_2} \Delta_k^{k+q_2} e_k^{k+q_1} \right) - \Delta_k^{k+q_2} \left( \Theta_k^{k+q_2} \Delta_k^{k+q_2} e_k^{k+q_1} \right) \right]. \quad (3.15) \]

We now take the limit \( q \to 0 \), so \( \Delta_k^{k+q} F(k) = \mathbf{q} \cdot \nabla_k F(k) \) and \( \Theta_k^{k+q} = \theta(v_k \cdot q) \). Writing \( \theta(x) = \theta(-x) \) then obtain

\[ s_3 = \int \frac{d^2k}{(2\pi)^2} f_k \left[ q_3 \cdot \nabla_k \theta(v_k \cdot q_3) q_2 \cdot \nabla_k \theta(v_k \cdot q_1) \right] - q_2 \cdot \nabla_k \left( \theta(v_k \cdot q_2) q_3 \cdot \nabla_k \theta(v_k \cdot q_1) \right). \quad (3.16) \]

We next replace \( q_3 = -q_1 - q_2 \) and note that since we can integrate the first derivative (outside the parentheses) by parts, so that it acts on \( f_k \), the second derivative inside the parenthesis will be proportional to \( \delta(v_k \cdot q_1) \) and fixes \( v_k \cdot q_1 = 0 \). Thus, we may replace \( \theta(v_k \cdot q_3) = \theta(v_k \cdot q_2) \). Then, it can be seen that the terms in which all four derivatives are \( (q_2 \cdot \nabla_k) \), as well as the terms involving second derivatives \( (q_1 \cdot \nabla_k)(q_2 \cdot \nabla_k) \theta(v_k \cdot q_1) \) all cancel. This leaves

\[ s_3 = \int \frac{d^2k}{(2\pi)^2} f_k \left[ q_1 \cdot \nabla_k \theta(v_k \cdot q_1) \left( q_2 \cdot \nabla_k \theta(v_k \cdot q_1) \right) - q_2 \cdot \nabla_k \left( \theta(v_k \cdot q_2) \right) \right]. \quad (3.17) \]

Note that every term in the sum on \( k \) is proportional to \( \delta(v_k \cdot q_1) \delta(v_k \cdot q_2) \). Provided \( q_1 \) and \( q_2 \) are linearly independent, the sum will be restricted to critical points in the dispersion \( E_k \) where \( v_k = 0 \).

We will now show that the integral evaluates the signature of each critical point. Consider a critical point \( k_c \) near which

\[ E_k = E_c + \frac{1}{2} (k - k_c) \cdot \mathbb{H}_c \cdot (k - k_c), \quad (3.18) \]

where the Hessian \( \mathbb{H}_c \) is the matrix of second derivatives of \( E_k \), and \( v_k = \mathbb{H}_c \cdot (k - k_c) \). We can then write (3.17) as a sum over critical points inside the Fermi sea \( s_3 = \sum_{k} f_k s_3^4 \), with

\[ s_3^4 = \int \frac{d^2k}{(2\pi)^2} \epsilon_{ij} (q_1 \cdot \mathbb{H}_c \cdot q_1)(q_j \cdot \mathbb{H}_c \cdot q_2) \delta(v \cdot q_1) \delta(v \cdot q_2). \quad (3.19) \]

The coefficient of the \( \delta \)-functions in the integrand can be recognized as \( \det[Q^T \mathbb{H}_c Q] \), where \( Q \) is the \( 2 \times 2 \) matrix built from the column vectors \( q_1 \) and \( q_2 \). To evaluate the integral, define new variables \( X_j = v_k \cdot q_j = (k - k_c) \cdot \mathbb{H}_c \cdot q_j \). The Jacobian of the transformation is,

\[ \frac{\partial(X_1, X_2)}{\partial(k_1, k_2)} = \det[\mathbb{H}_c Q]. \quad (3.20) \]
We then get
\[
\begin{align*}
    s_3^c &= \int \frac{dX_1 dX_2}{(2\pi)^2} \frac{\det[Q^T H_c Q]}{\det[H_c]} \delta(X_1) \delta(X_2) \\
    &= \eta_c |\det Q| \left(\frac{2\pi}{\sqrt{\lambda}}\right)^3,
\end{align*}
\]
where \(\eta_c = \text{sgn} \det[H_c]\) is the signature of the critical point \(c\).

We thus obtain Eq. (3.4), where the Euler characteristic is expressed in terms of the critical points inside the Fermi sea as
\[
\chi_F = \sum_{c \in S_F} \eta_c. \quad (3.23)
\]

B. \(D=3\)

We now analyze the case \(s_4(q_1, q_2, q_3)\) in three dimensions. It is straightforward to evaluate the equal-time expectation value using Wick’s theorem, but now there are 6 contractions,
\[
\begin{align*}
    s_4(q_1, q_2, q_3) &= \int \frac{d^3k}{(2\pi)^3} \bar{f}_{k+q_1} f_k \\
    &= \frac{\det[H_c]}{|\det Q|} \\
    &= \eta_c |\det Q| \left(\frac{2\pi}{\sqrt{\lambda}}\right)^3.
\end{align*}
\]

We have evaluated Eq. (3.24) numerically for a series of 3 dimensional Fermi seas, which are specified by the function \(f_k\). We find that Eq. (3.4) is numerically exact for sufficiently small \(q\). The momentum scale where (3.4) breaks down is set by the size and maximum curvature of the Fermi surface. This mirrors a similar behavior for \(s_3(q)\) in \(D = 1\), discussed in Section II B and \(s_3(q_1, q_2)\) in \(D = 2\), discussed in Section III A.

While it is possible to manipulate (3.6) and (3.24) into a form where the small \(q\) behavior is more apparent, the algebra is quite complicated, and it is far from obvious how to proceed. We therefore seek a more systematic approach for extracting the limiting small \(q\) behavior of (3.1). That will be developed in Appendix A. The basis for that approach is an observation in Ref. 22 that higher order \(\text{response}\) functions for a ballistic Fermi gas are related to solutions to the Boltzmann equation, which can be straightforwardly solved order by order in the external fields. This suggests that a similar simplification should occur for the correlation function. In Appendix A we will show that the \(M^{th}\) order density correlation function computed in an imaginary time formalism can be computed to all orders with the aid of a Ward identity. This then leads to a formulation in which (3.24) can be expressed in the form,
\[
\begin{align*}
    s_4(q_1, q_2, q_3) &= \int \frac{d^3k}{(2\pi)^3} f_k \sum_{abc=1}^3 \epsilon_{abc} \left(\bar{q}_b \cdot \nabla_k \theta(v_k \cdot q_1) \right) \\
    &\quad \left(\bar{q}_c \cdot \nabla_k \theta(v_k \cdot q_3) \right). \quad (3.25)
\end{align*}
\]

Following the same analysis as the \(D = 2\) case, this integral will be dominated by critical points \(k_c\) where \(v_k = 0\). We introduce variables \(X_a = v_k \cdot q_a = (k - k_c) \cdot \eta_a\) for \(a = 1, 2, 3\), where \(\eta_c\) is the Hessian of \(E_k\) at \(k_c\). Then,
\[
\begin{align*}
    s_4 &= \frac{|\det Q|}{(2\pi)^3} \sum_c f_k |\det H_c|.
\end{align*}
\]

Noting that \(\chi_F = \sum_c f_k |\det H_c|\), we thus obtain Eq. (3.4) for \(D = 3\).

C. \(M^{th}\) order correlator

We now briefly discuss the asymptotic behavior of \(s_M(q_1, ..., q_{M-1})\) for general values of \(M\) for a given dimension \(D\). As shown in Appendix A, the \(M^{th}\) order frequency dependent correlator has a simple expression, which involves \(M - 1\) discrete derivatives of the form \(\Delta_k^{\pm q_i} \sim q_i \cdot \nabla_k\). It is straightforward to perform the Matsubara frequency integrals to obtain the equal-time correlator, and as in the case for \(s_{D+1}\) computed in Appendix A, this will involve \(\theta\) functions of the form \(\theta(\Delta_k^{\pm q_i} E_k) \sim \theta(v_k \cdot q_i)\). Thus, the \(q \to 0\) limit is straightforward to take, and it will involve \(M - 1\) powers of \(k_F\), which come from the momentum sum over \(k\), which involves \(M - 1\) powers of \(\nabla_k\). This establishes Eq. 3.5.

IV. NUMERICAL STUDY FOR \(D = 2\)

In this section, we present numerical evidence to support our prediction for the topological scaling of the charge-weighted tripartite mutual information in two dimensions, namely
\[
\mathcal{I}_3^q = \frac{3\chi_F}{4\pi^2} \log^2 \left(\frac{L}{a}\right) + O(L^0) \quad (4.1)
\]
with \(L\) the linear size of the system and \(a\) the short-distance cut-off. We focus on free-fermion lattice models, which can be simulated efficiently using the correlation matrix method [42–45]. In particular, we study tight-binding models on triangular and square lattices with various topology of the Fermi sea. For free theories, the complete information of the ground state is encoded in two-point correlators \(C_{ij} = \langle c_i^\dagger c_j \rangle\), which has a simple relation to the charge-weighted bipartite entanglement entropy \(S_A^Q\). We first derive this relation, and describe
our setup for the numerics, in Sec. IV.A. Then, by diagonalizing the $N \times N$ correlation matrix, with $N \sim L^2$ being the number of lattice sites, we obtain $I^Q_Q(L)$ up to $L \sim 300$. In Sec. IV.B, we present a quadratic-fitting analysis to extract the coefficient of $\log^2 L$ and demonstrate consistency with $\chi_F = \pm 1$ for the case with one electron/hole-like Fermi surface. In Sec. IV.C, we adopt a “ratio analysis” by calculating $\frac{I^Q_Q(L)}{I^Q_3}$, and verify that this ratio is consistent with the quantization suggested by $\chi_F/\chi_p$. This analysis allows us to draw support from scenarios with more than one Fermi pockets (i.e., $|\chi_F| > 1$), while the performance of fitting is limited by finite-size error.

A. Correlation matrix method and general setup

Let us first review how to relate the von Neumann entanglement entropy for a subsystem $A$ to the two-point correlation matrix $(C_A)_{ij} = \langle c_i^\dagger c_j \rangle$, where $i,j \in A$. Following Ref. [43], the key is to express the reduced density matrix $\rho_A$ in an exponential form,

$$
\rho_A = \frac{e^{-\mathcal{H}_A}}{Z_A}
$$

with $Z_A = \text{Tr}[e^{-\mathcal{H}_A}]$, and the entanglement Hamiltonian $\mathcal{H}_A$ chosen as a free-fermion operator

$$
\mathcal{H}_A = \sum_{i,j \in A} (h_A)_{ij} c_i^\dagger c_j.
$$

As such, $n$-point correlation functions would factorize due to Wick’s theorem, in accordance with our ground state (i.e., the filled Fermi sea) being a Slater determinant. Matrices $h_A$ and $C_A$ are related as follows,

$$(C_A)_{ij} = \text{Tr}[\rho_A c_i^\dagger c_j] = \left(\frac{1}{1 + e^{h_A}}\right)_{ij},
$$

which can be shown easily by first transforming to the basis that diagonalizes $h_A$. Next, we define a generating function

$$
Z_A(\beta) \equiv \text{Tr}[e^{-\beta \mathcal{H}_A}] = \text{det}[1 + (C_A^{-1} - 1)^{-\beta}],
$$

which relates to the von Neumann entanglement entropy as

$$
S_A = (1 - \partial_\beta) \log Z_A(\beta)|_{\beta=1} = -\text{Tr}[C_A \log C_A + (1 - C_A) \log(1 - C_A)].
$$

Therefore, instead of dealing with a $2^{N_A} \times 2^{N_A}$ density matrix, one simply diagonalizes a much smaller $N_A \times N_A$ correlation matrix to obtain $S_A$. This is a standard result that has been used to simulate von-Neumann entanglement entropy in various non-interacting systems [45, 51, 52].

In this work, the charge-weighted entanglement entropy has been introduced,

$$
S^Q_A = -\text{Tr}[(Q_A - \langle Q_A \rangle) \rho_A \log \rho_A]
$$

with $Q_A = \sum_{i \in A} c_i^\dagger c_i$ being the total charge in region $A$. By the same token, let us define a generating function

$$
Z_A(\beta, \mu) \equiv \text{Tr}[e^{-\beta (\mathcal{H}_A - \mu Q_A)}] = \text{det}[1 + e^{\beta \mu} (C_A^{-1} - 1)^{-\beta}],
$$

which generates the charge-weighted entanglement entropy by

$$
S^Q_A = \partial_\mu[(1 - \partial_\beta) \log Z_A(\beta, \mu)]|_{\beta=1, \mu=0} = -\text{Tr}[(1 - C_A) C_A \log(C_A^{-1} - 1)].
$$

This formula allows us to efficiently compute the charge-weighted tripartite mutual information $I^Q_3$. Following the definition in Eq. (1.8), and noting $S^Q_{AB} = -S^Q_C$ and $S^Q_{ABC} = 0$, we have $I^Q_3 = 2(S^Q_A + S^Q_B + S^Q_C)$.

Our numerical study focuses on two families of tight-binding models, with only spinless electrons for simplicity. The first setup is on the triangular lattice, with isotropic hopping among nearest-neighbors ($t_1$) and next-nearest-neighbors ($t_2$),

$$
H_{\text{tri}} = -t_1 \sum_{\langle i,j \rangle} c_i^\dagger c_j - t_2 \sum_{\langle\langle i,j \rangle\rangle} c_i^\dagger c_j.
$$

The second setup is on the square lattice, with hopping $t^x_\ell$ ($t^y_\ell$) to the $\ell$-th nearest-neighbor in the $x$ ($y$) direction,

$$
H_{\text{sq}} = -\sum_{\ell=1}^3 \sum_i (t^x_\ell c_i^\dagger c_{i+\ell x} + t^y_\ell c_i^\dagger c_{i+\ell y} + \text{H.c.}).
$$

By considering up to third-nearest-neighbor hopping in each direction, we can conveniently generate various Fermi-sea topology with $|\chi_F| \leq 4$. The precise geometry of real-space tripartition for each setup is illustrated in Figure 4.

In our simulation the open boundary condition is implemented, for the benefit that only one triple contact is present in the system. As each triple contact is associated with a $\chi_F \log^2 L$-divergence, implementing a periodic boundary condition should multiply this divergence by an appropriate factor that counts the number of contacts due to periodicity, but this also means that multiple triple contacts can interfere with each other. This would lead to finite-size correction to our prediction in (4.1), which is hard to control. We thus adopt the open boundary condition as a cleaner way to extract $\chi_F$ from the $\log^2 L$-scaling. Next, we present two approaches of analysis to demonstrate consistency between numerics and our theoretical prediction.
FIG. 4. Tight-binding models and the respective tripartition for $D = 2$ numerical study. (a) Triangular lattice with symmetric tripartition. Every angle at the triple contact is $2\pi/3$. (b) Square lattice with a different geometry of tripartition. Angles at the triple contact are $3\pi/4$, $3\pi/4$ and $\pi/2$. Open-boundary condition is implemented for simulations.

FIG. 5. Fitting analysis for (a) triangular lattice tight-binding model with one electron-like Fermi surface, thus $\chi_F = 1$ is expected; (b) for square lattice with one hole-like Fermi surface, thus $\chi_F = -1$ is expected. Our results show collapse of data points for Fermi sea with varying geometry but the same topology. Fitting demonstrates that $I^Q_3(L)$ scales as $\log^2 L$, with a nearly quantized coefficient that encodes the Fermi sea topology, and is insensitive to the geometry of tripartition. Insets show the filled Fermi sea (shaded in grey) in corresponding setups. Details on optimizing the fitting analysis are presented in Appendix E.

B. Fitting analysis

Based on (4.1), we consider a fitting function with three parameters $\{p, q, r\}$,

$$I^Q_3(L) = p \log^2 L + q \log L + r.$$  

(4.12)

Performing least-squares fit on $I^Q_3$ as a polynomial of $\log L$, we obtain the quadratic coefficient $p$, and its uncertainty $\delta p$ (from the covariance matrix), which translate into

$$\chi_F \pm \delta \chi_F = \frac{4\pi^2}{3}(p \pm \delta p).$$  

(4.13)

For the triangular lattice with linear size $L$ (see Fig. 4), we have computed $I^Q_3$ from $L = 18$ to $L = 210$, with 25 data points sampled evenly in the scale of $\log L$. For $(t_1, t_2, E_F) = (1, 0, -2)$, there is one electron-like Fermi surface, and hence $\chi_F = 1$. Our fitting result suggests $\chi_F = 0.97(9)$. By varying the Fermi energy $E_F$ to obtain Fermi sea of the same topology but different sizes, we consistently find $\chi_F \approx 1$, see Fig. 5(a). For the square lattice with linear size $L$, we have computed $I^Q_3$ from $L = 24$ to $L = 327$, with 24 data points sampled evenly in the scale of $\log L$. For $(t_1, t_2^y, E_F) = (1, 1, 2)$, there is one hole-like Fermi surface, and hence $\chi_F = -1$. Our fitting result suggests $\chi_F = -1.03(6)$. Again, we have varied $E_F$ to demonstrate that $\chi_F \approx -1$ is consistently obtained, see Fig. 5(b). Taking both the triangular and square lattices together, and noting that two different geometries of tripartition have been implemented, our numerical results support our prediction that the $\log^2 L$-divergence of $I^Q_3$ is universal and topological.

In our data, the best-fit value deviates by roughly 5% from the true $\chi_F$, and the uncertainty of fitting is about 10%. We attribute this deviation to finite-size error, after all, our prediction in (4.1) is derived in the thermodynamic limit $L/a \to \infty$. Being incapable of simulating an infinite system (in fact our storage limits us to $\log L \lesssim 6$), we are confronted with fluctuations caused by the lattice discreteness and boundary effects. In fact, the best-fit values presented above are obtained after optimizing the raw data (the approaches are explained in Appendix E) to help us sidestep the finite-size errors. Moreover, the effective UV cut-off $(a)$ is determined not only by the lattice constant (which has been set to 1 already), but also by the size of Fermi sea and distance between Fermi surfaces in the momentum space. If one of these momentum scales happen to be too small, the UV cut-off would be rather large, and we are forced to study much larger system sizes in order to extract the topological scaling behavior. However, our storage resource limits us to $\log L \lesssim 6$, and thus severely limits the performance of quadratic-fitting for scenarios with multiple Fermi pockets packed in the first Brillouin zone.
C. Ratio analysis

In order to further test (4.1) for larger $\chi_F$, let us consider the following ratio,

$$\frac{\mathcal{I}_3^Q(L)}{\mathcal{I}_3^{Q^*}(L)} = \frac{\chi_F \log^2(L/a) + \mathcal{O}(L^0)}{\chi_F^* \log^2(L/a^*) + \mathcal{O}(L^0)} \approx \frac{\chi_F}{\chi_F^*}, \quad (4.14)$$

Here $\{\mathcal{I}_3^{Q^*}, \chi_F^*\}$ defines a “standard ruler”, to which we use to compare with other systems. Admittedly, the ratio $\mathcal{I}_3^Q/\mathcal{I}_3^{Q^*}$ equals to $\chi_F/\chi_F^*$ only in the thermodynamic limit, which we cannot reach. However, if we judiciously choose the size of Fermi sea and distance between Fermi surfaces to be comparable in the two scenarios that we are taking ratio of, i.e. ensure $a \approx a^*$, then we still expect (4.14) to hold for sufficiently large $L$. In this way, we can circumvent the difficulty encountered in the fitting analysis.

The results of ratio analysis are summarized in Fig. 6. We adopt the square lattice tight-binding model in (4.11), and first generate the “standard ruler” by

$$(t_1^\alpha, t_2^\alpha, E_F) = (1, -1, -2.5), \quad (4.15)$$

with unspecified hoppings $t_2^\gamma$ all set to zero. This gives two electron-like Fermi surfaces ($\chi_F^* = 2$), like the one labeled by the “plus” symbol in Fig. 6, but with more negative Fermi energy such that the Fermi surfaces are smaller. Choosing this as our standard ruler allows us to better approach the expected quantization when comparing to scenarios with three or four Fermi surfaces. We have then generated nine sets of Fermi-sea topology, ranging from $\chi_F = -4$ to $\chi_F = +4$, whose equi-energy contours are displayed in the left panel of Fig. 6. As shown in the plot, $\chi_F^* \mathcal{I}_3^Q/\mathcal{I}_3^{Q^*}$ approaches the true $\chi_F$ for each type of Fermi-sea topology as $L$ approaches the thermodynamic limit. All cases have demonstrated consistency with (4.14).

In light of this, we have also used $\mathcal{I}_3^Q$ to probe Lifshitz transitions in a given band-structure, where the topology of Fermi sea changes as $E_F$ is varied. Two examples are illustrated in Fig. 7, with the respective standard ruler $\{\mathcal{I}_3^{Q^*}, \chi_F^*\}$ specified in the caption. One can clearly observe quantization in accordance with the topology of Fermi sea from the ratio $\mathcal{I}_3^Q/\mathcal{I}_3^{Q^*}$, and see a drastic change at a Lifshitz transition. While one may notice that the quantization is not exact, the way it deviates is completely expected from our prediction in (4.1). For example, in Fig. 7(a) we see a curve (instead of a plateau in the ideal case) bending upward around $E_F = 3.0$. This is because, as $E_F$ goes below 3.0, the hole-like Fermi pockets are getting closer to each other; while as $E_F$ goes above 3.0, the Fermi pockets are getting smaller. Either of these effects end up increases the UV cut-off $a$, and hence decreases the magnitude of $\mathcal{I}_3^Q$. The same reasoning can be applied to understand the deviation from quantization in Fig. 7(b) as well.

The numerics for free-fermion lattice models thus support our prediction in Eq. (4.1). These results serve as a non-trivial check for the replica analysis presented in previous sections. In the next section, we return to the replica theory and examine the effect of interaction.

V. EFFECT OF INTERACTIONS

In the preceding sections we have established that the multipartite mutual information defined in (1.3), (1.8) and (1.5) provide a universal and topological characterization of the Fermi sea for a system of non-interacting fermions. This was established by relating the mutual information to the universal and quantized number correlations. It is important to address whether this characterization is robust in the presence of short-ranged electron-electron interactions. In $D = 1$, the non-interacting elec-
tron gas becomes a Luttinger liquid, while in higher dimensions it becomes a Fermi liquid. In order to explain what the issues are, let us first review the well known situation in one dimension.

In a one dimensional single channel Luttinger liquid, the number correlations are not quantized. A Luttinger liquid can be described by the Euclidean Lagrangian,

\[ \mathcal{L} = \frac{1}{2\pi K v} [(\partial_x \theta)^2 + v^2 (\partial_x \theta)^2], \]

(5.1)

where the charge density is given by \( \rho(x) = \partial_x \theta / \pi \) and \( K \) is the Luttinger parameter [46]. It follows that (2.27) and (2.29) become

\[ s_2(q) = \frac{K}{2\pi} |q| \]

(5.2)

and

\[ \langle Q_A Q_B \rangle_c = -\frac{K}{2\pi^2} \log \Lambda. \]

(5.3)

Thus, for interacting fermions with \( K \neq 1 \) the coefficient of the logarithmic divergence of the number correlations is no longer topologically quantized. Nonetheless, it is known that the coefficient of the logarithmic divergence of the entanglement entropy, \( (c/6) \log \Lambda \), reflects the central charge \( c \) of the conformal field theory, which is equal to 1 even when \( K \neq 1 \).

In the following we will show how to reconcile this discrepancy within the replica theory by studying the effect of interactions perturbatively. We will then use that analysis to argue that in three dimensions the topological mutual information remains robustly quantized in the presence of interactions, even though the density correlations are no longer quantized. Thus, the topological mutual information provides a robust topological characterization of the Fermi liquid phase. In contrast, we will show that interactions destroy the quantization of the charge-weighted entanglement entropy defined for a two dimensional system. Thus, \( Z_3^Q \) only provides a topological characterization of non-interacting (or weakly interacting) systems.

We will begin by recovering the known result in one dimension and using the understanding developed there proceed to three and then two dimensions.

### A. D=1 : Luttinger Liquid

Consider a single channel gas of spinless fermions, with a Hamiltonian \( \mathcal{H} = \mathcal{H}_0 + V \), where \( \mathcal{H}_0 \) is a free fermion Hamiltonian and \( V \) is a four fermion interaction. To address the effect of \( V \) on the large \( L \) behavior of the number correlations and the entanglement entropy it is sufficient to consider a low energy theory that focuses on the left (L) and right (R) moving Fermi points, and discards irrelevant interactions that flow to zero in the low energy limit. This has the form of the Luttinger model, with

\[ \mathcal{H}_0 = -i\hbar v_F (\psi_R^\dagger \partial_x \psi_R - \psi_L^\dagger \partial_x \psi_L). \]

(5.4)

At low energy, the most relevant interactions are the forward scattering interactions between the densities at the right and left moving Fermi points,

\[ V = \sum_{\alpha, \beta} g_{\alpha \beta} \psi_R^\dagger \psi_\alpha^\dagger \psi_\beta \psi_R. \]

(5.5)

where \( \alpha \) and \( \beta \) are summed over \( L \) and \( R \), and we define \( g_1 = g_{LL} = g_{RR} \) and \( g_2 = g_{LR} = g_{RL} \). The effect of
FIG. 8. (a,b): Representative Feynman diagrams for calculating \((Q^2_A)_c\), with (a) the non-interacting contribution and (b) the first-order correction from interaction. Small circles represent the number operator \(Q_A\). (c,d) Diagrams involved in calculating \(S_{A,n}\) in the replica analysis, focusing on the \((Q^2_A)_c\) term which contributes to the logarithmic divergence in \(I_2\). Small circles here correspond to \(pQ_{A,p}\), where \(p\) is the replica momentum that is to be summed over. The summation over \(p\) cancels all the interacting contributions, such as (d), leaving the non-interacting diagram in (c) as the only contribution. The quantization in \(I_2\) thus survives the interaction.

this interaction on the density-density correlation function (and hence the number correlations) can be studied perturbatively by summing the RPA (random phase approximation) diagrams in Fig. 8(a,b). To lowest order in \(g_{\alpha\beta}\) this leads to Eq. 5.2 with

\[
K = 1 - \frac{g^2}{\pi v_F^2}.
\] (5.6)

In order to determine the interaction corrections to the entanglement entropy we must consider the replica theory, which involves \(n\) copies of the interacting theory. The entanglement entropy in the interacting theory is then determined by writing

\[
S_{A,n} = \text{Tr}[T_{A,n} e^{-S_0 + \delta S}],
\] (5.7)

where \(S_0 = \sum_{\alpha} S_0^{\alpha}\) is the replicated free fermion action corresponding to (5.4), with \(\alpha\) the replica index and \(\alpha = R, L\). \(\delta S = \int dx dt V\) describes the interaction,

\[
V = \sum_{\alpha, \beta, a} g_{\alpha\beta} \psi_{\alpha,\alpha} \psi_{\alpha,\beta} \psi_{\beta,\alpha} \psi_{\beta,\alpha}.
\] (5.8)

Notice there is no interaction between replicas in the “real replica space”. However, to proceed with the analysis, we need to transform to the replica momentum basis, where we can write

\[
S_{A,n} = \frac{\text{Tr}[T_{A,n} e^{-S_0 + \delta S}] - \text{Tr}[e^{-S_0}]}{\text{Tr}[e^{-S_0 + \delta S}]}
\] (5.9)

with

\[
V = \sum_{\alpha, \beta, (p_i)} g_{\alpha\beta} \delta_{p_1 - p_2 + p_3 - p_4} \psi_{\alpha,\alpha} \psi_{\alpha,\beta} \psi_{\beta,\alpha} \psi_{\beta,\alpha}.
\] (5.10)

Thus, the different replica-momentum channels are no longer independent. However, since the interaction is diagonal in replica space and invariant under replica translations, it is independent of replica momentum and obeys “replica momentum conservation”.

The first order correction to \(S_{A,n}\) is determined by expanding (5.9) to first order in \(g\). In addition to formally expanding \(\exp[(2\pi i p/k)Q_{A,p}]\), then the resulting terms will involve connected Feynman diagrams containing a single interaction line along with \(k pQ_p\)-vertices. In particular, for \(M = 2\) the diagram (which corresponds to the same diagram which led to the modification of \((Q^2_A)_c\)) is shown in Fig. 8(d). Note that since the interaction is independent of replica momentum, this involves two independent sums

\[
\left( \sum_{p_1 = \frac{2\pi}{p}} \frac{n-1}{2} p_1 \right) \left( \sum_{p_2 = \frac{n-1}{2}} \frac{n-1}{2} p_2 \right) = 0.
\] (5.11)

Thus, this diagram does not contribute to \(S_{A,n}\) and does not lead to a modification of the topological mutual information \(I_2\). It is clear that higher order diagrams will behave similarly. This confirms that \(I_2\) probes the central charge \(c\), and is not perturbed by interactions. Note also, that the cancellation in Eq. 5.11 occurs for any value of \(n\). This means that in addition to the von Neumann entropy, the Rényi entropies for \(D = 1\) also exhibit a universal logarithmic divergence [7].

B. D=3: Fermi Liquid

We now apply the same analysis to a three dimensional interacting Fermi liquid. We will make the key assumption that the Fermi liquid phase can be described by a low energy theory, analogous to the Luttinger model, that describes excitations close to the Fermi surface, and which discards irrelevant interactions. The remaining marginal interactions involve short-ranged forward scattering interactions between the densities associated with different points on the Fermi surface. These determine the Fermi liquid parameters, which are central to Fermi liquid theory. We thus consider a free fermion Hamiltonian of the form

\[
\mathcal{H}_0 = \int \frac{d^3 k}{(2\pi)^3} E_k c_{k}^{\dagger} c_k
\] (5.12)

defined on a shell in momentum space straddling the Fermi surface \(E_k = E_F\). We take the interaction to be

\[
V = \int \frac{d^3 k d^3 k'}{(2\pi)^6} f_{k,k'} \delta n_k \delta n_{k'}
\] (5.13)

where \(\delta n_k = c_{k}^{\dagger} c_k - \langle c_{k}^{\dagger} c_k \rangle\).

As in \(D = 1\), interactions will lead to a correction to the leading divergence of the number correlations. In particular, the fourth order fluctuation \(\langle Q^4_A\rangle_c\) will involve a correction to first order in \(f_{k,k'}\) described by the Feynman diagram in Fig. 9(b) (with the replica indices). As argued in Ref. 53 and 54, Fermi liquid theory
amounts to summing all RPA-like diagrams involving the low energy interaction $f_{k,k'}$, at order $(f_{k,k'})^3$ which involve $n+1$ fermion loops and independent sums on $k$. Diagrams with fewer fermion loops (like the self energy correction to the single particle propagator in Fig 9(d)) are suppressed by phase space constraints in the low energy renormalized theory, and do not contribute. Examination of the simplest allowed diagram in Fig. 9(b) shows that the coefficient of $\log^3 \Lambda$ includes a correction at first order. Thus, the coefficient of the $\log^3 \Lambda$ divergence in $\langle Q^4_A \rangle_c$ is not topologically quantized in the presence of interactions.

To compute the entanglement entropy, we again introduce the replica theory, where now the interaction $f_{k,k'}$ is independent of replica-momentum and obeys replica momentum conservation. Thus, each closed fermion loop in the diagrams of Fig. 9 will include an independent sum over replica momentum. The diagram in Fig. 9(b) vanishes for the same reason as the 1D case because it involves

$$
\left( \sum_{p_1=-\frac{n-1}{2}}^{\frac{n-1}{2}} p_1^3 \right) \left( \sum_{p_2=-\frac{n-1}{2}}^{\frac{n-1}{2}} p_2^3 \right) = 0.
$$

The diagram in Fig. 9(c) is not equal to zero. Rather, it involves

$$
\left( \sum_{p_1=-\frac{n-1}{2}}^{\frac{n-1}{2}} p_1^2 \right) \left( \sum_{p_2=-\frac{n-1}{2}}^{\frac{n-1}{2}} p_2^2 \right) = (C_{n,2})^2.
$$

However, since $\lim_{n \to 1} C_{n,2} = (n - 1)/6$ the contribution of this diagram will be of order $(n - 1)^2$. Therefore, this contribution vanishes in (2.4).

It is clear that all allowed diagrams describing interaction corrections to $S_{A,n}$ will vanish upon taking the replica limit. This shows that, like in $D = 1$, the $\log^3 \Lambda$ divergence of the mutual information $I_4$ remains quantized in the presence of interactions. Equation (2.41) therefore provides a robust topological characterization of the interacting Fermi liquid phase. We can now identify distinct classes of topological Fermi liquids, which are distinguished by the Euler characteristic of the Fermi sea (or equivalently of the Fermi surface, since $\chi_{SF} = 2\chi_F$).

It is interesting to note that since the vanishing of (5.15) only occurs in the limit $n \to 1$, there is potential for the Rényi entropies to be perturbed by interactions. We further remark that the topological mutual information $I_4$, as introduced in Sec. II C, can also be constructed from Rényi entropies instead of the von Neumann entropy. The resulting $I_4^{(n)}$, in the non-interacting case, exhibits a $\log^3 \Lambda$ divergence whose coefficient is again proportional to $\chi_F$, but with a modified proportionality factor. However, we have not established that the quantization is robust in the presence of interaction when $n \to 1$ limit is not taken. Nevertheless, since Rényi entropies are easier to simulate numerically [55–59], and also more convenient to probe experimentally [60–63], it is worthwhile to understand precisely how interactions renormalize the $\log^3 \Lambda$ divergence in those cases. This will depend on the correction contributed by the diagram in Fig. 9(c). We will leave the explicit evaluation of that diagram to future work.

C. D=2

We now consider the interaction corrections to the charge-weighted entanglement entropy that was defined for $D = 2$. In two dimensions, the $\log^2 \Lambda$ divergence of the third order number correlations, $\langle Q^3_A \rangle_c$, will be modified by RPA-like corrections to the charge vertex, just as in $D = 3$. However, the charge-weighted entanglement entropy behaves differently because it involves computing

$$
S_{A,n}' = \frac{\text{Tr}[Q_{a=0} T_{A,n} e^{-S_\Lambda + \delta S}]}{\text{Tr}[e^{-S_\Lambda + \delta S}]}.
$$

In the replica momentum representation, the $Q_{a=0}$ inside the trace becomes $\sum_p Q_p/n$, so that when evaluating the third order cumulant, only two of the three $Q_p$’s come with a factor of $p$. It follows that the RPA correction to the $Q_{a=0}$ vertex, shown in Fig. 10 does not vanish in the replica limit. Rather, it involves

$$
\left( \sum_{p_1=-\frac{n-1}{2}}^{\frac{n-1}{2}} p_1^2 \right) \left( \sum_{p_2=-\frac{n-1}{2}}^{\frac{n-1}{2}} \frac{1}{p_2} \right) = (C_{n,2})^2.
$$

However, since $\lim_{n \to 1} C_{n,2} = (n - 1)/6$, and since it is linear in $n - 1$ it survives in Eq. (2.45). Therefore, assuming this diagram indeed contributes to the $\log^2 \Lambda$ divergence, the topological quantization of $I^Q_4$ found in Eq. (2.61) is only a property of non-interacting Fermi gas, and does not persist in a two dimensional Fermi liquid.
VI. DISCUSSION AND CONCLUSION

In this paper we have established that the topology of the Fermi sea in a $D$-dimensional Fermi gas, characterized by the Euler characteristic $\chi_F$, is reflected in the multipartite entanglement of $D + 1$ regions that meet at a point. For odd $D$, the $(D+1)$-partite mutual information $\mathcal{I}_{D+1}$ provides a robust characterization of the Fermi gas, even in the presence of interactions. Thus, our result serves as a generalization of Calabrese and Cardy’s calculation of the bipartite entanglement entropy of a 1+1D conformal field theory, applied to an interacting Fermi gas. For $D = 3$, the mutual information does not probe $\chi_F$, but we introduced a modified “charge-weighted” mutual information $\mathcal{I}_3^Q$ that does, see Eq. (2.61). Unlike the $\mathcal{I}_4$, however, $\mathcal{I}_3^Q$ only provides a topological characterization of the non-interacting Fermi gas, and is perturbed by interactions.

Our results motivate several further questions. What is the significance of our inability to define an entanglement measure reflecting the topology of the Fermi sea for a two dimensional interacting Fermi liquid? Is there a fundamental obstruction to doing that, or might there be some other entanglement measure? We have found that Fermi liquids in $D = 3$ fall into distinct topological classes indexed by $\chi_F$. One of the grand themes in topological band theory has been the interplay between topology and symmetry [64, 65]. Does the presence of symmetries, like crystal symmetries, time reversal or Bogoliubov-de Gennes particle-hole symmetry in a superconductor, refine the topological classes of Fermi liquids?

It will also be interesting to clarify the connection between the topological mutual information that we have introduced and characterizations of the entanglement in higher dimensional conformal field theories. For example, for a $D = 3 + 1$ CFT, the bipartite entanglement entropy for a spherical region contains a universal logarithmic term proportional to the quantity “$a$”, which like “$c$” in $D = 1 + 1$, counts the low energy degrees of freedom [9–14]. The Euler characteristic $\chi_F$, even for $D = 3$, however, is more like $c$ than $a$. It characterizes not just the Fermi sea but also the Fermi surface (since $\chi_{SF} = 2\chi_F$), which defines a family of 1 + 1 dimensional chiral fermions. In this sense, a 3D Fermi liquid is more closely related to a 1+1D CFT than to 3+1D relativistic fermions. It will be interesting to clarify the connection between our theory of topological entanglement and a recently developed effective field theory of the Fermi surface [49] that accounts for non-linear effects, and generalizes earlier theories of bosonization of the Fermi surface [66, 67] which have been applied to study entanglement [19].

It will be interesting to examine the scaling behavior of $\mathcal{I}_4$ at a Lifshitz transition and to ask what happens in a Weyl semimetal, where the Fermi energy is at a Weyl point at $E = 0$, and the Fermi surface shrinks to zero. It is easy to check that $\chi_F$ is the same when the Fermi energy is above or below the Weyl point. However, when $E_F = 0$, our calculation of $\mathcal{I}_4$ breaks down, as Eq. (1.10) for $s_k(q_1, q_2, q_3)$ is only valid for $|q| \lesssim k_F$. When $k_F \to 0$ the expression is no longer valid. It follows that the limits $L \to \infty$ and $E_F \to 0$ do not commute, and for $E_F = 0$ we do not expect a $\log^L$ divergence of $\mathcal{I}_4$. We speculate that, for $E_F = 0$, $\mathcal{I}_4$ exhibits a weaker $\log L$ divergence that probes a topological property of the $3 + 1$ Dirac fermion conformal field theory. Indeed, for smooth entangling surfaces, the bipartite entanglement entropy for relativistic fermions exhibits a $\log L$ term whose coefficient probes both the intrinsic and extrinsic curvature of the surface [10]. However, extending this result to entangling surfaces with corners - which are necessarily present in our theory - remains an open problem [68–70].

It will be of interest to devise methods for measuring $\mathcal{I}_{D+1}$ - either numerically or experimentally. While we have shown that numerical calculation is straightforward for free fermions in $D = 2$, generalizing to $D = 3$, and in particular to interacting systems will require innovation. As discussed in Sec. V, the robustness of $\mathcal{I}_4$ in the presence of interaction is guaranteed only when it is constructed from the von Neumann entropy, see Eq. (1.5). Fermionic projected entangled pair states, and their Gaussian variants, can in principle grant access to the von Neumann entropy in higher dimensions [71, 72], but for low bond dimensions they do not capture the requisite logarithmic corrections to the entanglement area law. The same issue also plagues the fermionic multiscale entanglement renormalization ansatz (MERA) for $D > 1$ [73–77]. Nevertheless, a generalized version known as the branching MERA has been proposed to display logarithmic correction to the area law, given a suitably chosen holographic tree that characterizes the branching structure [78–80]. We thus expect the branching MERA to properly account for the mutual information that characterizes Fermi sea topology in higher dimensions. The connection between optimal branching network structures and the topology of Fermi sea is an interesting question for future studies. Rényi entropies are easier to access, but it remains to be investigated whether, and how, interactions would renormalize the mutual information $\mathcal{I}_4^{(n)}$.
constructed from Rényi entropies.

While it is difficult to measure entanglement directly in experiment, there have been proposals for how to measure it indirectly through charge fluctuations [39–41], which can be probed by existing experimental techniques [81–84]. In particular, the statistics of charge fluctuations at a quantum point contact as it is opened and closed contains a signature from which the 1D entanglement can be extracted [39]. It is tempting to ask whether such measurement setups could be generalized to two dimensions for measuring the third-order cumulant \((Q_A Q_B Q_C)\) in Eq. (2.60). One obvious complication is that, as we have shown, the connection between number correlations and the entanglement entropy is corrupted by electron-electron interactions. But perhaps for a sufficiently weakly interacting system, measurement of the number correlations could still probe the topology of Fermi sea. In addition, for a weakly interacting 2D system it would be interesting to devise a method for directly measuring \(s_M(\{q_a, \omega_a\})\) in Eq. (1.10), by scattering experiments.

In one dimension, the central charge \(c\) can be probed experimentally by the thermal response [85–88], which is also related to the gravitational response [89–91]. Importantly, this quantized response is insensitive to interactions. For \(D = 3\) we have found that the quantization of \(\mathcal{I}_4\) in terms of \(\chi_F\) is similarly robust in the presence of interactions. Does this define a quantized gravitational response? If so, is there a thermal analog that is accessible experimentally?

Finally, one of the fascinating things about \(c\) in \(D = 1 + 1\) is that it can be fractional [92, 93]. In a superconductor, chiral Majorana edge modes have \(c = 1/2\) [87], and more exotic strongly correlated states can have other fractions. It will be interesting to generalize our analysis to describe strongly interacting non-Fermi liquid phases [94], and explore whether \(\chi_F\) in three dimensions has an interpretation as a higher-order anomaly for the emergent Fermi surface.

\[ s_M(\{q_a, i\omega_a\}_{a=1}^{M-1}) = \int d^{D-1} \rho_{\mathcal{M}}(\tau) \frac{e^{i\sum_{a} \omega_a(\tau_a - \tau_M)}}{(2\pi)^D} \langle T_\tau \rho_{\mathcal{M}}(\tau) \ldots \rho_{\mathcal{M}}(\tau_M) \rangle_c, \tag{A1} \]

1. Ward Identity

Here we derive a recursive formula that allows us to determine \(s_M\) for all \(M\) by exploiting a Ward identity. We begin by defining the vertex function for \(M\) density operators,

\[ \Lambda_M(\mathbf{k}, \tau, \{q_a, \tau_a\}_{a=1}^{M}) = \langle T_\tau (c_{\mathbf{k}+\mathbf{q}}^\dagger(\tau) c_{\mathbf{k}}(\tau) \prod_{a=1}^{M} \rho_{q_a}(\tau_a)) \rangle \tag{A2} \]

along with its Fourier transform,

\[ \Lambda_M(\mathbf{k}, \{q_a, i\omega_a\}_{a=1}^{M}) = \int d^D \tau e^{i\sum_{a} \omega_a(\tau_a - \tau)} \Lambda_M(\mathbf{k}, \tau, \{q_a, \tau_a\}). \tag{A3} \]

Here \(q_a = \sum_a q_a\). Clearly,

\[ s_M(\{q_a, \omega_a\}_{a=1}^{M-1}) = \int d^D k \frac{e^{i\sum_{a} \omega_a(\tau_a - \tau)}}{(2\pi)^D} \Lambda_{M-1}(\mathbf{k}, \{q_a, \omega_a\}). \tag{A4} \]

We derive a Ward identity for \(\Lambda_M\) by differentiating with respect to \(\tau\), taking into account both the time dependence of the Heisenberg operators and the discontinuity at \(\tau = \tau_a\) due to the time ordering. Using the facts that

\[ [\mathcal{H}, c_{\mathbf{k}+\mathbf{q}E}^\dagger c_{\mathbf{k}}] = (\Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}}) c_{\mathbf{k}+\mathbf{q}E}^\dagger c_{\mathbf{k}} \tag{A5} \]

and

\[ [c_{\mathbf{k}+\mathbf{q}E}^\dagger c_{\mathbf{k}}, \rho_{q_a}] = \Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}} (c_{\mathbf{k}+\mathbf{q}E-q_a} c_{\mathbf{k}}) \tag{A6} \]

\((\Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}}\) is defined in 3.8) we obtain

\[ \left( \partial_\tau - \Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}} E_{\mathbf{k}} \right) \Lambda_M(\mathbf{k}, \tau, \{q_a, \tau_a\}) = \sum_{a=1}^{M} \Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}} \Lambda_{M-1}(\mathbf{k}, \tau, \{q_a, \tau_a\}) \delta(\tau - \tau_a), \tag{A7} \]
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Appendix A: Matsubara Correlation Function

Here we compute the correlation function of the density as a function of Matsubara frequency in a zero temperatur}

\[ s_M(\{q_a, i\omega_a\}_{a=1}^{M-1}) = \int d^{D-1} \rho_{\mathcal{M}}(\tau) \frac{e^{i\sum_{a} \omega_a(\tau_a - \tau_M)}}{(2\pi)^D} \langle T_\tau \rho_{\mathcal{M}}(\tau) \ldots \rho_{\mathcal{M}}(\tau_M) \rangle_c, \tag{A1} \]

where \(\rho_{q}(\tau) = e^{\mathcal{H}_\tau} \rho_{q} e^{-\mathcal{H}_\tau}\) and \(T_\tau\) indicates a time ordered product, with \(\tau\) increasing from right to left. \(s_M\) is a function of \(M - 1\) frequencies and momenta, constrained by \(\sum q_i = 0\) and \(\sum \omega_i = 0\). Since it depends only on time differences, we can fix \(\tau_M = 0\) in the integral. \(s_M\) can be evaluated using the standard diagrammatic technique by evaluating a single Fermion loop with \(M\) density vertices placed in all possible orders. For small \(M\) this is rather simple, but the calculation gets increasingly cumbersome for larger \(M\). We therefore seek a more systematic approach. We will employ a Ward identity that allows us to formulate a simple recursion relation that allows us to determine \(s_M\) for all \(M\).

1. Ward Identity

Here we derive a recursive formula that allows us to determine \(s_M\) for all \(M\) by exploiting a Ward identity. We begin by defining the the vertex function for \(M\) density operators,

\[ \Lambda_M(\mathbf{k}, \tau, \{q_a, \tau_a\}_{a=1}^{M}) = \langle T_\tau (c_{\mathbf{k}+\mathbf{q}}^\dagger(\tau) c_{\mathbf{k}}(\tau) \prod_{a=1}^{M} \rho_{q_a}(\tau_a)) \rangle \tag{A2} \]

along with its Fourier transform,

\[ \Lambda_M(\mathbf{k}, \{q_a, i\omega_a\}_{a=1}^{M}) = \int d^D \tau e^{i\sum_{a} \omega_a(\tau_a - \tau)} \Lambda_M(\mathbf{k}, \tau, \{q_a, \tau_a\}). \tag{A3} \]

Here \(q_a = \sum_a q_a\). Clearly,

\[ s_M(\{q_a, \omega_a\}_{a=1}^{M-1}) = \int d^D k \frac{e^{i\sum_{a} \omega_a(\tau_a - \tau)}}{(2\pi)^D} \Lambda_{M-1}(\mathbf{k}, \{q_a, \omega_a\}). \tag{A4} \]

We derive a Ward identity for \(\Lambda_M\) by differentiating with respect to \(\tau\), taking into account both the time dependence of the Heisenberg operators and the discontinuity at \(\tau = \tau_a\) due to the time ordering. Using the facts that

\[ [\mathcal{H}, c_{\mathbf{k}+\mathbf{q}E}^\dagger c_{\mathbf{k}}] = (\Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}}) c_{\mathbf{k}+\mathbf{q}E}^\dagger c_{\mathbf{k}} \tag{A5} \]

and

\[ [c_{\mathbf{k}+\mathbf{q}E}^\dagger c_{\mathbf{k}}, \rho_{q_a}] = \Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}} (c_{\mathbf{k}+\mathbf{q}E-q_a} c_{\mathbf{k}}) \tag{A6} \]

\((\Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}}\) is defined in 3.8) we obtain

\[ \left( \partial_\tau - \Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}} E_{\mathbf{k}} \right) \Lambda_M(\mathbf{k}, \tau, \{q_a, \tau_a\}) = \sum_{a=1}^{M} \Delta^{\mathbf{k}+\mathbf{q}E}_{\mathbf{k}} \Lambda_{M-1}(\mathbf{k}, \tau, \{q_a, \tau_a\}) \delta(\tau - \tau_a), \tag{A7} \]
Fourier transforming on $\tau_a$, this leads to a recursion relation obeyed by $\Lambda_M(k, \{q_a, i\omega_a\})$:

$$\Lambda_M(k, \{q_a, i\omega_a\}) = \sum_{b=1}^{M} \frac{1}{i\omega_N - \Delta_{k}^{k+q_b}E_k}$$

(A8)

$$\Delta_{k}^{k+q_b} \Lambda_{M-1}(k, \{q_a, i\omega_a\} | a \neq b).$$

where $\omega_N = \sum_a \omega_a$

This allows us to determine $\Lambda_M$ for all $M$, and after integrating over $k$ we obtain $s_M$. For $M = 1$ we have simply

$$s_1 = \int \frac{d^Dk}{(2\pi)^D} f_k. \quad \text{(A9)}$$

Then,

$$s_2(q, i\omega) = \int \frac{d^Dk}{(2\pi)^D} \frac{1}{i\omega - \Delta_{k}^{k+q}E_k} \Delta_{k}^{k+q}f_k. \quad \text{(A10)}$$

and

$$s_3(q_{1,2}, i\omega_{1,2}) = \int \frac{d^Dk}{(2\pi)^D} \sum_{a \neq b \neq c=1} \frac{1}{i\omega_a + i\omega_b - \Delta_{k}^{k+q_a+q_b}E_k} \Delta_{k}^{k+q_a+q_b}f_k. \quad \text{(A11)}$$

The case $M = 3$ was also studied in Ref. 22, where the retarded response function was computed. That result is related to this by analytic continuation $i\omega \to \omega + i\eta$. For $M = 4$ we have

$$s_4(\{q_a, i\omega_a\}) = \int \frac{d^Dk}{(2\pi)^D} \sum_{a \neq b \neq c \neq d=1} \frac{1}{i\omega_a + i\omega_b + i\omega_c - \Delta_{k}^{k+q_a+q_b+q_c}E_k} \Delta_{k}^{k+q_a+q_b+q_c}f_k. \quad \text{(A12)}$$

Clearly this pattern extends to all orders.

2. Equal-Time Correlation Function

To compute the equal-time correlation function, we integrate over the Matsubara frequencies. Here we will do the analysis for the cases $D = 2$ and $D = 3$ separately.

$$a. \quad D=2$$

For a given $a$ and $b$ in the sum in (A11) it is useful to define new frequencies, $\Omega_1 = \omega_a$ and $\Omega_2 = \omega_a + \omega_b$.

Then

$$e^{-i(\omega_a \tau_{a3} + \omega_b \tau_{b3})} = e^{-i(\Omega_1 \tau_{ab} + \Omega_2 \tau_{b3})}, \quad \text{(A13)}$$

and we can evaluate the sums over $\Omega_1$ and $\Omega_2$ independently. We evaluate the sums in the equal-time limit, but we must account for the operator ordering in $\langle \rho_{q_a} \rho_{q_b} \rho_{q_c} \rangle$ by keeping an infinitesimal time difference $\tau_{ab} = \eta \text{sgn}(b-a)$, that serves as a convergence factor for the integration. The sums are then evaluated by contour integration. For example,

$$\sum_{i\Omega_1} \frac{e^{-i\eta \Omega_1 \text{sgn}(b-a)}}{\Omega_1 - \Delta_{k}^{k+q_a}E_k} = \begin{cases} -\theta_a & a < b \\ -\bar{\theta}_a & a > b \end{cases} \quad \text{(A14)}$$

and since $b < 3$

$$\sum_{i\Omega_2} \frac{e^{-i\eta \Omega_2 \text{sgn}(3-b)}}{i\Omega_2 - \Delta_{k}^{k+q_a+q_b}E_k} = -\theta_{ab}, \quad \text{(A15)}$$

Here we adopt the shorthand notation

$$\theta_{a(b)} = 1 - \bar{\theta}_{a(b)} = \theta(\Delta_{k}^{k+q_a}(+q_b)E_k). \quad \text{(A16)}$$

This leads to

$$s_3(q_1, q_2) = \int \frac{d^2k}{(2\pi)^2} \left[ \theta_{12} \Delta_{k}^{k+q_1} \left( \theta_1 \Delta_{k}^{k+q_2} f_k \right) - \theta_{21} \Delta_{k}^{k+q_1} \left( \theta_2 \Delta_{k}^{k+q_2} f_k \right) \right]. \quad \text{(A17)}$$

We now consider the limit $q \to 0$, so that $\Delta_{k}^{k+q_1} \to q_1 \cdot \nabla_k$ and $\theta_1 \to \theta(v_k \cdot q_1)$. We will keep the discrete derivative notation for a few more steps because it makes the formulas more compact, but now it should be understood that $\Delta_{k}^{k+q_1} = \Delta_{k}^{k-q_1}$. In addition, we use $q_2 = -q_1 - q_3$ to write $s_3$ in terms of $q_1$ and $q_3$. (We are free to do this, since $s_3$ can be expressed in terms of any pair of $q$’s.) It follows that $\theta_{12} \to \theta_3$. We also integrate by parts on $k$ to obtain

$$s_3(q_1, q_3) = \int \frac{d^2k}{(2\pi)^2} f_k \left[ \Delta_{k}^{\Delta^{k-q_1}} \left( \theta_1 \Delta_{k}^{k+q_3} \bar{\theta}_3 \right) - \Delta_{k}^{\Delta^{k+q_3}} \left( \theta_{13} \Delta_{k}^{k-q_1} \bar{\theta}_3 \right) \right]. \quad \text{(A18)}$$

Since the derivatives on the left (outside the parentheses) can be integrated by parts so that they act on $f_k$, the derivatives inside the parentheses are proportional to $\delta(v_k \cdot q_3)$. We can therefore set $v \cdot q_3 = 0$ in the rest of the integral, so $\theta_{13} \to \theta_1$. It can then be checked that the terms involving second derivatives $\Delta_{k}^{\Delta^{k+q_3}} \Delta_{k}^{k+q_1} \theta_3$ cancel. Using $\nabla_k \bar{\theta}_3 = -\nabla_k \theta_3$ we write

$$s_3(q_1, q_3) = \int \frac{d^2k}{(2\pi)^2} f_k \left[ \Delta_{k}^{\Delta^{k-q_1}} \left( \theta_1 \Delta_{k}^{k+q_3} \theta_3 \right) + \Delta_{k}^{\Delta^{k+q_3}} \left( \theta_{13} \Delta_{k}^{k-q_1} \theta_3 \right) \right]. \quad \text{(A19)}$$
Now it can be observed that the terms in which all four derivatives involve $q_1 \cdot \nabla_k$ cancel, so

$$s_3(q_1, q_3) = \int \frac{d^3k}{(2\pi)^3} f_k \left[ (q_1 \cdot \nabla_k \theta_1) (q_3 \cdot \nabla_k \theta_3) - (q_3 \cdot \nabla_k \theta_1) (q_1 \cdot \nabla_k \theta_3) \right]. \quad (A20)$$

This has exactly the same form as (3.17). The only difference is that it is written as a function of $q_1$ and $q_3$ instead of $q_1$ and $q_2$. But since $s_3$ can be expressed in terms of any pair of $q$'s that does not matter.

\[ \text{b. } D=3 \]

We now evaluate the frequency integral for (A12). The calculation is very similar to the $D=2$ calculation in the previous section. It’s just a bit more complicated. For a given $a, b$ and $c$ in the sum in (A12) it is again useful to define new independent frequencies, $\Omega_1 = \omega_a$, $\Omega_2 = \omega_b + \omega_c$, and $\Omega_3 = \omega_a + \omega_b + \omega_c$. Then, noting that

$$e^{-i(\omega_a \tau_{ab} + \omega_b \tau_{bc} + \omega_c \tau_{ac})} = e^{-i(\Omega_1 \tau_{ab} + \Omega_2 \tau_{bc} + \Omega_3 \tau_{ac})} \quad (A21)$$

the integrals over $\Omega_{1,2,3}$ can be performed independently, as in (A14) and (A15). There are now 6 terms in the sum over $a, b, c$. The result is

$$s_4(q_1, q_2, q_3) = \int \frac{d^3k}{(2\pi)^3} f_k \left\{ \right.$$  

$$\left.ight.$$  

$$-\theta_{123} \Delta_k^{k+q_1} \left[ \theta_{12} \Delta_k^{k+q_2} \left( \theta_1 \Delta_k^{k+q_1} f_k \right) \right] + \theta_{123} \Delta_k^{k+q_1} \left[ \theta_{12} \Delta_k^{k+q_2} \left( \theta_2 \Delta_k^{k+q_1} f_k \right) \right] + \theta_{123} \Delta_k^{k+q_2} \left[ \theta_{13} \Delta_k^{k+q_1} \left( \theta_1 \Delta_k^{k+q_1} f_k \right) \right] $$

$$+ \theta_{123} \Delta_k^{k+q_2} \left[ \theta_{13} \Delta_k^{k+q_1} \left( \theta_2 \Delta_k^{k+q_1} f_k \right) \right] + \theta_{123} \Delta_k^{k+q_1} \left[ \theta_{23} \Delta_k^{k+q_2} \left( \theta_1 \Delta_k^{k+q_1} f_k \right) \right] - \theta_{123} \Delta_k^{k+q_1} \left[ \theta_{23} \Delta_k^{k+q_2} \left( \theta_2 \Delta_k^{k+q_1} f_k \right) \right] \} \right\}. \quad (A22)$$

We take the $q \to 0$ limit, write $q_1 = -q_2 - q_3 - q_4$ and integrate by parts to obtain

$$s_4(q_2, q_3, q_4) = \int \frac{d^3k}{(2\pi)^3} f_k \left\{ \right.$$  

$$\left.ight.$$  

$$-\Delta_k^{k+q_2+q_3+q_4} \left[ \bar{\theta}_{34} \Delta_k^{k-q_2} \left( \bar{\theta}_{34} \Delta_k^{k-q_2} \bar{\theta}_{34} \right) \right] + \Delta_k^{k-q_2} \left[ \bar{\theta}_{13} \Delta_k^{k+q_2+q_3+q_4} \left( \bar{\theta}_{34} \Delta_k^{k-q_2} \bar{\theta}_{34} \right) \right] + \Delta_k^{k+q_2+q_3+q_4} \left[ \bar{\theta}_{13} \Delta_k^{k-2q_2} \left( \bar{\theta}_{24} \Delta_k^{k-q_2} \bar{\theta}_{24} \right) \right] + \Delta_k^{k-q_2+q_3+q_4} \left[ \bar{\theta}_{12} \Delta_k^{k+q_2+q_3+q_4} \left( \bar{\theta}_{24} \Delta_k^{k-q_2} \bar{\theta}_{24} \right) \right] + \Delta_k^{k-q_2+q_3+q_4} \left[ \bar{\theta}_{12} \Delta_k^{k-q_2+q_3+q_4} \left( \bar{\theta}_{24} \Delta_k^{k-q_2} \bar{\theta}_{24} \right) \right] - \Delta_k^{k-q_2+q_3+q_4} \left[ \bar{\theta}_{12} \Delta_k^{k-q_2} \left( \bar{\theta}_{23} \Delta_k^{k+q_2+q_3+q_4} \bar{\theta}_{24} \right) \right] \} \right\}. \quad (A23)$$

This can be simplified similar to (A19), except there are a few more steps. First, since we can have the first three derivatives act to the left, the single derivative on $\bar{\theta}_4$ allows us to replace $\bar{\theta}_2 \rightarrow \bar{\theta}_3$ and $\bar{\theta}_4 \rightarrow \bar{\theta}_1$ in the first term, along with similar replacements in the other terms. Then it can be observed that all terms with more than one derivative acting to the right on $\bar{\theta}_4$ cancel. This allows us to integrate by parts again to have a single derivative acting on $\bar{\theta}_3$, which allows us to replace $\bar{\theta}_3 \rightarrow \bar{\theta}_2$ in the first term, along with similar replacements in the other terms. Finally it can be observed that all terms with two derivatives acting on the middle $\theta$ function cancel. Replacing $\nabla_k \theta \rightarrow -\nabla_k \theta$ this becomes

$$s_4(q_2, q_3, q_4) = \int \frac{d^3k}{(2\pi)^3} f_k \left\{ \right.$$  

$$\left.ight.$$  

$$+ \left( \Delta_k^{k+q_2+q_3+q_4} \right) \left( \Delta_k^{k-q_2} \right) \left( \Delta_k^{k-q_3} \right) \left( \Delta_k^{k-q_4} \right) \right\}. \quad (A24)$$

Finally, terms with repeated $q$'s cancel, allowing us to write

$$s_4(q_2, q_3, q_4) = \int \frac{d^3k}{(2\pi)^3} f_k \left\{ \right.$$  

$$\left.ight.$$  

$$+ \left( \Delta_k^{k+q_2+q_3+q_4} \right) \left( \Delta_k^{k-q_2} \right) \left( \Delta_k^{k-q_3} \right) \left( \Delta_k^{k-q_4} \right) \right\}. \quad (A25)$$

This can then be expressed in the form of Eq. (3.25). Following the same analysis as the $D=2$ case, this allows us to express the result in terms of the critical points in $E(k)$ using (3.26).

### Appendix B: Geometric Proof of Universal Density Correlations for $D = 2$

In Sec. III and Appendix A, we have argued that the $(D+1)^{th}$ order equal-time density correlation function for a free Fermi gas in $D$-dimension obeys a universal behavior, namely

$$s_{D+1}(q_1, \ldots, q_D) \equiv \int \frac{d^Dq_{D+1}}{(2\pi)^D} \langle \rho_{q_1} \rho_{q_2} \cdots \rho_{q_{D+1}} \rangle_c \equiv \frac{\chi_F}{(2\pi)^D |\det Q|}, \quad (B1)$$

where $\chi_F$ is the Fermi integral of the system and $Q$ is the matrix of the correlation function.
where $\rho_q$ is defined Eq. (3.2), $|\det Q|$ is the volume of the $D$-dimensional parallelepiped formed by $q_i$, and $\chi_F$ is the Euler characteristic of the Fermi sea. The $D = 1$ result is elementary, while for $D = 2$ and $D = 3$ we have presented analytic proofs in the limit $q \to 0$. Notably, numerical evaluation of the integral in Eq. (B1) suggests that this result holds exactly even away from the limit $q \to 0$, as long as $q$ is smaller than a finite momentum cut-off that characterizes the shape of Fermi sea. In this appendix, we present a geometric proof for $D = 2$, in spirit of the $D = 1$ proof, to establish this stronger statement.

For $D = 1$, the universal relation reads

$$\int dk f_k \bar{f}_{k+q} = \chi_F |q|, \quad (B2)$$

where $f_k = \theta(E_F - E_k)$ is the Fermi occupation factor and $\bar{f}_k = 1 - f_k$. This can be easily understood by noticing that the integrand $f_k \bar{f}_{k+q}$ is only when the momentum point $k$ lies within the Fermi sea while $k + q$ lies outside. The integrand is 0 otherwise. If we visualize $f_k \bar{f}_{k+q}$ as an interval, see Fig. 11(a), then the integral measures the totality of configurations for putting this interval around the boundary of Fermi sea (here the Fermi points) such that one end (with $f_k$) is inside the Fermi sea while the other end (with $\bar{f}_{k+q}$) is outside. Clearly, as long as $|q|$ is smaller than the distance between any two Fermi points, the result is simply $|q|$ (i.e. the length of the interval) times the number of pairs of Fermi points (i.e. $\chi_F$ for 1D Fermi sea). This establishes Eq. (B2).

For $D = 2$, as explained in Sec. III A, the universal relation asserts that

$$\int d^2k f_k \bar{f}_{k+q_1}(\bar{f}_{k+q_1+q_2} - f_k) = \chi_F |q_1 \times q_2|, \quad (B3)$$

In spirit of the geometric argument for $D = 1$, let us visualize the integrand $f_k \bar{f}_{k+q_1}(\bar{f}_{k+q_1+q_2} - f_k)$ as a parallelogram (call it $P$), see Fig. 11(b). The integral measures the totality of configurations for overlapping $P$ with the Fermi sea such that certain corners are inside the Fermi sea while others are outside. There are only two scenarios where the integrand $P$ can be non-zero:

(A) when $k$ is the only corner of $P$ located inside the Fermi sea, then $P = +1$;

(B) when $k + q_1$ is the only corner located outside the Fermi sea, then $P = -1$.

To help distinguishing these two scenarios, we label the $k$-corner by a solid circle and the $(k + q_1)$-corner by an open circle.

Given these two scenarios, let us look at a schematic Fermi sea depicted in Fig. 11(b). For concreteness, we consider an electron-like Fermi pocket. We put the parallelogram $P$ close to the Fermi surface at various locations labeled by (i-iii). It is clear that when $P$ is placed at location (iii), neither scenario (A) nor (B) can be realized. These are locations far away from the critical point on the Fermi surface where $v_x = 0$ and $\text{sgn}(v_y) = \text{sgn}(q_1y)$ (the coordinate system is set up such that $q_2 \parallel \hat{x}$), which is marked by the red star in the figure and shall be denoted as $C$. For those configurations, $P = 0$. When the parallelogram is placed at location (ii), both scenarios (A) and (B) can be realized. Nevertheless, by shifting the parallelogram along the $q_2$-direction, one can easily check that scenario (A) is realized just as much as (B) is, and hence the net contribution there is again zero. We are left with location (i) to examine.

We have illustrated in Fig. 12 several situations in which the parallelogram $P$ is placed close to a Fermi surface critical point $C$, at which $v_x = 0$ and $\text{sgn}(v_y) = \text{sgn}(q_1y)$. Here what we mean by “close” is that it is impossible to shift the parallelogram in the $\hat{x}$-direction such that all four corners are entirely inside the Fermi sea. The dashed parallelogram correspond to the critical situation, so that if $P$ is placed below it, then $P$ is located at region (ii) shown in Fig. 11. Thus, let us focus on the situation where $P$ is located above the dashed parallelogram. Figure 12(a) illustrates the situation when the top edge of $P$ is slightly below the critical point $C$, with $k + q_1 + q_2$ right at the Fermi surface and $k + q_1$ being the only corner outside the Fermi sea. This realizes scenario (B) and gives $P = -1$. This remains true when the parallelogram is shifted in the $-\hat{x}$-direction until $k + q_1 + q_2$ exits the Fermi sea. Such a negative contribution, however, is completely canceled by the situation depicted in Fig. 12(b), which realizes scenario (A) to give $P = +1$ for
each such configuration. Notice that a crucial assumption has been made: the radius of curvature on the Fermi surface near $C$ has to be large enough (or $q_{1,2}$ be small enough) such that the corner $k + q_1 + q_2$ exits the Fermi sea before $k - q_2$ does, as indicated in Fig. 12(a). More precisely, in addition to requiring $|q_{1,2}| < cR$, we also require $|q_{1y}| > c'q^2/R$ (where $R$ is the radius of curvature, $c$ and $c'$ are some geometry-dependent parameters). It is this assumption that guarantees the aforementioned cancellation, and leads to the universal density correlation. Clearly, this assumption can always be satisfied for small enough yet finite $q$, as long as $q_{1y} \neq 0$ (i.e. $[q_1 \times q_2] \neq 0$). When this assumption is violated, there will be $O(q^3)$ correction to Eq. (B3).

Finally, let us consider the non-vanishing contribution coming from the situation depicted in Fig. 12(c). Let us first place the $(k - q_2)$-corner right at the Fermi surface. The assumption made above guarantees that the $k$-corner is the only corner lying inside the Fermi sea, thus realizing scenario (A) and gives $P = +1$. This remains true when the parallelogram is shifted in the $-\hat{x}$ direction until the whole parallelogram exits the Fermi sea (the amount of shift is $|q_2|$). Notice that we can also shift the parallelogram in the vertical direction, as long as $k$ lies between the top and bottom edges of the dashed parallelogram. We can thus slide the $(k - q_2)$-corner along the Fermi surface, as indicated by the red arrow in the figure, and perform horizontal shift by amount up to $|q_2|$ to obtain all configurations that contribute to Eq. (B3). The integral is thus evaluated to be $|q_1 \times q_2|$.

In the specific case we just discussed, $\chi_F = 1$, and there is just one critical point $C$ on the Fermi surface, which is convex in nature (i.e. $\partial_x v_x > 0$). If there is a concave critical point, the same reasoning presented above would conclude that there is a $|q_1 \times q_2| \cdot (-1)$ contribution to the integral in Eq. (B3). Therefore, in the most generic case where the Fermi surface has $c$-convex critical points and $\delta$-concave critical points, and noting that $\chi_F = c - \delta$ [22], we arrive at Eq. (B3).

Appendix C: Fourier Transform of $s_{D+1}(q_1, \ldots, q_D)$

In this section we compute the long wavelength correlation function $s_{D+1}(r_1, \ldots, r_{D+1})$ by taking the Fourier transform of Eq. 1.10,

$$s_{D+1} = \chi_F \frac{1}{(2\pi)^D(D+1)} e^{i \sum_{n=1}^D q_n(r_n - r_{D+1})} |\det Q|.$$

We will consider the cases $D = 2$ and $D = 3$ separately. In each case it will be useful to write $|\det Q| = (\det Q)\text{sgn}(|\det Q|)$. $\det Q$ will act as derivatives (which will subsequently be integrated) acting on the Fourier transform of $\text{sgn}(|\det Q|)$. Since $[\rho(r_n), \rho(r_4)] = 0$ we expect $s_{D+1}(r_1, \ldots, r_{D+1})$ to be invariant under permutations of $r_n$.

1. D=2

In $D = 2$ we have $|\det Q| = q_1 \times q_2$ (expressed as a 2D cross product). It follows that we can write

$$s_3(r_1, r_2, r_3) = -\frac{\chi_F}{(2\pi)^3} (\nabla_1 \times \nabla_2) F_3(r_{13}, r_{23}),$$

where $r_{ab} = r_a - r_b$ and

$$F_3(r_1, r_2, r_3) = \int d^2 q_1 d^2 q_2 e^{i q_1 \cdot r_{13} + i q_2 \cdot r_{23}} \text{sgn}(q_1 \times q_2).$$

Let us write $q_2 = q_2 |q_1 + q_2| \hat{z} \times \hat{q}_1$. Then the integral over $q_{2\parallel}$ gives $2\pi \delta(q_1 \cdot r_{23})$, while the integral over $q_{2\perp}$ (which involves $\text{sgn}(q_{2\perp})$) gives $2i/(q_1 \times r_{23})$. This can be written as

$$F_3(r_1, r_2, r_3) = 4\pi i \int d^2 q_1 d^2 q_2 e^{i q_1 \cdot r_{13} + i q_2 \cdot r_{23}} \frac{|q_1|^2 \delta(q_1 \cdot r_{23})}{|q_2|^2} \frac{q_1 \times r_{23}}{q_2}.$$

Next write $q_1 = q_{1\parallel} r_{23} + x_{1\perp} r_{23} \times \hat{z}$. Then, the $\delta$-function sets $q_{1\parallel} = 0$, so we obtain

$$F_3(r_1, r_2, r_3) = 4\pi i \int dx_{1\perp} e^{i x_{1\perp} (r_{13} \times r_{23})}.$$

This can be simplified by noting that without the $x_{1\perp}$ outside the exponent the integral is $2\pi \delta(A_{123})$, where $A_{123} \equiv r_{13} \times r_{23} = r_{23} \times r_{31}$ is the area of the triangle formed by $r_1$, $r_2$ and $r_3$. The $x_{1\perp}$ can be generated by differentiating with respect to $r_3$. Noting that $(r_{21} \times \nabla_3) A_{123} = r_{21} \times (\hat{x} \times r_{21}) = |r_{21}|^2$ we obtain

$$F_3(r_1, r_2, r_3) = 8\pi^2 r_{21} \times \nabla_3 |r_{21}|^2 \delta(r_{21} \times r_{31}).$$
Thus,
\[ s_3(r_1, r_2, r_3) = -\frac{\chi_F}{8\pi^2} \nabla_1 \times \nabla_2 r_{21} \times \nabla_3 \delta(r_{21} \times r_{31}). \] (C7)

Note that despite its appearance, \( s_3 \) is invariant under permutations of \( r_1, r_2 \) and \( r_3 \). It can also be written as \( \chi_F \delta''(A_{123})/(8\pi^4) \). However, Eq. (C7) is a more useful form for integrating over \( r_a \). Since the dominant contribution comes from when \( A_{123} \approx 0, r_1, r_2 \) and \( r_3 \) must lie along a straight line.

2. \( D=3 \)

For \( D = 3 \) we have \( \det[Q] = (q_1 \times q_2) \cdot q_3 \), so we can write
\[ s_4([r_K]) = (\nabla_1 \times \nabla_2) \cdot \nabla_3 F_4([r_K]), \] (C8)
where \( K = 1, 2, 3, 4 \) and
\[ F_4([r_K]) = i\chi_F \int \frac{d^3 q_1 d^3 q_2 d^3 q_3}{(2\pi)^6} e^{i (q_1 \cdot r_{14} + q_2 \cdot r_{24} + q_3 \cdot r_{34})/\text{sgn}[(q_1 \times q_2) \cdot q_3]}. \] (C9)

We now write
\[ q_3 = q_{3\|} \frac{q_1 \times q_2}{|q_1 \times q_2|} + q_{3\perp}, \] (C10)
where \( q_{3\perp} \) is in the plane spanned by \( q_1 \) and \( q_2 \). Then, \( \text{sgn}[(q_1 \times q_2) \cdot q_3] = \text{sgn} q_{3\|} \), so that the integral over \( q_{3\perp} \) gives \((2\pi)^2 \delta^2(r_{34} \times (q_1 \times q_2))/(q_1 \times q_2)\). Note that this is a two dimensional \( \delta \)-function that constrains \( r_{34} \parallel q_1 \times q_2 \), so that the two components of \( r_{34} \) in the plane spanned by \( q_1 \) and \( q_2 \) vanish. The integral over \( q_{3\perp} \) gives \( 2|q_1 \times q_2|/(q_1 \times q_2) \cdot r_{34} \). The result of the \( q_3 \) integration can thus be written as
\[ F_4([r_K]) = -\frac{2\chi F}{(2\pi)^6} \int d^3 q_1 d^3 q_2 e^{i (q_1 \cdot r_{14} + q_2 \cdot r_{24})} \delta^2 \left( r_{34} \times \frac{q_1 \times q_2}{|q_1 \times q_2|} \right) \frac{|q_1 \times q_2|}{|q_1 \times q_2|}. \] (C11)

We next decompose \( q_1 \) and \( q_2 \) into components parallel and perpendicular to \( r_{34} \), by writing \( q_a = q_{a\parallel} \hat{r}_{34} + q_{a\perp}, \) for \( a = 1, 2 \), where \( q_{a\perp} \cdot r_{34} = 0 \). Using the fact that \( r_{34} \times (q_1 \times q_2) = q_2 (r_{34} \cdot q_1) - q_1 (r_{34} \cdot q_2) = q_{34} (q_{1\perp} q_{2\perp} - q_{2\perp} q_{1\perp}) \), the \( \delta \)-function in the integral can be written
\[ \delta^2 \left( r_{34} \times \frac{(q_1 \times q_2)}{|q_1 \times q_2|} \right) = \frac{|q_1 \times q_2|^2}{|r_{34}|^2} \delta^2 (q_{1\perp} q_{2\perp} - q_{2\perp} q_{1\perp}) \]
\[ = \frac{|q_{1\perp} \times q_{2\perp}|}{|r_{34}|^2} \delta(q_{1\perp}) \delta(q_{2\perp}), \] (C12)
where in the second equality we used the fact that the Jacobian of the argument of the \( \delta \)-function, when expressed as a function of \( q_{1\|} \) and \( q_{2\|} \) is \( |\partial(q_{1\perp} \cdot q_{2\perp})/\partial(q_{1\|}, q_{2\|})| = |q_{1\perp} \times q_{2\perp}| \), and the \( \delta \)-function sets \( q_{a\perp} = 0 \).

Now, using the fact that \( |q_{1\perp} \times q_{2\perp}|^2/(q_{1\perp} \times q_{2\perp}) \cdot r_{34} = (q_{1\perp} \times q_{2\perp}) \cdot r_{34}/|r_{34}|^2 \), we get
\[ F_4([r_K]) = -\frac{2\chi F}{(2\pi)^6} \int d^2 q_{1\perp} d^2 q_{2\perp} e^{i (q_{1\perp} \cdot r_{14} + q_{2\perp} \cdot r_{24})} \frac{r_{34} \cdot (q_{1\perp} \times q_{2\perp})}{|r_{34}|^4}, \] (C13)
where \( q_{1\perp} \) and \( q_{2\perp} \) are integrated over the plane perpendicular to \( r_{34} \). This can then be written as
\[ F_4([r_K]) = -\frac{2\chi F}{(2\pi)^6} \frac{\nabla_1 \cdot (r_{34} \times q_{2\perp}) \delta^2 (r_{14} \times r_{34}) \delta^2 (r_{24} \times r_{34})}{|r_{34}|^4}, \] (C14)
\[ \delta^2 (r) = (2\pi)^2 \int d^2 q_{1\perp} e^{i q_{1\perp} \cdot r} \text{ is a 2D } \delta \text{-function for the components of \( r \) perpendicular to \( r_{34} \). Using } \delta^2 (r) = \delta^2 (r)/|r_{34}|^2 \text{ this can be written as} \]
\[ F_4([r_K]) = -\frac{2\chi F}{(2\pi)^6} \nabla_1 \cdot (r_{34} \times q_{2\perp}) \delta^2 (r_{14} \times r_{34}) \delta^2 (r_{24} \times r_{34}). \] (C15)

Finally, in (C8), we can substitute \( \nabla_1 \rightarrow -\nabla_2 - \nabla_3 - \nabla_4 \) to trade \( (\nabla_1 \times \nabla_2) \cdot \nabla_3 \) for \( (\nabla_1 \times \nabla_3) \cdot \nabla_2 \), and after combining (C8) and (C15) we obtain
\[ s_4([r_K]) = -\frac{2\chi F}{(2\pi)^6} \left( (\nabla_4 \times \nabla_3) \cdot \nabla_2 \right) \nabla_1 \cdot \left( (r_{34} \times q_{2\perp}) \delta^2 (r_{14} \times r_{34}) \delta^2 (r_{24} \times r_{34}) \right). \] (C16)

Note, that like (C7), this expression is invariant under permutations of \( r_1, r_2, r_3 \) and \( r_4 \). In addition, it can be seen that \( r_1, r_2, r_3 \) and \( r_4 \) must all lie close to the same straight line.

**Appendix D: Real Space Integrals**

In this section we evaluate \( \langle Q_A Q_B Q_C \rangle_c \) for \( D = 2 \) and \( \langle Q_A Q_B Q_C Q_D \rangle_c \) for \( D = 3 \) by integrating \( s_{D+1}(r_1, ..., r_{D+1}) \) over the \( D+1 \) regions. We will treat the cases \( D = 2 \) and \( D = 3 \) separately.

1. \( D=2 \)

Here we evaluate
\[ \langle Q_A Q_B Q_C \rangle_c = \int_{A,B,C} d^2r_A d^2r_B d^2r_C s_3(r_A, r_B, r_C), \] (D1)
where the regions \( A, B, \) and \( C \) that partition the infinite plane meet at the origin and are separated by three rays, specified by unit vectors \( \hat{n}_{ab} = -\hat{n}_{ba}, \) for \( a \neq b = A,B,C \). In addition the boundary rays define unit normals, \( \hat{n}_{ab} = -\hat{n}_{ba}, \) which points to region \( a \) from region \( b \). We anticipate that the integral will diverge logarithmically with system size, so we cut off the
The integrals at a finite radius \( r = L \). We will see that the coefficient of the \( \log^2 L \) divergence will be independent of the angles between the rays, provided all angles are less than \( \pi \). When one of the angles is larger than \( \pi \) the result is modified (though it is still quantized). A related modification of the third order response function was discussed in Ref. 22. For simplicity, here we will focus only on the case where all the angles are less than \( \pi \).

Using Eq. (C7), which shows that \( \delta_3(\{ r_k \}) \) is a total derivative, we can write

\[
\langle Q_A Q_B Q_C \rangle_c = \frac{\chi_F}{8\pi^4} I
\]  

with

\[
I = -\int_{\partial A, \partial B, \partial C} \frac{(dS_A \times dS_B)(r_{BA} \times dS_C)}{|r_{BA}|^2} \delta(r_{BA} \times r_{CA}),
\]

where the integrals are over the boundaries of regions \( A, B \) and \( C \), with normal length elements \( dS_{A,B,C} \).

The argument of the \( \delta \)-function is the twice the area of the triangle formed by \( r_A, r_B \) and \( r_C \). It follows that provided \( r_A, r_B \) and \( r_C \) are separated from each other, the integral will be dominated by straight lines in which two of the \( r \)'s are along one of the rays and the third \( r \) is at the triple point where the three regions meet. There will be two cases: (1) \( r_B \) and \( r_C \) are integrated along rays \( \hat{m}_{BC} \), and \( r_A \) is integrated along ray \( \hat{m}_{AB} \); and (2) \( r_A \) and \( r_C \) are integrated along rays \( \hat{m}_{AC} \) and \( \hat{m}_{BC} \), and \( r_B \) is integrated along rays \( \hat{m}_{AB} \) and \( \hat{m}_{AC} \). A third possibility, where \( r_A \) and \( r_B \) are along ray \( \hat{m}_{AB} \) is not present because \( dS_A \parallel dS_B \). Case (1) is shown in Fig. 13 and will be considered in detail. Case (2) gives an identical result, so we will write \( I = I_1 + I_2 = 2I_1 \).

To evaluate \( I_1 \), shown in Fig. 13, consider Cartesian coordinates centered at the triple point with the \( x \) axis along \( \hat{m}_{BC} \). Then \( r_B = x_B \hat{x} \), \( r_C = x_C \hat{x} \) and \( r_A = x_A(y_A) \hat{x} + y_A \hat{y} \). Here it is useful to parametrize the position along the boundary of region \( A \) in terms of \( y_A \). \( x_A(y_A) \) will depend on the angles of \( \hat{m}_{AB} \) and \( \hat{m}_{AC} \), but we will see that that dependence drops out of the answer. The ingredients of the integral are then,

\[
\begin{align*}
 r_{BA} &= (x_B - x_A(y_A)) \hat{x} - y_A \hat{y} \quad \text{(D4)} \\
 r_{BA} \times r_{CA} &= -(x_B - x_C) y_A. \quad \text{(D5)}
\end{align*}
\]

The normal length elements are,

\[
\begin{align*}
 dS_A &= \hat{x} dy_A - \hat{y} (dx_A/dy_A) dy_A \quad \text{(D6)} \\
 dS_B &= \hat{y} dx_B \quad \text{(D7)} \\
 dS_C &= -\hat{y} dx_C. \quad \text{(D8)}
\end{align*}
\]

Note that \( dS_A \) depends on \( x_A(y_A) \), but that dependence drops out in \( dS_A \times dS_B \). The integral then becomes

\[
I_1 = \int_0^\infty dx_B dx_C \int_{-\infty}^\infty dy_A \frac{x_{BA}}{x_{BA}^2 + y_A^2} \delta(x_{BC} y_A). \quad \text{(D9)}
\]

We do the integral over \( y_A \) first. The \( \delta \)-function fixes \( y_A = 0 \), along with \( x_A(y_A) = 0 \). We then obtain

\[
I_1 = \int_0^\infty \frac{dx_B dx_C}{x_B^2 + x_C^2}. \quad \text{(D10)}
\]

Introducing upper cutoffs \( x_B < L \) and \( x_C < L \) and lower cutoffs \( |x_{BC}| > a \) and \( x_B = |x_{BA}| > a \) for \( a \sim k_F^{-1} \), we then obtain

\[
I_1 = \int_a^L \frac{dx_B}{x_B} \left( \log \frac{x_B}{a} + \log \frac{L}{a} \right). \quad \text{(D11)}
\]

Accounting for the multiplicative factor 2 and (D2) we obtain

\[
\langle Q_A Q_B Q_C \rangle_c \sim \frac{3\chi_F}{8\pi^4} \log^2 \frac{L}{a}. \quad \text{(D13)}
\]

The reader may observe that if instead in (D9) we do the integral over \( x_C \) first, then we would obtain

\[
I_1 = \int_0^\infty dx_B \int_{-\infty}^\infty dy_A \frac{x_{BA}}{x_{BA}^2 + y_A^2} \frac{1}{|y_A|} \sim \int_{-\infty}^\infty dy_A \frac{1}{|y_A|} \log \frac{L}{|y_A|}. \quad \text{(D14)}
\]

If we cut off the \( y_A \to 0 \) divergence by \( a \), then the result would appear to disagree with (D12). The origin of this discrepancy is the choice for the lower cutoff of \( y_A \). Since (3.4) is valid for \( |q| < k_F \), Eq. C7 is valid for \( |r_a - r_b| > a \sim k_F^{-1} \). Therefore, it is appropriate that the lower cutoffs for \( x_B \) and \( |x_B - x_C| \) in (D10) is \( a \). However, the lower cutoff for \( y_A \) in (D14) is not set.
by a. If we introduce a finite width to the junction region, so that $y_B = 0$, $y_C \sim a$, then after integrating $x_C$ one finds the range of integration for $y_A$ is $a < y_A < L$ and $-L < y_A < -x_B a/L$, which when incorporated into (D14) reproduces (D12). This subtlety does not arise for the integration of $x_B$ and $x_C$ in (D10).

2. D=3

We now evaluate

$$
\langle Q_A Q_B Q_C Q_D \rangle_c = \int_{A,B,C,D} d^{12} r_{A,B,C,D} s_4(\{r_K\}),
$$

(D15)

where the four regions $K = A, B, C$ and $D$ that partition the 3D volume meet at the origin and are specified by four triple contact rays $\overrightarrow{m}_{abc}$, symmetric in $a \neq b \neq c = A, B, C, D$. The boundary plane separating region $a$ from region $b$ is then normal to $\overrightarrow{m}_{abc} \times \overrightarrow{m}_{abd}$, where $c \neq d \neq a, b$. As in the previous section, we will assume for simplicity that all four regions are concave, and subtend a solid angle less than $2\pi$. Given that condition, the result is independent of the directions of $\overrightarrow{m}_{abc}$.

Eq. (C16) shows that $s_4(\{r_K\})$ is a total derivative. Identifying $r_{A,B,C,D}$ with $r_{4,3,2,1}$ in (C16) we can write

$$
\langle Q_A Q_B Q_C Q_D \rangle_c = -\frac{\chi_F}{32\pi^6} I
$$

(D16)

with

$$
I = \int \left[ (dS_A \times dS_B) \cdot dS_C \right] \left[ (dS_D \times r_{BA}) \cdot \nabla_C \right] \\
\delta^2_\perp (r_{DA} \times r_{BA}) \delta^2_\perp (r_{CA} \times r_{BA}).
$$

(D17)

Here $r_a$ ($a = A, B, C, D$) is integrated over the boundary of region $a$ with outward normal area element $dS_a$, and $\delta^2_\perp(r)$ is the 2D delta-function for the two components of $r$ perpendicular to $r_{BA}$.

Due to the $\delta$-functions, the integrand will be nonzero when $r_{A,B,C,D}$ are close to a straight line that visits all four boundaries. Provided the points are separated from one another, this is only possible if two of $r_{A,B,C,D}$ share the same boundary plane. The configurations of such straight lines can be described by considering an ordering $abcd$ along the line that is a permutation of $ABCD$, and fixing the distances $r_{ab}, r_{bc}$ and $r_{cd}$ shown in Fig. 14(a). The resulting one parameter family of lines then has the structure shown in Fig. 14(b). Starting near the $bcd$ triple contact line in which $r_c$ is at the origin, the line can continuously rotate into the $cd$ double contact plane. (This configuration is shown in Fig. 14(a).) When the line reaches the $ab-\cd$ line (which is the line common to the $ab$ and $cd$ planes, shown by the dashed line in Fig. 14) the line can rotate no further because point $r_B$ has reached the origin. At that point, the line can slide along the $ab-\cd$ line (keeping $r_{ab}, r_{bc}$ and $r_{cd}$ fixed) until $r_c$ reaches the origin. Then the line can tilt into the $ab$ plane and rotate until it reaches the $abc$ triple line (with $r_a$ at the origin). Then the line can tilt into the $bc$ plane and rotate until it gets back to the starting point at the $bcd$ triple line with $r_a$ at the origin.

Since the triple product $dS_A \cdot (dS_B \times dS_C)$ vanishes when any pair of $dS_{A,B,C}$ are parallel, the segments along the line $ab-\cd$ (the dashed line in Fig. 14(a)) will vanish. Moreover, only the segments on the planes that include $r_D$ will contribute to the integral. For $d = D$ only the segment along plane $cD$ contributes, while for $c = D$, the $bD$ and the $Dd$ planes contribute. Since $dca$ describes the same line as $abcd$, the $a = D$ and $b = D$...
cases are redundant.

In the following we will show that integral in the double contact planes is an integral of the form $\int_R dx dy \delta'(x-y)$, where $R$ is a finite, bounded region. Contribution to the integral from the interior of $R$ vanishes, but the contribution from the boundary $\partial R$ must be evaluated carefully and consistently. The boundaries for the planar integrals will involve the abc or bcd triple contact lines and the ab – cd lines. Since the triple contact lines involve the intersection of multiple double contact planes, a separate calculation near those lines is necessary. This will be done in Section D2a, where the contribution from lines in which $r_D$ is within a small parameter $\epsilon$ from the triple contact line. This will then be matched with a second calculation (in Section D2b) on the double contact planes (with $r_D$ further than $\epsilon$ from the triple contact lines), in which all of the boundary terms can be correctly accounted for.

The results of those calculations are summarized in Table I, which for each permutation abcd of ABCD shows the contributions from each part of the square in Fig. 14(b). Since the lines abcd and dcba are equivalent there are only 12 independent permutations. 6 permutations are shown in Table I. Since (D17) is invariant under the interchange of A and B, the other 6 are obtained by interchanging A and B. Each of the contributions to $I$ has a logarithmic divergence of the form $c \cdot \log^3 \Lambda$. The coefficient $c$ for each term is shown, and for each ordering abcd the sum $c_{abcd}^{total}$ is shown in the right column. It can be observed that for each ordering, $c_{abcd}^{total} = 1$, so that combining the 12 independent contributions leads to

$$I = 12 \log^3 \Lambda.$$ (D18)

It then follows that

$$\langle I_{A}I_{B}I_{C}I_{D} \rangle_c = \frac{-3}{8\pi^6} \log^3 \Lambda.$$ (D19)

This is the final result. We note that (2.29,D13,D19) exhibit a regular pattern, which suggests that in general dimensions

$$\langle I_{A_1} \cdots I_{A_{D+1}} \rangle_c = \chi_F \cdot (-1)^D \frac{(D+1)!}{(2\pi)^{2D}} \log^D \Lambda.$$ (D20)

In the remainder of this section we will explain the calculations of the entries in Table I. Section D2a details the calculation near the triple contact lines, and Section D2b explains the calculation in the double contact planes.

a. Contribution from triple contact lines

Here we consider the contribution to (D17) from configurations where $r_{A,B,C,D}$ are very close to one of the four triple lines BCD, ACD, ABD and ABC. We will consider the BCD line in detail and discuss the other three at the end. For the BCD line, as shown in Fig. 15, $r_A$ will be close to the origin, while $r_{B,C,D}$ are distributed along the line at positions $x_{B,C,D}$. We will consider all possible orderings of $x_{B,C,D}$ along the line, so this calculation will give the entries $c_{ABCD}^{BCD}$ in Table I, with bcd accounting for the 6 permutations of BCD.

We organize the integral by writing

$$I^{BCD} = \int dx_B dx_C dx_D \tilde{I}(x_B, x_C, x_D),$$ (D21)

where $\tilde{I}(x_B, x_C, x_D)$ includes integrals over the remaining parameters, which describe deviations of $r_{A,B,C,D}$ from the triple line. These can be parametrized by the independent variables $y_A, z_A, z_B, y_C$ and $y_D$, as shown in Fig. 15. We thus write,

$$r_A = x_A(y_A, z_A) \hat{x} + y_A \hat{y} + z_A \hat{z},$$
$$r_B = x_B \hat{x} + y_B(z_B) \hat{y} + z_B \hat{z},$$
$$r_C = x_C \hat{x} + y_C \hat{y} + z_C(y_C) \hat{z},$$
$$r_D = x_D \hat{x} + y_D \hat{y} + z_D(y_D) \hat{z},$$ (D22)

where $x_A(y_A, z_A), y_B(z_B), z_C(y_C)$ and $z_D(y_D)$ depend on the contact angles. Note that the independent variables can all be positive or negative. For example, when $y_D < 0$ the boundary of region D deviates from the $z = 0$ plane with a slope $dz_D/dy_D$. Thus, all configurations close to the triple line are accounted for. We will limit the integral to configurations close to the triple line by only integrating $y_D$ between $-\epsilon$ and $\epsilon$. We integrate $y_A, z_A, z_B$ and $y_C$ from $-\infty$ to $\infty$, but since the integrand is only non-zero when all of the points are on a straight line, $r_{A,B,C}$ will also be within $\epsilon$ of the triple line. We will consider $x_B, x_C$ and $x_D$ to be of order 1 and separated by
a finite distance larger than $k r_1$ and work to lowest order in $\epsilon$. Divergent integrals when $x_{A,B,C,D}$ approach one another will be cut off by $k r_1$. All possible orderings of $x_{B,C,D}$ will be considered. The case $0 < x_B < x_C < x_D$ is shown in Fig. 15.

The $\delta$-functions in (D17) ensure that $r_{A,B,C,D}$ lie along a straight line, so that the deviations are arranged proportionately,

$$y_{BA} : y_{CA} : y_{DA} = z_{BA} : z_{CA} : z_{DA} = x_B : x_C : x_D. \tag{D23}$$

It will be useful to express the $\delta$-functions in a slightly different form. We can write,

$$\delta^2_1 (r_{BA} \times r_{CA}) \delta^2_1 (r_{BA} \times r_{DA}) = \frac{x^2_{DB}}{x_B} \delta^2_1 (r_{DB} \times r_{CB}) \delta^2_1 (r_{BA} \times r_{DB}). \tag{D24}$$

The first equality follows because $r_{CA} = r_{CB} + r_{BA}$. The second equality follows because the second $\delta$-function enforces $r_{BA} \parallel r_{DB}$, so that $r_{BA} = r_{DB} |r_{BA}|/|r_{DB}|$. The constant factor can then be extracted from the $\delta$-function giving the factor $(|r_{DB}|/|r_{BA}|)^2 = x^2_{DB}/x^2_B + O(\epsilon)$. The $\delta$-functions have the explicit form,

$$\delta^2_1 (r_{DB} \times r_{CB}) = \delta (x_{CD} y_B + x_{DB} y_C + x_{BC} y_D),$$

$$\delta^2_1 (r_{BA} \times r_{DB}) = \delta (x_{DB} y_B - x_{DB} y_A + x_{BD} y_B). \tag{D25}$$

Given (D22), the perpendicular area elements are,

$$dS_A = dy_A dz_A (\hat{z} - \hat{y} \partial y_A/\partial y_A - \hat{z} \partial z_A/\partial z_A)$$

$$dS_B = dx_B dz_B (\hat{y} - \hat{z} \partial y_B/\partial z_B)$$

$$dS_C = -dx_C dy_C (\hat{z} - \hat{y} \partial z_C/\partial y_C),$$

$$dS_D = dx_D dy_D (\hat{z} - \hat{y} \partial z_D/\partial y_D). \tag{D27}$$

We can therefore write,

$$dS_A \cdot (dS_B \times dS_C) = -\Upsilon dy_A dz_A dx_B dz_B dx_C dy_C. \tag{D28}$$

with

$$\Upsilon (z_B, y_C) \equiv \left( 1 - \frac{\partial y_B}{\partial y_D} \frac{\partial z_C}{\partial y_D} \right). \tag{D29}$$

To leading order in $\epsilon$ we have

$$dS_D \times r_{BA} = x_B dx_D dy_D \left( \frac{\hat{y} - \hat{z} \partial z_D}{\partial y_D} \right). \tag{D30}$$

The derivative $\nabla_C$ acting on the $\delta$-function will give

$$\nabla_C \delta^2_1 (r_{DB} \times r_{CB}) = x_{DB} \left( \frac{\hat{y}}{\partial x_{DB} y_C - x_{CB} y_D} \delta (x_{DB} z_C - x_{CB} z_D) + \frac{\hat{z}}{\partial x_{DB} y_C - x_{CB} y_D} \delta (x_{DB} z_C - x_{CB} z_D). \right). \tag{D31}$$

Combining (D31) and (D30), it can be seen that the result can be expressed as a derivative with respect to the independent variable $y_D$:

$$(dS_D \times r_{BA}) \cdot \nabla_C \delta^2_1 (r_{DB} \times r_{CB}) = -dx_D dy_D x_{DB} \frac{\partial}{\partial y_D} \delta^2_1 (r_{DB} \times r_{CB}). \tag{D32}$$

We now have all of the ingredients for the $BCD$ triple line contribution to (D17). Combining (D21, D24, D28, D32) we obtain

$$\bar{I}(x_B, x_C, x_D) = \int dy_A dz_B dy_C dy_D \Upsilon (z_B, y_C) \frac{x^3_{DB}}{x_B x_C} \left( \frac{\partial}{\partial y_D} \delta^2_1 (r_{DB} \times r_{CB}) \right) \delta^2_1 (r_{BA} \times r_{DB}). \tag{D33}$$

We next note that the integrals over $y_A$ and $z_B$ can be evaluated using (D26). The result is then the integral of a total derivative with respect to $y_D$, which may be written as

$$\bar{I} = \int_{-\epsilon}^{\epsilon} dy_D \frac{\partial K(y_D)}{\partial y_D} = K(y_D = +\epsilon) - K(y_D = -\epsilon). \tag{D34}$$

with

$$K(x_B, x_C, x_D; y_D) = \frac{x_{DB}}{x_B x_C} \int dz_B dy_D \Upsilon (z_B, y_C) \delta^2_1 (r_{BA} \times r_{DB}). \tag{D35}$$

The result of the integral over $z_B$ and $y_C$ will depend on whether for a given $x_B, x_C, x_D$ and $y_D$ there exists a solution to the “straight line condition”, (D23). This, in turn, will depend on $\sgn y_D$, as well as what order $x_B, x_C$ and $x_D$ are in. If there is a solution $(z^*_B, y^*_C)$, then the integral can be evaluated using (D25). The Jacobian for the integration of (D25) with respect to $y_C$ and $z_B$ is $x_{DB} x_{CB} \Upsilon (z_B, y_C)$, with $\Upsilon$ given in (D29). We then obtain

$$K(x_B, x_C, x_D; y_D) = \frac{\sgn [\Upsilon (z_B^*, y_C^*) x_B x_{DB} x_{CB}]}{|x_B x_{CB} x_{DC}|}. \tag{D36}$$

If there is no solution, then the contribution is zero.

Fig. 16 shows the solutions for the six possible orderings of $x_B, x_C$ and $x_D$ for $y_D < 0$ and $y_D > 0$. For example for the first entry, $ABCD$, which considers $x_A < x_B < x_C < x_D$, there is a solution for $y_D > 0$, but there is no solution for $y_D < 0$. This ordering, along with $ACBD$ therefore contributes with a plus sign. For $ACBD$ and $ADBC$, there is a solution for $y_D < 0$, but no solution for $y_D > 0$, so that ordering contributes with a minus sign. However, note that for those (and only those) contributions $\sgn [x_{DB} x_{CB}] = -1$, which cancels the minus sign. For $ABDC$ and $ACDB$, there is a solution for both $y_D > 0$ and $y_D < 0$, so those contributions cancel. In addition, for each of the contributions
\[ I(x_B, x_C, x_D) = \frac{\theta_{ABCD} + \theta_{ACBD} + \theta_{ABDC} + \theta_{ADCB}}{|x_B x_C x_D x_D|}. \]  

(D37)

where \( \theta_{abcd} \) specifies the ordering \( x_a < x_b < x_c < x_d \).

We are now ready to perform the final integration over \( x_B, x_C \) and \( x_D \). It is simplest to define new variables that for a given ordering describe the non-negative intervals between consecutive \( x \)'s. For example, for \( \theta_{ABCD} \) we define \( u_1 = x_A = x_B, u_2 = x_C \) and \( u_3 = x_D \). This analysis then gives

\[ I_{ABCD}^{BCD} = \int_0^\infty \frac{d u_1 d u_2 d u_3}{u_1 u_2 u_3}, \]  

(D38)

\[ I_{ACBD}^{BCD} = \int_0^\infty \frac{d u_1 d u_2 d u_3}{(u_1 + u_2) u_2 (u_2 + u_3)}, \]  

(D39)

\[ I_{ADBC}^{BCD} = \int_0^\infty \frac{d u_1 d u_2 d u_3}{(u_1 + u_2) u_3 (u_2 + u_3)}, \]  

(D40)

\[ I_{ACBD}^{BCD} = \int_0^\infty \frac{d u_1 d u_2 d u_3}{(u_1 + u_2 + u_3) u_3 u_2}, \]  

(D41)

\[ I_{ADBC}^{BCD} = I_{ABC}^{BCD} = 0. \]  

(D42)

To extract the leading logarithmic divergence of the integrals, we cut off the integrals at large distance by the system size \( L \) and at short distance by \( k_F^{-1} \). This leads to

\[ I_{abcd}^{BCD} = \epsilon_{abcd}^{BCD} \log^3 k_F L \]  

(D43)

with

\[ \epsilon_{ABC} = 1, \quad \epsilon_{ABD} = 0, \]  

\[ \epsilon_{ACD} = 1/6, \quad \epsilon_{ACB} = 1/3, \]  

\[ \epsilon_{BCD} = 1/3, \quad \epsilon_{BCD} = 0. \]  

(D44)

We now briefly mention the contributions from the other three triple contact lines and conclude the analysis of (D17). Since (D17) is symmetric under the interchange of \( A \) and \( B \) the contribution from the \( ACD \) triple line will be

\[ \epsilon_{ACD} = 1, \quad \epsilon_{ACD} = 0, \]  

\[ \epsilon_{ACD} = 1/6, \quad \epsilon_{ACD} = 1/3, \]  

\[ \epsilon_{ACD} = 1/3, \quad \epsilon_{ACD} = 0. \]  

(D45)

For the \( ABC \) triple line, the area elements \( dS_{A,B,C} \) will all lie in the plane perpendicular to \( m_{ABC} \), so \( dS_A \cdot (dS_B \times dS_C) = 0 \). Thus,

\[ c_{Dabcd}^{ABC} = 0. \]  

(D46)

Finally, for \( I_{ABD}, r_C \), which will be at the end of the line, will have an unconstrained integral over the directions perpendicular to \( m_{ABD} \). Due to the derivative \( \nabla_C \), this will involve an unconstrained integral over the derivative of a \( \delta \)-function and will therefore also vanish.

We conclude that

\[ c_{c_{Dabcd}}^{ABC} = 0. \]  

(D47)

This completes the evaluation of all of the triple contact line entries in Table I.

b. Contribution from double contact planes

Here we evaluate (D17) when \( r_D \) and one other of \( r_{A,B,C} \) is in a double contact plane. To be specific, we consider the ordering \( abcd = ABCD \), in the \( CD \) contact plane, as shown in Fig. 17. This will give us the coefficient \( c_{ABC}^{BCD} \) in Table I. The other possible orderings will be discussed at the end.

We choose a coordinate system in which the \( CD \) plane is in the plane \( z = 0 \), and the \( x \) axis points along the \( AB - CD \) line. Then we can parametrize the points on the boundary as

\[ r_A = x_A \hat{x} + y_A (z_A) \hat{y} + z_A \hat{z}, \]  

\[ r_B = x_B (y_B, z_B) \hat{x} + y_B \hat{y} + z_B \hat{z}, \]  

\[ r_C = x_C \hat{x} + y_C \hat{y}, \]  

\[ r_D = x_D \hat{x} + y_D \hat{y}, \]  

(D48)

where each surface is parametrized in terms of two coordinates, and \( y_A(x_A) \) and \( x_B(y_B, z_B) \) depend on the contact angles. Here we have used the fact that when \( x_B < 0 \) (so that \( r_A \) and \( r_B \) are both on the \( AB - CD \) line) the area element \( dS_A \cdot (dS_B \times dS_C) \) will vanish. This allows us to
consider $y_B$ to be the independent variable that is subject to the constraint $y_B < 0$. This defines the boundary of the integration domain at the $AB - CD$ line. The other boundary, near the $BCD$ triple contact line, is set by the analysis in the previous section: we require that $r_D$ be further than $\epsilon$ from the $BCD$ line. Note that due to the straight line condition, the integrand will vanish at the boundaries of the $r_C$ integral, so the $x_C$ and $y_C$ integrals will be unconstrained.

The perpendicular area elements are,

\begin{align*}
    dS_A &= -dx_Adz_A(y - \hat{z}y_A/\partial z_A) \\
    dS_B &= dy_Bdz_B(\hat{x} - \hat{y}x_B/\partial y_B - \hat{z}x_B/\partial z_B) \\
    dS_C &= -dx_Cdy_C\hat{z} \\
    dS_D &= dx_Ddy_D\hat{z}.
\end{align*}

It can be observed that $dS_A \cdot (dS_B \times dS_C) = -dx_Adz_Ady_Bdz_Bdx_Cdy_C$ is independent of the contact angles. In addition,

\begin{equation}
    (dS_D \times r_{BA}) \cdot \nabla C = d^2r_D^r r_{BA}^r \times \nabla C,
\end{equation}

where $r_{BA}^r$ gives the components of $r_B - r_A$ in the $xy$ plane, $d^2r_D^r = dx_Ddy_D$, and the right hand side uses the scalar 2D cross product.

The $\delta$-functions in (D17) are

\begin{align*}
    \delta_2^r (r_{BA} \times r_{CA}) &= \delta(r_{BA}^r \times r_{CA}^r)\delta(z_{BA}r_{CA} + z_{A}r_{BA}) \\
    \delta_2^r (r_{BA} \times r_{DA}) &= \delta(r_{BA}^r \times r_{DA}^r)\delta(z_{BA}r_{DA} + z_{A}r_{BA}),
\end{align*}

where $r_{BA} = |r_{BA}^r|$. 

We now combine (D17,D48-D51). The $\delta$-functions involving $z_{A,B}$ fix $z_A = z_B = 0$ with Jacobian $r_{BA}(r_{CA} - r_{DA})$. Integrating $z_A$ and $z_B$ leads to an integral in the $xy$ plane,

\begin{align*}
    I &= \int dy_A dx_B d^2r_{CA} d^2r_{DA} r_{BA}^r \times \nabla C \frac{r_{BA}^r \times \nabla C}{r_{BA}(r_{CA} - r_{DA})} \\
    &= \delta(r_{BA}^r \times r_{CA}^r)\delta(r_{BA}^r \times r_{DA}^r)
\end{align*}

It is useful to consider the integrals in polar coordinates with origin $r_B^r$. Let

\begin{align*}
    r_B^c &= r_{CB}(\cos \theta_{CB}, \sin \theta_{CB}), \\
    r_B^d &= r_{DB}(\cos \theta_{DB}, \sin \theta_{DB}), \\
    r_{BA} &= (-x_A, y_B) = r_{BA}(\cos \theta_{BA}, \sin \theta_{BA}).
\end{align*}

The integration limit defined by the $AB - CD$ line boundary will be $\theta_{AB} < 0$. The integration limit for the $BCD$ line boundary will be $\theta_{DB} > \theta_0 \equiv \theta_{BCD} + \epsilon/\epsilon_{DB}$, where $\theta_{BCD}$ is the angle of the $BCD$ contact line relative to the x axis. Due to the straight line condition, $\theta_{CB}$ will be unconstrained.

In terms of these variables, $r_{BA}^c = r_{BA}^d \times (D55)$, and $r_{BA}^c = (r_{BA}/r_{CB})\partial/\partial \theta_{CB}$ (plus a term that vanishes for $\theta_{CB} = \theta_{BA}$). The integral then becomes

\begin{equation}
    I_{abcd}^C = I_r I_\theta
\end{equation}

with

\begin{align*}
    I_r &= \int_0^\infty dr_{BA}r_{CB} \int_{r_{CB}}^\infty dr_{DB} \frac{1}{r_{BA}r_{CB}r_{DB}} \\
    I_\theta &= \int_{\infty}^0 d\theta_{CB} \int_{-\infty}^0 d\theta_{DB} \int_{\theta_0}^{\infty} d\theta_{BA} \delta(\theta_{CB} - \theta_{BA})\delta(\theta_{DB} - \theta_{BA}).
\end{align*}

$I_r$ will involve a $\log^3 \Lambda$ divergence. However, due to the unconstrained integral over $\theta_{CB}$ of $\delta'(\theta_{CB} - \theta_{BA})$, $I_\theta$ will vanish. We conclude that $c_{ABCD}^C = 0$.

A similar analysis can be applied to all of the possible orderings $abcd$, on planes $ab$, $bc$ and $cd$. There are several cases, so we will not repeat the details. However, in some cases, the analog of $I_\theta$ does not vanish. For example, we find $I_{ABCD}^{BD} = I_r I_\theta$ with

\begin{align*}
    I_r &= \int_0^\infty dr_{BA}dr_{AC} \int_{r_{BA}}^\infty dr_{DA} \frac{1}{r_{BA}r_{AC}r_{DA} - r_{BA}} \\
    I_\theta &= \int_{\infty}^0 d\theta_{AC} \int_{-\infty}^0 d\theta_{DA} \int_{\theta_0}^{\infty} d\theta_{BA} \delta(\theta_{AC} - \theta_{BA})\delta(\theta_{DA} - \theta_{BA}),
\end{align*}

where $\theta_0 < 0$. Note that in this case $I_\theta = 1$ and $I_r = \log^3 k_F L$ (where we cut off the logarithmic divergence in the same manner as Eq. D43. We conclude that $c_{ABCD}^{BD} = 1$.

Applying this type of analysis to all cases, we find that the non-zero entries to table $I$ are

\begin{align*}
    c_{ABCD}^{BD} &= 1, \\
    c_{CABD}^{CD} &= 1/2, \\
    c_{ACBD}^{CD} &= 3/2, \\
    c_{BD}^{BD} &= 1/3, \\
    c_{BD}^{CD} &= 2/3, \\
    c_{ACDB}^{CD} &= 2/3,
\end{align*}

FIG. 17. Coordinate system for calculating the contribution to $I$ when $r_{A,B,C,D}$ form a straight line on the $CD$ double contact plane, where points are ordered as $ABCD$. The origin is set at the point where the three rays (separating different regions) meet, and the $CD$ plane is at $z = 0$. 
along with similar terms found by interchanging A and B,
\[ c_{BADC} = 1, \quad c_{CBAD} = 1, \quad c_{CBDA} = 1/2, \quad c_{ADCB} = 1/3, \quad c_{BCAD} = 2/3, \quad c_{ADBC} = 2/3. \] (D62)

This completes the analysis of the contributions to \( I \) from the double contact planes.

Appendix E: Optimizing the Fitting Analysis

In Sec. IV B we have presented a quadratic-fitting analysis for extracting the coefficient of \( \log^2 L \) in the finite-size scaling of \( I^Q_3(L) \). For tight-binding models on both the triangular and square lattices, with one electron/hole-like Fermi surface, we have found \( \chi_F \approx \pm 1 \) as the best-fit value with roughly 5\% deviation from the true \( \chi_F \). The uncertainty of fitting has been tampered to about 10\%. Such results have been consistently obtained when the size of Fermi sea is varied (see Fig. 5), as well as when the interval of \( \log L \) (in which the fitting is performed) is varied. To obtain this kind of numerical stability, we have adopted two approaches to optimize the data set.

The first approach is to drop the outliers. When we do a very dense sampling of system size \( L \), we observe that \( I^Q_3(L) \) contains drastic jumps above a smoothly-varying background, see Fig. 18 for an example on the triangular lattice. These jumps happen only at very specific \( L \)’s, and can be predicted from the following commensurability condition:
\[ \sqrt{3}Lk_F = \pi N, \quad (N \in \mathbb{Z}) \] (E1)

Semiclassically, this condition is satisfied when electrons on the Fermi surface (with wavelength \( \lambda_F = 2\pi/k_F \)) bounces between the open boundaries of our hexagonal system (separated by \( \sqrt{3}L \)) to form an extended standing-wave. The non-local nature of these states seems to enhance the entanglement and leads to the jumps observed in Fig. 18(a). In Fig. 18, we have also plotted the quantity \( \sqrt{3}Lk_F/\pi - \left[ \sqrt{3}Lk_F/\pi + 0.5 \right] \) as a function of \( L \). As shown, around places where this quantity is minimized, i.e. the commensurability condition is approximately satisfied, outliers appear in \( I^Q_3(L) \). As \( L \) increases towards the thermodynamic limit, we expect these jump of the outliers to become less significant, since any effects from the boundary should become insignificant as compared to the bulk in this limit. We thus decide to drop these outliers in the fitting analysis, and compare our theoretical prediction only to the smooth background obtained in the simulation.

Such finite-size noise also appears in the case of square lattice. However, the situation there is slightly worse, as illustrated in Fig. 19. Our tripartition scheme in Fig. 4(b) dictates that region \( C \) is smaller in size relative to regions \( A \) and \( B \). Notice also that, for the case of square lattice, while the linear system size is \( L \), the size of the triple contact is only \( L/2 \). The simulation for the square lattice thus suffers more finite-size noise. Again, we want to compare our theoretical prediction with the smooth background in the simulation, which is believed to continue into the thermodynamic limit. Therefore, we want to reduce the finite-size noise by an averaging procedure, namely taking
\[ \overline{I^Q_3(L)} = \frac{1}{3}(I^Q_3(L-1) + I^Q_3(L) + I^Q_3(L+1)) \] (E2)

to be the fitting data. The fitting results (for square
lattice) presented in Sec. IV B are obtained after we have treated the raw data in this way. The best-fit value is then numerically stable when the fitting interval is varied, with fitting uncertainty restricted to about 10%, and the inferred $\chi_F$ matches reasonably well with the predicted quantized value.
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