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Abstract

Multiple exciton generation (MEG) in nanometer-sized hydrogen-passivated silicon nanowires (NWs), and quasi two-dimensional nanofilms strongly depends on the degree of the core structural disorder as shown by the many-body perturbation theory (MBPT) calculations based on the density functional theory (DFT) simulations. Working to the second order in the electron-photon coupling and in the screened Coulomb interaction we calculate quantum efficiency (QE), the average number of excitons created by a single absorbed photon, in the Si_{29}H_{36} quantum dots (QDs) with crystalline and amorphous core structures, simple cubic three-dimensional arrays constructed from these QDs, crystalline and amorphous NWs, and quasi two-dimensional silicon nanofilms, also both crystalline and amorphous. Efficient MEG with QE of 1.3 up to 1.8 at the photon energy of about 3E_g, where E_g is the electronic gap, is predicted in these nanoparticles except for the crystalline NW and crystalline film where QE \simeq 1. MEG in the amorphous nanoparticles is enhanced by the electron localization due to structural disorder. Combined with the lower gaps, the nanometer-sized amorphous silicon NWs and films are predicted to have effective carrier multiplication within the solar spectrum range.
I. INTRODUCTION

Quantum dots (QDs) are few nanometer-sized particles with size-tunable optical properties (see, e.g., [1, 2]). In many applications individual QDs are aggregated, or assembled into ordered arrays [3, 4]. In these structures, the strength of inter-QD electronic coupling, and, therefore, carrier transport characteristics depend on the array’s composition, such as packing order, inter-QD distances and orientations, the possible surface shell structure, passivating ligands, etc. [1, 5, 6]. The limiting case of a densely packed one-dimensional (1D) array where individual QDs are merged corresponds to a nanowire (NW). Properties of NWs have also been actively investigated [7–11]. To predict dependence of the optoelectronic properties of QD arrays and NWs on the chemical composition, surface and core structure and degree of spatial confinement is a major challenge in the nanomaterial design for light and energy applications [3, 12].

Studying properties of QDs and NWs made of silicon have received a lot of attention since silicon is a material that is not only already in wide use, but also shows further promise in various applications [13]. In confined structures, such as QDs and NWs, the indirect gap nature of bulk crystalline silicon is modified which enhances their photophysical properties [14]. In particular, amorphous silicon NWs have been studied [15].

An important property of a nanoparticle is how effectively the energy of an absorbed photon will be converted into the energy of excited charge carriers. Photon-to-electron energy conversion processes in nanoparticles have been under active investigation. This is due, in part, to the potential to increase the maximum theoretical efficiency of the nanomaterial-based solar cells via carrier multiplication, or multiple exciton generation (MEG) process, where multiple excitons are created from one absorbed photon [16–18]. Put another way, one strives to increase efficiency of the photon-to-electron energy conversion by diverting the excess photon energy into generation of extra charge carriers instead of losing it to atomic vibrations [18].

A potent characteristic of the MEG process is the average number of excitons generated by an absorbed photon of a given energy. This quantity is called quantum efficiency (QE) (or, more appropriately, internal quantum efficiency), and can be measured in experiments [19]. In this work we use QE to describe MEG.

In the solar photon energy range carrier multiplication has low efficiency in the bulk
semiconductors [20,22]. But in nanoparticles, such as QDs and NWs, MEG efficiency is expected to be greatly increased due to enhancement of electron Coulomb interactions by the spatial confinement [18,23,25]. However, the confinement will also increase the electron gap which will inhibit absorption at low photon energies. To mitigate this problem, one needs to explore possible mechanisms of lowering the gap while still retaining the beneficial effects of confinement. For instance, recently Si and Ge nanoparticles with the high-pressure bulk phase structure [26,27], and Si nanocrystals with reconstructed surfaces [28] have been proposed. In this work we propose to consider MEG in amorphous silicon nanoparticles, such as QDs, NWs and nanofilms, since they tend to have lower gaps compared the similar-sized crystalline counterparts.

In the course of investigation of MEG in semiconductor nanoparticles drastically different opinions have been expressed regarding its mechanism and efficiency. See, e.g., [1,24,29–32]. By now a consensus has emerged that MEG at energies higher than the $2E_g$ threshold is, indeed, present in nanostructures, such as colloidal lead chalcogenide QDs [25,33–37]. In Si QDs MEG with QE of 2.6 at the photon energy $3.4E_g$, $E_g$ is the energy gap, was reported [38]; low threshold efficient MEG ($QE \simeq 1.5$ at $2.4E_g$) was observed in silicon QDs (about 3.5 nm in diameter) dispersed in silicon dioxide [39]. Also, QE exceeding 100% has been observed in PbSe nanorods [40], and in the QD-based solar cells [19]. The need to describe both MEG and carrier energy relaxation due to phonon emission – the two competing processes – has been emphasized [11,42].

Several carrier multiplication mechanisms have been considered. In the impact ionization (I.I.) (or inverse Auger) process the electron or hole from an energetic exciton loses some of its energy via Coulomb interaction to create another exciton [29,43,45] (processes C, D in Fig. 1 see also Fig. 1 of [46]). Another mechanism is the so-called direct photogeneration via virtual exciton states [30,47,48] (B in Fig. 1 see also Fig. 1 of [46]). Direct Auger process, i.e., the bi-exciton-to-exciton recombination, has, also, been studied [28,45,49]. It is understood that these carrier multiplication mechanisms are naturally included in the many-body perturbation theory (MBPT) approach as particular contributions to the photon-to-exciton and the photon-to-bi-exciton processes computed to the second order in Coulomb interaction [35,48,49] (see Fig. 1 B, C, D, see also Fig. 1 of [46]). Note that MBPT approach naturally includes bi-exciton-to-exciton recombination, i.e., the direct Auger process. For example, in Fig. 1 D a photon with energy $\hbar \omega > 2E_g$ is absorbed and an electron-hole
FIG. 1: Photon self-energy (Σ^{aa}, a = x, y, z) Feynman diagrams relevant for the single exciton (R_1(ω)) and bi-exciton (R_2(ω)) generation rate calculations. Thin solid lines are the Kohn-Sham (KS) propagators, thick dashed lines are the screened Coulomb interactions, wavy lines are photons. Dashed vertical line cuts correspond to single exciton final physical states, solid line cuts correspond to bi-exciton states. Not shown are the vertex and KS self-energy corrections to the leading order process A which are irrelevant under the approximations used in this work. (See Section II.) Processes A, B, C, D are described in the text.

pair (exciton) is generated. The hole in this exciton then turns into a trion via Coulomb interaction. This trion and the original electron can form a physical bi-exciton state, or the trion can remain virtual eventually collapsing back into the hole state thus forming a single physical exciton.

Going beyond perturbation theory, the coherent multiexciton production, where superposition of exciton and bi-exciton states is generated has been considered [24, 50, 51].

As already mentioned above, MEG is more effective in the smaller nanoparticles where on one hand carrier interaction is confinement enhanced, and, on the other, where the role of the surface morphology, ligands, structural disorder is more important, as well. Currently, MEG in such systems can only be effectively described by the DFT combined with MBPT (MBPT+DFT).

To date, few MBPT studies of MEG in atomistic models of nanoparticles have been performed [26, 28, 40, 52]. In [52] I.I. MEG rates and bi-exciton lifetimes in the two Si QD system of variable sizes were estimated; significant enhancement in carrier multiplication was observed as QD separation decreased. The space-separated quantum cutting scenario was proposed where bi-excitons were directly generated on the adjacent QDs rather than first being produced on the same QD with subsequent inter-QD exciton transfer. Also, these delocalized bi-exciton states were found to have long recombination lifetimes. I.I. rates in
the isolated nanometer-sized Si and Ge nanoparticles with core structures based on the high-pressure bulk phases were computed in [26, 27]. I.I. rates in Si nanocrystals up to 2 nm in size with reconstructed surfaces were studied in [28]. QE calculations have not been attempted in these studies. MBPT+DFT expressions for the photon-to-bi-exciton, $R_2$, and photon-to-exciton, $R_1$, rates needed for the QE calculation have been derived in [46]. Also, in the same article the I.I. rates in the one-dimensional (1D) arrays of $Si_{29}H_{36}$ QDs have been calculated, and an enhancement was found as QD separation decreased [46]. So far, exciton effects have not been included in any of the MBPT MEG calculations.

This work has two main objectives. 1. We report calculations of the photon-to-bi-exciton, $R_2$, and photon-to-exciton, $R_1$, rates and the resulting QE in silicon nanoparticles using atomistic approach where DFT is combined with MBPT. To the best of our knowledge, this is the first attempt at such calculations. 2. The second goal is to use this QE technique to study dependence of MEG in nanometer-sized hydrogen-passivated silicon QD arrays, NWs, and quasi two-dimensional nanofilms on the degree of core structural disorder, and on the QD separation which governs inter-QD interactions and formation of collective states.

The paper is organized as follows. Section II contains brief overview of the methods and description of the approximations employed in this work. Section III contains description of the atomistic models studied in this work and of the DFT simulation details. Section IV contains discussion of the results obtained. Conclusions and Outlook are presented in Section V.

II. THEORETICAL METHODS AND APPROXIMATIONS

A. Electron Hamiltonian in the KS basis

The annihilation operator of the $i^{th}$ Kohn-Sham (KS) state, $a_{i\alpha}$, is related to the standard electron field $\psi_\alpha(x)$ as

$$\psi_\alpha(x) = \sum_i \phi_{i\alpha}(x)a_{i\alpha},$$

(1)

where $\phi_{i\alpha}(x)$ is the $i^{th}$ KS orbital, and $\alpha$ is the electron spin index [53, 54]. In this work we have only considered spin non-polarized states with $\phi_{i\uparrow} = \phi_{i\downarrow} \equiv \phi_i$. The operators $a$ and $a^\dagger$ obey canonical anticommutation relations $\{a_{i\alpha}, a_{j\beta}^\dagger\} = \delta_{ij}\delta_{\alpha\beta}$, $\{a_{i\alpha}, a_{j\beta}\} = 0$. In terms of
The electron Hamiltonian takes the form (see, e.g., [46])

\[ H = \sum_{i\alpha} \epsilon_{i\alpha} a_{i\alpha}^\dagger a_{i\alpha} + \frac{1}{8\pi} \int \text{d}x \left( E^2 + B^2 \right) - \frac{1}{c} \int \text{d}x \mathbf{j} \cdot \mathbf{A} + H_C - H_V, \]

where \( \epsilon_{i\uparrow} = \epsilon_{i\downarrow} \equiv \epsilon_i \) is the \( i \)th KS energy eigenvalue in the non-polarized case we consider here. The second term in Eq. 2 is the standard photon Hamiltonian with \( E(t, \mathbf{x}), B(t, \mathbf{x}) \) being electric and magnetic field operators, respectively. The third term in Eq. 2 describes electron-photon coupling, where

\[ j(\mathbf{x}) = \left( \sum_{ij} \frac{e\hbar}{2m} a_{i\alpha}^\dagger \phi_i^*(\mathbf{x})i\vec{\nabla}\phi_j(\mathbf{x}) a_{j\alpha} + \text{h.c.} \right) + O(\mathbf{A}) \]

is the current operator, \( \mathbf{A}(t, \mathbf{x}) \) is the electromagnetic field vector potential operator, \( e \) is the electron charge, \( c \) is the speed of light. The fourth term is the (microscopic) Coulomb interaction operator

\[ H_C = \frac{1}{2} \sum_{ijkl \alpha, \beta} V_{ijkl} a_{i\alpha}^\dagger a_{j\beta}^\dagger a_{k\beta} a_{l\alpha}, \quad V_{ijkl} = \int \text{d}x' \phi_i^*(x)\phi_j^*(y)\phi_k(y)\phi_l(x). \]

The last term is the compensating potential which prevents double-counting of electron interactions

\[ H_V = \sum_{ij} a_{i\alpha}^\dagger \left( \int \text{d}x' \phi_i^*(x)V_{KS}(x, y)\phi_j(y) \right) a_{j\alpha}, \]

where \( V_{KS}(x, y) \) is the, in general, non-local KS potential consisting of the Hartree and exchange-correlation terms (see, e.g., [55, 56]). Coulomb gauge \( \nabla \cdot \mathbf{A} = 0 \) is used in this work.

Casting the electron Hamiltonian in the form (2) makes it convenient to treat KS states as the effective Fermionic degrees of freedom (quasiparticles) with their interactions described by the last three terms of (2).

### B. Approximations

In this work we have used hybrid Heyd-Scuseria-Ernzerhof (HSE) exchange correlation functional in the DFT simulations [57, 58]. Hybrid functionals have been somewhat successful in reproducing electronic gaps in various semiconductor nanostructures (e.g., [56]). (See, however, [59, 60].) Here using HSE functional is assumed to substitute for calculating
corrections to the KS energies $\epsilon_i$ using (costly) $GW$ method \cite{55,60,62}. So, here we use the simplest approximation where the single-particle energy levels and wave functions are approximated by $\epsilon_i$ and $\phi_i$ from the HSE DFT output. This implies that Fermion lines in Fig. 1 are assumed to be “dressed”, i.e., the self-energy corrections as well as the $H_V$ term \cite{55} are assumed to have been incorporated in the Fermion propagators \cite{55}. While $GW$ (or, at least, $G_0W_0$) technique would have to be employed to improve accuracy of our calculations, it is unlikely to significantly alter our results and conclusions.

In this work, electron-hole bound states (excitons) are approximated as uncorrelated KS particle-hole pairs. The bound state effects in the nanometer-sized silicon nanoparticles are important (see, e.g., \cite{63,64}). Incorporating them into this QE technique is in progress \cite{90}. However, bound state effects are not likely to change the conclusions of this work qualitatively.

Now the task is straightforward: use standard MBPT techniques (e.g., \cite{53,65}) to compute photon-to-bi-exciton and photon-to-exciton decay rates working to the second order in the electron-photon coupling and to the second order in the screened Coulomb interaction.

The effects of electron-phonon interactions are approximately taken into account by adding small imaginary parts to the KS energies $\epsilon_i \rightarrow \epsilon_i - i\gamma_i$. This is the source of non-zero line-widths in the expressions below. For simplicity, in this work all the line-width parameters will be set to 0.025 eV which corresponds to the room temperature scale.

\textbf{C. Expressions for the rates $R_1$, $R_2$}

Let us start by quoting the KS orbital Fourier transformation conventions used in this work

$$
\phi_i(k) = \frac{1}{\sqrt{V}} \int_V dx \phi_i(x)e^{-ik \cdot x}, \quad \phi_i(x) = \frac{1}{\sqrt{V}} \sum_k \phi_i(k)e^{ik \cdot x},
$$

$$
k = 2\pi \left( \frac{n_x}{L_x}, \frac{n_y}{L_y}, \frac{n_z}{L_z} \right), \quad n_x,n_y,n_z = 0, \pm 1, \pm 2, ...
$$

(6)

with $V = L_xL_yL_z$ being the simulation cell volume.

Generation of the exciton and bi-exciton states due to photon absorption can be viewed as a decay of the photon into the exciton and bi-exciton states, respectively. To the second order in the electron-photon coupling and in the screened Coulomb interaction the general
expression for the photon decay rate is
\[ R(\omega) = -\frac{4\pi c^2 \hbar}{\omega V} \text{Im} (\Sigma(\omega)), \]
where the polarization averaged optical photon self-energy, \( \Sigma(\omega) \), is proportional to the time-ordered current-current correlation function
\[ \Sigma(\omega) = \frac{1}{3} \sum_a \Sigma^{aa}(\omega), \ a = x, y, z, \]
\[ i\Sigma^{ab}(\omega) = \frac{1}{\hbar^2 c^2} \int dxdydt \ e^{i\omega t} \langle \Omega | T j^a(t,x) j^b(0,y) | \Omega \rangle, \]
where \( j(t,x) \) is the current operator, Eq. (3), \( T \) is the time ordering symbol, \( | \Omega \rangle \) is the nanoparticle’s ground state. As mentioned above, the relevant Feynman diagrams are shown in Fig. 1. Contributions to \( \text{Im} (\Sigma^{aa}(\omega)) \) from the dashed line cuts correspond to the single exciton final states and are relevant for \( R_1(\omega) \), while the solid line cuts corresponding to the bi-exciton physical states contribute to \( R_2(\omega) \). Then QE is given by
\[ QE(\omega) = \frac{R_1(\omega) + 2R_2(\omega)}{R_1(\omega) + R_2(\omega)}. \]
The leading order (LO) photon-to-exciton rate (Fig. 1 A, dashed cut) is
\[ R_1^{LO}(\omega) = \sum_{ij} \theta_j \theta_{-i} \frac{8\pi^2 \hbar^2}{3V\omega} |J_{ji}|^2 \delta(\omega - \omega_{ji}), \]
where the summation notations are
\[ \sum_i \theta_i = \sum_{i \geq LU} \sum_i \theta_{-i} = \sum_{i \leq HO} \]
with HO and LU defined as the highest occupied and lowest unoccupied KS levels, and
\[ J_{ji} = e \sum_k \phi_j^*(k) \left( \frac{\hbar k}{m} \right) \phi_i(k), \ \omega_{ji} = \frac{\epsilon_j - \epsilon_i}{\hbar}, \]
where \( k \) is defined in Eq. (6), and
\[ \delta_\gamma(x) = \frac{1}{\pi} \frac{\gamma}{x^2 + \gamma^2}, \]
the Lorentzian representation of the \( \delta \)-function. Note that (10) is proportional to the LO unpolarized optical photon absorption cross section, as prescribed by the optical theorem [66]. However, in the case of simulation cells of variable volume, the photon-to-exciton decay
rate $R_1(\omega)$ is a sensible measure of absorption. For instance, in terms of $R_1$ a sparse QD array and an isolated QD have the same absorption, as they should. Therefore, in this work we use $R^{LO}_1$ from Eq. 10 as a measure of the absorption spectrum in a nanoparticle.

The LO contribution to $R_2(\omega)$ and the next-to-leading order (NLO) contribution to $R_1(\omega)$ from the I.I. process shown in Fig. 1 C and D are

$$R^{II}_2(\omega) = \sum_{slkij} \frac{16\pi^2}{3V\hbar^2\omega} J_{sl}^2 M_{ksij} (\theta_k \theta_s \theta_{-l} \theta_j \theta_{-i} f_2^h + \theta_{-k} \theta_{-s} \theta_{-l} \theta_{-j} \theta_{-i} f_2^h),$$

$$f_2^p = (\mathcal{P}_\gamma(\omega - \omega_{sl}))^2 \delta_\gamma(\omega - \omega_{kl} - \omega_{ij}), \quad f_2^h = (\mathcal{P}_\gamma(\omega - \omega_{ls}))^2 \delta_\gamma(\omega - \omega_{lk} - \omega_{ij}),$$

$$R^{II}_1(\omega) = \sum_{slkij} \frac{16\pi^2}{3V\hbar^2\omega} J_{sl}^2 M_{ksij} (\theta_k \theta_s \theta_{-l} \theta_j \theta_{-i} f_2^p + \theta_{-k} \theta_{-s} \theta_{-l} \theta_{-j} \theta_{-i} f_2^h),$$

$$f_1^p = 2\delta_\gamma(\omega - \omega_{st}) \mathcal{P}_\gamma(\omega - \omega_{kl} - \omega_{ij}) \mathcal{P}_\gamma(\omega - \omega_{sl}),$$

$$f_1^h = 2\delta_\gamma(\omega - \omega_{ls}) \mathcal{P}_\gamma(\omega - \omega_{lk} - \omega_{ij}) \mathcal{P}_\gamma(\omega - \omega_{ls}),$$

where

$$M_{ksij} = \left| \sum_{p \neq 0} \frac{4\pi e^2 p^*_{ks}(p)\rho_{ij}(p)}{V(p^2 - \Pi(0, p, -p))} \right|^2,$$

and

$$\mathcal{P}_\gamma(x) = \frac{x}{x^2 + \gamma^2}, \quad \rho_{ji}(p) = \sum_k \phi_j^*(k - p) \phi_i(k),$$

the transitional density, and where

$$\Pi(\omega, k, p) = \frac{8\pi e^2}{V\hbar} \sum_{ij} \rho_{ij}(k)\rho_{ji}(p) \left( \frac{\theta_{-j} \theta_i}{\omega - \omega_{ij} + i\gamma} - \frac{\theta_j \theta_{-i}}{\omega - \omega_{ij} - i\gamma} \right)$$

is the random phase approximation (RPA) polarization insertion (see, e.g., [53]), and where the notations introduced in Eqs. 11, 12, 13 have been used.

Let us now describe simplified treatment of medium screening used in this work. We start with the standard RPA screened Coulomb potential

$$W(0, k, p) = 4\pi e^2 \left[ k^2 \delta_{k,-p} - \Pi(0, k, p) \right]^{-1},$$

where $\Pi(\omega, k, p)$ given by Eq. 18 in the static limit $\omega = 0$ widely used for Si nanostructures (e.g., [63, 67, 68]). So, evaluating $W(0, k, p)$ requires matrix inversion. For $1 - 2$ nm-sized systems the matrix dimensionality can easily reach $10^5 - 10^6$, and, more generally, the
TABLE I: $E_g$ is the HO-LU gap, $E_{g}^{\text{BSE}}$ - BSE minimal exciton energy, $E_{\text{opt}}$ - optical gap.

| Structure | cSi$_{29}H_{36}$ B3LYP | cSi$_{35}H_{36}$ HSE06 |
|-----------|------------------------|------------------------|
| $E_g$, eV | 5.0                    | 4.4                    |
| $E_{g}^{\text{BSE}}$, eV | 3.1                    | 2.6                    |
| $E_{\text{opt}}$, eV | 4.5                    | 4.4                    |

To determine quality of this approximation we have used our code to solve Bethe-Salpeter Equation (BSE) [60–62, 70, 71] for crystalline $Si_{29}H_{36}$, $Si_{35}H_{36}$ QDs using “diagonal” static interaction $W(0, \vec{k}, -\vec{k})$. DFT simulations were done using B3LYP [72] and HSE06 functionals, respectively. Then low-energy absorption including exciton effects was calculated, and the optical gap, $E_{\text{opt}}$, was determined. The results are shown in Table 1. Comparison with the existing high precision calculations for $Si_{29}H_{36}$, $Si_{35}H_{36}$ QDs has shown that optical gaps, $E_{\text{opt}}$, agree with the results of Garufalis et al. [73] within few %. The minimal exciton state energy, $E_{g}^{\text{BSE}}$, for $Si_{35}H_{36}$ agrees with with the results of Benedict et al. [63] within few % (no data for $Si_{29}H_{36}$). Our $E_{\text{opt}}$ are lower by about 10% compared to the Quantum Monte Carlo (QMC) results of [74] which may be due to the lack of single particle energy corrections in our calculations.

This indicates that the simplified screened interaction $W(0, \vec{k}, -\vec{k})$ used in this work is a reasonable approximation for the $nm$-sized hydrogen-terminated silicon nanoparticles. Using the more expensive full interaction $W(0, \vec{k}, \vec{p})$, or $W(\omega, \vec{k}, \vec{p})$, will be needed to improve the accuracy of this QE technique but it will not significantly change the results or alter the conclusions of this work.

Now let us finish quoting the rate expressions. Contribution to $R_2$ from the diagram
shown in Fig. 1 B (the vertex correction) is given by

$$ R^{VC}_2(\omega) = \sum_{ijklab} \frac{16\pi^2}{3Vh^2\omega} \mathbf{J}_{ij} \cdot \mathbf{J}_{kl} \left( \sum_{p,q \neq 0} \frac{4\pi e^2 \rho_{ba}^*(p)\rho_{jk}(p)}{V (p^2 - \Pi(0, p, -p))} \frac{4\pi e^2 \rho_{ba}^*(q)\rho_{ba}(q)}{V (q^2 - \Pi(0, q, -q))} \right) \times \times \theta_j \theta_l \theta_i \theta_k \delta_{ij}(\omega - \omega_{ab} - \omega_{ij}) P_\gamma(\omega - \omega_{ji}) P_\gamma(\omega - \omega_{kl}) + c.c. $$ (20)

The corresponding $R^{VC}_1(\omega)$ is given by a similar expression which is not shown here. This is because we have calculated $R^{VC}_2(\omega)$, $R^{VC}_1(\omega)$ for several nanoparticles from Fig. 2 and found their magnitudes to be only few % of the corresponding I.I. contributions to the rates, $R^{II}_2(\omega)$ and $R^{II}_1(\omega)$. This agrees with the earlier findings that MEG is dominated by the I.I. process [49]. So, from now on we will approximate

$$ R_1(\omega) = R^{LO}_1(\omega) + R^{II}_1(\omega), \quad R_2(\omega) = R^{II}_2(\omega), $$ (21)

where $R^{LO}_1(\omega)$, $R^{II}_1(\omega)$, $R^{II}_2(\omega)$ are given by Eqs. 10-15,14, respectively. As mentioned above, $R^{II}_1(\omega)$ receives contributions from the dashed line cuts in Fig. 1 C, D that correspond to the single exciton final states. These include the bi-exciton-to-exciton state recombination, i.e., the direct Auger process.

Note that in Eqs. 15,14,20 the zero momentum mode is excluded from the momentum sums which is due to charge neutrality [53].

Pauli exclusion principle in Eqs. 14,20 has been implemented by excluding contributions from the physical bi-exciton states with two particles or holes with the same spin occupying the same KS state.

We emphasize that the rates $R_1$, $R_2$ are comprehensive characteristics of the photon-to-exciton and the photon-to-bi-exciton conversion processes, respectively. They naturally include both the initial photon absorption process and the subsequent exciton-to-bi-exciton conversion via medium-modified Coulomb interaction.

### III. COMPUTATIONAL DETAILS

The optimized geometries and the electronic structures of the silicon nanostructures have been obtained using the *ab-initio* total-energy and molecular-dynamics program VASP (Vienna ab-initio simulation program) with the hybrid Heyd-Scuseria-Ernzerhof (HSE) exchange correlation functional [57, 58] along with the projector augmented-wave (PAW) pseudopotentials [75, 76].
FIG. 2: Unit cells of the DFT optimized atomistic models of nanoparticles. The core (yellow) atoms are silicons, the surface passivating (white) atoms are hydrogens. Shown in (a) and (b) are the two QD unit cells of the crystalline and amorphous \( \text{Si}_{29}\text{H}_{36} \) QD arrays, respectively. In (c) is the crystalline (112) NW (\( \text{Si}_{144}\text{H}_{96} \)), which is two unit cells). In (d) is one of the amorphous NWs (\( \sim 1 \text{ nm} \) cross-section size, \( \text{Si}_{96}\text{H}_{44} \)). In (e) and (f) are the crystalline and amorphous films, respectively (\( \sim 2 \text{ nm} \) thick, \( \text{Si}_{192}\text{H}_{24} \)).

VASP uses plane wave basis, and the momentum cutoff is implemented by the condition

\[
\frac{\hbar^2 k^2}{2m} \leq \mathcal{E}_{\text{max}},
\]

where \( \mathbf{k} \) is a finite-volume discretized wave vector (Eq. [6]), \( m \) is the electron mass. In our simulations \( \mathcal{E}_{\text{max}} = 312.5 \text{ eV} \) has been used. Conjugated gradient method for ionic relaxation available in VASP has been used. The geometries were relaxed until residual forces on the ions were no greater than 0.03 \( \text{eV/Å} \). The energy cut-offs regulated by the number of KS orbitals included into simulations were chosen so that \( \epsilon_{i_{\text{max}}} - \epsilon_{\text{HO}} \simeq \epsilon_{LU} - \epsilon_{i_{\text{min}}} \geq 4E_g \), where \( i_{\text{max}}, \ i_{\text{min}} \) are the highest and the lowest KS labels included in simulations. The amorphous
Periodic silicon nanostructures considered in this study have been represented by the atomistic models placed in various finite volume simulation boxes with periodic boundary conditions. For instance, both crystalline and amorphous isolated QDs which are about 1 nm in size have been simulated in cubic boxes with $L_x = L_y = L_z \simeq 2$ nm. This has ensured inter-QD separation by about 1 nm of vacuum thus excluding spurious interactions between their periodic images. 3D simple cubic QD arrays (Fig. 2 (a) and (b)) have been prepared by placing two QDs replicated in the $x$ direction into a box with dimensions $L_x = 2.5$ nm, $L_y = L_z \simeq 1.25$ nm. Upon relaxation this has resulted in the $\sim 1.25$ nm distance between QD geometric centers, which corresponds to the minimum energy simple cubic array configuration (as predicted with the HSE06 functional). For the NWs the length of the box has been chosen to coincide with the unit cell length, while in the other two directions the NWs have been kept separated by about 1 nm of vacuum. For the crystalline NW studied here (Fig. 2 (c)) the periodicity direction is $\langle 112 \rangle$ direction of Si bulk (two unit cells, $Si_{144}H_{96}$, have been simulated). It has approximately 1 nm cross-section size.

Five atomistic models of NWs with disordered or partially disordered core structure have been prepared and simulated in this work. Four of them have approximately 1 nm cross-section size, while the fifth one has turned out to have approximately elliptical cross-section with the dimensions of about 1.4 nm and 2.2 nm. (See Section IV for more information.)

FIG. 3: DFT relaxed units cells of the atomistic models of partially amorphous ((g), $Si_{144}H_{98}$) and amorphous ((h), $Si_{144}H_{88}$) NWs obtained by the simulated annealing of the crystalline NW (Fig. 2 (c)).

structures have been prepared by simulated annealing [77, 78].
TABLE II: Gaps for the structures shown in Figs. 2, 3, and for the amorphous NW Si_{200}H_{88}.

| Structure | cQD Si_{29}H_{36} | aQD Si_{29}H_{36} | (a) | (b) | (c) | (d), (h) ave. | (e) | (f) | (g) | aNW Si_{200}H_{88} |
|-----------|------------------|------------------|-----|-----|-----|-------------|-----|-----|-----|------------------|
| $E_g$, eV  | 4.51             | 3.64             | 4.45| 3.67| 2.09| 0.90        | 1.46| 0.55| 1.59| 0.61             |

The quasi 2D films have been simulated by placing their unit cells into periodic boxes with the two dimensions close to the dimensions of the unit cell (in-out of the page and up-down directions in Fig. 2 (e), (f)). In the third direction (left-right in Fig. 2 (e), (f)) the hydrogen passivated surfaces have been kept separated by about 1 nm of vacuum. For the crystalline film the (111) surface is exposed.

In the preparation of disordered structures we have been careful to passivate the nanoparticle surfaces and to perform geometry relaxation to avoid artificial reduction of the gap by the unpaired surface electrons, and by other artifacts.

The resulting gaps are shown in Table 2. The gap, $E_g$, which in our approximation is $E_g = \epsilon_{LU} - \epsilon_{HO}$, diminishes with the decrease of spatial confinement, i.e., as one proceeds from the isolated QDs to arrays, then to NWs, and to the films. This is as expected and is due to the increase in the electron delocalization. In the amorphous nanostructures disorder results in the formation of multiple defects which introduces additional states in the band gap region, leading to the gap decrease in the nanoparticles with the core disorder compared to their crystalline counterparts.

Simulations of periodic structures have been done for $K = 0$, where $K$ is the lattice wave vector, i.e., at the \( \Gamma \) point. We have studied effects of the Brillouin zone sampling by including more $K$ points in the simulation of the two QD unit cell of the 1D crystalline QD array (Fig. 2 (a)), and for the crystalline NW (Fig. 2 (c)) with two unit cells included in the simulation. We have found small (less than 10%) variation in the single particle energies over the Brillouin zone. Based on this we have concluded that our \( \Gamma \) point approximation is reasonable. So, in this work a KS orbital is specified by just an integer. Full $K$ dependence would have to be included to improve accuracy of our calculations.

DFT often fails to correctly describe dispersion interactions. To check this issue, we have conducted geometry optimization of the 1D QD arrays (cells from Fig. 2 (a), (b)), both crystalline and amorphous, using functional with van der Waals corrections, such as DFT-D2 method of Grimme included in VASP software. Introduction of dispersion corrections
FIG. 4: Absorption spectra and QEs for the six nanoparticles shown in Fig. 2. Thick solid (blue) line depicts 3D crystalline QD array (a), thin dashed (green) line - 3D amorphous QD array (b), thin (black) solid line – crystalline NW (c), intermediate dashed (red) line – amorphous NW, averaged, intermediate solid (purple) line – crystalline film (e), thick dashed (magenta) line – amorphous film (f).

to DFT calculations has resulted in insignificant changes in the relaxed geometries, as well as in the density of states and absorption spectra [78].

In this work all DFT simulations have been done in a vacuum. Our calculations can serve as the simplest models of arrays of QDs, NWs dispersed in a low permittivity dielectric host material, such as SiO\textsubscript{2} (bulk dielectric constant is $\epsilon = 3.9$, the gap, $E_g \approx 9 \text{ eV}$). In a more sophisticated approach the SiO\textsubscript{2}/Si interface effects should be taken into account. But investigation of these effects would require a large scale atomistic level study (see, e.g., [82, 83]) without significantly changing the results and conclusions of this work.
IV. RESULTS AND DISCUSSION

Shown in Fig. 4 on the left are the absorption rates for the structures shown in Fig. 2. When plotted as functions of $\hbar \omega / E_g$ the crystalline NW and film have the strongest absorption. However, as a function of the absolute energy the strongest absorption in the low-energy region $\hbar \omega \leq 3.5 \text{ eV}$ is displayed by the amorphous film and NWs, which is due to the lower $E_g$ (see Table 2). Shown in Fig. 4 on the right are the QE results for the structures from Fig. 2. When plotted as a function of $\hbar \omega / E_g$ it is the QDs and QD assemblies, both crystalline and amorphous, that have the highest QE of about 1.8 at $\hbar \omega / E_g \simeq 3$. As noted in Section III, we have performed simulations on the isolated QDs and on the simple cubic 3D arrays. The QEs are quite similar in both cases, so only the 3D array results are shown, for brevity. The QDs are followed by the amorphous NWs with average $QE \simeq 1.6$ at $\hbar \omega / E_g \simeq 4.8$ and by the amorphous nanofilm with $QE \simeq 1.5$ at $\hbar \omega / E_g \simeq 6$. Our calculations indicate that MEG in the crystalline NW and in the crystalline nanofilm is very weak with $QE \simeq 1$. As a function of the absolute energy the strongest MEG at low energy is exhibited by the the amorphous film ($QE \simeq 1.5$ at $\hbar \omega = 3.3 \text{ eV}$) and by the 1nm cross-section NWs (average $QE \simeq 1.6$ at $\hbar \omega \simeq 4.5 \text{ eV}$) due, again, to the lower $E_g$ (see Table 2).

In all cases including Auger recombination, i.e., using $R_1 = R_1^{LO} + R_1^{II}$ as opposed to $R_1 = R_1^{LO}$, has reduced QE by not more than 5%.

So, our results predict effective MEG in all the structures considered in this work except for the crystalline NW and the quasi 2D crystalline film. This is not surprising and is similar to the low MEG efficiency in the periodic bulk semiconductors: delocalized plane wave-like states have electrostatic interactions that are too weak for an effective MEG.

QDs used in the existing QE measurements ($d = 9.5 \text{ nm}$ in [38], $d = 3.5 \text{ nm}$ in [39]) are much larger than the 1 nm ones we used in our simulations. Since MEG is very size-sensitive direct comparison is not possible at this time. Our crystalline QD array prediction of $QE = 1.5$ at photon energy $2.4E_g$ appears to agree with the measurements of [39]. We believe that this is a fluke.
FIG. 5: **On the left**: Pair correlation functions for the crystalline NW (Fig. 2 (c)) depicted by the thin solid (green) line), partially amorphous (Fig. 3 (g)) – dashed (red) line, and amorphous NW (Fig. 3 (h)) – thick solid (blue) line. **On the right**: Exciton and bi-exciton densities of states (DOS) for the $Si_{96}H_{44}$ amorphous NW, Fig. 2 (d) (thick solid line depicts exciton DOS, thick dashed line - bi-exciton DOS), and for the $Si_{144}H_{96}$ crystalline NW, Fig. 2 (c) (thin solid line - exciton DOS, thin dashed line - bi-exciton DOS). Gaussian broadening parameter 0.08 $eV$ has been used.

FIG. 6: Absorption and QE of the crystalline (Fig. 2 (c), $Si_{144}H_{96}$, thin (black) solid line), partially disordered (Fig. 3 (g), $Si_{144}H_{98}$, thick (blue) solid line) and fully disordered (Fig. 3 (h), $Si_{144}H_{88}$, dashed (green) line) NWs.

**A. MEG in NWs as a function of structural disorder**

To elucidate the dependence of MEG on the degree of core structural disorder in the NWs we have performed simulated annealing on the crystalline NW (Fig. 2 (c)) to make one NW with a partially disordered structure (Fig. 3 (g)) and another with a fully disordered
FIG. 7: IPRs for the states near Fermi level for 1. the crystalline (Fig. 2 (c), Si$_{144}$H$_{96}$, on the left, green lines), 2. partially amorphous (Fig. 3 (g), Si$_{144}$H$_{98}$, in the middle, red lines) and 3. amorphous (Fig. 3 (h), Si$_{144}$H$_{88}$, on the right, blue lines) NWs. Zero energy is set at mid-gap.

NW (Fig. 3 (h)). To quantify the disorder we have computed pair correlation functions

$$g(r) = \frac{1}{4\pi r^2 N\rho} \sum_{i=1}^{N} \sum_{k \neq i}^{N} \delta(r - |x_i - x_k|),$$  \hspace{1cm} (23)

where $N$ is the number of core atoms in the unit cell ($N_{Si} = 144$ in our case), $\rho$ is the number density, for these three atomistic models. The results are shown in Fig. 5 left panel. The nearest neighbor peaks at $r \sim 0.24$ nm are virtually identical for both crystalline and disordered structures. This is as expected since this peak characterizes the $Si - Si$ bond length in a solid silicon material. However, at greater separations there are noticeable differences as one proceeds from the crystalline (thin solid (green) curve) to the partially disordered (dashed (red) curve) and the fully disordered (thick solid (blue) curve) NW. The peaks become broader and, overall, the curves exhibit fewer features. All this indicates evolution from the crystalline to amorphous structure in the three nanoparticles considered.

So, shown in Fig. 6 are the absorption spectra and QEs for the three structures. The amorphous and partially amorphous NWs exhibit strong absorption at low energies which is due to the lower $E_g$ (see Table 2). As a function of the absolute energy the strongest MEG at low energy is exhibited by the the fully amorphous NW (Fig. 3 (h)) with $QE \simeq 1.5$ at $\hbar \omega = 4.3$ eV. This is due to the gap hierarchy of the three structures (see Table 2).

To obtain an insight into the trend suggested by these results we have computed inverse participation ratios (IPRs) defined as

$$IPR_i = \frac{\int \! dx |\phi_i(x)|^4}{\left(\int \! dx |\phi_i(x)|^2\right)^2},$$  \hspace{1cm} (24)

for the KS orbitals near Fermi level for the three NWs. IPR is a measure of localization.
of a single-particle state \[84\]. The resulting IPRs are shown in Fig. 5, left panel. As one proceeds from the crystalline to partially disordered, and then to amorphous NW the electron states become much more localized which enhances electron Coulomb interactions. In addition, shown in Fig. 5, right panel are the exciton and bi-exciton densities of states (DOS) for the crystalline NW (Fig. 2 (c)) and for one of the amorphous NWs (Fig. 2 (d)). The crystalline NW suffers from a paucity of states in the crucial regions near the energy thresholds \( E = E_g \) and \( E = 2E_g \) which is an exhibition of the band structure. This explains drastically different MEG efficiencies in the crystalline and amorphous NWs and nanofilms.

B. Dependence of MEG in amorphous NWs on spatial confinement

Finally, to study how MEG in the amorphous NWs depends on the spatial confinement we have simulated a bigger disordered NW. This structure has been prepared by merging two copies of the \( Si_{100} \) amorphous NW unit cell (\( \sim 1 \text{ nm} \) cross-section size) with the subsequent hydrogen passivation and DFT geometry relaxation. The cross section of the resulting NW with \( Si_{200}H_{88} \) unit cell has turned out to be approximately elliptical with the dimensions of about 1.4 nm and 2.2 nm. We have checked that the structures of \( Si_{100}H_{50} \) and \( Si_{200}H_{88} \) are very similar. Shown in Fig. 8 are the absorption rates and QEs for the two NWs. Both are predicted to have appreciable absorption at low energy. As a function of \( \hbar \omega/E_g \) the smaller NW has higher QE, as expected. However, the QEs as functions of \( \hbar \omega \) are similar in the two cases due to lower \( E_g \) in the bigger NW (see Table 2).
V. CONCLUSIONS AND OUTLOOK

Working to the second order in the electron-photon coupling and in the screened Coulomb interaction we have developed a DFT+MBPT technique for calculating QE. This method has been used to calculate QE in several nanometer-sized hydrogen-passivated silicon nanoparticles in different regimes of spatial confinement, such as isolated silicon QDs, QD arrays, NWs, and quasi 2D films with both crystalline and amorphous core structures.

Our results have indicated that MEG in these systems is dominated by the I.I. mechanism (processes C, D in Fig. [1]) which is agreement with previous work [49]. Our results predict that efficient MEG is, in general, present in the Si nanoparticles considered here. As one proceeds from the isolated QDs and QD arrays to NWs and films the efficiency of MEG crucially depends on the core structural disorder. Both crystalline and amorphous QDs and QD arrays exhibit strong MEG (Fig. [4]). But in the NWs and nanofilms, which can be viewed as limiting cases of dense 1D and 2D QD arrays, respectively, MEG is virtually absent in the crystalline structures but is strong in the amorphous ones (Figs. [4,6]). Combined with the lower electronic gaps in the amorphous NWs and nanofilms we predict efficient MEG in these nm-sized nanoparticles already in the solar spectrum range (Fig. [4]). Inclusion of the exciton effects into calculations will further red-shift the \( \text{QE}(h\omega) \) curves. Given that the electron transport is typically stronger in the NWs and films compared to QD arrays, nanomaterials based on the amorphous Si NWs and/or nanofilms could be suitable for the energy conversion applications.

We realize that for some of our nanoparticles, especially the QDs, the photon energies required for the effective MEG are well outside of the optical spectrum range. But one expects that the qualitative trends found here will persist for larger nanoparticles.

Accuracy of our methods can be improved in several ways. The single particle energy corrections can be included using standard \( GW \) scheme. Then they can be easily incorporated in the rate expressions quoted above. As already mentioned above, accurate description of MEG in the 1-2 nm silicon nanoparticles requires incorporating exciton effects [64]. This will be one immediate extension of this work. Inclusion of the dynamics of the electron-hole bound states in the rates \( R_1, R_2 \) will be achieved using standard MBPT techniques (see, \( e.g., \) [85]).

Also, in the I.I. process the typical energy in the screened Coulomb potential exceeds the
gap and is not negligible. The role of the dynamical screening effects should be investigated.

On a more general note, it is understood that conclusions about MEG efficiency in a nanoparticle can only be made by comparison with the phonon relaxation efficiency [42]. So, in addition to the rates $R_1$, $R_2$ one needs to compute exciton relaxation times due to phonon emission, and, then, the rates of decay of a photon into low-energy excitons. At the atomistic DFT+MBPT level this task can be achieved by employing the finite temperature/real time technique of MBPT [86, 87], or the reduced density matrix method [88, 89].

We stress that while the theoretical methods of this work can be improved, the main conclusion of the drastic difference of the MEG efficiency between the amorphous and crystalline silicon NWs and nanofilms will persist.
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