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Abstract—Fog/Edge computing is a novel computing paradigm supporting resource-constrained Internet of Things (IoT) devices by placement of their tasks on edge and/or cloud servers. Recently, several Deep Reinforcement Learning (DRL)-based placement techniques have been proposed in fog/edge computing environments, which are only suitable for centralized setups. The training of well-performed DRL agents requires manifold training data while obtaining training data is costly. Hence, these centralized DRL-based techniques lack generalizability and quick adaptability, thus failing to efficiently tackle application placement problems. Moreover, many IoT applications are modeled as Directed Acyclic Graphs (DAGs) with diverse topologies. Satisfying dependencies of DAG-based IoT applications incur additional constraints and increase the complexity of placement problem. To overcome these challenges, we propose an actor-critic-based distributed application placement technique, working based on the IMPortance weighted Actor-Learner Architectures (IMPALA). IMPALA is known for efficient distributed experience trajectory generation that significantly reduces exploration costs of agents. Besides, it uses an adaptive off-policy correction method for faster convergence to optimal solutions. Our technique uses recurrent layers to capture temporal behaviors of input data and a replay buffer to improve the sample efficiency. The performance results, obtained from simulation and testbed experiments, demonstrate that our technique significantly improves execution cost of IoT applications up to 30% compared to its counterparts.
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1 INTRODUCTION

In recent years, new computing and communication technologies have rapidly advanced, leading to the proliferation of smart Internet of Things (IoT) devices (e.g., sensors, smartphones, cameras, vehicles) [1]. These advancements empower IoT devices to run a multitude of resource-hungry and latency-sensitive IoT applications. These emerging IoT applications increasingly demand computing, storage, and communication resources for the execution [2]. Also, the execution of such resource-hungry applications requires a significant amount of energy consumption. Hence, limited computing, storage, and battery capacity of IoT devices, directly affect the performance of IoT applications and user experience [3].

The Cloud computing paradigm, as a centralized solution, is one of the main enablers of the IoT, providing unlimited and elastic remote computing and storage resources for the execution of computation-intensive IoT applications [4]. All/some computation-intensive constituent parts (e.g., service, modules, tasks) of IoT applications can be placed (i.e., offloaded) on remote Cloud Servers (CSs) for execution and storage in order to reduce the execution time of IoT applications and energy consumption of IoT devices [5], [6].

However, due to low bandwidth and high communication latency between IoT devices and CSs, the requirements of latency-sensitive IoT applications cannot be efficiently satisfied [7]. Besides, low bandwidth and high latency of CSs may incur more energy consumption for IoT devices due to higher active communication time with CSs. To improve the high communication latency and low bandwidth of CSs, fog computing paradigm, as a distributed solution, has emerged. In fog computing, heterogeneous Fog Servers (FSs) are distributed in the proximity of IoT devices, through which IoT devices can access the computing and storage resources with higher bandwidth and less communication latency, compared to CSs [8]. However, these FSs usually have limited resources (e.g., CPU, RAM) in comparison to CSs. In our view, edge computing harnesses only distributed edge resources at the proximity of IoT devices while fog computing harnesses both edge and cloud resources to address the requirements of both computation-intensive and latency-sensitive IoT applications (although some works use these terms interchangeably).

In real-world scenarios, many IoT applications (e.g., face recognition [9], smart healthcare [10], and augmented reality [11]) are modeled as a Directed Acyclic Graph (DAG), in which nodes and edges represent tasks and data communication among dependent tasks, respectively. These DAG-based IoT applications incur higher complexity and constraints when making placement decisions for the execution of IoT applications. Hence, placement/offloading of IoT applications, comprised of dependent tasks, on/to suitable servers with the minimum execution time and energy con-
Deep Reinforcement Learning (DRL) provides a promising solution by combining Reinforcement Learning (RL) with Deep Neural Network (DNN). Since DRL agents can accurately learn the optimal policy and long-term rewards without prior knowledge of the system [16], they help solve complex problems in dynamic and stochastic environments such as fog computing, especially when the state space is so large [15], [17]. Although the effectiveness of DRL techniques is shown in several works [18], [19], [20], [21], [22], there are yet several challenges for practical realizations of these techniques in fog computing environments. In DRL, the agent interacts with the environment using trial and error (i.e., exploration) and records the trajectories of experiences (i.e., sequences of states, actions, and rewards) in large quantities with high diversity. These experience trajectories are used to learn the optimal policy in the training phase. In complex environments, such as fog computing, DRL agents require a large number of interactions with the environment to obtain sufficient trajectories of experience to capture the properties of the environment. Therefore, the exploration cost of agents increases. Obviously, it negatively affects the user experience in the fog computing environment, because the training of the DRL agents in such complex environments is a time-consuming process. The centralized DRL agents used in fog computing environments are not suitable for the highly distributed and stochastic environments [23]. Hence, a key problem is how to adapt distributed DRL techniques to efficiently perform in fog computing environments. Considering the distributed nature of fog computing environments, the application placement engines can be placed on different FSs, that work in parallel and efficiently produce diverse experience trajectories with less exploration costs. However, other challenges may arise such as how these trajectories can be efficiently and practically used to learn the optimal policy.

To address the aforementioned challenges, we propose an Experience-sharing Distributed Deep Reinforcement Learning-based application placement technique, called X-DDRL, to efficiently capture complex dynamics of DAG-based IoT applications and FSs’ resources. The X-DDRL uses IMPortance weighted Actor-Learner Architectures (IMPALA), proposed by Espeholt et al. [24], which is a distributed DRL agent that uses an actor-learner framework to learn the optimal policy. In IMPALA, several actors interact with the environments in parallel and produce diverse experience trajectories in a timely manner. Then, these experience trajectories are periodically forwarded to the learner for the training and learning of the optimal policy. After each policy update of the learner, actors reset their parameters with the learner’s one and independently continue their explorations. As a result of this distributed and collaborative experience-sharing between actors and learners, the exploration costs reduce significantly, and the experience trajectories are efficiently reused. However, due to decoupled acting and learning, a policy gap between actors and learners arises, which can be corrected by V-trace off-policy correction method [24]. Moreover, we use Recurrent Neural Networks (RNN) to accurately identify the temporal patterns across different features of the input. Finally, the X-DDRL uses experience replay to break the strong correlation between generated experience trajectories and improve sample efficiency.

The main contributions of this paper are summarized as follows:

- A weighted cost model for application placement of DAG-based IoT applications is proposed to minimize the execution time of IoT applications and energy consumption of IoT devices. Then, this weighted cost model is adapted to be used in DRL-based techniques.
- A pre-scheduling technique is put forward to define an execution order for dependent tasks within each DAG-based IoT application.
- We propose a dynamic and distributed DRL-based application placement technique for complex and stochastic fog computing environments, working based on the IMPALA framework. Our technique uses RNN to capture complex patterns across different features of the input. Moreover, it uses an experience replay buffer which remarkably helps sampling efficiency and breaks the strong correlation between experience trajectories.
- We conduct simulation and testbed experiments using a wide range of synthetic DAGs, derived from the real-world IoT applications, to cover diverse application dependency models, task numbers, and execution costs. Also, the performance of our technique is compared with two state-of-the-art DRL techniques, called Double Deep Q Learning (Double-DQN), and Proximal Policy Optimization (PPO), and a greedy-based heuristic.

The rest of the paper is organized as follows. Relevant DRL-based application placement techniques in edge and fog computing environments are discussed in Section 2. The system model and problem formulations are presented in Section 3. Section 4 describes the DRL-based model and its main concepts. Section 5 presents our proposed distributed DRL-based application placement framework. We evaluate the performance of our technique and compare it with state-of-the-art techniques in Section 6. Finally, Section 7 concludes the paper and draws future works.

2 RELATED WORK

Considering the large number of works in application placement techniques, in this section, related works for DRL-based application placement techniques in fog/edge computing environments are studied. However, detailed related works for the non-learning-based application placement techniques and frameworks are available in [3], [25], [26].

DRL-based works are first divided into edge computing and fog computing. Edge computing works only consider...
the resources in the proximity of IoT users while fog computing ones take advantage of both edge resources and remote cloud resources. Hence, the heterogeneity of resources is higher in the fog computing works, which leads to higher complexity for DRL-based application placement techniques to identify the features of the environments. Besides, works are further categorized into independent and dependent categories based on the dependency model of their IoT applications’ granularity (e.g., tasks, modules). In IoT applications with dependent tasks (i.e., DAGs), each task can be executed only when its parent tasks finish their execution, while tasks of independent IoT applications do not have such constraints for execution. Therefore, works in the dependent category have more constraints, and hence the DRL agent requires specific considerations compared to works in the independent category to efficiently learn the optimal policy.

### 2.1 Edge Computing

In the independent category, Huang et al. [27] proposed a DRL-based offloading algorithm to minimize the system cost, in which parallel computing is used to speed up the computation of a single edge server. Min et al. [28] proposed a fast deep Q-network (DQN) based offloading scheme, combining the deep learning and hotbooting techniques to improve the learning speed of Q-learning. Huang et al. [18] proposed a quantized-based DRL method to optimize the system energy consumption for faster processing of IoT devices’ requests. Chen et al. [19] proposed a double DQN-based algorithm to minimize the energy consumption and execution time of independent tasks of IoT applications. Huang et al. [20] also proposed a DRL-based offloading framework based on DQN that jointly considers offloading decisions and resource allocations. Chen et al. [29] proposed a joint offloading framework with DRL to make an offloading decision based on the information of applications’ tasks and network conditions where the training data is generated from the searching process of the Monte Carlo tree search algorithm. Lu et al. [21] proposed a Deep Deterministic Policy Gradients (DDPG)-based algorithm for computation offloading of multiple IoT users to a single edge server to improve the quality of experience of users. To improve the convergence of the DQN algorithm in an edge computing environment, Xiong et al. [30] proposed a DQN-based algorithm combined with multiple replay memories to minimize the execution time of one IoT application. Qiu et al. [31] studied the distributed DRL in an edge computing environment with a single edge server to minimize the energy cost of running IoT applications, consisted of independent tasks. To obtain this goal, they combined deep neuro-evolution and policy gradient to improve the convergence results.

In the dependent category, Wang et al. [16] proposed a meta reinforcement learning algorithm based on the Proximal Policy Optimization (PPO). The main goal of this work is to minimize the execution time of dependent IoT applications, situated in the proximity of a single edge server.

### 2.2 Fog Computing

In the independent category, Gazori et al. [32] targeted task scheduling of independent IoT applications to minimize long-term service delay and system cost. To obtain this, they used a double DQN-based scheduling algorithm combined with an experience replay buffer. Tuli et al. [23] proposed Asynchronous-Advantage-Actor-Critic (A3C) learning-based technique combined with Recurrent Neural Network (RNN) for the scheduling of independent IoT applications to minimize total system cost.

In the dependent category, Lu et al. [33] proposed a DQN-based algorithm to minimize the overall system cost. Although they consider dependencies among constituent parts of each IoT application, they only consider the sequential dependency model among tasks of an IoT application, where there are no tasks for parallel execution.

### 2.3 A Qualitative Comparison

Table 1 identifies and compares the main elements of related works with ours in terms of their IoT application, architectural, and application placement engine properties. In the IoT application section, the dependency model of each proposal is studied, which can be either independent or dependent. Moreover, we study how each proposal models IoT applications in terms of the number of tasks and heterogeneity. This demonstrates whether IoT applications consist of homogeneous or heterogeneous tasks in terms of their computation and data flow. In the architectural properties, the attributes of IoT devices, fog/edge servers, and cloud servers are studied. For IoT devices, the overall number of devices and their type of requests are identified. The heterogeneous request type shows that each device has a different number of requests with various requirements compared to other IoT devices. For edge/fog servers, the number of deployed servers between IoT devices and cloud servers and the heterogeneity of their resources are studied. Moreover, the multi-cloud shows either these works consider different cloud service providers with heterogeneous resources or not. In the application placement engine, the main employed DRL methods are identified. Besides, it is studied either these works consider any mechanism to provide priority for the execution of tasks or not. Finally, the decision parameters of these DRL-based techniques are identified.

Considering DRL-based application placement techniques in edge and fog computing and their identified properties, the environment with multiple heterogeneous IoT devices, heterogeneous FSs, and heterogeneous multi CSs has the highest number of features. Moreover, DAG-based IoT applications incur more constraints on DRL agents as they need to consider the dependency among tasks within each IoT application. The exploration cost of DRL agents increases as the number of features and complexity of the environment increases. It negatively affects the training and convergence time of DRL techniques, and accordingly users’ experience. To address these issues, we propose a distributed DRL technique based on the IMPALA architecture, called X-DDRL, in which several actors independently interact with fog computing environments and create experience trajectories in parallel. Then, these distributed experience trajectories are forwarded to the learner for training and policy updates. This significantly reduces the exploration and training costs of centralized DRL techniques.
Table 1: A qualitative comparison of related works with ours

| Techniques | Category | Dependency | Task Number | Heterogeneity | IoT Device Layer | Edge/Fog Layer | Multi Cloud | Application Placement Engine Properties |
|------------|----------|------------|-------------|---------------|-----------------|---------------|------------|------------------------------------------|
|            |          |            |             |               | Number          | Request Type  | Number      | Heterogeneity | Main Method | Task Priority | Time | Energy | Weighted |            |
| [27]       | Edge     | Independent| Multiple    | Heterogeneous| Multiple        | Heterogeneous  | ×           | ×           | ×           | ×          | ✓           |      |         |          |            |
| [28]       | Edge     | Independent| Single      | Homogeneous  | Single         | Homogeneous    | ×           | ×           | ×           | ×          | ✓           |      |         |          |            |
| [18]       | Edge     | Independent| Single      | Homogeneous  | Multiple       | Heterogeneous  | ×           | DQN         | ×           | ×          | ✓           |      |         |          |            |
| [19]       | Edge     | Independent| Single      | Homogeneous  | Multiple       | Single         | ×           | DQN         | ×           | ×          | ✓           |      |         |          |            |
| [20]       | Edge     | Independent| Multiple    | Heterogeneous| Multiple       | Single         | ×           | DQN         | ×           | ✓          | ✓           |      |         |          |            |
| [29]       | Edge     | Independent| Single      | Homogeneous  | Multiple       | Heterogeneous  | ×           | DQN         | ×           | ✓          | ✓           |      |         |          |            |
| [30]       | Edge     | Independent| Multiple    | Heterogeneous| Single         | Homogeneous    | ×           | DQN         | ×           | ✓          | ✓           |      |         |          |            |
| [31]       | Edge     | Independent| Multiple    | Heterogeneous| Single         | Homogeneous    | ×           | Deep Neuroevolution | ×           | ✓          | ✓           |      |         |          |            |
| [16]       | Fog      | Dependent  | Multiple    | Homogeneous  | Multiple       | Single         | Homogeneous  | ×           | PPO         | ✓          | ✓           | ×     |         |          |            |
| [32]       | Fog      | Independent| Multiple    | Homogeneous  | Multiple       | Multiple       | Heterogeneous| ×           | Double     | DQN        | ×           | ✓     | ✓      | ✓         |            |
| [33]       | Fog      | Dependent  | Multiple    | Heterogeneous| Multiple       | Multiple       | Heterogeneous| ×           | DQN         | ×           | ✓           | ✓     |         | ✓         |            |
| X-DDRL     |          | Dependent  | Multiple    | Heterogeneous| Multiple       | Heterogeneous  | ✓           | IMPALA      | ✓           | ✓          | ✓           |      |         | ✓         |            |

Furthermore, since the learner directly uses the batches of experience trajectories of distributed actors, rather than gradients with respect to the parameters of the policy (similar to how the A3C algorithm works), it can more efficiently learn and identify the features of input data [24]. Also, the transmission of gradients among actors and learners is more expensive in terms of data exchange size and time (similar to how A3C works) in comparison to sharing trajectories of experience. Hence, experience-sharing DRL techniques such as IMPALA are more practical and data-efficient in highly distributed and stochastic environments [24], such as fog computing. Since the policy used to generate the trajectories of experiences in distributed actors can lag behind the policy of the learner in the time of gradient calculations, a V-trace off-policy actor-critic algorithm is used to correct this discrepancy. Besides, to capture the temporal behavior of input data, we embed RNN layers in the network of actors and learners. Moreover, X-DDRL uses a replay buffer to improve the sample efficiency for training.

3 System Model and Problem Formulation

Figure 1 represents an overview of our system model in fog computing. IoT devices send their application placement requests to brokers, situated at the edge of the network to be accessed with less latency and higher bandwidth [3], [34]. For each arriving application request, the broker makes a placement decision based on the corresponding DAG of the IoT application, its constraints, and the system status. Accordingly, each task of an IoT application may be assigned to the IoT device for the local execution or one of heterogeneous FSs or CSs for the execution.

3.1 IoT Application

Each IoT applications is modeled as a DAG $G = (V, E)$ of its tasks, where $V = \{v_i | 1 \leq i \leq |V|\}$, $|V| = L$ depicts vertex set of one application, in which $v_i$ denotes the $i$th task. Moreover, $E = \{e_{i,j} | v_i, v_j \in V, i \neq j\}$ represents edge set, in which $e_{i,j}$ denotes there is a data flow between $v_i$ (i.e., parent), $v_j$ (i.e., child) and hence, $v_j$ cannot be executed before $v_i$. Accordingly, for each task $v_j$, a predecessor task set $\mathcal{P}(v_j)$ is defined, containing all tasks that should be executed before $v_j$. Moreover, for each DAG $G$, exit tasks are referred to tasks without any children.

Figure 1: An overview of our system model

The amount of CPU cycles, required for the processing of each task, is represented as $v_j^y$, while the required amount of RAM for processing of each task is $v_j^{ram}$. Moreover, the weight on each edge $e_{i,j}$ illustrates the amount of data that task $v_i$ sends as its output to task $v_j$ as its input.

3.2 Problem Formulation

Each task of an IoT application can either be executed locally on the IoT device or on one of the FSs or CSs. We define the set of all available servers as $M$ where $|M| = M$. Each server is represented as $m_i^{\text{h}, \text{z}} \in M$ where $y$ shows the type of server (IoT device ($y = 0$), FSs ($y = 1$), CSs ($y = 2$)) and $z$ denotes the server index. Therefore, the placement configuration of task $v_j$, belonging to an IoT application, can be defined as:

$$x_{v_j} = m_i^{\text{h}, \text{z}}$$  \hspace{1cm} (1)
and accordingly, the placement configuration of an IoT application $X$ is defined as the set of placement configurations for all of its tasks:

$$X = \{x_{vj} | v_j \in V, 1 \leq j \leq |V|\}$$

(2)

We consider that tasks of an IoT application are sorted in a sequence so that all parent tasks are scheduled for the execution before their children. Hence, the dependencies among tasks are satisfied. Besides, among tasks that can be executed in parallel (i.e., tasks that all of their dependencies are satisfied), the $CP(v_j)$ is an indicator function to demonstrate whether the task is on the critical path of the IoT application or not [35] (i.e., a path containing vertices and edges that incurs the highest execution cost).

3.2.1 Execution time model

The execution time of each task $v_j$ depends on the availability time of required input data for that task $\psi^{input}_{x_{vj}}$ and its processing time on the assigned server $\psi^{proc}_{x_{vj}}$:

$$\psi_{x_{vj}} = \psi^{proc}_{x_{vj}} + \psi^{input}_{x_{vj}}$$

(3)

where $\psi^{proc}_{x_{vj}}$ depends on the required CPU cycles for that task $v_j^u$ and the processing speed of the corresponding assigned server $f_{x_{vj}}^{x_{vj}}$, calculated as follows:

$$\psi^{proc}_{x_{vj}} = \frac{v_j^u}{f_{x_{vj}}^{x_{vj}}}$$

(4)

The $\psi^{input}_{x_{vj}}$ is calculated as the maximum time that the required input data for the execution of task $v_j$ become available on the corresponding assigned server (i.e., $x_{vj}$) from its parent tasks:

$$\psi^{input}_{x_{vj}} = \max\left(\frac{v_j^u}{b_{x_{vj},x_{vj}}} + l_{x_{vj},x_{vj}}\right) \times SS(x_{vj}, x_{vj}), \quad \forall v_j \in P(v_j)$$

(5)

where $b_{x_{vj},x_{vj}}$ shows the current bandwidth (i.e., data rate) between the servers to which $v_j$ and $v_j$ are assigned, respectively. Moreover, $l_{x_{vj},x_{vj}}$ demonstrates the communication latency between two servers. The $SS(x_{vj}, x_{vj})$ is equal to 0 if $x_{vj} = x_{vj}$ (i.e., same assigned servers) or 1, otherwise. Since fog computing environments are heterogeneous and stochastic, the $f_{x_{vj}}^{x_{vj}}$, $b_{x_{vj},x_{vj}}$, and $l_{x_{vj},x_{vj}}$ may be different among IoT devices, FSs, and CSs.

The main goal of the execution time model is to find the best-possible placement configuration for the IoT application so that its execution time becomes minimized. Assuming an IoT application consists of L tasks, the execution time model is defined as:

$$\Psi(X) = \min \left(\sum_{j=1}^{L} CP(v_j) \times \psi_{x_{vj}} \right)$$

(6)

where $CP(v_j)$ is 1 if task $v_j$ is on the critical path and 0 otherwise. Due to the parallel execution of some tasks, only the execution time of tasks on the critical path is considered, which incurs the highest execution time and involves the execution time of other parallel tasks as well.

3.2.2 Energy consumption model

We only consider the energy consumption of IoT devices in this work since FSs and CSs are usually connected to constant power supplies [7]. From the IoT devices’ perspective, the energy consumption that execution of each task $v_j$ incurs depends on the amount of energy the IoT device consumes until the required input data for that task $\omega^{input}_{x_{vj}}$ becomes ready plus the required energy for the processing of that task $\omega^{proc}_{x_{vj}}$.

$$\omega_{x_{vj}} = \omega^{proc}_{x_{vj}} + \omega^{input}_{x_{vj}}$$

(7)

where $\omega^{proc}_{x_{vj}}$ depends whether the task is assigned to the IoT device for local execution or not. Hence, we define an IoT Server identifier $IS(x_{vj})$ to show whether the $x_{vj}$ refers to an IoT device ($IS(x_{vj}) = 1$) or other servers ($IS(x_{vj}) = 0$). Accordingly, the $\omega^{proc}_{x_{vj}}$ is calculated as follows:

$$\omega^{proc}_{x_{vj}} = \begin{cases} \psi^{proc}_{x_{vj}} \times \rho^{pu}, & IS(x_{vj}) = 1 \\ \psi^{proc}_{x_{vj}} \times \rho^{idle}, & IS(x_{vj}) = 0 \end{cases}$$

(8)

If the task is assigned to the IoT device (i.e., $IS(x_{vj}) = 1$), the energy consumption of the IoT device is equal to the amount of time that it processes the task multiplied by the CPU power of IoT device $\rho^{pu}$. However, if the task is assigned to the other servers for processing (i.e., $IS(x_{vj}) = 0$), the energy consumption of the IoT device depends on its idle time and corresponding idle power $\rho^{idle}$.

The $\omega^{input}_{x_{vj}}$ depends on the assigned servers to current task (i.e., $x_{vj}$) and its predecessors, and is calculated as what follows:

$$\omega^{input}_{x_{vj}} = \begin{cases} \psi^{input}_{x_{vj}} \times \rho^{tra}, & IS(x_{vj}) = 1 \\ \max(IS(x_{v_i}) \times (\frac{v_j^u}{b_{x_{vj},x_{vj}}} + l_{x_{vj},x_{vj}}) \times SS(x_{v_i}, x_{vj}) + \rho^{tra} (\psi^{idle} \times \rho^{idle}), & IS(x_{vj}) = 0 \end{cases}$$

(9)

where $IS(x_{vj})$ and $IS(x_{v_i})$ demonstrates whether the current task $v_j$ and/or its parent task $v_i \in P(v_j)$ in each edge are assigned to the IoT device or not, respectively. It is important to note that the transmission energy consumption for each edge in DAG is only considered when one of the tasks is placed on the IoT device. Hence, if the current task is assigned to the IoT device (i.e., $IS(x_{vj}) = 1$), the $\omega^{input}_{x_{vj}}$ depends on the $\psi^{input}_{x_{vj}}$. However, if the current task is not assigned to the IoT device (i.e., $IS(x_{vj}) = 0$), it is possible that the predecessor tasks of the current task (i.e., $\forall v_i \in P(v_j)$) are previously assigned to the IoT device, and hence the IoT device should forward the data to the server on which the current task is assigned (which incurs energy consumption). If none of the tasks are assigned to the IoT device for local execution, the IoT device is in its idle state.

Besides, $\rho^{tra}$, $\psi^{idle}$ represent the transmission power of the IoT device and its idle time, respectively. Similar to [7], [36], [37], we used constant values for $\rho^{tra}$, $\psi^{idle}$, however, these parameters also can be dynamically configured.

The main goal of the energy consumption model is to find the best-possible placement configuration for the IoT application so that its energy consumption becomes...
minimized. Assuming an IoT application consists of $L$ tasks, the energy consumption model is defined as:

$$\Omega(\mathcal{X}) = \min \left( \sum_{j=1}^{L} CP(v_j) \times \omega_{x_{v_j}} \right)$$ (10)

### 3.2.3 Weighted cost model

The weighted execution cost of task $v_j$ is defined based on its assigned server $x_{v_j}$:

$$\phi_{x_{v_j}} = (w_1 \times \psi_{x_{v_j}}) + (w_2 \times \omega_{x_{v_j}})$$ (11)

where $\psi_{x_{v_j}}$ and $\omega_{x_{v_j}}$ refer to the execution time and energy consumption for the execution of task $v_j$. Moreover, the $w_1$ and $w_2$ are control parameters to represent the importance of decision parameters in weighted execution cost of each task. Also, the weighted cost of each task can be changed to execution time or energy consumption cost of each task by assigning $w_1 = 1, w_2 = 0$ or $w_1 = 0, w_2 = 1$, respectively.

Finally, the goal of weighted cost model is to find the best placement configuration for tasks of an IoT application while minimizing the weighted cost of parameters. In this work, we consider execution time of IoT applications and energy consumption of IoT devices as decision parameters, however, this weighted cost can be extended using other decision parameters. The weighted cost model is defined as:

$$\min \Phi(\mathcal{X}) = \min w_1 \times \Psi(\mathcal{X}) + w_2 \times \Omega(\mathcal{X})$$ (12)

s.t.

$$C1: \text{Size}(x_{v_j}) = 1, \forall x_{v_j} \in \mathcal{X}$$ (13)

$$C2: \Phi(v_1) \leq \Phi(v_i + v_j), \forall v_i \in \mathcal{P}(v_j)$$ (14)

$$C3: \rho_{v_j} \leq \text{RAM}(x_{v_j}), \forall v_j \in \mathcal{V}$$ (15)

$$C4: w_1 + w_2 = 1$$ (16)

where $\Psi(\mathcal{X})$, $\Omega(\mathcal{X})$ are obtained from Eq. 6 and Eq. 10, respectively. Besides, $w_1$ and $w_2$ are control parameters for execution time and energy consumption, by which the weighted cost model can be tuned. $C1$ denotes that each task can only be assigned to one server at a time for processing. Moreover, $C2$ states that the task $v_j$ can only be executed after the execution of its predecessors, and hence the cumulative execution cost of $v_j$ is always larger or equal to execution cost of its predecessors’ tasks $[7]$. Besides, $C3$ states that the assigned server to the task $v_j$ should have sufficient amount of available RAM $\text{RAM}(x_{v_j})$ for the processing. Also, $C4$ defines a constraint on the values of control parameters. These constraints are also valid for execution time and energy consumption models. Moreover, the weighted cost model can be changed to execution time or energy consumption model by assigning $w_1 = 1, w_2 = 0$ or $w_1 = 0, w_2 = 1$, respectively.

Since the application placement problem in heterogeneous environments is an NP-hard problem $[31]$, the problem’s complexity grows exponentially as the number of heterogeneous servers and/or the number of tasks within an IoT application increases. Thus, the optimal policy of the application placement problem cannot be obtained in polynomial time by iterative approaches. The existing application placement techniques are mostly based on heuristics, rule-based policies, and approximation algorithms $[16], [23]$. Such techniques work well in general cases, however, they cannot fully adapt to dynamic computing environments where the effective parameters of workloads and computational resources continuously change $[16], [38]$. To address these issues, DRL-based scheduling/placement algorithms are promising avenues for dynamic optimizations of the system $[15], [23]$.

### 4 Deep Reinforcement Learning Model

The DRL is a general framework that incorporates deep learning to solve decision-making problems with high-dimensional inputs. Formally, learning problems in DRL can be modeled as Markov Decision Processes (MDP), which is extensively used in sequential stochastic decision making problems. A learning problem can be defined by a tuple $< S, A, P, \mathbb{R}, \gamma >$, in which $S$ and $A$ denote the state and action spaces, respectively. $P$ illustrates the state transition probability, and $\mathbb{R}$ is a reward function. Finally, $\gamma \in [0, 1]$ is a discount factor, determining the importance of future rewards. We suppose that the time horizon is separated into multiple time periods, called time steps $t \in \mathbb{T}$. The DRL agent interacts with the environment, and in each time step $t$, it perceives the current state of the environment $s_t$, and selects an action $a_t$ based on its policy $\pi(a_t|s_t)$, mapping states to actions. Considering the selected action $a_t$, the agent receives a reward $r_t$ from the environment, and it can perceive the next state $s_{t+1}$. The main goal of the agent is to find a policy in order to maximize the expected total of future discounted reward $[24]$:

$$\mathbb{V}^\pi(s_t) = \mathbb{E}_\pi \left[ \sum_{t \in \mathbb{T}} \gamma^t r_t \right]$$ (17)

where $r_t = \mathbb{R}(s_t, a_t)$ is the reward at time step $t$, and $a_t \sim \pi(.|s_t)$ is the generated action at time step $t$ by following the policy $\pi$. Moreover, when DNN is used to approximate the function, the parameters are denoted as $\theta$.

Considering the application placement in fog computing environments, we define the main concept of the DRL for our problem as what follows:

- **State space $S$:** In our application placement problem, the state is the observations of the agent from the heterogeneous fog computing environment. Thus, the state at time step $t (s_t)$ consists of information about all heterogeneous servers (such as processing speed of CPU, number of CPU cores, CPU utilization, access Bandwidth (i.e., data rate) of servers, access latency of servers, and CPU, transmission, and idle power consumption values of IoT device). For the rest of the servers, their power consumption values are ignored as we only consider energy consumption from IoT devices’ perspective $[7]$. If for each server we have $n$ features to represent its information, the feature vector of all $M$ servers at time step $t$ ($FV_t^M$) can be presented as:

$$FV_t^M = \{ f_{i}^{m_{v,z}} \}_{\forall m_{v,z} \in M} ^{i \leq n}$$ (18)

where $f_{i}^{m_{v,z}}$ shows the $i$th feature of the server $m_{v,z}$. Moreover, $s_t$ contains the information about the current task to be processed within a DAG of an IoT application (such as computation requirements of the task, required
RAM, amount of output data per parent task, and current placement configuration of all tasks). Since we consider that tasks are sorted and their dependencies are satisfied before their execution, the current placement configuration of tasks contains the information regarding assigned servers to all previous tasks. The values of unprocessed tasks are set to \(-1\). If we assume that each task has \(b\) features, the feature vector of task \(v_j\) \((FV_{t}^{v_j})\) can be represented as:

\[
FV_{t}^{v_j} = \{ f_i^{v_j} | v_j \in \mathcal{V}, \forall i \leq i \leq b \}
\]  

(19)

where \(f_i^{v_j}\) shows the \(i\)th feature of the task \(v_j\). Thus, the system space can be defined as:

\[
\mathcal{S} = \{ s_t | s_t = (FV_t^M, FV_t^{v_j}), \forall t \in \mathcal{T} \}
\]  

(20)

- **Action space \(A\)**: Actions are assignments of available servers to tasks of an IoT application. Therefore, the action at time step \(t\) \((a_t)\) is equal to assigning a server \(m^{h,z}\) to the current task \(v_j\). Considering the placement configuration of each task \(x_{v,j}\) in Section 3.2, \(a_t\) can be defined as:

\[
a_t = x_{v_j} = m^{h,z}
\]  

(21)

Thus, the action space \(A\) can be defined as the set of all available servers, presented as follows:

\[
A = \mathcal{M}
\]  

(22)

- **Reward function \(R\)**: The goal is to minimize the weighted cost model, defined in Eq. 12. To obtain this, we consider Eq. 11 as the weighted cost of each task and define the \(R\) as the negative value of Eq. 11 if the task can be executed \((done = 1)\). Moreover, we define a constant penalty value, which is usually a very large negative number \([31]\). Furthermore, the penalty value can be dynamically set based on the goal of the optimization problem and environmental variables. If the selected action by the agent (i.e., server assignment for the current task) cannot be performed due to any reason \((done = 0)\), the reward becomes equal to penalty. Accordingly, \(r_t\) is defined as:

\[
r_t = \begin{cases} 
-\phi_{v_j} & done = 1 \\
penalty & done = 0
\end{cases}
\]  

(23)

### 5 Distributed DRL-based Framework

To address the challenges of DAG-based application placement in the heterogeneous fog computing environment, the X-DDRL works based on an actor-critic framework, aiming at taking advantage of both value-based and policy-based techniques while minimizing their drawbacks \([35]\).

**Actor-critic framework**: In an actor-critic framework, the policy is directly parameterized, denoted as \(\pi(a_t|s_t; \theta)\), and the \(\theta\) is updated by calculating the gradient ascent on the variance of the expected total future discounted reward (i.e., \(\sum_{k=0}^\infty \gamma^k r_{t+k}\)) and the learned state-value function under policy \(\pi\) (i.e., \(V^\pi(s_t)\)) \([35]\). The actor interacts with the environment and receives state \(s_t\), outputs the action \(a_t\) based on \(\pi(a_t|s_t; \theta)\), and receives the reward \(r_t\) and next state \(s_{t+1}\). The critic, on the other hand, uses rewards to evaluate the current policy based on the Temporal Difference (TD) error between current reward and the estimation of the value function \(V^\pi(s_t; \theta)\). Both actor and critic use DNNs as their function approximators, which are trained separately. To improve the selection probability of better actions by the actor, the parameters of the actor network are updated using the feedback of the TD-error, while the network parameters of the critic network are updated to achieve better value estimation. While the actor-critic frameworks work very well in long-term performance optimizations, their learning speeds are slow and they incur huge exploration costs, especially in problems with high dimensional-state space \([31]\). The distributed learning techniques in which diverse trajectories are generated in parallel can greatly improve the exploration costs and learning speed of actor-critic frameworks.

The X-DDRL works based on an actor-learner framework, in which the process of generating experience trajectories is separated from learning the parameters of \(\pi\) and \(V^\pi\). Fig 2a demonstrates a high-level overview of learner and actors. The distributed actors in fog computing environments, which can be multiple CPUs within a broker (i.e.,
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the dependency model of an IoT application, tasks should be ranked based on the local policy \( \mu \). The rank function satisfies the non-increasing order of their rank value. The rank value of task \( v_{n,j} \) on considering different servers. The rank is calculated recursively by traversing the DAG of the application, starting from the exit module. Using the rank function, the tasks on the critical path of DAG (i.e., CP) can also be identified. Hence, not only does the rank function satisfy the dependency among tasks, but it also defines an execution order for tasks that can be executed in parallel. To achieve this, it gives higher priority to tasks that incur higher total execution costs among parallel tasks.

5.2 X-DDRL: Application Placement Phase

If we assume that each broker makes placement decisions for tasks of IoT applications, using their local policy \( \mu \), for \( N \) steps in the time horizon starting at time \( i = t \), algorithm 1 shows how brokers perform application placement decisions and generate experience trajectories. Each broker performs the following steps: At the beginning of each trajectory, the broker updates its policy \( \mu \) with the policy of the learner (line 3). When broker starts making placement decisions for tasks of a new IoT application \( G \) (i.e., when the flag-init=True), it receives the current IoT application from the \( apps_Q \) (contains all received application requests to this broker) (line 6). Then, the broker performs the pre-scheduling to obtain the sorted list of application’ tasks based on the Eq. 24 (line 7). Next, the system state is generated using the initial state of the IoT application \( G \) and available servers \( M \) (line 8). Moreover, the broker changes the flag-init to False, indicating that in the subsequent steps there is no need to re-calculate the ranking and initial state of the G (line 9), and the broker only requires to obtain the current state of the environment based on Eq. 20 (line 11).

Algorithm 1: The role of each broker/actor

| Input | \( \pi: \) The learner policy |
|-------|-----------------------------|
| \( N: \) number of steps, \( \mu: \) the actor’s local policy, \( EBB: \) experience batch buffer, \( apps_Q: \) Queue of all received IoT applications, \( G: \) current IoT application |

1. flag-init=True
2. for \( t = 0 \) to \( \infty \) do
3. \( \mu=\text{UpdateLocalPolicy}(\mu, \pi) \)
4. for \( i = t \) to \( N + t - 1 \) do
5. if flag-init=True then
6. \( G=apps_Q.\text{dequeue}() \)
7. \( \text{sorted}_G = \text{Pre-scheduling}(G) \) % based on Eq. 24
8. \( s_i=\text{ReceiveInitialState}(G, M, \text{sorted}_G) \)
9. flag-init=False
10. else
11. \( s_i=\text{ReceiveCurrentState}() \)
12. end
13. \( s_i=\text{Pre-processor}(s_i) \)
14. \( a_i=\text{PlacementEngine}(s_i, \mu) \) % calculates the action
15. \( \text{r}_i=\text{TaskCostCalculator}(s_i, a_i) \) % based on Eq. 23
16. \( s_{i+1}=\text{BuildNextState}(s_i, a_i) \)
17. \( \text{EBB}.\text{update}(s_i, a_i, r_i, s_{i+1}) \)
18. if Finish(\( G \)) then
19. \( \text{CalculateTotalCost}(G) \) % based on Eq. 12
20. flag-init=True
21. end
22. if size(\( EBB \))==\( N \) then
23. \( \text{SendExperienceToLearner}(EBB) \)
24. end
25. end
26. end
The current state of the broker’s environment \( s_i \) consists of feature vectors of servers \( FV_i \) and the current task of IoT application \( T_i \). The current task of each IoT application is obtained from the ordered sequence of tasks \( sortedTQ \). Then, the broker pre-processes and normalizes values of the task, the broker receives the reward of this action, which is the negative value of the weighted execution cost of this IoT application, the total weighted execution cost of this IoT application is calculated using Eq. 12 (line 19). Moreover, the broker sets flag-init to True so that the next IoT application in the queue of this broker \( appsQ \) can be served (line 20). After \( N \) steps, each broker forwards its experience batch buffer to the learner (lines 23-25). The learner periodically updates its policy (i.e., \( \pi \)) on batches of experience trajectories, collected from several brokers.

Since policies of brokers \( \mu \) are updated based on the learner’s policy (trained on trajectories of different brokers), each broker gets the benefit of trajectories generated by other brokers. It significantly reduces the exploration cost of each broker, and also provides brokers with a more accurate local policy \( \mu \). Furthermore, the X-DDRL uses an experience-sharing approach, which significantly reduces communication overhead between brokers and learners, in comparison to gradient-sharing techniques such as A3C [24].

Due to the gap between the policy of broker \( \mu \) (when generating new decisions) and the policy of the learner \( \pi \) in the training time (when the learner estimates the gradients), the learner in the X-DDRL uses the off-policy correction method, called V-trace [24], to correct this discrepancy.

**V-trace off-policy correction method:** We assume that each broker generates an experience trajectory for \( N \) steps while following its local policy \( \mu \) as \((s_t, a_t, r_t)\) for \( t=1, \ldots, N \). The value approximation of state \( s_i \), defined as \( N \)-step V-trace target for \( V(s_i) \), is as follows:

\[
\overline{V_i} = V(s_i) + \sum_{t=1}^{i+N-1} \gamma^{t-1} \left( \prod_{j=t}^{i} c_j \right) \delta_t V
\]

where \( \delta_t V \) is a TD for \( V \), defined as:

\[
\delta_t V = \rho_t (r_i + \gamma V(s_{t+1}) - V(s_i))
\]

where \( \rho_t = \min(\bar{\rho}, \frac{\pi(a_t|s_t)}{\mu(a_t|s_t)}) \) and \( c_j = \min(\bar{\rho}, \frac{\pi(a_j|s_j)}{\mu(a_j|s_j)}) \) are truncated Importance Sampling (IS) weights, while \( \rho \leq \bar{\rho} \). The \( \bar{\rho} \) and \( \rho \) play different roles in the V-trace. The \( \bar{\rho} \) has a direct effect on the value function \( V \) toward which we converge, while \( \rho \) has a direct effect on speed of the convergence. Considering \( \rho_t \), the target policy of the learner \( \pi \) can be defined as:

\[
\pi_\theta(a|s) = \frac{\min(\rho_t \mu(a|s), \pi(a|s))}{\sum_{a \in A} \min(\rho_t \mu(b|s), \pi(b|s))}
\]

We consider: (1) the brokers generate trajectories while following policy \( \mu \), (2) the parameterized state-value function under \( \theta \) as \( V_\theta \), (3) the current policy of learner is \( \pi_\theta \), and (4) the V-trace target \( V \) is defined based on Eq. 25. The learner updates value parameters \( \theta \), at time step \( i \), in the direction of:

\[
(\nabla V_i - V_\theta(s_i)) \nabla_\theta V_\theta(s_i)
\]

Moreover, the policy parameters \( \pi \) are updated in the direction of the policy gradient using Adam optimization algorithm [39]:

\[
\rho_i \nabla_u \log(\pi_u(a|s_i))(r_i + \gamma V_{i+1} - V_\theta(s_i))
\]

Algorithm 2 summarizes the learners’ role in the X-DDRL. The learner continuously receives and stores experience batches of brokers \( E_{B\text{broker}} \) and updates the master Buffer \( MB \) until the training batch \( TB \) becomes full (line 4-10). Then, the learner optimizes the current target policy \( \pi \) based on Eq. 28 and 29 (line 11). After policy update of the learner, brokers update their local policies \( \mu \) with the latest policy of the learner \( \pi \) (i.e., brokers set their policies to the new learner policy), and hence, new application placement decisions are made using the updated policy \( \mu \) in the brokers. The learner in the X-DDRL uses the replay buffer \( RB \), which remarkably improves sample efficiency. The X-DDRL can easily scale as the number of servers, IoT application requests, and brokers increases, which is a principal factor in highly distributed environments such as fog computing. If a new broker joins the environment, the broker updates its local policy with the latest policy of the learner, and hence it takes advantage of all trajectories that previously generated by other brokers. Besides, it generates new sets of trajectories which help to better diversify the trajectories of the learner. If the number of servers in the environment increases, distributed brokers quickly generate new sets of trajectories, and accordingly the learner can update its target policy promptly. Such a collaborative distributed broker-learner architecture not only significantly improves the exploration costs, but also
improves the convergence speed. The other improvement in the X-DDRL is using RNN layers since they can accurately identify highly non-linear patterns among different input features, resulting in significant speedup in the learner [23], [40].

5.3 Discussion on Resource Contention

In heterogeneous computing environments where multiple applications are forwarded to heterogeneous servers, resource contention for computing resources may occur. Let’s assume, there are three IoT applications named $A_1$, $A_2$, and $A_3$ while there are two servers (either at the edge or cloud) called $S_1$ and $S_2$. The type of applications may be different from each other with different resource requirements, and the number of servers or their computing capability may differ so that resource contention occurs among IoT applications. Moreover, for the DAG-based IoT applications, consisting of several dependent tasks, another type of resource contention may happen among tasks of one IoT application.

One approach to solve the resource contention, either among different IoT applications or tasks of one application, is prioritization. In X-DDRL, the FIFO policy is used to prioritize different IoT applications. These policies can be changed according to the targeted problem. Besides, for the tasks of one application, there are two important points to consider. In DAG-oriented IoT application, each task within the application can only be executed if its predecessor tasks are completed. However, for tasks that can be executed in parallel, a priority should be defined. In X-DDRL, we use a rank function, Eq. 24, that prioritizes tasks of one IoT application while considering the dependency among tasks and the average execution cost of tasks. Such prioritization between different IoT applications and tasks of one IoT application help to solve the resource contention.

Moreover, the DRL agent receives the sequence of tasks based on the above-mentioned policies. So, these prioritization techniques are very important for the long-term reward, especially for DAG-based IoT applications having extra constraints. Without such prioritization, the DRL agent may converge to a good solution but the convergence time is significantly higher while in some scenarios the DRL agent even cannot converge to good solution. The DRL agent learns to assign the best server to each task while considering the tasks’ dependency model of an IoT application, resource requirements of each task, and available heterogeneous resources in the environment. That is, the DRL agent is considering the resource contention while assigning a server to each task, to minimize the execution cost of each task (based on short-term reward) and accordingly each IoT application (based on long-term reward).

6 Performance Evaluation

This section first describes the experimental setup, used to evaluate our technique and baseline algorithms. Next, the hyperparameters of our proposed technique X-DDRL and its counterparts in detail. Finally, we study the performance of X-DDRL and its counterparts in detail.

6.1 Experimental Setup

To evaluate the performance of the X-DDRL, we use both simulation environment and testbed, which their specification are provided in what follows.

6.1.1 Simulation setup

We developed an event-driven simulation environment in Python using the OpenAI Gym [41] for the application placement in heterogeneous fog computing environments, similar to [16]. For each of the two learners, we set the number of brokers to 8, which have access to a set of servers, and make application placement decisions accordingly. Hence, we vectorized the fog computing environment, generated using OpenAI Gym, so that distributed brokers can interact with their fog computing environments and make application placement decisions in parallel. Unlike prior work [16], [31], [32], [33], we consider a heterogeneous fog computing environment consisting of IoT devices, resource-constrained FSs, and resource-rich CSs. In fog computing environment, we used the following server setup, unless it is stated in the experiments: two Raspberry pi 3B (Broadcom BCM2837 4 cores @1.2GHz, 1GB RAM), one Raspberry pi 4B (ARM Cortex-A72 4 cores @1.5GHz, 4GB RAM), and one Jetson Nano (ARM Cortex-A57 4 cores @1.43GHz, 4GB RAM, 128-core Maxwell GPU) as heterogeneous FSs. Besides, to simulate a heterogeneous multi-cloud environment, we used specifications of six m3.large instances of Nectar Cloud infrastructure (AMD 8 cores @2GHz, 16GB RAM) and two instances of the University of Melbourne Horizon Cloud (Intel Xeon 8 cores @2.4GHz, 24GB RAM, NVIDIA P40 3GB RAM GPU). For IoT devices, the server type is a single core @1GHz device embedded with 512MB RAM [16]. Besides, the power consumption of each IoT device in processing, idle, and transmission state is 0.5W, 0.002W, and 0.2W, respectively [7]. The bandwidth (i.e., data rate) and latency among different servers and IoT devices are also obtained based on average profiled values from testbed, similar to [23]. Hence, the latency of FSs and CSs are considered as 1ms and 10ms respectively, similar to [23]. The bandwidth between IoT devices and FSs is randomly selected between 10-12MB/s, while the bandwidth between IoT devices and CSs is randomly selected between 4-8 MB/s, similar to [37]. Although we obtained these values based on testbed experiments, they are referred to some similar works as well to show the credibility of these values. Also, both $w_1$ and $w_2$ are set to 0.5, meaning that the importance of execution time and the energy consumption is equal in the results. However, these parameters can be adjusted based on the users’ requirements and network conditions.

Many real-world IoT applications can be modeled by DAGs with a different number of tasks and dependency models. Hence, we generated several synthetic DAG sets with a different number of tasks and dependency models to represent scenarios where IoT devices generate heterogeneous DAGs with different preferences, similar to [16], [31], [32], [33].

\[1\] https://www.raspberry pi.org/products/raspberry-pi-3-model-b
\[2\] https://www.raspberry pi.org/products/raspberry-pi-4-model-b
\[3\] https://developer.nvidia.com/embedded/jetson-nano-developer-kit
\[4\] https://nectar.org.au/
\[5\] https://people.eng.unimelb.edu.au/lucasjb/horizon/
The dependency model of each DAG can be identified using three parameters: number of tasks within an application \( L \), fat that controls the width and heights of a DAG, and density that identifies the number of edges between different levels of the DAG. Accordingly, we generated different DAG datasets, where each dataset contains 100 DAGs with a similar number of tasks, fat, and density while the weights are randomly selected to represent heterogeneous task requirements in IoT applications with the same DAG structure. To generate heterogeneous DAG datasets, we set task numbers \( L \in \{10, 15, 20, 25, 30, 35, 40, 45, 50\} \), fat \( \in \{0.4, 0.5, 0.6, 0.7, 0.8\} \), and density \( \in \{0.4, 0.5, 0.6, 0.7, 0.8\} \). To illustrate, one dataset of DAGs is \( L = 10 \), fat \( = 0.4 \), and density \( = 0.4 \), containing 100 DAGs. Accordingly, for each task number \( L \), we have 25 different combinations of fat and density, resulting in 25 different topologies and 2500 DAGs. Finally, the simulation experiments are all performed on an instance of Horizon Cloud with the above-mentioned specifications.

6.1.2 Testbed setup

To evaluate the performance of X-DDRL in a real-world scenario, we created a testbed, similar to [31], [43]. The type of servers are the same as simulation setup while the number of servers of each type is as follows: two Raspberry pi 3B, one Raspberry pi 4B, one Jetson Nano, one instance of Horizon Cloud, and six m3.large instances of Nectar Cloud infrastructure. As IoT devices, we created several single-core VMs within a PC (HP Elitebook 840 G5 with Intel Core i7-8550U 8 cores @2GHz and 16GB RAM). These VMs are used to send application placement requests, using described DAG datasets, to the brokers. Moreover, to estimate the energy consumption of IoT devices, we used computing power, transmission power, and idle power as discussed in Section 6.1.1, similar to the approach in [31]. For the connectivity, we set up a virtual network using VPN among IoT devices, FSs, and CSs, as described in [26], [44]. Due to the limited CPU and RAM of the IoT devices’ VMs, they can send application placement requests, using a message-passing protocol (implemented using HTTP requests), to the broker that is the Jetson Nano in this testbed. The broker runs a multi-threaded server application that receives application placement requests from different IoT devices and puts them in the queue based on the FIFO policy. The broker dequeues the requests and makes placement decisions for the tasks according to its policy \( \mu \). According to the placement configuration for each IoT application, each server that receives a task for processing assigns that task to one of its threads for processing. The thread is kept busy according to the weight of task and processing speed of the server. After the execution of each task, the size of output results that should be forwarded to the children tasks is obtained based on the weights of the task’s outgoing edges in each DAG. Since weights of edges in each DAG (i.e., data to be transferred between tasks) are different, we generate files with different sizes to represent the weights on edges. Finally, the broker logs the execution cost of each IoT application and all of its constituent tasks in terms of selected evaluation metrics.

### Table 2: The DNN and training hyperparameters

| Parameter               | Value      | Parameter               | Value      |
|-------------------------|------------|-------------------------|------------|
| Fully Connected layers  | 2          | Learning Rate \( lr \)  | 0.01       |
| LSTM Layers             | 2          | Discount Factor \( \gamma \) | 0.99       |
| Optimization Method     | Adam       | V-trace \( \pi \)        | 1          |
| Activation Function     | Tanh       | V-trace \( \pi \)        | 1          |

6.1.3 Baseline algorithms

We evaluate the performance of the X-DDRL with a greedy heuristic algorithm, and two DRL-based techniques from the literature that proposed DRL-based solutions for DAG-based IoT applications. In what follows, we briefly describe how these techniques are implemented, while their detailed specifications are provided in Section 2.

- **PPO-RNN**: It is the extended and adapted version of the technique proposed in [16].
- **PPO-No-RNN**: This technique is the same as PPO-RNN, while the networks are not wrapped by the RNNs.
- **Double-DQN**: Many works in the literature uses standard Deep Q-Learning (DQN) based RL approach such as [18], [30], [32], [33]. We implemented the optimized Double-DQN technique with an adaptive exploration for application placement in heterogeneous fog computing environments. The hyperparameters of this technique are set based on [33], which is a DQN-based application placement technique for DAG-based IoT applications.
- **Greedy**: In this technique, tasks are greedily assigned to the servers if their execution cost is less than the estimated local execution cost, similar to [16].

6.2 X-DDRL Hyperparameters

In the implementation of X-DDRL, where the standard implementation of IMPALA is used\(^6\), the DNN structure of all agents is similar, consisting of two fully connected layers followed by two LSTM layers as recurrent layers. Moreover, we performed a grid search to tune hyperparameters. According to tuning experiments, we set the learning rate \( lr \) to 0.01, the discount factor \( \gamma \) to 0.99. Besides, values of \( \pi \) and \( \bar{\pi} \), controlling the performance of V-trace are set to 1 [24] to obtain the best result. Table 2 summarizes the setting of hyperparameters.

6.3 Performance Study

In this section, four experiments are conducted to evaluate and compare the performance of X-DDRL with other techniques in terms of weighted execution cost, execution time of IoT applications, and energy consumption of IoT devices.

---

\(^6\)https://github.com/linkpark/metarl-offloading

\(^7\)https://docs.ray.io/en/master/

\(^8\)https://docs.ray.io/en/master/
6.3.1 Execution cost vs policy update analysis

In this experiment, we study the performance of application placement techniques in different iterations of the policy updates. We consider two scenarios for datasets of IoT applications to analyze how efficiently these techniques can extract features of different datasets of IoT applications and optimize their target policy. In the first scenario, we consider the number of tasks within IoT applications \( L = 30 \). Hence, 25 datasets of IoT applications with the same task number and different fat and density are used, among which 20 datasets are used for the training and 5 datasets are used for the evaluation. In the second scenario, for the training \( L \in \{10, 15, 25, 30\} \) while for the evaluation \( L = 20 \). Therefore, the training and evaluation are performed on datasets with a different number of tasks. Fig. 4 shows the obtained results of this study in terms of average execution time of IoT applications, the energy consumption of IoT devices, and weighted cost for the above-mentioned two scenarios.

As Fig. 4 shows, the average execution cost of all techniques, except the greedy, decreases in different scenarios as the iteration number increases. However, the X-DDRL converges faster and to better placement solutions in comparison to other techniques. This is mainly because the V-trace function embedded in the X-DDRL uses n-step state-value approximation rather than 1-step state-value approximation [24], improving convergence speed of X-DDRL to better solutions. Moreover, trajectories generated by distributed brokers are diverse, leading to a more efficient learning process. The execution cost of the greedy technique is fixed and does not change with different iteration numbers, but it can be used as a baseline technique to compare the performance of DRL-based techniques. The convergence speed of PPO-RNN and PPO-NO-RNN techniques is slower than the Double-DQN technique; however, they finally converge to better placement solutions. In addition, the obtained results of the second scenario (Fig. 4d, 4e, 4f) shows that all DRL-based techniques have lower convergence speed in comparison to the obtained results of first scenario (Fig. 4a, 4b, 4c). However, still X-DDRL outperforms other techniques in terms of execution time, energy consumption, and weighted cost. This proves that the X-DDRL can more efficiently adapt itself with different DAG structures (i.e., task numbers, and dependency model), and hence it makes better application placement decisions in unforeseen scenarios.

6.3.2 System size analysis

In this experiment, the effect of different numbers of servers on application placement techniques is studied. The number of candidate servers has a direct effect on the complexity of application placement problems because the larger number of servers leads to a bigger search space. Hence, to analyze the performance of X-DDRL, the default number of servers in this experiment is multiplied by two and four; i.e., we have 24 and 48 servers respectively. Moreover, in this experiment, the training and evaluation datasets are specified as the same as the first scenario in Section 6.3.1; i.e., a total of 25 datasets where \( L = 30 \) and different fat and density values. Due to the space limit and the fact that patterns for execution time, energy consumption, and weighted cost were roughly the same, only the obtained results from the weighted cost are provided in this experiment.

Fig. 5 shows the weighted cost of different techniques, where brokers in the system have access to 24 and 48 candidate servers when making application placement decisions. It is crystal clear that the weighted cost of the greedy
Besides, we define the time taken by the X-DDRL technique with one broker to reach the value 1.1 from the weighted execution cost as $T_{\text{iter}}$. The reason why 1.1 is considered as the reference weighted execution cost is that this value is the minimum weighted execution cost that all DRL-based techniques can obtain. Moreover, the time taken by each technique to reach the reference weighted execution cost is defined as $T_{\text{iter}}$. Accordingly, similar to [23], the Speedup value of each technique ($SP$) is defined as $SP = \frac{T_{\text{iter}}}{R_{\text{iter}}}$.

Fig 6 shows results of $PTO$ and $SP$ for all DRL-based techniques. The placement time overhead of techniques using RNN (i.e., X-DDRL and PPO-RNN) is usually higher than techniques that do not use RNN (i.e., Double-DQN, and PPO-No-RNN). The $PTO$ of the X-DDRL is higher than other DRL-based techniques by less than 1% in the worst-case scenario, which is not significantly large. However, the obtained results of $SP$ show that X-DDRL performs 8 to 16 times faster than other techniques. Hence, considering the speedup performance and execution cost results of the X-DDRL, its placement time overhead is negligible, and X-DDRL can more efficiently perform application placement decisions compared to other techniques for heterogeneous fog computing environments.

### 6.3.4 Evaluation on Testbed

To evaluate the performance of X-DDRL in real-world scenarios, we conducted experiments on the testbed whose configuration is discussed earlier in Section 6.1.2. In this experiment, for the training $L \in \{30, 35, 45, 50\}$ while for the evaluation $L = 40$.

Fig 7 shows the execution cost of different techniques in terms of execution time, energy consumption, and weighted cost by 95% confidence interval. It can be observed that, similar to the simulation results, X-DDRL can outperform other techniques in terms of execution time, energy consumption, and weighted cost. Moreover, even after 100 iterations, where all techniques converged, there are no techniques that obtain better results in comparison to X-DDRL. It demonstrates that not only does X-DDRL converge faster, and its training time is significantly less than other techniques, but it also provides better results. As the results depict, the optimized Double-DQN technique converges faster than PPO-RNN and PPO-No-RNN, but it cannot obtain results as well as them. Overall, compared to converged results of other DRL-techniques, achieved results of X-DDRL show an average performance gain up to 30%, 11%, and 24% in terms of execution time, energy consumption, and weighted cost, respectively.

### 7 Conclusions and Future Work

This paper proposes a distributed DRL-based technique, called X-DDRL, to efficiently solve the application placement problem of DAG-based IoT applications in heterogeneous fog computing environments, where edge and cloud servers are collaboratively used. First, a weighted cost model for optimizing the execution time and energy consumption of IoT devices with DAG-based applications in heterogeneous fog computing environments is proposed. Besides, a pre-scheduling phase is used in the X-DDRL,
by which dependent tasks of each IoT application are prioritized for execution based on the dependency model of the DAG and their estimated execution cost. Moreover, we proposed an application placement phase, working based on the IMPALA framework for the training of distributed brokers, to efficiently make application placement decisions in a timely manner. Distinguished from existing works, the X-DDRL can rapidly converge well-suited solutions in heterogeneous fog computing environments with a large number of servers and users. The effectiveness of X-DDRL is analyzed through extensive simulation and testbed experiments while comparing with the state-of-the-art techniques in the literature. The obtained results indicate that X-DDRL performs 8 to 16 times faster than other DRL-based techniques. Besides, compared to other DRL-based techniques, it achieves a performance gain up to 30%, 11%, and 24% in terms of execution time, energy consumption, and weighted cost, respectively.

As part of future work, we plan to extend our proposed weighted cost model to consider other aspects such as monetary cost, dynamic changes of transmission power, and total system cost. Moreover, we plan to apply mobility models in this scenario and adapt our proposed application placement technique accordingly.
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