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Abstract

Pre-trained language models have shown excellent results in few-shot learning scenarios using in-context learning. Although it is impressive, the size of language models can be prohibitive to make them usable in on-device applications, such as sensors or smartphones. With smaller language models, task-specific data annotation is needed to fine-tune the language model for a specific purpose. However, data annotation can have a substantial financial and time burden for small research groups, startups, and even companies.

In this paper, we analyze different prompt-based fine-tuning techniques to improve results on both language and multimodal causal transformer models. To evaluate our results, we use a dataset focusing on visual commonsense reasoning in time.

Our results show that by simple model-agnostic prompt-based fine-tuning, comparable results can be reached by only using 35%-40% of the fine-tuning training dataset. The proposed approaches result in significant time and financial savings.

As the proposed methods make minimal architectural assumptions, other researchers can use the results in their transformer models with minimal adaptations. We plan to release the source code freely to make it easier for the community to use and contribute to our work.

1. Introduction

Human annotation is time-consuming and is also a financial burden for research groups, startups, and companies. To put it in context, almost $240,000 has been spent on the annotation of the Visual Commonsense Reasoning in Time (VisualCOMET) dataset and this figure only includes the payment to crowd-workers from Amazon Mechanical Turk [19]. The real financial burden can be much higher when including the time value of the staff involved in the annotation process.

Although large pre-trained language models, such as GPT-3 transformer [2], are impressive at multi-task few-shot learning, their huge size can be prohibitive for different scenarios, including on-device applications. Fine-tuning still plays an important role in achieving the state of the art, even with a relatively smaller model. As an example, the two current leading models† (better than human baseline) on SuperGLUE task [28] are fine-tuned variants of T5 [21] and DeBERTa [9] language models, while GPT-3 is at 14th place.

Our goal is to devise a model-independent process that could improve results based on fine-tuning with much less annotated training data.

2. Related Work

Several recent works have focused on improving fine-tuning methods in language models, such as [12], [5], [14], and [30]. The focus has been put mostly on optimization and regularization, but not on using less data for fine-tuning. The results from those studies are complementary to our work.

Some previous efforts have been put on prompt-based fine-tuning to improve classification or regression tasks in natural language processing (NLP). [24] and [25] convert textual inputs into cloze-style questions with a task description. [6] studies smaller language models for few-shot learning capability by using automatically-generated prompts for fine-tuning and by incorporating demonstrations into context.

On another topic, a group of recent research studies, including [11], [20] and [16], aim at task-dependent added parameters to adapt models to different tasks. This way, one does not need to re-train a complete model to fine-tune it to a specific task but only needs to re-train a fraction of parameters.

†https://super.gluebenchmark.com/leaderboard
There is a recent body of work that utilizes inherent knowledge of language models combined with fine-tuning on specialized large-scale training datasets to infer different commonsense and causal scenarios. \cite{1} uses generative language models to expand on ATOMIC \cite{23} and ConceptNet \cite{26} commonsense knowledge graphs. \cite{13} introduces an updated knowledge graph similar to ATOMIC and uses BART \cite{15} encoder-decoder model to generate new knowledge. \cite{17} uses generative language models to expand on an introduced knowledge base of causal mini-story explanations.

Given the success of prompt-based fine-tuning and in-context learning in classification and regression tasks, we are motivated to assess similar principles in the context of commonsense generation using generative language models, which are fine-tuned on a commonsense knowledge graph.

3. Dataset

For this paper, we have selected a multi-modal commonsense knowledge graph for fine-tuning. The Visual Commonsense Reasoning in Time (VisualCOMET) dataset \cite{19} consists of 1.4 million commonsense inferences over 59,356 images and 139,377 specific events at present. The dataset has human-annotated inferences regarding three different aspects: the intention of the person mentioned, the possible events that could happen next, and the possible preceding events. The inferences are made based on a single image. The annotators have access to short clips before and after the event, which are not part of the dataset. Each image is also annotated with event and place descriptions. There is a total amount of 1,465,704 commonsense inferences.

The images are sourced from the VCR dataset \cite{29}. The images usually have a complex visual scene with multiple people and activities present. This dataset includes automatically-detected object bounding boxes and people are annotated with numerical tags.

4. Method

In this work, we focus on using generative language models and analyze how prompt-based fine-tuning and in-context learning could help to reduce the size of the data required for fine-tuning training.

As seen in Fig. 1, there are several scenarios where extra context could help lead the generative language model to a correct answer, but lack of correct understanding about the scene and the event text can result in incorrect results. Extra human annotations, focused on these shortcomings, could improve the results, but that comes with extra time and money expenditure.

We propose using the underutilized context already present in text and image, then transforming them to a form that is usable by most transformer models, which is a sequence. We analyze if this kind of addition helps the language model achieve better results in the case of limited annotated data available.

Assuming the added context text is represented with $c$ and its tokenized version with $\{c\}$, we can represent the context with $\{e\} = \{w_1^c, w_2^c, ... w_n^c\}$, where $w_i^c$ represents each token created from tokenization of the context $c$. This context is merged with tokenized versions of event and place, which are represented as: $\{e\} = \{w_1^p, w_2^p, ... w_m^p\}$ and $\{p\} = \{w_1^n, w_2^n, ... w_l^n\}$, respectively. Using the merged versions of event and place texts with context, the updated sequence-to-sequence loss can be written as:

$$
L = - \sum_{i=1}^{m} \log P(w_i^c|w_{<i}^c, v)) - \sum_{i=1}^{m} \log P(w_i^p|w_{<i}^p, e, v)) \\
- \sum_{i=1}^{q} \log P(w_i^e|w_{<i}, p, e, v)) \\
- \sum_{i=1}^{l} \log P(w_i^n|w_{<i}^n, c, p, e, v))
$$

where $v$ represents visual features, including overall images and person-specific boxes, $r$ represents inference prompts, which could be intent, before and after, and $w_{<i}^c$ represents past tokens for each case.

5. Experiments

The goal of the experiments is to see how much we could reduce the annotated data and still achieve results comparable to a case where the full human-annotated data is used. We tried different contextual data, which did not require extra annotations, such as captions, facial expressions, and related concepts.

As shown in Fig. 1, we can intuitively see that some extra context could potentially help the language model to reach a more logical deduction of intention, past, and future events.

For each scenario, the VisualCOMET dataset provides several human annotations for comparison, each showing intent of a person, what could happen next, and what happened before. The experiments are evaluated using BLEU \cite{18}, METEOR \cite{4} and CIDEr \cite{27} automatic metrics to compare the generated texts for different scenarios of before, intent and after with the human-annotated texts.

We tried two different methods of adding relevant concepts. One method is based on converting relevant concept graphs into a readable sentence and the other method is based on only prepending concept words to the target sentence. In either method, the text is scanned for concepts, and the related concepts are extracted based on a commonsense knowledge graph such as in \cite{26, 22}. Although sentence-based inputs perform well, they require a longer input width.
| Method               | BLEU-2 | METEOR | CIDEr  |
|----------------------|--------|--------|--------|
| GPT-2 [19]           | 13.81  | 10.85  | 15.37  |
| Concept Word (NVP)   | 17.25  | 12.17  | 19.79  |
| Concept Word (VP)    | 17.17  | 12.28  | 19.34  |
| Concept Sent. (NVP)  | 14.92  | 11.25  | 16.9   |

Table 1: Effects of adding relevant concepts. Results are shown at the fourth epoch using almost 25,000 (22%) of the available annotated data. NVP: No Validation Prompt. VP: Validation Prompt.

| Method | BLEU-2 | METEOR | CIDEr  |
|--------|--------|--------|--------|
| GPT-2 [19] | 13.81  | 10.85  | 15.37  |
| FE (NVP)   | 14.45  | 11.27  | 15.7   |
| FE (VP)    | 15.11  | 11.23  | 16.03  |

Table 2: Effects of adding information about facial expressions. Results are shown at the fourth epoch using almost 25,000 (22%) of the available annotated data. NVP: No Validation Prompt. VP: Validation Prompt. FE: Facial Expressions.

Table 1 shows three of the top-performing models with added conceptual contexts. They are compared with the original data, which does not have any added context. Evaluation is done on a validation dataset with a size of a hundred. Concept words added in this specific scenario are connected via HasProperty and PartOf predicates. Concept sentences use the HasProperty predicate. Adding similar information during inference time does not result in much improvement in this specific case. More comparisons can be found in the Appendix.

As seen in Fig. 1a, lack of the model’s attention to some visual cues, such as facial expressions, could also result in errors of judgment. To fix this issue, we trained a ResNet [8] model on FER2013 [7] dataset with almost 70% accuracy. The dataset consists of human face images and emotion labels of angry, disgust, fear, happy, neutral, sad, and surprise. Only the emotion of people mentioned in the event text is processed. The results are then prepended to the event text. An example of this process is shown in Fig. 2b. Table 2 shows effects of adding facial expressions as a context in the final performance of the model. Contrary to relevant concepts, adding facial expressions during inference time improves the results. Evaluation is done on a validation data size of a hundred.

Another type of automatically-generated context that may not be available given the language model. To sort relevant concepts, crowd-based scores or frequency scores are used based on the specific knowledge graph used. These triples are then converted to text with some hand-designed rules. An example of this process is shown in Fig. 2a.
we experimented with image captioning. The idea is that some of the image dynamics may have been missed, even though image features are fed into the GPT-2 model. Adding generated captions proves to be effective as shown in Table 3. Meshed-Memory transformer model [3] with beam search decoding is used for image captioning. The process of adding these captions is illustrated in Fig. 2c.

A mixture of different contextual information is shown to be more effective than individual ones. A combination of concept words, image captions, and facial expressions of relevant individuals in the image achieve the best result compared to other experiments. As seen in Table 4, this combination can achieve comparable results to full-data finetuning by only using 35%-40% of the annotated data. This results in less human time spent doing annotations and can potentially reduce costs and completion times of projects. Results of other experiments are included in the Appendix.

To reduce the effects of other variables in these experiments, we have limited ourselves to only train the final models for five epochs. The decoding method and hyperparameters are also kept constant throughout the experiments. We use nucleus sampling [10] with \( p = 0.9 \) to generate five sentences for each scenario of intent, before and after. The finetuning was run on two NVIDIA RTX GPUs with 24 GB memory each. For the case with all concept words, captions, and facial expression contexts, the fine-tuning time is around 1.5 hours per epoch while using mixed precision.

### 6. Conclusion

In this work, we analyzed the effects of automatically-generated contexts in multimodal transformer models used in a commonsensical task. These prompts can help us reduce the human annotation needed in the task by as much as 60%-65% and still, achieve comparable results to when the whole human-annotated dataset is used. These findings result in time and cost savings for future multimodal data annotation projects.

As future work, it is interesting to find a lower bound for data annotation reduction without affecting the final result of a model. It is also useful to find a method to automatically find and apply the best contextual data for different tasks and models.
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A. Appendix

Experimentation results from using different types of training and inference prompts are included in this appendix. The model used in the experiments is GPT-2 as described in [19].

The best types of prompts are chosen to be combined. The experiments show that the order in which prompts are added can affect the final results.

The vision-based inference prompts seem to better affect the final metric results when compared to the text-based inference prompts. This could be due to the lack of enough visual attention paid during the decoding process. Future work could involve developing a multimodal model that makes better use of visual contexts not only during the training phase, but also the inference time.

The quality of the annotated data can have an impact on the training model. We do not hand-select the annotated data based on quality and this may result in variability in final results when training with different data sizes. It can be a good practice to assess the quality of the annotated data and prompts based on the final goal of the model.

| Training Prompt       | Inference Prompt       | Training Data Size | BLEU-2 | METEOR | CIDEr |
|-----------------------|------------------------|--------------------|--------|--------|-------|
| None                  | None                   | 111,796 (100%)     | 17.94  | 13.14  | 22.71 |
| CS (AtLocation)       | None                   | 25,000 (22%)       | 13.81  | 10.85  | 15.37 |
| CS (AtLocation) + Place| None                  | 25,000 (22%)       | 14.3   | 11.08  | 14.66 |
| CS (CapableOf)        | None                   | 25,000 (22%)       | 12.65  | 10.6   | 15.9  |
| CS (HasA)             | None                   | 25,000 (22%)       | 14.78  | 11.16  | 15.1  |
| CS (HasA) + Place     | None                   | 25,000 (22%)       | 14.58  | 11.15  | 15    |
| CS (HasProperty)      | None                   | 25,000 (22%)       | 12.25  | 10.5   | 15.52 |
| CS (HasProperty) + Place| None                 | 25,000 (22%)       | 15.25  | 11.38  | 16.3  |
| CS (IsA)              | None                   | 25,000 (22%)       | 12.73  | 10.41  | 15.73 |
| CS (IsA) + Place      | None                   | 25,000 (22%)       | 14.04  | 11.03  | 14.32 |
| CS (PartOf)           | None                   | 25,000 (22%)       | 12.65  | 10.51  | 15.71 |
| CS (PartOf) + Place   | None                   | 25,000 (22%)       | 14.26  | 11.19  | 14.64 |
| FE                    | None                   | 25,000 (22%)       | 14.45  | 11.27  | 15.7  |
| FE                    | FE                     | 25,000 (22%)       | 15.11  | 11.23  | 16.03 |
| CW (PartOf + HasProperty) | None | 25,000 (22%)       | 17.25  | 12.17  | 19.79 |
| CW (PartOf + HasProperty) | CW (PartOf + HasProperty) | 25,000 (22%)       | 17.17  | 12.28  | 19.34 |
| C                     | None                   | 25,000 (22%)       | 14.08  | 10.78  | 15.63 |
| C                     | C                      | 25,000 (22%)       | 16.49  | 11.85  | 18.8  |
| C + FE                | C + FE                 | 25,000 (22%)       | 16.75  | 12.19  | 19.16 |
| CW + C + FE           | None                   | 25,000 (22%)       | 12.6   | 10.18  | 14.57 |
| CW + C + FE           | CW + C + FE            | 25,000 (22%)       | 17.4   | 11.97  | 20.03 |
| CW + C + FE           | CW + FE                | 39,000 (35%)       | 16.57  | 12.32  | 19.68 |
| CW + C + FE           | C + FE                 | 39,000 (35%)       | 16.71  | 12.27  | 19.01 |
| CW + C + FE           | CW + C + FE            | 39,000 (35%)       | 16.75  | 12.4   | 19.86 |
| CW + C + FE           | CW + C + FE + Syns     | 39,000 (35%)       | 16.7   | 12.43  | 19.94 |
| CW + C + FE + PCW     | CW + C + FE + PCW      | 39,000 (35%)       | 17.74  | 12.73  | 20.52 |
| CW + C + FE           | C + CW + FE            | 39,000 (35%)       | 17.34  | 12.45  | 20.11 |
| CW + C + FE           | CW + C + FE            | 45,000 (40%)       | 17.46  | 12.84  | 21.56 |
| CW + C + FE           | C + CW + FE            | 45,000 (40%)       | 17.66  | 12.95  | 21.41 |

Table 5: Experimentation results of using different training and inference prompts. The model used is GPT-2 [19]. Results are shown at epoch four and evaluated on validation data of size 100. Prompts are added based on the order shown. CW: Concept Words. C: Captions. FE: Facial Expressions. CS: Concept Sentences. Syns: Synonyms. PCW: Place Concept Words.