MACRONYM: A Large-Scale Dataset for Multilingual and Multi-Domain Acronym Extraction
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Abstract

Acronym extraction is the task of identifying acronyms and their expanded forms in texts that is necessary for various NLP applications. Despite major progress for this task in recent years, one limitation of existing AE research is that they are limited to the English language and certain domains (i.e., scientific and biomedical). As such, challenges of AE in other languages and domains is mainly unexplored. Lacking annotated datasets in multiple languages and domains has been a major issue to hinder research in this area. To address this limitation, we propose a new dataset for multilingual multi-domain AE. Specifically, 27,200 sentences in 6 typologically different languages and 2 domains, i.e., Legal and Scientific, is manually annotated for AE. Our extensive experiments on the proposed dataset show that AE in different languages and different learning settings has unique challenges, emphasizing the necessity of further research on multilingual and multi-domain AE.

1 Introduction

Acronyms are short forms of longer phrases that are often constructed using a few letters selected from the long phrases. Due to their functionality, acronyms are common in many languages and domains. For instance, 73% of abstracts of scientific papers contain at least an acronym (Barnett and Doubleday, 2020). As such, in text processing applications, e.g., question answering and machine translation, it is necessary to correctly identify the acronyms and their meanings. Toward this goal, our work focus on the task of Acronym Extraction (AE), aiming to recognize acronyms and their definitions/long forms in text. For instance, in the sentence "They will meet in the conference of the World Trade Organization (WTO)", an AE system should identify “WTO” and “World Trade Organization" as the acronym and long form, respectively.

Despite all progress in recent years, prior works on AE are mainly limited to specific domains and languages. Specifically, biomedical and scientific texts in English have been the main focus in prior works. However, recognition of acronyms in other languages and domains is also important and might involve challenges not reflected in English biomedical/scientific texts. For instance, many existing AE methods for English employ uppercase letters to identify acronyms (Veyseh et al., 2020). However, in non-case sensitive languages, e.g., Arabic or Persian, uppercase letter concept does not exist, thus causing a failure of existing AE systems. Moreover, in each domain or language, different styles might be exerted to shorten a longer phrase to produce acronyms. For instance, initial letters of the words in the phrases are commonly used to form acronyms in scientific English; however, in legal English or Danish documents, the use of initial letters for acronym detection is less effective (see Section 3). As such, it is desirable to study AE in more diverse domains and languages to better support multi-domain and multilingual applications.

Unfortunately, to the best of our knowledge, there is no existing dataset for multilingual and multi-domain AE, thus impeding research effort in this area. To this end, our work addresses this issue by introducing a new manually labeled dataset for AE. In particular, based on two different domains of scientific and legal texts, our dataset annotates AE data for sentences in six different languages: English, Danish, Spanish, French, Persian, and Vietnamese. As such, legal texts, Danish, Spanish, French, Persian, and Vietnamese are not explored
for AE in prior work. In addition, our dataset is large-scale, providing 27,200 annotated sentences for AE to support advanced model development (e.g., with data-hungry deep learning models).

Finally, we conduct extensive experiments to understand the challenges of the AE task in the created dataset. Our experiments show that the AE task in our dataset presents significant challenges for existing models in different domains and languages. This is even more pronounced in the cross-lingual and cross-domain transfer settings where existing models perform poorly on our AE dataset. As such, more research effort is needed to address the challenges of acronym understanding in different settings. We will publicly release the dataset to foster research in this area.

## 2 Data Annotation

### Data Collection: We collect data in two domains of legal and scientific documents for AE annotation. For each domain, documents in different languages are required. As such, for the legal domain, we employ the United Nations Parallel Corpus (UNPC) (Ziemski et al., 2016) and the Europarl corpus (Koehn, 2005). The UNPC corpus contains official records in 6 languages while the Europarl corpus consists of the proceedings of the European Parliament in European languages. To accommodate our annotation budget and diversify the resulting dataset, we choose documents from four languages in the two corpora (i.e., English, French, and Spanish in UNPC, and Danish in Europarl) for our AE annotation. In addition, for the scientific domain, we employ the publicly available papers and M.S./Ph.D. theses in the field of computer science for AE annotation. Specifically, we collect the papers published in the ACL anthology of natural language processing research for English. Also, for typologically different languages, we crawl public computer science thesis in Persian and Vietnamese.

Following (Veyseh et al., 2020), we split the selected documents into sentences that will be annotated separately by annotators. In addition, to optimize the annotation cost with greater numbers of acronyms, we apply the same procedure in (Veyseh et al., 2020) to filter out sentences that have low chance to contain acronyms or long forms. In particular, the procedure only retains sentences that involve at least one acronym candidate (i.e., a word with more than a half of characters as capital letters) and a sub-sequence of words to match the acronym candidate (i.e., concatenating the initials of the words can form the candidate) (Veyseh et al., 2020). Here, we only apply this procedure for English, French, Spanish, and Danish as our Persian and Vietnamese data is small and the sentence filtering procedure will leave less sentences for annotation. Finally, given the retained sentences for each language, we randomly sample a subset of sentences for manual AE annotation. The numbers of annotated sentences are presented in Table 1.

### Annotation Process: To annotate the sampled sentences, we recruit native speakers in each language from the crowd-sourcing platform upwork.com with freelancer annotators across the globe. For each language, we select annotator candidates who have experience in related annotation projects and an approval rate of more than 95% (provided by Upwork). The annotator candidates are trained with guidelines and examples for AE in their language. In our annotation guideline, acronyms are required to be single words (including abbreviations). Also, for a sentence in a language, we only annotate long forms that are in the same language as the sentence’s. Afterward, for each language, we retain two candidates who pass and achieve highest results in our designed test for AE as our official annotators. Next, the two annotators in each language independently perform AE annotation for the sampled sentences of that language. Finally, the two annotators will discuss to resolve any disagreement in the annotation, thus producing a final version of our MACRONYM dataset.

To study the challenges of AE in each language, following (Veyseh et al., 2020), we compute the inter-annotator agreement (IAA) scores using Krippendorff’s alpha (Krippendorff, 2011) with the MASI distance metric (Passonneau, 2006) for the initial independent annotations of the two annotators, i.e., before resolving the conflicts. Table 1 shows the IAA scores for each language. Overall,
we find that the IAA scores are high for all considered languages and domains, thus demonstrating the quality of our annotated dataset. Among several factors, a major scenario of annotation disagreement occurs in Persian or Vietnamese when a sentence contains a long form term that is translated from an original English term. However, the acronym for this long form in the Persian or Vietnamese sentence is still formed via the initials of the words in the English term. As such, some annotators consider this English-based acronym as an acronym in the Persian or Vietnamese sentence while other annotators simply ignore it in the annotation. For instance, in the Persian sentence:

"عملیات پیشرفته شبکه (ANOP)" 1

the acronym “ANOP” is expressed in English letters but its long form, i.e., “Advanced network operations” 2, is presented in Persian. In the resolving, we have decided to annotate any acronym that is formed using characters in the six languages in our dataset.

**Data Analysis:** We show the main statistics of MACRONYM in Table 1. This table shows that the density of acronyms in texts varies across different languages. On average, English sentences tend to involve more acronyms than other languages in both legal and scientific domain while Danish and Vietnamese sentences contain least acronyms in the legal and scientific domain respectively. Comparing English texts in the legal and scientific domains, we find that the ratio between the numbers of unique long-forms and acronyms is greater in the scientific domain, thus implying the higher ambiguity of acronyms in scientific documents. Finally, we note that the number of unique acronyms exceeds the number of unique long forms in Persian and Vietnamese as we do not apply the sentence filtering procedure in the data collection, thus allowing many sentences with only acronyms and no associated long forms to be annotated in the data.

### 3 Experiments

This section studies the challenges of the multilingual and multi-domain AE task in MACRONYM. In particular, for each pair of available languages and domains (we have 7 pairs in total), we first prepare the data by randomly splitting the corresponding set of annotated sentences into separate training/development/test portions with the ratios of 80/10/10 (respectively). Afterward, we report the performance of the representative AE models on the test set for each possible pair of languages and domains under different learning settings.

**AE Models:** We examine the performance of three representative state-of-the-art (SOTA) models for AE. First, we employ the rule-based system for AE proposed in (Veyseh et al., 2021) (called Rule-Based). This system serves as the current SOTA rule-based method for AE (Veyseh et al., 2021). In general, to detect acronyms, words with more than 60% characters as uppercase letters are selected. To find long-forms, if a detected acronym is bounded between parentheses and the initial letters of preceding words can form the acronym, the system predicts the preceding words a long form. Second, motivated by prior work (Veyseh et al., 2020; Zhu et al., 2021), we solve AE as a sequence labeling problem using BIO tagging schema. In particular, following the current SOTA deep learning model for AE (Zhu et al., 2021), we employ a pre-trained BERT-based language model followed by a feed-forward network layer with softmax in the end to predict BIO-based label for each word in the sentence. To facilitate the learning on multiple languages, we explore two multilingual transformer-based language models, i.e., mBERT (Devlin et al., 2019) and XLMR (Conneau et al., 2020), leading to two models mBERT and XLMR for this approach.

**Settings:** MACRONYM enables the evaluation of AE models on four different settings: (i) **Mono-Lingual Mono-Domain:** In this setting, training and test data of the models come from the same language and domain. As we have 7 possible pairs of languages and domains, this setting involves 7 different evaluations for each AE model; (ii) **Mono-Lingual Cross-Domain:** Training and test data for models belongs to the same languages, but different domains in this setting. In MACRONYM, this setting is only possible for English where AE models are trained on the legal domain but tested on the scientific domain and vice versa (i.e., two possible evaluations); (iii) **Cross-Lingual Mono-Domain:** Assuming the same domain for training and test data, this setting trains models on English training data and evaluate them on test data of other languages. We thus have 3 and 2 possible evaluations for the legal and scientific domains respectively; (iv) **Cross-Lingual Cross-Domain:** Training and test data for models originates from different lan-

---

1 English translation: “Advanced network operations (ANOP) include the following.”

2 English translation: “advanced network operations”
languages and domains in this setting. As such, we also consider five evaluations in this setting. In the first two evaluations, models are trained on English data in the legal domain and evaluated on Persian and Vietnamese test data in the scientific domains. In contrast, for the other three evaluations, English data in the scientific domain is used for model training while Spanish, French, and Danish test data in the legal domain is used for evaluation. We fine-tune the hyper-parameters for the models using the development data for each pair of languages and domains.

**Results:** Table 2 presents the performance of three AE models in four different settings. Note that as the **Rule-Based** system does not require training, its performance in the mono-lingual and mono-domain setting can be applied to other settings. There are several observations from the table. First, the **Rule-Based** system achieves decent performance for Persian and Vietnamese, but performs poorly for other languages. The main reason has to do with the dominance of acronyms over long forms in Persian and Vietnamese data (see Table 1). This is in contrast to other languages where acronyms and long forms are more balanced. As acronyms can be identified more easily with rules than long forms, the **Rule-Based** system is more effective in the data with much more acronyms of Persian and Vietnamese. Second, in the legal domain where long forms are better presented, the performance of the models on English is significantly better than those for other languages, thus demonstrating the more challenging nature of non-English language for AE. Third, compared to deep learning models, the significant lower performance of the **Rule-Based** model in the monolingual and mono-domain setting signifies the brittleness of human-designed rules for AE that necessitates learning models to improve the portability of models to different languages and domains. Fourth, across all learning models and language-domain pairs for test data, the lower performance in the cross-lingual mono-domain setting compared to its mono-lingual counterpart suggests the difference between languages that hinder cross-lingual transfer learning for AE. Fifth, the cross-domain performance also under-performs their monolingual counterpart for almost all learning models and language-domain pairs for testing, thus highlighting domain shifts as an important challenge for AE. Finally, across all the learning settings, the performance of the AE models is still far from being perfect in MACRONYM, thus presenting ample opportunities for future research in this area.

### 4 Related Work

Early attempts for AE have employed rule-based methods (Park and Byrd, 2001; Wren and Garner, 2002; Schwartz and Hearst, 2002; Adar, 2004; Nadeau and Turney, 2005; Kirchhoff and Turner, 2016) or feature engineering models (Kuo et al., 2009; Liu et al., 2017; Li et al., 2018). Recently, deep learning methods have delivered SOTA performance for AE (Veyseh et al., 2021; Wu et al., 2015; Antunes and Matos, 2017; Charbonnier and Wartenà, 2018; Ciosici et al., 2019; Jaber and Martínez, 2021; Li et al., 2021). Despite such progress, prior AE research and datasets have mainly focused on English biomedical and scientific texts, leaving non-English languages and other domains less explored. Here, we note that there exist some acronym glossaries for non-English languages (Pomares-Quimbaya et al., 2020; Ménard and Ratté, 2011). However, such resources do not annotate sentences/texts in multiple languages and domains for AE as we do in MACRONYM.
5 Conclusion

We present the first multilingual and multi-domain dataset for AE, involving annotation for 6 languages and 2 domains. Our experiments show that the proposed dataset presents significant challenges for AE methods in different learning settings and languages. In the future, we will expand the dataset to include more domains and languages for AE.
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