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Abstract
Development of new products often relies on the discovery of novel molecules. While conventional molecular design involves using human expertise to propose, synthesize, and test new molecules, this process can be cost and time intensive, limiting the number of molecules that can be reasonably tested. Generative modeling provides an alternative approach to molecular discovery by reformulating molecular design as an inverse design problem. Here, we review the recent advances in the state-of-the-art of generative molecular design and discusses the considerations for integrating these models into real molecular discovery campaigns. We first review the model design choices required to develop and train a generative model including common 1D, 2D, and 3D representations of molecules and typical generative modeling neural network architectures. We then describe different problem statements for molecular discovery applications and explore the benchmarks used to evaluate models based on those problem statements. Finally, we discuss the important factors that play a role in integrating generative models into experimental workflows. Our aim is that this review will equip the reader with the information and context necessary to utilize generative modeling within their domain.

1 | INTRODUCTION

The discovery of new molecules and materials is needed to address important challenges in chemistry ranging from treating complex diseases to tackling climate change. Conventionally, this process relies on human expertise to propose, synthesize, and test new molecules. While many of the most important discoveries in scientific history have been made in this fashion, conventional discovery is inherently cost and time intensive, limiting the number and diversity of molecules that can be reasonably explored. It has been estimated that the number of compounds that have ever been synthesized lies around $10^8$
while the total number of theoretically feasible compounds lies between \(10^{23}\) and \(10^{60}\). Thus, conventional discovery methods are only capable of exploring a small fraction of chemical space. There is a critical need to develop methods that can efficiently explore chemical space to identify molecules capable of solving important problems in chemistry and engineering.

Generative models offer a promising solution. Instead of designing molecules using human expertise, generative models leverage recent advances in deep learning to address the inverse molecular design problem: given a desired set of properties, what is the set of molecules that will satisfy those properties? By identifying a function that maps a set of properties to a set of structures, generative models can rapidly identify diverse sets of molecules that are highly optimized for specific applications. Since their recent introduction, there has been an explosion in the number and variety of generative models that have been applied to molecular design. These models vary in their molecular representation, architecture, and the type of molecular design problems they address. Further, to facilitate comparisons between the growing number of models, a number of benchmarks have been recently proposed that evaluate models based on factors such as distribution learning and chemical diversity and novelty. A number of excellent reviews have been written to summarize the development of this field.

Despite these remarkable advances, there are relatively few examples of applying generative models to discover molecules for concrete applications. Most studies focus on optimizing molecules for computational metrics such as logP (logarithm of the partition coefficient) or QED (quantitative estimate of drug-likeness) and few published studies involve experimentally testing the identified lead molecules. Thus, there are clearly gaps that prevent generative models from reaching their full potential in molecular discovery.

In this review, we provide a concise summary of the recent advances in the state of the art of generative molecular design, describing the considerations for integrating these models into real molecular discovery campaigns, and discussing the remaining challenges that must be solved for their promise to be fully realized. Our aim is that this review will equip the reader with the information necessary to fully leverage generative modeling in their field of expertise.

## 2 | BACKGROUND

### 2.1 | Representation of molecules

The strength of neural networks lies in their ability to take in a complex input representation transform it into a latent representation needed to solve a particular task. In this way, the choice of input representation plays a key role in governing how the model learns information about the molecule. Input representations often fall into one of three categories: (1) one-dimensional (e.g., string-based representations), (2) two-dimensional (e.g., molecular graphs), and (3) three-dimensional representations (e.g., coordinate-based).

#### 2.1.1 | One-dimensional representations

The most common type of one-dimensional representation is referred to as SMILES (Simplified Molecular Input Line Entry System), a simple string-based representation that transforms a molecule into a sequence of characters based on predefined atom ordering rules. Representing a molecule as a sequence of characters has proven advantageous because it enables the reapplication of neural network architectures that have been previously developed for language processing. In particular, by representing molecules as sequences, prior work trained recurrent neural networks as generative models that generate the SMILES strings of molecules. Unfortunately, these methods are prone to generate invalid SMILES that cannot be converted to molecular structures because they ignore the complex grammar of the SMILES notation. To remedy this issue, Kusner et al. and Dai et al. enhanced the recurrent neural network with syntactic constraints of the SMILES grammar. However, these methods still fail to capture chemical validity and often generate invalid SMILES strings. Given the complication of SMILES notation, Krenn et al. designed an improved string representation called SELFIES (Self-Referencing Embedded Strings). Based on the SELFIES representation, a recurrent neural network model can be trained generate molecules that are 100% valid. It is important to note, however, that validity is defined with respect to valency rules. As a result, molecules that are valid may not necessarily be stable.
2.1.2 | Two-dimensional representations

Molecules can alternatively be represented in neural networks as graphs, with nodes and edges corresponding to atoms and bonds, respectively. Graphical representations are powerful in that they directly capture the connectivity between atoms, while in one-dimensional representations this information must be inferred by the model. Unfortunately, graphs have also proven more difficult to generate than sequences and, as a result, there have been a number of efforts aimed at developing neural network architectures for generating realistic molecular graphs. One strategy is to generate molecular graphs by outputting the atoms and the adjacency matrix of the graphs simultaneously.\(^\text{26-28}\) In contrast, You et al.,\(^\text{29}\) Li et al.,\(^\text{30}\) Samanta et al.,\(^\text{31}\) and Liu et al.\(^\text{32}\) developed generative models that decode molecules sequentially, atom-by-atom. Jin et al.\(^\text{\text{33}}\) took a related approach, grouping atoms into substructures and developing a model that generates molecules substructure-by-substructure (also sequentially). These substructures consisted of either two atoms connected by a bond or all of the atoms in a ring (e.g., a phenyl ring). Their model first generated a junction tree with substructures as nodes and then predicted how the substructures should be attached to each other. Jin et al.\(^\text{\text{34}}\) later extended this approach to a hierarchical model, allowing the use of larger substructures. Their model outperformed atom-by-atom approaches on multiple molecule generation tasks, including polymer generation, drug-likeness optimization, and Dopamine Receptor D2 binding affinity optimization.

2.1.3 | Three-dimensional representations

Lastly, molecules can be represented in three dimensions using point clouds—where each atom corresponds to a point in space—in order to capture not only covalent atom connectivity, but also information about the conformational preferences of the molecule. For example, Gebauer et al.\(^\text{35}\) generated molecules sequentially by placing atoms in Cartesian coordinates. Simm et al.\(^\text{36}\) adopted a similar approach that generated molecules atom-by-atom based on internal coordinates. One disadvantage to using these methods for molecular discovery applications is that to accurately capture physical properties it is necessary to consider more than one conformer of a given molecule. A second disadvantage to these approaches is that they typically use energy minimization with force fields to generate conformations for molecules in the training set, which can be time-consuming, especially for large, flexible molecules. Recently, researchers have explored replacing/supplementing traditional conformer generation methods\(^\text{37,38}\) with three-dimensional generative models\(^\text{39-41}\) trained on large datasets of conformer ensembles,\(^\text{42,43}\) which can be used to reduce the computational expense of obtaining three-dimensional training data.

2.2 | Model architectures

The success of a given deep neural network depends greatly on its architecture—the types of layers that comprise the network and the way in which those layers are arranged. Deep generative models for molecular discovery can be broken up into three classes of neural network architectures: variational autoencoders (VAEs), generative adversarial networks (GANs), and normalizing flow models, illustrated in Figure 1. Each architecture differs in the strategy it uses to learn a latent representation of the molecule. Both VAEs and normalizing flow models aim to maximize the likelihood of the training data. VAEs approximately maximize likelihood using variational inference techniques,\(^\text{44}\) while normalizing flow models maximize the likelihood exactly by requiring the model to be invertible. In contrast, GAN-based approaches formulate molecule generation as a minimax game, where a discriminator model learns to distinguish the real data from the fake samples that are produced by a generator model. Here we will briefly describe how these methods work and the ways that they have been used for molecular discovery applications. For greater detail on these methods (including mathematical formulations), we refer the reader to previous reviews and resources.\(^\text{5,45}\)

2.2.1 | Variational autoencoders

VAEs are generative models that consist of an encoder, which learns to map a molecule into a continuous embedding, followed by a decoder, which learns to reconstruct a molecule from its learned embedding.\(^\text{46}\) VAEs are trained using a loss
function consisting of two terms: (1) a reconstruction loss that forces the decoder to recover the correct molecule from its embedding and (2) a Kullback–Leibler (KL) divergence term that regularizes the distribution of learned molecular embeddings such that the distribution of generated molecules closely resembles the training distribution. In the context of molecule generation, VAEs have been used to generate SMILES strings\textsuperscript{13,19,23,24} and molecular graphs.\textsuperscript{32,33,47,48}

2.2.2 | Generative adversarial networks

GANs are generative models that consist of a generator, which learns to generate a molecule from Gaussian noise, and a discriminator, which learns to identify molecules as either real (belonging to a training dataset) or fake (constructed by the generator). These two networks are trained to compete against one another, with the generator learning to generate sufficiently realistic molecules to trick the discriminator, and the discriminator learning to tell the difference. GANs have been successful at generating highly realistic images,\textsuperscript{49} in part because adversarial training enables the model to learn a more nuanced definition of what makes an example realistic than is accessible to VAEs through their loss functions.

Recently, researchers have adapted this approach to generating molecules, represented as sequences or graph.\textsuperscript{50–52} For example, Guimaraes et al.\textsuperscript{53} trained a GAN to generate SMILES strings and, as described earlier, De Cao and Kipf\textsuperscript{26} and Ma et al.\textsuperscript{27} trained GANs to generate the adjacency matrix of a molecular graph. Nevertheless, generating sequences and graphs using GANs remains challenging because constructing sequences and graphs requires backpropagating the gradient through discrete choices.
2.2.3 | Normalizing flow models

Normalizing flow models generate molecules by learning a series of invertible transformations between a prior distribution (e.g., a Gaussian distribution) and real-world high-dimensional data such as molecules. The major advantage of flow-based models over VAEs is that the invertible mapping allows the calculation of the exact data likelihood. This advantage motivated Zang et al., Shi et al., and Madhawa et al. to apply flow-based models to molecule generation. For example, Shi et al. developed an autoregressive flow-based model called GraphAF, which outperformed variational autoencoder based methods on logP optimization tasks.

2.2.4 | Miscellaneous

Beyond the three major generative model classes, researchers have explored other types of models for tasks that are closely related to molecular design. For instance, diffusion-based models have been applied to molecular conformation generation, where a model learns to iteratively modify pairwise atomic distances in order to generate stable conformations. While the full combination of a graph and a conformer diffusion model is not yet available, they can be readily combined. In addition, Bradshaw et al. has proposed reaction-based models for molecular design in order to generate molecules that are easy to synthesize. We will further discuss this type of approach in Section 3.

2.3 | Formulating the molecular generation problem

There are a wide range of reasons one might be interested in discovering new molecules. A first step in applying generative modeling to molecular generation is to formulate these distinct applications as concrete problem statements, for example, we are interested in discovering molecules with X properties, subject to Y constraints. Broadly, molecular generation problem statements fall into three classes: (1) unconstrained molecular generation, (2) property-constrained molecular generation, and (3) structure-constrained molecular generation.

2.3.1 | Unconstrained molecular generation

The goal of unconstrained molecular generation is to generate diverse and novel molecules without any property constraints (except chemical validity). This is valuable for exploratory molecular generation campaigns, which focus on identifying interesting and unusual chemistries. For this class of problems, the generative model aims to learn the general distribution of molecules in chemical space (e.g., what do molecules typically look like?). To learn this broad distribution, the generative model is typically trained on a large databases of compounds such as ChEMBL and ZINC. The distribution is then learned by training the model to maximize the likelihood of all the compounds in the training set. Unconstrained generative models are typically evaluated based on the chemical validity, novelty, and uniqueness of generated compounds. For example, Segler et al. trained a recurrent neural network to generate molecules without any property constraints. Their goal was to use generated molecules to enrich existing molecular libraries for virtual screening.

2.3.2 | Property-constrained molecular generation

Property-constrained molecular generation extends the previous formulation by adding constraints on the generated molecules. In this case, a model must generate compounds that are both chemically valid and have specific, desirable properties such as good solubility, low toxicity, or high potency. Since it is infeasible to experimentally validate every generated compound, it is necessary to train a property predictor to assess compound properties in silico, also known as quantitative structure–activity relationship (QSAR) model. The property predictor is trained on a separate dataset of molecules labeled with their properties (e.g., IC50/EC50 for potency). After training, the property predictor is used to estimate whether a generated molecule satisfies the given constraints.
In this way, the generative model learns to generate compounds that are predicted to satisfy the constraints via the property predictor. This task is often cast as a discrete optimization problem and can be solved by reinforcement learning, Bayesian optimization, or genetic algorithms. In reinforcement learning, a model is trained to maximize the expected reward defined based on the output of the property predictor. For instance, Olivecrona et al. first pretrained a recurrent neural network on over 1 million drug-like molecules from ChEMBL to generate SMILES strings. They subsequently trained a property predictor to assess Dopamine Receptor D2 (DRD2) binding affinity of new compounds. Finally, they used reinforcement learning to fine-tune their generative model to maximize the predicted DRD2 binding affinity. Popova et al. adopted a similar strategy to train a generative model that maximizes the inhibitory activity against Janus protein kinase 2. You et al. and Zhou et al. also used reinforcement learning to generate drug-like compounds with high QED scores. Their method operated on molecular graphs instead of SMILES strings and learned to iteratively add or remove atoms and bonds from a molecule in order to maximize the expected reward.

Alternatively, Bayesian optimization methods can be used to cast the discrete optimization problem into a continuous optimization problem by learning a continuous embedding of molecules. These methods involve first training a variational autoencoder to map discrete molecules into a continuous embedding space and then training another neural network to predict the chemical property of the original molecule from its continuous embedding vector. They then apply Bayesian optimization in the continuous embedding space to find an embedding with the best associated property score. The discovered embedding is decoded into a discrete molecule by a decoder network.

Finally, genetic algorithms solve the discrete optimization problem by searching for favorable compounds via mutation of molecules. A genetic algorithm consists of two components: a set of mutation rules and a fitness function. The fitness function is a weighted interpolation of predicted property scores and penalty scores that penalizes long-surviving molecules. The additional penalty term encourages the model to explore a diverse set of molecules. New compounds are derived by applying mutation rules to existing molecules. Old molecules with low fitness scores are removed in each iteration. Nigam et al. applied genetic algorithms to design molecules with high logP scores. Their fitness function was parameterized as a neural network. Ahn et al. extended this approach by learning a policy function to perform mutations over molecules rather than using a fixed set of mutation rules. It is important to note that while many studies use logP as convenient metric to use for method development, it is an artificial task that cannot be directly tied to any real application.

### 2.3.3 Structure-constrained molecular generation

The goal of structure-constrained molecular generation is to modify the structure of a candidate molecule in order to improve its properties. This approach is useful for molecular generation campaigns where lead candidates with desirable properties have already been identified and the goal is to explore closely related molecules. In the pharmaceutical industry, this process is analogous to lead optimization. An example of structure-constrained optimization is the work published by Jin et al., 2019 and 2020 which formulated lead optimization as a graph-to-graph translation problem, where the model learned to translate input molecules into improved molecules. The model was trained on a dataset of molecular pairs, with each pair containing two similar molecules, one less optimal than the other. At test time, the translation model learned to generate analogs of a given molecule with better properties.

Another strategy for structure-constrained molecular generation involves constraining the output molecule to contain a specific scaffold or fragment. Langevin et al. and Li et al. built generative models that output drug molecules with a specific scaffold. The scaffolds were usually extracted from existing drugs with good biological properties. Jin et al., Podda et al., Imrie et al., and Green et al. similarly developed models that learned to generate molecules with specific fragments. In this approach, models were first initialized with certain fragments. Models then learned to connect the given fragments into a coherent molecule by a series of edge selection and bond-type prediction steps.

### 2.4 Benchmarks for generative models for molecular design

As has been seen in the previous sections, a large number of generative models with a variety of network architectures have been published for molecular generation. In order to rigorously determine whether one model is better or worse than another it is necessary to develop benchmarking metrics that can be evaluated for models trained on publicly available datasets. As evidenced by the different types of molecular generation problem statements, there are a variety
TABLE 1 Common generative modeling benchmarks and their definitions

| Benchmark                  | Definition                                                                 | Goal type     | Benchmark set      |
|----------------------------|---------------------------------------------------------------------------|---------------|-------------------|
| Validity                   | Percent of valid molecules with respect to bonds/valency, evaluated using  | Unconstrained | MOSES, Guacamol   |
|                            | RDKit’s molecular structure parser                                         |               |                   |
| Filters                    | Percent of molecules passing a set of rule-based filters                   | Unconstrained | MOSES, Guacamol   |
| Uniqueness                 | Percent of unique molecules                                                | Unconstrained | MOSES, Guacamol   |
| KL divergence              | Statistic capturing the difference between the generated molecular         | Unconstrained | Guacamol          |
|                            | distribution and the training set distribution                             |               |                   |
| Molecular properties       | Comparison between generated and training set property distributions such  | Unconstrained | MOSES             |
| distributions              | as molecular weight or logP                                               |               |                   |
| Novelty                    | Percent of molecules not present in training set                           | Unconstrained | MOSES, Guacamol   |
| Fragment similarity        | Metric comparing distributions of BRICS fragments in the generated and     | Unconstrained | MOSES             |
|                            | training sets                                                              |               |                   |
| Scaffold similarity        | Metric comparing distributions of Bemis-Murcko scaffolds in the generated | Unconstrained | MOSES             |
|                            | and training sets                                                         |               |                   |
| Chemical space coverage    | Extent to which generated molecules cover the chemical space of the GDB13  | Unconstrained | Zhang et al.      |
|                            | dataset                                                                   |               |                   |
| Similarity                 | Generate molecules that are similar to a target molecule removed from the  | Goal-oriented | Guacamol          |
|                            | training set                                                               |               |                   |
| Rediscovery                | Rediscover molecules removed from training data                            | Goal-oriented | Guacamol          |
| Isomer identification      | Generated molecules that follow a simple (unknown) pattern                  | Goal-oriented | Guacamol          |
| Median molecule            | Generate molecules that maximize similarity to multiple molecules          | Goal-oriented | Guacamol          |
| discovery                  |                                                                          |               |                   |
| Calculated property        | Generate molecules with optimum calculated property values such as LogP    | Goal-oriented | Guacamol          |
| optimization               | or QED                                                                     |               |                   |

of goals for generative models and, as such, it is necessary to use benchmarking metrics that are representative of these goals. Two recent benchmarking sets, MOSES $^3$ and Guacamol $^4$, define such metrics for both unconstrained molecular generation and for goal-oriented molecular generation (including both property constrained and structure constrained molecule generation, shown in Table 1). It is important to note that while these benchmarks are useful for comparing generative modeling approaches, they do not cover all of the necessary aspects of molecular discovery. $^75$

2.4.1 Unconstrained molecular generation benchmarks

The goals for unconstrained molecular generation are to generate molecules that are (1) valid and unique, (2) based on a chemical distribution that matches the training set, and (3) novel and diverse. Molecule validity is typically measured with respect to valency and bonds using RDKit's molecular structure parser. A more stringent metric for validity is defined as the percent of molecules that pass a given set of rule-based filters such as Walters’s rd_filters implementation, $^76$ a filter set that includes heuristic rules such as a maximum ring size. One caveat to using rule-based filters is that they are typically defined based on realistic molecules and can miss unusual functional groups produced by generative models. A model’s generated chemical distribution can be measured based on KL divergence, a metric that measures how well a given probability distribution approximates a second distribution. Chemical distribution can also be evaluated by comparing the distributions of common molecular properties such as molecular weight or logP in both the training and the test sets. The diversity of generated molecules is can be measured via a novelty metric, Fragment and Scaffold similarity (which use BRICS fragments $^77$ and Bemis-Murcko scaffolds $^78$ respectively), or Frechet
ChemNet Distance. Finally, Zhang et al. recently proposed a metric that compares models based on chemical space coverage of a large reference dataset, GDB13.

### 2.4.2  Goal-directed molecular generation benchmarks

With goal-directed generative models, the aim is to discover molecules with specific properties. To test a model’s ability to generate molecules with specific properties in an easy and reproducible fashion, Guacamol proposes benchmarks based on similarity, rediscovery, isomer identification, and median molecule generation. The goal of the similarity benchmark is to generate molecules that are similar to a target molecule that was removed from the training set. The rediscovery benchmark is related to similarity, with the goal of rediscovering molecule(s) that have been removed from the training set. The isomer benchmark involves generating molecules that follow a simple pattern (which is a priori unknown). Finally, the goal of the median molecule discovery benchmark is to generate molecules to maximize similarity to multiple molecules. In addition, properties that can be easily measured computationally, such as logP or QED are commonly used as additional, goal-oriented benchmarks. It is important to note that many of these benchmarks have been developed or selected in order to measure model performance quickly and reproducibly. As a consequence, objectives (most notably the maximization of logP) are highly artificial and are not closely related to any real application.

### 3  PRACTICAL CONSIDERATIONS FOR GENERATING MOLECULES FOR SPECIFIC APPLICATIONS

As described in the previous section, a variety of generative models have been developed and explored theoretically and computationally. Despite this, there remain relatively few examples of using generative models in real molecular discovery campaigns. This is because these campaigns are often characterized by a series of additional hurdles, making it difficult to directly deploy generative models for concrete applications. In this section, we will discuss these hurdles, in particular focusing on (1) the multi-objective nature of real molecular design problems, (2) the requirement that discovered molecules must be synthetically accessible, and (3) the challenges associated with error-prone predictive models.

#### 3.1  Real molecular design problems are generally multi-objective in nature

In applied settings, we are often interested in discovering molecules that are more optimal than any previously known molecule with respect to one or more properties. In addition to these properties, there are usually additional objectives or constraints that are secondary to the main design goal but are equally necessary for the molecule to be useful for a given application. To illustrate this, consider the problem of designing a drug molecule: the primary objective may be to discover a lead molecule that binds to a target with high affinity, but at the same time it is necessary for that molecule to be soluble, have limited off-target effects, and be synthetically accessible. While an expert medicinal chemist might intuitively consider each of these additional constraints when designing new molecules, generative models, which aim to discover diverse and novel sets of molecules, will attempt to explore chemical space thoroughly. This means that any secondary objectives or constraints that have not been captured in the modeling approach will be ignored, reducing the model’s usefulness in discovering new molecules. Therefore, it is critical to consider how the relevant secondary objectives will be captured when applying generative models to real molecular discovery scenarios. Additional common secondary objectives include toxicity, stability (often with respect to temperature, light, and/or time), phase behavior, solubility, or corrosivity.

There are two types of approaches that one can use to account for multiple objectives in generative molecular design: explicit multi-objective optimization and structure-guided multi-objective optimization, shown in Figure 2.

#### 3.1.1  Explicit multi-objective optimization

Explicit multi-objective optimization involves explicitly defining and optimizing over every property that is relevant to the application. This is most often accomplished by considering each property using a separate predictive
model or evaluator and optimizing over an objective function that combines these properties. Alternatively, if the property can be attributed to a specific scaffold within the molecules, the molecule can be optimized by incorporating the relevant scaffolds into the generative procedure. By explicitly defining each objective, the user can directly control the relative importance of each objective, allowing this approach to be easily tailored to different applications.

One challenge with this approach, however, is that it requires an automated way for predicting or obtaining every relevant property without human intervention. This can become problematic for properties with smaller public datasets such as toxicity or phase behavior, for which it might not be feasible to train high accuracy predictive models. Additionally, it is difficult to train predictive models for properties that are hard to define. To illustrate this, consider the case where we would like to evaluate whether a molecule is synthetically feasible in an automated fashion. While it might seem like a good approach to simply determine whether or not a synthetic pathway can be found for that molecule using computer aided synthesis planning (CASP), this strategy does not consider how many byproducts might form or how difficult it might be to characterize or separate those byproducts. In this way, fully evaluating synthetic feasibility requires considering a complex combination of a number of factors, making it hard to predict in an automated fashion.

### 3.1.2 Structure-guided multi-objective optimization

Structure-guided multi-objective optimization implicitly holds some properties constant using structural constraints. As described earlier, this can be accomplished via candidate-based or scaffold-based optimization, in which previously identified starting candidate molecules or scaffolds with desirable properties are improved with respect to one or more additional properties. In the case of the previously described drug design problem, we might begin with a candidate that is soluble and can be easily synthesized but is only moderately efficacious. In this case, one might train the generative model to improve drug efficacy with the goal of maintaining each of the other desirable properties. Unlike explicit multi-objective optimization, the user does not need to define each of the secondary objectives, making it straightforward to consider difficult-to-define objectives. Such implicit multi-objective optimization can also be accomplished by simply limiting exploration in chemical space to molecules that are similar to molecules used in training, though this does limit the diversity of the generated molecules.
3.2 | Molecules designed using generative models must be synthesizable

One of the most universal requirements of molecules discovered for real applications is that they must be synthesizable. The most straightforward way to consider synthesizability in a generative modeling problem is to treat it explicitly as an additional objective. As described earlier, this requires an automated approach for evaluating synthesizability without human intervention. While CASP tools (which predict synthetic pathways for a given molecule) can be used to approximate this, they are often too computationally expensive to be used directly for explicit optimization. Instead, a number of scores have been proposed to quickly evaluate synthesizability in an automated fashion.

One of the earliest examples of such a score is called the synthetic accessibility (SA) score proposed by Ertl and Schuffenhauer, 89 which estimates synthesizability by penalizing molecules containing nonstandard structural features and prioritizing molecules with features that resemble representative molecules from PubChem. Later, Fukunishi et al. 90 further developed this score by expanding the set of representative molecules to include ChEMBL, ZINC, and LigandBOX. More recently, Coley et al. 91 proposed the synthetic complexity (SC) score, which estimated with the expected number of reaction steps required for synthesis. Finally, Thakkar et al. 92 recently presented the retrosynthetic accessibility (RA) score, which estimates synthesizability by using a machine learning model trained based on CASP predictions, thereby circumventing the computational expense of directly using a CASP model.

Importantly, each of these scores is only an approximate measure of synthetic feasibility and, therefore, each measurement has advantages and disadvantages in the context of molecular discovery. The SA score relies on identifying commonly occurring fragments within a given molecule and can therefore be easily “tricked” by complex molecules containing many reasonable looking fragments. The SC score focuses on measuring synthetic complexity, rather than feasibility and so it has been shown to correlate better with the length of the predicted synthesis pathway, but poorly with feasibility (when benchmarked against CASP models). 93 The RA score directly predicts synthetic feasibility with respect to a CASP model as a function of the full molecular structure, and therefore performs better than the other scores when CASP models are used as a reference. It is important to note, however, because the RA score directly relies on a given CASP model, any shortcomings of that model will also be present in the RA score. 92 In this way, each of the currently developed scores capture some (but not all) aspects of synthetic feasibility. They can be useful for guiding molecular discovery using generative modeling but will likely still lead to some synthetically infeasible molecules.

One alternative to treating synthesizability as a secondary objective is to use a generative model that directly integrates CASP tools into the generation process. 58,59,94–97 For example, instead of simply generating individual molecular graphs, Bradshaw et al. 58 generates synthetic pathways and then optimizes the final product for specific properties using a hill-climbing algorithm. A related approach proposed by Gottipati et al. 97 uses Policy Gradient for Forward Synthesis (PGFS) wherein an agent learns to apply chemical reactions to commercially available molecules to explore chemical space. Reinforcement learning (RL) can then be used to guide this agent toward molecules that are optimized for specific properties. These approaches inherently generate a synthetic pathway concurrently with the optimized molecule making them well suited to enforcing synthesizability.

One caveat to this class of models is that they are closely integrated with CASP models, which can only approximately predict retrosynthetic pathways and, consequently, any limitations in the CASP model will also be present in the generative model. For example, if a certain class of reactions necessary for synthesizing a given class of molecules is missing from the CASP training data, it may not be possible for the generative model to find a pathway to any molecules in that class. In this instance, the model will deem that class of molecules synthetically infeasible, when they may, in fact, be important for the application. In this way, requiring that molecules must be discoverable via a CASP model may limit the diversity of chemistries accessible during generation.

3.3 | Generative modeling workflows rely on predictive models with limited certainty

As described previously, generative models rely on predictive models to optimize molecules for specific properties. The accuracy of these predictive models is limited by the size and accuracy of the training datasets. For properties for which the training data comes from simulations or experiments, the training data is likely to contain noise and/or bias, preventing the model from learning the true structure–property relationship. Additionally, for properties for which there is limited training data, the available data may not be sufficient to constrain the model close to the target function. In this way, it is important
to consider how generative models behave when paired with error-prone predictive models. For a more detailed discussion of uncertainty quantification in deep learning we refer the reader to other resources.108-114

The most straightforward way to deal with error-prone predictive models in generative molecular discovery is to use Bayesian optimization methods.13,23,33,63 Bayesian optimization methods replace discrete predictions with continuous probability distributions allowing the use of sampling functions that balance exploration and exploitation. For generative models that use discrete optimization, uncertainty must be accounted for through the use of external uncertainty quantification metrics such as ensemble variance105 or Monte Carlo (MC) dropout.106 In the absence of uncertainty handling, error-prone predictions can mislead generative models—which aim to discover novel and diverse molecules—to explore regions of chemical space that are poorly captured by the predictive model, leading to workflows that propose molecules that are predicted to be optimal but underperform when tested experimentally.75

In contrast, there may be cases where it is useful to deliberately explore regions of chemical space that are poorly understood by the predictive model.107,108 This may be valuable for applications where it is more important to discover new molecules than to discover molecules that have a target set of properties. Additionally, this can be particularly valuable for active learning applications. Active learning is an experimental strategy that involves iteratively selecting new experiments to perform with the goal of minimizing the cost of acquiring training data while simultaneously maximizing the accuracy of the machine learned model. In an active learning setting, it would be valuable to develop a generative model that deliberately proposes poorly predicted molecules that can be tested experimentally and used as training data to improve predictor in additional training iterations. In the continuous optimization case, this can easily be accomplished by adjusting the Bayesian optimization sampling function to emphasize exploration. This can also be accomplished in either continuous or discrete optimization by treating uncertainty as an explicit optimization objective.

### 3.4 Common applied workflows for generative molecular design

As described earlier, there are a few examples of using generative models in real molecular discovery campaigns. The most straightforward way to use generative models in a real application is to train a generator and predictor model on an initial dataset, to discover a molecule or set of molecules, and to select a small number of molecules for experimental testing (Figure 3, top). This approach has been powerful for designing dyes that absorb light at target wavelengths109 as well as inhibitors for Janus kinase 3,110 the discoidin domain receptor,111 and a series of receptors associated with neuropsychiatric function.112

One caveat to this approach, however, is that the low throughput nature of the experiments prevents extensive experimental testing (each of the described studies only includes experimentally testing four or fewer generated molecules for a given design target). Each generative model can often propose hundreds or thousands of lead molecules and the molecules explored experimentally are often manually selected based on additional secondary properties. This manual selection process can lead to final compounds that closely resemble the training set113. In this way, using a generative model in a discovery campaign does not guarantee that a novel lead candidate can be straightforwardly identified in an automated fashion. Rather, generative models can be used to propose large sets of candidate molecules that can be manually down-selected to promising leads.

In addition to using generative models to simply discover molecules, one can use the data generated from promising leads to retrain the predictor and generator models, thus “closing the loop” on molecular discovery (Figure 3, bottom). This approach can be valuable for applications where the predictive model has been trained on a limited dataset. While there are no examples of using generative modeling for experimental closed-loop discovery of molecules, Chen and Gu114 recently illustrated the value of this approach for computationally designing materials with desirable mechanical properties. For this application, they circumvented the need to synthesize materials by measuring properties using the finite element method (FEM) a relatively inexpensive computational approach. While such computational methods are often less accurate than experimental methods, they provide opportunities to develop closed-loop generative modeling approaches on model computational systems that can be later translated to experimental systems.

A key advance required to achieve closed loop experimental molecular discovery is the development of high throughput experimental platforms capable of synthesizing and testing molecules. To this end, a number of platforms have been developed that vary in terms of the flexibility of the synthesis and testing operations that they can perform. Ultimately, the aim is for these platforms to be coupled with machine learning approaches to yield self-driving
laboratories for molecular discovery. This advance will require integrating (1) generative models capable of molecular discovery, (2) retrosynthesis models capable of predicting viable synthetic pathways, and (3) fully automated experimental platforms capable of flexibly carrying out synthesis and testing operations. While such a system has not been achieved, such a vision has been described elsewhere, and will likely come to fruition in the near future. For more information about autonomous experimental platforms, we refer the reader to these excellent reviews articles.\textsuperscript{115,116}

4 | **FUTURE DIRECTIONS**

4.1 | **The future of benchmarks**

As with many areas of machine learning, the trajectory of generative modeling has been historically governed by the key benchmarks in the field. The existing set of benchmarks have been critical in guiding a wave of increasingly powerful generative models for molecular discovery, facilitating improvements along metrics such as validity, uniqueness,
and diversity of generated molecules. Despite this, as others have suggested, many of the newest generative models perform very well across these benchmarks, indicating that these benchmarks are no longer sufficient to evaluate which models perform best. Importantly, these high-performing models do not necessarily have all of the attributes needed to be directly employed in a real molecular discovery application, an observation that is supported by the relatively few examples of real applications in the literature. Thus, there is a need to develop more meaningful benchmarks to facilitate the development of generative models that are more ideally designed to solve real world problems.

One of the challenges associated with developing such a set of benchmarks is that generative modeling criteria are likely to vary from one application to another. An ideal set of benchmarks is one that contains metrics relevant to a diverse range of applications while also encompassing most of the hurdles associated with using generative models for molecular discovery. We expect that this set of benchmarks will include factors such as synthetic feasibility, safety and handling, uncertainty quantification, and other considerations relevant to deploying generative models for real applications.

4.2 The future of representations

The past few years have seen many developments in generative models capable of learning from 2D molecular graphs and 3D point clouds. These advances are valuable because they enable generative models to learn on more information-rich representations that contain more information about the underlying physics of the molecule. But there are still technical challenges associated with using these frameworks. Most 2D and 3D generative models are auto regressive, meaning that they generate the graph or point cloud in an ordered fashion. Because molecules are unordered by nature, models that impose a canonical ordering among atoms introduce additional bias into generative models, potentially limiting their performance. In addition, most representations have been developed for small molecules and cannot be easily used to describe large or chiral molecules. Finally, generative models that leverage 2D and 3D representations are more computationally expensive to train than simpler models, making them more difficult to scale to larger molecules and/or larger datasets.

4.3 Final thoughts

Within the last decade, deep generative modeling for molecular discovery has grown into a well-developed field. Generative modeling holds great promise as an automated approach for discovering novel chemistries capable of solving many global crises. While many advances are still needed for generative modeling to achieve its full potential, we anticipate that the current challenges will be solved in the coming years.
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