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Maximal parabolic $L^p$-regularity of linear parabolic equations on an evolving surface is shown by pulling back the problem to the initial surface and studying the maximal $L^p$-regularity on a fixed surface. By freezing the coefficients in the parabolic equations at a fixed time and utilizing a perturbation argument around the frozen time, it is shown that backward difference time discretizations of linear parabolic equations on an evolving surface along characteristic trajectories can preserve maximal $L^p$-regularity in the discrete setting. The result is applied to prove the stability and convergence of time discretizations of nonlinear parabolic equations on an evolving surface, with linearly implicit backward differentiation formulae characteristic trajectories of the surface, for general locally Lipschitz nonlinearities. The discrete maximal $L^p$-regularity is used to prove the boundedness and stability of numerical solutions in the $L^\infty(0,T;W^{1,\infty})$ norm, which is used to bound the nonlinear terms in the stability analysis. Optimal-order error estimates of time discretizations in the $L^\infty(0,T;W^{1,\infty})$ norm is obtained by combining the stability analysis with the consistency estimates.
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1. Introduction

This paper concerns discrete maximal $L^p$-regularity for parabolic partial differential equations (PDEs) on an evolving surface and its application to the analysis of evolving surface nonlinear parabolic equations of the form

\[
\begin{aligned}
\partial^* u + u (\nabla_{\Gamma(t)} \cdot v) - \Delta_{\Gamma(t)} u &= f(u, \nabla_{\Gamma(t)} u) & \text{on } \Gamma(t) \text{ for } t \in (0,T], \\
u(\cdot,0) &= u^0 & \text{on } \Gamma(0) = \Gamma^0,
\end{aligned}
\]

where $\Gamma(t) \subset \mathbb{R}^{m+1}$ is an $m$-dimensional evolving closed hypersurface with given velocity $v$, $\nabla_{\Gamma}$ and $\Delta_{\Gamma(t)}$ denote the surface gradient and Laplacian, respectively, and $\partial^*$ denotes the material derivative, see
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Section 2.1 for more details. The function \( f \) is a given smooth nonlinear function of \( u \) and \( \nabla F u \) but not necessarily globally Lipschitz continuous.

We recall, that an abstract evolution equation \( \dot{u} - Au = f \) on the Banach space \( X \) is said to have the maximal \( L^p \)-regularity if for any \( f \in L^p([0,T],X) \) the following estimate holds:

\[
\| \dot{u} \|_{L^p([0,T],X)} + \|Au\|_{L^p([0,T],X)} \leq C\|f\|_{L^p([0,T],X)}.
\]

We refer to Amann (1995); Kunstmann & Weis (2004); Ladyženskaja et al. (1968); Lions (1996); Lunardi (2013) for the maximal regularity of parabolic partial differential equations.

Partial differential equations on evolving surfaces have received much attention in recent years due to their applications in physics and biology, see, e.g. Barreira et al. (2011); Chaplain et al. (2001); Deckelnick & Elliott (2001); Elliott & Stinner (2010); Elliott & Ranner (2015); Alphonse et al. (2015a,b) and the survey articles Deckelnick et al. (2005); Dziuk & Elliott (2013); Barrett et al. (2020), which collect many applications and numerical results. Energy-diminishing and structure-preserving methods for evolving surfaces driven by curvature flows have been developed in many articles; see Bao & Zhao (2021); Barrett et al. (2007, 2008); Duan et al. (2021); Dziuk (1991); Jiang & Li (2021).

The numerical analysis of nonlinear evolving surface PDEs was considered in many articles (for papers on linear problems we refer to the references of the above surveys). Error estimates of semi-discrete finite element methods for the Cahn–Hilliard equation with nonlinearity \( f(u) = u - u^3 \) on an evolving surface were obtained by Elliott and Ranner Elliott & Ranner (2015). Error bounds of semi-discrete finite element methods for Cahn–Hilliard equations with a general locally Lipschitz continuous nonlinearity \( f(u) \) were studied in Beschle & Kovács (2020). The discrete maximum principle was established for semi-linear evolving surface PDE systems with nonlinearity \( f(u_1, \ldots, u_k) \) in Frittelli et al. (2018), wherein the discrete maximum principle was applied to prove error bounds for full discretization with backward Euler scheme. Error estimates of full discretization with backward differentiation formulæ (BDF methods) for quasi-linear and semi-linear evolving surface PDEs with a general nonlinear \( f(u) \) were proved in Kovács & Power Guerra (2016).

In all of these articles the numerical solutions were proved bounded in \( L^\infty \) in order to use the local Lipschitz continuity of the solution to obtain stability and convergence. However, the techniques cannot be applied to nonlinearities of the form \( f(u, \nabla G(u)) \), which often appear in solution driven evolving surface PDEs and curvature flows; see Kovács et al. (2017, 2019, 2020a,b); Binz & Kovács (2021). In this case, the error analysis typically requires proving the \( W^{1,\infty} \)-boundedness of numerical solutions in order to bound the nonlinear terms in the stability and convergence estimates.

For linear parabolic equations on an evolving surface, a \( W^{1,\infty} \)-norm error estimate of semi-discrete finite element solutions was shown in Kovács & Power Guerra (2018). For full discretization of parabolic equations on stationary surfaces by the backward Euler time-stepping scheme, \( L^\infty \)-norm error estimates were shown in Kröner (2016). The approach of both papers depends on the linear structure of the equations and cannot be extended to nonlinear problems.

For nonlinear evolving surface PDEs with nonlinearity of the form \( f(u, \nabla G(u)) \) (e.g. mean curvature flow, Willmore flow, etc. Kovács et al. (2017, 2019, 2020a,b); Binz & Kovács (2021)), the numerical methods are often based on discretizations along the flow, and the \( W^{1,\infty} \)-norm bounds of the error and numerical solution in the literature are obtained from optimal-order \( H^1 \)-norm error bounds and the inverse estimates for finite element functions. As a result, at least quadratic surface finite elements are required to be used, and a certain grid-ratio condition \( \tau = O(h^k) \) is also needed in the error analysis.

The objective of this paper is to establish the maximal \( L^p \)-regularity of non-linear evolving surface PDEs, and to show maximal \( L^p \)-regularity and \( W^{1,\infty} \)-norm estimates of temporally semi-discrete BDF
methods for evolving surface problems. We then use the established results to prove error estimates in the $W^{1,\infty}$-norm for the temporal semi-discretization of evolving surface PDEs with nonlinearity of the form $f(u, \nabla_{\Gamma(t)} u)$.

In flat domains, discrete maximal $L^p$-regularity has been used for analysis of time discretizations Akrivis et al. (2017); Kunstmann et al. (2018); Akrivis & Li (2018) and full discretization Cai et al. (2019) of nonlinear parabolic equations. The $W^{1,\infty}$-norm error estimates established in this paper are complementary to the analysis of fully discrete evolving surface FEMs in Kovács et al. (2017, 2019), which cannot allow $h \to 0$ for a fixed stepsize $\tau$. Through analyzing the temporal semi-discretization and full discretization separately as in Li & Sun (2013), the $W^{1,\infty}$-norm error estimates of temporal semi-discretization in this paper would open the door towards the analysis of fully discrete evolving surface finite element methods with linear surface finite elements and without grid-ratio conditions.

We will start by showing maximal $L^p$-regularity for linear evolving surface PDEs on a stationary surface, and then extend this result to evolving surfaces using the pull-back map, a perturbation argument in time, and relying on classical PDE theory. A general abstract formulation based on the pull-back map was first used for evolving surface problems in Alphonse et al. (2015a,b) to show well-posedness and regularity results (maximal regularity estimates were not shown therein). Using the results of Kovács et al. (2016) we will show that the maximal $L^p$-regularity property is preserved by BDF discretizations of linear problems on stationary surfaces and then extend the result to evolving surfaces by a perturbation argument in time. We then use the obtained discrete maximal regularity results to prove error estimates for BDF time discretization of nonlinear parabolic problems on evolving surfaces. The nonlinearity $f : \mathbb{R} \times \mathbb{R}^{m+1} \to \mathbb{R}$ is assumed to be smooth but may not have global Lipschitz continuity.

The paper is organised as follows: In Section 2, we introduce the basic notation and function spaces on evolving surfaces, and the definition of weak solutions. In Section 3, we prove the maximal parabolic $L^p$-regularity of linear parabolic equations on evolving surfaces by pulling back the equations to the initial surface $\Gamma^0$, then using a perturbation argument we extend this result to evolving surface problems. In Section 4, we prove discrete maximal $L^p$-regularity of BDF time discretizations for linear problems. We first establish this result for parabolic equations on a stationary surfaces, and then extend the result to evolving surfaces by a perturbation argument in time, via a similar argument as in the time continuous case. In Section 5, we prove stability and error bound in the maximum norm for linearly implicit BDF methods for nonlinear parabolic problems on evolving surfaces.

2. Notation

2.1 The evolving surface

Let $m \geq 1$ be a fixed integer. We assume that the evolution of a hypersurface $\Gamma(t) \subset \mathbb{R}^{m+1}$ is given by a diffeomorphic flow map $X(\cdot, t) : \Gamma^0 \to \Gamma(t)$, where $\Gamma^0$ is a smooth $m$-dimensional initial hypersurface and $X(\cdot, 0)$ equals the identity map. We assume that $X(y, t)$ is smooth with respect to $(y, t) \in \Gamma^0 \times [0, T]$ and the inverse function $X^{-1}(x, t)$ is smooth with respect to $x \in \Gamma(t)$ uniformly for $t \in [0, T]$.

The material velocity (which is simply called velocity below) and material derivative on the surface are respectively given, for $x = X(y, t) \in \Gamma(t)$ with $y \in \Gamma^0$, by

$$v(x, t) = \partial_t X(y, t),$$

and

$$\partial^* u(x, t) = \frac{d}{dt} u(X(y, t), t).$$
Let $n$ be the unit outward normal vector to the surface $\Gamma(t)$. We denote by $\nabla_{\Gamma(t)} u$ the tangential gradient of the function $u$, and denote by $\Delta_{\Gamma(t)} u = \nabla_{\Gamma(t)} \cdot \nabla_{\Gamma(t)} u$ the Laplace–Beltrami operator acting on $u$.

Since the Ricci curvature of the surface $\Gamma(t)$ depends only on the second-order partial derivatives of the flow map, it follows that the Ricci curvatures of the surfaces $\Gamma(t)$, $t \in [0, T]$, are uniformly bounded (possibly negative). For more details on all these basic concepts we refer to Dziuk & Elliott (2007); Deckelnick et al. (2005); Dziuk & Elliott (2013), and the references therein. An unified abstract theory for evolving problems is found in Elliott & Ranner (2021).

### 2.2 Function spaces

We briefly introduce some Sobolev and Bochner-type function spaces to be used in this paper. More details can be found in Alphonse et al. (2015a,b).

On a given surface $\Gamma(t)$ the conventional Sobolev space $W^{1,p}(\Gamma(t))$, $1 \leq p < \infty$, can be defined as

$$ W^{1,p}(\Gamma(t)) = \left\{ w \in L^p(\Gamma(t)) \mid \nabla_{\Gamma} w \in L^p(\Gamma(t))^{m+1} \right\}, $$

and analogously $W^{k,p}(\Gamma(t))$ can be defined for any integer $k \geq 0$; see Demlow (2009); Dziuk & Elliott (2007). For $k < 0$ and $1 < p < \infty$, $W^{k,p}(\Gamma(t))$ denotes the dual space of $W^{-k,p}(\Gamma(t))$, with $1/p + 1/p' = 1$.

On the space-time manifold $\mathcal{D}_T = \cup_{t \in (0,T)} (\Gamma(t) \times \{t\})$ the inhomogeneous Sobolev spaces, collecting time-dependent functions mapping into time-dependent spaces (note the subscript $t$), are defined by

$$ L^p_t(0,T;W^{k,q}(\Gamma(t))) = \left\{ w : \mathcal{D}_T \to \mathbb{R} \mid w(\cdot, t) \in W^{k,q}(\Gamma(t)) \text{ a.e. } t \in (0,T), \text{ with } \nabla_{\Gamma} w \in L^p(0,T) \right\}, $$

$$ W^{1,p}_t(0,T;W^{k,q}(\Gamma(t))) = \left\{ w \in L^p_t(0,T;W^{k,q}(\Gamma(t))) \mid \nabla_{\Gamma} w \in L^p(0,T;W^{k,q}(\Gamma(t))) \right\}, $$(2.2)

with the standard notational convention $H^k(\Gamma(t)) = W^{k,2}(\Gamma(t))$. Since the flow map $X(\cdot, t) : \Gamma^0 \to \Gamma(t)$ is a diffeomorphism, it follows that, for $s = 0, 1, w \in L^p_t(0,T;W^{k,q}(\Gamma(t)))$ if and only if $w(X(y,t), t) \in W^{k,p}(0,T;W^{k,q}(\Gamma^0))$ as a function of $(y,t) \in \Gamma^0 \times (0,T)$.

**Remark 2.1** The function spaces defined in (2.2) and (2.3) are the same as those in Alphonse et al. (2015a,b) or Alphonse et al. (2021) (denoted therein by $L^p_{\Gamma^0}$ and $W^{1,p}_t(\Gamma^0)$, but employing a different notation here. We adopt the notation in (2.2)–(2.3) in order to distinguish the following three different spaces:

$$ L^p_t(0,T;L^q(\Gamma(t))), \quad L^p_t(0,T;L^q(\Gamma(s))), \quad \text{and} \quad L^p_t(0,T;L^q(\Gamma^0)),$$

which are all used in this article. In our notation, the subscript $t$ in $L^p_t(0,T;L^q(\Gamma(t)))$ means that the $L^p$ norm is integrated against the evolving surface $\Gamma(t)$ which depends on $t$, and therefore

$$ L^p_t(0,T;L^q(\Gamma(t))) = L^p_t(0,T;L^q(\Gamma(s))) $$

is independent of symbol in the subscript, while the second space $L^p_t(0,T;L^q(\Gamma(s)))$ does depend on the stationary surface $\Gamma(s)$ and therefore depends on $s$.

Analogously, we define $C^1([0,T];W^{k,q}(\Gamma(t)))$ to be the space of functions $w : \mathcal{D}_T \to \mathbb{R}$ such that $w(X(y,t), t) \in C^1([0,T];W^{k,q}(\Gamma^0))$ as a function of $y$ and $t$. We will also use the following abbreviation:

$$ H^1(\mathcal{D}_T) = L^2_t(0,T;H^1(\Gamma(t))) \cap H^1_t(0,T;L^2(\Gamma(t))). $$
2.3 Weak formulation

The weak formulation of (1.1) reads as follows: A function \( u \in H^1(\partial T) \cap L^\infty_T (0,T; W^1,\infty(\Gamma(t))) \) is called a weak solution of (1.1) if the following equation holds for all \( \phi \in H^1(\partial T) \) such that \( \partial_t \phi = 0 \):

\[
\frac{d}{dt} \int_{\Gamma(t)} u \phi + \int_{\Gamma(t)} \nabla_{\Gamma(t)} u \cdot \nabla_{\Gamma(t)} \phi = \int_{\Gamma(t)} f(u, \nabla_{\Gamma(t)} u) \phi, \quad \text{for almost every } t \in [0,T].
\]  

(2.4)

In the case of linear problem the regularity condition \( u \in L^\infty_T (0,T; W^1,\infty(\Gamma(t))) \) can be relaxed as in (Dziuk & Elliott, 2007, Definition 4.1).

2.4 Linearly implicit BDF methods for the nonlinear problem

For a time stepsize \( \tau > 0 \) and for \( t_n = n \tau, n = 0,1,\ldots,N \) with \( N \leq T/\tau \), we consider the temporal semi-discretization of the weak formulation (2.4) by a linearly implicit \( k \)-step BDF, with \( 1 \leq k \leq 6 \): Find an approximation \( u^n \) to \( u(\cdot,t_n) \) determined by

\[
\frac{1}{\tau} \sum_{j=0}^{k-1} \delta_j \int_{\Gamma(\tau_{n-j})} u^{n-j} \phi^{n-j} + \int_{\Gamma(\tau_n)} \nabla_{\Gamma(\tau_n)} u^n \cdot \nabla_{\Gamma(\tau_n)} \phi^n = \int_{\Gamma(\tau_n)} f(\hat{u}^n, \nabla_{\Gamma(\tau_n)} \hat{u}^n) \phi^n, \quad n \geq k,
\]  

(2.5)

where \( \delta_j, j = 0,\ldots,k \), are the coefficients of the \( k \)-step BDF method, \( \phi^j : = \phi(\cdot,t_j) \in H^1(\Gamma(t_j)) \) satisfying \( \phi^j \circ X(\cdot,t_j) = \phi^0 \) for \( j = 1,\ldots,N \), and \( \hat{u}^n \) are the extrapolated values given by

\[
\hat{u}^n = \sum_{j=0}^{k-1} \gamma_j \mathcal{F}_X(t_n,t_{n-j-1}) u^{n-j-1}, \quad n \geq k,
\]  

(2.6)

with \( \gamma_j, j = 0,\ldots,k-1 \), being the coefficients of the polynomial \( \gamma(\zeta) = \frac{1}{\zeta} \left( 1 - (1 - \zeta)^k \right) = \sum_{i=0}^{k-1} \gamma_i \zeta^i \), and \( \mathcal{F}_X(t,s) \) denoting the flow map from \( \Gamma(s) \) to \( \Gamma(t) \). In other words, for any function \( w \) defined on \( \Gamma(s) \), \( \mathcal{F}_X(t,s)w \) is a function on \( \Gamma(t) \), defined by

\[
(\mathcal{F}_X(t,s)w)(X(\cdot,t)) := w(X(\cdot,s)), \quad \text{on } \Gamma^0.
\]  

(2.7)

For given \( u^{n-j}, j = 1,\ldots,k \), the extrapolated values in \( f(\hat{u}^n, \nabla_{\Gamma(\tau_n)} \hat{u}^n) \) are known and therefore \( u^n \in H^1(\Gamma(t_n)) \) can be determined uniquely by the linear equation (2.5).

The coefficients \( \delta_j, j = 0,\ldots,k \) of the \( k \)-step BDF method is determined by the generating polynomial

\[
\sum_{j=0}^{k} \frac{1}{j} (1 - \zeta)^j = \sum_{j=0}^{k} \delta_j \zeta^j.
\]  

(2.8)

It is known that the \( k \)-step BDF method has order \( k \) and is \( A(\alpha) \)-stable for \( 1 \leq k \leq 6 \), with \( \alpha_1 = \alpha_2 = 0.5 \pi, \alpha_3 = 0.4779 \pi, \alpha_4 = 0.4075 \pi, \alpha_5 = 0.2880 \pi \) and \( \alpha_6 = 0.0991 \pi \), and unstable for \( k > 6 \), see (Hairer & Wanner, 1996, Section V.2). The \( A(\alpha) \)-stability is equivalent to \( |\arg \delta(\zeta)| \leq \pi - \alpha \) for \( |\zeta| \leq 1 \).

In this paper we shall prove the following result by using the temporally semi-discrete maximal \( L^2 \)-regularity of evolving surface PDEs.
THEOREM 2.1 Let \( p \) and \( q \) be positive numbers satisfying \( 2/p + m/q < 1 \), and let \( \Gamma(t) \subset \mathbb{R}^{m+1} \) be sufficiently smooth. If the solution of the nonlinear evolving surface problem (1.1) is sufficiently smooth, i.e.

\[
u \in C_t([0,T];W^{2,q}((\Gamma(t))) \cap C^{k+1}_t([0,T];L^q(\Gamma(t))),
\]

and the error \( e^n = u^n - u(\cdot,t_n) \) in the starting values is sufficiently small, satisfying

\[
\max_{0 \leq n \leq k-1} (\tau^{-1}\|e^n\|_{L^q(\Gamma(t_n))} + \|e^n\|_{W^{2,q}(\Gamma(t_n))}) \leq C_0 \tau^k \quad \text{for some constant } C_0 > 0,
\]

then there exists a constant \( \tau_0 > 0 \) such that for \( \tau < \tau_0 \) the temporally semi-discrete solution given by (2.5) satisfies the following estimates for \( N \leq T/\tau \):

\[
\left( \frac{\tau}{\tau} \right) \sum_{n=1}^{N} \left\| \frac{e^n - F_X(t_n, t_{n-1}) e^{n-1}}{\tau} \right\|_{L^p(\Gamma(t_n))} + \tau \sum_{n=1}^{N} \left\| e^n \right\|_{W^{2,q}(\Gamma(t_n))} \right)^{\frac{1}{2}} \leq C \tau^k,
\]

(2.10)

\[
\max_{1 \leq n \leq N} \|e^n\|_{W^{1,\infty}(\Gamma(t_n))} \leq C \tau^k.
\]

(2.11)

The constants \( \tau_0 \) and \( C > 0 \) are independent of \( \tau \) and \( N \) (but may depend on \( C_0, T \) and \( u \)).

The proof of Theorem 2.1 is based on the temporally semi-discrete maximal \( L^p \)-regularity for evolving surface PDEs, which is used in to prove the \( W^{1,\infty} \) boundedness of numerical solutions through error estimates in the discrete \( L^p(0,T;L^q(\Gamma(t))) \) norm and an inhomogeneous Sobolev embedding inequality; see Lemma 5.1. The temporally semi-discrete maximal \( L^p \)-regularity result for evolving surface PDEs is established in Section 4 based on the continuous version established in Section 3.

### 3. Maximal \( L^p \)-regularity of linear evolving surface PDEs

In this section, we present the maximal \( L^p \)-regularity for the linear evolving surface PDE problem

\[
\begin{align*}
\partial_t u + u \nabla \Gamma(t) \cdot v - \Delta \Gamma(t) u &= f \quad \text{on } \Gamma(t), \\
u(\cdot,0) &= u^0 \quad \text{on } \Gamma(0) = \Gamma^0,
\end{align*}
\]

(3.1)

with a given function \( f : \mathcal{G}^0 \to \mathbb{R} \) (independent of \( u \)).

The weak formulation of the linear problem (3.1) with \( f \in L^p(0,T;L^q(\Gamma(t))) \) reads: Find \( u \in H^1(\mathcal{G}^0) \to C_t([0,T];L^2(\Gamma(t))) \) such that, for all \( \phi \in H^1(\mathcal{G}^0) \) with \( \partial^* \phi = 0 \),

\[
\frac{d}{dt} \int_{\Gamma(t)} u \phi + \int_{\Gamma(t)} \nabla \Gamma(t) u \cdot \nabla \Gamma(t) \phi = \int_{\Gamma(t)} f \phi,
\]

(3.2)

holds for almost every \( t \in [0,T] \), with the initial condition \( u(\cdot,0) = u^0 \) on \( \Gamma(0) = \Gamma^0 \).

By pulling back (3.1) onto the initial surface \( \Gamma^0 \) (see Appendix), one can see that there exists a smooth function \( a(y,t) \) and a smooth linear transform \( B(y,t) \) on the tangent space \( \mathcal{T}_y \Gamma^0 \) at \( y \in \Gamma^0 \), such that \( u \in H^1(\mathcal{G}^0) \) is a solution of (3.2) if and only if the function

\[
U(y,t) := u(X(y,t),t)
\]

defines a solution \( U \in H^1(\Gamma^0 \times (0,T)) \) of the following weak problem, for all \( \psi \in H^1(\Gamma^0) \)

\[
\frac{d}{dt} \int_{\Gamma^0} a(y,t) U(y,t) \psi(y) + \int_{\Gamma^0} B(y,t) \nabla \Gamma^0 U(y,t) \cdot \nabla \Gamma^0 \psi(y) = \int_{\Gamma^0} a(y,t) F(y,t) \psi(y),
\]

(3.3)
holds for almost all \( t \in [0, T] \), with \( F(y,t) \) and the initial condition \( U(\cdot, 0) = u^0 \).

Since the Riemannian metric on the evolving surface is positive definite, from the expressions (A.3) and (A.9)–(A.10) it follows that the functions \( a(y,t) \) and \( B(y,t) \) satisfy the following estimates:

\[
\begin{align*}
C^{-1} & \leq a(y,t) \leq C, & \forall y \in \Gamma^0, \forall t \in [0,T], \\
C^{-1} |\xi_y|^2 & \leq B(y,t)\xi_y \cdot \xi_y \leq C|\xi_y|^2, & \forall \xi_y \in T_y \Gamma^0, \forall y \in \Gamma^0, \forall t \in [0,T],
\end{align*}
\]

where \( C \) is some positive constant (depending only on the given flow map), see also (Alphonse et al., 2015a, Theorem 2.32), and (Vierling, 2014, Lemma 3.2).

Moreover, there exists a smooth and invertible linear operator \( K(y,t) : T_y \Gamma^0 \rightarrow T_y \Gamma(t) \) such that

\[
(\nabla_{\Gamma(t)} u)(x,y,t) = K(y,t) \nabla_{\Gamma^0} u(y,t) \quad \text{for} \quad U(y,t) = u(X(y,t),t).
\]

The expressions of \( a(y,t), B(y,t) \) and \( K(y,t) \) in a local chart can be found in Appendix. We also refer to Alphonse et al. (2015a,b) for more details on abstract formulation and pull-back techniques.

Through integration by parts, we obtain that (3.3) is the weak formulation of the parabolic PDE on the fixed initial surface \( \Gamma^0 \):

\[
\begin{align*}
\frac{d}{dt}(a(\cdot,t)U(\cdot,t)) - \nabla_{\Gamma^0} \cdot \left( B(\cdot,t)\nabla_{\Gamma^0} U(\cdot,t) \right) &= a(\cdot,t)F(\cdot,t) \quad \text{on} \quad \Gamma^0 \times (0,T), \\
U(\cdot,0) &= u_0^0.
\end{align*}
\]

The equivalence of strong solutions and the original and the pull-back equation is given in (Alphonse et al., 2015a, Theorem 2.32), while for a well-posedness result see Theorem 3.6 therein.

**Remark 3.1** For the weak formulations on the evolving surfaces, as in (2.4), (2.5) and (3.2), we consider a test function \( \varphi \) with \( \partial^* \varphi = 0 \). For the weak formulation on a stationary surface, as in (3.3), we consider a test function \( \psi \) only defined on the stationary initial surface.

We first show the following maximal \( L^p \)-regularity result on the stationary initial surface.

**Theorem 3.1** (Maximal \( L^p \)-regularity in the Lagrangian coordinates) If \( u^0 = 0 \), then the solution \( U \) of the pulled back PDE (3.7) obeys the following estimate:

\[
\| \partial_u U \|_{L^p(0,T;L^q(\Gamma^0))} + \| U \|_{L^p(0,T;W^{2,q}(\Gamma^0))} \leq C\| F \|_{L^p(0,T;L^q(\Gamma^0))}, \quad \forall F \in L^p(0,T;L^q(\Gamma^0)), \quad (3.8)
\]

with \( 1 < p, q < \infty \). The constant \( C > 0 \) only depends on \( \partial_\Gamma \).

In order to prove Theorem 3.1, we first show the following lemma — the maximal \( L^p \) regularity result for a problem with coefficients \( a(y,s) \) and \( B(y,s) \) frozen at some fixed time \( s \in [0,T] \).

**Lemma 3.1** For any fixed \( s \in (0,T] \), the solution of the problem

\[
\begin{align*}
\frac{d}{ds}(a(y,s)U(y,t)) - \nabla_{\Gamma^0} \cdot \left( B(y,s)\nabla_{\Gamma^0} U(y,t) \right) &= F(y,t) \quad \text{on} \quad \Gamma^0, \\
U(y,0) &= 0 \quad \text{on} \quad \Gamma^0,
\end{align*}
\]

satisfies the following estimate:

\[
\| \partial_s U \|_{L^p(0,s;L^q(\Gamma^0))} + \| U \|_{L^p(0,s;W^{2,q}(\Gamma^0))} \leq C\| F \|_{L^p(0,s;L^q(\Gamma^0))}, \quad (3.10)
\]

where the constant \( C > 0 \) may depend on \( T \), but is independent of \( s \in (0,T] \).
If we define \( f \) with surface \( \Gamma \), the proof is based on a perturbation argument, and combines it with Lemma 3.1.

Proof of Theorem 3.1. Note that this idea originates from Savaré (Savaré, 1993, Proof of Theorem 2.1), and had proved to be useful in (Li & Yau, 1986, Corollary 3.1), we see that the fundamental solution \( G_s(t,x,y) \) of the equation (3.11) satisfies the following Gaussian estimate for some constant \( K_0 \),

\[
0 \leq G_s(t,x,y) \leq K_0 e^{-\frac{|x-y|^2}{K_0 t}},
\]

where the constant \( K_0 \) is independent of \( s \in [0,T] \), depending only on the lower bound of the Ricci curvature of the family of surfaces \( \Gamma(s), s \in [0,T] \). Therefore, the conditions of (Hieber & Pruss, 1997, Theorem 3.1) are satisfied with \( m = 2 \) and \( p(r) = K_0 e^{-r/K_0} \), which implies that the solution of (3.11) satisfies the maximal \( L^p \)-regularity estimate (3.12). This completes the proof of Lemma 3.1. □

Proof of Theorem 3.1. The proof is based on a perturbation argument, and combines it with Lemma 3.1. This idea originates form Savaré (Savaré, 1993, Proof of Theorem 2.1), and had proved to be useful many times since then, in particular in the context of discrete maximal \( L^p \)-regularity Akrivis et al. (2017); Kunstmann et al. (2018); Akrivis & Li (2018).

We rewrite (3.7) such that the coefficients on the left-hand side are fixed at time \( s \) in exchange for extra terms on the right-hand side:

\[
\frac{d}{dt}(a(y,s)U(y,t)) - \nabla_{\Gamma_0} \cdot \left( B(y,s)\nabla_{\Gamma_0} U(y,t) \right) = a(y,t)F(y,t) + \frac{d}{dt}(a(y,s) - a(y,t))U(y,t) + \nabla_{\Gamma_0} \cdot \left( (B(y,t) - B(y,s)) \nabla_{\Gamma_0} U(y,t) \right).
\]
By applying Lemma 3.1 to the equation above in the time interval \([0,s]\), we obtain

\[
\|\partial_t U\|_{L^p(0,s;L^q(\Gamma^0))} + \|U\|_{L^p(0,s;W^{2,q}(\Gamma^0))} \leq C\|aF\|_{L^p(0,s;L^q(\Gamma^0))} + C\left\| \frac{d}{dt} \left( (a(y,s) - a(y,t))U(y,t) \right) \right\|_{L^p(0,s;L^q(\Gamma^0))}
+ C\left\| \nabla_{\Gamma^0} \cdot \left( (B(y,t) - B(y,s))\nabla_{\Gamma^0} U(y,t) \right) \right\|_{L^p(0,s;L^q(\Gamma^0))} + C\left( \|s-t\partial_t U\|_{L^p(0,s;L^q(\Gamma^0))} + \|\partial_t a\|_{L^p(0,s;L^q(\Gamma^0))} \right)
+ C\left\| s-t \|U\|_{L^p(0,s;W^{2,q}(\Gamma^0))} \right\|
\]

where we have used the smoothness of the functions \(a(y,t)\) and \(B(y,t)\) to derive the last inequality. We define

\[
L(t') := \|\partial_t U\|_{L^p(0,t';L^q(\Gamma^0))} + \|U\|_{L^p(0,t';W^{2,q}(\Gamma^0))} = \int_0^{t'} \left( \|\partial_t U(\cdot,t')\|_{L^p(\Gamma^0)} + \|U(\cdot,t')\|_{W^{2,q}(\Gamma^0)} \right) dt,
\]

with \(\partial_t L(t) = \|\partial_t U(\cdot,t)\|_{L^p(\Gamma^0)} + \|U(\cdot,t)\|_{W^{2,q}(\Gamma^0)}\). Then raising (3.15) to power \(p\) yields

\[
L(s) \leq C\|F\|_{L^p(0,s;L^q(\Gamma^0))} + C\left( \|s-t\|\partial_t U\|_{L^p(0,s;L^q(\Gamma^0))} + \|U\|_{L^p(0,s;L^q(\Gamma^0))} \right)
+ C\|s-t\|\|U\|_{L^p(0,s;W^{2,q}(\Gamma^0))} \leq C\|F\|_{L^p(0,s;L^q(\Gamma^0))} + C \int_0^s (s-t)^p \left( \|\partial_t U\|_{L^p(\Gamma^0)} + \|U\|_{W^{2,q}(\Gamma^0)} \right) dt + C\|U\|_{L^p(0,s;L^q(\Gamma^0))}^p
\]

\[
= C\|F\|_{L^p(0,s;L^q(\Gamma^0))} + C \int_0^s t^{-p-1} \partial_t L(t) dt + C\|U\|_{L^p(0,s;L^q(\Gamma^0))}^p (\text{integration by parts})
\]

\[
\leq C\|F\|_{L^p(0,s;L^q(\Gamma^0))}^p + CpT^{p-1} \int_0^s L(t) dt + C\|U\|_{L^p(0,s;L^q(\Gamma^0))}^p, \quad \forall s \in [0,T].
\]

Since \(U(\cdot,0) = 0\), it follows that

\[
\|U\|_{L^p(0,s;L^q(\Gamma^0))}^p = \int_0^s \left( \int_0^{t} \|\partial_t U(\cdot,\eta)\|_{L^q_s(\Gamma^0)} \right) \eta d\eta = \int_0^s \int_0^{t} \|\partial_t U(\cdot,\eta)\|_{L^q_s(\Gamma^0)}^p \eta d\eta dt \leq T^p \int_0^s L(t) dt.
\]

Substituting this into the estimate of \(L(s)\) above, we obtain

\[
L(s) \leq C\|F\|_{L^p(0,s;L^q(\Gamma^0))} + C \int_0^s L(t) dt, \quad \forall s \in [0,T].
\]

Then applying Gronwall’s inequality yields

\[
L(T) \leq C\|F\|_{L^p(0,T;L^q(\Gamma^0))}^p,
\]
which implies
\[ \| \partial_t U \|_{L^p(0,T;L^q(\Gamma^0))} + \| U \|_{L^p(0,T;W^{2,q}(\Gamma^0))} \leq C \| F \|_{L^p(0,T;L^q(\Gamma^0))}. \]

This completes the proof of Theorem 3.1. \( \square \)

It is crucial to note that usually maximal parabolic regularity estimates do not hold for the interesting cases \( p \) or \( q = \infty \). However, such type of estimate can be obtained via a space-time Sobolev embedding result as in the planar case Kunstmann et al. (2018).

**Lemma 3.2** Let \( w \in W^{1,p}_{\Gamma}(0,T;L^{q}(\Gamma(t))) \cap L^{p}_{\Gamma}(0,T;W^{2,q}(\Gamma(t))) \) for \( 2/p + m/q < 1 \) with \( \Gamma(t) \subset \mathbb{R}^{m+1} \) and \( w(\cdot,0) = 0 \). Then the following bound holds:
\[ \| w \|_{L^{p}_{\Gamma}(0,T;W^{1,q}(\Gamma(t)))} \leq c_{p,q} (\| \partial_t w \|_{L^{p}_{\Gamma}(0,T;L^{q}(\Gamma(t)))} + \| w \|_{L^{p}_{\Gamma}(0,T;W^{2,q}(\Gamma(t)))}). \]  

**Proof.** In view of the definition \( U(y,t) = u(X(y,t),t) \), combining this with the definition of the material derivative we have
\[ \partial_t u(\cdot,t) = \frac{d}{dt} u(X(y,t),t) = \partial_t U(y,t), \quad \text{for} \quad x = X(y,t) \in \Gamma(t), \]
which then yields
\[ \| \partial_t u(\cdot,t) \|_{L^q(\Gamma(t))} = \int_{\Gamma(0)} \left| \frac{d}{dt} u(X(y,t),t) \right|^q a(y,t) dy = \int_{\Gamma(0)} \left| \partial_t U(y,t) \right|^q a(y,t) dy. \]

Since \( C^{-1} \leq a(y,t) \leq C \) as shown in (3.4), we obtain the following norm equivalence:
\[ C_0 \| \partial_t U(\cdot,t) \|_{L^q(\Gamma^0)} \leq \| \partial_t u(\cdot,t) \|_{L^q(\Gamma(t))} \leq C_1 \| \partial_t U(\cdot,t) \|_{L^q(\Gamma^0)} \quad \text{for} \quad 1 < q < \infty. \]  

Inequality (3.16) follows from the same bounds for flat domains proved in (Kunstmann et al., 2018, Lemma 3.1) and the norm equivalence in (3.17). \( \square \)

On the right-hand side of (3.16), the expression appears as in Theorem 3.2 below.

We now translate the continuous maximal \( L^p \)-regularity estimate of Theorem 3.1 back to the evolving surface functional analytic setting, formulating it for the linear evolving surface PDE (3.1).

**Theorem 3.2** (Maximal \( L^p \)-regularity in the surface coordinates) Let \( u^0 = 0 \) and let \( f \in L^p_{\Gamma}(0,T;L^{q}(\Gamma(t))) \) with \( 1 < p, q < \infty \). Then the solution \( u \) of the linear evolving surface PDE problem (3.1) obeys the following maximal parabolic \( L^p \)-regularity estimate:
\[ \| \partial_t u \|_{L^p_{\Gamma}(0,T;L^{q}(\Gamma(t)))} + \| u \|_{L^p_{\Gamma}(0,T;W^{2,q}(\Gamma(t)))} \leq C \| f \|_{L^p_{\Gamma}(0,T;L^{q}(\Gamma(t)))}. \]  

Furthermore, if \( f \in L^p_{\Gamma}(0,T;L^{q}(\Gamma(t))) \) such that \( 2/p + m/q < 1 \), then the following bound holds:
\[ \| u \|_{L^{p}_{\Gamma}(0,T;W^{1,q}(\Gamma(t)))} \leq c_{p,q} C \| f \|_{L^p_{\Gamma}(0,T;L^{q}(\Gamma(t)))}. \]  

The constants \( C > 0 \) and \( c_{p,q} > 0 \) may depend on the final time \( T \) (increasing function of \( T \)).

**Proof.** Since \( u(x,t) = U(X^{-1}(x,t),t) \) and the inverse flow map \( X^{-1}(x,t) \) is smooth with respect to \( x \), through the composition of the two functions \( U(\cdot,t) \) and \( X^{-1}(\cdot,t) \) we obtain
\[ C_0 \| U(\cdot,t) \|_{W^{2,q}(\Gamma^0)} \leq \| u(\cdot,t) \|_{W^{2,q}(\Gamma(t))} \leq C_1 \| U(\cdot,t) \|_{W^{2,q}(\Gamma^0)}. \]  

In view of the norm equivalence relations in (3.17) and (3.20), inequality (3.18) is an immediate consequence of (3.8). The second estimate in (3.19) directly follows from the first (with suitable \( p \) and \( q \)) and Lemma 3.2. \( \square \)
4. Maximal $L^p$-regularity of BDF methods for linear evolving surface PDEs

4.1 BDF methods for evolving surface PDEs

We consider a $k$-step BDF method for the weak formulation (3.2), with $1 \leq k \leq 6$. For a time stepsize $\tau > 0$ and for $t_n = n\tau \leq T$ we determine a semi-discrete approximation $u^n$ to $u(\cdot, t_n)$ by

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j \int_{\Gamma(t_{n-j})} u^{n-j} \phi^n \, d\Gamma + \int_{\Gamma(t_n)} \nabla u^n \cdot \nabla \phi^n = \int_{\Gamma(t_n)} f(\cdot, t_n) \phi^n, \quad n \geq k, \tag{4.1}
$$

for all $\phi^n \in \Gamma(t_n)$ such that $\phi^n \circ X(\cdot, t_n) = \phi^0$, $n = 0, 1, \ldots, N$. The starting values $u^i$, $i = 0, \ldots, k - 1$, are assumed to be given. They can be precomputed using either a lower order method with smaller step sizes, or an implicit Runge–Kutta method.

The order of the method for $k \leq 5$ is known to be retained for parabolic abstract evolution equations Akrivis & Lubich (2015) (see the recent paper Akrivis et al. (2020) for $k = 6$), for linear parabolic evolving surface PDEs Lubich et al. (2013), for general partial differential equations Akrivis et al. (2017); Akrivis & Li (2018) using discrete maximal regularity, and also for discretizations of the mentioned geometric flows Kovács & Lubich (2018); Kovács et al. (2019, 2020a); Binz & Kovács (2021).

4.2 Discrete maximal $L^p$-regularity

Similarly as in the time-continuous case, the equations (4.1) are pulled back to the initial surface, then the functions $U^n(y) = u^n(X(y, t_n)), n \geq k$, are solutions of the following problem:

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j \int_{\Gamma^0} a(\cdot, t_{n-j}) U^{n-j} \psi + \int_{\Gamma^0} B(\cdot, t_n) \nabla U^n \cdot \nabla \psi = \int_{\Gamma^0} a(\cdot, t_n) F^n \psi, \quad n \geq k, \tag{4.2}
$$

with $F^n = f(X(\cdot, t_n), t_n)$ for all $\psi \in H^1(\Gamma^0)$. Note that (4.2) is the weak formulation of the following PDE problem on the initial surface $\Gamma^0$:

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j a(\cdot, t_{n-j}) U^{n-j} - \nabla \Gamma^0 \cdot \left( B(\cdot, t_n) \nabla U^n \right) = a(\cdot, t_n) F^n. \tag{4.3}
$$

For a sequence of functions $(U^n)_{n=0}^N$ defined on the initial surface $\Gamma^0$, we denote by

$$
\mathcal{D}_t U^n = \frac{1}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j}, \quad \text{for} \quad n = 0, 1, 2, \ldots, \tag{4.4}
$$

the discrete time derivative defined by the $k$-step BDF method (where $U^n = 0$ for $n \leq -1$). Similarly as in Akrivis et al. (2017); Kunstmann et al. (2018), considering piecewise constant functions, for a sequence of functions $(\nu^n)_{n=0}^N \subset W^{1,q}(\Gamma^0)$ we define the norm

$$
\|(\nu^n)_{n=0}^N\|_{L^p(W^{1,q}(\Gamma^0))} = \begin{cases}
(\tau \sum_{n=0}^{N} \|\nu^n\|^p_{W^{1,q}(\Gamma^0)})^{\frac{1}{p}}, & \text{for } p \in [1, \infty), \\
\max_{0 \leq n \leq N} \|\nu^n\|_{W^{1,q}(\Gamma^0)}, & \text{for } p = \infty.
\end{cases} \tag{4.5}
$$

In terms of these notations, we have the following result.
Theorem 4.1 (Discrete maximal $L^p$-regularity for BDF methods) Let $F^n \in L^q(\Gamma^0)$ for $n \tau \leq T$, with $1 < q < \infty$. Then the solutions of (4.2) obey the following estimate for $1 < p < \infty$ and $N \leq T/\tau$:
\[
\left\| \left( \frac{U^n - U^{n-1}}{\tau} \right)^N \right\|_{L^p(\Gamma^0)}^N + \| (U^n)^N \|_{L^p(W^2,\Gamma^0)} \leq C \| (F^n)^N \|_{L^p(\Gamma^0)} + C(\tau^{-1}) \| (U^k)^{N-k} \|_{L^p(\Gamma^0)} + \| (U^k)^{N-k} \|_{L^p(W^2,\Gamma^0)}),
\]
(4.6)
where the term $\| (F^n)^N \|_{L^p(\Gamma^0)}$ vanishes when $N < k$, and the constant $C > 0$ is independent of $\tau$ and $N$, but may depend on $p, q$ and on $T$.

Remark 4.1 Since $\frac{1}{\tau} \sum_{j=0}^{\frac{k}{4}} \delta_j U^{n-j}$ can be expressed as $\frac{1}{\tau} \sum_{j=0}^{\frac{k}{4}} \delta_j U^{n-j} = \sum_{j=0}^{\frac{k}{4}} \sigma_j \left[ \sum_{j=0}^{\frac{k}{4}} \delta_j \right]^{-1}$ with some coefficients $\sigma_j$, $j = 0, \ldots, k - 1$, it follows that
\[
\left\| \left( \frac{\sigma_j U^n}{\tau} \right)^N \right\|_{L^p(\Gamma^0)}^N + C(\tau^{-1}) \| (U^k)^{N-k} \|_{L^p(\Gamma^0)} + \| (U^k)^{N-k} \|_{L^p(W^2,\Gamma^0)}\]
for $N \geq k$. (4.7)

Therefore, (4.6) implies
\[
\left\| \left( \frac{\sigma_j U^n}{\tau} \right)^N \right\|_{L^p(\Gamma^0)}^N + \| (U^n)^N \|_{L^p(W^2,\Gamma^0)} \leq C \| (F^n)^N \|_{L^p(\Gamma^0)} + C(\tau^{-1}) \| (U^k)^{N-k} \|_{L^p(\Gamma^0)} + \| (U^k)^{N-k} \|_{L^p(W^2,\Gamma^0)}),
\]
(4.8)

Proof of Theorem 4.1. The proof is divided into two parts. In Part I, we show discrete maximal $L^p$-regularity for stationary surfaces, via a series of auxiliary lemmas. In Part II, we extend the result to evolving surface problems by using the result from Part I and a perturbation argument in time. The proof has a parallel structure to the proof of Theorem 3.1 in the continuous case.

Part I: Discrete maximal $L^p$-regularity on a stationary surface.

We start by recalling that (Arendt et al., 2011, Example 3.7.5) implies that the self-adjoint negative definite operator $A_2(s) = \Delta_\Gamma(s) - 1 - D(A_2(s))$ generates a bounded analytic semigroup $\{E_2(z,s)\}_{s \in \Sigma_0}$ on $L^2(\Gamma(s))$, where $\Sigma_0 = \{ z \in \mathbb{C} : |\arg(z)| < \pi/2 \}$ (a sector of angle $\pi/2$ on the complex plane). We have seen that the kernel $G(\tau(s),x,y)$ of the semigroup $\{E_2(t,s)\}_{t > 0}$ satisfies the Gaussian estimate (3.13). Consequently, the kernel $G_s(x,y)$ has an analytic extension to the right half-plane, satisfying (see Davies, 1989, pp. 103)
\[
|G_s(z,x,y)| \leq C\theta |z|^{-\frac{n-2}{2}} e^{-\frac{|z|^2}{C\theta}}, \quad \forall z \in \Sigma_\theta, \forall x,y \in \Gamma(s), \forall \theta \in (0, \pi/2),
\]
(4.9)
where the constant $C\theta$ is independent of $s \in [0,T]$ (depending only on $K_0$ and $\theta$). In other words, the rotated operator $-e^{i\theta}A_2(s)$ satisfies the condition of (Kunstmann & Weis, 2004, Theorem 8.6, with $m = 2$ and $g(r) = C\theta e^{-r^2/C\theta})$; also see (Kunstmann & Weis, 2004, Remark 8.23). As a consequence of (Kunstmann & Weis, 2004, Theorem 8.6), $\{E_2(s)\}_{s \in \Sigma_{\pi/2}}$ extends to an analytic semigroup $\{E_2(z,s)\}_{z \in \Sigma_{\pi/2}}$ on $L^2(\Gamma(s))$, for all $1 < q < \infty$, $R$-bounded in the sector $\Sigma_\theta$ for all $\theta \in (0, \pi/2)$, where the $R$-bound is independent of $s \in [0,T]$ (depending only on $C\theta$ and $q$). We refer to Kunstmann & Weis (2004) for a general discussion on $R$-boundedness.

Then Weis’ characterization of maximal $L^p$-regularity (Weis, 2001, Theorem 4.2) immediately implies the following result.
LEMMA 4.1 (R-boundedness of the resolvent, Weis (2001)) Let $\mathcal{A}_q^d(s)$ denote the generator of the semigroup $\{E_q^d(t,s): t \geq 0\}$, with $1 < q < \infty$. Then the set $\{z(\mathcal{A}_q^d(s))^{-1}: z \in \Sigma_\theta\}$ is R-bounded for all $\theta \in (0, \pi)$, and the R-bound depends only on $K_0$, $\theta$ and $q$.

REMARK 4.2 The operator $\mathcal{A}_2^d(s)^{-1}: L^2(\Gamma(s)) \to D(\mathcal{A}_2^d(s))$ naturally extends to $\mathcal{A}_q^d(s)^{-1}: L^q(\Gamma(s)) \to D(\mathcal{A}_q^d(s))$ with $\mathcal{A}_q^d(s)$ denoting the operator $\Delta_{\Gamma(s)} - 1$ with domain $W^{2,q}(\Gamma(s))$; see (Jin et al., 2018, Appendix).

Lemma 4.1 and (Kovács et al., 2016, Theorem 4.1 and 4.2, Remark 4.3) imply the following maximal $L^q$-regularity result for BDF discretizations of the heat equation on a stationary surface.

LEMMA 4.2 For any given $s \in [0,T]$, the solutions $U^n_s$ of the discretized equation

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j}_s - \Delta_{\Gamma(s)} U^n_s = F^n_s, \quad \text{on } \Gamma(s), \quad k \leq n \leq N,
$$

(4.10)

with starting values $U^n_s, i = 0, \ldots, k - 1$, and $F^n_s := a(X^{-1}(\cdot,s),s)^{-1}P^n(X^{-1}(\cdot,s))$, satisfy the following discrete maximal $L^q$-regularity estimate for $0 \leq N \leq T/\tau$:

$$
\left\| \left( \frac{U^n_s - U^{n-1}_s}{\tau} \right)^N \right\|_{L^q(\Gamma^0)} + \left\| (U^n_s)^N \right\|_{L^q(W^{2,q}(\Gamma^0))} 
\leq C \left\| (F^n_s)^N \right\|_{L^q(\Gamma^0)} + C(\tau^{-1} \left\| (U^j_s)_{j=0}^{k-1} \right\|_{L^q(\Gamma^0)} + \left\| (U^j_s)_{j=0}^{k-1} \right\|_{L^q(W^{2,q}(\Gamma^0))}),
$$

(4.11)

where $U^{-1}_s := 0$ and the term $\left\| (F^n_s)^N \right\|_{L^q(\Gamma^0)}$ vanishes if $N < k$, and the constant $C > 0$ is independent of $N, \tau$ and $s \in [0,T]$.

Proof. Since $\mathcal{A}_q^d(s) = \Delta_{\Gamma(s)} - 1$ in Lemma 4.1, we first consider the following problem (with an additional low-order term):

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j}_s - \Delta_{\Gamma(s)} U^n_s + U^n_s = F^n_s, \quad \text{on } \Gamma(s), \quad \text{for } k \tau \leq n \tau \leq T,
$$

(4.12)

For the problem (4.12), Lemma 4.1 and (Kovács et al., 2016, Theorem 4.1 and 4.2, Remark 4.3) imply, for $N \leq T/\tau$,

$$
\left\| \left( \frac{1}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j}_s \right)^N \right\|_{L^q(\Gamma^0)} + \left\| (U^n_s)^N \right\|_{L^q(W^{2,q}(\Gamma^0))} 
\leq C \left\| (F^n_s)^N \right\|_{L^q(\Gamma^0)} + C(\tau^{-1} \left\| (U^j_s)_{j=0}^{k-1} \right\|_{L^q(\Gamma^0)} + \left\| (U^j_s)_{j=0}^{k-1} \right\|_{L^q(W^{2,q}(\Gamma^0))}),
$$

(4.13)

In the case $U^n_s = 0$ for $0 \leq n \leq k - 1$, it is known that the following inequality holds (cf. (Li, 2021, inequality (3.4))):

$$
\left\| \left( \frac{U^n_s - U^{n-1}_s}{\tau} \right)^N \right\|_{L^q(\Gamma^0)} \leq C \left\| \left( \frac{1}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j}_s \right)^N \right\|_{L^q(\Gamma^0)}.
$$

In the case $U^n_s \neq 0$ for $0 \leq n \leq k - 1$ one can modify the above inequality by including the starting
values, i.e.
\[
\left\| \left( \frac{U^n_s - U^{n-1}_s}{\tau} \right)^N \right\|_{L^p(L^q(\Gamma^0))} \leq C \left\| \left( \frac{1}{\tau} \sum_{j=0}^k \delta_j U^n_{s-j} \right)^N \right\|_{L^p(L^q(\Gamma^0))} + C \tau^{-1} \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))}.
\]

(4.14)

Inequalities (4.13) and (4.14) imply that
\[
\left\| \left( \frac{U^n_s - U^{n-1}_s}{\tau} \right)^N \right\|_{L^p(L^q(\Gamma^0))} \leq C \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))} + C \left( \tau^{-1} \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))} + \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))} \right)
\]

This proves (4.11) for the problem (4.12) (which has an additional lower order term).

We now turn to prove (4.11) for the original problem (4.10), by removing the lower order term using a perturbation argument. To this end, we add the low-order term \( \tilde{U}^n_s \) to both sides of (4.10),
\[
\frac{1}{\tau} \sum_{j=0}^k \delta_j U^n_{s-j} - \Delta \Gamma(n) U^n_s + \tilde{U}^n_s = F^n_s + U^n_s, \quad \text{on } \Gamma(s) \quad k \leq n \leq T/\tau,
\]
and apply the estimate (4.15) to the problem above. We therefore obtain, for \( N \leq T/\tau, \)
\[
\left\| \left( \frac{U^n_s - U^{n-1}_s}{\tau} \right)^N \right\|_{L^p(L^q(\Gamma^0))} \leq C \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))} + C \tau^{-1} \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))} + \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))}.
\]

(4.15)

Using a Hölder inequality and \( U_s^{-1} = 0 \), yields the estimate
\[
\left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))}^p = \tau \sum_{n=0}^N \left\| U^n_s \right\|_{L^p(L^q(\Gamma^0))}^p = \tau \sum_{n=0}^N \left\| \sum_{j=0}^n \frac{U^n_j - U^{n-1}_j}{\tau} \right\|_{L^q(\Gamma^0)}^p
\]
\[
\leq \tau \sum_{n=0}^N \left( \tau \sum_{j=0}^p \left\| \frac{U^n_j - U^{n-1}_j}{\tau} \right\|_{L^q(\Gamma^0)}^p \right)^{\frac{p}{p-1}} \leq \tau \sum_{n=0}^N \left( \frac{U^n_j - U^{n-1}_j}{\tau} \right)^{\frac{p}{p-1}} \right\|_{L^p(L^q(\Gamma^0))}.
\]

(4.16)

Raising (4.16) to power \( p \) yields
\[
\left\| \left( \frac{U^n_s - U^{n-1}_s}{\tau} \right)^N \right\|_{L^p(L^q(\Gamma^0))}^p \leq C \tau \sum_{n=0}^N \left\| \left( \frac{U^n_j - U^{n-1}_j}{\tau} \right) \right\|_{L^p(L^q(\Gamma^0))}^p
\]
\[
+ C \left\| (F^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))} + \tau^{-1} \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))} + \left\| (U^N_s)_{n=0} \right\|_{L^p(L^q(\Gamma^0))}.
\]
By a discrete Gronwall inequality we obtain the estimate (4.11).

By the change of variable $U^n(y) = U^n(x(y,s))$ the equation (4.10) can be equivalently written as

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j a(t_i) U^{n-j} - \nabla y_0 \cdot (B(t) \nabla y_0 U^n) = F^n \quad \text{on } \Gamma^0, \quad k \leq n \leq T/\tau.
$$

This, together with Lemma 4.2, implies the following result.

**Lemma 4.3** For any given $s \in [0, T]$, the solutions of (4.17) satisfy the discrete maximal $L^p$-regularity estimate for $0 \leq N \leq T/\tau$:

$$
\left\| \left( \frac{U^n - U^{n-1}}{\tau} \right)_n \right\|_{L^p(L^q(\Gamma^0))} + \left\| (U^n)_{n=0}^{N} \right\|_{L^p(W^2,q(\Gamma^0))} 
\leq C \left\| (F^n)_{n=k} \right\|_{L^p(L^q(\Gamma^0))} + C(\tau^{-1}) \left\| (U^n)_{i=0}^{k-1} \right\|_{L^p(L^q(\Gamma^0))} + \left\| (U^n)_{i=0}^{k-1} \right\|_{L^p(W^2,q(\Gamma^0))},
$$

where $U^{-1} := 0$ and the term $\left\| (F^n)_{n=k} \right\|_{L^p(L^q(\Gamma^0))}$ vanishes if $N < k$, and the constant $C > 0$ is independent of $N$, $\tau$ and $s \in [0, T]$.

**Part II: Extension to evolving surfaces.**

Lemma 4.3 requires the coefficients of (4.17) to be frozen at some fixed time $s \in [0, T]$. We therefore need to extend Lemma 4.3 to equation (4.3), which has time-dependent coefficients. To this end, we use the perturbation arguments analogously as in the proof of Theorem 3.1 but in the time-discrete setting.

We rewrite (4.3) into the following form, with frozen coefficients on the left-hand side and perturbation terms on the right-hand side, for brevity omitting the spatial arguments in the coefficients, we obtain

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j a(t_i) U^{n-j} - \nabla y_0 \cdot \left( B(t) \nabla y_0 U^n \right) = a(t_n) F^n + \frac{1}{\tau} \sum_{j=0}^{k} \delta_j (a(t_n) - a(t_{n-j})) U^{n-j} - \nabla y_0 \cdot \left( (B(t_n) - B(t_n)) \nabla y_0 U^n \right).
$$

Applying Lemma 4.3 to the equation above, and using the bound (3.4) for $a(t_n)$, yields

$$
\left\| \left( \frac{U^n - U^{n-1}}{\tau} \right)_n \right\|_{L^p(L^q(\Gamma^0))} + \left\| (U^n)_{n=0}^{N} \right\|_{L^p(W^2,q(\Gamma^0))} 
\leq C \left\| (F^n)_{n=k} \right\|_{L^p(L^q(\Gamma^0))} + C \left\| (G^n)_{n=k} \right\|_{L^p(L^q(\Gamma^0))} + C \left\| (H^n)_{n=k} \right\|_{L^p(L^q(\Gamma^0))} + C(\tau^{-1}) \left\| (U^n)_{i=0}^{k-1} \right\|_{L^p(L^q(\Gamma^0))} + \left\| (U^n)_{i=0}^{k-1} \right\|_{L^p(W^2,q(\Gamma^0))}.
$$

The second and third terms on the right-hand side are bounded further separately. For the second term...
we obtain

\[
\|G^n\|_{L^q(I^0)} \leq \left\| \frac{1}{\tau} \sum_{j=0}^{k} \delta_j (a(t_n) - a(t_{n-j})) U^{n-j} \right\|_{L^q(I^0)}
\]

\[
= \left\| (a(t_n) - a(t_0)) \frac{1}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j} + \sum_{j=0}^{k} \delta_j \frac{a(t_n) - a(t_{n-j})}{\tau} U^{n-j} \right\|_{L^q(I^0)}
\]

\[
\leq \left\| (a(t_n) - a(t_0)) \sum_{j=0}^{k} \delta_j U^{n-j} \right\|_{L^q(I^0)} + \sum_{j=0}^{k} \delta_j \frac{a(t_n) - a(t_{n-j})}{\tau} U^{n-j} \right\|_{L^q(I^0)}
\]

\[
\leq C|I_n - I_0| \| \sum_{j=0}^{k} \delta_j U^{n-j} \|_{L^q(I^0)} + C \sum_{j=0}^{k} \| U^{n-j} \|_{L^q(I^0)},
\]

where we have used the estimate \( |a(t_n) - a(t_{n-j})| \leq C \), following from the temporal smoothness of (A.3), to derive the last inequality.

For the third term similar estimates yield

\[
\|H^n\|_{L^q(I^0)} \leq C|I_n - I_0| \| U^n \|_{W^2,q(I^0)} + C \sum_{j=0}^{k} \| U^{n-j} \|_{L^q(I^0)}.
\]

Substituting the estimates for \( G^n \) and \( H^n \) into (4.20) yields

\[
\left\| \left( \frac{U^n - U^{n-1}}{\tau} \right) ^N \right\|_{L^p(L^q(I^0))} + \| (U^n)_{n=0}^N \|_{L^p(W^2,q(I^0))}
\]

\[
\leq C \left\| \left( \frac{U^n - U^{n-1}}{\tau} \right) ^N \right\|_{L^p(L^q(I^0))} + \sum_{k=0}^{k} \| (U^{n-j})_{n=0}^N \|_{L^p(L^q(I^0))}
\]

\[
+ C \left\| \left( \frac{|I_n - I_0|}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j} \right) ^N \right\|_{L^p(L^q(I^0))} + \sum_{j=0}^{k} \| U^{n-j} \|_{L^p(W^2,q(I^0))}
\]

\[
\leq C \left\| \left( \frac{U^n - U^{n-1}}{\tau} \right) ^N \right\|_{L^p(L^q(I^0))} + C \| (U^n)_{n=0}^N \|_{L^p(L^q(I^0))}
\]

\[
+ C \left\| \left( \frac{|I_n - I_0|}{\tau} \sum_{j=0}^{k} \delta_j U^{n-j} \right) ^N \right\|_{L^p(L^q(I^0))} + \sum_{j=0}^{k} \| U^{n-j} \|_{L^p(W^2,q(I^0))}
\]

\[
+ C \left\| \frac{|I_n - I_0|}{\tau} \right\|_{L^p(L^q(I^0))} + \sum_{j=0}^{k} \| U^{n-j} \|_{L^p(W^2,q(I^0))} \right\|_{L^p(L^q(I^0))},
\]

which holds for 0 \( \leq N \leq T/\tau \).

Analogously to the proof of Theorem 3.1, we define

\[
L^n = \left\| \left( \frac{U^n - U^{n-1}}{\tau} \right) ^N \right\|_{L^p(L^q(I^0))} + \| (U^n)_{n=0}^N \|_{L^p(W^2,q(I^0))}
\]

\[
= \tau \sum_{n=0}^{N} \left( \left\| \frac{U^n - U^{n-1}}{\tau} \right\|_{L^q(I^0)} + \| U^n \|_{W^2,q(I^0)} \right),
\]

(4.22)
with \( L^{-1} = 0 \). Then (4.21) and summation by parts imply the following estimate for \( L^n \):

\[
L^n \leq C\| (F^n)^N_{n=k} \|_{LP(L^p(I^0))}^p + C\| (U^n)^N_{n=k} \|_{LP(L^p(I^0))}^p \\
+ C\| (t_n - t_N [\overline{\partial t} U^n]_{n=0}^N) \|_{LP(L^p(I^0))}^p + C\| (t_n - t_N U^n)_{n=k}^N \|_{LP(W^2,q(I^0))}^p \\
+ C(t^{-1}) \| (U^1)_{i=0}^{k-1} \|_{LP(L^p(I^0))} + \| (U^1)_{i=0}^{k-1} \|_{LP(W^2,q(I^0))}^p \\
\leq C\| (F^n)^N_{n=k} \|_{LP(L^p(I^0))}^p + C\| (U^n)^N_{n=0} \|_{LP(L^p(I^0))}^p \\
+ C\sum_{n=0}^N |t_n - t_N| \| (\overline{\partial t} U^n)_{n=0}^N \|_{LP(L^p(I^0))}^p + \| U^n \|_{LP(W^2,q(I^0))}^p \\
+ C(t^{-1}) \| (U^1)_{i=0}^{k-1} \|_{LP(L^p(I^0))} + \| (U^1)_{i=0}^{k-1} \|_{LP(W^2,q(I^0))}^p \\
\leq C\| (F^n)^N_{n=k} \|_{LP(L^p(I^0))}^p \\
+ C\sum_{n=0}^N |t_n - t_N| \| L^n - L^{n-1} \|_{LP(L^p(I^0))}^p \\
+ C(t^{-1}) \| (U^1)_{i=0}^{k-1} \|_{LP(L^p(I^0))} + \| (U^1)_{i=0}^{k-1} \|_{LP(W^2,q(I^0))}^p \\
\leq C\| (F^n)^N_{n=k} \|_{LP(L^p(I^0))}^p + C\| (U^n)^N_{n=0} \|_{LP(L^p(I^0))}^p \\
+ C\sum_{n=0}^N (|t_n - t_N| - |t_n - t_N|)^N_{n=0} \| t_n - t_N |_{LP(L^p(I^0))}^p \\
+ C(t^{-1}) \| (U^1)_{i=0}^{k-1} \|_{LP(L^p(I^0))} + \| (U^1)_{i=0}^{k-1} \|_{LP(W^2,q(I^0))}^p.
\]

By the bound

\[
|t_n - t_N| - |t_n - t_N| = \tau \sum_{i=1}^p |t_n - t_N| |t_n - t_N| |t_n - t_N|^{-1} \leq \tau p T^{p-1},
\]

the last estimate is further bounded by

\[
L^n \leq C\| (F^n)^N_{n=k} \|_{LP(L^p(I^0))}^p + C\| (U^n)^N_{n=0} \|_{LP(L^p(I^0))}^p \\
+ C(t^{-1}) \| (U^1)_{i=0}^{k-1} \|_{LP(L^p(I^0))} + \| (U^1)_{i=0}^{k-1} \|_{LP(W^2,q(I^0))}^p \\
+ C\sum_{n=0}^N |t_n - t_N| \| L^n - L^{n-1} \|_{LP(L^p(I^0))}^p \\
+ C(t^{-1}) \| (U^1)_{i=0}^{k-1} \|_{LP(L^p(I^0))} + \| (U^1)_{i=0}^{k-1} \|_{LP(W^2,q(I^0))}^p.
\]

Applying discrete Gronwall inequality, we obtain

\[
L^n \leq C\| (F^n)^N_{n=k} \|_{LP(L^p(I^0))}^p + C\| (U^n)^N_{n=0} \|_{LP(L^p(I^0))}^p \\
+ C(t^{-1}) \| (U^1)_{i=0}^{k-1} \|_{LP(L^p(I^0))} + \| (U^1)_{i=0}^{k-1} \|_{LP(W^2,q(I^0))}^p.
\]
Then substituting (4.22) into the last inequality yields

\[
\left\| \left( \frac{U^n - U^{n-1}}{\tau} \right)^N \right\|_{L^p(\Gamma^0)} + \left\| (U^n)^N \right\|_{L^p(W^2,\theta(\Gamma^0))} \\
\leq C\left\| (F^n)^N \right\|_{L^p(L^2(\Gamma^0))} + C\left\| (U^n)^N \right\|_{L^p(L^2(\Gamma^0))}
\]

\[
+ C(\tau^{-1})\left\| (U^n)^{k-1} \right\|_{L^p(L^2(\Gamma^0))} + \left\| (U^n)^{k-1} \right\|_{L^p(W^2,\theta(\Gamma^0))},
\]

(4.23)

which holds for \( N \leq T/\tau \), with a constant depending on \( p \) and \( T \), but independent of \( N \) or \( \tau \).

Similarly as for (4.16), the low-order term \( \left\| (U^n)^N \right\|_{L^p(L^2)} \) on the right-hand side is removed by a discrete Gronwall argument. This completes the proof of Theorem 4.1.

\[\Box\]

5. Proof of Theorem 2.1

In this section, we show stability and convergence of linearly implicit BDF methods for the nonlinear evolving surface PDE problem (1.1) by using the discrete maximal \( L^p \)-regularity of BDF methods established in Theorem 4.1, in combination with a mathematical induction on the boundedness of numerical solutions in the \( W^{1,\infty} \) norm, which will be derived by using the following discrete Sobolev embedding inequality, the time-discrete version of Lemma 3.2.

**Lemma 5.1 (Discrete inhomogeneous Sobolev embedding)** Let \( 1 < p, q < \infty \), satisfying \( 2/p + m/q < 1 \) with \( \Gamma^0 \subset \mathbb{R}^{m+1} \), and let \( (w^n)^m \subset W^{2,q}(\Gamma^0) \) be a sequence of functions (setting \( w^{-1} = 0 \)). Then

\[
\max_{0 \leq n \leq N} \left\| w^n \right\|_{L^p(W^{1,q}(\Gamma^0))} \leq C \left( \left\| \left( \frac{w^n - w^{n-1}}{\tau} \right)^N \right\|_{L^p(L^2(\Gamma^0))} + \left\| (w^n)^N \right\|_{L^p(W^{2,q}(\Gamma^0))} \right),
\]

(5.1)

where the constant \( C > 0 \) is independent of \( N \geq 0 \).

**Proof.** In the case of planar domain, Lemma 5.1 was proved in (Cai et al., 2019, Lemma 3.6) as an extension of the continuous version of inhomogeneous Sobolev embedding in (Kunstmann et al., 2018, Lemma 3.1). On the smooth surface \( \Gamma^0 \), as shown in (Hebey, 2000, p. 9), there exist \( (\Omega_j, \phi_j, \alpha_j), \)

\( j = 1, \ldots, m \), such that

1. \( \{\Omega_j : j = 1, \ldots, m\} \) is an open covering of \( \Gamma^0 \);
2. \( \phi_j : \Omega_j \rightarrow M \) is a local chart for \( j = 1, \ldots, m \);
3. \( \{\alpha_j : j = 1, \ldots, m\} \) is a partition of unity such that \( \text{supp}(\alpha_j) \subset \Omega_j \) for \( j = 1, \ldots, m \).

Then the Sobolev norm \( \left\| w \right\|_{W^{k,p}(\Gamma^0)} \) is equivalent to \( \sum_{j=1}^m \left\| (w \alpha_j) \circ \phi_j \right\|_{W^{k,p}(\Omega_j)} \) for \( 1 \leq p \leq \infty \). As a
result, for any fixed $1 < p, q < \infty$ such that $2/p + m/q < 1$,

$$\max_{0 \leq n \leq N} \| w^n \|_{L^p(W^{1-s}((\Gamma^0)))}^p \leq C \sum_{j=1}^m \| (w^n \alpha_j) \circ \varphi_j \|_{W^{1-s}((\Omega_j))}^p \leq C \sum_{j=1}^m \sum_{n=0}^N \left( \left\| \frac{(w^n \alpha_j) \circ \varphi_j - (w^{n-1} \alpha_j) \circ \varphi_j}{\tau} \right\|_{L^p(L^2(\Omega_j))} + \left\| ((w^n \alpha_j) \circ \varphi_j)_{n=0}^N \right\|_{L^p(W^{2-s}(\Omega_j))}^p \right)$$

This proves the result of Lemma 5.1. □

5.1 Stability

Let us first formulate the pull-back of the nonlinear problem (1.1) onto the initial surface $\Gamma^0$ similarly as (3.7), which yields the following problem:

$$\begin{aligned}
\frac{d}{dr}(a(\cdot, t)U(\cdot, t)) - \nabla_{\Gamma^0} \cdot (B(\cdot, t)\nabla_{\Gamma^0} U(\cdot, t)) &= a(\cdot, t)f(U(\cdot, t), K(\cdot, t)\nabla_{\Gamma^0} U(\cdot, t)), \\
U(\cdot, 0) &= u^0,
\end{aligned}$$

(5.2)

where the matrix $K(y, t)$ is introduced in (3.6). The linearly implicit BDF methods for (5.2) reads

$$\frac{1}{\tau} \sum_{j=0}^k \delta_j a^{n-j} U^{n-j} - \nabla_{\Gamma^0} \cdot (B^n \nabla_{\Gamma^0} U^n) = a^n f(\hat{U}^n, K^n \nabla_{\Gamma^0} \hat{U}^n),$$

(5.3)

where we employed the notations

$$a^n = a(\cdot, t_n), \quad B^n = B(\cdot, t_n), \quad K^n = K(\cdot, t_n) \quad \text{and} \quad U^n = u(X(\cdot, t_n), t_n),$$

and $\hat{U}^n = \sum_{j=0}^{k-1} \gamma_j U^{n-j-1}$.

The exact solution $U^n_\ast = U(\cdot, t_n)$ of (5.2) satisfies (5.3) up to a defect (consistency error) $D^n$, i.e.

$$\frac{1}{\tau} \sum_{j=0}^k \delta_j a^{n-j} U_\ast^{n-j} - \nabla_{\Gamma^0} \cdot (B^n \nabla_{\Gamma^0} U_\ast^n) = a^n f(\hat{U}^n_\ast, K^n \nabla_{\Gamma^0} \hat{U}^n_\ast) + D^n \quad n \geq k.$$

(5.4)
We denote the errors between the numerical solution and the exact solution by $E^n = U^n - U^n_0$. Upon subtracting (5.4) from (5.3), we obtain the following error equation for $n \geq k$:

$$
\frac{1}{\tau} \sum_{j=0}^{k} \delta_j a^{n-j} E^{n-j} - \nabla V_0 \cdot (B^n \nabla V_0 E^n) = a^n \left( f(U^n, K^n \nabla V_0 U^n) - f(U^n_0, K^n \nabla V_0 U^n_0) \right) - D^n. \quad (5.5)
$$

Using the discrete maximal parabolic $L^p$-regularity result in Theorem 4.1, we now prove that the error $E^n$ satisfies the following stability result.

**Proposition 5.1 (Stability)** Let $1 < p, q < \infty$ be numbers satisfying $2/p + m/q < 1$. There exist sufficiently small positive constants $\beta_0$ and $\tau_0$ (independent of $\tau$, but may depend on $T$), such that if $\tau \leq \tau_0$ and the starting values and the defects satisfy the bounds

$$
\tau^{-1} \left\| (U^i - U^i_0)_{i=0}^{k-1} \right\|_{L^p(L^q(T^0))} + \left\| (E^i)_{i=0}^{k-1} \right\|_{L^p(L^q(T^0))} \leq \beta_0, \quad (5.6)
$$

and

$$
\left\| (D^i)_{i=0}^{N} \right\|_{L^p(L^q(T^0))} \leq \beta_0, \quad (5.7)
$$

Then the error $E^n = U^n - U^n_0$ between the solutions of (5.3) and (5.4) (with $E^{-1} = 0$) satisfies the following stability estimates for $N \leq T/\tau$:

$$
\left\| \left( \frac{E^n - E^{n-1}}{\tau} \right)^N \right\|_{L^p(L^q(T^0))} + \left\| (E^n)_{n=0}^{N} \right\|_{L^p(L^q(T^0))} \leq C \left( \max_{0 \leq n \leq N} \left\| (D^n)_{n=0}^{N} \right\|_{L^p(L^q(T^0))} + C \tau^{-1} \left\| (E^i)_{i=0}^{k-1} \right\|_{L^p(L^q(T^0))} + \left\| (E^i)_{i=0}^{k-1} \right\|_{L^p(L^q(T^0))} + \left\| (E^i)_{i=0}^{k-1} \right\|_{L^p(L^q(T^0))} \right). \quad (5.8)
$$

The constants $\beta_0$, $\tau_0$ and $C$ are independent of $\tau$ and $N$, but may depend on the exact solution $U_0$ and $T$.

**Proof.** Similarly as in Akrivis et al. (2017); Kunstmann et al. (2018), let us assume that $M \leq T/\tau$ is the maximal integer such that the numerical solution satisfies the estimate

$$
\left\| U^{n-1} \right\|_{W^{1,\infty}} \leq \left\| U_0 \right\|_{C([0,T];W^{1,\infty})} + 1 \quad \text{for} \quad n \leq M. \quad (5.10)
$$

Such an $M$ indeed exists since (5.10) holds at least for the initial values (with $M = k$ for sufficiently small $\beta_0$). In fact, by the triangle inequality and the combination of (5.6) with Lemma 5.1, we have

$$
\max_{0 \leq i \leq k-1} \left\| E^i \right\|_{W^{1,\infty}(T^0)} \leq C \beta_0 < 1
$$

or $\beta_0$ sufficiently small.

We will now use discrete maximal $L^p$-regularity to show the stability bounds (5.8)–(5.9) for $m \leq M$, which would imply that $M$ is not maximal for (5.10) unless $M = [T/\tau]$ (i.e. the maximal integer not strictly bigger than $T/\tau$).

(a) Under assumption (5.10), by the local-Lipschitz continuity of $f$, we have

$$
\left| f(\tilde{U}^n, K^n \nabla V_0 \tilde{U}^n) - f(\tilde{U}^n_0, K^n \nabla V_0 \tilde{U}^n_0) \right| \leq C \left( \left\| \tilde{E}^n \right\| + \left\| \nabla \tilde{E}^n \right\| \right), \quad n \leq M. \quad (5.11)
$$
By applying Theorem 4.1 to the error equation (5.5) up to \( N \leq M \), and using (5.11), we obtain

\[
\left\| \frac{(E_n - E_{n-1})}{\tau} \right\|_{L^p(L^q(\Omega))}^N + \left\| (E^n)_{n=0}^N \right\|_{L^p(L^q(\Omega))} \\
\leq C \left\| \left( f(\tilde{u}^n, K^n \nabla \tilde{u}^n, \tilde{U}^n) - f(\tilde{U}^n, K^n \nabla \tilde{u}^n, \tilde{U}^n) \right) \right\|_{L^p(L^q(\Omega))}^N + C \left\| (D^n)_{n=0}^N \right\|_{L^p(L^q(\Omega))} \\
+ C(\tau^{-1}) \left\| (E^0)_{j=0}^1 \right\|_{L^p(L^q(\Omega))} + \left\| (E^0)_{j=0}^1 \right\|_{L^p(L^q(\Omega))} \\
\leq C \left\| \left( E^n \right)_{n=k}^N \right\|_{L^p(L^q(\Omega))} + C \left\| (D^n)_{n=k}^N \right\|_{L^p(L^q(\Omega))} \\
+ C(\tau^{-1}) \left\| (E^0)_{j=0}^1 \right\|_{L^p(L^q(\Omega))} + \left\| (E^0)_{j=0}^1 \right\|_{L^p(L^q(\Omega))},
\]

with an arbitrary parameter \( \varepsilon > 0 \). By choosing \( \varepsilon \) sufficiently small, the leading term \( \varepsilon \left\| (E^n)_{n=0}^N \right\|_{L^p(L^q(\Omega))} \) can be absorbed to the left-hand side. Then, similarly as (4.16), the low-order term \( C \left\| (E^n)_{n=0}^N \right\|_{L^p(L^q(\Omega))} \) on the right-hand side above can be removed by using Gronwall’s inequality. This proves the first estimate (5.8) for \( m \leq M \).

The \( L^1(G_0) \) error estimate can be obtained by applying Lemma 5.1:

\[
\max_{0 \leq n \leq N} \| E^n \|_{L^1(G_0)} \leq C \left\| \left( \frac{E^n - E^{n-1}}{\tau} \right) \right\|_{L^p(L^q(\Omega))}^N + \left\| (E^n)_{n=0}^N \right\|_{L^p(L^q(\Omega))}.
\]

Combining (5.8) and (5.13) yileds (5.9) for \( N \leq M \).

(b) A triangle inequality and the above estimate imply

\[
\| U^M \|_{L^1(G_0)} \leq \| U^M \|_{L^1(G_0)} + \| E^M \|_{L^1(G_0)} \\
\leq \| U^M \|_{L^1(G_0)} + C \beta_0 \quad \text{(here (5.6)-(5.7) are used)}.
\]

For a sufficiently small \( \beta_0 > 0 \) (independent of \( M \) and \( \tau \)) this implies that the inequality in (5.10) holds for \( n = M + 1 \) as well. Thus \( M \) cannot be maximal unless \( M = \lceil T/\tau \rceil \). Therefore, (5.10) holds for \( M = \lceil T/\tau \rceil \) and the estimates (5.8)-(5.9) was proved for all \( N \leq T/\tau \).

5.2 Consistency

In this section we show that the defect (or consistency error) \( D^\alpha \) obtained by inserting the exact solution into the BDF method (5.4), are bounded in the required norms by \( C \tau^k \) for the linearly implicit BDF methods of order \( k \). Hence, the assumed defect bounds in Proposition 5.1 are indeed satisfied.
LEMMA 5.2 Let the solution \( u \), and hence also its pull-back \( U \), be sufficiently smooth. Then the defect \( D^n \) of the linearly implicit \( k \)-step BDF method, given by (5.4), is bounded by

\[
\max_{k \leq n \leq T/\tau} \| D^n \|_{L^q(\Gamma^0)} \leq C \tau^k,
\]

(5.14)

where the constant \( C > 0 \) only depends on \( \mathcal{G} \), the exact solution \( u \) (respectively \( U \)) and \( T \).

Proof. Using the differential equation (5.2), recalling that its solution \( U(\cdot, t_n) = U_n \), we can rewrite the defect \( D^n \) from (5.4) in the form

\[
D^n = \frac{1}{\tau} \sum_{j=0}^{k-1} \delta_j a(t_{n-j})U(\cdot, t_{n-j}) - \frac{\partial}{\partial t} a(\cdot, t_n)U(\cdot, t_n)
+ a(\cdot, t_n) [f(U(\cdot, t_n), K(\cdot, t_n)\nabla_{\Gamma^0} U(\cdot, t_n)) - f(\hat{U}(\cdot, t_n), K(\cdot, t_n)\nabla_{\Gamma^0} \hat{U}(\cdot, t_n))].
\]

We then estimate the two pairs separately, using the standard techniques for consistency errors in BDF methods. Using the definition of the order of BDF methods (through the generating functions \( \delta(\xi) \) and \( \gamma(\xi) \) from (2.8) and (2.6)), together with Taylor expansion and bounded Peano kernels, in the same way as in Akrivis et al. (2017); Akrivis & Lubich (2015); Lubich et al. (2013), we can obtain the pointwise bound

\[
\| D^n \|_{L^q(\Gamma^0)} \leq C \tau^k, \quad \text{for} \quad n = k, \ldots, \lfloor T/\tau \rfloor.
\]

\( \square \)

5.3 Convergence

The stability and consistency results proved in the last two subsections imply the following error estimates. Proof of Theorem 2.1. The error functions \( e^n = u^n - u(\cdot, t_n) \) and \( E^n = U^n - U(\cdot, t_n) \) are related through

\[
e^n(\cdot, t_n) = E^n \quad \text{and} \quad (\mathcal{F}(t_n, t_{n-1}) e^{n-1})(\cdot, t_n) = E^{n-1}.
\]

Lemma 5.2 for the defects and the \( O(\tau^k) \) assumption on the error of the starting values (2.9) imply that the assumed bounds (5.6)–(5.7) of Proposition 5.1 are satisfied for sufficiently small step size \( \tau \). Then the stability estimates (5.8)–(5.9) imply

\[
\left( \tau \sum_{n=0}^{N} \left( \frac{E^n - E^{n-1}}{\tau} \right)^p \right)^{1/p} + \| e^n \|_{W^{2,q}(\Gamma(\tau))} \leq C \left( \frac{E^n - E^{n-1}}{\tau} \right)_{n=0}^{N} \| e^n \|_{W^{2,q}(\Gamma(\tau))} (\text{pulled back to } \Gamma^0)
\]

\[
\leq C \| (D^n)_{n=0}^{N} \|_{L^p(\Gamma^0)} + C (\tau^{-1} \| (E^n)_{i=0}^{k-1} \|_{L^p(\Gamma^0)} + \| (E^n)_{i=0}^{k-1} \|_{L^p(\Gamma^0)})
\]

\[
\leq C \tau^k.
\]

and

\[
\max_{0 \leq n \leq N} \| e^n \|_{W^{1,q}(\Gamma(\tau))} \leq C \tau^k.
\]

\( \square \)
Remark 5.1 The error estimate (2.11) implies the boundedness of \( \|u^n\|_{W^1_w(\Gamma(t_n))} \), uniform with respect to the step size \( \tau \). After being pulled back to the initial surface, the estimate (2.10) yields
\[
\| (U^n - U(\cdot, t_n)) \|^N_{L^p(\Gamma(t_n))} \leq C\tau^k. 
\] (5.15)

and
\[
\left\| \left( \frac{U^n - U^{n-1}}{\tau} \right) \right\|^N_{L^p(\Gamma(t_n))} \leq C \left\| \left( \frac{E^n - E^{n-1}}{\tau} \right) \right\|^N_{L^p(\Gamma(t_n))} + C \| (E^n) \|^N_{L^p(\Gamma(t_n))} + \| U(\cdot, t_n) \|^N_{L^p(\Gamma(t_n))} 
\] (5.16)

\[
\leq C\tau^k + \left\| \left( \frac{U(\cdot, t_n) - U(\cdot, t_n-1)}{\tau} \right) \right\|^N_{L^p(\Gamma(t_n))} + \| U(\cdot, t_n) \|^N_{L^p(\Gamma(t_n))} \leq C.
\]

Correspondingly, we have
\[
\left( \frac{1}{\tau} \sum_{j=0}^k \delta_j (U^{n-j} - U(\cdot, t_n-j)) \right)^{\frac{p}{2}}_{L^p(\Gamma(t_n))} + \tau \sum_{n=1}^N \|u^n\|_{W^2_w(\Gamma(t_n))} \leq C. 
\] (5.17)

The estimate (5.15) further implies
\[
\left\| \left( \frac{1}{\tau} \sum_{j=0}^k \delta_j (U^{n-j} - U(\cdot, t_n-j)) \right) \right\|^N_{L^p(\Gamma(t_n))} \leq C\tau^{k-1} \leq C. 
\] (5.18)

By using the triangle inequality, we have
\[
\left\| \left( \frac{1}{\tau} \sum_{j=0}^k \delta_j U^{n-j} \right) \right\|^N_{L^p(\Gamma(t_n))} \leq \left\| \left( \frac{1}{\tau} \sum_{j=0}^k \delta_j U^{n-j} - U(\cdot, t_n-j) \right) \right\|^N_{L^p(\Gamma(t_n))} + \left\| \left( \frac{1}{\tau} \sum_{j=0}^k \delta_j U(\cdot, t_n-j) \right) \right\|^N_{L^p(\Gamma(t_n))} 
\] (5.19)

6. Numerical experiments

To support the theoretical results in Theorem 2.1, we present some numerical results with linear evolving surface finite elements and BDF methods of order \( k \) (specified later). Quadratures of sufficiently high order were used to compute the finite element vectors and matrices so that the resulting quadrature error does not feature in the discussion of the accuracies of the schemes. The parametrisation of the finite elements was inspired by Bartels et al. (2006). The initial meshes were all generated using DistMesh by Persson & Strang (2004), without taking advantage of any symmetry of the surface.
We consider the parabolic problem (1.1) with the following nonlinear source term:

\[ f(u, \nabla u) = |\nabla u|^2 u + \rho \]

i.e. which corresponds to the harmonic map heat flow (cf. Elliott & Fritz (2016)) with an additional remainder \( \rho \), on the evolving surface given by

\[ \Gamma(t) = \{ x \in \mathbb{R}^3 \mid a(t)^{-1}x_1^2 + x_2^2 + x_3^2 - 1 = 0 \}, \]

where \( a(t) = 1 + \frac{1}{4} \sin(2\pi t) \), see Dziuk & Elliott (2007), and also Dziuk et al. (2012); Kovács & Power Guerra (2018, 2016); Kovács (2018). The initial value and the inhomogeneity \( \rho \) are chosen corresponding to the exact solution \( u(x, t) = e^{-t}x_1x_2 \). In the experiments we use a sequence of meshes (with roughly doubling degrees of freedom, see plots) and for a sequence of time steps \( \tau_{k+1} = \tau_k / 2 \) with \( \tau_0 = 0.2 \).

In order to illustrate the convergence results (2.11) of Theorem 2.1 we have computed the \( L^\infty(W^{1,\infty}) \) norm of the errors between the fully discrete numerical solution and (the nodal interpolation of the) exact solution. The \( L^\infty(W^{1,\infty}) \) norm is computed by evaluating the (elementwise linear) fully discrete numerical solution and its gradient on each element. Note that for linear evolving surface finite element solutions the norm in (2.10) does not make sense globally on \( \Gamma_h(t_n) \). The initial values are chosen to be the nodal interpolation of the exact initial values \( u(\cdot, t_i) \), for \( i = 0, \ldots, k-1 \).

In Figure 1, left- and right-hand sides, we report the \( L^\infty(W^{1,\infty}) \) norm of the errors of the second and fourth order BDF method, respectively, over the time interval \([0, T]\) with \( T = 1 \). The log-log plots of Figure 1 report on the \( L^\infty(W^{1,\infty}) \) norm of the errors against against the time step size \( \tau \). In both plots, the lines marked with different symbols and different colours correspond to different mesh widths, while on each line a marker corresponds to a time step sizes \( \tau_k \). We can observe two regions in the figures: a region where the temporal discretisation error dominates, matching the \( O(\tau^k) \) order of the BDF method \( (k = 2 \text{ and } 4) \), see (2.11) of Theorem 2.1, (see the reference lines), and a region, with small time step size, where the spatial discretisation error dominates (the error curves flatten out).

![Fig. 1. \( L^\infty(W^{1,\infty}) \) norm of the errors for a BDF2 and BDF3 / linear ESFEM discretisations for the evolving surface PDE.](image-url)
7. Conclusions

We have established the basic maximal $L^p$-regularity results of BDF methods for evolving surface parabolic PDEs. By using these results, we have proved optimal-order convergence of BDF methods for nonlinear evolving surface PDEs with a general nonlinear term which is not necessarily globally Lipschitz continuous. The maximal $L^p$-regularity results of BDF methods established in this paper and the techniques to handle locally Lipschitz continuous nonlinearities in evolving surface PDEs may be used to remove the grid ratio conditions $\tau = O(h^k)$ for mean curvature flow and Willmore flow in Kovács et al. (2019, 2020b) through analyzing the temporal semi-discretization and full discretization separately as in Li & Sun (2013).
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Appendix: Expressions of $a(X, t), B(X, t)$ and $K(x, t)$ in a local chart

For each point $x \in \Gamma(0)$ there exists an open ball $D \subset \mathbb{R}^m$ and a smooth map $\varphi: D \to \mathbb{R}^{m+1}$ (called local parametrization) such that $\varphi$ is bijective and the $(m + 1) \times m$ Jacobian matrix $\nabla \varphi$ has rank $m$, and $x \in \varphi(D) \subset \Gamma$. By using the abbreviation $X_t := X(\cdot, t)$, the composition map $X_t \circ \varphi : D \to \Gamma(t) \subset \mathbb{R}^{m+1}$ is a local chart of $\Gamma(t)$, with the Riemannian metric tensor

$$g_{ij}(\xi, t) = \frac{\partial (X_t \circ \varphi)(\xi)}{\partial \xi_i} \cdot \frac{\partial (X_t \circ \varphi)(\xi)}{\partial \xi_j} = \sum_{m=1}^{3} \frac{\partial (X_t \circ \varphi)_m(\xi)}{\partial \xi_i} \cdot \frac{\partial (X_t \circ \varphi)_m(\xi)}{\partial \xi_j}, \quad \forall \xi \in D. \quad (A.1)$$

If we define $g = \det(g_{ij})$, then the surface area element $dS_t$ on $\Gamma(t)$ can be expressed as

$$dS_t((X_t \circ \varphi)(\xi)) = \sqrt{g(\xi, t)}d\xi.$$ 

Hence, for two functions $u(\cdot, t)$ and $\varphi(\cdot, t)$ defined on $\Gamma(t)$,

$$\int_{(X_t \circ \varphi)(D) \cap \Gamma(t)} \varphi(\xi(\cdot)) (X_t \circ \varphi)(\xi) \sqrt{g(\xi, t)}d\xi = \int_{D} (u(\cdot, t) \circ X_t \circ \varphi)(\xi) (\varphi(\cdot, t) \circ X_t \circ \varphi)(\xi) \sqrt{g(\xi, t)}d\xi$$

$$= \int_{D} (u(\cdot, t) \circ X_t)(\varphi(\xi)) (\varphi(\cdot, t) \circ X_t)(\varphi(\xi)) \sqrt{\frac{g(\xi, t)}{g(\xi, 0)}} \sqrt{g(\xi, 0)}d\xi$$

$$= \int_{\varphi(D) \cap \Gamma(0)} u(X_t(y), t) \varphi(X_t(y), t) \sqrt{\frac{g(\varphi^{-1}(y), t)}{g(\varphi^{-1}(y), 0)}}.$$
where we have used the change of variable $y = \varphi(\xi)$ in the last equality. By comparing (3.2) and (3.3), we obtain

$$a(y, t) = \sqrt{\frac{g(\varphi^{-1}(y), t)}{g(\varphi^{-1}(y), 0)}} \quad \text{(A.3)}$$

It is easy to check that the function $a(y, t)$ given by (A.3) is well-defined, i.e., independent of the choice of the local parametrization $\varphi$. In fact, if we choose another local parametrization $\tilde{\varphi} : D \rightarrow \mathbb{R}^{m+1}$ then

$$\tilde{g}(\tilde{\varphi}^{-1}(y), t) = \det \left( \sum_{r=1}^{m+1} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_l} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_j} \right)$$

$$= \det \left[ \sum_{r=1}^{m+1} \left( \sum_{k=1}^{m} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_k} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_l} \right) \left( \sum_{j=1}^{m} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_j} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_j} \right) \right]$$

$$= \det \left( \frac{\partial \xi_k}{\partial \xi_l} \right) \det \left( \sum_{r=1}^{m+1} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_k} \frac{\partial (X_r \circ \varphi)_r}{\partial \xi_j} \right) \det \left( \frac{\partial \xi_l}{\partial \xi_j} \right)$$

$$= \det \left( \frac{\partial \xi_k}{\partial \xi_l} \right)^2 g(\varphi^{-1}(y), t)$$

and similarly,

$$\tilde{g}(\tilde{\varphi}^{-1}(y), 0) = \det \left( \frac{\partial \xi_k}{\partial \xi_l} \right)^2 g(\varphi^{-1}(y), 0),$$

which imply

$$\tilde{a}(\tilde{y}, t) = \sqrt{\frac{\tilde{g}(\tilde{\varphi}^{-1}(y), t)}{\tilde{g}(\varphi^{-1}(y), 0)}} = \sqrt{\frac{\det \left( \frac{\partial \xi_k}{\partial \xi_l} \right)^2 g(\varphi^{-1}(y), t)}{\det \left( \frac{\partial \xi_k}{\partial \xi_l} \right)^2 g(\varphi^{-1}(y), 0)}} = \sqrt{\frac{g(\varphi^{-1}(y), t)}{g(\varphi^{-1}(y), 0)}} = a(y, t).$$

Similarly, it is well known that the tangential gradient $\nabla_{\Gamma(t)}u$ can be expressed in the local chart by (Jost, 2011, equation (3.1.17))

$$(\nabla_{\Gamma(t)}u) \circ (X_t \circ \varphi) = \sum_{i,j=1}^{m} g^{ij}(\cdot, t) \frac{\partial (u \circ X_t \circ \varphi)}{\partial \xi_j} \cdot \frac{\partial (X_t \circ \varphi)}{\partial \xi_j}, \quad \text{(A.4)}$$

$$(\nabla_{\Gamma(0)}(u \circ X_t)) \circ \varphi = \sum_{i,j=1}^{m} g^{ij}(\cdot, 0) \frac{\partial (u \circ X_t \circ \varphi)}{\partial \xi_j} \cdot \frac{\partial \varphi}{\partial \xi_j}. \quad \text{(A.5)}$$
where $g^{ij}$ is the inverse matrix of $g_{ij}$ defined in (A.1). As a result, we have

$$
[(\nabla_{\Gamma(t)}u) \circ (X_t \circ \varphi)] \cdot \frac{\partial (X_t \circ \varphi)}{\partial \xi_k} = \frac{\partial (u \circ X_t \circ \varphi)}{\partial \xi_k},
$$
(A.6)

$$
[(\nabla_{\Gamma(0)}(u \circ X_t)) \circ \varphi] \cdot \frac{\partial \varphi}{\partial \xi_k} = \frac{\partial (u \circ X_t \circ \varphi)}{\partial \xi_k}
$$
(A.7)

By using the identities above, we have

$$
\int_{(X_0 \circ \varphi)(D) \subset \Gamma(0)} \nabla_{\Gamma(t)}u \cdot \nabla_{\Gamma(t)}\varphi \, dS
$$

$$
= \int_D \sum_{i,j=1}^2 g^{ij}(\cdot, t) \frac{\partial (u \circ X_t \circ \varphi)}{\partial \xi_i} \frac{\partial (X_t \circ \varphi)}{\partial \xi_j} \sum_{k,l=1}^2 g^{kl}(\cdot, t) \frac{\partial (\varphi \circ X_t \circ \varphi)}{\partial \xi_i} \frac{\partial (X_t \circ \varphi)}{\partial \xi_l} \sqrt{g(\cdot, t)} \, d\xi
$$

$$
= \int_D \sum_{i,j=1}^2 \frac{\sqrt{g(\cdot, t)} g^{ij}(\cdot, t)}{\partial \xi_i} \frac{\partial (u \circ X_t \circ \varphi)}{\partial \xi_j} \frac{\partial (\varphi \circ X_t \circ \varphi)}{\partial \xi_i} \frac{\partial (X_t \circ \varphi)}{\partial \xi_j} \sqrt{g(\cdot, t)} \, d\xi
$$

$$
= \int_D \sum_{i,j=1}^2 \frac{\sqrt{g(\cdot, t)} g^{ij}(\cdot, t)}{\partial \xi_i} \left( [(\nabla_{\Gamma(0)}(u \circ X_t)) \circ \varphi] \cdot \frac{\partial \varphi}{\partial \xi_i} \right) \left( [(\nabla_{\Gamma(0)}(\varphi \circ X_t)) \circ \varphi] \cdot \frac{\partial \varphi}{\partial \xi_j} \right) \sqrt{g(\cdot, t)} \, d\xi
$$

$$
= \int_D A(\xi, t) [(\nabla_{\Gamma(0)}(u \circ X_t)) \circ \varphi(\xi)] \cdot [(\nabla_{\Gamma(0)}(\varphi \circ X_t)) \circ \varphi(\xi)] \sqrt{g(\xi, 0)} \, d\xi
$$

$$
= \int_{\varphi(D) \subset \Gamma(0)} B(\cdot, t) \nabla_{\Gamma(0)}(u \circ X_t) \cdot \nabla_{\Gamma(0)}(\varphi \circ X_t) \, dS_0,
$$

with

$$
A(\xi, t) = \sum_{i,j=1}^m \left( \int_D \frac{\sqrt{g(\xi, 0)} g^{ij}(\xi, t)}{\partial \xi_i} \frac{\partial \varphi(\xi)}{\partial \xi_j} \right) \left( \int_D \frac{\sqrt{g(\xi, 0)} g^{ij}(\xi, t)}{\partial \xi_i} \frac{\partial \varphi(\xi)}{\partial \xi_j} \right)
$$
(A.9)

and $B(\cdot, t) = A(\cdot, t) \circ \varphi^{-1}$, i.e.,

$$
B(y, t) = \sqrt{\frac{g(\varphi^{-1}(y), t)}{g(\varphi^{-1}(y), 0)}} \sum_{i,j=1}^m g^{ij}(\varphi^{-1}(y), t) \left( \frac{\partial \varphi}{\partial \xi_i}(\varphi^{-1}(y)) \otimes \left( \frac{\partial \varphi}{\partial \xi_j}(\varphi^{-1}(y)) \right) \right), \quad \forall y \in \Gamma(0).
$$
(A.10)

Again, $B(y, t)$ is well-defined and independent of the choice of the local parametrization (the proof is similar as that for $a(y, t)$ below (A.3)).

By fixing a local parametrization $\varphi : D \to \mathbb{R}^{m+1}$ of the surface $\Gamma(0)$, it is straightforward to verify the positivity and smoothness of $a(y, t)$ and $B(y, t)$ at a fixed point $y \in \Gamma(0)$. The lower and upper bounds in (3.4)–(3.5) are consequences of the compactness of surface $\Gamma(0)$.

Let $K(y, t) : T_y \to T_{X(t)}$ be a linear operator defined by

$$
K(y, t) \left[ \frac{\partial \varphi}{\partial \xi_i} \circ \varphi^{-1}(y) \right] = \frac{\partial (X_t \circ \varphi)}{\partial \xi_i} \circ \varphi^{-1}(y), \quad i = 1, \ldots, m,
$$
(A.11)
where \( \{ \frac{\partial \phi}{\partial y} \circ \phi^{-1}(y), \frac{\partial \phi}{\partial z} \circ \phi^{-1}(y) \} \) is a basis for the tangent space \( T_y \) at \( y \in \Gamma(0) \), and \( \{ \frac{\partial (X \circ \phi)}{\partial y} \circ \phi^{-1}(y), \frac{\partial (X \circ \phi)}{\partial z} \circ \phi^{-1}(y) \} \) a basis for the tangent space \( T_{X(y,t)} \) at \( X(y,t) \in \Gamma(t) \). Then (A.4)–(A.5) imply that

\[
K(y,t)\nabla_{\Gamma(0)}(u \circ X_t) = \nabla_{\Gamma(t)}u.
\]

Since the matrix of the linear operator \( K(y,t) \) under this choice of bases is the identity matrix, it follows that the operator \( K(y,t) \) is smooth and invertible.
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