We consider minimal surfaces in three dimensional anti-de-Sitter space that end at the AdS boundary on a polygon given by a sequence of null segments. The problem can be reduced to a certain generalized Sinh-Gordon equation and to SU(2) Hitchin equations. We describe in detail the mathematical problem that needs to be solved. This problem is mathematically the same as the one studied by Gaiotto, Moore and Neitzke in the context of the moduli space of certain supersymmetric theories. Using their results we can find the explicit answer for the area of a surface that ends on an eight-sided polygon. Via the gauge/gravity duality this can also be interpreted as a certain eight-gluon scattering amplitude at strong coupling. In addition, we give fairly explicit solutions for regular polygons.
1. Introduction

Recently there has been some interest in Wilson loops that consist of a sequence of light-like segments. These are interesting for several reasons. First, they are a simple subclass of Wilson loops which depend on a finite number of parameters, the positions of the cusps. Second, they are Lorentzian objects with no obvious Euclidean counterpart. Finally, it was shown that they are connected to scattering amplitudes in gauge theories [1,2,3,4,5], for a review see [6].

In this paper we study these Wilson loops at strong coupling by using the gauge/string duality. One then considers the classical equations for a string worldsheet that ends on the null polygon at the boundary of $AdS$ space. We consider a special class of null polygons which can be embedded in a two dimensional subspace, which we can take as an $R^{1,1}$ subspace of the boundary of $AdS$. For these loops, the string worldsheet lives in an $AdS_3$ subspace of the full $AdS_d$ space, $d \geq 3$. Since we are merely studying the classical equations, the solutions can be embedded in any string theory geometry which contains an $AdS_3$ factor. We are interested in the area of these surfaces. This is a completely geometric problem.

One motivation for studying these classical solutions is that they will enable us to see how to apply integrability to find the quantities of interest. In fact, in the analysis of the spectrum of operators, it was useful to see how integrability determines the solution of the classical problem, see for example [7]. Of course, one is eventually interested in solving this problem for the full quantum theory. Here, we focus simply on the classical problem, which, hopefully, will be useful for the solution of the quantum problem in the future.

The area of the worldsheet depends on the positions of the cusps at the boundary. Conformal symmetry implies that the area depends only on cross ratios of these positions, up to a simple term which arises due to the regulator. For null polygons living in $R^{1,1}$ we have six conformal generators that move the positions of the cusps. To have a closed null polygon we need an even number of cusps, since each cusp joins a left moving with a right moving null line. In a situation with $2n$ cusps, we have $2(n - 3)$ cross ratios. The cusp positions are determined by $n \ x_i^+$ and $n \ x_j^-$ coordinates. We have $n - 3$ cross ratios made out of $x_i^+$ and $n - 3$ from the $x_i^-$. The first time we have a non-trivial dependence on the cross ratios is for $n = 4$ which corresponds to an eight-sided null polygon.

In order to analyze the problem one can use a Pohlmeyer type reduction [8,9,10].

\[\text{See also [11,12,13,14].}\]

---

1 See also [11,12,13,14].
α which obeys a generalized Sinh-Gordon equation. We can view this as a sophisticated
gauge choice, which is similar to a light-cone gauge, where we are left just with the physical
degrees of freedom. In addition to the field α one has a holomorphic polynomial \( p(z) \). The
worldsheet is the whole complex plane \( \mathbb{C} \) and the degree of the polynomial determines the
number of cusps of the Wilson loop. The spacetime embedding of the surface is obtained
by solving an auxiliary linear problem involving the field α. This auxiliary linear problem
displays Stokes phenomenon as \( z \to \infty \). In other words, depending of the angular sector in
z the solution takes different asymptotic forms. The various angular sectors are associated
to the various cusps for the Wilson loop. We explain this in detail and we provide formulas
for the regularized area in terms of the solution to the generalized sinh-gordon equation.

The same mathematical problem appears in the study of \( SU(2) \) Hitchin equations [15]. In fact, it was already pointed out in [15], that the Hitchin equations are related to
harmonic maps into \( SU(2) \). Since \( AdS_3 = SL(2) \) we are not surprised by such a relation.
Interestingly, these Hitchin equations also appear in the study of the supersymmetric vacua
of certain gauge theories [16,17]. For example, we could consider the theory that results
from wrapping a D4 brane on a two dimensional Riemann surface. The moduli space of
vacua of the resulting 2 + 1 dimensional theory is the same as the Hitchin moduli space.
This connection is specially useful because Gaiotto-Moore and Neitske have studied this
problem [16,17], exploiting its integrability and obtaining exact solutions in some cases.
The explicit solution found in [16] can be used to find the area as a function of the cross
ratios for the simplest non-trivial case, which is the case of an eight-sided null polygon.

This paper is organized as follows. In section two we explain the reduction to the
generalized Sinh-Gordon problem. In section three we explore the large \( z \) asymptotics of
the solution and we explain how to relate the spacetime cross ratios to the parameters in
the Sinh-Gordon problem. In section four we obtain fairly explicit solutions for regular
polygons. In section five we explain how to regularize the area using a physical spacetime
regulator. In section six we display the result for the octagonal Wilson loop by using
the results in [16] and in section seven we discuss our results and some possible future
directions. Finally, we defer many technicalities to various appendices. For a short version
of this paper see [18].

---

2 One can consider also spatial Wilson loops, such at the circular Wilson loop, in this case the
world-sheet has the topology of a disk.
2. Sinh-Gordon model from strings on $AdS_3$

2.1. Reducing strings on $AdS_3$ to the generalized Sinh-Gordon equation

Classical strings in $AdS$ spaces can be described by a reduced model, which takes into account both the equations of motion and the Virasoro constraints \[8,19,9\]. $AdS_d$ space can be written as the following surface in $R^{2,d-1}$

$$\vec{Y} \cdot \vec{Y} = -Y_{-1}^2 - Y_0^2 + Y_1^2 + \ldots + Y_{d-1}^2 = -1 \quad (2.1)$$

In terms of embedding coordinates, the conformal gauge equations of motion and Virasoro constraints are

$$\partial \bar{\partial} \vec{Y} - \partial \bar{\partial} \vec{Y} \cdot \vec{Y} = 0 \quad , \quad \partial \vec{Y} \cdot \partial \vec{Y} = \bar{\partial} \vec{Y} \cdot \bar{\partial} \vec{Y} = 0 \quad (2.2)$$

We are interested in spacelike surfaces embedded in $AdS$. We parametrize the world-sheet in terms of complex variables $z$ and $\bar{z}$. For the case of $AdS_3$ the above system can be reduced to the generalized sinh-Gordon model. We start by defining

$$e^{2\alpha(z,\bar{z})} = \frac{1}{2} \partial \vec{Y} \cdot \bar{\partial} \vec{Y} , \quad N_a = \frac{e^{-2\alpha}}{2} \epsilon_{abcd} Y^b \partial Y^c \partial Y^d , \quad p = -\frac{1}{2} \vec{N} \cdot \partial^2 \vec{Y} , \quad \bar{p} = \frac{1}{2} \vec{N} \cdot \bar{\partial}^2 \vec{Y} \quad (2.3)$$

Notice that $\vec{N} \cdot \vec{Y} = \vec{N} \cdot \partial \vec{Y} = \vec{N} \cdot \bar{\partial} \vec{Y} = 0$ and $\vec{N} \cdot \vec{N} = 1$. $\vec{N}$ is a purely imaginary vector whose imaginary part is a time like vector orthogonal to the space-like surface we are considering. It can be shown directly from (2.2) that $p = p(z)$ is a holomorphic function \[3\].

Later we will see that this result arises also as a consistency condition. Let us introduce the following basis of four-vectors

$$q_1 = \vec{Y} , \quad q_2 = e^{-\alpha} \bar{\partial} \vec{Y} , \quad q_3 = e^{-\alpha} \partial \vec{Y} , \quad q_4 = \vec{N} \quad (2.4)$$

with the remaining $q_i \cdot q_j = 0$. Notice that there is an internal $SO(2,2)$ group acting on the $i$ indices. Besides, each element of the basis is a space-time vector and there is a $SO(2,2)$ symmetry associated to space-time as well. Using the equivalence between $SO(2,2)$ and

3 For the real solutions considered in this paper, $p(z)$ and $\bar{p}(\bar{z})$ are complex conjugates. This condition could in principle be relaxed.
$SL(2) \times SL(2)$ we denote the two $SO(2,2)$ indices, internal and space-time, by $\alpha, \dot{\alpha}$ and $a, \dot{a}$, respectively. Next, consider the following matrix

$$W = \frac{1}{2} \begin{pmatrix} q_1 + q_4 & q_2 \\ q_3 & q_1 - q_4 \end{pmatrix}$$

(2.5)

Being precise, the elements of this matrix have indices $W_{\alpha \dot{\alpha}, a \dot{a}}$. The first two indices denotes rows and columns in the above matrix, while the other two are space-time indices. The equations of motion can be written as

$$\partial W_{\alpha \dot{\alpha}, a \dot{a}} + (B^L_z)_\beta W_{\beta \dot{\alpha}, a \dot{a}} + (B^R_z)_\beta W_{\alpha \beta \dot{\alpha}, a \dot{a}} = 0$$

$$\bar{\partial} W_{\alpha \dot{\alpha}, a \dot{a}} + (B^L_z)_\beta W_{\beta \dot{\alpha}, a \dot{a}} + (B^R_z)_\beta W_{\alpha \beta \dot{\alpha}, a \dot{a}} = 0$$

(2.6)

with the $SL(2)$ connections $B^{L,R}$ given by

$$B^L_z = \left( \frac{1}{2} \partial \alpha \quad -e^{-\alpha} p(z) \right), \quad B^L_{\bar{z}} = \left( -\frac{1}{2} \bar{\partial} \alpha \quad -e^{-\alpha} \bar{p}(\bar{z}) \right)$$

$$B^R_z = \left( -\frac{1}{2} \partial \alpha \quad e^{-\alpha} p(z) \right), \quad B^R_{\bar{z}} = \left( \frac{1}{2} \bar{\partial} \alpha \quad -e^{-\alpha} \bar{p}(\bar{z}) \right)$$

(2.7)

The consistency conditions of the equations (2.7) imply that these connections are flat

$$\partial B^L_z - \bar{\partial} B^L_{\bar{z}} + [B^L_z, B^L_{\bar{z}}] = 0, \quad \partial B^R_z - \bar{\partial} B^R_{\bar{z}} + [B^R_z, B^R_{\bar{z}}] = 0$$

(2.8)

These imply that $p$ is a holomorphic function, as claimed above, and that $\alpha$ satisfies the generalized sinh-Gordon equation

$$\partial \bar{\partial} \alpha(z, \bar{z}) - e^{2\alpha(z, \bar{z})} + |p(z)|^2 e^{-2\alpha(z, \bar{z})} = 0$$

(2.9)

The area of the world-sheet is simply given by the conformal gauge action expressed in terms of the reduced fields

$$A = 4 \int d^2 z e^{2\alpha}$$

(2.10)

For the solutions in this paper this area is infinite. The proper regularization of the area is the subject of section five. Note that (2.9) and (2.10) are invariant under conformal transformations provided we transform $\alpha$ and $p$ accordingly. This is the original conformal invariance of the theory which the homogeneous Virasoro constraints in (2.2) have not broken.

4 If $z = x + iy$, then $\int dz^2 = \int dxdy$ and $\partial = \frac{1}{2}(\partial_x - i\partial_y)$, etc.
2.2. Recovering the surface from a solution to the generalized Sinh-Gordon problem

Given a solution of the generalized sinh-Gordon model, one would like to reconstruct the classical string worldsheet in $AdS_3$. For that purpose, given the connections $B^{L,R}$, consider the auxiliary linear problem

$$
\begin{align*}
\partial \psi^L_\alpha + (B^L_z)_\alpha^\beta \psi^L_\beta &= 0, \\
\partial \bar{\psi}^L_\alpha + (B^L_{\bar{z}})_\alpha^\beta \bar{\psi}^L_\beta &= 0, \\
\partial \psi^R_\dot{\alpha} + (B^R_z)_\dot{\alpha}^\dot{\beta} \psi^R_\dot{\beta} &= 0, \\
\partial \bar{\psi}^R_\dot{\alpha} + (B^R_{\bar{z}})_\dot{\alpha}^\dot{\beta} \bar{\psi}^R_\dot{\beta} &= 0
\end{align*}
$$

Each of these problems has two linearly independent solutions, which we denote $\psi^L_\alpha,a$, $a = 1,2$ and $\psi^R_\dot{\alpha},\dot{a}$, $\dot{a} = 1,2$. Since the connections are in $SL(2)$ we can define an $SL(2)$ invariant product which will be a constant. Namely we can evaluate it at any point. We can use this product to normalize the pair of solutions as

$$
\psi^L_a \wedge \psi^L_b \equiv \epsilon^{\beta\alpha} \psi^L_\alpha,a \psi^L_\beta,b = \epsilon_{ab}, \\
\bar{\psi}^{\dot{\beta}\dot{\alpha}} \psi^R_\dot{\alpha},\dot{a} \psi^R_\dot{\beta},\dot{b} = \epsilon^{\dot{\alpha} \dot{b}}
$$

This can be seen by noticing that the left hand side is anti-symmetric in $(a,b)$ and is annihilated by both derivatives. Notice that there is an $SL(2)$ group that acts on the index $a$ transforming the pair of normalized solutions into another pair of normalized solutions. There is another $SL(2)$ that acts on the index $\dot{a}$. These are the two $SL(2)$ symmetries of the $AdS_3$ target space. The tensor $W_{\alpha\dot{\alpha},a\dot{\alpha}}$ can be written in terms of these solutions as

$$
W_{\alpha\dot{\alpha},a\dot{\alpha}} = \psi^L_{\alpha,a} \psi^R_{\dot{\alpha},\dot{a}}
$$

This can be seen as follows. Notice that if the components of $W$ can be written in this way at one point, then (2.11) imply that the same is true everywhere. In order to show that at one point $W$ can be written in terms of a product of spinors as in (2.13), we note that each entry in (2.5) is a null vector in $R^{2,2}$, so they can be written as a product of spinors.

In addition, the inner products among the $q_i$ obey the equations in (2.4), which ensures the decomposition in (2.13). This decomposion is stating that all four null vectors $q_i$ can be written in terms of just two spinors of each kind. The explicit form of the solution $Y_{a\dot{a}}(z,\bar{z})$ is simply given by the element $q_1$ in (2.13). More explicitly, we have

$$
Y_{a\dot{a}} = \left( \begin{array}{cc} Y_{-1} + Y_2 & Y_1 - Y_0 \\ Y_1 + Y_0 & Y_{-1} - Y_2 \end{array} \right)_{a\dot{a}} = \psi^L_{\alpha,a} M^\alpha_1 M^\beta_1 \psi^R_{\beta,\dot{a}}, \\
M^\alpha_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
$$

Notice that the product of two vectors $Y.X$ with the metric in (2.1) is given by $Y.X = -\frac{1}{2} Y_{a\dot{a}} X_{b\dot{b}} \epsilon^{ab} \epsilon^{\dot{a}\dot{b}}$. 

5 Notice that the product of two vectors $Y.X$ with the metric in (2.1) is given by $Y.X = -\frac{1}{2} Y_{a\dot{a}} X_{b\dot{b}} \epsilon^{ab} \epsilon^{\dot{a}\dot{b}}$. 
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Similarly we can write the expressions for other $q_i$ in (2.3) by substituting $M_1$ by $M_i$ where
$M_i$ are simple matrices designed to extract the corresponding $q_i$ from (2.3). We see that
the problem factorizes into the left problem, involving $\psi^L$ and the connection $B^L$ and
the right one. The final formula for the $SL(2)$ group element which parametrizes $AdS_3$ in
(2.14) is somewhat analogous to a similar decomposition for the $SL(2)$ WZW model where
the $SL(2)$ group element $G$ is expressed as $G = G(z)\tilde{G}(\bar{z})$. In our case, the WZ term is
zero and we have an ordinary sigma model. We will see below that it might be convenient
for some purposes to perform gauge transformations either on the left problem or the
right problem. Such gauge transformations will be restricted at infinity, so that we cannot
remove the flat connection completely. Certain quantities, such as the inner products
(2.12) are gauge invariant. On the other hand the expression for the $AdS_3$ coordinates in
(2.14), does depend on the gauge. In another gauge the expressions would be given by
the same formula in terms of a matrix $M_1$. This matrix however would have a different
form which can be computed by acting with the gauge transformations on $M_1$ in (2.14).
Fortunately, we will find that we can get most of the important physical information from
quantities that are gauge invariant.

In appendix F we discuss how worldsheet and spacetime parity are realized in this
description.

2.3. Introduction of a spectral parameter and Hitchin equations

It turns out that the left connection $B^L$ can be promoted to a family of flat connections
by introducing a spectral parameter. Consider

$$
B_z(\zeta) = \begin{pmatrix}
\frac{1}{2}\partial\alpha & -\frac{1}{2}e^\alpha p(z) \\
-\frac{1}{2}e^{-\alpha}p(z) & \frac{1}{2}\partial\alpha
\end{pmatrix}, \\
B_{\bar{z}}(\zeta) = \begin{pmatrix}
-\frac{1}{2}\bar{\partial}\alpha & -\zeta e^{-\alpha} \bar{p}(z) \\
-\zeta e^\alpha & \frac{1}{2}\bar{\partial}\alpha
\end{pmatrix}
$$

(2.15)

The flatness condition $\partial B_z - \bar{\partial} B_{\bar{z}} + [B_z, B_{\bar{z}}] = 0$ is then satisfied for any value of $\zeta$. Notice
that both, left and right connections can be obtained from this $B_z(\zeta)$, more precisely

$$
B^L_z = B_z(1), \quad B^R_z = U B_z(i) U^{-1}, \quad U = \begin{pmatrix}
0 & e^{i\pi/4} \\
e^{i3\pi/4} & 0
\end{pmatrix}
$$

(2.16)

---

6 One could consider introducing four different parameters multiplying the off diagonal com-
ponents. The flatness condition, allows only two independent parameters. By performing a gauge
transformation of the form $U = \text{diag}(e^{\beta/2}, e^{-\beta/2})$ the connections can always be brought to the
form (2.15).
Notice that we can decompose the connection as follows

\[ B_z(\zeta) = A_z + \frac{1}{\zeta} \Phi_z, \quad B_{\bar{z}}(\zeta) = A_{\bar{z}} + \zeta \Phi_{\bar{z}} \] (2.17)

This agrees with the form used in [16,17]. The zero curvature conditions can be rephrased in terms of the following equations

\[ D_{\bar{z}} \Phi_z = D_z \Phi_{\bar{z}} = 0, \quad F_{z\bar{z}} + [\Phi_z, \Phi_{\bar{z}}] = 0 \] (2.18)

These are the Hitchin equations [13], which arise by dimensional reduction of the four dimensional self duality condition (instanton equations) to two dimensions. \( A \) has the interpretation of a gauge connection in two dimensions and \( \Phi \) is a Higgs field. \( D_\mu \Phi = \partial_\mu \Phi_z + [A_\mu, \Phi_z] \) is the covariant derivative and \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu] \) is the field strength. These equations have also been studied in the context of matrix string theory, in studying scattering processes [20,21,22].

The Hitchin equations can be considered for a generic gauge group. The solutions at hand are a particular case of the Hitchin equations for the \( SU(2) \) gauge group. More precisely, the generic solutions for the \( SU(2) \) case contain also an off-diagonal contribution to the gauge field \( A \). The configurations we consider here are the subspace which is invariant under a certain \( Z_2 \) symmetry of the equations. More precisely, if \( \sigma^3 \) is the Pauli matrix, the \( Z_2 \) symmetry acts as \( A \to \sigma^3 A \sigma^3 \) and \( \Phi \to -\sigma^3 \Phi \sigma^3 \). We are projecting onto the \( Z_2 \) invariant subspace. Thus the moduli space of our problem is a subspace of the full hyperkahler Hitchin space. This half dimensional subspace is sometimes called the “real section”. The full hyperKahler space can be represented as a torus fibration over this “real section”.

3. The solution for large \( |z| \) and the spacetime cross ratios

The generalized sinh-gordon equation is conformal invariant. This is a reflection of the original conformal invariance of the sigma model, which is not fixed by setting \( T_{zz} = T_{\bar{z}\bar{z}} = 0 \). We could simplify the equation by defining a new variable \( w \) such that

\[ dw = \sqrt{p(z)}dz \] (3.1)

and a similar relation for \( \bar{w} \). One might think that this would remove \( p \) completely and that we can forget about it. The information in \( p \) does not go away since the variable \( w \)
has a square root branch cut at each of the zeros of $p$. We will see that for our problem $p$ is a polynomial of degree $n-2$, where $2n$ is the number of sides of the polygon. For such polynomials we end up with the hyperelliptic Riemann surface $y^2 = p(z)$, and then $dw = ydz$ is a one form on the Riemann surface. Nevertheless this is a useful change of variables locally. In the $w$ variables the generalized sinh-Gordon equation (2.9) simplifies to

$$\partial_w \bar{\partial}_w \hat{\alpha} - e^{2\hat{\alpha}} + e^{-2\hat{\alpha}} = 0 , \quad \hat{\alpha} \equiv \alpha - \frac{1}{4} \log p \bar{p}$$

The expression for the area then becomes $A = 4 \int d^2 w e^{2\hat{\alpha}}$. Thinking about the problem in terms of the $w$ variables is useful for some purposes. It is particularly useful to think about the $w$ variables when we study the form of the surface at large $|z|$. In the $w$ variables the linear problem has the form

$$(\partial_w + \hat{B}_w^L) \hat{\psi} = (\partial_{\bar{w}} + \hat{B}_{\bar{w}}^L) \hat{\psi} = 0 ,$$

$$\hat{B}_w^L = \left( \begin{array}{cc} - \cosh \hat{\alpha} & -\frac{i}{2} \partial_w \hat{\alpha} - i \sinh \hat{\alpha} \\ \frac{i}{2} \partial_w \hat{\alpha} - i \sinh \hat{\alpha} & \cosh \hat{\alpha} \end{array} \right) ,$$

$$\hat{B}_{\bar{w}}^L = \left( \begin{array}{cc} - \cosh \hat{\alpha} & \frac{i}{2} \partial_{\bar{w}} \hat{\alpha} + i \sinh \hat{\alpha} \\ -\frac{i}{2} \partial_{\bar{w}} \hat{\alpha} + i \sinh \hat{\alpha} & \cosh \hat{\alpha} \end{array} \right) ,$$

$$\hat{\psi}_L = e^{i \frac{2}{\pi} \sigma_3} e^{i \frac{2}{\pi} \sigma_2} e^{i \frac{1}{4} \log \frac{p}{\bar{p}}} \sigma_3 \hat{\psi}_L$$

where the last equation states that we have made a gauge transformation ($\sigma_3$ is one of the Pauli matrices). This transformation was designed to simplify the expression for large $z$, and it was chosen with some hindsight. If we wanted to introduce a spectral parameter $\zeta$, we would need to divide both hyperbolic functions in $B_w^L$ by $\zeta$ and multiply both hyperbolic functions in $B_{\bar{w}}^L$ by $\zeta$.

In order to understand the solution at large $z$ it is convenient to look at the particular solution for $n = 2$ (four sides). In this case $p = 1$ and the $z$ plane and the $w$ plane are equal. The solution is simply $\hat{\alpha} = 0 = \alpha$. In order to compute the spacetime quantities we need to solve the linear problem. In this case $\hat{B}$ is constant and diagonal, thanks to the gauge transformation in (3.3). In this gauge the two solutions are

$$\eta^L_+ = \left( \begin{array}{c} e^{w+\bar{w}} \\ 0 \end{array} \right) , \quad \eta^L_- = \left( \begin{array}{c} 0 \\ e^{-(w+\bar{w})} \end{array} \right)$$

7 One can of course consider solutions with $p(z)$ being a generic, non polynomial, holomorphic functions. In appendix D we study an example with $p(z) = e^z$. 8
we reserve the letter $\psi$ to denote generic solutions, while $\eta_\pm$ denote these two specific solutions. Note that for $Re(w) \rightarrow +\infty$ the first solution grows while the second decreases. On the other hand, the opposite is true for $Re(w) \rightarrow -\infty$. The region $Re(w) > 0$ defines an anti-Stokes sector and the region $Re(w) < 0$ defines another anti-Stokes sector. In each anti-Stokes sector, one of the two solutions dominates. The lines $Re(w) = 0$ which separate them are anti-Stokes lines. Along those lines the dominant solution changes.

We can also consider the right problem. We have seen that the right problem can be obtained from the left one by introducing the spectral parameter $\zeta$ and then setting $\zeta = i$. In this way we can find the following two solutions:

$$
\eta_+^R = \left( \begin{array}{c} e^{(w - \bar{w})/i} \\ 0 \end{array} \right), \quad \eta_-^R = \left( \begin{array}{c} 0 \\ e^{(w - \bar{w})/i} \end{array} \right),
$$

Here one solution dominates for $Im(w) \rightarrow +\infty$ and the second for $Im(w) \rightarrow -\infty$. Now the anti-Stokes lines are at $Im(w) = 0$. A general solution of the right problem is a linear combination of these two solutions. These solutions are written in a gauge that differs from the original gauge by $\hat{\psi}^R = e^{i\frac{\pi}{4} \sigma^3} e^{i\frac{\pi}{4} \sigma^2} e^{\frac{1}{2} \log \hat{\theta} \sigma^3} U \psi^R$, where $U$ is given in (2.16).

In the case of general $n$ (and a general polynomial $p$) we expect that the solution near each cusp reduces to the solution for the case we had above. This can be achieved if we demand that $\hat{\alpha} \rightarrow 0$ when $z$ (or $w$) go to infinity. In addition we demand that $\alpha$ (but not $\hat{\alpha}$) is finite everywhere. This is expected to lead to a unique solution for the generalized sinh-Gordon problem and we discuss some explicit solutions in section four. For large $z$ we can set $\hat{\alpha} = 0$ and we recover the above solutions within each anti-Stoke sector. We will discuss below what happens when we change sectors. First let us discuss the form of the solution within each sector.

When we combine the left and right problems, then we need to divide the $w$ plane into quadrants. The first is at $Re(w) > 0$, $Im(w) > 0$ and the rest are simply rotations of this one. In each of these quadrants the dominant solution is one particular combination of the solutions described above. We will now argue that each quadrant corresponds to the solution near a cusp of the Wilson loop.

Within each anti-Stoke sector there is a big solution and a small solution for the left problem and similarly for the right problem. The small solution is defined up to an overall rescaling. On the other hand the big solution is not quite well defined because we can

---

8 For general $\zeta$ the two solutions are $\eta_+(\zeta) = \left( \begin{array}{c} e^{(w/\zeta + \bar{w}/\zeta)} \\ 0 \end{array} \right), \eta_-(\zeta) = \left( \begin{array}{c} 0 \\ e^{-(w/\zeta + \bar{w}/\zeta)} \end{array} \right)$. 
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**Fig. 1:** Stokes sectors in the $z$ plane (a) and in the $w$ plane (b). The dashed lines are Stokes lines for the left problem and anti-Stokes lines for the right problem. The opposite is true for dotted lines. In (b) we see one sheet of the $w$ plane. Each quadrant is associated to one cusp. Notice that the two upper quadrants (dotted blue line) correspond to a single coordinate $x^-$, while the two left quadrants (dashed green line) correspond to a single $x^+$ coordinate.

**Fig. 2:** Positions of the cusps on the boundary of $AdS_3$. Each quadrant in $w$ is mapped to a cusp. As we go from one quadrant to the next we change only $x^+$ or only $x^-$, so we move along light like lines on the boundary. We only show a portion of the polygon.

always add a multiple of the small solution. Furthermore, as we will see below, the big solution shifts by an amount involving the small solution when we cross a Stokes line.
These lines are in the middle of the anti-Stokes sector. Of course, the big part of the big solution is what determines the behavior of the string worldsheet for large $z$. The general form of the worldsheet is given by picking two solutions of the left problem, $t^L_a = \psi^L_{\alpha a}$, $a = 1, 2$, and two solutions of the right problem, $\psi^R_{\dot{a}\beta}$, and then setting

$$Y_{\dot{a}a} = \psi^L_{\alpha a} M^{\alpha\dot{\beta}}_1 \psi^R_{\dot{\beta} \dot{a}}$$

where $M^{\alpha\dot{\beta}}_1$ is a matrix that depends on the gauge that we choose for the left and right problem. For example, in the gauge used in (2.14) $M^{\alpha\dot{\beta}} = \delta^{\alpha\dot{\beta}}$.

Since some components of these solutions are going to infinity as we go to large $z$, we see that the worldsheet is approaching the boundary of $AdS_3$. In order to identify the part of the solution that is growing we can write a solution $\psi$ as

$$\psi_a = c^\text{big}_a b + c^\text{small}_a s$$

where $b$ is the big part of the solution and $s$ the small part and $c^\text{big}$ and $c^\text{small}$ are numerical coefficients. As we mentioned above we can always add the small part of the solution to the big one, so the coefficient $c^\text{small}$ is not so well defined. On the other hand the coefficient $c^\text{big}$ is well defined, once we choose a normalization for the small solution and we set the normalization condition $b \wedge s = 1$. In this case we can find $c^\text{big}$ as $c^\text{big} = \psi \wedge s$. This allows us to write the large part of (3.6) as

$$Y_{\dot{a}a} = \psi^L_a \wedge s^L \psi^R_{\dot{a}} \wedge s^R \left( b^L_a M^{\alpha\dot{\beta}}_1 b^R_{\dot{\beta}} \right)$$

We see that up to a constant this leads to a spinor product expression for $Y_{\dot{a}a} \sim \lambda_a \tilde{\lambda}_{\dot{a}}$ this implies that, in this approximation $Y^2 = 0$, which is as expected since the boundary of $AdS$ is given by $Y$ with $Y^2 = 0$ and with the identification $Y \sim \gamma Y$ for any $\gamma$. Note that the target space $SL(2)_L \times SL(2)_R$ transformations act on the $a, \dot{a}$ indices. In other words, points on the boundary of $AdS_3$ are related to a choice of spinors $\lambda_a$, $\tilde{\lambda}_{\dot{a}}$, defined up to a rescaling.

We can now choose some coordinates on the boundary, such a Poincare coordinates defined as

$$Y_{-1} + Y_2 = \frac{1}{r}, \quad x^\pm = \frac{Y_1 \pm Y_0}{Y_{-1} + Y_2}$$

Then we see that

$$x^+_i = \frac{\lambda_2}{\lambda_1} = \frac{\psi^L_2 \wedge s^L_i}{\psi^L_1 \wedge s^L_i}, \quad x^-_i = \frac{\tilde{\lambda}_2}{\tilde{\lambda}_1} = \frac{\psi^R_2 \wedge s^R_i}{\psi^R_1 \wedge s^R_i}$$
These expressions involve only the solution of the left problem or only the right problem. Both are gauge invariant under their respective local gauge transformations. We are allowing only gauge transformations which do not grow at the boundary, otherwise, we would erase the physical information since we could set the solution to a constant as we have a flat connection. These expressions do not depend on the normalization of the solutions $s_{i}^{L,R}$. We are now in a position to compute

$$x_{i}^{+} - x_{j}^{+} = -\frac{s_{i}^{L} \wedge s_{j}^{L}}{\psi_{i}^{L} \wedge \psi_{j}^{L} \wedge s_{j}^{L}}$$

(3.11)

where we used (3.10) and the fact that $\psi_{1} \psi_{2}$ is a normalized basis. When we pick four points and we form a cross ratio the factors in the denominator in (3.11) drop out and we get\footnote{This cross ratio can also be written in term of a pair of spinors $\lambda, \bar{\lambda}$ which are defined up to rescalings and parametrize the boundary of $AdS_{3}$. Namely we have $\frac{x_{12}^{+} x_{34}^{+}}{x_{13}^{+} x_{24}^{+}} = \langle 12 \rangle \langle 34 \rangle = \langle 13 \rangle \langle 24 \rangle$, where $\langle 12 \rangle = e^{ab} \lambda_{a}^{\dagger} \lambda_{b}$. The minus cross ratios are written in terms of $\bar{\lambda}$.}

$$\frac{x_{12}^{+} x_{34}^{+}}{x_{13}^{+} x_{24}^{+}} = \frac{s_{1}^{L} \wedge s_{2}^{L} s_{3}^{L} \wedge s_{4}^{L}}{s_{1}^{L} \wedge s_{2}^{L} s_{2}^{L} \wedge s_{4}^{L}} = \chi(\zeta = 1)$$

(3.12)

Where 1, 2, 3, 4 indicate any four distinct points, not necessarily consecutive. Note that the overall factors multiplying each of the $s_{i}$ drop out. The expression in the right hand side are the cross ratios introduced in [23,17]. The right hand side of (3.12) can also be considered for any $\zeta$. Here one considers simply the small solutions of the problem with the connection in (2.13). The $x^{-}$ cross ratios are given by $\chi(\zeta = i)$ which is simply the same expression in terms of the small solutions of the right problem. The authors of [16,17] showed that it is useful to analyze the cross ratios as a function of $\zeta$ in order to solve the problem. For our problem the cross ratios at $\zeta = 1$ and $\zeta = i$ play a special role because they directly define the physical cross ratios for the spacetime problem.

Let us now consider a polynomial $p \sim z^{n-2} + \cdots$. At large $z$ we find that $w \sim z^{n/2} + \cdots$. Thus, as we go around once in the $z$ plane we go around the $w$ plane $n/2$ times. This implies that the left sector has $n$ anti-Stokes sectors. We can label its anti-Stokes sectors by $i = 1, \cdots, n$. In each sector we have a well defined value of $x_{i}^{+}$. At the center of each anti-Stokes sector we have a Stokes line where the small solution is smallest and the large solution is largest. Once we find the small solution in each region, we can compute all the $n - 3$ cross ratios, which depend on the $n x_{i}^{+}$ points. We have an $SL(2)$ symmetry acting on the $x^{+}$ variable and that is the reason why we have $n - 3$ independent cross ratios.
The right problem has its own $n$ regions where the solution ends at $x_i^-$. The value of $x^+$ changes as we cross anti-Stokes lines. An anti-Stokes line of the left problem is a Stokes line for the right problem. This means that when $x^+$ changes, $x^-$ does not change and vice-versa. This means that the different cusps are light like separated. If we label the $x_i^-$ variables by the index $i = 1, \cdots, n$. Then we have that cusps are labeled by the pair $(x_i^+, x_{i-1}^-), (x_i^+, x_i^-), (x_{i+1}^+, x_i^-)$ and so on. Each time we go from one cusp to the next only $x^+$ or only $x^-$ changes, see fig. 1 and fig. 2.

We end up with $2n$ quadrants in the $w$ coordinates corresponding to the $2n$ cusps of the problem. The total number of left plus right cross ratios is $2(n - 3)$, which is also the number of non-trivial parameters in the polynomial $p$. These are counted as follows. The coefficient of the maximal degree term can be set to one by conformal rescalings of the $z$ coordinates. We can remove one other complex coefficient by performing a translation in $z$. Thus we are left with $n - 3$ complex coefficients, or $2(n - 3)$ real ones. One might think that it should be possible to remove one extra real parameter because we can perform rotations in the $z$ plane. Indeed, the generalized Sinh-Gordon problem is invariant under such rotations. On the other hand, the values of the spacetime cross ratios do depend on the relative position of the zeros of $p$ and the lines defining the Stokes sectors. In fact, we will see explicitly that the final answer for physical quantities does depend on the relative orientation of the zeros of $p$ and the Stokes lines. The orientation of the Stokes lines was fixed when we set the coefficient of the leading term in $p$ to one.

3.1. Approximate solutions for large $z$, Stokes lines and Stokes matrices

In the case with $p = 1$ ($n = 2$) (3.4) are the exact solutions of the problem. For general $n$ these are only approximate solutions. These approximate solutions are a good approximation to the problem only within some angular sectors. The problem displays the Stokes phenomenon. This is just the fact that we cannot analytically continue the approximate solutions to the full asymptotic region of the $w$ space. The sectors are separated by Stokes lines where the asymptotic form of the solution jumps. Let us describe this more concretely. Consider the left problem in the large $w$ region, such as $Im(w) < 0$. Within that region (3.4) is a good approximate solution.

Let us consider now what happens when $|w| \gg 1$ and we cross the line where $w$ is real and positive. The solution that decreases as $Re(w) \to +\infty$ is accurately given by (3.4) and is the same on both sides of the line. On the other hand, the large solution has a jump in its small solution component. More precisely, we choose a basis of solutions which has
the asymptotic form in (3.4) in one Stokes sector. We denote these two exact solutions as $\eta_{\text{before}}^\pm$. After we cross the Stokes line, we enter into a new Stokes sector. We can now choose another basis of solutions which has the asymptotic form in (3.4) in this new sector. We denote these two exact solutions as $\eta_{\text{after}}^\pm$. These two sets of solutions should be related by a simple linear transformation. In fact we have

$$\eta_a|_{\text{before}} = S_a^b \eta_b|_{\text{after}}, \quad S(\gamma) = \begin{pmatrix} 1 & \gamma \\ 0 & 1 \end{pmatrix}$$

(3.13)

The Stokes matrix acts on the target space $SL(2)$ index, $a = \pm$, of the solutions. In other words $\eta_{\pm}|_{\text{before}}$ has a new asymptotic expression in the new sector. It is the correct analytic continuation of the solution. This differs from the the analytic continuation of the approximate expression by the Stokes matrix. The full exact solution is continuous across this line, it is only the approximation that becomes discontinuous. The fact that we get this admixture of the small solution is not important in this region. However, as we move to the region where $Re(w)$ is negative, this small solution becomes large and then its effect can become very important. The value of $\gamma$ depends on the full exact solution and we cannot compute it purely at large $w$ (at least without using some tricks). In the region where $w$ is real and very negative we have a similar Stokes matrix, but of the form $\sigma^1 S(\gamma) \sigma^1$ since the large and small solutions are $\eta_-$ and $\eta_+$ respectively. Notice that the approximation is good around the anti-Stokes lines. In that region the two approximate solutions correctly represent the full solution. From the spacetime point of view, the anti-Stokes lines correspond to the segments in the Wilson loop while the Stokes line is irrelevant for the behavior of the spacetime solution along that line. However, it becomes important for determining the spacetime solution elsewhere.

We can use the Stokes matrices to obtain the correct asymptotic expression of a solution in all regions once we know it in one region. These different asymptotic expressions determine the different cusp positions in each sector. Thus, the Stokes matrices are directly related to the positions of the cusps. We make this more explicit in appendix B. The information in the Stokes matrices is equivalent to the information contained in the cross ratios. More precisely, the Stokes matrices can change if we change the basis. The cross ratios contain the invariant information.
3.2. Different presentations for the Wilson loop problem

The vacuum expectation value of Wilson loops at strong coupling can be computed by computing the area of minimal surfaces in $AdS$ \[24\] \[25\]

$$\langle W \rangle \sim e^{-\frac{R^2}{2\pi\alpha'}(\text{Area})}$$ (3.14)

where the area is measured in units where the radius of AdS is one. In the application of these formulas to $\mathcal{N} = 4$ super Yang-Mills $\frac{R^2}{2\pi\alpha'} = \frac{\sqrt{\lambda}}{2\pi}$. For other theories, like for instance [26], we can use the corresponding relation between the radius of AdS in string units and the parameters of the field theory. Throughout this paper we set the radius of AdS to one and we simply talk about the geometric area of the surface. For different applications one can insert the corresponding overall factors as in (3.14). The overall factor appearing in (3.14) is related to the strong coupling value of the cusp anomalous dimension.

Let us discuss in more detail different possible physical configurations that give rise to the same Wilson loop. The surface corresponding to the Wilson loop is simplest if all cusps are backward or forward directed. In the scattering interpretation this corresponds to the case where the momentum transfer between adjacent gluons is spacelike. The worldsheet in this case is expected to be a spacelike surface embedded in the Lorentzian spacetime.

![Fig. 3: Different pictures for the Wilson loops considered in this paper. For a possible scattering configuration one has to include at least one incoming right mover and one outgoing left mover, see (a). Notice that the momentum transfer is time-like in two of the cusps. In (b) we consider a Wilson loop with two lines going to infinity. The corresponding Penrose diagram is shown in (c). In (d) we have mapped this Penrose diagram to the cylinder, by identifying its left and right vertices.](image-url)
Fig. 4: We view the two dimensional space as a cylinder. We can consider a polygonal Wilson loop going around the cylinder.

If we consider null polygons in $R^{1,1}$ we find that if we want the polygon to live in a compact region of $R^{1,1}$, then we cannot make all cusps forward or backward directed. Some of them have to point sideways, see fig. 3(a). In the scattering interpretation is is clear why we have this. The bottom part of the jagged polygon in fig. 3(a) corresponds to incoming leftmovers and outgoing right movers. This is not a possible scattering configuration unless we include at least one incoming right mover and one outgoing left mover.

If we want to insist in having no sideways cusps in the null polygon, then we can send some points to infinity. We are then left with the configuration in figure fig. 3(b), with lines going to infinity. If we were to write the Penrose diagram for Minkowski space, then we would find that we can have null lines at the boundaries, as in figure fig. 3(c). In this case all the cusps are forward or backwards, but three of them are at infinity. Namely, $x^+_n = x^-_n = \infty$ so that three of the cusps have at least one infinite coordinate. It is natural to consider this configuration on the cylinder, which is the global boundary of $AdS_3$. In this case we can have a null polygon going around the cylinder, see fig. 4(a). If we put a cusp at the point corresponding to spatial infinity of the Minkowski patch, then we end up with the configuration in fig. 3(c)(d). Note that $SL(2,R)_L \times SL(2,R)_R$ transformations allow us to fix the position of three $x^+_i$ and three $x^-_i$. So we can always send some points to infinity. However, once we send them to infinity, we might loose the information of whether they are closing the contour on the upper side of the Minkowski boundary versus the lower side.

10 We restrict ourselves to configurations that wrap the cylinder only once.
There is an embedding of the null polygon into a bounded region which also has a clear scattering interpretation. For this purpose we embed the $AdS_3$ space we have been considering in a different way inside $AdS_5$ (or actually $AdS_4$). We can consider a null polygon which lives in a subspace of $R^{1,2}$, the subspace given by

$$-\tilde{x}_0^2 + \tilde{x}_1^2 + \tilde{x}_2^2 = 1 \quad (3.15)$$

This is a subspace of $R^{1,2}$ which is conformal to a cylinder. Once we add the radial coordinate, the $R^{1,2}$ space leads to an $AdS_4$ space (which could be a subspace of $AdS_5$). We will now argue that there is an $AdS_3$ subspace of $AdS_4$ which ends on (3.15) in $R^{1,2}$. We start with $AdS_4$ written in terms of embedding coordinates $-Y_0^2 - Y_1^2 + Y_2^2 + Y_3^2 = -1$. We now take $\tilde{r}$ to be the radial coordinate in $AdS_4$, $1/\tilde{r} = Y_{-1} + Y_3$, and $\tilde{x}_\mu = \tilde{r}Y_\mu$, $\mu = 0, 1, 2$. Then $Y_3 = -(\tilde{r}_0^2 + \tilde{x}_1^2 + \tilde{x}_2^2 - 1)/(2\tilde{r})$. We see that setting $Y_3 = 0$ gives an $AdS_3$ subspace of $AdS_4$ whose boundary is (3.15). The projection of a null polygon that can be embedded in (3.15) is given by an ordinary polygon on the $x_1, x_2$ plane that obeys a special condition. All the sides of the polygon should be tangent to the unit circle, see fig. 5(b).

Thus the null polygonal configurations that go around the cylinder at the $AdS_3$ boundary corresponds to a special null polygon which lives in a bounded region of $R^{1,2}$. If we
are given the corresponding minimal surface in $AdS_3$ we can find the $AdS_4$ embedding of the surface as

$$\frac{1}{\tilde{r}} = Y_{-1}, \quad \tilde{x}_0 = \frac{Y_0}{Y_1}, \quad \tilde{x}_{1,2} = \frac{Y_{1,2}}{Y_{-1}}$$

(3.16)

We use tilde to denote the $AdS_4$ Poincare coordinates, in order to differentiate them from the $AdS_3$ Poincare coordinates. In this coordinates it is easy to consider null polygons which live in a bounded domain of $R^{1,2}$ where all the cusps are future or past directed. Using these changes of coordinates and (2.14) we can easily construct solutions in any of these pictures.

Though we can map these configurations to each other, once we introduce the regulator, these give slightly different answers because the natural regulator is slightly different in the different cases. For example, for configuration that live in $R^{1,1}$ we can regulate the radial poincare $AdS_3$ coordinate $r$ which is $1/(Y_{-1} + Y_2)$. On the other hand the natural regulator for the embedding into $R^{1,2}$ in fig. 5 is $\tilde{r} = 1/Y_{-1}$. The various answers should be related by the Weyl anomaly for null Wilson loops, which could probably be deduced from [27].

3.3. Connection to the results of Gaiotto-Moore-Neitzke

Introducing a spectral parameter, $\zeta$, and thinking about the analytic structure of the gauge invariant information contained in the flat connection is a standard tool for analyzing the solutions of integrable models. For example, if one considers strings moving in $AdS$, the worldsheet is a cylinder and then one can consider the eigenvalues of the holonomy of the flat connection around the cylinder [7]. The analytic structure of these eigenvalues characterizes the solution. In our problem, the gauge invariant information is contained in the cross ratios. So studying the cross ratios as a function of $\zeta$ is a way to solve the problem. Indeed, this is precisely what Gaiotto, Moore and Neitzke do in [16,17]. They considered essentially the same mathematical problem. They were motivated by study the hyperkahler moduli space of certain three dimensional field theories with $N = 4$ supersymmetry (8 supercharges). Those theories can arise from wrapping D4 branes on Riemann Surfaces [17]. If we consider two D4 branes we get an $SU(2)$ gauge field plus a Higgs field (due to the twisting [28]). The classical Higgs branch moduli space of vacua of these theories is the moduli space of the Hitchin equations on the corresponding Riemann surface. We do not have the full Hitchin moduli space because our problem amounts to a projection of the Hitchin problem, which is sometimes called a real section. In our case the
moduli space is simply Kahler. The problem we consider corresponds to an orbifold of the above brane configuration which leaves only a $U(1)$ subgroup of $SU(2)$ and the charged Higgs fields as mentioned in the previous section.

Gaiotto, Moore and Neitzke have exploited the analytic structure of the cross ratios as a function of $\zeta$ and have written a Riemann-Hilbert problem whose solution determines the metric in moduli space. The moduli space is parametrized by the coefficients of the polynomial, $z_i$, where $z_i$ are taken to be the zeros of the polynomial, $p = \prod_{i=1}^{n-2} (z - z_i)$, with $\sum z_i = 0$. In appendix C we show that from the expression for the metric one can compute the area as

$$A \sim \sum_i \left( z_i \partial z_i + \bar{z}_i \partial \bar{z}_i \right) K , \quad \partial z_i \partial \bar{z}_j K = g_{z_i\bar{z}_j} \quad (3.17)$$

In other words, we first find the Kahler potential that leads to the known metric $g_{z_i\bar{z}_j}$ and then we take the derivatives in (3.17). Note that the problem is invariant under an overall rotation $z_i \rightarrow e^{i\phi} z_i$. In the above formula we are assuming that we write $K$ in an invariant fashion. This fixes the freedom of Kahler transformations. Equivalently, we can think of the area as the moment map for this rotation symmetry. Having written $K$ in this rotational invariant fashion we see that this moment map is $D \sim \sum \bar{z}_i \partial z_i K = \sum i \bar{z}_i \partial \bar{z}_i K$, where we used the rotational invariance of $K$.

In [16], this procedure is carried out explicitly for a quadratic polynomial, which is the first non-trivial case. It is found that the metric corresponds to that of a four dimensional $\mathcal{N} = 2$ theory with a single hypermultiplet compactified on a circle, which had already been computed in [29,30]. Using this result we will obtain the area for the eight sided null polyogn in section six.

Let us finally mention that the connection $B(\zeta)$ introduced in (2.15) and the usual flat connection which appears in the discussions of general principal chiral models [7] differ by a gauge transformation. The gauge transformation is determined by the solution of the linear problem (2.11). We explain this explicitly in appendix A.

4. Regular polygons

4.1. Regular polygons and Painleve transcendentals

In this section we focus on a particular class of solutions that possesses a $Z_n$ symmetry, which can be studied in some detail. The simplest polynomial of degree $n - 2$ is the homogeneous polynomial

$$p(z) = z^{n-2}, \quad dw = dz \sqrt{p} \quad \rightarrow \quad w = \frac{2}{n} z^\frac{2}{n} \quad (4.1)$$
The equations for $\alpha$ or $\hat{\alpha}$ are rotational invariant. Since we expect a unique solution with the given boundary conditions we find that the solution will also be rotational invariant, so we have $\hat{\alpha}(|w|)$. We find

$$\hat{\alpha}'' + \frac{\hat{\alpha'}}{|w|} = 8 \sinh(2\hat{\alpha}), \quad (4.2)$$

This is a particular case of the Painlevé III equation and its solutions have been extensively studied in [31]. We must supplement this equation by the appropriate boundary conditions. As already mentioned, we are interested in solutions where $\hat{\alpha}$ decays at infinity. Besides, $\alpha$ is regular everywhere, which implies a logarithmic singularity for $\hat{\alpha}$ near the zeroes of $p$. More precisely, for the case at hand

$$\hat{\alpha}(|w|) = -\frac{n - 2}{n} \log |w| + \text{regular}, \quad |w| \to 0 \quad (4.3)$$

In [31] it is shown that exists a one parameter family of solutions, parametrized by $n$ in (1.3), free of singularities for $|w| > 0$ and which decays exponentially at infinity. We can also find the behavior of the solution at infinity

$$\hat{\alpha}(|w|) \sim \frac{2}{\pi} \cos \frac{\pi}{n} K_0(4|w|) \sim \frac{\cos \frac{\pi}{n}}{\sqrt{2|w|}} e^{-4|w|}, \quad \text{for} \quad |w| \to \infty \quad (4.4)$$

where $K_0(t)$ is a Bessel function which decays exponentially for large $t$. Once the solution is found, the regularized area should be computed. In order to do that, we divide the area into two pieces

$$A = 4 \int d^2 w e^{2\hat{\alpha}} = 4 \int d^2 w + 4 \int d^2 w (e^{2\hat{\alpha}} - 1) \quad (4.5)$$

The first piece needs to be regularized, and the exact answer depends on the details of the regularization. On the other hand, the second piece is finite, and it can be computed without introducing any regularization. For the case at hand

$$A_{\text{Sinh}} \equiv 4 \int d^2 w (e^{2\hat{\alpha}} - 1) = 4\pi n \int_0^\infty \rho d\rho (e^{2\hat{\alpha}}(\rho) - 1), \quad \rho = |w| \quad (4.6)$$

where we introduced a factor of $n/2$ since the $w$ plane is covered $n/2$ times. The integrand was studied in [32], where it was shown that

$$e^{2\hat{\alpha}} - 1 = \frac{1}{4} (W'' + \frac{W'}{|w|}) \quad (4.7)$$
where $W$ admits an expansion in terms of multiple integrals. Notice that $W$ is defined up to a solution of the homogeneous equation of the r.h.s. of (4.7), such freedom can be used in order to require that $W$ decays exponentially at infinity. The small $|w|$ behavior was analyzed in [32] where it was shown that

$$W(t) = \frac{4(1 - 1/n)^2 - 1}{4} \log \frac{2}{|w|} + ...$$

(4.8)

When written in terms of $W$, the integrand of (4.6) is a total derivative, hence the result can be computed from the behavior of $W$ at $w = 0$. We obtain

$$A_{Sinh} = \frac{\pi}{4n}(3n^2 - 8n + 4), \quad A_{Sinh}(n = 3) = \frac{7\pi}{12}, \quad A_{Sinh}(n = 4) = \frac{5\pi}{4}$$

(4.9)

where we have recorded a couple of special cases that will be important later.

### 4.2. Finding the spacetime coordinates

In order to understand the space-time features of the above solution we need to solve the linear problem associated to the flat connection. We will not be able to find the whole surface explicitly, but we will be able to find it along some lines and we will show that it has a $Z_n$ symmetry.

It is more convenient to work directly in the $z-$plane, and consider, for instance, the radial holonomy, between the origin of the $z-$plane and an arbitrary point at a large distance. The radial and angular connections are simply

$$B_\rho = e^{i\phi}B_z + e^{-i\phi}B_{\bar{z}}, \quad B_\phi = izB_z - i\bar{z}B_{\bar{z}}$$

(4.10)

For both, left and right connections, where we have written $z = \rho e^{i\phi}$. The solutions under consideration have an additional symmetry. Under a shift $\phi \rightarrow \phi + 2\pi/n$, we obtain “shifted” connections $\hat{B}_\rho$ related to the initial connections $B_\rho$ by

$$B_\rho^L(\phi+2\pi/n) = HB_\rho^L(\phi)H^{-1}, \quad B_\rho^R(\phi+2\pi/n) = H^{-1}B_\rho^R H, \quad H \equiv \begin{pmatrix} e^{i\pi/n} & 0 \\ 0 & e^{-i\pi/n} \end{pmatrix}$$

(4.11)

This can be seen by looking at (4.10) and (2.7). Suppose that we set the boundary conditions such that at the origin $\psi_{aa}^L = \delta_{aa}$ (the identity matrix). We can then compute $\psi^L$ from the origin to a radial distance $\rho$. Then (4.11) translates into
$$\psi^L_{a\dot{a}}(\phi + 2\pi/n) = (H \psi^L(\phi)H^{-1})_{a\dot{a}}$$ and a similar expression for $$\psi^R$$. Using (2.14) for the spacetime coordinates we find

$$Y(\phi + 2\pi/n) = H^{-1}YH, \quad Y_{a,\dot{a}} = \begin{pmatrix} Y_{-1} + iY_0 & Y_1 - iY_2 \\ Y_{1} + iY_2 & Y_{-1} - iY_0 \end{pmatrix},$$

$$Y_{a,\dot{a}}(\phi + 2\pi/n) = \begin{pmatrix} Y_{-1} + iY_0 & e^{-\frac{2\pi}{n}}(Y_1 - iY_2) \\ e^{\frac{2\pi}{n}}(Y_1 + iY_2) & Y_{-1} - iY_0 \end{pmatrix} \quad (4.12)$$

Hence, a rotation by a $$2\pi/n$$ angle in the world-sheet, corresponds to a rotation in the $$Y_1, Y_2$$ plane, with the $$Y_0$$ and $$Y_1$$ coordinates left untouched. Hence the solution possesses a $$Z_n$$ symmetry, which is of course to be expected. Notice that the form for $$Y_{a,\dot{a}}$$ in (4.12) is related to the one in (2.14) by a simple target space $$SL(2)^2$$ transformation

$$\begin{pmatrix} Y_{-1} + iY_0 & Y_1 - iY_2 \\ Y_{1} + iY_2 & Y_{-1} - iY_0 \end{pmatrix} V = V \begin{pmatrix} Y_{-1} + Y_2 & Y_1 - Y_0 \\ Y_{1} + Y_0 & Y_{-1} - Y_2 \end{pmatrix} V^{-1} = \begin{pmatrix} \cosh \rho e^{i\tau} & \sinh \rho e^{-i\tau} \\ \sinh \rho e^{i\tau} & \cosh \rho e^{-i\tau} \end{pmatrix}$$

$$V = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix} \quad (4.13)$$

where we have also given the form of the matrix $$Y_{a\dot{a}}$$ in $$AdS_3$$ “global” coordinates where

$$ds^2_{AdS_3} = d\rho^2 - \cosh^2 \rho d\tau^2 + \sinh^2 \rho d\varphi^2.$$ In this coordinates we clearly see that the $$Z_n$$ symmetry maps $$\varphi \rightarrow \varphi + 2\pi/n$$. Note that $$\phi$$ is the worldsheet angular coordinate while $$\varphi$$ is the target space angular coordinate.

When we embed these solutions in $$AdS_4$$ as in (3.14), we have a null polygon in $$R^{1,2}$$ which projects to an ordinary regular polygon with $$2n$$ sides in the $$\tilde{x}_1, \tilde{x}_2$$ plane, see fig. 6.

With our choice of spinors at the origin of the worldsheet, we see that the origin maps to the “center” of the polygon, at $$Y_0 = Y_1 = Y_2 = 0$$ and $$Y_{-1} = 1$$, in this case $$Y_{a\dot{a}}$$ is simply the identity. Given the symmetry of the problem, we can focus on a given angular region, for instance $$\phi \in (0, \frac{\pi}{2n})$$. It turns out that the radial holonomy can be easily computed along $$\phi = 0$$, we find

$$\psi^L_{a\dot{a}}(\phi = 0) = e^{c(\rho)s^1}, \quad \psi^R_{a\dot{a}}(\phi = 0) = e^{s(\rho)s^1}$$

$$c(\rho) = \int_0^\rho 2d\tau r^{n/2-1} \cosh(\hat{\alpha}(r)), \quad s(\rho) = \int_0^\rho 2d\tau r^{n/2-1} \sinh(\hat{\alpha}(r)) \quad (4.14)$$

where $$\hat{\alpha}$$ is evaluated at $$|w(r)|$$ via (1.14), and $$r = |z|$$. It is clear from the form of these matrices that the solution is mapping a line with $$Y_0 = 0 = Y_2$$ and $$Y_1$$ is increasing from zero to infinity. This implies that $$\tilde{x}_1$$ is going from zero to one, and projecting on to the segment $$OA$$ marked in fig. 6. As $$r \rightarrow \infty$$ the solution maps to the boundary point
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Fig. 6: Example of null polygon whose projection to the \((\tilde{x}_1, \tilde{x}_2)\) plane is a regular polygon, in this case an octagon, with the unit circle inscribed on it. The point \(A\) corresponds to the middle point between two cusps, located at \(\tilde{x}_1 = 1, \tilde{x}_2 = 0\). We first compute the holonomy between the origin \(O\) and \(A\) and then the holonomy between \(A\) and \(B\), which corresponds to the cusp located at \(\tilde{x}_1 = 1, \tilde{x}_2 = \tan \frac{\pi}{2n}\).

\(\tilde{x}_0 = \tilde{x}_2 = 0\) and \(\tilde{x}_1 = 1\) in the Poincare coordinates of the \(AdS_4\) embedding \((3.16)\). This is the point \(A\) in fig. 6, and it corresponds to the middle point between two cusps. In order to understand the boundary of the world-sheet away from this point, we must compute the angular holonomy. Since we are interested in computing it at a large distance from the origin, we can safely assume \(\hat{\alpha} = 0\), which greatly simplifies the computation, since we can use the approximate form of the solutions \((3.4)\). In computing the full holonomy, the following identities for the asymptotic values of the function in \((4.14)\) are useful\(^{11}\)

\[
e^{\alpha(\rho=\infty)} = \frac{1}{\sqrt{\tan \pi/(2n)}},
\]

\[
e^{\epsilon(\rho)} \sim \frac{e^{4\epsilon^{n/2}}}{\sqrt{\sin \pi/n}} = \frac{e^{2|w|}}{\sqrt{\sin \pi/n}}, \quad \rho \gg 1
\]

For \(\phi\) strictly bigger than zero and very large \(\rho\) we obtain a very simple result

\[
Y = \frac{1}{\sqrt{8\sin \pi/n}} e^{w+\bar{w}+\frac{w-\bar{w}}{i}} \left( e^{i\frac{\pi}{2n}} - e^{-i\frac{\pi}{2n}} \right), \quad w = \frac{2}{n} r^{n/2} e^{in\phi/2}
\]

\(^{11}\) These identities can be shown by computing the radial holonomy from the origin along the paths at \(\phi = 0\) and \(\phi = \pi/n\) and then the angular holonomy from each of these two to \(\phi = \pi/2n\). For large values of the radial coordinate the leading part of both holonomies should coincide.
In global coordinates (4.13) this corresponds to a cusp at the boundary of $AdS_3$ at $\tau = \varphi = \frac{\pi}{2n}$. There is another cusp at $\tau = \varphi = -\frac{\pi}{2n}$ and so on. In the $AdS_4$ embedding (3.16) this corresponds to $\tilde{x}_1 = 1$ and $\tilde{x}_0 = \tilde{x}_2 = \tan \frac{\pi}{2n}$ which is where we expect the cusp for the regular polygon with $2n$ sides, see point B in fig. 6. Notice that from the world sheet point of view, the cusp is not located at a point, but on a whole angular region. This already happened for the four-sided null polygon, $n = 2$, [33,1], and is of course expected. We can now compute the regularized area. We can introduce the regulator that is natural from the point of view of the $AdS_4$ embedding (3.16). This regulator involves the $AdS_4$ radial coordinate $\tilde{r} = 1/Y_{-1}$. We can regularize the integral using dimensional regularization, with $\epsilon < 0$,

$$A_{cutoff} = 4 \int \tilde{r}^{-\epsilon} |p| d^2z = 4 \int \tilde{r}^{-\epsilon} d^2w =$$

$$= \frac{4}{(4\sqrt{2} \sin \frac{\pi}{2n})^\epsilon} 2n \int_{1st Quadrant} d^2w e^{\epsilon(w + \bar{w} + \frac{w-\bar{w}}{2})} = \frac{2n}{(4\sqrt{2} \sin \frac{\pi}{2n})^\epsilon \epsilon^2}$$

(4.17)

The sine term can be rewritten in terms of $s_{I,I+1} = d_{I,I+2}^2$, which is the square of the sum of two consecutive sides of the null polygon. For the regular polygon is $s_{I,I+1} = 16 \sin^2 \frac{\pi}{2n}$. This has the generic expected form for the divergent term [34,33,36]. Thus the only non trivial contribution to the regularized area comes from (4.9).

An interesting limit of the solutions analyzed here is $n \to \infty$. In this case, the boundary of the regular polygon approaches a circular Wilson loop. The area contains a divergent piece, proportional to the “perimeter”, $n$, and a finite contribution

$$A_{Sinh} = \frac{3}{4} \pi n - 2\pi + O(1/n), \quad \rightarrow A_{renormalized} = -2\pi$$

(4.18)

This is the renormalized area for the circular Wilson loop [37]. Notice that the terms involving the divergences (4.17) are also linear in $n$, and should also be dropped.

5. Regularizing the Area

In this section we explain how to regularize the area. We consider a physical regularization which corresponds to placing a cutoff on the radial $AdS_3$ direction. Writing the
\(AdS_3\) metric as \(ds^2 = (dx^+ dx^- + dr^2)/r^2\) we put a cutoff that demands that \(r \geq \mu\). Since the worldsheet approaches the boundary when \(z\) (or \(w\)) go to infinity, we see that this cutoff renders the area finite since it does not allow arbitrarily large values of \(z\) (or \(w\)). In other words the regularized area is given by

\[
A = 4 \int_{r(z, \bar{z}) \geq \mu} d^2z e^{2\alpha}\tag{5.1}
\]

In order to cutoff the integral at large \(|z|\) we need to know the asymptotic behavior of the radial \(AdS_3\) coordinate \(r(z, \bar{z})\). This appears to require a full explicit solution to the problem. However, we also know that the asymptotic form of the solution also determines the position of the cusps, which in turn determine the kinematic invariants such as the distance between the cusps. Indeed we will find that most of the dependence on the form of the explicit solution \(r(z, \bar{z})\) can be reexpressed in terms of the kinematic invariants. Since the problem is conformal invariant one would have naively expected that the area would depend only on the conformal cross ratios. However, the introduction of the regulator spoils the conformal symmetry. After subtracting the divergent piece, the finite left over answer is not conformal invariant. It can depend on distances between cusps which are Lorentz invariants but do not form cross ratios. In the above expression, (5.1), such dependence can only arise through the form of the explicit solution \(r(z, \bar{z})\) which appears in the regularization procedure. This finite piece which is not conformal invariant is constrained to obey a certain anomalous conformal Ward identity [27].

In order to extract the dependence on the regulator it is convenient to rewrite (5.1) as

\[
A = 4 \int d^2z (e^{2\alpha} - \sqrt{pp}) + 4 \int_{r(z, \bar{z}) \geq \mu} d^2z \sqrt{pp} = A_{Sinh} + 4 \int_{\Sigma} d^2w
\]

\[
A_{Sinh} = 4 \int d^2z (e^{2\alpha} - \sqrt{pp}) = 4 \int d^2w (e^{2\hat{\alpha}} - 1)\tag{5.2}
\]

\(\text{12 There is a small problem with this regularization. If we put some points at infinity, which is necessary is we want a real surface, then this regulator fails to regularize the area near the points at infinity. A regulator that does not have this problem is the one natural in the embedding (3.16), which is } \frac{1}{r-1} = \hat{r} > \mu. \text{ Since the formulas are simpler with the } r \geq \mu \text{ regulator, we ignore this problem. The problems with this regulator involve only the three cusps that are at infinity, and the dependence of the answer on these is fixed by the Ward identities. However, our cavalier attitude will lead to formulas containing logarithms of negative numbers, which introduce terms involving } i\pi \text{’s. We ignore all such terms and the final answers for the remainder function will be correct.\}
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We have taken the regulator away in $A_{\text{Sinh}}$ since it is finite. This term seems complicated to compute. It involves only the solution to the Sinh-Gordon problem. It depends only on the coefficients of the polynomial $p(z)$. The same coefficients determine the spacetime cross ratios. Thus $A_{\text{Sinh}}$ depends only on the spacetime cross ratios. When all the zeros of $p$ are widely separated we expect that $A_{\text{Sinh}} \rightarrow (n - 2) \frac{7\pi}{12}$ which is the sum of the contributions at each zero. We expect this because $\hat{\alpha}$ is a massive field which is forced to go to infinity at the branch points but is expected to go to zero rapidly as we go away from the branch points. We then expect to get small corrections which are of the form $e^{-4|w_i - w_j|}$ where $|w_i - w_j|$ are the distances between branch points.

The second term in (5.2) involves an integral over $w$. We are integrating over a complicated region. Since we have a Riemann surface we have some structure of cuts which depends on the form of the polynomial. In addition, the boundary of the integration region at large $|w|$ depends on the explicit solution $r(z, \bar{z})$. It is convenient to disentangle these two complications in the following way. First we note that the piece that depends on the solution $r(z, \bar{z})$ involves the Riemann surface at large $|w|$. In this region the Riemann surface is simpler. In the case of $n$ odd is simply a $n/2$ cover of the $w$ plane, which we already encountered for the regular polygon. In the case with $n$ even we also cover the plane $n/2$ times, but, in addition, we undergo a shift $w \to w + w_s$ once we go around $n/2$ times. Thus there is a single branch cut that survives at infinity.

5.1. Regularizing the area when $n$ is odd

Let us first discuss in more detail the odd $n$ case. In this case we can cleanly split the integral $\int d^2w$ into two pieces. One involves the region that is sensitive to the branch cuts in $w$ and the other is the integral at very large values of $w$ which depends on the solution for $r(z, \bar{z})$. We write

$$4 \int_\Sigma d^2w = A_{\text{periods}} + A_{\text{cutoff}}$$

(5.3)

where $A_{\text{periods}}$ is given the part depending on the branch cuts and comes from the region with finite values of $w$. While $A_{\text{cutoff}}$ is the part that involves only the large $w$ region of the Riemann surface and depends explicitly on the cutoff. More precisely, $A_{\text{periods}}$ is the difference between the integral with the full structure of branch cuts and the integral for the regular polygon, where all the branch cuts have been collapsed to the origin. To compute the difference we cut off both integrals at the same value of $|w|$ (not the same value of $z$). This difference is finite and it can be expressed in a simple way by choosing a
basis of compact electric and magnetic cycles $\gamma^e_r, \gamma^m,r$ which obey $\gamma^e_r \wedge \gamma^m,s = \delta^r_s$. We can denote by $w^e_r$ and $w^m_r$ the periods of the one form $dw = \sqrt{p} dz$ along these cycles. Here $r, s = 1, \cdots, \frac{n-3}{2}$. We then obtain, see appendix B,

$$A_{\text{periods}} = 4i \sum_{r=1}^{n-3} \bar{w}^e_r w^m,r - w^e_r \bar{w}^m,r = 4i \sum_{r} \oint_{\gamma^e_r} \sqrt{p} \oint_{\gamma^m,r} \sqrt{p} - \oint_{\gamma^e_r} \sqrt{p} \oint_{\gamma^m,r} \sqrt{p} \quad (5.4)$$

The structure of $A_{\text{periods}}$ is very similar to the structure we obtain in cases where the same Riemann surface appears in the description of the vector moduli space of $\mathcal{N} = 2$ supersymmetric theories in four dimensions, where $A_{\text{periods}}$ would be the Kahler potential that is expressed in terms of the prepotential of the $\mathcal{N} = 2$ theory.

Given the polynomial $p$, we can directly compute $A_{\text{periods}}$. Expressing this in terms of the spacetime cross ratios could be hard, since the relation between the coefficients of $p$ and the spacetime cross ratios could be difficult.

![Fig. 7:](image)

**Fig. 7:** We have to compute the area in the $w$–plane of the region bounded by the lines $r = \text{const.}$, shown in the figure.

Finally we are left with the integral $A_{\text{cutoff}}$. In this integral we define the $w$ variable as in the regular polygon. We then express the solution $r(z, \bar{z})$ at large $w$ in terms of the basis of solutions in (3.4). A particular solution of the left problem has an expression of the form

$$\psi = c^+ \eta_+ + c^- \eta_- , \quad \eta_+ = \begin{pmatrix} e^{w+\bar{w}} \\ 0 \end{pmatrix}, \quad \eta_- = \begin{pmatrix} 0 \\ e^{-(w+\bar{w})} \end{pmatrix} \quad (5.5)$$
with different constants $c^\pm$ in different Stokes sectors. They change when we go from one stokes sector to the next according to the Stokes matrices. These depend on the full solution to the problem and would be difficult to compute. We have a similar expression for the right problem. So in each Stokes sector we have $c_a^L \pm$ and $c_a^R \pm$ because we are tracking a pair of solutions. These expressions are telling us how to cutoff the integral.

For example, in a quadrant where both the real and imaginary part of $w$ are positive and large the expression for the spacetime coordinate $r$ has the approximate form

$$\frac{1}{r} \sim c_1^L + c_1^R + e^{w + \bar{w} + \frac{w - \bar{w}}{1}}$$

The integral is cutoff at some line whose precise position depends on the product of these coefficients, see fig. 7.

The same is true at the various other cusps where we have similar lines. The coefficients are different in different sectors. However, the final answer for the area depends only on a specific combination of these coefficients which is such that it can be expressed in terms of spacetime distances between the different cusps. We leave the details of this computation for appendix B but we record here just the final answer

$$A_{\text{cutoff}} = A_{\text{div}} + A_{\text{BDS-like}}$$

$$A_{\text{div}} = \sum_{J=1}^{2n} \frac{1}{8} \left( \log \frac{d_{J,J+2}^2}{\mu^2} \right)^2 + g \log \frac{d_{J,J+2}^2}{\mu^2}$$

where $d_{J,J+2}$ is the distance between the cusp labelled by the corresponding indices. In the scattering interpretation, it is related to the square of the sum of two consecutive momenta. $A_{\text{div}}$ contains all the $\mu$ dependence and its form is expected from general arguments, see e.g. [34,35,36]. $g$ is a constant that characterizes the subleading divergences. It depends on the regularization scheme. It was computed in a specific regularization scheme in [1]. We will not discuss it further here. Finally the second term in (5.7) is

$$A_{BDS-like} = \ell_i^+ M_{ij} \ell_j^- = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=i}^{n+i-2} (-1)^{i+j} \ell_i^+ \ell_j^- + \frac{1}{4} \sum_{i=1}^{n} \ell_i^+ (\ell_{i-1}^- - \ell_i^-)$$

$$\ell_i^+ \equiv \log(x_{i+1}^+ - x_i^+), \quad \ell_i^- \equiv \log(x_{i+1}^- - x_i^-), \quad \ell_{n+i}^+ \equiv \ell_i^+$$

The capital index $J$ runs over all cusps. In terms of the index $i = 1, \cdots, n$ which label the plus and minus coordinates of the cusps we have that as $J = 1, 2, 3$ we go over the cusps at $(x_1^+, x_1^-), (x_2^+, x_2^-), (x_3^+, x_3^-), \cdots$.

We will also not discuss a finite constant which is also regulator dependent and is multiplied by the total number of cusps $2n$. 
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This depends on the distances between the cusps and not purely the cross ratios. It obeys the anomalous special conformal Ward identities derived in [27]. (For a derivation at strong coupling see [38] and [39]). In our case the special conformal generators are very simple in terms of the $x^\pm$ coordinates, $K^\pm = (x^\pm)^2 \partial_{x^\pm}$. The anomalous Ward identities from [27] state that

$$K^+ A_{BDS-like} = \sum_i (x_i^+)^2 \partial_{x_i^+} A_{BDS-like} = \frac{1}{4} \sum_{i=1}^n (x_{i+1}^+ - x_i^+) \log \left( \frac{x_{i+1}^- - x_i^-}{x_i^+ - x_{i-1}^-} \right) \quad (5.9)$$

and a similar expression for $K^-$. This is an important constraint, but when there are nontrivial cross ratios it does not determine $A_{BDS-like}$ uniquely because we can always add a function of the cross ratios. Of course, (5.8) obeys (5.9).

We know that there exists a solution to (5.9) that arises when we do weak coupling computations. Namely, it is the expression that arises at one loop, which is a particular solution of the Ward identity equations. Just for comparison with (5.8) we simply record here its form for our kinematic configuration

$$A_{BDS} = -\frac{1}{4} \sum_{i=1}^n \sum_{j=1,j\neq i,i-1}^n \log \frac{x_j^- - x_i^+}{x_{j+1}^- - x_i^+} \log \frac{x_j^+ - x_{i-1}^-}{x_j^- - x_i^-} \quad (5.10)$$

One popular way to write the full answer is

$$A = A_{div} + A_{BDS} + R(\chi) \quad (5.11)$$

where $R$ is a finite remainder function which is a function of the cross ratios and contains the non-trivial information. We can easily write the answer in this way by simply saying that

$$R = (A_{BDS-like} - A_{BDS}) + A_{periods} + A_{Sinh} \quad (5.12)$$

The difference $(A_{BDS-like} - A_{BDS})$ depends only on cross ratios and it is written explicitly in appendix E. This is the final expression for the remainder function. The complicated part of the problem is to compute $A_{Sinh}$ and also to express the coefficients of the polynomial as a function of the spacetime cross ratios. Of course, in the end we simply want to compute the area as a function of the cross ratios. If one devised a method that does not need the coefficients of the polynomial, that would be better!. The final expression (5.12) depends only on the cross ratios and one can send some points to infinity if one wanted.

Finally, note that the formula (3.17) is expected to give us $A_{Sinh} + A_{periods}$ in a regularization which introduces a cutoff in the $w$ plane and throws away the divergent terms. In other words, the left hand side of (3.17) should be $A_{Sinh} + A_{periods}$.

5.2. Regularizing the area for $n$ even
The case with \( n \) even is a bit more complicated. In this case we find that \( \sqrt{p} \sim z^{n/2-1} + \cdots + \tilde{m} \frac{1}{z} + \cdots \), where we defined \( \tilde{m} \) to be the combination of the coefficients of the polynomial \( p \) which multiplies the \( 1/z \) term in this expansion. The term that goes like \( 1/z \) leads to a logarithmic term in \( w \) as we integrate the one form \( dw = \sqrt{p}dz \). Thus, when \( n \) is even \( w \to w + w_s \) as we go around \( n/2 \) times, where \( w_s = i2\pi \tilde{m} \). The fact that the information of one of the coefficients of the polynomial survives at large \( w \) has one nice consequence. It allows us to compute a particular combination of spacetime cross ratios in a simple way, see appendix B,

\[
\begin{align*}
    e^{w_s + \bar{w}_s} &= -\frac{x_{23}^+ x_{45}^+ x_{67}^+ \cdots x_{n1}^+}{x_{12}^+ x_{34}^+ x_{56}^+ \cdots x_{n-1,n}^+}, \\
    e^{\bar{w}_s - \bar{w}_s} &= -\frac{x_{23}^- x_{45}^- x_{67}^- \cdots x_{n1}^-}{x_{12}^- x_{34}^- x_{56}^- \cdots x_{n-1,n}^-}.
\end{align*}
\]

The complication arises when we try to split the answer into a form similar to (5.3). We cannot replace the \( w \) space by a simple multicover as for the case of the regular polygon at infinity. In fact the \( w \) plane is missing a sliver, see fig. 8.

When we try to separate the two pieces we introduce a fictitious dependence on each term under shifts of the origin in the \( w \) plane. This is reflecting the fact that the full answer involves the knowledge of the precise length of the sliver. In other words, if we select an origin for the \( w \) plane, then the solution at infinity in the region of the first cusp has the form \( c^+ \eta_+ + c^- \eta_- \). The value of \( c^+ \) depends on the full solution of the problem. Alternatively, this can also be expressed in terms of the value of the Stokes matrix at the
first cusp, see appendix B. Let us denote by $\gamma_1$ the off diagonal coefficient for the Stokes matrix on the first cusp. In order to define this quantity we need to choose an origin in the $w$ plane. Let us choose it at one of the zeros of $p$. Thus $w$ is defined by integrating $dw = \sqrt{pdz}$ starting from this particular zero.

Then the final answer contains the following pieces

$$4 \int_{r(z,\bar{z}) \geq \mu} d^2w = A_{\text{div}} + A_{\text{BDS-like-even}} + A_{\text{periods}} + A_{\text{extra}}$$ \hspace{1cm} (5.14)

$A_{\text{div}}$ is the same as in (5.7). $A_{\text{BDS-like-even}}$ has a structure similar to (5.8), except that now the first cusp is treated in a special way

$$A_{\text{BDS-like-even}} = \sum_{i,j} \ell_+^i \tilde{M}^{(1)}_{ij} \ell^-_j - \frac{1}{2} \left( \frac{w_s - \bar{w}_s}{i} \right) \ell^+_1 + \frac{1}{2} \left( w_s + \bar{w}_s \right) \ell^-_1 - \left( \sum_{i=1}^n (-1)^i \ell^+_i \right)^2 - \left( \sum_{i=1}^n (-1)^i \ell^-_i \right)^2$$

$$\sum_{i,j} \ell^+_i \tilde{M}^{(1)}_{ij} \ell^-_j = \frac{1}{2} \sum_{i=1}^n \sum_{j=i}^n (-1)^{i+j} \ell^+_i \ell^-_j - \frac{1}{2} \sum_{i=1}^n \sum_{j=1}^{i-1} (-1)^{i+j} \ell^+_i \ell^-_j - \frac{1}{4} \sum_{i=1}^n \ell^+_i (\ell^-_i + \ell^-_{i-1})$$ \hspace{1cm} (5.15)

where

$$\hat{\ell}^\pm_i \equiv \log(x^\pm_{i+1} - x^\pm_{i-1}) - \ell^\pm_i - \ell^\pm_{i-1} = \log \frac{(x^\pm_{i+1} - x^\pm_{i-1})}{(x^\pm_{i+1} - x^\pm_{i})(x^\pm_{i} - x^\pm_{i-1})}$$ \hspace{1cm} (5.16)

Note that only $\hat{\ell}^+_i$ appear in (5.15). In addition, the matrix $M^{(1)}$ treats the first cusp in a special way. We also have that

$$A_{\text{extra}} = -\frac{1}{2} (w_s + \bar{w}_s) \log \gamma^R_1 + \frac{1}{2} \left( \frac{w_s - \bar{w}_s}{i} \right) \log \gamma^L_1$$ \hspace{1cm} (5.17)

$A_{\text{extra}}$ takes into account the total shift in $w$ that has accumulated in the exact solution relative to the approximate solution. It represents the extra area that the sliver in fig. 8 has gained due to this shift in $w$. The Stokes parameter $\gamma^L_1$ can also be viewed as a “magnetic” cross ratio $\chi^m$. This point of view arises naturally if we consider the even case to be a limit of the odd case when we take one of the points to infinity. This is not a proper cross ratio and its definition depends on a choice of cusp as well as a choice of origin for $w$. These also appeared in [10].
Fig. 9: (a) Pairs of cycles for the case that \( n \) is even (here \( n = 6 \) or a 12-gon). One of the cycles is non-compact. (b) Cycles for the case that \( n \) is odd. We can choose them all compact. Here we represented the \( n = 5 \) case (a 10-gon).
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the choice of a special zero of \( p \) where we defined the zero of \( w \). This choice also figures in
the definition of (5.18) where we chose the same zero of \( p \) to define the divergent magnetic
period. These two choices need to be the same. In this way the point we choose does not
matter.

6. The Octagon

In this section we carry out the computation of the various terms in the area for the
octagonal Wilson loop. We take the polynomial to be

\[
p(z) = z^2 - m, \quad \bar{p}(\bar{z}) = \bar{z}^2 - \bar{m}
\]

Then the shift in the \( w \) plane at infinity is given by

\[
w_s = -i\pi m = \oint |z| >> |m| dz \sqrt{z^2 - m}
\]

Fig. 10: The octagon configuration has two cross-ratios, \( \chi^+ \) and \( \chi^- \). In the figure,
we have sent the points \( x_i^\pm \) to infinity. Besides, we have fixed \( x_1^\pm = 0 \) and \( x_3^\pm = 1 \).
With this choice \( \chi^\pm = \frac{1-x^\pm}{x^2} \). Notice that, as \( \chi^\pm \) goes from zero to infinity, \( x^\pm_2 \)
goes between one and zero.

In this case we have four \( x_i^\pm \) values and four \( x_i^- \) values and two cross ratios, one
depending on \( x_i^+ \) and one on \( x_i^- \). We can write them using (5.13) as

\[
\chi^+ \equiv e^{w_s + \bar{w}_s} = e^{\pi(\frac{m-\bar{m}}{1})} = \frac{(x_4^+ - x_3^+)(x_3^+ - x_2^+)}{(x_4^+ - x_3^+)(x_2^+ - x_1^+)}
\]

\[
\chi^- \equiv e^{w_s - \bar{w}_s} = e^{-\pi(m+\bar{m})} = \frac{(x_4^- - x_1^-)(x_3^- - x_2^-)}{(x_4^- - x_3^-)(x_2^- - x_1^-)}
\]

(6.3)
In this case the relation between the parameter of the polynomial, \( m \), and the spacetime cross ratios (6.3) can be determined exactly and in a simple fashion.

We can now use the results in [16] in order to compute the various terms in the area that we discussed above. Our problem is mathematically the same as the problem considered in [16]. The problem considered in [16] arises when one considers the moduli space of a theory containing a single charged hypermultiplet that is becoming light at one point in moduli space. The theory is a four dimensional \( \mathcal{N} = 2 \) supersymmetric theory compactified on a circle to three dimensions, in the regime that the radius of the circle is finite. Then one considers the vector multiplet moduli space, which is a four dimensional hyperkähler space, as a torus fibration over a two dimensional Kahler space parametrized by \( m, \bar{m} \). We will use the following information from [16]. They give us the explicit form for the Kahler metric \( g_{m \bar{m}} \), using previous computations in [29,30] and the explicit form for what they call “magnetic cross ratio”, which is basically the same as the Stokes coefficient \( \gamma_1 \) introduced above. Notice that [16] does not give us the explicit solution of the Sinh-Gordon equation. In fact, they can compute the answer by understanding the analytic structure of the cross ratios as a function of \( \zeta \). This is what one expects to be able to do in the general case, as explained in [16]. Thus we read off the following two expressions from [16]

\[
\partial_m \partial_{\bar{m}} K = g_{m \bar{m}} = A \sum_{n=-\infty}^{\infty} \frac{1}{\sqrt{|m|^2 + (n + 1/2)^2}} + \text{const} \quad (6.4)
\]

and

\[
\log \gamma_1(\zeta) = \frac{e^{-i\phi} \zeta}{\pi} \int_{-\infty}^{\infty} dt \frac{e^t}{e^{2t} + \zeta^2 e^{-i2\phi}} \log \left(1 + e^{-2|m| \pi \cosh t}\right)
\]

\[
\log \gamma_1^L = \log \gamma_1(\zeta = 1), \quad \log \gamma_1^R = \log \gamma_1(\zeta = i), \quad m = |m| e^{i\phi}
\]

where \( A \) is a constant we will fix soon. We have written things in terms of the absolute value of \( m \) and its phase 15.

15 In the formulas of [16] we should set \( R = 1, \ a = -im \), which is just a matter of conventions, and \( q = 1 \) can be set by comparing the approximate expression for \( \gamma_1 \) which we would get in what is called the “semi flat” approximation in [16]. Here \( \gamma_1(\zeta) = \chi^m(\zeta) / \chi^m_{sf}(\zeta) \).
6.1. Evaluation of $A_{Sinh}$ for the octagon

Let us start with the first term, $A_{Sinh} = 4 \int d^2 z (e^{2\alpha} - \sqrt{pp})$. As explained above we can obtain this from the metric (6.4) by first finding the Kahler potential by integrating (6.4) twice and then using (3.17). This gives us

$$4 \int d^2 z e^{2\alpha} \sim (m\partial_m + \bar{m}\partial_{\bar{m}})K$$

$$4 \int d^2 z e^{2\alpha} = -16A|m| \sum_{n=1}^{\infty} \frac{(-1)^n}{n\pi} K_1(2\pi|m||) - 4Am\bar{m} \log m\bar{m} + \hat{c}_2m\bar{m} + \hat{c}_3$$

(6.6)

Which depends only on three undetermined parameters. The constants $\hat{c}_2$, $\hat{c}_3$ in (6.6) are divergent. This divergence arises from the integral in the large $z$ region where we can approximate $e^{2\alpha} \sim \sqrt{pp}$. Thus we will also compute the integral

$$\partial_{|m|} \partial_m \partial_{\bar{m}} 4 \int \sqrt{pp}d^2 z = - \frac{\pi}{|m|} \longrightarrow$$

$$4 \int \sqrt{pp}d^2 z = - \frac{\pi}{2} m\bar{m} \log m\bar{m} + \hat{c}_1 \log m\bar{m} + \hat{c}_2m\bar{m} + \hat{c}_3$$

(6.7)

where $\hat{c}_2$, $\hat{c}_3$ are again divergent constants, whose divergent parts should be the same as in (6.6), and $\hat{c}_1$ is an integration constant which we expect to be zero, but we leave it for the time being. The final result is then

$$4 \int d^2 z (e^{2\alpha} - \sqrt{pp}) = -16A|m| \sum_{n=1}^{\infty} \frac{(-1)^n}{n\pi} K_1(2\pi|m||) +$$

$$+ \frac{1}{2}m\bar{m}(\pi - 8A) \log m\bar{m} + c_1 \log m\bar{m} + c_2m\bar{m} + c_3$$

(6.8)

where we have denoted by $c_i$ all the finite integration constants. These are all finite since the left hand side is finite. For large $|m|$ we expect $A_{Sinh}$ to approach a constant for the following reason. In this case the zeroes of $p$ are far apart from each other, and the solution is simply the linear superposition of two “single-zero” solutions. The single zero solution is the case of the hexagon. Hence we expect the above result to approach twice its value for the regular hexagon. Since the sum of Bessel functions decays exponentially for large $|m|$, the above discussion implies $c_1 = c_2 = 0$ and $A = \pi/8$, fixing almost all the constants. Finally, from the results for the regular hexagon (4.9), we have $c_3 = \frac{7\pi}{6}$. The final answer is then

$$A_{Sinh} = 4 \int d^2 z (e^{2\alpha} - \sqrt{pp}) = -2|m| \sum_{n=1}^{\infty} \frac{(-1)^n}{n} K_1(2\pi|m||) + \frac{7\pi}{6}$$

(6.9)
Note that some care is needed in applying (3.14) since one has to subtract the divergent pieces properly and possibly add suitable constants to the answer.

Having fixed all the constants, the behavior for small \(m\) is then fixed by the sum of Bessel functions. We obtain

\[
-2|m| \sum_{n=1}^{\infty} \frac{(-1)^n}{n} K_1(2\pi |nm|) = \frac{\pi}{12} + \pi |m|^2 \log |m| + o(|m|^2)
\]  

which we will use later as we perform a couple of checks.

Notice that the exponential decay in (6.9) goes as \(e^{-2\pi|m|} \sim e^{-4|w_s|/\pi}\) where \(|w_s|^2\) is the distance, in the \(w\) plane between the two branch points. We see that the exponential decay is precisely what we expect, since the \(\hat{\alpha}\) field has mass equal to four.

Notice that the final result for \(A_{\text{Sinh}}\) is independent of the phase of \(m\). This is is expected since the sinh gordon problem is independent under a rotation of \(m\). In fact, this is a general feature for any \(n\), the Sinh-Gordon part of the problem is invariant under rotations in the \(z\) plane.

### 6.2. Evaluation of \(A_{\text{extra}}\) for the octagon

Let us now turn to the evaluation of \(A_{\text{extra}}\). Using (6.5)\,(5.17) we find

\[
A_{\text{extra}} = -\frac{\pi}{2} (m + \bar{m}) \log \gamma_1^L - \frac{\pi}{2} \frac{m - \bar{m}}{i} \log \gamma_1^R
\]

\[
=A(|m|, \phi) = -|m| \int_{-\infty}^{\infty} \frac{dt}{\sinh(2t + 2i\phi)} \log \left(1 + e^{-2|m|\pi \cosh t}\right)
\]  

This function is defined by the integral expression when \(\phi \in (0, \pi/2)\) and by analytic continuation for other regions.

**Fig. 11:** Poles in the integrand of (6.11) whose position changes when we change \(\phi\). As we increase \(\phi\) the poles move downwards and can cross the integration contour. In that case we move the integration contour to obtain the analytically continued function.
As we increase the value of $\phi$, a pole can cross the real line. The deformed contour can then be written as the sum of a contour over the real line plus a contour encircling the pole.

It can be checked that the function so defined is periodic as we take $\phi \to \phi + 2\pi$. This is not obvious since there are poles that cross the integration contour as we increase the value of $\phi$, see fig. 11. It turns out that the sum of the residues of all poles cancel once we take $\phi \to \phi + 2\pi$. Let us be more explicit. Note that the integrand in (6.11) is periodic under $\phi \to \phi + \frac{\pi}{2}$. This corresponds to going from one quadrant to the next. In fact, we can check that

$$F(|m|, \phi + \pi/2) = F(|m|, \phi) + P(|m|, \phi)$$

$$P(|m|, \phi) = \pi |m| \sin \phi \log(1 + e^{-2|m| \pi \cos \phi})$$

(6.12)

where $P$ comes from evaluating the residue at the pole at $t_p = -i(\phi + \pi/2) + i\pi/2 = -i\phi$. Which is the pole that is crossing the integration contour as we increase $\phi$ from the first region into the next. We can then see that $F(\phi + 2\pi) = F(\phi) + P(\phi) + P(\phi + \pi) + P(\phi + \frac{3\pi}{2}) = F(\phi)$ since

$$P(\phi) + P(\phi + \frac{\pi}{2}) + P(\phi + \pi) + P(\phi + \frac{3\pi}{2}) = 0$$

(6.13)

where we suppressed the $|m|$ in the argument for simplicity.

It turns out that $F$ has a non-analytic piece in $|m|$ for small $m$ which goes as

$$F(|m|, \phi)|_{\text{non analytic}} = -\pi |m|^2 \log |m|$$

(6.14)

This non-analytic piece is cancelled by the non-analytic term in (6.10) so that the full answer is smooth at small $|m|$ as expected. Except for (6.14), the full function (6.11) is analytic in $|m|$. Naively, we expected the Stokes parameters to be analytic in $m$. However, since the precise definition of the Stokes parameters depends on the origin we choose in the $w$ plane, we can introduce some non-analytic dependence due to this choice of origin. In particular, if we choose one of the zeros of the polynomial as the origin, then we see that the non-analytic behavior in (6.14) arises from the semiclassical or WKB expression for
the “magnetic coordinate” which is given by the integral between that zero and infinity. We can write this in terms of the magnetic period

\[ w_1^m \sim 2 \int_0^\infty \frac{dz}{\sqrt{m}} \sqrt{z^2 - m} \sim \frac{m}{2} \log m + m \text{(constant)} \tag{6.15} \]

where the constant is divergent and it comes from cutting off the integral at a large value of \(z\). Here we see a non-analytic behavior. This integral also appears in setting the origin of the \(w\) plane, which is involved in defining the Stokes parameter \(\gamma\). This is the reason we get a non-analytic piece in \(\gamma\). Thus (6.15) is the origin of the non-analytic piece in (6.14).

We can also check the expression for \(\gamma_1\) by computing it for the regular octagon. In that case we need to compute the \(m \to 0\) limit of (6.5). We see from (6.5) that for \(m = 0\) we get \(\log \gamma_1 = \log \sqrt{2}\) which is in agreement with the result for the regular octagon (see appendix B).

As a non trivial check, we can look at the full answer in the limit \(m \to 0\). In this case \(A_{extra}\) goes to zero due to the factor of \(|m|\) in (6.11). On the other hand we see from (6.9) and (6.10) that \(A_{Sinh}\) goes to a constant. Namely, \(A_{Sinh} \to \frac{7\pi}{6} + \frac{\pi}{12} = \frac{2\pi}{3}\), which is the answer for the regular octagon (4.9).

6.3. Summary of the final answer for the octagon

The final answer for the octagon has the form

\[
A = A_{div} + A_{BDS-like-even} + A_{Sinh} + A_{extra}
\]

\[
A = A_{div} + A_{BDS} + R
\]

\[
R = -\frac{1}{2} \log(1 + \chi^-) \log(1 + \frac{1}{\chi^+}) + \frac{7\pi}{6} + \int_{-\infty}^{\infty} dt \frac{|m| \sinh t}{\tanh(2t + 2i\phi)} \log \left(1 + e^{-2\pi|m| \cosh t}\right)
\]

\[
R = -\frac{1}{2} \log(1 + \chi^-) \log(1 + \frac{1}{\chi^+}) + \frac{7\pi}{6} + \frac{1}{2} \int dt \frac{\bar{m}e^t - me^{-t}}{\tanh 2t} \log \left(1 + e^{-\pi(\bar{m}e^t + me^{-t})}\right)
\]

\[
(6.16)
\]

\(\chi^\pm\) and \(m\), \(\bar{m}\) are defined in terms of the two spacetime cross ratios in (6.3). The first term in \(R\) arises as the difference between \(A_{BDS-like-even} - A_{BDS}\) and is computed in appendix E. The second term results from combining \(A_{Sinh} + A_{extra}\). For this particular case \(A_{periods}\) is zero since there are no other cycles. We have written (6.9) as an integral expression and combined it with (6.11). In the last term we shifted the integration variable to emphasize the dependence of the function on \(m\) and \(\bar{m}\) and the integration contour is determined by the previous expression.
Even thought it is not explicit, the expression (6.16) is periodic under $\phi \rightarrow \phi + \frac{\pi}{2}$. This can be made more explicit by rewriting the integral $I$ in (6.16) as

$$I = I_{\text{periodic}} - \frac{1}{4} \left[ 3P(\phi) + 2P(\phi + \frac{\pi}{2}) + P(\phi + \pi) \right]$$  \hspace{1cm} (6.17)

Where $I_{\text{periodic}}$ is defined through this formula. We can check using (6.12), (6.13) that $I_{\text{periodic}}(\phi + \frac{\pi}{2}) = I_{\text{periodic}}(\phi)$. We can then combine the second term in (6.17) with the first term in (6.16) to write the remainder function as

$$R = -\frac{1}{2} \log \left[ 2 \cosh(|m|\pi \sin \phi) \right] \log \left[ 2 \cosh(|m|\pi \cos \phi) \right] + \frac{7\pi}{6} + I_{\text{periodic}}(|m|, \phi)$$

$$R = -\frac{1}{8} \log \left[ \left( \frac{1 + \chi^+}{\chi^+} \right)^2 \right] \log \left[ \left( \frac{1 + \chi^-}{\chi^-} \right)^2 \right] + \frac{7\pi}{6} + I_{\text{periodic}}(|m|, \phi)$$  \hspace{1cm} (6.18)

Written in this way we see that the remainder function has a manifest symmetry under changing $\phi \rightarrow \phi + \pi/2$ and $\phi \rightarrow -\phi$. This implies that it is invariant under $\chi^+ \rightarrow 1/\chi^-$, $\chi^- \rightarrow \chi^+$ and also under $\chi^+ \leftrightarrow \chi^-$. This is a consequence of spacetime parity, the cyclicity and conformal invariance. These symmetries were broken by our choice of a special cusp during the regularization procedure. Here we are checking explicitly that the final full answer has all the expected symmetries.

6.4. Soft and collinear limits

---

16 Since $A_{\text{Sinh}}$ depends only on $|m|$ the discussion regarding the poles crossing the contours as we move $\phi$ is the same as in (5.12)
Here we study the final answer as a function of $m$ for large $|m|$. Let us first recall the expression (6.3)

$$
\chi^+ = e^{-\pi i (m-\bar{m})} = e^{2\pi |m| \sin \phi}, \quad \chi^- = e^{-\pi (m+\bar{m})} = e^{-2\pi |m| \cos \phi} \tag{6.19}
$$

The large $|m|$ region corresponds to a Wilson loop degenerating in some way. It is convenient to divide the $m$ plane into four quadrants. In the regions within the quadrants both $\chi^+$ and $\chi^-$ are going to some extreme values (zero or infinity) and they correspond to a situation where two consecutive segments are becoming very small, see fig. 13. If we take $|m| \to \infty$ along the lines dividing the quadrants, then only one null segment is going to zero, see fig. 14. This can be called a “soft collinear” limit.

For example, let us consider the first quadrant, where $\phi \in (0, \pi/2)$. In this region $\chi^+ \to +\infty$ and $\chi^- \to 0$. Then the integral in (6.16) can be approximated by the saddle point at $t = 0$ and we get terms that are exponentially suppressed as $e^{-2\pi |m|}$ from $A_{Sinh} + A_{extra}$. We also get exponentially small terms from the first term in the remainder function $R$ in (6.14). Thus the full remainder function $R$ goes to a constant $(7\pi/6)$ up to exponentially small terms.
The general expected behavior for the area in the double soft limit is the following. If we denote by $\epsilon^\pm$ the two separations that are becoming small, say $x_1^+ - x_n^+ = \epsilon^+$ then in this limit the area factorizes as

$$A^{2n}(x_1^+, \ldots, x_n^+) \rightarrow \frac{1}{4} \log\left(\frac{\epsilon^+}{x_{1,2}^+}\right) \log(\frac{\epsilon^-}{x_{n-1,1}^-}) + A^{2n-2}(x_1^+, \ldots, x_{n-1}^+)$$  \hspace{1cm} (6.20)

This behavior is determined by conformal symmetry plus the assumption that only the coordinates explicitly appearing in (6.20) could be involved in the soft factor. Of course, we find this behavior already in $A_{BDS}$, which is a solution of the conformal Ward identities. Thus the remainder function should go to zero (or a constant) in this limit and we see that it indeed does so. There can be a constant that we can add to the right hand side of (6.20) which we are not keeping track of, since it is related to the precise way we regularize each of the cusp divergences. Once we choose a particular regularization, we can compute this constant. Thus, we should not assign a deep significance to the $7\pi/6$ in (6.16) until we define precisely the way we subtract the cusps. This should not be too difficult to do at strong coupling, but we leave it for the future.

Let us now discuss the case when $|m|$ goes to infinity along the neighborhood of $\phi \sim \frac{3\pi}{2}$. In this case $\chi^+ \rightarrow 0$ and $\chi^-$ remains finite (6.19). In general, such a limit could be achieved by taking a small value of $x_1^+ - x_n^+$ while keeping $x_{1,n}^-$ finite. (In our case $n = 4$, but we keep the discussion general). In this case dual conformal symmetry implies that

$$A^{2n} \rightarrow -\frac{1}{4} \log\left(\frac{\epsilon^+}{x_{1,n-1}^+}\right) \log(1 + z^-) - \frac{1}{4} \log\left(\frac{\epsilon^+}{x_{2,1}^+}\right) \log(1 + \frac{1}{z^-}) + O(\epsilon^+) + A^{2(n-1)}$$

$$z^- \equiv \frac{x_1^- - x_n^-}{x_n^- - x_{n-1}^-}, \hspace{1cm} 0 < z^- < \infty$$  \hspace{1cm} (6.21)

In the limit, the dependence of the area on $x_n^-$ disappears. Namely the area $A^{2n-2}$ does not involve $x_n^-$, the only explicit dependence on $x_n^-$ is through the explicit appearance of $z^-$ in (6.21).

Again this behavior of the area is saturated by $A_{BDS}$ so that the remainder function should go to zero (or a constant) in this limit. Indeed, the remainder function continues to go zero exponentially in this region too. This discussion also implies that this should be a general feature of remainder functions for any number of particles in this limit.

The conclusion is that the remainder function we obtained has the correct double-soft and soft-collinear limits. This behavior is correctly captured by $A_{BDS}$ and the remainder function goes to zero (or a constant) in both of these limits.
6.5. Wall crossing and the soft-collinear limit

Fig. 15: The wall crossing phenomenon is related to a change in the coefficients of the expansion in terms of $\epsilon^+$ when we change $x_n^-$. In (b) we see the middle range for $x_n^-$. In (a) $x_n^-$ is going into an extreme limit where $x_n^- \to x_{n-1}^-$. In (c) we see the other extreme limit when $x_n^- \to x_1^-$. 

In this subsection we discuss in more detail the soft collinear limit. We have already seen that this limit works correctly. However, we want to make contact with the Wall crossing phenomenon discussed in [16].

In this particular case the wall crossing phenomenon amounts to the fact that $\gamma$ in (6.5) has different asymptotic limits as $|m| \to \infty$ in different quadrants. This is basically the same reason that $F(|m|, \phi)$ receives a pole contribution (6.12), this new pole contribution implies that $F$ has a slightly different expansion when we cross from one quadrant to the next. We have already seen that the full answer is actually periodic when we change $\phi \to \phi + \pi/2$. What happens is that the first term in (6.10) also displays a Stokes phenomenon, which precisely cancels the one from the integral. It thus seems that there is nothing new to discuss.

However, let us be a bit more explicit. The wall crossing phenomenon is a statement about very small terms in the limit. In our problem it is a statement about the higher order in $\epsilon^+$ terms in the expansion in (6.21). More explicitly, we are expanding the small $\epsilon^+$ limit of the area as

$$A^{2n} = -\frac{1}{4} \log \epsilon^+ \log \frac{(1 + z^-)^2}{z^-} + \text{finite} + \sum_{k=1}^{\infty} c_k(z^-)(\epsilon^+)^k$$

(6.22)

where the finite piece contains also the $A^{2n-2}$ area. One would normally throw away the higher powers of $\epsilon^+$ in this expansion. However, the wall crossing phenomenon described in [16] is contained precisely in these terms.
The coefficients of this expansion depend on the minus location of the segment that is going to zero, which is $x_n^-$ with our choices, see figure fig. 15. The coefficients can also depends on the rest of the cross ratios. Note that the variable $x_n^-$ disappears from $A^{2n-2}$. Let us focus on the dependence of the coefficients on the minus location of the plus segment that is going to zero. Namely we vary $x_n^-$ keeping everything else fixed. Note that changing $x_n^-$ between its two extreme values $x_{n-1}^- < x_n^- < x_1^-$ we have that $\log z^-$ changes between infinity and minus infinity (6.21). In principle this $x_n^-$ dependence could be complicated.

The wall crossing phenomenon is the statement that as we change $x_n^-$ from one extreme value to the other, so that $\log z^- \sim \log \chi^-$ changes from minus to plus infinity, then $c_k(q^-)$ changes in a very specific way. Even though we have no information on the precise values of $c_k$, we do know how they change from a very small value of $\chi^-$ to a very large value of $\chi^-$. By a piece that changes, we mean a piece whose asymptotic value at large $\log \chi^-$ is not the analytic continuation of the behavior from very negative values of $\log \chi^-$. In our particular case we find that for very large $|\log \chi^-|$ we have the asymptotic behavior

$$ \sum_{k=1}^{\infty} c_k^{\text{jumps}} (\chi^+)^k = -\frac{1}{4} |\log \chi^-| \log(1 + \chi^+), \quad -\log \chi^+ \gg |\log \chi^-| \gg 1 \quad (6.23) $$

where we have expressed $\epsilon^+$ in terms of the $\chi^+$ cross ratio. Note that $\chi^+ \to 0$. This formula is only expressing the asymptotic behavior of the coefficients for large $|\log \chi^-|$ and it is capturing the change in the coefficients. We are not saying anything about terms that are possibly linear in $\log \chi^-$, for example.

What we have written here is the total change in the area. It turns out that the whole change in the coefficients comes from the BDS term $A_{BDS}$. The function $R$ does not display a change of this kind.

We interpret this as saying that the total change in the coefficients $c_k(q^-)$ as we change $\chi^-$ is the same at weak and strong coupling. This change is coming purely from $A_{BDS}$ and it would be nice to understand if it is being fixed by dual conformal symmetry.

It turns out that the detailed behavior of each of the coefficients $c_n$ in (6.22), when we increase $\chi^-$, is actually different at weak and strong coupling. In fact the first term in (6.16) is subtracting the weak coupling behavior and the integral is putting in the correct strong coupling behavior. This happens in such a way that the total change in the coefficients is the same at weak and strong coupling. In particular, at weak coupling the change in behavior occurs over a small region of order one in $\log \chi^-$. While at strong coupling the change occurs over a larger region of size $\Delta(\log \chi^-) \sim \sqrt{\log \chi^+}$. This corresponds to
an angular scale $\Delta \phi \sim 1/|m|$ at weak coupling while we have $\Delta \phi \sim 1/\sqrt{|m|}$ at strong coupling. Thus the function is changing faster at weak coupling than at strong coupling.

This particular strong coupling behavior can be understood by taking a scaling limit of the integral in (6.16) where we take $|m| \to \infty$ with $\tilde{\phi} = \sqrt{|m|}\phi$ and $\tilde{t} = \sqrt{|m|}t$ kept fixed.

Since the wall crossing phenomenon was crucial for [16], it would be interesting to know if these observations help in the computation of the Wilson loops for all values of the coupling. In other words, one would like to generalize an analysis analogous to the one in [16], for all values of the coupling.

7. Conclusions and discussion

In this paper we have studied classical strings on $AdS_3$ focusing on configurations that end on the boundary on a polygon with null edges. We have explained how to map the problem into the generalized Sinh-Gordon equation. This problem involves a holomorphic polynomial $p(z)$. One then is supposed to solve the generalized Sinh-Gordon problem for each $p(z)$. In order to find the spacetime embedding of the solution we need to solve an auxiliary linear problem. This linear problem is everywhere smooth except at infinity, where it displays the Stokes phenomenon. In each Stokes sector the spacetime solution goes to infinity. Thus, it goes to the boundary of $AdS_3$. The degree of the polynomial determines the number of sectors and the thus the number of cusps. The coefficients of this polynomial parametrize the configuration. We explained how to obtain the spacetime cross ratios in terms of the solutions to this linear problem. This map seems to be complicated in general. We have also explained how to regularize the area, splitting the computation into several parts. In general, the difficult part of the problem is to compute the spacetime cross ratios as a function of the parameters of the polynomial, $p$. If these cross ratios are also computed as a function of the spectral parameter, then one can also find the area in a simple way. The problem is mathematically equivalent to the one considered in [16,17], based on a different physical motivation. Using the results obtained in [16] we could find the full result for an octagonal Wilson loop. The final result is given in (6.16). In addition we have considered the solutions for regular polygons and we have also checked that in the limit of a large number of sides, $n \to \infty$, we recover the result for the ordinary circular Wilson loop.

The structure of the problem and its integrability was explored in detail in [16] and [17]. In particular, Gaiotto-Moore-Neitzke reduce the problem to a certain Riemann Hilbert
problem involving the spacetime cross ratios as a function of the spectral parameter. One could wonder if there are further simplifications for our problem and whether one can find other solutions.

Given the close connection between the problem considered in [16] and the problem considered here it seems likely that there might be a way to relate them directly by a physical construction.

The problem considered in [16,17] is more general than the one considered in this paper. In our case the linear problem had a single irregular singularity at infinity. One could add other singularities [17]. It is possible that the more general problem in [17] could enable one to find solutions also for correlation functions of operators, or even perhaps, problems involving higher genus surfaces in the classical limit. It would be nice to do this explicitly.

In [17] the problem is solved in an approximate way when the zeros of the polynomial are widely separated. In this case, the periods give a good approximation for certain cross ratios. It is likely that in this regime the remainder function will be small. We saw this in the case of the octagon. It would be nice to see if it is a general feature.

It would be nice to study further the equations in [16] so as to reformulate the problem in terms of Bethe equations for some particles moving on the worldsheet. In this problem there is a very clear candidate particle, which is the massive excitation that the field $\alpha$ is describing. In fact, this particle has a clear spacetime meaning which can be elucidated by considering the four-sided null polygon. The corresponding surface and configuration were studied in detail in [18]. One could consider a new vacuum for the spin chain that corresponds to the state of a high spin operator. Then it seems natural to consider impurities propagating on this new vacuum, as discussed briefly in [41]. This is the vacuum that might lead to the simplest description for Wilson loops, or gauge theory amplitudes. It seems likely that this $AdS_3$ problem is a full consistent subsector of the $\mathcal{N} = 4$ gauge theory. If one understood how to rephrase [16] in terms of Bethe equations, then one could derive the solution for the full problem by inserting the correct quantum scattering phase for the corresponding excitations, such as the phase in [42].

One of the motivations for the analysis in [16] was to understand further the wall crossing phenomenon. In our case, this phenomenon arises when we consider a soft-collinear limit where one null segment becomes very small. As we change the location of the small segment from one cusp to the next, there is a change in the coefficients of the expansion in terms of the parameter that is becoming very small. We have found that this change
has the same form at weak and strong coupling, up to an overall factor due to the cusp anomalous dimension (see (3.14)). This suggests that it should be the same at all values of the coupling. It would be nice to find a direct argument for this fact. Notice that this involves subleading terms in the soft-collinear expansion, these are terms that one would normally throw away in computing the soft-collinear limit.\footnote{What we call soft-collinear here corresponds to taking the size of only one null segment to zero, keeping everything else fixed.}

It is interesting that the problem with spectral parameter $\zeta$ also arises as the physical problem on $AdS_3$ with a WZ term\footnote{[43].}. If the WZ term is very small, then $\zeta$ is close to one. But if the WZ term approaches the WZW limit then we find that $\zeta$ goes to zero or infinity, depending on the sign of the WZ term. Since these limits also play an important role in setting boundary conditions for the Riemann Hilbert problem in\footnote{[16]}, perhaps the WZW version of this problem, which should be more solvable, could be particularly useful.

One obvious problem is to generalize this structure to the case of a surface in $AdS_5$ (or $AdS_4$), as opposed to $AdS_3$. The Pohlmeyer-type reduction is known for these cases\footnote{[9,12]}. In all cases there is a single holomorphic function, but we get three fields instead of one field $\alpha$ as we had here.

So far we discussed Wilson loops. If one is interested in amplitudes, there is extra information that has to do with the particle polarizations at the boundary of the worldsheet. This information is not visible in the classical problem we have been considering.

The particular kinematic configurations that we have considered here are also expected to lead to simplifications in Wilson loops or scattering amplitudes at weak coupling. This looks like the kinematics of a 1+1 dimensional theory, but the theory is still four dimensional. The two loop perturbative result for an $n$ sided Wilson null polygon was computed in\footnote{[44]}, it would be nice to see if the result can be made more explicit with this particular kinematics.

It would also be interesting to know if there is any relation between the solutions in this paper and the multispikes solutions in\footnote{[43,46] and various references therein.} and various references therein. The solution for $n = 2$ (four cusps) is an analytic continuation of the solution with two spikes. However, this does seem to be the case for other solutions ($n > 2$).
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Appendix A. Relation between the flat connection of the reduced model and the one of the original model

In this appendix we consider the relation between the flat connection with spectral parameter $\zeta$ introduced in (2.15) and the one that is more familiar from the study strings in $AdS$, such as the one considered in [7], whose expansion in powers of the spectral parameter gives the infinite number of conserved charges. In order to understand the relation one can start from an explicit solution for $Y$ in (2.14) and construct the usual current from it $J = -dGG^{-1}$, where we think of $Y_{\hat{a}\hat{a}} = G_{\hat{a}\hat{a}}$ as an $SL(2)$ group element. It turns out that $J$ can be obtained from a gauge transformation of $B$. Since both are flat connections, this is not surprising. Our objective here is to find the explicit transformation between the two. For this purpose it is convenient to think of $\psi_{\alpha a}$ as an $SL(2)$ matrix. Its determinant is one because of (2.12). Moreover $\psi_{\alpha a}^{-1} = \epsilon_{\alpha\beta} \epsilon_{ab} \psi_{\beta b}$ is the inverse of $\psi_{\alpha a}$. Namely, (2.12) is equivalent to $\psi_{\alpha a} \psi_{\alpha b} = \delta_{ab}$. The expressions for the group element and its derivatives can now be written as

$$G_{\hat{a}\hat{a}} = Y_{\hat{a}\hat{a}} = q_1 = \psi_{\alpha a}^L M_1^{\alpha\beta} \psi_{\beta a}^R, \quad \psi_{\beta a}^R = (\psi_{\alpha a}^L)^t M_1 \psi_{\alpha a}^R \quad G^{-1} = (\psi_{\alpha a}^R)^{-1} M_1^{-1} [ (\psi_{\alpha a}^L)^t ]^{-1}$$

$$\partial G = 2e^\alpha q_2 = 2e^\alpha (\psi_{\alpha a}^L)^t M_3 \psi_{\alpha a}^R, \quad M_3 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad M_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$$

$$\tilde{\partial} G = 2e^\alpha q_2 = 2e^\alpha (\psi_{\alpha a}^L)^t M_2 \psi_{\alpha a}^R, \quad M_2 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$$

Using these expressions we can compute the left currents

$$(J_z)_a^b = - \partial GG^{-1} = -2e^\alpha (\psi_{\alpha a}^L)^t M_3 M_1 [ (\psi_{\alpha a}^L)^t ]^{-1} = 2e^\alpha \psi_{2a}^L \psi_{2b}^L$$

$$(J_{\bar{z}})_a^b = - \tilde{\partial} GG^{-1} = -2e^\alpha (\psi_{\alpha a}^L)^t M_2 M_1 [ (\psi_{\alpha a}^L)^t ]^{-1} = -2e^\alpha \psi_{1a}^L \psi_{1b}^L$$

where I have used the expressions for $M_1$ and $M_{2,3}$ in a particular gauge. Notice that $\psi^R$ cancels out. (A.2) is the ordinary left flat connection of the $AdS_3$ sigma model. Notice that it depends only on “left” spinors, $\psi^L$. It is well known that one can consider a one parameter of flat connections, or a Lax pair, by introducing a spectral parameter

$$L_z = c_z J_z, \quad L_{\bar{z}} = c_{\bar{z}} J_{\bar{z}}, \quad 2c_z c_{\bar{z}} - c_z - c_{\bar{z}} = 0$$

(A.3)
Let us now turn our attention to the connection with spectral parameter introduced in (2.13). We then perform a gauge transformation

\[ B(\zeta) \rightarrow \tilde{B}(\zeta) = h^{-1} B(\zeta) h + h^{-1} dh , \]
\[ \psi^\xi \rightarrow \tilde{\psi}^\xi = h^{-1} \psi^\xi , \]
\[ h = h_\zeta \Omega , \quad h_\zeta = \begin{pmatrix} \zeta^{1/2} & 0 \\ 0 & \zeta^{-1/2} \end{pmatrix} \]
\[ \Omega^a_\alpha = (\psi^L)_a^\alpha = \begin{pmatrix} -\psi^L_{1,2} & \psi^L_{1,1} \\ -\psi^L_{2,2} & \psi^L_{2,1} \end{pmatrix} , \quad d\Omega = -B(\zeta = 1)\Omega \]

\( \Omega \) is simply given by the solution of the left problem. Note that \( \Omega \) is independent of \( \zeta \). Of course, for \( \zeta = 1 \) such a gauge transformation sets the connection to zero. \( h_\zeta \) is chosen so that \( h^{-1}_\zeta B \zeta h_\zeta \) depends on \( \zeta \) only through a \( \zeta^2 \) factor in the upper right hand corner. Thus, the \( \zeta \) dependent term in \( h^{-1}_\zeta B(\zeta) h_\zeta \) is proportional to the matrix \( M_3 \) which appeared in the definition of \( J_z \) (A.2). In addition, note that for \( \zeta = 1 \) the gauge transformation \( \Omega \) sets the connection to zero. Thus, after the gauge transformation, the full connection is proportional to \( \zeta^2 - 1 \). A similar thing happens with \( \tilde{B}_\bar{z} \). Thus we have that

\[ \tilde{B}_z(\zeta) = - (\zeta^{-2} - 1) e^\alpha \psi^L_a^\alpha \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}^\beta \psi^L_b^\beta = - (\zeta^{-2} - 1) e^\alpha \psi^L_{\alpha \alpha} \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}^\alpha \psi^L_{\beta \beta} \]
\[ \tilde{B}_z(\zeta) = \frac{\zeta^{-2} - 1}{2} J_z \]
\[ \tilde{B}_{\bar{z}}(\zeta) = - (\zeta^2 - 1) e^\alpha \psi^L_a^\alpha \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}^\beta \psi^L_b^\beta = - (\zeta^2 - 1) e^\alpha \psi^L_{\alpha \alpha} \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}^\alpha \psi^L_{\beta \beta} \]
\[ \tilde{B}_{\bar{z}}(\zeta) = \frac{\zeta^2 - 1}{2} J_z \]

Which has exactly the form (A.3). Hence, the spectral parameters in the reduced and original models coincide. Notice that in (A.3) the “poles” are at \( \zeta \rightarrow 0 \) and \( \zeta \rightarrow \infty \). A more standard choice is \( c_z = -\frac{1}{1+\lambda} \) and \( c_{\bar{z}} = -\frac{1}{1-\lambda} \), where \( \lambda = \frac{\zeta^2 + 1}{\zeta^2 - 1} \), the poles are then at \( \lambda = \pm 1 \) [9]. Thus we see that a gauge transformation by an \( h \) given by a solution to the left problem of the left connection of the reduced problem gives us the usual left connection of the sigma model.

The same discussion carries over for the right connection given by \( J \sim G^{-1} dG \). The relation between the left and the right connections is simply a gauge transformation by the group element \( G \).
Appendix B. Solution for large $|w|$ and regularization of the area

In order to regularize the area it is necessary to understand the solution of the linear problem at large $z$ or $w$. In this appendix we examine this problem in more detail and we provide a derivation for the formulas quoted in the main text.

Let us first discuss some general issues regarding the solutions at large $w$. Let us consider the left problem first. The problem involves Stokes sectors. We denote the Stokes lines by the index $i = 1, \ldots, n$. The first line is when $w$ is real and positive, the second when $w$ is real and negative, the third when $w$ is real and positive but on the second sheet, and so on. We move from one sheet to the next in an anticlockwise fashion. We label Stokes sectors by two consecutive indices $[i, i + 1]$. In each Stokes sector a simple basis for two approximate solutions is

\[
\eta_+ [i, i+1] = \left( e^{w+\bar{w}}, 0 \right) \sim \left( e^{\int \sqrt{p}dz + \int \sqrt{\bar{p}}d\bar{z}}, 0 \right), \quad \eta_- [i, i+1] = \left( 0, e^{-(w+\bar{w})} \right) \quad \text{(B.1)}
\]

In different sectors we define similar functions which are given by the same expressions as in (B.1), but with $w$ is defined by analytic continuation from the previous sector. In order to define the variable $w$ we just perform an analytic continuation through all the sheets obtained using the polynomial $p$, without any information of the Sinh-Gordon problem yet. We will sometimes suppress the sector index.

We now imagine that we have solved the Sinh-Gordon problem. In addition, imagine that we have also solved the linear problem (2.11). An exact solution can be approximated as

\[
\psi = c^+_{[i, i+1]} \eta_+ [i, i+1] + c^-_{[i, i+1]} \eta_- [i, i+1] \quad \text{(B.2)}
\]

The numbers $c^\pm$ depend on the Stokes sector. As we cross the $i + 1$ Stokes line we have that

\[
\eta^\text{exact} [i, i+1] = S_a b \eta^\text{exact} [i+1, i+2] \quad \text{(B.3)}
\]

Where the left hand side is the exact analytic continuation of the solutions that have the approximate expressions (B.1) in the stokes sector $[i, i + 1]$, while the right hand side involves the exact solutions which have the expressions (B.1) in the $[i + 1, i + 2]$ sector. The indices $a, b$ run over $\pm$ in (B.1). This implies that the numbers $c^a$ in (B.2) change as

\[
c^b_{[i+1, i+2]} = c^a_{[i, i+1]} S_a b \quad \text{(B.4)}
\]
as we change sectors. For a Stokes line along the positive real axis we have \( S_p = \begin{pmatrix} 1 & \gamma \\ 0 & 1 \end{pmatrix} \).

While for one along the negative real axis we have \( S_n = \begin{pmatrix} 1 & 0 \\ \gamma & 1 \end{pmatrix} \), where \( \gamma \) is generically different for each line.

Let us now understand what should happen when we go around once in the \( z \) plane (or \( n/2 \) times in the \( w \) plane). Naively, we would expect the solution to go back to the original solution. This is not quite right because when we went to the variables where the connection was constant at infinity we performed a gauge transformation (3.3)

\[
\hat{\psi} = e^{i \frac{\pi}{4} \sigma_3} e^{i \frac{\pi}{4} \sigma_2} e^{i \log \frac{\sigma_3}{\sigma_2} \psi}
\]  

(B.5)

where \( \psi \) is the original variable of the problem in (2.7). This same gauge transformation diagonalizes the connection for any value of \( \zeta \), so that this also covers the right problem after we do the transformation (2.16). Since the gauge transformation (B.5) is not single valued as we go once around the \( z \) plane, we find that \( \hat{\psi} \) is not single valued. Of course, the original variable \( \psi \) is single valued, since the connection is smooth everywhere. We find that under a full rotation in the \( z \) plane \( \hat{\psi} \) changes as

\[
\hat{\psi} \rightarrow e^{i \frac{\pi}{4} \sigma_3} e^{i \frac{\pi}{4} \sigma_2} e^{i \frac{3\pi}{2}(n-2)\sigma_3} e^{-i \frac{\pi}{4} \sigma_2} e^{-i \frac{\pi}{4} \sigma_3} \hat{\psi} = e^{i \frac{\pi}{4}(n-2)\sigma_2} \hat{\psi}
\]  

(B.6)

In addition, in the case that \( n \) is even we have the shift in the \( w \) coordinate as we go around \( w \rightarrow w + w_s \). In other words, \( w_{n+1} = w_1 + w_s \) where \( w_1 \) is the \( w \) coordinate on the first sheet in the first region and \( w_{n+1} \) is the result of going around \( n/2 \) times in the \( w \) plane (or once in the \( z \) plane). This implies that after we go around \( n/2 \) times we should identify the original spinor \( \psi(w_1) \) in the first patch with \( \psi^{exact}(w_{n+1}) = \psi^{exact}(w_1 + w_s) \) in the last patch. In other words, we require

\[
\hat{\psi}^{exact}(w_{n+1}) = \hat{\psi}^{exact}(w_1 + w_s) = e^{i \frac{\pi}{4}(n-2)\sigma_2} \hat{\psi}^{exact}(w_1)
\]  

(B.7)

where the left hand side is the exact analytic continuation of the solution through all the sheets of the Riemann surface. Taking both of these effects into account we find that the product of all Stokes factors should obey

\[
S_p(\gamma_1)S_n(\gamma_2)S_p(\gamma_3) \cdots S_p(\gamma_n) = e^{i \frac{\pi}{4} \sigma_2(n-2)} = i(-1)^{\frac{n-3}{2}} \sigma_2 \quad n \text{ odd}
\]

\[
S_p(\gamma_1)S_n(\gamma_2) \cdots S_n(\gamma_n)e^{\sigma_3(w_s + \bar{w}_s)} = e^{i \frac{\pi}{2} \sigma_2(n-2)} = (-1)^{n/2} \quad n \text{ even}
\]  

(B.8)
where $\sigma^i$ are the ordinary Pauli matrices. In the first equation, the one for $n$ odd, we should choose the origin of the $w$ plane so that $w \rightarrow -w$ when we go around at large $|w|$ $n/2$ times.

We can check that in the case that $n = 3$ this determines all the Stokes matrices. For $n = 3$ we get $\gamma_1 = -\gamma_2 = \gamma_3 = 1$. In the case $n = 4$ there is a one parameter family of solutions (for each $w_s$)

$$\gamma_2 = -(1+e^{-(w_s+\bar{w}_s)})/\gamma_1, \quad \gamma_3 = e^{w_s+\bar{w}_s}\gamma_1, \quad \gamma_4 = -e^{-((w_s+\bar{w}_s))(1+e^{-((w_s+\bar{w}_s)})}/\gamma_1 \quad (B.9)$$

The left over parameter simply corresponds to shifts in the origin of $w$ which leads to a rescaling of the parameters and can be viewed as a spacetime conformal transformation.

On the other hand we will see that $w_s$ parametrizes the single non-trivial cross ratio for this problem ($n = 4$). For general even $n$ there is one cross ratio that we can compute in this fashion. This is computed as follows. First note that we can use the approximate solutions (B.1) to compute the inner products $s_i \wedge s_{i+1}$ namely the product of two small solutions on two consecutive cusps. We can take the normalization of these solutions to be the one in (B.1) in sector $[i, i+1]$. Then we would get $s_i \wedge s_{i+1} = \pm 1$ depending on whether the sector is in the region $Im(w) > 0$ or $Im(w) < 0$ (if we consider the left problem). The only subtlety is in the computation of $s_n \wedge s_1$. In this case we need to use (B.7) so that $s_n \wedge s_1 = -(1)^{n/2}e^{w_s+\bar{w}_s}$. We also know from (3.11) that $s_i \wedge s_{i+1} \sim x_{ij}$ up to factors that depend only on $i$ and a factor depending only on $j$. These factors cancel in the expression

$$\frac{(s_2 \wedge s_3)(s_4 \wedge s_5) \cdots (s_n \wedge s_1)}{(s_1 \wedge s_2)(s_3 \wedge s_4) \cdots (s_{n-1} \wedge s_n)} = -e^{w_s+\bar{w}_s} = \frac{x_{23}x_{45} \cdots x_{n1}}{x_{12}x_{34} \cdots x_{n-1,n}} \quad (B.10)$$

where the $(-1)^{n/2}$ factor got canceled by the fact that for half of the sectors $s_i \wedge s_{i+1}$ has one sign and for the other half the other sign. This is the derivation of (5.13).

Finally, let us note that we can compute the $\gamma_i$ for the regular polygon from (B.8). For a regular polygon we expect that all the $\gamma_i$ are equal. In fact, being more careful about the minus signs we get $\gamma_i = (-1)^i \gamma$. One can then determine where $\gamma = 2 \cos \frac{\pi}{n}$.

Due to the gauge transformation (B.5) the final expression for the spacetime coordinates, which is not gauge invariant, is

$$Y_{a\dot{a}} = \psi^L_{\alpha a} \hat{M}_1^{\alpha \dot{\beta}} \psi^R_{\beta \dot{a}},$$

$$\hat{M}_1 = (e^{-\frac{i}{2} \log \frac{p}{\bar{p}}} e^{-i \frac{\pi}{2} \sigma^3} e^{-i \frac{\pi}{2} \sigma^2} e^{-i \frac{\pi}{2} \sigma^1})^t U e^{-\frac{i}{2} \log \frac{p}{\bar{p}}} e^{-i \frac{\pi}{2} \sigma^3} e^{-i \frac{\pi}{2} \sigma^2} e^{-i \frac{\pi}{2} \sigma^1} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} \quad (B.11)$$
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where $U$ is given in (2.16) and $\hat{\psi}^{L,R}$ are the solutions to the left and right problems where the connection has been diagonalized for large $w$ as in (3.3). In (B.11) we have expressed (2.14) in the gauge that simplifies the asymptotic form of the solutions. It is convenient to introduce the new coordinates

$$u = w + \bar{w} + \frac{w - \bar{w}}{i}, \quad v = -(w + \bar{w}) + \frac{w - \bar{w}}{i}$$

(B.12)

Then, in a region where the pair of left and right solutions have the expressions

$$\psi^L_a = c^L_a + \eta^L_a, \quad \psi^R_a = c^R_a + \eta^R_a$$

we find that the spacetime coordinates, (B.11), is

$$Y_{\hat{a}\hat{a}} = \frac{1}{\sqrt{2}} \left[ c^L_a + c^R_a - c^R_a - c^L_a \right]$$

(B.14)

Note that in each of the quadrants of the $w$ plane only one of these terms dominates and determines the spacetime coordinates. In particular, for the solution with $n = 2$, which corresponds to the four sided Wilson loop discussed in [1,33], the Stokes matrices are the identity this is the exact solution. A simple choice for the $c$'s leads to

$$Y_{\hat{a}\hat{a}} = \frac{1}{\sqrt{2}} \begin{pmatrix} e^u & e^{-v} \\ -e^v & e^{-u} \end{pmatrix}$$

(B.15)

But in general, for $n > 2$, (B.14) it is only giving the asymptotic form of the solution. The matrices $c^L_{a\pm}$ and $c^R_{a\pm}$ change as in (B.14) when we cross Stokes lines. Also the various exponentials in (B.14) change dominance as we cross anti-Stokes lines.

Finally, let us mention that the area element in the new coordinates (B.12) is

$$4 \int d^2w = \frac{1}{2} \int dudv.$$

### B.1. Tracking a solution across Stokes lines

In this subsection we will track the solutions across Stokes lines. Our purpose in doing this is to see more clearly how the Stokes data determines the spacetime solution, the location of the cusps, and the asymptotic form for the radial coordinate.
Fig. 16: For the left problem (a), $\text{Re}(w) = 0$ represents the anti-Stokes lines while the Stokes lines are at $\text{Im}(w) = 0$. For instance, for $\text{Re}(w) < 0$ a given solution dominates and the whole region corresponds to a single value of $x^+$. For the right problem (b) the Stokes and anti-Stokes lines are interchanged.

Let us now track the behavior of a pair of solutions around various Stokes sectors. Let us start in the first Stokes sector with the matrix given by $c^{L}_{[12],a} = b^r_a$, obeying

$$b^+_a b^-_b - b^-_a b^+_b = \epsilon_{ab}$$  \hspace{1cm} (B.16)

Then the coefficients in the next four Stokes sectors can be found using (B.4)

\begin{align*}
[12] & : \quad c^+_{[12],a} = b^+_a, \quad c^-_{[12],a} = b^-_a \\
[23] & : \quad c^+_{[23],a} = b^+_a + \gamma_2 b^-_a, \quad c^-_{[23],a} = b^-_a \\
[34] & : \quad c^+_{[34],a} = b^+_a + \gamma_2 b^-_a, \quad c^-_{[34],a} = b^-_a + \gamma_3 (b^+_a + \gamma_2 b^-_a) \\
[45] & : \quad c^+_{[45],a} = b^+_a + \gamma_2 b^-_a + \gamma_4 (b^-_a + \gamma_3 (b^+_a + \gamma_2 b^-_a)), \quad c^-_{[45],a} = b^-_a + \gamma_3 (b^+_a + \gamma_2 b^-_a) \\
\end{align*}

(B.17)

Notice that the coefficients of the large terms never change when we cross the line. Only the small coefficients change. However, by the time we go once around the $w$ plane, we see that the Stokes data starts to show up in the large solutions. Namely, this is the $\gamma_2$ term in $c^+_{[23],a}$ when we are near the 3rd Stokes line. We can now do the same for the right problem. We label the corresponding quantities with tildes. We can now write down the asymptotic form of the solution in four consecutive cusps. We label the cusps by two indices, $(i, i)$ or $(i + 1, i)$. The first index labels the left problem and the second index labels the right
problem. Thus, these cusps sit at \((x^+_i, x^-_i)\) and \((x^+_i, x^-_i)\) respectively. The expressions for the \(c\)'s for the left and right problems will have the same form as in (B.17) with the Stokes parameters for the left or the right problems. Each of the indices changes when we cross an anti-Stokes line. When we cross a Stokes line we do not change the leading asymptotic form of the solution so we have the same index \(i\). We have that the solution in the following cusps behaves as

\[
(i, i) : \quad \frac{1}{r} = b^+_1 \tilde{b}^+_1 e^u, \quad x^+_i = \frac{b^+_2}{b^+_1}, \quad x^-_i = \frac{\tilde{b}^+_2}{b^+_1}
\]

\[
(i + 1, i) : \quad \frac{1}{r} = -b^-_1 \tilde{b}^+_1 e^v, \quad x^+_{i+1} = \frac{b^-_2}{b^-_1}, \quad x^-_i = \frac{\tilde{b}^-_2}{b^-_1}
\]

\[
(i + 1, i + 1) : \quad \frac{1}{r} = b^-_1 \tilde{b}^-_1 e^{-u}, \quad x^+_{i+1} = \frac{b^-_2}{b^-_1}, \quad x^-_{i+1} = \frac{\tilde{b}^-_2}{b^-_1}
\]

\[
(i + 2, i + 1) : \quad \frac{1}{r} = (b^+_1 + \gamma^L_{i+1} b^-_1) \tilde{b}^+_1 e^{-v}, \quad x^+_{i+2} = \frac{(b^+_2 + \gamma^L_{i+1} b^-_2)}{(b^+_1 + \gamma^L_{i+1} b^-_1)}, \quad x^-_{i+1} = \frac{\tilde{b}^-_2}{b^-_1}
\]

\[
(i + 2, i + 2) : \quad \frac{1}{r} = (b^+_1 + \gamma^L_{i+1} b^-_1)(\tilde{b}^+_1 + \gamma^R_{i+1} \tilde{b}^-_1) e^u,
\]

\[
x^+_{i+2} = \frac{(b^+_2 + \gamma^L_{i+1} b^-_2)}{(b^+_1 + \gamma^L_{i+1} b^-_1)}, \quad x^-_{i+1} = \frac{\tilde{b}^+_2 + \gamma^R_{i+1} \tilde{b}^-_2}{(b^+_1 + \gamma^R_{i+1} b^-_1)}
\]

(B.18)

Notice that the spacetime indices, \(a\), of \(b^+_a\) label the different components of the target space coordinates. The upper indices, \(\pm\), are related to the sign of the exponential in (B.1). The \(b\)'s that appear in (B.18) are the ones appearing in the dominant exponentials at each cusp. Note that the Stokes data appears only after a few steps. Notice that the values for the \(x^+_j\) are independent of the worldsheet coordinates \(u, v\) which is simply saying that we are sitting at one of the cusps. Of course, the value of \(1/r\) does depend on \(u\) and \(v\) and this is what will enable us to introduce a cutoff. Let us record the values of some of the kinematic variables

\[
x^+_{i+1} - x^+_i = \frac{b^-_2 b^+_1 - b^+_2 b^-_1}{b^+_1 b^-_1} = \frac{1}{b^+_1 b^-_1}, \quad x^+_{i+2} - x^+_i = \frac{\gamma^L_{i+1}}{(b^+_1 + \gamma^L_{i+1} b^-_1) b^+_1}
\]

\[
x^-_{i+1} - x^-_i = \frac{1}{b^+_1 b^-_1}, \quad x^-_{i+2} - x^-_i = \frac{\gamma^R_{i+1}}{(b^+_1 + \gamma^R_{i+1} b^-_1) b^+_1}
\]

(B.19)

We will use these expressions when we regularize the area.
B.2. Computing the regularized area

Once we introduce the cutoff \( r \geq \mu \) we find that, for example, \( u \) in the first cusp, labelled by \( (i, i) \) in (B.18) cannot become too big. By looking at the expression for \( r \) at the cusp \( (i, i) \) we find that \( r \geq \mu \) translates into
\[
 u \leq - \log \mu + \delta u_i , \quad \delta u_i \equiv - \log(b_i^+ b_i^-) \tag{B.20}
\]
Similarly, we could consider the cusp \( (i+1, i+1) \) and then we find
\[
 u \geq - (- \log \mu + \delta u_{i+1}) , \quad \delta u_{i+1} \equiv - \log(b_i^- b_i^+) \tag{B.21}
\]
We think of \( \delta u_i \) as the shifts in the position of the cutoff for the integral in the \( w \) plane which depends on the kinematics. They are defined in such a way that a positive \( \delta u_i \) would increase the area, both in the positive \( u \) regions and the negative \( u \) regions. Notice that using (B.19) we obtain the useful relation
\[
 \delta u_i + \delta u_{i+1} = \ell_{i}^+ + \ell_{i}^- , \quad \ell_{i}^\pm \equiv \log(x_{i+1}^\pm - x_{i}^\pm) \tag{B.22}
\]
This relation will enable us to express most of the dependence of the area in terms of the physical spacetime quantities. We can similarly introduce \( \delta v_i \) at the cusp \( (i+1, i) \) and \( \delta v_{i+1} \) at cusp \( (i+2, i) \). We again find a formula similar to (B.22)
\[
 \delta v_i + \delta v_{i+1} = \ell_{i+1}^+ + \ell_{i}^- \tag{B.23}
\]
Here we have ignored an \( i \pi \) that would arise from the minus sign in the expression for \( 1/r \) at cusp \( (i+1, i) \) in (B.18). Such terms can be fixed at the end using the spacetime conformal Ward identity (5.9) and we will not keep track of them. Both of (B.22) and (B.23) allow us to fix all the \( \delta u_i, \delta v_i \) in terms of just one of them. Going all around the surface we get that
\[
 \delta u_{n+1} = \delta u_{n+1} + \delta u_n - (\delta u_{n-1} + \delta u_{n-2}) + \cdots + (\delta u_2 + \delta u_1) - \delta u_1 , \quad n \text{ odd}
\]
\[
 \delta u_{n+1} = \delta u_{n+1} + \delta u_n - (\delta u_{n-1} + \delta u_{n-2}) + \cdots - (\delta u_2 + \delta u_1) + \delta u_1 , \quad n \text{ even}
\]
(B.24)
In the case that \( n \) is odd, we choose the origin in the \( w \) plane so that \( w \to -w \) when we go around the \( w \) plane \( n/2 \) times. This implies that \( \delta u_{n+1} = \delta u_1 \). Then the first equation (B.24), together with (B.22), (B.23), can be used to determine \( \delta u_1 \) in terms of spacetime quantities. In the case that \( n \) is even we will have that \( \delta u_{n+1} = \delta u_1 + u_s \). Then the second
equation in (B.24) determines \( u \) in terms of spacetime quantities. This relation, together with a similar relation for \( \delta v_{n+1} \), implies (5.13). Here we are denoting \( u, v \) as the values of \( w \) in the coordinates in (B.12).

In the \( n \) even case we have not yet determined \( \delta u_1 \). Note that the combinations in (B.22) and (B.23) are invariant under a translation in the \( w \) plane (a translation changes \( \delta u_i \rightarrow \delta u_i + (-1)^i \epsilon \)). In order to fix the overall magnitude of the \( \delta u_i \), and \( \delta v_i \) we use the relation

\[
\log(x_{i+2}^+ - x_i^+)(x_{i+1}^+ - x_i^-) = \log \gamma_{i+1}^{L} + \delta v_{i+1} + \delta u_i
\]
\[
\log(x_{i+2}^- - x_i^-)(x_{i+2}^+ - x_{i+1}^+) = \log \gamma_{i+1}^{R} + \delta u_{i+2} + \delta v_i
\]

where we used (B.19). This combination of \( \delta u_j \), \( \delta v_j \) is not translation invariant in the \( w \) plane and it can be used to remove completely all \( \delta u_j \) at the expense of introducing (at least) one Stokes parameter \( \gamma^L \) and one \( \gamma^R \). This will be necessary in the case of \( n \) even.

### B.3. Computing the regularized area for \( n \) odd

Let us start with the case of \( n \) odd. We will now compute the area in the following way. We first assume that the \( w \) surface is a simple branched cover over the \( w \) plane, as we had for the regular polygon. We set this branch point at the origin of \( w \). When we go around the \( z \) plane we are going around the \( w \) plane \( n/2 \) times and we map \( w \rightarrow -w \).

![Fig. 17: Here we compute the part of the area that depends on the physical regulator. We replace the \( w \) Riemman surface by the one we had for the regular polygon. Each line corresponds to a cusp. Note that since we are using the \( u, v \) coordinates in (B.12) the figure is rotated by 45 degrees relative to the figure in the \( w \) plane. We compute the area by summing the area of each triangle, being careful to change the sheet as we go around the \( w \) plane.](image)
We can now compute the area. We divide the plane into triangles, as in fig. 17. The height of the triangle involving cusp \((i,i)\) is given by \(L + \delta u_i\), where \(L = -\log \mu\). The base of the triangle is given by \(2L + \delta v_i + \delta v_{i-1}\). We also have similar expressions for the other triangles. Adding the areas of all \(2n\) triangles we get

\[
A_{\text{cut off}} = \frac{1}{4} \sum_{i=1}^{n} (L + \delta u_i)(2L + \delta v_{i+1} + \delta v_i) + (L + \delta v_{i+1})(2L + \delta u_{i+1} + \delta u_i) \tag{B.26}
\]

Recall that \(\delta u_{n+1} = \delta u_1\), \(\delta v_{n+1} = \delta v_1\) and \(L = -\log \mu\). We can rewrite this as

\[
A_{\text{cut off}} = A_{\text{div}} + A_{\text{BDS-like}}
\]

\[
A_{\text{div}} = \sum_i \frac{1}{8}[2L + \delta u_{i+1} + \delta u_i]^2 + \frac{1}{8}[2L + \delta v_{i+1} + \delta v_i]^2
\]

\[
A_{\text{BDS-like}} = \frac{1}{4} \left[ \sum_{i=1}^{n} -(\delta u_i)^2 - (\delta v_i)^2 + \delta u_i(\delta v_{i+1} + \delta v_i - \delta u_{i+1}) + \delta v_{i+1}(\delta u_{i+1} + \delta u_i - \delta v_i) \right] \tag{B.27}
\]

We see that the divergent term \(A_{\text{div}}\) can be written as (5.7) using (B.22) (B.23). As we explained above, for \(n\) odd, we can use (B.22), (B.23) and (B.24) to determine all the \(\delta u_i\) and \(\delta v_i\) in terms of spacetime quantities. Inserting those expressions in (B.27) we can see that \(A_{\text{BDS-like}}\) can be rewritten as (5.8). Notice that \(A_{\text{BDS-like}}\) involves only distances between one cusp and the next one, only differences between neighboring values of \(x^+\) or \(x^-\) appear in (B.27). This should be contrasted to the BDS expression (5.10) which involves differences that are not nearest neighbors.

Let us mention a couple of subtleties. First note that there are some \(i\pi\)'s which we have neglected in the expression for some of the \(\delta v_i\). Such terms would lead to ambiguities involving only the \(\ell_i^+\). The ward identity (5.9) would fix such terms, since we cannot write cross ratios purely with the \(\ell_i^+\) (for \(n\) odd). The second issue is the following. Suppose that we order the \(x_i^+\) in such a way that \(x_i^+ < x_{i+1}^+\), then most of the \(\ell_i^+ = \log(x_{i+1}^+ - x_i^+)\) are real. However, \(\ell_n^+\) will be the log of a negative number and it will contain a \(\pm i\pi\) which would make (5.8) complex. This is related to the fact that we cannot embed a Wilson null polygon in \(R^{1,1}\) with all cusps forward or backward directed. One option is to send \(x_n^+ \to \infty\), throwing away all divergent terms together with the \(i\pi\)'s. A similar issue occurs with the BDS expression (5.10). However, we are interested in the remainder function which involves \(A_{\text{BDS-like}} - A_{\text{BDS}}\) which is a conformal invariant function of the cross
ratios. This expression is well defined and does not have any of these problems and it is a function of the cross ratios. In fact, this difference is computed in appendix D.

So far, we have computed the area in the $w$ space neglecting the structure that occur in the interior. We simply inserted a branch cut at the origin. Now we would like to take into account the structure of cuts near the interior. One way to think about this is the following. The finite piece can be written as

$$A_{\text{periods}} = 4 \int_{|w|<\Lambda} d^2w - i \int_{|w|=\Lambda} (wd\bar{w} - \bar{w}dw)$$

(B.28)

where the first piece is the integral with all branch cuts included and the second piece is the integral we would have obtained if we had neglected them, except that we wrote it purely in terms of the behavior of the Riemann surface for large $w$. The second piece is canceling the divergence that we have in the first term, and it is precisely of the form already included in (B.27). One can show the finite expression (B.28) can be expressed in terms of periods. For this purpose we can choose a basis of electric and magnetic cycles whose intersection numbers are canonical $\gamma_r^e \wedge \gamma^{ms} = \delta_r^s$. For $n$ odd we have $n-3$ cycles of each kind and they are all compact cycles, see fig. 9. We can denote by $w_r^e$ and $w^{mr}$ the corresponding integrals. We omit the details of the derivation, but we obtain the formula cited in the main text (5.4). The polynomial $p$ has $n-3$ non-trivial complex parameters which translate into the complex values of the periods we had above\textsuperscript{18}.

B.4. Computing the regularized area for $n$ even

The computation of the area in the case that $n$ is even is a bit more complicated. In this case we cannot simply approximate the structure of the $w$ plane at infinity by that of the regular polygon because we have the shift by $w \rightarrow w + w_s$ when we go around.

\textsuperscript{18} This Riemann surface, $y^2 = p(z)$, also appears in the description of some $\mathcal{N} = 2$ systems in four dimensions. In that case one often separates the $(n-3)/2$ “non-normalizable” parameters in $p$ from the “normalizable” ones. In our problem they all appear on a equal footing and the cutoff is introduced in a different way.
The structure of the $w$ plane is that of a simple branched cover with a sliver missing. See for instance figure fig. 18. We can put this sliver along the first cusp.

In order to compute the area it is convenient to separate the problem in two parts. First we consider the computation of the area in the large $w$ region which is sensitive to the physical regulator. We call this $A_{\text{cutoff}}$ as before. In order to compute this part we choose a simple reference Riemann surface which has the same structure at infinity. The Riemann surface under consideration has $(n - 4)/2$ pairs of compact electric and magnetic cycles. In addition, it has an electric cycle going around all zeros at large $z$ whose period, $w_s$, can still be felt at infinity. Its dual magnetic cycle is non-compact. We take a reference Riemann surface where we shrink all the compact cycles but we leave the $w_s$ period. This implies that the Riemann surface has a structure such as the one summarized in fig. 8.

We can equivalently say that we put all the zeros of the polynomial at the same location except for one of the zeros whose position is chosen so as to give the same $w_s$ as the original polynomial. We choose the origin of $w$ at one of the zeros. We can choose the location of the branch cuts so that the sliver points in the direction corresponding to the first cusp, the one characterized by $\delta u_1$.

In this case we obtain the following expression for the area

$$A_{\text{cutoff}} = \frac{1}{4} \left[ \sum_{i=1}^{n} (L + \delta v_i)(2L + \delta u_{i+1} + \delta u_i) + \sum_{i=2}^{n} (L + \delta u_i)(2L + \delta v_i + \delta v_{i-1}) + \\ + (L + \delta u_1)(L + \delta v_1) + (L + \delta u_{n+1})(L + \delta v_n) + 2(L + \delta u_{n+1})v_s - u_s v_s \right]$$

(B.29)
Fig. 19: In (a) we have a generic configuration for the zeros of the polynomial for the $n$ even case. In (b) we consider a reference configuration where we move the zeros to a location such that we shrink all the periods except for the one corresponding to $\gamma^e_1$, the cycle that goes around all zeros.

Fig. 20: Computation of the area for the case of $n$ even with a monodromy $w_s$. In the figure for the particular case $n = 4$. Each sheet is missing an equal sliver and we choose the origin of the $w$ plane to coincide with one of the zeroes of $p$. When we return to the first sheet, the coordinates $u$ and $v$ shift by $u_s$ and $v_s$.

In this expression we should set $\delta u_{n+1} = \delta u_1 + u_s$, $\delta v_{n+1} = \delta v_1 + v_s$, wherever they appear. The first line in (B.29) represents the area of all the triangles associated to the cusps except for the first one. The last term is the area of the first triangle. We denoted some of these triangles in fig. 20.

It is interesting to note that this expression is sensitive to the origin that we choose for $w$. In other words, if we were to change $\delta u_i \rightarrow \delta u_i + (-1)^i \epsilon u$ and $\delta v_i \rightarrow \delta v_i + (-1)^i \epsilon v$, then we see that the area changes as

$$A_{\text{cutoff}} \rightarrow A_{\text{cutoff}} + \frac{1}{2}(\epsilon_v u_s - \epsilon_u v_s)$$

This means that the area depends on the origin we choose for the wedge that we have in the reference Riemann surface. This ambiguity should cancel once we add the result of
the integral on the Riemann surface with the proper cut structure, which we call \( A_{\text{periods}} \). We could also say that when we choose the reference Riemann surface, we want it to have the same value for the non-compact magnetic period as the original. Of course, both are infinite, but we want the finite pieces to be the same.

We can now use (B.22), (B.23) to determine all the \( \delta u_i \) and \( \delta v_i \) in terms of physical quantities and in terms of \( \delta u_1 \) and \( \delta v_1 \). We can now use (B.25) to solve for \( \delta u_1, \delta v_1 \).

The result for \( \delta u_1, \delta v_1 \) involves one of the Stokes parameters and one non-consecutive difference of the \( x_i^+ \).

We can then express everything in terms of spacetime quantities and the two Stokes factors, one left and one right. This leads to \( A_{\text{cutoff}} = A_{\text{div}} + A_{\text{BDS-like-even}} + A_{\text{extra}} \), where \( A_{\text{BDS-like-even}} \) is written in (5.15), \( A_{\text{extra}} \) in (5.17) and \( A_{\text{div}} \) in (5.7).

\[
A_{\text{cutoff}} = A_{\text{div}} + \sum_{i,j} \ell_i^+ M_{ij}^{(1)} \ell_j^- - \left( \sum_{i=1}^n (-1)^i \ell_i^+ \right)^2 - \left( \sum_{i=1}^n (-1)^i \ell_i^- \right)^2 + \frac{1}{2} (\log \gamma_1^L - \hat{\ell}_1^+) \sum_{i=1}^n (-1)^i \ell_i^- - \frac{1}{2} (\log \gamma_1^R - \hat{\ell}_1^-) \sum_{i=1}^n (-1)^i \ell_i^+ + \frac{1}{2} \sum_{i=1}^n \sum_{j=1}^{i-1} (-1)^{i+j} \ell_i^+ \ell_j^- + \frac{1}{2} \sum_{i=1}^n \sum_{j=i}^n (-1)^{i+j} \ell_i^+ \ell_j^- - \frac{1}{4} \sum_{i=1}^n \ell_i^+ (\ell_i^- + \ell_{i-1}^-)
\]

\[
\hat{\ell}_1^\pm \equiv \log (x_{i+1}^\pm - x_{i-1}^\pm) - \ell_i^\pm - \ell_{i-1}^\pm
\]

Note that only \( \hat{\ell}_1^\pm \) appear in the expression for the area. This form of writing it emphasizes that the first cusp is treated differently, since it is there that the sign changes in the sum. We could define a similar sum but with \( M^{(2)} \) which is defined as \( M^{(1)} \) except that the lower and upper limits of both sums that define \( M^{(1)} \) are changed as \( 1 \to 2 \) and \( n \to n+1 \), with the rest of the sum remaining the same. We find

\[
\sum_{i,j} \ell_i^+ M_{ij}^{(2)} \ell_j^- - \sum_{i,j} \ell_i^+ M_{ij}^{(1)} \ell_j^- = \ell_1^+ \sum_{i=1}^n (-1)^i \ell_i^- - \ell_1^- \sum_{i=1}^n (-1)^i \ell_i^+
\]

We find that this cancels the change in the combination

\[
\log \gamma_2^L - \hat{\ell}_2^+ = - (\log \gamma_1^L - \hat{\ell}_1^+) + 2 \ell_1^+
\]

\[
\log \gamma_2^R - \hat{\ell}_2^- = - (\log \gamma_1^R - \hat{\ell}_1^-) + 2 \ell_1^-
\]
This is the change we would have in the other term of the area if we wrote it privileging the first cusp. Of course one could also take the average of all these expressions and write something which does not privilege any cusp.

Finally we can compute the piece that involves the structure of cuts in the \( w \) plane. This is very similar to the \( n \) odd case, except that now we have \((n-4)/2\) pairs of compact electric and magnetic cycles, while there is one electric cycle going around all the zeros, whose period is \( w_s \), and whose dual magnetic cycle goes to infinity. We can choose this dual magnetic cycle to start at one particular zero of the polynomial, defining the origin of \( w \) at this point. The difference between the area computed so far and the true area of the \( w \) space is given by (5.18).

**Appendix C. Relation between the area and the metric in the moduli space**

In this appendix we derive the formula (3.17) relating the metric in moduli space for the Hitchin equations and the area of the surface in \( AdS \).

First let us review how we compute the metric in moduli space. We consider the Hitchin equations (2.18) and we consider a small deformation of the solution \( \delta A_\mu \) and \( \delta \Phi_\mu \) which continues to obey the equations. The metric is computed using

\[
\delta s^2 = \int d^2 z Tr\left[ -\delta A_z \delta A_{\bar z} + \delta \Phi_z \delta \Phi_{\bar z} \right] \tag{C.1}
\]

the minus sign arises because we are considering anti-hermitian \( A \)'s. However, before computing the metric, we must ensure that the variation we are considering is orthogonal to gauge transformations. This implies that the small variation should obey the equations

\[-D_z \delta A_{\bar z} - D_{\bar z} \delta A_z + [\Phi_z, \delta \Phi_{\bar z}] + [\Phi_{\bar z}, \delta \Phi_z] = 0 \tag{C.2}\]

We know that the moduli space is parametrized by the polynomial \( p \). For each choice of the polynomial there is a unique solution for \( \alpha \) obeying the boundary conditions. We parametrize the small variation of the polynomial as \( \delta p \). This leads to an equation for \( \delta \alpha \) which comes from linearizing (2.9)

\[
\bar{\partial} \partial \delta \alpha - 2 \delta \alpha (e^{2\alpha} + e^{-2\alpha} |p|^2) + e^{-2\alpha} (\bar{p} \delta p + \delta \bar{p} p) = 0 \tag{C.3}
\]

A first approximation for \( \delta A \) and \( \delta \Phi \) can be obtained by performing a small variation \( \delta \alpha, \delta p, \delta \bar{p} \) on the original expressions for \( A \) and \( \Phi \) (2.17), (2.15). However, in order
to obey (C.2) we should also add the result of performing a gauge transformation with parameter \( \gamma, \Phi \rightarrow \gamma[\sigma^3, \Phi] \) and \( A \rightarrow A - d\gamma\sigma^3 \). Imposing (C.2) we get an equation determining \( \gamma \).

\[
0 = 2\partial\bar{\partial}\gamma + e^{-2\alpha}(-\delta\bar{p}p + \bar{p}\delta p) - 4\gamma(e^{2\alpha} + e^{-2\alpha}|p|^2) \quad (C.4)
\]

In order to solve the equation for \( \gamma \) it is convenient to consider first a holomorphic variation \( \delta p \) of the polynomial with \( \delta \bar{p} = 0 \). Since the equations are linear, there is no problem in assuming that these two variations are independent. In this case one can see that we can choose \( \gamma = \delta\alpha/2 \). We can now do the same for an antiholomorphic variation \( \delta\bar{p} = 0 \), \( \bar{\delta}\bar{p} \neq 0 \). This leads to a solution \( \delta\alpha \). From now on the expression \( \delta\alpha \) will denote the solution of (C.3) with \( \delta \bar{p} = 0 \) and \( \bar{\delta}\bar{p} \) is the same but with \( \delta p = 0 \) \[19\]. For the anti-holomorphic variation we see that \( \gamma = -\bar{\delta}\alpha/2 \). Combining the two we can say that \( \gamma = \delta\alpha/2 - \bar{\delta}\alpha/2 \). We can now insert this in the expression for the metric (C.2) and we obtain

\[
ds^2 = \int dz^2 \left[ e^{-2\alpha}\delta p\bar{p} - e^{-2\alpha}(p\delta\alpha\bar{p} + \bar{p}\delta\alpha p) \right] \quad (C.5)
\]

We would now like to find an equation for the Kahler potential. We propose that the following expression gives us a Kahler potential for the metric (C.5)

\[
K = \int (e^{2\alpha} + e^{-2\alpha}|p|^2) + \int \partial\alpha\bar{\partial}\alpha \quad (C.6)
\]

In order to check that the second derivative of \( K \) gives the metric (C.5) we first compute the holomorphic derivative by considering the holomorphic variation

\[
\delta K = \int \left[ 2\delta\alpha(e^{2\alpha} - e^{-2\alpha}p\bar{p}) + e^{-2\alpha}\delta p\bar{p} - 2\delta\alpha\bar{\partial}\delta\alpha \right]
\]

\[
\delta K = \int \left[ e^{-2\alpha}\delta p\bar{p} \right] \quad (C.7)
\]

where we have used the equation of motion for \( \alpha \). We can now consider the anti-holomorphic variation

\[
\bar{\delta}\delta K = \int e^{-2\alpha}\delta p\bar{p} - 2e^{-2\alpha}\delta\alpha\bar{p}\bar{p}
\]

\[
\bar{\delta}\delta K = \int e^{-2\alpha}\delta p\bar{p} - e^{-2\alpha}(\delta\alpha\delta p\bar{p} + \delta\alpha\bar{p}\delta p) \quad (C.8)
\]

\[19\] More explicitly, the equation for \( \delta\alpha \) is \( \delta\bar{\partial}\delta\alpha - 2\delta\alpha(e^{2\alpha} + e^{-2\alpha}|p|^2) + e^{-2\alpha}\bar{p}\delta p = 0 \) and the equation for \( \bar{\delta}\alpha \) is \( \partial\bar{\partial}\bar{\delta}\alpha - 2\bar{\delta}\alpha(e^{2\alpha} + e^{-2\alpha}|p|^2) + e^{-2\alpha}\bar{p}\bar{p} = 0 \).
We have used that \( \int e^{-\alpha} \delta \alpha \delta \bar{v} = \int e^{-\alpha} \delta \alpha v \delta \bar{v} \) which can be proved by using the equation of motion for \( \delta \alpha \) first and then the one for \( \bar{\delta} \alpha \).

Now imagine writing the polynomial \( p_{n-2}(z) = \lambda^{n-2} \prod_{i=1}^{n-2} (z - z_i) \), with \( \sum z_i = 0 \). By performing a rescaling of \( z_i \) we could remove \( \lambda \) and absorb it into the \( z_i \). So the physics only depends on \( \lambda z_i \). However, it is convenient, for a moment, to think in terms of this modulus, \( \lambda \), since the derivative of the Kahler potential with respect to it is closely related to the area we would like to compute

\[
\partial_{\lambda} K \big|_{\lambda=1} = (n-2) \int d^2 z e^{-2\alpha} p \bar{p} \tag{C.9}
\]

Using the equation for \( \alpha \) we see that the right hand side differs from the area only by a simple constant

\[
\int d^2 z (e^{2\alpha} - e^{-2\alpha} p \bar{p}) = \int d^2 z \partial \bar{\partial} \alpha = \int_{|z|>1} \frac{1}{2i} (dz \partial \alpha - d\bar{z} \bar{\partial} \alpha) = \frac{\pi}{2} (n-2) \tag{C.10}
\]

We used that \( \hat{\alpha} \) vanishes at infinity, which implies that \( \alpha \sim \frac{1}{4} \log \lambda \bar{\lambda} \) at infinity, which gives the constant. This is a simple moduli independent constant that we will drop. We will be able to fix this overall constant in the area by comparing to the result for the regular polygon.

As we explained above, the Kahler potential is expected to be a function only of \( \lambda z_i \). Thus we can replace the left hand side in (C.9) by \( \sum_i z_i \partial_{z_i} K \). Of course we could have done the same using the anti-holomorphic part. Thus we can write the final expression for the area as in (3.17). The proportionality constant between this expression and the area depends on the precise way we normalized the metric in the moduli space. However, one can fix this constant by going to some limits where one can perform the computation. Here we have assumed that the freedom for choosing \( K \) is fixed by demanding rotational invariance \( z_i \rightarrow e^{i\varphi} z_i \). In fact, \( D = \sum_i z_i \partial_{z_i} K = \sum_i \bar{z}_i \partial_{\bar{z}_i} K \) is the moment map for the rotational symmetry. In other words, this symmetry is generated by \( \delta z_l = \sum_j i g z_i \bar{z}_j \partial_{\bar{z}_j} D = iz_l \), \( \delta \bar{z}_l = -\sum_j i g \bar{z}_i z_j \partial_{z_j} D = -i \bar{z}_l \). In fact, if we imagine a supersymmetric theory where the target space is given by the \( z_i \), viewed as chiral superfields, then \( D \) would be the D-term associated to the weak gauging of the \( U(1) \) rotation symmetry.
Appendix D. Large number of cusps

In this appendix we study the regular polygon solution in the limit of a large number of cusps. This makes contact with the zig-zag world-sheet considered in [47]. We make the following choice for the holomorphic polynomial

\[ p(z) = \kappa_n z^{n-2}, \quad \frac{1}{4}(\alpha'' + \alpha' / \rho) - e^{2\alpha} + \kappa_n^2 \rho^{2(n-2)} e^{-2\alpha} = 0 \]  

(D.1)

The constant \( \kappa_n \) has been introduced in such a way that \( \alpha = 0 \) at the origin. Using the results of [31] we find \( \kappa_n = 4n^2 \left( -\frac{\Gamma(1/n)}{\Gamma(-1/n)} \right)^n \). We will study solutions to this equation in the limit \( n \to \infty \). In the range \( \rho < 1 \), the last term of equation (D.1) vanishes and we are left with the Liouville equation, which can be easily solved to give

\[ e^{2\alpha} = \frac{1}{(1 - \rho^2)^2} \]

(D.2)

The constants of integration have been fixed in such a way that \( \alpha \) is regular for \( \rho < 1 \) and blows as \( \rho \to 1 \). In order to analyze the \( \rho > 1 \) it is convenient to make a change of coordinates

\[ z = e^\epsilon / n, \quad \tilde{\kappa} = \lim_{n \to \infty} \frac{\kappa}{n^2} = 4e^{-2\gamma_e} \]

\[ w = \sqrt{\kappa_n} \frac{2z^{n/2}}{n} \to w = 2\sqrt{\tilde{\kappa}} e^{\epsilon/2}, \quad \bar{w} = 2\sqrt{\tilde{\kappa}} e^{\bar{\epsilon}/2} \]

(D.3)

where \( \gamma_e \) is the Euler gamma constant. Notice that as we take the \( n \to \infty \) limit, \( w \) remains finite. On the other hand, \( \hat{\alpha}(w, \bar{w}) \) is also independent of \( n \) and satisfies the usual sinh-Gordon equation, supplemented with somewhat peculiar boundary conditions at the origin [31]

\[ e^{2\hat{\alpha}} \sim \frac{1}{4\tilde{\kappa}(Re(\epsilon))^2} e^{-Re(\epsilon)} \sim \frac{1}{4|w|^2 \log(\frac{|w|}{2\sqrt{\kappa}})} \]

(D.4)

This kind of boundary conditions was also considered in [31] and [48]. In order to find the space time solution corresponding to the zig-zag, one should perform the inverse map. We can write \( \epsilon = x + iy \), with \( -\infty < x, y < \infty \). Then \( x \) is related to \( |w| \) while \( y \) depends on its phase. As \( n \) tends to infinity, the coordinate \( y \) becomes non compact, however the solution will be periodic in this coordinate \( y \). The boundary of \( AdS \) is reached when \( x \to \infty \), where the radial \( AdS \) coordinate should vanish and the solution should look like a zig-zag. On the other hand, for \( x \to -\infty \), the world-sheet should approach a straight line, sitting at \( t = 0 \) and extending along the other two coordinates of \( AdS_3 \).

\[ ^{20} \text{Notice that the whole } \rho < 1 \text{ region is mapped to the origin of the } w-\text{plane.} \]
In order to solve for the inverse map, we can solve the linear problem in \( w \)-coordinates, e.g. using (3.3). The solution obtained this way, will be related to the zig-zag solution by conformal transformations.

As already mentioned, for the zig-zag solution, the World-sheet approaches the straight line as \( x \to -\infty \). The solution corresponding to the straight line can be reduced to the generalized sinh-Gordon model and it corresponds to

\[
p(z) = 0, \quad e^{2\alpha} = \frac{1}{(z + \bar{z})^2}
\]
which is of course essentially the same as (D.2). It is then very simple to solve the linear problem and find the holonomies \( \Omega^L, R \) up to a set of undetermined constants. Requiring the solution to have the correct properties, fixes most of these constants. We find

\[
\Omega^L = \left( \begin{array}{cc} \frac{i}{c\sqrt{2x}} & \frac{c(y-ix)}{\sqrt{2x}} \\ -\frac{i}{c\sqrt{2x}} & -\frac{c(y+ix)}{\sqrt{2x}} \end{array} \right), \quad \Omega^R = \left( \begin{array}{cc} \frac{1}{c\sqrt{2x}} & \frac{c(x-iy)}{\sqrt{2x}} \\ -\frac{1}{c\sqrt{2x}} & \frac{c(x+iy)}{\sqrt{2x}} \end{array} \right)
\]

(D.6)

Where we have written \( z = x + iy \). The space time element in simply given by

\[
Y = \begin{pmatrix} Y_{-1} + Y_2 \\ Y_1 + Y_0 \\ Y_{-1} - Y_2 \end{pmatrix} = (\Omega^L)^T \Omega^R = \begin{pmatrix} \frac{-i}{c^2x} & \frac{-y}{x} \\ \frac{-y}{x} & \frac{ic^2(x^2+y^2)}{x} \end{pmatrix}
\]

(D.7)

Which has the correct features of the straight line solution.

Appendix E. Relation between one loop and strong coupling results

As seen in the body of the paper, the area at strong coupling contains a piece “\( ABDS_{-like} \)”. For \( n \) odd this is given by

\[
ABDS_{-like} = \ell^+_i M_{ij} \ell^-_j = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=i}^{n+i-2} (-1)^{i+j} \ell^+_i \ell^-_j + \frac{1}{4} \sum_{i=1}^{n} \ell^+_i (\ell^-_{i-1} - \ell^-_i)
\]

(E.1)

\( \ell^+_i \equiv \log(x^+_{i+1} - x^+_i) \), \( \ell^-_i \equiv \log(x^-_{i+1} - x^-_i) \), \( \ell^+_n+i \equiv \ell^+_i \)

On the other hand, the BDS expression restricted to our particular kinematical configuration takes the very simple form

\[
ABDS = -\frac{1}{4} \sum_{i=1}^{n} \sum_{j=1, j \neq i, i-1}^{n} \log \frac{x^+_{j+1} - x^+_i}{x^+_j - x^+_i} \log \frac{x^-_{j+1} - x^-_i}{x^-_j - x^-_i}
\]

(E.2)

and also satisfies the conformal Ward identities. As a result, the difference between the two answers should be a function of the invariant cross-ratios only and it will contribute to what is usually called in the literature, the remaining function.
Fig. 21: We arrange the $x_i^+$ sequentially. Associated to two points, 1 and 6 in this case, we can construct a unique cross section which involves $x_{16}^+$ and consecutive differences $x_{i,i+1}^+$. In this figure, each highlighted segment represents a difference between the two end points, the $+$ sign are factors appearing in the numerator of the cross ratio and minus signs are factors appearing in the denominator. This diagram is presenting only the $x_i^+$. There is a similar one for $x_i^-$. Notice that the strong coupling answer (E.1) depends only on nearest neighbors distances while this is not the case of the one loop result. Given a distance $x_j - x_i$, with $|j - i| > 1$, we can form a unique cross-ratio involving $x_{ji}$ and only nearest neighbors distances. Since $n$ is odd, there is a unique way to close the line going from $x_i$ to $x_j$ along the polygon in such a way that we have an even number of sides (see fig. 21). We call the cross ratios formed in this way $c_{ij}$ \[^2\]. In general we can think of a cross ratio as given by a closed path visiting an even number of points. We label the segments in these paths with plus and minus signs sequentially and we interpret these signs as saying whether the differences appear in the numerator or the denominator. We can see that in the $n$ even case we can form a cross ratio involving only consecutive differences, while this is not possible for $n$ odd.

One then can express every non-nearest neighbor distance in the BDS ansatz in terms of its corresponding cross-ratio and neighboring distances. Since, as already mentioned, (E.1) is the only combination of nearest neighboring distances which satisfies the conformal Ward identities we must have

$$A_{BDS} - A_{BDS-like} = -\frac{1}{4} \sum_{i=1}^{n} \sum_{j=1}^{n} \log \frac{c_{i,j}^+}{c_{j+1,i}^+} \log \frac{c_{i-1,j}^-}{c_{i,j}^-}$$ \hspace{1cm} (E.3)

\[^2\] Of course not all these cross-ratios are independent.
For the case \( n = \text{even} \), non-nearest neighbors distances will enter in both answers and the difference seems to be more complicated. However, the particular case \( n = 4 \), which is the most relevant for the present paper, can be worked out in detail and we obtain

\[
A_{\text{BDS-like-even}} - A_{\text{BDS}} = -\frac{1}{2} \log(1 + \chi^-) \log(1 + \frac{1}{\chi^+})
\]  

(E.4)

where \( \chi^\pm \) are the two cross ratios defined in (6.3).

Appendix F. Discrete symmetries

In this appendix we comment on a couple of discrete symmetries of the problem.

The first is worldsheet parity. It translates into the fact that if \( W \) is a solution of (2.6), then \( \sigma^1 W \sigma^1 \) is also a solution to the problem, after we exchange \( z \rightarrow \bar{z} \) and \( p \rightarrow \bar{p} \). This symmetry is ensured by the fact that \( B^L_z = \sigma^1 B^L_z \sigma^1 \), and the same expression for \( B^R \).

The second discrete symmetry is spacetime parity. We can view it as the symmetry that changes the target space coordinate \( Y_0 \rightarrow -Y_0 \) leaving everything else the same. In Poincare coordinates this corresponds to \( r, x^+, x^- \rightarrow r, x^-, x^+ \). This changes \( Y_{ab} \rightarrow Y_{ba} \). Thus we expect that this symmetry exchanges the left and right problems. Note that this symmetry reverses the sign of \( N \), due to the epsilon symbol in (2.3). In other words \( N_{ab} \rightarrow -N_{ba} \). In fact, it also maps \( W \rightarrow \sigma^1 W^t \sigma^1 \), where \( W^t \) is the transpose. Since there is an extra sign change for the normal vector \( N \), we see from (2.3) that we should also change the signs of \( p, \bar{p}, p \rightarrow -p, \bar{p} \rightarrow -\bar{p} \). Then we see that this is a symmetry of the equations. It amounts to changing \( B^R \rightarrow B'^R = \sigma^1 B^L \sigma^1 \mid_{p \rightarrow -p}, \bar{p} \rightarrow -\bar{p} \). The change in the sign of \( p \) is what implies that the left and right problems are related by a change in the spectral parameter by a factor of \( i \), as in (2.16). The reason is that the introduction of a spectral parameter can also be viewed, up to a constant gauge transformation, as the result of changing \( p \) and \( \bar{p} \) as \( p \rightarrow p/\zeta^2 \) and \( \bar{p} \rightarrow \bar{p}\zeta^2 \).
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