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Abstract
We analyze an automatically-parsed British Hansard to identify approximately 200 verbs that first appeared in transitive constructions in British English in the 19th and 20th centuries. We use this list of verbs to test two hypotheses about new verb forms. First, we test the hypothesis that rarer verb lemmas are more likely to experience language change compared to more common verb lemmas. As measured by our specific notion of language change, we find that this is true only up to a certain rarity, and extremely rare lemmas are actually less likely to change compared to somewhat rare lemmas. Second, for new transitive verbs, we test the hypothesis that the passive construction is introduced later than its active counterpart. We find some evidence for this hypothesis but show that it is not universally true by exhibiting several verbs whose active and passive usages were introduced simultaneously.

1 Introduction
How are new verbs introduced? Under what circumstances do intransitive verbs become transitive? In this work, we set out to investigate emerging transitive verbs using automated methods. Primarily, we identify approximately 200 new transitive verbs that were introduced in the 19th and 20th centuries (after the year 1849) in the record of British parliamentary debates. We use this dataset, commonly known as the British Hansard, to test two hypotheses regarding new transitive verb formations: One hypothesis, which we call the frequency hypothesis, says that rare words change more readily than common words. In our context, this would also imply that rare nouns become verbs more readily than frequently occurring nouns. The second hypothesis is that the passive forms of new transitive verbs emerge later than their active counterparts on average. Note that transitive verbs that are new to the English language can come from several sources: Some (e.g. “collate”) used to occur as intransitive verbs. Some (e.g. “chair”) previously appeared as nouns. Others (e.g. “highlight”) did not exist at all at the beginning of the 19th century.

2 Related Work
Previous work using computational approaches to answer questions about language change has focused on a variety of tasks, the most common of which are the following: inferring linguistic phylogenies, identifying cognates, reconstructing proto-languages, tracking word senses and semantic change over time, and understanding morphological change.

Establishing relationships between different languages through the reconstruction of linguistic phylogenies is the focus of several lines of work (Gray and Atkinson, 2003; Gray et al., 2009; Nakhleh et al., 2005). Other papers focus on the cognate identification task (Kondrak, 2001; Mackay and Kondrak, 2005; Hall and Klein, 2010). The reconstruction of proto-languages is another historical linguistics task for which computer scientists have proposed probabilistic methods; examples of work in this area include Bouchard-Côté et al. (2008) and Bouchard-Côté et al. (2013).

In addition, there have been many attempts to detect lexical semantic change using word embeddings. Works such as Kim et al. (2014), Kulkarni et al. (2015), and Hamilton et al. (2016) use this approach to identify changes in lexical categories and word senses (e.g. “mouse” gained another meaning as computers became more widespread).

Focusing on morphological change, Lieberman et al. (2007) considers English verbs from the last 1200 years and examines the process by which these verbs have become regular. They conclude that the half-life of an irregular verb is correlated
with its usage frequency and that “a verb that is 100 times less frequent regularizes 10 times as fast.”

Another related work in morphology is Kisselew et al. (2016), focusing on nouns that changed to become verbs as well as verbs that became nouns; their goal was predicting the form that appeared first.

Although the task of automatically detecting syntactic change has not received much attention in the literature, syntactic change detection using a single-layer LSTM is the topic of Merrill et al. (2019). Because the LSTM achieved higher accuracy for the task of predicting the year of composition of novel sentences compared to their baseline model consisting of feedforward networks, and because the latter do not take relations between words into account whereas LSTMs do, Merrill et al. (2019) conclude that syntactic change (as opposed to only lexical change) was detected.

3 Data and Methods

3.1 Hansard Corpus

The dataset used in our analyses is the British Hansard corpus, which consists of over seven million speeches from the U.K. Parliament spanning over two centuries. A digitized version of the debates from 1803 to 2003 can be found on the U.K. Parliament Website’s Hansard archive1.

3.2 Classifying Verbs

We obtain labeled dependency parses and part-of-speech tags using Stanford CoreNLP’s syntactic dependency parser and POS tagger (Manning et al., 2014; Chen and Manning, 2014; Toutanova et al., 2003). For every instance of every verb, we then attempt to determine whether or not it takes a direct object using the parser output. To accomplish this, our approach is as follows.

We consider one sentence at a time (discarding sentences that appear more than twice in a parsed file), processing from the top of the file downwards using primarily the dependency relations produced by the parser. For all dobj dependency relations, we lemmatize the head word if we have not yet considered it before (as we want to avoiding double counting and concluding that the same token is associated with more than one dependency relation), then we count this as one instance of the lemmatized head word being used as a direct object. In addition to the relations identified as dobj by the parser, we create a new dobj relation whenever two verbs are coordinated and the first of the two verbs appears with a direct object, since the parser fails to identify the dobj relation that exists between the second verb and the object. For example, when given the sentence in (1), the parser outputs a dobj relation between stolen and documents but no other dobj relation (even though there are two verbs that take documents as a direct object in this sentence).

(1) The way they have stolen and leaked documents is quite disgraceful.

Therefore, we add a dobj dependency relation between leaked and documents to our parsed data in this case.

Next, if the dependency relation is auxpass or nsbjpass, we lemmatize the head word and classify that instance as a passive usage (as long as the head word has not already been classified). If ever the same word appears as the head word of more than one dependency relation, it will be given a classification only the first time.

If the dependency relation is npadvmod, then we ignore the head word, since this relation often captures noun phrases that are inside of a VP but that are not real objects, as in “shares eased a fraction”. In addition, if the head word is a noun while the dependent is a verb, then we ignore the dependent when the relation is not rcmod; that is to say, unless a verb is the head of a relative clause, we ignore that verb if it is governed by a noun, so that we avoid dealing with NPs such as ticketing machines.

At this point, if any word in the sentence was tagged as a verb but has not yet been classified, then we lemmatize it and consider that instance of the word as not having a direct object.

We do some further cleanup to mitigate the errors made by the parser and POS tagger: We remove any words with special characters (other than hyphens) from the list of identified verbs, any words with fewer than three characters, as well as any words that lack vowels (as the latter are usually abbreviations).

In addition, from the list of verbs, we remove any lemma that occurs as a verb less than 10% of the time. The reason we do this is that the POS tagger sometimes makes errors, and this error rate is amplified when we focus on an unusual usage of a word. For example, consider a lemma that is used as a noun 99% of the time and as a verb 1% of the time, such as “book”. Suppose the POS tagger misclassifies 1% of the noun occurrences of “book”
as verbs, and suppose it correctly classifies the verb occurrences of “book” as verbs. Then among the instances of “book” that have been classified as verbs, only 50% are correct. This means that a POS tagger with an error rate of 1% is not accurate enough to allow us to study rare verbs such as “book”. To combat this issue, we restrict the verbs under consideration to only those whose lemma occurs as a verb at least 10% of the time.

Finally, we merge hyphenated words with their unhyphenated counterparts if both exist, and we display the word as the more common variant.

4 Identifying Change

4.1 Chi-squared Test

In order to identify verbs that have undergone change, we first bin the data into an early bin (spanning the period from 1800 to 1849) and a late bin (spanning the years from 2000 to 2003); we leave the 150 years from 1850 to 1999 outside of both bins. Note that the number of words spoken per year increases significantly over time in our dataset; in the period from 1800 to 1849, our dataset contains 51.6 million words, while in the period from 2000 to 2003, our dataset contains 66.3 million words. Therefore, although our bins cover vastly different amounts of time, they include a similar number of words.

In each bin, and for each lemma, we count the number of times the lemma occurred in the bin as a transitive verb. We use these counts, together with the total size of the bins, to draw a contingency table, such as the one in Table 1 for the lemma “eat”.

| Transitive 'eat' count | Earlier period | 194 | Later period | 253 |
|------------------------|----------------|-----|--------------|-----|
| Count of other lemmas  | 1536849        | 20258950 |

Table 1: Contingency table for “eat”.

Using this contingency table, we then apply a χ² test for statistical significance. For this significance test, the null hypothesis is that the rate of occurrence of the transitive verb “leak” in the earlier period is equal to its rate of occurrence in the later period.

We apply the χ² test to each transitive verb that had more than 10 total occurrences over both the earlier and later bins. There are 2864 such transitive verbs in total. We set a p-value threshold that is equal to 0.01/2864 ≈ 3.5 × 10⁻⁶, which we obtain by choosing a significance threshold of 0.01 and doing a Bonferroni adjustment for multiple comparisons. The result of this test is that 1439 transitive verbs have a p-value smaller than this significance threshold, and hence have had a statistically significant change in usage over the period 1850-1999. Note that although the changes are statistically significant, some are small in magnitude. The change may also be a consequence of changing topics in parliamentary debates rather than true language change.

4.2 Identifying New Transitive Verbs

According to Visser (1963), p. 99, “the most remarkable fact is that, whereas in Old English the number of double-faced or amphibious verbs was far inferior to that of intransitive verbs, in Present-Day English amphibious verbs far outnumber the intransitive verbs” (where the author’s meaning of an amphibious verb is one that is sometimes transitive and other times intransitive). Visser noted that, although this process of becoming transitive started in Old English, it also affected the intransitive verbs that first appeared later on. Visser then proceeded to listing 58 intransitive verbs from Present-Day English and noted that a perusal of the Oxford English Dictionary would not show many more.

Given that intransitive verbs have become quite rare in the English language, we choose to focus on identifying new transitive verbs in this section.

We restrict our attention to transitive verbs that occurred at least 20 times in the final years of the dataset (i.e. from 2000 to 2003) but that did not occur at all in the first 50 years of the data (i.e. from 1800 to 1849). We note that the χ² test for a verb that occurred 0 times in the early period and 20 times in the late period gives a p-value of 0.0002, so all the changed verbs we identify are significant at least this level (sometimes much more).

This yields 196 new transitive verbs (see Table 2), and we observe that even after a Bonferroni correction for multiple comparisons, their changes are all significant at the p < 0.05 level (and indeed, the more common ones are significant to p < 10⁻²⁰⁰). Sorting by the frequency of the verb in the 2000-2003 period, the top 10 new transitive verbs are highlight, monitor, outline, chair, clarify, contact, target, underpin, envisage, and stress; of these, the first seven occurred over 1,000 times in the 2000-2003 period, which means that they each occurred...
with a frequency of more than 1 in every 66,300 words. Note that some of these words, such as “highlight”, “envisage”, and “underpin”, are new words that did not exist in any form in the 1800-1849 period. Other words, such as “chair”, “stress”, and “outline”, occurred as nouns. Some words, such as “collate”, occurred in the 1800-1849 period as intransitive verbs only (in the case of “collate”, it was used in the period from 1800 to 1849 in the sense of “appoint” instead of the modern sense meaning “collect” or “combine”).

5 Testing Hypotheses

Next, we examine two classes of hypotheses from the diachronic literature on English.

5.1 Frequency Effects

We analyze the effect of frequency on the tendency of words to adopt a new transitive usage. For syntactic change, Bybee and Thompson (1997) noted that “on the one hand, high token frequency promotes change and on the other hand it renders constructions resistant to change”. For semantic change, Hamilton et al. (2016) found that the meanings of more common words are more stable, while uncommon words gain new meanings more easily. For morphological change, Lieberman et al. (2007) found that rarer verbs regularized faster.

For this paper, the frequency hypothesis is therefore that more frequent words change more slowly; specifically, we ask whether more frequent words are less likely to add a new transitive usage.

In our current context, we group all the lemmas used in the 50-year period from 1800 to 1849 by frequency, to examine whether the less frequent ones are more likely to add a transitive use case. Recall that we identify new transitive use cases for which the transitive verb form occurred at least 20 times in our dataset in the years ranging from 2000 to 2003, which approximately corresponds to the new transitive verb form occurring at least once in every 3 million words by the beginning of the 21st century. New verb forms that occur significantly more rarely than this cannot be identified given the size of our dataset.

After lemmatizing the words spoken from 1800 to 1849, we bin them by the number of times they occurred, with each bin containing words whose counts are within a multiplicative factor of 3 of each other. That is, the first bin might contain the words that occurred 1 to 3 times, the second might contain the words that occurred 4 to 9 times, the third might contain the words that occurred 10 to 27 times, and so on. More formally, we take the logarithm (base 3) of the number of occurrences of each lemma, and we then round the result to the nearest integer; this integer is considered to be the

| DECADE | revolutionise | legitimise | overhang | permeate | confound | shoulder |
| 1850s | elimination | manipulate | intensify | recoup | skil | |
| 1860s | relate | formulate | dilute | |
| 1870s | deplete | accentuate | differentiate | chuck | trail | interview | tip | champion | safeguard |
| 1880s | summarise | resurrect | dominate | minimise | circumvent | forgo | diagnose | penalise | belittle |
| 1890s | utilise | mobilise | typify | float | earmark | grab | undercut | forecast | rad | vote | pose |
| 1900s | broaden | centralise | delete | crystallise | terrorise | re-read | dudge | |
| 1910s | deflect | standardise | stabilise | symbolise | exploit | scrap | bomb | guillotine | grade |
| 1920s | harmonise | equate | castigate | dump | stress | broadcast | trap | chart | tour |
| 1930s | envisage | rationalise | blur | substep | outline | co-ordinate | query | offset |
| 1940s | belleville | devalue | revitalise | integrate | clarity | truncate | ennuiise | activate | epitomise |
| 1950s | demigrate | slash | re-emphasise | redirect | reassess | tidy | sponsor | swap | bypass |
| 1960s | modernise | inject | erode | unleash | disrupt | motivate | siegework | sadden | publicise |
| 1970s | validate | deploy | align | redefine | rewrite | claw | tail | plug | sub-contract |
| 1980s | categorise | replace | pedal | exacerbate | quantity | extricate | formalise | renegotiate | straddle |
| 1990s | asot | downgrade | rethink | middle | alert | leak | span | phase | duck |
| 2000s | breast | underscore | evaluate | toughen | finalise | donate | refurbish | subsume | pre-empt | encapsulate |

Table 2: New transitive verbs that emerged after the mid-19th century (grouped according to the decade in which the transitive usage reached 20% of its final usage frequency).
frequency bin of that lemma.

Within each frequency bin, we then consider the fraction of lemmas that added a new transitive use case. This is simply the total number of lemmas in the bin that are in the set of new transitive verbs we have discovered, divided by the total number of lemmas in the bin. The interpretation of this is as follows: if someone from the year 1850 wanted to know the likelihood of a given lemma to later become a transitive verb, that person should take the frequency of that lemma and go to the corresponding frequency bin; the likelihood is then the fraction of the lemmas in that bin that newly became transitive verbs by the beginning of the 21st century. We plot these numbers in Figure 1.

![Figure 1: Probability of becoming a transitive verb, by log frequency. Each bin \( i \) corresponds to lemmas that occur with frequency roughly \( 3^{i/5} \times 10^7 \). The height of a bin is the ratio between the number of lemmas that newly became transitive verbs and the total number of lemmas of that frequency. Bin 7 has only 3 lemmas that became transitive verbs and is thus particularly noisy.](image)

As the figure shows, common verb lemmas (i.e. those occurring with a frequency of 1 in 10,000 or more) are not among the lemmas we found to have newly become transitive verbs. However, extremely rare lemmas, such as those occurring with a frequency of 1 in 10,000,000 in our dataset, are also unlikely to add a new transitive verb form (or at least, a new verb form that occurs with sufficient probability for us to identify it as such). This is in part because there are simply so many rare lemmas that even though several of them do become transitive verbs, the probability of any given one of them experiencing such a change is small.

The peak change seems to occur in lemmas that have a frequency of approximately 1 in 100,000; such lemmas include “stress”, “shoulder”, and “interview” (each of which newly became a transitive verb in our dataset).

The existence of a peak frequency in which language change happens is in contrast to other work on frequency effects for language change, which mostly find that less frequent words change more readily (with no peak at any frequency, or an implicit peak at 0). One potential reason for this change is that we are asking a somewhat different question. Instead of asking how fast each word changes over time, we ask how likely each word is to exhibit a significant change, and we only count a change as significant if the number of occurrences of the new form in the later period is sufficiently large. While there is nothing in principle that prevents a rare word from adopting a new meaning that is commonly used, such instances are necessarily somewhat uncommon: there are only so many words that can have new common uses in the later time period, while there are a very large number of very rare words in the early time period. In this light, the existence of a peak frequency for this type of language change is perhaps less surprising.

5.2 Delayed Passivization Effect

Christiansen and Joseph (2016) observed that passivization is usually the test for direct object status, and they also observed that there exist cases of verb phrases that fail the passivization test even in the absence of a preposition; for example:

(2) Jordan rocked.
(3) Jordan rocked that blouse.
(4) *That blouse was rocked by Jordan.

The verb in (2) is intransitive. The verb in (3) is transitive. The verb in (4) is the ungrammatical passive corresponding to the meaning in (3).

The above three examples from Christiansen and Joseph (2016) suggest that newly transitive verbs sometimes do not sound natural in the passive voice. This observation leads us to hypothesize that, for new transitive verbs, the passive construction emerges later than the active on average.

To investigate this hypothesis, we use the new transitive verbs that we identified. For each one, we use the parser to classify the instances of its use as active or passive. Note that Hou and Smith (2018) found that the Stanford parser could correctly identify the voice of a verb in the majority of cases after a manual evaluation of the accuracy of the parser.
It is then possible to find the first year in which the active and passive forms were used and to compare them to each other. Doing so, we obtain the result that, on average, the first active instance of the new transitive verb occurs 33 years before the first passive instance. However, there are several issues with this naive analysis. First, it hides a large amount of variance between the different new verbs. Second, the first instance is not necessarily a good measure of when the verb truly started being used, as it is sometimes the case that a verb appears just once several decades before it starts appearing regularly (possibly due to errors in the dataset). A third problem with this approach is that the background rate of passive constructions is lower than that of active constructions (even for verbs that did not recently change); this means that even if the new transitive verbs had the exact same passivization patterns as the old verbs, we would expect the first time a new transitive verb is used to be in the active voice, simply because the active is more common overall.

We try to address some of these issues. We first check whether, at the end of our dataset, the passivization rate of the new transitive verbs patterns differently from the passivization rate of old transitive verbs. To this end, we plot histograms of the passivization rates of the new and overall transitive verbs in Figure 2 in order to visualize the difference.

Figure 2: Histograms of the passivization rates of the new and overall transitive verbs in the years from 2000 to 2003. The x-axis is the passivization rate of verbs, and the y-axis is the relative frequency of that passivization rate among the set of verbs.

As the figure shows, the passivization rates of the new transitive verbs look very similar to the passivization rates of transitive verbs overall by the beginning of the 21st century. This rules out a long-lasting delay in passivization for new transitive verbs, but it does not rule out more modest delays, as it is conceivable that although the passive construction is delayed, it already exists by the end of our dataset.

Another approach to measuring the passivization delay for new transitive verbs is to look at the first time the frequency of the active form of the new verb exceeds some threshold and to compare this to the first time the frequency of the passive form exceeds some threshold. We pick the threshold for the active form to be 20% of the frequency of the active form of verb at the end of the dataset, and similarly we pick the threshold for the passive form to be 20% of the frequency of the passive form of the verb at the end of the dataset.

The above comparison leads to the conclusion that the passive construction lags behind the active construction by an average of 7 years. However, this number once again hides a lot of variation. Moreover, using a threshold that is 20% of the final rate gives misleading results in the case where the frequency of the passive form of a verb is stable but low for a long period of time, while the active form keeps increasing; for such verbs, the passive will reach 20% of its final value very early on, while the active will not reach 20% of its final value until much later (since the final frequency of the active construction is much higher).

5.3 Logistic Growth Model

Next, we describe a model for characterizing the change in frequency over time. For every pair consisting of a verb and a usage category (e.g. passive), our model first generates a rate of usages for that subcategorization frame at every time period. We observe the number of relevant occurrences, which are counts that are distributed according to a Poisson distribution whose underlying rate follows a logistic function of time.

The number of occurrences for a given pair (consisting of a verb and a usage category) is generated by a Poisson process. For all \( t \) ranging from 1 to \( T \), we have the count at time \( t \) being generated by

\[
\text{poisson} \left( n_t \cdot \left( er + \frac{lr - er}{1 + e^{-k(t-p)}} \right) \right)
\]

where \( n_t \) is the amount of data that we have for time \( t \), \( k \) is the magnitude of the slope, \( er \) is the earlier rate, \( lr \) is the later rate, and \( p \) is the inflection point.
The inflection point is the midpoint of the change and also where the slope is the steepest (i.e. where the change is happening the fastest). The earlier rate occurs at time negative infinity, and the later rate occurs at time infinity. (The transition between the two occurs with a slope of magnitude $k$.)

Since we are only looking at verbs that did not exist in the early period, we set $cr = 0$. For the remaining parameters, we use the following priors:

$$
p \sim \text{uniform}(0, T)
$$
$$
k \sim \text{exponential}(r_k)
$$
$$
lr \sim \text{exponential}(r_l)
$$

For our dataset, $T$ is the number of years, which is 203. We set $r_k = 0.1$ and $r_l = 10^{-5}$. We fit this model using the Stan language (Carpenter et al., 2017; Stan Development Team, 2018).

This model has the following limitations: If a particular usage rises and then subsequently falls (or vice versa), the logistic curve will not be able to capture the change. Additionally, increases that occur in multiple discrete steps, or which otherwise do not look like a logistic curve, will not be well-characterized by this model.

### 5.4 Applying the Model

The logistic curve is a good fit for characterizing the change in some of the verbs, though not all of them. In Figure 3, we provide some plots of the active and passive frequencies and their associated fits obtained from our model.

To determine whether the active or the passive usage appeared first, we first restrict our attention only to those verbs in which the final fitted rate $lr$ for the passives is at least 20% of the final fitted rate $lr$ for the actives. We do this in order to avoid verbs for which the active usage increases sharply over time but for which the passive usage does not; for these verbs, it is not clear whether we should consider the passive construction to be delayed beyond the end of our dataset, or whether we should consider the passive construction to have completed the change already (albeit at a very low final rate of usage). We also eliminate verbs for which the mean squared error of either the active or passive logistic curves is too high, indicating a poor fit, as well as verbs for which the parameter $k$ is too small, indicating that the detected change is too gradual and slight to meaningfully estimate the inflection point $p$.

For the remaining verbs, we compare the inflection point $p$ of the active form to the inflection point of the passive form. On average, the inflection point of the active form of a new verb occurs 8 years before the inflection point of the passive form, indicating a potential small delay in passivization for new verbs. The variance is once again fairly large; the difference between the passive inflection point and the active inflection point of a verb ranges from $-7$ to 52 years (for the verbs “chair” and “offset” respectively).

### 5.5 Discussion

This comparison of inflection points is still not a perfect way to measure a potential delay in passivization for new verbs. One issue is that when the change is gradual, the inflection point occurs much later than the time when the curve starts to rise. A second issue is that when the rate of usage of a verb form is still increasing at the end of our dataset (instead of leveling off), the estimate of the inflection point is not very stable.

Therefore, as a final check, we manually examine the plots for all new transitive verbs to see whether a delayed passivization effect seemed apparent. From a manual examination, it appears that some verbs have the active and passive uses increase together at the same time, while for other verbs the passive remains nearly nonexistent throughout the period of time covered by dataset (even as the active form rises in frequency). While this gives some evidence towards a delayed passivization effect, it could also be that some transitive verbs are rarely used in the passive voice for reasons other than being new. One notable finding, however, is that there are no verbs for which the passive form was unambiguously introduced before the active form (while the reverse occurs).

### 6 Conclusion

We automatically identified new transitive verbs that first appeared in British English after the mid-19th century. We used these verbs to test two hypotheses about new verbs. First, we tested the hypothesis that rarer verb lemmas are more likely to undergo change compared to more common lemmas; we found this to be true only up to a certain rarity, as extremely rare lemmas are actually less likely to undergo change compared to somewhat rare lemmas. Second, we tested the hypothesis that the passive construction emerges later on average...
Figure 3: Logistic fits for the active and passive frequencies over time of selected new transitive verbs, where the active and passive frequencies are drawn as 5-year rolling averages.
compared to its active counterpart; while we were able to present some evidence for this hypothesis, we also found that it is not always true, and we showed some verbs whose active and passive usages were introduced at approximately the same time. Finally, we described a logistic growth model and provided plots of the active and passive frequencies over time of several new verbs along with their associated fits obtained from our model.

Possible directions for future work include separately examining different types of new transitive verbs that we grouped together in this work: intransitive verbs that developed a transitive usage over time, nouns that became verbs, and brand new words. It would also be interesting to study similar phenomena using a language other than English, especially if the language under consideration has seen as many transitive verbs become intransitive over time as the other way around; English does not have this property, as verbs have rarely become intransitive in the history of English (Visser, 1963).
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