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Abstract: Scheduling control problems for a family of unitary networks under heavy traffic with general interarrival and service times, probabilistic routing and an infinite horizon discounted linear holding cost are studied. Diffusion control problems, that have been proposed as approximate models for the study of these critically loaded controlled stochastic networks, can be regarded as formal scaling limits of such stochastic systems. However, to date, a rigorous limit theory that justifies the use of such approximations for a general family of controlled networks has been lacking. It is shown that, under broad conditions, the value function of the suitably scaled network control problem converges to that of the associated diffusion control problem. This scaling limit result, in addition to giving a precise mathematical basis for the above approximation approach, suggests a general strategy for constructing near optimal controls for the physical stochastic networks by solving the associated diffusion control problem.
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1. Introduction

As an approximation to control problems for critically-loaded stochastic networks, Harrison (in [18], see also [17, 19]) has formulated a stochastic control problem in which the state process is driven by a multi-dimensional Brownian motion along with an additive control that satisfies certain feasibility and non-negativity constraints. This control problem that is usually referred to as the Brownian Control Problem (BCP) has been one of the key developments in the heavy traffic theory of controlled stochastic processing networks (SPN). BCPs can be regarded as formal scaling limits for a broad range of scheduling and sequencing control problems for multiclass queuing networks. Finding optimal (or even near-optimal) control policies for such
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networks – which may have quite general non-Markovian primitives, multiple server capabilities and rather complex routing geometry – is prohibitive. In that regard BCPs that provide significantly more tractable approximate models are very useful. In this diffusion approximation approach to policy synthesis, one first finds an optimal (or near-optimal) control for the BCP which is then suitably interpreted to construct a scheduling policy for the underlying physical network. In recent years there have been many works [1, 3, 4, 8, 11, 12, 25, 28] that consider specific network models for which the associated BCP is explicitly solvable (i.e. an optimal control process can be written as a known function of the driving Brownian motions) and, by suitably adapting the solution to the underlying network, construct control policies that are asymptotically (in the heavy traffic limit) optimal. The paper [24] also carries out a similar program for a two dimensional criss-cross network, although an explicit solution for the BCP is not available.

Although now there are several papers which establish a rigorous connection between a network control problem and its associated BCP by exploiting the explicit form of the solution of the latter, a systematic theory which justifies the use of BCPs as approximate models has been missing. In a recent work [9] it was shown that for a large family of Unitary Networks (cf. [6]), with general interarrival and service times, probabilistic routing, and an infinite horizon discounted linear holding cost, the cost associated with any admissible control policy for the network is asymptotically, in the heavy traffic limit, bounded below by the value function of the BCP. This inequality, which provides a useful bound on the best achievable asymptotic performance for an admissible control policy (for this large family of models), was a key step in developing a rigorous general theory relating BCPs with SPN in heavy traffic.

The current paper is devoted to the proof of the reverse inequality. The network model is required to satisfy assumptions made in [9] (these are summarized above Theorem 2.10). In addition we impose a non-degeneracy condition (Assumption 2.12), a condition on the underlying renewal processes regarding probabilities of deviations from the mean (Assumption 2.13) and regularity of a certain Skorohod map (Assumption 2.15) (see next paragraph for a discussion of these conditions). Under these assumptions we prove that the value function of the BCP is bounded below by the heavy traffic limit (limsup) of the value functions of the network control problem (Theorem 2.16). Combining this with the result obtained in [9] (see Theorem 2.10) we obtain the main result of the paper (Theorem 2.18). This theorem says that, under broad conditions, the value function of the network control problem converges to that of the BCP. This result provides, under general conditions, a rigorous basis for regarding BCPs as approximate models for critically loaded stochastic networks.

Conditions imposed in this paper allow for a wide range of open multi-class queueing networks, parallel server networks and job shop type models. These models, whose description is taken from [6], are discussed in detail in Examples 1(a)-(c). We note that our approach does not require the BCP to be explicitly solvable and the result covers many settings where explicit solutions are unavailable. Most of the conditions imposed are quite standard and we only comment here on two of them: Assumptions 2.5 and 2.15. Assumption 2.5 says that each buffer is processed by at least one basic activity (see Remark 2.4). This condition, which was introduced in [6], is fundamental for our analysis. In fact [6] has shown that without this
assumption even the existence of a non-negative workload matrix may fail. Assumption 2.15 is the second key requirement in this work. As Example 1 discusses, the condition holds for a broad family of networks. Indeed, under Assumption 2.5, the assumption is satisfied by all multiclass open queuing networks and, along with another basic condition on the geometry of the network (Assumption 2.6), all parallel server networks as well. It also holds for a large family of job-shop networks (see Example 1 for details).

The papers [1, 3, 4, 8, 12, 28] noted earlier, that treat the setting of explicitly solvable BCP, do much more than establish convergence of value functions. In particular, these works give an explicit implementable control policy for the underlying network that is asymptotically optimal in the heavy traffic limit. In the generality treated in the current work, giving explicit recipes (eg. threshold type policies) is unfeasible, however the policy sequence constructed in Section 4.1 suggests a general approach for building near asymptotically optimal policies for the network given a near optimal control for the BCP. Obtaining near optimal controls for the BCP in general requires numerical approaches (see eg. [22, 23, 26]), discussion of which is beyond the scope of the current work.

We now briefly describe some of the ideas in the proof of the main result – Theorem 2.16. We proceed by choosing, for an arbitrary $\epsilon > 0$, a suitable $\epsilon$-optimal control $\tilde{Y}$ for the BCP and then, using $\tilde{Y}$, construct a sequence of control policies $\{T^r\}_{r \geq 1}$ for the network model such that the (suitably scaled) cost associated with $T^r$ converges to that associated with $\tilde{Y}$, as $r \to \infty$. This yields the desired reverse inequality. One of the key difficulties is in the translation of a given control for the BCP to that for the physical network. Indeed, a (near) optimal control for the BCP can be a very general adapted process with RCLL paths. Without additional information on such a stochastic process it is not at all clear how one adapts and applies it to a given network model. A control policy for the network needs to specify how each server distributes its effort among various job classes at any given time instant. By a series of approximations we show that one can find a rather simple $\epsilon$-optimal control for the BCP that is easy to interpret and implement on a network control problem. As a first step, using PDE characterization results for general singular control problems with state constraints from [2] (these in particular make use of the non-degeneracy assumption – Assumption 2.12) one can argue that a near-optimal control can be taken to be adapted to the driving Brownian motion and be further assumed to have moments that are sub-exponential in the time variable (see Lemma 3.10). Using results from [10] one can perturb this control so that it has continuous sample paths without significantly affecting the cost. Next, using ideas developed by Kushner and Martins [24] in the context of a two dimensional BCP, one can further approximate such a control by a process with a fixed (non-random) finite number of jumps that take values in a finite set. Two main requirements (in addition to the usual adaptedness condition) for an admissible control of a BCP (see Definition 2.9) are the non-negativity constraint (2.39) and state constraint (2.38). It is relatively easy to construct a pure jump control as described above that obeys the non-negativity constraint, however the non-degenerate Brownian motion in the dynamics rules out the satisfaction of state constraints without additional modifications. This is where the regularity assumption on a certain Skorohod map (Assumption 2.15) is used (it also plays a key role in the weak convergence arguments used to prove convergence of costs) in order to modify the pure jump control without changing the cost much, such that in between
successive jumps one employs a minimal control (consistent with the Skorohod map) so that state constraints are respected. The above construction is the essential content of Theorem 3.5. The $\epsilon$-optimal control that we use for the construction of the policy sequence requires two additional modifications (see part (iii) of Theorem 3.5 and below (3.14)) which facilitate adapting such a control for the underlying physical network and in some weak convergence proofs but we leave that discussion for later in Section 3 (see Remark 3.6 and above Theorem 3.8).

Using a near-optimal control $\tilde{Y}$ of the form given in Section 3 (cf. Theorem 3.8) we then proceed to construct a sequence of policies $\{T^r\}$ for the underlying network. The key relation that enables translation of $\tilde{Y}$ into $\{T^r\}$ is (2.16) using which one can loosely interpret $\tilde{Y}(t)$ as the asymptotic deviation, with suitable scaling, of $T^r(t)$ from the nominal allocation $x^*t$ (see Definition 2.2 for the definition of nominal allocation vector). Recall that $\tilde{Y}$ is constructed by modifying, through a Skorohod constraining mechanism, a pure jump process (say $\tilde{Y}_0$). In particular $\tilde{Y}$ has sample paths that are, in general, discontinuous. On the other hand, note that an admissible policy $T^r$ is required to be a Lipschitz function (see Remark 2.8). This suggests the following construction for $T^r$. Over time-periods (say, $\Delta t$) of constancy of $\tilde{Y}_0$ one should use the nominal allocation (i.e. $x^*\Delta t$) while jump-instants should be stretched into periods of length of order $r$ (note that in the scaled network, time is accelerated by a factor of $r^2$ and so periods of length $r$ are negligible in this scaling) over which a non-trivial control action is employed as dictated by the jump vector (see Figure 4.1 for a more complete description). This is analogous to the idea of a discrete review policy proposed by Harrison[16] (see also [1] and references therein). There are some obvious difficulties with the above prescription, for example, a nominal allocation corresponds to the average behavior of the system and for a given realization is feasible only when the buffers are non-empty. Thus one needs to modify the above construction to incorporate idleness that is caused due to empty buffers. The effect of such a modification is, of course very similar to that of a Skorohod constraining mechanism and it is tempting to hope that the deviation process corresponding to this modified policy converges to $\tilde{Y}$ (in an appropriate sense), as $r \to \infty$. However, without further modifications, it is not obvious that the reflection terms that are produced from the idling periods under this policy are asymptotically consistent with those obtained from the Skorohod constraining mechanism applied to (the state process corresponding to) $\tilde{Y}_0$. The additional modification (see (4.8)) that we make roughly says that jobs are processed from a given buffer over a small interval $\Delta$, only if at the beginning of this interval there are a “sufficient” number of jobs in the buffer. This idea of safety stocks is not new and has been used in previous works (see eg. [1, 3, 4, 8]). The modification of course introduces a somewhat nonintuitive idleness even when there are jobs that require processing. However, the analysis of Section 4 shows that this idleness does not significantly affect the asymptotic cost. The above very rough sketch of construction of $T^r$ is made precise in Section 4.1.

Rest of the paper is devoted to showing that the cost associated with $T^r$ converges to that associated with $\tilde{Y}$. It is unreasonable to expect convergence of controls (for example, with the usual Skorohod topology) – in particular note that, $T^r$ has Lipschitz paths for every $r$ while $\tilde{Y}$ is a (modification of) a pure jump process – however one finds that the convergence of costs holds. This convergence proof, and the related weak convergence analysis, is carried out in
Sections 4.2 and 4.3.

The paper is organized as follows. Section 2 describes the network structure, all the associated stochastic processes, the heavy-traffic assumptions as well as the other assumptions of the paper. The section also presents the SPN control problem that is considered here, along with the main result of the paper (Theorem 2.18). Section 3 constructs (see Theorem 3.5) a near-optimal control policy for the BCP which can be suitably adapted to the network control problem. In Section 4, the near-optimal control policy from Section 3 is used to obtain a sequence of admissible control policies for the scaled SPN. The main result of the section is Theorem 4.5, which establishes weak convergence of various scaled processes. Convergence of costs (i.e. Theorem 2.17) is an immediate consequence of this weak convergence result. Theorem 2.18 then follows on combining Theorem 2.17 with results of [9] (stated as Theorem 2.10 in the current work). Finally, the appendix collects proofs of some auxiliary results.

The following notation will be used. The space of reals (nonnegative reals), positive (nonnegative) integers will be denoted by \( \mathbb{R} \) (\( \mathbb{R}_+ \)), \( \mathbb{N} \) (\( \mathbb{N}_0 \)), respectively. For \( m \geq 1 \) and \( \theta \in (0, \infty) \), \( C^m[\mathbb{R}'_\theta] \) will denote the space of continuous functions from \([0, \infty) \) [resp. \([0, \theta] \)] to \( \mathbb{R}^m \) with the topology of uniform convergence on compacts [resp. uniform convergence]. Also, \( D^m[\mathbb{D}'_\theta] \) will denote the space of right continuous functions with left limits, from \([0, \infty) \) [resp. \([0, \theta] \)] to \( \mathbb{R}^m \) with the usual Skorohod topology. For \( y \in D^m \) and \( t, \delta > 0 \), we write \( \sup_{0 \leq s \leq t} |y(s)| = |y|_{\infty,t} \) and \( \sup_{0 \leq t_1 \leq t_2 \leq t, |s_1 - s_2| \leq \delta} |y(s_1) - y(s_2)| = \omega_y^t(\delta) \). All vector inequalities are to be interpreted component-wise. We will call a function \( f \in D^m \) non-decreasing if it is non-decreasing in each component. All (stochastic) processes in this work will have sample paths that are right continuous and have left limits and thus can be regarded as \( D^m \)-valued random variables with a suitable \( m \). For a Polish space \( \mathcal{E} \), \( \mathcal{B}(\mathcal{E}) \) will denote the corresponding Borel sigma-field. Weak convergence of \( (\mathcal{E}, \mathcal{B}(\mathcal{E})) \) valued random variables \( Z_n \) to \( Z \) will be denoted as \( Z_n \Rightarrow Z \). Sequence of processes \( \{Z_n\} \) is tight if and only if the measures induced by \( Z_n \)'s on \( (D^m, \mathcal{B}(D^m)) \) form a tight sequence. A sequence of processes with paths in \( D^m \) \( (m \geq 1) \) is called \( C \)-tight if it is tight in \( D^m \) and any weak limit point of the sequence has paths in \( C^m \) almost surely (a.s.). For processes \( \{Z_n\}, Z \) defined on a common probability space, we say that \( Z_n \) converge to \( Z \), uniformly on compact time intervals (u.o.c), in probability [a.s.] if for all \( t > 0 \), \( \sup_{0 \leq s \leq t} |Z_n(s) - Z(s)| \) converges to zero in probability [resp. a.s.]. To ease the notational burden, standard notations (that follow [6, 7]) for different processes are used (e.g. \( Q \) for queue-length, \( I \) for idle time, \( W \) for workload process etc.). We also use standard notation, e.g. \( \hat{W}, \hat{W} \), to denote fluid scaled, respectively diffusion scaled, versions of various processes of interest (see (2.21),(2.22)). All vectors will be column vectors. An \( m \) dimensional vector with all entries 1 will be denoted by \( \mathbf{1}_m \). For a vector \( a \), \( \text{diag}(a) \) will denote the diagonal matrix such that the vector of its diagonal entries is \( a \). \( M' \) will denote the transpose of transpose of a matrix \( M \). Also, \( C_i, i = 0, 1, 2, \ldots \) will denote generic constants whose values may change from one proof to next.
2. Multiclass queueing networks and the control problem

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. All the random variables associated with the network model described below are assumed to be defined on this probability space. The expectation operation under \(\mathbb{P}\) will be denoted by \(\mathbb{E}\).

Network Structure.

We begin by introducing the family of stochastic processing network models that will be considered in this work. We closely follow the terminology and notation used in [18], [17], [19], [4], [6], [7]. The network has \(I\) infinite capacity buffers (to store \(I\) many different classes of jobs) and \(K\) non-identical servers for processing jobs. Arrivals of jobs, given in terms of suitable renewal processes, can be from outside the system and/or from the internal re-routing of jobs that have already been processed by some server. Several different servers may process jobs from a particular buffer. Service from a given buffer \(i\) by a given server \(k\) is called an activity. Once a job starts being processed by an activity, it must complete its service with that activity, even if its service is interrupted for some time (e.g., for preemption by a job from another buffer). When service of a partially completed job is resumed, it is resumed from the point of preemption – i.e. the job needs only the remaining service time from the server to get completed (preemptive-resume policy). Also, an activity must complete service of any job that it started before starting another job from the same buffer. An activity always selects the oldest job in the buffer that has not yet been served, when starting a new service (i.e. First In First Out (FIFO) within class). There are \(J\) activities (at most one activity for a server-buffer pair \((i,k)\), so that \(J \leq I \cdot K\)). Here the integers \(I, J, K\) are strictly positive. Figure 1 gives a schematic for such a model.

Fig 1. A network with \(I\) buffers, \(J\) activities, \(K\) servers and probabilistic routing (given by the matrix \(P\))
Let $I = \{1, \ldots, I\}, J = \{1, \ldots, J\}$ and $K = \{1, \ldots, K\}$. The correspondence between the activities and buffers, and activities and servers are described by two matrices $C$ and $A$ respectively. $C$ is an $I \times J$ matrix with $C_{ij} = 1$ if $j$-th activity processes jobs from buffer $i$, and $C_{ij} = 0$ otherwise. The matrix $A$ is $K \times J$ with $A_{kj} = 1$ if $k$-th server is associated with the $j$-th activity, and $A_{kj} = 0$ otherwise. Each activity associates one buffer and one server, and so each column of $C$ has exactly one 1 (and similarly, every column of $A$ has exactly one 1). We will further assume that each row of $C$ (and $A$) has at least one 1, i.e. each buffer is processed by (server is processing, respectively) at least one activity. For $j \in J$, let $\sigma(j) \equiv (\sigma_1(j), \sigma_2(j)) = (i, k)$, if activity $j$ corresponds to the $k$-th server processing class $i$ jobs. Let, for $k \in K$, $J(k) \doteq \{ j \in J : \sigma_2(j) = k \}$ and $I(k) \doteq \{ \sigma_1(j) : j \in J(k) \}$. Thus, for the $k$-th server, $J(k)$ denotes the set of activities that the server can perform, and $I(k)$ represents the corresponding buffers from which the jobs can be processed.

Stochastic Primitives.

We are interested in the study of networks that are nearly critically loaded. Mathematically this is modeled by considering a sequence of networks $\{N^r\}$ that “approach heavy traffic”, as $r \to \infty$, in the sense of Definition 2.2 below. Each network in the sequence has identical structure, except for the rate parameters that may depend on $r$. Here $r \in S \subseteq \mathbb{R}^+$, where $S$ is a countable set: $\{r_1, r_2, \ldots\}$ with $1 \leq r_1 < r_2 < \ldots$ and $r_n \to \infty$, as $n \to \infty$. One thinks of the physical network of interest as the $r$-th network embedded in this sequence, for a fixed large value of $r$. For notational simplicity, throughout the paper, we will write the limit along the sequence $r_n$ as $n \to \infty$ simply as “$r \to \infty$”. Also, $r$ will always be taken to be an element of $S$ and thus hereafter the qualifier $r \in S$ will not be stated explicitly. The parameters of the networks are assumed to satisfy the heavy traffic condition (see Assumption 2.3).

The $r$-th network $N^r$ is described as follows. If the $i$-th class ($i \in I$) has exogenous job arrivals, the inter-arrival times of such jobs are given by a sequence of nonnegative random variables $\{u_i^x(n) : n \geq 1\}$ that are i.i.d with mean and standard deviation $1/\alpha_i^r, \sigma_i^{u,r} \in (0, \infty)$ respectively. Let, by relabeling if needed, the buffers with exogenous arrivals correspond to $i \in \{1, \ldots, I^r\} := I^r$, where $I^r \leq I$. We set $\alpha_i^r, \sigma_i^{u,r} = 0$ and $u_i^x(n) = \infty, n \geq 1$, for $i \in I \setminus I^r$. Service times for the $j$-th type of activity (for $j \in J$) are given by a sequence of nonnegative random variables $\{v_j^r(n) : n \geq 1\}$ that are i.i.d with mean and standard deviation $1/\beta_j^r, \sigma_j^{v,r} \in (0, \infty)$ respectively. We will assume that the above random variables are in fact strictly positive, i.e.

$$\text{For all } i \in I, j \in J, \mathbb{P}(u_i^x(1) > 0) = \mathbb{P}(v_j^r(1) > 0) = 1. \quad (2.1)$$

We will further impose the following uniform integrability condition:

$$\text{the collection } \{(u_i^x(1))^2, (v_j^r(1))^2 ; r \geq 1, j \in J, i \in I^r\} \text{ is uniformly integrable.} \quad (2.2)$$

Re-routing of jobs completed by the $j$-th activity is specified by a sequence of $(I+1)$-dimensional vector $\{(\phi_{i}^{r}(n), \phi_{j}^{r}(n))', n \geq 1\}$, where $\phi_{i}^{r}(n) = (\phi_{i}^{j,r}(n) : i \in I)$. For each $j \in J$ and $i \in I \cup \{0\}$, $\phi_{i}^{j,r}(n) = 1$ if the $n$-th completed job by activity $j$ gets rerouted to buffer $i$, and takes the value zero otherwise, where $i = 0$ represents jobs leaving the system. It is assumed that for each fixed $r$, $\{(\phi_{i}^{j,r}(n), \phi_{j}^{j,r}(n))', n \geq 1\}, j \in J$, are (mutually) independent sequences.
of i.i.d \textit{Multinomial}(1, (p^j_i : i = 1, \ldots, I)). That in particular means, for \( j \in \mathbb{J}, n \geq 1, \sum_{i=0}^{I} \phi^{j}_i(n) = \sum_{i=0}^{I} p^j_i = 1 \). Furthermore, for fixed \( j \in \mathbb{J}, i_1, i_2 \in \mathbb{I}, \)

\[
\text{Cov}(\phi^{j}_{i_1}(n), \phi^{j}_{i_2}(n)) = \sigma_{i_1i_2}^j = -p_{i_1}^j p_{i_2}^j + p_{i_1}^j \delta_{i_1,i_2}, \tag{2.3}
\]

where \( \delta_{i_1,i_2} \) is 1 if \( i_1 = i_2 \) and 0 otherwise. We also assume that, for each \( r \), the random variables

\[
\{u^r(n), v^r(n), \phi^{j,r}_0(n), \phi^{j,r}_1(n) \}, n \geq 1, i \in \mathbb{I}, j \in \mathbb{J} \}
\]

are mutually independent. \( \tag{2.4} \)

Next we introduce the primitive renewal processes, \((E^r, S^r)\), that describe the state dynamics. The process \((E^r_1, \ldots, E^r_I)\) is the \( \mathbb{I}' \)-dimensional exogenous arrival process, i.e. for each \( i \in \mathbb{I}' \), \( E^r_i(t) \) is a renewal process which denotes the number of jobs that have arrived to buffer \( i \) from outside the system over the interval \([0, t]\). For class \( i \) to which there are no exogenous arrivals (i.e. \( i \in \mathbb{I} \setminus \mathbb{I}' \)), we set \( E^r_i(t) = 0 \) for all \( t \geq 0 \). We will denote the process \((E^r_1, \ldots, E^r_I)\)' by \( E^r \). For each activity \( j \in \mathbb{J} \), \( S^r_j(t) \) denotes the number of complete jobs that could be processed by activity \( j \) in \([0, t]\) if the associated server worked continuously and exclusively on jobs from the associated buffer in \([0, t]\) and the buffer had an infinite reservoir of jobs. The vector \((S^r_1, \ldots, S^r_J)\)' is denoted by \( S^r \). More precisely, for \( i \in \mathbb{I}, j \in \mathbb{J}, m \geq 1 \), let

\[
\xi^r_i(m) = \sum_{n=1}^{m} u^r_i(n), \quad \eta^r_j(m) = \sum_{n=1}^{m} v^r_j(n). \tag{2.5}
\]

We set \( \xi^r_i(0) = 0, \eta^r_j(0) = 0 \). Then \( E^r_i, S^r_j \) are renewal processes given as follows. For \( t \geq 0 \)

\[
E^r_i(t) = \max\{m \geq 0 : \xi^r_i(m) \leq t\}, \quad S^r_j(t) = \max\{m \geq 1 : \eta^r_j(m) \leq t\}. \tag{2.6}
\]

Finally we introduce the routing sequences. Let, \( \Phi^{j,r}_i(n) \) denote the number of jobs that are routed to the \( i \)-th buffer, among the first \( n \) jobs completed by activity \( j \). Thus, for \( i \in \mathbb{I}, j \in \mathbb{J}, \)

\[
\Phi^{j,r}_i(n) = \sum_{m=1}^{n} \phi^{j,r}_i(m), \quad n = 1, 2, \ldots. \tag{2.7}
\]

We will denote the \( \mathbb{I} \) dimensional sequence \( \{(\Phi^{j,r}_i(n), \ldots, \Phi^{j,r}_I(n))\}' \) corresponding to routing of jobs completed by the \( j \)-th activity by \( \{\Phi^{j,r}(n)\} \). Also, \( \Phi^r(n) \) will denote the \( \mathbb{I} \times \mathbb{J} \) matrix \((\Phi^{1,r}(n), \Phi^{2,r}(n), \ldots, \Phi^{J,r}(n))\).

Control.

A \textbf{Scheduling policy} or \textbf{control} for the \( r \)-th SPN is specified by a nonnegative, non-decreasing \( \mathbb{J} \)-dimensional process \( T^r = \{(T^r_1(t), \ldots, T^r_I(t))', t \geq 0\} \). For any \( j \in \mathbb{J}, t \geq 0, T^r_j(t) \) represents cumulative amount of time spent on the \( j \)-th activity up to time \( t \). For a control \( T^r \) to be admissible, it must satisfy additional properties which are specified below in Definition 2.7.
State Processes.

For a given scheduling policy $T^r$, the state processes of the network are the associated $I$-dimensional queue length process $Q^r$ and the $K$-dimensional idle time process $I^r$. For each $t \geq 0$, $i \in I$, $Q_i^r(t)$ represents the queue-length at the $i$-th buffer at time $t$ (including the jobs that are in service at that time), and for $k = 1, \ldots, K$, $I_k^r(t)$ is the total amount of time the $k$-th server has idled up to time $t$. Let $q^r = Q^r(0) \in \mathbb{N}^I$ be the $I$-dimensional vector of queue-lengths at time 0. Note that, for $j \in J, t \geq 0$, $S_j^r(T^r_j(t))$ is the total number of services completed by the $j$-th activity up to time $t$. The total number of completed jobs (by activity $j$) up to time $t$ that get rerouted to buffer $i$ equals $\Phi_j^r(i, S_j^r(T^r_j(t)))$. Recalling the definition of matrices $C$ and $A$, the state of the system at time $t \geq 0$ can be described by the following equations:

$$Q_i^r(t) = q^r + E_i^r(t) - \sum_{j=1}^J C_{ij} S_j^r(T^r_j(t)) + \sum_{j=1}^J \Phi_j^r(S_j^r(T^r_j(t))), \quad i \in I,$$

$$I_k^r(t) = t - \sum_{j=1}^J A_{kj} T^r_j(t), \quad k \in K. $$

Heavy Traffic.

We now describe the main heavy traffic assumption[17, 19]. We begin with a condition on the convergence of various parameters in the sequence of networks $\{N^r\}$.

**Assumption 2.1.** There are $q, \alpha, \sigma^u, \sigma^v \in \mathbb{R}_+^I$; $\beta, \sigma^v \in \mathbb{R}_+^J$, $\theta_1 \in \mathbb{R}^I$, $\theta_2 \in \mathbb{R}^J$ such that $\beta > 0, \sigma^v > 0, \alpha_i, \sigma^u_i = 0$ if and only if $i \in I \setminus I'$, and, as $r \to \infty$,

$$\theta_1^r \to r(\alpha^r - \alpha) \to \theta_1, \quad \theta_2^r \to r(\beta^r - \beta) \to \theta_2, \quad \sigma^u^r \to \sigma^u, \quad \sigma^v^r \to \sigma^v, \quad q^r \to q. $$

The definition of heavy traffic, for the sequence $\{N^r\}$, as introduced in [17] (also see [6], [7], [19]), is as follows.

**Definition 2.2.** [Heavy Traffic] Define $I \times J$ matrices $P^r, R$, such that $P_{ij}^r \equiv p_{ij}^r$, for $i \in I, j \in J$, and

$$R \equiv (C - P^r)\text{diag}(\beta). $$

We say that the sequence $\{N^r\}$ approaches heavy traffic as $r \to \infty$ if, in addition to Assumption 2.1, the following two conditions hold:

(i) There is a unique optimal solution $(x^*, \rho^*)$ to the following linear program (LP):

$$\text{minimize } \rho \text{ such that } Rx = \alpha \text{ and } Ax \leq \rho 1_K, \text{ for all } x \geq 0. $$

(ii) The pair $(x^*, \rho^*)$ satisfies

$$\rho^* = 1 \text{ and } Ax^* = 1_K. $$
Assumption 2.3. The sequence of networks \( \{N^r\} \) approaches heavy traffic as \( r \to \infty \).

Remark 2.4. From Assumption 2.3, \( x^* \) given in (i) of Definition 2.2 is the unique \( J \)-dimensional nonnegative vector satisfying
\[
R x^* = \alpha, \quad A x^* = 1_K. \tag{2.14}
\]
Following [17], assume without loss of generality (by re-labeling activities, if necessary), that the first \( B \) components of \( x^* \) are strictly positive (corresponding activities are referred to as basic) and the rest are zero (non-basic activities). For later use, we partition the following matrices and vectors in terms of basic and non-basic components:
\[
x^* = \begin{bmatrix} x^*_b \\ 0 \end{bmatrix}, \quad T^r = \begin{bmatrix} T^r_b \\ T^r_n \end{bmatrix}, \quad A = [B : N], \quad R = [H : M] \tag{2.15}
\]
where \( T^r \) is some control policy, \( 0 \) is a \((J - B)\)-dimensional vector of zeros, \( B, N, H, M \) are \( K \times B, K \times (J - B), I \times B \) and \( I \times (J - B) \) matrices, respectively.

The following assumption (see [6]) says that for each buffer there is an associated basic activity.

Assumption 2.5. For every \( i \in I \), there is a \( j \in J \) such that \( R_{ij} = 1 \) and \( x^*_j > 0 \).

Other Processes.

Components of the vector \( x^* \) defined above can be interpreted as the nominal allocation rates for the \( J \) activities. Given a control policy \( T^r \), define the deviation process \( Y^r \) as the difference between \( T^r \) and the nominal allocation:
\[
Y^r(t) = x^*t - T^r(t), \quad t \geq 0. \tag{2.16}
\]
It follows from (2.9) and (2.14) that the idle-time process \( I^r \) has the following representation
\[
I^r(t) = A Y^r(t), \quad t \geq 0.
\]
Let \( N = K + J - B \). Next we define a \( N \times J \) matrix \( K \) and \( N \)-dimensional process \( U^r \) as follows.
\[
K = \begin{bmatrix} B & N \\ 0 & -I \end{bmatrix}, \quad U^r(t) = K Y^r(t), \quad t \geq 0, \tag{2.17}
\]
where \( I \) denotes a \((J - B) \times (J - B)\) identity matrix. Note that
\[
U^r(t) = \begin{bmatrix} I^r(t) \\ T^r_n(t) \end{bmatrix}, \quad t \geq 0. \tag{2.18}
\]
Finally we introduce the workload process $W^r$ which is defined as a certain linear transformation of the queue-length process and is of dimension no greater than of the latter. More precisely, $W^r$ is an $L$-dimensional process $(L = I + K - B$, see [6]) defined as

$$W^r(t) = \Lambda Q^r(t), \quad t \geq 0,$$

(2.19)

where $\Lambda$ is a $L \times I$-dimensional matrix with rank $L$ and nonnegative entries, called the workload matrix. We will not give a complete description of $\Lambda$ since that requires additional notation; and we refer the reader to [6, 19] for details. The key fact that will be used in our analysis is that there is a $L \times N$ matrix $G$ with nonnegative entries (see (3.11) and (3.12) in [19]) such that

$$\Lambda R = GK.$$  

(2.20)

We will impose the following additional assumption on $G$ which says that each of its column has at least one strictly positive entry. The assumption is needed in the proof of Lemma 3.10 (see (3.35)).

**Assumption 2.6.** There exists a $c > 0$ such that for every $u \in \mathbb{R}_+^N$, $|Gu| \geq c|u|$.

**Rescaled processes.**

We now introduce two types of scalings. The first is the so-called fluid scaling, corresponding to a law of large numbers, and the second is the standard diffusion scaling, corresponding to a central limit theorem.

**Fluid Scaled Process:** This is obtained from the original process by accelerating time by a factor of $r^2$ and scaling down space by the same factor. The following fluid scaled processes will play a role in our analysis. For $t \geq 0$

$$\bar{E}^r(t) = r^{-2}E^r(r^2t), \quad \bar{S}^r(t) = r^{-2}S^r(r^2t), \quad \bar{\Phi}^r(t) = r^{-2}\Phi^r([r^2t]),$$

$$\bar{T}^r(t) = r^{-2}T^r(r^2t), \quad \bar{P}^r(t) = r^{-2}P^r(r^2t), \quad \bar{Q}^r(t) = r^{-2}Q^r(r^2t).$$

(2.21)

Here for $x \in \mathbb{R}_+, \lfloor x \rfloor$ denotes its integer part, i.e. the greatest integer bounded by $x$.

**Diffusion Scaled Process:** This is obtained from the original process by accelerating time by a factor of $r^2$ and, after appropriate centering, scaling down space by $r$. Some diffusion scaled processes that will be used are as follows. For $t \geq 0$

$$\hat{E}^r(t) = \frac{(E^r(r^2t) - \alpha^r r^2t)}{r}, \quad \hat{S}^r(t) = \frac{(S^r(r^2t) - \beta^r r^2t)}{r}, \quad \hat{\Phi}^r(t) = \frac{(\Phi^r([r^2t])) - [r^2t] P^r)}{r},$$

$$\hat{T}^r(t) = r^{-1}U^r(r^2t), \quad \hat{Q}^r(t) = r^{-1}Q^r(r^2t), \quad \hat{W}^r(t) = r^{-1}W^r(r^2t), \quad \hat{Y}^r(t) = r^{-1}Y^r(r^2t).$$

(2.22)

The last four processes are not centered as one finds (see Lemma 3.3 of [9]) that, with any reasonable control policy, their fluid scaled versions converge to zero as $r \to \infty$. Define for $t \geq 0$,

$$\hat{X}^r_i(t) = \hat{E}^r_i(t) - \sum_{j=1}^{J}(C_{ij} - p^r_{ij})\bar{S}^r_j(\bar{T}^r_j(t)) - \sum_{j=1}^{J}\hat{\Phi}^r_{ij}(\bar{S}^r_j(\bar{T}^r_j(t))), \quad i \in \mathbb{I}.$$  

(2.23)
Recall $\theta_i^r$ and $\bar{q}^r$ from Assumption 2.1. Using (2.8), (2.9), (2.14), (2.17), one has the following relationships between the various scaled quantities defined above. For all $t \geq 0$:
\[
\dot{Q}^r(t) = \dot{\zeta}^r(t) + R\dot{\bar{Y}}^r(t), \quad \dot{\bar{U}}^r(t) = K\dot{\bar{Y}}^r(t),
\]
where $\dot{\zeta}^r(t) = \bar{q}^r + \dot{X}^r(t) + [\theta_1^r t - (C - P') \text{ diag}(\theta_2^r) \bar{T}^r(t)].$ (2.24)

Also, using (2.19), (2.20) and (2.24), for all $t \geq 0$,
\[
\dot{W}^r(t) = \Lambda \dot{q}^r + \Lambda \dot{X}^r(t) + \Lambda [\theta_1^r t - (C - P') \text{ diag}(\theta_2^r) \bar{T}^r(t)] + G \bar{U}^r(t). \quad (2.25)
\]

**Admissibility of control policies.**

Definition of admissible policies (Definition 2.7) given below, incorporates appropriate non-anticipativity requirements and ensures feasibility by requiring that the associated queue-length and idle-time processes ($Q^r, I^r$) are nonnegative.

For $m = (m_1, \ldots, m_I) \in \mathbb{N}^I, n = (n_1, \ldots, n_J) \in \mathbb{N}^J$ we define the multi-parameter filtration generated by inter-arrival and service times and routing variables as:
\[
\mathcal{F}^r((m,n)) = \sigma\{w_i^r(m_i), v_j^r(n_j), \phi_i^r n_j : m_i \leq m_i', n_j \leq n_j' ; i \in \mathbb{I}, j \in \mathbb{J}\}. \quad (2.26)
\]

Then $\{\mathcal{F}^r((m,n)) : m \in \mathbb{N}^I, n \in \mathbb{N}^J\}$ is a multi-parameter filtration with the following (partial) ordering:

\[(m^1, n^1) \leq (m^2, n^2) \text{ if and only if } m_i^1 \leq m_i^2, n_j^1 \leq n_j^2; \ i \in \mathbb{I}, j \in \mathbb{J}.\]

We refer the reader to Section 2.8 of [15] for basic definitions and properties of multi-parameter filtrations, stopping times and martingales. Let,
\[
\mathcal{F}^r = \bigvee_{(m,n) \in \mathbb{N}^{I+J}} \mathcal{F}^r((m,n)). \quad (2.27)
\]

For all $(m,n) \in \{0,1\}^{I+J},$ we define $\bar{\mathcal{F}}^r((m,n)) = \mathcal{F}^r((\mathbf{1}, \mathbf{1}))$ where $\mathbf{1}$ denotes the vector of 1’s. It will be convenient to allow for extra randomness, than that captured by $\mathcal{F}^r,$ in formulating the class of admissible policies. Let $\mathcal{G}$ be a $\sigma$-field independent of $\mathcal{F}^r.$ For $m \in \mathbb{N}^I, n \in \mathbb{N}^J,$ let $\mathcal{F}^r((m,n)) = \mathcal{F}^r(m,n) = \mathcal{F}^r((m,n)) \vee \mathcal{G}.$

**Definition 2.7.** For a fixed $r$ and $q^r \in \mathbb{R}^I_+, a$ scheduling policy $T^r = \{(T_1^r(t), \ldots, T_J^r(t)) : t \geq 0\}$ is called admissible for $N^r$ with initial condition $q^r$ if for some $\mathcal{G}$ independent of $\mathcal{F}^r,$ the following conditions hold.

(i) $T_j^r$ is non-decreasing, nonnegative and satisfies $T_j^r(0) = 0$ for $j \in \mathbb{J}.$
(ii) $I_k^r$ defined by (2.9) is non-decreasing, nonnegative and satisfies $I_k^r(0) = 0$ for $k = 1, \ldots, K.$
(iii) $Q_i^r$ defined in (2.8) is nonnegative for $i \in \mathbb{I}.$
(iv) Define for each \( r, t \geq 0 \),
\[
\sigma^r_0(t) = \left( \sigma^r_{0,E}(t), \sigma^r_{0,S}(t) \right) = \left( E^r_i(r^2t) + 1 : i \in \mathbb{I} ; S^r_j(T^r_j(r^2t)) + 1 : j \in \mathbb{J} \right). \tag{2.28}
\]
Then, for each \( t \geq 0 \),
\[
\sigma^r_0(t) \text{ is a } \{\mathcal{F}^r((m,n)) : m \in \mathbb{N}^I, n \in \mathbb{N}^J \} \text{ stopping time.} \tag{2.29}
\]
Define the filtration \( \{\mathcal{F}^r_1(t) : t \geq 0 \} \) as
\[
\mathcal{F}^r_1(t) = \mathcal{F}^r(\sigma^r_0(t)) = \sigma \left\{ A \in \mathcal{F}^r : A \cap \{ \sigma^r_0(t) \leq (m,n) \} \in \mathcal{F}^r((m,n)), m \in \mathbb{N}^I, n \in \mathbb{N}^J \right\}. \tag{2.30}
\]
Then
\[
\hat{U}^r \text{ is } \{\mathcal{F}^r_1(t)\} \text{ adapted.} \tag{2.31}
\]

Denote by \( \mathcal{A}^r(q^r) \) the collection of all admissible policies for \( N^r \) with initial condition \( q^r \).

Remark 2.8. (i) and (ii) in Definition 2.7 imply, in view of (2.9) and properties of the matrix \( A \), that
\[
0 \leq T^r_j(t) - T^r_j(s) \leq t - s, \ j \in \mathbb{J}, \ \text{for all } 0 \leq s \leq t < \infty. \tag{2.32}
\]
In particular, \( T^r_j \) is a process with Lipschitz continuous paths. Condition (iv) in Definition 2.7 can be interpreted as a non-anticipativity condition. Proposition 2.8 and Theorem 5.4 of [9] give general sufficient conditions under which this property holds (see also Proposition 4.1 of the current work).

Cost Function.

For the network \( N^r \), we consider an expected infinite horizon discounted (linear) holding cost associated with a scheduling policy \( T^r \) and initial queue length vector \( q^r \):
\[
J^r(q^r, T^r) = \mathbb{E} \left( \int_0^\infty e^{-\gamma t} h \cdot \hat{Q}^r(t) dt \right) + \mathbb{E} \left( \int_0^\infty e^{-\gamma t} p \cdot d\hat{U}^r(t) \right). \tag{2.33}
\]
Here, \( \gamma \in (0, \infty) \) is the “discount factor” and \( h \), a \( \mathbb{I} \) dimensional vector with each component \( h_i \in (0, \infty), i \in \mathbb{I} \), is the vector of “holding costs” for the \( \mathbb{I} \) buffers, and \( p \geq 0 \) is a \( \mathbb{N} \) dimensional vector of costs for incurring idleness in the system.

The scheduling control problem for \( N^r \) is to find an admissible control policy \( T^r \) that minimizes the cost \( J^r \). The value function \( V^r \) for this control problem is defined as
\[
V^r(q^r) = \inf_{T^r \in \mathcal{A}^r(q^r)} J^r(q^r, T^r), \ q^r \in \mathbb{N}^I_0. \tag{2.34}
\]

Brownian Control Problem.
Goal of this work is to characterize the limit of value functions $V^r$ as $r \to \infty$, as the value function of a suitable diffusion control problem. In order to see the form of the diffusion control problem we will like to send $r \to \infty$ in (2.24). Using functional central limit theorem for renewal processes it is easily seen that, for all reasonable control policies (see again Lemma 3.3 of [9]), when $\hat{q}^r$ converges to some $q \in \mathbb{R}^I_+$, $\zeta^r$ defined in (2.24) converges weakly to

$$\zeta = q + \hat{X} + \theta t,$$  \hspace{1cm} (2.35)

where

$$\theta \doteq \theta_1 - (C - P') \text{diag}(\theta_2) x^*.$$  \hspace{1cm} (2.36)

Here $i(s) = s, s \geq 0$ is the identity map and $\hat{X}$ is a Brownian motion with drift 0 and covariance matrix

$$\Sigma \doteq \Sigma^u + (C - P') \text{diag}(x^*) (C - P')' + \sum_{j=1}^J \beta_j x_j^T \Sigma^\phi_j,$$  \hspace{1cm} (2.37)

where $\Sigma^u$ is a $I \times I$ diagonal matrix with diagonal entries $(\sigma^u_i)^2, i \in I$, $\Sigma^v$ is a $J \times J$ diagonal matrix with diagonal entries $(\sigma^v_j)^2, j \in J$ and $\Sigma^\phi_j$ are $I \times I$ matrices with entries $\sigma^\phi_{i_1 i_2}, i_1, i_2 \in I$ (see (2.3)). The asymptotic behavior of $\hat{Y}^r$ in (2.24), for a general policy sequence $\{T^r\}$, is much less clear, however formally taking limit as $r \to \infty$, one is led to the following diffusion control problem.

**Definition 2.9. [Brownian Control Problem (BCP)]** A $J$-dimensional adapted process $\hat{Y}$, defined on some filtered probability space $(\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}}, \{\hat{\mathcal{F}}(t)\})$ which supports an $I$-dimensional $\hat{\mathcal{F}}(t)$-Brownian motion $\hat{X}$ with drift $0$ and covariance matrix $\Sigma$ given by (2.37), is called an admissible control for the Brownian control problem with the initial condition $q \in \mathbb{R}^I_+$ iff the following two properties hold $\hat{\mathbb{P}}$-a.s.:

$$\hat{Q}(t) \doteq \hat{\zeta}(t) + R \hat{Y}(t) \geq 0, \text{ where } \hat{\zeta}(t) = q + \hat{X}(t) + \theta t, \hspace{1cm} t \geq 0,$$  \hspace{1cm} (2.38)

$$\hat{U} \doteq K \hat{Y} \text{ is non-decreasing and } \hat{U}(0) \geq 0,$$  \hspace{1cm} (2.39)

where $\hat{\zeta}$ and $\theta$ are as in (2.35) and (2.36) respectively. We refer to $\Phi = (\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}}, \{\hat{\mathcal{F}}(t)\}, \hat{X})$ as a system. We denote the class of all such admissible controls by $\hat{\mathcal{A}}(q)$. The Brownian control problem is to

$$\inf_{\hat{Y} \in \hat{\mathcal{A}}(q)} \int_0^\infty e^{-\gamma t} h \cdot \hat{Q}(t) dt + \hat{E} \int_{[0,\infty)} e^{-\gamma t} p \cdot d\hat{U}(t),$$  \hspace{1cm} (2.40)

over all admissible controls $\hat{Y} \in \hat{\mathcal{A}}(q)$. Define the value function

$$\hat{J}^*(q) = \inf_{\hat{Y} \in \hat{\mathcal{A}}(q)} \hat{J}(q, \hat{Y}).$$  \hspace{1cm} (2.41)

Recall our standing assumptions (2.1), (2.2), (2.4), Assumptions 2.1, 2.3, 2.5 and 2.6. The following is the main result of [9].
Theorem 2.10 (Budhiraja and Ghosh[9], Theorem 3.1, Corollary 3.2). Fix \( q \in \mathbb{R}_+^I \) and for \( r > 0 \), \( q^r \in \mathbb{N}_+^I \) be such that \( q^r \to q \) as \( r \to \infty \). Then
\[
\liminf_{r \to \infty} V^r(q^r) \geq \tilde{J}^*(q).
\]

Remark 2.11. The proof in [9] is presented for the case where in the definition of \( V^r(q^r) \) (see (2.34)), \( \mathcal{A}^r(q^r) \) is replaced by the smaller family \( \tilde{\mathcal{A}}^r(q^r) \) which consists of all \( T^r \in \mathcal{A}^r(q^r) \) that satisfy (iv) of Definition 2.7 with \( \mathcal{F}^r((m,n)) \) replaced by \( \tilde{\mathcal{F}}^r((m,n)) \). Proof for the slightly more general setting considered in the current paper requires only minor modifications and thus we omit the details.

For the main result of this work, we will need additional assumptions.

Assumption 2.12. The matrix \( \Sigma \) is positive definite.

We will make the following assumption on the probabilities of deviations from the mean for the underlying renewal processes.

Assumption 2.13. There exists \( m > 2 \) such that for each \( \delta > 0 \) we have for some \( \varsigma(\delta) \in (0, \infty) \) that, for \( j \in J \), \( i \in I \), \( r \geq 1 \), \( t \in (1, \infty) \)
\[
\begin{align*}
\mathbb{P}( |S^r_j(t) - \beta^r_j t| \geq \delta t ) &\leq \frac{\varsigma(\delta)}{tm}, \\
\mathbb{P}( |E^r_i(t) - \alpha^r_i t| \geq \delta t ) &\leq \frac{\varsigma(\delta)}{tm}, \\
\mathbb{P}( |\Phi^{j,r}_i(S^r_j(t)) - p^j_i \beta^r_j t| \geq \delta t ) &\leq \frac{\varsigma(\delta)}{tm}.
\end{align*}
\]

The third inequality above is a consequence of the first two, but we note it explicitly here for future use. The Assumption is clearly satisfied when \( E_i \) and \( S_j \) are Poisson processes. For general renewal processes, such inequalities hold under suitable conditions on the inter-arrival and service time distributions (e.g. see [3] for large deviation bounds for renewal processes which in particular imply the above inequalities).

We now introduce an assumption on the regularity properties of a certain Skorohod map. This map plays a crucial role in our analysis; see proofs of Theorems 3.5 and 4.5 (see in particular, (3.13), (3.38), discussion below (3.44), and the proof of Theorem 3.8). Let \( \mathcal{D}^1_+ = \{ x \in \mathcal{D}^1 : x(0) \geq 0 \} \) and
\[
D = (C - P^r) \text{diag}(\beta) \text{diag}(x^*) C'.
\] (2.42)

Definition 2.14. Given \( x \in \mathcal{D}^1_+ \), we say \( (z, y) \in \mathcal{D}^1 \times \mathcal{D}^1 \) solve the Skorohod Problem (SP) for \( (x, D) \) if: (i) \( z(0) = x(0) \), (ii) \( z = x + Dy \), (iii) \( y \) is non-decreasing and \( y(0) \geq 0 \), (iv) \( z(t) \geq 0 \) for all \( t \geq 0 \), (v) \( \int_{[0,\infty)} 1_{\{x_i(t) > 0\}} dy_i(t) = 0 \) for all \( i \in I \).
Denoting by $D_0$ the set of $x \in D'$ such that there is a unique solution to the SP for $(x, D)$ we define maps $\Gamma : D_0 \to D$, $\hat{\Gamma} : D_0 \to D$ as $\Gamma(x) = z$, $\hat{\Gamma}(x) = y$ if $(z, y)$ solve the SP for $(x, D)$.

**Assumption 2.15.** $D_0 = D'$ and the maps $\Gamma, \hat{\Gamma}$ are Lipschitz, namely, there exists $L \in (0, \infty)$ such that for all $x_1, x_2 \in D' +$

$$\sup_{0 \leq t < \infty} \left\{ |\Gamma(x_1)(t) - \Gamma(x_2)(t)| + |\hat{\Gamma}(x_1)(t) - \hat{\Gamma}(x_2)(t)| \right\} \leq L \sup_{0 \leq t < \infty} |x_1(t) - x_2(t)|.$$

We refer the reader to [20], [13], [14] for sufficient conditions under which the above regularity property of the Skorohod map holds. See also Example 1 below. For later use we introduce the notation $\bar{\Gamma}(x) = \text{diag}(x^*)C'\hat{\Gamma}(x)$ for $x \in D' +$. Since $A$ has nonnegative entries and $x_j^* = 0$ for $j = B + 1, \cdots, J$, we see from the definition of $K$ (see (2.17)) that

$$\text{if } y = \bar{\Gamma}(x) \text{ then } Ky \geq 0. \quad (2.43)$$

For rest of the paper, in addition to the assumptions listed above Theorem 2.10, Assumptions 2.12, 2.13 and 2.15 will be in force. The main result of the paper is the following.

**Theorem 2.16.** Fix $q \in \mathbb{R}_+^I$. Let for $r > 0$, $q^r \in \mathbb{N}_0^I$ be such that $\hat{q}^r \to q$ as $r \to \infty$. Then

$$\lim \sup_{r \to \infty} V^r(q^r) \leq \check{J}^*(q).$$

The theorem is an immediate consequence of Theorem 2.17 below which is proved in Section 4. For $\epsilon > 0$, we say $Y \in A(q)$ is $\epsilon$-optimal for the BCP with initial value $q$ if

$$\check{J}(q, Y) \leq \check{J}^*(q) + \epsilon.$$ 

When clear from the context, we will omit the phrase “for the BCP with initial value $q$” and merely say that $Y$ is $\epsilon$-optimal.

**Theorem 2.17.** Fix $q \in \mathbb{R}_+^I$. For $r > 0$, let $q^r \in \mathbb{N}_0^I$ be such that $\hat{q}^r \to q$ as $r \to \infty$. For every $\epsilon > 0$, there exists $\check{Y} \in \check{A}(q)$, which is $\epsilon$-optimal, and a sequence $T^r \in A^r(q^r), r \geq 1$ such that

$$J^r(q^r, T^r) \to \check{J}(q, \check{Y}), \text{ as } r \to \infty.$$

**Proof of Theorem 2.16.** Fix $\epsilon > 0$. Let $\check{Y} \in \check{A}(q)$ and $T^r \in A^r(q^r), r \geq 1$ be as given by Theorem 2.17. Then

$$\lim \sup_{r \to \infty} V^r(q^r) \leq \lim \sup_{r \to \infty} J^r(q^r, T^r) = \check{J}(q, \check{Y}) \leq \check{J}^*(q) + \epsilon.$$ 

Since $\epsilon > 0$ is arbitrary, the result follows.

Combining Theorems 2.10 and 2.16, the following is immediate.
Theorem 2.18. Fix $q \in \mathbb{R}_+^I$. For $r > 0$, let $q^r \in \mathbb{N}_0^I$ be such that $q^r \to q$ as $r \to \infty$. Then, as $r \to \infty$, $V^r(q^r) \to \tilde{J}^*(q)$.

We conclude this section with examples of SPN models for which Assumption 2.15 holds.

Example 1. Examples given below have been described in detail in [6]. We will only emphasize the features that are relevant for the verification of Assumption 2.15.

(a) Open Multiclass Queueing Networks: These correspond to a setting where each buffer is processed by exactly one activity and consequently there is a one-to-one correspondence between activities and buffers, i.e. $J = I$. Assumption 2.5 in this setting requires that every activity is basic. Note that this assumption can be made without loss of generality since otherwise one can consider a reduced system obtained by omitting the corresponding buffers. For such networks, $R$ is a $I \times I$-matrix of the form $R = (I - P')\text{diag}(\beta)$ where $P$ is a non-negative matrix with spectral radius less than 1. In particular $R$ is nonsingular, $K$ is a $K \times J$ matrix with full row rank and one can take $\Lambda = KR^{-1}$ and $G = I$. Here $D = (I - P')\text{diag}(\beta)\text{diag}(x^*)$ and from [20] it is known that for such $D$ Assumption 2.15 is satisfied.

(b) Parallel server networks: For such SPN, a buffer can be served by more than one activity, however each job gets processed exactly once before leaving the system (i.e. there is no re-routing). In particular, $P = 0$ and hence $R = C\text{diag}(\beta)$. We will assume that $\alpha > 0$, since otherwise one can consider a reduced model which omits the buffers with no arrivals. In this case, $D = C\text{diag}(\beta)\text{diag}(x^*)C' \equiv \text{diag}(\gamma^*)$, where $\gamma^*_i = \sum_{j: \sigma_1(j) = i} \beta_j x^*_j$, for $i \in I$. From Assumption 2.5 we have that $\gamma^*_i > 0$ and thus $D$ is a diagonal matrix with strictly positive diagonal entries. Assumption 2.15 is clearly satisfied for such matrices.

(c) Job-shop networks: This subclass of networks combines features of both (a) and (b): A buffer can be processed by more than one activity and jobs once served, can get rerouted to another buffer for additional processing. Following specific examples considered in [21] (see also [6]), we define job-shop networks as those which satisfy the following property: If for some $j, j' \in \mathbb{J}$, and $i \in I$, $\sigma_1(j) = \sigma_1(j') = i$, then $p_{ij'} = p_{j'i'}$ for all $i' \in \mathbb{I}$. Namely, jobs corresponding
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to any two activities that process the same buffer $i$, have an identical (probabilistic) routing structure, following their completion by the respective servers. It is easily checked that in this case $D = (I - \tilde{P}')\text{diag}(\gamma^*)$, where $\gamma^*$ is as introduced in (b) and $\tilde{P}$ is a $I \times I$-dimensional matrix with entries $\tilde{p}_{i,j'} = p_{j,j'}$ where $j \in \mathbb{I}$ is such that $\sigma_1(j) = i$. Under the condition that $\tilde{P}$ has spectral radius less than 1, it follows from [20] that Assumption 2.15 is satisfied.

3. Near-optimal controls for BCP.

Rest of the paper is devoted to the proof of Theorem 2.17. Towards that goal, in this section we construct near-optimal controls for the BCP with certain desirable features. This construction is achieved in Theorem 3.8 which is the main result of this section.

Since an admissible control is not required to be of bounded variation, the BCP is a somewhat non-standard diffusion control problem and is difficult to analyze directly. However, as shown in [17], under assumptions made in this paper, one can replace this control problem by an equivalent problem of Singular Control with State Constraints (SCSC). This control problem, also referred to as the Equivalent Workload Formulation (EWF) of the BCP, is given below. We begin by introducing the cost function that is optimized in this equivalent control problem.

**Effective Cost Function:** Recall the definition of the workload matrix $\Lambda$ introduced in (2.19). Let $\mathcal{W} = \{z : z \in \mathbb{R}^I_+\}$. For each $w \in \mathcal{W}$, define

$$\hat{h}(w) = \inf\{h \cdot q : \Lambda q = w, q \geq 0\}. \quad (3.1)$$

Since $h > 0$, the infimum is attained for all $w \in \mathcal{W}$. It is well known (see Theorem 2 of [5])
that one can take a continuous selection of the minimizer in the above linear program. That is, there is a continuous map \( \tilde{q}^* : \mathcal{W} \to \mathbb{R}^I_+ \) such that
\[
\tilde{q}^*(w) \in \text{argmin}_q \{ h \cdot q : \Lambda q = w, \ q \geq 0 \}.
\]

Define
\[
q^*(w) = \tilde{q}^*(w)1_{\{|w| \leq 1\}} + |w|\tilde{q}^*\left(\frac{w}{|w|}\right)1_{\{|w| > 1\}}.
\]

Then (3.2) holds with \( \tilde{q}^* \) replaced by \( q^* \). Since \( \hat{h}(w) = h \cdot q^*(w) \) and \( h > 0 \), we have from the above display that
\[
b_1|w| - b_2 \leq |\hat{h}(w)| \leq b_3(1 + |w|), \ w \in \mathcal{W}
\]
for some \( b_1, b_2, b_3 \in (0, \infty) \). Also, uniform continuity of \( q^* \) on \( \{ w \in \mathcal{W} : |w| \leq 1 \} \) shows that
\[
|\hat{h}(w_1) - \hat{h}(w_2)| \leq \tilde{m}(\delta)(1 + |w_1| + |w_2|), \ w_1, w_2 \in \mathcal{W}, \ |w_1 - w_2| \leq \delta.
\]

Here \( \tilde{m} \) is a modulus, i.e. a non-decreasing function from \( [0, \infty) \to [0, \infty) \) satisfying \( \tilde{m}(0^+) = 0 \). Inequalities (3.4), (3.5) will be used in order to appeal to some results from [2, 10] (see Remark 3.4 below). Define
\[
\mathcal{K} = \{ u \in \mathbb{R}^N | u = Ky, y \in \mathbb{R}^J \}.
\]

The Equivalent Workload Formulation (EWF) and the associated control problem are defined as follows.

**Definition 3.1. [Equivalent Workload Formulation (EWF)]** A \( N \)-dimensional adapted process \( \tilde{U} \), defined on some filtered probability space \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}}, \{ \tilde{\mathcal{F}}(t) \}) \) which supports a \( I \)-dimensional \( \{ \mathcal{F}(t) \} \)-Brownian motion \( \tilde{X} \) with drift \( \theta \) and covariance matrix \( \Sigma \) defined in (2.37), is called an admissible control for the EWF with initial condition \( w \in \mathcal{W} \) if the following two properties hold \( \tilde{\mathbb{P}} \)-a.s.:
\[
\tilde{U} \text{ is non-decreasing, } \tilde{U}(0) \geq 0, \ \tilde{U}(t) \in \mathcal{K}, \text{ for all } t \geq 0,
\]
\[
\tilde{W}(t) = w + \Lambda \theta t + \Lambda \tilde{X}(t) + G\tilde{U}(t) \in \mathcal{W}, \text{ for all } t \geq 0.
\]

where \( \theta \) is as in (2.36). We denote the class of all such admissible controls by \( \tilde{\mathcal{A}}_0(w) \). The control problem for the EWF is to
\[
\text{infimize } \tilde{J}_0(w, \tilde{U}) = \mathbb{E} \int_0^\infty e^{-\gamma t}\hat{h}(\tilde{W}(t))dt + \mathbb{E} \int_{0}^{\infty} e^{-\gamma t}p \cdot d\tilde{U}(t),
\]

over all admissible controls \( \tilde{U} \in \tilde{\mathcal{A}}_0(w) \). Define the value function
\[
\tilde{J}^*_0(w) = \inf_{\tilde{U} \in \tilde{\mathcal{A}}_0(w)} \tilde{J}_0(w, \tilde{U}).
\]

From Theorem 2 of [17] it follows that for all \( w \in \mathcal{W}, q \in \mathbb{R}^I_+ \) satisfying \( w = \Lambda q \),
\[
\tilde{J}^*(q) = \tilde{J}^*_0(w).
\]

The following lemma will be used in order to appeal to some results from [2, 10]. The proof is based on arguments in [6]. Let \( \mathcal{K}_+ = \mathcal{K} \cap \mathbb{R}^N_+ \).
Lemma 3.2. The cones $K_+$ and $GK_+$ have non-empty interiors and $W^o \cap GK_+ \neq \emptyset$.

Proof. From [6] (see above Corollary 7.4 therein) it follows that $H$ has full row rank and so there is a $B \times I$ matrix $H^\dagger$ such that $HH^\dagger = I$. Let $x_0 = H^\dagger 1_I$ and let $\epsilon_0 \in (0, \infty)$ be such that for all $\epsilon \in (0, \epsilon_0)$, $x_0^\epsilon = x_0^0 + \epsilon x_0 > 0$. Let $\alpha_0 = \alpha + \epsilon_0 1_I$ and $x_0 = [x_0^0, 0]^T \in \mathbb{R}^J$. Then $Rx_0 = \alpha_0$. We will now argue that $\vartheta = \Lambda \alpha_0 \in W^o \cap (GK_+)^o$. Since the rows of $\Lambda$ are linearly independent, we can find a $I \times L$ matrix $\Lambda^\dagger$ such that $\Lambda \Lambda^\dagger = I$. Fix $\delta = \frac{\epsilon_0}{2\|\alpha\|}$. Then, whenever $\tilde{\vartheta} \in \mathbb{R}^L$, $|\tilde{\vartheta}| < \delta$, we have $\alpha_0 + \Lambda^\dagger \tilde{\vartheta} \in \mathbb{R}_+^I$ and so $\vartheta + \tilde{\vartheta} = \Lambda (\alpha_0 + \Lambda^\dagger \tilde{\vartheta}) \in W$. This shows that $\vartheta \in W^o$. Next note that $\vartheta = \Lambda \alpha_0 = \Lambda Rx_0 = GKx_0$. Since $Kx_0 = Bx_0^0$ and $x_0^0 > 0$, we have that $Kx_0 \in K_+$ and so $\vartheta = GKx_0 \in GK_+$. Since $x_0^0 > 0$, we can find $\epsilon_1 \in (0, \infty)$ such that whenever $\tilde{x}_b \in \mathbb{R}^B$ is such that $|\tilde{x}_b| \leq \epsilon_1$, $x_0^0 + \tilde{x}_b > 0$. Now fix $\delta_1 = \frac{\epsilon_1}{\|H\|\|\Lambda\|}$. Then, for any $\tilde{\vartheta} \in \mathbb{R}^L$ with $|\tilde{\vartheta}| \leq \delta_1$ and $\tilde{x} = [H^\dagger \Lambda^\dagger \tilde{\vartheta}, 0]^T \in \mathbb{R}^J$, $\vartheta + \tilde{\vartheta} = \Lambda (\alpha_0 + \Lambda^\dagger \tilde{\vartheta}) = \Lambda (Rx_0 + H H^\dagger \Lambda^\dagger \tilde{\vartheta}) = \Lambda (Rx_0 + R\tilde{x}) = G(K(x_0 + \tilde{x}))$. Since $|H^\dagger \Lambda^\dagger \tilde{\vartheta}| \leq \epsilon_1$, we have $(x_0 + \tilde{x})_j > 0$ for all $j = 1, \cdots, B$. Also, $(x_0 + \tilde{x})_j = 0$ for all $j = B + 1, \cdots, J$. Thus $K(x_0 + \tilde{x}) \in K_+$ and therefore $\vartheta + \tilde{\vartheta} \in GK_+$. It follows that $\vartheta \in (GK_+)^o$.

Finally we show that $K_+^o \neq \emptyset$. Since $Ax^* = 1_K$, every row of $B$ must contain at least one strict positive entry. Thus $Bx_0^0 > 0$. Choose $\epsilon_2 \in (0, \infty)$ sufficiently small such that $Bx_0^0 - \epsilon_2 N 1_{-B} > 0$. Let $\tilde{x} = [x_0^0, -\epsilon_2 1_{-B}]^T \in \mathbb{R}^J$. We now argue that $\tilde{u} = K \tilde{x} \in (K_+)^o$. Note that by construction $\tilde{u} > 0$. Thus we can find $\epsilon_3 > 0$ such that $\tilde{u} + \epsilon_3 \tilde{u} > 0$ whenever $\tilde{u} \in \mathbb{R}^N$ satisfies $|\tilde{u}| \leq \epsilon_3$. Also, since $K$ has full row rank (see Corollary 6.2 of [6]), we can find a $J \times N$ matrix $K^\dagger$ such that $KK^\dagger = I$. Thus $\tilde{u} + \epsilon_3 \tilde{u} = K(\tilde{x} + K^\dagger \tilde{u})$ and consequently $\tilde{u} + \tilde{u} \in K_+$. The result follows.

Note that the vector $x_0$ constructed in the proof of the lemma above has the property that $Rx_0 > 0$ and so we have shown that

Corollary 3.3. The set $T = \{ y \in \mathbb{R}^J : Ky \geq 0, Ry > 0 \}$ is nonempty.

The above result will be used in the construction of a suitable near optimal control policy for the BCP (see below (3.14)).

Remark 3.4. We will make use of some results from [2] and [10] that concern a general family of singular control problems with state constraints. We note below some properties of the model studied in the current paper that ensure that the assumptions of [2] and [10] are satisfied.

(a) $G$ has full row rank. This follows from the observation that $K, \Lambda$ and $R$ have full row ranks and therefore

$$
\text{rank}(G) = \text{rank}(GK) = \text{rank}(\Lambda R) = \text{rank}(\Lambda) = L.
$$

(b) $W^o \cap (GK_+)^o \neq \emptyset$ and $K_+$ has a nonempty interior (see Lemma 3.2).

(c) $(Gu) \cdot 1_L \geq |Gu|, u \cdot 1_N \geq |u|$ for all $u \in K_+$ and $w \cdot 1_L \geq |w|$ for all $w \in W$.
(d) Since \( \Lambda \) has full row rank and, by Assumption 2.12, \( \Sigma \) is positive definite, we have that \( \Lambda \Sigma \Lambda' \) is positive definite.

The above properties along with Assumption 2.6, (3.4) and (3.5) ensure that Assumptions of [2] and [10] are satisfied in our setting. In particular, Assumption (2.1)-(2.2) and (2.8)-(2.10) of [2] hold in view of properties (b), (c) and (d) and equations (3.4)-(3.5). Similarly, Assumptions (1), (5) and 2.2 of [10] hold in our setting (from property (c), (3.4) and Assumption 2.6, respectively). Henceforth, when appealing to results from [2] and [10], we will not make an explicit reference to these conditions.

Recall \( \tilde{\zeta}(t) \) and the map \( \tilde{\Gamma} \) introduced above (2.35) and (2.43), respectively. The following is a key step in the construction of a near-optimal control with desirable properties.

**Theorem 3.5.** Fix \( q \in \mathbb{R}_+^d \). For each \( \varepsilon \in (0, \infty) \), there exists \( \tilde{Y}^{(1)} \in \tilde{A}(q) \), given on some system \( \Phi \), that is \( \varepsilon \)-optimal and has the following properties.

\[
\tilde{Y}^{(1)} = \tilde{Y}_0^{(1)} + \Gamma \left( \tilde{\zeta} + R\tilde{Y}_0^{(1)} \right),
\]

where \( \tilde{Y}_0^{(1)} \) is an adapted process with sample paths in \( D^J \) satisfying the following: For some \( T, \eta, M \in (0, \infty) \), \( p_0, j_0 \in \mathbb{N} \), with \( \theta = T/p_0 \) and \( \kappa = \theta/j_0 \),

(i) \( \tilde{Y}_0^{(1)}(t) = \tilde{Y}_0^{(1)}(n\theta) \) for \( t \in [n\theta, (n+1)\theta), n = 0, 1, \ldots, p_0 - 1 \) and \( \tilde{Y}_0^{(1)}(T) = \tilde{Y}_0^{(1)}(p_0 \theta) \) for \( t \geq T = p_0 \theta \).

(ii) Letting \( S_M^n = \{ b\eta : b \in \mathbb{Z}^J, |b| \eta \leq M, K b \geq 0 \} \),

\[
\partial \tilde{Y}_0^{(1)}(n) = \tilde{Y}_0^{(1)}(n\theta) - \tilde{Y}_0^{(1)}((n-1)\theta) \in S_M^n,
\]

for \( n = 1, \ldots, p_0 \) and \( \partial \tilde{Y}_0^{(1)}(0) = \tilde{Y}_0^{(1)}(0) = 0 \).

(iii) There is an i.i.d sequence of Uniform (over \([0, 1]\)) random variables \( \{ \tilde{U}_n \} \), that is independent of \( \tilde{\zeta} \), and for each \( n = 1, \ldots, p_0 \) a measurable map \( \tilde{\varphi}_n : \mathbb{R}^{\mathbb{N} \times j_0} \times [0, 1] \rightarrow S_M^n \), \( n = 1, \ldots, p_0 \), such that the map \( x \mapsto \tilde{\varphi}_n(x, t) \) is continuous, for a.e. \( t \) in \([0, 1]\), and

\[
\partial \tilde{Y}_0^{(1)}(n) = \tilde{\varphi}_n(\lambda^\kappa(n), \tilde{U}_n),
\]

where \( \lambda^\kappa(n) = \{ \tilde{X}(\ell \kappa) : \ell = 1, \ldots, nj_0 \} \), \( n = 0, 1, \ldots, p_0 \).

Proof of Theorem 3.5 is given in Section 3.1.

**Remark 3.6.** The above theorem provides an \( \varepsilon \)-optimal control \( \tilde{Y}^{(1)} \), which is the “constrained”-version of a piecewise constant process \( \tilde{Y}_0^{(1)} \). The value of \( \tilde{Y}_0^{(1)} \) changes only at time-points that are integer multiples of \( \theta \) and is constant for \( t > T = p_0 \theta \). Also, the changes in (the value of) the process occur in jumps with sizes that are integer multiples of some \( \eta > 0 \) and are bounded by \( \tilde{M} \). The third property in the theorem plays an important role in the weak convergence proof (Theorem 4.5, see eg. (4.55)) and says that the jump-sizes of this piecewise constant process are...
determined by the Brownian motion $\tilde{X}$ sampled at discrete instants $\{\kappa, 2\kappa \cdots \}$ and the independent random variable $U_\kappa$; furthermore the dependence on $\tilde{X}$ is continuous. The continuous dependence is ensured using a mollification argument (see below (3.45)) that has previously been used in [24].

The following lemma is a straightforward consequence of Lipschitz property of the Skorohod map, the linearity of the cost and the state dynamics. Proof is omitted.

**Lemma 3.7.** There is a $c_1 \in (0, \infty)$ such that, if $q \in \mathbb{R}^I_+, T \in (0, \infty)$ and $\tilde{Y}^1, \tilde{Y}^2 \in \tilde{A}(q)$ defined on a common filtered probability space are such that

$$\tilde{Y}^i(T + \cdot) - \tilde{Y}^i(T) = \tilde{Q}^i(T) + \tilde{\zeta}(T + \cdot) - \tilde{\zeta}(T), \quad i = 1, 2,$$

where $\tilde{Q}^i$ is defined by the right side of (2.38) by replacing $\tilde{Y}$ there by $\tilde{Y}^i$, then

$$\left|\tilde{J}(q, \tilde{Y}^1) - \tilde{J}(q, \tilde{Y}^2)\right| \leq c_1 \mathbb{E}\left[Y^1 - Y^2\right]_{\infty, T}.$$

Define $\vartheta : \mathbb{R}^I_+ \times \mathbb{R}^J \to \mathbb{R}^J$ as

$$\vartheta(q_0, y) = y + \tilde{\Gamma}(q_0 + Ry)(1), \quad q_0 \in \mathbb{R}^I_+, y \in \mathbb{R}^J.$$

Note that $\vartheta$ is a Lipschitz map: i.e. for some $\vartheta_{\text{lip}} \in (0, \infty)$, we have for $(q_0, y), (\bar{q}_0, \bar{y}) \in \mathbb{R}^I_+ \times \mathbb{R}^J$,

$$\left|\vartheta(q_0, y) - \vartheta(\bar{q}_0, \bar{y})\right| \leq \vartheta_{\text{lip}}(|q_0 - \bar{q}_0| + |y - \bar{y}|). \quad (3.13)$$

Also, since $\vartheta(q_0, 0) = 0$, we have for $(q_0, y) \in \mathbb{R}^I_+ \times \mathbb{R}^J$,

$$|\vartheta(q_0, y)| \leq \vartheta_{\text{lip}}|y|. \quad (3.14)$$

We now present the near-optimal control that will be used in the proof of Theorem 2.17. Recall the set $T$ introduced in Corollary 3.3. Fix $\epsilon > 0$, and a unit vector $y^* \in \mathbb{T}$ and define $c_2 \in [1, \infty)$ as

$$c_2 = \max\left\{2c_1(p_0 + 1)(1 + L|\text{diag}(x^*)C'|)|Ry^*|, 1\right\}.$$

Let $\tilde{Y}_0^{(1)}, \tilde{Y}^{(1)}$ be as in Theorem 3.5 with $\epsilon = \epsilon/2$. Let $\epsilon_0 = \epsilon/c_2$ and define $\vartheta_{\epsilon_0}(x, y) = \vartheta(x, y) + \epsilon_0 y^*$. Define control process $\tilde{Y} \in \tilde{A}(q)$ with the corresponding state process $\tilde{Q}$ (defined by the right side of (2.38)) by the following equations. For $n = 0, 1, \ldots, p_0$

$$\tilde{Y}(n\theta) - \tilde{Y}(n\theta -) = \vartheta_{\epsilon_0}(\tilde{Q}(n\theta -), \partial \tilde{Y}_0^{(1)}(n)), \quad (3.15)$$

and

$$\tilde{Y}(t + n\theta) - \tilde{Y}(n\theta) = \tilde{\Gamma}(\tilde{Q}(n\theta) + \tilde{\zeta}(\cdot + n\theta) - \tilde{\zeta}(n\theta))(t), \quad t \in [0, \theta) \quad (3.16)$$

with the conventions that for $n = p_0$, $[0, \theta)$ is replaced by $[0, \infty)$ and for $n = 0, \tilde{Q}(n\theta -) = q$. The control $\tilde{Y}$ evolves in a similar manner to $\tilde{Y}^{(1)}$ at all time points excepting $n\theta$, $n = 0, 1, \ldots, p_0$. Since $y^* \in \mathbb{T}$, at these latter time instants the control $\tilde{Y}$ ensures that the state process $\tilde{Q}$ is strictly positive. The strict positivity of $\tilde{Q}$ at time instants $n\theta$, $n \leq p_0$ will be exploited in the weak convergence analysis of Section 4 (see equation (4.60) and also below (4.43)).
Theorem 3.8. The process \( \bar{Y} \) defined above is \( \epsilon \)-optimal for the BCP with initial value \( q \).

Proof. Since \( \bar{Y}^{(1)} \) is \( \epsilon/2 \) optimal, in view of Lemma 3.7 it suffices to show that

\[
|\bar{Y}^{(1)} - \bar{Y}|_{\infty,T} \leq \frac{\epsilon}{2c_1}.
\]  \tag{3.17}

Define, recursively, for \( n = 0, 1, \ldots, (p_0 + 1) \), processes \( \bar{Y}^{(n)} \) with corresponding state processes \( \bar{Q}^{(n)} \), as follows.

\[
(\bar{Q}^{(0)}, \bar{Y}^{(0)}) = (\bar{Q}^{(1)}, \bar{Y}^{(1)}),
\]

and for \( n \geq 0 \), \( t \geq 0 \)

\[
\bar{Q}^{(n+1)}(t) = \bar{Q}^{(n)}(t) 1_{[0,n\theta]}(t) + \Gamma(\bar{H}^{(n)})(t - n\theta) 1_{[n\theta,\infty]}(t)
\]

\[
\bar{Y}^{(n+1)}(t) = \bar{Y}^{(n)}(t) 1_{[0,n\theta]}(t) + \left[ \bar{Y}^{(n)}(n\theta - ) + \partial_{\epsilon_0} Q^{(n)}(n\theta - ), \partial_{\epsilon_0} \bar{Y}^{(n)}(n\theta) \right] + \bar{\Gamma}(\bar{H}^{(n)})(t - n\theta)
\]

where

\[
\bar{H}^{(n)}(t) = \bar{Q}^{(n)}(n\theta - ) + R \partial_{\epsilon_0} Q^{(n)}(n\theta - ), \partial_{\epsilon_0} \bar{Y}^{(n)}(n\theta) \right] + \bar{\zeta}(t + n\theta) - \bar{\zeta}(n\theta), t \geq 0
\]

Note that for \( t \in [n\theta, \infty) \)

\[
\bar{Y}^{(n)}(t) = \bar{Y}^{(n)}(n\theta - ) + \partial_{\epsilon_0} Q^{(n)}(n\theta - ), \partial_{\epsilon_0} \bar{Y}^{(n)}(n\theta) \right] + \bar{\Gamma}(H^{(n)})(t - n\theta)
\]

with

\[
H^{(n)}(t) = \bar{Q}^{(n)}(n\theta - ) + R \partial_{\epsilon_0} Q^{(n)}(n\theta - ), \partial_{\epsilon_0} \bar{Y}^{(n)}(n\theta) \right] + \zeta(t + n\theta) - \zeta(n\theta), t \geq 0.
\]

Using Lipschitz property of \( \bar{\Gamma} \) it follows that, for \( t \geq 0 \)

\[
|\bar{Y}^{(n+1)}(t) - \bar{Y}^{(n)}(t)| \leq \epsilon_0 (1 + L |\text{diag}(x^*) C^T|) |Ry^*|.
\]

Thus for \( t \geq 0 \),

\[
|\bar{Y}^{(p_0+1)}(t) - \bar{Y}^{(0)}(t)| \leq (p_0 + 1) \epsilon_0 (1 + L |\text{diag}(x^*) C^T|) |Ry^*| \leq \frac{\epsilon}{2c_1}.
\]

Result follows on noting that \( \bar{Y}^{(0)} = \bar{Y}^{(1)} \) and \( \bar{Y}^{(p_0+1)} = \bar{Y} \).

3.1. Proof of Theorem 3.5

Throughout this section we fix \( q \in \mathbb{R}_+^J \) and \( \epsilon \in (0, \infty) \). We begin with some preparatory results. Let \( \mathcal{A}_0 \) be the class of all \( J \) dimensional adapted processes \( Y \) given on some filtered probability space such that \( U = KY \) is non-decreasing and \( U(0) \geq 0 \). Note that \( \mathcal{A}(q) \subset \mathcal{A}_0 \).

Also, a given \( \bar{Y} \in \mathcal{A}_0 \) is in \( \mathcal{A}(q) \) if and only if (2.38) is satisfied.
Given an adapted process $Y_0$, on some system $\Phi$, with sample paths in $\mathcal{D}^\text{J}$, we will denote the process $Y$, defined by

$$Y = Y_0 + \tilde{\Gamma} \left( \tilde{\zeta} + RY_0 \right),$$

(3.18)
as $\Upsilon(Y_0)$. Note that if $Y_0 \in \tilde{A}_0$ then $\tilde{Y} = \Upsilon(\tilde{Y}_0) \in \tilde{A}(q)$. Also, there is a $\tilde{L} \in (1, \infty)$ such that, if $\tilde{Y}_0^{(i)} \in \tilde{A}_0$, $i = 1, 2$, then for all $T > 0$

$$|\Upsilon(\tilde{Y}_0^{(1)}) - \Upsilon(\tilde{Y}_0^{(2)})|_{\infty,T} \leq \tilde{L}|\tilde{Y}_0^{(1)} - \tilde{Y}_0^{(2)}|_{\infty,T}.$$  

(3.19)

In what follows, we will denote $\sigma\{\tilde{X}_s : 0 \leq s \leq t\}$ by $\mathcal{F}_t^{\tilde{X}}$.

**Theorem 3.9.** Let $Y \in \tilde{A}(q)$ be a $\{\mathcal{F}_t^{\tilde{X}}\}$ adapted process with a.s. continuous paths. Suppose further that for some $m > 0$,

$$\mathbb{E} \left[ |Y|^m_{\infty,T} \right] < \infty, \text{ for all } t > 0.$$  

(3.20)

Then for any $\epsilon_1, T \in (0, \infty)$, there are $\eta, M \in (0, \infty)$, $p_0 \in \mathbb{N}$ and a $\tilde{Y}^{(1)} \in \tilde{A}(q)$ such that $\tilde{Y}^{(1)} = \Upsilon(\tilde{Y}_0^{(1)})$ for some $\tilde{Y}_0^{(1)} \in \tilde{A}_0$ that satisfies (i) and (ii) of Theorem 3.5 with $\theta = T/p_0$ and

$$\mathbb{E} \left[ |Y - \tilde{Y}_0^{(1)}|^m_{\infty,T} \right] < \epsilon_1.$$

(3.21)

**Proof.** Fix $\epsilon_1, T \in (0, \infty)$. Define $Y_n(t) = n \int_{(t-1/n)^+}^t Y(s)ds$, $n \geq 1$, $t \geq 0$. Note that for all $t, t' \in [0, T]$,

$$|Y_n(t) - Y_n(t')| \leq 2n|t - t'||Y|_{\infty,T}. $$

Hence by (3.20) we have, for each $n$,

$$\mathbb{E} \left[ \sup_{t, t' \in [0, T]} \left| \frac{Y_n(t) - Y_n(t')}{t - t'} \right|^m \right] < \infty. $$

(3.22)

Note that for $t \in [1/n, T]$, $|Y_n(t) - Y(t)| \leq n\bar{w}_Y^T(1/n)$ and for $t \in [0, 1/n]$, $|Y_n(t) - Y(t)| \leq 2|Y|_{\infty,1/n}$. Since $Y$ is continuous and $Y(0) = 0$, $\bar{w}_Y^T(1/n) + 2|Y|_{\infty,1/n} \to 0$ a.s. Combining this with (3.20) and the estimate $|Y_n - Y|_{\infty,T} \leq 2|Y|_{\infty,T}$, we now have that, for some $n_0 \in \mathbb{N}$, $Y^{(1)} = Y_{n_0}$ satisfies

$$\mathbb{E}[Y^{(1)} - Y]_{\infty,T} \leq \bar{\epsilon}_0,$$

with $\bar{\epsilon}_0 = \epsilon_1/4$. Also,

$$\mathbb{E} \left[ \sup_{t, t' \in [0, T]} \left| \frac{Y^1(t) - Y^1(t')}{t - t'} \right|^m \right] \leq C_1 < \infty.$$

(3.24)

Note that

$$Y^{(1)}(0) = 0 \text{ and } Y^{(1)} \in \tilde{A}_0.$$  

(3.25)

Given $p_0 \in \mathbb{N}$ and $\theta = T/p_0$, define

$$Y(\theta, t) = Y^1 \left( \left\lfloor \frac{t}{\theta} \right\rfloor \theta \right) 1_{[0,T]}(t) + Y^1(T)1_{[T,\infty)}(t).$$
Fix $p_0$ large enough so that $\theta < \left( \frac{\tilde{c}_0}{C_1} \right)^{1/m}$ and set $Y^{(2)}(t) = Y(\theta, t)$. Then, from (3.24) we have

$$\mathbb{E} \left[ |Y^{(2)}(t) - Y^{(1)}(t)|^m_{\infty,T} \right] = \mathbb{E} \left[ \max_{n=0,\ldots,p_0-1} \left\{ \sup_{t \in [n\theta, (n+1)\theta)} |Y^{(1)}(n\theta) - Y^{(1)}(t)|^m \right\} \right]$$

$$\leq \theta^m \mathbb{E} \left[ \sup_{n=0,1,\ldots,p_0-1} \left\{ \sup_{t,t' \in [n\theta,(n+1)\theta)} \frac{|Y^{(1)}(t) - Y^{(1)}(t')|}{|t-t'|} \right\}^m \right]$$

$$\leq \theta^m C_1 \left\langle \frac{\epsilon_0}{\epsilon} \right\rangle.$$  \hspace{1cm} (3.26)

From (3.25) we have,

$$Y^{(2)}(0) = 0 \text{ and } Y^{(2)} \in \check{A}_0.$$  \hspace{1cm} (3.27)

For $x \in \mathbb{R}$, let $[x]$ denote the smallest integer upper bound for $x$. For $x \in \mathbb{R}^J$, let $[x] = ([x_1], \ldots, [x_J])$. Fix $\eta \leq \frac{\epsilon_0}{\sqrt{m}p_0 J}$ and, with convention $Y^{(2)}(-\theta) = 0$, define for $t \geq 0$

$$Y^{(3)}(t) = \sum_{n=0}^{\lfloor \frac{t+\theta J}{\eta} \rfloor} \left\langle \partial Y^{(2)}(n) / \eta \right\rangle \eta,$$

where for $y \in D^J$, $\partial y(n)$ denotes $y(n\theta) - y((n-1)\theta)$. Then

$$\mathbb{E} \left[ |Y^{(3)} - Y^{(2)}|^m_{\infty,T} \right] \leq (p_0 \eta \sqrt{J})^m \leq \tilde{\epsilon}_0.$$  \hspace{1cm} (3.28)

Note that if $y \in \mathbb{R}^J$ satisfies $Ky \geq 0$ then $y_j \leq 0$ for all $j = B + 1, \ldots J$ and consequently, for such $j$, $[y_j] \leq 0$. Combining this with the fact that $A$ has non-negative entries, we see that $K[y] \geq 0$. From this observation, along with (3.27), we have

$$Y^{(3)}(0) = 0 \text{ and } Y^{(3)} \in \check{A}_0.$$  \hspace{1cm} (3.29)

The process $Y^{(3)}$ constructed above is constant on $[n\theta, (n+1)\theta)$ and the jumps $\partial Y^{(3)}(n)$ take value in the lattice $\{k\eta : k \in \mathbb{Z}\}$, for $n = 0, \ldots, p_0$. Also, $Y^{(3)}(t) = Y^{(3)}(\theta p_0) = Y^{(3)}(T)$ for $t \geq T$.

For fixed $M \in (0, \infty)$, define

$$Y(M,t) = \sum_{n=0}^{\lfloor \frac{t}{\eta} \rfloor} \partial Y^{(3)}(n)I_{|\partial Y^{(3)}(n)| \leq M}, \ t \geq 0.$$  

Then there exists $C_2 \in (0, \infty)$ such that, for all $M > 0$,

$$\mathbb{E} \left[ |Y(M,\cdot) - Y^{(3)}|^m_{\infty,T} \right] \leq C_2 \sum_{n=0}^{p_0} \mathbb{E} \left[ |\partial Y^{(3)}(n)|^m I_{|\partial Y^{(3)}(n)| > M} \right].$$  \hspace{1cm} (3.30)

Also, for some $C_3 \in (0, \infty)$, we have from (3.20), (3.23), (3.26) and (3.28) that, for $n = 0, \ldots, p_0$,

$$\mathbb{E}[|\partial Y^{(3)}(n)|^m] \leq C_3 (\mathbb{E}[|Y|^m_{\infty,x}] + 1) < \infty.$$
Fix $M > 0$ such that the right side of (3.30) is bounded by $\tilde{\epsilon}_0$. Setting $Y^{(4)} = Y(M, \cdot)$ we now have that
\[ \mathbb{E} \left[ \left| Y^{(4)} - Y^{(3)} \right|_{m, T}^m \right] \leq \tilde{\epsilon}_0. \] (3.31)
Also,
\[ Y^{(4)}(0) = 0 \text{ and } Y^{(4)} \in \tilde{A}_0. \] (3.32)
Combining (3.20), (3.23), (3.26), (3.28) and (3.31) we now have that $\tilde{Y}^{(1)}_0 = Y^{(4)}$ satisfies (3.21) as well as (i), (ii) of Theorem 3.5. This completes the proof.

**Lemma 3.10.** For each $\epsilon_1 > 0$ there exists an $\epsilon_1$-optimal $Y \in \tilde{A}(q)$, which is $\{\mathcal{F}_t^X\}$ adapted, continuous a.s., and satisfies
\[ \limsup_{T \to \infty} e^{-\gamma T} \mathbb{E} |Y|_{m, T}^m = 0, \quad \text{for every } m > 0. \] (3.33)

**Proof.** Fix $\epsilon_1 > 0$ and let $w = \Lambda q$. Applying Theorem 2.1(iv) of [2], we have that $\tilde{J}^*_0(w) = \inf \tilde{J}_0(w, U)$, where the infimum is taken over all $\{\mathcal{F}_t^X\}$-adapted controls $U$. Hence using (3.10), we conclude that there is a $\mathbb{N}$-dimensional $\{\mathcal{F}_t^X\}$ adapted process $U$ for which (3.7) holds and
\[ \tilde{J}^*(q) = \tilde{J}^*_0(w) = \tilde{J}_0(w, U) - \epsilon_1. \] (3.34)
From Lemma 4.7 of [2] and following the construction of Proposition 3.3 of [10] (cf. (12) and (14) of that paper), we can assume without loss of generality that $U$ has continuous sample paths and for all $m > 0$,
\[ \limsup_{T \to \infty} e^{-\gamma T} \mathbb{E} |U(T)|_{m, T}^m = 0. \]

Hence, using properties of the $G$ matrix (see Assumption 2.6), we have that
\[ \limsup_{T \to \infty} e^{-\gamma T} \mathbb{E} |U(T)|_{m, T}^m \leq c^{-m} \limsup_{T \to \infty} e^{-\gamma T} \mathbb{E} |GU|_{m, T}^m = 0, \quad \text{for all } m > 0. \] (3.35)
We will now use a construction given in the proof of Theorem 1 of [17]. This construction shows that there is a $J \times \mathbb{N}$ matrix $F_1$ and a $J \times I$ matrix $F_2$ such that letting
\[ Y(t) = F_1 U(t) + F_2 \left( q^*(\tilde{W}(t)) - q - \tilde{X}(t) \right), \quad t > 0, \] (3.36)
we have that $Y \in \tilde{A}(q)$ and $\tilde{J}_0(w, U) = \tilde{J}(q, Y)$. We refer the reader to equations (35) and (36) of [17] for definitions and constructions of these matrices. From (3.34) we now have that $Y$ is an $\epsilon_1$-optimal control, has continuous sample paths a.s. and is $\{\mathcal{F}_t^X\}$ adapted. Finally from (3.36), we have that for some $C_2 \in (0, \infty)$
\[ \mathbb{E} |Y|_{m, T}^m \leq C_2 \left( 1 + \mathbb{E} |U(T)|_{m, T}^m + T^m + \mathbb{E} |q^*(\tilde{W})|_{m, T}^m \right). \]
By combining (3.3) and (3.7), the fourth term on the right side can be bounded above by $C_3(1 + T^m + \mathbb{E} |U(T)|_{m, T}^m)$ for some $C_3 > 0$. The result then follows on using (3.35). 

The following construction will be used in the proof of Theorem 3.5.
Lemma 3.11. Fix $Y \in \mathcal{A}(q)$ such that $\tilde{J}(q,Y) < \infty$ and (3.33) holds. For $T > 0$, let $\tilde{Y}_0^T(t) = Y(t \wedge T)$, $t > 0$, and $Y^T = Y(\tilde{Y}_0^T)$. Then given $\epsilon_1 > 0$, there exists $T \in (0,\infty)$ such that $|\tilde{J}(q,Y) - \tilde{J}(q,Y^T)| < \epsilon_1$ and (3.33) holds with $Y$ replaced by $Y^T$.

Proof. Since $\tilde{J}(q,Y) < \infty$, we have that
\[
L(T,Y) = \mathbb{E} \int_T^\infty e^{-\gamma t} \cdot \tilde{Q}(t) dt + \mathbb{E} \int_{(T,\infty)} e^{-\gamma t} p \cdot dU(t) \to 0, \quad \text{as } T \to \infty,
\]
where $\tilde{Q}$ is the state process corresponding to $Y$ and $U = KY$. Choose $T_1$ large enough so that
\[
L(T,Y) < \epsilon_1/2, \quad \text{for } T \geq T_1. \tag{3.37}
\]
Using the Lipschitz property of $\Gamma$ and $\hat{\Gamma}$ (see Assumption 2.15) we can find $C_1 \in (0,\infty)$ such that, for all $T > 0$,
\[
|\tilde{Q}^T(t) - \tilde{Q}(T)| + |Y^T(t) - Y(T)| \leq C_1 \sup_{T \leq s \leq t} |\tilde{z}(s) - \tilde{z}(T)|, \quad t \geq T, \tag{3.38}
\]
where $\tilde{Q}^T$ is the state process corresponding to $Y^T$. Thus for some $C_2 \in (0,\infty)$
\[
\mathbb{E} \int_T^\infty e^{-\gamma t} \cdot \tilde{Q}^T(t) dt \leq \frac{h}{\gamma} e^{-\gamma T} \mathbb{E} |\tilde{Q}(T)| + C_2 \int_T^\infty e^{-\gamma t} (1 + t) dt,
\]
where $h = \max_{i \in I} h_i$. Using (3.33) we can now choose $T_2$ large enough so that
\[
\mathbb{E} \int_T^\infty e^{-\gamma t} \cdot \tilde{Q}^T(t) dt \leq \epsilon_1/4, \quad \text{for all } T > T_2. \tag{3.39}
\]
Next, letting $U^T = KY^T$, we have from (3.38) that for some $C_3 \in (0,\infty)$
\[
\mathbb{E} |U^T(t) - U(T)| \leq C_3(1 + (t - T)), \quad \text{for } 0 < T < t.
\]
Integration by parts now yields that for some $T_3 > 0$,
\[
\mathbb{E} \int_{(T,\infty)} e^{-\gamma t} p \cdot dU^T(t) \leq \epsilon_1/4, \quad \text{for } T \geq T_3. \tag{3.40}
\]
Combining the estimates in (3.37), (3.39) and (3.40), we now have that for all $T \geq \max\{T_1, T_2, T_3\}$
\[
|\tilde{J}(q,Y) - \tilde{J}(q,Y^T)| \leq L(T,Y) + L(T,Y^T) \leq \epsilon_1/2 + \epsilon_1/4 + \epsilon_1/4 = \epsilon_1.
\]
Finally, the fact that (3.33) holds with $Y$ replaced by $Y^T$ is an immediate consequence of (3.38).

We can now complete the proof of Theorem 3.5.

Proof of Theorem 3.5: Using Lemma 3.10 one can find $Y \in \mathcal{A}(q)$ which is $\epsilon/5$-optimal, has continuous paths a.s., is $\{\mathcal{F}_t^X\}$ adapted and satisfies (3.33). Using Lemma 3.11 we can find...
$T \in (0, \infty)$ such that $Y^T = Y(Y(\cdot \wedge T))$ is $2\varepsilon/5$-optimal and (3.33) holds with $Y$ replaced by $Y^T$. Applying Theorem 3.9, with $m = 1$, we can find $\tilde{Y}^{(1)} \in \mathcal{A}(q)$ such that $\tilde{Y}^{(1)} = Y(\tilde{Y}_0^{(1)})$, where $\tilde{Y}_0$ is $\{\mathcal{F}_t^X\}$-adapted, satisfies (i) and (ii) of Theorem 3.5, for some $\eta, M, \theta \in (0, \infty)$ and $p_0 \in \mathcal{N}$, and (3.21) holds with $m = 1$, $Y$ replaced by $Y^T$ and $\epsilon_1$ replaced by $\varepsilon/(5c_1 \bar{L})$, where $\bar{L}$ is as in (3.19). Then

$$\mathbb{E}[|Y^T - \tilde{Y}^{(1)}|_{\infty, T}] \leq \bar{L} \mathbb{E}[|Y^T - \tilde{Y}_0^{(1)}|_{\infty, T}] \leq \frac{\varepsilon}{5c_1}.$$ 

Thus, from Lemma 3.7, $\tilde{Y}^{(1)}$ is $3\varepsilon/5$-optimal.

Consider $\kappa > 0$ such that $\theta/\kappa \in \mathcal{N}$. Let $G^{(n)} = \sigma\{X^{(n)}(\cdot)\}$, $G^{(n)} = \sigma\{X(s) : s \leq n\theta\}$, $G = \sigma\{X(s) : s \geq 0\}$, $n \in \mathbb{N}$, $\kappa > 0$. Since $G^{(n)} \uparrow G^{(n)}$ as $\kappa \downarrow 0$ and $\tilde{Y}^{(1)}$ is $\{\mathcal{F}_t^X\}$ adapted, we have for each fixed $\varsigma \in S^\eta_M$

$$\mathbb{P}[\partial \tilde{Y}_0^{(1)}(n) = \varsigma \mid G^{(n)}] = \mathbb{P}[\partial \tilde{Y}_0^{(1)}(n) = \varsigma \mid G^{(n)}] = 1_{\{\partial \tilde{Y}_0^{(1)}(n) = \varsigma\}}, \text{a.e., as } \kappa \downarrow 0. \tag{3.41}$$

Note that for fixed $\varsigma \in S^\eta_M$ and $n = 1, \ldots, p_0$

$$\mathbb{P}[\partial \tilde{Y}_0^{(1)}(n) = \varsigma \mid G^{(n)}] = p^{\kappa}_{n, \varsigma}(X^{(\varsigma)}(n)),$$

for some measurable map $p^{\kappa}_{n, \varsigma} : \mathbb{R}^{\text{Inj}} \rightarrow [0, 1]$ satisfying

$$\text{for all } x \in \mathbb{R}^{\text{Inj}}, \sum_{\varsigma \in S^\eta_M} p^{\kappa}_{n, \varsigma}(x) = 1. \tag{3.42}$$

Construct, by suitably augmenting the filtered probability space, an adapted process $Y_0^{(\kappa)}$ such that $Y_0^{(\kappa)}(0) = 0$, $Y_0^{(\kappa)}(t) = Y_0^{(\kappa)}([t/\theta] \theta)$ and $\partial Y_0^{(\kappa)}(n) = Y_0^{(\kappa)}(n\theta) - Y_0^{(\kappa)}((n - 1)\theta)$ satisfies

$$\mathbb{P}[\partial Y_0^{(\kappa)}(n) = \varsigma \mid G \vee \mathcal{J}^{n-1}_0] = p^{\kappa}_{n, \varsigma}(X^{(\varsigma)}(n)), 1 \leq n \leq p_0, \varsigma \in S^\eta_M, \tag{3.43}$$

where $\mathcal{J}^n_0 = \sigma\{\partial Y_0^{(\kappa)}(j), j \leq n\}$. Note that if $f$ is a real bounded continuous map on $\mathcal{C}^1$, then by successive conditioning and (3.41), as $\kappa \downarrow 0$,

$$\mathbb{E} \left( f(\tilde{X}) \prod_{n=1}^{p_0} 1_{\{\partial Y_0^{(\kappa)}(n) = \varsigma_n\}} \right) = \mathbb{E} \left( f(\tilde{X}) \prod_{n=1}^{p_0} p^{\kappa}_{n, \varsigma_n}(X^{(\varsigma_n)}(n)) \right) \rightarrow \mathbb{E} \left( f(\tilde{X}) \prod_{n=1}^{p_0} 1_{\{\partial \tilde{Y}_0^{(1)}(n) = \varsigma_n\}} \right),$$

for any fixed $(\varsigma_1, \ldots, \varsigma_{p_0})$. Thus, in particular

$$(\tilde{X}, Y_0^{(\kappa)}) \Rightarrow (\tilde{X}, \tilde{Y}_0^{(1)}), \text{ as } \kappa \downarrow 0. \tag{3.44}$$

Define $Y^{(\kappa)} = Y(Y_0^{(\kappa)})$. Then $Y^{(\kappa)} \in \mathcal{A}(q)$ and satisfies (i) and (ii) of Theorem 3.5. Also (3.44) along with the Lipschitz property of the Skorohod map yields that $\tilde{J}(q, Y^{(\kappa)}) \rightarrow J(q, \tilde{Y}^{(1)})$ as $\kappa \downarrow 0$. Fix $\kappa$ sufficiently small so that $Y^{(\kappa)}$ is $4\varepsilon/5$-optimal and, suppressing $\kappa$, denote $Y_0^{(\kappa)}$ by $\tilde{Y}_0$, $Y^{(\kappa)}$ by $\tilde{Y}$ and the generating kernels by $p_{n, \varsigma}$.
Finally, in order to ensure property (iii) in the theorem, we mollify the kernels \( p_{n,\varsigma} \) as follows. For \( \gamma > 0 \), and \( n = 1, \ldots, p_0 \), define

\[
\tilde{p}_{n,\varsigma}^\gamma(x) = \int_{\mathbb{R}^{n_0}} p_{n,\varsigma}(x + z) \prod_{j=1}^{n_0} (\phi^\gamma(z_j) dz_j), \quad x \in \mathbb{R}^{n_0}, \quad \varsigma \in S_M^\eta,
\]

(3.45)

where \( \phi^\gamma \) is the density function of an \( I \)-dimensional Normal random variable with mean 0 and variance \( \gamma I \). Note that the map \( x \mapsto \tilde{p}_{n,\varsigma}^\gamma(x) \) is continuous for every \( \gamma, n, \varsigma \) and (3.42) is satisfied with \( \tilde{p}_{n,\varsigma}^\gamma(x) \) replaced with \( \hat{p}_{n,\varsigma}^\gamma(x) \). From continuity of the maps \( \tilde{p}_{n,\varsigma}^\gamma \), we can find measurable maps (suppressing dependence on \( \gamma \) in notation) \( \varpi_n : \mathbb{R}^{n_0} \times [0, 1] \rightarrow S_M^\eta, n = 1, \ldots, p_0 \), such that \( \varpi_n(\cdot, t) \) is continuous, at every \( x \in \mathbb{R}^{n_0} \), for a.e. \( t \in [0, 1] \), and if \( \mathcal{U} \) is a Uniform random variable on \([0, 1]\) then

\[
\mathbb{P}(\varpi_n(x, \mathcal{U}) = \varsigma) = \tilde{p}_{n,\varsigma}^\gamma(x), \quad x \in \mathbb{R}^{n_0}, \quad \varsigma \in S_M^\eta.
\]

Let \( \{\tilde{U}_n\} \) be an i.i.d sequence of Uniform random variables, that is independent of \( \tilde{X} \). Now construct \( \hat{Y}_0(\gamma) \) such that \( \hat{Y}_0(\gamma)(0) = 0 \),

\[
\partial \hat{Y}_0(\gamma)(n) = \hat{Y}_0(\gamma)(n \theta) - \hat{Y}_0(\gamma)(n - 1) \theta = \varpi_n(X^\kappa(n), \tilde{U}_n), \quad n \geq 1
\]

and \( \hat{Y}_0(\gamma)(t) = \hat{Y}_0(\gamma)(t/\theta) \). Note that

\[
\mathbb{P}[\partial \hat{Y}_0(\gamma)(n) = \varsigma \mid \mathcal{G} \cup Y_0^{n-1}] = \tilde{p}_{n,\varsigma}^\gamma(X^\kappa(n)), \quad n \geq 1, \varsigma \in S_M^\eta.
\]

Since \( \tilde{p}_{n,\varsigma}^\gamma \rightarrow p_{n,\varsigma} \) pointwise, as \( \gamma \rightarrow 0 \), we have for every real bounded map \( f \) on \( \mathcal{C}^1 \)

\[
\mathbb{E} \left( f(\tilde{X}) \prod_{n=1}^{p_0} 1_{\{\partial \hat{Y}_0(\gamma)(n) = \varsigma_n\}} \right) = \mathbb{E} \left( f(\tilde{X}) \prod_{n=1}^{p_0} \tilde{p}_{n,\varsigma_n}^\gamma(X^\kappa(n)) \right)
\]

\[
\rightarrow \mathbb{E} \left( f(\tilde{X}) \prod_{n=1}^{p_0} p_{n,\varsigma_n}(X^\kappa(n)) \right) = \mathbb{E} \left( f(\tilde{X}) \prod_{n=1}^{p_0} 1_{\{\partial \tilde{Y}_0(n) = \varsigma_n\}} \right),
\]

for every \( (\varsigma_1, \ldots, \varsigma_{p_0}) \), as \( \gamma \rightarrow 0 \). Thus, \( (\tilde{X}, \hat{Y}_0(\gamma)) \Rightarrow (\tilde{X}, \tilde{Y}_0), \) as \( \gamma \rightarrow 0 \). Let \( \tilde{Y}(\gamma) = \mathcal{Y}(\hat{Y}_0(\gamma)) \). Then \( \tilde{Y}(\gamma) \in \mathcal{A}(q) \) and the above weak convergence and once more, the Lipschitz property of the Skorohod map yield that \( \hat{J}(q, \tilde{Y}(\gamma)) \rightarrow \hat{J}(q, \tilde{Y}) \) as \( \gamma \downarrow 0 \). Recall that \( \tilde{Y} \) is \( 4\varepsilon/5 \)-optimal.

We now choose \( \gamma \) sufficiently small so that \( \tilde{Y}(\gamma) \) is \( \varepsilon \)-optimal. By construction \( \tilde{Y}_0(1) = \tilde{Y}_0(\gamma) \) and \( \tilde{Y}(1) \simeq \tilde{Y}(\gamma) \) satisfy all the properties stated in the theorem. \( \blacksquare \)

4. Asymptotically near-optimal controls for SPN

The goal of this section is to prove Theorem 2.17. Fix \( q \in \mathbb{R}_+^I \) and \( \varepsilon \in (0, 1) \). Let \( \tilde{Y} \in \mathcal{A}(q) \) be the \( \varepsilon \)-optimal control introduced above Theorem 3.8. Fix \( q^r \in \mathbb{N}_0^I, r > 0 \) such that \( \tilde{q}^r \rightarrow q, \) as \( r \rightarrow \infty \). Section 4.1 below gives the construction of the sequence of policies \( \{T^r\}, T^r \in \mathcal{A}(q^r) \), such that \( J^r(q^r, T^r) \rightarrow \hat{J}(q, \tilde{Y}) \), yielding the proof of Theorem 2.17. The latter convergence
of costs is proved in Section 4.2. Main ingredient in this proof is Theorem 4.5 whose proof is given in Section 4.3. For the rest of this section, \( \bar{Y} \) as in Theorem 3.8 and parameters \( T, \eta, M, p_0, j_0, \theta, \kappa \) that specify \( \bar{Y} \), shall be fixed. In addition, let \( \rho \in (0, \infty) \) and \( r_0 \geq 1 \) be such that
\[
\rho \left( \min_{x^*_j \neq 0} x^*_j \right) > M(\vartheta_{\text{lip}} + 1) \quad \text{and} \quad r_0 \theta > \rho, \tag{4.1}
\]
where \( \vartheta_{\text{lip}} \) is as in (3.13).

### 4.1. Construction of the Policy Sequence.

We will only specify a \( T^r \in \mathcal{A}^r(q^r) \) for \( r \geq r_0 \) and so henceforth, without loss of generality, we assume \( r > r_0 \). For \( r < r_0 \), any \( T^r \in \mathcal{A}^r(q^r) \) can be chosen without affecting the asymptotic performance of the sequence \( \{T^r\} \).

In this section, since \( r \geq r_0 \) will be fixed, the superscript \( r \) will frequently be suppressed from the notation. The following additional notation will be useful. For \( n \leq p_0 \), define
\[
a(n) = nr^2 \theta, \quad b(n) = nr^2 \theta + r \rho, \quad \mathcal{I}_1(n) = [a(n), a(n + 1)), \quad \mathcal{I}_2(n) = [b(n), a(n + 1)),
\]
where we set \( a(p_0 + 1) = \infty \). Note \( \mathcal{I}_1(n) = \mathcal{I}_1(n) \cup \mathcal{I}_2(n), \ n \leq p_0 \).

Recall \( m \) introduced in Assumption 2.13. Fix \( k \in (0, 1) \) such that
\[
k(1 + m) - 2 = v > 1. \tag{4.2}
\]
Fix \( d_1 \in (0, \infty) \) such that \( d_1 > \sup_r \{ \beta^r_j : j \in \mathcal{J} \} + 1 \). Define
\[
\Delta^r = r^k, \quad \Theta^r(s) = d_1 r^k 1_{U_{n \leq p_0} (\mathcal{I}_2(n))}(s), \quad \text{for } s \geq 0. \tag{4.3}
\]
Also define \( p^r : [0, \infty) \rightarrow [0, \infty) \) as
\[
p^r(s) = \begin{cases} 
  s, & \text{if } s \in \mathcal{I}_1(n) \\
  b(n) + [s-b(n)] \Delta, & \text{if } s \in \mathcal{I}_2(n),
\end{cases}
\]
for some \( n = 0, 1, \ldots, p_0 \). Thus, if \( s \in \mathcal{I}_2(n) \) for some \( n \), \( \Theta^r(s) = d_1 \Delta^r \) and \( p^r(s) \) equals the left end point of the \( \Delta \)-subinterval in which \( s \) falls. Otherwise, if \( s \in \mathcal{I}_1(n) \) for some \( n \), \( \Theta^r(s) = 0 \) and \( p^r(s) = s \).

Recall the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) introduced in Section 2 which supports all the random variables and stochastic processes introduced therein. Let \( \{U_i : i \in \mathbb{N}\} \) be a sequence of Uniform random variables on \([0, 1]\) on this probability space (constructed by augmenting the space if needed), independent of the \( \sigma \)-field \( \bar{\mathcal{F}}^r \) defined in (2.27). This sequence will be used in the construction of the control policy.
The policy $T \equiv T^r$ is constructed recursively over time intervals $\mathcal{I}(n), n = 0, \ldots, p_0$ as follows. We will describe the effect of the policy on the $k$-th server (for each $k \in \mathbb{K}$) at every time-instant $s \geq 0$. Recall the set $\mathbb{J}(k)$ introduced in Section 2. Let for $k \in \mathbb{K}$, $j_1 < j_2 < \cdots < j_{n_k}$ be the ordered elements of $\mathbb{J}(k)$ (the set of activities that the $k$-th server can perform).

**Step 1:** $[T^r(s) \text{ when } s \in \mathcal{I}(0)]$

Let $m_0 = \lfloor \frac{r^2 \rho}{\Delta} \rfloor$. Recall that $\hat{Y}(0) = e_0 y^s$. Write $y^0 = e_0 y^s$. For $k \in \mathbb{K}$, let

$$t^1_{\ell} = \left( x^s_{j_\ell} - \frac{y^0_{j_\ell}}{\rho} \right) \Delta, \quad t^2_{\ell} = x^s_{j_\ell} \Delta, \quad \ell = 1, \ldots, n_k. \tag{4.4}$$

Note that, by our choice of $\rho$, $t^1_{\ell} > 0$ if $j_\ell$ is a basic activity. Also if $j_\ell$ is non-basic, then $x^s_{j_\ell} = 0$, but since $K y^0 \geq 0$, we have $y^0_{j_\ell} \leq 0$. Thus $t^1_{\ell} \geq 0$ for every $l, k$. Also, from Assumption 2.3 (see (2.14)) and recalling that $A y^0 \geq 0$, we get

$$\sum_{l=1}^{n_k} t^1_{\ell} = \Delta \left( 1 - \frac{1}{\rho} (A y^0)_k \right) \leq \Delta, \quad \sum_{l=1}^{n_k} t^2_{\ell} = \Delta, \quad k \in \mathbb{K}. \tag{4.5}$$

Let $m_1 = \lfloor \frac{r \rho}{\Delta} \rfloor$ and $m_2 = \lfloor \frac{r^2 \theta - r \rho}{\Delta} \rfloor$. Define, for each $k \in \mathbb{K}$, and $l = 1, \ldots, n_k$,

$$\hat{T}^{(1)}_{j_\ell}(s) = \begin{cases} \sum_{m=0}^{m_1-1} l_{\ell} \epsilon^{m,0}(s), & s \in \mathcal{I}_1(0), \\ \sum_{m=0}^{m_2-1} l_{\ell} \epsilon^{m,0}(s), & s \in \mathcal{I}_2(0), \end{cases}$$

where for $\hat{m}_i = 0, \ldots, m_i - 1, i = 1, 2$, $l = 1, \ldots, n_k$

$$\epsilon^{\hat{m}_1,0}_l = \left[ a(0) + \hat{m}_1 \Delta + \sum_{i=0}^{l-1} t_{\ell}^1, a(0) + \hat{m}_1 \Delta + \sum_{i=0}^{l-1} t_{\ell}^1 \right], \tag{4.6}$$

and by convention $t^0_{\ell} = 0$, $i = 1, 2$. Since $\{\mathbb{J}(k), k \in \mathbb{K}\}$ gives a partition of $\mathbb{J}$, the above defines the $\mathbb{J}$-dimensional process $\hat{T}^{(1)}(s)$ for $s \in [a(0), a(1))$. We set

$$T^{(1)}(s) = \int_0^s \hat{T}^{(1)}(t) dt, \quad s \in \mathcal{I}(0).$$

Next, define $\mathcal{V}(s) = \mathcal{V}^r(s) = (Q^r(s), X^r(s), T^r(s))$ for $s \in \mathcal{I}(0)$ by the system of equations below.

$$Q^r(s) = q^r + X^r(s) + r(\theta^r s - (C - P^r) \text{diag}(r^2 \theta^2) \hat{T}^r(s/r^2)) + R(x^* s - T^r(s)), \nonumber$$

$$X^r(s) = r \hat{X}^r(s/r^2), \quad \hat{X}^r \text{ defined by (2.23)}, \nonumber$$

$$T^r_j(s) = \int_{[0,s]} 1_{\{Q^r_{\mathcal{E}(j)}(u-) > 0\}} 1_{\{Q^r_{\mathcal{E}(j)}(\mathcal{E}(u)) > \mathcal{E}(u)\}} d\hat{T}^{(1)}_j(u), \quad j \in \mathbb{J}. \tag{4.8}$$
Fig 4. The figure above shows the behavior, under $T^{(1)}$, of the $k$-th server that is responsible for the $n_k$ activities $(j_1, \ldots, j_{n_k})$. The actual policy $T$ is given as a certain modification of $T^{(1)}$ that ensures feasibility and a strict positivity property.

The above construction can be interpreted as follows. The policy $T$ “attempts” to implement $T^{(1)}$ over $I_1(0)$, unless the corresponding buffer is empty (in which case, it idles). Over $I_2(0)$, $T$ has a similar behavior, but in addition, it idles when the corresponding buffer does not have sufficient number (Θ–many) of jobs in the buffer at the beginning of the ∆-subintervals. Processing jobs only when there is a “safety-stock” at each buffer at the beginning of the ∆-subinterval ensures that with “high probability” either all the activities associated with the given buffer receive nominal time effort over the interval or all of them receive zero effort. This in particular makes sure that the idling processes associated with the policy are consistent with the reflection terms for the Skorohod map associated with the constraint matrix $D$ (see (4.20)). This property will be exploited in the weak convergence arguments of Section 4.2 (see for example arguments below (4.44)).

Let $I^r$ be defined by (2.9). By construction, $T^r(0) = 0$, $I^r(0) = 0$ and

$$Q^r(s) \geq 0, \quad T^r(s) \geq 0, \quad I^r(s) \geq 0 \text{ for } s \in I(0) \text{ and } T^r, I^r \text{ are non-decreasing on } I(0).$$

(4.9)

This completes the construction of the policy and the associated processes on $I(0)$.

**Step 2:** $[T^r(s) \text{ for } s \in I(n), \text{ for } 1 \leq n \leq p_0]$

Suppose now that the process $V(s)$ has been defined for $s \in [a(0), a(n))$, where $1 \leq n \leq p_0$. We now describe the construction over the interval $I(n) = [a(n), a(n+1))$. Let $\hat{X}^r(n) = \{X^r(l_k) : l = 1, \ldots, n_{j_0}\}$. Recall that $n_{j_0} = n\theta$. Define

$$\bar{y}^{r,n} = \bar{\omega}_n(\hat{X}^r(n), U_0), \quad y^{r,n} = \bar{y}_{\alpha}(\hat{Q}^r(n\theta-), \bar{y}^{r,n}),$$

(4.10)

where, as in Section 2, $\hat{Q}^r(t) = Q^r(t^2)\theta/r$, $t \geq 0$. We will suppress $\kappa$ and $r$ from the notation.
and write $(\hat{\chi}^{k,r}(n), \overline{y}^{i,n}, y^{i,n}) \equiv (\hat{\chi}(n), \overline{y}^{i}, y^{i})$. For each $k \in \mathbb{K}$, define

$$
\ell^{1,k,n}_t \equiv \left( x^*_{\mathcal{J}_t} - \frac{\eta^m_j}{\rho} \right) \Delta, \quad \ell^{2,k,n}_t \equiv \left( x^*_{\mathcal{J}_t} \right) \Delta, \quad \ell = 1, \ldots, n_k.
$$

(4.11)

As before, (4.5) (with $\ell^{j,k,0}_t$ replaced by $\ell^{j,k,n}_t$) is satisfied. Define, for each $k \in \mathbb{K}$, and $l = 1, \ldots, n_k$,

$$
\hat{T}^1_{i_k}(s) = \left\{ \begin{array}{ll}
\sum_{m=0}^{m_1-1} 1_{\epsilon^m_n}(s), & s \in \mathcal{I}_1(n), \\
\sum_{m=0}^{m_2-1} 1_{\epsilon^m_n}(s), & s \in \mathcal{I}_2(n),
\end{array} \right.
$$

where $m_i = 0, \ldots, m_i - 1, i = 1, 2, l = 1, \ldots, n_k, \mathcal{E}_l^{m_1,n}, \mathcal{E}_l^{m_2,n}$ are defined by the right side of (4.6) and (4.7) respectively, with $(a(0), b(0), \ell^{1,k,0}_t, \ell^{2,k,0}_t)$ replaced by $(a(n), b(n), \ell^{1,k,n}_n, \ell^{2,k,n}_n)$. We set

$$
T^1(s) = T(a(n)) + \int_{a(n)}^s \hat{T}^1_i(s) ds, \quad s \in \mathcal{I}(n)
$$

and define $V(s)$ for $s \in \mathcal{I}(n)$ by the system of equations in (4.8).

The above recursive procedure gives a construction for the process $V^r(s) = (Q^r(s), X^r(s), T^r(s))$ for all $s \in [0, \infty)$.

The policy constructed above clearly satisfies parts (i), (ii) and (iii) of Definition 2.7. In fact it also satisfies part (iv) of the definition and consequently we have the following result. The proof is given in the Appendix.

**Proposition 4.1.** For all $r \geq r_0$, $T^r \in A^r(q^r)$.

### 4.2. Convergence of Costs.

In this section we prove Theorem 2.17 by showing that, with $\{T^r\}$ as in Section 4.1 and $\tilde{Y}$ as introduced above Theorem 3.8, $J^r(q^r, T^r) \rightarrow \tilde{J}(q, \tilde{Y})$, as $r \rightarrow \infty$. We begin with an elementary lemma.

**Lemma 4.2.** Let $g^n \in D^1, n \geq 1, g \in C^1$ be such that $g^n \rightarrow g$ u.o.c as $n \rightarrow \infty$. Let $\epsilon_n \in (0, \infty)$, $n \geq 1$, be such that $\epsilon_n \rightarrow 0$ as $n \rightarrow \infty$. Let $B^n, B$ be $I \times I$ matrices such that $B^n \rightarrow B$ as $n \rightarrow \infty$. Suppose $f^n, h^n \in D^1$ and $\gamma^n \in D^1$ satisfy for all $t \geq 0$,

(i) $f^n(t) \geq 0, \gamma^n(t) \geq 0$, 

(ii) $f^n(t) = g^n(t) + B^n h^n(t), \quad h^n_i(t) = \int_{[0,t]} 1_{f^n(\gamma^n(s)) \leq \epsilon_n} ds, \quad i \in \mathbb{I}$ and 

(iii) $|\gamma^n(t) - t| \leq \epsilon_n$. 


Then \((f^n, g^n, h^n, \gamma^n)\) is precompact in \(D^{3n+1}\) and any limit point \((f, g, h, \gamma)\) satisfies for all \(t \geq 0\), \(\gamma(t) = t; f(t) = g(t) + Bh(t); h(t) = \int_{[0,t]} h(s)ds\), where \(h : [0, \infty) \to [0, 1]^I\) is a measurable map such that

\[
\int_{[0,t]} 1_{\{f_i(s) > 0\}} \bar{h}_i(s)ds = 0, \text{ for all } t \geq 0.
\]

The proof of the above lemma is given in the appendix. Recall the definitions of various scaled processes given in (2.21)-(2.25). In addition, we define \(\bar{T}^{r,1}(t) = T^{r,1}(r^2 t)/r^2\), \(\bar{T}^{r,1}(t) = T^{r,1}(r^2 t)/r\), \(r > 0\), \(t \geq 0\).

**Proposition 4.3.** As \(r \to \infty\), \(\bar{T}^r \to x^*i\), u.o.c. in probability.

**Proof.** The definition of \(T^{r,(1)}\) ensures that

\[
\int_{[m\Delta, (m+1)\Delta]} d(T^{r,(1)}_j(s) - x^*_j s) = 0, \text{ whenever } [m\Delta, (m+1)\Delta] \subset I_2(n) \text{ for some } n \leq p_0.
\]

Also, for some \(C_1 > 0\),

\[
\int_{[m\Delta, (m+1)\Delta]} d(T^{r,(1)}_j(s) + x^*_j s) < C_1 \Delta, \text{ whenever } [m\Delta, (m+1)\Delta] \subset I(n) \text{ for some } n \leq p_0.
\]

From the above displays and using the fact that the number of \(\Delta\) intervals in \(I_1(n)\) is bounded by \(r \rho / \Delta\), we see that, for some \(q \in (0, \infty)\),

\[
\sup_{0 \leq t < \infty} |x^* t - \bar{T}^{r,1}(t)| \leq q/r, \text{ for all } r \geq r_0.
\]

Also, since \(\bar{T}^r_j(t) \leq t\) for all \(t \geq 0\), \(j \in \mathbb{J}\), we get from (2.23) and standard estimates for renewal processes (see e.g. Lemma 3.5 of [9]) that \(\bar{X}^r \equiv \bar{X}^r / r\) converges, as \(r \to \infty\), to 0 u.o.c., in probability. Combining this with Assumption 2.3 and (4.14), we have

\[
\bar{\zeta}^r \equiv \bar{\zeta}^r / r \text{ converges to } 0, \text{ u.o.c., in probability.}
\]

Next, define \(\bar{p}^r(s) = p^r(r^2 s)/r^2\), \(\bar{\Theta}^r(s) = \Theta^r(r^2 s)/r^2\)

\[
\bar{S}^r_j(t) = \{s \in [0, t]: Q^r_{\sigma_1(j)}(s) = 0, \text{ or } Q^r_{\sigma_1(j)}(\bar{p}^r(s)) \leq \bar{\Theta}^r(s)\}
\]

\[
= \{s \in [0, t]: Q^r_{\sigma_1(j)}(\bar{p}^r(s)) \leq \bar{\Theta}^r(s)\} \bigcup \{s \in [0, t]: Q^r_{\sigma_1(j)}(s) = 0, Q^r_{\sigma_1(j)}(\bar{p}^r(s)) > \bar{\Theta}^r(s)\}
\]

\[
\equiv \bar{S}^{r,1}_j(t) \cup \bar{S}^{r,2}_j(t).
\]

We will fix \(t > 0\) for the rest of the proof and suppress \(t\) from the notation when writing \(S^{r,i}_j(t)\), unless there is scope for confusion. Using the above display and (4.8) we have that

\[
\bar{T}^{r,1}_j(t) - \bar{T}^r_j(t) = \int_{[0,t]} 1_{S^r_j(s)}d\bar{T}^{r,1}_j(s), j \in \mathbb{J}, t \geq 0.
\]
Using the fact that $Q^r(\cdot) = \frac{Q^r(\cdot)}{r}$ along with (2.24) and (4.17), we can write
\[
\tilde{Q}^r(t) = \tilde{c}^r(t) + R\tilde{H}^r(t) + R\tilde{L}^r(t), \quad t \geq 0,
\]
where for $j \in J$
\[
\tilde{H}_j^r(t) = (x_j^r t - T^r_j(t)) + \int_{[0,t]} 1_{S_j^r}(s)d(T^r_j(s) - x_j^r s) + \int_{[0,t]} 1_{S_j^{r,2}}(s)dT^r_j(s)
\]
and
\[
\tilde{L}_j^r(t) = x_j^r \int_{[0,t]} 1_{S_j^r}(s)ds = (\text{diag}(x^r)C^{r'})_j(t),
\]
where
\[
\tilde{e}_i^r(t) = \int_{[0,t]} 1_{\{\tilde{Q}_i^r(s) \leq \Theta^r(s)\}}ds, \quad t \geq 0, \quad i \in I.
\]
Since $D = R\text{diag}(x^r)C^r$ (see (2.11) and (2.42)), we have
\[
\tilde{Q}^r = \tilde{c}^r + R\tilde{H}^r + D\tilde{e}^r.
\]

Next, letting $\hat{m}_0^r = \lfloor \frac{r^2}{2\Delta^2} \rfloor + 1$, we have from the choice of $d_1$ (see above (4.3)) that
\[
\mathbb{P}(S_j^{r,2} \neq \emptyset) \leq \hat{m}_0^r \sum_{k=0}^{\hat{m}_0^r} \mathbb{P}((Q_i^r(k\Delta^r) > d_1 r^k), Q_i^r(u) = 0 \text{ for some } u \in [k\Delta^r, (k+1)\Delta^r))
\]
\[
\leq I \sum_{k=0}^{\hat{m}_0^r} \mathbb{P}(S_j^r(T_j^r(k\Delta^r) + \Delta^r) - S_j^r(T_j^r(k\Delta^r)) \geq d_1 r^k)
\]
\[
\leq \hat{m}_0^r \mathbb{P}(\frac{1}{r^{km}})
\]
\[
\leq C_2(t + 1)r^{-2 + k(1 + m)},
\]
for some $C_2 \in (0, \infty)$, where the next to last inequality makes use of Assumption 2.13. Recalling (from (4.2)) that $v = k(1 + m) - 2 > 1$, we get that
\[
\mathbb{P}(S_j^{r,2} \neq \emptyset) \leq C_2(t + 1)r^{-v} \rightarrow 0, \quad \text{as } r \rightarrow \infty.
\]
We note that the above convergence only requires that $v > 0$. The property $v > 1$ will however be needed in the proof of Proposition 4.4 (see (4.27)). Next using (4.12)-(4.13), we have for some $p_1 \in (0, \infty)$,
\[
\sup_{0 \leq u < \infty} \left| \int_{[0,u]} 1_{S_j^r,1}(s)ds \right| \leq \frac{p_1}{r} \rightarrow 0, \quad \text{as } r \rightarrow \infty,
\]
for all $j \in J$. The above inequality follows from the fact that the integral can be written as the sum of integrals over $\Delta$-subintervals: When the subinterval is within some $I_2(n)$, the integral is zero (using the definition of $p^r(s)$ in such intervals and (4.12)) and when the subinterval is within some $I_1(n)$ (the number of such intervals is $(p_0 + 1)m^r$ which can be bounded by $C_3\frac{r^2}{2\Delta^2}$ for some $C_3$), the integral is bounded by $C_1\Delta/j^2$ from (4.13).
Now, combining (4.14), (4.22) and (4.23) we have that, for each \( j \in \mathbb{J} \), \( \tilde{H}_j^r \to 0 \), u.o.c. in probability, as \( r \to \infty \). From (4.20), (4.15), Lemma 4.2 and unique solvability of the Skorohod problem for \((0, D)\), we now have that \((\tilde{Q}^r, \tilde{r}^r) \to (0, 0)\), u.o.c. in probability, as \( r \to \infty \). Thus \( \bar{L}^r \) converges to 0 as well. The result now follows on noting that \( T^r = x^r - \tilde{H}^r - \bar{L}^r \).

The following proposition gives a key estimate in the proof of Theorem 2.17.

**Proposition 4.4.** For some \( c_2 \in (0, \infty) \) and \( \bar{v} \in (1, \infty) \)

\[
\mathbb{E} \left( |\tilde{Q}^r|_{\infty, t}^6 + |\tilde{r}^r|_{\infty, t}^6 + |\bar{Y}^r|_{\infty, t}^6 \right) \leq c_2 (1 + t^{\bar{v}}), \text{ for all } r \geq r_0, \ t \geq 0.
\]

**Proof.** Using standard moment estimates for renewal processes (cf. Lemma 3.5 of [9]) one can find \( C_1 \in (0, \infty) \) such that

\[
\mathbb{E}|\tilde{r}^r|_{\infty, t}^2 \leq C_1 (1 + t^2), \text{ for all } r \geq r_0, \ t \geq 0.
\]

From (4.18) we have

\[
\tilde{Q}^r(t) = \tilde{\zeta}^r(t) + \tilde{R}^r(t) + \tilde{L}^r(t) = \tilde{\zeta}^r(t) + \tilde{R}^r(t) + D\tilde{r}^r(t), \ t \geq 0,
\]

where \( \tilde{H}^r = r\bar{H}^r \), \( \tilde{L}^r = r\bar{L}^r \) and \( \tilde{r}^r = r\bar{r}^r \). We rewrite the above display as

\[
\tilde{Q}^r(p^r(t)) = \tilde{Q}^r(p^r(t)) - \tilde{Q}^r(t) + \tilde{\zeta}^r(t) + \tilde{R}^r(t) + D\tilde{r}^r(t), \ t \geq 0.
\]

From Theorem 5.1 of [27], for some \( C_2 \in (0, \infty) \)

\[
|\tilde{e}^r|_{\infty, t} + |\tilde{Q}^r|_{\infty, t} \leq C_2 \left( q^r + |\tilde{\zeta}^r|_{\infty, t} + |\tilde{R}^r|_{\infty, t} + |\tilde{Q}^r(p^r(\cdot)) - \tilde{Q}^r|_{\infty, t} + \frac{d_1 r^k}{r} \right).
\]

Also from (4.19), (4.14) and (4.23), for all \( t \geq 0 \) and \( r \geq r_0 \),

\[
\left| \tilde{H}_j^r(t) - r \int_{[0, t]} 1_{S_j^r}(s) d\tilde{T}_j^{r, 1}(s) \right| \leq \varrho + \varrho_1.
\]

Next using (4.22) we get, for some \( C_3 \in (0, \infty) \)

\[
\mathbb{E} \left( r \sup_{0 \leq u \leq t} \int_{[0, u]} 1_{S_j^r}(s) d\tilde{T}_j^{r, 1}(s) \right)^{u/2} \leq r^\varphi C_3(t^{3} + 1)r^{-\varphi} \leq C_3(t^{3} + 1).
\]

Finally, for some \( C_4 \in (1, \infty) \), for all \( a \geq 1 \)

\[
\mathbb{P}(|\tilde{Q}^r(p^r(\cdot)) - \tilde{Q}^r|_{\infty, t} \geq a) \leq \frac{r^2 t}{\Delta^r} \left( \sum_{i \in \mathbb{I}} \mathbb{P}(A_i^r(\Delta^r) \geq \frac{ar}{C_4}) + \sum_{j \in \mathbb{J}} \mathbb{P}(S_j^r(\Delta^r) \geq \frac{ar}{C_4}) \right)..
\]
Using moment estimates for renewal process once more (Lemma 3.5 of [9]), we can find $C_5 \in (0, \infty)$ such that
\[
\mathbb{P}(|\hat{Q}^r(\tilde{p}^r(\cdot)) - \hat{Q}^r|_{\infty,t} \geq a) \leq \frac{r^2 t}{\Delta r (ar - C_5 \Delta r)^2} \leq \frac{1}{a^2} \frac{C_5 r^2 t}{(r - C_5 \Delta r)^2}.
\]
Thus there is an $r_1 \in (r_0, \infty)$ and $C_6 \in (0, \infty)$ such that for all $r \geq r_1$
\[
\mathbb{P}(|\hat{Q}^r(\tilde{p}^r(\cdot)) - \hat{Q}^r|_{\infty},t \geq a) \leq \frac{1}{a^2} C_6(t + 1). \tag{4.29}
\]
This shows that for some $\nu_1 \in (1, \infty)$ and $C_7 \in (0, \infty)$
\[
\mathbb{E}|\hat{Q}^r(\tilde{p}^r(\cdot)) - \hat{Q}^r|_{\infty,t} \leq C_7(1 + t), \ t \geq 0. \tag{4.30}
\]
The result now follows on using (4.24), (4.26), (4.27) and (4.30) in (4.25) and observing that $\hat{Y}^r = \hat{H}^r + \text{diag}(x^\ast)C^r \tilde{p}^r$.

In preparation for the proof of Theorem 2.17 we introduce the following notation. For $n = 0, \ldots, p_0 - 1$, we define processes $q^{r,n}, z^{r,n}$ with paths in $\mathcal{D}^r_0$ and $\mathcal{C}^r_0$, respectively, as
\[
(q^{r,n}(t), z^{r,n}(t)) = \begin{cases} (\hat{Q}^r(n\theta + \rho/r), 0) & t \in [0, \rho/r) \\ (\hat{Q}^r(t + n\theta), \hat{Y}^r(t + n\theta) - \hat{Y}^r(n\theta + \rho/r)) & t \in [\rho/r, \theta], \end{cases}
\]
We denote by $q^{r,p_0}, z^{r,p_0}$ the processes with paths in $\mathcal{D}^r_0$ and $\mathcal{C}^r_0$ respectively, defined by the right side in the display above, by replacing $n$ by $p_0$ and $[\rho/r, \theta]$ with $[\rho/r, \infty)$. Then
\[
q^r \doteq (q^{r,*}, q^{r,p_0}) \in \mathcal{D}^r_0 \times \mathcal{D}^r, \ a.s.,
\]
where $q^{r,*} = (q^{r,0}, \ldots, q^{r,p_0-1})$. Similarly define the process $z^r$ with paths in $\mathcal{C}^r_0 \times \mathcal{C}^r_0$. Recall $y^{r,n}, y^{r,p_0}$ introduced in (4.10). Denote $\tilde{y}^r = (\tilde{y}^{r,0}, \tilde{y}^{r,1}, \ldots, \tilde{y}^{r,p_0})$ and $y^r = (y^{r,0}, y^{r,1}, \ldots, y^{r,p_0})$, where we set $\tilde{y}^{r,0} = 0$ and $\tilde{y}^{r,0} = \epsilon_0 y^\ast$. Next, for $n = 0, \ldots, p_0 - 1$, define processes $q^{(n)}, z^{(n)}$ with paths in $\mathcal{D}^r_0$ and $\mathcal{C}^r_0$, respectively, as
\[
(q^{(n)}(t), z^{(n)}(t)) = \begin{cases} (\tilde{Q}(t + n\theta), \tilde{Y}(t + n\theta) - \tilde{Y}(n\theta)), & t \in [0, \theta) \\ (\tilde{Q}((n + 1)\theta -), \tilde{Y}((n + 1)\theta -) - \tilde{Y}(n\theta)) & t = \theta, \end{cases}
\]
Also, define $q^{(p_0)}, z^{(p_0)}$ by the first line of the above display by replacing $\theta$ by $\infty$. Then $q \doteq (q^*, q^{(p_0)}) \in \mathcal{D}^r_0 \times \mathcal{C}^r_0$, a.s., where $q^* = (q^{(0)}, \ldots, q^{(p_0-1)})$. Similarly define the process $z$ with paths in $\mathcal{C}^r_0 \times \mathcal{C}^r_0$. Also let for $n = 1, \ldots, p_0$, $\tilde{y}^{(n)} = \partial \tilde{Y}_0(n) = \tilde{Y}_0(n\theta) - \tilde{Y}_0((n - 1)\theta)$ and $y^{(n)} = \tilde{Y}(n\theta) - \tilde{Y}(n\theta -)$. Then
\[
\tilde{y}^{(n)} = \varpi_n(\chi^{(n)}(\gamma, \tilde{U}_0)), \ y^{(n)} = \vartheta_1(\tilde{Q}(n\theta -), \tilde{y}^{(n)}). \tag{4.31}
\]
Define \( \tilde{y} = (y^{(0)}, y^{(1)}, \ldots, y^{(p_0)}) \) and \( y = (y^{(0)}, y^{(1)}, \ldots, y^{(p_0)}) \), where \( y^{(0)} = 0 \) and \( y^{(0)} = \epsilon_0 y^* \). Then \( \tilde{y}', \tilde{y} \in (S_{M})^{(p_0+1)} \) and \( y', y \in R^{(p_0+1)} \). Next, let
\[
y_0^{r,n} = \tilde{Y}^r(n\theta + \rho/r), \quad (y_0^{n}) = \tilde{Y}(n\theta), \quad n = 0, 1, \ldots, p_0.
\]
Then \( y_0 \overset{\text{d}}{=} (y_0^{0}, \ldots, y_0^{p_0}) \); \( y_0 \overset{(p_0)}{\in} R^{(p_0+1)} \). Let \( \Xi = D^I \times (S_{M})^{(p_0+1)} \times (R^{(p_0+1)}) \times (R^{(p_0+1)}) \times (C_0^{p_0+1} \times C^I) \).

Note that \( J^r \overset{\text{d}}{=} (\tilde{r}, \tilde{y}', y', y_0, q, z) \), \( r \geq 1 \) and \( J = (\tilde{c}, \tilde{y}, y_0, q, z) \) are \( \Xi \)-valued random variables. The following is the main step in the proof of Theorem 2.17.

**Theorem 4.5.** As \( r \to \infty \), \( J^r \Rightarrow J \).

Proof of the above theorem is given in the next subsection. Using Theorem 4.5, the proof of Theorem 2.17 is now completed as follows.

**Proof of Theorem 2.17.** From Proposition 4.4 and integration by parts,
\[
J^r(q^r, T^r) = \sum_{n=0}^{p_0} \left[ \mathbb{E} \int_0^{b^r(n)/r, a^r(n+1)/r} e^{-\gamma t}(h \cdot \hat{Q}^r(t) + \gamma p \cdot \hat{U}^r(t))dt \\
+ \mathbb{E} \int_{[a^r(n)/r, b^r(n+1)/r]} e^{-\gamma t}(h \cdot \hat{Q}^r(t) + \gamma p \cdot \hat{U}^r(t))dt \right]
\]
\[
= \sum_{n=0}^{p_0} \mathbb{E} \int_{[b^r(n)/r, a^r(n+1)/r]} e^{-\gamma t}(h \cdot \hat{Q}^r(t) + \gamma p \cdot \hat{U}^r(t))dt + \epsilon_r, \quad (4.32)
\]
where \( \epsilon_r \to 0 \) as \( r \to \infty \). From Theorem 4.5, as \( r \to \infty \), \( q^r \Rightarrow q \). Combining this with Proposition 4.4 we get for every \( n = 0, \ldots, p_0 \)
\[
\lim_{r \to \infty} \mathbb{E} \int_0^{b^r(n)/r, a^r(n+1)/r} e^{-\gamma t} h \cdot \hat{Q}^r(t)dt = \lim_{r \to \infty} \mathbb{E} \int_{[n\theta + \rho/r, (n+1)\theta]} e^{-\gamma t} h \cdot \hat{Q}^r(t)dt \\
= \lim_{r \to \infty} \mathbb{E} \int_{[n\theta, (n+1)\theta]} e^{-\gamma t} h \cdot q^{(n)}(t - n\theta)dt \\
= \mathbb{E} \int_{[n\theta, (n+1)\theta]} e^{-\gamma t} h \cdot q^{(n)}(t - n\theta)dt \\
= \mathbb{E} \int_{[n\theta, (n+1)\theta]} e^{-\gamma t} h \cdot \hat{Q}(t)dt, \quad (4.33)
\]
where by convention \( [n\theta, (n+1)\theta] = [p_0\theta, \infty) \) when \( n = p_0 \). Next, for \( t \in [n\theta + \rho/r, (n+1)\theta) \), \( n = 0, \ldots, p_0 \)
\[
\gamma p \cdot \hat{U}^r(t) = \gamma p \cdot K(\tilde{Y}^r(t) - \tilde{Y}^r(n\theta + \rho/r)) + \gamma p \cdot K \tilde{Y}^r(n\theta + \rho/r) \\
= \gamma p \cdot K \tilde{z}^{r,n}(t - n\theta) + \gamma p \cdot K_{y_0}^{r,n}. \quad (4.34)
\]
From Theorem 4.5, as \( r \to \infty \),
\[
\gamma p \cdot K \tilde{z}^{r,n}() + \gamma p \cdot K_{y_0}^{r,n} \Rightarrow \gamma p \cdot K \tilde{z}^{(n)}() + \gamma p \cdot K_{y_0}^{(n)}
\]
where we follow the usual convention for \( n \rightarrow \infty \) as \( J \) then limiting analogues \( \bar{y} \). Then the result now follows on using this observation along with (4.33) in (4.32).

Note that for \( t \in [n\theta,(n+1)\theta) \)

\[
\bar{y}(n)(t-n\theta) + y_0^{(n)} = \tilde{Y}(n\theta) + \hat{Y}(t) - \bar{Y}(n\theta) = \hat{Y}(t).
\]

Thus the expression on the right side of the above display equals

\[
\mathbb{E} \int_{[n\theta,(n+1)\theta)} \gamma e^{-\gamma t} p \cdot \hat{U}(t) dt.
\]

The result now follows on using this observation along with (4.33) in (4.32).

\[\square\]

4.3. Proof of Theorem 4.5.

For \( j \in \mathbb{J}, n = 0, 1, \ldots p_0 \), and \( \omega \in \Omega \), define

\[
\mathcal{S}_j^{r,n}(\omega) = \{ s \in [0,\rho] : Q_{\sigma(j)}^{r}(nr^2\theta + rs,\omega) = 0 \}. \tag{4.35}
\]

From the definition of \( \vartheta_{t_0} \), it follows that for some \( \gamma_0 > 0 \)

\[
\inf_{r \geq r_0} \min_{n=0,\ldots,p_0, j \in \mathbb{J}} \mathbb{R} \gamma_0 \geq \gamma_0, \text{ a.e.}
\]

As a consequence of this observation we have the following result. The proof is given in Section 4.4.

**Proposition 4.6.** For some \( \{ \rho_r \} \subset [0,\rho) \) such that \( \rho_r \to 0 \) as \( r \to \infty \), we have

\[
\mathbb{P}(\Psi_n^r) \to 1, \text{ as } r \to \infty, \text{ for all } n = 0, 1, \ldots p_0 \tag{4.36}
\]

where \( \Psi_n^r = \{ \omega \in \Omega : (\cup_{j \in \mathbb{J}} \mathcal{S}_j^{r,n}(\omega)) \cap [\rho_r,\rho] = \emptyset \} \).

For \( n = 0, 1, \ldots p_0 \), let \( \hat{y}^{r}[n] = (\hat{y}^{r,0}, \ldots, \hat{y}^{r,n}) \). We define \( y^{r}[n], y_0^{(n)}[n], q^{r}[n], e^{r}[n] \) and their limiting analogues \( \hat{y}[n], y[n], y_0[n], q[n], e[n] \) in a similar fashion. Set

\[
\mathcal{J}^{r}[n] = (\hat{\zeta}^{r}, \hat{y}^{r}[n], y^{r}[n], y_0^{(n)}[n], q^{r}[n], e^{r}[n]), \quad \mathcal{J}[n] = (\hat{\zeta}, \hat{y}[n], y[n], y_0[n], q[n], e[n]).
\]

Then \( \mathcal{J}^{r}[n], \mathcal{J}[n] \) are \( \Xi[n] \) valued random variables, with

\[
\Xi[n] = \mathcal{D}^\mathcal{I} \times (\mathcal{S}_M^{\omega})^{(n+1)} \times (\mathcal{R}^{\mathcal{I}(n+1)}) \times (\mathcal{R}^{\mathcal{I}(n+1)}) \times D_\theta^{(n+1)} \times I_\theta^{(n+1)}.\mathcal{I},
\]

where we follow the usual convention for \( n = p_0 \). To prove the theorem we need to show that \( \mathcal{J}^{r}[p_0] \Rightarrow \mathcal{J}[p_0] \). In the lemma below we will in fact show, recursively in \( n \), that is \( \mathcal{J}^{r}[n] \Rightarrow \mathcal{J}[n] \) as \( r \to \infty \), for each \( n = 0, 1, \ldots p_0 \), which will complete the proof of Theorem 4.5.
Lemma 4.7. For each \( n = 0, 1, \ldots, p_0 \), \( J^r[n] \Rightarrow J[n] \), as \( r \to \infty \).

Proof. The proof will follow the following two steps.

(i) As \( r \to \infty \), \( J^r[0] \Rightarrow J[0] \).

(ii) Suppose that \( J^r[k] \Rightarrow J[k] \) as \( r \to \infty \) for \( k = 0, 1, \ldots, n \), for some \( n < p_0 \). Then, as \( r \to \infty \), \( J^r[n+1] \Rightarrow J[n+1] \).

Consider (i). Define scaled processes \( \tilde{Q}^r(t) = Q^r(rt)/r \), \( \tilde{Y}^r(t) = Y^r(rt)/r \). Processes \( \tilde{X}^r, \tilde{T}^r, \tilde{T}^{r,1}, \tilde{\zeta}^r \) are defined similarly. By functional central limit theorem for renewal processes and Proposition 4.3 it follows that (cf. Lemma 3.3 of [9])

\[
\tilde{\zeta}^r \Rightarrow \tilde{\zeta}.
\]  

(4.37)

Also, convergence of \((\tilde{y}^r[0], y^r[0])\) follows trivially since \( \tilde{y}^r[0] = y[0] = 0 \) and \( y^r[0] = y[0] = \epsilon_0 y^* \).

Next consider \( y^r_0[0] = \tilde{Y}^r(\rho/r) \). From the definition of the scaled processes defined above (4.35), we have that

\[
\tilde{\zeta}^r(t) = \tilde{q}^r + \tilde{X}^r(t) + \frac{1}{r} \left[ \theta_1 t - (C - P') \text{ diag}(\theta_2^r) \tilde{T}^r(t) \right],
\]  

(4.38)

and

\[
\tilde{Q}^r(t) = \tilde{\zeta}^r(t) + \tilde{R} \tilde{Y}^r(t), \quad t \in [0, \rho].
\]  

(4.39)

Also observe that \( \tilde{Y}^r \) can be written as

\[
\tilde{Y}^r(t) = \left( x^* - \frac{\epsilon_0 y^*}{\rho} \right) t - \tilde{T}^{r,1}(t) + \frac{1}{\rho} \epsilon_0 y^* t + \tilde{N}^r(t),
\]  

(4.40)

where, with \( \tilde{S}_j^r,0 \) defined in (4.35),

\[
\tilde{N}^r_j(t) = \int_{[0,t]} 1_{\tilde{S}_j^r,0}(s) d\tilde{T}^{r,1}_j(s).
\]  

(4.41)

Next note that, for a suitable \( C_1 \in (0, \infty) \),

\[
|\tilde{T}^{r,1} - (x^* - \frac{\epsilon_0 y^*}{\rho})i|_{\infty,\rho} \leq C_1 \frac{\Delta^r}{r}.
\]  

(4.42)

Also, \( |\tilde{N}^r|_{\infty,\rho} \leq \rho_t + \rho_1(\Psi^r_\kappa)\). Thus, from Proposition 4.6, \( |\tilde{N}^r|_{\infty,\rho} \) converges to 0 in probability as \( r \to \infty \), which shows that

\[
|\tilde{Y}^r - \frac{\epsilon_0 y^*}{\rho} |_{\infty,\rho} = |(x^* - \frac{\epsilon_0 y^*}{\rho} y^*)i - \tilde{T}^r|_{\infty,\rho} \to 0, \text{ in probability, as } r \to \infty.
\]  

(4.43)

The above convergence is the key reason for introducing the modification of \( \tilde{Y}^{(1)} \), through the vector \( y^* \), described above Theorem 3.8.

Next, standard moment bounds for renewal processes (see e.g. Lemma 3.5 of [9]) yield that \( |\tilde{X}^r|_{\infty,\rho} \) converges to zero in probability as \( r \to \infty \). Combining these observations we
get from (4.38) and (4.39) that \((\hat{Q}^r, \hat{Y}^r)\) converge, uniformly over \([0, \rho]\), in probability, to 
\((q + \frac{\epsilon_0}{\rho} R y^* i, \frac{\epsilon_0 y^*}{\rho})\). In particular, this shows that 
\[
(q^{r,0}(0), y_0^{r,0}) = (\hat{Q}^r(\rho), \hat{Y}^r(\rho)) \Rightarrow (q + \epsilon_0 R y^*, \epsilon_0 y^*) = (q^{(0)}(0), y_0^{(0)}). \tag{4.44}
\]

Finally we prove the convergence of \((q^{r,0}, z^{r,0})\) to \((q^{(0)}, z^{(0)})\). We will apply Theorem 4.1 of [27]. Note that 
\[
q^{r,0}(t) = q^{r,0}(0) + w^{r,0}(t) + R z^{r,0}(t), \quad t \in [0, \theta],
\tag{4.45}
\]
where \(w^{r,0}\) is a \(D^1_{\theta}\) valued random variable defined as 
\[
w^{r,0}(t) = (\hat{\zeta}^r(t) - \hat{\zeta}^r(\rho/r))1_{(\rho/r, \infty)}(t).
\]
From (4.44) and (4.37) 
\[
q^{r,0}(0) \to q^{(0)}(0) \quad \text{and} \quad w^{r,0} \Rightarrow \hat{\zeta}, \quad \text{as} \ r \to \infty. \tag{4.46}
\]
Next, for \(t \in [\rho/r, \theta)\), write 
\[
z^{r,0}(t) = \hat{H}^{r,0}(t) + \hat{L}^{r,0}(t), \tag{4.47}
\]
where for \(j \in \mathbb{J}\), 
\[
\hat{H}^{r,0}_j(t) = r \int_{[\rho/r, t]} \left(1 - 1_{S_j^{r,1}}(s)\right) d \left(x_j^r s - \hat{T}^{r,1}_j(s)\right) + r \int_{[\rho/r, t]} 1_{S_j^{r,2}}(s) d \hat{T}^{r,1}_j(s),
\]
\[
\hat{L}^{r,0}_j(t) = r x_j^r \int_{[\rho/r, t]} 1_{S_j^{r,1}}(s) ds,
\]
with \(S_j^{r,i}\) defined in (4.16). Using calculations similar to those in the proof of Proposition 4.3 (see (4.21)), we get 
\[
\sup_{\rho/r \leq t \leq \theta} \left| r \int_{[\rho/r, t]} 1_{S_j^{r,2}}(s) \hat{T}^{r,1}_j(s) \right| \to 0 \text{ in probability, as } r \to \infty, \tag{4.48}
\]
for all \(j \in \mathbb{J}\).

Also, from (4.12) it follows that 
\[
\sup_{\rho/r \leq t \leq \theta} \left| r \int_{[\rho/r, t]} \left(1 - 1_{S_j^{r,1}}(s)\right) d (x_j^r s - \hat{T}^{r,1}_j(s)) \right| \leq \frac{\Delta^r}{r}.
\]
Combining the above estimates 
\[
\sup_{\rho/r \leq t \leq \theta} |\hat{H}^{r,0}_j(t)| \to 0, \text{ in probability, as } r \to \infty. \tag{4.49}
\]
Also, \(\hat{L}^{r,0}(t) = (\text{diag}(x^r)) C \hat{\rho}^{r,0}(t)\), where for \(i \in \mathbb{I}\) and \(t \in [\rho/r, \theta]\) 
\[
\hat{\rho}^{r,0}_i(t) = r \int_{[\rho/r, t]} 1_{\{Q^{r,0}_i(\rho(r)) \leq r \Theta(r)\}} ds = r \int_{[\rho/r, t]} 1_{\{Q^{r,0}_i(\rho(r)) \leq r \Theta(r)\}} ds. \tag{4.50}
\]
Recall that \( z^{r,0}(t) = 0 \) for \( t \in [0, \rho/r] \). Hence, setting \( \tilde{H}^{r,0}(t) = \hat{r}^{r,0}(t) = 0 \) for \( t \in [0, \rho/r] \), we have from (4.45) and (4.47)

\[
q^{r,0}(t) = q^{r,0}(0) + w^{r,0}(t) + R\tilde{H}^{r,0}(t) + D\dot{\hat{r}}^{r,0}(t), \ t \in [0, \theta]
\]

From (4.46) and (4.49) we now have that as \( r \to \infty \),

\[
q^{r,0}(0) + w^{r,0} + R\tilde{H}^{r,0} \Rightarrow q^{(0)} + \zeta
\]

in \( D^1_\theta \). Using the definition of \( p^r \), Assumption 2.13 and elementary properties of renewal processes (see similar arguments in (4.21) and (4.28)) we have that for some \( C_4 \), as \( r \to \infty \)

\[
P(\sup_{s \in [\rho/r, \theta]} |\hat{\zeta}(\hat{r}^0(s)) - \hat{\zeta}(\hat{r}^0(s))| > \epsilon) \leq C_2 r^2 \theta \frac{1}{\Delta r} \frac{1}{(\Delta r)^m} = C_2 r^2 \theta \frac{1}{r^k(m+1)} \to 0.
\]

This shows that

\[
\sup_{s \in [0, \theta]} |q^{r,0}(s) - q^{r,0}(\hat{r}^0(s))| \to 0 \text{ in probability, as } r \to \infty.
\]

Using Theorem 4.1 of [27] along with (4.50), (4.51), (4.52) and (4.53) we now have that

\[
(\hat{\zeta}, q^{r,0}) \Rightarrow (\zeta, \Gamma(q^{(0)}(0) + \zeta), \hat{\Gamma}(q^{(0)}(0) + \zeta)) \text{ as } r \to \infty,
\]

as \( D^1 \times D^1_\theta \times D^1_\theta \) valued random variables. Since

\[
\Gamma(q^{(0)}(0) + \zeta) = q^{(0)} \text{ and diag}(x^r)\hat{\Gamma}(q^{(0)}(0) + \zeta) = \varepsilon^{(0)},
\]

we get from the above display that \( (q^{r,0}, \varepsilon^{r,0}) \Rightarrow (q^{(0)}, \varepsilon^{(0)}) \) as \( r \to \infty \). Combining this with (4.44) and observations below (4.37) we have \( \mathcal{J}^r[0] \Rightarrow \mathcal{J}[0] \) which completes the proof of (i).

We now prove (ii). We can write

\[
\mathcal{J}^r[n+1] = \left( \mathcal{J}^r[n], (\hat{y}^{r,n+1}, \hat{y}^{r,n+1}, y_0^{r,n+1}, q^{r,n+1}, \varepsilon^{r,n+1}) \right)
\]

\[
\mathcal{J}[n+1] = \left( \mathcal{J}[n], (\hat{y}^{(n+1)}, y_0^{(n+1)}, q^{(n+1)}, \varepsilon^{(n+1)}) \right).
\]

By assumption,

\[
\mathcal{J}^r[n] \Rightarrow \mathcal{J}[n]
\]

and thus in particular (4.37) holds. This shows that \( \hat{\chi}^{r,n}(n+1) \Rightarrow \chi^{n}(n+1) \) and as a consequence, using continuity properties of \( \varpi_{n+1} \),

\[
\hat{y}^{r,n+1} \Rightarrow \varpi_{n+1}(\hat{\chi}^{r,n}(n+1), U_{n+1}) \Rightarrow \varpi_{n+1}(\chi^{n}(n+1), U_{n+1}) = \hat{y}^{(n+1)}.
\]

In fact, this shows the joint convergence: \( (\mathcal{J}^r[n], \hat{y}^{r,n+1}) \Rightarrow (\mathcal{J}[n], \hat{y}^{n+1}) \). In particular, we have

\[
(\hat{y}^{r,n+1}, \hat{\zeta}^r((n+1)\theta)) = (\hat{y}^{r,n+1}, q^{r,n}(\theta)) \Rightarrow (\hat{y}^{(n+1)}, \hat{q}^{(n)}(\theta)) = (\hat{y}^{(n+1)}, \hat{Q}((n+1)\theta-)).
\]
For the remaining proof, to keep the presentation simple, we will not explicitly note the joint convergence of all the processes being considered. From continuity of the map \( \vartheta_{\epsilon_0} \) we now have that
\[
y^{\tau,n+1} = \vartheta_{\epsilon_0}(\hat{Q}((n+1)\theta), \tilde{y}^{\tau,n+1}) \Rightarrow \vartheta_{\epsilon_0}(\hat{Q}((n+1)\theta-), \tilde{y}^{(n+1)}) = y^{(n+1)}.
\]
Next we consider the weak convergence of \( y^{\tau,n+1}_0 \) to \( y^{(n+1)}_0 \). The proof is similar to the case \( n + 1 = 0 \) treated in first part of the lemma (cf. below (4.37)) and so only a sketch will be provided. Note that
\[
y^{\tau,n+1}_0 = y^{\tau,n}_0 + \epsilon^{\tau,n}(\vartheta) + (\hat{X}^\tau((n+1)\theta + \rho/r) - \hat{X}^\tau((n+1)\theta))
\]
\[
q^{\tau,n+1}(0) = q^{\tau,n}(\vartheta) + (\hat{Q}^\tau((n+1)\theta + \rho/r) - \hat{Q}^\tau((n+1)\theta)).
\]
Weak convergence of \( (q^{\tau,n}(\vartheta), y^{\tau,n}_0 + \epsilon^{\tau,n}(\vartheta)) \) to \( (q^{(n)}(\vartheta), y^{(n)}_0 + \epsilon^{(n)}(\vartheta)) \) is a consequence of (4.54). Next, abusing notation introduced above (4.37), define for \( t \in [0, \rho] \)
\[
\hat{Q}^\tau(t) = \frac{1}{r}(Q^\tau(r^2\theta(n+1) + rt), \tilde{q}^\tau = \hat{Q}^\tau(0), \hat{Y}^\tau(t) = \frac{1}{r}(Y^\tau(r^2\theta(n+1) + rt) - Y^\tau(r^2\theta(n+1))).
\]
Processes \( \hat{X}^\tau, \hat{T}^\tau, \hat{T}^{\tau,1}, \tilde{\zeta}^\tau \) are defined similarly to \( \hat{Y}^\tau \). Then, equations (4.38)-(4.39) are satisfied with these new definitions. Hence, using arguments similar to the ones used in the proof of (4.44) (in particular making use of Proposition 4.6) we have that \( (\hat{Y}^\tau, \hat{Q}^\tau) \) converges in distribution to
\[
\left( \frac{y^{(n+1)}(\cdot)}{\rho}t, \hat{Q}((n+1)\theta-)+\frac{1}{\rho}Ry^{(n+1)}t \right),
\]
as \( r \to \infty \). Combining the above observations, we have, as \( r \to \infty \),
\[
(q^{\tau,n+1}(0), y^{\tau,n+1}_0) = (\hat{Q}^\tau(\vartheta), \hat{Y}^\tau(\vartheta)) \Rightarrow \left( \hat{Q}((n+1)\theta), y^{(n)}_0 + \epsilon^{(n)}(\vartheta) + y^{(n+1)} \right) = (q^{(n+1)}(0), y^{(n+1)}_0).
\]
Finally, we consider weak convergence of \( (q^{\tau,n+1}, \epsilon^{\tau,n+1}) \) to \( (q^{(n+1)}, \epsilon^{(n+1)}) \). Similar to (4.45), we have
\[
q^{\tau,n+1}(t) = q^{(n+1)}(0) + w^{\tau,n+1}(t) + R\epsilon^{\tau,n+1}(t), \quad t \in [0, \theta],
\]
where \( w^{\tau,n+1} \) is a \( \mathcal{D}^I_{\theta} \) valued random variable defined as
\[
w^{\tau,n+1}(t) = \left( \tilde{\zeta}^\tau(t + (n+1)\theta) - \tilde{\zeta}^\tau((n+1)\theta + \rho/r) \right) 1_{[\rho/r, \infty)}(t).
\]
Using (4.56) and (4.37), as \( r \to \infty \)
\[
q^{\tau,n+1}(0) + w^{\tau,n+1} \Rightarrow q^{(n+1)}(0) + \tilde{\zeta}^\tau((n+1)\theta + \cdot) - \tilde{\zeta}^\tau((n+1)\theta).
\]
Weak convergence of \( (q^{\tau,n+1}, \epsilon^{\tau,n+1}) \) to \( (q^{(n+1)}, \epsilon^{(n+1)}) \) now follows exactly as below (4.46). Combining the above weak convergence properties we now have \( \mathcal{J}^{\tau}[n+1] \Rightarrow \mathcal{J}[n+1] \) and the result follows.

\[\square\]
4.4. Proof of Proposition 4.6.

We will only consider the case $n = 0$. The general case is treated similarly. Let $M_r = \lfloor \frac{r^2}{\nu r} \rfloor$. From Assumption 2.13, for each $\delta > 0$, one can find $C_1(\delta)$ such that for $i \in \mathcal{I}$, $j \in \mathcal{J}$, $r \geq 1$ and $k \leq M_r$

\[
\mathbb{P}(|E_i^r((k+1)\Delta^r) - E_i^r(k\Delta^r) - \alpha_i^r \Delta^r| \geq \delta \Delta^r) \leq \frac{C_1(\delta)}{r \cdot \nu r},
\]

\[
\mathbb{P}(|S_j^r(T_j^{r,1}((k+1)\Delta^r)) - S_j^r(T_j^{r,1}(k\Delta^r)) - \beta_j^r \Delta^r| \geq \delta \Delta^r) \leq \frac{C_1(\delta)}{r \cdot \nu r},
\]

\[
\mathbb{P}(|\Phi_j^r \Phi(S_j^r(T_j^{r,1}((k+1)\Delta^r))) - \Phi_j^r \Phi(S_j^r(T_j^{r,1}(k\Delta^r))) - \Phi_j^r \Phi(S_j^r(T_j^{r,1}((k+1)\Delta^r)))| \geq \delta \Delta^r) \leq \frac{C_1(\delta)}{r \cdot \nu r},
\]

(4.58)

where $\tau_j^r = T_j^{r,1}((k+1)\Delta^r) - T_j^{r,1}(k\Delta^r) = (x_j^* - \frac{e_0 y_j^*}{\rho})\Delta^r$. Denote the union, over all $i, j$, of events on the left side of the three displays in (4.58) by $H_k^r$. Then the above estimates, along with (4.2), yield

\[
\mathbb{P}(\cup_{k=0}^{M_r} H_k^r) \to 0, \text{ as } r \to \infty.
\]

(4.59)

Define for $k = 0, 1, \ldots, M_r$, $Q_0^r((k+1)\Delta^r) \equiv Q^r(k\Delta^r) + \alpha^r \Delta^r - (C - P') \text{diag}(\beta^r)(x^* - \frac{e_0 y^*}{\rho})\Delta^r - C_2 \Delta^r 1_I.$

Note that, on the set $(H_k^r)^c$, we have for some $C_2 > 0$

\[
Q_0^r((k+1)\Delta^r) \geq Q^r(k\Delta^r) + \alpha^r \Delta^r - (C - P') \text{diag}(\beta^r)(x^* - \frac{e_0 y^*}{\rho})\Delta^r - C_2 \Delta^r 1_I.
\]

Using Assumption 2.1 we now have that for some $C_3$, on the set $(H_k^r)^c$, for all $r \geq r_0$,

\[
Q_0^r((k+1)\Delta^r) \geq Q^r(k\Delta^r) + \frac{e_0}{\rho} R y^* \Delta^r - \left( C_2 \Delta^r + \frac{C_3}{r} \right) 1_I.
\]

Recall that $R y^* > \gamma_0 1_I$. Fix $\delta$ small enough so that for some $\epsilon_1 > 0$ and $r_1 > r_0$,

\[
\frac{e_0}{\rho} \gamma_0 - (C_2 \delta + \frac{C_3}{r}) \geq \epsilon_1, \text{ for all } r \geq r_1.
\]

(4.60)

Then, for every $k = 0, 1, \ldots, M_r$,

on the set $(H_k^r)^c$, $Q^r((k+1)\Delta^r) \geq Q_0^r((k+1)\Delta^r) \geq Q^r(k\Delta^r) + \epsilon_1 1_I \Delta^r$, $r \geq r_1$. (4.61)

Recall $d_1$ introduced above (4.3). Let $m_0$ be large enough so that $\epsilon_1 m_0 > d_1$. Then using (4.61), we get that

on the set $\bigcap_{k=0}^{M_r} (H_k^r)^c$, $Q^r(k\Delta^r) \geq d_1 1_I \Delta^r$, for all $k = m_0, \ldots, M_r$, $r \geq r_1$. (4.62)
Next, let
\[ F^r_k = \{ \omega : \inf_{i \in \mathbb{I}} Q^r_i(k \Delta^r, \omega) \geq d_1 \Delta^r \} \cap \{ \omega : Q^r_i(t, \omega) = 0 \text{ for some } i \in \mathbb{I}, t \in [k \Delta^r, (k + 1) \Delta^r] \} \]
\[ = G^r_k \cap B^r_k. \] (4.63)

Using estimates below (4.20) we see that
\[ \mathbb{P}(\bigcup_{k=0}^{M_r} F^r_k) \to 0, \quad \text{as } r \to \infty. \] (4.64)

Also, from (4.62),
\[ \liminf_{r \to \infty} \mathbb{P}(G^r_{m_0}) \geq \liminf_{r \to \infty} \mathbb{P}\left(G^r_{m_0} \cap \bigcap_{k=0}^{M_r} (H^r_k)^c \right) = \liminf_{r \to \infty} \mathbb{P}\left(\bigcap_{k=0}^{M_r} (H^r_k)^c \right) = 1. \] (4.65)

Next, for \( r \geq r_1, \)
\[ \mathbb{P}\left(\bigcup_{k=m_0}^{M_r} B^r_k \right) \leq \mathbb{P}\left(\bigcup_{k=m_0}^{M_r} (B^r_k \cap G^r_{m_0}) \right) + \mathbb{P}\left(\left( G^r_{m_0} \right)^c \right). \] (4.66)

Also,
\[
\mathbb{P}\left(\bigcup_{k=m_0}^{M_r} (B^r_k \cap G^r_{m_0}) \right) = \mathbb{P}\left(\bigcup_{k=m_0}^{M_r} (B^r_k \cap G^r_{m_0}) \bigcap \bigcup_{k=0}^{M_r} H^r_k \right) \\
+ \mathbb{P}\left(\bigcup_{k=m_0}^{M_r} (B^r_k \cap G^r_{m_0}) \bigcap \bigcap_{k=0}^{M_r} (H^r_k)^c \right) \\
\leq \mathbb{P}\left(\bigcup_{k=0}^{M_r} H^r_k \right) + \mathbb{P}\left(\bigcup_{k=m_0}^{M_r} (B^r_k \cap G^r_k) \right), \] (4.67)

where the last inequality is a consequence of the fact that on \( \bigcap_{k=0}^{M_r} (H^r_k)^c, \ G^r_k \subseteq G^r_{k+1} \) for \( k \geq m_0. \) From (4.59) and (4.64) the above expression is seen to approach zero as \( r \to \infty. \) Using this observation and (4.65) in (4.66) we now see that \( \mathbb{P}\left(\bigcup_{k=m_0}^{M_r} B^r_k \right) \to 0 \) as \( r \to \infty. \) Finally, recalling the definition of \( B^r_k, \) we have
\[ \mathbb{P}(Q^r_i(s) = 0, \text{ for some } i \in \mathbb{I} \text{ and } s \in [m_0 \Delta^r, r \rho]) = \mathbb{P}(\bigcup_{k=m_0}^{M_r} B^r_k). \]

The proposition now follows on setting \( \rho_r = \frac{m_0 \Delta^r}{r}. \)

5. Appendix.

5.1. Proof of Proposition 4.1:

It is immediate from the construction that \( T^r \) satisfies (i)-(iii) of Definition 2.7. We now verify that with \( \mathcal{G} = \sigma(\mathcal{U}_i, i \geq 1), \)
\[ T^r \text{ satisfies (iv).} \] (5.68)
The proof of (5.68) is similar to that of Theorem 5.4 in [9], which shows that if a policy satisfies certain natural conditions (see Assumptions 5.1, 5.2, 5.3 therein), then it is admissible (in the sense of Definition 2.7 of the current paper). The policy $T^r$ constructed in Section 4.1 does not exactly satisfy conditions in Section 5 of [9] but it has similar properties. Since most of the arguments are similar to [9], we only provide a sketch, emphasizing only the changes that are needed. For the convenience of the reader, we use similar notations as in [9]. Also, we suppress the superscript $r$ from the notation. Recall from (4.8) that
\[
T_j(t) = \int_{[0,t]} 1_{\{Q_{\sigma_1}(u) > 0\}} 1_{\{Q_\sigma(\vartheta(u)) > \Theta(u)\}} \tilde{T}_j^{(1)}(u) du, \quad j \in \mathbb{J}, t \geq 0. \tag{5.69}
\]
In particular, Assumption 5.1 of [9] is satisfied. In view of (2.1) the integrand above has countably many points (a.s.) where the value of $\tilde{T}_j^{(1)}$ changes from 0 to 1 (or vice versa). Denote these points by $\{\bar{\Upsilon}_{\ell}\}_{\ell \in \mathbb{N}}$. Set $\bar{\Upsilon}_0 = 0$. We refer to these points as the “break-points” of $T$. Break-points are boundaries of the intervals of the form $\{(nt^2 \theta, (n + 1)t^2 \theta)\}_{n}$ or those of subintervals of length $\ell_i^{1,k,n}$ or $\ell_i^{2,k,n}$ for some $k, i, n$ (see (4.1)), see also (4.4) for $\ell_i^{1,k}$ or $\ell_i^{2,k}$) that are used to define the policy $T$. Next, define $\{\Upsilon_{\ell}\}_{\ell \in \mathbb{N}}$ as the countable set of (random) “event-points” as defined in [9] (denoted there as $\{\Upsilon_{\ell}\}_{\ell \in \mathbb{N}}$). These are the points where either an arrival of a job or service completion of a job takes place anywhere in the network. Combining the event-points and the break points, we get the set of “change-points” of the policy $T$ denoted by $\{\Upsilon_{\ell}\}$:
\[
\{\Upsilon_{\ell}\} = \{\bar{\Upsilon}_0\} \cup \{\bar{\Upsilon}_{\ell}\}.
\]
We will assume that the sequence $\{\Upsilon_{\ell}\}$ [resp. $\{\bar{\Upsilon}_0\}$, $\{\bar{\Upsilon}_{\ell}\}$] is indexed such that $\Upsilon_{\ell}$ [resp. $\bar{\Upsilon}_0$, $\bar{\Upsilon}_{\ell}$] is a strictly increasing sequence in $\ell$.

As noted earlier, [9] uses the notation $\{\Upsilon_{\ell}\}$, instead of $\{\bar{\Upsilon}_0\}$, for event points. We have made this change of notation since $\{\Upsilon_{\ell}\}$ here plays an identical role as that of event points in the proof of [9]. In particular, it is easily seen that Assumption 5.2 of [9] holds with this new definition of $\{\Upsilon_{\ell}\}$. We will next verify Assumption 5.3 (a non-anticipativity condition) of [9] in Lemma 5.1 below.

For $i \in \mathbb{I}$ and $\ell \in \mathbb{N}_0$, let $u_i^{\ell} = \xi_i(E_i(\Upsilon_{\ell}) + 1) - \Upsilon_{\ell}$. Thus, $u_i^{\ell}$ is the residual (exogenous) arrival time at the $i$-th buffer at time $\Upsilon_{\ell}$, unless an arrival of $i$-th class occurred at time $\Upsilon_{\ell}$, in which case it equals $u_i^{\ell} = u_i(E_i(\Upsilon_{\ell}) + 1)$. Similarly, for $j \in \mathbb{J}$, $\ell \in \mathbb{N}_0$, define $v_j^{\ell} = \eta_j(S_j(\Upsilon_{\ell}) + 1) - \Upsilon_{\ell}$. Next write $T(t) = \int_0^t \dot{T}(s) ds$, where $\dot{T}$ is right continuous. For $i \in \mathbb{I}$, set $Q_{i,0} = 0$, and for $\ell \geq 1$, $Q_{i,\ell} = Q_{i}(\Upsilon_{\ell})$. Also, for $j \in \mathbb{J}$, and $\ell \geq 0$, let $\dot{T}_j = \dot{T}_j(\Upsilon_{\ell})$. Let $\dot{T}_j^{-1} = 0$. Finally, define for $\ell \geq 0$,
\[
\chi^{\ell} = \left\{ \left( \Upsilon_{\ell}, u_i^{\ell}, v_j^{\ell}, Q_{i,\ell}, \dot{T}_j^{\ell-1} : i \in \mathbb{I}, j \in \mathbb{J}, \{\mathcal{U}_{i} : i \in \mathbb{N}\} : \ell' = 0, \ldots, \ell \right) \right\}. \tag{5.70}
\]
The definition of $\chi^{\ell}$ above is similar to that in [9], with the exception of the sequence $\{\mathcal{U}_{i} : i \in \mathbb{N}\}$. This enlargement of the collection $\chi^{\ell}$ is needed due to the randomization step, involving the sequence $\{\mathcal{U}_{i}\}$, in the construction of the policy (see (4.10)). In [9], part (iv) of the admissibility requirement (for the smaller class of policies considered there) was in fact shown with respect to a smaller filtration, namely $\mathcal{F}^r((m, n))$. Here, using the above enlargement, we will show...
Lemma 5.1. \( \hat{T}(\Upsilon_\ell) \) is a measurable function of \( \chi^\ell \), for all \( \ell \in \mathbb{N}_0 \).

**Proof.** Let for \( m \in \mathbb{N}_0 \), \( L_m = (\bar{\Upsilon}^1_m + \bar{\Upsilon}^1_m) \) denote the length of the \( m \)-th break-point interval. Define \( \kappa^0 = 0 \) and \( \kappa^\ell = \max\{m \geq 0 : \bar{\Upsilon}^1_m \leq \Upsilon_\ell\} \) for \( \ell \in \mathbb{N}_0 \). Hence, \( \kappa^\ell \) denotes the number of break-points that preceded the \( \ell \)-th change-point, and \( \bar{\Upsilon}^1_\kappa^\ell \) is the “last” break-point before the \( \ell \)-th change-point \( \Upsilon_\ell \) (note that \( \kappa^\ell \leq \ell \)) for all \( \ell \in \mathbb{N}_0 \). Also define for \( \ell \in \mathbb{N}_0 \), \( \Delta^\ell = (\bar{\Upsilon}^1_\kappa^\ell + L_{\kappa^\ell} - \Upsilon_\ell) \) as the “residual” time for the next break-point after \( \Upsilon_\ell \). In particular \( \Delta^\ell = 0 \) implies that \( \Upsilon_\ell \) itself is a break-point. By definition of \( T \) (see (4.10)), it follows that \( \kappa^\ell, \bar{\Upsilon}^1_\kappa^\ell, L_{\kappa^\ell} \) and hence \( \Delta^\ell \) are all measurable functions of \( \chi^\ell \) for \( \ell \in \mathbb{N}_0 \). Summarizing this we get

\[
\kappa^\ell, \Delta^\ell, \bar{\Upsilon}^1_\kappa^\ell \text{ are measurable functions of } \chi^\ell, \text{ for } \ell \in \mathbb{N}_0.
\]

(5.71)

Using notation from [9], let \( J_i = \{ j \in \mathbb{I} : \sigma_1(j) = i \} \) be the set of all activities that are associated with the buffer \( i \) and, for \( a \in \{0, 1\}^\mathbb{J} \), \( J_i(a) \) as be defined by equation (5.2) of [9]. Then \( J_i(T(t)) \) denotes all activities in \( J_i \) that are active at time \( t \geq 0 \), under \( T \). Clearly, for \( \ell \in \mathbb{N}_0 \),

\[
\Upsilon_\ell = \Upsilon_{\ell-1} + \min_{i \in \mathbb{I}} \min \left\{ \Delta^\ell_{i-1}, u^\ell_{i-1}, v^\ell_{j-1} : j \in J_i(\hat{T}^\ell_{i-1}) \right\}.
\]

(5.72)

For \( i \in \mathbb{I} \), let \( I^\ell_i \) be the indicator function of the event that at the change-point \( \Upsilon_\ell \) an arrival or service completion occurs at buffer \( i \). More precisely, for \( i \in \mathbb{I} \) and \( \ell \geq 0 \),

\[
I^\ell_i = 1, \quad \text{if } \min_{i \in \mathbb{I}} \left\{ u^\ell_{i-1}, v^\ell_{j-1} : j \in J_i(\hat{T}^\ell_{i-1}) \right\} = \min_{i \in \mathbb{I}} \left\{ \Delta^\ell_{i-1}, u^\ell_{i-1}, v^\ell_{j-1} : j \in J_i(\hat{T}^\ell_{i-1}) \right\},
\]

(5.73)

\[
= 0, \quad \text{otherwise}.
\]

From (5.71) and (5.70), it follows that:

Both \( I^\ell_i, \Upsilon_\ell \) are measurable functions of \( \chi^\ell, \ell \in \mathbb{N}_0 \).

(5.74)

Using (4.10) and the construction below it, along with (5.74), it is easily checked that \( \hat{T}^{(1)}(\Upsilon_\ell) \) is a measurable function of \( \chi^\ell \). Next, for \( j \in \mathbb{J} \),

\[
\hat{T}_j^{(1)}(\Upsilon_\ell) = 1_{\{(Q_{\sigma_1(j)}(\chi^\ell))(\Upsilon_\ell) > 0\}} 1_{\{(Q_{\sigma_1(j)}(\chi^\ell))(\Upsilon_\ell) > \Theta(\Upsilon_\ell)\}} \hat{T}_j(\Upsilon_\ell).
\]

(5.75)

From (5.74) and (5.70), \( \Theta(\Upsilon_\ell) \) and \( Q_{\sigma_1(j)}(\Upsilon_\ell) \) are \( \chi^\ell \) measurable. Thus, so is the first indicator in the above display. Also, since \( p(\Upsilon_\ell) \) is either \( \Upsilon_\ell \) or \( \bar{\Upsilon}^1_\kappa^\ell \) depending on whether \( \Upsilon_\ell \) is in \( \bigcup_{n \leq p_0} I_2(n) \) or not – and both \( Q_{\sigma_1(j)}(\Upsilon_\ell) \) and \( Q_{\sigma_1(j)}(\bar{\Upsilon}^1_\kappa^\ell) \) are \( \chi^\ell \) measurable we see that the second indicator in (5.75) is \( \chi^\ell \) measurable as well. The lemma follows on combining the above observations.

\[\]
5.2. Proof of Lemma 4.2:

Since $h^n$ is equicontinuous, pre-compactness of $(f^n, g^n, h^n, \gamma^n)$ is immediate. Suppose now that $(f^n, g^n, h^n, \gamma^n)$ converges (in $D^{3I+1}$), along some subsequence, to $(f, g, h, \gamma)$. Then $\gamma(t) = t$ for $t \geq 0$ and $f, g, h \in C^I$. Also, for suitable measurable maps $\tilde{h}_i : [0, \infty) \rightarrow [0, 1]$, $i \in I$,

$$h_i(t) = \int_{[0,t]} \tilde{h}_i(s) ds, \ i \in I, t \geq 0$$

If $\psi : [0, \infty) \rightarrow \mathbb{R}$ is a continuous map with compact support then, along the above subsequence,

$$\int_{[0,t]} \psi(f^n_i(s))1_{\{f^n_i(\gamma^n(s)) \leq \epsilon_n\}} ds \rightarrow \int_{[0,t]} \psi(f_i(s))\tilde{h}_i(s) ds, \ t \geq 0, \ i \in I.$$ 

Suppose now that $\text{supp}(\psi) \subset (\delta, \infty)$ for some $\delta > 0$. Then the left side of the above display converges to 0 and so for all $t, i$, $\int_{[0,t]} \psi(f_i(s))\tilde{h}_i(s) ds = 0$ for such $\psi$. Since $\delta > 0$ is arbitrary, we get

$$\int_{[0,t]} 1_{\{f_i(s) = 0\}} \tilde{h}_i(s) ds = h_i(t).$$

The result follows.
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