Half-quantized Non-Abelian Vortices in Neutron $^3P_2$ Superfluids inside Magnetars
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We point out that half-quantized non-Abelian vortices exist as the minimum energy states in rotating neutron $^3P_2$ superfluids in the inner cores of magnetars with magnetic field greater than $3 \times 10^{15}$ Gauss, while they do not in ordinary neutron stars with smaller magnetic fields. One integer vortex is split into two half-quantized vortices. The number of vortices is about $10^{19}$ and they are separated at about $\mu$m in a vortex lattice for typical parameters, while the vortex core size is about 10-100 fm. They are non-Abelian vortices characterized by non-Abelian first homotopy group, and consequently when two vortices corresponding to non-commutative elements collide, a rung vortex must be created between them, implying the formation of an entangled vortex network inside the cores of magnetars. We find the spontaneous magnetization in the vortex core showing anti-ferromagnetism whose typical magnitude is about $10^{-8}$ Gauss that is ten times larger than that of integer vortices, when external magnetic fields are present along the vortex line.

I. INTRODUCTION

Neutron stars (NSs) or pulsars are rapidly rotating, massive and compact stars accompanied by a strong magnetic field, and so they provide a subject extensively studied in broad area of physics from astrophysics to nuclear and high energy physics and condensed matter physics. Most abundant middle-aged pulsars show magnetic field $B \sim 10^{11-13}$ Gauss on their surfaces. In recent years, young NSs with much stronger magnetic field $B \sim 10^{13-15}$ Gauss on their surfaces have been observed by the observations of some soft gamma ray repeaters and anomalous X-ray pulsars. This class of NSs is called as magnetars [1-4]. There have been various theoretical attempts to attribute the origin of the strong magnetic field of NSs to the intrinsic magnetization of the neutron star matter. However, no enough explanation about their origin has been given. Here, we discuss consequences of such strong magnetic fields in magnetars in the presence of neutron superfluids in their cores.

Neutrons are believed to form Cooper pairs to constitute a superfluid inside the cores of neutron stars since the proposal [5], as in liquid helium 3, metallic superconductors, and ultracold fermion gases. At densities lower than the normal nuclear matter density, the conventional and isotropic singlet ($^1S_0$) pairs are formed while the anisotropic triplet ($^3P_0$) attractive interaction becomes comparable to the $^1S_0$ pairs at the normal nuclear matter density, where a transition is expected to occur [6-11]. The widely accepted observational evidence for the existence of neutron superfluids is observed long relaxation time $\tau$ (~ weeks for Crab and ~ years for Vela) after pulsar glitches [12-14]. Other signals contain the sudden speed-up events of neutron stars (called pulsar glitches [15]) proposed to be a consequence of the unpinning dynamics of a large number of superfluid vortices pinned on the nuclei [16], and the cooling process of a neutron star [17-18]. One of the most important consequences of the existence of a superfluid would be superfluid vortices. If a superfluid is rotating inside a neutron star, it must be threaded by superfluid vortices along the rotation axis, as well established in helium superfluids and ultracold atomic gases. The number $N_v$ of vortices with the unit circulation created inside rotating neutron stars can be estimated to be

$$N_v \sim 1.9 \times 10^{19} \left( \frac{1\text{ms}}{P} \right) \left( \frac{M^*}{900\text{MeV}} \right) \left( \frac{R}{10\text{km}} \right)^2$$

(1)

using the period $P$ of the neutron star, the effective neutron mass $M^*$, and the radius $R$ of the neutron superfluid. The vortices will constitute a lattice, and the mean distance between vortices is about $d \sim 1.7 \times 10^{-4}$ m for the typical values for $P$, $M^*$ and $R$ in Eq. (1), which is much larger than the coherence length $\xi \sim 10 – 100$ fm of the neutron superfluid, or the core size of vortices. Therefore, a large number of thin vortices must exist.

Exotic vortices are predicted to exist in recent developments of ultracold atomic gases, in particular in spinor Bose-Einstein condensates (BECs). Prime examples are fractionally quantized non-Abelian vortices [19-21] in spin-2 BECs. The term “non-Abelian” indicates elements of the first homotopy group to be non-Abelian (non-commutative) [22, 23], and consequently when two non-Abelian vortices, characterized by homotopy group elements that do not commute, collide, it is inevitable to form a rung vortex that bridges the two vortices [24, 25, 26], implying the formation of a tangled network of vortices and long lifetime of vortices after their formation at the phase transition [24, 26]. Such non-Abelian vortices may drastically change statistical properties of superfluids in non-equilibrium, such as the Kolmogorov law of energy cascades of quantum turbulence.
In this Letter, we point out that such non-Abelian vortices are present stably instead of conventional vortices in the neutron $^3P_2$ superfluids in the cores of neutron stars when they are accompanied by strong magnetic field larger than $3 \times 10^{15}$ Gauss corresponding to magnetars. In order to study the $^3P_2$ superfluids, the Ginzburg-Landau (GL) free energy, derived in Refs. [10, 11] in the weak coupling limit, is useful although it is valid only near the critical temperature. For instance, the ground state was determined to be in the nematic phase [27] according to the classification by Mermin [28]. In the absence of magnetic field, it is continuously degenerated up to the forth order, as the nematic phase of spin-2 BECs [29, 30]. The ground state in the presence of the magnetic field has been determined recently [31] to be the uniaxial nematic phase with the magnetic field smaller than $10^{14}$ Gauss corresponding to ordinary neutron stars, the $D_2$ biaxial nematic with intermediate magnetic field, and the $D_4$ biaxial nematic phase with magnetic field stronger than $3 \times 10^{15}$ Gauss corresponding to magnetars. Integer vortex structures in $^3P_2$ superfluids were discussed in the GL equation in the absence [11, 32, 33] and the presence [31] of magnetic fields. In particular, the spontaneous magnetization of a vortex core, pointed out in Ref. [33], has been calculated explicitly [31]. Here, we find half-quantized non-Abelian vortices in the $^3P_2$ superfluids in magnetars. In this case, the ground state is in the $D_4$ biaxial nematic phase. An integer vortex studied before is unstable to decay into two half-quantized non-Abelian vortices, and therefore non-Abelian vortices are the most fundamental topological degrees of freedom. We classify vortices, construct the vortex solutions, and calculate the magnetization of the vortex core induced by the neutron anomalous magnetic moment, with finding that it behaves as an anti-ferromagnet; it is magnetized opposite to the direction of the applied magnetic field. The typical magnitude of the magnetic field inside the vortex core is about $10^7$–$8$ Gauss that is ten times larger than that of integer vortices.

II. GINZBURG LANDAU FREE ENERGY FOR $^3P_2$ SUPERFLUIDS AND THE GROUND STATE

We first give the GL free energy and determine the ground states in the presence of strong magnetic fields. The GL free energy for the $^3P_2$ superfluids was derived in Refs. [10, 11, 31] in the weak coupling limit by considering only the excitations around the Fermi surface and assuming the contact interaction. The order parameter for $^3P_2$ superfluidity is given by $3 \times 3$ traceless symmetric tensor $A_{\mu}^i$ defined by

$$ A = \sum_{\mu i} i\sigma_\mu \sigma_y A_{\mu i} k_i $$

with the gap parameter $\Delta$. Here, the Latin letter $\mu$ and the Roman letter $i$ stand for the spin index and spatial coordinates, respectively. The continuous symmetry acting on the matrix $A$ is

$$ A \rightarrow e^{i\theta} g A^T, \quad e^{i\theta} \in U(1), \quad g \in SO(3). \quad (3) $$

The free energy density $F$ can be written as

$$ F = \int d^3r \left( f_{\text{grad}} + f_{2+4} + f_6 + f_H \right) \quad (4) $$

where the gradient term $f_{\text{grad}}$, the second, fourth $f_{2+4}$ and sixth order $f_6$ terms [31] and the magnetic interaction term $f_H$ are given by

$$ f_{\text{grad}} = K_i \partial_i A_{\mu j} \partial_i A_{\mu j} + K_2 (\partial_i A_{\mu j} \partial_j A_{\mu j} + \partial_i A_{\mu j} \partial_i A_{\mu j}) $$

$$ f_{2+4} = \alpha \text{Tr}(A^4) + \beta [(\text{Tr}(A^2))^2 - 2 \text{Tr}(A^4)], $$

$$ f_6 = \gamma [-3(\text{Tr}(A^4))^2 + 4(\text{Tr}(A^2))^3 $$

$$ + 12(\text{Tr}(A^2))^2 \text{Tr}(A^4)^2 + 6(\text{Tr}(A^2)^2 \text{Tr}(A^2 A^4)^2 $$

$$ + 8 \text{Tr}(A^4)^3 + 12 \text{Tr}(\text{Tr}(A^2)^2 A^4)] $$

$$ - 12 \text{Tr}[A^4 A^4 A^4 A^4] - 12 \text{Tr}(A^4 \text{Tr}(A^2 A^4)], $$

$$ f_H = g_H H^2 \text{Tr}(A^4) + g_H H \text{Tr}(A^4), \quad g_H \rho \text{Tr}(A^4), \mu \nu H_{\mu \nu}. $$

respectively. The GL parameters are summarized in Appendix A.

Following the classification of the ground states in the general case [28], the ground state of $^3P_2$ superfluids was found to be in the nematic phase [27], in which the tensor $A$ is in the form of $A \propto \text{diag}(r, -(1+r), 1)$ with a real parameter $r \in \mathbb{R}$ $(-1 \leq r \leq -1/2)$. The ground state in the presence of external magnetic field $H$ was determined recently [31] to be in the UN phase ($r = -1/2$) or in $D_2$ BN phase ($-1 < r < -1/2$) for the weak magnetic field for ordinary neutron stars, and the $D_4$ BN phase ($r = -1$) for the strong magnetic field greater than $3 \times 10^{15}$ Gauss for magnetars. Here, we consider such strong magnetic fields along the vortex line in the $z$ direction ($H \parallel z$) or the angular direction ($H \parallel \theta$). In the ground state, the eigenvalues of the matrix $A$ are $1$, $-1$ and $0$, among which the zero eigenvalue is directed along the magnetic field so that the energy contribution from the magnetic fields vanish. Consequently, the order parameter

$$ A_{g.s.} = \pm \sqrt{|\alpha|/2\delta} \text{diag}(1, -1, 0) \quad (6) $$

is diagonalized in the $(x, y, z)$ coordinate basis for $H \parallel z$ and in the $(\rho, \varphi, \theta)$ basis for $H \parallel \theta$. For the latter case, non-zero components are $A_{\rho \rho} = -A_{zz} = \pm \sqrt{|\alpha|/2\delta}$, and the order parameter in the original Cartesian $(x, z, y)$ coordinate basis can be obtained by $O(\theta) A_{g.s.} O^T(\theta)$ with

$$ O(\theta) = \begin{pmatrix}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{pmatrix}. \quad (7) $$

The symmetry of this state is $D_4$, defined by

$$ D_4 = \{(1, 1_3), (1, I_3), (1, I_2), (1, I_3), (-1, R), $$

$$ (-1, I_1 R), (-1, I_2 R), (-1, I_3 R) \} \subset U(1) \times SO(3), $$

$$ I_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad I_2 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, $$

$$ I_3 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad R = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \quad (8) $$
Here, \( I_{1,2,3} \) represent for \( \pi \) rotations around the first, second and third axes, respectively, where the labels represent for \( (1,2,3) = (x,y,z) \) for \( H \parallel z \) and \( (1,2,3) = (\rho, z, \theta) \) for \( H \parallel \Theta \). The element \( R \) represents for \( \pi/2 \) rotation around the third \( (3) \) axis \( (R^2 = I_3) \) and is accompanied by a \( \pi \) phase rotation of \( U(1) \). The same \( D_4 \) BN phase appears in spin-2 BECs \([21, 23, 30]\), and so these systems share common features. The order parameter space (OPS) of the \( D_4 \) BN phase is

\[
G/H = \frac{U(1) \times SO(3)}{D_4} \cong \frac{U(1) \times SU(2)}{D^*_4} \tag{9}
\]

where \( D^*_4 \) is the universal covering group of \( D_4 \), given by

\[
D^*_4 = \{(1, \pm 1_2), (1, \pm i \sigma_1), (1, \pm i \sigma_2), (1, \pm i \sigma_3),
(-1, \pm C), (-1, \pm i \sigma_1 C), (-1, \pm i \sigma_2 C), (-1, \pm i \sigma_3 C)\},
\]

\[
C = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 + i & 0 \\ 0 & 1 - i \end{pmatrix}, \quad (C^2 = i \sigma_3) \tag{10}
\]

with the Pauli matrices \( \sigma_n \). The nontrivial homotopy groups of the OPS in Eq. \((9)\) up to the 4th are

\[
\pi_1 = \mathbb{Z} \times D^*_4, \quad \pi_3 = \mathbb{Z}, \quad \pi_4 = \mathbb{Z}_2. \tag{11}
\]

We focus on the first homotopy group characterizing vortex cores that contains non-Abelian group \( D^*_4 \) (see Ref. \[23\] for the definition of the product “\( \times \)”), which arise from the product of the cubic body symmetry group \( Q \) for spin vortices in biaxial nematic liquid \([23, 30, 37]\), while the rests correspond to half-quantized non-Abelian vortices. We note that when two vortices characterized by the elements \( a \) and \( b \) collide, a vortex characterized by \([a,b]\) is created when it is a nonzero element and bridges two vortices \([23]\).

### III. Half-Quantized Vortex

Here we construct a half-quantized vortex corresponding to \((-1, R)\) in Eq. \((8)\) and \((-1, \pm C)\) in Eq. \((10)\). We consider the following Ansatz for the order parameter of a vortex state

\[
A = \sqrt{\frac{|\alpha|}{6\beta}} e^{i\theta/2} R(\theta) \begin{pmatrix} f & i g e^{im\phi+i\delta} & 0 \\ i g e^{im\phi+i\delta} & -f & 0 \\ 0 & 0 & 0 \end{pmatrix} R^T(\theta),
\]

\[
R(\theta) = \begin{pmatrix} \cos \theta/4 & -\sin \theta/4 & 0 \\ \sin \theta/4 & \cos \theta/4 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \tag{12}
\]

in the \((x,y,z)\) basis for \( H \parallel z \) and in the \((\rho, z, \theta)\) basis for \( H \parallel \Theta \), with the position dependence in the cylindrical coordinates \((\rho, z, \theta)\). For the latter, the order parameters in the Cartesian \((x,y)\) coordinates is \( O(\theta) A_O^T(\theta) \) with Eq. \((7)\). Here \( m \) is an integer and \( f(\rho), g(\rho) \) are profile functions with the boundary conditions

\[
(f,g) \to (\sqrt{3}, 0) \quad \text{as} \quad \rho \to \infty, \quad (0,0) \quad \text{as} \quad \rho \to 0. \tag{13}
\]

The configuration in Eq. \((12)\) corresponds to the element \((-1,R)\) of \( \pi_1 \) in Eq. \((10)\) because of \( R(\theta) = R \) and \( e^{i\theta/2} = -1 \) at \( \theta = 2\pi \). The overall phase \( e^{i\theta/2} \) represent half-quantization. Although \( e^{i\theta/2} \) is not single-valued, \( R \) gives the minus sign with keeping the order parameter itself single-valued at \( \theta = 2\pi \). The Ansatz in Eq. \((12)\) is the most general for axially symmetric configurations where the other components must vanish to be compatible with the group action.

We now solve vortex solutions numerically. With the boundary conditions in Eq. \((13)\), we solve the vortex profiles \( f \) and \( g \) as functions of the radial coordinate \( \rho \) and \( \theta \) in Fig. \[I\](a) and \( \Theta \) (b), respectively. In numerical simulations, we have changed \( \rho (0 \leq \rho < \infty) \) as tanh \( \rho \) \((0 \leq \tan \rho < 1)\), divided the domain of \( \tan \rho \) into 100 parts and solved the equations of motion in Appendix \([C]\) simultaneously in the Newton’s method. We set the magnetic field \((\text{arbitrary})\) larger than \( 3 \times 10^5 \) Gauss, for which the results do not depend on the value of the magnetic field. In Fig. \[I\](a), we plot the profiles \( f \) with \( m = 0 \) \((\text{the red curves})\) and \( m \neq 0 \) \((\text{the black curves})\) in the upper \((\text{for} \ H \parallel z \) and lower \((\text{for} \ H \parallel \Theta \) panels. For both the cases, as shown by the equation of motions for the cylindrical basis in Appendix \[C]\), Eq. \((C2)\) is proportional to \( g \) for \( m \neq 0 \). Due to the boundary conditions \( g = 0 \) at \( \rho = 0, \infty \), only the trivial solution \( g = 0 \) is allowed for \( m \neq 0 \) where all \( m \neq 0 \) give the identical solution. For \( H \parallel \Theta \) in the lower panels, the profiles \( f \) with \( m = 0 \) \((\text{the red curve})\) and \( m \neq 0 \) \((\text{the black curves})\) take different values although they are almost overlapped. In summary, we have obtained two solutions \( g = 0 \) and \( g \neq 0 \) for each case of \( H \parallel z \) and \( H \parallel \Theta \). The solutions \( g = 0 \) are metastable solutions.

Next, we calculate the spontaneous magnetization of \( P_2 \) vortex cores due to the neutron anomalous magnetic moment. The vortex magnetization \( M(\rho) \) in the half-quantized vortex core can be calculated as

\[
M = \frac{\gamma_n \hbar}{2} \hat{\sigma}, \tag{14}
\]

with the gyromagnetic ratio \( \gamma_n \) of the neutrons and

\[
\hat{\sigma} = T \sum_n \int \frac{d^3k}{(2\pi)^3} \text{Tr}(\sigma G(k, \omega_n))
= \frac{4}{9} N'(0) k_F^2 \frac{|\alpha|}{6\beta} g(\rho) 2f(\rho) \cos \theta \zeta \tag{15}
\]

where \( G(k, \omega_n) \) is a thermal Green function and \( \omega_n = (2n + 1)\pi T \) is the Matsubara frequency and \( N'(0) = \frac{M^2}{2\pi^2 k_F} \) is the density of states differentiated by the energy \( E = k^2/2M \), \( N' = \frac{M^2}{2\pi^2} \), evaluated at the Fermi surface \( k = k_F \). We obtain the magnetization \( M \) as a function of \( \rho \) and plot \( M_z \) in Fig. \[I\](c). The red and black curves correspond to the cases for \( g \neq 0 \) \((m = 0)\) and \( g = 0 \) \((m \neq 0)\). First, due to the axial symmetry around the \( z \) axis, the \((\rho, \theta)\) component of the tensor \( A_{\rho\theta} \) in the cylindrical basis or \((x, y)\) component of the tensor \( A_{xy} \) in the Cartesian basis must have the nonzero value to produce a net spontaneous magnetization along the \( z \)-axis. In the case with \( H \parallel \Theta \), the \((\rho, \theta)\) component of the tensor \( A \) is zero as shown in Eq. \((12)\). Therefore, we obtain \( M_z = 0 \) for all the cases. On the other
FIG. 1. The profile functions and the magnetization. The upper and lower panels are for $H \parallel z$ and $H \parallel \theta$, respectively. The profile functions (a) $f$ and (b) $g$ as functions of the distance $\rho/\xi$ from the vortex center. The red and black curves correspond to $g \neq 0$ ($m = 0$) and $g = 0$ ($m \neq 0$) for which all $m$ result in the same solution. (c) The dependence of the magnetizations $M_z$ on the distance $\rho/\xi$ from the vortex core.

hand, if we apply the magnetic field along the $z$-axis, the $(x, y)$ component of the tensor $A$ is proportional to $g$. As we already discussed, $g$ has the nonzero value only for $m = 0$. This is the reason why only the case for $m = 0$ has the spontaneous magnetization. We have found that vortex core magnetization is anti-ferromagnetic, that is, the magnetization is anti-parallel to the direction of the external magnetic field. The maximum value of $M_z$ is about $10^9$ Gauss, that is ten times larger than that with the integer vortex [31].

Finally, we discuss that half-quantized vortex states give the minimum energy in the $D_4$ BN phase under rotation rather than integer vortex states. For simplicity we concentrate on the case of $H \parallel z$. Fig. 2 shows how an integer vortex is split into two half-quantized vortices. Let us consider an integer vortex located at the origin, given by $e^{i \theta} A \epsilon_{sg}$. With Eq. (6) at large distance $\rho \to \infty$ encircled by a path $b_1 + b_2$. Along each of the paths $b_1$ and $b_2$, the overall phase of the gap is rotated by $\pi$. Now let us consider a path $r$ along the $x$ coordinate that splits $b_1 + b_2$. The integer vortex can be split into two half-quantized vortices separated in the $y$ direction at $V_1$ and $V_2$. Along the path $r$, the tensor is given by $A = R(x) A_{sg} R^T(x)$ where we assign an $SO(3)$ rotation $R(x)$ by $\pi/2$ given by

$$R(x) = \begin{pmatrix} \cos \alpha(x) & -\sin \alpha(x) & 0 \\ \sin \alpha(x) & \cos \alpha(x) & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

with a real function $\alpha(x)$ satisfying the boundary conditions $\alpha(x) \to 0$ at $x \to -\infty$ and $\alpha(x) \to \pi/2$ at $x \to +\infty$. The closed paths $b_1 + r$ and $b_2 - r$ encircling $V_1$ and $V_2$, respectively, represent half-quantized vortices correspond-
ing to \((-1, R)\) and \((-1, R I_3) = (-1, -R)\), respectively in Eq. (10). When one of them is well separated from the other, it gives the configuration in Eq. (12) where both the phase and \(SO(3)\) rotation become monotonic to decrease the energy. This splitting is energetically favored because the tension of the vortex is proportional to the circulation [the \(U(1)\) winding number] squared. If the two half-quantized vortices are infinitely separated the energy is proportional to \((1/2)^2 + (1/2)^2 = 1/2\) that is less than 1 for one integer vortex.

IV. SUMMARY AND DISCUSSION

In summary, half-quantized non-Abelian vortices exist as the minimum energy configurations in rotating neutron \(^3\!P_2\) superfluids in the inner cores of magnetars, in which the \(D_2\) BN phase is realized. These vortices are superfluid vortices carrying half-quantized circulations and about \(10^{15}\) vortices are created along the rotation axis for typical magnetars. When the magnetic field is present along the vortex line, the spontaneous magnetization occurs in the vortex core, exhibiting anti-ferromagnetism of the order \(10^{8–9}\) Gauss that is ten times larger than that of integer vortices. It does not occur for magnetic field encircling the vortex line. These vortices belong to non-Abelian elements of the homotopy group \(\pi_1\) and consequently a bridge must be created between them when they collide. Therefore the existence of an entangled network of vortices is predicted, implying long life time of vortices created at the phase transition. When the magnetic field is weaker than \(10^{15}\) Gauss for ordinary neutron stars, the phase is in the \(D_2\) or UN phase where half-quantized non-Abelian vortices do not exist. The existence and absence of non-Abelian vortices may characterize the distinct dynamics of magnetars and ordinary neutron stars. The nematic phase, including \(D_1\) and \(D_2\) BN and UN phases, also exists in spin-2 BECs of ultracold atomic gases, in which case these sub-phases are controllable experimentally, and so this opens a possibility to test certain aspects of physics of neutron stars in laboratory experiments.
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where $t_1$ and $t_2$ are the gradient terms and, $t_3$, $t_4$ and $t_5$ are the second, fourth and sixth order terms, respectively in the GL free energy density in Eq. (1). Here $t_{1,2}$ can be written as

$$t_{1(x,y,z)} = 2 \left( f^2 + g^2 \frac{1}{2} f^2 + \left( \frac{1}{4} + \left( m + \frac{1}{2} \right)^2 \right) g^2 \right) \rho^{-2} (m + 1) f g \cos(m \theta + \delta),$$

$$t_{2(x,y,z)} = 2 \left( f^2 + g^2 \frac{1}{2} f^2 + \left( \frac{1}{4} + \left( m + \frac{1}{2} \right)^2 \right) g^2 \right) \rho^{-2} (m + 1) f g \cos(m \theta + \delta)$$

for the configurations diagonalized in the $x y z$ basis, and

$$t_{1(p,\theta,z)} = 2 \left( f^2 + g^2 + \frac{1}{\rho^2} \left( 3 f^2 + \left( \frac{5}{2} + 2 \left( m + \frac{1}{2} \right)^2 \right) g^2 \right) \right)$$

$$-2 (m + 1) f g \cos(m \theta + \delta),$$

$$t_{2(p,\theta,z)} = 2 \left( f^2 + g^2 + \frac{2}{\rho} (f f' + g g') + \frac{2}{\rho^2} (f^2 + g^2) \right)$$

for the configurations diagonalized in the cylindrical basis. The rest terms $t_{3,4,5}$ can be written in the both basis as

$$t_3 = 2 (f^2 + g^2),$$

$$t_4 = 2 f^4 + 2 g^4 + 8 f^2 g^2 + 4 f^2 g^2 \cos(2 m \theta + \delta),$$

$$t_5 = 48 f^6 + 48 g^6 + (432 + 288 \cos(2 m \theta + \delta)) f^4 g^2$$

$$+ (432 + 288 \cos(2 m \theta + \delta)) f^2 g^4.$$  

We consider the case with $\delta = 0$ consistent with the equation of motion, in which the imaginary part of non-diagonal elements is directly coupled to the real part of diagonal element. However, the effect of $\delta$ is yet to be clarified.

By differentiating the total free energy with respect to $f$ and $g$, we obtain the sets of the equation of motions for each basis, as summarized in Appendix C.

**Appendix C: Equation of motion**

Here, we write down the equation of motion explicitly in the cylindrical basis ($n = 1$) and $x y z$-basis ($n = 0$).

- The equation of motions for cylindrical basis ($n = 1$) are given as follows:

$$8 \frac{\partial^2 f}{\partial \rho^2} + \frac{8 \partial f}{\partial \rho} - \frac{1}{\rho^2} (10 f - 2 \delta_m 0 g) + 4 f - \frac{f}{6} (8 f^2 + (16 + 8 \delta_m 0) g^2)$$

$$- \frac{\alpha}{36 \beta^2} \gamma \left( 288 f^5 + g^2 (1728 + 1152 \delta_m 0) f^3 + g^4 (864 + 576 \delta_m 0) f \right) = 0.$$  

$$\text{(C1)}$$
\[ N(0) \frac{T - T_c}{T} k_F^3 = 7 \zeta(3) \frac{N(0)}{240 M^2} (\pi T_c)^2 k_F^3 \]

\[ 7 \zeta(3) \frac{N(0)}{60 (\pi T_c)^2} k_F^3 = 31 \zeta(5) \frac{N(0)}{16 840 (\pi T_c)^2} k_F^6 \]

\[ 7 \zeta(3) \frac{N(0)}{24 (\pi T_c)^2} k_F^6 (\gamma_n) \frac{H}{2(1 + F)^2} \]

\[ \alpha \quad K_1 = K_2 \quad \beta \quad \gamma \quad g_H \]

| \( N(0) \frac{T - T_c}{T} \) | \( \frac{7 \zeta(3)}{240 M^2} (\pi T_c)^2 \) | \( \frac{7 \zeta(3)}{60 (\pi T_c)^2} \) | \( \frac{31 \zeta(5)}{16 840 (\pi T_c)^2} \) | \( \frac{7 \zeta(3)}{24 (\pi T_c)^2} \) |
|---|---|---|---|---|
| \( k_F^3 \) | \( k_F^3 \) | \( k_F^3 \) | \( k_F^6 \) | \( k_F^6 \) |

TABLE I. The GL parameters in the weak coupling limit.

\[
\frac{8}{\rho^2} \frac{\partial^2 g}{\partial \rho^2} + \frac{8}{\rho} \frac{\partial g}{\partial \rho} - \frac{1}{\rho^2} \left( 9 + 4 \left( m + \frac{1}{2} \right)^2 \right) g - 2 \delta_{m,0} f + 4g - \frac{g}{6} \left( 8g^2 + (16 + 8\delta_{m,0})f^2 \right) - \frac{\alpha}{36 \beta^2} \gamma \left( 288 \delta^5 + f^2 (1728 + 1152\delta_{m,0}) f^3 + f^4 (864 + 576\delta_{m,0}) g \right) = 0. \tag{C2}
\]

- The equation of motions for the \( xyz \)-basis \((n = 0)\) are given as follows:

\[
8 \frac{\partial^2 f}{\partial \rho^2} + 8 \frac{\partial f}{\partial \rho} - \frac{4}{\rho^2} \left( f - \delta_{m,0} g \right) + 4f - \frac{f}{6} \left( 8f^2 + (16 + 8\delta_{m,0})g^2 \right) - \frac{\alpha}{36 \beta^2} \gamma \left( 288 f^5 + g^2 (1728 + 1152\delta_{m,0}) f^3 + g^4 (864 + 576\delta_{m,0}) f^4 \right) = 0. \tag{C3}
\]

\[
8 \frac{\partial^2 g}{\partial \rho^2} + 8 \frac{\partial g}{\partial \rho} - \frac{4}{\rho^2} \left( \frac{1}{2} + 2 \left( m + \frac{1}{2} \right)^2 \right) g - \delta_{m,0} f + 4g - \frac{g}{6} \left( 8g^2 + (16 + 8\delta_{m,0})f^2 \right) - \frac{\alpha}{36 \beta^2} \gamma \left( 288 g^5 + f^2 (1728 + 1152\delta_{m,0}) g^3 + f^4 (864 + 576\delta_{m,0}) g \right) = 0. \tag{C4}
\]