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Abstract

The dynamics of compressible liquid–vapor flow depends sensitively on the microscale behavior at the phase boundary. We consider a sharp-interface approach, and propose a multiscale model to describe liquid–vapor flow accurately, without imposing ad-hoc closure relations on the continuum scale. The multiscale model combines the Euler equations on the continuum scale with molecular-scale particle simulations that govern the interface motion. We rely on an interface-preserving moving mesh finite volume method to discretize the continuum-scale sharp-interface flow in a conservative manner. Computational efficiency, while preserving physical properties, is achieved by a surrogate solver for the interface dynamics based on constraint-aware neural networks.

The multiscale model is presented in its general form, and applied to regimes of temperature-dependent liquid–vapor flow which have not been accessible before.

1. Introduction

In two-phase flow the fluid properties vary strongly among their different phases. This makes modeling two-phase flow quite challenging, as for example on a numerical level the mass transfer for large density jumps has to be resolved accurately. Depending on the spatial scale, there are several approaches to model two-phase flow. Our focus lies on a spatial scale where all phase boundaries are explicitly represented. In this work, we consider a sharp-interface approach for ideal fluid flow governed by the Euler equations as a system of first-order conservation laws. Thus, the fluid domain $\Omega \subset \mathbb{R}^d$, $d \in \mathbb{N}$, is split into two subdomains: the liquid-phase domain $\Omega_-$ and the vapor-phase domain $\Omega_+$, and both domains are connected via a codimension 1 phase boundary $\Gamma(t)$. In each of these domains only the respective phase is present, and both phases are coupled via the free interface using the Rankine–Hugoniot conditions. To determine the interface motion, further conditions have to be prescribed at the interface. Classically this is done by imposing an algebraic relation to fix the entropy dissipation rate [56]. However, determining the explicit form of this relation remains a largely unsolved issue for complex flow regimes. We model the interface flow dynamics on a more fundamental level and thus avoid prescribing some ad-hoc closure relations at the interface. Precisely, we simulate two-phase flow directly on the molecular scale using molecular dynamics (MD). This is attractive, because each molecule has the same properties and parameters regardless of the fluid phase it is part of. With this ansatz we develop a multiscale model that describes interfacial mass, momentum, and energy transfer, as well as the motion of the phase boundary by an MD interface solver.
We note that there is no rigorous mathematical theory that allows us to directly and analytically bridge the scales from MD systems with pairwise interactions to continuum-scale Euler equations. Yet, it is still possible to use classical, statistical averaging to infer continuum-scale quantities from microscale particle simulations. In that way, we transfer the microscale behavior at fluid interfaces to the continuum scale via a data-based approach. This approach can be categorized as a heterogeneous multiscale method (HMM) to couple atomistic- and continuum-scale models [16]. Moreover, we present a finite volume method on interface-preserving moving meshes (FV-IPMM-method) which enables us to include the molecular-scale dynamics directly at the phase boundary, while resolving the sharp interface directly within the mesh. The corresponding moving mesh-algorithms are presented in [5]. Finally, to overcome the computational costs of expensive MD simulations, we apply a surrogate for the MD interface solver. This surrogate is based on constraint-aware neural networks [37], to achieve computational efficiency, while preserving the mass-conservation of the numerical discretization.

Two-phase fluid flow models with sharp interfaces have already been widely investigated, see e.g. [17, 21, 34, 49] for various modeling approaches. Common discretization techniques involve for example cut-cell approaches [44, 51] and interface tracking using level-sets [19, 33]. Compared to most of these, our discretization method does not require interface reconstruction steps, nor an extra scalar field for phase-tracking.

MD simulations are a widely used tool in phase-transition applications. However, the integration into continuum-scale dynamics for compressible liquid–vapor flow has been rarely done. A direct comparison of MD simulations and continuum-scale liquid–vapor flow has been carried out in e.g. [20, 24]. In contrast to our contribution, the microscopic flow dynamics have not been directly integrated in the continuum-scale simulations over a whole range of flow regimes.

In recent years, a lot of attention was on the application of neural networks in the context of hyperbolic conservation laws. For example in [46] physics-informed neural networks were designed for conservation laws. In [7] neural networks are applied to infer reconstruction weights and dissipation terms for non-classical shock-waves. In our contribution, we focus on the application of neural networks as a surrogate solver, that assist in bridging the scales from the molecular to the continuum scale, while retaining important physical constraints such as mass conservation.

Outline First, we introduce in Section 2 a general sharp-interface two-phase model which is based on conservation laws. At the end of this section, we introduce a compressible liquid–vapor flow model, that serves as an explicit instance of the general model. In Section 3, we introduce the concept of a microscale interface solver that is used to describe the phase boundary dynamics. Thereafter, we present an interface solver that is based on MD simulations. For actual simulations, we do not employ the microscale interface solver directly, but instead use a surrogate solver that is described in Section 4. In Section 5, we provide the continuum-scale discretization scheme. It uses a moving-mesh method [5] to resolve the sharp-interface directly within the mesh. In Section 6, we present the multiscale model in a general form and provide a specific instance for the temperature-dependent two-phase flow model. In Section 7, we show numerical simulations results for this model. Finally, we discuss our findings and conclusions in Section 8.

The content of this contribution is part of the PhD thesis [35], preliminary parts are published in [39].
2. Continuum-Scale Sharp-Interface Model for Two-Phase Flow

We begin by introducing a general sharp-interface model for two-phase phase flow, which is based on first-order conservation laws.

2.1. The General Two-Phase Flow Model

Geometric Setting The central assumption for the sharp-interface approach is that the fluid domain \( \Omega \subset \mathbb{R}^d \), \( d \in \mathbb{N} \), is divisible into two disjoint, open and \( d \)-dimensional subdomains \( \Omega_-(t) \), \( \Omega_+(t) \), fulfilling \( (\Omega_-(t) \cup \Omega_+(t))' = \Omega \) for each \( t \geq 0 \). Here, each bulk domain \( \Omega_+(t) \) is filled with one respective fluid phase only, and the dividing hypersurface \( \Gamma(t) = \Omega_-(t) \cap \Omega_+(t) \) is called the (sharp) interface, see Figure 1 for a sketch of a typical setting. For a point \( \xi \in \Gamma(t) \) the normal vector pointing in direction of the + phase is denoted by \( n = n(\xi, t) \in \mathbb{S}^{d-1} \). The speed of the phase boundary \( \Gamma(t) \) in normal direction is denoted by \( s = s(\xi, t) \in \mathbb{R} \).

Bulk Equations We assume that in both bulk phases \( \Omega_+(t) \) the same set of first-order conservation laws are fulfilled, i.e.

\[
\begin{align*}
\partial_t U^+ + \nabla \cdot f(U^+) &= 0, & \text{in } \Omega_+(t) \text{ for } t \in (0, t_{\text{end}}), \\
U^+(\cdot, 0) &= U_0^+ & \text{in } \Omega_+(0),
\end{align*}
\]

with \( U^+ : \Omega_+(t) \times [0, t_{\text{end}}) \rightarrow \mathcal{H} \) being the unknown fluid states, with the open set \( \mathcal{H} \subset \mathbb{R}^m \), \( m \in \mathbb{N} \), denoting the state space of the system. The flux function is given by \( f \in C^1(\mathcal{H}, \mathbb{R}^{m \times d}) \), and the divergence operator in (1) is understood to act on each row of \( f(U^+) \). The initial conditions are given by \( U_0^+ : \Omega(t) \rightarrow \mathcal{H} \). For a more compact notation, we write

\[
U(x, t) := \begin{cases} 
U^+(x, t), & \text{if } x \in \Omega_+(t), t \in [0, t_{\text{end}}), \\
U^-(x, t), & \text{if } x \in \Omega_-(t), t \in [0, t_{\text{end}}). 
\end{cases}
\]

We define the flux in direction of an arbitrary \( n \in \mathbb{S}^{d-1} \) by

\[
F(U; n) := f(U) \cdot n.
\]

The system of conservation laws (1) is called hyperbolic, if for all \( U \in \mathcal{H} \) and \( n \in \mathbb{S}^{d-1} \) there exist \( m \) real eigenvalues \( \lambda_1(U; n), \ldots, \lambda_m(U; n) \), and \( m \) corresponding linear independent eigenvectors \( r_1(U; n), \ldots, r_m(U; n) \) of the flux Jacobian \( DF(U; n) : \mathcal{H} \rightarrow \mathbb{R}^{m \times m} \).
Interface Conditions  Let \( n = n(\xi, t) \) be the outer unit normal at \( \xi \in \Gamma(t) \). We define the jump operator \([\cdot]\) at the interface \( \Gamma \) for a sufficiently smooth function \( a : \mathbb{R}^d \rightarrow \mathbb{R} \) by
\[
[a] := \overline{a} - \underline{a}, \quad \text{with} \quad \overline{a}_ \varepsilon := \lim_{\varepsilon \to 0^+} a(\xi + \varepsilon n).
\]
To ensure conservation across discontinuities the Rankine–Hugoniot conditions
\[
s[U] = [F(U; n)]
\]
must be fulfilled [14]. Typically, for phase transition problems, further algebraic jump conditions are formulated. Those are classically formed by kinetic relations [56] of the form
\[
\mathcal{K}(U, \underline{U}) = 0,
\]
for a prescribed function \( \mathcal{K} : \mathcal{P}_- \times \mathcal{P}_+ \rightarrow \mathbb{R} \) that is usually associated with driving forces at the interface. Together with appropriate boundary conditions, the system (1), with the jump conditions (3) and (4), is a free boundary value problem for \( U^+ \) and the interface \( \Gamma \).

Phase States  Mathematically, the different phases are expressed as connected subsets in the state space \( \mathcal{U} \) for which the system (1) is hyperbolic. This, of course, depends heavily on the flux function \( f \) and the state space \( \mathcal{U} \) itself. For most real world fluids (as well as two-phase model fluids) the state space \( \mathcal{U} \) contains (at least) two disjoint domains \( \mathcal{P}_- \supset \mathcal{P}_+ \subset \mathcal{U} \), in such a way that for all \( U \in \mathcal{P}_- \cup \mathcal{P}_+ \) the system (1) is hyperbolic. Yet for mixed states \( U \in \mathcal{U} \setminus (\mathcal{P}_- \cup \mathcal{P}_+) \) the system can become elliptic. The lack of global hyperbolicity is a major challenge, that prohibits the usage of standard solvers. The domains \( \mathcal{P}_-, \mathcal{P}_+ \) form the state space for the two phases, which are marked by the subscripts \(-, +\). Accordingly, we will speak of the \(-\)phase and the \(+\)phase.

We will use the abbreviated notation \( \bar{\cdot} \) to indicate both phases (separately).

2.2. The Liquid–Vapor Flow Model

In this section we consider liquid–vapor flow as an explicit instance of the general two-phase flow model of Section 2.1.

Bulk Equations  We use the subscript \(-\) to refer to the liquid phase, and the subscript \(+\) to refer to the vapor phase. In order to model the flow in a domain \( \Omega \subset \mathbb{R}^d \) with a sharp interface \( \Gamma(t) \), we follow the geometric setting described in Section 2.1. We assume that the Euler equations hold in both bulk phases, i.e.
\[
\frac{\partial}{\partial t} \rho + \nabla \cdot (\rho \mathbf{v}) = 0,
\]
\[
\frac{\partial}{\partial t} (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v} + p \mathbf{I}) = 0, \quad \text{in } \Omega_\varepsilon(t) \text{ for } t \in (0, t_{\text{end}}).
\]
\[
\frac{\partial}{\partial t} E + \nabla \cdot ((E + p)\mathbf{v}) = 0,
\]
Again, we make use of the abbreviated notation (2). The unknowns of the system (5) are the fluid density \( \rho = \rho(x, t) \), the fluid momentum density \( \rho \mathbf{v} = \rho \mathbf{v}(x, t) \), the total energy density \( E = E(x, t) \), and the interface \( \Gamma(t) \). The total energy density satisfies \( E = \rho \varepsilon + \frac{1}{2} \rho \|\mathbf{v}\|^2 \), with \( \varepsilon \)
denoting the specific internal energy. The $d$-dimensional identity matrix is written as $I$. The flux function $f$ of (5) is given by

$$ f(U) := \begin{pmatrix} m^T \\ \frac{1}{2} m \otimes m + \rho I \\ (E + \rho)v^T \end{pmatrix}, $$

with the state vector $U := (\rho, m, E)^T$, where $m := \rho v$ denotes the momentum density.

To further close the system, the pressure $p$, the specific internal energy $\varepsilon$, and the temperature $T$ are expressed in terms of thermodynamically independent quantities by an equation of state (EOS). Many EOS do not prescribe e.g. the pressure directly. Instead, the pressure can be expressed via $p(\rho) = \rho^2 \frac{d}{d\rho} \psi(\rho)$, with $\psi$ being the specific Helmholtz free energy. Likewise, the specific internal energy can be computed via $\varepsilon(\rho, T) = \psi(\rho, T) - T \frac{d}{dT} \psi(\rho, T)$, as well as the internal entropy $S$ via $S = S(\rho, T) = -\partial_T \psi(\rho, T)$.

As discussed in [14], the system (5) is hyperbolic if the EOS fulfills

$$ \partial_\rho p(\rho, S) > 0, \quad T(\rho, S) > 0. $$

The admissibility criterion (6) divides the state space $\mathcal{U}$, depending on the EOS, into admissible regions that are identified with different fluid phases. We denote the domain in the state space $\mathcal{U}$ that corresponds to the liquid phase by $\mathcal{P}_-$, and for the vapor phase by $\mathcal{P}_+$.

**Equation of State for a Lennard–Jones Fluid** To describe the continuum-scale properties of the fluid in (5), we have to specify an explicit EOS. We choose the EOS presented in [54] that is consistent with a Lennard–Jones fluid on the molecular scale, and can be used to describe e.g. noble gases. A graphical representation of the pressure $p = p(\rho, T)$ in terms of density $\rho$ and temperature $T$ is shown in the phase diagram in Figure 2.

**Interface Conditions** The Rankine–Hugoniot conditions (3) for the system (5) write as

$$ \| \rho(\mathbf{v} \cdot \mathbf{n} - s) \| = 0, $$

$$ \| \rho(\mathbf{v} \cdot \mathbf{n} - s) \mathbf{v} \cdot \mathbf{n} + \mathbf{p} \| = 0, $$

$$ \| E(\mathbf{v} \cdot \mathbf{n} - s) + \rho \mathbf{v} \cdot \mathbf{n} \| = 0. $$

Figure 2.: Pressure and temperature of the Lennard–Jones EOS [54]. The dashed line represents the isobar of the critical pressure $p_{\text{crit}} = p(\rho_{\text{crit}}, T_{\text{crit}})$. 

(a) Pressure $p = p(\rho, T)$

(b) Temperature $T = T(\rho, \varepsilon)$
Note that we neglect interface curvature and surface tension effects. If these effects are taken into account, the right-hand sides of (7)_{2,3} are non-zero and depend on the local curvature.

In contrast to hydrodynamical shock waves, phase boundaries usually occur as subsonic waves, see Figure 3 for a typical Riemann wave pattern. Hence, additional criteria have to be imposed, to ensure a unique solution ([8, 56]). In classical theories [1, 30–32] this is done by prescribing kinetic relations like in (4). For example, one can specify a driving force \( \mathcal{K}: \mathbb{R} \rightarrow \mathbb{R} \) that describes the entropy production across the interface. In this instance, the kinetic relation is given by

\[
[S] - \mathcal{K}(j) = 0,
\]

with \( S = S(\rho, T) \) denoting the internal entropy of the fluid and \( j := \rho_s(v_s \cdot n - s) \) the relative mass flux.

### 3. The Microscale Interface Solver

The core problem of describing two-phase flow lies in the accurate description of the phase boundary dynamics. Within our framework, this can be realized by solving a planar two-phase Riemann problem, i.e. by solving (1) for the Riemann initial data

\[
U_0(x) = \begin{cases} 
U_{\text{L}} & \text{for } x < 0, \\
U_{\text{R}} & \text{for } x > 0,
\end{cases}
\]

with \( U_{\text{L}} \in \mathcal{P}_{\text{L}} \) constant, and \( x = (x - \xi) \cdot n \), for \( x \in \mathbb{R}^d \), \( \xi \in \Gamma \). Solving the two-phase Riemann problem analytically in the context of temperature-dependent liquid–vapor flow with sharp interfaces remains a largely unresolved task on the continuum-mechanical level. Despite the fact, that the two-phase Riemann problem has been widely analyzed in many contributions [1, 13, 22, 41, 52, 58], there remain major open issues for realistic EOS and temperature-dependent flow. One problem is that the physically relevant choice for the driving force \( \mathcal{K}(j) \) in the kinetic relation (8) is often unclear and depends on the type of fluid that is considered. Even more so, it is shown in [23, 53] that there are phase boundaries that fulfill the basic Rankine–Hugoniot jump conditions but contradict entropy constraints in the first-order framework.

These shortcomings of the continuum-scale model are overcome by our multiscale approach. In that we utilize molecular dynamics simulations at the interface. Thus, the driving forces are inherently included on the particle scale and do not have to be modeled separately on the continuum-scale. Before discussing the specific molecular-scale interface solver in detail, we start by introducing the general concept of a microscale interface solver.

#### 3.1. The Microscale Interface Solver for the General Two-Phase Framework

**Directional State Projections** The core problem of the multiscale model-algorithm is to find solutions of the local Riemann problems along the interface \( \Gamma(t) \). For this purpose, we regard the directional version of (1). Here, we have to distinguish between conserved quantities in \( U \) that are scalar (e.g. mass), and others that are vector-valued (e.g. momentum). Assume that \( U = (u_1, \ldots, u_k, v_1, \ldots, v_l) \in \mathbb{R}^m \) (after reordering), with \( u_i \in \mathbb{R}, i = 1, \ldots, k \), and \( v_i \in \mathbb{R}^d, i = 1, \ldots, l \), being...
primary unknowns of the system (1). For \( n \in \mathbb{S}^{d-1} \) the projected state in direction of \( n \) and its perpendicular remainder are defined by

\[
U_{\mid n} := (u_1, \ldots, u_k, v_1 \cdot n, \ldots, v_l \cdot n) \in \mathbb{R}^{k+l},
\]

\[
U_{\perp n} := (0, \ldots, 0, v_1 - (v_1 \cdot n)n, \ldots, v_l - (v_l \cdot n)n) \in \mathbb{R}^m.
\] (9)

The directional state \( U_{\mid n} \) can be transferred back to its original form via the operator

\[
P_n : \mathbb{R}^{k+l} \to \mathbb{R}^m : (u_1, \ldots, u_k, v_1, \ldots, v_l) \mapsto (u_1, \ldots, u_k, v_1 n, \ldots, v_l n).
\] (10)

Indeed, it holds \( U = P_n(U_{\mid n}) + U_{\perp n} \). For the projection in case of the liquid–vapor flow model we refer to (29).

**Rotated Riemann Problem in Normal Direction** \( n \in \mathbb{S}^{d-1} \). Let \( x = (x - \xi) \cdot n \), with \( x \in \mathbb{R}^d \), \( \xi \in \Gamma \). The rotated initial value problem corresponding to (1) is given by

\[
\partial_t u + \partial_x F(u; n) = 0, \quad \text{in } \mathbb{R} \times (0, t_{\text{end}}),
\]

\[
u(x, 0) = u_0(x, 0), \quad \text{in } \mathbb{R},
\] (11)

where \( u := U_{\mid n} \) is the projected state in direction of \( n \). For \( U_- \), \( U_+ \in \mathcal{U} \), we define the rotated Riemann initial data

\[
u_0(x) = \begin{cases} u_- & \text{for } x < 0, \\ u_+ & \text{for } x > 0, \end{cases}
\] (12)

where \( u_- := (U_-)_n \), \( u_+ := (U_+_n) \) are the projected states in direction of \( n \).

**Wave of Interest** On the continuum scale, the solution of the Riemann problem (11), (12) consists of a composition of elementary waves, such as shocks, contacts, and rarefactions. Out of them, we are interested in the dynamics of one specific, discontinuous wave of interest, which represents the sharp interface. We refer to Figure 3 for an illustration of a typical wave pattern. For the wave of interest we denote its two adjacent states by \( u'_-, u'_+ \in \mathbb{R}^{k+l} \), and the wave speed by \( s \in \mathbb{R} \). This corresponds to a traveling wave

\[
u'(x, t) = \begin{cases} u'_- & \text{for } x < st, \\ u'_+ & \text{for } x > st. \end{cases}
\] (13)
The traveling wave (13) is a weak solution of the rotated Riemann problem with the initial states $u^\epsilon, u^\epsilon$. As a prerequisite for weak solutions, the Rankine–Hugoniot conditions

$$F(u^\epsilon; n(\xi)) - F(u^\epsilon; n(\xi)) = s (u^\epsilon - u^\epsilon),$$

(14)

have to be fulfilled at the interface $\Gamma(t)$.

Projected back to the full-dimensional system, the wave of interest at the interface $\Gamma(t)$ consists of the states $U^\epsilon := P^\epsilon_n(u^\epsilon) + (U^\epsilon)_{\perp n} \in \mathcal{P}_+, \text{ and the wave speed } s \in \mathbb{R}$. The tuple $(U^\epsilon, U^\epsilon, s)$ forms a traveling wave

$$U^\prime(x, t; \xi) = \begin{cases} u^\epsilon & \text{for } x \cdot n(\xi) < st, \\ u^\epsilon & \text{for } x \cdot n(\xi) > st, \end{cases}$$

which is itself a weak solution of (1) with discontinuous initial data consisting of the two adjacent states.

**General Interface Solver** Our main interest lies in the construction of an interface solver, that computes the adjacent states at the interface, and the interface speed, for given initial data (12). We define such a solver in the following way.

**Definition 1** (General Interface Solver). Let $U_\epsilon \in \mathcal{P}_-, U^\epsilon \in \mathcal{P}_+$, and $n \in S^{d-1}$ be given. We assume that for the corresponding Riemann initial data (12) a unique weak solution of the rotated system (11) exists, and is composed of elementary waves that include a (discontinuous) wave of interest, defined by the adjacent states $u^\epsilon, u^\epsilon \in \mathbb{R}^{k+1}$ and wave speed $s \in \mathbb{R}$. Then, if the states $U^\epsilon := P^\epsilon_n(u^\epsilon) + (U^\epsilon)_{\perp n}$ are elements of $\mathcal{P}_+$, we call the mapping

$$\mathcal{R} : \mathcal{P}_- \times \mathcal{P}_+ \times S^{d-1} \rightarrow \mathcal{P}_- \times \mathcal{P}_+ \times \mathbb{R} : (U_\epsilon, U^\epsilon, n) \mapsto (U^\epsilon, U^\epsilon, s)$$

a **general interface solver** of the system (1).

As discussed in Section 2.2, such an interface solver is not easily available in a closed formulation as an exact solution of the Riemann problem.

**Remark 2.** For the construction of the interface solver, we are mostly interested in the dynamics of the Riemann problem (12) of the rotated system (11). If the flux function $f$ is rotationally invariant, or $d = 1$, it suffices to construct an interface solver of the form

$$R : \mathcal{P}_- \times \mathcal{P}_+ \rightarrow \mathcal{P}_- \times \mathcal{P}_+ \times \mathbb{R} : (u_\epsilon, u^\epsilon) = (u^\epsilon, u^\epsilon, s),$$

(15)

with $P_\epsilon$ being the corresponding projections of the phase state spaces $\mathcal{P}_\pm$.

### 3.2. The Molecular-Scale Interface Solver

One of the most detailed ways to describe fluid flow on a microscopic scale is to perform MD simulations, where each molecule is represented as a single particle. This has already been successfully applied to investigate liquid–vapor flow [25, 40], albeit, mainly focused on equilibrium computations.

In this section, first, we summarize some basics for MD simulations (see also [6] for a general introduction). For details on our specific MD simulations we refer to Appendix A. Then, we apply MD simulations to construct a novel microscale interface solver that describes the non-equilibrium dynamics of the phase boundary.
**MD System** For an MD particle system we consider $N_p \in \mathbb{N}$ particles with masses $m_i > 0$, positions $x_i = (x_i, y_i, z_i) \in \mathbb{R}^3$, velocities $v_i \in \mathbb{R}^3$, and accelerations $a_i \in \mathbb{R}^3$, with $i = 1, \ldots, N_p$, inside a molecular-scale domain $\Omega \subset \mathbb{R}^3$. The particles interact via an inter-particle, two-body potential $\phi : (0, \infty) \to \mathbb{R}$. We consider the Lennard–Jones potential

$$\phi(r) = 4\varepsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right),$$

where $r > 0$ denotes the distance between two particles. The parameters $\sigma, \varepsilon > 0$ specify the type of particles and therefore the type of fluid. For $\sigma = 1$ and $\varepsilon = 1$ we get a Lennard–Jones fluid whose properties are described by the EOS [54] of Section 2.2. The force between two arbitrary particles $i \neq j$ computes as

$$f_{ij} = -\nabla_{x_i} \phi(|x_i - x_j|).$$

With this, we can formulate the equations of motion for each particle $i = 1, \ldots, N_p$ and time $\tau \geq 0$ by

$$\frac{d}{d\tau} x_i(\tau) = v_i(\tau), \quad \frac{d}{d\tau} v_i(\tau) = a_i(\tau), \quad a_i(\tau) = \sum_{j \neq i} f_{ij}(\tau)/m_i,$$

subject to the initial conditions

$$x_i(0) = x_i^0, \quad v_i(0) = v_i^0.$$

Note that the MD simulations are always three-dimensional, as only in this case the micro-scale fluid is consistent with the continuum-scale fluid and its EOS. The discretization of the particle system (17) is given in Algorithm 10. By using the CUDA framework [43] we are able to utilize graphics processing units (GPUs) that achieve a high computational performance for such tasks.

**Molecular-Scale Riemann Problem** Our main interest lies in computing Riemann solutions on the molecular scale for the continuum-scale initial conditions $u_\ast = (\rho_\ast, v_\ast, T_\ast)$ in the liquid phase and $u_\ast = (\rho_\ast, v_\ast, T_\ast)$ in the vapor phase, as in (12). Both phases are divided by a molecular-scale interface which we consider as a plane positioned at $\Gamma(0) \in \mathbb{R}$ in $x$-direction.

To set up such a molecular-scale Riemann problem, we choose a fixed number of particles $N_p \in \mathbb{N}$ and distribute them into two subdomains with fixed width in transversal directions, such that the desired density is achieved and the ratio of the subdomain lengths in $x$-direction is fixed. In the next step, both particle systems have to undergo a thermalization phase, to attain an appropriate thermodynamic equilibrium state corresponding to $u_\ast$. In this phase, we consider each subsystem separately with periodic boundary conditions. Then, we run the MD simulation for a fixed number of time steps, while applying a thermostat in each subdomain, to attain the desired temperatures $T_\ast$. Afterwards, the bulk velocities $v_\ast$ are added to all particle velocities in each respective subdomain. This realizes the continuum-scale fluid velocities on the particle scale.

Finally, both domains are combined by putting them next to another, while retaining a small gap $l_{\text{gap}} = 2\pi\sigma$ in between, in order to avoid overlapping particles. In that way, we have set up the initial particle system. The whole initialization procedure is described in Algorithm 11 in Appendix A — for an illustration we refer to Figure 4.
Figure 4.: Sketch of the initialization of a molecular-scale Riemann problem.
**Interface Tracking** To get the position of the liquid–vapor interface, we exploit the fact that there is a large density jump from the liquid to the vapor phase. The first step is to transfer the particle distribution \((x_i(\tau))_{i=1,\ldots,N_p}\) to a continuous density distribution \(\hat{\rho}(x, \tau)\) along the \(x\)-axis by employing radial basis functions (RBFs)

\[
\hat{\rho}(x, \tau) := \sqrt{\frac{\gamma_{\text{RBF}}}{\pi}} \sum_{i=0}^{N_p} m_i \exp\left(-\gamma_{\text{RBF}}(x - x_i(\tau))^2\right),
\]

where \(\gamma_{\text{RBF}} > 0\) is the RBF-parameter, controlling the smoothing. The derivative with respect to \(x\) computes as

\[
\partial_x \hat{\rho}(x, \tau) = -2 \sqrt{\frac{\gamma_{\text{RBF}}}{\pi}} \sum_{i=0}^{N_p} m_i (x - x_i(\tau)) \exp\left(-\gamma_{\text{RBF}}(x - x_i(\tau))^2\right).
\]

During the MD simulation (computed using the time-step Algorithm 10) we compute the interface position at every time step \(\tau_n\), by finding the maximum of \(\partial_x \hat{\rho}(x, \tau_n)\), yielding the new interface position \(\Gamma(\tau_n) \in \mathbb{R}\). For the local optimization we use basic optimization routines implemented in e.g. [28].

After obtaining the interface position \(\Gamma(\tau_n)\), we infer the interface speed by performing a simple linear regression over the last \(n_{\text{buffer}} \in \mathbb{N}\) interface positions \((\tau_j, \Gamma(\tau_j)), j = \max(n - n_{\text{buffer}}, 0), \ldots, n\). The slope of the fitted line provides the approximation for the interface speed \(s = s(\tau_n)\) at time \(\tau_n\). The whole procedure is described in Algorithm 12 in Appendix A.

**Interface State Sampling** For the multiscale model, it is necessary to compute the fluid states \(\mathbf{u}_s = (\rho^s, \mathbf{m}^s, T_s)\) adjacent to the interface, see Figure 3. To compute these states during the MD simulation, we define a sampling region \(\Sigma_s(\tau)\) near the interface for each phase:

\[
\Sigma_s(\tau) := [\Gamma(\tau) - \omega_s - o_s, \Gamma(\tau) - o_s], \quad \Sigma_s(\tau) := [\Gamma(\tau) + o_s, \Gamma(\tau) + \omega_s + o_s],
\]

where \(\omega_s > 0\) denotes the width of the sampling region, and \(o_s \geq 0\) the interface offset. The width of the sampling region is determined heuristically, but it has a large impact on the simulation results. Making it too small results in high statistical errors as the number of particles in the sampling domain decreases. In contrast, making it too large may give incorrect wave states if other waves are included. This means the sampling region should not be larger than the wave state plateau at the interface.

The interface offset accounts for the small transition region near the interface, which should be avoided in the averaging procedure.

Having defined the sampling regions, we can compute the interface wave states by employing the Irving–Kirkwood formulas [15, 26]

\[
\rho^s_s(\tau) = \text{vol}(\Sigma_s)^{-1} \sum_{x_i(\tau) \in \Sigma_s} m_i, \\
\mathbf{m}^s_s(\tau) = \text{vol}(\Sigma_s)^{-1} \sum_{x_i(\tau) \in \Sigma_s} m_i \mathbf{v}_i(\tau), \\
\mathbf{v}^s_s(\tau) = \left( \sum_{x_i(\tau) \in \Sigma_s} m_i \right)^{-1} \sum_{x_i(\tau) \in \Sigma_s} m_i \mathbf{v}_i(\tau), \\
T^s_s(\tau) = |x_i(\tau) \in \Sigma_s|^{-1} \frac{1}{d} \sum_{x_i(\tau) \in \Sigma_s} m_i (\mathbf{v}_i(\tau) - \mathbf{v}^s_s(\tau)) \cdot (\mathbf{v}_i(\tau) - \mathbf{v}^s_s(\tau)), \tag{18}
\]

where \(d\) is the dimension of the phase space.
where \( \text{vol}(\Sigma_+) = w_r h_{\text{dom}}^2 \) denotes the volume of the sampling region, and \( |\chi_i(r) \in \Sigma_+| \) the number of particles inside it. In that way, we obtain the local interface states at every point in time during a MD simulation. To get even more reliable results, we perform time averaging over a fraction \( \alpha_{t\text{-sampl}} \in [0, 1] \) of the total simulation time \( \tau_{\text{end}} > 0 \).

A graphical illustration of the interface state sampling and the interface tracking procedure is shown in Figure 5.

**Molecular-Scale Interface Solver** By applying the methods described in the previous sections, we are able to initialize a molecular-scale Riemann problem, run MD simulations, and compute the interface dynamics. The whole procedure results in an interface solver (of the same form as (15))

\[
R_{\text{MD}}(\rho_-, \mathbf{v}_-, T_-, \rho_+, \mathbf{v}_+, T_+) = (\rho'_- , \mathbf{v}'_-, T'_-, \rho'_+ , \mathbf{v}'_+, T'_+, s).
\]

It maps the Riemann initial data to the interface wave states and the interface speed. The algorithmic description of (19) follows.
Algorithm 3: Molecular-Scale Interface Solver

**Input:** continuum fluid states \((\rho_-, \nu_-, T_-), (\rho_+, \nu_+, T_+)\).

**Parameters:** total number of particles \(N_p\), processing frequency \(f_{pr} \in \mathbb{N}\), number of time steps \(N_{end}\), time step \(\Delta t > 0\), time sampling ratio \(\alpha_{-\text{smpl}} \in [0, 1]\), sampling region width \(w_{sr} > 0\), sampling region interface offset \(o_{sr} \geq 0\), thermostat region offset ratio \(\alpha_{\text{therm}} \in [0, 1]\).

**Algorithm**

- Set up initial particle configuration of the molecular-scale Riemann problem according to the continuum fluid states \((\rho_-, \nu_-, T_-), (\rho_+, \nu_+, T_+)\) (see Algorithm 1).

- For \(n = 1, \ldots, N_{end}\):  
  - Compute new time steps according to Algorithm 10.
  - Compute new interface position \(\Gamma_n\) and interface speed \(s_n\) according to Algorithm 12.
  - Compute interface states \((\rho^*_-, \nu^*_-, T^*_-)\) as described in (18).

- Compute the time averaged values \((\rho^*_-, \nu^*_-, T^*_-, s)\) from \((\rho^*_-, \nu^*_-, T^*_-)\) for all \(n \in \{\tilde{a}_{-\text{smpl}}N_{end}, \ldots, N_{end}\}\).

**Result:** interface states \((\rho^*_-, \nu^*_-, T^*_-, s)\), \((\rho^*_+, \nu^*_+, T^*_+)\), and interface speed \(s\).

4. Surrogate Microscale Interface Solver

In most cases, microscale simulations or the computation of the interface dynamics in general are computationally expensive. To address this problem, we employ surrogate solvers that rely on machine learning algorithms, such as neural networks. The surrogate solver is denoted by

\[
R_\theta : P_- \times P_+ \rightarrow P_- \times P_+ \times \mathbb{R} : (u_-, u_+) \mapsto (\bar{u}^-_-, \bar{u}^+_+, s),
\]

where \(\theta\) constitutes the parameters of the surrogate model, which are determined by the training/optimization procedure. For neural networks these parameters consist of the weights and biases of the network.

By using such a surrogate solver we can reduce the computational time from a couple of minutes for a full microscale simulation to a fraction of milliseconds. This comes at the costs of generating a data set and training the surrogate solver. Nonetheless, applying surrogate solvers usually pays off after several evaluations, compared to more expensive microscale interface solvers \(R\). For a more detailed discussion of the computational gains we refer to Section 7.3.

**Constraint-Aware Neural Networks**  
Most traditional methods for generating a surrogate solver \(R_\theta\) do not incorporate physical constraints, such as the Rankine–Hugoniot conditions (14) at the interface. This is primarily due to the fact that most methods merely focus on fitting the data, without trying to incorporate underlying physical constraints. Additionally, the microscale solver itself might not fulfill such constraints. This may be due to dissipative effects that appear on the microscale (but not in the continuum-scale model). Furthermore, statistical noise on the
output values can invalidate constraints, which is the case for sampling from MD simulations. We mitigate this problem by employing constraint-aware neural networks, see [37], as our surrogate solver. They are able to resolve physical constraints exactly by adding a constraint-resolving layer to a neural network, which implements a constraint-resolving function $\Psi(z) = y$. To this end, we define the output variables $z$ of the previous part of the neural network, i.e. $G_b(x) = z$, and the mapping $\Psi(z) = y$, such that $y$ fulfills the physical constraints. The explicit form of the constraint-resolving function $\Psi$ depends on the specific model. A particular choice for $\Psi$ is given in (21) for liquid–vapor flow.

**Surrogate Solver Generation** In this section, the generation of the surrogate solver is outlined. For an in-depth description of the employed machine learning algorithm we refer to [37].

**Data Set Generation** To generate a surrogate solver, we need a data set $D := \{(x_i, y_i) : i = 1, ..., N_{data}\}$ describing the input–response-relation of the microscale interface solver we intend to substitute. Here, the input $x_i := (u_-, u_+)i$ is a pair of Riemann initial data, and $y_i := (u_-', u_+', s)_i$ constitutes the corresponding output of the microscale interface solver $R$, i.e. $y_i = R(x_i)$. Therefore, the first step is to generate an input data set $D_{in} = \{(u_-, u_+)i : i = 1, ..., N_{data}\}$. Without active/online sampling methods (see Remark 9), this step involves choosing a sampling domain $B_{in} := B_+ \times B_-, \subset \mathbb{R} \times \mathbb{R}$, that serves as the bounding domain for the input data, which means that all input points $x_i$ will lie in $B_{in}$. This is a crucial step, as the choice dictates for what kind of flow regimes the surrogate solver is valid. After determining such a sampling domain, input points for the microscale simulations are sampled in $B_{in}$ using the sampling Algorithm 14. This results in the input data set $D_{in}$.

Afterwards, each input point $x_i = (u_-, u_+)i \in D_{in}$ is evaluated by the microscale interface solver, i.e.

$$R(x_i) = y_i = (u_-', u_+', s)_i,$$

resulting in the output states $u_-', u_+',$ and the interface speed $s \in \mathbb{R}$. This yields the corresponding output data set $D_{out} = \{(u_-', u_+', s)_i : i = 1, ..., N_{data}\}$. Combining both data sets yields the complete data set $D := \{(x_i, y_i) : i = 1, ..., N_{data}\}$ that describes the input–response-relation of the microscale interface solver.

A large enough number of samples $N_{data}$ for the data set $D$ is necessary in order to apply the surrogate solver successfully. Note, that in this work we choose the data set size $N_{data}$ purely from an empirical standpoint. Of course, the size is not the only quality measure of a data set, the distribution of the input variables $x_i$ and inherent noise of the output variables $y_i$ play a role just as important. In order to achieve a well-spaced input distribution, we apply the sampling Algorithm 14. The output noise can be reduced by performing several experiments for each input sample point $x_i$ and averaging the outputs, resulting in an output label $y_i$.

### 4.1. Surrogate Solver for Liquid–Vapor Flow

Instead of running the whole MD simulation (Algorithm 3) for evaluating $R_{MD}$ in (15) we employ a surrogate solver. To decrease the dimensionality of the input space of the surrogate solver, we exploit the fact that as a particle system MD are invariant with respect to a moving reference
frame. Thus, we choose the --phase velocity \( u_\ast = \frac{m_\ast}{\rho_\ast} \) as the reference velocity \( u_{\text{ref}} := u_\ast \) and consider the fluid velocities \( \tilde{v}_\ast = v_\ast - u_{\text{ref}} \). Consequently, the surrogate solver takes the form
\[
R_\theta(x) = R_\theta(\rho_\ast, T_\ast, \rho_\ast, v_\ast, T_\ast) = R_{\text{MD}}(\rho_\ast, 0, T_\ast, \rho_\ast, v_\ast, T_\ast) = (\rho_\ast^\prime, m_\ast^\prime, T_\ast^\prime, \rho_\ast, m_\ast, T_\ast).
\]
The underlying data set, as well as some remarks regarding the training of the network are found in Appendix C.

As discussed in Section 4, generic surrogate solvers \( R_\theta \) are not tailored to uphold the Rankine–Hugoniot condition (7), which include e.g. mass balance across the phase boundary. We aim to include mass conservation and positivity of the density in the surrogate solver \( R_\theta \). For this purpose, we employ CRes-networks [37] as our surrogate solver. To build the necessary constraint-resolving function \( \Psi \), consider at first the mass conservation across the interface (7), rewritten as
\[
m_\ast = m_\ast - s(\rho_\ast - \rho_\ast) \tag{20}
\]
This identity is used in the constraint-resolving function \( \Psi \) to account for the mass conservation across the interface. Furthermore, we ensure that the returned densities remain positive.

The CRes-network consists of an intermediate network \( G_\theta(x) = z \) with the output
\[
z := (\tilde{\rho}_\ast, \tilde{\rho}_\ast, \tilde{T}_\ast, \tilde{T}_\ast, s),
\]
where \( \tilde{\rho}_\ast \) are the intermediate densities, \( \tilde{T}_\ast \) the intermediate phase temperatures, \( v_\ast^\prime \) the fluid velocity of the --phase, and \( s \) the interface speed. Then, we define the function \( \Psi \) as
\[
\Psi(\tilde{\rho}_\ast, v_\ast^\prime, \tilde{T}_\ast, \tilde{T}_\ast, s) := (|\tilde{\rho}_\ast|, |\tilde{\rho}_\ast|^\prime, |\tilde{T}_\ast|, |\tilde{T}_\ast|^\prime, |\tilde{\rho}_\ast|^\prime - s|\tilde{\rho}_\ast| - |\tilde{\rho}_\ast|, |\tilde{T}_\ast|^\prime, s) \tag{21}
\]
This choice ensures that the output densities \( \rho_\ast^\prime \) and temperatures \( T_\ast^\prime \) are positive, and by means of (20) the mass across the interface is conserved. The general structure of the corresponding CRes-network is shown in Figure 6.

In the end, a single evaluation of the complete surrogate solver takes less than a millisecond whereas a single evaluation of \( R_{\text{MD}} \) takes between 9 and 11 min. A more detailed discussion of the computational times is found in Section 7.3.

5. Finite Volume Method on Interface-Preserving Moving Meshes

The focus of this section lies on the numerical discretization of two-phase flow models of the form (1) with a sharp phase boundary. This method is utilized as the continuum-scale discretization for our multiscale model. For this purpose, we employ a finite volume method (FV-IPMM-method) that builds upon an interface-preserving moving mesh (IPMM) introduced in [5, 35]. In this contribution, we will use the IPMM only as a black box without going into details. In summary, the IPMM provides a simplicial conforming moving mesh that is able to preserve a discretized interface \( \Gamma(x,t) \). This means that the interface always coincides with cell surfaces. Furthermore, it is possible to prescribe the interface motion, while employing local remeshing (which is described in [5]). In that way, large mesh deformations are possible, in contrast to e.g. basic Lagrangian approaches. The main benefit of the FV-IPMM-method is, that there is no interpolation across
the interface, and that the interface dynamics can be directly described by an interface solver. A graphical illustration of the two-dimensional IPMM is shown in Figure 7. In the following, assume we have a conforming, time-dependent, IPMM $\mathcal{F}(t)$, $t \geq 0$, of the two-phase domain $\Omega(t) = \Omega_+(t) \cup \Omega_-(t) \cup \Gamma(t) \subset \mathbb{R}^d$. Note that the evolution of the interface — and consequently the moving mesh $\mathcal{F}(t)$ — is not known a priori, but is a result from the interface dynamics during the simulation.

We introduce some further notation. The set of vertices incident to the interface $\Gamma_+(t)$ is denoted by $\mathcal{V}_+(t)$, and the set of interface surfaces by $\mathcal{S}_+(t)$. The cell surfaces that lie inside the bulk phases are given by $\mathcal{S}_\setminus_+(t) = \mathcal{S}_+(t) \setminus \mathcal{S}_+(t)$, where $\mathcal{S}_+(t)$ denotes the set of all cell surfaces. The index set for all vertices $p \in \mathcal{V}(t)$ is denoted by $\mathcal{I}_V(t) \subset \mathbb{N}$, and the one for all cells in the mesh $\mathcal{F}(t)$ by $\mathcal{I}_C(t) \subset \mathbb{N}$.

**Numerical Flux** The FV-IPMM-method is based on a finite-volume scheme. As such a numerical flux function

$$G : \mathcal{U} \times \mathcal{U} \times \mathbb{S}^{d-1} \rightarrow \mathbb{R}^m$$

is needed. For the sake of simplicity, we employ only the Lax–Friedrichs flux function

$$G(U, V, n) := \frac{F(U; n) + F(V; n)}{2} - \alpha_{LF}(U - V),$$
with the parameter \( \alpha_i > 0 \), but it is possible to apply other numerical flux functions that can deal with EOS like [54].

**The FV-IPMM-Method**  We start by giving a rough outline of the derivation of the FV-IPMM-method. For this purpose, we integrate (1) over a cell \( C(t) \in \mathcal{T}(t) \) with time dependent vertices, and the time interval \( t \in [t_n, t_{n+1}] \). Assuming sufficient regularity, this results in applying Gauss’s theorem in

\[
\int_{t_n}^{t_{n+1}} \int_{C(t)} \partial_t U \ dx \ dt + \int_{t_n}^{t_{n+1}} \int_{\partial C(t)} f(U) \cdot n \ dS \ dt = 0.
\]

By applying a version of Reynolds’ theorem, we arrive at the cell-wise conservative form of (1), i.e.

\[
\int_{C(t_{n+1})} U(x, t_{n+1}) \ dx = \int_{C(t_n)} U(x, t_n) \ dx - \int_{t_n}^{t_{n+1}} \int_{\partial C(t)} (f(U) - U s^T) \cdot n \ dS \ dt,
\]

where \( s : \partial C(t) \to \mathbb{R}^d \) denotes the speed of the surface at a point \( \xi \in \partial C(t) \). For a thorough derivation we refer to [11]. The FV-IPMM-method is basically a discretization of the terms in (22), while distinguishing between cell surfaces that form the interface \( \Gamma(t) \), and the bulk phase surfaces. The algorithmic description follows.

**Algorithm 4: Finite Volume Method on Interface-Preserving Moving Meshes**

**Input:** initial mesh \( \mathcal{T}(0) \), cell-averaged initial data \( (U_i^0)_{i \in \mathcal{P}(0)} \), interface solver \( \mathcal{R} : \mathcal{P} \times \mathcal{P} \times \mathbb{R}^d \to \mathcal{P} \times \mathcal{P} \times \mathbb{R} \).

**Parameters:** time step \( \Delta t_n > 0 \), vertex motion regularization parameter \( \lambda_{\text{motion}} \geq 0 \), numerical flux function \( G : \mathcal{H} \times \mathcal{H} \times \mathbb{R}^d \to \mathbb{R}^m \).

**Algorithm**

For each time step \( t_n \to t_{n+1} \), do

- Initialize \( \Delta U_i = 0 \) for all \( i \in \mathcal{P}(t_n) \).
- For all interface surfaces \( S_{ij}^n \in \mathcal{P}(t_n) \) — with their incident cells being \( C_i, C_j \) and assuming without loss of generality \( U_i^n =: U_i \in \mathcal{H}_i, U_j^n =: U_j \in \mathcal{H}_j \) — do
  - Solve the interface Riemann problem
    \[
    (U_i^s, U_j^s, s) = \mathcal{R}(U_i, U_j, n_{ij}).
    \]
  - Add contributions to the finite volume update terms
    \[
    \Delta U_i = -\frac{\Delta t_n \ |S_{ij}^n|}{|C_i(t_n)|} \left( f(U_i^s) - s U_i^s \right), \quad \Delta U_j = -\frac{\Delta t_n |S_{ij}^n|}{|C_j(t_n)|} \left( f(U_j^s) - s U_j^s \right).
    \]
  - Save \((s, n_{ij}, |S_{ij}|)\) for every vertex \( p_k \) incident to \( S_{ij} \).
- Update vertex motion \( m_k \) for all \( k \in \mathcal{P}(t_n) \), see (26).
- For every surface inside the bulk domain \( S_{ij}^n \in \mathcal{S}_k(t_n) \)
Compute the linear motion contribution
\[ \ell_{ij} := \frac{1}{2} \left( |S_{ij}^{n+1}| + |S_{ij}^n| \right) \cdot \left( \frac{U_i^n + U_j^n}{2} + \frac{n_{ij}^{n+1} + n_{ij}^n}{2} \right) \cdot \frac{\sum_{p \in \mathcal{Y}(S_{ij}^n) m_k}{|\mathcal{Y}(S_{ij}^n)|}}, \]  
(23)

with \( \mathcal{Y}(S_{ij}^n) \) denoting the set of vertices \( p \in \mathcal{Y}(t_n) \) that form the cell surface \( S_{ij}^n \). Consequently, \( \ell_{ij} = 0 \) if \( S_{ij} \) is not incident to an interface vertex.

- Add contributions to the finite volume update terms
\[ \Delta U_i = -\frac{\Delta t_n}{|C_i(t_n)|} \left( |S_{ij}^n| G(U_i^n, U_j^n, n_{ij}^n) + \ell_{ij} \right), \]
\[ \Delta U_j = +\frac{\Delta t_n}{|C_j(t_n)|} \left( |S_{ij}^n| G(U_i^n, U_j^n, n_{ij}^n) + \ell_{ij} \right). \]

- Add update terms to all cells:
\[ U_i^{n+1} = U_i^n + \Delta U_i, \quad \text{for } i \in \mathcal{W}(t_n). \]

- Update vertex positions according to
\[ p_k^{n+1} = p_k^n + \Delta t_n m_k, \quad \text{for } k \in \mathcal{Y}(t_n), \]

and rescale the data of all neighboring cells according to the changing volume, i.e.
\[ U_i \leftarrow \frac{|C_i(t_n)|}{|C_i(t_{n+1})|} U_i. \]

- Perform the remeshing according to the IPMM (see [5]).

**Remark 5.** Concerning the FV-IPMM-method in Algorithm 4, there are some remarks to be made.

- The finite volume update terms \( \Delta U_i \) are used as variables, with \( +=, -= \) denoting assignment by addition or subtraction.

- By scaling the data in (24) the interface motion remains conservative. Even more so, we avoid mixing phase states in the context of two-phase flows.

- The linear motion contribution (23) originates from discretizing the motion-dependent part of the flux term in (22) for cell surfaces adjacent to the interface.

It remains to discuss how the interface motion is computed.

**Computing the Vertex Motion of the Mesh** In the FV-IPMM-scheme (Algorithm 4) the interface speed \( s \) is always computed for each cell surface \( S \in \mathcal{S}(t) \) in direction of its normal vector \( n \) — however, for the IPMM we require the motion at each vertex. As such we have to compute the vertex motion \( m_k = m_k(t) \in \mathbb{R}^d \) for each interface vertex \( p_k \in \mathcal{Y}(t) \). Let us assume that for each interface surface \( S_i \in \mathcal{S}(t) \) incident to \( p_k \) we have already computed the interface wave speed \( s_i \) in normal direction \( n_i \). In the multiscale model, this will be provided by the interface solver.
A natural choice for the interface motion \( \mathbf{m}_k \) of \( \mathbf{p}_k \) is one that satisfies

\[
\mathbf{n}_l \cdot \mathbf{m}_k = s_l \text{ for all surfaces } S_l \text{ incident to } \mathbf{p}_k,
\]

which means that the projection of \( \mathbf{m}_k \) in each normal direction \( \mathbf{n}_l \) coincides with the interface speed \( s_l \).

In one space dimension this is trivially fulfilled by setting \( \mathbf{m}_k = s \). In case of two space dimension, one vertex has usually (in our setting) only two interface edges, i.e. (25) boils down to a \( 2 \times 2 \) system of linear equations, that is solvable if the interface edges are not parallel. In three space dimensions each interface vertex has in most cases more than three incident interface surfaces, consequently, the linear system (25) is generally overdetermined. To solve this problem, linear least squares fitting, using the normal equations, can be performed. For that, we define

\[
\mathbf{N} := \begin{bmatrix} \mathbf{n}_1^\top \\ \vdots \\ \mathbf{n}_K^\top \end{bmatrix}, \quad \mathbf{s} := \begin{bmatrix} s_1 \\ \vdots \\ s_K \end{bmatrix},
\]

where \( \mathbf{n}_l^\top, s_l \) correspond to the normal vectors and surface speeds for all \( K \in \mathbb{N} \) incident surfaces \( S_l \) of \( \mathbf{p}_k \). Then the normal equations are given by

\[
\mathbf{N}^\top \mathbf{N} \mathbf{m}_k = \mathbf{N}^\top \mathbf{s}.
\]

To regularize this system, we apply the generalized Tikhonov regularization [55], with the expected value \( \mathbf{m}_k \) being the averaged motion

\[
\overline{\mathbf{m}}_k := \left( \frac{1}{|\delta_I(\mathbf{p}_k)|} \sum_{S_l \in \delta_I(\mathbf{p}_k)} s_l \right) \overline{\mathbf{n}}_k / |\overline{\mathbf{n}}_k|,
\]

with \( \delta_I(\mathbf{p}_k) \) denoting the interface surfaces incident to the vertex \( \mathbf{p}_k \), and the averaged normal vector given by

\[
\overline{\mathbf{n}}_k := \frac{1}{|\delta_I(\mathbf{p}_k)|} \sum_{S_l \in \delta_I(\mathbf{p}_k)} \mathbf{n}_l.
\]

Then, the motion \( \mathbf{m}_k \) of the vertex \( \mathbf{p}_k \) is the solution of the linear system

\[
(\mathbf{N}^\top \mathbf{N} + \lambda_{\text{motion}} \mathbf{I}) \mathbf{m}_k = \mathbf{N}^\top \mathbf{s} + \lambda_{\text{motion}} \overline{\mathbf{m}}_k,
\]

where \( \lambda_{\text{motion}} > 0 \) is the regularization parameter, and \( \mathbf{I} \) the \((d \times d)\)-identity matrix.

\textit{Remark 6.} It is noteworthy that the FV-IPMM-method is applicable beyond the multiscale model presented in this work. Many models can be applied in the bulk domains or the interface, and the method is not restricted to phase boundary scenarios. An open-source implementation of the IPMM can be found at [4].

6. The Multiscale Model

In this core section we present the multiscale model and the interplay of each of its components. We first describe it on the general level of Section 2.1. Thereafter, we will go into details and explain the specific implementation for liquid–vapor flow (Section 2.2), where the interface dynamics are described by MD simulations.
6.1. The Multiscale Model for General Two-Phase Flow

The multiscale model consists of several components. On the continuum scale, two-phase fluid flow can be modeled by conservation laws with sharp phase boundaries, see Section 2. Models of this type can be discretized via the FV-IPMM-method described in Section 5. A major benefit of this approach is, that it permits us to model the fluid dynamics directly at the moving interface, for example, by prescribing a general interface solver $R$ (see Definition 1). Following this idea, we model the interface dynamics with a multiscale model that is based on microscale simulations of the phase boundary, forming the interface solver. Such a microscale interface solver $R$ has the form given in (15). For given initial states $u_-$, $u_+ \in P_-$, $u_\ast \in P_+$, it solves the microscale Riemann problem (in normal direction) and extracts the wave speed $s \in \mathbb{R}$ of the interface as well as the adjacent wave states $u_-^\ast \in P_-$, $u_+^\ast \in P_+$ — see Figure 3 for an exemplary sketch of corresponding wave pattern. The microscale interface solver $R$ can be used to formulate a general interface solver $\mathcal{R}$ that is used in the FV-IPMM-method.

Specifically, for liquid–vapor flow, the microscale interface solver $R$ consists of MD simulations of molecular-scale Riemann problems. From these particle simulations the phase boundary dynamics are inferred. The MD interface solver is described in Section 3.2.

A graphical representation of the interplay between the different components of the multiscale model is shown in Figure 8.

**Remark 7.** The multiscale model is not restricted to employ particle-based microscale solvers for the general interface solver $\mathcal{R}$. There are many other possibilities that can be used. For example one could employ exact Riemann solvers [12, 50, 59], or (computationally cheaper) relaxation solvers [18]. The interface solver may also be based on other microscale models like diffuse-interface approximations [8] or completely different modeling approaches.
6.1.1. The Multiscale Model Algorithm

In this section, the application of the multiscale model is explained. It employs the surrogate interface solver $R_\partial$ in the FV-IPMM-discretization (Section 5) of a continuum-scale two-phase model.

We start with the initial data on the continuum scale, which means, we prescribe the initial bulk phase domains $\Omega_\pm(0)$, the initial interface position $\Gamma(0)$, and the corresponding initial conditions $U_{\pm,0}(x)$. Both domains $\Omega_\pm(0)$ are triangulated while approximating the interface $\Gamma(0)$. Then, we employ the FV-IPMM-method (see Algorithm 4). In the following, the multiscale model is given in algorithmic form.

**Algorithm 8: Multiscale Model Algorithm**

**Input:** initial bulk domains $\Omega_\pm(0)$, initial interface position $\Gamma(0)$, and initial conditions $U_{\pm,0}(x)$.

**Prerequisite:** a surrogate solver $R_\partial$, that is based on the microscale interface solver $\mathcal{R}$.

**Algorithm**

- Approximate $\Omega_\pm(0)$ and interface $\Gamma(0)$ by mesh with interface $\Gamma_{\mathcal{T}}$, comprising the initial moving mesh $\mathcal{T}(0)$.
- Compute cell-averaged data $(U_i^0)_{i \in I_{\pm}(0)}$ on $\mathcal{T}(0)$, using the initial conditions $U_{\pm,0}(x)$.
- Set up the interface solver

$$
\mathcal{R} : \mathcal{P}_- \times \mathcal{P}_+ \times \mathbb{S}^{d-1} \rightarrow \mathcal{P}_- \times \mathcal{P}_+ \times \mathbb{R} : (U_-, U_+, n) \mapsto (U_-, U_+, s),
$$

where the mapping $(U_-, U_+, n) \mapsto (U_-, U_+, s)$ is defined by the following steps:

1. Map the states $U_\pm$ in direction of $n$, according to (9), resulting in $u_\pm = U_{\pm,n,\pm}$ and $U_{\pm,n,\pm}$.
2. Evaluate the surrogate solver (for $R$)

$$(u_{\pm,n,-}, u_{\pm,n,+}, s) = R_\partial(u_-, u_+).$$

3. Project the directional states:

$$U_{\pm}^* = P_n(u_+^*) + U_{\pm,n,\pm},$$

with $P_n$ defined as in (10).
- Run the FV-IPMM-method (Algorithm 4) with the initial mesh $\mathcal{T}(0)$, the initial data $(U_i^0)_{i \in I_{\pm}(0)}$, and using the interface solver $\mathcal{R}$ defined in (27).

**Result:** approximate solution $U_{\mathcal{T}}(x, t) = U_i^n$, for $x \in C_i(t_n)$ and $t \in [t_n, t_{n+1})$, on the moving mesh $\mathcal{T}(t)$.

**Remark 9 (Active Sampling Strategies).** One major drawback of a fixed surrogate solver is, that it is restricted to a predetermined flow regime, which is due to the static bounding region $B_{\mathcal{R}}$.

To mitigate this problem, it is possible to employ an active sampling strategy, which in this...
context is presented in our work [38]. The main idea is to introduce a score value for an arbitrary input \( \mathbf{x} \), that measures the uncertainty of the surrogate solver on this specific input point. If the uncertainty becomes too large, the original solver is evaluated, and the resulting sample \( \mathbf{y} = \mathcal{R}(\mathbf{x}) \) is added to the training data set and the surrogate solver gets retrained.

### 6.2. The Multiscale Model for Liquid–Vapor Flow

In this section, we apply the multiscale model to compressible liquid–vapor flow. On the continuum scale, the two-phase flow is described by the Euler equations, as in Section 2.2. The interface dynamics on the microscale are modeled by MD simulations, see Section 3.2, which are substituted by a surrogate solver, see Section 4.

**Microscale Interface Solver** To define the liquid–vapor flow multiscale model, we have to specify a microscale interface solver of the form

\[
R : (\rho_\ast, m_\ast, E_\ast, \rho_\ast', m_\ast', E_\ast') \mapsto (\rho_\ast, m_\ast, E_\ast, \rho_\ast', m_\ast', E_\ast').
\]  

The solver (28) is based on MD simulations (Section 3.2) and is realized as follows. Let the initial states \((\rho_\ast, m_\ast, E_\ast) \in \mathcal{R}_\ast, (\rho_\ast, m_\ast, E_\ast) \in \mathcal{R}_\ast\), and normal direction \( \mathbf{n} \in \mathbb{S}^{d-1} \) be given. We compute the specific inner energies \( \varepsilon_\ast = \frac{E_\ast}{\rho_\ast} + \frac{|m_\ast|^2}{2\rho_\ast} \), and temperatures \( T_\ast = T(\rho_\ast, \varepsilon_\ast) \), using the EOS. Next, map \((\rho_\ast, m_\ast, T_\ast)\) in direction of \( \mathbf{n} \) according to (9), i.e.

\[
\begin{aligned}
\mathbf{u}_\ast &= (\rho_\ast, m_\ast, T_\ast) := U_{|\mathbf{n} = \mathbf{n}} = (\rho_\ast, m_\ast \cdot \mathbf{n}, T_\ast), \\
U_{|\mathbf{n} = \mathbf{n}} &= (0, m_\ast - (m_\ast \cdot \mathbf{n}) \mathbf{n}, 0).
\end{aligned}
\]

Then, we consider the fluid states in the reference frame of Section 4.1, which means we choose the --phase velocity \( \mathbf{v}_\ast = \frac{m_\ast}{\rho_\ast} \) as the reference velocity \( \mathbf{v}_{\text{ref}} := \mathbf{v}_\ast \). Thus, we consider the fluid velocities \( \mathbf{v}_\ast = \mathbf{v}_\ast - \mathbf{v}_{\text{ref}} \). Next, we solve the Riemann problem (11) in normal direction \( \mathbf{n} \) with Riemann data \((\rho_\ast, \mathbf{v}_\ast, T_\ast)\) using the microscale model. This means, we run a MD simulation (Algorithm 3) for the initial continuum states \((\rho_\ast, \mathbf{v}_\ast, T_\ast)\) and \((\rho_\ast, \mathbf{v}_\ast, T_\ast)\), i.e. evaluating \( R_{\text{MD}} \) from (19) resulting in the states \((\rho_\ast', m_\ast', T_\ast')\), \((\rho_\ast', m_\ast', T_\ast')\), and the wave speed \( \tilde{s} \) in normal direction \( \mathbf{n} \), with \( m_\ast' \), \( m_\ast' \), \( \rho_\ast' \). Next, we return the reference velocity, i.e.

\[
m_\ast' = m_\ast' + \rho_\ast' \mathbf{v}_{\text{ref}}, \quad \tilde{s} = \tilde{s} + \mathbf{v}_{\text{ref}}.
\]

The directional states are projected back to the full-dimensional states

\[
(\rho_\ast', m_\ast', T_\ast') = (\rho_\ast', m_\ast' \mathbf{n}, T_\ast') + U_{|\mathbf{n} = \mathbf{n}} = P_n((\rho_\ast', m_\ast', T_\ast')) + U_{|\mathbf{n} = \mathbf{n}}.
\]

with \( P_n \) defined as in (10). After computing the specific inner energies \( \varepsilon_\ast' = \varepsilon(\rho_\ast', T_\ast') \), and energy densities \( E_\ast' = \rho_\ast' \varepsilon_\ast' + \frac{|m_\ast'|^2}{2\rho_\ast'} \), we have obtained the wave states \((\rho_\ast', m_\ast', E_\ast')\), \((\rho_\ast', m_\ast', E_\ast')\), and the interface speed \( s \) in direction of \( \mathbf{n} \).

### 7. Numerical Simulation Results for the Liquid–Vapor Multiscale Model

In this section, we present simulation results for the liquid–vapor multiscale model, as presented in Section 6.2. We consider the two-phase Euler equations of Section 2.2 on the continuum scale, and MD simulations for the phase boundary dynamics, as described in Section 3.2. The parameters used for the simulations are found in Appendix D.
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Figure 9: Multiscale simulation for the liquid–vapor flow model in one space dimension, overlaid over the corresponding MD simulations (averaged over 50 simulations and 200 bins for local averaging, the shaded region indicates the standard error of the mean). The initial conditions \( \rho_\text{L} = 0.65, T_\text{L} = 1.0, \rho_\text{V} = 0.05, T_\text{V} = 1.0, v_\text{L} = 0 \) yield a pressure-driven wave that expands from the liquid phase.

7.1. One-dimensional Results

To start with, we consider the multiscale model in one space dimension. Our focus lies hereby on Riemann problems, which are compared with their corresponding MD simulation result. In that way, we are able to validate the consistency of the multiscale model with respect to the microscale MD simulations. We consider two settings: a pressure-driven wave and a vapor wave colliding with liquid fluid.

**Pressure-Driven Wave** For the first example, we consider the Riemann initial data \( \rho_\text{L} = 0.65, T_\text{L} = 1.0, \rho_\text{V} = 0.05, T_\text{V} = 1.0, v_\text{L} = 0 \). As seen in Figure 9, this results in a pressure-driven wave, expanding the liquid phase. Due to the expansion and the decreasing density inside the liquid phase, the temperature decreases as well. The vapor next to the interface is slightly compressed and therefore has a slightly increased temperature. Some mass is transferred from the vapor into the liquid phase, according to the (averaged) relative mass flux \( j \approx -0.004 \).

The MD simulation results are close to the multiscale solution. Specifically, this holds for the speed of the observed waves. The wave plateau values for the density coincide very well — however, for the velocity and the temperature, there is some discrepancy. This is due to the higher fluctuation in statistical averaging on the vapor side, as on the molecular-scale fewer particles are present there.
Figure 10.: Multiscale simulation for the liquid–vapor flow model in one space dimension and the corresponding MD simulations (averaged over 50 simulations and 200 bins for local averaging, the shaded region indicates the standard error of the mean). The initial conditions $\rho_\text{L} = 0.58$, $v_\text{L} = 0$, $T_\text{L} = 1.0$, $\rho_\text{v} = 0.05$, $v_\text{v} = -0.5$, $T_\text{v} = 1.0$ are chosen in such a way that a vapor phase wave hits the liquid phase.

**Liquid–Vapor Collision** In the second example, we consider a vapor wave that hits the liquid phase. This is implemented by the Riemann initial data $\rho_\text{L} = 0.58$, $v_\text{L} = 0$, $T_\text{L} = 1.0$, $\rho_\text{v} = 0.05$, $v_\text{v} = -0.5$, $T_\text{v} = 1.0$. The simulation result is shown in Figure 10. In the vapor phase we observe an increase in the density and temperature. The averaged relative mass flux $j \approx -0.006$ indicates that mass is transferred into the liquid phase. In the same way, the momentum of the vapor wave is transferred into the liquid phase as seen in the velocity plot. Most noteworthy is the excellent correspondence between multiscale solution and MD simulation — only the temperature distribution of the MD simulation exhibits some heat conductivity effects which are not present on the continuum scale.

In summary, the one-dimensional simulation results are consistent with the molecular-scale simulations, which validates the multiscale approach.

### 7.2. Two-dimensional Results

Next, we show the performance of the multiscale model in two space dimensions. For this scenario we consider the domain $\Omega = (-1.5, 1.5)^2$, with the two initial phase domains $\Omega_\text{L}(0) = \{ x = \ldots$
\((x_1, x_2) \in \mathbb{R}^2 : |x_2| < 0.15\) and \(\Omega_+(0) = \Omega \setminus \overline{\Omega}_-(0)\). The initial data in each subdomain is set to

\[
(\rho, \mathbf{v}, T)(x, t) = \begin{cases} 
(0.62, (0, 0), 0.8), & x \in \Omega_-(0), \\
(0.06, (0, 0), 0.9), & x \in \Omega_+(0) \text{ and } x_1 \geq -0.5, \\
(0.06, (0.5, 0), 0.9), & x \in \Omega_+(0) \text{ and } x_1 < -0.5.
\end{cases}
\]

This corresponds to a vapor wave colliding with a liquid droplet. At the left boundary, at \(x_1 = -1.5\), we apply inflow boundary conditions by setting ghost cell values to \((\rho, \mathbf{v}, T) = (0.06, (0.5, 0), 0.9)\). Everywhere else we use outflow boundary conditions by copying the inner cell values to the ghost cells.

The density and velocity field of the simulation are shown in Figure 11 for several time steps; the corresponding temperature field is depicted in Figure 12. As the initial data does not coincide with equilibrium states, the liquid droplet starts to oscillate — clearly seen in Figure 13. Meanwhile, the vapor wave increases the density and temperature inside the vapor phase. Then, the vapor wave interacts with the droplet, deforms it, and transports it through the domain. Note that surface tension is not included in the model. Therefore, the droplet deformation might be exaggerated.

### 7.3. Three-dimensional Results

In this section we demonstrate the capabilities of the multiscale model in three space dimensions. For this setting we consider the domain \(\Omega = (-1.5, 1.5)^3\), with the two initial phase domains \(\Omega_-(0) = \{x = (x_1, x_2, x_3) \in \mathbb{R}^3 : |x_2| < 0.15\} \text{ and } \Omega_+(0) = \Omega \setminus \overline{\Omega}_-(0)\). For the initial data in each subdomain we set

\[
(\rho, \mathbf{v}, T)(x, t) = \begin{cases} 
(0.62, (0, 0, 0), 0.8), & x \in \Omega_-(0), \\
(0.06, (0, 0, 0), 0.9), & x \in \Omega_+(0) \text{ and } x_1 \geq -0.5, \\
(0.06, (0.5, 0, 0), 0.9), & x \in \Omega_+(0) \text{ and } x_1 < -0.5.
\end{cases}
\]

For the boundary conditions we apply inflow boundary conditions at \(x_1 = -0.5\) with the ghost cell value \((\rho, \mathbf{v}, T) = (0.06, (0.5, 0, 0), 0.9)\). Everywhere else outflow boundary conditions are applied. This corresponds to the two-dimensional setting of Section 7.2.

The simulation results are presented in Figure 14 for the density and the velocity, and in Figure 15 for the temperature. Both figures show two-dimensional slices through the three-dimensional domain at \(x_3 = 0\).

Initially, the liquid droplet is not in equilibrium with the surrounding vapor, resulting in a compression of the droplet. Then the vapor wave hits the droplet and acts upon it, moving the droplet through the computational domain. During that phase the droplet slowly grows in volume. Compared to the two-dimensional simulation, the deformation is much less pronounced. The reason for this is that the fluid has more freedom to move around the droplet, as opposed to the two-dimensional setting.

Finally, let us regard the computational effort of the simulation.\(^1\) Averaged over the \(1 \cdot 10^4\) time steps the mesh consists of \(2.7 \cdot 10^8\) cells with \(3.6 \cdot 10^5\) interface facets. Each time step takes approximately 24 s, split into 2 s for performing the moving mesh operations, and 22 s for computing the finite volume fluxes and updates. In total (including I/O), this amounts to a runtime of about

---

\(^1\) All computations in this contribution are performed on a desktop computer equipped with an AMD Ryzen Threadripper 2950X 16-core processor and 128 GB RAM.
Figure 11: Two-dimensional multiscale simulation of the liquid–vapor flow model. The subfigures depict the density and velocity of the solution at various time steps. The corresponding plots of the temperature can be found in Figure 12.
Figure 12.: Two-dimensional multiscale simulation of the liquid–vapor flow model. The subfigures depict the temperature of the solution at various time steps. The corresponding plots of the density can be found in Figure 12.
Figure 13.: Time evolution of the volume of the droplet and the droplet-averaged density for the liquid–vapor flow multiscale simulation in two space dimensions.

66 h. We note however, that the implementation is mostly serial. Only the numerical fluxes in the bulk phases are computed in parallel with a shared memory parallelization. Employing the surrogate solver is crucial to run this simulation. If we would not have used a surrogate solver, we would need to perform a MD simulation at every interface facet. This would sum up to 600 h of (albeit parallelizable) computation time for every time step. Compared to that, a single evaluation of the surrogate solver takes only 0.2 ms. Even including the offline phase for generating the surrogate solver (approximately 3000 h), the additional effort is quickly redeemed after a few time steps.

8. Conclusion

Up to now, there were few methods to solve inviscid, temperature-dependent liquid–vapor flow, and the applied methods tend to be either computationally expensive, or are unable to render some physical effects accurately. We developed a multiscale model for inviscid liquid–vapor flow, that accounts for the interface physics on the molecular scale. For this purpose, we utilize the molecular-scale Riemann problem as the link between the continuum scale and the molecular scale. Thereby, we avoid explicit closures on the continuum scale which are in many cases not valid nor available. This enables us to simulate fluid regimes that could not be considered before. However, that comes at the cost of expensive MD simulations. We overcome this bottleneck by employing (mass-conservative) constraint-aware neural networks, rendering the whole implementation efficient enough to perform simulations in two and three space dimensions.

Notwithstanding, there remain some open questions.

• An important addition to the continuum-scale model and its discretization is to include topological changes such as droplet merging or splitting. For this purpose, sub-models have to be introduced that describe these phenomena in a sharp-interface setting. In the same way, nucleation and vanishing droplets should be supported.

• Surface tension effects are an important factor in two-phase flows. However, they are not taken into account in this work. It is straightforward to include them on the continuum scale because the curvature of the phase boundary can be computed directly from the geometric
Figure 14: Slice through the three-dimensional multiscale simulation of the liquid–vapor flow model at $x_3 = 0$. The sub-figures depict the density and velocity of the solution at various time steps. The corresponding plots of the temperature can be found in Figure 15.
Figure 15.: Slice through the three-dimensional multiscale simulation of the liquid–vapor flow model at $x_3 = 0$. The sub-figures depict the temperature of the solution at various time steps. The corresponding plots of the density can be found in Figure 15.
information of the sharp interface in the mesh, see e.g. [47]. The local curvature can then be passed to the microscale interface solver. We have already demonstrated this in our work [10]. What is missing is an efficient method to include the curvature effects on the molecular scale.

• We consider inviscid flow without heat conduction in the bulk phases. To include heat and viscous fluxes it suffices to exchange the Euler equations by the Navier–Stokes–Fourier system, while inferring the derivatives of the fluid states from the MD simulations.

Regarding the surrogate solver, various improvements can be made. Active learning may be utilized and more efficient sampling strategies for generating the training data set can be applied. The timescale of the MD simulations and the size of the interface sampling region are determined heuristically. This is due to the lack of rigorous theory for bridging the scales from the molecular scale particle model to a continuum-scale fluid model.

The multiscale model can be naturally extended to the case of more complex fluids, only the MD simulations have to be adapted for the corresponding molecule types. Moreover, the multiscale model is easily adaptable to various sharp-interface, two-phase flow scenarios, while preserving the physical accuracy of MD simulations.
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Appendix A. Elements of Molecular Dynamics Simulations

In this section, we explain the tailored MD simulations in detail. Starting with the cutoff-potential substituting the full Lennard-Jones potential (16). Subsequently, we give a detailed explanation of other MD elements, namely the particular choice of the computational domain, the long-range corrections, and the thermostat.

Cutoff-Potential Solving the equation of motion (17) directly requires the computation of \((N_p - 1)^2\) pair-interactions. For a high number of particles this becomes unfeasible. To respond to this problem, it is common to apply a localized potential by introducing a cutoff length \(r_{\text{cutoff}} > 0\), above which the potential is set to zero, i.e.

\[
\phi(r; r_{\text{cutoff}}) := \begin{cases} 
\phi(r), & r < r_{\text{cutoff}}, \\
0, & r \geq r_{\text{cutoff}}.
\end{cases}
\]  

(30)

Naturally, using a cutoff-potential comes at a cost: long-range forces are not considered anymore. They have to be re-included via long-range corrections or long-range forces, which will be discussed later.
Computational Domain  We are interested in simulating the fluid dynamics in normal direction of the interface. Therefore, it is beneficial to consider an adapted computational domain, that is large in $x$-direction and small in the transversal directions, see Figure 16 b. In the transversal directions we consider periodic boundary conditions, whereas in $x$-direction reflecting boundary conditions are implemented. We fix the height $h_{\text{dom}}$ in the transversal directions to a multiple of the cutoff-radius $r_{\text{cutoff}}$ and set the length $l_{\text{dom}}$ in $x$-direction according to the desired fluid density.

![Diagram of computational domains]

(a) Standard, cubic computational domain  (b) Elongated cuboid domain with linked-cell approach

Figure 16.: Two different setups for the computational domain.

Linked-Cell Approach  The big advantage of choosing the adapted computational domain is that, in conjunction with the cutoff-potential, we are now able to consider one-dimensional grid cells with cell length $\Delta c > r_{\text{cutoff}}$ for a more efficient and faster computation of the interaction forces. This is achieved by computing only the interactions of all particles within a cell and its two neighboring cells. In that way, not all pairwise particle distances have to be computed, which saves computational resources. This approach is called linked-cell or linked-list approach. Due to the one-dimensional nature of the grid, we can distribute the particles onto the cells by sorting them according to their $x$-coordinate, which is done every $\chi_{\text{sort}} \in \mathbb{N}$ time steps.

Long-Range Forces  Following the approach described in [27], we compute the forces depending on the cell-wise local density average. Therefore, the cell-averaged densities $\bar{\rho}_{C_k}$ are computed at each point in time for every cell $C_k$. Then, a particle $i$ in cell $C_k$ is subject to the long-range force

$$f_{C_k,LR} = \sum_{l=k-1,k,k+1} 2\pi (c_k - c_l) \phi(|c_k - c_l|) \bar{\rho}_{C_l} \Delta c \quad \text{for } x_i \in C_k,$$

where $c_l$ denotes the center point of cell $C_l$. Note that the long-range forces do not depend on the particle position and can therefore be precomputed for each cell.

Statistical Averaging  By solving the MD system (17), microscale information about the fluid system is generated. In most situations, the trajectory of every single particle is not of interest. Instead, the focus lies on the continuum-scale behavior of the fluid. To convert the microscale dynamics to continuum-scale quantities, we apply methods from the domain of statistical mechanics. By employing the Irving–Kirkwood formulas [26] it is possible to formulate microscopic distributions of some key quantities. Thus, the microscopic instantaneous density $\hat{\rho}(x, \tau)$ and momentum $\hat{\mathbf{m}}(x, \tau)$ distributions are given by

$$\hat{\rho}(x, \tau) = \sum_{i=1}^{N_\tau} m_i \delta_{\chi(\tau)}(x), \quad \hat{\mathbf{m}}(x, \tau) = \sum_{i=1}^{N_\tau} m_i \mathbf{v}_i(\tau) \delta_{\chi(\tau)}(x),$$
where \( m_i > 0, x_i \in \mathbb{R}, \mathbf{u}_i \in \mathbb{R}^3 \) are the mass, position in \( x \)-direction and velocity of the \( i \)-th particle. Here, \( \delta_{x_i(\tau)}(\cdot) \) denotes the Dirac delta distribution centered at \( x_i \). The local temperature distribution can be formally understood as

\[
\tilde{T}(x, \tau) := \frac{1}{d} \left( \sum_{i=1}^{N_p} \delta_{x_i(\tau)}(x) \right)^{-1} \sum_{i=1}^{N_p} (m_i (\mathbf{v}_i - \mathbf{\bar{v}}) \cdot (\mathbf{v}_i - \mathbf{\bar{v}})) \delta_{x_i(\tau)}(x).
\]  

(32)

However, the temperature is only defined as an averaged quantity and is undefined in the absence of particles.

**Thermostat** To provide meaningful MD simulations, it is important to control the temperature. Typically, this is done via a so-called thermostat during the simulations. We will apply one of the most basic thermostats: the velocity rescaling thermostat, see e.g. [9]. It controls the temperature by rescaling the relative velocity \((\mathbf{v}_i - \mathbf{\bar{v}})\) of every particle by

\[
\lambda = \sqrt{\frac{\tilde{T}_{\text{ref}}}{\tilde{T}_{\text{inst}}}},
\]

where \( \tilde{T}_{\text{ref}} \geq 0 \) is the prescribed target temperature and \( \tilde{T}_{\text{inst}} \) is the measured, instantaneous temperature, averaged over the whole system using (32).

**MD Time-Step Algorithm** The following algorithm describes the computation of a single time step of the MD simulation. We use the Velocity Verlet algorithm [57] to solve (17) for a time step from \( \tau_n = n \Delta \tau \) to \( \tau_{n+1} \), with \( \Delta \tau > 0 \) and \( n \in \mathbb{N} \).

---

**Algorithm 10: Molecular Simulation Time-Step with Linked Cells**

- **Input:** particle state arrays \( \mathbf{x}[i] = x_i(\tau_n), \mathbf{v}[i] = \mathbf{v}_i(\tau_n), \) and \( \mathbf{a}[i] = a_i(\tau_n) \) for \( i = 1, \ldots, N_p \) at \( \tau_n \geq 0 \).

- **Parameters:** time step \( \Delta \tau > 0 \), sorting frequency \( \chi_{\text{sort}} \in \mathbb{N} \), linked-cell size \( \Delta c > 0 \).

- **Algorithm**

  - If \( n \mod \chi_{\text{sort}} = 0 \): sort particles w.r.t. \( x \)-coordinates and store particles indices for each cell \( C_k \).
  
  - Compute cell-averaged densities \( \mathbf{\bar{p}}_{C_k} \) and the long-range forces \( \mathbf{f}_{C_k,\text{LR}} \) for each cell \( C_k \), see (31).
  
  - Update positions, for all \( i = 1, \ldots, N_p \),
    
    \[
    \mathbf{x}[i] += \Delta \tau \mathbf{v}[i] + \frac{1}{2} \Delta \tau^2 \mathbf{a}[i].
    \]

  - Apply boundary conditions.

  - Compute intermediate velocities, for all \( i = 1, \ldots, N_p \)
    
    \[
    \mathbf{v}[i] += \frac{1}{2} \Delta \tau \mathbf{a}[i].
    \]

  - Update accelerations, for all \( i = 1, \ldots, N_p \),
    
    \[
    \mathbf{a}[i] = \frac{1}{m_i} (\mathbf{f}_i + \mathbf{f}_{C_k,\text{LR}}).
    \]
using the pair-interaction potential \( \Phi \), the (updated) positions \( x[i] \), and equations (30), (31).

• Update velocities, for all \( i = 1, \ldots, N_p \),

\[
\mathbf{v}[i] + = \frac{1}{2} \Delta t \mathbf{a}[i].
\]

Result: \( x(i, \tau_{n+1}) = x[i], \mathbf{v}(i, \tau_{n+1}) = \mathbf{v}[i], \) and \( \mathbf{a}(i, \tau_{n+1}) = \mathbf{a}[i] \).

**Molecular-Scale Riemann Problem**  The following algorithm describes the initialization of the molecular-scale Riemann problem in detail.

### Algorithm 1: Molecular-Scale Riemann Problem Initialization

**Input:** continuum fluid states \((\rho_-, \mathbf{v}_-, T_-)\), \((\rho_+, \mathbf{v}_+, T_+)\).

**Parameters:** total number of particles \( N_p \), number of thermalization steps \( N_{\text{therm.steps}} \), thermostat frequency \( \chi_{\text{th}} \), domain width factor \( w \), maximum particle ratio \( \alpha_{\text{max}} \), domain length ratio \( \alpha_{\text{dom}} \).

**Algorithm**

- Particle ratio: \( \alpha = (1 + \alpha_{\text{dom}} \rho_+ / \rho_-)^{-1} \), clamped at \( 1 - \alpha_{\text{max}} \) and \( \alpha_{\text{max}} \).
- Number of particles in \( \pm \)-phase: \( N_\pm = \alpha N_p \).
- Domain size in transversal directions: \( l_{yz} = w \sigma \sigma_{\text{cutoff}} \).
- Volume of each phase-subdomain \( \Omega_\pm \): \( \text{vol}_\pm = \frac{m_0 N_\pm}{\rho_\pm} \).
- Domain width for each phase subdomain \( \Omega_\pm \) in \( x \)-direction: \( l_x = \frac{\text{vol}_\pm}{l_{yz}} \).
- Interface gap to avoid overlapping particles: \( l_{\text{gap}} = 2^{\frac{3}{2}} \sigma \).
- Define the domains

\[
\begin{align*}
\Omega_\pm & := [0, L] \times [0, l_{yz}]^2, & \Omega_{-\text{gap}} & := [0, L - \frac{1}{2} l_{\text{gap}}] \times [0, l_{yz}]^2, \\
\Omega_\pm & := [L, L + L] \times [0, l_{yz}]^2, & \Omega_{+\text{gap}} & := [L + \frac{1}{2} l_{\text{gap}}, L + L] \times [0, l_{yz}]^2.
\end{align*}
\]

- Distribute \( N_\pm \) particles on a uniform lattice in \( \Omega_{\pm, \text{gap}} \). If particles remain, distribute them randomly, while avoiding overlaps (using Algorithm 14).
- Thermalization phase: run \( N_{\text{therm.steps}} \) of a MD simulation in each subdomain \( \Omega_\pm \), and each \( \chi_{\text{th}} \)-th step apply a thermostat with target temperature \( T_\pm \).
- Remove average velocities and add continuum fluid velocities \( \mathbf{v}_\pm \) to all particles in \( \Omega_\pm \).
- Combine domains \( \Omega := \Omega_- \cup \Omega_+ \).

**Result:** \( N_p \) particles in a microscale Riemann problem configuration with corresponding continuum fluid states \((\rho_-, \mathbf{v}_-, T_-)\) and \((\rho_+, \mathbf{v}_+, T_+)\).
Molecular-Scale Interface Tracking  The following algorithm describes the tracking of the phase boundary on the molecular scale.

**Algorithm 12: Molecular-Scale Interface Tracking**

**Input:** particle positions $x_i(\tau_n)$, $i = 1, \ldots, N_p$, at time $\tau_n > 0$, $n \in \mathbb{N}$; former interface positions $\Gamma(t_j)$ for $j = \max(n - n_{buffer}, 0), \ldots, \max(n - 1, 0)$.

**Parameters:** RBF kernel parameter $\gamma_{RBF}$, interface tracking width ratio $\alpha_{track}$, buffer size $n_{buffer}$.

**Algorithm**

- Get the new interface position $\Gamma(\tau_n)$ by solving the optimization problem in $B_{\omega_{\text{track}}}(\Gamma(\tau_{n-1})) := (\Gamma(\tau_{n-1}) - \omega_{\text{track}}, \Gamma(\tau_{n-1}) + \omega_{\text{track}}) \subset \mathbb{R}$, with $\omega_{\text{track}} := \alpha_{\text{track}} \lambda_{\text{dom}}$,

  $$\Gamma(\tau_n) = \arg \max_{x \in B_{\text{offset}}(\Gamma(\tau_{n-1}))} |\partial_x \hat{\rho}(x, \tau_n)|.$$

- If $n \geq 2$, perform linear regression over the data $(\tau_j, \Gamma(\tau_j)), j = \max(n - n_{buffer}, 0), \ldots, n$.

The slope $s$ of the fitted line is the averaged interface speed $s(\tau_n) = s$.

**Result:** interface position $\Gamma(\tau_n)$ and interface speed $s(\tau_n)$.

Appendix B. Sampling Algorithms

**Uniform Sampling in a Convex Domain**  We seek to draw random samples inside a convex domain $\Omega \subset \mathbb{R}^d$. Commonly, this is done via rejection sampling, but this can become very expensive in high-dimensional spaces. Alternatively, we perform uniform sampling on a mesh of the convex domain. Here we exploit the fact that the Dirichlet-distribution yields a uniform point distribution after projection on a simplex.
Algorithm 13: Convex Set Sampling

**Input:** point cloud $P = \{p_0, \ldots, p_M\} \subset \mathbb{R}^d$, number of new samples $N$.

**Algorithm**

- Construct convex hull of $P$.
- Construct $d$-dimensional Delaunay mesh of the points on the convex hull.
- Calculate the volume of each simplex in the mesh.
- For $i = 1, \ldots, N$ do
  - $T_i \leftarrow$ choose a random simplex from the Delaunay mesh with probability proportional to the simplex volume.
  - $\alpha \leftarrow$ Get a $(d + 1)$-dimensional vector drawn from a uniform Dirichlet distribution.
  - $x_i \leftarrow$ linear combination of the vertices of $T_i$ with the coefficients of $\alpha$.

**Result:** $\{x_1, \ldots, x_N\}$.

*Distance-Maximizing Sampling* Uniform random sampling might result in bad space-filling behavior, especially for sparse data in high-dimensional spaces. We use distance-maximizing sampling using a multidimensional variant of the best-candidate algorithm of [42]. However, by using the standard euclidean metric to measure the distance this can lead to a high concentration of samples near the domain boundary [48]. Instead, we employ the Minkowski distance

$$\text{dist}(x, y) := \left( \sum_{i=1}^{d} |x_i - y_i|^p \right)^{\frac{1}{p}}$$

with $p \in (0, 1)$. This choice appears to provide a much better performance in high dimensional spaces [3] and avoids a high concentration of the points near the domain boundary. As a rule of thumb, we set $p = 4^{-d}$. This empirical choice for $p$ appears to produce the desired results.
Appendix C. Surrogate Solver Details for the Liquid–Vapor Flow Model

In this section, we provide some details regarding the surrogate solver for liquid–vapor flow discussed in Section 6.2, namely the data set generation and the outline of the training procedure.

Data Set Generation To be able to train a surrogate solver, an appropriate data set has to be generated. The general outline of the procedure is described in Section 4. First, we have to define the model-specific data range for the input data set $D_{in}$. Each input data point is given by a tuple $(\rho_-, \nu_-, T_-, \rho_+, \nu_+, T_+)$, with $\nu_- = 0$ after transforming the reference frame. The range of the $-$-phase densities $\rho_-$ and temperatures $T_-$ is defined by the convex set formed by the following points

\[(\rho_{\text{min},-}, T_{\text{min}}), (\rho_{\text{min},+}, T_{\text{max}}), (\rho_{\text{max},+}, T_{\text{min}}), (\rho_c, T_c), (\rho_c, T_{\text{max}}),\]

with $\rho_{\text{min},+} = 10^{-4}$, $\rho_{\text{max},+} = 0.02$, $\rho_c = 0.31$, $T_{\text{min}} = 0.4$, $T_c = 1.32$, and $T_{\text{max}} = 2.5$. Analogously, the $+$-phase range for the densities $\rho_+$ and temperatures $T_+$ is given by the convex set formed by the points

\[(\rho_{\text{min},+}, T_{\text{min}}), (\rho_c, T_c), (\rho_{\text{max},+}, T_{\text{min}}), (\rho_{\text{max},-}, T_c), (\rho_c, T_{\text{max}}),\]

with $\rho_{\text{min},-} = 0.7$, and $\rho_{\text{max},-} = 1.0$. Finally, the $+$-velocity lies in the interval $\nu_+ \in (\nu_{\text{min}}, \nu_{\text{max}})$, with $\nu_{\text{min}} = -2.5$, and $\nu_{\text{max}} = 1.5$. Altogether, this gives the definition of the input bounding domain $B_{in}$.

Inside the input bounding domain, $N_{in} = 6000$ data points are sampled, using Algorithm 14, while exploiting that $\nu_- = 0$, i.e. the sampling domain is five-dimensional. This results in the initial data set $D_{in} = \{(\rho_-, \nu_-, 0, T_, \rho_+, \nu_+, T_+): i = 1, \ldots, N_{in}\}$.

For each $(\rho_-, \nu_-, 0, T_, \rho_+, \nu_+, T_+) \in D_{in}$ we evaluate the MD interface solver (Algorithm 3), i.e.

\[R_{MD}(\rho_-, \nu_-, 0, T_, \rho_+, \nu_+, T_+) = (\rho_-^*, m_-^*, T_-^*, \rho_+^*, m_+^*, T_+^*, s).\]  

(33)
We gather the valid output in the output data set $D_{\text{out}} = \{(\rho^\ast, m^\ast, T^\ast, \rho^\prime, m^\prime, T^\prime, s)_i : i = 1, \ldots, N_{\text{data}}\}$ and identify each output sample with its corresponding input $(\rho, v_\ast = 0, T, \rho^\prime, v^\prime, T^\prime)$, resulting in the complete data set

$$D = \left\{ \left( (\rho, v_\ast = 0, T, \rho^\prime, v^\prime, T^\prime) \right)_i : i = 1, \ldots, N_{\text{data}} \right\}.$$ 

**Remark 15 (Repeating Molecular Dynamics Simulations).** As the MD simulations are non-deterministic and subject to noise, we repeat the MD simulation, i.e. the evaluation of (33), for each data point 3 times. This results in a larger data set and gives us a rough indicator of the accuracy of the MD simulations. Which — implicitly — can help us to avoid overfitting during the neural network training.

The data set is available at [36]. To get an overview of the data set, the resulting data set is illustrated in Figure 17, where we plot the output values over the input values, including the range of the output values, which is indicated by error bars.

A single run of a single MD simulation (i.e. Algorithm 3) takes between 9 and 11 min. For the whole data set this amounts to roughly 3000 h of computing time. The sampling of the data points is however fully parallelizable, and therefore, the workload can be easily split among numerous machines.

**Neural Network Training** The training of the neural network proceeds in the usual way and follows our approach used in [37] for CRes-networks. For training and employing we use the neural network framework PyTorch [45]. The particular parameters for this model are outlined in the following. We use the data set $D$ of $C$ and split it into a training data set $D_{\text{train}}$ with 14 889 samples and a validation data set $D_{\text{val}}$ with 2976 samples. We ensure that all repetitions of the MD simulations (see Remark 15) belong to either the training or the validation data set. The neural network consists of 5 hidden layers with 50 nodes each. The learning rate of the Adam optimizer [29] is set to $10^{-3}$, the weight decay parameter $\alpha_{\text{w}}$ to $10^{-3}$, and the gradient norm clipping parameter to $10^3$. The training and validation errors during the training procedure are shown in Figure 18.
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Figure 17.: The data set for the liquid–vapor flow multiscale model. The data set consists of 17,865 data points (with 5,955 unique initial states). The scatter plots show the relation of the input states $\rho_-, T_-, \rho_+, T_+$ to the wave states $\rho'^-, v'^-, \rho'^+, v'^+, T'^+, T'_-$, and wave speed $s$. The error-bars show the data range of each separate MD simulation. The input variable $v$ is not shown as it equals zero throughout the data set.

Figure 18.: Evolution of the loss on the training and the validation data set during the training of the neural network surrogate solver for the liquid–vapor flow multiscale model.
Appendix D. Temperature-Dependent Multiscale Model: Parameter Tables

| Molecular Dynamics |
|-------------------|
| **Lennard–Jones potential** |
| \( \sigma \) | 1 |
| \( \varepsilon \) | 1 |
| cutoff-radius \( r_{\text{cutoff}} \) | 2.5 |
| particle mass \( m_0 \) | 1 |

| Simulation |
|-----------|
| number of particles \( N_p \) | 32,768 |
| number of time steps \( N_{\text{end}} \) | \( 10^5 \) |
| processing frequency \( \chi_{\text{pr}} \) | 100 |
| time step \( \Delta t \) | \( 10^{-3} \) |
| domain width factor \( w \) | 3.5 |
| domain length ratio \( \alpha_{\text{dom}} \) | 3.0 |
| maximum particle ratio \( \alpha_{\text{max}} \) | 0.99 |
| linked-cell size \( \Delta c \) | 1.2 \( \sigma r_{\text{cutoff}} \) |
| sorting frequency \( \chi_{\text{sort}} \) | 20 |
| thermalization steps \( N_{\text{therm.steps}} \) | \( 5 \cdot 10^2 \) |
| thermalization frequency \( \chi_{\text{th}} \) | 100 |
| particles per thermostat cell \( n_{\text{therm.L}} \) | 500 |
| particles per thermostat cell \( n_{\text{therm.R}} \) | 50 |
| time sampling ratio \( \alpha_{\text{t-smpl}} \) | 0.2 |
| sampling width \( w_{\text{sr}} \) | 50 |
| sampling interface offset \( o_{\text{sr}} \) | 2.5 |
| interface tracking buffer size \( n_{\text{buffer}} \) | 5 |
| interface tracking width \( \alpha_{\text{track}} \) | 0.1 |
| RBF parameter \( y_{\text{RBF}} \) | \( 5 \cdot 10^{-4} \) |

Table 1.: Parameter table for the molecular dynamics simulation in case of the temperature-dependent, two-phase flow multiscale model.

| FV-IPMM 1d |
|------------|
| end time \( t_{\text{end}} \) | 0.1 |
| time step \( \Delta t \) | \( 10^{-5} \) |
| domain \( \Omega \) | \((-1, 1)\) |
| base cell width \( \Delta x \) | \( 10^{-3} \) |
| \( \Delta x_{\text{min}} \) | \( \frac{1}{2} \Delta x \) |
| \( \Delta x_{\text{max}} \) | \( \frac{3}{2} \Delta x \) |
| Lax–Friedrichs \( \alpha_{\text{LF}} \) | 1.0 |

Table 2.: Parameter table for the one-dimensional FV-IPMM-method in case of the liquid–vapor flow multiscale model.
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| FV-IPMM 2d |
|------------------|------------------|
| time step $\Delta t$ | $1 \cdot 10^{-4}$ |
| domain $\Omega$ | $(-1.5, 1.5)^2$ |
| max edge length $\Delta x$ | $1 \cdot 10^{-2}$ |
| motion regularization $\lambda_{motion}$ | $1 \cdot 10^{-4}$ |
| Lax–Friedrichs $\alpha_{LF}$ | 0.5 |

Table 3.: Parameter table for the two-dimensional FV-IPMM-method in case of the liquid–vapor flow multiscale model.

| FV-IPMM 3d |
|------------------|------------------|
| time step $\Delta t$ | $5 \cdot 10^{-4}$ |
| domain $\Omega$ | $(-1.5, 1.5)^3$ |
| max edge length $\Delta x$ | $3.5 \cdot 10^{-2}$ |
| motion regularization $\lambda_{motion}$ | $1 \cdot 10^{-4}$ |
| sliver threshold $\theta_{sliver}$ | 12° |
| Lax–Friedrichs $\alpha_{LF}$ | 0.5 |

Table 4.: Parameter table for the three-dimensional FV-IPMM-method in case of the liquid–vapor flow multiscale model.
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