Abstract

In 2019, the Australasian Language Technology Association (ALTA) organised a shared task to detect the target of sarcastic comments posted on social media. However, there were no winners as it proved to be a difficult task. In this work, we revisit the task posted by ALTA using transformers—specifically BERT—given the current success of the transformer-based model in various NLP tasks. We conducted our experiments on two BERT models (TD-BERT and BERT-AEN). We evaluated our model on the data set provided by ALTA ('Reddit') and two additional data sets: ‘book snippets’ and ‘Tweets’. Our results show that our proposed method achieves a 15.2% improvement from the current state-of-the-art system on the Reddit data set and a 4% improvement on Tweets.

1 Introduction

Sarcasm is a remark made by a certain person to ridicule or hurt another person’s feelings (Cheang and Pell, 2008). A unique property of sarcasm lies in the way words are used. The result digresses from the conventional word order and alters the meaning of the whole sentence (Attardo et al., 2003). This very aspect also makes it very challenging to detect in a text. There has been a large number of studies that looked at automating sarcasm detection (Eke et al., 2020; Joshi et al., 2017) however there is less work done in identifying and extracting the target of sarcasm from the text.

The problem of sarcasm target detection was originally coined by Joshi et al. (2016a). The target of sarcasm is defined as an entity or a situation that is being ridiculed in a sarcastic text. The task of sarcasm target identification is to extract the subset of words that indicate the target of ridicule for a given sarcastic sentence. Identifying the target of ridicule can improve the detection of cyber-bullying and hate speech targeted towards minority communities such as people of colour, the LGBTQ+ community and others (Oliva et al., 2021; Hylton, 2018). However, this task is particularly challenging because of the following factors:

- **Multiple targets**—A sarcastic sentence may contain multiple targets. For instance in the following sentence, “James is as good at cooking as Guy Feiri is at avoiding controversy”, the targets are both “James” and “Guy Feiri”.

- **Lack of targets**—The target of sarcasm may not be present in the given sentence. For example in the sentence, “I guess the kumara loves kayaking”, the speaker makes a sarcastic remark but the target of ridicule is unclear. When the sarcasm target does is not present or it is unclear, it is marked as OUTSIDE.

There have been various attempts to improve the performance of sarcasm target detection (Patro et al., 2019; Molla and Joshi, 2019; Bölükçü and Can, 2020; Parameswaran et al., 2021) such as through the use of deep-learning models and rule-based methods. Given the successes of transformers, particularly BERT (Devlin et al., 2019), in NLP tasks such as Aspect-Based Sentiment Analysis (ABSA) (Sun et al., 2019a), and summarisation (Miller, 2019), we hypothesise that BERT-like models may also be good at this task.

Our experiments show that BERT models outperform the current state-of-the-art system on our Reddit data by 23.4% and give a 3% increase on our Tweets data.
2 Related Work

Sarcasm detection (i.e., distinguishing sarcastic texts from non-sarcastic texts) is widely studied in computational linguistics. Eke et al. (2020); Joshi et al. (2017) have presented a comprehensive overview in this field. To summarise, there are several approaches: semi-supervised learning (Bamman and Smith, 2015; Bharti et al., 2015; Ling and Klinger, 2016; Ghosh and Muresan, 2018), deep learning (Ghosh and Veale, 2016; Agrawal and An, 2018; Hazarika et al., 2018; Martini et al., 2018; Liu et al., 2019), and lately, with the advancement of transformers, researchers have used transformers to distinguish sarcastic texts from non-sarcastic texts (Baruah et al., 2020; Avvaru et al., 2020; Potamias et al., 2020).

Little work has been done to detect the target of sarcasm—in spite of the Australasian Language Technology Association (ALTA) organising a shared task challenge to encourage researchers to tackle this problem (Molla and Joshi, 2019). The approaches taken in prior work include a rule-based system that looks at Part-of-Speech (PoS) (Joshi et al., 2016b), deep learning (Patro et al., 2019), and an ensemble of machine learning and deep learning classifiers (Parameswaran et al., 2021). To the best of our knowledge, there is no research exploring the use of BERT models for sarcasm target detection, but we note that Parameswaran et al. (2021) used embeddings from BERT, but not the transformer.

We also note that Mukherjee et al. (2021) used the ABSA-PyTorch repository as the basis for reproducing the results of ABSA approaches.

3 Data Set

We consider the data sets released by Joshi et al. (2016b) and Molla and Joshi (2019). The sets consist of three different kinds of data: Tweets (Tweets), book snippets (Books) and also Reddit posts (Reddit). Table 1 shows the details of the collections.

|         | Tweets | Books | Reddit |
|---------|--------|-------|--------|
| Sentences | 224    | 506   | 950    |
| Avg. sentence length | 13.06  | 28.47 | 25.30  |
| Avg. target length  | 2.08   | 1.6   | 2.8    |
| % OUTSIDE       | 10%    | 5%    | 35%    |

Table 1: Statistics of data sets

![Figure 1: The architecture of BERT-AEN (Song et al., 2019) (left) and TD-BERT (Gao et al., 2019) (right)](https://github.com/songyouwei/ABSA-PyTorch)

When predicting the target of sarcasm, like others (Patro et al. (2019) and Parameswaran et al. (2021)), we formulated the problem as a sequence labelling problem. We first represent a sarcastic sentence \((S)\) as a sequence of words \(\{w_1, w_2, \ldots, w_N\}\). We then append each word with a label indicating if it is a potential target. Consider the following example, “He is a good cook” with ‘He’ as the potential target. The sentence is represented as \{"He’, ‘is’, ‘a’, ‘good’, ‘cook’\} and its label sequence is \{"He’T’, ‘is’ø, ‘a’ø, ‘good’ø, ‘cook’ø\}, where T is a potential target and ø is not. We feed both of these sequences as training input for our two BERT models (TD-BERT and BERT-AEN).
Since we are classifying whether each word in a sentence is a potential target of sarcasm, the first word of the sequence is appended with a unique \([\text{CLS}]\) token which is used by BERT for classification tasks. As shown in Figure 1, in order to train the model, we transform the given sentence \((S)\) into \([\text{CLS}] + S + [\text{SEP}]\) and \([\text{CLS}] + w_k + [\text{SEP}]\) along with the label, \(w_k\), where \(k\) is \(\{1 \ldots N\}\). As there can be multiple potential target terms, we introduce a max-pooling operation to the two BERT models. This takes into consideration which candidate targets are the best before it gets fed into the fully connected layer. Finally, we use a softmax layer in order to classify whether the current word is a potential target of sarcasm or not. We use BERT\(_{\text{Base}}\) (Devlin et al., 2019) as our pre-trained model.

We briefly explain the architecture of the TD-BERT and BERT-AEN models below:

- **BERT-AEN** (Song et al., 2019)—This model uses an attention encoder network to model the semantic interaction between the whole sentence and the potential target. The Target Specific Attention Layer is introduced so that it can compute the hidden states of the input embedding. The attentional encoder layer has two submodules: multi-head attention (MHA) and point-wise convolution transformation (PCT). The MHA performs multiple attention functionality that provides introspective context words modelling and perceptive target word modelling. According to Song et al. (2019), this is a lightweight solution as opposed to using LSTM. Then, PCT transforms the contextual information from MHA by incorporating context-perceptive target words. Additionally, BERT-AEN uses label smoothing regularisation (LSR) in the loss function. LSR reduces overfitting by replacing the 0 and 1 targets for the classifier with smoothed values (such as 0.1 and 0.9, respectively). This works well in our situation, where we have a limited amount of data.

- **TD-BERT** (Gao et al., 2019)—TD-BERT’s architecture closely resembles that of BERT. The key difference is that TD-BERT incorporates the potential target information in its classification input, as described above.

| Model                  | Tweets       | Books       | Reddit      |
|------------------------|--------------|-------------|-------------|
| Baseline 1 (Patro et al., 2019) | 0.831 ± 0.156 | 0.865 ± 0.188 | 0.623 ± 0.261 |
| Baseline 2 (Parameswaran et al., 2021) | 0.860 ± 0.165 | 0.879 ± 0.194 | 0.715 ± 0.260 |
| TD-BERT                | 0.849 ± 0.123 | 0.881 ± 0.195 | 0.663 ± 0.245 |
| BERT-AEN               | 0.848 ± 0.102 | 0.864 ± 0.172 | 0.689 ± 0.274 |
| TD-BERT (PT)           | 0.891 ± 0.153 | NA †        | 0.824 ± 0.303 |
| BERT-AEN (PT)          | 0.880 ± 0.183 | NA †        | 0.785 ± 0.299 |

Table 2: Results of our experiments. The figures in each case indicate the mean DICE score and standard deviation. PT denotes that the model is further trained to understand the nuances of the data set. † denotes that the scores for non-PT and PT models are the same as we did not further train BERT on Books.
following the recommendation from Devlin et al. (2019).

5 Experimental Setup

We ran our experiments on an Intel Xeon E5-2690 v3 @ 2.00 GHz CPU with an NVIDIA Tesla T4 (CUDA Version 11.2, Driver Version 460.73) running on Debian 10 (Buster). We forked commit 9acab7e of ABSA-PyTorch and modified it to suit our task. Our source code can be found on our GitHub page.³

We consider the current state-of-the-art models from Patro et al. (2019) and Parameswaran et al. (2021) as baselines for this task, that we called Baseline 1 and Baseline 2, respectively. We implemented the approaches of each author and compared our results to theirs. A one-way ANOVA showed no statistically significant difference at the 0.05 level, providing confidence in our implementations of their approaches.

We use DICE score to measure the accuracy as it has been used in past works (Joshi et al., 2016a; Molla and Joshi, 2019). All the results reported used five-fold cross-validation.

6 Results

We report our results in Table 2. It is not surprising that training BERT improves results for Reddit and Tweets as the model has learned the nuances of language used on those platforms (Sun et al., 2019b). From our experimental results, training TD-BERT gives a 15.2% improvement on state-of-the-art for Reddit, but only a modest improvement of 4% for Tweets and 0.22% for Books.

Surprising to us, TD-BERT performs best in all our tasks. We believe that the simple method of just incorporating a target’s position helped the model to better understand the context of the sentences. Although the multiple attention mechanisms in BERT-AEN could be expected to outperform TD-BERT, it is unclear why this is not the case in our experimental results. One possible explanation is that the data set is small and the model has learned more noise. We leave for future work the exploration using larger data sets.

6.1 Evaluation on Kaggle

In addition to evaluating our models on the three data sets, we ran our best performing model (TD-BERT (PT)) on the data from the ALTA 2019 Shared Task, as seen on Kaggle. This allowed us to examine the generalisability of our solution in the wild. Table 3 presents our results and the results from previously published runs. A one-way ANOVA-test of our model with Baseline 1 and Baseline 2 did not find any statistically significant difference at the p < 0.05 level. However, our approach beats all the participants’ runs (Powers and Orangutan) and the two baselines provided by the Shared Task (Always OUTSIDE, which always outputs ‘no target’, and Pronouns, which extracts and outputs the pronouns) at the p < 0.05 level.

We further investigated the Kaggle score as our model’s DICE score is much lower than the DICE score that we obtained in the other three datasets. First, we validated the scores in Table 2 by uploading our test portion to a private Kaggle contest and evaluating our run. The Kaggle score matched that in the table, giving confidence that our implementation of DICE is correct.

Next, we augmented our sentences with the subreddit information from Khodak et al. (2017) and compared that to the annotated public portion of Reddit. We observe that 23% of the private portion’s subreddits are not in the public portion. We hypothesise that the model has learned the nuances of the subreddits it has seen, but cannot generalise this across all subreddits. However, we do not have the ground truth, so cannot form any solid conclusions.

6.2 Computational Costs

Figure 2 illustrates the comparisons of our chosen models’ run-time and evaluation time on all three of the data sets. We can see that the much simpler TD-BERT performs faster than BERT-AEN in all the cases. The training and evaluation time for

| System                        | Public | Private |
|-------------------------------|--------|---------|
| Baseline 1 (Patro et al., 2019) | 0.466  | 0.514   |
| Baseline 2 (Parameswaran et al., 2021) | 0.493  | 0.548   |
| Always OUTSIDE                 | 0.367† | 0.349†  |
| Powers                        | 0.386† | 0.333†  |
| Orangutan                     | 0.371† | 0.292†  |
| Pronouns                      | 0.209† | 0.225†  |
| Ours (TD-BERT (PT))           | 0.501  | 0.562   |

Table 3: Evaluation on Kaggle Public and Private portions of the data set. † denotes a method that was included within the 2019 ALTA Shared Task Challenge

³https://github.com/prasys/ABSA-PyTorch/
non PT models are very similar to the PT ones. However, it is worth noting that training further on the Reddit data set took 336 minutes, and for Tweets took 240 minutes. We believe that the performance gain for both data sets easily justifies this modest training time. Hao et al. (2019) suggested that running more epochs can improve performance but we leave this for future work.

6.3 Failure Analysis

Compared to the untrained BERT\_Base, we believe that our trained BERT\_Base can better understand the language used in various subreddits, where there are often novel words being coined. Consider the following example from the training set, “Yeah, an ice cream is so much less creative than a pokeball with eyes” (target in bold). The further trained model predicted a partially correct answer of “pokeball” but the out of the box model misclassified this sentence, returning OUTSIDE.

However, there are instances where we did not obtain the correct target, regardless of the BERT model or any additional training and fine-tuning. For example, “Yeah 0i have an i5 520m and Intel HD and you know, it really bugs the hell out of me when my fps goes below 20 like come on”. The annotators mark it as OUTSIDE but both of our models predicted “I”, we believe the answer to be “Intel HD” as well as “i5 520m”.

In Reddit, the standard deviation of the DICE scores is higher than in the other data sets. This lends further evidence to our hypothesis that domain (subreddit) specific language is learned in training, and is not easily generalised. Patro et al. (2019) has demonstrated that a PoS tagger can help improve the quality of a sarcasm target detector, and we believe it might help here too. We leave the exploration of this for future work.

7 Conclusion

We presented our approach to sarcasm target detection. We used two different publicly available BERT models: TD-BERT and BERT-AEN, and fine-tuned them to the task using extra examples of data from the domains we explore. Finally, we evaluated our models on three publicly available data sets: Tweets, Books, and Reddit. Our empirical results show that this approach outperforms the current state-of-the-art on all three data sets.

Despite setting a strong baseline, we believe that there remains plenty of room for further work in this area. Firstly, we conducted our experiments on a small data set, therefore our proposed methodology needs to be tested when applied to a larger data set. Secondly, the use of user profiles, user history, context, and so on, might improve performance for Reddit and Tweets as detecting sarcasm is a difficult task and it requires more than content alone. Some users are more prone to sarcastic quips than others, and that could be矿ed from a person’s past posts (Marwick and Boyd, 2011).
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