Artifacts in time-resolved Kelvin probe force microscopy
Sascha Sadewasser*1, Nicoleta Nicoara1 and Santiago D. Solares2

Abstract
Kelvin probe force microscopy (KPFM) has been used for the characterization of metals, insulators, and semiconducting materials on the nanometer scale. Especially in semiconductors, the charge dynamics are of high interest. Recently, several techniques for time-resolved measurements with time resolution down to picoseconds have been developed, many times using a modulated excitation signal, e.g., light modulation or bias modulation that induces changes in the charge carrier distribution. For fast modulation frequencies, the KPFM controller measures an average surface potential, which contains information about the involved charge carrier dynamics. Here, we show that such measurements are prone to artifacts due to frequency mixing, by performing numerical dynamics simulations of the cantilever oscillation in KPFM subjected to a bias-modulated signal. For square bias pulses, the resulting time-dependent electrostatic forces are very complex and result in intricate mixing of frequencies that may, in some cases, have a component at the detection frequency, leading to falsified KPFM measurements. Additionally, we performed fast Fourier transform (FFT) analyses that match the results of the numerical dynamics simulations. Small differences are observed that can be attributed to transients and higher-order Fourier components, as a consequence of the intricate nature of the cantilever driving forces. These results are corroborated by experimental measurements on a model system. In the experimental case, additional artifacts are observed due to constructive or destructive interference of the bias modulation with the cantilever oscillation. Also, in the case of light modulation, we demonstrate artifacts due to unwanted illumination of the photodetector of the beam deflection detection system. Finally, guidelines for avoiding such artifacts are given.

Introduction
Kelvin probe force microscopy (KPFM) [1] has been widely used for the characterization of metals, insulators, and semiconducting materials on the nanometer scale [2]. The imaging mechanism relies on the compensation of electrostatic forces by application of a bias voltage that corresponds to the local contact potential difference (CPD), the relative difference between the work function of the tip and that of the sample area below the tip. In most applications, spatial variations of the CPD are
image in a static fashion, where variations in the CPD images can have different origins. (i) Variations in the local surface structure, chemistry, or material can affect the CPD by means of a change in the surface dipole, the electron affinity, or the work function [3-5]. (ii) The CPD can reflect spatial variations in the charge density [6-8], individual localized charges [9], or even partial charge densities within a single molecule [10,11]. Finally, (iii) doping type and charge-carrier concentration in semiconductors will control the position of the Fermi level, affecting the work function, which is defined as the energy difference between the local vacuum level and the Fermi level [12]. Usually, KPFM is used as a slow technique aiming at imaging local variations in the CPD. The KPFM feedback circuit applies a dc voltage to the tip (or the sample) to compensate the electrostatic forces between tip and sample, where the time constant of the KPFM controller is typically in the range of milliseconds. However, especially in semiconductors, and in view of points (ii) and (iii), the charge dynamics are of high interest in materials and device characterization, and knowledge of the nanoscale charge-carrier dynamics can provide valuable insight into device functionality and limitations in device performance.

As a consequence, recently, several techniques for time-resolved measurements with time resolution down to picoseconds have been developed. In the simplest approach, time-dependent changes in the CPD are observed in real time in a point measurement following an excitation pulse. Sadewasser et al. [13] studied light-induced changes in a CuGaSe2 semiconductor used in photovoltaic applications. The authors measured the surface photovoltage (SPV) – the difference between the CPD under illumination and in the dark – after switching on and off a laser light source. The CPD change resulting from the separation of the excited charge carriers was monitored in real time over the course of several minutes. Similar experiments were also performed using electrostatic force microscopy (EFM) on organic photovoltaic blends [14-16]. By applying a bias pulse to the atomic force microscopy (AFM) tip, Schirmeisen et al. studied the ion transport in solid electrolytes [17]. By applying bias pulses across organic field-effect transistors (OFETs) electronic transport in organic materials was studied [18-21]. The time resolution in these approaches is limited by the KPFM controller (to typically the millisecond range) or the response time of the cantilever to changes in the sample’s CPD (on the order of 100 μs [14]).

A better time resolution was achieved by using a light-intensity modulated (IM) KPFM measurement, presented by Takihara et al. [22]. Charge carriers are excited during the illuminated fraction of the modulation, and decay during the subsequent dark fraction of the modulation. If the modulation frequency is faster than the response time of the KPFM controller, only an averaged CPD will be measured, for which the value will depend on how fast the changes in charge carrier separation follow the light modulation. Thus, the average CPD carries information about the charge carrier dynamics. This technique was subsequently used by various groups for the characterization of organic devices [23-26] and, by using bias modulation (BM) KPFM, also for the measurement of the minority carrier lifetime in epitaxial Si solar cell materials [27]. In a variation of the bias or light modulation approach, a bias-based pump–probe approach (pp-KPFM) was used to measure the charge-carrier dynamics with a time resolution of 2 μs in pentacene-based OFETs [28,29]. Similarly, light-based pp-KPFM was used to measure a charge carrier lifetime in low-temperature grown GaAs of ≈1 ps, currently the best time-resolution that has been demonstrated experimentally for KPFM [30].

In these fast KPFM approaches relying on the application of a modulated excitation signal (light, bias, or any signal that results in a respective CPD change), there is a possibility that for specific frequencies the excitation signal interferes in an unwanted way with the cantilever oscillation or the ac-voltage that is usually applied for the detection of the CPD. Such interference can be expected to affect the correct measurement of the CPD, leading to an artifact that could be misinterpreted as a sample property. To address this important issue, we have performed numerical dynamics simulations of the cantilever oscillation in KPFM subjected to a bias-modulated signal. We consider square bias pulses, as well as exponentially raising and falling pulses. For square pulses, the resulting time-dependent electrostatic forces are very complex and result in intricate mixing of frequencies that may in some cases have a component at the detection frequency (cantilever resonance frequency). When this happens, the measured CPD deviates from the expected value. Additionally, we performed fast Fourier transform (FFT) analyses that match the results of the numerical simulations. Small differences are observed in the measured CPD that can be attributed to transients and higher-order Fourier components, as a consequence of the intricate nature of the cantilever driving forces. Measurements on a model system (metal-coated tip and Au sample) confirm the simulation results. Furthermore, additional artifacts are observed due to an undesired influence on the z feedback controller and on the photodiode of the beam-deflection system in case of light modulation.

Results and Discussion Simulations

Numerical simulations of the cantilever motion were performed using a C code. The cantilever tip dynamics are governed by the equation of motion:
\[ m \dddot{z}_i(t) + k \dot{z}_i(t) + \frac{m_0}{Q} z_i(t) = F_{dc} + F_{ac} + F_{2ac}, \]

\[ i = 1, 2, 3 \]  

where \( m \) is the effective mass, \( z \) the vertical tip position above the sample surface (\( z = 0 \)), \( t \) is the time, \( k \) the effective spring constant of the cantilever, \( \omega \) the natural angular frequency of the cantilever, and \( Q \) the quality factor. The first three \((i = 1, 2, 3)\) eigenmodes of the cantilever are used. Only the electrostatic forces relevant for electrostatic and Kelvin probe force microscopy are considered according to [2]:

\[
F_{dc} = \frac{\partial C}{\partial z} \left( \frac{1}{2} (V_{dc} - V_{CPD})^2 + \frac{1}{4} V_{ac}^2 \right),
\]

\[
F_{ac} = \frac{\partial C}{\partial z} (V_{dc} - V_{CPD}) V_{ac} \sin(2\pi f_{ac} t),
\]

\[
F_{2ac} = \frac{1}{4} \frac{\partial C}{\partial z} V_{ac}^2 \cos(4\pi f_{ac} t).
\]

Here, \( V_{dc} \) is the applied dc voltage, \( V_{ac} \) the ac-detection voltage, \( f_{ac} \) the frequency of the ac-detection voltage and \( V_{CPD} \) the contact potential difference. In our numerical simulations, no \( z \) feedback is considered and the \( z \) position of the cantilever tip is only influenced by electrostatic forces. This was done in order to focus on the effect of the electrostatic forces.

To realize time-resolved KPFM a bias modulation in the form of a square voltage pulse train \( V_{\text{pulse}}(t) \) is introduced as a perturbation to the tip–cantilever system by replacing \( V_{dc} \) in Equation 2 and Equation 3 with \( V_{dc}(t) = V_{dc} + V_{\text{pulse}}(t) \), where:

\[
V_{\text{pulse}}(t) = \begin{cases} 
V_{\text{pulse}}, & np < t < np + \frac{p}{2} \\
0, & np + \frac{p}{2} < t < (n+1)p 
\end{cases}
\]

and \( V_{\text{pulse}} \) is the amplitude of the square voltage pulse, \( p \) is the period of the voltage modulation, and \( n \) is an integer (counter).

To explore any effects of the bias modulation in the CPD determined in a KPFM measurement, the CPD is considered constant, and for a given period, pulse amplitude, and dc bias voltage, the equation of motion is numerically solved and the amplitude of the tip oscillation at the ac-detection frequency \((f_{ac})\) is extracted. This simulation is repeated for up to 30 different dc voltages in a range between \(-3 \, \text{V} < V_{dc} < +3 \, \text{V}\). The expected v-shaped dependence according to Equation 3 is observed, where the minimum is extracted, which corresponds to the \( V_{CPD} \) that will be measured with the applied modulated square voltage pulses.

Typical values for the cantilever parameters were used, as given in Table 1. The simulations considered two typical cases: either the ac-detection voltage is applied on the (i) fundamental resonance frequency, or (ii) on the frequency of the second oscillation mode of the cantilever. We note that the quality factors used in the presented simulation results are rather small, even smaller than typical values obtained for AFM operation in ambient air. We used these small values since the calculation time depends on the quality factors and for larger values the duration of the simulations became rather long. Nevertheless, in several occasions, we tested the validity by using typical values as obtained in ultra-high vacuum conditions and always obtained the same results.

| Parameter                              | Value     |
|----------------------------------------|-----------|
| force constant (N/m)                   | 4.0       |
| quality factor of fundamental eigenmode| 750       |
| quality factor of second eigenmode     | 450       |
| quality factor of third eigenmode      | 150       |
| capacitance gradient (N/V²)           | 1.0 × 10⁻⁹|

The simulations of the tip–cantilever dynamics were performed for a variation of dc-bias voltages (to extract the measured \( V_{CPD} \)) and for a variation of the period of the modulated bias voltage. While the simulations consider a direct modulation of the sample bias, this can correspond to experimental situations where the sample surface potential is modulated by an applied modulated bias, by modulated light pulses, or any other modulation that results in a modulation of the sample surface potential.

The numerical simulations only consider a slow Kelvin controller that cannot follow the applied bias modulation and therefore measures an average \( V_{CPD} \). With this in mind, the expected measured \( V_{CPD} \) would correspond to the sum of the predefined CPD and the time-averaged voltage from the modulated bias voltage, which for a 50% duty cycle is half the amplitude \( V_{\text{pulse}}: \text{CPD} + V_{\text{pulse}}/2 \). Any deviation from this expected value can be assigned to an unwanted interference of the bias modulation with the oscillating tip–cantilever system.

Figure 1a shows a typical bias modulation applied to the sample in the simulations with a pulse period of 6.67 µs, corre-
Figure 1: (a) Perturbation signal with a square pulse shape, exemplarily shown for a period of 6.67 μs, a pulse width of ½ the period (3.33 μs), and an amplitude of 0.5 V. (b) Total electrostatic driving force acting on the cantilever for the application of the above pulse plus a dc-bias voltage of −250 mV. (c) Tip oscillation for three different conditions as indicated in the legend, showing that not in all cases a dc voltage can be found to reduce the tip oscillation to zero. (d) FFT spectra of the tip oscillation for the two cases shown in (c). (e) Simulated oscillation amplitude as a function of applied dc voltage showing the expected v-shape of the amplitude. (f) Pulse shape with exponential raise (τ_{\text{rise}} = 100 ns) and fall (τ_{\text{fall}} = 100 ns) used in some of the presented simulations.
complexity of the driving forces, whereby the usual KPFM
driving forces ($F_{dc}$, $F_{ac}$, and $F_{2ac}$) are convoluted with the
voltage pulse, makes it difficult to draw analytical generalizations
beyond the observation of the value of the FFT at the
detection frequency. Figure 1c shows the obtained tip oscillation
amplitudes as a function of the applied dc voltage for the
cases illustrated in Figure 1c. When the pulse frequency equals
$f_{ac}$, the oscillation amplitude reduced to zero for the expected
CPD. However, at pulse frequency twice the ac frequency, the
amplitude cannot be reduced to zero and exhibits a minimum at
a dc voltage different from the expected CPD.

In typical experiments of time-resolved KPFM [22,24,25,27,28,
30], spectra as a function of the modulation frequency are re-
corded. We simulated the spectral dependence of the CPD as a
function of the period of the modulated bias. In our simulations,
the amplitude of the modulated bias is set to 0.5 V and the
period is changed over a range of 3 orders of magnitude from
100 ns to 100 μs. This range was chosen as it contains the
frequencies of the fundamental and second resonance mode, as
well as many of their multiples. Figure 2 shows the result of
simulations where the preset dc bias was set to −0.25 V, such
that the time averaged square bias pulse leads to an expected
measured CPD of 0 V. Over most of the spectral range, the ex-
pected CPD is indeed obtained. However, in the case of using
the fundamental resonance $f_0$ several deviations are observed
(see Figure 2a). A strong deviation is seen at a modulation
period of 7 μs, corresponding to twice the selected fundamental
resonance frequency of 71.429 kHz, and therefore equal to
twice the Kelvin detection ac-frequency. Smaller deviations are
observed at the frequencies 2/m·$f_0$, where $m$ is an odd number.
The strong deviation at 2/$f_0$ can be attributed to a capacitive
coupling according to Equation 4. Analysis of the total electro-
static driving force for the cases where the pulse frequency is
2/m$f_0$ (not shown) reveals that the shape of the driving force
contains similar features in all cases, and the FFT analysis
confirms that there is indeed a non-zero driving force at the
detection frequency in all cases, with its magnitude decreasing
as $m$ increases.

Experimentally, the frequency of the second resonance mode of
the cantilever is often used to apply the Kelvin ac-detection
voltage: $f_{ac} = f_2$ [2]. We therefore also simulated the corre-
sponding case, which is shown in Figure 2b. As in the above
case, a deviation from the expected CPD is observed at 2/m$f_2$, while
no additional deviations are detectable. We note that there
is also no deviation detected at the fundamental resonance fre-
quency, indicating that the pure capacitive excitation of the can-
tilever at its fundamental resonance does not have any impact
on the CPD measurement.

In addition to a square pulse shape of the modulation bias, we
also considered pulses with an exponential rise and fall (see
Figure 1f), a case which resembles the effect of charge genera-
ton, separation, and recombination. Thus, the pulse shape with
exponential rise and fall is closer to what is expected to be ob-
served in an experiment [25,30]. Figure 3a shows the resulting
simulated frequency spectrum of a modulated bias with expo-
nential rise and fall slopes with a characteristic time constant of
$\tau_{rise} = \tau_{fall} = 100$ ns, and a dc bias of −250 mV. The obtained
spectrum shows deviations from the expected CPD at the same
modulation frequencies as in the case of the square bias pulses,
i.e., at $f_{mod} = 2/m$f_0 (with $m = 1,3,5,7,\ldots$). Thus, frequency
mixing also affects the simulated CPD for modulated bias
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**Figure 2**: Frequency spectra for square pulse perturbation signal ($V_{pulse} = 0.5$ V, $w_{pulse} = \frac{1}{2}$ period) with the detection ac frequency on the (a) fundamental cantilever eigenmode ($f_{ac} = f_0 = 71.429$ kHz) and (b) second cantilever eigenmode ($f_0 = 74.626$ kHz, $f_{ac} = f_2 = 466.4125$ kHz). In both cases $V_{dc} = 0.5$ V was used, along with a dc bias of −250 mV.
pulses with exponential rise and fall shape. The deviation from the expected CPD shows a systematic dependence on the factor \( m \), where the deviation is largest when the modulation frequency corresponds to twice the frequency of the ac detection frequency of the Kelvin signal. Figure 3b shows the normalized amplitude of the simulated spectra of Figure 2a,b, and Figure 3a, which are in agreement with FFT analyses.

**Experiments**

To corroborate the results from the simulations, we carried out experiments of tr-KPFM with bias and light pulses on a model system consisting of a Au(111) sample. Different experimental conditions were realized to reflect the different simulation scenarios and also typical experimental conditions.

In the above numerical simulations, the tip–sample distance is maintained constant (the \( z \) feedback is inactive) and the ac-bias voltage is applied at the fundamental resonance frequency of the cantilever (results presented in Figure 2), while a frequency spectrum with a square pulse shape is applied. Experimental results reproducing these conditions are presented in Figure 4a; AM-KPFM was used at the fundamental resonance frequency of the cantilever. The detailed experimental conditions are given in the figure caption. During the acquisition of the frequency spectrum, the \( z \) feedback was deactivated and the cantilever oscillation was turned off. Thus, any cantilever oscillation is only induced by the ac-bias voltage when acquiring the frequency spectrum. Figure 4a shows the average (black curve) of 3 individual spectra (colored thin curves) taken under the same conditions.
conditions at the same sample location. The expected relative CPD in the experiment was $V_{\text{CPD}} = 0$ V and a clear deviation is observed at $1/f_{ac} = 6.7 \, \mu\text{s}$, corresponding to twice the resonance frequency of the cantilever ($f_0 = 73.680 \, \text{kHz}$). This finding is in agreement with the results from the simulation (see Figure 2a). However, the simulations show an additional deviation (about 4–5 times smaller) at $2/3$ times the resonance frequency of the cantilever, where the experimental data does not show this deviation from the expected CPD. Considering the small deviation observed at $2f_0$, it is possible that the deviation at $2/3f_0$ may be within the noise level of the experimental data. Nevertheless, two additional deviations from the expected CPD are found at frequencies not related to the cantilever eigenmodes, namely at 500 Hz and at 1428 Hz. We speculate that these deviations are due to possible capacitive cross talk between the ac voltage and the piezo cables or the photodetector. We can disregard these deviations since they are not related to the cantilever eigenmodes and have a different origin, possibly related to the specific setup used for the experiments.

As the above experimental conditions are far from a realistic experiment, we also performed experiments with an active cantilever oscillation and active z feedback. Since the fundamental resonance is used for the ac bias of the Kelvin setup, we chose to use the second eigenmode of the cantilever for the mechanical oscillation and the z feedback. The results are shown in Figure 4b and are in excellent agreement with the experiment where the cantilever oscillation and z feedback were switched off (Figure 4a). As detailed above, they are also in agreement with the simulation results, thus demonstrating that neglecting the cantilever oscillation and z feedback in the simulations does not have a significant impact on the results, which confirms the validity of the simulations.

While the above experiments aim at reproducing the conditions used in the simulations presented in the previous section, a typical experiment would use the fundamental eigenmode for the z feedback and either use the second eigenmode for the Kelvin feedback in AM-KPFM (by applying the detection ac bias on the second eigenmode) or use FM-KPFM and apply an ac bias for the Kelvin detection in the range below $\approx 1 \, \text{kHz}$. We thus used FM-KPFM to test the effect of the frequency spectra for time-resolved KPFM in realistic experimental conditions.

For the experiments, a cantilever with a fundamental resonance frequency of $f_0 = 165.448 \, \text{kHz}$ was used and the ac-bias voltage for the FM-KPFM detection was applied at 377 Hz with $V_{ac} = 200 \, \text{mV}$. A frequency spectrum with a square-shaped bias pulse was applied with 50% duty cycle. In case of a disabled z feedback, the spectrum shows a slight deviation from the otherwise nearly featureless CPD spectrum at the fundamental resonance frequency, as shown in Figure 5a. In the case of an active z feedback, the deviation from the expected CPD at the fundamental resonance frequency is significantly larger, as shown in Figure 5b. This much stronger deviation is due to a strong impact on the cantilever oscillation, which leads to a sizable effect on the z feedback and thus the tip–sample distance, as was confirmed by monitoring the z-piezo position. Therefore, the origin of the artifact in the frequency spectrum in the present case is different from the case shown in Figure 4, where no effect on the z-piezo position was observed.

Several research results on time-resolved KPFM have been presented that used intensity-modulated (IM) laser illumination to trigger a SPV change and thereby study the dynamics of charge generation, separation, and recombination. To investigate potential artifacts of IM laser illumination we also carried out similar experiments to the above frequency spectra with a IM laser instead of applying a pulsed bias. As the experiments use an Au(111) sample and a PtIr-coated tip and cantilever, no SPV due to the laser illumination is expected. However, as seen in Figure 5c and Figure 5d, a clear deviation from the flat CPD spectrum is again observed at the fundamental resonance frequency of the cantilever. This artifact can be explained by considering that part of the IM laser illumination reflects from the cantilever back side and the sample onto the position sensitive photodetector for the AFM detection, thereby leading to an artificial modification of the measured cantilever oscillation. We could confirm an impact of the IM laser on the tip–sample distance by monitoring the z-piezo position, which presumably leads to the detected deviation from the expected CPD. It is noteworthy that in the case of IM laser light and an active z feedback we observed some variation in the size and sign of the deviation from the expected CPD value (see, e.g., thin colored lines in Figure 5). We attribute this variation to a different phase shift between the cantilever oscillation and the IM laser, leading to constructive or destructive interference between the AFM detection laser and the IM illumination. We note that a shift of the measured CPD with a variation of the phase between a mechanical and an electrostatic modulation signal at the fundamental resonance frequency has been reported previously in conjunction with the so-called dissipation KPFM mode [31,32].

It is also important to note that the artifacts in time-resolved KPFM observed in Figure 4 and Figure 5 have a different origin from one another. In the latter case, a direct interference of the applied bias or light pulses with the cantilever oscillation leads to deviations in the measured oscillation and (in case of an active z feedback) the tip–sample distance, thereby influencing the CPD controller. In the experiments presented in Figure 4, the observed artifact results from a frequency mixing of the applied bias pulses with the KPFM ac detection voltage, and not
directly from an influence on the cantilever oscillation at the resonance frequency. In any experiment, both artifacts must be considered, and can be avoided by excluding the resonance frequency which is used for the $z$ feedback and frequencies related to the KPFM detection frequency. It is also a good practice to perform the FFT of the total electrostatic driving force corresponding to Equations 2–4 for the particular pulse configurations used.

**Conclusion**

We have performed an analysis of possible artifacts in time-resolved KPFM using a combined simulation and experimental study. The simulations of time-resolved CPD spectra revealed a deviation from the expected CPD at fractions of twice the ac detection frequency used for the CPD. The experiments confirmed these observations. Furthermore, in typical experimental measurement conditions, additional artificial CPD deviations can appear due to a direct cross talk of the modulation signal (bias, light, etc.) with the cantilever oscillation. Our results provide the following guidelines to avoid artifacts in time-resolved KPFM measurements: (i) during the acquisition of CPD spectra, application of the modulation signal at the critical frequencies should be avoided, and (ii) an FFT analysis of the total electrostatic driving force is recommended to avoid misinterpretation of experimental data.

**Experimental**

Experiments were performed in an ultra-high vacuum atomic force microscope (Omicron VT-SPM) at a base pressure below $1 \times 10^{-10}$ mbar, controlled by a Nanonis controller. Two types of PtIr-coated cantilevers (Nanosensors PPP) were used, with the fundamental resonance frequency at $\approx 74$ kHz or at $\approx 165$ kHz. Typical oscillation amplitudes of $\approx 20$ nm were mechanically excited. For amplitude modulation (AM) KPFM the second resonance mode of the cantilever was used ($f_2 \approx 465$ kHz or $f_2 \approx 1.027$ MHz, respectively), while for frequency modulation (FM) KPFM the ac bias was applied at $f_{ac} = 377$ Hz. In both cases $V_{ac} = 200$ mV amplitude was used. The
induced oscillating electrostatic forces are compensated by a dc voltage that corresponds to the contact potential difference (CPD).

The topography control ($z$ feedback) was normally realized on the fundamental resonance of the cantilever. However, in some experiments the $z$ feedback and the cantilever oscillation were switched off during the pulse sequences and the tip was retracted 50 nm. Control experiments with different tip retractions between 10 and 50 nm showed no dependence of the results on the tip retraction. To allow Kelvin control on the fundamental resonance frequency (by applying the Kelvin ac voltage at $f_0$) the topography control was applied on the second resonance mode of the cantilever. The specific experimental conditions are stated in the results section.

Time-resolved KPFM was realized by applying bias pulses from a pulse generator (Agilent MSO-X-3014A) to a metallic Au(111) sample with periods ranging from 100 ns to 1 ms and a duty cycle of 50%. Thus the shortest pulses realized in the Au(111) sample with periods ranging from 100 ns to 1 ms and a duty cycle of 50%. Thus the shortest pulses realized in the present experiments were 50 ns. Using a metallic Au sample ensures that carrier dynamics are not relevant in the present study.

Acknowledgements

SDS acknowledges support from the US Department of Energy, Office of Science, Basic Energy Sciences, under Award No. DE-SC0018041.

References

1. Nonnenmacher, M.; O’Boyle, M. P.; Wickramasinghe, H. K. Appl. Phys. Lett. 1991, 58, 2921–2923. doi:10.1063/1.105227
2. Sadewasser, S.; Glatzel, T. Kelvin Probe Force Microscopy – Measuring and Compensating Electrostatical Capacities; Springer: Heidelberg, 2012. doi:10.1007/978-3-642-22566-6
3. Sadewasser, S.; Glatzel, T.; Rusu, M.; Jäger-Waldau, A.; Lux-Steiner, M. C. Appl. Phys. Lett. 2002, 80, 2979–2981. doi:10.1063/1.1471375
4. Sadewasser, S.; Jelinek, P.; Fang, C.-K.; Custance, O.; Yamada, Y.; Sugimoto, Y.; Abe, M.; Morita, S. Phys. Rev. Lett. 2009, 103, 266103. doi:10.1103/PhysRevLett.103.266103
5. Glatzel, T.; Fuertes Marrón, D.; Schedel-Niedrig, T.; Sadewasser, S.; Lux-Steiner, M. C. Appl. Phys. Lett. 2002, 81, 2017–2019. doi:10.1063/1.1506205
6. Okamoto, K.; Sugawara, Y.; Morita, S. Appl. Surf. Sci. 2002, 188, 381–385. doi:10.1016/S0169-4332(01)00953-9
7. Palleau, E.; Ressier, L.; Borowik, L.; Mélin, T. Nanotechnology 2010, 21, 225706. doi:10.1088/0957-4484/21/22/225706
8. Burson, K. N.; Cullen, W. G.; Adam, S.; Dean, C. R.; Watanabe, K.; Taniguchi, T.; Kim, P.; Fuhrer, M. S. Nano Lett. 2013, 13, 3576–3580. doi:10.1021/nl4012529
9. Gross, L.; Mohn, F.; Liljeroth, P.; Repp, J.; Giessibl, F. J.; Meyer, G. Science 2009, 324, 1428–1431. doi:10.1126/science.1172273
10. Mohn, F.; Gross, L.; Moll, N.; Meyer, G. Nat. Nanotechnol. 2012, 7, 227–231. doi:10.1038/nano.2012.20
11. Kawai, S.; Sadeghi, A.; Feng, X.; Lifen, P.; Pawlak, R.; Glatzel, T.; Willand, A.; Orita, A.; Otera, J.; Goedecker, S.; Meyer, E. ACS Nano 2013, 7, 9098–9105. doi:10.1021/nn403672m
12. Glatzel, T.; Sadewasser, S.; Shikler, R.; Rosenwaks, Y.; Lux-Steiner, M. C. Mater. Sci. Eng., B 2003, 102, 138–142. doi:10.1016/S0921-5073(03)00205-0
13. Sadewasser, S.; Glatzel, T.; Rusu, M.; Jäger-Waldau, A.; Lux-Steiner, M. C. In Proceeding of the 17th European Photovoltaic Solar Energy Conference and Exhibition, München, Oct 22–26, 2001; pp 1155 ff.
14. Coffey, D. C.; Ginger, D. S. Nat. Mater. 2006, 5, 735–740. doi:10.1038/nmat1712
15. Luria, J. L.; Schwarz, K. A.; Jaquith, M. J.; Hennig, R. G.; Marohn, J. A. Adv. Mater. 2011, 23, 624–628. doi:10.1002/adma.201003073
16. Cox, P. A.; Glaz, M. S.; Harrison, J. S.; Peurifoy, S. R.; Coffey, D. C.; Ginger, D. S. Phys. Chem. Lett. 2015, 6, 2852–2858. doi:10.1021/acs.jpclett.5b01360
17. Schirmeisen, A.; Taskiran, A.; Fuchs, H.; Roling, B.; Murugavel, S.; Bracht, H.; Natrup, F. Appl. Phys. Lett. 2004, 85, 2053–2055. doi:10.1063/1.1790034
18. Ng, T. N.; Marohn, J. A.; Chabincy, M. L. J. Appl. Phys. 2006, 100, 084505. doi:10.1063/1.2358410
19. Jaquith, M.; Muller, E. M.; Marohn, J. A. J. Phys. Chem. B 2007, 111, 7711–7714. doi:10.1021/jp0736261
20. Jaquith, M. J.; Anthony, J. E.; Marohn, J. A. J. Mater. Chem. 2009, 19, 6116–6123. doi:10.1039/b902880c
21. Börgl, L.; Richards, T.; Chiesa, M.; Friend, R. H.; Sirringhaus, H. Synth. Met. 2004, 146, 297–309. doi:10.1016/synmet.2004.08.009
22. Takihara, M.; Takahashi, T.; Ujihara, T. Appl. Phys. Lett. 2008, 93, 021902. doi:10.1063/1.2957468
23. Shao, G.; Glaz, M. S.; Ma, F.; Ju, H.; Ginger, D. S. ACS Nano 2014, 8, 10799–10807. doi:10.1021/nn5045867
24. Borowik, T.; Lepage, H.; Chevalier, N.; Marolle, D.; Renault, O. Nanotechnology 2014, 25, 265703. doi:10.1088/0957-4484/25/26/265703
25. Fernández Garrido, P. A.; Borowik, L.; Caffy, F.; Demadrille, R.; Grévin, B. ACS Appl. Mater. Interfaces 2016, 8, 31460–31468. doi:10.1021/acsami.6b11423
26. Moerman, D.; Kim, H.; Colbert, A. E.; Graham, S.; Ginger, D. S. Appl. Phys. Lett. 2016, 108, 113301. doi:10.1063/1.4944049
27. Narchi, P.; Caruio, L.; Foldsyna, M.; Prodhon, P.; Roca i Cabarrocas, P. IEEE J. Photovoltaics 2016, 6, 1576–1580. doi:10.1109/JPHOTOV.2016.2598258
28. Murawski, J.; Graupner, T.; Milde, P.; Raupach, R.; Zerweck-Trogisch, U.; Eng, L. M. J. Appl. Phys. 2015, 118, 154302. doi:10.1063/1.4933288
29. Murawski, J.; Mönch, T.; Milde, P.; Hein, M. P.; Nicht, S.; Zerweck-Trogisch, U.; Eng, L. M. J. Appl. Phys. 2015, 118, 244502. doi:10.1063/1.4938529
30. Schumacher, Z.; Spielhofer, A.; Miyahara, Y.; Grütter, P. Appl. Phys. Lett. 2017, 110, 053111. doi:10.1063/1.4975629
31. Miyahara, Y.; Topple, J.; Schumacher, Z.; Grütter, P. Rev. Sci. Instrum. 2015, 86, 045101. doi:10.1063/1.4921937
License and Terms

This is an Open Access article under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of Nanotechnology terms and conditions: (https://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one which can be found at: doi:10.3762/bjnano.9.119