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Abstract

We present in detail three different quasi-Newton isogeometric algorithms for the treatment of free boundary problems. Two algorithms are based on standard Galerkin formulations, while the third is a fully-collocated scheme. With respect to standard approaches, isogeometric analysis enables the accurate description of curved geometries, and is thus particularly suitable for free boundary numerical simulation. We apply the algorithms and compare their performances to several benchmark tests, considering both Dirichlet and periodic boundary conditions. In this context, isogeometric collocation turns out to be robust and computationally more efficient than Galerkin. Our results constitute a starting point of an in-depth analysis of the Euler equations for incompressible fluids.

1 Introduction

This work focuses on the isogeometric analysis (IGA) of free boundary problems. IGA, first presented in [9], is a recent extension of the standard finite element method where the unknown solution of the partial differential equation is approximated by the same functions that are adopted in computer-aided design for the parametrization of the problem domain. These functions are typically splines and extensions, such as non-uniform rational B-splines (NURBS). We refer to the monograph [1] for a detailed description of this approach.

In this work we present three general free boundary algorithms. The first algorithm is an extension to IGA of the finite elements approach of [11, 12]. Since the finite element basis produces meshes with straight edges, the authors needed a workaround to approximate the curvature of the boundary;
in the new IGA framework this can be avoided thanks to the natural description of curved geometries through spline functions. IGA of free boundary problems was already considered in [10, 19]; our second algorithm uses and extends these approaches to problems with periodic conditions. Our third and most efficient scheme uses instead an isogeometric variational collocation approach based on the superconvergent points presented in [7, 13]. The choice of applying an IGA collocation method is a novelty in this setting and, moreover, allows for a fast computation of the solution. While speed is marginally important in the benchmarks considered in this work, it becomes a major concern when one needs to address more complicated problems.

All the algorithms are based on shape calculus techniques, see for example [4, 17]. This results in the three algorithms being of quasi-Newton type, achieving superlinear convergence.

Our interest in free boundary problems is motivated by a separate analysis, in progress at the time of writing, of the periodic solutions of the Euler equations describing the flow of an incompressible fluid over a rigid bottom. The analytical literature on this problem is quite extensive, with results regarding irrotational flows [8], the limiting Stokes waves [18], or waves on a rotational current containing one or multiple critical layers [5, 22]. The numerical experiments so far have used finite differences methods [2], boundary-integral formulations [16], or finite elements [14]. Several other examples and numerical experiments, also based on boundary formulations, can additionally be found in [20].

This paper is organised as follows: In Section 2 we describe the details of free boundary problem, and present two weak formulations that will constitute our starting point for the algorithms. In Section 3 we first introduce the necessary shape calculus tools, and then proceed to linearise the aforementioned weak forms. This will produce the correct formulations on which to base our quasi-Newton steps. Section 4 describes the discrete spaces used in the numerical schemes along with the structure of the algorithms. Finally, Section 5 presents the numerical benchmarks and the results we obtained. We summarise the results and draw our conclusions in Section 6.

2 Free Boundary Problem

Let $\Omega_0$ be a domain used as reference configuration with $\partial \Omega_0 = \Gamma_D \cup \Gamma_P \cup \Gamma_0$; $\Gamma_D$ being the (fixed) bottom boundary with Dirichlet data, $\Gamma_P$ the (fixed) vertical boundary with periodic conditions, and $\Gamma_0$ the (free) upper part of the boundary. Moreover, let $D$ be a rectangle with basis $\Gamma_D$, containing $\Omega_0$ and all its possible deformations. For $M$ a domain and $\Gamma$ a curve, we denote with $C^{k,\lambda}(M, \mathbb{R}^2)$ the space of $(k, \lambda)$–Hölder continuous functions defined on $M$ with values in $\mathbb{R}^2$ and by $C^{k,\lambda}_0(\Gamma, \mathbb{R}^2)$ the subspace of $C^{k,\lambda}(\Lambda; \mathbb{R}^2)$ with compact support, in particular vanishing at the two ex-
Figure 1: The setting of our problem. The vector field $V$ deforms the reference free boundary $\Gamma_0$ (dashed line) into the free boundary $\Gamma_V$ (thick solid line). The vertical dotted lines represent the periodic boundary $\Gamma_P$, while the thin solid line represents the fixed flat bottom boundary $\Gamma_D$. The physical domain and its deformations are contained in a larger rectangle $D$.

tremes of the curve. Then, the set of admissible vector fields acting on the reference domain is defined as $\Theta = \{ V \in C^{0,1}(D, \mathbb{R}^2) \cap C^{1,1}_0(\Gamma_0, \mathbb{R}^2) | V = 0 \text{ on } \Gamma_D \text{ and } V(\cdot, y) \text{ periodic} \}$. We encode the deformation of the upper part of the boundary, $\Gamma_0$, as the action of a vector field $V \in \Theta$ such that the deformed domain is smooth enough, does not have self intersections and does not touch the bottom $\Gamma_D$. For this reason we denote the deformed free boundary with $\Gamma_V = \{ x \in \mathbb{R}^2 | x = x_0 + V(x_0), x_0 \in \Gamma_0 \}$. Analogously, $\Omega_V$ will denote the physical domain with boundary $\partial \Omega_V = \Gamma_D \cup \Gamma_P \cup \Gamma_V$; see Figure 1 for a representation of this setting. We remark that $\Gamma_0$ is in general not flat.

The Bernoulli-type free boundary problem (FBP) we are interested in can then be posed as searching for a pair $(u, V)$, both periodic in the $x$-direction, such that

$$-\Delta u = f \quad \text{in } \Omega_V \quad \text{(1a)}$$
$$u = h \quad \text{on } \Gamma_V \cup \Gamma_D \quad \text{(1b)}$$
$$\partial_n u = g \quad \text{on } \Gamma_V \quad \text{(1c)}$$

where $\partial_n u = \nabla u \cdot n$ is the outward normal derivative of $u$. The functions $f$, $h$, and $g$ are defined in $D$ and are compatible with the periodicity requirement. We will consider $h$ and $g$ continuous, with $g$ strictly positive and bounded
Remark 1. The analytical treatment of the problem with periodic boundary conditions does not differ much from the case with pure Dirichlet conditions, which we also consider in our numerical benchmarks.

2.1 Weak Formulation

To obtain a formulation of (1) suitable for a numerical scheme we first follow the steps presented in (11). This approach leads to two distinct, coupled weak forms. Given the space \( H^1_{\text{per}}(\Omega_V) = \{ u \in H^1(\Omega_V) | u(\cdot, y) \text{ periodic} \} \), for a known function \( r \) periodic in the \( x \)-direction we define the space

\[
H^1_{r, \Gamma_D}(\Omega_V) = \{ \varphi \in H^1_{\text{per}}(\Omega_V) | \varphi = r \text{ on } \Gamma_D \}.
\]

The first weak form is then obtained using (1a), (1c), and the part of (1b) pertaining to \( \Gamma_D \). We select test functions \( \varphi \in H^1_{0, \Gamma_D}(\Omega_V) \) and apply Green’s formula once to obtain

\[
\int_{\Omega_V} \nabla u \cdot \nabla \varphi \, d\Omega - \int_{\Gamma_V} g \varphi \, d\Gamma = \int_{\Omega_V} f \varphi \, d\Omega.
\] (2)

Using the part of (1b) on \( \Gamma_V \) we employ test functions \( v \in H^1_{\text{per}}(\Gamma_V) \) and write the second weak form simply as

\[
\int_{\Gamma_V} uv \, d\Gamma = \int_{\Gamma_V} hv \, d\Gamma.
\] (3)

We select the trial function space by requiring \( u \in H^1_{h, \Gamma_D}(\Omega_V) \), thereby strongly imposing the Dirichlet boundary conditions on \( \Gamma_D \). This leads to the definition of two linear forms:

\[
\mathcal{M}_1(u, \mathcal{V}; \varphi) = \int_{\Omega_V} \nabla u \cdot \nabla \varphi \, d\Omega - \int_{\Gamma_V} g \varphi \, d\Gamma - \int_{\Omega_V} f \varphi \, d\Omega,
\] (4)

\[
\mathcal{M}_2(u, \mathcal{V}; v) = \int_{\Gamma_V} uv \, d\Gamma - \int_{\Gamma_V} hv \, d\Gamma.
\] (5)

Thus, with this approach the problem is defined as: Search for \((u, \mathcal{V}) \in H^1_{h, \Gamma_D}(\Omega_V) \times \Theta\) such that

\[
\mathcal{M}_1(u, \mathcal{V}; \varphi) = 0,
\]

\[
\mathcal{M}_2(u, \mathcal{V}; v) = 0,
\]

for all test functions \((\varphi, v) \in H^1_{0, \Gamma_D}(\Omega_V) \times H^1_{\text{per}}(\Gamma_V)\).

---

1The strict positivity is not strictly necessary: If \( g < 0 \) one could, for instance, keep track of the sign of \( g \) in the numerical method directly. However, \( g \) has to have a definite sign everywhere on \( \Gamma_V \).
2.2 Very-Weak Formulation

We now follow the approach of [19]. The main difference from the previous formulation is that we write a single very-weak formulation containing information from all boundary conditions.

Considering the subspace $H^2_0(\Omega_V) = \{ \varphi \in H^1_0(\Omega_V) \mid \varphi \in H^2(\Omega_V) \}$, we multiply (1a) by a test function $\varphi \in H^2_0(\Omega_V)$; integrating by parts twice leads to

$$
- \int_{\Omega_V} (u - h) \Delta \varphi \, d\Omega + \int_{\Omega_V} \nabla h \cdot \nabla \varphi \, d\Omega = \int_{\Omega_V} f \varphi \, d\Omega + \int_{\Gamma_V} \varphi g \, d\Gamma,
$$

which we demand to be satisfied for all $\varphi \in H^2_0(\Omega_V)$. In view of the above formulation we can then select the trial function space simply as $H^1_{per}(\Omega_V)$. The Dirichlet boundary conditions are therefore all imposed weakly.

From Equation (6) we define the linear form

$$
N(u, V; \varphi) = - \int_{\Omega_V} (u - h) \Delta \varphi \, d\Omega + \int_{\Omega_V} \nabla h \cdot \nabla \varphi \, d\Omega
$$

$$
- \int_{\Omega_V} f \varphi \, d\Omega - \int_{\Gamma_V} \varphi g \, d\Gamma.
$$

Thus, with this approach the problem is defined as: Search for $(u, V) \in H^1_{per}(\Omega_V) \times \Theta$ such that

$$
N(u, V; \varphi) = 0
$$

for all test functions $\varphi \in H^2_0(\Omega_V)$.

Note that this very-weak formulation cannot be used directly to implement a numerical scheme, as the trial and test spaces are unbalanced.

3 Linearising the FBP

We now proceed in deriving a quasi-Newton algorithm to solve the free boundary problem. The dependence on the domain’s geometry is handled through shape calculus techniques to express the derivatives with respect to the vector field $V$.

3.1 Shape Derivatives

Here we briefly state the shape calculus results we will need for the linearisation. An in-depth analysis of the assumptions and regularity requirements can be found in the original work by Delfour, Zolésio, and Sokolowski [4,17]. An overview of shape calculus presented with a more modern approach can also be found in [10].

Let $\mathcal{O}$ be a family of admissible (smooth enough) domains; a functional $\mathcal{J}$ is called a *shape functional* if $\mathcal{J} : \mathcal{O} \to \mathbb{R}$. Note therefore that for a fixed
function \( u \) and test functions \( \varphi \) and \( v \), the maps defined by the linear forms introduced earlier are shape functionals provided we identify each element \( V \in \Theta \) with the domain \( \Omega_V \) in which \( \Omega_0 \) is deformed by the action of \( V \).

In the particular case of a domain functional \( J(V) = \int_{\Omega_V} \psi \, \text{d}\Omega \) and a boundary functional \( F(V) = \int_{\Gamma_V} \phi \, \text{d}\Gamma \), with \( \psi \) and \( \phi \) smooth functions in \( \mathbb{R}^2 \) independent of \( V \), the shape derivatives of \( J \) and \( F \) are described by the following Hadamard formulas:

\[
\langle \partial_V J(V), \delta V \rangle = \int_{\Gamma_V} \psi \delta V \cdot n \, \text{d}\Gamma \quad (8a)
\]

\[
\langle \partial_V F(V), \delta V \rangle = \int_{\Gamma_V} (\partial_n \phi + H \phi) \delta V \cdot n \, \text{d}\Gamma \quad (8b)
\]

where \( \delta V \in \Theta \) is a perturbation of the vector field, \( H \) is the signed (additive) curvature of \( \Gamma_V \) and \( n \) is the normal vector pointing outward. In particular, considering a parametrization of the free boundary \( \Gamma_V \) defined as \( \gamma(t) = (t, y(t)) \), then

\[
H = \frac{y''}{[1 + (y')^2]^{3/2}}.
\]

### 3.2 Linearisation of the weak formulation

Let us first consider the linear forms (4) and (5). We want to linearise \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) with respect to \( u \) and \( V \) at an arbitrary approximated solution \((u^*, V^*) \in H^1_{0, \Gamma_D}(\Omega_{V^*}) \times \Theta\).

Since the dependence of \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) on \( u \) is affine, their Gâteaux derivatives with respect to \( u \) in the direction \( \delta u \in H^1_{0, \Gamma_D}(\Omega_{V^*}) \) are simply given by:

\[
\langle \partial_u \mathcal{M}_1[u^*, V^*; \varphi], \delta u \rangle = \int_{\Omega_{V^*}} \nabla \delta u \cdot \nabla \varphi \, \text{d}\Omega \quad (9a)
\]

\[
\langle \partial_u \mathcal{M}_2[u^*, V^*; v], \delta u \rangle = \int_{\Gamma_{V^*}} \delta u \, v \, \text{d}\Gamma. \quad (9b)
\]

The linearisation with respect to the vector field \( V \) in the direction \( \delta V \in \Theta \) is performed using the Hadamard formulas; we obtain:

\[
\langle \partial_V \mathcal{M}_1[u^*, V^*; \varphi], \delta V \rangle = \int_{\Gamma_{V^*}} \nabla u^* \cdot \nabla \varphi \, \delta V \cdot n \, \text{d}\Gamma - \int_{\Gamma_{V^*}} [K_H \varphi + g \partial_n \varphi] \delta V \cdot n \, \text{d}\Gamma \quad (10a)
\]

\[
\langle \partial_V \mathcal{M}_2[u^*, V^*; v], \delta V \rangle = \int_{\Gamma_{V^*}} (\partial_n u^* - \partial_n h + H(u^* - h)) v \, \delta V \cdot n \, \text{d}\Gamma + \int_{\Gamma_{V^*}} (u^* - h) \partial_n v \, \delta V \cdot n \, \text{d}\Gamma \quad (10b)
\]
where $K_H = \partial_n g + H g + f$, and $H$ is the curvature of $\Gamma_{V^*}$.

A Newton step at the point $(u^*, V^*)$ has then the following structure: Search for $\delta u \in H^1_{0,\Gamma_{V^*}}(\Omega_{V^*})$ and $\delta V \in \Theta$ such that

$\langle \partial_u M_1[u^*, V^*; \varphi], \delta u \rangle + \langle \partial_V M_1[u^*, V^*; \varphi], \delta V \rangle = -M_1(u^*, V^*; \varphi)$ (11a)

$\langle \partial_u M_2[u^*, V^*; v], \delta u \rangle + \langle \partial_V M_2[u^*, V^*; v], \delta V \rangle = -M_2(u^*, V^*; v)$ (11b)

for all $(\varphi, v) \in H^1_{0,\Gamma_{V^*}}(\Omega_{V^*}) \times H^1_{\text{per}}(\Gamma_{V^*})$.

Therefore, summing up all the contributions, we search for $\tilde{u} = u^* + \delta u \in H^1_{h,\Gamma_{V^*}}(\Omega_{V^*})$ and $\delta V \in \Theta$ such that

$$
\int_{\Omega_{V^*}} \nabla \tilde{u} \cdot \nabla \varphi \, d\Omega + \int_{\Gamma_{V^*}} (\partial_n u^* - g) \partial_n \varphi \, \delta V \cdot n \, d\Gamma + \int_{\Gamma_{V^*}} \nabla_{V^*} u^* \cdot \nabla \varphi \, \delta V \cdot n \, d\Gamma
$$

$$
- \int_{\Gamma_{V^*}} K_H \varphi \, \delta V \cdot n \, d\Gamma = \int_{\Omega_{V^*}} f \varphi \, d\Omega + \int_{\Gamma_{V^*}} g \varphi \, d\Gamma
$$

(12a)

$$
\int_{\Gamma_{V^*}} \tilde{u} v \, d\Gamma + \int_{\Gamma_{V^*}} \left[ (\partial_n h \varphi + H(u^* - h)) v + (u^* - h) \partial_n v \right] \delta V \cdot n \, d\Gamma
$$

$$
= \int_{\Gamma_{V^*}} h v \, d\Gamma
$$

(12b)

for all $\varphi \in H^1_{0,\Gamma_{V^*}}(\Omega_{V^*})$ and $v \in H^1_{\text{per}}(\Gamma_{V^*})$.

In the above steps we used the tangential gradient splitting, with the tangential gradient of a real function being defined as $\nabla_{\Gamma}(\cdot) = \nabla(\cdot) - \partial_n (\cdot) n$.

So far we carried out the computations in full generality, and (12) is an exact Newton scheme. We now proceed to comment on, and apply, some simplifications.

**Simplification 1.** Without loss of generality one can consider $\partial_n h = 0$ on $\Gamma_{V^*}$. Furthermore, we consider the case of constant data $h = h_0$, so then $\nabla_{\Gamma} h = 0$ and $\nabla v = 0$ on $\Gamma_{V^*}$.

**Simplification 2.** The above formulas can be simplified further by considering, on $\Gamma_{V^*}$, $u^* = h_0$ and $\partial_n u^* = g$. These conditions are consistent with the exact solution of the FBP, and lead to a quasi-Newton method as in [11] [19].

Applying the above simplifications produces the following quasi-Newton scheme: Search for $\tilde{u} \in H^1_{h,\Gamma_{V^*}}(\Omega_{V^*})$ and $\delta V \in \Theta$ such that

$$
\int_{\Omega_{V^*}} \nabla \tilde{u} \cdot \nabla \varphi \, d\Omega - \int_{\Gamma_{V^*}} K_H \varphi \, \delta V \cdot n \, d\Gamma = \int_{\Omega_{V^*}} f \varphi \, d\Omega + \int_{\Gamma_{V^*}} g \varphi \, d\Gamma
$$

(13a)

$$
\int_{\Gamma_{V^*}} \tilde{u} v \, d\Gamma + \int_{\Gamma_{V^*}} g v \, \delta V \cdot n \, d\Gamma = \int_{\Gamma_{V^*}} h_0 v \, d\Gamma
$$

(13b)

for all $(\varphi, v) \in H^1_{0,\Gamma_{V^*}}(\Omega_{V^*}) \times H^1_{\text{per}}(\Gamma_{V^*})$.  
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Remark 2. The Simplification above is the reason why the scheme is not and exact Newton scheme, but only quasi-Newton method: The derivatives are not calculated in the current approximation, but rather they are an approximation of the derivatives at the exact solution. This has the consequence that does not achieve quadratic convergence, but only superlinear.

3.3 Linearisation of the very-weak formulation

We now want to derive a linearisation for (7) at an arbitrary approximated solution \((u^*, V^*)\), where as before \(u^* \in H^1_{\text{per}}(\Omega_{V^*})\) and \(V^* \in \Theta\). The Gâteaux derivative of \(N\) at \((u^*, V^*)\) with respect to \(u\) in the direction \(\delta u\) is given by

\[
\langle \partial_u N[u^*, V^*; \varphi], \delta u \rangle = -\int_{\Omega_{V^*}} \delta u \Delta \varphi \, d\Omega. \quad (14)
\]

The linearisation with respect to the vector field is again performed using the Hadamard formulas (8):

\[
\langle \partial_V N[u^*, V^*; \varphi], \delta V \rangle = \int_{\Gamma_{V^*}} \nabla h \cdot \nabla \varphi \delta V \cdot n \, d\Gamma - \int_{\Gamma_{V^*}} (u^* - h) \Delta \varphi \delta V \cdot n \, d\Gamma - \int_{\Gamma_{V^*}} [K_H \varphi + g \partial_n \varphi] \delta V \cdot n \, d\Gamma. \quad (15)
\]

A Newton step at the point \((u^*, V^*)\) has then the following form: Search for \(\delta u \in H^1_{0, \Gamma_D}(\Omega_{V^*})\) and \(\delta V \in \Theta\) such that

\[
\langle \partial_u N[u^*, V^*; \varphi], \delta u \rangle + \langle \partial_V N[u^*, V^*; \varphi], \delta V \rangle = -N(u^*, V^*; \varphi), \quad (16)
\]

for all \(\varphi \in H^2_{0, \Gamma_D}(\Omega_{V^*})\). Summing the various terms we then search for \(\tilde{u} = u^* + \delta u \in H^1_{h, \Gamma_D}(\Omega_{V^*})\) and \(\delta V \in \Theta\) such that

\[
\int_{\Omega_{V^*}} (h - \tilde{u}) \Delta \varphi \, d\Omega - \int_{\Gamma_{V^*}} [K_H \varphi + g \partial_n \varphi + (u^* - h) \Delta \varphi] \delta V \cdot n \, d\Gamma + \int_{\Gamma_{V^*}} \nabla h \cdot \nabla \varphi \delta V \cdot n \, d\Gamma = \int_{\Gamma_{V^*}} g \varphi \, d\Gamma + \int_{\Omega_{V^*}} f \varphi \, d\Omega - \int_{\Omega_{V^*}} \nabla h \cdot \nabla \varphi \, d\Omega, \quad (17)
\]

for all \(\varphi \in H^2_{0, \Gamma_D}(\Omega_{V^*})\).

We proceed to apply Simplifications and , thereby obtaining the followings quasi-Newton scheme: Search for \(\tilde{u} \in H^1_{h, \Gamma_D}(\Omega_{V^*})\) and \(\delta V \in \Theta\) such that

\[
\int_{\Omega_{V^*}} (h - \tilde{u}) \Delta \varphi \, d\Omega - \int_{\Gamma_{V^*}} [K_H \varphi + g \partial_n \varphi] \delta V \cdot n \, d\Gamma = \int_{\Gamma_{V^*}} g \varphi \, d\Gamma + \int_{\Omega_{V^*}} f \varphi \, d\Omega - \int_{\Omega_{V^*}} \nabla h \cdot \nabla \varphi \, d\Omega, \quad (18)
\]
for all $\varphi \in H^2_0(\Omega_V)$.

As we pointed out above, we cannot yet employ this formulation to produce a numerical scheme; we need to extract the strong form implied by (18) and then write a new weak formulation. Using standard variational arguments one can see that such strong form is:

$$-\Delta \tilde{u} = f \quad \text{in } \Omega_V, \tag{19a}$$

$$\partial \tilde{u}_n - K_H \delta \mathcal{V} \cdot n = g \quad \text{on } \Gamma_V, \tag{19b}$$

$$\tilde{u} = h \quad \text{on } \Gamma_D \tag{19c}$$

$$g \delta \mathcal{V} \cdot n = h_0 - \tilde{u} \quad \text{on } \Gamma_{V^*}. \tag{19d}$$

Thanks to the initial requirement on $g$ not vanishing, one can solve (19d) for $\delta \mathcal{V} \cdot n$, obtaining the boundary update formula

$$\delta \mathcal{V} \cdot n = \frac{h_0 - \tilde{u}}{g}. \tag{20}$$

Substituting in (19b) and using (19a)–(19c) allows to write the new weak formulation: Search for $\tilde{u} \in H^1_{h, \Gamma_D}(\Omega_{V^*})$ such that

$$\int_{\Omega_{V^*}} \nabla \tilde{u} \cdot \nabla \varphi \, d\Omega - \int_{\Gamma_{V^*}} \left( K_H \frac{h_0 - \tilde{u}}{g} + g \right) \varphi \, d\Gamma = \int_{\Omega_{V^*}} f \varphi \, d\Omega, \tag{21}$$

for all $\varphi \in H^1_{0, \Gamma_D}(\Omega_{V^*})$.

Remark 3. Solving Equation (13b) for $\delta \mathcal{V} \cdot n$ one obtains exactly Equation (20). Plugging then into Equation (13b) gives Equation (21). This shows that the two methods, the coupled system (13) and the formulation (21) with boundary update as in (20), are variationally equivalent, so we can expect the behaviours of these two approaches to be very similar. On the other hand, even though they are equivalent in an infinite-dimensional setting, the difference in the way the vector field is handled (as a coupled projection in the former case, or a splitting method in the latter case) may be reflected in the performances at the discretised level. This will indeed be the case, as our numerical tests illustrate.

The strong form (19) will also be used in the implementation of a collocation scheme, outlined in the next section. In passing, we comment that in the case of non-constant Dirichlet data on the free boundary, from Equation (17) one could split the gradient of $h$ in the third integral in its tangential and normal component, and apply the tangential Green’s identity [4, p. 367]. See also [19] for details.

4 Numerical Schemes

In our numerical tests we used two Galerkin methods, one arising from (13) and one from (21). The main difference between them is that from the
former one obtains a coupled method, while the latter yields a decoupled splitting method. We implemented, moreover, a collocation method to solve the strong form [19].

4.1 B-splines based Isogeometric analysis

This section presents the essentials of B-splines. For more details we refer the interested reader to any of the specialised books on the subject, for instance [6].

A knot vector is a set of non-decreasing points \( \Xi = \{ \xi_1 \leq \ldots \leq \xi_{n+p+1} \} \) with \( \xi_i \in \mathbb{R} \) and \( n \) the number of basis functions of degree \( p \) to be built.

A knot vector is said to be open if its first and last knots have multiplicity \( p+1 \), and in this case it is customary to take \( \xi_1 = 0 \) and \( \xi_{n+p+1} = 1 \). The maximum multiplicity of each internal knot can never exceed \( p \). A knot vector is said to be uniform if the knots are equispaced; in this case it is common to take \( \xi_1 = -p\tau \) and \( \xi_{n+p+1} = p\tau \), with \( \tau \) the distance between two consecutive knots.

Univariate B-splines functions can be defined using the Cox-de Boor recursion formulas [3] as follows:

for \( p = 0 \):

\[
\hat{\psi}_{i,0}(\xi) = \begin{cases} 
1 & \xi_i \leq \xi < \xi_{i+1} \\
0 & \text{otherwise}
\end{cases}
\]

for \( p \geq 1 \):

\[
\hat{\psi}_{i,p}(\xi) = \begin{cases} 
\frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} \hat{\psi}_{i,p-1}(\xi) + \frac{\xi_{i+p} + 1 - \xi}{\xi_{i+p+1} - \xi_{i+1}} \hat{\psi}_{i+1,p-1}(\xi) & \xi_i \leq \xi < \xi_{i+p+1} \\
0 & \text{otherwise}
\end{cases}
\]

where we adopt the convention \( 0/0 = 0 \). A B-spline basis function is therefore a piecewise polynomial in every knot span and at the knots it achieves regularity \( C^{p-l} \) where \( l \) is the multiplicity of the knot. We will always use internal knots of multiplicity one, in order to have maximal regularity.

We denote with \( \hat{S}^p = \text{span}\{ \hat{\psi}_{i,p} \mid i = 1, \ldots, n \} \) the space spanned by \( n \) B-splines of degree \( p \). We will often omit to explicitly indicate the polynomial degree. On a uniform knot vector one can in addition construct a periodic basis by appropriately identifying together functions laying at the beginning and at the end of the parametric domain:

\[
\hat{S}^p_{\text{per}} = \text{span}\{ \hat{\psi}^\text{per}_k \} \quad \text{with} \quad \begin{cases} 
\hat{\psi}^\text{per}_k := \hat{\psi}_k + \hat{\psi}_{n-p+k}, & k = 1, \ldots, p; \\
\hat{\psi}^\text{per}_k = \hat{\psi}_k, & \text{otherwise}
\end{cases}
\]

Note that \( \text{dim}(\hat{S}^p_{\text{per}}) = n - p \). Figure 2b shows an example of maximum-regularity periodic B-splines basis with degree \( p = 3 \).
We can derive bivariate B-splines spaces, which we indicate in boldface, simply considering the tensor product of univariate ones. Moreover, in our numerical tests we will use the same degree in each parametric direction.

Now, let $F : \hat{\Omega} \rightarrow \Omega$ be a B-spline parametrisation of the physical domain $\Omega$, and let $S_p$ be a space spanned by $N$ bivariate B-splines $\hat{\phi}_k$ defined on the parametric domain $\hat{\Omega}$. Then, the corresponding space on $\Omega$ is defined as $S^p = \text{span}\{\phi_k \mid \phi_k = \hat{\phi}_k \circ F^{-1}, k = 1, \ldots, N\}$. We moreover need to introduce a bivariate spline space spanned by functions periodic in $x$, that we denote $S^p_{\text{per}}$. This space is defined as the push-forward through the geometrical map $F$ of the cross product between the periodic space $\hat{S}^p_{\text{per}}$, and the space $\hat{S}^p$ built from an open knot vector.

### 4.2 Isogeometric Galerkin methods

In both Galerkin-based schemes we choose as a trial space for $\tilde{\mathbf{u}}$

$$V^p_h := S^p_{\text{per}} \cap H^1_{h, \Gamma_D}(\Omega_V),$$

while as test space

$$V^p_0 := S^p_{\text{per}} \cap H^1_{0, \Gamma_D}(\Omega_V).$$

The structure of the two algorithms is illustrated below.

**Algorithm 1 - Coupled Galerkin scheme**

1. Choose the starting $V_0$,
2. Given $V_k$, compute $(\tilde{\mathbf{u}}_k, \delta \mathbf{V} \cdot n_k)$ solution of (13) in the domain $\Omega_{V_k}$,
3. Update the free boundary with $V_{k+1} = V_k + (\delta \mathbf{V} \cdot n_k)m_k$,
4. Repeat steps 2–3 until $\|\delta \mathbf{V} \cdot n_k\| \leq \text{tol}$.

The vector field $m_k : \Gamma_{V_k} \rightarrow \mathbb{R}$ represents the direction in which the update of the free boundary is performed, and has to satisfy $m_k \cdot n_k = 1$. In our tests we choose to perform a vertical update, therefore selecting $m_k = 1$.
Algorithm 2 - Decoupled (splitting) Galerkin scheme

1: Choose the starting $V_0$,
2: Given $V_k$, compute $\tilde{u}_k$ solution of (21) in the domain $\Omega_{V_k}$,
3: Compute $\delta V \cdot n_k$ from (20),
4: Update the free boundary with $V_{k+1} = V_k + (\delta V \cdot n_k)m_k$,
5: Repeat steps 2–4 until $\|\delta V \cdot n_k\| \leq \text{tol.}$

This choice allows to consider as unknown $\delta V \cdot n$ instead of $\delta V$, which permits to discretise (13b) and (20) directly, using $S^p$ as both the test and trial space. A choice of $m_k = n_k$ in the algorithms would instead amount to performing the update in the direction normal to the boundary.

Remark 4. It is important to realise that when performing the update with Equation (20) one has to divide two spline functions. The resulting function is therefore, in general, not a spline, and a projection onto the appropriate spline space is then required. In our tests we treated this by means of an $L^2$ projection into the space defined by the boundary test functions. After each boundary update, the internal mesh is then fitted using a Coons interpolation technique.

4.3 Isogeometric collocation method

The isogeometric collocation method presented here is built from (19): We solve (19d) for $\delta V \cdot n$ and replace its value in (19b), obtaining the following:

\begin{align}
-\Delta \tilde{u} &= f & \text{in } \Omega, \\
\nabla \tilde{u} \cdot n - (\partial_n g + H g + f) \frac{h_0 - \tilde{u}}{g} &= g & \text{on } \Gamma_V, \\
\tilde{u} &= h & \text{on } \Gamma_D, \\
\delta V \cdot n &= \frac{h_0 - \tilde{u}}{g} & \text{on } \Gamma_V.
\end{align}

The structure of this algorithm is summarised below.

Algorithm 3 - Collocation scheme

1: Choose the starting $V_0$,
2: Given $V_k$, compute $\tilde{u}_k$, collocated solution of (25a–25c),
3: Compute $\delta V \cdot n_k$ from (25d),
4: Update the free boundary with $V^{(k+1)} = V^{(k)} + (\delta V \cdot n_k)m_k$,
5: Repeat steps 2–4 until $\|\delta V \cdot n_k\| \leq \text{tol.}$

The solution of (25a–25c) and the boundary update (25d) are performed using a collocation approach. Given the finite dimensional spaces
Figure 3: CSP collocation points in the parametric and in the physical domain. The points are the cross product of the periodic CSP points in the $x$-direction and the Dirichlet CSP points in the $y$-direction.

\[ \mathbf{V}_h^p \text{ and } S_{\text{per}}^p \text{ in which we search for a solution } (\tilde{u}, \delta \mathbf{V} \cdot n), \text{ the idea is to accurately choose a number of points } \tau_1, \ldots, \tau_n \in \Omega, \text{ called collocation points, where } n \text{ is the number of degrees of freedom of the problem, and enforce the equations to hold strongly at those points.} \]

The appropriate selection of collocation points is crucial for the rate of convergence. Most of the classical choices of collocation points, for example, return suboptimal convergence rate even in a Poisson problem, contrary to the Galerkin approach which is optimal \cite{15}. However, the recent work \cite{13} suggests the use of a particular subset of Galerkin-superconvergent points, called clustered superconvergent points (CSP), as collocation points. This choice, that is the one that we adopt here, succeeds in achieving optimality for at least odd degrees B-splines discretisations. In particular, the collocation points we use for the periodic problem (25) are obtained by taking the cross product between univariate periodic CSP and univariate Dirichlet CSP (see \cite{13} for more details). In our tests we however included also problems with only Dirichlet boundary conditions. In that case the collocation points are selected as the push-forward of the cross-product of the univariate Dirichlet CSP points in the two parametric directions. Figure 3 shows an example of CSP points in both the parametric and physical domain. Note that we do not take any collocation points on the boundary \{y = 0\}, because we enforce the Dirichlet boundary conditions in the finite dimensional space that we consider, cf. \cite{25}.

Similarly, the free boundary update is performed by collocating equation (25d) in the univariate periodic CSP, producing a fully-collocated scheme for problem (25).

5 Numerical Results

This section collects our numerical results. All algorithms have been implemented in Matlab using the GeoPDEs suite. GeoPDEs is an Octave/Matlab
software package for isogeometric analysis of partial differential equations [21]. We applied the above Algorithms 1, 2, and 3 to different types of problems with either Dirichlet or periodic boundary conditions on the vertical sides. It is clear that the error quantities in the problem are driven by the position of the free boundary: If the computed boundary matches the exact boundary solution, then the error on the internal function $u$ is simply the standard finite elements (IGA) or collocation approximation error. For this reason, when evaluating the performance of the algorithms we have chosen the error quantities of interest to be the Dirichlet error, $\|\bar{u}(\Gamma_V) - h_0\|_{L^2}$, the error the computed function $u$ commits in satisfying the Dirichlet condition on the free boundary, and the surface position error, $\|\Gamma_V - \Gamma_{ex}\|_{L^2}$, the error in the position of the computed free surface.

5.1 Test 1: Parabolic boundary, Dirichlet b.c.

This problem is constructed from the exact solution

$$u_{ex}(x, y) = \frac{y}{1 + \alpha(x)} + \alpha(x) \frac{y}{1 + \alpha(x)} \left(1 - \frac{y}{1 + \alpha(x)}\right) \tag{26}$$

with

$$\alpha(x) = \frac{1}{4} x (1 - x).$$

The solution $u_{ex}$ attains constant value $u_{ex}|_{\Gamma_V} = 1$ on the parabolic curve $\Gamma_{ex} = \{(x, y) \mid y = 1 + \alpha(x), 0 \leq x \leq 1\}$, which is therefore the exact free-boundary solution of the problem.

The data for problem (1) are then found as follows:

$$f = -\Delta u_{ex},$$

$$g = \nabla u_{ex} \cdot (\frac{1}{2} x - \frac{1}{4}, 1) / \sqrt{1 + (\frac{1}{2} x - \frac{1}{4})^2}.$$

We cast this problem with complete Dirichlet boundary conditions. This amounts to imposing $h_0 = 1$ on the free boundary and $h = y$ on $\Gamma_D \cup \Gamma_P$. We start our algorithms with $\Gamma_0 = \{y = 1, 0 \leq x \leq 1\}$ as an initial guess for the boundary.

Figure 4 shows the first three iterations of the boundary update, together with the exact boundary solution, performed with a mesh with only 1 element and quadratic basis functions. Those iterations have in particular been performed with Algorithm 2, but Algorithm 1 and Algorithm 3 yielded identical results. Figure 5 shows the convergence history of Algorithm 2 for both the Dirichlet error and the surface position error for various mesh sizes, using a quadratic basis.

Figure 6 instead shows a comparison of the three different approaches using cubic basis functions. The error plots show that Algorithm 1 improves the convergence speed once the solution is close enough. The same behaviour
Figure 4: The first three iterations of Algorithm 2 for the Test 1 case, using a one element mesh and quadratic basis starting from a flat boundary with \( y = 1 \).

Figure 5: Error quantities for Algorithm 2 with a quadratic basis, on various mesh sizes. (Left) The Dirichlet error \( \| \bar{u}(\Gamma_V) - h \|_{L^2} \) as a function of the iterations. (Right) The surface position error \( \| \Gamma_V - \Gamma_{ex} \|_{L^2} \). Machine precision is achieved for any mesh size.

is present also in the collocated scheme, Algorithm 3, albeit to a less degree, while it is not that apparent in Algorithm 2. However, all three algorithms’ performances are quite similar on this test problem. When it comes to runtime, Algorithm 3 is much faster per iteration than the two Galerkin approaches, which is expected of a collocation scheme.

Note that this is the same setting as the “Testcase I: Parabolic Free-Boundary” presented in [19, Section 5.2]. However, in contrast to the results presented there we do not see a plateau in the error quantities, and machine precision is reached for any mesh size because the exact free boundary curve \( \Gamma_{ex} \) and the exact solution \( u_{ex} \) restricted to \( \Gamma_{ex} \) belong to the discrete space of the numerical approximation.
Figure 6: A comparison of the three algorithms on Test 1 for different mesh sizes with cubic basis functions.
5.2 Test 2: Sinusoidal boundary, Dirichlet b.c.

We now give an example where a plateau in the error is to be expected, and is actually found. The problem data is derived as for Test 1 with an exact solution given by Equation (26) but with
\[ \alpha_{ex}(x) = \frac{1}{16} \sin(2\pi x), \]
so that the exact boundary \( \Gamma_{ex} = \{(x, y) \mid y = 1 + \alpha(x), 0 \leq x \leq 1\} \) is now a sinusoidal curve. The boundary conditions are maintained of Dirichlet type, with \( h_0 = 1 \) on the free boundary, and \( h = y \) on \( \Gamma_D \cup \Gamma_P \). Figure 7 shows the first three boundary updates performed by Algorithm 3. The mesh is made of 8 elements, and the basis is cubic. The initial boundary is again taken as the flat curve \( \Gamma_0 = \{y = 1, 0 \leq x \leq 1\} \)

![Figure 7: The first three iterations of Algorithm 3 for the Test 2 case, with sinusoidal boundary and Dirichlet conditions, with an 8 elements mesh and cubic basis. Starting from a flat boundary with y = 1.](image)

Figure 8 shows the error quantities vs iterations for the three algorithms. As the mesh is refined we note that the collocation algorithm, Algorithm 3, has a slightly higher error than the other two approaches. The surface position error, moreover, is abated with finer meshes in all approaches but remains always present. This is due to the fact that a cubic B-spline cannot exactly represent a sinusoidal curve, and therefore the exact free boundary solution to this problems lies outside of the trial function space. Lastly, Figure 8 shows how closely related Algorithms 1 and 2 are, achieving almost identical performance on this benchmark test.
Figure 8: A comparison of the three algorithms on Test 2 for different mesh sizes with cubic basis functions.
5.3 Test 3: Sinusoidal boundary, periodic b.c.

In our third benchmark we employ the same problem data as in Test 2, but now periodic boundary conditions are placed on the lateral sides instead of Dirichlet ones. In this test case we used the highest-possible regularity for the periodic conditions, meaning that the boundary functions are “glued” together with $C^{p-1}$ continuity.

The introduction of the periodic conditions affects the behaviour of the three quasi-Newton schemes, but not dramatically. As shown in Figure 9, the algorithms require a couple extra iterations to reach the tolerance respect to the Dirichlet boundary condition case. The convergence of the surface position error is also a bit rougher than in the previous cases. However, the relative performances are not at all affected, and all three algorithms are still comparable. As before Algorithms 1 and 2 display essentially equal results. In this test we kept the same choice for the initial guess for the free boundary: The flat curve $\Gamma_0 = \{ y = 1, \ 0 \leq x \leq 1 \}$.

Since the position of the exact free boundary does not lie in the trial functions space formed by the cubic B-splines basis, as in Test 2 a plateau is always reached, even though the level of the plateau is lowered with finer meshes.
Figure 9: A comparison of the three algorithms on Test 3 for different mesh sizes with cubic basis functions.
6 Conclusions

In this work we presented three different isogeometric-based algorithms for free boundary problems: Two follow a Galerkin approach and are an extension or modification of previously existing works, while one is a novel fully collocated scheme. The dependence on the unknown geometry of the domain is handled through shape calculus, which results in a quasi-Newton method to be underlying the update strategy of the free boundary position. While our interests in such algorithms is motivated by future applications, in the present paper we focused on giving a clear description of the implementation and numerical aspects.

We applied and compared the three algorithms to benchmark tests, with either Dirichlet or periodic boundary conditions on the lateral vertical sides of the domain. The results show that, while having slight variations, the performances of all three algorithms are qualitatively comparable, and each of them converged to the correct solution of the problem.

The treatment of free boundary problems is computationally intense, especially in more complex problems. For this reason the efficiency and speed of the algorithm is an important feature that needs to be taken into account. In this respect, even if the collocated algorithm appeared to have slightly worse accuracy and sometimes required one or two extra iterations to reach the convergence tolerance, it proved to significantly outmatch the two Galerkin-based schemes on runtime, requiring in general less than half the time to complete the benchmarks.

Our future aim is now to apply the algorithms developed here to the resolution of the bifurcation branches of the Euler equations. That problem presents several challenges due to the greater complexity of the equations and the intrinsic non-uniqueness of solutions at the bifurcation points, therefore both efficiency and precision are expected to play an important role.
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