Incorporating Reverse Search for Friend Recommendation with Random Walk

Qing Yang¹, Haiyang Wang¹, Mengyang Bian¹, Yuming Lin², and Jingwei Zhang²
¹Guangxi Key Laboratory of Automatic Measurement Technology and Instrument, Guilin University of Electronic Technology, China
²Guangxi Key Laboratory of Trusted Software, Guilin University of Electronic Technology, China

Abstract: Recommending friends is an important mechanism for social networks to enhance their vitality and attractions to users. The huge user base as well as the sparse user relationships give great challenges to propose friends on social networks. Random walk is a classic strategy for recommendations, which provides a feasible solution for the above challenges. However, most of the existing recommendation methods based on random walk are only weighing the forward search, which ignore the significance of reverse social relationships. In this paper, we proposed a method to recommend friends by integrating reverse search into random walk. First, we introduced the FP-Growth algorithm to construct both web graphs of social networks and their corresponding transition probability matrix. Second, we defined the reverse search strategy to include the reverse social influences and to collaborate with random walk for recommending friends. The proposed model both optimized the transition probability matrix and improved the search mode to provide better recommendation performance. Experimental results on real datasets showed that the proposed method performs better than the naive random walk method which considered the forward search mode only.
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1. Introduction

Social networks are very popular in a variety of fields, which have been blended in with people’s lives and are playing important roles. At the same time, those large-scale social networks are also facing a big challenge on improving their social activity and user loyalty. Friend recommendation is an important mechanism to make social networks more popular and to provide a better user experience, including strengthening user vitality. For example, recommending backpackers for self-help tourists can enhance travel information sharing and travel experience, recommending scholars on academic social networks is conducive to broaden their research insights and to promote academic exchanges.

Due to the constraints of huge social network scale coupled with the sparsity of relationships between users, efficient and accurate friend recommendation on social networks presents significant challenges [23]. Aiming at the above focuses, some studies [14, 22, 25, 28] found that it can produce effective recommendation results by transforming social networks into web graphs and then applying random walk strategy. The typical recommendation model by random walk on graphs is to set up web graphs on social networks firstly, which are composed of nodes and edges. In web graphs, a node represents a social user and an edge represents a social connections between two specific users. Then the recommendation process will work by computing the arrival probability from a target node to the remaining nodes on graphs. The probability distribution after a few walks reflects the influence that are exerted by the target node on the other nodes. A node with a high probability value implies that the corresponding user is more likely to become a friend with the target user. As a result, the top-k users under the descent ranking on arrival probability can be recommended to the target user. Here, the primary assumption for friend recommendation is, if there is a “convenient” access path from the target user to some user, they are easy to become friends. We call this access convenience as their social influence.

In above models for friend recommendation, the social influence is exerted by the target node to have an effect on the other nodes, which is known as forward social influence. But in our real life, the target user is also prone to establish contact with those people with popular influence in some fields, and even the target user does not have a convenient access path to them or may not know them in person at the moment. A recommendation application should not only consider the influence from the target user to other users, but also should consider how other users can affect the target user. The latter is called as reverse social influence. For example, when you plan to travel in some place, it will be more reasonable to recommend somebody who know that place well but are not very familiar with you than those whom you
have regular contacts with but know that place little. Obviously, it is possible to create many novelty ideas if a new scholar steps into an academic circle with overlapping research interests by recommendation.

This paper focuses on providing more effective methods for friend recommendations, and a comprehensive consideration on both forward social influence and reverse social influence are exploited to propose accurate friendships. The main contributions are,

- Introducing FP-Growth method for constructing transition probability matrix and providing a statistical representation for user interactions, which can create a more effective data basis for the following recommendation computation.
- Defining reverse social influence and integrating reverse search model with random walk to improve friend recommendation performance.
- Designing and conducting experiments on the real data sets to verify the effectiveness of our proposed recommendation model.

The main body of this paper is organized as follows. A summary of the related study on friend recommendation is presented in section 2. Section 3 and 4 elaborate the proposed recommendation method. The experimental datasets as well as experimental analysis are discussed in section 5. At last, we conclude the study and discuss the future work.

2. Related Work

Based on both the properties of recommended items and application purposes, there are two kinds of recommendation tasks, namely recommending users and recommending users' attachments. The former is a coarse-grained application and is often applied on social networks, and friend recommendation is just this case. The latter often works on users' interests, such as films, goods, tourism and other specific items [16].

An early strategy for recommending friends is to model user interaction frequency into different closeness levels between users. Lo and Lin [15] proposed a friend recommendation method based on two basic assumptions, one is that the interaction frequency is proportional to the closeness between users, the other is those users with more common friends are apt to establish new friendships. Chin [4] studied the impact of the interaction time on mobile communication devices for building friendships. One obvious deficiency of the above methods is that they failed to balance the impact of negative interaction between users. Shen et al. [20] focused the blog network for friend discovery. They established users' interest model through mining text information from blogs, and then discovered potential friends based on user similarity. Zheng et al. [30] established GeoLife 2.0 for personalized friend recommendation, which utilized GPS-data-driven social networking service and users' historical trajectory to measure user similarity. [26, 27] studied the collaborative model between different nodes in a network to serve for communications. Faisal et al. [5] exploited the user reputation to discover experts in online discussion forums.

The above recommendation methods often rely on the local features, which cannot perform well when facing a large user base and sparse relationships. PageRank [2] and its variants [3, 6], who were initially designed for ranking web pages, are now applied to improve recommendation performance. The core of personalized PageRank is just a Random Walk process with Restart (RWR) [19]. For every step, RWR allows walkers to return to the original position with an empirical ratio, which can hold the overall information and deal with sparsity effectively [1]. Some studies have contributed effective algorithms for friend recommendation by improving random walk with restart on social networks [17, 18, 24, 29]. Yan et al. [28] focused on the cold-start problem of friend recommendation by introducing cross-platform social relationships and user behaviours, which made a performance gain for their method based on random walk. Xia et al. [25] presented an innovative method by improving RWR to recommend co-authors for scholars, which took three academic factors into consideration, namely co-author order, latest collaboration time and times of collaboration, to achieve a comprehensive improvement on the precision, recall and coverage of recommendation. Inspired by traditional link prediction, Liu et al. [14] came up with a personalized link prediction method with local random walk on social networks, which ensured each individual to get an equal number of diversified predictions. Wang et al. [22] integrated uniform vertex sampling into random walk technique to characterize properties of user pairs and to achieve both accuracy and efficiency on recommendation.

The above recommendation methods evolved from RWR are based on the forward search strategy, which pay little attention on the exploration of the reverse social influence between users. This paper will focus on exploiting and integrating the reverse social influence into RWR for more accurate friend recommendation ranking, which will work on a transition probability matrix initialized by FP-Growth algorithm [7].

3. Constructing Transition Probability Matrix on FP-Growth

The proposed recommendation method is detailed in the following two sections. We reconstruct the transition probability matrix based on social relationships and FP-Growth algorithm, and then define reverse social influence to integrate reverse
search with random walk for recommendations. The two stages complement each other, the former guarantees that the users having constant direct or indirect contacts with the target user will be recommended with high probability, and the latter ensures the users with great influence gain the chance to be recommended.

### 3.1. Representing Social Networks

In brief, a social network is deemed as a web graph consisting of nodes and edges, which can be represented by \( G=(V,E) \), where \( V \) is the set of \( n \) vertices, each node represents a user, and \( E \) is the set of \( y \) edges, each corresponds to the social relationship between a pair of users. The set of edges in \( G \) can be represented by the adjacency matrix \( A \) as Equation (1).

\[
a_{i,j} = \begin{cases} 1 & <i, j > \in E \\ 0 & otherwise \end{cases} \tag{1}
\]

Where \( i \) and \( j \) \((i, j \in V, i \neq j)\) are two arbitrary nodes of \( G \). If \( a_{i,j}=1 \), an edge is associated with \( i \) and \( j \), namely a social relationship exists between the corresponding user pair. If \( a_{i,j}=0 \), there is no edge between \( i \) and \( j \), namely no social relationship exists between the corresponding users. For any node \( i \) in \( G \), the out-degree of \( i \) is equal to the number of edges starting from \( i \), denoted as \( d_{od}(i) = \sum_{j=1}^{n} a_{i,j} \). The in-degree of \( i \) is indicated by the number of edges ending at \( i \), denoted as \( d_{id}(i) = \sum_{j=1}^{n} a_{j,i} \). If each edge is accompanied by a value \( p_{ij} \), which represents the probability of the direct social influence exerted on \( j \) by \( i \), a transfer probability matrix \( P \) can be constructed. In the initial status, \( p_{ij} \) is computed as Equation (2).

\[
p_{i,j} = \frac{a_{i,j}}{d_{od}(i)}, \forall i, j \in V, i \neq j \tag{2}
\]

Based on the initial matrix, friend recommendation can be defined to discover a user ranking by computing closeness between a target user and all other users. Obviously, the initial status of \( P \) will have a great influence on the closeness computing. Here, closeness means possibilities that a user should be recommended to the target user.

### 3.2. Reconstructing Transition Probability Matrix by FP-Growth

Equation (2) indicates that the initial transition probability of the target node is decided by its out-degree, which does not give a full consideration of the real situations between users. For example, given a target user \( u \), we suppose it interacts with users \( u_1, u_2, u_3, u_4 \). According to the Equation (2), we will construct the web graph as shown in Figure 1-a, in which the transition probabilities of \( u \) to \( u_1 ~ u_4 \) are equal and the closeness of \( u_1 ~ u_4 \) are also equivalent for \( u \). This is evidently inappropriate since the social frequency of \( u \) to \( u_1 ~ u_4 \) may not be necessarily equal. Naturally, the users with different social frequency should have different closeness to \( u \).

To compute users’ closeness to a specific user efficiently, we introduce FP-Growth algorithm to construct the web graph corresponding to a social network. FP-Growth is initially adopted for mining frequent item sets, here we utilize it to construct a FP-tree structure to discover a set of users who frequently interact. The advantage of FP-Growth is to scan the dataset only two times, and to compress the data into a FP-tree structure to make efficiency gains when users with high influence are retained.

There are two stages to reconstruct the transition probability matrix with FP-Growth. The first stage is to construct a FP-tree and to find frequent user sets when scanning the database. Each user is associated with a value, \( sup(i) \), which corresponds to the user frequency and decides the content of FP-tree under a preset minimum threshold. Then a conditional pattern tree is created for each user by combining paths in the FP-tree. Finally, all the frequent patterns of each user will be generated through a recursive traversal process on all conditional pattern trees. The second stage is to reconstruct the transition probability matrix. The outputted frequent item sets for each user in the first stage can be computed as the interaction frequency between different user pairs, denoted as \( sup(i, k) \). We only need to assign the values between user pairs, \( sup(i, k) \), to the corresponding edges in the web graph, namely \( a_{i,k}=w_{i,k}=sup(i,k) \). Thus the reconstructed transition probability matrix \( P \) for the web graph can be represented in Equation (3).

\[
p_{i,k} = \frac{w_{i,k}}{\sum_{j=1}^{n} w_{i,j}}, \forall i, k \in V, i \neq k \tag{3}
\]

Assuming the total interaction frequency of \( u \) with the above four users is 51, the minimum threshold is 4. Table 1 lists the social details between \( u \) and other users. It is obvious that the influence from \( u \) to \( u_1 \) can be ignored since it cannot satisfy the threshold requirement. This will also be beneficial for the following recommendation computation since it is not a hot line for \( u \). In fact, this kind of infrequent social interaction in the complex network environment is likely to be some advertising promotion, or even some other occasional information, which will cause performance degradation for building friendships between users. Based on the above method, we can reconstruct a web graph as Figure 1-b. Compared with Figure 1-a, the current model can present a more reasonable representation for social influence implied in the data.
Table 1. Social frequency of user u.

| Times | u_1 | u_2 | u_3 | u_4 |
|-------|-----|-----|-----|-----|
| Times | 1   | 10  | 20  | 20  |

![Diagram](image)

Figure 1. An illustration for social influence.

### 4. Integrating Reverse Social Influence into Random Walk

Random walk is a popular strategy to discover potential friends for a specific user in the graph structure, which holds all possibilities of each walking step from the current status to the next status in a transition probability matrix $P$. The whole process can be formalized as Equation (4), where $i$ is an initial node, $P^T$ holds the transpose of $P$, $x_i^{(t)}$ indicates a column vector corresponding to the probability distribution that the walker arrives at all other nodes on the web graph in step $t$. More specifically, the influence that $i$ exerts on $j$ at step $t$ can be expressed as $x_{ij}(t)$. When $t$ is large enough, $x_i^{(t)}$ will tend to be stabilized. The final vector will decide the user ranking on closeness for user $i$.

$$x_i^{(t+1)} = P^T x_i^{(t)}$$

$$x_i^{(t+1)} = aP^T x_i^{(t)} + (1 - a)x_i^{(0)}$$

Considering the spiders on graphs, Equation (5) presents a variant of random walk, which gives the walking process a restart opportunity in each step, namely RWR. As shown in Equation (5), the restart ratio is decided by an empirical parameter $a$, and $x_i^{(0)}$ is the initial vector constructed in section 3. RWR can bring the walker out in certain steps on the preset parameter $a$ when the walker is stuck in the local circulation or absorbing nodes, namely spiders. In addition, Li et al. [12] proposed a Springy Random Walk With Restart model (SRWR), which defined the restart parameter as $e^{-\gamma t}$, where $\gamma$ indicates a springy ratio and $t$ stands for random walk length. Obviously, the restart ratio $(1 - e^{-\gamma t})$ is positively correlated with random walk length $t$, i.e., when $t$ becomes larger, the walker will gain more proportion to return through the dynamic adjustment mechanism of the ratio. The friendship building will benefit substantially from the above mechanism. On a web graph transformed from a social network, since the walkers’ behaviours are decided by the social influence between users, the vector $x_i$ just represents the social influence distribution from the target node $i$ to all other nodes when a steady state is reached. This will provide the basis for friend recommendation.

However, in many practical situations, the social influence exerted on a user by the target user should be enhanced when considering recommendations, for example, the reverse social influence should also be covered. Here, we will detail the computation of the reverse social influence distribution based on reverse search and its integration with RWR for friend recommendations. For a given web graph $G$ and a specific target node $i$, the reverse social influence of $i$ means the influence exerted by all other nodes to $i$, denoted as $x_i^{\text{reverse}}$, which is defined in Equation (6), where $t$ is the current random walk length. Any reverse social influence on oneself is zero since self-recommendation is meaningless. Since the reverse search process should be executed for every other node to match the target node, namely $n-1$ times, the time complexity of the reverse search is $n$ times of the forward search.

$$x_i^{\text{reverse}}(j, t) = x_j(i, t), \forall j \in V, j \neq i$$

In order to balance the forward and reverse influence between users for friend recommendation, we introduce a balance factor $\beta$ and define $\text{Reci}(i)$ to indicate the closeness score that $i$ should be recommended to the target user $i$, details are presented in Equation (7) where the random walk length $t$ is assumed to be certain. One can achieve optimal results for different application scenarios through adjusting the parameter $\beta$. All nodes will be ranked in a descending order according to the closeness score, and then those users corresponding to the top-$k$ nodes will be outputted.

$$\text{Reci}(j) = \beta x_i(j, \ell) + (1 - \beta) x_i^{\text{reverse}}(j), \forall j \in V, j \neq i$$

Algorithm 1 describes the details of the proposed friend recommendation method based on the integration of reverse search with random walk.

**Algorithm 1:** friend recommendation by integrating reverse search into random walk.

**Input:** a social network dataset, $D$
- a target node, $i$
- frequency threshold: $\minsup$
- restart ratio: $a$
- balance factor: $\beta$
- number of recommended friends: $k$

**Output:** a user set with the highest $k$ closeness scores, $E_k$

**Steps:**
1. scanning $D$ and finding out frequent user sets by minsup to establish FP-tree;
2. for each user $j$ in the FP-tree, computing sup($i, j$);
3. attaching sup($i, j$) to the corresponding edges of $G(V, E)$ and constructing the transition probability matrix $P$ according to Formula 3;
4. while $x_i(t+1) - x_i(t) > \varepsilon$ do
5. $x_i(t+1) = \alpha P x_i(t) + (1 - \alpha)x_i(t)$
6. end while
7. for each $j \in V, j \neq i$ do
8. $Re c_i(j) = \beta x_i(j) + (1 - \beta) x_i^{Re verse}(j)$
9. end for
10. ranking all nodes in descending order on $Rec(i)$ and assigning the top $k$ nodes to $E_i$.

5. Experiments

5.1. Datasets

We conduct experiments to test the proposed recommendation method on three datasets: Digital Bibliography and Library Project (DBLP), Slashdot and Epinions. DBLP [11] is a computer literature dataset, from which we establish an academic social network according to collaboration among authors. The latest DBLP dataset contains 1.4 million authors along with 3.4 million publications. Slashdot is a website focusing on information technology and can be viewed as a kind of blog, where users can make comments on news and blogs. The dataset of Slashdot is composed of a total of 82168 users and 948464 links [9]. Epinions is a website for popular consumer reviews, on which users can choose other users to trust or to be trusted. The dataset of Epinions consists of 75879 users and 508837 links [21]. The above three datasets can help us construct social networks in different fields to test the performance of the proposed method. After applying the FP-Growth process, the details of the constructed web graphs are presented in Table 2, in which the frequency threshold minsup is set to 4 based on the comprehensive compromise of both the scale of social networks and the statistics of user interactions.

Table 2. Details of datasets through FP-Growth.

|                | Number of nodes | Number of edges | Average degree |
|----------------|-----------------|-----------------|----------------|
| DBLP           | 13345           | 24738           | 1.85           |
| Slashdot       | 26335           | 1000058         | 3.80           |
| Epinions       | 10879           | 79988           | 7.33           |

5.2. Evaluation Metrics

We use two metrics for quantifying the performance of the proposed method on friend recommendations, Accuracy (Acc) [13] and the Mean Reciprocal Rank (MRR) [8]. The Acc metric simply evaluates the algorithm’s performance by the quantity of correct recommendations, defined as Equation (8), where $\hat{k}$ is the number of all recommended friends, and $f$ is the number of correct recommendations in the final list. Apparently a higher Acc value means a better performance. The MRR metric evaluates the algorithm’s performance by computing the ranking accuracy of friends, as shown in the Equation 9, where $L_i$ is the ranking of a friend that should be recommended in the final list. Since a ranking near the top will contribute a larger value to MRR, a higher MRR indicates a better recommendation performance.

5.3. Experimental Results

Konstas et al. [10] provide a good proposal for testing the optimal value of the restart ratio $\alpha$, which should be between 0.7 to 0.9. In our experiments, a high $\alpha$ will be helpful to reach the steady state with less computation because of fewer spiders, which is improved by the FP-Growth process. We set $\alpha$ as 0.9 and the balance ratio $\beta$ as 0.5. For each dataset, we randomly take 20 target users for verification, and then calculate the mean value of the experimental outputs on both Acc and MRR. The length of recommended list $k$ is limited to 15.

To present the performance of our proposed method, we make comparisons with personalized PageRank [19] and pure reverse search method (see Equation (6)). Figure 2 shows the experimental results on Acc, which indicates that our method (abbr. as PRRS) performs better than Personalized PageRank (abbr. as PR) and pure reverse search (abbr. as RS). Though reverse search does not provide more information for recommendation than personalized PageRank, their integration still makes a significant improvement for recommendation on different kinds of social applications. Reverse social influence creates new opportunities for building friendships that cannot be easily reached by the forward search.

![Figure 2. Performance comparison on Acc.](image-url)
Table 3 presents the experimental results on three datasets under the MRR metric, which shows that our method still prevails over personalized PageRank and pure reverse search method in most of the tests. Reverse search has some advantage indeed on DBLP dataset, the reason tends to be that reverse influence has a substantial impact on friendship building in academic circles, this is also why we consider to incorporate reverse social influence into our model and eventually gain better performance on other general cases. To be specific, the proposed recommendation method benefits from the integration of random walk and reverse search, and is effective for different social applications. A potential friend that should be recommended gains a larger possibility to be included in the final recommended list and appear at the top of the list under the proposed method.

Table 3. Performance comparison on MRR.

|       | PRRS  | PR   | RS   |
|-------|-------|------|------|
| DBLP  | 0.449 | 0.444| 0.471|
| Slashdot | 0.315 | 0.304| 0.288|
| Epinions | 0.243 | 0.240| 0.236|

6. Conclusions

This study contributed an improved method for recommending friends, which covered reverse social influence to be integrated into random walk to and make full use of the advantages of both forward search and reverse search. FP-Growth algorithm was firstly executed to collect the frequency information of user interactions for constructing web graph model of social networks as well as reconstructing the transition probability matrix. Then the reverse search model was defined and integrated with random walk for recommendations. We designed experiments on different datasets to verify the proposed method and to make comparisons with personalized PageRank and pure reverse search model. Experimental results on two metrics, accuracy as well as mean reciprocal rank, showed that the integrated model was more effective.

Two primary factors made the proposed method to be more effective on recommending friends. One was to reconstruct the transition probability matrix based on FP-Growth to present intuitive social information, the other was to take the reverse social influence into account. The above two factors were both computed from a global perspective. In future, we plan to combine local Bayesian inference strategy with random walk for further improvement on both recommendation computation performance and local recommendation accuracy.
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