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Abstract. We show that every flag variety contains a natural choice of homogeneous cominuscule subvariety. From the Dynkin diagram of the flag variety, we compute the Dynkin diagram of that subvariety.

Date: October 4, 2023.

Key words and phrases. flag variety, Hermitian symmetric space.

This research was supported in part by the International Centre for Theoretical Sciences (ICTS) during a visit for participating in the program - Analytic and Algebraic Geometry (Code: ICTS/aag2018/03). This research was largely written at the University of Catania, thanks to the hospitality of the university and of Francesco Russo. Thanks to Indranil Biswas, Anca Mustaţă and Andrei Mustaţă for help with algebraic geometry. This article/publication is based upon work from COST Action CaLIMA, CA21109, supported by COST (European Cooperation in Science and Technology) www.cost.eu.
1. Introduction, 2
1.1. Flag varieties, 4
1.2. Reducible flag varieties, 4
1.3. Cominuscule varieties, 4
1.4. Structure of linear algebraic groups, 5
1.5. Parabolic subgroups, 5
1.6. Opposite parabolic subgroups, 5
1.7. Definition of the associated cominiscule, 6
1.8. Example: the general linear flag variety, 6
1.9. Finding the associated cominiscule subvariety, 7
1.10. Why the associated cominiscule subvariety matters, 7
2. Statement of the theorem, 7
3. Reducing to root systems, 10
3.1. Gradings, 10
3.2. Associated cominuscules in rank 2, 10
4. The associated cominuscule is cominuscule, 12
4.1. Automorphisms of the associated cominiscule, 14
4.2. Computing the automorphism Lie algebra, 15
5. Hasse diagrams, 16
5.1. The Hasse diagram of a root system, 16
5.2. The Hasse diagram of a flag variety, 18
5.3. The Hasse diagram of a cominuscule variety, 19
6. Finding the Hasse diagram of the associated cominuscule, 20
7. Proof of the theorem, 22
8. Appendix: freedom, 42
8.1. Defining freedom, 43
8.2. Free morphisms, 43
8.3. Automorphisms, 43
8.4. Root systems, 43
8.5. Chevalley bases, 44
8.6. Dual bases, 44
8.7. Proving the freedom theorems, 45
9. Conclusion, 50
References, 66

1. Introduction

While we cannot draw a flag variety, or even its associated root system (except in low dimensions), we can always draw its Hasse diagram. Our eyes immediately spot in that Hasse diagram its uppermost component, which is always the Hasse diagram of a unique cominuscule variety. We then predict (correctly, as we will see) that each flag variety contains an associated homogeneous cominuscule subvariety, whose root system is a subsystem of the root system of the flag variety. Flag varieties have few regular maps between them [1, 21, 26, 27, 30, 32, 33], hence few flag subvarieties, so these subvarieties are surprising, and we expect them to be important.
Example 1. As in the image of Aten’s rays, pick a point \( p_0 \) and a line \( \ell_0 \) in projective space \( \mathbb{P}^2 \), with \( p_0 \) not lying on \( \ell_0 \).

Each point \( p \) of \( \ell_0 \) has an associated pointed line: the pair \( (p, pp_0) \).

These pointed lines form a rational curve in the variety of pointed lines (not in \( \mathbb{P}^2 \)). This rational curve is homogeneous under the projective transformations fixing \( p_0 \) and \( \ell_0 \); it is the associated cominuscule variety to the variety of pointed lines. Each Cartan subgroup of the projective transformations of the plane consists of those which preserve three points in general position:

Hence the associated cominuscule is invariant under a Cartan subgroup, and conversely there are finitely many associated cominuscules invariant under any given Cartan subgroup. The projective transformations preserving the point \( p_0 \) and line \( \ell_0 \) act transitively on the associated cominuscule, moving the points \( p \) of the line \( \ell_0 \).

Example 2. Take a vector space \( V \) and write it as the direct sum of linear subspaces \( V_i \subseteq V \), say of dimension \( n_i \), \( i = 1, 2, \ldots, k \). Let \( G := \text{SL}_V \). Let \( P \subset G \) be the subgroup of linear transformations preserving the successive sums

\[ V_1, V_1 \oplus V_2, \ldots, V_1 \oplus \cdots \oplus V_k = V. \]

So \( X := G/P \) is the set of partial flags of dimensions

\[ 0, n_1, n_1 + n_2, \ldots, n_1 + \cdots + n_k = n. \]

Let \( \tilde{G} \subset G \) be the subgroup preserving \( V_1 \oplus V_k \) and acting as the identity on every \( V_i \), \( i = 2, \ldots, k - 1 \). Let \( \tilde{P} \subseteq \tilde{G} \) be the subgroup preserving \( V_1 \). Then every element of \( \tilde{P} \) preserves \( V_1, V_1 \oplus V_2, \ldots \), hence \( \tilde{P} \subseteq P \). So \( \tilde{X} = \tilde{G}/\tilde{P} \subseteq X = G/P \) is the Grassmannian inside the partial flag variety \( X \). The points of \( \tilde{X} \) are precisely the partial flags

\[ 0 = W_0 \subset W_1 \subset \cdots \subset W_k = V \]

for which

\[ (V_1 \oplus V_k) \cap W_1 = W_1, V_2 \cap W_1 = 0, \ldots, V_{k-1} \cap W_1 = 0, \]

and

\[ V_2 \subseteq W_2, V_2 \oplus V_3 \subseteq W_3, \ldots, V_2 \oplus \cdots V_{k-1} \subseteq W_{k-1}, \]
i.e.
\[ \dim W_1 = \dim((V_1 \oplus V_k) \cap W_1), 0 = \dim(V_2 \cap W_1) = \cdots = \dim(V_{k-1} \cap W_1), \]
and
\[ \dim(V_2 \cap W_2) \geq n_2, \ldots, \dim((V_2 \oplus \ldots V_{k-1}) \cap W_{k-1}) \geq n_1 + \cdots + n_{k-1}, \]
so \( \tilde{X} \subseteq X \) is an obvious intersection of Schubert cells.

1.1. Flag varieties. A flag variety \( (X, G) \), also called a generalized flag variety or a rational homogeneous variety, is a complex projective variety \( X \) acted on transitively and holomorphically by a connected complex semisimple Lie group \( G \) [18] p. 325. We will need to make use of ineffective flag varieties, i.e. \( G \) might not act faithfully on \( X \). A Lie group \( G \) acts almost effectively on a manifold \( X \) if the elements of \( G \) fixing every point of \( X \) form a finite subgroup. It is traditional to denote the stabilizer \( G^{x_0} \) of a point \( x_0 \in X \) as \( P \); the subgroup \( P \subseteq G \) is a connected complex linear algebraic subgroup. (A subgroup of \( G \) is parabolic if it is the stabilizer of a point of a flag variety \( (X, G) \) of \( G \), hence the use of the letter \( P \).)

Denote the Lie algebras of \( P \subseteq G \) by \( p \subset g \). One can select a Cartan subgroup of \( G \) lying inside \( P \), whose positive root spaces all lie in \( p \). A simple root \( \alpha \) is \( P \)-compact (compact if \( P \) is understood) if the root space of \( -\alpha \) belongs to the Lie algebra of \( P \). Each flag variety is determined uniquely, up to finite central extension of \( G \) and up to isomorphism, by the Dynkin diagram of \( G \) decorated with \( \bullet \) on each compact simple root and \( \ast \) on each noncompact root [4] p. 197 Proposition 14.18.

1.2. Reducible flag varieties. The center of any complex semisimple Lie group \( G \) lies in every maximal torus, so in every Cartan subgroup [4] p. 220, so in every parabolic subgroup, so acts trivially on every flag variety. An irreducible flag variety is a flag variety \( (X, G) \) with \( G \) a simple Lie group, and with only the center of \( G \) acting trivially. Every flag variety \( (X, G) \), up to finite central extension of \( G \), admits a factorization
\[ X = X_0 \times X_1 \times X_2 \times \cdots \times X_s, \]
\[ G = G_0 \times G_1 \times G_2 \times \cdots \times G_s, \]
into irreducible flag varieties \( (X_i, G_i) \), \( i > 0 \), and a point \( X_0 = \{ x_0 \} \), unique up to permutation of the \( (X_i, G_i) \) for \( i > 0 \) and isomorphism. The flag variety \( (X, G) \) is effective if and only if all \( (X_i, G_i) \) are effective, i.e. if and only if \( G_0 = \{ 1 \} \) is trivial and \( G_1, \ldots, G_s \) are in adjoint form.

1.3. Cominuscule varieties. A flag variety is cominuscule if \( g/p = T_{x_0}X \) is a sum of irreducible complex algebraic \( P \)-modules. This occurs just when there is a compact subgroup \( K \subseteq G \) so that \( (X, K) \) is a compact Hermitian symmetric space [20] p. 379 Proposition 8.2, [2] p. 26. Some authors prefer the term compact Hermitian symmetric space, cominuscule Grassmannian, or generalized Grassmannian to cominuscule variety. Every effective cominuscule variety is a product of the following irreducible effective cominuscule varieties [19] theorem 1 p. 401:

| \( G \) | \( G/P \) | \( \dim \) | description |
|---|---|---|---|
| \( A_r \) | | \( k(r + 1 - k) \) | Grassmannian of \( k \)-planes in \( \mathbb{C}^{r+1} \) |
| \( B_r \) | | \( 2r - 1 \) | quadric hypersurface in \( \mathbb{P}^{2r} \) |
1.4. Structure of linear algebraic groups. A complex linear map is unipotent if its only eigenvalue is 1. A subgroup of a linear algebraic group is unipotent if it consists of unipotent linear maps. Every complex linear algebraic group \( G \) has a unipotent radical, the unique maximal unipotent normal subgroup, which is a closed complex linear algebraic subgroup \([4]\) p. 85 Theorem 4.5, p. 86 Theorem 4.7, p. 157 11.21.

A complex linear algebraic group is reductive if it contains a Zariski dense compact subgroup \([18]\) p. 382 Proposition 7.15. Every complex linear algebraic group \( G \) has a reductive Levi factor, i.e. a maximally reductive complex linear algebraic subgroup, unique up to conjugacy, so that \( G \) is a semidirect product of its reductive Levi factor and its unipotent radical \([4]\) p. 158 11.22. Any Cartan subgroup is therefore a subgroup of the Levi factor, after perhaps a conjugacy. Every compact subgroup lies in a maximal compact subgroup, which is unique up to conjugacy, so lies in the Levi factor up to conjugacy \([14]\) p. 531 Theorem 14.1.3. After perhaps extending by some finite group of order a power of 2, the Weyl group embeds in \( G \) as a finite subgroup \([35]\), hence compact, so this group lies in the Levi factor up to conjugacy.

1.5. Parabolic subgroups. A Zariski closed subgroup \( P \subseteq G \) of a connected linear algebraic group \( G \) is parabolic if \( X := G/P \) is a projective variety, and just when \( P \) contains a maximal connected solvable subgroup \([4]\) p. 148. Every parabolic subgroup is connected \( p. \ 197 \) Proposition 14.18. The unipotent radical of \( P \) is denoted \( G_u \subseteq P \), and a maximal reductive Levi factor is denoted \( G_0 \subseteq P \), so \( P = G_0 \ltimes G_u \). (This is potentially confusing: the reader might expect to write these as \( P_+ \) and \( P_0 \) since they lie in \( P \), but this notation is standard \([10]\) p. 293 theorem 3.2.1, and due to the presence of the grading of the Lie algebra of \( G \) which we will define.) A flag variety is cominuscule just when \( G_+ \) is abelian \([10]\) p. 296 §3.2.3. Denote the center of the unipotent radical by \( Z := Z_{G_u} \).

1.6. Opposite parabolic subgroups. All Borel subgroups of \( G \) are conjugate \([4]\) p. 147 chapter IV 11.1, each containing a Cartan subgroup, hence the Lie algebra of \( P \) is a sum of root spaces with the Cartan subalgebra. Every automorphism of a root system arises from an automorphism of the associated semisimple Lie group. Hence there is an automorphism \( G \to G \) of \( G \) which yields \( \alpha \mapsto -\alpha \) in the root system. (We can define such an automorphism explicitly as \( e_\alpha \mapsto -e_\alpha \) on root vectors in a Chevalley basis; see section 8.5 on page 44.) Our automorphism sends \( P \) to its opposite \( aP \) parabolic subgroup, so gives \( P \cap aP = G_0 \) and \( G_+ \cap aG_+ = \{1\} \) and an open subset of \( G \) consists of elements uniquely expressed as a product \( p, q \in P \times aG_+ \mapsto pq \in G \) \([10]\) p. 294, \([4]\) p. 198 Proposition 14.21.
1.7. Definition of the associated cominuscule. Let \( \hat{G} := \langle Z, aZ \rangle \subseteq G \) be the subgroup generated by \( Z \cup aZ \), \( \hat{P} := \hat{G} \cap P \), \( \hat{X} := \hat{G} / \hat{P} \). Then \( (\hat{X}, \hat{G}) \) is the associated cominuscule subvariety through the point \( x_0 \in X \).

1.8. Example: the general linear flag variety. We return to the study of the flag varieties of \( A_{n-1} = \mathbb{P}SL_n \); see example 2 on page 3. We took a vector space \( V \) of dimension \( n \). We let \( G := \mathbb{P}SL_V \) and \( X \) the set of partial flags of dimensions \( 0, n_1, n_1 + n_2, \ldots, n_1 + \cdots + n_k = n \).

We wrote \( V \) as the direct sum of linear subspaces \( V_i \subseteq V \), say of dimension \( n_i \), \( i = 1, 2, \ldots, k \). Supposing that \( V = \mathbb{C}^n \), our automorphism becomes transpose inverse. To be explicit, for simplicity we suppose \( k = 4 \). In our table, each line is a pair \( \Gamma M \), of a group \( \Gamma \) and a matrix \( M \) with some unspecified entries, to mean that \( \Gamma \) is the group of unimodular matrices of the given form \( M \), modulo rescaling by the matrices \( \lambda I \) of that form where \( \lambda \) is an \( n^{th} \) root of unity.

\[
G = \begin{pmatrix}
* & * & * & * \\
* & * & * & * \\
* & * & * & *
\end{pmatrix}
\]
\[
P = \begin{pmatrix}
0 & * & * & * \\
0 & 0 & * & * \\
0 & 0 & 0 & *
\end{pmatrix}
\]
\[
G_+ = \begin{pmatrix}
I & * & * & * \\
0 & I & * & * \\
0 & 0 & I & *
\end{pmatrix}
\]
\[
Z = \begin{pmatrix}
I & 0 & 0 & * \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{pmatrix}
\]
\[
G_0 = \begin{pmatrix}
* & 0 & 0 & 0 \\
0 & * & 0 & 0 \\
0 & 0 & * & 0 \\
0 & 0 & 0 & *
\end{pmatrix}
\]
\[
\hat{G} = \begin{pmatrix}
* & 0 & 0 & * \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
* & 0 & 0 & *
\end{pmatrix}
\]
\[
G' = \begin{pmatrix}
* & 0 & 0 & * \\
0 & * & 0 & 0 \\
0 & 0 & * & 0 \\
* & 0 & 0 & *
\end{pmatrix}
\]
To be more precise, $G_+\subseteq GL(V)$ consists of the matrices

$$
\begin{pmatrix}
\lambda I & * & * \\
0 & \lambda I & * \\
0 & 0 & \lambda I \\
0 & 0 & 0
\end{pmatrix}
$$

with determinant 1, up to rescaling by $n^{th}$ roots of unity. But for each such matrix equivalence class, pick any representative and we can pick that root of unity uniquely to write it as an actual matrix with $\lambda = 1$, and similarly for $Z$. Clearly $\tilde{G}$ has Lie algebra containing all root vectors of all $P$-maximal and $P$-minimal roots, and is generated by the 1-parameter subgroups of those root vectors. So it contains the root vectors of the root system generated by these, and the Cartan subgroup of that root system, hence a semisimple subgroups of those root vectors. So it contains the root vectors of the root system generated by these, and the Cartan subgroup of that root system, hence a semisimple groups. Note that $P'$ preserves $V_1, V_2, V_3$, and $V_1 \oplus V_4$, while $G'$ preserves $V_2, V_3$ and $V_1 \oplus V_4$. So $\tilde{X} = \tilde{G}/\tilde{P} = G'/P'$ is the Grassmannian of linear subspaces of dimension $n_1$ inside $V_1 \oplus V_4$. 

1.9. Finding the associated cominiscule subvariety. We will prove on page 13:

Lemma 1. The complex homogeneous space $(\tilde{X}, \tilde{G})$ is a positive dimensional homogeneously embedded cominuscule subvariety of $(X, G)$. If $(X, G)$ is almost effective then so is $(\tilde{X}, \tilde{G})$. The Dynkin diagram of $(\tilde{X}, \tilde{G})$ has one connected component for each connected component of the Dynkin diagram of $(X, G)$.

1.10. Why the associated cominiscule subvariety matters. We will see on page 43 that the associated cominiscule subvariety of an irreducible flag variety $(X, G)$ satisfies an open condition on its tangent spaces, which we call freedom. We will see that the symmetry group of the associated cominiscule subvariety has strictly maximal dimension among symmetry groups of subvarieties of $X$ with free smooth locus. We will see that all free smooth subvarieties are homogeneous, evidence for the conjecture that the associated cominiscule subvariety is the unique free smooth subvariety.

2. Statement of the theorem

Theorem 1. With $\bullet$ denoting a node which could be either a $\text{\textbullet}$ or $\text{\textbullet}$, the associated cominuscule subvarieties are:
...continued

|      | $G/P$ | $\tilde{G}/\tilde{P}$ |
|------|-------|-----------------------|
| $B_r$ | ![Diagram](image) | ![Diagram](image) |
| $C_r$ | ![Diagram](image) | ![Diagram](image) |
| $D_r$ | ![Diagram](image) | ![Diagram](image) |
| $E_6$ | ![Diagram](image) | ![Diagram](image) |

continued ...
...continued

|       | \( G/P \) | \( \hat{G}/\hat{P} \) |
|-------|------------|------------------------|
| \( E_7 \) | ![Diagram](image) | ![Diagram](image) |
| \( E_8 \) | ![Diagram](image) | ![Diagram](image) |
| \( F_4 \) | ![Diagram](image) | ![Diagram](image) |

continued ...
3. **Reducing to root systems**

3.1. **Gradings.** A root system with a basis of simple roots $\alpha_1, \ldots, \alpha_r$ is graded: each root $\sum n_i \alpha_i$ has grade $\sum n_i$. For a flag variety $X = G/P$, the root system is also $P$-graded by $\sum n_i$, but summing only over the noncompact simple roots. The unipotent radical $G_u \subseteq P$ has Lie algebra the sum of the root vectors of the positively graded roots; clearly this sum is a unipotent Lie algebra, while the zero graded roots are invariant under reflection in one another, giving the semisimple factor of the Levi factor. A root is $P$-maximal if it has highest grade in its irreducible factor. Its root vector then lies inside the center of the unipotent radical of $P$. The box is the set of $P$-maximal roots, terminology which roughly follows [9], [22] p. 57, by analogy with Young tableaux. It is easy to see (see the proof on page 13 of lemma 1) that the box generates the root system of $\tilde{G}$.

3.2. **Associated cominuscules in rank 2.**

*Example 3.* Here we will explain how to read our drawings. We pick simple roots in our root systems as:

![Diagram](image)

Start with the roots of $G_2$:  

![Diagram](image)

Each parabolic subgroup has Lie algebra consisting of the sum of the Cartan and the root spaces of those roots which lie on or on one side of a hyperplane, so that the compact roots are those on the hyperplane. Conversely, draw any hyperplane and it produces a parabolic subgroup. For example, here is the hyperplane of some parabolic subgroup.
Drawing both the hyperplane and roots together:

We can always pick a basis of simple roots so that every simple root lies on the hyperplane (hence a compact simple root) or lies on the chosen side of the hyperplane (a noncompact root):

(We will instead always pick our hyperplane to allow for the chosen bases of simple roots shown above.) Grade the roots by height. Our hyperplane is always chosen so that we can see the heights, i.e. roots of a given height lie on a parallel hyperplane:

By definition of $\check{G}$, its root system is the root system generated by the box, i.e. by the maximal graded roots:

So the $\check{G}$-roots form the smallest root subsystem containing these. Finally, draw dark lines through the $\check{G}$-roots:

The roots of $\check{P} = P \cap \check{G}$ are the roots of $\check{G}$ lying on or to the indicated side of the hyperplane: 4 of them in our picture. Hence $\check{X} = \check{G}/\check{P}$ has dimension equal to the number of roots not lying in $\check{P}$, i.e. the dimension of $\check{X}$ is the number of roots in the box. We can see in the picture that the root system of $\check{G}$ in this example is that of $A_2 = \mathbb{P}SL_3$, and that $\check{X}$ has dimension 2, so must be $(\check{X}, \check{G}) = (\mathbb{P}^2, A_2)$.

**Example 4.** We draw the gradings of the positive roots of the parabolic subgroups of the rank 2 simple groups.
Example 5. Any maximal irreducible flag variety $X = G/B$ has associated cominuscule subvariety $\mathfrak{x} = (\mathbb{P}^1, \text{PSL}_2)$, reducing maximally. This occurs because $G$ has a unique highest root, whose root space generates $\mathbb{Z}$. Similarly, the associated cominuscule of any adjoint variety is $\mathfrak{x} = (\mathbb{P}^1, \text{PSL}_2)$, since the adjoint varieties are precisely those with invariant contact structures, which arise from a hyperplane in each tangent space, invariant under the parabolic, hence a sum of root spaces, so a single root, negative for the parabolic, doesn’t have its root vector in this hyperplane, i.e. a single root is at higher weight. So the associated cominuscule is complementary to the hyperplane, one dimensional, hence a projective line.

4. The associated cominuscule is cominuscule

Henceforth suppose that $G$ is a connected complex semisimple Lie group.

Lemma 2. The group $\check{G}$ is connected.
Proof. Every parabolic subgroup of a connected reductive Lie group is connected, so $G$ and $P$ are connected. By Langlands decomposition [18] p. 482, $G, P, X, G_+, G_0$ are connected. The subgroup $Z = Z_{G_+}$ is a Zariski closed subgroup of a unipotent linear algebraic group, so connected and isomorphic as an affine variety to complex Euclidean space [17] p. 147 Remark A.3; [31] p. 243 corollary 14.2.7. Explicitly calculating out that each element

$$g = e^{\sum \alpha_\alpha e_\alpha} \in G_+$$

acts on an element $e_\beta \in G_+$ by

$$\text{Ad}_g e_\beta$$

expanding out into a sum with entirely positive coefficients unless log $g$ is a sum of $P$-maximal roots, so the center $Z = Z_{G_+}$ of $G_+$ consists precisely of the exponentials of elements of

$$\delta = \bigoplus \mathfrak{a}_\alpha,$$

the sum being over the box, i.e. over the $P$-maximal roots, so $Z$ is connected. By definition of $G, \hat{G} := (Z, aZ)$ is connected, since $Z$ is connected.

We prove lemma 1 on page 7.

Proof. Take notation as above for a flag variety $X = G/P$. It suffices to assume that $(X, G)$ is effective. It also suffices to assume that $(X, G)$ is an irreducible flag variety, as otherwise it is a product of irreducibles and the subgroup $\hat{G}$ is the product of the associated subgroups, and so on. The Lie algebra $\mathfrak{z}$ of the center $Z$ of the unipotent radical of $P$ is the sum of the root spaces of the box, i.e. of the $P$-maximal roots. Let $a$ be the automorphism of $G$ which changes the sign of the $P$-grading of the roots. So $a\mathfrak{z}$ is the sum of the root spaces of the roots of minimal $P$-grade, the opposite box. Under bracket, these root spaces generate only root vectors and coroots, up to scaling, so the Lie algebra $\mathfrak{g}$ of $\hat{G}$ is the sum of some such, with a coroot only arising when we bracket the root vectors of the associated root and its negative. So $\mathfrak{g}$ contains all of the root vectors of the root system generated by the box, and their brackets, so contains the complex semisimple subalgebra with that root system. That subalgebra is generated in the same way, by the box root vectors, so $\mathfrak{g}$ is that subalgebra, so is complex semisimple. By lemma 2 on the facing page, $\hat{G}$ is a complex semisimple Lie group. Since its root system lies inside that of $G$, its Cartan subgroup is a subgroup of the Cartan subgroup of $G$, generated by its coroots. Note that $P$ contains the Cartan subgroup of $\hat{G}$, hence that of $G$, and contains $Z$, so contains the parabolic subgroup of $\hat{G}$ generated by the box. So this parabolic subgroup fixes the same point $x_0 \in X$ so lies in $\hat{P}$. The $\hat{G}$-orbit $\hat{X}$ of that point $x_0$ is a flag variety $(\hat{X}, \hat{G})$, with stabilizer $\hat{P} = P \cap \hat{G}$ a parabolic subgroup, so connected.

Since $\mathfrak{g}$ is a complex subgroup of $\mathfrak{g}$, $\hat{G}$ is a complex subgroup of $G$, and so $\hat{X} \subseteq X$ is a compact complex submanifold, and $X$ is a smooth projective variety, so $\hat{X} \subseteq X$ is a smooth subvariety.

The vector spaces $\mathfrak{z}$ and $a\mathfrak{z}$ are irreducible $G_0$-modules [18] p. 332 proposition 5.105. Hence $\mathfrak{g}$ is a $G_0$-module. As $G_0$ is reductive, $\mathfrak{g}$ is a direct sum of irreducible $G_0$-modules.

Suppose that $\alpha$ is a $P$-compact root which is not a difference of $P$-maximal roots. As $\alpha$ is $P$-compact, i.e. a root of $G_0$, reflection in $\alpha$ is carried out by an element of the Weyl group of $G_0$, and so preserves the $P$-grading. So if $\beta$ is any $P$-maximal root, then so is its $\alpha$-reflection. Reflection in $\alpha$ moves $\beta$ along an $\alpha$-root string. If that root string has more than one root in it, then $\alpha$ is a difference of $P$-maximal roots. So reflection in $\alpha$ fixes all $P$-maximal roots, and so $\alpha$ is perpendicular to all them. Reflection in $\alpha$ therefore fixes every root in the root system $\Delta$ generated by
the $P$-maximal roots, and therefore is perpendicular to every root in $\Delta$. Hence the $P$-compact roots divide into (1) those which are differences of $P$-maximal roots, i.e. $\tilde{P}$-compact roots and (2) those perpendicular to $\tilde{\Delta}$, forming a root subsystem of the $P$-compact roots giving a complex semisimple subgroup of $\check{G}_0$ acting trivially on $\check{g}$. The root system $\tilde{\Delta}$ is graded into the $P$-minimal roots (grade $-1$), differences of $P$-maximal roots (grade $0$) and $P$-maximal roots (grade $1$). The Lie algebra $\check{g}$ consists of the sum of the root vectors of the $\tilde{\Delta}$-spaces, and their coroots (grade $0$). The subalgebra $\check{p} := p \cap \check{g}$ consists precisely of the 0 and 1 grades. Note that $\check{p}$ acts on $\check{\mathfrak{z}}$ as $\check{g}_0 := g_0 \cap \check{g}$, i.e. as a sum of irreducible $\check{p}$-modules, so $\check{X} = \check{G}/\check{P}$ is cominuscule.

Since $\check{\mathfrak{z}}$ is an irreducible $G_0$-module, if we start at the highest root, say $\alpha_0$, we can pass from it via root strings to get to any $P$-maximal root, i.e. anywhere in the box, repeatedly passing between $P$-maximal roots $\alpha, \beta$ by subtracting a $\tilde{P}$-compact positive root $\alpha - \beta$, so that bracketing a root vector $e_{\alpha - \beta}$ of root $\alpha - \beta$ takes $e_{\alpha}$ to a nonzero multiple of $e_{\beta}$. Hence $\check{\mathfrak{z}}$ is an irreducible $\check{g}_0$-module, hence an irreducible $\check{p}$-module. As we have seen on page 4, the number of irreducible modules of the parabolic subgroup is the number of irreducible factors of the flag variety, so $\check{X}$ is an irreducible flag variety.

We next prove that $(\check{X}, \check{G})$ is effective. An element $g \in \check{G}$ acts trivially on $\check{X}$ just when $gg_{01}P = g_{01}P$ for all $g_{01} \in \check{G}$, i.e. just when $g$ lies in all $\check{G}$-conjugates of $P$.

The Weyl group acts transitively on bases of simple roots [29], p.33 theorem 2. So we can reverse basis by conjugation by some element of $\check{G}$. Since $\check{P} \subset \check{G}$ is a parabolic subgroup, conjugation on $\check{P}$ and $P$ reverses the box and its opposite. But $\check{G}_+ \cap a\check{G}_+ = 1$ and $a\check{G}_0 = \check{G}_+$. So an element $g \in \check{G}$ acting trivially on $\check{X}$ lies in $\check{G}_0$, the maximal reductive subgroup of $\check{P}$. Acting trivially on $T_{x_0} \check{X}$, $g$ acts trivially on $\check{\mathfrak{z}}$. Reversing, it acts trivially on $\check{\mathfrak{z}}^-$, so acts trivially on $\check{g}$, so lies in the center of $\check{G}$. The center lies in the Cartan subgroup, hence in the Cartan subgroup of $G$. □

4.1. Automorphisms of the associated cominuscule.

Example 6. The flag variety $(X, G) = (B_2/P, B_2)$, where $P \subseteq B_2$ is the Borel subgroup:

has associated cominuscule

a rational curve $(\check{X}, \check{G}) = (\mathbb{P}^1, \text{PSL}_2)$, invariant under not only its automorphism
group $\check{G} = A_1 = \text{PSL}_2$, which we see in our diagram, but also, as we will see, under rescaling by this root:

The root is perpendicular to the $\check{G}$ root system, so commutes with the $\check{G}$ root vectors. The vector field on $X$ associated to the root vector of that root vanishes at our chosen point $x_0 \in X$ stabilized by $P$, since the root lies in the Lie algebra of $P$. Since the vector field commutes with those of $\check{G}$, it is $\check{G}$-invariant. Since $\check{G}$ acts transitively on $\check{X}$, our vector field vanishes at all points of $\check{X}$. Hence, in this
example, the automorphism group $G_X$ of $\tilde{X}$ as a subvariety of $X$ is larger than the automorphism group $\tilde{G}$ as a flag variety, containing the exponential of this root.

On the other hand, consider the root vectors of $\tilde{G}$, it is $\tilde{G}$-invariant, so it doesn’t vanish at any point of $\tilde{X}$. If tangent to $\tilde{X}$ at some point of $\tilde{X}$, and commuting with the root vectors of $\tilde{G}$, it is tangent at every point, nowhere vanishing, not possible on the projective line $\tilde{X} = \mathbb{P}^1$. Hence this root vector is a vector field on $X$, nowhere tangent to $\tilde{X}$.

4.2. **Computing the automorphism Lie algebra.** We return our thoughts to the general flag variety $(X,G)$. By definition of $(\tilde{X}, \tilde{G})$, $\tilde{X} \subset X$ is a smooth subvariety. So the subgroup $G' \subseteq G$ leaving $\tilde{X} \subset X$ invariant is a Zariski closed subgroup of $G$, hence linear algebraic. (As we have noted, we will find that, while $G'$ contains $\tilde{G}$, it is often larger than $\tilde{G}$ and is not always semisimple.) Let $P' := G' \cap P$, so

$$\tilde{X} = \tilde{G}/\tilde{P} = G'/P'.$$

Clearly $\tilde{X}, \tilde{P}, \tilde{G}$ are connected, so $G'$ is connected just when $P'$ is connected.

**Theorem 2.** The automorphism group $G'$ of the associated cominiscule subvariety $\tilde{X} \subset X$ of a flag variety is a complex linear algebraic group with Lie algebra precisely the sum of

- the $P$-maximal and $P$-minimal root spaces,
- the maximal reductive $\mathfrak{g}_0$, and
- the roots spaces of all positive roots perpendicular to all $P$-maximal roots.

**Proof.** Clearly $G' \subseteq G$ is a complex linear algebraic subgroup containing $\tilde{G}$, hence acts transitively on $\tilde{X}$. Let $G'_0 \subset G'$ be the connected component of the identity. Since $\tilde{X}$ is connected and $G'_0$ is a connected linear algebraic group acting transitively on $\tilde{X}$, the stabilizer $P'_0 := P' \cap G'_0$ of the point $x_0 \in X$ is a parabolic subgroup of $G'_0$ [4] p. 148, hence is connected. Since $\tilde{X} = G'/P'$ is connected, $P'$ intersects every component of $G'$.

Since $G$ acts transitively on $\tilde{X}$, every element of $G'$ is a product of an element of $\tilde{G}$ and an element of $P$. Clearly $P'$ is the normalizer of $\tilde{G}P$ in $P$. Thus $P'$ contains all elements of $P$ which normalize $\tilde{G}$. It contains $\tilde{P}$ and hence contains $Z = Z_{\tilde{G}P} \subseteq \tilde{P}$. The maximal reductive $G_0 \subseteq P$ normalizes $P$ hence $G_+$ hence $Z$, and is invariant under the automorphism $a$. Thus $G_0 \subseteq P'$. Hence $P'$ contains the Cartan subgroup, so its Lie algebra is a sum of the Cartan subalgebra together with various root spaces.

By definition $P'$ preserves $\tilde{g} + p$. Since $\tilde{G}, P$ are connected, so is $\tilde{G}P$, and so $P'$ is precisely the subgroup of $P$ preserving $\tilde{g} + p \subseteq \mathfrak{g}$. Take a $P$-submaximal $P$-positive root $\alpha$ at less than right angle with some $P$-maximal root $\beta^+$. Then the root vectors of $\alpha$ and $\beta^- := -\beta^+$ bracket out of $\tilde{g} + p$. Hence the Lie algebra $\mathfrak{g}'$ of $G'$ contains no such.

The $P$-submaximal $P$-positive roots $\alpha$ at a right angle to all $P$-maximal roots $\beta^+$ have roots vectors commuting, so the root vectors of $\alpha$ preserve $\tilde{g} \oplus p$. Roots which are $P$-positive are also positive, and conversely if they are not $P$-compact. So $\mathfrak{p}'$ contains the root vectors of precisely the $P$-maximal roots and the $P$-positive roots perpendicular to them, and so consists precisely of these root vectors and the Cartan subalgebra.
The roots whose root vectors lie in $G'$ contain those of $P'$: the $P$-maximal ones and the $P$-positive roots perpendicular to them; and these roots are among the $P$-maximal and their peripherals. We have only to check that every $P$-negative root $\alpha$ perpendicular to the $P$-maximal roots does not have its root vector in $g'$. Since $\alpha$ is $P$-negative, its associated root vector has associated vector field on $X$ not vanishing at our chosen point $x_0 \in X$. Commuting with the root vectors of $\hat{G}$, it is $\hat{G}$-invariant, so it doesn’t vanish at any point of $\hat{X}$. If tangent to $X$ at some point of $\hat{X}$, and commuting with the root vectors of $\hat{G}$, it is tangent at every point, nowhere vanishing, not possible on $X$ since it is a flag variety by lemma 1 on page 7. Hence this root vector is a vector field on $X$, nowhere tangent to $\hat{X}$.

\section*{5. Hasse diagrams}

### 5.1. The Hasse diagram of a root system

Recall the Hasse diagram of a root system. Given an irreducible reduced root system with a choice of basis of simple roots, and some ordering of the simple roots, a successor of a positive root $\alpha$ is a positive root of the form $\alpha + \beta$ for a positive simple root $\beta$. The Hasse diagram draws dots on the plane, one for each positive root, with roots of the same grade on a horizontal line, and a line from each root to each of its successors, labelled by the number of the simple root by which they differ. (We note that our Hasse diagrams in this paper are drawn by orthogonal linear projection from the dual of the Cartan subalgebra to the plane; this is not required of a Hasse diagram.) For example, the Hasse diagram of $F_4$ is
The Hasse diagrams are

\( \mathcal{A}_r \) Write the simple roots of \( \mathcal{A}_r \) as \( \alpha_1, \alpha_2, \ldots, \alpha_r \). Each positive root is a sum of a positive number of successive simple roots: \( \alpha_i + \alpha_{i+1} + \cdots + \alpha_{i+g-1} \). This positive root is drawn in the Hasse diagram as a point in the plane, with usual \((x, y)\) Cartesian coordinates: the point \((x, y) = (2i + g, g)\). An edge labelled \( i - 1 \) goes up to the left, if \( i > 1 \). An edge labelled \( i + g \) goes up to the right, if \( i + g < r \).

\( \mathcal{B}_r \) The union of an \( \mathcal{A}_r \) Hasse diagram and its reflection along the upper right side.

\( \mathcal{C}_r \) The same as the \( \mathcal{B}_r \), but all rightward edge labels in the upper copy of \( \mathcal{A}_r \) diminished by one.
$D_r$ Take two $A_{r-1}$ Hasse diagrams, with one reflected as above, but instead of gluing together, for each matching pair of vertices along the two edges, add a pair of points, connecting one vertex to each with an edge labelled $r-1$ and an edge labelled $r$, to make a square with opposite sides having the same label.

We draw the Hasse diagrams of all of the exceptional Lie algebras in table 5 on page 51.

5.2. The Hasse diagram of a flag variety. The Hasse diagram of a flag variety $(X, G)$ is the Hasse diagram of $G$, but erase the lines labelled by noncompact simple roots. The reason we draw these diagrams is to unveil as much as we can about the tangent bundles $TX$ of flag varieties $(X, G)$; we will see that we are drawing the decomposition of the associated graded of the tangent bundle into invariant subbundles.

The tangent bundle arises, as does every homogeneous vector bundle on a flag variety, from a $P$-module $\mathfrak{g}/\mathfrak{p}$. This module is the dual $P$-module to $\mathfrak{g}^*_P$. It $P$-invariant subspaces are complicated, forming an elaborate maximal $P$-invariant filtration. We pass to the associated graded $P$-module. It is isomorphic to $\mathfrak{g}/\mathfrak{p}$ as a $G_0$-module, since $G_0$ acts on every $P$-module as a direct sum of $G_0$-irreducibles, so the filtration becomes trivial. Since $G_+ \subseteq G_0$ acts by nilpotent transformations, it acts trivially on the associated graded. So the associated graded of $\mathfrak{g}/\mathfrak{p}$ is precisely the decomposition of $\mathfrak{g}/\mathfrak{p}$ into the direct sum of $G_0$-modules. So the tangent bundle $TX$ has associated graded vector bundle arising from this decomposition of $\mathfrak{g}/\mathfrak{p}$.
into its direct sum of $G_0$-modules. But $g/p$ is the sum of the negative root spaces. We break this sum into a sum of $G_0$-modules, i.e. broken up by weights of the $P$-compact roots. So in our drawings, the $P$-negative roots are connected by lines just when they differ by a $P$-compact root, so lie in a $P$-compact root string, hence in the same irreducible $G_0$-module. Hence our pictures are precisely the $G$-invariant decompositions of the associated graded of $TX$.

**Example 7.** Compare to:

We can see the box: the 7 roots attached to the highest root:

5.3. **The Hasse diagram of a cominuscule variety.** In table 6 on page 53, we draw the Hasse diagrams of the cominuscule varieties.

**Lemma 4** ([9] p. 9, [23] pp. 485-487, [22] p. 59,[34] p. 6 table 2, [36]). *Up to possible relabeling of the roots, the boxes of the cominuscule varieties are (as drawn in table 6 on page 53):*

- **$A_r$** with one crossed root, the rectangular box of points of the $A_r$ Hasse diagram $\geq$ the crossed root in the Hasse diagram ordering, labels decreasing $k-1,k-2,\ldots,1$ along the lower left side, and increasing $k+1,k+2,\ldots,r$ along the lower right side.
- **$B_r$** the line segment of points above 1 in the Hasse diagram ordering, $2r-1$ points in all, with labels $2,3,\ldots,r-1,r,r,r-1,\ldots,3,2$.
- **$C_r$** the triangle of points above $r$ in the Hasse diagram ordering, i.e. a copy of the $A_r$ reflected Hasse diagram with rightward labels diminished by 1.
- **$D_r$**,....
The line segment, with one square attached, above 1 in the Hasse diagram ordering, with labels 2, 3, ..., r – 2, then a square with labels r – 1, r on opposite sides, then labels r – 2, r – 3, ..., 3, 2.

The triangle above r in the Hasse diagram ordering (and similarly for the dual variety), i.e. a copy of the $A_{r-1}$ reflected Hasse diagram $E_6, E_7$ as drawn in table 6 on page 53.

In particular, each box, as a labelled Hasse diagram, up to label permutations, uniquely determines its cominuscule variety $(X, G)$.

Proof. The references compute the Hasse diagrams; we give these long descriptions only to be precise. Topologically these are all different graphs, except for

1. $(X, G) = (\mathbb{P}^{2r-1}, A_{2r-1})$ and $(Q^{2r-1}, B_r)$ and
2. $(X, G)$ for $G = C_r$ or $G = D_{r+1}$ with either of the two possible choices of $X$:

which are labelled differently.

6. Finding the Hasse diagram of the associated cominuscule

Example 8. Take the flag variety $\mathbb{P}^4$; order the roots $1, 2, 3, 4$. As above, the Hasse diagram of this flag variety is

The box is the 7 vertex component connected to the highest root. The noncompact simple root of the cominuscule is the unique lowest root of the box in the Hasse diagram ordering:
We recognize the pattern of labels along the box as that of $\overset{\cdot}{\text{}}$.

The compact roots form a root subsystem of $\overset{\cdot}{\text{}}$, given by cutting out the crossed roots: $\overset{\cdot}{\text{}}$. This subsystem is also the subsystem of compact roots of the associated cominuscule. Hence the Dynkin diagram of $(\overset{\cdot}{X}, \overset{\cdot}{G})$ contains $\overset{\cdot}{\text{}}$. Indeed it consist of $\overset{\cdot}{\text{}}$ together with one noncompact root.

This noncompact root is the lowest root of the box. The lowest root of the box is attached to an edge labelled 1, and no other edges, and is therefore connected to root 1 in the Dynkin diagram of $(\overset{\cdot}{X}, \overset{\cdot}{G})$, and to no other root, giving a Dynkin diagram $\overset{\cdot}{\text{}} = (\overset{\cdot}{X}, \overset{\cdot}{G})$.

The manifold $X$ has dimension equal to the number of crossed roots in its Hasse diagram, i.e. 15. The manifold $\overset{\cdot}{X}$ has dimension equal to the number of roots in the box, i.e. $\overset{\cdot}{X} \subset X^{15}$.

Starting from an arbitrary flag variety $(X, G)$, consider how to recognize the associated cominuscule subvariety $(\overset{\cdot}{X}, \overset{\cdot}{G})$ from the Hasse diagram of $(X, G)$. The compact roots of $(\overset{\cdot}{X}, \overset{\cdot}{G})$ are those of $(X, G)$, i.e. they have the same maximal semisimple subgroup in their Levi factors. Draw the Dynkin diagram of $(X, G)$. Delete the crossed roots from the Dynkin diagram of $(X, G)$, and call this the Levi Dynkin diagram. The Levi Dynkin diagram is the Dynkin diagram of that maximal semisimple subgroup.

A cominuscule Dynkin diagram has one crossed root, so we need to add a single new crossed root to the Levi Dynkin diagram to get the Dynkin diagram of $(\overset{\cdot}{X}, \overset{\cdot}{G})$. Then to finish drawing the Dynkin diagram of $(\overset{\cdot}{X}, \overset{\cdot}{G})$, we have to see what edges connect that new crossed root to the Levi Dynkin diagram. This new crossed root is the noncompact simple root for $(\overset{\cdot}{X}, \overset{\cdot}{G})$.

Draw the Hasse diagram of $(X, G)$. The highest root of $G$ is the highest root of $\overset{\cdot}{G}$. The component of this root in the Hasse diagram of $(X, G)$ is the box of $(X, G)$. The roots in that box are connected by compact roots of $G$, hence of $\overset{\cdot}{G}$, and vice versa, so $(X, G)$ and $(\overset{\cdot}{X}, \overset{\cdot}{G})$ share the same box.

The noncompact simple root of a cominuscule is the unique lowest root of the box in the Hasse diagram ordering. Its edges in the Hasse diagram are the simple roots you can add to it to get a root, i.e., are the compact simple roots it is connected to in the Levi Dynkin diagram. We uncover the topology of the Dynkin diagram of $(\overset{\cdot}{X}, \overset{\cdot}{G})$, and the choice of the crossed root.

We also see how the root system of $(\overset{\cdot}{X}, \overset{\cdot}{G})$ sits in that of $(X, G)$: the compact roots of $(X, G)$ are grade 0, the box is grade 1.

The Dynkin diagram of $(\overset{\cdot}{X}, \overset{\cdot}{G})$ we have now drawn might not be connected, because $\overset{\cdot}{G}$ need not act effectively. The associated effective cominuscule variety has
the same Dynkin diagram, but will all components removed except the one that contains the crossed root.

At this point, we only need to know whether the edges connecting our new crossed root to the Levi Dynkin diagram are single, double or triple edges, and how they are oriented. We already know all of the single, double or triple edges in the Levi Dynkin diagram: they are inherited from \((X,G)\). There are no triple edges in a cominuscule Dynkin diagram.

By lemma 4 on page 19, the label pattern of the box determines the Dynkin diagram of \(\tilde{X}, \tilde{G}\). For example, the lowest root in the box has two edges coming up from it just when the box is that of a Grassmannian \(\text{Gr}_{\mathbb{C}^p} \mathbb{C}^{p+q}\) with \(p,q > 1\):

![Diagram](image)

Otherwise there is only edge from the lowest root in the box.

The Levi Dynkin diagram has a double edge just when the resulting Dynkin diagram of \((\tilde{X}, \tilde{G})\) is .

Adding the crossed root creates a triple valence vertex just when \((\tilde{X}, \tilde{G})\) is a D or E series. The Dynkin diagrams are all clearly topologically distinct, so we recover the cominuscule.

The remaining case: C series, or A series with \(X \neq \mathbb{P}^r\), and these have different boxes, distinguished even topologically.

The tangent space of \(X\) is \(T_{x_0}X = \mathfrak{g}/\mathfrak{p}\), quotienting out the positive and zero grades from \(\mathfrak{g}\), leaving negative grades, i.e. the dual vector space of the sum of positive root spaces. So the dimension of \(X\) is the number of crossed roots in the Hasse diagram. By the same reasoning, the dimension of \(\tilde{X}\) is the number of roots in the box. The associated graded vector bundle on \(X\) associated to \(TX\) is the direct sum of vector bundles arising from the crossed root components of the Hasse diagram; no a priori method known counts how many components there are, or their dimensions.

### 7. Proof of the theorem

**Lemma 5.** Each flag variety \((X, A_r)\), \(A_r = \mathbb{P}SL_{r+1}\), with Dynkin diagram:

\[\text{Diagram}\]

(\text{where nodes } \ast \text{ can be either } \bullet \text{ or } \circ \text{) contains associated cominuscule subvariety given by cutting out the interval between the leftmost and rightmost nodes inclusive and replacing it with a single crossed node, giving a Grassmannian:}

\[\text{Diagram}\]

**Proof.** Order the roots of \(A_r\) according to Bourbaki [5] pp. 265–290, plate I:

\[\text{Diagram}\]

The Dynkin diagram of \((X, A_r)\) is this diagram with various nodes crossed:

\[\text{Diagram}\]
Consider the cross on root $p + 1$. Draw the line segment up from root $p$ travelling to the right. All leftward edges from those roots are labelled $p + 1$, so removed. By left right symmetry, we get a similar picture the other way, travelling up to the left. Hence we isolate the highest root into a rectangle, tilted by half a right angle, of side lengths $p$ and $q$. All edges of this rectangle are labelled by compact roots, copied from the first $p$ or the last $q$ roots, occurring in order. Suppose that the first crossed node is at position $p$ and the last is at position $q$. The associated cominuscule is given by cutting out the interval between $p$ and $q$ and replacing it with a single crossed root, the lowest root of the box, giving a Grassmannian $(X, \hat{G}) = (\text{Gr}_p \mathbb{C}^{p-q+n+1}, A_{p+n-q})$:

We can see this clearly in the Hasse diagram

In the picture, we cut out the three middle roots, and throw away all components of the Hasse diagram except the two triangles and the top rectangle, shifting down that rectangle to make the Hasse diagram of a Grassmannian. The compact simple roots of the Grassmannian are the first $p$ and last $q$ of the original Dynkin diagram, while the noncompact simple root of this Grassmannian is the sum of all of other simple roots of the original Dynkin diagram.

**Lemma 6.** Each flag variety $(X, B_r)$, $B_r = \text{SO}_{2r+1}$, contains associated cominuscule subvariety:

a.  

b.  

c.  

d.  

Order the roots of $B_r$ according to Bourbaki [5] pp. 265–290, plate II:

a. If node 1 is the only crossed node, then $(X, G)$ is cominuscule so $(\tilde{X}, \tilde{G}) = (X, G) = (X, B_r)$ is the $(2r-1)$-dimensional quadric hypersurface in $\mathbb{P}^{2r}$ under $B_r = \text{SO}_{2r+1}$.
b. If node 2 is crossed, then the associated cominuscule subvariety is \((\tilde{X}, \tilde{G}) = (\mathbb{P}^1, A_1)\) with \(A_1 = \text{PSL}_2\):

c. If node 1 is crossed, and nodes 2, 3, ..., \(\ell\) are not crossed and node \(\ell + 1\) is crossed, then \((\tilde{X}, \tilde{G}) = (\mathbb{P}^\ell, A_\ell)\) with \(A_\ell = \text{PSL}_{\ell+1}\).

d. If nodes 1 and 2 are not crossed, then \((\tilde{X}, \tilde{G}) = (X, D_\ell)\) with \(D_\ell = \text{PSO}_{2\ell}\), where \(\ell\) is the first crossed node after node 1. In this picture, throw away the square and the lower right corner.
Proof. In the standard basis $e_1, \ldots, e_r$ of $\mathbb{R}^r$, the roots of $B_r$ are $\pm e_i, \pm e_i \pm e_j \in \mathbb{Z}^r$ for $i \neq j$. The simple roots are $e_1 - e_2, e_2 - e_3, \ldots, e_{r-1} - e_r, e_r$. The highest root is $e_1 + e_2$. We move among the $P$-maximal roots by subtracting compact simple roots from $e_1 + e_2$. We can assume that the number of crossed roots is positive.

a. If only node 1 is crossed, then $(X, B_r)$ is cominuscule, so we can assume that some other root is crossed.

b. Node 2 is crossed just when $e_2 - e_3$ is not a compact root, i.e. $e_1 + e_2$ can’t move at all, i.e. if we subtract any compact root from $e_1 + e_2$ we don’t get a root, i.e. there is a unique $P$-maximal root, the highest root, and the associated cominuscule subvariety is $(\mathbb{P}^1, A_1)$ with $A_1 = \mathbb{PSL}_2$. Suppose henceforth that node 2 is not crossed.

c. Node 1 is crossed just when $e_1 - e_2$ is not a compact root, i.e. we can never subtract any compact root involving $e_1$ as we move the highest root, i.e. we find $P$-maximal roots $e_1 + e_2, e_1 + e_3, \ldots, e_1 + e_{\ell+1}$ where node $\ell + 1$ (i.e. $e_{\ell+1} - e_{\ell+2}$ or $e_{\ell+1} = e_r$) is the first crossed node after node 1. The differences of the successive $P$-maximal roots, i.e. the compact roots we subtracted from the highest root, span the compact roots for the associated cominuscule subvariety:

$$e_2 - e_3, e_3 - e_4, \ldots, e_{\ell} - e_{\ell+1}.$$

If we change the sign of $e_2, e_3, \ldots, e_{\ell}$ then we get precisely the root system of $A_{\ell}$ and the Cartan subgroup is the intersection with that from $B_r$, but with the surprise that the compact simple roots all have opposite signs.

d. We can assume henceforth that nodes 1, 2 are not crossed. As above, from the highest root we can reach $e_1 + e_2, e_1 + e_3, \ldots, e_1 + e_{\ell}$ by subtracting $P$-compact simple roots. So we can reach $e_1 + e_j$ for $j = 2, 3, \ldots, \ell$. But we can then subtract $e_1 - e_2, e_2 - e_3, \ldots, e_{j-1} - e_j$ to get $e_i + e_j$, if $i < j$. So the $P$-maximal roots include $e_i + e_j$ for $1 \leq i, j \leq \ell$ with $i \neq j$. If we try to subtract off another $P$-compact root $e_k - e_{k+1}$ from $e_i + e_j$, we clearly need $k = i$ or $k = j$. If $k = i$, we only get a root if $i + 1 \neq j$, i.e. $i \neq j - 1$, and then we get to $e_{i+1} + e_j$, a root already on our list of $P$-maximal roots. If $k = j$, we are subtracting a $P$-compact root just when $j \neq \ell$, i.e. $j < \ell$, and then we get to $e_i + e_{j+1}$, a root already on our list of $P$-maximal roots. So we can’t subtract any more compact simple roots, so these are the $P$-maximal roots. Along the way, we subtracted all of the $P$-compact roots $e_1 - e_2, e_2 - e_3, \ldots, e_{\ell-1} - e_{\ell}$, so these are compact also.
for the associated cominuscule subvariety. Hence the associated cominuscule subvariety is \((\mathring{X}, \mathring{G}) = (\mathring{X}, D_{\ell})\):

\[
\begin{array}{c}
\cdots \cdots \cdots \cdots \\
\end{array}
\]

is the variety of null \(\ell\)-planes in \(\mathbb{C}^{2\ell}\) with \(D_{\ell} = \mathbb{P}SO_{2\ell}^r\).

\[\square\]

**Lemma 7.** Each flag variety \((X, C_r)\) where \(C_r = \mathbb{P}Sp_{2r}\), contains associated cominuscule subvariety:

\[
a. \quad \begin{array}{c}
\cdots \cdots \cdots \cdots \\
\end{array}
\]

\[b. \quad \begin{array}{c}
\cdots \cdots \cdots \cdots \\
\end{array}
\]

Order the roots of \(C_r\) according to Bourbaki [5] pp. 265–290, plate III:

\[
a. \quad \text{The flag variety } (X, C_r) \text{ is cominuscule just when the Dynkin diagram has precisely one cross and this cross occurs at root } r.
\]

\[b. \quad \text{Suppose that } (X, C_r) \text{ is not cominuscule. If node } 1 \text{ is crossed, then the associated cominuscule is the projective line } (\mathring{X}, \mathring{G}) = (\mathbb{P}^1, A_1) \text{ with } A_1 = \mathbb{P}SL_2; \times \text{ which sits in the Dynkin diagram of } (X, C_r) \text{ as node } 1.
\]

\[c. \quad \text{Suppose that node } 1 \text{ is not crossed. Let } \ell \text{ be the first crossed root that has } \ell \geq 2, \text{ and suppose that } \ell < r. \text{ Then the associated cominuscule } (\mathring{X}, \mathring{G}) \text{ has } \mathring{G} = C_\ell = \mathbb{P}Sp_{2\ell} \text{ and } X \text{ is the space of Lagrangian } \ell\text{-planes in } \mathbb{C}^{2\ell}:
\]

\[
\begin{array}{c}
\cdots \cdots \cdots \cdots \\
\end{array}
\]

which sits in the root system of \((X, C_r)\) as the leftmost \(\ell - 1\) roots and the root \(2e_1\).

**Proof.** The roots of \(C_r\) are \(\pm 2e_i\) and \(\pm e_i \pm e_j \in \mathbb{Z}^r\), with \(1 \leq i, j \leq r\) and \(i \neq j\). The simple roots are \(e_i - e_{i+1}\) for \(i \leq r - 1\) and \(2e_r\). The highest root is \(2e_1\). Write it as

\[
2e_1 = 2(e_1 - e_2) + 2(e_2 - e_3) + \cdots + 2(e_{r-1} - e_r) + 2e_r.
\]

\[a. \quad \text{From the classification of cominuscule varieties, we can ignore the cominuscule case.}
\]

\[b. \quad \text{If node } 1 \text{ is crossed, then } 2e_1 \text{ can’t move at all, i.e. there is a unique } P\text{-maximal root, the highest root, and the associated cominuscule subvariety is } (\mathbb{P}^1, A_1) \text{ with } A_1 = \mathbb{P}SL_2.
\]
c. Suppose henceforth that node 1 is not crossed, and the first crossed node is at $\ell < r$. We move the highest root as

$$2e_1 - (e_1 - e_2) - (e_1 - e_2) - (e_2 - e_3) - (e_2 - e_3) - \cdots - (e_{\ell-1} - e_\ell) - (e_{\ell-1} - e_\ell),$$

arriving at roots

$$2e_1, e_1 + e_2, 2e_2, e_2 + e_3, 2e_3, \ldots, e_{\ell-1} + e_\ell, 2e_\ell.$$

We can check that subtracting any $P$-compact root is either not a root or already among these. So these are the $P$-maximal roots. The differences of these $P$-maximal roots are the compact roots for the associated cominuscule subvariety:

$$e_1 - e_2, e_2 - e_3, e_3 - e_4, \ldots, e_{\ell-1} - e_\ell.$$

This is the root system of $C_\ell$ with the last node crossed, i.e.
**Lemma 8.** Each flag variety \((X, D_r)\), where \(D_r = \mathbb{PSO}_r\), contains associated cominuscule subvariety:

- **a.**
- **b.**
- **c.**
- **d.**
- **e.**
- **f.**

Order the roots of \(D_r\) according to Bourbaki [5] pp. 265–290, plate IV:

\[
1 \quad 2 \quad r-3 \quad r-2 \quad r-1 \quad r
\]

- **a, b, c.** The flag variety \((X, D_r)\) is cominuscule just when the Dynkin diagram has precisely one cross and this cross occurs at root 1, \(r - 1\) or \(r\).
- **d.** If node 2 is crossed, the associated cominuscule subvariety is \((\mathbb{P}^1, A_1)\).
- **e.** Suppose that nodes 1, 2 are not crossed and that node \(\ell\) is the first crossed node, with \(3 \leq \ell \leq r - 2\). Then the associated cominuscule is projective space \((\bar{X}, \bar{G}) = (\bar{X}, D_{\ell})\) is the variety of null \(\ell\)-planes in \(\mathbb{C}^{2\ell}\) with \(D_{\ell} = \mathbb{PSO}_{2\ell}\).
- **f.** Suppose that node 1 is crossed, node 2 is not crossed and that node \(\ell + 1\) is the first crossed node with \(2 \leq \ell \leq r - 1\). Then the associated cominuscule is projective space \((\bar{X}, \bar{G}) = (\mathbb{P}^\ell, A_\ell)\) with \(A_\ell = \mathbb{PSL}_{\ell+1}\).

which sits in the Dynkin diagram of \((X, D_r)\) as the leftmost \(\ell\) roots.

**Proof.** The roots of \(D_r\) are \(\pm e_i \pm e_j \in \mathbb{Z}^r\), with \(1 \leq i, j \leq r\) and \(i \neq j\). The simple roots are \(e_i - e_{i+1}\) for \(i \leq r - 1\) and \(e_{r-1} + e_r\). The highest root is \(e_1 + e_2\). Write it as a sum of simple roots

\[
e_1 + e_2 = (e_1 - e_2) + 2(e_2 - e_3) + \cdots + 2(e_{r-2} - e_{r-1}) + (e_{r-1} - e_r) + (e_{r-1} + e_r).
\]

- **a, b, c.** The cominuscule cases are known:
so assume that there is a root not at nodes 1, r − 1 or r, say at position ℓ, 2 ≤ ℓ ≤ r − 2.

d. Try to subtract compact simple roots. If e2 − e3 is not a P-compact root, subtracting it from e1 + e2 moves us away from the P-maximal roots, and so we can’t subtract any root from e1 + e2, i.e. there is a unique P-maximal root, e1 + e2, so the associated cominuscule variety is (\(\mathcal{X}_i, \mathcal{G}\)) = (\(\mathbb{P}^1, A_1\)).

e. We can only subtract \(e_1 - e_2, e_2 - e_3, e_3 - e_4, \ldots, e_{\ell-1} - e_\ell\). We don’t have \(e_\ell - e_{\ell+1}\) in the compact roots, so we can’t subtract that. If we can reach a P-maximal root \(e_i + e_j\), with 1 ≤ i < j ≤ \(\ell\), then we can subtract off \(e_i - e_{i+1}\) just when i < j − 1, and we can subtract off \(e_j - e_{j+1}\) just when j < \(\ell\), so we can move either i or j repeatedly, to see that all roots \(e_i + e_j\) are P-maximal as long as 1 ≤ i < j ≤ \(\ell\). On the other hand, we cannot subtract off any other P-compact simple roots, so the P-maximal roots are precisely the roots \(e_i + e_j\) for 1 ≤ i < j ≤ \(\ell\). The differences span the compact roots for the associated cominuscule variety, and these are \(e_i - e_{i+1}, 1 ≤ i ≤ \ell - 1\). Hence the associated cominuscule subvariety is (\(\mathcal{X}_i, \mathcal{G}\)) = (\(\mathcal{X}, D_\ell\)):

is the variety of null \(\ell\)-planes in \(\mathbb{C}^{2\ell}\) with \(D_\ell = \mathbb{P}SO_{2\ell}\).
f. We can only subtract $e_2 - e_3, e_3 - e_4, \ldots, e_{\ell} - e_{\ell+1}$ from the highest root. We don’t have $e_{\ell+1} - e_{\ell+2}$ in the compact roots, so we can’t subtract that. But then we can’t move at all, i.e. we can’t subtract any compact simple root. The $P$-maximal roots are thus

$$e_1 + e_2, e_1 + e_3, \ldots, e_1 + e_{\ell+1}.$$ 

The differences of the nonperpendicular $P$-maximal roots are compact roots for the associated cominuscule subvariety. Among them, the simple ones are:

$$e_2 - e_3, e_3 - e_4, \ldots, e_{\ell} - e_{\ell+1}.$$ 

If we change the sign of $e_2, e_3, \ldots, e_{\ell-1}$ then we get precisely the root system of $A_{\ell}$ and the Cartan subgroup is the intersection with that from $D_r$, but with the surprise that the compact simple roots all have opposite signs.

\[\square\]

**Lemma 9.** Identify flag varieties given by the obvious isomorphism of the Dynkin diagram of $E_6$, reflecting left and right. Each flag variety $(X, E_6)$ contains associated cominuscule subvariety:

\[x = (\mathbb{P}^1, \text{PSL}_2)\]

\[x = (\mathbb{P}^2, \text{PSL}_3)\]

\[x = (\mathbb{P}^3, \text{PSL}_4)\]

\[x = (\mathbb{P}^4, \text{PSL}_5)\]

\[x = (\mathbb{P}^5, \text{PSL}_6)\]

\[x = (Q^8, \mathbb{P}SO_{10})\]

\[x = (\Omega^{\mathbb{P}^2}_C, E_6)\]

**Proof.** Order the roots of $E_6$ according to Carter [11] p. 551:
as in table 5 on page 51. The roots of $E_6$ are $\pm 2e_i \pm 2e_j \in \mathbb{Z}^8$, with $1 \leq i < j \leq 8$ and also $\sum_8 \varepsilon_i e_i$ for $\varepsilon_i = \pm 1$ and $\prod_8 \varepsilon_i = 1$ with $\varepsilon_6 = \varepsilon_7 = \varepsilon_8$. The simple roots are

\[
\begin{align*}
\alpha_1 &= 2e_1 - 2e_2, \\
\alpha_2 &= 2e_2 - 2e_3, \\
\alpha_3 &= 2e_3 - 2e_4, \\
\alpha_4 &= 2e_4 - 2e_5, \\
\alpha_5 &= 2e_4 + 2e_5, \\
\alpha_6 &= -(e_1 + \cdots + e_8).
\end{align*}
\]

The highest root is

\[
e_1 + e_2 + e_3 + e_4 - (e_5 + e_6 + e_7 + e_8) = \begin{array}{c}
\downarrow \\
2 \\
1 \\
2 \\
3 \\
2 \\
1
\end{array}
\]

In the Hasse diagram of $E_6$

we see that \[\begin{array}{c}
\downarrow \\
2 \\
1 \\
2 \\
3 \\
2 \\
1
\end{array}\] disconnects the highest root:

so \[\begin{array}{c}
\downarrow \\
2 \\
1 \\
2 \\
3 \\
4 \\
5 \\
6
\end{array}\] gives

We can henceforth assume \[\begin{array}{c}
\downarrow \\
2 \\
1 \\
2 \\
3 \\
4 \\
5 \\
6
\end{array}\]. Note that \[\begin{array}{c}
\downarrow \\
2 \\
1 \\
2 \\
3 \\
4 \\
5 \\
6
\end{array}\] gives
so $\rightarrow = \mathbb{P}^2$. We can henceforth assume $\rightarrow$.

Try $\rightarrow$:

we have to decide about roots 5 and 6. Taking all possibilities:

we find $\mathbb{P}^1, \mathbb{P}^4, \mathbb{P}^5$.

Henceforth we can assume $\rightarrow$. 
For $\rightarrow \rightarrow$, we have $P^5$.

For $\rightarrow \rightarrow$, up to reflecting the Dynkin diagram,

we have $Q^8, \mathcal{O}_P^2$.  \qed
Lemma 10. Each flag variety \((X, E_7)\) contains associated cominuscule subvariety:

- \(\mathbb{P}^1, \text{PSL}_2\)
- \(\mathbb{P}^2, \text{PSL}_3\)
- \(\mathbb{P}^3, \text{PSL}_4\)
- \(\mathbb{P}^4, \text{PSL}_5\)
- \(\mathbb{P}^5, \text{PSL}_6\)
- \(\mathbb{P}^6, \text{PSL}_7\)
- \(\mathbb{P}^7, \text{PSL}_8\)
- \(Q^{10}, \text{PSO}_{12}\)
- \((X, E_7)\)

Proof. Order the roots of \(E_7\) according to Carter [11] p. 553:

![Roots of E7](image)

as in table 5 on page 51.

If \(\mathbb{P}^1\) and we can assume \(\mathbb{P}^1\), if \(\mathbb{P}^1\) and we can assume \(\mathbb{P}^1\).
so $\mathbb{P}^2$ and we can assume $\mathbb{P}^2$. If $\mathbb{P}^2$,

so $\mathbb{P}^3$ and we can assume $\mathbb{P}^3$. Deciding between the next two roots downward in our Hasse diagram, try all four possibilities:

the first two give
so $P^4, P^5$.

We are reduced to

$$(a) \, , \, (b) \, .$$

Consider $(a)$, so either

$$(aa) \, \, \, \text{or} \, \, (ab) \, .$$

For $(aa)$,

so $P^5$. 
For \((ab)\), we have either

\[
(aba) \quad \text{or} \quad (abb)
\]

So \((aba)\) is

\[
\text{Diagram of \((aba)\) and \((abb)\).
}

so \(\mathbb{P}^6\). Meanwhile \((abb)\) is

\[
\text{Diagram of \((abb)\).
}

so \(\mathbb{P}^7\).

Returning to \((b)\), we have either

\[
(ba) \quad \text{or} \quad (bb)
\]
So \((ba)\) is

\[
(Q^{10}, \text{PSO}_{12}) \quad \text{and} \quad (bb) \text{ is}
\]

the cominuscule of \(E_7\). \(\square\)
Lemma 11. No flag variety \((X, E_8)\) is cominuscule, and the associated cominuscule variety is:

\[
\begin{align*}
\bullet \cdots \bullet & \quad \Rightarrow (P^1, \text{PSL}_2) \\
\bullet \cdots \bullet & \quad \Rightarrow (P^2, \text{PSL}_3) \\
\bullet \cdots \bullet & \quad \Rightarrow (P^3, \text{PSL}_4) \\
\bullet \cdots \bullet & \quad \Rightarrow (P^4, \text{PSL}_5) \\
\bullet \cdots \bullet & \quad \Rightarrow (P^5, \text{PSL}_6) \\
\bullet \cdots \bullet & \quad \Rightarrow (P^6, \text{PSL}_7) \\
\bullet \cdots \bullet & \quad \Rightarrow (P^7, \text{PSL}_8) \\
\bullet \cdots \bullet & \quad \Rightarrow (P^8, \text{PSL}_9) \\
\bullet \cdots \bullet & \quad \Rightarrow (Q^{14}, \text{PSO}_{16})
\end{align*}
\]

Proof. Order the roots of \(E_8\) according to Carter [11] p. 555: 

![Hasse Diagram]

| 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
|---|---|---|---|---|---|---|---|

as in table 5 on page 51. The roots of \(E_8\) are \(\pm 2e_i \pm 2e_j \in \mathbb{Z}^8\), with \(1 \leq i < j \leq 8\) and also \(\sum \varepsilon_i e_i\) for \(\varepsilon_i = \pm 1\) and \(\prod \varepsilon_i = 1\). The simple roots are

\[
\begin{align*}
\alpha_1 & := 2e_1 - 2e_2, \\
\alpha_2 & := 2e_2 - 2e_3, \\
\alpha_3 & := 2e_3 - 2e_4, \\
\alpha_4 & := 2e_4 - 2e_5, \\
\alpha_5 & := 2e_5 - 2e_6, \\
\alpha_6 & := 2e_6 - 2e_7, \\
\alpha_7 & := 2e_6 + 2e_7, \\
\alpha_8 & := -(e_1 + \cdots + e_8).
\end{align*}
\]

The highest root is \(2e_1 - 2e_8\).

In the sequence of Hasse diagrams starting on page 57, we see the following argument. The associated cominuscule of  \(\bullet \cdots \bullet\) is \(P^1\); see the Hasse diagram on page 57. So we can assume  \(\bullet \cdots \bullet\). The associated cominuscule of  \(\bullet \cdots \bullet\) is \(P^2\); see the Hasse diagram on page 58. So we can assume  \(\bullet \cdots \bullet\). The associated cominuscule of  \(\bullet \cdots \bullet\) is \(P^3\); see the Hasse diagram on page 59. So we can assume  \(\bullet \cdots \bullet\). The associated cominuscule of  \(\bullet \cdots \bullet\) is \(P^4\); see the Hasse diagram on page 60. So we can assume  \(\bullet \cdots \bullet\). The associated cominuscule of  \(\bullet \cdots \bullet\) is \(P^5\); see the Hasse diagram on page 61. So we can assume  \(\bullet \cdots \bullet\).
Let

\[(a) = \begin{array}{c}
\cdot
\end{array}, \quad (b) = \begin{array}{c}
\cdot
\end{array}, \quad (c) = \begin{array}{c}
\cdot
\end{array}, \quad (d) = \begin{array}{c}
\cdot
\end{array}.\]

For \((a)\), the Hasse diagram on page 62 shows cominuscule \( \begin{array}{c}
\cdot
\end{array} = \mathbb{P}^6 \), and for \((c)\), see the Hasse diagram 7 on page 63 shows cominuscule \( \begin{array}{c}
\cdot
\end{array} = \mathbb{P}^7 \).

Split up \((b)\) into \((ba) = \begin{array}{c}
\cdot
\end{array} \) (see the Hasse diagram 7 on page 64), and \((bb) = \begin{array}{c}
\cdot
\end{array} \) (see the Hasse diagram 7 on page 65). These Hasse diagrams show cominuscules \( \begin{array}{c}
\cdot
\end{array} = \mathbb{P}^8 \) and \( \begin{array}{c}
\cdot
\end{array} = \mathbb{P}^9 \) respectively.

Finally, we can assume \((d) = \begin{array}{c}
\cdot
\end{array} \), so we need only consider

\[\begin{array}{c}
\cdot
\end{array} \]

See the Hasse diagram 7 on page 66, which shows cominuscule \((Q^{14}, D_8)\). □

**Lemma 12.** Take a flag variety \((X, F_4)\). Order the roots of \(F_4\) according to Carter [11] p. 557:

\[\begin{array}{c}
1
2
3
4
\end{array}\]

The Dynkin diagram of \((X, F_4)\) is this diagram with various nodes crossed. The flag variety \((X, F_4)\) is not cominuscule. The associated cominuscule variety is:

\[\begin{array}{c}
\cdot
\end{array} = (\mathbb{P}^1, \text{PSL}_2) \]

\[\begin{array}{c}
\cdot
\end{array} = (\mathbb{P}^2, \text{PSL}_3) \]

\[\begin{array}{c}
\cdot
\end{array} = (\mathbb{P}^3, \text{PSL}_4) \]

\[\begin{array}{c}
\cdot
\end{array} = (Q^7, \text{SO}_9) \]

**Proof.** Look at the Hasse diagram:
the highest root becomes isolated, i.e. a 1-dimensional associated cominuscule variety: $\langle \mathbb{P}^1, A_1 \rangle$.

For $\rightarrow$, we see the box of $\mathbb{P}^1$.

For $\rightarrow$, a 2-dimensional associated cominuscule variety: $\langle \mathbb{P}^2, A_2 \rangle$.

For $\rightarrow$, we see the box of $\mathbb{P}^2$. 

For $\rightarrow$, we see the box of $\mathbb{P}^3$. 

For $\rightarrow$, we see the box of $\mathbb{P}^3$. 

For $\rightarrow$, we see the box of $\mathbb{P}^3$.
as we saw before, the box identifies the associated cominuscule as $\rightarrow$:

\begin{lemma}
No flag variety $(X, G_2)$ is cominuscule; the associated cominuscule variety is:

\begin{align*}
\leftrightarrow & \ x = (\mathbb{P}^1, \text{PSL}_2) \\
\leftrightarrow & \ x = (\mathbb{P}^2, \text{PSL}_3) \\
\leftrightarrow & \ x = (\mathbb{P}^1, \text{PSL}_2)
\end{align*}

\end{lemma}

\begin{proof}
We have seen the proof in a picture on page 10. Another proof is immediate from the Hasse diagram:

\end{proof}

8. Appendix: freedom

In this section, we prove that the associated cominiscule variety in any irreducible flag variety is preserved by a subgroup of the automorphisms of the flag variety which is as large as possible such to an open condition on tangent spaces.
8.1. **Defining freedom.** Suppose that $X = G/P$ is an irreducible flag variety. A linear subspace $V \subseteq T_x X$ in a tangent space is free if $V$ is maximal subject to not containing any line lying in a $G$-invariant coherent proper subsheaf of $TX$. (Note that every $G$-invariant coherent subsheaf of $TX$ is a homogeneous holomorphic vector bundle, hence a holomorphic distribution.) If $X$ is cominiscule, there is no such invariant subsheaf; by maximality, $V = T_x X$. If $X$ is not cominiscule, $V$ is complementary to the (unique!) largest invariant proper subbundle. The associated cominiscule subvariety's tangent spaces are free. Hence every free linear subspace $V$ has dimension equal to that of the associated cominiscule subvariety.

8.2. **Free morphisms.** Take a morphism $Z \xrightarrow{\phi} X$ from a reduced complex space $Z$ to an irreducible flag variety $X$. A point $z_0 \in Z$ is free if $z_0$ is a smooth point of $Z$ at which $\phi'(z_0)$ is injective with free image. Intuitively, think of each $G$-invariant distribution on $X$ as an invariant differential equation of first order. Near a free point of $Z$, any curve smooth and tangent to $Z$ at that point doesn’t satisfy any such equation. We say $Z$ is a *free complex space* if every point is free, *generically free* if its open set of free points $Z^{\text{free}} \subseteq Z$ is dense in every component. Note that $Z^{\text{free}}$ is a free immersed complex submanifold.

8.3. **Automorphisms.** An automorphism of a morphism $Z \xrightarrow{\phi} X$ from a complex space $Z$ to a flag variety $(X,G)$ is a pair $(f,g)$ of automorphism $Z \xrightarrow{f} Z$ of complex spaces and $g \in G$ so that $\phi(f(z)) = g\phi(z)$ for all $z \in Z$. The automorphism group $G_Z$ of $Z \xrightarrow{\phi} X$ is the group of automorphisms with the topology of uniform convergence on compact sets. If $Z$ has finitely many components, so does its smooth locus. The automorphisms of the smooth part of $Z$ then form a Lie group acting smoothly and properly on a sufficiently high jet bundle of maps $Z \to X$ [25]. The automorphisms of any finite component generically free complex space form a closed subgroup of that Lie group, hence also a Lie group acting smoothly on each smooth stratum. The associated cominiscule subvariety is a natural object to study because:

**Theorem 4.** The automorphism group of any finite component generically free complex space $Z \xrightarrow{\phi} X$ in any irreducible flag variety $X$ has dimension

$$\dim G_Z \leq \dim G_X$$

If $Z$ is irreducible, the following are equivalent:

- $\dim G_Z = \dim G_X$.
- $G_Z$ is conjugate to $G_X$ in $G$.
- $Z = gX$ for some $g \in G$, i.e. $Z$ is an associated cominiscule variety.
- The stabilizer in $G_Z$ of some free point $z_0 \in Z$ contains the Cartan subgroup of $G$ inside the stabilizer $P = G^{\circ}$ of the associated point $x_0 := \phi(z_0)$.

**Theorem 5.** If a compact complex manifold $Z$ with holomorphic map $Z \to X$ to a flag variety $(X,G)$ is free then it is homogeneous under automorphisms, and is a product of an abelian variety and a flag variety.

Before we can prove theorem 4 and theorem 5, we need some additional notation.

8.4. **Root systems.** We use notation and terminology from [18]. Pick a point $x_0 \in X$ in a flag variety $(X,G)$ and let $P := G^{\circ}$. Then $P$ contains a Cartan subgroup $H \subset P \subset G$, unique up to $P$-conjugacy, i.e. a maximal connected abelian subgroup of $G$ for which $g$ splits

$$\mathfrak{g} = \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha$$
into a sum of 1-dimensional holomorphic $H$-modules, the root spaces, each thus isomorphic to the $H$-module of a character $\alpha \in \hat{H} \subset \mathfrak{h}^*$ of $H$; these characters $\alpha$ are the roots; denote by $\Delta$ the set of roots.

A root $\alpha$ is $P$-compact if the root spaces of $\alpha$ and $-\alpha$ belong to $P$. The Cartan subalgebra, together with the root spaces of the $P$-compact roots, generate a subalgebra $\mathfrak{g}_0 \subset \mathfrak{p}$. There is a unique element $e \in \mathfrak{h}$, the $P$-grading element, in the centre of $\mathfrak{g}_0$ so that $\alpha \cdot e = 0$ for all compact roots, and $\alpha \cdot e = 1$ just when $\alpha$ is a noncompact root with root space $\mathfrak{g}_0 \subset \mathfrak{p}$ and $\alpha$ is not a sum of noncompact roots [10] p. 239 proposition 3.1.2. We grade weights by inner product with $e$, and partial order weights by grade. Note that the $P$-positive roots are not necessarily the positive roots in the sense of the Cartan subgroup $H$; indeed they are the positive roots in that sense just when $P$ is a Borel subgroup.

8.5. Chevalley bases. Pick a complex semisimple Lie group $G$ and a Cartan subgroup $H \subset G$. Denote the Killing form on $\mathfrak{h}^*$ by $\alpha, \beta \mapsto \alpha \cdot \beta$. A Chevalley basis $e_\alpha \in \mathfrak{g}_0, \alpha \in \mathfrak{h}$ is a spanning set of $\mathfrak{g}$, parameterized by roots $\alpha \in \Delta$, so that

1. $[\check{\beta} e_\alpha] = \frac{2\alpha_\beta}{\beta^2} e_\alpha$
2. $[\check{\alpha} \check{\beta}] = 0$,
3. $[e_\alpha, e_\beta] = \begin{cases} \check{\alpha}, & \text{if } \alpha + \beta = 0, \\ N_{\alpha \beta} e_{\alpha + \beta}, & \text{if } \alpha + \beta \text{ a root}, \\ 0, & \text{otherwise} \end{cases}$

with

(a) $N_{\alpha \beta} = \pm (p + 1)$, where $p$ is the largest integer for which $\beta - p \alpha$ is a root,
(b) $N_{-\alpha, -\beta} = -N_{\alpha \beta}$,
(c) we set $N_{\alpha \beta} = 0$ if $\alpha + \beta = 0$ or $\alpha + \beta$ is not a root.

It follows then that

$$\alpha(\check{\beta}) = 2\frac{\alpha \cdot \beta}{\beta^2}.$$  

Every complex semisimple Lie group $G$ with a Cartan subgroup $H \subset G$ admits a Chevalley basis [29] p. 51. A Chevalley basis in this sense is really only a spanning set, not a basis; if we pick out a basis of simple roots $\alpha_i$ then $\{ \check{\alpha}_i \} \cup \{ e_\alpha \}_\alpha \in \Delta$ is a basis of $\mathfrak{h}^*$. The Cartan integers are

$$2\frac{\alpha \cdot \alpha_i}{\alpha_j^2}.$$  

8.6. Dual bases. The dual basis is defined by

$$\alpha(\check{\beta}) = 2\frac{\alpha \cdot \beta}{\beta^2},$$
$$\alpha(e_\beta) = 0,$$
$$\omega^\alpha(\check{\beta}) = 0,$$
$$\omega^\alpha(e_\beta) = \delta^\alpha_\beta.$$

The dual basis vectors extend uniquely to left invariant 1-forms on $G$, to which we apply

$$d\omega(X, Y) = \mathcal{L}_X(\omega(Y)) - \mathcal{L}_Y(\omega(X)) - \omega([X, Y]),$$

to left invariant 1-forms $\omega$ and vector fields $X, Y$. The first two terms vanish by left invariance:

$$d\omega(X, Y) = -\omega([X, Y]).$$
Let $\omega^{\beta\gamma} := \omega^\beta \wedge \omega^\gamma$, etc. and compute the structure equations of semisimple Lie groups:

$$
\begin{align*}
    d\omega^\alpha &= -\alpha \wedge \omega^\alpha - \frac{1}{2} \sum_{\beta + \gamma = \alpha} N_{\beta\gamma} \omega^{\beta\gamma} \\
    d\alpha &= -\sum_{\beta} \frac{\alpha \cdot \beta}{\beta^2} \omega^{\beta-\beta}
\end{align*}
$$

with sums over all roots.

8.7. **Proving the freedom theorems.** We now prove theorem 4 on page 43:

**Proof.** The elements of $G$ preserving a generically free complex space also preserve its smooth locus, and the open subset of the smooth locus where the map is an immersion with free tangent spaces. Conversely, automorphisms of the free locus preserve its closure, so we can assume we face a free immersed complex submanifold. We carry out the moving frame method on an arbitrary free immersed submanifold [13, 16]. Note that freedom is precisely that every tangent space is complementary to the largest nonzero proper $G$-invariant subbundle inside $TX$. We will see that various differential invariants vanish precisely for the associated cominiscule.

Pick a point $x_0 \in X$ so that we can identify $X = G/P$. Let $Z'$ be the set of pairs $(z, g)$ for $z \in Z$ and $g \in G$ so that $\varphi(z) = gx_0$. Each automorphism $(f, a)$ acts on $Z'$ by

$$(z, g) \mapsto (f(z), ag).$$

The map $Z' \to Z$ is a holomorphic principal right $P$-bundle: the pullback bundle

$$
\begin{array}{ccc}
    Z' & \longrightarrow & G \\
    \downarrow & & \downarrow \\
    Z & \longrightarrow & X.
\end{array}
$$

We write $P$-maximal roots as $\alpha^+$, $P$-minimal as $\alpha^-$, and $P$-compact as $\alpha^c$. On $G$, the forms $\omega^\beta$ for $\beta$ $P$-negative are a basis for the semibasic 1-forms for $g \in G \mapsto gx_0 \in X$. The equations

$$0 = \omega^{\beta^-} \quad \text{for all } \beta^-$$

cut out the preimage in $TG$ of the largest $G$-invariant subbundle $V \subset TX$. On $Z'$, the Maurer–Cartan form restricts to have $\omega^{\beta^-}$ a basis for the semibasic forms, since the tangent space to $Z$ is complementary to $V$. So on $Z' \subset Z \times G$,

$$\omega^\alpha = a^\alpha_{\beta^-} \omega^{\beta^-},$$

for each $P$-negative root $\alpha$ which is not $P$-minimal, with the sum over $P$-minimal roots $\beta^-$. So on $Z'$ we have equations for all $\omega^\alpha$ for all $\alpha$ $P$-negative and not $P$-minimal.
Take exterior derivative:

\[
0 = d\omega^\alpha - da_{\beta}^\alpha \land \omega^\beta - a_{-\beta}^\alpha \omega^\beta, \\
= -\alpha \land \omega^\alpha - \frac{1}{2} \sum_{\gamma + \varepsilon = \alpha} N_{\gamma \varepsilon \omega^\gamma \varepsilon} \\
- da_{\beta}^\alpha \land \omega^\beta \\
- a_{-\beta}^\alpha (-\beta^- \land \omega^\beta^- - \frac{1}{2} \sum_{\gamma + \varepsilon = -\beta^-} N_{\gamma \varepsilon \omega^\gamma \varepsilon}) \\
= -\alpha \land a_{-\beta}^\alpha \omega^\beta^- - \frac{1}{2} \sum_{\gamma + \varepsilon = -\beta^-} N_{\gamma \varepsilon \omega^\gamma \varepsilon} \\
- da_{-\beta}^\beta^- \land \omega^\beta^- + a_{-\beta}^\beta^- \omega^\beta^- - \frac{1}{2} \sum_{\gamma + \varepsilon = -\beta^-} a_{-\beta}^\beta^- \sum_{\gamma + \varepsilon = -\beta^-} N_{\gamma \varepsilon \omega^\gamma \varepsilon}, \\
= -\alpha \land a_{-\beta}^\beta^- \omega^\beta^- \\
- N_{\alpha - \beta^- \beta^- - \alpha - \beta^- \beta^-} \\
- \sum_{\gamma + \varepsilon = -\alpha} N_{\gamma \varepsilon \omega^\gamma \varepsilon} - \frac{1}{2} \sum_{\gamma + \varepsilon = \alpha} N_{\gamma \varepsilon \omega^\gamma \varepsilon} \\
- da_{\beta}^\alpha \land \omega^\beta^- + a_{-\beta}^\beta^- \omega^\beta^- \\
+ a_{-\beta}^\beta^- \left( \sum_{\gamma' + \varepsilon' = -\beta^-} N_{\gamma' \varepsilon' \omega^\gamma' \varepsilon'} + \frac{1}{2} \sum_{\gamma + \varepsilon = -\beta^-} N_{\gamma \varepsilon \omega^\gamma \varepsilon} \right). 
\]
where $\sum'$ is the sum over a nonmaximal positive or compact and nonminimal negative root and $\sum''$ is the sum over two nonminimal negative roots, so

$$0 = -a_{\beta}^0 \cdot \omega^\beta + \gamma \cdot \omega^\gamma - N_{\alpha-\beta, 0} \cdot \omega^\alpha \cdot \omega^\beta + \frac{1}{2} \sum_{\gamma + \beta = 0} N_{\gamma} \cdot \omega^\gamma \cdot \omega^\beta - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma - \gamma \cdot \omega^\gamma$$

Hence

$$-a_{\beta}^0 = \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma - \frac{1}{2} a_{\gamma}^0 \cdot \omega^\gamma$$

and we find that

$$0 = \nabla a_{\beta}^0 \cdot \omega^\beta$$

Hence

$$\nabla a_{\beta}^0 = a_{\gamma}^0 \cdot \omega^\gamma$$

for unique functions $a_{\gamma}^0 : a_{\gamma}^0 = a_{\gamma}^0 \cdot \omega^\gamma$ on $Z'$.

Take a $G$-root $\gamma$ which is not a $G'$-root. If $\gamma$ is $P$-negative then it is negative, so is a $P$-nonminimal negative root, hence $\omega^\gamma = a_{\gamma}^0 \cdot \omega^\gamma$ is solved for in terms of $G'$-roots $\beta^-$. Suppose that $\gamma$ is $P$-null, i.e. $P$-compact, so a root of the maximal reductive Levi factor $G_0 \subseteq P$. Then $\gamma$ is a $G'$-root, a contradiction. So we can suppose that $\gamma$ is $P$-positive, not $P$-maximal. Since $P'$ contains all roots perpendicular to the
\(P\)-maximal roots, we can assume that \(\gamma\) is not perpendicular to some \(P\)-maximal root, which we write as \(-\beta^-\) for some \(P\)-minimal root \(\beta^-\).

The roots \(\beta^-,\gamma\) form a basis for a rank 2 root system; looking over all of the possibilities above, since \(\gamma\) is \(P\)-positive and \(\beta^-\) is \(P\)-negative, the angle between them is more than a right angle. So the sum \(\alpha := \gamma + \beta^-\) is also a \(G\)-root. Conversely, by reversing the same steps, if \(\alpha\) is a \(P\)-nonminimal root which can be written as \(\alpha = \gamma + \beta^-\) with \(N_{\beta^-}\gamma \neq 0\), i.e. \(\beta^-,\gamma\) not perpendicular, then \(\gamma\) is a \(P\)-root which is not a \(P'\)-root.

For any such \(\alpha,\beta^-,\gamma\): going back to the equations of \(\nabla a_{\beta^-}^\alpha\), we see that we can move in the direction of the root vector of \(\gamma\), which is a complete vector field as it lies in the fiber of \(Z' \to Z\), i.e. is given by the action of a 1-parameter subgroup of \(P\), and find \(da_{\beta^-}^\alpha = -N_{\gamma\beta^-}\), a constant. So over every point of \(Z\), we can find a point of \(Z'\) at which \(a_{\beta^-}^\alpha = 0\); just as in the model, we can arrange that \(a_{\beta^-}^\alpha = 0\), for every root \(\gamma\) which is a \(G\)-root and not a \(G'\)-root, reducing the structure group down from \(P\) to have \(\omega^\gamma\) semibasic. At each step when we do this, we lose one dimension, cutting \(Z'\) down to a hypersurface, cut out by the equation \(a_{\beta^-}^\alpha = 0\).

The differentials of these equations are linearly independent, so these hypersurfaces intersect transversely.

We can see this from another perspective: if we let \(p \in P\) be the element \(p := \exp(te_\gamma)\), for some \(t \in \mathbb{C}\), we can compute from the right action on the Maurer–Cartan form \(r_p^*\omega = \text{Ad}_p^{-1}\omega\), so that
\[
0 = r_p^*0,
\]
\[
= r_p^*(\omega^\alpha - a_{\beta^-}^\alpha \omega^{\beta^-}),
\]
\[
= \omega^\alpha - (tN_{\gamma\beta^-} + r_p^*a_{\beta^-}^\alpha)\omega^{\beta^-},
\]
\[
= a_{\beta^-}^\alpha \omega^{\beta^-} - (tN_{\gamma\beta^-} + r_p^*a_{\beta^-}^\alpha)\omega^{\beta^-},
\]
\[
= (a_{\beta^-}^\alpha - tN_{\gamma\beta^-} - r_p^*a_{\beta^-}^\alpha)\omega^{\beta^-},
\]
so that
\[
\omega^\alpha - r_p^*a_{\beta^-}^\alpha = a_{\beta^-}^\alpha - tN_{\gamma\beta^-},
\]
which shows that we can pick
\[
t := \frac{a_{\beta^-}^\alpha}{N_{\gamma\beta^-}},
\]
above each point of \(Z\), to find a point where \(a_{\beta^-}^\alpha = 0\). Above each chosen point of \(Z\), the linear relations among the various \(\omega^\gamma\) transform under \(P\)-action to other linear relations, hence by a projective representation of \(P\). Hence each of these hypersurface intersects every fiber of \(Z' \to Z\) in a projective hyperplane. The intersection of these is a projective space of lower dimension. Hence these equations cut out a smooth complex submanifold \(Z'' \subset Z'\) which is a fiber bundle over \(Z\).

We see the bound on the dimension of automorphism group: counting equations, we see that \(\dim Z'' = \dim G'\). Since automorphisms of \(Z\) act freely on \(Z'\) preserving \(Z''\), they act freely on \(Z''\), so the automorphism group \(G_Z\) has orbits which are copies of itself, hence \(G_Z\) has dimension at most that of \(G'\).

We arrange \(a_{\beta^-}^\alpha = 0\) on \(Z''\) for one \(a_{\beta^-}^\alpha\) for every \(\gamma = \alpha - \beta^-\) which is \(P\)-root and not a \(P'\)-root. So we have \(Z'' \subset Z'\) a smooth complex subvariety of complex codimension
\[
\dim G_+ - \dim Z_{G_+}.
\]
The number of \(a_{\beta^-}^\alpha\) is
\[
(\dim Z_{G_+})(\dim G_+ - \dim Z_{G_+}).
\]
So the number of remaining, possibly nonzero, \( a_{\alpha}^0 \) is
\[
(-1 + \dim Z_{G_{\alpha}})(\dim G_{\alpha} - \dim Z_{G_{\alpha}})
\]
This is the dimension of each of our projective space fibers.

Start this process with the smallest possible root \( \alpha \) (in some root ordering), and proceed through all such, making some choice of \( \alpha = \gamma + \beta^* \) as above. At each step, modulo the various \( \omega^\beta \), we find
\[
0 = N_{\gamma \beta} - \omega^\gamma + \sum_{\epsilon + \sigma = \alpha} N_{\epsilon \sigma} a_{\beta}^{a_{\beta}} - a_{\epsilon}^{a_{\epsilon}} \sum_{\tau + \beta^* = \epsilon^*} N_{\tau \beta^*} - \omega^\tau
\]
But by induction, the second term is a linear combination of \( P \)-compact and \( P \)-minimal roots. We conclude that, for each \( P \)-root \( \gamma \) which not a \( P' \)-root, on \( Z^n \), \( \omega^\gamma \) is a linear combination of \( \omega^\sigma \), \( \omega^\beta \) for \( P \)-compact root \( \omega^\sigma \) and \( P \)-minimal roots \( \omega^\beta \).

Suppose we find some \( a_{\beta}^{a_{\beta}} \neq 0 \) on \( Z^n \). Let \( \gamma := \alpha - \beta^* \); so \( \gamma \) is a \( P \)-root, not a \( P' \)-root. By \( P' \)-action, looking again at \( da_{\beta}^{a_{\beta}} \), we can arrange that \( a_{\beta}^{a_{\beta}} = 1 \), and on this smooth fiber subbundle, we have \( \gamma \) now a linear combination of \( G \)-roots.

Putting in
\[
d\gamma = -\sum_{\sigma} \frac{\gamma \cdot \sigma}{\sigma \cdot \sigma} \omega^{\sigma^* - \sigma}
\]
apply Cartan’s lemma: for each \( P \)-maximal root \( \sigma^* \) not perpendicular to \( \gamma, \omega^{\sigma^*} \) is a linear combination of \( P \)-compact and \( P \)-minimal roots. Since there is at least one such \( \sigma^* \), \( \dim Z \leq \dim G_X - 2 \).

On the other hand, suppose that all \( a_{\beta}^{a_{\beta}} \) vanish at every point of \( Z^n \), i.e. \( Z \) is tangent to an associated cominiscule subvariety at each point. So \( \omega^\gamma = 0 \) for all \( \alpha \) \( P \)-negative and not \( P \)-minimal. Repeating the calculation above,
\[
N_{\alpha - \beta - \beta^*} - \omega^{\alpha - \beta^*} \wedge \omega^{\beta^*} = 0,
\]
so if \( \gamma \) is any \( P \)-root which is not a \( P' \)-root, then we can write it as \( \gamma = \alpha - \beta^* \) and find \( \omega^\gamma = a^\gamma \omega^{\beta^*}(\gamma) \), for some functions \( a^\gamma \), where here \( \beta^* = \beta^*(\gamma) \) is some particular \( P \)-minimal root associated to each \( \gamma \). So the complex manifold \( Z^n \) is of dimension at most that of \( G_X \).

Differentiate the equation \( \omega^\gamma = a^\gamma \omega^{\beta^*}(\gamma) \):
\[
0 = -(da^\gamma + a^\gamma (\gamma - \beta^*(\gamma))) \wedge \omega^{\beta^*}(\gamma) - \frac{1}{2} N_{\mu + \nu = \gamma} N_{\mu \nu} \omega^{\mu \nu} + \frac{1}{2} a^\gamma N_{\mu + \nu = \beta^*(\gamma)} N_{\mu \nu} \omega^{\mu \nu}.
\]
Even when we plug in the equations \( \omega^\sigma = 0 \) for all \( \alpha \) \( P \)-negative and not \( P \)-minimal, and \( \omega^\gamma = a^\gamma \omega^{\beta^*}(\gamma) \) for any \( P \)-root which is not a \( P' \)-root, we find that still all of the expressions \( \omega^{\mu \nu} \) become multiples of expressions \( \omega^{\mu' \nu'} \). So on the subgroup of \( P' \) on which all of these \( \omega^\mu \) vanish, we have
\[
d\gamma = -a^\gamma (\gamma - \beta^*(\gamma)),
\]
and so if \( a^\gamma \neq 0 \), as above, we can find a submanifold of \( Z^n \), say \( Z'' \), on which \( a^\gamma = 1 \), and then \( \gamma = \beta^*(\gamma) \) \( + b^\gamma \omega^\beta \). Hence \( Z'' \) has dimension smaller than \( G_X \), and is foliated by \( G_X \)-orbits, with \( G_X \) acting freely, so \( G_X \) has smaller dimension than \( G_X \).

It is not clear whether \( Z_{\text{free}} \) bears a holomorphic Cartan geometry modelled on \((\tilde{X}, G_X)\). Nonetheless, the methods of [24] can be used to prove the following. Take any polynomial equation
\[
0 = P(c_1, c_2, \ldots, c_n)
\]
satisfied by the Chern classes of the tangent bundle of $\tilde{X}$. Then the same equation is satisfied in Dolbeault cohomology on $Z^{\text{free}}$. We won’t use this result, so we leave proof to the reader. It seems likely that every free compact complex submanifold is an associated cominiscule subvariety.

We prove theorem 5 on page 43:

Proof. Suppose that $V \subset TX$ is the maximal $G$-invariant holomorphic distribution not equal to $TX$, as above. The vector bundle inclusion morphism $TZ \to TX|_Z$ composes with the projection $TX \to TX/V$ to give a holomorphic vector bundle isomorphism $TX/V|_Z = TZ$, because $TZ$ is complementary to $V|_Z$. Since $X$ is homogeneous, $TX$ is spanned by global sections, so $TX/V$ is too, and so $TZ$ is too, so $Z$ is homogeneous. Since $Z \to X$ is free, it is an immersion, and since $Z$ is compact, it is a finite covering map to its image, hence $Z$ is a finite covering space of a homogeneous projective variety, so $Z$ is a homogeneous projective variety. Every homogeneous projective variety is such a product [3, 28]. □

9. Conclusion

The Hasse diagrams of flag varieties are mysterious. We understand the tip of the iceberg, almost literally, as we can predict the box: the component of the highest root. Each component of the Hasse diagram determines an invariant subbundle of the associated graded of the tangent bundle of $X$. We can see how complicated the components get, but also see that there appears some attractive regularity in the pictures. We examine the noncompact root edges of the Hasse diagram of $G$ to see how those subbundles arise from the tangent bundle, and its invariant filtration. The invariant exterior differential systems (see [7, 6, 8, 15]) on flag varieties are not yet classified, and we don’t know when they are involutive. Their integral manifolds are mysterious but natural submanifolds of flag varieties. It seems that invariant holomorphic Pfaffian systems on smooth complex projective varieties are usually entirely composed of Cauchy characteristics, and so, in some sense, trivial [12]. It might be that the flag varieties are very rare in having interesting exterior differential systems.
Table 5: Exceptional Hasse diagrams

\[ \text{Diagram of } E_6 \]

\[ \text{Diagram of } E_7 \]

\[ \text{Diagram of } F_4 \]

\[ \text{Diagram of } G_2 \]
Table 6: Hasse diagrams of the cominuscule varieties

| $G$ | $G/P$ | dim | description |
|-----|-------|-----|-------------|
| $A_r$ | $k(r+1-k)$ | Grassmannian of $k$-planes in $\mathbb{C}^{r+1}$ |

![Hasse diagram for $A_r$]

| $B_r$ | $2r-1$ | quadric hypersurface in $\mathbb{P}^{2r}$ |

![Hasse diagram for $B_r$]
| \( G \) | \( G/P \) | dim | description |
|---|---|---|---|
| \( C_r \) | \( \frac{r(r+1)}{2} \) | Lagrangian \( r \)-planes in \( \mathbb{C}^{2r} \) |
| \( D_2 \) | \( 2r - 2 \) | quadric hypersurface in \( \mathbb{P}^{2r-1} \) |
| $G$ | $G/P$ | dim | description |
|-----|-------|-----|-------------|
| $D_r$ | $\frac{r(r-1)}{2}$ | null $r$-planes in $\mathbb{C}^{2r}$ |

**Diagram 1:**

- $G = D_r$
- $G/P = \frac{r(r-1)}{2}$ null $r$-planes in $\mathbb{C}^{2r}$

**Diagram 2:**

- $G = E_6$
- $G/P = 16$ complexified octave projective plane
| $G$ | $G/P$ | dim | description |
|-----|------|-----|-------------|
| $E_7$ | $\blacklozenge$ | 27 | null octave 3-planes in octave 6-space |
Table 7: Hasse diagrams of the $E_8$ flag varieties

continued ...
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continued ...
continued . . .

\begin{tikzpicture}
\node at (0,0) {$E_8$};
\end{tikzpicture}
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