THE FILLING PROBLEM IN THE CUBE

DOMINIC DOTTERER

ABSTRACT. We prove an isoperimetric inequality for filling cellular cycles in a high dimensional cube with cellular chains. In addition, we provide a family of cubical cellular cycles for which the exponent in the inequality is optimal.

1. INTRODUCTION

The modern isoperimetric problem was first formulated in [7] and its solutions have had applications in various geometric contexts. These applications are not specific to measure-metric geometry; discrete and combinatorial geometries have also benefited from isoperimetric phenomena.

Isoperimetric estimates in combinatorial geometry are nothing new. Many forms of combinatorial optimization can be naturally formulated as an isoperimetric-type problem. In addition, these estimates have made their mark partly by supplying a broad range of (sometimes surprising) applications.

In the late 1960’s, Kruskal and Katona explicitly solved (independently) an isoperimetric-type problem in the high-dimensional simplex, thereby obtaining the now famous Kruskal-Katona theorem. This theorem provides necessary inequalities for the \( f \)-vector of any simplicial complex [15], [16]. Later, Lindström ([17]) leveraged the same isoperimetric-symmetrization technique to prove a similar result for all complexes which cellularly embed into a cube.

Harper ([12], with an addendum by Bernstein [2]), and Hart ([13]) gave complete solutions to the edge-isoperimetric problem in the cube. This isoperimetric estimate has spawned several interesting applications. Harper used this estimate to obtain a sharp lower bound on the graph bandwidth of the cubical graph, while Hart analyzed the dynamics of some simple multi-player games. In addition, Burtin ([4]) leveraged it to obtain a sharp phase transition in the connectivity of subgraphs of the cube.

Burtin may have been the first to explicitly recognize the relationship between the isoperimetric problem in graphs and the structure of random subgraphs. Specifically, random
subgraphs inherit their edge-isoperimetric behaviour (hence connectivity) from their ambient graph with high probability. That observation manifested in higher dimensions early in this century when Linial and Meshulam ([18], [19]) utilized a linear isoperimetric inequality in the simplex to obtain a sharp threshold on the vanishing of the cohomology of a family of random simplicial complexes. These complexes are often considered to be the direct higher-dimensional analogue of Erdős-Rényi random graphs ([6]). However, this application of the isoperimetric inequality is in fact quite general, as observed in [5].

Recently, the applications of discrete isoperimetric inequalities has reached even farther. A problem in combinatorial geometry dating back to the early 1980’s ([1], [3]) asks if it is possible to arrange \( n \) points in \( \mathbb{R}^k \) so that the convex hulls of subsets of \( k + 1 \) points do not intersect too much. Gromov greatly generalized this problem ([9]) and showed that linear (co-)isoperimetric inequalities are enough to obtain strong bounds (in fact, in the case of the simplex, the strongest known!) on such “waists” of maps of cellular complexes to affine space. [21] [14]

Along these same lines, Wagner ([20]) showed that a linear co-isoperimetric inequality in a \( k \)-dimensional simplicial complex is an obstruction to its topological embeddability into \( \mathbb{R}^{2k} \). Also, Gromov and Guth ([10]) have explored other notions of embedding complexity via isoperimetric inequalities.

This locus of ideas and applications have endorsed the re-emergence of combinatorial isoperimetric-type inequalities. The purpose of this article is provide a combinatorial proof of an isoperimetric inequality for cellular cycles in the high-dimensional cube:

**Theorem.** There exists a constant \( c_k \), which depends only on \( k \), such that for every \( k \)-dimensional cellular \( \mathbb{Z}_2 \)-cycle, \( z \in \mathbb{Z}_k Q_n \), in the \( n \)-dimensional cube, \( Q_n \), there exists a chain \( y \in C_{k+1} Q_n \), such that \( \partial y = z \) and

\[
\|y\| \leq c_k \|z\|^{\frac{k+1}{k}}.
\]

This proof is philosophically influenced by the proof given by Federer and Fleming ([7]) of the linear spherical isoperimetric inequality and the proofs by Gromov ([8]), and Wenger ([22]) of the Euclidean isoperimetric inequality. However, our proof is not merely a discretization of those techniques. In those settings scaling and symmetry play a very strong role, as well as the metric structure (i.e. diameter bounds). The cube, for example, does not allow scaling methods and the symmetry is prescribed. Our proof technique is therefore distinct while leveraging some of the intuition from Euclidean space.

In addition, we will show that the above estimate is sharp up to a constant:
Theorem. There is a constant $\omega_k$, which depends only on $k$, and a family of $k$-dimensional $\mathbb{Z}_2$-cycles, $z_n^k \in \mathbb{Z}_k Q_n$, such that for every $\mathbb{Z}_2$-chain, $y$, such that $\partial y = z$:

$$\|y\| \geq \omega_k \|z_n^k\|^{\frac{1}{k+1}}.$$ 

The paper is structured as follows:

We will briefly nail down our notation in the next section before proceeding to the proof of the isoperimetric inequality. In the proof, we will have to start by proving a linear inequality, which will be used to obtain the dimension-free case. Once we have our linear inequality, we will consider three basic cases for the geometry of the cycle to be filled. We will handle each of these cases differently.

After the proof of the theorem, we will append two technical lemmas which, although essential to the proof, carry little real philosophical weight.

In the final section, we will provide the promised class of isoperimetric-minimizing cycles.
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2. Some notation

We will denote the $n$-dimensional cube by $Q_n$. We think of it as a cellular complex whose $k$-dimensional faces are binary strings of length $n$ with $k$ indeterminant entries. For example,

$$(0, 0, 1, *, 0, 1, *, 1, 1, *)$$

is a 4-dimensional face of the 11-dimensional cube. We let $Q_n^{(k)}$ denote the set of $k$-dimensional faces, so that $|Q_n^{(k)}| = 2^{n-k} \binom{n}{k}$.

We define the set of $\mathbb{Z}_2$-cellular $k$-chains:

$$C_k Q_n = \{Q_n^{(k)} \to \mathbb{Z}_2\}$$

and the boundary map:

$$\cdots \to C_{k+1} Q_n \xrightarrow{\partial} C_k Q_n \xrightarrow{\partial} C_{k-1} Q_n \to \cdots$$

Where the boundary of a single $k$-face is the sum of all the $(k - 1)$-faces obtained by determining one of the $k$ indeterminant entries (as either 0 or 1).

We denote the set of $k$-cycles,

$$Z_k Q_n = \ker \partial.$$
We endow each of the chain spaces $C_k Q_n \cong \mathbb{Z}_2^{Q_n^k}$ with the Hamming norm:
$$\|y\| = |\text{supp}(y)|.$$  

Now, we will explain a technique that we will use throughout. Let us suppose that $z \in Z_k Q_n$. Further, let us choose some $(n - 1)$-dimensional face of $Q_n$ (by making all but one coordinate indeterminant). We will denote this face $Q_{n-1}^+$ and its opposing face by $Q_{n-1}^-$. There are three types of $k$-dimensional faces: those that lie in $Q^+$, those that lie in $Q^-$, and those that lie in neither. As a result we can write
$$z_- := z|Q^- \quad z_+ := z|Q^+ \quad z_0 = z - z_+ - z_-.$$  

We can think of these chains in the following way:
$$z_+, z_- \in C_k Q_{n-1} \quad z_0 \in Z_{k-1} Q_{n-1} \quad \text{with } \partial z_+ = z_0 = \partial z_-.$$  

We will often call this choice of $(n - 1)$-face (and the subsequent segregation of $z$) simply by $H$.

Finally, we will sometime use the following shorthand:
$$\text{Fill}(z) = \min\{\|y\| \mid \partial y = z\}$$

3. THE FILLING PROBLEM IN THE CUBE

In this section, we will prove our main result. There are several steps. In order to obtain the dimension-free inequality, we will first need a linear isoperimetric inequality. We will use it repeatedly on our way to obtaining the sharp exponent.

3.1. The linear inequality.

Lemma 3.1. Let $z \in Z_k Q_n$ be a $k$-dimensional cellular $\mathbb{Z}_2$-cycle in the $n$-dimensional cube, $Q_n$. There exists a chain $y \in C_{k+1} Q_n$ such that $\partial y = z$ and
$$\|y\| \leq \frac{n - k}{2(k + 1)} \|z\|.$$  

A proof of this lemma appears in [9]. The proof is an adaptation of a technique developed by Federer and Fleming ([7]) for proving a sharp linear isoperimetric inequality in the round sphere.

It is worth commenting on the content of this lemma. Since the linear constant depends on $n$, the inequality provides a good filling of $z$ when $\|z\| \sim n^k$, but is not very useful when the cycle is significantly smaller than that.
Proof. We will induct on $n$. When $n = k + 1$, there is only one nontrivial cycle (it is the boundary of the only $(k + 1)$-dimensional cell) and we see that

$$
\|y\| \leq \frac{1}{2(k + 1)} \|z\|.
$$

Now suppose we have proven the lemma for all cubes of dimension less than $n$. Let us choose a $(n - 1)$-dimensional face of $Q_n$ as described in the last section.

Now suppose we have a filling of $z_+ + z_- \in Z_k Q_{n-1}$ such that:

$$
\|w\| \leq \frac{n - k - 1}{2(k + 1)} \|z_+ + z_-\|
$$

Now we will think of $w$ as sitting in $Q_{n-1}^-$ and we will add some $(k + 1)$-faces to it as follows. For each $k$-face in $z_+$, include the unique $(k + 1)$-face which contains it and is not contained in $Q_{n-1}^+$. One easily checks that this new chain, $y$ has $\partial y = z$ and

$$
\|y\| \leq \|z_+\| + \frac{n - k - 1}{2(k + 1)} (\|z_+\| + \|z_-\|)
$$

Now if we average over all choice of slices, $H$, each $k$-face in $z$ is overcounted exactly $n - k$ times (because each $k$-face lies in $n - k$ many faces of dimension $n - 1$). So we have:

$$
\mathbb{E}\|y\| = \frac{1}{2n} \sum \|y\| \leq \left(\frac{n - k}{2n}\right) \left(1 + \frac{n - k - 1}{k + 1}\right) \|z\| = \frac{n - k}{2(k + 1)} \|z\|
$$

So therefore, there is some filling which satisfies the desired inequality.

$$
\square
$$

In the final section of this article, we will show that the constant obtained in this linear inequality is optimal.

3.2. The dimension-free inequality.

**Theorem 3.2.** There exists a constant $c_k$, which depends only on $k$, such that for every $k$-dimensional cellular $\mathbb{Z}_2$-cycle, $z \in Z_k Q_n$, there exists a chain $y \in C_{k+1} Q_n$, such that $\partial y = z$ and

$$
\|y\| \leq c_k \|z\|^{\frac{k+1}{k}}.
$$

**Proof.** This proof is philosophically influenced by the proofs of the filling inequality given by M. Gromov ([8], [11]) and S. Wenger ([22]). The proof is by induction on $k$ and $n$.

**Base Cases.**

For $n = k + 1$, the inequality is trivial because there is only one nontrivial $k$-cycle.
For $k = 1$ and $n$ arbitrary, we observe the simple fact that if $\|z\| = 2m$ and $z$ is connected, then $z$ is contained entirely in some $m$-dimensional cube, $Q_m$. As a result, we can apply the linear inequality:

$$\|y\| \leq \frac{m - 1}{4} \|z\| \leq \frac{1}{8} \|z\|^2.$$ 

We will proceed, as in the case of the linear inequality, by choosing a separation, $H$, of the cube $Q_n$ into two opposite hyperfaces, $Q^+_{n-1}$ and $Q^-_{n-1}$. Let us choose $\epsilon$ and $\delta$ to be some constants (to be explicitly determined later). There are three cases to consider:

**Case 1.** $[\exists H, \|z_0\| < \epsilon \|z\|^{\frac{k-1}{k}} \text{ and } \|z_+\| \leq \delta \|z_0\|^{\frac{k}{k-1}}]$ 

This condition states that we can find a slice, $H$, which intersects a relatively small part of $z$ and either one side or the other (without loss of generality, $z_+$) is much smaller than a filling we would obtain from the isoperimetric inequality.

In this case, we will fill $z$ just as we did when proving the linear inequality

$$\|y\| \leq \|z_+\| + c_k \|z_+ - z_+\|^{\frac{k-1}{k}} \leq \delta \|z_0\|^{\frac{k}{k-1}} + c_k (\|z\| - \|z_0\|)^{\frac{k-1}{k}}$$

Setting $L = \frac{\delta}{c_k}$ and ensuring that $\epsilon \leq \frac{(k+1)^k}{(k+1)^a + (kL)^a}$ we can apply lemma 4.2 (in the next section), we obtain that

$$\|y\| \leq c_k \|z\|^{\frac{k-1}{k}}.$$ 

**Case 2.** $[\exists H, \|z_0\| < \epsilon \|z\|^{\frac{k-1}{k}} \text{ and both } \|z_+\|, \|z_-\| > \delta \|z_0\|^{\frac{k}{k-1}}]$ 

This condition states that we have found a slice in which we have cut $z$ into two large bulbs with a relatively small cut. We will take advantage of this by filling $z_0$ using the isoperimetric inequality for $(k - 1)$-cycles and then deal with the two resulting cycles in $Q^+_{n-1}$ and $Q^-_{n-1}$ separately.

Thinking of $z_0$ as a $(k - 1)$-cycle, $z_0 \in Z_{k-1}Q_{n-1}$, we can find a filling of volume less than $c_{k-1} \|z_0\|^{\frac{1}{k-1}}$. This will leave us with cycles in $Q^+_{n-1}$ (resp. $Q^-_{n-1}$) of volume $\|z_+\| + c_{k-1} \|z_0\|^{\frac{1}{k-1}}$ (resp. $\|z_-\|$). Filling these cycles separately in each $(n - 1)$-cube, we obtain:

$$\|y\| \leq c_{k-1} \|z_0\|^{\frac{1}{k-1}} + c_k \left( (\|z_+\| + c_{k-1} \|z_0\|^{\frac{1}{k-1}}) \|z_-\|^{\frac{k-1}{k}} + (\|z_-\| + c_{k-1} \|z_0\|^{\frac{1}{k-1}}) \|z_+\|^{\frac{k-1}{k}} \right)$$

Setting

$$x = \frac{\|z_+\|}{\|z_+\| + \|z_-\|} \text{ and } y = \frac{\|z_-\|}{\|z_+\| + \|z_-\|}$$
we apply lemma 4.1 and find that either
\[
(\|z_+\| + c_{k-1}\|z_0\|^\frac{k}{k-1})^{\frac{k+1}{k}} + (\|z_-\| + c_{k-1}\|z_0\|^\frac{k}{k-1})^{\frac{k+1}{k}} \leq (\|z_+\| + \|z_-\|)^{\frac{k+1}{k}}
\]
or
\[
c_{k-1}\|z_0\|^\frac{k}{k-1} \geq [2^{\frac{k}{k+1}} - 1] \min\{\|z_+\|, \|z_-\|\} \geq [2^{\frac{k}{k+1}} - 1]\delta\|z_0\|^\frac{k}{k-1}
\]
Therefore, if we can choose \(\delta > \frac{c_{k-1}}{2^{\frac{k}{k+1}} - 1}\) then we have,
\[
\|y\| \leq c_{k-1}\|z_0\|^\frac{k}{k-1} + c_k(\|z_+\| + \|z_-\|)^{\frac{k+1}{k}}
\]
Now setting \(L = \frac{c_{k-1}}{c_k}\) and again ensuring that \(\epsilon \leq \frac{(k+1)^k}{(k+1)^k + (kL)^k}\) we can apply lemma 4.2 to obtain that
\[
\|y\| \leq c_k\|z\|^\frac{k+1}{k}
\]

**Case 3.** \(\forall H, \|z_0\| \geq \epsilon\|z\|^\frac{k-1}{k}\)

This condition states that every slice is large. As a result, we will see that the total volume of \(z\) is large enough to simply apply the linear inequality. More specifically, if we sum over all slices, each \(k\)-face in \(z\) is sliced exactly \(k\) times so:
\[
\sum_H \|z_0\| = k\|z\| \geq n\epsilon\|z\|^\frac{k-1}{k}
\]
\[
\implies \|z\|^\frac{k+1}{k} \geq \frac{n}{k}\epsilon\|z\|
\]
so that if \(\epsilon \geq \frac{1}{2ck}\) we can simply apply the linear inequality:
\[
\|y\| \leq \frac{n - k}{2(k+1)}\|z\| \leq c_k\|z\|^\frac{k+1}{k}
\]

### 3.3. The constants.

Now that we have dealt with all three cases, let us wrap up our constants. In all cases, we needed that
\[
\frac{1}{2ck} \leq \epsilon \leq \frac{(k+1)^k}{(k+1)^k + (kL)^k}
\]

Where \(L\) either appeared as \(\frac{c_{k-1}}{c_k}\) in the second case or as \(\frac{\delta}{c_k} = \frac{c_{k-1}}{c_k}[2^{\frac{1}{k+1}} - 1]^{-1}\) in the first (the value of \(\delta\) was irrelevant in the first case). Since, \(\frac{\delta}{c_k} \geq \frac{c_{k-1}}{c_k}\), we can take \(L = \frac{\delta}{c_k}\).

Now taking, say,
\[
c_k = \prod_{i=1}^{k}[2^{\frac{1}{k+1}} - 1]^{-1} = O(k!)
\]
so that \(L = 1\), we see that it is possible to choose \(\epsilon\) and \(\delta\) consistently in each case.
4. Two small technical inequalities

Here we prove the technical lemmas that we required in section 3.2.

**Lemma 4.1.** Suppose \( x + y = 1 \) and \((x + p)^{\frac{k+1}{k}} + (y + p)^{\frac{k+1}{k}} \geq 1\), then
\[
p \geq \left(2^{\frac{1}{k+1}} - 1\right) \min\{x, y\}\]

This lemma appears in [11] as lemma 8 (without the explicit constant). For completeness, we provide it here as well.

**Proof.** Let \( x \in [0, \frac{1}{2}] \) and consider the locus of points \((x, p)\) satisfying:
\[
(x + p)^{\frac{k+1}{k}} + (1 - x + p)^{\frac{k+1}{k}} = 1.
\]
We will first seek to show that \( \frac{dp}{dx} \leq 0 \) when \( x \in [0, \frac{1}{2}] \). Implicitly differentiating:
\[
\frac{dp}{dx} \left( (1-x+p)^{\frac{1}{k}} + (x+p)^{\frac{1}{k}} \right) = (1-x+p)^{\frac{1}{k}} - (x+p)^{\frac{1}{k}}.
\]
Noting that
\[
(1 + p') = \frac{2(1-x+d)^{\frac{1}{k}}}{(1-x+p)^{\frac{1}{k}} + (x+p)^{\frac{1}{k}}}
\]
and
\[
(p' - 1) = \frac{-2(x+d)^{\frac{1}{k}}}{(1-x+p)^{\frac{1}{k}} + (x+p)^{\frac{1}{k}}}
\]
and differentiating again:
\[
p'' \left( (1-x+p)^{\frac{1}{k}} + (x+p)^{\frac{1}{k}} \right)^2 +
\]
\[
p' \left[ (1-x+p)^{\frac{1}{k}} (x+p)^{\frac{1}{k}} - (x+p)^{\frac{1}{k}} (1-x+p)^{\frac{1}{k}} \right] =
\]
\[
- \left[ (1-x+p)^{\frac{1}{k}} (x+p)^{\frac{1}{k}} + (x+p)^{\frac{1}{k}} (1-x+p)^{\frac{1}{k}} \right]
\]
And since on the interval \( x \in [0, \frac{1}{2}] \) we have
\[
(1-x+p)^{\frac{1}{k}} (x+p)^{\frac{1}{k}} \geq (x+p)^{\frac{1}{k}} (1-x+p)^{\frac{1}{k}}
\]
we see that \( p'' \leq 0 \) on \( x \in [0, \frac{1}{2}] \).

Therefore \( p \geq 2 \left[ p(\frac{1}{2}) - p(0) \right] x \). Since \( p(0) = 0 \) and \( p(\frac{1}{2}) = \frac{1}{2} [2^{\frac{1}{k+1}} - 1] \), the lemma follows. \(\square\)
Lemma 4.2. Let \( e = \left( \frac{k+1}{k} \right)^k \). If \( 0 \leq x \leq \left( \frac{eS}{e+L^k} \right)^{\frac{k+1}{k}} \) then
\[
(S - x)^{\frac{k+1}{k}} + Lx^{\frac{1}{k-1}} \leq S^{\frac{k+1}{k}}
\]

Proof.
\[
eS \geq ex^{\frac{k}{k+1}} + L^k x^{\frac{1}{k-1}}
\]
\[
\Rightarrow e(S - x) \geq e(x^{\frac{k}{k+1}} - x) + L^k x^{\frac{1}{k-1}} \geq Lx^{\frac{1}{k-1}}
\]
So since \( S^{\frac{k+1}{k}} - (S - x)^{\frac{k+1}{k}} \geq \left[ \frac{d}{dw} |_{S-x}w^{\frac{k+1}{k}} \right] x = \frac{k+1}{k}(S - x)x^{\frac{1}{k}} \geq Lx^{\frac{1}{k-1}} \)
\[
\Rightarrow S^{\frac{k+1}{k}} \geq (S - x)^{\frac{k+1}{k}} + Lx^{\frac{1}{k-1}}
\]

\[\square\]

5. Isoperimetric minimizers

In this section, we will construct a family of cycles \( z_n^k \in Z^k Q_n \), which will show that the exponent in theorem 3.2 cannot be improved.

Definition 5.1. Recall, that a \( k \)-dimensional face in \( Q_n \) is defined by allowing some \( k \) coordinates to vary while fixing the other \( n - k \) coordinates as either 0 or 1.

We will define \( z_n^k \in Z^k Q_n \) as the set of faces satisfying the following:

1. allow any \( k \) coordinates (say \( i_1, \ldots, i_k \)) to vary.
2. for all coordinates, \( i \), such that \( i_j < i < i_{j+1} \), either \( i = 0 \) or \( i = 1 \).
3. if \( i_j < i < i_{j+1} \) and \( i_{j+1} < i' < i_{j+2} \), then \( i = 0 \) implies \( i' = 1 \) and \( i = 1 \) implies \( i' = 0 \).

This codification is probably not very clear at first glance, so let me give an example.

Example 1. The chain \( z_{10}^3 \) consists of all three faces of the form:
\[
(0, 0, *, 1, *, 0, *, 1, 1, 1) \quad \text{or say} \quad (1, *, *, 1, 1, 1, *, 0, 0, 0)
\]

This is simply to say that we specify 3 (or \( k \)) coordinates to be allowed to vary and then in-between these coordinates, we force the entries to be constant in blocks, alternating only once we reach a varying coordinate.

Lemma 5.2. The chain \( z_n^k \) satisfies the following:

1. \( z_n^k \) is a cycle.
2. \( \| z_n^k \| = \| z_n^{k-1} \| + \| z_{n-1}^k \| = 2 \binom{n}{k} \).
(3) \( \text{Fill}(z_n^k) = \text{Fill}(z_{n-1}^{k-1}) + \text{Fill}(z_n^k) = \binom{n}{k+1}. \)

It is important to note that in particular,
\[
\text{Fill}(z_n^k) = \frac{n-k}{2(k+1)} \|z_n^k\|
\]
and so therefore, this class of cycles make the linear inequality (lemma 3.1) sharp.

Proof. The second statement is clear by definition. However, we would like to point out a geometric way of seeing it.

Let us specify a splitting, \( H \), of the cube, just as we have done above, by deleting the first entry of the binary string. Then
\[
(z_n^k)_+ + (z_n^k)_- = z_{n-1}^k \quad \text{and} \quad (z_n^k)_0 = z_{n-1}^{k-1}.
\]

Now suppose we have a filling, \( y \), of \( z_n^k \). Then \( y_0 \) is a filling of \( z_{n-1}^{k-1} \) and \( y_+ + y_- \) is a filling of \( z_{n-1}^k \). Therefore,
\[
\|y\| = \|y_+\| + \|y_0\| + \|y_-\| \geq \text{Fill}(z_{n-1}^{k-1}) + \text{Fill}(z_{n-1}^k).
\]

Now, \( \text{Fill}(z_{k+1}^k) = 1 = \binom{k+1}{k+1} \), while \( \text{Fill}(z_0^0) = n = \binom{n}{1} \). Therefore, by induction,
\[
\text{Fill}(z_n^k) = \binom{n}{k+1}.
\]

Let us briefly remark on why \( z_n^k \) is a cycle. A \((k-1)\)-face lies in the boundary of a face of \( z_n^k \) if it consists of alternating blocks of 1’s and 0’s in between varying coordinates except in one spot, where the block alternates unprompted. In that case, this \((k-1)\)-face lies in exactly two faces of \( z_n^k \): the one obtained by varying the 1 (at the unprompted alternation), and the one obtained by varying the 0. To give an example, the 2-face given by:
\[
(1, 1, *, 0, 0, 1, 1, *, 0, 0)
\]
belongs to both
\[
(1, 1, *, 0, *, 1, 1, *, 0, 0) \quad \text{and} \quad (1, 1, *, 0, 0, *, 1, *, 0, 0) \quad \text{in} \quad z_3^3
\]

Corollary 5.3.
\[
\text{Fill}(z_n^k) \geq \omega_k \|z_n^k\|^{\frac{k+1}{k+1}}
\]
where \( \omega_k \geq \frac{k^{\frac{1}{k}}}{2^{\frac{1}{k+1}}(k+1)^{\frac{1}{k+1}}} (1 - \epsilon) \) for any \( \epsilon \) and large enough \( n \).

In particular, this shows that the exponent in theorem 3.2 is optimal (though possibly the constant can be improved; \( c_k = O(k!) \) while \( \omega_k = \Omega(1) \)).
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