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In this paper, we propose simultaneous and sequential hybrid brain-computer interfaces (hBCIs) that incorporate electroencephalography (EEG) and electromyography (EMG) signals to classify drivers’ hard braking, soft braking, and normal driving intentions to better assist driving for the first time. The simultaneous hBCIs adopt a feature-level fusion strategy (hBCI-FL) and classifier-level fusion strategies (hBCIs-CL). The sequential hBCIs include the hBCI-SE1, where EEG signals are prioritized to detect hard braking, and hBCI-SE2, where EMG signals are prioritized to detect hard braking. Experimental results show that the proposed hBCI-SE1 with spectral features and the one-vs-rest classification strategy performs best with an average system accuracy of 96.37% among hBCIs. This work is valuable for developing human-centric intelligent assistant driving systems to improve driving safety and driving comfort and promote the application of BCIs.

1. Introduction

Road traffic accidents (RTA) are one of the most important factors causing casualties and economic losses. Traffic accidents cause nearly 1.35 million deaths and 20-50 million injuries every year [1]. Nearly three percent of gross domestic product is consumed as a result of traffic accidents every year, such as medical expenses for injuries and loss of personnel productivity [2]. In addition, with the fast pace of science, technology, and economic development, vehicles on the road are increasing year by year, and RTA is predicted to be the fifth factor leading to death in 2030 [1, 3].

An intelligent driver assistance system (IDAS) can indirectly influence vehicle control by notifying drivers of possible emergencies or directly controlling vehicles after detecting emergencies, effectively improving drivers’ driving safety.

Some IDASs need to detect drivers’ drowsy state [4, 5] and distraction state [6, 7]. Other IDASs depend on driving behavior detection and prediction of driving intentions [8, 9]. For example, when drivers encounter an emergency during driving, they need to perform emergency (hard) braking. If an IDAS can detect drivers’ hard braking intention in advance, it can directly control vehicles to take hard braking. Braking intention prediction is an important part of IDAS. In this study, braking is a specific behavior that slows or stops the vehicle. The braking can be classified into hard braking and soft braking. Hard braking refers to the behavior in which the driver presses the pedal hard to quickly decrease the vehicle speed in face of an emergency during driving. In contrast, soft braking refers to the behavior in which drivers press the pedal softly to slowly decrease the vehicle speed.

The input information of IDASs mainly consists of vehicle and surrounding-related, behavior-related, and biological signal-related information. The vehicle and surrounding environment information mainly comes from vehicle parameters and traffic information [10–13]. Driver behavior-related information can be obtained mainly by monitoring the activities of drivers’ feet, limbs, and heads [14, 15]. Biological information includes electroencephalography (EEG) signals and electromyography (EMG) signals [16, 17]. Because of the early occurrence of EEG signals, EEG signal-based brain-computer interfaces (BCIs) have been applied to driver behavior research [18–20]. Although these BCIs have made great progress in braking intention detection, the detection performance is not stable because of the properties of EEG signals.
A hybrid brain-computer interface (hBCI) is an effective scheme that can address the shortcomings of EEG-based BCIs, such as low stability, poor performance, and insufficient reliability [21–23]. According to how the signals are combined, the hBCIs fall into two modes. The first mode of hBCIs combines two or more kinds of EEG signals, such as event-related desynchronization (ERD), event-related synchronization (ERS), and P300 [24, 25]. Another mode of hBCIs combines EEG and other signals, such as EMG signals and ECG signals [26–28].

Existing studies of braking intention detection based on hBCIs can be summarized as follows. Haufe et al. [17] studied drivers’ hard braking intention detection in a virtual driving scene by collecting EEG signals, EMG signals, and vehicle information during driving simulation. Then, they detected upcoming hard braking intention by the hBCI model that combines EEG signals, EMG signals, and vehicle information. Their experimental results showed that their hBCI system could recognize hard braking intention 130 ms faster than the model based on the pedal deflection. They set similar car following tasks in the real environment to verify whether there are differences between the virtual environment and the real environment. Then, they collected the same kind of signals and used the same method to recognize hard braking. They confirmed that the detection performance of hard braking in a virtual environment was similar to that in reality [19]. In addition, Kim et al. [29] considered soft braking; they set several stimuli for the same braking intention in a virtual environment. Their model combined EEG signals, EMG signals, and brake pedal information for binary classification of the three driving intentions that are normal, soft, and hard braking in pairs and achieved better performance than BCI. Teng et al. [16] set pedestrians cross the road within a short distance ahead of the vehicle in the virtual driving environment to induce drivers’ hard braking. EEG signals were collected during driving to detect hard braking. They concluded that the detection system was able to recognize hard braking intentions 420 milliseconds after the onset of the emergency situation with a system accuracy of nearly 94%. On this basis, Bi et al. [30] proposed an hBCI model that combined EEG signals and environment information to detect emergency braking intention, which improved the detection performance and reduced the false alarm rate.

However, the above-mentioned detection methods are developed to recognize the hard braking intention from normal driving or soft braking intentions. To promote these detection methods of hard braking intention more applicable in realistic driving situations, our previous study [31] proposed an EEG-based detection method to distinguish hard braking, soft braking, and normal driving intentions. Experimental results suggested the feasibility of this detection method. However, the performance of this detection method was not good. The offline testing average accuracy of the three classes of driving intentions based on spectral features was 70.93%.

To address this problem, in this paper, we aim to develop simultaneous and sequential hBCIs based on EEG and EMG signals to recognize hard braking, soft braking, and normal driving intentions. The contribution of this paper is that it is the first work to use the fusion of EEG and EMG signals to recognize hard braking, soft braking, and normal driving intentions.

The remaining of the article is organized as below: Section 2 introduces the experiment of this study. Section 3 introduces the methodologies. Section 4 presents the results. Section 5 presents the discussion and conclusion of this study.

2. Experiment

2.1. Subjects. Thirteen subjects aged from 24 to 30 participated in the experiment. The subjects were required to ensure adequate sleep, not drink any substances such as alcohol and coffee that may affect the experiment, and signed the experiment consent before the experiment. The experiment was strictly abided by the 2013 Helsinki Declaration.

2.2. Experimental Procedure. The experiment was conducted in a virtual environment, as shown in Figure 1. The environment included a 2600 m straight runway, multiple houses, and numerous pedestrians. The driving behaviors involved in this study included hard braking, soft braking, and normal driving. The specific implementation process of the experiment was as follows. At the start of the experiment, subjects maintained normal driving and kept the vehicle driving forward without any unrelated driving behaviors. When the vehicle reached the location 1000 meters away from the starting point, the vehicle speed slowly increased to 120 km/h. As the vehicle speed reached about 120 km/h, subjects entered the soft braking stage and slowed the vehicle to an appropriate speed range between 80 km/h and 100 km/h. After completion of soft braking, subjects resumed normal driving. When the vehicle traveled from 1700 to 2000 meters from the starting point, three pedestrians appeared at random locations on the right side of the path. In addition, when the vehicle reaches a position of 30 meters away from the pedestrian, the pedestrian may begin to cross the road randomly. Subjects then entered the hard braking stage and stepped on the brake pedal firmly to avoid a collision with the crossing pedestrians. After completion of hard braking, subjects resumed the normal driving stage again. If no pedestrian crossed the road, subjects maintained the normal driving to the end.

Each subject conducted 60 trials, and thirty were target trials with hard braking. To avoid the influence of fatigue on our study, we performed the experiments on two different days.

3. Methods

3.1. System Framework. Figure 2 shows the framework of the multiclassification detection model based on simultaneous and sequential hBCIs. It includes data acquisition, EEG and EMG signal preprocessing, EEG and EMG signal feature extraction and classification, fusion strategies of simultaneous
3.2. Data Acquisition. We adopted the 32-channel amplifier of the SYMTOP company to collect sixteen criterion channels EEG signals (P3, P8, P7, P4, Pz, C4, Cz, C3, O1, Oz, O2, F4, Fz, F3, T7, and T8) according to international 10-20 system [32]. Meanwhile, the same acquisition device was used to collect EMG signals to ensure the time synchronization of EEG and EMG signals. The EMG signals were acquired from eight muscles (soleus, external gastrocnemius, tibialis anterior, rectus femoris, biceps brachii, internal gastrocnemius, medial femoral, and lateral femoral) [33]. In addition, we used the other two electrodes to collect the left ear and right ear signals and used the mean value of the left ear and right ear signals as the reference potential. The amplifier had a sampling frequency of 1000 Hz, a six-order Butterworth bandpass filter of 0-120 Hz, and a notch filter of 50 Hz.

3.3. EEG and EMG Signal Preprocessing. EEG signal preprocessing: first, the target frequency band (0.5-60 Hz) of EEG signals was obtained by using a sixth-order Butterworth bandpass filter [16]. Second, the signals were downsampled to 200 Hz. Third, we decomposed the EEG data into multiple independent components by independent and sequential hBCIs, multiclassification strategies, offline and pseudoonline testing, and performance assessment.
component analysis (ICA), which is an effective algorithm for removing random blink and EMG artifacts [34]. We applied sixfold cross-validation for training and testing. During the training, it is a manual process to remove artifacts by ICA, and the unmixing matrix is obtained. However, during the testing (i.e., the online detection), the unmixing matrix can be automatically applied [30]. Finally, we eliminated signal drift through the baseline correction (BC) by subtracting the mean value of the corresponding position of all channel data to obtain the EEG signals without signal drift. We eliminated the common noise of all channels through the common average reference (CAR) by subtracting the mean value of the corresponding position of all channel data to obtain the EEG signals without common noise.

EMG signal preprocessing: first, the target frequency band (15-90 Hz) was obtained by applying a sixth-order Butterworth bandpass filter [17]. Second, the filtered EMG signals were downsampled to 200 Hz to synchronize with EEG signals. Finally, we eliminated EMG signal drift through BC and reduced the common noise by CAR.

3.4. EEG and EMG Feature Extraction and Classification. Feature extraction of EEG and EMG signals:

(i) The common spatial pattern (CSP) was used to project 16-channel EEG data and 8-channel EMG data into \( m \) virtual channels of EEG data and \( M \) virtual channels of EMG data

The CSP projection process of EEG signals:

(a) We calculated the covariance matrix of each EEG sample, as expressed as follows:

\[
E = \frac{X(t)X(t)^T}{\text{trace}(X(t)X(t)^T)},
\]

where \( E \) is the covariance matrix of \( X(t) \), \( X(t) \) is the preprocessed EEG sample, and \( X(t)^T \) is the transposed matrix of \( X(t) \).

(b) We calculated the average covariance matrices of target and nontarget samples; the mixed covariance matrix, and the expression is as follows:

\[
E_m = \overline{E}_t + \overline{E}_n,
\]

where \( E_m \) represents the mixed covariance matrix of target and nontarget samples and \( \overline{E}_t \) and \( \overline{E}_n \) represent the covariance matrix of the target and nontarget samples, respectively.

(c) We decomposed the mixed covariance matrix, which can be described as

\[
E_m = F_m\lambda_m F_m^T,
\]

where \( F_m \) represents the eigenvector matrix and \( \lambda_m \) represents the eigenvalue matrix.

(d) We whiten the mixed covariance matrix, and the expression is as follows:

\[
G = \sqrt{\lambda_m^{-1}} F_m^T,
\]

\[
E_w = GE_m G^T,
\]

where \( F_m \) represents the eigenvector matrix and \( \lambda_m \) represents the eigenvalue diagonal matrix.

(e) The eigenvalue of \( E_w \) is equal to 1 with the transformation of \( G \). In addition, according to the expressions (2) and (5), we can obtain

\[
H_t = GE_t G^T, \\
H_n = GE_n G^T,
\]

where \( H_t \) and \( H_n \) have the same eigenvector.

(f) We decomposed \( H_t \) and \( H_n \) as follows:

\[
H_t = J\lambda_t J^T, \\
H_n = J\lambda_n J^T, \tag{7}
\]

where \( J \) represents the common eigenvector of \( H_t \) and \( H_n \). The larger the value of \( \lambda_t \), and the smaller the value of \( \lambda_n \). Therefore, this property is conducive to distinguishing the two types of samples.

(g) We calculated the projection matrix of CSP, which can be expressed as follows:

\[
W_e = (J^TG)^T, \tag{8}
\]

(h) We can obtain the EEG sample after projection. Moreover, we can obtain the EMG sample after projection in the same way, which can be described as follows:

\[
X_e(t) = W_e X(t), \\
X_e(t) = W_e X(t), \tag{9}
\]

where \( W_e \) is the projection matrix for EEG signals, \( X_e(t) = [x_{e1}(t), x_{e2}(t), \cdots, x_{en}(t)] \), and \( x_{em}(t) \) is the \( m \)th channel of projected EEG data. The projection matrix for EMG signals is \( W_e \), and \( Y(t) \) is the preprocessed EMG signals. \( Y_m \)
(t) = [ym1(t), ym2(t), ..., ymn(t)], where ymn(t) is the Mth virtual channel of EMG data.

(ii) We calculated the temporal and spectral features of EEG and EMG signals.

EEG signal feature calculation: hard braking, soft braking, and normal driving are specific in EEG amplitude and power spectral density function [31]. Therefore, the projected EEG temporal feature Xc(t). The original spectral feature Xc(f) is the power spectral density function obtained from Xc(f) by fast Fourier transform (FFT).

EMG signal feature calculation: hard braking, soft braking, and normal driving are specific in EMG envelope amplitude and power spectral density function [33]. Therefore, the original EMG temporal feature,Ylm(t) obtained from Ylm(t) by applying the linear envelope (rectification followed by a second-order Butterworth low-pass filter with a cut-off frequency of 2), and Ylm(f) is the original spectral feature obtained from Ylm(t) through FFT.

(iii) We selected EEG signal features and EMG signal features by using the distance correlation coefficient (DCC) to reduce the calculation time of the model [35].

For the spectral feature selection of EEG signals, there are four steps as follows:

(a) We calculated the norm distance of each feature pair:

\[ a_{ij} = ||A^q(i) - A^q(j)||, \quad i, j = 1, 2, \ldots, n, \]
\[ b_{ij} = ||B^q(i) - B^q(j)||, \quad i, j = 1, 2, \ldots, n, \]

where the normal distance of the ith feature of Aq and the jth feature of Aq is \( a_{ij} \), \( A^q = [t_q(1), \ldots, t_q(k), n_q(1), \ldots, n_q(r)] \), and \( t_q(k) \) and \( n_q(r) \) represent the qth characteristic of \( X_e(f) \) in the kth target sample and the rth nontarget sample, respectively.

The normal distance of the ith feature of Bq and the jth feature of Bq is \( b_{ij} \), \( B^q = [1_q(1), \ldots, 1_q(k), -1_q(1), \ldots, -1_q(r)] \), where \(-1_q(r)\) is the category label of \( n_q(r) \), and \( 1_q(k) \) is the category label of \( t_q(k) \).

(b) We centralized the normal distance matrices of the qth feature matrix and the reference matrix, respectively:

\[ C^q_{ij} = a^q_{ij} - \overline{a}^q_i + \overline{a}^q_j, \]
\[ D^q_{ij} = b^q_{ij} - \overline{b}^q_i - \overline{b}^q_j + \overline{b}^q, \]

where \( C^q_{ij} \) is the centralized normal distance between the ith and the jth feature of Aq, \( \overline{a}^q_i \) is the average value of ith row of its norm distance matrix, \( \overline{a}^q_j \) is the average value of jth column of its norm distance matrix, and \( \overline{a} \) is the average value of its norm distance matrix. \( D^q_{ij} \) is the centralized normal distance between ith and jth feature of Bq, \( \overline{b}^q_i \) is the average value of ith row of its norm distance matrix, \( \overline{b}^q_j \) is the average value of jth column of its norm distance matrix, and \( \overline{b} \) is the average value of its norm distance matrix.

(c) The square covariance of Cq and Dq was calculated in Equation (12), and the variance of Cq and the variance of Dq were calculated in Equations (13) and (14), respectively. Then, the distance correlation coefficient between Aq and Bq was obtained in (15).

\[ dCov^2_n(A^q, B^q) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} C^q_{ij} D^q_{ij}, \]  
\[ dVar_n^2(A^q) = dCov^2_n(A^q, A^q) = \frac{1}{n^2} \sum_{i=1}^{n} (C^q_{ii})^2, \]  
\[ dVar_n^2(B^q) = dCov^2_n(B^q, B^q) = \frac{1}{n^2} \sum_{i=1}^{n} (D^q_{ii})^2, \]  
\[ dCor(A^q, B^q) = \frac{dCov(A^q, B^q)}{dVar(A^q) dVar(B^q)}. \]

(d) We selected W features with high distance correlation coefficients from \( X_e(f) \). Similarly, we selected W features from \( X_e(t) \), \( Ylm(t) \), and \( Ylm(f) \), respectively.

EEG and EMG signal classification: in related studies [16, 17, 30], regularized linear discriminant analysis (RLDA) has achieved a good decoding performance. Therefore, we used it as the classifier. The classifier can be expressed as follows.

\[ y = \psi^T x, \]

where \( y \) is the output value, \( x \) represents the selected temporal or spectral features, \( \psi = \sum f / (v_1 - v_2) \) is the matrix of projection, and \( v_1 \) and \( v_2 \) are the average values of features of the two classes samples, respectively. \( \sum f \) is computed by

\[ \sum f = (1 - \lambda) \sum w + \lambda g, \]

where the regularized parameter \( \lambda \) takes the value in the range from 0.1 to 1 with a step size of 0.1. \( \sum w \) is the within-class matrix, \( g = \text{trace}(\sum w) / g \), \( g \) is the dimension of \( \sum w \), and \( I \) represents the identity matrix.
Furthermore, the classification probability of each sample was obtained

\[
P = \begin{cases} 
\frac{1}{2} + \frac{1}{2} \cdot \frac{(\min (y_{\text{max}}, y) - \text{thre})}{y_{\text{max}} - \text{thre}}, & y \geq \text{thre}, \\
\frac{1}{2} - \frac{1}{2} \cdot \frac{(\text{thre} - \max (y_{\text{min}}, y))}{\text{thre} - y_{\text{min}}}, & y < \text{thre}, 
\end{cases}
\]

(18)

where \( P \) is the classification probability, \( \text{thre} \) is the threshold value, and \( y_{\text{max}} \) and \( y_{\text{min}} \) are the maximum and minimum values of \( y \) associated with training samples.

3.5. Fusion Strategies of Simultaneous and Sequential hBCI.

The target of fusion strategies is to take full advantage of EEG and EMG signals. In this research, the simultaneous hBCI models used EEG and EMG signals together in every part of the models. Meanwhile, the sequential hBCI models used EEG signals in one part of the models, and EMG signals in the other part.

In Figure 2, simultaneous hBCIs included hBCI-FL and hBCI-CL, whereas the sequential hBCI included hBCI-SE. In this study, we applied the static fusion rules for all models.

For the hBCI-FL with the feature-level fusion strategy, the selected EEG and EMG signal features were normalized by the min-max normalization. Then, the two signal features were concatenated and fed to the classifier to obtain the classification result.

For the hBCI-CL with the classifier-level fusion strategy, we calculated the classification probabilities of the EEG-based classifier and EMG-based classifier according to (18). The two classification probabilities were combined in different ways to obtain the final classification result. In this study, three classifier fusion strategies were adopted as follows.

The hBCI-CL1 adopted the "AND" fusion strategy. If both classification results based on the EEG classifier and EMG classifier are both targets, the output result is the target. Otherwise, the output result is nontarget.

The hBCI-CL2 used the "OR" fusion strategy. If one of the output results of the EEG-based classifier and EMG-based classifier is the target, the final output result is the target. Otherwise, the output result is nontarget.

The hBCI-CL3 adopted the Naive Bayesian fusion strategy [36]. It used the conditional probability \( P(G|F_1, F_2) \) by (19) to combine the decisions from EEG-based and EMG-based classifiers.

\[
P(G|F_1, F_2) \propto P(G)P(F_1, F_2|G),
\]

(19)

where \( G \) denotes the class (target or nontarget), \( F_1 \) and \( F_2 \) are the output results of the EEG-based classifier and EMG-based classifier, respectively.

The Bayesian fusion strategy assumed that EEG and EMG are independent in the detection process before the results output. Then, we coupled EEG and EMG at the decision level. Although the EEG and EMG signals are tightly coupled together, we can separately use them to build models. Therefore, we assumed that the two signal sources used in the detection process before the final result output are independent in our models [36]. We can obtain

\[
P(F_1, F_2|G) = P(F_1|G)P(F_2|G),
\]

(20)

According to (19) and (20), we can have

\[
G_{\text{out}} = \arg \max (P(G = h)P(F_1|G = h)P(F_2|G = h)),
\]

(21)

with \( h \in \{ \text{target, nontarget} \} \). \( P(F_1|G = h) \) and \( P(F_2|G = h) \) are the classification probabilities obtained by the EEG-based classifier and EMG-based classifier, respectively, and \( G_{\text{out}} \) is the output result. Assume that the prior probabilities of the two classes \( P(G = h) \) are the same.

The hBCI-SE1 model used EEG signals to recognize the hard braking intention from soft braking and normal driving intentions and used EMG signals to implement other binary classifiers. In contrast, the hBCI-SE2 model used EMG signals to recognize hard braking and EEG signals to implement other binary classifiers.

3.6. Multiclassification Strategies. In this study, the one-vs-rest and the decision tree strategies were adopted for multiclass classification. The one-vs-rest classification strategy decomposed the three-class classification into three parallel binary classifications, including normal driving versus the rest, soft braking versus the rest, and hard braking versus the rest. For the one-vs-rest classification strategy, the final result \( R_a \) is obtained according to the maximum value of all binary classifiers. The decision rule expression is as follows:

\[
R_a = \arg \max_{i=1,2,3} \langle y_i \rangle.
\]

(22)

The decision tree strategy decomposed the three-class classification into a cascade of two binary classifications. The first binary classifier was first used to classify hard braking from soft braking and normal driving. If the classification was not hard braking, the second one was used to classify soft braking and normal driving. For the decision rules, we compared \( y_1 \) with \( K_1 \) (threshold of the first classifier) and \( y_2 \) with \( K_2 \) to obtain the final result \( R_b \). If \( y_1 > K_1 \), \( R_b \) is hard braking. Otherwise, it is nonhard braking. Then, if \( y_2 > K_2 \), \( R_b \) is soft braking. Otherwise, it is normal driving.

3.7. Offline and Pseudoonline Testing and Performance Assessment. For the offline three-class classification, first, we extracted one-second data (16-channel EEG data and 8-channel EMG data) before the onset of the pedal deflection of hard and soft braking from each trial as one hard and soft braking sample, respectively. In this way, we obtained 30 hard-braking samples and soft-braking samples for each subject. Second, one-second data were extracted randomly from the interval of 11 to 4 seconds before the pedal deflection of hard braking from each trial as one normal driving sample. Likewise, we obtained 30 normal driving samples for each subject. The detection model was evaluated by the sixfold cross-validation.
Pseudoonline testing is similar to online testing. However, the testing data need to be collected in advance. The pseudoonline testing process is shown in Figure 3. First, we set the value of $W$, $m$, and $M$ for each subject according to the $W$, $m$, and $M$ values obtained in the offline analysis. Second, we fed EEG and EMG signals of one-second window size (win 1) to the detection model to obtain the detection result. Third, we move the window by a fixed step size of 60 ms to get a new window (win 2) and fed the EEG and EMG signals corresponding to win 2 to the detection model to obtain another detection result. Fourth, repeat the third operation until the end of one session. Finally, we obtained the test results of all experimental trials for each subject.

For offline analysis, we used the three classes of driving samples extracted from the test trials for the detection model testing. In comparison, for the pseudoonline analysis, the one-second test samples extracted from the test trials were continuously input to the detection model with a fixed step size.

Since the pseudoonline testing is different from the offline testing, we adopted separate evaluation indexes.
accuracy was used as the performance index for the offline multiclassification, whereas the system accuracy was used as the performance index. The system accuracy is described as

$$Sa = \frac{1 - \text{Fal} + \text{Hit}_e + \text{Hit}_s}{3},$$  \hspace{1cm} (23)
Furthermore, we used the advanced time to verify the feasibility of our detection model, which represents the time interval between the onset of the pedal deflection and the time instant when the detection system issues the braking intention.

4. Results

In this section, first, we decoded three driving intentions by using all simultaneous hBCI models to obtain the optimal simultaneous hBCI model. Second, we decoded the three driving intentions using different sequential hBCI models to obtain the optimal sequential hBCI model. Third, the proposed models were evaluated by comparing the optimal simultaneous hBCI and the optimal sequential hBCI with models based on single EEG signals or EMG signals. Fourth, the optimal sequential hBCI, the optimal sequential hBCI, and models based on single EEG signals or EMG signals were used for pseudoonline testing. Finally, to further validate the proposed methods, we compared them with those related methods in other studies.

4.1. Offline Multiclassification Performance Based on Simultaneous hBCIs

(i) One-vs-rest vs. decision tree in temporal features

Figure 4 presents the accuracy of the simultaneous hBCI models based on temporal features in decoding hard braking, soft braking, and normal driving. The result shows that the decision tree achieves better decoding performance than the one-vs-rest.

(ii) One-vs-rest vs. decision tree in spectral features

Figure 5 presents the accuracy of the simultaneous hBCI models based on spectral features in decoding hard braking, soft braking, and normal driving. The result shows that the decision tree achieves better decoding performance than the one-vs-rest.

(iii) Temporal features vs. spectral features

Figure 6 shows the performance of simultaneous hBCI models based on the decision tree classification strategy in decoding hard braking, soft braking, and normal driving. The result shows that the spectral feature-based hBCI models obtained better performance than temporal feature-based hBCI models.

In addition, the decoding performance of the hBCI-FL adopting spectral features and the decision tree classification strategy produced the best result in terms of the average performance. Therefore, it was selected as the optimal simultaneous hBCI model.

4.2. Offline Multiclassification Performance Based on Sequential hBCIs. Figure 7 presents the performance of sequential hBCI models in decoding hard braking, soft braking, and normal driving. The sequential hBCIs include hBCI-SE1 and hBCI-SE2.

The points that can be extracted from the results:

| Subject no. | Virtual channel (m) | hBCI-FL-B Virtual channel (M) | Feature number (W) | Virtual channel (m) | hBCI-SE1-A Virtual channel (M) | Feature number (W) | EEG-B Virtual channel (M) | Feature number (W) | EMG-B Virtual channel (M) | Feature number (W) |
|-------------|---------------------|-------------------------------|-------------------|---------------------|-------------------------------|-------------------|--------------------------|-------------------|--------------------------|-------------------|
| S1          | 16                  | 2                             | 10                | 2                   | 6                             | 50                | 8                        | 100               | 6                        | 70                |
| S2          | 14                  | 2                             | 10                | 6                   | 2                             | 70                | 8                        | 20                | 4                        | 20                |
| S3          | 2                   | 8                             | 90                | 6                   | 2                             | 80                | 4                        | 10                | 4                        | 10                |
| S4          | 8                   | 6                             | 30                | 6                   | 6                             | 70                | 10                       | 100               | 6                        | 70                |
| S5          | 16                  | 6                             | 10                | 2                   | 8                             | 20                | 8                        | 90                | 2                        | 90                |
| S6          | 2                   | 2                             | 40                | 2                   | 8                             | 50                | 14                       | 60                | 2                        | 30                |
| S7          | 14                  | 8                             | 30                | 6                   | 6                             | 20                | 6                        | 10                | 8                        | 30                |
| S8          | 2                   | 6                             | 100               | 10                  | 8                             | 90                | 16                       | 10                | 8                        | 100               |
| S9          | 8                   | 4                             | 70                | 10                  | 4                             | 100               | 10                       | 70                | 6                        | 20                |
| S10         | 6                   | 2                             | 10                | 6                   | 4                             | 70                | 4                        | 20                | 2                        | 10                |
| S11         | 2                   | 4                             | 30                | 6                   | 4                             | 90                | 12                       | 20                | 2                        | 40                |
| S12         | 14                  | 8                             | 90                | 10                  | 4                             | 20                | 10                       | 20                | 4                        | 10                |
| S13         | 6                   | 2                             | 10                | 16                  | 2                             | 50                | 16                       | 70                | 2                        | 90                |
The sequential hBCIs with spectral features produced results better than those with temporal features.

The decoding performance of hBCI-SE1 was better than that of hBCI-SE2 with the same features.

The hBCI-SE1 model adopting spectral features and the one-vs-rest classification strategy achieved the best decoding performance and thus was chosen as the optimal sequential hBCI model.

### 4.3 Offline Multiclassification Performance Comparison between hBCIs Models and Single EEG or EMG Models

#### (i) The sequential hBCIs with spectral features produced results better than those with temporal features

#### (ii) The decoding performance of hBCI-SE1 was better than that of hBCI-SE2 with the same features

#### (iii) The hBCI-SE1 model adopting spectral features and the one-vs-rest classification strategy achieved the best decoding performance and thus was chosen as the optimal sequential hBCI model

#### (i) Comparison in EEG bands

In the spectral features, the frequency bands of EEG signals included the $\delta$ band (0–4 Hz), $\Theta$ band (4–8 Hz), $\alpha$ band (8–13 Hz), $\beta$ band (13–30 Hz), $\gamma$ band (30–50 Hz), and 0.5–60 Hz [31].

Figure 8 presents the classification accuracy of EEG models based on different spectral features and the one-vs-rest classification strategy in decoding hard braking, soft braking, and normal driving. Besides, Figure 9 presents the classification accuracy of EEG models based on different spectral features and the decision tree classification strategy in decoding the three driving intentions. The result shows that 0.5–60 Hz achieves the best detection performance in the EEG-based models.

---

**Figure 11**: The system accuracy in detecting hard and soft braking by using the four optimal models. The EEG-B is the EEG-based detection model with the decision tree classification strategy, the hBCI-FL-B is the simultaneous model at the feature level fusion strategy with the decision tree classification strategy, the hBCI-SE1-A is the sequential model that gives priority to EEG signals with the one-vs-rest classification strategy, and the EMG-B is the EMG-based detection model with the decision tree classification strategy (note that all the above detection models are based on spectral features).
Table 2: Pseudonline detecting performance. Note that the results were averaged across all subjects. The hBCI-FL-B represents models that adopt the fusion strategy at the feature level and the decision tree classification strategy, the hBCI-SE1-A represents models that adopt the sequential fusion strategy with priority on EEG signals and the one-vs-rest classification strategy, the EEG-B is the EEG-based detection model using the decision tree classification strategy, and the EMG-B is the EMG-based detection model using the decision tree classification strategy. SA represents the system accuracy, AT (H) represents the advanced time of hard braking relative to behavior, and AT (S) represents the advanced time of soft braking relative to behavior.

|             | hBCI-FL-B       | hBCI-SE1-A       | EEG-B      | EMG-B      |
|-------------|-----------------|-----------------|-----------|-----------|
| SA (%)      | 96.04 ± 2.12    | 96.37 ± 1.37    | 90.98 ± 1.92 | 91.37 ± 3.72 |
| AT (H) (ms) | 268.83 ± 85.19  | 300.14 ± 82.50  | 328.64 ± 80.48 | 185.69 ± 53.87 |
| AT (S) (ms) | 256.45 ± 64.43  | 193.54 ± 45.68  | 288.22 ± 74   | 157.74 ± 45.20 |

(ii) hBCIs models vs. EEG or EMG models

Figure 10 shows the performance of the optimal simultaneous hBCI model, the optimal sequential hBCI model, and models based on single EEG or EMG signals in decoding the three driving intentions.

(a) The single EEG models and single EMG models based on the decision tree classification strategy achieved slightly better decoding performance than those based on the one-vs-rest classification strategy.

(b) The decoding performance of the optimal simultaneous model hBCI-FL based on spectral features and decision tree classification strategy (81.45% ± 10.29%) was similar to that of the optimal sequential model hBCI-SE1 based on spectral features and the one-vs-rest classification strategy (81.54% ± 8.5%). Furthermore, both optimal simultaneous and sequential hBCI models performed better than the optimal single EEG model based on spectral features and decision tree classification strategy (70.68% ± 9.52%) and the optimal single EMG model based on spectral features and decision tree classification strategy (76.87% ± 8.29%).

In addition, Table 1 shows the parameters for virtual channel selection and feature selection in the optimal simultaneous and sequential hBCI models and those in the optimal single EEG and single EMG models for each subject.

4.4. Pseudonline Multiclassification Performance Based on Simultaneous and Sequential hBCIs. Figure 11 shows the system accuracy of the three driving intentions detection by using the optimal simultaneous hBCI model (hBCI-FL-B), the optimal sequential hBCI model (hBCI-SE1-A), the optimal single EEG model (EEG-B), and the optimal single EMG model (EMG-B). The EEG-B model had a system accuracy of 90.98% ± 1.92%, and the EMG-B model had a system accuracy of 91.37% ± 3.72%. The hBCI-FL-B model achieved 4.67% higher system accuracy ($F(1,12) = 20.70$, $p = 0.001$) than that of the EMG-B model. The system accuracy of hBCI-SE1-A model was 5% higher ($F(1,12) = 25.80$, $p < 0.001$) than that of the EMG-B model. We adopted the one-way repeated-measures analysis of variance (ANOVA) to evaluate the difference level and considered the model as a factor, and the reference value of the significant difference was 0.05.

Table 3: Decoding performance of binary classification based on temporal and spectral features. Note that the results were averaged across all subjects. H is hard braking, S is soft braking, and N is normal driving. The italicized data represent temporal features, and the data in bold represent spectral features.

|         | H     | S     | N     |
|---------|-------|-------|-------|
| H       | 80.33%| 86.10%|       |
| S       | 96.26%| 90.74%|       |
| N       | 95.23%| 94.10%|       |

In addition, the advanced time of hard and soft braking detection by using the hBCI-FL-B model were 268.83 ± 85.19 ms and 256.45 ± 64.43 ms, respectively. The advanced time of hard and soft braking detection by using the hBCI-SE1-A model was 300.14 ± 82.50 ms and 193.54 ± 45.68 ms, respectively. All pseudonline detection performance is shown in Table 2.

4.5. Binary Classification Performance Based on hBCI. For the offline binary classification, we adopted the hBCI-FL to build binary decoding models. We extracted the three classes of driving samples according to the sample selection method of the offline three-class classification. Each decoding model was evaluated by using sixfold cross-validation.

Temporal and spectral features were used to build the hBCI-FL binary decoding models. Table 3 presents the binary classification results. There were three binary classification tasks (hard braking versus soft braking, hard braking versus normal driving, and soft braking versus normal driving). From Table 3, we can see that the binary classification performance of models based on spectral features was 6% to 15% higher than models based on temporal features. The binary classification performance index used in this paper was the area under the curve (AUC); AUC was used to compare the performance with the related study.

5. Discussion and Conclusion

In this paper, we compared and analyzed several simultaneous and sequential hBCI models, which used spectral or temporal features and the one-vs-rest or decision tree classification strategy for multiclassification of the three driving intentions. The offline results showed that hBCI-FL adopting...
spectral features and the decision tree classification strategy achieved the best decoding performance among the simultaneous hBCIs. And the hBCI-SE1 based on spectral features and the one-vs-rest classification strategy achieved the best decoding performance among the sequential hBCIs. In addition, we compared the optimal simultaneous hBCI model and the optimal sequential hBCI model with models based on single EEG or EMG signals. The results demonstrated that the optimal simultaneous and sequential hBCIs both performed significantly better than those based on single EEG or EMG signals. Furthermore, pseudoonline testing was conducted and produced results in good agreement with the offline testing results.

This research promotes the development of intelligent assistant systems. On the one hand, the upcoming braking intentions can be predicted using our method. On the other hand, this study explored the simultaneous hBCIs and sequential hBCIs, respectively. It can benefit not only the study of drivers’ behavior but also the study of drivers’ states. Compared with the related study [29], the proposed hBCI methods achieved better performance in binary classification. In decoding hard braking from normal driving, our method performed better with an AUC of 95.23%, compared to the method based on EEG signals in [29] with an AUC of about 90%. The AUC of our methods in decoding soft braking versus normal driving reached 94.10%. In comparison, the AUC of the method based on EEG signals was about 69% [29]. Similarly, our methods showed better results (AUC of 96.26%) in decoding soft and hard braking than the methods based on EMG signals (AUC of about 74%) [29]. Moreover, existing studies did not perform multiclassification, whereas our system accuracy in recognizing hard braking, soft braking, and normal driving intentions reached 96.37%. However, it should be noted that the comparative studies and this research have differences in the simulated environment, subjects, and collecting device. Thus, the direct performance comparison may be unfair.

There are still some limitations in this study. First, stimuli to induce hard braking and soft braking are not diverse. Hard braking and soft braking were induced by the pedestrian crossing the road at short distances and overspeed, respectively. There are a variety of stimuli for inducing hard braking and soft braking. For example, the sudden braking of the leading vehicle at a close distance can induce hard braking. Sudden vehicle stop at a long distance can induce soft braking. More stimuli for hard and soft braking should be included in the experiment. Moreover, the stimuli to induce the mixed situation of hard braking and soft braking should also be considered. Second, we did not consider the impact of the subjects’ differences in our research, such as gender, height, driving experience, and sitting posture. These differences and their impacts on detecting hard and soft braking can be studied to make our method more applicable. Third, the data collection method used in our study requires subjects to wear the acquisition device, which is inconvenient for subjects. Wireless acquisition equipment developed recently may solve this issue. Moreover, fewer channels are more appropriate from the perspective of usability but may compromise the accuracy.

In the future, we will address the limitations mentioned above. We will consider various stimuli, explore the impact of the subjects’ differences on recognizing braking intentions, improve the existing data acquisition method, and explore more effective features and fusion strategies to improve the performance. Overall, existing and future research can help improve driving safety and comfort in this field.
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