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Abstract—Human infants learn language while interacting with their environment in which their caregivers may describe the objects and actions they perform. Similar to human infants, artificial agents can learn language while interacting with their environment. In this work, first, we present a neural model that bidirectionally binds robot actions and their language descriptions in a simple object manipulation scenario. Building on our previous Paired Variational Autoencoders (PVAE) model, we demonstrate the superiority of the variational autoencoder over standard autoencoders by experimenting with cubes of different shapes, and by enabling the production of alternative vocabularies. Additional experiments show that the model’s channel-separated visual feature extraction module can cope with objects of different shapes. Next, we introduce PVAE-BERT, which equips the model with a pretrained large-scale language model, i.e., Bidirectional Encoder Representations from Transformers (BERT), enabling the model to go beyond comprehending only the predefined descriptions that the network has been trained on; the recognition of action descriptions generalises to unconstrained natural language as the model becomes capable of understanding unlimited variations of the same descriptions. Our experiments suggest that using a pretrained language model as the language encoder allows our approach to scale up for real-world scenarios with instructions from human users.

Index Terms—language grounding, variational autoencoders, channel separation, pretrained language model, object manipulation

I. INTRODUCTION

Humans use language as a means to understand and to be understood by their interlocutors. Although we can communicate effortlessly in our native language, language is a sophisticated form of interaction which requires comprehension and production skills. Understanding language depends also on the context, because words can have multiple meanings and a situation can be explained in many ways. As it is not always possible to describe a situation only in language or understand it only with the medium of language, we benefit from other modalities such as vision and proprioception. Similarly, artificial agents can utilise the concept of embodiment (i.e. acting in the environment) in addition to perception (i.e. using multimodal input like audio and vision) for better comprehension and production of language [5]. Human infants learn language in their environment while their caregivers describe the properties of objects, which they interact with, and actions, which are performed on those objects. In a similar vein, artificial agents can be taught language; different modalities such as audio, touch, proprioception and vision can be employed towards learning language in the environment.

The field of artificial intelligence has recently seen many studies attempting to learn language in an embodied fashion [2], [6], [12], [19], [21]. In this paper, we bidirectionally map language with robot actions by employing three distinct modalities, namely text, proprioception and vision. In our robotic scenario, two objects are placed on a table as the NICO (the Neuro-Inspired COmpanion) robot [16] physically interacts with them - see Figure 1. NICO moves objects along the table surface according to given textual descriptions and recognises the actions by translating them to corresponding descriptions. The possibility of bidirectional translation between language and control was realised with a paired recurrent autoencoder (PRAE) architecture by Yamada et al. [30], which aligns the two modalities that are each processed by an autoencoder. We extended this approach (PRAE) with the Paired Variational Autoencoders (PVAE) [32] model, which enriches the language used to describe the actions taken by the robot: instead of mapping a distinct description to each action [30], the PVAE maps multiple descriptions, which are equivalent in meaning, to each action. Hence, we have transcended the strict one-to-one mapping between control and language since our variational autoencoder-based model can associate each robot action with multiple description alternatives. The PVAE is composed of two variational autoencoders (VAEs), one...
for language, the other for action, and both of them consist of an LSTM (long short-term memory) [14] encoder and decoder which are suitable for sequential data. The dataset of an LSTM (long short-term memory) [14] encoder and decoder which are suitable for sequential data. The dataset of a pretrained language model, hence, benefitting from large unlabelled textual data. We make use of transfer learning by using and/or filler words (e.g., ‘please’, ‘could’, ‘the’, etc.) as our descriptions equivalent in meaning with different word order given the same object combinations on the table. This new model variant, which we call VAE-BERT, can handle not only the descriptions it is trained with, but also various descriptions equivalent in meaning with different word order and/or filler words (e.g., ‘please’, ‘could’, ‘the’, etc.) as our analysis shows. We make use of transfer learning by using a pretrained language model, hence, benefitting from large unlabelled textual data.

Our contributions can be summarised as follows:

1) In our previous work [32], replacing each word by its alternative does not lift the grammar restrictions on the language input. In order to process unconstrained language input, we equip the VAE architecture with the Bidirectional Encoder Representations from Transformers (BERT) language model [8] that has been pretrained on large-scale text corpora to enable the recognition of unconstrained natural language commands by human users. To this end, we replace the LSTM language encoder with a pretrained BERT model so that the VAE can recognise different commands that correspond to the same actions as the predefined descriptions given the same object combinations on the table. This new model variant, which we call VAE-BERT, can handle not only the descriptions it is trained with, but also various descriptions equivalent in meaning with different word order and/or filler words (e.g., ‘please’, ‘could’, ‘the’, etc.) as our analysis shows. We make use of transfer learning by using a pretrained language model, hence, benefitting from large unlabelled textual data.

2) Here, we introduce VAE-BERT, which, by using pretrained BERT, indicates the potential of our approach to be scaled up for unconstrained instructions from human users.

3) Additional principle component (PCA) analysis shows that language as well as action representation vectors arrange according to the semantics of the language descriptions.

The remainder of this paper is organised as follows: the next section describes the relevant work, Section 3 presents

2https://www.inf.uni-hamburg.de/en/inst/ab/wtm/research/corpora.html

the architecture of the PVAE and PVAE-BERT models, various experiments and their results are given in Section 4, Section 5 discusses the results and their implications and the last section concludes the paper with final remarks.

II. RELATED WORK

The state-of-the-art approaches in embodied language learning mostly rely on tabletop environments [11], [13], [24], [25], [30] or interactive play environments [19] where a robot interacts with various objects according to given instructions. We categorise these approaches into three groups: those that translate from language to action, those that translate from action to language and those that can translate in both directions, i.e., bidirectional approaches. Bidirectional approaches allow greater exploitation of available training data as training in both directions can be interpreted as multitask learning, which ultimately leads to more robust and powerful models independent of the translation direction. By using the maximum amount of shared weights for multiple tasks, such models would be more efficient than independent unidirectional networks in terms of data utilisation and the model size.

A. Language-to-Action Translation

Translating from language to action is the most common form in embodied language learning. Hatori et al. [11] introduce a neural network architecture for moving objects given the visual input and language instructions, as their work focuses on the interaction of a human operator with the computational neural system that picks and places miscellaneous items as per verbal commands. In their scenario, many items with different shape and size (e.g. toys, bottles etc.) are distributed across four bins with many of them being occluded - hence, the scene is very complex and cluttered. Given a pick-and-place instruction from the human operator, the robot first confirms and then executes it if the instruction is clear. Otherwise, the robot asks the human operator to clarify the desired object. The network receives a verbal command from the operator and an RGB image from the environment, and it has separate object recognition and language understanding modules, which are trained jointly to learn the names and attributes of the objects.

Shridhar and Hsu [25] propose a comprehensive system for a robotic arm to pick up objects based on visual and linguistic input. The system consists of multiple modules such as manipulation, perception and a neural network architecture, and is called INGRESS (Interactive Visual Grounding of Referring Expressions). INGRESS is composed of two network streams (self-referential and relational) which are trained on large datasets to generate a definitive expression for each object in the scene based on the input image. The generated expression is compared with the input expression to detect the desired object. INGRESS is therefore responsible for grounding language by learning object names and attributes via manipulation. The approach can resolve ambiguities when it comes to which object to lift by asking confirmation questions to the user.

3Our code is available at https://github.com/oo222bs/PVAE-BERT.
Shao et al. [24] put forward a robot learning framework, Concept2Robot, for learning manipulation concepts from human video demonstrations in two stages. In the first stage, they use reinforcement learning and, in the second, they utilise imitation learning. The architecture consists of three main parts: semantic context network, policy network and action classification. The model receives as input a natural language description for each task alongside an RGB image of the initial scene. In return, it is expected to produce the parameters of a motion trajectory to accomplish the task in the given environment.

Lynch and Sermanet [19] introduce the LangLfP (language learning from play) approach, in which they utilise multi-context imitation to train a single policy based on multiple modalities. Specifically, the policy is trained on both image and language goals and this enables the approach to follow natural language instructions during evaluation. During training, fewer than 1% of the tasks are labelled with natural language instructions, because it suffices to train the policy for more than 99% of the cases with goal images only. Therefore, only few of the tasks must be labelled with language instructions. Furthermore, they utilise a Transformer-based [27] multilingual language encoder, Multilingual Universal Sentence Encoder [31], to encode linguistic input so that the system can handle unseen language input like synonyms and instructions in 16 different languages.

The language-to-action translation methods are designed to act upon a given language input as in textual or verbal commands. They can recognise commands and execute the desired actions. However, they cannot describe the actions that they perform.

B. Action-to-Language Translation

Another class of approaches in embodied language learning translates action into language. Heinrich et al. [13] introduce an embodied crossmodal neurocognitive architecture, the adaptive multiple timescale recurrent neural network (adaptive MTRNN), which enables the robot to acquire language by listening to commands while interacting with objects in a playground environment. The approach has auditory, somatosensory, and visual perception capabilities. Since neurons at multiple timescales facilitate the emergence of hierarchical representations, the results indicate good generalisation and hierarchical concept decomposition within the network.

Eisermann et al. [9] study the problem of compositional generalisation, in which they conduct numerous experiments on a tabletop scenario where a robotic arm manipulates various objects. They utilise a simple LSTM-based network to describe the actions performed on the objects in hindsight - the model accepts visual and proprioceptive input and produces textual descriptions. Their results show that with the inclusion of proprioception as input and using more data in training, the network’s performance on compositional generalisation improves significantly.

Similar to the language-to-action translation methods, the action-to-language translation methods work only in one direction: they describe the actions they perform in the environment. However, they are unable to execute a desired action given by the human user. Nevertheless, from the robotics perspective, it is desirable to have models that can also translate from action to language and not just execute verbal commands; such robots can explain their actions by verbalising an ongoing action, which also paves the way for more interpretable systems.

C. Bidirectional Translation

Very few embodied language learning approaches are capable of flexibly translating in both directions, hence, bidirectional. While unidirectional approaches are feasible for smaller datasets, we aim to research architectures that can serve as large-scale multimodal foundation models and solve multiple tasks in different modalities. By generating a discrete set of words, bidirectional models can also provide feedback to a user about the information contained within its continuous variables. By providing rich language descriptions, rather than only performing actions, such models can contribute to explainable AI (XAI) for non-experts. For a comprehensive overview of the field of XAI, readers can refer to the survey paper by Adadi and Berrada [1].

In one of the early examples of bidirectional translation, Ogata et al. [22] present a model that is aimed at articulation and allocation of arm movements by using a parametric bias to bind motion and language. The method enables the robot to move its arms according to given sentences and to generate sentences according to given arm motions. The model shows generalisation towards motions and sentences that it has not been trained with. However, it fails to handle complex sentences.

Antunes et al. [3] introduce the multiple timescale long short-term memory (MT-LSTM) model in which the slowest layer establishes a bidirectional connection between action and language. The MT-LSTM consists of two components, namely language and action streams, each of which is divided into three layers with varying timescales. The two components are bound by a slower meaning layer that allows translation from action to language and vice versa. The approach shows limited generalisation capabilities.

Yamada et al. [30] propose the paired recurrent autoencoder (PRAE) architecture, which consists of two autoencoders, namely action and description. The action autoencoder takes as input joint angle trajectories with visual features and is expected to reconstruct the original joint angle trajectories. The description autoencoder, on the other hand, reads and then reconstructs the action descriptions. The dataset that the model is trained on consists of pairs of simple robot actions and their textual descriptions, e.g., ‘pushing away the blue cube’. The model is trained end-to-end, with both autoencoders, reconstructing language and action, whilst there is no explicit neural connection between the two. The crossmodal pairing between action and description autoencoders is supplied with a loss term that aligns the hidden representations of paired actions and descriptions. The binding loss allows the PRAE to execute actions given instructions as well as translate
actions to descriptions. As a bidirectional approach, the PRAE is biologically plausible to some extent, since humans can easily execute given commands and also describe these actions linguistically. To imitate human-like language recognition and production, bidirectionality is essential. However, due to its use of standard autoencoders, the PRAE can only bind a robot action with a particular description in a one-to-one way, although actions can be expressed in different ways. In order to map each robot action to multiple description alternatives, we have proposed the PVAE (paired variational autoencoders) approach [32] which utilises variational autoencoders (VAEs) to randomise the latent representation space and thereby allows one-to-many translation between action and language. A recent review by Marino [20] highlights similarities between VAEs and predictive coding from neuroscience in terms of model formulations and inference approaches.

This work is an extension of the ICDL article “Embodied Language Learning with Paired Variational Autoencoders” [32]. Inspired by the TransferLangLIF paradigm by Lynch and Sermanet [19], we propose to use the PVAE with a pretrained BERT language model [8] in order to enable the model to comprehend unconstrained language instructions from human users. Furthermore, we conduct experiments using PVAE-BERT on our dataset for various use cases and analyse the internal representations for the first time.

III. PROPOSED METHODS: PVAE & PVAE-BERT

As can be seen in Figure 2, the PVAE model consists of two variational autoencoders: a language VAE and an action VAE. The former learns to generate descriptions matching original descriptions, whilst the latter learns to reconstruct joint angle values with conditioning on the visual input. The two autoencoders do not have any explicit neural connection between them, but instead they are implicitly aligned by the binding loss, which brings the two autoencoders closer to each other in the latent space over the course of learning by reducing the distance between the two latent variables. First, action and language encoder map the input to the latent code, i.e., the language encoder accepts one-hot encoded descriptions word by word as input and produces the encoded descriptions, whereas the action encoder accepts corresponding arm trajectories and visual features as input and produces the encoded actions. Next, the encoded representations are used to extract latent representations by randomly sampling from a Gaussian distribution separately for language and action modalities. Finally, from the latent representations, language and action decoders reconstruct the descriptions and joint angle values, respectively.

Our model is a bidirectional approach, i.e., after training translation is possible in both directions, action-to-language and language-to-action. The PVAE model transforms robot actions to descriptions in a one-to-many fashion by appropriately randomising the latent space. PVAE-BERT additionally handles variety in language input by using pretrained BERT as the language encoder module. As part of the action encoder, the visual input features are extracted in advance using a channel-separated CAE (short for convolutional autoencoder), which improves the ability of the approach to distinguish the colours of cubes. The details of each model component are given in the following subsections.

A. Language Variational Autoencoder

The language VAE accepts as input one-hot encoded matrix of a description word by word in the case of the PVAE or the complete description altogether for PVAE-BERT, and for both the PVAE and PVAE-BERT, is responsible for reproducing the original description. It consists of an encoder, a decoder and latent layers (in the bottleneck) where latent representations are extracted via sampling. For the PVAE, the language encoder embeds a description of length \( N \), \((x_1, x_2, \ldots, x_N)\), into two fixed-dimensional vectors \( z_{\text{mean}} \) and \( z_{\text{var}} \) as follows:

\[
\begin{align*}
  h_t^{\text{enc}}, c_t^{\text{enc}} &= \text{LSTM}(x_t, h_{t-1}^{\text{enc}}, c_{t-1}^{\text{enc}}) \quad (1 \leq t \leq N), \\
  z_{\text{mean}} &= W_{\text{mean}} \cdot h_N + b_{\text{mean}}, \\
  z_{\text{var}} &= W_{\text{var}} \cdot h_N + b_{\text{var}}, \\
  z_{\text{lang}} &= z_{\text{mean}} + z_{\text{var}} \cdot \mathcal{N}(\mu, \sigma^2),
\end{align*}
\]

where \( h_t \) and \( c_t \) are the hidden and cell state of the LSTM at time step \( t \), respectively, and \( \mathcal{N} \) is a Gaussian distribution. \( h_0 \) and \( c_0 \) are set as zero vectors, while \( \mu \) and \( \sigma \) are 0 and 0.1, respectively. \( z_{\text{lang}} \) is the latent representation of a description. LSTM here, and in the following, is a peephole LSTM [23] following the implementation of Yamada et al. [30]. The language input is represented in one-hot encoded matrices, whose rows represent the sequence of input words and columns represent every word that is in the vocabulary. In each row, only one cell is 1 and the rest are 0, which determines the word that is given to the model at that time step.

For PVAE-BERT, we replace the LSTM language encoder with the pretrained BERT-base model and, following the implementation by Devlin et al. [8], tokenise the descriptions accordingly with the subword-based tokeniser WordPiece [29].

The language decoder generates a sequence by recursively expanding \( z_{\text{lang}} \):

\[
\begin{align*}
  h_0^{\text{dec}}, c_0^{\text{dec}} &= W_{\text{mean}} \cdot z_{\text{lang}} + b_{\text{dec}}, \\
  h_t^{\text{dec}}, c_t^{\text{dec}} &= \text{LSTM}(y_{t-1}, h_{t-1}^{\text{dec}}, c_{t-1}^{\text{dec}}) \quad (1 \leq t \leq N - 1), \\
  y_t &= \text{softmax}(W_{\text{out}} \cdot h_t^{\text{dec}} + b_{\text{out}}) \quad (1 \leq t \leq N - 1),
\end{align*}
\]

where soft denotes the softmax activation function. \( y_0 \) is the first symbol indicating the beginning of the sentence, hence the \(<\text{BOS}>\) tag.

B. Action Variational Autoencoder

The action VAE accepts a sequence of joint angle values and visual features as input and it is responsible for reconstructing the joint angle values. Similar to the language VAE, it is composed of an encoder, a decoder and latent layers (in the bottleneck) where latent representations are extracted via sampling. The action encoder encodes a sequence of length \( M \), \((j_1, v_1), (j_2, v_2), \ldots, (j_M, v_M)\), which includes concatenation of joint angles \( j \) and visual features \( v \). Note that the visual
features are extracted by the channel-separated convolutional autoencoder beforehand. The equations that define the action encoder are as follows:\(^4\):

\[
\begin{align*}
    h^\text{enc}_t, c^\text{enc}_t &= \text{LSTM}(v_t, j_t, h^\text{enc}_{t-1}, c^\text{enc}_{t-1}) \quad (1 \leq t \leq M), \\
    z^\text{mean} &= W^\text{enc}_\text{mean} \cdot h^\text{enc}_M + b^\text{mean}, \\
    z^\text{var} &= W^\text{enc}_\text{var} \cdot h^\text{enc}_M + b^\text{var}, \\
    z^\text{act} &= z^\text{mean} + z^\text{var} \cdot \mathcal{N}(\mu, \sigma^2),
\end{align*}
\]

where \(h_t\) and \(c_t\) are the hidden and cell state of the LSTM at time step \(t\), respectively, and \(\mathcal{N}\) is a Gaussian distribution. \(h_0, c_0\) are set as zero vectors, while \(\mu\) and \(\sigma\) are set as 0 and 0.1, respectively, \(z^\text{act}\) is the latent representation of a robot action.

The action decoder reconstructs the joint angles:

\[
\begin{align*}
    h^\text{dec}_t, c^\text{dec}_t &= W^\text{dec} \cdot z^\text{act} + b^\text{dec}, \\
    h^\text{dec}_t, c^\text{dec}_{t-1} &= \text{LSTM}(v_t, j_t, h^\text{dec}_{t-1}, c^\text{dec}_{t-1}) \quad (1 \leq t \leq M - 1), \\
    j_{t+1} &= \tanh(W^\text{out} \cdot h^\text{dec}_t + b^\text{out}) \quad (1 \leq t \leq M - 1),
\end{align*}
\]

where \(\tanh\) denotes the hyperbolic tangent activation function and \(j_1\) is equal to \(j_1\), i.e. joint angle values at the initial time step.

C. Visual Feature Extraction

We utilise a convolutional autoencoder architecture, following Yamada et al. [30], to extract the visual features of the images. Different from the approach used in [30], we change the number of input channels the model accepts from three to one and train an instance of CAE for each colour channel (red, green and blue) to recognise different colours more accurately: channel separation. Therefore, we call our visual feature extractor the channel-separated CAE. The idea behind the channel-separated CAE is similar to depthwise separable convolutions [7], where completely separating cross-channel convolutions from spatial convolutions leads to better results in image classification as the network parameters are used more efficiently. The channel-separated CAE accepts a colour channel of \(120 \times 160\) RGB images captured by the cameras in the eyes of NICO - referred also as the egocentric view of the robot - at a time. As can be seen in detail in Table I, it consists of a convolutional encoder, a fully-connected bottleneck (incorporates hidden representations) and a deconvolutional decoder. After training for each colour channel, we extract the visual features of each image for every channel from the middle layer in the bottleneck (FC 3). The visual features extracted from each channel are then concatenated to make up the ultimate visual features \(v\).

| Block | Layer | Out Chan. | Kernel Size | Stride | Padding | Activation |
|-------|-------|-----------|-------------|--------|---------|------------|
| Encoder | Conv 1 | 8 | 4x4 | 2 | 1 | ReLU |
| Conv 2 | 16 | 4x4 | 2 | 1 | ReLU |
| Conv 3 | 32 | 4x4 | 2 | 1 | ReLU |
| Conv 4 | 64 | 8x8 | 2 | 2 | ReLU |
| Bottleneck | FC 1 | 384 | - | - | - | - |
| FC 2 | 192 | - | - | - | - | - |
| FC 3 | 10 | - | - | - | - | - |
| FC 4 | 192 | - | - | - | - | - |
| FC 5 | 384 | - | - | - | - | - |
| Decoder | Deconv 1 | 32 | 8x8 | 5 | 2 | ReLU |
| Deconv 2 | 16 | 4x4 | 2 | 1 | ReLU |
| Deconv 3 | 8 | 4x4 | 2 | 1 | ReLU |
| Deconv 4 | 1 | 4x4 | 2 | 1 | Sigmoid |

Channel separation increases the use of computational resources compared to standard convolution approach, because it essentially uses three separate models: even though they are identical, they do not share weights. The number of model parameters is about three times that of the standard approach. Therefore, it requires roughly three times more computational power than the standard approach. Nonetheless, channel separation excels at distinguishing the object colours.

\(^4\text{For the sake of clarity, we use mostly the same symbols in the equations as in the equations of the language VAE.}\)
D. Sampling and Binding

Stochastic Gradient Variational Bayes-based sampling (SGVB) [18] enables one-to-many mapping between action and language. The two VAEs have identical random sampling procedures. After producing the latent variables \(z_{\text{mean}}\) and \(z_{\text{var}}\) via the fully connected layers, we utilise a normal distribution \(N(\mu, \sigma^2)\) to derive random values, \(\epsilon\), which are, in turn, used with \(z_{\text{mean}}\) and \(z_{\text{var}}\) to arrive at the latent representation \(z\), which is also known as the reparameterisation trick [18]:

\[
z = z_{\text{mean}} + z_{\text{var}} \cdot \epsilon
\]

where \(\epsilon\) is the approximation of \(N(0, 0.01)\).

As in the case of [30], to align the latent representations of robot actions and their descriptions, we use an extra loss term that brings the mean hidden features, \(z_{\text{mean}}\), of the two VAEs closer to each other. This enables bidirectional translation between action and language, i.e., the network can transform actions to descriptions as well as descriptions to actions, after training without an explicit fusion of the two modalities. This loss term (binding loss) can be calculated as follows:

\[
L_{\text{binding}} = \sum_{i=1}^{B} \psi(z_{\text{mean}}, z_{\text{act}}) + \sum_{i=1}^{B} \sum_{j \neq i} \max \left\{ 0, \Delta + \psi(z_{\text{mean}}, z_{\text{act}}) - \psi(z_{\text{mean}}, z_{\text{act}}) \right\}
\]

where \(B\) stands for the batch size and \(\psi\) is the Euclidean distance. The first term in the equation binds the paired instructions and actions, whereas the second term separates unpaired actions and descriptions. Hyperparameter \(\Delta\) is used to adjust the separation margin for the second term - the higher it is, the further apart the unpaired actions and descriptions are pushed in the latent space.

Different multi-modal fusion techniques like Gated Multi-modal Unit (GMU) [4], which uses gating and multiplicative mechanisms to fuse different modalities, and CentralNet [28], which fuses information by having a separate network for each modality as well as central joint representations at each layer, were also considered during our work. However, since our model is bidirectional (must work on both action-to-language and language-to-action directions) and must work with either language or action input during inference (both GMU and CentralNet require all of the modalities to be available), we opted for the binding loss for multi-modal integration.

E. Loss Function

The overall loss is calculated as the sum of the reconstruction, regularisation and binding losses. The binding loss is calculated for both VAEs jointly. In contrast, the reconstruction and regularisation losses are calculated independently for each VAE. Following [30], the reconstruction losses for the language VAE (cross entropy between input and output words) and action VAE (Euclidean distance between original and generated joint values) are \(L_{\text{lang}}\) and \(L_{\text{act}}\), respectively:

\[
L_{\text{lang}} = \frac{1}{N-1} \sum_{t=1}^{N-1} \left( - \sum_{i=0}^{V-1} x_{t+i} \log \hat{y}_{t+i} \right),
\]

\[
L_{\text{act}} = \frac{1}{M-1} \sum_{t=1}^{M-1} \| \hat{y}_{t+1} - \hat{y}_{t+1} \|_2^2,
\]

where \(V\) is the vocabulary size, \(N\) is the number of words per description, \(M\) is the sequence length for an action trajectory. The regularisation loss is specific to variational autoencoders; it is defined as the Kullback–Leibler divergence for language \(D_{\text{KL-lang}}\) and action \(D_{\text{KL-act}}\). Therefore, the overall loss function is as follows:

\[
L_{\text{all}} = \alpha L_{\text{lang}} + \beta L_{\text{act}} + \gamma L_{\text{binding}} + \alpha D_{\text{KL-lang}} + \beta D_{\text{KL-act}}
\]

where \(\alpha, \beta, \gamma\) and \(\epsilon\) are weighting factors for different terms in the loss function. In our experiments, \(\alpha, \beta, \gamma\) and \(\epsilon\) are set to 1, whilst \(\epsilon\) is set to 2 in order to sufficiently bind the two modalities.

F. Transformer-Based Language Encoder

In order for the model to understand unconstrained language input from non-expert human users, we replace the LSTM for the language encoder with a pretrained BERT-base language model [8] - see Figure 2. According to [8], BERT is pretrained on the BooksCorpus, which involves 800 million words, and English Wikipedia, which involves 2.5 billion words. With the introduction of BERT as the language encoder, we assume that BERT can interpret action descriptions correctly in our scenario. However, since language models like BERT are pretrained exclusively on textual data from the internet, they are not specialised for object manipulation environments like ours. Therefore, the embedding of an instruction like ‘push the blue object’ may not differ from the embedding of another such as ‘push the red object’ significantly. For this reason, we finetune the pretrained BERT-base, i.e. all of BERT’s parameters are updated, during the end-to-end training of PVAE-BERT so that it can separate similar instructions from each other, which is critical for our scenario.

G. Training Details

To train the PVAE and PVAE-BERT, we first extract visual features using our channel-separated CAE. The visual features are used to condition the actions depending on the cube arrangement, i.e., the execution of a description depends also on the position of the target cube. For both the PVAE and PVAE-BERT, the action encoder and action decoder are each a two-layer LSTM with a hidden size of 100, whilst the language decoder is a single-layer LSTM with the same hidden size. In contrast, the language encoder of PVAE-BERT is the pretrained BERT-base model with 12 layers, each with 12 self-attention heads and a hidden size of 768, whereas the language encoder of the PVAE is a one-layer LSTM with a hidden size of 100. Both the PVAE and PVAE-BERT are trained end-to-end with both the language and action VAEs.
together. The PVAE and PVAE-BERT are trained for 20,000 and 40,000 iterations, respectively, with the gradient descent algorithm and Adam optimiser [17]. We take the learning rate as $10^{-4}$ with a batch size of 100 pairs of language and action sequences after a few trials with different learning rates and batch sizes. Due to having approximately 110M parameters, compared with the PVAE’s approximately 465K parameters, an iteration of PVAE-BERT training takes about 1.4 times longer than an iteration of PVAE training. Therefore, it takes about 2.8 times longer to train PVAE-BERT in total.

**IV. Evaluation and Results**

We evaluate the performance of our PVAE and its variant using BERT, namely PVAE-BERT, with multiple experiments. First, we compare the original PVAE with PRAE [30] in terms of action-to-language translation by conducting experiments of varying object colour options to display the superiority of variational autoencoders over regular autoencoders and the advantage of using the channel separation technique in visual feature extraction. Different object colour possibilities correspond to a different corpus and overall dataset size; the more object colour options there are, the larger both the vocabulary and the overall dataset become. Therefore, with these experiments, we also test the scalability of both approaches. In order to show the impact of channel separation on the action-to-language translation performance, we train our architecture with visual features provided by a regular CAE (no channel separation) as implemented in [30]. These are **Experiment 1a** (with 3 cube colour alternatives: red, green, blue) and **Experiment 1b** (with 6 cube colour alternatives: red, green, blue, yellow, cyan, violet) - see Table III.

Moreover, in **Experiment 2**, we train PVAE-BERT on the dataset with 6 colour alternatives (red, green, blue, yellow, cyan, violet) to compare it with the standard PVAE by conducting action-to-language, language-to-language and language-to-action evaluation experiments. This experiment uses the pretrained BERT as the language encoder which is then finetuned with the rest of the model during training.

In Experiments 1a, 1b and 2, two cubes of different colours are placed on a table at which the robot is seated to interact with them. The words (vocabulary) that constitute the descriptions are given in Table II. We introduce a more diverse vocabulary by adding an alternative word for each word in the original vocabulary. As descriptions are composed of 3 words with two alternatives per word, we arrive at 8 variations for each description of a given meaning. Table II does not include nouns, because we use a predefined grammar, which doesn’t involve a noun, and the same size cubes for these experiments.

For each cube arrangement, the colours of the two cubes always differ to avoid ambiguities in the language description. Actions, which are transcribed in capitals, are composed of any of the three action types PUSH, PULL, SLIDE, two positions LEFT, RIGHT and two speed settings SLOWLY, FAST, resulting in 12 possible actions (3 action types $\times$ 2 positions $\times$ 2 speeds), e.g., PUSH-LEFT-SLOWLY means pushing the left object slowly. Every sentence is composed of three words (excluding the $<$BOS/EOS$>$ tags which denote beginning of sentence or end of sentence) with the first word indicating the action, the second the cube colour and the last the speed at which the action is performed (e.g., ‘push green slowly’). Therefore, without the alternative words, there are 18 possible sentences (3 action verbs $\times$ 3 colours $\times$ 2 adverbs) for Experiment 1a, whereas, for Experiment 1b and 2, the number of sentences is 36 as 6 cube colours are used in both experiments. As a result, our dataset consists of 6 cube arrangements (3 colour alternatives and the colours of the two cubes on the table never match) for Experiment 1a, 12 cube arrangements for Experiments 1b and 2 (3 secondary colours are used in addition to 3 primary colours and secondary and primary colours are mutually exclusive), $18 \times 8 = 144$ possible sentences for Experiment 1a, $36 \times 8 = 288$ possible sentences for Experiments 1b and 2 with alternative vocabulary (consult Table III) - the factor of 8 because of eight alternatives per sentence. We have 72 patterns (action-description-arrangement combinations) for Experiment 1a (12 actions with six cube arrangements each) and 144 patterns for Experiments 1b and 2. Following Yamada et al. [30], we choose the patterns rigorously to ensure that combinations of action, description and cube arrangements used in the test set are excluded from the training set, although the training set includes all possible combinations of action, description and cube arrangements that are not in the test set. For Experiment 1a, 54 patterns are used for training while the remaining 18 for testing (for Experiments 1b and 2: 108 for training, 36 for testing). Each pattern is collected six times in the simulation with random variations on the action execution resulting in different joint trajectories. We also use 4-fold cross-validation to provide more reliable results (consult Table III) for Experiment 1.

**Experiment 1c** tests for different shapes, other than cubes: we perform the same actions on toy objects, which are a car, duck, cup, glass, house and lego brick. For testing the shape processing capability of the model, all objects are of the same colour, namely yellow. Analogous to the other experiments, two objects of different shapes are placed on the table. We keep the actions as they are but replace the colours with object names in the descriptions. Before we extract the visual features from the new images, we train both the regular CAE and the channel-separated CAE with them. Similar to Experiments

**Table II: Vocabulary**

| Verb    | Original | Alternative     |
|---------|----------|-----------------|
| push    | move-up  | move-down       |
| pull    |           |                 |
| slide   | move-sideways |
| Colour  |          |                 |
| red     | scarlet  |                 |
| green   | harlequin|
| blue    | azure    |
| yellow  | blonde   |
| cyan    | greenish-blue |
| violet  | purple   |
| Speed   |          |                 |
| slowly  | unhurriedly|
| fast    | quickly  |
A. Experiment 1

We use the same actions as in [30], such as PUSH-RIGHT-SLOWLY. We use three colour options for the cubes as in [30] for Experiment 1a, but six colours for Experiment 1b. However, we extend the descriptions in [30] by adding an alternative for each word in the original vocabulary. Hence, the vocabulary size of 9 is extended to 17 for Experiment 1a and the vocabulary size of 11 is extended to 23 for Experiment 1b - note that we do not add an alternative for \texttt{<BOS/EOS>} tags. Since every sentence consists of three words, we extend the number of sentences by a factor of eight ($2^3 = 8$).

After training the PVAE and PRAE on the same training set, we test them for action-to-language translation. We consider only those produced descriptions in which all three words and the \texttt{<EOS>} tag are correctly predicted as correct. The produced descriptions that have one or more incorrect words are considered as false translations. As each description has seven more alternatives, predicting any of the eight description alternatives is considered correct.

For Experiment 1a, our model is able to translate approximately 90% of the patterns in the test set, whilst PRAE could translate only one third of the patterns, as can be seen in Table III. We can, thus, say that our model outperforms PRAE in one-to-many mapping. We also test the impact of channel separation on the translation accuracy by training our model with visual features extracted with the regular CAE as described in Yamada et al.’s approach [30]. It is clearly indicated in Table III that using variational autoencoders instead of standard ones increases the accuracy significantly. Using PVAE with channel-separated CAE improves the results further, indicating the superiority of channel separation in our tabletop scenario. Therefore, our approach with variational autoencoders and a channel-separated CAE is superior to both PRAE and PVAE with regular visual feature extraction.

In Experiment 1b, in order to test the limits of our PVAE and the impact of more data with a larger corpus, we add three more colour options for the cubes: yellow, cyan and violet. These secondary colours are combined amongst themselves for the arrangements in addition to the colour combinations used in the first experiment, i.e., a cube of a primary colour and a cube of a secondary colour do not co-occur. Therefore, this experiment has 12 arrangements. Moreover, the vocabulary size is extended to 23 from 17 in Experiment 1b (two alternative words for each colour - see Table II). As in Experiment 1a, each sentence has eight alternative ways to be described.

We train both PVAE and PRAE [30] on the extended dataset from scratch and test both architectures. As shown in Table III (Experiment 1b), PVAE succeeds in performing 100% by translating every pattern from action to description correctly, even for the test set. In contrast, PRAE performs poorly in this setting and manages to translate only one third of the descriptions correctly in the test set. Compared with the accuracy values reached in the first experiment with less data and a smaller corpus, extension of the dataset helps PVAE to perform better in translation, whereas PRAE is not able to take advantage of more data. Similar to Experiment 1a, we also test the influence of channel separation on the translation accuracy by training PVAE with visual features provided by a regular CAE. In this setting, PVAE only achieves around 61% of accuracy in the test set. This highlights once again the importance of channel separation in visual feature extraction for our setup. Whilst the improvement by using our PVAE over PRAE is significant, further improvement is made by utilising the channel-separated CAE.

In addition, as the results show in the last column of Table III (Experiment 1c), our PVAE with channel separation in visual feature extraction outperforms the other methods even when manipulated objects have different shapes. Although there is a slight drop in action-language translation performance, it is clear that the PVAE with the channel-separated CAE is able to handle different-shaped objects. The PRAE model performs slightly better than it does in the experiments with cubes of different colours. However, our variational autoencoders approach without channel separation improves the translation accuracy by approximately 8%. The channel
separation in visual feature extraction improves the results even more similar to Experiment 1a and Experiment 1b, which shows the robustness of the channel-separated CAE when processing different objects.

B. Experiment 2

In this experiment, we test the performance of PVAE-BERT on action-to-language, language-to-action and language-to-language translation. We use the same dataset as in Experiment 1b for a fair comparison with the original PVAE (LSTM language encoder). We thus use the same descriptions, which are constructed by using a verb, colour and speed from the vocabulary given in Table II as well as the <BOS/EOS> tags in the same order. Both PVAE and PVAE-BERT utilise channel-separated CAE-extracted visual features.

As shown in Table IV, when translating from action to language, PVAE-BERT achieves approximately 97% accuracy failing to translate only six of the descriptions, which is comparable with the original architecture - the original PVAE correctly translate all 216 descriptions. The false translations are all due to incorrect translation of cube colours, e.g., the predicted description is ‘slide blue slowly’ instead of the ground truth ‘slide red slowly’. We hypothesise that the slight drop in the performance is due to the relatively small size of the dataset compared to almost 110 million parameters trained in the case of BERT. Nevertheless, these results show that fine-tuning the BERT during training leads to almost perfect action-to-language translation in our scenario.

As can be seen in Figure 3, both the PVAE and PVAE-BERT perform decently in language-to-action translation, and produce joint angle values that are in line with and very similar to the original descriptions. In the bottom left plot, we can see that the joint trajectories output by the PVAE-BERT are more accurate than those produced by the PVAE. We hypothesise that the error margins are negligible and both, PVAE-BERT and the PVAE, succeed in language-to-action translation. Since we did not realise the actions with the generated joint values in the simulation, we do not report the language-to-action translation accuracies in Table IV. However, we calculated the mean squared errors (MSE) for both the PVAE and PVAE-BERT, which were both very close to zero. Therefore, it is fair to say that both architectures recognise language and translate it to action successfully.

Language-to-language translation, however, suffers a bigger performance drop when BERT is used as language encoder: PVAE-BERT reconstructs around 80% of the descriptions correctly (see Table IV). We hypothesise that this is partly due to having an asymmetric language autoencoder with a BERT encoder and an LSTM decoder. The BERT-base language encoder constitutes the overwhelming majority of parameters in the PVAE-BERT model, which renders the language VAE heavily skewed to the encoder half. This may affect the performance of the language decoder when translating back to the description from the hidden code produced mainly by BERT as the decoder’s parameters constitute less than 1% of the parameters of the language VAE. This hypothesis is further supported by the original architecture, which has a symmetric language VAE, achieving 100% of accuracy in the same task.

Nevertheless, our findings shows that the PVAE-BERT model achieves stable language-to-language translation performance even when the given descriptions do not comply with the fixed grammar and are full commands such as ‘push the blue cube slowly’ or have a different word order such as ‘quickly push blue’. To turn predefined descriptions into full commands, we add the words ‘the’ and ‘cube’ to the description and also experiment with adding the word ‘please’ and changing the word order as can be seen from the examples given in Table V. Although it is not explicitly stated in the table for space reasons, we alternate between the main elements of the descriptions as in the other experiments following the vocabulary; for example, ‘push’ can be replaced by ‘move-up’ and ‘quickly’ can be replaced by ‘fast’. Moreover, we achieve consistent language-to-action translation performance with PVAE-BERT when we test it with different description types shown in the table - consult Figure 3 bottom right plot. As the PVAE-BERT performs consistently even with descriptions not following the predefined grammar, we can see that the adoption of a language model to the architecture is promising towards acquiring natural language understanding skills.

C. Principal Component Analysis on Hidden Representations

We have also conducted principal component analysis (PCA) on the hidden features extracted from PVAE-BERT. Figure 4 shows the latent representations of language in Plot (a) and of action in Plot (b). The PCA on the representations of language shows that the model learns the compositionality of language: the X-axis (principal component PC 1) distinguishes the descriptions in the speed component (adverb), the Y-axis (PC 3) distinguishes colour, and the Z-axis (PC 6)
Fig. 3. Examples of language-to-action translation by PVAE-BERT and its comparison with PVAE: in the top row, the two plots represent the ground truth and predicted joint trajectories by PVAE-BERT for PUSH-LEFT-SLOWLY and PULL-LEFT-SLOWLY actions. Solid lines show the ground truth, while the dashed lines, which are often covered by the solid lines, show the predicted joint angle values. In the bottom row, the left plot shows the total error margin of the five joint values produced by PVAE and PVAE-BERT per time step for the PUSH-LEFT-SLOWLY action, while the right plot shows the joint values produced by PVAE-BERT given three variations (see Table V) of the same command for PULL-LEFT-SLOWLY - notice how the joint trajectories overlap most of the time. In all of the plots, the X axis represents the time steps.

Our method learns actions according to their paired descriptions: it learns the colour of the object (an element of descriptions) interacted with. However, it does not learn the position of it (an element of actions). We inspected the representations along all major principle components, but we could not find any direction along which the position was meaningfully distinguished. For example, in (b), some of the filled red circles (corresponding to description ‘push red slowly’) are paired with the action PUSH-LEFT-SLOWLY while the others with PUSH-RIGHT-SLOWLY. As actions learned according to their paired descriptions, hence semantically, the filled red circles are grouped together even though the red cube may be on the right or left. In contrast, an action can be represented far from another identical action: e.g., the representations of ‘pull red slowly’ (filled red circles in Figure 4) are separated from those of ‘pull yellow slowly’ (filled yellow circles) along PC 3, even if they both denote the action PULL-LEFT-SLOWLY. These results indicate that the binding loss has transferred semantically driven ordering from the language to the action representations.

When our agent receives a language instruction, which contains the colour but not position, the agent is still able to perform the action according to the position (cf. Figure 3) of the object. The retrieval of the position information must therefore be done by the action decoder: it reads the images to obtain the position of the object that has the colour given in the instruction. It is therefore not surprising that the PCA does not reveal any object position encodings in the bottleneck.

V. DISCUSSION

Experiments 1a and 1b show that our variational autoencoder approach with a channel-separated CAE visual feature extraction (‘PVAE + channel-separated CAE’) performs better than the standard autoencoder approach, i.e., PRAE [30], in the one-to-many translation of robot actions into language descriptions. Our approach is superior both in the case of three colour alternatives per cube and in the case of six colour alternatives per cube by a large margin. The additional experiment with six different objects highlights the robustness of our approach against the variation in object types. We demonstrate that a Bayesian inference-based method like variational autoencoders can scale up with more data for generalisation, whereas standard autoencoders cannot capitalise

---

\[6\] The percentages of variance explained were very similar between PC 2 until PC 6; therefore, we selected PC 3 and PC 6 for display as they resolved colour and action type optimally.
on a larger dataset, since the proposed PVAE model achieves better accuracy when the dataset and the corpus are extended with three extra colours or six different objects. Additionally, standard autoencoders are fairly limited in coping with the diversification of language as they do not have the capacity to learn the mapping between an action and many descriptions. In contrast, variational autoencoders yield remarkably better results in one-to-many translation between actions and descriptions, because stochastic generation (random normal distribution) within the latent feature extraction allows latent representations to slightly vary, which leads to VAEs learning multiple descriptions rather than a particular description for each action.

A closer look into action-to-language translation accuracies achieved by the PRAE for Experiments 1a and 1b shows that having more variety in the data (i.e., more colour options for cubes) does not help the standard autoencoder approach to learn one-to-many binding between action and language. Both in the first case with three colour alternatives and in the second case with six colour alternatives, the PRAE manages to translate only around one third of the samples from actions to descriptions correctly. In contrast, the accuracies achieved by our proposed PVAE for both datasets prove that the variational autoencoder approach can benefit from more data as the test

accuracy for the ‘PVAE + channel-separated CAE’ goes up by approximately 10% to 100% when three more colour options are added to the dataset.

Furthermore, training the PVAE with the visual features extracted by the standard CAE demonstrates that training and extracting features from each RGB channel separately mitigates the colour distinction issue for cubes when the visual input, like in our setup, includes objects covering a relatively small portion of the visual field. The ‘PVAE + regular CAE’ variant performs significantly worse than our ‘PVAE + channel-separated CAE’ approach. This also demonstrates the importance of the visual modality for the overall performance of the approach. Our analysis on the incorrectly translated descriptions shows that a large amount of all errors committed by the ‘PVAE + regular CAE’ were caused due to cube colour distinction failures such as translating ‘slide red fast’ as ‘slide green fast’, which proves the channel-separated CAE’s superiority over the standard CAE in visual feature extraction in our scenario. Moreover, using the channel-separated CAE for visual feature extraction rather than the standard CAE results in better action-to-language translation accuracy even when the objects are of various shapes. This indicates that the channel-separated CAE not only works well with cubes of different colours but also
objects of different shapes. We emphasise the superiority of channel separation in our scenario, which is tested and proven in a simulation environment. For real-world scenarios with different lighting conditions, it is advisable to take into account also the channel interaction [26] to have more robust visual feature extraction.

Experiment 2 indicates the potential of utilising a pretrained language model like BERT for the interpretation of language descriptions. This extension produces comparable results to the original PV AE with the LSTM language encoder in language-to-action and action-to-language translations. The drop in language-to-language performance to 80% is most probably caused by the asymmetric language VAE of the PVAE-BERT model that consists of a feedforward BERT encoder with attention mechanisms, which reads the entire input sequence in parallel, and of a recurrent LSTM decoder, which produces the output sequentially. A previous study on a text classification task also shows that LSTM models outperform BERT on a relatively small corpus because, with its large number of parameters, BERT tends to overfit when the dataset size is small [10]. Furthermore, we have also tested the PVAE-BERT, which was trained on predefined descriptions, with full sentence descriptions - e.g. ‘push the blue cube slowly’ for ‘push blue slowly’ - and with variations of the descriptions that have a different word order. We have confirmed that PVAE-BERT achieves the same performance in language-to-action and language-to-language translations. This is promising for the future because the pretrained BERT allows the model to understand unconstrained natural language commands that do not conform to the defined grammar.

The PCA conducted on the hidden features of PVAE-BERT shows that our method can learn language and robot actions compositionally and semantically. Although it is not explicitly given, we have also confirmed that both the PVAE and PVAE-BERT are able to reconstruct joint values almost perfectly in language-to-action and language-to-language translations. Together with the language-to-language performance, action-to-action capability of both variants of our architecture demonstrates that the two variational autoencoders (language and action) in our approach retain their reconstructive nature.

VI. CONCLUSION

In this study, we have reported the findings of previous work and its extension with several experiments. We have shown that variational autoencoders outperform standard autoencoders in terms of one-to-many translation of robot actions to descriptions. Furthermore, the superiority of our channel-separated visual feature extraction has been proven with an extra experiment that involves different types of objects. In addition, using the PVAE with a BERT model pretrained on large text corpora, instead of the LSTM encoder trained on our small predefined grammar, unveils promising scaling-up opportunities for the proposed approach, and it offers the possibility to map unconstrained natural language descriptions with actions.

In the future, we will collect descriptions via crowdsourcing in order to investigate the viability of using a pretrained language model as an encoder to relate from language to motor control. We will also seek ways to bind the two modalities in a more biologically plausible way. Moreover, increasing the complexity of the scenario with more objects in general and on the table simultaneously may shed light to the scalability of our approach. Lastly, we will transfer our simulation scenario to the real world and conduct experiments on the real robot.
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