Abstract

Order statistics play a fundamental role in statistical procedures such as risk estimation, outlier detection, and multiple hypothesis testing as well as in the analyses of mechanism design, queues, load balancing, and various other logistical processes involving ranks. In some of these cases, it may be desirable to compute the exact values from the joint distribution of \( d \) order statistics. While this problem is already computationally difficult even in the case of \( n \) independent random variables, the random variables often have no such independence guarantees. Existing methods obtain the cumulative distribution indirectly by first computing and then aggregating over the marginal distributions. In this paper, we provide a more direct, efficient algorithm to compute cumulative joint order statistic distributions of dependent random variables that improves an existing dynamic programming solution via dimensionality reduction techniques. Our solution guarantees a \( O\left(\frac{d^2}{n^2}\right) \) and \( O(d^4) \) factor of improvement in both time and space complexity respectively over previous methods.

1 Introduction

Let \( X_1, \ldots, X_n \) denote a collection of \( n \) real-valued random variables. The \( i \)th order statistic, denoted as \( X_{(i)} \), is defined as the \( i \)th smallest value of \( X_1, \ldots, X_n \).

Order statistics often arise in the theory and application of risk estimation and management as they possess strong robustness guarantees considering their ease of interpretation and computational simplicity ([1, 2, 4]). They also appear naturally across various disciplines such as mechanism design and auction theory ([4]), queue inference ([5]), and wireless communication and scheduling ([6]). Their distributional properties, however, are less well understood, especially without the i.i.d. assumption. Various procedures exist for evaluating order statistic distributions at a point, all of which either explicitly or implicitly solve an equivalent combinatorial problem. At a high level, this combinatorial problem involves a partition of the real line into contiguous regions, which we refer to as bins, and tracks the probabilities of the various ways that the random variables could fall within these bins such that certain constraints are satisfied. For example, the algorithm described in [7]—which we will be examining more closely in the following section—computes the joint distribution of \( d \) order statistics \( C = (C_1, \ldots, C_d) \) of \( n \) random variables by recursively updating the joint probability mass function of the number of random variables inside each bin. While this approach suffers from high computational and memory costs, it can be extended to handle dependent random variables. Several methods make strict distributional assumptions in order to achieve higher efficiency. For example, [8] and [9] assume groups of \( m \ll n \) homogeneous, independent random variables \( \{X_{i,j}\}_{i\in[m], j\in[n]} \). [10] simplified the combinatorial problem structure for this \( m \)-populations case, allowing polynomial time computation in both \( d \) and \( n \).

Main Contribution The main contribution of this work is a combinatorial simplification of Boncelet Jr.’s algorithm that significantly reduces its

\[ \text{For notational ease, we let } [a] \equiv \{1, \ldots, a\}, [a^+] \equiv \{0, \ldots, a\}, [a^+] \equiv \{1, \ldots, a + 1\}. \]
time and space complexity. With this improvement, we derive an algorithm that offers most of the flexibility of Boncelet Jr.’s and the speed of Galgana and Shi’s algorithms. Before describing our approach, we must first formally state the problem of interest.

**Definition 1** (Galgana and Shi, et. al. (2021)). We desire to compute the joint cumulative distribution function (cdf) \( F_C(x) \) of an ordered set \( C = (c_1, \ldots, c_d) \) of \( d \in \mathbb{Z}^+ \) select order statistics of \( n \geq d \) random variables \( X_1, \ldots, X_n \sim F \), where \( x \in \mathbb{R}^d \). Letting \( f_C(x) \) be the corresponding joint probability density function, we have:

\[
F_C(x) = F_{X(c_1),\ldots,X(c_d)}(x_1, \ldots, x_d) = \mathbb{P}(X_{(c_1)} \leq x_1, \ldots, X_{(c_d)} \leq x_d) \quad (1)
\]

\[
= \int_{t_1, \ldots, t_d \in \mathbb{R}^d} \text{s.t. } t_i \leq x_i, \forall i \in [d] \quad f_C(t) \, dt.
\]

As mentioned previously, there are several ways of approaching this problem in various special cases. Our proposed algorithm works best when \( d \) is small, as the computational complexity is still exponential in \( d \). However our approach is both significantly more computationally and memory efficient than Boncelet Jr.’s whilst retaining the latter’s flexibility to handle dependency.

The paper is outlined as follows: In the next section, we focus on the independent, but not necessarily identically distributed random variables case and translate the inherently continuous joint cdf problem as in Equation \((1)\) to an equivalent combinatorial problem (Section \[2\]). Using this combinatorial setup, the next section details Boncelet Jr.’s algorithm, as well as motivate how Galgana and Shi’s dimensionality reduction insight can be used to improve its performance in the case of the joint cdf (Section \[2\]). We then provide rigorous justification to our algorithmic speedup and state the key theorems and recurrence relation. Afterwards, we state the algorithm in its entirety for the i.i.d. case with accompanying complexity analysis and experiments (Section \[3\]). Lastly, we describe the extension to the case of dependent random variables as well as its impact on time and space complexities (Section \[5\]). We then conclude with a summary of our work (Section \[6\]).

2 The Combinatorial Problem

In this section, we borrow heavily from Galgana and Shi’s notation as we translate the joint cdf problem of a collection of order statistics of random variables as given in Equation \((1)\) to an equivalent combinatorial problem of tossing balls into bins. For simplicity, we assume independence with \( X_i \sim F_i \forall i \in [n] \) for the following three sections. Restating this computation as a problem involving balls and bins, we define \( x_0 = -\infty \) and \( x_{d+1} = +\infty \), and partition the real line into \( d + 1 \) intervals, \( I_1, \ldots, I_{d+1} \), hereafter bins: \((-\infty, +\infty) = (x_0, x_{d+1}) = \cup_{j=1}^d \{x_{j-1}, x_j\} \cup \{x_{d}, x_{d+1}\} = \cup_{j=1}^d I_j = I_{d+1}. \) Here, \( I_{j,k} = \cup_{i=j}^k I_i \) denotes the union of bins \( I_j \) through \( I_k \) inclusive. Moreover, we let \( p_{i,j} = \mathbb{P}(\{X_i \in I_j\}) = F_j(x_j) - F_j(x_{j-1}) \) denote the probability that the \( j \)th ball resides in the \( j \)th bin, for all \( j \in [d] \). For \( j, j' \in [d] \), we define the key combinatorial objects:

- Define \( C_{i,j} = \sum_{k=1}^i 1_{X_k \in I_j} \) as the “number of the first \( i \) balls that reside in bin \( I_j \).” Overloading notation, we use the random variable \( C_{i,j,j'} = \sum_{k=1}^i 1_{X_k \in I_{j,j'}} \) as “the number of the first \( i \) balls that reside in bins \( I_j \) through \( I_{j'} \).”

- Furthermore, we define the random vectors \( C_{i} = (C_{i,1}, \ldots, C_{i,d}) \in \mathbb{Z}^d \) to denote “the number of the first \( i \) balls that reside in each bin.”

- We define the event \( D_{i,j} = \{C_{i,1,j} \geq c_j\} \) as “the event that at least \( c_j \) of the first \( i \) balls reside in the first \( j \) bins.” Overloading notation again, we also define the event \( D_{i,j,j'} = \cap_{k=1}^{j'} D_{i,k} \) as “the event that at least \( c_k \) of the first \( i \) balls reside in the first \( k \) bins, \( I_{i,k} \), for all \( k \in \{j, \ldots, j'\}\).”

To explain the connection between the original problem of computing \( F_C(x) \) and this combinatorial setup, note that the event \( X_{(c_j)} \leq x_j \) is means the “the \( c_j \)th smallest value of the \( n \) random variables is less than or equal to \( x_j \).” Equivalently, in the combinatorial setup we have that “there are at least \( c_j \) balls in bins \( I_{1:j} \)” i.e., the event \( D_{n,j} \) holds. We call \( D_{n,j} \) the \( j \)th bin condition. With this, we revisit Equation \((1)\) and see that \( F_C(x) \) is equivalent to:

\[
\mathbb{P}(\bigcap_{j=1}^d X_{(c_j)} \leq x_j) = \mathbb{P}(\bigcap_{j=1}^d C_{n,1,j} \geq c_j) = \mathbb{P}(D_{n,1:d}).
\]

In other words, we are interested in computing the probability of satisfying all \( d \) bin conditions.

**Definition 2.** Assuming \( n \) independent random variables, we let \( n, d, x, C, F_1, \ldots, F_n \) be as in Equation \((1)\). With \( x_0 = -\infty, x_{d+1} = +\infty, \) and \( p = (p_{i,j})_{i \in [n], j \in [d^+]} = (F_j(x_j) - F_j(x_{j-1}))_{i \in [n], j \in [d^+]} \), we define the combinatorial problem \( UCDP\{C, p\} \) as computing the probability \( \mathbb{P}(D_{n,1:d}) \).
This problem statement is fairly general and allows for both continuous and discrete distributions, with the only major assumption being independence. When the independence assumption is relaxed, the definition will change slightly and we will need to construct a corresponding graphical model with corresponding ball throwing order—a schedule. We reserve the details for the later sections, as much of the notation is unnecessary and may detract from the intuitions gained from the solution to the independent variables problem.

3 Related Works

The primary goal of this paper is to improve the performance of Boncelet Jr.’s algorithm using Galgana and Shi’s insights. While Boncelet Jr.’s algorithm’s performance is independent of the number of underlying distribution, its time and space complexity are exponential in $d$ with base $n$ making it viable only in cases where $d$ or $n$ are both small. While our proposed procedure will remain exponential in $d$ like Boncelet Jr.’s algorithm, the base will be smaller. To that end, we first describe both pieces in order to understand their interaction.

3.1 Boncelet Jr.’s Algorithm

At a high level, Boncelet Jr.’s algorithm to solve $\text{JDCFOS}(\mathcal{C}, \mathbf{p})$ maintains probability tables describing the number of balls in each bin. Using our terminology, the algorithm recursively updates a table of probabilities of $C_i = k$:

**Definition 3.** Let $\mathcal{C}$ and $\mathbf{p}$ be as in $\text{JDCFOS}(\mathcal{C}, \mathbf{p})$. We define $e_j = (0, \ldots, 0, 1, 0, \ldots, 0)$ as a length $d$ vector of 0’s with a 1 in the $j$th position. Then by the law of total probability, we have that $\mathbb{P}(C_i = k)$ equals:

$$ p_{i,d+1}\mathbb{P}(C_{i-1} = k) + \sum_{\{j | C_j > 0\}} p_{i,j}\mathbb{P}(C_{i-1} = k - e_j). $$

The probability of the corresponding $\text{JDCFOS}$ is then

$$ \sum_{k \in \mathcal{I}} \mathbb{P}(C_n = k), $$

where $\mathcal{I} = \{ i \in [n^*]^d \mid 0 \leq i_1 \leq \ldots \leq i_d \leq n, i_j \geq c_j, \forall j \in [d]\}.$

Using above recurrence, Boncelet Jr.’s algorithm maintains a table $T_i : [n]^d \rightarrow [0, 1]$ of the probabilities of $\mathbb{P}(C_i = k)$ as a function of table $T_{i-1}$. It then sums over the entries in $T_n(k)$ such that $C_n = k$ satisfies the bin conditions $D_{n,1:d}$. This algorithm extends to the dependent random variables setting as well, though a modification must be made to track the locations of certain balls required to obtain subsequent conditional distributions. In the independent setting, each of the $n$ dynamic programming tables are of size $O(n^d)$ but can be discarded once they are used to obtain the subsequent table, yielding a space complexity of $O(n^d)$. Furthermore, obtaining each table requires updating $O(n^d)$ entries with a recurrence involving $O(d)$ operations, yielding a total of $O(dn^d)$ time complexity.

3.2 Galgana and Shi’s Insight

The method given in Galgana and Shi, et. al. (2021) solves an $m$-distributions variant of $\text{JDCFOS}(\mathcal{C}, \mathbf{p})$ in time and space complexity polynomial in both $n$ and $d$. This result was an improvement over the best known previous method, as described in [8], as the latter runs in time exponential in $d$. The insight that allowed for this speedup distribution of $C_i$ is that the $n$-distributions of exact configurations maintained in Boncelet Jr.’s algorithm may be compressed, yet still retain all the information required to compute $\text{JDCFOS}(\mathcal{C}, \mathbf{p})$. Indeed, our new method maintains significantly smaller tables at the cost of only a slightly more computationally expensive updating function. This improvement is accomplished by instead tracking the distribution of a function of the $C_i$’s.

4 Our Solution

In this section, we compress Boncelet Jr.’s probability tables to contain only information relevant to computing the joint cumulative distribution. The crux of our solution is that we can define transform $S : [n^*]^d \rightarrow [n^*]^d$ operating on ball count configurations that allows us to ignore the exact placement of “superfluous” balls. In accordance with our goal of efficiently computing $\text{JDCFOS}(\mathcal{C}, \mathbf{p})$, this $S$ must have the following properties:

1. The distribution of $S(C_n)$ is easier to maintain than that of $C_n$.
2. We must be able to compute $\mathbb{P}(D_{n,1:d})$ given only the distribution of $S(C_n)$.
Motivating our choice of $S$ is the following observation: conditional on $C_{n,1:j} \geq c_j$, we can treat any additional balls that land in bin $j$ to be indistinguishable from those landing in bin $j + 1$. That is, for $k$ such that $k_{1:j} = \sum_{i=1}^{j} k_i > c_j$, we have: 
$$
\mathbb{P}(D_{n,1:d} \mid C_n = k) = \mathbb{P}(D_{n,1:d} \mid C_n = k + e_{j+1} - c_j).
$$
Hence, in this case we can ‘spill’ additional balls from bin $j$ to bin $j + 1$ starting from $j = 1$ so long we maintain $D_{n,j}$. Analytically, this is equivalent to defining $S$ such that $S_j(k) = \min(c_j, \max(0, k_{1:j} - c_j - 1))$ where $S_j(k)$ denotes the $j$th entry of $S(k)$. This information compression scheme satisfies both criteria by: 1) capping the number of balls in bin $j$ at $c_j$ rather than $n$ and 2) still allows us to compute $\mathbb{P}(D_{n,1:d})$ as the sum of all $\mathbb{P}(C_n = k)$ such that for all $j \in [d]$, $\{S_{1:j}(k) = \sum_{i=1}^{j} S_i(k) \geq c_j\}$ holds. This latter property derives from balls only spilling to the right, hence $k_{1:j} \geq S_{1:j}(k)$, from which it follows that $\{S_{1:j}(k) \geq c_j\} \implies \{k_{1:j} \geq c_j\} \implies D_{n,j}$. While this transformation $S$ possesses both our aforementioned desired qualities, there is still room for improvement.

Under our current transform $S$, we guarantee that $S_j(k) \leq c_j$. The distribution of $S(k)$ is easier to store and compute as the space that $S$ maps to—namely $\bigotimes_{j=1}^{d} [c_j]$—is smaller than the space of $k$, which is $[n]^d$. It would be even more efficient if we changed the spilling condition of $S$, which is to spill over when $C_{1:j} > c_j$, in such a way that guarantees that $\sum_{i=1}^{j} S_i(k) \leq c_j$. This would further reduce the memory requirements to store the distribution of $S(k)$ whilst still maintaining the property that $\{S_{1:j}(k) \geq c_j\} \implies \{k_{1:j} \geq c_j\} \implies D_{n,j}$. In fact, we can define $S$ such that instead of spilling over when there are at least $c_j$ balls in the first $j$ bins, we instead spill over when there are at least $\delta_j = c_j - c_{j-1}$ balls in bin $I_j$. Analytically:

**Definition 4.** Let $C, p$ be as in $\text{UCDFOS}(C, p)$ and assume $c_0 = 0$. We define the spilling transformation $S: [n]^d \to \bigotimes_{j \in [d]} [\delta_j]$ as follows:

$$
S_j(k) = \min (\delta_j, \max_{j' \in [j]} (\sum_{i=1}^{j-1} k_i - \sum_{i=1}^{j-1} \delta_i)).
$$

With this definition of $S$, we can show equivalence between the event that $S(C_n) = (\delta_1, \ldots, \delta_d)$ and bin conditions $D_{n,1:d}$.

**Theorem 1.** For any $C_n \in [n]^d$ and $\delta = (\delta_1, \ldots, \delta_d)$, we have that $D_{n,1:d}$ holds if and only if $S(C_n) = \delta$. Hence $\mathbb{P}(S(C_n)) = \delta) = \mathbb{P}(D_{n,1:d})$. 

**Proof.** We first start with the forward direction. Assume that $D_{n,1:d}$ holds. By definition,

$$
D_{n,1:d} \leftrightarrow \bigcap_{j=1}^{d} \{C_{n,1:j} \geq c_j\} \leftrightarrow \bigcap_{j=1}^{d} \{C_{n,1:j} \geq \sum_{i=1}^{j} \delta_i\}.
$$

As $(\sum_{i=1}^{j} C_{n,i} - \delta_i)$ is non-negative,

$$
\delta_j \leq (\sum_{i=1}^{j} C_{n,i} - \delta_i) + \delta_j \leq \max_{j' \in [j]} (C_{n,j';j} - \sum_{i=1}^{j-1} \delta_i).
$$

Following this, we have for all $j \in [d]$:

$$
S_j(C_n) = \min (\delta_j, \max_{j' \in [j]} (C_{n,j';j} - \sum_{i=1}^{j-1} \delta_i)) = \delta_j.
$$

Now we prove the backwards direction; assume that $S_j(C_n) = \delta_j$ for all $j$. We will show that $\bigcap_{i=1}^{d} S_i(C_n) = \delta_j$ implies $D_{n,1:j}$ by induction. Starting with the base case $j = 1$:

$$
\delta_1 = S_1(C_n) = \min (\delta_1, \max_{j' \in [1]} (C_{n,j';1} - \sum_{i=1}^{0} \delta_i)) 
\geq \min (\delta_1, C_{n,1}).
$$

Thus, $C_{n,1} \geq \delta_1 = c_1$ and the base case holds. For the recursive case:

$$
\delta_j = S_j(C_n) = \min (\delta_j, \max_{j' \in [j]} (C_{n,j';j} - \sum_{i=1}^{j-1} \delta_i))
\implies \delta_j \leq \max_{j' \in [j]} (C_{n,j';j} - \sum_{i=1}^{j-1} \delta_i).
$$

Adding $\sum_{i=1}^{j-1} \delta_i$ to both sides, we have:

$$
\delta_j + \sum_{i=1}^{j-1} \delta_i \leq \max_{j' \in [j]} (C_{n,j';j} + \sum_{i=1}^{j-1} \delta_i) = \max_{j' \in [j]} (C_{n,j';j} + c_{j'-1})
= \max_{j' \in [j]} (C_{n,1:j} - (C_{n,1:j'-1} - c_{j'-1})).
$$

However, by strong induction we know that $C_{n,1:j'} \geq c_{j'}$ for all $j' < j$, thus the last term is always non-negative. Hence, $j' = 1$ corresponds to the maximum and as $\delta_j + \sum_{i=1}^{j-1} \delta_i = \delta_j$, we finish with:

$$
c_j \leq \max_{j' \in [j]} (C_{n,1:j} - (C_{n,1:j'-1} - c_{j'-1})) = C_{n,1:j}.
$$

$\square$
Having established \( \Pr(S(C_n)) = \delta \) = \( \Pr(D_{n,1:d}) \), all that remains is to actually compute the probability of the former. In particular, we need to be able to compute this without implicitly computing the distribution of \( C_n \), as this would amount to the work that Boncelet Jr.’s algorithm already does.

One approach is instead of recursively maintaining the distribution of \( C_i \) like in Boncelet Jr.’s algorithm, we instead track the distribution of \( S(C_i) \). Using the spilling analogy of \( S \) as motivation, the recurrence relation comes naturally. To help with this, we define an additional set-valued function \( \sigma(j, \kappa) = \{ j \} \cup j’ < j : \bigcap_{i=j}^{j’} \{ \kappa_i = \delta_i \} \) to denote the set of bins such that when a ball is thrown into any of these bins given \( S(k) = \kappa \), the ball will land in or spill over into or past bin \( I_j \) under transformation \( S \).

Note that to avoid confusion we use \( k \in [n^n] \) and \( \kappa \in \mathbb{Z}_{+}^d \). There are only two ways to obtain the event \( S(C_i) = \kappa \):

1. If \( S(C_{i-1}) = \kappa \) and ball \( i \) is thrown into any of the bins indexed in \( \sigma(d + 1, \kappa) \)—ball \( i \) lands or spills into the untracked \( I_{d+1} \).
2. If \( S(C_{i-1}) = \kappa - \delta_j \) and ball \( i \) is thrown into any of the bins indexed in \( \sigma(j, \kappa) \)—ball \( i \) fell directly or spilled over into \( I_j \).

With this observation, and the law of total probability, we can formally state our key recurrence relation to obtain \( \Pr(S(C_i) = \kappa) \) as a function of the distribution of \( S(C_{i-1}) \).

**Theorem 2.** Let \( \mathcal{C}, \mathbf{p} \) be as in \( \text{ICDFOS}(\mathcal{C}, \mathbf{p}) \) and define \( S \) to be as in Definition 3. Then:

\[
\Pr(S(C_i) = \kappa) = \sum_{j’} \sum_{j’ \in \sigma(j, \kappa)} p_{i,j’} \Pr(S(C_{i-1}) = \kappa) + \sum_{j=1}^{d} \Pr(S(C_{i-1}) = \kappa - \delta_j) \sum_{j’ \in \sigma(d + 1, \kappa)} p_{i,j’}.
\]

### 4.1 Algorithm and Performance Analysis

We begin by defining dynamic programming tables \( T_i : \mathbb{Z}_{+}^d \rightarrow [0, 1] \) for \( i \in [n^n] \) with the intention that with the recurrence relation from above, we have \( T_i(\kappa) = \Pr(S(C_i) = \kappa) \). We describe our procedure in Algorithm 1.

While there are \( n + 1 \) tables of size \( O(\prod_{j=d}^{d+1}(1 + \delta_j)) \), table \( T_i \) may be deleted once \( T_{i+1} \) is computed, hence the memory requirement is \( O(\prod_{j=d}^{d+1}(1 + \delta_j)) \). This is a significant improvement over Boncelet Jr.’s algorithm, which requires \( O(n^d) \) memory. Each entry of table \( T_i \) for \( i \in [n] \) requires summing over \( O(d) \) terms as per Theorem 3 which yields a time complexity of \( O(d^2 n \prod_{j=d}^{d+1}(1 + \delta_j)) \). The worst case improvement corresponds to when the order statistics given by \( \mathcal{C} \) are evenly spaced, which yields \( \delta_j \approx \frac{d}{n} \) for all \( j \in [d] \). Here, one can take the ratio of Boncelet Jr.’s time and space complexities versus that of Algorithm 1 to obtain a \( O(\frac{d^d}{n}) \) and \( O(d^d) \) factor of improvement in time and space complexity respectively.

One possible modification to our algorithm pre-computing and store the values of \( \sum_{j=1}^{d} p_{i,j} \), which saves a factor of \( d \) computations, at a cost of a factor of \( d \) memory. Pre-computing these probability sums yields a total time complexity of \( O(d n \prod_{j=d}^{d+1}(1 + \delta_j)) \) and space complexity of \( O(d \prod_{j=d}^{d+1}(1 + \delta_j)) \). We can further improve the algorithm’s performance by a constant factor by ignoring intermediary entries \( T_i(\kappa) \) where the event that \( S(C_i) = \kappa \) guarantees that \( S(C^n) \) cannot possibly be equal to \( \delta \). This is the case if \( \sum_{j=1}^{d} (\kappa_j - \delta_j) > n - i \), as there are not enough balls to fill the remaining bins. With either algorithm modification, the spilling algorithm is efficient in cases where the desired order statistic indices are close together and where \( d \) is relatively small.

### 4.2 Experiments

To verify our algorithm’s performance guarantees, and directly compare with Boncelet Jr.’s algorithm, we conduct two experiments which varies the values of \( n, d, \mathcal{C} \). We use the version of the algorithm without pre-computing the probability sums but dis-
One of the key advantages to using Boncelet Jr.’s algorithm over its competitors is its flexibility to handle dependent random variables. Specifically, Boncelet Jr.’s algorithm allows for dependency between random variables, albeit with additional memory and computational cost. This flexibility can be especially useful for various stochastic processes such as Markov processes or more general autoregressive models. A common application of computing order statistic distributions for dependent random variables is estimating the maximum length of a queue. The generalization to dependent random variables requires some changes to the information stored in the dynamic programming tables, as we will need to understand the conditional distribution of balls yet to be thrown given the placement of the balls already thrown. Of course, the task of tracking the exact placement of each ball was one that we wanted to avoid in the first place. In this section, we show that, in cases of sparse random variable dependency structures, then we can limit our memory of exact placement to a small subset of the balls.

5 Extensions

One of the key advantages to using Boncelet Jr.’s algorithm over its competitors is its flexibility to handle dependent random variables. Specifically, Boncelet Jr.’s algorithm allows for dependency between random variables, albeit with additional memory and computational cost. This flexibility can be especially useful for various stochastic processes such as Markov processes or more general autoregressive models. A common application of computing order statistic distributions for dependent random variables is estimating the maximum length of a queue. The generalization to dependent random variables requires some changes to the information stored in the dynamic programming tables, as we will need to understand the conditional distribution of balls yet to be thrown given the placement of the balls already thrown. Of course, the task of tracking the exact placement of each ball was one that we wanted to avoid in the first place. In this section, we show that, in cases of sparse random variable dependency structures, then we can limit our memory of exact placement to a small subset of the balls.

5.1 Preliminaries

Given $n$ random variables and their joint distribution $F$, we can construct the corresponding Markov random field (MRF). In order to minimize the number of random variables tracked in our algorithm, we utilize the local Markov property and the structure of the conditional dependencies in the MRF. We adopt most of the combinatorial notation from the previous section, however we will use an additional partitioning of each bin to simulate exact placement of each random variable. Letting node $i$ of the MRF represent variable $X_i$.

1. Define micro-bins and micro-bounds $I_{j,h}$ and $x_{j,h}$ for $j \in [d^i]$ and $h \in [H]$, for granularity factor $H \in \mathbb{N}$. Here, $x_j = x_{j,0} \leq \ldots \leq x_{j,H} = x_{j+1}$ and $I_{j,h} = (x_{j,h-1}, x_{j,h})$.

2. Define the vector $N_i \in ([d^i] \times [H])^{n(i)}$ to denote the micro-bin locations of the neighboring set of $i$—the lower-indexed neighbors of ball $i$. By the local Markov property, $i$ is conditionally independent of $\{1, \ldots, i-1\}$ given $N_i$. Here, $n(i)$ denotes the number of lower-indexed neighbors of $i$.

3. Define the vector $B_i \in ([d^i] \times [H])^{b(i)}$ to denote the micro-bin locations of the boundary set of $i$.

We can instead let node $i$ represent a different variable $v_i$, which creates a different visitation scheme $v$, neighbor sets, and boundary sets. Consequently, the choice of visitation scheme also impacts the algorithm’s space and time complexity, and in general, computing the optimal re-ordering is NP-hard. For simplicity, we stick to the original ordering.

Table 2: Boncelet Jr.’s Algorithm Elapsed Time. Our algorithm is significantly faster than Boncelet Jr.’s especially for larger $n$ or $d$.

| $n$ | 6 | 12 | 18 | 24 | 30 |
|-----|---|----|----|----|----|
| $d$ |   |    |    |    |    |
| 1   | 1.1E-4 | 4.0E-4 | 5.8E-4 | 1.1E-3 | 1.6E-3 |
| 2   | 6.4E-4 | 2.8E-3 | 7.3E-3 | 1.7E-2 | 3.0E-2 |
| 3   | 1.3E-3 | 1.4E-2 | 6.1E-2 | 1.7E-1 | 4.1E-1 |
| 4   | 3.8E-3 | 6.5E-2 | 3.8E-1 | 1.4E0  | 4.0E0  |
| 5   | 9.4E-3 | 2.4E-1 | 2.0E0  | 9.4E0  | 3.2E1  |
| 6   | 2.1E-2 | 8.4E-1 | 8.8E0  | 5.3E1  | 2.2E2  |

Table 1: Spillover Algorithm Elapsed Time. We ran an experiment from Galgana and Shi, et. al. (2021) with $n \in \{6, 12, 18, 24, 30\}$ and $c \in \{[d]\}$ for $d \in [6]$.

| $n$ | 6 | 12 | 18 | 24 | 30 |
|-----|---|----|----|----|----|
| $d$ |   |    |    |    |    |
| 1   | 6.9E-5 | 1.1E-4 | 2.0E-4 | 1.7E-4 | 1.8E-4 |
| 2   | 8.5E-4 | 1.6E-4 | 2.3E-4 | 2.7E-4 | 3.7E-4 |
| 3   | 1.8E-4 | 3.1E-4 | 4.4E-4 | 5.8E-4 | 7.6E-4 |
| 4   | 3.4E-4 | 6.4E-4 | 9.5E-4 | 1.4E-3 | 1.6E-3 |
| 5   | 7.2E-4 | 1.4E-3 | 2.1E-3 | 2.8E-3 | 3.7E-3 |
| 6   | 1.5E-3 | 3.0E-3 | 5.6E-3 | 6.5E-3 | 7.9E-3 |
- the neighbors of balls \( i, \ldots, n \) among the first \( i - 1 \) balls. Again by the local Markov property, balls \( i \) through \( n \) are conditionally independent of \( \{1, \ldots, i - 1\} \) given \( B_i \). Here, \( b(i) \) denotes the number of neighbors of balls \( i \) through \( n \) among the first \( i - 1 \) balls.

4. Define the vector-valued transform \( N_i : ([d^+] \times [H])^{b(i)} \to ([d^+] \times [H])^{n(i)} \) to select only the entries of \( B_i \in ([d^+] \times [H])^{b(i)} \) corresponding to the neighbors of \( i \), namely \( N_i \). That is, \( N_i(B_i) = \bar{N}_i \).

5. Define \( p_i(\cdot) \equiv p_i(\cdot \mid N_i(B_i) = j_N) \equiv p_i(\cdot \mid \bar{N}_i = j_N) \) to be the conditional distribution of ball \( i \) given \( \bar{N}_i = j_N \). Here, \( j_N \in ([d^+] \times [H])^{n(i)} \). In practice, \( p_i(\cdot) \) can be estimated through MCMC-sampling methods or by numerical integration and marginalizing out its higher-indexed neighbors. If the random variables are discrete, it may be computed exactly.

With our new notation, we can formally define the dependent version of iDCDFS(\( C, p \)).

**Definition 5.** Assuming random variables \( X_1, \ldots, X_n \), we let \( n, d, x, C, F \) be as in Definition [1]. We define \( p = (p_{i,j,h}(j_N))_{i \in [n], j \in [d^+], h \in [H], j_N \in ([d^+] \times [H])^{n(i)} = (F_i(x_j \mid N_i = j_N) - F_i(x_{j-1} \mid N_i = j_N))_{i \in [n], j \in [d^+], h \in [H], j_N \in ([d^+] \times [H])^{n(i)} \). That is, \( p_{i,j,h}(j_N) \) is the probability that ball \( i \) falls into micro-bin \( I_{j,h} \) given \( \bar{N}_i = j_N \). We define the combinatorial problem iDCDFS(\( C, p \)) as computing the probability \( P(D_{n,1,d}) \).

At first, it seems there are only three additions to Algorithm [1] required to solve Equation [1] with dependent random variables. First, we must further subdivide each bin. Second, we need our algorithm to store \( \bar{N}_i \) in micro-bin space by iteration \( i \). Third, we need to change our definition of \( p_i \) to reflect the dependency between the current random variable and those in \( \bar{N}_i \). In particular, instead of having \( p_i : [d] \to [0, 1] \) as the singular distribution of the current ball over all bins, we can instead have a distribution \( p_i(\cdot) = p_i(\cdot \mid \bar{N}_i = j_N) \). However, these three changes are insufficient as the algorithm must also track the location of balls that will be needed to compute the conditional distribution of not only ball \( i \) but also \( i + 1, \ldots, n \). More specifically, our algorithm must not “forget” the location of the balls in \( B_i \) by storing the configuration in memory at each time step \( i \).

### 5.2 Updated Recurrence

The updated recurrence relation is similar to Theorem [2], except now we also need to take into account \( B_i \) and how they both impact the distribution of ball \( i + 1 \) through \( n \). Moreover, we will also benefit from defining set-valued function \( \psi_i \) that takes argument \( j_B \in ([d^+] \times [H])^{b(i)}, \kappa \in \otimes_{j \in [d^+]} [\delta_j] \) and returns the set of \( j_B \in ([d^+] \times [H])^{b(i)} \) such that \( \{B_i = j_B\}, \{B_{i+1} = j_B\}, \) and \( \{S(C_i) = \kappa\} \) are non-disjoint events—the ball configurations across the three events are consistent. Lastly, we must make an important distinction between when \( i \) is in the boundary set of \( i + 1 \). As such, we define a piece-wise function \( \gamma_i \) that takes arguments \( j_B \in ([d^+] \times [H])^{b(i)}, \kappa \in \otimes_{j \in [d^+]} [\delta_j] \) and \( S(C_i) = \kappa \), given \( \{N_i(B_i) = j_N\} \) or \( \{N_i = j_N\} \), the following recurrence relation follows from the law of total probability, much like in Equation [2]:

**Theorem 3.** Let \( C, p \) be as in iDCDFS(\( C, p \)). Define \( S \) to be as in Definition [2] and \( N_i, B_i, \psi, \gamma_i \) to be as in the previous section. Then: Then:

\[
P(S(C_i) = \kappa, B_{i+1} = j_B) = \sum_{j' \in C^i} \sum_{j_B' \in \psi_i(j_B, \kappa)} \gamma_i(j_B, j_B', \kappa) \]

\[
+ \sum_{j=1}^d \sum_{j_B' \in \psi_i(j_B, \kappa)} P(S(C^{i-1}) = \kappa - e_j, B_i = j_B') \]

### 5.3 Algorithm and Performance Analysis

We begin by defining dynamic programming tables \( T_i : \otimes_{j \in [d^+]} [\delta_j] \times ([d^+] \times [H])^{b(i)} \to [0, 1] \) for \( i \in [n] \) with the intention that with the recurrence relation from above, \( T_i(\kappa, j_B) = P(S(C_i) = \kappa, B_{i+1} = j_B) \).

We describe our procedure in Algorithm [2].

Just like in Algorithm [1] table \( T_i \) is disposable once table \( T_{i+1} \) is computed. Hence, the space complexity is bounded by size of the largest table, which is of size \( O((Hd)^{b(*)} \prod_{j \in [d^+]} (1 + \delta_j)) \), where \( b(*) = \max_{i \in [n]} b(i) \). We note that \( b(*) \) is dependent on the graph visitation scheme, which we assume to be simply \( 1, \ldots, n \) wlog. Intuitively, the memory required
The output of the algorithm requires a summation over $O(d)$ possible values of $j'$, $O(|\psi(j_B, \kappa)|)$ values of $j_B$ and another $O(d)$ possible values of $j$. Here, the quantity $|\psi(j_B, \kappa)|$ is difficult to measure, so we upper bound it simply by $O((Hd)^{b(i)})$, where $\Delta_i$ denotes the number of variables included in the boundary set of $i$ but not of $i+1$. Notice that $\Delta_i = b(i) \leq b(s)$. With this, since there are $O((Hd)^{b(i)}\prod_{j \in \kappa}(1 + \delta_j))$ table entries in $T_i$ to compute for each $i \in [n]$, we have a total time complexity of $O(n(Hd)^{1+2b(s)}\prod_{j \in \kappa}(1 + \delta_j))$.

5.4 Experiments

We experimentally compare our algorithm’s output against the Monte Carlo approximation of the joint cdf of Markov random variables using the same computer system described earlier. In particular, we define the random walk $X_1, \ldots, X_n$ such that $X_0 = 0$ and $X_{i+1} \in \{X_i - 1, X_i, X_i + 1\}$ with mean $\mu$, for $i \in [n]$, $n \in \{30, \ldots, 365\}$. We computed the probability $\mathbb{P}(X_i(\frac{\mu}{1200})), (\frac{\mu}{1200})), (\frac{\mu}{1200})), (\frac{\mu}{1200}) \leq 2, X_i(\frac{\mu}{1200}) \leq 3$. We note that with sufficiently large $n$, the biased random walk almost surely converges to a geometric Brownian motion, which gives our algorithm many practical applications. One such application is managing downside risk in financial portfolios. More specifically, we define $X_i$ to be the portfolio loss at time steps. See Figure 2. With $C = \{\{\frac{90n}{100}, \frac{95n}{100}, \frac{99n}{100}\}, \{\frac{90n}{100}, |\frac{95n}{100}, |\frac{99n}{100}\}}$, $\mathbf{x} = (3,5,10)$.

DJCFOS$(C, \mathbf{p})$ models the probability of exceeding a maximum downside risk constraint corresponding to the 90th percentile, 95th percentile, and 99th percentile losses in a portfolio.

6 Conclusion

In this paper, we describe the computation of the joint cdf of $d$ order statistics of $n$ random variables; in particular, we focus on the method provided by [7], and show how the computational complexity of Boncelet Jr.’s algorithm can be improved by compressing dynamic programming tables to store only information pertinent to computing the cdf rather than the entire joint distribution of the ball configurations. We extend our procedure to handle dependent random variables and show how this affects the space and time complexity. In the worst case of evenly spread $d$ order statistics, our algorithm improves the time over Boncelet Jr.’s by a factor of $O(d^{\frac{d-1}{n}})$, and space complexity by $O(d^d)$.
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