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ABSTRACT. We recall a Mourre theory adapted to non self-adjoint operators and we apply this theory to Schrödinger operators with non real potentials, using different type of conjugate operators. We show that some conjugate operators permits to relax conditions on the derivatives of the potential that were required up to now.
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1. INTRODUCTION

In this article, we will study the Schrödinger operator $H = \Delta + V$ with possibly a non-real potential, on $L^2(\mathbb{R}^n)$, where $\Delta$ is the non negative Laplacian operator. Here $V$ is a multiplication operator, i.e. $V$ can be the operator of multiplication by a function or by a distribution of strictly positive order. When $V = 0$, we know that $H = \Delta$ on $L^2(\mathbb{R}^n)$ has for spectrum the real set $[0, +\infty)$ with purely absolutely continuous spectrum on this set. In this article, we are always in the application framework of the Weyl’s Theorem. In particular, the essential spectrum of $H$ is the same that the essential spectrum of $\Delta$, the
interval \([0, +\infty)\). Thus, 0 is the bound of the essential spectrum and, for this reason, 0 is a threshold for \(H\). Here, we are interested in the nature of the essential spectrum of the perturbed operator and in the existence of a Limiting Absorption Principle near the threshold 0.

A general technique to prove a Limiting Absorption Principle if \(H\) is self-adjoint is due to E. Mourre [Mou81] and it involves a local version of the positive commutator method due to C.R. Putnam [Put56, Put67]. This method is based on the research of another self-adjoint operator \(A\), named the conjugate operator, for which the operator \(H\) is ”regular” with respect to \(A\) and for which the Mourre estimate is satisfied on a set \(I\) in the following sense:

\[ E(I)[H, iA]E(I) \geq c_0 E(I) + K, \]

where \(c_0 > 0\), \(E\) is the spectral measure of \(H\) and \(K\) is a compact operator. When \(H\) is a Schrödinger operator, we usually apply the Mourre theory with the generator of dilations \(A_D\) as conjugate operator. With this conjugate operator, we obtain for the first order commutator of the Laplacian \([\Delta, iA_D] = 2\Delta\). In particular, by considering potential such that \(H\) is a compact perturbation of the Laplacian, and under some assumptions on it, we can prove the Mourre estimate if \(I\) is a compact interval of \((0, +\infty)\). This implies a Limiting Absorption Principle on all compact interval of \((0, +\infty)\) (see [ABdMG96]). But, we can see that since \(E(I)[\Delta, iA_D]E(I)\) is not strictly positive when \(0 \in I\), we can not use the Mourre theorem to prove a Limiting Absorption Principle at zero energy. To do this, several methods linked to Mourre theory exist. A first method uses the standard Mourre theory with a parameter. The goal is to obtain a Limiting Absorption Principle for a modified operator which depends on the parameter and to deduce from this Limiting Absorption Principle a similar estimate for the initial operator, without the parameter (see [BH10]). A second method is to show a Limiting Absorption Principle with weights which depends on a parameter and to deduce from this a Limiting Absorption Principle for our operator (see [FS04]). Here, we will use a third method which is, contrary to the others, a general method: the method of the weakly conjugate operator. With this method, we do not have to assume that the first order commutator is strictly positive but only positive and injective (see [MR00, Ric06, BG10]).

Let \(k \in \mathbb{N}^n, k \leq n\), and consider the decomposition \(\mathbb{R}^n = \mathbb{R}^k \times \mathbb{R}^{n-k}\). With this decomposition, denote \((x, y) \in \mathbb{R}^n\) where \(x \in \mathbb{R}^k\) and \(y \in \mathbb{R}^{n-k}\). For \(h \in C^\infty(\mathbb{R}^n)\), denote

\[ \nabla_x h(x, y) = \left( \partial_i h(x, y) \right)_{i=1, \ldots, k}. \]

In [MR00], using the method of weakly conjugate operator, M. Măntoiu and S. Richard proved the following

**Theorem 1.1** ([MR00], Theorem II.2). Let \(k \geq 2\). Let \(H = \Delta + V\) whith \(V \in C^\infty(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)\) a real potential. Assume that

1. \(x \cdot \nabla_x V \in L^\infty(\mathbb{R}^n)\).
2. For all \((x, y) \in \mathbb{R}^n\), \(-x \cdot \nabla_x V(x, y) \geq 0\).
3. There is a constant \(c\) such that, for all \((x, y) \in \mathbb{R}^n\),

\[ |(x \cdot \nabla_x)^2 V(x, y)| \leq -c x \cdot \nabla_x V(x, y). \]

Then, there exists a Banach space \(A \subset L^2(\mathbb{R}^n)\) such that \(\|(H - \lambda \pm i\nu)^{-1}\|_{B(A, A^*)}\) is bounded uniformly in \(\lambda \in \mathbb{R}\), \(\nu > 0\), where \(A^*\) is the dual space of \(A\).

These conditions do not permit to cover some situations: in fact, assumption (2) does not allow to have an oscillating potential of the form \(V(x) = \sin(|x|^2)e^{-|x|^2}\). Moreover, because of the derivative, for an oscillating potential, \((x \cdot \nabla_x)^2 V\) can be unbounded.
this article, we will use the abstract result of the method of the weakly conjugate operator with different type of conjugate operators.

A first conjugate operator we use is the operator $A_F$ defined by

$$A_F = \frac{1}{2}(p \cdot F(q) + F(q) \cdot p)$$

with $F$ a $C^\infty$ vector field with some good properties. Remark that this type of conjugate operator was already used by R. Lavine in [Lav69, Lav71, Lav73, ABdMG96]. This conjugate operator permits to apply the method of the weakly conjugate operator to potentials for which the derivative does not have enough decay at infinity. With this conjugate operator, we can prove the following:

**Theorem 1.2.** Let $n \geq 3$ and $0 \leq \mu < (1 + \frac{n}{n-2})^{-2}$. Let $V_1, V_2 \in L^1_{loc}(\mathbb{R}^n, \mathbb{R})$ and $H = \Delta + V_1 + iV_2$. Assume that

1. $V_k$ are $\Delta$-compact and $V_2 \geq 0$;
2. $q\langle q \rangle^{-\mu} \cdot \nabla V_k$ are $\Delta$-compact;
3. There is $C > -\frac{(n - 2)^2(1 - \mu(1 + \frac{n}{n-2}))}{2}$ such that $x \cdot \nabla V_1(x) \geq \frac{C}{|x|^2}$ for all $x \in \mathbb{R}^n$;
4. There is $C' > 0$ such that for all $x \in \mathbb{R}^n$, $|\langle x \rangle^{-\mu} \cdot \nabla V_k(x)| \leq C' |x|^{-2} \langle x \rangle^{-\mu}$.

Then

$$\sup_{\lambda \in \mathbb{R}, q > 0} \|q\langle q \rangle^{-\mu/2}|q|^{-1}(H - \lambda + \eta)|q|^{-1}\langle q \rangle^{-\mu/2}\| < \infty.$$  

Moreover, $H$ does not have eigenvalue in $\mathbb{R}$.

We make few remarks about this theorem:

1. If $0 < \mu$, we do not require to have $q \cdot \nabla V_i$ bounded.
2. Let $V_1(x) = \langle q \rangle^{-\alpha}, \alpha > 0$ and $V_2(x) = \langle x \rangle^{-\beta}, \beta > 0$. If we want to use the generator of dilations with these potentials, we can see that we have to assume that $\alpha, \beta \geq 2$ to use the method of the weakly conjugate operator (see [BG10, Theorem C.1]). Here, we only have to assume that there is $0 \leq \mu < (1 + \frac{n}{n-2})^{-2}$ such that $\alpha + \mu \geq 2$ and $\beta + \mu \geq 2$. In particular, if $\alpha > 2 - (1 + \frac{n}{n-2})^{-2}$ and $\beta > 2 - (1 + \frac{n}{n-2})^{-2}$, then Theorem 1.2 applies.

Another conjugate operator we use is the operator $A_u$ defined by

$$A_u = \frac{1}{2}(q \cdot u(p) + u(p) \cdot q)$$

where $u$ is a $C^\infty$ vector field with some good properties. Remark that this conjugate operator was already used in [ABdMG96]. Moreover, it turns out that this type of conjugate operator is particulary usefull when the potential has high oscillations because conditions on commutators does not impose derivatives (see [Mar17a, Mar17b]). Using this conjugate operator, we obtain the following:

**Theorem 1.3.** Let $n \geq 3$. Let $V_1, V_2 \in L^1_{loc}(\mathbb{R}^n, \mathbb{R})$ and $H = \Delta + V_1 + iV_2$ with $V_2 \geq 0$. Assume that $|q|^2 V_1$ and $|q|V_1$ are bounded with bound small enough and that $\langle q \rangle^3 V_1$ is bounded. Then Theorem 3.1 applies. In particular, for all $1 \leq \mu < 2$,

$$\sup_{\rho \in \mathbb{R}, q > 0} \|\langle p \rangle^{-\mu/2}|q|\rho^2 (\rho - \eta)|\langle p \rangle^{-\mu/2}\| < \infty.$$  

Moreover, $H$ does not have eigenvalue in $\mathbb{R}$.
We will make few remarks about Theorem 1.3

1. Let \( W_1, W_2 \) potentials such that \( q_j^* W_i \) is bounded and \( W_2 \geq 0 \). Let \( w \in \mathbb{R} \). Then \( V_1 = w W_1 \) and \( V_2 = W_2 \) satisfy assumptions of Theorem 1.3 for \( |w| \) small enough.

2. In the case \( V_2 = 0 \) and \( V_1 \in L^{n/2} \), the absence of negative eigenvalues can be proved with another method: using the Lieb-Thirring inequality (see [Lie00]), we already know that if \( V_1 \) is small enough, the number of negative eigenvalue have to be 0.

3. Using Sobolev inequalities and taking \( u(x) = x^\langle x \rangle^{-\mu} \), \( 1 < \mu < 2 \), we can replace the assumption \( q_j^* V \) bounded by \( q_j^* V \) bounded and \( x \mapsto |x|^p \) \( V(x) \in L^p \) with \( p \geq \frac{\mu}{\mu-1} \) (see [Mar17b, Corollary 5.9]).

4. Since assumptions on the potential does not impose conditions on the derivatives of the potential, we can use this result with potentials which have high oscillations. For example, if \( V_2 = 0 \) and \( V_1(x) = w(1 - \kappa(|x|)) \sin(\frac{k}{\pi}|x|) \) with \( w, k, \alpha \in \mathbb{R} \), \( \beta > 0 \) and \( \kappa \in C_0^\infty(\mathbb{R}, \mathbb{R}) \) such that \( \kappa = 1 \) on \([-1, 1]\) and \( 0 \leq \kappa \leq 1 \), it suffices to suppose that \( w \) is small enough and that \( \beta \geq 3 \) to obtain a Limiting Absorption Principle on all \( \mathbb{R} \). Remark that because of the oscillations, Theorem C.1 of [BG10] does not apply nor Theorem 1.1 of [FS04].

The paper is organized as follows. In Section 2, we will give some notations we will use below and we recall some basic fact about regularity with respect to a conjugate operator. In Section 3, we will recall the abstract result corresponding to Theorem 1.1. In Section 4, we will recall a result concerning the application of the method of the weakly conjugate operator with the generator of dilations as conjugate operator, and we will see that, with this conjugate operator, we can avoid conditions on the second order derivatives. In Sections 5 and 6, we will use the method of the weakly conjugate operator with \( A_F \) and \( A_u \) as conjugate operator. In Section 7, we will see that we can use a conjugate operator which is a differential operator only in certain directions. In Section 8, we will give examples of potentials for which our previous results apply. In Appendix A, we recall the Helffer-Sjöstrand formula and some properties of this formula we will use in the text.

2. Notation and Basic Notions

2.1. Notation. Let \( X = \mathbb{R}^n \) and for \( s \in \mathbb{R} \) let \( \mathcal{H}^s \) be the usual Sobolev spaces on \( X \) with \( \mathcal{H}^0 = \mathcal{H} = L^2(X) \) whose norm is denoted \( \| \cdot \| \). We are mainly interested in the space \( \mathcal{H}^1 \) defined by the norm \( \| f \|_1^2 = \int (|f(x)|^2 + |
abla f(x)|^2) \, dx \) and its dual space \( \mathcal{H}^{-1} \).

We denote \( q_j \) the operator of multiplication by the coordinate \( x_j \), \( p_j = -i \partial_j \) and we denote \( p = (p_j)_{j=1, \ldots, n} \) and \( q = (q_j)_{j=1, \ldots, n} \) considered as operators in \( \mathcal{H} \). For \( k \in X \) we denote \( k \cdot q = k_1 q_1 + \cdots + k_n q_n \). If \( u \) is a measurable function on \( X \) let \( u(q) \) be the operator of multiplication by \( u \) in \( \mathcal{H} \) and \( u(p) = \mathcal{F}^{-1} u(q) \mathcal{F} \), where \( \mathcal{F} \) is the Fourier transformation:

\[
(\mathcal{F} f)(\xi) = (2\pi)^{-\frac{n}{2}} \int e^{-ix \cdot \xi} u(x) dx.
\]

If there is no ambiguity we keep the same notation for these operators when considered as acting in other spaces.

We are mainly interested in potentials \( V \) which are multiplication operators in the following general sense.

**Definition 2.1.** A map \( V \in \mathcal{B} \) is called a multiplication operator if \( V \psi^{i k} q = \psi^{i k} q V \) for all \( k \in X \). Or equivalently, if \( V \theta(q) = \theta(q) V \) for all \( \theta \in C_0^\infty(X) \).
As usual, \( \langle x \rangle = \sqrt{1 + |x|^2} \). Then \( \langle q \rangle \) is the operator of multiplication by the function \( x \mapsto \langle x \rangle \) and \( \langle p \rangle = F^{-1} \langle q \rangle F \). For real \( s, t \) we denote \( \mathcal{H}^t_s \) the space defined by the norm
\[
\|f\|_{\mathcal{H}^t_s} = \|\langle q \rangle^s f\|_{\mathcal{H}^t_s} = |\langle q \rangle^s \langle p \rangle^t f|.
\] (2.1)

Note that the dual space of \( \mathcal{H}^t_s \) may be identified with \( \mathcal{H}^{-t}_{-s} \).

2.2. Regularity. Let \( F', F'' \) be two Banach space and \( T : F' \to F'' \) a bounded operator.

Let \( A \) a self-adjoint operator.

Let \( k \in \mathbb{N} \) we say that \( T \in C^k(A, F', F'') \) if, for all \( f \in F' \), the map \( \mathbb{R} \ni t \to e^{itA}Te^{-itA} f \) has the usual \( C^k \) regularity. The following characterisation is available:

**Proposition 2.2.** \( T \in C^1(A, F', F'') \) if and only if \([T, A]\) has an extension in \( B(F', F'')\).

It follows that, for \( k > 1 \), \( T \in C^k(A, F', F'') \) if and only if \([T, A] \in C^{k-1}(A, F', F'')\).

If \( T \) is not bounded, we say that \( T \in C^k(A, F', F'') \) if for one \( z \not\in \sigma(T) \), and thus for any \( z \not\in \sigma(T) \), \((T - z)^{-1} \in C^k(A, F', F'')\).

**Proposition 2.3.** For all \( k > 1 \), we have
\[
C^k(A, F', F'') \subset C^{1,1}(A, F', F'') \subset C^1(A, F', F'').
\]

If \( F' = F'' = \mathcal{H} \) is an Hilbert space, we note \( C^1(A) = C^1(A, \mathcal{H}, \mathcal{H}^*) \). If \( T \) is not bounded, \( T \) is of class \( C^1(A) \) if and only if \([T, iA] : \mathcal{D}(T) \to \mathcal{D}(T)^* \) is bounded and, for some \( z \in \mathbb{C} \setminus \sigma(T) \), the set \( \{ f \in \mathcal{D}(A), R(z)f \in \mathcal{D}(A) \text{ and } R(z)f \in \mathcal{D}(A) \} \) is a core for \( A \). Remark that, in general, because of the second assumption, it is more difficult to show that \( T \) is of class \( C^1(A) \) than to show that \( T \) is of class \( C^1(A, \mathcal{D}(T), \mathcal{D}(T)^*) \).

This is not the case if we suppose that the unitary group generated by \( A \) leaves \( \mathcal{D}(T) \) invariant. For \( T \) is self-adjoint, we have the following:

**Theorem 2.4 (Theorem 6.3.4 from [ABdMG96]).** Let \( A \) and \( T \) be self-adjoint operator in a Hilbert space \( \mathcal{H} \). Assume that the unitary group \( \{\exp(\tau A)\}_{\tau \in \mathbb{R}} \) leaves the domain \( \mathcal{D}(T) \) of \( T \) invariant. Set \( \mathcal{G} = \mathcal{D}(T) \) endowed with it graph topology. Then

1. \( T \) is of class \( C^1(A) \) if and only if \( T \in C^1(A, \mathcal{G}, \mathcal{G}^*) \).
2. \( T \) is of class \( C^{1,1}(A) \) if and only if \( T \in C^{1,1}(A, \mathcal{G}, \mathcal{G}^*) \).

If \( \mathcal{G} \) is the form domain of \( H \), we have the following:

**Proposition 2.5 (see p. 258 of [ABdMG96]).** Let \( A \) and \( T \) be self-adjoint operators in a Hilbert space \( \mathcal{H} \). Assume that the unitary group \( \{\exp(\tau A)\}_{\tau \in \mathbb{R}} \) leaves the form domain \( \mathcal{G} \) of \( T \) invariant. Then \( T \) is of class \( C^k(A) \) if and only if \( T \in C^k(A, \mathcal{G}, \mathcal{G}^*) \), for all \( k \in \mathbb{N} \).

As previously, since \( T : \mathcal{G} \to \mathcal{G}^* \) is always bounded, it is, in general, easier to prove that \( T \in C^k(A, \mathcal{G}, \mathcal{G}^*) \) than \( T \in C^k(A) \).

2.3. The Hardy inequality. To have concrete conditions on the potential, we will use the Hardy inequality. For this reason we recall it:

**Proposition 2.6.** Assume that \( n \geq 3 \). Let \( f \in \mathcal{H}^1(\mathbb{R}^n) \). We have
\[
\frac{(n-2)^2}{4} \int_{\mathbb{R}^n} \frac{1}{|x|^2} |f(x)|^2 \, dx \leq \int_{\mathbb{R}^n} |\nabla f(x)|^2 \, dx.
\]

In particular, this inequality implies that if \( B(q) \) is a multiplication operator such that \( |q|^2 B(q) \) is bounded, if \( n \geq 3 \), then, there is \( C > 0 \) such that
\[
|\langle f, B(q)f \rangle| \leq C \|\nabla f\|^2.
\]
In this section, we will recall a version of the Mourre theory in order to obtain a limiting absorption principle near thresholds, called the method of the weakly conjugate operator. This Mourre theory was developed by A. Boutet de Monvel and M. Mantoiu in [BM97]. An improvement of this theory was developed by S. Richard in [Ric06] for the self-adjoint case. Here, we recall a version of this theory present in [BG10] adapted to the non-self-adjoint case.

Let $H^\pm$ two closed operators with a common domain $\mathcal{D}$. We suppose that $(H^+)^* = H^-$. Since $H^\pm$ are densely defined, have common domain and are adjoint of the other, $\mathcal{H}(H^\pm)$ and $\mathcal{H}(H^\pm)$ are closable and symmetric on $\mathcal{D}$. Even if they are not self-adjoint, we can remark that $\mathcal{D}$ is a core for them. Therefore $\mathcal{G}$ is a core for them too. We keep the same notation for their closure.

We assume that $H^+$ is dissipative i.e $\Im(H^+) \geq 0$. This implies that $\Im(H^-) \leq 0$ and, by the numerical range theorem, we can say that $\sigma(H^\pm)$ is include in the half-plane $\{ z \in \mathbb{C}, \pm \Im(z) \geq 0 \}$. Let $S$ a non negative, injective, self-adjoint operator with form domain $G = \mathcal{D}(S^{1/2}) \supset \mathcal{D}$. Let $S$ the completion of $G$ under the norm $\|f\|_S = (\|S^{1/2}f\|)^{1/2}$.

We get the following inclusions with continuous and dense embeddings

$$\mathcal{D} \subset \mathcal{G} \subset \mathcal{S} \subset \mathcal{G}^* \subset \mathcal{D}^*.$$

We will need an external operator $A$, the conjugate operator. Assume $A$ is self-adjoint in $\mathcal{H}$ and $S \in C^1(A)$. Let $W_t = e^{itA}$ be the $C_0$-group associated to $A$ in $\mathcal{H}$. We suppose that $W_t$ stabilizes $\mathcal{G}$ and $\mathcal{S}$. This implies, by duality, that $W_t$ stabilizes $\mathcal{G}^*$ and $\mathcal{S}^*$. Remark that if $[S, iA] : \mathcal{S} \to \mathcal{S}^*$ is bounded, then the invariance of $\mathcal{S}$ under the $C^0$-group $W_t$ is a consequence of the invariance of $\mathcal{G}$ (see [BG10, Remark B.1]).

**Theorem 3.1** (Theorem B.1 of [BG10]). Let $H^\pm$ and $A$ as above. Suppose that $H^\pm \in C^2(A, \mathcal{G}, \mathcal{G}^*)$ and that there is $c > 0$ such that

$$\|(H^\pm f, Ag) - (Af, H^\pm g)\| \leq c\|f\| \cdot (\|H^\pm \pm i\|g\|), \tag{3.1}$$

for all $f, g \in \mathcal{D} \cap \mathcal{D}(A)$. Assume that $\pm \Im(H^\pm) \geq 0$ and that there is $c_1 > 0$ such that

$$\Re(H^\pm), iA] - c_1 \Re(H^\pm) \geq S > 0, \tag{3.2}$$

in sense of forms on $\mathcal{G}$. Suppose also there exists $C > 0$ such that

$$\|f, [[H^\pm, A], A]f\| \leq C\|S^{1/2}f\|^2 \tag{3.3}$$

for all $f \in \mathcal{G}$. Then, there are $c'$ and $\mu_0 > 0$ such that

$$\|f, (H^\pm - \lambda \pm i\mu)^{-1}f\| \leq c' \left(\|S^{-1/2}f\|^2 + \|S^{-1/2}A\|^2\right)\tag{3.4}$$

for all $0 < \mu < \mu_0$ and $\lambda \geq 0$ if $c_1 > 0$, and $\lambda \in \mathbb{R}$ if $c_1 = 0$.

Remark that, if we want to have (3.2) with $c_1 > 0$, it seems necessary that $[H, iA]$ reproduce $H$. This is the case with the generator of dilations for which we have $[\Delta, iA_D] = 2\Delta$. But with conjugate operators we want to use, the commutator with the Laplacian does not reproduce the Laplacian $\Delta$. For this reason, we will use Theorem 3.1 only in the case $c_1 = 0$. 


4. THE GENERATOR OF DILATIONS AS CONJUGATE OPERATOR

In this section, we will see what conditions are sufficient to apply Theorem 3.1 with the generator of dilations as conjugate operator. For this, we will recall a result from [BG10] in dimension higher or equal to 3 which illustrate the method of the weakly conjugate operator and we will give a variation of this result. We will also recall a result from B. Simon which show that dimensions 1 and 2 are quite particular.

Using the Hardy inequality and the generator of dilations as conjugate operator, one can show the following result

**Theorem 4.1** (Theorem C.1, [BG10]). Let \( n \geq 3 \). Assume that \( V_1, V_2 \in L^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}) \) satisfy:

1. \( V_k \) are \( \Delta \)-bounded with bound less than one and \( V_2 \geq 0 \);
2. \( \nabla V_k, q \cdot \nabla V_k \) are \( \Delta \)-bounded and \( |q|^2(q \cdot \nabla)^2 V_k \) are bounded;
3. There is \( c_1 \in [0, 2) \) and \( C \in (0, \frac{(2-c)(n-2)^2}{4}) \) such that
   \[
   x \cdot \nabla V_1(x) + c_1 V_1(x) \leq \frac{C}{|x|^2}
   \]
   and
   \[
   -c_1 x \cdot \nabla V_2(x) \geq 0
   \]
   for all \( x \in \mathbb{R}^n \).

Then \( H \) has no eigenvalue in \([0, +\infty)\) and
\[
\sup_{\lambda \in (0, +\infty), \mu > 0} \|q|^{-1}(H - \lambda + i\mu)^{-1}|q|^{-1}\| < \infty. \tag{4.1}
\]

If \( c_1 = 0 \), \( H \) has no eigenvalue in \( \mathbb{R} \) and (4.1) holds true for \( \lambda \in \mathbb{R} \).

Using that \( A_D \) can be written as \( A_D = q \cdot p - \frac{n\mu}{2} = p \cdot q + \frac{n\mu}{2} \), we can avoid the condition on the second order derivative of \( V_1 \) and \( V_2 \) to obtain the following

**Theorem 4.2.** Let \( n \geq 3 \). Let \( V_1, V_2 \in L^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}) \) and \( H = \Delta + V_1 + iV_2 \). Suppose that

1. \( V_k \) are \( \Delta \)-bounded with bound less than 1 and \( V_2 \geq 0 \);
2. \( \nabla V_k \) and \( q \nabla V_k \) are \( \Delta \)-bounded and
   \[
   |x \nabla V_k(x)| \leq \frac{C}{|x|^2} \quad \forall x \in \mathbb{R}^n \setminus \{0\};
   \]
3. There is \( c_1 \in [0, 2) \) and \( C \in \big[0, \frac{(2-c)(n-2)^2}{4}\big) \) such that
   \[
   x \cdot \nabla V_1(x) + c_1 V_1(x) \leq \frac{C}{|x|^2}
   \]
   and
   \[
   -c_1 x \cdot \nabla V_2(x) \geq 0
   \]
   for all \( x \in \mathbb{R}^n \).

Then \( H \) has no eigenvalue in \([0, +\infty)\) and
\[
\sup_{\lambda \in [0, +\infty), \mu > 0} \|q|^{-1}(H - \lambda + i\mu)^{-1}|q|^{-1}\| < \infty. \tag{4.2}
\]

If \( c_1 = 0 \), \( H \) has no eigenvalue in \( \mathbb{R} \) and (4.2) holds true for \( \lambda \in \mathbb{R} \).

We make few remarks about Theorem 4.2:
(1) We do not assume any conditions on the second order derivatives which can be useful if \( V \) is a multiplication by a function which is not \( C^2 \) or if \( V \) is an oscillating potential (see Theorem 8.1).

(2) Remark that if \(|q|^2q \cdot \nabla V_1\) is bounded with bound small enough, then Assumption (H.2) and (H.3) are satisfied with \( c_1 = 0 \).

(3) Remark that if \( V \) is a short range type potential, \( q \nabla V_\varepsilon \) is not necessary \( \Delta \)-bounded. For this reason, Theorems 4.1 and 4.2 do not apply to short range potentials.

**Proof.** [Theorem 4.2] Since the proof is quite similar to the proof of Theorem 4.1, we will only explain what changes. In particular, for conditions on the first order commutator (Assumptions (H.3)), nothing changes. The idea is to prove, using Hardy inequality that the first order commutator is positive and that \( S \) has the form \( c \Delta \). In [BG10], they use, in a second time, that \( V \) is of class \( C^2(A_D) \) and the Hardy inequality to show the second order commutator estimate. Since we want to use \( S = c \Delta \) with \( c = 2 - c_1 \), we can see that \( G = \mathcal{H}^1 \) and \( \|f\|_S = \|pf\|_{L^2} \). Remark that \( e^{itA_D} \mathcal{H}^1 \subset \mathcal{H}^1 \). In particular, we do not need to suppose that \( [[V,iA_D],iA_D] \) is \( \Delta \)-bounded to obtain the regularity \( C^2(A_D) \) but only that this commutator is bounded on \( G \) to \( G^* \).

For \( V = V_1, V_2 \), we have

\[
[V, iA_D] = -q \cdot \nabla V.
\]

Thus

\[
[[V, iA_D], iA_D] = -[q \cdot \nabla V, iA_D] = -i[q \cdot \nabla^2 A_D + iA_D q \cdot \nabla V] = -i(q \cdot \nabla V)(q \cdot p) + i(p \cdot q)(q \cdot \nabla V) - nq \cdot \nabla V. \tag{4.3}
\]

In particular, if we assume that \(|q|^2q \cdot \nabla V_\varepsilon \) is bounded, then \( H \in C^2(A_D, \mathcal{H}^1, \mathcal{H}^{-1}) \).

Let \( f \in S \). For the first term of the right side of (4.3), we have:

\[
|\langle (f, (q \cdot \nabla V)(q \cdot p)f) \rangle| \leq \|f\|_{\mathcal{H}^1(\mathbb{R}^n)}\|q\|_{L^2(\mathbb{R}^n)}^{-1}\|pf\| \leq \frac{4}{(n-2)^2}\|q\|^2(\nabla V)(x)\|pf\|^2.
\]

A similar proof can be made for the second term. For the last term, from Hardy inequality, we deduce that

\[
|\langle (f, (q \cdot \nabla V)f) \rangle| \leq \frac{4}{(n-2)^2}\|q\|^2(\nabla V)(x)\|pf\|^2.
\]

This implies that the second order commutator is bounded from \( S \) to \( S^* \). For the rest of the proof, we follow the proof of Theorem C.1 of [BG10].

Remark that in all cases, we assume that the dimension \( n \) is higher than 3 to use the Hardy inequality. The case of dimension \( n = 1 \) or \( n = 2 \) is quite particular. In fact, in dimension \( n = 1 \) or \( n = 2 \), for a large class of potential, we can prove the existence of a negative eigenvalue which is a contradiction with the result which said that if \( c_1 = 0 \), \( H \) has no real eigenvalue.

**Theorem 4.3** (Theorem 2.5.[Sim76]). Let \( n = 1 \). Let \( V \) obey \(|(1 + x^2)|V(x)|dx < \infty \), \( V \) not a.e zero. Then \( H = \Delta + \lambda V \) has a negative eigenvalue for all \( \lambda > 0 \) if and only if \(|V(x)|dx \leq 0 \).

Similarly in dimension 2, we have
Theorem 4.4 (Theorem 3.4, [Sim76]). Let $n = 2$. Let $V$ obey $\|V(x)\|^{1+\delta}d^2x < \infty$ and 
$\|(1 + |x|^\delta)V(x)\|d^2x < \infty$ for some $\delta > 0$, $V$ not a.e. zero. Then $H = \Delta + \lambda V$ has a 
negative eigenvalue for all small positive $\lambda$ if and only if $\int V(x)dx \leq 0$.

These dimensions are very different from the others. In fact, by the Lieb-Thirring in-
fidelity (see [Lie00]), we know that, in dimension $n \geq 3$, if the negative part of $V$ is in 
$L^{n/2}(\mathbb{R}^n)$ with norm small enough, then $H = \Delta + V$ does not have any negative 
eigenvalue. This two results imply that in dimensions 1 and 2, a Schrödinger operator with a 
non positive potential which satisfies assumptions like in Theorems 4.1 and 4.2 can have 
negative eigenvalue. Thus, we have to assume some positivity of the first order commutator 
or to use $c_1 > 0$.

5. A Conjugate Operator with Decay in the Position Variable

Now we will see how we can change the conjugate operator to obtain other conditions on 
the potential which require less decay on the derivatives of potentials. To do this, we will 
apply Theorem 3.1 with the following conjugate operator $A_F$.

Let $n \geq 3$, $0 \leq \mu < 1$ and let $F(q) = q\langle q \rangle^{-\mu}$. Let 

$$A_F = \frac{1}{2}(p \cdot F(q) + F(q) \cdot p) = \langle q \rangle^{-\mu/2}A_D\langle q \rangle^{-\mu/2}.$$ 

Notice that, by Proposition 4.2.3 of [ABdMG96], we know that $A_F$ is essentially self-
adjoint on $C_c^\infty$. By a simple computation on the form domain $C_c^\infty$, we have

$$[\Delta, iA_F] = [\Delta, i\langle q \rangle^{-\mu/2}]A_D\langle q \rangle^{-\mu/2} + \langle q \rangle^{-\mu/2}[\Delta, iA_D]\langle q \rangle^{-\mu/2} + \langle q \rangle^{-\mu/2}A_D[\Delta, i\langle q \rangle^{-\mu/2}] = 2\langle q \rangle^{-\mu/2}(\Delta - \lambda A_D\langle q \rangle^{-\mu/2})\langle q \rangle^{-\mu/2}.$$ 

For all $f \in H^1$, by Hardy inequality, we have 

$$\langle f, A_D\langle q \rangle^{-2}A_Df \rangle = \|\langle q \rangle^{-1}A_Df\|^2 
\leq \left( |\langle q \rangle^{-1}pf| + \frac{n}{2}\|\langle q \rangle^{-1}f\| \right)^2 
\leq \left( 1 + \frac{n}{n-2} \right)^2 \|\nabla f\|^2.$$ 

In particular, if $0 \leq \mu < (1 + \frac{n}{n-2})^{-2}$,

$$[\Delta, iA_F] \geq 2(1 - \mu(1 + \frac{n}{n-2})^2)\langle q \rangle^{-\mu/2}\Delta\langle q \rangle^{-\mu/2} \geq 0.$$ 

Thus, we can take $S = c\langle q \rangle^{-\mu/2}\Delta\langle q \rangle^{-\mu/2}$ with $c > 0$ with domain $D(S) = H^2$. Remark 
that since $S^{1/2} = \sqrt{c}\|q\|^{-\mu/2}$, $G = D(S^{1/2}) = H^1$. In particular, by Proposition 
4.2.4 of [ABdMG96], we know that the $C_0^\infty$-group associated to $A_F$ leaves $G$ invariant. 
To prove that the $C_0^\infty$-group associated to $A_F$ leaves $S$ invariant, we will show that $[S, iA_F]$ is 
bounded from $S$ to $S^\ast$. We will consider this commutator as a form with domain $C_c^\infty$ and 
we use the same notation for its closure. By a simple computation,

$$[S, iA_F] = c\langle q \rangle^{-\mu/2}A_D\langle q \rangle^{-\mu/2} + c\langle q \rangle^{-\mu/2}[\Delta, iA_F]\langle q \rangle^{-\mu/2} + c\langle q \rangle^{-\mu/2}\Delta[\langle q \rangle^{-\mu/2}, iA_F] 
+ c\langle q \rangle^{-\mu/2}(\Delta, iA_F)[\langle q \rangle^{-\mu/2}].$$ 

Thus, we have $[S, iA_F]$ is bounded from $S$ to $S^\ast$. We will consider this commutator as a form with domain $C_c^\infty$ and 
we use the same notation for its closure. By a simple computation,
Using the form of $[\Delta, iA_F]$, by a simple computation, we can see that the first term on the right hand side is bounded from $S$ to $S^*$. For the other term, by a simple computation, we have:

$$
\langle q \rangle^{-\mu/2} [q^2 \langle q \rangle - \nabla^2 \langle q \rangle] - \mu^2 \Delta \langle q \rangle - \mu^2 \langle q \rangle^2 \langle q \rangle^{-\mu/2} + \langle q \rangle^{-\mu/2} \Delta \langle q \rangle - \mu^2 \langle q \rangle^2 \langle q \rangle^{-\mu/2} = \langle q \rangle^{-\mu/2} \left(2p [q^2 \langle q \rangle - \nabla^2 \langle q \rangle] + [p, [p, [q^2 \langle q \rangle]^{-2}]] \right) \langle q \rangle^{-\mu/2}
$$

By Hardy inequality, since $|q|^2 [p, [p, [q^2 \langle q \rangle]^{-2}]]$ is bounded, we can see that this term is bounded from $S$ to $S^*$. Thus, by [BG10, Remark B.1], the $C_0$-group associated to $A_F$ leaves $S$ invariant. Therefore, we have the following:

**Theorem 5.1.** Let $0 \leq \mu < (1 + \frac{n}{n-2})^{-2}$. Let $V_1, V_2 \in L^1_{loc}(\mathbb{R}^n, \mathbb{R})$ and $H = \Delta + V_1 + iV_2$. Assume that

1. $V_k$ are $\Delta$-compact and $V_2 \geq 0$;
2. $\langle q \rangle^{-\mu} \cdot \nabla V_k$ are $\Delta$-compact;
3. There is $C > \frac{(n-2)^2 (1 - \mu (1 + \frac{n}{n-2}))}{2}$ such that $x \cdot \nabla V_1(x) \geq \frac{C}{|x|^{n-\mu}}$ for all $x \in \mathbb{R}^n$;
4. There is $C' > 0$ such that for all $x \in \mathbb{R}^n, |(x \langle x \rangle - \mu \cdot \nabla)^2 V_k(x)| \leq C' |x|^{-2} \langle x \rangle^{-\mu}$.

Then Theorem 3.1 applies and

$$
\sup_{x \in \mathbb{R}, \eta > 0} \| \langle q \rangle^{-\mu/2} |q|^{-1} (H - \lambda + i\eta) |q|^{-1} \langle q \rangle^{-\mu/2} \| < \infty.
$$

Moreover, $H$ does not have eigenvalue in $\mathbb{R}$.

To prove this theorem, we use the abstract result of the method of the weakly conjugate operator and the Hardy inequality as in the proof of Theorems 4.1 and 4.2.

If $n = 1$, as we saw in the previous section, it is not sufficient to suppose only that the derivatives of $V$ have sufficient decay at infinity. To avoid the possible negative eigenvalue, we can assume some positivity of the first order commutator of the potential $V_1$. To simplify notation, remark that

$$
F'(x) = (1 - \mu) \langle x \rangle^{-\mu} + \mu \langle x \rangle^{-\mu-2},
$$
$$
F''(x) = -\mu x \langle x \rangle^{-\mu-2} (1 - \mu + (\mu + 2) \langle x \rangle^{-2}) + \mu (1 - \mu) (1 + \mu) \langle x \rangle^{-\mu-2} + 4 \mu (\mu + 2) \langle x \rangle^{-\mu-4} + \mu (\mu + 2) (\mu + 4) \langle x \rangle^{-\mu-6}
$$

**Theorem 5.2.** Let $0 \leq \mu \leq 1$. Let $F(x) = x \langle x \rangle^{-\mu}$. Let $V_1, V_2 \in L^1_{loc}(\mathbb{R}, \mathbb{R})$ and $H = \Delta + V_1 + iV_2$. Assume that

1. $V_1$ are $\Delta$-compact and $V_2 \geq 0$;
2. $F(q)V'_1$ are $\Delta$-compact;
3. $W(x) = -F(x)V'_1(x) - \frac{1}{2} F''(x) \geq 0$ for all $x \in \mathbb{R}$;
4. There is $C_1, C_2 > 0$ such that

$$
\left| 2F(x)W'(x) + F''(x)F'(x) + (F''(x)) \right| \leq C_1 W(x), \forall x \in \mathbb{R}
$$
and
\[ |F(x)^2V_2^\prime(x) + F(x)F'(x)V_2'(x)| \leq C_2 W(x), \forall x \in \mathbb{R}. \]

Then Theorem 3.1 applies and there are \( c > 0 \) and \( \mu_0 > 0 \) such that
\[ |(f, (H - \lambda + i\eta)^{-1}f)| \leq c \left( \|S^{-1/2}f\|^2 + \|S^{-1/2}A_F f\|^2 \right), \]
with \( S = 2p F'(q) p + W(q) \) and \( A_F = \frac{1}{2} (p F(q) + F'(q) p). \)
Moreover, \( H \) does not have eigenvalue in \( \mathbb{R}. \)

Remark that, a priori, if \( \mu > 0 \), we do not impose that \( x V_1'(x) \) is bounded; Theorem 5.2 applies if \( x V_1'(x) \) as the same size as \( \langle x \rangle^\mu \). In particular, if \( \mu = 1 \), we only require that \( V_1' \) is a bounded function.

**Proof.** [Theorem 5.2] To prove this result, we only have to show that our assumptions imply assumptions of Theorem 3.1. Remark that we can write
\[ A_F = \frac{1}{2} (p F(q) + F'(q) p) = p F(q) + \frac{i}{2} F'(q) = F(q) p - \frac{i}{2} F'(q). \]

By a simple computation, we have:
\[
\begin{align*}
[\Delta, iA_F] &= [p^2, iA_F] \\
&= [p, iA_F] + [p, iA_F] p \\
&= [p, iF(q)p] + [p, iF(q)p] p + \frac{i}{2} [(p, iF'(q) p) - p[p, iF'(q)]] \\
&= 2p[p, iF'(q)] p - \frac{1}{2}[p, i[p, iF'(q)]] \\
&= 2p F'(q) p - \frac{1}{2} F''(q).
\end{align*}
\]

Thus, we have:
\[
\begin{align*}
[H, iA_F] &= 2p F'(q) p - \frac{1}{2} F''(q) - F(q) V_1'(q) - iF(q) V_2'(q) \\
&= 2p F'(q) p + W(q) - iF(q) V_2'(q) \\
&= S - iF(q) V_2'(q).
\end{align*}
\]

Therefore, by assumptions, we know that (3.1) and (3.2) are satisfied. To prove that (3.3) is true, we have to calculate the second order commutator. Since \( W(q) \) is a multiplication operator, we have
\[ [W, iA_F] = -F(q) W'(q). \]

By a similar calculus on \(-iF(q) V_2'(q)\), we deduce that, by assumptions, \([V_2, iA_F], iA_F\) is bounded from \( S \) to \( S^* \).

For the last part of the second order commutator, we have:
\[
\begin{align*}
[pF'(q)p, iA_F] &= [p, iA_F] F'(q) p + p[F'(q), iA_F] p + pF'(q)[p, iA_F] \\
&= p[p, iF(q)] F'(q) p + \frac{i}{2} [p, iF'(q)] F'(q) p - p F(q) F''(q) p \\
&\quad + pF'(q)[p, iF(q)]p - \frac{i}{2} p F'(q)[p, iF'(q)] \\
&= p (2F'(q)^2 - F(q) F''(q)) p + \frac{i}{2} (F''(q) F'(q) p - p F'(q) F''(q)) \\
&= p (2F'(q)^2 - F(q) F''(q)) p - \frac{1}{2} [p, iF''(q)] F'(q) \\
&= p (2F'(q)^2 - F(q) F''(q)) p - \frac{1}{2} (F''(q) F'(q) + F''(q)^2). \]
\]
Thus, we have
\[
[[H, iA_F], iA_F] = p (2F''(q)^2 - F(q)F''(q)) p \\
- \frac{1}{2} (2F(q)W'(q) + F''(q)F'(q) + F''(q)^2) + i[[V_2, iA_F], iA_F].
\]
Since \((2F''(q)^2 - F(q)F''(q))F'(q)^{-1}\) is bounded, by assumptions, (3.3) is satisfied and, thus, Theorem 5.2 is a consequence of Theorem 3.1.

6. A CONJUGATE OPERATOR WITH DECAY IN THE MOMENTUM VARIABLE

In this section, we will prove Theorem 1.3.

Let \(\lambda : \mathbb{R}^n \to \mathbb{R}\) a positive function of class \(C^\infty\), bounded with all derivatives bounded. Moreover, if we denote \(S^r\) with domain \(C_{c\rho}^\infty\). Thus, we have the following

\[\lambda \quad \text{is injective and positive. Moreover, if we denote} \quad \text{we can show that} \quad \exp (itA_u) \quad \text{leaves} \quad H^r \quad \text{invariant.}
\]

\[B.1, \quad \text{we can show that} \quad \exp (itA_u) \quad \text{leaves} \quad H^r \quad \text{invariant.}
\]

\[\text{Moreover,} \quad \Delta (\lambda p) \quad \text{is bounded.}
\]

\[\text{Thus, we have} \quad S_1 = \Delta (\lambda p), \quad \text{we have:}
\]

\[[S_1, iA_u] = 2\Delta (\lambda p) + \lambda (p) \sum_{k=1}^{n} p_k \partial_{x_k} \lambda (p).
\]

In particular, for \(f \in D(S) \cap D(A_u):
\]

\[|\langle f, [S_1, iA_u]f \rangle | \leq 2 \|S_1^{1/2} f\| \|\lambda (p) S_1^{1/2} f\| \\
+ \sum_{k=1}^{n} \left| (p_k \lambda^{1/2} (p) f, p_k \partial_{x_k} \lambda (p) p_k \lambda^{1/2} (p) f) \right| \\
\leq 2 \|\lambda (p)\| \|S_1^{1/2} f\|^2 + \sum_{k=1}^{n} \|p_k \partial_{x_k} \lambda (p)\| \|p_k \lambda^{1/2} (p) f\|^2 \\
\leq \left( 2 \|\lambda (p)\| + \sup_k \|p_k \partial_{x_k} \lambda (p)\| \right) \|S_1^{1/2} f\|^2.
\]

This implies \(S \in C^1 (A_u, S, S^*)\) which implies by [BG10, Remark B.1] the invariance of \(S\) under the unitary group generated by \(A_u\). Therefore \(S \in C^1 (A_u)\) and by [BG10, Remark B.1], we can show that \(\exp (itA_u)\) leaves \(S\) invariant. Using \(A_u\) as conjugate operator in Theorem 3.1, we have the following

Lemma 6.1. Let \(V_1, V_2 \in L^1_{loc} (\mathbb{R}^n, \mathbb{R})\) and \(H = \Delta + V_1 + iV_2\). Assume that

(H.1) \(V_i\) are \(\Delta\)-bounded with bound less than 1 and \(V_2 \geq 0;\)

(H.2) \([V_i, iA_u]\) and \([[V_i, iA_u], iA_u]\) are \(\Delta\)-bounded (or \(H^1 \to H^{-1}\) bounded) and

\[|(f, [[V_i, iA_u], iA_u]f)| \leq C \|p \lambda^{1/2} (p) f\|^2; \tag{6.1}\]

(H.3) There is \(C' < 2\) such that

\[|(f, [V_i, iA_u]f)| \geq C' \|p \lambda^{1/2} (p) f\|^2. \tag{6.2}\]
Then Theorem 3.1 applies and
\[
\sup_{\rho \in \mathbb{R}, \eta > 0} \| \lambda^{1/2}(\rho) |q| R(\rho - i\eta)|q| \lambda^{1/2}(\rho) \| < \infty.
\]

Moreover, \( H \) does not have eigenvalue in \( \mathbb{R} \).

As in the previous section, we will give some concrete conditions on the potential which permits to apply Theorem 3.1.

**Theorem 6.2.** Let \( n \geq 3 \). Let \( V_1, V_2 \in L^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}) \) and \( H = \Delta + V_1 + iV_2 \) with \( V_2 \geq 0 \). Assume that \( |q|^2 V_1 \) and \( |q| V_2 \) are bounded with bound small enough and that \( \langle q \rangle^3 V_i \) is bounded. Then Theorem 3.1 applies. In particular, for all \( 1 \leq \mu < 2 \),
\[
\sup_{\rho \in \mathbb{R}, \eta > 0} \| \langle \rho \rangle^{-\mu/2} |q| R(\rho - i\eta)|q| \langle \rho \rangle^{-\mu/2} \| < \infty.
\]

Moreover, \( H \) does not have eigenvalue in \( \mathbb{R} \).

**Proof.** Let \( 0 < \mu < 2 \) and \( \lambda(\rho) = \langle \rho \rangle^{-\mu} \). We can write:
\[
A_u = u(\rho) \cdot q + \frac{i}{2} (\text{div} u)(\rho) = q \cdot u(\rho) - \frac{i}{2} (\text{div} u)(\rho).
\]

To alleviate the notations, let \( S_1 = p \langle \rho \rangle^{-\mu/2} \). Assume that \( |q|^2 V_1 \) is bounded. Remark that, by assumptions on \( \lambda \), we ever prove that \( \Delta \) is of class \( C^2(A_u, H^2, L^2) \). If \( \mu \geq 1 \), we can show that if \( V_i \) satisfies \( |q|^2 V_i \) is bounded, then \( V_i \) is of class \( C^2(A_u, H^2, L^2) \) (voir [Mar17b]). This implies by sum that \( H = \Delta + V_1 + iV_2 \) is of class \( C^2(A_u, H^2, L^2) \). In particular, for \( V = V_i \),
\[
[V, iA_u] = V iA_u - iA_u V = qV \cdot iu(\rho) + \frac{1}{2} V (\text{div} u)(\rho) - iu(\rho) \cdot qV + \frac{1}{2} (\text{div} u)(\rho)V = [qV, iu(\rho)] + \frac{1}{2} (V (\text{div} u)(\rho) + (\text{div} u)(\rho)V).
\]

For the first term, we will use the Helffer-Sjöstrand formula (see A):
\[
[qV, iu(\rho)] = \frac{i}{2\pi} \int_C \frac{\partial \phi_C}{\partial z}(z - p)^{-1} [qV, ip](z - p)^{-1} dz \wedge d\bar{z} = -\frac{1}{2\pi} p \int_C \frac{\partial \phi_C}{\partial z}(z - p)^{-1} qV(z - p)^{-1} dz \wedge d\bar{z} + \frac{1}{2\pi} \int_C \frac{\partial \phi_C}{\partial z}(z - p)^{-1} qV(z - p)^{-1} dz \wedge d\bar{p} = -\frac{1}{2\pi} S_1(p)^{\mu/2} \int_C \frac{\partial \phi_C}{\partial z}(z - p)^{-1} qV(z - p)^{-1} dz \wedge d\bar{z} \langle p \rangle^{\mu/2}(p + i)^{-1}(S_1 + i\langle p \rangle^{-\mu/2}) + \frac{1}{2\pi} (S_1 + i\langle p \rangle^{-\mu/2})(p + i)^{-1}\langle p \rangle^{\mu/2} \int_C \frac{\partial \phi_C}{\partial z}(z - p)^{-1} qV(z - p)^{-1} dz \wedge d\bar{z} \langle p \rangle^{\mu/2} S_1,$
\]
where \( \phi_C \) is an almost analytic extension of \( u \).

We can remark that, since \( \mu < 2 \), \( (p + i)^{-1}\langle p \rangle^{\mu/2} \) is bounded with bound less than 1. Denote
\[
I = \frac{1}{2\pi} \int_C \frac{\partial \phi_C}{\partial z}(z - p)^{-1} qV(z - p)^{-1} dz \wedge d\bar{z}.
\]
Since \( |q| V \) is bounded, we have
\[
\left\| \langle p \rangle^{\mu/2} I \right\| \leq \frac{1}{\pi} \int \left| \frac{\partial \phi^C}{\partial x} \right| \frac{x^{\mu/2}}{|y|} |qV|||y|^{-1} dx \wedge dy
\leq C_1 \int_{x \in \mathbb{R}} \int_{|y| \leq C_2 |x|} \langle x \rangle^{-(2+\mu/2)} dx \wedge dy
\leq C_3,
\]
and similarly for \( |I(p)^{\mu/2}|. \) Remark that this bound depends on \( \|qV\|_\infty. \)

Moreover, since \( \|q\|^2 V \) is bounded, by Hardy inequality, for all \( f \in \mathcal{D}(S^{1/2}) \)
\[
|(f, [qV, iu(p)]f)| \leq (1 + \frac{2}{n-2}) \left( \|p\|^{\mu/2} I + \|I(p)^{\mu/2}\| S_1 f \right)^2 \leq C \|q^2 V\|_\infty \|S_1 f\|^2,
\]
where \( C \) depends only of \( \mu \) and \( n. \) For the second term of (6.3),
\[
V(divu)(p) = V\langle p \rangle^{\mu}(n - \mu \Delta(p)^{-2})
= \langle p \rangle^{\mu} V(n - \mu \Delta(p)^{-2}) \langle p \rangle^{\mu/2} - \langle p \rangle^{\mu/2} V(n - \mu \Delta(p)^{-2}) \langle p \rangle^{\mu/2} + [V, \langle p \rangle^{\mu/2}] (n - \mu \Delta(p)^{-2}) \langle p \rangle^{\mu/2}.
\]
By Hardy inequality, if \( \|q\|^2 V \) is bounded,
\[
\left| (f, \langle p \rangle^{\mu/2} V(n - \mu \Delta(p)^{-2}) \langle p \rangle^{\mu/2} f) \right| \leq \|n - \mu \Delta(p)^{-2}\| \|q^2 V\| \|S_1 f\|^2.
\]
As previously, we also have
\[
\left| (f, [V, \langle p \rangle^{\mu/2}] (n - \mu \Delta(p)^{-2}) \langle p \rangle^{\mu/2} f) \right| \leq C' \|n - \mu \Delta(p)^{-2}\| \|qV\| \|S_1 f\|^2,
\]
where \( C' \) depends only of \( \mu. \) Therefore, as for \( (divu)(p)V, \) by (6.3), we have
\[
|(f, [V, iA_u]f)| \leq C \|q^2 V\|_\infty + \|qV\|_\infty \|S_1 f\|^2.
\]
In particular, if \( \|q^2 V\|_\infty \) and \( \|qV\|_\infty \) are small enough, then \( V_1 \) satisfies (6.2).

For the second order commutator, we have
\[
[[V, iA_u], iA_u] = -VA_u A_u + 2A_u V A_u - A_u A_u V
= -V(q \cdot u(p) - \frac{i}{2}(divu)(p))^2
+ (u(p) \cdot q + \frac{i}{2}(divu)(p)) V(q \cdot u(p) - \frac{i}{2}(divu)(p))
- (u(p) \cdot q + \frac{i}{2}(divu)(p))^2
= [q^2 V, u(p)] u(p) + u(p) [q^2 V, u(p)] + B
\]
where \( B \) depends only of the first and second order derivatives of \( u. \) As previously, by Helffer-Sjöstrand formula and Hardy inequality, we can see that
\[
|(f, [q^2 V, u(p)] f)| \leq C'' \|q^2 V\| \|S_1 f\|^2.
\]
For the term with \( B, \) as for \( V(divu)(p), \) we can show that
\[
|(f, B f)| \leq C'' (\|q^3 V\| + \|q^2 V\| + \|qV\|) \|S_1 f\|^2.
\]
Thus \( V \) satisfies (6.1).
7. OTHER POSSIBLE CONJUGATE OPERATORS

Let \( k \in \mathbb{N}^*, k < n \). We can write \( \mathbb{R}^n = \mathbb{R}^k \times \mathbb{R}^{n-k} \). Denote \( (x, y) \in \mathbb{R}^n \) where \( x \in \mathbb{R}^k \) and \( y \in \mathbb{R}^{n-k} \).

Since we only have to assume that \( S \) is injective, we can take a conjugate operator \( A \) of the form \( A = A_k \otimes 1_{\mathbb{R}^{n-k}} \) where \( A_k \) is one of the previous conjugate operators \((A_D, A_F, A_u)\) on \( L^2(\mathbb{R}^k) \). We obtain the same results, with similar proofs, that previously with the operator \( q \) of multiplication by \( (x, y) \) replaced by the operator \( q_x \) of multiplication by \( x \) and the gradient \( \nabla \) replaced by the gradient \( \nabla_x \) having only derivatives on \( x \). For Theorem 4.1, we get

**Theorem 7.1.** Let \( k \geq 3 \). Let \( V_1, V_2 \in L^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}) \) and \( H = \Delta + V_1 + iV_2 \). Assume that

- **(H.1)** \( V_1 \) are \( \Delta \)-bounded with bound less than one and \( V_2 \geq 0 \);
- **(H.2)** \( \nabla_x V_1 \) and \( q_x \nabla_x V_1 \) are \( \Delta \)-bounded and
  \[ |(x \nabla_x)^2 V_1(x, y)| \leq C |x|^2 \quad \forall x \in \mathbb{R}^k \setminus \{0\}; \]
- **(H.3)** There is \( C' \in [0, (n-2)/2) \) such that
  \[ x \nabla_x V_1(x, y) \leq C' |x|^2 \]

Then Theorem 3.1 applies and

\[ \sup_{\lambda \in \mathbb{R}, \eta > 0} \| q_x |^{-1} (H - \lambda + i\eta)|q_x|^{-1} \| < \infty. \]

Moreover, \( H \) does not have eigenvalue in \( \mathbb{R} \).

Remark that, as in Sections 5 and 6, since we can not obtain the laplacian in the expression of the first order commutator between \( H \) and \( A \), we can not use a constant \( c_1 > 0 \).

For Theorem 1.3, we have the following

**Theorem 7.2.** Let \( k \geq 3 \). Let \( V_1, V_2 \in L^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}) \) and \( H = \Delta + V_1 + iV_2 \) with \( V_2 \geq 0 \). Assume that \( |q_x|^2 V_1 \) and \( |q_x|V_1 \) are bounded with bound small enough and that \( \langle q_x \rangle^3 V_1 \) is bounded. Then Theorem 3.1 applies. In particular, for all \( 1 \leq \mu < 2 \),

\[ \sup_{\rho \in \mathbb{R}, \eta > 0} \| (p_x)^{-\mu/2} |q_x| R(\rho - i\eta)|q_x| (p_x)^{-\mu/2} \| < \infty. \]

Moreover, \( H \) does not have eigenvalue in \( \mathbb{R} \).

This choice of conjugate operator permits to consider potentials \( V \) of the form \( V = W \otimes W' \) where \( W : \mathbb{R}^k \to \mathbb{R} \) has good properties of decrease and of regularity and \( W' : \mathbb{R}^{n-k} \to \mathbb{R} \) is bounded with a bound small enough. In particular, no conditions of decrease or on the derivatives of \( W' \) are imposed.

8. AN OSCILLATING POTENTIAL

In this section, we will see what conditions our different results impose on an oscillating potential to use Theorem 3.1 with this potential for \( V_1 \).

Let \( n \geq 3, \alpha > 0, \beta > 0, k, w \in \mathbb{R}^k \) and \( \kappa \in C^2_c(\mathbb{R}, \mathbb{R}) \) such that \( \kappa = 1 \) on \([-1, 1]\) and \( 0 \leq \kappa \leq 1 \). Let

\[ W_{\alpha,\beta}(x) = w(1 - \kappa(|x|)) \frac{\sin(k|x|\alpha)}{|x|^\beta}, \quad (8.1) \]
Notice that this potential was already studied in [BAD79, DMR91, DR83a, DR83b, JM17, Mar17b, RT97a, RT97b] but the limiting absorption principle was only proved for high energy, far from the threshold zero.

Remark that $W_{\alpha,\beta}$ does not satisfy assumptions of Theorem 1.1. In fact, because of the oscillations, $-x \cdot \nabla W_{\alpha,\beta}$ is not positive. Moreover, if $\alpha > 0$, $x \cdot \nabla W_{\alpha,\beta}$ can be unbounded.

By a simple calculus, we can see that

$$x \cdot \nabla W_{\alpha,\beta}(x) = -we^\prime([x]) \frac{\sin(k|x|^\alpha)}{|x|^{\beta-1}} - \beta w_{\alpha,\beta}(x) + kw\alpha(1 - \kappa([x])) \frac{\cos(k|x|^\alpha)}{|x|^{\beta-\alpha}}.$$  

(8.2)

We have the following

**Theorem 8.1.** Let $W_{\alpha,\beta}$ as above.

- If $\beta \geq 2$ and $\beta - 2\alpha \geq 2$, then, for $w$ small enough, Theorem 4.1 applies with $V_1 = W_{\alpha,\beta}$ and $V_2 = 0$.
- If $\beta \geq 2$ and $\beta - \alpha \geq 2$, then, for $w$ small enough, Theorem 4.2 applies with $V_1 = W_{\alpha,\beta}$ and $V_2 = 0$.
- If $\beta \geq 3$, then, for $w$ small enough, Theorem 1.3 applies with $V_1 = W_{\alpha,\beta}$ and $V_2 = 0$.

We make some remarks about this result:

1. Remark that the condition $\beta \geq 2$ and $\beta - \alpha \geq 2$ is satisfied if we assume $\beta \geq 2$ and $\beta - 2\alpha \geq 2$.

2. For this type of potential, the Limiting Absorption Principle was already proved on all compact subset of $(0, +\infty)$ (see [JM17, Mar17b]). Moreover, by the Lieb-Thirring inequality, we already know that, for $w$ small enough, there is no negative eigenvalue. Here, we show that, moreover, a Limiting Absorption Principle can be proved on all $\mathbb{R}$ and thus that zero is not an eigenvalue.

3. We always assume that $V_2 = 0$ but we can choose

$$V_2(x) = (1 - \kappa([x])) \frac{\sin(k|x|^\gamma) + 1}{|x|^\delta}$$

with similar conditions on $\gamma, \delta$.

4. If we want to use Theorem 1.3, remark that no conditions are impose on $\alpha$. In particular, $W_{\alpha,\beta}$ can have high oscillations at infinity and we can replace $|x|^\alpha$ by $e^{\gamma|x|^2}$ or another function with the same conditions on $\beta$.

5. As it was explain in section 7, if we write $\mathbb{R}^n = \mathbb{R}^k \times \mathbb{R}^{n-k}$, with $k \geq 3$, we have the same conditions if $V_1(x, y) = W_{\alpha,\beta}(x)W(y)$ for all $(x, y) \in \mathbb{R}^k \times \mathbb{R}^{n-k}$ with $W$ bounded and $\Delta$-compact.

**Proof.** [Theorem 8.1] By (8.2), we can see that if $\beta \geq 2$ and $\beta - \alpha \geq 2$, then $q \cdot \nabla V_1 \geq \frac{c}{|x|^7}$, with $c \geq 0$ small enough if $w$ is small enough.

- By a simple computation, we can remark that $(q \cdot \nabla)^2 V_1(x) = B_1(x) - k^2 \alpha^2(1 - \kappa([x])) \frac{\sin(k|x|^\gamma)}{|x|^{\beta-2\alpha}}$, where $|q|^2B_1$ is bounded if $\beta \geq 2$ and $\beta - \alpha \geq 2$. Therefore, if $\beta - 2\alpha \geq 2$, Theorem 4.1 applies.
- Remark that we already prove that if $\beta \geq 2$ and $\beta - \alpha \geq 2$, then $q \cdot \nabla V_1 \geq \frac{c}{|x|^7}$, with $c \geq 0$. Therefore, Theorem 4.2 applies.
- If $\beta \geq 3$, then $|q|^3 W_{\alpha,\beta}$ is bounded. Moreover, if $w$ is small enough, $||q|^3 W_{\alpha,\beta}||_X$ is small enough. Thus Theorem 1.3. \qed
APPENDIX A. THE HELFFER-SJÖSTRAND FORMULA

Let \( \text{ad}_B^p(T) = [T, B] \) be the commutator. We denote \( \text{ad}_{B}^{p-1}(T), B \) the iterated commutator. Furthermore, if \( T \) is bounded, \( T \) is of class \( C^k(B) \) if and only if for all \( 0 \leq p \leq k \), \( \text{ad}_B^p(T) \) is bounded.

**Proposition A.1** ([DG97] and [Mo00]). Let \( \varphi \in \mathcal{S}^\rho, \rho \in \mathbb{R} \). For all \( t \in \mathbb{R} \), there is a smooth function \( \varphi^C : \mathbb{C} \rightarrow \mathbb{C} \), called an almost-analytic extension of \( \varphi \), such that :

\[
\varphi_{|\mathbb{R}}^C = \varphi \quad \frac{\partial \varphi^C}{\partial z} = c_1(\Re(z))^{\rho-1} |\Im(z)|^l \tag{A.1}
\]

\[
\text{supp} \varphi^C \subseteq \{ x + iy | |y| \leq c_2(x) \} \tag{A.2}
\]

\[
\varphi^C(x + iy) = 0, \text{ if } x \notin \text{supp}(\varphi) \tag{A.3}
\]

for constant \( c_1 \) and \( c_2 \) depending of the semi-norms of \( \varphi \).

**Theorem A.2** ([GJ07] and [Mo00]). Let \( k \in \mathbb{N}^* \) and \( T \) a bounded operator in \( C^k(B) \). Let \( \rho < k \) and \( \varphi \in \mathcal{S}^\rho \). We have

\[
[\varphi(B), T] = \sum_{j=0}^{k-1} \frac{1}{j!} \varphi^{(j)}(B) \text{ad}_B^j(T) + \frac{i}{2\pi} \int_{\mathbb{C}} \frac{\partial \varphi^C}{\partial z} (z - B)^{-k} \text{ad}_B^k(T)(z - B)^{-1} dz \wedge d\bar{z} \tag{A.4}
\]

In the general case, the rest of the previous expansion is difficult to calculate. So we will give an estimate of this rest.

**Proposition A.3** ([GJ07] and [Mo00]). Let \( T \in C^k(A) \) be a self-adjoint and bounded operator. Let \( \varphi \in \mathcal{S}^\rho \) with \( \rho < k \). Let

\[
I_k(\varphi) = \int_{\mathbb{C}} \frac{\partial \varphi^C}{\partial z} (z - B)^{-k} \text{ad}_B^k(T)(z - B)^{-1} dz \wedge d\bar{z}
\]

be the rest of the development of order \( k \) in (A.4). Let \( s, s' > 0 \) such that \( s' < 1, s < k \) and \( \rho + s + s' < k \). Then \( \langle B \rangle^s I_k(\varphi) \langle B \rangle^{s'} \) is bounded.

In particular, if \( \rho < 0 \), and if we choose \( s' \) near \( 0 \), we have \( \langle B \rangle^s I_k(\varphi) \langle B \rangle^{s'} \) bounded, for all \( s < k - s' - \rho \).

Acknowledgements. I thank my doctoral supervisor, Thierry Jecko, for fruitful discussions and comments.

REFERENCES

[ABdMG96] W. Amrein, A. Boutet de Monvel, and V. Georgescu. *C_0*-groups, commutator methods, and spectral theory of N-body Hamiltonians*. Birkhäuser Verlag, 1996.

[BAD97] M. Ben-Artzi and A. Devinatz. Spectral and scattering theory for the adiabatic oscillator and related potentials. *Journal of Mathematical Physics*, 28(4):594–607, 1979.

[BdMM97] A. Boutet de Monvel and M. Mantoiu. The method of the weakly conjugate operator. pages 204–226, 1997.

[BG10] N. Boussaid and S. Golénia. Limiting absorption principle for some long range perturbations of Dirac systems at threshold energies. *Communications in Mathematical Physics*, 299(3):677–708, 2010.

[BH10] J.-F. Bony and D. Hafner. Low frequency resolvent estimates for long range perturbations of the euclidean Laplacian. *Mathematical research letters*, 17(2):301–306, 2010.

[DG97] I. Deriziotis and C. Gérard. *Scattering theory of classical and quantum N-particle systems*. Springer-Verlag, 1997.

[DMR91] A. Devinatz, R. Moeckel, and P. Rejto. A limiting absorption principle for Schrödinger operators with Von Neumann-Wigner type potentials. *Integral Equations and Operator Theory*, 14(1):13–68, 1991.
A. Devinatz and P. Rejto. A limiting absorption principle for Schrödinger operators with oscillating potentials. part i. *Journal of Differential Equations*, 49(1):29–84, 1983.

A. Devinatz and P. Rejto. A limiting absorption principle for Schrödinger operators with oscillating potentials. part ii. *Journal of Differential Equations*, 49(1):85–104, 1983.

Søren Fournais and Erik Skibsted. Zero energy asymptotics of the resolvent for a class of slowly decaying potentials. *Mathematische Zeitschrift*, 248(3):593–633, 2004.

S. Goléria and T. Jecko. A new look at Mourre’s commutator theory. *Complex Analysis and Operator Theory*, 2007.

T. Jecko and A. Mbarek. Limiting absorption principle for Schrödinger operators with oscillating potentials. *Documenta Mathematica*, 22:727–776, 2017.

Richard B Lavine. Absolute continuity of Hamiltonian operators with repulsive potential. *Proceedings of the American Mathematical Society*, 22(1):55–60, 1969.

Richard B Lavine. Commutators and scattering theory i: Repulsive interactions. *Communications in Mathematical Physics*, 20(4):301–323, 1971.

Richard Lavine. Absolute continuity of positive spectrum for Schrödinger operators with long-range potentials. *Journal of Functional Analysis*, 12(1):30–54, 1973.

Elliott H Lieb. Lieb-Thirring inequalities. *arXiv preprint math-ph/0003039*, 2000.

A. Martin. A new class of Schrödinger operators without positive eigenvalues. 2017.

A. Martin. On the limiting absorption principle for a new class of Schrödinger Hamiltonians. *arXiv preprint arXiv:1510.03543*, 2017.

E. Mourre. Absence of singular continuous spectrum for certain self-adjoint operators. *Comm. Math. Phys.*, 78:391–408, 1981.

M. Mântoiu and S. Richard. Absence of singular spectrum for Schrödinger operators with anisotropic potentials and magnetic fields. *Journal of Mathematical Physics*, 41(5):2732–2740, 2000.

Serge Richard. Some improvements in the method of the weakly conjugate operator. *Letters in Mathematical Physics*, 76(1):27–36, 2006.

P. Rejto and M. Taboada. A limiting absorption principle for Schrödinger operators with generalized Von Neumann–Wigner potentials i: construction of approximate phase. *Journal of Mathematical Analysis and Applications*, 208(1):85–108, 1997.

P. Rejto and M. Taboada. A limiting absorption principle for Schrödinger operators with generalized Von Neumann–Wigner potentials ii. the proof. *Journal of Mathematical Analysis and Applications*, 208(2):311–336, 1997.

Barry Simon. The bound state of weakly coupled schrödinger operators in one and two dimensions. *Annals of Physics*, 97(2):279–288, 1976.

A. Martin, Département de Mathématiques, Université de Cergy-Pontoise, 95000 Cergy-Pontoise, France

E-mail address: alexandre.martin@u-cergy.fr