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Abstract
We consider a parabolic semilinear non-autonomous problem $\tilde{P}$ for a fractional time dependent operator $B_{\Omega}$ with Wentzell-type boundary conditions in a possibly non-smooth domain $\Omega \subset \mathbb{R}^N$. We prove existence and uniqueness of the mild solution of the abstract Cauchy problem $P$ via an evolution family $U(t, \tau)$. We then prove that the mild solution of the abstract problem $P$ actually solves problem $\tilde{P}$ via a generalized fractional Green formula.
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Introduction
In this paper we consider a parabolic semilinear boundary value problem with dynamic boundary conditions for a generalized time dependent fractional operator in an extension domain $\Omega \subset \mathbb{R}^N$ having as boundary a $d$-set (we refer the reader to Section 1.2
for the definitions). Problems of this type are also known as Wentzell-type problems. The problem is formally stated as follows:

\[
\begin{cases}
\partial u/\partial t(t, x) + E_{\Omega}^{s,t}u(t, x) = J(u(t, x)) & \text{in } [0, T] \times \Omega, \\
\partial u/\partial t(t, x) + C_s N_{2^{-s}}^{K}u(t, x) + b(t, x)u(t, x) + \Theta^\alpha(t, x) = J(u(t, x)) & \text{on } [0, T] \times \partial \Omega, \\
u(0, x) = \phi(x) & \text{in } \Omega,
\end{cases}
\]

where \(0 < s < 1\), \(\alpha\) is defined in (1.2), \(E_{\Omega}^{s,t}\) and \(\Theta^\alpha\) denote generalized time dependent fractional operators on \(\Omega\) and \(\partial \Omega\) (see (2.1) and (3.2)) respectively, \(T\) is a fixed positive number, \(b\) is a suitable function depending also on \(t\) which satisfies hypotheses (3.1), \(N_{2^{-s}}^{K}\) is the fractional conormal derivative defined in Theorem 2.2, \(\phi\) is a given datum in a suitable functional space and \(J\) is a mapping from \(L^{2^p}(\Omega, m)\) to \(L^2(\Omega, m)\), for \(p > 1\), locally Lipschitz on bounded sets in \(L^{2^p}(\Omega, m)\) (see condition (5.3)), where \(m\) is the measure defined in (1.7). We remark that \(E_{\Omega}^{s,t}\) is a time dependent generalization of the regional fractional Laplacian \((-\Delta)^s_{\Omega}\) and \(\Theta^\alpha\) plays the role of a regional fractional Laplacian of order \(\alpha \in (0, 1)\) on \(\partial \Omega\) (see Section 2).

We approach this problem by proving that there exists a unique evolution family associated with the non-autonomous energy form \(E[t, u]\) defined in (3.4). More precisely, after introducing the energy form \(E[t, u]\), we consider the following abstract Cauchy problem \((P)\) (see also (5.2)):

\[
(P) \begin{cases}
\partial u/\partial t = A(t)u(t) + J(u(t)) & \text{for } t \in [0, T], \\
u(0) = \phi,
\end{cases}
\]

where \(A(t): D(A(t)) \subset L^2(\Omega, m) \to L^2(\Omega, m)\) is the family of operators associated to \(E[t, u]\).

Crucial tools for proving existence and uniqueness of the (mild) solution of the non-autonomous abstract Cauchy problem \((P)\) are a fractional version of the Nash inequality on \(L^2(\Omega, m)\), which in turn allows us to prove the ultracontractivity of the evolution family \(U(t, \tau)\) (see Theorem 4.3), and a contraction argument in suitable Banach spaces. A generalized fractional Green formula, proved in Section 2, then allows us to deduce that the mild solution of problem \((P)\) actually solves problem \((\tilde{P})\) in a suitable weak sense, see Theorem 5.6.

The literature on boundary value problems with dynamic boundary conditions in smooth domains is huge: we refer to [3, 17, 20] and the references listed in. On the contrary, the study of Wentzell problems in extension domains (in particular with fractal boundaries and/or interfaces) is more recent; among the others, we refer to [33, 35, 11, 12, 9].

2
The study of autonomous semilinear problems in extension domains with Wentzell-type boundary conditions for fractional operators is a rather recent topic. We refer to [12] for the linear case and to [13, 10, 14] for the case $p \geq 2$. The literature on fractional operators is huge since they mathematically describe the so-called anomalous diffusion. This topic appears also in finance and probability. We refer to the papers [1, 25, 38, 40, 21, 42, 37], which deal with models describing such diffusion.

On the other side, to consider the corresponding non-autonomous problems allows to tackle more realistic problems, and it is indeed a challenging task. To our knowledge, the first results on non-autonomous semilinear Wentzell problems for the Laplace operator in irregular domains are contained in [36].

When investigating semilinear problems, both autonomous and non-autonomous, the functional setting is given by an interpolation space between the domain of the generator $A(t)$ and $L^2(\Omega, m)$ or the domain of a fractional power of $A(t)$. In the case of extension domains, possibly with fractal boundary, the domain of $A(t)$ is unknown. Our aim here is to extend to the fractional non-autonomous case the ideas and methods of [36] and [15] under suitable hypotheses on $J(u)$. In order to use a fixed point argument in Banach spaces, a crucial tool is to prove suitable mapping properties for $J(u)$, which in turn deeply rely on the ultracontractivity of the evolution family. We stress the fact that the techniques used in [36] to prove the ultracontractivity property cannot be applied to the present case, since the non-autonomous form $E[t, u]$ is nonlocal. Here the ultracontractivity property is obtained by an abstract argument which deeply relies on a fractional Nash inequality on $L^2(\Omega, m)$. When giving the strong interpretation of problem $(P)$, this functional setting allows us to prove that the unknown $u$ satisfies a dynamic boundary condition on $\partial \Omega$, whereas it was not possible to achieve it in [36], due to the presence of the “fractal Laplacian” on the boundary.

The paper is organized as follows. In Section 1 we introduce the geometry and the functional setting and we recall important general results, such that trace theorems, Sobolev-type embeddings for extension domains and Nash inequality (see Proposition 1.9).

In Section 2 we introduce the time dependent operator $B_{\Omega}^{s,t}$ which governs the diffusion in the bulk and we introduce the notion of fractional conormal derivative $N_{2-2s}^{\alpha}$ via a generalized fractional Green formula (see Theorem 2.2).

In Section 3 we introduce the nonlocal operator $\Theta_{\alpha}^{t}$ acting on $\partial \Omega$ and the non-autonomous energy form $E[t, u]$, we prove its properties and that there exists a unique evolution family $U(t, \tau)$ associated to $E[t, u]$.

In Section 4 we prove some regularity properties of the evolution family, in particular its ultracontractivity (see Theorem 4.3).
In Section 5 we consider the abstract Cauchy problem \((P)\) and we prove that it admits a unique local (mild) solution. We then prove that the unique solution is also global in time under suitable assumptions on the initial datum. Finally, we prove that the unique mild solution of \((P)\) solves in a suitable weak sense problem \((\tilde{P})\).

1 Preliminaries

1.1 Functional spaces

Let \(G\) (resp. \(S\)) be an open (resp. closed) set of \(\mathbb{R}^N\). By \(L^p(G)\), for \(p \geq 1\), we denote the Lebesgue space with respect to the Lebesgue measure \(d\mathcal{L}_N\), which will be left to the context whenever that does not create ambiguity. By \(L^p(\partial G)\) we denote the Lebesgue space on \(\partial G\) with respect to a Hausdorff measure \(\mu\) supported on \(\partial G\). By \(D(G)\) we denote the space of infinitely differentiable functions with compact support on \(G\). By \(C(S)\) we denote the space of continuous functions on \(S\) and by \(C^{0,\vartheta}(S)\) we denote the space of Hölder continuous functions on \(S\) of order \(0 < \vartheta < 1\).

By \(H^s(G)\), where \(0 < s < 1\), we denote the fractional Sobolev space of exponent \(s\). Endowed with the norm

\[
\|u\|_{H^s(G)}^2 = \|u\|_{L^2(G)}^2 + \iint_{G \times G} \frac{(u(x) - u(y))^2}{|x - y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y),
\]

it becomes a Banach space. We denote by \(|u|_{H^s(G)}\) the seminorm associated to \(\|u\|_{H^s(G)}\) and by \((u, v)_{H^s(G)}\) the scalar product induced by the \(H^s\)-norm. Moreover, we set

\[
(u, v)_s := \iint_{G \times G} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y).
\]

In the following we will denote by \(|A|\) the Lebesgue measure of a subset \(A \subset \mathbb{R}^N\). For \(f \in H^s(G)\), we define the trace operator \(\gamma_0\) as

\[
\gamma_0 f(x) := \lim_{r \to 0} \frac{1}{|B(x, r) \cap G|} \int_{B(x, r) \cap G} f(y) \, d\mathcal{L}_N(y)
\]

at every point \(x \in \bar{G}\) where the limit exists. The above limit exists at quasi every \(x \in \bar{G}\) with respect to the \((s, 2)\)-capacity (see Definition 2.2.4 and Theorem 6.2.1 page 159 in [2]). From now on, we denote the trace operator simply by \(f|_G\); sometimes we will omit the trace symbol and the interpretation will be left to the context. Moreover, we denote by \(\mathcal{L}(X \to Y)\) the space of linear and continuous operators from a Banach space \(X\) to a Banach space \(Y\). If \(X = Y\), we simply denote this space by \(\mathcal{L}(X)\).

Throughout the paper, \(C\) denotes possibly different constants. We give the dependence of constants on some parameters in parentheses.
1.2 \((\varepsilon, \delta)\) domains and trace theorems

We recall the definition of \((\varepsilon, \delta)\) domains. For details see \[26\].

**Definition 1.1.** Let \(F \subset \mathbb{R}^N\) be open and connected. For \(x \in F\), let \(d(x) := \inf_{y \in F} |x - y|\). We say that \(F\) is an \((\varepsilon, \delta)\) domain if, whenever \(x, y \in F\) with \(|x - y| < \delta\), there exists a rectifiable arc \(\gamma \in F\) of length \(\ell(\gamma)\) joining \(x\) to \(y\) such that

\[
\ell(\gamma) \leq \frac{1}{\varepsilon} |x - y| \quad \text{and} \quad d(z) \geq \frac{\varepsilon |x - z| |y - z|}{|x - y|} \quad \text{for every} \ z \in \gamma.
\]

We now recall the definition of \(d\)-set, referring to \[28\] for a complete discussion.

**Definition 1.2.** A closed nonempty set \(S \subset \mathbb{R}^N\) is a \(d\)-set (for \(0 < d \leq N\)) if there exist a Borel measure \(\mu\) with \(\text{supp}\ \mu = S\) and two positive constants \(c_1\) and \(c_2\) such that

\[
c_1 r^d \leq \mu(B(x, r) \cap S) \leq c_2 r^d \quad \text{for every} \ x \in S. \quad (1.1)
\]

The measure \(\mu\) is called a \(d\)-measure.

In this paper, we consider two particular classes of \((\varepsilon, \delta)\) domains \(\Omega \subset \mathbb{R}^N\). More precisely, \(\Omega\) can be a \((\varepsilon, \delta)\) domain having as boundary either a \(d\)-set or an arbitrary closed set in the sense of \[27\]. For the sake of simplicity, from now on we restrict ourselves to the case in which \(\partial \Omega\) is a \(d\)-set.

We suppose that \(\Omega\) can be approximated by a sequence \(\{\Omega_n\}\) of domains such that, for every \(n \in \mathbb{N}\),

\[
(\mathcal{H}) \begin{cases}
\Omega_n \text{ is bounded and Lipschitz;} \\
\Omega_n \subseteq \Omega_{n+1}; \\
\Omega = \bigcup_{n=1}^{\infty} \Omega_n.
\end{cases}
\]

The reader is referred to \[12\] and \[13\] for examples of such domains.

We recall the definition of Besov space specialized to our case. For generalities on Besov spaces, we refer to \[28\].

**Definition 1.3.** Let \(F\) be a \(d\)-set with respect to a \(d\)-measure \(\mu\) and \(0 < \alpha < 1\). \(B^{2,2}_\alpha(F)\) is the space of functions for which the following norm is finite,

\[
\|u\|_{B^{2,2}_\alpha(F)}^2 = \|u\|_{L^2(F)}^2 + \iint_{|x-y|<1} \frac{|u(x) - u(y)|^2}{|x-y|^{d+2\alpha}} \, d\mu(x) \, d\mu(y).
\]
In the following, we will denote the dual of the Besov space \( B^{2,2}_\alpha(\mathcal{F}) \) with \( (B^{2,2}_\alpha(\mathcal{F}))' \); we point out that this space coincides with the space \( B^{-2,2}_\alpha(\mathcal{F}) \) (see [29]).

From now on, let
\[
\alpha := s - \frac{N-d}{2} \in (0,1). \tag{1.2}
\]

We now state the trace theorem for functions in \( H^s(\Omega) \), where \( \Omega \) is a bounded \((\varepsilon,\delta)\) domain with boundary \( \partial\Omega \) a \( d \)-set. For the proof, we refer to [28, Theorem 1, Chapter VII].

**Proposition 1.4.** Let \( \frac{N-d}{2} < s < 1 \) and \( \alpha \) be as in (1.2). \( B^{2,2}_\alpha(\partial\Omega) \) is the trace space of \( H^s(\Omega) \) in the following sense:

(i) \( \gamma_0 \) is a continuous linear operator from \( H^s(\Omega) \) to \( B^{2,2}_\alpha(\partial\Omega) \);

(ii) there exists a continuous linear operator \( \text{Ext} \) from \( B^{2,2}_\alpha(\partial\Omega) \) to \( H^s(\Omega) \) such that \( \gamma_0 \circ \text{Ext} \) is the identity operator in \( B^{2,2}_\alpha(\partial\Omega) \).

We point out that, if \( \Omega \subset \mathbb{R}^N \) is a Lipschitz domain, its boundary \( \partial\Omega \) is a \((N-1)\)-set. Hence, the trace space of \( H^s(\Omega) \) is \( B^{2,2}_{s-\frac{1}{2}}(\partial\Omega) \), and the latter space coincides with \( H^{s-\frac{1}{2}}(\partial\Omega) \).

The following result provides us with an equivalent norm on \( H^s(\Omega) \). The proof can be achieved by adapting the proof of [43, Theorem 2.3].

**Theorem 1.5.** Let \( \Omega \subset \mathbb{R}^N \) be a \((\varepsilon,\delta)\) domain having as boundary a \( d \)-set, and let \( \frac{N-d}{2} < s < 1 \). Then there exists a positive constant \( C = C(\Omega, N, s, d) \) such that for every \( u \in H^s(\Omega) \)

\[
\int_{\Omega} |u|^2 \, d\mathcal{L}_N \leq C \left( \frac{C_{N,s}}{2} \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y) + \int_{\partial\Omega} |u|^2 \, d\mu \right). \tag{1.3}
\]

Here, \( C_{N,s} \) is the positive constant defined in Section 2. Hence, from Theorem 1.5 and Proposition 1.4, the following norm is equivalent to the “usual” \( H^s(\Omega) \)-norm:

\[
|||u|||_{H^s(\Omega)}^2 := \frac{C_{N,s}}{2} \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y) + \int_{\partial\Omega} |u|^2 \, d\mu.
\]

Finally, we recall the following important extension property which holds for \((\varepsilon,\delta)\) domains having as boundary a \( d \)-set. For details, we refer to Theorem 1, page 103 and Theorem 3, page 155 in [28].
Theorem 1.6. Let $0 < s < 1$. There exists a linear extension operator $\mathcal{E}xt : H^s(\Omega) \to H^s(\mathbb{R}^N)$ such that
\[
\|\mathcal{E}xt w\|^2_{H^s(\mathbb{R}^N)} \leq C\|w\|^2_{H^s(\Omega)},
\]
where $C$ is a positive constant depending on $s$, where $\mathcal{E}xt w = w$ on $\Omega$.
Domains $\Omega$ satisfying property (1.4) are the so-called $H^s$-extension domains.

1.3 Sobolev embeddings and the Nash inequality

We now recall some important Sobolev-type embeddings for the fractional Sobolev space $H^s(\Omega)$ where $\Omega$ is a $H^s$-extension domain with boundary a $d$-set, see [16, Theorem 6.7] and [28, Lemma 1, p. 214] respectively.
We set
\[ 2^* := \frac{2N}{N - 2s} \quad \text{and} \quad \bar{2} := \frac{2d}{N - 2s}. \]

Theorem 1.7. Let $s \in (0, 1)$ such that $2s < N$. Let $\Omega \subseteq \mathbb{R}^N$ be a $H^s$-extension domain. Then $H^s(\Omega)$ is continuously embedded in $L^q(\Omega)$ for every $q \in [1, 2^*]$, i.e. there exists a positive constant $C_1 = C_1(N, s, \Omega)$ such that, for every $u \in H^s(\Omega)$,
\[
\|u\|_{L^q(\Omega)} \leq C_1\|u\|_{H^s(\Omega)}. \tag{1.5}
\]

Theorem 1.8. Let $s \in (0, 1)$ be such that $N - d < 2s < N$. Let $\Omega \subseteq \mathbb{R}^N$ be a $H^s$-extension domain having as boundary $\partial\Omega$ a $d$-set, for $0 < d \leq N$. Then $H^s(\Omega)$ is continuously embedded in $L^q(\partial\Omega)$ for every $q \in [1, \bar{2}]$, i.e. there exists a positive constant $C_2 = C_2(N, s, d, \Omega)$ such that, for every $u \in H^s(\Omega)$,
\[
\|u\|_{L^q(\partial\Omega)} \leq C_2\|u\|_{H^s(\Omega)}. \tag{1.6}
\]

We point out that $2^* \geq \bar{2} \geq 2$.

For $1 \leq p \leq \infty$, we denote by $L^p(\Omega, m)$ the Lebesgue space with respect to the measure
\[
dm = d\mathcal{L}_N + d\mu, \tag{1.7}
\]
where $\mu$ is the $d$-measure supported on $\partial\Omega$. For $p \in [1, \infty)$, we endow $L^p(\Omega, m)$ with the following norm:
\[
\|u\|^p_{L^p(\Omega, m)} = \|u\|^p_{L^p(\Omega)} + \|u|_{\partial\Omega}\|^p_{L^p(\partial\Omega)}.
\]
For $p = \infty$, we endow $L^\infty(\Omega, m)$ with the following norm
\[
\|u\|_{L^\infty(\Omega, m)} := \max \left\{ \|u\|_{L^\infty(\Omega)}, \|u|_{\partial\Omega}\|_{L^\infty(\partial\Omega)} \right\}.
\]
With these definitions, $L^p(\Omega, m)$ becomes a Banach space for every $1 \leq p \leq \infty$.

We now prove a version of the well known Nash inequality adapted to our setting.

**Proposition 1.9.** Let $u \in H^s(\Omega)$. Then there exists a positive constant $\tilde{C} = \tilde{C}(N, s, d, \Omega)$ such that the following Nash inequality holds,

$$\|u\|^{2+\frac{4}{\lambda}}_{L^2(\Omega, m)} \leq \tilde{C}\|u\|_{H^s(\Omega)}^2\|u\|^{\frac{4}{\lambda}}_{L^1(\Omega, m)},$$

where $\lambda = \frac{2d}{d-N+2s}$.

**Proof.** We adapt the proof of Proposition 4.5 in [15] to our context. We set $\lambda = \frac{2d}{d-N+2s}$.

From interpolation inequalities (see e.g. [19, Section 7.1]), we have that

$$\|u\|_{L^2(\omega)} \leq \|u\|^{1-\mu}_{L^2(\omega)}\|u\|^\mu_{L^1(\omega)},$$

with $\mu = \frac{d-N+2s}{2d-N+2s} = 1 - \frac{d}{2d-N+2s}$ and $\omega$ is either $\Omega$ or $\partial \Omega$. Hence, from Theorems 1.7 and 1.8 we obtain

$$\|u\|_{L^2(\Omega, m)} \leq C_3\|u\|^{\frac{d}{H^s(\Omega)}}_{H^s(\Omega)}\|u\|^{1-\mu}_{L^1(\Omega, m)},$$

where $C_3 = C_3(N, s, d, \Omega) = \max\{C_1, C_2\}$ and $C_1$ and $C_2$ are the constants appearing in (1.5) and (1.6) respectively. Therefore, since $\frac{2d-N+2s}{d} = \frac{1-\mu}{1-\mu} = 1 + \frac{2}{\lambda}$, from Theorem 1.5 we have that there exists a positive constant $\tilde{C}$ depending on $N$, $s$, $d$ and $\Omega$ such that

$$\|u\|^{1+\frac{4}{\lambda}}_{L^2(\Omega, m)} \leq \tilde{C}\|u\|_{H^s(\Omega)}\|u\|^{\frac{2}{\lambda}}_{L^1(\Omega, m)},$$

i.e., (1.8) holds. \hfill \square

\section{The time dependent generalized regional fractional Laplacian}

From now on, let $T > 0$ be fixed. We introduce a suitable measurable function $K : [0, T] \times \Omega \times \Omega \rightarrow \mathbb{R}$ such that $K(t, \cdot, \cdot)$ is symmetric for every $t \in [0, T]$ and there exist two constants $0 < k_1 < k_2$ such that $k_1 \leq K(t, x, y) \leq k_2$ for a.e. $t \in [0, T]$ and $x, y \in \Omega$.

For $u, v \in H^s(\Omega)$, we set

$$|u|_{s,K} := \frac{C_{N,s}}{2} \int_{\Omega \times \Omega} K(t, x, y) \frac{(u(x) - u(y))^2}{|x - y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y)$$

and

$$(u, v)_{s,K} := \frac{C_{N,s}}{2} \int_{\Omega \times \Omega} K(t, x, y) \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y).$$
We point out that $|u|_{s,1} = |u|^2_{H^s(\Omega)}$ and $(u, v)_{s,1} = (u, v)_s$.

We introduce now a time dependent generalization of the regional fractional Laplacian $(-\Delta)^s_\Omega$. For the definition of regional fractional Laplacian, among the others we refer to [5, 8, 22, 23, 24].

Let $s \in (0, 1)$. For every fixed $t \in [0, T]$, we define the operator $B_{s,t}^\Omega$ acting on $H^s(\Omega)$ in the following way:

$$
B_{s,t}^\Omega u(t, x) = C_{N,s} \text{P.V.} \int_\Omega K(t, x, y) \frac{u(t, x) - u(t, y)}{|x - y|^{N+2s}} \, d\mathcal{L}_N(y)
$$

$$
= C_{N,s} \lim_{\epsilon \to 0^+} \int_{\{y \in \Omega : |x - y| > \epsilon\}} K(t, x, y) \frac{u(t, x) - u(t, y)}{|x - y|^{N+2s}} \, d\mathcal{L}_N(y).
$$

The positive constant $C_{N,s}$ is defined by

$$
C_{N,s} = \frac{s 2^s \Gamma\left(\frac{N+2s}{2}\right)}{\pi^{\frac{N}{2}} \Gamma(1 - s)},
$$

where $\Gamma$ is the Euler function. If $K \equiv 1$ on $[0, T] \times \Omega \times \Omega$, the operator $B_{s,t}^\Omega$ reduces to the usual regional fractional Laplacian $(-\Delta)^s_\Omega$.

We now introduce the notion of fractional conormal derivative on $(\varepsilon, \delta)$ domains having as boundary a $d$-set and satisfying hypotheses $(\mathcal{H})$ in Section 1.2. We will generalize the notion of fractional normal derivative on irregular sets, which was introduced in [12] (see also [13, 10] for the nonlinear case).

We define the space

$$
V(B_{s,t}^\Omega, \Omega) := \{u \in H^s(\Omega) : B_{s,t}^\Omega u \in L^2(\Omega) \text{ in the sense of distributions}\},
$$

which is a Banach space equipped with the norm

$$
\|u\|_{V(B_{s,t}^\Omega, \Omega)}^2 := \|u\|_{H^s(\Omega)}^2 + \|B_{s,t}^\Omega u\|_{L^2(\Omega)}^2.
$$

We define the fractional conormal derivative on Lipschitz domains.

**Definition 2.1.** Let $T \subset \mathbb{R}^N$ be a Lipschitz domain. Let $u \in V(B_{s,t}^\Omega, T) := \{u \in H^s(T) : B_{s,t}^\Omega u \in L^2(T) \text{ in the sense of distributions}\}$. We say that $u$ has a weak fractional conormal derivative in $(H^{s - \frac{1}{2}}(\partial T))'$ if there exists $g \in (H^{s - \frac{1}{2}}(\partial T))'$ such that

$$
\langle g, v \rangle_{(H^{s - \frac{1}{2}}(\partial T))^\prime, H^{s - \frac{1}{2}}(T)} = - \int_T B_{s,t}^\Omega u \, v \, d\mathcal{L}_N
$$

$$
+ \frac{C_{N,s}}{2} \int_{T \times T} K(t, x, y) \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} \, d\mathcal{L}_N(x) \, d\mathcal{L}_N(y)
$$

(2.2)
for every $v \in H^s(T)$. In this case, $g$ is uniquely determined and we call $C_s \mathcal{N}^{K}_{2-2s} u := g$ the weak fractional conormal derivative of $u$, where

$$C_s := \frac{C_{1,s}}{2s(2s-1)} \int_0^\infty |z-1|^{1-2s} - (z \vee 1)^{1-2s} \frac{dz}{z^{2-2s}}.$$

We point out that, if $K(t, x, y) \equiv 1$, we recover the definition of fractional normal derivative on Lipschitz sets introduced in [12]. Moreover, if in addition to that we let $s \to 1^-$ in (2.2), we obtain the Green formula for Lipschitz domains [6].

**Theorem 2.2** (Generalized fractional Green formula). There exists a bounded linear operator $\mathcal{N}^{K}_{2-2s}$ from $V(B^{s,t}_{\Omega}, \Omega)$ to $(B^{2,2}_\alpha(\partial \Omega))^\prime$. The following generalized Green formula holds for every $u \in V(B^{s,t}_{\Omega}, \Omega)$ and $v \in H^s(\Omega)$,

\[
C_s \left< \mathcal{N}^{K}_{2-2s} u \big| \partial \Omega \right>(B^{2,2}_\alpha(\partial \Omega))^\prime, B^{2,2}_\alpha(\partial \Omega)) = - \int_\Omega \mathcal{B}^{s,t}_\Omega u v d\mathcal{L}_N \\
+ \frac{C_{N,s}}{2} \iint_{\Omega \times \Omega} K(t, x, y) \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{N+2s}} d\mathcal{L}_N(x) d\mathcal{L}_N(y). \tag{2.3}
\]

**Proof.** We adapt to our setting the proof of Theorem 2.2 in [10], which we recall for the sake of completeness. For $u \in V(B^{s,t}_{\Omega}, \Omega)$ and $v \in H^s(\Omega)$, we define

$$\langle l(u), v \rangle := - \int_\Omega \mathcal{B}^{s,t}_\Omega u v d\mathcal{L}_N + \frac{C_{N,s}}{2} (u, v)_{s,K}.$$

From Hölder’s inequality, the trace theorem and the hypotheses on $K(t, x, y)$, we get

$$| \langle l(u), v \rangle | \leq \| \mathcal{B}^{s,t}_\Omega u \|_{L^2(\Omega)} \| v \|_{L^2(\Omega)} + k_2 \frac{C_{N,s}}{2} \| u \|_{H^s(\Omega)} \| v \|_{H^s(\Omega)}$$

$$\leq C \| u \|_{V(B^{s,t}_{\Omega}, \Omega)} \| v \|_{H^s(\Omega)} \leq C \| u \|_{V(B^{s,t}_{\Omega}, \Omega)} \| v \|_{B^{2,2}_\alpha(\partial \Omega)}. \tag{2.4}$$

We prove that the operator $l(u)$ is independent from the choice of $v$ and it is an element of $(B^{2,2}_\alpha(\partial \Omega))^\prime$. From Proposition 1.4, for every $v \in B^{2,2}_\alpha(\partial \Omega)$ there exists a function $\tilde{w} := \text{Ext} \, v \in H^s(\Omega)$ such that

$$\| \tilde{w} \|_{H^s(\Omega)} \leq C \| v \|_{B^{2,2}_\alpha(\partial \Omega)} \tag{2.5}$$

and $\tilde{w}|_{\partial \Omega} = v \mu$-almost everywhere. From (2.3) we have that

$$C_s \left< \mathcal{N}^{K}_{2-2s} u \right>(B^{2,2}_\alpha(\partial \Omega))^\prime, B^{2,2}_\alpha(\partial \Omega) = \langle l(u), \tilde{w} \rangle.$$
The conclusion follows from (2.4) and (2.5).

We now recall that $\Omega$ is approximated by a sequence of Lipschitz domains $\Omega_n$, for $n \in \mathbb{N}$, satisfying conditions ($\mathcal{H}$) in Section 1.2. From (2.2) we have that

$$C_s \langle \mathcal{N}^K_{2-2s} u, v \rangle_{(H^{s-\frac{N}{2}}(\partial \Omega_n)), (H^{s-\frac{N}{2}}(\partial \Omega_n))'} = - \int_{\Omega_n} \chi_{\Omega_n} B_{\Omega_n}^{s,t} u v d\mathcal{L}_N + \frac{C_{N,s}}{2} \int_{\Omega_n \times \Omega_n} \chi_{\Omega_n}(x) \chi_{\Omega_n}(y) K(t, x, y) \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} d\mathcal{L}_N(x) d\mathcal{L}_N(y).$$

From the dominated convergence theorem, we have

$$\lim_{n \to \infty} C_s \langle \mathcal{N}^K_{2-2s} u, v \rangle_{(H^{s-\frac{N}{2}}(\partial \Omega_n)), (H^{s-\frac{N}{2}}(\partial \Omega_n))'} = \lim_{n \to \infty} \left( - \int_{\Omega_n} B_{\Omega_n}^{s,t} u v d\mathcal{L}_N + \frac{C_{N,s}}{2} \int_{\Omega_n \times \Omega_n} K(t, x, y) \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N+2s}} d\mathcal{L}_N(x) d\mathcal{L}_N(y) \right)$$

for every $u \in V(B_{\Omega}^{s,t}, \Omega)$ and $v \in H^s(\Omega)$. Hence, we define the fractional conormal derivative on $\Omega$ as

$$\langle C_s \mathcal{N}^K_{2-2s} u, v \rangle_{(B_{\Omega}^{s,t}(\partial \Omega)), (B_{\Omega}^{s,t}(\partial \Omega))'} := - \int_{\Omega} B_{\Omega}^{s,t} u v d\mathcal{L}_N + \frac{C_{N,s}}{2} (u, v)_{s,K}.$$

**Remark 2.3.** As in the Lipschitz case, when $K(t, x, y) \equiv 1$, we recover the notion of fractional normal derivative on an irregular set introduced in [12]. Moreover, from [12, Remark 3.1], when $s \to 1^-$ and $K(t, x, y) \equiv 1$ in (2.3), we recover the Green formula proved in [34] for fractal domains.

### 3 The non-autonomous energy form and the evolution family

From now on, let us suppose that $s \in (0, 1)$ is such that $N - d < 2s < N$. Let $b: (0, T) \times \partial \Omega \to \mathbb{R}$ be a function such that

$$\begin{cases}
  b \in L^\infty([0, T] \times \partial \Omega), \\
  \inf b(t, P) > b_0 > 0 \quad \text{for every } (t, P) \in [0, T] \times \partial \Omega, \\
  \text{there exists } \eta \in (\frac{1}{2}, 1) : |b(t, P) - b(\tau, P)| \leq c|t - \tau|^{\eta} \quad \text{for every } P \in \partial \Omega.
\end{cases}$$

(3.1)
Let $\zeta : [0,T] \times \partial \Omega \times \partial \Omega \to \mathbb{R}$ be such that $\zeta(t,\cdot,\cdot)$ is symmetric for every fixed $t \in [0,T]$ and $\zeta_1 \leq \zeta(t,x,y) \leq \zeta_2$ for suitable constants $0 < \zeta_1 < \zeta_2$ and for a.e $(t,x,y) \in [0,T] \times \partial \Omega \times \partial \Omega$.

We now introduce a bounded linear operator $\Theta^t_\alpha : B^{2,2}_\alpha(\partial \Omega) \to (B^{2,2}_\alpha(\partial \Omega))'$ defined by

$$
\langle \Theta^t_\alpha(u), v \rangle := \int_{\partial \Omega \times \partial \Omega} \zeta(t,x,y) \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{d+2\alpha}} \, d\mu(x) \, d\mu(y),
$$

(3.2)

where $\langle \cdot, \cdot \rangle$ denotes the duality pairing between $(B^{2,2}_\alpha(\partial \Omega))'$ and $B^{2,2}_\alpha(\partial \Omega)$ and $\alpha$ is defined in (1.2). From our hypotheses on $\zeta$, this nonlocal term on $\partial \Omega$ is equivalent to the seminorm of $B^{2,2}_\alpha(\partial \Omega)$; moreover, we point out that, if $\zeta \equiv 1$, it can be regarded as a regional fractional Laplacian of order $\alpha$ on the boundary.

We suppose that the kernels $K(t,x,y)$ and $\zeta(t,x,y)$ appearing in the nonlocal terms in the bulk and on the boundary respectively are Hölder continuous with respect to $t$. More precisely, we suppose that there exists $\eta \in (\frac{1}{2},1)$ such that

$$
|K(t,x,y) - K(\tau,x,y)| \leq C|t-\tau|^\eta \quad \text{and} \quad |\zeta(t,x,y) - \zeta(\tau,x,y)| \leq C|t-\tau|^\eta \quad (3.3)
$$

for a.e. $x,y \in \Omega$ and a.e. $x,y \in \partial \Omega$ respectively. Obviously, one can take different Hölder exponents in (3.1) and (3.3). For the sake of simplicity, we suppose that the third condition in (3.1) and (3.3) hold for the same exponent $\eta \in (\frac{1}{2},1)$.

For every $u \in H := L^2(\Omega,m)$, we introduce the following energy form, with effective domain $D(E) = [0,T] \times H^s(\Omega)$,

$$
E[t,u] := \begin{cases} 
\frac{C_{N,\alpha}}{2} \int_{\Omega \times \Omega} K(t,x,y) \frac{|u(x)-u(y)|^2}{|x-y|^{N+2\alpha}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y) 
+ \int_{\partial \Omega} b(t,P)|u|_{\partial \Omega}^2 \, d\mu 
+ \langle \Theta^t_\alpha(u|_{\partial \Omega}), u|_{\partial \Omega} \rangle 
& \quad \text{if } u \in D(E), \\
+\infty & \quad \text{if } u \in H \setminus D(E), 
\end{cases}
$$

(3.4)

We remark that, if $u \in H^s(\Omega)$, from (1.2) and Proposition 1.4, its trace $u|_{\partial \Omega}$ is well-defined.

We now prove some properties of the form $E$.

**Proposition 3.1.** For every $t \in [0,T]$, the form $E[t,u]$ is continuous and coercive on $H^s(\Omega)$.

**Proof.** We start by proving the continuity of $E$. Since $b \in L^{\infty}([0,T] \times \partial \Omega)$ and $K$ and
\(\zeta\) are bounded from above, for every \(t \in [0, T]\) we have

\[
E[t, u] \leq k_2|u|_{H^s(\Omega)}^2 + \|b\|_{L^\infty([0,T] \times \partial\Omega)}\|u\|_{L^2(\partial\Omega)}^2 + \zeta_2 \iint_{\partial\Omega \times \partial\Omega} \frac{(u(x) - u(y))^2}{|x - y|^{d+2\alpha}} \, d\mu(x) \, d\mu(y)
\]

\[
\leq k_2|u|_{H^s(\Omega)}^2 + \max\{\|b\|_{L^\infty([0,T] \times \partial\Omega)}, \zeta_2\} \|u\|_{H^{2s, 2}_0(\Omega)}^2
\]

\[
\leq \max\{k_2, C\|b\|_{L^\infty([0,T] \times \partial\Omega)}, C\zeta_2\} \|u\|_{H^s(\Omega)}^2,
\]

where the last inequality follows from the trace theorem.

We now prove the coercivity. By using again the hypotheses on \(b, K\) and \(\zeta\), for every \(t \in [0, T]\) we have

\[
E[t, u] \geq k_1|u|_{H^s(\Omega)}^2 + b_0\|u\|_{L^2(\partial\Omega)}^2 + (\Theta^t_\alpha(u), u)
\]

\[
\geq \min\{k_1, b_0\} \left(|u|_{H^s(\Omega)}^2 + \|u\|_{L^2(\partial\Omega)}^2\right) \geq \beta\|u\|_{H^s(\Omega)}^2,
\]

for a suitable constant \(\beta > 0\), where the last inequality follows from Theorem 1.5. \(\square\)

**Proposition 3.2.** For every \(t \in [0, T]\), \(E[t, u]\) is closed on \(L^2(\Omega, m)\).

**Proof.** For every fixed \(t \in [0, T]\), we have to prove that for every sequence \(\{u_k\} \subseteq H^s(\Omega)\) such that

\[
E[t, u_k - u_j] + \|u_k - u_j\|_{L^2(\Omega, m)} \to 0 \quad \text{for } k, j \to +\infty,
\]

there exists \(u \in H^s(\Omega)\) such that

\[
E[t, u_k - u] + \|u_k - u\|_{L^2(\Omega, m)} \to 0 \quad \text{for } k \to +\infty.
\]

This means that we should prove that

\[
|u_k - u|_{s,K} + \int_{\partial\Omega} b(t, P)|u_k - u|^2 \, d\mu
\]

\[
+ (\Theta^t_\alpha(u_k - u), u_k - u) + \|u_k - u\|_{L^2(\Omega, m)} \to 0 \quad \text{for } k \to +\infty.
\]

We point out that (3.5) infers that \(\{u_k\}\) is a Cauchy sequence in \(L^2(\Omega, m)\) and, since \(L^2(\Omega, m)\) is a Banach space, there exists \(u \in L^2(\Omega, m)\) such that

\[
\|u_k - u\|_{L^2(\Omega, m)} \underset{k \to +\infty}{\longrightarrow} 0.
\]

Moreover, since \(|u_k - u_j|_{s,K} + \|u_k - u_j\|_{L^2(\Omega)}\) is equivalent to the \(H^s(\Omega)\)-norm of \(u_k - u_j\), (3.5) implies that \(\{u_k\}\) is a Cauchy sequence also in \(H^s(\Omega)\). Since \(H^s(\Omega)\) is a Banach space, then also \(\|u_k - u\|_{H^s(\Omega)}^2 \to 0\) when \(k \to +\infty\). Hence, since \(|u_k - u|_{s,K} \leq k_2|u_k - u|_{H^s(\Omega)}^2\), the first term on the left-hand side of (3.6) vanishes as \(k \to +\infty\).
From hypotheses (3.1), for every fixed \( t \in [0, T] \) the thesis follows from [12, Proposition 4.1] for the second term on the left-hand side of (3.6). As to the term \( \langle \Theta^t_\alpha (u_k - u), u_k - u \rangle \), we point out that from the hypotheses on \( \zeta \) and the trace theorem we have

\[
\langle \Theta^t_\alpha (u_k - u), u_k - u \rangle = \int_{\partial \Omega \times \partial \Omega} \zeta(t, x, y) \frac{|u_k(x) - u(x) - (u_k(y) - u(y))|^2}{|x - y|^{d+2\alpha}} \, d\mu(x) \, d\mu(y)
\]

\[
\leq \zeta_2 \|u_k - u\|^{2}_{H^{2,2}(\partial \Omega)} \leq C \|u_k - u\|^{2}_{H^\alpha(\Omega)},
\]

and the last term tends to 0 when \( k \to +\infty \) because \( u_k \to u \) in \( H^\alpha(\Omega) \).

**Theorem 3.3.** For every \( t \in [0, T] \), \( E[t, u] \) is Markovian, hence it is a Dirichlet form on \( L^2(\Omega, m) \).

The proof follows by adapting the one of Theorem 3.4 in [7], see also [44, Lemma 2.7].

By \( E(t, u, v) \) we denote the corresponding bilinear form

\[
E(t, u, v) = (u, v)_{s,K} + \int_{\partial \Omega} b(t, P) u \mid_{\partial \Omega} v \mid_{\partial \Omega} \, d\mu + \langle \Theta^t_\alpha(u \mid_{\partial \Omega}), v \mid_{\partial \Omega} \rangle
\]

(3.7)

defined on \( [0, T] \times H^s(\Omega) \times H^s(\Omega) \).

**Theorem 3.4.** For every \( u, v \in H^s(\Omega) \) and for every \( t \in [0, T] \), \( E(t, u, v) \) is a closed symmetric bilinear form on \( L^2(\Omega, m) \). Then there exists a unique selfadjoint non-positive operator \( A(t) \) on \( L^2(\Omega, m) \) such that

\[
E(t, u, v) = (-A(t)u, v)_{L^2(\Omega, m)} \text{ for every } u \in D(A(t)), v \in H^s(\Omega),
\]

(3.8)

where \( D(A(t)) \subset H^s(\Omega) \) is the domain of \( A(t) \) and it is dense in \( L^2(\Omega, m) \).

For the proof we refer to Theorem 2.1, Chapter 6 in [30].

**Proposition 3.5.** For every \( t \in [0, T] \), the form \( E(t, u, v) \) has the square root property, i.e. \( D(A(t))^{1/2} = H^s(\Omega) \). Moreover, there exists a constant \( C > 0 \) such that, for every \( \eta \in (\frac{1}{2}, 1) \),

\[
|E(t, u, v) - E(\tau, u, v)| \leq C|t - \tau|^\eta \|u\|_{H^s(\Omega)} \|v\|_{H^s(\Omega)}, \quad 0 \leq \tau, t \leq T.
\]

(3.9)

**Proof.** The square root property follows since the form is symmetric and bounded. As
to (3.9), we have that
\[
|E(t, u, v) - E(\tau, u, v)| \\
\leq \frac{C_{N,s}}{2} \iint_{\Omega \times \Omega} |K(t, x, y) - K(\tau, x, y)| \frac{|u(x) - u(y)| |v(x) - v(y)|}{|x - y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y) \\
+ \int_{\partial\Omega} |b(t, P) - b(\tau, P)| |u(P)| |v(P)| \, d\mu \\
+ \iint_{\partial\Omega \times \partial\Omega} |\zeta(t, x, y) - \zeta(\tau, x, y)| \frac{|u(x) - u(y)| |v(x) - v(y)|}{|x - y|^{d+2s}} \, d\mu(x) d\mu(y) \\
\leq C|t - \tau|^\eta \|u\|_{H^s(\Omega)} \|v\|_{H^s(\Omega)},
\]
where the last inequality follows from the hypotheses (3.1) on \(b\), from (3.3) and the trace theorem.

**Proposition 3.6.** For every \(t \in [0, T]\) and \(\tau \geq 0\), \(A(t): D(A(t)) \to L^2(\Omega, m)\) is the generator of a semigroup \(e^{\tau A(t)}\) on \(L^2(\Omega, m)\) which is strongly continuous, contractive and analytic with angle \(\omega_{A(t)} > 0\).

**Proof.** The analyticity follows from the coercivity of \(E[t, u]\) (see Theorem 6.2, Chapter 4 in [41]). The contraction property follows from Lumer-Phillips Theorem (see Theorem 4.3, Chapter 1 in [39]). The strong continuity follows from Theorem 1.3.1 in [18].

**Proposition 3.7.** For every \(t \in [0, T]\), the operator \(A(t)\) satisfies the following properties:

1) the spectrum of \(A(t)\) is contained in a sectorial open domain
\[
\sigma(A(t)) \subset \Sigma_\omega = \{ \mu \in \mathbb{C} : |\text{Arg} \, \mu| < \omega \}
\]
for some fixed angle \(0 < \omega < \frac{\pi}{2}\). The resolvent satisfies the estimate
\[
\| (\mu - A(t))^{-1} \|_{L^2(\Omega, m)} \leq \frac{M}{|\mu|}
\]
for \(M \geq 1\) independent from \(t\) and \(\mu \notin \Sigma_\omega \cup \{0\}\); moreover, \(A(t)\) is invertible and \(\|A(t)^{-1}\| \leq M_1\) with \(M_1\) independent from \(t\);

2) \(D(A(t)) \subset D(A(\tau))^{\frac{1}{2}} = H^s(\Omega), \quad 0 \leq \tau \leq t \leq T;\) in particular, \(D(A(t)) \subset D(A(\tau))^{\nu}\) for every \(\nu\) such that \(0 < \nu \leq \frac{1}{2}\).  
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3) $A(t)^{-1}$ is Hölder continuous in $t$ in the sense of Yagi, i.e.,

$$\left\| A(t)^{\frac{1}{2}} (A(t)^{-1} - A(\tau)^{-1}) \right\|_{L^2(\Omega,m)} \leq C|t - \tau|^\eta,$$  \hfill (3.10)

with some fixed exponent $\eta \in \left(\frac{1}{2}, 1\right]$ and $C > 0$.

**Proof.** The first two properties follow from Propositions 3.5 and 3.6. In order to prove the Hölder continuity, one can proceed as in [48, Chapter 3, section 7.1]

Let $A(t) : H^s(\Omega) \to H^{-s}(\Omega)$ denote the sectorial operator with angle $\omega_{A(t)} \leq \omega_A < \frac{\pi}{2}$ associated with $E(t,u,v)$,

$$E(t,u,v) = -\langle A(t)u, v \rangle_{H^{-s}(\Omega), H^s(\Omega)},$$

with $u \in D(A(t)) = H^s(\Omega)$. We have that

$$\langle A(t)[A(t)^{-1} - A(\tau)^{-1}]\phi, u \rangle_{H^{-s}(\Omega), H^s(\Omega)}$$

$$= -\langle [A(t) - A(\tau)]A(\tau)^{-1}\phi, u \rangle_{H^{-s}(\Omega), H^s(\Omega)}$$

$$= E(t, A(\tau)^{-1}\phi, u) - E(\tau, A(\tau)^{-1}\phi, u).$$

From (3.9), we obtain

$$\|A(t)[A(t)^{-1} - A(\tau)^{-1}]\phi\|_{H^{-s}(\Omega)} \leq C|t - \tau|^\eta\|A(\tau)^{-1}\|_{L^2(\Omega,m)}\|\phi\|_{H^{-s}(\Omega)}.$$

From [31, page 190], we have that $\|A(\tau)^{-1}\|_{L^2(\Omega,m) \to H^s(\Omega)} \leq C$ for a suitable positive constant $C$. Hence, we conclude that

$$\|A(t)[A(t)^{-1} - A(\tau)^{-1}]\phi\|_{H^{-s}(\Omega)} \leq C|t - \tau|^\eta\|\phi\|_{H^{-s}(\Omega)}.$$

In order to prove condition (3.10), we note that for every $z \in H^s(\Omega)$ it holds that $A^{\frac{1}{2}}(\cdot)z = A^{-\frac{1}{2}}(\cdot)A(\cdot)z$. Therefore, we have

$$(A(t)^{\frac{1}{2}}[A(t)^{-1} - A(\tau)^{-1}]\phi, u)_{L^2(\Omega,m)} = E\left(t, A(\tau)^{-1}\phi, (A(t)^{-\frac{1}{2}})u\right)$$

$$- E\left(\tau, A(\tau)^{-1}\phi, (A(t)^{-\frac{1}{2}})u\right).$$

Since adjoint operators have the same norm, taking into account [31, page 190], condition (3.10) holds.

From the above results we deduce the following.

**Theorem 3.8.** For every $t \in [0,T]$, let $A(t) : D(A(t)) \to L^2(\Omega,m)$ be the linear unbounded operator defined in (3.8). Then there exists a unique family of evolution operators $U(t, \tau) \in \mathcal{L}(L^2(\Omega,m))$ such that
1) \( U(\tau, \tau) = \text{Id} \), \( 0 \leq \tau \leq T \);

2) \( U(t, \tau)U(\tau, \sigma) = U(t, \sigma) \), \( 0 \leq \sigma \leq \tau \leq t \leq T \);

3) for every \( 0 \leq \tau \leq t \leq T \) one has

\[
\| U(t, \tau) \|_{L^2(\Omega, m)} \leq 1, \tag{3.11}
\]

and \( U(t, \tau) \) for \( 0 \leq \tau \leq t < T \) is a strongly contractive family on \( L^2(\Omega, m) \);

4) the map \( t \mapsto U(t, \tau) \) is differentiable in \( (\tau, T] \) with values in \( L(L^2(\Omega, m)) \) and \( \frac{\partial U(t, \tau)}{\partial t} = A(t)U(t, \tau) \);

5) \( A(t)U(t, \tau) \) is a \( L(L^2(\Omega, m)) \)-valued continuous function for \( 0 \leq \tau < t \leq T \). Moreover, there exists a constant \( C > 0 \) such that

\[
\| A(t)U(t, \tau) \|_{L(L^2(\Omega, m))} \leq \frac{C}{t - \tau}, \quad 0 \leq \tau < t < T. \tag{3.12}
\]

For the proof, see Section 5.3 in [48].

We now consider the abstract Cauchy problem

\[
\begin{cases}
\frac{\partial u(t)}{\partial t} = A(t)u(t) & \text{for } t \in (0, T], \\
u(0) = u_0,
\end{cases} \tag{3.13}
\]

with \( u_0 \in L^2(\Omega, m) \).

**Theorem 3.9.** For every \( u_0 \in L^2(\Omega, m) \) there exists a unique \( u \in C([0, T]; L^2(\Omega, m)) \cap C^1((0, T]; L^2(\Omega, m)) \), such that \( A(t)u \in C([0, T]; L^2(\Omega, m)) \) and

\[
\| u(t) \|_{L^2(\Omega, m)} + t \left\| \frac{\partial u(t)}{\partial t} \right\|_{L^2(\Omega, m)} + t\| A(t)u(t) \|_{L^2(\Omega, m)} \leq C\| u_0 \|_{L^2(\Omega, m)},
\]

for \( 0 < t \leq T \), where \( C \) is a positive constant. Moreover, one has \( u(t) = U(t, 0)u_0 \).

For the proof, see Theorem 3.9 in [48].

## 4 Ultracontractivity property

In this section we investigate the regularity of the evolution family \( U(t, \tau) \). We set \( \Xi := \{(t, \tau) \in (0, T)^2 : \tau < t\} \).

We recall some useful definitions, specialized to our setting.

**Definition 4.1.** An evolution family \( \{U(t, \tau)\}_{(t, \tau) \in \Xi} \) on \( L^2(\Omega, m) \) is
1) positive preserving if for every $0 \leq u \in L^2(\Omega, m)$ one has $U(t, \tau)u \geq 0$ for every $(t, \tau) \in \Xi$;

2) $L^p$-contractive, for $1 \leq p \leq +\infty$, if $U(t, \tau)$ maps the set \{ $u \in L^2(\Omega, m) \cap L^p(\Omega, m) : \|u\|_{L^p(\Omega, m)} \leq 1$ \} into itself for every $(t, \tau) \in \Xi$;

3) completely contractive if it is both $L^1$-contractive and $L^\infty$-contractive;

4) sub-Markovian if it is positive preserving and $L^\infty$-contractive;

5) Markovian if it is sub-Markovian and $\|U(t, \tau)\|_{L(L^\infty(\Omega, m))} = 1$.

We point out that, since for every $t \in [0, T]$ the energy form $E[t, u]$ is Markovian by Theorem 3.3, the associated evolution family $U(t, \tau)$ is Markovian. In particular, this implies that the evolution family $U(t, \tau)$ is positive preserving and $L^\infty$-contractive.

Moreover, since for every $t \in [0, T]$ the bilinear form $E(t, u, v)$ is symmetric, it follows that $U(t, \tau)$ is also $L^1$-contractive, hence the evolution family is completely contractive. Therefore, by the Riesz-Thorin theorem, $\{U(t, \tau)\}_{(t, \tau) \in \Xi}$ is $L^p$-contractive for every $p \in [1, +\infty]$ and the following result holds.

**Theorem 4.2.** For every $p \in [1, +\infty]$ there exists an operator $U_p(t, \tau) \in \mathcal{L}(L^p(\Omega, m))$ such that

$$U_p(t, \tau)u_0 = U(t, \tau)u_0 \quad \text{for every } (t, \tau) \in \Xi, \text{ for every } u_0 \in L^p(\Omega, m) \cap L^2(\Omega, m).$$

Moreover, for every $\tau \geq 0$ the map $U_p(\cdot, \tau)$ is strongly continuous from $(\tau, \infty)$ to $\mathcal{L}(L^p(\Omega, m))$ for every $t \geq \tau$ and

$$\|U_p(t, \tau)\|_{\mathcal{L}(L^p(\Omega, m))} \leq 1 \quad \text{for every } p \geq 1. \quad (4.1)$$

We now prove the ultracontractivity of the evolution family $U(t, \tau)$.

**Theorem 4.3.** The evolution operator $U(t, \tau)$ is ultracontractive, i.e., for every $f \in L^1(\Omega, m)$ and $(t, \tau) \in \Xi$,

$$\|U(t, \tau)f(\tau)\|_{L^\infty(\Omega, m)} \leq \left(\frac{\lambda \tilde{C}}{2\beta}\right)^{\frac{1}{2}} (t - \tau)^{-\frac{1}{2}} \|f(\tau)\|_{L^1(\Omega, m)}, \quad (4.2)$$

where we recall that $\lambda = \frac{2d}{d-N+2s}$, $\tilde{C}$ is the positive constant depending on $N$, $s$, $d$ and $\Omega$ appearing in (1.8) and $\beta > 0$ is the coercivity constant of $E$. 
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Proof. We adapt to our setting the proof of [32, Theorem 4.3], see also [4, Proposition 3.8].

Let \( f \in H^s(\Omega) \) and let \( \tau \in [0, T) \) be fixed. From [41, Proposition III.1.2] it holds that

\[
\frac{d}{dt}\|F(\cdot)\|_{L^2(\Omega,m)}^2 = 2 \left( \frac{dF(\cdot)}{dt}, F(\cdot) \right)_{L^2(\Omega,m)}
\]

for every \( F \in H^s(\Omega) \).

We remark that, if \( f \in L^1(\Omega, m) \). Hence, for every \( f \in H^s(\Omega) \) and a.e. \((t, \tau) \in \Xi\), from Theorem 3.8, (3.8) and the coercivity of \( E[t, u] \) we have that

\[
\frac{\partial}{\partial t}\|U(t, \tau)f\|_{L^2(\Omega,m)}^2 = 2 \left( \frac{\partial U(t, \tau)f}{\partial t}, U(t, \tau)f \right)_{L^2(\Omega,m)} = 2 (A(t)U(t, \tau)f, U(t, \tau)f)_{L^2(\Omega,m)}
\]

\[
= -2E[t, U(t, \tau)f] \leq -2\beta\|U(t, \tau)f\|_{H^s(\Omega)}^2,
\]

where \( \beta \) is the (positive) coercivity constant of \( E \). Then, from Nash inequality (1.8), recalling that \( \lambda = \frac{2d}{2N + 2s} \), it follows that

\[
\frac{\partial}{\partial t}\|U(t, \tau)f\|_{L^2(\Omega,m)}^2 \leq -\frac{2\beta}{C}\|U(t, \tau)f\|_{L^2(\Omega,m)}^{2+\frac{4}{\lambda}}\|U(t, \tau)f\|_{L^2(\Omega,m)}^{-\frac{4}{\lambda}}, \quad \text{(4.3)}
\]

where \( C \) is the positive constant in (1.8) depending on \( N, s, d \) and \( \Omega \). Therefore, since \( U(t, \tau) \) is completely contractive, from (4.3) we have

\[
\frac{\partial}{\partial t}\left( \|U(t, \tau)f\|_{L^2(\Omega,m)}^2 \right)^{-\frac{\lambda}{4}} = -\frac{2}{\lambda}\|U(t, \tau)f\|_{L^2(\Omega,m)}^{-2-\frac{4}{\lambda}}\frac{\partial}{\partial t}\|U(t, \tau)f\|_{L^2(\Omega,m)}^{2}
\]

\[
\geq \frac{4\beta}{\lambda C}\|U(t, \tau)f\|_{L^1(\Omega,m)}^{-\frac{4}{\lambda}} \geq \frac{4\beta}{\lambda C}\|f\|_{L^1(\Omega,m)}^{-\frac{4}{\lambda}}. \quad \text{(4.4)}
\]

Then, integrating (4.4) between \( \tau \) and \( t \), we get

\[
\|U(t, \tau)f\|_{L^2(\Omega,m)}^{-\frac{4}{\lambda}} \geq \frac{4\beta}{\lambda C}\|f\|_{L^1(\Omega,m)}^{-\frac{4}{\lambda}}(t - \tau),
\]

which in turn implies that

\[
\|U(t, \tau)\|_{L^2(\Omega,m)} \leq \left( \frac{\lambda C}{4\beta} \right)^{\frac{4}{\lambda}} (t - \tau)^{-\frac{4}{\lambda}}. \quad \text{(4.5)}
\]

In order to complete the proof, we need to prove an analogous bound by considering \( U(t, \tau) \) as an operator from \( L^2(\Omega, m) \) to \( L^\infty(\Omega, m) \). We point out that, since \( E(t, v, u) = E(t, u, v) \) for every \( t \in [0, T] \) and \( u, v \in H^s(\Omega) \), the evolution operators associated with the two forms coincide with \( U(t, \tau) \). Then, from (2.22) in [15], we have that for \( p \geq 1 \) the adjoint operator \((U_\mu(t, \tau))'\) is equal to \( U'_\mu(T - \tau, T - t) \) for every \( 0 \leq \tau \leq t \leq T \).
We now compute

$$
\|U_2(t, \tau)\|_{L^2(\Omega, m) \rightarrow L^\infty(\Omega, m)} = \|(U_2(T - \tau, T - t))'\|_{L^1(\Omega, m) \rightarrow L^2(\Omega, m)}
\leq \left( \frac{\lambda C}{2\beta} \right)^{\frac{3}{4}} (t - \tau)^{-\frac{1}{2}}
\leq \left( \frac{\lambda C}{4\beta} \right)^{\frac{1}{4}} (t - \tau)^{-\frac{1}{2}},
$$

where the last inequality follows from (4.5).

Now, from 2) in Theorem 3.8, combining (4.5) and (4.6), it finally holds that

$$
\|U_1(t, \tau)\|_{L^1(\Omega, m) \rightarrow L^\infty(\Omega, m)} = \left\| U_1 \left( t, \frac{t + \tau}{2} \right) U_1 \left( \frac{t + \tau}{2}, \tau \right) \right\|_{L^1(\Omega, m) \rightarrow L^2(\Omega, m)} \leq \left( \frac{\lambda C}{2\beta} \right)^{\frac{3}{4}} (t - \tau)^{-\frac{1}{2}}.
$$

\[\square\]

**Theorem 4.4.** Under the hypotheses of Theorem 3.8, the evolution operator \(U(t, \tau)\) associated with the family \(A(t)\) satisfies the following properties,

1) for every \(\theta\) such that \(0 \leq \theta < \eta + \frac{1}{2}\) and \(0 \leq \tau < t \leq T\),

\[\mathcal{R}(U(t, \tau)) \subset D(A(t)^{\theta});\]

2) for \(0 \leq \tau < t \leq T\),

\[\|A(t)^{\theta}U(t, \tau)\|_{L^2(\Omega, m)} \leq C_\theta (t - \tau)^{-\theta};\]

3) for \(0 < \xi < \gamma < \eta + \frac{1}{2}\),

\[\|A(t)^{\gamma}U(t, \tau)A(\tau)^{-\xi}\|_{L^2(\Omega, m)} \leq C_\gamma (t - \tau)^{-\xi};\]

4) for \(\tau > 0\) and \(0 < \xi < 1\),

\[\|[U(t + \tau, t) - U(t, t)]A(t)^{-\xi}\|_{L^2(\Omega, m)} \leq C_\gamma \xi.\]
Proof. For the proof of properties 1) to 3) we refer to Section 8.1 in [48]. We prove 4). From Theorem 3.8, for every $\epsilon > 0$ we have

$$\|U(t + \tau, t) - U(t + \epsilon, t)[A(t)^{-\epsilon}]_{\mathcal{L}(L^2(\Omega, m))} = \left\| \int_{t+\epsilon}^{t+\tau} \frac{\partial U(\sigma, t)}{\partial \sigma} A(t)^{-\epsilon} \, d\sigma \right\|_{\mathcal{L}(L^2(\Omega, m))}$$

$$\leq \int_{t+\epsilon}^{t+\tau} \|A(\sigma)U(\sigma, t)A(t)^{-\epsilon}\|_{\mathcal{L}(L^2(\Omega, m))} \, d\sigma$$

$$\leq C \int_{t+\epsilon}^{t+\tau} |\sigma - t|^{-1} \, d\sigma = \frac{C}{\xi} (\tau^\xi - \epsilon^\xi),$$

where the last inequality follows by property 3). The conclusion then follows by passing to the limit as $\epsilon \to 0^+$ and taking into account that $U(t, \tau)$ is strongly continuous. □

Remark 4.5. The above properties still hold for the family of evolution operators extended to $L^p(\Omega, m)$.

5 The semilinear problem

We recall the properties of the abstract inhomogeneous Cauchy problem

$$\begin{cases}
\frac{\partial u(t)}{\partial t} = A(t)u(t) + f(t) & \text{for } t \in (0, T], \\
u(0) = \phi,
\end{cases}$$

(5.1)

where $A(t)$ satisfies Theorem 3.7, $\phi \in L^2(\Omega, m)$ and $f \in C^{0,\vartheta}([0, T], L^2(\Omega, m))$.

Theorem 5.1. For every $\phi \in L^2(\Omega, m)$ and $f \in C^{0,\vartheta}([0, T], L^2(\Omega, m))$ there exists a unique $u(t) \in C([0, T]; L^2(\Omega, m)) \cap C^1((0, T]; L^2(\Omega, m))$, with $A(t)u \in C((0, T]; L^2(\Omega, m))$, which satisfies (5.1). Moreover, for $0 < t \leq T$, one has

$$\|u(t)\|_{L^2(\Omega, m)} + t \left\| \frac{\partial u(t)}{\partial t} \right\|_{L^2(\Omega, m)} + \|A(t)u(t)\|_{L^2(\Omega, m)} \leq C(\|\phi\|_{L^2(\Omega, m)} + \|f\|_{C^{0,\vartheta}([0, T], L^2(\Omega, m))}),$$

where $C$ is a positive constant depending on the constant in (3.12). Finally,

$$u(t) = U(t, 0)\phi + \int_0^t U(t, \sigma)f(\sigma) \, d\sigma.$$ 

For the proof, see Theorem 3.9 in [48].
5.1 Local existence

We now consider the abstract semilinear Cauchy problem

\[
(P) \begin{cases}
\frac{\partial u(t)}{\partial t} = A(t)u(t) + J(u(t)) & \text{for } t \in [0, T], \\
u(0) = \phi,
\end{cases}
\]

where \(A(t) : D(A(t)) \subset L^2(\Omega, m) \to L^2(\Omega, m)\) is the family of operators associated to the energy form \(E[t, u]\) introduced in (3.4) and \(\phi\) is a given function in \(L^2(\Omega, m)\). We assume that for every \(t \in [0, T]\) \(J\) is a mapping from \(L^{2p}(\Omega, m)\) to \(L^2(\Omega, m)\) for \(p > 1\) which is locally Lipschitz, i.e., it is Lipschitz on bounded sets in \(L^{2p}(\Omega, m)\),

\[
\|J(u) - J(v)\|_{L^2(\Omega, m)} \leq l(r)\|u - v\|_{L^{2p}(\Omega, m)}
\]

whenever \(\|u\|_{L^{2p}(\Omega, m)} \leq r, \|v\|_{L^{2p}(\Omega, m)} \leq r\), where \(l(r)\) denotes the Lipschitz constant of \(J\). We also assume that \(J(0) = 0\). This assumption is not necessary in all that follows, but it simplifies the calculations (see [46]).

In order to prove the local existence theorem, we make the following assumption on the growth of \(l(r)\) when \(r \to +\infty\),

\[
\text{Let } a := \frac{\lambda}{4} \left(1 - \frac{1}{p}\right); \text{ there exists } 0 < b < a : l(r) = O\left(r^{\frac{b}{1 - p}}\right), r \to +\infty,
\]

where \(\lambda\) is defined in Proposition 1.9. We note that \(0 < a < 1\) for \(N - 2s \leq \frac{d}{2}\) and \(p > 1\).

Let \(p > 1\). Following the approach in Theorem 2 in [46] and adapting the proof of Theorem 5.1 in [33], we have the following result.

**Theorem 5.2.** Let condition (5.4) hold. Let \(\kappa > 0\) be sufficiently small, \(\phi \in L^2(\Omega, m)\) and

\[
\limsup_{t \to 0^+} \|t^bU(t, 0)\phi\|_{L^{2p}(\Omega, m)} < \kappa.
\]

Then there exists a \(\overline{T} > 0\) and a unique mild solution

\[
u \in C([0, \overline{T}], L^2(\Omega, m)) \cap C((0, \overline{T}], L^{2p}(\Omega, m)),
\]

with \(u(0) = \phi\) and \(\|t^b u(t)\|_{L^{2p}(\Omega, m)} < 2\kappa\), satisfying, for every \(t \in [0, \overline{T}]\),

\[
u(t) = U(t, 0)\phi + \int_0^t U(t, \tau)J(u(\tau)) \, d\tau,
\]

with the integral being both an \(L^2\)-valued and an \(L^{2p}\)-valued Bochner integral.
Proof. The proof is based on a contraction mapping argument on suitable spaces of continuous functions with values in Banach spaces. We adapt the proof of Theorem 5.1 in [33] to this functional setting; for the reader’s convenience, we sketch it.

Let $Y$ be the complete metric space defined by

$$Y = \{ u \in C([0, T], L^2(\Omega, m)) \cap C((0, T], L^{2p}(\Omega, m)) : u(0) = \phi, \|t^b u(t)\|_{L^{2p}(\Omega, m)} < 2\kappa \text{ for every } t \in [0, T] \},$$

equipped with the metric

$$d(u, v) = \max \left\{ \|u - v\|_{C([0, T], L^2(\Omega, m))}, \sup_{(0, T]} t^b \|u(t) - v(t)\|_{L^{2p}(\Omega, m)} \right\}.$$

For $w \in Y$, let $Fw(t) = U(t, 0)\phi + \int_0^t U(t, \tau)J(w(\tau)) \, d\tau$. Then obviously $Fw(0) = \phi$ and, by using arguments similar to those used in [45, proof of Lemma 2.1], we can prove that, for $w \in Y$, $Fw \in C([0, T], L^2(\Omega, m)) \cap C((0, T], L^{2p}(\Omega, m))$. Then, by proceeding as in the proof of Theorem 5.1 of [33], we prove that

$$\limsup_{t \to 0^+} \|t^b Fw(t)\|_{L^{2p}(\Omega, m)} < 2\kappa \text{ for every } t \in [0, T].$$

Hence, $F: Y \to Y$ and, by choosing suitably $T$ and $\kappa$, we prove that it is a strict contraction.

Remark 5.3. If $J(u) = |u|^{p-1}u$, then $l(r) = O(r^{p-1})$ when $r \to +\infty$. Thus condition (5.4) is satisfied for $b = \frac{1}{p-1} - \frac{4}{3p} \frac{\lambda}{\kappa}$ with $p > 1 + \frac{4}{\lambda}$.

We recall that, from Theorem 4.4, we have that $\mathcal{R}(U(t, \tau)) \subset D(A(t))$ for every $0 < \tau \leq t$ and we can prove that the following regularity result holds (see also [33, Theorem 5.3]).

**Theorem 5.4.** Let the assumptions of Theorem 5.2 hold.

a) Let also condition (5.4) hold. Then, the solution $u(t)$ can be continuously extended to a maximal interval $(0, T_\phi)$ as a solution of (5.6), until $\|u(t)\|_{L^{2p}(\Omega, m)} < \infty$;

b) one has that

$$u \in C([0, T_\phi), L^2(\Omega, m)) \cap C((0, T_\phi), L^{2p}(\Omega, m)) \cap C^1((0, T_\phi), L^2(\Omega, m)),$$

$$Au(t) \in C((0, T_\phi); L^2(\Omega, m))$$

and $u$ satisfies

$$\frac{\partial u(t)}{\partial t} = A(t)u(t) + J(u(t)) \text{ for every } t \in (0, T_\phi)$$

and $u(0) = \phi$ (that is, $u$ is a classical solution).
Proof. For the proof of condition a), we follow [46, Theorem 2]. From the proof of Theorem 5.2, it turns out that the minimum existence time for the solution to the integral equation is as long as \( \| b U(t, \tau) \phi \|_{L^2(\Omega, m)} \leq \kappa \) (see also Corollary 2.1. in [46]). To prove that the mild solution is classical, we use the classical regularity results for linear equations (see Theorem 5.1) by proving that \( J(u) \in C^{0, \gamma}((0, T], L^2(\Omega, m)) \) for any fixed \( T < T_\phi \).

Taking into account the local Lipschitz continuity of \( J(u) \), it is enough to show that \( u(t) \) is Hölder continuous from \( (\epsilon, T) \) into \( L^{2p}(\Omega, m) \) for every \( \epsilon > 0 \). Let \( \psi = u(\epsilon) \) and we set 
\[
\psi = U(t, 0) \phi + \int_0^t U(t, \tau) J(w(\tau)) \, d\tau.
\]
If we prove that
\[
w(t) \in C^0([0, T]; L^{2p}(\Omega, m)) \cap C^1([0, T]), L^2(\Omega, m))
\]
and
\[
A(t)w \in C([0, T]; L^2(\Omega, m)),
\]
then, as \( u(t + \epsilon) = w(t) \) due to the uniqueness of the solution of (5.6), we deduce that
\[
u(t) \in C^1([\epsilon, T + \epsilon]; L^2(\Omega, m)) \cap C([\epsilon, T + \epsilon], L^{2p}(\Omega, m))
\]
and
\[
A(t)u(t) \in C([\epsilon, T + \epsilon]; L^2(\Omega, m))
\]
for every \( \epsilon > 0 \), hence \( u(t) \) is a classical solution (see claim b)).

Let \( \sup_{t \in [0, T]} \| w \|_{L^2(\Omega, m)} \leq r \). Since \( U(t, 0) \) is differentiable in \( (\epsilon, T) \), then it is Hölder continuous for any exponent \( \gamma \in (0, 1) \). We now prove that
\[
v(t) = \int_0^t U(t, \tau) J(w(\tau)) \, d\tau
\]
is Hölder continuous too. Let \( 0 \leq t \leq t + \sigma \leq T \); then
\[
v(t + \sigma) - v(t) = \int_0^{t+\sigma} U(t + \sigma, \tau) J(w(\tau)) \, d\tau - \int_0^t U(t, \tau) J(w(\tau)) \, d\tau
\]
\[
= \int_0^t (U(t + \sigma, \tau) - U(t, \tau)) J(w(\tau)) \, d\tau + \int_t^{t+\sigma} U(t + \sigma, \tau) J(w(\tau)) \, d\tau =: v_1(t) + v_2(t).
\]
For the function \( v_1 \), for \( 0 < \gamma < 1 \) it holds that

\[
\|v_1(t)\|_{L^p(\Omega,m)} \leq \int_0^t \|(U(t + \sigma, t) - U(t, \tau))J(w(\tau))\|_{L^p(\Omega,m)} d\tau
\]

\[
= \int_0^t \|(U(t + \sigma, t) - \text{Id})A(t)^{-\gamma}A(t)^{\gamma}U(t, \tau)J(w(\tau))\|_{L^p(\Omega,m)} d\tau
\]

\[
= \int_0^t \left( \int_t^{t+\sigma} A(\xi)U(\xi, t)A(t)^{-\gamma} d\xi \right) A(t)^{\gamma}U(t, \tau)J(w(\tau)) \|_{L^p(\Omega,m)} d\tau
\]

\[
\leq \int_0^t \left( \int_t^{t+\sigma} \|A(\xi)U(\xi, t)A(t)^{-\gamma}\|_{L^p(\Omega,m)} d\xi \right) \cdot \left\| A(t)^{\gamma}U \left( t, \frac{\tau + t}{2} \right) U \left( \frac{\tau + t}{2}, \tau \right) J(w(\tau)) \right\|_{L^p(\Omega,m)} d\tau.
\]

From the ultracontractivity of \( U(t, \tau) \) and the Riesz-Thorin theorem, one has

\[
\|U(t, \tau)\|_{L^p(\Omega,m) \rightarrow L^p(\Omega,m)} \leq C \left( (t - \tau)^{-\frac{d}{p}} \right)^{1 - \frac{1}{p}},
\]

(5.9)

where we recall that \( \lambda = \frac{2d}{d-N+2s} \) and \( C \) is a positive constant depending on \( N, s, d, p \) and \( \Omega \).

Then, taking into account (5.9) and parts 2) and 3) of Theorem 4.4, we have

\[
\|v_1(t)\|_{L^p(\Omega,m)} \leq C \int_0^t \left( \int_t^{t+\sigma} \|A(\xi)U \left( t, \frac{\tau + t}{2} \right) \|_{L^p(\Omega,m)} d\xi \right) \cdot \left\| U \left( \frac{\tau + t}{2}, \tau \right) J(w(\tau)) \right\|_{L^p(\Omega,m)} d\tau
\]

\[
\leq \tilde{C} \int_0^t \frac{\sigma^\gamma}{\gamma} \left( \frac{t - \tau}{2} \right)^{-\gamma} \left( \frac{t - \tau}{2} \right)^{-\frac{\gamma}{2}(1 - \frac{1}{p})} \|J(w(\tau))\|_{L^p(\Omega,m)} d\tau
\]

\[
\leq \tilde{C} \int_0^t \frac{\sigma^\gamma}{\gamma} \left( \frac{t - \tau}{2} \right)^{-\gamma} \left( \frac{t - \tau}{2} \right)^{-\alpha} l(r) \|J(w(\tau))\|_{L^p(\Omega,m)} d\tau,
\]

where \( \tilde{C} \) is a positive constant depending on the constant in (5.9) and \( \gamma \). If we choose \( \gamma < 1 - \alpha \), we obtain \( \|v_1(t)\|_{L^p(\Omega,m)} \leq C\sigma^\gamma \), for a suitable positive constant \( C \) depending also on \( T \) and \( r \).
As to the function $v_2$, using again (5.9) we have

$$\begin{align*}
\|v_2(t)\|_{L^{2p}(\Omega, m)} & \leq \int_t^{t+\sigma} \|U(t + \sigma, \tau)J(w(\tau))\|_{L^{2p}(\Omega, m)} \, d\tau \\
& = \int_t^{t+\sigma} \|U(t + \sigma, \tau)\|_{L^{2}(\Omega, m) \rightarrow L^{2p}(\Omega, m))} \|J(w(\tau))\|_{L^{2}(\Omega, m)} \, d\tau \\
& \leq \frac{C \sigma^{1-a}}{1-a} l(r) r \leq C \sigma^{1-a},
\end{align*}$$

for a suitable positive constant $C$ depending on the constant in (5.9), $r$ and $a$. Therefore, if $\gamma < 1 - a$, $v(t)$ is Hölder continuous on $[0, T]$ with exponent $\gamma$.

\[\square\]

5.2 Global existence

We now give a sufficient condition on the initial datum for obtaining a global solution, by adapting Theorem 3 (b) in [47].

**Theorem 5.5.** Let condition (5.4) hold. Let $q := \frac{2np}{3+4p}$, $\phi \in L^q(\Omega, m)$ and $\|\phi\|_{L^q(\Omega, m)}$ be sufficiently small. Then there exists $u \in C([0, \infty), L^q(\Omega, m))$ which is a global solution of (5.6).

**Proof.** Since $q < 2p$, as in (5.9) from the ultracontractivity of $U(t, \tau)$ and the Riesz-Thorin theorem it follows that $U(t, \tau)$ is a bounded operator from $L^q(\Omega, m)$ to $L^{2p}(\Omega, m)$ with

$$\|U(t, \tau)\|_{L^q(\Omega, m) \rightarrow L^{2p}(\Omega, m))} \leq M(t - \tau)^{-\frac{2}{r} + \frac{1}{q} - \frac{1}{p}} \equiv M(t - \tau)^{-b},$$

where $M$ is a positive constant depending $N, s, d, p, b$ and $\Omega$. Hence, we have that

$$\|t^b U(t, 0) \phi\|_{L^{2p}(\Omega, m)} \leq M \|\phi\|_{L^q(\Omega, m)};$$

by choosing $\|\phi\|_{L^q(\Omega, m)}$ sufficiently small, from Theorem 5.2 we have that there exists a local solution of (5.6) $u \in C([0, T], L^q(\Omega, m))$. Furthermore, from Theorem 5.2 we also have that $u \in C((0, T], L^{2p}(\Omega, m))$ and $\|t^b u(t)\|_{L^{2p}(\Omega, m)} \leq 2M \|\phi\|_{L^q(\Omega, m)}$.

From Theorem 5.4 a), if we prove that $\|u(t)\|_{L^{2p}(\Omega, m)}$ is bounded for every $t > 0$, then $u(t)$ is a global solution. We will prove that $\|t^b u(t)\|_{L^{2p}(\Omega, m)}$ is bounded for every $t > 0$, and we will use the notations of the proof of Theorem 5.2.
We choose $\Lambda > 0$ such that $l(r) \leq Ar^{\frac{1-a+b}{b}}$ for $r \geq 1$. Then
\[
\|t^b u(t)\|_{L^2(\Omega,m)} \leq M\|\phi\|_{L^2(\Omega,m)} + t^b \int_0^t \|U(t,\tau)\|_{L^2(\Omega,m)} \|J(u(\tau))\|_{L^2(\Omega,m)} \, d\tau
\]
\[
\leq M\|\phi\|_{L^2(\Omega,m)} + M\Lambda (2M\|\phi\|_{L^2(\Omega,m)}) \frac{1-a+b}{b} t^b \int_0^t (t-\tau)^{-a} t^{a-1-b} \|\tau^b u(\tau)\|_{L^2(\Omega,m)} \, d\tau
\]
\[
\leq M\|\phi\|_{L^2(\Omega,m)} + M\Lambda (2M\|\phi\|_{L^2(\Omega,m)}) \frac{1-a+b}{b} \sup_{t \in [0,T]} \|t^b u(t)\|_{L^2(\Omega,m)} \int_0^1 (1-\tau)^{-a} \tau^{a-1-b} \, d\tau.
\]
We point out that the integral on the right-hand side of the above inequality is finite. Let now $f(T) = \sup_{t \in [0,T]} \|t^b u(t)\|_{L^2(\Omega,m)}$. Then $f(T)$ is a continuous nondecreasing function with $f(0) = 0$ which satisfies
\[
f(T) \leq M\|\phi\|_{L^2(\Omega,m)} + (2M\|\phi\|_{L^2(\Omega,m)}) \frac{1-a+b}{b} \Lambda BMf(T),
\]
where $B := \int_0^1 (1-\tau)^{-a} \tau^{a-1-b} \, d\tau > 0$. If $M\|\phi\|_{L^2(\Omega,m)} \leq \varepsilon$ and $2\frac{1-a+b}{b} \Lambda BM \varepsilon^{\frac{1-a}{b}} < 1$, then $f(T)$ can never be equal to $2\varepsilon$. If it could, we would have $2\varepsilon \leq \varepsilon + (2\varepsilon) \frac{1-a+b}{b} \Lambda BM$, i.e., $\varepsilon \leq (2\varepsilon)^{-\frac{1-a+b}{b}} \Lambda BM$, which is false if $\varepsilon > 0$ is small enough.

This proves that, for $\|\phi\|_{L^2(\Omega,m)}$ sufficiently small, $\|t^b u(t)\|_{L^2(\Omega,m)}$ must remain bounded and the claim follows. \qed

5.3 The strong formulation

We now give a strong formulation of the abstract Cauchy problem (P) in (5.2).

**Theorem 5.6.** Let $\alpha$ be as defined in (1.2) and $s \in (0,1)$ be such that $N-d < 2s < N$. Let $u$ be the unique solution of problem (P). Then for every fixed $t \in (0,T]$, one has
\[
\begin{cases}
\frac{\partial u}{\partial t}(t,x) + B^s_{\alpha} u(t,x) = J(u(t,x)) & \text{for a.e. } x \in \Omega, \\
\frac{\partial u}{\partial t} + C_s N^K_{2-2s} u + bu + \Theta_\alpha^t(u) = J(u) & \text{in } (B^2_{\alpha}(\partial \Omega))', \\
u(0,x) = \phi(x) & \text{in } L^2(\Omega,m).
\end{cases}
\]

**Proof.** For every $t \in (0,T]$, we multiply the first equation of problem (P) by a test function $\varphi \in D(\Omega)$ and then we integrate on $\Omega$. Then from (3.8) we obtain
\[
\int_{\Omega} \frac{\partial u}{\partial t}(t,x) \varphi(x) \, d\mathcal{L}_N = \int_{\Omega} A(t) u(t,x) \varphi(x) \, d\mathcal{L}_N + \int_{\Omega} J(u(t,x)) \varphi(x) \, d\mathcal{L}_N
\]
\[
= -E(t,u,\varphi) + \int_{\Omega} J(u(t,x)) \varphi(x) \, d\mathcal{L}_N.
\]
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Since $\varphi$ has compact support in $\Omega$, after integrating by parts we get
\[ \frac{\partial u}{\partial t} + \mathcal{B}_{\Omega}^{s,t} u = J(u) \quad \text{in } (D(\Omega))'. \quad (5.11) \]

By density, equation (5.11) holds in $L^2(\Omega)$, so it holds for a.e. $x \in \Omega$. We remark that, since $J(u(t, \cdot)) \in L^2(\Omega, m)$, it also follows that, for each fixed $t \in (0, T]$, $u \in V(\mathcal{B}_{\Omega}^{s,t}, \Omega)$. Hence, we can apply Green formula (2.3).

We now take the scalar product in $L^2(\Omega)$ between the first equation of problem $(P)$ and $\varphi \in H^s(\Omega)$. Hence we get
\[ \left( \frac{\partial u}{\partial t}, \varphi \right)_{L^2(\Omega,m)} = (A(t)u, \varphi)_{L^2(\Omega,m)} + (J(u), \varphi)_{L^2(\Omega,m)}. \quad (5.12) \]

By using again (3.8), we have that
\[
\int_{\Omega} \frac{\partial u}{\partial t}(t, x) \varphi \, d\mathcal{L}_N + \int_{\partial \Omega} \frac{\partial u}{\partial t}(t, x) \varphi(x) \, d\mu \\
= -\frac{C_{N,s}}{2} \iint_{\Omega \times \Omega} \mathcal{K}(t, x, y) \frac{(u(t, x) - u(t, y)) (\varphi(x) - \varphi(y))}{|x - y|^{N+2s}} \, d\mathcal{L}_N(x) d\mathcal{L}_N(y) \\
- \int_{\partial \Omega} b(t, x) u(t, x) \varphi(x) \, d\mu - \langle \Theta^{t}_\alpha(u), \varphi \rangle + \int_{\Omega} J(u(t, x)) \varphi(x) \, d\mathcal{L}_N + \int_{\partial \Omega} J(u(t, x)) \varphi(x) \, d\mu.
\]

Using (2.3) and (5.11), we obtain for every $\varphi \in H^s(\Omega)$ and for each $t \in (0, T]$
\[
\int_{\partial \Omega} \frac{\partial u}{\partial t}(t, x) \varphi(x) \, d\mu = - \langle C_{N,s} K_{2-2s} u, \varphi \rangle - \int_{\partial \Omega} b(t, x) u(t, x) \varphi(x) \, d\mu \\
- \langle \Theta^{t}_\alpha(u), \varphi \rangle + \int_{\partial \Omega} J(u(t, x)) \varphi(x) \, d\mu. 
\quad (5.13)
\]

Hence the boundary condition holds in $(B_{\Omega}^{2,2}(\partial \Omega))^\prime$. \hfill \Box
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