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Abstract — The next generation of mobile networks, namely 5G, and the Internet of Things (IoT) have brought a large number of delay sensitive services. In this context Cloud services are migrating to the edge of the networks to reduce latency. The notion of Fog computing, where the edge plays an active role in the execution of services, comes to meet the need for the stringent requirements. Thus, it becomes of a high importance to elegantly formulate and optimize this problem of mapping demand to supply. This work does exactly that, taking into account two key aspects of a service allocation problem in the Fog, namely modeling cost of executing a given set of services, and the randomness of resources availability, which may come from pre-existing load or server mobility. We introduce an integer optimization formulation to minimize the total cost under a guarantee of service execution despite the uncertainty of resources availability.

I. INTRODUCTION

Driven primarily by requirements of the Internet of Things (IoT), Fog networking has been introduced as an architecture running services at the edge of the network [1]. Fog can enhance distributed computing, management, control, storage and networking by providing such services at the edge of the network [2]. Comparing Fog against the Cloud we find different key features that can be categorized into three main parts as Storage, Computation and Network Communication and Management. Any operating system is highly dependent on data handling and processing. In this respect, applications either have their own capability for storing data or utilize a remote resource upon request. Fog can introduce temporary storage at the edge of network to localize the file storage management. Fog Radio Access Network (F-RAN) architecture has been introduced to alleviate merging existing technologies and combining the benefits of both edge and Cloud processing [3]. Finally, considering the size of vehicular fleets in urban and rural areas, introduces an underutilized set of resources that offers considerable opportunities for networking innovation [4].

Fog is still a relatively young term, with different definitions, architectures and scopes. Even the term Fog networking is often interchangeable with Fog computing. Fog computing is defined as a very large number of interconnected heterogeneous and decentralized devices that have the ability to communicate and cooperate with each other and the existing network to facilitate performing tasks without the intervention of third parties [5].

Similar definitions to Fog (especially in the computing scheme) exist in the current literature such as Mobile Edge Computing (MEC) and Mobile Cloud Computing (MCC). The former is focused on bringing more computational power to the edge of the network where users demand higher level of computational power [6], [7]. The latter describes a method where both computational task and storage occur at a remote place with respect to the mobile node [8]. Additionally, authors in [9] propose a solution to address the allocation of heterogeneous demands into available resources.

A. Motivation

The potential mobility of the Fog networking elements is highly relevant, since user mobile devices have considerable computing and storing capabilities. Considering mobility to network elements can be considered to increase the uncertainty or reduce reliability in their role as service providers, increasing the importance of investigating the effect of this phenomenon on the users’ QoS. At the same time, the heterogeneity of the servers in a Fog infrastructure gives rise to a host of issues that are still not well investigated.

B. Contribution

We introduce a integer Programming formulation that minimizes the total cost of providing services while allocating demands to available resources. In the formulation we associate each servers with a “probability of availability” that captures potentially mobility and formulate its effect on the QoS of each user’s demand. On this note, the QoS per each user’s demand is then assured by allowing duplication. We show that the problem we formulate is computationally hard and we give numerical results that provide fundamental understanding of the effect of service and servers set compositions, and of the availability of the latter to the solution cost.

II. PROBLEM DEFINITION AND NOTATION

The problem we consider amounts to deciding for a set of users to which set of Fog servers each user should multicast their demand to meet a predefined threshold for service reliability. That is, we consider the problem from the perspective of a centralized controller (middleware) between the users and the Fog, having complete and correct information about all the elements of the Fog infrastructure and users, but has a well known non-deterministic component of availability for each of the servers.

Specifically, we consider that we are given a set $U$ of users that each demands some service from a set $S$ of Fog
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servers as depicted in Fig. 1. The amount of demand of user \( u \in \mathcal{U} \) is denoted \( d_u \). Each user service demand can not be split for service by more than one servers. To combat the unknown server availability, we allow multicasting of the service demand to multiple servers. Flooding a user’s demand (i.e., utilizing way too many servers) is avoided by introducing a bound \( M \leq |\mathcal{S}| \), on the number of servers a single user can post the service to. Sending a unit of the demand to server \( s \in \mathcal{S} \) has a cost \( w_s > 0 \) and each user \( u \in \mathcal{U} \) has a limited budget \( B_u > 0 \) within which the total cost incurred by \( u \)’s service assignments must remain. A server’s resources may be used by multiple users as long as the total demand served by server \( s \) should not exceed its capacity \( D_s \). A server \( s \in \mathcal{S} \) is available with probability \( p_s \in (0, 1) \) and we assume that the availabilities of different servers are independent. Thus, successful completion of services cannot be guaranteed to the users. Each user \( u \in \mathcal{U} \) however has an expressed minimum service level requirement \( l_u \in (0, 1) \) meaning the user wants to have its demand served with probability no lower than \( l_u \). A summary of the notation used can be found in TABLE I. We dub our problem as M-Fog Allocation (for mobile Fog service allocation), or MFA for short.

A natural objective function is the total cost incurred by the users when multicasting their demand. For simplicity we assume each service has a cost of \( w_s \). We emphasize that \( w_s \) is the cost of sending one unit of the demand to server \( s \), which a user must pay irrespectively of whether the server is there (and thus serves the user) or not.

This completes the description of the basic version of MFA. In further sections we consider extensions of the model – a) a constraint that restricts overloading of the servers with excessive demands and b) an objective for maximizing the minimum achieved probability of service.

### Table I: Notations

| Symbol | Definition |
|--------|------------|
| \( \mathcal{U} \) | Set of users \( \mathcal{U} = \{1, 2, \ldots, |\mathcal{U}|\} \) |
| \( |\mathcal{S}| \) | Cardinality of \( \mathcal{S} \) |
| \( d_u \) | Demand value of user \( u \) |
| \( l_u \) | Minimum service level requirement of user \( u \) |
| \( B_u \) | Budget of user \( u \) |
| \( M \) | Maximum number of servers a user is allowed to multicast a service to |
| \( p_s \) | Probability of availability of server \( s \) |
| \( w_s \) | Cost of sending a unit of demand to server \( s \) |
| \( D_s \) | Maximum amount of total demand that can be assigned to server \( s \) |

The objective is to minimize the total cost:

\[
\sum_{u \in \mathcal{U}} \sum_{s \in \mathcal{S}} d_u w_s x_{us}, \quad (1)
\]

Such that the following constraints are met:

\[
\sum_{s \in \mathcal{S}} x_{us} \leq M, \quad \forall u \in \mathcal{U}, \quad (2)
\]

\[
\sum_{s \in \mathcal{S}} d_u w_s x_{us} \leq B_u, \quad \forall u \in \mathcal{U}, \quad (3)
\]

\[
\sum_{u \in \mathcal{U}} d_u x_{us} \leq D_s, \quad \forall s \in \mathcal{S}, \quad (4)
\]

\[
\sum_{s \in \mathcal{S}} x_{us} \ln(1 - p_s) \leq \ln(1 - l_u), \quad \forall u \in \mathcal{U}. \quad (5)
\]

With the constraint in (2) we limit the number of servers each user can use. Since each user is coupled with a budget (e.g. battery, quota, etc.) the constraint in (3) ensures no user exceeds this. On the other hand, the model takes into account the capacity of the servers that the Fog consists of. The constraint imposed by (4) limits the total amount of service requests to be sent from various users to server set in Fog. The set of constraints in (5) offer users their requested QoS Level. Specifically, we assume that in our model QoS is captured as a maximum probability of service failure, i.e. the probability that the user’s request will not be served by any of the assigned servers. Observe then that we can rewrite the left hand side as \( \sum_{s \in \mathcal{S}} x_{us} = \ln(1 - p_s) \) and then taking an exponent on both sides we get \( \Pi_{s \in \mathcal{S}} x_{us} = (1 - p_s) \leq 1 - l_u \), where on the left side is now the desired probability.

A key property of our model is its flexibility to capture different network tiers (e.g. Cloud, Fog, Mobile Edge, etc). While well-known Cloud based networks include a big server and use 1-to-many connections [10], edge networks benefit from several edge elements (e.g. base stations, home routers, even portable devices, etc). Our model is designed in such a way that easily fits a wide range of network types adjusting the cost and availability parameters. For example, a Cloud...
server could be considered to have a high cost for services to be assigned to, but high availability probability, while a user device could be modeled with low cost but also low probability of availability.

IV. PROBLEM COMPLEXITY

We will show that the problem is NP-Complete by reduction from a well known problem. The 3-Partition problem amounts to deciding whether a given set of integers can be partitioned into triplets, such that the sum of the integers in each triplet does not exceed a given bound. The MFA can be reduced from the 3-Partition as follows: The number of users $|U|$ is equal to the number of integers in the 3-Partition instance, and the integers become the demands $d_u, u \in U$ of the users; the capacity of each server is equal to the bound on the sum of integers in the triples, and the probability $p_s = 1$ for each server $s$. Set $M = 1$. The weights $w_s = 0$ and set the budgets $b_s$ arbitrarily (since the costs are 0s, the budget is not an issue). Set $l_u = 1$, so every user will have to send to a server. Since $M = 1$, we have to decide, for each user, to which server to send. The 3-Partition instance is feasible if it is possible to send all users demands to the servers without violating the servers capacities. Note that although (5) does not allow $p_s = 1$, the proof holds because this is only for linearization purposes and does not affect the structure of the problem itself.

The above argument shows that even deciding the feasibility of an instance of MFA is hard. It follows that no approximation to the objective function is possible to find in polynomial time (unless P=NP).

V. NUMERICAL RESULTS

In this section we present the results for sets of simulations that has been conducted using Matlab software integrated with Gurobi Optimizer solver. Here we aim to asses the optimal total cost of serving all service requests of the system. This is conducted with different configurations of cost per unit of service request as well as the probability of availability for servers and the minimum QoS requirement by users. The former test condition is aimed to study the effect of different distribution in the cost variable while the latter is investigating the trade-off between QoS request and resource availability. It is important to note that each user’s available budget is ensured to be sufficiently adjusted, ensuring that they can send as many number of demand duplicates as required to achieve their desired quality of service. Additionally, all scenarios are performed with fixed number of servers having constant accumulated available resources in total.

The total cost is at its highest optimal value when the cost per unit of service $(w_s)$ is fixed at a constant value and it increases linearly. It is caused by the fact that all servers provide services with identical cost thus, eliminating users to choose which server to send their service request. The optimal cost for a number of users decreases as the servers get more diverse with their available cost per unit of request. This phenomenon is clearly visible in Fig. 2 especially when the system is not saturated. This is because as more diversity
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Fig. 2. An instance of network deployment with 10 servers each having 50 units of services. Fixed $d_u = 2$ and fixed $w_s = 10$ units. Random $w_s$ scenarios are set of uniformly generated random integers in the interval of [1, 19] and normally generated random values with $\mu = 10$ and $\sigma = \{1, 3\}$.
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Fig. 3. Total cost vs the total number of users with fixed demands of 2 units. Cost per unit of service is being distributed uniformly and normally with means equal to 10. Different slopes illustrated in the figure is in direct relation with the diversity of servers with various service cost.

is implemented into server set, the users can send their request to the server with the most inexpensive resources.

The average cost per requesting a unit of demand from the server set ultimately converges to the scenario where the cost for requesting a unit of demand is fixed as the number of users increase to the point of saturating the network. The results depicted by Fig. 3 indicate that in all scenarios the initial average cost per unit of demand, despite having various values, is not changing for a short increment in the number of users. This is due to the fact that initially users’ requests are directed to the available services on servers with the minimum cost per demand. Considering the total cost per unit of demand is divided among users, the average cost per unit of service then starts to incline as the servers begin to get occupied by the
least costly to mostly costly fashion.

Fluctuations in the total cost of covering all the service request of all the users is highly impacted by the distribution of servers in a scenario. This phenomena can be characterized as diversity of servers. As illustrated in Fig. 4 there exists an explicit correlation when the number of servers, having various capacities, tend to have more diverse cost per unit of demand compared to each other to the case where the capacity is chosen of values with less difference around a mean value. The figure also provides an illustrative information for best and worst case conditions where the majority of servers with available resources have low and high cost per unit of the services they provide.

In addition, as shown in Fig. 5 when \( w_x \) is fixed, the total cost of serving all users’ demands is in linear relation with the number of replications each user must have. This is to ensure that all users’ required QoS are met. The bars reflect the fact that for higher QoS request, with a fixed server availability, more replications of service request are needed. It is remarkable that the multiplication factor for request replications is not constant with QoS increase in different server availabilities. This is due to the logarithmic behavior of the model. Moreover, optimum values for some scenarios (namely red and yellow) are discontinued because of the available resources and the fact that service replications extend beyond server set capacity to provided services.

VI. Conclusion

This research aims to address mobility as one of the important characteristics of Fog networks. In this article, a model is introduced that takes the availability of services into account while optimizing the total service cost. The objective function of minimizing cost takes into account the amount of demand that is being requested by each user and also the cost per unit of service that is being provided by each server.

Multiple scenarios have been introduced and tested to evaluate the behavior of our model. Initially cost and demand variables are fixed to observe the system performance under extreme limits which the results act as a guideline for the other set of results. Three various randomization of per unit cost for services has been conducted. First a test for servers with uniformly distributed costs is done followed by two set of normally distributed cost per unit with different deviation to mimic the natural characteristics of real world scenarios. Furthermore, we have conducted another scenario where we target to investigate how our model acts in respect of providing the requested QoS from user.

The numerical results driven from scenarios outline the ability of our model to minimize total cost. They also successfully indicate the effect of various system variables such as the probability of availability of each server in respect with the minimum service required by each user and diversity in the server set regarding their service cost. Overall, users can achieve their requested level of QoS by making duplicates of their requests to multiple servers but it comes with a price and also saturates the whole network. On the other hand, our model indicates the direct relation of diversity in cost of services provided by servers and their quantity. As a Fog network tends to have more diverse servers, the further a system can reach its lowest optimized value in relation to its total cost of providing services.
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