Performances of BICM-ID system using CRSC code in optical transmissions
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Abstract: Recently, using iterative decoding algorithms to achieve an interesting bit error rate for spectrally efficient modulation become a necessity for optical transmission, in this paper, we propose a coded modulation scheme based on bit interleaving circular recursive systematic convolutional (CRSC) code and 16-QAM modulation. The proposal system considered as a serial concatenation of a channel encoder, a bit interleaver and M-ary modulator can be flexible easy to implement using a short code length. For a spectral efficiency $\eta = 3\text{bit/s/Hz}$, the coding gain at a bit error rate of $10^{-6}$ is about 8 dB.
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1 Introduction

Telecommunication operators search to increase the number of users of their optical systems significantly. However, the fact that several forms of noise often limit the optical networks required the development and use of error correction techniques and advanced modulation formats [1].

Until the mid-1970s, coding and modulation techniques were treated as two independent and separate entities. Optimization of the coding did not give good results in certain types of modulation (modulation with 2 or 4 phase states) so Ungerboeck [2] arrived at a practical solution in 1982, which allows taking full advantage of the coding with modulations with an important number of states. The idea is to do the coding directly in the signal space. The coding and modulation functions are no longer a single entity.

Zehavi [3] shows that the use of a bit interleaver can increase the order of diversity to the minimum number of distinct bits instead of channel symbols. This allows a coded modulation system of medium complexity to achieve a greater diversity order and reach a large gain of coding. This technique known as Bit-Interleaved Coded Modulation (BICM) [4].

Li and Ritcey [5] show during the year 1997 that it can improve the performances of BICM using iterative decoding (ID) especially after the introduction of the turbocodes in 1993 by Berrou et al. [6] because the performances of these codes are indeed very close to the theoretical limit of Shannon. Bit-Interleaved Coded Modulation with Iterative Decoding (BICM-ID) names this technique.

Djordjevic et al. and Milenkovic et al. [7, 8] show that the use of ID can improve bit error rate (BER) performance and decoder hardware complexity by using low-density parity-check (LDPC) codes for Wavelength Division Multiplexing (WDM) high-speed long-haul transmission. To improve this, Djordjevic et al. [9] have proposed an alternative technique for optical transmission using bit-interleaved LDPC-coded modulation (BI-LDPC-CM) and M-ary differential phase-shift keying (DPSK). In addition, the simulation results show that this technique can provide a significant coding gain.

Three years after the study by Djordjevic et al. [9], Arabaci et al. [10] have proposed a new scheme for coded modulation based on nonbinary quasicyclic low-density parity-check codes (NB-LDPC-CM) for optical transmission, and they show that using NB-LDPC-CM offers several advantages (decrease latency and the system complexity) in addition, the proposed scheme provides higher coding gains than BI-LDPC-CM [10].

The objective of this paper is to propose a BICM-ID system for optical transmission using a 16-state circular recursive systematic convolutional code (CRSC) and 16-QAM modulation. Optical wireless communications (OWCs) become part of our lives that can be employed in many ranges of communication applications from optical interconnects within integrated circuits through outdoor interbuilding links to satellite communications [11].
We show that this scheme can improve the performance of the OWC system with different spectral efficiencies.

In this study, we will give the general structure of BICM system and a view of the recursive convolutional codes. We will discuss in more detail the BICM and BICM-ID systems. Next, we will give a description and an initialization of the parameters used in our system in order to evaluate the BER according to the signal-to-noise ratio (SNR). The conclusions are drawn in the final step.

2 Structure of the BICM-ID

Zehavi imagined the idea of BICM systems that are based on bit interleaving and he suggests a coded system built from a convolutional encoder followed by interleaver of random bits.

The convolutional code is a finite memory system that generates bits whenever information bits are presented at its input. However, unlike block codes, the output bits not only depend on the block of bits at the input of the encoder but also on the previous blocks. Convolutional codes thus introduce a memory effect of order; the quantity is called the constraint length of the code [12, 13]. Thus, the encoder consists of a stage register, which stores the last blocks of information bits, a combinatorial logic which calculates the blocks of bits supplied by the encoder and a parallel/serial converter. The general principle of convolutional coding is illustrated in Figure 1.

The conventional BICM system used in this study is built from a serial concatenation of a channel encoder, a bit interleaver and M-ary modulator, as shown in Figure 2. The information sequence is first coded by a convolutional encoder to provide coded sequences at its output [14].

The convolutional code must be chosen optimally to give a large Hamming free distance for a given code rate and constraint length. In this work, a convolutional code is obtained from a natural code rate of the 16-state CRSC code and a generator polynomial \((23, 35)\). The adoption of a circular code can guarantee that the initial state and the final state of the trellis are identical. The trellis then takes on the shape of a circle. In addition, the extremities of the block can benefit both from the past and from the future during the decoding process [15]. The pseudorandom interleaver swaps the encoded bits. It should be noted that we use only one-bit interleaver instead of the bit interleaver used in the Zehavi approach and this is for reasons of BICM flexibility and complexity of the analysis. After the interleaver, the interleaved coded bits are grouped as a symbol \(v=(\upsilon_1, \ldots, \upsilon_2)\), which is mapped to the complex signal \(x_t\) by a labeling function \(\mu\) with \(x_t = \mu(v)\).

- The circular state:

At a point of time, the state \(S_i\) of the register is a function of the previous state \(S_{i-1}\) and of the previous input vector \(X_{i-1}\) [15]:

\[
S_i = G \cdot S_{i-1} + X_{i-1}
\]

where \(G\) is the generating matrix of the considered code. From Eq. (1), we can deduce:

\[
S_i = G \cdot S_0 + X_0
\]

\(S_i\) can be expressed as a function of the initial state and of the data supplied to the coder between instants 0 and \(i-1\):

\[
S_i = G^i S_0 + \sum_{p=1}^{i} G^{i-p} X_{p-1}
\]

If \(k\) is the length of the sequence applied to the encoder input, the traffic state \(S_c\), if it exists \(S_c = S_0=S_k\), or again:

\[
S_c = G^k S_k + \sum_{p=1}^{k} G^{k-p} X_{p-1}
\]

which give:

Figure 1: Convolutional code structure.
\[ S_c = (I + G^k)^{-1} + \sum_{p=1}^{I} G^{p}X_{p-1} \]  \hspace{1cm} (5)

If \( S_c \) exists, the encoder is initialized to the state \( S_c \), it returns to this state when the data \( k \) has been encoded. The final state and the initial state can then be confused. The calculation of \( S_c \) requires preprocessing. The encoder is first initialized to the all-zero state and then the message to be encoded is transmitted to it. Using Eq. (5), the final state, noted \( S_0^k \), can be written as:

\[ S_0^k = \sum_{p=1}^{I} G^{p}X_{p-1} \]  \hspace{1cm} (6)

Using Eq. (6), the circular state can be calculated as follows:

\[ S_c = (I + G^k)^{-1} S_0^k \]  \hspace{1cm} (7)

In practice, using a table makes it possible to determine \( S_c \) knowing \( S_0^k \) (Table 1).

To decode a convolutional code at the receiver side a maximum a posteriori probability (MAP) algorithm is used; we can calculate the posterior probability of each bit of information or of each transmitted symbol, and the corresponding decoder selects at each moment the most probable bit or symbol. Bahl, Cocke, Jelinek and Raviv published this algorithm in 1974; the scope of this decoding method remained confidential until the implementation of turbocodes [6] because it does not bring significant performance improvement over the Viterbi algorithm for decoding convolutional codes and is more complex to implement. On the other hand, the situation changed in 1993 because the decoding of turbocodes makes use of elementary decoders with soft outputs as the MAP algorithm.

### 3 BICM-iterative decoding

To describe the iterative process of the BICM-ID system, we will take the case of a QPSK modulation, as shown in Figure 3.

The binary signal undergoes a convolutional encoder and through the random interleaver, after interleaving the coded bits are grouped as a symbol \( y' \). The mapping function \( y = \text{map}(y') \) associates an integer value with a complex value \( y \) according to the constellation used. Thus, the symbol is transmitted on a channel. On reception, the channel symbols are demodulated and dissociated by calculating the log of the likelihood ratio (LLR).

#### Table 1: Circular state values \( S_c \) for a 16-state.

| \( N \mod 15 \) | \( S_0^k \) |
|---|---|
| 0 | 14 | 3 | 13 | 7 | 9 | 4 | 10 | 15 | 1 | 12 | 2 | 8 | 6 | 11 | 5 |
| 1 | 0 | 11 | 13 | 6 | 10 | 1 | 7 | 12 | 5 | 14 | 8 | 3 | 15 | 4 | 2 | 9 |
| 2 | 0 | 8 | 9 | 1 | 2 | 10 | 11 | 3 | 4 | 12 | 13 | 5 | 6 | 14 | 15 | 7 |
| 3 | 0 | 3 | 4 | 7 | 8 | 11 | 12 | 15 | 1 | 2 | 5 | 6 | 9 | 10 | 13 | 14 |
| 4 | 0 | 12 | 5 | 9 | 11 | 7 | 14 | 2 | 6 | 10 | 3 | 15 | 13 | 1 | 8 | 4 |
| 5 | 0 | 12 | 8 | 9 | 13 | 5 | 1 | 2 | 6 | 14 | 10 | 11 | 15 | 7 | 3 |
| 6 | 0 | 10 | 12 | 5 | 3 | 15 | 9 | 11 | 13 | 1 | 7 | 14 | 8 | 4 | 2 |
| 7 | 0 | 7 | 8 | 15 | 1 | 6 | 9 | 14 | 3 | 4 | 11 | 12 | 2 | 5 | 10 | 13 |
| 8 | 0 | 5 | 14 | 11 | 13 | 8 | 3 | 6 | 10 | 15 | 4 | 1 | 7 | 2 | 9 | 12 |
| 9 | 0 | 13 | 7 | 10 | 15 | 2 | 8 | 5 | 14 | 3 | 9 | 4 | 1 | 12 | 6 | 11 |
| 10 | 0 | 2 | 6 | 4 | 12 | 14 | 10 | 8 | 9 | 11 | 15 | 13 | 5 | 7 | 3 | 1 |
| 11 | 0 | 9 | 11 | 2 | 6 | 15 | 13 | 4 | 12 | 5 | 7 | 14 | 10 | 3 | 8 | 1 |
| 12 | 0 | 10 | 15 | 5 | 14 | 4 | 1 | 11 | 13 | 7 | 2 | 8 | 3 | 9 | 12 | 6 |
| 13 | 0 | 15 | 1 | 14 | 3 | 12 | 2 | 13 | 7 | 8 | 6 | 9 | 4 | 11 | 5 | 10 |

![BICM scheme](image-url)
After double deinterleaver, and soft-input/soft-output decoding (SISO) with a symbol per symbol calculator of posterior probability (APP), the estimates on the transmitted bits are available at the output of the hard decision process. This can be accomplished by a simple consideration of the sign of the value $L_{D,1,p}$ from APP to the output of the decoder.

In the iterative processing, the extrinsic information $L_{D,e}$ from the decoder is passed through the interleaver and returned to the soft process of demodulation as a prior knowledge $L_{M,e}$. The extrinsic information $L_{D,e}$ at the level of the decoder is the difference between the input and output values of the LLRs on the coded bits,

$$L_{D,e} = L_{D,p} - L_{D,a} \quad (8)$$

The demodulator uses this extrinsic information from a decoder and calculates the values improved a posteriori $L_{M,p}$. Which then go to the decoder for a next step in the iterative process. $L_{M,e}$ is the difference of $L$-values a posteriori at the level of the demodulation process and forms the channel information and the extrinsic information.

$$L_{M,e} = L_{M,p} - L_{M,a} \quad (9)$$

For QPSK modulation, the demodulator needs to compute the log of the LLRs on the $x_0$ and $x_1$ coded bits for each symbol at the input. The $L$-value of the bit $x_0$ conditioned at the output of the adapted filter can be calculated as follows:

$$L(x_0/z) = \ln \frac{\Pr(x_0 = 1|z)}{\Pr(x_0 = 0|z)}$$

$$= \ln \frac{\Pr(x_0 = 1, x_1 = 0|z) + \Pr(x_0 = 1, x_1 = 1|z)}{\Pr(x_0 = 0, x_1 = 0|z) + \Pr(x_0 = 0, x_1 = 1|z)} \quad (11)$$

4 System model

In this work, a convolutional code is obtained from a natural code rate $R_c$ of the 16-state circular CRS code and a generator polynomial $(23,35)$. The modulations used are a 16-QAM modulation and the transmission takes place through an optical channel.

The optical transmission system suffers from different types of noises such as phase-induced intensity noise (PIIN), thermal noise, shot noise [16] and interference noise [17], PIIN is eliminated [18], it is closely related to the MAI due to the overlapping of spectral from the different users [19, 20]. In the context of OWCs, noise is considered to be a combination of major factors, shot noise and interference noise, the dominant source of noise is the receiver thermal noise, which can be modeled as additive and Gaussian [21]

$$\sigma^2 = \sigma_{ch}^2 + \sigma_{th}^2 + \sigma_{AWGN}^2 \quad (12)$$

$$\sigma_{ch}^2 = 2eIB \quad (13)$$

$$\sigma_{th}^2 = \frac{4K_bT_nB}{R_L} \quad (14)$$

the interference noise can be approximated as a Gaussian noise whose variance is proportional to the electrical signal power [21]. We assume this noise source is AWGN with zero mean and variance $\sigma^2$ [22].

In the case of 16-QAM modulation, the variance is given by:

$$\sigma_{AWGN}^2 = \left( \frac{5}{R_n} \times 10^{3SM} \right) \quad (15)$$

where $T_n$ is the receiver temperature, $R_L$ is the receiver resistance, $B$ is the receiver electrical bandwidth and $K_b$ is Boltzmann’s constant.

The decoding used with a SISO MAP algorithm.

To initialize the trellis, we need a preliminary step called “prologue” and the following algorithm parameters.

4.1 Expression of the joint probability

$$\lambda_k^+(m) = P( d_k = i, S_k = m/R_k^N) \quad (16)$$

$$\lambda_k^-(m) = P( R_k^{k-1} / d_k = i, S_k = m, R_k^N) \times P( R_k^{N} / d_k = i, S_k = m, R_k^N) \quad (17)$$

We will set the state metric forward in:

$$a_k^+(m) = \Pr( R_k^{k-1}/d_k = i, S_k = m, R_k^N) \quad (18)$$

However, the event produced after the moment $k$ does not influence the events that preceded them the previous equation is reduced to
The expression of the joint probability becomes:

\[ \lambda_k^i(m) = \frac{a_k(m) \times \beta_{k+1}(f(i,m)) \times \delta_k^i(m)}{Pr(R_k^i)} \]

With \( f(i,m) = S_{k+1} \)

Finally, we get the expression of LLR:

\[ LLR(d_k) = \log \left[ \frac{\sum_{m=0}^{2^{m-1}} a_k(m) \times \beta_{k+1}(f(0,m)) \times \delta_k^i(m)}{\sum_{m=0}^{2^{m-1}} a_k(m) \times \beta_{k+1}(f(0,m)) \times \delta_k^i(m)} \right] \]

To calculate the forward and backward state metrics and the branch metrics, we use Eqs. (23), (25) and (27), respectively. The initialization of \( a \) and \( \beta \) is given by:

- \( s_0 \) is the initial state of the encoder

\[ a_0(s_0) = 1, \quad a_0(s) = 0_{f \times s_0} \]

- \( s_k \) is the final state of the encoder

\[ \beta_k(s_k) = 1, \quad \beta_k(s) = 0_{f \times s_k} \]

- \( \delta_k^i(m) = P(r_k^i/d_k = i, S_k = m) \times P(r_k^i/d_k = i, S_k = m) \times P(S_k = m/d_k = i) \times P(d_k = i) \)

The mappings used for 16-QAM modulation are shown in Figure 4.

5 Simulation results

In order to study and analyze the performance of a coded modulation, we choose a 16-QAM modulation associated with a convolutional code. This is done by varying the parameters affecting the performance of the system thus designed. For Bit-Interleaved CRSC-Coded Modulation, the number of global iterations between the APP calculator and Demapper is three as in a study by Arabaci et al. [10] (Table 2).

The performance comparison of coded modulation based on CRSC code and uncoded system is shown in

![Figure 4: 16-QAM constellation with different mappings.](image-url)
To complete this study, we simulate the systems with two different mapping anti-Gray and Modified Set Partitioning (MSP) mapping. From Figure 6, we observe that the choice of the right mapping can achieve the targeted BER.

Now we simulate a Bit-Interleaved CRSC-Coded Modulation with IR with various code rates $R_c = 3/4$ ($\eta = 3$ bit/s/Hz), as illustrated in Figure 7.

From Figure 7, it is clear that channel coding improves BER performance. Note that the ID shows a good convergence threshold for low SNRs and that there is a coding gain of 8 dB between the coded system (third iteration) and uncoded system which leads to note the influence of using channel coding and ID in optical wireless networks.

### 6 Conclusion

In this article, we are particularly interested to study the performance of BICM-ID systems. The results of this comparative study using different parameters examined allow us to conclude that the performance of the BICM-ID system improves after each iteration, or a change in mapping. We can mention that the results obtained allow us to conclude that coded modulation makes it possible to design systems with high spectral efficiency.
Ultimately, this system built with a simple convolutional code has the advantage of being flexible and easy to implement. The selection of parameters depends on the application and system requirements.
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