Optimising the magnetic performance of Co ferrite nanoparticles via organic ligand capping†
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Ferrofluids of CoFe₂O₄ nanoparticles are gaining increasing interest due to their enhanced heating performance in biomedical applications (e.g. in magnetic hyperthermia as mediators for cancer treatment) or in energy applications (e.g. magneto-thermo-electric applications). Until now, the effect of an organic surfactant on the magnetic particle behaviour has been unintentionally overlooked. Here, we present the counterintuitive magnetic effect of two representative organic ligands: diethylene glycol (DEG) and oleic acid (OA) bonded at the surface of small (~5 nm in size) CoFe₂O₄ particles. The combined results of the bulk dc susceptibility, local-probe Mössbauer spectroscopy and physical modelling, which is based on electronic structure calculations and Monte Carlo simulations, reveal the effect of different ionic distributions of the particles due to the different surfactant layers on their magnetic behaviour. They result in an unexpected increase of the saturation magnetisation and the blocking temperature, and a decrease of the coercive field of DEG coated CoFe₂O₄ nanoparticles. Our work provides a pathway for the production of colloidal assemblies of nanocrystals for the engineering of functional nano-materials.

1. Introduction

Advances in nanotechnology enable the production of magnetic nanoparticles (MNPs) with specific morphologies and the tailoring of their surfaces, in order to manipulate their characteristics to suit specific applications. Magnetic nanoparticles are well-established nanomaterials that offer controlled morphology (i.e., size and shape), bio-specificity, and the ability to be manipulated externally. Developing magnetic materials at the scale of a few nanometers requires the knowledge of the magnetic properties affected by the size and consequently surface phenomena, which can modify the properties of the materials, in particular, below ~5 nm. It has been demonstrated that the magnetic surface anisotropy, and consequently the total anisotropy, differs significantly from the bulk magnetocrystalline component, deeply affecting the whole magnetic behaviour of the system.

Nano-particles on such a scale are usually prepared through colloidal synthesis, which makes use of surfactants, in order to obtain narrow size and shape distribution, to protect particles from oxidation, to disperse them in specific solvents (e.g. water and ionic liquid), or to functionalise them for specific applications, such as for biomedical applications (e.g., MRI, drug delivery, and hyperthermia). It is usually reported that for small nanoparticles, a thin external shell with higher magnetic disorder is responsible for the enhanced magnetic anisotropy and the reduced saturation magnetisation. Several authors have shown that the action of surfactants plays a significant role in the magnetic properties of the surface of NPs, i.e. almost restoring the bulk saturation magnetisation and influencing the local effective magnetic anisotropy, and thus the coercive field of small particles. They have attributed it to the influence of different ligands bonded at the surface of magnetic NPs that modify the magnetic properties such as the coercive field and the saturation magnetisation.

It is worth noting that the selection of the organic coating is not limited to the synthesis process. While a specific ligand can be selected to control the nanoparticle’s size, shape and crystalline structure produced during the
synthesis, the original ligand can be exchanged in a subsequent process in favour of a different one, which can be used to fine tune specific magnetic properties of the nanoparticles. Thus, tuning the magnetic properties of a nanoparticle, by selecting the appropriate coating in a ligand exchange process, becomes an interesting perspective for future magnetic particle applications such as magneto-thermo-electric applications containing charged colloidal suspensions, namely ionic ly stabilised magnetic nanoparticles dispersed in electrolytes.

In this study, we examine and compare the effects of two different ligands (diethylene glycol – DEG and oleic acid – OA), bonded at the surface of small (~5 nm in size) CoFe$_2$O$_4$ nanoparticles, on their magnetic behaviour. DEG and OA are very common ligands widely used in synthesis procedures (e.g. thermal decomposition of metalorganic precursors and the polyol method). DEG and OA interact with the surface of the particles through hydroxyl (R-OH) and carboxylic (R-COOH) groups, respectively. In addition, it is worth mentioning that these functional groups are common to a lot of molecules (both hydrophobic and hydrophilic) that are used to cover nanoparticles for several applications, making the presented results to concern a wide range of scientific and technological interest.

We show that the effects of the two different ligands produced by the same methodology on the magnetic behaviour of the CoFe$_2$O$_4$ nanoparticles are different.

The magnetic measurements, including bulk dc susceptibility and local-probe Mössbauer spectroscopy, are complemented by an elaborated theoretical approach, based on electronic structure calculations and the Monte Carlo simulation method. A detailed description of the interplay between intraparticle surface characteristics and interparticle interactions has been used for the total volume of the nanoparticle (including the coating volume).

We suggest that a careful clarification of the magneto-structural characteristics and possible coupling effects that influence the magnetisation of a colloidal assembly of nanocrystals is necessary in the engineering of functional nano-architectures for magnetically driven applications.

### 2. Experimental section

#### 2.1 Synthesis, characterisation and data treatment

Cobalt ferrite nanoparticles of 5 nm size with high crystallinity were synthesised by the polyol process. To prepare these cobalt ferrite nanoparticles (CoFe$_2$O$_4$), 2 mmol of iron(n) nitrate nonahydrate (Sigma Aldrich, >98%), 1 mmol of cobalt(n) nitrate hexahydrate (Sigma Aldrich, 98%) and 1 ml of distilled water were added to 100 ml of diethylene glycol (DEG, Sigma Aldrich, 99%) in a round bottom three-neck flask. The solution was kept under mechanical agitation and heated to the boiling point. The system was kept under reflux for 2 h and then it was cooled to room temperature. With the addition of acetone to a part of the solution, the precipitation of a black powder was induced. The product was washed with acetone and separated via centrifugation; this procedure was repeated three times, and finally the powder was dried in an oven at 60 °C overnight. This sample was labelled as DEG. Due to the –OH groups of DEG, such particles are dispersible in polar solvents, such as water. It should be underlined that the polyol method allows us to obtain single particles coated with a molecular shell of polyol (DEG in this case).

Thermogravimetry (TG) and simultaneous differential thermal analysis (DTA) on both DEG and OA samples were carried out on a Mettler-Toledo TGA/SDTA 851. Thermal analysis data were collected in the range of 25–1000 °C with a heating rate of 10 °C min$^{-1}$ under oxygen flow (flow rate = 50 ml min$^{-1}$).

$^{57}$Fe Mössbauer spectra were recorded using a $^{57}$Co/Rh γ-ray source mounted on an electromagnetic transducer with a triangular velocity form. The samples consist of a thin layer of the powdered compound located in a sample holder. They were obtained at 12 K in an 8 T field oriented parallel to the γ-beam, and were then analysed by using the program ‘Mosfit’. The hyperfine structure was modelled by means of a least-square fitting procedure involving Zeeman sextets composed of Lorentzian lines. The isomer shift (IS) values were referred to that of α-Fe at 300 K.

DC magnetisation measurements were performed using a Quantum Design SQUID magnetometer equipped with a superconducting coil ($H_{\text{max}} = ±5$ T). Magnetisation versus temperature measurements were performed using zero-field-cooled (ZFC) and field-cooled (FC) protocols. ZFC and FC magnetisation measurements were carried out by cooling the sample from room temperature to 5 K in zero magnetic field; then, a static magnetic field of 2.5 mT was applied. $M_{\text{ZFC}}$ was measured during the warmup from 5 K to 300 K, whereas $M_{\text{FC}}$ was recorded during the subsequent cooling. The field dependence of remanent magnetisation was measured using the IRM (isothermal remanent magnetisation) and DCD (direct current demagnetisation) protocols. The DCD curve was obtained by saturating the sample and then measuring the remanence $M_{\text{DCD}}(H)$ after applying the reverse fields $H_{\text{rev}}$ up to the maximum field $H_{\text{max}}$ (5 T). The IRM curve was obtained starting from a totally demagnetised state by applying a positive magnetic field and measuring the remanence $M_{\text{IRM}}(H)$ when the field was removed; the process was repeated by increasing the field gradually up to $H_{\text{max}}$.

#### 2.2 Exchange ligand process

While DEG represents a relatively weakly bonded coating (only electrostatic interactions) between –OH groups and the particle surface, oleic acid is reported as a covalent bonding surfactant that attaches –COOH groups preferentially with respect to the –OH groups. In order to exchange DEG with another capping agent such as oleic acid, we add to a DEG solution of nanoparticles, a solution of oleic acid in an organic solvent (e.g. cyclohexane and toluene). Due to different densities of DEG and cyclohexane, the two solutions are immiscible; the oleic acid in cyclohexane remains on top...
while the polyl solution with black nanoparticles is the dark solution, at the bottom (Fig. S1-left, ESI†). After 24 h under stirring, the exchange is attained (Fig. S1-right, ESI†). The top solution of cyclohexane containing the nanoparticles coated with oleic acid is now soluble in the organic solvent, while the yellow residual polyl remains at the bottom of the beaker. It should be underlined that we can easily remove the dark solution with the NPs and eventually wash it with acetone and ethanol to obtain a powder treated at 60 °C in an oven overnight to dry it, as we did in the case of the DEG sample in Section 2.1. The solutions of CoFe2O4 nanoparticles coated with DEG and oleic acid are labelled as DEG and OA, respectively.

3. Theoretical calculations

3.1 The model

Multiscale modelling was employed to investigate the magnetic behaviour of the nanoparticles in the presence of the organic coating. Ab initio calculations to find the relaxed structures, the relative sublattice magnetisations in the two samples and the anisotropy energies complemented the mesoscopic modelling of the assembly of the nanoparticles.

3.2 Electronic structure calculation of single magnetic nanoparticle parameters

First principles calculations, based on spin-polarised density functional theory, were performed via the Vienna Ab Initio Simulation Package (VASP) for a cluster of atoms (nanoparticles) of the Co ferrite structure, with the two coatings (DEG and OA). The electronic charge density and the local potential were expressed in plane wave basis sets. The geometries are fully optimised (electronic relaxation: 10−4 eV; ionic relaxation: 10−3 eV). The exchange correlation functional chosen is the one proposed by Perdew–Burke–Ernzerhof (PBE).

The interactions between the electrons and ions were described using the projector-augmented-wave (PAW) method. A cutoff energy of 550 eV was used. We calculated the magnetic moments, the magnetocrystalline anisotropy energy (MAE) and the exchange coupling constants for these systems. The results were used as input data to the mesoscopic modelling of the corresponding nanoparticle assemblies.

We started with the bulk CoFe2O4 calculations in order to tune the on-site Coulomb strength U and exchange coupling J parameters. In Dudarev’s scheme, the effective parameter $U_{eff} = U - J$ is taken as the input and the $U_{eff}$ values are 4.5 eV for Fe atoms and 4.0 eV for Co atoms: Fe atoms have magnetic moments of $4\mu_B$ in A sites and 4.2$\mu_B$ in B sites. The Co atoms have a magnetic moment of 2.6$\mu_B$ in B sites. The lowest energy is found when the O atoms are placed in the ($x$,y,z) crystal coordinates, where $x = 0.386$. The lattice constant of the cubic unit cell is found to be 8.35 Å. As these $U - J$ parameters properly define the bulk values, they are used as the input to the finite system calculations. In our calculations, spherical nanoparticles of size ~2 nm with ionic distributions of the ferrite structure (obtained from the Mössbauer spectra of the coated NPs) are considered. To avoid the interaction between the periodic images, we took 1.5 nm of empty space along all the directions. In order to calculate the magnetic anisotropy energy (MAE), the spin–orbit coupling is taken into account, non-self-consistently, for several spin orientations, by rotating all spins along different directions.

3.3 Modelling of the macroscopic magnetic behaviour of the magnetic nanoparticle assemblies

Modelling assemblies of 5 nm Co ferrite nanoparticles coated with a surfactant is a very complicated issue. The model has to take into account the intra-particle characteristics of the nanoparticles together with the inter-particle interactions. Indeed, the small size of the nanoparticles makes the surface contribution to their magnetic behaviour very important. We developed a simple mesoscopic model of 3-spins to simulate the magnetic properties of assemblies of CoFe2O4 nanoparticles with a core/surface morphology. To examine the significance of the surface contribution because of the small nanoparticle size, we compare our results with the well-known Stoner–Wohlfarth (SW) mesoscopic model, in which each nanoparticle is represented by a single spin in the assembly. Our mesoscopic model is based on the reduction of the amount of simulated spins to the minimum number necessary to describe the magnetic structure of the core/surface particles and on the introduction of the adequate exchange and anisotropy parameters between the different spin regions inside the nanoparticle. The latter is calculated starting from our DFT results, properly rescaled, to take into account the core and surface regions separately. In this way, we estimate the anisotropies for the core and the surface, the intra-particle exchange coupling constants and the magnetic moments. In all the calculations, we explicitly take into account the coating thickness.

We consider an assembly of $N$ spherical ferrimagnetic nanoparticles of diameter $D = 5$ nm with a core/surface morphology, located randomly on the nodes of a cubic lattice inside a box of $10a \times 10a \times 10a$, where $a$ is the smallest inter-particle distance. Each nanoparticle is located at a lattice site ($x$,y,z) and it is described by a set of three classical spin vectors, one for the core $s_{c1}$ and two for the surface $s_{s1}$ and $s_{s2}$, $i = 1,...,N$ (total number of particles) with the magnetic moment $m_{i} = M_{V,i}V_{i}/M_{s}V$ where $n = 1$ stands for the core and $n = 2$ and 3 for the “up” and “down” surface sublattices of the nanoparticle, respectively. $V$ is the particle volume (equivalent to the number of the spins) and $M_s$ is its saturation magnetisation. $V_{i}$ and $M_{s}$ are the volume and the saturation magnetisation of the core, the “up” and “down” surface sublattice spins.

Each spin has a uniaxial easy anisotropy axis randomly oriented. The short range intra-particle exchange interactions between the core spin and each of the two surface spins (interface coupling $J_{c1}$ and $J_{c2}$) and between the two surface spins (surface coupling $J_{s1}$) are introduced as well as inter-particle dipolar interactions.
The total energy of the system for the \( N \) nanoparticles is:\textsuperscript{28}

\[
E = -\frac{1}{2} \sum_{i=1}^{N} \left[ J_{1i}(\mathbf{s}_{1i} \cdot \mathbf{s}_{2i}) + J_{2i}(\mathbf{s}_{1i} \cdot \mathbf{s}_{3i}) + J_{sf}(\mathbf{s}_{3i} \cdot \mathbf{s}_{4i}) \right] \\
- \sum_{i=1}^{N} K_V V_1(\mathbf{s}_{1i} \cdot \mathbf{\hat{e}}_{1i})^2 - \sum_{i=1}^{N} K_{sf} V_2(\mathbf{s}_{3i} \cdot \mathbf{\hat{e}}_{2i})^2 \\
- \sum_{i=1}^{N} K_{sf} V_3(\mathbf{s}_{3i} \cdot \mathbf{\hat{e}}_{3i})^2 - \frac{1}{2} \mu_0 (\mathbf{M}_i V_i^2) \frac{1}{4D^3} \\
\times \sum_{j=1}^{N} \sum_{i=1}^{N} \mu_0 \hbar m_{ij}(\mathbf{s}_{ii} \cdot \mathbf{\hat{e}}_{ii}) \\
- \sum_{i=1}^{N} \sum_{i=1}^{N} \mu_0 \hbar m_{ii}(\mathbf{s}_{ii} \cdot \mathbf{\hat{e}}_{ii})
\]

\hspace{1cm} (1)

The first, second and third energy terms describe the nearest-neighbour Heisenberg exchange interactions between the core spin and the two surface spins, and the exchange interaction between the surface spins, respectively. The fourth, the fifth and the sixth terms give the anisotropy energy of the core and the surface and \( \mathbf{\hat{e}}_{2i} \) and \( \mathbf{\hat{e}}_{3i} \) are the random anisotropy easy-axis directions. The seventh term gives the dipolar interactions among all spins in the nanoparticles, where the magnetic moments of the three macrospins of each particle are defined as \( m_1 = M_1 V_1 \mathbf{M}_i V_i \mathbf{M}_i V_i \) and \( m_3 = M_3 V_3 \mathbf{M}_i V_i \mathbf{M}_i V_i \) and \( D_3 \) is the dipolar interaction tensor. The last term is the Zeeman energy, where \( \mathbf{\hat{e}}_i \) is the direction of the magnetic field.

The parameters in eqn (1) are \( J_{1i} \) and \( J_{2i} \), the intra-particle exchange coupling constants between the core spin and the surface spins, and \( J_{sf} \) the exchange coupling constant between the surface spins,

(a) \( K_V = 20 \times 10^5 \text{erg cm}^{-3} \) is the core bulk anisotropy constant of the CoFe\(_{2}\)O\(_4\) ferrite and the surface anisotropy of the nanoparticle with the OA is 1.5 times larger than the DEG coated nanoparticle extracted from our DFT calculations

(b) We set \( g = \mu_0 (\mathbf{M}_i V_i^2) \langle \mathbf{\hat{a}} \mathbf{\hat{d}} K V_i \rangle = 1 \)

(c) The normalised volume of the three spin domains to the total volume is calculated, using an atomic scale model of an inverse spinel structured sphere where \( V_1 = 0.3 \), \( V_2 = 0.21 \) and \( V_3 = 0.49 \), assuming the surface thickness as 0.835 nm. In the normalisation, we also took into account the fact that the surface layer volume of the DEG sample is smaller than that of the OA sample due to the thinner (~40%) DEG surface layer (thickness of the oleic acid layer is 2 nm).

The magnetic moments \( m_n \) for the three macrospins were extracted from our DFT calculations for a cobalt ferrite structure with ionic surface distribution \( [\text{Co}_{0.14}\text{Fe}_{0.86}]_0[\text{Co}_{0.86}\text{Fe}_{1.14}]_1 \) \( \text{O}_4 \) formed by the OA coating, and \( [\text{Fe}_{0.78}]_0[\text{Co}_{0.19}\text{Fe}_{1.22}]_1 \) \( \text{O}_4 \) formed by the DEG coating as observed from the Mössbauer spectra. The DFT calculations show that for the DEG coating case, the surface moment is increased by a factor of 1.2. Taking into account the above considerations for the volume in the case of the OA sample, we consider the total magnetic moments \( m_1 = 0.198, m_2 = 0.76, \) and \( m_3 = 0.23 \) and for the DEG sample \( m_1 = 0.198, m_2 = 1.07, \) and \( m_3 = 0.26 \).

(d) \( H \) is the external magnetic field and \( k_B T \) (\( T \) is the temperature) is the thermal energy.

The above energy parameters, as they are inserted in the simulations, were normalized by the factor \( KV \) that is the core volume anisotropy of the nanoparticle; so they are dimensionless.

The normalized effective anisotropy constants are \( K_c = 1 \) for the core, \( K_{sf} = 3.0 \) for the surface anisotropy in the case of OA and \( K_{sf} \approx 2.0 \) in the case of the DEG sample as it is obtained from our DFT simulations.

The effective exchange coupling constants among the core spin and the surface spins are \( j_{1} = 1.3, j_{2} = 1.2, \) and \( j_{sf} = -1.2 \) estimated by taking into account our DFT calculations and the difference in the magnetic moments of the two sublattices at the surface due to the number of the uncompensated spins.\textsuperscript{29}

An important factor, which influences the rheology of a ferrofluid and the magnetic behaviour of the nanoparticles inside it, is the nanoparticle concentration in the fluid. We study the effects of the concentration and the consequent clustering of the nanoparticles by varying the concentration of the nanoparticles coated with DEG and OA in the 3-spin model from \( e = 1\% \) up to \( e = 25\% \). The number of nanoparticles \( N \) ranges from 20 to 500 for the corresponding concentrations.

We use the Monte Carlo (MC) simulation technique with the implementation of the Metropolis algorithm\textsuperscript{30} to calculate the isothermal hysteresis loops, the remanence and the temperature dependent magnetisation curves. For the dipolar energy calculation, the Ewald summation technique is usually implemented taking into account the long-range character of the dipolar interactions; however, in our case we consider a structure like a frozen ferrofluid\textsuperscript{31} and the implementation of this algorithm is not done since we are working with finite boundary systems.

The Monte Carlo simulation results for a given temperature and an applied field were averaged over 80 samples with various spin configurations, realisation of the easy-axes distribution and different spatial configurations for the nanoparticles. For every field and temperature value, the first 500 steps per spin are used for equilibration, and the subsequent 5000 MC steps are used to obtain thermal averages. For the calculation of the ZFC curves, the three steps described below were followed:

1. Cooling the system at a constant step rate \( \Delta T = 0.02 \text{ from temperature } T = 1.25 \text{ to } T = 0.002 \text{ at zero applied field, } H = 0 \)
2. Heating the sample from temperature \( T = 0.002 \text{ to } T = 1.25 \text{ under the application of a magnetic field } H_{app} \text{ and calculating the ZFC curve and (3) by cooling the sample down from } T = 1.25 \text{ to } T = 0.002 \text{ under the field } H_{app} \text{ and calculating the FC curve. The hysteresis was calculated under a field cooling procedure with a cooling field } H_{cool} = 5 \text{ along the } z\text{-direction.}}

Moreover, the calculation of the DC demagnetisation remanence curve (DCD) and isothermal remanance (IRM) curve was performed following the same procedure as in the experiment described in the Experimental section.

4. Results and discussion

Careful structural and morphological characterisation of the samples (Fig. S2 in the ESI\textsuperscript{†}) shows the presence of crystalline
particles with a spherical shape. The X-ray diffraction pattern exhibits Bragg peaks compatible with the cubic spinel structure of CoFe$_2$O$_4$ (PDF Card 22-1086; see the ESI†) and no other phase is detected. TEM images show spherical-like shaped particles with narrow size distribution and an average particle diameter D (median of the log-normal distribution) of 5.3(9) nm (Fig. S3, ESI†).

4.1 Thermogravimetry and FT-IR analysis results

The TG curve (Fig. 1) for the DEG sample showed two main weight losses. The first one, between 25 and 200 °C, coupled with an endothermic SDTA curve, can be ascribed to the absorbed water and residual ethanol. The second weight loss, between 200 and 350 °C, is associated with the exothermic peaks due to DEG decomposition. The analysis of SDTA curves showed the presence of a single exothermic peak in the region of 240–250 °C which can be associated with the decomposition of the monolayer of DEG adsorbed on the surface of the particles. In fact, if a double layer of DEG is present, a double peak in SDTA can be observed. The thermogravimetric curve of the OA sample shows a weight loss of ~25% at 250 °C, associated with an exothermic peak in the SDTA curve. The weight loss of 25% is compatible with the presence of a monolayer of oleic acid (molecule length, ~1.97 nm; surface occupied by one molecule, ~0.2 nm$^2$) as already observed in similar systems. All the magnetic data discussed in Section 4.3 have been rescaled to the magnetic phase extracted from TGA results.

Fourier transform infrared (FT-IR) analysis (Fig. 2) confirms the same landscape as described by the TGA analysis. The signals around 590 cm$^{-1}$ and 400 cm$^{-1}$ are attributed to the stretching vibrations of the metal in tetrahedral and octahedral sites, respectively, and the oxygen; these signals are typical of the spinel ferrite structure. The symmetrical and asymmetrical stretching of C–H (signals between 2922 and 2850 cm$^{-1}$) are typical of both surfactants but their intensity increases with the longer chain of OA. The C–O stretching (around 1100 cm$^{-1}$) confirms the presence of polyol. In particular, the interaction between polyol oxygen and metal cations at the surface of the particles finds evidence both in the small shift to lower frequencies of the C–O signals with respect to the pure polyol, and in their different intensity profiles, with two signals in place of the three small signals of pure DEG. The signals around 3377 and at 1616 cm$^{-1}$ are referred to the stretching and bending modes of O–H of polyol and adsorbed water. Finally, the complex profile between 1500 cm$^{-1}$ and 1400 cm$^{-1}$ shows the emergence of COOH stretching signals after the substitution with OA.

4.2 Magnetic structure and DFT electronic structure calculations

In order to investigate the effect of the molecular coating on the magnetic structure, Mössbauer spectroscopy was performed under an intense magnetic field at low temperature. This is a powerful technique to investigate the magnetic structures of different Fe species through hyperfine interactions and to perform quantitative analysis from the refinement of the in-field Mössbauer spectrum. Fig. 3 shows the spectra recorded at 12 K under a magnetic field of 8 T applied parallel to the γ-beam for the two samples. These spectra are unambiguously consistent with a ferrimagnetic structure. We can
attribute clearly the two sextets to Fe$^{3+}$ in the interstitial site with tetrahedral (A) and octahedral symmetry (B) according to the values of the isomer shift and give the atomic Fe$^{3+}$/Fe$^{3+}$B population ratio (Table 1). Note that from the value of the isomer shift for the two samples, we can exclude the presence of Fe$^{2+}$ ions. In addition, the in-field spectrum allows for a quantitative estimation of the effective field $B_{\text{eff}}$ (vectorial sum of the hyperfine field $B_{\text{hf}}$ and the applied field $B_{\text{app}}$) and the canting angle $\theta$ (angle defined by the directions of $B_{\text{eff}}$ for both tetrahedral and octahedral iron components and the $\gamma$-beam direction). The in-field Mössbauer fitted parameters for the two samples are listed in Table 1.

The in-field sub-spectra (for A and B) (Fig. 3) show that the second and fifth lines have a non-zero intensity. Usually, when these peaks are distinctly observed, they evidence a canted structure for iron magnetic moments with respect to the applied field (non-collinear magnetic structure). The canting angle for both sites is quite low, in agreement with the high crystallinity of the particles in the two samples and they are equal within the experimental error. The refined value of the hyperfine field of Fe$^{3+}$ located in octahedral sites ($\approx 54.1$ T) for the DEG sample is slightly lower than that of the OA sample ($\approx 54.4$ T) while we observe the opposite trend for $B_{\text{hf}}$ in sites A. Also, an increase of the proportion of Fe$^{3+}$ in site A in the OA sample (43%) is observed compared to that of the DEG sample (39%).

From these results, considering the stoichiometric sample as confirmed by ICP analysis, the cationic distribution was estimated as:

$$(\text{Fe}_{0.78}|\text{Co}_{0.06}\text{Fe}_{1.22})\text{O}_4 \quad \text{(DEG)}$$

and

$$(\text{Co}_{0.14}\text{Fe}_{0.86})|\text{Co}_{0.86}\text{Fe}_{1.14}\text{O}_4 \quad \text{(OA)}$$

Starting from this cationic distribution, electronic structure calculations were performed for the two different ligands.

Fig. 4 shows the relaxed structures produced by DFT electronic calculations of the spherical particles. The figure on the left is the DEG sample and that on the right is the OA sample. The DEG sample is slightly lower than that of the OA sample ($\approx 54.4$ T) while we observe the opposite trend for $B_{\text{hf}}$ in sites A. Also, an increase of the proportion of Fe$^{3+}$ in site A in the OA sample (43%) is observed compared to that of the DEG sample (39%).

Table 1 In-field Mössbauer fitted parameters are reported for samples CoFe-Sp2-L4 (DEG) and CoFe-Sp2-L4-EXC-LIG (OA): isomer shift ($\delta$); quadrupole shift ($2\varepsilon$); effective field ($B_{\text{eff}}$); hyperfine field ($B_{\text{hf}}$); canting angle ($\theta$) and the ratio of each component (A and B). Uncertainties on the last digit are given in parentheses.

| Sample            | Site  | $\delta$ (mm s$^{-1}$) | $2\varepsilon$ (mm s$^{-1}$) | $B_{\text{eff}}$ (T) | $B_{\text{hf}}$ (T) | $\theta$ ($^\circ$) | Fe$^{3+}$/Fe$^{3+}$B |
|-------------------|-------|------------------------|-------------------------------|----------------------|---------------------|---------------------|---------------------|
| CoFe-Sp2-L4       | Fe$^{3+}$A | 0.34(1)               | -0.00(1)                      | 59.4(2)              | 51.8(2)             | 17                  | 0.39(1)             |
|                   | Fe$^{3+}$B | 0.48(1)               | -0.02(1)                      | 56.9(2)              | 54.1(2)             | 20                  | 0.61(1)             |
| CoFe-Sp2-L4-EXC-LIG | Fe$^{3+}$A | 0.35(1)               | -0.01(1)                      | 59.7(2)              | 52.4(2)             | 22                  | 0.61(1)             |
|                   | Fe$^{3+}$B | 0.48(1)               | -0.04(1)                      | 46.7(2)              | 54.4(2)             | 16                  | 0.57(1)             |

Fig. 4 Relaxed structures of CoFe$_2$O$_4$ spherical particles: (left) DEG and (right) OA (Co: blue balls, Fe: yellow balls, O: red balls).

After performing the ionic relaxation, different magnetic configurations were mapped on a Heisenberg model in order to obtain an estimation of the magnetic exchange constants. The mapping is performed in such a way that we have the interactions in each sublattice and between sublattices (Table 2). By rotating all spins and taking into account spin-orbit coupling non-self-consistently, the magnetic anisotropy energy (MAE) was calculated for the two samples. The results are shown in Fig. S4, ESI,† for the energy variation as a function of the squared cosine of the polar angle, which represents the magnetic moment rotation. The linear dependence indicates a uniaxial response in both cases. From the slope of the curve, we can extract the MAE, $K_V$, where $K$ is the anisotropy constant and $V$ is the volume of the cell. Table 2 shows the net magnetic moment, the MAE and the exchange coupling constants for the two spherical samples. The DEG sample has a larger net magnetic moment approximately 1.3 times that of the OA coated sample reducing the mean magnetic moment per Co ion.

Table 2  DFT calculated values of the net magnetic moment, magnetic anisotropy energy (MAE) and exchange constants among A–A sites ($J_{aa}$), B–B sites ($J_{bb}$) and A–B sites ($J_{ab}$) for the DEG coated sample (DEG) and the oleic acid coated sample (OA).

| Sample   | $M$ (μB) | MAE (meV) | $J_{ab}$ (meV per μB$^2$) | $J_{ab}$ (meV per μB$^2$) | $J_{ab}$ (meV per μB$^2$) |
|----------|----------|-----------|---------------------------|---------------------------|---------------------------|
| DEG      | 163.1    | 6.31168   | 0.8                       | 1.3                       | 1.4                       |
| OA       | 135.4    | 9.68672   | 0.9                       | 1.2                       | 1.51                      |
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the OA sample, whereas the OA sample has approximately 1.5 times larger anisotropy energy than the DEG sample.

We note that the exchange coupling parameters show no big variation between the two samples; however, they give the proper signs for the sublattices as it is observed in the literature for bulk Co ferrites.41

### 4.3 Magnetic properties: experiments and simulations

Field dependence and temperature dependence of magnetisation were investigated by DC magnetometry. $M(H)$ at $T = 5$ K (Fig. 5a), as expected, shows hysteretic behaviour for both samples: the DEG sample shows higher saturation and lower magnetic anisotropy with respect to the OA sample (Table 3). The lower anisotropy in the DEG sample compared to the OA sample is confirmed also by the saturation field measurements ($\mu_0 H_C$, Table 3) which can be considered as the minimum field that is necessary to apply to reverse even the moment of the particles with the highest anisotropy energy. $\mu_0 H_C$ was measured at the point at which the difference between the magnetising and demagnetising branches is under 1% of their maximum value. In addition, despite the fact that CoFe$_2$O$_4$ nanoparticles are relatively stable, in order to rule out the effect of oxidation, measurements were performed at different times after the synthesis. High reproducibility was observed with values of $M_s$ and $H_C$ being almost constant within the experimental error.

Fig. 5b shows the ZFC/FC curves of the two samples. ZFC curves exhibit a maximum at a temperature ($T_{\text{max}}$) that, for non-interacting particles, is directly proportional to the average blocking temperature, with a proportionality constant of $\beta = 1.5−2$, depending on the type of particle size distribution.42 Irreversible magnetic behaviour is observed below a given temperature ($T_{\text{int}}$) that corresponds to the blocking of the biggest particles. In order to estimate the value of the blocking temperature ($T_b$, Table 3), a distribution of the blocking temperature was extracted from the difference between $M_{\text{ZFC}}$ and $M_{\text{FC}}$ (see Fig. S5, ESI†). It is worth mentioning that $M_{\text{FC}}$ flattens out below $T_{\text{max}}$, which is a typical feature of strong interparticle interactions, which induce a collective state with high anisotropy. All $T_{\text{int}}$, $T_{\text{max}}$ and $T_b$ are lower for OA with respect to the DEG samples.

In Fig. 5c and d, the Monte Carlo simulated hysteresis loops and the zero field cooled/field cooled magnetisation curves of an assembly of CoFe$_2$O$_4$ nanoparticles coated with DEG (red) and OA (blue) surfactants are presented. We observe that the DFT calculated increase of the magnetic moments of the surface sublattices and the decrease of the surface anisotropy as an effect of the DEG coating result in an increase of the saturation magnetisation and a decrease of the coercivity of the system in comparison with the saturation magnetisation and the coercivity values of the OA coated nanoparticles.

The increase in the saturation magnetisation in the case of the DEG sample results also in the increase in the dipolar strength and consequently the increase of the $T_{\text{max}}$ that corresponds to the maximum value of the ZFC magnetisation. Monte Carlo simulation results are in very good agreement with the experimental findings.

In Fig. 6 we present the hysteresis loops for both samples measured at $T = 300$ K. Both samples show superparamagnetic behaviour. As can be seen from Fig. 6, both samples have finite values of the saturation magnetisation. It is worth noting that the DEG sample shows saturation magnetisation values $M_s = 120$ A m$^2$ kg$^{-1}$ at $T = 5$ K and $M_s = 110$ A m$^2$ kg$^{-1}$ at $T = 300$ K higher than the corresponding bulk values of the Co ferrite (~94 A m$^2$ kg$^{-1}$ at 4.2 K and 81 A m$^2$ kg$^{-1}$ at 298 K).43

---

**Table 3** The saturation magnetisation $M_s$, the coercive field ($\mu_0 H_C$), the anisotropy field ($\mu_0 H_D$) and the susceptibility at 5 T ($dM/d\mu_0 H$) for the two samples are compared.

| Sample | $M_s$ (A m$^2$ kg$^{-1}$) | $\mu_0 H_C$ (T) | $\mu_0 H_D$ (T) | $T_{\text{max}}$ (K) | $T_b$ (K) |
|--------|----------------|----------------|----------------|----------------|--------|
| DEG    | 120(10)        | 0.77(1)        | 3.44(2)        | 191(6)        | 155(5) |
| OA     | 83(9)          | 1.11(1)        | 3.93(2)        | 181(6)        | 140(6) |

Fig. 6 Field dependence of magnetisation recorded at 300 K for the DEG and OA samples.
The efficiency of our 3-spin model was investigated by comparing it with the classical mesoscopic Stoner–Wohlfarth model where each nanoparticle is represented by a single spin with a mesoscopic magnetic moment and an effective anisotropy. The results for the hysteresis loops and the ZFC/FC magnetisation curves for this model are shown in Fig. S6 (in the ESI†). On comparing the results of Fig. S6† with those of Fig. 5, it becomes evident that the 3-spin model describes our systems in a better way, in particular the ZFC/FC magnetisation curves, and it is in good agreement with the experimental findings. This is expected because the existence of the three spins in our model, which are exchange coupled, creates additional disorder and frustration that result in the narrowing of the ZFC curves around the maximum and the flattening of the FC curves. Our results show clearly that we need to include the surface contribution explicitly in our simulations to describe efficiently the magnetic behaviour of these systems, since the surface is directly affected by the surfactant.

To investigate further the effect of the surfactant layer on the strength of the interparticle interactions during the magnetisation reversal, remanence magnetisation studies were carried out at 5 K. Both Isothermal Remanent Magnetisation (IRM) and Direct Current Demagnetisation (DCD) remanent curves were measured (Fig. S7a, S7b, ESI†). Following the same experimental procedure, we also calculated the IRM and DCD magnetisation curves using MC simulations for these nanoparticle systems (Fig. S7c, S7d, ESI†).

In Fig. 7, $\Delta M(H)$ plots are calculated from the experimental and simulation data using the expression $\Delta M(H) = M_{\text{DCD}}(H) - (1-2 \times M_{\text{IRM}}(H))^{1,44,45}$ (see the ESI† for more information). The negative $\Delta M$ indicates the existence of dipolar interparticle interactions and surface effects as was demonstrated in ref. 46.

Both experimental and MC simulations results (Fig. 7) indicate that in the case of DEG coated nanoparticles, a much stronger negative deviation is evident compared to the OA coating suggesting stronger dipolar interactions, which are attributed to the different saturation magnetisation values and interparticle distances in the samples (see the ESI† for more information). It is worth underlining that the presence of dipolar interactions only in the OA sample shows clearly that no-agglomeration among bare particles occurs during the ligand exchange process. In both samples, the coated nanoparticles are dipolarly coupled.

Finally, as demonstrated by our MC simulations (Fig. S8 in the ESI†), where the hysteresis loops for both samples were plotted for various concentrations, the decrease of the magnetic particle concentration results in the decrease of the saturation magnetisation and the increase of the coercive field in both samples. The decrease in the saturation magnetisation is expected since the magnetic volume decreases with the decrease of the nanoparticle concentration. Also the role of the dipolar interaction decreases since the reduction of the concentration results in the increase of the interparticle distance.47 Therefore, as the concentration decreases, the single particle anisotropic character prevails. However, for all concentrations, the saturation magnetisation of the DEG sample is higher than that of the OA sample and the $H_c$ for the OA sample is higher than that of the DEG sample, in agreement with our electronic structure calculations for a single nanoparticle. These results underline the significance of the coatings in the magnetic behaviour of the Co ferrite nanoparticle assemblies.

5. Conclusions

We have studied the effect of an organic ligand on the magnetic behaviour of 5 nm Co ferrite nanoparticles coated with DEG and OA surfactants. The systems were characterised by TGA, DTA and FT-IR measurements. In-field Mössbauer spectra show different cationic distributions for the two systems. The hysteresis loops, the ZFC/FC magnetisation curves and $\Delta M$ plots show that the DEG ligand on the surface of the nanoparticles results in higher saturation magnetisation and lower coercive field than in the case of the OA ligand. This is attributed to the larger atomic magnetic moments and to the lower magnetocrystalline anisotropy of the DEG sample as was demonstrated by DFT calculations. The increase of the $M_s$ in the DEG sample results in the enhancement of the dipolar strength and the increase in ZFC $T_{\text{max}}$. Multiscale modelling for the magnetic behaviour of these systems employing electronic structure calculations for the atomic structure and mesoscopic scale modelling for the internal structure of the nanoparticles and the interparticle interactions of the assembly showed very good agreement with the experimental findings. Finally, from Fig. 6 we see that both samples show superparamagnetic behaviour at room temperature retaining finite saturation magnetization. In particular, in the DEG sample, $M_s \approx 110$ A m$^2$ kg$^{-1}$ is higher than the $M_s$ for the pure Co ferrite bulk sample at temperature 300 K. This fact opens new perspectives for –OH based coating of nanoparticles for application in catalysis, biomedicine and thermoelectricity.
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