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Abstract—The technology for autonomous vehicles is close to replacing human drivers by artificial systems endowed with high-level decision-making capabilities. In this regard, systems must learn about the usual vehicle’s behavior to predict imminent difficulties before they happen. An autonomous agent should be capable of continuously interacting with multi-modal dynamic environments while learning unseen novel concepts. Such environments are not often available to train the agent on, so the agent should have an understanding of its own capacities and limitations. This understanding is usually called self-awareness. This paper proposes a multi-modal self-awareness modeling of signals coming from different sources. This paper shows how different machine learning techniques can be used under a generic framework to learn single modality models by using Dynamic Bayesian Networks. In the presented case, a probabilistic switching model and a bank of generative adversarial networks are employed to model a vehicle’s positional and visual information respectively. Our results include experiments performed on a real vehicle, highlighting the potentiality of the proposed approach at detecting abnormalities in real scenarios.

Index Terms—self-awareness, dynamic Bayesian networks, multi-modality, deep generative models.

ACRONYMS

- DBN dynamical Bayesian network
- GAN generative adversarial network
-KF Kalman filter
-MJPF Markov jump particle filter
-MKF motivated Kalman filter
-PF particle filter
-PL private layer
-SA self-awareness
-SDS switching dynamical system
-SL shared layer
-SOM self-organizing map
-U-KF unmotivated-agent Kalman filter

I. INTRODUCTION

Autonomous vehicles are designed to take human error out of driving actions, which should help make self-driving vehicles safer, thus dramatically reducing the number of road accidents. Nowadays, methods based on machine learning techniques together with signal processing are playing an increasingly substantial role in this domain and contributing to general topics such as monitoring driver distraction [1], Smart Driver Monitoring [2], [3], vehicle infrastructure support and planning/monitoring [4], [5], and detecting abnormalities automatically from multi-sensory data [6–8].

Systems with a single modality generally lack the robustness and reliability required in real-word applications [9]. To tackle this issue, we propose a cross-modality structure using an agent’s internal and external sensory data. Our approach is motivated by the process of problem-solving in humans, where information from various modalities, e.g., vision and language [10], [11], or different domains, e.g., brain and environment [12], is combined to improve the decision-making.

SA refers to the system’s capability to recognize and predict its own states, possible actions, and the result of these actions on the system itself and its surroundings [13]. By using SA models, the agent gains the ability to both predict the future evolution of a situation and detect situations potentially unmanageable. This “sense of the limit” is considered as a level of SA that allows an agent to predict potential changes concerning its previous experiences to involve a human operator for support in due time. In this sense, the capability of detecting novel situations is an essential feature of SA models as it allows autonomous systems to anticipate their situational/contextual states and improve the effectiveness of the decision-making sub-modules [7], [14], [15]. Our model is not a fully autonomous driving system; however, it is an aware system that can provide suggestions, predictions, and detect the possible deviation from previously learned tasks/situations.

The work in [7] introduces an SA model consisting of two layers: SL and PL. The analysis of observed moving agents for learning normal/abnormal dynamics in a given scene represents an emerging research field [16–30]. An agent’s planned activity can be modeled as a sequence of organized state changes (actions) performed to achieve a task under a particular context. This set of actions can be learned from observations that, in turn, can be clustered into sequential discrete patterns. The availability of a plan that associates the current state with an action model facilitates the detection of normal/abnormal situations in future repetitions of the same task. This paper complies with the definition of abnormality offered by [31], which defines it as a behavior (set of observations) that has not been seen before.

An active SA action plan can be seen as a dynamical filter that predicts state behaviors using dynamic and observation
models. SDSs [32] are well-known probabilistic graphical models [33] capable of managing discrete and continuous variables jointly in dynamical filters. Probabilistic models have demonstrated their usefulness at moment of modeling dependencies between different variables [34]. In [35], a probabilistic approach is taken for tracking random irregularities that evolve through time in vehicles/tracks.

This paper proposes a switching DBN that dynamically estimates future and present states at continuous and discrete levels. In [16], SDSs have been used successfully to improve decision making and tracking capabilities. Moreover, the ability of probabilistic models to manage discrete representations enables the incorporation of semantic concepts in autonomous systems [36–38], which is useful for communicating/cooperating with humans. In [39], [40], authors propose probabilistic approaches that encode high-level semantics, e.g., drivers’ intention, to model traffic vehicle data.

The MJPF [41] is one of the most used algorithms that takes advantage of learned hierarchical probabilistic models in the online SDS phase. MJPF uses a combination of KF and PF to predict and update jointly continuous and discrete state space posterior probabilities. This paper employs an MJPF to exploit learned knowledge from the SL that includes the capability to self-detect abnormality situations.

An agent can infer dynamic models through internal variables, which represent private information only accessible by the agent itself. Detecting abnormalities is possible by training a SA model on private (first person) multisensorial data. Such a model can be defined as the PL of SA [7]. Most of the previous works rely on high-level supervision to learn SA models for the PL [7], [15], [31]. However, this work proposes a weakly-supervised method based on a hierarchy of cross-modal GANs [42, 43]. In this work, PL data consists of first-person visual information taken by an operative agent. This visual information, coupled with the corresponding optical-flow data, is used to learn GAN models.

Our major contributions are (i) proposing SDSs for learning several tasks incrementally in a semi-supervised fashion. (ii) Introducing a multi-modal probabilistic model that can increase the capability of self-understanding and situational awareness in autonomous systems. Our model finds deviations (abnormalities) in human driving behaviors that may lead to detecting a new task, undesired situations, and even threats to the drivers’ safety.

The proposed method includes two major phases: (i) an incremental offline learning process and (ii) an online testing procedure for detecting the possible abnormalities. The proposed offline incremental learning process for both SL and PL is described in Sec. II and the online abnormality detection phase is presented in Sec. III. Sec. IV introduces the employed dataset and shows the experimental results of training/testing phases. Sec. V discusses the different components of our proposed method and Sec. VI concludes the article.

II. Multi-modal self-awareness modeling

This work focuses on the incremental learning of dynamic models from data acquired through agent’s experiences, facilitating the building of SA models. This paper considers the actions of a human driver while performing different tasks observed from the vehicle’s “First Person” viewpoint. We propose an incremental adaptive process that allows the agent (vehicle) to learn switching DBN models from video and positional data. These models can predict (i.e., to generate) new observed situations and adaptively estimate the current states by filtering data based on the most fitting model (i.e., to discriminate). In other words, DBN models facilitate the prediction of situations different from the dynamic reference equilibrium (i.e., previously learned models).

Our SA model consists of two levels: PL and SL. For both of them, a unified learning procedure is designed, see Fig. 1. The proposed incremental process (see Tab. I) adds generative and discriminative knowledge to already known experiences. Statistically significant deviations from such known situations are recognized as abnormal situations whose characteristics are captured by the newly learned models.

In our experiments, PL and SL are learned based on visual perception (first-person vision data only available to the
agent) and localization (third-person vision), respectively. A probabilistic framework based on a set of switching dynamical models [41], [44], [45] is used to learn the SL’s models incrementally. On the other hand, a bank of cross-modal GANs is employed for learning PL models. The rest of this section introduces a general procedure to learn dynamic models from a set of observed experiences and also presents a detailed explanation of learning processes for each level of SA.

### A. Learning SL and PL: an off-line process

Fig. 1 shows a flow chart describing our proposed adaptive learning process that enables the incremental learning of additional knowledge necessary to describe new observed situations. By encoding new knowledge into the agent’s conditions of equilibrium through probabilistic switching models, it is possible to increase the SA level of the agent.

The incremental learning of new models starts by observing dynamic data series related to a given experience (Fig. 1b). Such a data is filtered by using an initial reference model (Fig. 1a) and by keeping track of deviations w.r.t it. The initial reference model consists of a simple filter whose dynamic model describes a basic dynamic condition of equilibrium. In the case of SL, where low dimensional data, i.e., 2D-locations and velocities, are considered, the initial filter corresponds to a KF that assumes the agent remains static. This filter makes reasonable predictions when there are no forces affecting the state of the agent, i.e., in case the agent does not interact with its surroundings, suggesting that agent motions can be approximated by small random noise oscillations of the state. In the SL, noises can be produced either by the agent or external entities, producing noisy data series of sparse measurements. Accordingly, we define it as the U-KF. Such a reference filter is illustrated in Fig. 2a.1. U-KF assumes $\dot{x} = \omega$, where $\dot{x}$ is the agent’s velocity and $\omega$ is the perturbation error.

When the U-KF is applied to a motivated experience, it produces a set of errors due to the fact that the agent follows certain motivations modeled as surroundings’ forces acting on it. In the PL, a pre-trained reference GAN is used as an initial general model (see Fig. 2a.2), which encodes an experience where the agent moves linearly on a clear path. Similar to the U-KF model, the reference GAN assumes a dynamic equilibrium exists between the environment and the agent but on a different modality, i.e., first-person video data). In this case, the condition of equilibrium corresponds to the agent’s visual data supporting linear motion towards a point in the environment. Such a point can be seen as a stationary center of force that attracts the agent linearly. In case other forces interact with the agent, the dynamics of visual data would vary from the linear movement, producing a set of prediction mismatches (errors) between the GAN filter estimations and the new observations. By considering the set of errors (here defined as innovations, using terminology from KFs) obtained from U-KF and the reference GAN, cumulative probabilistic tests can be designed for both SL and PL to evaluate whether a data series corresponds to an abnormal experience.

Collected innovations can be used to decide when to store data to learn a new filter. Each new filter represents a new equilibrium condition encoding a set of stationary forces, see Fig. 1c. The abnormality measurement process block ranks innovations and computes abnormality signals, enabling the selection of the most probable model among those learned from previous experiences. The most fittest models represent an SDS in case of SL and a couple of cross-modal GANs for PL. Abnormality signals can drive soft decision processes [46] and are used to learn new models, see Fig. 1d.

The abnormality detection procedure enables defining an incremental process similar to Dirichlet [47] (stick-breaking processes [48], Chinese restaurant [49]). The proposed abnormality measurements determine the choice about whether new observations can be described by already available experiences (learned equilibrium conditions) embedded into DBN (Fig. 1e) or there is a need to learn a new one (Fig. 1d). Data from new experiences can be structured into multiple partitions of the state-innovation, where the correlations between states and innovations facilitate clustering the new data into classes that define a new learned model. Fig. 1d shows the procedure of learning new models from state-innovation pairs. Such a data couple establishes a relationship between the states and error measurements obtained through the initial models. In the case of SL, the new learning model process generates a set of regions that segment the state space motion depending on innovations (See Fig. 2d.1). For the PL’s case, it is considered a clustering of consecutive images and their corresponding optical flows based on a similarity measurement (i.e., local innovation), see Fig. 2d.2. Detected regions can form an explicit (in SDS) or implicit (in GANs) vocabulary of switching variables employed by learned model to describe new experiences. Note that, in the case of PL, there is a need for accessing dynamic visual information to train a new set of GANs. Hence, as shown in Fig. 2d.2, for detected new clusters based on state-innovation pairs, the original data is used directly for training the new GANs. Accordingly, PL’s models are all related to different effects of forces distinct from the one producing a linear motion in a video sequence, e.g., a curving motion will generate a new GAN model.
Fig. 2: Learning Process in SL and PL: for each experience, SL and PL use respectively positional and video data and as inputs. The structure of both layers is based on a generic incremental adaptive training process that allows them to increase their self-awareness capabilities by learning new experiences observed from multi-sensory sources.

B. Mathematical modeling of spatial activities for SL layer

In SL, the main idea consists of learning a switching DBN for tracking and predicting the dynamical system over time, see Fig. 2 (b). Hence, arrows represent conditional probabilities between the involved variables. Vertical arrows facilitate to describe causalities between both continuous and discrete levels of inference and observed measurements.

**Dynamic modeling.** The SL level of SA focuses on the analysis of agents’ positional information for understanding their dynamics in a given scene through a set of SL’s models \( M = \{m\}_{m=1,\ldots,M} \). As it is well known, the dynamics of an agent can be described by hierarchical probabilistic models consisting of continuous and discrete random variables. Accordingly, an agent’s dynamic model can be written as:

\[
X_{k+1} = AX_k + BU_{S^m_k} + w_k, \tag{1}
\]

where \( X_k \) represents the agent’s state composed of its coordinate positions and velocities at a time instant \( k \), such that \( X_k = [x \; \dot{x}]^T \), \( x \in \mathbb{R}^d \) and \( \dot{x} \in \mathbb{R}^d \). \( d \) represents the dimensionality of the environment. \( A = [A_1 \; A_2] \) is a dynamic model matrix: \( A_1 = [I_d \; 0_d] \) and \( A_2 = 0_{2d,d} \). \( I_n \) represents a square identity matrix of size \( n \) and \( 0_{l,g} \) is a \( l \times g \) null matrix. \( w_k \) represents the prediction noise which is here assumed to be zero-mean Gaussian for all variables in \( X_k \) with a covariance matrix \( Q \), such that \( w_k \sim \mathcal{N}(0, Q) \).

In Eq. 1, \( B = [I_d \; 0_{d,d}] \) is a control input model and \( \Delta k \) is the sampling time. \( U_{S^m_k} = [\dot{x}_k \; y_k]^T \) is a control vector that encodes the expected agent’s velocity when its state belongs to a discrete region \( S^m_k \in S^m \). Discrete regions associated with a model \( m \) can be represented as:

\[
S^m = \{S^{m,l}m\}_{l=m,\ldots,L^m}, \tag{2}
\]

where \( l^m \) and \( L^m \) represent the index and the maximum number of super-states respectively. Additionally, a threshold value is defined where linear continuous models of super-states \( S^m \) are valid. Such a threshold is defined as:

\[
\psi_{S^m} = E(d_{S^m}) + 3\sqrt{V(d_{S^m})}, \tag{3}
\]

where \( d_{S^m} \) is a vector containing all distances between neighboring super-states, \( E(\cdot) \) receives a vector of data and calculates its mean and \( V(\cdot) \) its variance. The threshold value in Eq. 3 defines a certainty boundary that determines where the model is valid, determining the extend of the knowledge captured by the model.

Let \( Z_k \) be the observed agent’s position at the instant \( k \) while executing a given experience, see Fig. 2 b.1. It is assumed a linear relationship between measurements and agent’s states, such that:

\[
Z_k = HX_k + \nu_k, \tag{4}
\]

where \( H = [I_d \; 0_{d,d}] \) is an observation matrix that maps states onto observations and \( \nu_k \) represents the measurement noise produced by the sensor device which is here assumed to be zero-mean Gaussian with a covariance matrix \( R \), such that, \( \nu_k \sim \mathcal{N}(0, R) \). By considering the dynamical filter in Eq. 1, it is possible to estimate the agents’ velocity by using the KFs’ innovations produced by a model \( m \), such that:

\[
v_k^m = \frac{Z_k - H\hat{X}_{k+1|k}^m}{\Delta k}, \tag{5}
\]

where \( \hat{X}_{k+1|k} \) is the state space estimation under the model \( m \) at the time \( k+1 \) given observations until time \( k \). \( \Delta k \) is the sampling time. By considering a 2-dimensional space, i.e., \( d = 2 \), the agent’s state can be written as: \( X_k = [x_k \; y_k \; \dot{x}_k \; \dot{y}_k]^T \).
**Initial model.** The initial model $m = 0$ is a situation where the agent keeps the same position over time. A KF based on an “unmotivated model” in Fig. 2.a.1 is used to tracking agents. The model $m = 0$ contains only one super-state $S^0 = \{ S^0_k \}$, leading to $U_{S^0_k} \sim 0$. By relaxing $BU_{S^0_k}$ in Eq. (4), we obtain: $X_{k+1} = AX_k + w_k$, where the agent is assumed to move only under random noisy fluctuations $w_k$. By applying Eq. (5), innovations obtained from the initial model $m = 0$ can be collected and used to create new models incrementally.

**Creating models incrementally.** As shown in Fig. 1-c, during the inference, there are two different possible situations.

i) **Normality:** the observation can be fitted and predicted with the current learned model(s). In this case, there is no need to learn new models and Eq. (1) is used to infer future states.

ii) **Abnormality:** the current observation does not fit in the existing model(s), which means it is out of the boundary defined in Eq. (5), where a random filter $U_{S^m_k} = 0_{2,1}$ is applied. In this case, the abnormal data is used to learning a new model $m + 1$. For SL, this corresponds to learning a MKF in Fig. 2.d.1, where the agent’s dynamics can be described by quasi-constant velocity models, i.e., $U_{S^m_k} \neq 0$ in Eq. (1).

The state information of instances detected as abnormal is collected to learning new models. We employ a SOM [50] that receives stored abnormal states $X_k$ and generates a set of neurons encoding similar information (quasi-constant velocities). Consequently, the set of super-states will be updated, such that:

$$S^{m+1} = \{ S^{m+1, l^{m+1}} \}_{l=1}^{L^{m+1}}, \quad (6)$$

The clustering process prioritizes similar velocities (actions) based on a weighted distance. Consequently, Eq. (7) shows a distance function that uses the weights $\beta$ and $\alpha$ employed to train the SOM, where $\beta + \alpha = 1$ and $\alpha > \beta$ to favor clustering of patterns with small differences in velocity, such that:

$$d(\tilde{X}, \tilde{Y}) = \sqrt{(\tilde{X} - \tilde{Y})^\top D (\tilde{X} - \tilde{Y})}, \quad (7)$$

where $D = [ B | A ]$, $B = [ \beta_2 \ 0_{2,2} ]^\top$, $A = [ \alpha_2 \ \alpha I_2 ]^\top$, $\tilde{X}$ and $\tilde{Y}$ are both 4-dimensional vectors of the form $[ x \ y \ \dot{x} \ \dot{y} ]^\top$.

By analyzing the activated super-states over time while executing a certain activity, it is possible to obtain a set of temporal transition matrices $T^m_t$. Those matrices encode the probabilities of passing or staying between super-states depending on the time $t$ that the agent has spent in a super-state while model $m$ is applied. Transition matrices facilitate the inference of next super-states given the current one, i.e., $p(S^{m+1}_k | S^{m-1}_k, t)$.

Each new model is identified in an unsupervised fashion and added to the model set $M = \{ m \}_{m=1}^{M}$. While the agent performs a task, all transition matrices $T^m_t$ apply in parallel and the model with minimum error $m_{k,(min)}$ is selected as the correct one, such that:

$$m_{k,(min)} = \arg \min_m (v^m_k), \quad (8)$$

In case $v^m_k > \psi S^m$, the selected model $m_{k,(min)}$ is not valid and a new model must be added to the available ones, see Eq. (16). Similarly, a new set of temporal transition matrices $T^m_{t+1}$ are calculated for the new detected model.

**C. Mathematical modeling of PL layer**

**Cross-modal GAN representation.** Unlike the SL, the PL deals with high-dimensional visual information observed by the agent. Namely, a sequence of images (frames) $I$, and their corresponding optical-flow maps (motion) $O$. To model the PL of SA, a set of cross-modal GANs [42] is trained to learn the normality from a set of visual data. Generative models try to maximize likelihood by minimizing the Kullback-Leibler distance between a given data distribution and the generator’s distribution [51]. GANs learn such a minimization during the training phase by an adversarial game between two networks: a generator ($G$) and a discriminator ($D$).

As mentioned before, a SA model has to be generative (predict multi-level, temporal data series based on previously learned knowledge) and discriminative (provide measurements to evaluate or select best-fitting models in new observations). In the case of GANs, Generative networks learn to predict. In particular, our predictions include the generation of the next image (frame) and optical-flow (motion map). This could be seen as a hidden state $X^P_k$ (see Fig. 3). The update task includes having the likelihood and prediction. In GANs, the likelihood is learned and approximated by the Discriminators. The outputs of the Discriminators are the encoded version of optical-flow $D^O$ and image $D^I$. In our approach, Discriminators’ scores are used to approximate the distance between the likelihood and the prediction.

Intuitively, the encoded version of an image can be seen as the state in SL, while the encoded version of optical-flow represents its motion. The error $E$ can be seen as the distances between the encoded versions of prediction and the observation. Following the same intuition applied in SL, we cluster the encoded version of images, motion and errors into a set of super-states. In light of the above, the states here can be defined as a function of image, motion, and error $f([D^I, D^O, E])$ for any model (super-state).

**Dynamic modeling.** GANs are commonly used to generate data (e.g., images) and trained using only unsupervised data. Supervisory information in a GAN is indirectly provided by an adversarial game between two independent networks: a
generator (G) and a discriminator (D). During training, G generates new data and D tries to distinguish whether its input is real (i.e., a training image) or it was generated by G. The competition between G and D helps to boost the ability of both G and D. For learning conditions of equilibrium, two channels are used as observations: appearance (raw-pixels) and motion (optical-flow images) for two different cross-channel tasks. In the first task, optical-flow images are generated from the original frames. In the second task, appearance information is estimated from an optical flow image. Specifically, let $\mathcal{I}_k$ be the $k$-th frame of a training video and $\mathcal{O}_k$ the optical-flow obtained through $\mathcal{I}_k$ and $\mathcal{I}_{k+1}$. $\mathcal{O}_k$ is computed using [52]. For any given model $m' \in M'$, where $M' = \{m'\}_{m'=1,...,M'}$, two networks are trained: $N^{m':\mathcal{I}\rightarrow\mathcal{O}}$, which generates optical-flow from frames (task 1) and $N^{m':\mathcal{O}\rightarrow\mathcal{I}}$, which outputs frames from optical-flow (task 2). In both cases, inspired by [42], [53], our architecture is composed of two fully-convolutional networks: the conditional generator G and discriminator D. G is the U-Net architecture [53], which is an encoder-decoder following with skip connections helping to preserve relevant local information. D is the PatchGAN discriminator [53], which is based on a “small” fully-convolutional discriminator. G and D are trained using both a conditional GAN loss $\mathcal{L}_{cGAN}$ and a reconstruction loss $\mathcal{L}_{L1}$. In case of $N^{m':\mathcal{I}\rightarrow\mathcal{O}}$, the training set is composed of pairs of frame-optical flow images $\mathcal{X} = \{(F_i, O_i)\}_{i=1,...,N}$. $\mathcal{L}_{L1}$ is given by: $\mathcal{L}_{L1}(x, y) = ||y - G(x, z)||_1$, where $x = F_i$ and $y = O_i$, while the conditional adversarial loss $\mathcal{L}_{cGAN}$ is:
\[
\mathcal{L}_{cGAN}(G, D) = E_{(x,y) \in \mathcal{X}}[\log(D(y))] + \\
E_{x \in (F_i)}, x \in \mathcal{Z} [\log(1 - D(x, G(x, z)))]
\]
In case of $N^{m':\mathcal{O}\rightarrow\mathcal{I}}$, we define $\mathcal{X} = \{(O_i, F_i)\}_{i=1,...,N}$. Additional details about the training can be found in [53]. In the GANs’ training phase, networks $N^{m':\mathcal{I}\rightarrow\mathcal{O}}$ and $N^{m':\mathcal{O}\rightarrow\mathcal{I}}$ learn a dynamic model for the continuous space.

The discrete level uses an encoded vector $C^{m'} = [D^{m':\mathcal{I}\rightarrow\mathcal{O}}(I_k, O_k), D^{m':\mathcal{O}\rightarrow\mathcal{I}}(I_k, O_k)]$, where $D^{m':\mathcal{O}\rightarrow\mathcal{I}}$ and $D^{m':\mathcal{I}\rightarrow\mathcal{O}}$ are the discriminator networks of $N^{m':\mathcal{I}\rightarrow\mathcal{O}}$ and $N^{m':\mathcal{O}\rightarrow\mathcal{I}}$, respectively. Encoded vectors represent the expected entity’s motion when its state belongs to a region $C^{m'}_k$, where $m'$ is a given model. Discrete regions of a given model $m'$ are written as:
\[
C^{m'} = \{C^{m'}_m\}_{m'=1,...,M'}
\]
where $C^{m'}_k \in C^{m'}$ and $L^{m'}$ is the total number of super-states in a task $m'$. Additionally, a threshold is employed to define where linear continuous models of super-states $C^{m'}$ are valid. The threshold can be written as:
\[
\psi_{C^{m'}} = E(D_{C^{m'}}) + 3\sqrt{V(D_{C^{m'}})},
\]
where $D_{C^{m'}}$ contains all cross-modal discriminators likelihoods over the super-states, $E(\cdot)$ and $V(\cdot)$ are defined in Eq.[3]. Note that Eq.[3] determines the extend of the knowledge captured by GANS.

**Initial model.** GANs are trained in a weakly-supervised manner, their only supervision consists of a subset of normal data to train the first level of the hierarchy that we name reference GANs, which corresponds to U-KF in case of SL for low-dimensional data. The reference GANs is trained to model an initial equilibrium condition where the agent moves linearly towards a fixed motivation point. The reference GANs provide a baseline for the next levels of the models, in which all of them are trained in a self-supervised way.

Similar to the SL initial model, the PL initial model $m' = 0$ contains a single super-state $C^0 = \{C^0_1\}$, containing the reference GANs. Details of the training are shown in Alg. [1]. The inputs of the procedure are represented by two sets: $\mathcal{Z}$ represents an observation vector including all normal observations from the training data and $\mathcal{Y}_{m'}$, which is a subset of $\mathcal{Z}$. In case of the reference GANs, the initial set $\mathcal{Y}_{0}$ is used to train two cross-modal networks $N^{0:\mathcal{I}\rightarrow\mathcal{O}}$, and $N^{0:\mathcal{O}\rightarrow\mathcal{I}}$. Note that the only supervision consists of training the first model (reference GANs) on the initial set $\mathcal{Y}_0$, the next models are built from the supervision provided by the reference GANs.

Moreover, the mismatches between the reference GANs estimation and new observations lead to errors that, in turn, are used to detect new conditions of equilibrium.

**Creating models incrementally.** As described in Sec.I, our method assumes that the distribution of the normality patterns has a high degree of diversity. To learn such a distribution, we suggest a hierarchical strategy for high-diversity areas by encoding the different distributions into the different levels, in which each subset of train data is used to train a different GAN. A recursive procedure is adopted to construct the proposed hierarchy of GANs. As shown in Alg. [1] the input set $\mathcal{Z}$ includes a set of coupled Frame-Motion maps, where $\mathcal{Z} = \{I_k, O_k\}_{k=1,...,N}$, and $N$ is the number of total train samples. Besides, the input $\mathcal{Y}_{m'}$ is a subset of $\mathcal{Z}$, provided to train GANs for each model.

After training $N^{0:\mathcal{I}\rightarrow\mathcal{O}}$, and $N^{0:\mathcal{O}\rightarrow\mathcal{I}}$, we input $G^{0:\mathcal{I}\rightarrow\mathcal{O}}$ and $G^{0:\mathcal{O}\rightarrow\mathcal{I}}$ using each frame $\mathcal{I}$ of the entire set $\mathcal{Z}$ and its corresponding optical-flow image $\mathcal{O}$, respectively. The generators predict Frame-Motion couples as:
\[
\begin{align*}
X^{0:P} &= \{[P^{0:\mathcal{I}}_k, P^{0:\mathcal{O}}_k]\}_{k=1,...,N} \\
P^{0:\mathcal{I}}_k &= G^{0:\mathcal{O}\rightarrow\mathcal{I}}(O_k), \quad P^{0:\mathcal{O}}_k = G^{0:\mathcal{I}\rightarrow\mathcal{O}}(I_k),
\end{align*}
\]
where $P^{0:\mathcal{I}}_k$ and $P^{0:\mathcal{O}}_k$ are the $k$-th predicted image and optical-flow, respectively. The encoded versions of observations $\mathcal{Z}$ are computed by the discriminator networks $D^{0}$:
\[
\begin{align*}
D^{0:\mathcal{I}} &= \{D^{0:\mathcal{I}\rightarrow\mathcal{O}}(I_k, O_k)\}_{k=1,...,N} \\
D^{0:\mathcal{O}} &= \{D^{0:\mathcal{O}\rightarrow\mathcal{I}}(O_k, I_k)\}_{k=1,...,N},
\end{align*}
\]
where $D^{0:\mathcal{I}}$ and $D^{0:\mathcal{O}}$ are the encoded version (from initial model $m' = 0$) of the observed image and optical-flow, respectively. Encoded distance maps $\mathcal{E}^0$ between observations $\mathcal{Z}$ and predictions $P$ for both channels are computed as:
\[
\begin{align*}
\mathcal{E}^0 &= \{[E^{0:\mathcal{I}}_k, E^{0:\mathcal{O}}_k]\}_{k=1,...,N}, \\
E^{0:\mathcal{I}}_k &= D^{0:\mathcal{O}\rightarrow\mathcal{I}}(I_k, O_k) - D^{0:\mathcal{I}\rightarrow\mathcal{O}}(P^{0:\mathcal{I}}_k, O_k), \\
E^{0:\mathcal{O}}_k &= D^{0:\mathcal{I}\rightarrow\mathcal{O}}(O_k, I_k) - D^{0:\mathcal{I}\rightarrow\mathcal{O}}(P^{0:\mathcal{O}}_k, I_k).
\end{align*}
\]
The distance maps $\mathcal{E}^0$ represent a set of errors in the coupled image-motion states representation. The joint states
where \( L^{m'+1} \) is the number of detected clusters (super-states) for the new model(s).

It is expected that the clusters containing the training data present a low distance score due to low innovations between predictions and observations. This is the criteria to detect the new distributions for learning new GANs, in which the clusters with high average scores are considered as new distributions. The new detected distributions forming the new subsets \( \mathcal{V}_l \) to train new networks \( \mathcal{N}^{C^{m'}\mathcal{I} \rightarrow \mathcal{O}} \) and \( \mathcal{N}^{C^{m'}\mathcal{O} \rightarrow \mathcal{I}} \) for the new GAN models. New identified models add to the model set \( \mathcal{M}' = \{m'\}_{m'=1,...,M'} \). During a task performing by the agent, all the transition matrices \( T_i^{m'} \) apply in parallel. The selected model (best-fitted model) will be selected based on the minimum error \( m'_{k,(min)} \), such that:

\[
m'_{k,(min)} = \arg\min_{m'} (E_k^{m'}),
\]

In case \( E_k^{m'_{k,(min)}} > \psi_{C^{m'}} \), the selected model \( m'_{k,(min)} \) is not valid and a new model must be added to the available ones, see Eq. (16). Similarly, a new set of temporal transition matrices \( T_i^{m'+1} \) are calculated for the new detected model.

This procedure continues until no new distribution is detected. GANs and detected super-states in each level are stacked incrementally for constructing the entire GAN model set \( \mathcal{H}_{C^{m'}} \). The incremental nature of the proposed method makes it capable of learning complex distributions of data in a self-supervised manner.

### III. ABNORMALITY DETECTION: AN ONLINE APPLICATION

#### A. Shared layer: on-line testing MJPF

As mentioned before, the SL model can be learned using a SDS, see Fig. 3 (b). Such a model includes a discrete set of state regions subspaces corresponding to the switching variables. The quasi-constant velocity model described before in Eq. (1), is employed in each region to describe the relation between consecutive states in time. A further learning step facilitates to obtain the temporal transition matrices between super-states. An MJPF is used to infer posterior probabilities on discrete and continuous states iteratively, see Fig. 4. Our MJPF uses a PF at the discrete level, embedding in each particle KF. In other words, each particle in the PF uses a KF, which depends on the super-state \( S^{m'}_k \); see Eq. (1). Such a filter predicts the continuous state associated with a super-state \( S^{m'}_k \), where \( p(X_k|X_{k-1}, S^{m'}_{k-1}) \); and the posterior probability \( p(X_k, S^{m'}_k|Z_k) \) is estimated using the current observation \( Z_k \).

#### Algorithm 1 Incremental training: Hierarchy of GANs

**Input:**
1. \( \psi_{C^{m'}} \): Threshold parameter for train a new GAN
2. \( C^{m'} = \{C^0\} \)
3. \( Z \): Entire training sequences \( Z = \{ (I_k, O_k) \}_{k=1,...,N} \)
4. \( \mathcal{V}_0 \): Subset of \( Z \)
5. \( m' = 0 \): Counter of models

**Output:**
6. \( \{\mathcal{H}_{C^{m'}}\} \) Hierarchy of GANs
7. procedure TRAINING OF CROSS-MODAL GANS
8. train:
9. Train networks \( \mathcal{N}^{m'\mathcal{I} \rightarrow \mathcal{O}} \), \( \mathcal{N}^{m'\mathcal{O} \rightarrow \mathcal{I}} \), with \( \mathcal{V}_{m'} \)
10. \( \{\mathcal{H}_{C^{m'}}\} \leftarrow \text{Trained networks} \mathcal{N}^{m'\mathcal{I} \rightarrow \mathcal{O}}, \mathcal{N}^{m'\mathcal{O} \rightarrow \mathcal{I}} \)
11. \( \mathcal{X}^{m':P} \leftarrow G^{m'}(Z) \): predictions
12. \( D^{m'} \leftarrow D^{m'}(Z) \): encoded observation
13. \( E^{m'} \leftarrow ||D^{m'}(Z) - D^{m'}(\mathcal{X}^{m':P})|| : \) error
14. \( \mathcal{X} \leftarrow [D_{m'}, E_{m'}] \): states
15. Clustering states: \( \text{SOM}(\mathcal{X}) \): super-states \( C^{m'} \)
16. for each identified cluster do
17. \( \mu \leftarrow \text{Average score maps in this cluster} \)
18. if \( \mu \geq \psi_{C^{m'}} \) then
19. \( m' = m' + 1 \)
20. \( \mathcal{V}_{m'} \leftarrow \text{Samples from cluster } C^{m'} \text{ in } Z \)
21. go to train
22. return \( \{\mathcal{H}_{C^{m'}}\} \)

Abnormalities can be seen as deviations between MJPF’s predictions and the actual observed trajectories. As a probabilistic filtering approach is considered, two main moments can be distinguished: i) Prediction: estimation of future states at a given time \( k \). ii) Update: computation of the state’s posterior probability based on the comparison between predicted states and new measurements. Accordingly, abnormality behaviors can be measured in the update phase, i.e., when predicted probabilities are far from observations. As it is well known, innovations in KFs are defined as:

\[
e_k^m = Z_k - H \hat{X}^m_{k|k-1},
\]

where \( e_k^m \) is the innovation generated in the zone \( m \) where the agent is located at a time \( k \). \( Z_k \) represents observed spatial data and \( \hat{X}^m_{k|k-1} \) is the KF estimation of the agent’s location at the future time instant \( k \) calculated at the time \( k-1 \) by using Eq. (1). Additionally, \( H \) is the observation model that maps measurements into states, such that \( Z_k = H X_k + v \) where \( v \sim N(0, R) \) and \( R \) is the covariance observation noise.

Abnormalities are moments when a tracking system fails to predict subsequent observations. Consequently, we propose a weighted norm of innovations for detecting them, such that:

\[
\gamma_k^m = d(Z_k, H \hat{X}^m_{k|k-1}).
\]

In the MJPF, the expression shown in Eq. (19) is computed for each particle and the median of such values is used as a global anomaly measurement of the filter. Further details about the implemented method can be found in [44].
B. Private Layer: On-line testing GANs

Once the GANs hierarchy \( \mathcal{H}_\text{Cont} \) is trained, it can be used for online prediction and anomaly detection purposes. This section describes the testing phase for state/label estimation and the proposed method for the detection of abnormalities.

Label estimation: At testing time, we aim at estimating the state and detect possible abnormalities from the training set. More specifically, let \( D^{0:O\rightarrow I} \) and \( D^{0:O\rightarrow I} \) be the patch-based discriminators trained using the two channel-transformation tasks. Given a test frame \( I_k \) and its corresponding optical-flow image \( O_k \), we first produce the reconstructed \( P^0:O \) and \( P^0:O \) using the first level generators \( G^{0:O\rightarrow I} \) and \( G^{0:O\rightarrow I} \), respectively. Then, the pairs of patch-based discriminators \( D^{0:O\rightarrow I} \) and \( D^{0:O\rightarrow I} \) are applied for the first and the second task, respectively. This operation results in two score maps for the observation: \( D^{0:O\rightarrow I}(O_k,I_k) \) and \( D^{0:O\rightarrow I}(O_k,I_k) \). In order to estimate the state, we used Eq. (15) to generate the joint representation \( X_k = [X^O_k, X^O_k] \), where:

\[
X^I_k = D^{0:O\rightarrow I}(O_k, I_k) - D^{0:O\rightarrow I}(P^I_k, O_k),
X^O_k = D^{0:O\rightarrow O}(O_k, I_k) - D^{0:O\rightarrow O}(P^O_k, I_k).
\]

For estimating the current super-state, we use \( X_k \) to find the closest SOM’s detected prototypes. This procedure is repeated for all the models in the hierarchy \( \mathcal{H}_\text{Cont} \). This model can be seen as a switching model (see Fig. 5), where a hierarchy of GANs estimates the continuous space of the states whereas a hidden Markov model predicts the discrete space of the states.

Anomaly detection: Note that, a possible abnormality in the observation (e.g., an unusual object or an uncommon movement) corresponds to an outlier with respect to the data distribution learned by \( \mathcal{N}^{m:O\rightarrow I} \) and \( \mathcal{N}^{m:O\rightarrow I} \) during training. The presence of the anomaly, results in a low value of prediction score maps: \( D^{m:O\rightarrow I}(P^I_k, O_k) \) and \( D^{m:O\rightarrow I}(P^O_k, I_k) \), but a high value of observation score maps: \( D^{m:O\rightarrow I}(I_k, O_k) \) and \( D^{m:O\rightarrow I}(O_k, I_k) \). Hence, to decide whether an observation is normal or abnormal, we calculate the average value of the innovations maps introduced in Eq. (20) from both modalities. Therefore, the final abnormality measurement is defined as:

\[
\theta_k = \frac{X^I_k}{X^O_k} + \frac{X^O_k}{X^I_k}
\]

The final representation of PL for an observation \( Z_k = (I_k, O_k) \) consists of the computed \( \theta_k \) and estimated super-state \( C^{m'}_k \). We define an error threshold \( \theta_{th} = \psi_{\text{Cont}} \) to detect the abnormal events: when all the levels in the hierarchy of GANs classify a sample as abnormal (e.g., dummy super-state) and the measurement \( \theta_k \) is higher than \( \theta_{th} \), the current measurement is considered as an abnormality. Note that the process is aligned to the one in the SL layer, with the advantage that GANs deal with high multi-dimensional inputs and non-linear dynamic models at the continuous level. This complexity is required to analyze video data involved in PL.

IV. EXPERIMENTAL RESULTS

In this section, first, we introduce our collected dataset, then present the off-line training process for each layer of the self-awareness model, and finally, we demonstrate the results of online abnormality detection for the proposed test scenarios.

A. Experimental Dataset

In our experiments, an iCab vehicle driven by a human operator is used to collect the dataset. We obtain the vehicle’s positions mapped into Cartesian coordinates from the odometry manager, as well as captured video footage from a first-person vision acquired by a built-in camera of the vehicle. For the SL, measurements of the iCab’s positions and its flow components are considered. Furthermore, for the cross-modal GANs in the PL, we input the captured video frames and their corresponding optical-flow maps.

Accordingly, this work considers three situations (experiments): Scenario I) or normal perimeter monitoring, where the vehicle follows a rectangular trajectory around a building (see Fig. 14-a). Scenario II) or U-turn, where the vehicle performs a perimeter monitoring and faces a pedestrian, so it makes a U-turn to continue the task in the opposite direction (see Fig. 14-b). Scenario III) or emergency stop, where the vehicle encounters pedestrians crossing its path and stops until the pedestrian leaves its field of view (see Fig. 14-c).

Situations II and III contain deviations from the perimeter monitoring task. When an observation falls outside the super-state, as the learned models are not valid, a dummy neuron is used to represent the new experience, and random filter where \( U = 0_{2,1} \) in Eq. (1) is employed for prediction purposes.

B. Training SL and PL

The two layers of the proposed self-awareness model, including the SL (modeled by a MJPF) and the PL (modeled as a hierarchy of GANs), are able to learn the normality. In our experiments, normal behaviors are performed as Scenario I (Fig. 14-a). Such a scenario is used as a training set to learn both models (SL and PL). For each layer, we use different observations. Accordingly, SL uses positional information while PL utilizes first-person visual data. In the rest of this section, we show the training process and output of each layer.
Innovation

Fig. 6: Learned filter’s estimations

Fig. 8: Learned filter’s innovations

Fig. 9: SL state estimation: (a) and (b) correspond to the estimations made by the U-KF and the learned filter respectively. Abnormality signals in SL: (c) and (d) show the innovations generated by the U-KF and the learned filter respectively.

Fig. 10: PL state estimation: (a) and (b) are the estimated video frame and optical-flow motion map from the reference GAN while the vehicle moves toward a linear path. (c) and (d) are the estimations from the reference GAN while the vehicle curving. (e) and (f) are the same samples predicted by the hierarchy of GANs after training. Each triplet image contains the ground truth observation (left), the predicted frame (center), and the difference between prediction optical-flow map and the ground truth where black pixels indicate a high accuracy at the prediction stage.

Initial model in SL. As we discussed in Sec. II-C, the reference filter for the shared layer is a U-KF; see Fig. 2-(a.1), which assumes the simple condition of equilibrium in which the agent is not moving. A sequence of state estimation samples of U-KF is shown in Fig. 5. In this figure, U-KF always predicts the agent will stay in a still position, including a negligible perturbation error; see small velocity vectors in red. However, this assumption is not true in the observed data; see large velocity vectors in blue in Fig. 5 and leads to large innovation values such as shown in Fig. 7.

Training incremental models in SL. By applying the reference filter U-KF over the training data, a set of innovation values can be obtained. This set of innovations is plotted in Fig. 7 and is used in the next training iteration to learn new filters incrementally as described in Sec. II-B (see Fig. 2-(d.1)). The new set of MKFs encode models that describe new conditions of equilibrium and whose estimations are more accurate estimations than the ones produced by the U-KF when dealing again with similar abnormal situations, compare blue and red arrows in 6. It can be seen that predictions are close to the observations, producing low errors, i.e., low innovation values, as shown in Fig. 8.

Initial model in PL. As mentioned in Sec. II-C, constructing the GAN hierarchical model is done based on the distance of discriminators scores between the predictions and the real observations. The first level of GANs (reference GANs) is trained on a selected subset of normal samples from perimeter monitoring sequence. This subset represents the captured sequences while the vehicle moves on a linear path in a normal situation, i.e., when the road is empty and the vehicle moves linearly. The hypothesis is that this subset only represents one of the motion distributions and appearance in a highly diverse data condition. As a result, when the pair of reference GANs detects an abnormality in the corresponding set on which is trained, the corresponding observations can be considered as outliers. This hypothesis is confirmed by testing the reference GANs over the entire sequences of perimeter monitoring, and observing the discriminators’ scores distances between the prediction and the observation. Fig. 11 shows the results of training reference GANs. Our hypothesis concerning the complexity of distributions is confirmed in Fig. 11(a), where the test is performed using only the reference GANs.

Training incremental models in PL. As shown in Fig. 11, reference GANs can predict/detect the linear path (white background area) perfectly. On the other hand, when the vehicle curves (green bars), the system fails and recognizes curving as an abnormal event. This means, the reference GAN discriminators’ scores distances between the prediction and the observation (abnormality signal) are higher over the curving areas, which was expected. However, after collecting this set of abnormal data and training the second level of GANs, the newly learned models facilitate recognizing the entire training sequence as normal.

The estimation of optical-flow and frame for each level (iteration) of the training process is shown in Fig. 10. For each case, an image triplet is shown, where the left image
is the ground truth observed frame, the central image shows the predicted frame, and the right image is the difference between the observed optical-flow motion map and the predicted optical-flow. The lower the distance between predicted motion and observation, the blacker (values are near to "0") the right image. In this figure, (a), (b), (c), and (d) show the output estimation for the initial GANs. As can be seen, straight motions displayed in (a) and (b) are correctly estimated; see the low error, i.e., black pixels, in the right frames of their triplets. Nonetheless, the initial model is unable to predict curve motions shown in (c) and (d), see the high error, i.e., colorful pixels, in the right frames of their triplets. Fig. 10 (e) and (f) show the estimation from the hierarchy of GANs after a full training phase in case of curving. It can be observed this time how the GANs estimate the curving motion with high accuracy, see the number of black pixels in the triplet’s right frames.

As the reference GANs are trained on the reference situation which is the linear movements (see Fig. 2(a,2)), therefore it is expected to having a good estimation while the vehicle moving linearly (Fig. 10 a-b). However, this filter fails to estimate curves (Fig. 10 c and d). The incremental nature of the proposed method is demonstrated in Fig. 2(d.2), where low estimation errors are obtained by using the second level GANs for predicting curve motions, see Fig. 10 e-f.

Fig. 11: Training hierarchy of GANs: (a) ground truth labels, the green background means the vehicle moves on a linear path, while the blue bars indicate curving. (b) and (c) show the signal of the averaged score distance values between prediction and observation (innovation) for the first level of GANs and the hierarchy of GANs, respectively. Horizontal and vertical axes encode time and innovation values correspondingly.

C. Representation of normality in SL and PL

After training SL and PL over the training sequence, to evaluate the final learned models, we select a period of the normal perimeter monitoring task (see Fig. 14 a) as a test scenario. As reviewed in Sec. II both SL and PL, represent their situation awareness by a set of super-states following and abnormality signals. This set of results for PL and SL is shown in Fig. 13 which simply visualizes the learned normality representations. The ground truth label is shown in Fig. 13 a, and the color-coded detected super-states from PL \{C^m\} and SL \{S^m\} are illustrated in Fig. 13 b and Fig. 13 c, respectively. It clearly shows that the pattern of super-states is repetitive and highly-correlated with the ground truth. It also shows a strong correlation between the sequence of PL and SL super-states.

The study of the cross-correlation between the SL and PL is beyond the scope of this paper. Nonetheless, it is also interesting to demonstrate such a relation. For showing the correlation of both learned models (SL and PL), we divided the environment into eight meaningful zones, including curves and linear paths. This semantic partitioning of state-space is shown in Fig. 12. For the training scenario (normal situation), the color-coded super-states of SL and PL are visualized over the environment plane. As shown in Table III for the SL we detect 115 super-states, each of them corresponding to an individual filter. For PL, we have detected seven different super-states, corresponding to trained cross-modal GANs.

Note that in Fig. 13 (d) and (e), abnormality signals are stable for both PL and SL due to the presence of normal data. In the case of abnormalities, peaks (high local values) are expected over the signals. To study such abnormal situations, we apply the trained models over unseen test sequences. Two different scenarios are selected where the agent performs new maneuver actions in order to solve the abnormal situation.
TABLE II: List of corresponding detected super-states from PL and SL for the normal scenario: for each zone, the number of color-coded super-states sequences from PL ($\{C_k^m\}$) and SL ($\{S_k^m\}$) are shown.

| Zone # | zone 1 | zone 2 | zone 3 | zone 4 | zone 5 | zone 6 | zone 7 | zone 8 |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| SL ($\{S_k^m\}$) | 3-11, 17-23, 31-35, 45-47 | 12, 13, 24, 26 | 25, 38, 39, 49-52 | 103, 104 | 111-115 | 93, 105-107 | 28, 40-43, 53-56, 66-68, 79-81, 92 | 1, 2, 14-16, 27 |
| PL ($\{C_k^m\}$) | 1-3 | 4-7 | 1-3 | 4-7 | 1-3 | 4-7 | 1-3 | 4-7 |

D. Abnormality detection in dynamic data series

In this phase, we perform an online testing setup to evaluate the performance of our models. This procedure for the SL is shown in Fig. 2(b.1), (c.1) and (d.1). For the PL, it is shown in Fig. 2(b.1), (c.1) and (d.1).

Avoiding a pedestrian by a U-turn action: In this scenario, which is illustrated in Fig. 14(b), the vehicle performs a U-turn avoidance maneuver when encounters a static pedestrian and then continues the standard monitoring in the opposite sense. The goal is to detect the abnormality, consisting of the pedestrian presence, which leads to unexpected agent’s actions when compared to the learned normality during the perimeter monitoring. Fig. 15 shows the result of anomaly detection from PL and SL. The results are related to the highlighted time slice of the testing scenario II (Fig. 14(b)).

In Fig. 15a, the green background represents a vehicle’s linear path, the blue bars indicate curving, and red bars show the presence of an abnormal situation (which corresponds to the static pedestrian). The abnormality area starts at first sight of the pedestrian, and it continues until the avoiding maneuver finishes (end of U-turn). Similarly, the sequences of states $\{C_k^m\}$ and $\{S_k^m\}$ in Fig. 15(b,c), follow the same pattern. While the situation is normal, the super-states repeat the expected normal pattern, but as soon as the abnormality begins, the super-state patterns change in both PL and SL (e.g., dummy super-states). Furthermore, in the abnormal super-states, the abnormality signals present higher values. The abnormality signal (innovations) generated by SL is shown in Fig. 15e. The abnormality produced by the vehicle is higher while it moves through the path, which is indicated by red arrows in Fig. 14b. This is caused by the observations that are outside the domain where super-states are trained. Namely, during the training phase, such a state-space configuration is never observed. Additionally, KF’s innovations become higher in the same time interval due to the opposite velocity compared with the normal behavior of the model.

The abnormality signal generated by PL, Fig. 15d, is computed by averaging over the distance maps between prediction and observation score maps: when an abnormality arises, the proposed measure does not undergo large changes since a local abnormality (see Fig. 17c) can not change the average value significantly. However, as soon as it is observed a full sight of the pedestrian, and the vehicle starts performing the avoidance maneuver, the abnormality signal becomes higher since both observed appearance and action represent unknown situations. This situation is shown in Fig. 17(d,e). As soon as the agent back to the known situation (e.g., curving), the abnormality signal becomes lower.

Emergency stop maneuver: This scenario is shown in Fig. 14c, where the agent performs an emergency stop for a pedestrian to cross. Accordingly, Fig. 16 displays the results of abnormality detection for the highlighted time slice shown in Fig. 14c. In Fig. 16a, the red bars indicate the abnormality areas, i.e., where the vehicle stops and waits until the pedestrian crosses. Such anomaly areas are represented as dummy super states from PL (light-blue color in Fig. 16b) with high scores in the abnormality signal (see Fig. 16d). The generated abnormality signal from PL increases smoothly as the agent gets a better visual of the pedestrian and reaches the peak when the agent (vehicle) stops and has a full visual of the walker. Once the pedestrian passes and the agent starts to continue its linear path, the signal drops sharply. Similarly, the abnormality signal from the SL representation model, see Fig. 16e, shows two peaks corresponding to high innovation values. Those peaks represent the abnormality patterns associated with the emergency stop maneuver. In contrast with the PL signal, the SL signal reaches a sharp peak and then smoothly goes back to the normal level. Such a pattern indicates that the vehicle stops immediately and waits for a while, then it increases the velocity to start moving again under the normal conditions. As a consequence, different motion patterns with respect to those predicted are detected using the innovation values. The color-coded super-states also confirm this; see Fig. 16c, where the green and dark-blue states are continued longer than what expected with respect to the normal pattern that learned from the previous observations.

V. DISCUSSION

The cross-modal representation: One of the novelties in our paper is using GANs for a multi-channel data representation. Specifically, we use appearance and motion (optical-flow) information: a two-channel approach that has been proved to be empirically significant in previous works. Moreover, we propose to use a cross-channel strategy, where we train two networks that transform raw-pixel images into optical-flow representations and vice-versa. The reasoning behind this relies on the architecture of our conditional generators $G$, which are based on an encoder-decoder (see Sec. II-C). Such a channel-transformation task prevents $G$ from learning a trivial identity function by forcing $G$ and $D$ to construct sufficiently informative internal representations.

Private layer and shared layer cross-correlation: The PL and SL levels are providing complementary information regarding the situation awareness. As an instance, it has been observed that PL’s super-states are invariant to the agent’s location, while SL’s super-states representation is sensitive to such spatial information. In other words, PL representation can be seen as the semantic feature of the agent’s situation awareness (e.g., moving linearly, curving) regardless of its current location. Hence, the pattern of super-states sequences
Fig. 14: Sub-sequence examples from testing scenarios reported in the experimental results.

Fig. 15: Abnormality in the U-turn avoiding scenario: (a) ground truth labels. (b) and (c) color-coded transition of states \( \{ C_m^k \} \) and \( \{ S_m^k \} \), respectively. (d) and (e) generated abnormality signal (innovation) from PL and SL, respectively. The horizontal axis represents the sample number, and the vertical axis shows the innovation values (abnormality signal).

Fig. 16: Abnormality in the emergency stop scenario: (a) ground truth labels. (b) and (c) color-coded transition of states from PL and SL, respectively. (d) and (e) generated abnormality signal (innovation) \( \{ C_m^k \} \) and \( \{ S_m^k \} \), respectively. The horizontal axis represents the sample number, and the vertical axis shows the innovation values (abnormality signal).

Fig. 17: Visualization of abnormality: the first column shows the localization over the original frame, the second column is the predicted frame, and the last column shows the pixel-by-pixel distance over the optical-flow maps. (a) moving linear, (b) curving, (c) first observation of the pedestrian, (d) and (e) performing the avoiding action.

is repetitive; see how PL’s super-states are repeated in Table II e.g., Zone 1, 3, 5 are 4 correspond to the same super-states. In contrast, the SL representation includes spatial information, which generates more specific super-states for describing each

zone, see Table II. In light of the above, these two representations carry complementary information and define a cross-correlation between PL and SL situations. A coupled Bayesian network could represent such cross-correlation, enabling a potential improvement on the detection of abnormality and consequently boost the entire self-awareness model.
Performance of the method: Time and accuracy performances of the proposed method are shown in Table III.

| N. particles | time (ms) [SL + PL] | AUC$_1$ (%) | AUC$_2$ (%) |
|--------------|---------------------|-------------|-------------|
| 5            | 7.6 + 190           | 91.0        | 85.1        |
| 25           | 33.4 + 190          | 94.1        | 93.0        |
| 50           | 65.4 + 190          | 96.2        | 96.1        |

TABLE III: Computational time and accuracy of the proposed method. AUC$_1$ and AUC$_2$ are the area under the curve of the ROC in the U-turn and emergency stop respectively.

The computational time in Table III refers to the time required to analyze, predict, and detect abnormalities in an instance of position and visual data. Increasing the number of particles in the SL improves the accuracy of the method while requiring more time. Since sampling times of positional video data are 110 ms and 50 ms respectively, SL’s computational time with 50 particles (∼65 ms) can handle real-time processing of positions. Nonetheless, PL’s computational time (∼190 ms) cannot handle real-time video processing in multiple GANs; however, this can be improved significantly using only a single model which either is capable to expand itself gradually [55], or learn the new concepts through a curriculum learning regime [56]. All the experimental results reported in this work are obtained through a MJPF that uses 50 particles.

VI. CONCLUSION AND FUTURE WORK

This work has presented a multi-modal approach to detect abnormalities in a moving vehicle. The proposed models consider two levels (SL and PL) that handle different types of information. SL uses a state-space representation from an external observer, whereas PL employs a state-space representation from the analyzed agent. SL self-awareness employs a set of MKFs coupled with a PF to perform predictions. Innovations from filters are employed to build more complete models. On the other hand, PL self-awareness is modeled as a hierarchy of cross-modal GANs that learn complex data distributions in a weakly-supervised manner. Scores of the Discriminator network are used to approximate the complexity of data. Namely, a set of distance maps between prediction and observation scores is used as a criterion for creating new hierarchical levels in the proposed GAN structure. Our approach facilitates incrementally learning complex data distributions. Experimental results on a ground vehicle show the capability of our methodology to recognize anomalies using multiple viewpoints, namely PL and SL. This work opens some future research paths, such as (i) combining outputs from different sensorial sources that can lead to a more robust and unified SA decision-making, (ii) Optimizing of algorithms such that they can run on-device in a real-time fashion by using robotics middleware, (iii) considering more complex scenarios that include the interaction with other artificial agents, e.g., another ground vehicle or a drone, to accomplish cooperative tasks.

REFERENCES

[1] C. Miyajima and K. Takeda, “Driver-behavior modeling using on-road driving data: A new application for behavior signal processing,” IEEE Signal Processing Magazine, 2016.
[2] A. S. Aghaei, B. Domnitz, C. C. Liu, D. He, G. Liu, K. N. Plataniotis, H. W. Chen, and Z. Sojoudi, “Smart driver monitoring: When signal processing meets human factors: In the driver’s seat,” IEEE Signal Processing Magazine, 2016.
[3] B. Chen and H. H. Cheng, “A review of the applications of agent technology in traffic and transportation systems,” IEEE Transactions on Intelligent Transportation Systems, vol. 11, 2010.
[4] R. Hult, G. R. Campos, E. Steinmetz, L. Hammarstrand, P. Falcone, and H. Wymeersch, “Coordination of cooperative autonomous vehicles: Toward safer and more efficient road transportation,” IEEE Signal Processing Magazine, 2016.
[5] L. Zhu, F. R. Yu, Y. Wang, B. Ning, and T. Tang, “Big data analytics in intelligent transportation systems: A survey,” Transactions on Intelligent Transportation Systems (TITS), vol. 20, 2019.
[6] D. Campo, M. Baydoun, P. Marin, D. Martin, L. Marcenaro, A. de la Escalera, and C. Regazzoni, “Learning probabilistic awareness models for detecting abnormalities in vehicle motions,” IEEE Transactions on Intelligent Transportation Systems (TITS), 2019.
[7] M. Baydoun, M. Ravanbakhsh, D. Campo, P. Marin, D. Martin, L. Marcenaro, A. Cavallaro, and C. S. Regazzoni, “A multi-perspective approach to anomaly detection for self-aware embodied agents,” in IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2018.
[8] M. Ravanbakhsh, E. Sangineto, M. Nabi, and N. Sebe, “Training adversarial discriminators for cross-channel abnormal event detection in crowds,” 2019.
[9] M. Veres and M. Moussa, “Deep learning for intelligent transportation systems: A survey of emerging trends,” IEEE Transactions on Intelligent Transportation Systems (TITS), 2019.
[10] A. E. Martin, “Language processing as cue integration: Grounding the psychology of language in perception and neurophysiology,” Frontiers in psychology, vol. 7, 2016.
[11] P. Daras, S. Manolopoulou, and A. Axenopoulou, “Search and retrieval of rich media objects supporting multiple multimodal queries,” IEEE Transactions on Multimedia, vol. 14, no. 3, pp. 734–746, 2012.
[12] X. Hu, K. Li, J. Han, X. Hua, L. Guo, and T. Liu, “Bridging the semantic gap via functional brain imaging,” IEEE Transactions on Multimedia, vol. 14, no. 2, pp. 314–325, 2012.
[13] J. Schlatow, M. Moostl, R. Ernst, M. Nolte, I. Jatzkowski, M. Maurer, C. Herber, and A. Herkersdorf, “Self-awareness in autonomous automotive systems,” in Design, Automation & Test in Europe Conference & Exhibition (DATE), 2017.
[14] D. Campo, A. Betancourt, L. Marcenaro, and C. Regazzoni, “Static force field representation of environments based on agents’ nonlinear force field representation of environments,” EURASIP Journal on Advances in Signal Processing, 2017.
[15] J. S. Olier, P. Marin-Plaza, D. Martin, L. Marcenaro, E. Barakova, M. Rauterberg, and C. Regazzoni, “Dynamic representations for autonomous driving,” in IEEE International Conference on Advanced Video and Signal Based Surveillance (AVSS), 2017.
[16] V. Bastani, L. Marcenaro, and C. Regazzoni, “Online nonparametric bayesian activity mining and analysis from surveillance video,” IEEE Transactions on Image Processing (TIP), 2016.
[17] B. T. Morris and M. M. Trivedi, “A survey of vision-based trajectory learning and analysis for surveillance,” IEEE Transactions on Circuits and Systems for Video Technology (TCSVT), 2008.
[18] G. Pons-Moll, A. Baak, T. Helten, M. Müller, H. P. Seidel, and B. Rosenhahn, “Multimodal fusion for 3d full-body human motion capture,” in Conference on Computer Vision and Pattern Recognition (CVPR), 2010.
[19] M. Ravanbakhsh, M. Nabi, H. Mousavi, E. Sangineto, and N. Sebe, “Plug-and-play cnn for crowd motion analysis: An application in abnormal event detection,” Winter Conference on Applications of Computer Vision (WACV), 2018.
[20] M. Nabi, A. Bue, and V. Murino, “Temporal posets for collective activity detection and recognition,” in International Conference on Computer Vision (ICCV) Workshops, 2013.
[21] W. Lin, Y. Zhou et al., “A tube-and-droplet-based approach for representing and analyzing motion trajectories,” IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), 2017.
[22] M. Nabi, H. Mousavi, H. Rabiee, M. Ravanbakhsh, V. Murino, and N. Sebe, “Abnormal event recognition in crowd environments,” in Applied Cloud Deep Semantic Recognition, 2018.
[23] M. Sabokrou, M. Fayyaz, M. Fathy et al., “Fully convolutional neural network for fast anomaly detection in crowded scenes,” Computer Vision and Image Understanding (CVIU), 2018.

[24] H. Mousavi, M. Nabi, H. Galoogahi, A. Perina, and V. Murino, “Abnormality detection with improved histogram of oriented tracklets,” in International Conference on Image Analysis and Processing, 2015.

[25] H. Mousavi, M. Nabi, H. Kiani, A. Perina, and V. Murino, “Crowd motion monitoring using tracklet-based commotion measure,” in International Conference on Image Processing (ICIP), 2015.

[26] H. Rabiee, J. Haddadnia, H. Mousavi, M. Kalantarzadeh, M. Nabi, and V. Murino, “Novel dataset for fine-grained abnormal behavior understanding in crowd,” in International Conference on Information Fusion (FUSION), 2018.

[27] H. Rabiee, J. Haddadnia, H. Mousavi, M. Nabi, V. Murino, and N. Sebe, “Crowd behavior representation: an attribute-based approach,” SpringerPlus, 2016.

[28] M. Ravanbakhsh, M. Baydoun, D. Campo, P. Marin, D. Martin, L. Marcenaro, and C. S. Regazzoni, “Learning multi-modal self-awareness models for autonomous vehicles from human driving,” in International Conference on Information Fusion (FUSION), 2018.

[29] H. Rabiee, H. Mousavi, M. Nabi, and M. Ravanbakhsh, “Detection and localization of crowd behavior using a novel tracklet-based model,” International Journal of Machine Learning and Cybernetics, vol. 9, no. 12, pp. 1999–2010, 2018.

[30] M. Ravanbakhsh, H. Mousavi, M. Nabi, L. Marcenaro, and C. Regazzoni, “Fast but not deep: Efficient crowd abnormality detection with local binary tracklets,” in International Conference on Advanced Video and Signal Based Surveillance (AVSS), 2018.

[31] D. M. Ramilk, C. Sabourin, R. Moreno, and K. Madani, “A machine learning based intelligent vision system for autonomous object detection and recognition,” Applied Intelligence, 2014.

[32] E. Fox, E. Sudderth, M. Jordan, and A. Willsky, “Bayesian nonparametric inference of switching dynamic linear models,” IEEE Transactions on Signal Processing, vol. 59, no. 4, 2011.

[33] D. Koller and N. Friedman, Probabilistic Graphical Models: Principles and Techniques - Adaptive Computation and Machine Learning. The MIT Press, 2009.

[34] J. Vonlel, “Exploiting functional dependence in bayesian network inference,” arXiv preprint arXiv:1301.0609, 2012.

[35] L. Xu, W. Zhai, and J. Gao, “A probabilistic model for track random irregularities in vehicle/track coupled dynamics,” Applied Mathematical Modelling, vol. 51, 2017.

[36] C.-L. Huang, H.-C. Shih, and C.-Y. Chao, “Semantic analysis of soccer video using dynamic bayesian network,” IEEE Transactions on Multimedia, vol. 8, no. 4, 2006.

[37] J. Li, S. Gong, and T. Xiang, “Global behaviour inference using probabilistic latent semantic analysis,” in The British Machine Vision Conference (BMVC), 2008.

[38] M. Andrews and G. Vigliocco, “The hidden markov topic model: A probabilistic model of semantic representation,” Topics in Cognitive Science, vol. 2, no. 1, 2010.

[39] H. Zhang, A. Geiger, and R. Urtasun, “Understanding high-level semantics by modeling traffic patterns,” in International Conference on Computer Vision (ICCV), 2013.

[40] Y. Hu, W. Zhan, and M. Tomizuka, “Probabilistic prediction of vehicle semantic intent and motion,” in IEEE Intelligent Vehicles Symposium (IV), 2018.

[41] A. Doucet, N. Gordon, and V. Krishnamurthy, “Particle filters for state estimation of jump markov linear systems,” Trans. Signal Process., 2001.

[42] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,” in Advances in Neural Information Processing Systems, 2014.

[43] M. Ravanbakhsh, M. Nabi, E. Sangineto, L. Marcenaro, C. S. Regazzoni, and N. Sebe, “Abnormal event detection in videos using generative adversarial nets,” in IEEE International Conference on Image Processing (ICIP), 2017.

[44] M. Baydoun, D. Campo, V. Sanguineti, L. Marcenaro, A. Cavallaro, and C. Regazzoni, “Learning switching models for abnormality detection for autonomous driving,” International Conference on Information Fusion (FUSION), 2018.

[45] Z. Chen, S. D. Babacan, R. Molina, and A. K. Katsaggelos, “Variational bayesian methods for multimedia problems,” IEEE Transactions on Multimedia, vol. 16, no. 4, 2014.

[46] A. Mazzu, P. Morerio, L. Marcenaro, and C. S. Regazzoni, “A cognitive control-inspired approach to object tracking,” IEEE Transactions on Image Processing, vol. 25, no. 6, 2016.

[47] C. E. Antoniak, “Mixtures of dirichlet processes with applications to bayesian nonparametric problems,” The annals of statistics, 1974.

[48] J. Sethuraman, “A constructive definition of dirichlet priors,” Statisica sinica, 1994.

[49] D. J. Aldous, “Exchangeability and related topics,” in École d’Été de Probabilités de Saint-Flour XIII—1983. Springer, 1985.

[50] T. Kohonen, “Self-Organizing Maps,” ser. Physics and astronomy online library, 2001.

[51] M. Arjovsky and L. Bottou, “Towards principled methods for training generative adversarial networks,” in International Conference on Learning Representations (ICLR), 2017.

[52] T. Brox, A. Bruhn, N. Papenberg, and J. Weickert, “High accuracy optical flow estimation based on a theory for warping,” in European Conference on Computer Vision (ECCV), 2004.

[53] P. Isola, J. Zhu, T. Zhou, and A. A. Efros, “Image-to-image translation with conditional adversarial networks,” in Conference on Computer Vision and Pattern Recognition (CVPR), 2016.

[54] P. Mann-Plaza, J. Beltrán, A. Hussein, B. Musleh, D. Martín, A. de la Escalera, and J. M. Armingol, “Stereo vision-based local occupancy grid map for autonomous navigation in ros,” Conference on Computer Vision, Imaging and Computer Graphics Theory and Applications (VISIGRAPP), 2016.

[55] O. Ostapenko, M. Puscas, T. Klein, P. Jahnichen, and M. Nabi, “Learning to remember: A synaptic plasticity driven framework for continual learning,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2019, pp. 11321–11329.

[56] E. Sangineto, M. Nabi, D. Culibrk, and N. Sebe, “Self paced deep learning for weakly supervised object detection,” IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI), vol. 41, no. 3, pp. 712–725, 2018.

Mahdyar Ravanbakhsh He is a research fellow at Technische Universität Berlin, Department of Electrical Engineering and Computer Science. He was a postdoctoral research fellow at University of Genoa, and a visiting researcher at the University of Trento.He obtained a PhD from the University of Genoa in 2019. His research lies at the intersection of machine learning and computer vision with an emphasis on deep learning with minimal supervision and/or limited data.

Mohamad Baydoun He obtained his titles of Telecommunication Engineer in 2011 and MS of Telecommunication Systems Engineering in 2015 from the University of Genova, Italy. Currently, he is a PhD candidate in interactive and cognitive environments at the University of Genova. His interests are machine learning and signal processing applications for abnormality detection purposes.

Damian Campo He received a degree in engineering physics from EAFIT University, Medellin, Colombia, in 2014, and a Ph.D. degree in cognitive environments from the University of Genoa, Italy, in 2018. Since 2018, he has been a postdoc researcher in the Department of Engineering and Naval architecture (DITEN), University of Genova. His interests include the use of machine learning techniques and probabilistic theory for modeling and predicting the states of multisensorial data.
Pablo Marin  He is graduated in Industrial Engineering: Industrial Electronics and obtain the degree of Industrial Electronics and Automation Engineering form Universidad Carlos III de Madrid in 2011, both in the same year. In 2013, he received the Master degree in Robotics and Automation in the same university. He is PhD candidate and assistant lecturer since 2013 and his current research interests include computer vision and autonomous ground vehicle.

David Martin  He is graduated in Industrial Physics (Automation) from the National University of Distance Education (UNED, 2002) and got his Ph.D. degree in Computer Science from the Spanish Council for Scientific Research (CSIC) and UNED, Spain 2008. Currently, he is Professor and Post-Doc researcher at Carlos III University of Madrid and member of the Intelligent Systems Lab since 2011. In 2014, he was awarded with the VII Barreiros Foundation award to the best research in the automotive field. In 2015, the IEEE Society has awarded Dr. Martin as the best reviewer of the 18th IEEE International Conference on Intelligent Transportation Systems.

Lucio Marcenaro  He enjoys over 15 years experience in image and video sequence analysis, and authored about 100 technical papers related to signal and video processing for computer vision. He is an Electronic engineer from Genoa University in 1999, he received his PhD in Computer Science and Electronic Engineering from the same University in 2003. From March 2011, he became Assistant Professor in Telecommunications for the Faculty of Engineering at the Department of Electrical, Electronic, Telecommunications Engineering and Naval Architecture (DITEN) at the University of Genova.

Carlo Regazzoni  He is full professor of Cognitive Telecommunications Systems at DITEN, University of Genoa, Italy. He has been responsible of several national and EU funded research projects. He is currently the coordinator of international PhD courses on Interactive and Cognitive Environments involving several European universities. He served as general chair in several conferences and associate/guest editor in several international technical journals. He has served in many roles in governance bodies of IEEE SPS and He is serving as Vice President Conferences IEEE Signal Processing Society in 2015-2017.