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Abstract: An advanced persistent threat (APT) can be defined as a targeted and very sophisticated cyber attack. IT administrators need tools that allow for the early detection of these attacks. Several approaches have been proposed to provide solutions to this problem based on the attack life cycle. Recently, machine learning techniques have been implemented in these approaches to improve the problem of detection. This paper aims to propose a new approach to APT detection, using machine learning techniques, and is based on the life cycle of an APT attack. The proposed model is organised into two passive stages and three active stages to adapt the mitigation techniques based on machine learning.
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1. Introduction

Cybersecurity is responsible for establishing security policies; these policies set out the steps to follow for data to be managed within the technological infrastructure in an organisation. However, some security flaws and vulnerabilities (e.g., the use of outdated equipment, use of policies that are not reviewed continuously, failing to install updates at time, awareness deficiency) allow attackers to realise an intrusion in an organisation.

The increasing development of sophisticated tools used by cybercriminals, such as zero-day vulnerabilities and denial of service (DoS) attacks, conventional solutions cannot cope with the current complexity of these types of threats.

Nowadays, advanced persistent threat attacks represent a real threat to public and private entities around the world and will continue to do so in the future [1]. These attacks are an imminent threat, whose main problem is the difficulty of early detection because attackers use different techniques, both to stay as long as possible undetected, and to evade efficiently.

The differences between an advanced persistent threat (APT) and a common cyber-attack are significant. For example, the number of resources of all kinds necessary to carry out the attack. A common cyber-attack can be directed to entities or organisations with null or deficient cybersecurity policies in order to steal customer or financial activity data of a company [2]. These attacks are usually detected, and the damage caused is not usually critical. However, an APT can be focused on large organisations and industry sectors, causing severe damage, e.g., intellectual property theft, failure of essential services, and destruction of critical infrastructure. These attacks are usually undetected, and the damage caused can be critical.

In recent years, the number of reported APT related cases has increased significantly [3,4]; one of the main objectives of APT attackers is to remain undetected. Some researchers have proposed different approaches to understand and detect this type of threat. They can be observed that the
life cycle of this attack is an indicator to understand how these attacks work [5–7]. Furthermore, the machine learning techniques have allowed for the collection and analysis of tools used by attackers to improve the early detection of these attacks.

An example of the scope that APT can have is that actors take advantage of current issues that generate interest in the general population. The actual situation of the COVID-19 has generated the right scenario for actors to launch their attacks. In this case, the lure has been advisory information about healthcare situation in different countries, for these techniques such as spear-phishing, exploits with remote access tools and ransomware have been used [8].

The aim of this paper is to propose a new approach to APT detection using machine learning techniques, and based on the life cycle of an APT attack. The proposed new five-stage model more precisely matches the passive and active components of an APT attack.

The rest of paper is organised as follows, Section 2 gives an overview of APT attacks process. In Section 3, the techniques and algorithms used for APT detection are described. In Section 4, the APT life cycles are analysed. In Section 5, the discussion is presented, and finally, in Section 6 the conclusions are shown.

2. Advanced Persistent Threat

An advanced persistent threat is a selective attack that obtains unauthorised access to information and communication systems in order to filter confidential data or cause damage to a company, industry, or government organisation [2,9]. Since the appearance of Stuxnet [10], APT attacks are more cautious and damaging, showing the ease of intrusion into high-profile systems, evading many of the more sophisticated defence tools used to protect the computing environment. Currently, many of these threats remain undetected. Many of these threats, once detected, reappear with modifications to achieve their objective; for example, FIN6 [11], APT10 [12], APT41 [13] have been attacks that have caused significant losses of money, confidential information, and intellectual property.

Next, in Section 2.1 the characteristics of APT are defined, in Section 2.2 the attack process is presented, in Section 2.3 the methods and techniques are described, and finally, in Section 2.4 the attribution problems are listed.

2.1. Characteristics of Advanced Persistent Threats

In 2006, United States Air Force (USAF) analysts coined the term “advanced persistent threat” to facilitate discussion of intrusive activities [9] with their uncleared civilian counterparts. In this sense, military teams could discuss the characteristics of the attack without revealing classified identities. The components of the terminology defined by the USAF are explained below:

- **Advanced**: the enemy is familiar with the tools and techniques of intrusion, able to develop custom exploits.
- **Persistent**: the enemy intends to fulfil a purpose, receive orders, and attack specific goals.
- **Threat**: the enemy is coordinated, supported, and motivated.

APT attackers have purposes and objectives that differ from common computer criminals due to their targeted nature. For example, espionage in different sectors, such as, industrial, military, economic, technical and intellectual property, financial extortion, and political manipulation. The authors in [2] have summarised the differences bought traditional threats and APT attacks. For this, the characteristics that have been considered are attacker, target, purpose, and approach (see Table 1).
Table 1. Differences between an advanced persistent threat (APT) attack and common malware attacks [2].

| Feature            | APT Attacks                                      | Common Malware Attacks                              |
|--------------------|--------------------------------------------------|-----------------------------------------------------|
| Definition         | APT is a sophisticated, targeted and highly organised attacks. (e.g., Stuxnet) | Malware is malicious software used to attack and disable any system. (e.g., ransomware) |
| Attacker           | Government actors and organised criminal groups | A cracker (a hacker in illegal activities)          |
| Target             | Diplomatic organisations, information technology industry and others sectors | Any personal or business computer                   |
| Purpose            | Filter confidential data or cause damage to a specific target | Personal recognition                                |
| Attack life cycle  | Maintain persistence as possible using different ways | It ends when it is detected by the security actions (e.g., anti-virus software) |

2.2. APT Attack Process

Different approaches can characterise an APT; each APT campaign acts differently, and attacks are customised for specific victim or organisation. Generally, the first step is to create a point to gain access to the network. Then, personalised malware creates a communication network to maintain access, that allows attackers to inject malicious code multiple times. This malware moves sideways through the system (in a stealthy way), detecting vulnerabilities it can exploit and infecting other hosts on the network. It also makes copies of itself to maintain persistence within the system. The APT malware can establish other outgoing connections as they gain access to the system and obtain as much data as possible.

One example life cycle approach has been described in the FireEye research about APT1; In the APT1 analysis, Mandiant (actually FireEye) has presented a report with an overview of the life cycle model of an ATP attack, consisting of eight stages: (1) Initial Recon, (2) Initial Compromise, (3) Establish Foothold, (4) Escalate Privileges, (5) Internal Recon, (6) Move Laterally, (7) Maintain Presence, and (8) Complete Mission. The stages between “Establish Foothold” and “Complete Mission” do not have to occur in this order every time [14]. This report is best known for identifying and understanding these types of threats.

As some APT campaigns are discovered, it is observed that its anatomy is diverse and changes according to the specific objective for which it has been designed. The diversification of the attack vectors makes the detection of these threats a complicated task. Consequently, in Section 5, the different existing approaches of APT attack process are described. Then, a new model to improve early detection is proposed, based on the life cycle of an APT attack and applying machine learning techniques.

2.3. Methods and Techniques

APTs use a variety of methods and techniques. The attack process begins with a study of the victim; in many cases, spear-phishing or emails are used together with social engineering, with the aim of the victim downloading an infected file. Then, the attacker compromises the computer and gains access to other computers within the organisation through the network. The methods that characterise the most “advanced” APT groups are the use of zero-day exploits and unknown previously unidentified infection vectors. This method engages several government organisations in several countries to successfully steal confidential information for a long time without first being discovered.

The techniques commonly used to carry out an APT attack are adapted or combined depending on the target. Some examples of these techniques are the following:
• Social engineering: Getting a user to compromise information systems. This technique is directed to people with privileged access, manipulating them to divulge personal information to carry out a malicious attack through control and persuasion, instead of involved aleatory attacks on systems [15].

• Spear-phishing: This technique is an attempt that primarily targets a specific organisation in order to collect user credentials, financial information, or other confidential information [16].

• Watering hole: It is similar to spear-phishing in cyberespionage. The attacks are adapted to the needs of the victims. In order to do this, attackers try to obtain information about the victim considering his/her personal interests [17].

• Drive-by-download: this technique performs the unintentional download and execution of malicious software when a malicious web page is visited [18]. The malware is downloaded “stealthily” without the knowledge of users, taking advantage of security breaches, browser exploits, or integrated plugins such as ActiveX, Java/JavaScript, or Adobe Flash player [19].

2.4. Attribution Problem

The attribution of a cyberattack or a particular campaign to an actor has become a problem. This problem is more complicated when it is trying to correlate an APT to a particular group or state. Experts can observe different evidence to identify the attackers when analysing these types of threats, such as IP addresses, e-mails, or the malicious code used. These attackers often use the concept of a false flag, which consists of posing as a third party to camouflage their operations. In recent years, attacks attributed to government actors and organised groups has shown a significant increase.

The main actors can be divided into two large groups: government actors and organised criminal groups. These APT actors will be briefly described in the following.

2.4.1. Actors

The cyberattacks carried out by governments and nation-states are becoming more frequent. The suspicions of interference in elections or interruption of electricity supply in other countries are generating widespread public concern due to the high cybernetic capabilities of these actors.

• China: Chinese cyberattacks have been observed as being focused on industrial espionage, and aimed to steal intellectual property. APT1 have been the most persistent cyberthreat of this actor [14].

• United States: This actor could have perpetrated the most sophisticated cyberattacks. Attacks have been harmful, and advanced technologies have used, which means considerable resources for the development of this type of attack. The APT campaigns have mainly been used to enforce geopolitical interests. One example is the world-famous operation Stuxnet [10], which targeted SCADA (Supervisory Control and Data Acquisition) systems to cause substantial damage in the nuclear program of Iran.

• Russia: This actor is very active in terms of state-sponsored APT activity. These groups have been involved in high profile intrusions and because of this has been the subject of intense investigations [4]. Recently, spear-phishing attacks from APT28 have been detected by Microsoft; their targets have been the employees of the German government. This group has attempted to gain access to employee credentials and infect sites with malware [20].

• Iran: In the Middle East, this actor controls the most attack capacity attributed to the country with several incidents perpetrated by diverse groups [4]. Experts have monitored APT33 operations because this group has recently upgraded its infrastructure. The main objectives of this group have been the aviation industry and energy companies with connections to petrochemical production. The latest malware campaigns have been targeted at organisations in the United States, the Middle East, and Asia [21].

• North Korea: The cyber groups associated with this actor have conducted numerous operations, including conventional espionage, banking hacks, and destructive attacks [3]. One example employed by this actor is the ransomware WannaCry [22].
Israel: This actor has been identified as a possible co-author of the Stuxnet [10] attack. It is publicly known as the high potential of the intelligence services of this country, one example is Unit 8200 [23] of the Israeli army, the equivalent to the US intelligence agency NSA. The Duqu 2.0 [24] attack was state-sponsored by this actor and it has infected numerous systems in several countries in recent years. This malware used zero-day vulnerabilities, and for sending data to the command and control (C&C) servers; different techniques were used to take the computers on the network.

2.4.2. Campaigns

Campaigns are the actions, methods, and customised techniques that an actor performs against a target to execute an APT in order to extract highly sensitive data, for example, zero-day malware, social engineering, and data extraction through C&C servers. In addition to the actors mentioned above, there are groups of cybercriminals organised with private funding and not responding to government interests; these groups have carried out different campaigns. In recent years, new APT campaigns have been discovered; these campaigns (see Table 2) are mostly still active, and the number of targets affected is unknown. They use different propagation methods, e.g., exploits, infected files, and custom malware. These campaigns are designed for cyberespionage, and the main targets are diplomatic organisations and the information technology industry.

The investigation of these campaigns was carried out by Kaspersky, using a 15-step methodology, in which samples of malware, generated traffic, and communication protocols used by the attackers in an incident were dissected; this incident could be classified as APT [25].

| Discovery Date | First Known Sample | Name       | State   | Targeted Platform |
|---------------|--------------------|------------|---------|-------------------|
| 2019          | 2019               | Topinambour| Active  | Windows           |
| 2019          | 2013               | TajMahal   | Active  | Windows           |
| 2018          | 2018               | ShadowHammer| Inactive| Windows           |
| 2018          | 2018               | FruitArmor | Active  | Windows           |

3. Machine Learning

Machine learning (ML for short) is a sub-field of artificial intelligence (AI for short) that gives the computational process of automatically inferring and generalising a learning model from sample data. ML studies algorithms and techniques to automate solutions to complex problems that are difficult to program using conventional programming methods. ML models use mathematical and statistical functions and techniques to describe data dependencies, causalities, and correlations between input and output data.

The multiple utilities of ML serve to handle day-to-day problems and support decision-makers by bringing together researchers from different areas of knowledge. Some problems that ML can solve are the following: facial recognition, detection of false news, sentiment analysis, recommendation systems, fraud detection systems, language translation, and chatbots.

Next, in Section 3.1, the ML techniques and algorithms commonly used in cybersecurity are described, in Section 3.2, the applications of ML in cybersecurity used in APT detection are detailed and, in Section 3.3, the approaches used for APT detection are analysed.

3.1. Techniques and Algorithms

The concept of labelled and unlabelled data is necessary to be introduced before describing the ML models. When the correct answer to a data-related question is known, labelled data is obtained; however, when the correct answer is unknown, one has unlabelled data.

ML algorithms derive their power from the ability to learn from available data. The main ML models can be classified into supervised learning and unsupervised learning (see Figure 1).
3.1.1. Supervised Learning

The goal of supervised ML is to build a model that create evidence-based predictions in the presence of uncertainty. These algorithms take a known data set (input) and known responses to the data (output), then train the model and generate analytical predictions in response to the new data. An example of this algorithm is used in weather forecasting.

Supervised learning uses classification and regression techniques to develop predictive models. The most popular supervised machine learning methods are artificial neural networks, support vector machine, decision trees, bayesian networks, \( k \)-nearest neighbour, and hidden Markov models [26]. These algorithms are explained below:

- Artificial neural networks (ANN) are computational brain-inspired models and interlinked by a lot of interconnections (artificial synapses) of artificial neurons (nodes) capable of performing specific calculations at their inputs [27]. An artificial neuron is composed of three or more layers, an input layer, one or more hidden layers, and an output layer. An ANN is capable of creating non-linear models to obtain the relationships between input attributes and label classification [28]. The main characteristics of ANN are adapting from experience, learning capability, generalisation capability, data organisation, fault tolerance, distributed storage, and facilitated prototyping [29]. These algorithms are useful for speech and pattern recognition [30], climate forecasting [31], and disease diagnosis [32]; although this model also solves classification and regression problems.

- Support vector machine (SVM) is one of the most accurate and robust methods of ML algorithms. This classifier works by identifying a hyperplane between two classes of labelled data in a set of training data. The SVM classifier uses several types of methods, e.g., non-linearity and use of kernels, separability, and margins or risk minimisation. Non-linearity and kernel usage are some of the pioneering discoveries in the field of ML; this method permits that a non-linear problem can be transformed into a linear problem. Several types of separating hyperplanes can be realized using a kernel, such as radial basis function (RBF), polynomial, linear, or sigmoid. Risk minimisation can be applied to cases that do not fit into the traditional SVM architecture, such as problems with missing data or unlabelled data [33–35].

- Decision tree (DT) models are accurate, stable, and straightforward to interpret. Their construction is based on decision rules that are represented in the form of a tree. The result of these models can represent non-linear relationships for problem-solving. Decision trees and random forests are the most remarkable because they are more precise and elaborate. Their predictive capacity
is higher because of these characteristics, but their performance is low. Most commonly used algorithms for building decision trees are CART (Classification and Regression Tree), ID3 (Iterative Dichotomiser), and CHAID (Chi-Squared Automatic Interaction Detector) [33,34,36].

- Bayesian networks (BN) are probabilistic graphical models used to describe and analyse multivariate distributions. These variables can be continuous or discrete, however, when all variables are discrete, the notation is represented as a series of sums and products. In the graphic representation of a BN, the nodes represent an observable variable or state, and the edges symbolise the conditional dependencies between the nodes. BN has been used in different areas, for example, Microsoft Windows System, NASA mission control, and bioinformatics applications [34,37,38].

- $k$-nearest neighbour ($k$-NN) can be used for both regression and classification problems. Due to simplicity, effectiveness, and intuitiveness of the concept, this model can be used to identify the nearest neighbours for a given data point based on a distance measure [39,40]. The assumption is that similar elements are closer together. The idea of closeness is a measure of distance, which can be a simple Euclidean distance between two points. In this case, the classification decision may be influenced by the sensitivity of $k$, especially in small data sets with outliers. Numerous families of distance measurements exist, and the following can be highlighted: Minkowski, Inner product, Square Chord, Shannon entropy, and Vicissitude [41].

- Hidden Markov model (HMM) is a stochastic probabilistic model of discrete events and a variation of the Markov chain, a chain of linked states or events, where the next state depends only on the current state of the system. HMM is used to analyse features or observations to predict the most likely state sequence; these hidden states represent an unobserved attribute of the process. HMM have been used to solve problems of financial analysis, genetic sequencing, image processing, and natural language processing [34,42].

3.1.2. Unsupervised Learning

Unsupervised learning does not have a training dataset. Some unlabelled data are presented, and the model itself must learn from them, and then predict future results [43]. This type of learning model is the most appropriate when the problem requires a large amount of data that is unlabelled. Unsupervised learning aims to find hidden patterns or specific structures in the data. It is used to extract inferences from datasets consisting of input data without labelled responses.

This learning model uses dimensionality reduction (e.g., principal component analysis or PCA) and clustering techniques (e.g., $k$-means, Fuzzy $c$-means, and hierarchical) to develop predictive models. An example of the application of unsupervised ML model is the detection and classification of unwanted mail or spam. These algorithms are explained below:

- Principal component analysis (PCA) is a procedure of dimension reduction. This statistical method is useful when there are a large number of variables, where each variable has more or less importance. PCA generates a score matrix $T$ called a score matrix where the correlation between variables is displayed in a maximum of two or three dimensions. This procedure is used to assign a set of interrelated variables to a smaller set of non-linearly correlated variables while representing as much variance as possible in the original data set [44]. Some examples of applications of this method are feature extraction [45], social science, medicine, and genome [46].

- $k$-means is a clustering algorithm. This technique consists of selecting the input data into $k$ clusters for a predefined $k$ group. Each data point in the input set is unlabelled data. The interpretation for each of the $k$ groups is that the mean value of the group is representative of all elements in that group. Alternatively, each $k$ groups could represent a type of input data. The user defines the number $k$ of clusters. This algorithm uses computational distances to find the distance between two points, for example, the Euclidean distance. Also $k$-means can be used in intrusion detection systems (IDS) [28].
• Fuzzy c-means is a soft clustering algorithm. This method randomly selects the number of clusters; then, each data point is assigned a cluster membership. This process is continuously reviewed to minimise the distance and degree of cluster membership [47].

• Hierarchical clustering is used to cluster data points when the data is unlabelled. This method can be classified into two categories: divisive and agglomerative. In the divisive approach, the data points are considered as one large cluster and then divided into smaller clusters. In the agglomerative approach, each data point is considered as an individual element, and then it is added to a cluster [48].

3.2. Role of Machine Learning in Cybersecurity Applications for APT Detection

Nowadays, massive and targeted attacks are more frequent. These attacks can cause damage to users or organisations such as the loss of sensitive information. Researchers are studying different approaches to prevent or minimise the risk of attacks. Some of the methods and techniques that researchers have used are directly related to machine learning.

The prevention measures require higher capacity for analysis and response in the shortest possible time, due to the large volume of data and the rapid evolution of current threats. For this reason, automated tools have been created to assist cybersecurity administrators. Machine learning techniques are a useful tool in the field of cybersecurity. For example, models of network traffic behaviour can be created to detect anomalous activity, reduce the number of false positives on alarms, and detect threats in real-time [49]. However, machine learning can be used to create attacks, for example, on sending fraudulent emails or password cracking software [50]. Machine learning applications in cybersecurity can be classified as follows [51]:

• Detection: These are the tools that allow the detection of abnormal behaviour to generate alerts in real-time, and to facilitate decision-making.
• Protection: Detect vulnerabilities to install security fixes automatically.
• Prediction: Techniques and algorithms to predict attacks and develop anti-malware techniques.
• Termination: Automatically eliminating the threat.

Machine learning techniques applied to cybersecurity can help system administrators find unusual behaviour in the network an organisation, for example, an APT.

Some keys approaches to detecting APT are: (1) Observe unusual alerting patterns to detect malware with malicious load recognition, known components, and remote control activities. (2) Monitoring suspicious outbound traffic on the network can display significant parameters such as infected computers, C&C centres, and data exfiltration. (3) Monitoring unexpected internal traffic on the network could reveal escalating privileges, lateral movements, and malware propagation. Some of these cybersecurity applications using ML techniques are described below.

Spam and Phishing Detection

Spam is mail that has not been solicited. Usually, they come from unknown senders for advertising or commercial purposes, so it is essential to distinguish them from legitimate emails. Phishing is one of the most widely used attack vectors, where an entry point is established between the attacker and the network of a company. Social engineering is used to trick the victim into visiting a fraudulent site to steal credentials. The detection of phishing is becoming increasingly difficult due to the advanced evasion strategies used by attackers, such as open redirects to avoid spam filters [52,53]. For this purpose, different ML classification techniques can help to detect spam. The classification between an authentic mail and a fraudulent one is necessary to distinguish different criteria, allowing the algorithm used to learn to identify any email, between the training dataset. The authors in [54] proposed a scoring technique to detect lateral spear-phishing emails using a combination of various features. A practical, deployable, and real-time detection system for such attacks has been created.
Malware Detection

Modern malware creates executable files that can cause damage to systems on a network or steal information without users’ permission. Usually, the malware uses communication to a C&C server through randomly generated IP or URL addresses. For this reason, creating blacklists is an inefficient method. In this way, machine learning algorithms have been used to detect malicious communication addresses. Some studies proposed by researchers for the detection of malware with machine learning techniques are discussed in [35]. The authors in [55] have presented a novel proposal to detect C&C channels used in APT attacks. This process consists of observing specific communication patterns within web browsing in order to identify and detect the malware used in these attacks. Another approach to malware detection has been detailed in [56]. The objective of this work is the detection of malware based on the analysis of DNS traffic and malicious traffic through traffic monitoring at the egress point of the network.

Intrusion Detection

This method allows the monitoring of network traffic to analyse data flows for unusual behaviour patterns; for example, intrusion detection systems and intrusion prevention systems are used. This method can be divided into misuse and anomaly detection. Anomaly detection uses techniques modelling the network and identifying abnormal data flow behaviour on the network. Misuse detection uses signature-based techniques (hash) on known attacks to detect possible attacks [57]. In [58], the authors review the machine learning techniques used for these detection methods. The authors in [5] propose the detection of lateral movement based on anomalies in malicious remote desktop protocol (RDP) sessions in the Windows operating systems. In this paper, taking advantage of system event logs, several supervised machine learning techniques were evaluated to classify RDP sessions and detect malicious session entries.

3.3. Approaches Used for APT Detection

The volume of data generated by information systems has increased in recent years. This growth has made malware and network attacks more difficult to detect. However, several approaches have been proposed to solve this problem, such as dynamic analysis [59], context-based [60], independent access [61], contextual information [62], and information flow tracking [63]. These data must be analysed in the shortest possible time to identify an attack. Consequently, researchers have begun to use machine learning techniques to improve the rate of true positives in detecting APT attacks [64]. Some proposed approaches are detailed below.

A novel machine learning-based system called MLAPT was presented in [6]. This model was detected APT attacks through early alerts that are analysed by ML algorithms. These alerts have been created from a correlation framework between several detection modules. MLAPT is based on the analysis of a six-phase APT life cycle: (1) Intelligence Gathering, (2) Point of entry, (3) C&C Communication, (4) Lateral Movement, (5) Asset/Data Discovery, and (6) Data Exfiltration. The MLAPT framework works in three phases:

- Threat detection: The network traffic is scanned by eight detection modules to find techniques used by APT. The output of this phase consists of alerts, known as events.
- Alert correlation: The events generated by detection modules are correlated, and the output can be two types of alerts.
- Attack prediction: A machine learning-based prediction module is used to detect APT techniques.

A novel distributed framework architecture for APT detection (DFA-AD) is described in [65]. This framework classifies events in a distributed environment and correlation between them to detect techniques used by APT. Intrusion detection is realised in a distributed environment on the trusted platform module (TPM). DFA-AD has been designed in three phases:
Network traffic, traffic flow is collected, processed, and analysed by a method of recognition using machine learning algorithms. Correlation event, through specific rules given by an administrator, the events generated in the previous phase are collected to be evaluated. Voting service, the previous information are analysed, and the alert is generated if an APT attack is detected.

Fractal-based anomaly classification mechanism is presented in [66]. This method has used $k$-NN and correlation fractal dimension (FD) as anomaly classification algorithms to test the dataset and comparison of the results. In the first step, two datasets with normal network traffic and APT attack traffic packages were combined. Then, vector characteristics were extracted through the analysis of the TCP (Transmission Control Protocol) session data. Next, the dataset noise has been removed, and the result dataset will be used on the anomaly classification algorithm to detect an attack. Finally, the authors demonstrated that the algorithm based on the Euclidean dimension is less effective than the algorithm based on the fractal dimension, giving better results.

An APT detection system based on the big data architecture process was proposed in [67]. This model used $k$-NN algorithms with big data about network data, system logs, and security information. This system was divided into four steps:

- APT system architecture: Network data and information system was collected to be analysed.
- Big data processing technology: A Hadoop cluster was used to improve the analysis of an APT attack.
- APT analysis technology: The detection of malicious attack was detected from vulnerabilities and suspicious connections with anomalous behaviour.
- APT detection algorithm: This method used the tool Mahout because it can process big data and $k$-NN algorithm can be used for the detection. This model was divided into four phases: retrieve, reuse, revise, and retain.

An anomaly-based approach for the detection of malicious RDP (remote desktop protocol) sessions was detailed in [5]. This model proposed RDP sessions as an intrusion method used in the lateral movement phase of the APT life cycle. The host and network logs were used to identify anomalous events that may match a trace of an APT attack. For this purpose, two real datasets were used, which were divided into five different types of logs: authentication, process, flow, DNS, and red team logs. These datasets were evaluated with the following ML techniques: logistic regression, Gaussian-Naive Bayes, decision tree, random forest, and LogitBoost. The authors concluded that the LogitBoost algorithm is the most effective for the detection of anomalies in the RDP sessions.

An attack scenario method over mining IDS security logs to detect APT was proposed in [7]. This method uses the four-phase kill chain intrusion (IKC) model: information collection, intrusion, latent expansion, and information theft. The attack events were classified according to the purpose of each of the phases of the IKC model. These events were then correlated with IDS logs, using fuzzy clustering to form the attack chain. Finally, this model creates scenarios that serve as a guide for the detection and defence of these targeted attacks.

A detection system of APT that permits an early discovery of the attack was detailed in [33]. This model used a dataset where four categories of attacks were identified: DoS, probe, R2L (unauthorised remote machine connection), and U2R (unauthorised access as local user administrative privilege). The correlation of the variables was analysed with PCA; the number of variables was reduced to 94 characteristics. Then, four classification algorithms: SVM, NB, DT, and multilayer perceptron (MLP) were used. The dataset was analysed with different parameters of each algorithm. Results show that the algorithm with the most effective precision was SVM-RBF or MLP-AS ($N = 4$).

In summary, the proposed models use different machine learning methods for malware detection. The most used algorithms were $k$-NN, SVM, and DT. In Table 3, the approaches and their phases, ML algorithms, detection accuracy, and life cycle that were used in each work can be seen.
Table 3. Comparison of machine learning (ML)-based APT detection approaches.

| Authors            | Algorithm                          | Approach | Approach Detail | APT Life Cycle Used | Detection Accuracy |
|--------------------|------------------------------------|----------|-----------------|---------------------|--------------------|
| Ghafir et al. [6]  | DT, SVM, k-NN and Ensemble learning| MLAPT    | Phases: Threat detection, Alert correlation, Attack prediction | 6 phases           | 81.8%              |
| Sharma et al. [65] | Genetic programming, classification and regression tree, dynamic bayesian game model and SVM, k-NN | DFA-AD | Phases: Network traffic, Correlation event, Voting service | Non-specified       | 98.5%              |
| Siddiqui et al. [66] | k-NN and Correlation fractal dimension. | Fractal-based anomaly. | Steps: Combined packet capture (pcap files), Feature vector extraction, Noise removal, Anomaly classification with ML algorithms | Non-specified       | 93.58% (FD), 92.83% (k-NN) |
| Shenwen et al. [67] | k-NN                              | Detection based on Big Data | Phases: retrieve, reuse, retain | Non-specified | Non-specified       |
| Bai et al. [5]     | LR, GNB, DT, RF and LB            | RDP-based LM detection | Preprocessing of dataset, Defining metrics, Apply ML techniques, Compare results | 1 phase            | 99.99% (LB)        |
| Chu et al. [33]    | PCA, SVM, NB, DT and MLP          | Early discovery of APT attack | Steps: Dataset preprocessing, Dimension reduction, Classifier | Non-specified       | 97.22% (SVM)       |
| Zhang et al. [7]    | Fuzzy clustering                  | APT attack scenarios | IKC model (4 phases) | Non-specified       |                    |

4. Advanced Persistent Threat Life Cycle Analysis

The life cycle is fundamental to understanding how an APT attack works and identifying the most commonly used malicious techniques; there are several ways in which APT attack campaigns use their resources to stay undetected. In recent years, researchers have proposed life cycles organised in stages. These stages are composed of techniques, methods, and tools used to perform a targeted intrusion. The number of stages of a life cycle varies according to the proposed approach; for example, a life cycle can be organised from three stages [68] to eleven stages [1].

4.1. Three Stage Attack

The authors in [68] proposed a life cycle described in three-stages, based on the analysis of different methods and techniques of 22 APT campaigns. Each stage contemplates at least three characteristics or techniques that are used to carry out the attack. The stages contemplated are:
1. Initial compromise (IC): In this stage, attackers attempt to access to the target system. The most commonly used techniques in this phase are spear-phishing (e.g., attaching an email or a link to a compromised server), watering-hole (malicious code on a regularly visited website), server-side attacks (exploiting vulnerabilities on servers or stealing brute-force credentials), and infected storage media (compromised USB, CD, or DVD).

2. Lateral movement (LM): Attackers attempt to compromise other services on the target system or network. The objective is to try legitimate credentials that will allow them to persist in the system. Some of the LM techniques used are standard operating system tools (e.g., RDP, PsExec, and Powershell), and exploit a vulnerability (zero-day exploit).

3. Command and control (C&C): When the system has been compromised, it is necessary to establish an external connection to exfiltrate data. Attackers use services such as HTTP, HTTPS, or FTP. Also, they can use tools such as remote connection tools like VNC (Virtual Network Computing) or RDP.

4.2. Four Stage Attack

The intrusion kill chain (IKC) is a four-stage model that identifies the behaviours and purposes of an APT attack [7]. The stages are described below:

1. Information collection: In this initial stage, the recognition of the network is made using scanning or social engineering tools.
2. Intrusion: In this stage spear-phishing techniques, malicious email attachments or backdoors are used to obtain access privileges.
3. Latent expansion: The attacker attempts to maintain control in order to obtain data that will allow the attacker to continue with the expansion within the network.
4. Information theft: The attacker establishes a connection to a server, and the stolen data is transferred. Encryption techniques can be used to camouflage the extracted data.

Another approach to the four-stages life cycle was detailed in [61]. In this approach, the stages are described as follows:

1. Initial compromise: The techniques used are social engineering and spear-phishing.
2. C&C: A communication channel is established between a committed server and the target.
3. Lateral movement: Attackers seek to collect internal information and move between hosts with critical vulnerabilities.
4. Attack achievement: The attack is completed, and the theft of sensitive information begins.

4.3. Five Stage Attack

In this work [69], a model for analysing the life cycle of APT organised in five stages was proposed; this model is called attack chain. The five stages are as follows:

1. Delivery: Spear-phishing is used to send emails to recipients within the network.
2. Exploit: The vulnerabilities of the services, system or applications are exploited.
3. Installation: In this stage, it is possible to install malware such as RAT (Remote Access Tool).
4. Command and control: The attacker has remote access to a compromised host or server.
5. Actions: The actions carried out consist of gaining access to other hosts or servers on the same network to extract confidential information.

The authors in [9] describe another five-stage model as follows:

1. Recount: The target is selected; the information related to the target that is published is sought.
2. Incursion: The attacker obtains access to the network through stolen credentials with techniques such as SQL injection or with the use of malware.
3. Discovery: The attacker searches for confidential data in the system.
4. Capture: The attacker installs an undetectable rootkit to collect confidential data for an extended period.
5. Exfiltration: The collected data is sent to the C&C servers.
4.4. Six Stage Attack Model

The authors in [70,71] proposed a six-stage life cycle model to describe an APT attack. This model emphasises that attackers must trick a person into running malware and exploit any zero-day vulnerability. Attackers then access the corporate network from the compromised computer and execute a cycle of hard-to-reach manoeuvres to achieve their ultimate goals. The six stages of this life cycle are as follows:

1. Information Gathering: The objective of this stage is to gather information on the structure of the organisation through public social network profiles.
2. Point of entry: Social engineering, spear-phishing and zero-day exploit are the most used techniques for the victim to allow the attacker to gain access to the computer.
3. Command and control server: The attacker establishes a connection from the compromised host to the C&C server to maintain the connection. Secure Sockets Layer (SSL) encryption is the method usually used to send traffic to the C&C server.
4. Lateral movement: The attacker can move through the network to find a vulnerable host when access has been gained.
5. Data of interest: Critical information on hosts or servers is identified.
6. External server: the data of interest is transmitted to the C&C servers of the attackers.

The authors in [2] have adopted a six-stage life cycle based on the intrusion kill chain model. This model organises the stages as follows:

1. Reconnaissance and weaponization is a preparation stage to study and collect technical information from the target organisation. Some techniques used are social engineering and open-source intelligence (OSINT).
2. Delivery: The attackers send the exploits to the targets directly or indirectly, for example, a direct technique can be through spear-phishing and in an indirect way through watering-hole attack.
3. Initial intrusion: The information obtained in the previous stage (such as credentials), allows attackers to gain access to the target, execute malicious code and exploit vulnerabilities.
4. Command and control: The attackers establish a mechanism to take control of the compromised hosts; for this, the attackers create social networking sites, TOR anonymity networks or use remote access tools.
5. Lateral movement: When attackers have established a connection to their C&C servers, they move around the network of the organisation looking for useful information to gain access to other systems.
6. Data exfiltration: Attackers send critical encrypted information to servers.

4.5. Seven Stage Attack Model

In the article [72], a general approach of an APT attack of seven stages was presented. These stages are:

1. Research: The attackers seek publicly available information about the victim.
2. Preparation: The attackers prepare an initial attack to exploit the vulnerabilities using network scanning to create custom exploits.
3. Intrusion: The attackers launch the first attack which usually consists of spear-phishing.
4. Conquering the network: Remote access tools or backdoors to control the system are used when the attacker has compromised at least one host.
5. Hiding presence: The attacker seeks to remain hidden in the network for a long time. The attack can have periods of inactivity.
6. Gathering data: The attacker looks for data of interest and masks it as legitimate traffic to be slowly extracted.
7. Maintaining access: The attacker can modify or create exploits, remote access tools and C&C servers, to obtain prolonged access to the network.
The Lockheed Martin company proposed a seven-stage life cycle called cyber kill chain (CKC) [73]. This model seeks to understand how an attack works to enrich the understanding of tactics, techniques, and procedures used by attackers. These stages are described below:

1. **Reconnaissance**: The attacker performs a preliminary reconnaissance of the network of the organisation, using spear-phishing techniques, port scanning, and social engineering.
2. **Weaponization**: The attacker builds a payload that is sent to the victim. It usually consists of an exploit with a RAT/trojan delivery.
3. **Delivery**: The payload created is sent to the victim through mail, websites or a removal device.
4. **Exploitation**: The attacker executes the exploit that has been sent to the victim.
5. **Installation**: A Trojan and/or remote access trojan (RAT) is installed when the attacker gains access to the system.
6. **Command and control**: The remote access software connects to C&C of the attacker.
7. **Actions and objectives**: The attacker performs data exfiltration compromising the integrity and availability of the data. This stage can last weeks, months or even years.

### 4.6. Eight Stage Attack Model

Mandiant (now FireEye), proposed an eight-stages model after analysing the APT1 campaign [14] organised as follows:

1. **Initial recon**: Initial recognition of the target.
2. **Initial compromise**: Describes the methods used for the first intrusion of the target, e.g., spear-phishing.
3. **Establish foothold**: Consists of ensuring control of the target from outside the network, for example, C&C servers.
4. **Escalate privileges**: The attacker looks for credentials that permit access to more resources within the system.
5. **Internal recon**: In this stage, the attacker collects all the possible information about the victim.
6. **Move laterally**: The attacker can connect and share resources using legitimate credentials.
7. **Maintain presence**: The attacker performs actions to remain for an extended period within the network without being detected.
8. **Complete mission**: The information of interest is compressed to be sent to the C&C servers.

### 4.7. Eleven Stage Attack Model

ATT and CK analyses of tactics are shown to be the distinct stages of an attack that a threat actor works through to accomplish the strategic goal [1]. ATT and CK matrix describes the next tactics:

1. **Initial access**: Consists of the initial contact with the target to search for patient zero.
2. **Persistence**: The attacker seeks to gain access for a long time in the target.
3. **Privilege escalation**: To obtain privileges in the network is necessary to install malware or gain access to confidential data.
4. **Discovery**: Consists of obtaining relevant information from the target, such as system location or usernames.
5. **Lateral movement**: Refers to how the attacker moves within the network to search for important vulnerable information or services.
6. **Collection**: Collecting relevant information.
7. **Exfiltration**: Extracting the collected data.
   The following stages achieve the objective of the attack, and can be executed in parallel with the previous seven stages.
8. **Execution**: The execution of malware through remote connections that are carried out between the initial access stage and lateral movement.
9. **Defence evasion**: Consists of not being detected by the defence and detection mechanisms, for example, firewall or logs.
10. Credential access: Refer to accessing the compromised system with valid credentials.

11. Command and control: Consists of creating a C&C channel to communicate the attacker servers with the compromised systems of the target.

The proposed life cycles have similarities in the methods and techniques used by the attackers in each stage. Consequently, one stage of a life cycle can be divided into several stages in other approaches to explain in more detail how the APT attack works. For this reason, researchers can select the life cycle that suits their work or take a proposed life cycle as the basis for creating a new life cycle. Each APT attack has unique characteristics, and several may use a very similar life cycle.

5. A Novel Proposal

Recently, several life cycles were proposed to describe an APT attack. In each phase of these cycles, the tactics, techniques, and procedures (TTP) used by the attackers (actors) are specified. The basis of some of these proposed models are IKC, CKC, and attack chain models. CKC is a well-known model and has been used as the basis for the seven-stages life cycles analysed; however, IKC was used as the basis for both four-stage and six-stage models.

In Table 4, a comparison of the life cycles of an APT attack was made. It can be seen that cycles with the same amount of phases have different ways to explain the behaviour of the APT. A three-stage model can describe the same steps as a five-stage to eleven-stage model. For this reason, stages with similar characteristics were grouped together. For example, the stage of initial compromise of the three-stage model can be similar to the stages of initial access, persistence, and privilege escalation of the eleven-stage model.

Another point to note is that some authors indicate that the C&C connection is made before starting the network scan. Other authors place this stage at the end of the cycle when the data is extracted. An eleven-stage model describes that there are stages that can be developed in parallel with the main stages of the cycle to maintain persistence in the target and extract critical information when it is found.

The reviewed approaches agree that the first steps are the study and analysis of the target. Then an exploitation of the vulnerabilities occurs to compromise one or more hosts within the target. Finally, the extraction of the data to a C&C server is performed in a stealthy manner by the attackers. The Mandiant life cycle describes the cleanup as a final stage that when executed, the organisation may not detect that it has been attacked. It is important to remark that the life cycles are analysed to provide an idea of how an APT attack works, however, each attacker can carry out the stages in any order and use the TTPs that are adapted to meet the objectives.

APT attacks are targeted and work in stealthy actions; therefore, it is difficult to detect them early. A five-stage life cycle model is proposed in this paper. In each stage, the most commonly used related TTP, according to MITRE [1], have been included.

In this case, an APT attack was divided into passive and active actions. These actions extend from social engineering attacks to specific attacks such as unauthorised access to servers. Therefore, actions that do not modify data or interfere with the transmission of information were considered as passive actions, e.g., port scanning techniques; and the actions that modify data, remove information, or change the flow of packets were considered as active actions, e.g., distributed denial of service.

ML techniques provide a solution for the analysis of large amounts of data, such as IDS alerts, logs, or unauthorised remote connections; analysis of this data can help IT administrators identify anomalous behaviour on the network, which can be associated with misuse of computer resources, common malware installed on a network host, or an APT attack.
Table 4. Comparison between different proposed APT life cycle approaches.

| 3 Stages [68] | 4 Stages [7] | 4 Stages [61] | 5 Stages [9] | 5 Stages [69] | 6 Stages [70] | 6 Stages [2] | 7 Stages [72] | 7 Stages [73] | 8 Stages [14] | 11 Stages [1] |
|---------------|--------------|---------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Initial Compromise | Information Collection | Initial Compromise | Reconnaissance Delivery | Intelligence gathering Initial Compromise | Reconnaissance and weaponization Delivery | Research Preparation | Reconnaissance Weaponization | Initial recon | Initial compromise | Persistence |
| Lateral movement | Lateral expansion | C&C Discovery Exploit | Initial intrusion C&C | Lateral movement Assets/Data discovery | Lateral movement | Lateral movement | Intrusion Conquering network Hiding presence | Delivery Exploitation | Installation | Establish foothold |
| Command and control | Information theft phase | Attack achievement Ex-filtration C&C Actions | C&C Maintenance Data ex-filtration | C&C Maintain Access | C&C Actions on objective | Collection Exfiltration | Stages executed in parallel: Execution, Defence evasion, Credential access, and Command & control | | | |
This model aims to detect an APT attack early and efficiently; however, some APT may go unnoticed by one or more stages, so detection solutions are proposed from the beginning to the end of the active attack using ML techniques. The stages of this model are described below:

* Target discovery: This stage consists of the passive exploration of the network organisation, to obtain the approximate details of the IT structure to be attacked. To achieve this goal, the attacker can perform port scanning techniques (e.g., Nmap tools), search for indexed services on the Internet (web surveillance cameras, servers or SCADA systems, with tools such as Shodan), public profiles in social networks of the employees, and OSINT reconnaissance tools (e.g., spider foot).

These types of techniques used to recognising the resources of an organisation are difficult to detect by ML techniques because these attacks are usually made passively. A passive attack does not modify or interfere with communication but rather listens to or monitors the information that was transmitted. Information that can be found on the Internet can be collected for sale on the darknet; these attacks can require the use of multiple specialised tools over a long period.

Therefore, it is recommended to close unused ports, use firewalls, IDS, and secure private virtual connections (VLAN and VPN), create password policies, and user awareness of the organisation.

1. Exploitation toolset: This stage objective is to gain access on the target network through the vulnerabilities detected in the previous stage, or by tricking an employee of the organisation. The process starts with the elaboration of a method to reach the target. For this, the attacker uses techniques such as spear-phishing in different ways, such as valid accounts or replication through USB. Later, the attacker exploits the detected vulnerability using scripting, Powershell, and user execution; then, remote management tools are used to establish a connection with the target network.

To prevent an employee from being attacked, it is recommended to avoid using personal devices within the network of an organisation and to avoid opening suspicious files when in doubt. However, ML techniques allow for the creation of automated solutions to detect possible attacks at an early stage. For example, a module can be created that scans email for malicious links or malicious files.

Another solution would be to scan network traffic for remote connection packets from unauthorised servers, the analysis of logs to detect anomalous activity within the network, and finally, software updates. The implementation of these ML solutions requires a training dataset in the normal flow of the organisation and another dataset with anomalous network flow. Then, the ML algorithm that provides the best accuracy must be chosen. Finally, tests must be performed in a controlled environment.

The ML algorithms that have given the best results have been k-NN and SVM. During initial training or retraining of the algorithm, datasets with flows from other attack techniques can be added to improve detection.

2. Internal intrusion: When the attacker has compromised the first host on the network organisation, the next objective is to escalate privileges to access confidential and critical information. For this, the attacker must be able to maintain persistence during an extended period since this stage is the longest one. Persistence on a network can be done through redundant access, account manipulation, or a web shell. Access to credentials can be obtained through brute force techniques, account manipulation, forced authentication, or credential dumping. Another essential step performed by the attacker is the evasion of defence systems (e.g., IDS, IPS, and firewall); this can be done through proxy connections and the obfuscation of files or information.

Some solutions are to use ML techniques for the analysis of logs generated by IDS/IPS for the detection of possible APT attack patterns, (failed access to SSH, FTP, or telnet services), analysis of system logs (unauthorised program installations, directories, and files with coded names,
unknown hosts on the network). Some ML algorithms that can be used are \textit{k}-means, NB, and SVM.

3. Set data extraction channels: This stage consists of establishing a connection with the C&C attacker server to send all the collected information, usually sending the data compressed and encrypted and limiting the size of the packets. The data are usually sent during hours of lower network bandwidth usage. The attacker can use fast-flux techniques to make the connections. Data can be stored on a host within the network and sent to the C&C server when the target is completed or sent in small packets at different times.

Some techniques for data collection are automated collection, email collection, and man in the browser. Data extraction can be automated and on different media (e.g., alternative protocols, network medium, and physical medium). The tools used in C&C servers are domain generation protocols, remote access tools, and multilayer encryption.

As a solution for the detection of sending data to C&C servers, ML techniques can be used to search for hosts with encrypted data, connections with random IP addresses and DNS, and encrypted data flows to unknown and unauthorised servers. In this stage, \textit{k}-NN and \textit{k}-means algorithms can be used for APT detection.

* Eliminate footprints: When the attacker has completed the mission, the next step is to remove all possible attack traces on the network and compromised systems, for example, these traces can be logs, compressed files, installed software, or malware. If the attacker has reached this stage, the organisation may not know that it has been compromised and attacked with an APT. Therefore, it would be difficult to check how much information the attacker has extracted and how long it has remained within the network. For this reason, the attack must be identified early.

The proposed five-stage model matches well the steps followed in an APT attack. The first and last stages of the model are considered passive actions because in most cases, they do not identify a real attack. The three active stages of the model have defined some of the most used techniques in the attacks and have detailed possible measures to mitigate the attack. It is important to remember that each organisation must include in its cybersecurity plan the security policies that are adapted to its infrastructure, without forgetting that users must be made aware frequently.

Another advantage of this proposed model is that attacks have been considered in all stages. In contrast to other models studied it has been observed that the authors have proposed a life cycle, but the detection of APT is carried out in only one stage of the life cycle; moreover, this stage does not always correspond to the first stage of the cycle.

The identification of possible attacks by stages in our model, facilitates the detection of APT, helping to anticipate these anomalous behaviours on the network.

6. Conclusions and Future Work

Advanced persistent threats are sophisticated targeted and personalised attacks. Attackers are often called actors and are classified into government and private actors. These actors use various techniques to execute the attack; the techniques become more sophisticated when the attack progresses successfully. The machine learning techniques and models frequently used to detect an APT attack are SVM, \textit{k}-NN, and DT.

Furthermore, the life cycles of an APT attack were analysed; different stages form these cycles. The stages of the different cycles have similarities that are able to be grouped; however, these stages represent a non-linear order of attack behaviour. Finally, a five-stage life cycle model was described, the most used techniques were identified, and possible mitigation techniques were proposed. The use of ML techniques that have given good results was recommended.

The advantage of this model is that both passive and active stages in the life cycle were considered, and it simplifies the behaviour of an APT attack. One shortcoming is that the datasets for the training of the different ML algorithms have not been obtained.
As future work, a framework based on the proposed five-stage model is proposed. Also, the creation of a dataset containing network flows (normal and malicious) to train the ML algorithms used in the framework is recommended. Finally, the effectiveness of the framework can be tested by simulating an APT attack in a controlled space.
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