STOCHASTIC GAUSS EQUATIONS
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Abstract. We derive the equations of celestial mechanics governing the variations of the orbital elements under a stochastic perturbation generalizing the classical Gauss equations. Explicit formulas are given for the semi-major axis, the eccentricity, the inclination, the longitude of the ascending node, the pericenter angle and the mean anomaly which are express in term of the angular momentum vector $H$ per unit of mass and the energy $E$ per unit of mass. Together, these formulas are called the stochastic Gauss equations and they are illustrated numerically on an example from satellite dynamics.
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1. Introduction

Nowadays celestial mechanics is used by a wide class of scientists which provide multiple applications (see Murray and Dermott (1999), Burns (1976) and references therein). In all these works, the underlying nature of the model considered is always deterministic. However, considering models with randomness or stochastic behavior is not an easy problem (examples for celestial mechanics can be found in Cresson (2011), Cresson et al. (2013) and Behar et al. (2014)). Indeed, the nature and the origin of such a model needs a real discussion of the phenomena that we want to study.

Most of the problems in celestial mechanics are seen as a two-body problem perturbed by a force. For example, the main approach of the $n$-body problem is to consider two bodies, in mutual gravitational interaction, which are perturbed by the other bodies. In that case, the perturbed force is the gravitational attraction of the other bodies.

When we are dealing with more than two bodies, or more generally with an arbitrary perturbing force, the orbital elements, which characterize the trajectory of the bodies, do not remain constant. In that case, the main tool of celestial mechanics to study the perturbed problem, is the set of equations given the variations of the orbital elements called, the Gauss equations. Because the Gauss equations allow studying general problems in celestial mechanics, we propose in this paper to generalize them to the stochastic case which include by definition the deterministic case.

We follow the strategy of Burns (1976) who derived Gauss’s equations for the elliptical case with elementary considerations which defined the orbital elements in mean of the angular momentum per unit of mass and the energy per unit of mass. From an example of the satellite dynamics, we illustrate numerically the variation of the orbital elements associated. Finally, we give the variation of the Laplace-Runge-Lenz vector. It allows deriving the variation of the orbital elements in more general cases. For example, in the cases of null inclination, hyperbolic or parabolic configurations.

2. Preliminaries

We denote in bold every three dimensional vectors and $^T$ denotes the transpose of a vector with respect to the Euclidean scalar product.

2.1. Unperturbed Orbit. In this section, we remind several formulas concerning the orbital elements. We refer to Burns (1976) and Murray and Dermott (1999, Chapter 2) for more details.
We consider a particle of mass $M_P$ moving in the $r^{-2}$ gravitational field of a fixed point mass $M_S$. The Newton’s equation of motion is

$$\frac{d^2 r}{dt^2} = -\frac{\mu}{r^3} r$$

(1)

where $\mu = G(M_S + M_P)$, $G$ being the universal gravitational constant, $r$ is the position vector from $M_S$ to $M_P$. We denote by $v$ the velocity vector and $H = r \times v$ the angular momentum per unit of mass. Its norm

$$H = r^2 \frac{d\theta}{dt}$$

(2)

is conserved with $\theta$ being the position angle measured from some fixed line in the plane. As usual, we choose this line to be the line of nodes (see Figure 2). The total energy per unit of mass is conserved and is defined by

$$E = \frac{1}{2} v^2 - \frac{\mu}{r}.$$  

(3)

The orbit $r$ is function of $\theta$ and is defined in the elliptical case by

$$r = \frac{p}{1 + e \cos(\theta - \omega)}.$$  

(4)

The quantities $e$ and $\omega$ are constants and determined from the initial conditions. The parameter $p$ is the conic parameter given by

$$p \equiv \frac{H^2}{\mu} = a(1 - e^2).$$  

(5)

The right-hand side of (5) defines $a$ and the argument of the cosine term in (4) is used to introduce the true anomaly,

$$f \equiv \theta - \omega.$$  

(6)
the particle’s angular position measured from pericenter (see Figs. 1 and 2). An equivalent solution is
\[ r = a(1 - e \cos \epsilon) \]
where \( \epsilon \) is the eccentric anomaly (see Fig. 1). The true anomaly is related to the eccentric anomaly by
\[ \cos \epsilon = \frac{e + \cos f}{1 + e \cos f} \quad \text{and} \quad \sin \epsilon = \frac{\sqrt{1 - e^2}}{1 + e \cos f} \sin f. \]

The particle’s radial (resp. transverse) velocity is defined as
\[ \frac{dr}{dt} = \frac{H}{p} e \sin f \quad \text{(resp.} \quad r \frac{d\theta}{dt} = \frac{H}{p}(1 + e \cos f) \). \]

2.2. Orbital elements. To describe the particle orbit as a function of time, six constants, are required. These constants are chosen to be the orbital elements. Three orbital elements, \( a, e \) and \( \omega \), have already been presented. A fourth is needed to completely describe the two-dimensional motion of the particle in the orbital plane. Usually the mean anomaly \( M \), related to the Kepler’s equation as
\[ M = \epsilon - e \sin \epsilon, \]
is chosen. Using Equations (8), we obtain an equivalent form,
\[ M = \arctan \left( \frac{\sqrt{1 - e^2} \sin f}{e + \cos f} \right) - e \sqrt{1 - e^2} \sin f. \]

The remaining two orbital elements, the inclination \( i \) and the longitude of the ascending node \( \Omega \), give the orientation of the orbital plane in space as shown in Figure 2.

Let \( \{e_R, e_T, e_N\} \) being an orthogonal unit vector base where \( e_R \) is the normalized radial vector \( r \), \( e_T \) is transverse to the radial vector in the orbit plane (positive in the direction of motion of the particle) and \( e_N \) is normal to the orbit plane in the direction \( H \).

2.3. Energy and angular momentum of the orbit. We want to express the orbital elements in terms of the orbital energy per unit of mass and angular momentum per unit of mass. We have the well known relations
\[ H = \sqrt{\mu a(1 - e^2)} \]
and
\[ E = -\frac{\mu}{2a}. \]

The semi-major axis is only determined by \( E \) and the orbital eccentricity is only determined by \( E \) and \( H \) as
\[ e = \sqrt{1 + \frac{2H^2E}{\mu^2}}. \]
Similarly, as it can be seen from Figure 2, \( i \) and \( \Omega \) are given by components of the angular momentum vector per unit of mass vector as
\[
\cos i = \frac{H_z}{H} \tag{15}
\]
\[
\tan \Omega = \frac{H_x}{H_y} \tag{16}
\]
where \( H_x, H_y \) and \( H_z \) are the components of \( \mathbf{H} \) in the inertial reference system attached to \( M_S \). Equations (12)-(16) give four orbital elements in terms of four pieces of information contained in \( \mathbf{H} \) and \( E \).

3. Perturbed problem

The problem to be solved is to find the equations governing the time rate of change of the set \((a, e, i, \omega, \Omega, M)\) induced by the action of a stochastic perturbing force \( \mathbf{F} \).

3.1. Reminder about stochastic differential equations. We remind basic properties and definition of stochastic differential equations in the sense of Itô. We refer to the book Øksendal (2003) for more details and basic properties of the Itô stochastic calculus.

A stochastic differential equation is formally written (see Øksendal, 2003, Chapter V) in differential form as
\[
dX_t = \mu(t, X_t)dt + \sigma(t, X_t)dB_t, \tag{17}
\]
which corresponds to the stochastic integral equation

\[ X_t = X_0 + \int_0^t \mu(s, X_s) \, ds + \int_0^t \sigma(s, X_s) \, dB_s, \]  

(18)

where the second integral is an Itô integral (see \cite[Chapter III]{Oksendal2003}) and \( B_t \) is the classical Brownian motion (see \cite[Chapter II, p.7-8]{Oksendal2003}).

We now turn to the situation in higher dimensions: Let \( \mathbf{B}(t) = (B_1(t), \ldots, B_m(t))^T \) denote \( m \)-dimensional Brownian motion. We can form the following \( n \) Itô processes

\[
\begin{align*}
\text{d}X_1(t) &= \tilde{X}_1(t) \, dt + \tilde{X}_{11} \, dB_1(t) + \cdots + \tilde{X}_{1m} \, dB_m(t) \\
& \vdots \\
\text{d}X_n(t) &= \tilde{X}_n(t) \, dt + \tilde{X}_{n1} \, dB_1(t) + \cdots + \tilde{X}_{nm} \, dB_m(t)
\end{align*}
\] 

(19)

for \( 1 \leq i \leq n, \ 1 \leq j \leq m \). Or, in matrix notation simply

\[
d\mathbf{X}(t) = \mathbf{\tilde{X}}(t) \, dt + \mathbf{\tilde{X}}(t) \cdot d\mathbf{B}(t),
\]

(20)

where

\[
\begin{align*}
\mathbf{X} &= \begin{pmatrix} X_1 \\ \vdots \\ X_n \end{pmatrix}, \quad \mathbf{\tilde{X}} = \begin{pmatrix} \tilde{X}_1 \\ \vdots \\ \tilde{X}_n \end{pmatrix}, \quad \mathbf{\tilde{X}} = \begin{pmatrix} \tilde{X}_{11} & \cdots & \tilde{X}_{1m} \\ \vdots & & \vdots \\ \tilde{X}_{n1} & \cdots & \tilde{X}_{nm} \end{pmatrix}, \\
d\mathbf{B}(t) &= \begin{pmatrix} dB_1(t) \\ \vdots \\ dB_m(t) \end{pmatrix}.
\end{align*}
\]

Such a process \( X(t) \) is called an \( n \)-dimensional Itô process (or just an Itô process). An important tool to study functions which depend of stochastic processes is the general Itô formula. Let \( \mathbf{X}(t) \) be an \( n \)-dimensional Itô process as above and let \( g(t, x) = (g_1(t, x), \ldots, g_p(t, x))^T \) be a \( C^2 \) map from \( \mathbb{R}^+ \times \mathbb{R}^n \) into \( \mathbb{R}^p \). Then the process \( \mathbf{Y}(t) = g(t, \mathbf{X}(t)) \) is again an Itô process, whose component number \( k, Y_k \), is given by

\[
dY_k = \frac{\partial g_k}{\partial t}(t, \mathbf{X}) \, dt + \sum_i \frac{\partial g_k}{\partial x_i}(t, \mathbf{X}) \, dX_i + \frac{1}{2} \sum_{i,j} \frac{\partial^2 g_k}{\partial x_i \partial x_j}(t, \mathbf{X}) \, dX_i \, dX_j,
\]

(21)

where \( dB_{t,i} \, dB_{t,j} = \delta_{ij} \, dt \) and \( dB_{t,i} \, dt = dt \, dB_{t,i} = 0 \). Denoting \( \mathbf{\tilde{X}}_p = (\tilde{X}_{p1}, \ldots, \tilde{X}_{pm})^T \), for all \( 1 \leq p \leq n \), \( dY_k \) can be written as

\[
dY_k = \left[ \frac{\partial g_k}{\partial t}(t, \mathbf{X}) + \frac{1}{2} \sum_{i,j} \frac{\partial^2 g_k}{\partial x_i \partial x_j}(t, \mathbf{X}) \tilde{X}_i \tilde{X}_j \right] \, dt + \sum_i \frac{\partial g_k}{\partial x_i}(t, \mathbf{X}) \, dX_i.
\]

(22)

3.2. Equations of perturbed motion. In the following, for notation convenience, we omit the dependence for each process and the Brownian motion.

First, we write in the differential form equations of motion to be coherent with the formulation of stochastic differential equations. We recall that \( r \) is
the vector position from $M_S$ to $M_P$ and $\mathbf{v}$ is the velocity vector. Thus, we have

$$d\mathbf{r} = \mathbf{v} dt,$$

$$d\mathbf{v} = -\frac{\mu}{r^3} \mathbf{r} dt + d\mathbf{v}_P,$$

(23)

(24)

where $d\mathbf{v}_P$ corresponds to the perturbing acceleration induced by the perturbing force $\mathbf{F}$. In $\{\mathbf{e}_R, \mathbf{e}_T, \mathbf{e}_N\}$, the position vector is $\mathbf{r} = r\mathbf{e}_R$. Then, its variation is given by

$$d\mathbf{r} = d\mathbf{r}_e \mathbf{e}_R + r d\theta \mathbf{e}_T.$$

(25)

Let $v$ be the radial velocity and $w$ be the transverse velocity defined by

$$d\mathbf{r} = v dt \quad \text{and} \quad d\theta = w dt.$$

(26)

Thus, the variation of the position vector is finally given by

$$d\mathbf{r} = (v \mathbf{e}_R + w \mathbf{e}_T) dt$$

(27)

and we identify the velocity vector $\mathbf{v}$ as

$$\mathbf{v} = v \mathbf{e}_R + w \mathbf{e}_T.$$

(28)

It follows the variation of the velocity vector is given by

$$d\mathbf{v} = (dv - rw^2 dt) \mathbf{e}_R + (2vw dt + rdw) \mathbf{e}_T.$$

(29)

In order to get the expression of the radial and transverse accelerations, we make precise the expression of the perturbing acceleration $d\mathbf{v}_P$.

**Stochastic perturbing acceleration:** Let $\mathbf{B}$ be a $m$-dimensional Brownian motion. The stochastic perturbing acceleration is defined as

$$d\mathbf{v}_P = \mathbf{\bar{v}}_P dt + \mathbf{\tilde{v}}_P \cdot dB$$

(30)

where $\mathbf{\bar{v}}_P = (\bar{R}, \bar{T}, \bar{N})^T$ is, in our problem, the deterministic part of the perturbation

$$\mathbf{\bar{v}}_P = \begin{pmatrix} \bar{R}_1 & \bar{R}_2 & \cdots & \bar{R}_m \\ \bar{T}_1 & \bar{T}_2 & \cdots & \bar{T}_m \\ \bar{N}_1 & \bar{N}_2 & \cdots & \bar{N}_m \end{pmatrix}$$

is the purely stochastic part of the perturbation.

In what follows, we denote $\mathbf{\bar{R}}, \mathbf{\bar{T}}$ and $\mathbf{\bar{N}}$ the rows of $\mathbf{\bar{v}}_P$. We also simplify the notation for the scalar product of a vector $\mathbf{u}$ with itself, $\mathbf{u} \cdot \mathbf{u}$ as $\mathbf{u}^2$. Using (24) and the expression of the stochastic perturbing acceleration (30), we obtain the final expression of the radial and transverse accelerations
written as

\[ dv = \left( rw^2 - \frac{\mu}{r^2} + \hat{R} \right) dt + \hat{R} \cdot dB, \quad (31) \]

\[ dw = \left( - \frac{2vw}{r} + \frac{T}{r} \right) dt + \frac{T}{r} \cdot dB. \quad (32) \]

In first consequences, we obtain the variations of the angular momentum and the energy as follows:

**Lemma 3.1.** The variation of the angular momentum $H$ is given by

\[ dH = \frac{a(1 - e^2)}{1 + e \cos f} \hat{T} dt + \frac{a(1 - e^2)}{1 + e \cos f} \hat{T} \cdot dB, \quad (33) \]

and the variation of the energy $E$ is given by

\[ dE = \left[ \frac{\mu}{a(1 - e^2)} \left( e \sin f \hat{R} + (1 + e \cos f)\hat{T} \right) + \frac{\hat{R}^2 + \hat{T}^2}{2} \right] dt \]

\[ + \frac{\mu}{a(1 - e^2)} \left( e \sin f \hat{R} + (1 + e \cos f)\hat{T} \right) \cdot dB \quad (34) \]

**Proof.** The computation is straightforward. Using Itô’s formula, we obtain

\[ dH = r\hat{T} dt + r\hat{T} \cdot dB, \quad (35) \]

\[ dE = \left( v\hat{R} + rw\hat{T} + \frac{\hat{R}^2}{2} + \frac{\hat{T}^2}{2} \right) dt + \left( v\hat{R} + rw\hat{T} \right) \cdot dB. \quad (36) \]

Using the formula from (31) to (35), we obtain the result.

**Remark:** In Equation (38), the scalar product $\hat{R}^2$ and $\hat{T}^2$ are exactly the *supplementary terms* obtained with the Itô formula. Contrary to the classical derivation of the Gauss equations, the stochastic nature of the perturbation induces these extra terms. In consequence, it will bring new terms in the variation of the orbital elements related to the energy. The apparition of these new terms are exactly the reason and the need of a new set of Gauss equations.

### 4. Stochastic Gauss Equations in terms of $a, e, i, \Omega, \omega, M$

In this section, we obtain the equations governing the variation of the orbital elements $a, e, i, \Omega, \omega$ and $M$ induced by the stochastic perturbing acceleration (31). All the proofs are given in Appendix.
Lemma 4.1 (The Semi-major axis $a$). The variation of the semi-major axis $a$ is given by

$$
\begin{align*}
da &= \left[ \frac{2a^{3/2}}{\sqrt{\mu(1-e^2)}} \right. \left( e \sin f \bar{R} + (1 + e \cos f) \bar{T} \right) \\
&\quad + \frac{a^2}{\mu} \left( \left( 1 + \frac{4e^2 \sin^2 f}{1 - e^2} \right) \bar{R}^2 + \left( 1 + \frac{4(1 + e \cos f)^2}{1 - e^2} \right) \bar{T}^2 \right) \\
&\quad + \frac{8a^2}{\mu(1-e^2)} e \sin f(1 + e \cos f) \bar{R} \cdot \bar{T} \right] dt \\
&\quad + \frac{2a^{3/2}}{\sqrt{\mu(1-e^2)}} \left( e \sin f \bar{R} + (1 + e \cos f) \bar{T} \right) \cdot dB. 
\end{align*}
$$

The proof is given in Section A.1.

Lemma 4.2 (The Eccentricity $e$). The variation of the eccentricity $e$ is given by

$$
\begin{align*}
d_e &= \left[ \frac{a(1-e^2)}{\mu} \right. \left( \sin f \bar{R} + \left( \cos f + \frac{e + \cos f}{1 + e \cos f} \right) \bar{T} \right) \\
&\quad + \frac{a(1-e^2)^2}{\mu e(1 + e \cos f)} \left( 2 - \frac{2 + e \cos f}{1 + e \cos f} \right) \left( \cos f + \frac{e + \cos f}{1 + e \cos f} \right) \bar{T}^2 \\
&\quad + \frac{a(1-e^2)}{\mu e(1 + e \cos f)} (e \sin^3 f - \sin 2f) \bar{R} \cdot \bar{T} \right] dt \\
&\quad + \sqrt{\frac{a(1-e^2)}{\mu}} \left( \sin f \bar{R} + \left( \cos f + \frac{e + \cos f}{1 + e \cos f} \right) \bar{T} \right) \cdot dB. 
\end{align*}
$$

The proof is given in Section A.2.

Lemma 4.3 (The Inclination $i$ and the ascending node $\Omega$). The variation of the inclination $i$ is given by

$$
\begin{align*}
d_i &= \left[ \frac{a(1-e^2)}{\mu} \cos(f+\omega) \bar{N} \\
&\quad - \frac{a(1-e^2)}{\mu(1 + e \cos f)^2} \cos(f+\omega) \left( \frac{\cot i \cos(f+\omega)}{2} \bar{N}^2 + \bar{T} \cdot \bar{N} \right) \right] dt \\
&\quad + \sqrt{\frac{a(1-e^2)}{\mu}} \cos(f+\omega) \bar{N} \cdot dB. 
\end{align*}
$$

(39)
and the variation of the ascending node $\Omega$ is given by

\[
d\Omega = \left[ \sqrt{\frac{a(1-e^2)}{\mu}} \sin(f + \omega) \sin i(1 + e \cos f) \frac{N}{\mu} \right. \\
- \frac{a}{\mu(1 + e \cos f)^2} \frac{\sin(f + \omega)}{\sin i} \left( \cos(f + \omega) \cot i N^2 + \mathbf{T} \cdot \mathbf{N} \right) \left. \right] dt \\
+ \sqrt{\frac{a(1-e^2)}{\mu}} \frac{\sin(f + \omega)}{\sin i(1 + e \cos f)} \tilde{N} \cdot dB. \tag{40}
\]

The proof is given in Section A.3.

**Lemma 4.4** (The pericenter $\omega$). The variation of the pericenter $\omega$ is given by

\[
d\omega = \left[ \sqrt{\frac{a(1-e^2)}{\mu}} \left( -\frac{\cos f}{e} \tilde{R} + \frac{\sin f}{e} \left( \frac{2 + e \cos f}{1 + e \cos f} \tilde{T} \right) \right) \\
+ \frac{a(1-e^2)}{\mu e^2} \left( \frac{\sin 2f \tilde{R}^2}{2} - (e + \cos f(2 + e \cos f)^2) \frac{\sin f}{(1 + e \cos f)^2} \tilde{T}^2 \right) \\
+ \left( \frac{2 + e \cos f}{1 + e \cos f} \cos 2f \tilde{R} \cdot \tilde{T} \right) + \frac{a(1-e^2) \sin(2(f + \omega))}{4\mu(1 + e \cos f)^2} \tilde{N}^2 \right] dt \\
+ \sqrt{\frac{a(1-e^2)}{\mu}} \left( -\frac{\cos f}{e} \tilde{R} + \frac{\sin f}{e} \left( \frac{2 + e \cos f}{1 + e \cos f} \tilde{T} \right) \right) \cdot dB - \cos i \ d\Omega. \tag{41}
\]

The proof is given in Section A.4.

**Lemma 4.5** (The mean anomaly $M$). The variation of the mean anomaly $M$ is given by

\[
dM = \left[ \sqrt{\frac{\mu}{a^3}} - 2 \sqrt{\frac{a}{\mu}} \frac{(1-e^2)}{1 + e \cos f} \tilde{R} + \frac{a(1-e^2)^{3/2} \sin(2(f + \omega))}{4\mu(1 + e \cos f)^2} \tilde{N}^2 \\
+ \frac{a \sqrt{1-e^2} \sin f}{2\mu(1 + e \cos f)} \left( (2e - \cos f(1 + e \cos f)) \tilde{R}^2 \right) \\
+ \left( \frac{2 + e \cos f}{1 + e \cos f} \cos f(2 + e \cos f) + e \tilde{T}^2 \right) \right] dt \\
+ 2 \sin f(2 + e \cos f) \tilde{R} \cdot \tilde{T} \right] \\
- 2 \sqrt{\frac{a}{\mu}} \frac{(1-e^2)}{1 + e \cos f} \tilde{R} \cdot dB - \sqrt{1-e^2} (d\omega + \cos id\Omega). \tag{42}
\]

The proof is given in Section A.5.

Together, the six equations (37), (38), (39), (40), (41) and (42) are called the **stochastic Gauss Equations** in terms of orbital elements $a, e, i, \Omega, \omega, M$.  

5. AN EXAMPLE WITH NUMERICAL SIMULATIONS: MOTION OF A SATELLITE UNDERGOING STOCHASTIC DISSIPATION

In this section we give an example of a stochastic perturbation of the two-body problem in order to illustrate the stochastic Gauss equations.

We consider the following perturbed problem
\[
\ddot{r} = -\frac{\mu}{r^3}r + (\alpha_0 + \alpha W_1) \frac{v}{\|v\|} + (\beta_0 + \beta W_2) \frac{H}{\|H\|}
\]
(43)
where \(\alpha_0, \beta_0, \alpha\) and \(\beta\) are real constants, \(W_1\) and \(W_2\) are two white noises.

This perturbed problem can be seen, for example, as a satellite moving around the Earth which undergoes atmospheric dragging and with normal perturbation. Such perturbations can be induced by the Earth’s atmosphere, the Earth’s magnetic field fluctuations, the radiation pressure, thermic dissipation etc. The two white noises model the highly fluctuations induced by the phenomena considered. Such considerations are the same in the approach of Sagirow’s satellite problem (see Sagirow (1970)). By definition of the vector \(v\) and \(H\), we have
\[
(\alpha_0 + \alpha W_1) \frac{v}{\|v\|} = \frac{(\alpha_0 + \alpha W_1)}{\sqrt{1 + e^2 + 2e \cos f}} (e \sin f e_R + (1 + e \cos f)e_T)
\]
(44)
and
\[
(\beta_0 + \beta W_2) \frac{H}{\|H\|} = (\beta_0 + \beta W_2)e_N.
\]
(45)
Thus, the perturbed acceleration \(\frac{dv_P}{dt}\) can be written as
\[
\frac{dv_P}{dt} = \begin{pmatrix} \alpha_0 e \sin f / \sqrt{1 + e^2 + 2e \cos f} \\ \alpha_0 (1 + e \cos f) / \sqrt{1 + e^2 + 2e \cos f} \\ \beta_0 / \sqrt{1 + e^2 + 2e \cos f} \end{pmatrix} \cdot \begin{pmatrix} v \\ H \end{pmatrix} + \begin{pmatrix} \alpha e \sin f / \sqrt{1 + e^2 + 2e \cos f} \\ \alpha (1 + e \cos f) / \sqrt{1 + e^2 + 2e \cos f} \\ \beta W_2 / \sqrt{1 + e^2 + 2e \cos f} \end{pmatrix}
\]
(46)
where the vectors are expressed in the basis \(\{e_R, e_T, e_N\}\). Assuming \(W_1\) and \(W_2\) are the components of a two dimensional white noise \(W = (W_1, W_2)^T\) then, the Itô’s interpretation of white noises leads to the following stochastic differential equations for \(v_P\):
\[
dv_P = \begin{pmatrix} \alpha_0 e \sin f / \sqrt{1 + e^2 + 2e \cos f} \\ \alpha_0 (1 + e \cos f) / \sqrt{1 + e^2 + 2e \cos f} \\ \beta_0 / \sqrt{1 + e^2 + 2e \cos f} \end{pmatrix} dt + \begin{pmatrix} \alpha e \sin f / \sqrt{1 + e^2 + 2e \cos f} \\ \alpha (1 + e \cos f) / \sqrt{1 + e^2 + 2e \cos f} \\ \beta W_2 / \sqrt{1 + e^2 + 2e \cos f} \end{pmatrix} \cdot dB
\]
(47)
where \(B = (B_1, B_2)^T\) is a two dimensional Brownian motion. The only non-vanishing products of \(\tilde{R}, \tilde{T}\) and \(\tilde{N}\) are \(\tilde{R}^2 = \frac{\alpha^2 e^2 \sin^2 f}{1 + e^2 + 2e \cos f}, \tilde{T}^2 = \)
\frac{\alpha^2(1 + e \cos f)^2}{1 + e^2 + 2e \cos f}, \ N^2 = \beta^2 \text{ and } \mathbf{R} \cdot \mathbf{T} = \frac{\alpha^2 e \sin f(1 + e \cos f)}{1 + e^2 + 2e \cos f}.

In order to study the stochastic Gauss equations associated to this problem, we perform numerical simulations. These simulations are done over a period $T = 50$ with a time step of $h = 10^{-2}$, using a stochastic weak order two method given in [Kloeden, 1994, Chapter 5, Equation 2.1] and implemented in a FORTRAN program. For a review of numerical simulations of stochastic differential equations, we refer to [Higham, 2001] and [Kloeden, 1994]. We also refer to [Cresson et al., 2015] and [Behar et al., 2014] for other examples of simulations of stochastic perturbations. The distance and time units are chosen to be the canonical units AU and TU. In that case $\mu = 1$ (see [Bate et al., 1971]). The initial conditions for the motion are chosen such that at time $t = 0$, the orbiting body is in an elliptical configuration with $r = 1$ AU, $\theta = 1$ rad, $v = 0.01$ AU/TU and $w = 1.1$ rad/TU.

We decompose the problem in two cases: a first with only the deterministic part and a second, with the deterministic and the stochastic part. In all the orbital elements figures, we plot in green their unperturbed value and in red their perturbed one.

**First case:** $\alpha = \beta = 0$ and $\alpha_0 = -2 \times 10^{-2}, \beta_0 = 10^{-2}$.

We display in Figure 3 the perturbed two-body motion in that case with two different views. In Figure 4, we display the variations of $a, e, i, \Omega$ and $\omega$. In that case, it is known (see for example [Mavraganis and Michalakis, 1994] and references therein) the orbit is spiraling in its orbit plane. The perturbation due to $\beta_0$ induces a rotation of the orbit plane. As we can see, the eccentricity increase with decaying oscillations which make the oscillating orbit tending to a more and more elongate ellipse but with its major axis decreasing. This is clearly the effect of the dissipation.

**Second case:** $\alpha_0 = \alpha = -2 \times 10^{-2}$ and $\beta_0 = \beta = 10^{-2}$.

The stochastic nature of the perturbation allows multiple realizations. In consequence, a lot of behavior for the motion can exist. We display in Figure 5 two examples of this case. In order to find the mean behavior of the orbital elements, in the probabilistic sense, we compute the expectation of the orbital elements using a Monte-Carlo method with $10^5$ realizations of Brownian motion. The expectations of the variations of $a, e, i, \Omega$ and $\omega$ obtained with the stochastic Gauss equations are given in Figure 6. As we can see with these choices of coefficients, around $T = 10$, the stochastic component of the perturbation begins to annihilate the periodic variations of the orbital elements, notably for $e, i, \Omega$ and $\omega$. Moreover, we can see that the orbital elements varying faster. Notably for the eccentricity and the pericenter, the
stochastic part makes them drifting quickly than the deterministic case.

Even if the coefficient of the deterministic and the purely stochastic part are the same, only the square of the stochastic part remains due to the fact that Itô's integral, and more precisely, the integral along the variation of the Brownian motion, vanishes in expectation (see (Øksendal, 2003, Theorem 3.7, p.22)). In consequence, even if the deterministic part is more important than the stochastic one in term of magnitude, the purely stochastic part induces a non negligible effect on the dynamics.

On this example, and the one concerning the perturbation of the two-body problem (see Cresson et al. (2015)), we can see that the use of Itô's interpretation of white noises allows obtaining all the information contains in these objects. Indeed, considering white noises as basic functions of the time in the classical Gauss equations induces a lost of the information contained especially in the second derivatives. Whereas, we saw that it produces a non negligible effect on the dynamics and especially on the probabilistic mean behavior in the second case.

6. A FURTHER EXTENSION WITH THE LAPLACE-RUNGE-LENZ VECTOR $A$

We saw that the derivation of variations of orbital elements can be done with the angular momentum per unit of mass and the energy per unit of mass. Instead of the energy per unit of mass, we can use the Laplace-Runge-Lenz vector. Indeed, on the unperturbed orbit, this vector is defined by

$$A = v \times H - \mu \frac{r}{r}$$

and is conserved. The Laplace-Runge-Lenz gives the following relations $A = \mu e$, $E = \frac{A^2 - \mu^2}{2r^2}$ and $a = \frac{\mu H^2}{m^{-1} A^2}$ where $A$ is the norm of $A$. In consequence, the semi-major axis and the eccentricity are directly related to the
Figure 4. First case: Orbital elements.

Laplace-Runge-Lenz vector. It contains also the information of the pericenter location. Indeed, if the inclination is not zero we have

\[ \tan \omega = \frac{HA_z}{H_xA_y - H_yA_x} \]  

(49)
and if the inclination is zero we have
\[
\tan(\Omega + \omega) = \frac{A_y}{A_x}.
\] (50)

In Cresson et al. (2015), this last relation were used, assuming that $\Omega = 0$, in order to derive the variation of the pericenter angle in the planar case.

We can also use the angular momentum vector per unit of mass and the Laplace-Runge-Lenz vector instead of the orbital elements $a, e, i, \Omega$ and $\omega$ as in Roy and Moran (1973) for the deterministic case. Indeed, the equations governing the variations of these two vectors, hold for all kind of orbits. Thus, it is straightforward to derive the equations governing the variations of the orbital element. Even if the two vectors provide six components, they are not independent but related by the expression $\mathbf{H} \cdot \mathbf{A} = 0$. In consequence, depending on which problem is studied, multiple choices are possible for the last element such as the true longitude which is the one chosen in Roy and Moran (1973).

We compute the variation of the Laplace-Runge-Lenz vector in order to have the set of perturbed equations $d\mathbf{H}$ and $d\mathbf{A}$ in the stochastic case. Using Itô’s formula, we obtain
\[
d\mathbf{A} = dv \times \mathbf{H} + v \times d\mathbf{H} + dv \times d\mathbf{H} - \frac{\mu}{r} dr + \frac{\mu}{r^3} \mathbf{v} \cdot \mathbf{r} dt.
\] (51)

Then, using the expressions of $dv$, we obtain
\[
d\mathbf{A} = d\mathbf{v}_P \times \mathbf{H} + \mathbf{v} \times d\mathbf{H} + dv \times d\mathbf{H}.
\] (52)

Using the expression of $d\mathbf{H}$ and $d\mathbf{v}_P$, we obtain
\[
dv \times d\mathbf{H} = \left[ Tr \left( \mathbf{v}^T_P \cdot \mathbf{v}_P \right) \cdot \mathbf{r} - (\mathbf{v}_P \cdot \mathbf{v}_P^T) \cdot \mathbf{r} \right] dt.
\]

In order to write in the differential form the variation of the Laplace-Runge-Lenz vector, we define the operator $L : \mathbf{u} \mapsto L(\mathbf{u})$ for any three dimensional
vector, where $L(u)$ is a three dimension square matrix with

$$L(u) = \begin{pmatrix} 0 & -u_3 & u_2 \\ u_3 & 0 & -u_1 \\ -u_2 & u_1 & 0 \end{pmatrix}.$$
Then, for any another three dimensional vector \( \mathbf{v} \), we have \( \mathbf{u} \times \mathbf{v} = L(\mathbf{u}) \cdot \mathbf{v} \).

Finally, we obtain

\[
d\mathbf{A} = \left[ \text{Tr} \left( \tilde{\mathbf{v}}_P^T \cdot \tilde{\mathbf{v}}_P \right) \cdot \mathbf{r} - \left( \tilde{\mathbf{v}}_P^T \cdot \tilde{\mathbf{v}}_P \right) \cdot \mathbf{r} + \tilde{\mathbf{v}}_P \times \tilde{\mathbf{H}} + \mathbf{v} \times (\mathbf{r} \times \tilde{\mathbf{v}}_P) \right] dt \\
+ \left[ (L(\mathbf{v}) \cdot L(\mathbf{r}) - L(\tilde{\mathbf{H}})) \cdot \tilde{\mathbf{v}}_P \right] \cdot dB.
\]

These last expression of Laplace-Runge-Lenz variation vector is also very convenient for numerical integration.

7. Conclusion

In this article, we have developed the stochastic perturbation equations of celestial mechanics which generalize the classical Gauss equations. This is done with the Itô theory of stochastic differential equations and with basic considerations on the angular momentum and the energy per unit of mass. This approach allows predicting the impact of each component of the stochastic perturbing force on the dynamic. From a perturbing acceleration containing white noises, we showed the construction of the stochastic perturbation associated and we illustrated numerically the dynamic associated with the stochastic Gauss equations. Finally, we derived the variation of the Laplace-Runge-Lenz vector in order to obtain the minimum set of equations covering a large class of problem in celestial mechanics for further studies and applications.
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Appendix A. Proof of the stochastic Gauss equations

In what follow, we always simplify computations in terms of orbital elements using the formulas from (4) to (8). Moreover, we denote by \( \hat{\mathbf{E}} = v\mathbf{R} + re\mathbf{T} \) and \( \hat{\mathbf{H}} = r\mathbf{T} \) the stochastic part of the variation of the energy and the angular momentum (see Equation (23) and (29)). In the same way, we define for all the orbital elements and the angular momentum vector components, the quantities \( \hat{a}, \hat{e}, \hat{i}, \hat{\Omega}, \hat{\omega}, \hat{H}_x, \hat{H}_y \) and \( \hat{H}_z \) to be the stochastic part in their variation.

A.1. Semi-major axis \( a \). We use the relation (13) linking the energy \( E \) and the semi-major axis \( a \) in order to have

\[
a = -\frac{\mu}{2E}.
\]
Using Itô’s formula on the previous equation gives
\[ da = \frac{\mu}{2E^2} dE - \frac{\mu}{2E^3} \tilde{E} \cdot \tilde{E} dt. \]

Using the expression of the variation of the energy \( E \) we obtain the result for \( da \).

A.2. Eccentricity \( e \). Using Itô’s formula on Equation (14), we obtain
\[ de = \frac{2HE}{e\mu^2} dH + \frac{H^2}{e\mu^2} dE + \left( \frac{E}{e^3\mu^2} \tilde{H} \cdot \tilde{H} - \frac{H^4}{2e^3\mu^4} \tilde{E} \cdot \tilde{E} + \frac{2H(H^2E + \mu^2)}{e^3\mu^4} \tilde{H} \cdot \tilde{E} \right) dt. \]

First, notice that
\[ 1 + e \cos f - \frac{(1 - e^2)}{1 + e \cos f} = e \left( \cos f + \frac{e + \cos f}{1 + e \cos f} \right) \]
then
\[ \frac{2HE}{e\mu^2} dH + \frac{H^2}{e\mu^2} dE = \left[ \sqrt{\frac{a(1 - e^2)}{\mu}} \left( \sin f \tilde{R} + \left( \cos f + \frac{e + \cos f}{1 + e \cos f} \right) \tilde{T} \right) + \frac{a(1 - e^2)}{2e\mu} \left( \tilde{R}^2 + \tilde{T}^2 \right) \right] dt \]
\[ + \sqrt{\frac{a(1 - e^2)}{\mu}} \left( \sin f \tilde{R} + \left( \cos f + \frac{e + \cos f}{1 + e \cos f} \right) \tilde{T} \right) \cdot dB. \]

Second, using the expression of \( dH \) and \( dE \) we obtain
\[ \tilde{H} \cdot \tilde{H} = \frac{a^2(1 - e^2)^2}{(1 + e \cos f)^2} \tilde{T}^2, \]
\[ \tilde{E} \cdot \tilde{E} = \frac{\mu e^2 \sin f}{a(1 - e^2)} \tilde{R}^2 + \mu(1 + e \cos f)^2 \tilde{T}^2 + \frac{2e\mu \sin f(1 + e \cos f)}{a(1 - e^2)} \tilde{R} \cdot \tilde{T}, \]
\[ \tilde{H} \cdot \tilde{E} = \sqrt{\mu a(1 - e^2)} \tilde{T}^2 + \frac{e \sin f \sqrt{\mu a(1 - e^2)}}{1 + e \cos f} \tilde{R} \cdot \tilde{T}. \]

Finally, after simplifications we obtain the result for \( de \).

A.3. Inclination \( i \) and Ascending node \( \Omega \). In what follows, we assume that \( i \) is not equal to zero. The variation of the inclination and the ascending node are related to the variation of the angular momentum vector \( \tilde{H} \). We compute firstly the variation of the vector \( \tilde{H} \). Using Itô’s formula, we obtain
\[ d\tilde{H} = d\tilde{r} \times \tilde{v} + \tilde{r} \times dv + d\tilde{r} \times dv. \]
Then, using the perturbed equations of motions (31)-(32) we obtain
\[ d\tilde{H} = r \times dv_P. \]
Finally,
\[ d\tilde{H} = -r(\tilde{N} dt + \tilde{N} \cdot dB)e_T + r(\tilde{T} dt + \tilde{T} \cdot dB)e_N. \]
The expression of $d\mathbf{H}$ in the inertial frame is obtained as using three rotations (see Figure 1)

$$
d\mathbf{H} = r \left[ \left( \sin i \sin \Omega (\dot{T} dt + \dot{T} \cdot d\mathbf{B}) 
+ (\dot{N} dt + \dot{N} \cdot d\mathbf{B})(\cos i \sin \Omega \cos(f + \omega) + \cos \Omega \sin(f + \omega)) \right)e_x
- \left( \sin i \cos \Omega (\dot{T} dt + \dot{T} \cdot d\mathbf{B}) 
+ (\dot{N} dt + \dot{N} \cdot d\mathbf{B})(\cos i \cos \Omega \cos(f + \omega) - \sin \Omega \sin(f + \omega)) \right)e_y 
+ \left( \cos i (\dot{T} dt + \dot{T} \cdot d\mathbf{B}) - \sin i \cos(f + \omega)(\dot{N} dt + \dot{N} \cdot d\mathbf{B}) \right)e_z \right]
$$

with

$$
\dot{\mathbf{H}}_x = r \left( \sin i \sin \Omega \dot{T} + \dot{N} (\cos i \sin \Omega \cos(f + \omega) + \cos \Omega \sin(f + \omega)) \right),
\dot{\mathbf{H}}_y = r \left( -\sin i \cos \Omega \dot{T} - \dot{N} (\cos i \cos \Omega \cos(f + \omega) - \sin \Omega \sin(f + \omega)) \right),
\dot{\mathbf{H}}_z = r \left( \cos i \dot{T} - \sin i \cos(f + \omega) \dot{N} \right).
$$

Now we can compute the variation of the inclination $i$. Using Itô’s formula on Equation (15), we obtain

$$
- \sin i di - \frac{1}{2} \cos i (\ddot{i} \cdot \ddot{i})dt = \frac{H_z}{H^2} dH - \frac{dH_z}{H} + \left( \frac{\dot{\mathbf{H}}_z \cdot \dot{\mathbf{H}}}{H^2} - \frac{H_x (\dot{\mathbf{H}}_y \cdot \dot{\mathbf{H}})}{H^3} \right) dt
$$

and so

$$
di = - \frac{H^3 \cos i (\ddot{i} \cdot \ddot{i}) - 2H (\dot{\mathbf{H}} \cdot \dot{\mathbf{H}}_z) + 2H_x (\dot{\mathbf{H}} \cdot \dot{\mathbf{H}})}{2H^3 \sin i} dt + \frac{H_x}{H^2 \sin i} dH - \frac{1}{H \sin i} dH_z.
$$

Using the expression of $dH_z$ and $dH$, we finally obtain the result for $di$. Next, we compute the variation of the ascending node $\Omega$. Using Itô’s formula on Equation (16), we obtain

$$
\frac{d\Omega}{\cos^2 \Omega} + \frac{(\dddot{\mathbf{H}} \cdot \dddot{\mathbf{H}} \tan \Omega)}{\cos^2 \Omega} dt = -\frac{dH_x}{H_y} + \frac{H_x}{H^2_y} dH_y + \left( \frac{\dot{\mathbf{H}}_x \cdot \dot{\mathbf{H}}_y}{H^2_y} - \frac{H_x (\dot{\mathbf{H}}_y \cdot \dot{\mathbf{H}}_y)}{H^3_y} \right) dt
$$

and so

$$
d\Omega = \left( -\frac{H_x \cos^2 \Omega (\dot{H}_y \cdot \dot{H}_y)}{H^3_y} + \frac{\cos^2 \Omega (\dddot{H}_x \cdot \dddot{H}_y)}{H^2_y} - \tan \Omega (\dddot{\mathbf{H}} \cdot \dddot{\mathbf{H}}) \right) dt
- \frac{\cos^2 \Omega}{H_y} dH_x + \frac{H_x \cos^2 \Omega}{H^2_y} dH_y,
$$

with $\dddot{\mathbf{H}} = \dddot{\mathbf{H}}_x \cdot \dddot{\mathbf{H}}_y \cdot \dddot{\mathbf{H}}_z$. 

STOCHASTIC GAUSS EQUATIONS
Using the expression of $H_x, H_y$ and $dH_x, dH_y$, we can simplify the expression as
\[ \frac{\cos^2 \Omega}{H_y^2} (H_x dH_y - H_y dH_x) = \frac{r \sin(f + \omega)}{H \sin i} \dot{N} dt + \frac{r \sin(f + \omega)}{H \sin i} \dot{N} \cdot d\mathbf{B}. \]
After simplifications we obtain the result for $d\Omega$.

A.4. **Pericenter** $\omega$. In order to derive the variation of the pericenter location, we compute firstly the variation of the true anomaly $f$ and secondly the variation of the position angle $\theta$. Using Itô’s formula on Equation (41), we obtain
\[
\frac{2H}{\mu r} dH + \left( \frac{\mathbf{H} \cdot \dot{\mathbf{H}}}{\mu r} - \frac{H^2 v}{e \mu r^2 \sin f} \right) dt = \cos f \, df - e \sin f \, df + \left( -\frac{1}{2} e \cos f (\tilde{f} \cdot \tilde{f}) - \sin f (\tilde{E} \cdot \tilde{f}) \right) dt
\]
and so
\[
df = \left( \frac{H^2 v}{e \mu r^2 \sin f} - \frac{\dot{\mathbf{H}}}{e \mu r} - \frac{\tilde{E} \cdot \tilde{f}}{\mu} - \frac{1}{2} \cot f (\tilde{f} \cdot \tilde{f}) \right) dt + \cot f \frac{e}{e \mu r} \sin f \, dH.
\]
Using the expression of the variation of the angular momentum $dH$, we obtain
\[
df = \left( \frac{-2H \dot{T}}{e \mu \sin f} - \frac{\tilde{E} \cdot \tilde{f}}{e} + \frac{H vw}{e \mu \sin f} - \frac{r \tilde{T}^2}{e \mu \sin f} - \frac{1}{2} \cot f (\tilde{f} \cdot \tilde{f}) \right) dt - \frac{2H}{e \mu \sin f} \tilde{T} \cdot d\mathbf{B} + \cot f \frac{e}{e \mu} \frac{f}{de}.
\]
Finally, using the expression of $de$ and after simplifications we obtain
\[
df = \left[ \sqrt{\frac{a(1-e^2)}{\mu}} \frac{1}{e} \left( \cos f \dot{R} - \sin f \left( \frac{2 + e \cos f}{1 + e \cos f} \right) \tilde{T} \right) + \frac{\sqrt{R}}{(a(1-e^2))^{3/2}} (1 + e \cos f)^2 \right.
\]
\[
+ \frac{a(1-e^2)}{\mu e^2} \left( -\frac{\sin 2f}{2} \tilde{R}^2 + (e + \cos f (2 + e \cos f)^2) \frac{\sin f}{(1 + e \cos f)^2} \tilde{T}^2 \right.
\]
\[
- \left( \frac{2 + e \cos f}{1 + e \cos f} \right) \cos 2f \tilde{R} \cdot \tilde{T} \right] dt
\]
\[
+ \sqrt{\frac{a(1-e^2)}{\mu}} \frac{1}{e} \left( \cos f \bar{\mathbf{R}} - \sin f \left( \frac{2 + e \cos f}{1 + e \cos f} \right) \bar{\mathbf{T}} \right) \cdot d\mathbf{B}.
\]
In order to compute the variation of the position angle, we use the $z$-component of the vector $d\mathbf{r}$ and we use the Itô’s formula on the $z$-component of $d\mathbf{r}$. We have
\[ d(r \sin i \sin \theta) = (rw \sin i \cos \theta + v \sin i \sin \theta) dt \]
which leads to
\[ r \cos i \sin \theta \, dt + r \sin i \cos \theta \, d\theta \]
\[
+ \left( r \cos i \cos \theta (\dot{\mathbf{i}} \cdot \dot{\theta}) - \frac{1}{2} r \sin i \sin \theta (\dot{\mathbf{i}} \cdot \dot{\mathbf{i}}) - \frac{1}{2} r \sin i \sin \theta (\dot{\mathbf{\theta}} \cdot \dot{\mathbf{i}}) + v \sin i \sin \theta \right) dt
\]
\[ = (rw \sin i \cos \theta + v \sin i \sin \theta) dt. \]
So we obtain
\[ d\theta = \left( w - \cot i (\hat{\mathbf{i}} \cdot \hat{\theta}) + \frac{1}{2} \tan \theta (\hat{\mathbf{i}} \cdot \hat{\mathbf{i}} + \hat{\theta} \cdot \hat{\theta}) \right) dt - \cot i \tan \theta di. \]

Using the expression of \( di \) and after simplifications, we obtain
\[
d\theta = \left[ -\sqrt{\mu(1 + e \cos f)^2} \frac{a(1 - e^2) \sin(f + \omega) \cot i}{1 + e \cos f} \tilde{N} + \frac{\sqrt{\mu}}{(a(1 - e^2))^{3/2}} \cos(f + \omega) \cos^2(f + \omega) \tilde{N}^2 \right. \\
+ \left. \frac{a(1 - e^2)}{2\mu(1 + e \cos f)^2} \tan^2 f \cos^2(f + \omega) \left( 1 + \cos^2 f \right) \tilde{N}^2 \right] \cdot \tilde{N} \cdot dB. \quad (57)
\]

Remarking that
\[
d\theta = \frac{\sqrt{\mu(1 + e \cos f)^2}}{(a(1 - e^2))^{3/2}} dt + \frac{a(1 - e^2) \sin(2(f + \omega))}{4\mu(1 + e \cos f)^2} \tilde{N}^2 - \cos i d\Omega, \quad (58)
\]
we can deduce the variation of the pericenter location from the equation (58).

A.5. **Mean anomaly \( M \).** Using Itô’s formula on Equation (11), we obtain
\[
dM = \left[ \frac{(6 \cos f + e(5 + \cos(2f))) \sin f}{4\sqrt{1 - e^2(1 + e \cos f)^3}} \tilde{R}^2 - \frac{e(1 - e^2) \sin f}{(1 + e \cos f)^3} \tilde{R}^2 \right] \left( \tilde{e} \cdot \tilde{e} \right) + \left( \tilde{e} \cdot \tilde{R} \right) \tilde{f} \\
+ \frac{\sqrt{1 - e^2} (3e + (2 + e^2) \cos f)}{(1 + e \cos f)^3} \left( \tilde{e} \cdot \tilde{f} \right) \tilde{R}^2 \\
- \frac{\sqrt{1 - e^2} \sin f (2 + e \cos f)}{(1 + e \cos f)^2} \left( \tilde{e} \cdot \tilde{R} \right) \tilde{R}^2 \right] \cdot \tilde{R} \cdot \tilde{f} \quad (59)
\]

with
\[
\tilde{e} \cdot \tilde{e} = \frac{\mu}{(1 - e^2) \sin^2 f} \tilde{R}^2 + \frac{\mu(1 + e \cos f)^2}{(a(1 - e^2))(e + \cos f)} \tilde{T}^2 \\
+ \frac{2a(1 - e^2)(e + \cos f) \sin f}{\mu(1 + e \cos f)} \tilde{R} \cdot \tilde{T}
\]
\[
\tilde{R} \cdot \tilde{R} = \frac{a(1 - e^2) \cos^2 f}{\mu e^2} \tilde{R}^2 + \frac{a(1 - e^2)(2 + e \cos f)^2 \sin^2 f}{\mu e^2(1 + e \cos f)} \tilde{T}^2 \\
- \frac{a(1 - e^2)(2 + e \cos f) \sin(2f)}{\mu e^2(1 + e \cos f)} \tilde{R} \cdot \tilde{T}
\]
\[
\dot{\mathbf{e}} \cdot \dot{\mathbf{f}} = \frac{a (1 - e^2) \cos f \sin f}{\mu e} \mathbf{R}^2 - \frac{a (1 - e^2) (e + \cos f)(2 + e \cos f) \sin f}{2\mu e (1 + e \cos f)^2} \mathbf{T}^2 \\
+ \frac{a (1 - e^2) (3 \cos(2f) + 2e \cos^3 f - 1)}{2\mu e (1 + e \cos f)} \mathbf{R} \cdot \dot{\mathbf{T}}.
\]

Remarking that
\[
df = \frac{\sqrt{\mu} (1 + e \cos f)^2}{(a(1 - e^2))^{3/2}} dt + \frac{a(1 - e^2) \sin(2(f + \omega))}{4\mu (1 + e \cos f)^2} \mathbf{N}^2 - (d\omega + \cos id\Omega),
\]
we obtain after simplifications the result for \(dM\).
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