On Indirect Excitation of Lateral Vibrations of the Table of the Electrodynamic Stand Suspended on Viscoelastic Shock Absorbers
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Abstract. Modern machines and aerospace facilities are equipped with rather complex, multi-link high-level vibration protection systems. Therefore, it is of interest to carry out work on the formation of dynamic models of vibration-protective properties of the apparatus, taking into account the properties of their real design features. The plane-parallel motion of a viscoelastic suspended rigid body with an axis of symmetry and imitating the motion of the table of an electrodynamic stand is considered. In the calculated dynamic scheme, the action of the suspension membranes and the hanging shock absorber is represented as the action of some linear springs. It is assumed that a periodic perturbing force (the action of a pulsating magnetic field) directed vertically is applied at the body’s center of gravity. Nonlinear integro-differential equations of motion are compiled, in expansions of trigonometric functions and power series, only small second order are kept. The method of averaging is used to reduce to normal coordinates. The conditions for indirect excitation of axial lateral vibrations (torsional vibrations about the horizontal axis) under the stability of the parametric resonance of the vertical are obtained. Formulas providing the suspended object are obtained.
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1. Introduction
The increase in body weight, making vertical oscillations by a deformable spring, the stiffness of which corresponds to the stiffness of the suspension. A spatial single mass model is convenient for research, and therefore is often used for dynamic analysis of various structures [1,2,3,4]. For example, in [1], various types of single mass design schemes are considered. The analysis showed that calculations using such simplified schemes make it possible to determine only the lowest frequency, at which the effect of the mass is insignificant, and the damping effect of the shock absorber can be neglected [5, 6]. In work [7] it is shown that one mass system, in a vehicle, is about 12 - 20% of the total mass. Thus, on the basis of the results obtained, it was found that the natural frequency of vibrations of the suspended masses is significantly lower than the natural frequency of vibrations of other elements. In works [7, 8, 9, 10, 11],...
when one mass model was studied, in addition to the above factors, the factors random kinematic action. Thus, forced vibrations of a suspended one mass system are analyzed.

The paper deals with the problem of indirect excitation of lateral vibrations of the table of an electrodynamic stand suspended on viscoelastic shock absorbers. The main movements of the electrodynamic table are in the vertical direction. But, experiments show [12] that in addition to this basic movement, there are still significant oscillations of the table in lateral directions, which introduces additional overloads and distorts the test result. It is important to know in advance the dangerous frequencies and conditions for the excitation of "lateral" oscillations of the table in order to correctly evaluate the results of experiments.

2. Methods

2.1. Problem statement and solution methods

Let us assume that the vibrating table is a rigid body, symmetrical about the vertical axis passing through the center of gravity $O$. We neglect the static and dynamic deformations of the table and will consider, by virtue of symmetry, the vibrations of the latter as a rigid body in the vertical plane and its torsional vibrations about the horizontal axis. As a result, we have to study the plane-parallel motion of a rigid body with viscoelastic constraints. In the linear formulation of the problem, when reduced to normal coordinates, the equations of motion of the table are divided along the principal coordinates and are integrated independently of each other. It turns out that the frequency and amplitude of lateral vibrations does not explicitly depend on the frequency and amplitude of vertical vibrations. Let us accept the dynamic design scheme shown in figure 1, where the vibrating table is represented in the form of a rigid body suspended by three elastic springs, the lengths of which $l_1, l_2, l_3$ respectively, while

![Figure 1. Dynamic design diagram of the vibration table suspension stiffness coefficients (operator stiffness), respectively](image-url)
\[ \tilde{k}_1[f(t)] = k_{01} \left[ f(t) - \int_{-\infty}^{t} R_{01}(t-s)f(s)ds \right], \]
\[ \tilde{k}_2[f(t)] = k_{02} \left[ f(t) - \int_{-\infty}^{t} R_{02}(t-s)f(s)ds \right], \]
\[ \tilde{k}_3[f(t)] = k_{03} \left[ f(t) - \int_{-\infty}^{t} R_{03}(t-s)f(s)ds \right], \]

where \( f(t) \) - arbitrary function of time, \( R_{01}(t-s) \) and \( R_{02}(t-s) \) are relaxation nuclei.

The outer ends of the burins (points D) are attached to a fixed base, the inner ends (points A, B, C) are attached to a solid. Distances are also given: \( OA = b_1, OA_2 = b_2, OE_1 = a_1, OE = a_2 \). The ends of the springs are considered ideal hinges. The reaction of the spring is considered proportional to its elongation, and the direction of the reaction vector coincides with the axis of the spring. The stiffnesses of the introduced springs are the stiffnesses of the membranes in their plane for the considered plane-parallel motion of the stage. The table suspension structures of most electrodynamic stands are reduced to this model. Let a periodic perturbing force (action of a pulsating magnetic field) be applied at the center of gravity, directed along the axis \( y \) [13]. To derive the differential equations of motion of the investigated body, we introduce the following coordinate systems (see Figure 1): \( Ox'y' \) - stationary coordinate system associated with the base of the stand, \( O_1\bar{x}\bar{y} \) - coordinate system invariably associated with a moving body (shaker table). Dot \( O_1 \) coincides with the center of gravity of the body, \( J \) - moment of inertia of a body about an axis perpendicular to the plane \( Ox'y' \) and passing through the center of gravity, \( M \) - body mass. In the body balance position, the point \( O_1 \) coincides with point \( O \) and axes \( O_1\bar{x}, O_1\bar{y} \) coincide respectively with the axes \( Ox \) and \( Oy \). We will consider oscillations in a fixed coordinate system \( Ox'y' \), in which its position is determined by three generalized coordinates: two linear displacements of the center of gravity \( x \) and \( y \) and the angle of rotation about the center of gravity. In deriving the equations, we restrict ourselves to the expansions of trigonometric functions by the following expressions:

\[ \sin \varphi = \varphi, \cos \varphi = 1 - \frac{1}{2} \varphi^2. \] (2)

In all expansions in power series, we will keep only up to terms of the second order with respect to coordinates and their derivatives. We will assume that the forces of resistance \( H \) and their moments \( N \) satisfy the integral relations, that is, [14]

\[ H_x = H_{0x} \left[ x(t,s) - \int_{-\infty}^{t} R_{0x}(t-\tau)x(\tau,s)ds \right], \]
\[ N_\varphi = N_{0\varphi} \left[ \varphi(t,s) - \int_{-\infty}^{t} R_{0\varphi}(t-\tau)\varphi(\tau,s)ds \right], \]
\[ H_y = H_{0y} \left[ y(t,s) - \int_{-\infty}^{t} R_{0y}(t-\tau)y(\tau,s)ds \right], \] (3)

where \( H_{0x}, N_{0\varphi}, H_{0y} \) - instantaneous values of the modulus of elasticity, determined from experiments, \( R_{0x}(t-\tau), R_{0\varphi}(t-\tau) \) and \( R_{0y}(t-\tau) \) - relaxation kernels of the material determined from experiments [15]. The equations of motion, taking into account the above, are as follows:

\[ M \frac{d^2x}{dt^2} + c_1(x - \int_{-\infty}^{t} R_{1x}(t-s)x(s)ds) + c_{1\varphi}(\varphi - \int_{-\infty}^{t} R_{1\varphi}(t-s)\varphi(s)ds) + \]

\[ N_\varphi = N_{0\varphi} \left[ \varphi(t,s) - \int_{-\infty}^{t} R_{0\varphi}(t-\tau)\varphi(\tau,s)ds \right], \]

\[ H_y = H_{0y} \left[ y(t,s) - \int_{-\infty}^{t} R_{0y}(t-\tau)y(\tau,s)ds \right], \]
\[ +c_{12}(y^2 - \int_{-\infty}^{t} R_{12y}(t-s)y(s)ds) + c_{13}(\varphi^2 - \int_{-\infty}^{t} R_{13\varphi}(t-s)\varphi^2(s)ds) + \]

\[ +S_{11}(xy - \int_{-\infty}^{t} R_{11xy}(t-s)x(s)y(s)ds) + S_{13}(y\varphi - \int_{-\infty}^{t} R_{13y\varphi}(t-s)y(s)\varphi(t)ds) = 0, \]

\[ f\frac{d^2\varphi}{dt^2} + c_{3}(\varphi - \int_{-\infty}^{t} R_{3\varphi}(t-s)\varphi(s)ds) + c_{30}(x - \int_{-\infty}^{t} R_{30x}(t-s)x(s)ds)x + \]

\[ +c_{32}(y^2 - \int_{-\infty}^{t} R_{32y}(t-s)y^2(s)ds) + c_{33}(\varphi^2 - \int_{-\infty}^{t} R_{33\varphi}(t-s)\varphi^2(s)ds) + \]

\[ +S_{31}(xy - \int_{-\infty}^{t} R_{31xy}(t-s)x(s)y(s)ds) + S_{32}(x\varphi - \int_{-\infty}^{t} R_{32x\varphi}(t-s)x(s)\varphi(s)ds) + \]

\[ +S_{34}(y\varphi - \int_{-\infty}^{t} R_{34y\varphi}(t-s)y(s)\varphi(s)ds)yY + M(x\ddot{y} + y\ddot{x}) = 0, \quad (4) \]

\[ \frac{M\ddot{y}}{dt^2} + c_{2}(y - \int_{-\infty}^{t} R_{2y}(t-s)y(s)ds) + c_{21}(x^2 - \int_{-\infty}^{t} R_{21x}(t-s)x^2(s)ds) + \]

\[ +c_{23}(\varphi^2 - \int_{-\infty}^{t} R_{23\varphi}(t-s)\varphi^2(s)ds) + S_{21}(xy - \int_{-\infty}^{t} R_{21xy}(t-s)xy(s)ds) + \]

\[ +S_{23}(xy - \int_{-\infty}^{t} R_{23xy}(t-s)x(s)y(s)ds) + S_{24}(x\varphi - \int_{-\infty}^{t} R_{24x\varphi}(t-s)x(s)\varphi(s)ds) = P_0e^{-ipt}, \]

where

\[ c_1 = k_{02} + k_{03}, c_{10} = -k_{02}b_1 + k_{03}b_2, c_{12} = -\frac{k_{02}}{2l_2} - \frac{k_{03}}{2l_3}, \]

\[ k_{02}a_1(l_2 + a_1) - \frac{k_{03}a_2(l_3 + a_2)}{2l_3}, S_{11} = -\frac{k_{01}}{l_1}, \]

\[ S_{1s} = \frac{k_{01}b_1}{l_1} - \frac{k_{02}a_1}{l_2} - \frac{k_{03}a_2}{l_2}, c_2 = k_{04}, c_{2s} = -\frac{N_4}{2l_1}, \]

\[ c_{2s} = -\frac{k_{01}(b_1 + l_1)b_1}{2l_1} + \frac{k_{02}a_1b_1}{l_2} - \frac{k_{03}a_2b_2}{l_2}, \]

\[ S_{2s} = \frac{k_{02}b_2}{l_2} - \frac{k_{03}b_2}{l_2}, c_3 = b_1^2k_0^2 + b_2^2k_0a, \]

\[ c_{3s} = -b_1k_{02} + b_2k_{03}, c_{3s} = k_{02}b_1 - \frac{k_{03}b_2}{2l_2}, \]

\[ c_{1s} = \frac{3k_{02}a_1b_1}{2l_1} + \frac{3a_1b_1k_{02}}{2l_2} - \frac{3k_{03}a_2b_2}{2l_2} - \frac{3a_2b_1k_{03}}{2l_2}, \]

\[ S_{3s} = k_{01} + \frac{k_{01}b_1}{l_1} - \frac{k_{02}a_1}{l_2} - \frac{k_{03}a_2}{l_2} - k_{02} - k_{03}, \]

\[ S_{3s} = -\frac{k_{01}a_1}{l_2} - \frac{k_{03}a_2}{l_2} - k_{02}a_1 - k_{02}a_2. \]
\[ S_{34} = b_1 k_0 l_1 - \frac{k_0 b_1^2}{l_1} + \frac{2k_0 a_1 b_1}{l_2} - \frac{2k_0 a_2 b_2}{l_2} + k_0 a_1 - k_0 a_2. \]  

(5)

Oscillations of the body are assumed such that the integral nonlinear terms containing the products of coordinates and their derivatives are considered small in comparison with the main linear terms. We reflect the smallness of the terms by introducing a small positive parameter \( \mu \) in the following way:

\[ \mu h_1 = \frac{H_{0x}}{M}, \mu h_2 = \frac{H_{0y}}{M}, \mu h_3 = \frac{H_{0p}}{M}, \]

where

\[ \mu \varepsilon_{12} = \frac{c_{012}}{M}, \mu \varepsilon_{13} = \frac{c_{013}}{M}, \mu \varepsilon_{14} = \frac{c_{014}}{M}, \mu \varepsilon_{15} = \frac{c_{015}}{M}. \]

Further denoting

\[ \lambda_{11}^2 = \frac{c_{1}}{M}, \lambda_{21}^2 = \frac{c_{2}}{M}, \lambda_{31}^2 = \frac{c_{3}}{I}, \lambda_{12}^2 = \frac{c_{10}}{M}, \lambda_{32}^2 = \frac{c_{30}}{I}, \rho' = \frac{L}{M}. \]

we rewrite system (1) as

\[
\frac{\partial^2 x}{\partial t^2} + \lambda_{11}^2 \left[ x - \int_{-\infty}^{t} R_{1x}(t-s)x(s)ds \right] + \lambda_{12}^2 \left[ \varphi - \int_{-\infty}^{t} R_{10\varphi}(t-s)\varphi(s)ds \right] = \\
= \mu \psi_1(x, y, \varphi, y^2, \varphi^2, xy, t-s) \int_{-\infty}^{t} R_{12y}(t-s)y^2(s)ds, \\
\int_{-\infty}^{t} R_{13\varphi}(t-s)\varphi^2(s)ds, \int_{-\infty}^{t} R_{11xy}(t-s)x(s)y(s)ds, \int_{-\infty}^{t} R_{13y\varphi}(t-s)y(s)\varphi(t)ds \\
\int_{-\infty}^{t} R_{13\varphi}(t-s)\varphi^2(s)ds, \int_{-\infty}^{t} R_{12xy}(t-s)xy(s)ds, \int_{-\infty}^{t} R_{13y\varphi}(t-s)y(s)\varphi(t)ds \\
\int_{-\infty}^{t} R_{13\varphi}(t-s)\varphi^2(s)ds, \int_{-\infty}^{t} R_{12xy}(t-s)xy(s)ds, \int_{-\infty}^{t} R_{13y\varphi}(t-s)y(s)\varphi(t)ds 
\]

(6)

(7)

at \( \mu = 0 \) and zero values of the relaxation kernels of viscoelastic elements, system (6) admits a particular solution:

\[ x = \varphi = 0, y = qe^{i\omega t}, q = \frac{p'}{\lambda_{21}^2 - \omega^2}. \]  

(7)
This means that under the action of an external periodic force, oscillations of a rigid body will take place only in the direction of the y coordinate, i.e., along the coordinate in relation to which the external force acts. Other coordinates \((x, \varphi)\) while staying alone.

Let us now assume that the relaxation kernels of viscoelastic springs are nonzero. Then \(x = \varphi = 0, y = qe^{iat}\), and the solution takes the following form:

\[
q = \frac{q_{et}}{\sqrt{\lambda_{21}^2 \left( \frac{p^2}{\omega^2} + 1 - \Gamma_c \right)^2 + \Gamma_c^2}} , \quad t g \theta = \frac{\Gamma_c}{\lambda_{21} p^2 - 1 + \Gamma_c}
\]

where \(\Gamma_c = \int_0^\infty R(\tau) \cos p \tau d\tau, \Gamma_s = \int_0^\infty R(\tau) \sin p \tau d\tau\) - cosine and sine are Fourier transforms of relaxation kernels, \(\theta - \) phase shift. This concept of the nature of motion is usually characteristic of the theory of linear systems. Let us now estimate the picture of the oscillations obtained by taking into account the nonlinear terms of system (6).

2.2. Construction of an approximate solution and determination of the conditions for the excitation of coupled oscillations

Let us first find the natural frequencies of the linear part equations (2). Put in (2) \(\mu = 0, l = 0\), and relaxation kernels of viscoelastic elements are equal to zero. The solution is sought in the form [16]

\[
x = A_x^* e^{iat}, y = A_y^* e^{iat}, \varphi = A_\varphi^* e^{iat}, \quad (8)
\]

where \(\Omega = \Omega_R + i \Omega_I\) - complex frequency, \(A_x^*, A_y^*, A_\varphi^*\) - displacement amplitudes, (complex values). Substituting (8) into (6), after which we arrive at a homogeneous system of linear algebraic equations with respect to the quantities \(A_x^*, A_y^*, A_\varphi^*\). In the case under consideration \(\Omega = \Omega_R\) (actual frequency). Equating the determinant of this system to zero, we obtain the frequency equation

\[
[\Omega^4 - (\lambda_{31}^2 + \lambda_{32}^2)\Omega^2 + \lambda_{31}^2 \lambda_{32}^2 - \lambda_{12} \lambda_{32}] (\Omega^2 - \lambda_{21}^2) = 0. \quad (9)
\]

Solving (9), we obtain the natural frequencies of the vibration:

\[
\begin{align*}
\Omega_1 &= \frac{1}{2} (\lambda_{31}^2 + \lambda_{32}^2) - \frac{1}{4} \sqrt{\left( \lambda_{31}^2 - \lambda_{32}^2 \right)^2 + \lambda_{12} \lambda_{32}^2}, \\
\Omega_2 &= \lambda_{21}, \\
\Omega_3 &= \frac{1}{2} (\lambda_{31}^2 + \lambda_{32}^2) + \frac{1}{4} \sqrt{\left( \lambda_{31}^2 - \lambda_{32}^2 \right)^2 + \lambda_{12} \lambda_{32}^2}.
\end{align*} \quad (10)
\]

Amplitude ratio coefficients \(\frac{A_\varphi}{A_x}\) for frequencies \(\Omega_1\) and \(\Omega_2\) have the form:

\[
\alpha_1 = \frac{-a_1^2 + \lambda_{31}^2}{-\lambda_{12}}, \quad \alpha_2 = \frac{-a_1^2 + \lambda_{31}^2}{-\lambda_{12}}. \quad (11)
\]

If the rheological properties of materials are taken into account, then we obtain the following transcendental equations with a complex input parameter

\[
\begin{align*}
[\Omega^4 - (\lambda_{31}^2 (\Omega_R) + \lambda_{32}^2 (\Omega_R)) \Omega^2 + \lambda_{31}^2 (\Omega_R) \lambda_{32}^2 (\Omega_R) - \lambda_{12} (\Omega_R) \lambda_{32} (\Omega_R)] = 0, \\
\Omega^2 - \lambda_{21} (\Omega_R) = 0, \\
\lambda_{11} (\Omega_R) = \lambda_{011} [1 - \Gamma_c (\Omega_R) - i \Gamma_s (\Omega_R)], \\
\lambda_{31} (\Omega_R) = \lambda_{031} [1 - \Gamma_c (\Omega_R) - i \Gamma_s (\Omega_R)], \\
\lambda_{12} (\Omega_R) = \lambda_{012} [1 - \Gamma_c (\Omega_R) - i \Gamma_s (\Omega_R)], \\
\lambda_{32} (\Omega_R) = \lambda_{032} [1 - \Gamma_c (\Omega_R) - i \Gamma_s (\Omega_R)]. \quad (12)
\end{align*}
\]
The calculations used the Koltunov-Rzhanitsyn three-parameter relaxation kernel: \( R(t) = A e^{-\beta t/t^{1-\alpha}} \). Equation (12) is solved numerically by the Muller method [17].

Now, in (6), we transfer the integral terms of the first, second and third equations to the right-hand sides of the equations. Then we obtain the following systems of equations

\[
\frac{\partial^2 x}{\partial t^2} + \lambda_1^2 x + \lambda_2^2 \varphi = \\
= \mu \varphi_1(x, y, \varphi, y^2, \varphi^2, xy, \int_{-\infty}^{t} R_{1x}^c(t - s) x(s) ds, \\
\int_{-\infty}^{t} R_{10\varphi}^c(t - s) \varphi(s) ds, \int_{-\infty}^{t} R_{12y}^c(t - s) y^2(s) ds, \\
\int_{-\infty}^{t} R_{13\varphi}^c(t - s) \varphi^2(s) ds, \int_{-\infty}^{t} R_{11xy}^s(t - s) x(s)y(s) ds, \int_{-\infty}^{t} R_{13y\varphi}^s(t - s) y(s) \varphi(t) ds)
\]

\[
\frac{\partial^2 y}{\partial t^2} + \lambda_2^2 y = \\
= F_y(t) + \mu \varphi_2(x, y, \varphi, y^2, \varphi^2, xy, \int_{-\infty}^{t} R_{1x}^c(t - s) y(s) ds, \int_{-\infty}^{t} R_{12x}^c(t - s) x^2(s) ds, \\
\int_{-\infty}^{t} R_{23\varphi}^c(t - s) \varphi^2(s) ds, \int_{-\infty}^{t} R_{22xy}^s(t - s) xy(s) ds, \int_{-\infty}^{t} R_{24x\varphi}^s(t - s) x(s) \varphi(s) ds) (13)
\]

\[
\frac{\partial^2 \varphi}{\partial t^2} + \lambda_3^2 \varphi + \lambda_2^2 x = \\
= \mu \varphi_3(x, y, \varphi, y^2, \varphi^2, xy, \int_{-\infty}^{t} R_{5\varphi}^c(t - s) \varphi(s) ds, \\
\int_{-\infty}^{t} R_{50x}^c(t - s) x(s) ds, \int_{-\infty}^{t} R_{52y}^c(t - s) y^2(s) ds, \\
\int_{-\infty}^{t} R_{33\varphi}^c(t - s) \varphi^2(s) ds, \int_{-\infty}^{t} R_{31xy}^c(t - s) x(s)y(s) ds, \\
\int_{-\infty}^{t} R_{32x\varphi}^c(t - s) x(s) \varphi(s) ds, \int_{-\infty}^{t} R_{34y\varphi}^c(t - s) y(s) \varphi(s) ds, M(x\dot{y} + y\dot{x})) (15)
\]

3. Results
To transform system (13) to normal form, we make the change of variables

\[
x = q_\xi + q_\zeta, y = q_\eta, \varphi = \alpha_1 q_\xi + \alpha_2 q_\zeta,
\]

where \( q_\xi, q_\eta, q_\zeta \) - normal coordinates. System (13) in normal coordinates will have the form:

\[
\dot{q}_\xi + \Omega_1^2 q_\xi = -\mu \phi_1^*, \\
\dot{q}_\eta + \Omega_2^2 q_\eta = -\mu \phi_2^* + p'e^{-i\omega t}, \\
\dot{q}_\zeta + \Omega_3^2 q_\zeta = \mu \phi_3^*,
\]

where \( \phi_1^*, \phi_2^*, \phi_3^* \) - linear combinations of functions \( \phi_1, \phi_2, \phi_3 \), and in the latter, replacements are made according to formulas (14). In expanded form, they have the form:

\[
\phi_1^* = \frac{1}{1 + \alpha_1^2} \left( a_{11} \int_{-\infty}^{t} R_{10\xi}^c(t - s) q_\xi(s) ds + a_{12} \int_{-\infty}^{t} R_{10\zeta}^c(t - s) q_\zeta(s) ds + \right.
\]

\[
\left. a_{13} \int_{-\infty}^{t} R_{10\eta}^c(t - s) q_\eta(s) ds \right)
\]

\[
\phi_2^* = \frac{1}{1 + \alpha_2^2} \left( a_{21} \int_{-\infty}^{t} R_{20\xi}^c(t - s) q_\xi(s) ds + a_{22} \int_{-\infty}^{t} R_{20\zeta}^c(t - s) q_\zeta(s) ds + \right.
\]

\[
\left. a_{23} \int_{-\infty}^{t} R_{20\eta}^c(t - s) q_\eta(s) ds \right)
\]

\[
\phi_3^* = \frac{1}{1 + \alpha_3^2} \left( a_{31} \int_{-\infty}^{t} R_{30\xi}^c(t - s) q_\xi(s) ds + a_{32} \int_{-\infty}^{t} R_{30\zeta}^c(t - s) q_\zeta(s) ds + \right.
\]

\[
\left. a_{33} \int_{-\infty}^{t} R_{30\eta}^c(t - s) q_\eta(s) ds \right)
\]
\[\begin{align*}
+ a_{14}(q_\eta^2 - \int_{-\infty}^{t} R_{14q_\eta}^c(t-s) q_\eta^2(s)ds) & + a_{15}(q_\zeta^2 - \int_{-\infty}^{t} R_{15q_\zeta}^c(t-s) q_\zeta^2(s)ds) + \\
+ a_{16}(q_\xi q_\eta - \int_{-\infty}^{t} R_{16q\xi q_\eta}^c(t-s) q_\xi(s) q_\eta(s)ds) & + a_{13}(q_\zeta^2 - \int_{-\infty}^{t} R_{13q_\zeta}^c(t-s) q_\zeta^2(s)ds) + \\
+ a_{17}(q_\xi q_\zeta - \int_{-\infty}^{t} R_{17q\xi q_\zeta}^c(t-s) q_\xi(s) q_\zeta(s)ds) & + a_{18}(q_\eta q_\xi - \int_{-\infty}^{t} R_{18q_\eta q_\xi}^c(t-s) q_\eta(s) q_\zeta(s)ds) + \\
+ a_1 \epsilon_1[(q_\xi + q_\zeta)(q_\xi + q_\zeta)] & \],
\end{align*}\]

\[\begin{align*}
\phi_2^* = a_{21} \int_{-\infty}^{t} R_{\xi\eta}^c(t-s) q_\eta(s)ds & + a_{22}(q_\xi^2 - \int_{-\infty}^{t} R_{22q_\xi}^c(t-s) q_\xi^2(s)ds) + \\
+ a_{23}(q_\zeta^2 - \int_{-\infty}^{t} R_{23q_\zeta}^c(t-s) q_\zeta^2(s)ds) & + a_{24}(q_\xi q_\eta - \int_{-\infty}^{t} R_{24q\xi q_\eta}^c(t-s) q_\xi(s) q_\eta(s)ds) + \\
+ a_{25}(q_\xi q_\zeta - \int_{-\infty}^{t} R_{25q\xi q_\zeta}^c(t-s) q_\xi(s) q_\zeta(s)ds) & + a_{26}(q_\eta q_\zeta - \int_{-\infty}^{t} R_{26q_\eta q_\zeta}^c(t-s) q_\eta(s) q_\zeta(s)ds) + \\
\phi_3^* = \frac{1}{1 + \alpha_2^2} & [a_{31} \int_{-\infty}^{t} R_{31q_\eta}^c(t-s) q_\eta(s)ds + a_{32} \int_{-\infty}^{t} R_{32q_\zeta}^c(t-s) q_\zeta(s)ds] + \\
+ a_{33}(q_\xi^2 - \int_{-\infty}^{t} R_{33q_\xi}^c(t-s) q_\xi^2(s)ds) & + a_{35}(q_\zeta^2 - \int_{-\infty}^{t} R_{35q_\zeta}^c(t-s) q_\zeta^2(s)ds) + \\
+ a_{34}(q_\xi q_\eta - \int_{-\infty}^{t} R_{34q\xi q_\eta}^c(t-s) q_\xi(s) q_\eta(s)ds) & + a_{36}(q_\eta q_\zeta - \int_{-\infty}^{t} R_{36q_\eta q_\zeta}^c(t-s) q_\eta(s) q_\zeta(s)ds) + \\
+ a_2[(q_\xi + q_\zeta)(\eta_\xi) - q_\eta(\eta_\xi + \eta_\zeta)] & ,
\end{align*}\]

where

\[\begin{align*}
a_{11} = h_1 + h_3 a_1^2, a_{12} = h_1 + h_3 a_1 a_2, \\
a_{13} = a_1 e_1, a_{14} = a_3 + a_1 e_3, \\
a_{15} = a_2 [a_2 e_1 + a_1 (e_3 a_2 + e_3)], \\
a_{17} = 2 a_1 [a_2 e_1 + a_1 (e_3 a_2 + e_3)], \\
a_{18} = a_1 e_1 + a_1 e_3 a_2 + e_3 (a_1 + a_2), \\
a_{21} = h_2, \\
a_{22} = e_2 a_1 + a_1 (e_2 a_2 + e_3), \\
a_{23} = a_1 e_1 + a_1 e_2 a_2 + e_2 (a_1 + a_2), \\
a_{24} = e_2 a_1 + e_2 a_1 a_2, \\
a_{25} = e_2 a_1 + e_2 a_1 a_2, \\
a_{31} = a_1 e_1 + a_2 (e_3 a_1 + e_3), \\
a_{34} = a_1 e_2 + e_3 a_2, \\
a_{35} = a_1 e_3 a_2 + e_3, \\
a_{36} = a_1 e_1 + e_2 a_1 + a_2 (e_3 a_1 + e_3), \\
a_{37} = a_1 [2 a_1 e_1 + a_2 (e_3 a_2 + e_3)], \\
a_{38} = a_1 e_2 + a_2 (e_3 a_2 + e_3).
\end{align*}\]

Solutions (11), in normal coordinates, correspond to

\[q_\xi = q_\zeta = 0, q_\eta = q_1 e^{-i\omega t}, q_1 = \frac{i}{\alpha_2^2 - \omega^2}. \tag{16}\]
Note that in system (4) the coefficient is nonzero for any real values of the shaker parameters. This leads to the fact that in system (4) it is impossible to consider the case of simple indirect excitation (according to the terminology of [18]), but to study the complete system equations (4).

It is seen directly from (15) that for \( \omega = \Omega_j \) \((j = 1, 2, 3)\) in the system under study, the main resonance arises. Because the \( x \) and \( \varphi \) are linear combinations of normal coordinates \( q \xi \) and \( q \zeta \), then we will investigate the behavior of the latter. Due to the nonlinearity of the equations of motion, resonances are possible at combination frequencies. Therefore, we will consider the possibilities of indirect excitation of oscillations in the presence of resonance relations between the frequencies \( \omega, \Omega_1 \) and \( \Omega_3 \).

First, as in [18,19], consider the case when \( \Omega_2 \) satisfies a resonance relation of the form

\[
\Omega_2^2 = \frac{\omega^2}{4} + \mu \omega \varepsilon_1.
\]  

Frequencies \( \Omega_2, \Omega_3 \) non-resonant, \( \varepsilon_1 = \Omega_1 - \frac{\omega}{2} \). Taking into account (17), equations (15) take the form

\[
\ddot{\xi} + \frac{\omega^2}{4} \xi = -\mu (\dot{\phi}_1^* + \omega \varepsilon_1 \xi),
\]
\[
\ddot{\eta} + \Omega_2^2 \eta = -\mu \dot{\phi}_2^* + p' e^{-i\omega t},
\]
\[
\ddot{\zeta} + \Omega_3^2 \zeta = -\mu \dot{\phi}_3^*.
\]

To determine the conditions for the excitation of indirect oscillations, we use the averaging method, as is customary in [20]. The general solution of system (18) in complex form at \( \mu = 0 \) looks like:

\[
q_{\xi_0} = P_1 e^{\frac{i \omega t}{2}} + Q_1 e^{-\frac{i \omega t}{2}},
\]
\[
q_{\eta_0} = P_2 e^{i\Omega_2 t} + Q_1 e^{-i\Omega_2 t},
\]
\[
q_{\zeta_0} = P_3 e^{i\Omega_3 t} + Q_3 e^{-i\Omega_3 t} + \frac{Q_1}{2i} (e^{i\omega t} - e^{-i\omega t}),
\]

where

\[
P_j = \frac{M_j - iN_j}{2}, Q_j = \frac{M_j + iN_j}{2}, \ (j = 1, 2, 3), q_1 = \frac{i}{(\Omega_3^2 - \omega^2)} P_1, P_2, P_3, Q_1, Q_2, Q_3 \] - arbitrary constants. To the right-hand sides of equations (18) we apply the averaging procedure. Then we obtain the following equations of the first approximation:
System (20) admits the trivial solution

\[ P_1 = Q_1 = P_2 = Q_2 = P_3 = Q_3 = 0. \] (21)

If solution (21) turns out to be unstable, which means that solution (16) is also unstable, then it is possible to excite oscillations along coordinates free from the action of external forces. Otherwise, the stability of the solution to equations (16) is determined by the nature of the roots of the fundamental equation of the system of linear equations (20). Solutions

\[ P_2 = Q_2 = P_3 = Q_3 = 0 \]

stable, because

\[ a_{21} > 0, \quad a_{32} > 0, \]

means that the solutions

\[ q_\xi = p'e^{-iat}, \quad q_\zeta = 0. \]

Obviously, the stability of the solution \( q_\zeta = 0 \) is determined from the first two equations of system (20). To obtain the conditions for the stability of the solution \( q_\xi = 0 \), put

\[ P_1 = R_1 e^{i\omega t}, \quad Q_1 = R_2 e^{-i\omega t}, \]

and use the condition for the existence of a nontrivial solution with respect to the quantities \( R_1, R_2 \), what gives:

\[
\begin{align*}
\omega \varepsilon_1 + [1 - \Gamma_{11}^c(\omega R) - i\Gamma_{11}^s(\omega R)] \left[ a_{11} \frac{1}{2\left(1 + a_1^2\right)} + a^* \right] \frac{a_{11}[1 - \Gamma_{11}^c(\omega R) - i\Gamma_{11}^s(\omega R)] q_1}{2i} \omega \varepsilon_1 - [1 - \Gamma_{11}^c(\omega R) - i\Gamma_{11}^s(\omega R)] \left[ a_{11} \frac{1}{2\left(1 + a_1^2\right)} + a^* \right] & = 0 \quad (22)
\end{align*}
\]

or

\[
\begin{align*}
\alpha^* & + \frac{a_{11}}{1 + a_1^2} [1 - \Gamma_{11}^c(\omega R) - i\Gamma_{11}^s(\omega R)] \alpha^* + e_1^2 + \\
& + \frac{a_{11}^2}{4(1 + a_1^2)} [1 - \Gamma_{11}^c(\omega R) - i\Gamma_{11}^s(\omega R)] q_1 & = 0. \quad (23)
\end{align*}
\]

Based on the Routh-Hurwitz criterion, we obtain from (23) the necessary and sufficient conditions for the stability of the solution \( q_\xi = 0 \):
The first of the conditions (24) is always fulfilled in our formulation of the problem, and the second, for certain ratios of the parameters, may not be satisfied. Then towards $q_\xi$ vibrations with frequency are excited $\frac{\omega}{2}$, those fluctuations in coordinates $q_\xi$ and $q_\zeta$ find themselves bound. It can be seen from conditions (24) that increasing the resistance coefficients $h_1$, $h_3$ detuning $\omega \varepsilon_1$ and decreasing the value of expressions $a_{17}q_1$ can satisfy the stability conditions.

Thus, to eliminate the excitation of oscillations along the coordinate $\xi$ it is necessary to select the parameters of the system from conditions (24). Coefficients of friction $h_1$, $h_3$ and detuning $\omega \varepsilon_1$ always contribute to stability, and the amplitude $q_1$. All the results obtained apply to the analysis of the behavior of the coordinate $q_\zeta$ when the resonance relation is fulfilled $\Omega_3^2 = \frac{\omega^2}{4} + \mu \omega \varepsilon_3$. Here $\Omega_1, \Omega_2$- non-resonant frequencies, $\varepsilon_3 = \Omega_3 - \frac{\omega}{2}$.

The stability conditions for the solution $q_\zeta = 0$ there will be inequalities

$$\begin{align*}
\frac{a_{31}}{2} [1 - \Gamma_2^c(\omega_R) - i \Gamma_3^c(\omega_R)] & > 0 \\
\frac{a_{31}}{2} [1 - \Gamma_2^c(\omega_R) - i \Gamma_3^c(\omega_R)] & > \frac{1 + \alpha_2^2}{\omega} \left[ a_{37} [1 - \Gamma_3^c(\omega_R) - i \Gamma_3^c(\omega_R)] q_1 \right]^2 - (\omega \varepsilon_3)^2.
\end{align*}$$

Now let us briefly consider the cases when the resonance relation of the form (17) is simultaneously satisfied by two natural frequencies $\Omega_1$ and $\Omega_3$: $\Omega_2$- not resonant frequency. In this case, it is possible to excite oscillations simultaneously in the directions of two coordinates: $q_\xi$ and $q_\zeta$. This is a case of stronger connectedness of vibrations. Proceeding in a similar way to the cases considered, we obtain the following fourth-degree equation for $a^n$ the nature of the roots of which is determined by the excitation of oscillations along the coordinates $q_\xi$ and $q_\zeta$ at the same time

$$\begin{vmatrix}
\omega \varepsilon_1 + R_{11} \left[ \frac{a_{11}}{2(1 + \alpha_2^2)} + \alpha^* \right] & a_{17} R_{17} p' & R_{11} a_{12} & a_{15} R_{15} p' \\
-a_{17} R_{17} p' & 2i(1 + \alpha_2^2) & 2(1 + \alpha_2^2) i(1 + \alpha_2^2) & -a_{15} R_{15} p' \\
R_{31} a_{31} & a_{37} R_{37} p' & 2(1 + \alpha_2^2) \omega \varepsilon_3 + R_{32} & a_{32} \\
-R_{37} p' a_{37} & R_{31} a_{31} & -R_{35} p' a_{35} & 2(1 + \alpha_2^2) + \alpha^*
\end{vmatrix} = 0$$

here $R_{jk} = 1 - \Gamma_j^k(\omega_R) - i \Gamma_j^k(\omega_R)(j,k = 1,2,3)$. Expanding the determinant and using the Routh-Hurwitz criterion, one can obtain the conditions for the excitation of oscillations along the coordinates $q_\xi$ and $q_\zeta$ simultaneously. However, given the complexity of the resulting conditions, we will not list them here.
The results obtained were compared with the results obtained in [21, 22], which gave an identical result. The results of the work can be applied in the development of energy saving schemes and increase in reliability [23,24], as well as in the development of a new design for drying cotton seeds using heat [25,26].

4. Conclusions
Nonlinear integro-differential equations of motion are compiled in expansions into trigonometric functions and power series, while only infinitesimal up to the second order are retained. The reduction to normal coordinates was used by the averaging method. Conditions for indirect excitation of axial parametric resonance of lateral vibrations (along the horizontal axis, torsional vibrations about the horizontal axis) under the action of forces along the vertical are obtained.

Reference
[1] Bencheckhou B, Coni M and Howarth H. 1998 White R. Some aspects of vibration damping improvement in composite materials. Composites. Part B: Engineering. 29B. pp 809-817.
[2] Babakov I M 2004 Oscillation theory. Bystard p 592
[3] Biderman V L 2009 The theory of mechanical vibrations (textbook for universities V L Biederman Izhevsk: Research Center "Regular and Chaotic Dynamics") p 416
[4] Ilyin M M 2001 Oscillation theory (textbook for universities M M Ilyin, K S Kolesnikov, Yu S Saratov Moscow: Moscow State Technical University named after N.E. Bauman) p271
[5] Narbut A N 2002 Theory of the car (Moscow: tutorial MADI (GTU) A N Narbut ) p 71
[6] Panovko Ya G 2015 Fundamentals of Applied Vibration and Impact Theory (Ya G Panovko Moscow: Librokom) p 274
[7] Saveliev V V 2005 Applied Oscillation Theory: Study Guide (V V Saveliev Tula: Publishing house of Tula State University) p 160
[8] Strelkov S P 2005 Introduction to the theory of oscillations (S.P. Shooters, Saint Petersburg; Lan) p 440
[9] Tymoshenko S P 2007 Oscillations in engineering (S P Timoshenko, D Kh Young, W Weaver Moscow: KomKniga) p 440
[10] Chandra R, Singh S P and Gupta K 1999 Damping studies in fiber-reinforced composites - a review Composite Structures 46 pp 41-51 (https://doi.org/10.1016/S0263-8223(99)00041-0)
[11] Finegan I C and Gibson R F 1999 Recent research on enhancement of damping in polymer composites Composite Structures 44 2-3 pp 89–98. https://doi.org/10.1016/S0263-8223(98)00073-7
[12] Treviso A, Van Genechten B, Mundo D and Tournour M 2015 Damping in composite materials, Properties and models Composites: Part B 78 pp 144-152 https://doi.org/10.1016/j.compositesb.2015.03.081
[13] Zhou X Q, Yu D Y, Shao X Y, Zhang S Q and Wang S 2016 Research and applications of viscoelastic vibration damping materials, A review Composite Structures 136 pp 460-480 https://doi.org/10.1016/j.compstruct.2015.10.014
[14] Parshina L V, Ryabov V M and Yartsev B A 2018 Energy dissipation at vibrations of inhomogeneous composite structures 1. Statement of the problem Bulletin of St. Petersburg. un-that. Maths. Mechanics. Astronomy. Vol 5 (63) Iss 2 pp 300–309 https://doi.org/10.21638/11701/spbu01.2018.210
[15] Parshina L V, Ryabov V M and Yartsev B A 2018 Energy dissipation at vibrations of inhomogeneous composite structures. 2. Solution method // Bulletin of St. Petersburg un-that Maths. Mechanics. Astronomy. Vol 5 (63) Iss 3 pp 678–688. https://doi.org/10.21638/11701/spbu01.2018.414
[16] Parshina L V, Ryabov V M and Yartsev B A 2019 Energy dissipation at vibrations of inhomogeneous composite structures 3. Numerical experiment Bulletin Petersburg. un-that. Maths. Mechanics. Astronomy. Vol 6 (64) Iss 1 pp 144–156

[17] Berthelot J M 2006 Damping analysis of orthotropic composites with interleaved viscoelastic layers, modeling Journal of Composite Materials Vol 40 Iss 21 pp 1889-1909 https://doi.org/10.1177/0021998306061302

[18] Berthelot J M and Sefrani Y 2006 Damping analysis of unidirectional glass fiber composites with interleaved viscoelastic layers: experimental investigation and discussion Journal of Composite Materials Vol 40 Iss 21 pp 1911-1932 https://doi.org/10.1177/0021998306061303

[19] Hao M and Rao M D 2005 Vibration and Damping Analysis of a sandwich beam containing a viscoelastic constraining layer Journal of Composite Materials Vol 39 Iss 18 pp 1621-1643. https://doi.org/10.1177/0021998305051124

[20] Rao M, Echempati R and Nadella S 1997 Dynamic analysis and damping of composite structures embedded with viscoelastic layers Composites. Part B: Engineering Vol 28 Iss 5-6 pp 547-556

[21] Durdiev, D.K., Rahmonov, A.A. Inverse Problem for A System of Integro-Differential Equations for SH Waves in A Visco-Elastic Porous Medium: Global Solvability, Theoretical and Mathematical Physics(Russian Federation), 2018, 195(3), pp. 923-937.

[22] Durdiev, D.K., Rahmonov, A.A. Inverse Problem for A System of Integro-Differential Equations for SH Waves in A Visco-Elastic Porous Medium: Global Solvability, Theoretical and Mathematical Physics(Russian Federation), 2018, 195(3), pp. 923-937.

[23] Raxmanov X.K Basis of saw up dating of ginfeederin or dertoimprovepurifiering effect European Science Review. Austria, Vienna. January-February 2017. P. 228-230

[24] Raxmanov X.K Investigation of methods of preparation of cotton and its components for storage European Science Review. Austria, Vienna. January-February 2017. P. 230-232

[25] Sadullayev, N.N., Safarov, A.B., Nematov, S.N. et al. Opportunities and Prospects for the Using Renewable Energy Sources in Bukhara Region. Appl. Sol. Energy 56, 291–300 (2020). https://doi.org/10.3103/S0003701X20040106

[26] N.N. Sadullaev, U.T. Mukhamedkhanov, SH.N. Nematov, F.O. Sayliev. Increasing Energy Efficiency and Reliability of Electric Supply of Low Power Consumers. International Journal of Engineering Trends and Technology, 68(12), 43-47. doi:10.14445/22315381/IJETTV68I12P208