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Abstract

We use the arithmetic of ideals in orders to parameterize the roots \( \mu \pmod{m} \) of the polynomial congruence \( F(\mu) \equiv 0 \pmod{m} \), \( F(X) \in \mathbb{Z}[X] \) monic, irreducible and degree \( d \). Our parameterization generalizes Gauss’s classic parameterization of the roots of quadratic congruences using binary quadratic forms, which had previously only been extended to the cubic polynomial \( F(X) = X^3 - 2 \). We show that only a special class of ideals are needed to parameterize the roots \( \mu \pmod{m} \), and that in the cubic setting, \( d = 3 \), general ideals correspond to pairs of roots \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \) satisfying \( \gcd(m_1, m_2, \mu_1 - \mu_2) = 1 \). At the end we illustrate our parameterization and this correspondence between roots and ideals with a few applications, including finding approximations to \( \frac{\mu}{m} \in \mathbb{R}/\mathbb{Z} \), finding an explicit Euler product for the co-type zeta function of \( \mathbb{Z}[2^1] \), and computing the composition of cubic ideals in terms of the roots \( \mu_1 \pmod{m_1} \) and \( \mu_2 \pmod{m_2} \).
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1 Introduction

Let

\[ F(X) = X^d + a_1 X^{d-1} + \cdots + a_d \in \mathbb{Z}[X] \quad (1) \]

be an irreducible polynomial. We call the residue classes \( \mu \pmod{m} \) satisfying \( F(\mu) \equiv 0 \pmod{m} \) the roots of the polynomial congruence \( F(\mu) \equiv 0 \pmod{m} \). In the quadratic setting, \( d = 2 \), there has been a lot of interest in studying the statistical properties of the sequence of \( \frac{\mu}{m} \in \mathbb{R}/\mathbb{Z} \). For example, the work of Hooley [17], Iwaniec [19], Bykovskii [3], Hejhal [15], Sarnak [23], Duke, Friedlander, Iwaniec [9], [10], and Toth [25] all concern the equidistribution of this sequence and important subsequences. Other statistics, such as upper bounds in short intervals, see Fouvry, Iwaniec [11] and Friedlander, Iwaniec [12] have also been of interest.

Much less is known in the cubic and higher degree setting, \( d \geq 3 \). Hooley [16] has proven that the \( \frac{\mu}{m} \) are still equidistributed modulo 1, however his technique has more to do with the Chinese remainder theorem than roots of congruences, see the recent work of Kowalski, Soundararajan [20]. Consequently, Hooley’s results are not nearly strong enough for applications like those in [19], [9], and [25].

At the heart of all of the cited work on the roots of quadratic congruences is the parameterization, essentially due to Gauss, of the modulus \( m \) and roots \( \mu \pmod{m} \) by means of binary quadratic forms or, what’s more or less the same, ideals in quadratic orders. Further, in the strongest results on the roots of quadratic congruences, i.e. [3], [15], [9], and [25], this parameterization provides an entrance for the spectral theory of \( \text{SL}(2) \), thus giving spectacular applications of this theory to arithmetic. One might hope to find generalizations of this classic parameterization in the cubic and higher degree settings, and in this way obtain statistical results on the roots of higher degree polynomial congruences that go beyond those of [16]. This was attempted, for example, in another work of Hooley [18], but even with a parameterization of the roots \( \mu_3^3 \equiv 2 \pmod{m} \), Hooley needed to appeal to out-of-reach conjectures to conclude nontrivial results. There has since been some unconditional results in this direction in the works of Heath-Brown [13], where the largest prime factor of \( n^3 - 2 \) is considered, and [14], where it is proved that \( x^3 - 2y^3 \) is infinitely often a prime number. Both of these results in a sense use the parameterization of [18]. The more recent works [7] and [8] extend the method of [13] to special quartic polynomials, their
first step being to develop a parameterization of the roots of these degree four polynomials. We remark that their method seems to require that the polynomial has Galois group \( \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}\) even though, as we shall see, one can parameterize the roots even when the polynomial is not Galois. Understanding this requirement as well as extending the results of [13] to general cubic polynomials are interesting questions that are unfortunately beyond the scope of this paper.

Nevertheless, the goal of the present work is to first generalize the parameterization of [18] to general polynomials, second to refine the parameterization in the cubic setting to one the author hopes is more amenable to analysis, and third to illustrate how one can use these parameterizations with some applications. As one might expect, we find it far easier in the higher degree setting to work with ideals in degree \( d \) orders rather than \( d \)-ary \( d \)-ic forms.

To parameterize the roots of \( F(\mu) \equiv 0 \pmod{m} \), we naturally work with the order \( \mathbb{Z}[\alpha] \), where \( \alpha \) is a root of \( F(\alpha) = 0 \), considered abstractly, for the moment. It turns out that one can parameterize all the \( m \) and roots \( \mu \pmod{m} \) using only a special class of ideals \( I \subset \mathbb{Z}[\alpha] \): those with \( \mathbb{Z}[\alpha]/I \) additively cyclic. The following proposition, proved in 2.1, gives a useful characterization of these ideals in terms of a particular \( \mathbb{Z} \)-basis of \( I \).

**Proposition 1.** Let \( I \) be the sublattice of \( \mathbb{Z}[\alpha] \) with basis \( \{\beta_1, \ldots, \beta_d\} \) given by

\[
\beta_i = \sum_{j=1}^{d} b_{ij} \alpha^{d-j+1},
\]

where the matrix \( B = (b_{ij})_{1 \leq i, j \leq d} \) is in upper-triangular Hermite normal form, meaning \( b_{ij} = 0 \) if \( j < i \), \( b_{jj} > 0 \), and \( 0 \leq b_{ij} < b_{jj} \) for all \( i < j \). Then for \( I \) to be an ideal of \( \mathbb{Z}[\alpha] \), it is necessary that \( b_{ii} \) divides \( b_{ij} \) and \( b_{jj} \) for all \( i \leq j \leq d \). In particular, if \( I \) is an ideal, then the \( b_{ii} \) are the invariant factors of \( \mathbb{Z}[\alpha]/I \).

This proposition implies that those ideals \( I \subset \mathbb{Z}[\alpha] \) having \( \mathbb{Z}[\alpha]/I \cong \mathbb{Z}/m\mathbb{Z} \) as additive groups have a basis \( \{\beta_1, \ldots, \beta_d\} \) of the form

\[
\begin{pmatrix}
\beta_1 \\
\vdots \\
\beta_{d-1} \\
\beta_d
\end{pmatrix} =
\begin{pmatrix}
1 & \cdots & 0 & * \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & * \\
0 & \cdots & 0 & m
\end{pmatrix}
\begin{pmatrix}
\alpha^{d-1} \\
\vdots \\
\alpha \\
1
\end{pmatrix}.
\]
Our first theorem establishes a correspondence between these special ideals and the roots \( \mu \pmod{m} \).

**Theorem 2.** Let \( I \subset \mathbb{Z}[\alpha] \) be an ideal such that the quotient \( \mathbb{Z}[\alpha]/I \) is additively cyclic. Then \( I \) has a unique basis \( \{ \beta_1, \ldots, \beta_d \} \) of the form

\[
\begin{pmatrix}
\beta_1 \\
\vdots \\
\beta_{d-1} \\
\beta_d
\end{pmatrix} = \begin{pmatrix}
1 & \cdots & 0 & -\mu^{d-1} \\
0 & \cdots & 1 & -\mu \\
0 & \cdots & 0 & m
\end{pmatrix} \begin{pmatrix}
\alpha^{d-1} \\
\vdots \\
\alpha \\
1
\end{pmatrix},
\]

where \( m > 0 \) and \( \mu \) is, in order for uniqueness to hold, considered as a residue class modulo \( m \) satisfying the polynomial congruence \( F(\mu) \equiv 0 \pmod{m} \).

Conversely, given an integer \( m > 0 \) and \( \mu \pmod{m} \) satisfying \( F(\mu) \equiv 0 \pmod{m} \), the sublattice \( I \) of \( \mathbb{Z}[\alpha] \) given by the basis \( \{ \beta_1, \ldots, \beta_d \} \) as in (4) is an ideal such that \( \mathbb{Z}[\alpha]/I \) is cyclic.

We remark that in the quadratic case, requiring \( \mathbb{Z}[\alpha]/I \) to be cyclic is equivalent to the ideal \( I \) not having any rational integer divisors. This restriction is thus relatively minor in this setting; any ideal can be factored uniquely as a rational integer times an ideal \( I \) such that \( \mathbb{Z}[\alpha]/I \) is cyclic. Theorem 2 then gives a characterization of all ideals in the quadratic order \( \mathbb{Z}[\alpha] \). For example, it easily implies that the Dedekind zeta function,

\[
\zeta_{\mathbb{Z}[\alpha]}(s) = \sum_{I} N(I)^{-s}, \quad \text{Re}(s) > 1,
\]

where the sum is over non-zero ideals \( I \) of \( \mathbb{Z}[\alpha] \) and \( N(I) \) denotes the norm of \( I \), can be expressed as

\[
\zeta_{\mathbb{Z}[\alpha]}(s) = \zeta(2s) \sum_{m \geq 1} \frac{1}{m^s} \# \{ \mu \pmod{m} : F(\mu) \equiv 0 \pmod{m} \}. \tag{6}
\]

When \( d \geq 3 \) however, \( I \) not having rational integer divisors is necessary but not sufficient for \( \mathbb{Z}[\alpha]/I \) to be cyclic. This can be seen, for example, by considering a degree two prime or a product of distinct, conjugate degree one primes. It is therefore of interest to find extensions of theorem 2 that give correspondences relating to more general classes of ideals. We do not carry this out in generality here, but we do obtain a satisfactory result in the cubic setting, \( d = 3 \).
Theorem 3. Let \( I \subset \mathbb{Z}[\alpha] \) be an ideal that is not divisible by any rational integers. Then \( I \) has a basis \( \{\beta_1, \beta_2, \beta_3\} \) in the form

\[
\begin{pmatrix}
\beta_1 \\
\beta_2 \\
\beta_3
\end{pmatrix} = 
\begin{pmatrix}
1 & \mu_1 + a_1 & \lambda \\
0 & m_1 & -\mu_2 m_1 \\
0 & 0 & m_1 m_2
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
\alpha \\
1
\end{pmatrix}
\]

(7)

where \( a_1 \) comes from \([1]\), \( m_1, m_2 \) are positive integers and \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \) satisfy

\[
F(\mu_1) \equiv 0 \pmod{m_1}, \quad F(\mu_2) \equiv 0 \pmod{m_2}.
\]

(8)

Moreover, if \( \gcd(m_1, m_2, D) = 1 \), where \( D \) is the discriminant of \( F \), then \( \gcd(m, n, \mu_1 - \mu_2) = 1 \) and the basis \([7]\) is unique modulo integral, upper-triangular unipotent matrices acting on the left.

Conversely, if \( m_1, m_2 \) are positive integers and \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \) satisfy \([8]\) and \( \gcd(m_1, m_2, \mu_1 - \mu_2) = 1 \), then there exists a \( \lambda \pmod{m_1 m_2} \), unique for fixed representatives of \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \), such that the sublattice \( I \) with basis \( \{\beta_1, \beta_2, \beta_3\} \) given in \([7]\) is an ideal of \( \mathbb{Z}[\alpha] \).

Before stating our next theorem, which concerns the parameterization of the roots \( \mu \pmod{m} \), we fix some notation. First, we no longer think of \( \alpha \) as an abstract solution to \( F(\alpha) = 0 \), but rather as a vector in \( \mathbb{C}^d \) with coordinates the \( d \) embeddings into \( \mathbb{C} \) of the abstract root \( \alpha \). Of course this \( \alpha \), and all of the rational expressions in \( \alpha \), i.e. \( \mathbb{Q}(\alpha) \), are contained in a smaller space, \( C_{r_1, r_2} \subset \mathbb{C}^d \), which we call the signature space of \( \alpha \). Here \( r_1 \) is the number of real embeddings of \( \alpha \) and \( r_2 \) is the number of conjugate pairs of complex embeddings, so \( d = r_1 + 2r_2 \). \( C_{r_1, r_2} \) is defined to be the subset of \( \mathbb{C}^d \) where the first \( r_1 \) coordinates are real numbers, and the next \( 2r_2 \) are arranged in conjugate pairs. So if \( \xi \in C_{r_1, r_2} \) and we denote the coordinates of \( \xi \) by \( \xi^{(1)}, \ldots, \xi^{(d)} \), then we have \( \xi^{(j)} \in \mathbb{R} \) for \( 1 \leq j \leq r_1 \), and \( \xi^{(r_1+j+1)} = \xi^{(r_1+j)} \) for \( 1 \leq j \leq 2r_2 \) odd. We further denote by \( C_{r_1, r_2}^+ \subset C_{r_1, r_2} \) the set of \( \xi \in C_{r_1, r_2} \) for which the real coordinates \( \xi^{(1)}, \ldots, \xi^{(r_1)} \) are positive.

We let \( h^+(\alpha) \) denote the narrow class number of \( \mathbb{Z}[\alpha] \), and we fix integral ideal representatives \( I_l, 1 \leq l \leq h^+(\alpha) \), of the narrow ideal classes, so every invertible ideal \( I \subset \mathbb{Z}[\alpha] \) can be written as \( I = \xi I_l \) for some \( \xi \in I_l^{-1} \cap C_{r_1, r_2}^+ \) and unique \( l \). We fix \( \mathbb{Z} \)-bases \( \{\beta_1, \ldots, \beta_d\} \) of the \( I_l \) and we set

\[
\mathcal{B}_l = \begin{pmatrix}
\beta_{l1} \\
\vdots \\
\beta_{ld}
\end{pmatrix} = \begin{pmatrix}
\beta_{11}^{(1)} & \cdots & \beta_{11}^{(d)} \\
\vdots & \ddots & \vdots \\
\beta_{1d}^{(1)} & \cdots & \beta_{1d}^{(d)}
\end{pmatrix}.
\]

(9)
Finally, for each \( l \) we have

\[
\mathcal{B}_1 = \begin{pmatrix}
\alpha^{(1)} & \cdots & \alpha^{(d)} \\
\vdots & \ddots & \vdots \\
\alpha^{(1)} & \cdots & \alpha^{(d)} \\
1 & \cdots & 1
\end{pmatrix}.
\]

We also assume that \( \text{sign } \det \mathcal{B}_l = \text{sign } \det \mathcal{B}_1 \) for all \( l \).

Further, we set \( \Gamma = \text{SL}(d, \mathbb{Z}) \) and

\[
U = \left\{ \begin{pmatrix} 1 & \cdots & 0 & * \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 1 & * \\ 0 & \cdots & 0 & 1 \end{pmatrix} \in \Gamma \right\}.
\]

Finally, for each \( l, 1 \leq l \leq h^+(\alpha) \), we set

\[
\Gamma_l = \Gamma \cap \left\{ \mathcal{B}_l \begin{pmatrix} \xi^{(1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \xi^{(d)} \end{pmatrix} \mathcal{B}_1^{-1} : \xi \in C_{r_1, r_2}^+ \right\}.
\]

We are now ready to state our theorem on the parameterization of the roots \( \mu \) (mod \( m \)) of general polynomial congruences.

**Theorem 4.** Let \( m \) be a positive integer and \( \mu \) (mod \( m \)) satisfy \( F(\mu) \equiv 0 \pmod{m} \). We assume that this \( m \) and \( \mu \) (mod \( m \)) correspond via theorem 2 to an invertible ideal in \( \mathbb{Z}[\alpha] \). Then there is a unique \( l, 1 \leq l \leq h^+(\alpha) \), and unique double coset \( U\gamma\Gamma_l \in U \backslash \Gamma / \Gamma_l \) such that

\[
\begin{pmatrix}
1 & \cdots & 0 & -\mu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\mu \\
0 & \cdots & 0 & m
\end{pmatrix}
\mathcal{B}_1 = \gamma \mathcal{B}_l \begin{pmatrix} \xi^{(1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \xi^{(d)} \end{pmatrix}
\]

for some \( \xi \in C_{r_1, r_2}^+ \).

Conversely, given an \( l, 1 \leq l \leq h^+(\alpha) \) and double coset \( U\gamma\Gamma_l \in U \backslash \Gamma / \Gamma_l \) for which there exists \( \xi \in C_{r_1, r_2}^+ \) such that

\[
\gamma \mathcal{B}_l \begin{pmatrix} \xi^{(1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \xi^{(d)} \end{pmatrix} = \begin{pmatrix} 1 & \cdots & 0 & * \\ \vdots & \ddots & \vdots & * \\ 0 & \cdots & 1 & * \\ 0 & \cdots & 0 & * \end{pmatrix} \mathcal{B}_1,
\]

which completes the proof.
then necessarily

\[ \gamma \mathcal{B}_l \begin{pmatrix} \xi^{(1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \xi^{(d)} \end{pmatrix} = \begin{pmatrix} 1 & \cdots & 0 & -\mu^{d-1} \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 1 & -\mu \\ 0 & \cdots & 0 & m \end{pmatrix} \mathcal{B}_1 \]

(15)

where \( m \) is a positive integer and \( \mu \ (\text{mod} \ m) \) satisfies \( F(\mu) \equiv 0 \ (\text{mod} \ m) \). Moreover, such \( m \) and \( \mu \ (\text{mod} \ m) \), if they exist, are unique and correspond to an invertible ideal via theorem [2].

There are many minor variations of theorem [4]. For example, if one wanted to avoid the use of complex numbers, one could consider the real and imaginary parts of a complex embedding instead of the conjugate pair. This would have the effect of replacing the diagonal matrix on the right of (13) with \( r_2 \times 2 \times 2 \) blocks of scaling/rotating matrices along the bottom right of the diagonal. A more significant variation on theorem [4] would be to write the modulus \( m \) and root \( \mu \ (\text{mod} \ m) \) explicitly in terms of the entries of \( \gamma \), recovering both Gauss’s classic parameterization of the roots of quadratic congruences and the parameterization in [19] for the specific example \( F(X) = X^3 - 2 \). This is done in theorem [5] below, and to state it we establish a little more notation.

For each \( l, 1 \leq l \leq h^+(\alpha) \), we fix a basis \( \{ \overline{\beta}_{l1}, \ldots, \overline{\beta}_{ld} \} \) of the ideal \( I_{l}^{-1} \) and define the integers \( b_{ijkl} \) by

\[ \overline{\beta}_{li} \beta_{lj} = \sum_{1 \leq k \leq d} b_{ijkl} \alpha^{d-k}. \]

(16)

We let \( B_{li} \) be the matrix with entries \( b_{ijkl}, \ 1 \leq j \leq d \) indexing the rows and \( 1 \leq k \leq d \) indexing the columns. We also fix a fundamental domain \( \mathcal{D} \subset \mathbb{Q}(\alpha) \cap C_{r_1, r_2}^+ \) for the action of the totally positive units in \( \mathbb{Z}[\alpha] \).

**Theorem 5.** For a given \( l, 1 \leq l \leq h^+(\alpha) \), and integers \( c_1, \ldots, c_d \), set

\[ C = \sum_{1 \leq i \leq d} c_i B_{li}, \ \ \xi = \sum_{1 \leq i \leq d} c_i \overline{\beta}_{li}. \]

(17)

We assume that \( \xi \in \mathcal{D} \) and that

\[ \gcd(\det C_{1d}, \det C_{2d}, \ldots, \det C_{dd}) = 1, \]

(18)
where \( C_{ij} \) is the \((d-1) \times (d-1)\) minor of \( C \) obtained by removing the \( i \)th row and \( j \)th column, so there exist integers \( u_j \), for \( 1 \leq j \leq d \), such that

\[
\sum_{1 \leq j \leq d} (-1)^{j+d} u_j \det C_{jd} = 1.
\]

Then

\[
\gamma^{-1} = \begin{pmatrix} c_{11} & \cdots & c_{1(d-1)} & u_1 \\ \vdots & \ddots & \vdots & \vdots \\ c_{d1} & \cdots & c_{d(d-1)} & u_d \end{pmatrix} \in \Gamma,
\]

where \( c_{ij} \) are the entries of \( C \), satisfies

\[
\gamma B_1 \begin{pmatrix} \xi^{(1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \xi^{(d)} \end{pmatrix} = \begin{pmatrix} 1 & \cdots & 0 & -\mu^{d-1} \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 1 & -\mu \\ 0 & \cdots & 0 & m \end{pmatrix} B_1
\]

and

\[
\begin{pmatrix} 1 & \cdots & 0 & -\mu^{d-1} \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 1 & -\mu \\ 0 & \cdots & 0 & m \end{pmatrix} = \gamma C,
\]

where \( m \) is a positive integer and \( \mu \pmod{m} \) satisfies \( F(\mu) \equiv 0 \pmod{m} \).

Moreover, given such \( m \) and \( \mu \pmod{m} \) satisfying \( F(\mu) \equiv 0 \pmod{m} \) and corresponding via theorem \( \mathbb{4} \) to an invertible ideal, there exist unique integers \( c_1, \ldots, c_d \) corresponding to \( m \) and \( \mu \pmod{m} \) in the above way, with different choices of the integers \( u_j \) corresponding to different representatives of the residue classes \( \mu \pmod{m} \).

We remark that if one wanted to prove theorem \( \mathbb{5} \) directly, skipping theorem \( \mathbb{4} \), there are many difficulties in the proof of theorem \( \mathbb{4} \) that one can avoid, e.g. lemma \( \mathbb{13} \). However, theorem \( \mathbb{4} \) provides a geometric perspective that is useful in certain contexts.

Restricting our attention to the cubic setting \( d = 3 \), in view of the extension theorem \( \mathbb{3} \) of theorem \( \mathbb{2} \) we can ask if there are similar extensions of theorems \( \mathbb{4} \) and \( \mathbb{5} \). This is indeed the case, as shown in theorems \( \mathbb{6} \) and \( \mathbb{7} \) below. In theorem \( \mathbb{6} \) we let \( \Gamma_\infty \subset \Gamma = \text{SL}(3, \mathbb{Z}) \) be the subgroup of unipotent (positive ones on the diagonal) upper-triangular matrices.
Theorem 6. Let $m_1$, $m_2$ be positive integers and $\mu_1 \pmod{m_1}$, $\mu_2 \pmod{m_2}$ satisfy

\begin{align*}
F(\mu_1) &\equiv 0 \pmod{m_1} \\
F(\mu_2) &\equiv 0 \pmod{m_2} \\
gcd(m_1, m_2, \mu_1 - \mu_2) &= 1.
\end{align*}

In addition, we assume that $\gcd(m_1m_2, D) = 1$. Then there is a unique $l$ and double coset $\Gamma_\infty \gamma \Gamma_l \in \Gamma_\infty \backslash \Gamma / \Gamma_l$ such that

\[
\begin{pmatrix}
1 & \mu_1 + a_1 & * \\
0 & m_1 & -\mu_2 m_1 \\
0 & 0 & m_1 m_2
\end{pmatrix}
\mathcal{B}_1 = \gamma \mathcal{B}_l
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)}
\end{pmatrix}
\]

(24)

for some $\xi \in C_{r_1, r_2}^+$. Conversely, if $\Gamma_\infty \gamma \Gamma_l$ is such that

\[
\gamma \mathcal{B}_l
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)}
\end{pmatrix}
= \begin{pmatrix}
1 & * & * \\
0 & * & * \\
0 & 0 & *
\end{pmatrix}
\mathcal{B}_1,
\]

(25)

then necessarily

\[
\gamma \mathcal{B}_l
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)}
\end{pmatrix}
= \begin{pmatrix}
1 & \mu_1 + a_1 & * \\
0 & m_1 & -\mu_2 m_1 \\
0 & 0 & m_1 m_2
\end{pmatrix}
\mathcal{B}_1,
\]

(26)

where $m_1$, $m_2$ are positive integers and $\mu_1 \pmod{m_1}$, $\mu_2 \pmod{m_2}$ satisfy (23). Moreover, these $m_1$, $m_2$ and $\mu_1 \pmod{m_1}$, $\mu_2 \pmod{m_2}$, if they exist, are unique.

We can also give a variation on theorem 6 along the lines of theorem 5. To state this variation, theorem 7, we make use of the Plücker coordinates of cosets $\Gamma_\infty \gamma \in \Gamma_\infty \backslash \Gamma$, which we describe as follows. Given a representative $\gamma$ of $\Gamma_\infty \gamma$, if

\[
\gamma = \begin{pmatrix}
* & * & * \\
* & * & * \\
a' & b' & c'
\end{pmatrix}, \quad \gamma^{-1} = \begin{pmatrix}
a & * & * \\
b & * & * \\
c & * & *
\end{pmatrix},
\]

(27)
then the Plücker coordinates of $\Gamma_\infty \gamma$ are $a, b, c, a', b', c'$. These integers are well-defined and satisfy
\[
gcd(a, b, c) = 1
\]
\[
gcd(a', b', c') = 1
\]
\[
aa' + bb' + cc' = 0.
\]

Conversely, given integers satisfying (28), there exists a unique coset $\Gamma_\infty \gamma$ such that any representative $\gamma$ satisfies (27). For a reference see [1] for example.

We also introduce a little more notation in addition to that used in stating theorem 5. Since $I_l$ is an ideal, we can define integers $b'_{ijkl}$ by
\[
\beta_{li} \alpha^{3-j} = \sum_{1 \leq k \leq 3} b'_{ijkl} \beta_{lk},
\]
and we set $B'_{li}$ to be the matrix with entries $b'_{ijkl}$, $j$ indexing the rows and $k$ indexing the columns.

**Theorem 7.** For given $l$, $1 \leq l \leq h^+(\alpha)$, and integers $c_1, c_2, c_3, c'_1, c'_2, c'_3$, set
\[
C = \sum_{1 \leq i \leq 3} c_i B_{li}, \quad \xi = \sum_{1 \leq i \leq 3} c_i B'_{li}, \quad C' = \sum_{1 \leq i \leq 3} c'_i B'_{li}, \quad \xi' = \sum_{1 \leq i \leq 3} c'_i \beta_{li}.
\]
We assume that
\[
gcd(c_{11}, c_{21}, c_{31}) = 1
\]
\[
gcd(c'_{31}, c'_{32}, c'_{33}) = 1
\]
\[
\xi \xi' \in \mathbb{Z},
\]
where $c_{ij}, c'_{ij}$ are respectively the entries of $C, C'$. We also assume that $\xi' \in \mathcal{D}$, a fixed fundamental domain for the action of the totally positive units on $C_{r_1, r_2}^+ \cap \mathbb{Q}(\alpha)$. Then the coset $\Gamma_\infty \gamma \in \Gamma_\infty \backslash \Gamma$ having Plücker coordinates $c_{11}, c_{21}, c_{31}, c'_{31}, c'_{32}, c'_{33}$ satisfies
\[
\gamma \mathcal{B}_l \begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)}
\end{pmatrix} = \begin{pmatrix}
1 & \mu_1 + a_1 & * \\
0 & m_1 & -\mu_2 m_1 \\
0 & 0 & m_1 m_2
\end{pmatrix} \mathcal{B}_l
\]
and
\[
\begin{pmatrix}
1 & \mu_1 + a_1 \\
0 & m_1 \\
0 & -\mu_2 m_1
\end{pmatrix} = \gamma C,
\]  
(33)

where \( m_1, m_2 \) are positive integers and \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \) satisfy
\[
F(\mu_1) \equiv 0 \pmod{m_1}, \quad F(\mu_2) \equiv 0 \pmod{m_2}.
\]  
(34)

Conversely, given positive integers \( m_1, m_2 \) such that \( \gcd(m_1 m_2, D) = 1 \) and residue classes \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \) satisfying
\[
F(\mu_1) \equiv 0 \pmod{m_1} \quad (35)
F(\mu_2) \equiv 0 \pmod{m_2}
gcd(m_1, m_2, \mu_1 - \mu_2) = 1,
\]
there exists unique \( l \) and integers \( c_1, c_2, c_3, c_2', c_3' \) corresponding the \( m_1, m_2 \) and \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \) in the above way.

We note that in order to define the coset \( \Gamma_{\infty} \gamma \) by the Plücker coordinates \( c_{11}, c_{21}, c_{31}, c_{21}', c_{31}' \) as above, these coordinates need to satisfy (28). These conditions, (28), are in fact implied by the requirements (31), as demonstrated in section 3.2 below. We remark however that (31) contains an extra quadratic constraint on the coordinates in addition to the third line of (28). This shows that even with the extended correspondence, theorem 2 over theorem 2, a relatively small subset of cosets \( \Gamma_{\infty} \gamma \) actually correspond to roots of the congruence. This is a significant difference between the cubic and quadratic setting and is one reason why despite hope, see [24] and [2], strong statistical results on the roots \( \mu \pmod{m} \) have not been obtained using the spectral theory of \( \text{SL}(3) \) automorphic forms.

We illustrate (7) and the above remarks for the polynomial \( F(X) = X^3 - 2 \), obtaining as a consequence Hooley’s parameterization [18]. The ring \( \mathbb{Z}[2^{\frac{1}{2}}] \) has class number 1 and we set
\[
\begin{pmatrix}
\beta_{11} \\
\beta_{12} \\
\beta_{13}
\end{pmatrix} = \begin{pmatrix}
\overline{\beta_{11}} \\
\overline{\beta_{12}} \\
\overline{\beta_{13}}
\end{pmatrix} = \begin{pmatrix}
2^\frac{1}{2} \\
2^\frac{1}{2} \\
1
\end{pmatrix}.
\]  
(36)
A nice observation in this regard is that we in fact have equal up to sign, and one obtains Hooley’s parameterization \[18\] from (33).

In the case that the vector (40) has coprime entries, the vector \(s\) must be \(\Gamma\) with Plücker coordinates \(c_1, c_2, c_3, c'_1, c'_2, c'_3\) we have

\[
C = \begin{pmatrix}
  c_3 & 2c_1 & 2c_2 \\
  c_2 & c_3 & 2c_1 \\
  c_1 & c_2 & c_3
\end{pmatrix}, \quad C' = \begin{pmatrix}
  c'_3 & 2c'_1 & 2c'_2 \\
  c'_2 & c'_3 & 2c'_1 \\
  c'_1 & c'_2 & c'_3
\end{pmatrix},
\]

(38)

and so the conditions \[31\] become \(\gcd(c_1, c_2, c_3) = \gcd(c'_1, c'_2, c'_3) = 1\) and

\[
c_3c'_1 + c_2c'_2 + c_1c'_3 = 0, \quad 2c_1c'_1 + c_3c'_2 + c_2c'_3 = 0.
\]

(39)

We note that the first constraint in \[39\] implies that there is a well-defined coset \(\Gamma \cap \gamma \in \Gamma \setminus \Gamma\) with Plücker coordinates \(c_1, c_2, c_3, c'_1, c'_2, c'_3\), but the second condition restricts to a rather thin subset of \(\Gamma \setminus \Gamma\). In addition, we note that \[39\] implies that the vector \((c'_1, c'_2, c'_3)\) is proportional to the vector

\[
(c'_2 - c_1c_3, 2c_1^2 - c_2c_3, c_3^2 - 2c_1c_2).
\]

(40)

In the case that the vector \[40\] has coprime entries, the vectors must be equal up to sign, and one obtains Hooley’s parameterization \[18\] from \[33\].

A nice observation in this regard is that we in fact have

\[
m_1 = \gcd(c_2^2 - c_1c_3, 2c_1^2 - c_2c_3, c_3^2 - 2c_1c_2).
\]

(41)

We now move on to some applications of our correspondence and parameterization results. We start with an approximation to the point \(\left(\frac{\mu_{d-1}}{m}, \ldots, \frac{\mu}{m}\right) \in \mathbb{R}^{d-1}/\mathbb{Z}^{d-1}\) by one of \(d\) explicit points that has rational coordinates all having the same denominator.

**Proposition 8.** With the notation as in theorem 4, let \(C_{id}\) denote the \((d-1) \times (d-1)\) sub-matrix obtained from \(C\) by removing the \(i\)th row and \(d\)th column, and set \(u_i\) to be the vector \((u_1, \ldots, u_d)\) with the \(i\)th entry removed. Then for some \(k\), \(1 \leq k \leq d\),

\[
\left(\begin{array}{c}
\frac{\mu_{d-1}}{m} \\
\vdots \\
\frac{\mu}{m}
\end{array}\right) = C_{id}^{-1} u_k + O\left(\frac{1}{m}\right) \pmod{\mathbb{Z}^{d-1}},
\]

(42)

with the implied constant depending only on the polynomial \(F\).
We note that the size of the denominator of the approximating point \( C_{id}^{-1} \mathbf{u}_i \) is about \( m^{1-1/d} \). Relative to the error \( O(\frac{1}{m}) \), this approximation is of the same strength as that produced by Dirichlet’s theorem on simultaneous Diophantine approximation. The point then of proposition 8 is that we have an actual construction of the approximation as opposed to mere existence. The utility of this is illustrated in the proof of the following proposition.

**Proposition 9.** Let \( M \) be a positive real number and let \( B \) be a ball in \( \mathbb{R}^{d-1}/\mathbb{Z}^{d-1} \) with radius \( \frac{1}{M} \). Then the number of \( \left( \frac{\mu^{d-1}}{m}, \ldots, \frac{\mu}{m} \right) \in B \) with \( F(\mu) \equiv 0 \pmod{m} \) and \( M < m \leq 2M \) is bounded by a constant depending only on the polynomial \( F \).

The proof of proposition 9 relies on two main ingredients: that different approximating points in (42) are well-spaced from each other and that not too many different points \( \left( \frac{\mu^{d-1}}{m} \right) \) correspond to the same approximating point. Proving the first claim uses a general fact that rational points in \( \mathbb{R}^{d-1} \) with the same denominator are well-spaced unless they are contained in rational hyperplanes of small height, see [4] and lemma 15, and so it suffices to show that the points (42) are not contained in such rational hyperplanes. On the other hand, proving the second claim uses the rational hyperplanes that do contain the approximating point to show that the map taking the point \( \left( \frac{\mu^{d-1}}{m} \right) \) to the approximation is \( O(1) \) to 1. Obviously neither claim could be verified with only the existence of the approximation given by Dirichlet’s theorem.

In a different direction, we give an application of theorem 3 to finding an explicit Euler product for the co-type zeta function. Apart from the local factors associated to the ramified primes, we can do this for any monogenic cubic order \( \mathbb{Z}[\alpha] \), but for explicitness regarding these ramified primes, we only present the result for the specific example \( \mathbb{Z}[2^{1/3}] \).

For an ideal \( I \subset \mathbb{Z}[2^{1/3}] \) denote by \( N_1(I) \), \( N_2(I) \), \( N_3(I) \) the invariant factors of \( \mathbb{Z}[2^{1/3}]/I \), so

\[
\mathbb{Z}[2^{1/3}]/I = \mathbb{Z}/N_1(I)\mathbb{Z} \oplus \mathbb{Z}/N_2(I)\mathbb{Z} \oplus \mathbb{Z}/N_2(I)\mathbb{Z}
\]  

(43)

with \( N_3(I) \mid N_2(I) \mid N_1(I) \). Then the co-type zeta function for \( \mathbb{Z}[2^{1/3}] \) is defined by

\[
\zeta_{\mathbb{Z}[2^{1/3}]}(s_1, s_2, s_3) = \sum_{0 \neq I \subset \mathbb{Z}[2^{1/3}]} N_1(I)^{-s_1} N_2(I)^{-s_2} N_3(I)^{-s_3}.
\]  

(44)
This kind of object is of interest in the study of subgroup growth, see for example [21]. More directly analogous to our proposition 10 is the calculation of the cotype zeta function for sublattices of $\mathbb{Z}^d$, see for example [22] and [3].

**Proposition 10.** We have

$$\zeta_{\mathbb{Z}[2^{1/3}]}(s_1, s_2, s_3) =$$

$$= (1 + 2^{-s_1} + 2^{-s_1-s_2})(1 + 3^{-s_1} + 3^{-s_1-s_2})\zeta(s_1 + s_2 + s_3)$$

$$\times \prod_{p \in \mathcal{P}_1} \left( \frac{1 + 2p^{-s_1} + 2p^{-s_1-s_2} + p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \prod_{p \in \mathcal{P}_2} \left( \frac{1 - p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right),$$

where $\mathcal{P}_1$ is the set of primes $p \in \mathbb{Z}$ that totally split in $\mathbb{Z}[2^{1/3}]$ and $\mathcal{P}_2$ is the set of primes that factor as degree one times degree two primes in $\mathbb{Z}[2^{1/3}]$.

We remark that we can explicitly describe $\mathcal{P}_2$ as the primes in $\mathbb{Z}$ that are 2 (mod 3) and $\mathcal{P}_1$ as those that are 1 (mod 3) and representable by the binary quadratic form $X^2 + 27Y^2$. We also remark that (45) generalizes the classic factorization of the Dedekind zeta function in the quadratic case, (6). Indeed, (6) can easily be modified to give an Euler product for the cotype zeta function for a quadratic order, and on the other hand (45) gives an interesting factorization of the Dedekind zeta function for $\mathbb{Z}[2^{1/3}]$ after setting $s_1 = s_2 = s_3$. We note that in contrast to the quadratic setting, the Dirichlet series $\zeta_{\mathbb{Z}[2^{1/3}]}(s, s, s)/\zeta(3s)$ does not count the roots of the cubic congruence but rather pairs of roots as in theorem [3].

Our final application is to the composition of ideals, reflecting the fact that the arithmetic connection between roots of congruence and ideals goes deeper than just the counting illustrated in proposition 10. Using theorem 2 we obtain the following theorem.

**Proposition 11.** Let $I$ and $J$ be unramified ideals in $\mathbb{Z}[\alpha]$, i.e. coprime to the discriminant, such that $\mathbb{Z}[\alpha]/I$ and $\mathbb{Z}[\alpha]/J$ are additively cyclic. Let $\mu$ (mod $m$) and $\nu$ (mod $n$) be the roots of the congruence corresponding to $I$ and $J$ via theorem [2]. Then $\mathbb{Z}[\alpha]/IJ$ is cyclic if and only if $\mu \equiv \nu$ (mod $\gcd(m, n)$), and in this case $IJ$ corresponds to the unique root $\tilde{\mu}$ (mod $mn$) satisfying $\tilde{\mu} \equiv \mu$ (mod $m$) and $\tilde{\mu} \equiv \nu$ (mod $n$).

We also note that for a degree one prime $P$ corresponding to a root $\mu$ (mod $p$), then all the conjugate primes to $P$ correspond to the different
roots modulo \( p \). In the quadratic case, this means that the conjugate \( P' \) corresponds to the root \(-a_1 - \mu_1\), and so we note that multiplying the ideals \( P, P' \) gives the rational integer \( p \). Using this fact together with proposition 11 gives a full account of how one can understand composition of ideals in quadratic orders in terms of roots of congruences.

Clearly this breaks down in higher degree since the product of two conjugate, distinct degree one primes is no longer a rational integer. This is the same phenomenon that motivated our extension of theorem 2 to theorem 3, and in the same way we can ask if there is an extension of proposition 11 that gives a more robust understanding of composition of ideals in terms of roots of congruence, at least in the cubic setting. Proposition 12 provides such an extension.

**Proposition 12.** Let \( d = 3 \), let \( I \) and \( J \) be unramified ideals in \( \mathbb{Z}[\alpha] \) that are not divisible by rational integers, and let \( \mu_1 \pmod{m_1}, \mu_2 \pmod{m_2} \) and \( \nu_1 \pmod{n_1}, \nu_2 \pmod{n_2} \) be the roots of the congruence corresponding to \( I \) and \( J \) via theorem 3. Then \( IJ \) is not divisible by rational integers if and only if \( \mu_1 \equiv \nu_1 \pmod{\gcd(m_1, n_1)}, \gcd(m_1, n_2, \mu_1 - \nu_2) = 1 \), and \( \gcd(m_2, n_1, \mu_2 - \nu_1) = 1 \). Moreover, if \( IJ \) is not divisible by rational integers, then, setting \( l = \frac{\gcd(m_2, n_2)}{\gcd(m_2, n_2, \mu_2 - \nu_2)} \), \( IJ \) corresponds to the roots \( \tilde{\mu}_1 \pmod{m_1 n_1 l} \) and \( \tilde{\mu}_2 \pmod{\frac{n_2}{l}} \) satisfying \( \tilde{\mu}_1 \equiv \mu_1 \pmod{m_1}, \tilde{\mu}_1 \equiv \nu_1 \pmod{n_1}, \gcd(l, (\tilde{\mu}_1 - \mu_2)(\tilde{\mu}_1 - \nu_2)) = 1 \), and \( \tilde{\mu}_2 \equiv \mu_2 \pmod{\frac{n_2}{l}}, \tilde{\mu}_2 \equiv \nu_2 \pmod{n_2} \).

We illustrate this proposition by considering some examples. First we note that if ideals \( I \) and \( J \) have coprime norm, then proposition 12 simply states that the product ideal \( IJ \) corresponds to the roots obtained from the corresponding to \( I \) and \( J \) by the Chinese remainder theorem. We remark that verifying this is in fact the first step towards proving proposition 12, see lemma 18.

Now suppose that \( N(I) \) and \( N(J) \) are powers of the same prime \( p \), \( p \) not dividing the discriminant of \( F \). Then \( p \) either remains prime in \( \mathbb{Z}[\alpha] \), factors as a degree one times a degree two prime ideal, or factors as a product of degree one prime ideals. As implied by either theorem 3 or the Dedekind-Kummer theorems, these cases correspond exactly to whether \( F(\mu) \equiv 0 \pmod{p} \) has zero, one, or three solutions. The case when \( p \) factors in \( \mathbb{Z}[\alpha] \) as a degree one prime \( P_1 \) times a degree two prime \( P_2 \), bases for \( P_1 \) and \( P_2 \) are
given respectively by

\[
\begin{pmatrix}
1 & a_1 & \mu^2 - a_1 \mu \\
0 & 1 & -\mu \\
0 & 0 & p
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
\alpha
\end{pmatrix},
\begin{pmatrix}
1 & \mu + a_1 & \mu^2 + a_1 \mu + a_2 \\
0 & p & 0 \\
0 & 0 & p
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
\alpha
\end{pmatrix},
\] (46)

where \( \mu \pmod{m} \) is the unique solution to \( F(\mu) \equiv 0 \pmod{m} \). From proposition 11 it follows that powers of \( P_1 \) correspond to lifting \( \mu \) to roots modulo powers of \( p \), and proposition 12 implies that the same holds for powers of \( P_2 \).

In the case when \( p \) factors as the product of three degree one primes \( P_1, P_2, P_3 \), we write the basis for \( P_j \) as

\[
\begin{pmatrix}
1 & a_1 & \mu_j^2 - a_1 \mu_j \\
0 & 1 & -\mu_j \\
0 & 0 & p
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
\alpha
\end{pmatrix},
\] (47)

where \( \mu_j \pmod{p} \) is one of the three solutions to \( F(\mu) \equiv 0 \pmod{p} \). As before, it follows from proposition 11 that taking powers of \( P_j \) corresponds to lifting \( \mu_j \) to roots modulo powers of \( p \). More interesting is that proposition 12 implies that \( P_2 P_3 \) has basis

\[
\begin{pmatrix}
1 & \mu_1 + a_1 & \mu_1^2 + a_1 \mu_1 + a_2 \\
0 & p & 0 \\
0 & 0 & p
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
\alpha
\end{pmatrix},
\] (48)

and we note that in the context of proposition 12 this is consistent with \( P_1 P_2 P_3 \) being divisible by a rational integer. It is also interesting to consider \( P_2^2 P_3 \), which has a basis of the form

\[
\begin{pmatrix}
1 & \mu_1 + a_1 & * \\
0 & p & -\mu_2 p \\
0 & 0 & p^2
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
\alpha
\end{pmatrix}.
\] (49)

One can understand proposition 12 in this setting as stating that, when \( l \leq k \), \( P_2^l P_3 = P_2^{k-l}(P_2 P_3)^l \) corresponds to \( \mu_1 \) lifted to a root modulo \( p^l \) and \( \mu_2 \) lifted to a root modulo \( p^{k-l} \). Verifying this is in fact a key step towards proving proposition 12, see lemma 19.
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2 Correspondence between roots and ideals

In this section we prove theorems 2 and 3. We start with a sublattice \( I \) of the ring \( \mathbb{Z}[\alpha] \), which has a unique basis \( \{\beta_1, \ldots, \beta_d\} \) in Hermite normal form. This is to say that

\[
\begin{pmatrix}
\beta_1 \\
\vdots \\
\beta_{d-1} \\
\beta_d
\end{pmatrix}
= B
\begin{pmatrix}
\alpha^{d-1} \\
\vdots \\
\alpha \\
1
\end{pmatrix}
\tag{50}
\]

where \( B = (b_{ij}) \) is upper-triangular, i.e. \( b_{ij} = 0 \) if \( i > j \), and the entries satisfy \( b_{jj} > 0 \) and \( 0 \leq b_{ij} < b_{jj} \) for all \( i < j \).

Since \( \alpha \) generates the ring \( \mathbb{Z}[\alpha] \), the lattice \( I \) is an ideal if and only if \( \alpha I \subset I \). Hence \( I \) is an ideal if and only if the matrix is \( BAB^{-1} \) is integral, where \( A \) is the matrix by which \( \alpha \) acts on \( \mathbb{Z}[\alpha] \) with respect to the basis \( \{\alpha^{d-1}, \ldots, 1\} \). Explicitly, using the coefficients from (1), we have \( A = (a_{ij}) \) with

\[
a_{ij} = \begin{cases} 
-a_j & \text{if } i = 1 \\
1 & \text{if } 2 \leq i \leq d, j = i - 1 \\
0 & \text{otherwise},
\end{cases}
\tag{51}
\]

Letting \( B^{-1} = (b'_{ij}) \), we observe that for \( 2 \leq i \leq d \), the \((i, j)\) entry of \( BAB^{-1} \) is

\[
\sum_{i \leq k \leq j+1} b_{ik} b'_{(k-1)j},
\tag{52}
\]

where we set \( b_{i(d+1)} = 0 \) for convenience. In particular, the \((i, j)\) entry is 0 if \( j \leq i - 2 \) and the \((i, i-1)\) entry is simply \( b_i b'_{(i-1)(i-1)} = b_{i(i-1)(i-1)} \). From this we see that for \( I \) to be an ideal, it is necessary to have

\[
b_{dd} = m_d b_{d(d-1)(d-1)} = m_d m_{d-1} b_{d(d-2)(d-2)} = \cdots = \prod_{1 \leq i \leq d} m_i.
\tag{53}
\]
The diagonal entries of $BAB^{-1}$ are not much more difficult to compute due to the fact that $b'(i-1)i = \frac{b(i-1)i}{b_{ii}}$. With this, the $(i, i)$ entry, $2 \leq i \leq d$, is

$$\frac{b_{ii(i+1)}}{b_{ii}} = \frac{b(i-1)i}{b_{(i-1)(i-1)}}. \tag{54}$$

Applied with $i = d$, we see that for $I$ to be an ideal, it is necessary that $b(d-1)d = c(d-1)d^i$ for some integer $c(d-1)d$. Continuing inductively with $i = d - 1, d - 2, \ldots, 2$, we see that for all $2 \leq i \leq d$, $b(i-1)i = c(i-1)i$ is necessary.

As mentioned in the introduction, continuing this analysis, trying to obtain exactly the necessary and sufficient conditions for $I$ to be an ideal, is a bit unwieldy here in such a general setting. We instead focus on a special case in which the calculations simplify significantly, and proposition proved below characterizes this special case that we consider. We however do succeed without such simplifications in the cubic case, $d = 3$, resulting theorem which we prove in section 2.3 below.

### 2.1 Proof of proposition

Our method is to prove that $b(i-j)(i-j)$ divides $b(i-j)i$ by first inducting on $i = d, d - 1, \ldots, j + 1$, in this order, and then on $j$; we have already handled the case $j = 1$ and arbitrary $i$ above. Let $j > 1$ and assume the divisibility condition for all smaller $j$ and arbitrary $i$. The base case for inducting on $i$ is $i = d$, and to prove the divisibility here we consider the $(d-j+1, d)$ entry of $BAB^{-1}$, which is

$$\sum_{d-j+1 \leq k \leq d+1} b(d-j+1)k b'(k-1)d. \tag{55}$$

Since

$$b'(k-1)d = (-1)^{d+k+1} \prod_{k-1 \leq l \leq d} b^{-1}_{li} \det(b_{rs})_{k-1 \leq r \leq d-1, \max{k,r} \leq s \leq d}, \tag{56}$$

using the convention that the determinant of a $0 \times 0$ matrix is 1, we apply the induction hypothesis to the $b_{rs}$ to see that for $k > d - j + 1$, $b'(k-1)d$ is a fraction with denominator $b_{dd}$. For $k = d - j + 1$, we perform a co-factor expansion along the top row of the determinant in (56), noting that for $s < d$ we can apply the induction hypothesis to see that

$$b'(d-j)d = \frac{\text{integer}}{b_{dd}} \pm \frac{b(d-j)d}{b_{dd}b(d-j)(d-j)}. \tag{57}$$
Note that we have used the fact that $B$ is upper-triangular to compute the co-factor associated with $r = d - j + 1$, $s = d$. Putting these facts into (55) and applying both the inductive hypothesis for $k < d + 1$ to write $b_{(d-j+1)k} = c_{(d-j+1)k}b_{(d-j+1)(d-j+1)}$ and also the previously noted $b_{dd} = b_{(d-j+1)(d-j+1)}\prod_{1 \leq l \leq j-1} m_{d-l+1}$, we see that the $(d - j + 1, d)$ entry of $BAB^{-1}$ has the form

$$
\frac{\text{integer}}{\prod_{1 \leq l \leq j-1} m_{d-l+1}} \pm \frac{b_{(d-j)d}}{b_{(d-j)(d-j)} \prod_{i=1}^{j-1} m_{d-l+1}}. \tag{58}
$$

From this it is clearly necessary for $b_{(d-j)(d-j)}$ to divide $b_{(d-j)d}$, thus proving the base case for this induction.

The general case for the induction on $i = d - 1, \ldots, j + 1$ follows similarly. We consider now the $(i - j + 1, i)$ entry of $BAB^{-1}$, which is

$$
\sum_{i-j+1 \leq k \leq i+1} b_{(i-j+1)k}b'_{(k-1)i}. \tag{59}
$$

Here we have

$$
b'_{(k-1)i} = (-1)^{i+k+1} \prod_{k-1 \leq l \leq i} b_{ii}^{-1} \det(b_{rs})_{k-1 \leq r \leq i-1, \max\{k,r\} \leq s \leq i}, \tag{60}
$$

where we again use the convention that the determinant of a $0 \times 0$ matrix is 1. For all except the first term of (59), i.e. $i - j + 1 < k \leq i + 1$, we can apply the $j$ inductive hypothesis to see that each $b'_{(k+1)(i-j)}$ is a fraction with denominator $b_{ii}$. And as before, for $k = i - j + 1$, we perform a co-factor expansion of the determinant in (60) along the top row, applying the $j$ induction hypothesis for $s < i$, to see that

$$
b'_{(i-j)i} = \frac{\text{integer}}{b_{ii}} \pm \frac{b_{(i-j)i}}{b_{ii}b_{(i-j)(i-j)}}. \tag{61}
$$

To use these expressions in (59), we note that for $i - j + 1 \leq k \leq i$, i.e. all be the last term, we apply the $j$ induction hypothesis to see that $b_{(i-j+1)k} = c_{(i-j+1)k}b_{(i-j+1)(i-j+1)}$. And for the last term $k = i + 1$, we apply the $i$ induction hypothesis to see the same. Using that $b_{ii} = b_{(i-j+1)(i-j+1)}\prod_{1 \leq l \leq j-1} m_{i-l+1}$, we now see that the $(i - j + 1, i)$ entry of $BAB^{-1}$ has the form

$$
\frac{\text{integer}}{\prod_{1 \leq l \leq j-1} m_{i-l+1}} \pm \frac{b_{(i-j)i}}{b_{(i-j)(i-j)} \prod_{1 \leq l \leq j-1} m_{i-l+1}}. \tag{62}
$$
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This clearly shows that it is necessary for \( b_{(i-j)(i-j)} \) to divide \( b_{(i-j)i} \), thus finishing the induction.

To finish the proof of proposition 1 we observe that the divisibility conditions on the entries of \( B \) show that \( B \) can be brought into diagonal form, with each diagonal entry dividing the next, simply by multiplying on the right by an upper-triangular matrix in \( \text{SL}(d, \mathbb{Z}) \). This shows that the diagonal entries of \( B \) are also the diagonal entries of the basis of the ideal \( I \) when written in Smith normal form. Hence the diagonal entries of \( B \) are the invariant factors of \( \mathbb{Z}[\alpha]/I \) as required.

2.2 Proof of theorem

As mentioned previously, we now make an assumption on the lattice \( I \) in order to simplify calculations. The assumption we make is that the quotient \( \mathbb{Z}[\alpha]/I \) is (additively) cyclic. If \( I \) is an ideal, this assumption, via proposition 1, implies that \( m_j = 1 \) except for \( j = d \), where the \( m_j \) are defined by (53). Let us set \( m_d = m \). By our assumption that \( B \) is in Hermite normal form, specifically that \( 0 \leq b_{ij} < b_{jj} \) for all \( i < j \), we also see that the cyclicity assumption implies that all the off-diagonal entries in \( B \) are 0 outside of the last column.

Having this assumption, we observe first that

\[
b'_{ij} = \begin{cases} 
1 & \text{if } i = j < d \\
\frac{1}{m} & \text{if } i = j = d \\
\frac{b_{id}}{m} & \text{if } i < d, j = d \\
0 & \text{otherwise}
\end{cases}
\]

(63)

Now, for \( 2 \leq i \leq d \), the \((i, j)\) entry of \( BAB^{-1} \) will be

\[
\begin{cases} 
-b_{(d-1)d} & \text{if } i = j = d \\
-\frac{1}{m}(b_{id}b_{(d-1)d} + b_{(i-1)d}) & \text{if } i < d, j = d \\
b_{id} & \text{if } j = d - 1 \\
1 & \text{if } i = j + 1 < d \\
0 & \text{otherwise}
\end{cases}
\]

(64)

Only the second case of the above gives an integrality condition, which, setting \( b_{(d-1)d} = -\mu \), is satisfied if and only if

\[
b_{id} \equiv -\mu^{d-i} \pmod{m}
\]

(65)
for all $1 \leq i \leq d - 1$.

It remains to analyze the integrality conditions arising from the top row of $BAB^{-1}$. A relatively quick calculation shows that the $(1, j)$ entry of $BAB^{-1}$ is

$$\sum_{1 \leq l \leq j} a_{1l}b_{lj} + b_{1d}b'_{(d-1)j} \equiv \begin{cases} 
- a_j & \text{if } j < d - 1 \\
-a_{d-1} - \mu^{d-1} & \text{if } j = d - 1 \\
-\frac{1}{m} (\mu^d + \sum_{1 \leq l \leq d} a_l \mu^{d-l}) & \text{if } j = d,
\end{cases}$$

modulo 1, recalling (1), (51), (63), and (65). Hence the integrality condition on $BAB^{-1}$ is satisfied if and only if $\mu$ is a root of the polynomial congruence

$$\mu^d + a_1 \mu^{d-1} + \cdots + a_d \equiv 0 \pmod{m},$$

and theorem 2 follows.

### 2.3 Proof of theorem 3

In view of proposition 1 we see that the entry $b_{11}$ of $B$ divides all other entries of $B$, as in (50). It follows that when considering the conditions for $BAB^{-1}$ to be an integral matrix, $b_{11}$ does not make an appearance. We therefore may as well assume $b_{11} = 1$, which corresponds to assuming that $I$ is not divisible by any rational integers, as indicated in the introduction. In the case $d = 3$ we therefore write the matrix $B$ as

$$B = \begin{pmatrix} 
1 & \mu_1 + a_1 & \lambda \\
0 & m_1 & -\mu_2 m_1 \\
0 & m_2 & \mu_1 m_2
\end{pmatrix}.$$  

Hence $BAB^{-1}$ is given by

$$\begin{pmatrix} 
\mu_1 & \frac{1}{m_1} (-\mu_1^2 - a_1 \mu_1 - a_2 + \lambda) & \frac{1}{m_1 m_2} (-\mu_1^2 \mu_2 - a_1 \mu_2 - a_2 \mu_2 - a_3 + (\mu_2 - \mu_1) \lambda) \\
m_1 & -\mu_1 - \mu_2 - a_1 & \frac{1}{m_2} (-\mu_1 \mu_2 - a_1 \mu_2 - \mu_2^2 - \lambda) \\
0 & m_2 & \mu_2
\end{pmatrix}.$$  

From the $(1, 2)$ and $(2, 3)$ entries of (69), we see that for $I$ to be an ideal, it is necessary that $\lambda$ satisfy the congruences

$$\lambda \equiv \mu_1^2 + a_1 \mu_1 + a_2 \pmod{m_1},$$

$$\lambda \equiv -\mu_2^2 - \mu_1 \mu_2 - a_1 \mu_2 \pmod{m_2}.$$  

(70)
In order for the congruences (70) to have a solution, it is necessary that
\[ \mu_1^2 + \mu_1 \mu_2 + \mu_2^2 + a_1 \mu_1 + a_1 \mu_2 + a_2 \equiv 0 \pmod{\gcd(m_1, m_2)}. \] (71)

Assuming that (71) holds, \( \lambda \) will be given by
\[ \lambda \equiv (\mu_1^2 + a_1 \mu_1 + a_2) \frac{m_2 m_2}{\gcd(m_1, m_2)} - (\mu_2^2 + \mu_1 \mu_2 + a_1 \mu_2 + a_2) \frac{m_1 m_1}{\gcd(m_1, m_2)} \]
\[ + \kappa \frac{m_1 m_2}{\gcd(m_1, m_2)} \pmod{m_1 m_2}, \] (72)

where \( \kappa \pmod{\gcd(m_1, m_2)} \) is to be determined and \( m_1, m_2 \) are defined by
\[ \frac{m_1 m_1}{\gcd(m_1, m_2)} + \frac{m_2 m_2}{\gcd(m_1, m_2)} = 1. \] (73)

We note that such \( m_1 \) and \( m_2 \) are not unique, but all solutions to (73) can be obtained by a given solution \( m_1, m_2 \) by respectively adding, subtracting \( \frac{lm_2}{\gcd(m_1, m_2)} \), \( \frac{lm_1}{\gcd(m_1, m_2)} \), where \( l \) is an arbitrary integer. We note that in (72), applying these changes to \( m_1, m_2 \) has the effect of replacing \( \kappa \) with \( \kappa - \mu_1^2 + \mu_1 \mu_2 + \mu_2^2 + a_1 \mu_1 + a_1 \mu_2 + a_2 \pmod{\gcd(m_1, m_2)}. \) (74)

Putting (72) into the (1, 3) entry of (69) and making use of (73), we find that for \( I \) to be an ideal, it is necessary that
\[ (\mu_3^3 + a_3 \mu_1^2 + a_2 \mu_1 + a_3) \frac{m_2 m_2}{\gcd(m_1, m_2)} + (\mu_3^3 + a_3 \mu_2^2 + a_2 \mu_2 + a_3) \frac{m_1 m_1}{\gcd(m_1, m_2)} \]
\[ + (\mu_1 - \mu_2) \kappa \frac{m_1 m_2}{\gcd(m_1, m_2)} \equiv 0 \pmod{m_1 m_2}. \] (75)

Using (73), we write the left side of (75) either as
\[ \mu_1^3 + a_1 \mu_1^2 + a_2 \mu_1 + a_3 + (\mu_1 - \mu_2) \left( \kappa - \frac{\mu_1^2 + \mu_1 \mu_2 + \mu_2^2 + a_1 \mu_1 + a_1 \mu_2 + a_2}{\gcd(m_1, m_2)} \right) m_1 m_1 \] (76)

or
\[ \mu_2^3 + a_1 \mu_2^2 + a_2 \mu_2 + a_3 + (\mu_1 - \mu_2) \left( \kappa + \frac{\mu_1^2 + \mu_1 \mu_2 + \mu_2^2 + a_1 \mu_1 + a_1 \mu_2 + a_2}{\gcd(m_1, m_2)} \right) m_2 m_2. \] (77)
We see that (76), (77) respectively imply that
\[ F(\mu_1) \equiv 0 \pmod{m_1}, \quad F(\mu_2) \equiv 0 \pmod{m_2} \quad (78) \]
are both necessary for \( I \) to be an ideal.

Assuming the validity of (78), we multiply (75) by \( \gcd(m_1, m_2) \) to obtain
the necessary condition
\[ \frac{F(\mu_1)}{m_1} \bar{m}_2 + \frac{F(\mu_2)}{m_2} \bar{m}_1 + (\mu_1 - \mu_2)\kappa \equiv 0 \pmod{\gcd(m_1, m_2)}. \quad (79) \]
We note that different choices of \( \bar{m}_1, \bar{m}_2 \) leave the condition (79) invariant after applying the corresponding change to \( \kappa \), (74).

We observe that if \( \gcd(m_1, m_2, \mu_1 - \mu_2) = 1 \), then there will be a unique \( \kappa \) satisfying (79). To address the converse of this statement, we note that if there is a prime \( p \) dividing all of \( m_1, m_2, \) and \( \mu_1 - \mu_2 \), then
\[ \mu_1 \equiv \mu_2 \pmod{p}, \]
\[ F(\mu_1) \equiv 0 \pmod{p}, \]
\[ 0 \equiv \mu_1^2 + \mu_1 \mu_2 + \mu_2^2 + a_1 \mu_1 + a_1 \mu_2 + a_2 \equiv F'(\mu_1) \pmod{p}. \quad (80) \]
The second and third lines of (80) show that in this case \( p \) must divide the discriminant of \( F \).

This is enough to prove the first part of theorem 3. To show the converse part, we assume that \( \mu_1 \pmod{m_1} \) and \( \mu_2 \pmod{m_2} \) satisfy (78) and \( \gcd(m_1, m_2, \mu_1 - \mu_2) = 1 \). We have
\[ 0 \equiv F(\mu_1) - F(\mu_2) = (\mu_1 - \mu_2)\left(\mu_1^2 + \mu_1 \mu_2 + \mu_2^2 + a_1 \mu_1 + a_1 \mu_2 + a_2\right) \pmod{\gcd(m_1, m_2)}, \quad (81) \]
and so \( \gcd(m_1, m_2, \mu_1 - \mu_2) = 1 \) implies that \( \mu_1, \mu_2 \) satisfy (71). It then follows that (79) and (72) give a uniquely defined \( \lambda \pmod{m_1 m_2} \) such that the matrix (69) has integral entries, thus proving the converse part of theorem 3.

### 3 Parameterizing the roots

We now turn to the proofs of the theorems parameterizing the roots of the polynomial congruence, theorems 4, 5, 6, and 7. These proofs are all incarnations of the same idea: that after fixing representatives of the narrow class
group, as done in the introduction, every invertible ideal inherits a natural basis. This basis is obtained in the following way. Suppose that an invertible ideal $I \subset \mathbb{Z}[\alpha]$ is in the ideal class represented by the integral ideal $I_l$, so there is an element $\xi \in I_l^{-1}$ such that $I = \xi I_l$. After fixing a basis $\{\beta_{l1}, \ldots, \beta_{ld}\}$ of $I_l$ as in the introduction, we see that $\{\xi \beta_{l1}, \ldots, \xi \beta_{ld}\}$ forms a natural basis for $I$.

Theorems 4 and 6, or at least the first part of these theorems, are almost proved once one makes the observation that given two bases for an ideal $I$, the one from the previous paragraph and the one from theorems 2 and 3, then they must be related by a matrix $\gamma \in \text{GL}(d, \mathbb{Z})$. The remaining details and the other parts of these theorems are verified in sections 3.1 and 3.2 below. The proofs of theorems 5 and 7 are not much more difficult. The main work, which is also carried out in sections 3.1 and 3.2, is to explicitly compute this change-of-basis matrix $\gamma$ in terms of the $\xi$ referred to in the previous paragraph.

3.1 Proof of theorems 4 and 5

We begin with the proof of theorem 4. As mentioned in the statement of this theorem, we only consider the roots $\mu \pmod{m}$ that correspond, via theorem 2, to invertible ideals. It would be nice to have a more concrete characterization of the $\mu \pmod{m}$ in terms of $m$ and $\mu$ themselves, but we unfortunately have not yet been able to do this in general. We note however that it is sufficient to have $m$ coprime to the discriminant $D$ of $F$.

Let $\mu \pmod{m}$ correspond to such an ideal, say $I$, and let $I_l$ be the fixed representative of the narrow ideal class of $I$. We then have that $I = \xi I_l$ for some $\xi \in I_l^{-1}$ and $\xi \in C_{r_1, r_2}^+$, as we are considering here the narrow classes. As mentioned in the introduction to this section, this $\xi$ gives a natural basis for $I$, namely $\{\xi \beta_{l1}, \ldots, \xi \beta_{ld}\}$. Written in terms of the embeddings, i.e. as a vector in $C_{r_1, r_2}$, we have

$$
\begin{pmatrix}
\xi \beta_{l1} \\
\vdots \\
\xi \beta_{ld}
\end{pmatrix} = \mathfrak{B}_l
\begin{pmatrix}
\zeta^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \zeta^{(d)}
\end{pmatrix}.
$$

We now have two bases for the ideal $I$, the basis (82) and the basis from theorem 2 These bases must be related by an element of $\text{GL}(d, \mathbb{Z})$, and
hence there is $\gamma \in \text{GL}(d, \mathbb{Z})$ such that

$$
\begin{pmatrix}
1 & \cdots & 0 & -\mu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\mu \\
0 & \cdots & 0 & m
\end{pmatrix}
B_1 = \gamma B_l
\begin{pmatrix}
\xi^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi^{(d)}
\end{pmatrix}.
$$

(83)

In fact, recalling our stipulations that $m > 0$, sign $\det B_l = \text{sign} \det B_1$ and $\xi \in C_{r_1,r_2}^+$, we have $\gamma \in \Gamma = \text{SL}(d, \mathbb{Z})$.

To finish the first part of theorem 4 we only need to verify the uniqueness of this $\gamma$ modulo the left action of $U$ and the right action of $\Gamma_l$. Regarding the action of $u \in U$, we see from (83) that replacing $\gamma$ by $u \gamma$ corresponds to adding multiples of $m$ to the $\mu^j$. Hence different representatives $\gamma$ of $U \gamma \in U \backslash \Gamma$ simply correspond to different representatives of the $\mu^j$ modulo $m$.

Regarding the action of $\gamma_1 \in \Gamma_l$, we see that since

$$
\gamma_1 = B_l \begin{pmatrix}
\xi_1^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi_1^{(d)}
\end{pmatrix} B_l^{-1}, \quad \xi_1 \in C_{r_1,r_2}^+,
$$

(84)

with $\xi_1$ a unit in $\mathbb{Z}[\alpha]$, replacing $\gamma$ with $\gamma \gamma_1$ corresponds to replacing $\xi$ by $\xi_1 \xi_1^{-1}$. It follows that different representatives $\gamma$ of $\gamma \Gamma_l \in \Gamma / \Gamma_l$ correspond to the same $m$ and $\mu \mod{m}$, just different $\xi \in C_{r_1,r_2}^+$.

We turn now to the converse part of theorem 4. We suppose that we have $\gamma \in \Gamma$ and $\xi \in C_{r_1,r_2}^+$ such that

$$
\gamma B_l \begin{pmatrix}
\xi_1^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi_1^{(d)}
\end{pmatrix} = \begin{pmatrix}
1 & \cdots & 0 & * \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & * \\
0 & \cdots & 0 & *
\end{pmatrix} B_1.
$$

(85)

We first observe that if $\xi \in I_l^{-1}$, then the left side of (85) would be basis for an ideal $I \subset \mathbb{Z}[\alpha]$. That this ideal $I$ has a basis with the form on the right of (85) implies via proposition 4 that the quotient $\mathbb{Z}[\alpha]/I$ is cyclic. It then
follows from theorem 2 that in fact

$$\gamma B_l \begin{pmatrix} 
\xi_1^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi_1^{(d)} 
\end{pmatrix} = \begin{pmatrix} 
1 & \cdots & 0 & -\mu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\mu/m \\
0 & \cdots & 0 & \mu 
\end{pmatrix} B_1,
$$

(86)

for unique $m > 0$ (since $\det \gamma = +1$) and $\mu \pmod{m}$.

It remains to show that if we have (85), then necessarily $\xi \in I_l^{-1}$. To see this we make use of the notation established in the introduction. We recall that $\{\beta_{l1}, \ldots, \beta_{ld}\}$ is a fixed basis of $I_l^{-1}$, the integers $b_{ijkl}$ are given by

$$\beta_{li} \beta_{lj} = \sum_{1 \leq k \leq d} b_{ijkl} \alpha^{d-k},$$

(87)

and the matrices $B_{li}$ have entries $b_{ijkl}$, $j$ indexing the rows and $k$ indexing the columns.

We note that $\{\beta_{l1}, \ldots, \beta_{ld}\}$ forms an $\mathbb{R}$-basis of $C_{r_1,r_2}$, and as such, there are $c_i \in \mathbb{R}$ such that

$$\xi = \sum_{1 \leq i \leq d} c_i \beta_{li},$$

(88)

where $\xi$ is as in (14). We now observe that $\xi \in I_l^{-1}$ if and only if all $c_i \in \mathbb{Z}$, $1 \leq i \leq d$.

To verify this, we construct an integral matrix $B_l$ by taking the first column of $B_{li}$ as the $i$th column of $B_l$. In view of the definition of the $B_{li}$, it is easily seen from (86) that we have

$$B_l \begin{pmatrix} 
\xi_1^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi_1^{(d)} 
\end{pmatrix} = \left( \sum_{1 \leq i \leq d} c_i B_{li} \right) B_1,
$$

(89)

and hence

$$B_l \begin{pmatrix} 
c_1 \\
c_2 \\
\vdots \\
c_d 
\end{pmatrix} = \gamma^{-1} \begin{pmatrix} 
1 \\
0 \\
\vdots \\
0 
\end{pmatrix}.$$

(90)

Since $\gamma^{-1}$ is an integral matrix, the integrality of the $c_i$, and hence what remains to be proved of theorem 4, is implied by the following lemma.

27
Lemma 13. We have $B_l \in \text{GL}(d, \mathbb{Z})$.

Proof. We first show that $\det B_l \neq 0$. If it was the case that $\det B_l = 0$, then there would be integers $c'_i$, not all 0, such that

$$B_l \begin{pmatrix} c'_1 \\ \vdots \\ c'_d \end{pmatrix} = \begin{pmatrix} 0 \\ \vdots \\ 0 \end{pmatrix}. \quad (91)$$

Setting

$$\xi' = \sum_{1 \leq i \leq d} c'_i \beta_{li}, \quad (92)$$

we then have in view of (89) that

$$\xi' \beta_{li} \in \text{Span}\{1, \alpha, \ldots, \alpha^{d-2}\} \quad (93)$$

for all $1 \leq i \leq d$. Since $I_l^{-1}$ is a rank $d$ lattice in $C_{r_1, r_2}$ and $\mathbb{Q}(\alpha)$ has no zero-divisors, the $c'_i$ not being all 0 implies that multiplication by $\xi'$ defines an invertible map on $C_{r_1, r_2}$, and so (93) contradicts the fact that the $\beta_{li}$ are linearly independent, i.e. that $I_l$ is a rank $d$ lattice in $C_{r_1, r_2}$.

We now show that $\det B_l = \pm 1$. We first note that if $c'_i$ are integers, then, in view of (89),

$$\left( \sum_{1 \leq i \leq d} c'_i B_{li} \right) \mathfrak{B}_1 \quad (94)$$

is a basis for an integral ideal $I$ in $\mathbb{Z}[\alpha]$. Let $B$ be the integral matrix resulting from putting $\sum c'_i B_{li}$ into Hermite normal form. Inspecting the first column, we observe that the first entry of $B$, $b_{11}$, can be expressed as

$$b_{11} = \gcd B_l \begin{pmatrix} c'_1 \\ \vdots \\ c'_d \end{pmatrix}. \quad (95)$$

On the other hand, proposition 11 implies that $b_{11}$ divides the ideal $I = \xi' I_l^{-1}$, where $\xi' = \sum c'_i \beta_{li}$. Since we are assuming that the fixed ideals $I_l^{-1}$ are not divisible by any rational integers, we see that $B_l$ maps primitive integral vectors into primitive integral vectors. By putting $B_l$ into Smith normal form, we observe that the diagonal matrix of the elementary divisors of $\mathbb{Z}^d / B_l \mathbb{Z}^d$ also has this property, and hence these elementary divisors are all equal to 1. Thus, $\det B_l = \pm 1$ as required. \qed
We now turn to the proof of theorem 5. In view of theorem 4, we have that

\[
\begin{pmatrix}
1 & \cdots & 0 & -\mu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\mu \\
0 & \cdots & 0 & m
\end{pmatrix}
B_1 = \gamma B_l
\begin{pmatrix}
\xi^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi^{(d)}
\end{pmatrix}
\]

(96)
connects \(m\) and \(\mu\) (mod \(m\)) with \(\gamma \in \Gamma\) and \(\xi \in C_{r_1,r_2}^+\). Moreover, we have that \(\xi \in I_l^{-1}\), and so

\[
\xi = \sum_{1 \leq i \leq d} c_i \beta_i,
\]

(97)
for some integers \(c_i\). Conversely, given integers \(c_i\), \(\xi\) defined by (97) is an element of \(I_l^{-1}\), and we stipulate that this \(\xi\) is in \(D\), a fixed fundamental domain for the action on \(Q(\alpha) \cap C_{r_1,r_2}^+\) of the totally positive units in \(Z[\alpha]\).

From the definition of the \(B_l\) and the definition of \(C\) in theorem 5, we have

\[
\mathfrak{B}_l
\begin{pmatrix}
\xi^{(1)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi^{(d)}
\end{pmatrix}
= C \mathfrak{B}_1.
\]

(98)
Inserting this into (96), we obtain

\[
\gamma
\begin{pmatrix}
1 & \cdots & 0 & -\mu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\mu \\
0 & \cdots & 0 & m
\end{pmatrix}
= C.
\]

(99)
Examining the first \(d - 1\) columns of this equation, we see that

\[
\gamma^{-1} = \begin{pmatrix}
c_{11} & \cdots & c_{1(d-1)} & * \\
\vdots & \ddots & \vdots & \vdots \\
c_{d1} & \cdots & c_{d(d-1)} & *
\end{pmatrix}
\]

(100)
where the \(c_{ij}\) are the entries of \(C\).

A \(\gamma \in SL(d, Z)\) satisfying (100) exists if and only if the determinants of the \(d\) minors obtained from the first \(d - 1\) columns are coprime, i.e. that

\[
gcd(\det C_{1d}, \ldots, \det C_{dd}) = 1
\]

(101)
where $C_{ij}$ is the $(d-1) \times (d-1)$ matrix obtained from $C$ by removing the $i$th row and $j$th column. We note that in view of proposition 1 this coprimality condition provides a criterion for the ideal $I = \xi I_l$ to have cyclic quotient in terms of $\xi$.

Assuming (101), there are integers $u_j$ such that

$$
\sum_{1 \leq j \leq d} (-1)^{j+d} u_j \det C_{jd} = 1, \quad (102)
$$

i.e.

$$
\gamma^{-1} = \begin{pmatrix}
  c_{11} & \cdots & c_{1(d-1)} & u_1 \\
  \vdots & \ddots & \vdots & \vdots \\
  c_{d1} & \cdots & c_{d(d-1)} & u_d \\
\end{pmatrix} \in \text{SL}(d, \mathbb{Z}). \quad (103)
$$

We note that such integers $u_j$ are defined by (102) up to multiplying by matrices in $U \subset \text{SL}(d, \mathbb{Z})$ on the right. That is to say that if $u'_j$ are other integers satisfying (102), then the corresponding $\gamma'$ satisfies

$$
\gamma(\gamma')^{-1} = \begin{pmatrix}
  1 & \cdots & 0 & * \\
  \vdots & \ddots & \vdots & \vdots \\
  0 & \cdots & 1 & * \\
  0 & \cdots & 0 & 1 \\
\end{pmatrix}. \quad (104)
$$

Returning to the equation (99), this ambiguity in $\gamma$ corresponds exactly to the ambiguity in picking representatives for the $\mu^j$ modulo $m$. In other words, different choices for the set of integers $u_j$ satisfying (102) correspond to different sets of representatives for the $\mu^j$ modulo $m$.

### 3.2 Proof of theorems 6 and 7

The proof of theorem 6 is largely the same as the proof of theorem 4. Given roots $\mu_1 \pmod{m_1}$ and $\mu_2 \pmod{m_2}$ satisfying the conditions of theorem 6 there is a corresponding ideal $I$ by theorem 3. By assumption, $I$ will be invertible in $\mathbb{Z}[\alpha]$, and so there is $\xi \in C_{r_1,r_2}^+$ such that $I = \xi I_l$ for some $l$. This gives the natural basis

$$
\begin{pmatrix}
  \xi \beta_{11} \\
  \xi \beta_{12} \\
  \xi \beta_{13} \\
\end{pmatrix} = \mathcal{B}_I \begin{pmatrix}
  \xi^{(1)} & 0 & 0 \\
  0 & \xi^{(2)} & 0 \\
  0 & 0 & \xi^{(3)} \\
\end{pmatrix}. \quad (105)
$$
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Having the bases for $I$, the basis (105) and the basis given in theorem 2, we conclude that there must be a $\gamma \in \text{GL}(3, \mathbb{Z})$ such that
\[
\begin{pmatrix}
1 & \mu_1 + a_1 & * \\
0 & m_1 & -\mu_2 m_2 \\
0 & 0 & m_1 m_2
\end{pmatrix}
\begin{pmatrix}
(\alpha^{(1)})^2 & (\alpha^{(2)})^2 & (\alpha^{(3)})^2 \\
\alpha^{(1)} & \alpha^{(2)} & \alpha^{(3)} \\
1 & 1 & 1
\end{pmatrix}
= \gamma \mathfrak{B}_l
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)}
\end{pmatrix},
\]
and in fact, since $m_2 > 0$, $\xi \in C_{r_1, r_1}^+$, and
\[
\text{sign det}
\begin{pmatrix}
(\alpha^{(1)})^2 & (\alpha^{(2)})^2 & (\alpha^{(3)})^2 \\
\alpha^{(1)} & \alpha^{(2)} & \alpha^{(3)} \\
1 & 1 & 1
\end{pmatrix}
= \text{sign det } \mathfrak{B}_l,
\]
we have $\gamma \in \Gamma = \text{SL}(3, \mathbb{Z})$.

We note that multiplying (106) on the left by matrices in $\Gamma_\infty$ does not change the residue classes $\mu_1 \pmod{m_1}$ and $\mu_2 \pmod{m_2}$, and conversely any representative of these classes can be obtained from a given one by multiplying by an appropriate element of $\Gamma_\infty$. Moreover, an $\xi \in C_{r_1, r_2}^+$ also satisfies $I = \xi I_l$ if and only if $\xi_1 \xi^{-1}$ is a unit in $\mathbb{Z}[\alpha] \cap C_{r_1, r_2}^+$, and so
\[
\mathfrak{B}_l
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)}
\end{pmatrix} \mathfrak{B}_l^{-1} \in \Gamma.
\]
Hence by the definition of $\Gamma_l$, (12), different choices of $\xi \in C_{r_1, r_2}^+$ satisfying $I = \xi I_l$ correspond in (106) to different representatives of the coset $\gamma \Gamma_l$.

For the converse part of theorem 6, we observe that from the proof of the converse part of theorem 5, in particular lemma 13, we have for $\gamma \in \Gamma$ and $\xi \in C_{r_1, r_2}^+$,
\[
\gamma^{-1}
\begin{pmatrix}
1 & * & * \\
0 & * & * \\
0 & * & *
\end{pmatrix}
\mathfrak{B}_l = \mathfrak{B}_l
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)}
\end{pmatrix}
\]
implies that $\xi$ is a primitive vector in $I_l^{-1}$. Accordingly, $I = \xi I_l$ is an ideal in $\mathbb{Z}[\alpha]$ not divisible by any rational integers. Hence if $\gamma$ in fact satisfies (25), then theorem 3 implies that (26) holds for some roots unique $\mu_1 \pmod{m_1}$, $\mu_2 \pmod{m_2}$.
We now proceed to the proof of theorem 7. From the above we have that if \( \gamma \) satisfies

\[
\begin{pmatrix}
\gamma \mathcal{B} \\
0 \ 0 \ 
\end{pmatrix}
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)} \\
\end{pmatrix}
= \begin{pmatrix} 1 & \ast & \ast \\
0 & \ast & \ast \\
0 & \ast & \ast \\
\end{pmatrix} \mathcal{B}_1
\]

(110)

for some \( \xi \in C_{r_1, r_2}^+ \) then \( \xi \in I_l^{-1} \), where we recall that

\[
\mathcal{B}_1 = \begin{pmatrix}
(\alpha^{(1)})^2 & (\alpha^{(2)})^2 & (\alpha^{(3)})^2 \\
\alpha^{(1)} & \alpha^{(2)} & \alpha^{(3)} \\
1 & 1 & 1 \\
\end{pmatrix}.
\]

(111)

It follows that if \( \gamma \) satisfies (110) then the first column of \( \gamma^{-1} \) is the same as the first entries of \( C \), which we recall is defined by

\[
\begin{pmatrix}
\mathcal{B}_l \\
0 \\
0 \\
\end{pmatrix}
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)} \\
\end{pmatrix}
= C \mathcal{B}_1
\]

(112)

or

\[
C = c_1 B_{l_1} + c_2 B_{l_2} + c_3 B_{l_3} 
\]

(113)

where \( \xi = c_1 \beta_{l_1} + c_2 \beta_{l_2} + c_3 \beta_{l_3} \).

Now the equation

\[
\gamma C \mathcal{B}_1 = \gamma \mathcal{B}_l 
\begin{pmatrix}
\xi^{(1)} & 0 & 0 \\
0 & \xi^{(2)} & 0 \\
0 & 0 & \xi^{(3)} \\
\end{pmatrix}
= \begin{pmatrix} 1 & \ast & \ast \\
0 & \ast & \ast \\
0 & \ast & \ast \\
\end{pmatrix} \mathcal{B}_1
\]

(114)

puts additional constraints on the bottom row of \( \gamma \). We find that these constraints are best understood by considering \( \xi' \in I_l \) such that \( \xi' \xi \in \mathbb{Z} \). If we define the integer matrix \( C' \) by

\[
C' \mathcal{B}_l = \mathcal{B}_1
\begin{pmatrix}
(\xi')^{(1)} & 0 & 0 \\
0 & (\xi')^{(2)} & 0 \\
0 & 0 & (\xi')^{(3)} \\
\end{pmatrix},
\]

(115)

or \( C' = c_1 B'_{l_1} + c_2 B'_{l_2} + c_3 B'_{l_3} \), where \( B'_{l_i} \) are defined via (29), then \( \xi \xi' \in \mathbb{Z} \) if and only if

\[
C'C = \begin{pmatrix} \ast & \ast & \ast \\
\ast & \ast & \ast \\
0 & 0 & \ast \\
\end{pmatrix}.
\]

(116)
Hence if $\gamma$ satisfies (114), then the third row of $\gamma$ must be proportional to the third row of $C'$.

We can resolve ambiguities of sign by requiring that $\xi'$ be a positive integer, so the more difficult condition to ensure is that the entries of the bottom row of $C'$ are coprime. Our solution is just to divide $\xi'$ by the common divisor of these integers, and lemma 14 below shows that the result of this division is still an element of $I_l$. We construct the matrix $B'_l$ by taking the third row of $B'_l$ as the $i$th row of $B'_l$, so that

$$\begin{pmatrix} c'_1 & c'_2 & c'_3 \end{pmatrix} B'_l = \begin{pmatrix} c'_{31} & c'_{32} & c'_{33} \end{pmatrix}.$$ (117)

Then we have the following lemma, which implies that if the $c'_{3j}$ are integers, then so are the $c'_j$.

**Lemma 14.** $B'_l \in \text{GL}(3, \mathbb{Z})$.

**Proof.** The proof of this lemma is similar to that of lemma 13 and just as in that proof, $B'_l$ has integer entries and is easily seen to have nonzero determinant. Hence it suffices to show that $B'_l$ maps primitive vectors to primitive vectors. Accordingly, we set $\xi' = c'_1 \beta_{1l} + c'_2 \beta_{2l} + c'_3 \beta_{3l}$ with $\gcd(c'_1, c'_2, c'_3) = 1$, and we observe that this implies that the ideal $\xi' I^{-1}_l \subset \mathbb{Z}[\alpha]$ is not divisible by any rational integers.

We have

$$C' \mathcal{B}_l = \mathcal{B}_1 \begin{pmatrix} (\xi')^{(1)} & 0 & 0 \\ 0 & (\xi')^{(2)} & 0 \\ 0 & 0 & (\xi')^{(3)} \end{pmatrix},$$ (118)

and so

$$^t\mathcal{B}_l^{-1} \begin{pmatrix} (\xi')^{(1)} & 0 & 0 \\ 0 & (\xi')^{(2)} & 0 \\ 0 & 0 & (\xi')^{(3)} \end{pmatrix} = ^t C'^t \mathcal{B}_1^{-1}.$$ (119)

It is well known, see for example [6], that since $\mathbb{Z}[\alpha]$ is monogenic, $^t\mathcal{B}_1^{-1}$ is
a basis for the fractional ideal generated by \( F(\alpha) \). In fact we have
\[
\begin{pmatrix}
(\alpha(1))^2 & (\alpha(2))^2 & (\alpha(3))^2 \\
\alpha(1) & \alpha(2) & \alpha(3) \\
1 & 1 & 1
\end{pmatrix}^{-1}
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & a_1 \\
1 & a_1 & a_2
\end{pmatrix}
\begin{pmatrix}
(\alpha(1))^2 & (\alpha(2))^2 & (\alpha(3))^2 \\
\alpha(1) & \alpha(2) & \alpha(3) \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
F(\alpha(1))^{-1} & 0 & 0 \\
0 & F(\alpha(2))^{-1} & 0 \\
0 & 0 & F(\alpha(3))^{-1}
\end{pmatrix}.
\]

(120)

It follows that
\[
^tC' \begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & a_1 \\
1 & a_1 & a_2
\end{pmatrix} \mathcal{B}_1
\]

(121)
is a basis for an integral ideal not divisible by any rational integers, and so, following the proof of lemma \[13\], proposition \[11\] implies that the first column of
\[
^tC' \begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & a_1 \\
1 & a_1 & a_2
\end{pmatrix},
\]

(122)
i.e. the third row of \( C' \), has coprime entries.

\[\square\]

4 Applications

We now derive some consequences of the previous theorems, propositions \[8\], \[9\], \[10\], \[11\], and \[12\]. We first discuss in section 4.1 propositions \[8\] and \[9\] on approximations to the vector \( \left( \frac{\mu d - j}{m} \right) \) and bounds for the number of these vectors contained in small balls. Then in section 4.2 we find an explicit Euler product for the co-type zeta function for the cubic order \( \mathbb{Z}[2^{1/3}] \), proposition \( \[10\] \). Finally, in section 4.3 we prove propositions \( \[11\] \) and \( \[12\] \) on the operations on the roots of the congruence corresponding to ideal composition.

4.1 Approximation and bounds for \( \left( \frac{\mu d - j}{m} \right) \)

To start our proof of proposition \[8\] we first select the fundamental domain \( \mathcal{D} \) to use in the application of theorem \( \[5\] \). The property we require of \( \mathcal{D} \) is that all
the embeddings of \( \xi \in \mathcal{D} \) have the same size as \( N(\xi)^{1/d} \). From Dirichlet’s unit theorem, in the logarithmic embedding of \( \mathbb{Z}[\alpha] \cap C^+_{r_1,r_2} \) into \( \mathbb{R}^d \), the totally positive units cut out a rank \( d-1 \) lattice on the plane orthogonal to the vector \( (1,1,\ldots,1) \). A fundamental domain for the action of the totally positive units can be taken to be the region that projects parallel to \( (1,1,\ldots,1) \) onto a fundamental parallelopiped of this lattice. Taking this fundamental parallelopiped to be within a bounded distance of the origin, it is clear that if \( \xi \) is in such a fundamental domain, then \( (\log |\xi(1)|, \ldots, \log |\xi(d)|) \) is within a bounded distance of its orthogonal projection onto the span of \( (1,\ldots,1) \), i.e. \( \left( \frac{\log N(\xi)}{d}, \ldots, \frac{\log N(\xi)}{d} \right) \). It follows that \( \xi(j) \asymp N(\xi)^{1/d} \) as desired.

We now recall the relation between \( \xi \) and \( C \) from theorems 4 and 5, i.e.

\[
\mathfrak{B}_l \begin{pmatrix} \xi(1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi(d) \end{pmatrix} = C \mathfrak{B}_1. \tag{123}
\]

We have

\[
C = \mathfrak{B}_l^{-1} \begin{pmatrix} \xi(1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi(d) \end{pmatrix} \mathfrak{B}_1, \tag{124}
\]

and also, setting \( C_{ij} \) to be the minor of \( C \) with \( i \)th row and \( j \)th column removed,

\[
(\xi(1)^{-1}) \cdots (\xi(d)^{-1}) = \frac{1}{m} ((-1)^{d+1} \det C_{1d} \cdots \det C_{dd}) \mathfrak{B}_l \tag{125}
\]

by examining the last row of

\[
C^{-1} \mathfrak{B}_l = \mathfrak{B}_1 \begin{pmatrix} \xi(1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \xi(d) \end{pmatrix}^{-1} \tag{126}
\]

and recalling that

\[
\mathfrak{B}_1 = \begin{pmatrix} (\alpha(1)^{d-1}) & \cdots & (\alpha(d)^{d-1}) \\
\vdots & \ddots & \vdots \\
\alpha(1) & \cdots & \alpha(d) \\
1 & \cdots & 1 \end{pmatrix}. \tag{127}
\]
From these equations, it is evident that the entries \( c_{ij} \) of \( C \) are fixed linear combinations of the embeddings of \( \xi \) and that the embeddings of \( \xi \) are fixed linear combinations of the \( -\frac{1}{m} \det C_{kd} \). It follows that if the embeddings of \( \xi \) are all \( \propto m^{1/d} \), then \( c_{ij} \ll m^{1/d} \) for all \( i \) and \( j \), and \( \det C_{kd} \gg m^{1-1/d} \) for some \( k \).

The \( k \) for which \( \det C_{kd} \gg m^{1-1/d} \) holds is exactly the \( k \) giving the approximation in proposition 8. However, for the sake of exposition, we assume in what follows that \( \det C_{dd} \gg m^{1-1/d} \), that is \( k = d \), and leave the necessary modifications to the argument in the case \( k < d \) to the reader.

Using the notation established in theorem 5, we recall that

\[
\begin{pmatrix}
1 & \cdots & 0 & -\mu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\mu \\
0 & \cdots & 0 & m
\end{pmatrix} = \gamma C,
\]

(128)

and we also recall that

\[
\gamma^{-1} = \begin{pmatrix}
c_{11} & \cdots & c_{1(d-1)} & u_1 \\
\vdots & \ddots & \vdots & \vdots \\
c_{d1} & \cdots & c_{d(d-1)} & u_d
\end{pmatrix}.
\]

(129)

Rearranging the last column of this matrix equation, we obtain

\[
\begin{pmatrix}
c_{11} & \cdots & c_{(d-1)(d-1)} \\
\vdots & \ddots & \vdots \\
c_{(d-1)1} & \cdots & c_{(d-1)(d-1)} \\
\end{pmatrix} \begin{pmatrix}
u_{d-1}^{d-1} \\
\vdots \\
\frac{u_{d-1}}{m}
\end{pmatrix} = \begin{pmatrix}
u_1 \\
\vdots \\
u_{d-1}
\end{pmatrix} - \frac{1}{m} \begin{pmatrix}
c_{1d} \\
\vdots \\
c_{(d-1)d}
\end{pmatrix},
\]

(130)

in addition to \( d - 1 \) other equations resulting from removing other rows besides the \( d \)th. In the case \( k < d \) one would consider the equation resulting from removing the \( k \)th row.

As \( c_{ij} \ll m^{1/d} \), we can interpret these equations as the vector \( \left( \frac{\mu_{d-j}}{m} \right) \in \mathbb{R}^{d-1}/\mathbb{Z}^{d-1} \) being close to the \( d - 1 \) planes \( c_{j1}X_1 + \cdots + c_{j(d-1)}X_{d-1} = u_j \), \( 1 \leq j \leq d - 1 \). Moreover, under the assumption that

\[
\det C_{dd} \gg m^{1-\frac{1}{d}},
\]

(131)

the vector in fact lies close to the intersection of these \( d - 1 \) planes, thus verifying proposition 8 in this case.
From (130) we have
\[
\frac{1}{m} \begin{pmatrix} \mu^{d-1} \\ \vdots \\ \mu \end{pmatrix} = C_{dd}^{-1} \begin{pmatrix} u_1 \\ \vdots \\ u_{d-1} \end{pmatrix} - \frac{1}{m} C_{dd}^{-1} \begin{pmatrix} c_1d \\ \vdots \\ c_{(d-1)d} \end{pmatrix},
\]
and so all that needs to be proved is that under the assumption (131) we have
\[
C_{dd}^{-1} \begin{pmatrix} c_1d \\ \vdots \\ c_{(d-1)d} \end{pmatrix} \ll 1. \tag{133}
\]
To verify (133), we rearrange the last column of the equation \(CC^{-1} = I\) to obtain
\[
C_{dd} \begin{pmatrix} (-1)^d \det C_{d1} \\ \vdots \\ \det C_{d(d-1)} \end{pmatrix} = \det C_{dd} \begin{pmatrix} c_1d \\ \vdots \\ c_{(d-1)d} \end{pmatrix}, \tag{134}
\]
and so
\[
C_{dd}^{-1} \begin{pmatrix} c_1d \\ \vdots \\ c_{(d-1)d} \end{pmatrix} = \frac{1}{\det C_{dd}} \begin{pmatrix} (-1)^d \det C_{d1} \\ \vdots \\ \det C_{d(d-1)} \end{pmatrix}. \tag{135}
\]
It is clear now that (133) follows from \(\det C_{dd} \gg m^{1-1/d}\) and \(c_{ij} \ll m^{1/d}\). We remark that in the analogous argument for \(k < d\) being the one that satisfies \(\det C_{kd} \gg m^{1-1/d}\), one rearranges the \(k\)th column of \(CC^{-1} = I\).

We now turn to the proof of proposition 9. As discussed in the introduction, we begin with a discussion of the spacing properties between general rational points in \(\mathbb{R}^{d-1}\) and later specialize to the approximations of \(\left(\frac{\mu^{d-j}}{m}\right)\) given in proposition 8. Every rational point can be written uniquely in the form \(\left(\frac{r_1}{q}, \ldots, \frac{r_{d-1}}{q}\right)\) where \(q\) is a positive integer and the \(r_j\) and \(q\) are coprime integers, i.e. \(\gcd(r_1, \ldots, r_{d-1}, q) = 1\). We remark that written this way, \(q\) is the torsion of the coset of the rational point in \(\mathbb{R}^{d-1}/\mathbb{Z}^{d-1}\), and we refer to such a point as a \(q\)-torsion point. We also note that the point \(\left(\frac{r_1}{q}, \ldots, \frac{r_{d-1}}{q}\right)\) is naturally identified with the point in projective space having homogeneous coordinates \((r_1, \ldots, r_{d-1}, q)\).
Given two torsion points \( r \) and \( r' \), we consider the Plücker coordinates of the line containing both. These coordinates are the quantities \( s_{ij} \), \( 1 \leq i < j \leq d \), formed by taking \( 2 \times 2 \) determinants from the matrix

\[
\begin{pmatrix}
  r_1 & \cdots & r_{d-1} & q \\
  r'_1 & \cdots & r'_{d-1} & q'
\end{pmatrix},
\]

i.e.

\[
s_{ij} = \det \begin{pmatrix} r_i & r_j \\ r'_i & r'_j \end{pmatrix} \quad \text{if } i, j < d, \quad s_{id} = \det \begin{pmatrix} r_i & q' \\ r'_i & q' \end{pmatrix}.
\]

We remark that one should only consider these coordinates up to scalar multiplication in order for the line to determine the coordinates. However, we find the distinction between multiples of Plücker coordinates to be useful, as indicated in the following observation:

\[
||r - r'|| = \frac{1}{q'q} \left( s_{1d}^2 + \cdots + s_{(d-1)d}^2 \right)^{1/2}.
\]

Fixing a torsion point \( r \), we can lower bound the distance between \( r \) and any other torsion point by considering the set of all \( (s_{id}) \in \mathbb{Z}^{d-1} \) formed as in (137) as \( r' \) ranges over all torsion points. We observe that since

\[
\det \begin{pmatrix} r_i & q \\ r'_i & q' \end{pmatrix} + \det \begin{pmatrix} r_i & q \\ r''_i & q'' \end{pmatrix} = \det \begin{pmatrix} r_i & q \\ r'_i + r''_i & q' + q'' \end{pmatrix},
\]

this set is additive and so forms a sublattice \( \Lambda(r) \) of \( \mathbb{Z}^{d-1} \) which is easily seen to have full rank. Moreover, since

\[
\det \begin{pmatrix} r_j + kq & q \\ r'_j & q' \end{pmatrix} = \det \begin{pmatrix} r_j & q \\ r'_j - kq' & q' \end{pmatrix},
\]

\( \Lambda(r) \) only depends on the coset of \( r \) in \( \mathbb{R}^{d-1}/\mathbb{Z}^{d-1} \). Geometrically we think of \( \Lambda(r) \) as being identified with the integral lines containing \( r \), and one can work around the caveats mentioned in the previous paragraph by working only with the primitive elements in \( \Lambda(r) \). We record these observations together with (138) in the following lemma.

**Lemma 15.** Let \( Q \) be a positive real number and let \( r \) be a \( q \)-torsion point in \( \mathbb{R}^{d-1}/\mathbb{Z}^{d-1} \). Then the distance between \( r \) and any distinct torsion point with torsion \( \leq Q \) is at least

\[
\frac{1}{qQ} \min \{||v|| \ : \ v \in \Lambda(r), v \neq 0\}.
\]
For our purposes of proving proposition 9 we take the point on the right side of (42) as \( r \). As above, we assume that the \( k \) giving the approximation to \( \frac{\mu_{d-j}}{m} \) is \( k = d \), namely

\[
    r = C_{dd}^{-1} \begin{pmatrix} u_1 \\ \vdots \\ u_{d-1} \end{pmatrix}, \tag{142}
\]

which has torsion \( |\det C_{dd}| \). This expression naturally gives \( r \) as the intersection of the \( d-1 \) planes

\[
    c_{i1}X_1 + \cdots + c_{(d-1)i}X_{d-1} = u_i, \tag{143}
\]

\( 1 \leq i \leq d-1 \), and so it is convenient to consider the integral lines containing \( r \) dually as the intersection of sets of \( d - 2 \) hyper-planes containing \( r \). In the case \( k < d \) we would view the point as the intersection of the planes (143) for \( i \neq k \).

The lattice \( \Lambda(r) \) can be determined from this dual perspective as well. If \( r' \) is another torsion point contained in the first \( d - 2 \) hyperplanes, then we have

\[
    \begin{pmatrix}
        c_{11} & \cdots & c_{1(d-1)} & u_1 \\
        \vdots & \ddots & \vdots & \vdots \\
        c_{(d-2)1} & \cdots & c_{(d-2)(d-1)} & u_{d-2}
    \end{pmatrix}
    \begin{pmatrix}
        r_1 \\
        \vdots \\
        r_{d-1}
    \end{pmatrix}
    \begin{pmatrix}
        r_1' \\
        \vdots \\
        r_{d-1}'
    \end{pmatrix}
    =
    \begin{pmatrix}
        0 & 0 \\
        \vdots & \vdots \\
        0 & 0
    \end{pmatrix}. \tag{144}
\]

We let \( \gamma \in \text{SL}(d, \mathbb{Z}) \) be the matrix from theorems 4 and 5 so that the matrix on the left of (144) is the first \( d - 2 \) rows of \( \gamma \). Then (144) implies that

\[
    \gamma \begin{pmatrix}
        r_1 \\
        \vdots \\
        r_{d-1}
    \end{pmatrix}
    \begin{pmatrix}
        r_1' \\
        \vdots \\
        r_{d-1}'
    \end{pmatrix}
    =
    \begin{pmatrix}
        0 & 0 \\
        \vdots & \vdots \\
        0 & 0
    \end{pmatrix}. \tag{145}
\]

If the Plücker coordinates \( s_{ij} \) corresponding to \( r' \) give a primitive vector in \( \Lambda(r) \), then \( \gcd(s_{ij}) = 1 \), and as this condition is preserved by the action of \( \text{SL}(d, \mathbb{Z}) \), we have that the \( 2 \times 2 \) determinant in the bottom of the matrix
on the right of (145) is equal to ±1. It follows that there is a γ' ∈ GL(d, Z)
having the same first d − 2 rows as γ but also having r, r' as the last two
columns of γ. It now follows from the Jacobi’s equality between comple-
mentary co-factors of a matrix and its inverse that the Plücker coordinates
s_{ij} are equal (up to sign) to the determinants of the (d − 2) × (d − 2) minors
of the matrix
\[
\begin{pmatrix}
c_{11} & \cdots & c_{1(d-1)} & u_1 \\
\vdots & \ddots & \vdots & \vdots \\
c_{(d-2)1} & \cdots & c_{(d-2)(d-1)} & u_{d-2}
\end{pmatrix}
\] (146)

obtained by removing two columns.

These observations, repeated for all choices of d − 2 hyperplanes from the
d − 1, shows that Λ is generated by the columns of the matrix (det C_{dd})C_{dd}^{-1},
which we denote by c_j. Having this expression for a basis of Λ(r) allows us
to control the size of its shortest, nonzero vector, at least under the same
hypothesis under which r is guaranteed to approximate \( \mu_d \) in the context of proposition 8.

**Lemma 16.** If \( \det C_{dd} \gg m^{1-1/d} \), then the matrix (det C_{dd})C_{dd}^{-1}, normal-
ized by \( (\det C_{dd})^{-1} \) to have determinant 1, lies in a fixed, com-
 pact subset of SL(d − 1, R), and hence the smallest vector in Λ has size
\( \gg (\det C_{dd})^{(d-2)/(d-1)} \gg m^{1-2/d} \).

**Proof.** It is easy to see that the determinant of the matrix (det C_{dd})C_{dd}^{-1} is
(\det C_{dd})^{d-2}, so Hadamard’s inequality implies
\[
(\det C_{dd})^{d-2} \leq ||c_1|| \cdots ||c_{(d-1)}||. 
\] (147)

On the other hand, since each of the c_j have coordinates polynomials of
degree d − 2 in the c_i, which we recall are \( \ll m^{1/d} \), we have \( ||c_j|| \ll m^{(d-2)/d} \).
Replacing all but one of the \( ||c_j|| \) in (147) by this bound, we have that, under
the hypothesis \( \det C_{dd} \gg m^{1-1/d} \),
\[
m^{(d-1)(d-2)/d} \ll ||c_j||m^{(d-2)/d} \ll m^{(d-1)(d-2)/d},
\] (148)

whence \( ||c_j|| \ll m^{1-2/d} \propto \det C_{dd})^{(d-2)/(d-1)} \). These estimates are enough
to show that upon normalizing so that the determinant is 1, the resulting
matrix is in a compact subset of SL(d − 1, R).

Clearly then the normalized lattice obtained from Λ, having this basis,
lies in a compact subset of SL(d − 1, Z) \ SL(d − 1, R), and so does not approach
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the cusp. This shows that the smallest vector in \( \Lambda \) has size \( \gg \) the \((d - 1)\)th root of the determinant, finishing the proof of the lemma.

In view of the above lemma on the spacing between torsion points, lemma the proof of proposition \( \mathcal{L} \) is almost finished. Indeed, for each of the points \( \left( \frac{\mu^{d-j}}{m} \right) \) contained in a ball of radius \( \frac{1}{M} \), all the approximations given by proposition \( \mathcal{S} \) are contained in a ball of radius \( \mathcal{O}(\frac{1}{M}) \). However, by lemmas \( \mathcal{L} \) and \( \mathcal{L} \), each of these approximations are spaced from each other by at least

\[
\gg \frac{1}{M^{2(d-1)/d}} M^{(d-2)/d} = \frac{1}{M}.
\]

(149)

Hence there can be at most \( \ll 1 \) of these approximations in this ball. The theorem is then proved if we can show that at most \( \ll 1 \) of the points \( \left( \frac{\mu^{d-j}}{m} \right) \) can correspond to a given one of the approximations.

We start by noting that a torsion point in \( \mathbb{R}^{d-1}/\mathbb{Z}^{d-1} \) determines the corresponding lattice \( \Lambda(r) \), and because \( \text{SL}(d-1, \mathbb{Z}) \) acts discontinuously on \( \text{SL}(d-1, \mathbb{R}) \), the number of bases of \( \Lambda \) lying in the compact set of lemma \( \mathcal{L} \) is bounded by a constant that depends only on the compact set. For each one of these bases, there are \( d \) cases to consider, one for each of the possible \( i \) giving the approximation of proposition \( \mathcal{S} \). Further, we need to consider each of the narrow ideal classes, but once these possibilities are accounted for, which for our purposes just multiplies the final bound by a constant, we claim that the basis of the lattice determines the \( c_i \) and whence the \( m \) and \( \mu \) (mod \( m \)). This would indeed show that the number is bounded by a constant depending only on the congruence.

To see this final step, we recall that the matrix \( C \) is a linear combination of matrices \( B_{li} \) depending on the ideal class, and the coefficients are exactly the \( c_i \). So, continuing to work only with the case \( i = d \) from proposition \( \mathcal{S} \), the question of recovering the \( c_i \) from the matrix \( C_{id} \) is a question about the linear independence of the corresponding \((d-1) \times (d-1)\) sub-matrices of the \( B_{li} \) obtained by removing the \( d \)th row and column.

Denoting these sub-matrices by \( B_{1id} \), we suppose there are numbers \( c_i \) so that

\[
\sum_{i=1}^{d} c_i B_{1id} = \begin{pmatrix} 0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 \end{pmatrix}.
\]

(150)
From the definition of the $B_l$, this means that the corresponding $\xi = \sum c_i \bar{\beta}_i$ satisfies
\[ \xi \beta_j \in \mathbb{Z}, \quad 1 \leq j \leq d - 1. \] (151)
However, for a fixed $\xi$, the set of points $\beta \in C_{r_1, r_2}$ with $\xi \beta \in \mathbb{R}$ forms a line in $C_{r_1, r_2}$. On the other hand, since the $\beta_j$ span a full rank lattice, namely $I_l$, at most one of the $\beta_j$ can lie on such a line. This is a clearly contradicts (151) when $d > 2$, and so it remains to examine the case $d = 2$.

This case is the most interesting because the $B_{112}, B_{122}$ are not linearly independent, they are just two numbers, and so one cannot recover $c_1, c_2$ from a linear combination $c_{11} = c_1 B_{112} + c_2 B_{122}$. Instead we make use of the additional information contained in the numerator of the approximation $\frac{u_1}{c_{11}}$. Since $\gamma^{-1} = \begin{pmatrix} c_{11} & u_1 \\ c_{21} & u_2 \end{pmatrix} \in \text{SL}(2, \mathbb{Z})$, we have $c_{21} \equiv u_1 \pmod{c_{11}}$. Moreover $c_{11} \asymp m^{\frac{1}{2}}$ and $c_{21} \ll m^{\frac{1}{2}}$, and so we can recover $c_{21}$ from $\frac{u_1}{c_{11}}$ up to $O(1)$ possibilities. Finally, as
\[
\begin{pmatrix} c_{11} \\ c_{21} \end{pmatrix} = B_l \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}
\] (152)
and $B_l \in \text{GL}(2, \mathbb{Z})$, we recover $c_1, c_2$ up to $O(1)$ possibilities.

### 4.2 Co-type zeta function for cubic orders

For an ideal $I \subset \mathbb{Z}[2^{1/3}]$, we let $N_1(I), N_2(I)$, and $N_3(I)$ denote the invariant factors. That is
\[ \mathbb{Z}[2^{1/3}]/I \cong \mathbb{Z}/N_1(I) \mathbb{Z} \oplus \mathbb{Z}/N_2(I) \mathbb{Z} \oplus \mathbb{Z}/N_3(I) \mathbb{Z} \] (153)
with $N_3(I) \mid N_2(I) \mid N_2(I)$. We define the co-type zeta function as
\[
\zeta_{\mathbb{Z}[2^{1/3}]}(s_1, s_2, s_3) = \sum_{0 \neq I \subset \mathbb{Z}[2^{1/3}]} N_1(I)^{-s_1} N_2(I)^{-s_2} N_3(I)^{-s_3},
\] (154)
where the sum is over ideals $I$.

In the language of theorem 3 and proposition 1 we see that $N_3(I)$ is the largest integer divisor of $I$, and, applying the theorem to $I/N_3(I)$, we have
\[ m_2 = N_1(I)/N_2(I), \quad m_1 = N_2(I)/N_3(I). \]

We have
\[
\zeta_{\mathbb{Z}[21/3]}(s_1, s_2, s_3) = \sum_{0 \neq I \subset \mathbb{Z}[21/3]} m_2(I)^{-s_1} m_1(I)^{-s_1-s_2} N_3(I)^{-s_1-s_2-s_3}
\]
\[
= \zeta(s_1 + s_2 + s_3) \sum_{0 \neq I \subset \mathbb{Z}[21/3]} m_2(I)^{-s_1} m_1(I)^{-s_1-s_2}, \quad (155)
\]

where \( \zeta(s) \) is the Riemann zeta function. We apply theorem 3 to arrange this sum as
\[
\zeta_{\mathbb{Z}[21/3]}(s_1, s_2, s_3) = \sum_{\gcd(m_2, 6) = 1} \sum_{\mu_3^2 \equiv 2(m_2)} \sum_{m_1 \geq 1} m_2^{-s_1} m_1^{-s_1-s_2}
\]
\[
+ \sum_{\gcd(m_1, 2) = 1} \sum_{\mu_1^2 \equiv 2(m_1)} \sum_{\gcd(m_2, m_1 - \mu_2) = 1} m_2^{-s_1} m_2^{-s_2}
\]
\[
+ \sum_{\gcd(m_1, 3) = 1} \sum_{\mu_1^2 \equiv 2(m_1)} \sum_{\gcd(m_2, m_1 - \mu_2) = 1} m_2^{-s_1} m_2^{-s_2}
\]
\[
+ \sum_{\gcd(m_1, 6) = 1} \sum_{\mu_1^2 \equiv 2(m_1)} \sum_{\gcd(m_1, m_2, \mu_2) = 1} m_2^{-s_1} m_2^{-s_2}
\]
\[
= S_1 + S_2 + S_3 + S_4, \quad (156)
\]

say.

Starting with \( S_1 \), we first note that by the Chinese remainder theorem, the Dirichlet series in \( m_1 \) (with variable \( s_1 + s_2 \)) has multiplicative coefficients, so we may consider each prime separately. Since \( \gcd(m_2, 6) = 1 \), we find that Euler factors at 2 and 3 are \( 1 + 2^{-s_1-s_2} \) and \( 1 + 3^{-s_1-s_2} \). For primes \( p \) having 3 distinct roots, the Euler factor at \( p \) is either
\[
1 + 2p^{-s_1-s_2} + 2p^{-2s_1-2s_2} + \cdots = 1 + \frac{2p^{-s_1-s_2}}{1 - p^{-s_1-s_2}} \quad (157)
\]
or
\[
1 + 3p^{-s_1-s_2} + 3p^{-2s_1-2s_2} + \cdots = 1 + \frac{3p^{-s_1-s_2}}{1 - p^{-s_1-s_2}} \quad (158)
\]
depending on whether \( p \) divides \( m_2 \) or not. For primes \( p \neq 2 \) or \( 3 \), we find that the Euler factor is just \( 1 \) if \( p \mid m_2 \) and it is \( (1 - p^{-s_1 - s_2})^{-1} \) if \( p \nmid m_2 \). As the Euler factor for primes having no roots is just \( 1 \), we conclude that

\[
S_1 = \sum_{\gcd(m_2, 6) = 1} \sum_{\mu_3 \equiv 2(m_2)} m_2^{-s_1} (1 + 2^{-s_1 - s_2})(1 + 3^{-s_1 - s_2})
\times \prod_{p \mid m_2} \left( 1 + \frac{2p^{-s_1 - s_2}}{1 - p^{-s_1 - s_2}} \right) \prod_{p \mid m_2} \left( 1 + \frac{3p^{-s_1 - s_2}}{1 - p^{-s_1 - s_2}} \right) \prod_{p \nmid m_2} \frac{1}{1 - p^{-s_1 - s_2}},
\]

(159)

where \( P_1 \) is the set of primes in \( \mathbb{Z} \) that split completely in \( \mathbb{Z}[2^{1/3}] \) and \( P_2 \) is the set of those that factor into a degree 1 times a degree 2 prime; neither \( P_1 \) nor \( P_2 \) contain \( 2 \) or \( 3 \). Explicitly, we have \( P_2 \) is the set of all primes other than \( 2 \) that are \( \equiv 2 \) (mod 3), and \( P_1 \) is the set of all primes that can be represented by the binary quadratic form \( X^2 + 27Y^2 \).

We arrange this as

\[
S_1 = (1 + 2^{-s_1 - s_2})(1 + 3^{-s_1 - s_2}) \prod_{p \in P_1} \left( 1 + \frac{3p^{-s_1 - s_2}}{1 - p^{-s_1 - s_2}} \right) \prod_{p \in P_2} \frac{1}{1 - p^{-s_1 - s_2}}
\times \sum_{\gcd(m, 6) = 1} \sum_{\mu_3 \equiv 2(m)} m^{-s_1} \prod_{p \mid m} \left( \frac{1 + p^{-s_1 - s_2}}{1 + 2p^{-s_1 - s_2}} \right) \prod_{p \nmid m} \left( 1 - p^{-s_1 - s_2} \right)
\]

\[
= (1 + 2^{-s_1 - s_2})(1 + 3^{-s_1 - s_2}) \prod_{p \in P_1} \left( \frac{1 + 2p^{-s_1} + 2p^{-s_1 - s_2} + p^{-2s_1 - s_2}}{(1 - p^{-s_1})(1 - p^{-s_1 - s_2})} \right) \prod_{p \in P_2} \left( \frac{1 - p^{-2s_1 - s_2}}{(1 - p^{-s_1})(1 - p^{-s_1 - s_2})} \right).
\]

(160)
Similar calculations show that

\[ S_2 = 2^{-s_1}(1 + 3^{-s_1-s_2}) \times \prod_{p \in P_1} \left( \frac{1 + 2p^{-s_1} + 2p^{-s_1-s_2} + p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \prod_{p \in P_2} \left( \frac{1 - p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \]

\[ S_3 = 3^{-s_1}(1 + 2^{-s_1-s_2}) \times \prod_{p \in P_1} \left( \frac{1 + 2p^{-s_1} + 2p^{-s_1-s_2} + p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \prod_{p \in P_2} \left( \frac{1 - p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \]

\[ S_4 = 6^{-s_1} \prod_{p \in P_1} \left( \frac{1 + 2p^{-s_1} + 2p^{-s_1-s_2} + p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \prod_{p \in P_2} \left( \frac{1 - p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right). \]

Putting these into (156), we obtain

\[ \zeta_{\mathbb{Z}[2^{1/3}]}(s_1, s_2, s_3) = (1 + 2^{-s_1} + 2^{-s_1-s_2})(1 + 3^{-s_1} + 3^{-s_1-s_2})\zeta(s_1 + s_2 + s_3) \times \prod_{p \in P_1} \left( \frac{1 + 2p^{-s_1} + 2p^{-s_1-s_2} + p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \prod_{p \in P_2} \left( \frac{1 - p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right). \]

(162)

\[ \zeta_{\mathbb{Z}[2^{1/3}]}(s_1, s_2, s_3) = (1 + 2^{-s_1} + 2^{-s_1-s_2})(1 + 3^{-s_1} + 3^{-s_1-s_2})\zeta(s_1 + s_2 + s_3) \times \prod_{p \in P_1} \left( \frac{1 + 2p^{-s_1} + 2p^{-s_1-s_2} + p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right) \prod_{p \in P_2} \left( \frac{1 - p^{-2s_1-s_2}}{(1 - p^{-s_1})(1 - p^{-s_1-s_2})} \right). \]

(162)

### 4.3 Composition of ideals

We start our proof of proposition II with the following lemma.

**Lemma 17.** Let \( \mu \pmod{m} \) and \( \nu \pmod{n} \) satisfy \( F(\mu) \equiv 0 \pmod{m} \) and \( F(\nu) \equiv 0 \pmod{n} \), and let \( I, J \) be the corresponding ideals via theorem 2. Then \( m \equiv 0 \pmod{n} \) and \( \mu \equiv \nu \pmod{n} \) if and only if \( I \subset J \).

**Proof.** We have by the correspondence in theorem 2 that \( I \subset J \) if and only if there is an integral matrix \( A \) such that

\[
\begin{pmatrix}
1 & \cdots & 0 & -\mu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\mu \\
0 & \cdots & 0 & m
\end{pmatrix} = A
\begin{pmatrix}
1 & \cdots & 0 & -\nu^{d-1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\nu \\
0 & \cdots & 0 & n
\end{pmatrix},
\]

(163)
Such an $A$ has to have the form

$$A = \begin{pmatrix}
1 & \cdots & 0 & k_{d-1} \\
0 & \cdots & 1 & k_1 \\
0 & \cdots & 0 & \frac{m}{n}
\end{pmatrix}, \tag{164}
$$

and so $n \mid m$ is necessary. Moreover, integers $k_j$ such that (163) exist if and only if $\mu \equiv \nu \pmod{n}$, thus proving the lemma.

This is almost enough already to prove proposition [11] to finish the proof we observe two facts. First, if $\mu \pmod{m}$, $\nu \pmod{n}$ satisfy $F(\mu) \equiv 0 \pmod{m}$, $F(\nu) \equiv 0 \pmod{n}$ and $\gcd(m, n) = 1$, then the Chinese remainder theorem gives a unique $\tilde{\mu}$ (mod $mn$) such that $\tilde{\mu} \equiv \mu \pmod{m}$ and $\tilde{\mu} \equiv \nu \pmod{n}$. If $I$, $J$ are the ideals corresponding to $\mu \pmod{m}$, $\nu \pmod{n}$ and $\tilde{I}$ is the ideal corresponding to $\tilde{\mu}$ (mod $mn$), then by the lemma $\tilde{I} \subset I \cap J$. Inspecting the norms of the ideals shows that in fact $\tilde{I} = I \cap J = IJ$ as claimed.

The second observation concerns degree one prime ideals $P$ corresponding to a root $\mu_1 \pmod{p}$, $p$ not dividing the discriminant of $F$. If $\mu_k \pmod{p^k}$ is the root given by Hensel’s lemma, i.e $\mu_k \pmod{p^k}$ is the unique residue class satisfying $F(\mu_k) \equiv 0 \pmod{p^k}$ and $\mu_k \equiv \mu_1 \pmod{p}$, then we claim that the ideal $P^k$ corresponds via theorem [2] to $\mu_k \pmod{p^k}$. Indeed, since $\mathbb{Z}[\alpha]/P^k$ is additively cyclic, there is a corresponding root modulo $N(P^k) = p^k$, and this root must be $\mu_k \pmod{p^k}$ by lemma [17]. This finishes the proof of proposition [11].

We now move on to proving proposition [12]. We remark that proving an extension of lemma [17] directly is much more difficult in this setting, at least without first reducing to the case when $m_1$, $m_2$ are powers of the same prime number. Since it is hard to avoid this reduction we proceed differently by instead working directly with the prime factorization of the ideals themselves. The following lemma allows us to reduce to the case when the ideals have powers of the same prime as their norm.

**Lemma 18.** Let $I$ and $J$ be ideals not divisible by any rational integers with $\gcd(N(I), N(J)) = 1$, and let $\mu_1 \pmod{m_1}$, $\mu_2 \pmod{m_2}$ and $\nu_1 \pmod{n_1}$, $\nu_2 \pmod{n_2}$ be the corresponding roots via theorem [3], so in particular $N(I) = m_1^2m_2$ and $N(J) = n_1^2n_2$ are coprime. Then $IJ$ is not divisible by rational integers and the corresponding roots are given modulo $m_1n_1$ and $m_2n_2$ by
the Chinese remainder theorem applied to $\mu_1 \pmod{m_1}$, $\nu_1 \pmod{n_1}$ and $\mu_2 \pmod{m_2}$, $\nu_2 \pmod{n_2}$.

**Proof.** Let $\bar{\mu}_1 \pmod{m_1 n_1}$ and $\bar{T}_2 \pmod{m_2 n_2}$ be the roots obtained from $\mu_1 \pmod{m_1}$, $\nu_1 \pmod{n_1}$ and $\mu_2 \pmod{m_2}$, $\nu_2 \pmod{n_2}$ by the Chinese remainder theorem. Then since $\gcd(m_1 n_1, m_2 n_2) = \gcd(m_1, m_2) \gcd(n_1, n_2)$ is a factorization into coprime integers, we have $\gcd(m_1 n_1, m_2 n_2, \bar{\mu}_1 - \bar{\mu}_2) = 1$. By theorem 3 there exists an ideal, say $\bar{I}$ that has basis given by

$$
\begin{pmatrix}
1 & \bar{\mu}_1 + a_1 \\
0 & m_1 n_1 \\
0 & 0
\end{pmatrix}

\begin{pmatrix}
\bar{\lambda} \\
\alpha^2 \\
1
\end{pmatrix}.
$$

We claim that $\bar{I} = IJ$, and we first show that $\bar{I} \subset I$, which is equivalent to showing that there exists an integral matrix $A$ such that

$$
\begin{pmatrix}
1 & \bar{\mu}_1 + a_1 \\
0 & m_1 n_1 \\
0 & 0
\end{pmatrix}

\begin{pmatrix}
\bar{\lambda} \\
\alpha^2 \\
1
\end{pmatrix} = A

\begin{pmatrix}
1 & \mu_1 + a_1 \\
0 & m_1 \\
0 & 0
\end{pmatrix}

\begin{pmatrix}
\lambda \\
\mu_2 m_1 n_1 + \mu_2 m_1 n_2
\end{pmatrix}.
$$

By changing $A$ as necessary, we can change $\mu_1$ and $\mu_2$ by multiples of $m_1$ and $m_2$ so that in fact $\mu_1 = \bar{\mu}_1$ and $\mu_2 = \bar{\mu}_2$, where we have fixed representatives of $\bar{\mu}_1$ and $\bar{\mu}_2$. This of course changes the $\lambda$ given by theorem 3 but we still denote this new residue class modulo $m_1 m_2$ by $\lambda$. Having made these replacements, $A$ can be seen to have the form

$$
A = \begin{pmatrix}
1 & 0 & * \\
0 & n_1 & 0 \\
0 & 0 & n_1 n_2
\end{pmatrix},
$$

and we observe that the $*$ entry can be chosen so that (166) holds if $\bar{\lambda} \equiv \lambda \pmod{m_1 m_2}$.

We recall from (72) that

$$
\lambda \equiv \left(\bar{\mu}_1^2 + a_1 \bar{\mu}_1 + a_2\right) \frac{m_2 m_2}{\gcd(m_1, m_2)} - \left(\bar{\mu}_2^2 + a_1 \bar{\mu}_2 + a_2\right) \frac{m_1 m_1}{\gcd(m_1, m_2)}
$$

$$
+ \kappa \frac{m_1 m_2}{\gcd(m_1, m_2)} \pmod{m_1 m_2}
$$

where $\overline{m_1, m_2}$ are defined by

$$
\frac{\overline{m_1 m_1}}{\gcd(m_1, m_2)} + \frac{\overline{m_2 m_2}}{\gcd(m_1, m_2)} = 1
$$
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and $\kappa$ is defined by
\begin{equation}
\frac{F(\tilde{\mu}_1)}{m_1} + \frac{F(\tilde{\mu}_2)}{m_2} + (\tilde{\mu}_1 - \tilde{\mu}_2)\kappa \equiv 0 \pmod{\gcd(m_1, m_2)}. \tag{170}
\end{equation}

We also recall that due to the definition of $\kappa$, $\lambda$ is independent of the choice of $m_1, m_2$. In fact we choose
\begin{equation}
m_1 = \frac{m_1 n_1}{\gcd(n_1, n_2)}, \quad m_2 = \frac{m_2 n_2}{\gcd(n_1, n_2)}, \tag{171}
\end{equation}
where $m_1 n_1, m_2 n_2$ are so that
\begin{equation}
\frac{m_1 n_1 m_1}{\gcd(m_1 n_1, m_2 n_2)} + \frac{m_2 n_2 m_2}{\gcd(m_1 n_1, m_2 n_2)} = 1. \tag{172}
\end{equation}

With this choice, we have $\kappa \equiv \tilde{\kappa} \pmod{\gcd(m_1, n_1)}$, where $\tilde{\kappa}$ is used in the definition of $\tilde{\lambda}$, and we have $\tilde{\lambda} \equiv \lambda \pmod{m_1 m_2}$ as required.

By the same arguments, we have also that $\tilde{I} \subset J$. Since the norm of $\tilde{I}$ is $m_1^2 n_1^2 m_2 n_2 = N(I)N(J)$, and since $I$ and $J$ are coprime, we have $\tilde{I} = IJ$, proving the lemma. \hfill \Box

We now consider the setting when a rational prime $p$ factors in $\mathbb{Z}[\alpha]$ as the product of three degree one prime ideals $P_1, P_2, P_3$. As discussed in the introduction, these degree one prime ideals correspond to three distinct roots $\mu_1, \mu_2, \mu_3 \pmod{p}$.

**Lemma 19.** The ideal $P_k^2 P_3^l$ corresponds to $\mu_1$ lifted to a root modulo $p^l$ and $\mu_2$ lifted to a root modulo $p^{k-l}$.

**Proof.** Abusing notation slightly, we use $\mu_1, \mu_2, \mu_3$ to denote the lifted roots modulo $p^{2k}$ (or modulo arbitrary powers of primes if one works $p$-adicly). Now since $\mu_1, \mu_2$ are distinct, theorem 3 gives an ideal, say $I$, with the basis
\begin{equation}
\begin{pmatrix}
1 & \mu_1 + a_1 & \lambda \\
0 & p^l & -\mu_2 p^l \\
0 & 0 & p^k
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
\alpha \\
1
\end{pmatrix}.
\tag{173}
\end{equation}

The claim is that $I = P_k^2 P_3^l$, and to show this we show separately that $I \subset P_k^2$ and $I \subset P_3^l$. The claim follows from this since $P_k^2$ and $P_3^l$ are coprime and $N(I) = p^{k+l} = N(P_k^2 P_3^l)$. 
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We have $I \subset P^*_2$ if and only if there exists an integral matrix $A$ such that

$$
\begin{pmatrix}
1 & \mu_1 + a_1 & \lambda \\
0 & p^j & -\mu_2 p^j \\
0 & 0 & p^k
\end{pmatrix}
= A
\begin{pmatrix}
1 & a_1 & -\mu_2 - a_1 \mu_2 \\
0 & 1 & -\mu_2 \\
0 & 0 & p^k
\end{pmatrix}.
$$

(174)

Such an $A$ must have the form

$$
A = \begin{pmatrix}
1 & \mu_1 & * \\
0 & p^j & 0 \\
0 & 0 & 1
\end{pmatrix},
$$

(175)

and we observe that the * entry can be chosen so that (174) holds if and only if

$$
\lambda \equiv -\mu_1 \mu_2 - \mu_2^2 - a_1 \mu_2 \pmod{p^k}.
$$

(176)

To verify (176) we use (72) and consider cases $l \leq k - l$ and $l > k - l$ separately. In the first case we have $\gcd(p^j, p^{k-l}) = p^j$, and so

$$
\lambda \equiv -(\mu_2^2 + \mu_1 \mu_2 + a_1 \mu_2) + \kappa p^{k-l} \pmod{p^k},
$$

(177)

where $\kappa$ satisfies

$$
(\mu_1 - \mu_2) \kappa + \frac{F(\mu_2)}{p^{k-l}} \equiv 0 \pmod{p^j}.
$$

(178)

By the way $\mu_2$ was chosen, we have $F(\mu_2) \equiv 0 \pmod{p^k}$, and so $\kappa \equiv 0 \pmod{p^j}$ satisfies (178) and so (176) holds. When $l > k - l$, we have $\gcd(p^j, p^{k-l}) = p^{k-l}$ and

$$
\lambda \equiv \mu_1^2 + a_1 \mu_1 + a_2 + \kappa p^j \pmod{p^k}.
$$

(179)

This time by the way $\mu_1$ was chosen, we find that $\kappa \equiv 0 \pmod{p^{k-l}}$, and so (176) reduces to

$$
\mu_1^2 + \mu_1 \mu_2 + \mu_2^2 + a_1 (\mu_1 + \mu_2) + a_2 = \frac{F(\mu_1) - F(\mu_2)}{\mu_1 - \mu_2} \equiv 0 \pmod{p^k}.
$$

(180)

Since $\mu_1 - \mu_2$ is not zero, (180) indeed holds.

It now remains to verify that $P^*_3$ contains $I$. As before, we have $I \subset P^*_3$ if and only if there is an integral matrix $A$ such that

$$
\begin{pmatrix}
1 & \mu_1 + a_1 & \lambda \\
0 & p^j & -\mu_2 p^j \\
0 & 0 & p^k
\end{pmatrix}
= A
\begin{pmatrix}
1 & a_1 & -\mu_3 - a_1 \mu_3 \\
0 & 1 & -\mu_3 \\
0 & 0 & p^j
\end{pmatrix}.
$$

(181)
Such an $A$ must have the form
\[
A = \begin{pmatrix}
1 & \mu_1 & 0 \\
0 & p^l & \mu_3 - \mu_2 p^l \\
0 & 0 & p^{k-l}
\end{pmatrix}, \tag{182}
\]
and the $*$ entry can be chosen so that (181) holds if and only if
\[
\lambda \equiv -\mu_1 \mu_3 - \mu_3^2 - a_1 \mu_3 \pmod{p^l}, \tag{183}
\]
Again we split into cases $l \leq k - l$ and $l > k - l$. In the first case, we have from (177) it is enough to verify that
\[
(\mu_1 \mu_2 + \mu_2^2 + a_1 \mu_2) - (\mu_1 \mu_3 + \mu_3^2 + a_1 \mu_3) = (\mu_2 - \mu_3)(\mu_1 + \mu_2 + \mu_3 + a_1) \equiv 0 \pmod{p^l}, \tag{184}
\]
which is indeed the case. When $l > k - l$, we have from (179) that it is enough to verify
\[
\mu_1^2 + \mu_1 \mu_3 + \mu_3^2 + a_1 (\mu_1 + \mu_3) + a_2 = \frac{F(\mu_1) - F(\mu_3)}{\mu_1 - \mu_3} \equiv 0 \pmod{p^l}, \tag{185}
\]
which is again the case. \hfill \Box
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