From Theory to Experiment: Transformer-Based Generation Enables Rapid Discovery of Novel Reactions
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Abstract: Deep learning methods have been proven their potential roles in the chemical field, such as reaction prediction and retrosynthesis analysis. However, the de novo generation of unreported reactions using artificial intelligence technology remains not be completely explored. Inspired by molecular generation, we proposed the task of novel reaction generation. In this work, we applied the Heck reactions to train the transformer model, state-of-art natural language process model and obtained 4717 generated reactions after sampling and processing. We then confirmed that 2253 novel Heck reactions by organizing chemists to judge the generated reactions, and adopted organic synthesis experiment to verify the feasibility of unreported reactions. In this process, it only took 15 days from Heck reaction generation to experimental verification, proving that our model learns reaction rules in-depth and can make great contributions in the novel reaction discovery.

Introduction

The detection of new organic reactions has always been a significant research direction in the synthetic chemistry field. New reactions provide more diversiform chemical synthetic options for scientists. The discovery of the majority of new reactions was as yet guided by the “chemical intuition” of chemists, which was a time-consuming task requiring extensive experience and characterized by trial and error. For instance, it took three decades to thoroughly study the mechanism after the discovery of the Meisenheimer rearrangement reaction by Jacob Meisenheimer in 1919.[1,2] The long and tortuous process of discovering new reactions not only limits the development of organic synthesis methodology but also restricts the advancement of drug discovery.

In recent years, several successful applications of artificial intelligence (AI) technology in the chemistry field have offered multiple solutions to the diverse challenges of chemists.[3–5] Scientists have explored chemical reactions from several fields,[6] including reaction prediction and retrosynthesis analysis.[7–10] Among others, reaction prediction, focusing on learning the rules of chemical reactions and then predicting the products with related properties from given reactants or reagents, has become an important topic in the past few years. The exists two mainstream models for reaction prediction are graph convolutional neural networks and simplified molecular-input line-entry system (SMILES)-based sequence-to-sequence (seq2seq) models.[11–14] The transformer-based molecular transformer, proposed by Schwaller et al., is the state-of-art SMILES-based sequence-to-sequence model achieving a 90% accuracy.[15] On the contrary, retrosynthesis analysis algorithms assist chemists in providing synthetic recommendations by outputting one step at a time or complete synthesis routes according to the given target substances. The models that learn (or infer) how to generate recommendations or use expert encoded rules or heuristics to generate recommendations are two major models of retrosynthetic planning.[6] Such as Liu et al. applied seq2seq to retrosynthesis analysis and found that it was comparable to the rule-based expert system.[16] However, both forward-reaction
prediction and retrosynthesis planning are based on given a part of chemical reactions and outputted the rest of the reaction. Is it feasible for deep learning models to generate a whole novel unreported reaction from scratch that is similar to the given reactions? We put forward this question inspired by de novo molecular generation,[17,18] aiming to expand the molecular library and expedite molecular screening. Molecular generation refers to generating the active or target molecules by the chemical knowledge that the deep learning model learns from the training datasets containing numerous molecules.[19,20] Generating molecules has been applied to various deep learning models. It is worth noting that sequence-to-sequence models have a pivotal position in the molecular generation with SMILES strings represented because of their excellent performance in text generation, such as poems generation.[21] In particular, the recurrent neural networks (RNNs) model Segler et al. used and the generative chemical transformer model Kim et al. applied can generate a large number of high-quality molecules.[22,23] Therefore, we attempted to apply the sequence-to-sequence model to generate new reactions like generating molecules and named it "reaction generation". The successful application of reaction generation will contribute to solve the current dilemmas of chemical reactions and accelerate the development of chemistry.

Although Bort et al. have applied recurrent neural networks and condensed graph of reaction approaches to explore the generation of Suzuki reaction,[24] the assessment of the executive experiment was still lacked. Unlike the recurrent neural networks they used, we introduce a more powerful sequence-to-sequence model, the transformer model, that is only trained with SMILES as input. The transformer model proposed by google company for solving the machine translation task has been one of the frequently utilized neural networks in a couple of years which adopts encoder-decoder framework.[25] Compared to previous work such as RNNs or Long Short-Term Memory (LSTM), the novelty of this model is the application of attention mechanisms in the process of sequence. In recent years, this model has gained much attention from chemistry society and completed multiple tasks in processing reactions.[26] For instance, Vaucher et al. achieved the prediction of experimental process.[27] Meanwhile, the transformer model has derived several forms to overcome its shortcomings such as the transformer-XL model[28] It enables learning dependency beyond a fixed-length without disrupting temporal coherence which was the problem that plagued the transformer model.

Selecting an appropriate reaction is conducive to carry out the target task of reaction generation. In this research, we selected the Heck reaction, a classic carbon-carbon coupling reaction, as a representative experiment to bring more convenience to drug discovery for its widespread application in the synthesis of alkenes. More importantly, its discoverer, R. F. Heck was awarded the Nobel Prize for its enormous contribution.[29] And we give the mechanism in Figure S1.
Figure 2. The flowchart of reaction generation and verification.

In this paper, we aimed at utilizing the transformer-XL model to generate Heck reaction. We constructed a training dataset of Heck coupling reaction, a dataset that is downloaded from “Reaxys” database and imported into the model to generate the new Heck reactions (see Figure 1). Even more importantly, we organized 12 academic chemists to analyze and assess the thousands of generative reactions according to chemical experience and integrating them with the “Scifinder” and “Reaxys” database. Since some of the reactions generated by our model are completely new and have not been reported in the literature, we performed actual organic chemical synthesis experiments to verify whether the reactions generated by the model are feasible and whether the configuration of the compounds given by the model is correct. Furthermore, in accordance with the availability of raw materials, we chose 8 of the generative unreported reactions to confirm the chemical feasibility. With the Heck reaction are successfully generated and supported by experiments, it not only provides us a handier way for detection of novel reactions but a means of verification for the chemical-level generation model.

Results and Discussion

We totally spent 15 days to explore novel Heck reactions with the transformer-XL model (Figure 2). We first took 2 days to prepare the data (see Method Dataset), and then imported the training dataset comprised of 8863 Heck reactions to the model. Finally, after 2 days of generating and then removing all duplicates, we obtained 4717 reactions that were not included in the training and validation datasets. Then, we organized 12 experimental chemists to judge the validation of reactions. The chemists were divided into four groups and each group was responsible for a quarter of the total generated reactions. Only the reaction was simultaneously considered as feasibility by the three chemists, we retained and converged it to a dataset consisting of 2253 reactions after 3 days. A few representative examples of generated reactions are depicted in Figure 3. Out of these reactions, they are logical with reasonable reactants and reaction centers matching Heck reactions. Further, we spent 7 days to verification in laboratory.

During the 2 days’ process of generating reactions, we artificially assign it as two steps which do not exist in practical application.

(I) The generation of reactants and products molecules.

(II) The process to correspond the reactants and products. It refers to the formation of the arrows connected reactants and products in the two-dimensional diagram of reactions.

In stage I, each reaction is composed of at least one reactant and one product so the prerequisite of valid reaction is that both reactant and product are effective. Interestingly, despite that the 4717 novel reactions are not all valid reactions, all of the corresponding reactants and products are valid SMILES formula, indicating that the generative ability of molecular of the model is impeccable. Meanwhile, we applied the t-SNE (t-distributed

Figure 3. Examples of unreported generated Heck reactions.
Figure 4. The plot of distribution of reactants, products and reactions. (A) The t-SNE plot of MACCS of reactants. Halogenated aromatics from training set (blue) and generated set (deep blue), and alkenes from training set (green) and generated set (deep green). (B) The t-SNE plot of products from training set (green) and generated set (blue). (C) The TMAP plot of rxnfp of reactions from training set (blue), generated set (red) and USPTO 50K (yellow). (D) The t-SNE plot of rxnfp of reactions from training set (green) and generated set (blue).

Table 1. Distribution of alkene reactants in the training set and generated set.

| carbon-carbon double bond classification of reactants | Amount | Rate (%) |
|------------------------------------------------------|--------|---------|
| Training Generated | Training Generated |
| Ethylene | 141 | 9 | 1.57 | 0.40 |
| Monosubstituted | 8300 | 2179 | 92.60 | 96.72 |
| Disubstituted | 502 | 64 | 5.60 | 2.84 |
| Trisubstituted | 20 | 1 | 0.23 | 0.04 |
| Total | 8963 | 2253 | 100 | 100 |

Table 2. Distribution of halogenated aromatics and trifluoromethanesulfonate derivatives in training set and generated set.

| Halogen atoms classification of reactants | Amount | Rate (%) |
|-----------------------------------------|--------|---------|
| Training Generated | Training Generated |
| Cl | 471 | 161 | 5.3 | 7.1 |
| Br | 4939 | 1356 | 55.1 | 60.2 |
| I | 3274 | 670 | 36.5 | 29.8 |
| OTf | 279 | 66 | 3.1 | 2.9 |
| Total | 8963 | 2253 | 100 | 100 |

The t-SNE is a variation of Stochastic Neighbor Embedding (Hinton et al.) that visualizes high-dimensional data by giving each datapoint a location in a two or three-dimensional map. And MACCS is a molecular fingerprint with 166 dimensions and each dimension corresponds to a functional group, which is suitable for reactants and products’ focus. Figure 4A is the t-SNE plot of the MACCS fingerprints of the reactants of the generated reaction and the reactants of the training set, while the t-SNE plot of products is shown in Figure 4B. As expected, the training molecules completely overlap with the corresponding generated molecular set, which indicates that the model has generated many similar molecules around the training set.

At the same time, we classified the reactants in the training set and the 2253 reactions generation set. Table 1 showed the distribution of alkenes according to the number of substituents around carbon-carbon double bond, while Table 2 is the classification of halogenated aromatic hydrocarbons and trifluoromethanesulfonate derivatives. It can be found that the generated monosubstituted alkenes, bromo- aromatic hydrocarbons and iodinated aromatic hydrocarbons occupy the majority of the generated reactants, which is similar to the distribution of these three reactants in the training set. Meanwhile, the generated reactions covered all alkenes types, although some types of alkenes are few, it was still an indication of the integrity of molecular information, well preserved in the process of generating molecules in the stage I.

In stage II, the process of combining the corresponding reactant and product molecules into a reaction means that the model must learn the Heck reaction rules. Despite that the Heck coupling reaction is one of the most widely used catalytic carbon-
carbon bond forming tools in organic synthesis, its rules are complicated for the transformer-XL model. To further prove that the reactions generated by the model belong to the Heck reaction, we use TMAP to visualize the rxnfp of the reactions. Schwaller et al. reported that the representations learned by the Bidirectional Encoder Representations from Transformers (BERT) can be used as reaction fingerprints (rxnfp), which were independent of the number of molecules involved in a reaction.\textsuperscript{[32]} And then mapped rxnfp to the TMAP, a method to visualize high-dimensional spaces as tree-like graphs.\textsuperscript{[33]} As shown in Figure 4C, we connected the 2253 chemist-judged reactions in the generated dataset and the reactions in the training dataset, each represented as a point, according to the similarity measured by the rxnfp. Additionally, the 50K reactions downloaded and curated by Liu et al. from the United States Patent Trademark office (referred to hereafter as USPTO 50K) are used to form the backbone of chemical space as the USPTO 50K contains varieties of chemical reactions.\textsuperscript{[16]} Color-coding by the three classifications of reaction dataset above showed that the generated 2253 reactions and training set formed a good overlap, demonstrating that the 2253 reactions judged by chemists are totally Heck coupling reactions. In addition, we testified the category of reaction using t-SNE to dimensionally reduce the rxnfp of the dataset (Figure 4D). The result proved that the model had relatively well mastered the reaction rules from the training set and reproduced it.

To explore in detail whether our model fully understands the Heck reaction, we conducted an in-depth analysis of the generated Heck reaction set. First, we divided the Heck reaction into intermolecular and intramolecular reactions. Among the training dataset, there are 8464 intermolecular reactions and 499 intramolecular reactions (Table 3). As for the generated reactions, the intermolecular reaction accounts for 98.2\%, which is consistent with the characteristic of numerous intermolecular reactions existed in the distribution of the training dataset. In Figure 5, we listed several representative examples of intermolecular reactions and intramolecular reactions from training and generated datasets.

For the intermolecular reactions, we analyzed from the following three aspects: regioselectivity, stereochemistry, and chemoselectivity. Based on the Heck reaction mechanism, the migration insertion of alkenes is the determining step of regioselectivity, while stereochemistry involves the elimination of β hydrogen on carbon-carbon double bond. Therefore, we analyzed the region- and stereochemistry of the generated reactions from the perspective of alkenes. Regioselectivity implies that there is one functional group that can react in two different sites and a reagent must choose where to react (Figure 6A). For the Heck coupling reaction, regioselectivity has always been an unavoidable problem. For reactions with ethylene as reactants, the process of occurring reactions does not involve regioselectivity since the left and right sites of alkene are equivalent for insertion. Moreover, disubstituted and trisubstituted alkenes were not worth discussing the regioselectivity. Therefore, we mainly discussed the regioselectivity of monosubstituted alkenes. Generally, the regioselectivity of monosubstituted alkenes is determined by the group attached to the double bond. As shown in Figure 6B, 4-bromopyridine reacted with hex-1-en-3-one to produce 1,2-disubstituted alkenes. Because the new carbon-carbon bond forms at the other end of the alkene when the alkene is polarized by an electron-withdrawing group. The carbonyl group around the alkene of 1-hexanone happens to be an electron withdrawing group, so the reaction site located at the β position. Due to steric hindrance, the arylation of monosubstituted alkenes is more likely to occur at the β-position. Moreover, we observe that more reaction sites are located at β-positions in the generated reactions (Table 4). In contrast, electron-donating groups lead to produce the 1,1-disubstituted product, such as ether group. As another example shown in Figure 6B, the model could capture the information that the oxygen located in ethers is an electron-donating group and produce a product of 1,1-disubstituted.

To further explore the stereochemistry understanding of Heck reaction of our model, we gave an introduction to stereoselectivity in Figure 6A, referring to how they reacted (stereochemistry of the products). For ethylene and trisubstituted alkenes, they are not in the scope of the discussion because of without existing stereochemistry. For monosubstituted alkenes, the stereochemistry is partially related to regioselectivity. There is only one case of stereochemistry for monosubstituted alkenes if the reaction site is located at the α-position, which is similar to ethylene, the alkenes will become the terminal alkenes. However, the situation becomes complicated when the reaction site is located in the β-position. As shown in Figure 6(C)(a), when 1-iodo-3-methylbenzene and hex-5-en-2-one react, their product

| Classification of reaction type | Amount | Rate (%) |
|---------------------------------|--------|----------|
|                                 | Training | Generated | Training | Generated |
| intermolecular reaction          | 8464    | 2213      | 94.4     | 98.2      |
| intramolecular reaction          | 499     | 40        | 5.6      | 1.8       |
| Total                            | 8963    | 2253      | 100      | 100       |

Figure 5. The representative examples of the intramolecular and intermolecular Heck reaction. (A) Intermolecular Heck reaction from the training set. (B) Intramolecular Heck reaction from the training set. (C) Intermolecular Heck reaction from the generated set. (D) Intramolecular Heck reaction from the generated set.
Figure 6. Analyze the generated novel reactions from the perspective of the selectivity of the Heck reaction. (A) The definition of the regio-, stereo-, chemoselectivity. (B) Analysis of the regioselectivity of alkenes. (C) Analysis of the stereoselectivity of alkenes. (D) Analysis of the chemoselectivity of alkenes.

Table 4. Regio- and stereoselectivity of monosubstituted alkenes in the training set and generated set.

| Classification of monosubstituted alkenes | Amount | Rate (%) |
|------------------------------------------|--------|---------|
|                                         | Training | Generated | Training | Generated |
| α-position                               | 440     | 62      | 5.59     | 2.90      |
| β-position                               | E 7397  | 2078    | 94.04    | 97.06     |
|                                         | Z 29    | 1       | 0.37     | 0.04      |
| Total                                    | 7866    | 2141    | 100      | 100       |

will be E-isomer. Because the trans-alkene product will be easy to obtained which is more stable on thermodynamics, since only β-hydrogens located on the same side of the Pd atom can be eliminated, and the steric hindrance of the substituent around the carbon-carbon double bind. In the generated reactions. We simultaneously find that (Z)-1,2 disubstituted alkenes appear in the product (Figure 6C(a)), while the most common product is (E)-1,2 disubstituted alkenes. But there is a considerable amount of literature in the area of (Z)-1,2 disubstituted alkenes as Cheng et al. reported. For disubstituted alkenes, the elimination of β-hydrogen occurs in the process when the benzene ring is coplanar with the small substituent. In other words, the benzene ring and the large sterically hindering group are trans-coplanar when the product is generated. As illustrated in Figure 6C(b), the benzene ring is coplanar with methyl or methoxy because of the steric hindrance of methoxycarbonyl, and then generate the E-isomer product or the Z-isomer product. And Table 4 shows the number of reactions in all categories of the stereo configuration of monosubstituted alkenes, demonstrating that the E-isomer products are far more than the Z-isomer products, this conforms with the situation we discussed earlier.

Finally, we discussed the degree that the model learned the chemoselectivity of intermolecular reactions. Chemoselectivity refers to the competition between different functional groups (Figure 6A). The difference is that chemoselectivity is not only related to alkenes but also deals with halogenated aromatics. We can well perceive from Figure 6D(a) and Figure 6D(b) that the benzene ring preferentially reacts with the monosubstituted alkenes when monosubstituted double bonds, disubstituted or trisubstituted double bonds, were simultaneously present in the reactants. Because the number of substituents on the carbon-carbon double bond determines the reactivity of the alkenes in the Heck reaction, and as the number of substituents increases, the reaction rate and yield will decrease. Among the four types of alkenes in our classification, the reactions with the trisubstituted alkenes generally have the slowest reaction rate and lowest yield. Similarly, alkenes will prefer one of halogens to react when there are multiple halogens on the aromatic ring. As shown in Figure 6D(c), while bromine and chlorine are both reactive sites, the model believes that bromine will react in preference to chlorine, and the model also gave a similar conclusion that the reaction activity of iodine is greater than chlorine in Figure 6D(d). We
Table 5. The comparison between generated reactions and experimental reactions.

| Number | Reactants | Generated products | Experimental products |
|--------|-----------|--------------------|-----------------------|
| 1      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |
| 2      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |
| 3      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |
| 4      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |
| 5      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |
| 6      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |
| 7      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |
| 8      | ![Reactant Image] | ![Generated Product Image] | ![Experimental Product Image] |

Figure 8. Pd(OAc)$_2$-Catalyzed Heck reactions.

Further find that the reaction priority is I >> OTf > Br >> Cl. This is owing to the different reaction rates of different halogenated aromatic hydrocarbons during the oxidative addition process of the Heck reaction. Among them, iodoaromatics not only have fast reaction speed and high yield, but also mild reaction conditions, so they have become the most commonly used Heck reaction substrates. The brominated aromatic hydrocarbons have also been favored by chemists due to their low price. And although trifluoromethanesulfonic acid derivatives have higher reactivity, they are rarely used because of the unavailability of raw materials which will lengthen the experiment period. These also explain why the bromine and iodine reactions obviously account for the majority in both the training set and the generation set as shown in Table 2.

Within the past three decades, the intramolecular Heck reaction has emerged as a particularly versatile and reliable
carbon-carbon bond-forming process, which allows for the construction of the whole spectrum of ring sizes: small (n = 3 or 4), normal (n = 5, 6 or 7), medium (n = 8-14) and large (n > 14). For the intramolecular reactions with β-hydrogens available for elimination on both sides of alkenes, the general ring formation rule is to preferentially generate relatively small cyclic compounds while the ring size is normal. For example, in the selection of generating a five-membered ring and a six-membered ring, the five-membered ring is preferentially generated (Figure 7A). The successful application of this type of reaction that generates extra-ring double bonds is of great significance because the exocyclic double bond is a major problem in synthesis. The intramolecular Heck reaction also allows for the synthesis of exo or endo medium-sized and even large rings, and most of the products produced are in the E-form configuration because the ring tension is relatively small in large rings. Figure 7B shows the 15-endo cyclization products. The situation changed while there is no β-hydrogen can be eliminated on one side of the alkenes. Fig 7C shows that it is undoubtedly that there is only one kind of 11-endo cyclization product when there is only one position for Pd atom to insert.

In the analysis of intramolecular reactions and region-, stereo-, chemoselectivity of intermolecular reactions, we confirmed that all of the 2253 reactions are theoretically feasible, which proved that our model had a very sufficient understanding of the rules of chemical reactions.

We then conducted experiments to verify these feasible reactions to prove their feasibility from a practical point of view. We chose 2026 reactions with iodine or bromine as the reaction center among 2253 reactions since chlorine has low activity and trifluoromethanesulfonate derivatives are more difficult to obtain. We finally carried out 8 verification reactions based on the availability of the corresponding reactants and reagents. Table 6 lists the reactions we chose and the final products obtained in the laboratory. It shows that both the products generated by the model and the real products obtained by the experiment are in full compliance with our previous analysis by comparison. It is worth noting that most of the Heck reaction conditions are relatively uniform. So, although our generative model have the ability of generating the corresponding reaction conditions for each Heck reaction, we still chose the more common reaction conditions in practice. If the reagents are different, the product might be different. For example, in the selection of reaction 1 in Table 5 are 1,2-disubstituted because of the electron withdrawing group connected around the double bond, and we obtained the expected 1H NMR and 13C NMR spectra of products in experiment with generated reactant (Figure S3). Similarly, spectra of the other 7 products can be found in Figure S4—Figure S10. This demonstrated that the model showed the correct prediction for the regioselectivity and stereoselectivity of these reactions.

Conclusion

In this work, we trained the transformer-XL model with the dataset containing 8863 Heck reactions, and finally obtained a total of 2253 novel Heck reactions evaluated by chemists. We further analyzed whether the generated reaction learned the rules of Heck reaction by analyzing them in terms of regioselectivity, stereoselectivity, chemoselectivity, etc. Since in chemistry, a miss is as good as a mile, we performed 6 generated reactions as rigorous experimental verification and observe the consistency between the generated and experimental products. In this way, we proved the feasibility of reaction generation, and the transformer-XL model with a thorough comprehension of reactions showed the ability of helping to generate feasible and novel reactions.

Different from the other generation task applied in natural language processing (NLP), such as poetry, novels and even molecular generation, which is difficult to have a quantitative standard to measure the quality of the generated content. However, in our reaction generation task, the results generated by the model have only two results, right or wrong, and there is no ambiguity. Although there is greater space for optimization of the project, it still has provided a new direction to the exploration of chemical reactions. The combination of AI and chemical reactions can accelerate the discovery of novel reactions and further accelerate the drug discovery.

Computational Methods

Dataset. The reaction generative model is trained on a SMILES file containing only Heck coupling reactions, which are extracted from the “Reaxys” database based on the retrieval of reaction template and/or reaction name (all entries that use the phrase “Heck reaction”). The extracted Microsoft Excel files undergo a series of postprocessing processes with python scripts to obtain a high-quality dataset meeting the requirement of generating new reactions. In this step, inadequate reactions that the SMILES string is missing corresponding to either reactant or products and that have the same reactant and product are removed from the file. And for reactions with identical reaction SMILES we retained only one copy. Finally, a dataset containing 9959 Heck reaction is connected based on Heck reaction template with a Python script utilizing the RDkit and is divided into training set and validation set (9:1).

Model. We selected the transformer-XL model as a generation model, which is the state-of-art method that combined artificial intelligence with the chemical field. It consists of encoder and decoder architecture, and an “attention” mechanism was added to connect the encoder and decoder. Because of entire dependent on the attention mechanism, the model avoids recurrence and draws global dependencies between input and output. In addition, every encoder and decoder structure include several feed forward layers, in which the chemical information the transformer-XL model learned from the training dataset stores.

To match the algorithms of the transformer-XL models. We imported the reactions with “simple molecular-input line-entry system” (SMILES) strings. We use letters to represent atoms and numbers to represent the number of rings. For example, in Figure
Figure 10. The general flow of reaction formation. We randomly selected a symbol C to start the generation, a tensor of each character of vocab then imports into the model and the probability distribution P as an outcome. According to the distribution P, the model randomly selected the next symbol. Above steps will be cyclically execute until the appearance of EOF. Finally, the SMILES string as the result to output.

9. we apply c1cccc1 to present benzene, character ">>" to separate reactants and products, "." to separate different reactants. Before the training step, the model will construct a vocab (v1, ..., vi) that contains all characters in the SMILES strings.

Our inferred part learns from the inference of poems (https://github.com/GaoPeng97/transformer-xl-chinese.git). This part inference the whole reaction with a start symbol. The model gives a tensor T (t1, ..., ti) based on the start symbol and the data from the training step. The model then outcome the probability distribution P (s1, ..., si) of the next symbol. The distribution P is estimated based on the tensor T and the built-in functions softmax in the tensorflow, which is defined as

\[
P(s_k) = \frac{\exp(t_k)}{\sum_{k'} \exp(t_{k'})}
\]

(1)

Where tk corresponds to the kth element of tensor T. Then the model randomly selects the next symbol according to the probability P, and feedback to the model to find the following symbol (see Figure 10). To indicate the SMILES string happens to be a reaction, we lead the character ¥n into each reaction SMILES as "end of line" (EOF). So the model will outcome the result and restart the generation of SMILES string from scratch when it detects the formation of EOF.
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