Recent Advances in the Prediction of Protein Structural Classes: Feature Descriptors and Machine Learning Algorithms
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Abstract: In the postgenomic age, rapid growth in the number of sequence-known proteins has been accompanied by much slower growth in the number of structure-known proteins (as a result of experimental limitations), and a widening gap between the two is evident. Because protein function is linked to protein structure, successful prediction of protein structure is of significant importance in protein function identification. Foreknowledge of protein structural class can help improve protein structure prediction with significant medical and pharmaceutical implications. Thus, a fast, suitable, reliable, and reasonable computational method for protein structural class prediction has become pivotal in bioinformatics. Here, we review recent efforts in protein structural class prediction from protein sequence, with particular attention paid to new feature descriptors, which extract information from protein sequence, and the use of machine learning algorithms in both feature selection and the construction of new classification models. These new feature descriptors include amino acid composition, sequence order, physicochemical properties, multiprofile Bayes, and secondary structure-based features. Machine learning methods, such as artificial neural networks (ANNs), support vector machine (SVM), K-nearest neighbor (KNN), random forest, deep learning, and examples of their application are discussed in detail. We also present our view on possible future directions, challenges, and opportunities for the applications of machine learning algorithms for prediction of protein structural classes.
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1. Introduction

Proteins are macromolecules with a complex structure made up from 20 different types of amino acids, and they play a pivotal role in cellular life. Because protein function is closely related to protein structure, knowledge of protein structure plays an important role in cell biology, pharmacology, molecular biology, and medical science [1]. However, the determination of protein structure remains a grand challenge because of the limitations of experimental methods, including X-ray crystallography and nuclear magnetic resonance, which are expensive and time-consuming [2]. The exponential growth of newly discovered protein sequences by different scientific communities has created a huge knowledge gap between the number of proteins of known sequences and the number of proteins of known structure. Thus, prediction of protein structure from its sequence is one of the most important goals in protein science [3]. Proteins usually consists of multiple domains and protein domains can be classified into distinct classes, named protein structural classes (PSCs), according to their similarities in structure as detailed in Section 2. The ability to predict which classes a given protein domain belongs to from its primary sequence is important, as knowledge of PSC provides useful information towards the determination of protein structure from its primary sequence. For example, knowledge of PSC is useful in finding a proper template for a given query protein in homology modeling. Therefore, a
practical, accurate, rapid, and well-developed computational method for identifying the structural classes of proteins from their primary structure is both important and urgently needed.

The general idea in the prediction of PSC is to establish a classification model between the sequence of a protein and its structural class based on data available from proteins of known sequence and known structure. Machine learning methods were a popular choice in this endeavor, and numerous studies on this topic have been published over the past several decades [4–11]. Similarly, machine learning has also been employed successfully to retrieve information from protein sequences for the prediction of protein fold classification [1,2,12–14].

Because data plays a foundational role in machine learning (ML), collating data (proteins of known sequences and structures) is the first step in predicting PSCs. Fortunately, the protein data bank (PDB) provides a huge amount of data on the three-dimensional structure of proteins. As demonstrated in the schematic in Figure 1, the next step in the prediction of protein structural classes is the extraction of features from the sequences of these proteins, or the representation of a protein as a vector from a mathematical viewpoint (Step 2 in Figure 1). These feature descriptors should be an accurate representation of the essential information in a protein, and the accuracy of these representations significantly affects the performance of a prediction model. To construct an effective model to represent the protein samples, numerous different features have been exploited, including amino acid composition, dipeptide composition, pseudo-amino-acid composition, functional domain composition, and distance-based features [15–19]. To extract as much information from the protein sequence as possible, a large number of features are usually constructed. As a consequence, the input space (feature descriptors) is comprised of many dimensions, resulting in limitations to several ML methods. Thus, it is generally necessary to reduce the dimensionality of the feature space by feature selection techniques (Step 3 in Figure 1). After obtaining a feature space of reasonable dimensions, choice of a suitable and practical classifier is the next important step in PSC prediction (Step 4 in Figure 1). Machine learning algorithms are usually the first choice of many researchers, and these algorithms have been extensively applied in classification model construction [8,20,21]. Finally, to appraise the performance of a predictor, a cross validation approach is used (Step 5 in Figure 1).

Figure 1. Schematic showing general procedure for protein structural class prediction by using machine learning (ML) methods.

In this review, we highlight the most recent advances in the prediction of protein structural class, with emphasis on an insightful categorization and classification of new feature descriptors and ML methods. First, we describe the commonly used datasets (Section 2). Next, we examine protein sample representations (Section 3) and review successful approaches to feature selection (Section 4). We then evaluate the different approaches to protein structural class prediction using ML (Section 5). Finally, following a brief introduction to cross validation, future perspectives, challenges, and opportunities are discussed in the conclusion.
2. Datasets

The Protein Data Bank (PDB) is a database containing the three-dimensional structures of proteins previously determined by experimental methods (such as X-ray crystal diffraction, nuclear magnetic resonance, and electron microscopy). Several classification databases have been generated using different structural classification methods, including Structural Classification of Proteins (SCOP), CATH-Gene3D, Families of Structurally Similar Proteins, Homologous Structure Alignment Database, Molecular Modeling Database and 3d Environment. The SCOP database, which comprises protein structural domains that have been classified according to similarities in their structures and amino acid sequences, provides a detailed and comprehensive description of the structural and evolutionary relationships between proteins [12]. SCOP has been used extensively in protein structure prediction studies. In the latest version of SCOP, extended release 2.07 (accessed on 2020-07-16, stable release March 2018), proteins are classified into twelve structural classes: (1) all-alpha proteins (all-α); (2) all-beta proteins (all-β); (3) alpha or beta proteins (α/β); (4) alpha and beta proteins (α + β); (5) multidomain proteins (γ); (6) membrane and cell-surface proteins (δ); (7) small proteins (ζ); (8) coiled coil proteins; (9) low-resolution protein structures; (10) peptides; (11) designed proteins; and (12) artifacts. However, for most practical applications, only the original four categories (all-α, all-β, α/β, α + β), or occasionally seven categories (all-α, all-β, α/β, α + β, γ, δ, ζ), are considered. Several widely used benchmark datasets showing low similarity (Table 1), such as 640 [16,22,25], 1189 [16,22,23,27], 25PDB [23], ASTRAL [22], and C204 [24] are used to provide a comprehensive and unbiased comparison with the existing prediction methods [22].

Table 1. Typical protein datasets with four categories used for benchmarking. The number of proteins in each category and the total number of proteins in a dataset are shown.

| Dataset          | All-Alpha | All-Beta | Alpha/Beta | Alpha + Beta | Total |
|------------------|-----------|----------|------------|--------------|-------|
| 640 [16,22,25]   | 138       | 154      | 171        | 177          | 640   |
| 1189 [16,22,23]  | 223       | 294      | 334        | 241          | 1092  |
| ASTRAL [22]      | 639       | 661      | 749        | 764          | 2813  |
| C204 [15,22,24,26] | 52       | 61       | 45         | 46           | 204   |
| 25 PDB [16,18,23,27] | 443     | 443      | 346        | 441          | 1673  |
| 277 domains [15,26,28] | 70       | 61       | 81         | 63           | 277   |
| 498 domains [15,26,28] | 107     | 126      | 136        | 129          | 498   |
| FC699 [23,25]    | 130       | 269      | 377        | 72           | 858   |

3. Feature Extraction

In the context of PSC prediction, a specific encoding scheme is used to generate a set of features to represent each protein and these are then used as the inputs for ML algorithms. Generally, feature descriptors should capture the most essential information or properties of a protein, and thus an effective encoding scheme is of vital importance. Over the past three decades, numerous different feature descriptors of proteins have been developed for use in a broad range of predictions, including PSC prediction, protein fold classification, protein subcellular location prediction, and membrane protein type prediction [23,26,29–35]. Each feature is a representation of a specific piece of information about a protein, generally concerning either composition, order, and/or evolutionary information within a protein sequence. To extract a specific type of information from a protein sequence, several different strategies may be used. In the following sections, feature descriptors are classified and described according to their information types and the concepts of feature design. A list of features applied to represent proteins is shown in Table 2.

3.1. Amino Acid Composition

Each protein is comprised of a set number of amino acids arranged in a particular order, and this arrangement determines the process of folding into a specific spatial structure [29]. In the earliest research, only the amino acid composition (AAC) was utilized as a feature
descriptor [8,9,22], yielding a vector containing 20 elements, each of which corresponds to amino acid frequency. Unfortunately, the simple discrete model considering only sequence-composition information did not generate an ideal outcome, as additional important information, including sequence-order and the physicochemical properties of the amino acids, were simply neglected.

In realizing the necessity of incorporating additional information from the protein into the feature space, Zhou proposed the concept of pseudo amino acid composition (PseAAC), which includes, in addition to amino acid composition, important information such as sequence-order, hydrophobicity, hydrophilicity, and side chain mass [36]. The PseAAC-discrete model is defined by $20 + \lambda$ discrete numbers:

$$X = [x_1, x_2, \ldots, x_{20}, x_{20+1}, \ldots, x_{20+\lambda}]$$

where the 20 factors $x_1, x_2, \ldots, x_{20}$ represent the occurrence frequencies of the 20 native amino acids, and the $\lambda$ factors $x_{20+1}, \ldots, x_{20+\lambda}$ incorporate additional information beyond AAC. Subsequently, several different variants of PseAAC have been reported, some of which incorporate more complex information [15,26,32,37,38]. For user convenience, Shen and Chou established a web server called “PseAAC” (https://www.csbio.sjtu.edu.cn/bioinf/PseAAC/, accessed on 1 February 2021) from which users can access 63 different kinds of PseAACs [39]. In general, most of the existing feature descriptors can be incorporated into the concept of PseAAC. However, we feel that it is useful to discuss the many different types of features which can be incorporated into the PseAAC, and to review recent developments in the use of PseAAC for PSC prediction.

Table 2. List of features applied to represent proteins.

| Feature Types                          | Description                                                                 | References       |
|----------------------------------------|-----------------------------------------------------------------------------|------------------|
| Amino Acid Composition                 | Simplest, primary, and fundamental                                          | [8,9,22]         |
| Sequence Order                         | Capture all possible combinations of amino acids in oligomeric proteins, exceptionally large number of features | [40–45]         |
| Physicochemical Properties             | Classify amino acids based on properties; Composition, order, and position-specific information are usually extracted | [1,36,46]       |
| Multiprofile Bayes                     | Incorporate both position-specific information and the posterior probability of each amino acid type | [16,47,48]       |
| Secondary Structure Based Features     | Classify amino acids according to their tendency to form a specific secondary structural element | [1,23,25,48]     |
| PSSM-based Probability                 | Evolutionary information was included by a position-specific scoring matrix | [16,18,19,49]    |
| Fourier Transform Based Feature        | Extract low frequency coefficients in frequency domain                     | [15,27,50,51]    |
| Functional Domain Composition          | Convert protein sequence into a sequence of functional domain types         | [37]             |
| Split Amino Acid Composition           | Incorporate both position-specific information and amino acid composition  | [16]             |

3.2. Sequence Order

To capture sequence-order information, the dipeptide composition was incorporated into feature vectors for predicting PSCs by Lin and Li [40]. The dipeptide composition is the
absolute occurrence frequency of each pair of adjacent amino acids, totaling 400 possible dipeptide arrangements. The dipeptide composition has previously been applied in the prediction of protein secondary structural components [41,42]. Analogously, polypeptide components, including dipeptide, tripeptide, and tetrapeptide elements, were used by Yu and coworkers to enhance predictive accuracy [43]. Instead of using polypeptide composition directly as features, they assigned each polypeptide into a structural class according to its structural class tendency, and then converted the protein sequence into a structural class tendency sequence, in which each element represents one PSC. The composition components of the structural class tendency in structural class tendency sequences were then used as feature descriptors [43]. Tetrapeptides are known to play an important role in the formation of regular structure, as 60–70% of tetrapeptides encode specific structures [44]. For example, hydrogen bonds in an α-helix connect the i-th residue with the (i + 4)-th residue. Ding and coworkers adapted tetrapeptide signals as feature descriptors which represent proteins [45]. By assuming a binomial distribution, confidence levels of tetrapeptides, larger than a given cutoff, were used as an optimal set of features to represent tetrapeptide information.

3.3. Physicochemical Properties

In addition to features based on amino acid sequence, the physicochemical properties of individual amino acids have also been used in structural class prediction [1,36,46]. Due to differences in their side chains, the 20 natural amino acids are characterized by different physicochemical properties, including isoelectric point, molecular weight, polarity, polarizability, hydrophobicity, normalized van der Waals volume, average flexibility, and surface tension [52,53]. Most of these properties can be accessed in the amino acid index database [54], which is available online at https://www.genome.jp/dbget/aaindex.html, accessed on 1 February 2021.

When PseAAC was first proposed, Chou used a set of sequence order correlation factors to extract information from physicochemical properties [36]. Subsequently, different forms of sequence order correlation factors were also introduced [15,17,21,22]. Using a given protein of sequence \( S = [S_1, S_2, \ldots, S_N] \) and one or a set of properties of each amino acid \( P(S_i) \), the sequence order correlation factors are defined as:

\[
\theta_{\mu} = \frac{1}{N - \mu} \sum_{i=1}^{N-\mu} \Theta(P(S_i), P(S_j)), (\mu = 1, 2, \cdots \lambda \text{ and } \lambda < N)
\]  

where, \( N \) and \( \theta_{\mu} \) are the length of the protein and the \( \mu \)-th rank of the coupling factor, respectively; \( \Theta(P(S_i), P(S_j)) \) is the correlation function, which can take various forms; and \( \lambda \) is the maximum correlation length or the maximum rank of the coupling factor. These correlation factors incorporate the sequence-order information to some extent, and they have previously been employed as feature vectors in the prediction of enzyme subfamily class and membrane protein type [55,56].

Prior to the concept of PseAAC, global protein sequence descriptors (GPSD) were proposed to include physicochemical properties such as hydrophobicity and solvent accessibility into the feature space [1]. In GPSD theory, amino acids are classified into two or more types according to their physicochemical properties. For example, based on hydrophobicity, amino acids can be categorized into hydrophobic, neutral, and polar types. By assigning a single letter to all the amino acids of the same type, each amino acid sequence can be converted into a property sequence in which each element represents one amino acid type. The GPSD consists of three descriptors: composition, transition, and distribution. The composition is the occurrence frequency of each amino acid type. The transition characterizes the frequencies with which amino acids changes from one type to a different type along the property sequence, analogous to ‘dipeptide’ information in the property sequence. The distribution describes the distribution pattern of each amino acid
type along the sequence, and thus takes into account position-specific information in the property sequence.

3.4. Multiprofile Bayes

In multiprofile Bayes, the protein sequence is first treated as peptides of fixed length (usually starting from the N- and C- termini). From these fixed-length peptides, the occurrence of a specific type of amino acid at a given position can be estimated. Using this information, a $20 \times L$ posterior probability matrix is then constructed, where $L$ is the length of peptides. Each amino acid of a peptide is thus represented by its corresponding value in the posterior probability matrix, which includes both position-specific information and the posterior probability of each amino acid type. Thus, the peptide is represented by an $L$-dimensional vector, which is termed a single-profile Bayes. For each structural class, a posterior probability matrix can be constructed from proteins of the same structural class, and thus a multiple profile Bayes can be adapted to describe a single peptide. Multiprofile Bayes is a natural extension of biprofile Bayes, which was first applied by Shao and coworkers to predict methylation sites in proteins [47]. Multiprofile Bayes have also been employed to predict membrane protein type [48]. Recently, Khan and coworkers applied multiprofile Bayes in the prediction of PSC [16]. Since only the N- and C-termini of proteins were used in the construction of these position-specific profiles, sequences in the middle of the protein could simply be ignored.

3.5. Secondary-Structure-Based Features

Amino acids can also be categorized into three groups according their tendency to appear in one of the three major secondary structural elements: helix (H); strand (E); and coil (C) [12]. The protein sequence can thus be converted to a secondary structure sequence, from which GPSD can be used to extract features (similar to the case with physicochemical properties discussed above) [1]. Liu et al. also incorporated the maximum length and the average length of H, E, and C segments in the secondary structure sequence to enhance the predictive power of the classification models [23]. Secondary structure information was also integrated with physicochemical properties to form general PseAAC for PSC prediction [25,53].

3.6. Others

Additional descriptor features have also been constructed to represent proteins in an effort to predict PSC. Examples include position-specific scoring matrix based probability [16,18,19,54], Fourier transform based features [15,55], functional domain composition [37], split amino acid composition [16], approximate entropy [17], and image-based features that are derived from protein tertiary structures [57]. Several of these are discussed in greater detail below.

In PSSM-based probability, the position-specific scoring matrix (PSSM) is an evolutionary profile generated by the Position-Specific Iterative (PSI)-BLAST program using NCBI’s nonredundant (NR) database [18,19]. Hayat and coworkers converted amino acid sequence into a PSSM and then computed bi-gram probabilities descriptors [16]. Such PSSM-based bi-gram probabilities preserve both the order and the evolutionary information of the original sequence. Tao and coworkers extracted tri-gram features from the PSSM to construct a tri-gram occurrence matrix of 8000 elements [19].

In the Fourier transform based feature, a discrete Fourier transform (DFT) was applied to extract periodicities of physicochemical properties from the frequency domain [15,50]. In general, the low frequency components are more informative, because the high frequency components are noisy [50]. Thus, the low frequency coefficients are employed as feature descriptors. Zhang and Ding applied a DFT to an original property series comprised of hydrophobic or hydrophilic values of amino acids [50], while Sahu et al. employed DFT to extract low-frequency Fourier coefficients from a series of correlation factors of different ranks (see equation 2) [15]. While the correlation factors preserve the sequence order information
from the protein sequence, the low frequency DFT coefficients preserve the global information from the protein sequence (along with some of the order information). In place of DFT, wavelet transformations were also employed to extract frequency coefficients [27,51]. In functional domain composition, each amino acid in the protein sequence is assigned to its functional domain composition type using the integrated domain and motif database [37]. In split amino acid composition, the protein sequence is divided into different segments and the composition of each segment is treated separately [16]. Thus, split amino acid composition can, to a certain extent, capture the position-specific information in a protein sequence.

4. Feature Selection

The different feature descriptors obtained using the information described in the previous section are frequently comprised of vectors of high dimension. However, there are several issues associated with the use of vectors of high dimension as an input for PSC prediction. First, many ML algorithms have trouble coping with high dimensional data. Second, the feature spaces described by vectors of high dimension show a great amount of redundancy. Third, the use of too many inputs is associated with overfitting or a reduction in prediction accuracy. Therefore, a high-dimensional feature space is commonly reduced into a low-dimensional feature space using feature selection techniques which select only the key features, thereby enhancing the speed and performance of classifiers [38]. Based on the characteristics of the features in the resulting low-dimensional feature space, feature selection approaches can be divided into two different types, type one and type two. In type one methods, a representative subset of the original features are selected. In type two methods, a smaller number of hybrid features are selected, and these can either be a linear combination of the original features or a nonlinear combination. In the following sections, several methods used in recent efforts to predict PSC are briefly introduced. For a comprehensive description of feature selection approaches, the authors are referred to a recent review, in which feature selection methods are classified into three classes based on the selection mechanism [59].

4.1. Minimum Redundancy-Maximum Relevance (mRMR)

The mRMR algorithm first proposed by Peng et al. is a type one method which selects a subset of features that minimizes the redundancy of the original feature space, removing features of low relevance to the target class [60]. This algorithm is especially useful for large-scale feature selection problems. mRMR has been employed by Li and coworkers in combination with a forward feature searching strategy to predict PSC using a dataset of 12,520 inputs from seven structural classes [46]. mRMR has also been used to generate a low-dimensional feature list for accessing the performance of multiple classifiers [29,61].

4.2. Genetic Algorithm

The Genetic Algorithm represents the selected features as a “chromosome”, and this information is then optimized by simulating biological evolution via natural selection and several associated genetic mechanisms [62]. This algorithm employs selection, crossover, and mutation operators to improve the chromosome, and subsequent performance is evaluated by a fitness function. The Genetic Algorithm selects these features in combination with a classification model. It has been coupled with the support vector machine (SVM) to search for an optimized subset of features, in which a fitness function combines the classification accuracy and the number of selected features [26].

4.3. Particle Swarm Optimization (PSO)

PSO is a global optimization algorithm. Introduced by Eberhart and Kennedy in 1995, PSO is a population-based stochastic evolutionary algorithm [63]. PSO is frequently employed in the optimization of parameters in neural network training [64,65]. In PSO, a random population (called a swarm) of candidate solutions (called particles) is first
proposed. These particles are then moved around within the parameter space to search for a satisfactory (if not optimal) solution under the guidance of two types of memory: the cognitive memory, which is the optimum solution found by each individual particle; and the so-called “social memory”, which is the optimum solution visited by the whole swarm [66]. In PSC prediction, PSO has been applied in combination with neural networks to construct a set of hybrid descriptors from PSSM-based bi-gram probabilities and multiprofile Bayes [16]. PSO has also been used in the training of flexible neural trees [22].

4.4. Principal Component Analysis (PCA)

PCA is a simple, widely-used technique with many applications, including dimension reduction, lossy data compression, feature extraction, and data visualization [67]. By extracting relevant information from confusing datasets, PCA generates features that are a linear combination of the original features [68]. Moreover, the principal components are always independent of each other, and they always represent a lower dimension. The application of PCA for the prediction of PSCs was demonstrated by Du el al. in 2006 [68,69] and by Wang and coworkers in 2012 [70].

5. Classification Models

Given a set of features that capture the relevant information of a protein sequence for the purpose of protein structural classification, a classification model can be built to assign any protein sequence to one of the PSCs. Early efforts in predicting protein structural classes were mainly from the Chou group [7,9,11,37,71]. For each protein class, the geometric center of proteins in the feature space is deemed as the representative position for the protein class. Simple metrics are then used to measure the distance or similarity between the position of a query protein and the representative position for each protein class. The query protein is predicted to belong to the structural class to which it is closest or the structural class with the highest similarity. Several different metrics can be used, including the hamming distance as used in the least hamming distance method [72], the Euclidean distance as in the least Euclidean distance method [73], the Mahalanobis distance [71], or the correlation angle [74]. Alternatively, the position of the query protein can be expressed as a linear combination of the representative positions of all of the protein classes as in the maximum component coefficient method [75], and the predicted structural class is the one for which the component coefficient has the largest value. A representative position of each protein class other than the geometric center can also be used. For example, Zhang and coworkers applied fuzzy clustering to construct the representative positions (also called cluster centroids) [76]. In fuzzy clustering, each protein can belong to more than one structural class, with degrees of membership ranging from one and zero. The summation of membership degrees in all the classes should be one. A given protein is then assigned to the structural class for which its membership degree is maximum. For more details of these methods, the authors are referred to the excellent reviews by Chou and coworkers [7,9,30]. More recently, various ML methods have been applied to learn the statistical laws between feature descriptors of protein sequences in a training dataset and their corresponding structural classes, and to build a probabilistic model for classification purposes, as can been seen in a recent review on protein function prediction [38]. In the following, we focus on the very recent applications of ML methods in the prediction of PSC, which include artificial neural networks [15,22], support vector machine [23,26,50,77], K-nearest neighbor [16,17,46], random forest [4], logistic regression [78,79], and deep learning [80–84]. Table 3 provides a list of machine learning algorithms and their recent variants used as classification models in the prediction of proteins structural classes.
Table 3. List of machine learning algorithms and their recent variants that are frequently used as classification models in the prediction of proteins structural classes.

| ML Algorithms          | Recent Variants                      | References |
|------------------------|--------------------------------------|------------|
| Artificial Neural Network | Flexible Neural Tree                  | [22]       |
|                        | Radial Basis Function Neural Network  | [15]       |
| Support Vector Machine | Binary-Tree Support Vector Machine    | [55]       |
|                        | Improved Genetic Algorithm + Support Vector Machine | [23,26] |
|                        | Dual-Layer Fuzzy Support Vector Machine | [77]     |
| K-Nearest Neighbor     | Optimized Evidence-Theoretic K-Nearest Neighbor | [16]       |
|                        | Fuzzy K-Nearest Neighbor              | [17]       |
| Random Forest          | N/A                                  | [4]        |
| Logistic Regression    | Multinomial Logistic Regression + Artificial Neural Network | [79] |
| Deep Learning          | Deep Recurrent Neural Network         | [85]       |
|                        | Convolutional Neural Network          | [80]       |

5.1. Artificial Neural Networks (ANNs)

ANNs are inspired by the central nervous systems of animals in an attempt to find mathematical representations of information processing in biological systems [86]. ANNs have been successfully applied in medicine, physiology, philosophy, informatics, and many other scientific fields [86,87]. Flexible neural tree (FNT) is a special kind of ANN with flexible tree structures, first proposed by Chen and coworkers [88,89]. Bao and coworkers applied FNTs in the prediction of PSCs using four benchmark datasets: 640 (prediction accuracy, 84.5%); 1189 (prediction accuracy, 82.6%); ASTRAL (prediction accuracy, 83.5%); and C204 (prediction accuracy, 94.6%) [22]. Sahu and Panda employed another kind of neural network classifier, known as radial basis function neural network (RBFNN), in the prediction of PSCs using the standard datasets of C204, 277 domains, and 498 domains [15]. Because of their simple topological structure and their ability to learn in an explicit manner, RBFNN are especially useful for solving function approximation and pattern classification problems [90,91]. By utilizing Fourier transform based features and correlation factors for both hydrophobicity and hydrophilicity, the performance of RBFNN was observed to be better than the performances of the multilayer perceptron and linear discriminant analysis for all three datasets [15].

5.2. Support Vector Machine (SVM)

SVM, first proposed by Vapnik et al. in 1995, is a popular ML method for classification, regression, and abnormal point detection [92,93]. The core idea of SVM is to find a decision boundary where the margin is maximized [94]. In 2001, Cai and coworkers performed pioneering work in applying SVM to the prediction of PSCs, although only the amino acid composition was used and the test data set was rather small [95]. Recent efforts in the use of SVM have focused on larger data sets and/or improved SVM algorithms. The Binary-tree support vector machine (BT-SVM) uses a binary tree structure to organize two classes of SVM and thus form multiple classifiers, avoiding the problem of existing unclassifiable data points. Because of its good performance in solving multiclassification problems, BT-SVM has become a research hotspot [96]. Zhang et al. formulated a 46-dimensional PseAAC and applied BT-SVM to the C204 dataset, yielding a predictive accuracy rate as high as 92.2% (which was significantly better than the performances of SVMs with a linear kernel function or poly kernel function) [50]. Liu et al. formulated a feature descriptor with 16 secondary structure-based features and applied a genetic algorithm to
optimize the coefficients of these features in combination with SVM with a radial-based kernel function. This so-called GASVM algorithm was employed in the prediction of three low-similarity datasets: 25PDB (classification accuracy, 83.3%); 1189 (classification accuracy, 85.4%), and FC369 (classification accuracy, 93.4%) [23]. Li and coworkers formulated a feature vector with 1447 dimensions, and combined an improved genetic algorithm with SVM to construct a novel prediction model for PSC prediction of three datasets: C204 (predictive accuracy, 99.5%); 277 domains (predictive accuracy, 84.5%); and 498 domains (predictive accuracy, 94.2%) [26]. A dual-layer fuzzy support vector machine was also proposed for the classification of protein structure by Ding and coworkers, with an overall accuracy rate on the C204 dataset of 92.6% [77].

5.3. K-Nearest Neighbor (KNN)

As a basic and simple method for classification and regression, the K-nearest neighbor algorithm often uses the majority voting rule in classification problems. The nearest neighbor algorithm (K = 1) was recently employed by Li and coworkers as a classifier to assign proteins to one of the seven structural classes [46]. To enhance the performance of classical K-nearest neighbor algorithms, several different versions of the K-nearest neighbor classifier have been introduced. Successful examples include the optimized evidence-theoretic K-nearest neighbor (OET-KNN) algorithm and the fuzzy K-nearest-neighbor algorithm. The OET-KNN algorithm was shown by Hayat et al. to be a promising classifier, demonstrating high success rates with several datasets: 25PDB (87.0%); 640 (88.4%); and 1189 (86.6%) [16]. The fuzzy K-nearest-neighbor classifier was employed by Zhang and coworkers as a prediction engine, and the predictive accuracy rates of the proposed model for different datasets were: C204 (97.0%); and 1189 (56.9%) [17].

5.4. Random Forest

Random forest is a method of classification and prediction using multiple tree classifiers composed of multiple decision trees. The random forest algorithm has been used for regression, classification, clustering, ecological analysis, and other problems. When the random forest algorithm is used in classification or regression problems, its main idea is to resample using the bootstrap method, thus generating a large number of decision trees [21,97]. By incorporating both sequence and structure information, Wei et al. applied the random forest algorithm in the prediction of PSCs, and the overall accuracies of the proposed model on three benchmark datasets were: 25PDB (93.5%); 640 (92.6%); and 1189 (93.4%) [4]. Random forest was also recently employed as a classifier to predict protein fold types [98].

5.5. Logistic Regression

Kurgan and Chen applied a linear logistic regression classifier to a large set of 1673 twilight zone domains, and the proposed model achieved a prediction accuracy of 62% [78]. Jahandideh et al. used a multinomial logistic regression model in combination with ANN to evaluate the contribution of both AAC and dipeptide features in determining the PSC [79].

5.6. Deep Learning

Although a new ML research field, deep learning [99,100] has already been applied in a variety of protein processing tasks, including protein structure prediction [101,102], protein interaction prediction [103], protein secondary structure prediction [104], and protein subcellular localization prediction [105]. Panda and Majhi employed a deep recurrent neural network in the prediction of PSCs, obtaining high accuracies with small-size datasets (204, 277, and 498) and large-size datasets (PDB25, Protein 640, and FC699): 204 (85.36%); 277 (94.5%); 498 (95.9%); PDB25 (84.2%); Protein 640 (94.31%); and FC699 (93.1%) [105]. Klausen and coworkers have integrated deep learning into a tool (NetSurfP-2.0) to predict protein structural features with high accuracy and low runtime [106]. Nanni et al. rendered
proteins into multiview 2D snapshots, to which convolutional neural networks were applied to identify PSCs [80].

In the prediction of PSC, many researchers evaluated the performance of multiple classifiers and chose the best classifier as the final model, while other researchers avoided the selection of classifiers by combining multiple algorithms together in a single prediction model [107,108]. Inspired by the application of majority voting systems in the recognition of handwriting characters [109], Chen and coworkers selected four algorithms from 11 candidates by mRMR and integrated them together through majority voting with weighted majority voting systems. The proposed model achieved a prediction accuracy rate of 68.6%, which was higher than the prediction accuracy rate achieved when only one of the 11 classifiers was used [108]. Durga and coworkers employed different ensemble techniques to integrate four complementary classifiers, and the proposed model provided highly accurate predictions for sequences with homologies ranging from 25% to 90% [107].

6. Cross Validation

To evaluate the performance of predictors, various cross validation approaches have been used. The three methods often used for cross validation in ML are hold-out cross validation (independent dataset), k-fold cross validation (resubstitution test), and leave-one-out cross validation (Jackknife test) [7,15,110]. Of these three methods, leave-one-out cross validation (Jackknife test) is the most objective approach, and is thus used by many researchers for examining the power of various prediction methods [16,26,50,111]. However, leave-one-out cross validation does not always provide better results than the other two methods. When the number of proteins in a given set (N) is not large enough, the leave-one-out method, in which each protein is in turn left out of the set, may result in a severe loss of information. Under such circumstances, the leave-one-out test cannot be utilized [9]. Chou and Zhang have provided a detailed introduction to these three methods [9].

7. Concluding Discussions and Perspectives

In this review, we have introduced the typical processes used in PSC prediction from protein sequences, emphasizing on feature descriptors that capture various kinds of information from protein sequences, and ML algorithms that have been frequently employed in recent publications. The prediction accuracies of existing methods on the benchmark datasets are high, although performance could be improved when predicting seven structural classes in large datasets. The challenge lies in predicting proteins whose structures share low similarities to those used in the dataset to train the prediction model [112]. An additional difficulty arises due to the existence of sequences that share a similar structure but low sequence similarity, these diverse structures share low sequence similarities to those used in the benchmark datasets or the datasets used to train the prediction model. We thus expect further improvements in both the construction of feature descriptors that extract additional information from the protein sequence and the development of new classifiers to train data-driven models. One obvious direction is to employ new features and classifiers that have been used in other classification problems, including the prediction of protein subcellular location [113], rational drug discovery [114,115], and non-coding RNA–protein interactions [116], to improve models for the prediction of PSC. In light of the astonishing success of AlphaFold in protein structure prediction [110], the development of new deep learning algorithms is also a promising approach to further improve predictive models’ performance. Furthermore, the advent of quantum computing could revolutionize the field of PSC prediction in both feature extraction and ML algorithms [117,118].

Many different feature descriptors have been formulated in this field, and a critical assessment of different types of features could be valuable in answering the following questions: Which kind of information is essential for the prediction of a specific subset of a PSC for which the performance of other features is not satisfactory? What are the best possible accuracy rates that can be achieved using particular kinds of features? What kind
of information is still missing in the proteins for which all existing models have failed to provide a reliable classification? The answers to these questions may help deepen our understanding of the relationship between protein sequence and structural class.

The knowledge and experiences garnered from PSC prediction studies may shed some light on several different research frontiers in structural and molecular biology, including the prediction of the properties of intrinsically disordered proteins [119,120], transcription factors [121–123], splicing factor activities [123], and RNA structures [124,125].
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