SPECTRAL QUANTIZATION FOR ANCIENT ASYMPTOTICALLY CYLINDRICAL FLOWS
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Abstract. We study ancient mean curvature flows in $\mathbb{R}^{n+1}$ whose tangent flow at $-\infty$ is a shrinking cylinder $\mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}|t|)$, where $1 \leq k \leq n-1$. We prove that the cylindrical profile function $u$ of these flows have the asymptotics $u(y, \omega, \tau) = (y^\top Q y - 2 \text{tr}(Q))/|\tau| + o(|\tau|^{-1})$ as $\tau \to -\infty$, where the cylindrical matrix $Q$ is a constant symmetric $k \times k$ matrix whose eigenvalues are quantized to be either $0$ or $-\sqrt{2(n-k)/4}$. Compared with the bubble-sheet quantization theorem in $\mathbb{R}^4$ obtained by Haslhofer and the first author, this theorem has full generality in the sense of removing noncollapsing condition and being valid for all dimensions. In addition, we establish symmetry improvement theorem which generalizes the corresponding results of Brendle-Choi and the second author to all dimensions. Finally, we give some geometric applications of the two theorems. In particular, we obtain the asymptotics, compactness and $O(n-k+1)$ symmetry of $k$-ovals in $\mathbb{R}^{n+1}$ which are ancient noncollapsed flows in $\mathbb{R}^{n+1}$ satisfying full rank condition that $\text{rk}(Q) = k$, and we also obtain the classification of ancient noncollapsed flows in $\mathbb{R}^{n+1}$ satisfying vanishing rank condition that $\text{rk}(Q) = 0$.
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1. INTRODUCTION

Mean curvature flow $\mathcal{M} = \{M_t\}_{t \in [0,T)} \subset \mathbb{R}^{n+1}$ is a family of embedded hypersurfaces evolving by mean curvature vector $\mathbf{H}$,

$$\partial_t x \perp \mathbf{H} \quad (x \in M_t).$$

Singularity formation usually happens under mean curvature flow when the second fundamental form $A$ blows up at the first singular time $T$, i.e.,

$$\lim_{t \to T_{\max}} \max_{M_t} |A| = \infty.$$

In order to apply mean curvature flow to solve geometric and topological problems, one needs to classify its singularity models. The singularity models are obtained from magnifying the original flow via rescaling by a sequence of factors going to infinity and passing to a blowup limit. Any such blowup limit is an ancient solution, i.e. a solution that is defined for all sufficiently negative times.

The most important singularity models are generalized shrinking cylinders. It has been verified by Colding-Minicozzi [CM12] that these generalized cylinders are the only stable shrinkers and they are conjectured to be generic singularities of mean curvature flow under initial data perturbation. Besides these generalized cylinders, the generalized ancient asymptotically cylindrical flows perturbed from these generalized cylinders can also be potential singularity models. These flows have $\mathbb{R}^k \times S^{n-k}$ as tangent flow at $-\infty$, where $0 \leq k \leq n$ (see Definition 1.1 for more details). If the tangent flow at $-\infty$ is either sphere $S^n$ or static hyperplane $\mathbb{R}^n$, by Huisken’s monontonicity formula [Hui90] ancient asymptotically cylindrical flows have to be sphere $S^n$ or static hyperplane $\mathbb{R}^n$ respectively. Therefore, in the whole paper we will only consider ancient asymptotically cylindrical flows with cylinder $\mathbb{R}^k \times S^{n-k}$ as tangent flow at $-\infty$, where $1 \leq k \leq n - 1$.

Ancient asymptotically cylindrical flows also play important roles in theory of mean convex mean curvature flows pioneered by White [Whi00, Whi03]. For mean convex mean curvature flows, all the blowup singularity models are ancient noncollapsed flows and they are ancient asymptotically cylindrical flows. Here, an ancient noncollapsed flow means that it is mean-convex (mean curvature $H \geq 0$ on the flow) and there is an $\alpha > 0$ so that every space-time point $(p, t)$ on the flow admits interior and exterior balls of radius at least $\alpha/H(p, t)$, c.f. [SW09, And12, HK17, Bre15, HK15]. While for ancient flows whose tangent flow at $-\infty$ is given by a neck $\mathbb{R} \times S^{n-1}$, or which are uniformly two-convex noncollapsed, or which are rotationally symmetric, a complete classification of such flows has been obtained recently in a sequence of works [CHH22, CHHW22, BC19, BC21, ADS19, ADS20, DH21b], the full classification of general ancient asymptotically cylindrical flows whose tangent flow at $-\infty$ is $\mathbb{R}^k \times S^{n-k}$ ($2 \leq k \leq n - 1$) is still widely open.

To deal with the challenges discussed above when $k \geq 2$, we need the following three key ingredients:
Lojasiewicz inequality,
symmetry improvement theorem,
spectral quantization theorem.

The Lojasiewicz inequality established by Colding-Minicozzi in [CM15] implies the uniqueness of the cylindrical tangent flow at $-\infty$ for ancient asymptotically cylindrical flows. Therefore we can write the renormalized flow as a smooth graph over a fixed cylinder in a ball with a quantitatively large radius. Recently, Brendle-Choi [BC19, BC21] and Zhu [Zhu22, Zhu21] established symmetry improvement theorem in $\mathbb{R}^{n+1}$ whose tangent flow at $-\infty$ is a neck $\mathbb{R} \times S^{n-1}$ or a bubble-sheet $\mathbb{R}^2 \times S^{n-2}$. The symmetry improvement theorem asserts that almost cylindrical regions and almost cap regions become more symmetric along the directions of spherical factor in the cylindrical tangent flow at $-\infty$ under the evolution. Very recently, Haslhofer and the first author [DH] established the spectral quantization theorem for ancient noncollapsed solutions in $\mathbb{R}^4$ whose tangent flow at $-\infty$ is a bubble-sheet $\mathbb{R}^2 \times S^1$. This theorem provides the non-upward quadratic bending sharp asymptotics of the flow in the central region over the bubble-sheet. Based on above works, the classification of all ancient noncollapsed solutions in $\mathbb{R}^4$ had significant progress in [DH, CHH21b, CDD22].

In the present paper, we aim to prove spectral quantization theorem and symmetry improvement theorem for general ancient asymptotically cylindrical flows in all dimensions, which are neither a priori convex as in [DH] nor a priori rotationally symmetric as the classification result in [DH21b]. Then we give some important applications of these two theorems in the classification of general ancient noncollapsed mean curvature flows.

1.1. Main results. To describe our main results in detail, we first introduce some concepts related to Brakke flow [Ilm94a, Def 6.2-6.3], which is a weak notion of mean curvature flow. An $n$ dimensional ancient integral Brakke flow is given by a family of Radon measures $M = \{\mu_t\}_{t \in (-\infty, T_{\text{ext}}]}$ in $\mathbb{R}^{n+1}$ that is integer $n$-rectifiable for almost all times before some time $T_{\text{ext}} \leq \infty$. Namely there is some $\mathbb{Z}$-valued multiplicity function $\Theta$ and an $n$-dimensional rectifiable set $M_t$, such that

$$\tag{1.3} \mu_t = \Theta H^n \llcorner M_t,$$

and satisfies

$$\tag{1.4} \frac{d}{dt} \int \Psi d\mu_t \leq \int (-\Psi |\mathbf{H}|^2 + \nabla \Psi \cdot \mathbf{H}) \, d\mu_t$$

for all test functions $\Psi \in C^1_c(\mathbb{R}^{n+1}, \mathbb{R}_+)$, Here, $\frac{d}{dt}$ denotes the limsup of difference quotients, and $\mathbf{H}$ denotes the mean curvature vector of the associated varifold $V_{\mu_t}$, which is defined via the first variation formula and exists almost everywhere at almost all times. The integral on the right hand side is interpreted as $-\infty$ whenever it does not make sense literally.

Then, for the above ancient integral Brakke flow $M$, given a sequence of positive numbers $\lambda_j \to 0$ let $D_{\lambda_j}(M) = \{\mu_{t}^{\lambda_j}\}_{t \in (-\infty, \lambda_j^2 T_{\text{ext}}]}$ be the Brakke flows that are obtained from $M$ by the parabolically rescaling $D_{\lambda_j}(x,t) = (\lambda_j x, \lambda_j^2 t)$, where the rescaling is defined by $\mu^{\lambda_j}_t(A) = \lambda_j^n \mu_{\lambda_j^{-2}t}(\lambda_j^{-1} A)$ for any $A \subset \mathbb{R}^{n+1}$. By
Brakke’s compactness theorem [Ilm94b, Thm 7.1] and Huisken’s monotonicity formula [Hui90, Thm 3.1], we can always pass to a subsequential limit to obtain an ancient integral Brakke flow $\mathcal{M}^\infty = \{\mu^\infty_k\}$, where the convergence is in the weak convergence sense of of Brakke flows [Ilm94b, Thm 7.1]. However, if the subsequential limit happens to be smooth with multiplicity one, then by the local regularity theorem [Whi05] the convergence is actually smooth. In addition, any such limit is called as a tangent flow at $-\infty$ and is self-similarly shrinking. As we have discussed before, the most important self-similarly shrinking solutions of mean curvature flow are self-shrinking cylinders $\mathbb{R}^k \times S^{n-k}([\sqrt{2(n-k)}t])$, where $1 \leq k \leq n - 1$. Now, we give the formal definition of ancient asymptotically cylindrical flow.

**Definition 1.1.** An ancient integral Brakke flow $\mathcal{M} = \{\mu_t\}_{t \in (-\infty, t_{\text{ext}}]}$ in $\mathbb{R}^{n+1}$ is an ancient asymptotically cylindrical flow if some of its tangent flow at $-\infty$ along some sequence of positive numbers $\lambda_j \to 0$ under suitable coordinates is a shrinking cylindrical flow:

$$
\mathcal{M}^\infty = \lim_{j \to \infty} D_{\lambda_j}(\mathcal{M}) = \{\mathbb{R}^k \times S^{n-k}([\sqrt{2(n-k)}t])\},
$$

for some $1 \leq k \leq n - 1$.

By local regularity theorem [Whi05] and uniqueness of cylindrical tangent flow [CM15], the convergence (1.5) in Definition 1.1 is smooth and entails full convergence. In particular the $\mathbb{R}^k$ factor in the limit is unique. Hence, the renormalized mean curvature flow $\bar{M}_t = e^2 M_{-\tau^2}$ of ancient asymptotically cylindrical flow $M_t$ in suitable coordinates converges to the following cylinder as $\tau \to -\infty$

$$
\lim_{\tau \to -\infty} \bar{M}_\tau = \Gamma := \mathbb{R}^k \times S^{n-k}([\sqrt{2(n-k)}]),
$$

for some $1 \leq k \leq n - 1$.

Now, we can write $\bar{M}_\tau$ as a graph of a function $u(\cdot, \tau)$ over $\Gamma \cap B_{\rho(\tau)}$,

$$
\{(y, \sqrt{2(n-k)} \omega) + u(y, \omega, \tau) \nu(y, \sqrt{2(n-k)} \omega) : |y| \leq \rho(\tau)\} \subset \bar{M}_\tau,
$$

where we suitably choose graphical radius $\rho(\tau) \to \infty$ as $\tau \to -\infty$ and we denote by $\nu$ the outwards unit normal of $\Gamma$. Our following main theorem describes the asymptotic behaviour of the cylindrical profile function $u(y, \omega, \tau)$.

**Theorem 1.2** (spectral quantization theorem). For any ancient asymptotically cylindrical flow $\mathcal{M} = \{M_t\}$ in $\mathbb{R}^{n+1}$ whose tangent flow at $-\infty$ is given by the cylindrical flow $\mathbb{R}^k \times S^{n-k}([\sqrt{2(n-k)}])$ for some $1 \leq k \leq n - 1$, the cylindrical profile function $u$ satisfies the following sharp asymptotics

$$
\lim_{\tau \to -\infty} \left\| \tau|u(y, \omega, \tau) - y^T Q y + 2\tau \sigma(Q) \right\|_{C^p(B_R)} = 0
$$

for all $R < \infty$ and all integers $p$, where $Q$ is a constant symmetric $k \times k$-matrix whose eigenvalues are quantized to be either $0$ or $-\sqrt{2(n-k)}$.

This theorem gives the quantitative deviation of the renormalized flow from round cylinder. This theorem also improves previous results [DH, DH22, DH21b, CHH22, CHHW22] in the following ways: (1) It removes the noncollapsing condition in [DH, DH22]. The hypersurfaces have a convex non-upward quadratic bending shape over the $\mathbb{R}^k$-factor although no convexity is assumed; (2) It removes the
SO(n − k + 1) symmetry along the directions of spherical factor in the tangent flow at −∞ in [DH21b]. The hypersurfaces become asymptotically $\mathbb{Z}_2^k \times O(n − k + 1)$-symmetric and have quantized bending asymptotics, where the bending coefficients are quantized to be either 0 or $-\sqrt{2(n - k)}/4$; (3) It generalizes the results of asymptotics in [DH, DH22, CHH22, CHHW22] to all dimensions and for all types of cylinders as tangent flow at $-\infty$.

We remark that forwards in time related quantization behaviour, of course with the opposite sign, has been observed by Filippas-Liu [FL93] for singularities of multidimensional semilinear heat equations, by Zhou [Gan17] for certain cylindrical singularities under mean curvature flow and by Sun-Xue [SX22] for studying generic isolatedness of cylindrical singularities of mean curvature flow. Our purposes and methods of proving this theorem are very different from these works.

In addition, we also obtain the general form of symmetry improvement theorem (cylindrical symmetry improvement and cap improvement) for ancient asymptotically cylindrical flows compared with [Zhu21, Zhu22, BC19, BC21, AD20]. To describe the symmetry improvement theorem, we first give the following definitions.

For every space-time point $(\bar{x}, \bar{t})$ and every number $L > 0$, we let

\begin{equation}
\bar{\mathcal{P}}(\bar{x}, \bar{t}, L, L^2) = B_{\bar{g}(\bar{t})}(\bar{x}, H(\bar{x}, \bar{t})^{-1}L) \times [\bar{t} - H(\bar{x}, \bar{t})^{-2}L^2, \bar{t}]
\end{equation}

be the normalized (intrinsic) parabolic neighborhood of $(\bar{x}, \bar{t})$, where $g(\bar{t})$ is the metric on $M_t$ and the mean curvature $H(\bar{x}, \bar{t}) > 0$.

**Definition 1.3** ($\varepsilon$-close to cylinder). Let $\mathcal{M} = \{M_t\}$ be a mean curvature flow. We say that a space-time point $(\bar{x}, \bar{t}) \in \mathcal{M}$ is $\varepsilon$-close to a cylinder $\mathbb{R}^k \times S^{n-k}$ (or lies on a $\varepsilon$-cylinder $\mathbb{R}^k \times S^{n-k}$) if the normalized parabolic neighborhood $\bar{\mathcal{P}}(\bar{x}, \bar{t}, 100n^{5/2}, 100^2n^2)$ is $\varepsilon$-close (in $C^{10}$ norm) to a family of shrinking cylinders $\mathbb{R}^k \times S^{n-k}$ after rescaling by the mean curvature $H(\bar{x}, \bar{t})$.

**Definition 1.4.** Let $\mathcal{M} = \{M_t\}$ be a mean curvature flow and $(\bar{x}, \bar{t}) \in \mathcal{M}$ be a space-time point such that the mean curvature is positive in $\bar{\mathcal{P}}(\bar{x}, \bar{t}, 100n^{5/2}, 100^2n^2)$. We say that $(\bar{x}, \bar{t})$ is $(\varepsilon, n - k)$-symmetric for some $1 \leq k \leq n - 1$ if there exists a normalized set of rotation vector fields $\mathcal{K} = \{K_\alpha : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$ such that the conditions

\begin{itemize}
  \item $\max_{\alpha} |\langle K_\alpha, \nu \rangle| H \leq \varepsilon,$
  \item $\max_{\alpha} |K_\alpha| H \leq 5n$
\end{itemize}

hold in $\bar{\mathcal{P}}(\bar{x}, \bar{t}, 100n^{5/2}, 100^2n^5)$, where the vector fields are defined by

\begin{equation}
K_\alpha = SJ_\alpha S^{-1}(x - q), \quad S \in O(n + 1), \quad q \in \mathbb{R}^{n+1},
\end{equation}

\begin{equation}
J_\alpha = \begin{bmatrix} 0 & 0 \\ 0 & J_\alpha \end{bmatrix} \in so(n + 1),
\end{equation}

and $\{J_\alpha : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$ is an orthonormal basis of $so(n-k+1) \subset so(n+1)$.

Then we state the symmetry improvement theorem (cylindrical symmetry improvement theorem and cap improvement theorem) below.

**Theorem 1.5** (symmetry improvement theorem). There exist constants $L_0 < \infty$ large enough and $\varepsilon_0 > 0$ small enough depending only on dimension $n$ and satisfying

...
the following properties. Suppose that \( \mathcal{M} = \{ M_k \} \) is a mean curvature flow and \((\bar{x}, \bar{t}) \in \mathcal{M} \) is a space-time point. If at least one of the following hold

- either every point \((y, s) \in \hat{\mathcal{P}}(\bar{x}, \bar{t}, L_0, L_0^2) \) is \( \varepsilon_0 \)-close to a cylinder \( \mathbb{R}^k \times S^{n-k} \),
- or \( \hat{\mathcal{P}}(\bar{x}, \bar{t}, L_0, L_0^2) \) is \( \varepsilon_0 \)-close to a piece of some \( \mathbb{R}^{k-1} \) dimensional round bowl soliton after rescaling such that \( H(\bar{x}, \bar{t}) = 1 \),

and every point in the parabolic neighborhood \( \hat{\mathcal{P}}(\bar{x}, \bar{t}, L_0, L_0^2) \) is \((\varepsilon, n-k)\)-symmetric, where \( 0 < \varepsilon \leq \varepsilon_0 \), then \((\bar{x}, \bar{t}) \) is \((\frac{\varepsilon}{2}, n-k)\)-symmetric.

Remark 1.6. Theorem 1.5 (symmetry improvement theorem) also holds if we replace the normalized intrinsic parabolic neighborhood by the following Euclidean parabolic neighborhood with possibly larger \( L_0 \) and smaller \( \varepsilon_0 \) still depending on dimension \( n \) in the form of as used in [ADS20, Sec 2]

\[
\begin{align*}
P(\bar{x}, \bar{t}, H(\bar{x}, \bar{t})^{-1}L_0, H(\bar{x}, \bar{t})^{-2}L_0^2) &= B(\bar{x}, H(\bar{x}, \bar{t})^{-1}L_0) \times [\bar{t} - H(\bar{x}, \bar{t})^{-2}L_0^2, \bar{t}],
\end{align*}
\]

and similarly if we replace the intrinsic parabolic neighborhood in Definition 1.4 by Euclidean parabolic neighborhood.

Theorem 1.2 (spectral quantization theorem) and Theorem 1.5 (symmetry improvement theorem) are important ingredients in the classification of general ancient asymptotically cylindrical flows or ancient noncollapsed mean curvature flows in \( \mathbb{R}^{n+1} \) with arbitrary cylinder \( \mathbb{R}^k \times S^{n-k} \) as tangent flow at \(-\infty \). The classification in the general cases where \( 1 \leq \text{rk}(Q) \leq k-1 \) seems currently out of reach. In this paper, we focus on the discussion on the extremal rank cases: \( \text{rk}(Q) = k \) (non-degenerate case) and \( \text{rk}(Q) = 0 \) (fully-degenerate case). To this end, we first give the following definition.

Definition 1.7. A \( k \)-oval in \( \mathbb{R}^{n+1} \) is an ancient noncollapsed flow whose tangent flow at \(-\infty \) is \( \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)|\hat{\ell}|}) \) for some \( 1 \leq k \leq n-1 \) and whose cylindrical matrix \( Q \) satisfies the full rank condition that \( \text{rk}(Q) = k \) in Theorem 1.2.

This concept of \( k \)-ovals in \( \mathbb{R}^{n+1} \) generalizes the compact case where the neutral mode is dominant for ancient asymptotically neck flows in [CHH22, CHHW22] and the concept of bubble-sheet ovals in \( \mathbb{R}^4 \) in [CDD+22]. For \( k \)-ovals in \( \mathbb{R}^{n+1} \) (non-degenerate case), we have the following result.

Theorem 1.8 (asymptotics, compactness and symmetry of \( k \)-ovals in \( \mathbb{R}^{n+1} \)). Every \( k \)-oval in \( \mathbb{R}^{n+1} \) is compact and \( O(n-k+1) \) symmetric and has the same sharp asymptotics as the unique \( O(k) \times O(n-k+1) \) symmetric oval [Whi03, HH16, DH21b] up to time shift and parabolic rescaling:

- **Parabolic region**: Given any \( R > 0 \), the cylindrical profile function \( u \) for \( \tau \to -\infty \) satisfies
  \[
  u(y, \omega, \tau) = \frac{\sqrt{2(n-k)|y|^2 - 2k}}{\tau} + o(|\tau|^{-1})
  \]
  uniformly for \(|y| \leq R \).
- **Intermediate region**: Let \( \bar{u}(z, \omega, \tau) = u(|\tau|^{\frac{1}{2}}z, \omega, \tau) + \sqrt{2(n-k)} \), we have
  \[
  \lim_{\tau \to -\infty} \bar{u}(z, \omega, \tau) = \sqrt{(n-k)(2 - |z|^2)}
  \]
  uniformly on every compact subset of \( \{(z, \omega) : |z| < \sqrt{2}, \omega \in S^{n-k} \} \).
• Tip region: Set \( \lambda(s) = \sqrt{|s|^{-1}\log|s|} \), and fix any unit directional vector \( \dot{v} \in S^{k-1} \cap (\mathbb{R}^k \times \{0\}) \). Let \( p_s \in M_s \) be the point that maximizes \( \langle p, \dot{v} \rangle \) among all \( p \in M_s \). Then as \( s \to -\infty \), the rescaled flows

\[
\tilde{M}_t^s = \lambda(s) \cdot (M_{s+\lambda(s)^{-2}t} - p_s)
\]

converge to \( \mathbb{R}^{k-1} \times N_t \), where \( N_t \) is the \((n+1-k)\)-dimensional round translating bowl in \( \mathbb{R}^{n+1-k} \) with speed \( 1/\sqrt{2} \).

This theorem generalizes the result [DH, Thm 1.4] to all dimensions and removes the condition of rotational symmetry along the directions of spherical factor in the unique tangent flow at \(-\infty\) in [DH21b, Thm1.4]. Using this theorem together with Theorem 1.2 and the uniqueness result of \( \text{SO}(k) \times \text{SO}(n-k+1) \) symmetric ancient ovals in [DH21b], we obtain the following direct corollary.

**Corollary 1.9** (classification of partially rotational symmetric solutions). For any ancient noncollapsed flow \( M = \{M_t\} \) in \( \mathbb{R}^{n+1} \) with the cylindrical flow \( \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}|t|) \) as its tangent flow at \(-\infty\) for some \( 1 \leq k \leq n-1 \) and \( \text{SO}(k) \) symmetry on \( \mathbb{R}^k \) coordinates, it is (up to time shift and parabolically dilation) either \( \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}|t|) \) or the unique \( \text{O}(k) \times \text{O}(n-k+1) \) symmetric oval, which has the same tangent flow at \(-\infty\) and was constructed by White [Whi03] and Haslhofer-Hershkovits [HH16].

This corollary relaxes the larger rotational symmetry condition in [DH21b] by removing the condition of rotational symmetry along the directions of spherical factor in the unique tangent flow at \(-\infty\).

If \( \text{rk}(Q) = 0 \) (fully-degenerate case) which is equivalent to that unstable mode is dominant (see Section 3 for details), we obtain the following result.

**Theorem 1.10** (fully-degenerate case). Let \( M = \{M_t\} \) be an ancient noncollapsed mean curvature flow in \( \mathbb{R}^{n+1} \) whose tangent flow at \(-\infty\) is given by \( \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}|t|) \). If \( \text{rk}(Q) = 0 \) (unstable mode is dominant), then \( M = \{M_t\} \) is either a round shrinking cylinder \( \mathbb{R}^k \times S^{n-k} \) or \( \mathbb{R}^{k-1} \) times \((n-k+1)\)-dimensional round bowl soliton whose translating direction is orthogonal to \( \mathbb{R}^{k-1} \) factor.

This theorem improves the results in [CHH21a, Thm 1.10] and [DH21a, Cor 7.5] by removing the noncompactness condition and uniformly three-convexity condition, and generalizes [DH, Thm 1.2] to all dimensions. As an application, we can improve our previous result in [DH21a]. We first recall the following definition of blowdown of the ancient noncollapsed flow \( M_t = \partial K_t \).

**Definition 1.11** (blowdown). Given any time \( t_0 \), the blowdown of \( K_{t_0} \) is defined by

\[
\tilde{K}_{t_0} := \lim_{\lambda \to 0} \lambda \cdot K_{t_0}.
\]

Then we have the following corollary of Theorem 1.10.

1In [DH21b], Haslhofer and the first author classified all \( \text{SO}(k) \times \text{SO}(n-k+1) \) symmetric ancient noncollapsed solutions (up to time shift and parabolically dilation) into \( S^n \), \( S^{k-1} \times \mathbb{R}^{n-k+1} \), \( S^k \times \mathbb{R}^{n-k} \), the unique \( \text{SO}(k) \times \text{SO}(n-k+1) \) symmetric oval with \( S^{k-1} \times \mathbb{R}^{n-k+1} \) as tangent flow at \(-\infty\), the unique \( \text{SO}(k) \times \text{SO}(n-k+1) \) symmetric oval with \( \mathbb{R}^k \times S^{n-k} \) as tangent flow at \(-\infty\).
Corollary 1.12 (blowdown in unstable mode case). Let $M_t = \partial K_t$ be a strictly convex ancient noncollapsed mean curvature flow in $\mathbb{R}^{n+1}$ with $\text{rk}(Q) = 0$ (unstable mode is dominant). Then $M_t$ is the $n$ dimensional round bowl soliton, and in particular its tangent flow at $-\infty$ is a neck cylinder $\mathbb{R} \times S^{n-1}(\sqrt{2(n-1)|t|})$ and for any time $t_0$ the blowdown set $\check{K}_{t_0} = \lim_{\lambda \to 0} \lambda K_{t_0}$ is the same half line and in particular

\begin{equation}
\dim \check{K}_{t_0} = 1.
\end{equation}

Under $\text{rk}(Q) = 0$ (unstable mode is dominant) assumption, this corollary improves [DH21a, Thm 7.1] by removing the uniformly three-convexity condition and reducing the upper bound of the blowdown dimension of strictly convex noncollapsed flows in [DH21a, Thm 1.2] from $n - 2$ to $1$.

1.2. Organization of the paper. We organize the paper as follows:

In Section 2, we set up the fine cylindrical analysis. Specifically, since $\check{M}_\tau$ moves by renormalized mean curvature flow, the evolution of the cylindrical profile function $u(\cdot, \tau)$ over cylinder $\Gamma = \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)})$, as defined in (1.7), is governed by the Ornstein-Uhlenbeck type operator

\begin{equation}
\mathcal{L} = \Delta_{\mathbb{R}^k} + \frac{1}{2(n-k)} \Delta_{S^{n-k}} - \frac{1}{2} y \cdot \nabla_{\mathbb{R}^k} + 1.
\end{equation}

This operator has the following unstable eigenfunctions, namely

\begin{equation}
1, y_1, y_2, \ldots, y_{n+1},
\end{equation}

and following neutral eigenfunctions, namely

\begin{equation}
y_1^2 - 2, \ldots, y_k^2 - 2, y_1 y_2, y_1 y_3, \ldots, y_{k-1} y_k,
\end{equation}

and

\begin{equation}
y_1 y_{k+1}, y_2 y_{k+1}, \ldots, y_k y_{n+1},
\end{equation}

where $y_1, \ldots, y_{n+1}$ denote the restriction of the Euclidean coordinate functions to the cylinder $\Gamma$. All the other eigenfunctions are stable. These eigenfunctions form an orthonormal basis of the Hilbert space $\mathcal{H}$ of Gaussian $L^2$ functions on cylinder $\Gamma$ and give the following decomposition according to sign of modes

\begin{equation}
\mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_0 \oplus \mathcal{H}_-.
\end{equation}

Let $P_+, P_0, P_-$ be the orthogonal projections to $\mathcal{H}_+, \mathcal{H}_0, \mathcal{H}_-$, respectively and

\begin{equation}
U_+(\tau) := \|P_+ \hat{u}(\cdot, \tau)\|^2_{\mathcal{H}}, \quad U_0(\tau) := \|P_0 \hat{u}(\cdot, \tau)\|^2_{\mathcal{H}}, \quad U_-(\tau) := \|P_- \hat{u}(\cdot, \tau)\|^2_{\mathcal{H}}.
\end{equation}

Then we improve the Merle-Zaag alternative estimates from [MZ98] to a more quantitative version adapted to graphical radius $\rho$ as in [DH22, Lem 2.1]: for $\tau \to -\infty$ we have either

\begin{equation}
U_0 + U_- \leq C \rho^{-1} U_+ \quad \text{(unstable mode is dominant)},
\end{equation}

or

\begin{equation}
U_- + U_+ \leq C \rho^{-1} U_0 \quad \text{(neutral mode is dominant)}.
\end{equation}
This improved Merle-Zaag estimates will be used for improved error estimates of evolution equation of profile function $u$, which is an essential ingredient to show that the cylindrical matrix $Q$ in Theorem 1.2 is a constant matrix.

In the case where unstable mode is dominant, it is not hard to see that this is equivalent to $\text{rk}(Q) = 0$ and the function $u$ decays exponentially, and thus the spectral quantization theorem holds with $Q = 0$. Hence, we can focus on the case where neutral mode is dominant. Besides using the Lojasiewicz inequality from Colding-Minicozzi [CM15] and rotated ADS-shrinkers as inner barriers [ADS19, DH21a], we also need to use KM-shrinkers as outer barriers [KM14] and asymptotic slope estimates which are key ingredients for overcoming the difficulty of the lack of convexity or noncollapsing condition. Using these ingredients, we can show that the graphical radius

$$\rho(\tau) \geq |\tau|^\gamma$$

for some $\gamma > 0$, is an admissible graphical radius, i.e.

$$\|u(\cdot, \tau)\|_{C^4(T \cap B_{2\rho(\tau)}(0))} \leq \rho(\tau)^{-2}.$$

We use the cylindrical symmetry improvement theorem to show that the central region of the hypersurfaces is almost $O(n-k+1)$-symmetric, specifically that there is some $\eta > 0$ such that for all $\tau \ll 0$ we have

$$\sup_{|y| \leq \rho(\tau)} |\nabla_{S^{n-k}}(y, \omega, \tau)| \leq e^{-\eta|\tau|^{\gamma}}.$$

This has an important consequence that out of the eigenfunctions listed in (1.16)-(1.18) only the eigenfunctions (1.17) can be dominant. Moreover, it also implies that if we perform the Taylor expansion to the evolution equation of the truncated cylindrical function

$$\hat{u}(y, \omega, \tau) := u(y, \omega, \tau)\chi\left(\frac{|y|}{\rho(\tau)}\right),$$

where $\chi$ is a suitable cutoff function, then up to second order we have

$$\partial_\tau \hat{u} = \mathcal{L}\hat{u} - \frac{1}{2\sqrt{2(n-k)}}\hat{u}^2 + \hat{E},$$

where the error term $\hat{E}$ satisfies

$$\langle |\hat{E}|, 1 + |y|^2 \rangle_{\mathcal{H}} \leq C|\gamma|^{-\gamma}\|\hat{u}\|_{\mathcal{H}}^2 + e^{-\eta|\tau|^{\gamma/10}}.$$

In Section 3, we prove Theorem 1.2 (spectral quantization theorem) without the noncollapsing or convexity assumption as in [DH, Prop 3.3]. To this end, we consider the expansion

$$\hat{u} = \sum_{m=1}^{k} \alpha_{mm}(y_m^2 - 2) + \sum_{1 \leq i < j \leq k} 2\alpha_{ij}y_iy_j + \hat{w},$$

where the remainder term $\hat{w}$ is controllable thanks to the assumption that the neutral eigenfunctions from (1.17) are dominant and thanks to the almost circular symmetry from (1.25). Taking also into account (1.27) and the improved quantitative Merle-Zaag estimates, we then show that the symmetric $k \times k$ spectral
coefficients matrix $A(\tau) = (\alpha_{ij}(\tau))$ evolves by the following equation.

$$
\dot{A}(\tau) = -\beta_{n,k}^{-1}A^2(\tau) + O(|\tau|^{-\gamma/2}|A|^2 + e^{-\eta|\tau|^{\gamma/10}}),
$$

where

$$
\beta_{n,k} = \sqrt{\frac{2(n-k)}{4}},
$$

and the error estimates is improved compared with [DH, Prop 3.1]. Then Theorem 1.2 is reduced to the problem of solving finite dimensional ODE dynamical system.

Motivated by [FL93], we will apply diagonalization argument to analyze the above coupled ODE dynamical system. Notice that the eigenvalues $\{\lambda_i(\tau)\}_{i=1}^k$ of $A(\tau)$ under suitable arrangement are continuously differentiable in time by [Kat13, Sec 2, Thm 6.8]. These eigenvalues satisfy the following ODE system.

$$
\frac{d}{d\tau} \lambda_i = -\beta_{n,k}^{-1} \lambda_i^2 + o\left(\sum_{i=1}^k \lambda_i^2 + e^{-\eta|\tau|^{\gamma/10}}\right) \quad 1 \leq i \leq k.
$$

Then we use the information from graphical radius and carefully carry out a continuity argument to show that the error terms with exponential decay in the above ODE system can be absorbed, and we prove an almost non-upward quadratic bending estimates

$$
Q(\tau) = \max_{1 \leq i \leq k} \lambda_i(\tau) + \varepsilon \min_{1 \leq i \leq k} \lambda_i(\tau) < 0
$$

for $\varepsilon > 0$ small and $\tau$ negative enough, which means the positive eigenvalues cannot be dominant. Based on these facts, we obtained

$$
\frac{c}{|\tau|} \leq \sum_{i=1}^k |\lambda_i| \leq \frac{C}{|\tau|}.
$$

Putting this into (1.30) and using again the diagonalization method, we obtain

$$
\frac{d}{d\tau} \lambda_i = \beta_{n,k}^{-1} \lambda_i^2 + O\left(|\tau|^{-\gamma/2}\right) \quad 1 \leq i \leq k,
$$

where the power $-2 - \frac{\gamma}{2}$ in the error term guarantees the integrability and is used to show that $Q$ is a constant matrix in Theorem 1.2 (spectral quantization theorem). This is implied by our previous discussion on quantitative Merle-Zaag estimates (1.22) and graphical radius estimates (1.23) from Lojasiewicz inequality. Finally, by translating back to the discussion for spectral matrix $A$, this completes the proof of Theorem 1.2 (spectral quantization theorem).

In Section 4, we will prove the general version of symmetry improvement theorem in Theorem 1.5 as in [Zhu21, Zhu22, BC19, BC21]. In the cylindrical symmetry improvement case, this is obtained by estimating Fourier modes of the linearized parabolic Jacobi equation for $(\vec{K}, \nu)$ on any cylinder $\mathbb{R}^k \times S^{n-k}$ and adjusting rotational axes according to the estimates, where $\vec{K}$ is chosen from some normalized set of rotation vector fields $\vec{K} = \{K_\alpha : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$ and $\nu$ is the normal vector field along the flow. Then we establish cap improvement theorem via iterating cylindrical symmetry improvement theorem, carefully setting up suitable barrier functions along $\mathbb{R}^{k-1}$ factor and applying maximum principle as in [Zhu21, Zhu22, BC19, BC21, Thm 3.12]. The main differences include more
involved estimates for higher dimensional parabolic equation, axes adjustment and Lemma A.1-Lemma A.4.

In Section 5, we discuss the ancient noncollapsed flows in $\mathbb{R}^{n+1}$ with full rank $k$ cylindrical matrix $Q$, which are called as $k$-ovals in $\mathbb{R}^{n+1}$. We obtain the unique sharp asymptotics, compactness and $O(n-k+1)$ symmetry of $k$-ovals in $\mathbb{R}^{n+1}$. We first prove that they have the same unique sharp asymptotics as the $SO(k) \times SO(n-k+1)$ symmetric ancient ovals in [DH21b, Thm 1.4]. The parabolic region sharp asymptotics follows from Theorem 1.2. The intermediate region sharp asymptotics follows from barrier argument, extended almost symmetry estimates, convexity and method of characteristics. For obtaining tip asymptotics we showed that $O(k-1)$ rotational symmetric $k$ dimensional convex cone $C_\infty^k = \{(x,0) \in \mathbb{R}^k \times \mathbb{R}^{n-k+1}: x_1 \leq 0\}$ is contained in the tip blowup limits of the $k$-ovals in $\mathbb{R}^{n+1}$. This guarantees that we can inductively apply the key ingredient [DH21a, Thm 1.4] to show that the tip asymptotics looks $\mathbb{R}^{n+1-k} \times (k-1)$ dimensional round bowl soliton. Finally, the $O(n-k+1)$ symmetry in Theorem 1.8 (asymptotics, compactness and symmetry of $k$-ovals in $\mathbb{R}^{n+1}$) follows from sharp asymptotics, convexity, cylindrical symmetry improvement and cap improvement as in [DH, Thm 6.1, Thm 6.7]. In the end, we give the proof of Corollary 1.9.

In Section 6, we inductively prove Theorem 1.10 (fully degenerate case or equivalently dominant unstable mode case) according to the number of $\mathbb{R}$ factors in the tangent flow at $-\infty$. We assume the solution is not cylindrical. Then we prove that Theorem 1.10 holds for noncompact solutions by contradiction argument. More precisely, we blow up along two directions and obtain two limit flows which split off one line, then we use the structure of $\mathbb{R}^{k-2} \times (n-k+1)$ dimensional round bowl soliton from the induction assumption and the fine cylindrical theorem in [DH21a, Thm 6.4] to derive a contradiction. Finally, we exclude the possibility of compact solutions. This completes the proof of Theorem 1.10. In the end of this section, we give the proof of Corollary 1.12.
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2. Fine cylindrical analysis

2.1. Basic cylindrical setup. Let $M_t$ be an ancient asymptotically cylindrical flow in $\mathbb{R}^{n+1}$. Then its tangent flow at $-\infty$ in suitable coordinates is

$$\lim_{\lambda \to 0} \lambda M_{\lambda^{-2}t} = \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)|t|}) \quad (1 \leq k \leq n-1).$$

In other words, the renormalized mean curvature flow,

$$\bar{M}_\tau = e^{\frac{\tau}{2}} M_{-e^{-\tau}},$$

converges as $\tau \to -\infty$ to the cylinder

$$\Gamma = \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}).$$
Assume further that $M_t$ is not a round shrinking cylinder. Let us fix some admissible graphical radius function $\rho(\tau)$ for $\tau \ll 0$, namely a positive function satisfying
\begin{equation}
\lim_{\tau \to -\infty} \rho(\tau) = \infty, \quad \text{and} \quad -\rho(\tau) \leq 5\rho'(\tau) \leq 0,
\end{equation}
so that $\bar{M}_\tau$ can be written as a graph of a function $u(\cdot, \tau)$ over $\Gamma \cap B_{2\rho(\tau)}$ with the estimate
\begin{equation}
\|u(\cdot, \tau)\|_{C^4(\Gamma \cap B_{2\rho(\tau)}(0))} \leq \rho(\tau)^{-2}.
\end{equation}
Since $\bar{M}_\tau$ moves by renormalized mean curvature flow, the cylindrical function $u$ evolves by
\begin{equation}
\partial_\tau u = L u + E,
\end{equation}
where $L$ is the Ornstein-Uhlenbeck operator on $\Gamma = \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)})$ explicitly given by
\begin{equation}
L = \Delta_{\mathbb{R}^k} + \frac{1}{2(n-k)} \Delta_{S^{n-k}} - \frac{1}{2} y \cdot \nabla_{\mathbb{R}^k} + 1,
\end{equation}
and the error term $E$ satisfies the pointwise estimate
\begin{equation}
|E| \leq C\rho^{-2}(|u| + |\nabla u|)
\end{equation}
thanks to (2.5).

Denote by $H$ the Hilbert space of Gaussian $L^2$ functions on $\Gamma$, where
\begin{equation}
\langle f, g \rangle_H = \frac{1}{(4\pi)^{n/2}} \int_\Gamma f(q)g(q)e^{-\frac{|q|^2}{4}} dq.
\end{equation}
We also fix a nonnegative smooth cutoff function $\chi$ satisfying $\chi(s) = 1$ for $|s| \leq \frac{1}{2}$ and $\chi(s) = 0$ for $|s| \geq 1$, and consider the truncated function
\begin{equation}
\hat{u}(y, \omega, \tau) := u(y, \omega, \tau)\chi\left(\frac{|y|}{\rho(\tau)}\right).
\end{equation}
Then, we have the following proposition.

**Proposition 2.1** (truncated evolution, cf. [DH, Proposition 2.1]). The truncated cylindrical function $\hat{u}$ satisfies
\begin{equation}
\|(\partial_\tau - L)\hat{u}\|_H \leq C\rho^{-1}\|\hat{u}\|_H.
\end{equation}

Analyzing the spectrum of $L$, we can decompose our Hilbert space as
\begin{equation}
H = H_+ \oplus H_0 \oplus H_-,
\end{equation}
where the unstable space $H_+$ is the eigen-space of positive eigenvalues of $L$ and is spanned by
\begin{equation}
1, y_1, y_2, \ldots, y_{n+1},
\end{equation}
the neutral space $H_0$ is the eigen-space of zero eigenvalue of $L$ and is spanned by
\begin{equation}
y_1^2 - 2, \ldots, y_k^2 - 2, 2y_1y_2, 2y_1y_3, \ldots, 2y_ky_{k+1},
\end{equation}
and
\begin{equation}
y_1y_{k+1}, y_2y_{k+1}, \ldots, y_ky_{n+1}
\end{equation}
and the stable space $H_0$ is the eigen-space of all negative eigenvalues of $L$. 
Then, we consider the functions
\[ U_\pm(\tau) := \|P_\pm \tilde{u}(\cdot, \tau)\|_H^2, \quad U_0(\tau) := \|P_0 \tilde{u}(\cdot, \tau)\|_H^2, \]
where \( P_\pm \) and \( P_0 \) denote the orthogonal projections to \( H_\pm, H_0 \), respectively. Since the positive eigenvalues of \( \mathcal{L} \) have \( \frac{1}{\tau} \) as upper bound and negative eigenvalues of \( \mathcal{L} \) have \(-\frac{1}{\tau}\) as upper bound, it is not difficult to see that they satisfy
\[ \dot{U}_+ \geq U_+ - C_0 \rho^{-1} (U_+ + U_0 + U_-), \]
\[ |\dot{U}_0| \leq C_0 \rho^{-1} (U_+ + U_0 + U_-), \]
\[ \dot{U}_- \leq -U_- + C_0 \rho^{-1} (U_+ + U_0 + U_-). \]
Using this we improve the Merle-Zaag alternative estimates from [MZ98].

**Proposition 2.2** (quantitative Merle-Zaag alternative, c.f [DH22, Lem 2.1]). For \( \tau \to -\infty \), either the neutral mode is dominant, i.e.
\[ U_- + U_+ \leq C \rho^{-1} U_0, \]
or the unstable mode is dominant, i.e.
\[ U_- + U_0 \leq C \rho^{-1} U_+. \]

**Proof.** We adapt the argument in [MZ98], but with some improvement to obtain a better decay. Specifically, here we work with the time-dependent function \( \bar{\varepsilon}(\tau) = C_0 \rho(\tau)^{-1} \), where \( C_0 \) is the constant from (2.17). Then \( \dot{\varepsilon} = -\dot{\rho} \rho^{-1} \varepsilon \in (0, \frac{\dot{\rho}}{\rho}) \) by definition of admissible graphical radius. By possibly decreasing \( \tau_* \), we may assume that \( \bar{\varepsilon} < 1/100 \). We can also assume that the constant \( C_0 = 1 \) in (2.17) by rescaling in time. We will first show that
\[ U_- \leq 2\bar{\varepsilon}(\tau)(U_0 + U_+). \]
Indeed, if at some time \( \bar{\tau} \leq \tau_0 \) the quantity \( f := U_- - 2\bar{\varepsilon}(U_+ + U_0) \) was positive, then at this time we would have
\[ \dot{f} \leq -U_- + \bar{\varepsilon}(1 + 4\bar{\varepsilon}) \left(1 + \frac{1}{2\bar{\varepsilon}}\right) U_- - 2\bar{\varepsilon}(U_+ + U_0) \leq 0, \]
which would imply that \( f(\tau) \geq f(\bar{\tau}) > 0 \) for all \( \tau \leq \bar{\tau} \), contradicting with \( \lim_{\tau \to -\infty} f(\tau) = 0 \). This proves (2.20).

To conclude the proof, we consider \( g(\tau) = 8\bar{\varepsilon}(\tau)U_0 - U_+ \). Then, two cases can happen: (1) there are \( \tau_1 \to -\infty \) such that \( g(\tau_1) \geq 0 \) or (2) \( g(\tau) < 0 \) for \( \tau \) negative enough. Now, we compute \( \dot{g}(\tau) \) at time \( \tau \) such that \( g(\tau) = 0 \). Direct computation and (2.17) imply that if \( \tau \) is negative enough we have
\[ \dot{g}(\tau) \leq 16\bar{\varepsilon}^2(U_0 + U_+) - \frac{1}{2} U_+ + 2\bar{\varepsilon}(U_+ + U_0) + 8\bar{\varepsilon}U_0 \]
\[ \leq -U_+(\frac{1}{4} - 4\bar{\varepsilon} - 16\bar{\varepsilon}^2 - 1/5) < 0. \]
This implies that in the case (1) there is some \( \tau_* \ll 0 \) negative enough such that
\[ U_+ < 8\bar{\varepsilon}(\tau)U_0. \]
Now, we discuss case (2). By (2.17) and (2.20), we have
\[ \dot{U}_+ \geq \frac{1}{2} U_+ - 2\bar{\varepsilon}U_0 \quad |\dot{U}_0| \leq 2\bar{\varepsilon}(U_0 + U_+). \]
This and (2.23) imply
\begin{equation}
U_+ \geq \frac{1}{4} U_+ = \frac{1}{4\varepsilon} (\bar{U}_+ - 4) U_+ = (2\varepsilon + \frac{1}{4}) U_+.
\end{equation}
Hence
\begin{equation}
U_+ (\tau) \geq \int_{-\infty}^{\tau} \frac{1}{4} U_+ (s) ds,
\end{equation}
and by monotonicity of $\varepsilon$ for $\tau' < \tau \ll 0$
\begin{equation}
U_+ (\tau) - U_+ (\tau') \geq \frac{1}{4\varepsilon (\tau)} \int_{\tau'}^{\tau} \varepsilon (s) U_+ (s) ds.
\end{equation}
Sending $\tau' \to -\infty$ we have
\begin{equation}
U_+ (\tau) \geq \frac{1}{4\varepsilon (\tau)} \int_{-\infty}^{\tau} \varepsilon (s) U_+ (s) ds.
\end{equation}
Then by (2.25) (2.26) and (2.28) we have
\begin{equation}
U_0 \leq U_+ + 2 \int_{-\infty}^{\tau} \varepsilon (s) U_+ (s) ds \leq (1 + 8\varepsilon) U_+.
\end{equation}
Inserting this into the second inequality of (2.24), we have
\begin{equation}
\dot{U}_0 \leq 2\varepsilon (2 + 8\varepsilon) U_+ \leq 20\varepsilon U_+.
\end{equation}
Integrating this and using (2.28) we obtain that
\begin{equation}
U_0 \leq 80\varepsilon U_+
\end{equation}
holds in case (2). Finally, (2.20) and (2.31) imply (2.18), (2.20) and (2.23) imply (2.19). This completes the proof of the Proposition 2.2. \hfill \square

In the end of this subsection, we remark that for any other choice of admissible graphical radius the same mode stays dominant.

2.2. Barrier construction and asymptotic slope. In this subsection, we consider some basic barrier construction and asymptotic slope of ancient asymptotically cylindrical flows. We first list some general facts about barriers, which we will use in later sections. By [ADS19, Section 4] and [KM14] there is some $L > 1$ such that for every $a \geq L, b > 0$ there are ADS-shrinkers and KM-shrinkers in $\mathbb{R}^{n+2-k}$:
\begin{equation}
\Sigma_a = \{\text{surface of revolution with profile } r = u_a(y_1), 0 \leq y_1 \leq a\},
\end{equation}
\begin{equation}
\tilde{\Sigma}_b = \{\text{surface of revolution with profile } r = \tilde{u}_b(y_1), 0 \leq y_1 < \infty\}.
\end{equation}
Here, the parameter $a$ captures where the concave functions $u_a$ meet the $y_1$-axis, namely $u_a(a) = 0$, and the parameter $b$ is the asymptotic slope of the convex functions $\tilde{u}_b$, namely $\lim_{x_1 \to \infty} \tilde{u}_b'(x_1) = b$. In [DH21a, Section 3] the 2d ADS-shrinkers and KM-shrinkers have been $\eta$-shifted ($\eta > 0$) and rotated to construct the hypersurfaces
\begin{equation}
\Gamma_a = \{(y, y'') \in \mathbb{R}^k \times \mathbb{R}^{n+1-k} : (|y| - \eta, y'') \in \Sigma_a\},
\end{equation}
\begin{equation}
\tilde{\Gamma}_b = \{(y, y'') \in \mathbb{R}^k \times \mathbb{R}^{n+1-k} : (|y| - \eta, y'') \in \tilde{\Sigma}_b\},
\end{equation}
where we denote
\begin{equation}
y = (y_1, \ldots, y_k) \quad y'' = (y_{k+1}, \ldots, y_{n+1}).
\end{equation}
By construction the hypersurfaces $\Gamma^n_0$ and $\hat{\Gamma}^n_0$ have the following foliation property.

**Lemma 2.3** (foliation lemma, [DH21a, Lem 3.3]). There exist $\delta > 0$ and $L_1 > 2$ such that the hypersurfaces $\Gamma^n_0$, $\hat{\Gamma}^n_0$, and the cylinder $\Gamma := \mathbb{R}^k \times S^{n-k}((2(2(n-k)))$ foliate the domain

$$\Omega := \{(y, y'') \in \mathbb{R}^k \times \mathbb{R}^{n-k+1} : |y| \geq L + 1, |y''|^2 \leq 2(n-k) + \delta\}.$$

Moreover, denoting by $\nu_{\text{fol}}$ the outward unit normal vector field of this foliation, we have

$$\text{div}(\nu_{\text{fol}} e^{-|x|^2/4}) \leq 0 \quad \text{inside the cylinder},$$

and

$$\text{div}(\nu_{\text{fol}} e^{-|x|^2/4}) \geq 0 \quad \text{outside the cylinder}.$$

As a corollary of this lemma, the rotated ADS shrinkers act as inner barriers and rotated KM shrinkers act as outer barriers for the renormalized mean curvature flow.

**Corollary 2.4** (inner-outer barriers, [DH21a, Corollary 3.4]). We consider compact domains $\{K_{\tau}\}_{\tau \in [\tau_1, \tau_2]}$, whose boundary evolves by renormalized mean curvature flow. If $\Gamma^n_0$ is contained in $K_{\tau}$ ($\Gamma^n_0$ is in the closure of $K_{\tau}$) for every $\tau \in [\tau_1, \tau_2]$, and $\partial K_{\tau} \cap \Gamma^n_0 = \emptyset$ ($\partial K_{\tau} \cap \hat{\Gamma}^n_0 = \emptyset$) for all $\tau < \tau_2$, then

$$\partial K_{\tau_2} \cap \Gamma^n_0 \subseteq \partial \Gamma_0 \quad (\partial K_{\tau_2} \cap \hat{\Gamma}^n_0 \subseteq \partial \hat{\Gamma}_0).$$

Then we discuss asymptotic slope of ancient asymptotically cylindrical flows. The following proposition is important for applying outer KM-barrier argument in later discussion.

**Proposition 2.5** (asymptotic slope, cf.[CHH22, Cor 3.10]). There is smooth function $\tilde{\varphi} : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ with property $\lim_{\rho \rightarrow +\infty} \tilde{\varphi}(\rho) = 0$ such that for each $X_0 = (p_0, t_0) \in \mathcal{M}$, the renormalized flow $\tilde{M}^{t_0}_{\tau - c_{\tau}} = e^{\tau/2}(M_{t_0} - c_{\tau} - p_0)$ satisfies

$$\tilde{M}^{t_0}_{\tau} \subset \{(y, y'') \in \mathbb{R}^k \times \mathbb{R}^{n-k+1} : |y''| \leq \tilde{\varphi}(|y|)\}$$

for all $\tau \leq T(X_0)$ where $T(X_0) > -\infty$ is a constant that only depends on $X_0$. In particular, any potential ends must be along directions of $\mathbb{R}^n$ with $|y| \rightarrow +\infty$.

**Proof.** Suppose that the conclusion is not true, then there exists $\delta > 0$ and a sequence of points $(p_i, t_i)$ with $p_i \in M_{t_i}$, $t_i \leq -1$ and $|p_i| \sqrt{|t_i|} \rightarrow \infty$, but

$$\sum_{i=-k}^{n} x_i^2 \geq \delta \sum_{i=1}^{k} x_i^2$$

holds at each $p_i$. Now we rescale the flow around the space-time origin by the factor of $\frac{1}{|p_i|}$ to get $\mathcal{M}^i$, i.e.

$$\mathcal{M}^i = D_{T_{\frac{1}{|p_i|}}} \mathcal{M},$$

where $(p_i, t_i)$ becomes $D_{T_{\frac{1}{|p_i|}}} (p_i, t_i) = (\frac{p_i}{|p_i|}, \frac{t_i}{|p_i|^2})$. By passing to a subsequence we may assume that $(\frac{p_i}{|p_i|}, \frac{t_i}{|p_i|^2}) \rightarrow (q, 0)$ with some $|q| = 1$ satisfying (2.39). Since the tangent flow of $\mathcal{M}$ at $-\infty$ is a shrinking cylinder, $\mathcal{M}^i$ would converge smoothly to $\mathcal{M}^\infty$ on each compact set of $\mathbb{R}^{n+1} \times (-\infty, 0)$ and $\mathcal{M}^\infty$ is a shrinking cylinder on all
negative times. Using suitable barriers, this implies that \( M_0 \) converges in Gromov-Hausdorff sense to a subset of \( \mathbb{R}^k \times \{0\} \). In particular, \( \eta \in \mathbb{R}^k \times \{0\} \). However, this is impossible since \( \eta \) satisfies (2.39).

2.3. Graphical radius. Throughout this subsection we assume that the neutral mode is dominant. The goal is to construct an improved graphical radius by generalizing [CHH22, Section 4.3.1] to the cylindrical setting. To this end, we denote by \( \rho_0 \) the initial choice of graphical radius from the previous subsection, and consider the quantities

\[
\bar{\alpha}(\tau) := \sup_{\sigma \leq \tau} \left( \int_{\Gamma \cap \{|y| \leq L\}} u^2(q, \sigma)e^{-\frac{|q|^2}{4}} dq \right)^{1/2}
\]
and

\[
\beta(\tau) := \sup_{\sigma \leq \tau} \left( \int_{\Gamma} u^2(q, \sigma) \chi^2 \left( \frac{|q|}{\rho_0(\sigma)} \right) e^{-\frac{|q|^2}{4}} dq \right)^{1/2},
\]

where \( L \) is the large enough constant from the shrinker foliation (2.32).

Using inverse Poincare inequality from [DH21a] as in [CHH22, Lem 4.17], we infer that

\[
\bar{\alpha}(\tau) \leq \beta(\tau) \leq C\bar{\alpha}(\tau).
\]
Then, we let

\[
\rho(\tau) := \beta(\tau)^{-\frac{1}{4}},
\]
and we have:

**Proposition 2.6** (admissibility, cf. [DH, Proposition 2.3]). The function \( \rho \) is an admissible graphical radius function, i.e. the estimates (2.4) and (2.5) hold for \( \tau \ll 0 \).

**Proof.** Since \( \bar{M}_\tau \) for \( \tau \to -\infty \) converges locally uniformly to \( \Gamma \), it is clear that

\[
\lim_{\tau \to -\infty} \rho(\tau) = \infty.
\]
To proceed, we need the following barrier estimate in the case where no convexity condition is assumed compared with [DH, Claim 2.4].

**Claim 2.7** (barrier estimate). There is a constant \( C < \infty \) such that

\[
|u(y, \omega, \tau)| \leq C\beta(\tau)^{\frac{1}{2}}
\]
holds for \( |y| \leq C^{-1}\beta(\tau)^{-\frac{1}{4}} \) and \( \tau \ll 0 \).

**Proof of claim.** Let \( L \) be the fixed constant from the shrinker foliation (2.32) which can be adjusted large enough. By standard parabolic estimates there is some constant \( K < \infty \) such that for \( \tau \ll 0 \) we have

\[
\sup_{|y| \leq 2L} |u(y, \omega, \tau)| \leq K\beta(\tau).
\]
Using rotated and shifted ADS-shrinker foliation in (2.33) as inner barrier as in [DH, Claim 2.4], one can obtain following lower bound barrier estimate

\[
u(y, \omega, \tau) \geq -C\beta(\tau)^{\frac{1}{2}}
\]
holds for $|y| \leq C^{-1}(n)^{\frac{1}{2}}$ and $\tau \ll 0$.

Then, we establish the desired upper bound barrier estimate as in [CHH22, Prop 4.18]. By [ADS19, Lem 4.11, Sec 8.8], we know that for $r \geq L$ large enough the profile function $\tilde{u}_b(r)$ of KM-shrinker $\tilde{\Gamma}_b$ satisfies

$$
\tilde{u}_b'(r) = \frac{w(r)}{2r}(\tilde{u}_b^2(r) - 2(n - k)),
$$

where $w$ is a function that satisfies

$$
2 \leq w(r) \leq 2 + \frac{16}{r^2}.
$$

This implies

$$
0 \leq \frac{d}{dr} \log \left( \frac{\tilde{u}_b^2(r) - 2(n - k)}{r^2} \right) \leq \frac{16}{r^3}.
$$

Integrating this differential inequality and using that the asymptotic slope of $\tilde{u}_b$ equals $b > 0$, we obtain

$$
2(n - k) + e^{-b^2}r^2 \leq \tilde{u}_b^2(r) \leq 2(n - k) + b^2r^2.
$$

Therefore, for $b > 0$ small enough we have

$$
e^{-b^2}L^2 \leq \tilde{u}_b(L)^2 - 2(n - k) \leq 4\sqrt{n - k}(\tilde{u}_b(L) - \sqrt{2(n - k)}).
$$

Now, for $\tilde{r} \ll 0$ we take $b^2 = 4(n - k)eL_0^{-2}K\beta(\tilde{r})$ and we have

$$
K\beta(\tilde{r}) \leq \tilde{u}_b(L) - \sqrt{2(n - k)}.
$$

Using this and (2.47), we have that $\tilde{\Gamma}_b \cap \{|y| = L\}$ is located outside of $\tilde{M}_r \cap \{|y| = L\}$ for all $\tau \leq \tilde{r} \ll 0$. Then by the vanishing asymptotic slope of $\tilde{M}_r$ from Proposition 2.5 and asymptotic slope $b > 0$ of $\tilde{u}_b$, we know that $\tilde{\Gamma}_b \cap \{|y| = h\}$ is located outside of $\tilde{M}_r \cap \{|y| = h\}$ for $h > 0$ large enough depending on $\tilde{r} \ll 0$. Finally, $\tilde{\Gamma}_b \cap \{L \leq |y| \leq h\}$ is located outside of $\tilde{M}_r \cap \{|y| \leq h\}$ for $\tau$ negative enough. Hence, by avoidance principle, $\tilde{\Gamma}_b \cap \{|y| \geq L\}$ is located outside of $\tilde{M}_r \cap \{|y| \geq L\}$ for $\tau \leq \tilde{r} \ll 0$. By (2.52), we also have

$$
\tilde{u}_b^2(1/\sqrt{b}) \leq 2(n - k) + b.
$$

Using this and KM-shrinker $\tilde{\Gamma}_b$ as outer barrier, we obtain

$$
u(y, \omega, \tau) \leq C\beta(\tau)^{-\frac{1}{2}}
$$

holds for $|y| \leq C^{-1}(n)^{-\frac{1}{2}}$ and $\tau \ll 0$. This completes the proof of the claim. $\square$

Now, remembering that $\rho(\tau) = \beta(\tau)^{-\frac{1}{2}}$, by the claim and standard interior estimates of unrescaled flow as in [CDD+22, Lem 4.16] we get

$$
\|u(\cdot, \tau)\|_{C^1(\Sigma \cap B_{2\rho(\tau)}(0))} \leq \rho(\tau)^{-2}
$$

for $\tau \ll 0$. Moreover, by definition of $\beta$ we clearly have $\dot{\rho} \leq 0$. Finally, using the assumption that the neutral eigenfunctions dominate and the weighted $L^2$-estimate from [DH21a, Proposition 4.1] as in [CHH22, (186)] we see that

$$
\frac{d}{d\tau} \beta^2 = o(\beta^2),
$$

which implies $|\dot{\rho}| \leq \rho/5$ for $\tau \ll 0$. This finishes the proof of proposition. $\square$
Proposition 2.8 (graphical radius, c.f. [DH, Proposition 2.4]). There is a constant \( \gamma > 0 \), so that \( \rho(\tau) = \beta(\tau)^{-\frac{1}{2}} \) for \( \tau < 0 \) satisfies
\[
\rho(\tau) \geq |\tau|^\gamma.
\]

Proof. Consider the Gaussian area functional
\[
F(M) = (4\pi)^{-n/2} \int_M e^{-\frac{|\sigma|^2}{4}}.
\]
By Colding-Minicozzi [CM15, Theorem 6.1, Lem 6.9], there exist \( \nu \in (0, 1/2) \) such that
\[
(F(\Gamma) - F(\bar{M}_\tau)) \leq C|\tau|^{-1/\nu},
\]
and
\[
\sum_{j = J}^{\infty} (F(\bar{M}_{j-1}) - F(\bar{M}_{j}))^{1/2} \leq C(\nu)J^{-\nu}
\]
holds. By Cauchy-Schwarz inequality, (2.62) and Huisken’s monotonicity formula, we obtain
\[
\int_{-\infty}^{\tau} \int_{\bar{M}_\tau} |H(q) + \frac{q^2}{2} | e^{-\frac{|\sigma|^2}{4}} d\mu_{\tau'}(q) \, d\tau' \leq C|\tau|^{-\nu}.
\]
This estimates, [CM15, Lemma A.48], Proposition 2.6 (admissibility) and weighted \( L^2 \)-estimate from [DH21a, Prop 4.1] imply that the assertion holds with \( \gamma = \nu/20 \). \( \square \)

2.4. Almost cylindrical symmetry. The goal of this subsection is to prove that the spherical derivative \( \nabla_{S^{n-k}} u \) decays exponentially as \( \tau \to -\infty \). To show this we will generalize the arguments from [CHH22, Section 4.3.3] to the cylindrical setting.

As in the previous subsection we assume that the neutral mode is dominant. Thanks to Proposition 2.8 (graphical radius) we can from now on work with the graphical radius
\[
\rho(\tau) := |\tau|^\gamma.
\]
The (cylindrical) symmetry improvement theorem in Theorem 1.5 and Remark 1.6 imply that we can find constants \( \varepsilon_0 > 0 \) and \( L_0 < \infty \) with the following significance. Let \( \varepsilon \leq \varepsilon_0 \) and \( X \in \mathcal{M} \). If every \( X' \in \mathcal{M} \cap P(X, H^{-1}(X)L_0) \) is \( \varepsilon_0 \)-close to a cylinder and \( (\varepsilon, n-k) \)-symmetric (see Definition 1.4), then \( X \) is \( (\varepsilon/2, n-k) \)-symmetric. (for proof of Theorem 1.5, see Section 4).

Lemma 2.9 (spherical symmetric improvement, cf.[CHH22, Lemma 4.23]). There exists a constant \( \eta_0 > 0 \), so that for \( \tau < 0 \) all space-time points \( X \in \mathcal{M} \) corresponding to points in \( \bar{M}_\tau \cap \{|y| \leq \rho(\tau)\} \) are \( (2^{-\eta_0 \rho(\tau)}, n-k) \)-symmetric.

Proof. Let \( \varepsilon_0 > 0 \), \( L_0 < \infty \) be the constants from cylindrical symmetric improvement in Theorem 1.5. Let \( \tau_0 \) be sufficiently negative and \( \eta_0 \leq \tau_0 \). We set \( R := 2\rho(\tau_0) \). Let \( q \in \bar{M}_\tau \) be a point with \( |y| \leq R - 2L_0 \) and \( \tau \leq \eta_0 \), and denote by \( X \in \mathcal{M} \) the corresponding space-time point in the unrescaled flow. Using (2.5) we see that every \( X' \in \mathcal{M} \cap P(X, H^{-1}(X)L_0) \) is \( \varepsilon_0 \)-close to a cylinder \( \mathbb{R}^k \times S^{n-k} \) and is \( (\varepsilon_0, n-k) \)-symmetric. Hence, by Theorem 1.5 the space-time point \( X \) is
\((\varepsilon_0/2, n-k)\)-symmetric. Similarly, for any \(q \in \tilde{M}_r\) with \(|y| \leq R - 4L_0\) and \(\tau \leq \tau_0\), the argument above shows that the corresponding space-time point \(X \in \mathcal{M}\) is \((\varepsilon_0/4, n-k)\)-symmetric. Iterating this \(k\) times, where \(k\) is the largest integer such that \(2kL_0 < \frac{R}{2}\), we get that for all \(q \in \tilde{M}_r\) with \(|y| \leq R/2\) and \(\tau \leq \tau_0\) the corresponding space-time point \(X \in \mathcal{M}\) is \((\varepsilon_0/2^k, n-k)\)-symmetric. Choosing \(\eta_0 = 1/4L_0\), this proves the lemma. \(\square\)

**Proposition 2.10** (almost spherical symmetry). There exists a constant \(\eta \in (0,1/5)\), such that for all \(\tau \ll 0\) we have

\begin{equation}
|\nabla_{S^{n-k}} u| \leq e^{-\eta \rho(\tau)},
\end{equation}

whenever \(|y| \leq \rho(\tau)\).

**Proof.** For each \(\tau \leq \tau_*\) choose a point \(q_\tau \in \tilde{M}_\tau\) with \(y = 0\). By Lemma 2.9 (spherical symmetric improvement) the corresponding space-time point \(X_\tau = (x_\tau, -e^-\tau) \in \mathcal{M}\) in the unrescaled flow is \((2^{-\eta_0 \rho(\tau)}, n-k)\)-symmetric, i.e. there exists a normalized set of rotation vector fields \(K_{\alpha,\tau}\) where \(\alpha = 1, \ldots, \frac{(n-k+1)(n-k)}{2}\) such that

\begin{equation}
|K_{\alpha,\tau}|H \leq 5n \quad \text{and} \quad |\langle K_{\alpha,\tau}, \nu \rangle|H \leq 2^{-\eta_0 \rho(\tau)} \quad \text{in} \quad P(X_\tau, 100n^{5/2}/H(X_\tau)).
\end{equation}

By Lemma A.3, we have

\begin{equation}
\inf_{(\omega_{\alpha,\beta,\tau-1}) \in O(\frac{(n-k+1)(n-k)}{2})} \sup_{x \in B_{10}(x_\tau)} |K_{\alpha,\tau}(x) - \sum_{\beta=1}^{(n-k+1)(n-k)} \omega_{\alpha,\beta,\tau-1}K_{\beta,\tau-1}(x)| \leq C2^{-\eta_0 \rho(\tau)}.
\end{equation}

Without loss of generality, we may assume that

\begin{equation}
\sup_{x \in B_{10}(x_\tau)} |K_{\alpha,\tau}(x) - K_{\alpha,\tau-1}(x)| \leq C2^{-\eta_0 \rho(\tau)}.
\end{equation}

for otherwise, we can replace \(K_{\alpha,\tau-m}\) by \(\sum_{\beta=1}^{(n-k+1)(n-k)} \omega_{\alpha,\beta,\tau-m}K_{\beta,\tau-m}(x)\), where \(\omega_{\tau-m} = \Pi_{j=1}^{m} \omega_{\tau-j}\) and \(\omega_{\tau-j} = (\omega_{\alpha,\beta,\tau-j}) \in O(\frac{(n-k+1)(n-k)}{2})\).

Moreover, since the tangent-flow at \(-\infty\) is a cylinder \(\mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)})\), the vector fields \(K_{\alpha,\tau}(x)\) converge for \(\tau \to -\infty\) to \(K_{\alpha,\infty}(x) = S_{\alpha,\infty}J_{\alpha}S_{\alpha,\infty}^{-1}x\) where \(S_{\alpha,\infty} \in O(n-k+1)\) by Lemma A.1. Hence, we infer that

\begin{equation}
\sup_{x \in B_{10}(x_\tau)} |K_{\alpha,\tau}(x) - K_{\alpha,\infty}(x)| \leq C \sum_{m=0}^{\infty} 2^{-\eta_0 \rho(\tau-m)}.
\end{equation}

Recalling that \(\rho(\tau) = |\tau|^{\gamma}\), this sum can be safely bounded by \(C e^{-\eta_0(\tau)}\), where \(\eta := \eta_0/10\). Similarly, for any \(q \in \tilde{M}_r\) with \(|y| \leq \rho(\tau)\) and \(\tau \leq \tau_*\) the corresponding space-time point \(X_{(q,\tau)}\) is \((C/2^{\eta_0 \rho(\tau)}, n-k)\)-symmetric with a normalized set of rotation vector fields \(K_{(q,\tau)}\), we infer that

\begin{equation}
\sup_{x \in B_{10}(x_\tau)} |K_{\alpha,(q,\tau)}(x) - K_{\alpha,\infty}(x)| \leq C \rho(\tau) 2^{-\eta_0 \rho(\tau)} \leq C e^{-\eta_0 \rho(\tau)}.
\end{equation}
Hence, \(X_{(q,\tau)}\) is \((C/2\eta\rho(\tau), n - k)\)-symmetric with respect to \(K_{\infty} = \{K_{\alpha,\infty} : 1 \leq \alpha \leq \frac{(n-k)(n-k+1)}{2}\}\). Notice that

\[
\langle K_{\alpha,\infty}, \nu \rangle \sqrt{1 + \frac{|\nabla_{S^{n-k}}u|^2}{(u + \sqrt{2(n-k)})^2} + |\nabla_ku|^2} = -\langle K_{\alpha,\infty}, \nabla_{S^{n-k}}u \rangle,
\]

we conclude

\[
|\nabla_{S^{n-k}}u| \leq C \sum_{\alpha=1}^{(n-k)(n-k+1)} H|\langle K_{\alpha,\infty}, \nu \rangle| \leq Ce^{-\eta\rho(\tau)}.
\]

Slightly decreasing \(\eta\), this proves the proposition. \(\square\)

2.5. Evolution expansion. As before, we assume that the neutral mode is dominant and work with the graphical radius \(\rho(\tau) = |\tau|^7\). In particular, we define \(\hat{u}\) using this \(\rho\). The goal of this subsection is to prove:

**Proposition 2.11** (evolution expansion). The function \(\hat{u}\) evolves by

\[
\partial_{\tau} \hat{u} = \mathcal{L}\hat{u} - \frac{1}{2\sqrt{2(n-k)}} \hat{u}^2 - \frac{|\nabla_{S^{n-k}}\hat{u}|^2}{2\sqrt{2(n-k)}} - \frac{\hat{u}\Delta_{S^{n-k}}\hat{u}}{\sqrt{2(n-k)}} + \hat{E},
\]

where the error term satisfies the weighted \(\mathcal{H}\)-norm estimate

\[
\left\langle |\hat{E}|, 1 + |y|^2 \right\rangle_{\mathcal{H}} \leq C\rho^{-1}\|\hat{u}\|^2_{\mathcal{H}} + e^{-\eta\rho}.
\]

**Proof.** We adapt the similar argument in [DH, Prop 2.8]. We denote \(\{\partial_\alpha\}_{\alpha=1,...,k}\) for derivatives along the \(R^k\)-factor, \(\{\nabla_i\}_{i=k+1,...,m}\) for (covariant) derivatives along the \(S^{n-k}\)-factor and \(\nabla\) for the gradient over the cylinder \(R^k \times S^{n-k}\). Then, by [DH, Prop A.1] the profile function \(u\) evolves by

\[
\partial_{\tau} u = \frac{A_{\alpha\beta}\partial_\alpha\partial_\beta u + B_{ij}\nabla_i\nabla_j u - 2\partial_\alpha u\nabla_i u\nabla_\alpha u - (\sqrt{2(n-k)} + u)^{-1}|\nabla_{S^{n-k}}u|^2}{1 + |\partial_\alpha u|^2(\sqrt{2(n-k)} + u)^2 + |\nabla_{S^{n-k}}u|^2}
\]

\[
- \frac{n-k}{\sqrt{2(n-k) + u}} + \frac{1}{2}\left(\sqrt{2(n-k) + u} - z_\alpha \partial_\alpha u\right),
\]

where

\[
A_{\alpha\beta} = [1 + |\partial_\alpha u|^2](\sqrt{2(n-k)} + u)^2 + |\nabla_{S^{n-k}}u|^2] \delta_{\alpha\beta} - (\sqrt{2(n-k)} + u)^2 \partial_\alpha u \partial_\beta u,
\]

and

\[
B_{ij} = (1 + |\partial_\alpha u|^2 + (\sqrt{2(n-k)} + u)^{-2}|\nabla_{S^{n-k}}u|^2) \delta_{ij} - (\sqrt{2(n-k)} + u)^{-2} \nabla_i u \nabla_j u.
\]

This and \(|\hat{\rho}| \leq \frac{1}{2} |\rho|\) imply

\[
\partial_{\tau} \hat{u} = \mathcal{L}\hat{u} - \frac{1}{2\sqrt{2(n-k)}} \hat{u}^2 - \frac{1}{\sqrt{2(n-k)^2}} |\nabla_{S^{n-k}}\hat{u}|^2 - \frac{1}{\sqrt{2(n-k)^2}} \hat{u}\Delta_{S^{n-k}}\hat{u} + \hat{E},
\]
where
\[
|\hat{E}| \leq C_{\chi}^1 (|u| + |\nabla u|)^2 (|u| + |\nabla^2 u|)
+ C|\chi| \rho^{-1} (|\nabla u| + |u||y|) + C|\chi| \rho^{-2} |u|
+ C\chi (1 - \chi) (|u|^2 + |\nabla u|^2 + |\nabla u|^2).
\] (2.79)

To bound this in the \( (1 + |y|^2) \)-weighted \( \mathcal{H} \)-norm, we first observe that \( \hat{E} \) is supported in the ball \( \{|y| \leq \rho\} \), so in particular by the definition of graphical radius we have the inequality \( |u| + |\nabla u| + |\nabla^2 u| \leq \rho^{-2} \) at our disposal. Using this, for \( |y| \leq \rho^{1/2} \) we can estimate
\[
|\hat{E}| (1 + |y|^2) \leq C \rho^{-1} (|u|^2 + |\nabla u|^2).
\] (2.80)

Together with [DH21a, Prop 4.1] this implies
\[
\int_{|y| \leq \rho^{1/2}} |\hat{E}| (1 + |y|^2) e^{-\frac{|y|^2}{\rho}} \, dy \leq C \rho^{-1} \|\hat{u}\|_H^2.
\] (2.81)

Finally, for \( |y| \geq \rho^{1/2} \) the coarse bound \( |\hat{E}| (1 + |y|^2) \leq C \rho^2 \) yields the tail estimate
\[
\int_{\rho^{1/2} \leq |y| \leq \rho} |\hat{E}| (1 + |y|^2) e^{-\frac{|y|^2}{\rho}} \, dy \leq e^{-\rho/5}.
\] (2.82)

This finishes the proof of the proposition.

3. PROOF OF THE SPECTRAL QUANTIZATION THEOREM

In this section, we prove Theorem 1.2 (spectral quantization theorem). As before, we work with the graphical radius \( \rho(\tau) = |\tau|^7 \), and in particular define \( \hat{u} \) and \( U_{\pm}, U_0 \) with respect to this \( \rho \). By Proposition 2.2 (quantitative Merle-Zaag alternative) for \( \tau \to -\infty \) either the neutral mode is dominant, i.e. \( U_- + U_0 \leq C \rho^{-1} U_+ \), or the unstable mode is dominant, i.e. \( U_- + U_0 \leq C \rho^{-1} U_+ \). If the unstable mode is dominant, then by (2.17) we get \( \hat{U}_+ \geq \frac{1}{2} U_+ \) for all \( \tau \ll 0 \). Integrating this differential inequality yields \( U_+ (\tau) \leq C e^{\tau/2} \). Thus, recalling that \( U_+ = \| P_+ \hat{u} \|_H^2 \) and using again the assumption that the unstable mode is dominant we infer that \( \| \hat{u} \|_H \leq C e^{\tau/4} \). Together with standard interpolation inequalities this implies that for any \( R < \infty \) and \( k < \infty \) we have \( \| u(\cdot, \tau) \|_{C^k(B_R)} \leq C e^{\tau/5} \). Hence, if the the unstable mode is dominant then the conclusion of Theorem 1.2 holds with \( Q = 0 \). We can thus assume from now on in this whole section that the neutral mode is dominant, i.e.
\[
U_- + U_+ \leq C \rho^{-1} U_0.
\] (3.1)

In this case, \( \text{rk}(Q) = 0 \) in Theorem 1.2 cannot happen, for otherwise \( \hat{u}(\tau)/\|u(\tau)\|_H \) will converge to 0, which contradicts that neutral mode is dominant. Assuming also that the flow is not a round shrinking cylinder as before, our goal is to show that the conclusion of Theorem 1.2 holds for some \( k \times k \) constant symmetric matrix \( Q \) with
\[
\text{rk}(Q) \geq 1.
\] (3.2)
3.1. Derivation of the spectral ODE system. In this subsection, we consider the following expansion in $\mathcal{H}$-norm sense,

\[
\hat{u} = \sum_{m=1}^{k} \alpha_{mm}(y_m^2 - 2) + \sum_{1 \leq i < j \leq k} 2\alpha_{ij}y_iy_j + \hat{w}.
\]

Let

\[
\psi_{mm} = y_m^2 - 2, \quad \psi_{ij} = 2y_iy_j,
\]

and $A = (\alpha_{ij})$ be the symmetric $k \times k$ spectral coefficients matrix with

\[
\alpha_{ij} = \|\psi_{ij}\|_{\mathcal{H}}^2 \langle \psi_{ij}, \hat{u} \rangle_{\mathcal{H}}.
\]

The first goal is to derive the following ODE system for the spectral coefficients:

**Proposition 3.1** (spectral ODE system). The spectral coefficients matrix $A(\tau)$ satisfies the following ODE system:

\[
\dot{A} = -\beta_{n,k}^{-1}A^2 + E,
\]

where

\[
\beta_{n,k} = \frac{\sqrt{2(n-k)}}{4}
\]

and

\[
|E| \leq C|\tau|^{-\frac{2}{7}}|A|^2 + Ce^{-\eta|\tau|^{1/10}}
\]

holds with $\gamma > 0$ from (2.59) and $\eta$ from (2.65).

Then, we have the following remainder estimates.

**Lemma 3.2** (remainder estimate, cf. [DH, Lem 3.2]). The remainder $\hat{w}$ satisfies the weighted $\mathcal{H}$-norm estimate:

\[
|\langle \hat{w}^2, 1 + |y|^2 \rangle_{\mathcal{H}}| \leq C\rho^{-1}|A|^2 + Ce^{-\eta\rho/3}.
\]

**Proof.** The proof follows from Proposition 2.11 and similar argument as in [DH, Lem 3.2]. For the readers’ convenience, we include the details. Using Proposition 2.10 and $U_- + U_+ \leq C\rho^{-1}U_0$, it follows that

\[
\|\hat{w}\|^2_{\mathcal{H}} \leq C\rho^{-1}|A|^2 + Ce^{-\eta\rho}.
\]

Then, we project the equation from Proposition 2.11 (evolution equation) to the orthogonal complement of neutral mode eigenfunctions in (1.17), and argue as above to obtain

\[
\partial_\tau \hat{w} = \mathcal{L}\hat{w} + g,
\]

where by (2.78) and (2.65)

\[
\|g\|_{\mathcal{H}} \leq \frac{1}{2\sqrt{2(n-k)}}\|\hat{u}^2\|_{\mathcal{H}} + \|\hat{E}\|_{\mathcal{H}} + Ce^{-\eta\rho}.
\]

Moreover by (2.79), the definition of cut-off function $\chi$ and admissible graphical radius $\rho$, for $|y| \leq \rho^{1/2}$ we have

\[
|\hat{E}| \leq \rho^{-4}(|u| + |\nabla u|),
\]
and for $\rho^{1/2} \leq |y| \leq 2\rho$, we have $|\dot{E}| \leq C$. These estimates, inverse Poincare inequality [DH21a, Prop 4.1] and Gaussian tail estimates imply that

$$\|\dot{E}\|_{H} \leq C\rho^{-4}\|\dot{\hat{u}}\|_{H} + Ce^{-\eta\rho}. \tag{3.14}$$

Using this, (3.12) and again the definition of graphical radius, we have

$$\|g\|_{H} \leq \frac{1}{2\sqrt{2(n-k)}}\rho^{-2}\|\dot{\hat{u}}\|_{H} + C\rho^{-4}\|\dot{\hat{u}}\|_{H} + Ce^{-\eta\rho}. \tag{3.15}$$

Then, we use (3.10), (3.15) and repeat the gradient estimates in [DH, Lem 3.2]. Given $\tau_{*} \ll 0$, using (3.11) and integration by parts we compute

$$\frac{d}{d\tau} \int e^{\tau_{*} - \tau} \dot{\hat{w}}^2 e^{-q^2/4} = \int e^{\tau_{*} - \tau} (2\dot{\hat{w}} g - 2|\nabla \hat{w}|^2 - \dot{\hat{w}}^2) e^{-q^2/4} \leq \int e^{\tau_{*} - \tau} (g^2 - 2|\nabla \hat{w}|^2) e^{-q^2/4}, \tag{3.16}$$

and

$$\frac{d}{d\tau} \int (\tau_{*} - \tau_{*})|\nabla \hat{w}|^2 e^{-q^2/4} = \int (|\nabla \hat{w}|^2 - 2(\tau_{*} - \tau_{*})(\Lambda w)(\Lambda \hat{w} + g)) e^{-q^2/4} \leq \int (|\nabla \hat{w}|^2 + \frac{1}{2}(\tau_{*} - \tau_{*})g^2)) e^{-q^2/4}. \tag{3.17}$$

For $\tau \in [\tau_{*} - 1, \tau_{*}]$ this yields

$$\frac{d}{d\tau} \int ((\tau_{*} - \tau_{*})|\nabla \hat{w}|^2 + \frac{e^{\tau_{*} - \tau}}{2} \dot{\hat{w}}^2) e^{-q^2/4} \leq \int g^2 e^{-q^2/4}. \tag{3.18}$$

Hence, together with (3.10) and (3.12) we infer that

$$\|\nabla \hat{w}(\tau)\|_{H}^2 = o \left( \max_{\tau_{*} \in [\tau, \tau + 1]} |A(\tau')|^2 \right) + Ce^{-\eta\rho(\tau)/2}. \tag{3.19}$$

Finally, by the Merle-Zaag ODE inequalities (2.17) for $\tau \ll 0$ we have

$$\max_{\tau' \in [\tau, \tau + 1]} |A(\tau')|^2 \leq 2|A(\tau)|^2. \tag{3.20}$$

Together with Ecker’s weighted Sobolev inequality [Eck00, page 109], this implies the assertion. \hfill \Box

We can now prove the main result of this subsection.

**Proof of Proposition 3.1.** Projecting the evolution equation of truncated profile function $\dot{\hat{u}}$ in Proposition 2.11 (evolution expansion) to eigenfunctions

$$\psi_{ij} = \left\{ \begin{array}{ll} y_i^2 - 2 & \text{if } i = j, \\ 2y_i y_j & \text{if } i \neq j, \end{array} \right. \tag{3.22}$$
we have

\begin{equation}
\dot{\alpha}_{lm} = \frac{1}{\|\psi_{lm}\|_{H}^2} \left( \mathcal{L}\dot{u} - \frac{1}{2\sqrt{2(n-k)}} \dot{u}^2, \psi_{lm} \right)_{H} \\
+ \frac{1}{\|\psi_{lm}\|_{H}^2} \left( \frac{1}{2\sqrt{2(n-k)}} |\nabla S_{n-k} \dot{u}|^2 - \frac{1}{\sqrt{2(n-k)}} \dot{u} \triangle S_{n-k} \dot{u} + \dot{E}, \psi_{lm} \right)_{H}.
\end{equation}

Next, using \( \mathcal{L}\psi_{lm} = 0 \) and integration by parts we see that

\begin{equation}
\left( \mathcal{L}\dot{u}, \psi_{lm} \right)_{H} = 0.
\end{equation}

Moreover, using Proposition 2.10 (almost circular symmetry), writing the function 
\( \dot{u} \triangle S_{n-k} \dot{u} = \text{div} S_{n-k} (\dot{u} \nabla S_{n-k} \dot{u}) - |\nabla S_{n-k} \dot{u}|^2 \), and using integration by parts we can estimate

\begin{equation}
\|(|\nabla S_{n-k} \dot{u}|^2, \psi_{lm})_{H} + |(\dot{u} \triangle S_{n-k} \dot{u}, \psi_{lm})_{H} | \leq C e^{-\eta p}.
\end{equation}

Furthermore, remembering the expansion (3.3) we compute

\begin{equation}
\langle \dot{u}^2, \psi_{lm} \rangle = \sum_{i,j=1}^{k} \sum_{p,q=1}^{k} \alpha_{ij} \alpha_{pq} \langle \psi_{ij}, \psi_{pq}, \psi_{lm} \rangle + 2 \langle \psi_{lm} \sum_{i,j=1}^{k} \alpha_{ij}, \psi_{ij}, \dot{w} \rangle + \langle \dot{w}^2, \psi_{lm} \rangle.
\end{equation}

By Lemma 3.2 (remainder estimates) we have

\begin{equation}
2 \left| \langle \psi_{lm} \sum_{i,j=1}^{k} \alpha_{ij}, \psi_{ij}, \dot{w} \rangle \right| + \left| \langle \dot{w}^2, \psi_{lm} \rangle \right| \leq C \rho^{-1/2} |A|^2 + C e^{-\eta p/6}.
\end{equation}

Combining the above facts we infer that

\begin{equation}
\dot{\alpha}_{lm} = -\frac{1}{2\sqrt{2(n-k)}} \|\psi_{lm}\|_{H}^2 \sum_{i,j=1}^{N} \sum_{p,q=1}^{N} \alpha_{ij} \alpha_{pq} \langle \psi_{ij}, \psi_{pq}, \psi_{lm} \rangle + E_{lm},
\end{equation}

where \( |E_{lm}| \leq C \rho^{-1/2} |A|^2 + C e^{-\eta p/6} \). An elementary computation on the inner product of these neutral mode eigenfunctions shows that for the indices \( i, j, p, q, \ell, m = 1, \ldots, k \), the only nonvanishing terms of \( \langle \psi_{ij}, \psi_{pq}, \psi_{lm} \rangle \) in (3.28) have the following relations:

\begin{equation}
\langle \psi_{ii}, \psi_{ii}, \psi_{ii} \rangle = 8 |\psi_{ii}|^2_{H},
\end{equation}

\begin{equation}
\langle \psi_{ij}, \psi_{ij}, \psi_{ii} \rangle = 8 |\psi_{ii}|^2_{H} \quad (i \neq j),
\end{equation}

\begin{equation}
\langle \psi_{im}, \psi_{i\ell}, \psi_{lm} \rangle = 8 |\psi_{ii}|^2_{H} \quad (i \neq m \neq \ell \neq i),
\end{equation}

\begin{equation}
|||\psi_{ii}|||_{H}^2 = \frac{1}{2} |\psi_{pq}|^2_{H} \quad (p \neq q).
\end{equation}

Combining the above facts and \( \rho(\tau) = |\tau|^\gamma \), we infer

\begin{equation}
\dot{\alpha}_{lm} = -\frac{4}{\sqrt{2(n-k)}} \sum_{i=1}^{k} \alpha_{im} \alpha_{i\ell} + O(|\tau|^{-\frac{7}{2}} |\dot{\alpha}|^2 + e^{-\eta |\tau|^{7/10}}),
\end{equation}

which is equivalent to

\begin{equation}
\dot{A} = -\beta_{n,k}^{-1} A^2 + E,
\end{equation}
with $\beta_{n,k} = \sqrt{2(n-k)}$ and $|E| \leq C|\tau|^{-\frac{3}{2}}|A|^2 + Ce^{-\eta|\tau|^{\gamma}/10}$. This completes the proof of the proposition.

### 3.2. Quantized asymptotics of the spectral ODE system

We can now conclude the proof of Theorem 1.2 (spectral quantization theorem), which we restate here in a technically sharper way.

**Theorem 3.3** (spectral quantization theorem). For any ancient mean curvature flow in $\mathbb{R}^{n+1}$ whose tangent flow at $-\infty$ is given by $\mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}|t|)$, the cylindrical function $u$, truncated at the graphical radius $\rho(\tau) = |\tau|^\gamma$, where $\gamma$ is the exponent from Proposition 2.8 (graphical radius), satisfies

\[
\lim_{\tau \to -\infty} \left\| \tau \hat{u}(y,\omega,\tau) - y^\top Qy + 2\text{tr}(Q) \right\|_H = 0,
\]

and

\[
\lim_{\tau \to -\infty} \left\| \tau u(y,\omega,\tau) - y^\top Qy + 2\text{tr}(Q) \right\|_{CP(R)} = 0,
\]

for all $R < \infty$ and all integers $p \geq 0$, where $Q$ is a constant symmetric $k \times k$-matrix whose eigenvalues are quantized to be either 0 or $-\sqrt{2(n-k)}$.

Before the proof of this theorem, we recall that we have assumed that neutral mode is dominant in the whole section since the theorem holds if unstable mode is dominant, which is equivalent to $\text{rk}(Q) = 0$. Then, we need the following lemma to prove this theorem.

**Lemma 3.4.** we have the estimates

\[
\frac{c}{|\tau|} \leq |A| \leq \frac{C}{|\tau|}.
\]

**proof of lemma.** Because the norm of symmetric matrices is determined by the norm of their eigenvalues, we only need to show there are constants $0 < c < C < \infty$ such that

\[
\frac{c}{|\tau|} \leq \sum_{i=1}^k |\lambda_i(\tau)| \leq \frac{C}{|\tau|}.
\]

Motivated by [FL93], we first compute the ODE system satisfied by these eigenvalues. By [Kat13, Sec 2, Thm 6.8] and continuously differentiable property of symmetric matrices $A(\tau)$, under suitable arrangement the eigenvalues $\lambda_1(\tau), \ldots, \lambda_k(\tau)$ of $A(\tau)$ are continuously differentiable in time. Now let $P(\tau)$ be the projection to the eigenspaces spanned by the orthonormal basis $\{\psi_i^{(j)}(\tau) : 1 \leq i \leq h_j\}$ of eigenvalue $\lambda_j(\tau)$, which means

\[
A(\tau)\psi_i^{(j)}(\tau) = \lambda_j(\tau)\psi_i^{(j)}(\tau).
\]

By [RB69, Thm 1 page 45], we have

\[
P(\tau)A(\tau)\psi_i^{(j)}(\tau) = \dot{\lambda}_j(\tau)\psi_i^{(j)}(\tau).
\]

On the other hand, by (3.39) we have

\[
P(\tau)A^2(\tau)\psi_i^{(j)}(\tau) = \lambda_j^2(\tau)\psi_i^{(j)}(\tau).
\]
The above two equations and Proposition 3.1 imply that
\[(3.42) \left| \frac{d}{d\tau} \lambda_i + \beta_{n,k}^{-1} \lambda_i^2 \right| \leq \|P(\tau)E(\tau)\|_H \leq \|E(\tau)\|_H \leq C|\tau|^{-\gamma} \sum_{i=1}^{k} \lambda_i^2 + e^{-\eta|\tau|^{\gamma/10}}.\]

This implies
\[(3.43) \frac{d}{d\tau} \lambda_i = -\beta_{n,k}^{-1} \lambda_i^2 + \tilde{E}_i,\]
where \(\tilde{E}_i = o\left(\sum_{i=1}^{k} \lambda_i^2 + e^{-\eta|\tau|^{\gamma/20}}\right)\). Then, we show that (3.38) holds. We first notice that
\[(3.44) \limsup_{\tau \to -\infty} \tau^{10} \left( \sum_{i=1}^{k} \lambda_i^2(\tau) \right) = +\infty.\]

Indeed, suppose towards a contradiction that \(\sum_{i=1}^{k} \lambda_i^2(\tau) \leq C \tau^{-10}\) for all \(\tau\) negative enough, by (2.43), (2.44) and monotonicity of \(\tau^{-10}\) we have \(\rho(\tau) \geq c\tau^2\). Then (2.17) and the fact that neutral mode is dominant imply that \(|\log U_0| \leq C\) for \(\tau\) negative enough. This contradicts that \(U_0\) converges to 0.

Now, we define the following \(C^1\) function
\[(3.45) \alpha(\sigma) = \tau^2 \left( \sum_{i=1}^{k} \lambda_i^2(\tau) \right), \quad \tau = -e^\sigma.\]

Then, by (3.43) we have
\[(3.46) \frac{d\alpha}{d\sigma} = 2\alpha - 2\beta_{n,k}^{-1} \left( \sum_{i=1}^{k} (\tau \lambda_i^2) \right) + 2\tau^2 \tilde{E} \sum_{i=1}^{k} \lambda_i,\]
where \(\tilde{E} = o\left(\sum_{i=1}^{k} \lambda_i^2 + e^{-\eta|\tau|^{\gamma/20}}\right)\).

By (3.44) we can find a sequence of numbers \(\sigma_i \to \infty\) large enough such that
\[(3.47) \alpha(\sigma_i) \geq e^{-10\sigma_i} > 0, \quad i \geq 1.\]

By \(\sum_{i=1}^{k} |\lambda_i| \to 0\) and definition of \(\tilde{E}\), we have
\[(3.48) \frac{d\alpha}{d\sigma} \geq 2\alpha - c'\alpha^{3/2} + \tilde{E},\]
where \(c' > 0\) is a constant and the error term \(|\tilde{E}| = |\tau^3 e^{-\eta|\tau|^{\gamma/20}}o(1)| \leq c'e^{-30\sigma}\) for \(\sigma \geq \sigma_1\) large enough. Then, we define
\[(3.49) J = \{\sigma \geq \sigma_1 : \alpha^{3/2}(\sigma) \geq e^{-30\sigma}\}.\]

By (3.47), \(\sigma_1 \in J \neq \emptyset\) and is closed. Now, if \(\hat{\sigma} \in J\), we have \(\alpha(\hat{\sigma}) > 0\) and
\[(3.50) \frac{d\alpha}{d\sigma}(\hat{\sigma}) \geq 2\alpha(1 - c'\alpha^{1/2})(\hat{\sigma}).\]

In the first case if \(c'^2 \alpha(\hat{\sigma}) < 1, \frac{d\alpha}{d\sigma}(\hat{\sigma}) > 0\), there then is a \(\delta > 0\) such that \([\hat{\sigma}, \hat{\sigma} + \delta) \subset J\). In the second case if \(\alpha(\hat{\sigma}) > \frac{1}{c'\alpha^{1/2}} > e^{-10\delta}\). By continuity of \(\alpha\), we can decrease \(\delta > 0\) such that \([\hat{\sigma}, \hat{\sigma} + \delta) \subset J\). Combining the two cases, we conclude
\[(3.51) J = [\sigma_1, +\infty).\]
In particular, we obtain that
\begin{equation}
(3.52) \quad e^{-\eta|\tau|^{7}/20} \leq \left( \sum_{i=1}^{k} \lambda_i^2 \right).
\end{equation}

This and (3.43) imply that we have
\begin{equation}
(3.53) \quad \frac{d}{d\tau} \lambda_i = -\beta_{n,k}^{-1} \lambda_i^2 + o(\sum_{i=1}^{k} \lambda_i^2).
\end{equation}

Then, by (3.52) we have \( \sum_{i=1}^{k} |\lambda_i| > 0 \). Summing up the equations in (3.53) and using elementary estimates, we have
\begin{equation}
(3.54) \quad \frac{d}{d\tau} \sum_{i=1}^{k} \lambda_i \leq -(2\beta_{n,k})^{-1} \sum_{i=1}^{k} \lambda_i^2 \leq -(2k\beta_{n,k})^{-1} \left( \sum_{i=1}^{k} \lambda_i \right)^2 < 0.
\end{equation}

Then, we see that \( \sum_{i=1}^{k} \lambda_i(\tau) \) is decreasing. This and \( \lim_{\tau \to \infty} \sum_{i=1}^{k} \lambda_i(\tau) \to 0 \) imply that
\begin{equation}
(3.55) \quad \sum_{i=1}^{k} \lambda_i(\tau) < 0
\end{equation}

for all sufficiently negative times. Integrating the above differential inequality (3.55) we have
\begin{equation}
(3.56) \quad \left| \sum_{i=1}^{k} \lambda_i(\tau) \right| \leq C |\tau|.
\end{equation}

Now, for any \( \varepsilon > 0 \) small enough, we can find \( \tau_0 < 0 \) sufficiently negative such that
\begin{equation}
(3.57) \quad |\tilde{E}_i| < \varepsilon^2 \frac{2}{4\beta_{n,k} k} \sum_{i=1}^{k} \lambda_i^2
\end{equation}

for all \( \tau \leq \tau_0 \). Let
\begin{equation}
(3.58) \quad Q = \max_{1 \leq i \leq k} \lambda_i + \varepsilon \min_{1 \leq i \leq k} \lambda_i
\end{equation}

and
\begin{equation}
(3.59) \quad J' = \{ \tau \leq \tau_0 : Q(\tau) \geq 0 \}.
\end{equation}

Then, we have the following claim.

**Claim 3.5** (almost non-upward quadratic bending estimates).
\begin{equation}
(3.60) \quad J' = \emptyset.
\end{equation}

**Proof of claim.** Suppose towards a contradiction that \( J' \neq \emptyset \). Clearly, \( J' \) is closed by the continuity of \( \max_{1 \leq i \leq k} \lambda_i \) and \( \min_{1 \leq i \leq k} \lambda_i \). For any element \( \bar{\tau} \in J' \), we may assume without loss of generality that \( \max_{1 \leq i \leq k} \lambda_i(\bar{\tau}) = \lambda_1(\bar{\tau}) \) and \( \min_{1 \leq i \leq k} \lambda_i(\bar{\tau}) = \lambda_k(\bar{\tau}) \). Since \( Q(\bar{\tau}) \geq 0 \), we have
\begin{equation}
(3.61) \quad \sum_{i=1}^{k} \lambda_i^2(\bar{\tau}) \leq \frac{k}{\varepsilon^2} \lambda_1^2(\bar{\tau}).
\end{equation}
Then we recall the definition of left upper derivative $\bar{D}^{-}$:

$$
\bar{D}^{-} f(x) = \limsup_{h \to 0^+} \frac{f(x) - f(x - h)}{h}.
$$

By definition, (3.43) and (3.57), it has the following property:

$$
\bar{D}^{-} \min_{1 \leq i \leq k} \lambda_i(\bar{\tau}) = \limsup_{h \to 0^+} \frac{\lambda_k(\bar{\tau}) - \min_{1 \leq i \leq k} \lambda_i(\bar{\tau} - h)}{h} = \max_{1 \leq i \leq k} \limsup_{h \to 0^+} \frac{\lambda_i(\bar{\tau}) - \lambda_i(\bar{\tau} - h)}{h} 
\leq \max_{1 \leq i \leq k} \lambda_i'(\bar{\tau}) 
\leq \frac{\varepsilon^2}{4\beta_{n,k}k} \sum_{i=1}^{k} \lambda_i^2(\bar{\tau}).
$$

From (3.43), (3.57) and the definition of left upper derivative, we have

$$
\bar{D}^{-} \max_{1 \leq i \leq k} \lambda_i(\bar{\tau}) = \limsup_{h \to 0^+} \frac{\lambda_1(\bar{\tau}) - \max_{1 \leq i \leq k} \lambda_i(\bar{\tau} - h)}{h} 
\leq \lambda_1'(\bar{\tau}) 
\leq -\beta_{n,k}^{-1} \lambda_1^2(\bar{\tau}) + \frac{\varepsilon^2}{4\beta_{n,k}k} \sum_{i=1}^{k} \lambda_i^2(\bar{\tau}).
$$

Putting (3.63) and (3.64) together we get

$$
\bar{D}^{-} Q(\bar{\tau}) \leq -\beta_{n,k}^{-1} \lambda_1^2 + \frac{2\varepsilon^2}{4\beta_{n,k}k} \sum_{i=1}^{k} \lambda_i^2 \leq -\frac{\lambda_1^2}{2\beta_{n,k}} < 0.
$$

Hence, there is a small $\delta > 0$ such that $(\bar{\tau} - \delta, \bar{\tau}] \subset J'$. Consequently, $J' = (-\infty, \tau_0]$. This and (3.64) imply that $\max_{1 \leq i \leq k} \lambda_i(\tau)$ on $J'$ satisfies

$$
\bar{D}^{-} \max_{1 \leq i \leq k} \lambda_i(\tau) \leq -\beta_{n,k}^{-1} (\max_{1 \leq i \leq k} \lambda_i)^2(\tau) + \frac{\varepsilon^2}{4\beta_{n,k}k} \sum_{i=1}^{k} \lambda_i^2(\tau) < 0,
$$

which implies

$$
\sup_{(-\infty, \tau_0]} \max_{1 \leq i \leq k} \lambda_i \geq \max_{1 \leq i \leq k} \lambda_i(\tau_0) > 0.
$$

However, this contradicts the fact that $\sum_{i=1}^{k} \lambda_i^2(\tau) \to 0$ as $\tau \to -\infty$. Hence $J'$ is an empty set. \(\square\)

Then we have $\limsup \frac{\lambda_i}{\sum_{i=1}^{k} |\lambda_i|} \leq \lambda_i(\tau) \leq 0$ for each $1 \leq i \leq k$ and the strict inequality holds for some $1 \leq i \leq k$ since the neutral mode is dominant. Hence there is a large
constant $C$ such that for all sufficiently negative time $\tau$ the following estimates holds.

\[ \frac{1}{2}\left| \sum_{i=1}^{k} \lambda_i \right| \leq k \sum_{i=1}^{k} |\lambda_i| \leq C \sum_{i=1}^{k} |\lambda_i|. \]

(3.68)

Then, this together with (3.56) gives the right side of (3.38). Namely

\[ \sum_{i=1}^{k} |\lambda_i| \leq \frac{C}{|\tau|}. \]

(3.69)

Finally, we plug (3.68) into (3.53) and get

\[ \frac{d}{d\tau} \sum_{i=1}^{k} \lambda_i \geq -C(n,k)(\sum_{i=1}^{k} \lambda_i)^2, \]

(3.70)

where $0 < C(n,k) < \infty$ is a constant depending on $n,k$. Integrating the differential inequality and using (3.68) imply the left side of (3.38). Namely

\[ \frac{c}{|\tau|} \leq \frac{1}{2} \sum_{i=1}^{k} |\lambda_i| \leq \sum_{i=1}^{k} |\lambda_i|. \]

(3.71)

This completes the proof of estimates (3.38) and the lemma. \qed

Now, we prove Theorem 3.3 (spectral quantization theorem).

**Proof of the Theorem 3.3 and Theorem 1.2.** By Lemma 3.4 and Proposition 3.1 we have

\[ \dot{A} = -\beta_{n,k}^{-1} A^2 + O(|\tau|^{-2-\frac{\gamma}{2}}), \]

(3.72)

where $\beta_{n,k} = \sqrt{\frac{2(n-k)}{k}}$ and $\gamma > 0$ is from (2.59).

Then by (3.37) and (3.42) in proof of Lemma 3.4 and the norm representation of symmetric matrix, we have

\[ \frac{d}{d\tau} \beta_{n,k}^{-1} \lambda_i^2 = O(|\tau|^{-2-\frac{\gamma}{2}}) \quad 1 \leq i \leq k. \]

(3.73)

Then, since the power in the error of above ODEs is $-2 - \frac{\gamma}{2} < -2$, we can integrate the ODEs and find a constant $0 < \mu \ll \gamma/2$ small enough as in [FL93, Lem 5.1] such that either

\[ \lambda_i = \beta_{n,k} \tau^{-1} + O(\tau^{-1-\mu}), \]

(3.74)

or

\[ \lambda_i = O(\tau^{-1-\mu}). \]

(3.75)

By diagonalization method and above dichotomy of asymptotics of eigenvalues $\lambda_1, \ldots, \lambda_k$, we obtain that solutions of (3.6) satisfy the following quantized sharp asymptotics:

\[ A(\tau) = \frac{\beta_{n,k}}{\tau} R(\tau) \text{diag}\{I_{k-r}, O_r\} R(\tau)^{-1} + o(\tau^{-1-\mu}), \]

(3.76)

where $R(\tau) \in \text{SO}(k)$ and $0 \leq r \leq k$.

Then, we need to show that $R(\tau)$ is a time independent constant matrix by the
similar argument in the proof of [FL93, Prop 5.1]. If \( r = 0 \) or \( r = k \), \( R \) is already constant matrix and the conclusion is obviously true, so without loss of generality we may assume that \( 1 \leq r \leq k - 1 \). Let \( \gamma_\ell = \{i_1, \ldots, i_\ell\} \subset \{1, \ldots, k\} \). We let \( A_{\gamma_\ell} \) be the determinant of submatrix of \( A \) by selecting rows and columns according to \( \gamma_\ell \). By the above quantized asymptotics of \( \lambda_i \), we have

\[
|A_{\gamma_\ell}| \leq \frac{C}{|\tau|^\ell} \quad \text{tr} A = \frac{(k-r)\beta_{n,k}}{\tau} + O(\tau^{-1-\mu}) \quad \text{det} A = \delta_{r,1} \beta_{n,k} \tau^{-k} + O(\tau^{-k-\mu}).
\]

Then, we write (3.72) in the following equivalent form

\[
\dot{\alpha}_{ij} = -\beta_{n,k}^{-1} \sum_{m=1}^k \alpha_{mi} \alpha_{mj} + O(|\tau|^{-2-\gamma}) \quad 1 \leq i, j \leq k.
\]

Using (3.78) and \( 0 < \mu \ll \frac{1}{2} \), direct computation shows that \( A_{\gamma_\ell} \) satisfies the ODE system

\[
\frac{d}{d\tau} A_{\gamma_\ell} = -\beta_{n,k}^{-1} \left[ A_{\gamma_\ell} \text{tr} A + \sum_{q \not\in \gamma_\ell} A_{\gamma_\ell \cup \{q\}} + O(\tau^{-\ell-1-\mu}) \right] \quad \ell = 1, \ldots, k - 1.
\]

In particular, for \( \ell = k - 1 \) using (3.77) we have

\[
\frac{d}{d\tau} A_{\gamma_{k-1}} = \frac{(r-k)}{\tau} A_{\gamma_{k-1}} + O(\tau^{-k-\mu}).
\]

Solving this first order ODE (notice that \( k \geq 1 \) always holds), we obtain

\[
A_{\gamma_{k-1}} = C_{\gamma_{k-1}} \tau^{r-k} + O(\tau^{-k+1-\mu}),
\]

where \( C_{\gamma_{k-1}} \) is a constant. Inductively, we can find some constants \( C_{\gamma_\ell} \) such that

\[
\begin{cases}
A_{\gamma_\ell} = O(\tau^{-\ell-\mu}), & \text{if } k - r + 1 \leq \ell \leq k, \\
A_{\gamma_\ell} = C_{\gamma_\ell} \tau^{-\ell} + O(\tau^{-\ell-\mu}), & \text{if } 1 \leq \ell \leq k - r.
\end{cases}
\]

By the asymptotics of \( A_{\gamma_1}, A_{\gamma_2} \) and \( a_{ij}^* = a_{ii} - a_{jj} \), we obtain that

\[
A(\tau) = \frac{\beta_{n,k}}{\tau} R_0 \text{diag}\{I_{k-r}, O_r\} R_0^{-1} + O(\tau^{-1-\mu}),
\]

where \( R_0 \in \text{SO}(k) \) is a constant matrix. Let

\[
Q = -\beta_{n,k} R_0 \text{diag}\{I_{k-r}, O_r\} R_0^{-1}.
\]

Then, we obtain

\[
\lim_{\tau \to -\infty} \left\| \tau |\dot{u}(y, \omega, \tau) - y^T Q y + 2\text{tr}(Q)| \right\|_{\mathcal{H}} = 0,
\]

where \( Q \) is the constant symmetric \( k \times k \)-matrix in (3.84) with quantized eigenvalues \( 0 \) or \( -\frac{\sqrt{2(k-\mu)}}{4} \). Finally, by standard interior estimates [CHH21a, Thm A.1], we have

\[
\lim_{\tau \to -\infty} \left\| \tau |u(y, \omega, \tau) - y^T Q y + 2\text{tr}(Q)| \right\|_{C^p(B_R)} = 0
\]

holds for all \( R < \infty \) and all integers \( p \geq 0 \). This completes the proof of Theorem 3.3. \qed
4. PROOF OF THE SYMMETRY IMPROVEMENT THEOREM

In this section, we prove Theorem 1.5 (symmetry improvement theorem) including cylindrical symmetry improvement theorem and cap improvement theorem. For readers’ convenience, we state the two symmetry improvement theorems separately and give proofs of them below.

Theorem 4.1 (cylindrical symmetry improvement theorem). There exist constants $L_0 < \infty$ large enough and $\varepsilon_0 > 0$ small enough depending only on dimension $n$ and satisfying the following properties. Suppose that $\mathcal{M} = \{M_t\}$ is a mean curvature flow and $(\hat{x}, \hat{t}) \in \mathcal{M}$ is a space-time point. If every point in the parabolic neighborhood $\hat{P}(\hat{x}, \hat{t}, L_0, L_0^2)$ is $\varepsilon_0$-close to a cylinder $\mathbb{R}^k \times S^{n-k}$ and $(\varepsilon, n-k)$-symmetric, where $0 < \varepsilon < \varepsilon_0$, then $(\hat{x}, \hat{t})$ is $(\hat{\mathcal{F}}, n-k)$-symmetric.

Proof. \textbf{Step 1:} Without loss of generality, we may assume $\hat{t} = -1$. By property of $\varepsilon_0$-close to a cylinder $\mathbb{R}^k \times S^{n-k}$ in the normalized parabolic neighborhood $\hat{P}(\hat{x}, -1, L_0, L_0^2)$, where we can assume $L_0 > 200n^2$. After appropriate scaling we can write $M_t$ as a radial graph over the shrinking cylinder $\mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}|\hat{t}|)$. Namely

\begin{equation}
\{(z, r\omega)|r = r(z, \omega, t), z \in \mathbb{R}^k \cap B(0, \frac{L_0}{2}), \omega \in S^{n-k}\} \subset M_t.
\end{equation}

Let $0 = \lambda_0 < \lambda_1 = \lambda_2 = \ldots \lambda_{n-k+1} = n-k < 2(n-k+1) = \lambda_{n-k+2} \leq \lambda_{n-k+3} \leq \ldots$ be eigenvalues of $-\Delta_{S^{n-k}}$ and let $Y_i(\omega)$ be the eigenfunction corresponding to $\lambda_i$ such that $\{Y_m\}$ forms an orthonormal basis of $L^2(S^{n-k})$. In addition for $1 \leq j \leq n-k+1$, the corresponding eigenfunction $Y_j$ of $\lambda_j$ is $(n-k+1)\frac{1}{2}\sqrt{\text{Vol}(S^{n-k})} \frac{1}{\sqrt{2}}$ times the restriction of $(k+j)$-th coordinate function of $\{0\} \times \mathbb{R}^{n-k+1} \subset \mathbb{R}^{n+1}$ on $S^{n-k}$.

\textbf{Step 2:} For each point $(x_0, t_0)$ in the parabolic neighborhood $\hat{P}(\hat{x}, \hat{t}, L_0, L_0^2)$, by $(\varepsilon, n-k)$-symmetric assumption we can find a normalized set of rotation vector fields $\mathcal{K}^{(x_0, t_0)} = \{K^{(x_0, t_0)}_\alpha\}_{\alpha=1}^1$ such that

\begin{align*}
&\max_{\alpha} |\langle K^{(x_0, t_0)}_\alpha, \nu \rangle| H \leq \varepsilon, \\
&\max_{\alpha} |K^{(x_0, t_0)}_\alpha| H \leq 5n
\end{align*}

hold in $\hat{P}(x_0, t_0, 100n^{5/2}, 1000n^n)$. In particular, we let $\mathcal{K} = \mathcal{K}(\hat{x}, -1)$ be a normalized set of rotation vector fields corresponding to $(\hat{x}, -1)$ and by property of $\varepsilon_0$-close to a cylinder $\mathbb{R}^k \times S^{n-k}$ we also have

\begin{equation}
|K^{(x_0, t_0)}_\alpha(\nu)| \leq C\varepsilon(-t_0)^{1/2}.
\end{equation}

By repeatedly applying Lemma A.3 we have

\begin{equation}
\inf_{(\omega_\alpha, \beta) \in O((n-k)(n-k))} \sup_{B(x_0, L_0)} \max_{\alpha} |\bar{K}_\alpha - \sum_{\beta=1}^{(n-k)(n-k)} \omega_\alpha \beta K^{(x_0, t_0)}_\beta| \leq C(L_0)\varepsilon.
\end{equation}

In particular, by property of $\varepsilon_0$-close to a cylinder $\mathbb{R}^k \times S^{n-k}$ and Lemma A.3, the axes of rotation of $\mathcal{K}$ differ from $\mathbb{R}^k$ spanned by standard basis $\{e_1, \ldots, e_k\}$ by
at most $C(L_0)\varepsilon_0$. Rotating and translating the entire picture by at most $C(L_0)\varepsilon_0$, we may assume $\bar{K}_\alpha = J_\alpha x$ for each $\alpha = 1, 2, \ldots, \frac{(n-k+1)(n-k)}{2}$, where

(4.4) \[ J_\alpha = \begin{bmatrix} 0 & 0 \\ 0 & J_\alpha \end{bmatrix} \in \text{so}(n+1), \]

\{\bar{K}_\alpha : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\} is an orthonormal basis of $\text{so}(n+1)$. To simplify notations, for every fixed $1 \leq \alpha \leq \frac{(n-k)(n-k+1)}{2}$ we let

(4.5) \[ \bar{v}(z, \omega, t) = \langle \bar{K}_\alpha, \nu \rangle(z, \omega, t), \]

where $\nu$ is the unit normal vector field on $M_\ell$. By (4.3) we can find constants $a_{ij}$ depending on $(x_0, t_0)$, where $0 \leq i \leq k$, $1 \leq j \leq n-k+1$, such that $|a_{ij}| \leq C(L_0)\varepsilon$ and the left hand side of following estimates vanishes on cylinder and in particular by property of $\varepsilon_0$-close to a cylinder $\mathbb{R}^k \times S^{n-k}$.

(4.6) \[ |\langle \bar{K}_\alpha - K_{\alpha}(x_0, t_0), \nu \rangle - \sum_{j=1}^{n-k+1} (a_{0j} + \sum_{i=1}^{k} a_{ij} z_i) Y_j| \leq C(L_0)\varepsilon_0 \]

holds in $\bar{P}(x_0, t_0, 100n^{ \frac{5}{2}}, 100^2n^5)$. This and (4.2) imply that

(4.7) \[ |\bar{v} - \sum_{j=1}^{n-k+1} (a_{0j} + \sum_{i=1}^{k} a_{ij} z_i) Y_j| \leq C(L_0)\varepsilon_0 + C(-t_0)^{ \frac{7}{2}} \varepsilon \]

holds in $\bar{P}(x_0, t_0, 100n^{ \frac{5}{2}}, 100^2n^5)$. Then, we aim to improve this error estimates by suitably adjusting these constants. To this end, we notice that the function $\bar{v}$ satisfies parabolic Jacobi equation

(4.8) \[ \frac{\partial \bar{v}}{\partial t} = \Delta \bar{v} + |A|^2 \bar{v} \]

and the rough estimate

(4.9) \[ |\bar{v}| \leq C(L_0)\varepsilon. \]

By this and the standard interior estimate we have higher derivative estimates

(4.10) \[ |\nabla \bar{v}| + |\nabla^2 \bar{v}| \leq C(L_0)\varepsilon. \]

Hence we can write the parabolic Jacobi equation (4.8) as its linearization plus controllable errors in the cylindrical coordinates:

(4.11) \[ \left| \frac{\partial \tilde{v}}{\partial t} - \sum_{i=1}^{k} \frac{\partial^2 \tilde{v}}{\partial z_i^2} - \frac{\Delta S_{n-k} \tilde{v}}{-2(n-k)t} - \frac{1}{-2t} \tilde{v} \right| \leq C(L_0)\varepsilon_0, \]

which holds for $|z| \leq \frac{L_0}{4}$ and $-\frac{L_0^2}{16} \leq t \leq -1$. Then, for $\ell > 1$, we define

(4.12) \[ \Omega_\ell(\bar{z}) = \{z = (z_1, \ldots, z_k) \in \mathbb{R}^k : |z_i - \bar{z}_i| \leq \ell \} \quad \Omega_\ell = \Omega_\ell(0), \]

(4.13) \[ \Gamma_\ell = \{(z, \omega, t) \in \Omega_\ell \times S^{n-k} \times [-\ell^2, -1] : t = -\ell^2 \text{ or } \max_{1 \leq i \leq k} |z_i| = \ell \}. \]

Let $\tilde{v}$ to be the solution to the linearized parabolic Jacobi equation:

(4.14) \[ \frac{\partial \tilde{v}}{\partial t} = \sum_{i=1}^{k} \frac{\partial^2 \tilde{v}}{\partial z_i^2} + \frac{\Delta S_{n-k} \tilde{v}}{-2(n-k)t} + \frac{1}{-2t} \tilde{v}. \]
in $\Omega_{\frac{L_0}{4\sqrt{n}}} \times S^{n-k} \times [-\frac{L^2}{16n} - 1]$ with the boundary condition $\tilde{v} = \bar{v}$ on $\Gamma_{\frac{L_0}{4\sqrt{n}}}$.

By the maximum principle,
\begin{equation}
|\bar{v} - \tilde{v}| \leq C(L_0)\varepsilon \varepsilon_0.
\end{equation}

Next, we aim to improve estimates of $w$ in (4.7) by estimating Fourier coefficients of $\tilde{v}$:
\begin{equation}
v_m = \int_{S^{n-k}} \tilde{v}(z,\omega,t)Y_m(\omega)d\omega.
\end{equation}

Direct computation shows that $v_m$ satisfies the following equation
\begin{equation}
\frac{\partial v_m}{\partial t} = \sum_{i=1}^{k} \frac{\partial^2 v_m}{\partial z_i^2} + \frac{n - k - \lambda_m}{2(n - k)} v_m.
\end{equation}

Let $\hat{v}_m = v_m(-t)^{\frac{n - k - \lambda_m}{2(n - k)}}$. Then $\hat{v}_m$ satisfies the linear heat equation
\begin{equation}
\frac{\partial \hat{v}_m}{\partial t} = \sum_{i=1}^{k} \frac{\partial^2 \hat{v}_m}{\partial z_i^2}.
\end{equation}

**Case 1:** $m \geq n - k + 2$.

In this case, $\lambda_m \geq 2(n - k + 1)$. Taking $L^2$ inner product with $Y_m$ on both sides of (4.7) and multiplying both sides by $(-t)^{\frac{n - k - \lambda_m}{2(n - k)}}$, we obtain that
\begin{equation}
|\hat{v}_m| \leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon)(-t)^{1 - \frac{\lambda_m}{2(n - k)}}.
\end{equation}

Using the solution formula of the heat equation with initial and boundary conditions, we obtain
\begin{equation}
\hat{v}_m(z,t) = \int_{\Omega_{\frac{L_0}{4\sqrt{n}}}^L} K_{t+s}^{L_0}(z,y)\hat{v}_m(y,-\frac{L^2}{16n})dy
- \int_{-\frac{L^2}{16n}}^{L_0} \int_{\partial\Omega_{\frac{L_0}{4\sqrt{n}}}^L} \frac{\partial \nu_y}{\partial z_i} K_{t+s}(z,y)\hat{v}_m(y,s)dyds,
\end{equation}

where one can use infinite reflection method to show that the Dirichlet heat kernel (Green’s function of heat equation with Dirichlet boundary condition) is given by
\begin{equation}
K_t(z,y) = \sum_{\delta \in \{1,-1\}^k, i \in \mathbb{Z}^k} (-1)^{\sum_{i=1}^{k} \delta_i} \frac{L^2}{16n} \prod_{i=1}^{k} \exp\left(-\frac{L^2}{16n} \frac{(z_i - \delta_i y_i - (4L_i + 1 - \delta_i) \frac{L_0}{4\sqrt{n}})^2}{4t}\right),
\end{equation}

and has the similar heat kernel estimates as in [Zhu22, Appendix 5.2]
\begin{equation}
\int_{\partial\Omega_{\frac{L_0}{4\sqrt{n}}}^L} |\frac{\partial \nu_y}{\partial z_i} K_{t+s}(z,y)| dy \leq C(k)\frac{L^k}{(t-s)^{1+\frac{L^2}{4\sqrt{n}(t-s)}}}.\end{equation}
Putting this into (4.20) and using heat kernel estimates [Zhu21, Appendix 5.2] and (4.19), we have the following estimate in \( \Omega_{(100n)^3 \times [-100n]^{6}, -1} \)

\[
|\tilde{v}_m(z,t)| \leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon) \left( \frac{L_0^3}{16n} \right)^{1-\frac{\lambda_m}{2(n-k)}} + (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon) \int_{0}^{t} \frac{L_0^k}{(t-s)^{1+\frac{k}{2}}} e^{-\frac{L_0^2}{16n(1-r)}} (-s)^{1-\frac{\lambda_m}{2(n-k)}} ds
\]

\[
\leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon) \left[ \left( \frac{L_0^3}{16n} \right)^{1-\frac{\lambda_m}{2(n-k)}} + \int_{0}^{t} L_0^{-2} e^{-\frac{L_0^2}{2000(1-r)}} (-s)^{1-\frac{\lambda_m}{2(n-k)}} ds \right]
\]

\[
\leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon) \left[ \left( \frac{L_0^3}{16n} \right)^{1-\frac{\lambda_m}{2(n-k)}} + \frac{-t}{L_0^2 \sqrt{\lambda_m}} \int_{0}^{t} \frac{L_0^2 \sqrt{\lambda_m}}{1+(\frac{t}{L_0^2 \sqrt{\lambda_m}})^{\frac{2n-2k+1-\lambda_m}{2(n-k)}}} ds \right]
\]

Note that all the eigenvalues of \(-\triangle_{S^{n-k}}\) are in the form of \(l(l+n-k-1)\) for integers \(l \geq 1\) with multiplicity \(N_l = \binom{n+l-k}{n-k} - \binom{n+l-k-2}{n-k+1}\). Moreover, we know that for each eigenvalue \(\lambda_m\), the corresponding eigenfunction \(Y_m\) satisfies \(\sup_{S^{n-k}} |Y_m| \leq C \lambda_m^{n-k}\) and \(\lambda_m \approx m^{\frac{2k}{n-k}}\) as \(m \rightarrow +\infty\). Together with the above estimates (4.23), we conclude that

\[
\sup_{S^{n-k}} \sum_{m \geq n-k+2} |\tilde{v}_m Y_m| \leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon) L_0^{-\frac{1}{n-k}}
\]

holds in \( \Omega_{(100n)^3 \times [-100n]^{6}, -1} \).

**Case 2:** \(1 \leq m \leq n-k+1\).

In this case, \(\lambda_m = n-k\). Therefore the equation (4.17) becomes

\[
\frac{\partial v_m}{\partial t} = \sum_{i=1}^{k} \frac{\partial^2 v_m}{\partial z_i^2}.
\]

Taking \(L^2\) inner product with \(Y_m\) in (4.7), we obtain that

\[
\left|v_m - \left(a_{0m} + \sum_{i=1}^{k} a_{im} \bar{z}_i\right)\right| \leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon) (-t)^{\frac{1}{2}}
\]

holds in \(\Omega_{(-t_0)^{\frac{1}{2}} \times [2t_0, t_0]}\).
Then interior gradient estimate implies

\[
\frac{\partial^2 v_m}{\partial z_i \partial z_j} \leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon)(-t)^{-\frac{1}{2}} \quad 1 \leq i, j \leq k
\]

holds in \( \Omega_{\frac{L_0}{16n}} \times [-\frac{L_0}{64n}, -1] \).

Next, we observe that each second derivative \( \frac{\partial^2 v_m}{\partial z_i \partial z_j} \) (\( 1 \leq i, j \leq k \)) satisfies the same heat equation (4.25). Hence, estimating solution formula similarly as above implies

\[
\frac{\partial^2 v_m}{\partial z_i \partial z_j} \leq \int_{\Omega_{\frac{L_0}{16n}}} K_{i+\frac{L_0}{4n}}(z, y) \left| \frac{\partial^2 v_m}{\partial z_i \partial z_j}(y, -\frac{L_0^2}{16n}) \right| dy
\]

\[
- \int_{\Omega_{\frac{L_0}{16n}}} \int_{\partial \Omega_{\frac{L_0}{4n}}} |\partial_{r_k} K_{i-s}(z, y)| \left| \frac{\partial^2 v_m}{\partial z_i \partial z_j}(y, s) \right| dyds
\]

\[
\leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon) \left[ (\frac{L_0^2}{16n})^{-\frac{1}{2}} + \int_{\frac{L_0}{16n}}^{t} L_0^{-2}(-s)^{-\frac{1}{2}} ds \right]
\]

\[
\leq (C(L_0)\varepsilon \varepsilon_0 + C\varepsilon)L_0^{-1}
\]

holds in \( \Omega_{(100n)^3} \times [-100n)^6, -1] \).

This means that for each \( 0 \leq i \leq k \) and \( 1 \leq m \leq n-k+1 \), we can find constants \( A_{im} \), such that

\[
\left| v_m - \left( A_{0m} + \sum_{i=1}^{k} A_{im} z_i \right) \right| \leq C(L_0)\varepsilon \varepsilon_0 + CL_0^{-1}\varepsilon
\]

and

\[
|A_{im}| \leq C(L_0)\varepsilon \varepsilon_0 + CL_0^{-1}\varepsilon
\]

hold in \( \Omega_{(100n)^3} \times [-100n)^6, -1] \).

**Case 3:** \( m = 0 \).

Under cylindrical coordinates defined in (4.1), the normal vector \( \nu \) satisfies

\[
\nu \sqrt{1 + \frac{\left| \nabla s^{n-k} r \right|^2}{r^2} + |D_{R_k} r|^2} = (\omega, -D_{R_k} r) + \left( -\frac{\nabla s^{n-k} r}{r}, 0 \right).
\]

Hence for the position vector \( x = (r, z) \),

\[
\bar{\nu} \sqrt{1 + \frac{\left| \nabla s^{n-k} r \right|^2}{r^2} + |D_{R_k} r|^2} = \langle J, \omega - \frac{\nabla s^{n-k} r}{r}, -D_{R_k} r \rangle.
\]

Then we have

\[
\bar{\nu} \sqrt{1 + \frac{\left| \nabla s^{n-k} r \right|^2}{r^2} + |D_{R_k} r|^2} = (r, z) J(x) \omega - \frac{\nabla s^{n-k} r}{r}, -D_{R_k} r \rangle^T = -\langle J, \omega, \nabla s^{n-k} r \rangle.
\]
Integrating the identity over the unit sphere $S^{n-k}$, we obtain

\[
\int_{S^{n-k}} \sqrt{1 + \frac{|
abla S^{n-k}r|^2}{r^2} + |D_{\mathbb{R}^k}r|^2} d\omega = - \int_{S^{n-k}} \langle \bar{J}_\alpha \omega, \nabla S^{n-k}r \rangle d\omega = \int_{S^{n-k}} r \text{div}_{S^{n-k}} (\bar{J}_\alpha \omega) d\omega = 0,
\]

where we used the fact that $J_\alpha \omega$ is a divergence free vector field on $S^{n-k}$.

Since $|\bar{v}| \leq C(L_0)\varepsilon$ and $|\frac{\nabla S^{n-k}r}{r}| + |D_{\mathbb{R}^k}r| \leq C(L_0)\varepsilon_0$, we have

\[
\int_{S^{n-k}} |\bar{v}(z, \omega)| d\omega \leq C(L_0)\varepsilon_0
\]

in $\Omega_{(100n)^3} \times [-1, 1]$, which gives $|v_0| \leq C(L_0)\varepsilon_0 \varepsilon$ and completes the 0-mode analysis.

**Step 3:** Adjusting the axis. From the previous steps and (4.15), we can find constants $A_{\alpha,ij}$ ($1 \leq \alpha \leq \frac{(n-k)(n-k+1)}{2}$, $0 \leq i \leq k$ and $1 \leq j \leq n - k + 1$) such that

\[
|\langle \bar{K}_\alpha, \nu \rangle - \sum_{j=1}^{n-k+1} \left( A_{\alpha,0j} + \sum_{i=1}^{k} A_{\alpha,ij} z_i \right) Y_j | \leq C(L_0)\varepsilon_0 + C L_0^{\frac{1}{n-k}} \varepsilon
\]

and

\[
|A_{\alpha,0j}| \leq C(L_0)\varepsilon.
\]

Let us define

\[
F_j(z) = \int_{S^{n-k}} r(z, \omega, -1) Y_j (\omega) d\omega \quad j = 1, \ldots, n - k + 1.
\]

We aim to use these functions to construct anti-symmetric matrices and translation. We first extract information about $A_{\alpha,ij}$ from (4.36). Therefore, for $1 \leq j \leq n - k + 1$ we project (4.36) to each spherical eigenfunction $Y_j$ and obtain

\[
\int_{S^{n-k}} \langle \bar{K}_\alpha, \nu \rangle Y_j d\omega - A_{\alpha,0j} - \sum_{i=1}^{k} A_{\alpha,ij} z_i \rangle \leq C(L_0)\varepsilon_0 + C L_0^{\frac{1}{n-k}} \varepsilon.
\]

By (4.5) and (4.33) we have

\[
\int_{S^{n-k}} \langle \bar{K}_\alpha, \nu \rangle Y_j \sqrt{1 + \frac{|
abla S^{n-k}r|^2}{r^2} + |D_{\mathbb{R}^k}r|^2 + \langle \bar{J}_\alpha \omega, \nabla S^{n-k}r \rangle Y_j} d\omega = 0.
\]

Arguing as in the previous step and using (4.33), $|\bar{v}| \leq C(L_0)\varepsilon$ and $|\frac{\nabla S^{n-k}r}{r}| + |D_{\mathbb{R}^k}\bar{v}| \leq C(L_0)\varepsilon_0$ we have

\[
\int_{S^{n-k}} \langle \bar{K}_\alpha, \nu \rangle Y_j + \text{div}_{S^{n-k}} (rJ_\alpha \omega) Y_j d\omega \leq C(L_0)\varepsilon_0 \varepsilon.
\]
Direct computation shows
\[
\int_{S_{n-k}} \text{div}_{S_{n-k}}(rJ_\alpha)Y_j(\omega)d\omega = - \int_{S_{n-k}} \langle rJ_\alpha, \nabla_{S_{n-k}} Y_j(\omega) \rangle d\omega \\
= - \sum_{i=1}^{n-k+1} \int_{S_{n-k}} \bar{J}_{\alpha,ji}rY_i(\omega)d\omega \\
= - \sum_{i=1}^{n-k+1} J_{\alpha,ji} F_i.
\]
Combining (4.39) (4.41) and (4.42) we have
\[
|A_{\alpha,0j} + \sum_{i=1}^{k} A_{\alpha,ij}z_i - \sum_{i=1}^{n-k+1} \bar{J}_{\alpha,ji} F_i| \leq C(L_0)\varepsilon_0 + CL_0^{-\frac{1}{2\alpha}} \varepsilon.
\]
Then, we define \( b = (0, \ldots, 0, b_1, \ldots, b_{n-k+1}) \in \mathbb{R}^k \times \mathbb{R}^{n-k+1} \) and \( P \perp \text{so}(k) \oplus \text{so}(n-k+1) \subset \text{so}(n+1) \) as follows:
\[
b_j = F_j(0) \quad 1 \leq j \leq n-k+1, \quad P_{k+j,i} = \frac{1}{2}(F_i(e_i) - F_j(-e_i)) \quad 1 \leq i \leq k, 1 \leq j \leq n-k+1,
\]
where \( e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) is the unit vector in \( \mathbb{R}^k \) with the only nonzero factor in the \( i \)-th coordinate. Then by (4.33), \( |\bar{v}| \leq C(L_0)\varepsilon_0 \) and \( |\nabla_{S_{n-k}} r| + |D_{R^k}[\bar{v}]| \leq C(L_0)\varepsilon_0 \), we have \( |\nabla_{S_{n-k}} r| \leq C(L_0)\varepsilon_0 \) in \( \Omega \times [-\frac{t^2}{16n}, -1] \). By the construction, the above estimates and \( \int_{S_{n-k}} r(\omega_0, z, -1)Y_j(\omega)d\omega = 0 \) for any fixed \( \omega_0 \in S^{n-k} \), we have
\[
[P, J_\alpha]_{k+j,i} = - \sum_{i=1}^{n-k+1} \frac{1}{2} J_{\alpha,ji}(F_i(e_i) - F_j(-e_i))
\]
and
\[
|P| + |b| \leq C(L_0)\varepsilon.
\]
Combining (4.43) and (4.46) we obtain
\[
|A_{\alpha,0j} - (J_\alpha b)_{k+j}| \leq C(L_0)\varepsilon_0 + CL_0^{-\frac{1}{2\alpha}} \varepsilon
\]
and
\[
|A_{\alpha,ij} + [P, J_\alpha]_{k+j,i}| \leq C(L_0)\varepsilon_0 + CL_0^{-\frac{1}{2\alpha}} \varepsilon.
\]
Now we let \( S = \exp(P) \) and
\[
\hat{K}_\alpha(x) = SJ_\alpha S^{-1}(x - b).
\]
Using estimates (4.36), (4.47)-(4.49) and property of \( \varepsilon_0 \)-close to a cylinder \( \mathbb{R}^k \times S^{n-k} \) we have that
\[
|\langle \hat{K}_\alpha - \check{K}_\alpha, \nu \rangle - \sum_{j=1}^{n-k+1} \left(A_{\alpha,0j} + \sum_{i=1}^{k} A_{\alpha,ij}z_i \right) Y_j| \leq C(L_0)\varepsilon_0 + CL_0^{-\frac{1}{2\alpha}} \varepsilon
\]
holds in \( \hat{\mathcal{P}}(x_0, t_0, 100n^{\frac{2}{3}}, 100^2n^5) \). This and (4.36) imply that
\[
\max_a |(\hat{K}_a, \nu)| H \leq C(L_0)\varepsilon_0 + CL_0^{\frac{5}{2}+\varepsilon}
\]
holds in \( \hat{\mathcal{P}}(x_0, t_0, 100n^{\frac{2}{3}}, 100^2n^5) \).

Finally, we take \( L_0 \) large enough and subsequently \( \varepsilon_0 \) small enough, Theorem 4.1 then follows.

Then we discuss cap improvement theorem as in [Zhu21, Thm 3.12]. Let \( L_0, \varepsilon_0 \) be constant from Theorem 4.1 (cylindrical symmetry improvement theorem).

**Theorem 4.2** (cap improvement theorem). There exist constants \( L_1 > L_0 \) and \( \varepsilon_1 < \varepsilon_0 \) satisfying the following property: for a mean curvature flow \( \mathcal{M} = \{ M_t \} \) and a space-time point \((\bar{x}, \bar{t})\), if \( \mathcal{P}(\bar{x}, \bar{t}, L_1, L_1^2) \) is \( \varepsilon_1 \)-close to a piece of \( \mathbb{R}^{k-1} \times \Sigma \) after rescaling such that \( H(\bar{x}, \bar{t}) = 1 \), where \( \Sigma \) is the unique \((n-k+1)\)-dimensional round bowl, and each point in \( \hat{\mathcal{P}}(\bar{x}, \bar{t}, L_1, L_1^2) \) is \((\varepsilon, n-k)\)-symmetric, then \((\bar{x}, \bar{t})\) is \((\frac{2}{3}, n-k)\)-symmetric.

**Proof.** Throughout the proof, \( L_1 \) is assumed to be large enough depending only on \( \varepsilon_0, L_0, n \) and \( \varepsilon_1 \) is assumed to be small enough depending only on \( L_0, \varepsilon_0, n, L_1 \), and \( j \) is a fixed large integer depending only on \( L_0, \varepsilon_0, n \).

We assume that \( \Sigma \) is the \((n-k+1)\)-dimensional round bowl soliton in the subspace \( \{ 0 \} \times \mathbb{R}^{n-k+2} \subset \mathbb{R}^{n+1} \) with tip \( \Sigma \) at the origin and translates towards positive direction of \( x_k \) axis with unit speed. Let \( \epsilon_k \) be the unit vector in the positive \( x_k \) direction that coincide with the inward normal vector of \( \Sigma \) at the origin. We write \( \Sigma_t = \Sigma + t\epsilon_k \). Then \( \Sigma_t \) is the translating mean curvature flow and \( \Sigma = \Sigma_0 \).

After rescaling we may assume that \( H(\bar{x}, \bar{t}) = 1 \) at \( \bar{t} = 0 \). By assumption, there exists a scaling factor \( \kappa > 0 \) such that the parabolic neighborhood \( \hat{\mathcal{P}}(\bar{x}, 0, L_1, L_1^2) \) can be written a graph over the translating \( \mathbb{R}^{k-1} \times \kappa^{-1}\Sigma_t \) with graph norm \( \varepsilon_1 \) small in \( C^{10} \). By the above setup, the maximal mean curvature of \( \kappa^{-1}\Sigma_t \) is \( \kappa \). Let \( p_t \in \kappa^{-1}\Sigma_t \) be the tip. Let the affine plane \( P_t = \mathbb{R}^{k-1} \times \{ p_t \} \). The splitting directions are assumed to be \( x_1, ..., x_{k-1} \) axes. By our normalization, \( H(\bar{x}, 0) = 1 \). The maximality of \( \kappa \) together with the approximation ensures that \( \kappa \geq 1 - C\varepsilon_1 \).

We define \( d(\bar{x}, P_t) = \min_{a \in P_t} |\bar{x} - a| \) to be the Euclidean distance between \( \bar{x} \) and \( P_t \).

**Step 1** By the structure of the bowl soliton and approximation, there exists \( \Lambda_* < \infty \) depending only on \( \varepsilon_0, L_0, n \) such that if \( d(\bar{x}, P_0) \geq \Lambda_* \), then for every space-time point \( (y, s) \in \hat{\mathcal{P}}(\bar{x}, 0, L_0, L_0^2) \) we have
\[
\hat{\mathcal{P}}(y, s, 100n^{\frac{2}{3}}, 100^2n^5) \subset \hat{\mathcal{P}}(\bar{x}, 0, L_1, L_1^2),
\]
and \( (y, s) \) is \( \varepsilon_0 \)-close to a cylinder \( \mathbb{R}^k \times S^{n-k} \). Then we can apply Theorem 4.1 to conclude that \((\bar{x}, \bar{t})\) is \((\frac{2}{3}, n-k)\)-symmetric and we are done.

**Step 2** We assume that \( d(\bar{x}, l_0) \leq \Lambda_* \).

By the structure of the bowl soliton, we get
\[
\frac{1}{2} < \kappa < C.
\]
We define a series of set $\text{Int}_j(\tilde{\mathcal{P}}(\tilde{x}, 0, L_1, L_2))$ inductively by
\begin{equation}
\text{Int}_0(\tilde{\mathcal{P}}(\tilde{x}, 0, L_1, L_2)) = \tilde{\mathcal{P}}(\tilde{x}, 0, L_1, L_2),
\end{equation}
and
\begin{equation}
(y, s) \in \text{Int}_j(\tilde{\mathcal{P}}(\tilde{x}, 0, L_1, L_2)) \iff \tilde{\mathcal{P}}(y, s, 10^6n^2L_0, 10^{12}n^4L_0^2) \subset \text{Int}_{j-1}(\tilde{\mathcal{P}}(\tilde{x}, 0, L_1, L_2)).
\end{equation}

We abbreviate $\text{Int}_j(\tilde{\mathcal{P}}(\tilde{x}, 0, L_1, L_2))$ as $\text{Int}(j)$, and we notice that when
\begin{equation}
10^{-8j-8n^{-2j} - 2L_0^{-j-1}} L_1 \geq \Lambda_1,
\end{equation}
we have
\begin{equation}
\tilde{\mathcal{P}}(\tilde{x}, 0, 10^{-8j}n^{-2j} L_0^{-j} L_1, 10^{-12j}n^{-4j} L_0^{-2j} L_1^2) \subset \text{Int}(j).
\end{equation}
Then arguing as in [Zhu21, Thm 3.12], we can show that there exists $\Lambda_1 \gg \Lambda_*$ depending only on $\varepsilon_0, L_0$ such that for any $(x, t) \in \text{Int}_j(\tilde{\mathcal{P}}(\tilde{x}, 0, L_1, L_2))$, if $d(x, P_t) \geq 2\tilde{\Lambda} \Lambda_1$, then $(x, t)$ is $(2^{-j} \varepsilon, n-k)$-symmetric, where $j \in \mathbb{N}^+$.

**Step 3:** Then, we define some regions as follows.
\begin{align*}
\Omega_j^t &= \{ x \in M_t \mid \max\{ |x_1|, \ldots, |x_{k-1}| \} \leq W_j, d(x, P_t) \kappa \leq D_j \}, \\
\Omega_j &= \bigcup_{t \in [-1-T_j, -1]} \Omega_j^t, \\
\partial^1 \Omega_j &= \{ (x, s) \in \partial \Omega_j | d(x, P_s) \kappa = D_j \}, \\
\partial^2 \Omega_j &= \{ (x, s) \in \partial \Omega_j | \max\{ |x_1|, \ldots, |x_{k-1}| \} \leq W_j \}.
\end{align*}
where $D_j = 2\tilde{\Lambda} \Lambda_1$, $W_j = T_j = 2\tilde{\Lambda} \Lambda_1$.

By repeatedly applying Lemma A.3 and Lemma A.4, we obtain a normalized set of rotation vector fields $\mathcal{K}^{(j)} = \{ K^{(j)}_\alpha \}, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \}$ such that
\begin{align}
\max_\alpha | \langle K^{(j)}_\alpha, \nu \rangle | H &\leq C(W_j + D_j + T_j)^2 2^{-j} \varepsilon \text{ on } \partial^1 \Omega_j^t, \\
\max_\alpha | \langle K^{(j)}_\alpha, \nu \rangle | H &\leq C(W_j + D_j + T_j)^2 \varepsilon \text{ on } \Omega_j, \\
\max_\alpha | K^{(j)}_\alpha | H &\leq 2n \text{ on } \Omega_j.
\end{align}

Now for each fixed large integer $j$ depending only on $L_0, \varepsilon_0, n$, we define single variable function
\begin{equation}
\phi(s) = \frac{c^2}{n} D_j^{-1} \log(\cosh(s)).
\end{equation}
Then $\phi'$ and $\phi''$ satisfy the following $L^\infty$-norm estimates:
\begin{equation}
|\phi'|_\infty \leq \frac{c^2}{n} D_j^{-\frac{1}{2}} \quad |\phi''|_\infty \leq \frac{c^2}{n} D_j^{-1}.
\end{equation}
Then, we let $\Phi(x) = \sum_{i=1}^{k-1} \phi(x_i)$. For each $K^{(j)}_\alpha$ ($1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$), we define the following function
\begin{equation}
f(x, t) = e^{-\Phi(x) + \lambda(t-t)} \frac{\langle K^{(j)}_\alpha, \nu \rangle}{H - \mu},
\end{equation}
where $\lambda, \mu$ will be determined as follows in (4.66). By the asymptotics of the bowl soliton, we can find $c_n \in (0, 1)$ such that $H \geq 2c_n D_j^{-1/2}$ in $\Omega_j$ and we let

\begin{equation}
\lambda = \frac{c_n^2}{n} D_j^{-1}, \mu = kc_n D_j^{-1/2}.
\end{equation}

Then the evolution equation for $f$ is

\begin{equation}
(\partial_t - \Delta)f = \left(\lambda - \frac{\mu|A|^2}{H - \mu} - \partial_t \Phi + \Delta \Phi + |\nabla \Phi|^2 + 2\frac{\langle \nabla \Phi, \nabla H \rangle}{H - \mu}\right) f
+ 2 \left(\nabla f, \nabla \Phi + \frac{\nabla H}{H - \mu}\right).
\end{equation}

Using (4.66) and computing similarly as in [Zhu21, Thm 3.12] we have

\begin{equation}
\lambda - \frac{\mu|A|^2}{H - \mu} - \partial_t \Phi + \Delta \Phi + |\nabla \Phi|^2 + 2\frac{\langle \nabla \Phi, \nabla H \rangle}{H - \mu}
\leq \lambda - \frac{4\mu^2}{n} + kC(L_1)\varepsilon_1 |\phi'|_\infty + k|\phi''|_\infty + k|\phi'|_\infty^2 + kC(L_1)\varepsilon_1 |\phi'|_\infty \mu^{-1} < 0
\end{equation}

and

\begin{equation}
|f| \leq C2^{-\frac{\varepsilon}{2}} \varepsilon \quad \text{on } \partial \Omega_j,
\end{equation}

where $C$ depends only on $n$. Then maximum principle gives

\begin{equation}
\sup_{\Omega_j} |f| \leq \sup_{\partial \Omega_j} |f| \leq 2^{-\frac{\varepsilon}{2}} C\varepsilon.
\end{equation}

Next, we have $|(K_\alpha j, \nu) H| \leq 2^{-j/10}C_1 \varepsilon$ holds in $\hat{P}(\bar{x}, 0, 100n^{5/2}, 100^2 n^5)$. Then, arguing again as in [Zhu21, Thm 3.12], we first fix a large $j$ such that $\Omega_j$ contains the parabolic neighborhood $\hat{P}(\bar{x}, \bar{t}, 100n^{\frac{5}{2}}, 100^2 n^5)$ and $2^{-\frac{\varepsilon}{2}} C_1 < \frac{1}{2}$. Next, we find $L_1$ large enough depending only on $n, L_0, \varepsilon_0, j$, finally we find $\varepsilon_1$ small enough depending on all the above constants. We will obtain that $(\bar{x}, \bar{t}) = (\bar{x}, 0)$ is $(\bar{t}, n-k)$-symmetric.

\begin{flushright}
\Box
\end{flushright}

5. ASYMMETRIES AND SYMMETRIES OF NON-DEGENERATE NONCOLLAPSED SOLUTIONS

In this section, we prove Theorem 1.8 (asymptotics, compactness and symmetry of k-ovals in $\mathbb{R}^{n+1}$). To this end, we need to first establish the sharp asymptotic for k-ovals in $\mathbb{R}^{n+1}$. In this section we assume that $\mathcal{M} = \{M_t\}$ is ancient noncollapsed solution whose tangent flow at $-\infty$ is given by $\mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)|\bar{t}|})$. By [DH21b, Lem 3.5] $M_t$ is uniformly $(k + 1)$-convex. Then we have the following theorem.

**Theorem 5.1.** If $\text{rk}(Q) = k$, then the ancient noncollapsed flow $\mathcal{M} = \{M_t\}$ is compact and satisfies the following sharp asymptotics under suitable coordinates:

- **Parabolic region:** Given any $R > 0$, the cylindrical profile function $u$ for $\tau \to -\infty$ satisfies

  \begin{equation}
  u(y, \omega, \tau) = \frac{\sqrt{2(n-k)}}{4} \left| y \right|^2 - \frac{2k}{\tau} + o(|\tau|^{-1})
  \end{equation}
uniformly for $|y| \leq R$.

- **Intermediate region:** Let $\bar{u}(z, \omega, \tau) = u(|\tau|^\frac{1}{2} z, \omega, \tau) + \sqrt{2(n-k)}$, we have
  $$\lim_{\tau \to -\infty} \bar{u}(z, \omega, \tau) = \sqrt{(n-k)(2 - |z|^2)}$$
  uniformly on every compact subset of $\{(z, \omega) : |z| < \sqrt{2}, \omega \in S^{n-k}\}$.

- **Tip region:** Setting $\lambda(s) = \sqrt{|s|^{-1} \log |s|}$, and given any direction $\theta \in S^{k-1} \cap (\mathbb{R}^r \times \{0\})$ letting $p_s \in M_s$ be the point that maximizes $\langle p, \theta \rangle$ among all $p \in M_s$, as $s \to -\infty$ the rescaled flows $M_{\tilde{s}}^t = \lambda(s) \cdot (M_{s+\lambda(s)z - p_s})$ converge to $\mathbb{R}^{k-1} \times N_t$, where $N_t$ is the $(n + 1 - k)$-dimensional round translating bowl in $\mathbb{R}^{n+1-k}$ with speed $1/\sqrt{2}$.

**Proof.** The sharp asymptotics in parabolic region follows from Theorem 3.3 (spectral quantization theorem) in full rank case and standard interior estimates. Moreover, there exist $\tau_* > -\infty$ and an increasing function $\delta : (-\infty, \tau_*) \to (0, 1/100)$ with $\lim_{\tau \to -\infty} \delta(\tau) = 0$ such that for $\tau \leq \tau_*$ we have

$$\sup_{|y| \leq \delta(\tau)^{-1}} \left| u(y, \omega, \tau) - \frac{\sqrt{2(n-k)}}{\tau} |y|^2 - \frac{2k}{\tau} \right| \leq \frac{\delta(\tau)}{|\tau|}.$$  

By convexity and the quadratic bending sharp asymptotics in parabolic region, we have that $M_t$ is compact.

Then we discuss the sharp asymptotics in intermediate region. We first show the lower bound. For any compact subset $K \subset \{|z|^2 < 2\}$, we have

$$\liminf_{\tau \to -\infty} \inf_{z \in K, \omega \in S^{n-k}} \left( \bar{u}(z, \omega, \tau) - \sqrt{(n-k)(2 - |z|^2)} \right) \geq 0.$$  

By [ADS19, Lemma 4.4] there exists an increasing positive function $M(a)$ with $\lim_{a \to \infty} M(a) = \infty$, such that the profile function $u_a$ of the ADS-barrier $\Sigma_a$ defined in (2.32) for $0 \leq a \leq M(a)$ satisfies

$$u_a(r) \leq \sqrt{2(n-k)(1 - \frac{r^2 - 3}{2a^2})}.$$  

We fix $\tau_*$ negative enough, and for $\tau \leq \tau_*$ we set

$$L(\tau) = \min\{\delta(\tau)^{-1}, M(|\tau|^{\frac{1}{2}}), |\tau|^{\frac{1}{2}} - \frac{\delta(\tau)}{|\tau|^{\frac{1}{2}}}\}, \quad \hat{u}(\tau) = \sqrt{\frac{2|\tau|}{1 + L(\tau)^{-1}}}.$$  

where $\delta(\tau)$ is the function from sharp asymptotics (5.1) in parabolic region. Then, for $\hat{\tau} \leq \tau_*$, we get

$$u_{\hat{a}(\hat{\tau})} (L(\hat{\tau}) + 3L(\hat{\tau})^{-1}) \leq \sqrt{2(n-k) - \frac{\sqrt{2(n-k)}L(\hat{\tau})^2}{4|\hat{\tau}|}}.$$  

On the other hand, by parabolic region asymptotics we have

$$\sqrt{2(n-k)} + u(y, \omega, \tau) \geq \sqrt{2(n-k) - \frac{\sqrt{2(n-k)}L(\hat{\tau})^2}{4|\hat{\tau}|}},$$
whenever $|y| = L(\hat{r})$ and $\tau \leq \hat{r}$. Hence, if we consider the shifted and rotated hypersurfaces

\[(5.7) \quad \Gamma^0_a = \{ (y, y'') \in \mathbb{R}^k \times \mathbb{R}^{n+1-k} : (|y| - \eta, y'') \in \Sigma_a \},\]

with $\eta = \hat{\eta}(\hat{r}) = 3L(\hat{r})^{-1}$ and $a = \hat{a}(\hat{r})$ as above, then applying the inner barrier principle from Corollary 2.4, we infer that

\[(5.8) \quad \sqrt{2(n-k)} + u(y, \omega, \tau) \geq u_{\hat{a}(\hat{r})} (|y| + \hat{\eta}(\hat{r})), \]

whenever $|y| \geq L(\hat{r})$ and $\tau \leq \hat{r}$. Moreover, by [ADS19, Lemma 4.3], we have

\[(5.9) \quad u_a(r) = \sqrt{2(n-k)(1-\frac{r^2}{a^2})} + o(1)\]

uniformly in $r$ as $a \to \infty$. Together with convexity we conclude that

\[(5.10) \quad \lim \inf_{z \to -\infty} \sup_{\omega \in S^{n-k}} \left( \tilde{u}(z, \omega, \tau) - \sqrt{(n-k)(2-|z|^2)} \right) \geq 0.\]

This proves (5.2).

Observe that by the lower bound, for any angle $\vartheta \in S^{k-1}$ we have

\[(5.11) \quad \max_{p \in \mathcal{M}} (p, \vartheta) \geq \sqrt{(2-o(1))|\tau|} \log |\tau|.\]

In particular, the cylindrical profile function $u(y, \omega, \tau)$ is well-defined whenever $|y| \leq \sqrt{(2-o(1))|\tau|}$. To proceed, we prove almost spherical symmetry estimates away from the tip region.

**Claim 5.2 (almost spherical symmetry estimates).** For every $\delta > 0$, there exist constants $\eta > 0$ and $\tau_* > -\infty$, such that for all $\tau \leq \tau_*$ we have

\[(5.12) \quad \sup_{|y| \leq \sqrt{(2-\delta)|\tau|}} |\nabla_{S^{n-k}} u(y, \omega, \tau)| \leq e^{-\eta|\tau|^{1/2}}.\]

**Proof of claim.** We first claim that given any $\varepsilon_0 > 0$ we can find $T_0 > -\infty$ so that all points $X = (p, t) \in \mathcal{M}$ with $|p| \leq \sqrt{(2-\varepsilon/2)|\tau| \log |\tau|}$ and $t \leq T_0$ lie on the center of an $\varepsilon_0$-cylinder. Indeed, if there exists a sequence $t_i \to -\infty$ and points $p_i \in \mathcal{M}_{t_i}$ that do not lie on the center of an $\varepsilon_0$-cylinder, then by the global convergence theorem [HK17, Theorem 1.12], the above lower bound estimates (5.2) in intermediate region, inward quadratic bending asymptotics in parabolic region and convexity, after passing to a subsequence

\[(5.13) \quad \tilde{\mathcal{M}}_{t_i} = H(p_i, t_i) \cdot (M_{t_i+H(p_i, t_i)^{-2}} - p_i)\]

would converge to a limit $\mathcal{M}_t^\infty$ that splits off $k$ lines. Hence by these properties, uniformly $k+1$ convexity of $\mathcal{M}_t$ and [HK17, Lemma 3.14], $\mathcal{M}_t^\infty$ is a round shrinking $\mathbb{R}^k \times S^{n-k}$. This is a contradiction and thus establishes the claim. Using the property that every point under consideration is $\varepsilon_0$-close to a cylinder $\mathbb{R}^k \times S^{n-k}$, and arguing similarly as in the proof of Proposition 2.10 (almost spherical symmetry) the assertion follows. \[\square\]

We can now establish a matching upper bound. For any compact subset $K \subset \{|z|^2 < 2\}$ we have

\[(5.14) \quad \lim \sup_{\tau \to -\infty} \sup_{z \in K} \left( \tilde{u}(z, \omega, \tau) - \sqrt{(n-k)(2-|z|^2)} \right) \leq 0.\]
By convexity and negative definite quadratic form estimates, we have
\begin{equation}
\triangle_R v - \frac{\nabla^2_R(v, \nabla_R v)}{1 + |\nabla_R v|^2} \leq 0.
\end{equation}

By the evolution equation (2.75), (5.15) and Claim 5.2 (almost spherical symmetry estimates) the graphical function \( v = \sqrt{2(n - k) + u} \) satisfies
\begin{equation}
v_t \leq -\frac{n - k}{v} + \frac{1}{2} (v - y \cdot \nabla_R v) + C e^{-\eta|\tau|^{1/2}}
\end{equation}
for \( \tau \ll 0 \) and \( |y| \leq \sqrt{(2 - \delta)|\tau|} \), where \( C = C(\delta) < \infty \). Now, given any \( \vartheta \in S^{k-1} \) and \( \omega \in S^{n-k} \), considering the function
\begin{equation}
w(\rho, \tau) := v(\rho \vartheta, \omega, \tau)^2 - 2(n - k),
\end{equation}
we infer that
\begin{equation}
w_t \leq w - \frac{1}{2} (v - y \cdot \nabla_R v) + C e^{-\eta|\tau|^{1/2}}.
\end{equation}
Hence, for every \( \rho_0 > 0 \) we have
\begin{equation}
\frac{d}{d\tau} (e^{-\tau} w(\rho_0 \vartheta, \tau)) \leq C e^{-\tau - \eta|\tau|^{1/2}}
\end{equation}
for \( \tau \ll 0 \). Integrating this inequality, we obtain for every \( \lambda \in (0, 1] \) that
\begin{equation}
w(\rho, \tau) \leq \lambda^{-2} w(\lambda \rho, \tau + 2 \log \lambda) + o(|\tau|^{-1}).
\end{equation}
On the other hand, by sharp asymptotics (5.1) in parabolic region, given any \( A < \infty \), the inequality
\begin{equation}
w(\rho, \tau) \leq |\tau|^{-1} (n - k)(2k - \rho^2) + o(|\tau|^{-1})
\end{equation}
holds for \( \rho \leq A \). Thus, for \( \rho \geq A \) we take \( \lambda = A \rho^{-1} \) in (5.20), \( \rho = A \) and use (5.21) we obtain
\begin{equation}
w(\rho, \tau) \leq \frac{(n - k)(1 - 2kA^{-2})\rho^2}{|\tau| + 2 \log(\rho/A)} + o(|\tau|^{-1}).
\end{equation}
This implies the upper bound (5.14) and completes the proof of sharp asymptotics in intermediate region.

Then we prove the sharp asymptotics in tip region. For any directional vector \( \vartheta \in S^{k-1} \cap (\mathbb{R}^k \times \{0\}) \), we let \( p_t \in M_t \) be the point that maximizes \( \langle p, \vartheta \rangle \) among all \( p \in M_t \). After rotating coordinates we can assume without loss of generality that \( \vartheta = (1, 0, \ldots, 0) \in S^{k-1} \). Consider the distance of \( p_t \) from the origin, namely
\begin{equation}
d(t) := |p_t|.
\end{equation}
Using the above sharp asymptotics in intermediate region and convexity, we see that
\begin{equation}
d(t) = \sqrt{2|t| \log |t|} (1 + o(1)).
\end{equation}
Moreover, by Hamilton’s Harnack inequality [Ham95] we have
\begin{equation}
\frac{d}{dt} H(p_t) \geq 0.
\end{equation}
Together with the mean curvature flow equation this yields
\begin{equation}
\frac{H(p_t)}{\sqrt{|t|^{-1} \log |t|}} = \frac{1}{\sqrt{2}} + o(1).
\end{equation}
Next, for any unit vector $\varphi$ on the sphere $S^{k-2}$ in $\mathbb{R}^{k-1}$ spanned by $e_2,\ldots,e_k$, which are standard basis of $x_2,\ldots,x_k$ coordinates, we consider the point $q_t(\varphi) \in K_t$ that attains
\begin{equation}
\max_{q \in M_t} \langle q, \varphi \rangle.
\end{equation}
By convexity, $K_t$ contains a $k$ dimensional convex cone $C^k_t$ in $\mathbb{R}^k$ whose boundary connects tip point $p_t$ and every $q_t(\varphi)$ with $\varphi \in S^{k-2}$.

By the global convergence theorem [HK17, Theorem 1.12] and (5.24), the sequence of flows shifted by $p_t$, and parabolically rescaled by $\lambda(s_i) = \sqrt{|s_i|}^{-1} \log |s_i|$ converges subsequentially to a noncompact ancient noncollapsed limit flow $K_t^\infty$. Using sharp asymptotics in intermediate region and construction of $C^k_t$ in above, the flow $K_t^\infty$ also contains the following $k$ dimensional $O(k-1)$ symmetric noncompact convex cone
\begin{equation}
C^\infty_t = \{(x,0) \in \mathbb{R}^k \times \mathbb{R}^{n-k+1} : x_1^2 \leq x_2^2 + \cdots + x_k^2, x_1 \leq 0\}.
\end{equation}
By [DH21a, Thm 1.4], (1.6), compactness and uniform $(k+1)$-convexity of $K_t^\infty$ from uniform $(k+1)$-convexity of $M_t$, $K_t^\infty \subset \{x_1 \leq 0\}$ must split at least one line $P$ in the space spanned by $e_2,\ldots,e_k$. Let us write $K_t^\infty = P \times K_{t}^{\infty,1}$. By construction, $K_t^{\infty,1}$ contains a ray along $-e_1$ direction and is still a noncompact ancient noncollapsed and contains a $(k-1)$ dimensional $O(k-2)$ symmetric convex cone. Then again by [DH21a, Thm 1.4] and uniformly $k$-convexity of $K_t^{\infty,1}$, the flow $K_t^{\infty,1}$ must split a line. By construction, we can inductively apply [DH21a, Thm 1.4] to conclude that $M_t^\infty = \partial K_t^\infty = P_{k-1} \times N_t$, where $P_{k-1}$ is a $(k-1)$ dimensional subspace spanned by $e_2,\ldots,e_k$ and $N_t$ is two-convex noncompact ancient noncollapsed flow containing $-e_1$ axis. By [BC21] and (5.26), $N_t$ must be the unique $(n+1-k)$-dimensional round bowl soliton translating along $-e_1$ direction with speed $1/\sqrt{2}$. Finally, by [BC21] round bowl soliton is the unique uniformly two-convex noncompact ancient noncollapsed solution, the subsequential convergence entails full convergence. This concludes the proof of the Proposition 5.1.

Proof of Theorem 1.8. The sharp asymptotics and compactness in Theorem 1.8 have been verified in above Proposition 5.1. Namely $k$-ovals in $\mathbb{R}^{n+1}$ are compact and have the same unique sharp asymptotics as the $SO(k) \times SO(n-k+1)$ symmetric ovals [DH21b, Thm 1.4] with $R^k \times S^{n-k}(\sqrt{2(n-k)t})$ as tangent flow at $-\infty$.

Then, we similarly as in proof of [DH, Prop 6.7] to show the $O(n-k+1)$ symmetry. Let $\varepsilon < \varepsilon_1 < \varepsilon_0$ be the constants from Theorem 4.1 (cylindrical improvement theorem) and Theorem 4.2 (cap improvement theorem). Then, for any $0 < \varepsilon' \ll \varepsilon$ small enough, by the sharp asymptotics in Proposition 5.1, there exists $t_\varepsilon > -\infty$, such that for $t \leq t_\varepsilon$ every $(p,t) \in \mathcal{M}$ is $\varepsilon'$-close either to a cylinder $R^k \times S^{n-k}$ or to a piece of $R^{k-1}$ times $(n-k+1)$ dimensional round bowl. For otherwise we blow up the flow $\mathcal{M}$ along a sequence of points $(p_i, t_i)$ by mean curvature rescaling at this sequence of points. Depending on $H(p_i, t_i) \text{dist}(p_i, T_{t_i})$ the sequence of rescaled
flows either converges to infinity or to a finite constant, where \( T_i \) is the tip set of \( M_i \), and by convexity and tip asymptotics in Proposition 5.1 the limit is either a cylinder \( \mathbb{R}^k \times S^{n-k} \) or a piece of \( \mathbb{R}^{k-1} \) times \((n-k+1)\) dimensional round bowl respectively, which gives a contradiction. In particular, by our choice of constants any such point \((p, t)\) is \((\varepsilon, n-k)\)-symmetric. Hence, by cylindrical improvement and cap improvement for \( t \leq t_* \) every \((p, t) \in M\) is \((\varepsilon/2, n-k)\)-symmetric. Iterating this, we infer that given any positive integer \( j \), for \( t \leq t_* \) every \((p, t) \in M\) is \((\varepsilon/2^j, n-k)\)-symmetric. Since \( j \) is arbitrary, this implies that \( M_i \) is \(O(n-k+1)\)-symmetric for \( t \leq t_* \). Finally, by uniqueness of closed smooth solutions of the mean curvature flow the \(O(n-k+1)\)-symmetry is preserved forwards in time. This concludes the proof of the \(O(n-k+1)\) symmetry of \(k\)-ovals in \( \mathbb{R}^{n+1} \) in Theorem 1.8.

\[ \square \]

In the end of this section, we give the proof of Corollary 1.9.

**Proof of Corollary 1.9.** Let \( M_i \) be any ancient noncollapsed with the cylindrical flow \( \mathbb{R}^k \times S^{n-k}((\sqrt{2(n-k)[t]}]) \) as its tangent flow at \(-\infty\) for some \( 1 \leq k \leq n-1 \), and we assume \( M_i \) is not cylindrical. By the SO\((k)\) symmetry on \( \mathbb{R}^k \), we have the corresponding cylindrical matrix \( Q \) has \( \text{rk}(Q) = 0 \) or \( \text{rk}(Q) = k \). If \( \text{rk}(Q) = 0 \), this is equivalent to that the flow has dominant unstable mode by discussion in beginning of Section 3. Hence there is a unique nonvanishing fine cylindrical vector associated to the flow by \([DH21a, Thm 6.4] \), which contradicts the SO\((k)\) symmetry on \( \mathbb{R}^k \). If \( \text{rk}(Q) = k \), by Theorem 1.8 and SO\((k)\) symmetry on \( \mathbb{R}^k \) we know that \( M_i \) is SO\((k)\) \(\times\) SO\((n-k+1)\) symmetric and has \( \mathbb{R}^k \times S^{n-k}((\sqrt{2(n-k)[t]}]) \) as its tangent flow at \(-\infty\). By \([DH21b, Thm 1.1], up to time shift and parabolically dilation, \( M_i \) is the unique O\((k)\) \(\times\) O\((n-k+1)\) symmetric oval, which has \( \mathbb{R}^k \times S^{n-k}((\sqrt{2(n-k)[t]}]) \) as its tangent flow at \(-\infty\) and was constructed by White \([Whi03]\) and Haslhofer-Hershkovits \([HH16]\). This completes the proof of the corollary.

\[ \square \]

6. **Classification of fully-degenerate noncollapsed solutions**

In this section, we will give a proof of Theorem 1.10 (fully-degenerate case). Recall that \( \text{rk}(Q) = 0 \) is equivalent to that the unstable mode is dominant. To prove this result, we first introduce the definition of cylindrical scale which will be used in later proof.

**Definition 6.1 (\(\varepsilon\)-cylindrical with scale \(r\)).** We say that \( M \) is \(\varepsilon\)-cylindrical around \( X \) at scale \( r \), if the flow \( M_{X,r} \), which is obtained from \( M \) by translating \( X \) to the space-time origin and parabolically rescaling by \( 1/r \), is \((C^{1/\varepsilon})\) sense \(\varepsilon\)-close in \( B(0, 1/\varepsilon) \times (-2, -1) \) to the evolution of a round shrinking cylinder \( \mathbb{R}^k \times S^{n-k}((\sqrt{2(n-k)[t]}]) \) with axes through the origin.

We fix a small enough parameter \( \varepsilon > 0 \) quantifying the quality of the cylinders. Given \( X = (x, t) \in M \), we analyze the solution around \( X \) at the diadic scales \( r_j = 2^j \), where \( j \in \mathbb{Z} \). Using Huisken’s monotonicity formula \([Hui90] \) and quantitative differentiation (see e.g. \([CHN13]\)), for every \( X \in M \), we can find an integer \( J(X) \in \mathbb{Z} \) such that

\[ (6.1) \quad M \text{ is not } \varepsilon\text{-cylindrical around } X \text{ at scale } r_j \text{ for all } j < J(X), \]
and

\begin{equation}
M \text{ is } \frac{\varepsilon}{2}\text{-cylindrical around } X \text{ at scale } r_j \text{ for all } j \geq J(X) + N.
\end{equation}

**Definition 6.2 (cylindrical scale).** The cylindrical scale of \( X \in M \) is defined by

\begin{equation}
Z(X) = 2^{J(X)}.
\end{equation}

Then, we start proving Theorem 1.10 (fully-degenerate case).

**Proof of Theorem 1.10.** We assume throughout the proof that the flow \( M \) is not a round shrinking \( \mathbb{R}^k \times S^{n-k} \). As we have discussed at the beginning of Section 3 our assumption \( rk(Q) = 0 \) is then equivalent to the assumption that in Proposition 2.2 (Merle-Zaag alternative) the unstable mode is dominant. Then by [DH21a, Thm 6.4] (fine cylindrical theorem) there is a universal nonvanishing fine cylindrical vector \((a_1, \ldots, a_k) \neq 0\) associated to our flow \( M \), such that for any space-time point \( X \) after suitable recentering in the \( x_{k+1}, \ldots, x_{n+1} \)-subspace the profile function \( u^X \) of the renormalized flow \( \bar{M}_\tau \) centered at \( X \) satisfies

\begin{equation}
u^X = e^{\tau/2}(a_1 y_1 + \ldots, a_k y_k) + o(e^{\tau/2})
\end{equation}

for all \( \tau \leq \tau_*(Z(X)) \), depending only on an upper bound for the cylindrical scale \( Z(X) \) as defined in Definition 6.2.

We will prove the Theorem 1.10 by induction on the number of \( \mathbb{R} \) factors in its tangent flow at \(-\infty\). By the classification result in [CHHW22, Thm 8.3] or [BC21], Theorem 1.10 holds for all ancient noncollapsed solutions with \( \mathbb{R}^k \times S^{n-k} \) as tangent flow at \(-\infty\) and dominant unstable mode. Then, we make the induction assumption that for all ancient noncollapsed solutions with \( \mathbb{R}^m \times S^{n-m} \) as tangent flow at \(-\infty\) and with dominant unstable mode, where \( 1 \leq m \leq k - 1 \), Theorem 1.10 holds and the solutions are \( \mathbb{R}^{m-1} \times (n-m+1) \)-dimensional round bowl whose translating direction is orthogonal to \( \mathbb{R}^{m-1} \) factor. We aim to show that Theorem 1.10 holds in the case \( m = k \) to conclude the proof. Let \( M = \{ M_t \} \) be any ancient noncollapsed mean curvature flow in \( \mathbb{R}^{n+1} \) whose tangent flow at \(-\infty\) is given by \( \mathbb{R}^k \times S^{n-k} \) and for which in the Merle-Zaag alternative the unstable mode is dominant. We first claim:

**Claim 6.3.** Under the induction assumption, all noncompact ancient noncollapsed solutions with dominant unstable mode and \( \mathbb{R}^k \times S^{n-k} \) as tangent flow at \(-\infty\) must be \( \mathbb{R}^{k-1} \times (n-k+1) \)-dimensional round bowl soliton whose translating direction is orthogonal to \( \mathbb{R}^{k-1} \) factor.

**Proof of Claim 6.3.** We first make the following assertion below. Claim 6.3 follows immediately from the assertion and the induction assumption.

**Assertion:** Under the induction assumption, all noncompact ancient noncollapsed solutions with \( \mathbb{R}^k \times S^{n-k} \) as tangent flow at \(-\infty\) and dominant unstable mode must split off a line.

Suppose towards a contradiction that the assertion does not hold. Namely there is a noncompact ancient noncollapsed solution \( M_t = \partial K_t \) with \( \mathbb{R}^k \times S^{n-k} \) as tangent flow at \(-\infty\) and with dominant unstable mode, but it does not split off a line. Suppose that its blowdown \( \bar{K} = \lim_{\lambda \to 0} \lambda K_{\lambda t} \) is a \( \ell \) dimensional strictly convex
cone, where $1 \leq \ell \leq k$. Choosing suitable coordinates, we may assume that $\tilde{K} \setminus \{0\}$ is contained in $(\mathbb{R}^{\ell} \times \{0\}) \cap \{x_1 > 0\}$ and contains the positive $x_1$-axis. Let $P$ be the $x_1x_2$-plane contained in $\mathbb{R}^\ell$. Observe that $\partial K \cap P$ consists of two rays $R^\pm$ with unit directional vectors $e_\pm$ satisfying $e_+ \cdot e_2 \geq 0$ and $e_- \cdot e_2 \leq 0$, and $R^+$ may possibly be identical to $R^-$. 

By a space-time translation, we may also assume that $t_0 = 0$ and that $0 \in M_0$ is the point in $M_0$ with smallest $x_1$-value. Now, for every $h > 0$, let $x^\pm_h \in M_0 \cap \{x_1 = h\} \cap P$ be a point which maximizes/minimizes the value of $x_2$ in $K_0 \cap \{x_1 = h\} \cap P$. Then, we have

$$\sup_h Z(x^\pm_h) \leq C < \infty. \quad (6.5)$$

For otherwise if $Z(x^\pm_h, 0) \to \infty$, arguing as in [DH, Claim 4.2], we can rescale the flow $\mathcal{M}$ by $Z(x^\pm_h, 0)^{-1}$ and shift $X^\pm_1$ to the origin and pass through a subsequential limit flow. By [HK17, Theorem 1.14] the limit flow is an ancient noncollapsed flow with dominant unstable mode. The limit flow is not a cylinder by construction and definition of cylindrical scale. However, $Z(x^\pm_h, 0)^{-1} \to 0$ implies that the limit flow has vanishing fine cylindrical vector. This contradicts the nonvanishing property of unique fine cylindrical vector [DH21a, Thm 6.4].

Take $h_i \to \infty$ and consider the sequence $\mathcal{M}^{i, \pm}_i := \mathcal{M} - (x^\pm_{h_i}, 0)$. By definiton, we have $x_2 \geq 0$ on $M^0_0 \cap \{x_1 = 0\}$ and $x_2 \leq 0$ on $M^{0, +}_0 \cap \{x_1 = 0\}$. By (6.5) and [HK17, Theorem 1.14], any subsequential limit $\mathcal{M}^\infty, \pm = \{M^\infty, \pm_i\}$ is an ancient noncollapsed flow with $\mathbb{R}^k \times S^{n-k}$ as tangent flow at $-\infty$. Moreover, since $\mathcal{M}^{i, \pm}_i$ is not rescaled and has dominant unstable mode, we see that $\mathcal{M}^\infty, \pm$ has dominant unstable mode, with the same fine cylindrical vector $(a_1, \ldots, a_k)$ as our original flow $\mathcal{M}$. Namely,

$$(a_1^\infty, \pm, \ldots, a_k^\infty, \pm) = (a_1, \ldots, a_k) \neq 0. \quad (6.6)$$

We observe that since $x^\pm_{h_i}/\|x^\pm_{h_i}\| \to e_\pm \in R^\pm$, the hypersurfaces $M^\infty, \pm_i$ contain a line $L^\pm$ in direction $e_\pm$ respectively ($L_+$ and $L_-$ may both equal to $x_1$ axis when $\tilde{K}$ is a half line). Namely

$$(6.7) \quad M^\infty, \pm_i = L^\pm \times \tilde{N}^\infty, \pm_i,$$

where $\tilde{N}^\infty, \pm_i$ is an ancient noncollapsed flow with $\mathbb{R}^{k-1} \times S^{n-k}$ as tangent flow at $-\infty$ and with dominant unstable mode.

By induction hypothesis and (6.6), $\tilde{N}^\infty, \pm_i$ is a $(k-2)$ dimensional subspace $P^{\pm, k-2}$ times a $(n - k + 1)$ dimensional round translating bowl soliton $\Sigma^{n-k+1}_{\pm, i}$. Therefore, $M^\infty, \pm_i$ is a $(k-1)$ dimensional subspace $P^{\pm, k-1}$ times a $(n - k + 1)$ dimensional round translating bowl soliton $\Sigma^{n-k+1}_{\pm, i}$ with the same translating direction and fine cylindrical vector $(a_1, \ldots, a_k)$, which is orthogonal to the $P^{\pm, k-1}$ factor. This and the fact that $M^\infty, \pm_i$ has tip at space-time origin imply

$$(6.8) \quad M^\infty, \pm_i = M^\infty, \mp_i,$$

$\Sigma^{n-k+1}_{\pm, i} = \Sigma^{n-k+1}_{\pm, i}$ and $P^{\pm, k-1} = P^{k-1}$, where $\Sigma^{n-k+1}_{\pm, i}$ is a $(n - k + 1)$ dimensional round translating bowl soliton flow along $(a_1, \ldots, a_k)$ direction and $P^{k-1}$ is a $(k-1)$ dimensional subspace. Moreover, $(a_1, \ldots, a_k)$ must be perpendicular to both $L^+ \subset P^{+, k-1}$ and $L^- \subset P^{-, k-1}$, which are lines in $x_1x_2$ plane and may both equal to $x_1$. 
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axis when $\vec{k}$ is a half line. This implies that $(a_1, \ldots, a_k)$ must be perpendicular to the $x_1$ axis, i.e. $a_1 = 0$. Consequently, we have transversal intersection
\begin{equation}
M_t^{\infty,+} \cap \{x_1 = 0\} = M_t^{\infty,-} \cap \{x_1 = 0\} = P^{k-2} \times \Sigma^{n-k+1}.
\end{equation}

On the other hand, the choice of $x^n_i$ implies $x_2 \geq 0$ on $M_t^{\infty,-} \cap \{x_1 = 0\}$ and $x_2 \leq 0$ on $M_t^{\infty,-} \cap \{x_1 = 0\}$. This and (6.8) imply that the $(n-1)$ dimensional strictly convex translating flow $M_t^{\infty,+} \cap \{x_1 = 0\} = M_t^{\infty,-} \cap \{x_1 = 0\}$ is contained in the $(n-1)$ dimensional subspace $\{x_1 = x_2 = 0\}$, which is a contradiction to (6.9). This completes the proof of the assertion and hence Claim 6.3. \hfill \Box

To finish the induction, we also need to rule out the compact solutions by the following claim.

Claim 6.4. Under the induction assumption, for all ancient noncollapsed solutions with dominant unstable mode and $\mathbb{R}^k \times S^{n-k}$ as tangent flow at $-\infty$, if unstable mode above is dominant, then the solution is noncompact.

Proof of Claim 6.4. Suppose towards a contraction $\mathcal{M} = \{M_t\}$ is a compact ancient noncollapsed mean curvature flow. Now, considering any sequence $t_i \to -\infty$, by compactness we can find points $p_i^\pm \in M_{t_i}$ such that
\begin{equation}
(6.10) \quad x_1(p_i^-) = \min_{p \in M_{t_i}} x_1(p), \quad x_1(p_i^+) = \max_{p \in M_{t_i}} x_1(p).
\end{equation}
Then, by the same discussion of (6.5) as before, we have
\begin{equation}
(6.11) \quad \sup_i Z(p_i^\pm, t_i) < \infty.
\end{equation}
Then, we consider the following sequence of flows
\begin{equation}
(6.12) \quad \mathcal{M}^{\pm,i} = \mathcal{M} - (p_i^\pm, t_i),
\end{equation}
which is obtained by shifting in space-time without rescaling. By [HK17, Theorem 1.14] we can pass to subsequential limits $\mathcal{M}^\pm$, which are ancient noncollapsed flows that are weakly convex and smooth until they become extinct. By [HK17, Thm 1.14 (2)] we have $|x_1(p_i^\pm)| \to \infty$ and by (6.11), we infer that $\mathcal{M}^\pm$ are noncompact and have $\mathbb{R}^k \times S^{n-k}$ as tangent flow at $-\infty$. Moreover, since $\mathcal{M}^{\pm,i}$ are not rescaled and have dominant unstable mode, $\mathcal{M}^\pm$ have dominant unstable mode with the same fine cylindrical vector $(a_1, \ldots, a_k)$ as $\mathcal{M}$.

By Claim 6.3, $\mathcal{M}^+$ and $\mathcal{M}^-$ are both $\mathbb{R}^{k-1}$ times $(n-k+1)$ dimensional round bowl soliton. Moreover, they have the same translating direction and fine cylindrical vector $(a_1, \ldots, a_k)$, which is perpendicular to the $(k-1)$ splitted lines of $\mathcal{M}^\pm$. In addition, the choice of $p_i^\pm$ gives $x_1 \leq 0$ on $M_0^+$ and $x_1 \geq 0$ on $M_0^-$. This implies $\mathcal{M}^\pm$ split off $(k-1)$ lines in the $x_2, \ldots, x_k$ coordinates subspace, so $\mathcal{M}^\pm$ translate in both positive $x_1$ direction and negative $x_1$ direction. This is a contradiction and thus concludes the proof of the Claim 6.4. \hfill \Box

By Claim 6.3 and Claim 6.4 we proved the conclusion of the Theorem 1.10 for the case where the number of $\mathbb{R}$ factor in its cylindrical tangent flow at $-\infty$ is $k$ and finish the induction. This completes the proof of Theorem 1.10. \hfill \Box

Finally, we give the proof of Corollary 1.12.
Proof of Corollary 1.12. By Theorem 1.10, we know that all strictly convex ancient noncollapsed solutions are round translating bowl. In particular their tangent flow at \(-\infty\) is \(\mathbb{R} \times S^{n-1}(\sqrt{2(n-1)|t|})\) and their blowdown is a half line which is independent of time.

\[\square\]

Appendix A. Some lemmas for symmetry improvement theorem

Lemma A.1. Let \( \mathcal{K} = \{ K_\alpha, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \) be a normalized set of rotation vector fields in the form of

\[ K_\alpha = S J_\alpha S^{-1} (x - q), \]

where \( \{ J_\alpha, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \) is an orthonormal basis of \( \text{so}(n-k+1) \subset \text{so}(n+1) \) under the natural identification as in (1.11) and \( S \in \text{O}(n+1), q \in \mathbb{R}^{n+1} \).

Suppose that either one of the following cases happens:

1. on the cylinder \( \mathbb{R}^k \times S^{n-k} \subset \mathbb{R}^{n+1} \), we have:
   - \( \langle K_\alpha, \nu \rangle = 0 \) in \( B_g(p,1) \) for each \( \alpha \),
   - \( \max_\alpha |K_\alpha| H \leq 5n \) in \( B_g(p,10n^2) \),

2. on \( \mathbb{R}^{k-1} \times \Sigma \subset \mathbb{R}^{n+1} \), where \( \Sigma \) is the unique \( (n-k+1) \) dimensional round bowl, we have:
   - \( \langle K_\alpha, \nu \rangle = 0 \) in \( B_g(p,1) \) for each \( \alpha \),
   - \( \max_\alpha |K_\alpha| H \leq 5n \) at \( p \),

where \( \nu \) is the normal vector, \( g \) is the induced metric and \( p \) is arbitrary point on the above hypersurfaces. Then \( S, q \) can be chosen such that

- \( S \in \text{O}(n-k+1) \subset \text{O}(n+1) \),
- \( q = 0 \).

In particular, for each orthonormal basis \( \{ J'_\alpha, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \) of \( \text{so}(n-k+1) \) there is a basis transform matrix \( (\omega_{\alpha\beta}) \in \text{O}(\frac{(n-k+1)(n-k)}{2}) \) such that

\[ K_\alpha = \sum_{\beta=1}^{\frac{(n-k+1)(n-k)}{2}} \omega_{\alpha\beta} J'_\beta x. \]

Proof. Case (1): We use the coordinate \((x_1, \ldots, x_{n+1})\) in \( \mathbb{R}^{n+1} \) and let the cylinder \( \mathbb{R}^{k-1} \times S^{n-k} \) be represented by \( \{ x_{k+1}^2 + \ldots + x_{n+1}^2 = 1 \} \).

Now \( \langle K_\alpha, \nu \rangle = 0 \) is equivalent to:

\[ \nu^T S J_\alpha S^{-1} (x - q) = 0. \]

Without loss of generality, we may assume that each \( J_\alpha \) only has two nonzero elements \( (J_\alpha)_{ij} = 1, (J_\alpha)_{ji} = -1 \) for some \( k+1 \leq j < i \leq n+1 \). Then, we choose \( q \) such that

\[ q \perp \bigcup_\alpha \ker(S J_\alpha S^{-1}). \]
Note that $S J_\alpha S^{-1}$ is anti-symmetric and $\nu^T = (0, \ldots, 0, x_{k+1}, \ldots, x_{n+1})$ on $\mathbb{R}^k \times S^{n-k}$, (A.2) is equivalent to

$$
(A.4) \quad \sum_{k+1 \leq i \leq n+1} x_i \left( \sum_{l=1}^k (S J_\alpha S^{-1})_{il} x_l - (S J_\alpha S^{-1} q)_i \right) = 0.
$$

Since this holds on an open set of the cylinder, we obtain that

$$
(A.5) \quad (S J_\alpha S^{-1})_{il} = 0, \quad i = k+1, \ldots, n+1, \quad l = 1, \ldots, k
$$

$$
(A.6) \quad (S J_\alpha S^{-1}) q_i = 0, \quad i = k+1, \ldots, n+1
$$

hold for each $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$. In other words, for each $\alpha$ we have

$$
(A.7) \quad S J_\alpha S^{-1} = \begin{bmatrix} B_\alpha & 0 \\ 0 & A_\alpha \end{bmatrix}
$$

for some anti-symmetric $(n-k+1) \times (n-k+1)$ matrix $A_\alpha$ and anti-symmetric $k \times k$ matrix $B_\alpha$. Since $\text{rank}(S J_\alpha S^{-1}) = 2$, we must have either $A_\alpha = 0$ or $B_\alpha = 0$. We claim that $A_\alpha \neq 0$ for all $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$. Indeed, if $A_\alpha = 0$ for some $\alpha$, then $\text{rank}(B_\alpha) = 2$ and we have

$$
(A.8) \quad \sup_{B_\alpha \in O(2)} |K_\alpha| \geq \sup_{B_\alpha \in O(2)} \frac{1}{2} |K_\alpha(p+x) - K_\alpha(p-x)| = \sup_{B_\alpha \in O(2)} |B_\alpha x| = 10n^2,
$$

where $B_\alpha(0,10n^2)$ denotes the ball in $\mathbb{R}^k$ with center at the origin and radius $10n^2$, and the last equality uses the fact that $B_\alpha$ has rank 2 and norm upper bound 1. However, this contradicts our assumption on $K_\alpha$. Hence, we have $B_\alpha = 0$ for all $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$. This gives

$$
(A.9) \quad (S J_\alpha)^{il} = 0, \quad i = 1, \ldots, k
$$

for all $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$, which implies

$$
(A.10) \quad S_{il} = 0, \quad i = 1, \ldots, k, \quad l = k+1, \ldots, n+1.
$$

Since $S \in O(n+1)$, we have $S \in O(k) \times O(n-k+1) \subset O(n+1)$. Namely

$$
(A.11) \quad S = \begin{bmatrix} S_1 & 0 \\ 0 & S_2 \end{bmatrix}
$$

where $S_1 \in O(k)$ and $S_2 \in O(n-k+1)$.

Hence,

$$
(A.12) \quad S J_\alpha S^{-1} = \begin{bmatrix} I_d & 0 \\ 0 & S_2 \end{bmatrix} J_\alpha \begin{bmatrix} I_d & 0 \\ 0 & S_2^{-1} \end{bmatrix},
$$

which means $S$ can be chosen to be in $O(n-k+1) \subset O(n+1)$. Namely,

$$
(A.13) \quad S = \begin{bmatrix} I_d & 0 \\ 0 & S_2 \end{bmatrix}
$$

This, (A.6) and (A.3) imply that $q = 0$.

Finally, $(S J_\alpha S^{-1}, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2})$ forms an orthonormal basis of $so(n-k+1)$. The last claim follows immediately.
Case (2): Arguing similarly as in [Zhm21], we obtain that
\begin{align}
    (S J_\alpha S^{-1})_{it} &= 0 \quad (A.14) \\
    (S J_\alpha S^{-1} q)_i &= 0 \quad (A.15)
\end{align}
for all $k \leq i \leq n + 1$ and $1 \leq l \leq k$.

Consequently, we can argue similarly as in the case (1), the only difference is that the last row and the last column of $B_\alpha$ in the block decomposition (A.7) vanishes identically. However, this is even stronger than what we concluded, so we can follow the argument exactly as in the case (1) to obtain the result. \qed

Then, we have the following lemma.

**Lemma A.2.** Let $\{J_\alpha, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$ be an orthonormal basis of $so(n-k+1) \subset so(n+1)$, vector $b \perp \bigcap_\alpha ker(J_\alpha)$ and $A \in so(n+1)$ such that $A \perp so(k) \oplus so(n-k+1)$. Suppose that on the cylinder $\mathbb{R}^k \times S^{n-k} \subset \mathbb{R}^{n+1}$ we have
\begin{equation}
    \langle [A, J_\alpha] x + J_\alpha b, \nu \rangle = 0
\end{equation}
in $B_g(p, 1)$ for each $\alpha$, where $g$ is the induced metric on cylinder. Then $A = 0$ and $b = 0$.

**Proof.** Since the quadratic function in (A.16) vanishes on open domain of cylinder, we have
\begin{equation}
    [A, J_\alpha] = 0 \quad J_\alpha b = 0,
\end{equation}
where $b \perp \bigcap_\alpha ker(J_\alpha)$, $A \in so(n+1)$ such that $A \perp so(k) \oplus so(n-k+1)$ and $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$.

Since $b \perp \bigcap_\alpha ker(J_\alpha)$ and $J_\alpha b = 0$ for $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$, we have $b = 0$. By assumption, $J$ and $A$ can be written a the following form:
\begin{equation}
    J = \begin{bmatrix} 0 & 0 \\ 0 & \tilde{J} \end{bmatrix} \in so(n+1) \quad A = \begin{bmatrix} 0 & -\tilde{A}^t \\ \tilde{A}^t & 0 \end{bmatrix} \in so(n+1),
\end{equation}
where $\tilde{J} \in so(n-k+1)$. Then by $[A, J] = 0$, we obtain $\tilde{J} A^t = 0$ holds for all $\tilde{J} \in so(n-k+1)$. This implies $A = 0$. \qed

**Lemma A.3.** There exist constants $0 < \varepsilon_c \ll 1$ and $C > 1$ depending only on dimension $n$ with the following properties. Let $M$ be a hypersurface in $\mathbb{R}^{n+1}$ which is $\varepsilon_c$-close (in $C^3$ norm) to a geodesic ball of radius $20n^{5/2} \sqrt{\frac{2}{n-k}}$ in $\mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)})$ and $\tilde{x} \in M$ be a point that is $\varepsilon_c$-close to $\mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)})$.

Suppose that $\varepsilon \leq \varepsilon_c$ and $\mathcal{K}^{(1)} = \{K_{\alpha}^{(1)} : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$, $\mathcal{K}^{(2)} = \{K_{\alpha}^{(2)} : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$, are two normalized sets of rotation vector fields such that:
\begin{itemize}
    \item $\max_{\alpha} \langle K_{\alpha}^{(i)}, \nu \rangle H \leq \varepsilon$ in $B_g(\tilde{x}, H^{-1}(\tilde{x})) \subset M$,
    \item $\max_{\alpha} |K_{\alpha}^{(i)}| H \leq 5n$ in $B_g(\tilde{x}, 10n^{5/2}H^{-1}(\tilde{x})) \subset M$,
\end{itemize}
for \( i = 1, 2 \), where \( g \) denotes the induced metric on \( M \) by embedding. Then for any \( L > 1 \), we have

\[
\inf_{(\omega, \beta) \in O(\frac{(n-k+1)(n-k)}{2})} \sup_{B_{LH^2(-1)}(\bar{x})} \max_{\alpha} |K^{(1)}_{\alpha} - \sum_{\beta=1}^{(n-k+1)(n-k)} \omega_{\alpha\beta} K^{(2)}_{\beta}|H(\bar{x})| \leq CL\varepsilon.
\]

**Proof.** Since the vector fields are affine functions, it suffices to prove the result for \( L = 10n \). Throughout the proof below, the constant \( C \) depends only on \( n \).

Suppose towards a contradiction that the conclusion does not hold. Set \( \bar{p}_0 = (0, ..., 0, \sqrt{2(n-k)}, 0, ..., 0) \), where the only nonzero element \( \sqrt{2(n-k)} \) sits in the \((k+1)\)-th component. Then there exists a sequence of pointed hypersurfaces \((M_j, p_j)\) that are \( \frac{1}{j} \)-close to a geodesic ball of radius \( 20n^{5/2}H_0^{-1} \) inside \( \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}) \) with \( p_j \in M_j \) and \( |p_j - \bar{p}_0| \leq \frac{1}{j} \), where \( H_0 = \sqrt{\frac{n-k}{2}} \) is the mean curvature of \( \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}) \) and \( g_j \) is the metric on \( M_j \) induced by embedding. Moreover, for \( i = 1, 2 \) there are two sequences of normalized sets of rotation vector fields \( K^{(i,j)} = \{K^{(i,j)}_{\alpha} : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\} \) and \( \varepsilon_j \leq \frac{1}{j} \) such that

- \( \max_{\alpha} |\langle K^{(i,j)}_{\alpha}, \nu \rangle|H| \leq \varepsilon_j \) in \( B_{g_j}(p_j, H(p_j)^{-1}) \),
- \( \max_{\alpha} |K^{(i,j)}_{\alpha}|H| \leq 5n \) in \( B_{g_j}(p_j, 10n^{5/2}H(p_j)^{-1}) \),

but

\[
\inf_{(\omega, \beta) \in O(\frac{(n-k+1)(n-k)}{2})} \sup_{B_{10nH^2(-1)}(\bar{x})} \max_{\alpha} |K^{(1,j)}_{\alpha} - \sum_{\beta=1}^{(n-k+1)(n-k)} \omega_{\alpha\beta} K^{(2,j)}_{\beta}|H(\bar{x})| \geq j\varepsilon_j.
\]

Hence, \( M_j \) converges to \( M_\infty = B_{g_\infty}(\bar{p}_\infty, 20n^{5/2}H_0^{-1}) \subset \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}) \) and \( H(p_j) \to \sqrt{\frac{n-k}{2}} \), where \( p_\infty = \bar{p}_0 = (0, ..., 0, \sqrt{2(n-k)}, 0, ..., 0) \) and \( g_\infty \) is the induced metric on \( \mathbb{R}^k \times S^{n-k}(\sqrt{2(n-k)}) \).

Suppose that for each \( i = 1, 2 \) and \( j \geq 1 \), \( K^{(i,j)}_{\alpha}(x) = S^{(i,j)}_{\alpha}(x - b^{(i,j,j)}) \) where \( S^{(i,j)}_{\alpha} \in O(n+1) \) and \( b^{(i,j)} \in \mathbb{R}^{n+1} \), \( \{J^{(i,j)}_{\alpha} : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\} \) is an orthonormal basis of \( so(n-k+1) \subset so(n+1) \) under the natural identification as in (1.11). Without loss of generality we may assume that \( b_{(i,j)} \perp \bigcap_{\alpha} \ker(S^{(i,j)}_{\alpha}) \). This and the expression of \( K^{(i,j)}_{\alpha}(x) \) imply

\[
|b^{(i,j)}| \leq C \sum_{\alpha} |S^{(i,j)}_{\alpha} J^{(i,j)}_{\alpha} S^{(i,j)}_{\alpha}^{-1} x - K^{(i,j)}_{\alpha}(x)| \leq C(n).
\]

Therefore we can pass to a subsequence such that \( S^{(i,j)} \to S^{(i,\infty)} \), \( J^{(i,j)} \to J^{(i,\infty)} \) and \( b^{(i,j)} \to b^{(i,\infty)} \) for each \( i, \alpha \). Consequently for \( i = 1, 2 \) as \( j \to \infty \), \( K^{(i,j)} \to K^{(i,\infty)} = S^{(i,\infty)} J^{(i,\infty)} S^{(i,\infty)}^{-1}(x - b^{(i,\infty)}) \).

The convergence implies that
\begin{itemize}
\item \( \langle K^{(i,\infty)}_{\alpha}, \nu \rangle = 0 \) in \( B_{g}\infty(p_{\infty,n}H_{0}^{-1}) \) for each \( \alpha \),
\item max_\alpha |K^{(i,\infty)}_{\alpha}|H \leq 5n \text{ in } B_{g}\infty(p_{\infty,n}10n^{5/2}H_{0}^{-1}).
\end{itemize}

Let’s fix an orthonormal basis \( \{ J_{\alpha} : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \) of \( \text{so}(n-k+1) \subset \text{so}(n+1) \) under natural identification as in (1.11). By Lemma A.1 for each \( 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \) we have
\begin{equation}
K^{(i,\infty)}_{\alpha}(x) = \sum_{\beta=1}^{\frac{(n-k+1)(n-k)}{2}} \omega^{(i,\infty)}_{\alpha\beta} J_{\beta} x
\end{equation}
for some \( (\omega^{(i,\infty)}_{\alpha\beta}) \in O(\frac{(n-k+1)(n-k)}{2}) \). In particular, by
\begin{equation}
b_{i,\infty} \perp \bigcap_{\alpha} \ker(S^{(i,\infty)}J_{\alpha}^{(i,\infty)}S_{(i,\infty)}^{-1})
\end{equation}
and Lemma A.1 we have
\begin{equation}
S^{(i,\infty)}J_{\alpha}^{(i,\infty)}S_{(i,\infty)}^{-1} = \sum_{\beta=1}^{\frac{(n-k+1)(n-k)}{2}} \omega^{(i,\infty)}_{\alpha\beta} J_{\beta}
\end{equation}
and \( b_{i,\infty} = 0 \) for \( i = 1,2 \).

Now because \( \{ J_{\alpha}^{(i,\infty)} : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \) is an orthonormal basis of \( \text{so}(n-k+1) \subset \text{so}(n+1) \), by Lemma A.1 we can find \( (\eta^{(i,j)}_{\alpha\beta}) \in O(\frac{(n-k+1)(n-k)}{2}) \) such that \( J_{\alpha}^{(i,j)} = \sum_{\beta} \eta^{(i,j)}_{\alpha\beta} J_{\beta}^{(i,\infty)} \). Then we have
\begin{equation}
S^{(i,\infty)}J_{\alpha}^{(i,j)}S_{(i,\infty)}^{-1} = \sum_{\beta} \eta^{(i,j)}_{\alpha\beta} S^{(i,\infty)}J_{\beta}^{(i,\infty)}S_{(i,\infty)}^{-1} = \sum_{\beta,\gamma} \eta^{(i,j)}_{\alpha\beta} \omega^{(i,\infty)}_{\beta\gamma} J_{\gamma}.
\end{equation}

Now (A.25) means that \( \{ S^{(i,\infty)}J_{\alpha}^{(i,j)}S_{(i,\infty)}^{-1} : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \) is an orthonormal basis of \( \text{so}(n-k+1) \subset \text{so}(n+1) \).

Without loss of generality, we may assume that \( S_{(1,\infty)} = S_{(2,\infty)} = \text{Id} \) and \( \omega^{(1,\infty)}_{\alpha\beta} = \delta_{\alpha\beta} \), otherwise we replace \( S^{(i,j)}_{(i,\infty)} \) by \( S^{(i,j)}_{(i,\infty)}S_{(i,\infty)}^{-1} \), \( J^{(i,j)}_{\alpha} \) by \( S^{(i,\infty)}J^{(i,j)}_{\alpha}S_{(i,\infty)}^{-1} \) for \( i = 1,2 \) and \( J_{\alpha} \) by \( \sum_{\beta=1}^{\frac{(n-k+1)(n-k)}{2}} \omega^{(1,\infty)}_{\alpha\beta} J_{\beta} \).

Therefore, \( S_{(1,j)}^{-1}S_{(2,j)} \) is close to \( \text{Id} \) for large \( j \). Then we can find \( S_{j} \in O(n+1) \) and \( A_{j} \in \text{so}(n+1) \) such that
\begin{itemize}
\item \( S_{(1,j)}^{-1}S_{(2,j)} = \exp(A_{j})S_{j} \),
\item \( S_{j} \) preserves the direct sum decomposition \( \mathbb{R}^{k} \oplus \mathbb{R}^{n-k+1} \),
\item \( A_{j} \perp \text{so}(k) \oplus \text{so}(n-k+1) \),
\item \( S_{j} \rightarrow \text{Id} \) and \( A_{j} \rightarrow 0 \).
\end{itemize}
Since $S_j$ preserves the direct sum decomposition $\mathbb{R}^k \oplus \mathbb{R}^{n-k+1}$, by Lemma A.1 we can find basis transform matrix $(\omega^{(j)}_{\alpha\beta}) \in O\left(\frac{(n-k+1)(n-k)}{2}\right)$ such that

\begin{equation}
S_j^{-1} J^{(1,j)}_\alpha S_j = \sum_{\beta=1}^{(n-k+1)(n-k)} \omega^{(j)}_{\alpha\beta} J^{(2,j)}_\beta
\end{equation}

for every $j$ and $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$. Equivalently, we have

\begin{equation}
J^{(1,j)}_\alpha = \sum_{\beta=1}^{(n-k+1)(n-k)} \omega^{(j)}_{\alpha\beta} S_j J^{(2,j)}_\beta S_j^{-1}.
\end{equation}

Then, we construct the following vector fields.

\begin{equation}
\sum_{\beta=1}^{(n-k+1)(n-k)} \omega^{(j)}_{\alpha\beta} K^{(2,j)}_\beta(x)
\end{equation}

\begin{align*}
&= \sum_{\beta} \omega^{(j)}_{\alpha\beta} S^{(1,j)}_\beta J^{(2,j)}_\beta S_j^{-1}(x-b_{(2,j)}) \\
&= \sum_{\beta} \omega^{(j)}_{\alpha\beta} S^{(1,j)}_\beta \exp(A_j) S_j J^{(2,j)}_\beta S_j^{-1} \exp(-A_j) S_j^{-1}(x-b_{(2,j)}) \\
&= S^{(1,j)}_\beta \exp(A_j) J^{(1,j)}_\alpha \exp(-A_j) S_j^{-1}(x-b_{(2,j)}).
\end{align*}

Now, for each $1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}$ we define

\begin{equation}
W^j_\alpha = \frac{K^{(1,j)}_\alpha - \sum_{\beta} \omega^{(j)}_{\alpha\beta} K^{(2,j)}_\beta}{\max_{B_{10n H(p_j)}^{-1}(p_j)} \sup_{B_{10n H(p_j)}^{-1}(p_j)} |K^{(1,j)}_\alpha - \sum_{\beta} \omega^{(j)}_{\alpha\beta} K^{(2,j)}_\beta|}.
\end{equation}

Moreover, we have the following representation

\begin{equation}
W^j_\alpha = Q_j [P^j_\alpha(x-b_{(2,j)}) + c^j_\alpha],
\end{equation}

where

- $P^j_\alpha = S^{(1,j)}_\beta J^{(1,j)}_\alpha - \exp(A_j) J^{(1,j)}_\alpha \exp(-A_j) S_j^{-1}$,
- $c^j_\alpha = S^{(1,j)}_\beta J^{(1,j)}_\alpha S_j^{-1}(b_{(2,j)} - b_{(1,j)})$,
- $Q_j = \sup_{B_{10n H(p_j)}^{-1}(p_j)} \max_{\alpha} |K^{(1,j)}_\alpha - \sum_{\beta} \omega^{(j)}_{\alpha\beta} K^{(2,j)}_\beta|.$

By definition of $Q_j$ we have $|P^j_\alpha| + |c^j_\alpha| \leq CQ_j$. Consequently, for sufficiently large $j$, we have

\begin{equation}
|P^j_\alpha| = |[A_j, J^{(1,j)}_\alpha]| + o(|A_j|) \leq CQ_j
\Rightarrow |A_j| \leq C \max_{\alpha} |[A_j, J^{(1,j)}_\alpha]| \leq CQ_j + o(|A_j|)
\Rightarrow |A_j| \leq CQ_j,
\end{equation}

where the second inequality follows from the fact that $A_j \perp so(k) \oplus so(n-k+1)$ and similar computation in (A.18).
Note that \( J^{(1,j)}_\alpha \rightarrow J^{(1,\infty)}_\alpha \) by the previous discussion. Now we can pass to a subsequence such that \( \frac{\partial}{\partial t} \rightarrow [A, J^{(1,\infty)}_\alpha] \) and \( \frac{\partial}{\partial t} \rightarrow c^\infty \in \text{Im}(J^{(1,\infty)}_\alpha) = (\text{ker}(J^{(1,\infty)}_\alpha))^\perp \). Consequently, we have
\[
W_j \rightarrow W^\infty = [A, J^{(1,\infty)}_\alpha] + c^\infty
\]
and
\[
\sup_{B_{10H(p_j)}^{-1}(p_j)} \max \alpha |W^\infty_\alpha| = 1.
\]
On the other hand, by our assumption we have
\[
\text{max}_\alpha |K^{(1,j)}_\alpha - \sum \omega^{(j)}_{\alpha\beta} K^{(2,j)}_\beta| \leq \frac{2H^{-1} \varepsilon_j}{H(p_j)} \text{ in } B_{\frac{5}{3}}(p_j, H(p_j))^{-1},
\]
\[
\sup_{B_{10nH(p_j)}^{-1}(p_j)} \text{max}_\alpha |K^{(1,j)}_\alpha - \sum \omega^{(j)}_{\alpha\beta} K^{(2,j)}_\beta| \geq \frac{1}{H(p_j)} \varepsilon_j.
\]
This implies
\[
\sup_{B_{\frac{5}{3}}(p_j, \varepsilon_j)^{-1}} |\langle \nu, W^\infty_\alpha \rangle| = 0.
\]
By Lemma A.2, we have \( W^\infty_\alpha \equiv 0 \) for all \( 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \), which is a contradiction.

\[\square\]

**Lemma A.4.** Given any \( \delta > 0 \), there exist constants \( 0 \leq \varepsilon_b \leq 1 \) and \( C > 1 \) depending only on dimension \( n \) and \( \delta \) with the following properties. Let \( M \) be a hypersurface in \( \mathbb{R}^{n+1} \) with induced metric \( g \) and \( \Sigma \) be the unique \( (n-k+1) \times \Sigma \) dimensional round bowl soliton with maximal mean curvature 1. Suppose that \( q \in \mathbb{R}^{k-1} \times \Sigma \), and \( M \) is a graph over the geodesic ball \( B_q(q, 2H(q)^{-1}) \) inside \( \mathbb{R}^{k-1} \times \Sigma \) with graphical \( C^3 \) norm no more than \( \varepsilon_b \) after rescaling by \( H(q)^{-1} \). Let \( \bar{x} \in M \) be a point that has rescaled distance to \( q \) no more than \( \varepsilon_b \). Suppose that \( \varepsilon \leq \varepsilon_b \) and \( K^{(1)} = \{ K^{(1)}_\alpha : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \), \( K^{(2)} = \{ K^{(2)}_\alpha : 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \} \), are two normalized sets of rotation vector fields, and we assume that:

- \( \sum_{i=1}^k \lambda_i \geq \delta H \) in \( B_{\frac{5}{3}}(\bar{x}) \), \( H(\bar{x})^{-1} \subset M \), where \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \) are principal curvatures,
- \( \sup_{B_{\frac{5}{3}}(\bar{x}, H^{-1}(\bar{x}))} \text{max}_\alpha |K^{(i)}_\alpha| H \leq \varepsilon \) in \( B_{\frac{5}{3}}(\bar{x}, H^{-1}(\bar{x})) \subset M \),
- \( \sup_{B_{\alpha \over 10n} H(\bar{x})^{-1}(\bar{x})} \text{max}_\alpha |K^{(i)}_\alpha| H \leq 5n \) in \( B_{\frac{5}{10n}} H^{-1}(\bar{x}) \subset M \),

for \( i = 1, 2 \). Then for any \( L > 1 \), we have
\[
\inf_{(\omega, \beta) \in O \left( \frac{(n-k+1)(n-k)}{2} \right)} \sup_{B_{Lp(\varepsilon)}} \max_{\alpha \leq \frac{(n-k+1)(n-k)}{2}} |K^{(1)}_\alpha - \sum_{\beta \leq \frac{(n-k+1)(n-k)}{2}} \omega_{\alpha\beta} K^{(2)}_\beta| H(\bar{x}) \leq CL\varepsilon.
\]

**Proof.** With the help of Lemma A.1, the proof is analogous to [Zhu21, Lemma 3.8]. For the readers’ convenience, we include the details here. Since the vector fields are affine functions, it suffices to prove the result for \( L = 10n \).
Let’s make the convention that the tip of $\Sigma$ is the origin, the rotation axis is $x_k$, and $\Sigma$ encloses the positive part of $x_k$ axis. Argue by contradiction, if the assertion is not true, then there exists a sequence of points $q_j \in \mathbb{R}^{k-1} \times \kappa_j^{-1}\Sigma$ with $H(q_j) = 1$ and a sequence of pointed hypersurfaces $(M_j, p_j)$ that are $1/j$ close to a geodesic ball $B_{\hat{g}_j}(q_j, 2)$ in $\mathbb{R}^{k-1} \times \kappa_j^{-1}\Sigma$, where $\hat{g}_j$ is the induced metric on $\mathbb{R}^{k-1} \times \kappa_j^{-1}\Sigma$. Suppose that $|p_j - q_j| \leq 1/j$. 

Without loss of generality we may assume that $\langle q_j, e_i \rangle = 0$ for $l = 1, \ldots, k - 1$, where $\{e_1, \ldots, e_{k-1}\}$ is the standard orthonormal basis of $\mathbb{R}^{k-1}$.

Furthermore, for $i = 1, 2$ and each positive integer $j$, there exists normalized set of rotation vector fields $K(i,j) = \{K_{\alpha}^{(i,j)}, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$ and $\varepsilon_j < 1/j$ such that

- $\max_\alpha |\left( \left\langle K_{\alpha}^{(i,j)}, \nu \right\rangle \right)| H \leq \varepsilon_j$ in $B_{\hat{g}_j}(p_j, H(p_j)^{-1}) \subset M_j$,
- $\max_\alpha |K_{\alpha}^{(i,j)}| H \leq 5$ at $p_j$,

but

$$\text{(A.36)}$$

$$\inf_{(\omega, \alpha) \in O(\frac{(n-k+1)(n-k)}{2})} \sup_{B_{\text{in}, H(p_j)^{-1}(\Sigma)}} \max_\alpha |K_{\alpha}^{(i,j)} - \sum_{\beta=1}^{\frac{(n-k+1)(n-k)}{2}} \omega_\alpha \beta K_{\beta}^{(i,j)}| H(p_j) \geq j\varepsilon_j.$$  

Now the maximal mean curvature of $\mathbb{R}^{k-1} \times \kappa_j^{-1}\Sigma$ is $\kappa_j$. For every $j > 2C/\delta$, by the first condition and approximation we know that $\sum_{i=1}^{k} \lambda_i \geq \frac{\delta}{2} H$ around $q_j \in \mathbb{R}^{k-1} \times \kappa_j^{-1}\Sigma$. The asymptotic behaviour of the bowl soliton indicates that $\frac{1}{2} < \frac{\kappa_j}{\pi(q_j)} < C(\delta)$ and $|q_j - \sum_{l=1}^{k-1} \langle q_j, e_l \rangle e_l| \kappa_j < C(\delta)$, thus $\kappa_j < C(\delta)$ and $|q_j| = |q_j - \sum_{l=1}^{k-1} \langle q_j, e_l \rangle e_l| < C(\delta)$.

We can then pass to a subsequence such that $q_j \to q_{\infty}$ and $\kappa_j \to \kappa_{\infty} \in [\frac{1}{2}, C(\delta)]$. Consequently $\mathbb{R}^{k-1} \times \kappa_j^{-1}\Sigma \to \mathbb{R}^{k-1} \times \kappa_{\infty}^{-1}\Sigma$ and $B_{\hat{g}_j}(q_j, 2) \to B_{\hat{g}_\infty}(q_{\infty}, 2)$ smoothly, where $B_{\hat{g}_\infty}(q_{\infty}, 2)$ is the geodesic ball in $\mathbb{R}^{k-1} \times \kappa_{\infty}^{-1}\Sigma$.

Combining with the assumption that $(M_j, p_j)$ is $1/j$ close to $(B_{\hat{g}_j}(q_j, 2), q_j)$ and $H(q_j) = 1$, we have $M_j \to B_{\hat{g}_\infty}(q_{\infty}, 2)$ with $p_j \to q_{\infty}$ and $H(q_{\infty}) = 1$.

We can write $K_{\alpha}^{(i,j)}(x) = S(i,j) J_{\alpha}^{(i,j)} S_{\alpha}^{-1} (x - b(i,j))$ for some orthonormal basis $\{J_{\alpha}^{(i,j)}, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2}\}$ of $\text{so}(n-k+1) \subset \text{so}(n+1)$ and assume that $(b(i,j) - p_j) \perp \text{Ker} \ S(i,j) J_{\alpha}^{(i,j)} S_{\alpha}^{-1}(x - b(i,j))$. Then $|b_j - p_j| = |S(i,j) J_{\alpha}^{(i,j)} S_{\alpha}^{-1}(p_j - b_j)| \leq C(n)$ for large $j$.

Then, we can pass to a subsequence such that $S(i,j)$ and $b(i,j)$ converge to $S(i,\infty)$ and $b(i,\infty)$ respectively. Hence $K^{(i,j)} \to K^{(i,\infty)} = S(i,\infty) J_{\alpha}^{(i,\infty)} S_{\alpha}^{-1}(x - b(i,\infty))$ for $i = 1, 2$. 


The convergence implies that
\[ \begin{align*}
\langle K^{(i, \infty)}_\alpha, \nu \rangle &= 0 \quad \text{in} \quad B_{g^\infty}(p^\infty_\alpha, H^{-1}_0), \\
\max_\alpha |K^{(i, \infty)}_\alpha| H &\leq 5n \quad \text{at} \quad p^\infty_\alpha.
\end{align*} \]

By Lemma A.1 we have
\[ K^{(i, \infty)}_\alpha(x) = \sum_{\beta=1}^{\frac{(n-k+1)(n-k)}{2}} \omega^{(i)}_{\alpha \beta} J_\beta, \]
for some fixed orthonormal basis \( \{ J_\alpha \}, 1 \leq \alpha \leq \frac{(n-k+1)(n-k)}{2} \) of \( so(n-k+1) \subset so(n+1) \) and \( (\omega^{(i)}_{\alpha \beta}) \in O(\frac{(n-k+1)(n-k)}{2}) \).

Finally, we can argue exactly as in the proof of Lemma A.3 to reach a contradiction. This completes the proof of lemma. \( \square \)
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