A limit on eccentricity growth from global 3-D simulations of disc-planet interactions
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ABSTRACT

We present high resolution 3-D simulations of the planet-disc interaction using smoothed particle hydrodynamics, to investigate the possibility of driving eccentricity growth by this mechanism. For models with a given disc viscosity ($\alpha = 0.01$), we find that for small planet masses (a few Jupiter masses) and canonical surface densities, no significant eccentricity growth is seen over the duration of our simulations. This contrasts with the limiting case of large planet mass (over twenty Jupiter masses) and extremely high surface densities, where we find eccentricity growth in agreement with previously published results. We identify the cause of this as being a threshold surface density for a given planet mass below which eccentricity growth cannot be excited by this method. Further, the radial profile of the disc surface density is found to have a stronger effect on eccentricity growth than previously acknowledged, implying that care must be taken when contrasting results from different disc models. We discuss the implication of this result for real planets embedded in gaseous discs, and suggest that the disc-planet interaction does not contribute significantly to observed exoplanet eccentricities.
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1 INTRODUCTION

Modern theories of planet formation all posit that planets are the end result of the evolution of circumstellar discs of gas and dust, termed protoplanetary discs. This basic idea is consistent with both the observation of such discs around young, solar-like stars (e.g., Sargent & Beckwith 1987; Husch, Lada, & Lada 2001), and the near co-planar, near circular orbits of the planets in the Solar System. However, observations of extra-solar planets made over the last 15 years have revealed that many planetary systems do not share the neat structure of our own. In particular, the abundance of planets with eccentric orbits was unexpected given this formation mechanism. The observed distribution of eccentricities is nearly uniform between eccentricity $e = 0$ and $\sim 0.6$, and stretches all the way up to $e \sim 1$ (e.g. Wright et al. 2011; Kane et al. 2012).

At small semimajor-axis ($a \lesssim 0.1$au) there is a clear preference towards low eccentricity ($e < 0.1$) orbits, and this is well explained by tidal circularisation (Rasio et al. 1996). Similarly, the dearth of planets in high eccentricity orbits ($e \gtrsim 0.5$) with small semi-major axes ($\lesssim 1$au) is readily understood, as these planets have periastron distances $\sim 1R_\odot$ and consequently pass too close to their stars to be long-lived. At larger semi-major axes, however, the picture is much less clear, and a number of scenarios have been proposed to explain the apparent discrepancy between theory and observation. These fall into three broad categories: dynamical interactions of planets in multi-planet systems; secular interactions with companion stars; and tidal interactions between planets and their parent protoplanetary discs.

Large regions of the observed eccentricity distribution can be populated by invoking interactions between multiple planets, be it via direct close encounters (Ford, Havlickova, & Rasio 2001; Jur\'i\v{c} & Tremaine 2008; Chatterjee et al. 2008) or through mean-motion resonances over longer time-scales (Chiang, Fischer, & Thommes 2002). While simulations of such encounters are able to reproduce the observed distribution to a reasonable accuracy, it is unclear if such close interactions are frequent enough in nature to provide a universal source of planetary eccentricity. Another method for growing eccentricity is through secular interactions with inclined companion stars, which lead to a resonant exchange of angular momentum between the planets and the external body (Kozai 1962; Lidov 1962). This results in long-period changes in inclination and eccentricity and although this mechanism seems inviting as an alternative explanation for the observed eccentricity distribution, numerical
work has shown that it does not produce the correct eccentricity distribution (Takeda & Rasio 2005), although recent work has found that it may explain some eccentric misaligned Hot Jupiters (Naoz, Farr, & Rasio 2012). Similar interactions between planets in the same system have also been suggested as a chaotic formation mechanism for highly eccentric planets (Wu & Lithwick 2011).

The gravitational interaction between a young embedded planet and its parent gas disc has also been suggested as a mechanism for driving eccentricity growth. For companions with masses comparable to the central body it has long been known that tidal interactions with the disc lead to eccentricity excitation. This result has applications to stellar binaries (e.g., Artymowicz et al. 1991) and binary super-massive black holes (e.g., Cuadra et al. 2009), but how it extends to the more extreme mass ratios of star-planet systems is still not clear.

Analytical treatment of this problem begins with the consideration of resonant torques between a planet and its parent disc. These torques come in two main flavours, Lindblad and corotation. Lindblad torques occur where the epicyclic frequency in the disc is equal to plus or minus the frequency of a component of the planet’s potential. Corotation resonances occur at radii where the component’s orbital frequency matches that of the disc. For a planet with a circular orbit, the potential can be described by a series of components with the same angular velocity as the planet. This results in a corotational corotation resonance with combs of Lindblad resonances to either side. When the planet’s orbit is eccentric, this is no longer the case. A more complex picture emerges where not all resonances have the same angular velocity, resulting in non-circorotational corotation resonances (Goldreich & Tremaine 1980). The interplay between these resonances, the planet that excites them, and how they are affected by various disc parameters have been discussed in detail by Ogilvie & Lubow (2003) and Goldreich & Sari (2003). A great deal of nuance between competing effects is revealed, and in particular the possibility that corotation torques may begin to saturate and weaken once an initial eccentricity is attained is useful when considering the results of numerical work (Ogilvie & Lubow 2003; Masset & Ogilvie 2003). However, the complex, non-linear nature of the planet-disc interaction makes the general problem analytically intractable, and numerical solution is required to gain a full understanding of eccentricity growth.

Semi-analytic calculations combining prescriptions from these analytic works have been somewhat inconclusive. Moorhead & Adams (2008) found eccentric damping rather than growth in most cases, although in the cases where they did find growth it was extremely strong, leading to e \sim 1 after only a few thousand orbits. However, as such highly eccentric planets would be unable to maintain an equally eccentric gap their orbits would be circularised as they interact with corotational disc material (e.g., Bitsch & Kley 2010).

By contrast, numerical simulations looking specifically at eccentricity growth have so far shown more consistent and positive results. Papaloizou, Nelson, & Masset (2001), hereafter PNM01, found that relatively massive embedded companions (in the brown dwarf regime) undergo eccentricity growth. Lower-mass planets were not found to experience this growth, although it seems likely that this was for numerical rather than physical reasons (Masset & Ogilvie 2003). Later simulations have indeed found eccentricity growth, albeit at modest levels, down to 3M_Jup (D’Angelo, Lubow, & Batz 2005). Extensive analysis of the behaviour and morphology of the disc by PNM01 and Kley & Dirksen (2006) attributes this eccentricity excitation to an instability launched at the 3:1 outer Lindblad resonance, which drives a large eccentricity at the inner edge of the disc. For the large companion masses considered by PNM01 a wide gap is opened in the disc, so coorbital co-rotation resonances are not present, and non-coorbital ones only operate once the planet’s orbit is already eccentric. Kley & Dirksen (2006) also extend this analysis down to planets of a few M_Jup, and find that this mechanism still operates down to planets of mass \sim 3 M_Jup, although the magnitude of the eccentricity induced depends strongly on the disc viscosity and temperature.

To date the majority of the numerical simulations of this problem have been performed in only two dimensions (2-D), and all have used Eulerian (grid-based) methods. However, it has been suggested that a full three-dimensional (3-D) treatment weakens the effect of resonant torques (Tanaka, Takeuchi, & Ward 2002). Each study has also typically only considered a single disc model, with little consistency in the choice of parameters, and it can be easily seen that the properties of the disc itself plays a large role in the evolution of a planet embedded within it. Moreover, Eulerian methods are not always ideal for following the dynamics of gas on non-circular orbits; in general, one expects Lagrangian methods to track eccentric orbits with greater accuracy.

In this paper we present results of high-resolution 3-D smoothed particle hydrodynamics (SPH) simulations of eccentricity growth due to planet-disc interactions. In section 2 we describe our numerical method and the initial conditions used. In section 3 we present results of our simulations, comparing them to the results of PNM01 especially, and describing the effect of various model parameters. Section 4 contains a discussion of both the numerical limitations of our simulations, and the physical interpretation of the results. Our summary and concluding remarks are in section 5.

2 SIMULATIONS

We have performed a suite of three-dimensional simulations of a planet embedded in a protoplanetary accretion disc. We used a modified version of the publicly available GADGET-2 code (Springel 2005), a hybrid SPH/N-body code. SPH methods are highly suited to tracing the evolution of dynamical systems, as the Lagrangian formulation means that important orbital parameters (energy, linear & angular momentum) are naturally conserved (e.g., Price 2012). We treat the star and planet as point masses, and model the gas disc using SPH. The basic parameters of the code are unchanged throughout our simulations, and were set as follows. The number of nearest neighbours for kernel integration is 50, and smoothing lengths are adjusted accordingly when the number of neighbours changes by more than \pm 2. The Courant parameter used to determine the time-step for SPH particles was set to 0.1. The gravitational softening length for the point mass particles was in each case set to be the same as the sink radius for the planet particle (described below). SPH particles are therefore accreted by the sink particles before they encounter gravitational softening, so this softening has no effect on our simulations.

We have altered the public GADGET-2 code in a number of ways to make it more suitable for simulating planets embedded in discs. Firstly, we note that the standard Barnes-Hut tree is insufficiently accurate when computing the gravitational forces on the N-body particles (particularly the ‘planet’). Consequently, following the method of Cuadra et al. (2009), we removed the N-body particles from the tree, and instead computed their gravitational forces by direct summation. As this is done for only two particles the additional computational cost is not large, and ensures high accuracy for the
orbit of the planet. Additionally, following Cuadra et al. (2006), we treat each N-body particle as a ‘sink’ for SPH particles, accreting the mass and momentum of the swallowed particles onto to the target sink, ensuring conservation of linear and angular momentum to a high accuracy. For the planet particle, the radius within which the sink will accept SPH particles is set to be 0.4 of the Hill radius, defined as

\[ R_{\text{Hill}} = a \left( \frac{M_p}{3M_\star} \right)^{1/3}, \]  

(1)

for a planet and star of mass \( M_p \) and \( M_\star \) respectively with semi-major axis \( a \). The sink radius for the star particle was set to be 7/8 of the initial inner disc radius. We have also substituted the energy and entropy equations in Gadget-2 with a locally isothermal equation of state, where the sound speed \( c_s \) in the disc is a function only of the cylindrical radius \( R \). We choose a power-law profile for the disc temperature \( T(R) \propto R^{-\alpha/2} \), consistent with both a linear viscosity law (e.g., Hartmann et al. 1998) and a standard ‘flaring disc’ model (e.g., Kenyon & Hartmann 1987).

### 2.1 Artificial viscosity and angular momentum transport

In order to smooth out the discontinuities associated with shocks in SPH, it is necessary to make use of an artificial viscosity. We use the method of Morris & Monaghan (1997) to dissipate energy in shocks and prevent particle penetration. This contributes a further acceleration term to the equations of motion (Springel 2005)

\[
\frac{du_i}{dt} = - \sum_b m_b \Pi_{ab} \nabla_i \tilde{W}_{ab}.
\]  

(2)

\( \tilde{W}_{ab} \) is the SPH kernel used by GADGET-2, a cubic spline that goes to zero at one smoothing length \( h \), while \( W_{ab} \) is the arithmetic mean of \( \tilde{W}_{ab}(h_a) \) and \( \tilde{W}_{ab}(h_b) \). \( \Pi_{ab} \) describes the strength of the artificial viscosity and is given by

\[
\Pi_{ab} = \left\{ \begin{array}{ll}
-\mu \mathbf{r}_{ab} \cdot \mathbf{u}_{ab} + \beta \mu |\mathbf{u}_{ab}|^2/\mathbf{r}_{ab}^2 & \text{for } \mathbf{u}_{ab} \cdot \mathbf{r}_{ab} < 0, \\
0 & \text{otherwise.}
\end{array} \right.
\]  

(3)

with \( \mu \) given by

\[
\mu_{ab} = \frac{\tilde{w}_{ab} \mathbf{u}_{ab} \cdot \mathbf{r}_{ab}}{|\mathbf{r}_{ab}|^2 + \varepsilon \mathbf{r}_{ab}^2}.
\]  

(4)

Here \( \tilde{w}_{ab}, \mathbf{r}_{ab}, \) and \( \mathbf{u}_{ab} \) represent the arithmetic means of the SPH sound speed, density and smoothing lengths respectively, between particle \( a \) and \( b \) while \( \mathbf{u}_{ab} \) and \( \mathbf{r}_{ab} \) are the differences between the velocity and position vectors of those particles, \( \varepsilon = 0.0001 \) is a numerical ‘safety factor’, which prevents the artificial viscosity diverging for very small particle separations.

In the Morris & Monaghan (1997) scheme, \( \beta \) in equation 3 is given by \( \beta = \beta_0 \mathbf{r}_{ab} \), and \( \beta_0 \) is the mean value \( \langle \alpha_0 + \alpha_s \rangle / 2 \). We have used the Price version of this method, where \( \alpha_a \) is evolved according to

\[
\dot{\alpha}_a = \frac{\alpha_{\text{min}} - \alpha_a}{\tau_a} + (\alpha_{\text{max}} - \alpha_a) S_a
\]  

(5)

1 In this system of equations, \( i, j, \) and \( k \) are vectors using summation notation, and \( a \) and \( b \) are particle indices.

2 Note that this differs from the ‘standard’ SPH definition of the smoothing length, where the kernel goes to zero at \( 2h \). This difference in notation has no practical effect, but must be considered when comparing these equations to those in the SPH literature.

A limit on eccentricity growth

In practice we set the viscosity such that each particle \( a \) has a viscosity \( \nu_a \) which depends on only its (cylindrical) radius, which gives a straightforward means of implementing the power-law viscosity prescriptions described in section 2.2.

#### 2.1.1 Viscous ring-spreading tests

To test this set-up, we conducted test simulations which model the viscous spreading of a gas ring around a point mass. In these tests a thin ring of initially uniform surface density is allowed to evolve under the action of viscous torques. We expect the ring to spread (see, e.g., Pringle 1981), and by comparing our results against those from a one-dimensional explicit scheme (e.g., Pringle, Verbunt, & Wade 1980) we can test the accuracy of our SPH viscosity prescription. We modelled the ring using 10\(^7\) and 10\(^8\) SPH particles and four different levels of viscosity (see table 1). The ring was set up orbiting a single point mass, and was allowed to evolve for 200 orbits.

The viscous time-scale for a spreading ring with constant viscosity is is given by (Pringle 1981)

\[
\tau_a = \frac{h_a}{\nu_a}
\]  

(7)

where \( l \) is a dimensionless scaling parameter. We followed Price (2004) and chose values \( l = 0.1, \alpha_{\text{min}} = 0.01 \) and \( \alpha_{\text{max}} = 2.0 \). We also make use of the ‘Balsara switch’ (Balsara 1995) to limit the spurious detection of shear flow as shocks.

This artificial viscosity prescription is necessary to handle shocks correctly, but we also wish to include an explicit physical viscosity to drive angular momentum transport in the disc. To this effect we have modified the SPH equation of motion (equation 7 in Springel 2005) to include a Navier-Stokes shear viscosity term (with the bulk coefficient set to zero; Lodato & Price 2010):

\[
\frac{du_i}{dt} = - \sum_b m_b \left[ \frac{\mathbf{S}_{ij}}{\rho_a\rho_b} \nabla_j W_{ab}(h_a) + \frac{\mathbf{S}_{ij}^l}{\rho_a\rho_b} \nabla_j W_{ab}(h_b) \right] + \mathbf{F}_i.
\]  

(8)

Here \( \Lambda_a \) is dimensionless and accounts for smoothing-length gradients:

\[
\Lambda_a = \left( 1 + \frac{h_a}{3\rho_a} \frac{\partial \rho_a}{\partial \rho_a} \right)
\]  

(9)

and \( \mathbf{S}_{ij}^l \) is the stress tensor

\[
\mathbf{S}_{ij}^l = -\mathbf{P} + \frac{2}{3} \eta_s \frac{\partial u_k}{\partial r_a} \delta_{ij} + \eta_s \left( \frac{\partial u_i^l}{\partial r_a} + \frac{\partial u_j^l}{\partial r_a} \right). \]  

(10)

\( \mathbf{P} \) and \( \rho \) are the SPH-estimated pressure and density respectively. The standard variable-smoothing-length operator is given by

\[
\frac{\partial \mathbf{u}_a}{\partial r_a} = \frac{1}{\Lambda_a \rho_a} \sum_b m_b \left( u_i^b - u_i^a \right) \frac{\partial W_{ab}(h_a)}{\partial r_a}.
\]  

(11)

\( \eta_s \) is the shear viscosity, which is parameterized in terms of kinetic shear viscosity \( v_s \), by

\[
v_s = \eta_s / \rho_a. \]  

(12)

In practice we set the viscosity such that each particle \( a \) has a viscosity \( \nu_a \) which depends on only its (cylindrical) radius, which gives a straightforward means of implementing the power-law viscosity prescriptions described in section 2.2.
The artificial viscosity sets a floor to the effective viscosity in the SPH simulations by fitting the resulting surface density profiles $\Sigma(R, t)$ to those obtained from the 1-D explicit code. We perform a least-squares fit for $\Sigma(R)$ at several different times in each simulation, and measure the effective viscous time-scale $\tau_v$. The ring spreading is initially linear with the 1-D model as expected, but later the approximation of constant artificial viscosity in the higher-resolution runs is smaller than that in the lower-resolution runs (by a factor of approximately $10^5$). Our Navier-Stokes viscosity approximates a uniform viscosity well except at very low resolution, where the ‘best fit’ to the 1-D ring is rather poor in both cases. The initial configuration in panel (b) is representative of the resolution we obtain in our full disc models described in section 2.2.

$$\tau_v \approx \frac{R_0^2}{12 \nu}. \quad (13)$$

We measure the effective viscosity in the SPH simulations by fitting the measured values of viscosity at each radial location to a linear relationship as a function of time. The ring spreading is initially linear with the 1-D model as expected, but later the approximation of constant viscosity becomes invalid as the artificial viscosity becomes strong at the ring edges. We only fit spreading times during this initial phase where the linear relationship exists. We are thus able to compare the imposed viscosity $\nu_{in}$ with the measured rate of viscous angular momentum transport $\nu_{out}$, in order to determine the accuracy of our numerical scheme. We further parametrize the viscosity in terms of an effective Shakura & Sunyaev (1973) $\alpha$ parameter by assuming that $\nu = \alpha \rho R_0^2 H_0$ at $R_0$. Our measured values are given in Table 1 and typical best fits are shown in figure 1 (for the runs with $\nu_{in} = 10^{-5}$ at different fractions of the viscous timescale $\tau_v$).

From these results we can estimate the true level of angular momentum transport present in our disc simulations. We see from Table 1 that for both the $10^5$- and $10^6$-particle runs, there is essentially no difference in the measured viscosity between the runs with $\nu_{in} = 0$ (i.e., artificial viscosity only) and $\nu_{in} = 10^{-5}$, and that the viscosity in the higher-resolution runs is smaller than that in the lower-resolution runs (by a factor of approximately $10^{11/3} \approx 2.15$), suggesting that in this regime artificial transport of angular momentum is dominant. For larger values of $\nu_{in}$, however, the angular momentum transport increases as expected, showing that our imposed Navier-Stokes viscosity is the dominant source of angular momentum transport for $\nu_{in} > 10^{-5}$ (or, equivalently, $\alpha > 0.008$). An input $\alpha$ of 0.01 gives a value of $\nu$ at $R_0$ of $1.5 \times 10^{-4}$. The SPH smoothing lengths throughout our simulated discs are comparable to those in our $10^6$-particle spreading rings at radius $R_0$, being of order 0.01 in code units, and so we use this set of rings for comparison. This suggests that the artificial viscosity sets a floor to the effective viscosity in the SPH simulations, approximately at or slightly below our canonical imposed value of $\alpha = 0.01$. We are therefore satisfied that artificial transport of angular momentum does not dominate the viscosity in our disc model.

Moreover, it is known that in the case of a shearing disc, the SPH artificial viscosity behaves similarly to a Shakura-Sunyaev $\alpha$ viscosity (Murray 1999). Consequently, although the SPH artificial viscosity prevents us from running simulations with very low disc viscosities, we are confident that numerical angular momentum transport does not dominate our results.

### Table 1. Summary of ring spreading tests.

| $N$   | $\nu_{in}$ | $\nu_{out}$ | Corresponding $\alpha$ |
|-------|------------|-------------|------------------------|
| $10^5$ | 0          | 3.01 $\times$ $10^{-4}$ | 0.019                 |
| $10^5$ | 10$^{-5}$  | 3.06 $\times$ $10^{-4}$ | 0.020                 |
| $10^5$ | 10$^{-4}$  | 3.45 $\times$ $10^{-4}$ | 0.022                 |
| $10^5$ | 10$^{-3}$  | 6.92 $\times$ $10^{-4}$ | 0.045                 |
| $10^6$ | 0          | 1.29 $\times$ $10^{-4}$ | 0.008                 |
| $10^6$ | 10$^{-5}$  | 1.38 $\times$ $10^{-4}$ | 0.009                 |
| $10^6$ | 10$^{-4}$  | 2.25 $\times$ $10^{-4}$ | 0.015                 |
| $10^6$ | 10$^{-3}$  | 1.05 $\times$ $10^{-3}$ | 0.068                 |
Table 2. Summary of parameters used in our disc models.

| $\Sigma_0$ [Code Units] | $\Sigma_0$ [g/cm$^2$] | $\gamma$ | q | Model Name |
|-------------------------|----------------------|---------|---|-----------|
| 1.12 $\times$ 10$^{-5}$ | 10$^2$ | 1 | 0.005 | Low5 |
| 1.10 $\times$ 10$^{-5}$ | 10$^2$ | 1 | 0.025 | Low25 |
| 1.12 $\times$ 10$^{-4}$ | 10$^3$ | 1 | 0.005 | High5 |
| 1.10 $\times$ 10$^{-4}$ | 10$^3$ | 1 | 0.025 | High25 |
| 1.10 $\times$ 10$^{-4}$ | 10$^3$ | 0 | 0.025 | Flat |
| 7.03 $\times$ 10$^{-4}$ | 6.4 $\times$ 10$^1$ | 0 | 0.025 | PNM$^c$ |
| 7.03 $\times$ 10$^{-4}$ | 6.4 $\times$ 10$^1$ | 1 | 0.025 | PNM$^c$slope |

$^a$ As the unit of mass depends on the planet mass $M_p$, different values of $q$ give a different $\Sigma_0$ for the same physical model.

$^b$ These values correspond to a 1$M_\odot$ star and an initial semi-major axis of 1 au.

$^c$ Corresponds to the disc model used in [PNM01].

The unit of mass depends on the planet mass $M_p$, different values of $q$ give a different $\Sigma_0$ for the same physical model.

The viscosity $\nu$ in equation (12) was chosen such that $\nu \Sigma$ was constant (i.e., the disc is a steady-state accretion disc), and normalised such that $\nu_0 = 0.01 c_{\rm to} H_0$ (where the subscript 0 indicates values at $R_0$). This treatment reduces to a Shakura & Sunyaev (1973) alpha-prescription, with $\alpha = 0.01$, in the canonical case of a $\Sigma \propto R^{-1}$ surface density profile. The vertical scale-height $H$ is determined by the $T \propto R^{-1/2}$ temperature profile described above, so our disc has $H/R \propto R^{0.1}$. We normalise the temperature profile by setting $H/R = 0.05$ at $R = R_0$.

In each case our disc is modelled using $N = 10^7$ SPH particles. We build the initial conditions by randomly distributing the particles in the radial and azimuthal directions according to equation (14). Particles were given zero velocity in the radial and vertical ($z$) directions, and azimuthal velocities $v_\phi$ such that

$$v_\phi^2 = \frac{GM_*}{R^2} + \frac{1}{\rho} \frac{\partial P}{\partial R}$$

(i.e., Keplerian orbital velocities, with a small correction to account for radial pressure gradients). The particles were distributed in the vertical direction by randomly sampling a Gaussian density profile with scale-height $H$. This set-up is not strictly in equilibrium, due to the discontinuities at the inner and outer disc edges, and consequently transient density waves pass through the disc for approximately one outer orbital period ($\sim 15 P_0$). These transients are short-lived, however, and tests performed with an initially relaxed disc show that these do not affect our results in any significant way.

We ran 7 models, using the disc parameters described in table 2 and using planet masses $q = M_p/M_\odot = 0.005$ & 0.025. The star and planet were initially placed on the $x$-axis and given Keplerian orbits around the centre of mass, and each model was allowed to evolve for 200 planetary orbital periods (unless otherwise stated).

The simulations were run on the Alice HPC cluster at the University of Leicester using 128 parallel cores.

Figure 2. Comparison between initially eccentric models with just artificial viscosity (black line) and with both artificial viscosity and a Navier-Stokes viscosity (red line). Both used disc Low25 (see table 2) and were given an initial eccentricity $e_0 = 0.05$. The model without the Navier-Stokes viscosity shows small initial damping of eccentricity which soon flattens off, while the model with the full viscosity scheme implemented sees continued and increased eccentricity damping as it evolves. This shows that the SPH artificial viscosity is not causing spurious eccentricity damping. In the case of the full Navier-Stokes viscosity model, at later times the eccentricity decay reversed and began to grow again. This is due to the eccentric planet causing stronger disc eccentricity, and is in agreement with the findings of D’Angelo et al. (2008).

The simulations were run on the Alice HPC cluster at the University of Leicester using 128 parallel cores.

3 RESULTS

3.1 Code tests

3.1.1 Numerical eccentricity damping

As an initial test, and to ensure that the effects we see are physical, we first verified that a planet on an eccentric orbit does not undergo spurious eccentricity damping due to the SPH artificial viscosity (or other numerical effects). To this end we ran 2 realisations of the disc model Low25, where in each case the planet was given an initial eccentricity $e_0 = 0.05$. In one version of this model the Navier-Stokes prescription described in equations (8) to (10) was switched off, so that in this case the only source of angular momentum transport was from the artificial viscosity. These were allowed to evolve for 125 orbits, and the eccentricity evolution is shown in figure 2.

In the model with no physical (Navier-Stokes) viscosity we see very little initial eccentricity decay during the initial period while the disc settles into an equilibrium state and the planet opens its full gap. A loss of some eccentricity during this phase is fully expected and is in agreement with simulations by Batsch & Kley (2010), who found that for non-gap opening planets eccentricity is damped by the surrounding gas. With the physical viscosity switched on we see additional damping of eccentricity, at a much more pronounced level. In both cases we see exponential damping after the initial phase (beyond $\sim 75$ orbits), after the planet has fully cleared its gap. The rate of eccentricity damping during this

4 See http://go.le.ac.uk/alice
Figure 3. Surface density evolution of the central region of our disc model PNM (see table 2), roughly equivalent to run N4 from PNM01. The distance unit is equal to the initial separation between the star and planet. Times shown are in units of the initial orbital period of the planet. The eccentricity evolution for this model is shown in figure 4. After the inner disc clears (upper panels), the presence of the planet drives the inner edge of the disc eccentric (bottom panels). As the disc evolves it exerts torques back upon the planet, causing the planet’s eccentricity to grow. [All of the SPH maps presented here were rendered using splash (Price 2007).]

As a further test, we have also attempted to reproduce the results of PNM01. To this end we have created a disc model that is as near as possible in form to that used in their calculation.\footnote{PNM01 used a 2-D fixed-grid code for their simulations, so it is not possible for us to run a completely identical simulation.} Using the parameters for run PNM given in table 2, this approximates run N4 from that paper, with the obvious caveat that our simulations are in 3-D. Unlike our other models, the normalisation for the viscosity law described in section 2.2 was taken to be $5.59 \times 10^{-6}$ in our dimensionless code units.\footnote{Equivalent to $2.50 \times 10^{-6}$ in the units of PNM01.} This is constant across the disc, fulfilling the steady-state accretion requirement that $\nu \Sigma$ be constant. Note, however, that with this setup the angular momentum transport due to the explicit viscosity is smaller than that due to the SPH artificial viscosity (see Section 2.1.1), so in practice our test calculation is somewhat more viscous than that of PNM01 (by a factor of a 2–3). This model was allowed to evolve for 340 orbital periods. The evo-
Evolution of planet eccentricity is shown in figure 4 while a series of surface density maps as the disc evolves are shown in figure 5.

The evolution of our disc structure is broadly in line with that found by PNM01, with the planet rapidly opening a wide gap in the disc, and the inner part of the disc quickly accreting onto the central star. As the system evolves the planet begins to drive eccentricity in the disc at its inner edge, while its own orbit remains essentially circular. At later times this is no longer the case and the planet’s orbit becomes significantly eccentric (above the ~ 0.01-0.05 level required by Ormel & Lubow 2003) for non-coorbital corotation resonances to saturate, at which point further eccentricity growth is expected. The long-period oscillations in eccentricity seen in figure 4 are due to the relative precession of the planet and the eccentric disc inner edge of the disc.

The level of eccentricity growth seen in our simulations is somewhat less than that seen by PNM01, but it is broadly comparable. Moreover, given our larger effective disc viscosity, and the inherent differences between the methods (2-D fixed-grid versus our full 3-D SPH calculation), we do not expect exact agreement. We also note that our simulations are extremely computationally expensive (using up to approximately 150,000 CPU hours per run), so we are limited in how long we can evolve our models for. Consequently we are unable to find a level of eccentricity at which growth saturates (the eccentricity was still growing at the end of our simulation), but otherwise we find good agreement between our 3-D results and the 2-D simulations of PNM01.

3.2 The effect of surface density & planet mass

3.2.1 Planet mass

To test the effect of different planet masses, we ran models with both Low and Hma5 surface densities (see table 2) with planet-star mass ratios of $q = 0.005$ & $0.025$. For a 1 $M_{\odot}$ star this corresponds to planet masses of approximately 5 and 25 $M_{\oplus}$ respectively. Figure 5 shows the time evolution of orbital eccentricity in each case. For both of the models with $q = 0.005$ (Low5 and Hma5), no eccentricity growth was seen at any level. For the models with $q = 0.025$ (Low25 and Hma25) some modest growth was seen, but none above $e = 0.005$.

This is consistent with the conclusions of both PNM01 and D’Angelo et al. (2006), who found that eccentricity is first induced in the disc, driven by the outer 3:1 Lindblad resonance. We clearly see this disc eccentricity in both runs with $q = 0.025$, but not in either of the lower mass planet cases. A comparison of the surface density maps for both planet masses in the Low model is shown in figure 6. The reason for the lack of eccentricity growth in both of the $q = 0.005$ models is that the 3:1 outer Lindblad resonance induced by the planet is too weak to affect the disc structure significantly. The difference in eccentricity evolution between models Low25 and Hma25 arises because the higher surface density disc is simply more massive, and consequently is able to exert stronger torques upon the planet, resulting in more (but still extremely limited) eccentricity growth.

We are confident that in the case of both planet masses, eccentric co-rotation resonances are resolved where present. Using the width formula provided by Masset & Ogilvie (2004), our smoothing lengths are smaller than the resonant widths at the nominal resonant locations by a factor of at least two, for resonances that are not fully in the open gap. For the case of the 5 $M_{\oplus}$ planet, this is assuming an eccentricity of $10^{-2}$, as for the eccentricity measured from the simulations the prescribed widths are vanishing.

3.2.2 Radial surface density profile

We now consider the effect of the disc surface density profile on the evolution of the embedded planet. To this end we have run two additional models with the same star-planet mass ratio of $q = 0.025$, and different radial surface density profiles ($\gamma = 1 & 0$). The disc models were Flux and PNMslow (see table 2), and each was evolved for 200 orbits. The evolution of the orbital eccentricity for these runs, along with two previously described (Hma25 and PNM, for the purposes of comparison), are shown in figure 7. Again, due to computational limitations we have not run these models for long enough to determine at what level of eccentricity growth saturates; we are instead more concerned here with determining the conditions under which growth will occur. We see again the eccentric in-

Figure 4. Evolution of planet eccentricity for the disc model PNM, which is approximately equivalent to run N4 from PNM01 (see table 2). We find growth of eccentricity in general agreement with that paper. Surface density plots from this run are shown in figure 3. The ~ 100 orbital period oscillations are due to the relative precession of the planet and the eccentric inner edge of the disc.

Figure 5. Eccentricity evolution for planets of different masses in disc models with different surface densities. Low5 and Hma5 have a planet-star mass ratio of $q = 0.005$, while Low25 and Hma25 have $q = 0.025$. Low and Hma refer to the choice of disc surface density – see table 2 for the values – but all have a power-law index of $\gamma = 1$. 

$q = 0.025$ (Low25 and Hma25) some modest growth was seen, but none above $e = 0.005$.
discs are thought to change by factors of surface density; the surface densities in real protoplanetary discs (see figure 8). We also note in passing that this is a surprisingly strong effect.

This behaviour was suggested by PNM01 but not investigated in detail. Comparing the ratio between the planet mass and the local disc mass (approximated by $\Sigma_0$) suggests that values between $\sim 1 - 13.5$ may result in eccentricity growth (see figure 8). We also note in passing that this is a surprisingly strong effect.

The power-law index $\gamma$ also has quite a strong effect on the level of eccentricity growth seen. The two models with $\gamma = 1$ (Huan25 and PNMslope) show slower, weaker growth of eccentricity than their counterparts with the same normalisation value of $\Sigma_0$, but a flat $\gamma = 0$ radial power-law dependence. There are two primary reasons for this. Firstly, a flatter radial profile puts less mass inside the planet’s orbit. The inner disc therefore accretes on to the star more rapidly for flatter surface density profiles (i.e., lower values of $\gamma$), and as eccentricity only begins to grow considerably after the inner disc has accreted, this takes place sooner for flatter surface density profiles. A flatter radial profile also puts more mass into the outer Lindblad resonances, which are responsible for the torques that drive eccentricity growth. This changes the torque balance on the planet, and gives rise to more rapid eccentricity growth. In addition, in the special case when Lindblad torques cancel (as proposed by Goldreich & Sari 2003), the resultant net torque is a function of the surface density gradient, with a steeper power-law dependence damping eccentricity. However, we do not expect this effect to be active in our models, as the planets open gaps sufficiently wide that co-rotation resonances are ineffective.

To investigate this effect further we have followed the method of Artymowicz et al. (1991) to calculate values of $\dot{e}$, time averaged over several orbits at the end of each simulation. The radial contributions to this, normalised against the magnitude of the surface density in each model, are shown in figure 9 for all models with $q = 0.025$. In the low-surface density limit (models Low25, Huan25 and Flax), we see that the eccentricity is being damped by a peak at $R \sim 1.8$, and the magnitude of the surface density acts as a scaling factor with only a very weak dependence on the radial slope ($\gamma$). In these three disc cases, $\dot{e}$ is always negative. By contrast, in the models with higher surface densities, where eccentricity is growing (models PNM and PNMslope), the sense of the contribution reverses, and the total $\dot{e}$ is positive. Here there is also a more pronounced effect of the radial gradient in the surface density. It is unclear exactly what mechanism causes this effect, but it appears that there is a threshold surface density above which the analysis
been able to run our simulations at very high resolution, and given the results of the various tests presented in sections 2.4.1 and 3.1.1 we are confident that the SPH artificial viscosity is not a dominant influence on our results.

We further note that our approximation of a locally isothermal equation of state is somewhat idealised, and in particular may not give an accurate description of the spiral density waves induced in the disc. Bitsch & Kley (2010) looked at the evolution of initially eccentric planets in fully radiative discs, and made comparisons to models which used an isothermal approximation. They only found the results to be inconsistent for relatively low planet masses ($\lesssim 0.6 M_\text{Jup}$). The planet masses considered here are far above this, well into the regime where the isothermal approximation holds, and so we do not expect our use of an isothermal equation of state to introduce significant uncertainties in our results.

Perhaps more of a concern is the viscosity in our simulated discs. We are confident that the SPH artificial viscosity in our simulations does not dominate our results, but it does set a floor to the range of viscosities we can explore: with current computational capabilities we cannot model discs with $\alpha \lesssim 0.01$. Previous simulations using grid-based methods have adopted a wide range of viscosities and temperature prescriptions, with effective $\alpha$ values ranging from $\alpha \sim 10^{-5} - 10^{-2}$ (e.g., Papaloizou et al. 2001, D'Angelo et al. 2006, Bitsch & Kley 2010). It is not clear whether all value(s) of $\alpha$ is most appropriate, but we note that our simulations have a viscosity that is somewhat larger (by a factor $\sim 2$–3) than the canonical values adopted in previous (mostly 2-D) studies. We note also that values inferred from observations of protoplanetary discs are typically of order $\alpha \sim 0.01$ (e.g., Hartmann et al. 1998, King, Pringle, & Livio 2007). Presumably the surface density threshold for eccentricity growth must depend on the disc viscosity (and indeed temperature), but unfortunately we are not able to explore this issue further.

It must also be borne in mind that the Navier-Stokes viscosity used in our models is merely a first-order approximation, attempting to mimic the effect globally of a process that occurs far below the scales we are able to resolve – namely the magnetorotational instability (MRI) thought to drive angular momentum transport in protoplanetary discs (Balbus & Hawley 1991). By adopting a Shakura & Sunyaev (1973) alpha-prescription we implicitly assume that the small-scale effects of turbulence in the disc behave like a viscosity on large scales, but it is not clear whether this approximation holds for length scales $\lesssim H$. In our simulations the planets open gaps on length scales $\gtrsim H$, so turbulent fluctuations on smaller scales are unlikely to have a strong effect. However, there is some overlap between the length-scales considered here and the typical scales of MRI turbulence, so we note that our results may not hold if the MRI drives significant power on moderate or large scales (as suggested by recent simulations; Simon, Beckwith, & Armitage 2012). Detailed investigation of this issue is beyond the scope of this paper, but if the viscous approximation does break down at scales $\sim H$ then it seems likely that eccentricity growth could be affected, particularly for low-mass planets.

7 Note that angular momentum transport by the SPH artificial viscosity scales with the smoothing length $h$ (Murray 1999), which in 3-D scales as $h \propto N^{1/3}$. Reducing the numerical viscosity to $\alpha \lesssim 0.001$ would therefore require us to increase the SPH particle number $N$ by a factor $\sim 10^3$, which is not currently feasible.
Figure 9. Radial contributions to $\dot{e}$, calculated using a Gaussian perturbation approach following the method of [Artymowicz et al. 1991]. These values are time-averaged over 5 orbital periods of the planet at the end of each simulation. Models Low25, Hrn25 and F lex clearly show that in the lower surface density limit, $\dot{e}$ is approximately linear with the magnitude of the surface density, with a weak dependence on the radial profile $\gamma$. For models PNM and PNMsamp it can be seen that above the threshold for eccentricity growth, the sign of the curves flip and the net $\dot{e}$ becomes positive. In this limit the radial profile of the surface density becomes more important, and the effect is no longer linear with its magnitude.

4.2 Applications to real systems

Our major result is that resonant torques are not generally an efficient means of exciting eccentricity, and that planet-disc interactions are unlikely to be responsible for the eccentricities seen in the majority of exoplanet systems. While we do find eccentricity growth in agreement with [PNM01], we note that our calculations considered a very massive planet in a disc with a very high surface density. Their reference surface density of $6.4 \times 10^3 g/cm^2$ at 1 au is a factor of several larger than predicted by the Minimum Mass Solar Nebula (Weidenschilling 1977) or more realistic accretion disc models (e.g. Hartmann et al. 1998). We find that a modest reduction in the disc surface density results in no significant eccentricity growth for similarly massive planets, in agreement with behaviour suggested by [PNM01]. Consequently it is unlikely that this mechanism will be able to excite eccentricity in real protoplanetary discs.

We also fail to find eccentricity growth for lower planet masses, but in this case we treat our results with more caution. Using 2-D simulations [D’Angelo et al. 2006] found eccentricity growth up to $e \sim 0.1$ for planets between 1-3 $M_{\oplus}$, but typically this occurred on time-scales of thousands of orbits. Given the high computational cost of our 3-D simulations we are not able to follow their evolution for such long time-scales, and consequently we cannot rule out this slower mode of growth. However, we note that the disc model used by [D’Angelo et al. 2006] also uses a very large surface density: if we re-scale their model to match the units used here, their surface density normalisation ($\Sigma_0$) becomes $2.0 \times 10^3 g/cm^2$ at 1 au, larger than in our Hrn models. We also note that their relatively flat choice surface density profile ($\gamma = 1/2$) is likely to promote eccentricity growth. Although our simulations do not allow us to rule out growth on very long time-scales, analysis like that shown in figure 8 shows that the disc gives a negative contribution to the planet’s $\dot{e}$ which indicates that eccentricity will not grow unless the disc structure changes significantly. Instead it seems likely that differences in the choice of disc model are responsible for the apparent discrepancy between our results and those of [D’Angelo et al. 2006].

As noted in section 3.2.2 there are two reasons why the radial surface density profile plays a role in exciting eccentricity growth. At a basic level, a lower value of $\gamma$ puts mass mass into the outer Lindblad resonances and conversely less mass into the inner resonances. As the mode of growth relies on the 1:3 outer resonance (PNM01), this favours eccentricity growth by strengthening that resonance. In the case of lower mass planets, where a gap is not fully opened, there is another effect which takes place that brings the radial surface density gradient into play. Goldreich & Sari (2003) suggest that in a near-Keplerian disc where an outer and inner Lindblad resonance cancel to a reasonable approximation, the resulting net torque scales with $d\Sigma/dr$ rather than with $\Sigma$. This implies that not only the $\Sigma_0$ level but also the radial profile may become as important as the planet mass in discerning the physical contribution of resonant torques for low mass planets. We believe that it is the former effect that we are seeing in our simulations, with both the surface density profile and its normalisation level both having a strong effect on if, and how, the orbital eccentricity of an embedded planet will grow (figure 7).

This analysis of the effect of both the magnitude and radial profile of the surface density is supported by looking at the radial contributions to the change in eccentricity in different models, shown in figure 9. Below the threshold for eccentricity growth the surface density profile has only a small effect, and its magnitude is an approximately linear scaling factor, which is in agreement with the findings of [Artymowicz et al. 1991]. In contrast, above the threshold for growth the sense of the contributions reverse and the difference between models with the same $\Sigma_0$ but different $\gamma$ becomes more pronounced. We are confident that this effect is real, and warrants further study, but detailed investigation is beyond the scope of this paper. Other disc parameters including viscosity and temperature structure must also have an effect on this result, but we have not investigated them here.

We can extend this analysis by taking equation 16 to be a necessary condition for eccentricity growth:

$$C\pi\Sigma a^2 \geq M_p$$  \hspace{1cm} (17)$$

where $C \sim 10$ is a constant. However, giant planets continue to accrete via tidal streams even after opening a gap in the disc, and in discs which are sufficiently massive to meet this condition they are likely to accrete rapidly. This accretion increases $M_p$, making it less likely that the threshold for eccentricity growth will be met. The critical issue is therefore one of time-scales: does eccentricity grow on a shorter time-scale than the planet’s mass? For massive giant planets ($\geq 5M_{\text{Jup}}$) tidal torques strongly suppress accretion from the disc on to the planet (e.g. Lubow, Seibert, & Artymowicz 1999), and we therefore expect eccentricity to grow more rapidly than the planet mass. However, our results suggest that eccentricity growth in this regime requires very high disc surface densities, $> 10^3 g/cm^2$ (see Fig. 8), and such massive discs are not commonly observed (see below).

By contrast, lower-mass planets ($\sim 1M_{\text{Jup}}$) accrete very efficiently from their parent discs (e.g. D’Angelo, Henning, & Kley 2002). We can parametrize the planetary accretion rate as $M_a = \epsilon M_d$, where $M_d = 3\pi\Sigma$ is the disc accretion rate in the absence of the planet. The parameter $\epsilon$ represents the efficiency of accretion on to the planet; simulations show that this efficiency has a peak value of $\epsilon \sim 1$ for planets of approximately Jupiter mass, and declines to higher planet masses (Lubow et al. 1999; D’Angelo et al. 2002) see...
also Veras & Armitage 2004). If we substitute \( \nu = \alpha \Omega H^2 \) we can rearrange equation 16 to find

\[
\frac{M_p}{M_\odot} \lesssim \frac{C}{3 \epsilon} \alpha^{-1} \Omega^{-1} \left( \frac{H}{a} \right)^{-2} .
\]

(18)

The quantity on the left-hand-side is the time-scale for planet growth through accretion of gas from the disc, \( \tau_{\text{accrete}} \), so we see that meeting the condition for eccentricity growth (equation 16) also sets an upper limit to the time-scale for planet growth by accretion. Taking standard values of \( \alpha = 0.01 \) and \( H/a = 0.1 \), and assuming that \( \epsilon \sim 1 \), we find

\[
\tau_{\text{accrete}} \lesssim 3 \times 10^4 \Omega^{-1},
\]

(19)

for planets of approximately Jupiter mass. This is comparable to the time-scale for eccentricity growth seen in previous studies of Jupiter-mass planets (D’Angelo et al. 2006). We therefore suggest that in this case the planet would accrete rapidly, and ‘migrate’ out of the region of allowed eccentricity growth highlighted in figure 8 before it attains a significant eccentricity.

We have shown that in moderately viscous discs (with \( \alpha \sim 0.01 \)), eccentricity growth only occurs if the disc surface density is high. Unfortunately, observational constraints on the surface densities of discs are extremely weak, and at au scales such as those considered here, almost non-existent. Andrews & Williams (2007) and Andrews et al. (2009, 2010) made systematic studies of protoplanetary discs in Taurus and Ophiuchus, fitting surface density profiles to submillimeter observations of thermal dust emission. However, the angular resolution of such observations means that they can only resolve scales a few tens of au (in the very best cases), and are not sensitive to the region of most interest for planet formation. If we extrapolate their results down to the unresolved inner disc, their fits yield values of \( \Sigma_0 \) at au radii between \( \sim 30 \) and \( \sim 1700 \) g/cm\(^2\), with most values lying at \( \sim 700 \sim 800 \) g/cm\(^2\). The radial power-law indices (\( \gamma \)) they fit to their observations range between 0.4 and 1.1, with a clear preference towards the upper end of this range. These correspond approximately to our H\( \text{e} \)\text{a} disc model, and have both lower surface densities and steeper power-law indices than the disc models used by PNM01 and D’Angelo et al. (2006). However it must be stressed that extrapolating these sub-mm observations is by no means justified. It has even been suggested that substantial mass reservoirs may exist in ‘dead zones’ close to the star (e.g., Gammie 1996; Hartmann et al. 2004; Zhu et al. 2010), but there are currently no useful constraints on disc surface densities at au radii. ALMA may soon provide real constraints on protoplanetary discs with far higher angular resolution, but it will be some time before it is able to probe radii of a few au (e.g., Cossins, Lodato, & Testi 2010).

Despite this, we argue that significant eccentricity growth due to the planet-disc interaction is unlikely given realistic protoplanetary disc conditions. There is an increasing consensus in the literature that this is the case – while D’Angelo et al. (2006) did see eccentricity growth by this method, it did not rise above \( \sim 0.15 \), lower than the observed values of 0.2–0.3 that this effect is invoked to explain. Similarly, the semi-analytic models Moorhead & Adams (2008) were unable to reproduce the observed low-eccentricity distribution. Coupled with our findings, it seems that the planet-disc interaction alone is incapable of reproducing the eccentricities seen in exoplanet observations.

This negative result of course begs the question of what the true origin of exoplanet eccentricities is. An emerging consensus seems to be that scattering events are responsible for most if not all of the distribution (e.g. Chatterjee et al. 2008). This is backed up by a vast number of tightly-packed multi-planet systems observed by Kepler (Batalha et al. 2012) and by a plethora of planetary systems that have clearly undergone strong interactions (e.g. highly inclined and retrograde planets; Wright et al. 2011). However, there is some suggestion that the low-eccentricity end of the distribution perhaps cannot be explained by this mechanism (Goldreich & Sari 2002, Juric & Tremaine 2008), and further work in this area is still required.

5 CONCLUSIONS

We have performed high-resolution 3D SPH simulations of giant planets embedded in protoplanetary discs. For high disc surface densities and planet masses we find that the planet-disc interaction leads to eccentricity growth, in agreement with previous studies. However, we have shown that for realistic planet masses and disc properties, the planet-disc interaction is incapable of exciting significant orbital eccentricity growth. While we do not investigate the effect of different disc viscosities, we identify a threshold surface density for eccentricity growth, and note that this threshold is rarely, if ever, met in real systems, except in cases where the timescale for eccentricity growth is comparable to the timescale for mass accretion by the planet. We conclude from our simulations that in the case of a real giant planet, the interaction with its parent disc is unlikely to yield growth of its orbital eccentricity at measurable levels. Therefore we suggest that the low but non-zero exoplanet eccentricities observed, not accounted for by simulations of planet-planet scattering events, must have some other origin.
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