This paper consists of two main parts regarding Coherent Synchrotron Radiation (CSR). The first part extends the CSR theory of two particle interaction from a system of one bending magnet to two bending magnets, where the wake can leak from the first to the second. The new theory agrees well with the established simulation code Bmad. The second part of the paper presents the CSR simulation results on CBETA, the Cornell BNL Energy-Recovery-Linac (ERL) Test Accelerator [1], in which the magnets are so close to each other and the new extended theory becomes important. CBETA is the first multi-turn ERL with Superconducting Radio Frequency (SRF) accelerating cavities and a Fixed Field Alternating gradient (FFA) beamline. Simulations show that CSR causes phase space dilution that becomes more significant as the bunch charge and the number of recirculation passes increase. Potential ways to mitigate the CSR effects, including adding vacuum chamber shielding and increasing bunch length, are being investigated.

I. INTRODUCTION

Synchrotron radiation occurs when an electron traverses a curved trajectory, and the radiation emitted can give energy kicks to the other electrons in the same bunch. While the high frequency components of the radiation spectrum tend to add up incoherently, the low frequency components, with wavelength on the order of the electron at point $P'$ to $P$, and $L$ is its magnitude. The two electrons are assumed to have the same speed $v = \beta c$. $\mathbf{n}'$ and $\mathbf{a}'$ are respectively the unit velocity vector and the acceleration field [2].

Let $L_x$ denote the path length from $P'$ to $P$ travelled by the electron. Also, let $s$ and $s'$ denote the longitudinal position of the front and tail electron at time $t$ with respect to the bunch center (Note: $s'$ is evaluated at the observation time $t$, not the retarded time $t'$). Then the distance between the two particles at time $t$ can be expressed as [3]:

$$\Delta \equiv s - s' = L_x - \beta L.$$

As we will see, $\Delta$ is an important quantity in deriving the wake expressions. As $\Delta \to 0$, the velocity field has a singularity of order $1/\Delta^2$, which is dealt with by splitting $E(P)$ into two terms:

$$E(P) = E_{SC} + E_{CSR}. \quad (3)$$

The singularity is contained in the space charge term:

$$E_{SC} = \frac{ke n}{\gamma^2 \Delta^2}. \quad (4)$$

The Lienard-Wiechert formula describes the electric field seen by the front electron at point $P$ (as in Fig. [1] for example) at time $t$. This field is produced by the tail electron at point $P'$ at retarded time $t'$ [5]:

$$E(P) = \frac{ke}{\gamma^2} \frac{(\mathbf{L} - L\beta \mathbf{n}')}{(L - L \cdot \beta \mathbf{n}')^3} + \frac{ke}{c^2} \frac{\mathbf{L} \times [(L - L\beta \mathbf{n}') \times \mathbf{a}']}{(L - L \cdot \beta \mathbf{n}')^3}, \quad (1)$$

in which $k = 1/(4\pi \epsilon_0)$, $e$ is the electron charge, and $c$ is the speed of light. $\mathbf{L}$ is the vector pointing from $P'$ to $P$, and $L$ is its magnitude. The two electrons are assumed to have the same speed $v = \beta c$. $\mathbf{n}'$ and $\mathbf{a}'$ are respectively the unit velocity vector and the acceleration field at point $P'$. By convention we refer to the term in Eq. (1) that is proportional to $1/\gamma^2$ as the velocity field, and the term with $\mathbf{a}'$ as the acceleration field [2].

Let $L_s$ denote the path length from $P'$ to $P$ travelled by the electron. Also, let $s$ and $s'$ denote the longitudinal position of the front and tail electron at time $t$ with respect to the bunch center (Note: $s'$ is evaluated at the observation time $t$, not the retarded time $t'$). Then the distance between the two particles at time $t$ can be expressed as [3]:

$$E(P) = E_{SC} + E_{CSR}. \quad (3)$$

The singularity is contained in the space charge term:

$$E_{SC} = \frac{ke n}{\gamma^2 \Delta^2}. \quad (4)$$
in which \( \mathbf{n} \) is the unit velocity vector at point \( P \). \( \mathbf{E}_{SC} \) is the field resulting from two particles moving on a straight line without acceleration.

The rate of change in energy of the front electron at point \( P \) is:

\[
\frac{dE}{dt} = \mathbf{v} \cdot \mathbf{F} = e c \beta \mathbf{n} \cdot \mathbf{E}(P).
\]

(5)

The CSR wake seen by the front electron is defined to be:

\[
w = \frac{dE_{CSR}}{c dt} = e \beta \mathbf{n} \cdot (\mathbf{E}(P) - \mathbf{E}_{SC}).
\]

(6)

Our goal is to find \( w \) for the cases with two bending magnets, and apply similar approximations in [2] to solve for the wake expression \( W(s) \) seen by the full bunch. Note that this is an one dimensional theory which assumes that all electrons move along the same path. Following the nomenclature in [2], this will introduce four additional cases: E, F, G, and H. Case E and G are extension of case A and C in which \( P' \) is located on the drift before the first magnet. We call these cases the “odd cases”. Similarly, case F and case H are extension of case B and D in which \( P' \) is located within the first magnet, and we call them the “even cases”. In the two subsections below we will derive the wake expressions respectively for the four odd cases and four even cases. The main results for all eight cases are summarized in Appendix A.

A. Odd cases

We will first re-derive the wake expression for case A and C, then apply similar formulation to obtain the expressions for case E and G.

1. Case A

The geometry for case A is shown in Fig. 1. The observation point \( P \) is located at an angle \( \theta \) into the magnet. Since \( P' \) is located on a drift, i.e. \( \mathbf{a}' = 0 \), as the acceleration field vanishes. Let us define

\[
N_v \equiv \beta \mathbf{n} \cdot (\mathbf{L} - L \beta \mathbf{n}'),
\]

(7)

and

\[
D \equiv (\mathbf{L} - \mathbf{L} \cdot \beta \mathbf{n}').
\]

(8)

The subscript \( v \) indicates that the numerator belongs to the velocity field. Then we can write \( w \) as:

\[
w = k e^2 \frac{\gamma^2}{\gamma^2} \left( \frac{N_v}{D^3} - \frac{1}{\Delta^2} \right).
\]

(9)

To find \( N_v \) and \( D \) we have to first fix our coordinate system. Let us pick the unit velocity vector at \( P \) to be \( \mathbf{n} = (1, 0, 0) \). Vector analysis shows that:

\[
\mathbf{n}' = (\cos \theta, \sin \theta, 0),
\]

(10)

\[
L_x = y \cos \theta + L_c \cos (\theta/2),
\]

(11)

\[
L_y = y \sin \theta + L_c \sin (\theta/2),
\]

(12)

\[
N_v \equiv \beta \mathbf{n} \cdot (\mathbf{L} - L \beta \mathbf{n}'),
\]

(7)

\[
D \equiv (\mathbf{L} - \mathbf{L} \cdot \beta \mathbf{n}').
\]

(8)

FIG. 1. (Color) Geometry for case A. Point \( P \) and \( P' \) are labeled by yellow dots. The blue curve is the path traversed by electrons. These conventions apply to all other geometry figures in Section I.

in which \( L_c \) is the chord length (See Fig.(1)), and \( \mathbf{L} = (L_x, L_y, 0) \). As in [2], we assume a small bending angle \( \theta \ll 1 \), and expand all quantities, holding \( R \theta \) constant, up to order of \( \theta^2 \). This yields:

\[
L_c = R \theta - R \theta^3/24,
\]

(13)

\[
L = L_s - R \theta^3 (R \theta + 4y)/24 L_s,
\]

(14)

in which \( L_s \equiv (R \theta + y) \) for case A. Since \( R \theta \) is held constant, terms like \( R^2 \theta (n+2) \) do not vanish \((n \in \mathbb{N})\). It follows that:

\[
\Delta = L_s - \beta L = L_s - R \theta^3 (R \theta + 4y)/24 L_s.
\]

(15)

Since we are interested in cases with large \( \gamma \), \( \beta \) is taken to be unity except for \((1 - \beta) \approx 1/2 \gamma^2 \) in the leading term. Applying Eq. (7)(8)(9) gives:

\[
N_v = \frac{L_s}{2 \gamma^2} + \frac{R \theta^3 (R \theta + 4y)}{8 L_s},
\]

(16)

\[
D = \frac{L_s}{2 \gamma^2} + \frac{R^2 \theta^4}{8 L_s},
\]

(17)

\[
w = k e^2 \gamma^2 L_s \left( \frac{64 [4 L_s + \gamma^2 R \theta^3 (3 R \theta + 4y)]}{4 L_s + \gamma^2 R^2 \theta^4} \right) - \frac{576}{\gamma^2 R^2 \theta^4 (R \theta + 4y)^2}.
\]

(18)

Eq. (18) agrees with Eq. (30) from [2]. The first term, with the cubic in the denominator, comes from the velocity field. The second term comes from the space charge field, and it monotonically decreases with \( y \). Note that if \( \theta = 0 \), the two terms cancel each other, and \( w \) vanishes regardless of \( \gamma \). There is thus no CSR field for particles on a straight line because the space charge term has been subtracted in Eq. (6).

Fig. 2 shows the wake as a function of \( y \) for different \( \gamma \). At large \( \gamma \) the wake is localized in the vicinity \( y \sim y_p = \frac{1}{2} \gamma R \theta^2 \). This means for large \( \gamma \), the main contribution to \( W(s) \) comes from electrons with a retarded position
With this the wake reduces to:

$$w(y) = 4ke^2\gamma^2 \left[ \frac{64y^4\gamma^2 + \gamma^2 R\theta^3}{(4y^2 + \gamma^2 R^2\theta^4)^3} - \frac{9}{(3y + \gamma^2 R\theta^4)^2} \right].$$  \hspace{1cm} (19)

Numerical simulation has shown that this is a good approximation

In the limit of $\gamma^2 \gg L_s/R\theta^3$, the second term in the velocity field term dominates, giving:

$$w(y) = 256ke^2\gamma^4 \frac{y^3R\theta^3}{(4y^2 + \gamma^2 R^2\theta^4)^3}.$$  \hspace{1cm} (20)

One can check that $y_p$ maximizes this term. For large $\gamma$ the wake can be approximated as a dirac delta function:

$$w(y) \sim \delta(y - y_p).$$

This is a good approximation because the beam distribution over the retard positions of $P'$ are stretched over a much longer distance than the width of the peak in Fig. 2. To find the corresponding dirac delta function in the $\Delta$ space, we need to calculate $\Delta(y = y_p)$. In the limit $y \gg R\theta$, we have:

$$\Delta(y) = \frac{y}{2\gamma^2} + \frac{1}{6}R\theta^3 - \frac{1}{8y}R^2\theta^4 + O(1/y^2).$$ \hspace{1cm} (21)

Neglecting higher order terms, we have $\Delta(y_p) = \frac{1}{6}R\theta^3$. Therefore the wake in the $\Delta$ space can be written as:

$$w(\Delta) = A\delta\left(\Delta - \frac{1}{6}R\theta^3\right).$$ \hspace{1cm} (22)

This makes sense since for large $\gamma$, the dominant term in $\Delta(y)$ is the constant term $R\theta^3/6$. Assuming that the drift in front of the magnet is infinitely long, the normalization factor $A$ can be found by:

$$A = \int w\Delta = \int_0^\infty w(y) \frac{\partial \Delta}{\partial y} dy,$$ \hspace{1cm} (23)

in which $w(y)$ is given by Eq.(20) and the derivative $\frac{\partial \Delta}{\partial y}$ can be computed from Eq.(21):

$$\frac{\partial \Delta}{\partial y} = \frac{1}{2\gamma^2} + \frac{1}{8y^2} R^2\theta^4.$$ \hspace{1cm} (24)

Mathematica gives $A = 4ke^2/R\theta$. For a bunch with a longitudinal distribution $\lambda(s)$, the wake expression $W(s)$ is:

$$W(s) = \int w(s - s')\lambda(s') ds' = \frac{4ke^2}{R\theta} \lambda\left(s - \frac{1}{6}R\theta^3\right).$$ \hspace{1cm} (26)

Eq. (26) agrees with Eq. (10) in [8]. Assuming the bunch has a length of $l_b$, then for a large entrance angle $\theta$ such that $R\theta^3/6 \gg l_b$, the wake attenuates. In the case where the bunch has not entirely entered the magnet (i.e. $R\theta < l_b$), then the tail portion of the bunch outside the magnet sees no CSR wake.

There are some limitations in applying the wake expression in Eq. (26). First, the derivation assumes that $\gamma^2 \gg L_s/R\theta^3$, which implies that $\theta \gg 1/\gamma$ is required. Therefore depending on the $\gamma$ value, the observation point cannot be too close to the magnet entrance. For small $\theta$ such that $\theta \sim 1/\gamma$, or equivalently $\Delta \sim R/\gamma^3$, the wake needs to be found numerically. However for a very large $\gamma$ such a small numerical scale can be difficult to resolve in simulation software. A numerical formulation to resolve this has been presented in IPAC 2017 [7].

In addition, the derivation assumes a drift with a length $y_m \gg y_p$, so that most of the peak in Fig. (2) appears within the drift. Note that $y_p$ can be large since it increases with $\gamma$. For an insufficiently long drift, one needs to use the more general formula from Eq. (25) to calculate $W(s)$:

$$W(s) = \int_{s - \Delta(y=0)}^{s - \Delta(y=y_m)} w(s - s')\lambda(s') ds'$$

$$= \int_0^{y_m} w(y)\lambda(s - \Delta(y)) \frac{\partial \Delta}{\partial y} dy,$$ \hspace{1cm} (27)

in which $w(y)$ is given by Eq.(18). Note that change of variable from $s'$ to $y$ has been applied so there is no need to find an expression for $w(\Delta)$. In the case with $y_m < y_p$, contribution from the drift becomes insignificant for $\gamma\theta \gg 1$.

2. Case C

The geometry for case C is shown in Fig. 8 below. Since case C is an extension of case A, we will apply a similar derivation process.

To find $N_r$ and $D$ we have to first fix our coordinate system. Let us pick the exit point of the bending magnet to be the origin, and the exit drift to lie along the $+x$ axis. This choice will be shown convenient for case E too. Let $\phi$ denote the total bending angle of the magnet.
Vector analysis shows that:

\[
\mathbf{n} = (1, 0, 0),
\]

\[
\mathbf{n}' = (\cos \phi, \sin \phi, 0),
\]

\[
L_x = y \cos \phi + L_c \cos (\phi/2) + x,
\]

\[
L_y = y \sin \phi + L_c \sin (\phi/2).
\]

We again expand all quantities in small \(\phi\), holding \(R\phi\) constant, up to order of \(\phi^2\). This yields:

\[
L_c = R\phi - R\phi^3/24,
\]

\[
L = L_s - \phi^2 R^2 \phi^2/24 + 4R\phi(x + y) + 12xy,
\]

\[
\Delta = L_s - \phi^2 R^2 \phi^2/24 + 4R\phi(x + y) + 12xy,
\]

in which \(L_s = R\phi + x + y\) for case C. Applying Eq. (7) and Eq. (8) gives:

\[
N = \frac{L_s}{2\gamma^2} + \frac{(R\phi + 2x)(3R\phi + 2x + 4y)\phi^2}{8L_s},
\]

\[
D = \frac{L_s}{2\gamma^2} + \frac{(R\phi + 2x)^2\phi^2}{8L_s}.
\]

These lead to:

\[
w = ke^2 \gamma^2 L_s^2 \left( \frac{64L_s^2 + \gamma^2 \phi^2 (R\phi + 2x)(3R\phi + 2x + 4y)}{4L_s^2 + \gamma^2 \phi^2 (R\phi + 2x)^2} \right) - \frac{576}{12L_s^2 + \gamma^2 \phi^2 (R^2 \phi^2 + 4R\phi(x + y) + 12xy)^2}.
\]

Eq. (37) agrees with Eq. (34) from [4]. As expected, the wake vanishes if \(\phi \to 0\) or \(x \to \infty\). In the limit \(\gamma^2 \gg L_s/(R\phi + 2x)^2\), the second term in the velocity field term dominates. With the additional limit of \(y \gg R\phi\) and \(y \gg x\), the wake reduces to:

\[
w = 256ke^2 \gamma^4 \frac{y^3(R\phi + 2x)\phi^2}{(4y^2 + \gamma^2 (R\phi + 2x)^2 \phi^2)^3}.
\]

This wake is maximized at \(y = \frac{1}{2}\gamma(R\phi + 2x)\phi\). In the limit of large \(y\) we also have:

\[
\Delta(y) = \frac{y}{2\gamma^2} + \frac{1}{6}(R\phi + 3x)\phi^2 - \frac{1}{8y}(R\phi + 2x)^2 \phi^2 + O(1/y^2).
\]

Similar to case A, we assume that \(y_m\), the length of the drift in front of the magnet, is much longer than \(y_p\). With \(\Delta(y_p) = \frac{1}{2}(R\phi + 3x)\phi^2\), the wake can be approximated as a dirac delta function:

\[
w(\Delta) = A\delta \left( \Delta - \frac{1}{6}(R\phi + 3x)\phi^2 \right).
\]

The normalization factor \(A\) can be found by:

\[
A = \int_0^\infty w(y) \frac{\partial \Delta}{\partial y} dy = \frac{4ke^2}{R\phi + 2x}.
\]

For a bunch with a longitudinal distribution \(\lambda(s)\), the wake expression \(W(s)\) is:

\[
W(s) = \int w(s - s')\lambda(s')ds',
\]

\[
= \frac{4ke^2}{(R\phi + 2x)} \lambda \left( s - \frac{1}{6}(R\phi + 3x)\phi^2 \right),
\]

which agrees with Eq. (10) in [3]. For \(x \to 0\), we recover the expression for case A. For large \(x\), the wake vanishes as expected. Since the derivation assumes \(\gamma^2 \gg L_s/(R\phi + 2x)^2\), the bending angle \(\phi\) cannot be too small. Also, the drift in front of the magnet has to be much longer than \(y_p\). Otherwise one needs to use a more general formula as Eq. (27).

3. Case E1

Case E has two subcases depending on the bending direction of the second magnet. For case E1, the two magnets have the same bending direction. For opposite bending directions, see case E2 in the following subsection. The geometry for case E1 is shown in Fig. 4. A second magnet with a bending radius \(R_2\) has been introduced at a distance \(x \) behind the first magnet. The observation point \(P\) is located at an angle \(\theta_2\) into the second magnet. Note that \(\theta_2\) is not the total bending angle of the second magnet.

Since case E is an extension of case C, we will apply a similar derivation procedure. Using the same coordinate
system as in case C, we now have:

\[ n = (\cos \theta_2, -\sin \theta_2, 0), \tag{43} \]

\[ n' = (\cos \phi_1, \sin \phi_1, 0), \tag{44} \]

\[ L_x = (y \cos \phi_1 + L_{c1} \cos \phi_1 \frac{\phi_1}{2} + x + L_{c2} \cos \frac{\theta_2}{2}), \tag{45} \]

\[ L_y = (y \sin \phi_1 + L_{c1} \sin \phi_1 \frac{\phi_1}{2} - L_{c2} \sin \frac{\theta_2}{2}), \tag{46} \]

in which \( L_{c1} \) and \( L_{c2} \) are respectively the chord length associated with \( R_1 \phi_1 \) and \( R_2 \theta_2 \). Expanding in small \( \phi_1 \) and \( \theta_2 \) gives:

\[ L = L_s - \frac{1}{24 L_s} \left\{ (R_1^2 \phi_1^2 + 12(R_2 \theta_2 + x)y + 4R_1 \phi_1(R_2 \theta_2 + x + y)\phi_1^2 + 6[R_2 \theta_2(R_1 \phi_1 + 2y)\phi_1 \theta_2] \right. \\
\left. + [R_2 \theta_2(4R_1 \phi_1 + R_2 \theta_2 + 4x + 4y)\phi_1 \theta_2^2] \right\}, \tag{47} \]

in which \( L_s = (R_1 \phi_1 + R_2 \theta_2 + x + y) \) for case E1. It follows that:

\[ N_s = \frac{L_s}{2\gamma^2} + \frac{1}{8L_s} [(3R_1 \phi_1 + 2x + 4y + 2R_2 \theta_2)\phi_1 \\
+ (4R_1 \phi_1 + 4x + 4y + 3R_2 \theta_2)\phi_1] \\
\times (R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2), \tag{48} \]

\[ D = \frac{L_s}{2\gamma^2} + \frac{1}{8L_s} (R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2)^2. \tag{49} \]

In the limit of

\[ \gamma^2 \gg L_s/(\phi_1 + \theta_2)(R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2), \tag{50} \]

the dominant term again comes from the velocity field. As in case C, we take the additional limit of large \( y \) (i.e. \( y \gg R_1 \phi_1, x \phi_1 \)), and the wake reduces to:

\[ w = \frac{256ke^2 \gamma^4 y^3(\phi_1 + \theta_2)(R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2)}{[4y^2 + \gamma^2(R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2)^2]^{3/2}}. \tag{51} \]

One can verify that \( y_p = \frac{1}{\gamma}(R_1 \phi_1 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2) \) maximizes \( w(y) \) in Eq. (51). If the second magnet is removed (i.e. \( \theta_2 = 0 \)), Eq. (51) reduces to Eq. (38) in case C. In the limit of large \( y \) we also have:

\[ \Delta = \frac{y}{2 \gamma^2} + \frac{1}{6} \left[ (R_1 \phi_1 + 3x)\phi_1^2 + R_2 \theta_2(3\phi_1^2 + 3\phi_1 \theta_2 + \theta_2^2) \right] \\
- \frac{1}{6y} (R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2)^2 + O(1/y^2). \tag{52} \]

As before, the constant term in \( \Delta \) gives the location of the dirac delta function. The normalization factor \( A \) is:

\[ A = \int_0^\infty w(y) \frac{\partial \Delta}{\partial y} dy = \frac{4ke^2(\phi_1 + \theta_2)}{R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2}. \tag{53} \]

So the approximated wake expression for case E1 is:

\[ W(s) = \frac{4ke^2(\phi_1 + \theta_2)}{R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 + R_2 \theta_2^2} \times \lambda(s - \frac{1}{6} [(R_1 \phi_1 + 3x)\phi_1^2 + R_2 \theta_2(3\phi_1^2 + 3\phi_1 \theta_2 + \theta_2^2)]). \tag{54} \]

Let us examine some limiting cases. First, if we set \( \theta_2 = 0 \), we recover the \( W(s) \) for case C as expected (See Eq. (42)). If we instead remove the first magnet by setting \( \phi_1 = 0 \), we recover case A with only the second magnet (See Eq. (20) with \( \phi \rightarrow \theta_2 \)). Another interesting limit is to set \( x = 0 \) and \( R_1 = R_2 = R \). This physically corresponds to removing the drift between the two magnets and merging the two magnets. The result is:

\[ W(s) = \frac{4ke^2}{R(\phi_1 + \theta_2)} \lambda \left( s - \frac{1}{6} R(\phi_1 + \theta_2)^3 \right). \tag{55} \]

As expected, we recover the \( W(s) \) for case A with the observation point located at \( \theta = (\phi_1 + \theta_2) \) into the merged magnet. Similar to case C and case A, there are limitations in applying Eq. (55). The length of the drift in front of the first magnet has to be much greater than \( y_p \). Also, the assumption of large \( \gamma \) in Eq. (50) requires \( (\phi_1 + \theta_2) \) to be not small.

4. Case E2

In contrast to case E1, the second magnet has a bending direction opposite to the first magnet. With our coordinate system the vector \( n \) now becomes \( (\cos \theta_2, \sin \theta_2, 0) \). Following the same derivation procedure as in case E1, we obtain:

\[ W(s) = \frac{4ke^2(\phi_1 - \theta_2)}{R_1 \phi_1^2 + 2x \phi_1 + 2R_2 \phi_1 \theta_2 - R_2 \theta_2^2} \times \lambda \left( s - \frac{1}{6} ((R_1 \phi_1 + 3x)\phi_1^2 + R_2 \theta_2(3\phi_1^2 - 3\phi_1 \theta_2 + \theta_2^2)) \right). \tag{56} \]

As expected, the result is very similar to case E1, with \( \theta_2 \rightarrow -\theta_2 \). However, the term \( R_2 \theta_2 \) remains unchanged since it comes from the path length and is always positive.

5. Case G1 and G2

Similar to case E, there are two subcases in case G depending on the two bending directions. The geometry for case G1 is shown in Fig. 5. The observation point \( P \) is now located a distance \( x_2 \) below the second magnet. Let \( \phi_2 \) denote the total bending angle of the second magnet.

With the same derivation procedure as in case E1 and E2, we obtain:
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\[ W(s) = \frac{4k^2((\phi_1 \pm \phi_2)}{R_1\phi_1^2 + 2x\phi_1 + 2R_2\phi_2\phi_2 + 2\phi_2(\phi_1 \pm \phi_2)} \times \lambda(s - \frac{1}{6}[(R_1\phi_1 + 3x)\phi_1^2 + R_2\phi_2(3\phi_2^2 \pm 3\phi_1\phi_2 + \phi_2^2)] + 3x\phi_2(\phi_1 \pm \phi_2))^2). \]  

(57)

Note that the ± sign denotes “+” for case G1 (when

the two magnets bend in the same direction) and “−”

for case G2 (with opposite bending directions). One can
verify that for \( x = 0 \), we recover the expressions for case E1 and E2. If we merge the two magnets by taking \( x = 0 \)
and \( R_1 = R_2 = R \), then case G1 reduces to case C with

φ = \( \phi_1 + \phi_2 \), as expected.

B. Even cases

We will first re-derive the wake expression for case B

and D, then apply a similar formulation to obtain the
expressions for case F and H.

1. Case B

The geometry for case B is shown in Fig. 5. The point

P’ and P are inside the same magnet separated by an
angle \( \theta \).

FIG. 5. (Color) Geometry for case G1.

\( W(s) = \frac{4k^2((\phi_1 \pm \phi_2)}{R_1\phi_1^2 + 2x\phi_1 + 2R_2\phi_2\phi_2 + 2\phi_2(\phi_1 \pm \phi_2)} \times \lambda(s - \frac{1}{6}[(R_1\phi_1 + 3x)\phi_1^2 + R_2\phi_2(3\phi_2^2 \pm 3\phi_1\phi_2 + \phi_2^2)] + 3x\phi_2(\phi_1 \pm \phi_2))^2). \]  

(57)

in which \( N_a = \beta n \cdot (L \times [\mathbf{L} - L\beta n'])/c^2 \). We first

\( n' = (\cos \theta, \sin \theta, 0), \)

(59)

\( a' = \frac{\beta^2\lambda^2}{R} (-\sin \theta, \cos \theta, 0), \)

(60)

\( \mathbf{L} = (L_c \cos (\theta/2), (L_c \sin (\theta/2)), 0). \)

(61)

Expanding in small \( \theta \), keeping \( R\theta \) constant, gives:

\[ L = L_s - \frac{R\theta^3}{24}, \]  

(62)

\[ N_a = -\frac{L_s (R\theta)}{2\gamma^2} \theta + \frac{(R\theta)^2 \theta^3}{16R}, \]  

(63)

\[ N_v = \frac{L_s}{2\gamma^2} + \frac{3R\theta^3}{8}, \]  

(64)

\[ D = \frac{L_s}{2\gamma^2} + \frac{R\theta^3}{8}, \]  

(65)

in which \( L_s = R\theta \) for case B. Note that while even

terms in \( \theta \) survive in \( L, N_v, \) and \( D, \) odd terms survive in \( N_a, \)

and it is required to keep the expansion up to order \( \theta^3 \)
in \( N_a. \) The expression for \( N_a \) is not simplified to
explicitly show this observation, and the \( R \) in the denominator
comes directly from \( a' \) and therefore does not have a \( \theta \)
associated with it. It follows that:

\[ w = \frac{32k^2\lambda^4}{R^2} \left[ \frac{\gamma^2\theta^2 - 4}{(\gamma^2\theta^2 + 4)^3} + \frac{2}{\gamma^2\theta^2} \left( \frac{3\gamma^2\theta^2 + 4}{(\gamma^2\theta^2 + 4)^3} - \frac{9}{(\gamma^2\theta^2 + 12)^2} \right) \right], \]  

(66)

which agrees with Eq.(36) in [2]. For \( \gamma \theta \ll 1, \) the wake
reduces to:

\[ w(\gamma \theta \ll 1) = \frac{-4k^2\lambda^4}{3R^2}. \]  

(67)

The physical significance of this result has been discussed
in [2]. Here we are interested in the case with \( \gamma \theta \gg 1, \)
for which the acceleration field term dominates:

\[ w(\gamma \theta \gg 1) = \frac{32k^2\lambda^4}{R^2\theta^4}. \]  

(68)

In the limit of large \( \gamma \) we also have:

\[ \Delta = L_s - \beta L = \frac{L_s}{2\gamma^2} + \frac{R\theta^3}{24} \rightarrow \frac{R\theta^3}{24} \]  

(69)

To solve for \( W(s) = \int w(s - s')\lambda(s')ds' \) one can simply
write down \( w(\Delta) \) by inverting Eq.(65). However, for later
cases with more complicated geometry, \( w(\Delta) \) cannot be easily inverted. As shown in [3], a more general method is to apply integration by parts. This requires us to find the function \( u \) such that \( \partial u / \partial s' = w(s - s') \). Since both \( w \) and \( \Delta \) are functions of the independent variable \( \theta \), we can compute:

\[
\frac{du}{d\theta} = \frac{\partial u}{\partial s'} \frac{ds'}{d\theta} = -w \frac{d\Delta}{d\theta} = -4ke^2 \frac{\Delta}{R^2},
\]

(70)

in which the minus sign is present because \( \Delta = s - s' \). Integration over \( \theta \) gives \( u = 4ke^2/R \theta \), which turns out to be the same as the normalization factor \( \Lambda \) in case A (see Eq. (23)). Note that the limit of integration is \( (s - \Delta_{\text{max}}) < s' < s \), in which \( \Delta_{\text{max}} = \Delta(\theta = \theta_{\text{max}}) = R\theta_{\text{max}}^3/24 \). When \( \theta = \theta_{\text{max}} \), the point \( P' \) is located at the entrance of the magnet. One can also interpret \( \theta_{\text{max}} \) as the entrance angle of the observation point \( P \), which is exactly the “\( \theta \)” defined in case A. For \( s' < (s - \Delta_{\text{max}}) \), one needs to use results from part A. It follows that:

\[
W(s) = (u\lambda) \bigg|_{s - \Delta_{\text{max}}}^{s} - \int_{s - \Delta_{\text{max}}}^{s} u \frac{\partial \lambda(s')}{\partial s'} ds' = -4ke^2 \left[ \frac{\lambda(s - \Delta_{\text{max}})}{R\theta_{\text{max}}} + \int_{s - \Delta_{\text{max}}}^{s} \frac{1}{R\theta_{\text{max}}} \frac{\partial \lambda(s')}{\partial s'} ds' \right],
\]

(71)

which agrees with Eq. (6) in [3]. To apply this expression, it is required that \( \gamma \theta \gg 1 \), so the observation point \( P \) cannot be too close to the magnet’s entrance. The expression overlooks the wake contributions from \( \theta \sim 1/\gamma \) or even smaller \( \theta \). As discussed in case A, these contributions can be calculated numerically. For a very large \( \gamma \) these contributions can be ignored.

2. Case D

The geometry for case D is shown in Fig. 7. The point \( P' \) is located at an angle \( \theta \) measured from the exit of the magnet.

FIG. 7. (Color) Geometry for case D. Note that the \( \theta \) here is not the \( \theta \) defined in either case A or B.

Since Case D is an extension of case B, we will apply a similar derivation process. Let us again choose \( n = (L_c \cos (\theta / 2) + x), (L_c \sin (\theta / 2)), 0 \).

Expanding in small \( \theta \) gives:

\[
L = L_s - \frac{R^3}{24} (R\theta + 4x),
\]

(73)

\[
N_a = -\frac{L_s}{2} \left( \frac{\theta^2}{2} + \frac{\theta^4 (R\theta + 2x)^2}{16 (R\theta + x)} \right),
\]

(74)

\[
N_v = \frac{L_s}{2\gamma^2} + \frac{3R^2\theta^2 + 8R\theta x + 4x^2\theta^2}{8(R\theta + x)},
\]

(75)

\[
D = \frac{L_s}{2\gamma^2} + \frac{(R\theta + 2x)^2\theta^2}{8L_s},
\]

(76)

in which \( L_s = R\theta + x \) in case D. One can verify that as \( x \to 0 \), these quantities reduce to the ones in case B. It follows that:

\[
w = 32ke^2\gamma^4L_s^2 \left[ \frac{(\gamma^2\theta^2(R\theta + 2x)^2 - 4L_s^2\theta^2)}{[\gamma^2\theta^2(R\theta + 2x)^2 + 4L_s^2]^3} \right.
\]

\[
+ \left. \frac{2}{\gamma^2} \left( \frac{\gamma^2\theta^2(3R^2\theta^2 + 8R\theta x + 4x^2) + 4L_s^2}{[\gamma^2\theta^2(R\theta + 2x)^2 + 4L_s^2]^3} \right) \right] - \frac{9}{[\gamma^2\theta^2 R(R\theta + 4x) + 12L_s]} \right],
\]

(77)

which agrees with Eq.(36) in [2]. If we set \( x = 0 \), the wake reduces to the one in case B. To focus on case D we assume \( x > 0 \) from now on. In the limit \( \theta \to 0 \), the wake vanishes:

\[
w(\theta \to 0) = \left[ 0 + \frac{4\gamma^2}{x^2} - \frac{4\gamma^2}{x^2} \right] = 0,
\]

(78)

regardless of the value of \( \gamma \). As in case B, we are interested in the limit \( \gamma \theta \gg 1 \), for which the acceleration field term dominates:

\[
w(\gamma \theta \gg 1) = 32ke^2 \frac{(R\theta + x)^2}{\theta^2(R\theta + 2x)^4},
\]

(79)

In a more strict limit of \( \gamma^2 \gg (R\theta + x)/R^3 \) we have:

\[
\Delta = \frac{R^3 (R\theta + 4x)}{24 (R\theta + x)}.
\]

(80)

To solve for \( W(s) \) we need to find the function \( u \) such that \( \partial u / \partial s' = w(s - s') \). Similar to case B, we have:

\[
\frac{du}{d\theta} = \frac{\partial u}{\partial s'} \frac{ds'}{d\theta} = -w \frac{d\Delta}{d\theta} = -4ke^2 R \frac{\Delta}{(R\theta + 2x)^2},
\]

(81)

Integration over \( \theta \) gives \( u = 4ke^2/(R\theta + 2x) \). We again observe that \( u \) is the same quantity as the normalization factor \( A \) in case C. We are now ready to apply integration by parts to find \( W(s) \). Note that the region of integration is \( (s - \Delta_{\text{max}}) < s' < (s - \Delta_{\text{min}}) \), in which \( \Delta_{\text{max}} = \Delta(\theta = \theta_{\text{max}}) \) and \( \Delta_{\text{min}} = \Delta(\theta = 0) = 0 \). Since \( \theta \) in case D is measured from the exit of the magnet, we have \( \theta_{\text{max}} = \phi \), the total bending angle of the magnet. It follows that:

\[
W(s) = (u\lambda) \bigg|_{s - \Delta_{\text{max}}}^{s} - \int_{s - \Delta_{\text{max}}}^{s} u \frac{\partial \lambda(s')}{\partial s'} ds'
\]

\[
= -4ke^2 \left[ \frac{\lambda(s - \Delta_{\text{max}})}{R\phi + 2x} + \int_{s - \Delta_{\text{max}}}^{s} \frac{1}{R\phi + 2x} \frac{\partial \lambda(s')}{\partial s'} ds' \right].
\]

(82)
The result agrees with Eq. (15). Note that one of the boundary term $u\lambda (s' \rightarrow s)$ vanishes since $w(\theta \rightarrow 0) = 0$. One can check that if the observation point $P$ is located at the exit of the magnet (i.e., $x = 0, \phi = \theta_{\text{max}}$), we recover the result of case B. For large $x$, the expression vanishes as expected. When using equation Eq. (82), one should abide to the limit $\gamma^2 \gg (R\theta + x)/R\theta^3$. This means for a very large $x$ value, $W(s)$ can give inaccurate results.

Otherwise, At eq 27, mention ignorance of small angle

3. Case F1

Fig. 8 shows the geometry for case F1. In terms of the location of the observation point, case F1 and E1 are the same. Similar to case E1, case F1 has two magnets bending in the same direction. For opposite bending directions, see case F2 in the following subsection. The geometry for case F1 is shown in Fig. 8.

![Case F1 Diagram](image)

**FIG. 8.** (Color) Geometry for case F1.

Since case F is an extension of case D, we follow similar derivations. With the coordinate system defined in case E1, we now have:

$$n = (\cos \theta_2, -\sin \theta_2, 0), \quad n' = (\cos \theta_1, \sin \theta_1, 0),$$

$$a' = \frac{3q e^2}{R} (-\sin \theta, \cos \theta, 0),$$

$$L_x = (L_{c1} \cos \frac{\theta_1}{2} + x + L_{c2} \cos \frac{\theta_2}{2}),$$

$$L_y = (L_{c1} \sin \frac{\theta_1}{2} - L_{c2} \sin \frac{\theta_2}{2}).$$

From case B and D we know for large $\gamma$ the dominant term in $w$ is the acceleration field term:

$$w = \frac{32k e^2 q L_s^2}{R_1} (R_1 \theta_1^2 + 2R_1 \theta_1 \theta_2 + 2x \theta_2 + R_2 \theta_2^2) \times \frac{\gamma^2 (R_1 \theta_1^2 + 2R_1 \theta_1 \theta_2 + 2x \theta_2 + R_2 \theta_2^2)^2 - 4L_s^2}{\gamma^2 (R_1 \theta_1^2 + 2R_1 \theta_1 \theta_2 + 2x \theta_2 + R_2 \theta_2^2)^2 + 4L_s^2},$$

in which $L_s = (R_1 \theta_1 + x + R_2 \theta_2)$ for case F. Note that $w(x \rightarrow \infty) \propto 1/x \rightarrow 0$ as expected. Assuming $R_1$ and $R_2$ are on the same order of magnitude ($R_1 \approx R_2 \approx R$), then in the limits of $\gamma (\theta_1 + \theta_2) \gg 1$ we have:

$$w = \frac{32k e^2 q L_s^2}{R_1} \frac{(R_1 \theta_1^2 + 2R_1 \theta_1 \theta_2 + 2x \theta_2 + R_2 \theta_2^2)}{(R_1 \theta_1^2 + 2R_1 \theta_1 \theta_2 + 2x \theta_2 + R_2 \theta_2^2)^2}$$

Note that the numerator and denominator of $w$ do not cancel. With a more strict limit of $\gamma^2 \gg L_s/R(\theta_1 + \theta_2)^3$ we have:

$$\Delta = \frac{1}{24L_s} [R_1 \theta_1^2 (R_1 \theta_1 + 4x + 4R_2 \theta_2) + 6R_1 \theta_1^2 R_2 \theta_2^2 + R_2 \theta_2^2 (4R_1 \theta_1 + 4x + R_2 \theta_2)],$$

To find $W(s)$ we again look for the function $u$ such that $\partial u/\partial s' = w(s - s')$. It follows that:

$$
\frac{du}{d\theta_1} = -4ke^2 \frac{(R_1 \theta_1^2 + 2R_1 \theta_1 \theta_2 + 2x \theta_2 + R_2 \theta_2^2)}{(R_1 \theta_1^2 + 2R_1 \theta_1 \theta_2 + 2x \theta_2 + R_2 \theta_2^2)^2},
$$

$$u = \frac{R_1 \theta_1^2 + 2R_2 \theta_1 \theta_2 + 2x \theta_1 + R_2 \theta_2^2}{R_1 \theta_1^2 + 2R_2 \theta_1 \theta_2 + 2x \theta_1 + R_2 \theta_2^2}.$$

Again, we see that $u$ equals to $A$ in the pairing case E1. Integration by parts gives:

$$W(s) = -4ke^2 \left[ \frac{\lambda(s - \Delta_{\text{max}})}{R_2 \theta_2} + \frac{(\phi_1 + \theta_2) \lambda(s - \Delta_{\text{max}})}{R_1 \phi_1^2 + 2R_2 \phi_1 \theta_2 + 2x \phi_1 + R_2 \theta_2^2} + \frac{\partial \lambda(s')}{\partial s'} ds' \right],$$

in which $\Delta_{\text{max}} = \Delta(\theta_1 = \phi_1, \theta_2)$. For $x \rightarrow \infty$, one should simply apply case D. For $x \rightarrow \infty$ we know the wake vanishes, and the two magnets should be considered “decoupled”. To test the validity of Eq. (93), let us consider a case with $x = 0$ and $R_1 = R_2 = R$. This equivalently merges the two magnets into one, and the point $P$ is located ($\phi_1 + \theta_2$) into the merged magnet. To compute the $W(s)$ at point $P$ due to the merged magnet, we need to add the contribution from the first sub-magnet using case F and the second sub-magnet using case B. Applying Eq. (93) and Eq. (71) respectively gives:

$$W(s) = W_B(s, \theta_{\text{max}} = \theta_2) + W_{F1}(s, x = 0)$$

$$= -4ke^2 \left[ \frac{\lambda(s - \Delta_{\text{B,max}})}{R_2 \theta_2} + \frac{1}{R \phi_1} \frac{\partial \lambda(s')}{\partial s'} ds' \right] - 4ke^2 \left[ \frac{\lambda(s - \Delta_{\text{F,max}})}{R_2 \theta_2} + \frac{1}{R(\theta_1 + \theta_2)} \frac{\partial \lambda(s')}{\partial s'} ds' \right].$$
The quantity $\theta$ here denotes the angle measured from point $P$ backward, so $\theta_1 = (\theta - \theta_2)$ in $W_{F1}$. Since $\Delta_{F,\max}(x = 0) = R(\phi_1 + \phi_2)^3/24 = \Delta_B(\theta = \phi_1 + \phi_2)$, the two integrals can be merged into one. Also, since $\Delta_{F,\min}(x = 0) = R\theta_1^2/24 = \Delta_{B,\max}(\theta = \phi_2)$, the first term in $W_{F1}$ cancels with the boundary term in $W_B$ (since they have the opposite sign), giving:

$$W(s) = -4ke^2 \left[ \frac{\lambda(s - \Delta_B(\theta = \phi_1 + \phi_2))}{R(\phi_1 + \phi_2)} + \int_{s - \Delta_B(\theta = \phi_1 + \phi_2)}^{s} \frac{1}{R\theta} \frac{\partial \lambda(s')}{\partial s'} ds' \right].$$

(96)

As expected, we have recovered case B for the merged magnet with an entrance angle of $(\phi_1 + \phi_2)$. This validates our wake expression for case F1, and the first boundary term in Eq. (93) is necessary in this formulation. Without this term to cancel the boundary term in case B, one could generate free wakes by splitting the magnet into small magnets, which is not physical.

4. Case F2

Similar to E2, the two magnets now bend in the opposite direction. With the same derivation procedure as in case F1, we obtain:

$$W(s) = -4ke^2 \left[ \frac{-\lambda(s - \Delta_{\min})}{R_2\theta_2} + \left( \frac{\phi_1 - \theta_2}{R_1\phi_1^2 + 2R_2\phi_1\theta_2 + 2x\phi_1 - R_2\theta_2^2} \right) \int_{s - \Delta_{\min}}^{s} \frac{\theta_1 - \theta_2}{R_1\theta_1^2 + 2R_2\theta_1\theta_2 + 2x\theta_1 - R_2\theta_2^2} \frac{\partial \lambda(s')}{\partial s'} ds' \right].$$

(97)

The result is very similar to case F1, again with $\theta_2 \to -\theta_2$ and $R_2\theta_2$ unchanged.

5. Case H1 and H2

Similar to case F, there are two subcases in case H depending on the two bending directions. Fig. 9 shows the geometry for case H1 in which the two magnets bend in the same direction. The observation point $P$ is located at a distance $x_2$ down the second magnet, just like in case G.

We follow the same derivation procedure as in case F1 and F2. In the limit of $\gamma^2 \gg L_s/R(\theta_1 + \phi_2)^3$ we have:

$$\Delta = \frac{1}{24L_s} \left[ R_1\theta_1^3/R_1\theta_1 + 4x + 4R_2\phi_2 + 4x_2 \right] + 6R_1\theta_1^2\phi_2(2R_2\phi_2 + 2x_2) + R_2\phi_2^3(4R_1\theta_1 + 4x + R_2\phi_2) + 4x_2\phi_2^3(3R_1\theta_1 + 3x + R_2\phi_2),$$

(98)

FIG. 9. (Color) Geometry for case H1.

$$w = \frac{32ke^2L_s^2(R_1\theta_1^2 + 2R_2\theta_1\phi_2 + 2x\theta_1 + R_2\phi_2^2 + 2x_2(\theta_1 + \phi_2))^4}{R_1(R_1\theta_1^2 + 2R_2\theta_1\phi_2 + 2x\theta_1 + R_2\phi_2^2 + 2x_2(\theta_1 + \phi_2))^4}.$$  

(99)

$$u(\theta_1) = \frac{4ke^2(\theta_1 \pm \phi_2)}{R_1\theta_1^2 + 2R_2\theta_1\phi_2 + 2x\theta_1 + R_2\phi_2^2 + 2x_2(\theta_1 + \phi_2)^4}.$$  

(100)

Integration by parts gives:

$$W(s) = -\left[ -u(0)\lambda(s - \Delta_{\min}) + u(\phi_1)\lambda(s - \Delta_{\max}) + \int_{s - \Delta_{\min}}^{s - \Delta_{\max}} u(\theta_1) \frac{\partial \lambda(s')}{\partial s'} ds' \right].$$

(101)

Again, the $\pm$ sign denotes “+” for case H1 and “−” for case H2. Similar to case F, one cannot apply this expression for small $\phi_2$ or large $x$. One can verify that for $x_2 = 0$, we recover the wake expressions for case E1 and E2.

III. THEORY V.S SIMULATION

To test the formulas derived for all cases, we run CSR simulations in Bmad for four different beamlines (details on Bmad simulation and parameter choice are described in Section IV). Each beamline consists of only drifts and bending magnet(s) with lengths described by Table I.

| Length (mm) | D0 | B1 | D1 | B2 | D2 |
|------------|----|----|----|----|----|
| Beamline A | 60 | 600| 600| X  | X  |
| Beamline B | 60 | 133| 70 | 500| X  |
| Beamline C | 60 | 133| 70 | 122| 600|

TABLE I. The length of each element in the four beamlines. In the element names, “D” denotes a drift, and “B” denotes a bending magnet. Each beamline starts with drift D0, followed by B1, D1, B2, then D2. The symbol “X” means that the element is absent.

In this section we redefine $s$ to be the longitudinal position of the bunch center from the beginning of the beamline. The old $s$ is replaced by symbol $z$ to avoid confusion. For each beamline we will track a Gaussian bunch ($\sigma_z = 1.078$ mm) and compare the evolution of
the wakefield $W(z)$ with the theory. For easy comparison with other literature, we normalize $W(z)$ in all the plots by the characteristic CSR wake $W_0$:

$$W_0 = \frac{kQe}{(R^2\sigma_z^2)^{1/3}},$$

(102)

in which $Q$ is the bunch charge, and $N_p = Q/e$ is the number of electrons in the bunch. We choose a small bunch charge of $Q = 1.0$ pC so that the longitudinal distribution $\lambda(z)$ remains Gaussian during the transport. Note that in general $\int \lambda(z) dz = N_p$. The electron energy is chosen to be 42 MeV, which corresponds to $\gamma = 82.2$ for electrons. The two magnets bend in the opposite direction, and the bending radii are $R_1 = 0.808$ m and $R_2 = 0.487$ m. With $R$ set to $R_1$ in Eq. (102), we have $W_0 = 1.50 \times 10^{-17} J/m = 93.7$ eV/m. To see the wake propagation over a reasonable length scale, the final element(s) in each beamline have been made sufficiently long. The length of the first drift $D_0$ does not play a role since any drift before the first magnet is assumed to be infinitely long in the CSR simulation of Bmad.

A. Beamline A

The purpose of beamline A and B is to confirm that Bmad simulation agrees with the previously published formulas with one bending magnet (case A, B, C, and D). The magnet in beamline A is made long (500 mm) to allow studies of the wake propagation up to the steady state (s-s). As discussed in [3], the s-s occurs when the bunch center is $L_0 = R\theta > (24\sigma_z R^2)^{1/3}$ into the magnet. $L_0$ is called the overtaking distance, and is equal to 257 mm for magnet B1. The wake in bend B1 has contributions from case A and case B:

$$W(z) = W_{B,\text{integral}}(z, \theta_1) + W_{B,\text{boundary}}(z, \theta_1) + W_{A}(z, \theta_1),$$

(103)

in which $\theta_1 = (s - 60 \text{ mm})/R_1$ is the angle of the observation point into magnet B1. Eq. (103) is often referred to as the entrance wake. Fig. 10 below shows the wake propagation in B1 by theory and Bmad simulations, which agree well. The steady state is reached when $L_0 = 55$ m is the steady state CSR wake.

The wake in drift D1 has contributions from case C and case D:

$$W(z) = W_{D,\text{integral}}(z, x, \phi_1) + W_{D,\text{boundary}}(z, x, \phi_1) + W_{C}(z, x, \phi_1),$$

(104)

in which $x = (s - 560 \text{ mm})$ is the location of the bunch center into the drift D1. Since the s-s is already reached, the only contribution comes from the $W_{D,\text{integral}}$ term. This makes sense since for large $\phi_1$ the other two terms vanish. Fig. 11 shows the wake propagation in D1 by theory and Bmad simulations, which again agree well. A similar benchmarking result has been shown in [6].

B. Beamline B

In contrast to beamline A, the magnet’s length in beamline B is shorter than the overtaking distance (i.e. $L_m < L_0$), so the s-s cannot be reached. This means all three terms in Eq. (104) contribute to the exit wake. The wake evolution in D1 is shown in Fig. 12 below, and we again observe agreement between theory and Bmad simulation.

C. Beamline C

The purpose of Beamline C is to test the new formulas for case E and F. The wake propagation up to D1 has been shown in beamline B, so here we will focus on $W(z)$ in B2 only. The drift length between the two magnets is made short (70 mm) so that the wake contribution from the first magnet remains significant in the second
magnet. The short length also allows us to neglect the wake contribution from the drift itself, because it is the case of small \(y_m\) in Eq. (27). This neglected contribution corresponds to case A for the second magnet.

The contribution to the total \(W(z)\) therefore consists of a total of six terms: 2 term from case B, 3 terms from case F2, and 1 term from case E2. Here we sort the terms into three groups:

\[
W(z) = W_1(z) + W_2(z) + W_3(z),
\]

\[
W_1(z) = W_{B,integral}(z, \theta_2),
\]

\[
W_2(z) = W_{B,boundary}(z, \theta_2) + W_{F2,boundary}(z, \theta_2, x),
\]

\[
W_3(z) = W_{F2,integral}(z, \theta_2, x, \phi_1) + W_{F2,boundary}(z, \theta_2, x, \phi_1) + W_{E2}(z, \theta_2, x, \phi_1),
\]

in which \(\theta_2 = (s - 263 \text{ mm})/R_2\) is the angle of the observation point into magnet B2, \(x\) is the length of drift D1, and \(\phi_1\) is the total bending angle of B1. \(W_1(z)\) has only the integral term of case B for magnet B2. This term is responsible for the steady state CSR wake in magnet B2. \(W_2(z)\) has the boundary term of case B and the near boundary term of case F2. Recall that \(W_{F2}\) from Eq. (37) has two boundary terms. To distinguish them we call the one evaluated at \(\theta_1 = \phi_1\) the near term, and the one evaluated at \(\theta_1 = \phi_1\) the far term. As discussed in case F, the near term and the boundary term from case B cancel each other if we merge the two magnets (i.e. \(W_2(z) = 0\) if \(x = 0\) and \(R_1 = R_2\)). \(W_3(z)\) includes the rest of the contribution from magnet B1 and the long drift in front of it. One can identify all six terms in Eq. (105) based on their names using the tables in Appendix A.

Fig. 13, 14, and 15, respectively show the evolution of \(W_1(z), W_2(z),\) and \(W_3(z)\) in magnet B2 \((s > 263 \text{ mm})\) as \(\theta_2\) increases. For comparison purposes, the three plots have the same scale, the curves are evaluated at the same longitudinal positions.

Fig. 16 shows the total wake \(W(z)\) in B2 and the simulation results from Bmad. As \(s\) increases, the main contribution to \(W(z)\) shifts from \(W_3(z)\) to \(W_2(z),\) then eventually to \(W_1(z).\) This makes sense since the exit wake from B1 attenuates as the entrance wake from B2 builds up, and finally for \(s = 0.68\) m the steady state

---

**Fig. 12.** (Color) Evolution of \(W(z)\) inside drift D1 in beamline B. The curves are theory prediction using Eq. (104), and the dots are from Bmad simulation.

**Fig. 13.** (Color) Evolution of \(W_1(z)\) inside magnet B2 in beamline C by theory prediction (See Eq. (105).). The evolution is similar to Fig. 10 since they both show entrance wakes. The darkest curve at \(s = 0.68\) m corresponds to the steady state wake in B2.

**Fig. 14.** (Color) Evolution of \(W_2(z)\) inside magnet B2 in beamline C by theory prediction (See Eq. (105).). As \(s\) increases the wake “moves” toward positive \(z.\) For the darkest curve at \(s = 0.68\) m, the wake becomes insignificant for \(z < 5\sigma_z.\)

**Fig. 15.** (Color) Evolution of \(W_3(z)\) inside magnet B2 in beamline C by theory prediction (See Eq. (105).). The wake attenuates for large \(s\) since all three terms in \(W_3\) come from the first magnet B1.
wake is reached, which corresponds to the darkest curve in Fig. 13. Note that the normalization factor $W_0$ in all the plots depends on $R_1$, not $R_2$. This explains why the range of the steady state wake is different in Fig. 10 and Fig. 16.

D. Beamline D

The purpose of beamline D is to test the formulas for case G and H. Similar to beamline C, the total wake has contribution from six terms, grouped as:

$$W(z) = W_1(z) + W_2(z) + W_3(z),$$

$$W_1(z) = W_{D,\text{integral}}(z, x_2, \phi_2),$$

$$W_2(z) = W_{D,\text{boundary}}(z, x_2, \phi_2) + W_{H2,\text{boundary}}(z, x_2, \phi_2, x),$$

$$W_3(z) = W_{H2,\text{integral}}(z, x_2, \phi_2, x, \phi_1) + W_{H2,\text{far}}(z, x_2, \phi_2, x, \phi_1) + W_{G2}(z, x_2, \phi_2, x, \phi_1),$$

(106)

in which $x_2 = (s - 385 \text{ mm})$ is the location of the bunch center into the drift D2, and $\phi_2$ is the total bending angle of B2. The six terms are grouped in the same way as in Eq. (105), with the following changes in the case names: $B \rightarrow D$, $F2 \rightarrow H2$, and $E2 \rightarrow G2$. Fig. 17, 18, and 19 respectively show the evolution of $W_1(z)$, $W_2(z)$, and $W_3(z)$ in D2 ($s > 385 \text{ mm}$) as $x_2$ increases.

Fig. 20 shows the total wake $W(z)$ in D2 and the simulation results from Bmad, which agree well. As $s$ increases, the wake amplitude decreases as expected. However, one might note that the amplitude of $W_3(s)$ in Fig. 19 does not monotonically decrease for all $s$. This occurs because the denominator of $u(\theta_1)$ in Eq. (100) (and therefore $u(\phi_1)$ in Eq. (57) and Eq. (101)) changes signs as $x_2$ increases. This can only happen when the two magnets bend in the opposite direction, so that the denominator is not always positive and increasing with $x_2$.

E. Discussion

Beamline A and B show that Bmad simulation agrees with the existing formulas for $W(z)$ with one bending
magnet. Moreover, Beamline C and D show how to apply the new formulas for a system with two bending magnets, and agreements with simulation results support that these formulas work. Note that the simplified forms might give inaccurate results if \( \gamma \) or \( \theta \) (the observation angle into either magnet) is too small, or if \( x \) (the drift length between the two magnets) is too large. In that case the un-approximated formulas have to be used. While CSR simulation in Elegant has implemented the formulas with one bending magnet, Bmad uses none of these approximated formulas (See Section IV for details).

In addition, one can use these formulas to calculate the energy loss \( E_{\text{loss}} = \int W(z)\lambda(z)dz \) and the increase in energy spread due to CSR, as long as \( \lambda(z) \) remains unchanged. If CSR extends over three or more bends, no approximated expressions have been derived using the Lienard-Wiechert formula, and numerical simulations are recommended. Alternatively, an exact 1D model using the Jeffimenko’s form of Maxwell’s equations has been derived in [8].

IV. BMAD CSR SIMULATION OVERVIEW

Cornell University has developed a simulation software called Bmad to model relativistic beam dynamics in customized accelerator lattices [9], and subroutines have been established to include CSR calculations [8]. Fig. 21 shows how Bmad divides a bunch of particles into a number of bins (\( N_b \)) in the longitudinal direction. During beam tracking, \( N_b \) is constant, and the bin width is dynamically adjusted at each time step to cover the entire bunch length. The contribution of a macro-particle to a bins total charge is determined by the overlap of the particles triangular charge distribution and the bin. With \( \Delta z_b \) denoting the bin width and \( \rho_i \) denoting the total charge in the \( i^{\text{th}} \) bin, the charge density \( (\lambda_i) \) at the bin center is taken to be \( \rho_i/\Delta z_b \). In between the bin centers, the charge density is assumed to vary linearly.

With integration by parts the CSR wake seen by the bunch can be written as:

\[
W(z) = \int_{-\infty}^{\infty} dz' d\lambda(z') dz' I_{\text{CSR}}(z - z'),
\]

in which

\[
I_{\text{CSR}}(z - z') = -\int_{-\infty}^{z} w(z - z'')dz''.
\]

The energy kick \( \Delta \mathcal{E} \) received by a particle centered at the \( j^{\text{th}} \) bin, after travelling for a distance \( \Delta s \), is therefore modelled in Bmad as [8]:

\[
\Delta \mathcal{E} = \Delta s \sum_{i=1}^{N_b} (\lambda_i - \lambda_{i-1}) \frac{\hat{I}_{\text{CSR}}(j - i) + \hat{I}_{\text{CSR}}(j - i + 1)}{2},
\]

in which \( \hat{I}_{\text{CSR}}(j) \equiv I_{\text{CSR}}(z = j\Delta z_b) \).

CSR simulation results in Bmad have been benchmarked with CSR theory and other simulation codes including A&Y and elegant [8]. Additional benchmarking with a system of two magnets have been shown in Section III of this paper. Bmad CSR simulation also allows users to include the space charge calculation for high energy and the one dimensional vacuum shielding effect. In 2017 the Bmad library was further developed, which can now handle the case when the design orbit of the beam does not follow the reference orbit of the lattice [7]. This is exactly the case for the FFA beamline in CBETA, which consists of displaced quadrupole magnets.

Given a bunch with fixed charge \( Q \), the two most important parameters in CSR simulations are the number of particles \( (N_p) \) and bins \( (N_b) \). A large \( N_p \) generally increases the simulation accuracy at the cost of computation time. It is usually recommended to have \( N_p \geq 100k \).
but a beamline with more or longer curved trajectories may require more. Choosing \( N_b \) is not as straightforward as \( N_p \). A small \( N_b \) can result in inaccurate calculation of CSR kicks due to low longitudinal resolution. However, if \( N_b \) is too large, the number of particles per bin might become too small, resulting in numerical noise. A proper choice of \( N_b \) therefore depends heavily on \( N_p \), the bunch parameters, and the lattice itself. For the four beamlines in Section III we have chosen \( N_p = 400k \) and \( N_b = 200 \). For a large lattice like CBETA, convergence tests are recommended to produce convincing results (See section V subsection C).

### V. CBETA SIMULATION RESULTS

CBETA has been constructed at Cornell University’s Wilson Laboratory. As a collaboration with BNL, CBETA is the first multipass ERL with a Fixed Field Alternating (FFA) lattice. Four turn energy recovery was first achieved in December 2019. It also serves as a prototype accelerator for electron coolers of Electron Ion Colliders (EICs). The EIC project in the US will benefit from this new accelerator [10]. Fig. 22 shows the design layout of CBETA, which is a 4-turn ERL with maximum electron beam energy of 150 MeV. This energy is achieved by first accelerating the electron beam to 6 MeV by the injector (IN). The beam is then accelerated by the Main Linac Cryomodule (MLC) cavities (LA) four times to reach 150 MeV, then the beam is decelerated four times down to 6 MeV before being stopped (BS). The beam passes through the MLC cavities for a total of eight times, each time with an energy gain of \( \pm 36 \) MeV. Field energy in the cavities is transferred to the beam during acceleration, and is recovered during deceleration. Transition from acceleration to deceleration is achieved by adjusting the path-length of the forth recirculation turn to be an odd multiple of half of the RF wavelength. The path-length of all the other turns is an integer multiple of the RF wavelength. CBETA can also operate as a 3-turn, 2-turn, or 1-turn ERL with properly adjusted configuration.

Fig. 23 shows the orbits of the four design energies inside the first half of the FFA beamline. Section FA consists of 16 periodic cells, and the periodicity in orbits is broken at the transitional TA section. All four orbits reach zero value at the straight ZA section. The entire FFA beamline consists of permanent Halbach magnets with primarily dipole and quadrupole components in the good field region [11]. Because the four orbits have different horizontal offsets, they see different equivalent dipole strengths. The main contribution of the CSR effects in CBETA comes from the FA and FB sections, in which the bunches undergo the most curved trajectories, especially at 42 MeV. The beamline D in Section III, with the length of drift D2 shortened to 70 mm, corresponds to one equivalent FA cell seen by the 42 MeV orbit. This shows that the extended theory in Section II with two bending magnets is essential for CBETA. Rather than the traditional theory with only one magnet, the new theory has to be used whenever magnets are similarly close.

Subsections A and B below show the CSR results with the CBETA 1-turn and 4-turn mode for various bunch charges \( Q \). The initial bunch distribution has been pre-simulated using GPT tracking up to the end of the LINAC pass 1 (42 MeV) to account for the space charge effect at low energy [1]. The GPT beam has a bunch length of 4.0 ps. The CSR parameters are chosen to be \( N_p = 10^6 \) and \( N_b = 2500 \). Note that some of these results have been presented in [12].

### A. CBETA 1-turn results

Fig. 24 shows the longitudinal phase space distributions of the tracked bunch at the end of LINAC pass 2, where the beam has returned to 6 MeV, for different \( Q \). As \( Q \) increases, the CSR effect becomes more significant, causing the increase in energy spread and, via lattice dispersion, the increase in horizontal beam emit-
tance. At $Q = 50$ pC, 50 out of $10^6$ particles have relative energy spread exceeding $\pm5\%$. The ideal energy acceptance of the CBETA beam stop is, assuming no halo and other undesired effects, $\pm7\%$. This limit is exceeded by at least one particle for a bunch charge between 75 pC to 100 pC. This result indicates that CBETA’s 1-turn lattice can operate with a 75 pC bunch without particle loss due to CSR. With the maximum repetition rate of 1.3 GHz, this corresponds to a beam current of 97.5 mA, well exceeding the high design current of 40 mA. At $Q = 125$ pC, which corresponds to 160 mA, 1300 out of $10^6$ particles are lost due to excessive energy spread.

![Graph showing energy spread](image)

**FIG. 24.** The $z - \delta$ distribution after each of the 8 LINAC passes for CBETA 1-turn with various $Q$.

### B. CBETA 4-turn results

Fig. 26 shows the longitudinal and horizontal phase space distributions of the tracked bunch at the end of each LINAC pass, from 1 to 8, with no CSR effects. Fig. 26 and Fig. 27 show the corresponding results with CSR effects, for $Q = 1$ pC and 5 pC respectively. As observed in the 1-turn results, both the energy spread and beam emittance increase as $Q$ increases. Moreover, the energy spread builds up over the recirculation passes. Note that both $\sigma_z$ and $\delta$ are dimensionless quantities (scaled by the reference momentum of each pass), which explains why the spreads increase more severely during the four decelerating passes than the four accelerating passes.

For $Q = 1$ pC, 215 out of $10^6$ particles have been lost during the final two decelerating passes. However, all the surviving particles have a final energy spread of less than $\pm5\%$, which is acceptable for the beam stop. These results show promise for the 4-turn machine to reach its full potential. However, all the surviving particles have a final energy spread of less than $\pm5\%$, which is acceptable for the beam stop. These results show promise for the 4-turn machine to reach its full potential.

### C. Convergence Test

As discussed in Section IV, CSR simulation results can vary significantly based on the choice of numerical parameters, especially for a large lattice like CBETA. Fig. 28 shows how the final rms energy spread $\sigma_\delta$ varies with $N_p$ ($N_b = 2500$ fixed) for CBETA’s 4-turn lattice. We see that $\sigma_\delta$ converges from more than 0.014 at $N_p = 100k$ to about 0.009 for $N_p > 800k$. This particular convergence test indicates that with $N_b = 2500$, $N_p > 800k$ is required to produce legitimate results for CBETA’s 4-turn. In general there can be multiple CSR parameters, and multi-dimensional convergence tests may be required to produce the most physically representative results. For more examples, see [13].

### D. Mitigation and Future Plan

Two methods have been proposed to mitigate the CSR effect. The first method is to increase the bunch length by 4.0 ps used here. Fig. 29 and Fig. 30 below respectively show the relative energy loss $<\delta>$ and energy spread $\sigma_\delta$ due to CSR as a 25 pC Gaussian beam traverses the 16 FA cells along the 42 MeV orbit with various initial bunch lengths $\sigma_z$. As expected by theory, both the energy loss and spread decrease as $\sigma_\delta$ increases.

Although increasing $\sigma_\delta$ can mitigate CSR effects in the FFA beamline, it introduces greater energy spread at the LINAC and can lead to undesired ERL operation. Further simulations are required to calculate the optimal $\sigma_z$ for CBETA.

The second method is to include metal shielding, which behaves like waveguides preventing the propagation of CSR fields below the cutoff frequency. Theory and existing experimental data have shown that shielding can potentially suppress energy loss and energy spread of the bunch [8][11][13]. While all the simulation results in this paper have assumed CSR propagation in free space, Bmad already has the shielding effect implemented with the method of image charges [9].

The numerical challenge of this method is twofold, it increases the computation time, and convergence tests become more complicated due to an increased number of parameters. The main practical challenge of this method is that CBETA’s vacuum chamber height would have to be significantly reduced, making vertical beam steering more challenging. Simulations with shielding for the FFA beamline are currently in progress.

### VI. CONCLUSION

The ultra-relativistic CSR wake expressions with one bending magnet formulated in [2] and [3] have been derived and extended to a system with two bending magnets, and can now be applied for the case when the wake from the first magnet leaks into the second magnet. This
can occur to beamlines with magnets placed close to each other, such as the FFA beamline of CBETA. We show that the new terms for wake leakage from one magnet to the next are very relevant. The derived formulas have been compared with Bmad CSR simulation, and agreements have been observed.

Bmad CSR simulations have been run for the CBETA 1-turn and 4-turn lattice, and increase in energy spread with the bunch charge and the number of recirculation passes have been seen. While the target beam currents are shown to be achievable, more convergence tests on the CSR numerical parameters are required to study the potential microbunching effects. Mitigation to the CSR effects including increasing the bunch length and introducing metal shielding have been proposed, and further simulations are currently in progress.
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FIG. 28. The final rms energy spread for CBETA’s 4-turn CSR simulation with varying $N_p$. $N_p$ ranges from $10^3$ to $10^6$, and $N_b$ is fixed at 2500.

FIG. 29. The relative energy loss $<\delta>$ of a Gaussian beam with various initial bunch lengths $\sigma_z$.

FIG. 30. The relative energy spread $\sigma_\delta$ of a Gaussian beam with various initial bunch lengths $\sigma_z$.

VIII. APPENDIX A: DERIVED FORMULAS FOR THE EIGHT CASES IN SECTION II

The two tables below summarizes the important formulas derived in the four odd cases and four even cases in Section I.
| Case | \(A(\times 4ke^2)\) | \(y_p\) | \(\Delta(y = y_p)\) | \(W(s)\) |
|------|-----------------|-------|-----------------|-----|
| A    | \(1/(R\theta)\) | \(\frac{1}{2} \gamma R\theta^2\) | \(\frac{1}{8} R\theta^3\) |     |
| C    | \(1/(R\phi + 2x)\) | \(\frac{1}{2} \gamma (R\phi + 2x)\phi\) | \(\frac{1}{6} (R\phi + 3x)\phi^2\) |     |
| E    | \((\phi_1 \pm \theta_2)/(R_1\phi_1^2 + 2x\phi_1 + 2R_2\phi_1\theta_2 \pm R_2\theta_2^2)\) | \(\frac{1}{2} \gamma (R_1\phi_1^2 + 2x\phi_1 + 2R_2\phi_1\theta_2 \pm R_2\theta_2^2)\) | \(\frac{1}{6} [(R_1\phi_1 + 3x)\phi_1^2 + R_2\theta_2(3\phi_1^2 + 3\phi_1\theta_2 + \theta_2^2)]\) | \(A \times \lambda (s - \Delta(y = y_p))\) |
| G    | \((\phi_1 \pm \phi_2)/(R_1\phi_1^2 + 2x\phi_1 + 2R_2\phi_1\phi_2 \pm R_2\phi_2^2 + 2x_2(\phi_1 \pm \phi_2))\) | \(\frac{1}{2} \gamma (R_1\phi_1^2 + 2x\phi_1 + 2R_2\phi_1\phi_2 \pm R_2\phi_2^2 + 2x_2(\phi_1 \pm \phi_2))\) | \(\frac{1}{6} [(R_1\phi_1 + 3x)\phi_1^2 + R_2\phi_2(3\phi_1^2 + 3\phi_1\phi_2 + \phi_2^2)]\) |     |

**TABLE II.** The normalization factor \(A\), the \(y_p\) which approximately maximizes \(w(y)\), and the wake expression \(W(s)\) for odd cases. The “\(\pm\)” sign indicates “+” if the two magnets bend in the same direction, and “−” if opposite. Note that the expressions for \(W(s)\) can only be applied if the drift length before the (first) magnet is much longer than \(y_p\).

| Case | \(u(\times 4ke^2)\) | Boundary term(s) of \(W(s)\) | Integral term of \(W(s)\) |
|------|-------------------|----------------|---------------------|
| B    | \(1/(R\theta)\) | \(-u(\theta = \theta_{\text{max}})\lambda(s - \Delta_{\text{max}})\) | \(- \int_{s - \Delta_{\text{max}}}^{s} u \frac{\partial \lambda(s')}{\partial s'} ds'\) |
| D    | \(1/(R\theta + 2x)\) | \(-u(\theta = \phi)\lambda(s - \Delta_{\text{max}})\) |     |
| F    | \((\theta_1 \pm \theta_2)/R_1\theta_1^2 + 2x\theta_1 \pm 2R_2\theta_1\theta_2 \pm R_2\theta_2^2\) | \(u(\theta_1 = 0)\lambda(s - \Delta_{\text{min}})\) |     |
| H    | \((\theta_1 \pm \phi_2)/R_1\theta_1^2 + 2x\theta_1 \pm 2R_2\theta_1\phi_2 \pm R_2\phi_2^2 + 2x_2(\theta_1 \pm \phi_2)\) | \(-u(\theta_1 = \phi_1)\lambda(s - \Delta_{\text{max}})\) |     |

**TABLE III.** The function \(u\) and the wake expression \(W(s)\) for even cases. Note that for case B and D there is one boundary term, and for case F and H there are two boundary terms (the near one at \(\theta_1 = 0\) and the far one at \(\theta_1 = \phi_1\) ).