Strong approximation for fractional wave equation forced by fractional Brownian motion with Hurst parameter $H \in \left(0, \frac{1}{2}\right)$
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Abstract We consider the time discretization of fractional stochastic wave equation with Gaussian noise, which is negatively correlated. Major obstacles to design and analyze time discretization of stochastic wave equation come from the approximation of stochastic convolution with respect to fractional Brownian motion. Firstly, we discuss the smoothing properties of stochastic convolution by using integration by parts and covariance function of fractional Brownian motion. Then the regularity estimates of the mild solution of fractional stochastic wave equation are obtained. Next, we design the time discretization of stochastic convolution by integration by parts. Combining stochastic trigonometric method and approximation of stochastic convolution, the time discretization of stochastic wave equation is achieved. We derive the error estimates of the time discretization. Under certain assumptions, the strong convergence rate of the numerical scheme proposed in this paper can reach $\frac{1}{2} + H$. Finally, the convergence rate and computational efficiency of the numerical scheme are illustrated by numerical experiments.
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1 Introduction

Stochastic partial differential equations (SPDEs) can realistically simulate many phenomena in physical scientific and engineering applications; see [9,10,19]. The theoretical and numerical studies of SPDEs have received much attention [7,8,13,16,22]. While most works of stochastic model in fractional Brownian motion (FBM) are carried out for Hurst parameter $H \in \left[\frac{1}{2}, 1\right)$ (21,12,14,15,20), a FBM with $H \in (0, \frac{1}{2})$ might be more reasonable to model sequences with intermittency and anti-persistence, such as visual feedback effects in
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biology [6] and option prices in market practice [5, 11, 21]. Sometimes the stochastic disturbance of the source in PDEs is anti-correlated, and it can be well modeled by the FBM with $H \in (0, \frac{1}{2})$. In this paper, the following stochastic wave equation (SWE) is considered

$$d\dot{u}(x,t) = -A^{\alpha}u(x,t)dt + f(u(x,t))dt + dB^Q_H(x,t), \quad (x,t) \in \Omega \times [0,T]$$

(1.1)

with homogenous Dirichlet boundary condition

$$u(x,0) = u_0(x), \quad \dot{u}(x,0) = v_0(x), \quad x \in \Omega$$

and the initial condition

$$u(x,t) = 0, \quad x \in \partial \Omega \times [0,T].$$

Here $A^{\alpha}$ represents the spectral fractional Laplacian with $A = -\Delta$ and $\alpha \in (0, 1)$. The external fluctuation of (1.1) is characterized by FBM $B^Q_H(x,t)$ with $H \in (0, \frac{1}{2})$, $Q$ is a bounded covariance operator. Let $\Omega \subseteq \mathbb{R}^d$ ($d = 1, 2, 3$) denote a Lipschitz domain.

For $H \in (\frac{1}{2}, 1)$, the approximation of (1.1) has been well studied. The discrete schemes of [23] strongly converge with order $1 - \varepsilon$ in time for arbitrarily small $\varepsilon > 0$. By using an explicit stochastic position Verlet scheme [3], linear convergence was obtained under certain assumptions. Using Itô isometry, authors of [17] constructed a modified stochastic trigonometric method, which achieved superlinear convergence in time. The computation of SWE with $H \in (0, \frac{1}{2})$ has so far received little attention. In the case of $H \in (0, \frac{1}{2})$, the above methods are not suitable for dealing with fractional noise of (1.1), because the stochastic process $B^Q_H(x,t)$ is less regular in time. The main challenges lie in time discretization of stochastic convolution with respect to FBM and the corresponding error estimate. Furthermore, we noticed that $f$ usually satisfies Lipschitz continuous condition and linear growth condition in the existing work. In this paper, the linear growth condition is replaced by a weaker condition.

The objective of this paper is to derive an effective numerical scheme of (1.1) in time and establish error estimates. The main process is as follows. Firstly, by combining integration by parts, the covariance function of FBM and trigonometric identity, we establish the regularity of mild solution of (1.1) including space regularity and time Hölder continuity. After that, we adapt the stochastic trigonometric method to discrete the problem (1.1) in time. In order to realize the stochastic trigonometric method, a time discretization of stochastic convolution is designed by integration by parts. Finally, the error estimate of time discretization is derived by using time Hölder continuity of mild solution. In addition, under appropriate conditions of noise the strong convergence rate of order $H + \frac{1}{2}$ is proved by combining integration by parts and covariance function of FBM.

The outline of the rest of this paper is as follows. In section [2] we use a SPDE to define the mild solution of SWE (1.1). We present the regularity estimates of the mild solution in section [3]. In section [4] we use integration by parts to reformulate stochastic convolution with respect to FBM into an integral formula, of which it is easy to obtain time discretization of stochastic convolution and corresponding error estimate. Then the discretization of (1.1) in time is designed, and the strong convergence order of discretization is derived. We present numerical experiments to confirm the strong convergence order of our numerical scheme in section [5]. At last, some conclusions are given in section [6].
2 Representation of mild solution

In this section, we define the mild solution of SWE (1.1). In addition, in order to obtain regularity estimates of the mild solution, several assumptions are introduced.

First, we introduce the norm space \( H^\nu \)

\[
H^\nu = \left\{ u : \Omega \to \mathbb{R} \mid \|A^\nu u\| = \left( \int_{\Omega} |A^\nu u|^2 \, dx \right)^{\frac{1}{2}} < \infty, \quad \nu \in \mathbb{R} \right\}.
\]

Let \( \{e_i\}_{i \in \mathbb{N}} \) be an orthonormal basis of \( H^0 \). For \( u \in H^0 \), we have

\[
u u = \sum_{i=1}^{\infty} \langle u, e_i \rangle e_i,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product of \( H^0 \). Then

\[
\|u\|_2^2 = \sum_{i=1}^{\infty} \langle u, e_i \rangle^2.
\]

As \( u \in H^\nu \), using the orthonormal eigenpairs of \( A \), we have

\[
A^\nu u = \sum_{i=1}^{\infty} \lambda_i^\nu \langle u, \phi_i \rangle \phi_i
\]

and

\[
\|A^\nu u\|_2^2 = \sum_{i=1}^{\infty} \lambda_i^\nu \langle u, \phi_i \rangle^2 < \infty.
\]

The \( B_Q(x,t) \) in (1.1) is represented as

\[
B_Q(x,t) = \sum_{i=1}^{\infty} \sqrt{q_i} \xi_i^H(t) \phi_i(x),
\]

where \( \{\xi_i^H(t)\}_{i \in \mathbb{N}} \) are mutually independent real-valued one-dimensional FBM. Its covariance function is given by

\[
E[\xi_i^H(t)\xi_i^H(s)] = \frac{1}{2} (t^{2H} + s^{2H} - |t-s|^{2H}),
\]

for any \( s, t \in \mathbb{R}^+ \). As \( H \in (0, \frac{1}{2}) \), the increments of FBM are negatively correlated [1]. Let \( u(t) = u(x,t) \) and \( B_Q^0(t) = B_Q^0(x,t) \). Next we consider the mild solution of the following SPDE

\[
\frac{d}{dt} \begin{bmatrix} u(t) \\ \dot{u}(t) \end{bmatrix} = \begin{bmatrix} 0 & I \\ -A^\alpha & 0 \end{bmatrix} \begin{bmatrix} u(t) \\ \dot{u}(t) \end{bmatrix} dt + \begin{bmatrix} 0 \\ f(u(t)) \end{bmatrix} dt + \begin{bmatrix} 0 \\ I \end{bmatrix} dB_Q^0(t), \quad (2.1)
\]

For \( t \geq 0 \), we give the definition of a continuous semigroup \( \mathcal{L}(t) \).

\[
\mathcal{L}(t) = \begin{bmatrix} \mathcal{C}(t) & A^\alpha \mathcal{S}(t) \\ -A^\alpha \mathcal{S}(t) & \mathcal{C}(t) \end{bmatrix} \quad (2.2)
\]

\[
\mathcal{S}(t) = \begin{bmatrix} \mathcal{C}(t) & A^\alpha \mathcal{S}(t) \\ -A^\alpha \mathcal{S}(t) & \mathcal{C}(t) \end{bmatrix} \quad (2.2)
\]
Here \( e(t) = \cos \left( A^{\frac{\alpha}{2}} t \right) \) and \( \varphi(t) = \sin \left( A^{\frac{\alpha}{2}} t \right) \). Using the orthonormal eigenpairs of \( A \), we have the following expansions

\[
\cos \left( A^{\frac{\alpha}{2}} t \right) u(t) = \sum_{i=0}^{\infty} \cos \left( \lambda_i^{\frac{\alpha}{2}} t \right) \langle u(t), \phi_i \rangle \phi_i
\]

and

\[
\sin \left( A^{\frac{\alpha}{2}} t \right) u(t) = \sum_{i=0}^{\infty} \sin \left( \lambda_i^{\frac{\alpha}{2}} t \right) \langle u(t), \phi_i \rangle \phi_i.
\]

Then using constant variation method to solve (2.1), we have

\[
\begin{bmatrix}
  u(t) \\
  \dot{u}(t)
\end{bmatrix} = \mathcal{L}(t-s) \begin{bmatrix}
  u(s) \\
  \dot{u}(s)
\end{bmatrix} + \int_{s}^{t} \mathcal{L}(t-r) \begin{bmatrix}
  0 \\
  f(u(r))
\end{bmatrix} dr + \int_{s}^{t} \mathcal{L}(t-r) d\mathcal{B}_{\mathbb{H}}^{0}(r). (2.3)
\]

Combining (2.2) and the rule of matrix multiplication, (2.3) can be written as

\[
\begin{aligned}
u(t) &= e(t-s)u(s) + A^{-\frac{\alpha}{2}} \varphi(t-s) \dot{u}(s) \\
&+ \int_{s}^{t} A^{-\frac{\alpha}{2}} \varphi(t-r) f(u(r)) dr + \int_{s}^{t} A^{-\frac{\alpha}{2}} \varphi(t-r) d\mathcal{B}_{\mathbb{H}}^{0}(r), \\
\dot{u}(t) &= -A^{\frac{\alpha}{2}} \varphi(t-s) u(s) + e(t-s) \dot{u}(s) \\
&+ \int_{s}^{t} e(t-r) f(u(r)) dr + \int_{s}^{t} e(t-r) d\mathcal{B}_{\mathbb{H}}^{0}(r).
\end{aligned}
\]

The mild solution of SWE (1.1) can be defined by (2.4). The regularity of \( u(t) \) relies on the smoothing properties of \( \int_{s}^{t} A^{-\frac{\alpha}{2}} \varphi(t-r) d\mathcal{B}_{\mathbb{H}}^{0}(r) \) in the space \( L^{2}(\Omega, \mathbb{H}^{\nu}) \). For \( \nu \in \mathbb{R} \), we equip this space \( L^{2}(\Omega, \mathbb{H}^{\nu}) \) with the norm

\[
\|u\|_{L^{2}(\Omega, \mathbb{H}^{\nu})} = \left( \mathbb{E} \left[ \left\| A^{\frac{\alpha}{2}} u \right\|^{2} \right] \right)^{\frac{1}{2}}.
\]

In fact, as \( 0 < \nu < \frac{1}{2} \), the regularity of \( u(t) \) can also be described by classical fractional Sobolev spaces. Let \( W^{\nu,2} \) denote the fractional Sobolev spaces

\[
W^{\nu,2} = \{ u \in U \mid \| u \|_{W^{\nu,2}} < \infty \},
\]

where

\[
\| u \|_{W^{\nu,2}}^{2} = \| u \|^{2} + \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^{2}}{|x-y|^{\nu+2\nu}} \, dx \, dy.
\]

For \( 0 < \nu < \frac{1}{2} \), \( W^{\nu,2} \) is identical to \( \mathbb{H}^{\nu} \), which implies

\[
\| u \|_{L^{2}(\Omega, \mathbb{H}^{\nu})}^{2} \leq \mathbb{E} \left[ \| u \|_{W^{\nu,2}}^{2} \right] \leq \| u \|_{L^{2}(\Omega, \mathbb{H}^{\nu})}^{2}, \quad \text{for } u \in L^{2}(\Omega, \mathbb{H}^{\nu}). (2.5)
\]

In order to establish the well-posedness of (1.1), we require the stochastic process \( \mathcal{B}_{\mathbb{H}}^{0}(x,t) \) to satisfy the following assumption.

**Assumption 1** The covariance operator \( Q \) be a self-adjoint, nonnegative linear operator on \( \mathbb{H}^{\rho} \) and \( Q\phi_{i}(x) = q_{i} \phi(x) \). Here \( q_{i} \) is a non-negative real number. For \( -\frac{\nu}{2} - \frac{\rho}{2} < \rho < \frac{\nu}{2} - \frac{\rho}{2} \), we assume that \( A^\rho Q^{\frac{1}{2}} \) is a bounded operator on \( \mathbb{H}^{\rho} \), i.e.,

\[
\sum_{i=1}^{\infty} \| A^\rho Q^{\frac{1}{2}} \phi_{i} \|^{2} \leq 1.
\]
Assumption 2 For $t, s \in \mathbb{R}$, the function $f : \mathbb{R} \to \mathbb{R}$ satisfies

$$|f(t) - f(s)| \lesssim |t - s|$$

and

$$|f(0)| \lesssim 1.$$

3 Regularity of the Solution

In this section, we establish the regularity estimates of the mild solution for SWE (1.1).

Before establishing the regularity estimates of (1.1), we introduce the definition of stochastic integral with respect to the FBM with $H \in (0, \frac{1}{2})$.

$$\int_s^t g(r) d\xi_H(r) = \lim_{\delta t \to 0} \sum_{j=0}^{n-1} g_j (\xi_H(t_{j+1}) - \xi_H(t_j)),$$

where $\delta t = \max_{0 \leq j \leq n-1} (t_{j+1} - t_j)$, and $s = t_0 < t_1 < \cdots < t_n = t$. Then we can get the following integral by using integration by parts.

$$\int_s^t g(r) d\xi_H(r) = g(t) \xi_H(t) - g(s) \xi_H(s) - \int_s^t g'(r) \xi_H(r) dr. \quad (3.1)$$

Next, we apply (3.1) and the covariance function of FBM to derive the regularity estimates of stochastic convolution.

Proposition 1 Let $\kappa = \frac{\alpha}{2} + H\alpha + 2\rho$ and $\kappa > 0$, assumption 1 holds, then

$$E \left[ \left\| \int_s^t A^{\frac{\alpha}{2}} \varphi(t - r) dB^0_H(r) \right\|^2 \right] + E \left[ \left\| \int_s^t A^{\frac{\alpha}{2}} \varphi(t - r) dB^Q_H(r) \right\|^2 \right] \lesssim 1. \quad (3.2)$$

Furthermore

$$E \left[ \left\| A^{\frac{\alpha}{2}} \int_s^t \varphi(t - r) dB^Q_H(r) \right\|^2 \right] \lesssim (t - s)^{\min\{\frac{\alpha}{2}, 2\}}. \quad (3.3)$$

Proof Term-by-term integration by parts for $\int_s^t A^{-\frac{\alpha}{2}} \varphi(t - r) dB^0_H(r)$ and $\int_s^t \varphi(t - r) dB^Q_H(r)$ shows that

$$\int_s^t A^{-\frac{\alpha}{2}} \varphi(t - r) dB^0_H(r) = -A^{-\frac{\alpha}{2}} \varphi(t - s) B^0_H(s) + \int_s^t A^{-\frac{\alpha}{2}} \varphi(t - r) B^0_H(r) dr \quad (3.4)$$

and

$$\int_s^t \varphi(t - r) dB^Q_H(r) = B^Q_H(t) - \varphi(t - s) B^Q_H(s) - \int_s^t A^{-\frac{\alpha}{2}} \varphi(t - r) B^Q_H(r) dr. \quad (3.5)$$
Then using (3.4), we get

\[ E \left[ \left\| \int_{\mathbb{R}} A^{\frac{2q}{q+\alpha}} (t-r) dB^q_H(r) \right\|^2 \right] \]

\[ \leq E \left[ \left\| \int_{\mathbb{R}} A^{\frac{q}{q+\alpha}} \sin \left( A^{\frac{q}{q+\alpha}} (t-s) \right) B^q_H(s) \right\|^2 \right] + E \left[ \left\| \int_{\mathbb{R}} A^{\frac{q}{q+\alpha}} \cos \left( A^{\frac{q}{q+\alpha}} (t-r) \right) B^q_H(r) \right\|^2 \right] \]

\[ = \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \sin^2 \left( \lambda_i^\alpha (t-s) \right) 2H \]

\[ + \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \int_{t-r}^{t} \cos \left( \lambda_i^\alpha (t-r) \right) \cos \left( \lambda_i^\alpha (t-r_1) \right) \frac{r^{2H} + r_1^{2H}}{2} \mathrm{d}r \mathrm{d}r_1 \]

\[ - \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \int_{t-r}^{t} \cos \left( \lambda_i^\alpha (t-r) \right) \cos \left( \lambda_i^\alpha (t-r_1) \right) \frac{r-r_1^{2H}}{2} \mathrm{d}r \mathrm{d}r_1 \]

\[ \leq \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i s^{2H} + 2H \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \sin \left( \lambda_i^\alpha (t-s) \right) \int_{t}^{t} \sin \left( \lambda_i^\alpha (t-r) \right) r^{2H} \mathrm{d}r \]

\[ - \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \int_{t-r}^{t} \cos \left( \lambda_i^\alpha (t-r) \right) \cos \left( \lambda_i^\alpha (t-r_1) \right) (r-r_1)^{2H} \mathrm{d}r \mathrm{d}r_1 \]

The first inequality is due to the trigonometric inequality and the covariance function of FBM. The second equality is due to the integration by parts. Similarly, we have

\[ E \left[ \left\| \int_{\mathbb{R}} A^{\frac{2q}{q+\alpha}} (t-r) dB^q_H(r) \right\|^2 \right] \]

\[ \leq \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i s^{2H} \]

\[ + \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \int_{t-r}^{t} \sin \left( \lambda_i^\alpha (t-r) \right) \sin \left( \lambda_i^\alpha (t-r_1) \right) \frac{r^{2H} + r_1^{2H} - (r-r_1)^{2H}}{2} \mathrm{d}r \mathrm{d}r_1 \]

\[ = \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i s^{2H} + \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \left( 1 - \cos \left( \lambda_i^\alpha (t-s) \right) \right) \int_{t}^{t} \sin \left( \lambda_i^\alpha (t-r) \right) r^{2H} \mathrm{d}r \]

\[ - \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \int_{t-r}^{t} \sin \left( \lambda_i^\alpha (t-r) \right) \sin \left( \lambda_i^\alpha (t-r_1) \right) (r-r_1)^{2H} \mathrm{d}r \mathrm{d}r_1 \]

\[ \leq \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i s^{2H} + \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \left( 1 - \cos \left( \lambda_i^\alpha (t-s) \right) \right) \int_{t}^{t} \cos \left( \lambda_i^\alpha (t-r) \right) r^{2H} \mathrm{d}r \]

\[ - \sum_{i=1}^{\infty} \lambda_i^{\alpha-q} q_i \int_{t-r}^{t} \sin \left( \lambda_i^\alpha (t-r) \right) \sin \left( \lambda_i^\alpha (t-r_1) \right) (r-r_1)^{2H} \mathrm{d}r \mathrm{d}r_1. \]
Combining (5.60) and (5.77) leads to

\[
E \left[ \left\| \int_0^t A^{\alpha/2} \mathcal{A} (t-r) dB_H^0 (r) \right\|^2 \right] + E \left[ \left\| \int_t^\infty A^{\alpha/2} \mathcal{A}_+ (t-r) dB_H^0 (r) \right\|^2 \right]
\]
\[
\lesssim \sum_{i=1}^\infty \lambda_i^{-\alpha} q_i r^{2H}
\]
\[
- \sum_{i=1}^\infty \lambda_i^\alpha q_i \int_0^t \int_t^\infty \cos \left( \frac{\alpha}{2} (t-r) \right) \cos \left( \lambda_i \right) \left( t - r_1 \right) \left( r - r_1 \right)^{2H} dr_1 dr
\]
\[
- \sum_{i=1}^\infty \lambda_i^\alpha q_i \int_0^t \int_t^\infty \sin \left( \frac{\alpha}{2} (t-r) \right) \sin \left( \lambda_i \right) \left( t - r_1 \right) \left( r - r_1 \right)^{2H} dr_1 dr
\]
\[
\lesssim \sum_{i=1}^\infty \lambda_i^{-\alpha} q_i r^{2H}
\]
\[
- \sum_{i=1}^\infty \lambda_i^\alpha q_i \int_0^t \int_t^\infty \cos \left( \frac{\alpha}{2} (r-s) \right) \left( r - s \right)^{2H} dr
\]
\[
+ 2H \sum_{i=1}^\infty \lambda_i^\alpha q_i \int_0^t \int_t^\infty \sin \left( \frac{\alpha}{2} (r-s) \right) \left( r - s \right)^{2H-1} dr_1 dr
\]
\[
\lesssim \sum_{i=1}^\infty \lambda_i^{-\alpha} q_i r^{2H}
\]
\[
- 2H \sum_{i=1}^\infty \lambda_i^\alpha q_i \int_0^t \int_t^\infty \cos \left( \frac{\alpha}{2} (r-s) \right) \left( r - s \right)^{2H-1} dr
\]
\[
+ 2H \sum_{i=1}^\infty \lambda_i^\alpha q_i \int_0^t \int_t^\infty \sin \left( \frac{\alpha}{2} \right) \left( r - s \right)^{2H-1} dr
\]
\[
- 2H \sum_{i=1}^\infty \lambda_i^\alpha q_i \int_0^t \int_t^\infty \sin \left( \frac{\alpha}{2} \right) \left( r - s \right)^{2H-2} dr
\]
\[
\lesssim \sum_{i=1}^\infty \lambda_i^{-\alpha} q_i r^{2H}
\]
\[
= \sum_{i=1}^\infty A^{\alpha/2} \mathcal{A}_+ (t-r) dB_H^0 (r)
\]
\[
\lesssim 1.
\]

In the fourth inequality, we use the following equation. Thanks to assumption 1, we arrive at the last inequality.

\[
\int_0^\infty \sin (\theta l) l^{\theta-1} dl = \frac{\Gamma (\theta \pi / 2)}{\theta \pi} \sin (\theta \pi / 2),
\]
where \( 0 < \theta < 1, \alpha > 0 \).
As \( \kappa \) increases, we obtain the following estimates by using (3.6).}

\[
\begin{align*}
\mathbb{E} \left[ \left\| \int_s^t A^{-\frac{\kappa}{2}} \mathcal{M}' (t - r) dB^0_H (r) \right\|^2 \right] \\
\lesssim \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sin^2 \left( \lambda_i^\frac{\alpha}{2} (t - s) \right) s^{2H} \\
+ \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sin \left( \lambda_i^\frac{\alpha}{2} (t - s) \right) \int_s^t \cos \left( \lambda_i^\frac{\alpha}{2} (t - r) \right) r^{2H} dr \\
- \sum_{i=1}^{\infty} q_i \int_t^s \int_s^r \cos \left( \lambda_i^\frac{\alpha}{2} (t - r) \right) \cos \left( \lambda_i^\frac{\alpha}{2} (t - r_1) \right) (r - r_1)^{2H} dr_1 dr \\
\lesssim 2 \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sin^2 \left( \lambda_i^\frac{\alpha}{2} (t - s) \right) s^{2H} \\
+ 2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sin \left( \lambda_i^\frac{\alpha}{2} (t - s) \right) \int_s^t \sin \left( \lambda_i^\frac{\alpha}{2} (t - r) \right) r^{2H-1} dr \\
- 2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \int_t^s \int_s^r \sin \left( \lambda_i^\frac{\alpha}{2} (t - r) \right) \cos \left( \lambda_i^\frac{\alpha}{2} (t - r_1) \right) (r - r_1)^{2H-1} dr_1 dr \\
\lesssim (t - s)^{2H} \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i + \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \int_t^s \int_s^r \left( \lambda_i^\frac{\alpha}{2} (t - r) \right)^{2H-1} dr_1 dr \\
+ 2H(2H - 1) \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \int_t^s \int_s^r \sin \left( \lambda_i^\frac{\alpha}{2} (t - r) \right) \\
\times \left( \sin \left( \lambda_i^\frac{\alpha}{2} (t - r) \right) \right) (r - r_1)^{2H-2} dr_1 dr \\
\lesssim (t - s)^{2H} \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \\
+ \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \int_t^s \int_s^r \left( \lambda_i^\frac{\alpha}{2} (t - r) \right)^{2H-1} dr_1 dr \\
\lesssim (t - s)^{2H} \sum_{i=1}^{\infty} \left\| A^\frac{\alpha}{2} Q^\frac{1}{2} \phi_i(x) \right\|^2 .
\end{align*}
\]

As \( \kappa > H \alpha \), similarly, we have

\[
\begin{align*}
\mathbb{E} \left[ \left\| \int_s^t A^{-\frac{\kappa}{2}} \mathcal{M}' (t - r) dB^0_H (r) \right\|^2 \right] \\
\lesssim (t - s) \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i + \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \int_t^s \left( \lambda_i^\frac{\alpha}{2} (t - s) \right)^{2H-1} dr \\
+ \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \int_t^s \int_s^r \left( \lambda_i^\frac{\alpha}{2} (t - r) \right)^{2H-2} dr_1 dr \\
\lesssim (t - s) \sum_{i=1}^{\infty} \left\| A^\frac{\alpha}{2} Q^\frac{1}{2} \phi_i(x) \right\|^2 .
\end{align*}
\]
Remark 3.1 When $B^0_H (x, t) = \sum_{i=1}^{\infty} \xi^0_H (t) \Phi_i (x)$, $\alpha + 2H \alpha > d$ and $0 < \kappa < -\frac{d}{2} + \frac{d}{2} + H \alpha$, using the above steps, we still obtain inequalities (3.2) and (3.3).

We derive the regularity estimates of (3.1) from (3.1) and Proposition 1.

Theorem 3.1 Suppose $\|u_0\|_{L^2 (\Omega, \mathbb{R}^V)} < \infty$, $\|v_0\|_{L^2 (\Omega, \mathbb{R}^{\kappa - a})} < \infty$, $\kappa = \frac{d}{2} + H \alpha + 2 \rho$ and $0 < \kappa < \alpha + \frac{1}{2}$, assumptions 1 and 2 hold. Then

$$\|u(t)\|_{L^2 (\Omega, \mathbb{R}^V)} + \|\dot{u}(t)\|_{L^2 (\Omega, \mathbb{R}^{\kappa - a})} \lesssim 1 + \|u_0\|_{L^2 (\Omega, \mathbb{R}^V)} + \|v_0\|_{L^2 (\Omega, \mathbb{R}^{\kappa - a})}$$

and

$$\|u(t) - u(x)\|_{L^2 (\Omega, \mathbb{R}^V)} \lesssim (t - s) \min \{ \frac{1}{\kappa}, 1 \} \left( \|u_0\|_{L^2 (\Omega, \mathbb{R}^V)} + \|v_0\|_{L^2 (\Omega, \mathbb{R}^{\kappa - a})} + 1 \right).$$

Proof We observe the regularity of $u(t)$ in the space $L^2 (\Omega, \mathbb{R}^V)$. First, we obtain the following inequality by using assumption 2

$$E \left[ \|f (u(t)) - f (0)\|^2 \right] \lesssim E \left[ \|u(t)\|^2 \right],$$

which implies

$$E \left[ \|f (u(t))\|^2 \right] \lesssim E \left[ \|u(t)\|^2 + 1 \right]. \tag{3.8}$$

Using (3.4) leads to

$$E \left[ \|\tilde{A}^0 u(t)\|^2 \right] \lesssim E \left[ \|\tilde{A}^0 u_0\|^2 \right] + E \left[ \|\tilde{A}^0 \varphi (t) v_0\|^2 \right] + E \left[ \left\| \int_0^t \tilde{A}^0 \varphi (t - r) f (u) dr \right\|^2 \right]$$

$$+ E \left[ \left\| \int_0^t \tilde{A}^0 \varphi (t - r) dB^0_H (r) \right\|^2 \right] \lesssim E \left[ \|\tilde{A}^0 u_0\|^2 \right] + E \left[ \|\tilde{A}^0 v_0\|^2 \right]$$

$$+ \int_0^t E \left[ \|\tilde{A}^0 \varphi (t - r) f (u)\|^2 \right] dr$$

and

$$E \left[ \|\tilde{A}^0 \varphi (t - r) dB^0_H (r)\|^2 \right] \lesssim E \left[ \|\tilde{A}^0 u_0\|^2 \right] + E \left[ \|\tilde{A}^0 v_0\|^2 \right] + \int_0^t E \left[ \|\tilde{A}^0 \varphi (t - r) f (u)\|^2 \right] dr$$

$$+ E \left[ \left\| \int_0^t \tilde{A}^0 \varphi (t - r) dB^0_H (r) \right\|^2 \right].$$
Then
\[
\begin{aligned}
&\mathbb{E}\left[\left\|A^\kappa u(t)\right\|^2\right] + \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}} \tilde{u}(t)\right\|^2\right] \\
\leq& \mathbb{E}\left[\left\|A^\kappa u_0\right\|^2\right] + \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}}(t)v_0\right\|^2\right] + \int_0^t \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}} f(u(r))\right\|^2\right] dr \\
&+ \mathbb{E}\left[\left\|\int_0^t A^{\frac{\kappa}{2}} \mathcal{S}(t-r)d\mathbf{B}_r^G(r)\right\|^2\right] + \mathbb{E}\left[\left\|\int_0^t A^{\frac{\kappa}{2}} \mathcal{C}(t-r)d\mathbf{B}_r^G(r)\right\|^2\right].
\end{aligned}
\]

Proposition 1 implies
\[
\begin{aligned}
&\mathbb{E}\left[\left\|A^\kappa u(t)\right\|^2\right] + \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}} \tilde{u}(t)\right\|^2\right] \\
\leq& \mathbb{E}\left[\left\|A^\kappa u_0\right\|^2\right] + \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}}(t)v_0\right\|^2\right] + \int_0^t \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}} f(u(r))\right\|^2\right] dr + 1.
\end{aligned}
\]

Second, we need to discuss the estimate of (3.9) in different cases. As \(0 < \kappa \leq \alpha\), we have
\[
\begin{aligned}
&\mathbb{E}\left[\int_0^t \left\|A^{\frac{\kappa}{2}} f(u(r))\right\|^2 dr \right] \leq \mathbb{E}\left[\int_0^t \left\|f(u(r))\right\|^2 dr \right].
\end{aligned}
\]

Substituting (3.8) into (3.10), we have
\[
\begin{aligned}
&\int_0^t \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}} f(u(r))\right\|^2\right] dr \leq \int_0^t \mathbb{E}\left[\left\|u(r)\right\|^2\right] dr + 1 \\
\leq& \int_0^t \mathbb{E}\left[\left\|A^\kappa u(r)\right\|^2\right] dr + 1.
\end{aligned}
\]

For \(\alpha < \kappa < \alpha + \frac{1}{2}\), due to assumption 2 and (2.5), the following inequality is easily derived.
\[
\begin{aligned}
&\int_0^t \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}} f(u(x,r))\right\|^2\right] dr \\
\leq& \int_0^t \mathbb{E}\left[\left\|f(u(x,r))\right\|_{W^{\kappa - \alpha, 2}}^2\right] dr \\
=& \int_0^t \mathbb{E}\left[\left\|f(u(x,r))\right\|^2 + \int_\Omega \int_\Omega \frac{|f(u(x,r)) - f(u(y,r))|^2}{|x-y|^{d+2\kappa-2\alpha}} dxdy\right] dr \\
\leq& \int_0^t \mathbb{E}\left[\left\|u(x,r)\right\|^2 + \int_\Omega \int_\Omega \frac{|u(x,r) - u(y,r)|^2}{|x-y|^{d+2\kappa-2\alpha}} dxdy\right] dr + 1 \\
=& \int_0^t \mathbb{E}\left[\left\|u(x,r)\right\|_{W^{\kappa - \alpha, 2}}^2\right] dr + 1 \\
\leq& \int_0^t \mathbb{E}\left[\left\|A^{\frac{\kappa}{2}} u(x,r)\right\|^2\right] dr + 1 \\
\leq& \int_0^t \mathbb{E}\left[\left\|A^\kappa u(x,r)\right\|^2\right] dr + 1.
\end{aligned}
\]
By combining (3.13) and (3.14), we deduce that
\[
E \left[ \left\| A^\frac{\kappa}{2} u(t) \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} u(t) \right\|^2 \right] 
\leq E \left[ \left\| A^\frac{\kappa}{2} u_0 \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} v_0 \right\|^2 \right] + \int_0^t E \left[ \left\| A^\frac{\kappa}{2} u(r) \right\|^2 \right] dr + 1. 
\] (3.13)

Then using the Gronwall inequality, the following equation is obtained
\[
E \left[ \left\| A^\frac{\kappa}{2} u(t) \right\|^2 \right] \leq E \left[ \left\| A^\frac{\kappa}{2} u_0 \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} v_0 \right\|^2 \right] + 1. 
\] (3.14)

Finally, combining (3.13) and (3.14), we deduce that
\[
E \left[ \left\| A^\frac{\kappa}{2} u(t) \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} u(t) \right\|^2 \right] 
\leq E \left[ \left\| A^\frac{\kappa}{2} u_0 \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} v_0 \right\|^2 \right] + 1. 
\] (3.15)

Now, we present the Hölder regularity estimates of \( u(t) \). Using (2.4) and Proposition 1 yields
\[
E \left[ \left\| u(t) - u(s) \right\|^2 \right] \leq E \left[ \left\| \mathcal{U}(t-s) u(s) - u(s) \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} \mathcal{U}(t-s) u(s) \right\|^2 \right] 
\quad + E \left[ \left\| \int_s^t A^{-\frac{\kappa}{2}} \mathcal{U}(t-r) f(u(r)) dr \right\|^2 \right] 
\quad + E \left[ \left\| \int_s^t A^{-\frac{\kappa}{2}} \mathcal{U}(t-r) dB^Q_{u(r)} \right\|^2 \right] 
\quad \leq E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} (t-s) \right\|^{\min\left\{ \frac{\kappa}{4} \right\}} u(s) \right| \right] 
\quad + E \left[ \left\| A^{-\frac{\kappa}{2}} \left( A^\frac{\kappa}{2} (t-s) \right)^{\min\left\{ \frac{\kappa}{4} \right\}} u(s) \right\|^2 \right] 
\quad + E \left[ \left\| \int_s^t f(u(r)) dr \right\|^2 \right] + (t-s)^{\min\left\{ \frac{\kappa}{4} \right\}}. 
\] (3.16)

Employing (3.15) and Cauchy-Schwarz-Buniakowsky inequality, we obtain
\[
E \left[ \left\| u(t) - u(s) \right\|^2 \right] \leq (t-s)^{\min\left\{ \frac{\kappa}{4} \right\}} \left( E \left[ \left\| A^\frac{\kappa}{2} u_0 \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} v_0 \right\|^2 \right] + 1 \right) 
\quad + (t-s) \int_s^t E \left[ \left\| f(u(r)) \right\|^2 \right] dr + (t-s)^{\min\left\{ \frac{\kappa}{4} \right\}} 
\leq (t-s)^{\min\left\{ \frac{\kappa}{4} \right\}} \left( E \left[ \left\| A^\frac{\kappa}{2} u_0 \right\|^2 \right] + E \left[ \left\| A^{\frac{\kappa}{2} - \alpha} v_0 \right\|^2 \right] + 1 \right). 
\] (3.17)
4 Temporal discretization

We solve (1.1) numerically by discretizing (2.3). To begin, we establish a method for approximating stochastic convolution in (2.3). We define each subinterval \( (t_j, t_{j+1}) \), and set \( t_j = j\tau \) for \( j = 0, 1, 2, \cdots, \frac{T}{\tau} - 1 \). Using the stochastic trigonometric method get the following equation

\[
\begin{bmatrix}
  u_{j+1} \\
  \bar{u}_{j+1}
\end{bmatrix} =
\begin{bmatrix}
  \mathcal{C}(\tau) & A^{-\frac{\alpha}{2}} \mathcal{S}(\tau) \\
  -A^{\frac{\alpha}{2}} \mathcal{S}(\tau) & \mathcal{C}(\tau)
\end{bmatrix} \begin{bmatrix}
  u_j \\
  \bar{u}_j
\end{bmatrix} + \tau \begin{bmatrix}
  A^{-\frac{\alpha}{2}} \mathcal{S}(\tau) f(u_j) \\
  \mathcal{C}(\tau) f(u_j)
\end{bmatrix} +
\begin{bmatrix}
  \int_{t_j}^{t_{j+1}} A^{-\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - r) dB_H^0(r) \\
  \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{j+1} - r) dB_H^0(r)
\end{bmatrix}.
\]

In order to obtain the error analysis of temporal discretization, we will approximate stochastic convolution using the following method. Again using integration by parts, we get

\[
\int_{t_j}^{t_{j+1}} A^{-\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - r) dB_H^0(r) = -A^{-\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - t_j) B_H^0(t_j) + \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{j+1} - r) B_H^0(t_j) dr.
\] (4.1)

Using (4.1) yields the approximation of \( \int_{t_j}^{t_{j+1}} A^{-\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - r) dB_H^0(r) \)

\[
-A^{-\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - t_j) B_H^0(t_j) + \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{j+1} - r) B_H^0(t_j) dr.
\]

Using a similar method, we approximate \( \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{j+1} - r) dB_H^0(t_j) \)

\[
B_H^0(t_{j+1}) - \mathcal{C}(t_{j+1} - t_j) B_H^0(t_j) - \int_{t_j}^{t_{j+1}} A^{\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - r) B_H^0(t_j) dr.
\]

The above approximation makes numerical simulations of stochastic convolution easy to implement. Then we get a discretization of (2.1)

\[
\begin{bmatrix}
  u_{j+1} \\
  \bar{u}_{j+1}
\end{bmatrix} =
\begin{bmatrix}
  \mathcal{C}(\tau) & A^{-\frac{\alpha}{2}} \mathcal{S}(\tau) \\
  -A^{\frac{\alpha}{2}} \mathcal{S}(\tau) & \mathcal{C}(\tau)
\end{bmatrix} \begin{bmatrix}
  u_j \\
  \bar{u}_j
\end{bmatrix} + \tau \begin{bmatrix}
  A^{-\frac{\alpha}{2}} \mathcal{S}(\tau) f(u_j) \\
  \mathcal{C}(\tau) f(u_j)
\end{bmatrix} +
\begin{bmatrix}
  \int_{t_j}^{t_{j+1}} A^{-\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - r) dB_H^0(t_j) + \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{j+1} - r) B_H^0(t_j) dr \\
  B_H^0(t_{j+1}) - \mathcal{C}(t_{j+1} - t_j) B_H^0(t_j) - \int_{t_j}^{t_{j+1}} A^{\frac{\alpha}{2}} \mathcal{S}(t_{j+1} - r) B_H^0(t_j) dr
\end{bmatrix}.
\] (4.2)

The following equation is obtained by applying trigonometric identities.

\[
\begin{bmatrix}
  \mathcal{C}(\tau) & A^{-\frac{\alpha}{2}} \mathcal{S}(\tau) \\
  -A^{\frac{\alpha}{2}} \mathcal{S}(\tau) & \mathcal{C}(\tau)
\end{bmatrix} \begin{bmatrix}
  u_n \\
  \bar{u}_n
\end{bmatrix} =
\begin{bmatrix}
  \mathcal{C}(t_n) & A^{-\frac{\alpha}{2}} \mathcal{S}(t_n) \\
  -A^{\frac{\alpha}{2}} \mathcal{S}(t_n) & \mathcal{C}(t_n)
\end{bmatrix} \begin{bmatrix}
  u_n \\
  \bar{u}_n
\end{bmatrix}.
\]
Let using recursion form of (4.2), we get

\[
\begin{align*}
    u_{n+1} &= \mathcal{C}(t_{n+1})u_0 + A^{-\frac{\alpha}{2}} \mathcal{C}(t_{n+1})v_0 + \sum_{j=0}^{n} \tau A^{-\frac{\alpha}{2}} \mathcal{C}(A^{-\frac{\alpha}{2}}(t_{n+1} - j)) f(u_j) \\
    &+ \sum_{j=0}^{n} \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{n+1} - r) B_H^0(t_j) dr
\end{align*}
\]

(4.3)

and

\[
\begin{align*}
    \bar{u}_{n+1} &= -A^{\frac{\alpha}{2}} \mathcal{C}(t_{n+1})u_0 + \mathcal{C}(t_{n+1})v_0 + \sum_{j=0}^{n} \tau \mathcal{C}(A^{\frac{\alpha}{2}}(t_{n+1} - j)) f(u_j) \\
    &+ B_H^0(t_{n+1}) - \sum_{j=0}^{n} \int_{t_j}^{t_{j+1}} A^{\frac{\alpha}{2}} \mathcal{C}(t_{n+1} - r) B_H^0(t_j) dr.
\end{align*}
\]

(4.4)

Let \( \epsilon_{n+1} = u(t_{n+1}) - u_{n+1} \). Combining (4.4) and (4.3), we have

\[
\begin{align*}
    \epsilon_{n+1} &= \sum_{j=0}^{n} \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{n+1} - s) f(u(s)) - \mathcal{C}(t_{n+1} - j) f(u_j) ds \\
    &+ \sum_{j=0}^{n} \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{n+1} - s) \left( B_H^0(s) - B_H^0(t_j) \right) ds.
\end{align*}
\]

(4.5)

**Proposition 2** Let \( \kappa = \frac{\alpha}{2} + H\alpha + 2\rho \) and \( \kappa > 0 \), assumption \( \square \) is satisfied, we have

\[
E \left[ \left\| \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{n} - s) \left( B_H^0(s) - B_H^0(t_j) \right) ds \right\|^2 \right] 
\leq \begin{cases} 
    \tau^{\frac{\alpha}{2}}, & 0 < \kappa \leq \frac{\alpha}{2} + H\alpha, \\
    \tau^{2H+1}, & \kappa > \frac{\alpha}{2} + H\alpha.
\end{cases}
\]

**Proof** Thanks to the orthonormal basis \( \{\phi(x)\}_{x \in \mathbb{N}} \), the following equation holds.

\[
E \left[ \left\| \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} \mathcal{C}(t_{n} - s) \left( B_H^0(s) - B_H^0(t_j) \right) ds \right\|^2 \right] 
\leq \begin{cases} 
    \tau^{\frac{\alpha}{2}}, & 0 < \kappa \leq \frac{\alpha}{2} + H\alpha, \\
    \tau^{2H+1}, & \kappa > \frac{\alpha}{2} + H\alpha.
\end{cases}
\]
For $0 < \kappa \leq H\alpha$, we give the following estimates of $J_1$ and $J_2$ by using the covariance function of FBM.

$$J_1 = \sum_{i=1}^{\infty} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - s) \right) \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - r) \right) \frac{r - t_j + \left| s - t_j \right|^{2H} - \left| s - r \right|^{2H}}{2} ds dr$$

$$= -\sum_{i=1}^{\infty} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - s) \right) \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - r) \right) (s - r)^{2H} ds dr$$

$$+ \sum_{i=1}^{\infty} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - s) \right) \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - r) \right) (s - t_j)^{2H} ds dr$$

$$= J_{11} + J_{12}.$$

By integration by parts, we have

$$J_{11} = \sum_{i=1}^{\infty} \lambda_i^{-\alpha/2} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - s) \right) \left( \sin \left( \lambda_i^{\frac{\alpha}{2}} (t_n - t_j) \right) - \sin \left( \lambda_i^{\frac{\alpha}{2}} (t_n - t_j) \right) \right) \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - s) \right) ds dr$$

$$+ 2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha/2} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} \cos \left( \lambda_i^{\frac{\alpha}{2}} (t_n - s) \right) \left( \sin \left( \lambda_i^{\frac{\alpha}{2}} (t_n - t_j) \right) - \sin \left( \lambda_i^{\frac{\alpha}{2}} (t_n - t_j) \right) \right) (s - r)^{2H} ds dr$$

$$\leq 2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha/2} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \left( \lambda_i^{\frac{\alpha}{2}} (t_j - t) \right)^{2H-1} ds dr$$

$$\leq \sum_{i=1}^{\infty} \lambda_i^{-\alpha/2} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \left( \lambda_i^{\alpha/2} (t_j - t) \right)^{2H-1} ds dr$$

and
\[ J_{12} = \sum_{i=1}^{\infty} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} \cos \left( \lambda_i^2 (t_j - s) \right) \cos \left( \lambda_i^2 (t_j - r) \right) (s-t_j)^{2H} \, ds \, dr \]

\[ = 2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \left( \sin \left( \lambda_i^2 (t_j - s) \right) - \sin \left( \lambda_i^2 (t_j - t_{j+1}) \right) \right) (s-t_j)^{2H-1} \, ds \]

\[ \times \left( \sin \left( \lambda_i^2 (t_j - s) \right) - \sin \left( \lambda_i^2 (t_j - t_{j+1}) \right) \right) \]

\[ \lesssim \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \left( \lambda_i^2 (t_{j+1} - s) \right) \frac{2k q_i 2H}{\alpha} (s-t_j)^{2H-1} \, ds \]

\[ \lesssim \tau^{2H} \sum_{i=1}^{\infty} \left\| A^i \rho \phi(x) \right\| ^2 . \]

For \( J_2 \), using the fact \( k < j \), we have \( t_k \leq r \leq t_j \leq s \). Similar to the estimates of \( J_{11} \) and \( J_{12} \), we have

\[ J_2 = \sum_{i=1}^{\infty} q_i \sum_{j=0}^{j=n-1} \sum_{k=0}^{k=j-1} \int_{t_j}^{t_{j+1}} \int_{t_k}^{t_{k+1}} \cos \left( \lambda_i^2 (t_j - s) \right) \cos \left( \lambda_i^2 (t_j - r) \right) \]

\[ \times \left[ -(s-r)^{2H} + (s-t_k)^{2H} + (t_j - r)^{2H} - (t_j - t_k)^{2H} \right] \, ds \, dr \]

\[ = \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j=n-1} \sum_{k=0}^{k=j-1} \int_{t_j}^{t_{j+1}} \int_{t_k}^{t_{k+1}} \cos \left( \lambda_i^2 (t_j - s) \right) \cos \left( \lambda_i^2 (t_j - r) \right) \]

\[ \times \left[ 2H \int_{t_k}^{t_{j+1}} (s-r)^{2H-1} \, dr_k - 2H \int_{t_k}^{t_{j+1}} (t_j - r)^{2H-1} \, dr_k \right] \, ds \, dr \]

\[ = 2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j=n-1} \sum_{k=0}^{k=j-1} \int_{t_j}^{t_{j+1}} \int_{t_k}^{t_{k+1}} \cos \left( \lambda_i^2 (t_j - r_k) \right) \cos \left( \lambda_i^2 (t_j - r_{j+1}) \right) \]

\[ \times \left[ s-r_1)^{2H-1} \, dr_1 - \int_{t_k}^{t_{j+1}} (t_j - r_1)^{2H-1} \, dr_1 \right] \, ds \, dr \]

\[ = 2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j=n-1} \sum_{k=0}^{k=j-1} \int_{t_j}^{t_{j+1}} \int_{t_k}^{t_{k+1}} \cos \left( \lambda_i^2 (t_j - r_1) \right) \cos \left( \lambda_i^2 (t_j - t_{j+1}) \right) \]

\[ \times \left[ \int_{t_k}^{t_{j+1}} (s-r_1)^{2H-1} \, dr_1 - \int_{t_k}^{t_{j+1}} (t_j - r_1)^{2H-1} \, dr_1 \right] \, ds \, dr \]

\[ \lesssim \tau^{2H+1-2H} \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j=n-1} \sum_{k=0}^{k=j-1} \int_{t_j}^{t_{j+1}} \int_{t_k}^{t_{k+1}} (s-r_1)^{2H-2} \, dr_1 \, ds \]

\[ \lesssim \tau^{2H+1-2H} \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j=n-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} (s-r_1)^{2H-2} \, dr_1 \, ds \]

\[ \lesssim \tau^{2H} \sum_{i=1}^{\infty} \left\| A^i \rho \phi(x) \right\| ^2 . \]
For $\kappa > H\alpha$, similar to the above estimates, we have

$$J_1 = -2H \sum_{i=1}^{\infty} \lambda_i^{-\alpha} q_i \sum_{j=0}^{j_{n-1}} \int_{t_j}^{t_{j+1}} \left( \frac{\sin \left( \frac{\pi}{r} (t_n - t_j) \right)}{r} - \frac{\sin \left( \frac{\pi}{r} (t_n - t_{j-1}) \right)}{r} \right) \left( s - r \right)^{2H-2} dr$$

and

$$J_2 = 2H \sum_{i=1}^{\infty} q_i \lambda_i^{-\alpha} \sum_{j=1}^{j_{n-1}} \sum_{k=0}^{j_{k-1}} \frac{\sin \left( \frac{\pi}{r} (t_n - r) \right)}{r} \left( \sin \left( \frac{\pi}{r} (t_n - t_{k+1}) \right) - \sin \left( \frac{\pi}{r} (t_n - t_k) \right) \right) \left( 2H - 1 \right) \left( s - r_1 \right)^{2H-2} dr_1 ds$$

The proof of Proposition 2 is completed by combining the preceding estimates.
Theorem 4.1 Let \( \kappa = \frac{\alpha}{2} + H\alpha + 2\rho \), \( 0 < \kappa < \alpha + \frac{1}{4} \). \( \|u_0\|_{L^2_\kappa(\Omega_\kappa)} < \infty \), \( \|v_0\|_{L^2_\kappa(\Omega_\kappa - \alpha)} < \infty \), assumptions 2 and 3 hold, and \( e_n \) is shown in (4.5), then

\[
\|e_n\|_{L^2_\kappa(\Omega_\kappa)} \lesssim \left\{ \begin{array}{ll}
\tau \|u_0\|_{L^2_\kappa(\Omega_\kappa)} + \|v_0\|_{L^2_\kappa(\Omega_\kappa - \alpha)}, & 0 < \kappa \leq \frac{\alpha}{2} + H\alpha,
\tau^{H+\frac{1}{2}} \left( \|u_0\|_{L^2_\kappa(\Omega_\kappa)} + \|v_0\|_{L^2_\kappa(\Omega_\kappa - \alpha)} \right), & \frac{\alpha}{2} + H\alpha < \kappa < \alpha + \frac{1}{2}.
\end{array} \right.
\]

Proof The above estimate follows from the H"older regularity estimates of \( u(t) \), Proposition 2. From (4.5), we have

\[
\|e_n\|_{L^2_\kappa(\Omega_\kappa)} \lesssim \left\{ \begin{array}{ll}
\sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} \left| A^{-\frac{\alpha}{2}} (\mathcal{S} (t_n - s) f(u(s)) - \mathcal{S} (t_n - t_j) f(u(t_j))) \right|_{L^2_\kappa(\Omega_\kappa)} ds \\
+ \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} \left| A^{-\frac{\alpha}{2}} (\mathcal{S} (t_n - s) f(u(t_j)) - \mathcal{S} (t_n - t_j) f(u(t_j))) \right|_{L^2_\kappa(\Omega_\kappa)} ds \\
+ \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} \left| A^{-\frac{\alpha}{2}} (\mathcal{S} (t_n - t_j) (f(u(t_j)) - f(u(t)))) \right|_{L^2_\kappa(\Omega_\kappa)} ds \\
+ \tau^{\min\left\{ \frac{\alpha}{2}, H+\frac{1}{2} \right\}} \right.
\]
5 Numerical Experiments

Using scheme (4.2), we solve (5.1) to illustrate the convergence rates in Theorem 4.1 and investigate the effect of the parameters $\rho$ and $H$ on the convergence.

\[
\begin{align*}
d\dot{u}(x,t) + A_{\alpha}u(x,t)dt &= (\cos(u(x,t)) + u(x,t)) dt + dB_{\alpha}^Q(x,t), \quad \text{in } (0,1) \times (0,T], \\
u(x,0) &= \frac{\sqrt{2}}{\sqrt{\pi}} \sin(\pi x), \quad v(x,0) = \frac{\sqrt{2}}{\sqrt{\pi}} \sin(3\pi x), \quad \text{in } (0,1), \\
u(0,t) = u(1,t) = 0.
\end{align*}
\]

We use the Ckolesky method to generate the trajectories of FBM. Let $u_n$ denote the discrete solution at time $t_n = nt$ with fixed time step size $\tau = \frac{T}{N}$. The following formula is used to calculate the strong convergence rates in time:

\[
\text{convergence rate} = \frac{\ln \left( \frac{\sqrt{\mathbb{E}[\|u_N - u_{2N}\|^2]}}{\sqrt{\mathbb{E}[\|u_{2N} - u_{4N}\|^2]}} \right)}{\ln 2}.
\]

We apply a Monte Carlo method with 2000 trajectories to approximate the expectation of stochastic process. The space discretization of (5.1) follows from the spectral Galerkin method with first 1800 orthonormal bases, which ensures that the time error is the dominant one.

Table 1: Time convergence rates with $H = 0.4$, $T = 0.2$ and $\alpha = 0.8$

| $N$ | $\kappa = 0.32$ Rate | $\kappa = 0.52$ Rate | $\kappa = 0.72$ Rate |
|-----|---------------------|---------------------|---------------------|
| 4   | 0.557e-02           | 2.301e-02           | 1.204e-02           |
| 8   | 0.418e-02           | 0.414               | 0.659               |
| 16  | 0.313e-02           | 0.417               | 0.661               |

First, we consider the case of $0 < \kappa \leq \frac{\alpha}{2} + H\alpha$. Then the theoretical convergence rate is $\frac{\kappa}{2}$. To observe this convergence order, we choose $N = 4, 8, 16, 32$ to approximate solutions $u(x,T)$. Table 1 presents the rates of convergence of the time discretization for varying $\kappa$ with the fixed parameters $\alpha = 0.75$ and $H = 0.4$. When $\sqrt{q_l} = \lambda_l^{-0.05}$, $\lambda_l^{-0.15}$, $\lambda_l^{-0.25}$, $\kappa$ is 0.32, 0.52 and 0.72, respectively. Then the corresponding theoretical convergence rates are 0.4, 0.65, 0.9, respectively. Numerical results indicate the strong convergence rate is approximately that given in Theorem 4.1.

Table 2: Time convergence rates with $\alpha = 0.25$, $T = 0.2$ and $\kappa = \frac{\alpha}{2} + H\alpha + 0.3$

| $N$ | $H = 0.1$ Rate | $H = 0.25$ Rate | $H = 0.4$ Rate |
|-----|----------------|----------------|----------------|
| 4   | 2.004e-02      | 1.166e-02      | 7.262e-03      |
| 8   | 1.311e-02      | 0.612          | 0.800          |
| 16  | 8.631e-03      | 0.603          | 0.787          |
Next, we investigate the convergence order for \( \frac{\alpha}{2} + H\alpha < \kappa < \alpha + \frac{1}{2} \). Table 2 displays the temporal convergence rates for three different noise intensity parameters \( H = 0.1, 0.25, 0.4 \) with fixed \( \sqrt{\eta} = \lambda^{-0.4} \). Numerical experiments show that as \( H \) decreases, convergence rate increases. This observation completely supports our theoretical result in Theorem 4.1.

6 Conclusion

In this paper, we developed an efficient time discretization method for solving a SWE forced by FMB with Hurst parameter \( H \in (0, \frac{1}{2}) \). For \( H \in (0, \frac{1}{2}) \), we show the strong convergence of this method with uniform time step \( \tau \), where the error is of order \( O \left( \tau^{H + \min\left\{ \frac{\alpha}{2}, \frac{1}{2} \right\}} \right) \).

In the case \( 0 < \kappa \leq \frac{\alpha}{2} + H\alpha \), the strong convergence rate of the scheme (4.2) is equal to Hölder continuity index of \( u(t) \). As \( \frac{\alpha}{2} + H\alpha < \kappa < \alpha + \frac{1}{2} \), our method strongly converges with order \( H + \frac{1}{2} \), which is smaller than Hölder continuity index of \( u(t) \), because the strong convergence is limited by the approximation error of stochastic convolution. In future work, we plan to study the optimal strong convergence order of time discretization for (1.1) when \( H \in (0, \frac{1}{2}) \) and \( \frac{\alpha}{2} + H\alpha < \kappa < \alpha + \frac{1}{2} \).
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