AN EFFICIENT ITERATIVE METHOD FOR DYNAMICAL GINZBURG-LANDAU EQUATIONS
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Abstract. In this paper, we propose a new finite element approach to simulate the time dependent Ginzburg-Landau equations under the temporal gauge, and design an efficient preconditioner for the Newton iteration of the resulting discrete system. The new approach solves the magnetic potential in $H(\text{curl})$ space by the lowest order of the second kind Nédelec element. This approach offers a simple way to deal with the boundary condition, and leads to a stable and reliable performance when dealing the superconductor with reentrant corners. The comparison in numerical simulations verifies the efficiency of the proposed preconditioner, which can significantly speed up the simulation in large scale computations.
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1. Introduction

The Ginzburg-Landau theory of superconductivity [14] describes the transient behavior and vortex motions of superconductors in an external magnetic field. The time dependent Ginzburg-Landau (TDGL) equations are widely used in the simulations, where the nondimensionalization form is

$$
\begin{align*}
\left\{ \begin{array}{l}
(\partial_t + i\kappa \phi) \psi + \left( \frac{i}{\kappa} \nabla + A \right)^2 \psi + (|\psi|^2 - 1)\psi = 0 \\
\sigma \left( \nabla \phi + \partial_t A \right) + \nabla \times (\nabla \times A) + \text{Re} \left[ \psi^* \left( \frac{i}{\kappa} \nabla + A \right) \psi \right] = \nabla \times H
\end{array} \right. \\
\text{in } \Omega \times (0, T),
\end{align*}
$$

with the boundary and initial conditions

$$
\begin{align*}
\left\{ \begin{array}{l}
(\nabla \times A) \times n = H \times n, \\
\psi(x, 0) = \psi_0(x), \\
\sigma \left( \frac{i}{\kappa} \nabla + A \right) \psi \cdot n = 0 \\
A(x, 0) = A_0(x)
\end{array} \right. \\
\text{on } \partial \Omega,
\end{align*}
$$

Here $\Omega$ is a bounded domain in $\mathbb{R}^d$ ($d = 2, 3$), the order parameter $\psi$ is a complex scalar function which describes the macroscopic state of the superconductor, $\phi$ is a real scalar-valued electric potential, $A$ is a real vector-valued magnetic potential and the real vector-valued function $H$ is the external magnetic field. Variables of physical interest in this model are the superconducting density $|\psi|^2$, the magnetic induction field $B = \nabla \times A$ and the electric field $E = \partial_t A + \nabla \phi$. The total current $J = \nabla \times B$, and the supercurrent

$$
\begin{align*}
\mathbf{j}_s &= \frac{1}{2i\kappa} (\psi^* \nabla \psi - \psi \nabla \psi^*) - |\psi|^2 A \\
&= -\text{Re} \left[ \psi^* \left( \frac{i}{\kappa} \nabla + A \right) \psi \right].
\end{align*}
$$

In the nondimensionalization form [1], the magnitude of the order parameter $|\psi|$ is between 0 and 1, where $|\psi| = 0$ corresponds to the normal state, $|\psi| = 1$ corresponds to the superconducting state, and $0 < |\psi| < 1$ corresponds to some intermediate state.

The authors gratefully acknowledge the support by the Computational Materials Sciences Program funded by the U.S. Department of Energy, Office of Science, Basic Energy Sciences, under Award No. DE-SC0020145.
The solution of the nondimensionalization model \(1\) is not unique. Given any solution \((\psi, A, \phi)\), a gauge transformation
\[
G_i(\psi, A, \phi) = (\psi e^{i\lambda}, A + \nabla \chi, \phi - \partial_t \chi)
\]
gives a class of equivalent solutions, in the sense that the physical variables are invariant under gauge transformation, say superconducting density \(|\psi|\), magnetic induction \(B\) and electric field \(E\). Mathematically speaking, the solutions of \((1)\) under different gauges are theoretically equivalent. But numerical schemes under different gauges are computationally different. The dependence of the system on the electric potential is eliminated via a gauge transformation. There are several widely used gauges, including the Lorentz gauge \(\phi = -\nabla \cdot A\) and the temporal gauge \(\phi = 0\) which is considered in this paper. The equations for \(\psi\) and \(A\) are uniformly parabolic under the Lorentz gauge, some analysis was presented in \([5, 17]\) requiring some strong regularity of the solution and the smoothness of the domain. Many numerical methods were produced and studied in literature, see \([3, 11, 7]\) and the reference therein. Some mixed element methods were proposed for the Lorentz gauge to get rid of the domain. Many numerical methods were produced and studied in literature, see \([3, 11, 7]\) and the reference therein.

The TDGL equations under the temporal gauge gain more interest in the physical and engineering community \([1, 15, 22, 24, 25, 26, 10]\). The nondimensionalization system under the temporal gauge solves
\[
\begin{cases}
\partial_t \psi + \left(i \nabla + A\right)^2 \psi + (|\psi|^2 - 1)\psi = 0 & \text{in } \Omega \times (0, T], \\
\sigma \partial_t A + \nabla \times (\nabla \times A) + \text{Re} \left[\psi^* \left(\frac{i}{\kappa} \nabla + A\right)\psi\right] = \nabla \times H & \text{in } \Omega \times (0, T],
\end{cases}
\]
with the boundary and initial conditions \(2\). The system under temporal gauge looks simpler than that under Lorentz gauge, but the equation involving the magnetic potential \(A\) is no longer coercive in \(H^1(\Omega)\), which in turn leads to some difficulties in designing numerically convergent schemes for the TDGL equations. The regularity of the solutions of the Ginzburg-Landau equations under temporal gauge was analyzed in \([8, 30]\) on smooth domain. Some finite element schemes and mixed element schemes of this problem in \(H^1(\Omega)\) with an additional boundary condition \(A \cdot n|_{\partial \Omega} = 0\) were proposed and analyzed in \([13, 4, 21, 28, 22, 6, 27]\) and the references therein. In a domain with reentrant corners, well-posedness of the TDGL equations and convergence of the numerical solutions are still open.

In this paper, we propose a new nonlinear approach to solve the TDGL equations in \(H(\text{curl}, \Omega, \mathbb{R}^d) \times H^1(\Omega, \mathbb{C})\) and also an efficient preconditioner for the Newton iteration solving the nonlinear system. The conventional finite element scheme with discrete approximation \(A_h \in H^1(\Omega, \mathbb{R}^d)\) may lead to unstable or spurious numerical phenomenon when the regularity of solution is low, and the construction of the discrete space is not easy to implement due to the additional boundary condition. The proposed approach is more stable in this case as showed in numerical tests, and the boundary condition will not be an issue. The proposed scheme is a nonlinear system, which couples two variables. The nonlinearity offers the advantage to analyze the energy decaying property of the numerical solution. The Newton method is applied to solve the nonlinear system and a preconditioner is proposed for the linearized system, where the efficiency of this preconditioner is verified by numerical tests. This efficient preconditioner plays an important role in speeding up the simulation and makes the computational cost of this nonlinear system comparable to that of a linear system.

The remaining paper is organized as follows. Later in this section, some notations are introduced. Section \(2\) proposes a new approach to solve the TDGL equations under the temporal gauge. Section \(3\) proposes an efficient preconditioner for the Newton iteration of the nonlinear discrete system. Section \(4\) presents an artificial problem with exact solution to test the accuracy of the numerical scheme and some numerical examples of vortex simulations on different domains.

2. A new approach for time dependent Ginzburg-Landau equation

Given a spatial finite element mesh \(T_h\), let \(P_r(K, \mathbb{R}^d)\) be the space of all polynomials of degree not greater than \(r\) on any element \(K\) of \(T_h\). Define the discrete space of the lowest order of the second kind
Nédélec element by

\begin{equation}
Q_h = \{ \mathbf{A}_h \in H(\text{curl}, \Omega, \mathbb{R}^d) : \mathbf{A}_h|_K \in P_1(K, \mathbb{R}^d), \int_{\mathcal{E}} \mathbf{A}_h \cdot t_e \, ds \text{ is continuous on any } e \in \mathcal{E}_h \},
\end{equation}

and the discrete space of the conforming linear element by \( \mathbf{V}_h \)

\begin{equation}
V_h = \{ \tilde{\psi}_h \in H^1(\Omega, \mathbb{C}) : \tilde{\psi}_h|_K \in P_1(K, \mathbb{C}), \tilde{\psi}_h \text{ is continuous on any } e \in \mathcal{E}_h \},
\end{equation}

where \( t_e \) is the tangential direction of the edge \( e \), \( H^1(\Omega, \mathbb{C}) = \{ u + iv : u, v \in H^1(\Omega, \mathbb{R}) \} \) is the Sobolev spaces for complex-valued functions, and \( H(\text{curl}, \Omega, \mathbb{R}^d) = \{ \mathbf{A} : \mathbf{A} \in L^2(\Omega, \mathbb{R}^d), \nabla \times \mathbf{A} \in L^2(\Omega, \mathbb{R}^d) \} \).

Denote the inner product in \( L^2(G, \mathbb{C}^d) \) by \( (u, v) = \int_{\mathcal{C}} u \cdot v \, dx \), where \( v \) is the conjugate of the complex function \( v \in L^2(G, \mathbb{C}^d) \).

Consider the temporal gauged TDGL equations \( 5 \) with boundary condition \( 2 \)

\begin{equation}
\begin{aligned}
\partial_t \psi + \left( \frac{i}{k} \nabla + \mathbf{A} \right)^2 \psi + (|\psi|^2 - 1)\psi &= 0 \quad \text{in } \Omega \times (0, T), \\
(\sigma \partial_t \mathbf{A} + \nabla \times (\nabla \times \mathbf{A}) - \mathbf{R}e \left[ \psi^* \left( \frac{i}{k} \nabla + \mathbf{A} \right) \psi \right] &= \mathbf{H} \quad \text{in } \Omega \times (0, T), \\
(\nabla \times \mathbf{A}) \times \mathbf{n} &= \mathbf{H} \times \mathbf{n} \quad \text{on } \partial \Omega \times (0, T), \\
\frac{i}{k} \nabla + \mathbf{A} \psi \cdot \mathbf{n} &= 0 \quad \text{on } \partial \Omega \times (0, T).
\end{aligned}
\end{equation}

Multiply the two equations in \( 5 \) by any \( \mathbf{A} \in H(\text{curl}, \Omega, \mathbb{R}^d) \) and \( \tilde{\psi} \in H^1(\Omega, \mathbb{C}) \), respectively, and take the integration on the domain. With the Neumann boundary condition \( 2 \), the weak formulation \( 5 \) solves \( (\mathbf{A}, \psi) \in H(\text{curl}, \Omega, \mathbb{R}^d) \times H^1(\Omega, \mathbb{C}) \) such that

\begin{equation}
(\partial_t \psi, \tilde{\psi}) + \left( \frac{i}{k} \nabla \psi + \mathbf{A} \psi, \frac{i}{k} \nabla \tilde{\psi} + \mathbf{A} \tilde{\psi} \right) + (|\psi|^2 - 1)\psi = 0,
\end{equation}

This implies that if the solution \( (\mathbf{A}, \psi) \) of the TDGL equations \( 5 \) belongs to the space \( H(\text{curl}, \Omega, \mathbb{R}^d) \times H^1(\Omega, \mathbb{C}) \), the solution satisfies \( 9 \) for any \( (\mathbf{A}, \tilde{\psi}) \in H(\text{curl}, \Omega, \mathbb{R}^d) \times H^1(\Omega, \mathbb{C}) \).

The semi-discrete scheme for the TDGL equations \( 5 \) seeks \( (\mathbf{A}_h, \psi_h) \in Q_h \times V_h \) such that

\begin{equation}
\begin{aligned}
(\partial_t \mathbf{A}_h, \tilde{\mathbf{A}}_h) + F_\mathbf{A}(\mathbf{A}_h, \psi_h; \mathbf{A}_h, \tilde{\mathbf{A}}_h) &= 0, \\
(\sigma \partial_t \psi_h, \tilde{\psi}_h) + F_\psi(\mathbf{A}_h, \psi_h; \mathbf{A}_h, \tilde{\psi}_h) &= 0, \\
(\mathbf{A}_h, \tilde{\psi}_h) \in Q_h \times V_h,
\end{aligned}
\end{equation}

where \( Q_h \subset H(\text{curl}, \Omega, \mathbb{R}^d) \) is the real-valued space defined in \( 6 \), \( V_h \subset H^1(\Omega, \mathbb{C}) \) is the complex-valued space defined in \( 7 \), and

\begin{equation}
\begin{aligned}
F_\mathbf{A}(\mathbf{A}_h, \psi_h; \mathbf{A}_h, \tilde{\mathbf{A}}_h) &= (\nabla \times \mathbf{A}_h, \nabla \times \tilde{\mathbf{A}}_h) + (|\psi_h|^2 \mathbf{A}_h, \tilde{\mathbf{A}}_h) + \left( \frac{i}{2k} (\psi_h^* \nabla \psi_h - \psi_h \nabla \psi_h^*), \mathbf{A}_h \right) - (\mathbf{H}, \nabla \times \mathbf{A}_h), \\
F_\psi(\mathbf{A}_h, \psi_h; \mathbf{A}_h, \tilde{\psi}_h) &= \left( \frac{i}{k} \nabla \psi_h + \mathbf{A}_h \psi_h, \frac{i}{k} \nabla \tilde{\psi}_h + \mathbf{A}_h \tilde{\psi}_h \right) + (|\psi_h|^2 - 1)\psi_h \psi_h^*.
\end{aligned}
\end{equation}

Note that the conventional finite element solves the magnetic potential \( \mathbf{A}_h \) of \( 9 \) in a smaller space \( Q''_h = \{ \mathbf{A}_h \in H^1(\Omega, \mathbb{R}^d) : \mathbf{A}_h|_K \in P_1(K, \mathbb{R}^d), \mathbf{A}_h \cdot n = 0 \} \), which is a subspace of \( H^1(\Omega, \mathbb{R}^d) \). The additional constraint \( \mathbf{A}_h \cdot n = 0 \) adds the difficulty in the construction of the discrete space \( Q''_h \). Many mixed formulations and some methods based on Hodge decomposition, which introduce some extra variables, are proposed in literature to avoid the difficulty. Compared to the conventional finite element method, the semi-discrete scheme \( 10 \) seeks \( \mathbf{A}_h \) in a \( H(\text{curl}) \)-conforming finite element space and the resulting formulation is easy to implement with no difficulty in the construction of the discrete space. On the other hand, the semi-discrete scheme \( 10 \)
requires weaker regularity on the solution than the conventional method which seeks the solution in a smaller space

\[ H_1^N(\Omega, \mathbb{R}) = \{ A \in H^1(\Omega, \mathbb{R}) : A \cdot n|_{\partial \Omega} = 0 \}. \]

If the solution of the TDGL equations (5) is smooth enough and in \( H_1^N(\Omega, \mathbb{R}^2) \), then it also satisfies the weak formulation (9). However, the superconductor can be not convex and the solution not smooth enough. For this case, the solution of the scheme (10) can behave better than an approximate solution in a discrete subspace of \( H_1^N(\Omega, \mathbb{R}^2) \).

Let \( 0 < t_0 < t_1 < \cdots < t_N = T \) be a uniform partition of the time interval with step size \( \Delta t = \frac{T}{N} \).

By applying the backward Euler method for time discretization, we propose a new approach for the TDGL equations (5), which seeks \((A_{n+1}^h, \psi_{n+1}^h)\in Q_h \times V_h\) such that

\[
\begin{cases}
\frac{\psi_{n+1}^h - \psi_n^h}{\Delta t} + \tilde{A}_h \cdot \tilde{\psi}_h = 0, & \forall \tilde{A}_h \in Q_h \times V_h, \\
\frac{A_{n+1}^h - A_n^h}{\Delta t} + F(A_n^h, \psi_n^h) = 0, & \forall \psi_n^h \in V_h,
\end{cases}
\]

and \((A_0^h, \psi_0^h)\) are the projections of \(A_0\) and \(\psi_0\) into \(Q_h\) and \(V_h\), respectively, namely

\[
\begin{align*}
(\nabla \times A_0^h, \nabla \times \tilde{A}_h) + (A_0^h, \tilde{A}_h) = (\nabla \times A_0, \nabla \times \tilde{A}_h) + (A_0^h, \tilde{A}_h), & \quad \forall \tilde{A}_h \in Q_h, \\
(\nabla \psi_0^h, \nabla \times \tilde{B}_h) + (\psi_0^h, \tilde{B}_h) = (\nabla \psi_0, \nabla \times \tilde{B}_h) + (\psi_0^h, \tilde{B}_h), & \quad \forall \tilde{B}_h \in V_h.
\end{align*}
\]

For any \(\Delta t > 0\) and \(n \geq 0\), define

\[
J_n^{n+1}(B_h, \xi_h) = G(B_h, \xi_h) + \frac{1}{\Delta t} \left( \|\xi_h - \psi_n^h\|^2 + \alpha \|B_h - A_n^h\|_Q^2 \right), \quad \forall (B_h, \xi_h) \in Q_h \times V_h,
\]

where the Gibbs free energy \(G(B, \xi)\) is defined by

\[
G(B, \xi) = \frac{1}{2} \left| \frac{i}{\kappa} \nabla + B \right| \left( \frac{i}{\kappa} \nabla + B \right)^* + \frac{1}{2} \|\xi - 1\|_V^2 + \|\nabla \times B - H\|_0^2.
\]

The semi-discrete scheme (9) is a gradient flow of this free energy functional \(G(A, \psi)\), that is

\[
(\partial_t \psi, \tilde{\psi}) = -(G_{\psi}(A, \psi), \tilde{\psi}), \quad (\partial_t A, \tilde{A}) = -(G_A(A, \psi), \tilde{A}),
\]

where \(G_{\psi}\) and \(G_A\) are the Frechét derivatives of \(G(A, \psi)\).

Note that the functional \(J_n^{n+1}(\cdot, \cdot)\) is nonnegative and has at least one minimum. For any \(n \geq 0\), let \((\tilde{A}_{n+1}^h, \tilde{\psi}_{n+1}^h)\in Q_h \times V_h\) be a minimum of \(J_n^{n+1}(\cdot, \cdot)\) satisfying

\[
J_n^{n+1}(\tilde{A}_{n+1}^h, \tilde{\psi}_{n+1}^h) = \min_{(B_h, \xi_h) \in Q_h \times V_h} J_n^{n+1}(B_h, \xi_h).
\]

Note that \((\tilde{A}_{n+1}^h, \tilde{\psi}_{n+1}^h)\) is a solution of (12) and

\[
J_n^{n+1}(\tilde{A}_{n+1}^h, \tilde{\psi}_{n+1}^h) \leq J_n^{n+1}(A_n^h, \psi_n^h) = G(A_n^h, \psi_n^h).
\]

This indicates that there exists at least one solution of the nonlinear scheme (12). A similar analysis to the one in (6) shows that the functional \(J_n^{n+1}(\cdot, \cdot)\) is convex in the set

\[
M = \{ (A_h, \psi) \in Q_h \times V_h : \|\psi\|_V \leq C, \|A_h\|_Q \leq C, \|\nabla \psi\|_0 \leq C \}
\]

with any constant \(C > 0\) if \(\Delta t\) and \(\Delta t h^{-d/2}\) are sufficiently small. This implies that the solution of the nonlinear system (12) is unique if \(\Delta t h^{-d/2}\) are sufficiently small.

The inequality (16) directly leads to the following energy decay property of a solution of the nonlinear scheme (12):
Theorem 1. For any $\Delta t > 0$ and $n \geq 0$, there exists a solution $(A_h^{n+1}, \psi_h^{n+1})$ of problem (12) such that

$$G(A_h^{n+1}, \psi_h^{n+1}) + \frac{1}{\Delta t} \sum_{i=0}^{n} (\|\psi_h^{i+1} - \psi_h^i\|_0^2 + \|A_h^{i+1} - A_h^i\|_0^2) \leq G(A_h^0, \psi_h^0).$$

Especially, if $\Delta th^{-d/2}$ are sufficiently small, the solution of the nonlinear problem (12) is unique and admits the energy decay property above.

If the time step $\Delta th^{-d/2}$ is not small enough, the nonlinear system (12) may have multiple solutions. The following theorem proves that the discrete energy is bounded for any solution of (12) under some suitable condition.

According to [5], $|\psi| \leq 1$ holds for the solution $\psi$ of problem (9) at any time $t > 0$ if the initial condition $|\psi_0| \leq 1$. Although it is not easy to prove that the numerical scheme preserves this property, numerical tests in Section 4 show that the solution of the proposed scheme (12) satisfies $\|\psi_h\|_\infty \leq 1$ numerically. Thus we can reasonably assume that the discrete order parameter $\psi_h$ is bounded as shown below.

**Assumption 1.** There exists a positive constant $C$ such that for any $1 \leq i \leq N$,

$$\|\psi_h^i\|_\infty \leq C,$$

where $(A_h^i, \psi_h^i)$ be the solution of (12) with $\Delta t = \frac{1}{N}$.

**Theorem 2.** Let $(A_h^{n+1}, \psi_h^{n+1})$ be the solution of (12) with $\Delta t = \frac{1}{N}$ with Assumption 1 holds. If $\Delta t < \min \{ \frac{1}{2}, \frac{1}{\max_{\|\psi\|_\infty} \|\psi\|_\infty} \}$ holds, there exists a positive constant $\tilde{C}$, which is independent of $N$, such that

$$G(A_h^{n+1}, \psi_h^{n+1}) + \frac{1}{\Delta t} \sum_{i=0}^{n} (\|\psi_h^{i+1} - \psi_h^i\|_0^2 + \sigma\|A_h^{i+1} - A_h^i\|_0^2) \leq \tilde{C}G(A_h^0, \psi_h^0), \quad \forall n \leq N.$$

**Proof.** For any $a, b \in \mathbb{C}$, it holds that

$$|a|^2 - |b|^2 = -|a - b|^2 + 2\text{Re}(a \cdot b).$$

It follows that

$$\left\| \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^{i+1} \right\|_0^2 - \left\| \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^i \right\|_0^2 = 2\text{Re} \left( \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^{i+1}, \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^i - \psi_h^i \right) - \left\| \left( \frac{i}{\kappa} V + A_h^{i+1} \right) (\psi_h^{i+1} - \psi_h^i) \right\|_0^2,$$

$$\left\| \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^i \right\|_0^2 - \left\| \left( \frac{i}{\kappa} V + A_h^i \right) \psi_h^i \right\|_0^2 = 2\text{Re} \left( \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^i, (A_h^{i+1} - A_h^i) \psi_h^i \right) - \left\| (A_h^{i+1} - A_h^i) \psi_h^i \right\|_0^2.$$

Note that the first term on the right-hand side of the above equation can be decomposed as

$$2\text{Re} \left( \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^i, (A_h^{i+1} - A_h^i) \psi_h^i \right) = 2\text{Re} \left( \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^i, A_h^{i+1} - A_h^i \right) \psi_h^{i+1}
- 2\text{Re} \left( \left( \frac{i}{\kappa} V + A_h^{i+1} \right) (\psi_h^{i+1} - \psi_h^i), (A_h^{i+1} - A_h^i) \psi_h^i \right)
- 2\text{Re} \left( \left( \frac{i}{\kappa} V + A_h^{i+1} \right) \psi_h^i, (A_h^{i+1} - A_h^i) (\psi_h^{i+1} - \psi_h^i) \right).$$
An addition of (19), (20) and (21) yields
\[
\left\| \frac{i}{k} \nabla + A_h^{i+1} \psi_h^{i+1} \right\|_0^2 = \left\| \frac{i}{k} \nabla + A_h^{i+1} \psi_h^i \right\|_0^2 + \left\| (A_h^{i+1} - A_h^i) \psi_h^i \right\|_0^2 + \left\| \left( \frac{i}{k} \nabla + A_h^{i+1} \right) (\psi_h^{i+1} - \psi_h^i) \right\|_0^2
+ 2\text{Re} \left( \frac{i}{k} \nabla + A_h^{i+1} \psi_h^{i+1}, (\frac{i}{k} \nabla + A_h^{i+1} \psi_h^i) \right) + 2\text{Re} \left( (\frac{i}{k} \nabla + A_h^{i+1}) \psi_h^{i+1}, (A_h^{i+1} - A_h^i) \psi_h^i \right) - 2\text{Re} \left( (\frac{i}{k} \nabla + A_h^{i+1}) \psi_h^i, (A_h^{i+1} - A_h^i) (\psi_h^{i+1} - \psi_h^i) \right).
\]

(22)

By Young’s inequality, we have
\[
2\text{Re} \left( \frac{i}{k} \nabla + A_h^{i+1} (\psi_h^{i+1} - \psi_h^i), (A_h^{i+1} - A_h^i) \psi_h^i \right) \leq \left\| \frac{i}{k} \nabla + A_h^{i+1} \psi_h^i \right\|_0^2 + \left\| (A_h^{i+1} - A_h^i) \psi_h^i \right\|_0^2.
\]

(23)

Let \( C = \max_{1 \leq i \leq n} \| \psi_h^i \|_{\infty} \). A substitution of (23) into (22) yields
\[
\left\| \frac{i}{k} \nabla + A_h^{i+1} \psi_h^{i+1} \right\|_0^2 \leq (1 + \epsilon) \left\| \frac{i}{k} \nabla + A_h^i \psi_h^i \right\|_0^2 + 2\text{Re} \left( \frac{i}{k} \nabla + A_h^{i+1} \psi_h^{i+1}, (\frac{i}{k} \nabla + A_h^{i+1} \psi_h^i) \right) + 2\text{Re} \left( (\frac{i}{k} \nabla + A_h^{i+1}) \psi_h^{i+1}, (A_h^{i+1} - A_h^i) \psi_h^i \right) + 4C^2 (1 + \frac{1}{\epsilon}) \left\| (A_h^{i+1} - A_h^i) \psi_h^i \right\|_0^2.
\]

(24)

It follows (18) that
\[
\left\| \psi_h^{i+1} \right\|_0^2 - \left\| \psi_h^i \right\|_0^2 \leq 4\text{Re} \left( (\left\| \psi_h^{i+1} \right\|_0^2 - 1) \psi_h^{i+1}, \psi_h^{i+1} - \psi_h^i \right) - \left\| \psi_h^{i+1} \right\|_0^2 - \left\| \psi_h^i \right\|_0^2 - 2 \int_\Omega (\left\| \psi_h^{i+1} \right\|_0^2 - 1) \psi_h^{i+1} - \psi_h^i dx.
\]

(25)

\[
\left\| \nabla \times A_h^{i+1} - H \right\|_0^2 - \left\| \nabla \times A_h^i - H \right\|_0^2 = - \left\| \nabla \times (A_h^{i+1} - A_h^i) \right\|_0^2 + 2 \left( \nabla \times A_h^{i+1} - H, \nabla \times (A_h^{i+1} - A_h^i) \right).
\]

(26)

A combination of (24), (25) and (26) gives
\[
\mathcal{G}(A_h^{i+1}, \psi_h^{i+1}) - (1 + \epsilon) \mathcal{G}(A_h^i, \psi_h^i) \leq 2\text{Re} \left( \frac{i}{k} \nabla + A_h^{i+1} \psi_h^{i+1}, (\frac{i}{k} \nabla + A_h^{i+1} \psi_h^i) (\psi_h^{i+1} - \psi_h^i) \right) + 2\text{Re} \left( (\frac{i}{k} \nabla + A_h^{i+1}) \psi_h^{i+1}, (A_h^{i+1} - A_h^i) \psi_h^i \right) + 2\text{Re} \left( (\left\| \psi_h^{i+1} \right\|_0^2 - 1) \psi_h^{i+1}, \psi_h^{i+1} - \psi_h^i \right) + 2\left\| \psi_h^{i+1} - \psi_h^i \right\|_0^2 + 2 \left( \nabla \times A_h^{i+1} - H, \nabla \times (A_h^{i+1} - A_h^i) \right) + \left( \frac{4C^2}{\epsilon} + 4C^2 \right) \left\| A_h^{i+1} - A_h^i \right\|_0^2.
\]

(27)

By (3) and (11), the right-hand side of the above inequality can be rewritten as
\[
2\text{Re} \psi_h(A_h^{i+1}, \psi_h^{i+1}; A_h^{i+1} - A_h^i, \psi_h^{i+1} - \psi_h^i) + 2\text{F}(A_h^{i+1}, \psi_h^{i+1}; A_h^{i+1} - A_h^i, \psi_h^{i+1} - \psi_h^i)
+ 2\left\| \psi_h^{i+1} - \psi_h^i \right\|_0^2 + \left( \frac{4C^2}{\epsilon} + 4C^2 \right) \left\| A_h^{i+1} - A_h^i \right\|_0^2.
\]

(28)
It follows (12) that
\[
F_\psi(A_h^{i+1}, \psi_h^{i+1}; A_h^{i+1} - A_h^i, \psi_h^{i+1} - \psi_h^i) = -\frac{1}{\Delta t} \|\psi_h^{i+1} - \psi_h^i\|^2,
\]
(29)
\[
F_A(A_h^{i+1}, \psi_h^{i+1}; A_h^{i+1} - A_h^i, \psi_h^{i+1} - \psi_h^i) = -\frac{\sigma}{\Delta t} \|A_h^{i+1} - A_h^i\|^2.
\]

A combination of (27), (28) and (29) yields
\[
\mathcal{G}(A_h^{i+1}, \psi_h^{i+1}) - (1 + \epsilon) \mathcal{G}(A_h^i, \psi_h^i) + \frac{\sigma}{\Delta t} \|A_h^{i+1} - A_h^i\|^2 + \frac{1}{\Delta t} \|\psi_h^{i+1} - \psi_h^i\|^2 \\
\leq -\left(\frac{\sigma}{\Delta t} - \frac{4C^2}{\epsilon} - 4C^2\right)\|A_h^{i+1} - A_h^i\|^2 - \left(\frac{1}{\Delta t} - 2\right)\|\psi_h^{i+1} - \psi_h^i\|^2.
\]

Choose $\epsilon = \frac{4C^2}{\sigmaN - 4C^2}$. The right-hand side of the above inequality is negative. Thus, for any $0 \leq i \leq N - 1$,
\[
\mathcal{G}(A_h^{i+1}, \psi_h^{i+1}) + \frac{\sigma}{\Delta t} \|A_h^{i+1} - A_h^i\|^2 + \frac{1}{\Delta t} \|\psi_h^{i+1} - \psi_h^i\|^2 \leq (1 + \epsilon) \mathcal{G}(A_h^i, \psi_h^i).
\]
(30)

Define
\[
T_{k+1}^n = \mathcal{G}(A_h^{n+1}, \psi_h^{n+1}) + \frac{1}{\Delta t} \sum_{j=0}^{n} (\sigma |A_h^{i+1} - A_h^i|_0^2 + |\psi_h^{i+1} - \psi_h^i|_0^2).
\]

Next we prove the following result by induction
(31)
\[
T_{k+1}^n \leq (1 + \epsilon)^{n+1-k} \mathcal{G}(A_h^k, \psi_h^k).
\]

By (30), the inequality (31) with $k = n$ holds. Note that
\[
T_{k+1} = T_{k+1}^n + \frac{\sigma}{\Delta t} \|A_h^{k+1} - A_h^{k+1}1\|^2 + \frac{1}{\Delta t} \|\psi_h^{k+1} - \psi_h^{k+1}1\|^2.
\]

It follows (30) that
\[
T_{k+1} \leq (1 + \epsilon)^{n+1-k} \mathcal{G}(A_h^{k+1}, \psi_h^{k+1}) + \frac{\sigma}{\Delta t} \|A_h^{k+1} - A_h^{k+1}1\|^2 + \frac{1}{\Delta t} \|\psi_h^{k+1} - \psi_h^{k+1}1\|^2 \leq (1 + \epsilon)^{n+1-(k-1)} \mathcal{G}(A_h^{k-1}, \psi_h^{k-1}),
\]
which completes the proof for (31). This implies that
\[
\mathcal{G}(A_h^{n+1}, \psi_h^{n+1}) + \frac{1}{\Delta t} \sum_{j=0}^{n} (\sigma |A_h^{i+1} - A_h^i|_0^2 + |\psi_h^{i+1} - \psi_h^i|_0^2) \leq (1 + \epsilon)^N \mathcal{G}(A_h^n, \psi_h^n) \leq \mathcal{C} \mathcal{G}(A_h^n, \psi_h^n),
\]
where $\mathcal{C}$ is a constant independent of $N$. \hfill $\square$

**Remark 1.** Numerically the constant $\mathcal{C}$ in Assumption (10) is not larger than 1, which indicates that the condition on the time step $\Delta t$ in Theorem (2) can easily be satisfied.

### 3. Newton method and preconditioner

In this section, we briefly outline the Newton method for the nonlinear system (12) and propose an efficient preconditioner for the linearized system to speed up the Newton iteration.

#### 3.1. A preconditioner for the linearized system

The Newton method is employed to solve the nonlinear system (12) with the initial approximation $(A_h^n, \psi_h^n)$ solved by (13). Given the approximation solution $(A_h^n, \psi_h^n)$ at time step $t_n$, denote the initial guess of the Newton iteration at current time step by $(A_h^{n+1,0}, \psi_h^{n+1,0}) = (A_h^n, \psi_h^n)$. For any given $(A_h^{n+1,k}, \psi_h^{n+1,k})$, the residual $f^{n+1,k}(\tilde{A}_h, \tilde{\psi}_h) = \sum_{j=1}^2 f_j^{n+1,k}(\tilde{A}_h, \tilde{\psi}_h)$ with
\[
f_1^{n+1,k}(\tilde{A}_h, \tilde{\psi}_h) = -(\frac{\psi_h^{n+1,k} - \psi_h^n}{\Delta t}, \tilde{\psi}_h) - F_\psi(A_h^{n+1,k}, \psi_h^{n+1,k}; \tilde{A}_h, \tilde{\psi}_h),
\]
(32)
\[
f_2^{n+1,k}(\tilde{A}_h, \tilde{\psi}_h) = -(\sigma \frac{A_h^{n+1,k} - A_h^n}{\Delta t}, \tilde{A}_h) - F_A(A_h^{n+1,k}, \psi_h^{n+1,k}; \tilde{A}_h, \tilde{\psi}_h).
\]
(33)
Then Newton method generates a sequence of feasible approximate solution \((A_h^{n+1,k+1}, \psi_h^{n+1,k+1})\) such that
\[
A_h^{n+1,k+1} = A_h^{n+1,k} + B_h^{n+1,k+1}, \quad \psi_h^{n+1,k+1} = \psi_h^{n+1,k} + \xi_h^{n+1,k+1},
\]
where \((B_h^{n+1,k+1}, \xi_h^{n+1,k+1})\) is the solution to the linearized system
\[
d^{n+1,k+1}(B_h^{n+1,k+1}, \xi_h^{n+1,k+1}, \tilde{A}_h, \tilde{\psi}_h) = f^{n+1, k}(\tilde{A}_h, \tilde{\psi}_h),
\]
with the bilinear form
\[
d^{n+1,k+1}(B_h, \xi_h, \tilde{A}_h, \tilde{\psi}_h) = \sum_{j=1}^{4} d_j^{n+1,k+1}(B_h, \xi_h, \tilde{A}_h, \tilde{\psi}_h)
\]
where \(d_j^{n+1,k+1}\) is the conjugate of \(d_j^{n+1,k}\) and
\[
ad_j^{n+1,k+1}(B_h, \xi_h, \tilde{A}, \tilde{\psi}_h) = \frac{1}{\Delta t}(\xi_h, \tilde{\psi}_h) + ((2|\psi_h|^{n+1,k})^2 - 1)\xi_h, \tilde{\psi}_h) + ((|\psi_h|^{n+1,k})^2\xi_h, \tilde{\psi}_h)
\]
\[
+ (i \nabla \xi_h + A_h^{n+1,k} \xi_h, i \nabla \tilde{\psi}_h + A_h^{n+1,k} \tilde{\psi}_h),
\]
\[
d_2^{n+1,k+1}(B_h, \xi_h, \tilde{A}, \tilde{\psi}_h) = \langle \psi_h^{n+1,k} B_h, i \nabla \tilde{\psi}_h + A_h^{n+1,k} \tilde{\psi}_h \rangle + \left( \langle i \nabla \psi_h^{n+1,k} + A_h^{n+1,k} \psi_h^{n+1,k} \rangle \cdot B_h, \tilde{\psi}_h \right),
\]
\[
d_3^{n+1,k+1}(B_h, \xi_h, \tilde{A}, \tilde{\psi}_h) = \Re \left( \frac{i}{\Delta t} \nabla \xi_h + A_h^{n+1,k} \xi_h, \psi_h^{n+1,k} \tilde{A}_h \right) + \Re \left( \xi_h, \frac{i}{\Delta t} \nabla \psi_h^{n+1,k} + A_h^{n+1,k} \psi_h^{n+1,k} \right) \cdot \tilde{A}_h,
\]
\[
d_4^{n+1,k+1}(B_h, \xi_h, \tilde{A}, \tilde{\psi}_h) = \frac{\alpha}{\Delta t}(B_h, \tilde{A}_h) + (\nabla \times B_h, \nabla \times \tilde{A}_h) + (|\psi_h|^{n+1,k})^2 B_h, \tilde{A}_h).
\]
The matrix form of the linear system \((35)\) can be written as
\[
A^{n+1,k+1} x = b, \quad \text{with} \quad A^{n+1,k+1} = \begin{pmatrix} A^{n+1,k+1}_{\xi_h \psi_h} & A^{n+1,k+1}_{\xi_h \tilde{A}_h} \\ A^{n+1,k+1}_{\psi_h \xi_h} & A^{n+1,k+1}_{\psi_h \tilde{A}_h} \\ A^{n+1,k+1}_{\xi_h \psi_h} & A^{n+1,k+1}_{\psi_h \tilde{A}_h} \\ A^{n+1,k+1}_{\xi_h \tilde{A}_h} & A^{n+1,k+1}_{\psi_h \tilde{A}_h} \end{pmatrix}, \quad x = \begin{pmatrix} x_{\xi_h \psi_h}^{n+1,k+1} \\ x_{\xi_h \tilde{A}_h}^{n+1,k+1} \\ x_{\psi_h \xi_h}^{n+1,k+1} \\ x_{\psi_h \tilde{A}_h}^{n+1,k+1} \end{pmatrix}, \quad b = \begin{pmatrix} b_{\psi_h} \\ b_{\tilde{A}_h} \end{pmatrix},
\]
where \(A^{n+1,k+1}_{\xi_h \psi_h}, A^{n+1,k+1}_{\xi_h \tilde{A}_h}, A^{n+1,k+1}_{\psi_h \xi_h}\) and \(A^{n+1,k+1}_{\psi_h \tilde{A}_h}\) are matrix forms of \(d_j^{n+1,k+1}\) in \((36)\) with \(j = 1, 2, 3\) and \(4\), respectively, and \(b\) is the vector form of \(d_4^{n+1,k}\) on the right-hand side of \((35)\).

The linear problem \((35)\) needs to be solved in each Newton iteration \((34)\), until a stopping criteria is satisfied. For large systems of linear problems, exact solver can be very inefficient, and an iterative method with efficient preconditioner can speed up the computation. To start with the design of the preconditioner for the linear system \((35)\), we define an auxiliary bilinear form
\[
d_p^{n+1,k+1}(\xi_h, B_h, \tilde{\psi}_h, \tilde{A}_h) = \frac{1}{\Delta t}(\xi_h, \tilde{\psi}_h) + \frac{i}{\Delta t} \nabla \xi_h + A_h^{n+1,k} \xi_h, \tilde{\psi}_h) + \frac{i}{\Delta t} \nabla \tilde{\psi}_h + A_h^{n+1,k} \tilde{\psi}_h
\]
\[
+ \frac{\sigma}{\Delta t}(B_h, \tilde{A}_h) + (\nabla \times B_h, \nabla \times \tilde{A}_h) + (|\psi_h|^{n+1,k})^2 B_h, \tilde{A}_h),
\]
which is derived from the norms
\[
\|\xi_h\|_0^2 = \frac{1}{\Delta t} \|\xi_h\|_0^2 + \frac{i}{\Delta t} \|\nabla \xi_h + A_h^{n+1,k} \xi_h\|_0^2 + (|\psi_h|^{n+1,k})^2 \|\xi_h, \tilde{\psi}_h\|_0, \quad \forall \xi_h \in \mathcal{V}_h,
\]
\[
\|B_h\|_0^2 = \frac{\sigma}{\Delta t} \|B_h\|_0^2 + \|\nabla \times B_h\|_0^2 + (|\psi_h|^{n+1,k})^2 \|B_h, B_h\|_0, \quad \forall B_h \in \mathcal{Q}_h.
\]
Note that the matrix form of this bilinear form is block diagonal and can be written as
\[
P^{n+1,k+1} = \begin{pmatrix} A^{n+1,k+1}_{\xi_h \psi_h} & 0 \\ 0 & A^{n+1,k+1}_{\psi_h, \tilde{A}_h} \end{pmatrix}.
\]
The inverse of $P_{n+1,k+1}$ is much easier to compute than that of the matrix $A_{n+1,k+1}$. Then, we apply the GMRES method with $P_{n+1,k+1}$ as the preconditioner to solve the linear problem (37) on each Newton iteration.

**Algorithm 1**: Newton method with preconditioner

**Data**: Given the initial data $\psi_0$, $A_0$, boundary data $H$, time step $\Delta t = \frac{T}{N}$

**Result**: Approximation $(A^n_h, \psi^n_h)$ at time $T = t_N$

1. Initialization: $(A^0_h, \psi^0_h)$ are the projections of $A_0$ and $\psi_0$ into $Q_h$ and $V_h$ by solving (13);

2. for $n = 1 : N - 1$ do

3. \[ k = 0; \]

4. \[ (A^{n+1,0}_h, \psi^{n+1,0}_h) = (A^n_h, \psi^n_h); \]

5. \[ err \text{ is the residual of the nonlinear problem (12)}; \]

6. while $err > tol$ do

7. \[ \text{solve the linear problem (37) by GMRES method with preconditioner } P_{n+1,k+1} \text{ in (40)} \]

8. \[ \text{and denote the solution by } (B^{n+1,k+1}_h, \xi^{n+1,k+1}_h); \]

9. let $A^{n+1,k+1}_h = A^{n+1,k}_h + B^{n+1,k+1}_h, \psi^{n+1,k+1}_h = \psi^{n+1,k}_h + \xi^{n+1,k+1}_h$;

10. compute error, say \[ err = \|B^{n+1,k+1}_h\| + \|\xi^{n+1,k+1}_h\|; \]

11. $k = k + 1$;

end end

**Theorem 3.** Assume that $\Delta t \leq \frac{1}{1 + h^{-1} \|\psi^n\|_\infty + \|\psi^n\|_\infty}$.

There exist positive constants $C_h$ and $\beta_0$ which are independent the mesh size $h$ such that

\begin{equation}
|a^{n+1,k+1}(B_h, \xi_h; A_h, \tilde{\psi}_h)| \leq C_h (\|\xi_h\|_0 + \|B_h\|_0) \left(\|\tilde{\psi}_h\|_0 + \|A_h\|_0\right),
\end{equation}

\begin{equation}
|a^{n+1,k+1}(B_h, \xi_h; B_h, \tilde{\psi}_h)| \geq \beta_0 (\|\xi_h\|_0 + \|B_h\|_0)^2.
\end{equation}

**Proof.** By the Cauchy-Schwarz inequality, the boundedness of $a^{n+1,k+1}_4(B_h, \xi_h, \tilde{A}_h, \tilde{\psi}_h)$ and $a^{n+1,k+1}_q(B_h, \xi_h, \tilde{A}_h, \tilde{\psi}_h)$ in (36) is obvious. By applying the integration by parts,

\begin{equation}
\left( i \kappa \psi^{n+1,k}_h + A^{n+1,k}_h \psi^{n+1,k}_h \right) \cdot B_h, \tilde{\psi}_h \right)
\end{equation}

\begin{align}
&= \left( i \kappa \psi^{n+1,k}_h + A^{n+1,k}_h \psi^{n+1,k}_h \right) \cdot (\tilde{\psi}_h B_h) - \frac{i}{\kappa} \sum_{K \in T_h} (\psi^{n+1,k}_h n_h, \psi_h B_h)_{\partial K}
\end{align}

\begin{align}
&= \left( i \kappa \psi^{n+1,k}_h + A^{n+1,k}_h \psi^{n+1,k}_h \right) \cdot (\tilde{\psi}_h B_h) + (\psi^{n+1,k}_h, \tilde{\psi}_h i \kappa \psi_h B_h) - \frac{i}{\kappa} \sum_{K \in T_h} (\psi^{n+1,k}_h n_h, \psi_h B_h)_{\partial K}
\end{align}

\begin{align}
&= \left( i \kappa \psi^{n+1,k}_h + A^{n+1,k}_h \psi^{n+1,k}_h \right) \cdot (\tilde{\psi}_h B_h) - \frac{i}{\kappa} \left( \nabla (\psi^{n+1,k}_h \tilde{\psi}_h), B_h \right).
\end{align}

By the inverse inequality,

\begin{equation}
\frac{i}{\kappa} \left( \nabla (\psi^{n+1,k}_h \tilde{\psi}_h), B_h \right) \leq C_0 h^{-1} \|\psi^{n+1,k}_h\|_\infty \|\tilde{\psi}_h\|_0 \|B_h\|_0.
\end{equation}
which leads to the boundedness of $a^{n+1,k+1}(B_h, \xi_h; A, \bar{\psi}_h)$ and $a^{n+1,k+1}(B_h, \xi_h; A, \bar{\psi}_h)$ in (36) directly, and completes the proof for the boundedness in (41). It follows (43) that

\begin{align}
a^{n+1,k+1}(B_h, \xi_h; B_h, \xi_h) = & (1 - \frac{1}{\Delta t}) \| \xi_h \|^2_0 + \frac{\sigma}{\Delta t} \| B_h \|^2_0 + \| \nabla \cdot B_h \|^2_0 + (\| \psi^{n+1,k} \|^2_0 - \frac{i}{\kappa} (\nabla (\psi^{n+1,k} \xi_h), B_h) - Re \left( \frac{i}{\kappa} (\nabla (\psi^{n+1,k} \xi_h), B_h) \right) + 2(\| \psi^{n+1,k} \|^2_0 - \frac{i}{\kappa} \nabla \xi_h + A^{n+1,k} \xi_h) + 2Re \left( \psi^{n+1,k} B_h \right) - \frac{i}{\kappa} \nabla \xi_h + A^{n+1,k} \xi_h).}
\end{align}

By the Young’s inequality and (44), there exist the following estimates for the last five terms on the right-hand side of the above equation

\begin{align}
&-\|(\psi^{n+1,k} \xi_h, \xi_h)\| \leq -\|(\psi^{n+1,k} \xi_h, \xi_h)\|, \\
&-\left| \frac{i}{\kappa} (\nabla (\psi^{n+1,k} \xi_h), B_h) \right| \leq \frac{C^2_0 \Delta t}{\sigma} \| \psi^{n+1,k} \|^2_0 \| \xi_h \|^2_0, \\
&-\|(\psi^{n+1,k} B_h, \xi_h)\| \leq -2\| \psi^{n+1,k} \|^2_0 \| B_h \|^2_0 - \frac{1}{8} \| \nabla \xi_h + A^{n+1,k} \xi_h \|^2_0.
\end{align}

A substitution of the above estimates into the equation (45) leads to

\begin{align}
|a^{n+1,k+1}(B_h, \xi_h; B_h, \xi_h)| \geq & \left( \frac{1}{\Delta t} - 1 - \frac{2C^2_0 \Delta t}{\sigma} \| \psi^{n+1,k} \|^2_0 \| \xi_h \|^2_0 \right) \| \xi_h \|^2_0 + \left( \frac{\sigma}{2\Delta t} - 8 \| \psi^{n+1,k} \|^2_0 \| B_h \|^2_0 + \| \nabla \cdot B_h \|^2_0 \right) \\
&+ \| (\psi^{n+1,k} B_h, \xi_h) \| + \frac{1}{2} \| \nabla \xi_h + A^{n+1,k} \xi_h \|^2_0 + \| (\psi^{n+1,k} \xi_h, \xi_h) \|.
\end{align}

Hence for $\Delta t \leq \frac{1}{C^2_0 \| \psi^{n+1,k} \|^2_0 \| \xi_h \|^2_0}$ leads to the desired conclusion. \(\square\)

\begin{remark}
By Assumption 1, $\| \psi^{n+1,k} \|_\infty$ is also bounded if the Newton iteration is convergent. Hence there exists an independent constant $c_0$ of $h$ such that any $\Delta t \leq c_0$ satisfies the assumption in Theorem 5.
\end{remark}

A combination of Theorem 3 implies the well-posed-ness of the linearized system (35). It is known that for a symmetric bilinear form, the wellposed-ness with respect to a norm implies the efficiency of the block preconditioner induced by this norm for the bilinear form in consideration [20][2]. This motivates the design of the diagonal preconditioner induced by the norm in (39). Although the bilinear form $a^{n+1,k+1}(B_h, \xi_h; B_h, \xi_h)$ is not symmetric, this proposed preconditioner proves efficient numerically.

### 3.2 A modified preconditioner for the linearized system

Note that the preconditioner $\tilde{P}^{n+1,k+1}$ in (40) depends on the solution at previous iteration step. In this section, we propose a modified preconditioner which is independent of the discrete solutions and only needs to be assembled once.

We start with representing the nonlinear system (12) in an equivalent formulation by decoupling complex variables in $\mathbb{V}_h$ into two real variables in the linear finite space

$$\mathbb{V}_h = \{ \bar{\psi}_h \in H^1(\Omega, \mathbb{R}) : \bar{\psi}_h|_{\partial\Omega} \in \mathcal{P}_1(K, \mathbb{R}), \bar{\psi}_h \text{ is continuous on any } e \in E_h \}.$$  

We add the subscript “$r$” and “$i$” to the notation of any complex function $\psi_h \in \mathbb{V}_h$ to represent its real part and imaginary part, respectively, and denote

$$u^n_h = (A^n_h \psi^n_{ih}, \psi^n_{rh}), \quad \text{with} \quad \psi^n_h = \psi^n_{ih} + i\psi^n_{rh}, \quad \forall 0 \leq n \leq N.$$  

Given the approximation solution $u_h^n = (A^n_h \psi^n_{ih}, \psi^n_{rh})$ at previous time step $t_n$, the nonlinear system (12) seeks $u_h^{n+1} = (A^n_h \psi^{n+1}_{ih}, \psi^{n+1}_{rh})$ in $Q_h \times V_h$ such that for any $\bar{\psi}_h = (\bar{A}_h, \bar{\psi}_{ih}, \bar{\psi}_{rh}) \in Q_h \times V_h \times V_h$,

\begin{align}
G_r(u_h^{n+1}, \bar{\psi}_{rh}) + G_i(u_h^{n+1}, \bar{\psi}_{rh}) + G_A(u_h^{n+1}, \bar{A}_h) = \frac{1}{\Delta t} \left( (\psi^n_{ih}, \bar{\psi}_{rh}) + (\psi^n_{ih}, \bar{\psi}_{rh}) + \sigma(A^n_h, \bar{A}_h) \right) + (H, n \times \bar{A}_h)_{\partial\Omega}.
\end{align}
where

\[ G_r(u_h^{n+1}, \tilde{\psi}_{r,h}) = \frac{1}{\Delta t} \left( \psi_{r,h}^{n+1} \tilde{\psi}_{r,h} \right) + \frac{1}{k} (\nabla \psi_{r,h}^{n+1} \cdot \nabla \tilde{\psi}_{r,h}) + (A_h^{n+1} \psi_{r,h}^{n+1}, A_h^{n+1} \tilde{\psi}_{r,h}) + \left( \frac{1}{k} |\psi_{r,h}^{n+1}|^2 + |\tilde{\psi}_{r,h}^{n+1}|^2 - 1 \right) \psi_{r,h}^{n+1}, \tilde{\psi}_{r,h}^{n+1} \]

To solve \( v_h^{n+1} \) of (48), the Newton method generates a sequence of feasible iterates \( v_h^{n+1,k} \) in the form of

\[ v_h^{n+1,k+1} = v_h^{n+1,k} + w_h^{n+1,k+1} \]

where the initial guess \( u_h^{n+1,0} = u_h^n \) and the increment \( w_h^{n+1,k+1} = (B_h^{n+1,k+1}, \xi_h^{n+1,k+1}, \eta_h^{n+1,k+1}) \) is the solution to the linearized problem of the nonlinear system (48). A direct calculation derives the following linearized system (48)

\[ a_{r,h}^{n+1,k} (B_h^{n+1,k+1}, \xi_h^{n+1,k+1}, \eta_h^{n+1,k+1}, \tilde{\psi}_{r,h}; \tilde{\psi}_{r,h}) = f_r^{n+1,k} (\tilde{\psi}_{r,h}, \tilde{\psi}_{r,h}) \]

and \( a_{r,h}^{n+1,k} (\tilde{\psi}_{r,h}) = \sum_{j=1}^3 a_{r,h}^{n+1,k} (w_{r,h}; \tilde{\psi}_{r,h}) \) with

\[ a_{r,h}^{n+1,k+1} (w_{r,h}; \tilde{\psi}_{r,h}) = \frac{1}{\Delta t} \left( \xi_{r,h} \tilde{\psi}_{r,h} \right) + \frac{1}{k} (\nabla \xi_{r,h} \cdot \nabla \tilde{\psi}_{r,h}) + \left( \frac{1}{k} |\xi_{r,h}|^2 + |\tilde{\psi}_{r,h}|^2 - 1 \right) \xi_{r,h}, \tilde{\psi}_{r,h} \]

Define a bilinear form

\[ a_{\ell} (w_{r,h}; \tilde{\psi}_{r,h}) = \frac{1}{\Delta t} \left( \xi_{r,h} \tilde{\psi}_{r,h} \right) + \frac{1}{k} (\nabla \xi_{r,h} \cdot \nabla \tilde{\psi}_{r,h}) + \frac{1}{k} (\nabla \xi_{r,h} \cdot \nabla \tilde{\psi}_{r,h}) \]

which is derived from the norms of any \( w_h = (B_h, \xi_h, \eta_h) \in \mathcal{Q}_h \times \mathcal{V}_h \times \mathcal{V}_h \) defined by

\[ \|w_h\|^2 = \frac{1}{\Delta t} \|\xi_{r,h} \|^2 + \frac{1}{k} \|\nabla \xi_{r,h} \|^2 + \frac{1}{k} \|\nabla \eta_{r,h} \|^2 + \frac{1}{k} \|\nabla \tilde{\psi}_{r,h} \|^2 + \sum_{j=1}^3 \frac{1}{\Delta t} \|B_h \|^2 + \|\nabla \xi_{r,h} \|^2. \]
Let $P$ be the matrix form of the bilinear form defined in (53).

\begin{equation}
P = \begin{pmatrix} P_{\ell} & P_{\xi} \\ P_{\xi} & P_B \end{pmatrix},
\end{equation}

where $P_{\ell}$, $P_{\xi}$, and $P_B$ are the matrix form of the terms in (53) with respect to the variables $\xi_{r,h}$, $\xi_{i,h}$ and $B_{r,h}$, respectively. The Newton method with the modified preconditioner (55) is presented in Algorithm 2.

\begin{algorithm}
\caption{Newton method with preconditioner}
\textbf{Data:} Given the initial data $\psi_0$, $A_0$, boundary data $H$, time step $\Delta t = \frac{T}{N}$
\textbf{Result:} Approximation $(A^N_h, \psi^N_h)$ at time $T = t_N$
\begin{algorithmic}
\State Initialization: $(A^0_h, \psi^0_{r,h}, \psi^0_{i,h})$ are the projections of $A_0$, $\text{Re}\psi_0$ and $\text{Im}\psi_0$ into $Q_{r,h}$, $V_r$ and $V_i$, respectively;
\For{$n = 1 : N - 1$}
\State $k = 0$, $(A^{n+1,0}_h, \psi^{n+1,0}_{r,h}, \psi^{n+1,0}_{i,h}) = (A^n_h, \psi^n_{r,h}, \psi^n_{i,h})$;
\State $\text{err}$ is the residual of the nonlinear problem (48);
\While{$\text{err} > \text{tol}$}
\State solve the linear problem (51) by GMRES method with preconditioner $P$ in (55) and denote the solution by $w^{n+1,k+1}_h = (B^{n+1,k+1}_h, \xi^{n+1,k+1}_r, \xi^{n+1,k+1}_i)$;
\State $A^{n+1,k+1}_h = A^{n+1,k}_h + B^{n+1,k+1}_h, \psi^{n+1,k+1}_r = \psi^{n+1,k}_r + \xi^{n+1,k+1}, \psi^{n+1,k+1}_i = \psi^{n+1,k}_i + \xi^{n+1,k+1}_i$;
\State compute error, say $\text{err} = ||w^{n+1,k+1}_h||$;
\State $k = k + 1$;
\EndWhile
\EndFor
\State $\psi^N_h = \psi^N_{r,h} + i\psi^N_{i,h}$;
\end{algorithmic}
\end{algorithm}

A similar result to those in Theorem 3 holds for the modified preconditioner as presented in the following theorem. The boundedness and the coercivity result in Theorem 4 motivates the design of the modified preconditioner derived from the norm in (54). This proposed preconditioner is employed in this paper and proved to be numerically efficient in Section 4, although the system is non-symmetric.

\begin{theorem}
There is a positive constant $C_L$, which is independent of the mesh size $h$, such that for any $w_h = (B_h, \xi_{r,h}, \xi_{i,h})$ and $\bar{v}_h = (\bar{A}_h, \bar{\psi}_{r,h}, \bar{\psi}_{i,h}),$

\begin{equation}
A^{n+1,k+1}_L(w_h; \bar{v}_h) \leq C_L a_P(w_h; \bar{v}_h).
\end{equation}

For $\Delta t \leq \frac{1}{1+h^4||A^{n+1}_h||_{H} + h^4||A^{n+1}_h||_{L^2}},$ there exists a positive constant $\beta_L$ independent of the mesh size $h$ such that

\begin{equation}
A^{n+1,k+1}_L(w_h; w_h) \geq \beta_L a_P(w_h; w_h).
\end{equation}

\end{theorem}

\textbf{Proof.} The proof for boundedness of the bilinear form $A^{n+1,k+1}_L(\cdot; \cdot)$ is a direct result of the Cauchy-Schwarz inequality and is omitted here. The constant $C_L$ in (56) depends on the solution at the previous step of Newton iteration.
Note that

(58) \[ a_{l}^{n+1,k+1}(w_{h}, w_{h}) \]

\[ = \frac{1}{\Delta t}(\xi_{r}, \xi_{r,h}) + \frac{1}{k^{2}}(\nabla \xi_{r}, \nabla \xi_{r,h}) + \left( (|A_{h}^{n+1,k}|^{2} + 3|\psi_{r,h}^{n+1,k}|^{2} + |\psi_{r,h}^{n+1,k}|^{2} - 1)\xi_{r}, \xi_{r,h} \right) - 2k(A_{h}^{n+1,k} \cdot \nabla \xi_{r}, \xi_{r,h}) \]

\[ + \frac{2}{k}(A_{h}^{n+1,k} \xi_{r,h} \nabla \xi_{r,h}) + (4\psi_{r,h}^{n+1,k} \psi_{r,h}^{n+1,k} \xi_{r,h} \nabla \xi_{r,h}) + \left( 4\psi_{r,h}^{n+1,k} A_{h}^{n+1,k} - \frac{2}{k} \nabla \psi_{r,h}^{n+1,k} \cdot B_{h}, \xi_{r,h} \right) + \frac{2}{k}(\psi_{r,h}^{n+1,k} B_{h} \nabla \xi_{r,h}) \]

By the Young’s inequality, we have the following estimates

(59)

\[ (|A_{h}^{n+1,k}|^{2} \xi_{r}, \xi_{r,h}) + (|\psi_{r,h}^{n+1,k}|^{2} B_{h}, B_{h}) + (2\psi_{r,h}^{n+1,k} A_{h}^{n+1,k} \cdot B_{h}, \xi_{r,h}) \geq 0; \]

\[ (|A_{h}^{n+1,k}|^{2} \xi_{r,h}, \xi_{r,h}) + (|\psi_{r,h}^{n+1,k}|^{2} B_{h}, B_{h}) + (2\psi_{r,h}^{n+1,k} A_{h}^{n+1,k} \cdot B_{h}, \xi_{r,h}) \geq 0; \]

\[ (2|\psi_{r,h}^{n+1,k}|^{2} \xi_{r,h}, \xi_{r,h}) + (2|\psi_{r,h}^{n+1,k}|^{2} \xi_{r,h}, \xi_{r,h}) + (4\psi_{r,h}^{n+1,k} A_{h}^{n+1,k} \xi_{r,h}, \xi_{r,h}) \geq 0. \]

Hence we have

(60) \[ a_{l}^{n+1,k+1}(w_{h}, w_{h}) \]

\[ \geq \frac{1}{\Delta t}(\xi_{r}, \xi_{r,h}) + \frac{1}{k^{2}}(\nabla \xi_{r}, \nabla \xi_{r,h}) + \left( (|\psi_{r,h}^{n+1,k}|^{2} - 1)\xi_{r}, \xi_{r,h} \right) \]

\[ + \frac{1}{\Delta t}||B_{h}||^{2} + ||\nabla \times B_{h}||^{2} - \frac{2}{k}(A_{h}^{n+1,k} \cdot \xi_{r,h}, \xi_{r,h}) + \frac{2}{k}(A_{h}^{n+1,k} \nabla \xi_{r,h}, \xi_{r,h}) - \frac{2}{k}(\psi_{r,h}^{n+1,k} B_{h}, \xi_{r,h}) \]

By the Young’s inequality, there hold the following estimates for the last six terms in (60)

(61)

\[ -\frac{2}{k}(A_{h}^{n+1,k} \cdot \xi_{r,h}, \xi_{r,h}) \leq -2||A_{h}^{n+1,k}||_{\infty} ||\xi_{r,h}||_{0}^{2} - \frac{1}{4k^{2}}||\nabla \xi_{r,h}||_{0}^{2}; \]

\[ \frac{2}{k}(A_{h}^{n+1,k} \xi_{r,h} \nabla \xi_{r,h}) \geq -2||A_{h}^{n+1,k}||_{\infty} ||\xi_{r,h}||_{0}^{2} - \frac{1}{4k^{2}}||\nabla \xi_{r,h}||_{0}^{2}; \]

\[ \frac{2}{k}(\psi_{r,h}^{n+1,k} B_{h} \nabla \xi_{r,h}) \geq -2||\psi_{r,h}^{n+1,k}||_{\infty} ||B_{h}||_{0}^{2} - \frac{1}{4k^{2}}||\nabla \xi_{r,h}||_{0}^{2}; \]

\[ (2\psi_{r,h}^{n+1,k} A_{h}^{n+1,k} + 2 \psi_{r,h}^{n+1,k} \cdot B_{h}, \xi_{r,h}) \geq -||\psi_{r,h}^{n+1,k}||_{\infty} ||B_{h}||_{0}^{2} + ||\xi_{r,h}||_{0}^{2}; \]

\[ (2\psi_{r,h}^{n+1,k} A_{h}^{n+1,k} - 2 \psi_{r,h}^{n+1,k} \cdot B_{h}, \xi_{r,h}) \geq -||\psi_{r,h}^{n+1,k}||_{\infty} ||B_{h}||_{0}^{2} + ||\xi_{r,h}||_{0}^{2}. \]

A combination of (60) and (61) yields

(62) \[ a_{l}^{n+1,k+1}(w_{h}, w_{h}) \]

\[ \geq \frac{1}{\Delta t} - 2||A_{h}^{n+1,k}||_{\infty} - ||\psi_{r,h}^{n+1,k}||_{\infty} - \frac{1}{k}||\nabla \psi_{r,h}^{n+1,k}||_{\infty} \left( ||\xi_{r,h}||_{0}^{2} + \frac{1}{2k^{2}}||\nabla \xi_{r,h}||_{0}^{2} + \left( (|\psi_{r,h}^{n+1,k}|^{2} - 1)\xi_{r}, \xi_{r,h} \right) \right) \]

\[ + \frac{1}{\Delta t} - 2||A_{h}^{n+1,k}||_{\infty} - ||\psi_{r,h}^{n+1,k}||_{\infty} - \frac{1}{k}||\nabla \psi_{r,h}^{n+1,k}||_{\infty} \left( ||\xi_{r,h}||_{0}^{2} + \frac{1}{2k^{2}}||\nabla \xi_{r,h}||_{0}^{2} + \left( (|\psi_{r,h}^{n+1,k}|^{2} - 1)\xi_{r}, \xi_{r,h} \right) + ||\nabla \times B_{h}||_{0}^{2} \right) \]

\[ + \left( \frac{\sigma}{\Delta t} - 2||\psi_{r,h}^{n+1,k}||_{\infty} - 2 ||\psi_{r,h}^{n+1,k}||_{\infty} - ||\psi_{r,h}^{n+1,k}||_{\infty} - \frac{1}{k}||\nabla \psi_{r,h}^{n+1,k}||_{\infty} - ||\psi_{r,h}^{n+1,k}||_{\infty} \right) ||B_{h}||_{0}^{2}. \]
It follows from \( \|\psi_{r+h}^{n+1,k} - A_h^{n+1,k}\|_\infty \leq \|\psi_{r+h}^{n+1,k}\|_\infty \|A_h^{n+1,k}\|_\infty + \frac{1}{\kappa} \|\nabla \psi_{r+h}^{n+1,k}\|_\infty \) and the inverse inequality that the coercivity \( (57) \) holds if \( \Delta t \leq \frac{1}{1 + \|\nabla \psi_{r+h}^{n+1,k} + A_h^{n+1,k}\|_\infty + \|\nabla \psi_{r+h}^{n+1,k}\|_\infty^2 + \|A_h^{n+1,k}\|_\infty} \), which completes the proof.

Compared to the preconditioner \( \tilde{P}^{n+1,k+1} \) in \( (40) \), the preconditioner \( P \) stays the same for different time step and Newton iteration, so only needs to be assembled once. Although the preconditioner \( \tilde{P}^{n+1,k+1} \) decouples the variable \( \xi_h \) and \( B_h \), the real part and the imaginary part of the complex variable \( \xi_h \) is still coupled, while the preconditioner \( P \) decouples all the three variables \( \xi_{r+h} \), \( \xi_{i+h} \) and \( B_h \), which leads to an even smaller computational cost.

4. Numerical Examples

In this section, we present some numerical examples on the vortex motion simulations with different geometries to show the efficiency and robustness of our new scheme and preconditioner under the temporal gauge. The modified preconditioner \( P \) in \( (55) \) is employed for all the simulations in this section.

4.1. Example 1. Consider the following artificial example on \( \Omega = (0,1)^2 \) with \( \kappa = 1 \)

\[
\begin{aligned}
\partial_t \psi &= -\frac{i}{\kappa} \nabla + A \right)^2 \psi + \psi - |\psi|^2 \psi + g & \text{in } \Omega, \\
\partial_t A &= \frac{1}{2\kappa} (\psi^* \nabla \psi - \psi \nabla \psi^*) - |\psi|^2 A - \nabla \times \nabla \times A + f & \text{in } \Omega,
\end{aligned}
\]

(64)

where the boundary conditions are

\[
(\nabla \times A) \times n = H_0 \times n, \quad (\frac{i}{\kappa} \nabla + A) \psi \cdot n = 0,
\]

(65)

and initial conditions are

\[
\psi(x,0) = \psi_0(x), \quad A(x,0) = A_0(x).
\]

The functions \( f, g, \psi_0 \) and \( A_0 \) are chosen corresponding to the exact solution

\[
\psi = e^{-i(\cos(2\pi x) + i \cos(\pi y))}, \quad A = [e^{-i y \sin(\pi x)}, e^{-i y \sin(2\pi y)}]^T
\]

with \( H_0 = -e^{i y} \sin(2\pi y) + e^{-i y} \sin(\pi x) \). We set the terminal time \( T = 1 \) in this example. The initial mesh \( \mathcal{T}_1 \) consists of two right triangles, obtained by cutting the unit square with a north-east line. Each mesh \( \mathcal{T}_i \) is refined into a half-sized mesh uniformly, to get a higher level mesh \( \mathcal{T}_{i+1} \).

| \( M \) | \( ||A - A_0||_{H(\text{curl})} \) rate | \( ||\psi - \psi_0||_1 \) rate | \( ||\psi - \psi_{r+h}\|_1 \) rate | \( ||\psi - \psi_{i+h}\|_1 \) rate | \( |||\psi|^2 - |\psi|^2\|_0 \) rate |
|-----|---------|---------|---------|---------|---------|
| 2   | 1.38E+00 | 1.55E+00 | 8.33E-01 | 1.07E-01 | 1.34E-01 |
| 4   | 8.48E-01 | 0.70     | 8.73E-01 | 0.83     | 3.70E-01 | 1.17     | 1.07E-01 | 1.34E-01 |
| 8   | 4.39E-01 | 0.95     | 3.17E-01 | 1.46     | 1.32E-01 | 1.49     | 4.56E-02 | 1.23E-02 |
| 16  | 2.25E-01 | 0.97     | 1.29E-01 | 1.30     | 6.04E-02 | 1.12     | 1.99E-02 | 1.20E-02 |
| 32  | 1.14E-01 | 0.98     | 5.76E-02 | 1.16     | 3.03E-02 | 0.99     | 9.18E-03 | 1.11E-03 |
| 64  | 5.72E-02 | 0.99     | 2.72E-02 | 1.08     | 1.53E-02 | 0.98     | 4.40E-03 | 1.06E-03 |
| 128 | 2.87E-02 | 1.00     | 1.32E-02 | 1.04     | 7.72E-03 | 0.99     | 2.16E-03 | 1.03E-03 |
| 256 | 1.44E-02 | 1.00     | 6.49E-03 | 1.02     | 3.88E-03 | 0.99     | 1.07E-03 | 1.02E-03 |

Table 1. Convergence rate of the nonlinear formulation \( (12) \) at \( T = 1 \) with \( \Delta t = 1/M \) for Example 1.

We solve the artificial problem \( (64) \) on these uniform triangulations with time step \( \Delta t = 1/M \), and \( M \) is the number of elements on unit length edge. Table 1 lists the errors at \( T = 1 \). It shows that the
convergence rate of \(\|A - A_h\|_{H(curl)}\) and \(\|\psi - \psi_h\|\) is 1.00. Table 2 compares the average Newton iteration number \(N_n\) per time step and the average iteration number for each Krylov iteration on meshes per Newton iteration. Here \(N_p\) represents the average Krylov iteration number when the preconditioner in (55) is employed and \(N_{np}\) is the average Krylov iteration number without any preconditioner. Note that the Newton iteration number in Table 2 decreases along as the mesh size. The reason is that when the mesh is finer, the discrete solution at the previous time step turns to be a better approximation to the solution at the current time step, namely a better initial guess for the Newton iteration. Thus, only two Newton iteration steps are required for each time step.

The Krylov iteration number when no preconditioner is employed increases quickly when the mesh size decreases, which will lead to an unbearable computational cost. The average Krylov iteration number with the proposed preconditioner in Table 2 does not depend on the mesh size. This behavior indicates the uniform efficiency of the preconditioner and implies a remarkable improvement on the computation speed when it comes to large scale simulations.

| M   | 2   | 4   | 8   | 16  | 32  | 64  | 128 |
|-----|-----|-----|-----|-----|-----|-----|-----|
| \(N_n\) | 5.50 | 4.25 | 2.88 | 2.00 | 2.00 | 2.00 | 2.00 |
| \(N_p\) | 18.73 | 15.82 | 11.57 | 9.19 | 7.92 | 6.70 | 6.00 |
| \(N_{np}\) | 88.55 | 254.12 | 207.78 | 309.22 | 431.19 | -   | -   |

Table 2. Comparison of average iterations with \(\Delta t = 1/M\) for Example 1.

4.2. Example 2: Unit square superconductor. We simulate the vortex dynamics (5) on a unit square domain \(\Omega = (0, 1)^2\) with \(\kappa = 10\) and initial conditions

\[
\psi(x, 0) = 0.6 + 0.8i, \quad A(x, 0) = (0, 0), \quad H = 5.
\]

This example was tested before in \([4, 29, 18, 9, 21, 11]\). We triangulate the domain into uniform right triangles with \(M\) points on each side, and solve the equations with the time step size \(\Delta t = 1/M\).

| M   | 2   | 4   | 8   | 16  | 32  |
|-----|-----|-----|-----|-----|-----|
| \(N_n\) | 1.25 | 1.19 | 1.18 | 1.10 | 1.05 |
| \(N_p\) | 3.62 | 4.84 | 4.78 | 4.11 | 3.03 |
| \(N_{np}\) | 7.78 | 26.83 | 59.59 | 94.89 | 105.50 |

Table 3. Comparison of average iterations with \(\Delta t = 1/M\) for Example 2.

Table 3 records the average Newton iteration number \(N_n\) per time step and the average Krylov iteration numbers \(N_p\) and \(N_{np}\) per Newton step in Example 2. The comparison of the average iteration numbers in Table 3 verifies the efficiency of the proposed preconditioner, which will significantly speed up large scale simulations. Figure 1 plots the value of \(|\psi|^2\) and \(\nabla \times A\) at different time levels on the mesh \(M = 16\), which is similar to those reported in \([18, 9]\).

4.3. Example 3: L-shaped superconductor. We use the proposed formulation and preconditioner to simulate the vortex dynamics in an L-shaped superconductor \(\Omega = (0, 1)^2 \setminus [0.5, 1] \times [0, 0.5]\) with the Ginzburg-Landau parameter \(\kappa = 10\). The initial conditions and applied magnetic field are

\[
\psi(x, 0) = 0.6 + 0.8i, \quad A(x, 0) = (0, 0), \quad H = 5.
\]

This example was tested before by different methods, see \([9, 18]\) for reference. The L-shaped domain is triangulated quasi-uniformly with \(M\) nodes per unit length on each side, where Figure 2 plots the case with \(M = 16\).

Table 4 records the Newton iteration number per time step and the Krylov iteration number per Newton step, which implies the uniform efficiency of the proposed preconditioner.

| M   | 2   | 4   | 8   | 16  |
|-----|-----|-----|-----|-----|
| \(N_n\) | 1.25 | 1.19 | 1.18 | 1.10 |
| \(N_p\) | 3.62 | 4.84 | 4.78 | 4.11 |
| \(N_{np}\) | 7.78 | 26.83 | 59.59 | 94.89 |

Table 4. Comparison of average iterations with \(\Delta t = 1/M\) for Example 3.
Figure 1. $|\psi|^2$ and $\nabla \times A$ on the unit square domain with $M=16$.

Figure 2. Quasi-uniform triangulation of the L-shape domain with $M=16$.

Table 4. Comparison of average iterations with $\Delta t = 1/M$ for Example 3.

| M    | 4   | 8   | 16  | 32  | 64  |
|------|-----|-----|-----|-----|-----|
| $N_p$ | 1.08| 1.28| 1.04| 1.02| 1.01|
| $N_p$ | 3.91| 5.11| 3.55| 2.70| 1.98|
| $N_{np}$ | 16.31| 64.28| 83.14| 98.58| 131.47|

Figure 3 plots the value of $|\psi|^2$ at $T = 5$, 20 and $T = 40$ by the new proposed method with $\Delta t = 1/M$. As showed in Figure 3, one vortex enters the material from the re-entrant corner as the time increases, which is similar to those reported in [9, 18]. It was reported in [9, 18] that the conventional finite element method in $H^1(\Omega)$ for solving the Ginzburg-Landau equations under temporal gauge is unstable with respect to the mesh size. To be specific, this conventional method with $M = 16$ and 32 gives a nonphysical simulation when $T = 40$, but the one with $M = 64$ exhibits the correct phenomenon.

Figure 3 shows that the numerical solution of the proposed approach on the mesh $M = 16$, and the simulations on the meshes $M = 32$ and $M = 64$ are similar to those in Figure 3. This implies that the new approach is stable and correct. The reason why the proposed approach works while the conventional one does not is that the true solution $A$ of this problem is not $H^1$ any more. The conventional finite
element solves $A$ in a finite dimensional $H^1$ space, thus only gives an approximation to a projection of $A$, not an approximation to $A$, and leads to the unstable behavior.

4.4. Example 4. We present simulations of vortex dynamics of a type II superconductor in a square domain with four square holes.

We set
\[ \sigma = 1, \quad \kappa = 4, \quad \psi(x, 0) = 1.0, \quad A(x, 0) = (0, 0), \]
and test on three different external magnetic fields, namely $H = 0.8$ and 1.1. The example was tested before in [13, 23].

The simulation for $H = 0.8$ is conducted on a quasi-uniform mesh with 8144 elements and the time step $\Delta t = 0.02$. Figure 5 plots the value of $|\psi|^2$ and $\nabla \times A$ at time $T = 10, 20, 50, 300$ and 500, where the simulation until $T = 2000$ shows that the vortex pattern stays unchanged after $T = 500$. It shows that the vortices start to penetrate the material near the four square holes. Figure 6 plots the simulation for $H = 1.1$ on a quasi-uniform mesh with 305550 elements with $\Delta t = 0.02$. It clearly shows that more vortices are generated and earlier stationary state as the applied magnetic field $H$ increases.
Figure 5. $|\psi|^2$ and $\nabla \times A$ on the squared domain with four holes for $H = 0.8$.

Figure 6. $|\psi|^2$ and $\nabla \times A$ on the squared domain with four holes for $H = 1.1$.

5. Conclusions

A new nonlinear finite element approach is proposed for solving the time dependent Ginzburg-Landau equations under the temporal gauge with the original boundary condition. This numerical scheme solves the magnetic potential by the lowest order of the second kind Nédelec element. This offers the advantage to deal with the original boundary condition of the physical problem directly, instead of requiring some additional boundary conditions to guarantee the wellposedness of the discrete system. The conventional finite element scheme solves the magnetic potential in a relatively smaller space with higher regularity. Compared to this conventional method, the proposed approach
is more stable and reliable when dealing the superconductor with reentrant corners as showed in the numerical tests. The wellposedness and energy stable property of the nonlinear scheme is analyzed under some condition. The Newton method is applied to solve the proposed nonlinear system, and two efficient preconditioners are designed to speed up the simulations. The boundedness and the coercivity of the bilinear forms with respect to the proposed preconditioners are analyzed under some conditions. This motivates the design of the preconditioners. This efficient preconditioner plays an important role in speeding up the simulation and makes the computational cost of this nonlinear system comparable to that of a linear system. The comparison in numerical simulations verifies the efficiency of the proposed preconditioner.
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