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Abstract—This paper investigates the finite time stabilization problem for a class of nonlinear systems with unknown control directions and unstructured uncertainties. The unstructured uncertainties indicate that not only the parameters but also the structure of the system nonlinearities are uncertain. A new adaptive control method is proposed for the considered system. Logic-based switching rule is utilized to tune the controller parameters online to stabilize the system in finite time. Different from the existing adaptive controllers for structured/parametric uncertainties, a new switching barrier Lyapunov method and supervisory functions are introduced to overcome the obstacles caused by unstructured uncertainties and unknown control directions. Both simulations and experiments are conducted on mechatronic systems to verify the effectiveness of the proposed methods.
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I. INTRODUCTION

A. Background and motivations

Finite time stabilization problem has attracted increasing attention in the past few years. Finite time stabilization means that by designing a proper feedback controller, all the states of the closed loop systems will become exact zero after finite time [1]. However, for asymptotic stabilization, the states will converge to zero in an infinite time. Lots of works [2], [3], [4] have shown that finite time control has some promising features in contrast with asymptotic control. These may lie in: 1) Faster convergence rate and higher precision; 2) Possibility to decouple the stabilization problem from other control objectives [5].

Many interesting results have been obtained for finite time control. The works of [1] finite time output feedback stabilization for strict feedback nonlinear systems. [6] have extended the finite time control to high order stochastic nonlinear systems. A time-varying feedback method is proposed in [7] to achieve prescribed finite time control performance. Namely, the finite convergence time can be determined a prior and is independent of the initial conditions. Recently, the finite time control problem has been investigated for multi-agent and networked systems [8]. Moreover, several real practical applications, such as robot manipulators [9] and servo motor systems [10], [11] have been considered for finite time control.

Unknown control directions are often encountered in real engineering world. It means that the sign of control coefficient is unknown. This will bring difficulties to the controller design because a control effort with wrong direction can drive the states away from the equilibrium point. Nussbaum-gain technique, which was originally introduced in [12], is a common way to handle unknown control direction. Plentiful works [13], [14], [15], [16], [17] have been done on the control of nonlinear systems by incorporating Nussbaum-gain function. Nevertheless, as discussed in [18] and [19], the Nussbaum-gain technique could only achieve asymptotic stability because the constructed Lyapunov function cannot be negative definite.

In fact, there are very few works concentrating on finite time stabilization of nonlinear systems with unknown control directions. Lately, in the framework of backstepping method, a new adaptive control strategy is proposed in [18], [19] and [20] to solve this problem. The idea of the method is to adopt a logic-based switching rule to tune the controller parameters online according to a well-defined supervisory function. Finite time stability can then be achieved despite unknown control directions.

The aforementioned works [18], [20], however, only consider the finite time stabilization problem for nonlinear systems suffering from structured/parametric uncertainties. This means that the structures of the nonlinear uncertain functions are available, but contain some unknown parameters. The structured uncertainties are mainly used to describe the parameter variations in the systems. However, the nonlinear uncertainties are often very complicated in practical systems. Hence, it may be difficult or impossible to obtain the exact form of the uncertainties, and express the uncertainties in a parametric way. This class of uncertainties is often referred to as unstructured/nonparametric uncertainties, which can represent those unknown nonlinearities caused by complex system dynamics and modeling errors. Therefore, a natural question arises:

How to solve the finite time stabilization problem for nonlinear systems with unknown control directions and unstructured uncertainties?

To the best of our knowledge, little effort has been made to answer the above issue. The main challenges may lie in the following aspects:

1) Due to the structure of the nonlinearities is uncertain, the nonlinearities cannot be parameterized. Hence, it is difficult to directly extend the adaptive control scheme presented in [18] and [21] to solve the above problem. Consequently, the design
procedures become involved.

2) As previously mentioned, a logic-based switching mechanism has to be adopted to achieve finite time stability due to the possible limitations of the Nussbaum-gain technique. Therefore, the entire closed-loop system will exhibit hybrid feature, which introduces difficulties to the controller design and stability analysis.

B. Contributions

Motivated by the above thought, this paper focuses on the finite time stabilization problem for a class of nonlinear systems with unknown control directions and unstructured uncertainties. The contributions are mainly in the following aspects.

A new switching adaptive control method is proposed for the considered system. Logic-based switching rule is used to tune the controller parameters online. The proposed method includes two novel techniques:

- Novel switching barrier Lyapunov functions are constructed for the controller design. The barrier will switch according to the logic-based switching rule (see Remark 5).

- By designing some special auxiliary systems, new supervisory functions are presented to guide the logic-based switching (see Remark 7).

Based on the above two new techniques, the states of the hybrid closed-loop systems will be constrained in a compact set despite multiple unknown control directions. Then, constant bounds will be obtained for the unstructured uncertainties. This contributes to the feasibility of the adaptive control scheme such that all the states will reach exact zero in finite time.

Moreover, the proposed methods have some promising features, such as fast convergence speed, small control overshoot, low complexity and strong robustness to unknown control directions.

C. Organizations

The organization of the paper is as follows. Problem formulation and preliminaries are presented in Section II. Section III concentrates on the finite time controller design. Simulations and experiments are conducted in Sections IV-V. Section VI presents some discussions and conclusions. Proofs are provided in Appendices.

Notations. Given a real number \( x \) and a positive constant
\[ \alpha = \frac{p}{q} \]
where \( p, q \) are coprime. If \( p \) is a positive odd integer, then \( x^\alpha = \text{sign}(x)|x|^\alpha \). If \( p \) is a positive even integer, then \( x^\alpha = |x|^\alpha \). Let \( a, b \in \mathbb{R} \), then \( a \equiv b \) means \( a \) is defined as \( b \). \( a := b \) means \( a \) is set as \( b \), which is used in algorithm.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Problem formulation

Consider the following system
\[
\begin{align*}
\dot{x}_i &= h_i(x_i)x_{i+1} + f_i(x_i), \quad i = 1, 2, \ldots, n - 1 \\
\dot{x}_n &= h_n(x_n)u + f_n(x_n), \\
y &= x_1
\end{align*}
\]  
(1)

where \( x_i = (x_1, x_2, \ldots, x_i)^T \in \mathbb{R}^i, i = 1, 2, \ldots, n \) are the system states, \( y \) is the system output. \( f_i(x_i), h_i(x_i) \) are the control gains such that their signs are unknown and satisfy \( |h_i(x_i)| > 0 \). \( u \) denotes the control input.

Remark 1: (More general systems) Note that system (1) is more general than the existing works [11], [18], [19], [22], [23] due to the following reasons:

1) \( f_i(x_i), h_i(x_i) \) represent unstructured uncertainties, i.e., not only parameters in \( f_i(x_i), h_i(x_i) \) but also the form of \( f_i(x_i), h_i(x_i) \) are uncertain. In fact, the continuously differentiable nonlinearities \( f_i(x_i), h_i(x_i) \) only need to satisfy \( f_i(0, 0, \ldots, 0) = 0, |h_i(x_i)| > 0 \). This is much more general than structured uncertainties in [18], [20] and [21]. In these references, \( f_i(x_i), h_i(x_i) \) need to satisfy
\[ |f_i(x_i)| \leq (|x_1| + \cdots + |x_i|)\psi_i(x_i, \theta) \text{ and } 0 < h_i \leq |h_i(x_i)| \leq \bar{h}_i(x_i, \theta) \]
where \( \psi_i(x_i, \theta) \) and \( \bar{h}_i(x_i, \theta) \) are known smooth functions. \( \theta, \bar{h}_i \) are unknown parameters.

2) System (1) contains multiple unknown control directions, i.e., for all \( i = 1, 2, \ldots, n \), the sign of \( h_i(x_i) \) is unknown. Moreover, compared with [16] and [24], \( |h_i(x_i)| \) only needs to be larger than zero, not a positive constant.

According to the above analysis, we can see that very little information is needed for \( f_i(x_i), h_i(x_i) \). This will bring many difficulties to the controller design. In addition, note that by unstructured/nonparametric uncertainties, it means that it is difficult to obtain the exact form of the uncertainties, and the uncertain functions cannot be parameterized by unknown parameters. However, some crude information of the uncertainties may need to be known. For instance, the nonlinear function \( f_i(x_i) \) needs to satisfy \( f_i(0, 0, \ldots, 0) = 0 \). Yet, we can see the structures of the nonlinearities are still uncertain because many kinds of nonlinear functions satisfy \( f_i(0, 0, \ldots, 0) = 0 \).

Now, we are ready to describe the finite time stabilization problem.

Problem 1: (Finite time stabilization problem) Develop an adaptive controller \( u(t) \) for system (1) such that

1) All the control signals in the closed loop system are bounded, and;

2) All the states will converge to zero in finite time, i.e., there exists a finite time \( T \) such that \( x_i(t) \to 0 \) \( i = 1, 2, \ldots, n \) as \( t \to T^- \).

B. Technical lemmas

Some useful lemmas will be presented, which will be used in the controller design.

Lemma 1: ([23]) Consider the following Young’s inequality
\[
|x|^a|y|^b \leq \frac{a}{a+b}\zeta(x,y)|x|^{a+b} + \frac{b}{a+b}\zeta^{-a/b}(x,y)|y|^{a+b}
\]
where \( x, y \in \mathbb{R}, a, b \) are positive constants, \( \zeta(x,y) > 0 \) is any real valued function.
Lemma 2: ([23], [25]) Given a real constant \( p \geq 1 \) being a ratio of two odd integers and real numbers \( x, y, z_i (i = 1, 2, ..., n) \), we have:

\[
|x - y|^p \leq 2^{p-1}|x^p - y^p|
\]

\[
|x^1/p - y^1/p| \leq 2^{1/p - 1/p}|x - y|^{1/p}
\]

\[
\left( \sum_{i=1}^{n} |z_i| \right)^{1/p} \leq n^{1/p} \left( \sum_{i=1}^{n} |z_i| \right)^{1/p}.
\]

Lemma 3: (Lemma 11.1 in [26], [27]) Given a continuously differentiable nonlinear function \( f(\mathbf{z}): \mathbb{R}^n \to \mathbb{R} \) where \( \mathbf{z} = (x_1, x_2, ..., x_n)^T \in \mathbb{R}^n \) and \( f(0, 0, ..., 0) = 0 \), there exists a non-negative smooth function \( \psi(\mathbf{z}) : \mathbb{R}^n \to \mathbb{R} \) such that

\[
|f(\mathbf{z})| \leq (|x_1| + \cdots + |x_n|) \psi(\mathbf{z}).
\]

Lemma 4: Given four time-varying continuous functions \( x(t), y(t), a(t), b(t) : [0, +\infty) \to \mathbb{R} \) such that

\[
\dot{x}(t) = -a(t)x^\gamma(t) + b(t),
\]

\[
\dot{y}(t) \leq -a(t)y^\gamma(t) + b(t)
\]

for \( \forall t \in [t_0, t_1) \subseteq [0, +\infty) \) where \( x(t_0) = y(t_0) + \varepsilon \geq 0 \) and \( 0 < \gamma \leq 1 \) are constants with \( \gamma \) being a ratio of odd integers, \( a(t) > 0 \) on \([0, +\infty)\). Then, \( x(t) \geq y(t) \) for \( \forall t \in [t_0, t_1) \).

Proof: Please see Appendix A for detailed proof. ■

III. FinitE Time Stabilization

This section will focus on the finite time stabilization of system (1). It is divided into three parts. In Section III-A, we will mainly present the controller structure, which contains some adaptive parameters. Section III-B will focus on the logic-based switching rule for tuning the adaptive parameters. Main result and stability analysis for the hybrid closed-loop system will be given in Section III-C.

A. Controller design

It is noted that the high order system (1) can be regarded as a cascade of \( n \) first order subsystems. The controller design of this class of system is inspired by backstepping method [21]. The controller \( u \) is recursively determined by the following equations:

\[
s_1 \triangleq x_1,
\]

\[
x_i^{*} \triangleq \hat{\Theta}_i(t) \left[ -K_i s_i^{q_1+1} - \frac{U_i s_i^{q_1+1}}{(\hat{x}_i(t) - s_i^1)^{1+2\alpha}} \right],
\]

\[
s_i+1 \leq \hat{\Theta}_i(t) \left[ -K_i s_i^{q_1+1} - \frac{U_i s_i^{q_1+1}}{(\hat{x}_i(t) - s_i^1)^{1+2\alpha}} \right] \quad (i = 1, 2, ..., n - 1),
\]

\[
x_{n+1}^* \triangleq u \triangleq \hat{\Theta}_n(t) \left[ -K_n s_n^{q_1+1} - \frac{U_n s_n^{q_1+1}}{(\hat{x}_n(t) - s_n^1)^{1+2\alpha}} \right]
\]

where \( \hat{x}_1 \) is defined in (6) or (8).

Remark 2: When \( \hat{x}_1 \) is a positive constant, \( V_1 \) becomes a standard barrier Lyapunov function [28], [29], [30] such that if \( |s_1| < \hat{x}_1 \), then \( \hat{x}_1 \to +\infty \) as \( |s_1| \to \hat{x}_1 \). The parameter \( \hat{x}_1 \) acts as a barrier for the virtual control error \( s_1 \). The purpose of adopting the barrier Lyapunov function is to constrain \( s_1 \) in the interval \((-\hat{x}_1, \hat{x}_1)\). We can see that if \( V_1 \) is bounded, \( s_1 \in (-\hat{x}_1, \hat{x}_1) \). In addition, in Section 3.3 we will show the parameter \( \hat{x}_1 \) remains to be a constant. □

By (10), we have the following result.

Proposition 1: Suppose \( \hat{x}_1(t) \) is a positive constant and \( |s_1| < \hat{x}_1 \). Then, by using (6) with \( i = 1 \), \( V_1 \) can be expressed as

\[
\hat{V}_1(t) \leq -a_1 V_1^{1+\alpha} - Q_1 s_1^{1+\alpha} - h_1(x_1) K_1 \hat{\Theta}_1 s_1^{1+\alpha} \frac{|\hat{x}_1(t) - s_1^1|}{(\hat{x}_1^2 - s_1^2)^{1+2\alpha}} + c_12 s_2^{1+\alpha}
\]

where \( a_1, Q_1, c_12 \) are positive design parameters, \( F_1(x_1, \hat{x}_1) \) is an unknown non-negative function which comes from the unstructured uncertainties in (1).
\textbf{Proof:} Under the assumption that \( \dot{\chi}_i(t) \) is a positive constant, differentiating \( V_1 \) with respect to time and using (1) and Lemma 3, we have
\[
\dot{V}_1 \leq s_1 (h_1 x^2_1 + f_1(x_1)) + s_1 h_1 (x_2 - x^2_2) - s_1^2 \dot{x}_1 = s_1 h_1 x^2_2 + s_1^2 \psi_1(x_1) + s_1 h_1 (x_2 - x^2_2) \leq \frac{s_1 h_1 x^2_2}{\hat{x}_1^2 - s_1^2} + \frac{s_1 h_1 (x_2 - x^2_2)}{\hat{x}_1^2 - s_1^2} = \frac{s_1 h_1 x^2_2}{\hat{x}_1^2 - s_1^2} + \frac{U_1 s_1^2 + \psi_1 (\psi_1 / U_1)}{\hat{x}_1^2 - s_1^2} + c_{12}^2 \alpha^2 \tag{12}
\]
where \( \psi_1(x_1) \) is an unknown function.

By the inequalities in Lemmas 1-2 and (7), it follows that
\[
\dot{V}_1 \leq \frac{s_1 h_1 x^2_2}{\hat{x}_1^2 - s_1^2} + \frac{U_1 s_1^2 + \psi_1 (\psi_1 / U_1)}{\hat{x}_1^2 - s_1^2} + h_1^{1+\alpha} c_{12}^2 \chi_1 \leq \frac{s_1 h_1 x^2_2}{\hat{x}_1^2 - s_1^2} + \frac{U_1 s_1^2 + \psi_1 (\psi_1 / U_1)}{\hat{x}_1^2 - s_1^2} + h_1^{1+\alpha} c_{12}^2 \chi_1 \tag{13}
\]
where \( c_{11}, c_{12} \) are positive known constants, \( F_1(x_1, \dot{x}_1) = s_1^{1-\alpha} \psi_1(x_1) \) is an unknown function.

With \( i = 1 \), substituting (6) into (13), we have
\[
\dot{V}_1 \leq -K_1^{\alpha} s_1^{1+\alpha} - \frac{h_i K_i \Theta_i s_1^{1+\alpha}}{\chi_i - s_1^2} + \psi_1 (\psi_1 / U_1) + c_{12}^2 \alpha^2 \tag{14}
\]
where \( K_i \) is a positive parameter and \( F_1(x_1, \dot{x}_1) = F_1(x_1, \dot{x}_1) \).

Note that \( V_1 \leq -K_1^{\alpha} s_1^{1+\alpha} - \frac{h_i K_i \Theta_i s_1^{1+\alpha}}{\chi_i - s_1^2} + \psi_1 (\psi_1 / U_1) \) and \( \frac{1}{\chi_i^2 - s_1^2} \geq \frac{1}{K_1^{1+\alpha}} \), then there exists a sufficiently large \( K_i \) such that \( -K_1^{\alpha} s_1^{1+\alpha} - \frac{h_i K_i \Theta_i s_1^{1+\alpha}}{\chi_i - s_1^2} \leq -a_i \psi_1^{1+\alpha} - Q_i s_1^{1+\alpha} \). Using this for (14), we can complete the proof.

\textbf{Step 2 (} \( 2 \leq i \leq n \).\) Consider the following Lyapunov function
\[
\dot{V}_i(\bar{x}, t) = \int_{x_i}^{x_i^*} \frac{\psi_i^2(t) - \psi_i^2(\tau)}{\chi_i \chi_i(t) - \psi_i^2(\tau)} d\tau \tag{15}
\]
where \( \psi_i(t) = \tau^{1/2} - x^{1/2}_i, i \in [0, +\infty) \rightarrow \mathbb{R} \) is the adaptive parameter in (6) or (8). Meanwhile, \( V_1 \) has the following properties.

\textbf{Proposition 2:} ([11]) Suppose \( \dot{\chi}_i(t) \) is a positive constant and \( |s_i| < \chi_i \). Then, \( V_1 \) has the following properties:

1) \( 0 \leq \frac{21^{1-\alpha}}{\chi_i} - (x_i - x_i^*)^{2/\alpha} \leq \chi_i \leq \frac{\chi_i^2}{\chi_i - s_1^2} \).

2) If \( x_i^* \) is bounded, then as \( |s_i| \rightarrow \chi_i, V_i \rightarrow +\infty \).

Remark 3: According to the above result, it can be seen that when \( \chi_i(t) \) is a constant, the Lyapunov function in (15) is also a barrier Lyapunov function like (10). The barrier \( \chi_i \) is used to constrain the virtual control error \( s_i \). Next, similar to (11), we have the following result for \( \dot{V}_i \).

\textbf{Proposition 3:} Suppose \( \bar{\Theta}_i(t), \bar{x}_i(t) \) are both constant vectors and \( |s_i| < \chi_i \) where \( \bar{\Theta}_i \triangleq (\bar{\Theta}_1, \bar{\Theta}_2, \ldots, \bar{\Theta}_i)^T, \bar{x}_i \triangleq (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_i)^T \) then, by using (6) or (8), \( \dot{V}_i \) can be expressed as
\[
\dot{V}_i \leq -a_i \dot{V}_i^{1+\alpha} - Q_i s_1^{1+\alpha} - \frac{h_i (\bar{\pi}_i \bar{\Theta}_i s_1^{1+\alpha}}{\chi_i - s_1^2} + \frac{U_i s_1^{1+\alpha} (F_i(\bar{\pi}_i, \bar{\Theta}_i, \bar{x}_i) - h_i \hat{\pi}_i \hat{\Theta}_i)}{\chi_i - s_1^2} + \sum_{j=1}^{i-1} c_{ij} s_1^{1+\alpha} + c_{i+1} \chi_i \tag{17}
\]
where \( a_i, Q_i, c_{ij} \) are positive design parameters, \( s_{n+1} = 0 \). \( F_i(\bar{\pi}_i, \bar{\Theta}_i, \bar{x}_i) \) is an unknown non-negative function which comes from the unstructured uncertainties in (1).

\textbf{Proof:} First, under the assumption that \( \bar{\Theta}_i(t), \bar{x}_i(t) \) are both constant vectors, by resorting to [11], we have
\[
\dot{V}_i \leq \frac{s_1^{2-a} h_i x^2_{i+1}}{\chi_i^2 - s_1^2} + \frac{U_i s_1^{1+\alpha} F_i(\bar{\pi}_i, \bar{\Theta}_i, \bar{x}_i)}{\chi_i^2 - s_1^2} + \sum_{j=1}^{i-1} c_{ij} s_1^{1+\alpha} + c_{i+1} \chi_i \tag{18}
\]
where \( F_i(\bar{\pi}_i, \bar{\Theta}_i, \bar{x}_i) \) is an unknown function. Then, substituting (6) or (8) into (18), we get
\[
\dot{V}_i \leq -K_i^{\alpha} s_1^{1+\alpha} - \frac{h_i K_i \Theta_i s_1^{1+\alpha}}{\chi_i - s_1^2} + \psi_1 (\psi_1 / U_1) + c_{12}^2 \alpha^2 \tag{19}
\]
where \( K_i \) is a positive design parameter. By (16) and \( \frac{1}{\chi_i^2 - s_1^2} \geq \frac{1}{K_1^{1+\alpha}} \), there exists a sufficiently large \( K_i \) such that \( -K_i^{\alpha} s_1^{1+\alpha} + \psi_1 (\psi_1 / U_1) + c_{12}^2 \alpha^2 \leq -a_i \psi_1^{1+\alpha} - Q_i s_1^{1+\alpha} \). Using this for the above inequality, we can complete the proof.

\textbf{Remark 4: (Controller design idea)} Note that \( V_i(i = 1, 2, \ldots, n) \) are all barrier Lyapunov functions. By using these functions, we expect to constrain all the virtual control errors \( s_i \), states and adaptive parameters in a compact set. Thus, there exist unknown positive constants \( F_i, h_i \) such that \( F_i(x_i, \bar{\Theta}_i, \bar{x}_i) \leq F_i \) and \( \dot{h}_i(\bar{x}_i) \geq h_i > 0 \). Then, (17) can be written as
\[
\dot{V}_i \leq -a_i \dot{V}_i^{1+\alpha} - Q_i s_1^{1+\alpha} - \frac{h_i (\bar{\pi}_i \bar{\Theta}_i s_1^{1+\alpha}}{\chi_i - s_1^2} + \frac{U_i s_1^{1+\alpha} (F_i - h_i (\bar{\pi}_i \hat{\Theta}_i))}{\chi_i^2 - s_1^2} + \sum_{j=1}^{i-1} c_{ij} s_1^{1+\alpha} + c_{i+1} \chi_i \tag{17}
\]
The unknown functions/unstructured uncertainties \( F_i(\bar{\pi}_i, \bar{\Theta}_i, \bar{x}_i) \) become an unknown parameter \( F_i \). Then, according to (9), there exists a sufficiently large \( \sigma_i \) such that \( -h_i(\bar{x}_i) K_i \Theta_i h_i < 0 \) and \( F_i - h_i(\bar{x}_i) \hat{\Theta}_i < 0 \). Hence, the uncertainties can be canceled (see Section 3.3 for details about how the constant bounds for the unknown
the following new supervisory functions $S_i(t)$ are obtained. In addition, since the unknown complicated function $F_i(\pi_i, \Theta_{i-1}, \chi_i)$ is replaced by an unknown parameter $\hat{F}_i$, the complexity of the controller is reduced considerably.

Remark 5: (Switching barrier Lyapunov function) From the above remark, we can see that the key for the controller design is to constrain all the virtual control errors and states. However, our case is much more difficult than the existing methods [28], [29], [30], where only continuous dynamics are considered. In these references, the state trajectories, controller and adaptive law are all continuous with respect to time. Therefore, by using barrier Lyapunov functions with constant barriers, it is not hard to constrain the states. Yet, in our case, the closed loop nonlinear system is a hybrid system which contains logical-based switching (discrete dynamics). Thus, the existing barrier Lyapunov methods will not be applicable. In fact, very few works have considered the barrier Lyapunov method for hybrid systems.

Specifically, by (7) the virtual control error $s_i$ is expressed as $s_i = x_i^{1/q_i} - x_i^{1/q_i}$. Since $x_i^{1/q_i}$ contains $\Theta_{i-1}(t)$ by (6), it is discontinuous with respect to time. This implies that $s_i$ is also discontinuous with respect to time. Therefore, it is possible that at some time instants, $s_i$ will jump outside the barrier $\hat{\chi}_i$ if $\hat{\chi}_i$ remains to be a constant (see Fig 6 in the simulation example). This implies that the traditional barrier Lyapunov method is not applicable. Therefore, we propose the new Lyapunov functions defined in (15). The novelty here is that the barriers $\hat{\chi}_i$ are regarded as adaptive parameters and will be tuned by the logic-based switching rule (see Algorithm 1-4-b) in Section 3.2). We refer to this kind of Lyapunov functions as switching barrier Lyapunov functions. The logic-based switching rule will guarantee that the barrier $\hat{\chi}_i$ is always larger than the virtual control error $s_i$. This is an essential difference with the existing barrier Lyapunov methods [28], [29], [30], where the virtual control error $s_i$ is continuous and the barrier is a constant.

In Section 3.3, we will prove the switching barrier $\hat{\chi}_i$ is bounded and the virtual control errors are constrained, i.e., $|s_i| < \hat{\chi}_i(i = 1, 2, ..., n)$. □

B. Logic-based switching rule

We will present the algorithm for tuning adaptive parameters $\hat{\Theta}_i$, $\hat{\chi}_i$ for $i \in \{1, 2, ..., n\}$. First, for $i \in \{1, 2, ..., n\}$, define the following new supervisory functions $S_i(t)$.

$$S_i(t) = V_i(\pi_i, t) - \eta_i(t),$$

$$\dot{\eta}_i = -a_i\eta_i^{1+a} - Q_i s_i^{1+a} + \sum_{j=1}^{i-1} c_{ij} s_j^{1+a} + c_{j+1,i} s_{j+1}^{1+a}$$

where $V_i$ is given by (10) and (15), $s_i$ is from (5) or (7) with $s_{n+1} = 0$, $\eta_i$ is an auxiliary variable, $c_{ij} (j = 1, 2, ..., i - 1, i + 1)$ and $a_i, Q_i$ are positive design parameters.

Based on the above supervisory functions, the logic-based switching rule is shown in Algorithm 1 in Table I.

Next, we will give some remarks on the algorithm.

Remark 6: (Idea of Algorithm 1) The idea of Algorithm 1 is as follows. At each time instant $t$, we verify whether or not the supervisory functions $S_i(t) > 0$. If $S_i(t) \leq 0$, the adaptive parameters remain the same; otherwise parameters need to be updated. The update is conducted in the following way. First, $\sigma_i, \Theta_i$ are updated. The switching signal $\sigma_i$ is increased by one and the adaptive parameter $\Theta_i$ is updated by (9). Second, $\chi_i$ needs to be updated. This is because as long as $\Theta_i$ is updated, the virtual control error $s_i$ will change accordingly. This may make $s_i$ jump at the switching time. Therefore, the barrier $\hat{\chi}_i$ also needs to be updated to guarantee that $\hat{\chi}_i$ is always larger than $s_i$. When $\Theta_i$ finishes its updating (see Remark 5), the reset $\eta_i$ to make sure it is larger than $V_i$ after $\Theta_i, \hat{\chi}_i$ have been updated. This will make the supervisory functions $S_i(t) < 0$. Then, the above procedures will be repeated. Fig. 1 shows one possible variations of $\hat{\chi}_i, \sigma_i, \eta_i, V_i$.

Next, we will explain why the adaptive parameters $\hat{\Theta}_i, \hat{\chi}_i$ are piecewise constant signals. Note that $\hat{\Theta}_i, \hat{\chi}_i$ are only updated at the switching time, i.e., the time instant that the event $S_i(t) > 0$ occurs. When $S_i(t) \leq 0$, $\hat{\Theta}_i, \hat{\chi}_i$ will keep constant. Keeping this in mind, let $t_m^m (m = 0, 1, 2, \ldots)$ denote the proof. At $t_m^m$, all the adaptive parameters will be updated and $\eta_i$ will be reset to make $S_i(t_m^m) < 0$ for $i = 1, 2, \ldots, n$ (see Algorithm 1-4)). Hence, in the later time the adaptive parameters $\hat{\Theta}_i, \hat{\chi}_i$ will keep constant until the next event $S_i(t) > 0$ occurs. Then, parameters will be updated and $\eta_i$ will be reset again to make $S_i(t) < 0$ (see Fig 1). This indicates that $\hat{\Theta}_i, \hat{\chi}_i$ are piecewise constant signals. In addition, since $S_i(t_m^m) < 0 (i = 1, 2, \ldots, n)$ after the reset of $\eta_i$, there exists a small time interval $[t_m^m, t_m^m + l_m^m)$ such that $S_i(t) \leq 0$ holds where $l_m^m > 0$ is a small constant. That is the adaptive parameters $\hat{\Theta}_i, \hat{\chi}_i$ will not change on $[t_m^m, t_m^m + l_m^m)$. This also indicates that there exists an increasing switching time sequence. See [18], [19], [31] and [32] for similar idea.

The purpose of Algorithm 1 is to let $S_i(t) = V_i(\pi_i, t) - \eta_i(t) \leq 0 (i = 1, \ldots, n)$ hold forever after a finite number of switchings. Then, we have $\eta_i(t) \geq V_i(\pi_i, t) \geq 0 (i = 1, 2, \ldots, n)$ are all non-negative (The finite number of switchings and $V_i \geq 0$ will be shown in Claim 1b and its proof in Section 3.3). Then, let $\eta_i = \sum_{i=1}^{n} a_i \eta_i^{1+a}$, from (21) we have

$$\dot{\eta}_i = -a_i\eta_i^{1+a} - Q_i s_i^{1+a} + \sum_{j=1}^{i-1} c_{ij} s_j^{1+a} + c_{j+1,i} s_{j+1}^{1+a}$$

where $s_{n+1} = 0$, $\sum_{j=n+1}^{n} c_{jn} = 0$, $c_{0i} = 0$. It can be seen that when $Q_i$ is sufficiently large such that $Q_i - \sum_{j=i+1}^{n} c_{ji} - c_{i-1,i} > 0$, by Lemma 2, we have

$$\dot{\eta}_i \leq -a_i\eta_i^{1+a}$$

where $a' > 0$ is a positive constant. This means $\eta_i$ may converge to zero in finite time. Since $\eta_i \geq V_i \geq 0$ for $\forall i = 1, 2, \ldots, n$, this implies that $\eta_i$ and $V_i$ may also converge
Algorithm 1 Logic-based switching rule.

Initialization
At \( t = 0 \), 1)

1) Set initial values. Set design parameters \( \varsigma, \varepsilon \) where \( \varsigma > 0 \) and \( \varepsilon > 0 \) is an arbitrary small constant. Set \( m := 0 \) and the switching time \( t^m_s := 0 \). For \( i = 1, 2, ..., n \), set \( \sigma_i(0) := 1 \) and compute \( \hat{\Theta}_i(t) \) by (9); set \( \hat{\chi}_i(t) > s_i(0) \) and \( \eta_i(t) := V_i(t^m_s) + \varepsilon \).

2) Output the current \( \sigma_i, \hat{\Theta}_i, \hat{\chi}_i \).

Switching logic
At each time instant \( t > 0 \), 1)

1) Compute supervisory functions. Obtain the current states \( \pi_i(t) \). For \( i = 1, 2, ..., n \), set \( \sigma_i(t) := \sigma_i(t^-) \), \( \hat{\Theta}_i(t) := \hat{\Theta}_i(t^-) \), and \( \hat{\chi}_i(t) := \hat{\chi}_i(t^-) \) and compute \( V_i, \eta_i, S_i \) by (10), (15), (21) and (20).

2) Verify parameters update conditions. For \( i = 1, 2, ..., n \), check whether or not \( S_i(t) > 0 \) for some \( i \in \{1, 2, ..., n\} \);

3) If \( S_i(t) \leq 0 \) for all \( i = 1, 2, ..., n \), \( \hat{\Theta}_i \) and \( \hat{\chi}_i \) are not updated and keep constant. Goto 5) to output parameters directly;

4) If \( S_i(t) > 0 \) for some \( i \in \{1, 2, ..., n\} \), \( \hat{\Theta}_i \) and \( \hat{\chi}_i \) are not needed to be updated. Set the current time instant to the switching time, i.e., set \( m := m+1 \). t^m_s := t.

Then, do the following: a)

a) Update \( \hat{\Theta}_i \). For \( i = 1, 2, ..., n \), if \( S_i(t^m_s) > 0 \), set \( \sigma_i(t^m_s) := \sigma_i(t^m_s) + 1 \) and update \( \hat{\Theta}_i(t^m_s) \) by (9); otherwise \( \sigma_i, \hat{\Theta}_i \) are not updated;

b) Update \( \hat{\chi}_i \). For \( i = 1, 2, ..., n \), recompute \( s_i(t^m_s) \), if \( |\hat{\chi}_i(t^m_s)| \geq |\hat{\chi}_i(t^m_s)| \), update \( \hat{\chi}_i(t^m_s) := s_i(t^m_s) + \varsigma \) to make \( |\hat{\chi}_i(t^m_s)| < \hat{\chi}_i(t^m_s) \); otherwise \( \hat{\chi}_i \) is not updated;

c) Reset \( \eta_i \). For \( i = 1, 2, ..., n \), recompute \( \hat{\chi}_i \), and if \( V_i(t^m_s, t^m_s) \geq \eta_i(t^m_s) \), reset \( \eta_i(t^m_s) := V_i(t^m_s, t^m_s) + \varepsilon \) to make \( S_i(t^m_s) < 0 \); otherwise \( \eta_i \) is not updated;

5) Output the current \( \sigma_i, \hat{\Theta}_i, \hat{\chi}_i \).

to zero in finite time. By (5)-(8), (10), (15) and (16), we can see that all the states will converge to zero in finite time. Please see Claim 1c and its proof in Section 3.3 for details.

Remark 7: (New supervisory functions) In order to deal with the unstructured uncertainties \( h_i(\pi_i), f_i(\pi_i) \) in each channel of the system (1). The proposed virtual/real control effort \( x_{i+1} \) in (6) or (8) contains adaptive parameters \( \hat{\chi}_i, \hat{\Theta}_i \) for \( i = 1, 2, ..., n \). Therefore, to guarantee the stability, we need to successively show the boundedness of the parameters \( \hat{\chi}_i, \hat{\Theta}_i \) and state \( x_i \) for \( i = 1, 2, ..., n \). This makes the logic-based switching rule in the existing works invalid, where the adaptive parameters may only exist in the last control effort \( x_{n+1} = u \) [18]. Hence, we propose the new supervisory functions (20)-(21) to guide the logic-based switching. The new supervisory functions have the following two major differences from the existing methods, which are important for the boundedness of the adaptive parameters:

1) In the existing works [18], [21], the Lyapunov function is compared with a pre-specified time-varying function. However, for (20), the Lyapunov function \( V_i \) is compared with a dynamic variable \( \eta_i \) which is determined by the constructed auxiliary system (21). It relies on the current state information.

2) In [18], only one single supervisory function is used to guide the switching for the adaptive parameters. Yet, in our case, we have used \( n \) different supervisory functions \( S_i(t) \) to guide the switching for the adaptive parameters in every virtual control effort \( x_{i+1} \).

Note that the new supervisory functions and switching barrier Lyapunov function explained in Remark 5 make the the proposed method has some substantial differences with the existing methods, e.g., [18], [21] and [29]. This is reflected in the stability analysis in Section 3.3, where we propose a new 3-Claims procedure to show the finite time stability.

C. Main result and stability analysis

Based on the analysis in Sections 3.1 and 3.2, we have the following main result.

Theorem 1: Consider the nonlinear system in (1). Then, the controller (5)-(8) with Algorithm 1 can guarantee that:

1) All the signals in the closed-loop system are bounded for all \( t \in [0, +\infty) \), and;

2) All the states will converge to zero in finite time.

The proof for the above result will be presented in this subsection. According to Remark 6, we can define a switching time sequence \( \{0 = t^0_s < t^1_s < ... < t^m_s < ... \leq +\infty \} \) such that

\[
\tau^m_s + 1 = \inf\{t|t \geq t^m_s, S_i(t) > 0, i \in \{1, 2, ..., n\}\}. \tag{24}
\]

During time interval \( [t^m_s, \tau^m_s + 1] \), the supervisory function satisfies \( S_i(t) = V_i(t^m_s, t^m_s) - \eta_i(t) \leq 0 \) for \( i = 1, 2, ..., n \). Meanwhile, \( \sigma_i, \hat{\Theta}_i, \hat{\chi}_i (i = 1, 2, ..., n) \) are all constants on \( [t^m_s, \tau^m_s + 1] \), i.e., \( \sigma_i(t) = \sigma_i(t^m_s), \hat{\Theta}_i(t) = \hat{\Theta}_i(t^m_s), \hat{\chi}_i(t) = \hat{\chi}_i(t^m_s) \) for all \( t \in [t^m_s, \tau^m_s + 1] \).
The proof will be obtained by proving the following three claims, i.e., Claims 1a, 1b and 1c. Claim 1a tries to show the boundedness of signals in the system if the number of switchings is finite. Next, Claim 1b attempts to show the number of switchings is indeed finite. Finally, Claim 1c proves the finite time stability.

**Claim 1a.** For any finite integer \( m \), we have

1) The closed loop nonlinear system admits continuous solution \( \tau_n(t) \) on \( [t_0^m, t_{s_1}^m+1) \);
2) There exists a positive constant \( \delta_i^m \) such that \(|s_i(t)| \leq \hat{\chi}_i(t_{s_i}^m) - \delta_i^m \) for \( i = 1, 2, ..., n \) on \( [t_i^m, t_{s_i}^m+1] \);
3) All the signals in the system are bounded on \( [t_i^m, t_{s_i}^m+1] \).

**Proof:** According to Algorithm 1 and Remark 6, we know during each time interval \( [t_i^m, t_{s_i}^m+1] \), the initial condition satisfies \(|s_i(t_{s_i}^m)} < \hat{\chi}_i(t_{s_i}^m) \) and the barrier \( \hat{\chi}_i \) remains to be constant. Hence, (10) and (15) become traditional barrier Lyapunov functions on each \( [t_i^m, t_{s_i}^m+1] \). Therefore, according to the theory of barrier Lyapunov functions [28] and the fact that \( V_i(\tau_i, t) \leq \eta_i(t) \) on each \( [t_i^m, t_{s_i}^m+1] \), we can show the virtual control error \( s_i(t) \) is constrained for each \( [t_i^m, t_{s_i}^m+1] \), i.e., \(|s_i(t)| \leq \hat{\chi}_i(t_{s_i}^m) - \delta_i^m \) for \( \forall t \in [t_i^m, t_{s_i}^m+1] \). This implies that at switching time \( t_{s_i}^m \), (11) will become

\[
V_i \leq -a_1 V_i + Q_1 \eta_{i-1}^1 + c_{12} s_{i-1}^1 + c_{12} s_{i-1}^1 + a \eta_{i-1} \tag{25}
\]

with \( a_1, Q_1 \) defined in (21).

On the other hand, the auxiliary variable \( \eta_i(t) \) in (21) satisfies

\[
\eta_i = -a_1 \eta_{i-1}^1 + Q_1 \eta_{i-1}^1 + c_{12} s_{i-1}^1 + c_{12} s_{i-1}^1 + a \eta_{i-1} \tag{26}
\]

where \( \eta_i(t) \) is bounded on \( [t_i^m, t_{s_i}^m+1] \) for any \( m + 1 > m \) without resetting \( \eta_i(t) \). This means that \( \theta_1 \) will not be updated after \( t_{s_i}^m \) which contradicts the fact that \( \theta_1 \) is bounded for each \( t_i^m \).

**Proof of Algorithm 1-4** in Switching logic.

From Lemma 4 and (25)-(26), we know \( V_i(x_i(t), t) \leq \eta_i(t) \) will hold on \( [t_i^m, t_{s_i}^m+1] \) for any \( m + 1 > m \) without resetting \( \eta_i(t) \). This means that \( \theta_1 \) will not be updated after \( t_{s_i}^m \) which contradicts the fact that \( \theta_1 \) is bounded for each \( t_i^m \).

**Step 2.** We will prove \( \tilde{\chi}_2, \tilde{\theta}_2 \) have finite numbers of switchings.

The proof will be conducted on \( [t_i^m, t_{s_i}^m+1] \) where \( t_i^m \) denotes the time instant when \( \hat{\chi}_1, \hat{\theta}_1 \) stop switching and keep constant.

1) Show \( \tilde{\chi}_2(t) \) does not switch on \( [t_i^m, t_{s_i}^m+1] \).

Note that \( \theta_1 \) is not updated on \( [t_i^m, t_{s_i}^m+1] \). Meanwhile, according to Claim 1a, we know \( s_2 \) is continuous on \( [t_i^m, t_{s_i}^m+1] \). Then, by (6) and (7), \( s_2 \) is continuous on \( [t_i^m, t_{s_i}^m+1] \). Also by Claim 1a, we have \( |s_2(t)| \leq \tilde{\chi}_2(t_i^m) - \delta_2^m \) for any finite integer \( m \). Therefore, according to Algorithm 1-4) in Switching logic, \( \tilde{\chi}_2 \) will not be updated on \( [t_i^m, t_{s_i}^m+1] \) since \( s_2(t) \) will never transgress the barrier \( \tilde{\chi}_2(t_i^m) \).

2) Show \( \tilde{\theta}_2(t) \) has a finite number of switchings.

This is proved by contradiction. We suppose \( \tilde{\theta}_2(t) \) will switch infinitely times.

First, since \( \tilde{\chi}_2 \) is not updated on \( [t_i^m, t_{s_i}^m+1] \), we have \( |s_2(t)| \leq \tilde{\chi}_2(t_i^m) \) for \( t \in [t_i^m, t_{s_i}^m+1] \). In addition, from Claim 1a, we know \( \tilde{\chi}_2(t_i^m) \) is bounded.

Using (26) in Step 1 we know \( \eta_i \) satisfies

\[
\eta_i = -a_1 \eta_{i-1} + Q_1 \eta_{i-1} + c_{12} s_{i-1} + c_{12} s_{i-1} + a \eta_{i-1} \tag{26}
\]

where \( \eta_i(t) \) is bounded on \( [t_i^m, t_{s_i}^m+1] \) for any finite integer \( m \). Therefore, it can be concluded that \( 0 \leq V_i \leq \eta_i \) is bounded by a constant irrelevant with \( m \) (see Corollary 1 in [33]). Then, from the barrier Lyapunov function (10), we know \(|s_i(t)| \leq \eta_i(t) \). Therefore, it can be concluded that \( 0 \leq V_i \leq \eta_i \) is bounded by a constant irrelevant with \( m \). From (6) and (7), we know \( x_2, x_2 \) are both bounded by constants irrelevant with \( m \).

Hence, we conclude that on \( [t_i^m, t_{s_i}^m+1] \), \( h_2, F_2 \) and \( F_2, \tilde{\theta}_2, \tilde{\chi}_2 \) in (17) satisfy

\[
|h_2| \geq h_2 > 0
\]
0 \leq F_2(\bar{\xi}_2, \hat{\Theta}, \bar{\xi}_2) \leq \bar{F}_2

where \( h_2, \bar{F}_2 \) are positive constants irrelevant with \( m \). Here, we also use the fact that \( \hat{\chi}_1, \hat{\chi}_2, \hat{\Theta}_1 \) are constants on \([t_m, t_{m+1}]\).

Then, from tuning rule (9), there exists a finite integer \( m_2 \geq m_1 \) such that at switching time \( t_{m_2} \), we have

\[
sgn(\hat{\Theta}_2(t_{m_2}^+)) = sgn(h_2(\bar{\xi}_2)),
\]

\[-h_2K_2\hat{\Theta}_2(t_{m_2}) \leq -h_2K_2\hat{\Theta}_2(t_{m_2}^+) < 0,
\]

\[F_2(\bar{\xi}_2, \hat{\Theta}_1, \bar{\xi}_2) - h_2\hat{\Theta}_2(t_{m_2}) \leq \bar{F}_2 - h_2(\hat{\Theta}_2(t_{m_2})) < 0
\]

This implies that (17) will become

\[V_2 \leq -a_2V_2 \frac{1}{\alpha} - Q_2s_2^{1+\alpha} + c_{21}s_1^{1+\alpha} + c_{23}s_3^{1+\alpha}
\]  

(27) at switching time \( t_{m_2} \) with \( a_2, Q_2 \) defined in (21).

On the other hand, the auxiliary variable \( \eta_2(t) \) in (21) satisfies

\[\eta_2 = -a_2\eta_2 \frac{1}{\alpha} - Q_2s_2^{1+\alpha} + c_{21}s_1^{1+\alpha} + c_{23}s_3^{1+\alpha}
\]

where \( \eta_2(t_{m_2}) \geq V(\bar{\xi}_2(t_{m_2})), \eta_2(t_{m_2}) \) according to Algorithm 1-5 in Switching logic.

From Lemma 4 and (27)-(28), we know \( V_2(\bar{\xi}_2(t), t) \leq \eta_2(t) \) will hold on \([t_{m_2}, t_{m+1}]\) for any \( m + 1 > m_2 \) without resetting. This means that \( \hat{\Theta}_2 \) will not be updated after \( t_{m_2} \) which contradicts the fact that \( \hat{\Theta}_2 \) has an infinite number of proof.

Step i(3 \leq i \leq n). By repeating the above procedures, we can show all the parameters \( \hat{\Theta}_i, \hat{\chi}_i(i = 1, 2, ..., n) \) have finite numbers of switchings. Statement 1) in Claim 1b is proved

Next, for Statements 2)-3) in Claim 1b, according to Claim 1a, they hold naturally when the number of switchings is finite. In fact, there must exist a finite integer \( m_n \) such that the switching time \( t_{m_{n+1}} = +\infty \). The proof is completed.

**Claim 1c. All the states will converge to zero in finite time.**

**Proof:** From Claim 1a, we know \( |s_i(t)| < \chi_i(t_{m_{n+1}}) = \hat{\chi}_i(t)(i = 1, ..., n) \) for all \( t \in [t_{m_n}, t_{m_{n+1}}] \). Then, we have \( V_i \geq 0, i \in \{1, 2, ..., n\} \) by (10), (15) and Proposition 2. From Claim 1b, we know the number of switchings is finite. This implies that there exists a finite switching time \( t_{m_{n+1}} \) where \( m_n \) is a finite integer and \( t_{m_{n+1}} = +\infty \). When \( t \in [t_{m_n}, t_{m_{n+1}}] = [t_{m_n}, +\infty) \), \( 0 \leq V_i \leq \eta_i \) holds for all \( i \in \{1, 2, ..., n\} \) without resetting \( \eta_i \). Then, on \([t_{m_n}, +\infty)\), by (21)-(23) we have

\[\hat{\eta} \leq -a'\hat{\eta}\]

where \( a' > 0 \) is a positive parameter, \( \gamma \triangleq \frac{1+\alpha}{\alpha} \in (0, 1) \).

Therefore, during time interval \([t_{m_n}, +\infty)\), we have

\[0 \leq \sum_{i=1}^{n} V_i \leq \eta(t)\]

\[\leq [\eta^{1-\gamma}(t_{m_n}) - a'(1-\gamma)(t-t_{m_n})]^{\frac{1}{1-\gamma}}.
\]

Note that by Claim 1b, all the signals including \( \eta(t_{m_n}) \) are bounded on \([0, +\infty)\). Hence, we can conclude that after finite time \( t_{m_n} + \frac{1}{a'(1-\gamma)} \), \( \hat{\eta} \) and \( V_i(i = 1, 2, ..., n) \) will converge to zero. By (5)-(8), (10), (15) and (16), we know \( s_1 = x_1, x_1^2, x_2, s_2, x_2^2, x_3, ..., x_n \) will also converge to zero in finite time. The proof is completed.

**IV. Examples**

In this section, an illustrative example is presented. Note that some further discussions about convergence speed, control overshoot, controller parameters selection, comparison with existing asymptotic control methods and control of third order nonlinear systems are put in Appendix F in the supplementary file.

**Example 1:** Given a second order nonlinear system by (1) with \( n = 2 \), we consider the following six cases:

Case A : \( h_1 = 1, h_2 = 0.8, f_1 = \bar{f}_1, f_2 = \bar{f}_2 \);

Case B : \( h_1 = 1, h_2 = -0.8, f_1 = \bar{f}_1, f_2 = \bar{f}_2 \);

Case C : \( h_1 = 1, h_2 = 0.8, f_1 = 5\bar{f}_1, f_2 = 5\bar{f}_2 \);

Case D : \( h_1 = -1, h_2 = 0.8, f_1 = \bar{f}_1, f_2 = \bar{f}_2 \);

Case E : \( h_1 = -1, h_2 = 0.8, f_1 = \bar{f}_1, f_2 = \bar{f}_2 \);

Case F : \( h_1 = -1, h_2 = 0.8, f_1 = f_1^*, f_2 = f_2^* \)

where \( \bar{f}_1 \triangleq 0.1\sin(x_1) ; \bar{f}_2 \triangleq -4.9\sin(x_1) + 0.05\sin(x_1)e^{-x_2} + 0.1\sin(x_2)x_2^2, f_1^* \triangleq -32x_1^2/2 - x_2^2/2 \) and \( f_2^* \triangleq 0.1\sin(x_2) \). Case A is the nominal case. It can be used to describe the dynamics of a single link robot manipulator [34]. Other five situations represent the variation of control directions and modeling uncertainties. Specifically, Case F indicates that the whole system has been changed into another form. The initial conditions are \( x_1(0) = 0.1, x_2(0) = 0.2 \). For the controller design, we assume \( h_1, h_2, f_1, f_2 \) are all unknown.

1) **Effectiveness of the logic-based switching**

The controller is designed by (5)-(8). The controller parameters are set as: \( K_1 = \bar{U}_1 = K_2 = U_2 = 1, \alpha = 41/49, \hat{\chi}_1 = \hat{\chi}_2(0) = 2, \hat{\Theta}_1(0) = \hat{\Theta}_2(0) = 0.1 \) and for \( \sigma_1(t) \geq 1(i = 1, 2) \), we have \( \theta_i(t) = (-1)^{\nu(t)}(\iota_1 + \iota_2\sigma_1) \) where \( \iota_1 = \iota_2 = 1 \). \( \hat{\Theta}_1, \hat{\Theta}_2, \hat{\chi}_1, \hat{\chi}_2 \) are updated by Algorithm 1 with \( \zeta = 4, \epsilon = 0.01, a_1 = a_2 = 0.2, Q_1 = Q_2 = c_{11} = c_{21} = 1 \).

The control performance is shown in Fig. 5. It can be seen that both states converge to zero in a very short time for the above six situations. This implies that the finite time stability has been achieved despite multiple unknown control directions and unstructured uncertainties.

Next, set \( \hat{\chi}_2(0) = 0.8, \hat{\chi}_1(0) = 2 \). The variations of \( s_1, \Theta_1, \chi_1(i = 1, 2) \) are shown in Fig. 6. Note that \( s_1 \) is constrained into the tube \([-2, 2] \). This shows the validity of the barrier Lyapunov function \( V_1 \) in (10). Also we can see \( s_2 \) is constrained into the tube \([-0.8, 0.8] \) during time interval \([0, 1.35] \) and is larger than \( \hat{\chi}_2(0) = 0.8 \) at time instant 1.35s. Therefore, \( \hat{\chi}_2 \) jumps to 4.8 to contain \( s_2 \) in the later time. The reason for \( s_2 \) jumping outside 8.0 is that \( \hat{\Theta}_1 \) is updated at 1.35s. Note that though \( s_2 \) transgresses over the barrier \( \hat{\chi}_2(0) = 0.8, s_1, s_2 \) still can converge to zero in finite time. All these show the effectiveness of the switching barrier Lyapunov function.

2) **Comparison with Nussbaum-gain method**

Consider the system described by Example 1. Given a finite time controller by (5)-(8) with the same parameters in
Example 1, and another controller designed by Nussbaum-gain technique:

\[ u = N_2(\xi_2)v_2, \]

\[ v_2 = K_2 s_2 + \frac{U_2 s_2}{\lambda^2 - s_2^2}, \]

\[ \dot{\xi}_2 = \frac{s_2 v_2}{\lambda^2 - s_2^2}, \]

where

\[ s_2 = x_2 - x^*_2, \]

\[ x^*_2 = N_1(\xi_1)v_1, \]

\[ v_1 = K_1 s_1 + \frac{U_1 s_1}{\lambda^2 - s_1^2}, \]

\[ \dot{\xi}_1 = \frac{s_1 v_1}{\lambda^1 - s_1^1}. \]

\[ N_i(\xi_i) (i = 1, 2) \] are Nussbaum functions such that \( N_i(\xi_i) = \xi_i^2 \cos(\xi_i) \). \( K_1, U_1, K_2, U_2, \lambda_1, \lambda_2 \) are positive design parameters. The parameters are set as: \( K_1 = U_1 = 1, K_2 = U_2 = 4, \lambda_1 = 2, \lambda_2 = 1 \). Using these parameters, a satisfactory control performance can be obtained in the nominal case. This controller is a variation of the method in [15], which adapts to the unstructured uncertainties.

Fig. 2 shows the state trajectories and variation of control effort in Case A. We can see that the finite time control method has a faster convergence speed and higher precision than Nussbaum-gain method. In fact, the states by finite time control is around \( 3.75 \times 10^{-5} \) after 6.5s, while states by Nussbaum-gain method is 0.01. Moreover, the proposed method has a smaller overshoot and control effort than Nussbaum-gain method. The reason for this may be that the proposed method can find a proper control direction quickly by switching logic.

Next, with the same controller parameters, we consider the control performance in Cases B-F. Fig. 3 shows the state trajectories in Cases B and C. We can see that in both cases, the proposed method has a superior performance with smaller overshoot and faster convergence rate. Fig. 4 demonstrates the state trajectories in Cases D and E, it can be seen that control performance of Nussbaum-gain method deteriorates a lot. For Case F, the Nussbaum-gain method has become highly unstable. All these show the stronger robustness of the proposed method.

Example 2: To further verify the validity of the proposed method, an experiment is conducted. The experimental platform is shown in Fig. ?? . It involves the following three main parts: (1) A DC brush motor with an encoder; (2) A STM32F407 control board. The control board samples the actual velocity every millisecond, which aims to realize the velocity closed-loop control. (3) A H bridge drive circuit board. We assume that we do not know the control direction. The controller parameters are set as: \( K_1 = 10, K_2 = 12, \theta_1(0) = 0.5 \) and for \( \sigma_1(t) \geq 1 \), we have \( \theta_1(\sigma_1) = (-1)^{\sigma_1(t)}(\epsilon_{11} + \epsilon_{12} \sigma_1) \), where \( \epsilon_{11} = \epsilon_{12} = 1 \). The experimental results are shown in Fig. ?? . Fig. ?? shows the tracking performance. Fig. ?? shows the variations of \( V, \eta \) and control input. We can see that the system output can track the reference signal accurately.

V. CONCLUSIONS

In this paper, two kinds of logic-based switching adaptive controllers are proposed. The finite time stability can be guaranteed for the nonlinear systems suffering from multiple unknown control directions and unstructured uncertainties. Future work will be focused on extending the presented design approach to general hybrid systems.
According to the Initialization in Algorithm 1, we know $|s_i(t)| < \hat{x}_i(t_0^i)(i = 1,2,...,n)$. Meanwhile, nonlinear functions $h_i(\pi_i), f_i(\pi_i)$ in (1) are continuously differentiable and adaptive parameters $\hat{x}_i, \Theta_i$ are constants on $[t_0^i, t_1^i)$. Then, according to [28] and [35], we know the above statement is true.

2) Prove $t^*$ can be extended to $t_1^i$. That is the closed loop system admits continuous solution $\pi_n(t)$ on $[t_0^i, t_1^i)$ with $|s_i(t)| < \hat{x}_i(t_0^i)$ for $\forall i = 1,2,...,n$.

This is proved by contradiction. If this is not true, then $t^* < t_1^i$ and there exists an integer $i' \in \{1,2,...,n\}$ such that as $t \to t^*$, $|s_{i'}(t)| \to \hat{x}_{i'}(t_0^{i'})$. Meanwhile, $|s_i(t)| < \hat{x}_i(t_0^i)$ for $\forall i = 1,2,...,n$ on $[t_0^i, t^*)$.

Note that from (23), we know $\tilde{\gamma} \leq a' \eta^{\frac{a}{a+1}} \tilde{\gamma} \leq 0$ where we have used the fact that $\eta_i \geq V_i \geq 0(i = 1,...,n)$ on $[t_0^i, t^*)$. This means that all the Lyapunov functions $V_i(\pi_i(t) = 1,...,n)$ are bounded. Next, analysis will be taken on each step in the controller design to seek a contradiction.

$Step\ 1$. Since $V_1$ is bounded, from (10) we conclude that there exists a positive constant $\delta_1^0$ such that $|s_1| \leq \hat{x}_1(t_0^1) - \delta_1^0$. Using (6) and (7), we know $x_2', x_2$ are both bounded.

$Step\ 2(2 \leq i \leq n)$. Due to $x_1^*, V_1$ are bounded, from Proposition 2 we know there exists a positive constant $\delta_i^0$ such that $|s_i| \leq \hat{x}_1(t_0^1) - \delta_i^0$. Using (6)-(8), we conclude that $x_{i+1}, x_{i+1}$ are both bounded with $x_{n+1} = 0$.

Therefore, we have $|s_i| \leq \hat{x}_1(t_0^1) - \delta_i^0$ for $i = 1,2,...,n$. This contradicts the fact that there exists an integer $i' \in \{1,2,...,n\}$ such that when $t \to t^*$, $|s_{i'}(t)| \to \hat{x}_{i'}(t_0^{i'})$. Then, we can conclude that the system has continuous solution on $[t_0^i, t_1^i)$ with $|s_i(t)| < \hat{x}_i(t_0^i)$.$\\n
3) Prove Claim 1a’ is true. This can be proved by following the line of the above procedures and using the fact that $|s_i(t)| < \hat{x}_i(t_0^i)$ for $i = 1,2,...,n$ on $[t_0^i, t_1^i)$. 

**Part II**

We will prove Claim 1a holds for any finite integer $m$.

According to Claim 1a’, we know the system admits continuous solution on $[t_0^i, t_1^i)$. Then, by Algorithm 1 and Remark 6, it is not hard to show at switching time $t_1^i$ we have

1) $s_i(t_1^i), \hat{x}_i(t_1^i), \eta_i(t_1^i), V_i(\pi_i(t_1^i), t_1^i)$ are all bounded for $\forall i = 1,2,...,n$;

2) $|s_i(t_1^i)| < |\hat{x}_i(t_1^i)|$ and $\eta_i(t_1^i) > V_i(\pi_i(t_1^i), t_1^i)$ for $\forall i = 1,2,...,n$.

Then, by regarding $t_1^i$ as a new initial time and repeating the procedures in Claim 1a’, we can prove Claim 1a holds with $m = 1$. Similarly, we can prove the result for any finite $m$. The proof is completed.
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