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Abstract—The perception system in personalized mobile agents requires developing indoor scene understanding models, which can understand 3D geometries, capture objectiveness, analyze human behaviors, etc. Nonetheless, this direction has not been well-explored in comparison with models for outdoor environments (e.g., the autonomous driving system that includes pedestrian prediction, car detection, traffic sign recognition, etc.). In this paper, we first discuss the main challenge: insufficient, or even no, labeled data for real-world indoor environments, and other challenges such as fusion between heterogeneous sources of information (e.g., RGB images and Lidar point clouds), modeling relationships between a diverse set of outputs (e.g., 3D object locations, depth estimation, and human poses), and computational efficiency. Then, we describe MMISM (Multi-modality input Multi-task output Indoor Scene Understanding Model) to tackle the above challenges. MMISM considers RGB images as well as sparse Lidar points as inputs and 3D object detection, depth completion, human pose estimation, and semantic segmentation as output tasks. We show that MMISM performs on par or even better than single-task models; e.g., we improve the baseline 3D object detection results by 11.7% on the benchmark ARKitScenes dataset.
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I. INTRODUCTION

At the core of the perception system in autonomous or intelligent agents is a scene understanding model that acts to process the multi-sensory signals from the environment, generating diversified outputs according to human requests. A well-known example is an autonomous driving system, where the inputs are images from RGB cameras, point clouds from Lidar sensors, and electromagnetic waves from Radar sensors, and the outputs are pedestrian prediction, vehicle tracking, and traffic sign recognition [2], [33]. Although there are recent trends in developing efficient and high-performance scene understanding models, the focus is mostly on outdoor environments [2], [33], [7], [16], [19], while the study in indoor environments has not been well-explored. In the following, we identify several challenges for developing scene understanding models for indoor mobile agents.

The main challenge is insufficient, or even no, labeled data in real-world indoor environments. Specifically, none of the existing indoor scene understanding datasets [15], [27], [3], [32], [1] provide all data labels for tasks encompassing depth completion, semantic segmentation, 3D object detection, and human pose estimation. To deal with this challenge, in this paper, we start with the ARKitScenes dataset [1] (a large-scale indoor dataset with images and Lidar points) that provides sparse depth and 3D object detection labels. We then combine techniques including self-supervised sparse-to-dense depth completion [20], knowledge distillation on pre-trained image segmentation models [4], [28], and training on external human pose estimation datasets [18], [40] to create an indoor scene understanding model.

In addition to the main challenge, there is also a challenge of how to fuse multi-sensory inputs. Different sensors provide heterogeneous sources of information, such as RGB cameras providing dense 2D color information and Lidar sensors providing sparse 3D location information. A proper fusion between various features brings complementary information together, yet the difficulty lies in how we align features in different spaces [36], with different structures [35], or with different densities [23]. In this paper, we consider sparse Lidar points and RGB images from mobile agents as multi-sensory inputs, fusing them for depth completion and 3D object detection tasks.

Another challenge is modeling the relationship among multi-task outputs. Particularly, tasks are often correlated in scene understanding models. For instance, 3D object detection aims to detect an object’s 3D location, which may benefit from depth estimation. Similar to performing fusion between multi-sensory inputs, relationship modeling among multi-task outputs has the challenge that different task outputs may lie in different spaces, structures, or densities. We also must be cautious about training multi-task models, as the training can be unstable in comparison to training on single-task models [29]. In this paper, we find that 1)
semantic segmentation outputs can help improve 3D object detection and 2) the multi-task model performs on par or even better than the single-task models.

The last challenge is computational efficiency. Since we aim to design scene understanding models for indoor mobile agents, we must ensure the model is efficient, especially during inference. This demand becomes even more challenging when we consider a multi-task setting. In this paper, we present to share feature backbones across different tasks instead of stacking individual single-task models; otherwise, the computation will be too high.

Putting everything together, we introduce the Multi-modality input Multi-task output Indoor Scene understanding Model (MMISM), which to our knowledge is the first scene understanding model for indoor environments that provides a combination of depth completion, semantic segmentation, 3D object detection, and human pose estimation. We provide quantitative and qualitative results across all tasks in the experiments section. We find that MMISM achieves on-par or better performance than single-task models. In particular, MMISM improves the baseline 3D object detection by 11.7% on the benchmark ARKitScenes dataset [1].

II. RELATED WORK

Popular outdoor scene understanding datasets, such as Kitti [7], NuScenes [2], Argo [37], and Waymo Open [33] datasets, contain a diverse set of output tasks, advancing self-driving autonomous agents on vehicle detection, pedestrian detection, vehicle tracking, human behavior prediction, etc. Popular indoor scene understanding datasets, such as ScanNet [5], Matterport3D [3], Replica [32], and ARKitScenes [1] datasets, are usually combined with simulated platforms, such as Habitat [30] and iGibson [15], for facilitating embodied artificial intelligence, including goal navigation and instruction following. Between existing indoor and outdoor datasets, there are two key differences. First, the types of objects are different. Outdoor datasets contain a lot of moving objects (vehicles and pedestrians), and indoor datasets contain more non-moving objects (furniture, appliance, or office supplies). Objects in indoor environments can be very small, such as a pencil or a brooch (specifically, small relatively at room scale). The difference between object types imposes distinct challenges for indoor or outdoor object detection. Second, the scales of the environment are different. Outdoor environments are assumed to be infinitely large, while indoor environments are limited by the size of rooms or halls. The scale difference makes depth estimation notoriously challenging for indoor scenes and very different from outdoor scenes [13]; especially when we want to obtain accurate depth using less powerful mobile hardware. This paper focuses on studying indoor scene understanding. It is worth noting that we propose to add human pose estimation capabilities for indoor mobile agents by leveraging additional labels in the external MS-COCO dataset [18].

We select ARKitScenes [1] as our primary dataset for three reasons: 1) ARKitScenes is one of the largest released indoor scene understanding datasets; 2) ARKitScenes contains diverse data from rooms in houses across different countries and socioeconomic statuses; and 3) ARKitScenes data is collected using mobile hardware, making it suitable for studying scene understanding models for indoor mobile agents. ARKitScenes provides inputs for MMISM: RGB
images (256×192 resolution) and sparse Lidar points (64×48 Lidar points evenly sub-sampled from the depth image using ARKit SDK\(^2\)).

Since ARKitScenes comes with depth information and 3D object labels, we can perform and evaluate depth completion and 3D object detection tasks. Nonetheless, it does not directly support semantic segmentation and human pose estimation tasks. To provide semantic segmentation capability in MMISM, we apply the pre-trained semantic segmentation model, Mask2Former [4] trained on ADE20K dataset [39], on ARKitScenes images; performing knowledge distillation [9] from Mask2Former’s output to MMISM’s output.

To add human pose estimation, we rely on the external MS-COCO human pose dataset [18].

**Training Procedure.** Now we discuss the training procedure for MMISM, and readers can refer to Figure 1 (b).

1) Perform inference of the Mask2Former [4] model to obtain teacher labels for the semantic segmentation task.
2) Perform a forward-pass for the rgb images and the sparse lidar points to the non-pointcloud backbones and heads, obtaining predictions for the pose estimation, semantic segmentation, and depth completion tasks.
3) Combine RGB images and the predicted dense depth, performing a forward-pass of it to the point cloud backbone, fusing the point cloud features with predicted semantic segmentation labels. Then, perform a forward-pass for the fused features, obtaining predictions for the 3D object detection.
4) Perform back propagation between all predictions and (teacher) labels.

Our training is performed on 8 Nvidia V100 nvlink gpus with a batch size of 96 for 100 epochs. We consider the following loss:

\[
\mathcal{L}_{\text{Total}} = 0.05 \cdot \mathcal{L}_{\text{Depth Completion}} + \mathcal{L}_{\text{Semantic Segmentation}} + \mathcal{L}_{\text{Object Detection}} + \mathcal{L}_{\text{Human Pose Estimation}}
\]

We choose the Adam optimizer with a learning rate of \(1 \times 10^{-3}\) with the exception of \(1 \times 10^{-4}\) for the depth completion head. We consider the same training and test split released in ARKitScenes. We only use the training split in MS-COCO.

**Inference.** We test the inference on two different setups. On a Nvidia V100 nvlink gpu, the inference for MMISM takes 63 ms, pose estimation alone takes 14 ms, semantic segmentation alone takes 14 ms, depth completion alone takes 12 ms, and 3D object detection alone takes 48 ms. On a Nvidia RTX-3080 gpu, the inference for MMISM takes 47 ms, pose estimation alone takes 5 ms, semantic segmentation alone takes 5 ms depth completion alone takes 4 ms, and 3D object detection alone takes 41 ms. We can see that the 3D object detection task is the current bottleneck for inference efficiency. Note that our future work focuses on not only improving the efficiency of the 3D object detection task but also speeding up neural network inference using TensorRT or onnx.
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B. Depth Completion

We consider a self-supervised depth completion setup [20] that takes sparse Lidar points (64×48 points) and monocular images (256×192 resolution) as inputs, and outputs dense depth images (depth values for 256×192 resolution). Note that the self-supervised setup avoids the need for dense depth as supervision signals. We show in Figure 1 that our depth completion network comprises a RGB-image backbone, a sparse depth backbone, a RGB-image neck, and a depth completion head. We consider the RegNetX-400m [26] as the RGB-image backbone (denoted as backboneRGB), and a customized sparse depth backbone (illustrated in Figure 1 (c) and denoted as backboneSPD). We consider the depth completion head (denoted as headD) in the MonoIndoor [13] approach, which contains a depth estimation network (denoted as headDpose) and a pose estimation network (denoted as headD). We give an overview of how our depth completion is trained, and for more details, we refer readers to the original paper [20] that does sparse-to-dense depth completion. We trained, and for more details, we refer readers to the original paper [20] that does sparse-to-dense depth completion.

For the current RGB image (denoted as RGB-image backbone (denoted as backboneRGB), and a customized sparse depth backbone, a RGB-image neck, and a depth completion head. We consider the RegNetX-400m [26] as the RGB-image backbone (denoted as backboneRGB), and a customized sparse depth backbone (illustrated in Figure 1 (c) and denoted as backboneSPD). We consider the depth completion head (denoted as headD) in the MonoIndoor [13] approach, which contains a depth estimation network (denoted as headDpose) and a pose estimation network (denoted as headD). We give an overview of how our depth completion is trained, and for more details, we refer readers to the original paper [20] that does sparse-to-dense depth completion. We trained, and for more details, we refer readers to the original paper [20] that does sparse-to-dense depth completion. We trained, and for more details, we refer readers to the original paper [20] that does sparse-to-dense depth completion. We trained, and for more details, we refer readers to the original paper [20] that does sparse-to-dense depth completion.

Lastly, we consider a knowledge distillation loss (Lknowledge) in literature [9] for the semantic segmentation loss LSemantic Segmentation:

$$L_{\text{Semantic Segmentation}} = L_{\text{knowledge}}(\text{sem}_{\text{seg}}^{\text{student}}, \text{sem}_{\text{seg}}^{\text{teacher}}).$$

D. 3D Object Detection

Differing from previous tasks, 3D object detection considers a point cloud backbone and head. As suggested in the ARKitScenes paper [1], we use the VoteNet [22] network to perform 3D object detection. Specifically, we consider the PointNet++ [25] network as the feature backbone (denoted as backbonePC) and the VoteNet head as the 3D object detection head (denoted as headO).

For the first step, MMISM takes the predicted dense depth from the depth completion task $d_t$, concatenating the corresponding RGB values with the image $i_t$. Then, we perform backward projection using the camera intrinsic and extrinsic matrices on the concatenated RGB-D images to obtain the colored point clouds:

$$\text{color}_{PC_t} = \text{backward projection}((d_t, i_t)).$$

Next, we obtain point clouds features $pc_{\text{feat}}t$ by passing $\text{color}_{PC_t}$ into the point clouds backbone backbonePC:

$$pc_{\text{feat}}t = \text{backbone}_{PC}(\text{color}_{PC_t}).$$

Since semantic segmentation and object detection are correlated, a straightforward way to improve object detection is by referencing the output from the semantic segmentation task. Note that our point cloud features $pc_{\text{feat}}t$ are a sparse set of high-level features of point clouds. To fuse $pc_{\text{feat}}t$ and the semantic segmentation predictions semsegstudent, we first query pixel coordinates given the 3D locations of $pc_{\text{feat}}t$, and then concatenate semsegstudent on those pixel coordinates with $pc_{\text{feat}}t$. Last, we can obtain the predicted 3D bounding boxes $\text{box}_t$:

$$\text{box}_t = \text{head}_O([pc_{\text{feat}}t, \text{queried(semsegstudent)})].$$

The object detection loss is then computed using the Hough voting loss $L_{\text{vote}}$ [22] between true 3D bounding boxes $\text{box}_t$ and the generated boxes $\text{box}_t$:

$$L_{\text{Object Detection}} = L_{\text{vote}}(\text{box}_t, \text{box}_t).$$

E. Human Pose Estimation

Since ARKitScenes does not contain humans, we need to leverage an additional dataset for human pose estimation, for which we select the MS-COCO human pose dataset [18]. We use the same RGB-image backbone backboneRGB and RGB-image neck neckRGB and consider the CenterNet [40].

\*Given camera parameters, we can obtain pixel coordinates from 3D locations using forward projection.
human pose estimation head (denoted as head\(_H\)). We obtain the estimated human pose \(\text{pose}_t\):

\[
\text{pose}_t = \text{head}_H(\text{neck}_{\text{RGB}}(\text{backbone}_{\text{RGB}}(i_1)))
\]

The human pose estimation loss is computed using the regression loss (\(L_{\text{regression}}\)) described in the CenterNet paper [40] between true human poses \(\text{pose}_t\) and the generated ones \(\text{pose}_g\):

\[
L_{\text{Human Pose Estimation}} = L_{\text{regression}}(\text{pose}_t, \text{pose}_g).
\]

### IV. Experiments

In this section, we show qualitative and quantitative results for our Multi-modality input Multi-task output Indoor Scene understanding Model (MMISM). For depth completion, semantic segmentation, and 3D object detection tasks, we perform training and evaluation on ARKitScenes dataset [1] using its released training and evaluation split. For the human pose estimation task, we train and evaluate on the MS-COCO human pose estimation dataset [18]. We also provide a generated video using MMISM in an indoor office in Supplementary.

#### A. Quantitative Results

**Depth completion task.** Following prior literature [6], we evaluate the performance of depth completion using the following metrics: mean absolute relative error (AbsRel), root mean squared error (RMS), and the accuracy under threshold \(\delta < 1.25\). The results are presented in Table I. We consider two baseline methods: MonoIndoor [13] and the Self-supervised Sparse-to-Dense [20] method. MonoIndoor performs depth estimation based on monocular images only. Self-supervised Sparse-to-Dense performs depth completion from both monocular images and sparse Lidar points. We note that Self-supervised Sparse-to-Dense is a special case of MMISM: when performing a single-task training on depth completion in our model.

First, we compare methods that utilize only monocular images versus monocular images and sparse Lidar points. We observe an obvious performance improvement from MonoIndoor to Self-supervised Sparse-to-Dense on AbsRel (0.238 to 0.048). The improvement suggests 1) indoor depth estimation is a challenging problem and 2) sparse Lidar points can greatly help improve the estimated depth even when these Lidar points are collected from accessible mobile hardware.

Next, we compare single-task-training and multi-task-training models. We find AbsRel improves from Self-supervised Sparse-to-Dense to MMISM (0.048 to 0.041), which indicates there are benefits of jointly-training multiple correlated tasks.

**Semantic segmentation task.** Recall that, for the semantic segmentation task, we perform knowledge distillation from the Mask2Former [4] model trained on the ADE20K [39] dataset. Since we do not have semantic segmentation labels in ARKitScenes, we instead evaluate the knowledge distillation performance. We treat the labels generated from the teacher model (Mask2Former) as true labels and compute the accuracy of the labels generated from the student model (MMISM). We consider the single-task training variant of MMISM as a baseline, reporting numbers in the left of Table II. We find that the multi-task training model performs on par with the single-task training model.

**3D object detection task.** We choose the evaluation metric to be the average precision with 3D IoU threshold 0.25 as proposed by prior literature [1], [22], [31] between the estimated 3D bounding boxes and true 3D bounding boxes. For the baseline method, we consider the original VoteNet [22] method in ARKitScenes [1], representing a model that performs single-task-training, without RGB images in the input, and without fusing the predictions from the semantic segmentation task. We also consider other variants of MMISM by removing the RGB-images from the input or removing the fusion from the semantic segmentation predictions. We present results in Table III.

First, we observe performance improvements from VoteNet to MMISM’s variants, which indicates that multi-task training can improve 3D object detection. Second, we compare different variants of MMISM. We find that removing the RGB-images from the input has the largest affect on performance, which drops from 0.476 to 0.433. Nonetheless, the fusion from the semantic segmentation predictions also helps to improve the model, which improves from 0.468 to 0.499.
476 when considering semantic fusion as the changing factor. In a nutshell, both multi-task training and cross-task fusion help improve 3D object detection, with a 11.7% gain from 0.426 to 0.476.

**Human pose estimation task.** We follow CenterNet [40] evaluation protocols to report average precision at IoU thresholds 0.75 between estimated and true human key points. We consider a baseline that performs only the single-task training. Results are presented in Table IV. The results are consistent with the previous tasks, showing that the multi-task training performs on par or better than the single-task training, where the performance improves from 0.474 to 0.499.

### B. Qualitative Results

In Figure 2, we present qualitative results for MMISM. First, we present human pose estimation results on the MS-COCO human pose dataset. Then, we show a sequence of outputs from MMISM on ARKitScenes for depth completion, semantic segmentation, and 3D object detection.

First, we look at the depth completion results. We see that the generated depth map allows us to capture the geometric information in the scene, and we note that we only consider monocular images and sparse Lidar points collected from mobile devices as inputs. Next, we look at the semantic segmentation results. We find there are a few pixels that are wrongly segmented with a jittery output. There are two explanations: 1) the model is applied per frame and there is no temporal module, and 2) the results are generated by performing knowledge distillation from a teacher model trained on a separate dataset. We believe 1) adding a temporal module can improve smoothing of semantic segmentation results, and 2) the segmentation will improve if we have semantic labels for supervised training. Additionally, we find that semantic segmentation predictions assume the ceiling is always on top. This assumption is flawed when the camera is rotated heavily (the third column in Figure 2). Then, we look at the 3D object detection results. We see that MMISM is able to perform accurate 3D object detection. Nonetheless, in the Supplementary video, we see the predictions jitter from frame to frame, and we believe that adding a temporal module can alleviate this jittering problem. Last, we look at the human pose estimation results. We find that, even if the environment contains a lot of people, our model can still identify the key points successfully.

### V. Conclusion

In this paper, we present Multi-modality input Multi-task output Indoor Scene understanding Model (MMISM) for indoor mobile agents. We tackle a critical challenge in indoor scene understanding: insufficient or even no labeled data in real-world indoor environments, by considering a mixture of 1) standard supervised training, 2) self-supervised training, 3) knowledge distillation, and 4) training using external datasets. Our design also addresses other challenges such as fusion between multi-sensory inputs, fusion between multi-task outputs, and computational efficiency. We train, evaluate, and demonstrate the efficacy of MMISM on the ARKitScenes dataset, since its data is collected using accessible mobile hardware. We believe this work sheds light on the advantage of designing multi-modal multi-task systems for indoor scene understanding. We hope our work inspires research and development on intelligent indoor mobile agents, such as fields in AR/VR, robotics, and home security systems.

We consider three future directions. First, we will deploy our inference to on-device mobile computes. Second, we plan to add a temporal module for MMISM to enable more tasks, such as tracking and human motion prediction. Third, we will connect MMISM with downstream tasks, such as using MMISM for human robot interaction.
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