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Abstract

In a hybrid speech model, both voiced and unvoiced components can coexist in a segment. Often, the voiced speech is regarded as the deterministic component, and the unvoiced speech and additive noise are the stochastic components. Typically, the speech signal is considered stationary within fixed segments of 20–40 ms, but the degree of stationarity varies over time. For decomposing noisy speech into its voiced and unvoiced components, a fixed segmentation may be too crude, and we here propose to adapt the segment length according to the signal local characteristics. The segmentation relies on parameter estimates of a hybrid speech model and the maximum a posteriori (MAP) and log-likelihood criteria as rules for model selection among the possible segment lengths, for voiced and unvoiced speech, respectively. Given the optimal segmentation markers and the estimated statistics, both components are estimated using linear filtering. A codebook-based approach differentiates between unvoiced speech and noise. A better extraction of the components is possible by taking into account the adaptive segmentation, compared to a fixed one. Also, a lower distortion for voiced speech and higher segSNR for both components is possible, as compared to other decomposition methods.

Index Terms: optimal segmentation, hybrid speech model, speech decomposition, autoregressive

1. Introduction

The problem of decomposing speech into its voiced and unvoiced components is useful in applications such as speech coding, analysis, synthesis, modification and diagnosing of illnesses [1–2]. As implied by hybrid speech models (e.g., harmonic plus noise model) [6–8], deterministic and stochastic components may coexist in a speech segment. The deterministic part corresponds to voiced speech, which is well represented by a sum of harmonically related sinusoids [9–12], whose frequencies are an integer multiple of the pitch. The stochastic parts cover what is not described by the harmonic model, including for example, glottal turbulences and friction. The traditional speech decomposition methods [1–3, 13–14], however, do not distinguish between the unvoiced speech and the additive noise, and this distinction may be relevant, e.g., in remote voice assessment applications [14]. The method in [3] considers the colored nature of the stochastic parts of speech in order to estimate the pitch using fixed window lengths. However, the authors hypothesize that the decomposition performance can be improved by using adaptive windows instead and by estimating the number of harmonics. The iterative decomposition method in [13] is based on the cepstrum to obtain pitch information, which is not very robust under high noise conditions [15]. Moreover, in [6] it was found to converge to the wrong solution. Often, a speech signal is assumed to be stationary within segments of a fixed length which last between 20 and 40 ms [16]. However, due to its non-stationary nature, the speech signal characteristics might change quickly during short periods of time [17]. Therefore, the optimal choice should be a time-varying segment length which better accommodates the local characteristics and has a better fit to a specified model. For example, if the pitch remains nearly constant, the segment length should be longer than when it exhibits fast variations [18].

An effort based on linear filtering to estimate separately the voiced and unvoiced parts from noisy speech was presented in [1]. In this paper, instead of relying on conventional noise tracking methods (e.g., [19]), the noise statistics were estimated using approaches which rely on prior spectral information contained in codebooks [20, 21]. In order to have a better recovery of the components, it is here proposed to do the extraction based on optimal segmentation [15, 22], instead of using a fixed one. To find the best possible segmentation, the parameters of the deterministic and stochastic parts are iteratively estimated as described in [15] for the different candidate segments and candidate models. Such approach is more robust to high noise levels than classical pitch estimators [15]. Estimates of the unvoiced and noise AR parameters are obtained from a codebook-based procedure [20] which is able to assign a zero excitation variance in silent segments for the speech part if necessary. The parameter estimates on the optimal segments are used to apply linear filtering to yield estimates of the individual components.

2. Signal model and filtering for speech decomposition

In this section, we describe how noisy speech can be decomposed into its components using linear filtering which require the knowledge of the different statistics. A speech segment of length $N$ is described with a hybrid speech model. The model assumes that for a clean speech signal

$$ s(n) = v(n) + u(n), $$

where the unvoiced part $u(n)$ is represented as an AR process and the voiced part $v(n)$ is described by the harmonic model. The voiced signal $v(n)$ is degraded by additive colored noise $c(n)$, i.e.,

$$ y(n) = v(n) + u(n) + c(n). $$

The additive noise is also modelled as an AR process. The observation $y(n)$ can also be expressed as $y(n) = v(n) + x(n)$, where $x(n) = u(n) + c(n)$ is the residual containing the stochastic parts of noisy speech. By considering a vector of $M$ ($< N$) samples $y = v + u + c$, where $v$, $u$ and $c$ are assumed to be uncorrelated, the $M \times M$ covariance matrix of the observation is expressed as the sum of covariance matrices of each component, i.e.,

$$ R_y = E [yy^T] = R_v + R_u + R_c = R_v + R_x. $$

Here, $E [\cdot]$ denotes expectation and $(\cdot)^T$ denotes the transpose.
Initially, we want to extract an estimate of the voiced speech vector \(v\), by applying a linear filtering \(M \times M\) matrix to \(y\), i.e., \(v = H_{\alpha} y = H_{\alpha} v + H_{\alpha} x\), where
\[
H_{\alpha} = [h_{\alpha 1} h_{\alpha 1}^H \ldots h_{\alpha M} h_{\alpha M}^H]^T,
\]
where \(m = 1, 2, \ldots, M\) are complex valued filters of length \(M\) and \((\cdot)^H\) is the conjugate transpose. The filtering applied in the time domain is commonly used when voiced speech parts described by the harmonic model are considered [23]. Several filter designs are possible from a recently introduced variable span linear filtering framework (VSLF) [24], by choosing a number of eigenvectors and eigenvalues of the joint diagonalization of \(R_x\) and \(R_s\). Here we use the \(M\) eigenvectors \(b_{\alpha}\) and eigenvalues \(\lambda_\alpha\) to form an \(M \times M\) Wiener filtering matrix [24].
\[
H_{\alpha} = R_{\alpha} \sum_{q=1}^{M} b_{\alpha q} b_{\alpha q}^H (1 + \lambda_q)^{-1}.
\]
In order to consider prior spectral information stored in codebooks for estimating \(u(n)\), we make use of the corresponding representation of \(R_x\) in the frequency domain, i.e., the power spectral density (PSD) \(\Phi_x(\omega) = \Phi_u(\omega) + \Phi_v(\omega)\), where \(\Phi_v(\omega)\) is the unvoiced component PSD and \(\Phi_u(\omega)\) is the noise PSD. Estimates of these PSDs can then be used to apply a frequency domain Wiener filter \(H_u(\omega) = \frac{\Phi_u(\omega)}{\Phi_u(\omega) + \Phi_v(\omega)}\) to yield an estimate of the unvoiced component \(U(\omega) = H_u(\omega) \hat{X}(\omega)\), where \(\hat{X}(\omega)\) is the spectrum of the residual which is obtained as described in the next section.

3. Statistics and parameters estimation

We now describe how to estimate the required statistics and parameters in order to apply previously described linear filtering. The harmonic model of voiced speech assumes that this component is represented as a set of sinusoids having frequencies which are an integer multiple of the pitch \(f_0\) [9,10], i.e.,
\[
v(n) = \sum_{i=1}^{L} \left[ a_i e^{j2\pi f_0 t_i} + a_i^* e^{-j2\pi f_0 t_i} \right],
\]
for a segment of length \(N\). This model, however, will have a more accurate fit for a particular segment length \(N_{opt}\), which will be known after an optimal segmentation of the signal has been obtained. Here, \(L\) is the unknown number of harmonics, \(a_i = \frac{A_i}{2} e^{j\psi_i}\) is the complex amplitude of the \(i\)th harmonic with \(A_i \geq 0\) the real amplitude, \(\psi_i\) the initial phase and “ the complex conjugate. A voiced vector of \(M\) successive samples can be written as \(v = Z(f_0) x\), where \(Z\) is a matrix of Fourier vectors, i.e.,
\[
Z(f_0) = \begin{bmatrix} z_1(f_0) \ z_2^*(f_0) \cdots z_L(f_0) \ z_L^*(f_0) \end{bmatrix},
\]
\[
z(f_0) = \begin{bmatrix} 1 e^{j2\pi f_0 t_1} \cdots e^{j2\pi f_0 t_{(M-1)}} \end{bmatrix}^T,
\]
and \(x = \frac{1}{L} [A_1 e^{j\psi_1} A_1 e^{-j\psi_1} \cdots A_L e^{j\psi_L} A_L e^{-j\psi_L}]^T\) is a vector containing the amplitudes of the harmonics. The unvoiced parts of speech are modelled as an AR process with variance \(\sigma_u^2\). Similarly, the colored noise \(c(n)\) is modelled as an AR process with the \(P\) AR coefficients \(\{\gamma_i\}_{i=1}^{P}\).

The estimated voiced part covariance matrix \(R_v\) of \(E[vv^H]\) can be expressed as \(R_v = Z(f_0) P Z(f_0)^H\) [25], where the estimated amplitude covariance matrix has the form \(P = E[\hat{x} \hat{x}^H] = \frac{1}{M} \text{diag}(\{A_1^2, A_2^2, \ldots, A_L^2\})\). It is therefore required to have estimates of the pitch \(f_0\) and of the linear parameters. At a first instance, we would need to have estimates of these parameters from the optimal segment length \(N_{opt}\) when we do the processing based on the optimal segmentation. However, to estimate \(N_{opt}\), we first need to estimate the parameters for all the possible segment lengths. The optimal segment length maximises the a posteriori probability of the observed data \([18]\), as described in the next section. First, based on the estimated noise statistics (e.g., \([19,21]\)), a pre-processor is applied in order to pre-whiten the noise component \([21]\), yielding the pre-whitened signal \(y(n)\). This will allow to have better pitch estimates (i.e., reduce the subharmonic errors) from the nonlinear least-squares (NLS) estimator based on WGN assumption [11]. The parameter estimates for each candidate segment length are estimated by an approximate joint estimator of the voiced speech and the stochastic parameters, by iterating between these two steps: [15]

1. The \(f_0\) is obtained from the NLS estimator \([11]\), i.e.,
\[
f_0 = \arg \max_{f_0} \sum_{n=1}^{N} \left( Z^H(f_0) Z(f_0) \right)^{-1} Z^H(f_0) y(n)
\]
for all candidate model orders, including \(L = 0\) as a candidate to do voicing detection. The final model order \(L\) is selected using model selection criteria such as Bayesian Information Criterion (BIC) [25]. Here \(y(n)\) denotes the pre-whitened signal vector, where an undelined vector has \(N\) (or even \(N_{opt}\) samples).

2. The amplitude vector is estimated via least-squares as \(\alpha = (Z^H(f_0) Z(f_0))^{-1} Z^H(f_0) y(n)\) [10], after which the AR parameters of the residual \(x = y - Z(f_0) x\) (and also \(R_s\)) are directly obtained [25]. These are directly used as the coefficients of a new AR pre-whitening filter, which is applied to yield \(y(n)\).

The iterations are stopped when the difference of the cost function \(\mathcal{J}\) between two consecutive iterations is below a threshold value, or a maximum number of iterations is reached [15].

The estimation of the parameters for the different segment lengths allows us to obtain the segmentation markers for voiced speech extraction as described in the next section. Once these markers have been obtained, the noisy speech is processed to estimate the parameters inside the segments of length \(N_{opt}\), from which \(v\) can be extracted using the model [11].

To obtain an estimate of the unvoiced part, we consider the modulated stochastic sequence \(z = y - Z(f_0) x\). The processing to estimate \(u(n)\) is also obtained from an adaptive segmentation, but which is different from the one employed to extract the voiced part, i.e., the model in [9] will have a more accurate fit for an optimal segment length \(N_{opt}\) (not \(M_{opt}\)). From pre-trained spectral shapes with the corresponding excitation variances, the modulated spectrum of the stochastic part is written as \(\hat{\Phi}_x(\omega) = \frac{\sigma_u^2}{|B_u(\omega)|^2} + \sigma_\hat{c}^2\), where \(\sigma_u^2\) and \(\sigma_\hat{c}^2\) are the excitation variances of voiced speech and noise, and \(B_u(\omega) = 1 + \sum_{i=1}^{P} \beta_{ui} e^{-j\omega t_{ui}}\). The \(\beta_{ui}\)s are uniquely determined for each candidate segmentation estimate. Denoting \(\hat{\beta}_u(\omega)\) and \(\gamma_i(\omega)\) the spectra of the \(i^{th}\) and \(j^{th}\) unvoiced speech and noise codebook entries, the single indices corresponding to the approximate ML estimate of the AR spectral shapes are obtained as
\[
\{i^*, j^*\} = \arg \min_{i,j} \min \left\{ \log \left( \frac{\sigma_u^2}{|B_u(\omega)|^2} + \frac{\sigma_\hat{c}^2}{|\hat{\beta}_u(\omega)|^2} \right) \right\},
\]

where \(\{\gamma_i\}_{i=1}^{P}\).
where $d_{th}$ is the Itakura-Saito distance. For all combinations, the excitation variances are needed and are obtained as described in [20]. Similarly to the voiced case, in order to estimate $N_{uv}$, we first need to estimate the parameters for all the possible segment lengths. The optimal length will maximise the log-likelihood function, as described later. Having obtained the optimal codebook entries and excitation variances on the segment of length $N_{uv}$, they are used to form a Wiener filter

$$H_u(\omega) = \frac{\hat{\sigma}_u^2}{|\hat{\sigma}_u(\omega)|^2 + \hat{\sigma}_w^2},$$

(11)

which is applied to $x$ (of length $N_{uv}$) in order to extract $u(n)$.

4. Criteria for optimal segmentation

Based on the principle of [22], in [18] it was proposed to segment the signal based on the MAP criterion which assumes a WGN condition. To deal with colored noise, it is therefore required to pre-whiten $y(n)$ [21]. The segmentation markers are required before applying the linear filtering to extract the voiced part. Each way in which the signal can be segmented (i.e., a segment composed of a number of minimum-length segments) is considered as a model, among a set of candidate models $\mathcal{M}$. Under the MAP criterion, the model which maximizes the model a posteriori probability given the observation, will be selected. The criterion [10][18][27] consists of a data log-likelihood term, and a term which penalizes model complexity. The estimated model order $L$ is a function of $N$, in which $L(N)$ and $f_0(N)$ are estimated for each candidate segment with the iterative procedure described in [15]. For a candidate segment detected as voiced, i.e., $L(N) \neq 0$, and considering the real signal harmonic model, the MAP cost function is

$$J_L(N) = \frac{N}{2} \sum |\hat{\sigma}_w|^2 + \frac{3}{2} \ln N + \hat{L}(N) \ln N,$$

(12)

in which the amplitude vector $\sigma_w$ is obtained in this case from the pre-whitened signal. If a candidate segment is detected as not-voiced, i.e., $L(N) = 0$, the MAP cost function involved in the comparison is instead $J(N) = \frac{N}{2} \ln |\hat{\sigma}_w^2|$. After the extraction of voiced speech, the modelled residual $x(n)$ is segmented based on the log-likelihood

$$J_2(N) = \frac{N}{2} \sum \hat{\sigma}_w^2 + \frac{1}{2} \sum_{k=1}^N \ln \hat{\phi}_w,$$

(13)

The model which maximises the log-likelihood given the observed residual will be selected. The markers are required before applying the filter in (11).

The segmentation requires that the cost is additive and independent over the segments, which is satisfied for both previous criteria. The optimal lengths $N_{uv}$ and $N_{wh}$ are found by comparing the cost of all the possibilities from the set of segment lengths and choosing the one minimizing the cost over all candidates, i.e., $\mathcal{M} = \arg \min\mathcal{M} J_i$, $i \in \{1, 2\}$. A minimal segment length, $N_{min}$, is defined, generating a subsegment of $N_{min}$ samples and dividing the signal into $S$ subsegments. This gives $2^{S-1}$ ways of segmenting the signal into $S$ subsegments, and a maximum number of subsegments $B_{max}$ is set. A dynamic programming algorithm is then used to find the optimal number of subsegments in a segment, $b_{opt}$, for all subsegments, $s = 1, \ldots, S$, starting at $s = 1$ moving continuously to $s = S$ [22]. For every subsegment, the cost of all new subsegment combinations are reused from earlier subsegments. When the end of the signal is reached, the optimal segmentation of the signal is found, starting at the last subsegment and jumping backwards through the signal until reaching the beginning. This is done by starting at $s = S$ and setting the number of subsegments in the last segment to $b_{opt}(S)$. Thereby, the next segment ends at subsegment $s = S - b_{opt}(M)$ and includes $b_{opt}(S - b_{opt}(S))$ subsegments. This is continued until $s = 0$. The segmentation algorithm is described in [18].

To summarize, the steps to decompose (offline) noisy speech into its voiced and unvoiced components are:

1. The noisy signal is pre-processed with an adaptive autoregressive pre-whitener [21], yielding $y(n)$.
2. Parameter estimates of $v(n)$ and $x(n)$ are jointly obtained [15] for all candidate segment lengths. Following, based on [12], the markers of the optimal segmentation for voiced speech and $N_{uv}$ are obtained.
3. Parameter estimates of $v(n)$ and $x(n)$ and statistics $R_v$, $R_x$ are obtained from the segments of length $N_{opt}$. If $L(N_{opt}) \neq 0$, estimate $v$ using (11) after joint diagonalization of $R_v$ and $R_x$.
4. Obtain the modelled residual $x = y - Z(f_0)\alpha$ in all the different obtained optimal lengths $\{N_{opt}\}$. Once the whole modelled $x(n)$ is obtained, estimate unvoiced speech parameters $\{\sigma_u^2, \beta_u\}_{i=1}^{F}$ for all candidate segment lengths.
5. Based on [13], obtain the markers of the optimal segmentation for unvoiced speech and $N_{uv}$.
6. The unvoiced speech parameters $\{\sigma_u^2, \beta_u\}_{i=1}^{F}$ are obtained from the segments of length $N_{uv}$. Extract $u$ using (11).

5. Experimental evaluation

We first illustrate the extracted speech components of one of the clean female excerpts from the Keele database [28], after the voiced speech segmentation markers were obtained. Although subsegments increasing in steps of 5 ms (i.e., $N = 40$ at 8 kHz) are considered for $v(n)$, only segments from 20 to 50 ms (i.e. $N = 160$ to $N = 400$ in steps of 40) are possible in the segmentation. That is, the maximum number of possible subsegments is $B_{max} = 10$, and the cost for $b = 1, b = 2$ or $b = 3$ is set to infinity, as the pitch estimator does not work well for very short segment lengths and low pitch $f_0$. For the optimal

Figure 1: From top to bottom: Spectrograms of the observed signal, extracted voiced part, and extracted unvoiced part.
segments for which \( \hat{L}(N) \neq 0 \), the filtering matrix \( \Phi \) with \( M = 40 \) is applied, and the filtering is updated every 20 samples, i.e., there is a 50% of overlap. \( M = 40 \) was chosen as it is an integer divisor of all the candidate segment lengths, which facilitates the processing. The difference from the clean signal and \( v(n) \) corresponds to \( u(n) \), and this corresponds to a ground truth for the unvoiced speech component. The spectrograms of \( s(n) \) and its corresponding \( v(n) \) and \( u(n) \) are displayed on Fig. 1. It is seen that \( v(n) \) has an appearance with horizontal striations and that \( u(n) \) is displayed by rectangular patterns over a wide range of frequencies. Around 2.1 s, the harmonics up to around 3 kHz are obtained in \( v(n) \). An example of how the time series of \( v(n) \) and \( u(n) \) look like if either a segment of fixed length is used (here 20 ms), or if the extraction of \( v(n) \) is done using the optimal segmentation, is displayed in Fig. 2. The unvoiced part obtained from the optimal segmentation used for \( v(n) \) exhibits a more stochastic nature compared to the one obtained from using segments of a fixed size to extract \( v(n) \). The marked region exhibits a periodic nature, which corresponds to \( v(n) \). The optimal segmentation results in a better modelling of the periodic parts in the extracted voiced component. We now proceed to evaluate the decomposition performance in noisy conditions. Four excerpts of 4 s of the Keele database files were added babble, factory, street and restaurant noise, at iSNRs of 0, 5 and 10 dB. The performance per iSNR is presented averaged across all the noise types, and two runs are done per excerpt and noise type. That is, a total of 32 runs are considered per iSNR. Before applying the segmentation, the signal was pre-whitened from the setup described in [21], which relies on a parametric NMF noise PSD estimate. The codebook of AR entries of unvoiced speech (including also from silent segments) was obtained from the training on samples which correspond to the difference of clean signals and the voiced speech extracted from the Wiener filter. And as stated before, this corresponds to a ground truth of unvoiced speech. The samples used for training were different than those at evaluation. The training was done on segments of length \( N = 160 \) (i.e., 20 ms) with an overlap of 50% between them, with an AR order \( P = 14 \). Similarly, the codebook of AR entries of noise (including babble, F-16, restaurant and factory) [29] was trained. A total of 64 unvoiced speech and 16 noise entries were obtained from a standard vector quantization technique [30]. When evaluating [10], the modelled \( \hat{\Phi} \) was fitted to an AR spectrum \( \Phi_{\nu} \) of order 28 [20]. To extract \( u(n) \), segments from 15 to 40 ms were made possible for the segmentation. The results are shown in Figure 3, comparing the performance of applying the optimal segmentation to the extraction based on a traditional fixed one (20 ms). The decomposition performance is evaluated in terms of segSNR and Log Spectral distance (LSD) [20]. It is also compared to the decomposition methods [1,13] after OMLSA speech enhancement [31] was applied as a pre-processor. This is done to attenuate the noise which is not taken into account in them. The comparison also has the case where noisy speech is obtained as an estimate, in order to see if the methods perform better than the case of not processing the signal. At an iSNR of 10 dB, the extraction based on adaptive segments leads to a higher segSNR for the case of \( v(n) \). Also, with respect to the LSD, lower values are obtained for both the extracted \( v(n) \) and \( u(n) \) based on adaptive segments. At an iSNR of 5 dB, although the confidence intervals of segSNR overlap, as seen from the extreme intervals, there is higher probability that the adaptive segmentation leads to a better recovery of the components, and also the LSD values are clearly separated. At 0 dB, both ways of segmenting lead to similar performance. From using optimal segmentation, it is possible to get lower LSD for \( v(n) \) compared to [1], which based its processing on segments of fixed size. Although it is possible to achieve higher segSNR with the proposed, it is seen that the other methods combined with enhancement achieve lower LSD for \( u(n) \), at lower SNRs. However, there is a potential to trade off distortion and noise reduction by considering other filters in the VSLF framework [24].

6. Discussion

The use of an optimal segmentation combined with parameter estimates of an hybrid speech model allow to have a more accurate recovery of the voiced and unvoiced speech parts, compared to the use of fixed segments. Specifically, an adaptive segmentation results in a better modelling of the periodic parts in the voiced component with a higher probability of improved segSNR and also of a lower LSD of both extracted voiced and unvoiced parts. We considered prior spectral information stored in codebooks in order to differentiate between unvoiced speech and noise. A higher segSNR and lower LSD for the voiced part is possible when compared to reference methods, with a potential to reduce the LSD for the extracted unvoiced part. As future work, we will consider deriving the segmentation based on the recently introduced joint pitch-AR estimator [12].

![Figure 2: Extraction of voiced and unvoiced components from optimal and fixed segmentation on a clean signal excerpt.](image)

![Figure 3: LSD and segmental SNR (segSNR) in different iSNRs averaged across four noise types.](image)
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