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Abstract
The popularity of Convolutional Neural Network (CNN) models and the ubiquity of CPUs imply that better performance of CNN model inference on CPUs can deliver significant gain to a large number of users. The current approach to improving the performance of CNN model inference on CPUs relies on the use of a hardware-specific library of low-level operations such as Intel MKL-DNN and some basic model-level optimizations, which is restrictive and misses the opportunity to optimize the end-to-end inference pipeline as a whole. This paper proposes a more comprehensive approach of CNN model inference on CPUs that employs a full-stack and systematic scheme of operation-level and model-level optimizations coupled with efficient data layout transformations. Experiments show that our solution achieves up to 2.81× better latency for CNN model inference on a 18-core Intel Platinum 8000-series CPU compared to the state-of-the-art implementations using Intel MKL-DNN.
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1 Introduction
The growing use of Convolutional Neural Network (CNN) models in computer vision applications makes this model architecture a natural focus for performance optimization efforts. Similarly, the widespread deployment of CPUs in servers, clients, and edge devices makes this hardware platform an attractive target. Therefore, performing CNN model inference efficiently on CPUs is of critical interest to many users.

The performance of CNN model inference on CPUs leaves significant room for improvement. To optimize CNN model inference, deep learning frameworks rely on libraries provided by processor vendors (e.g. Intel MKL-DNN [23]). This raises several issues. First, incorporating a vendor-supplied library into a deep learning framework requires error-prone and time-consuming engineering effort. Second, although the kernel libraries are highly optimized, they present as third-party plug-ins, which may introduce compatibility issues with other libraries. For example, TensorFlow [4] originally used the Eigen library [3] to handle computation on CPUs. In contrast, Intel MKL-DNN uses OpenMP to implement multi-threading. OpenMP threads compete with Eigen threads, resulting in performance loss. Third, vendor-supplied libraries may not deliver the best performance in many cases. Ordinarily, these libraries tune very carefully for common operations with normal input data shapes but they often handle new operations poorly. Most importantly, the optimizations in the framework do not work in concert with the optimizations in the kernel library, which leaves significant performance gains unrealized in practice. In summary, this kind of framework-specific approach for CNN model inference on CPUs is cumbersome, inflexible, and sub-optimal.

On the other hand, optimizing the performance of CNN model inference in a framework-agnostic method is of obvious interest to many deep learning practitioners since it releases the constraint imposed by the framework. Recently, Intel launched a universal CNN model inference engine called OpenVINO Toolkit [14]. This toolkit optimizes CNN models in the computer vision domain on Intel processors (mostly CPUs) and achieves better performance than the deep learning frameworks alone. Yet, OpenVINO provides limited model-level optimization (e.g. operator fusion as implemented in ngraph [11]). Also, OpenVINO relies upon MKL-DNN to deliver performance gains for the carefully-tuned operations but is lack of coverage to all (e.g. some fused operations). Therefore, we argue that the optimization done by OpenVINO is still not sufficient for most of the CNN models.

In this paper, we propose a more comprehensive approach to optimize CNN models for efficient inference on CPUs. Our approach is full-stack and systematic, which includes operation-level as well as model-level optimizations. At the operator level, we focus on optimizing the most computationally-intensive operations like convolution (CONV) by arranging the data layout in accordance with memory access patterns on CPUs. At the model level, we coordinate the individual operation optimizations by manipulating the data layout flowing through the entire model for the best end-to-end performance, in addition to the common techniques such as operator fusion and inference simplification. Ultimately, our approach produces a standalone executable binary with minimal size that delivers high performance for CNN inference on CPUs with no dependence on either the deep learning framework or the vendor-provided kernel library.
Our approach includes a number of enhancements that build upon TVM [7]. Specifically, this paper makes the following contributions to accelerate CNN model inference on CPUs:

- Manages the data layout of the computationally-intensive operations (e.g. CONV) to be memory-access friendly and makes good use of vectorized instructions (e.g., AVX-512);
- Designs schemes to search for the best data layout combination in different operations to maximize single-operation performance and minimize data layout transformation overhead;
- Implements a scalable thread pool to schedule the multi-thread parallelization with minimal overhead.

Although these individual techniques are not novel by themselves, it is worth noting that our approach is the first to combine them effectively and achieve unprecedented performance for deep learning model inference. In this paper we focus on optimizing CNN models on Intel CPUs but the techniques are easily generalizable to other model architectures and hardware targets.

On a 18-core Intel Platinum 8000-series (formerly code named Skylake) processor, the executable binaries generated by our approach outperform the best framework-specific solution (MXNet [6]) by 1.15 - 2.81x. Compared to the framework-agnostic inference engine (Intel OpenVINO toolkit), our approach delivers 0.98 - 1.75x performance for all but four models. OpenVINO does not optimize those four models. In addition, our approach produces a standalone module that does not depend on either the framework or the vendor-provided library, which enables easy deployment to multiple targets. Our approach is in production use in several applications that employ deep learning for inference on several types of platforms. All source code has been released to the open source TVM project\(^1\).

The rest of this paper is organized as follows: Section 2 reviews the background of modern CPUs as well as the typical CNN models; Section 3 elaborates the optimization ideas that we propose and how we implement them, followed by evaluations in Section 4. We list the related works in Section 5 and summarize the paper in Section 6.

2 Background

2.1 Modern CPUs

Modern CPUs use thread-level parallelism via multi-core [16] to improve the overall processor performance given the diminishing increasing of transistor budgets to build larger and more complex uniprocessor. For example, the current mainstream generation of Intel CPUs (Skylake) typically incorporates from 2 (PCs and workstations) to 28 (high-end servers) physical cores. Different physical cores of the same processor share the LLC (last level cache) and access the main memory symmetrically. It is critical to avoid the interference among threads running on the same processor and minimize their synchronization cost in order to have a decent scalable performance on multi-core processors.

A single physical core achieves the peak performance via the SIMD (single-instruction-multiple-data) technique. SIMD loads multiple values into wide vector registers to process together. Each core of Skylake has two vector processing units (VPUs) which support the latest 512-bit Advanced Vector Extension instruction set (AVX-512). AVX-512 handles up to 16 32-bit single precision floating point numbers (totally 512 bits) per CPU cycle. In addition, it can utilize the Fused-Multiply-Add (FMA) instruction which executes one vectorized multiplication and then accumulates the results to another vector register in the same CPU cycle. Putting together, for the Skylake CPU we used in the experiments featured with 18 physical cores and two AVX-512 enabled VPUs running in 2.7 GHz frequency [2], its peak performance is 2.7 × 18 × 2 × 2 × 16 = 3.1 TFLOPS for single precision floating point numbers.

Our solution has taken all features above into consideration while doing the optimization. It is worth noting that Skylake normally supports hyper-threading [30] via the simultaneous mutithreading (SMT) technique, in which the system could assign two virtual cores (i.e. two threads) to one physical core, aiming at improving the system throughput. However, the performance improvement of hyper-threading is application-dependent [29]. In our case, we do not use hyper-threading since one thread has fully utilized its physical core resource, adding one more thread to the same physical core will normally decrease the performance due to the additional context switch. We also restrict our optimization within a single processor using the shared-memory programming model. The Non-Uniformed Memory Access (NUMA) pattern occurred in the context of multiple processors on the same motherboard is beyond the scope of this paper. Although we ran the experiments on Intel Skylake processors, our solution is easy to be extended to other CPUs with both x86 and ARM architectures.

2.2 Convolutional neural networks

Convolutional neural networks (CNNs) are commonly used in computer vision workloads [19, 21, 22, 28, 34, 38, 39]. A CNN model is normally abstracted as a computation graph, essentially, Directed Acyclic Graph (DAG), in which a node represents an operator and a directed edge pointing from

\(^1\)https://github.com/dmlc/tvm
We summarize the optimization ideas we used as below:

This section describes our optimization ideas and implementations in details. The solution presented in this paper is end-to-end for doing the CNN model inference. Our solution is generic enough to work for a lot of popular models as we will show in the evaluation. Although we are targeting the Intel CPU specifically in this paper, our optimization is applicable to other hardware targets with minimal efforts. We summarize the optimization ideas we used as below:

1. Arranging the data layout for computation to reduce the cache misses, guarantee continuous memory access and facilitate vectorization (Section 3.1.1);
2. Making good use of vectorized registers (e.g. AVX-512 and AVX2 registers) for vectorization (Section 3.1.1);
3. Eliminating the contentions between different threads on computing resource, thread-shared data, etc. (Section 3.1.2);
4. Minimizing the overhead brought by other proposed optimization ideas (Section 3.2);
5. Leveraging auto search to look for best optimization schemes (Section 3.3).

We implemented the optimization based on the TVM stack [7] by adding a number of new features to the compiling pass, operator scheduling and runtime components. The original TVM stack has done a couple of general graph-level optimizations including operator fusion, pre-computing, simplifying inference for batch-norm and dropout [7], which are also inherited to our solution but will not be covered in this paper.

3.1 Operation optimization
Optimizing convolution operations is critical to the overall performance of a CNN workload. Previous work normally goes deep to the assembly code level to get decent performance. In this subsection, we show how to take advantage of the latest CPU features (AVX-512 instructions, vectorization, parallelization, etc.) to optimize a single CONV without going into the tedious assembly intrinsics.

3.1.1 Single thread optimization
We started from optimizing CONV within a thread. CONV is a computationally-intensive operation which traverses its operands multiple times for computation. Therefore, it is critical to manage the layout of the data fed to the CONV to reduce the memory access overhead for getting good performance. We first revisit the computation of CONV to facilitate the illustration of our memory management scheme. A typical CONV takes a 3D tensor and a number of 3D kernels to convolve to output another 3D tensor. Essentially, CONV consists of a sequence of multiplication and accumulation operations. The calculation is illustrated in Figure 1, which consists of a sequence of multiplication and accumulation operations. The calculation is illustrated in Figure 1, which

\[
\text{CONV}(x; W) = \sum_{c=1}^{C} \sum_{i=1}^{H} \sum_{j=1}^{W} \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{s=1}^{S} \left( x_{c, i, j, k, r, s} \times W_{c, i, j, k, r, s} \right)
\]

where \( x \) is the input tensor, \( W \) is a 3D kernel tensor, \( K, C, R, S \) are the number of kernels, input channels, feature map width and feature map height, respectively.

CONV requires accumulation across the input channel, a natural way of doing so is to have this loop at the innermost so that no extra memory access takes place. It implies a more efficient input layout NHWC, which can leverage the L1/L2 cache locality of the CPU. This is a common practice that many implementations would follow, including frameworks [41] and chip-vendor provided libraries [23].

However, simple NHWC is not the most efficient data layout for CPUs. The number of input channels can be as large as 512 is usually too large to fit all input channels of a single pixel into a cache line (typically only 32 or 64 bytes). Therefore, we define a layout NCHW[x]c, in which \( c \) is a split sub-dimension of channel \( C \) in super-dimension, and the number \( x \) indicates the factor size of the sub-dimension. Empirically, \( x \) is chosen from 32, 16 and 8, which can be integrally divided by the channel sizes (e.g. 64, 128, 256, 512)
that most convolution neural network workloads use. Other sizes can be used for uncommon workloads.

The output has the same layout NCHW[y]c as the input, while the split factor can be different. Unlike the input channel, the output channel is no longer a reduction axis so can be vectorized. Therefore we split out_channel according to the width of the SIMD register, which is 512 bits (a.k.a 16 float32) for AVX-512 and 256 bits (a.k.a 8 float32) for AVX2, and reorder this loop to the innermost for vectorization of the FMA operations.

We also split out_width to ow_outer and ow_inner using a factor ow bn and move the loop of ow_inner inside for register blocking. Intel AVX-512 introduces 32 512-bit width SIMD registers ZMM0 – ZMM31, [24]. In practice, we maintain the loop hierarchy to use one ZMM register to store the kernel data while others storing the feature map. The kernel values stored in one ZMM register are used to multiply with a number of input feature map values continuously stored in the DRAM via AVX-512F instructions [24], whose results are then accumulated to other ZMM registers storing the output values. The idea is illustrated in Figure 1.

Finally, in order to achieve continuous memory access of the convolution kernel, we re-arrange its layout to a 6-D tensor KCRS[x]c[y]k, in which c with split size x is the sub-dimension of input channel C, and k with split size y is the sub-dimension of output channel K. For example, with input data layout NCHW32c and output data layout NCHW16c, the related kernel layout will be KCRS32c16k.

We summarize the optimization of a single CONV algorithm in Algorithm 1. To sum up, we optimized the computation of CONV in single thread by 1) splitting the in_channel (one of the reduction axes) which accelerates the memory access (optimization idea §1); and 2) applying SIMD vectorization over the sub-dimension of out_channel and deliberately manipulating the loops to make better use of the SIMD registers, which accelerates the multiply-accumulate operation (optimization idea §2). All the optimizations can be implemented via the TVM stack scheduling schemes without writing a single line of assembly code (see supplementary material).

Algorithm 1 Single CONV algorithm

1: INPUT: IFMAP in NCHW[x]c
2: INPUT: KERNEL in KCRS[x]c[y]k
3: OUTPUT: OFMAP in NCHW[y]c
4: for each disjoint chunk of OFMAP do
5:   for ow.outer:= 0 → out_width/ow_bn do
6:     Initialize ZMM1 to ZMMout/ow_bn by 0
7:     for ic.outer:= 0 → in_channel/x do
8:       for each entry of KERNEL do
9:         for ic.inner:= 0 → x do
10:          vload(KERNEL, ZMM0)
11:          for i:= 1 → ow_bn + 1 do
12:            uf madd(IFMAP, ZMM0, ZMMi)
13:          end for
14:       end for
15:     end for
16:   end for
17: for i:= 1 → ow_bn + 1 do
18:  vstore(ZMMi, OFMAP)
19: end for
20: end for
21: end for

3.1.2 Thread-level parallelization
So far we have talked about optimizing the operations within a single thread. In a modern multi-core CPU, being able to utilize the thread-level parallelization will also contribute to achieving good performance. An ideal N-way parallelization should partition the work into independent N pieces and have each of them finished at the same time, making the total execution time $1/N$ of the sequential case.

To achieve this goal, our approach parallelizes the work within an operation. Basically, in a system of N physical cores, we evenly divide the outermost loop of the operation into N pieces to assign to N threads, then use a simple fork-join mechanism to coordinate the threads. Although conceptually straightforward, it is non-trivial to implement it efficiently. For example, introducing OpenMP pragmas before the for loop could easily parallelize it, but the resulting
scalability is not desirable according to our experiments (see Section 4) probably due to the parallelization overhead of multiple threads brought by the OpenMP implementation.

In order to better realize our optimization ideas §3, we implemented the multi-threading parallelization via a customized thread pool. The thread pool uses C++11 atomics to coordinate threads during fork/join and a lock-free queue to manage assigning tasks to the working threads. Active threads are guaranteed to run on disjoint physical cores via thread binding to minimize hardware contention, and no hyper-threading is used as discussed in Section 2. Different working threads thereby compute on different portions of the data using different physical cores. For the global data structure accessed by multiple threads such as the local-free queue, we inserted cache line padding as needed to avoid false sharing between threads.

3.2 Layout transform elimination

In this subsection, we extend the optimization scope from a single operation to the entire computation graph of the CNN model. The main idea here is to come up with a generic solution at the graph level to minimize the data layout transformation described in Section 3.1.

Since NCHW[x]c is efficient for CONVs which takes the majority of the CNN model computation, we should make sure that every CONV is executed in this layout. However, other operations between CONVs may not be compatible with NCHW[x]c, which makes each CONV transform the input data layout from default (NCHW or NHWC) to NCHW[x]c before the computation and transform it back at the end. This transformation introduces significant overhead.

Fortunately, from the perspective of the graph level, we can take the layout transformation out of CONV to be an independent node, and insert it only when necessary. That is, we eliminate the transformation taking place in the CONV operation and maintain the transformed layout flow through the graph as far as possible (optimization idea §4).

In order to determine if a data transformation is necessary, we first classify operations into three categories according to how they interact with the data layout as follows:

1. Layout-mutable operations. These operations process the data without the knowledge of its layout, i.e. it can handle data in any layout. Unary operations like ReLU, Softmax, etc., fall in this category.

2. Layout-semimutable operations. These operations need to know the data layout for processing, but can handle a number of layout options. For example, CONV, in our case, can deal with NCHW, NHWC and NCHW[x]c layouts. Other operations like Batch_Norm, Pooling, etc., fall in this category as well.

3. Layout-immutable operations. These operations process the data only in one specific layout, that is, they are not tolerant to any data transformation. Therefore, the layout has to be transformed back to the original one before passing to a layout-immutable operation. Transformation operations like Flatten, Reshape, etc., fall in this category.

Operations between CONVs in typical CNN models are either layout-mutable (e.g. ReLU, SoftMax, Concat, and ElementwiseAdd) or layout-semimutable (e.g. Batch_Norm, Pooling), making it possible to keep the data layout being NCHW[x]c across convolution layers. Layout transforming from NCHW to NCHW[x]c happens before the first CONV. Only if getting to a layout-immutable operation, e.g. Flatten, the data layout is transformed back from NCHW[x]c to NCHW.

In practice, we first traverse the computation graph to infer the data layout of each node as illustrated in the left side of Figure 2, then we alter the layout of CONVs from default to NCHW[x]c for better performance. Note that the detailed optimal layout (i.e. the value of x) may differ by different data shapes and types, we will explain more in Section 3.3. Finally, the layout-transform nodes are inserted to the graph accordingly. Thus, we still have NCHW input and output for the network, but the internal layouts between CONV layers are in optimized NCHW[x]c, as shown in the right part of Figure 2. It is worth noting that, the layout of the model parameters such as convolution kernel weights and the mean and variance of Batch_Norm are invariant so can be pre-transformed during the compilation. We also illustrate this in the right part of Figure 2.

We implemented the ideas by introducing multiple graph-level optimization passes to the TVM stack. By keeping transformed data layout invariant between CONV layers as much as possible and pre-transforming the layout of convolutional kernel weights at compilation time, we further improve the end-to-end performance of CNN model inference.

3.3 Optimization scheme search

We came up with the aforementioned optimization schemes, especially, how to layout the data, based on our understanding of the hardware, e.g. cache size, vectorization unit width, memory access pattern, etc. However, human knowledge is limited. Although we carefully applied the first 4 optimization ideas summarized in the beginning of this section, it is impossible to exhaust all possible optimal cases by hand. Also, Section 3.2 assumes that the factor of the channel, i.e. x in NCHW[x]c, stays the same values during the entire network. Having various x values in different CONVs may lead to a better performance.

Therefore, an automatic search for the best scheme (optimization idea §5) is needed to further improve the performance. Basically, we should build a system to allow the domain experts to construct the searching space for the machine to explore and come up with the best scheme resulting in the shortest execution time. The search is two-stage, first
Figure 2. Layout optimization of a simple CNN model. The left side depicts the network with data layout inferred; the network is optimized by transforming and preserving the proper data layout on the right side.

Local to find optimization scheme candidates for the individual computationally-intensive operations, then global to select and combine the individual schemes for the optimal end-to-end results.

### 3.3.1 Local search

The first searching step is to find the optimal schedules for each computationally-intensive operations, i.e. CONVs in a CNN model. We use a list \([ic\_bn, oc\_bn, reg\_n, unroll\_ker]\) to represent a convolution schedule, where \(ic\_bn\) and \(oc\_bn\) stand for the splitting factor for input and output channels (i.e. \(x\) in the \(NCHW[x]c\) notation), \(reg\_n\) is the number of SIMD registers to be used at the inner loop, \(unroll\_ker\) is a boolean deciding whether to unroll the convolution kernel for loop computation (line 8 of Algorithm 1). The local search uses a template to find the best combination of these values to minimize the \(CONV\) execution time, similar to the kernel optimization step in [25].

Specifically, the local search works as follows:

1. Define the candidate lists of \(ic\_bn\) and \(oc\_bn\). To exhaust the searching space, we include all factors of the number of channels. For example, if the number of channels is 64, \([32, 16, 8, 4, 2, 1]\) are listed as the candidates.
2. Define the candidate list of \(reg\_n\). In practice, we observed that utilizing all SIMD registers in a single thread does not always return the best performance. As a result, we choose \(reg\_n\) from \([32, 16, 8, 4, 2]\).
3. Define the candidate list of \(unroll\_ker\) to be \([True, False]\).
4. Walk through the defined schedule space to find the optimal combination leading to the shortest execution time. Each searching scheme will be run multiple times for averaging to cancel out the possible variance rooted from the unexpected interference from the operating system and/or other processes.

Local search works perfectly for each individual operation and indeed finds better optimization scheme than our manual work (see Table 1 in Section 4). However, greedily adopting the local optimal of every operation may not lead to the global optimal. Consider two consecutive \(CONV\) operations \(conv\_0\) and \(conv\_1\), if the output splitting factor (\(oc\_bn\)) of \(conv\_0\) is different from the input splitting factor (\(ic\_bn\)) of \(conv\_1\), an \(LayoutTransform\) node needs to be inserted to the graph as discussed in Section 3.2. This transformation overhead can be too expensive to take advantage of the benefit brought by the local optimal, especially when the data size of the network is large. On the other hand, if we maintain the same splitting factor throughout the entire network (as we did in Section 3.2, we may miss the opportunity to optimize some \(CONV\)s. Therefore, a trade-off should be made using a global search.

### 3.3.2 Global search

In this subsection, we extend the optimization search to the entire computation graph. The idea is to allow each \(CONV\) freely choosing the splitting factor \(x\) (i.e. \(ic\_bn\) and \(oc\_bn\)), and take the corresponding data layout transform time into consideration. According to Section 3.2, the operations between \(CONV\)s are either \(layout\text{-mutable}\) or \(layout\text{-semimutable}\), so they can use whatever \(x\) decided by the \(CONV\) operation.

We extract a snippet of a typical CNN model in Figure 3 to illustrate the idea. From the figure we see that each \(CONV\) has a number of candidate schemes specified by different \((ic\_bn \text{ and } oc\_bn)\) pairs. The shortest execution time achieved...
Algorithm 2 Global search algorithm
1: Sort the nodes of the graph in topological order
2: Initialize the optimal schemes of the CONV's without dependency using the execution time of their candidate schemes
3: for CONV with whose predecessors are solved do
4: for each candidate scheme CSI of CONV do
5: t = execution_time(CSI)
6: for each predecessor X's so-far globally optimal scheme GSX do
7: GSX, t = t + transform_time(j, k)
8: end for
9: Update the shortest GSX
10: end for
11: Mark CONV as solved
12: end for
13: return last node's shortest scheme

by each pair can be obtained in the local search step. The number of pairs depends on the numbers of input and output channels, which in practice is bound to 100. Choosing different schemes will introduce different data transformation overheads (denoted in dashed boxes between CONVs) or no transformation (if the oc_bn of the CONV equals the ic_bn of its successor). For simplicity, in the figure we omit the operations which do not impact the global search decision such as ReLU, Batch_Norm between two CONVs. However, operations like Elementwise_Add could not be omitted since it requires the layout of its two input operands (outputs of CONV_i and CONV_k in the figure) to be the same.

Naively speaking, if a CNN model consists of \( n \) CONVs, each of which has \( k_i \) candidate schemes, the total number of options of the global scheme will be \( \prod_{i=1}^{n} k_i \), very easy to become intractable as the number of layers \( n \) grows. Fortunately, in practice, we can use a dynamic programming algorithm to efficiently solve this problem. Note that when choosing the scheme for a CONV, we only need to consider the data layout of it and its direct predecessor(s) but not any other ancestor CONV's provided the so-far globally optimal schemes up to the predecessor(s) are memorized.

Therefore, a straightforward algorithm is constructed in Algorithm 2. This algorithm works well for CNN models with the simple structure like a list, in which each CONV only has one predecessor [28, 34, 37, 38]. In this case, after a CONV is done, the intermediate states stored for its predecessor can be safely removed. For networks with more complex structure like using Elementwise_Add to add two CONV outputs to feed to the next CONV [19], it is a little trickier since the schemes of a CONV may need to be saved for a future use (e.g. in Figure 3 CONV needs the schemes of CONV via Elementwise_Add).

In order to generalize to more complicated networks where a CONV may use arbitrary number of predecessors, we formalize the problem into Markov Decision Process (MDP) [5, 13] and solve it using the Bellman optimality equation [27, 36]. It is doable because our problem is memoryless (making decision of a CONV only depends on its predecessors but not other ancestors). We define a candidate scheme of a CONV to be a state, the data layout transformation as the action, the inverse of the summation of current CONV execution time and the transformation time as the reward (since in MDP we are maximizing the reward). Note that in our problem setting if a state takes an action, it will transfer to another determined state with probability 1.

Let \( s_{i,j} \) denote the jth candidate scheme in CONV_i, \( v(s) \) denote the value function for the state, \( transform_time(s_{i,j}, s_{i,j}) \) denote the layout transformation time between two states, and \( execution_time(s_{i,j}) \) denote the execution time for the state, we can write the Bellman optimality equation for \( v \):

\[
v(s_{i,j}) = \max\{\sum_{i-n \leq x \leq i-1}(v(s_{x,j}) + transform_time(s_{x,j}, s_{i,j}))\}
\]

for \( j \in [0, \text{number of states for CONV}_i] \)

Next, we briefly introduce the algorithm to solve the Bellman optimality equation. Starting from all input nodes, we do a BFS traverse to the network. For the no-dependency
CONVs, we can directly get optimal value functions, since the optimal value is equal to the execution time given a candidate scheme. For other CONVs, we follow the Bellman optimality equation to get optimal value functions. Then we add the current CONV as a dependency to all of its children (i.e. the nodes it points to). If a CONV node has \( m \) dependent nodes with \( k_1, k_2, ..., k_m \) states, respectively, it will generate \( \prod_{1 \leq i \leq m} k_i \) states. Finally, we release a dependency once its all predecessor is visited to reduce the total number of states. It is worth noting that if the network structure is too complicated, there are also algorithms to solve the Bellman optimality equation approximately to reduce the time and space [18, 35, 36], which we have not applied in this paper.

The time and memory complexities of this algorithm are equal to the number of states. In theory, all nodes in network can have a large number of input nodes, leading to the worst case where the total number of states being \( O(n \times k^m) \), in which \( k \) is the number of candidate schemes for each stage and \( n \) is the total number of states. However, this situation rarely happens. In practice, nodes in a neural network only have a small number of dependencies. As a result, the number of states would be \( O(n \times k^m) \), where \( m \) is a small number.

4 Evaluation

This section evaluates the performance of our proposed solution by answering the following questions:

1. What is the overall performance of our end-to-end solution comparing with the start-of-the-art alternatives on CPUs?
2. What is the individual contribution of each optimization idea we proposed?
3. Is the classification accuracy of our solution comparable to the state-of-the-art?

All experiments were done on Amazon EC2 C5.9xlarge instances. Each instance is equipped with an entire Intel Skylake processor with 18 physical cores (36 virtual cores due to hyper-threading).

Our solution was built on top of the code base of the TVM stack 0.4.0. We chose one framework-specific solution and one framework-agnostic solution as baselines for comparison. For the framework-specific solution, we investigated a wide range of options and figured out that MXNet 1.2.1 with Intel MKL-DNN v0.15 enabled has the widest model coverage with best inference performance compared to others. The latest Intel OpenVINO Toolkit 2018 R2.0.2 served as the framework-agnostic solution. In addition, the LLVM OpenMP runtime library 4.0 was used in the comparison with our own thread pool for multi-thread scalability.

We ran the model inference on a number of popularly used CNN models, including ResNet [19], VGG [34], DenseNet [22], and Inception-v3 [39]. All models were pre-trained using ImageNet [12] dataset and available from the Gluon Model Zoo ². Our solution can take in models in other formats as well. The input data of the model inference are \( 224 \times 224 \) ImageNet images, except for the Inception Net whose input size is \( 299 \times 299 \) (This is to follow one of the original experimented sizes of receptive field for inception architecture and the default input size of inception-v3 implementation from popular deep learning frameworks). Since the most important performance criterion of model inference is the latency, We did all experiments with batch size 1, i.e. each time only one image was fed to the model, to measure the inference time.

4.1 Overall Performance

We first report the overall performance we got for 14 popular CNN models comparing with both MXNet and OpenVINO in Figure 4. From the figure we can tell our solution is substantially faster than MXNet on all models (1.15 – 2.81x) as well as outperforms OpenVINO in most cases (1.04 – 11.48x), except for ResNet-34 and Inception-v3 (2% slower).

As a framework-specific solution, MXNet was suboptimal for CNN inference on CPUs because it is lacking of flexibility to perform sufficient model level optimization (e.g. thorough operator fusion). Comparatively, the framework-agnostic solution provided by the OpenVINO gets rid of the framework limitation to get better performance than MXNet. While OpenVINO gets good performance on some networks, so far it does not handle all common CNN models well. For example, it performs terribly on the VGG model family probably due to the batch_norm operator in these models is not optimized. As OpenVINO is not open-sourced, we could not exactly understand its details. Our solution further outperforms OpenVINO mostly because of the advanced optimization techniques we presented in Section 3. In addition, both MXNet and OpenVINO largely rely on the third-party library Intel MKL-DNN to achieve good performance. Our solution, on the other hand, is independent from those chip vendor provided accelerating libraries, which gives us more room to optimize the model inference as a whole.

4.2 Performance Implications of Optimizations

This subsection breaks up the end-to-end performance gain of our solution by investigating the performance boost of each individual optimization technique we described in Section 3. For the sake of space, in each comparison we only pick one network from a network family, respectively. Other networks in the same family share the similar benefits.

4.2.1 Layout optimization of CONV

Firstly, we compare the performance with and without organizing the data in a memory access friendly format in the CONV operations at the second row of Table 1. We argued in Section 3.1.1 that using right data layout in CONV

²https://mxnet.incubator.apache.org/api/python/gluon/model_zoo.html
is critical to get good performance due to better memory access and cache locality. From row 2 of Table 1 we see significant improvement compared to the default data layout, whose performance is normalized to baseline 1. Both implementations are with proper vectorization and thread-level parallelization. This part of optimization was done by most of the existing high-performance deep learning implementations, we replicate it using the TVM scheduling schemes as in MXNet and OpenVINO. Furthermore, sometimes we observed that multi-threading enabled by OpenMP obtained worse performance while adding threads for unknown reasons. This makes us feel more comfortable to use a thread pool on which we have full control. Out of the four networks, VGG-19 achieves the best scalability (13.2× on 18 cores) because its CONV operations are larger. On the other hand, DenseNet-121, DenseNet-161, DenseNet-169 and DenseNet-201 achieves almost no speedup by adding threads.

4.2.2 Layout transform elimination

Secondly, we evaluate the performance boost brought by eliminating the data layout transformation overhead as discussed in Section 3.2. The results were summarized at the third row of Table 1. Compared to the layout optimization of CONV, layout transform elimination further accelerates the execution time by 1.1 − 1.5×. Our solution uses a systematic way to eliminate the unnecessary data layout transform by inferring the data layout throughout the computation graph and inserting the layout transform nodes only if needed, which is not seen in other work.

4.2.3 Optimization scheme search

Next, we compare the performance between the optimization schemes produced by our global searching algorithm and the ones carefully picked by us manually. As discussed in Section 3.3.2, our MDP algorithm is able to find the best combination of data layouts which outperforms the manually picked results by 1.1 − 1.5×, comparing the third and fourth row of Table 1. ResNet-50 (and its variants) gains more speedup from global search because the network structure is more complicated, hence leaving more optimization room. We do not observe much performance gain for VGG-19 (and its variants) by global search since the structure of this model is relatively simple. The results also verify that, with automatic global search, we can get rid of the tedious manual picking of data layout parameters by producing even better results.

4.2.4 Multi-thread parallelization

Lastly, we ran a strong scalability experiment using the multi-threading implementations backed by our own thread pool described at Section 3.1.2 and the commonly available/used OpenMP. We also included the result of MXNet and OpenVINO using Intel MKL-DNN (realizing multi-threading via OpenMP) for comparison. We configured OpenMP via environmental variables \(^3\) to make sure that each thread runs on a disjoint core, which resembles the behavior of our thread pool. Figure 5 summarizes the number of images a model can inference one by one (i.e. \(\text{batchsize} = 1\)) in a second as a function of the number of threads the model uses. From the figure we see that using our thread pool achieves much better scalability than using OpenMP in our solution as well as in MXNet and OpenVINO. Furthermore, sometimes we observed that multi-threading enabled by OpenMP obtained worse performance while adding threads for unknown reasons. This makes us feel more comfortable to use a thread pool on which we have full control. Out of the four networks, VGG-19 achieves the best scalability (13.2× on 18 cores) because its CONV operations are larger. On the other hand, OpenVINO does not optimize the VGG family well and gets almost no speedup by adding threads.

4.3 Accuracy

In this subsection, as a sanity check, we validate the correctness of the models compiled by our solution. For each model, we randomly sampled 1000 images from ImageNet and used our solution, MXNet and OpenVINO to run the model inference for prediction. Table 2 reports the top-1 and top-5 accuracy numbers we got out of three methods on different CNN models, from which we can see that our solution does not lose any accuracy while speeding up the process.

| Model           | Top-1 Accuracy | Top-5 Accuracy |
|-----------------|----------------|----------------|
| ResNet-50       | 0.765/0.931    | 0.743/0.919    |
| VGG-19          | 0.773/0.936    | 0.777/0.937    |
| DenseNet-201    | 0.773/0.936    | 0.777/0.937    |
| Inception-v3    | 0.765/0.931    | 0.743/0.919    |

\(^3\) KMP_AFFINITY=granularity=fine,compact,1.0

5 Related Works

As deep learning demonstrates more and more power in the real-world applications, there is a significant amount of effort being made to accelerate the deep learning workloads...
on all kinds of hardware ranging from CPUs [20, 23, 40, 46], GPUs [8, 10], FPGAs [15, 17, 45], to special-purpose accelerators [9, 26]. Modern deep learning frameworks normally leverage these optimized implementations to run deep learning training and inference on the corresponding hardware targets. There are also works tailored for inference to address the inference-specific requirement such as low latency and small binary size on different hardware targets (e.g. GPUs [31], ASICs [17]). OpenVINO Toolkit [14] developed by Intel employs similar optimization pipeline as we did to optimize the CNN models for Intel products. Our solution outperforms OpenVINO on Intel CPUs due to more advanced optimization on both the model-level and operation-level.

Our solution is based on the TVM stack [7], an end-to-end framework inspired by Halide [32], which expresses a deep learning model into intermediate representations (IRs) and lowers the IRs eventually to the machine code. We adopted the pipeline of TVM, and extended it to Intel CPUs via a series of optimizations reported in the paper. There are several other similar IR-style frameworks such as Tensor Comprehensions [42], Glow [33] and DLVM [43]. However, so far none of them has reported decent Intel CPU inference results as we did. We believe our solution is capable to be adapted by these frameworks.

The idea of fully utilizing registers for vectorized FMA on all kinds of hardware targets shows that we are able to achieve up to 81× speedup.

The concept of Markov Decision Process (MDP) dates back to 1950s [5, 13]. Much of the later work focused on modeling and solving MDP problem with direct or approximated algorithms. Modeling global searching for neural network performance as MDP and formatting it with the Bellman optimality equation [27, 36] are inspired by the fact that neural network holds the Markov Property. The work in this paper leverages the previous idea and applies it to a new application.

6 Conclusion

In this paper, we proposed an end-to-end solution to compile and optimize convolutional neural networks to do the model inference efficiently on modern CPUs. The experiments show that we are able to achieve up to 2.81× speedup on 14 popular CNN models on the up-to-date Intel processors (Intel Xeon Platinum 8000-series, formerly code named Skylake) compared to the performance of the state-of-the-art framework-specific (MXNet) and framework-agnostic (OpenVINO toolkit) solutions. Our solution is applicable to get decent performance on other CPUs (e.g. ARM CPUs) with minimal effort. The future work includes executing the optimized computation graph in parallel [40], doing optimization for model inference with quantized values (e.g. INT8) and extending our optimization ideas (e.g. data layout manipulation and global optimal data layout search) to the optimization work on other hardware targets. Supporting the model inference of recurrent neural networks is another interesting direction to explore.
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Optimizing CNN Model Inference on CPUs

Supplementary material

Here is how to define and schedule a convolution (CONV) operation in the way we described in Section 3.1.1. `declaration_conv_NCHWc` defines the computation of CONV in NCHW[x]c layout with necessary padding and stride setting. `schedule_conv_NCHWc` uses TVM scheduling primitives to schedule the computation as the procedure described in Algorithm 1. We used a high-level language (Python) instead of intrinsics and/or assembly codes that a high-performance implementation typically does. This allows us to try out different ideas easily, and facilitates the layout transform elimination and best optimization scheme search we introduced in Section 3.2 and 3.3.

```python
In [ ]: def declaration_conv_NCHWc(wkl, sch, data, kernel):
    """Define convolution computation in NCHW[x]c layout

    Parameters
    ----------
    wkl : namedtuple
        The CONV workload configuration
    sch : namedtuple(ic_bn, oc_bn, reg_n, unroll_ker)
        The schedule configuration
    data : tvm.Tensor
        Input feature map in NCHW[x]c layout
    kernel : tvm.Tensor
        Kernel in KCRS[x]c[y]k layout
    ""
    batch_size = data.shape[0]
    # Calculate the output height and width
    out_height = (wkl.height + 2 * wkl.hpad - wkl.hkernel) // wkl.hstride + 1
    out_width = (wkl.width + 2 * wkl.wpad - wkl.wkernel) // wkl.wstride + 1
    # Pad NCHW[x]c data
    data_pad = pad(data, (0, 0, wkl.hpad, wkl.wpad, 0), name="data_pad")
    # Define the output shape
    oshape = (batch_size, wkl.out_filter//sch.oc_bn,
              out_height, out_width, sch.oc_bn)
    # Define the reduce axes
    ic = tvm.reduce_axis((0, wkl.in_filter), name="ic")
    kh = tvm.reduce_axis((0, wkl.hkernel), name="kh")
    kw = tvm.reduce_axis((0, wkl.wkernel), name="kw")
    # Define the computation in NCHW[x]c layout
    conv = tvm.compute(oshape, lambda n, oc_chunk, oh, ow, oc_block:
                       tvm.sum(data_pad[n, ic//wkl.ic_bn,
oh\*wkl.hstride+kh,
ow\*wkl.wstride+kw,
ic\%wkl.ic_bn].astype(wkl.out_dtype) *
kernel[oc\_chunk, ic//wkl.ic_bn,
kh, kw, ic\%wkl.ic_bn, oc\_block],
axis=[ic, kh, kw]), name="conv2d\_NCHWc")

return conv

def schedule\_conv\_NCHWc(sch, conv):
    
    """Schedule the convolution in NCHW[x]c layout
    ""
    Parameters
    --------
    sch : namedtuple(ic\_bn, oc\_bn, reg\_n, unroll\_ker)
        The schedule configuration
    conv : tvm.tensor.ComputeOp
        Compute node generated by declaration\_conv\_NCHWc
    ""
    s = tvm.create\_schedule(conv.op)
    # Create a cache stage to help codegen further promote to register.
    CC = s.cache\_write(conv, 'global')

    _, oc\_chunk, oh, ow, oc\_block = s[conv].op\_axis
    ow\_chunk, ow\_block = s[conv].split(ow, factor=sch.reg\_n)
    s[C].reorder(oc\_chunk, oh, ow\_chunk, ow\_block, oc\_block)
    # parallel over oc\_chunk and oh
    parallel\_axis = s[C].fuse(oc\_chunk, oh)
    s[C].parallel(parallel\_axis)

    # the inner loop where CC computes,
    # i.e., ow\_block was split according to the number of registers
    s[CC].compute\_at(s[C], ow\_chunk)
    _, oc\_chunk, oh, ow, oc\_block = s[CC].op\_axis
    ic, kh, kw = s[CC].op\_reduce\_axis

    # split to keep same as that in s[conv]
    ow\_chunk, ow\_block = s[CC].split(ow, factor=sch.reg\_n)
    ic\_chunk, ic\_block = s[CC].split(ic, factor=sch.ic\_bn)

    s[CC].reorder(oc\_chunk, oh, ow\_chunk, ic\_chunk, kh, kw,
ic\_block, ow\_block, oc\_block)
    if sch.unroll\_ker:
        s[CC].unroll(kw)
        s[CC].unroll(kh)

    # Explicitly use vectorization instruction
    s[CC].vectorize(oc\_block)
    # Unroll ow\_block < # of registers,
    # so that it can be optimized to use registers.
    s[CC].unroll(ow\_block)

    return s