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I. Introduction

A. Motivation

Lagrangians link the relationship between equations of motion and coordinate systems. This is particularly important for special relativity, the foundations of which lie in considering the laws of physics within different coordinate systems (i.e., inertial reference frames). The purpose of this paper is to explicate the physically convenient fact that once the transformation rules of the Lagrangian formalism are derived, major results of relativistic electrodynamics can be found by simply applying these rules (this is a common omission from special relativity courses).

In the current paper, we apply the results of our previous work on the Lagrangian formulations of classical mechanics and field theory [1, 2] to the field of special relativity. Analogous to our discussion of the Lagrangian formulation of classical mechanics [1], in which we discussed the Lagrangian formalism for classical particle mechanics, we will show that the Lagrangian formalism holds significant advantages for analyses in relativistic particle mechanics, as well.

Nonetheless, in the Lagrangian formulation of relativistic particle dynamics, we encountered limitations to the allowable coordinate transformations (i.e., only transformations of the spatial and time coordinates are allowed which are invertible in the time coordinate). However, no such limitations occur in the Lagrangian formalism for relativistic fields. Relativistic field Lagrangians, as we will show, always have well-behaved transformation properties; the Euler-Lagrange equations are invariant under arbitrary transformations of spatial and time coordinates.

We apply these results to derive several facets of the theory of special relativity. First and foremost, we show that the electromagnetic potentials form a 4-vector. This result follows from our discussion of the relativistic particle Lagrangian and from Einstein’s postulates of relativity applied to the Lorentz force. Based on this result, we can then show that Maxwell’s field equations do not change under Lorentz transformations.

B. Review

One major departure we take from our previous work [1, 2] stems from how those papers required minimal prerequisites: namely, Newton’s second law and the classical formulation of Maxwell’s equations. In the interest of making this paper similarly self-contained, we must derive several well-known results from special relativity. Those results are also shown in the following works:

- Similar to Landau [3], we show that spatial and time coordinates of any particle form is a 4-vector.
- Similar to Ref. [4], we derive the Lorentz transformations.
- The facts we cite about the spacetime position 4-vector, the 4-velocity and the rules that 4-vectors obey are a small subset of what is discussed in Ref. [5].
- The derivation of energy conservation we present can be found in Refs. [6, 7].
- A recent paper which discusses the Lagrangian of the Lorentz force and which arrives at the same results as we do is in Ref. [8].
- We derive mass-energy equivalence as in Refs. [5, 9].
- Our discussion of gauge of the particle Lagrangian and of the electromagnetic potentials can be found in Refs. [10, 11].
- Our proof that the electromagnetic charge and current densities form a 4-vector is also contained in Ref. [12].

The presentation of those results is in service of our treatment of the Lagrangian formulation of special relativity. One recent treatise of special relativity in which the discussion of prerequisites comes close to ours is found in Ref. [13]. A critical difference is that the Lagrangian formalism is the focus of our paper, which is not found in Zakamaska’s treatment. A less technical treatise of special relativity can be found in Ref. [14], which likewise does not discuss the relativistic Lagrangian formalism. Chanda and Guha [15] discuss relativistic particle Lagrangians in detail, however that discussion does not consider the transformation properties of the Lagrangian and the Euler-Lagrange equations. These properties are crucial for motivating our development of the relativistic Lagrangian formalism.

We begin our development of these properties by showing the ways in which space and time coordinates behave when considering the postulates of special relativity, and the consequences thereof. That discussion begins in Sec. II.
II. Two foundations of special relativity

A. Invariance of the spacetime interval $\Delta s$

Following the example of Ref. [3], we consider two inertial reference frames (IRFs) $T$ and $\bar{T}$, with times $t$ and $\bar{t}$, as well as Cartesian coordinates $x$, $y$, $z$ and $\bar{x}$, $\bar{y}$, $\bar{z}$. IRFs are reference frames in which a body with zero net force acting upon it does not accelerate. The possible transformations between IRFs are translations in space and time, rotations in space, and motion with constant velocity.

Imagine that, within $T$ and $\bar{T}$, we observe a particle and a light pulse. Assume the light pulse travels in one direction with velocity $c$ such that it has nearly as well defined position as the particle.

The empirical fact which started the theory of special relativity is that any change in the coordinates and time ($\Delta x$, $\Delta y$, $\Delta z$, $\Delta t$) in the first reference frame corresponds to changes in coordinates and times for the second reference frame

$$0 = c^2 \Delta t^2 - \Delta x^2 - \Delta y^2 - \Delta z^2 = c^2 \Delta \bar{t}^2 - \Delta \bar{x}^2 - \Delta \bar{y}^2 - \Delta \bar{z}^2; \quad (1)$$

that is, any observation of the light pulse’s coordinates holds in the two inertial reference frames $T$ and $\bar{T}$ [16].

If $T$ and $\bar{T}$ are relative to each other at rest, the equality

$$c^2 \Delta t^2 - \Delta x^2 - \Delta y^2 - \Delta z^2 = c^2 \Delta \bar{t}^2 - \Delta \bar{x}^2 - \Delta \bar{y}^2 - \Delta \bar{z}^2 \quad (2)$$

is true for the particle, too. Without relative motion, the only transformations left are translations in space and time, and rotations in space. For these transformations the even more restrictive relations

$$\Delta t = \Delta \bar{t} \text{ and } \Delta x^2 + \Delta y^2 + \Delta z^2 = \Delta \bar{x}^2 + \Delta \bar{y}^2 + \Delta \bar{z}^2 \quad (3)$$

hold. If these relations did not hold when $T$ and $\bar{T}$ are relative to each other at rest, this would be a strong hint that space is not homogeneous and isotropic. The issues that lead to special relativity arise only when $T$ and $\bar{T}$ are moving relative to each other.

The question we now aim to answer is: Is it true that for any transformation connecting the two IRFs the equation

$$c^2 \Delta t^2 - \Delta x^2 - \Delta y^2 - \Delta z^2 = c^2 \Delta \bar{t}^2 - \Delta \bar{x}^2 - \Delta \bar{y}^2 - \Delta \bar{z}^2 \quad (4)$$

holds for the particle’s coordinates in $T$ and $\bar{T}$, as well?

As we reasoned above, the only transformations this question is not already answered for are those which include a constant relative velocity $\vec{v}$ between $T$ and $\bar{T}$. As spatial rotations have no effect on

$$\Delta s^2 := c^2 \Delta t^2 - \Delta x^2 - \Delta y^2 - \Delta z^2 \quad (5)$$

and

$$\Delta \bar{s}^2 := c^2 \Delta \bar{t}^2 - \Delta \bar{x}^2 - \Delta \bar{y}^2 - \Delta \bar{z}^2, \quad (6)$$

the direction of $\vec{v}$ cannot have an effect either. As such, only the magnitude of the velocity $|\vec{v}|$ could be responsible for $\Delta s^2 \neq \Delta \bar{s}^2$. Thus, the possible relation between $\Delta \bar{s}$ and $\Delta s$ can be expressed by a family of functions $F$ parameterized by $|\vec{v}|$ such that

$$\Delta \bar{s} = F(|\vec{v}|)(\Delta s). \quad (7)$$

Below we will show that $F$ cannot depend on $|\vec{v}|$ at all. If so, then $F$ relates $\Delta \bar{s}$ and $\Delta s$ the same way no matter what the transformation between $T$ and $\bar{T}$ is. As a result, we can use any special case of a transformation to determine $F$. Because any of Eqs. (3) and (1) lead to

$$\Delta \bar{s} = \Delta s, \quad (8)$$

$F$ must be the identity function, and Eq. (4) must hold for the particle, too.

To prove that $F$ cannot depend on $|\vec{v}|$, we consider three IRFs $T_1$, $T_2$, $T_3$ with constant relative velocities
\[ \vec{v}_{12} \text{ between } T_1 \text{ and } T_2 \]
\[ \vec{v}_{23} \text{ between } T_2 \text{ and } T_3 \]
\[ \vec{v}_{13} \text{ between } T_1 \text{ and } T_3. \]

The equations for the relations between \( \Delta s_1 \), \( \Delta s_2 \), and \( \Delta s_3 \) would then read

\[ \Delta s_2 = F|\vec{v}_{12}|(\Delta s_1) \tag{9} \]
\[ \Delta s_3 = F|\vec{v}_{13}|(\Delta s_1) \tag{10} \]
\[ \Delta s_3 = F|\vec{v}_{23}|(\Delta s_2). \tag{11} \]

Substituting Eq. (9) into Eq. (11) leads to
\[ \Delta s_3 = F|\vec{v}_{23}|(F|\vec{v}_{12}|(\Delta s_1)) \]
which, with Eq. (10), leads to the identity
\[ F|\vec{v}_{13}|(\Delta s_1) = F|\vec{v}_{23}|(F|\vec{v}_{12}|(\Delta s_1)). \tag{12} \]

At the same time, the vector equation
\[ \vec{v}_{13} = \vec{v}_{12} + \vec{v}_{23} \]
must hold. For the absolute values, this means
\[ |\vec{v}_{13}| = \sqrt{|\vec{v}_{12}|^2 + |\vec{v}_{23}|^2 + 2|\vec{v}_{12}||\vec{v}_{23}|\cos(\alpha)}, \tag{13} \]
where \( \alpha \) is the angle between \( \vec{v}_{12} \) and \( \vec{v}_{23} \). Consequently, the left hand side of Eq. (12) would depend on \( \alpha \), but the right hand side would not. Because of this contradiction, \( F \) cannot depend on the relative velocity between IRFs.

### B. The Lorentz transformation

#### 1. Non-relativistic setup

We observe a particle from within two IRFs \( T \) and \( \bar{T} \). The axes of the frames point in the same direction, and \( \bar{T} \) moves with velocity \( v \) along \( T \)'s \( x \)-axis such that their classical Galilean transformation is given by:

\[ \begin{pmatrix} \bar{t} \\ \bar{x} \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ -v & 1 \end{pmatrix} \begin{pmatrix} t \\ x \end{pmatrix}, \quad \bar{y} = y, \quad \bar{z} = z, \tag{14} \]

where \( t, x, y, z \) are the coordinates of the particle in \( T \), and \( \bar{t}, \bar{x}, \bar{y}, \bar{z} \) are the coordinates of the particle in \( \bar{T} \). As evident in these equations, we chose \( t = \bar{t} = 0 \) to be the time when the coordinate frames are on top of one another.

#### 2. Ansatz for a transformation compatible with invariance of the spacetime interval

Because at \( t = \bar{t} = 0 \), the two reference frames \( T \) and \( \bar{T} \) are on top of each other, Eq. (4) becomes

\[ c^2\bar{t}^2 - \bar{x}^2 - \bar{y}^2 - \bar{z}^2 = c^2t^2 - x^2 - y^2 - z^2. \tag{15} \]

As an ansatz for a coordinate transformation between the two reference frames which is consistent with Eq. (15), we write:

\[ \begin{pmatrix} c\bar{t} \\ \bar{x} \end{pmatrix} = \begin{pmatrix} a & d \\ b & e \end{pmatrix} \begin{pmatrix} ct \\ x \end{pmatrix} \]

\[ \bar{y} = y \]
\[ \bar{z} = z, \tag{16} \]

which we utilize in the following section.
3. Finding the matrix elements of the ansatz

Because $\bar{y} = y$, $\bar{z} = z$, Eq. (15) and ansatz (16) result in the following equation

$$\left[ \begin{array}{cc} a & d \\ b & e \end{array} \right] \left[ \begin{array}{cc} ct \\ x \end{array} \right] = \left( \begin{array}{cc} ct \\ x \end{array} \right) \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right] \left( \begin{array}{cc} ct \\ x \end{array} \right).$$

(17)

Since $t$ and $x$ are arbitrary the only way for this equation to be true is

$$\left( \begin{array}{cc} a & b \\ d & e \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \left( \begin{array}{cc} a & d \\ b & e \end{array} \right) = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right)$$

(18)

$$\iff \left( \begin{array}{cc} a & b \\ d & e \end{array} \right) \left( \begin{array}{cc} a & d \\ -b & -e \end{array} \right) = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right)$$

(19)

$$\iff \left( a^2 - b^2 \quad ad - be \right) \left( \begin{array}{cc} ad - be & d^2 - e^2 \end{array} \right) = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right)$$

(20)

These are three equations for four parameters $a, b, d, e$. This means one free parameter will remain. We are now going to solve these equations in such a way that $a, d, e$ are expressed through $b$:

$$a(b) = \pm \sqrt{1 + b^2}$$

(21)

$$-1 = d^2 - e^2 = \frac{b^2 e^2}{a^2} - e^2 = e^2 \left( \frac{b^2}{a^2} - 1 \right)$$

(22)

$$\iff e^2 = \frac{1}{1 - b^2} = \frac{1}{1 - b^2} = \frac{1}{1 + b^2} = 1 + b^2$$

(23)

$$\iff e(b) = \pm \sqrt{1 + b^2}$$

(24)

$$d^2 = e^2 - 1 = b^2 \iff d(b) = \pm b$$

(25)

$$\Rightarrow \left( \begin{array}{cc} a & d \\ b & e \end{array} \right) = \left( \begin{array}{cc} \sqrt{1 + b^2} & b \\ b & \sqrt{1 + b^2} \end{array} \right),$$

(26)

In evaluating Eq. (26) we chose the positive solutions only. This can be rectified by checking that the matrix (26) solves Eq. (18). The transformation law now reads

$$\left( \begin{array}{cc} ct \\ \bar{x} \end{array} \right) = \left( \begin{array}{cc} \sqrt{1 + b^2} & b \\ b & \sqrt{1 + b^2} \end{array} \right) \left( \begin{array}{cc} ct \\ x \end{array} \right), \quad \bar{y} = y, \quad \bar{z} = z.$$

(27)

Next we want to move the speed of light $c$ from the vectors to the matrix. To do so we write the above equation in the following form:

$$\left( \begin{array}{cc} c & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} \bar{t} \\ \bar{x} \end{array} \right) = \left( \begin{array}{cc} \sqrt{1 + b^2} & b \\ b & \sqrt{1 + b^2} \end{array} \right) \left( \begin{array}{cc} c & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} t \\ x \end{array} \right)$$

(28)

$$\iff \left( \begin{array}{cc} \bar{t} \\ \bar{x} \end{array} \right) = \left( \begin{array}{cc} 1/c & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} \sqrt{1 + b^2} & b \\ b & \sqrt{1 + b^2} \end{array} \right) \left( \begin{array}{cc} c & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} t \\ x \end{array} \right)$$

(29)

$$\iff \left( \begin{array}{cc} \bar{t} \\ \bar{x} \end{array} \right) = \left( \begin{array}{cc} \sqrt{1 + b^2}/c & b/c \\ b & \sqrt{1 + b^2} \end{array} \right) \left( \begin{array}{cc} c & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} t \\ x \end{array} \right)$$

(30)

$$\iff \left( \begin{array}{cc} \bar{t} \\ \bar{x} \end{array} \right) = \left( \begin{array}{cc} \sqrt{1 + b^2} & \sqrt{1 + b^2} \end{array} \right) \left( \begin{array}{cc} t \\ x \end{array} \right)$$

(31)
4. Calculation of $b$

We would now like to give a physical interpretation of $b$. To do so, we consider Eq. (15) for the special case where the particle moves with the origin of reference frame $\bar{T}$.

We first use $\bar{y} = y$, and $\bar{z} = z$ to simplify Eq. (15) to

$$c^2 \bar{t}^2 - \bar{x}^2 = c^2 t^2 - x^2. \quad (32)$$

Since the particle resides at the origin of $\bar{T}$, $\bar{x}$ is zero which simplifies Eq. (32) to

$$c \bar{t} = \sqrt{c^2 t^2 - x^2}. \quad (33)$$

Furthermore, the velocity of the particle in $T$ is given by the relative speed $v$ between the two reference frames. This provides us with a relation between $x$ and $t$: $x/t = v$. Using this, we can write

$$c \bar{t} = \sqrt{1 - x^2/c^2} ct = \sqrt{1 - v^2/c^2} ct, \quad (34)$$

and

$$\bar{t} = \sqrt{1 - v^2/c^2} t. \quad (35)$$

This special case of the transformation has to be consistent with our more general transformation given by Eq. (31). Thus the following two equations must hold for our special case:

$$\bar{t} = \sqrt{1 + b^2 t + b c x} = \sqrt{1 + v^2 t + b c v} t, \quad (36)$$

and

$$\bar{t} = \sqrt{1 - v^2/c^2} t. \quad (37)$$

This results in the following condition for $b$:

$$\sqrt{1 - v^2/c^2} t = \sqrt{1 + b^2 t + b c v} t. \quad (38)$$

As this equation must hold for arbitrary time $t$, we can write

$$\sqrt{1 - v^2/c^2} = \sqrt{1 + b^2} + b/c v. \quad (39)$$

Solving Eq. (39) for $b$, we find that

$$b = -v/c \sqrt{1 - v^2/c^2}, \quad (40)$$

which can be verified as:

$$\sqrt{1 + b^2} + b v = \sqrt{1 + \frac{v^2/c^2}{1 - \frac{v^2}{c^2}}} = \frac{v^2/c^2}{\sqrt{1 - v^2/c^2}} \sqrt{1 - \frac{v^2}{c^2}} = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}. \quad (41)$$

5. Lorentz transformation

In preparation to use our representation of $b$ into Eq. (31), we first consider

$$\sqrt{1 + b^2} = \sqrt{1 + \frac{v^2/c^2}{1 - \frac{v^2}{c^2}}} = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}. \quad (42)$$
Using this, Eq. (31) turns into

\[
\begin{pmatrix}
\tilde{t} \\
\tilde{x}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{1-v^2}} & \frac{-v/c^2}{\sqrt{1-v^2}} \\
\frac{-v/c^2}{\sqrt{1-v^2}} & \frac{1}{\sqrt{1-v^2}}
\end{pmatrix}
\begin{pmatrix}
t \\
x
\end{pmatrix}.
\] (43)

Eq. (43) is called the Lorentz transformation.

6. Interpretation and generalization

This result is valid with rigor for the IRF \( \bar{T} \) in which the particle is at rest at the IRF’s origin. Even if the particle is accelerated along the \( x \) axis, for small time intervals there always exists such an IRF. Those IRFs are called the particle’s momentary rest IRFs.

If we look at Eq. (43) in its full 4 dimensional form

\[
\begin{pmatrix}
\tilde{t} \\
\tilde{x} \\
\tilde{y} \\
\tilde{z}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{1-v^2}} & \frac{-v/c^2}{\sqrt{1-v^2}} & 0 & 0 \\
\frac{-v/c^2}{\sqrt{1-v^2}} & \frac{1}{\sqrt{1-v^2}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
t \\
x \\
y \\
z
\end{pmatrix},
\] (44)

we can then multiply by spatial rotation matrices

\[
\begin{pmatrix}
\tilde{t} \\
\tilde{x} \\
\tilde{y} \\
\tilde{z}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{1-v^2}} & \frac{-v/c^2}{\sqrt{1-v^2}} & 0 & 0 \\
\frac{-v/c^2}{\sqrt{1-v^2}} & \frac{1}{\sqrt{1-v^2}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
r_{11} & r_{12} & r_{13} & 0 \\
r_{21} & r_{22} & r_{23} & 0 \\
r_{31} & r_{32} & r_{33} & 0
\end{pmatrix}
\begin{pmatrix}
t \\
x \\
y \\
z
\end{pmatrix}
\] (45)

(where \( r_{ij} \) with \( i,j \in \{1, 2, 3\} \) denote the components of the rotation matrix) and note that the product still fulfills Eq. (15). With this in mind, we can claim that our derivation is valid for the momentary rest IRF of a particle moving in an arbitrary direction relative to \( T \).

With less rigor, we can claim that Eq. (43) holds when \( \bar{T} \) is not the particle’s rest IRF, but another IRF from which the particle is observed. Even in this case, Eq. (43) fulfills the central proposition in Eq. (15) and thus is a good candidate for being the correct transformation.

a. Translations in time and space

By requiring \( T \) and \( \bar{T} \) to be on top of each other at time \( t = \tilde{t} = 0 \), we excluded time and spatial translations. This restriction is not relevant if we are considering coordinate differences where translations cancel. Specifically, for coordinate differences, the transformation

\[
\begin{pmatrix}
\Delta\tilde{t} \\
\Delta\tilde{x} \\
\Delta\tilde{y} \\
\Delta\tilde{z}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{1-v^2}} & \frac{-v/c^2}{\sqrt{1-v^2}} & 0 & 0 \\
\frac{-v/c^2}{\sqrt{1-v^2}} & \frac{1}{\sqrt{1-v^2}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\Delta t \\
\Delta x \\
\Delta y \\
\Delta z
\end{pmatrix}
\] (46)

is general enough for the purpose of this paper.

For the case of absolute coordinates with Eq. (45), we will always be able to reach an IRF which is at relative rest to another IRF. From Eq. (3), we know that relativistic effects occur only when IRFs are moving relative to each other.
III. Concepts and notations

A. Proper time

Let $\bar{T}$, with coordinates $\bar{t}, \bar{x}_1, \bar{x}_2, \bar{x}_3$, be a particle’s momentary rest IRF, and let $T$, with coordinates $t, x_1, x_2, x_3$, be an IRF from which we observe the particle. Then

$$c^2 \, d\bar{t}^2 - d\bar{x}^2 = c^2 \, dt^2 - dx^2$$

(47)

with $\bar{x} := (\bar{x}_1, \bar{x}_2, \bar{x}_3)$ and $x := (x_1, x_2, x_3)$ holds.

Because $d\bar{x} = 0$ in the particle’s momentary rest IRF, we are left with

$$c \, d\bar{t} = \sqrt{c^2 \, dt^2 - dx^2} = c \sqrt{1 - \frac{v^2}{c^2}} \, dt \iff d\bar{t} = \sqrt{1 - \frac{v^2}{c^2}} \, dt$$

(48)

where $v = v(t)$ is the particle’s momentary velocity in the observer IRF.

According to its definition, $d\bar{t} = \sqrt{1 - \frac{v^2}{c^2}} \, dt$ is the time interval in the particle’s momentary rest IRF that corresponds to the time interval $dt$ in the observer IRF. As a result, any observer can calculate how long a time interval $dt$ in their IRF will be in the particle’s momentary rest IRF using $\sqrt{1 - \frac{v^2}{c^2}} \, dt$. Thus, all observers in IRFs will agree upon the time interval $d\bar{t}$ in the particle’s momentary rest IRF. Through this formula, $d\bar{t}$ is the same in any IRF. By convention, time intervals in the particle’s momentary rest IRF are named $d\tau$ and are called proper time:

$$d\tau = \sqrt{1 - \frac{v^2}{c^2}} \, dt.$$  
(49)

A more formal, and even simpler, way to see that $d\tau$ is the same in every IRF is as follows. The value of

$$c^2 \, dt^2 - dx^2 = c^2 \, dt^2 - dx_1^2 - dx_2^2 - dx_3^2$$

(50)

is the same in all IRFs. The same is true for its square root:

$$\sqrt{c^2 \, dt^2 - dx^2} = \sqrt{1 - \frac{v^2}{c^2}} \, dt = d\tau.$$  
(51)

B. 4-velocity

The invariance of proper time $d\tau$ allows us to define a new object which under Lorentz transformations transforms like $(c\, dt, dx_1, dx_2, dx_3)$:

$$u := \frac{1}{d\tau} \begin{pmatrix} c \, dt \\ dx_1 \\ dx_2 \\ dx_3 \end{pmatrix} = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}} \begin{pmatrix} c \\ v_1 \\ v_2 \\ v_3 \end{pmatrix}.$$  
(52)

The velocity $u$ is called the particle’s “4-velocity.”

C. Notations and 4-vectors

In Eq. (46) we gave the Lorentz transformation for differences of the coordinates $(t, x, y, z)$. In this section we take the coordinates to be of the form $(ct, x_1, x_2, x_3)$. This will change the Lorentz transformation slightly: it will require reverting what we did in Eq. (28) to Eq. (31). For the rest of this paper we will be interested in the Lorentz transformation based on $(ct, x_1, x_2, x_3)$.

From Eq. (46), we know that Lorentz transformations can be written as $4 \times 4$ matrices. In the following we denote such matrices by $\Lambda$. 

For any Lorentz transformation $\Lambda$ of $\Delta X := (c\Delta t, \Delta x_1, \Delta x_2, \Delta x_3)$ the following equation must hold

$$\Lambda^T g \Lambda = g$$

where $g := \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$.

(53)

In special relativity, $g$ is called the metric tensor or simply the metric. Eq. (53) is a direct consequence of Eq. (4); it is the formal definition of a Lorentz transformation, i.e. any $4 \times 4$ matrix that fulfills this equation is a Lorentz transformation of $\Delta X$. With these definitions, the transformation of $\Delta X$ by $\Lambda$ is given by matrix-vector multiplication $\Lambda (\Delta X)$. Up to now we know two 4-component objects that transform like $\Delta X$. Those are $\Delta X$ itself and the 4-velocity $u$ defined in Eq. (52). Any 4-component object that transforms like $\Delta X$ is called a “4-vector.”

D. Invariance of the 4-vector product

The product $V^T g W$ of two 4-vectors $V, W$ is invariant under Lorentz transformations, i.e. is the same in any IRF:

$$(\Lambda V)^T g (\Lambda W) = V^T \Lambda^T g \Lambda W = V^T g W.$$  

(54)

E. Proper time revisited

With the concept of the 4-vector product we can write

$$dX^T g \, dX = c^2 dt^2 - dx^2$$

$$\iff \sqrt{dX^T g \, dX} = c \sqrt{1 - \frac{v^2}{c^2}} \, dt = c \, d\tau$$

(55)

(56)

This is another proof of the invariance of $d\tau$ under Lorentz transformations.

IV. On the Lagrange formulation of particle dynamics

The main result of this section will be the derivation of the transformation law of the electromagnetic potentials $A$ and $\phi$, as given in Ref. [2], from the invariance of the Lorentz force. Another important result will be the derivation of the famous mass-energy equivalence formula $E = mc^2$.

Quite a few preparations in the field of classical non-relativistic particle physics will be needed. These preparations are done in the section IV A.

A. On the Lagrange formulation of classical non relativistic particle dynamics

1. Energy conservation

The Lagrangian formalism for particle physics, as described in Ref. [1], allows us to derive energy conservation from analyzing how the action $S$ behaves under infinitesimal time translations. By doing so, we will find a definition for the energy of any physical system that is described by a particle Lagrangian.

To begin, we consider the action

$$S = \int_{t_1}^{t_2} L(q(t), \dot{q}(t), t) \, dt,$$

where $L(q(t), \dot{q}(t), t)$ is the particle’s Lagrange function, $q$ is the particle’s position coordinates, $\dot{q}$ is the particle’s velocity, and $t$ is time. $t_1$ and $t_2$ are fixed but arbitrary endpoints of a time interval of which we calculate the particle’s action $S$ ($S$ can be considered as a function of $t_1$ and $t_2$: $S = S(t_1, t_2)$).
We now ask by what amount \( S \) changes if time is changed from \( t \) to \( t + \delta t \), with \( \delta t \) being a small time interval. The resulting change \( \delta S \) of \( S \) is given by

\[
\delta S = \int_{t_1}^{t_2 + \delta t} L(q(t), \dot{q}(t), t) \, dt - \int_{t_1}^{t_2} L(q(t), \dot{q}(t), t) \, dt.
\]  

(58)

Next, we use the substitution rule which is given by

\[
\int_{\varphi(t)}^{\varphi(t_2)} f(x) \, dx = \int_{t_1}^{t_2} f(\varphi(t)) \, d\varphi(t).
\]  

(59)

For \( \varphi(t) = t + \delta t \) the rule reads

\[
\int_{t_1 + \delta t}^{t_2 + \delta t} f(t) \, dt = \int_{t_1}^{t_2} f(t + \delta t) \, dt.
\]  

(60)

Because \( \delta t \) is small, we can write

\[
\int_{t_1 + \delta t}^{t_2 + \delta t} f(t) \, dt = \int_{t_1}^{t_2} \left(f(t) + \frac{df}{dt} \delta t \right) \, dt.
\]  

(61)

Applying this to Eq. (58), we arrive at

\[
\delta S = \int_{t_1}^{t_2} \left(L + \frac{dL}{dr} \delta t \right) \, dt - \int_{t_1}^{t_2} L \, dt = \delta t \int_{t_1}^{t_2} \frac{dL}{dr} \, dt.
\]  

(62)

We will now assume that the particle’s trajectory \( q(t) \) is its physical trajectory which fulfills the Euler-Lagrange equations

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} = 0.
\]  

(63)

To make use of this equation we reformulate \( \delta S \) as follows

\[
\delta S = \delta t \int_{t_1}^{t_2} \frac{dL}{dt} \, dt = \delta t \int_{t_1}^{t_2} \left( \frac{\partial L}{\partial \dot{q}} \dot{q} + \frac{\partial L}{\partial q} \right) \, dt.
\]  

(64)

Integration by parts of the second term leads to

\[
\delta S = \delta t \int_{t_1}^{t_2} \left( \frac{\partial L}{\partial \dot{q}} \dot{q} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) \dot{q} + \frac{\partial L}{\partial q} \right) \, dt + \delta t \left[ \frac{\partial L}{\partial \dot{q}} \dot{q} \right]_{t_1}^{t_2}.
\]  

(65)

With Eq. (63), we are left with

\[
\delta S = \delta t \int_{t_1}^{t_2} \frac{\partial L}{\partial \dot{q}} \, dt + \delta t \left[ \frac{\partial L}{\partial \dot{q}} \dot{q} \right]_{t_1}^{t_2} = \delta t \int_{t_1}^{t_2} \frac{\partial L}{\partial \dot{q}} \, dt + \delta t \int_{t_1}^{t_2} \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \dot{q} \right) \, dt.
\]  

(66)

We have now found two expressions for \( \delta S \):

\[
\delta S = \delta t \int_{t_1}^{t_2} \frac{dL}{dt} \, dt \quad \text{and} \quad \delta S = \delta t \int_{t_1}^{t_2} \frac{\partial L}{\partial \dot{q}} \, dt + \delta t \int_{t_1}^{t_2} \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \dot{q} \right) \, dt.
\]  

(67)

Setting these to equal gives

\[
\int_{t_1}^{t_2} \frac{dL}{dt} \, dt = \int_{t_1}^{t_2} \frac{\partial L}{\partial \dot{q}} \, dt + \int_{t_1}^{t_2} \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \dot{q} \right) \, dt
\]  

(68)

\[
\iff - \int_{t_1}^{t_2} \frac{\partial L}{\partial \dot{q}} \, dt = \int_{t_1}^{t_2} \left( \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \dot{q} \right) - \frac{dL}{dt} \right) \, dt
\]  

(69)

\[
\iff - \int_{t_1}^{t_2} \frac{\partial L}{\partial \dot{q}} \, dt = \int_{t_1}^{t_2} \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \dot{q} - L \right) \, dt.
\]  

(70)
For the special case where $\partial L/\partial t = 0$, this leads to
\[
0 = \int_{t_1}^{t_2} \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} - L \right) dt.
\] (71)
Since $t_1$ and $t_2$ are arbitrary, this equation can only be true if
\[
0 = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} - L \right) \implies E := \frac{\partial L}{\partial \dot{q}^i} - L = \text{constant}.
\] (72)

**a. Interpretation**
These derivations result in the following collection of interpretations:

- $E$ is called energy of the particle. $E$ is defined for any particle that can be described by the Lagrangian formalism for particle physics. It is constant in time when $\partial L/\partial t = 0$, i.e. when the particle’s Lagrangian does not explicitly depend on time but depends on time through the particle’s coordinates $q(t)$ only.
- $E$ was derived from analyzing how $S$ behaves under infinitesimal time translation. Energy conservation can then be considered as a consequence of the behavior of a particle’s action $S$ under infinitesimal time translations.
- There are more transformations, e.g. spatial translations and rotations, which also lead to conserved quantities. Those are easier to derive because for them $\delta S = 0$. They can be found in any classical mechanics text book, a common example of which can be found in Goldstein [7].
- For the standard classical mechanics Lagrangian
\[
L = T - V = \frac{1}{2}mv^2 - V,
\] (73)
the energy calculates to
\[
E = \frac{\partial}{\partial v} \left[ (\frac{1}{2}mv^2 - V) \right] v - \left( \frac{1}{2}mv^2 - V \right) = \frac{1}{2}mv^2 + V.
\] (74)

**2. The Lorentz force and its Lagrangian**

The Lorentz force on a particle with charge $e$ in Cartesian coordinates is given by
\[
F_L = eE + ev \times B,
\] (75)
where $v$ is the particle’s velocity and $E$ and $B$ are the electric and magnetic fields at the particle’s coordinates, respectively. The Lagrangian that corresponds to the Lorentz force is given by
\[
L_L = -e(\phi - A \cdot v),
\] (76)
where $\phi$ and $A$ are respectively the electric and magnetic potentials as discussed in Ref. [2].

$L_L$ is the part of the Lagrangian of a charged particle in an electromagnetic field that represents the particle’s interaction with the electromagnetic field. In classical mechanics the complete Lagrangian is
\[
L = \frac{1}{2}mv^2 + L_L.
\] (77)

To show that $L_L$ reproduces the Lorentz force $F_L$ we prove
\[
F_L = -\left( \frac{d}{dt} \frac{\partial L_L}{\partial v} - \frac{\partial L_L}{\partial x} \right).
\] (78)
We start with
\[
\frac{\partial L_L}{\partial v_i} = eA_i, \quad \implies \frac{d}{dt} \frac{\partial L_L}{\partial v_i} = e \left( \frac{\partial A_i}{\partial t} + \frac{\partial A_i}{\partial x_j} v_j \right).
\] (80)
with $i, j \in \{1, 2, 3\}$ and implicit sum over duplicate indices. To understand the term $\frac{\partial A_i}{\partial x_j} v_j$, we consider that during some small time interval $dt$ the particle’s coordinates change by $dx_j = v_j dt$. Hence, $A_i$’s change resulting from the change $dx_j$ is given by $\frac{\partial A_i}{\partial x_j} dx_j = \frac{\partial A_i}{\partial x_j} v_j dt$. The coordinate-wise contribution of $A_i$ to the total time derivative of $\frac{\partial L}{\partial v_i}$ is $\frac{\partial A_i}{\partial x_j} v_j$.

We continue with $\frac{\partial L}{\partial x_i}$:

$$\frac{\partial L}{\partial x_i} = -\epsilon \frac{\partial \phi}{\partial x_i} + \epsilon \frac{\partial A_i}{\partial x_i} v_j. \quad (81)$$

Thus,

$$\frac{d}{dt} \frac{\partial L}{\partial v_i} - \frac{\partial L}{\partial x_i} = \epsilon \left( \frac{\partial A_i}{\partial t} + \frac{\partial A_i}{\partial x_j} v_j \right) - \epsilon \left( \frac{\partial \phi}{\partial x_i} + \epsilon \frac{\partial A_i}{\partial x_i} v_j \right)$$

$$= -\epsilon \left( \frac{\partial \phi}{\partial x_i} - \frac{\partial A_i}{\partial x_i} \right) - \epsilon \left( v_j \frac{\partial A_i}{\partial x_i} - v_j \frac{\partial A_i}{\partial x_j} \right). \quad (82)$$

We next use the relations $B = \nabla \times A$ and $E = -\nabla \phi - \frac{\partial A}{\partial t}$, which were introduced in Ref. [2].

As an intermediate step, we consider

$$[v \times B]_i = [v \times (\nabla \times A)]_i$$

$$= \epsilon_{ijk} v_j \left( \frac{\partial A_k}{\partial x_l} \right)$$

$$= \epsilon_{ijk} v_j \epsilon_{klm} \frac{\partial A_m}{\partial x_n}$$

$$= \epsilon_{ijk} \epsilon_{klm} v_j \frac{\partial A_m}{\partial x_n}$$

$$= (\delta_{im} \delta_{jn} - \delta_{in} \delta_{jm}) v_j \frac{\partial A_n}{\partial x_l}$$

$$= v_j \frac{\partial A_j}{\partial x_l} - v_j \frac{\partial A_i}{\partial x_j},$$

where $\epsilon_{ijk}$ is the Levi-Civita symbol, $\delta_{ij}$ is the Kronecker delta, and where we made use of the rule $\epsilon_{ijk} \epsilon_{ilm} = \delta_{im} \delta_{jn} - \delta_{in} \delta_{jm}$.

With that, we arrive at

$$\frac{d}{dt} \frac{\partial L}{\partial v_i} - \frac{\partial L}{\partial x_i} = -\epsilon E_i - \epsilon [v \times B]_i = -F_{Li}, \quad (83)$$

which is the result we wanted to prove.

**B. On the Lagrange formulation of relativistic particle dynamics**

1. **Invariance of the relativistic particle Euler-Lagrange equations**

   **a. Preliminaries and notations**

   The invariance of the Euler-Lagrange equations under wide ranges of transformations has always been our crucial argument to accept the Lagrangian formalism. We already used this argument to introduce and rectify the Lagrangian formalism for classical mechanics [1] and classical field theory [2]. In this paragraph, we are going to discuss under which conditions the particle Euler-Lagrange equations are invariant under transformations which include time. Of course, the transformations we are especially interested in are Lorentz transformations.

   Let $(t, x); \; x := (x_1, x_2, x_3)$ and $(\tilde{t}, \tilde{x}); \; \tilde{x} := (\tilde{x}_1, \tilde{x}_2, \tilde{x}_3)$ be time and spatial coordinates. An invertible and differentiable transformation between the coordinates is then given by

   $$\begin{pmatrix} t \\ x \end{pmatrix} = \begin{pmatrix} \varphi(\tilde{t}, \tilde{x}) \\ f(\tilde{t}, \tilde{x}) \end{pmatrix}. \quad (84)$$
Our aim is to show that the principle of stationary action for a particle action of the form

\[ S = \int_{t_1}^{t_2} L \left( x(t), \frac{dx}{dt}(t), t \right) dt \]  \hspace{1cm} (85)

leads to Euler-Lagrange equations, which are form invariant under Eq. (84).

For a given particle trajectory \( \bar{x}(\bar{t}) \), the functions \( \varphi \) and \( f \) can be written as

\[ \varphi(\bar{t}) := \varphi(\bar{t}, \bar{x}(\bar{t})) \]  \hspace{1cm} (86)

\[ f(\bar{t}) := f(\bar{t}, \bar{x}(\bar{t})) \]  \hspace{1cm} (87)

\[ b. \quad \text{Definition of the transformation of the Lagrangian} \]

We define the transformation of the Lagrangian under \( \varphi \) and \( f \) by

\[ \bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) := L \left( f, \frac{df}{d\varphi}, \varphi \right) \frac{d\varphi}{d\bar{t}}. \]  \hspace{1cm} (88)

The particle’s action can then be written in the following two ways:

\[ S = \int_{\bar{t}_1}^{\bar{t}_2} \bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) d\bar{t}, \]  \hspace{1cm} (89)

\[ \iff S = \int_{\bar{t}_1}^{\bar{t}_2} L \left( f, \frac{df}{d\varphi}, \varphi \right) \frac{d\varphi}{d\bar{t}} d\bar{t}. \]  \hspace{1cm} (90)

For Eq. (89), the Euler-Lagrange equations

\[ \frac{d}{d\bar{t}} \frac{\partial \bar{L}}{\partial \left( \frac{d\bar{x}}{d\bar{t}} \right)} - \frac{\partial \bar{L}}{\partial \bar{x}} = 0 \]  \hspace{1cm} (91)

follow from applying the principle of stationary action as discussed in Ref. [1].

c. Proof that \( \frac{d}{d\bar{t}} \frac{\partial L}{\partial (\frac{df}{d\varphi})} - \frac{\partial L}{\partial \bar{x}} = 0 \) holds

Before we apply the principle of stationary action to the particle’s action in Eq. (90), we first use the substitution rule

\[ \int_{\varphi(t_1)}^{\varphi(t_2)} L d\varphi = \int_{\bar{t}_1}^{\bar{t}_2} L \frac{d\varphi}{d\bar{t}} d\bar{t}. \]  \hspace{1cm} (92)

This requires that every dependence on \( \bar{t} \) in \( L \) must be replaced by \( \varphi \). Only then can \( \varphi \) become the new integration variable. As \( L = L \left( f, \frac{df}{d\varphi}, \varphi \right) \), this means that \( f(\bar{t}) \) needs to be written as a function of \( \varphi \). The only way this could be possible in general is if \( \varphi \) can be inverted:

\[ \bar{t} = \varphi^{-1}(\varphi), \]  \hspace{1cm} (93)

where \( \varphi^{-1} \) denotes a function while \( \varphi \) is just a variable, namely the integration variable. Unfortunately, we only assumed Eq. (84) to be invertible. From Eq. (84) being invertible, it does not follow that \( \varphi(\bar{t}) \) is invertible, i.e. that the function \( \varphi^{-1} \) exists.

d. Important examples of invertible \( \varphi(\bar{t}) \)

The aim of this paragraph is to motivate that it is rectified to claim \( \varphi(\bar{t}) \) to be invertible: The important examples for transformations of the form (84) are Lorentz transformations. So we explore what \( \varphi(\bar{t}) \) looks like for Lorentz transformations:

Let \( T \) and \( \bar{T} \) be IRFs with time and spatial coordinates \( (t, x) \) and \( (\bar{t}, \bar{x}) \) respectively. Inspired by section II B6, we
consider the following transformation of differences of \((\bar{t}, \bar{x})\):

\[
\begin{pmatrix}
\frac{1}{\sqrt{1-v^2/c^2}} & -\frac{v}{c^2} & 0 & 0 \\
\frac{v}{c^2} & \frac{1}{\sqrt{1-v^2/c^2}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\Delta \bar{t} \\
\Delta \bar{x}_1 \\
\Delta \bar{x}_2 \\
\Delta \bar{x}_3
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{\sqrt{1-v^2/c^2}} & -\frac{v}{c^2} & 0 & 0 \\
\frac{v}{c^2} & \frac{1}{\sqrt{1-v^2/c^2}} & 0 & 0 \\
0 & 0 & r_{11} & -\frac{v}{c^2} r_{12} \\
0 & 0 & r_{21} & \frac{1}{c^2} r_{12}
\end{pmatrix}
\begin{pmatrix}
\Delta \bar{t} \\
\Delta \bar{x}_1 \\
\Delta \bar{x}_2 \\
\Delta \bar{x}_3
\end{pmatrix},
\tag{94}
\]

where \(r_{ij}\) are the elements of a \(3 \times 3\) rotation matrix embedded in the lower right of a \(4 \times 4\) matrix and \(v\) is defined as the absolute value of the relative velocity between \(T\) and \(\bar{T}\). The rotation is chosen in such a way that it aligns the \(x_1\) axis of \(\bar{T}\) with the vector of the relative velocity between \(T\) and \(\bar{T}\).

With this transformation, we reach a system which is relative to \(T\) at rest. From Eq. (3), we know that the transformation from this system to \(T\) does not imply any transformation of time.

Thus, the complete transformation of time between \(\bar{T}\) and \(T\) can be calculated from Eq. (94) and is given by

\[
\Delta t = \frac{1}{\sqrt{1-v^2/c^2}} \left( \Delta \bar{t} - \frac{v}{c^2} \sum_{i=1}^{3} r_{1i} \Delta \bar{x}_i \right).
\tag{95}
\]

As \(r_{ij}\) is chosen in such a way that \(\sum_{i=1}^{3} r_{1i} \Delta \bar{x}_i\) is the complete spatial distance \(T\) moves relative to \(\bar{T}\) in time \(\Delta \bar{t}\), the relation \(v = \frac{\sum_{i=1}^{3} r_{1i} \Delta \bar{x}_i}{\Delta t}\) holds. With this, we arrive at

\[
\Delta t = \frac{1}{\sqrt{1-v^2/c^2}} \left( \Delta \bar{t} - \frac{v^2}{c^2} \Delta \bar{t} \right) = \sqrt{1-\frac{v^2}{c^2}} \Delta \bar{t}.
\tag{96}
\]

If we write this formula for \(\bar{T}\) as the momentary rest IRFs of the particle, which in general we allow to be accelerating, \(v\) will change with \(\bar{t}\) and the differences will have to be turned into differentials:

\[
dt = \sqrt{1-\frac{v(t)^2}{c^2}} \, d\bar{t}.
\tag{97}
\]

Next, we rewrite this using the \(t = \varphi(\bar{t})\) notation from Eqs. (84) and (86):

\[
d\varphi = \sqrt{1-\frac{v(t)^2}{c^2}} \, d\bar{t} \iff \frac{d\varphi}{dt} = \sqrt{1-\frac{v(t)^2}{c^2}}.
\tag{98}
\]

This is the desired result: For a particle that moves with velocity \(v < c\), the derivative of \(\varphi\) is always positive. Thus, the function \(\varphi^{-1}\) exists.

To summarize: For Lorentz transformations to a particle’s momentary rest IRFs, we proved that the function \(\varphi(t)\) in Eq. (86) is invertible. This example provides evidence that it is reasonable to continue the former section assuming that \(\varphi^{-1}\) exists.

e. *Proof that \(\frac{dt}{d\bar{t}} - \frac{\partial \bar{t}}{\partial \bar{t}} = 0\) holds, continued*

Since we can now assume that \(\varphi^{-1} = \varphi^{-1}(\varphi)\) exists, and that the dependence of \(f\) on \(\bar{t}\) can be replaced by \(\bar{t} = \varphi^{-1}(\varphi)\), we know that the substitution rule makes sense and continue with

\[
S = \int_{\varphi(t_1)}^{\varphi(t_2)} L \left( f, \frac{df}{d\varphi}, \varphi \right) \, d\varphi.
\tag{99}
\]

At this point we need to recall from Ref. [1] that for the proof of Eq. (91) we needed to consider an arbitrary variation \(\delta \bar{x}(\bar{t})\) of the particle’s trajectory in the barred coordinates, which vanished at the end points \(\bar{t}_1\) and \(\bar{t}_2\) of the action integral: \(\delta \bar{x}(\bar{t}_1) = \delta \bar{x}(\bar{t}_2) = 0\). The same variation of the trajectory in the unbarred coordinates is given by

\[
\delta \bar{x} = \delta f = \frac{\partial f}{\partial \bar{x}} \delta \bar{x}.
\tag{100}
\]
As the variation of the trajectory vanishes at \( t_1 \) and \( t_2 \) in the barred coordinates, in the unbarred coordinates the variation \( \delta f \) vanishes at \( t_1 = \varphi(t_1) \) and \( t_2 = \varphi(t_2) \): \[0 = \delta f(\varphi(t_1)) = \delta f(\varphi(t_2)). \] (101)

Now we are ready to use \( \delta f \) to calculate the condition for the action \( S \) to become stationary: The variation \( \delta S \) of the action shown in Eq. (99) resulting from the variation \( \delta f \) is given by

\[
\delta S = \int_{\varphi(t_1)}^{\varphi(t_2)} \partial_L \frac{\partial L}{\partial f} \delta f + \frac{\partial L}{\partial \left( \frac{df}{d\varphi} \right)} \delta \left( \frac{df}{d\varphi} \right) d\varphi. \] (102)

Note: In Eq. (90), \( \varphi \) was still a function \( \varphi = \varphi(\bar{t}) = \varphi(\bar{t}, \bar{x}(\bar{t})) \). By the substitution rule, \( \varphi \) became the integration variable, allowing us to write \( \delta S \) without considering variations of \( \varphi \). With that, we are now able to derive the Euler-Lagrange equations in the well known manner used in Ref. [1]. This makes it clear how crucial \( \frac{df}{d\bar{t}} \) was in definition (88). Without \( \frac{df}{d\bar{t}} \) we would be unable to derive invariant Euler-Lagrange equations and the Lagrangian formalism would essentially break down.

Integration by parts turns Eq. (102) into

\[
\delta S = \int_{\varphi(t_1)}^{\varphi(t_2)} \partial_L \frac{\partial L}{\partial f} \delta f - \frac{d}{d\varphi} \left( \frac{\partial L}{\partial \left( \frac{df}{d\varphi} \right)} \right) \delta f d\varphi + \left[ \frac{\partial L}{\partial \left( \frac{df}{d\varphi} \right)} \delta \left( \frac{df}{d\varphi} \right) \right]_{\varphi(t_1)}^{\varphi(t_2)}. \] (103)

Because of the boundary condition defined in Eq. (101), the last summand vanishes and we are left with

\[
\delta S = \int_{\varphi(t_1)}^{\varphi(t_2)} \partial_L \frac{\partial L}{\partial f} \delta f - \frac{d}{d\varphi} \left( \frac{\partial L}{\partial \left( \frac{df}{d\varphi} \right)} \right) \delta f d\varphi. \] (104)

Also, because of the relation in Eq. (100), \( \delta f \) is as arbitrary as \( \delta \bar{x} \). The condition for \( S \) to be stationary, which is equivalent to \( \delta S = 0 \), is given by

\[
0 = \frac{\partial L}{\partial f} - \frac{d}{d\varphi} \left( \frac{\partial L}{\partial \left( \frac{df}{d\varphi} \right)} \right), \] (105)

and with the definition in Eq. (84), turns into the equation we wanted to prove:

\[
0 = \frac{\partial L}{\partial \bar{x}} - \frac{d}{dt} \left( \frac{\partial L}{\partial \left( \frac{d\bar{x}}{dt} \right)} \right) = \frac{\partial L}{\partial x} - \frac{d}{dt} \frac{\partial L}{\partial v}. \] (106)

f. Application to special relativity

Let \( \left( \frac{\varphi}{f} \right) \) be a Lorentz transformation between the two IRFs \( T \) and \( \bar{T} \). Then, according to Eq. (98), the transformation formula (88) reads

\[
\bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) = L \left( f, \frac{df}{d\varphi}, \varphi \right) \sqrt{1 - \frac{v^2}{c^2}}, \] (107)

where \( v \) is the relative velocity between \( T \) and \( \bar{T} \).

We next consider the case that \( L \) fulfills the equation

\[
L \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) = L \left( f, \frac{df}{d\varphi}, \varphi \right) \]

\[
\iff L \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) = L \left( x(t), \frac{dx}{dt}, t \right). \] (108)
A way to picture this condition is that $L$ is constructed in such a way that the transformation cancels out. With this condition, Eq. (107) becomes

$$
\bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) = L \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) \sqrt{1 - \frac{v^2}{c^2}} .
$$

(109)

The Euler-Lagrange equations in $\bar{T}$ and $T$ then read

$$
\frac{d}{d\bar{t}} \frac{\partial}{\partial \bar{x}} \bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) - \frac{\partial}{\partial \bar{x}} \bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) = 0
$$

$$
\Longleftrightarrow \frac{d}{d\bar{t}} \frac{\partial}{\partial \bar{x}} \left( L \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) \sqrt{1 - \frac{v^2}{c^2}} \right) - \frac{\partial}{\partial \bar{x}} \left( L \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) \sqrt{1 - \frac{v^2}{c^2}} \right) = 0
$$

(110)

and

$$
\frac{d}{d\bar{\varphi}} \frac{\partial}{\partial \bar{x}} L \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) - \frac{\partial}{\partial \bar{x}} L \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) = 0
$$

$$
\Longleftrightarrow \frac{d}{d\bar{\varphi}} \frac{\partial}{\partial \bar{x}} \left( L \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) - \frac{\partial}{\partial \bar{x}} \left( L \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) = 0 .
$$

(111)

If we choose $T$ to be a particle’s momentary rest IRF and $\bar{T}$ to be an observer IRF, then the two equations turn to

$$
\frac{d}{d\bar{t}} \frac{\partial}{\partial \bar{x}} \left( L \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) \sqrt{1 - \frac{(\frac{d\bar{x}}{d\bar{t}})^2}{c^2}} \right) - \frac{\partial}{\partial \bar{x}} \left( L \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) \sqrt{1 - \frac{(\frac{d\bar{x}}{d\bar{t}})^2}{c^2}} \right) = 0
$$

$$
\Longleftrightarrow \frac{d}{d\bar{t}} \frac{\partial}{\partial \bar{x}} \left( \bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) - \frac{\partial}{\partial \bar{x}} \left( \bar{L} \left( \bar{x}(\bar{t}), \frac{d\bar{x}}{d\bar{t}}, \bar{t} \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) = 0
$$

(112)

and

$$
\frac{d}{d\bar{\varphi}} \frac{\partial}{\partial \bar{x}} \left( L \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) - \frac{\partial}{\partial \bar{x}} \left( L \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) = 0
$$

$$
\Longleftrightarrow \frac{d}{d\bar{\varphi}} \frac{\partial}{\partial \bar{x}} \left( \bar{L} \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) - \frac{\partial}{\partial \bar{x}} \left( \bar{L} \left( f, \frac{df}{d\bar{\varphi}}, \varphi \right) \sqrt{1 - \frac{\bar{v}^2}{c^2}} \right) = 0 ,
$$

(113)

where in Eq. (113), the velocity $v$ is zero as it is the particle’s velocity in its momentary rest IRF.

The first postulate of special relativity requires the laws of physics to be the same in all IRFs. The two equations (112) and (113) obviously fulfill this postulate. They may even be considered a mathematical formalization of the first postulate of special relativity.

From these considerations, we can read off the following rule for constructing particle Lagrangians of which the Euler-Lagrange equations fulfill the first postulate: Find a function $L$ that fulfills equation (108) and multiply it by $\sqrt{1 - \frac{v^2}{c^2}}$.

### 2. Heuristic argument

A common heuristic argument to derive the results of equations (112) and (113) is to claim that, for special relativity, the action integral must be taken over proper time $\tau$ instead of classical time $t$:

$$
S = \int_{\tau_1}^{\tau_2} L \, d\tau .
$$

(114)
In an observer IRF with time $t$ and where the particle’s velocity is $v = v(t)$, we may write Eq. (114) in the form

$$S = \int_{t_1}^{t_2} L \, d\tau = \int_{t_1}^{t_2} L \sqrt{1 - \frac{v^2}{c^2}} \, dt. \quad (115)$$

Applying the principle of stationary action will then lead to Eq. (113). The equations of motion will then be the same in any IRF if again we require Eq. (108) to hold.

3. Einstein’s original first postulate

Einstein’s original first postulate is different from the one we discussed in the end of section IV B 1 f. In his first paper on relativity [18], Einstein writes:

“... suggest that the phenomena of electrodynamics as well as of mechanics possess no properties corresponding to the idea of absolute rest. They suggest rather that, as has already been shown to the first order of small quantities, the same laws of electrodynamics and optics will be valid for all frames of reference for which the equations of mechanics hold good. We will raise this conjecture (the purport of which will hereafter be called the “Principle of Relativity”) to the status of a postulate ...”

Thus, Einstein’s original first postulate says that the laws of Maxwell’s electrodynamics are the same in all IRFs [19]. This means that Maxwell’s equations as given in Ref. [2] and the Lorentz force $F_L = eE + ev \times B$ are the same in all IRFs.

In the following section IV B 4, we will assume that the Lorentz force law $F_L$ is the same in all IRFs. However, we will not assume that Maxwell’s equations are the same in all IRFs. Instead, we will be able to derive them using the results from section IV B 4. The original form of Einstein’s first postulate will enter the discussion again in section VII.

4. Application to the Lorentz force law

According to Eq. (76), the Lagrangian of the Lorentz force is given by

$$L_L = -e(\phi - A \cdot v) = -\frac{e(\phi - A \cdot v)}{\sqrt{1 - \frac{v^2}{c^2}}} \sqrt{1 - \frac{v^2}{c^2}}. \quad (116)$$

Section IV B 1 f tells us that the Lorentz force will be the same in two IRFs $\bar{T}$ and $T$ when

$$\frac{-e(\bar{\phi} - \bar{A} \cdot \bar{v})}{\sqrt{1 - \frac{\bar{v}^2}{c^2}}} = \frac{-e(\phi - A \cdot v)}{\sqrt{1 - \frac{v^2}{c^2}}}, \quad (117)$$

where

- $\bar{\phi}$ and $\bar{A}$ denote the electromagnetic potentials in $\bar{T}$,
- $\bar{v}$ denotes the particle’s velocity in $\bar{T}$,
- $\phi$ and $A$ denote the electromagnetic potentials in $T$, and
- $v$ denotes the particle’s velocity in $T$.

For the right hand side of Eq. (117) we can write

$$\frac{-e(\phi - A \cdot v)}{\sqrt{1 - \frac{v^2}{c^2}}} = -\frac{1}{\sqrt{1 - \frac{v^2}{c^2}}} e \left( \frac{\phi}{c}, A_1, A_2, A_3 \right) g \left( \begin{array}{c} c \\ v_1 \\ v_2 \\ v_3 \end{array} \right)$$

$$= -e \left( \frac{\phi}{c}, A_1, A_2, A_3 \right) g u, \quad (118)$$
where in the last equation we used the 4-velocity $u$ from section III B. With that, Eq. (117) can be written as

$$-e\left(\frac{\phi}{c}, \bar{A}_1, \bar{A}_2, \bar{A}_3\right) g \bar{u} = -e\left(\frac{\phi}{c}, A_1, A_2, A_3\right) g u. \quad (119)$$

From section III B, we know that $\bar{u} = \Lambda u$, with $\Lambda$ denoting the Lorentz transformation between $\bar{T}$ and $T$. Thus, we find

$$-e\left(\frac{\phi}{c}, \bar{A}_1, \bar{A}_2, \bar{A}_3\right) g \Lambda u = -e\left(\frac{\phi}{c}, A_1, A_2, A_3\right) g u. \quad (120)$$

As this equation needs to hold for arbitrary 4-velocity $u$ we can write

$$\left(\frac{\phi}{c}, \bar{A}_1, \bar{A}_2, \bar{A}_3\right) g \Lambda = \left(\frac{\phi}{c}, A_1, A_2, A_3\right) g. \quad (121)$$

Because $g = \Lambda^T g \Lambda$, the solution to this equation is

$$\left(\frac{\phi}{c}, \bar{A}_1, \bar{A}_2, \bar{A}_3\right) = \Lambda \left(\frac{\phi}{c}, A_1, A_2, A_3\right), \quad (122)$$

which has the important implication that the quantity

$$\left(\frac{\phi}{c}, A_1, A_2, A_3\right) \quad (123)$$

is a 4-vector.

5. **The relativistic free particle**

Next, we are going to find the Lagrangian for a particle with zero net force acting upon it, also known as a free particle.

Section IV B 4, relied heavily on the original form of Einstein’s first postulate IV B 3. We cannot do so here simply because there is no electrodynamics involved. What we are actually confronted with is to invent new physics, i.e. to invent a new Lagrangian. The only premise we have is the rule from the end of section IV B 1 f. At such a point, the usual approach is to apply the principle of Occam’s razor and to make as few and as simple assumptions as can be thought of.

The simplest guess that can be thought of is that $L$ is some constant $k$ which is just the same in any IRF. The way we will proceed is to compare this guess with the classical limit and see if it works. In the case that we find no contradictions in that limit, we will find out the value of $k$.

Assume we observe the particle from within some observer IRF with time $t$. In the observer IRF we assume the particle’s velocity to be given by $v$. The particle’s Lagrangian in the observer IRF according to the rule from section IV B 1 f will then be

$$L = k \sqrt{1 - \frac{v^2}{c^2}}. \quad (124)$$

To compare $k \sqrt{1 - \frac{v^2}{c^2}}$ to its classical limit, i.e. for the limit $v \ll c$, we first consider some mathematical preliminaries:

$$(1 + \epsilon)^\alpha$$ for small $\epsilon$ can be approximated by the first two terms of its Taylor series:

$$(1 + \epsilon)^\alpha \approx (1 + \epsilon)^\alpha \bigg|_{\epsilon = 0} + \frac{d(1 + \epsilon)^\alpha}{d\epsilon} \bigg|_{\epsilon = 0} \epsilon = 1 + \alpha(1 + \epsilon)^{\alpha - 1} \bigg|_{\epsilon = 0} \epsilon = 1 + \alpha \epsilon. \quad (125)$$
Applying this approximation to our relativistic Lagrangian with \( \epsilon = -v^2/c^2 \) results in

\[
L \approx k \left( 1 + \frac{1}{2} \left( -\frac{v^2}{c^2} \right) \right) = k + \frac{1}{2} \left( -\frac{k}{c^2} \right) v^2.
\]  \hspace{1cm} (126)

Since additional constants (in our case \( k \)) do not affect the equation of motion (i.e. the Euler-Lagrange equation) it is sufficient to compare the second term of this approximation to the free particle Lagrangian of classical mechanics, which is given by \( L = \frac{1}{2}mv^2 \). The two become identical if we choose

\[
-\frac{k}{c^2} = m \iff k = -mc^2.
\]  \hspace{1cm} (127)

Thus, our guess of the relativistic free particle Lagrangian is consistent with classical mechanics for small particle velocity \( v \) if we write

\[
L = -mc^2 \sqrt{1 - \frac{v^2}{c^2}}.
\]  \hspace{1cm} (128)

6. Energy of the relativistic free particle (\( E = mc^2 \))

Using Eq. (72), the energy of the free particle can be calculated from Eq. (128) as follows:

\[
E = \frac{\partial L}{\partial v} v - L
\]  \hspace{1cm} (129)

\[
= -mc^2 \frac{1}{2\sqrt{1 - \frac{v^2}{c^2}}} \cdot \left( -\frac{2v}{c^2} \right) v - \left( -mc^2 \sqrt{1 - \frac{v^2}{c^2}} \right)
\]  \hspace{1cm} (130)

\[
= mc^2 \left( \frac{v^2/c^2}{\sqrt{1 - \frac{v^2}{c^2}}} + \sqrt{1 - \frac{v^2}{c^2}} \right)
\]  \hspace{1cm} (131)

\[
= mc^2 \left( \frac{v^2/c^2 + 1 - v^2/c^2}{\sqrt{1 - \frac{v^2}{c^2}}} \right)
\]  \hspace{1cm} (132)

\[
= \frac{mc^2}{\sqrt{1 - \frac{v^2}{c^2}}}.
\]  \hspace{1cm} (133)

For a particle at rest (\( v = 0 \)), Eq. (133) takes Einstein’s famous form, which tells us that in the theory of special relativity a particle with mass \( m \) is assigned a rest energy \( E = mc^2 \).

7. The equations of motion of the free relativistic particle

From the result of Eq. (128), the equations of motion for the free relativistic particle are given by

\[
0 = \frac{d}{dt} \frac{\partial}{\partial v_i} \left( -mc^2 \sqrt{1 - \frac{v^2}{c^2}} \right) - \frac{\partial}{\partial x_i} \left( -mc^2 \sqrt{1 - \frac{v^2}{c^2}} \right)
\]

\[\iff 0 = \frac{d}{dt} \frac{\partial}{\partial v_i} \left( -mc^2 \sqrt{1 - \frac{v^2}{c^2}} \right)\]

\[\iff 0 = \frac{d}{dt} \frac{\partial L}{\partial v_i} \text{ for } i \in \{1, 2, 3\}.\]  \hspace{1cm} (134)
We start with
\[
\frac{\partial L}{\partial v_i} = -mc^2 \frac{1}{2\sqrt{1-\frac{v^2}{c^2}}} \left(-\frac{2v_i}{c^2}\right) = \frac{mv_i}{\sqrt{1-\frac{v^2}{c^2}}}
\]  

(135)

\[\implies \frac{d}{dt} \frac{\partial L}{\partial v_i} = \frac{mv_i}{\sqrt{1-\frac{v^2}{c^2}}} + \frac{mv_i}{\sqrt{1-\frac{v^2}{c^2}}} \frac{-2v_j\dot{v}_j}{c^2} \text{ with implicit sum over } j \in \{1, 2, 3\} \]

\[= \frac{mv_i}{\sqrt{1-\frac{v^2}{c^2}}} + \frac{mv_i}{\sqrt{1-\frac{v^2}{c^2}}} \frac{v_j\dot{v}_j}{c^2} \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \left(\dot{v}_i + \frac{v_i}{c^2 - v^2} v_j\dot{v}_j\right) \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \left(\dot{v}_i + \frac{v_i}{c^2 - v^2} v_j\dot{v}_j\right) \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \frac{1}{c^2 - v^2} \left((c^2 - v^2)\dot{v}_i + v_i v_j\dot{v}_j\right) \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \frac{1}{c^2 - v^2} \left(c^2\dot{v}_i - v_j v_j\dot{v}_i + v_i v_j\dot{v}_j\right) \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} c^2 \left(\dot{v}_i + \frac{v_i v_j\dot{v}_j - v_j v_j\dot{v}_i}{c^2}\right) \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} c^2 \left(\dot{v}_i + \frac{v_i v_j\dot{v}_j - v_j v_j\dot{v}_i}{c^2}\right) \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \left(\dot{v}_i + \frac{v_i v_j\dot{v}_j - v_j v_j\dot{v}_i}{c^2}\right) \cdot \frac{c^2}{c^2 - v^2} \left(1 - \frac{v^2}{c^2}\right) \left(\dot{v}_i + \frac{v_i v_j\dot{v}_j - v_j v_j\dot{v}_i}{c^2}\right) \]

\[= \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \left(\dot{v}_i + \frac{v_i v_j\dot{v}_j - v_j v_j\dot{v}_i}{c^2}\right).
\]  

(136)

The identity
\[
[v \times (v \times \dot{v})]_i = \epsilon_{ijk} v_j (v \times \dot{v})_k
\]
\[= \epsilon_{ijk} v_j \epsilon_{klm} v_l \dot{v}_m
\]

\[= \epsilon_{klm} \epsilon_{ijk} v_j v_l \dot{v}_m
\]
\[= (\delta_{il} \delta_{jn} - \delta_{in} \delta_{jl}) v_j v_l \dot{v}_m
\]
\[= v_j v_l \dot{v}_i - v_j v_j \dot{v}_i
\]

(137)

allows us to rewrite the result of Eq. (136) as
\[
\frac{d}{dt} \frac{\partial L}{\partial v} = \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \left(\dot{v} + \frac{1}{c^2} v \times (v \times \dot{v})\right).
\]  

(138)

As such, the equation of motion for the free relativistic particle reads
\[
0 = \frac{m}{\sqrt{1-\frac{v^2}{c^2}}} \left(\dot{v} + \frac{1}{c^2} v \times (v \times \dot{v})\right).
\]  

(139)
Using the results from sections IV B 4 and IV B 5, we can write down the Lagrangian of the relativistic particle with charge $e$ in an electromagnetic field:

$$L = -mc^2 \sqrt{1 - \frac{v^2}{c^2}} - e(\phi - A \cdot v)$$

$$= \left(-mc^2 - e\left(\frac{\phi}{c}, A_1, A_2, A_3\right)gu\right) \sqrt{1 - \frac{v^2}{c^2}}. \quad (140)$$

The equations of motion of the relativistic particle with charge $e$ in an electromagnetic field can be calculated from Eq. (140), and with the results from sections IV A 2 and IV B 7, reads:

$$F_L = \frac{m}{\sqrt{1 - \frac{v^2}{c^2}}} \left(\dot{v} + \frac{1}{c^2}v \times (v \times \dot{v})\right)$$

$$\iff eE + ev \times B = \frac{m}{\sqrt{1 - \frac{v^2}{c^2}}} \left(\dot{v} + \frac{1}{c^2}v \times (v \times \dot{v})\right). \quad (141)$$

V. Relativistic field Lagrangians

In a previous paper [2], we derived the Lagrangian formalism for classical fields. The results there were classical in the sense that time was a special coordinate which was treated as being well-separated from spatial coordinates. As we learned in section II, in special relativity, spatial coordinates and time are not clearly separated. This becomes obvious when we look at Eq. (43), where in contrast to Eq. (14), the spatial coordinate $x$ contributes to time.

It is for this reason that we wish to modify the Lagrangian formalism for fields in such a way that time and spatial coordinates are treated uniformly:

$$\mathcal{L} = \mathcal{L} \left(\psi, \frac{\partial \psi}{\partial q}\right), \quad (142)$$

where $q$ denotes spatial coordinates including time and $\psi$ denotes the field. The field may consist of multiple components. A well-known example for a multiple component field is the electric field which, in classical non-relativistic electrodynamics, consists of three components that make up its direction and magnitude in space.

The most intuitive ansatz for an action $S$ created from $\mathcal{L}$ is

$$S = \int_A \mathcal{L} \left(\psi, \frac{\partial \psi}{\partial q}\right) dq^n, \quad (143)$$

where $n$ denotes the number (dimension) of the coordinates $q$ and $A$ is an arbitrary $n$-dimensional area in the space of the coordinates $q$.

As laid out in previous work [1, 2], we have clear criteria for deciding if the Lagrangian formalism arising from Eqs. (142) and (143) is useful. These criteria are:

1. Does the principle of stationary action lead to Euler-Lagrange equations?

2. Are the Euler-Lagrange equations invariant under arbitrary differentiable and invertible transformations of the coordinates $q$ and the fields $\psi$?

3. Does the Lagrangian $\mathcal{L}$ transform in a well-defined way?

If these criteria are indeed fulfilled, we are well-motivated to find Lagrangians for physical field theories such that their field equations become the Euler-Lagrange equations of the Lagrangians.
A. Euler-Lagrange equations

For a detailed companion work to this section, see our previous paper in Ref. [2]. We consider the variations \( \delta S \) of \( S \) that result from variations \( \delta \psi \) of the fields. The variation of the fields is arbitrary except for the condition that it vanishes on the boundary of \( A \) which we denote by \( \partial A \):

\[
\delta \psi(q) = 0 \quad \text{where} \quad q \in \partial A. \tag{144}
\]

The variation of \( S \) is given by

\[
\delta S = \int_A \frac{\partial L}{\partial \psi} \delta \psi + \frac{\partial L}{\partial \dot{\psi}} \delta \left( \frac{\partial \psi}{\partial q} \right) dq^n. \tag{145}
\]

If we consider the possibly multidimensional components of \( \psi \) indexed by \( j \) and the \( q \) coordinates by \( i \) these summands mean:

\[
\frac{\partial L}{\partial \psi} \delta \psi = \sum_j \frac{\partial L}{\partial \psi_j} \delta \psi_j \tag{146}
\]

\[
\frac{\partial L}{\partial \dot{\psi}} \delta \left( \frac{\partial \psi}{\partial q} \right) = \sum_{i,j} \frac{\partial L}{\partial \dot{\psi}_j} \delta \left( \frac{\partial \psi_j}{\partial q_i} \right). \tag{147}
\]

We integrate the second summand in Eq. (145) by parts. To do so we use the identity \( \delta \left( \frac{\partial \psi}{\partial q} \right) = \frac{\partial \psi_2}{\partial q} - \frac{\partial \psi_1}{\partial q} = \frac{\partial}{\partial q} (\psi_2 - \psi_1) = \frac{\partial \delta \psi}{\partial q} \):

\[
\delta S = \int_A \frac{\partial L}{\partial \psi} \delta \psi - \left( \frac{\partial}{\partial q} \cdot \left( \frac{\partial L}{\partial \dot{\psi}} \frac{\partial \psi}{\partial q} \right) \right) \delta \psi dq^n + \int_A \frac{\partial}{\partial q} \cdot \left( \frac{\partial L}{\partial \dot{\psi}} \cdot \delta \psi \right) dq^n. \tag{148}
\]

with \( \frac{\partial}{\partial q} \) we denote the divergence with respect to the coordinates \( q \). We refrain from using the usual “\( \nabla \)" because later the divergence with respect to other variables than \( q \) will occur.

The second integral vanishes because of Gauss’s theorem and \( \delta \psi(q) = 0 \) for any \( q \) on the surface \( \partial A \) of \( A \).

\[
\delta S = \int_A \frac{\partial L}{\partial \psi} \delta \psi - \left( \frac{\partial}{\partial q} \cdot \left( \frac{\partial L}{\partial \dot{\psi}} \frac{\partial \psi}{\partial q} \right) \right) \delta \psi dq^n. \tag{149}
\]

If we use the same index conventions for the field \( \psi \) and \( q \) as we did above, the last term means

\[
\left( \frac{\partial}{\partial q} \cdot \left( \frac{\partial L}{\partial \dot{\psi}_j} \frac{\partial \psi_j}{\partial q_i} \right) \right) \delta \psi = \sum_j \sum_i \frac{\partial}{\partial q_i} \left( \frac{\partial L}{\partial \dot{\psi}_j} \frac{\partial \psi_j}{\partial q_i} \right) \delta \psi_j. \tag{150}
\]

The last rewrite of \( \delta S \) we perform is

\[
\delta S = \int_A \left( \frac{\partial L}{\partial \psi} - \frac{\partial}{\partial q} \cdot \left( \frac{\partial L}{\partial \dot{\psi}} \frac{\partial \psi}{\partial q} \right) \right) \delta \psi dq^n. \tag{151}
\]

Because the variation \( \delta \psi \) is arbitrary (save for its endpoints), the only way to make \( S \) stationary (which is equivalent to requiring \( \delta S = 0 \)) is if \( L \) fulfills the condition

\[
0 = \frac{\partial L}{\partial \psi} - \frac{\partial}{\partial q} \left( \frac{\partial L}{\partial \dot{\psi}} \frac{\partial \psi}{\partial q} \right). \tag{152}
\]

This is the Euler-Lagrange equation we were looking for. Of course, this equation actually consists of multiple equations for the coordinates and the field components. That is why it is common to use the plural and speak of the Euler-Lagrange equations.
B. Invariance of the Euler-Lagrange equations under transformations

This section very closely follows section 3 in a previous work, available at Ref. [2]. Nonetheless, it is worth verifying that the arguments work without time as a special coordinate, too.

Let \( q = f(\bar{q}) \) be an invertible and differentiable transformation of the coordinates and \( \psi = F(\bar{\psi}) \) be an invertible and differentiable transformation of the field. We define the transformed Lagrangian \( \bar{L} \) by

\[
\bar{L}(\bar{\psi}, \frac{\partial \bar{\psi}}{\partial \bar{q}}) := \mathcal{L}\left(F(\bar{\psi}), \frac{\partial F(\bar{\psi})}{\partial f}\right) \left| \det \frac{\partial f}{\partial \bar{q}} \right|
\]

where \( \left| \det \frac{\partial f}{\partial \bar{q}} \right| \) is the absolute value of the determinant of the Jacobian matrix of \( f \) with respect to the coordinates \( \bar{q} \).

We will prove that, by requiring \( S \) to be stationary, the two equations

\[
0 = \frac{\partial \mathcal{L}}{\partial \bar{\psi}} - \frac{\partial}{\partial \bar{q}} \left( \frac{\partial \mathcal{L}}{\partial \frac{\partial \bar{\psi}}{\partial \bar{q}}} \right)
\]

and

\[
0 = \frac{\partial \mathcal{L}}{\partial \bar{\psi}} - \frac{\partial}{\partial \bar{q}} \left( \frac{\partial \mathcal{L}}{\partial \frac{\partial \psi}{\partial f}} \right)
\]

follow, and thus that the Euler-Lagrange equations are independent of arbitrary coordinate and field transformations, as long as the transformation of the Lagrangian is given by Eq. (153). To do so, we consider arbitrary but small variations \( \delta \bar{\psi} \) of the field \( \bar{\psi} \) that vanish on the surface of an area of space \( \bar{A} \). We use this to find the condition for \( S = \int_{\bar{A}} \bar{L}(\bar{\psi}, \frac{\partial \bar{\psi}}{\partial \bar{q}}) \, dq^n = \int_{\bar{A}} \mathcal{L}(F(\bar{\psi}), \frac{\partial F(\bar{\psi})}{\partial f}) \left| \det \frac{\partial f}{\partial \bar{q}} \right| \, dq^n \) to become stationary.

Equation (154) follows from repeating the considerations of section V A. To prove Eq. (155) we look at

\[
S = \int_{\bar{A}} \mathcal{L}(F(\bar{\psi}), \frac{\partial F(\bar{\psi})}{\partial f}) \left| \det \frac{\partial f}{\partial \bar{q}} \right| \, dq^n,
\]

which by using the transformation formula of multidimensional integrals can be turned into

\[
S = \int_{f(\bar{A})} \mathcal{L}(F(\bar{\psi}), \frac{\partial F(\bar{\psi})}{\partial f}) \, df^n,
\]

where \( f(\bar{A}) \) is the image of \( \bar{A} \) under the coordinate transformation \( f \). Based on this formula, the variation \( \delta S \) of \( S \) is given by

\[
\delta S = \int_{f(\bar{A})} \frac{\partial \mathcal{L}}{\partial F} \delta F + \frac{\partial \mathcal{L}}{\partial \frac{\partial F}{\partial f}} \delta \left( \frac{\partial F}{\partial f} \right) \, df^n,
\]

where

\[
\delta F = \frac{\partial F}{\partial \bar{\psi}} \delta \bar{\psi}.
\]

Integration by parts of the second term leads to

\[
\delta S = \int_{f(\bar{A})} \frac{\partial \mathcal{L}}{\partial F} \delta F - \left( \frac{\partial}{\partial f} \cdot \left( \frac{\partial \mathcal{L}}{\partial \frac{\partial F}{\partial f}} \right) \right) \delta F \, df^n + \int_{f(\bar{A})} \frac{\partial}{\partial f} \cdot \left( \frac{\partial \mathcal{L}}{\partial \frac{\partial F}{\partial f}} \delta F \right) \, df^n,
\]

where the identity \( \delta \left( \frac{\partial F}{\partial f} \right) = \frac{\partial F_2}{\partial f} - \frac{\partial F_1}{\partial f} = \frac{\partial (F_2-F_1)}{\partial f} = \frac{\partial \delta F}{\partial f} \) was used.
The variation \( \delta F \) because \( \delta \) The value of \( F \) considered as a function of \( q \) is given by

\[
F(q) = F(\bar{\psi}(\bar{q})) \quad \text{with} \quad \bar{q} \quad \text{defined through} \quad q = f(\bar{q}) \iff \bar{q} = f^{-1}(q).
\]

The variation \( \delta F \) that results from the difference \( \delta \bar{\psi} \) between \( \bar{\psi}_1 \) and \( \bar{\psi}_2 \) is given by

\[
\delta F(q) = F(\bar{\psi}_2(\bar{q})) - F(\bar{\psi}_1(\bar{q})) = F(\bar{\psi}_1(\bar{q}) + \delta \bar{\psi}(\bar{q})) - F(\bar{\psi}_1(\bar{q})) = \frac{\partial F}{\partial \bar{\psi}} \delta \bar{\psi}(\bar{q}).
\]

Because \( \delta \bar{\psi}(\bar{q}) \) is zero by assumption, \( \delta F(q) \) is zero, too, which finishes the proof.

As for \( \delta S \), we are now left with

\[
\delta S = \int_{f(\bar{A})} \left( \frac{\partial \mathcal{L}}{\partial F} - \frac{\partial}{\partial f} \left( \frac{\partial \mathcal{L}}{\partial \frac{\partial F}{\partial f}} \right) \right) \delta F \ dq^n. \tag{166}
\]

As a consequence of Eq. (160), \( \delta F \) is equally arbitrary as \( \delta \bar{\psi} \). Thus the only way for \( \delta S \) to become zero is if

\[
0 = \frac{\partial \mathcal{L}}{\partial F} - \frac{\partial}{\partial f} \left( \frac{\partial \mathcal{L}}{\partial \frac{\partial F}{\partial f}} \right) . \tag{167}
\]

If we now replace \( F \) and \( f \) according to their definitions by \( \psi \) and \( q \), this equation turns into Eq. (155) and thus finishes the proof.

### C. Relativistic electrodynamics

#### 1. Relativistic form of the Lagrangian of electrodynamics

In literature on electrodynamics it is common to state that electrodynamics is a relativistic theory. The most famous example is probably the passage of Einstein’s original paper [21].

Based on the previous two sections we will show that by two simple transformations of the nonrelativistic field Lagrangian of electrodynamics it can be made clear what this statement exactly means and in which sense it is true for Maxwell’s field equations. We start with the nonrelativistic field Lagrangian of electrodynamics from Ref. [2]:

\[
\mathcal{L} = \epsilon_0 \frac{(\nabla \phi - \frac{\partial A}{\partial t})^2 - c^2 (\nabla \times A)^2}{2} - \rho \phi + j \cdot A. \tag{168}
\]

In the same sense as section VB, we consider the following transformations:

- time \( t \) and the three spatial coordinates \( x \):

\[
\begin{pmatrix}
  t \\
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix} = f(x_0, x_1, x_2, x_3) := \begin{pmatrix}
  1/c & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
  x_0 \\
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix} = \begin{pmatrix}
  x_0/c \\
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix} \tag{169}
\]
• the fields \( \phi \) and \( A \)

\[
\begin{pmatrix}
\phi \\
A_1 \\
A_2 \\
A_3
\end{pmatrix}
= F_A(A_0, A_1, A_2, A_3) :=
\begin{pmatrix}
c & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
A_0 \\
A_1 \\
A_2 \\
A_3
\end{pmatrix}
= \begin{pmatrix}
cA_0 \\
A_1 \\
A_2 \\
A_3
\end{pmatrix}
\tag{170}
\]

• the charge density \( \rho \) and the current density \( j \):\[22]\]

\[
\begin{pmatrix}
\rho \\
j_1 \\
j_2 \\
j_3
\end{pmatrix}
= F_J(J_0, J_1, J_2, J_3) :=
\begin{pmatrix}
1/c & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
J_0 \\
J_1 \\
J_2 \\
J_3
\end{pmatrix}
= \begin{pmatrix}
J_0/c \\
J_1 \\
J_2 \\
J_3
\end{pmatrix}
\tag{171}
\]

The transformed Lagrangian, which we denote by \( \mathcal{L}_R \), is given by

\[
\mathcal{L}_R = \frac{1}{c} \mathcal{L} \left( F, \frac{\partial F}{\partial f} \right)
\tag{172}
\]

where \( F \) symbolizes \( F_A \) and \( F_J \). The factor \( 1/c \) comes from the determinant of the matrix in Eq. \((169)\). This matrix is the Jacobian matrix of \( f \) with respect to \( x_0, x_1, x_2, \) and \( x_3 \), and thus according to Eq. \((153)\), the determinant of this matrix has to be included.

Replacing \( \mathcal{L}, F, \) and \( f \) by their definitions results in

\[
\mathcal{L}_R = \frac{1}{c} \left\{ \epsilon_0 \frac{c}{2} \left[ \left( -c \nabla A_0 - \frac{\partial A}{\partial x} \right)^2 - c^2 (\nabla \times A)^2 \right] - (J_0 A_0 - J \cdot A) \right\}
\tag{173}
\]

\[
= \frac{1}{c} \left\{ -\frac{c^2 \epsilon_0}{2} \left[ \left( \frac{\partial A}{\partial x_0} + \nabla A_0 \right)^2 + (\nabla \times A)^2 \right] - (J_0 A_0 - J \cdot A) \right\}
\tag{174}
\]

where \( A \) and \( J \) without index denote \( \begin{pmatrix} A_1 \\ A_2 \\ A_3 \end{pmatrix} \) and \( \begin{pmatrix} J_1 \\ J_2 \\ J_3 \end{pmatrix} \) respectively. For the next steps we will concentrate on the two terms in square brackets. First we look at \( \left( \frac{\partial A}{\partial x_0} + \nabla A_0 \right)^2 \):

\[
\left( \frac{\partial A}{\partial x_0} + \nabla A_0 \right)^2 = \left( \frac{\partial A_1}{\partial x_0} + \frac{\partial A_0}{\partial x_1} \right) \left( \frac{\partial A_1}{\partial x_0} + \frac{\partial A_0}{\partial x_1} \right)
\tag{175}
\]

where we implicitly sum over the repeated index \( i \) from 1 to 3.

We will now use the following definition of a new symbol \( \partial \):

\[
\partial_0 := \frac{\partial}{\partial x_0}, \; \partial_1 := -\frac{\partial}{\partial x_1}, \; \partial_2 := -\frac{\partial}{\partial x_2}, \; \partial_3 := -\frac{\partial}{\partial x_3}
\tag{176}
\]

**Note:** The definition can also be written as:

\[
\begin{pmatrix}
\partial_0 \\
\partial_1 \\
\partial_2 \\
\partial_3
\end{pmatrix}
:= g \begin{pmatrix}
\frac{\partial}{\partial x_0} \\
\frac{\partial}{\partial x_1} \\
\frac{\partial}{\partial x_2} \\
\frac{\partial}{\partial x_3}
\end{pmatrix}
= \begin{pmatrix}
\frac{\partial}{\partial x_0} \\
\frac{\partial}{\partial x_1} \\
\frac{\partial}{\partial x_2} \\
\frac{\partial}{\partial x_3}
\end{pmatrix}
\tag{177}
\]

where the metric tensor \( g \) was defined in Eq. \((53)\).

With definition \((176)\), Eq. \((175)\) becomes
We are now ready to put this result back into Eq. (174):

\[
\mathcal{L}_R = \frac{1}{c} \left\{ -\frac{c^2 e_0}{2} F_{\mu\nu} F_{\alpha\beta} g_{\mu\alpha} g_{\nu\beta} - (J_0 A_0 - J \cdot A) \right\},
\]

where \( g_{\mu\nu} \) are the elements of the metric tensor shown in Eq. (53).

**Note:** For the rest of this paper we will always consider Greek indices to run from 0 to 3 and will always implicitly sum over duplicate indices [23].
and with \(1/\mu_0 = c^2\varepsilon_0\) this turns into

\[
\mathcal{L}_R = \frac{1}{c} \left\{ -\frac{1}{4\mu_0} F_{\mu\nu} F_{\alpha\beta} g_{\mu\alpha} g_{\nu\beta} - J_{\mu} A_{\nu} g_{\mu\nu} \right\}.
\]  

(191)

To pause for a moment of interpretation, notice that \(\mathcal{L}_R\) in the form of Eq. (191) is called the relativistic Lagrangian of electrodynamics. The reason why it is called “relativistic” will be explained in the next section. Similarly, equation (191) is the result of the transformation given by Eqs. (169), (170), and (171), as well as the application of the transformation rule (153).

2. Why Maxwell’s field equations are the same in every inertial reference frame

For \(\mathcal{L}_R\) in the form of Eq. (191), we consider another transformation of the coordinates \(x_0, x_1, x_2, x_3\), the fields \(A_0, A_1, A_2, A_3\), and \(J_0, J_1, J_2, J_3\):

\[
x_\mu = f(\bar{x})_\mu := \Lambda_{\mu\nu} \bar{x}_\nu
\]

(192)

\[
A_\mu = F_A(\bar{A})_\mu := \Lambda_{\mu\nu} \bar{A}_\nu
\]

(193)

\[
J_\mu = F_J(\bar{J})_\mu := \Lambda_{\mu\nu} \bar{J}_\nu,
\]

(194)

where \(\Lambda\) is an arbitrary Lorentz transformation as discussed in section III C. In the above equations we used the same index-based notation as we did in the end of section V C 1. In the following, we will go on to use this notation. Please be aware that, based on this notation, equation (53) can be written as

\[
g_{\mu\nu} = \Lambda^T g \Lambda \iff g_{\mu\nu} = \Lambda_{\alpha\mu} g_{\alpha\beta} \Lambda_{\beta\nu}.
\]  

(195)

Note:

At this point, first and foremost, we are interested in what happens to \(\mathcal{L}_R\) when this transformation is applied using rule (153). Strictly speaking, we are not required to be aware of the physical meaning of the transformation, but for readers who may not appreciate this abstraction it is helpful to note that

- Eq. (192) is the way the coordinates transform in the real physical world. This was discussed in section II B.
- Eq. (193) was shown in section IV B 4.
- Eq. (194) is shown in appendix A.

First we look after the absolute value of the determinant of the Jacobian matrix in Eq. (153):

\[
\left| \frac{\partial f}{\partial \bar{x}} \right| = \Lambda \implies \left| \det \frac{\partial f}{\partial \bar{x}} \right| = |\det \Lambda|.
\]  

(196)

From \(g = \Lambda^T g \Lambda\) follows the identity

\[-1 = \det g = \det g \det^2 \Lambda \implies 1 = \det^2 \Lambda \implies |\det \Lambda| = 1.
\]  

(197)

To prepare for writing down \(\tilde{\mathcal{L}}_R\), we rewrite Eq. (191) with \(F_A, F_J\) and \(\partial\) replaced by their definitions:

\[
\mathcal{L}_R = \frac{1}{c} \left\{ -\frac{1}{4\mu_0} \left( \partial_\mu A_\nu - \partial_\nu A_\mu \right) g_{\mu\alpha} g_{\nu\beta} \left( \partial_\alpha A_{\beta} - \partial_\beta A_{\alpha} \right) - J_{\mu} g_{\mu\nu} A_\nu \right\}
\]

(198)

\[
= \frac{1}{c} \left\{ -\frac{1}{4\mu_0} \left( g_{\mu\tau} \frac{\partial A_{\nu}}{\partial x_\tau} - g_{\nu\tau} \frac{\partial A_{\mu}}{\partial x_\tau} \right) g_{\mu\alpha} g_{\nu\beta} \left( \partial_\alpha A_{\beta} - \partial_\beta A_{\alpha} \right) - J_{\mu} g_{\mu\nu} A_\nu \right\}.
\]  

(199)
By applying Eq. (153) we find the transformed Lagrangian $\bar{L}_R$ to be

$$\bar{L}_R = \frac{1}{c} \left\{ -\frac{1}{4\mu_0} \left[ g_{\mu\tau} \frac{\partial F_A(\bar{A})_\nu}{\partial f(\bar{x}_e)} - g_{\nu\tau} \frac{\partial F_A(\bar{A})_\mu}{\partial f(\bar{x}_e)} \right] g_{\mu\alpha} g_{\nu\beta} \left( g_{\alpha\pi} \frac{\partial F_A(\bar{A})_\beta}{\partial f(\bar{x}_e)} - g_{\beta\gamma} \frac{\partial F_A(\bar{A})_\alpha}{\partial f(\bar{x}_e)} \right) 
\right. $$

$$\left. - F_{J}(\bar{J})_\mu g_{\mu\nu} F_A(\bar{A})_\nu \right\}. \quad (200)$$

We now need to look for a way to express $g_{\mu\tau} \frac{\partial}{\partial f(\bar{x}_e)}$ using the components of $\frac{\partial}{\partial \bar{x}_e}$. To do so, we start with the chain rule:

$$\frac{\partial}{\partial \bar{x}_\alpha} = \frac{\partial f_\nu}{\partial \bar{x}_\alpha} \frac{\partial}{\partial f_\nu}. \quad (201)$$

Using the result from Eq. (192), this turns into

$$\frac{\partial}{\partial \bar{x}_\alpha} = \Lambda_{\nu\alpha} \frac{\partial}{\partial f_\nu}. \quad (202)$$

Multiplying both sides with $\Lambda^{-1}_{\alpha\mu}$ gives

$$\Lambda^{-1}_{\alpha\mu} \frac{\partial}{\partial \bar{x}_\alpha} = \frac{\partial}{\partial f_\nu} \delta_{\nu\mu} = \frac{\partial}{\partial f_\mu}. \quad (203)$$

Multiplying both sides with $g_{\mu\beta}$ leads to

$$\Lambda^{-1}_{\alpha\mu} g_{\mu\beta} \frac{\partial}{\partial \bar{x}_\alpha} = g_{\mu\beta} \frac{\partial}{\partial f_\mu} \iff (\Lambda^{-1} g)_{\alpha\beta} \frac{\partial}{\partial \bar{x}_\alpha} = g_{\mu\beta} \frac{\partial}{\partial f_\mu}. \quad (204)$$

Using $g = g^T$ and $(\Lambda^{-1} g)^T = g \Lambda^{-1} g$ this turns into

$$(g \Lambda^{-1} g)^T_{\beta\alpha} \frac{\partial}{\partial \bar{x}_\alpha} = g_{\beta\mu} \frac{\partial}{\partial f_\mu}. \quad (205)$$

By inverting both sides of Eq. (195) and using $g = g^{-1}$, we find $\Lambda^{-1} g \Lambda^{-1} g \iff g \Lambda^{-1} g = \Lambda$. Thus, we can write

$$(\Lambda g)_{\beta\alpha} \frac{\partial}{\partial \bar{x}_\alpha} = g_{\beta\mu} \frac{\partial}{\partial f_\mu}. \quad (206)$$

We use definition (176) for the transformed coordinates and write $\bar{\partial}_\nu := g_{\nu\mu} \frac{\partial}{\partial f_\mu}$. This leads us to

$$\Lambda_{\beta\nu} \bar{\partial}_\nu = g_{\beta\mu} \frac{\partial}{\partial f_\mu} \iff (\Lambda \bar{\partial})_{\beta} = g_{\beta\nu} \frac{\partial}{\partial f_\mu}. \quad (207)$$

Although not needed in this section, it is worth noting that, with $x_\mu = f_\mu(\bar{x})$, we can give Eq. (207) the concise form

$$\Lambda \bar{\partial} = \partial, \quad (208)$$

which shows that the symbol $\partial$ under Lorentz transformations transforms like a 4-vector.

We can now write $\bar{L}_R$ as

$$\bar{L}_R = \frac{1}{c} \left\{ -\frac{1}{4\mu_0} \left[ (\Lambda \bar{\partial})_\mu F_A(\bar{A})_\nu - (\Lambda \bar{\partial})_\nu F_A(\bar{A})_\mu \right] g_{\mu\alpha} g_{\nu\beta} \left( (\Lambda \bar{\partial})_\alpha F_A(\bar{A})_\beta - (\Lambda \bar{\partial})_\beta F_A(\bar{A})_\alpha \right) 
\right. $$

$$\left. - F_{J}(\bar{J})_\mu g_{\mu\nu} F_A(\bar{A})_\nu \right\}. \quad (209)$$
Next, we use Eqs. (193) and (194):

\[
\bar{L}_R = \frac{1}{c} \left\{ -\frac{1}{4\mu_0} \left[ \frac{\Lambda \nabla (\nabla \Lambda)^\mu}{(\Lambda \nabla \Lambda)^\mu} - (\nabla \nabla) \right] + g_{\mu\alpha} g_{\nu\beta} \left[ (\nabla \nabla)^\alpha (\nabla \nabla)^\beta - (\nabla \nabla)^\beta (\nabla \nabla)^\alpha \right] \right\},
\]

(210)

Multiplying out the first summand, one of the resulting terms is

\[
(\nabla \nabla)^\mu (\nabla \nabla)^\nu g_{\mu\alpha} g_{\nu\beta} (\nabla \nabla)^\alpha (\nabla \nabla)^\beta = \Lambda^\mu \delta^\nu_{\alpha} \Lambda^\nu_{\beta} \Lambda \nabla_{\alpha} \Lambda \nabla_{\beta}.
\]

(211)

Performing the following index transition \( \epsilon \rightarrow \mu, \tau \rightarrow \nu, \pi \rightarrow \alpha, \sigma \rightarrow \beta \) turns this into

\[
g_{\mu\alpha} g_{\nu\beta} \bar{\nabla}_{\mu} \bar{A}_{\nu} \bar{\nabla}_{\alpha} \bar{A}_{\beta}.
\]

(212)

With analogous calculations for the remaining terms, Eq. (210) becomes

\[
\bar{L}_R = \frac{1}{c} \left\{ -\frac{1}{4\mu_0} \left[ \frac{\bar{\nabla}_{\mu} \bar{A}_{\nu} - \bar{\nabla}_{\nu} \bar{A}_{\mu}}{\mu_{\alpha}} g_{\mu\alpha} g_{\nu\beta} \left( \bar{\nabla}_{\alpha} \bar{A}_{\beta} - \bar{\nabla}_{\beta} \bar{A}_{\alpha} \right) - J_{\mu g_{\mu\nu}} \bar{A}_{\nu} \right] \right\}.
\]

(213)

3. Interpretation

We found that the following equation holds:

\[
\bar{L}_R \left( \bar{A}, \frac{\partial \bar{A}}{\partial \bar{\epsilon}} \right) = L_R \left( A, \frac{\partial A}{\partial \bar{\epsilon}} \right).
\]

(214)

Using Eq. (153) and the fact that \( |\det \Lambda| = 1 \) (see Eq. (197)), we can also write

\[
\bar{L}_R \left( \bar{A}, \frac{\partial \bar{A}}{\partial \bar{\epsilon}} \right) = L_R \left( A, \frac{\partial A}{\partial \bar{\epsilon}} \right).
\]

(215)

This result together with the fact that the Euler-Lagrange equations are the same in all IRFs make Maxwell’s equations fulfill the first postulate of special relativity which requires the laws of physics to be the same in all IRFs [24]. Thus, we arrive at the result mentioned in section IV B3: We derived that Maxwell’s field equations are the same in all IRFs.

4. Summary

In section IV B1f, we found a rule to construct particle Lagrangians which fulfill the first postulate of special relativity. Encouraged by Einstein’s original first postulate cited in section IV B3, we applied this rule to the Lagrangian of the Lorentz force in section IV B4 and concluded that the electromagnetic potentials form a 4-vector. From the fact that the electromagnetic potentials form a 4-vector, we derived that Maxwell’s equations fulfill the first postulate of special relativity, i.e. that they are the same in all IRFs.

All of these results were based on the Lagrangian formalism and its property that the Euler-Lagrange equations are the same in any coordinates. Although, to be precise, in section IV B1c, we found that there are limitations to the allowable coordinates in the case of particle physics and transformations which include time.
VI. Relativistic form of Maxwell’s equations

For the Lagrangian in Eq. (191), we calculate the equations of motion (152) of an arbitrary component \( A_\tau \). In this section we again make use of the definition \( F_{\mu\nu} := \partial_\mu A_\nu - \partial_\nu A_\mu \) from section V C 1. We start with

\[
\frac{\partial L}{\partial A_\tau} = \frac{\partial}{\partial A_\tau} \left[ -\frac{1}{4c\mu_0} \left( \partial_\mu A_\nu - \partial_\nu A_\mu \right) g_{\mu\nu} \cdot g_{\nu\tau} \left( \partial_\alpha A_\beta - \partial_\beta A_\alpha \right) \right] 
\]

\[
= -\frac{1}{4c\mu_0} \left[ \left( \partial_\mu A_\nu - \partial_\nu A_\mu \right) - \partial_\nu \right] \left( \frac{\partial A_\beta}{\partial x_\tau} - \frac{\partial A_\alpha}{\partial x_\tau} \right) \left( \frac{\partial A_\beta}{\partial x_\gamma} - \frac{\partial A_\alpha}{\partial x_\gamma} \right) 
+ \left( \frac{\partial A_\nu}{\partial x_\tau} - \frac{\partial A_\mu}{\partial x_\tau} \right) \left( \frac{\partial A_\beta}{\partial x_\gamma} - \frac{\partial A_\alpha}{\partial x_\gamma} \right) 
\]

\[
= -\frac{1}{4c\mu_0} \left[ \left( \partial_\mu A_\nu - \partial_\nu A_\mu \right) \left( \frac{\partial A_\beta}{\partial x_\gamma} - \frac{\partial A_\alpha}{\partial x_\gamma} \right) \right] 
\]

\[
+ \left( \frac{\partial A_\nu}{\partial x_\tau} - \frac{\partial A_\mu}{\partial x_\tau} \right) \left( \frac{\partial A_\beta}{\partial x_\gamma} - \frac{\partial A_\alpha}{\partial x_\gamma} \right) 
\]

\[
= -\frac{1}{4c\mu_0} \left[ \left( g_{\mu\gamma} g_{\nu\tau} - g_{\nu\gamma} g_{\mu\tau} \right) \left( \frac{\partial A_\beta}{\partial x_\gamma} - \frac{\partial A_\alpha}{\partial x_\gamma} \right) \right] 
\]

\[
+ \left( g_{\mu\gamma} g_{\nu\tau} - g_{\nu\gamma} g_{\mu\tau} \right) \left( \frac{\partial A_\beta}{\partial x_\gamma} - \frac{\partial A_\alpha}{\partial x_\gamma} \right) 
\]

Next we look at

\[
\frac{\partial L}{\partial A_\tau} = \frac{\partial}{\partial A_\tau} \left( -\frac{1}{c} J_\mu g_{\mu\nu} A_\nu \right) = -\frac{1}{c} J_\mu g_{\mu\nu} \delta_\nu^\tau = -\frac{1}{c} J_\mu g_{\mu\tau} = -\frac{1}{c} g_{\tau\beta} J_\beta. \tag{216} 
\]
Thus, according to Eq. (152), the equation of motion is given by
\[
0 = -\frac{1}{c^2} g_{\tau\beta} J_\beta + \frac{\partial}{\partial x_\tau} \left( \frac{1}{\epsilon k_0} g_{\tau\beta} (\partial_\epsilon A_\beta - \partial_\beta A_\epsilon) \right)
\] (217)
\[
\Leftrightarrow 0 = g_{\tau\beta} \left( J_\beta - \frac{1}{\mu_0} \frac{\partial}{\partial x_\tau} (\partial_\epsilon A_\beta - \partial_\beta A_\epsilon) \right)
\] (218)
\[
\Leftrightarrow 0 = J_\beta - \frac{1}{\mu_0} \frac{\partial}{\partial x_\tau} (\partial_\epsilon A_\beta - \partial_\beta A_\epsilon)
\] (219)
\[
\Leftrightarrow \mu_0 J_\beta = g_{\alpha\tau} g_{\alpha\pi} \frac{\partial}{\partial x_\pi} \left( \partial_\epsilon A_\beta - \partial_\beta A_\epsilon \right)
\] (220)
\[
\Leftrightarrow \mu_0 J_\beta = g_{\alpha\tau} \partial_\alpha \left( \partial_\epsilon A_\beta - \partial_\beta A_\epsilon \right) = g_{\epsilon\alpha} \partial_\alpha F_{\epsilon\beta}.
\] (221)

This is the relativistic from of Maxwell’s equations. As mentioned in section V C 3, these equations fulfill the first postulate of special relativity, i.e. they are the same in all IRFs.

VII. Gauge and Lorentz transformations

In this section, we will define gauge in the context of a particle Lagrangian and will explore how it is connected to gauge in the context of the electromagnetic potentials. The aim of this section is to clarify the relationship between gauges of the electromagnetic potentials and the Lorentz transformation.

From section IV B 4, we already know that the Lorentz transformation law for the potentials does not require any special gauge (i.e. the concept of gauge was not needed in section IV B 4 at all). In section VII C we will show that a Lorentz transformation of the potentials cannot be achieved by a gauge transformation. In section VII D we will discuss an alternative proof of the Lorentz transformation law of the potentials which is less general than ours from section IV B 4. The loss of generality is due to the need to fix a gauge, namely the Lorenz (not Lorentz!) gauge.

A. Gauge of a particle Lagrangian

A particle Lagrangian can be changed the following way without changing its equation of motion:
\[
L(q, \dot{q}, t) \to L(q, \dot{q}, t) + \frac{d}{dt} F(q, t),
\] (222)
where \( F \) is an arbitrary function of the coordinates and time. A change of this kind is called a gauge.

To prove that the equations of motion are not changed by a gauge we calculate the Euler-Lagrange equations for the right hand side:
\[
\frac{d}{dt} \left( \frac{\partial}{\partial \dot{q}} \left( L + \frac{dF}{dt} \right) \right) - \frac{\partial}{\partial q} \left( L + \frac{dF}{dt} \right)
\]
\[
= \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} - \frac{\partial F}{\partial q} \frac{d}{dt}
\]
\[
= \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} \left( \frac{\partial F}{\partial \dot{q}} + \frac{\partial F}{\partial t} \right) - \frac{\partial}{\partial q} \left( \frac{\partial F}{\partial \dot{q}} + \frac{\partial F}{\partial t} \right)
\]
\[
= \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} \left( \frac{\partial^2 F}{\partial \dot{q}^2} + \frac{\partial}{\partial \dot{q}} \frac{\partial F}{\partial \dot{q}} + \frac{\partial F}{\partial t} \right)
\]
\[
= \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} \left( \frac{\partial F}{\partial \dot{q}} + \frac{\partial F}{\partial t} \right)
\]
\[
= \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} \left( \frac{\partial F}{\partial \dot{q}} + \frac{\partial F}{\partial t} \right)
\]
\[
= \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} + \frac{d}{dt} \frac{\partial F}{\partial \dot{q}} + 0.
\] (223)

This is the same term as without gauge, which proves that the gauge does not change the equations of motion.
B. Connection between the gauges of the particle Lagrangian and the electromagnetic field

A gauge of the electromagnetic potentials is given by

\[ A \rightarrow A' = A + \nabla \lambda(x,t) \]  
(224)

\[ \phi \rightarrow \phi' = \phi - \frac{\partial}{\partial t} \lambda(x,t), \]  
(225)

where \( \lambda \) is an arbitrary function of the spatial coordinates and time. This gauge is defined in such a way that it has no effect on the fields \( E \) and \( B \). To prove this, we calculate the fields from the gauged potentials \( A' \) and \( \phi' \) using the formulas \( B = \nabla \times A \) and \( E = -\nabla \phi - \frac{\partial A}{\partial t} \), as defined for example in section 4 of Ref. [2]:

\[ B' = \nabla \times A' = \nabla \times (A + \nabla \lambda) = \nabla \times A + 0 = \nabla \times A = B \]  
(226)

\[ E' = -\nabla \phi - \frac{\partial A'}{\partial t} = -\nabla \left( \phi - \frac{\partial \lambda}{\partial t} \right) - \frac{\partial}{\partial t} (A + \nabla \lambda) \]

\[ = -\nabla \phi - \frac{\partial A}{\partial t} + \frac{\partial \nabla \lambda}{\partial t} - \frac{\partial \nabla \lambda}{\partial t} = -\nabla \phi - \frac{\partial A}{\partial t} = E. \]  
(227)

Next, we will calculate in which way this gauge will affect the Lagrangian \( L \) of the Lorentz force: the way \( L \) changes by a gauge of the electromagnetic potentials is given by

\[ L_L = -e(\phi - A \cdot v) \rightarrow -e(\phi' - A' \cdot v) \]

\[ = -e \left( \phi - \frac{\partial \lambda}{\partial t} \right) - e((A + \nabla \lambda) \cdot v) \]

\[ = -e(\phi - A \cdot v) - e \left( \frac{\partial \lambda}{\partial t} - \nabla \lambda \cdot v \right) \]

\[ = -e(\phi - A \cdot v) - e \frac{\partial \lambda}{\partial t} \]

\[ = -e(\phi - A \cdot v) - e \frac{d(\lambda)}{dt}. \]  
(228)

This shows that changing the gauge of the electromagnetic potentials changes the Lagrangian by a total time derivative. As we saw in section VII A, this change will not affect the equations of motion. Both gauges are consistent to the extent that they do not change physical, i.e. measurable, phenomena.

C. The effect of Lorentz transformations on physical phenomena in the case of a charged particle in an electromagnetic field

We consider two IRFs \( T, \bar{T} \) with coordinates \((t, x_1, x_2, x_3)\) and \((\bar{t}, \bar{x}_1, \bar{x}_2, \bar{x}_3)\) which move relative to each other with nonzero speed. The equations of motion for a charged particle in an electromagnetic field in these two coordinate systems are given by

\[ \frac{d}{dt} \frac{\partial L_{\text{free}}}{\partial v} - \frac{\partial L_{\text{free}}}{\partial x} = eE + ev \times B \]  
(229)

and

\[ \frac{d}{dt} \frac{\partial L_{\text{free}}}{\partial \bar{v}} - \frac{\partial L_{\text{free}}}{\partial \bar{x}} = eE + e\bar{v} \times \bar{B}, \]  
(230)

where \( L_{\text{free}} \) denotes the free particle Lagrangian \( L_{\text{free}} = -mc^2 \sqrt{1 - \frac{v^2}{c^2}} \) [25]. Although these equations are the same in all IRFs, the coordinates and velocity of the observed particle as well as the fields are certainly not the same in \( T \) and \( \bar{T} \) [26].

That these fields differ in \( T \) and \( \bar{T} \) is most famously discussed in the introduction of Einstein’s first paper on special relativity for the example of a magnet and a conductor [18]:
“...if the magnet is in motion and the conductor at rest, there arises in the neighbourhood of the magnet an electric field with a certain definite energy, producing a current at the places where parts of the conductor are situated. But if the magnet is stationary and the conductor in motion, no electric field arises in the neighbourhood of the magnet. In the conductor, however, we find an electromotive force, to which in itself there is no corresponding energy, but which gives rise – assuming equality of relative motion in the two cases discussed – to electric currents of the same path and intensity as those produced by the electric forces in the former case.”

As changes in \(E\) and \(B\) result from Lorentz transformations of the potentials \(\phi\) and \(A\), it must be impossible to express a Lorentz transformation by a gauge transformation of \(\phi\) and \(A\). This is because, by definition and construction, gauge transformations never change the fields.

### D. Lorenz gauge and the transformation law of the electromagnetic potentials

In this section we discuss a less general derivation of the quantity (123). The derivation is less general because it requires a fixed gauge, specifically the Lorenz gauge. We suspect that this derivation seduces some people who do not know the results of sections IV B 4 and VII C to believe in a stronger or different relation between Lorentz transformations and gauge transformations than there really is.

The first step is to turn Eqs. (224) and (225) into a relativistic form using \(\phi = cA_0, t = \frac{x_0}{c}, \partial_0 = \frac{\partial}{\partial x_0}, \partial_i = -\frac{\partial}{\partial x_i}\) for \(i \in \{1, 2, 3\}\), see Eqs. (170) and (176):

\[
A_\mu = \begin{pmatrix} \phi/c \\ A_1 \\ A_2 \\ A_3 \end{pmatrix} \rightarrow A'_\mu = \begin{pmatrix} \phi'/c \\ A'_1 \\ A'_2 \\ A'_3 \end{pmatrix} = \begin{pmatrix} \phi/c - \frac{1}{c^2} \frac{\partial \lambda}{\partial x_0} \\ A_1 + \frac{\partial \lambda}{\partial x_1} \\ A_2 + \frac{\partial \lambda}{\partial x_2} \\ A_3 + \frac{\partial \lambda}{\partial x_3} \end{pmatrix} = A_\mu - \partial_\mu \lambda.
\]

(231)

We now turn to Maxwell’s equations in their relativistic form:

\[
\mu_0 J_\beta = g_{\epsilon\alpha} \partial_\alpha (\partial_\epsilon A_\beta - \partial_\beta A_\epsilon) = g_{\epsilon\alpha} \partial_\alpha \partial_\epsilon A_\beta - g_{\epsilon\alpha} \partial_\alpha \partial_\beta A_\epsilon.
\]

(232)

The trick is now to choose the gauge function \(\lambda\) in such a way that

\[
g_{\epsilon\alpha} \partial_\alpha \partial_\beta A_\epsilon = 0.
\]

(233)

This gauge is called the Lorenz gauge. For the intrepid reader, the proof that such a gauge function exists can be found in Jackson’s text on Electromagnetism [27, Sec. 3.2]. In this gauge, Maxwell’s equations take the simpler form

\[
\mu_0 J_\beta = g_{\epsilon\alpha} \partial_\alpha \partial_\beta A_\epsilon.
\]

(234)

To derive Eq. (123) from Eq. (234), we consider two inertial reference frames \(T\) and \(\bar{T}\) with coordinates \(x_\nu\) and \(\bar{x}_\nu\), potentials \(A_\nu\) and \(\bar{A}_\nu\), and currents \(J_\nu\) and \(\bar{J}_\nu\). Using \(\Lambda\), we denote the Lorentz transformation between the coordinates: \(\bar{x}_\nu = \Lambda_{\nu\mu} x_\mu\).

According to Einstein’s original first postulate IV B 3, Eq. (234) in the coordinates of \(\bar{T}\) is given by

\[
\mu_0 \bar{J}_\beta = g_{\epsilon\alpha} \partial_\alpha \partial_\beta \bar{A}_\epsilon.
\]

(235)

From appendix A and Eq. (207), we know that \(\bar{J}_\nu = \Lambda_{\nu\gamma} J_\gamma\) and \(\bar{\partial}_\nu = \Lambda_{\nu\gamma} \partial_\gamma\). The substitution of these into Eq. (235), and using \(A^T g \Lambda = g\), leads to

\[
\mu_0 \Lambda_{\lambda\gamma} J_\gamma = g_{\epsilon\alpha} \partial_\alpha \partial_\epsilon \bar{A}_\beta.
\]

(236)

The simplest way to make this equation consistent with equation (234) is to assume

\[
\bar{A}_\beta = \Lambda_{\beta\gamma} A_\gamma,
\]

(237)

which is equivalent to Eq. (122).

This proof is simpler than our proof from section IV B 4 because it requires a fixed gauge. Another difference is that this proof assumes Einstein’s original first postulate IV B 3 to be true for Maxwell’s field equations, while in IV B 4 we assume Einstein’s original first postulate to be true for the Lorentz force.

Looking back at section V C 2, the reader may be able to imagine that, with some effort, one could formulate another proof for the potentials being a 4-vector. The steps/considerations to take would be:
• Assume Maxwell’s field equations are the same in all IRFs.
• Because the determinant of a Lorentz transformation $\det(\Lambda) = 1$, the form invariance of Maxwell’s equations is fulfilled, when the electromagnetic field Lagrangian fulfills Eqs. (214) and (215).
• Write down the transformed field Lagrangian and replace the coordinates and currents by their known transformations. Then conclude what would be the transformation of the potentials to make the Lagrangian invariant.

E. Outlook on gauge field theories

As with all topics of this paper, everything we considered about gauge until this section was known around the beginning of the last century. After the second world war, gauge transformations began to play a new and surprising role in physics, which we feel should at least be mentioned.

When the Standard Model of Particle Physics [28] was developed, it was discovered that gauge transformations are generators of field theories, which describe the interaction between particles. For example, in the Standard Model, the gauge transformation of the electromagnetic potentials generates Maxwell’s theory of electrodynamics. Field theories that are generated by gauge transformations are called “gauge field theories.” Other examples of gauge field theories are:

• The theory of the electroweak interactions which unifies the theory of the electromagnetic field with those of the weak interaction. The fields of the weak interaction are the $Z^0$, the $W^+$, and the $W^-$ fields.

• The theory of the strong interaction, which describes the way quarks interact.

A most fascinating point is that, before the discovery of the gauge field theories, gauge transformations were just an aspect of Maxwell’s theory. An important contrast to this is that, in gauge field theories, gauge transformations become the main players and field theories, in the same way that Maxwell’s theory are the implications thereof.

Interested readers may consult textbooks on Quantum Field Theory for further information. With the exception of “gauge field theory,” the topic is often treated under the names “Yang-Mills theory” or “Non-abelian gauge theory.” We particularly recommend the following books for more detailed descriptions of these theories:

• Zee [29] describes how electrodynamics emerges from gauge transformations at the beginning of chapter “Non-abelian gauge theory.”

• Sterman [30] in the beginning of section “Local gauge invariance” stresses the importance of the topic in modern field theory.

• Schwartz [31] offers a detailed treatise, particularly in chapters “Yang-Mills theory” and “Quantum Yang-Mills theory.”

Although it is important to keep in mind that these topics are increasingly active areas of research.

A. Transformation of $J_\mu$

This appendix, the results of which are mentioned in passing in Jackson [27, Sec. 11.9], will motivate why Eq. (194) is the physically correct behavior of $J_\mu$ under Lorentz transformations. We use the empirical fact that the electric charge is conserved. The formula that describes this fact is the continuity equation:

$$0 = \frac{\partial \rho}{\partial t} + \nabla \cdot j = \frac{\partial (c \rho)}{\partial (ct)} + \frac{\partial j_i}{\partial x_i}. \quad (A1)$$

with Eqs. (169), (171), and (176), this equation can be written as

$$0 = \partial_0 J_0 - \partial_i J_i = g_{\mu \nu} \partial_\mu J_\nu. \quad (A2)$$

It is considered intuitively clear that charge is conserved in every inertial reference frame. Thus, if we consider two inertial reference frames $\bar{T}$ and $T$ with coordinates $\bar{t}(\bar{x}_0, \bar{x}_1, \bar{x}_2, \bar{x}_3)$ and $(x_0, x_1, x_2, x_3)$ and currents $(\bar{J}_0, \bar{J}_1, \bar{J}_2, \bar{J}_3)$ and $(J_0, J_1, J_2, J_3)$, we assume that the continuity equations in $\bar{T}$ and $T$ read

$$0 = g_{\mu \nu} \partial_\mu \bar{J}_\nu, \quad (A3)$$

$$0 = g_{\mu \nu} \partial_\mu J_\nu. \quad (A4)$$
respectively. As both left sides are zero we can write

$$g_{\mu\nu}\partial_\mu J_\nu = g_{\mu\nu}\partial_\mu J_\nu.$$  \hfill (A5)

Further, let $\Lambda$ be the Lorentz transformation, which transforms the coordinates of $\tilde{T}$ into those of $T$. Then, along with Eq. (208), this becomes

$$g_{\mu\nu}\partial_\mu J_\nu = g_{\mu\nu}\Lambda_{\mu\alpha}\partial_\alpha J_\nu.$$  \hfill (A6)

The solution to this equation is

$$J_\nu = \Lambda_{\nu\beta}\tilde{J}_\beta,$$  \hfill (A7)

which allows us to rewrite Eq. (A6) as

$$g_{\mu\nu}\partial_\mu J_\nu = g_{\mu\nu}\Lambda_{\mu\alpha}\partial_\alpha J_\nu \quad \iff \quad g_{\mu\nu}\partial_\mu J_\nu = \Lambda^\nu_{\nu\beta}g_{\mu\nu}\Lambda_{\nu\beta}\partial_\beta J_\beta \quad \iff \quad g_{\mu\nu}\partial_\mu J_\nu = (\Lambda^T g\Lambda)_{\alpha\beta}\partial_\alpha J_\beta \quad \iff \quad g_{\mu\nu}\partial_\mu J_\nu = g_{\mu\nu}\partial_\mu J_\nu,$$  \hfill (A8)

(A9)

(A10)

(A11)

where in the last step we used Eq. (53). The important result of this appendix is Eq. (A7), which we used in Eq. (194).
The simplest way to picture this element is to imagine a real point on the surface of the area in space, which is described from within two systems of coordinates.

One may argue that this transformation is nothing but a change of variables or a change of units and to treat it as a transformation of the Lagrangian is exaggerated. This true in the sense that the equations of motion (Maxwell’s equations) can be rewritten in the new variables/units in a straightforward manner. Because this paper stresses the importance of the transformation behavior of the Lagrangian and the Euler-Lagrange equations, we found it adequate to use it at this point, too. Once the transformation is defined there is no discussion needed to apply it to the Lagrangian or to the equations of motion. All there is to is to apply rule (153), algebra, and calculus. Furthermore we think it’s worth pointing out that a change of units can be interpreted as a coordinate transformation. As discussed in Ref. [1], coordinates are not part of nature; they are a human means to think about nature. Realizing that this holds for units too makes the argument relevant to everyday life, where units are quite inevitable. Nonetheless, because of their arbitrariness, even units cannot be part of reality itself. Those who like to philosophize may find that units are a suitable means to illustrate the shadows in Plato’s Cave. The Lagrangian formalism restricts and makes clear the influence that coordinates and units have in scientific thinking.

A note for experienced readers: In this paper we do not use upper and lower indices, we write metric tensors instead.

Eq. (215) is interesting to compare to Eq. (108). One may say that in relativistic field theory $|\text{det} \Lambda|$ plays the role of $\sqrt{1 - \frac{v^2}{c^2}}$ in relativistic particle physics.

If the particle in $T$ and $\bar{T}$ moves with a speed small compared to the speed of light we may also choose $L_{\text{free}} = \frac{1}{2}mv^2$.

Even $L_{\text{free}}$ is not equal to $\bar{L}_{\text{free}}$ because $\sqrt{1 - \frac{v^2}{c^2}}$ and $\sqrt{1 - \frac{\bar{v}^2}{c^2}}$ are not equal.
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