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Abstract. Deep learning has led to several breakthroughs outside the field of high energy physics, yet in jet reconstruction for the CMS experiment at the CERN LHC it has not been used so far. This report shows results of applying deep learning strategies to jet reconstruction at the stage of identifying the original parton association of the jet (jet tagging), which is crucial for physics analyses at the LHC experiments. We introduce a custom deep neural network architecture for jet tagging. We compare the performance of this novel method with the other established approaches at CMS and show that the proposed strategy provides a significant improvement. The strategy provides the first multi-class classifier, instead of the few binary classifiers that previously were used, and thus yields more information and in a more convenient way. The performance results obtained with simulation imply a significant improvement for a large number of important physics analysis at the CMS experiment.

1. Introduction
The reconstruction of jets, sprays of particles that originate from the hadronization process of a quark or gluon, is a central element in high energy physics collider experiments. Jets can originate from the following particles: b quarks, c quarks, light quarks (u, d, s quark), and gluons. The b and c quarks are heavier than the other aforementioned quarks. If the focus is on identifying b and c quarks we speak of (heavy) flavor tagging. If we want to classify gluons, we cannot speak of flavor tagging as they do not have a physical flavor. We speak either of generic tagging if the gluon class is added or of quark vs. gluon tagging, if it is only a binary classifier. Recently several studies, using simplified simulations, were made on applying deep neural networks in jet tagging. It was proposed to use the analogy of the calorimeter cells to pixels in images to apply convolutional or dense networks that are often used for computer vision [1, 2, 3, 4]. The results ranged from no significant improvement to slight improvements with respect to established methods and did not include jets originating from heavy flavor quarks. Also, the use of recurrent neural networks was proposed [5, 6] in context of heavy flavor and other jet tagging.

In section 2, we present the jet tagging inputs in more detail in terms of the intrinsic data hierarchy and complexity. We present in section 3 the currently recommended flavor tagger of the CMS experiment [7] as well as the new proposal that is built on deep learning in the sense that layers for feature engineering are added that use the intrinsic hierarchy of the data. Finally, in section 5, we present results of the former standard CMS flavor tagger (CSVv2), the currently recommended flavor tagger (DeepCSV) and the generic new proposal (DeepJet). We also compare the generic tagging capabilities to other deep neural network architectures for quark vs. gluon classification.
2. Particle flow jets
Particle flow jets consist of a list of particles reconstructed by the particle flow algorithm [12]. A single particle leaves various individual signals in the CMS subsystems. The subsystems are composed of different detector technologies as can be seen in Figure 1, which all have different signal responses to different particles. So, the particle data is very heterogeneous. As different particles carry different information, we split the particles, that are reconstructed by the particle flow algorithm, into two categories; charged particles which we measure in the tracker, and neutral that are only measured in the calorimeter. The object lists are sorted in descending order of a measure of their displacement significance, which for heavy flavor tagging is known to be a key observable.

There is a natural data hierarchy as jets are composed of particles, all of which have features. To build these lists we use the clustering algorithm anti-$k_T$ [13] that identifies particles belonging to one particle spray initiated by a quark or gluon. Typically, fewer than 50 particles are found in such lists. The clustering algorithm has a parameter that is related to the radius of the cone of the particles spray which is set to 0.4. Tracks, i.e. the trajectories of charged particles are used to find vertices from where several tracks originated. Light quarks and gluons hadronize dominantly to short lived hadrons and their tracks originate directly from the proton-proton collision point, called the primary vertex. Secondary vertices are displaced from the primary vertex and are produced by heavy flavor hadrons that do not decay immediately and stem from $b$ or $c$ quarks. If secondary vertices are found inside the cone of the jet, we add them as additional information to the jet.

3. Neural network designs
For the DeepCSV tagger we first apply quality criteria to tracks. Then we use the first six most displaced tracks and build seven features by hand that are traditionally used for $b$ tagging [14]. Also, information from the most displaced vertex is used and again the features are similar to...
those in [14] as well as the seven global features that we use, such as the transverse momentum of the jet or number of charged particles in the jet. All these features (around 60) are the input to a dense neural network with six layers and 100 nodes per layer.

For the deep learned DeepJet tagger the input is significantly extended. No quality criteria are applied for the charged particles of the jet. We use the features that are used for the heavy flavor tagging of DeepCSV and, in addition we also use features that are likely useful for jet classification, e.g. features that are related to the quality of tracks. All together this makes 18 features per charged particle. For neutral particles, we only use six features; some of which are calculated with respect to the secondary vertex, e.g. the opening angle between the particle and the first secondary vertex, if present. Finally, we use up to four secondary vertices that were reconstructed in the jet cone and use again the same features as in DeepCSV and a few additional ones, adding up to 12 features per vertex. These lists are then input to the neural network architecture. The first step is to engineer features per particle or vertex. For this purpose, several 1D 1x1 convolutional layers are applied to the lists of objects. For charged particles and secondary vertices, four layers with 64, 32, 32, and eight nodes are used. For the neutral particles with considerably less information content only 3 layers are used with 32, 16 and 8 nodes. This strategy allows us to use many input features per particle, which is important as it allows to use rather complete information for each particle or vertex. Altogether the number of input features is around 650. The output of the convolutional layer is then given to a LSTM [15] recurrent neural network. The output of the three recurrent networks that correspond to the charged particles are 150, 50, and 50 intermediate features that correspond to the charged particles, the neutral particles and the secondary vertices, respectively. These intermediate features are concatenated with eight global features, that are used traditionally in flavor tagging, and given to a dense neural network with six layers with 200 nodes for the first and 100 nodes for the remaining layers. For both DeepCSV and DeepJet the ReLU [16] activation function is used, and the softmax function for the last layer. We add DropOut [17] (rate 0.1) layers and batch normalization [18]. For optimization, the Adam optimizer [19] is used with a learning rate of $\epsilon = 10^{-8}$ without automatic learning rate decay. Instead, the learning rate is decreased manually during training time if the loss remains constant. For the technical implementation, we use Keras [20] and Tensorflow [21].

4. Training strategy

Both DeepCSV and DeepJet differ from previous taggers also in the training strategy. In both cases for the first time in CMS a multi-class classification approach is used for the classes. For DeepCSV the light quark class and the gluon class are merged, as usually done in flavor tagging. For DeepJet though these are individual classes to provide a generic tagger.

Another change with respect to previous taggers is that a larger and more diverse sample is used for the training. We use simulated events from two processes, namely QCD and top quark pair production. The more diverse samples reduce the danger of obtain a classifier too specific to a process. The larger sample sizes allow to increase the complexity of the tagger without danger of overfitting. Depending on the simulation version we use 40 to 100 million jet samples. Typically, we reserve 10% of the samples for both, validation and development. The training needs about 30 minutes on a NVIDIA GTX 1080 GPU for DeepCSV and 24 hours for DeepJet.

5. Performance comparison in real data and simulations

Figure 2 compares the DeepCSV to the old tagger (CSVv2) [14] of the CMS experiment and a significantly better performance is observed. At the same true positive rate (b jet efficiency) of about 65%, the false positive rate (misidentification probability) for uds quarks and gluon
is reduced from 1% to 0.6%. The 1% false positive rate is a typical working point used for classification. The improvement originate from the changes in feature selection, new training samples, and a new machine learning algorithm. The efficiencies (true positive rate) of the tagger above a certain threshold on the discriminator are evaluated in real collision data as well as in simulation, details of the procedure are described in Ref. [14]. Figure 3 illustrates the so-called scaling factors that measure the difference in tagging efficiencies in simulation and real collision data. DeepCSV and CSVv2 show the similar agreement in simulation and data, which means that DeepCSV is also more performant in real data collisions. Also for other classes DeepCSV outperformed the old CMS taggers, specifically the binary c quark vs. light quark and c quark vs. b quark taggers.

Figure 4 shows the comparison of DeepCSV to DeepJet (labeled DeepFlavour as it is used for flavor tagging in this case). A further significant gain is observed; the false positive rate is reduced from 1% to 0.7% for 78% true positive rate. We also tested using the extended input of DeepJet as the input to an extended dense neural network. The resulting performance is labeled noConv in Figure 4 and shows that the more sophisticated custom architecture is needed. We also tested using the input of DeepCSV as input for the DeepJet architecture and effectively reproduced the DeepCSV result. We tested in several steps increasing the input from DeepCSV to DeepJet and found that a significant improvement was achieved by not using the quality criteria for particle selection of DeepCSV and CSVv2. The second biggest impact were the additional features per charged particles. The additional secondary vertices and neutral particles gave only modest gain, but are also important for other classes of the generic DeepJet tagger. In Figures 6 and 5 DeepCSV and DeepJet are compared at very high transverse momentum of the b jets. The gain is very significant; the false positive rate is reduced from 1% to only 0.12% at the usual working point. Also here a main limitation was the charged particle quality selection and as well the upper limit of only six charged particles (tracks) that were used in DeepCSV. We thus
learned that in order to reduce the input feature dimension, useful information was lost in the past flavor taggers of CMS.

For quark vs. gluon separation we compare DeepJet to custom deep neural networks. In [3] it was shown that these slightly outperform the classical approaches, namely using only a few handcrafted features that are input machine learning tools. As reference we used a neural network as described in [3], i.e. a 2D convolution layers working on a jet image. To produce images the continuous particle positions are made discrete, i.e. they are pixelized. We also built a slimmed down version of DeepJet, as for light quark vs. gluon separation it is evident from first principle arguments that just a fraction of the input to DeepJet is relevant. We used only 4 features per particles and removed the 1x1 convolutional layers. The secondary vertices were dropped as well. The slimmed down version of DeepJet is labeled recurrent in the Figure. Figure 7 compares the three networks, that all were trained with the same samples. DeepJet and the slimmed down version of DeepJet performed similarly well and only marginally better than the 2D convolution. The 2D convolution works well because quark vs. gluon separation mostly dependent on particle densities and energies densities, which can well be represented in images. Heavy flavor tagging however is much more complex.

**Figure 4.** [9] True positive rate (b jet efficiency) vs. false positive rate of light jets and c quarks in simulation with 2017 conditions for jets with more than 30 GeV transverse momentum from top pair production. The jet-taggers DeepJet, DeepCSV, and noConv are described in the text.

**Figure 5.** [9] True positive rate (b jet efficiency) vs. false positive rate of light jets and c quarks in simulation with 2017 conditions for jets in the range of 300-600 GeV of transverse momentum from QCD processes. The DeepJet and DeepCSV taggers are described in the text.

### 6. Conclusion

We present a new network architecture for jet tagging for the LHC experiments. DeepCSV, the currently recommended tagger of CMS based on a deep neural network, led to significant gain in tagging performance and was validated in real collision data. An even more recent development is DeepJet, a generic tagger for all hadron classes, which is based on deep learning. It outperforms the other taggers and especially at large transverse momenta of the jets the gain is very significant, nearly on order of magnitude less false positive rate for the standard threshold definitions. If the expectations from simulations are confirmed in real data that would yield to a significant improvement of the scientific output of the CMS experiment.
Figure 6. [9] True positive rate (b jet efficiency) vs. false positive rate of light jets and c quarks in simulation with 2017 conditions for jets in the range of 600-1000 GeV of transverse momentum from QCD processes. The DeepJet and DeepCSV taggers are described in the text.

Figure 7. [10] True positive rate (light jet efficiency) vs. false positive rate of gluon jets in simulation with 2017 conditions for jets in the range of 80-120 GeV of transverse momentum from QCD processes. Three different (DeepJet, recurrent, convolutional) neural network based taggers are tested. Only DeepJet is a multi-class classifier that can also be used for flavor tagging.
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