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Abstract—In this work, we propose a new variant of natural evolution strategies (NES) for high-dimensional black-box optimization problems. The proposed method, CR-FM-NES, extends a recently proposed state-of-the-art NES, Fast Moving Natural Evolution Strategy (FM-NES), in order to be applicable in high-dimensional problems. CR-FM-NES builds on an idea using a restricted representation of a covariance matrix instead of using a full covariance matrix, while inheriting an efficiency of FM-NES. The restricted representation of the covariance matrix enables CR-FM-NES to update parameters of a multivariate normal distribution in linear time and space complexity, which can be applied to high-dimensional problems. Our experimental results reveal that CR-FM-NES does not lose the efficiency of FM-NES, and on the contrary, CR-FM-NES has achieved significant speedup compared to FM-NES on some benchmark problems. Furthermore, our numerical experiments using 200, 600, and 1000-dimensional benchmark problems demonstrate that CR-FM-NES is effective over scalable baseline methods, VD-CMA and Sep-CMA.

Index Terms—Natural Evolution Strategies, Black-Box Optimization, High Dimension

I. INTRODUCTION

THIS work focuses on black-box optimization (BBO) problems. In BBO, we cannot obtain representations of objective functions explicitly; optimization should be performed with only function evaluation values for solutions, not gradient or other information. Because evaluating a solution often demands high computational resources, reducing the number of evaluations is critical in BBO. For example, hyperparameter optimization [1], which is an important task for achieving high performance of machine learning algorithms and can be formulated as BBO, needs a lot of evaluation time for constructing one training model. Towards solving such real-world BBO problems, many optimization methods including evolutionary algorithms have been actively studied [2]–[7].

Our particular interest lies on Natural Evolution Strategies (NES) [8]–[20], which shows promising performance in BBO. In contrast to typical evolutionary algorithms which minimizes an objective function $f(x)$ by seeking the optimal solution $x^*$ directly, NES attempts to find the parameter $\theta^*$ of a probability distribution $p(x|\theta)$ that minimizes the expected evaluation value $J(\theta) = \int f(x)p(x|\theta)dx$ of the solution $x$ sampled from the probability distribution $p(x|\theta)$. This technique is called stochastic relaxation, and has appealing properties in a theoretical view [21]. NES generates solutions according to a current probability distribution $p(x|\theta)$ and evaluates them in each iteration. A critical component in NES is the natural gradient [22]–[25], which is defined by the steepest descent direction with a sufficiently small Kullback-Leibler divergence [26]–[28]. The natural gradient is estimated by using the evaluation values of the solutions, and the parameter $\theta$ of the distribution is updated by using the estimated natural gradient.

Among the many variants of NES, FM-NES [29] shows good performance in BBO problems. In addition to the update based on the natural gradient, FM-NES introduces several mechanisms to speed up the search even with a small number of samples, which results in significant speed-up over other NES algorithms [8], [30] and CMA-ES [31]–[34].

However, it is difficult to employ FM-NES for optimizing high-dimensional problems due to the high complexity of FM-NES; the time complexity of FM-NES is $O(d^3)$ where $d$ is the dimension number, and the space complexity of FM-NES is $O(d^2)$, which makes it difficult to apply FM-NES to high-dimensional problems. This is mainly because the number of parameters of the covariance matrix to be updated is $d(d+1)/2 + 1 \in \Theta(d^2)$.

To address the issue, we propose, in this paper, Cost-Reduction Fast Moving Natural Evolution Strategy (CR-FM-NES), which is a new version of FM-NES that can be utilized for optimizing high-dimensional problems. CR-FM-NES builds on the sophisticated representation of the covariance matrix proposed in [35]. While CR-FM-NES retains the high speed of FM-NES, it suppresses the time and space complexity linearly with respect to the dimension number.

The rest of the paper is organized as follows. In Section II, we describe the existing method, FM-NES, and its problem when applied to high-dimensional problems. In Section III, we propose CR-FM-NES, which deals with the issue of FM-NES. In Section IV, we perform numerical experiments to demonstrate the effectiveness of the proposed method. Section V concludes this study.

II. FM-NES AND ITS PROBLEM

A. FM-NES

Fast Moving Natural Evolution Strategy (FM-NES) [29] is one of the state-of-the-art BBO algorithms. FM-NES performs optimization by updating the parameters of the multivariate
normal distribution based on the estimated natural gradient. We give an overall procedure of FM-NES as follows.

**Step 1.** Initialize the parameters of the multivariate normal distribution $\mathcal{N}(\mathbf{m}(0), \sigma(0)\mathbf{B}(0)(\sigma(0)\mathbf{B}(0))^\top)$. Here, $\mathbf{m}(0)$ is the mean vector, $\sigma(0)$ is the step size, and $\mathbf{B}(0)$ is the normalized transformation matrix which holds $\det(\mathbf{B}) = 1$. Let the iteration $t = 0$ and the evolution path $p(0)$ = 0.

**Step 2.** Generate $\lambda$ solutions by the antithetic variates method [36]; that is, the solutions are generated according to the following equations: $\mathbf{x}_{2i-1} = \mathbf{m}(t) + \sigma(t)\mathbf{B}(t)\mathbf{z}_{2i-1}, \mathbf{x}_{2i} = \mathbf{m}(t) + \sigma(t)\mathbf{B}(t)\mathbf{z}_{2i}, \mathbf{z}_{2i-1} \sim \mathcal{N}(0, \mathbf{I}), \mathbf{z}_{2i} = -\mathbf{z}_{2i-1}(i = 1, \cdots, \lambda/2)$, where $\lambda$ is a positive even number.

**Step 3.** Sort the generated solutions by their evaluation values.

**Step 4.** Update the evolution path [33], [37] $p(t)$:

$$p(t) = (1 - c_\sigma)p(t) + \sqrt{c_\sigma(2 - c_\sigma)}\mu_{\text{eff}} \sum_{i=1}^{\lambda} u_i^{\text{rank}} \mathbf{z}_{i,\lambda},$$

where $\mathbf{z}_{i,\lambda}$ means that $\mathbf{x}_i$ is the $i$-th best solution among the $\lambda$ ones. The learning rate $c_\sigma$, the weight $u_i^{\text{rank}}$, and $\mu_{\text{eff}}$ are given by

$$c_\sigma = \frac{\mu_{\text{eff}} + 2}{d + \mu_{\text{eff}} + 5},$$

$$w_i^{\text{rank}} = \frac{u_i^{\text{rank}} - 1}{\lambda},$$

$$\hat{u}_i^{\text{rank}} = \max(0, \ln \left(\frac{\lambda}{2} + 1\right) - \ln(i)), \quad \mu_{\text{eff}} = 1/\sum_{i=1}^{\lambda} \left(u_i^{\text{rank}} + \frac{1}{\lambda}\right)^2.$$ (1)

**Step 5.** Set the search phase to “movement” if $\mathbb{E}[\|\mathbf{N}(0, \mathbf{I})\|] \leq \|p(t)\|$. Set the search phase to “stagnation” if $0.1\mathbb{E}[\|\mathbf{N}(0, \mathbf{I})\|] < \|p(t)\| < \mathbb{E}[\|\mathbf{N}(0, \mathbf{I})\|]$. Otherwise, set the search phase to “convergence”.

**Step 6.** Set the weight to $w_i = w_i^{\text{dist}}$ if the search phase is “movement”. Otherwise, set the weight to $w_i = w_i^{\text{rank}}$. Define the distance weight $w_i^{\text{dist}}$ as

$$w_i^{\text{dist}} = \frac{\hat{u}_i^{\text{rank}} \hat{u}_i^{\text{dist}} - 1}{\lambda},$$

$$w_i^{\text{dist}} = \exp(\alpha \|\mathbf{z}_i\|),$$ (6)

where $\alpha$ is the distance weight parameter. See [30] for how to calculate $\alpha$.

**Step 7.** Set the learning rates $\eta_\sigma = \eta_\sigma^{\text{move}}$ and $\eta_B = \eta_B^{\text{move}}$ if the search phase is “movement”. If it is “stagnation”, $\eta_\sigma = \eta_\sigma^{\text{stag}}$ and $\eta_B = \eta_B^{\text{stag}}$. If it is “convergence”, $\eta_\sigma = \eta_\sigma^{\text{conv}}$ and $\eta_B = \eta_B^{\text{conv}}$. Set $\eta_m = 1.0$. For these learning rates, the recommended values are presented in [30].

**Step 8.** Estimate the natural gradients:

$$\mathbf{G}_M = \sum_{i=1}^{\lambda} w_i(z_{i,\lambda}z_{i,\lambda}^\top - \mathbf{I}), \quad \mathbf{G}_\sigma = \text{Tr}(\mathbf{G}_M)/d, \quad \mathbf{G}_B = \mathbf{G}_M - \mathbf{G}_\sigma \mathbf{I}, \quad \mathbf{G}_\delta = \sum_{i=1}^{\lambda} w_i z_{i,\lambda},$$

where $\mathbf{I} \in \mathbb{R}^{d \times d}$ is the $(d \times d)$ identity matrix.

**Step 9.** Update the parameters of the distribution:

$$\sigma(t+1) = \sigma(t) \exp(\eta_\sigma \mathbf{G}_\sigma/2),$$

$$\mathbf{m}(t+1) = \mathbf{m}(t) + \eta_m \sigma(t)\mathbf{B}(t)\mathbf{G}_\delta,$$

$$\mathbf{B}(t+1) = \mathbf{B}(t) \exp(\eta_B \mathbf{G}_B/2).$$ (11)

In addition, update the evolution path $p(t)$:

$$p(t+1) = (1 - c_\sigma)p(t) + \sqrt{c_\sigma(2 - c_\sigma)}\mu_{\text{eff}} \mathbf{G}_\delta.$$ (12)

**Step 10.** Emphasize the expansion of the distribution when the search phase is “movement”:

$$Q = (\gamma - 1) \sum_{i=1}^{\lambda} \mathbb{I}(\tau_i > 0)\mathbf{e}_i\mathbf{e}_i^\top + \mathbf{I},$$

$$\mathbf{B}(t+1) = Q\mathbf{B}(t)\exp(\sqrt{\det(\mathbf{Q})}/d),$$

$$\sigma(t+1) = \sigma(t) \exp(\sqrt{\det(\mathbf{Q})}/d).$$ (15)

where $Q \in \mathbb{R}^{d \times d}$ is a matrix for expanding the normalized transformation one. $\gamma$ is an expansion rate. And, $\tau_i(i = 1, \cdots, d)$ is a change of a second moment in each direction from $\mathbf{B}(t)^\top \mathbf{B}(t)^\top$ to $\mathbf{B}(t+1)^\top \mathbf{B}(t+1)^\top$. The calculation of $\tau_i(i \in \{1, \cdots, d\})$ is defined as

$$\tau_i = \frac{\mathbf{e}_i^\top (\mathbf{B}(t+1)^\top \mathbf{B}(t+1)^\top - \mathbf{B}(t)^\top \mathbf{B}(t)^\top) \mathbf{e}_i}{\mathbf{e}_i^\top \mathbf{B}(t)\mathbf{B}(t)^\top \mathbf{e}_i},$$ (16)

where $\{\mathbf{e}_i\}_{i=1}^{d}$ are the eigenvectors of the normalized covariance matrix, $\mathbf{B}(t)^\top \mathbf{B}(t)^\top$. If $\tau_i > 0$, the distribution is expanded in a direction of $\mathbf{e}_i$ due to the above equations. The update equation of the expansion ratio $\gamma$ is the following.

$$\gamma \leftarrow \max(1 - c_\gamma, \gamma + c_\gamma \sqrt{1 + d_\gamma \tau_i} 1),$$

$$\tau = \max_i \tau_i,$$ (18)

where the recommended values of $d_\gamma \in \mathbb{R}$ and $c_\gamma \in [0, 1]$ are presented in [30].

**Step 11.** Perform the rank-one update:

$$\mathbf{B}(t+1) = \mathbf{B}(t+1) \exp(c_1 \mathbf{R}(t)/d),$$

$$\mathbf{R} = \mathbf{B}(t)^\top p(t+1)(\mathbf{B}(t)^\top p(t+1)^\top - \mathbf{I}),$$

where $c_1$ is a learning rate. For $c_1$, the recommended value is presented in [34].

**Step 12.** Update the iteration $t \leftarrow t + 1$ and move to Step 2 when the stopping criterion is not satisfied.
B. Problem of FM-NES

A drawback of FM-NES is that it is difficult to apply it to high-dimensional problems. This is because that the time complexity of FM-NES is $O(d^3)$, and the space complexity of FM-NES is $O(d^2)$, which makes it difficult to apply FM-NES to high-dimensional problems.

III. CR-FM-NES

To address the problem of FM-NES, in this section, we propose Cost-Reduction Fast Moving Natural Evolution Strategy (CR-FM-NES), which reduces the time and space complexity of FM-NES. The time and space complexity of CR-FM-NES is $O(d)$, which enables it to be applied to high-dimensional problems. We first describe basic ideas of CR-FM-NES in Section III-A, and then describe the details in Section III-B.

In Section III-C, we design the learning rate for CR-FM-NES. We then present an overall procedure of CR-FM-NES in Section III-D.

A. Basic Ideas

To reduce the time and space complexity of FM-NES, in CR-FM-NES, we utilize the representation of the covariance matrix used in VD-CMA [35]. We define the covariance matrix of the multivariate normal distribution in CR-FM-NES as follows:

$$C = \sigma^2 D (I + vv^\top) D,$$  \hspace{1cm} (22)

where $D \in \mathbb{R}^{d \times d}$ is a diagonal matrix, $v \in \mathbb{R}^d$ is a $d$-dimensional vector, and $\sigma \in \mathbb{R}_+$ is a step size. The important thing is that, by using this representation instead of the full covariance matrix, the number of parameters is reduced from $d(d+1)/2 + 1 \in \Theta(d^2)$ to $2d + 1 \in \Theta(d)$.

There are several methods restricting the representation of the covariance matrix, for example, sep-CMA-ES [38] and R1-NES [39]. However, the performance of sep-CMA-ES deteriorates on problems with variable dependencies, and the performance of R1-NES deteriorates on ill-conditioned problems. We can alleviate these issues by employing the representation in Eq. (22). Note that, however, there exists objective functions that the covariance matrix with Eq. (22) cannot represent, i.e., the covariance matrix cannot approximate the inverse Hessians of objective functions.

The following operations cannot be naïvely transported to CR-FM-NES with keeping the time and space complexity $O(d)$.

- Emphasizing the expansion of the probability distribution
- Updating the parameters $v$ and $D$

To achieve the linear complexity, we do not include emphasizing the expansion of the probability distribution in CR-FM-NES. We describe how to update the parameter $v$ and $D$ with linear complexity in Section III-B.

Due to the restrictive representation of the covariance matrix, it is expected that the learning rate of the covariance matrix in CR-FM-NES can be set to higher values than that of FM-NES because the number of the parameters in the covariance matrix is reduced from $d(d + 1)/2 + 1 \in \Theta(d^2)$ to $2d + 1 \in \Theta(d)$.

We describe the specific design of the learning rate in Section III-C.

In the following, we use the notations without redefinition if they have been already introduced in Section II (for example, the weight function $w(\cdot)$ and the learning rates).

B. Parameter Update

1) $v$ and $D$ Update: The parameters of the covariance matrix in CR-FM-NES, $v$ and $D$, are updated by the estimated natural gradient as follows [35]:

$$v^{(t+1)} = v^{(t)} + \eta_B \sum_{i=1}^{\lambda} w_i \tilde{v}_i \ln p_\theta(x_i)$$

$$+ c_1 \tilde{v}_D \ln p_\theta(m^{(t)} + \sigma^{(t)} p_c^{(t+1)}),$$  \hspace{1cm} (23)

$$D^{(t+1)} = D^{(t)} + \eta_B \sum_{i=1}^{\lambda} w_i \tilde{v}_D \ln p_\theta(x_i)$$

$$+ c_1 \tilde{v}_D \ln p_\theta(m^{(t)} + \sigma^{(t)} p_c^{(t+1)}),$$  \hspace{1cm} (24)

where $\tilde{\nabla}_\theta \ln p_\theta(\cdot) = F^{-1}(\theta) \nabla_\theta \ln p_\theta(\cdot)$. $F(\theta)$ is the Fisher information matrix, $p_\theta(\cdot)$ is the multivariate normal distribution, and $\theta = (m^\top, \sigma, \theta_D^\top) \in \mathbb{R}^{d^2 + 2}$. $\theta_D$ is a real-valued vector whose $i$th element is the $i$th diagonal element of $D$. It should be noted that, however, we do not have to calculate the inverse of the Fisher information matrix explicitly, which will be shown in the next paragraph.

Following [35], the natural gradients $\tilde{\nabla}_v \ln p_\theta(x)$ and $\tilde{\nabla}_D \ln p_\theta(x)$ are updated as follows:

$$\tilde{\nabla}_v \ln p_\theta(x) = \|v\|^{-1} t,$$  \hspace{1cm} (25)

$$\tilde{\nabla}_D \ln p_\theta(x) = D s,$$  \hspace{1cm} (26)

where $s$ and $t$ are calculated by the following steps:

1. Let $y := D^{(t)}^{-1} (x - m^{(t)})/\sigma$, $\tilde{v} := v^{(t)}/\|v^{(t)}\|$. Set $s = y \odot y - \|v^{(t)}\|^2 (y, \tilde{v}) \gamma_v^{-1} y \odot \tilde{v} - 1$.

2. Let $\gamma_v := 1 + \|v^{(t)}\|^2$. Set $t = (y, \tilde{v}) y - 2^{-1}((y, \tilde{v})^2 + \gamma_v) \tilde{v}$.

3. Let $\alpha_v := \min \left(1, \frac{\|v^{(t)}\|^4 + (2 - \gamma_v) \gamma_v / \max_\theta(\tilde{v})^{1/2}}{2 + \|v^{(t)}\|^2} \right)$, and $\alpha_d := \gamma_v^{-1/2}$, and $\tilde{v} := \tilde{v} \odot \tilde{v}$. Update $s \leftarrow s - \alpha_v \gamma_v^{-1} ((2 + \|v^{(t)}\|^2) \tilde{v} \odot t - \|v^{(t)}\|^2 \tilde{v} \odot t) \tilde{v}$.

4. Let $\tilde{V} = V/\|v^{(t)}\|$, $b := -(1 + 2 \alpha^2_v) \|v^{(t)}\|^4 \gamma_v^{-1} + 2 \alpha^2_v$, and $H := 2I - b(2 \alpha^2_v) \tilde{V}$. Update $s \leftarrow H^{-1} s - (1 + b(\tilde{V}, H^{-1} \tilde{V})^{-1} b(\tilde{S}, H^{-1} \tilde{V}) H^{-1} \tilde{V}$.

5. Update $t \leftarrow t - \alpha_d [(2 + \|v^{(t)}\|^2) \tilde{v} \odot s - \langle s, \tilde{v} \rangle \tilde{v}]$.

Here, $V$ is a diagonal matrix whose diagonal elements are composed of $v$. $\odot$ denotes an operation which performs element-wise product. We emphasize that all the above operations can be performed in linear complexity. Note that we employ a corrected version of $H$ which is different from that in [35]; we leave the detailed derivation in Appendix.
After updating \( \nu \) in Eq. 23 and \( D \) in Eq. 24, we normalize \( D \) to keep the determinant of \( D(I + \nu \nu^T)D \). This implies that the determinant of the covariance matrix is affected only by the \( \sigma \) update, which will be described in the next section.

2) \( \sigma \) Update: Similarly to FM-NES, we update the step-size \( \sigma \) by using the estimated natural gradient as follows. Note that this operation also can be performed in linear time.

\[
\sigma^{(t+1)} = \sigma^{(t)} \cdot \exp(\eta_{\sigma} / 2 : G_{\sigma}),
\]

\[
G_{\sigma} = \text{Tr}\left( \sum_{i=1}^{\lambda} u_i^2 (z_i z_i^T - I) \right) / d.
\]

C. Learning Rates Design

We design, in this section, learning rates with restricting the representation of the covariance matrix. This definition of the learning rate \( c_1 \) used to the rank-one update is the same as that used in [35], i.e.,

\[
c_1 = \frac{d - 5}{6} c_{\text{ema}},
\]

\[
c_{\text{ema}}^0 = \frac{2}{(d + 1.3)^2 + \mu_{\text{eff}}}.
\]

Additionally, we set the learning rate \( \eta_B \) used for \( \nu \) and \( D \) to

\[
\eta_B = \tanh\left( \min(0.02 \lambda, 3 \ln(d)) / 0.23d + 25 \right).
\]

We determined this equation by fitting a parametric model given the fixed \( c_1 \) defined above. Figure 1 shows a comparison of the learning rate for the covariance matrix used in FM-NES and CR-FM-NES when we vary the dimension number \( d \in \{10, 20, \ldots, 100\} \) and set \( \lambda = 20 \). We can see that the learning rate used in CR-FM-NES is much larger than the one used in FM-NES. For other parameters in CR-FM-NES, the recommended values of FM-NES [29] are used.

D. Algorithm of CR-FM-NES

Algorithm 1 shows the overall procedure of CR-FM-NES. Note that \( E \) is the set of positive even integers. In lines 3-7, candidate solutions are generated from the multivariate normal distribution. In line 8, the candidate solutions are sorted with respect to their evaluation values. In line 9, updating the evolution path \( p_c \) is performed. In line 10-11, switching the weight function and the learning rates is performed by using the norm of the evolution path. In line 12, updating the evolution path \( p_c \) is performed. In lines 13-19, updating the parameters of the multivariate normal distribution is performed based on the estimated natural gradient and the evolution path. Note that \( D \) is normalized to keep the determinant of \( D(I + \nu \nu^T)D \) in lines 16-17.

**Algorithm 1 CR-FM-NES**

**Input:** \( d \in \mathbb{N}, f : \mathbb{R}^d \to \mathbb{R}, \lambda \in \mathbb{E}, m^{(0)} \in \mathbb{R}^d, D^{(0)} \in \mathbb{R}^{d \times d}, \nu^{(0)} \in \mathbb{R}^d, \sigma^{(0)} \in \mathbb{R}_+ \)

1. \( t = 0, p_{c}^{(0)} = 0, p_{\sigma}^{(0)} = 0, \mathcal{Y} = \mathbb{E}[N(0, I)] \)
2. while stopping criterion not met do
3.   \( \textbf{for } i \in \{1, \ldots, \lambda/2\} \textbf{ do} \)
4.     \( z_{2i-1} \sim \mathcal{N}(0, I), z_{2i} = -z_{2j-1} \)
5.     \( y_{2i-1} = z_{2i-1} + \left( \sqrt{1 + \|\nu^{(t)}\|^2} - 1 \right) (z_{2i}, \nu^{(t)}) \)
6.     \( x_{2i-1} = m^{(t)} + \sigma^{(t)} D^{(t)} (y_{2i-1} - x_{2i}) \)
7.     \( \textbf{end for} \)
8.     \( \textbf{end while} \)

IV. EXPERIMENTS

In this work, we experiments with benchmark problems in order to investigate the following research questions (RQs).

**RQ1.** How is the performance of CR-FM-NES, compared to FM-NES?

**RQ2.** Is CR-FM-NES more efficient than baseline methods for high-dimension problems?

We first describe the experimental settings in Section IV-A. In Section IV-B, we compare FM-NES with CR-FM-NES on 80-dimensional problems (RQ1). We then compare CR-FM-NES with other baseline methods (RQ2) in Section IV-C.
The code for running the proposed method is available at https://github.com/nomuramasahir0/crfmnes.

A. Settings

The definitions of benchmark problems which we used in the experiment are shown in Table I. For the \( k \)-Tablet function, we set \( k = d/4 \). For the Sphere, \( k \)-Tablet, Ellipsoid, and Rastrigin functions, we set the initial distribution to \( \mathbf{m}^{(0)} = (3, \ldots, 3)^T, \sigma^{(0)} = 2.0, \mathbf{B}^{(0)} = \mathbf{I} \). For the Rosenbrock function, we set \( \mathbf{m}^{(0)} = (0, \ldots, 0)^T, \sigma^{(0)} = 0.5, \mathbf{B}^{(0)} = \mathbf{I} \).

As the performance metrics, we employ the average number of evaluations until the best evaluation value \( f(\mathbf{x}_{\text{best}}) \) reaches the target objective value \( 10^{-10} \) over successful trials divided by the success rate [40]. A trial is judged to be successful if the target objective value is obtained within the maximum number of evaluations, \( 5d \times 10^4 \). Based on preliminary experiments, we determined the settings of the population size \( \lambda \) as follows: For all the Sphere, \( k \)-Tablet, Ellipsoid, and Rosenbrock functions, we employ \( \lambda = \lambda_{\text{def}}, 2\lambda_{\text{def}}, 3\lambda_{\text{def}}, 4\lambda_{\text{def}}, 5\lambda_{\text{def}} \), where

\[
\lambda_{\text{def}} = \begin{cases} 
4 + \lfloor 3 \ln (d) \rfloor & (\lfloor 3 \ln (d) \rfloor \mod 2 = 0), \\
5 + \lfloor 3 \ln (d) \rfloor & \text{(otherwise)}.
\end{cases}
\]  

(32)

Note that \( \lambda \) is set to be an even number to use the antithetic sampling method. In this setting, we obtain \( \lambda_{\text{def}} = 18, 20, 24, \) and \( 24 \) for the dimension number \( d = 80, 200, 600, \) and \( 1000 \), respectively. In addition, Table II shows the population sizes used in the experiments on the Rastrigin function. A trial number (that is, the number of times that the experiment is repeated to calculate the average number of evaluations and the success rate) is set to \( 30 \) for the Rastrigin function, and \( 10 \) for the other functions.

B. Comparison to FM-NES

To compare the performance of FM-NES and that of CR-FM-NES, we conduct experiments on 80-dimensional benchmark problems. Figure 2 shows the results in each benchmark problem. For the Ellipsoid, the \( k \)-Tablet, and the Rosenbrock functions, CR-FM-NES has achieved a significant speedup compared to FM-NES. We argue that this is because the number of parameters of the covariance matrix in CR-FM-NES is \( 2d + 1 \in \Theta(d) \), which enables us to set the learning rates much higher than those in FM-NES, as described in Section III-C. In addition, the result in the Rastrigin function implies that CR-FM-NES does not lose its efficiency even in multimodal problems. Note that, however, CR-FM-NES will fail to perform optimization in problems whose inverse Hessian of the objective function cannot be approximated by the covariance matrix represented in Eq. (22), as illustrated in [35].

We additionally investigate the computational time of both methods. The CPU is Intel Xeon E5-2680 V4 Processor (2.4GHz) and the memory is 7.5GB. The OS is SUSE Linux Enterprise Server 12 SP4. All the code used in the experiment is implemented by Python and its version when executed is 3.6.3. Figure 3 shows the computational time required to execute 1000 iterations for each method. We vary the dimension number \( d \in \{10, 20, \ldots, 100\} \) and set \( \lambda = 20 \). We can confirm that the computational time of FM-NES increases rapidly as the dimension number increases, while that of CR-FM-NES is fairly small.

C. Comparison in high-dimensional problems

In this section, to verify the effectiveness of CR-FM-NES in high-dimensional problems, we compare CR-FM-NES with VD-CMA [35] and Sep-CMA [38]. Although VD-CMA uses the same representation of the covariance matrix as CR-FM-NES, its procedure is fairly different as VD-CMA is based on CMA-ES. Sep-CMA is also based on CMA-ES, but restricts the covariance matrix to a diagonal matrix. We do not include R1-NES for the baseline methods because Akimoto et al. [35] have been reported that VD-CMA shows clearly better performance than R1-NES. We experiment on problems with dimension \( d = 200, 600, \) and \( 1000 \).

Figure 4 shows the results of the experiment. For the Ellipsoid and the \( k \)-Tablet functions where the inverse Hessian can be approximated by even a diagonal matrix, the performance of CR-FM-NES is competitive with that of Sep-CMA. In contrast, for the Rosenbrock function where the inverse Hessian cannot be approximated by a diagonal matrix, the efficiency of CR-FM-NES increases substantially compared to Sep-CMA, and it also shows better performance than VD-CMA. We believe that the performance difference between CR-FM-NES and VD-CMA is originated from the one in FM-NES and CMA-ES; CR-FM-NES inherits the efficiency of FM-NES, which leads to good performance in high-dimensional problems. From the results of the Rastrigin function, we might argue that CR-FM-NES is efficient even in high-dimensional multimodal problems. Further investigations in this direction are left for future work.

V. CONCLUSION

In this work, we introduced a new NES variant for high-dimensional problems, Cost-Reduction Fast Moving Natural
Evolution Strategy (CR-FM-NES). CR-FM-NES extends FM-NES, a recently proposed state-of-the-art NES algorithm, to be applicable in high-dimensional problems. To do so, CR-FM-NES uses the representation of the covariance matrix proposed in [35], instead of a full covariance matrix. Our experimental results suggest that compared to FM-NES, CR-FM-NES has achieved significant speedup on some problems or at least achieved competitive performance. Furthermore, CR-FM-NES showed favorable performance over VD-CMA [35] and Sep-CMA [38].

The main limitation of the proposed method lies on the restricted representation of the covariance matrix. As noted in [35], CR-FM-NES will fail optimization when the covariance matrix cannot approximate the inverse Hessian of the objective function. Therefore, estimating the problem complexity in online and switching the level of the representation of the covariance matrix, such as online model selection [41], is an important future direction.

Additionally, application of CR-FM-NES to real-world problems such as machine learning is also an exciting direction. For example, in optimizing parameters of scalable machine learning algorithms, it is often necessary to solve high-dimensional and multimodal optimization problems [42]–[44]. From our experimental results that CR-FM-NES is efficient even in high-dimensional and multimodal problems, we believe that there is a room that CR-FM-NES can have an active role in real-world applications including machine learning. Furthermore, not only comparison with evolutionary algorithms, but also comparison with gradient-based method such as stochastic gradient descent [45], [46], which has already become a de facto standard in machine learning, is important to expand the scope of application of the method.
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As introduced in Section III, in this appendix, we prove that when the Fisher information matrix is defined as $\mathcal{I}_{C}(\alpha_{vd})$, where $\mathcal{I}_{m} = \sigma^{-2} (D(D + vv^{T})D)^{-1}$ and $\mathcal{I}_{C}(\alpha_{vd}) = \left[ \begin{array}{ll} \mathcal{I}_{v,v} & \alpha_{vd} \mathcal{I}_{v,D} \\ \alpha_{vd} \mathcal{I}_{D,v} \mathcal{I}_{D,v}^{-1} \mathcal{I}_{D,D} \end{array} \right]$, the Schur complement of $\mathcal{I}_{v,v}$ holds $S_{v,v} = D^{-1}(H + b\bar{v}\bar{v}^{T})D^{-1}$. Here, $v = v/\|v\|$, $\gamma_{v} = 1 + \|v\|^{2}$, $\gamma_{vd} := \gamma_{v}^{-1/2}$, $\alpha_{vd} = \min\left(1, \|v\|^{2}(2 - \gamma_{vd})/\max(\gamma_{v})^{1/2}\right)$, $\bar{v} = v/\|v\|$, $b = -(1 - \alpha_{vd})\|v\|^{4}\gamma_{v}^{-1} + 2\alpha_{vd}^{2}$, $H = 2I - (b + 2\alpha_{vd})\bar{v}\bar{v}^{T}$.

As introduced in Section III, $\bar{v}$ is a diagonal matrix whose diagonal elements are composed of $v$. Note that the resulting $H$ is different from the value derived in [35]. For a fair comparison, in our experiments, we use this definition of $H$ for not only CR-FM-NES (our proposal) but also VD-CMA. For the exact value of $\mathcal{I}_{v,v}, \mathcal{I}_{v,D},$ and $\mathcal{I}_{D,D}$, see the Lemma 3.2 in [35].

\[ S_{v,v} = I_{D,D} - \alpha_{vd}^{2}I_{D,D} = \gamma_{v}^{-1}D^{-1}\left[ 2\gamma_{v}I + \|v\|^{2}V^{T}V \right]D^{-1} \]
\[ = \gamma_{v}^{-2}D^{-1}\left[ 1 + \|v\|^{2}V^{T}V \right]D^{-1} \]
\[ = \gamma_{v}^{-2}D^{-1}\left[ 1 + \|v\|^{2}V^{T}V \right]D^{-1} \]
\[ = D^{-1}\left[ 2I + \|v\|^{2}V^{T}V \right]D^{-1} \]

Therefore, by letting $b := -(1 - \alpha_{vd})\|v\|^{4}\gamma_{v}^{-1} + 2\alpha_{vd}^{2},$
\[ \|v\|^{4} - \alpha_{vd}^{2}(2 + \|v\|^{2})\|v\|^{2} \]

APPENDIX

Derivation of $H$ (Modification of Lemma 3.4 in [35]):
In this appendix, we prove that when the Fisher information matrix is defined as diag($\mathcal{I}_{m}, \mathcal{I}_{C}(\alpha_{vd})$), where $\mathcal{I}_{m} = \sigma^{-2} (D(D + vv^{T})D)^{-1}$ and $\mathcal{I}_{C}(\alpha_{vd}) = \left[ \begin{array}{ll} \mathcal{I}_{v,v} & \alpha_{vd} \mathcal{I}_{v,D} \\ \alpha_{vd} \mathcal{I}_{D,v} \mathcal{I}_{D,v}^{-1} \mathcal{I}_{D,D} \end{array} \right]$, the Schur complement of $\mathcal{I}_{v,v}$ holds $S_{v,v} = D^{-1}(H + b\bar{v}\bar{v}^{T})D^{-1}$. Here, $v = v/\|v\|$, $\gamma_{v} = 1 + \|v\|^{2}$, $\gamma_{vd} := \gamma_{v}^{-1/2}$, $\alpha_{vd} = \min\left(1, \|v\|^{2}(2 - \gamma_{vd})/\max(\gamma_{v})^{1/2}\right)$, $\bar{v} = v/\|v\|$, $b = -(1 - \alpha_{vd})\|v\|^{4}\gamma_{v}^{-1} + 2\alpha_{vd}^{2}$, $H = 2I - (b + 2\alpha_{vd})\bar{v}\bar{v}^{T}$.

As introduced in Section III, $\bar{v}$ is a diagonal matrix whose diagonal elements are composed of $v$. Note that the resulting $H$ is different from the value derived in [35]. For a fair comparison, in our experiments, we use this definition of $H$ for not only CR-FM-NES (our proposal) but also VD-CMA. For the exact value of $\mathcal{I}_{v,v}, \mathcal{I}_{v,D},$ and $\mathcal{I}_{D,D}$, see the Lemma 3.2 in [35].