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Abstract
Cybersecurity fatigue is a form of work disengagement specific to cybersecurity. It manifests as a weariness or aversion to cybersecurity-related workplace behaviors or advice and occurs as a result of prior overexposure to cybersecurity-related work demands or training. While some previous theoretical conceptualizations of cybersecurity fatigue are available, this article is the first to capture all dimensions of the phenomenon in a four-component model. The model holds that cybersecurity fatigue can result from overexposure to workplace cybersecurity advice (e.g., training) or cybersecurity actions (e.g., forced password updates). Similarly, we argue that there can be two types of cybersecurity fatigue: attitudinal (e.g., a belief that cybersecurity is not important) and cognitive (e.g., habituated bad behaviors). We present a multidisciplinary review, which draws on research from management, psychology, and information systems. Practitioners can use the four-component model to identify the type of cybersecurity fatigue that may be occurring in employees and adapt workplace processes accordingly to improve behavior. In addition, we present three illustrative case studies, adapted from employee experiences, to demonstrate the application of the four-component model to an organizational context. The review presents a framework for coordinating the existing approaches to cybersecurity fatigue in the current literature.
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Introduction
In 2018, 35% of Chief Cyber Security Officers reported employee security education and training as the highest priority to ensure cyber security, outweighing infrastructure upgrades, breach defense, and network defense (Financial Services Information Sharing and Analysis Center, 2018). To facilitate this, organizations have invested in security education, training, and awareness (SETA) programs for their employees (Coventry et al., 2014; Telstra Corporation, 2018). SETA programs typically aim to educate employees on what are acceptable cyber security behaviors and emphasize the consequences should they not maintain these behaviors (D’Arcy et al., 2009). Such programs are often ineffective as the relationship between the amount of cyber security training an employee has had, and their ability to avoid a cyber threat, is often not very strong (Pattinson et al., 2016b). Moreover, the relationship is occasionally negative. For example, Parsons et al. (2013) found that individuals who had received formal cyber security training outside of their workplace had poorer awareness of cyber security risks than others. These results suggest that, rather than reducing the risk to businesses, SETA programs may have the potential to deteriorate the cyber security behavior of employees.

In this article, we argue that one reason for these findings is that employees become fatigued. For example, employees may find that the actions required to maintain cyber security are overwhelming and tiresome and, as a result, they disengage from security-related behavior (Furnell & Thomson, 2009). The article commences with a discussion of the evidence that has led to a need to investigate cyber security fatigue. In a second section, we provide a definition of cyber security fatigue, which we use to identify relevant literature.
for review. Using this material, we describe the dimensions of cyber security fatigue and join these into a four-component model. Finally, we demonstrate how to use the four-component model via three illustrative case studies.

The Case for Fatigue

Some researchers have suggested that employee overconfidence and complacency can explain the negative relationship between cyber security training frequency and workplace behaviors (K. Parsons et al., 2013; Pattinson et al., 2016a; Reeves et al., 2020). Employees may feel that, following training, they are well equipped to deal with cyber security threats and are, therefore, less vulnerable. As a result, they may become careless in their day-to-day security-related behaviors. However, if complacency was the sole-contributing factor, targeted SETA programs that aim to instill greater awareness should be successful in reducing complacency. In many instances, this is not the case (Pattinson et al., 2016a; Reeves et al., 2020). Instead, suboptimal employee behavior is better explained as a result of fatigue. SETA programs can add to this fatigue by making employees feel overwhelmed, frustrated, and tired of hearing about cyber security (Stanton et al., 2016). This leads them to no longer engage with cyber security advice (D’Arcy et al., 2014) and to disregard security-related protocols (Choi & Jung, 2018).

Following a method advocated by Madden et al. (2018), we conducted a narrative review of the available literature. This approach is appropriate given that the topic of cyber security fatigue does not, as yet, have the level of coherency or consistency necessary for a systematic review of comparable studies (Denise et al., 2012; Madden et al., 2018). Drawing on relevant literature, we define cyber security fatigue as a weariness, aversion, or manifested lack of motivation in regard to cyber security, which exists not solely as a result of individual predispositions but primarily because of prior overexposure to cyber security (training or related workplace demands) or a lack of available cognitive or workplace resources.

We considered material to be relevant to our review if it related to: (a) tiredness with, and aversion to, technologies, where the technology related to cyber security or (b) workplace fatigue and aversion to workplace duties related to cyber security. We found that approaches to cyber security fatigue could be broadly described by two components: Factors relating to employee attitude (e.g., reactance) and factors that are cognitive and largely unconscious (e.g., habituation). In addition, we argue that the precursors of fatigue are either advice-related (e.g., frequent SETA programs) or action-related (e.g., high workplace demands). Our model, therefore, consists of two broad categories, each containing two components. Combining these two categories forms the four-component model of cyber security fatigue. Table 1 summarizes the evidence in support of the identified components. Table 1 also summarizes seven contributing factors of cyber security fatigue and their underlying processes. Practitioners can refer to a schematic presented in Table 1 to identify what type of fatigue is present in their workforce, what processes may be responsible, and what actions the four-component model recommends.

The Four-Component Model

The recommendations for dealing with the problem of cyber security fatigue are often contradictory. Some authors have suggested that due to the increased chance of people adopting technologies, they have control over (Kroenung & Eckhardt, 2015; Zolotov et al., 2018), or when they have assisted in the decision-making process (Taraftar et al., 2010), cyber security practitioners can ease employee fatigue by allowing employees to have greater agency of their cyber security behaviors (Lowry & Moody, 2015). However, doing so increases the decision-making load on the employee, which may itself be fatiguing. Therefore, in an effort to reduce the cognitive load on the employee, some have suggested taking the decision-making ability away wherever possible (Stanton et al., 2016). However, employees may view this as an infringement on their self-determination, leading to pernicious behavior (Lowry & Moody, 2015). Accordingly, to unify these conflicting approaches to cyber security fatigue, we propose a model that comprises four components of fatigue across two categories. The first category of fatigue source holds that fatigue can be advice- or action-related. The second category of fatigue type holds that fatigue can appear as attitudinal or cognitive. Each component may operate independently or interrelate with each other, depending on the circumstance. Figure 1 presents a diagram of the four-component model.

Fatigue Type: Cognitive or Attitudinal

The first category, fatigue type refers to the two ways in which individuals will experience and manifest cyber security fatigue. Attitudinal-type fatigue is where an individual has a negative effect relating to cyber security (e.g., Ayyagari, 2008). This fatigued attitude can include feelings of emotional exhaustion (Choi & Jung, 2018), moral disengagement (i.e., a tendency to no longer care about doing the right thing; D’Arcy et al., 2014), and cynicism, both regarding the value of cyber security and of their ability to cope with its demands (Choi & Jung, 2018; Stanton et al., 2016). By contrast, cognitive-type fatigue refers to the limited capacity individuals have to make decisions (Hickman et al., 2018), or to cope with increased cognitive load (Vohs et al., 2008). In situations where employees have depleted their cognitive resources, they will fall back on impulsive, intuitive, and biased decision-making, or avoid the decision entirely (Danziger et al., 2011). In the case of cyber security, this could mean dismissing security warnings or basing trust in the legitimacy of emails to a gut-reaction. Our model holds
| Contributing factor                  | Fatigue source    | Process                              | Key reference                           | Discipline                  | Applied recommendations                                                                 |
|-------------------------------------|-------------------|--------------------------------------|-----------------------------------------|-----------------------------|-----------------------------------------------------------------------------------------|
| **Cognitive-type fatigue**          |                   |                                      |                                         |                             |                                                                                         |
| Depletion                           | Action-related    | Repetitive decision-making           | Pignatiello et al. (2020); Pfleeger and Caputo (2012) | Cognitive Psychology       |                                                                                         |
|                                     |                   | High or constant workload            |                                         |                             | **3** Efforts to activate systematic thinking in regard to cyber security may be unsuccessful. Focus should be on reducing depletion. |
|                                     |                   |                                      |                                         |                             |                                                                                         |
| Habitation of actions               | Action-related    | Repetitive decision-making           | Amran et al. (2018)                    | Information systems         | Habitation reduction strategies should consider unintended attitudinal consequences.       |
|                                     |                   |                                      |                                         |                             |                                                                                         |
| Habitation to advice/messaging      | Advice-related    | Repetitive, constant information     | Stanton et al. (2016)                  | Information systems         | Attempts to reduce habituation may have the unintended consequence of employee frustration and lead to poor attitudes to cyber security. |
|                                     |                   |                                      |                                         |                             |                                                                                         |
| **Attitudinal-type fatigue**        |                   |                                      |                                         |                             |                                                                                         |
| Moral disengagement                 | Action or advice related | Breach fatigue; emotion-focused coping; Diffusion of responsibility | Reitberger and Wetzel (2017) | Information systems | Employee behavior may be due to information overload. Keep messaging centralized, simple, and consistent. |
|                                     |                   |                                      |                                         |                             |                                                                                         |
| Reactance                           | Advice-related    | Trait reactance; Perceived threat to freedom | D’Arcy et al. (2009); Brehm (1966) | Information systems Psychology | **1** Assess whether employees are likely to perceive that new cyber security systems are a threat to their freedom. |
|                                     |                   |                                      |                                         |                             |                                                                                         |
| Poor perception of cost and benefits| Action or advice related | Low threat appraisal; Low perceived ease of use/ compliance; Low perceived utility; High internal coping appraisal. | Lowry and Moody (2015); Furnell and Thomson (2009); Liang and Xue (2009) | Information systems Information systems Information systems /organizational psychology Information systems | Simplify security-related systems and processes. Raise employee threat appraisal. |
|                                     |                   |                                      |                                         |                             |                                                                                         |
| Burnout                             | Action or advice related | Technostress; overwhelming information/workplace demands | Brod (1982); Atanasoff and Venable (2017); D’Arcy et al. (2014). | Management Management Management/ information systems | **2** Do not assume burnout is the result of cyber security actions. Identify the source of the fatigue. |

Note: 1, 2, 3 Respectively, case studies 1, 2, and 3 provide an illustrative example of these recommendations (p. 24).
that cognitive-type fatigue is related to the internal state of the employee at the moment that an action is taken and is therefore somewhat transient (e.g., different decisions may be made when an individual is alert at the commencement of a workday compared with when they are exhausted at the end of the day). Employees can reduce their cognitive-type fatigue by simply taking breaks or by focusing on a different task for a period of time (Hagger et al., 2010). In contrast, attitudinal-type fatigue is more enduring, and in this way somewhat akin to a “trait” (Ormond et al., 2019). While it may be possible to reduce attitudinal-type fatigue with intervention, we see this type of fatigue as less transient due to observations from research that attitudes, once set, are difficult to change (see Bada et al., 2019 for a review). Examples of cognitive-type fatigue include ego depletion (Dang, 2018) and decision fatigue (Pignatiello et al., 2020), while examples of attitudinal-type fatigue include reactance (Lowry & Moody, 2015) and moral disengagement (D’Arcy et al., 2014).

**Fatigue Source: Action or Advice**

As with fatigue type, fatigue source is also viewed as a pair. We use this term to refer to the aspect of overexposure that is the cause of the fatigue, that is, are employees fatigued with the advice about cyber security they receive, or are they simply tired of performing the behaviors required to maintain cyber security? For example, an employee who is tired of being told what to do may express exhaustion at the very mention of cyber security or a new cyber security policy. In this sense, their fatigue is advice-related. By contrast, if an employee is tired of having to change at least one system password every few days, or having to decide whether each email they receive is legitimate or not, their fatigue stems from the often-repetitive actions required to maintain cyber security. In this sense, their fatigue is action-related. Examples of action-related fatigue include when arduous authentication prompts deplete employees’ cognitive resources and lead to unsecure behaviors (e.g., Groß et al., 2019), or when cumbersome multifactor authentication systems frustrate employees and reduce compliance motivation (e.g., Das et al., 2020). The former is an example of an action-related source leading to cognitive-type fatigue, whereas the latter is an example of an action-related source leading to attitudinal-type fatigue.

Our model holds that each type of fatigue can be caused by either source of fatigue, that is, attitudinal-type fatigue can result from an overexposure to poorly conceived cybersecurity advice, or, equally, from an overexposure to cybersecurity actions and workplace demands. For example, employees may become cynical about cyber security (an attitudinal manifestation of fatigue) either because the advice they receive is overly complex or confusing (an advice-related source of fatigue), or, because the actions they must take to maintain their cyber security are equally complex or confusing (an action-related source of fatigue). Similarly, in some instances, cognitive-type fatigue can result from either cybersecurity actions (such as habituation to repetitive system warning prompts), or, cybersecurity advice (such as habituation to repetitive cyber security advice).

Both sources of fatigue are problematic and, crucially for business, both will likely have similar outcomes in terms of poor behaviors. It is also likely that both advice and action simultaneously can fatigue employees, requiring cybersecurity managers to address both. Figure 2 provides a summary of the four components with concrete illustrations of each taken from employee sentiments recorded as part of this project (Reeves et al., 2020a).

These distinctions have important implications for interventions. An employee who is experiencing attitudinal-type fatigue may be unmoved by an intervention, which seeks to reduce the cognitive load required to maintain cyber security. For example, an employee who does not see the value in maintaining cyber security (attitudinal-type fatigue) will likely not comply with the cyber security policy of their organization, even if the policy is simplified (reduced action-related fatigue). In the same vein, an intervention that seeks to improve the attitude of employees regarding cyber security will likely be ineffective if the cyber security demands placed on the individual remain impossible to achieve (Stanton et al., 2016). Consequently, both attitudinal and cognitive types of fatigue are important to consider when addressing cyber security fatigue.

The following sections provide a more detailed analysis of each component and the specific mechanism to explain how they are inter-related. They focus on the seven factors identified in the literature, which contribute to the attitudinal and cognitive types of cyber security fatigue, and discuss how each factor can be caused by an action-related source, an advice-related source, or in some instances, either source. This discussion is not intended to be an exhaustive list of all factors available in the literature. Rather, this section organizes and interprets existing literature through the lens of the four-component model. Furthermore, we discuss the presented factors from an applied implications and future research perspectives.
Cognitive-Type Fatigue

When an employee appears fatigued regarding cyber security (e.g., creating weak passwords, or not recognizing a phishing email), their behavior is often attributed to their attitude (e.g., Choi & Jung, 2018; Furnell & Thomson, 2009; Lowry & Moody, 2015; Stanton et al., 2016). SETA programs often, therefore, tend to focus on improving attitudes. However, such approaches, and many others, may not fully consider the limitations of human cognitive ability, and its role in fatiguing individuals.

Although cognitive components are generally recognized in the existing conceptualizations of cyber security fatigue, they are generally considered as a precursor to poor attitude rather than in their own right. Two factors of fatigue are likely to occur without any reference to attitudes. These are the employee’s propensity for habituation and the limits imposed on decision-making by mental resources (i.e., depletion). Each supply a mechanism through which exposure to cyber security demands can result in fatigue-like behaviors but which may not coincide with a poor attitude to cyber security.

Habituation of Actions and to Advice

Employees form cyber security habits through their daily interactions with cyber security-related tasks. Cybersecurity-related stimuli can include notifications employees receive (such as an SSL warning on a website), and reminders of cyber security from other sources (e.g., educational stimuli presented as part of cyber security training, or warnings of data breaches in the media) (Ablon et al., 2016). Each of these events is stimuli to which the employee must respond (Amran et al., 2018). However, consistent with the principles
of conditioning theory, employees’ appraisal of these stimuli will change. The strength of orientation toward the stimuli as well as the appraisal of threat or importance will diminish over time in a process often referred to as habituation (Herley, 2009). Such habituation is likely to relate to both advice-related stimuli as well as the requirement to respond (i.e., action-related).

The likelihood of an individual becoming habituated to stimuli depends on multiple components. The effect is likely when the stimuli are very similar or identical, appear in close succession or in a predictable fashion, and when the employee associates no immediate negative outcomes with ignoring the stimulus (Amran et al., 2018). Cybersecurity situations are often of this nature. Warnings and alerts often appear similar and occur at predictable intervals. Employees may also often receive little feedback regarding their cybersecurity behaviors (Shepherd et al., 2014), so that there is nothing to reorientate them toward, or reappraise, the importance of the stimuli.

Greater habituation or reduced orientation toward stimuli may also occur when understanding of the content of warnings is poor due to complex technical language (Bravo-Lillo et al., 2011). Thus, while employees may pay attention to a warning for the first few exposures, they will gradually come to dismiss it without processing the content (Anderson et al., 2015). Some researchers have suggested that this process is largely unconscious, as a habituated individual filters out information without conscious attention (Anderson et al., 2016). To demonstrate this effect, a study by Felt et al. (2012) tasked participants with installing an Android app. Forty-two percent of individuals did not remember seeing the security permission dialog they agreed to install the app. Sotirakopoulos et al. (2011) found similar results in relation to secure socket layer (SSL) warnings.

Within the four-component model, habituation is a cognitive type of fatigue (see Table 1). It can be both action-related and advice-related, that is, it is likely that employees can filter-out cyber security advice, in the form of emails, training, or posters in the workplace, in much the same way as warnings or popups (Amran et al., 2018).

The Limits of Human Decision-Making

Multiple terms are available in literature to describe an internal state where mental performance suffers due to unavailability of mental resources (Pignatiello et al., 2020). Different disciplines refer to this state as ego depletion, self-regulatory fatigue, decision fatigue, mental fatigue, and cognitive-type fatigue (e.g., Hopstaken et al., 2015; Pignatiello et al., 2020; Vohs et al., 2008). While there are distinctions between these terms, there is a lack of consensus regarding their use (Pignatiello et al., 2020). As a result, they are often used interchangeably (Lurquin & Miyake, 2017). Overall, these terms share the common idea that the consumption of cognitive resources diminishes performance on future cognitive tasks, either due to the lack of available resources or the lack of motivation to dedicate further resources to the current task (Baumeister & Vohs, 2016).

This article uses the term depletion to reflect the commonality between these different terms: resource expenditure. When depletion occurs as a result of previously expended mental effort on a cyber security-related task, performance on future tasks suffers (Coopamootoo et al., 2017). This is not necessarily associated with an increasingly negative mood or attitude (Baumeister & Vohs, 2016), but simply because of the lack of resources to make a better decision. To use an example from a different context, a rock-climber may become tired after a few hours, but they would likely still express a positive attitude to the sport (Danziger et al., 2011). Likewise, the constant decision-making required to maintain good cyber security (e.g., creating strong passwords, checking email authenticity) can exhaust employees, without causing a poor attitude toward cyber security as a whole. Therefore, within the four-component model, depletion is an action-related, cognitive type of fatigue.

One type of depletion, Ego Depletion or Self-Regulatory Fatigue, occurs as a result of cognitively effortful acts of self-regulation. Self-regulation describes the acts of inhibition where heuristic thinking is overridden by systematic thinking (Kahneman et al., 2002). Schmeichel (2007) argues that self-regulation shares significant overlap with the concept of executive control, which refers to one’s allocation of attention, maintenance of working memory, and the switching from one mental task to another. Acts of self-regulation are effortful and deplete cognitive resources (Baumeister et al., 1998). Once these resources are diminished, the individual enters a state of ego depletion, impairing future regulatory ability (Vohs & Heatherton, 2000). Cybersecurity-related examples of self-regulation include the creation of strong and unique passwords by overriding an initial impulse to create a weak password (Coopamootoo et al., 2017; Reeves et al., 2020b), and the use of systematic thinking over heuristic thinking to assess the legitimacy of a potential phishing email (Goel et al., 2017; Luo et al., 2013).

There has been a growing research interest in understanding the effects of depletion on cyber security. Groß et al. (2016) found that depletion diminishes the capacity to create strong passwords, suggesting that cognitive effort is necessary for the creation of strong passwords. Conversely, Reeves et al. (2020b) found that depletion was not associated with poorer password-creation behaviors when individuals were unaware they were being examined. This suggests password creation is largely an automatic, unconscious action for many employees. This latter study demonstrates the efficacy of the four-component model for identifying possible explanations for unexpected outcomes.

The Role of Heuristics

Dual process theory holds that people make decisions via two distinct processes: systematic and heuristic thinking (Luo et al., 2013; Wason & Evans, 1974). Systematic thinking is
effortful as it is consciously monitored and controlled (Kahneman, 2003). Conversely, heuristic thinking is automatic and less effortful (Kahneman, 2003). Heuristic decision-making tends to be faster and requires less cognitive effort, but the accuracy of the individual’s decision-making suffers due to a reliance on mental shortcuts and biases (Luo et al., 2013). Conversely, systematic decision-making tends to be more accurate but is slower and requires greater cognitive effort (Luo et al., 2013). Whether people use systematic or heuristic thinking in a given decision-making instance depends on various individual and situational factors. In the case of cyber security, it is likely that heuristic decision-making is a factor preventing the adoption of best practice cyber security behaviors (Pfleeger & Caputo, 2012). For example, Goel et al. (2017) found that individuals became more susceptible to phishing attacks when the researchers manipulated the heuristic of framing. As heuristic thinking is often automatic or instinctive, the observation of heuristic thinking is not sufficient to indicate the presence of cyber security fatigue.

Individuals in depleted states described above are less able to override heuristic thinking to use systematic thinking, leading to a greater reliance on heuristic decision-making (Pocheptsova et al., 2009). Furthermore, heuristic thinking is common in a depleted state as it is less cognitively demanding, thereby requiring less of the already depleted mental resources. Therefore, among other cyber security risks, depleted individuals may be more likely to create weaker passwords and fall for phishing attacks.

Similar to ego depletion, Hopstaken et al. (2015) define mental fatigue (or cognitive fatigue) as reduced motivation for effortful activity. Similarly, decision fatigue describes the phenotypic expression of a depleted state resulting from self-regulation or other effortful tasks (Pignatiello et al., 2020). Each of these states produces similar outcomes. Like ego depletion, mental and decision fatigue relate to reductions in future task performance (Hopstaken et al., 2015), decision-making proficiency (Pignatiello et al., 2020), and a greater reliance on heuristic thinking (Pignatiello et al., 2020; Pocheptsova et al., 2009). Therefore, it is important to consider the effect that this greater reliance on heuristic thinking will have on cyber security behaviors. The remainder of this section discusses three key heuristics in relation to cyber security: anchoring, framing, and the availability heuristic.

Anchoring occurs when people base decisions or judgments on initial value or belief (Schwenk, 1984). Even when new information becomes available, decisions remain largely anchored to the original judgment. For example, software developers may only slightly alter previous code or design, even when new information demonstrates the presence of security vulnerabilities (Ceric & Holland, 2019; J. Parsons & Saunders, 2004). Epley and Gilovich (2005) suggest that this insufficient adjustment is due to the cognitive effort required to make adjustments. Therefore, we expect that individuals in a state of depletion will tend to adjust their decisions very little, thereby preserving their cognitive resources. This is problematic in contexts where the original anchor is significantly different from the optimum cyber security behavior. For example, employee-created passwords are often low in complexity and they tend to reuse them across systems (Siponen et al., 2020). These behaviors form an anchor for what the individual considers acceptable. SETA programs that aim to encourage adjustment toward more optimal work behaviors may find limited success if the employee must perform that behavior at a time when the workday has depleted them (e.g., assessing emails for veracity at the end of the workday). In a password-creation context, a depleted individual will likely not increase the strength of their passwords if advised to do so (Ceric & Holland, 2019; Reeves et al., 2020b).

Another relevant heuristic, framing effects, refer to when people make different decisions and when they perceive the decision as pursuing a gain or avoiding a loss (Tversky & Kahneman, 1981). Typically, people are more willing to choose a risky option when the situation is framed as a loss, but prefer the safer option when the same situation is framed as a gain (Highhouse & Yüce, 1996). For example, phishing emails framed to emphasize a potential monetary loss are more successful than those which emphasize a monetary gain (Goel et al., 2017). In practice, people can reduce their susceptibility to framing effects by using systematic thinking. However, this is unlikely to occur in a depleted state.

Finally, the availability heuristic is a mental shortcut used to assess the likelihood of risks occurring and their severity should they occur (Kahneman, 2003). Risks that people are able recall more easily are often considered to be more likely and severe. However, this means people often consider less salient risks to be more rare and less severe than they are in reality (Pfleeger & Caputo, 2012). As organizations are often unaware of cyber security breaches until sometime after it has occurred, it is hard to keep employees informed of the prevalence of cyber security risks. Therefore, the availability heuristic may cause employees to have a reduced perception of the likelihood and severity of cyber security risks. While this can be overcome with systematic processes, as discussed, this is unlikely when fatigued.

Overall, the literature suggests that: (a) repetitive or effortful cyber security-related behaviors can result in depletion, (b) employees are more likely to use heuristic decision-making when depleted, and (c) these heuristic decisions result in poorer cyber security behaviors.

### Attitudinal-Type Fatigue

While heuristics provide an explanation for largely unconscious decision-making, it is important to understand the factors that influence employee decisions when they are able to use systematic processes. In these instances, the attitude the employee has toward cyber security is relevant. A review of the literature identifies three primary ways that we can understand how a poor attitude regarding cyber security forms: as a poor perception of cost and benefits, as a result of reactance,
or as a result of moral disengagement. This section will review each approach in turn and discuss each in relation to the four-component model of cyber security fatigue.

**Poor Perception of Cost and Benefits**

Employees will weigh the costs and benefits of complying with a particular security policy. The theory of reasoned action and theory of planned behavior (TRA/TPB) hold that, among other considerations, can explain how individuals use these factors to make decisions (Ajzen, 1991; Singer et al., 2014; Venkatesh et al., 2003). Davis (1989) apply this approach to a technology context. The technology acceptance model (TAM) seeks to identify the factors that motivate individuals to adopt a given technology. Although many factors have been identified, the most robust predictors of technology adoption are how easy the technology appears to be to use (perceived ease of use), and how effective the technology is at fulfilling its intended purpose (perceived usefulness) (Abdullah & Ward, 2016; Zolotov et al., 2018).

While TAM is effective at predicting technology adoption, Herath et al. (2014) question its utility in predicting cyber security-related technology adoption. According to TAM, organizations design their technology systems to be of value to individuals and increase workplace productivity (Davis, 1989; Herath et al., 2014). Thus, TAM sees technology acceptance as an act of approaching something desirable (Liang & Xue, 2009). However, in the case of adopting cyber security technology, the primary purpose of the technology is not to directly increase productivity but to avoid cyber security threats; therefore, it is an act of avoiding an undesired end-state (e.g., data loss or identify theft). Liang and Xue (2009) argue that the motivations for approaching and avoiding differ markedly and, therefore, cyber security threat avoidance behaviors cannot be fully understood by the use of an approach-based theory alone.

Consequently, Liang and Xue (2009) used coping theory, TAM, and TRA/TPB to develop technology threat avoidance theory (TTAT). Coping theory holds that avoidance of risk relates to two factors: threat appraisal and coping appraisal (Lazarus, 1966). Threat appraisal refers to the extent to which an individual believes the threat is real and applies to them, as well as the severity of the impact should the risk event occur (Liang & Xue, 2009), whereas coping appraisal refers to the individual’s perception that they are able to perform actions required to avoid the threat. To use malware as an example, an individual may believe that while the threat is legitimate, they may not believe that they are able to access and understand the antivirus software that will help them avoid the threat. They may, therefore, have limited motivation to adopt such technology. In this sense, coping appraisal is conceptually similar to the primary factors of TAM: perceived ease of use and perceived usefulness (Herath et al., 2014).

However, the conceptualization of coping appraisal used in TTAT only considers one aspect of coping. External coping appraisal refers to the extent to which an individual believes they can use a piece of protective technology, whereas internal coping appraisal refers to their perceptions that they can detect and avoid the threat without the need for any external technology. Herath et al. (2014) argue that the existing TTAT considers only the external coping appraisal of individuals and, therefore, misses a key aspect of motivation. If an individual believes they are capable of avoiding cyber security threats without the use of external technology, they will likely not adopt the technology, even if they have favorable views about its ease of use, usefulness, or the severity of the threat. Herath et al.’s results supported internal coping appraisal as a significant predictor of intention to adopt security technology. Figure 3 presents the expanded-TTAT (eTTAT).

The eTTAT predicts that, when presented with a decision of whether to comply with the recommended security behaviors, an employee using systematic thinking will likely weigh the likelihood of a negative outcome (e.g., getting caught); the perceived ease of compliance; how useful their compliance will be, and, how well they are able to cope should they not comply. An individual who perceives low utility of their compliance action, low ease of compliance, and low likelihood of a poor risk outcome (e.g., getting caught or causing a breach) is likely to demonstrate fatigue-like behaviors where they disengage from cyber security demands. In effect, a poor perception of cost and benefit is an attitudinal type of fatigue and this can be either advice-related or action-related.

**Reactance**

While personal cost–benefit analyses likely play a role in employee decision-making, fatigued employees will often
use other, less rational, decision-making processes. One example is reactance. This refers to a negative emotional response caused by threats-to or losses-of behavioral freedom (Lowry & Moody, 2015). The behavioral consequences of reactance often involve attempts to reassert a sense of self-determination (Burgoon et al., 2002), often by rejecting authority (Lowry & Moody, 2015). Said simply, when security policies tell employees that they cannot do something, there is a chance of deliberate disobedience. Reactance is prevalent in many contexts, from adoption of health care advice (Brown et al., 2016) to climate change denial (Lu et al., 2017). In each case, reactance results from a perceived violation of control over one’s own decision-making (i.e., freedom) (Brehm, 1966). When an authority figure limits the options that are available, the individual perceives disobedience as the only action that enables their own agency (Brehm & Brehm, 1981). For this reason, more stringent behavioral restrictions and monitoring in workplaces can backfire and increase pernicious employee behavior (Posey et al., 2011).

Lowry and Moody (2015) proposed a reactance model aimed at predicting compliance intention with cyber security policies (a.k.a. intent-to-comply or ITC). As expected, reactance predicted significantly lower ITC. Furthermore, state reactance (i.e., how reactant an employee felt regarding a particular cyber security policy) related to only two factors: perceived threat to freedom and trait reactance. Perceived threat to freedom refers to the employee’s perception that the policy is limiting their freedom, whereas trait reactance refers to their general propensity to become reactant in any context (Dillard & Shen, 2005). Therefore, they suggest that a less stringent and restrictive cyber security policy will reduce reactance, thereby increasing compliance (Lowry & Moody, 2015). Given that reactance consists of a disobedient attitude resulting from overly restrictive recommendations at work, we consider it to be an advice-related, attitudinal type of fatigue within the four-component model.

Acknowledging reactance may present a dilemma for organizations. Although it may be true that a cyber security policy that allows greater freedom will result in greater compliance, a question remains as to whether such a policy will be effective. In other words, is 90% compliance with a more permissive policy better than 10% compliance with a stringent one? We can view the answer to this through the lens of the four-component model. Reactance is an advice-related, attitudinal type of fatigue. As a result, efforts to address reactance should also consider the potential effects on action-related, cognitive factors. While providing greater agency may likely improve employee attitude toward cyber security, it also entails greater decision-making responsibility on the part of the employee. This greater cognitive load may increase the instances of depletion and habituation, leading to similar problematic behaviors that would result from a poor attitude (Hickman et al., 2018). As an example, an employee who is newly allowed to install software on their work machine may be initially motivated to ensure the software they install is safe (i.e., reduced attitudinal-type fatigue). However, over time they will become tired of assessing all of the information available in order to determine whether the software is safe, or they may become habituated to the warning messages presented when they download and install the software (i.e., increased action fatigue). Therefore, their behavior is a risk to the organization which would not have been present had the organization not allowed employees to install software. The four-component model enables cyber security practitioners and organizations to know what factors they should consider to ensure the most desirable employee behavior for their industry, organization, or a specific situation. In this instance, the organization should assess the risk of cognitive-type fatigue resulting from efforts to reduce attitudinal-type fatigue to determine which outcome is preferable.

**Moral Disengagement**

The ways in which employees respond to intrusive cyber security policies will also depend on the type of coping strategy they adopt in such situations. Coping theory groups the outcomes of stress creators into two categories: emotion- and problem-focused (Perrewé & Zellars, 1999). Problem-focused coping involves direct efforts to manage or alter the stressful situation. Employees can achieve this in the workplace by eliminating obstructions that prevent them from performing tasks to a high standard or by seeking to increase their knowledge or skills. Emotion-focused coping involves changing the way one thinks or feels about the stressful situation. This process involves reappraisals and distortions of reality to make the situation seem better than it is (D’Arcy et al., 2014). In the case of cyber security, an emotion-focused response may be to categorize cyber security as unhelpful or unwarranted. In this way, individuals frame their inability to keep up with workplace cyber security demands as their own decision rather than a lack of ability (Atanasoff & Venable, 2017). D’Arcy et al. (2014) argue that employees will use emotion-focused coping in instances where no problem-focused solution is available. For example, an employee may not always have the ability to object to a new cyber security policy, in which case they will rely more heavily on emotion-focused coping.

This emotion-based coping approach can give rise to different problems. In the case of cyber security, emotion-focused coping will often result in employees no longer believing that disobeying the organization’s security policy is the wrong thing to do (i.e., moral disengagement; Moore et al., 2012). In this state, the employee reduces their distress regarding their inability to comply with an overly stringent security policy by simply categorizing the policy as unimportant. Employees may come to view cyber security issues themselves as unimportant and this can result in behavior which deviates significantly from best practice (Hwang & Cha, 2018).
Moral disengagement may also occur from constant exposure to reports of data breach incidents from media and other sources. In recent years, high-profile breaches such as the Target breach (Ablon et al., 2016), Ticketmaster (Gibb, 2018), and PageUp breaches (Sam, 2018) mean that individuals see constant reports of organizations having their data lost or compromised. It is understandable, therefore, that some individuals express feelings of nihilism (Choi & Jung, 2018; Reitberger & Wetzel, 2017). Consistent with this view, Ablon et al. (2016) found that people exposed to a data breach often express the belief that data breaches are just part of modern life and not worth worrying about, even if the breach likely involved their personal data.

In addition, employees may become morally disengaged in workplace settings if they feel that, unlike at home, workplace cyber security is not their responsibility. This forms a type of moral disengagement where employees rely on security experts in their organization to protect them from cyber security threats (Blythe, 2015). Blythe and Coventry (2018) found that low perceived responsibility predicted poor employee security behavior in regard to the use of anti-malware software and security updates. Interestingly, this was not the case in relation to email-use behaviors (Blythe & Coventry, 2018). The authors suggest that this may be a result of the increased frequency of involvement with email over antivirus or software updates. Due to the frequent use of email throughout a working day, employee behavior may become more habitual (Blythe & Coventry, 2018). The results of Blythe and Coventry (2018) support the assertion of the four-component model that targeting attitudinal-type fatigue (low perceived responsibility) will not be effective if the type of the fatigue in the workforce is cognitive (habituation and depletion).

**Burnout**

New or confusing technology can cause stress for employees and lead to a poor attitude toward the technology (Atanasoff & Venable, 2017). Brod (1982) used the term technostress to refer to these technology-related causes of stress. D’Arcy et al. (2014) identified that three causes of technostress are relevant to cyber security: overload, complexity, and uncertainty (D’Arcy et al., 2014). The first, techno-overload, is where employees perceive that technology is adding to their workload rather than reducing it. The remaining stress creators—complexity and uncertainty—refer, respectively, to employee perceptions that new technology is far too complicated for them to understand, and that technology is changing so rapidly that they can never catch-up (Tarafdar et al., 2010). The relationship between technostress and workplace behaviors has been extensively studied (Atanasoff & Venable, 2017; Ayyagari, 2008; Tarafdar et al., 2010, 2015). Employees suffering from technostress are far less likely to adopt new technologies, are less productive, less satisfied with their job, and have greater turnover intention (Johnson & Yanson, 2015; Zolotov et al., 2018).

Left unaddressed, prolonged stress in the workplace can lead to burnout (Trépanier et al., 2015). Employees in a state of burnout often report feeling overworked and exhausted (Demerouti et al., 2001). They also appear detached and depressed and may express negative attitudes toward their work (Demerouti et al., 2010). These symptoms form two dimensions of burnout: emotional exhaustion and cynicism (Trépanier et al., 2015). Under the four-component model, burnout is relevant to both advice-related and action-related fatigue. Action-related emotional exhaustion and cynicism could manifest respectively as feelings of exhaustion when performing cyber security behaviors and questioning the feasibility of performing those behaviors. In contrast, advice-related emotional exhaustion and cynicism would respectively manifest as feeling exhausted when others raise the topic of cyber security and employees questioning the efficacy of the advice or policy (D’Arcy et al., 2014; Stanton et al., 2016). As cynicism and emotional exhaustion are largely affective states, we classify burnout as attitudinal-type fatigue within the four-component model.

While it is unlikely that cybersecurity demands in isolation would cause employee burnout, Choi & Jung (2018) have identified that employees can exhibit symptoms consistent with burnout when they must cope with stressful cybersecurity-related workplace demands. Furthermore, they found that burnout predicted intention to disclose personal information online as well as moral disengagement from online privacy issues. This is a concern for existing SETA programs, many of which aim to educate employees of the importance of maintaining cyber security (D’Arcy et al., 2009).

While burnout is an extreme example of an outcome of workplace stress, it remains an important consideration for workplace cyber security. Many employees perceive that the cyber security technological systems at their workplaces are making their lives harder (Calic et al., 2016; Stanton et al., 2016) and will, therefore, increase their technostress and risk of burnout. Any intervention aimed at tackling the issue of cyber security, either by technological or human factor methods, should consider the potential stress this may be putting on employees. A highly sophisticated technological security solution may not be worthwhile if its use results in employee technostress. Likewise, frequent training may lead to overload and, ultimately, burnout.

**Research Implications**

Researchers have used terms such as security fatigue, privacy fatigue, and security disengagement to refer to concepts similar to cyber security fatigue. The sections to follow will review these existing approaches through the lens of the four-component model.
Existing Attitudinal Theories

Multiple theories are available that attempt to explain employee attitudes to cyber security. Furnell and Thomson (2009) used the term security fatigue to refer to “a situation in which employees have been following good practice and then drift (or completely switch) into a mode in which they become tired or disillusioned with it” (p. 7). The authors conceptualize fatigue as a result of a cost–benefit analysis on the part of the fatigued individual. Essentially, employees weigh the difficulty of complying with cyber security demands (e.g., a particular cyber security policy) and the effort required to comply with the perceived importance of doing so. If the importance does not outweigh the costs, there is potential for the individual to become fatigued (Furnell & Thomson, 2009). While this approach addresses the attitudes of employees, here referred to as perceived cost and perceived value, it does not capture some cognitive elements of fatigue. Even if their attitude to cyber security is favorable, employees may begin to make mistakes due to depletion resulting from the often-repetitive behaviors required to maintain cyber security (see Danziger et al., 2011; Hickman et al., 2018; Stewart et al., 2012). Likewise, employees may exhibit fatigue-like behaviors as a result of an unconscious tuning-out of cyber security information. As these mechanisms do not relate directly to perceived cost or value, efforts to manipulate perceived importance will be largely ineffective at changing these behaviors (Malimage, 2013).

Similarly, Stanton et al. (2016) highlighted the relationship between fatigue and poor perceived value of cyber security. They argue that this is partly due to the lack of awareness many employees have regarding the frequency and severity of cyber security incidents. To address this, Stanton et al. (2016) suggest that organizations should make employees aware each time a cyber security event occurs. This heightened awareness should increase their appreciation of the importance of cyber security, leading to better behaviors. In the same vein, using the eTTAT, Liang and Xue (2009) suggest that employee behavior will improve when they appreciate the need for cyber security (i.e., increased threat appraisal). However, these approaches do not consider the increase to action fatigue as a result of these interventions. While it is true that updates regarding the frequency of cyber security incidents, in the form of emails or popups, would increase employees’ appreciation of cyber security risks, they could also result in employees tuning-out and ignoring these notifications. For those employees who do not ignore the notifications, and instead make a conscious effort to read and understand each one, doing so will add to their workload and over time lead to depletion.

In an attempt to operationalize most existing conceptualizations of cyber security fatigue, Choi & Jung (2018) developed the Privacy Fatigue Scale. They define privacy fatigue as a “sense of weariness toward privacy issues in which individuals believe that there is no effective means of managing their personal information on the internet” (p. 44). Much like moral disengagement, the authors suggest that this occurs as a result of people being aware of frequent data breaches occurring, leading to the perception that they have no control over their personal information online. Choi & Jung (2018) used burnout as a base for their model, thus incorporating cynicism and emotional exhaustion as their two main elements. While these factors are important, this approach may not explain fatigue-like behaviors that result from an employee tuning-out cyber security information or due to nonrational processes. For example, a reactant employee may appear cynical and disengaged. If cyber security professionals misdiagnose these symptoms as signs of burnout, they may misdirect their efforts may to increasing organizational supports rather than reducing the employees’ perceived threat to their freedom (Lowry & Moody, 2015).

Existing Cognitive Theories

As practitioners are understandably interested in employee compliance, it is common to see cyber security researchers using compliance-based theoretical approaches (Guzman, 2007). These approaches tend to view employees as rational actors whose compliance behavior results from a balance of intrinsic and extrinsic motivators (Hofeditz et al., 2017). In the four-component model, we consider these approaches to be attitudinal in that they largely concern the perception of the cost and benefit associated with an action, or are otherwise consciously performed. While these approaches are useful, the literature also emphasizes the importance of non-rational-actor approaches.

For example, fatigue-like behaviors can result from employees becoming habituated to all stimuli relating to cyber security (Amran et al., 2018). As this occurs unconsciously, these behaviors are not “rational” in the traditional sense, and therefore rational-actor approaches will fail to fully explain them. Researchers have suggested multiple possible interventions to avoid this occurring (Amran et al., 2018; Anderson et al., 2015; Malimage, 2013). One such approach suggests that information technology systems should present cyber security-related stimuli in varying ways to prevent habituation to similarly presented warnings, popups, and emails. Anderson et al. (2015) developed a polymorphic warning system, which changed the appearance of warnings each time they were presented to the participant. A constantly changing design forces individuals to pay more attention to warnings, but even varied stimuli can become tiresome over a full workday. The four-component model suggests that forcing cognitive attention in this way is likely to quickly deplete employees (Pignatelli et al., 2020). Moreover, this constant intrusion into the work day will increase employee workload, leading to stress and fatigue (Salvagioni et al., 2017). The irritation may also lead employees to become reactant (Lowry & Moody, 2015) and these reactant behaviors may be worse than the
behaviors the intervention was seeking to address. Therefore, while polymorphic warnings may be effective at reducing habituation, their effectiveness at improving cyber security behaviors could be limited and warrants further empirical exploration.

### Applied Implications

Cybersecurity practitioners may benefit from a schematic such as that displayed in Table 2 when considering an intervention or process change. As Table 2 indicates, the first decision will be to determine the kind of fatigue that is occurring, while also being mindful of the possibility that multiple types of fatigue may be occurring at once. The model would then encourage the practitioner to consider the factors that are contributing to the identified type of disengagement (e.g., reactance, habituation), and a schematic such as that displayed in Table 1 may assist. For example, an organization might observe that employees are consistently falling for phishing emails. The temptation here may be to attempt to educate these employees on skills to detect a phishing email as well as the overall benefits of cyber security. However, the four-component model would encourage caution. It may be that employees already know how to identify phishing emails, but they are simply fatigued from the sheer number of emails they encounter each day.

Another possibility is that employees may be already overloaded with cyber security information and advice, which they perceive to change frequently and be far too complex (Stanton et al., 2016). As a result, providing further awareness training will likely add to this overload and unlikely to encourage greater compliance. In addition, it may be that the employees are simply habituated to their environment. Awareness programs in this context may not be effective if the employees are unconsciously tuning-out cyber security-related stimuli and advice. A temptation in this context may be to change the design of the relevant cyber security systems or warnings to interrupt the habituation (Brustoloni & Villamarm-Salom, 2007). However, it is likely this increased decision-making load on the employee will itself be fatiguing (Pochepsova et al., 2009).

A question arises from the four-component model as to whether it is possible to combat fatigue completely. It seems that any intervention that addresses one aspect of fatigue will likely result in other kinds of fatigue. Thus, are there interventions that can succeed in avoiding cognitive

---

### Table 2. The Four-Component Model Used as a Framework for Diagnosis and Intervention Planning.

| Issue | Mistaken diagnosis | Suboptimal intervention | Recommended intervention |
|-------|--------------------|-------------------------|--------------------------|
| Mistaken source | Advice-related source | Action-related source | Simplify the workplace cyber security systems with which employees interact, such as authentication systems. | Try to set up intuitive policies to minimize the needs for SETA programs and minimize the extent to which policies negatively affect employees. |
| | Employees are tired of being told what to do. | Interacting with workplace cyber security systems is tiring. | | Simplify the workplace cyber security systems with which employees interact, such as authentication systems. |
| | Action-related source | Advice-related source | Try to set up intuitive policies to minimize the needs for SETA programs and minimize the extent to which policies negatively affect employees. | | |
| | Interacting with workplace cyber security systems is tiring. | Employees are tired of being told what to do. | | Simplify the workplace cyber security systems with which employees interact, such as authentication systems. |
| Mistaken type | Attitudinal-type fatigue | Cognitive-type fatigue | | Implement a SETA program to increase employee appreciation of cyber security. |
| | Employees do not appreciate the need for cyber security. | Employees make mistakes due to mental tiredness | | Implement a SETA program to increase employee appreciation of cyber security. |
| | Cognitive-type fatigue | Attitudinal-type fatigue | | Implement a SETA program to increase employee appreciation of cyber security. |
| | Employees make mistakes due to mental tiredness | Employees do not appreciate the need for cyber security. | | Implement a SETA program to increase employee appreciation of cyber security. |

**Note.** 1, 2, 3 Respectively, case studies 1, 2, and 3 provide an illustrative example of these misdiagnoses and recommendations (p. 24). SETA = security education, training, and awareness.
limitations and improving attitude, both in relation to advice and action? In some cases, such interventions will be possible, but often this will not be the case. An important applied feature of the four-component model from an organizational perspective is that it provides a guide for what approach an organization should take based on the type of fatigue they observe, that is, while the behavioral outcomes of these two states will be similar, the causes will be different. Accordingly, when comparing employee behavior to best-practice, it may be possible for researchers to inform industry as to which kind of fatigue poses least risk for each context when no intervention that addresses all dimensions is available (e.g., IT industry vs. finance, or email-use behaviors vs. password management).

For this reason, before an organization implements a new cyber security process, they should consider several questions. For example, will employees perceive the new process to be restricting their freedom? Will it add to their workload? Will it be problematic if employees begin to tune-out this system or process, and is this likely to occur? If any of these are likely, then the practitioner should consider how they will manage these behaviors, and what the organization can do to minimize the level of reactance, habituation, or other disengagement that may result from the change. In the likely case that no perfect solution is available, which succeeds in minimizing both attitudinal and cognitive aspects of fatigue, the four-component model suggests pathways through which practitioners can manipulate employee disengagement and optimize employee behavior. That is, for example, sometimes a habituated employee is preferable to a reactant one, a nuance that existing approaches may overlook.

In many instances, a mistaken appraisal will not result in an intervention that is altogether detrimental. For example, if cyber security practitioners misidentify action fatigue as advice fatigue, an intervention may seek to streamline cyber-security policies and thereby avoid the need for SETA programs. Such an intervention may also have some impact on action fatigue. Therefore, Table 2 refers to these interventions as suboptimal. While these interventions hold some value, cyber security practitioners can use the four-component model to identify an intervention that may add greater value. In the above example, a more valuable intervention may be to simplify the workplace cyber security systems with which employees interact, such as authentication systems. Likewise, an intervention that targets cognitive-type fatigue, such as by moving business critical actions away from times of the day where employees are likely to be tired, will be valuable in almost any context. However, our model holds that this is not the optimal solution to the problem of attitudinal-type fatigue, as this fatigue relates to a pervasively poor affectivity toward cyber security. The case studies to follow expand on these applications of the four-component model to different organizational settings.

Illustrative Case Studies

The following illustrative case studies demonstrate what an organization may do should they incorrectly diagnose the cause for the lack of engagement with the organization’s cyber security policies. They present examples of how organizations can apply the four-component model in practice to avoid a suboptimal intervention that may exacerbate the problem. We adapted these examples from situations described by employees from various organizations as part of interviews conducted by Reeves et al. (2020a). The purpose of these case studies is not to be evidence for the four-component model, but rather as illustrations of how the model can be applied. For each scenario, we provide a description of the organizational setting, the main sources of threat and the projected outcomes before analyzing how the situation might be enhanced by applying the four-component model. Names have been changed for privacy.

Case Study 1

Miranda is an employee of a small–medium sized technology company who was interviewed as part of Reeves et al. (2020a). When interviewed about her experiences at work, she reported a preference for working independently and management permission to do so. When asked about her organization’s attitude to cyber security, she described her security department as “retentive” and “over the top.” She also described the organizational security policy which allows security personnel to audit personally owned devices if these devices are present in a work environment. This includes smartphones and laptops. She viewed this policy as “silly” and she saw the associated cyber security risks as “far-fetched.” As a result, she described her cyber security department as “obsessed” and believed they should “calm down just a touch.” She later described that she willingly breaks the organization’s cyber security policy in an unrelated context as she had limited respect for the authority of the cyber security department.

From the perspective of the four-component model, we categorize Miranda’s disengagement from cyber security best-practice behaviors as an advice-related, attitudinal-type fatigue. Her cyber security fatigue is advice-related as her organization’s cyber security policies relating to appropriate use of technology have led her to express fatigue and disengagement. It is also attitudinal as she holds an unfavorable attitude toward the cyber security department, which appears to be less related to a transient internal state at any particular time, such as cognitive depletion, and more related to an overall affectivity she has toward her cyber security department and cyber security issues more broadly. In particular, she appears to be reactant and uninterested in the benefits of cyber security. However, while it appears that Miranda’s fatigue is largely advice-related, her description of “obsessive” security...
department requirements may indicate that there is also an action-related component. Therefore, in this situation, it would be worth further exploring the source of her fatigue in interview or via standardized testing.

Miranda’s situation demonstrates how easy it might be to misdiagnose an employee as solely experiencing action-related fatigue and miss the advice-related component. This misperception could encourage unnecessary simplification of cyber security systems or the allocation of additional resources to greater training (Pham et al., 2019). As this approach does little to change the perception of the policy as a restriction on the employee’s freedom, this will have little effect.

**Case Study 2**

Brian is a former employee of a small–medium sized organization in the service industry. He was interviewed as part of Reeves et al. (2020a) on his experience as the manager in charge the cyber security of the organization’s operations. On the topic of his experiences with cyber security training videos, he expressed that the training content that was available at his previous employer was substandard. He described receiving the training as “terrible, really just horrible” and said he needed “a red-hot poker to open up my eyes, it’s so boring.” He also advised that the delivery of the training was ineffective, as he felt that “the sponge is full, I’m not interested. I’ve been doing this all day and I am absolutely sick of it.” He attributed the poor quality of the training to the upper management, who he believed had a “care factor of 0” and an attitude of “you have to do this, [but] we’re not going to give you any money to do it.” He also described an apparent disconnect between the management’s lack of concern internally regarding cyber security and their external communications when cyber security incidents occur. Specifically, he described a situation where a cyber security incident occurred, and the management response was “it’s all tears! And oh we apologise! [. . .] they’re all like we’re very sorry, we’re very sorry! But the damage has been done, you can’t put the genie back in the bottle.” These descriptions indicate that Brian was experiencing emotional exhaustion and cynicism regarding the cyber security approach of the organization (Choi & Jung, 2018).

Based on the four-component model, we categorize Brian’s disengagement from cyber security best-practice behaviors as attitudinal-type fatigue. Specifically, his emotional exhaustion and cynicism suggest he is experiencing signs of burnout regarding cyber security. As it is common for employee burnout to be the result of overwhelming workplace demands (i.e., action-related fatigue), it may be easy to misdiagnose Brian’s disengagement as a result of overwhelming cyber security-related workplace demands. However, the four-component model stresses the importance of considering both action and advice-related sources of fatigue. Brian’s disengagement from cyber security best-practice behavior is better described as advice-related. This is because his emotional exhaustion and cynicism stem from overexposure to poor quality cyber security training and not an overexposure to cyber security-related workplace demands. As with Case Study 1, Brian’s situation demonstrates how a misdiagnosis of the cause of employee cyber security fatigue can unintentionally exacerbate the problem. A misdiagnosis of action-related burnout in Brian’s situation may encourage the allocation of resources to simplify the organization’s cyber security systems. As this does little to improve the quality of the available workplace cyber security training, this will have little effect on improving Brian’s attitude to cyber security.

**Case Study 3**

Roger is a government employee who was interviewed as part of Reeves et al. (2020a). At multiple points in the interview, he reported that he finds the information technology systems at his work frustrating to use. Specifically, he said the systems “don’t talk to each other” and often take a long time to update when he changes his password. He described a common experience where a password update on one system fails to automatically update on other systems. This means he is often unsure which password he should be using. He described using this system as “painful.” Due to this system, he readily acknowledged that he writes down his passwords on paper. He also indicated that he was aware that this is against the security policy. Despite breaking the policy, he advises that he appreciates the need for cyber security, but “doesn’t see how else you could do it.”

Within the four-component model, we categorize Roger’s frustration as action-related fatigue. Furthermore, his fatigue is cognitive-type as he does not have a negative affect toward cyber security. As with the previous case studies, a misdiagnosis of his situation as attitudinal-type fatigue may result in a misdirection of resources toward a SETA program. This will be largely ineffective as it does not address the cause of his fatigue. Furthermore, subjecting Roger to a SETA program may prompt a reactant response. Instead, the simplification of the security systems is appropriate in this context.

**Conclusion**

The four-component model is a comprehensive way of understanding cyber security fatigue. The two categories: fatigue source (action or advice) and fatigue type (attitudinal and cognitive) encompass a number of underlying factors, as discussed throughout the article. When employees disengage from cyber security, practitioners should determine whether it is the advice or the action of cyber security that has tired the employees and then whether the disengagement is attitudinal, cognitive, or a combination of both. Conceptualizing cyber security fatigue in this way enables practitioners and management to more comprehensively and accurately understand the causes of employee cyber security fatigue and
identify the potential mitigation strategies most suitable to employees as well as their organization, situation, and risk. Furthermore, the model enables researchers to further understand the nuances of cyber security fatigue, and work toward theoretical and empirical explorations of effective interventions to address them. From a theoretical standpoint, this approach can enable a thorough empirical study of the principal dimensions and the associated factors, examining the extent to which they interact or differ depending on industry or role. From an applied standpoint, the model provides practitioners with a set of important practical considerations to guide their decision-making regarding the appropriateness and the implementation of cyber security interventions. Importantly, it solidifies the notion that a single approach is often not sufficient, and that one intervention can lead to unexpected outcomes. The four-component model provides a new theoretical conceptualization with a focus on the central goal of achieving the most appropriate applied organizational cyber security outcomes.
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