ReFu: Refine and Fuse the Unobserved View for Detail-Preserving Single-Image 3D Human Reconstruction
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Abstract

Single-image 3D human reconstruction aims to reconstruct the 3D textured surface of the human body given a single image. While implicit function-based methods recently achieved reasonable reconstruction performance, they still bear limitations showing degraded quality in both surface geometry and texture from an unobserved view. In response, to generate a realistic textured surface, we propose ReFu, a coarse-to-fine approach that refines the projected backside view image and fuses the refined image to predict the final human body. To suppress the diffused occupancy that causes noise in projection images and reconstructed meshes, we propose to train occupancy probability by simultaneously utilizing 2D and 3D supervisions with occupancy-based volume rendering. We also introduce a refinement architecture that generates detail-preserving backside-view images with front-to-back warping. Extensive experiments demonstrate that our method achieves state-of-the-art performance in 3D human reconstruction from a single image, showing enhanced geometry and texture quality from an unobserved view.
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1 INTRODUCTION

3D human reconstruction has received substantial attention due to its importance and practicality in VR/AR content and metaverse domains. Image-based 3D human reconstruction aims to predict the textured human mesh given a single or multiple images. However, recovering a realistic 3D human from a single image is an ill-posed
problem due to depth ambiguity and occlusions. Also, the high variance of human pose and clothes worsens the problem.

Recently, numerous deep-learning-based methods [4, 14, 32, 36, 39, 42, 51, 52, 54] have been proposed to reconstruct a 3D human body from a single image. In the early stages, leveraging the pre-defined human template mesh, e.g., SMPL [27], several methods [4, 36, 54] learn to deform the template mesh conditioned on a given source image. Recently, among non-parametric representations such as voxels [14, 42], silhouettes [32], and depth maps [6], methods based on implicit representations have achieved a paradigm shift in 3D human reconstruction tasks, showing substantial improvement for representing the textured surface of clothed humans. Implicit-function-based methods [39, 40] conditioned on the pixel-aligned feature of a source image learn to estimate occupancy fields and corresponding textures. PaMIR [51] further improves reconstruction accuracy by combining the volumetric feature from SMPL with condition variables.

However, from a view not observed in the given source image, the quality of the surface geometry and the texture are significantly degraded with an over-smoothed mesh surface and a lack of high-frequency texture details. We argue that this limitation is due to the per-point loss function, e.g., the L1 Loss and the mean squared error which encourage the point-wise averages of plausible solutions causing over-smoothed results [13, 23]. To generate a realistic textured mesh from any view, we propose a staged method where we predict a coarse human body (initial stage), refine the coarse image projected from the unobserved view (refinement stage), and fuse the refined image with the input condition to reconstruct the final human body (fusion stage).

To obtain a projected coarse image from a 3D implicit function, we adopt a volume rendering process, i.e., ray-tracing techniques for compositing colored density, that is proven to be effective in synthesizing high-quality images. However, as shown in Fig. 2, the volume-rendered images of PaMIR [51], the state-of-the-art 3D human reconstruction method, are noisy and blurry. This undesirable noise stems from the diffused occupancy, i.e., non-zero occupancy value outside the object surface, that blocks the object surface. Also, the diffused occupancy can cause floating artifacts in the reconstructed meshes. To suppress the diffused occupancy around the object, we propose to train the occupancy probability by simultaneously utilizing 2D and 3D supervisions with the occupancy-based volume rendering. To achieve this, we interpret alpha values in the cumulative rendering process [31] as occupancy probabilities that are trained with 3D supervisions. Since the higher transmittance value is computed at the diffused occupancy area, the volume rendering loss is efficient in lowering the entropy of the occupancy values. Thanks to the volume-rendering-combined 3D supervised learning, we can acquire noiseless occupancy fields and a clear projected image from any target view.

Leveraging a clear projection image, we introduce architecture that generates a realistic image from an unobserved view, i.e., backside, in a coarse-to-fine manner. To refine the coarse image with high-frequency details, we transfer the source local feature to the target image using the front-to-back warping function. The function can be obtained by volume rendering the 3D query points with the value of the source grid coordinates. The rationale behind this warping function is that the corresponding coordinates between the front and backside view share semantically similar visual features such as the texture of clothes and skin color. By transferring the local feature of the front view to the backside and injecting it with spatial modulation [1, 35], we extend the StyleGAN generator [17] that takes a coarse image as input and generates a realistically refined image. Using the refined backside-view images as an additional input, our final model can predict a perceptually enhanced 3D human mesh. We demonstrate that the quality of the mesh and texture outperforms the previous state-of-the-art methods.

In summary, our contributions are as follows:

- We propose to train occupancy probabilities by leveraging both 2D and 3D supervisions with the occupancy-based volume rendering.
- We also propose the refinement architecture that can generate high-frequency details in the backside-view image by warping local features from the source to the target view.
- We demonstrate that the quality of single-image 3D human reconstruction is improved for both geometry and texture by fusing the refined backside-view image.

2 RELATED WORK

2.1 3D Human Reconstruction

Previous studies focus on reconstructing 3D human meshes using video sequences [2, 3] or multi-view RGB-D data [48, 50]. While these approaches show reasonable 3D reconstruction qualities by addressing the depth ambiguity of shapes, they do not work well against only single or sparse input images. To reconstruct human meshes from a single image, several methods [27, 36] utilize parametric body models that provide a strong prior knowledge of the human body. To represent fine details of the surface of the parametric body, other studies [4, 21, 22] attempted to estimate displacements in a pre-defined UV space. Methods [14, 42] that combine a voxel representation with the parametric body model further improve the reconstruction quality. However, such parametric model-based methods still show severe limitations on predicting surfaces that have large deformations such as loose clothes or hairs. Also, the high memory cost of voxel limits the resolution, which leads to the degradation of the fine details of mesh surfaces.
Compared to explicit representations such as voxel grids [28], point clouds [24, 37], and meshes [8, 43], implicit representations [31, 34] define the 3D surface with continuous probability fields. As implicit representations have been widely utilized for 3D object representation due to their memory efficiency and continuity, they are also widely utilized in 3D human reconstruction [10, 39, 40, 51]. Recently, PIFu [39] introduced a pixel-aligned implicit function that represents the continuous occupancy and color value for each 3D query point conditioned on the corresponding 2D image feature. PIFu-HD [40] and Geo-PIFu [10] further improved the reconstruction quality level of detail by formulating coarse-to-fine approaches. PaMR [51] combines a parametric human body model with the implicit function to improve the performance under the severe occlusions or large pose variations. Although these recent methods show a reasonable reconstruction quality of surface geometry and texture, there are still limitations in representing fine details from the backside view. To overcome the degraded quality from unobserved views, we propose ReFu that refines and fuses the backside view to enhance the final output result.

### 2.2 Condition-guided Human Image Synthesis

Condition-guided human image synthesis has attracted a substantial amount of attention due to its wide range of applications, e.g. motion transfer, human reposing, and virtual try-on. This task aims to translate a source human image to a target image in which the shape and appearance are changed according to given conditions, e.g. viewpoint, input pose, and target clothes. Inspired by spatial transformer networks [15], recent works predict a spatial transformation and transfer the source image pixel feature to a target image space to preserve the high-frequency details. The warping function is predicted by conditions such as skeleton pose [38, 55], UV parameterization pose [1, 41, 46], and human parsing map [5, 44, 47]. A state-of-the-art human reposing method [1] predicts the warping function from the UV parameterization pose [9] and successfully renders a photo-realistic human image leveraging the StyleGAN [16] architecture with the warped source feature.

Although we adopt the condition-guided StyleGAN architecture for refinement, our method differs from the previous work [1] in two aspects. First, our method is conditioned on the coarse backside-view image obtained in advance by projecting our 3D human implicit function that contains the pose information and the approximate texture. Second, we compute the front-to-back warping function in a 3D-aware manner by projecting source grid coordinates to the backside view. In this way, the coarse backside-view image is refined into the photo-realistic image that is utilized for generating the detail-preserving 3D human body.

### 3 PROPOSED METHOD

An overview of our proposed method is illustrated in Figure 3. We propose a three-stage approach that consists of 1) the initial stage, 2) the refinement stage, and 3) the fusion stage. Given a single image as input, our initial stage predicts the coarse textured surface. In the next stage, we refine the image projected from the backside view where the initial geometry and texture lack reality. Lastly, the fusion network reconstructs the final textured mesh by incorporating the refined backside-view image into the input conditions.

#### 3.1 Preliminary: SMPL

Following previous studies [51, 52], the parametric human body model, SMPL [27], is utilized to extract volumetric features from an input image. SMPL is a function \( M(\cdot) \) that maps pose \( \theta \) and shape \( \beta \) to a mesh of 6890 vertices. Given the template model \( T \), we obtain a posed shape instance as

\[
M(\beta, \theta) = W(T(\beta, \theta), J(\beta), \theta, W),
\]

where \( W \) denotes a linear blend-skinning function with the weight \( W, B_p(\theta) \) and \( B_s(\beta) \) are pose-dependent and shape-dependent deformations from the T-shape template model \( T \), respectively, and \( J(\cdot) \) denotes the skeleton joints. As proven in previous work [51, 52], the SMPL model fit to the input image provides a strong prior with respect to the pose and shape of a human body. Among recent studies [18–20] that estimate SMPL parameters from a single image, we use GCMR [20], the state-of-the-art method, for our experiments.

#### 3.2 Occupancy and Texture Fields

The textured surface can be represented with two components: occupancy and texture. Inspired by the previous studies [30, 34], we define a deep implicit function that predicts an occupancy probability and texture at a given 3D query point as

\[
G_\theta(p, C(p)) = (\alpha_p, c_p, y_p),
\]

where \( \alpha_p \) and \( c_p \) denote the occupancy probability and texture, respectively, at the corresponding 3D coordinate \( p \). Output values are predicted from the network \( G_\theta \) given a condition variable \( C(p) \). \( y \) is used for blending the predicted RGB value with the one sampled from the source image. The final color is defined as \( c'_p = y \cdot S(I, \pi(p)) + (1 - y) \cdot c_p \), where \( \pi(p) \) denotes the 2D projection coordinate of \( p \) on the source image \( I \) and \( S(\cdot) \) indicates the sampling function to sample the value at a query location using the bilinear interpolation. Given occupancy fields that represent the continuous inside/outside probabilities, the surface can be defined as the level set of an occupancy probability by extracting the iso-surface, i.e. \( \alpha = 0.5 \).

#### 3.2.1 Pixel/Voxel-aligned Representation

To infer the 3D textured surface from a single image using an implicit function, first, the pixel-aligned feature [39] is utilized as the condition variable. Furthermore, to strengthen the reconstruction performance under severe occlusions or large pose variations, the voxel-aligned feature is also integrated with the condition variables [51]. The volumetric feature can be encoded from the predefined parametric human body model, i.e. SMPL [27], using a 3D CNN network. The condition variable is defined as

\[
C(p) = (S(F_I, \pi(p)), S(F_V, p))^T,
\]

where \( F_I = E_I(I) \) indicates the 2D image feature map extracted from the 2D CNN encoder \( E_I \), \( F_V = E_V(V_O) \) represents the volumetric feature encoded from the 3D CNN network \( E_V \), and \( V_O \) is the occupancy volume generated by voxelizing the SMPL model predicted from the input image.

To train our model, we sample 3D points around the ground-truth mesh. Our model learns to predict the occupancy probabilities
and texture by minimizing the per-point reconstruction loss with 3D supervision. The reconstruction loss is defined as

$$ L_R = \frac{1}{n_p} \sum_{i=1}^{n_p} |a_{pi} - a_{pi}^*|^2 + \frac{1}{n_p} \sum_{i=1}^{n_p} |c_{pi} - c_{pi}^*|, $$

(4)

where $n_p$ and $n_c$ are the number of sampled points for occupancy and color, respectively. $p_i$ is the i-th sampled 3D point, and $a^*$ and $c^*$ are the ground-truth occupancy and RGB value of $p_i$, respectively. To train the color prediction, query points are only sampled near the surface, while query points are sampled around the entire 3D space for learning occupancy probabilities. Similarly, the color reconstruction loss is applied to the $\gamma$-composited final color, $c^\gamma$.

### 3.2.2 Volume Rendering Loss

However, as shown in Fig. 2, we discovered that the network trained only with 3D supervision produces the diffused occupancy that results in undesirable artifacts in the projection image and the reconstructed mesh. To avoid such issues, we propose combining the 2D volume rendering loss [31] with the 3D reconstruction loss by interpreting alpha values in the volume rendering process as occupancy probabilities. We found that the alpha values follow a similar tendency with occupancy probabilities that are close to zero for points outside the surface while approaching 1 for points inside the surface. Similar interpretation with respect to alpha values is attempted in a 3D-aware image generation method [45] to define a 3D surface when only 2D supervisions are provided. Meanwhile, we consider the alpha values as the occupancy probabilities that are trained with 3D supervisions, which helps in additionally utilizing 2D supervisions, i.e., projected images from ground-truth meshes. Thus, we formulate the occupancy-based volume rendering as

$$ c_r = \sum_{j=1}^{N} \alpha_j \prod_{k=1}^{j-1} (1 - \alpha_k) c_j, $$

(5)

where $r$ is the ray marched from the randomly selected target view and $N$ and $j$ are the number and the index of sampled points along a ray, respectively. The volume rendering loss is defined as

$$ L_{vol} = \frac{1}{n_r} \sum_{r=1}^{n_r} |c_r - c_r^\gamma|, $$

(6)

where $n_r$ is the number of rays, and $c^\gamma$ is the ground truth RGB value in the target-view image. The same volume rendering loss is applied to the $\gamma$-composited final color value, $c^\gamma$. We adopt the hierarchical sampling strategy proposed in NeRF [31] that densely samples points based on the normalized weights of colors along the points on the ray.

### 3.3 Refinement and Fusion

Since the geometry and the texture of the initially predicted 3D surface are far short of reality from the backside view, we propose the refine-and-fuse approach that 1) refines the coarse backside-view image by warping the source feature and 2) fuses the refined image with the input condition to generate the final textured surface.

#### 3.3.1 Refinement Stage

After the initial stage, we can render the coarse target-view image $I_{trg}$ from the backside view and the warping function $f$ from the source image to the target image. The warping function is computed by volume-rendering the 3D query points $p$ with the value of source grid coordinates $\pi(p)$ using the initially learned occupancy values. This warping function maps the coordinates of the source view to those of the target view and transfers the semantically similar visual features, e.g., the texture of clothes and skin color, from the front to the back.

Figure 3(b) shows the overview of our refinement network. We use the StyleGAN2 architecture [17] with the spatial modulation [1, 35] that takes the coarse target-view image $I_{trg}$ as the input and the warped source image feature as the modulation condition. The source image encoder encodes the source image $I$ to multi-scale features $F_{i}^{src}$ with several residual blocks. Then the source features are warped to the target view with the warping function $f$ for spatial alignment. As illustrated in Fig. 4, the warped source feature $F_{i}^{src}$ is passed to two 1×1 convolution layers that output affine parameters of the modulation layer, i.e., scale $\alpha_i$ and shift $\beta_i$, to
where \( w \) is the human foreground mask, and \( I_{\text{trg}} \) denotes the refined target-view image. The reconstruction loss is formulated as

\[
\mathcal{L}_{\text{trg}}(\psi) = \left\| I_{\text{trg}} \cdot M_{\text{trg}} - I_{\text{trg}} \cdot M_{\text{trg}} \right\|_1,
\]

where \( M_{\text{trg}} \) is the human foreground mask, and \( I_{\text{trg}} \) denotes the refined target-view image. We also apply the perceptual loss to our training objective by minimizing the weighted sum of the \( l_1 \) loss between the pre-trained VGG features of the refined target-view image \( I_{\text{trg}} \) and those of the ground-truth target-view image \( I_{\text{trg}} \) as

\[
\mathcal{L}_{\text{vgg}}(\psi) = \sum_{i=1}^{5} w_i \left\| \text{VGG}_i \left( I_{\text{trg}} \cdot M_{\text{trg}} \right) - \text{VGG}_i \left( I_{\text{trg}} \cdot M_{\text{trg}} \right) \right\|_1,
\]

where \( w \) is \([\frac{1}{32}, \frac{1}{16}, \frac{1}{8}, \frac{1}{4}, 1.0] \) and \( l \) is \([1.6, 11, 20, 29] \).

Lastly, we adopt a conditional GAN [13] by training a discriminator to match the real and fake images conditioned on the coarse target-view image. The non-saturating GAN loss [7] is used with R1 regularization [29]. The entire formulation of the conditional GAN loss is written as

\[
\mathcal{L}_{\text{adv}}(\psi, \phi) = E[g(D_{\phi}(G_{\phi}(I_{\text{trg}}, I_{\text{trg}})))] + E[g(-D_{\phi}(I_{\text{trg}}))] + \lambda \| \nabla D_{\phi}(I_{\text{trg}}) \|^2,
\]

(10)

where \( g(x) = -\log(1 + \exp(-x)) \), \( G_{\phi} \) denotes our refinement generator, and \( D_{\phi} \) indicates the discriminator. \( \lambda \) is the hyper-parameter that balances the gradient penalty effect.

Our full training objective functions for the refinement network \( G_{\phi} \) are written as

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{adv}} + \lambda_{\text{vgg}} \mathcal{L}_{\text{vgg}} + \lambda_{\ell_1} \mathcal{L}_{\ell_1},
\]

(11)

where \( \lambda_{\text{vgg}} \) and \( \lambda_{\ell_1} \) are hyperparameters determining the importance of each loss.

3.3.2 Fusion Stage. To generate the final output utilizing the refined backside-view image, we train the fusion network that takes a pair of front and backside-view images as an input. Instead of the output of our refinement network, i.e. the refined image from the coarse backside-view image, the ground-truth backside-view image is used for training. Unlike the initial stage, the pixel-aligned feature is additionally extracted from the backside-view image and is then concatenated to the pixel-aligned feature from the source image. The condition variable is defined as

\[
C(p) = (S(F_{1}, \pi(p)), S(F_{1\text{trg}}, \pi(p)), S(F_{Y\text{trg}}, p))^T.
\]

(12)

The \( y \) values are also estimated to independently sample the color values from the given source image and the backside-view image. The final \( y \)-composited color value is calculated as

\[
c_p^y = y_1 \cdot S(I, \pi(p)) + y_2 \cdot S(I_{\text{trg}}, \pi(p)) + y_3 \cdot c_p.
\]

(13)

where \( y \) values are normalized with the softmax function. Except for the input condition and the \( y \) composition, the training process, including the network architecture and the loss function, is identical to the initial stage.

4. EXPERIMENTS

4.1 Experimental Setup

4.1.1 Dataset. For training and evaluating our method, we collected 526 samples from the THuman2.0 [49] dataset and 498 samples from the Twindom dataset that include high-quality textured human scans. 50 samples from the THuman2.0 and Twindom datasets were used for evaluation and the remaining samples were used for training (476 samples from THuman2.0 and 448 samples from Twindom). 1.396 real-world full-body images collected from DeepFashion [26] were also utilized for evaluations.

To preprocess the training data, we followed PaMiR [51] by rendering the training scans from 360 viewpoints at a resolution of 512×312. MuVS [12] was applied to the rendered multi-view images for preparing the ground-truth SMPL model. For evaluation, the evaluation set of 3D scans from 4 views spanning every 90 degrees in the horizontal axis were rendered.

4.1.2 Training/Evaluation Setup. For the initial stage, the network is trained with a learning rate of \( 2 \times 10^{-4} \) using the ADAM optimizer with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). The network is trained for 200,000 iterations with a batch size of 3, and 5,000 points are sampled both for occupancy and color reconstruction. For optimizing volume rendering loss, the camera locations are randomly sampled among
360 degrees around the object. 1,000 rays are cast for each sampled camera location and 48 samples are used per ray adopting hierarchical sampling. Instead of using the predicted SMPL models [51], we use the ground-truth ones during training since we empirically found that using the predicted SMPL model causes unstable training due to large pose variations of THUman2.0. The pre-trained GCMR is used and body reference SMPL optimization [51] is performed for more accurate SMPL input in the evaluation. The fusion stage follows the same experimental setup as the initial stage, except for a batch size of 2.

For the refinement network, different hyper-parameter values are set for the generator and the discriminator. The network is trained with a batch size of 1, a learning rate of $2 \times 10^{-4} \times \text{ratio}$, and the ADAM optimizer with $\beta_1 = 0$ and $\beta_2 = 0.99^{\text{ratio}}$. The ratio is set to $\frac{1}{2}$ for the generator and $\frac{1}{4}$ for the discriminator. We train the initial stage first and then train the refinement stage using the output of the initial stage.

### 4.2 Experimental Results

Here, we compare our method with the state-of-the-art methods and demonstrate that our method produces more realistic 3D human reconstruction from a single image. We select PIFu [39] and PaMIR [51] as our baselines which are single-image 3D human reconstruction methods based on an implicit function. Note that we omit the comparisons where textures cannot be estimated and open-source codes are not available. The output meshes are extracted using the Marching Cube algorithm at an occupancy threshold of 0.5 and textured by predicting the colors of the extracted vertices. All comparison methods are retrained on our training datasets.

#### 4.2.1 Qualitative Comparisons

Qualitative comparisons are shown in Figure 5. As shown in the figure, our method shows the best visual quality from any view in terms of surface geometry and texture. PIFu [39] has difficulty in reconstructing human bodies in challenging poses and suffers from depth ambiguity (see row 6) since it does not utilize any prior knowledge of human shape as a condition. While PaMIR [51] succeeds in reconstructing a full-body model under challenging poses, it still suffers from floating artifacts (row 3). Both compared methods represent an over-smoothed textured surface, especially in the unseen regions, for all examples. However, as noticeable in the first row of Figure 5, our method shows the backside view with high-frequency details such as wrinkles in clothes and hair. Our method is also capable of preserving patterns of clothes by warping the source features (row 5) and generating the face when the backside of the human body is captured for the source input image (row 6). Thanks to our refine-and-fuse approach, our method exhibits the realistic quality of both surface geometry and texture from the unobserved view.

#### 4.2.2 Quantitative Comparisons

We quantitatively evaluated our method by measuring the geometry reconstruction accuracy and texture quality. To measure the geometry reconstruction, we followed the previous studies [39, 51], by measuring the point-to-surface (P2S) error and the Chamfer distance between the predicted mesh and the ground-truth one. The quantitative results are presented in Table 1. Although our method shows outstanding qualitative results (see Fig. 5), it shows marginal improvement compared to the baselines because these distance-based metrics cannot measure the perceptual quality.

To further evaluate the texture quality of our approach, we measured the peak signal-to-noise ratio (PSNR) and the learned perceptual image patch similarity (LPIPS). PSNR measures the distortion and LPIPS measures the perceptual similarity between images. We also introduce the ReID distance to evaluate the perceptual similarity between the source image and the predicted backside-view image. Using the pre-trained encoder for the person re-identification task [53], the cosine distance is computed between the features extracted from the source image and the generated backside-view image. To evaluate the pure texture quality without geometric errors, the textured mesh is generated with the ground-truth vertices by predicting their vertex colors. Note that the ground-truth SMPL is used for the input of both PaMIR and our method. We then render the backside color image of the output textured mesh by projecting to the reversed viewpoints of the source views without a light condition. The quantitative results for texture are shown in Table 2. As shown in the table, ReFu achieves the best LPIPS and ReID distance by a large margin, which implies that our method predicts realistic and source-consistent texture.

### 4.3 Ablation Study

#### 4.3.1 Refine-and-Fuse Approach

Here, we quantitatively and qualitatively demonstrate the effectiveness of our refine-and-fuse methodology. The quantitative comparison between the initial and the final outputs in terms of surface geometry and texture are shown in Table 1 and Table 2, respectively. Our refine-and-fuse approach improves the results of the initial stage in P2S and the Chamfer distance in Table 1, which indicates our methodology enhances the geometry reconstruction quality by alleviating the ambiguity of the backside shape. Also, our final outputs present a perceptually improved texture quality showing a lower LPIPS and ReID distance than the ones of the initial stage in Table 2.

The qualitative differences between the outputs of the initial and the fusion stage are presented in Figure 6. Our fusion network successfully generates realistic details such as faces and cloth wrinkles, while the initial outputs show an over-smoothed surface on the backside. Also, the undesired artifacts copied from the source image are removed after refinement (row 2).

#### 4.3.2 Spatial Modulation with Source Feature Warping

We analyze the effectiveness of the source feature and the spatial modulation with the front-to-back warping function in the refinement stage. Our refinement method is compared with two variants: (a) spatial modulation with the coarse target feature and (b) AdaIN [11] modulation with the source feature. For variant (b), the condition of AdaIN is defined as the style vector that is the average-pooled
Figure 5: Qualitative comparison of output meshes on the THuman2.0, Twindom, and DeepFashion datasets. Given the source image in the first column, meshes without texture are presented in rows 1-3, and textured meshes are presented in rows 4-7. The output meshes are captured from the front, side, and back views for each method.

output of the source image encoder. As shown in Figure 7, variant (a) fails to generate realistic texture since the high-frequency information is not provided from any real images. Variant (b) cannot preserve the local texture details in the source image, such as patterns in clothes, as the condition of modulation loses the spatial
Table 2: Quantitative comparison of texture quality on the THUman2.0, Twindom, and DeepFashion datasets. The texture quality is presented by rendering the predicted vertex colors of the ground-truth mesh vertices. Since the ground-truth mesh vertices of the DeepFashion dataset do not exist, the colors of the predicted mesh vertices are rendered.

| Method          | THUman2.0 |          | Twindom |          | DeepFashion |          |
|-----------------|-----------|----------|---------|----------|-------------|----------|
|                 | PSNR↑     | LPIPS↓   | ReID dist↓ | PSNR↑     | LPIPS↓   | ReID dist↓ | ReID dist↓ |
| PIFu [39]       | 25.13     | 0.095    | 0.199   | 24.60    | 0.089    | 0.194     | 0.269     |
| FaMIR [51]      | 26.62     | 0.078    | 0.181   | 24.18    | 0.081    | 0.176     | 0.271     |
| Ours (Initial)  | 26.46     | 0.079    | 0.167   | 24.68    | 0.079    | 0.171     | 0.271     |
| Ours            | 25.97     | 0.074    | 0.139   | 25.77    | 0.077    | 0.126     | 0.167     |

Figure 6: Ablation study of our refine-and-fuse approach. The images of textured meshes captured from the front and backside views are presented.

Table 3: Ablation study of the source feature and the spatial modulation with feature warping. Note that the texture quality on the output images of the refinement stage are measured.

| Method | THUman2.0 |          | Twindom |          | DeepFashion |          |
|--------|-----------|----------|---------|----------|-------------|----------|
|        | PSNR↑     | LPIPS↓   | ReID dist↓ | PSNR↑     | LPIPS↓   | ReID dist↓ | ReID dist↓ |
| (a)    | 25.23     | 0.065    | 0.168   | 24.75    | 0.065    | 0.157     | 0.209     |
| (b)    | 25.75     | 0.059    | 0.158   | 25.48    | 0.058    | 0.148     | 0.199     |
| Ours   | 26.06     | 0.053    | 0.143   | 25.85    | 0.052    | 0.126     | 0.167     |

5 LIMITATIONS AND CONCLUSIONS

Although the parametric body model provides strong prior knowledge of a human body, a performance bottleneck may occur based on the predicted SMPL accuracy. The large errors of the SMPL prediction on challenging poses often lead to failure cases, the examples of which are presented in the supplementary material. Improving the performance of the SMPL prediction model may boost the output quality of our model. Also, by utilizing multi-modal data such as silhouettes, segmentations, and 2D/3D keypoints from pre-trained networks, we expect more accurate inference-stage SMPL optimization compared to body reference optimization [51].

Our model achieves successful results; however, its training and inference process is complicated due to the staged methodology. In another trial, we attempted single-stage learning where the volume-rendered image is refined while training the initial occupancy and texture. However, the volume rendering process of a high-resolution image disrupts the training process, consuming substantial computational time and memory. We plan to address this issue in our future work by considering more memory-efficient 3D representations or volume-rendering techniques.

In this study, we propose ReFu that refines the projected backside-view image and fuses the refined image for predicting the final human body in a coarse-to-fine manner to improve over-smoothed surface geometry and blurry texture from an unobserved view. To alleviate the artifacts in the projected images and the reconstructed meshes, we propose training the occupancy probability by concurrently leveraging 2D and 3D supervisions with the occupancy-based volume rendering. In addition, we designed a refinement network that generates backside-view images with fine details using the front-to-back warping function. The proposed method achieves state-of-the-art performance in 3D human reconstruction from a single image in terms of surface geometry and texture quality.
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A SUPPLEMENTARY: OVERVIEW

Here, we present implementation details and additional experiments which support the validity of our proposed method. We provide details of our network architectures in Sec. B. We also show additional experiments including the y visualization and target view expansion in Sec. C. Lastly, we present the failure cases and the additional results of our method in Sec. D.

B NETWORK ARCHITECTURE DETAIL

B.1 Occupancy and Texture Network

The occupancy and texture network, i.e., the networks of the initial stage and the fusion stage, consist of feature extractors and a Multi-Layer Perceptrons (MLP) network. For the image feature extractor, we follow PIFu [39] by adapting the stacked hourglass network [33] that outputs a 256-channel feature map with a resolution of 128×128. We also adopt the same 3D volume encoder in PaMiR [51] that outputs a 32-channel volume feature with a resolution of 32×32×32. As shown in Fig. 3 in the main paper, after extracting features from the input image and the SMPL model, the MLP-based network predicts the occupancy probability, color, and γ conditioned on these extracted features. We concatenate the query coordinate to the input features after applying the positional encoding [31]. The numbers of intermediate channels are (1024, 512, 256, 128), and the input feature is concatenated to each intermediate channel. The final output has 5 channels for the network in the initial stage and 7 channels for the fusion network to predict the RGB, occupancy, and γ values.

B.2 Refinement Network

As illustrated in Fig. H, we present the fine details of the refinement network. We utilize the StyleGAN2 architecture [16] with a spatial modulation [1, 35] that takes the coarse target-view image \(I_{trg}\) as an input and the warped source image feature as a modulation condition. The source image \(I\) is encoded to multi-scale features \(F_i^{src}\) by the source image encoder that consists of several residual blocks. For simplification, the main paper explains that the warped source feature \(F_i^{src,w}\), i.e., the result of warping the source feature \(F_i^{src}\) with the warping function \(f\), is passed to the style block. In the implementation, the multi-scale warped source features \(F_i^{src,w}\) are processed with a feature pyramid network [25]. As illustrated in Fig. H, the warped source features are concatenated to the resized foreground mask, and then passed to several convolution and up-sampling layers. The outputs of the feature pyramid network are utilized as the modulation conditions of the style blocks. The ground-truth foreground mask of a target image is used in the training, while the mask is rendered in the inference stage by volume-rendering the occupancy values from the target view and thresholding them with the value of 0.5.

We designed a discriminator that distinguishes real and fake images conditioned on the coarse target-view image by adopting the architecture of StyleGAN2 [17]. The architecture details are presented in Table D.

![Figure H: The detailed network architecture of our refinement network. The multi-scale outputs of the source image encoder are warped to the target image space with the warping function. Utilizing a feature pyramid network [25], the warped source features are fed into the style blocks as the spatial-modulation conditions.](image-url)

| Type             | Activation         | Input Shape | Output Shape |
|------------------|--------------------|-------------|--------------|
| Input Image and Condition | LeakyReLU (0.2)     | 64512×512   | 64512×512    |
| Conv (3x3)       | LeakyReLU (0.2)    | 64512×512   | 64512×512    |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 64512×512   | 128256×256   |
| Residual Connection | -                  | 128×256×256 | 128×256×256  |
| Conv (3x3)       | LeakyReLU (0.2)    | 128×256×256 | 128×256×256  |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 128×256×256 | 256×512×512  |
| Residual Connection | -                  | 256×512×512 | 256×512×512  |
| Conv (3x3)       | LeakyReLU (0.2)    | 256×512×512 | 256×512×512  |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 256×512×512 | 512×512×512  |
| Residual Connection | -                  | 512×512×512 | 512×512×512  |
| Conv (3x3)       | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Residual Connection | -                  | 512×512×512 | 512×512×512  |
| Conv (3x3)       | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Residual Connection | -                  | 512×512×512 | 512×512×512  |
| Conv (3x3)       | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Residual Connection | -                  | 512×512×512 | 512×512×512  |
| Conv (3x3)       | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Residual Connection | -                  | 512×512×512 | 512×512×512  |
| Conv (3x3)       | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Conv (3x3), Stride 2 | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Residual Connection | -                  | 512×512×512 | 512×512×512  |
| Conv2d (3x3)     | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Conv2d (3x3)     | LeakyReLU (0.2)    | 512×512×512 | 512×512×512  |
| Reshape          | -                  | 512×512×512 | 8192         |
| Linear           | -                  | 512×512×512 | 1            |
C ADDITIONAL EXPERIMENTS
In this section, we show additional experiments including the $\gamma$ visualization and the target view expansion.

C.1 $\gamma$ Visualization
We visualize the $\gamma$ value that is used to blend the predicted color value with the ones sampled from the source image and the backside-view image. As shown in Fig. 1, given a source image in the first column, the generated backside-view image is shown in the second column, and the meshes captured from the front, side, and back views are presented in the following columns. For each example, the results of the initial stage are presented in the first row and the results of the fusion stage in the second row. We visualize the values of $\gamma$ for the prediction, frontside, and backside with red, green, and blue colors, respectively.

C.2 Target View Expansion
The proposed model is conditioned on two views including the source and the refined backside-view image. In this section, we demonstrate that our method is expandable to a variant with more target views. We conducted the experiment of a 4-view variant, i.e., the model that utilizes a source-view image and three additional target-view images including the back-, left-, and right-side views. An identical refine-and-fuse approach was applied to these additional target-view images. As shown in Fig. 1, we report the qualitative results of our 4-view variant. Compared to the original version that generates the backside-view image only, the 4-view variant directly alleviates the ambiguity of the side view by additionally generating side-view images. However, utilizing more than four views harms the computation efficiency without a significant improvement in the perceptual quality. This is because the total area of observable region barely increases when using more than 4 views. We empirically found that using 2-4 views improves the perceptual quality without degrading the computation efficiency; thus, the 2-view version, i.e., the source image with the refined backside-view image, is utilized as our default setting.

D ADDITIONAL RESULTS
D.1 Failure cases
This section presents the failure cases of our proposed method. As described in Sec. 5, despite the fact that the parametric body model
Figure J: Qualitative results of the 4-view variant. Given a source image in the first column, refined images from the right, back, and left views are presented in the next column, and the textured meshes captured from the front, side, and back view are presented.

Figure K: Failure cases. We present the reconstructed meshes from our method on challenging poses. (a) denotes the outputs when utilizing the predicted SMPL, and (b) denotes those with the ground-truth SMPL.

provides strong prior knowledge of the human body, a performance bottleneck occurs based on the accuracy of the predicted SMPL. In practice, SMPL prediction methods [19, 20] show a large error of accuracy for cases of extreme poses, such as sitting, since such poses are rarely seen in their training dataset. The imprecise SMPL prediction inevitably degrades the performance of our method resulting in failure cases, as shown in Fig. K. Our method fails to reconstruct accurate meshes for sitting poses since the input SMPL is not aligned to the source image(Fig. K(a)). However, our method shows an improved quality of the mesh when the accurate SMPL input is used (Fig. K(b)).

D.2 Additional Examples

Here, we include additional visual results to show the mesh quality of our method. Additional mesh results with and without texture on the THuman2.0, Twindom, and DeepFashion datasets are presented in Fig. L. The meshes are captured from the front, side, and back views. Given the source image in the first column, our method successfully reconstructs the textured meshes. Note that our method generates high-frequency details such as hair, cloth wrinkles, and faces, even from an unobserved view. Also, the patterns of clothes are generated in a source-consistent manner due to our spatial modulation with feature warping.
Figure 1: Qualitative results of our proposed method. Given the source image in the first column, meshes without texture are presented in columns 1-3, and meshes with texture are presented in columns 4-6. We capture the output meshes from the front, side, and back views (continued.).
Figure L: Qualitative results of our proposed method. Given the source image in the first column, meshes without texture are presented in columns 1-3, and meshes with texture are presented in columns 4-6. We capture the output meshes from the front, side, and back views.