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Abstract

Chemical reaction networks are often used to model and understand biological processes such as cell signaling. Under the framework of chemical reaction network theory, a process is modeled with a directed graph and a choice of kinetics, which together give rise to a dynamical system. Under the assumption of mass action kinetics, the dynamical system is polynomial. In this paper, we consider the ideals generated by the these polynomials, which are called steady-state ideals. Steady-state ideals appear in multiple contexts within the chemical reaction network literature, however they have yet to be systematically studied. To begin such a study, we ask and partially answer the following question: when do two reaction networks give rise to the same steady-state ideal? In particular, our main results describe three operations on the reaction graph that preserve the steady-state ideal. Furthermore, since the motivation for this work is the classification of steady-state ideals, monomials play a primary role. To this end, combinatorial conditions are given to identify monomials in a steady-state ideal, and we give a sufficient condition for a steady-state ideal to be monomial.

1 Introduction

Under the assumption of mass-action kinetics, every chemical reaction network gives rise to a polynomial dynamical system that governs the rate of change of the participant chemical species concentrations. Such reaction networks have significance and applications in chemistry and biochemistry. For instance, reaction network models can be used to study the effect of a biological catalyst on the production or destruction of cells as in the Wnt signaling pathway model [15] [10]. Because of their impact in other fields, the mathematics of chemical reaction networks have been studied over the decades to better understand their behavior and their strengths and limitations in modeling real-world phenomena (see e.g. [14], [7]). In this paper, we will take an algebraic approach, along the lines of [6], and consider the polynomials defining these systems and their corresponding ideals. These ideals are known as the steady-state ideals.

Steady-state ideals are algebraic objects that appear in multiple contexts within the chemical reaction network literature. For example, elements of the steady-state ideal are relationships among species concentrations that must hold at steady-state, and these polynomials, or steady-state invariants, can be used for model selection [12][13][8]. Such applications have motivated the study of algebraic operations on steady-state ideals, such as elimination [9]. As another example, steady-state ideals can be used for the design of experiments as illustrated in [15]. In [15], the authors analyze the matroids defined by the associated primes of the steady-state ideal to determine optimal sets of species concentrations to measure.

Fundamentally, the steady-state ideal contains information about the system at steady-state. Given rate parameters and initial conditions, equilibria can be found by intersecting
the variety defined by the steady-state ideal with the appropriate stochiometric compatibility class, an affine space governed by the reactions in the network and the initial conditions. Thus, information about the steady-state ideal can give us insight into the existence of positive steady-states or multistationarity. For instance, the authors of [2] give a condition for multistationarity that holds when the steady-state ideal is generated by binomials. Indeed, understanding the generators of the steady-state ideal can be quite informative. Information about the steady-states is also gained when the steady-state ideal has a monomial generator. In particular, a monomial in the steady-state ideal signifies that all steady-states lie on the boundary of the positive orthant and, thus the system has no positive steady-states.

There are several known results that implicitly or explicitly give information about the steady-state ideal from the combinatorics of the underlying reaction network. Returning to the example of binomial ideals, the authors of [4] show that if a reaction network is weakly reversible and has deficiency zero then its steady-state ideal is generated by binomials. However, while steady-state ideals are of interest, there are still only a few works aimed at classifying steady-state ideals. This paper aims to provide a basis for the classification problem by examining the title question, When do two networks have the same steady-state ideal?, for a specific class of networks that we call 0, 1-networks, i.e. networks whose complexes all lie in \( \{0, 1\}^S \). To this end, our main theorems give three ideal preserving network operations (Theorem 4.2, Theorem 4.4, and Theorem 4.6). Specifically, these network operations add species to reactant complexes, add species to product complexes, and add reactions — and if certain combinatorial criteria are satisfied, then the steady-state ideals remain unchanged. Since the motivation for this work is the classification of steady-state ideals, monomials play a primary role. In particular, combinatorial conditions are given to identify monomials in a steady-state ideal (Proposition 3.4 and Proposition 3.6), and we give a sufficient condition for a steady-state ideal to be monomial (Theorem 3.12).

This paper is organized as follows. Section 2 introduces the mathematics of chemical reaction networks. In particular, we describe how to obtain the steady state ideal from a reaction network under the assumption of mass action kinetics. Moreover, we introduce the reader to the relevance of the graphical structure of the network by highlighting the connection between the monomial support of the polynomials in the steady-state ideal and vertices of the reaction network with outgoing edges. In Section 3, we introduce almost balanced vertices. These vertices belong to the network hypergraph defined by the reaction network. A network hypergraph can be defined for any network, however, we detail the consequences of almost balanced vertices in a family of 0,1-networks. Almost balanced vertices are related to the idea of balanced edges sets of hypergraphs that arise in algebraic statistics [16] [11]. In this section, we show that almost balanced vertices are combinatorial signatures of monomials in the steady-state ideal. In addition, we show that a hypergraph arising from a weakly reversible network, that is, a network with a strongly connected underlying graph, cannot have almost balanced vertices. This is consistent with the literature as weak reversibility is a sufficient condition on networks with the capacity to exhibit positive steady states [1]. In Section 4, we discuss operations on reaction networks, and we introduce three operations on 0,1-networks that preserve the steady-state ideal, the main theorems in this paper. Finally, in the Conclusion, we discuss ideas for moving beyond networks with monomials in their steady-state ideal and 0,1-networks.

2 Background

**Definition 2.1.** A chemical reaction network \( N \) is a triple \((S, \mathcal{C}, \mathcal{R})\) where \( S = \{s_1, \ldots, s_n\} \) is a set of chemical species, \( \mathcal{C} = \{y_1, \ldots, y_m\} \subseteq \mathbb{Z}_{\geq 0}^S \) is a set of chemical complexes, and \( \mathcal{R} \), a set of chemical reactions, is a relation on \( \mathcal{C} \) denoted by \( y_i \rightarrow y_j \). Moreover, we require that a chemical reaction network \( N \) satisfies the following: \( y_i \rightarrow y_i \notin \mathcal{R} \) for all \( y_i \in \mathcal{C} \); if \( y_i \in \mathcal{C} \), then there is a \( y_j \in \mathcal{C} \) such that either \( y_i \rightarrow y_j \in \mathcal{R} \) or \( y_j \rightarrow y_i \in \mathcal{R} \); and \( S = \bigcup_{y_i \in \mathcal{C}} \text{supp}(y_i) \) where \( \text{supp}(y_i) \) is the set \( \{s_j \in S \mid y_{ij} \neq 0\} \). Due to algebraic reasons, we will also assume that \( \mathcal{R} \) does not contain any reactions of the form \( \varnothing \rightarrow y \) (production), but we will allow reactions of the
form $y \to \emptyset$ (degradation).

**Remark 2.2.** Throughout this paper, complexes in a reaction will commonly be given the same index as the respective reaction, that is, if $y_i \to y_j$ is the $k$th reaction, then this reaction will be denoted as $y_k \to y'_k$ where $y_k = y_i$ and $y'_k = y_j$.

To each complex $y_i = (y_{i1}, y_{i2}, \ldots, y_{in}) \in \mathcal{C}$, we associate the monomial $x^{y_i} = \prod_{y_{ij} \in S} x_{sj}$ where $x_{sj}$ is the concentration of species $s_j$. The law of mass action kinetics states that the change in concentration of a species is proportional to the product of concentrations of reacting species. Thus, under this assumption, we obtain a system of differential equations given by:

$$\dot{x}_{sj} = \sum_{y_i \to y'_i \in \mathcal{R}} \kappa_i x^{y_i}(y'_i - y_i),$$

where $\kappa_i$ is the proportional rate constant for $y_i \to y'_i$. For us, we will view the differential equation $\dot{x}_{sj}$ as a polynomial in the ring $\mathbb{K}(\kappa)[x]$ and, for each $s \in S$, we will call $\dot{x}_s$ the steady-state polynomial for $s$. Chemical reaction networks where $y_{is} \in \{0,1\}$ for all $i$ and $s$ will be called 0,1-networks. The quantity $y'_i - y_i$ from Equation 2.1 represents the net change of species $s$ in the reaction $y_i \to y'_i$ and will be denoted $\gamma_{si}$.

**Example 2.3.** Let $N$ be the chemical reaction network in Figure 2.1 with three complexes. There are two species $S = \{A, B\}$ and three complexes $2A$, $2B$, and $A + B$ that we view as vectors in $\mathbb{Z}_{\geq 0}^S$, i.e., $\mathcal{C} = \{(2,0),(0,2),(1,1)\}$. This network is not a 0,1-network since not all vectors in $\mathcal{C}$ are 0,1 vectors. The three reactions are represented as edges in the directed graph shown. The mass action system is shown below to the right of the network.

![Chemical reaction network](image)

Figure 2.1: Chemical reaction network with two species and the associated polynomial dynamical system.

**Definition 2.4.** Given a chemical reaction network $N = (S, \mathcal{C}, \mathcal{R})$, the steady-state ideal $\mathcal{I}(N) \subseteq \mathbb{K}(\kappa)[x]$ is the ideal $\langle \dot{x}_s : s \in S \rangle$.

**Example 2.5.** The steady state ideal of the network in Figure 2.1 is

$$\mathcal{I}(N) = \langle \dot{x}_A, \dot{x}_B \rangle = (-\kappa_1 x_A^2 - 2\kappa_2 x_A^2 - \kappa_3 x_A x_B, \kappa_1 x_A^2 + 2\kappa_2 x_A^2 + \kappa_3 x_A x_B) = \langle \kappa_1 x_A^2 + 2\kappa_2 x_A^2 + \kappa_3 x_A x_B \rangle.$$

As the next example shows the steady-state ideals of two different networks can be generated by the same set of polynomials.

**Example 2.6.** Consider the following two 0,1 reaction networks on the same set of species

$$N_1 : \begin{array}{c}
A \overset{\kappa_1}{\rightarrow} B \\
C \overset{\kappa_3}{\rightarrow} B
\end{array} \quad N_2 : \begin{array}{c}
A \overset{\kappa_1}{\rightarrow} B + C \\
C \overset{\kappa_3}{\rightarrow} B + D
\end{array}$$

As $\mathcal{I}(N_1) = \mathcal{I}(N_2)$. 
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Thus, after expanding, we can see every monomial in the expansion of $\mathbf{y}$. Moreover, if $\mathbf{y}$ is not the zero vector. Necessarily, Proposition 2.7 is straightforward, and we include it here as a way to introduce how we will dynamically equivalent systems [5].

The steady-state ideal for $N_3$ is $\mathcal{I}(N_3) = \langle x_A, x_C \rangle \subseteq \mathbb{K}(\kappa_1, \kappa_2, \kappa_3)[x_A, x_B, x_C, x_D, x_E, x_F]$ and thus has the same generating set as the steady-state ideals corresponding to networks $N_1$ and $N_2$. If we consider the ideals $\mathcal{I}(N_1)$ and $\mathcal{I}(N_2)$ as ideals in $\mathbb{K}(\kappa_1, \kappa_2, \kappa_3)[x_A, x_B, x_C, x_D, x_E, x_F]$, then we have $\mathcal{I}(N_3) = \mathcal{I}(N_1) = \mathcal{I}(N_2)$. In general, when comparing two steady-state ideals, we will consider them both as living in the same ring, in other words, we will call two steady-state ideals equal if they can both be generated by the same set of polynomials (see Remark 4.1). An example of networks with the same steady state ideal under this definition are dynamically equivalent systems [5].

The following observation will be helpful in our exploration of steady-state ideals. The proof of Proposition 2.7 is straightforward, and we include it here as a way to introduce how we will reason about steady-state polynomials throughout the paper.

**Proposition 2.7.** Reactants generate the support of all the polynomials in the steady-state ideal, i.e.

$$\mathcal{I}(N) \subseteq \langle x^{y_i} : y_i \rightarrow y'_i \in \mathcal{R} \rangle.$$  

Moreover, if $\mathcal{I}(N)$ is monomial, then $\mathcal{I}(N) = \langle x^{y_i} : y_i \rightarrow y'_i \in \mathcal{R} \rangle$.

**Proof.** Let $f \in \mathcal{I}(N)$. We know that $\mathcal{I}(N)$ is generated by each $\dot{x}_s$, where $s \in S$. This means

$$f = \sum_{s \in S} g_s \dot{x}_s,$$

where $g_s \in \mathbb{K}(\kappa)[x]$. Recall that $\dot{x}_s = \sum_{y_i \rightarrow y'_i \in \mathcal{R}} \gamma_s, \kappa_i x^{y_i}$. Therefore, we can write $f$ in terms of $\sum_{y_i \rightarrow y'_i \in \mathcal{R}} \gamma_s, \kappa_i x^{y_i}$. In particular,

$$f = \sum_{s \in S} g_s \left( \sum_{y_i \rightarrow y'_i \in \mathcal{R}} \gamma_s, \kappa_i x^{y_i} \right).$$

Thus, after expanding, we can see every monomial in the expansion of $f$ is divisible by $x^{y_i}$ for some $i$ such that $y_i \rightarrow y'_i \in \mathcal{R}$. It remains to show that if $\mathcal{I}(N)$ is monomial, then $\mathcal{I}(N) = \langle x^{y_i} : y_i \rightarrow y'_i \in \mathcal{R} \rangle$.

Assume $\mathcal{I}(N)$ is monomial. We will show that $x^{y_i} \in \mathcal{I}(N)$ for each $y_i \in \mathcal{C}$ such that $y_i \rightarrow y'_i \in \mathcal{R}$. Consider the following equivalent notion of a monomial ideal, stated here in terms of the steady state ideal: for any polynomial $f$ belonging to $\mathcal{I}(N)$, each nonzero term of $f$ must also be an element of $\mathcal{I}(N)$. In particular, the nonzero terms of the generators $\dot{x}_s$ of $\mathcal{I}(N)$ are elements of $\mathcal{I}(N)$. Since the terms that make up $\dot{x}_s$ are real multiples of $x^{y_i}$ where $y_i \in \mathcal{C}$ such that $y_i \rightarrow y'_i \in \mathcal{R}$, then we need only show that the real multiples are nonzero. Recall, the coefficient of $x^{y_i}$ in $\dot{x}_s$ is $\gamma_s, \kappa_i$. Since $\kappa_i$ is nonzero by definition, we will show $\gamma_s, \kappa_i$ is nonzero.

By the definition of a chemical reaction network, the reaction $y_i \rightarrow y'_i$ is not in $\mathcal{R}$ for any $y_i \in \mathcal{C}$. Hence, for each reaction $y_i \rightarrow y'_i \in \mathcal{R}$, there is a species $s \in \text{supp}(y'_i - y_i)$, since $y'_i - y_i$ is not the zero vector. Necessarily, $\gamma_s, \kappa_i$ is nonzero and so the coefficient of $x^{y_i}$ in $\dot{x}_s$ is nonzero. Thus, since $\mathcal{I}(N)$ is monomial, then $x^{y_i} \in \mathcal{I}(N)$. 

\[\square\]
3 Combinatorics of Chemical Reaction Networks

We begin this section by defining the main combinatorial object that we will study in the paper: the network hypergraph.

Definition 3.1. Let \( N = (S, C, R) \) be a chemical reaction network. For each \( y_i \to y_i' \in R \), let \( u_i = y_i \) and \( v_i = y_i' \). The network hypergraph \( \mathcal{H}_N \) for \( N \) has vertex set \( V = \{u_i, v_i : y_i \to y_i' \in R\} \) and edge set \( E \) containing the hyperedges \( E_i = \bigcup_{u_i \to y_i'} \{u_i : s \in \text{supp}(y_i)\} \cup \{v_i : s \in \text{supp}(y_i')\} \) for each \( s \in S \) and the hyperedges \( E_i = \{u_i, v_i\} \) for each \( y_i \to y_i' \in R \) if \( y_i' \neq \emptyset \), else \( E_i = \emptyset \) if \( y_i' = \emptyset \).

The hyperedge \( E_s \) is called the species hyperedge for \( s \in S \). The hyperedge \( E_i \) is called the reaction hyperedge for the \( i \)th reaction \( y_i \to y_i' \in R \). Note that, for 0,1-networks, we get the following equation:

\[
\hat{x}_s = \sum_{v_i \in E_s} \kappa_ix_{w_i}^\mu - \sum_{u_i \in E_s} \kappa_ix_{y_i}^\mu \quad (3.1)
\]

Example 3.2. The network hypergraph of the network in Figure 2.1 is

\[
\begin{align*}
\text{u1} &= 2A \\
\text{u2} &= 2A \\
\text{u3} &= A + B \\
\text{v1} &= A + B \\
\text{v2} &= 2B \\
\text{v3} &= 2B
\end{align*}
\]

The network hypergraph of the 0,1-network \( A \xrightarrow{\kappa_1} B \) is the following

\[
\begin{align*}
\text{u1} &= A \\
\text{v1} &= B \\
\text{v2} &= A \\
\text{u2} &= B
\end{align*}
\]

For a majority of what follows, we will use multisets to capture combinatorial information from a network hypergraph. Formally, a multiset if defined as a pair \( \mathcal{E} = (A, \mu) \) where \( A \) is the underlying set for \( \mathcal{E} \) and \( \mu \) is a map from \( A \) to \( \mathbb{Z}_{\geq 0} \) that outputs the multiplicity \( \mu(a) \) for each element \( a \in A \) as an element of \( \mathcal{E} \). Given a hypergraph \( \mathcal{H} = (V, E) \), a multiset \( \mathcal{E} \) whose underlying set is \( E \) is said to be a multiset over the edges in \( E \). When an edge \( E_i \in E \) has nonnegative multiplicity \( \mu(E_i) = \mu_i \) in \( \mathcal{E} \), we write \( \mathcal{E} = \{E_1^{(\mu_1)}, \ldots, E_m^{(\mu_m)}\} \). If \( A = \{E_1^{(\mu_1)}, \ldots, E_m^{(\mu_m)}\} \) and \( B = \{E_1^{(\omega_1)}, \ldots, E_m^{(\omega_m)}\} \) are multisets over the edges in \( E \), the multiset union of \( A \) and \( B \) is defined as \( A \sqcup B = \{E_1^{(\mu_1 + \omega_1)}, \ldots, E_m^{(\mu_m + \omega_m)}\} \).

Let \( \mathcal{H}_N = (V, E) \) be a network hypergraph. Consider the colors \( c_1, \ldots, c_k \) and a multiset \( \mathcal{E} \) over the edges in \( E \). A \( k \)-coloring of \( \mathcal{E} \) is an assignment of the edges in \( \mathcal{E} \) into \( k \) (possibly empty) submultisets. We write \( \mathcal{E} = \mathcal{E}_{c_1} \sqcup \cdots \sqcup \mathcal{E}_{c_k} \) and think of the edges in \( \mathcal{E}_{c_i} \) as being colored \( c_i \). The degree of a vertex \( v \in V \) with respect to \( c_i \) is the number of edges in \( \mathcal{E}_{c_i} \) that cover \( v \) and will be denoted \( \text{deg}_{c_i}(v) \). Every multiset \( \mathcal{E} \) has many \( k \)-colorings, however, we are interested in 2-colorings that satisfy a particular property. When \( \mathcal{E} \) has a 2-coloring, we take \( c_1 = r \) to denote the color red and \( c_2 = b \) to denote the color blue.

\[5\]
Definition 3.3. Let $\mathcal{H} = (V, E)$ be a hypergraph. Suppose $\mathcal{E}$ is a multiset over the edges in $E$ and let $v \in V$. We say that the vertex $v \in V$ is almost balanced with respect to the 2-coloring $\mathcal{E} = \mathcal{E}_r \sqcup \mathcal{E}_b$ if:

1. $\deg_{\mathcal{E}_r}(v) = \deg_{\mathcal{E}_b}(v) + k$ for some $k \in \mathbb{Z}_{>0}$
2. $\deg_{\mathcal{E}_r}(u) = \deg_{\mathcal{E}_b}(u) \quad \forall u \in V \setminus \{v\}$

In some cases, we omit the specification of the multiset $\mathcal{E}$ and simply say $v$ is almost balanced if there is some $\mathcal{E}$ such that $v$ is almost balanced with respect to a 2-coloring of $\mathcal{E}$. If a vertex $v$ is almost balanced with respect to the multiset of edges $\mathcal{E}$, we say $\mathcal{E}$ is minimal if it does not contain another multiset $\mathcal{E}'$ such that $v$ is almost balanced with respect to $\mathcal{E}'$. The definition of almost balanced is inspired by monomial hypergraphs and balanced edge sets as described in [16] and [11].

Proposition 3.4. Let $N$ be a 0,1-network, $\mathcal{E}$ be a multiset over the edges in $E(H_N)$, and $u_j \in V(H_N)$. If $u_j$ is almost balanced with respect to the 2-coloring $\mathcal{E} = \mathcal{E}_r \sqcup \mathcal{E}_b$, then $k_{\mathcal{E}, x^{u_j}} = \sum_{E_i \in \mathcal{E}_b} \hat{x}_s - \sum_{E_i \in \mathcal{E}_r} \hat{x}_s$ for some positive integer $k$.

Proof. Let $N = (S, E, R)$ be a 0,1-network and suppose $u_j$ is almost balanced with respect to the 2-coloring $\mathcal{E} = \mathcal{E}_r \sqcup \mathcal{E}_b$. By the definition of almost balanced, $\deg_{\mathcal{E}_r}(u_j) = \deg_{\mathcal{E}_b}(u_j) + k$ for some positive integer $k$ and $\deg_{\mathcal{E}_r}(w) = \deg_{\mathcal{E}_b}(w)$ for all $w \in V \setminus \{u_j\}$. Without loss of generality, suppose $\mathcal{E}$ is minimal. Then, for any edge $e' \in \mathcal{E}$, either $e' \in \mathcal{E}_r$ or $e' \in \mathcal{E}_b$, but not both; otherwise, there is an edge $e' \in \mathcal{E}_r \cap \mathcal{E}_b$ and, consequently, $u_j$ is almost balanced with respect to the 2-coloring $\mathcal{E}' = (\mathcal{E}_r \setminus \{e'\}) \sqcup \mathcal{E}_b \setminus \{e'\}$, contradicting the minimality of $\mathcal{E}$. In particular, each species edge $E_s \in \mathcal{E}$ is colored either red or blue but not both. Thus, the sets $S_r = \{s \in S : E_s \in \mathcal{E}_r\}$ and $S_b = \{s \in S : E_s \in \mathcal{E}_b\}$ are disjoint. We shall prove the following two claims:

1. $\sum_{s \in S_b} m_s \gamma_{s_{\alpha}} - \sum_{s \in S_r} m_s \gamma_{s_{\beta}} = k$
2. $\sum_{s \in S_b} m_s \gamma_{s_{\alpha}} - \sum_{s \in S_r} m_s \gamma_{s_{\beta}} = 0$ for all $i \neq j$,

where $m_s$ denotes the multiplicity of the edge $E_s$ in $\mathcal{E}$.

For $c \in \{r, b\}$, the sum $\sum_{s \in S_c} m_s \gamma_{s_{\alpha}}$ can be partitioned into four sums, one for each of the following situations for a given species $s$: 1) $u_i \in E_{s_{\alpha}}$ and $v_i \notin E_{s_{\beta}}$, 2) $u_i \notin E_{s_{\alpha}}$ and $v_i \in E_{s_{\beta}}$, 3) $u_i, v_i \in E_{s_{\beta}}$, and 4) $u_i, v_i \notin E_{s_{\beta}}$. Then, for each $i$,

$\sum_{s \in S_b} m_s \gamma_{s_{\alpha}} - \sum_{s \in S_r} m_s \gamma_{s_{\beta}} = \sum_{s \in S_b, u_i \in E_{s_{\alpha}}, v_i \notin E_{s_{\beta}}} m_s \gamma_{s_{\alpha}} + \sum_{s \in S_b, u_i \notin E_{s_{\alpha}}, v_i \in E_{s_{\beta}}} m_s \gamma_{s_{\beta}} + \sum_{s \in S_b, u_i \in E_{s_{\alpha}}, v_i \in E_{s_{\beta}}} m_s \gamma_{s_{\beta}} - \sum_{s \in S_r, u_i \notin E_{s_{\alpha}}, v_i \notin E_{s_{\beta}}} m_s \gamma_{s_{\alpha}} - \sum_{s \in S_r, u_i \in E_{s_{\alpha}}, v_i \notin E_{s_{\beta}}} m_s \gamma_{s_{\beta}} - \sum_{s \in S_r, u_i \notin E_{s_{\alpha}}, v_i \in E_{s_{\beta}}} m_s \gamma_{s_{\alpha}}$.

Since $N$ is a 0,1-network, if $s$ is a species such that $u_i$ and $v_i$ both belong to $E_s$, then $\gamma_{s_{\beta}} = 0$. On the other hand, if $u_i$ and $v_i$ are both not in $E_s$, then $\gamma_{s_{\alpha}} = 0$. Following suit, $u_i \in E_{s_{\alpha}}$ and $v_i \notin E_{s_{\beta}}$ implies $\gamma_{s_{\beta}} = -1$; $u_i \notin E_{s_{\alpha}}$ and $v_i \in E_{s_{\beta}}$ implies $\gamma_{s_{\alpha}} = 1$. Then the previous equation becomes

$\sum_{s \in S_b} m_s \gamma_{s_{\alpha}} - \sum_{s \in S_r} m_s \gamma_{s_{\beta}} = -\sum_{s \in S_b, u_i \in E_{s_{\alpha}}, v_i \notin E_{s_{\beta}}} m_s - \sum_{s \in S_b, u_i \notin E_{s_{\alpha}}, v_i \in E_{s_{\beta}}} m_s + \sum_{s \in S_b, u_i \in E_{s_{\alpha}}, v_i \in E_{s_{\beta}}} m_s - \sum_{s \in S_r, u_i \notin E_{s_{\alpha}}, v_i \notin E_{s_{\beta}}} m_s$. \quad (3.2)$

For each vertex $w$ in the reaction edge $E_i = \{u_i, v_i\}$ where $w' \notin E_i \setminus \{w\}$, if $m_i$ denotes the multiplicity of $E_i$ in $\mathcal{E}$, then notice that

$\deg_{\mathcal{E}_r}(w) = m_i + \sum_{s \in S_r, w \in E_s} m_s + \sum_{s \in S_r, w' \notin E_s} m_s$. \quad (3.3)$
and

\[ \text{deg}_{E_b}(w) = m_i + \sum_{s \in S_b} m_s + \sum_{w \in E_s} m_s. \quad (3.4) \]

If \( i \neq j \), then since \( \text{deg}_{E_r}(u_i) = \text{deg}_{E_b}(u_i) \) and \( \text{deg}_{E_r}(v_i) = \text{deg}_{E_b}(v_i) \), the following equation holds

\[ 0 = -\text{deg}_{E_b}(u_i) + \text{deg}_{E_b}(v_i) - \text{deg}_{E_r}(v_i). \quad (3.5) \]

By substituting the equations (3.3) and (3.4) into (3.5), we have

\[ 0 = -\left( m_i + \sum_{s \in S_b} m_s + \sum_{u_i \in E_s} m_s \right) + \left( m_i + \sum_{s \in S_r} m_s + \sum_{u_i \in E_s} m_s \right) \]

\[ + m_i + \sum_{s \in S_r} m_s + \sum_{u_i \in E_s} m_s - \left( m_i + \sum_{s \in S_r} m_s + \sum_{u_i \in E_s} m_s \right) \]

\[ = -\sum_{s \in S_b} m_s + \sum_{u_i \in E_s} m_s + \sum_{s \in S_r} m_s - \sum_{u_i \in E_s} m_s. \quad (3.7) \]

On the other hand, if \( i = j \), then in a similar way the equations \( \text{deg}_{E_r}(u_j) = \text{deg}_{E_b}(u_j) + k \) and \( \text{deg}_{E_r}(v_j) = \text{deg}_{E_b}(v_j) \) together with (3.3) and (3.4) imply

\[ k = -\sum_{s \in S_b} m_s + \sum_{u_j \in E_s} m_s + \sum_{s \in S_r} m_s - \sum_{u_j \in E_s} m_s. \quad (3.9) \]

Now using (3.2), (3.8), and (3.9), we obtain

\[ k \kappa_j x^{y_i} = \kappa_j x^{y_i} \left( \sum_{s \in S_b} m_s \gamma_{s_i} - \sum_{s \in S_r} m_s \gamma_{s_i} \right) \]

\[ + \sum_{y_i \rightarrow y_i'} \kappa_j x^{y_i} \left( \sum_{s \in S_b} m_s \gamma_{s_i} - \sum_{s \in S_r} m_s \gamma_{s_i} \right) \]

\[ = \sum_{y_i \rightarrow y_i'} \kappa_j x^{y_i} \left( \sum_{s \in S_b} m_s \gamma_{s_i} - \sum_{s \in S_r} m_s \gamma_{s_i} \right) \]

\[ = \sum_{y_i \rightarrow y_i'} \kappa_j x^{y_i} \sum_{s \in S_b} m_s \gamma_{s_i} - \sum_{y_i \rightarrow y_i'} \kappa_j x^{y_i} \sum_{s \in S_r} m_s \gamma_{s_i} \]

\[ = \sum_{s \in S_b} m_s \sum_{y_i \rightarrow y_i'} \gamma_{s_i} \kappa_j x^{y_i} - \sum_{s \in S_r} m_s \sum_{y_i \rightarrow y_i'} \gamma_{s_i} \kappa_j x^{y_i} \]

\[ = \sum_{s \in S_b} m_s \hat{x}_s - \sum_{s \in S_r} m_s \hat{x}_s \]

\[ = \sum_{E_s \in E_b} \hat{x}_s - \sum_{E_s \in E_r} \hat{x}_s. \]

\[ \square \]
Consider the 0,1-network pictured in Figure 3.1 its network hypergraph.

\[ A + B \xrightarrow{\kappa_1} D \]
\[ A + C \xrightarrow{\kappa_2} D \]
\[ B + C \xrightarrow{\kappa_3} D \]

Figure 3.1: A chemical reaction network and its network hypergraph.

The vertex \( u_1 \) is almost balanced with respect to the 2-coloring of \( \mathcal{E} = \{ E_A, E_B, E_C \} \) defined by \( \mathcal{E}_r = \{ E_A, E_B \} \) and \( \mathcal{E}_b = \{ E_C \} \); see Figure 3.2. Further, observe that:

\[ \sum_{E_s \in \mathcal{E}_r} \dot{x}_s - \sum_{E_s \in \mathcal{E}_b} \dot{x}_s = \dot{x}_C - \dot{x}_A - \dot{x}_B \]
\[ = (\kappa_2 x_A x_C - \kappa_3 x_B x_C) \]
\[ - (\kappa_1 x_A x_B - \kappa_2 x_A x_C) \]
\[ - (\kappa_1 x_A x_B - \kappa_3 x_B x_C) \]
\[ = 2\kappa_1 x_A x_B. \]

Figure 3.2: A 2-coloring of the edges \( \{ E_A, E_B, E_C \} \) from the hypergraph pictured in Figure 3.1.

The previous proposition concerned vertices in \( H_N \) corresponding to reactant complexes, using similar reasoning, we get a comparable proposition regarding vertices in \( H_N \) corresponding to product complexes.

**Proposition 3.6.** Let \( N \) be a 0,1-network, \( \mathcal{E} \) be a multiset over the edges in \( E(H_N) \), and \( v_j \in V(H_N) \). If \( v_j \) is almost balanced with respect to the 2-coloring \( \mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b \), then \( k\kappa_j y^{v_j} = \sum_{E_s \in \mathcal{E}_r} \dot{x}_s - \sum_{E_s \in \mathcal{E}_b} \dot{x}_s \) for some positive integer \( k \).

**Corollary 3.7.** Let \( N \) be a 0,1-network. If either vertex \( u_i \) or \( v_i \) in \( V(H_N) \) is almost balanced, then \( x^{u_i} \in I(N) \).

**Proposition 3.8.** Let \( N \) be a chemical reaction network containing the reaction \( y \to y' \) such that \( y' \neq \emptyset \). Then the vertex \( u \in V(H) \) corresponding to \( y \) in the reaction \( y \to y' \) is almost balanced if and only if the vertex \( v \in V(H) \) corresponding to \( y' \) in the reaction \( y \to y' \) is almost balanced.

**Proof.** Let \( N = (S, \mathcal{C}, \mathcal{R}) \) be a chemical reaction network such that \( y \to y' \in \mathcal{R} \) and \( y' \neq \emptyset \). Let \( u \) and \( v \) be distinct vertices in \( V(H) \) corresponding to the complexes \( y \) and \( y' \) of the reaction.
\( y \to y' \), respectively. Since \( y' \neq \emptyset \), then the hyperedge \( e \in E(H) \) corresponding to the reaction \( y \to y' \) is nonempty, that is, \( e = \{u, v\} \); see Figure 3.3. Assume \( w \in e \) is almost balanced. We show that \( w' \in e \setminus \{w\} \) is almost balanced.

\[ w' \rightsquigarrow \]

Figure 3.3: Obtaining a 2-coloring of \( E' \) from a 2-coloring of \( E \) by swapping colors and adding red reactions edges.

Suppose \( w \) is almost balanced with respect to the 2-colored multiset \( E = E_r \cup E_b \) over the edges in \( E(H) \). Hence, \( \deg_{E_r}(w) = \deg_{E_b}(w) + k \) for some positive integer \( k \) and \( \deg_{E_r}(z) = \deg_{E_b}(z) \) for all \( z \in V(H) \setminus \{w\} \). Set \( E' = E_r \cup \{e(h)\} \) and \( E_b' = E_r \). Since \( e \) covers only \( w \) and \( w' \), then \( \deg_{E_r'}(w) = \deg_{E_b}(w) + k = \deg_{E_r}(w) = \deg_{E_r'}(w) \), \( \deg_{E_r'}(w') = \deg_{E_b}(w') + k = \deg_{E_r}(w') + k \), and \( \deg_{E_r}(z) = \deg_{E_r'}(z) = \deg_{E_b}(z) = \deg_{E_r'}(z) \) for all \( z \in V(H) \setminus \{w, w'\} \). Therefore, \( w' \) is almost balanced with respect to \( E' \).

A reaction \( y_i \to y'_i \in R \) is said to be reversible if \( y'_i \to y_i \in R \). A network \( N = (S, C, R) \) is reversible if every reaction \( y \to y' \in R \) is reversible; \( N \) is said to be weakly reversible if the reaction graph is strongly connected, that is, if for any two complexes \( y \) and \( y' \) in \( C \), the existence of a sequence \( y_1, \ldots, y_k \in C \) such that \( y = y_1 \to \cdots \to y_j = y' \) implies the existence of a sequence \( y'_1, \ldots, y'_k \in C \) such that \( y' = y'_1 \to \cdots \to y'_j = y \).

In a reversible reaction we require both complexes belonging to a reversible reaction to be nonempty since we are not considering reactions of the form \( \emptyset \to y \). Vertices in the network hypergraph that come from complexes belonging to a reversible reaction are never almost balanced.

**Proposition 3.9.** Let \( N \) be a chemical reaction network. If \( y \to y' \in R \) is reversible, then the vertices in \( V(H_N) \) corresponding to either \( y \) or \( y' \) in the reaction \( y \to y' \) or \( y' \to y \) is not almost balanced.

**Proof.** Let \( N = (S, C, R) \) be a chemical reaction network such that \( R \) contains the reactions \( y \to y' \) and \( y' \to y \). Let \( u, v, u', v' \) be vertices in \( V(H_N) \) such that \( u \) and \( v \) correspond to \( y \) and \( y' \) in the reaction \( y \to y' \), respectively, and \( u' \) and \( v' \) correspond to \( y' \) and \( y \) in the reaction \( y' \to y \), respectively. Note that \( u \) and \( v' \) correspond to the same complex \( y \) but in different reactions. Thus, for any \( s \in \text{supp } y \), \( E_s \) covers \( u \) if and only if \( E_s \) covers \( v \); see the yellow edge in Figure 3.4. Similarly, both \( u' \) and \( v \) correspond to \( y' \) so, for any \( s \in \text{supp } y' \), \( E_s \) covers \( u' \) if and only if \( E_s \) covers \( v \); see the orange edge in Figure 3.4.

By the symmetry of the reversible reactions, it is enough to show that \( u \) is not almost balanced. Seeking a contradiction, suppose \( u \) is almost balanced with respect to the 2-colored multiset \( E = E_r \cup E_b \) over the edges in \( E(H_N) \). Then \( \deg_{E_r}(u) = \deg_{E_b}(u) + k \) for some positive integer \( k \) and \( \deg_{E_r}(w) = \deg_{E_b}(w) \) for all \( w \in V(H_N) \setminus \{u\} \).

For each \( w \in V(H) \) and \( c \in \{r, b\} \), let \( \sigma_c(w) \) be the number of species edges in \( E_c \) that cover \( w \) and let \( \rho_c(w) \) be the number of reaction edges in \( E_c \) that cover \( w \). By a previous observation, for any \( c \in \{r, b\} \), \( \sigma_c(u) = \sigma_c(v') \) and \( \sigma_c(u') = \sigma_c(v) \). By definition of the reaction edge \( e := \{u, v\} \), \( e \) covers \( u \) if and only if \( e \) covers \( v \). Similarly, the reaction edge \( e' := \{u', v'\} \) covers \( u' \) if and only if \( e' \) covers \( v' \). Thus, for any \( c \in \{r, b\} \), \( \rho_c(u) = \rho_c(v) \) and \( \rho_c(u') = \rho_c(v') \). Since \( \deg_{E_r}(w) = \deg_{E_b}(w) \), for any \( w \in \{v, u'v'\} \), then \( \sigma_r(w) + \rho_r(w) = \sigma_b(w) + \rho_b(w) \) or,
the product complex of the reaction $y_i$. Necessarily, the reactant of the next reaction in the sequence on $C$ cover $w$. Then the degree of $w$ with respect to $\mathcal{E}_b$ is $\sigma_b(w)$. By the symmetry of the subhypergraph of $H_N$ induced by $C$, it is enough to show $u_1$ is almost balanced; see Figure 3.5. Seeking a contradiction, suppose $u_1$ is almost balanced. Then there is an edgeset $\mathcal{E}$ such that $u_1$ is almost balanced with respect to the 2-coloring $\mathcal{E} = \mathcal{E}_c \sqcup \mathcal{E}_b$.

For each color $c \in \{r, b\}$ and vertex $w \in V(H_N)$, define $\sigma_c(w)$ to be the number of species edges in $\mathcal{E}_c$ that cover $w$. Similarly, define $\rho_c(w)$ to be the number of reaction edges in $\mathcal{E}_c$ that cover $w$. Then the degree of $w$ with respect to $\mathcal{E}_c$ is $\sigma_c(w) + \rho_c(w)$.

Consider the reaction $y_i \rightarrow y_{i+1}$ on $C$ where the indices are taken cyclically. Since $y_{i+1}$ is the reactant of the next reaction in the sequence on $C$, then $y_{i+1}$ must be nonempty. Thus, the reaction edge $E_i$ corresponding to $y_i \rightarrow y_{i+1}$ is nonempty. Namely, $E_i$ covers both $u_i$ and $v_i$. Necessarily, $\rho_r(u_i) = \rho_r(v_i)$ and $\rho_b(u_i) = \rho_b(v_i)$. This gives rise to the following equation:

$$\rho_r(u_i) - \rho_b(u_i) = \rho_r(v_i) - \rho_b(v_i), \quad i = 1, \ldots, \ell$$

(3.10)

Let $y_i$ be a complex on $C$. Then $y_i$ is the reactant complex of the reaction $y_i \rightarrow y_{i+1}$ and the product complex of the reaction $y_{i-1} \rightarrow y_i$. Thus, the vertices $u_i$ and $v_{i-1}$ both correspond

**Proposition 3.10.** Let $C$ be a reaction cycle of length $\ell \geq 2$ in the chemical reaction network $N$. Then the vertices corresponding to complexes in the reactions on $C$ are not almost balanced.

**Proof.** Let $C = y_1 \rightarrow \cdots \rightarrow y_i \rightarrow y_1$ be a reaction cycle of length $\ell \geq 2$ in the chemical reaction network $N = (S, \mathcal{C}, \mathcal{R})$. We will show the vertices $u_1, v_1, \ldots, u_i, v_i \in V(H_N)$ are not almost balanced where $u_i$ and $v_i$ correspond to the reactant and product complexes of the reaction $y_i \rightarrow y_{i+1}$, respectively, and the indices are taken modulo $\ell$. By the symmetry of the subhypergraph of $H_N$ induced by $C$, it is enough to show $u_1$ is not almost balanced; see Figure 3.5. Seeking a contradiction, suppose $u_1$ is almost balanced. Then there is an edgeset $\mathcal{E}$ such that $u_1$ is almost balanced with respect to the 2-coloring $\mathcal{E} = \mathcal{E}_c \sqcup \mathcal{E}_b$.

For each color $c \in \{r, b\}$ and vertex $w \in V(H_N)$, define $\sigma_c(w)$ to be the number of species edges in $\mathcal{E}_c$ that cover $w$. Similarly, define $\rho_c(w)$ to be the number of reaction edges in $\mathcal{E}_c$ that cover $w$. Then the degree of $w$ with respect to $\mathcal{E}_c$ is $\sigma_c(w) + \rho_c(w)$.

Consider the reaction $y_i \rightarrow y_{i+1}$ on $C$ where the indices are taken cyclically. Since $y_{i+1}$ is the reactant of the next reaction in the sequence on $C$, then $y_{i+1}$ must be nonempty. Thus, the reaction edge $E_i$ corresponding to $y_i \rightarrow y_{i+1}$ is nonempty. Namely, $E_i$ covers both $u_i$ and $v_i$. Necessarily, $\rho_r(u_i) = \rho_r(v_i)$ and $\rho_b(u_i) = \rho_b(v_i)$. This gives rise to the following equation:

$$\rho_r(u_i) - \rho_b(u_i) = \rho_r(v_i) - \rho_b(v_i), \quad i = 1, \ldots, \ell$$

(3.10)

Let $y_i$ be a complex on $C$. Then $y_i$ is the reactant complex of the reaction $y_i \rightarrow y_{i+1}$ and the product complex of the reaction $y_{i-1} \rightarrow y_i$. Thus, the vertices $u_i$ and $v_{i-1}$ both correspond
Figure 3.5: A reaction cycle and its realization in $\mathcal{H}_N$

to $y_i$. Necessarily, if $s \in \text{supp}(y_i)$, then $E_s$ covers both $u_i$ and $v_{i-1}$; see the colored edges in Figure 3.5. Thus, $\sigma_r(u_i) = \sigma_r(v_{i-1})$ and $\sigma_b(u_i) = \sigma_b(v_{i-1})$. This gives rise to the following equation:

$$\sigma_b(v_{i-1}) - \sigma_r(v_{i-1}) = \sigma_b(u_i) - \sigma_r(u_i), \quad i = 1, \ldots, \ell \quad (3.11)$$

Since $u_1$ is almost balanced with respect to $\mathcal{E} = \mathcal{E}_r \sqcup \mathcal{E}_b$, then $\deg_{\mathcal{E}_r}(u_1) = \deg_{\mathcal{E}_b}(u_1) + k$ for some positive integer $k$ and $\deg_{\mathcal{E}_r}(w) = \deg_{\mathcal{E}_b}(w)$ for all $w \in V(\mathcal{H}_N) \setminus \{u_1\}$. For $w \in V(\mathcal{H}_N) \setminus \{u_1\}$, $\sigma_r(w) + \rho_r(w) = \sigma_b(w) + \rho_b(w)$, or equivalently,

$$\rho_r(w) - \rho_b(w) = \sigma_b(w) - \sigma_r(w), \quad \forall w \in V(\mathcal{H}_N) \setminus \{u_1\} \quad (3.12)$$

Consider the vertex $v_i$ for some $i \in \{1, \ldots, \ell\}$. Then

$$\rho_r(v_i) - \rho_b(v_i) = \sigma_b(v_i) - \sigma_r(v_i) \quad (3.12)$$

Written compactly, we have the following equation:

$$\rho_r(v_i) - \rho_b(v_i) = \rho_r(v_{i+1}) - \rho_b(v_{i+1}), \quad i = 1, \ldots, \ell \quad (3.13)$$

We will show $k = 0$, a contradiction since $k \in \mathbb{Z}_{>0}$, proving $u_1$ is not almost balanced. We do so by the following sequence of equalities:

$$k = \deg_{\mathcal{E}_r}(u_1) - \deg_{\mathcal{E}_b}(u_1)$$

$$= \sigma_r(u_1) + \rho_r(u_1) - \sigma_b(u_1) - \rho_b(u_1)$$

$$= \sigma_r(u_1) - \sigma_b(u_1) + \rho_r(u_1) - \rho_b(u_1) \quad (3.11)$$

$$\sigma_r(v_i) - \sigma_b(v_i) + \rho_r(v_i) - \rho_b(v_i) \quad (3.12)$$

$$= \sigma_r(v_i) + \rho_r(v_i) - \sigma_b(v_i) - \rho_b(v_i)$$

$$= \deg_{\mathcal{E}_r}(v_i) - \deg_{\mathcal{E}_b}(v_i)$$

$$= 0.$$
Corollary 3.11. Let \( N \) be a weakly reversible chemical reaction network. No vertex in \( V(H_N) \) is almost balanced.

Consider two networks \( N = (S, \mathcal{C}, \mathcal{R}) \) and \( N' = (S', \mathcal{C}', \mathcal{R}') \) such that \( S \subseteq S' \). For complexes \( y \in \mathcal{C} \) and \( y' \in \mathcal{C}' \), we write \( y \mid y' \) if the coefficient of \( s \) in \( y \) is at most the coefficient of \( s \) in \( y' \) for each species \( s \in S \). Divides as a relation between complexes matches our intuition of divides in the usual sense: \( y \mid y' \) if and only if \( x^y \mid x^{y'} \). Similar notation is found in [17]. A complex \( y \in \mathcal{C} \) is said to be minimal in the network \( N \) if, for any \( y' \in \mathcal{C} \), either 1) \( y \mid y' \) or 2) \( y \nmid y' \) and \( y' \nmid y \).

Theorem 3.12. Let \( N \) be a 0,1-network and suppose \( y_1, \ldots, y_k \) are the minimal reactants of \( N \). If, for all \( i = 1, \ldots, k \), either \( u_i \) or \( v_i \) in \( V(H_N) \) is almost balanced, then \( I(N) \) is a monomial ideal, and in particular, \( I(N) = \langle x^{y_1}, \ldots, x^{y_k} \rangle \).

Proof. Let \( N = (S, \mathcal{C}, \mathcal{R}) \) be a 0,1-network and let \( y_1, \ldots, y_k \) be the minimal reactants of \( N \). By Proposition 2.7, \( I(N) \subseteq \langle x^{y_1} : y_1 \rightarrow y'_1 \in \mathcal{R} \rangle \). Without loss of generality, suppose the vertices \( u_1, \ldots, u_k \) in \( \mathcal{H}(N) \) are almost balanced. By Corollary 3.7, \( x^{y_i} \in I(N) \) for \( i = 1, \ldots, k \). Thus, \( \langle x^{y_1}, \ldots, x^{y_k} \rangle \subseteq I(N) \subseteq \langle x^{y_1} : y_1 \rightarrow y'_1 \in \mathcal{R} \rangle \). We show \( \langle x^{y_1} : y_1 \rightarrow y'_1 \in \mathcal{R} \rangle \subseteq \langle x^{y_1}, \ldots, x^{y_k} \rangle \). Let \( y \rightarrow y' \) be any reaction in \( \mathcal{R} \). Since \( y_1, \ldots, y_k \) are the minimal reactants of \( N \), then there is some \( \ell \in \{1, \ldots, k\} \) such that \( y_\ell \mid y \). Necessarily, \( x^{y_\ell} | x^y \) and \( y - y_\ell \) has nonnegative coefficients. Since \( x^{y_\ell} \in I(N) \), then \( x^y = x^{y_\ell}x^{y-y_\ell} \in \langle x^{y_1}, \ldots, x^{y_k} \rangle \). Thus, \( \langle x^{y_1} : y_1 \rightarrow y'_1 \in \mathcal{R} \rangle \subseteq \langle x^{y_1}, \ldots, x^{y_k} \rangle \) and, consequently, \( I(N) = \langle x^{y_1}, \ldots, x^{y_k} \rangle \).

The converse of the previous theorem does not hold. Consider the following 0,1-network:

\[
A \xrightarrow{\kappa_1} B \xrightarrow{\kappa_2} C
\]

This network has minimal reactant complexes \( A \) and \( B \) and has monomial steady state ideal \( \langle x_A, x_B \rangle \). While the minimal reactant \( B \) corresponds to an almost balanced vertex in \( V(H) \), the minimal reactant \( A \) does not. The minimal reactant \( A \) does not correspond to an almost balanced vertex by Proposition 3.9.

4 Ideal Preserving Operations

As seen previously, two different networks can have the same steady state ideal. As another example, Figure 4.1 depicts two chemical reaction networks with the same steady state ideal.

In this chapter, we discuss three ways that a chemical reaction network can be modified so that the network ideal is preserved. The operations on the network we consider are: adding a single species to the reactant complex of a reaction, adding a single species to the product complex of a reaction, and adding a single reaction.

\[
\begin{align*}
N_1 : & \quad A \rightarrow \emptyset & N_2 : & \quad A \rightleftharpoons B + C \\
B \rightarrow \emptyset & \quad B \rightarrow C
\end{align*}
\]

Figure 4.1: Two chemical reaction networks with steady state ideal \( \langle x_A, x_B \rangle \).

The goal of this chapter is to preserve the steady state ideal of a chemical reaction network, we seek to preserve the generators of the steady state ideal upon performing one of the three previously mentioned operations. In particular, if there are monomial generators in the ideal, then we wish to preserve these monomials. In Chapter 3, we saw that almost balanced vertices in the network hypergraph imply the existence of monomials in the steady state ideal. Thus, preserving monomials in the steady state ideal can be achieved by preserving almost balanced vertices in the network hypergraph.
First, let us illustrate how changes in the network affect its associated hypergraph. Observe that from Figure 4.1, $N_2$ is obtained from $N_1$ by the following sequence of operations: 1) add $C$ to the product of the reaction $A \to \emptyset$, 2) add $C$ to the product of the reaction $B \to \emptyset$, 3) add $B$ to the product of the reaction $A \to C$, and 4) add the reaction $B + C \to A$. In general, we see that adding to a network will introduce vertices or edges in the hypergraph or cause edges to “expand”, that is, the edges present in the hypergraph will cover more vertices in the newly obtained hypergraph; see Figure 4.2.

![Figure 4.2: A sequence of network hypergraphs after performing four network operations.](image)

In each hypergraph from Figure 4.2, the vertex labeled $B$ remains almost balanced: for the first three hypergraphs, $E_B$ is a singleton so take $E_r = \{E_B\}$ and $E_b = \emptyset$, for the fourth hypergraph, take $E_r = \{E_A, E_B\}$ and $E_b = \emptyset$, where $E_1$ corresponds to the reaction $A \to B + C$, and for the fifth hypergraph, take $E_r = \{E_A, E_B\}$ and $E_b = \{E_1, E_3\}$ where $E_3$ corresponds to the reaction $B + C \to A$. Therefore, the sequence of operations preformed on $N_1$ preserves the fact that $B$ is almost balanced. Hence, the monomial $x_B$ is in the steady state ideal of each corresponding network. The same, however, cannot be said about $x_A$. The vertex whose label is $A$ only remains almost balanced after the first three operations since $E_A$ is a singleton but is not almost balanced after the fourth operation. Thus, $x_A$ is contained in the steady state ideal of $N_2$ for other reasons that cannot be detected by the almost balanced condition. Indeed, Proposition 3.9 confirms that the vertices covered by $E_1$ corresponding to the complex $A$ and $B + C$ are not almost balanced in the network hypergraph associated to $N_2$.

The operations we consider are always done reaction-wise. Thus, we need to discuss how to add and remove reactions. Removing the reaction $y \to y'$ belonging to the network $N$ will be denoted $N \setminus \{y \to y'\}$. Adding any reaction $y \to y'$ to the network $N$ will be denoted $N \cup \{y \to y'\}$. From the definition of a chemical reaction network, every complex must belong to some reaction. Then if deleting the reaction $y \to y'$ from $N$ results to either $y$ or $y'$ no longer belonging to some reaction, then they too must be deleted in the process. On the other hand, when adding an arbitrary reaction $y \to y'$ to the network $N$, it is possible that neither $y$ nor $y'$ are complexes in the original network $N$. In such a case, both the reaction and complexes are added to the network. We can think of adding a species $s$ to a reactant complex as deleting and then adding a reaction, for example, adding a species $s$ to the reactant complex $x$ belonging to the reaction $y \to y'$ can now be denoted by $(N \setminus \{y \to y'\}) \cup \{x + s \to y'\}$. As seen in Figure 4.3, there are two cases to consider: 1) $y$ belongs to one reaction or 2) $y$ belongs to more than one reaction. The main distinction with the two cases is that if $y$ belongs to only one reaction, then $y$ must be deleted and replaced with $y + s$, meaning $y$ by itself no longer appears as a complex in the network, whereas if $y$ belongs to more than one reaction then $y$ will remain as a complex in the network. Also, note that in either of the cases above, $y + s$ may or may not have been
a complex in the network prior to adding the species $s$. If $y + s$ is already a complex, then by adding $s$ to $y$, we do not require adding a new complex to the network, only a new reaction. If not, then $y + s$ must be added to the set of complexes. The addition of a species to a product complex is done similarly.

**Case 1:**

$$y \rightarrow y' \quad \rightarrow \quad y + s \rightarrow y' \quad \rightarrow$$

Add $s$

**Case 2:**

$$\quad \leftrightarrow y \leftrightarrow y' \quad \rightarrow \quad \rightarrow y + s$$

**Figure 4.3:** Examples of the addition of species $s$ to the complex $y$.

**Remark 4.1.** When obtaining a network $N' = (S', \mathcal{C}', \mathcal{R}')$ from a network $N = (S, \mathcal{C}, \mathcal{R})$, it is possible that $N'$ contains a species that $N$ does not, that is, $S \subseteq S'$. Thus, $\mathcal{I}(N)$ and $\mathcal{I}(N')$ can reside in different rings. Namely, $\mathcal{I}(N)$ is an ideal of the ring $\mathbb{Q}[\kappa_1, \ldots, \kappa_n]_1 \mathbb{Q}[x_1, \ldots, x_n]$ and, if $N'$ is obtained from $N$ by adding a species to a complex in the ith reaction, then $\mathcal{I}(N')$ is an ideal of the ring $\mathbb{Q}[\kappa_1, \ldots, \kappa_{i-1}, \kappa_{i+1}, \ldots, \kappa_n, \kappa_i']_i \mathbb{Q}[x_1, \ldots, x_n]$ where $\kappa_i'$ is the rate constant for the newly added reaction. Otherwise, if $N'$ is obtained from $N$ by adding a reaction, then $\mathcal{I}(N') \subseteq \mathcal{I}(\mathbb{Q}[\kappa_1, \ldots, \kappa_n, \kappa_i']_i \mathbb{Q}[x_1, \ldots, x_n])$. In either case, when we write $\mathcal{I}(N') = \mathcal{I}(N)$, we mean they are equivalent in the larger ring $\mathbb{Q}[\kappa_1, \ldots, \kappa_n, \kappa_i']_i \mathbb{Q}[x_1, \ldots, x_n]$.

We now present the first ideal preserving operation of the paper.

**Theorem 4.2.** (Adding species to a product complex) Let $N$ be a 0,1-network and suppose $u_i \in V(\mathcal{H}_N)$ is almost balanced with respect to the 2-colored multiset $\mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b$ over the edges in $E(\mathcal{H}_N)$. Suppose $s_k$ is a species such that $s_k \notin \text{supp}(y'_i)$, and let $N' = (N \setminus \{y_i \rightarrow y'_i\}) \cup \{y_i \rightarrow y'_i + s_k\}$. If $E_{s_k} \notin \mathcal{E}$, then $\mathcal{I}(N') = \mathcal{I}(N)$.

**Proof.** Let $N = (S, \mathcal{C}, \mathcal{R})$ be a 0,1-network and let $u_i \in V(\mathcal{H}_N)$ be almost balanced with respect to the 2-colored multiset $\mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b$ over the edges in $E(\mathcal{H}_N)$. Suppose $s_k$ is a species such that $s_k \notin \text{supp}(y'_i)$ and $E_{s_k} \notin \mathcal{E}$. Obtain a network $N' = (S', \mathcal{C}', \mathcal{R}')$ from $N$ by removing the reaction $y_i \rightarrow y'_i$ and adding the reaction $y_i \rightarrow y'_i + s_k$. Since $s_k \notin \text{supp}(y'_i)$, then the coefficient of $s_k$ in the complex $y'_i + s_k$ is 1. Hence, $N'$ is a 0,1-network.

The modification of $N$ by a single species implies that $S \subseteq S'$. For $\ell = 1, \ldots, n_S$, let $\hat{x}_{\ell}$ denote the steady state polynomial for species $s_\ell$ in $S$ and, for $\ell = 1, \ldots, n_S$, let $\hat{x}'_{\ell}$ denote the steady state polynomial for species $s_\ell$ in $S'$. To prove $\mathcal{I}(N') = \mathcal{I}(N)$ it is sufficient to show $\hat{x}'_{\ell} \in \mathcal{I}(N)$ for all $1 \leq \ell \leq n_S$ and $\hat{x}'_{\ell} \in \mathcal{I}(N')$ for all $1 \leq \ell \leq n_S$. Note that if $y_j \rightarrow y'_j$ is a reaction in $\mathcal{R}$ different from $y_i \rightarrow y'_i$, then $y_j \rightarrow y'_j$ is also in $\mathcal{R}'$, and the stoichiometric coefficients of the species do not change for $y_j \rightarrow y'_j$ in $N'$. On the other hand, the stoichiometric coefficient of the species $s_k$ in the reaction $y_i \rightarrow y'_i + s_k$ has increased by one. Therefore, $\hat{x}'_{\ell} = \hat{x}_{\ell}$ for any $s \in S \setminus \{s_k\}$ and $\hat{x}'_{s_k} = \hat{x}_{s_k} + \kappa_i x_{y_i}$ where $\hat{x}_{s_k} = 0$ if $s_k \notin S$. Hence, $\hat{x}'_{s_k} \in \mathcal{I}(N)$ and $\hat{x}_{s_k} \in \mathcal{I}(N')$ for any $s \in S \setminus \{s_k\}$.

It remains to show that $\hat{x}'_{s_k} \in \mathcal{I}(N)$ and $\hat{x}_{s_k} \in \mathcal{I}(N')$. Since $u_i$ is almost balanced, then $x_{y_i} \in \mathcal{I}(N)$ by Corollary 3.7. Then $\hat{x}'_{s_k} = \hat{x}_{s_k} + \kappa_i x_{y_i} \in \mathcal{I}(N)$. 
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To show \( \dot{x}_{sk} \in \mathcal{I}(N') \), notice that \( \mathcal{H}_N \) and \( \mathcal{H}_{N'} \) have the same vertex set, since \( N \) and \( N' \) have the same number of reactions, moreover, the only difference between \( E(\mathcal{H}_N) \) and \( E(\mathcal{H}_{N'}) \) is that \( E_{sk} \) is extended to include \( v_i \). Since \( E_{sk} \not\in \mathcal{E} \), then \( u_i \in V(\mathcal{H}_{N'}) \), the vertex corresponding to the reactant complex of \( y_i \rightarrow y_i' + s_k \), is almost balanced in \( \mathcal{H}_{N'} \) with respect to \( \mathcal{E}' = \mathcal{E}_r \cup \mathcal{E}_b' \) where \( \mathcal{E}_r' = \mathcal{E}_r \), but as a multiset over the edges in \( E(\mathcal{H}_{N'}) \) and \( \mathcal{E}_b' = \mathcal{E}_b \) but as a multiset over the edges in \( E(\mathcal{H}_N) \). Thus, by Corollary 3.7, \( x^{b_i} \in \mathcal{I}(N') \) and, hence, \( \dot{x}_{sk} = \dot{x}'_{sk} - \kappa'_s x^{b_i} \in \mathcal{I}(N') \). Therefore, \( \dot{x}'_{sk} \in \mathcal{I}(N) \) for all \( 1 \leq \ell \leq n_{sy} \) and \( \dot{x}_k \in \mathcal{I}(N') \) for all \( 1 \leq \ell \leq n_s \) or, equivalently, \( \mathcal{I}(N') = \mathcal{I}(N) \).

Example 4.3. Consider the running example in Figure 4.4 to demonstrate how adding a species to the product of a reaction under the conditions described in Theorem 4.2 preserves the steady state ideal but changes the network hypergraph. Reaction edges are drawn as line segments in the network hypergraph to emphasize their distinction from the species edges.

By Proposition 2.7, \( \mathcal{I}(N) \subseteq \langle x_A, x_B \rangle \). Indeed, \( \mathcal{I}(N) \) equals \( \langle x_A, x_B \rangle \) but requires verification. The vertex labeled \( A \) that is incident to \( E_1 \) is almost balanced with respect to the multiset \( \mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b \) over the edges in \( E(\mathcal{H}_N) \) where \( \mathcal{E}_r = \{ E_3 \} \) and \( \mathcal{E}_b = \{ E_C \} \). By Corollary 3.7, \( x_A \in \mathcal{I}(N) \). Further, notice that \( x_B = x_{A2} - \frac{1}{\kappa_2} \dot{x}_C x_B \). Since \( E_B \not\in \mathcal{E}, \) then \( \mathcal{I}(N_1) = \mathcal{I}(N_1) \) where \( N_1 = (N \setminus \{ A \rightarrow C \}) \cup \{ A \rightarrow B + C \} \); see Figure 4.5.

\[
\mathcal{I}(N_1) = \mathcal{I}(N_1)
\]

Figure 4.4: A network \( N_1 \), whose steady state ideal is \( \langle x_A, x_B \rangle \), and its network hypergraph.

Notice that the vertex labeled \( A \) in \( V(\mathcal{H}_{N_1}) \) that is incident to \( E_3 \in E(\mathcal{H}_{N_1}) \) is almost balanced with respect to \( \mathcal{E}' = \mathcal{E}_r' \cup \mathcal{E}_b' \) as a multiset over the edges in \( E(\mathcal{H}_{N_1}) \) where \( \mathcal{E}_r' = \{ E_3 \} \) and \( \mathcal{E}_b' = \{ E_C \} \). Thus, \( x_A \in \mathcal{I}(N_1) \). Also, \( x_B \in \mathcal{I}(N_1) \) since \( x_B = \frac{\kappa_1}{\kappa_2} x_B - \frac{1}{\kappa_2} \). \( \dot{x}_C^{(1)} = \frac{1}{\kappa_2} \dot{x}_B^{(1)} \)

where \( \dot{x}_B^{(1)} \) and \( \dot{x}_C^{(1)} \) are the steady state polynomials associated to \( N_1 \).

\[
\mathcal{I}(N_1) = \mathcal{I}(N_1)
\]

Figure 4.5: A network \( N_1 \), obtained from \( N \) in Figure 4.4 by adding \( B \) to the product complex of the reaction \( A \rightarrow C \), and its network hypergraph.

Theorem 4.4. (Adding species to a reactant complex) Let \( N \) be a 0,1-network. Suppose there are distinct reactions \( y_i \rightarrow y_i' \) and \( y_j \rightarrow y_j' \) such that \( y_j | y_i \) and \( u_j \) is almost balanced with

\[
\dot{x}_A = -(\kappa_1 + \kappa_3) x_A + \kappa_2 x_B
\]

\[
\dot{x}_B = \kappa_1 x_A - \kappa_2 x_B
\]

\[
\dot{x}_C = \kappa_3 x_A
Theorem 4.6. Suppose $s_k$ is a species such that $s_k \not \in \text{supp}(y_i)$, and let $N' = (N \setminus \{y_i \rightarrow y'_i\}) \cup \{y_i + s_k \rightarrow y'_i\}$. If $E_{yk} \not \in \mathcal{E}$, then $\mathcal{I}(N') = \mathcal{I}(N)$.

Proof. Let $N = (S, E, \mathcal{R})$ be a 0,1-network and let $y_i \rightarrow y'_i$ and $y_i \rightarrow y''_i$ be distinct reactions in $\mathcal{R}$ such that $y_i \mid y_i$, and $u_s$ is almost balanced with respect to the 2-colored multiset $\mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b$ over the edges in $E(\mathcal{H}_N)$. Suppose $s_k$ is a species, not necessarily in $S$, such that $s_k \not \in \text{supp}(y_i)$ and $E_{yk} \not \in \mathcal{E}$. Obtain a network $N' = (S', E', \mathcal{R}')$ from $N$ by removing the reaction $y_i \rightarrow y_i$, and adding the reaction $y_i + s_k \rightarrow y'_i$. Since $s_k \not \in \text{supp}(y_i)$, then the coefficient of $s_k$ in $y_i + s_k$ is 1, so $N'$ is a 0,1-network.

Let $S'_1 = \text{supp}(y_i + s_k) \cup \text{supp}(y'_i)$ and $S'_2 = S' \setminus S'_1$. If $s \in S'_2$, then s is not involved in either of the reactions $y_i \rightarrow y'_i$ or $y_i + s_k \rightarrow y''_i$. Consequently, the rate at which the concentration of $s$ changes in $N'$ remains the same as in $N$, that is, $\dot{x}_s = \dot{x}_s$. Thus, $\dot{x}'_s \in \mathcal{I}(N)$ and $\dot{x}_s \in \mathcal{I}(N')$ for all $s \in S'_2$.

On the other hand, if $s \in S'_1$, then $\dot{x}'_s$ and $\dot{x}_s$ differ by the rate at which the concentration of $s$ changes by the reaction $y_i \rightarrow y'_i$ and the rate at which the concentration $s$ changes by the reaction $y_i + s_k \rightarrow y''_i$. Specifically, $\dot{x}'_s = \dot{x}_s - \gamma_i \kappa_i x^{y_i + s_k} = \dot{x}_s - \gamma_i \kappa_i x^{y_i}$. Since $u_j \in V(\mathcal{H}_N)$ is almost balanced, then $\dot{x}'_s \in \mathcal{I}(N)$. Since $y_i \mid y_i$, then $y_i - y_i$ is nonnegative and $x^{y_i} = x^{y_i} x^{y_i - y_i} \in \mathcal{I}(N)$ and so $x^{y_i + s_k} = x^{y_i} x^{s_k} \in \mathcal{I}(N)$. Thus, $\dot{x}'_s = \dot{x}_s - \gamma_i \kappa_i x^{y_i} + \gamma_i \kappa_i x^{y_i + s_k} \in \mathcal{I}(N)$.

Now notice that $\mathcal{H}_N$ and $\mathcal{H}_N'$ have the same vertex set, moreover, the only difference between $E(\mathcal{H}_N)$ and $E(\mathcal{H}_N')$ is that $E_{yk}$ is extended to include $u_i$. Since $E_{yk} \not \in \mathcal{E}$, then $u_j \in V(\mathcal{H}_N')$, the vertex corresponding to the reactant complex of $y_i \rightarrow y'_i$, is almost balanced in $\mathcal{H}_N'$ with respect to $\mathcal{E}' = \mathcal{E}_r \cup \mathcal{E}_b'$ where $\mathcal{E}_r' = \mathcal{E}_r$ but as a multiset over the edges in $E(\mathcal{H}_N)$ and $\mathcal{E}_b' = \mathcal{E}_b$ but as a multiset over the edges in $E(\mathcal{H}_N')$. By Corollary 3.7, $x^{y_i} \in \mathcal{I}(N')$. Since $x^{y_i} = x^{y_i} x^{y_i - y_i} \in \mathcal{I}(N')$, then we have $\dot{x}_s = \dot{x}'_s - \gamma_i \kappa_i x^{y_i + s_k} + \gamma_i \kappa_i x^{y_i} \in \mathcal{I}(N')$. Thus, $\dot{x}_s \in \mathcal{I}(N)$ and $\dot{x}'_s \in \mathcal{I}(N')$ for all $s \in S_1$. Therefore, $\mathcal{I}(N') = \mathcal{I}(N)$.

Example 4.5. In Figure 4.5, the reactions $A \rightarrow B$ and $A \rightarrow B + C$ are distinct and certainly $A \mid A$. Since the vertex $u_3$, labeled A and incident to $E_3$, is almost balanced in $H_N$, then obtaining a network $N_2$ from $N_1$ by adding $B$ to the reactant of $A \rightarrow B$ preserves the steady state ideal; see Figure 4.6. The vertex $u_5 \in V(H_{N_2})$, labeled A and incident to $E_3$, remains almost balanced in $H_{N_2}$ with the same colored edges as for $u_3 \in V(H_{N_1})$, so $x_A \in \mathcal{I}(N_2)$. Notice the vertex $u_2 \in V(H_{N_1})$, labeled B and incident to $E_2$, is almost balanced in $H_{N_2}$. To be specific, $u_2$ is almost balanced in $H_{N_2}$ with respect to the 2-colored edgeset $\mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b$ over $E(\mathcal{H}_{N_2})$ where $\mathcal{E}_r = \{E_B\}$ and $\mathcal{E}_b = \{E_1, E_C\}$. Hence, $x_B \in \mathcal{I}(N_2)$.

![Diagram](https://via.placeholder.com/150)

Figure 4.6: A network $N_2$, obtained from $N_1$ in Figure 4.5 by adding $B$ to the reactant complex of the reaction $A \rightarrow B$, and its network hypergraph.

Theorem 4.6. (Adding reactions) Let $N$ be a 0,1-network. Suppose there is some vertex $v_i \in V(\mathcal{H}_N)$ such that $v_i$ is almost balanced with respect to the 2-colored multiset $\mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b$ over the edges in $E(\mathcal{H}_N)$. Let $N' = N \cup \{y_i \rightarrow \emptyset\}$. If $E_i \not \in \mathcal{E}$, then $\mathcal{I}(N') = \mathcal{I}(N)$. 
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Proof. Let \( N = (S, \mathcal{E}, \mathcal{R}) \) be a 0,1-network and suppose \( v_i \in V(H_N) \) is almost balanced with respect to a 2-colored multiset \( \mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b \) over the edges in \( E(H_N) \) such that \( E_i \not\in \mathcal{E} \). Obtain a network \( N' = (S', \mathcal{E}', \mathcal{R}') \) from \( N \) by adding the reaction \( y_i \xrightarrow{y_i} \emptyset \). Since \( N' \) and \( N \) contain the same nonempty complexes and \( N \) is a 0,1-network, then \( N' \) must also be a 0,1-network.

Let \( S'_1 = \text{supp} y_i \) and \( S'_2 = S \setminus S'_1 \). If \( s \in S'_2 \), then \( s \) is not involved in the reaction \( y_i \to \emptyset \). Necessarily, the rate of change of the concentration of species \( s \) in \( N \) is the same as the rate of change of its concentration in \( N' \). That is, \( \dot{x}'_s = \dot{x}_s \) for any \( s \in S'_2 \). Thus, \( \dot{x}'_s \in \mathcal{I}(N') \) for all \( s \in S'_2 \).

Now, if \( s \in S'_1 \), then \( \dot{x}'_s = \dot{x}_s \) and \( \dot{x}_s \) differ by the rate at which the concentration of \( s \) changes by the reaction \( y_i \to \emptyset \). More specifically, \( \dot{x}'_s = \dot{x}_s - \kappa'_i x^y_i \). Since \( v_i \) is almost balanced in \( H_N \), then \( x^y_i \in \mathcal{I}(N) \) and \( \dot{x}_s \in \mathcal{I}(N) \) for all \( s \in S'_1 \).

Notice that the vertex set of \( H_{N'} \) is \( V(H) \cup \{u, v\} \) where \( u \) and \( v \) correspond to the complexes \( y_i \) and \( \emptyset \) in the reaction \( y_i \to \emptyset \), respectively. Moreover, there are two differences between \( E(H_N) \) and \( E(H_{N'}) \): first, \( E(H_{N'}) \) contains the empty reaction edge corresponding to \( y_i \to \emptyset \) and, second, if \( s \in \text{supp} y_i \), then \( E_s \) is extended to include \( u \). We will show that the 2-colored multiset \( \mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b \) extends to a 2-colored multiset \( \mathcal{E}' = \mathcal{E}'_r \cup \mathcal{E}'_b \) over the edges in \( E(H_{N'}) \) such that \( v_i \) is almost balanced in \( H_{N'} \) with respect to \( \mathcal{E}' \). By the previous observations on the differences between \( E(H_N) \) and \( E(H_{N'}) \), we need only show that \( \mathcal{E} \) extends to \( \mathcal{E}' \) in such a way that \( \text{deg}_{\mathcal{E}'}(u) = \text{deg}_{\mathcal{E}'}(u) \) and \( \text{deg}_{\mathcal{E}'}(v) = \text{deg}_{\mathcal{E}'}(v) \). Since \( v \) corresponds to the empty complex, then \( v \) is isolated and, hence, \( \text{deg}_{\mathcal{E}'}(v) = \text{deg}_{\mathcal{E}'}(v) \), regardless of the choice of \( \mathcal{E}' \).

Let \( \mathcal{E}' = \mathcal{E}'_r \cup \mathcal{E}'_b \) where \( \mathcal{E}'_r = \mathcal{E}_r \) but viewed as a multiset over the edges in \( E(H_{N'}) \) and \( \mathcal{E}'_b = \mathcal{E}_b \) but viewed as a multiset over the edges in \( E(H_{N'}) \). Since \( v_i \) is almost balanced with respect to \( \mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b \), then it is almost balanced with respect to \( \mathcal{E}' = \mathcal{E}'_r \cup \mathcal{E}'_b \). In particular, \( \text{deg}_{\mathcal{E}'}(u) = \text{deg}_{\mathcal{E}'}(u) \). Since \( E_i \not\in \mathcal{E} \), it is the case \( E_i \not\in \mathcal{E}' \), so \( \text{deg}_{\mathcal{E}'}(u) = \text{deg}_{\mathcal{E}'}(u) \) solely counts the number of red and blue species edges that cover \( u \). Note that both \( u \) and \( v \) correspond to the complex \( y_i \). Then the number of red and blue species edges that cover \( u \) is the same as the number of red and blue species edges that cover \( u \). That is, \( \text{deg}_{\mathcal{E}'}(u) = \text{deg}_{\mathcal{E}'}(u) \).

Thus, \( v_i \) is almost balanced in \( H_{N'} \) with respect to \( \mathcal{E}' = \mathcal{E}'_r \cup \mathcal{E}'_b \). By Corollary 3.7, \( \dot{x}^y_i \in \mathcal{I}(N') \) and so \( \dot{x}_s = \dot{x}'_s + \kappa'_i x^y_i \in \mathcal{I}(N') \) for any \( s \in S'_1 \). Therefore, \( \mathcal{I}(N) = \mathcal{I}(N') \).

Example 4.7. In the hypergraph \( H_{N_3} \) in Figure 4.6, we see that \( v_3 \), the vertex labeled \( B + C \), is almost balanced with respect to \( \mathcal{E} = \mathcal{E}_r \cup \mathcal{E}_b \) where \( \mathcal{E}_r = \{E_C\} \) and \( \mathcal{E}_b = \emptyset \). Since \( E_3 \not\in \mathcal{E} \), then the network \( N_3 \) obtained from \( N_2 \) by adding the reaction \( A \to \emptyset \) has the same steady state ideal as \( N_3 \); see Figure 4.7. Further, \( v_3 \) remains almost balanced in \( H_{N_3} \) with respect to its previous 2-coloring of \( \mathcal{E} \) so \( x_A \in \mathcal{I}(N_3) \). To see \( x_B \in \mathcal{I}(N_3) \), notice that \( u_2 \in V(H_{N_3}) \) is almost balanced for the same reason it is almost balanced in Example 4.5.

Example 4.8. Let us see an example of networks with the same steady-state ideal but where we cannot move between them using the above three operations. Consider the following two networks:

\[
N_1 : \begin{align*}
A & \xrightarrow{\kappa_1} \emptyset \\
B & \xrightarrow{\kappa_2} \emptyset
\end{align*}
\]

\[
N_2 : \begin{align*}
A & \xrightarrow{\kappa_3} B \\
A & \xrightarrow{\kappa_4} \emptyset
\end{align*}
\]

Both reaction networks \( N_1 \) and \( N_2 \) have \( \{x_A, x_B\} \) as their steady-state ideal. From a quick inspection, we might believe that these networks can be obtained by the other via a sequence of operations. However, that is not the case. In short, the reason is because \( N_2 \) is a minimal network with respect to the ideal preserving operations. Hence, if \( N_2 \) were obtained from \( N_1 \) by a sequence of operations, it would contradict the minimality of \( N_2 \) since \( N_1 \) is the “smaller” network. Thus, we need only show that \( N_2 \) is indeed minimal. Thinking about the operations in reverse, we can either remove a species or remove a reaction of the form \( y \to \emptyset \). Notice that removing any species is out of the picture since each nonempty reactant complex in \( N_2 \) has
Figure 4.7: A network \( N_3 \), obtained from \( N_2 \) in Figure 4.6 by adding the reaction \( A \rightarrow \emptyset \), and its network hypergraph.

exactly one species (with coefficient 1), that is, \( N_2 \) is monomolecular. Thus, all we have left is to possibly remove any reactions. Removing a reaction requires a product complex to be almost balanced. By Proposition 3.9, the presence of the reversible reactions prevents the vertices \( u_3 \), \( v_3 \), \( u_4 \), and \( v_4 \) from being almost balanced. Thus, we cannot remove the fifth reaction \( A \rightarrow \emptyset \). Also, we cannot remove \( A \rightarrow B \) since that would first require removing \( B \) from the product, which a priori we cannot do. The reaction \( B \rightarrow A \) cannot be removed for the same reason. We are now all out of operations so \( N_2 \) must be minimal.

5 Discussion

In this paper, we discuss three ideal preserving operations on reaction networks based on the underlying combinatorics of their associated network hypergraphs. Each of these operations require the existence of an almost balanced vertex in the network hypergraph and thus an almost balanced edge set. We note that determining the existence of an almost balanced vertex is a difficult problem to solve in general. Indeed, the authors of [16] show that balanced edge sets, i.e., hypergraphs with possible multiple edges whose edges can be 2-colored so that every vertex is covered by the same number of red and blue edges, have duals that are necessarily discrepancy zero. A result of [3] shows that it is NP-hard to distinguish if a hypergraph has discrepancy zero or if there is a vertex with discrepancy bounded below by \( \Omega(\sqrt{m}) \) where \( m \) is the number of edges. Hypergraphs that satisfy the conditions of our main theorems that contain almost balanced vertices have subhypergraphs with small discrepancy, thus we expect algorithmically checking for almost-balanced vertices to be troublesome. Although, while determining the existence of a balanced vertex may be hard in general, we do give several conditions that guarantees that a specific vertex cannot be almost balanced: (1) the vertex corresponds to a complex in a reversible reaction and (2) the vertex corresponds to a complex in the a cycle in the reaction graph.

One motivation for this paper is the classification of steady-state ideals. As a first step to this problem, we can ask: when is the steady-state ideal monomial? Our results give a partial answer to this question. Specifically, Theorem 3.12 states that, for 0,1-networks, the steady-state ideal is monomial if every reaction contains an almost balanced vertex. We do not yet have a necessary condition that can test whether a steady-state ideal is monomial. As we see in network \( N_2 \) from Example 4.8, there can be situations where a monomial is contained in the steady-state ideal, but its corresponding complex does not belong to a reaction with an almost balanced vertex. In Example 4.8, this happens because the reaction is reversible. Thus, perhaps a next direction to this work is to understand how to handle reversible reactions and,
more generally, how to handle reaction cycles within the reaction network. We suspect there
is a hidden fourth operation at play here involving reaction cycles. For example, we would like
our operations to detect that the networks \( \emptyset \xrightarrow{A} B \) and \( A \xrightarrow{} \emptyset \xleftarrow{} B \) have the same
steady state ideal, that is, obtain one network from the other via a sequence of operations. Such
an operation would be quite natural as we would expect the former network to behave as the
latter due to the dependence of \( A \) and \( B \) caused by the reaction cycle.

Another, perhaps more difficult, direction to take is to generalize the definition of almost
balanced to handle reaction networks which are not 0,1-networks. This requires one to be able
to “see” the coefficients of stoichiometry. The information encoded by a network hypergraph
merely captures the presence of either a reaction or a species within a reaction regardless of
its stoichiometric coefficient. Namely, the network hypergraph merely decides if \( \gamma_{s_i} = 0 \) or
\( \gamma_{s_i} \neq 0 \). To combat this, we might include the stoichiometric coefficients in the definition of
almost balanced. We might propose to revise the equations in the current definition of almost
balanced to

\[
\sum_{e \in E_r} \gamma(v, e) \neq \sum_{e \in E_b} \gamma(v, e) \\
\sum_{e \in E_r} \gamma(u, e) = \sum_{e \in E_b} \gamma(u, e) , \ u \neq v
\]

where \( \gamma \) is the map \( V \times E \to \mathbb{Z} \) defined by

\[
\gamma(v, e) = \begin{cases} 
0 & \text{if } v \notin e \\
1 & \text{if } e = E_i \\
\gamma_{s_i} & \text{if } v \in E_i, e = E_s
\end{cases}
\]

Notice that if \( \gamma_{s_i} = 0 \) or 1 then the above equations are equivalent to the current definition of
almost balanced.

Finally, we are very interested in discovering new operations that preserve the steady-state
ideal. The operations we describe can only be applied if we have first found an almost balance
vertex. Hence, the operations work on networks with at least one monomial in their steady state
ideal. However, most biologically relevant networks do not have any monomials in their steady
state ideal. In those cases, we would like to have ideal preserving operations that can reduce
a network down to its simplest form while still maintaining its algebraic structure. This might
require an analogue of almost balanced to recover binomials or, more generally, polynomials
with a fixed number of terms.
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