Optimal noise level for coding with tightly balanced networks of spiking neurons in the presence of transmission delays
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Abstract

Neural circuits consist of many noisy, slow components, with individual neurons subject to ion channel noise, axonal propagation delays, and unreliable and slow synaptic transmission. This raises a fundamental question: how can reliable computation emerge from such unreliable components? A classic strategy is to simply average over a population of \(N\) weakly-coupled neurons to achieve errors that scale as \(1/\sqrt{N}\). But more interestingly, recent work has introduced networks of leaky integrate-and-fire (LIF) neurons that achieve coding errors that scale \textit{superclassically} as \(1/N\) by combining the principles of predictive coding and fast and tight inhibitory-excitatory balance. However, spike transmission delays preclude such fast inhibition, and computational studies have observed that such delays can cause pathological synchronization that in turn destroys superclassical coding performance. Intriguingly, it has also been observed in simulations that noise can actually \textit{improve} coding performance, and that there exists some optimal level of noise that minimizes coding error. However, we lack a quantitative theory that describes this fascinating interplay between delays, noise and neural coding performance in spiking networks. In this work, we elucidate the mechanisms underpinning this beneficial role of noise by deriving analytical expressions for coding error as a function of spike propagation delay and noise levels in predictive coding tight-balance networks of LIF neurons. Furthermore, we compute the minimal coding error and the associated optimal noise level, finding that they grow as power-laws with the delay. Our analysis reveals quantitatively how optimal levels of noise can rescue neural coding performance in spiking neural networks with delays by preventing the build up of pathological synchrony without overwhelming the overall spiking dynamics. This analysis can serve as a foundation for the further study of precise computation in the presence of noise and delays in efficient spiking neural circuits.
Author summary

Remarkably, the brain can perform precise computations, despite being composed of noisy neurons with slow, unreliable synaptic connectivity. To understand how this is possible, we can imagine the classic strategy where neurons are grouped into weakly-coupled subpopulations, creating redundancy to achieve high precision. But interestingly, recent work proposed a tight-balance neural network that instead uses fast, strong connectivity between neurons to achieve much higher precision with the same number of neurons. This efficiency is attractive, but notably, signals take time to propagate in the brain. Such propagation delays alone can lead to pathological synchronization. Intriguingly, while noise commonly degrades the performance of a computational system, it has been observed in simulations that noise can help mitigate synchronization and in fact rescue performance in tight-balance networks. In this work, we develop a theory that quantifies the simultaneous effects of delays and noise in tight-balance networks, and allows us to compute the optimal noise level as a function of delay, yielding conceptual insights into how noise can counteract delay induced synchronization to preserve precise computation in efficient neural networks.

Introduction

The brain is capable of precise, reliable computation—for example, a professional violinist generates fine motor commands to reproduce a given pitch, or an impressionist produces speech patterns to mimic a celebrity’s voice. Yet, the underlying computational substrates in the brain—neurons, synapses, and axonal transmission—are noisy, unreliable, and slow [1, 2]. This paradox begs a fundamental question in neuroscience: how do neural networks facilitate precise computation with imprecise computational primitives [3]? And moreover, in light of evolutionary forces favoring energy-efficiency [4, 5], how is this precise computation facilitated efficiently?

The simplest setting to study the precision of computation is that of coding [6]—with what fidelity can, say, a dynamical signal $x(t)$ be encoded in a network and read back out as an estimate $\hat{x}(t)$? The classic strategy is to read out $\hat{x}(t)$ as an average over $N$ redundant neurons; this results in a readout error that scales as $1/\sqrt{N}$ as long as single neuron noise is not strongly coupled across the population [1]. However, a recent predictive coding framework [7] introduced a formulation for a tightly-balanced network of spiking leaky-integrate-and-fire (LIF) neurons with readout error that scales superclassically as $1/N$. In predictive coding, only the unpredicted difference $\hat{x}(t) - x(t)$ is encoded and passed to downstream processing, saving a great deal of information compared to directly encoding $x(t)$; signatures of predictive coding have been observed in sensory areas of the brain [8]. The predictive coding framework [7] combines this principle with that of a strong, fast inhibitory feedback, known as tight balance, so that each neural spike corrects the error $\hat{x}(t) - x(t)$ when it reaches a threshold and rapidly inhibits the other neurons to prevent overcorrections—this results in a highly efficient code, in which no spike is wasted. Moreover, despite each spike’s dedicated purpose, the framework is robust to the death of individual neurons and reproduces the highly irregular spiking activity observed in cortex [9].

Critically, however, axonal and synaptic transmission introduce a delay that renders the rapid inhibition in the framework [7] problematic, reducing the fidelity of the code [10–12]. Namely, if an inhibitory signal arrives late, other neurons may spuriously spike, producing
overcorrections in the error and wasted spikes. However, intriguingly, adding noise to the neural membrane potentials introduces a beneficial variation, spreading out the times at which neurons will spike next so that the delayed inhibition has sufficient time to propagate before spurious spikes occur, and rescues the coding fidelity. Notably, too little noise does not provide a sufficient spread, and too much noise destroys overall fidelity. Thus an optimal noise level exists.

Importantly, several simulation studies have observed the beneficial role of noise in the predictive coding framework [7], regardless of the specific neural model or noise modality. For example, [12] studies a soft-threshold neural model with transmission delays, [11] studies an LIF model with membrane noise, transmission delays, and synaptic delays, and [10] studies conductance-based Hodgkin-Huxley neural dynamics with finite time-scale synapses. Indeed, it is a general phenomenon in the predictive coding framework that a group of neurons compete to correct the same error, and delays preclude timely inhibition, resulting in pathological synchrony known as the hipster effect [13]; noise helps diversify the dynamics, assuaging the effect. While observations from simulations are insightful, however, we lack a quantitative understanding of this fascinating interplay between the delay and the level of noise. How does coding fidelity depend on the length of the delay and the level of noise? And given a delay, what is the highest achievable fidelity and the associated optimal level of noise? Indeed, the simple, efficient spiking network of the predictive coding framework presents a foundational scenario in which to expand the study of stochastic facilitation [14].

We address these fundamental questions by going beyond simulations to derive analytical expressions for coding fidelity as a function of noise level and small delays in tightly balanced networks of LIF neurons. Previous work [15] derived similar expressions for non-spiking “rate” neurons by adapting the predictive coding framework [7] to non-spiking neurons. Our work takes a step closer toward understanding efficient coding in biological neural networks by explicitly including the spiking nature of neural communication in the brain. Indeed, when considering efficiency, spikes are important because action potentials account for a large portion of the brain’s energy expenditure [16] and provide a form of digital communication, which may allow the brain to tap into the efficiency associated with a hybrid analog-digital computing system [17, 18]. Moreover, experiments have shown that spike-timing conveys information in several brain regions [19–21]. Thus, we hope that our analytical insights here provide a foundation for further investigation into the interplay of noise and delays in efficient cortical circuits.

Models

Efficient coding with a network of leaky integrate and fire neurons

We ask the question, how well can a spiking network encode a continuous, time-varying input signal in the presence of noise and transmission delays? To operationalize this question, we start with three assumptions: (1) the output signal is linearly decoded from a densely-connected population of spiking neurons, (2) the network minimizes the mean-squared error between its output and the input signal, and (3) for brevity, we assume the input is 1-dimensional, though our results can be extended to multi-dimensional signals. Thus we consider a scalar input signal \( x(t) \), and the network’s scalar output \( \hat{x}(t) \)—the network’s estimate for \( x(t) \).

The network itself is a densely-connected recurrent circuit of \( N \) leaky integrate and fire (LIF) neurons. The activity of the \( i \)'th neuron (where \( i = 1, \ldots, N \)) is described by the spike train, \( o_i(t) = \sum_k \delta(t - t_{ik}) \), where \( \delta(\cdot) \) is the Dirac \( \delta \)-function representing a single spike, and \( t_{ik} \) is the time of the \( k \)'th spike of the \( i \)'th neuron. To convert this discrete spiking activity into a smoother output signal, the spike trains \( o_i(t) \) are first passed through a linear filter to yield the
instantaneous firing rates \(r_i(t)\), which obey
\[
\tau \dot{r}_i(t) = -r_i(t) + \tau_0(t),
\]
where the dot (\(\dot{}\)) represents derivative with respect to time, and \(\tau\) is the time-constant of the filter. And second, these firing rates \(r_i(t)\) are linearly summed to yield the network’s estimate \(\hat{x}(t)\):
\[
\hat{x}(t) = \frac{1}{N} \sum_{j=1}^{N} w_j r_j(t),
\]
where the \(w_j \in \mathbb{R}\) are the weights of the linear decoder.

The network’s objective is to achieve \(\hat{x}(t) \approx x(t)\) by minimizing the mean-squared-error \(\varepsilon^2 = \langle (x(t) - \hat{x}(t))^2 \rangle\), where the angular brackets \(\langle \cdot \rangle\) denote average over time. In order to simplify our study of the mean-squared-error \(\varepsilon^2\), we choose to work with inputs \(x(t)\) that vary slowly compared to the spiking network’s timescale \(\tau\). With this choice, we can treat the input \(x(t) = x\) as effectively constant, and thus \(\varepsilon^2\) can be written as \(\varepsilon^2 = \langle (\hat{x}(t))_t - x \rangle^2 + \langle (\hat{x}(t))_\tau \rangle\), where we have substituted in \(\delta \hat{x}(t) := \hat{x}(t) - \langle \hat{x}(t) \rangle\), and used the fact that \(\langle \delta \hat{x}(t) \rangle_\tau = 0\).

Importantly, we see that \(\varepsilon^2\) can be divided into two contributions: a contribution from the bias \(\langle (\hat{x}(t))_t - x \rangle^2\) and a contribution from the variance \(\langle (\hat{x}(t))_\tau \rangle\). Since the bias—here, a constant—could be deterministically removed [15], we focus on computing the contribution from the variance, which is simply the square of the standard deviation of the readout,
\[
\sigma_{\text{readout}} = \sqrt{\langle (\hat{x}(t) - \langle \hat{x}(t) \rangle)^2 \rangle_t},
\]
We henceforth refer to \(\sigma_{\text{readout}}\) as the readout error—an inverse measure for coding fidelity.

The dynamics of the \(N\) densely-connected LIF neurons are given by the equation
\[
\tau \dot{V}_i(t) = -\lambda_v V_i(t) + I_i(t) - \tau J_i \sigma_i(t) - \tau \sum_{j \neq i} J_{ij} \sigma_j(t - \Delta) + \sqrt{\tau} \sigma \eta_i(t), \text{ and}
\]
and neuron \(i\) emits a spike when \(V_i > T\).

where \(V_i(t)\) is the membrane potential of the \(i\)th neuron, \(T = \frac{1}{\lambda_v}\) is the firing threshold (in the absence of noise, delay, and with small leak, one will find that this choice of threshold will make the average membrane potential approximately zero when the estimation error is zero [7]), \(\lambda_v\) controls the strength of the leak, \(I_i(t)\) is the input current, \(J_{ij}\) implements the neural self-reset, \(J_\eta\) implements dense connectivity, \(\Delta\) is the spike propagation delay, and the \(\eta_i(t)\) are independent unit-Gaussian noise with \(\sigma\) controlling the membrane noise level.

Now the critical question is, how do we choose the input \(I_i(t)\) and recurrent connectivity \(J_{ij}\) so that the noisy, delayed, discontinuous, and nonlinear dynamics of Eq 4 result in minimal readout error \(\sigma_{\text{readout}}^2\)? We start with the predictive coding framework proposed in [7] that specifies these network properties given fixed readout weights \(\{w_i: 1 \leq i \leq N\}\). The framework does so by minimizing the mean-squared-error in a setting in which there are no delays \(\Delta = 0\), and noise is negligible. The resulting network [7] has
\[
J_{ij} = w_j w_i.
\]

\[
I_i(t) = N w_i x(t).
\]
This network exhibits tight balance: the \(O(N)\) excitatory input currents \(I_i(t)\) are matched by the \(O(N)\) inhibitory terms involving \(J_{ij}\) in Eq 4. (The weights \(w_i\) and the input \(x(t)\) are \(O(1)\), and
each neuron, on average, spikes at an $O(1)$ rate, hence a total $O(N)$ inhibition when summing across the population.) Tight balance, i.e., balance of $O(N)$, can be contrasted with balance of $O(\sqrt{N})$, known as classical balance [22], or balance of $O(<\sqrt{N})$, representing loose or no balance. Importantly, tight balance facilitates the superclassical $O(1/N)$ scaling of the readout error in [7]—as was shown in [15]—and thus we specialize in this work to tight balance. And for simplicity, we specialize to uniform readout weights, $w_i = 1 \forall i$, which corresponds to a population of neurons with the same tuning curve. In the following, we study how the nonzero delay $\Delta$ and non-negligible noise level $\sigma$ impact the readout error $\sigma_{\text{readout}}$.

### Soft-threshold model

In addition to the LIF model, we introduce a soft-threshold model to study the effects of noise and delays in a simpler setting. In the soft-threshold model, the membrane potentials obey

$$\tau \dot{V}_i(t) = I_i(t) - \tau J_{ii} \sigma_i(t) - \sum_{j \neq i} \tau J_{ij} \sigma_j(t - \Delta),$$

and neuron $i$ emits spikes with probability rate $\rho(V_i) = \begin{cases} \rho, & V_i > T \\ 0, & V_i \leq T \end{cases}. \quad (7)$

The soft-threshold model is also known as the escape-rate model [23], and has been used in prior work on the predictive coding framework [12] and in fitting neural spike train recordings to Generalized Linear Models (GLMs) [24].

Notably, the probabilistic firing of the neurons introduces variation in spike-timing. This is similar to how in the LIF model (Eq 4) the noise term $\sqrt{\tau} \sigma \eta_i(t)$ accumulates over time in the membrane potentials, which also results in variation in spike-timing. Intuitively, the standard deviation, $1/\rho$, of the exponentially-distributed spike-times under the probabilistic firing rate $\rho$ corresponds to an effective noise level, which we can tune by adjusting $\rho$. However, note that in contrast to the LIF model, which requires the leak term $\lambda V_i(t)$ to bound accumulated variability from the noise term $\sqrt{\tau} \sigma \eta_i(t)$, we will see in the next section that probabilistic firing introduces naturally-bounded spike-time variability. Thus, the leak term $\lambda V_i(t)$ is not necessary in the soft-threshold model, and so we do not include it in Eq 7 for simplicity.

Importantly, for the $\rho \rightarrow \infty$, zero delay ($\Delta = 0$) limit, the soft-threshold model becomes equivalent to the original formulation of the predictive coding framework with hard threshold [7]. The LIF model also becomes equivalent to [7] in the zero noise ($\sigma = 0$), zero delay ($\Delta = 0$) limit. Thus, both models serve as good starting points for analyzing the predictive coding framework with small delays and small noise, as we will see below. We analyze the soft-threshold model in addition to the more complex LIF model because it offers simpler derivations, but yields similar conclusions as the more complex LIF model.

### Results

#### Overall behavior of efficient coding spiking models

To understand the nominal dynamics of the LIF and soft-threshold models, let us consider encoding the constant input signal $x(t) = 1$, and first consider the dynamics of the LIF model with a large number of neurons $N$. The input current $I_i(t)$ (Eq 6) becomes $I_i(t) = N$ with our choice of decoding weights $w_i = 1$, and the connectivity strengths $J_{ij}$ become $J_{ij} = 1 \forall i, j$ (Eq 5). When there are no spike transmission delays ($\Delta = 0$) and no noise ($\sigma = 0$), the dynamics of every membrane potential $V_i(t)$ are identical (Eq 4): a spike from any neuron inhibits all membrane potentials equally, instantaneously, and simultaneously; and any differences in the membrane
potentials’ initial conditions $V_i(0)$ are forgotten on the time-scale $\tau/\lambda V$ due to the leak term $-\lambda V_i(t)$. We are interested in continuously operating networks, so let us consider the network dynamics after a long time $t \gg \tau/\lambda V$, in which the initial conditions are indeed forgotten. In this case, the membrane potentials $V_i(t)$ are traveling together toward threshold, driven by the input current $I_i(t) = N$ (Fig 1a, top). When a membrane potential reaches threshold, the neuron fires a spike, which immediately self-resets the membrane potential by 1 via the $-\tau J_{ii}o_i(t)$ term and decrements all other membrane potentials by 1 through the $-\tau \sum_{j \neq i} J_{ij}o_j(t)$ term (Eq 4). (Note that here we have assumed that some infinitesimal variation in the membrane potentials persists, e.g., an infinitesimal remnant from the forgotten initial conditions; thus, when the membrane potentials approach threshold, a single membrane potential hits threshold and spikes an instant before the rest of the membrane potentials, allowing sufficient, i.e., infinitesimal, time for the

---

**Fig 1. Tight-balance spiking network dynamics and readout.** (a) Nominal dynamics. When there are no spike propagation delays and zero noise, the membrane potentials (purple) follow the same trajectory in time. When the population reaches threshold, one neuron’s spike (red) instantaneously inhibits all the neurons, preventing further spikes. This produces perfectly regular spikes, like clockwork with an approximate period of $\frac{1}{N}$. Each spike contributes $\frac{1}{N}$ to the readout, creating a tight, zig-zag approximation $\hat{x}(t)$ (blue) for the encoded signal, $x(t) = 1$ in this case. (b) The effect of delays and noise. When delays are present and noise is added to the membrane potentials (left, multicolor), two effects appear that decrease the fidelity of the readout $\hat{x}(t)$ (right, blue): variation in spike-timing and synchronous spurious spikes. The noise on the membrane potentials ($\sigma$) creates variations in the time it takes membrane potentials to reach threshold—a deviation from the perfectly regular spikes in (a). And after the first neuron in the population crosses threshold and spikes (red), there is a delay $\Delta$ until the other neurons receive inhibition, and thus some extra neurons may spike—spurious synchronous spikes (yellow). Given a fixed delay, too little noise $\sigma_{small}$ does not spread the membrane potentials enough to prevent a large number of spurious spikes, and too much noise $\sigma_{large}$ destroys the fidelity of the code altogether. An optimal noise level exists, $\sigma^*$. (c) Soft-threshold model. In the soft-threshold model, neurons spike probabilistically once their membrane potentials surpass threshold, with a spiking probability rate $\rho$. As $\rho$ is varied (not illustrated), one finds a relationship analogous to the noise level trade-off for the LIF model shown in (b): too small $\rho$ creates large variations in spike times, and too large $\rho$ creates many spurious spikes during the delay. Thus, an optimal $\rho^*$ exists.

https://doi.org/10.1371/journal.pcbi.1010593.g001
instantaneous inhibition to prevent additional neurons from spiking.) The membrane potentials then continue to be driven by the input current $I(t) = N$, and it takes a time of approximately $\tau/N$ for a membrane potential to reach threshold again, where we have assumed that the leak term $-\lambda V(t)$ is small relative to the $O(N)$ driving current because the membrane potentials themselves are $V(t) = O(1)$. When a membrane potential reaches threshold after time of approximately $\tau/N$, it fires a spike, and this process repeats: the network produces spikes like clockwork, with an approximate period of $\tau/N$.

Given this network spiking pattern, we can understand the corresponding readout trajectory $\hat{x}(t)$ by recalling that the readout $\hat{x}(t)$ is a sum of instantaneous firing rates $r_i(t)$ uniformly weighted by $\lambda_i$ (Fig 1a, bottom). The mean readout $\langle \hat{x}(t) \rangle_s = 1$ because the time constant of the instantaneous firing rates $r_i(t)$ is $\tau$ (Eq 1), $\tau \times 1/(\tau/N) = N$ spikes occur during a time $\tau$, and the firing rates are weighted by $\frac{1}{N}$ in the decoder ($N$ spikes $\times \frac{1}{N} = 1$). This mean matches the desired signal, $x(t) = 1$. Furthermore, the readout trajectory $\hat{x}(t)$ forms a zig-zag around the mean value because the readout $\hat{x}(t)$ simply exponentially decays with time constant $\tau$ between spike-times, which is approximately linear because the time between spikes $\tau/N$ is small compared to $\tau$ (since $N$ is large). And the zig-zag is tight; it has magnitude $O(1/N)$, because each spike contributes $1/N$ to the readout. Thus we see here the superclassical $O(1/N)$ scaling of the readout error, because each individual spike is precisely timed to optimally correct the deviations in $\hat{x}(t)$ from $x(t) = 1$.

Next, let us consider the addition of noise $\sigma > 0$ and spike propagation delay $\Delta > 0$ (Fig 1b). Intuitively, the integration of the independent noise terms $\sqrt{\sigma} \eta_i(t)$ spread out the membrane potentials $V_i(t)$, and thus they no longer share exactly the same trajectory when traveling toward threshold and instead travel in a continuously-fluctuating packet of some finite width. Importantly, both the packet width and the variance in the time to first spike increase with the noise level $\sigma$. Now, as the packet travels toward threshold, a top neuron in the packet eventually reaches threshold and fires. This spike instantly resets the firing neuron through the $-\tau I_{i,0}(t)$ term, but the inhibition arrives a time $\Delta$ later to the other membrane potentials through the $-\tau \sum_{j \neq i} I_{i,j}(t - \Delta)$ term. Importantly, during the delay time $\Delta$, all membrane potentials continue to be driven by the strong input current $I_i(t) = N$, and so there is a possibility that additional membrane potentials reach threshold before they receive the inhibition from the first neuron’s spike. As these neurons hit threshold, they produce extra, spurious spikes that create undesirably large deviations in the readout $\hat{x}(t)$, leading to high readout error. Thus for a fixed delay $\Delta$, we see a trade-off in the noise level: for small noise $\sigma_{\text{small}}$, the membrane potentials travel in a tight packet, and thus there are likely many membrane potentials crossing threshold during the delay $\Delta$ resulting in many spurious spikes and a large readout error. And for large noise $\sigma_{\text{large}}$, the membrane potentials are more spread out, reducing the number of spurious spikes during the delay $\Delta$, but at the cost of introducing a large deviation in the time-to-spike for the first-spiking, top neuron in the packet. This implies that there exists some intermediate optimal noise level $\sigma^*$ that balances these effects to minimize the readout error. Below we will analytically compute the readout error $\sigma_{\text{readout}}$ as a function of the noise level $\sigma$ and the delay $\Delta$ and calculate this optimal noise level $\sigma^*$ and the associated minimal readout error $\sigma_{\text{readout}}^*$.

Importantly, the soft-threshold model exhibits the same trade-off (Fig 1c). For small probabilistic firing rate $\rho$, the number of spurious spikes during the delay $\Delta$ is small, but the standard deviation in the time-to-spike of a single neuron is large: $1/\rho$. And for large $\rho$, the number of spurious spikes is large, but the standard deviation in time-to-spike is small. Thus for some fixed delay $\Delta$, an optimal $\rho^*$ (or equivalently, an optimal noise level $1/\rho^*$) exists that minimizes the readout error $\sigma_{\text{readout}}$ in the soft-threshold model.
In the following subsections, we quantitatively elucidate this trade-off between minimizing spurious spikes and minimizing spike-timing variability, and we calculate $\sigma_{\text{readout}}$ as a function of noise and delay for the soft-threshold model and the LIF model in turn, for networks with a large number of neurons $N$. We begin with the simpler soft-threshold model, as it will allow us to derive an exact expression for $\sigma_{\text{readout}}$ in the limit of small delays and noise. Then, we will analyze small noise and delays in the LIF model, and ultimately derive an approximate upper-bound for $\sigma_{\text{readout}}$ and see that both models exhibit the same behavior. We corroborate our analytic results with simulations, whose details are provided in Section B Simulation details in S1 Appendix.

Analysis of noise, delays, and coding error in the soft-threshold model

In this section, we calculate the contributions of spike-time variability and spurious spikes to the readout error $\sigma_{\text{readout}}$ for the soft-threshold model. We provide concise derivations here, and detailed derivations in S1 Appendix. To begin, we consider the simple scenario in which the membrane potentials $V_i(t)$ all start with initial condition $V_i(0) = 0$, as would be the case when there is no external input, and if there were an additional leak term to ensure all membrane potentials decay to 0. Then, we consider turning on the dynamics, Eq 7. The input current $I_i(t) = N$ drives the membrane potentials toward threshold together, and all membrane potentials reach threshold simultaneously. At this point, the population begins emitting spikes probabilistically with rate $N\rho$, as there are $N$ membrane potentials superthreshold individually firing with probability rate $\rho$.

Statistics of spike-time variability. After some time above threshold, the population eventually emits a spike. The variation in this first-spike time (where time is measured relative to when the population had crossed threshold) is a departure from the optimal clockwork one-spike-every-$\tau/N$ spiking pattern for a network with zero delay and zero noise as described above, and thus this first-spike time variability increases the readout error $\sigma_{\text{readout}}$. To quantify the increase, we therefore wish to describe the statistics of this first-spike time. Now, since the population is emitting spikes probabilistically with a constant rate ($N\rho$), the time it takes until the first spike occurs is an exponentially-distributed random variable. For an exponential distribution, the mean and standard deviation are given by the reciprocal of the rate, thus here the first-spike time has mean $\frac{1}{N\rho}$ and standard deviation $\frac{1}{N\rho}$ (Fig 2a, top). And naturally, this first-spike time variability also creates fluctuations in the readout, with standard deviation $\frac{1}{N\rho\tau}$, which arises from the standard deviation of the first-spike time $\frac{1}{N\rho}$, multiplied by the magnitude of the $-\frac{1}{\tau}$ slope of the approximately linear decay of the readout (Fig 2a, bottom).

Statistics of spurious spikes induced by delays. After the first spike occurs, one membrane potential is instantly reset, and the other $N-1$ membrane potentials continue to spike probabilistically during the spike propagation delay $\Delta$. Hence, spurious spikes may occur, and we would like to describe their statistics to quantify how they increase the readout error $\sigma_{\text{readout}}$. To this end, the mean number of spurious spikes, $\lambda$, is the time $\Delta$ multiplied by the total spiking probability rate of the population, which is $(N-1)\rho \approx N\rho$; this yields

$$\lambda = \Delta N\rho.$$  

And here, for ease of analysis, we assume the delay $\Delta$ is much smaller than the $O(1/N)$ network interspike interval (see the second paragraph of Results for the $O(1/N)$ interspike interval). With this assumption, differences in the $N$ membrane potentials due to delayed inhibition vanish before the membrane potentials impinge upon threshold together again; this guarantees the simple scenario that we are considering here, where $N$ neurons always reach threshold together (see Section A.2 Readout error for the soft-threshold model in S1 Appendix for
Thus we introduce the parameter $\delta$ by the definition

$$D = d_{\text{N}(\delta)}$$

where we assume $\delta \ll \tau$ so that the delay $\Delta$ is much less than the network inter-spike interval. Note that with these definitions we have $\lambda = \delta \rho$. And since we are interested in high-performing networks, i.e. small readout error $\sigma_{\text{readout}}$, we focus on the limit where $\lambda \ll 1$, where there are few undesirable spurious spikes. In this limit, the number of spurious spikes is simply Poisson-distributed with mean $\lambda$ and standard deviation $\sqrt{\lambda}$. Importantly, the variability in the number of spurious spikes creates variability in the next time the population reaches threshold together because each spike decrements the membrane potentials, thus the input current $I_i(t) = N$ takes a variable amount of time to drive the membrane potentials to threshold again (Fig 2a, top). And the fluctuation in the readout due to spurious spikes has standard deviation $\sqrt{\lambda}/N$, as each spike contributes $1/N$ to the readout (Fig 2a, bottom).

**Averaging across time to calculate the readout error.** To calculate $\sigma_{\text{readout}}$, we recognize that the time-average of the squared deviation of the readout in Eq 3 is by definition an integral of the squared deviation over a long time interval, divided by the interval...

[Fig 2. Soft-threshold readout error. (a) The soft-threshold and the delay create variations in the membrane potential dynamics $V_i(t)$, which in turn create variations in the readout $\hat{x}(t)$. When the membrane potentials (top, purple) surpass threshold, the neurons spike probabilistically, and the first-spike time is an exponential random variable with standard deviation $1/\lambda$. After a first spike, the number of spurious spikes that occur during the delay is a Poisson random variable, with standard deviation $\sqrt{\lambda}$, and each spike inhibits the membrane potentials $V_i(t)$ by 1 through recurrent connectivity (see the first paragraph of Results for recurrent connectivity). These variations in spike-timing and spurious spikes carry through to the readout $\hat{x}(t)$ (bottom, blue). Note that since the network input is constant, the readout encoding this input should produce a constant output as closely as possible; however, these variations instead increase the deviation (light blue shaded) from the mean readout $\langle \hat{x}(t) \rangle_t$ (black horizontal line). (b) Readout error as a function of the mean number of spurious spikes $\lambda$ and the delay $\delta$. Top: for three different values of delay (blue, red, purple), $\lambda$ is varied in computer simulations (N = 32, dots) and Eq 10 (solid curves), revealing both the U-shaped dependence of the readout error $\sigma_{\text{readout}}$ and an excellent match between theory and experiment. Bottom: the optimal readout error $\lambda^*$ (black) and the associated optimal $\lambda^*$ increase as a function of delay $\delta$ according to Eqs 12 and 11.

https://doi.org/10.1371/journal.pcbi.1010593.g002]
duration—i.e., \( \langle (\dot{x}(t) - \langle \dot{x}(t') \rangle_e)^2 \rangle \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T (\dot{x}(t) - \langle \dot{x}(t') \rangle_e)^2 dt; \) thus, we turn our attention to computing this integral. Importantly, because of its long time interval, the integral includes many sequences of the population reaching threshold, a variable amount of time until a first spike occurs, the production of a random number of spurious spikes during the spike propagation delay, and the return of the population to threshold; thus it effectively sums over all possible values of first-spike time and number of spurious spikes, with the values’ frequencies weighted by the probability distributions that we quantified above. To help simplify the integral, we approximate the timing of the spurious spikes by treating them as if they occur at the same time as the first spike because we are considering small delays \( \delta \ll \tau; \) this is illustrated in Fig 2a by the lack of time differences between the random number of spikes, which are depicted together as a single vertical deviation at a single instant. Then performing the integration (see Section A.2.2 Mean readout error in S1 Appendix) reveals that we can express the combined effect of fluctuations from spike-time variability and spurious spikes via the sum of their variances—intuitively, one may expect these independent sources of variation to add in this way, as variances add for independent random variables in general; the integration yields the readout error \( \sigma_{\text{readout}} \) to leading order in small delay \( \delta \) and small mean number of spurious spikes \( \lambda \):

\[
\sigma_{\text{readout}} = \frac{1}{\sqrt{N}} \sqrt{\frac{1}{12} + \frac{\delta^2}{\lambda^2 \tau^2} + \lambda},
\]

where under the square root, the first term \( \frac{1}{12} \) arises from the baseline readout error in the case of zero delays and zero noise, the second term is the contribution from spike-time variability \( \frac{\delta^2}{\lambda^2 \tau^2} \) by the relation \( \lambda = \delta \rho \), and the third term is the contribution from the mean number of spurious spikes \( \lambda \). Importantly, we note that the mean number of spurious spikes \( \lambda \) can simply be thought of as a reparameterization of the probability rate \( \rho \).

Furthermore, we can minimize Eq 10 with respect to \( \lambda \) to find the minimal readout error \( \sigma_{\text{readout}}^* \) and optimal noise level, parameterized via the optimal mean number of spurious spikes \( \lambda^* \). This yields

\[
\lambda^* = 2^{1/3} (\delta/\tau)^{2/3},
\]

and

\[
\sigma_{\text{readout}}^* = \frac{1}{\sqrt{N}} \sqrt{\frac{1}{12} + \frac{3(\delta/\tau)^{2/3}}{2^{2/3}}}
\]

\[
\sigma_{\text{readout}}^* \approx \frac{1}{\sqrt{N}} \left[ \frac{1}{\sqrt{12}} + \frac{3^{3/2}}{2^{2/3}} \left(\frac{\delta}{\tau}\right)^{2/3} \right].
\]

We corroborate our analytic results with simulations in Fig 2b.

Analysis of noise, delays, and coding error in the LIF model

In this section, we study the readout error \( \sigma_{\text{readout}} \) as a function of small delays and noise for the LIF model. We provide concise derivations here, and detailed derivations in S1 Appendix. For ease of exposition, we first examine the LIF model with zero delay (\( \Delta = 0 \)) and small noise (\( \sigma > 0 \)) to isolate the contribution of spike-time variability to the readout error \( \sigma_{\text{readout}} \); as no spurious spikes can occur when spike propagation is instantaneous. Then, we will introduce and study small delay (\( \Delta > 0 \)). We will make use of several approximations and inequalities in
our analysis of the LIF model, which will result in our final analytic expression for $\sigma_{\text{readout}}$ being an approximate upper-bound on the actual error.

**Readout error in the LIF model with no delays.** To understand how the readout error $\sigma_{\text{readout}}$ depends on small noise in the case of zero delay, we begin by describing the behavior of the population of membrane potentials under the dynamics of Eq 4 with delay $\Delta = 0$. To gain some intuition, let us first consider what the membrane potential dynamics look like if spiking is disabled, i.e., the firing threshold $T$ is taken to infinity. Importantly, the inhibitory terms $-\tau J_{\text{o}i}(t)$ and $-\tau \sum_{j \neq i} J_{ij}(t)$ are zero, and thus Eq 4 becomes the well-known Ornstein–Uhlenbeck (OU) process $[25]$. The stochastic process $V_i(t)$ after some time $t \gg \tau$ approaches a stationary Gaussian process distribution with a mean of $N/\lambda_V$ and a temporal autocovariance given by

$$\text{cov}(V_i(s), V_i(t)) := \langle (V_i(s) - \mathbb{E}(V_i(s)))(V_i(t) - \mathbb{E}(V_i(t))) \rangle$$

$$= \frac{\sigma^2}{2\lambda_V} \left( e^{-\frac{s}{\tau \lambda_V}} - e^{-\frac{t}{\tau \lambda_V}} \right).$$

Thus at any moment of time, the membrane potentials are distributed as a Gaussian packet of constant width

$$\sigma_{\text{OU}} := \frac{\sigma}{\sqrt{2\lambda_V}}.$$  

and over a mixing time scale of $\tau/\lambda_V$, the membrane potentials diffuse and forget their past values due to the external noise. Note that we are interested in analyzing continuously operating networks, thus these stationary statistics will be relevant in our analysis.

Next, let us consider reintroducing the effects of spiking, returning to the original dynamics of Eq 4 with delay $\Delta = 0$. We consider any initial condition in which the membrane potentials are all subthreshold with $V_i(0) < T, \forall i$. As the membrane potentials travel toward threshold, driven by strong input current $I_i(t) = N$, the top membrane potential will reach threshold first and spike. Importantly, this spike instantly, simultaneously, and uniformly inhibits all membrane potentials. Thus only the mean membrane potential is decremented, but the relative positions of the membrane potentials are preserved—i.e., the entire distribution is shifted lower by a constant value. Thus, this observation reveals a simple overall behavior: the membrane potentials are traveling in a Gaussian packet of constant width, with the entire packet being periodically decremented each time the top neuron in the packet reaches threshold and fires a spike.

With this membrane potential packet dynamics in mind, we will first quantify the spike-time variability of the first spike. It is important to understand this spike-timing variability as it contributes directly to the readout error $\sigma_{\text{readout}}$ as we shall see below. We first start by considering the simplifying case of small $\lambda_V \ll 1$. This limit affords two useful simplifications: (1) the membrane potentials fluctuate slowly within the Gaussian packet, with long mixing time-scale $\tau/\lambda_V$ (Eq 15), and thus the same neuron repeatedly wins the race toward threshold (Fig 3a), and (2) the threshold-crossing time of this neuron is well-approximated by the first-passage time of ordinary Brownian motion with drift, as Brownian motion is simply an OU process with $\lambda_V = 0$. Thus on time-scales shorter than the long mixing time $\tau/\lambda_V$, we need only consider the dynamics of the neuron with the top membrane potential in the packet, as opposed to the entire population. Hence, we can express spike-time variability as random interspike interval durations, which are drawn from the Brownian motion first-passage time distribution. Importantly, the statistics of the first-passage time $t_{fp}$ for Brownian motion are
known [26]. For a particle undergoing Brownian motion with time constant $\tau$, noise $\sigma$, drift $\mu$, initial position $x_0$, and the goal of reaching a threshold $\theta$, the mean and variance of its first-passage time are

$$h_{fp} = \frac{\langle \hat{x}(t) \rangle - x_0}{\theta}$$

and

$$h_{(h_{fp})^2} = \frac{\langle (\hat{x}(t) - \langle \hat{x}(t) \rangle)^2 \rangle}{\theta^2}.$$  

In our case, the dynamics of the top membrane potential have time constant $\tau$, noise $\sigma$, drift $I_i(t) = N$, initial membrane potential of $1/2$, and the goal of reaching the threshold $T = 1/2$. This yields the moments $h_{fp} = \frac{1}{N}$ and $h_{(h_{fp})^2} = \frac{\sigma^2}{N\theta^2}$.

Now, to work toward calculating $\sigma_{\text{readout}}$, which involves integrating $\hat{x}(t)$ over time, we start by considering the readout $\hat{x}(t)$ at a particular time $t$, under the influence of the spike-time variability we just quantified for small $\lambda_V$. Recall that the readout $\hat{x}(t)$ is a uniform sum ($w_i = 1$) of instantaneous firing rates $r_i(t)$ (Eq 2) and that the firing rates $r_i(t)$ are simply leaky integrations of the spike-trains $\alpha_i(t)$ (Eq 1). Thus we can write the readout $\hat{x}(t)$ as a sum of decaying exponentials, with one exponential for each spike-time $t_k$ in the past:

$$\hat{x}(t) = \frac{1}{N} \sum_{k=1}^{\infty} e^{-\frac{\lambda_V}{\tau}}.$$  

Fig 3. LIF model with zero delay. (a) Spike raster plots from simulations ($N = 32$) for three different values of the membrane potential leak $\lambda_V$. Notably, for small $\lambda_V$, we observe long runs in which the same neuron repeatedly spikes. Thus in the small $\lambda_V$ limit, the next spike time is well-approximated by considering only the possibility that the same neuron spikes again. (b) Readout $\hat{x}(t)$ (blue) and its deviation $\hat{x}(t) - \langle \hat{x}(t) \rangle$ (light blue shaded) from the mean $\langle \hat{x}(t) \rangle$, for a single interspike interval. The variations in interspike interval durations accumulate to produce a variation in the readout with standard deviation $\frac{\sigma}{\sqrt{2N}}$ using the approximation from (a). (c) Readout error $\sigma_{\text{readout}}$ as a function of noise $\sigma$ for different values of $\lambda_V$. Integrating the deviation illustrated in (b) across time yields the readout error in the small $\lambda_V$ limit, Eq 19 (black). Simulations (dots on dashed lines, $N = 64$) with larger $\lambda_V$ are upper-bounded by Eq 19.
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where $\Delta t_k := t - t_k$. Recalling that the interspike interval durations are random variables drawn from the first-passage time distribution, we recognize that the $\Delta t_k$ are also random variables, which are simply the sum over past interspike interval durations, $t_{fp}^j$:

$$\Delta t_k = t - t_k + \sum_{j=1}^{k-1} t_{fp}^j. \quad (18)$$

Now importantly, although the interspike interval durations $t_{fp}^j$ themselves are independent because the repeatedly-spiking top neuron always starts afresh at its reset potential after spiking and carries no history of the rest of the membrane potentials, we note that in contrast, the $\Delta t_k$ are correlated random variables because $\Delta t_l$ contains all the terms in $\Delta t_k$, $\forall l > k$. ($\Delta t_l$ contains all the terms in $\Delta t_1$, $\Delta t_2$ contains all the terms in $\Delta t_3$ and $\Delta t_1$, and so on.) Thus we have in $\hat{x}(t)$ (Eq 17) an infinite sum of correlated random variables. To evaluate the statistics of $\hat{x}(t)$, in particular its variance which contributes to $\sigma_{\text{readout}}$, we make a simplifying approximation. Namely, by the central limit theorem, we take the sum $\sum_{j=1}^{k-1} t_{fp}^j$ in the $\Delta t_k$ (Eq 18) to be Gaussian because it contains many terms for most $k$ in the sum from $k = 1$ to $\infty$ in $\hat{x}(t)$ (Eq 17).

With this Gaussian approximation, the distribution of $\Delta t_k$ depends only on the mean and variance of $t_{fp}$, as opposed to the more complex non-Gaussian first-passage time distribution.

Using this Gaussian approximation, we can calculate the variance of $\hat{x}(t)$ in Eq 17 in the limit of small noise, and we do so for a particular point in time $t_{\text{mid}}$ halfway through a given interspike interval (illustrated in Fig 3b). We find that the variance in the readout $\hat{x}(t_{\text{mid}})$ is $\frac{\sigma^2_{\text{readout}}}{2N}$ (see Section A.3.1 Readout at a single point in time in S1 Appendix for a detailed calculation). Then finally to compute $\sigma_{\text{readout}}$ (Eq 3), we integrate the squared deviation of the readout over a long time interval in the same manner as we did for the soft-threshold model (c.f. the paragraph preceding Eq 10). Namely, we recognize that this long interval of integration is simply comprised of many individual interspike intervals, and within each interspike interval, the deviations $\hat{x}(t) - \langle \hat{x}(t) \rangle$, are related to the variable $\hat{x}(t_{\text{mid}})$, illustrated as a vertical shift of the readout $\hat{x}(t)$ in Fig 3b (note that $t_{\text{mid}}$ here does not denote a single instant in time, but rather refers to the time in the middle of a given interspike interval). And since we have quantified the distribution of $\hat{x}(t_{\text{mid}})$, we can perform the integration (see Section A.3.2 Mean readout error in S1 Appendix for details), which yields:

$$\sigma_{\text{readout}} = \frac{1}{N} \sqrt{\frac{1}{12} + \frac{\sigma^2_{\text{readout}}}{2}}. \quad (19)$$

We compare this expression to simulations, and we find empirically that it matches well for small $\lambda_V$ (Fig 3c, $\lambda_V = 0.01$); this is to be expected because we used the simplifying case of small $\lambda_V \ll 1$ in our derivation of Eq 19. However, importantly, releasing the assumption that $\lambda_V$ is small, we find empirically that Eq 19 also serves as an upper-bound for general $\lambda_V$ (Fig 3c, $\lambda_V = 0.1, 1, 10$).

**Readout error in LIF model with delays.** Next, we build upon our analysis for zero delay $\Delta = 0$, and calculate the readout error $\sigma_{\text{readout}}$ for small delay $\Delta > 0$. The primary additional effect from the introduction of nonzero delay $\Delta$ is the possibility of spurious spikes. Spurious spikes increase the readout error $\sigma_{\text{readout}}$ as we have seen in the soft-threshold model. Similarly, for the LIF model, we would like to quantify the statistics of spurious spikes and their contribution to the readout error $\sigma_{\text{readout}}$.

To calculate the statistics of spurious spikes, recall from our analysis for zero delay $\Delta = 0$ that the membrane potentials travel in a Gaussian packet of width $\sigma_{\text{OU}}$ (Eq 16) toward threshold, and eventually a top neuron in the packet reaches threshold and fires a spike. (See Section
A.4.1 Mean number of spurious spikes in S1 Appendix for details on how small delays merely widen this packet slightly.) Then, during the spike propagation delay $\Delta$, the other membrane potentials continue to travel toward threshold, and may fire extra, spurious spikes. We can estimate the mean number of spurious spikes during $\Delta$ by considering the tail of the approximately Gaussian membrane potential packet impinging upon threshold (Fig 4a).

The position of the Gaussian packet at the time of the first spike can be estimated via the condition that the tail probability above threshold $T$ of the Gaussian packet is $1/N$, so that out of $N$ neurons the expected number of neurons to spike is 1 (Fig 4a, top). This tail probability condition approximately determines the location of the packet’s mean value $\bar{V}$ via the condition

$$\frac{1}{N} = \int_T^\infty \frac{1}{\sqrt{2\pi} \sigma_{\text{OU}}} e^{-\frac{(V-\bar{V})^2}{2\sigma_{\text{OU}}^2}} dV.$$  

This condition can be solved to yield the approximate location of the mean $\bar{V}$ at the time of the first spike:

$$\bar{V} = T - \sqrt{2}\sigma_{\text{OU}} \text{erfc}^{-1}\left(\frac{2}{N}\right),$$

where $\text{erfc}^{-1}$ is the inverse complementary error function.

Now we consider the mean number of extra spurious spikes that will occur in the time $\Delta$ after this first spike. Note that during this time, the Gaussian packet is moving up towards threshold at rate $N/\tau$. Thus over a time $\Delta = \delta/N$ all membrane potentials in the range $T - \delta/\tau$ to $T$ will further cross threshold (Fig 4a, bottom). Thus we can compute the mean number of spurious spikes $\lambda$ by integrating the density of membrane potentials within this range:

$$\lambda = N \int_{T-\delta/\tau}^{T} \frac{1}{\sqrt{2\pi} \sigma_{\text{OU}}} e^{-\frac{(V-\bar{V})^2}{2\sigma_{\text{OU}}^2}} dV.$$  

(22)

Importantly, we recover the intuition that increased noise reduces the number of spurious spikes. Basically, increasing $\sigma$ corresponds to larger $\sigma_{\text{OU}}$, i.e. a wider packet, which in turn reduces the total density of membrane potentials in the range $T - \delta/\tau$ to $T$ that are ready to cross threshold after the first spike occurs. This can be readily understood by inspecting the leading-order expression for Eq 22 for small $\delta/\tau$, which is

$$\lambda \approx c(N) \frac{\delta/\tau}{\sigma_{\text{OU}}},$$

(23)

where $c(N) = \frac{2e^{\text{erfc}^{-1}(2/N)^2}}{\sqrt{2\pi}}$ is a coefficient that grows sub-logarithmically with $N$, $c(N) = O(\log(N))$. Thus interestingly, the total number of neurons $N$ does not contribute strongly to the mean number of spurious spikes $\lambda$. Finally, since we are considering high-performing networks with a small mean number of spurious spikes ($\lambda \ll 1$), we expect the number of spurious spikes to be well approximated by a Poisson distribution—the independent probability of each neuron crossing threshold during the delay gives rise to a binomial distribution for the number of spurious spikes, and a binomial distribution with a large number of trials and small per-trial probability (as is the case here) is well-approximated by a Poisson distribution. This completes our characterization of the spurious spike statistics.

Lastly, to calculate the readout error $\sigma_{\text{readout}}$, we integrate the squared deviation in the read-out $\hat{x}(t)$ across time, taking into account fluctuations due to: (1) spike-time variability from noise, which we isolated and quantified by analyzing the zero-delay case, and (2) the spurious
Fig 4. LIF model with nonzero delay. (a) Calculation of the number of spurious spikes. For a nonzero noise level $\sigma$, the membrane potentials travel in a Gaussian packet with density $P(V, t)$ (blue, top left) toward threshold (vertical red dotted line). The typical position of the packet at the time $t$ when the first neuron spikes is determined by ensuring the tail probability (red, shaded area) above threshold equals $1/N$. During the spike propagation delay $\Delta$, the Gaussian packet continues traveling toward threshold (blue, bottom left), and the mean number of spurious spikes $\lambda$ is given by the additional probability density that crosses threshold (yellow, shaded area). A larger noise level $\sigma_2$ spreads out the Gaussian packet (green, right), thus reducing $\lambda$. (b) Readout $\hat{x}(t)$ (blue) and its deviation $\hat{x}(t) - \langle \hat{x}(t) \rangle$ (light blue shaded) from the mean $\langle \hat{x}(t) \rangle$. Similar to Fig 3b, the accumulated spike-time variation creates fluctuations in $\hat{x}(t)$ with standard deviation upper-bounded by $\frac{\lambda}{\sqrt{2}}$, but in addition, spurious spikes introduce a Poisson variation in the readout with standard deviation $\sqrt{\lambda}$. (c) Integrating the deviations illustrated in (b) yields an approximate upper-bound for $\sigma_{\text{readout}}$. Eq 24 (blue). Conceptually, $\sigma_{\text{readout}}$ receives contributions from noise (Eq 24 without the $\lambda$ term; yellow, dashed), and synchronous spurious spikes (Eq 24 without the $\frac{\lambda}{\sqrt{2}}$ term; green, dashed). (d) Readout error $\sigma_{\text{readout}}$ for varying levels of noise. For zero delay (top), noise is not necessary to prevent spurious spikes, and thus it strictly increases $\sigma_{\text{readout}}$. For non-zero delays (bottom), $\sigma_{\text{readout}}$ has a U-shaped dependence on $\sigma$, and an optimal noise level $\sigma^*$ exists. The dots/squares on dashed lines represent $\sigma_{\text{readout}}$ from simulations ($N = 64$), and solid lines are Eq 24, with the region below shaded, indicating upper-bound. Blue signifies $\lambda_V = 0.1$; yellow $\lambda_V = 1.0$. 
spikes that we just characterized (Fig 4b). Evaluating the integral for $\sigma_{\text{readout}}$ with the composition of these fluctuation sources (see Section A.4.2 Mean readout error in S1 Appendix for details), we obtain the approximate upper-bound

$$\sigma_{\text{readout}} \lesssim \frac{1}{N} \left( \frac{1}{12} + \frac{\sigma^2}{2} + \lambda \right),$$

(24)

to leading order in $\sigma$ and $\lambda$. Importantly, in this calculation we have used the fact that our result for $\sigma_{\text{readout}}$ in the zero-delay case (Eq 19) was an approximate upper-bound (for general $\lambda_V$, Fig 3c). Also we observed empirically that our calculation for the mean number of spurious spikes $\lambda$ (Eqs 20 to 22) is an approximate upper-bound as well (see Section A.4.1 Mean number of spurious spikes in S1 Appendix). Thus the composition of these bounds on sources of fluctuation in turn provides an approximate upper-bound on readout error in Eq 24. A plot of our theory for the readout error as a function of noise $\sigma$ for a fixed nonzero delay $\delta$ is shown in Fig 4c. We see that the readout error displays a non-monotonic dependence in the noise level $\sigma$, which arises as a trade-off between two competing effects. First, increasing noise contributes to increasing error through added spike-time variation through the middle term in Eq 24. But increasing noise $\sigma$ also leads to a smaller mean number $\lambda$ of spurious spikes through desynchronization of the population (see Eqs 23 and 16). This trade-off between reducing spike time variation and preventing spike synchronization leads to an optimal level of noise $\sigma^\ast$.

We compare our approximate upper-bound for the readout error $\sigma_{\text{readout}}$ against simulations, and we empirically observe that it indeed bounds the error and reproduces the expected dependence on $\sigma$ and $\delta$ (Fig 4d). Further, we numerically minimize Eq 24 (with higher-order terms, see Eq S91 in S1 Appendix) to obtain an approximate upper-bound for the minimal error $\sigma_{\text{readout}}^\ast$ and an estimate for the associated optimal noise level $\sigma^\ast$ for a given delay $\delta$ (Fig 4e). Numerically differentiating our calculated $\sigma_{\text{readout}}^\ast$ and $\sigma^\ast$ with respect to $\delta$ (see Section A.4.2 Mean readout error in S1 Appendix), we find that they grow as

$$\sigma_{\text{readout}}^\ast \lesssim (\delta / \tau)^{2/3},$$

(25)

and

$$\sigma^\ast \sim (\delta / \tau)^{1/3}.$$  

(26)

Here, the growth of the minimal error $\sigma_{\text{readout}}^\ast$ (Eq 25) matches that of the soft-threshold model (Eq 12). And furthermore, the growth of the associated optimal noise level $\sigma^\ast$ also matches that of the soft-threshold model—the noise level in the soft-threshold model is the standard deviation of the time-to-spike, $\lambda$, and Eq 11 implies that $\lambda_{\rho} \sim (\delta / \tau)^{1/3}$.

**Discussion**

In summary, we studied coding fidelity in tightly balanced networks of spiking LIF neurons with small noise and delays by analyzing the standard deviation $\sigma_{\text{readout}}$ of a simple linear read-out for a slowly-varying 1-D scalar dynamical variable. In contrast to previous works studying noise and delays in complex neural models chiefly via computer simulations, our work obtains
a richer understanding by examining two simple noise modalities, the soft-threshold model and the LIF model, with simple finite transmission delays and deriving analytical expressions for the readout error $\sigma_{\text{readout}}$ as a function of noise level and delay, revealing a power-law dependence on delay for the optimal noise level $\sigma^*$ and minimal readout error $\sigma_{\text{readout}}^\ast$.

For the soft-threshold model, we derived exact expressions (Eq 10) for $\sigma_{\text{readout}}$ as a function of the delay and the superthreshold probabilistic spiking rate $\rho$, which we reparameterized as $\lambda$, the mean number of spurious spikes during a spike propagation delay—equivalent to an inverse noise level. For a given delay, we recovered the characteristic U-shaped dependence of $\sigma_{\text{readout}}$ on $\lambda$ (Fig 2). Minimizing our expression for $\sigma_{\text{readout}}$ with respect to $\lambda$, we found that the optimal $\lambda^*$ grows with the delay as $(\delta/\tau)^{2/3}$ and the associated minimal $\sigma_{\text{readout}}^\ast$ grows with the delay as $(\delta/\tau)^{2/3}$ (Eqs 12 and 11).

For the LIF model, we characterized the dynamics of the membrane potentials as a Gaussian packet from an OU process impinging upon the threshold, and we derived an approximate upper-bound for $\sigma_{\text{readout}}$ as a function of small noise and delays. Again, we recovered the characteristic U-shaped dependence of $\sigma_{\text{readout}}$ on noise level (Fig 4). Minimizing our approximate upper-bound for $\sigma_{\text{readout}}$, we found that $\sigma_{\text{readout}}^\ast$ grows with delay as $(\delta/\tau)^{2/3}$ and the approximate optimal noise level $\sigma^*$ grows as $(\delta/\tau)^{1/3}$ (Eqs 25 and 26). The behavior of $\sigma_{\text{readout}}^\ast$ matches that of the soft-threshold model, and the behavior of $\sigma^*$ matches the behavior of $\lambda^*$ in the soft-threshold model, when $\lambda^*$ is converted to a noise level.

Our hope is that our analytical results help quantitatively elucidate the fundamental mechanisms underpinning the beneficial role of noise in the presence of delays and provide a foundation for further analysis of more complex neural models. Indeed, our analytical results shed light on previous observations in simulations of more complex models, and they naturally suggest future directions of investigation. For example, in a neural model with more biophysical details than we consider in our work, [11] observes that the optimal noise level increases weakly with population size $N$, but the mechanisms underlying this phenomenon are not discussed. Interestingly, we can inspect our expression for the mean number of spurious spikes $\lambda$ (Eq 23), and note that it has a coefficient $c(N)$ that grows sub-logarithmically with population size $N$. Thus as population size $N$ grows, with all else held constant, the mean number of spurious spikes $\lambda$ increases weakly with $N$. To mitigate this increase, one expects a corresponding weak increase in the optimal noise level $\sigma^*$ (which then widens the membrane potential packet to compensate for the increased coefficient $c(N$) in the number of spurious spikes $\lambda$, Eq 23), just as [11] observes in simulations. Indeed, studying the parameter $\lambda$, the mean number of spurious spikes during a propagation delay, could yield fruitful insight in such computational studies.

**Generality and future directions**

**More complex dynamics.** We derive our results in the context of encoding a slowly-varying input, but our results may also apply to emulating a slowly-varying dynamical system. Indeed, the predictive coding framework [7] provides a formulation to map an arbitrary linear dynamical system to the connectivity of a network of spiking LIF neurons. To understand how our results relate to this more general task, we note that in the predictive coding framework, efficient coding is facilitated by a set of fast, instantaneous synapses, whereas the underlying linear dynamical system is facilitated by a set of slow synapses with finite-timescale dynamics. Importantly, when small axonal transmission delays are introduced, the fast synapses undergo a major change—they go from instantaneous to non-instantaneous. And in contrast, the slow synapses undergo a relatively minor change—they are now slightly delayed, in addition to already being slow. Thus the main contribution of delay to modifying the dynamics of such networks [7], should arise primarily from the effect of the delay on the fast, not the slow.
synapses. It is precisely the effect of delay on fast synapses which we treat in our analysis here. Thus, our results could be used to describe the leading-order degradation due to delays in the more general scenario of emulating a linear dynamical system, with slowly-varying dynamics. We also note that the predictive coding framework [7] can be extended to emulate non-linear dynamical systems [27]; the non-linear dynamics are also facilitated by slow synaptic connections, and thus our approach may be extended to this setting as well, again by capturing the leading-order effect of delays on the fast synapses.

And while we consider encoding a positive, one-dimensional scalar signal, our results can also apply to encoding an arbitrary $D$-dimensional vector in $\mathbb{R}^D$. Importantly, when coding for a $D$-dimensional signal in the predictive coding framework [7], each neuron codes for some direction in $\mathbb{R}^D$. And when the coding error grows in any particular direction, the subpopulation of neurons tuned for that direction compete to spike and correct the error. Thus, our calculations may be adapted to approximately describe this scenario by replacing the parameter $N \rightarrow N_{\text{eff}}$, where $N_{\text{eff}}$ is the size of the effective subpopulation actively participating in coding any particular direction.

However, for coding signed signals, we note that our analysis for positive-only coding directions ($w_i = 1, \forall i$) leaves out the possibility of a detrimental ping-pong effect. That is, if one of the neurons has a negative coding direction (if $w_i = -1$ for some $i$), a spike from a positively-coding neuron excites the negatively-coding neuron (and vice versa), which can initiate a volley of spurious synchronous spikes. Naturally, the ping-pong effect also arises when neurons have antipodal coding directions in $\mathbb{R}^D$. But importantly, the ping-pong effect can be mitigated by introducing an auxiliary coding dimension to eliminate antipodal neurons [7], increasing the firing threshold, or by simply removing the problematic excitatory connections that support the ping-pong effect [28], and then our analysis still holds.

And finally for completeness, while in our analysis we considered encoding the particular constant input signal $x(t) = 1$, we can see how our analysis can also apply to slowly time-varying signals by considering encoding an input signal $x(t) = a$, where $a$ is an arbitrary $O(1)$ positive constant. Repeating the derivations presented in our analysis, but with the input $x(t) = a$, yields an approximate upper-bound on the readout error $\sigma_{\text{readout}}$, analogous to Eq 24, for when a slowly-varying signal has value $a$. For the LIF model, the current $I_f(t)$ (Eq 6) obtains an additional factor of $a$, and consequently the lower limit in the integral for the mean number of spurious spikes $\lambda$ (Eq 22) becomes $T - a T$. Intuitively, a small input current (small $a$) results in fewer membrane potentials reaching threshold during the spike propagation delay, and thus fewer spurious spikes occur; and vice-versa for a large input current (large $a$). As a corollary, the optimal noise level increases monotonically with $a$, as additional noise is only beneficial insofar as it counteracts increased pathological synchronization. Thus, for example, one could use our analysis to calculate a single noise level that performs well overall for an arbitrary slowly-varying input signal by averaging across the signal’s distribution, or one could introduce an adaptive mechanism that dynamically tunes the noise level to optimal, depending on the network’s estimate $\hat{x}(t)$. However, importantly, we note that if one chooses to simply fix the noise level to the optimal noise level associated with a particular input value, say e.g., $a = a_{\text{max}}$, then our approximate upper bound for the readout error (Eq 24, with $x(t) = a_{\text{max}}$ used in preceding derivations) still upper-bounds the readout error for when the input signal is less than $a_{\text{max}}$—for values less than $a_{\text{max}}$, there is simply more noise than is necessary to optimally desynchronize the network. Hence, the optimal noise level associated with $a_{\text{max}}$ facilitates the aforementioned readout error bound for any slowly-varying input signal bounded by $a_{\text{max}}$.

**Other forms of heterogeneity.** We studied the soft-threshold and membrane noise as specific mechanisms that can provide beneficial heterogeneity in spike-times which can
prevent pathological synchronization leading to excess spurious spikes. However, other mechanisms may provide such a beneficial heterogeneity as well. As a first example, consider again coding for \( D \)-dimensional signals. In high dimension \( D \gg 1 \), one can choose the neural coding directions in the predictive coding framework [7] such that few neurons are similarly-tuned. For example, if each neuron were allocated a random coding direction in \( \mathbb{R}^D \), the typical cosine angle between the tuning, or coding directions, of any pair of neurons would be \( O(1/\sqrt{D}) \), while number of neurons could become exponential in \( D \) before the maximal cosine angle between the coding directions of any pair of neurons exceeds a given \( O(1) \) threshold. With such a choice, the size \( N_{\text{eff}} \) of the effective subpopulation actively competing to correct the error in any particular direction becomes small, because few neurons are similarly tuned—there are fewer redundantly-coding neurons and thus a lesser propensity for spurious spikes, which improves coding fidelity. However, we note that details such as refractory period become important here, because the minimal subpopulation that codes nearest the direction of the error cannot spike continuously, thus other neurons with nearby coding directions must be recruited, expanding the active subpopulation. The beneficial effects of reduced redundancy for coding high-dimensional signals in the presence of delays has been observed in simulations [28], and extending our results to treat the details of particular choices of neural coding directions is an interesting future direction.

Many other sources of additional heterogeneity exist. For example, synaptic failures [1] provide a tunable source of noise—synapses are in general unreliable, but redundant synapses can be added to increase reliability, or different synapse morphologies can be used to achieve different levels of reliability. Indeed, synaptic failures have been observed to benefit coding in the presence of delays [11]. Modified spiking dynamics can also foster heterogeneity, such as the L2 penalty described in [7, 11, 12] where neurons self-reset themselves more strongly than they inhibit others, encouraging more diverse neural activity. Heterogeneous temporal filters have been shown to benefit efficient coding in spiking neural networks as well [29]. Imprecise connectivity, i.e., adding a frozen noise to the connectivity in Eq 5, can also provide a beneficial heterogeneity via chaotic fluctuations [30, 31] and has been observed to do so in the rate-version of the predictive coding framework [15]. Other biophysical details, such as refractory periods, distribution of transmission delays, distribution of synaptic dynamics, distribution of leak \( \lambda \), and per-neuron membrane noise levels, could all serve to provide spike-timing heterogeneity in a manner that prevents excess synchronization and spurious spikes. Our work provides a foundation upon which these mechanisms can be further studied in an analytic framework. More generally, our work reveals a conceptual framework whereby spike-timing heterogeneity, originating from either single neuron noise, imprecise connections, network level chaos, or other sources, can endow spiking neural networks with superior computational capabilities in the presence of transmissions delays, by preventing the build up of pathological synchrony.
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A Supporting derivations

A.1 Models
We consider a network of $N$ leaky integrate-and-fire neurons whose membrane potentials undergo the dynamics

$$\tau \dot{V}_i(t) = -\lambda V_i(t) + N - \tau o_i(t) - \tau \sum_{j \neq i} o_j \left( t - \frac{\delta}{N} \right) + \sqrt{\tau \sigma} \eta(t),$$

(S1)

neuron $i$ emits a spike when $V_i > \frac{1}{2}$.
\( V_i \) is the \( i^{th} \) neuron's membrane potential, "\( \cdot \)" indicates a time derivative, \( \lambda_V \) controls the strength of the leak, \( N \) is the input current, \( o_j(t) \) is the \( j^{th} \) neuron's spike train (represented as a sum of Dirac \( \delta \) functions), \( \Delta = \frac{\delta}{\tau} \) is the spike propagation delay, \( \sigma \) controls the noise level, \( \eta_i \) are independent Wiener processes, and the firing threshold is \( \frac{1}{2} \). Note that neurons self-reset instantaneously to \( V_i = -\frac{1}{2} \). Note that the power of the time scale \( \tau \) is chosen to ensure that each term in Eq. (S1) has the same units as membrane voltage, which here we take to be dimensionless. To see this note that a \( \delta \)-function has units of inverse time (so multiplying any spike train \( o_i(t) \), which is composed of \( \delta \)-functions, by \( \tau \) makes these terms dimensionless) and note that the Wiener process \( \eta_i(t) \) obeys \( \langle \eta_i(t) \eta_j(t') \rangle_t = \delta_{ij} \delta(t-t') \), implying that \( \eta_i(t) \) itself has units of inverse square root of time. Thus we multiply the last term by \( \sqrt{\tau} \) to ensure that the standard deviation \( \sigma \) has the same units as the dimensionless membrane voltage. Finally, note the leak term \( \lambda_V \) is also dimensionless.

Our goal is to derive an expression that describes the readout error, which we define as the standard deviation \( \sigma_{\text{readout}} \) of the readout \( \hat{x}(t) \), as a function of the number of neurons \( N \), the delay \( \delta \), and the noise level \( \sigma \).

\[
\hat{x}(t) = \frac{1}{N} \sum_{i=1}^{N} r_i(t) \quad (S2)
\]
\[
\tau \dot{r}_i(t) = -r_i(t) + \tau o_i(t) \quad (S3)
\]
\[
\sigma_{\text{readout}} = \sqrt{\left\langle \left( \hat{x}(t) - \langle \hat{x}(t') \rangle_{t'} \right)^2 \right\rangle_t} \quad (S4)
\]

We derive our central result—an approximate upper-bound for \( \sigma_{\text{readout}} \) in the \( \delta \ll \tau \) limit—in Subsection A.4. But before tackling the full complexity of this system, we study a simpler system that exhibits the same noise tradeoff in the presence of delay: a tight-balance network of soft-threshold neurons. For this soft-threshold dynamics, we derive an exact expression for \( \sigma_{\text{readout}} \) in the large \( N \), small delay \( \delta \ll \tau \) limit. The neurons undergo the dynamics

\[
\tau \dot{V}_i(t) = N - \tau o_i(t) - \tau \sum_{j \neq i} o_j(t - \Delta),
\]

neuron \( i \) emits spikes with probability rate \( \rho(V_i) = \begin{cases} \rho, & V_i > \frac{1}{2} \\ 0, & V_i \leq \frac{1}{2} \end{cases} \) \( (S5) \).

To understand the behavior of this model, consider a simple situation where the membrane voltages \( V_i \) of all the neurons are the same and equal to 0, as would be the case when there is no external input, and if there were an additional leak term to ensure all membrane potentials decay to 0. Then suppose the external input equal to \( N \) is turned on at time \( t = 0 \). All the membrane potentials will rise linearly at a rate \( N/\tau \) and become superthreshold when they reach \( V_i = \frac{1}{2} \) together at the same time \( \tau/2N \). The entire population will remain superthreshold until the first neuron in the network spikes. Below, we will denote the time interval from the simultaneous superthreshold crossing
time to the time of first spike by the random variable $t_{\text{first}}$. At this time $t_{\text{first}}$, the membrane potential of the first neuron to spike will be immediately reset (i.e. decremented by 1). The rest of the network however, will first receive inhibition from this initial spike only at time $t_{\text{first}} + \Delta$, due to the transmission delay $\Delta$. Of course during the entire time all membrane potentials are still increasing at a rate $N/\tau$ due to the external input. Thus, as long as the time $t_{\text{first}} + \Delta$ is less than $\tau/N$, the entire population will be subthreshold again after responding to delayed inhibition from the first spike. More generally, we refer to the interval of time between the entire population crossing above threshold and then returning to subthreshold as a superthreshold interval. The smallest this superthreshold interval can be is the $t_{\text{first}} + \Delta$, assuming the delayed inhibition from a single spike is sufficient to return the entire population to subthreshold state. Of course it could be longer if delayed inhibition from multiple spikes is required to return the entire population to a subthreshold state. As we see below, we will be working with short delays $\Delta$ and high enough superthreshold firing rates $\rho$ so that typically a single spike suffices.

To find interesting, high performing operating regimes of this model, we consider the statistics of spiking during a superthreshold interval. First, for any individual superthreshold neuron, the probability of emitting a spike in a short time interval of duration $dt$ is $\rho \times dt$, and the time to the next spike of that neuron is exponentially distributed with mean $1/\rho$. Thus the mean inter-spike interval (ISI) of a single super-threshold neuron is $1/\rho$. However, if all $N$ neurons cross threshold simultaneously, at some reference time $t = 0$, then the time $t_{\text{first}}$ to the first spike in the entire network is exponentially distributed with mean $1/N\rho$. Now if any individual neuron spikes, it can potentially immediately return to a subthreshold state through its own reset mechanism that decrements the membrane voltage by 1. However we will be operating in a large $N$ regime with a small number of neurons spiking between the first spike at $t_{\text{first}}$ and the first network wide inhibition due to that spike at time $t_{\text{first}} + \Delta$. So for large $N$ we can neglect the small number of neurons that may have returned to a subthreshold state due to their own spiking during this interval $[t_{\text{first}} \ldots t_{\text{first}} + \Delta]$, and simply assume all $N$ neurons are superthreshold during this interval. Thus the superthreshold network ISI, defined to be the mean interval between any successive pair of spikes occurring anywhere in the network, is $1/N\rho$. So during any part of the superthreshold interval of duration equal to the delay $\Delta$, the expected number of spikes to occur is a Poisson random variable with mean $\lambda = N\rho\Delta$. In order to ensure in the large $N$ limit that a large number of spikes do not impact the readout before the first spike has a chance to inhibit the network, we therefore choose $\Delta = \delta/N$ where $\delta$ is $O(1)$. This ensures that $\lambda = \rho\delta$ is $O(1)$, and so $O(1)$ spikes occur between the time the first spike occurs at $t_{\text{first}}$, and the time that spike first has a chance to inhibit the network at time $t_{\text{first}} + \Delta$. Also, with this scaling of the delay $\Delta$, the shortest possible superthreshold interval, on average is simply the sum of the mean of the time to first spike $t_{\text{first}}$ (which is $1/N\rho$) plus the delay (which is $\Delta = \delta/N$). During this mean time, the membrane voltages, which are still integrating at a rate $N/\tau$, rise
above threshold by an amount \( \frac{N}{\tau_\rho} \left( \frac{1}{\tau_\rho} + \frac{\delta}{\tau} \right) = \frac{1}{\tau_\rho} + \frac{\delta}{\tau} \). As long as this quantity is less than 1, then on average, delayed inhibition from a single spike is sufficient to end the superthreshold interval. This quantity will be less than 1 at small delays \( \delta \), and small mean time \( \frac{1}{\rho} \) to first spike in a single neuron, all relative to the single neuron integration time \( \tau \).

In summary, if the population first becomes superthreshold at a reference time \( t = 0 \), then: (1) the mean of the time \( t_{\text{first}} \) to the first network spike is \( \frac{1}{N\rho} \); (2) the mean time when the network first receives delayed inhibition from this first spike is \( \frac{1}{N\rho} + \frac{\delta}{\tau} \); (3) the mean number of extra, or spurious, network spikes during this delay period is \( \lambda = \rho\delta \); and (4) the final membrane voltage at the end of this period (right before the inhibition) is \( \frac{1}{\tau_\rho} + \frac{\delta}{\tau} \). We will focus our analysis on the following limits. First, in order to focus on regimes of good encoding performance with low error, we assume the mean excess number of spurious spikes \( \lambda = \rho\delta \ll 1 \). Second, for ease of analysis we focus on the regime in which once the network is superthreshold, a single spike can on average return the network to a subthreshold state, and moreover, the few neurons that do spike during the superthreshold interval and are reset, do not return to a superthreshold state before the rest of the network becomes subthreshold. For the first condition, we require \( \frac{1}{\tau_\rho} + \frac{\delta}{\tau} = \frac{\delta}{\tau} (\frac{1}{\lambda} + 1) \ll 1 \) which implies \( \frac{\delta}{\tau} \ll 1 \) since we are already assuming \( \lambda \ll 1 \). Furthermore, consider a neuron that fired during the superthreshold state and was immediately reset to a subthreshold state corresponding to a membrane voltage that is below threshold by an \( O(1) \) amount. Due to integration of the external stimulus at a rate \( \frac{N}{\tau_\rho} \) it will return to a superthreshold state within a time \( O(\frac{1}{N}) \). As long as the delay \( \Delta = \frac{\delta}{N} \) is much less than \( \frac{1}{\tau_\rho} \), the entire population will become subthreshold before this reset neuron becomes superthreshold again. Thus, in the combined limit \( \lambda \ll 1 \) and \( \delta \ll \tau \), the entire network operates in a simple fashion: all membrane potentials cross threshold together, a single first spike occurs, and then after a delay \( \Delta \) the entire network becomes subthreshold again. Then after a time \( O(\frac{1}{N}) \) all the membrane potentials cross threshold simultaneously again. Interestingly as we see below, performance is actually best when the network behaves in this fashion.

A.2 Readout error for the soft-threshold model

First, we integrate Eq. (S3) to write the readout at a given time \( t \) as a sum of exponential kernels from all spikes in the past.

\[
\tilde{x}(t) = \frac{1}{N} \sum_{k=1}^{\infty} e^{-\frac{\Delta t_k}{\tau}}.
\]  
(S6)

Here, \( \Delta t_k = t - t_k \) where \( t_k \) is the time of the \( k \)'th spike in the past from any neuron in the network. Note that the time between any successive pair of network spikes scales with \( N \) as \( O(1/N) \). To see this, consider two possible cases. First consider the case where the entire population is superthreshold, and a spike occurs. After a delay of \( \Delta = \delta/N \), this spike will inhibit the entire
network, causing the entire population to become subthreshold. However, before this happens, spikes can occur in any neuron at a rate \( N\rho \) and therefore the typical ISI between any pair of spikes that occur in the same superthreshold interval is \( O\left(\frac{1}{N\rho}\right) \). Now consider the the second case: the final spike in one superthreshold interval and the first spike in the next superthreshold interval.

The time interval between these two spikes decomposes into 3 parts: (1) the waiting time for network-wide inhibition to return to a subthreshold state; (2) the time it takes for the external stimulus to drive the population back to a superthreshold state; (3) the waiting time \( t_{\text{first}} \) for the first network spike to occur after becoming superthreshold. For (1), because we are working in a limit where a single spike can typically return the network to a subthreshold state, the waiting time for returning to a subthreshold state is at most the delay \( \Delta = \frac{\delta}{N} \) from the last spike (and is shorter if there were earlier spikes in the same superthreshold event before the last spike). For (2), we note that the mean number of spikes in a superthreshold event is \( 1 + \lambda \) (the first spike plus the mean number \( \lambda \) of spurious spikes). Each of these spikes will eventually decrement the membrane voltage by an \( O(1) \) amount. Because \( \lambda \ll 1 \), the membrane voltage of all neurons will never descend below threshold by more than an \( O(1) \) amount, and because the membrane voltages integrate the external drive at a rate \( \frac{1}{N\tau} \), they will recover to a superthreshold state in a time \( O\left(\frac{\tau}{N}\right) \).

Finally, for (3), the mean of the time \( t_{\text{first}} \) to the first network spike is \( \frac{1}{N\rho} \). Thus the sum of these 3 intervals is \( O\left(\frac{\delta}{N} + \frac{\tau}{N} + \frac{1}{N\rho}\right) \), and is overall \( O\left(\frac{1}{N}\right) \).

### A.2.1 Readout at a single point in time

In order to compute \( \sigma_{\text{readout}} \), we need to compute the standard deviation in \( \hat{x}(t) \) over a time window. To do so, we first compute the statistics of the readout at a particular point in time \( t_{\text{thres}} \), defined as the time when the entire network reaches threshold together. We denote the readout at this time by \( \xi := \hat{x}(t_{\text{thres}}) \).

To compute the mean and variance of \( \xi \), we need to understand the statistics of the past times \( \Delta t_k \) of all previous spikes, as these times contribute to the readout through Eq. (S6). Figure A shows a schematic for the trajectory of the population of membrane potentials undergoing the dynamics Eq. (S5). Assuming the neural population starts with initial conditions \( V_i = 0 \) \( \forall i \), the population reaches threshold together (the first threshold-crossing shown in the schematic). Let \( z_k \) denote the duration of time between this threshold crossing and the first spike anywhere in the network. As discussed above \( z_k \) is an exponentially-distributed random variable with mean \( \frac{1}{N\rho} \). Thereafter, there is a delay time \( \Delta = \frac{\delta}{N} \) during which the other \( N - 1 \approx N \) neurons remain superthreshold and continue to fire probabilistically. In a case where no extra spurious spikes occur, the rest of the membrane potentials rejoin the first-firing neuron’s membrane potential after receiving the inhibitory spike. The population then continues toward threshold, and the process repeats. Occasionally (due to our assumption of small \( \lambda \)) one (or more) spurious spikes may occur. For example, in the third superthreshold interval in Figure A, two spikes occur at times \( z_2 \) and \( z_3 \) after the time the population crosses threshold. Each of these spikes will decrement the membrane
voltage of all neurons by 1, and the entire population will recover arriving at the next superthreshold crossing over a time proportional to the total number of spikes in the previous superthreshold interval.

Figure A: Schematic for spike generation and readout error in the soft-threshold model. Top: the membrane potential dynamics Eq. (S5) generate a history of spike-times $\Delta t_k$ relative to the moment the membrane potentials reach threshold again, $t_{\text{thres}}$. The spike-times include variation $z_k$ from the probabilistic first-spike wait-time due to the soft threshold, and the possibility of spurious synchronous spikes during the delay $\Delta$. Bottom: integrating the readout deviation over $l$-spike events in the computation of $\sigma_{\text{readout}}$. $E(\xi)$, the mean readout at the time $t_{\text{thres}}$, is used as a reference point to compute the mean readout and the squared deviation from that mean, integrated over time.

For ease of exposition, let us first compute the mean and variance of $\xi$ in the limit of extremely small $\lambda$. In this limit, the most probable scenario by far in each superthreshold interval, is that only a single first spike occurs, with no
subsequent extra spurious spikes. Later we will consider corrections due to extra spurious spikes that become relevant at larger $\lambda$. In this small $\lambda$ limit, there is a one-to-one correspondence between individual spikes and the previous super-threshold crossing event of the population. We can use this correspondence to calculate the times $t_k = t_{\text{thres}} - \Delta t_k$ of the $k$ spike in the past. First, let $c_k$ be the time at which the population crossed threshold just before the time $t_k$ of the $k$’th spike in the past. Thus by the definition of $z_k$ we have $t_k = c_k + z_k$.

Furthermore note that for any $k$ the time between successive population super-threshold crossings obeys $c_k - c_{k+1} = \frac{\tau}{N}$. To see this, note that by definition, at time $c_{k+1}$ the membrane potentials are at threshold $V_i = \frac{1}{2}$. During the entire time from $c_{k+1}$ to $c_k$, the membrane potentials are rising at a rate $\frac{N}{\rho}$, but they also suffer a decrement of 1 when the neuron that spiked resets its own membrane potential and when the rest of the neurons receive delayed inhibition from this spike. This combination of integration at a constant rate $\frac{N}{\rho}$, plus a decrement of 1, implies the next time the population crosses threshold will be at time $c_k = c_{k+1} + \frac{\tau}{N}$. This constancy of the time between population superthreshold crossings then implies that $c_k = t_{\text{thres}} - k \frac{\tau}{N}$ and so $t_k = c_k + z_k = t_{\text{thres}} - k \frac{\tau}{N} + z_k$, and thus $\Delta t_k = t_{\text{thres}} - t_k = k \frac{\tau}{N} - z_k$.

Inserting this formula for $\Delta t_k$ into Eq. (S6), we obtain

$$\xi = \frac{1}{N} \sum_{k=1}^{\infty} e^{-\frac{k}{N} z_k}. \quad (S7)$$

We can see that $\xi$ is an infinite sum of uncorrelated random variables. Using the fact that the variables $\frac{z_k}{\rho}$ are exponentially distributed with mean $\frac{1}{N\rho\tau}$, we have

$$\mathbb{E}(e^{z_k}) = \frac{N\rho\tau}{N\rho\tau - 1} \approx 1 + \frac{1}{N\rho\tau} \quad (S8)$$

$$\text{var}(e^{z_k}) = \frac{N\rho\tau}{(N\rho\tau - 1)^2(N\rho\tau - 2)} \approx \left(\frac{1}{N\rho\tau}\right)^2, \quad (S9)$$

where the approximate expressions denote the terms to leading orders in $\frac{1}{N}$. We can sum the geometric series, using the independence of the $z_k$, to obtain

$$\mathbb{E}(\xi) = \frac{1}{N} \sum_{k=1}^{\infty} (e^{-\frac{k}{N}})^k \frac{N\rho\tau}{N\rho\tau - 1} \quad (S10)$$

$$= \frac{1}{N} \frac{N\rho\tau}{N\rho\tau - 1} \frac{1}{1 - e^{-\frac{k}{N}}} \quad (S11)$$

$$\approx 1 + \frac{(2 - \rho\tau)}{2\rho\tau} \frac{1}{N} + O\left(\frac{1}{N^2}\right) \quad (S12)$$

and
\[ \text{var}(\xi) = \frac{1}{N^2} \sum_{k=1}^{\infty} (e^{-\frac{2}{N}})^k \text{var}(e^{\frac{2k}{N}}) \]  
\[ = \frac{1}{N^2} \text{var}(e^{\frac{2}{N}}) \frac{e^{-\frac{2}{N}}}{1 - e^{-\frac{2}{N}}} \]  
\[ = \frac{1}{2\rho^2 \tau^2 \sqrt{3}} + O\left(\frac{1}{N^4}\right) \]  

We note some important properties of \( \mathbb{E}(\xi) \) and \( \text{var}(\xi) \). First, to leading order in \( \frac{1}{N} \), \( \mathbb{E}(\xi) = 1 \), which is expected for the constant stimulus \( x(t) = 1 \). The next leading order term in \( \mathbb{E}(\xi) \) decreases as \( O\left(\frac{1}{N}\right) \). Interestingly, in the limit of large \( \rho \), the subleading term approaches \( -\frac{1}{2N} \). This simple behavior can be understood as follows. In the large \( \rho \) limit, the network spikes very soon after it crosses superthreshold. This single spike increases the readout by exactly \( 1/N \). The readout subsequently decays at a rate \( \tau \) but within a time \( O(1/N) \) the membrane potentials recover to be subthreshold. By this time the readout has decayed to below 1 and is ready to be boosted to above 1 by the next spike. Thus, when we measure the readout specifically at the time the population has crossed threshold, before this next spike, the readout will tend to underestimate the input by an \( O\left(\frac{1}{N}\right) \) amount. In fact it zig-zags symmetrically about the correct value. In fact this zig-zag behavior of the readout cannot be reduced either by reducing delays (by reducing \( \delta \)) or reducing variability in the time to first spike (by increasing \( \rho \)); it remains when \( \delta = 0 \) and \( \rho \) is large.

Further note that the standard deviation of the readout at the time the population crosses threshold (i.e. \( \sqrt{\text{var}(\xi)} \) in Eq. (S15)) is \( O\left(\frac{1}{N^{1/2}}\right) \), and so is much smaller than the typical \( O(1/N) \) amplitude of the zig-zag behavior of the readout about the correct value. Thus the variability in spike timing does not contribute appreciable variance to the readout \( \xi \) at the single time \( t_{\text{thres}} \). This can be understood intuitively, as follows. First, the time to spike after a threshold crossing has variance \( O(1/N^2) \) because \( N \) neurons are racing to spike first. However, even though the decoder only integrates over a time scale \( \tau \), the network generates spikes at a rate that is \( O(N) \). Thus the decoder value \( \xi \) at time \( t_{\text{thres}} \) feels variability from the last \( O(N) \) spikes in the past; the variability in the timing of these spikes all contribute to the variance of the readout at \( t_{\text{thres}} \). The combination of \( O(N) \) spikes thus leads to an amplification of readout variance by a factor of \( N \) due to the addition law of variance of independent variables. But furthermore, the readout averages over \( N \) neurons leading to a multiplicative reduction of variance by \( 1/N^2 \). Thus the total variance of the readout at any fixed time \( t_{\text{thres}} \) due to the combination of decoder averaging, decoder integration, and network racing to first spike is \( O\left(\frac{1}{N^2} N \frac{1}{N^2}\right) = O\left(\frac{1}{N^4}\right) \).
Note that we have shown that the standard deviation of $\xi$, or the readout at time $t_{\text{thres}}$ is negligible and only $O(\frac{1}{\sqrt{N}})$ in the small $\lambda$ limit where only single spikes in any given superthreshold interval occur. Below, we will show that this conclusion still holds, even at larger $\lambda$ when multiple spikes could occur with appreciable probability in a single superthreshold interval.

### A.2.2 Mean readout error

So far, we have computed the mean and variance of the readout at a specific time $t_{\text{thres}}$. However, our fundamental goal is to compute the mean and variance of the readout across time. In doing so we will find that both the bias and the variance of the readout will be $O(1/N)$. To see this, consider integrating the readout across a long, contiguous time interval that starts at time $t = 0$ at the beginning of a superthreshold interval and that ends at the start of a much later superthreshold interval, at a time $t_{\text{end}} \gg \tau/N$. Then the mean readout is given by

$$\langle \hat{x}(t) \rangle_t := \frac{1}{t_{\text{end}}} \int_0^{t_{\text{end}}} \hat{x}(t) dt \quad (S16)$$

and with this definition, the bias of the readout is

$$\langle \hat{x}(t) \rangle_t - \langle x(t) \rangle_t = \langle \hat{x}(t) \rangle_t - 1.$$

The variance of the readout is given by

$$\sigma^2_{\text{readout}} := \frac{1}{t_{\text{end}}} \int_0^{t_{\text{end}}} (\hat{x}(t) - \langle \hat{x}(t) \rangle_t)^2 dt. \quad (S17)$$

Importantly, many superthreshold intervals occur in this long contiguous time interval from $t = 0$ to $t_{\text{end}}$. To see this, recall that each superthreshold interval contains $O(1)$ spikes because the mean number of spurious spikes $\lambda \ll 1$, and that a single spike inhibits the membrane potential population by 1. Thus after each superthreshold interval, it takes $O(1/N)$ time for the population to return to superthreshold because the membrane potentials are driven by an input current $N/\tau$. For $t_{\text{end}} \gg \tau/N$ then, many superthreshold intervals occur in the time between $t = 0$ and $t_{\text{end}}$.

Now, to evaluate Eq. (S16) and Eq. (S17), we wish to express the trajectory of $\hat{x}(t)$ during and between these superthreshold intervals. Thus it is useful to introduce the notion of an "event", which we define to be the interval of time from the beginning of a superthreshold interval to the beginning of the subsequent superthreshold interval. By definition, each event contains a single superthreshold interval at its beginning. During this superthreshold interval, recall that a random number $l + 1$ spikes occur, where $l$ is a Poisson random variable with mean $\lambda$. And after the superthreshold interval and before the end of the event, no further spikes occur since the population is subthreshold. Thus we can categorize events with the following nomenclature: events containing 1 spike are referred to as 1-spike events, events containing 2 spikes are referred to as 2-spike events, and so on. We can use this definition of event to simplify our primary task of integrating over the long time interval from $t = 0$ to $t_{\text{end}}$ in Eq. (S16) and Eq. (S17) because the trajectory $\hat{x}(t)$ can be represented as
a sequence of events—one event starting after another, stitched together—and thus the integrals in Eq. (S16) and Eq. (S17) can be subdivided into a sum of many smaller integrals, with one integral for the duration of each event. Let $M$ be the (large) number of events in the long time interval from $t = 0$ to $t_{end}$, then Eq. (S16) can be written as

$$\langle \hat{x}(t) \rangle_t = \frac{1}{t_{end}} \sum_{i=1}^{M} \mu_i$$ (S18)

where

$$\mu_i := \int_{t_i}^{t_{i+1}} \hat{x}(t) dt$$ (S19)

is the readout integrated from the $i$'th event’s beginning, $t_i$, to its end, $t_{i+1}$.

(The beginning of a subsequent event is the end of the preceding event, and the last event ends at time $t_{M+1} = t_{end}$.) Similarly, Eq. (S17) can be written as

$$\sigma_{\text{readout}}^2 = \frac{1}{t_{end}} \sum_{i=1}^{M} s_i$$ (S20)

where

$$s_i := \int_{t_i}^{t_{i+1}} (\hat{x}(t) - \langle \hat{x}(t) \rangle_t)^2 dt.$$ (S21)

Now we must compute the sums of $\mu_i$ and $s_i$ in Eq. (S18) and Eq. (S20), and to help us do so, we will take advantage of an important property of $\hat{x}(t)$ that we derived earlier. Namely, that the value of the readout at the time of threshold-crossing $\xi := \hat{x}(t_{\text{thres}})$ has $O(1/N^{3/2})$ fluctuations. Since we will soon see that the variance of the readout $\sigma_{\text{readout}}$ is $O(1/N)$, which is large compared to $O(1/N^{3/2})$, we can consider the value at the readout at threshold-crossing as effectively fixed at the value $E(\xi)$. And since every event begins and ends at threshold-crossings, the readout at the beginning and end of each event is effectively fixed at the value $E(\xi)$. Thus each $\mu_i$ and $s_i$ do not depend on the history of $\hat{x}(t)$—the value of the readout at the endpoints of integration in Eq. (S19) and Eq. (S21) are always $E(\xi)$ ($\hat{x}(t_i) = E(\xi), \forall i$), and the spike times in an event, relative to the start time of the event, are independent of all other events, as the superthreshold interval in the event produces spikes with spike-time distribution independent of other superthreshold intervals. Thus the $\mu_i$ are independent random variables and the $s_i$ are independent random variables. ($\mu_i$ is independent of $\mu_j$ and $s_j \forall j \neq i$, and $s_i$ is independent of $\mu_j$ and $s_j \forall j \neq i$; and of course, $\mu_i$ is correlated with $s_i \forall i$, because they are from the same event.)

With this independence, we are free to perform the sums in Eq. (S18) and Eq. (S20) in any order. We take advantage of this to group the events by their spike number, which we will see makes a further simplification. We write

$$\langle \hat{x}(t) \rangle_t = \frac{1}{t_{end}} \sum_{l=0}^{\infty} \sum_{i=1}^{M_{pl(l)} + O(\sqrt{M})} \mu_i(l)$$ (S22)
\[ \sigma_{\text{readout}}^2 = \frac{1}{t_{\text{end}}} \sum_{l=0}^{\infty} \left( M_p(l) + O(\sqrt{M}) \right) s_i(l) \]  

\text{(S23)}

where
\[ p(l) := \frac{\lambda^l e^{-\lambda}}{l!} \]

\text{(S24)}
is a Poisson distribution with mean \( \lambda \)—the probability for an event to have \( l + 1 \) spikes. Here, we have written that there are \( M_p(l) + O(\sqrt{M}) \) \((l+1)\)-spike events for each \( l = 0, 1, \ldots \) because the number of \( l + 1 \) spike events is a random variable with mean \( M_p(l) \) and a deviation of order \( O(\sqrt{M}) \), as \( M \) is large, and we have defined the random variables \( \mu_i(l) \) and \( s_i(l) \) to have the same distribution as \( \mu_i \) and \( s_i \), but conditioned on the number of spikes in the event \( i \) being \( l + 1 \). (The \( O(\sqrt{M}) \) deviation can be intuitively understood as the standard deviation from a binomial distribution, where a successful trial is an event having \( l + 1 \) spikes, and a failure as having any other number of spikes.) Importantly, each \( \mu_i(l) \) and \( s_i(l) \) maintain independence from the other events because the conditional distribution is simply nomenclature. Since the \( \mu_i(l) \) are independent random variables, we recognize the sum \( \sum_{i=1}^{\infty} M_p(l) + O(\sqrt{M}) \mu_i(l) \) as an expectation value \( \langle \mu_i(l) \rangle_i \) times \( M_p(l) + O(\sqrt{M}) \), where the angle brackets \( \langle \cdot \rangle \) denote average over the distribution of \( \mu_i(l) \). A parallel argument holds for \( s_i(l) \), and we can write

\[ \langle \dot{x}(t) \rangle_t = \frac{1}{t_{\text{end}}} \sum_{l=0}^{\infty} \left( M_p(l) + O(\sqrt{M}) \right) \langle \mu_i(l) \rangle_i \]  

\text{(S25)}

\[ \sigma_{\text{readout}}^2 = \frac{1}{t_{\text{end}}} \sum_{l=0}^{\infty} \left( M_p(l) + O(\sqrt{M}) \right) \langle s_i(l) \rangle_i \]  

\text{(S26)}

which distills our task down to calculating \( \langle \mu_i(l) \rangle_i \), \( \langle s_i(l) \rangle_i \), and \( t_{\text{end}} \).

Since we had replaced the integral over the long time interval from \( t = 0 \) to \( t_{\text{end}} \) in Eq. (S16) and Eq. (S17) with a sum over \( M \) events, we also need to express the normalizing fraction \( \frac{1}{t_{\text{end}}} \) in terms of \( M \) so that we can eventually cancel out \( M \) that appears in Eq. (S25) and Eq. (S26)—\( M \) should not appear in the final result because we introduced it simply to express the long time window over which we are averaging. Fortunately, it is easy to express \( t_{\text{end}} \) by recalling that there are \( M_p(l) + O(\sqrt{M}) \) \((l + 1)\)-spike events \forall \( \text{in the long time interval from } t = 0 \text{ to } t_{\text{end}}, \) and that each \( l + 1 \) spike event has duration \( (l + 1)\tau/N \)—each spike inhibits the membrane potential population by 1, yielding a total inhibition of \( l + 1 \), and the input current \( N/\tau \) constantly drives the membrane potentials back to threshold, counteracting the inhibition, ending the event when threshold is reached again at a time \( (l + 1)\tau/N \) after the start of the event. Thus we can simply sum up the duration of all events, to express \( t_{\text{end}} = \sum_{l=0}^{\infty} (M_p(l) + O(\sqrt{M}))(l + 1)\tau/N \), and we can substitute this expression into Eq. (S25) and Eq. (S26) to yield

\[ \langle \dot{x}(t) \rangle_t = \frac{\sum_{l=0}^{\infty} \left( M_p(l) + O(\sqrt{M}) \right) \langle \mu_i(l) \rangle_i}{\sum_{l=0}^{\infty} \left( M_p(l) + O(\sqrt{M}) \right) (l + 1)\tau/N} \]

\text{(S27)}
\[
\sigma_{\text{readout}}^2 = \frac{\sum_{l=0}^{\infty} \left( Mp(l) + O(\sqrt{M}) \right) \langle s_i(l) \rangle_i}{\sum_{l=0}^{\infty} (Mp(l) + O(\sqrt{M}))(l + 1)/N}. \tag{S28}
\]

Now we can see that dividing both the numerator and denominator by \(M\) makes the \(M\) disappear from the expression: the terms with factor \(Mp(l)\) become \(Mp(l)/M = p(l)\), and the terms of order \(O(\sqrt{M})\) become \(O(1/\sqrt{M})\), which go to zero because \(M\) is large; thus dividing numerator and denominator by \(M\) yields

\[
\langle \hat{x}(t) \rangle_t = \frac{\sum_{l=0}^{\infty} p(l) \langle \mu_i(l) \rangle_i}{\sum_{l=0}^{\infty} p(l)(l + 1)/N} \tag{S29}
\]

\[
\sigma_{\text{readout}}^2 = \frac{\sum_{l=0}^{\infty} p(l) \langle s_i(l) \rangle_i}{\sum_{l=0}^{\infty} p(l)(l + 1)/N}. \tag{S30}
\]

Finally, it remains to calculate the expectation values \(\langle \mu_i(l) \rangle_i\) and \(\langle s_i(l) \rangle_i\), which we recall are averages over the random variables Eq. (S19) and Eq. (S21), conditioned on there being \(l + 1\) spikes in the event in the time interval \(t_i\) to \(t_{i+1}\) in Eq. (S19) and Eq. (S21). Let us consider an instantiation of an \(l + 1\)-spike event, compute \(\mu_i(l)\) and \(s_i(l)\) for this event, and then consider taking an average over instantiations of \(l + 1\)-spike events to compute \(\langle \mu_i(l) \rangle_i\) and \(\langle s_i(l) \rangle_i\).

Recall that for an instantiation of an \(l + 1\)-spike event, the readout \(\hat{x}(t)\) has value \(\mathbb{E}(\xi)\) at the beginning and end of the event, that the time to first spike in the superthreshold interval at the beginning of the event is a exponentially-distributed random variable \(z_0\) with mean \(1/N \rho\) and standard deviation \(1/N \rho\), and that \(l\) spikes occur during the delay \(\Delta\), after the first spike. We illustrate the readout’s trajectory during this event in Figure A (bottom).

We highlight some important features of this trajectory of \(\hat{x}(t)\) during the \(l + 1\) spike event. First, the readout \(\hat{x}(t)\) is \(\mathbb{E}(\xi) + O(1/N)\) during the entirety of the event, because each spike contributes \(O(1/N)\) to the readout (Although we consider \(l = 0, ..., \infty\) in Eq. (S27) and Eq. (S28), we recall that \(\lambda < 1\), and thus \(l > O(1)\) events are exponentially suppressed in \(p(l)\), Eq. (S24).) And since the duration of the event is short, with duration \((l + 1)\tau/N = O(1/N)\), compared to the decay of the readout, with time constant \(\tau = O(1)\), the readout trajectory can be expressed as \((\mathbb{E}(\xi) + O(1/N))e^{-t'/\tau} = (\mathbb{E}(\xi) + O(1/N))(1 - t'/\tau + O(t'^2))\), where time \(t'\) is time since the start of the event (time \(t\) in \(\hat{x}(t)\) is \(t = t_i + t'\), where \(t_i\) is the start time of the event). Thus to first order in time, the readout decreases linearly during the event (with the exception of discontinuous increases due to spikes), with slope \(-\frac{\mathbb{E}(\xi) + O(1/N)}{\tau}\), which is \(-1/\tau\) to leading order in \(N\), because \(\mathbb{E}(\xi)\) is 1 to leading order in \(N\) (Eq. (S12)). We do not consider higher-order corrections to this approximately linear decrease in the readout, because the constant slope \(-1/\tau\) provides consistency with our assumption that the readout at the beginning and end of the event, \(\hat{x}(t_i)\) and \(\hat{x}(t_{i+1})\), are effectively fixed at the expectation value of \(\xi\)—the constant slope of \(-1/\tau\) over the duration of the event \((l + 1)\tau/N\) perfectly balances the contribution \((l + 1)/N\) to the readout from the \((l + 1)\) spikes, i.e. \(0 = (l + 1)/N - 1/\tau \times (l + 1)\tau/N\), returning the readout to \(\mathbb{E}(\xi)\) at the end of
the event—and the constant slope is sufficient to find $O(1/N)$ contributions to $\sigma_{\text{readout}}$ as we will see.

Second, the standard deviation of the first-spike time $t_i + z_0$ (where $t_i$ is the start time of the event) is much larger than the variability of the $l$ spurious spike-times that occur during the delay $\Delta$: importantly, this fact will allow us to collapse the spike-times of the $l$ spurious spikes to a single time for the purposes of calculating the most salient contributions to $\langle \dot{x}(t) \rangle_i$ and $\sigma_{\text{readout}}$, as a more finely-timed treatment would only provide higher-order corrections. To see why this fact is true, recall that we are working in the $\lambda = \delta \rho \ll 1$ limit. Dividing both sides of this inequality by $N\rho$, we arrive at $\delta/N \ll \frac{1}{N\rho}$, and substituting in $\Delta = \delta/N$, we have $\Delta \ll \frac{1}{N\rho}$. Recalling that the standard deviation of $z_0$ is $1/N\rho$, we see here that the standard deviation of $z_0$ is much larger than the delay $\Delta$. Now, while the first spike time is exponentially distributed, for the spike-times of the $l$ spurious spikes we must remember that the $l + 1$ spike event is an event that is conditioned on having $l$ spurious spikes occur during the delay $\Delta$. (This assumes, as we did earlier, that we are working in a regime in which the first spike’s inhibition is sufficient to return the population to subthreshold after the delay $\Delta$, preventing the possibility of further spikes until the population reaches threshold again, which marks the end of the event.) Thus these $l$ spikes are not exponentially distributed like the first spike—indeed, they must occur between time $t_i + z_0$ and $t_i + z_0 + \Delta$. Regardless of the spike-time distribution in this interval, the $l$ spurious spikes have spike-times that are bounded in a time interval of width $\Delta$, which is much smaller than the standard deviation of $z_0$. Thus the chief contribution to spike-time variability for the $l$ spurious spikes comes from $z_0$, and we can collapse the $l$ spikes to the same spike-time $t_i + z_0$, which we illustrate in Figure A (bottom).

Using these features together—the constant slope of the readout decay and the collapsing of the $l$ spurious spike-times—we can write down $\mu_i(l)$ and $s_i(l)$ for an instantiation of an $l + 1$ spike event:

\[
\mu_i(l) = \int_0^{z_0} \left( E(\xi) - \frac{t'}{\tau} \right) dt' + \int_{z_0}^{(l+1)\tau/N} \left( E(\xi) + \frac{1}{N}(l + 1) - \frac{t'}{\tau} \right) dt' \quad (S31)
\]

\[
s_i(l) = \int_0^{z_0} \left[ \left( E(\xi) - \frac{t'}{\tau} - \langle \dot{x}(t) \rangle_i \right) \right]^2 dt' + \int_{z_0}^{(l+1)\tau/N} \left[ \left( E(\xi) + \frac{1}{N}(l + 1) - \frac{t'}{\tau} - \langle \dot{x}(t) \rangle_i \right) \right]^2 dt' \quad (S32)
\]

where the first integral is from the beginning of the event to the time of the first spike, and the second integral is from the time of the first spike to the end of the event. We next want to average over instantiations $i$ to obtain $\langle \mu_i(l) \rangle_i$ and $\langle s_i(l) \rangle_i$. Importantly, recall that $z_0$ is an exponentially distributed random variable with mean and standard deviation $1/N\rho$, so we must average over this distribution. Averaging over this distribution yields

\[
\langle \mu_i(l) \rangle_i = (l + 1) \frac{\tau}{N} E(\xi) + \frac{1}{N^2} \left( l + 1 \right) (l \rho \tau + \rho \tau - 2) \quad (S33)
\]
\( \langle s_i(l) \rangle_i = \frac{1 + l}{3N^3 \rho^2 \tau} \)

\((6 + \rho \tau(-3(1 + l - 2(\dot{x}(t)_t - \mathbb{E}(\xi)n)) + ((1 + l)^2 - 3(1 + l) - (\hat{x}(t)_t - \mathbb{E}(\xi))N + 3(\hat{x}(t)_t - \mathbb{E}(\xi)(N^2 \rho \tau))))) \tag{S34} \)

Now we can calculate the mean readout \( \langle \dot{x}(t) \rangle_t \) by substituting the expression for \( \langle \mu_i(l) \rangle_i \) (Eq. (S33)) into the expression for \( \langle \dot{x}(t) \rangle_t \) (Eq. (S29)), which yields

\( \langle \dot{x}(t) \rangle_t = \mathbb{E}(\xi) + \frac{1}{N} \frac{\lambda^2 \rho \tau + 3\lambda \rho \tau + \rho \tau - 2\lambda - 2}{(\lambda + 1)} \). \tag{S35} \)

And then we can calculate the variance of the readout \( \sigma_{\text{readout}}^2 \) by substituting the mean readout (Eq. (S35)) into the expression for \( \langle s_i(l) \rangle_i \) (Eq. (S34)), and substituting Eq. (S34) into the expression for \( \sigma_{\text{readout}}^2 \) (Eq. (S30)), which yields

\( \sigma_{\text{readout}}^2 = \frac{1}{N^2} \left[ \frac{(\delta/\tau)^2}{\lambda^2} + \frac{1 + \lambda(14 + \lambda(19 + \lambda(10 + \lambda)))}{12(1 + \lambda)^2} \right] \) \tag{S36} \)

\( = \frac{1}{N^2} \left[ \frac{1}{12} + \frac{(\delta/\tau)^2}{\lambda^2} + \lambda + O(\lambda^2) \right], \tag{S37} \)

where we have used \( \lambda = \rho \delta \) to substitute \( \rho \) for \( \frac{\lambda}{\delta} \).

We can find the optimal noise level and minimal \( \sigma_{\text{readout}} \) by differentiating \( \sigma_{\text{readout}} \) with respect to \( \lambda \) and setting the derivative equal to zero. This yields

\( \lambda^* = 2^{1/3}(\delta/\tau)^{2/3} \) \tag{S38} \)

\( \sigma_{\text{readout}}^* = \alpha \sqrt{\frac{1}{12} + \frac{3(\delta/\tau)^{2/3}}{2^{2/3}}} \) \tag{S39} \)

We corroborate these results with simulations (Figure 2).

**A.2.3 Additional variance from random interspersing of 2-spike events**

Importantly, we had assumed in our calculations for the mean readout \( \langle \dot{x}(t) \rangle_t \) and the readout fluctuations \( \sigma_{\text{readout}} \) that the variance of the readout at the time of threshold-crossings \( \xi := \hat{x}(t_{\text{thresh}}) \) is to leading order \( \text{var}(\xi) = O(1/N^3) \); we used this fact to consider the value of the readout at the start and end of events as effectively fixed, compared to the leading order fluctuations in \( \sigma_{\text{readout}} \), which were \( O(1/N) \). However, we had only shown \( \text{var}(\xi) = O(1/N^3) \) if one considers that only 1-spike events occur, and no \( l + 1 \) spike events occur (where \( l > 0 \)) (the derivation leading to Eq. (S15)). So it remains to confirm that, when there is an appreciable probability that \( l + 1 \) spike events occur (where \( l > 0 \), the variance \( \text{var}(\xi) \) is still \( O(1/N^3) \).

To see why this is the case, we first imagine a readout trajectory \( \hat{x}(t) \) that consists only of 1-spike events, of which we know \( \text{var}(\xi) = O(1/N^3) \); then
we modify $\dot{x}(t)$ so that it includes $l$-spike events, calling this new trajectory $\tilde{x}(t)$; and finally we calculate how much the variance $\text{var}(\xi)$ of the readout at threshold-crossing $\xi := \tilde{x}(\text{thresh})$ changes under the perturbation $\dot{x}(t) \to \tilde{x}(t)$, compared to the original variance $\text{var}(\xi)$. If the change $\text{var}(\tilde{\xi}) - \text{var}(\xi)$ is an $O(1/N^3)$ amount, then the $\text{var}(\tilde{\xi})$ is $O(1/N^3)$ as well, since we already know $\text{var}(\xi)$ is $O(1/N^3)$.

Recalling that the mean number of spurious spikes $\lambda \ll 1$, the most prevalent type of event is a 1-spike event (0 spurious spikes), and the second-most prevalent type of event is a 2-spike event (1 spurious spike). Thus we can consider the perturbation $\dot{x}(t) \to \tilde{x}(t)$ to leading order in $\lambda$ by only considering the addition of 2-spike events. Now let us consider what adding 2-spike events looks like. The readout trajectory $\dot{x}(t)$ is a sequence of 1-spike events, while the readout trajectory $\tilde{x}(t)$ is a sequence of 1-spike events and 2-spike events, with 1-spike events accounting for the fraction $p(0) = 1 - \lambda + O(\lambda^3)$ of all events and 2-spike events accounting for the fraction $p(1) = \lambda + O(\lambda^2)$ of all events. Importantly, the few 2-spike events are randomly interspersed among the many 1-spike events, as we recall that the number of spikes in a given event is independent of all other events. Thus, we can imagine adding 2-spike events to $\dot{x}(t)$ by randomly replacing a fraction $\lambda$ of (randomly selected) 1-spike events with 2-spike events. Now importantly, 2-spike events have duration $2\tau/N$, while 1-spike events have duration $\tau/N$, which means replacements must shift other events (events before the replacement to earlier times and/or events after the replacement to later times) in order to create room for the longer 2-spike event. Thus instead of considering this complicated dependency of the other event times due to each single replacement, let us instead consider replacing subsequent pairs of 1-spike events with 2-spike events; a subsequent pair of 1-spike events has duration $2\tau/N$, which matches that of a 2-spike event, and thus the other event times do not change when such a pair replacement is made.

To understand how many such replacements are necessary to result in a fraction $\lambda$ of 2-spike events in $\tilde{x}(t)$, consider starting with a large number $M$ of events in a long time interval of $\tilde{x}(t)$ as we did earlier. We wish to perform replacements of 1-spike events in $\tilde{x}(t)$ so that the fraction of 2-spike events after replacements $\tilde{x}(t)$ is $\lambda$. The question is—how many 1-spike pair replacements should we make? Let us consider replacing $K$ 1-spike event pairs. The number of 1-spike events is initially $M$ (there are only 1-spike events in $\tilde{x}(t)$). Replacing $K$ 1-spike pairs removes $2K$ 1-spike events and introduces $K$ 2-spike events. Thus the number of 1-spike events becomes $M - 2K$ and the number of 2-spike events becomes $K$. We wish for the fraction of 2-spike events $\frac{K}{M - 2K}$ to be $\lambda$.

Solving for $K$, we find $K = M\lambda + O(\lambda^2)$. This means that we must replace a fraction $K/M = \lambda + O(\lambda^2)$ pairs of 1-spike events to make the fraction of 2-spike events to be $\lambda$.

Now that we know the fraction of 1-spike event pairs to replace with 2-spike events to represent the perturbation $\dot{x}(t) \to \tilde{x}(t)$, we need to consider what the effect such a perturbation has on $\text{var}(\tilde{\xi}) - \text{var}(\xi)$. First, let us consider the replacement of one pair of 1-spike events, whose end is at a time $t_{\text{replace}}$.\[
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which is \( n\tau/N \) before the time \( t_{\text{thresh}} \) \( (t_{\text{replace}} = t_{\text{thresh}} - n\tau/N) \). Recall that the replacement only changes the spike times of the 2 spikes in the pair of 1-spike events, and the spike times in all other events remain the same. The perturbation in the readout at \( t_{\text{thresh}} \), \( \tilde{\xi} - \xi \), is

\[
d(n) := \frac{1}{N}((e^{-(n+1)/N} + e^{-n/N}) - 2e^{-(n+1)/N}),
\]

where we have neglected any differences due to first-spike times because they are much smaller than the change due to the replacement. (The first-spike times in the original 1-spike events each have standard deviation \( 1/N\rho \), which is much smaller than the \( O(\tau/N) \) jump in spike-time due to replacing the pair of 1-spike events with a 2-spike event. As discussed earlier, we are considering the regime in which a single spike’s inhibition is sufficient to return the entire population to subthreshold, which means \( 1/N\rho \ll \tau/N \), and thus all spikes happen near the beginning of an event—the second spike here, which is originally in the second 1-spike event, now takes place near the beginning of the 2-spike event, being pushed back \( O(\tau/N) \).)

Importantly, individual replacements are probabilistic, happening with probability \( \lambda \) for each pair of 1-spike events. Thus, now that we know the difference \( \tilde{\xi} - \xi \) due to a replacement, we can use it to express how a single probabilistic replacement effects \( \text{var}(\tilde{\xi}) - \text{var}(\xi) \). Consider any pair of 1-spike events in \( \dot{x}(t) \) (indexed by \( n \) in their end time \( t_{\text{replace}} = t_{\text{thresh}} - n\tau/N \)); the probability that this \( n \)’th pair is replaced by a 2-spike event is \( \lambda \). Thus the change in mean readout at \( t_{\text{thresh}} \), \( \mathbb{E}(\tilde{\xi}) - \mathbb{E}(\xi) \), due to this single probabilistic replacement is

\[
\langle d(n) \rangle := d(n)\lambda + 0(1 - \lambda).
\]

where the change \( d(n) \) due to the potential replacement is weighted by its probability \( \lambda \). Furthermore, the contribution to the variance in the readout at \( t_{\text{thresh}} \), \( \text{var}(\tilde{\xi}) - \text{var}(\xi) \), due to this single probabilistic replacement is

\[
\text{var}(d(n)) := (d(n) - \langle d(n) \rangle)^2\lambda + (0 - \langle d(n) \rangle)^2(1 - \lambda).
\]

where we have used the fact that the probabilistic replacement is independent of other sources of variance.

Finally, we must sum over all probabilistic replacements to express the total effect of 2-spike events on \( \text{var}(\tilde{\xi}) - \text{var}(\xi) \). We can sum the additional variance from each probabilistic replacement \( \text{var}(d(n)) \), where each pair of 1-spike events considered for replacement is indexed by \( n \) in their end time \( t_{\text{replace}} = t_{\text{thresh}} - n\tau/N \):

\[
\text{var}(\tilde{\xi}) - \text{var}(\xi) = \sum_{n=1}^{\infty} \text{var}(d(n))
\]

\[
= -\frac{1}{N^2} \frac{e^{-2\alpha}(e^{1/N} - 1)(\lambda - 1)\lambda}{1 + e^{1/N}}
\]

\[
= -\frac{1}{2}((\lambda - 1)\lambda)\frac{1}{N^3} + O\left(\frac{1}{N^4}\right).
\]
where we have safely neglected the low-probability event that two pairs of 1-spike events that share a 1-spike event (subsequent pairs of 1-spike events, overlapping in time) are both replaced, which has probability $O(\lambda^2)$. We can see that the leading-order term in Eq. (S45) is $O(1/N^3)$, which completes the argument that $\text{var}(\xi) = O(1/N^3)$ because we had already shown that the variance considering 1-spike events only, $\text{var}(\tilde{\xi})$, is $O(1/N^3)$.

### A.3 Readout error for the LIF model with zero delay

Our ultimate goal is to study the standard deviation $\sigma_{\text{readout}}$ as a function of the delay $\Delta$ and noise $\sigma$ in the membrane potential dynamics Eq. (S1); as mentioned in Models, our study will uncover an upper-bound for $\sigma_{\text{readout}}$ as a function of delay $\Delta$ and noise $\sigma$. But for ease of exposition, let us first study $\sigma_{\text{readout}}$ in the case of zero delay $\Delta = 0$, with noise $\sigma > 0$. In this case, the membrane potentials undergo the dynamics

$$
\tau \dot{V}_i(t) = -\lambda V_i(t) + N - \tau \sum_{j=1}^{N} o_j(t) + \sqrt{\tau} \sigma \eta_i(t), \\
\text{neuron } i \text{ emits a spike when } V_i > \frac{1}{2}.
$$

(S46)

Studying this delay $\Delta = 0$ case, we will uncover properties of the membrane potential dynamics Eq. (S46) that will serve as a baseline for studying the dynamics when there is a delay $\Delta > 0$ (the dynamics in Eq. (S1))—we study $\Delta > 0$ in the next section.

To understand the behavior of the population of membrane potentials $V_i$ in Eq. (S46), consider for the purpose of pedagogy the situation in which the membrane potentials start with some initial condition $V_i(0)$, and inhibitory spike terms are disabled ($o_j(t)$ terms are removed, and the neurons never spike, even when they surpass threshold). The dynamics become

$$
\tau \dot{V}_i(t) = -\lambda V_i(t) + N + \sqrt{\tau} \sigma \eta_i(t).
$$

(S47)

These dynamics correspond to an OU process [1, 2]—each membrane potential $V_i(t)$ undergoes an independent OU process with time constant $\tau$, leak constant $\lambda V_i$, drift term $N$, and independent noise $\sqrt{\tau} \sigma \eta_i(t)$. In particular if the process starts at a well specified initial condition $V_i(0)$, then its mean $\mathbb{E}(V_i(t))$ evolves in time as

$$
\mathbb{E}(V_i(t)) = V_i(0) e^{-\frac{\lambda V_i t}{\tau}} + \frac{N}{\lambda V} \left(1 - e^{-\frac{\lambda V_i t}{\tau}}\right). 
$$

(S48)

Notably, the initial condition $V_i(0)$ is exponentially forgotten on a time scale of $\frac{\tau}{\lambda V_i}$ and the external drive $N$ forces the mean to saturate at the value $N/\lambda V_i$, again over a time scale of $\frac{\tau}{\lambda V_i}$. Importantly, however, the temporal autocovariance of the stochastic process $V_i(t)$, is independent of the drift term:

$$
\text{cov}(V_i(s), V_i(t)) := \langle (V_i(s) - \mathbb{E}(V_i(s))) (V_i(t) - \mathbb{E}(V_i(t))) \rangle
$$

$$
= \frac{\sigma^2}{2\lambda V} \left(e^{-\frac{\lambda V i t}{\tau} - s} - e^{-\frac{\lambda V i (t+s)}} \right). 
$$

(S50)
where $s$ and $t$ are two times and the angle brackets $\langle \cdot \rangle$ denote an average over the stochastic trajectory $\eta_i$. The second term $e^{-\frac{N}{\lambda V} |t-s|}$ reflects the non-stationarity of the autocovariance due to the definite initial condition at time 0, and for large times $s, t \gg \tau$ this non-stationary term vanishes. Let us consider large times, as we are interested in the setting in which the network is continuously operating. And for a time $s = t$, the first term $e^{-\frac{1}{\lambda V} |t-s|}$ is 1, showing us that for a particular large time $t \gg \tau$, the variance of $V_i(t)$ is

$$\text{var}(V_i(t)) := \langle (V_i(t) - \mathbb{E}(V_i(t)))^2 \rangle = \frac{\sigma^2}{2\lambda V} =: \sigma^2_{\text{OU}}.$$  \hfill (S51)

Thus, for an instant in time $t$, each $V_i(t)$ is a random variable with mean $\mathbb{E}(V_i(t)) = \frac{N}{\lambda V}$ and variance $\text{var}(V_i(t)) = \frac{\sigma^2}{2\lambda V}$, which we have also named $\sigma^2_{\text{OU}}$ for a more brief notation in future calculations. Furthermore, it is known that $V_i(t)$ is Gaussian-distributed (a property of the OU process). Thus a simple picture emerges here—for any moment in time $t \gg \tau$, the membrane potentials are Gaussian-distributed with variance $\frac{\sigma^2}{2\lambda V}$, forming what we call a "packet" that is centered at $\mathbb{E}(V_i(t)) = N/\lambda V$. Of course, the individual membrane potentials fluctuate as time goes on, but the packet remains the same size, with variance $\sigma^2_{\text{OU}} = \frac{\sigma^2}{2\lambda V}$.

Next, let us consider reintroducing the inhibitory terms $o_j(t)$, and describe the dynamics Eq. (S46). Compared to our preceding description of the dynamics without inhibitory terms, we see one difference: the drift term $N$ is now counteracted by the inhibitory spike term $-\tau \sum_{j=1}^{N} o_j(t)$. The question is, what effect does this have on the evolution of the packet we previously illustrated? To answer this question, let us highlight one important property of the autocovariance equation describing the packet, Eq. (S50). Namely, that this equation does not depend on the initial condition $V_i(0)$. Then imagine the following: the packet of membrane potentials evolves according to our previous description, until one neuron reaches threshold. This neuron fires a spike, and, importantly, this spike is instantaneously delivered to all other neurons through the $-\tau \sum_{j=1}^{N} o_j(t)$ term (as the delay $\Delta = 0$), which simultaneously decrements the entire membrane potential packet. Since the decrement is simultaneous, the relative positions of the membrane potentials in the packet are preserved over that instant in time (but of course, the mean membrane potential is decremented). Thus the development of the autocovariance of the packet is preserved (it continues to grow or saturate to a steady state as in Eq. (S50)) because we can consider the new position of the packet after the spike to simply be a new set of initial conditions, and the autocovariance does not depend on the initial conditions. Of course, the mean membrane potential oscillates in a zig-zag fashion, driving upward due to the drift term $N$ and being decremented with each spike, but the packet eventually grows to the same steady-state variance of $\sigma^2_{\text{OU}} = \frac{\sigma^2}{2\lambda V}$.

Thus to summarize the dynamics of Eq. (S46), we have a Gaussian packet of membrane potentials $V_i(t)$ rising toward threshold at a rate $N/\tau$ (driven
by the input current \( N \) and discouraged from deviating from zero due to the leak term \(-\lambda V(t)\). Since we are interested in an operating regime where the network dynamics are driven by tight balance (the input current \( N \) term), let us assume the leak term \(-\lambda V(t)\) is small compared to the input current \( N \), i.e. \( |\lambda V(t)| \ll N \); thus the input current \( N \) surely drives the packet to threshold. When the top neuron in the packet hits threshold at a time we call \( t_{\text{thresh}} \), it fires a spike that instantaneously decrements the entire population of membrane potentials by 1 (the \(-\tau \sum_{j=1}^{N} o_j(t)\) term integrates to 1 because of the time constant \( \tau \) multiplying \( V_i(t) \) in Eq. (S46)). Then, the membrane potential packet continues traveling toward threshold, and the process repeats. Note that in this repeated process, the same neuron does not necessarily fire successively—the membrane potentials continuously fluctuate within the packet, and thus a different neuron can become the top neuron in the membrane potential packet at any time.

Importantly, we wish to consider high-performing networks, and it is helpful to identify what regime of parameters facilitates high performance, i.e. small readout standard deviation \( \sigma_{\text{readout}} \). First, let us consider the noise level \( \sigma \). The width of the membrane potential packet \( \sigma_{\text{OU}} \) is controlled by \( \sigma \) through \( \sigma_{\text{OU}} = \sigma^2/2 \lambda V \). Thus for small \( \sigma \), the packet width is small, and for larger \( \sigma \), the packet width is large. Now, to understand how the width of the packet affects the readout standard deviation \( \sigma_{\text{readout}} \), let us consider first small \( \sigma \), such that \( \sigma_{\text{OU}} \ll 1 \). In this case, the fluctuation in the membrane potential of the top neuron in the packet is small because the packet itself is tight. Thus the time between spikes \( \Delta t \) from when the top neuron, say, neuron \( i \), spikes at a time \( t_{\text{thresh},1} \), and when the top neuron, neuron \( j \) (neuron \( j \) is not necessarily the same neuron as neuron \( i \)), subsequently spikes again at time \( t_{\text{thresh},2} \) \((\Delta t := t_{\text{thresh},1} - t_{\text{thresh},2})\) has very little variation. To see this, recall that the inhibition from the first spike at time \( t_{\text{thresh},1} \) inhibits the membrane potential packet by 1. The packet then travels toward threshold due to the input current \( N \) (recall that we can ignore the leak term \(-\lambda V(t)\) \( \ll N \)). Now, if the packet is infinitely tight, i.e. \( \sigma_{\text{OU}} = 0 \), then it takes a time \( \Delta t = \tau/N \) for the population to reach threshold again at time \( t_{\text{thresh},2} \) with no fluctuations in the time \( \Delta t \). (a point packet is travelling toward threshold with constant current \( N \) and repeatedly inhibited) This results in perfectly regular interspike intervals of \( \tau/N \), which correspond to an the ideal zig-zag readout as discussed in the large \( \rho \) limit of the soft-threshold model—the best performance achievable, given that the readout is defined as a sum of firing rates that are filtered spike-trains Eq. (S2). Next, consider a small \( \sigma > 0 \), in which \( \sigma_{\text{OU}} > 0 \). Now the fluctuations in the membrane potential of the top neuron can be significant because the membrane potentials fluctuate within a packet of finite width; thus variations are introduced in \( \Delta t \). These variations are a departure from the perfectly regular spike-times of the \( \sigma = 0 \) case, thus they increase \( \sigma_{\text{readout}} \). Thus we find here that high-performing networks correspond to low levels of noise \( \sigma \).

Importantly, the magnitude of the fluctuations in the interspike interval time \( \Delta t \) is controlled by the standard deviation of the membrane potential...
packet \( \sigma_{OU} = \sigma/2\sqrt{\lambda_V} \). Thus another way to achieve consistent interspike interval times, aside from small \( \sigma \), is to choose large \( \lambda_V \) because this will make \( \sigma_{OU} \) small as well. But we cannot adjust \( \lambda_V \) arbitrarily, as we recall that we would like to consider values of \( \lambda_V \) that correspond to the regime in which the network dynamics are dominated by tight balance, i.e., \( |\lambda_V V_i(t)| \ll N \).

Now, importantly, we are considering \( \sigma_{OU} \ll 1 \), and the membrane potentials \( V_i(t) \) exhibit \( O(1) \) fluctuations due to decrements from inhibitory spikes when the top neuron reaches threshold—thus the combined effects of the packet’s width \( \sigma_{OU} \ll 1 \) and the inhibitory spikes create an overall membrane potential dynamics that exist in an \( O(1) \) dynamic range. Hence, the leak term \( \lambda_V V_i(t) \) indeed satisfies \( |\lambda_V V_i(t)| \ll N \), so long as \( \lambda_V \) scales less than \( O(N) \). Let us assume that \( \lambda_V \) is a given property of the network dynamics that satisfies this constraint.

Equipped with an understanding of the membrane potential dynamics Eq. (S46) and a qualitative understanding of how noise \( \sigma \) affects the dynamics, let us work toward our goal of quantitatively expressing the readout \( \hat{x}(t) \)’s standard deviation \( \sigma_{readout} \) as a function of the noise \( \sigma \) for a network with some given leak parameter \( \lambda_V \). We start by recalling that the readout \( \hat{x}(t) \) is a sum of decaying exponentials, with each term corresponding to a spike-time in the network:

\[
\hat{x}(t) = \frac{1}{N} \sum_{k=1}^{\infty} e^{-\frac{\Delta t_k}{\tau}}.
\] (S53)

Here, we have written \( \Delta t_k := t - t_k \) where \( t_k \) is the time of the \( k \)’th spike in the past from any neuron in the network. For ease of exposition, it is useful to define the notion of an "event" here as the interval of time between two subsequent spikes. Thus the time interval from \( t_2 \) to \( t_1 \) is an event, the time interval from \( t_3 \) to \( t_2 \) is an event, and so on. (Note that this is the same definition of "event" as in our description of the soft-threshold model, because spike-times are equal to membrane potential threshold-crossing times in the LIF model; also note that we only have 1-spike events here, as there are no delays.)

### A.3.1 Readout at a single point in time

Now, we eventually want to compute the integral of \( \hat{x}(t) \) over time to determine \( \sigma_{readout} \) (Eq. (S17)), but to begin let us consider the readout \( \hat{x}(t) \) at just one point in time, \( t_{mid} := t_1 + \frac{\tau}{2N} \), that is near the middle of the event that starts at time \( t_1 \). Let us call the value of the readout at this time \( \xi := \hat{x}(t_{mid}) \). To see why this time \( t_{mid} \) is near the middle of the event, consider the typical duration of an event—the membrane potential packet has been inhibited by 1 from the spike at the beginning of the event, and the driving current \( N \) takes a time \( \tau/N \) to push the packet back to threshold, if we ignore fluctuations in the membrane potential packet. Thus, \( t_{mid} = t_1 + \tau/2N \) is about halfway through the duration of the event.

Now importantly, the spike times \( t_k \) are random variables that depend on the fluctuations of the membrane potentials due to the noise term \( \sqrt{\tau} \sigma_i(t) \) in
Eq. (S46), and so $\xi$ is also a random variable that depends on the the spike times $\Delta t_k$ through Eq. (S53). Thus we need to study the spike times $\Delta t_k$. To simplify our analysis, let us first consider small $\lambda_V$, where $\lambda_V \ll 1$. To understand how small $\lambda_V$ simplifies the dynamics of the membrane potentials, first consider Eq. (S50). Notice that $\lambda_V$ sets the time-scale of autocorrelations in membrane potential trajectory $V_i(t)$ to $\tau/\lambda_V$, as seen in the first term of Eq. (S50). Thus a small $\lambda_V$ corresponds to a long mixing time $\tau/\lambda_V$ of the membrane potential packet. In essence on time scales much less than that of $\tau/\lambda_V$, the relative order of membrane potentials will be preserved. Note also that the time it takes for the mean of the packet to travel to threshold right after experiencing inhibition is $\tau/N$. Thus if the mixing time $\tau/\lambda_V$ is much greater than the time to rise to threshold $\tau/N$, from event to event the identity of the top-neuron that first spikes will largely be preserved for successive events. We can see this effect in spike raster plots from simulations of the membrane potential dynamics Eq. (S46) (Figure 3(a)). Notably, as $\lambda_V$ is decreased, the same neuron repeatedly spikes; i.e., the same neuron remains the top neuron in the packet over many events. Thus for small $\lambda_V \ll N$, we can approximate the spike-time generation dynamics by only considering the dynamics of a single neuron’s membrane potential—that of the top neuron.

Considering just the single membrane potential of the top neuron evolving according to Eq. (S46), we can easily calculate the statistics of event durations, i.e., the time between the last spike of the top neuron and its next spike. This will in turn allow us to calculate the statistics of $\Delta t_k$ in Eq. (S53). Let us consider an event that starts at time $t_s$ and ends at time $t_f$, and let us call the membrane potential of the top neuron $V_\alpha(t)$ ($\alpha$ is the index of the top neuron). At the instant of $t_s$, the membrane potential $V_\alpha(t)$ has just reached threshold, the top neuron spikes, and the membrane potential $V_\alpha(t)$ is decremented by 1 by the inhibitory spike. Next, the membrane potential $V_\alpha(t)$ is driving back toward threshold by the input current $N$, and experiences two other effects during its journey: the leak $-\lambda V_\alpha(t)$ and the noise $\sigma \eta_\alpha(t)$. Since $\lambda_V$ is small and $V_\alpha(t)$ is $O(1)$, we can neglect the leak term. But the noise term $\sqrt{T}\sigma \eta_\alpha(t)$ is accumulated in the integration of Eq. (S46) while the membrane potential $V_\alpha(t)$ travels toward threshold, and the total time $t_{fp} := t_f - t_s$ it takes for the top neuron to reach threshold is a random variable. Fortunately, we can recognize $t_{fp}$ as the first-passage time of a particle undergoing Brownian motion with drift $N$, noise level $\sigma$, time constant $\tau$, and with a goal that is a distance 1 away. The moments of $t_{fp}$ are known [2]. The mean is

$$\langle t_{fp} \rangle = \frac{\tau}{N} \quad (S54)$$

and the variance is

$$\text{var}(t_{fp}) := \langle (t_{fp} - \langle t_{fp} \rangle)^2 \rangle = \frac{\sigma^2 \tau^2}{N^3}. \quad (S55)$$

Furthermore, the duration of the next event is simply another instance of the random variable $t_{fp}$, as the history of previous events is not recorded in any
way in the state of the top neuron. Thus, defining the random variable $t_{fp}^n$ as the time between spike time $t_{n+1}$ and spike time $t_n$, i.e., $t_{fp}^n := t_n - t_{n+1}$, we can write the spike times $\Delta t_k$ in Eq. (S53) a time $t = t_{mid}$ as

$$\Delta t_k = t_{mid} - t_1 + \sum_{n=1}^{k-1} t_{fp}^n$$  \hspace{1cm} (S56)

$$= \tau/2N + \sum_{n=1}^{k-1} t_{fp}^n$$  \hspace{1cm} (S57)

where by definition $t_{mid} - t_1 = \tau/2N$.

Now that the $\Delta t_k$ are expressed as sums of random variables $t_{fp}^n$, we can consider evaluating the readout at time $t_{mid}$, $\xi = \hat{x}(t_{mid})$. We rewrite Eq. (S53) as

$$\xi = \frac{1}{N} \sum_{k=1}^{\infty} e^{-\left(\frac{\tau}{2N} + \sum_{n=1}^{k-1} t_{fp}^n \right) / \tau}.$$  \hspace{1cm} (S58)

Here we can recognize that $\xi$ is a sum of correlated random variables, because the exponent of the $k$'th term is a sum of the first $k-1$ $t_{fp}^n$s; for instance, the $k = 2$ term contains $t_{fp}^1$, and all $k > 2$ terms also contain $t_{fp}^1$. Furthermore, the first-passage times $t_{fp}^n$ are not Gaussian-distributed [2]. Thus evaluating this sum in non-trivial, in contrast to our analysis for the soft-threshold model.

However, to make evaluating this sum more tractable, we note one important property: in the vast majority of $e^{-(...)}$ terms, the sum $\sum_{n=1}^{k-1} t_{fp}^n$ itself contains many terms. (For only the first few $e^{-(...)}$ terms ($k = 1, 2, 3, ...$), does the sum $\sum_{n=1}^{k-1} t_{fp}^n$ have few terms.) Thus using the central limit theorem, we can approximate the sum $\sum_{n=1}^{k-1} t_{fp}^n$ as a Gaussian distribution. Furthermore, this Gaussian distribution only depends on the mean and variance of the $t_{fp}^n$. Of course, even with this simplification, we still need to take into account that the $e^{-(...)}$ terms are correlated.

To formalize our central limit theorem approximation, let us rewrite Eq. (S58) as

$$\xi = \frac{1}{N} \sum_{k=1}^{\infty} e^{-\left(\frac{\tau}{2N} + \sum_{n=1}^{k-1} \gamma_n / \tau \right) / \tau},$$  \hspace{1cm} (S59)

where

$$\gamma_n \sim \mathcal{N}(0, \text{std} = \frac{\sigma \tau}{N^{3/2}})$$  \hspace{1cm} (S60)

is a zero-mean Gaussian-distributed random variable with variance equal to that of $t_{fp}^n$. (We pulled out the mean of $t_{fp}^n$ to create the $\tau/N$ term in Eq.(S59)).

Now recall that we are ultimately interested in computing the variance of the readout $\sigma_{\xi}^2_{\text{readout}}$, and so as a starting point, let us compute the variance of the readout at the particular time $t_{mid}$, $\sigma_{\xi}^2 := \langle (\xi - \langle \xi \rangle)^2 \rangle$. We begin calculating $\sigma_{\xi}^2$ by making some simplifications. First, we pull out the common factor for all terms $e^{-\tau/2N}$, and we substitute in the simple relation $\sum_{n=1}^{k-1} \tau/N = (k-1)\tau/N$
to obtain
\[ \xi = \frac{1}{N} e^{-1/2N} \sum_{k=1}^{\infty} e^{-((k-1)\tau/N + \sum_{n=1}^{k-1} \gamma_n)/\tau}. \]  
(S61)

Second, we note that the sum \( h(k) := \sum_{n=1}^{k-1} \gamma_n \) has zero terms for \( k = 1 \), i.e., \( h(1) = \sum_{n=1}^{0} \gamma_n = 0 \), one term for \( k = 2 \), i.e., \( h(2) = \sum_{n=1}^{1} \gamma_n = \gamma_1 \), and so on. Thus there is a mismatch between the term-number \( k \) and the number of \( \gamma_n \) in the sum for term \( k \). We would like to remove this mismatch to make the expression simpler, so we therefore pull out the first \( k = 1 \) term in Eq. (S61), and re-choose the index \( k \rightarrow k - 1 \) so that it now starts at \( k = 1 \) with the term that contains one \( \gamma_n \) (that is, \( \gamma_1 \)). This results in an equivalent expression to Eq. (S61),
\[ \xi = \frac{1}{N} e^{-1/2N} + \frac{1}{N} e^{-1/2N} \sum_{k=1}^{\infty} e^{-(k\tau/N + \sum_{n=1}^{k} \gamma_n)/\tau}. \]  
(S62)

Now, we can see that the first term in Eq. (S62) is constant and not a random variable, so the variance \( \sigma_\xi^2 \) does not depend on it, thus we can neglect it in our calculation of \( \sigma_\xi^2 \). Thus our goal is to compute the variance due to the other terms in Eq. (S62). Importantly, the \( e^{-1/2N} \) that we factored from all terms is simply a multiplicative factor, thus if we define
\[ \zeta := \sum_{k=1}^{\infty} e^{-(k\tau/N + \sum_{n=1}^{k} \gamma_n)/\tau} \]  
(S63)
then the variance of \( \xi \) is the variance of \( \zeta \) times \( (e^{-1/2N})^2 \), i.e., \( \sigma_\xi^2 = (\frac{1}{N} e^{-1/2N})^2 \sigma_\zeta^2 \).

Keeping this conversion from \( \sigma_\xi^2 \) to \( \sigma_\zeta^2 \) in mind, we can turn our focus to computing \( \sigma_\zeta^2 \).

Looking at Eq. (S63), we need to understand how we will compute the variance of a sum of correlated random variables. We note that we can break down the \( k \)’th term into a factor \( e^{-k/N} \) multiplying the random variable \( e^{-\sum_{n=1}^{k} \gamma_n/\tau} \). And we can see that the random variable \( e^{-\sum_{n=1}^{k} \gamma_n/\tau} \) is log-normal distributed, because the \( \gamma_n \) are Gaussian-distributed and so is their sum. Thus we see that we have a sum of weighted, correlated log-normal random variables. Importantly, the variance of the sum depends on the variance of the individual correlated random variables (and how they are correlated), thus it is useful to introduce here a definition for the variance \( \sigma_0^2 \) of the log-normal random variable \( e^{-\gamma_n/\tau} \):
\[ \sigma_0^2 := e^{\sigma^2/N^3} (e^{\sigma^2/N^3} - 1). \]  
(S64)

Now, we can actually compute the variance of \( \sigma_\zeta^2 \) by adding variances and splitting according to the contributions from each \( \gamma_n \) to account for correlations. To do this, we introduce a simple approximation that is accurate for small \( \sigma \ll 1 \); namely, that the variance of the random variable \( e^{-\sum_{n=1}^{k} \gamma_n/\tau} \) is approximately...
equal to the variance of the random variable $\sum_{n=1}^{k} e^{-\gamma_n}/\tau$ for all $k$. Thus, using this approximation as we consider the contribution to the variance from each term in $\zeta$, we encounter a sum of now uncorrelated random variables, with coefficients determined by the term number $k$. Namely, the first few terms when considering the variance of $\zeta$ are $e^{-1/N} e^{-\gamma_1}/\tau$, $e^{-2/N} (e^{-\gamma_1}/\tau + e^{-\gamma_2}/\tau)$, and so on. Thus we can sum the coefficients for each independent random variable (each $\gamma_n$), and add the coefficient sums in quadrature to yield the variance $\sigma^2_{\zeta}$.

We write

$$\sigma^2_{\zeta} = \sigma^2_0 \left[ \sum_{k=1}^{\infty} r^k + \sum_{k=2}^{\infty} r^k \right]^2 \ldots$$  \hspace{1cm} (S65)$$

where we have introduced the definition

$$r := e^{-1/N}$$  \hspace{1cm} (S66)$$

for brevity.

Next, to simplify Eq. (S65), we can recognize that the sums $\sum_{k=j}^{\infty} r^k$ are geometric series, whose totals are $r^j / (1-r)$, and write

$$\sigma^2_{\zeta} = \sigma^2_0 \left[ \frac{r}{1-r} + \frac{r^2}{1-r} + \frac{r^3}{1-r} \right]^2 \ldots$$  \hspace{1cm} (S67)$$

And factoring out $r^2 / (1-r)^2$, we see that the result Eq. (S67) is itself a geometric series, with constant ratio $r^2$, which we can substitute for its total $1 / (1-r)$, writing

$$\sigma^2_{\zeta} = \sigma^2_0 \frac{r^2}{(1-r)^2} \left[ 1 + r^2 + r^4 + \ldots \right]$$  \hspace{1cm} (S68)$$

Then finally we can substitute back in the definitions for $r$ and $\sigma^2_0$ into Eq. (S69), and recall the conversion $\sigma^2_{\zeta} = (1/Ne^{-1/2N})^2 \sigma^2$ to obtain

$$\sigma^2_{\zeta} = \left( \frac{1}{N} e^{\frac{1}{2N}} \right)^2 \frac{e^{-2/N}}{(1-e^{-1/N})^2} \frac{1}{1-e^{-2/N}} e^{\sigma^2/N^3} (e^{\sigma^2/N^3} - 1)$$  \hspace{1cm} (S70)$$

$$\sigma^2 = \sigma^2 \frac{1}{2N^2} + O \left( \frac{1}{N^3} \right) \ldots$$  \hspace{1cm} (S71)$$

**A.3.2 Mean readout error**

To summarize the result Eq. (S71), it tells us that the value of the readout at a time $\tau/2N$ into an event, $\hat{x}(t_{mid})$, is a random variable with standard deviation $\sigma/\sqrt{2N}$ to leading order. This is a useful fact, because it gives us a starting point for calculating $\sigma_{\text{readout}}$, as we now illustrate. Recall from our discussion of
the soft-threshold model, that we can express the trajectory of \( \hat{x}(t) \) as a series of events (here events go from spike to subsequent spike, while in the soft-threshold model events went from superthreshold crossing to superthreshold crossing), and we can express the integrals over time that define the mean readout \( \langle \hat{x}(t) \rangle \) and the variance of the readout \( \sigma_{\text{readout}}^2 \) as sums of smaller integrals over the duration of individual events (Eq. (S18), Eq. (S19), Eq. (S20), and Eq. (S21)). But importantly, in contrast to the soft-threshold model, the value of the readout \( \hat{x}(t) \) during each event is not independent of all other events; in fact, for the LIF model, our calculation for Eq. (S71) shows spike-time variability accumulated over many spikes (the \( \sum_{n=1}^{\infty} \gamma_n \)) creates fluctuations in \( \xi \) that are \( O(1/N) \). Indeed, individual spike-time variability (the standard deviation of each \( \gamma_n \)) is only \( \sigma_{\tau}/N^{3/2} = O(1/N^{3/2}) \), which is much smaller than the \( O(1/N) \) spike-time variability in the soft-threshold model (the standard deviation of the first spike time) that was required to produce fluctuations \( \sigma_{\text{readout}} = O(1/N) \) in the soft-threshold model where spike-time variability does not accumulate. Recognizing this important property that the readout \( \hat{x}(t) \) is correlated from event to event, we can still however use our result for \( \sigma_\xi \) (Eq. (S71)) to compute \( \sigma_{\text{readout}} \) because we need to take a sum over many events, and addition is commutative. The sum for \( \sigma_{\text{readout}} \) (Eq. (S20)) can be executed in any order—thus all we need to know is the distribution of the integrated squared deviation \( s_i \) for an individual event.

Thus, we can perform a parallel computation for \( \sigma_{\text{readout}} \) to that in the soft-threshold model (Equation Eq. (S18) to Eq. (S37)), except here we only have 1-spike events. Eq. (S29) becomes

\[
\langle \hat{x}(t) \rangle_t = \frac{\langle \mu_i \rangle_i}{\tau/N},
\]

and Eq. (S30) becomes

\[
\sigma_{\text{readout}}^2 \frac{s_i}{\tau/N},
\]

where we recall that the denominator in these equations expresses the mean duration of an event, which for LIF model we recall is simply \( \langle t_{fp} \rangle = \tau/N \). To express the expectation values \( \langle \mu_i \rangle_i \) and \( \langle s_i \rangle_i \), we can first consider a particular instance of an event, integrate over the duration of this event to compute \( \mu_i \) and \( s_i \), and then take the average over \( i \) to yield \( \langle \mu_i \rangle_i \) and \( \langle s_i \rangle_i \). For a particular event then, we can write

\[
\mu_i = \int_0^{t_{fp}} \left( \xi_i + \frac{1}{2N} - \frac{1}{\tau} t' \right) dt',
\]

\[
s_i = \int_0^{t_{fp}} \left[ \left( \xi_i + \frac{1}{2N} - \frac{1}{\tau} t' \right) - \langle \hat{x}(t) \rangle_t \right]^2 dt'.
\]
Eq. (S75) is the readout $\hat{x}(t')$. Importantly, $\hat{x}(t')$ starts with value $\xi_i + 1/2N$ at $t' = 0$, and decays approximately linearly with slope $-1/\tau$ (by the same reasoning for the constant slope of $-1/\tau$ in the soft-threshold model). Thus at time $t' = \tau/2N$, the readout equals $\xi_i$, as the definition of $\xi_i$ requires. Finally, the readout continues to decay until the event ends at time $t' = t_{fp}'$.

To evaluate $\langle \mu_i \rangle_i$, let us represent the deviation of $\xi_i$ from $E(\xi)$ with the unit Gaussian random variable $y_i$ multiplied by $\sigma$. Eq. (S74) becomes

$$\mu_i = \int_0^{t_{fp}'} \left[ E(\xi) + \sigma \xi y_i + \frac{1}{2N} - \frac{1}{\tau} t' \right] dt'$$

and its expectation value (averaging over $y_i$ and $t_{fp}'$) is

$$\langle \mu_i \rangle_i = E(\xi) + O(1/N^{3/2})$$

because $y_i$ has zero mean, the integral from $t' = 0$ to the mean $t_{fp}'$ at $t' = \tau/N$ evaluates to exactly $E(\xi)\tau/N$, and any additional contributions from the deviations of $t_{fp}'$ from its mean $\tau/N$ are order $O(1/N^{3/2})$. Thus the mean readout Eq. (S73) to leading order is

$$\langle \hat{x}(t) \rangle_t = E(\xi).$$

This result can be understood intuitively by comparing to the nominal operation of the predictive coding framework (the large $\rho$ limit discussed in the soft-threshold model). Intuitively, for high-performing networks (low noise), the network produces perfectly regular spikes, and thus the decaying readout $\hat{x}(t) \approx 1$ by tracing a zig-zag around the encoded variable $x(t) = 1$. Since each spike contributes $1/N$ to the readout, the value of the readout immediately before each spike is $1 - 1/2N$, so that when the spike arrives, the readout is $1 + 1/2N$. This centers the zig-zag perfect around $\hat{x}(t) \approx 1$, and notably, since the time between spikes is short ($O(1/N)$), the readout decays linearly to 1 at the mid-point time between subsequent spikes. Hence, $\langle \hat{x}(t) \rangle_t = E(\xi)$ for high-performing networks.

Next, to evaluate $\langle s_i \rangle_i$, let us again introduce the random variable $y_i$ and substitute into $s_i$ Eq. (S78) to obtain

$$s_i = \int_0^{t_{fp}'} \left[ \left( E(\xi) + \sigma \xi y_i + \frac{1}{2N} - \frac{1}{\tau} t' \right) - E(\xi) \right]^2 dt'$$

$$= \int_0^{t_{fp}'} \left[ \sigma \xi y_i + \frac{1}{2N} - \frac{1}{\tau} t' \right]^2 dt'.$$

Performing this integral and taking the expectation value over $i$ (averaging over $y_i$ and $t_{fp}'$), we obtain to leading order

$$\langle s_i \rangle_i = \frac{\sigma^2 \tau}{N^3} \left( \frac{1}{12} + \frac{\sigma^2}{2} \right)$$
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where we have again neglected any higher-order contributions from the deviations of \( t_{fp} \) from its mean, \( \langle t_{fp} \rangle = \tau / N \). Substituting the leading-order term in this expression into Eq. (S73) and taking a square root, we finally obtain

\[
\sigma_{\text{readout}} = \frac{1}{N} \sqrt{\frac{1}{12} + \frac{\sigma^2}{2}}. \tag{S82}
\]

Now importantly, we recall that we made two important assumptions to arrive at this result. The first was that \( \lambda_V \ll 1 \), and the second was that the sum of spike-time variations \( \sum_{n=1}^{k} \gamma_n \) could be well-approximated as Gaussian with the central limit theorem and that any deviations from this approximation are small because only a few sums \( \sum_{n=1}^{k} \gamma_n \) have a small number of terms (small \( k \), while in the calculation, \( k \) ranges from 1 to \( \infty \)). Thus for small \( \lambda_V \), we evaluate our Gaussian approximation by comparing our result Eq. (S82) against Monte Carlo simulations that only contain the top neuron (Figure B). Secondly, to understand how our result relates to networks with larger \( \lambda_V \)—when the top neuron alone is not sufficient to describe the network’s dynamics—we perform simulations with a variety of values of \( \lambda_V \). Interestingly, we find empirically that Eq. (S82) provides an upper-bound for \( \sigma_{\text{readout}} \) (Figure 3c). This upper-bound is an important result that will be used in the next section.

Figure B: The Gaussian approximation Eq. (S59) to the first-passage time distribution provides a good approximation for \( \sigma_{\text{readout}} \) when compared to Monte Carlo simulations that contain only the top neuron. The standard deviation, \( \sigma_{\text{readout}} \), of the readout (Eq. (S4)) when the \( t_{fp} \)'s are drawn from the first-passage-time distribution of an OU process (red lines of different shades for different \( \lambda_V \)), appear to match \( \sigma_{\text{readout}} \) when the \( t_{fp} \)'s are drawn from a Gaussian distribution with moments from the first-passage-time distribution of Brownian motion (light blue lines, redundant simulations; black line, Eq. (S82)). These single-neuron simulations are equivalent to assuming the top neuron in the membrane potential packet remains the top neuron forever, like in the \( \lambda_V \ll 1 \) limit in Figure 3a.
A.4 Readout error for the LIF model with delay

In the previous section, we studied the dynamics Eq. (S1) with no delay (delay $\Delta = 0$) to determine the readout standard deviation $\sigma_{\text{readout}}$ as a function of the noise level $\sigma$. This provides a good starting point to determine $\sigma_{\text{readout}}$ as a function of both $\sigma$ and nonzero delay $\Delta > 0$. To begin, let us consider the regime of parameters we would like to consider; in particular, we are interested in studying networks that exhibit high performance, i.e. small $\sigma_{\text{readout}}$, and networks that are driven by tight-balance, i.e., the leak term $-\lambda V_i(t)$ in Eq. (S1) is small compared to the driving current $N$. As discussed in the previous section, this regime corresponds to noise level $\sigma \ll 1$, and we consider $\lambda$ as a given network property that satisfies the constraint that the leak term is small. Thus it remains to consider what values of delay $\Delta$ correspond to high performance. Intuitively, from our analysis of the soft-threshold model, we understand that small delays correspond to high performance—small delays allow one neuron to quickly inhibit the others, and this helps prevent spurious spikes that would otherwise increase readout error. Therefore, we consider small delays $\Delta$ for the LIF model. And more precisely, for ease of analysis, we will consider delays that are much smaller than the typical time between subsequent network spikes. The typical time between subsequent network spikes is $\langle t_{fp} \rangle = \tau/N$ (see previous section), and so we will consider delays $\Delta = \delta/N$, where $\delta \ll \tau$.

To understand how the membrane potentials evolve in the presence of delay $\Delta > 0$, let us first recall our description of the dynamics when $\Delta = 0$ from the previous section. The membrane potentials travel in a Gaussian packet of width $\sigma_{\text{OU}} = \sigma/\sqrt{2\lambda}$ toward threshold, driven by the input current $N$. When the top neuron in the packet hits threshold it fires a spike, and this spike then propagates to the other neurons, decrementing their membrane potentials, and thus prevents the other neurons from firing (until the packet reaches threshold again). Now this is where we see a departure from these dynamics due to the propagation delay $\Delta$ in Eq. (S1). The top neuron indeed fires a spike and resets itself when it reaches threshold (through the self-reset $-\tau o_i(t)$ term), but the spike takes a time $\Delta$ to decrement the other membrane potentials (through the $-\tau \sum_{j \neq i} o_j(t)\Delta$ term). Thus the other neurons in the packet continue to travel toward threshold while they are waiting to receive the top neuron’s inhibitory spike, and they may themselves cross threshold and fire spurious spikes. We will see, just as we saw in the soft-threshold model, that spurious spikes increase the readout error $\sigma_{\text{readout}}$, and thus one of our goals in this section will be to calculate the number of spurious spikes and the effect they have on the readout.

Now as we continue to describe the dynamics with delay $\Delta > 0$ and eventually calculate quantities like the mean number of spurious spikes, we will see as in the previous section, that defining the notion of an "event" is helpful. Thus we define an event here as the interval of time from when a top neuron in the membrane potential packet reaches threshold, at a time we refer to as $t_{\text{thresh},1}$, to the next time a top neuron reaches threshold again (this latter top
neuron need not be the same as the previous top neuron), at a time we refer to as time \( t_{\text{thresh}, 2} \). Importantly, we define neurons that spike within the time interval \( t_{\text{thresh}, 1} \) to \( t_{\text{thresh}, 1} + \Delta \) as spuriously spiking neurons, and do not consider these neurons as candidates for marking the end of the event at \( t_{\text{thresh}, 2} \). Instead, the neuron that next spikes after \( t_{\text{thresh}, 1} + \Delta \) is denoted as the next top neuron to reach threshold, marking the end of the event when it reaches threshold at time \( t_{\text{thresh}, 2} \). To understand why this notion of event is well-defined, recall that we are focusing on the limit of small noise and small delays. In particular, note that the inhibition from one or more spikes (the first spike from the top neuron at \( t_{\text{thresh}, 1} \) and any additional spurious spikes that may occur) decrements the membrane potentials by 1 or more, and the membrane potentials are driven toward threshold by the current \( N \). Thus it takes a mean time of \( O(\tau/N) \) for the next spike to occur after \( t_{\text{thresh}, 1} + \Delta \) (the time when the entire population is first inhibited due to delayed inhibition from the first spike from the top neuron), with deviations from this mean time being small because we are considering the limit of small noise. And since we are considering delays \( \delta \ll \tau \), which is equivalent to \( \Delta \ll \tau/N \), we see that the time interval during which spurious spikes can occur is much smaller than the \( O(\tau/N) \) time for the next nonspurious spike to occur. Thus there is a clear separation between the spike times of spurious spikes (between \( t_{\text{thresh}, 1} \) and \( t_{\text{thresh}, 1} + \Delta \)) and the spike of the next top neuron \( t_{\text{thresh}, 2} = t_{\text{thresh}, 1} + O(\tau/N) \).

Importantly, examining the interval from \( t_{\text{thresh}, 1} \) to \( t_{\text{thresh}, 1} + O(\Delta) \) more closely, we see another departure from the zero-delay dynamics described in the previous section when we consider that in any particular event, the top neuron is decremented at time \( t_{\text{thresh}, 1} \), while the other \( N-1 \) neurons are decremented at time \( t_{\text{thresh}, 1} + \Delta \). (And if spurious spikes occur in the event, further differences in inhibition times in the population are of \( O(\Delta) \).) Interestingly, this creates a "head start" toward threshold for the top neuron in the packet, relative to the other neurons, as the membrane potentials travel toward threshold until the next top neuron spikes at time \( t_{\text{thresh}, 2} \). To see this, recall that the top neuron’s membrane potential is reset to \(-1/2\) when it self-resets at time \( t_{\text{thresh}, 1} \). At this point in time, it is receiving an extra small, excitatory current from the leak term \(-\lambda V \alpha \) because \( V \alpha \) (where \( \alpha \) is the index of the top neuron) is negative—this is in addition to the input current \( N \). Meanwhile, the other membrane potentials are still traveling toward threshold, and the membrane potentials near the top of the packet are near the threshold at \( 1/2 \). Thus these neurons experience a small, additional inhibitory current from the leak term \(-\lambda V \alpha(t) \), slightly slowing their travel toward threshold. So we see that after all membrane potentials have received the inhibitory spike after delay \( \Delta \), the top neuron has integrated extra current relative to the other neurons near the top of the packet, and so it has a head start on its way toward threshold. This corresponds to a stretching of the upper tail of the membrane potential packet from the nominal Gaussian distribution of width \( \sigma_{OU} \). We will return to this subtle but important departure from a Gaussian packet when the nature of the packet’s tail becomes important in our calculations.
A.4.1 Mean number of spurious spikes

Equipped with our understanding of the dynamics Eq. (S1) and the definition of an event, let us now turn to quantifying the number of spurious spikes in a given event, as spurious spikes increase the readout error and thus must be included in our study of $\sigma_{\text{readout}}$. With the objective of quantifying the number of spurious spikes in an event, consider an event that starts at time $t_{\text{thresh},1}$ and ends at time $t_{\text{thresh},2}$. At time $t_{\text{thresh},1}$, the top neuron in the membrane potential packet has just reached threshold, and the rest of the neurons in the packet are below threshold. At time $t_{\text{thresh},1}$, we can estimate the typical position of the mean of the membrane potential packet, which we denote as $\bar{V}$, by computing what the value of the mean must be so that the tail of the membrane potential distribution that is above threshold is $1/N$. When this tail probability is above $1/N$ it is likely that out of the $N$ neurons, the top neuron has just crossed threshold. The probability density of the membrane potential packet is approximately Gaussian with width $\sigma_{\text{OU}}$. Thus the approximate position of the mean $\bar{V}$ of the membrane potential packet relative to the threshold, i.e. $\theta := 1/2 - \bar{V}$, is then estimated via the condition

$$\frac{1}{N} = \int_{\theta}^{\infty} \frac{1}{\sqrt{2\pi\sigma_{\text{OU}}}} e^{-\frac{z^2}{2\sigma_{\text{OU}}^2}} dz,$$

or equivalently,

$$\theta = \sqrt{2\sigma_{\text{OU}}} \text{erfc}^{-1} \left( \frac{2}{N} \right).$$

Next, we integrate the passage of the Gaussian packet across the threshold during the delay $\Delta$ to estimate the mean number of spurious spikes, which we define as $\lambda$:

$$\lambda = N \int_{\theta - \delta/\tau}^{\theta} \frac{1}{\sqrt{2\pi\sigma_{\text{OU}}}} e^{-\frac{z^2}{2\sigma_{\text{OU}}^2}} dz.$$  (S85)

To understand this expression, note that between the time $t_{\text{thresh},1}$ to time $t_{\text{thresh},1} + \Delta$, the mean of the membrane potential distribution is shifting up at a rate $N/\tau$. So over this duration of length $\Delta = \delta/N$ the mean shifts up by $\delta/\tau$. Thus the tail above threshold also shifts up. This integral reflects an integral over the additional probability mass of the membrane potential distribution that is above threshold between the time of the first spike $t_{\text{thresh},1}$ and the time $t_{\text{thresh},1} + \Delta$ of the first inhibition to all neurons. Multiplying this by $N$ then yields an estimate for the mean number of spurious spikes $\lambda$. This simple approximation of Eq. (S83) to Eq. (S85) for the mean number of spurious spikes $\lambda$ yields a good agreement with numerical simulations (Figure C) when the distribution of membrane potentials is actually drawn from a Gaussian. We note though that the approximation error consistently corresponds to a slight overestimate at finite $N$; this appears to be a finite size effect as this error diminishes as $N$ becomes large, as demonstrated in (Figure C).
Figure C: The mean number of spurious spikes $\lambda$ from Monte Carlo simulations is upper-bounded by Eq. (S85). In these simulations, we sample the number of spurious spikes $2 \times 10^5$ times, using the following procedure for each sample. First, we take $N$ draws from a Gaussian of width $\sigma_{OU} = 1$ and mean zero, with each draw representing the value of a membrane potential relative to the mean membrane potential $\bar{V}$. Second, we take the maximum of these draws to represent the top neuron’s membrane potential; we call this $\theta$. Third, we count how many membrane potentials lie between $\theta$ and $\theta - \delta$ (we choose $\delta = \tau \times 10^{-2}$ for this figure), and record the count as the number of spurious spikes. Finally, we average over the $2 \times 10^5$ samples obtained using this procedure to compute the mean number of spurious spikes $\lambda$ (blue dots). We also compute $\lambda$ using Eq. (S83) to Eq. (S85) with the same parameters, $\sigma_{OU} = 1$ and $\delta = \tau \times 10^{-2}$ (orange curve).

Now importantly, we recall the detail that the $O(\Delta)$ time-difference between the top-neuron’s self-reset and the inhibition of the rest of the population slightly stretches the upper tail of the membrane potential packet due to the leak term $-\lambda V_i(t)$ through the head start effect. Thus the actual tail of the membrane potential packet is slightly thinner than the Gaussian tail we used in our calculation for $\lambda$. However, we note that a thinner tail would facilitate even fewer spurious spikes, because the membrane potentials are more spread out. Thus our calculation for $\lambda$ is a further overestimate, when this effect is taken into account. Also importantly, we have neglected variations due to the noise term $\sqrt{\tau} \sigma_i(t)$ in the membrane potentials that may cause extra neurons to cross threshold and spuriously spike—but on the timescale of the delay $\Delta$, these diffusive fluctuations have a standard deviation of $O(\sigma \sqrt{\Delta}) = O(\sigma \sqrt{\delta/N})$, which is much smaller than the mean membrane potential increase due to the driving current during the delay, which is $O(\Delta N) = O(\delta)$. Thus, these diffusive fluctuations can be safely neglected in computing the mean number of spurious spikes.

Importantly, the mean number of spurious spikes $\lambda$ is small for high-performing networks. While we have computed an estimate of the mean here, we will further make the approximation that the distribution of the number of spurious spikes is Poisson. In the limit of small $\lambda$, where large numbers of spurious spikes are extremely rare, the detailed distribution of spurious spikes is not expected
to have a large impact on the readout error, and so a Poisson approximation with the same mean should suffice to approximately calculate the readout error. We will confirm this expectation below.

### A.4.2 Mean readout error

With this knowledge of the distribution of spurious spikes in an event, let us compute $\sigma_{\text{readout}}$ by generalizing the calculation in the previous section. In the previous section, we focused on the case where $\lambda_V \ll 1$ for ease of analysis, and found empirically that this case provided an upper-bound for $\sigma_{\text{readout}}$ for the case of larger $\lambda_V$. Thus here, we will again start by analyzing the $\lambda_V \ll 1$ case, with the expectation that this corresponds to an upper-bound. Now, the primary difference between the dynamics of the network in the previous section with $\Delta = 0$, and this section with $\Delta > 0$, is that we have $1 + l$-spike events, where $l \geq 0$ as opposed to only 1-spike events. So to generalize our calculations for the variation of the readout at a particular time in the previous section, let us define here the value of the readout at a time $t_{\text{mid}}$ which is $l\tau/N + \tau/2N$ after the start of an event, to be $\xi := \hat{x}(t_{\text{mid}})$. Since we are considering the case of high network performance, i.e. $\lambda \ll 1$, by far the most prevalent type of event is 1-spike events, followed by 2-spike events. Thus our calculation for the standard deviation $\sigma_\xi$ of the random variable $\xi$ in the previous section carries through to zeroth order in $\lambda$. But remarkably, one can also repeat the calculation for $\sigma_\xi$ by imagining a readout consisting of only 2-spike events, and one recovers the same result, $\sigma_\xi = \sigma/\sqrt{2N}$. (Intuitively, the sums of spike-time variation $\sum_{n=1}^{k} \gamma_n$ in the calculation now contain half as many terms, but each $\gamma_n$ has twice the variance because 2-spike events have twice the duration of 1-spike events and integrate twice as much noise $\sqrt{\tau} \eta_i(t)$. Thus, aside from additional variance from the random interspersing of 2-spike events among 1-spike events, $\sigma_\xi$ is still $\sigma/\sqrt{2N}$. Notably, we have seen in the soft-threshold model that such an additional variance is higher-order in $1/N$. However, in the LIF model, we also have the possibility that the membrane potential packet retains a leaky memory of its history, thus 2-spike events may tend to occur in runs of some typical length $\chi$ (a correlation length) as opposed to the single, randomly interspersed 2-spike events that we considered in the soft-threshold model. In the LIF model, a 2-spike event is more likely to follow a preceding 2-spike event than a preceding 1-spike event, because in the preceding 2-spike event, a second-to-top neuron is already close to threshold, ready to create a spurious spike with relatively high probability. To understand the magnitude of the additional variance contributed to $\sigma_\xi^2$ due to 2-spike event runs of length $\chi$, one can repeat the calculation for Eq. (S45) with 2-spike event run replacements instead of individual 2-spike event replacements, and one finds that the additional variance to $\xi$ scales as $\chi/N^3$. So as long as $\chi$ scales $< O(N)$, we can still safely neglect this additional variance contribution, and our result of $\sigma_\xi = \sigma/\sqrt{2N}$ still holds to leading order in $N$.

Equipped with the variance $\sigma_\xi^2$ of the readout at time $t_{\text{mid}}$, the next step toward computing $\sigma_{\text{readout}}$ is computing the integrated squared deviation $s_i$.
for an event, because \( \sigma_{\text{readout}} \) is simply a sum of the \( s_i \) (Eq. (S20)). We can categorize events by spike-number just like we did in the soft-threshold model, so that we can use the simplified expression for \( \sigma_{\text{readout}} \), Eq. (S30), that expresses the sum over all \( s_i \) as a weighted sum of expectation values of \( s_i(l) \), where \( s_i(l) \) is defined as \( s_i \) conditioned on the event containing \( l + 1 \)-spikes. To compute an instance of \( s_i(l) \) then, we can take our expression for \( s_i \) in the previous section (Eq. (S75)) and modify it to include the fact that the event \( s_i(l) \) contains \( l \) spurious spikes. We obtain the equation below, and explain the modifications we made in turn.

\[
s_i(l) = \int_0^{t_{fp}(l)} \left[ \left( \bar{\xi}_t + \frac{1}{2N} + \frac{l}{N} - \frac{1}{\tau} \right) - \langle \hat{x}(t) \rangle_t \right]^2 dt'. \quad (S86)
\]

First, we have introduced the random variable \( t_{fp}(l) \), which is the duration of an \( l + 1 \) spike event. Since the membrane potentials of an \( l + 1 \)-spike event must recover to threshold from a decrement of \( l + 1 \), the moments of \( t_{fp}(l) \) are given by the first-passage time distribution of a particle undergoing Brownian motion (this is using our assumption of small \( \lambda_V \) with mean \( (l + 1)\tau/N \) and standard deviation that is \( O(1/N^{3/2}) \), which we can neglect from our calculations as we did in the previous section. Second, we have added the term \( \frac{1}{N} \) to denote the increment in the readout near the beginning of the event due to the spurious spikes that occur within a time \( \Delta \) from the beginning of the event. Note that we have collapsed the spike-times of the \( l \) spurious spikes over a time interval of size \( \Delta \), to a point time-interval at the beginning of the event. To understand why this approximation accounts for the leading-order effect of delays, recall that the time \( \Delta \ll \tau/N \), and thus the contribution to the integral in Eq. (S86) from the \( O(\Delta) \) spike-time variability of the \( l \) spurious spikes is much less than the contribution of the \( \frac{1}{N} \) term, which is integrated over the entire \( O(\tau/N) \) duration of the event. Thus, collapsing the spike-times serves to capture the leading-order effect of the delay \( \Delta \)—that of the \( \frac{1}{N} \) term.

Now, to evaluate Eq. (S86), we still need to compute the mean readout \( \langle \hat{x}(t) \rangle_t \). But instead of going through another calculation to evaluate \( \hat{x}(t) \), we note that we are already describing an upper-bound for \( \sigma_{\text{readout}} \) because the result from the previous section (Eq. (S82)) is an upper-bound for general \( \lambda_V \), and our estimate for the number of spurious spikes \( \lambda \) (Eq. (S85)) is also an overestimate. Thus here too, we have the freedom to make an overestimate in our calculation of \( s_i(l) \), and the usage of such an \( s_i(l) \) will ultimately result in an upper-bound for \( \sigma_{\text{readout}} \). We take advantage of this freedom to avoid the additional complexity of calculating \( \langle \hat{x}(t) \rangle_t \), and instead substitute the result \( \langle \hat{x}(t) \rangle_t = \mathcal{E}(\xi) \) from the case of zero delays (Eq. (S78)) into Eq. (S86). Clearly, \( \langle \hat{x}(t) \rangle_t \) may deviate from this result because in the case of delay \( \Delta > 0 \), there are \( 1 + l \)-spike events to consider, and not just \( 1 \)-spike events. But crucially, the actual value of \( \langle \hat{x}(t) \rangle_t \) minimizes the mean squared deviation \( \sigma_{\text{readout}} \) because of a general property of computations for mean-squared-error (Eq. (S17)). Namely, calculating deviations relative to the mean of a random variable minimizes mean-squared error. Thus any value we substitute for \( \langle \hat{x}(t) \rangle_t \) can only
yield the exact value or overestimate for the expectation of $s_i(l)$, $\langle s_i(l) \rangle_i$, which is the quantity we will use to compute $\sigma_{\text{readout}}$ in Eq. (S30). Therefore, let us implement this substitution, keeping in mind that this provides an overestimate. Eq. (S86) becomes

$$s_i(l) = \int_0^{\tau_*} \left[ \left( \xi_i + \frac{1}{2N} + \frac{l}{N} - \frac{1}{\tau} \right) - \mathbb{E}(\xi) \right]^2 dt'$$  \hspace{1cm} (S87)$$

$$= \int_0^{\tau_*} \left[ \sigma \xi_i y_i + \frac{1}{2N} + \frac{l}{N} - \frac{1}{\tau} \right]^2 dt'$$  \hspace{1cm} (S88)

where we have cancelled $\mathbb{E}(\xi)$ in the second line and introduced the unit Gaussian random variable $y_i$ to express the variation in $\xi_i$. Taking the expectation over the $s_i(l)$, we then obtain

$$\langle s_i(l) \rangle_i = \frac{1}{N^2} \frac{1}{12} (l + 1)(1 + 2l + 4l^2 + 6\sigma^2)$$  \hspace{1cm} (S89)

Then, to compute $\sigma_{\text{readout}}$, we can substitute Eq. (S89) into Eq. (S30):

$$\sigma_{\text{readout}}^2 = \frac{\sum_{l=0}^{\infty} p(l) \langle s_i(l) \rangle_i}{\sum_{l=0}^{\infty} p(l)(l + 1)\tau/N}$$

$$= \frac{1}{N^2} \left( \frac{\sigma^2}{2} + \frac{1 + 13\lambda + 18\lambda^2 + 4\lambda^3}{12(1 + \lambda)} \right)$$  \hspace{1cm} (S91)$$

$$= \frac{1}{N^2} \left( \frac{1}{12} + \frac{\sigma^2}{2} + \lambda + O(\lambda^2) \right)$$  \hspace{1cm} (S92)

where $p(l)$ is a Poisson distribution as defined in Eq. (S24), but with $\lambda$ from Eq. (S85), and we recall that the denominator represents the mean duration of an event. Now, recalling that we made several overestimates during our derivation—the small $\lambda_V$ limit corresponds to an upper-bound for $\sigma_{\text{readout}}$ for general $\lambda_V$, our estimate for $\lambda$ was an overestimate (Eq. (S85)), and our choice to compute deviations relative to the $\mathbb{E}(\xi)$ instead of the mean readout was an overestimate—and that we made the central limit theorem approximation in the computation of $\sigma_\xi$ this expression for $\sigma_{\text{readout}}$ is in fact an approximate upper-bound. So we write

$$\sigma_{\text{readout}}^2 \lesssim \frac{1}{N^2} \left( \frac{1}{12} + \frac{\sigma^2}{2} + \lambda \right).$$  \hspace{1cm} (S93)

where we have also dropped high-order terms in $\lambda$ because we are interested in networks with high performance ($\lambda \ll 1$).

Importantly, Eq. (S91) can be evaluated numerically (numerically evaluating Eq. (S85)) and compared against simulation (Figure 4). Furthermore, we can numerically compute the minimal readout standard deviation, $\sigma^*_{\text{readout}}$, and the associated optimal noise level, $\sigma^*$ (Figure 4). Finally, we numerically differentiate $\sigma^*_{\text{readout}}$ and $\sigma^*$ with respect to the delay $\delta$ and observe that $\sigma^*_{\text{readout}}$
and \( \sigma^* \) grow as

\[
\sigma^* \sim (\delta/\tau)^{2/3} \quad \text{and} \quad (S94) \\
\sigma^* \sim (\delta/\tau)^{1/3} \quad (S95)
\]

for \( \delta \ll \tau \), which matches the behavior of the soft-threshold model, Eq. (S39) and Eq. (S38) (Figure D).
Figure D: Numerically minimizing Eq. (S91) with respect to $\sigma$, we find that $\sigma^*_{\text{readout}}$ and $\sigma^*$ (top/bottom, solid blue curve) grow with small delay $\delta \ll \tau$ as $\sim (\delta/\tau)^{2/3}$ and $\sim (\delta/\tau)^{1/3}$, respectively (top/bottom, dashed orange line). Note that this limiting behavior matches that of the soft-threshold model. Noise enters the soft-threshold model as the standard deviation of the first-spike time, $\frac{1}{N\rho}$. And in the soft-threshold model, $\lambda^* \sim (\delta/\tau)^{2/3}$ implies that $\frac{1}{\rho^*} = \frac{1}{\lambda^*} \sim (\delta/\tau)^{1/3}$, which matches the $\sigma^* \sim (\delta/\tau)^{1/3}$ that we have here for the LIF model.

B Simulation details

We use $\tau = 1$ in all simulations.
B.1 Soft-threshold model

In Figure 2b, our simulations take advantage of the small delay $\Delta (\Delta = \delta/N$, where $\delta \ll \tau$) and large $N$ limit of the soft-threshold model to efficiently compute spike-times $t_k$ in Eq. (S6) and empirically estimate $\sigma_{\text{readout}}$. We first consider when all the neurons cross threshold together, and the neurons spike with total probability rate $N\rho$. The first-spike time is an exponential random variable with mean $1/N\rho$, and so in our simulations, we simply draw the first-spike time from this exponential distribution. Next, we consider the time after the first spike, during the delay $\Delta$. The other $N-1 \approx N$ neurons continue to spike probabilistically, with each neuron’s next-spike time exponentially distributed with mean $1/\rho$, in the absence of inhibition. Here we draw $N$ next-spike times from this exponential distribution. Of course, inhibition arrives after a time $\Delta$, and so the only neurons that spike are the ones with next-spike time less than $\Delta$; we take these as the spuriously spiking neurons, and their spike times are given by the first-spike time, plus the next-spike time for each neuron. After the inhibition arrives from the first-spike neuron, the entire population is subthreshold, and the population returns to threshold a time $(1 + l)\tau/N$ after the first spike, where $l$ is the number of spurious spikes. At this point, we repeat our procedure, starting by drawing a new first-spike time, and so on. This yields a list of spike-times, which we insert into Eq. (S6). We use $N = 32$ neurons, run the simulation for $3 \times 10^4$ first-spikes, and sample $1.5 \times 10^4$ random times in $\hat{x}(t)$ to empirically calculate $\sigma_{\text{readout}}$. We sample from within the last $2 \times 10^4$ spikes in the simulation, to ensure that the readout has reached the steady state.

This simulation protocol has the advantage that it avoids traditional Euler-timestep discretized time, which allows us to easily examine small delays. However, notably, this protocol does not consider the possibility that the first spike takes so long to occur that the population travels so far above threshold and the first spike is insufficient to return the population to subthreshold. Importantly, for small $\delta$, $\rho$ is large, and the mean first-spike time is small. Furthermore, very large first-spike times are exponentially suppressed; thus the simulation is accurate for small $\delta$.

B.2 LIF model

In Figures 3 and 4, we perform Euler time-step simulations of Eq. (S1) with $dt = 0.0001$, and we use the second half of the simulation when computing $\sigma_{\text{readout}}$.

For Figure 3a, we use $N = 32$, $\sigma = 0.1$, and 1562500 time-steps in each simulation (each dot). For Figure 3c, we use $N = 64$ and 781250 time-steps.

For Figure 4d, we use $\sigma = 0.001, 0.003, 0.01, 0.03, 0.1, 0.3, 1., 3., 10.$, or $30.$, and 781250 time-steps for each simulation. In Figure 4e, we take the minimum over the $\sigma_{\text{readout}}$s from Figure 4d, for each delay value $\delta$, to compute $\sigma^*_{\text{readout}}$ and $\sigma^*$. 
B.3 Simulation code

We include here our Euler time-step simulation code used for the LIF model. We have described the other, simpler computations supporting this work directly in the text.

```julia
# Julia 1.3.1
using LinearAlgebra

# Spiking neural network simulation
function snn_sim(;
    D = 1,  # Dimension of x(t), NOTE D=1 for this work
    N = 32,  # Number of neurons
    lambda_V = 0.1,  # Membrane leak
    sigma_V0 = 0.,  # Standard deviation of membrane potential
    n_steps = 1562500,  # Number of simulation time steps
    n_step_save = 5000,  # Number of steps between each snapshot save of
    n_step_delay = 30,  # Length of axonal propagation delay in number of
    hard_spike = true,  # true => hard threshold, false => soft threshold
    dt = .0001,  # Time step size
    W_input = Nothing,  # Input weight connectivity matrix
    membrane_noise = 1.,  # Noise level sigma
    thres = Nothing,  # Neuron thresholds
    prob_fire_in_dt = 1.,  # Probability of spiking during time step dt (for
    omega_f = Nothing,  # Connectivity weight matrix
    read_out = Nothing,  # Readout weights
    A = Nothing,  # Emulated D-dimensional dynamical system
    only_one_spike_per_dt = false  # true => only allow 1 spike per time step
    )

    # Example values
    if W_input == Nothing
        W_input = N * ones(N,D)
    end
    if omega_f == Nothing
        omega_f = ones(N, N)
    end
    if read_out == Nothing
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read_out = 1.0 / N * ones(1, N)
end
if thres == Nothing
    thres = 0.5 * ones(N)
end

# Setup for emulating x(t) as a low-pass filter of constant 1-D input c(t) = 1
if A == Nothing
    A = -1. * I
end
c = ones(n_steps,1)

# Initialize simulation parameters
V0 = sigma_V0 * randn(N) # Membrane potentials
r0 = zeros(N) # Firing rates
x0 = [0.] # x(t)

V = copy(V0)
x = copy(x0)
r = copy(r0)

# Storage for simulation history
history_length = trunc(Int, n_steps/n_step_save)
V_history = zeros(history_length, N)
x_history = zeros(history_length,D)
r_history = zeros(history_length,N)
x_hat_history = zeros(history_length,D)

# Initialize readout error metrics
x_hat_squared_sum = 0.
x_hat_sum = 0.
error_calc_start = trunc(Int, n_steps/2) # Burn-in period

# Delayed spike delivery queue and spike time list
spike_queue = []
spike_times = []

# Euler time-step simulation
for step in 1:n_steps
    V_dot = -lambda_V * V + W_input * c[step,:]
    if membrane_noise != 0.
        V_dot += membrane_noise/sqrt(dt) * randn(N)
    end
end
V += V_dot * dt

# Check for neurons crossing threshold
for n in 1:N
    if V[n] > thres[n]
        if hard_spike || rand() <= prob_fire_in_dt
            index_and_delivery = (n, step + n_step_delay)
            push!(spike_queue, index_and_delivery)
            push!(spike_times, index_and_delivery)
            V[n] -= omega_f[n,n] # Immediate self-reset
            if only_one_spike_per_dt
                break
            end
        end
    end
end

# Deliver delayed spikes
while length(spike_queue) > 0 && step >= spike_queue[1][2]
    spike_index = splice!(spike_queue,1)[1]
    V -= omega_f[:,spike_index]
    V[spike_index] += omega_f[spike_index, spike_index] # Undo extra
    r[spike_index] += 1.
end

# Update state of D-dimensional dynamical system
x_dot = A * x + c[step,:
x += x_dot * dt

# Update firing rates and output
r_dot = -r
r += r_dot * dt

x_hat = read_out * r

# Compute error starting after burn-in period
if step > error_calc_start
    x_hat_squared_sum += norm(x_hat) ^ 2
    x_hat_sum += norm(x_hat)
end

# Log simulation parameters
if step % n_step_save == 0
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\begin{verbatim}
    history_index = trunc(Int, step/n_step_save)
    V_history[history_index, :] = V
    r_history[history_index, :] = r
    x_history[history_index, :] = x
    x_hat_history[history_index, :] = x_hat
end

sigma_readout2 = (x_hat_squared_sum / (n_steps - error_calc_start) -
                   (x_hat_sum / (n_steps - error_calc_start))^2 )

return Dict(
    :N => N,
    :D => D,
    :V_history => V_history,
    :r_history => r_history,
    :x_history => x_history,
    :x_hat_history => x_hat_history,
    :spike_times => spike_times,
    :sigma_readout2 => sigma_readout2,
)
end
\end{verbatim}
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