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ABSTRACT
Recently, relative Rota–Baxter (Lie/associative) algebras are extensively studied in the literature from cohomological points of view. In this paper, we consider relative Rota–Baxter Leibniz algebras (rRB Leibniz algebras) as the object of our study. We construct an $L_{\infty}$-algebra that characterizes rRB Leibniz algebras as its Maurer–Cartan elements. Then we define representations of an rRB Leibniz algebra and introduce cohomology with coefficients in a representation. As applications of cohomology, we study deformations and abelian extensions of rRB Leibniz algebras.

1. Introduction

Rota–Baxter operators appeared in the work of Baxter [1] in the fluctuation theory of probability. Such operators on associative algebras were subsequently studied by Rota [2], Atkinson [3], Miller [4], Cartier [5] among others. In the last twenty years, Rota–Baxter operators were used to study Yang–Baxter equations, infinitesimal bialgebras, dendriform algebras and double algebras [6–8]. Connes and Kreimer recently found important applications of Rota–Baxter operators in renormalization of quantum field theories [9]. In [10] Uchino introduced generalized Rota–Baxter operators (mostly known as relative Rota–Baxter operators in the literature) on bimodules over an associative algebra. Rota–Baxter operators and relative Rota–Baxter operators in the context of Lie algebras were first introduced by Kupershmidt in the study of classical $r$-matrices [11]. Recently, cohomology and deformation theory of relative Rota–Baxter operators in the context of Lie and associative algebras were developed in [12,13]. A relative Rota–Baxter Lie (resp. associative) algebra is a triple consisting of a Lie (resp. associative) algebra, a representation and a relative Rota–Baxter operator. In [14,15] the authors construct a suitable $L_{\infty}$-algebra which characterize relative Rota–Baxter Lie (resp. associative) algebras as its Maurer–Cartan elements. Subsequently, representations and cohomology of relative Rota–Baxter Lie (resp. associative) algebras are explicitly studied in [16,17].
Leibniz algebras are non-skewsymmetric analogs of Lie algebras. They first appeared in the work of Bloh [18] and were rediscovered by Loday [19]. Leibniz algebras are extensively studied in the literature, see for instance [20–24]. Recently, Rota–Baxter operators and relative Rota–Baxter operators in the context of Leibniz algebras, and their relations with Leibniz Yang–Baxter equation and Leibniz bialgebras are studied by Sheng and Tang [25]. Cohomology and deformation theory of relative Rota–Baxter operators in Leibniz algebras are also considered by Tang, Sheng and Zhou [26]. A relative Rota–Baxter Leibniz algebra (rRB Leibniz algebra in short) is a triple consisting of a Leibniz algebra, a representation and a relative Rota–Baxter operator (see Definition 3.1). An rRB Leibniz algebra gives rise to a Leibniz algebra structure on the representation space, which is called the induced Leibniz algebra.

Our aim in this paper is to extensively study rRB Leibniz algebras. At first, using Voronov’s derived bracket [27], we construct an $L_\infty$-algebra whose Maurer–Cartan elements are precisely rRB Leibniz algebras (cf. Theorem 3.13). Given an rRB Leibniz algebra, we also construct a new $L_\infty$-algebra (twisted by the Maurer–Cartan element corresponding to the rRB Leibniz algebra) that governs Maurer–Cartan deformations of the structure (cf. Theorem 3.14). Next, we introduce representations of an rRB Leibniz algebra. In particular, we get representations of Rota–Baxter Leibniz algebras. Any rRB Leibniz algebra can be regarded as a representation of itself, called the adjoint representation. Given any representation, we can construct the dual representation (cf. Proposition 4.6). We show that a representation of an rRB Leibniz algebra gives rise to a representation of the induced Leibniz algebra (cf. Proposition 4.8). This representation plays a key role in the description of the cohomology of the rRB Leibniz algebra. We also construct the semidirect product rRB Leibniz algebra from a given representation of a rRB Leibniz algebra (cf. Theorem 4.10). Next, we focus our attention on the cohomology theory of rRB Leibniz algebras. Using the Maurer–Cartan characterization of rRB Leibniz algebra (given in Theorem 3.13), we define the cohomology of an rRB Leibniz algebra with coefficients in the adjoint representation. Then we use this construction to define the cohomology with coefficients in any arbitrary representation.

It is well-known that [28,29] cohomology of algebraic structure is closely related to deformations and abelian extensions. We show that our cohomology of rRB Leibniz algebras is suitable to study deformations and abelian extensions of rRB Leibniz algebras. We study $R$-deformations of an rRB Leibniz algebra, where $R$ is an augmented unital ring. In particular, we get formal deformations and infinitesimal deformations. Among others, we show that the set of equivalence classes of infinitesimal deformations of an rRB Leibniz algebra has a one-to-one correspondence with the second cohomology group of the rRB Leibniz algebra with coefficients in the adjoint representation (cf. Theorem 6.5). We also define abelian extensions of an rRB Leibniz algebra and show that isomorphism classes of such abelian extensions are classified by the second cohomology group with coefficients in a representation (cf. Theorem 6.8).

The paper is organized as follows. In Section 2, we recall some preliminaries on Leibniz algebras, relative Rota–Baxter operators and $L_\infty$-algebras. In Section 3, we consider rRB Leibniz algebras and construct the $L_\infty$-algebra that characterizes rRB Leibniz algebras as Maurer–Cartan elements. Representations of rRB Leibniz algebras and some basic constructions are given in Section 4. Cohomology of an rRB Leibniz algebra (with coefficients in adjoint representation and coefficients in arbitrary representation) is given in Section 5.
Finally, in Section 6, we study deformations and abelian extensions of rRB Leibniz algebras as applications of our cohomology.

All vector spaces, linear maps and tensor products are over a field \( k \) of characteristic 0. A permutation \( \sigma \in S_n \) is said to be a \((i,j)\)-shuffle with \( i + j = n \) if \( \sigma(1) < \cdots < \sigma(i) \) and \( \sigma(i + 1) < \cdots < \sigma(i+j) \). We denote the set of all \((i,j)\)-shuffles by \( Sh(i,j) \).

2. Preliminaries

In this section, we recall some basic definitions and results on Leibniz algebras, relative Rota–Baxter operators and \( L_{\infty} \)-algebras. Our main references are [15,23,25,27,30,31].

**Definition 2.1**: A **Leibniz algebra** is a vector space \( g \) together with a linear operation (called the bracket) \([ , ]_g : g \otimes g \to g\) satisfying the following Leibniz identity

\[
[x, [y, z]_g]_g = [[x, y]_g, z]_g + [y, [x, z]_g]_g, \quad \text{for } x, y, z \in g. \tag{1}
\]

A Leibniz algebra may be simply denoted by the underlying vector space \( g \) when the bracket is clear from the context.

**Remark 2.2**: The Leibniz algebra considered in the above definition is called a left Leibniz algebra as the identity (1) is equivalent to the fact that the maps \([x, -]_g : g \to g\) by fixing left coordinate are derivations for the bracket on \( g \). Therefore, one can also define right Leibniz algebras. If \([ , ]_g : g \otimes g \to g\) is a left Leibniz bracket on a vector space \( g \), then it is easy to verify that \([x, y]_g^{op} := [y, x]_g\) is a right Leibniz bracket on \( g \) and vice-versa. It is important to remark that the results of the present paper can be adapted to right Leibniz algebras by suitable modifications.

**Definition 2.3**: Let \( g \) be a Leibniz algebra. A **representation** of \( g \) is a vector space \( V \) together with linear maps (called the left and right \( g \)-actions, respectively) \( l_V : g \otimes V \to V \) and \( r_V : V \otimes g \to g \) satisfying for \( x, y \in g, v \in V,\)

\[
l_V(x, l_V(y, v)) = l_V([x, y]_g, v) + l_V(y, l_V(x, v)),
\]

\[
l_V(x, r_V(v, y)) = r_V(l_V(x, v), y) + r_V(v, [x, y]_g),
\]

\[
r_V(v, [x, y]_g) = r_V(r_V(v, x), y) + l_V(x, r_V(v, y)).
\]

**Example 2.4**: Any Leibniz algebra \( g \) is a representation of itself with both left and right actions \( l_g, r_g : g \otimes g \to g \) are given by the Leibniz bracket on \( g \). This is called the adjoint representation.

Let \( g \) be a Leibniz algebra and \( V \) be a representation of it. For each \( n \geq 0 \), we define an abelian group \( C^n(g, V) := \text{Hom}(g^{\otimes n}, V) \) and a map \( \delta_{g, V} : C^n(g, V) \to C^{n+1}(g, V) \) by

\[
(\delta_{g, V}(f))(x_1, \ldots, x_{n+1}) = \sum_{i=1}^n (-1)^{i+1} l_V(x_i f(x_1, \ldots, \widehat{x_i}, \ldots, x_{n+1})) + (-1)^{n+1} r_V(f(x_1, \ldots, x_n), x_{n+1}) + \sum_{1 \leq i < j \leq n+1} (-1)^i f(x_1, \ldots, \widehat{x_i}, \ldots, x_{j-1}, [x_i, x_j]_g, x_{j+1}, \ldots, x_{n+1}),
\]

where \( f(x_1, \ldots, x_n) \) is the expression obtained by applying \( f \) to \( x_1, \ldots, x_n \) in any order.
for \( f \in C^n(g, V) \) and \( x_1, \ldots, x_{n+1} \in g \). Then \( \{ C^*(g, V), \delta_{g, V} \} \) is a cochain complex \([23]\). The corresponding cohomology groups are called the cohomology of \( g \) with coefficients in the representation \( V \).

In \([30]\) Balavoine introduced a graded Lie algebra associated to a vector space which plays an important role in the study of Leibniz algebras. Let \( g \) be a vector space (not necessarily a Leibniz algebra). Consider the shifted graded vector space \( C\{n\ge 0\} g \). Then the Balavoine bracket \([,]\) is a degree 0 bracket given by

\[
[f, g]_B(x_1, \ldots, x_{m+n+1}) = \sum_{i=1}^{m+1} (-1)^{(i-1)n} \sum_{\sigma \in S_{i-1, n}} (-1)^\sigma f(x_{\sigma(1)}, \ldots, x_{\sigma(i-1)}, g(x_{\sigma(i)}, \ldots, x_{\sigma(i+n-1)}, x_{i+n}), \ldots, x_{m+n+1})
\]

for \( f \in C^{m+1}(g, g) \), \( g \in C^{n+1}(g, g) \) and \( x_1, \ldots, x_{m+n+1} \in g \). Then \( (C^{n+1}(g, g), [,])_B \) is a graded Lie algebra. The importance of this graded Lie algebra is given by the following result.

**Proposition 2.5:** There is a one-to-one correspondence between Leibniz algebra structures on a vector space \( g \) and Maurer–Cartan elements in the graded Lie algebra \( (C^{n+1}(g, g), [,])_B \).

Next, we recall relative Rota–Baxter operators in the context of Leibniz algebras.

**Definition 2.6:** (i) Let \( g \) be a Leibniz algebra. A linear map \( R : g \rightarrow g \) is said to be a **Rota–Baxter operator** on \( g \) if

\[
[R(x), R(y)]_g = R([R(x), y]_g + [x, R(y)]_g), \quad \text{for } x, y \in g. \tag{2}
\]

(ii) Let \( g \) be a Leibniz algebra and \( V \) be a representation of it. A linear map \( R : V \rightarrow g \) is said to be a **relative Rota–Baxter operator** (on \( V \) over the Leibniz algebra \( g \)) if

\[
[R(v), R(v')]_g = R(l_V(R(v), v') + r_V(v, R(v'))), \quad \text{for } v, v' \in V. \tag{3}
\]

It follows that a Rota–Baxter operator on a Leibniz algebra \( g \) is a relative Rota–Baxter operator on the adjoint representation space \( g \).

Next, we collect some necessary background on \( L_\infty \)-algebras due to Lada and Stasheff \([32]\). For our purpose, we follow the equivalent definition by a degree shift \([27]\).

**Definition 2.7:** An \( L_\infty \)-algebra is a pair \( (\mathcal{L}, \{ l_k \}_{k \ge 1}) \) consisting of a graded vector space \( \mathcal{L} = \bigoplus_{i \in \mathbb{Z}} \mathcal{L}_i \) with a collection \( \{ l_k \}_{k \ge 1} \) of degree 1 linear maps (called the structure maps) \( l_k : \mathcal{L}^\otimes k \rightarrow \mathcal{L} \), for \( k \ge 1 \), satisfying
• (graded symmetry): \( l_k(x_{\sigma(1)}, \ldots, x_{\sigma(k)}) = \epsilon(\sigma) l_k(x_1, \ldots, x_k) \), for \( k \geq 1 \) and \( \sigma \in S_k \),
• (shifted higher Jacobi identity): for any \( n \geq 1 \) and homogeneous elements \( x_1, \ldots, x_n \in \mathcal{L} \),
\[
\sum_{i+j=n+1} \sum_{\sigma \in S_h(i,n-i)} \epsilon(\sigma) l_j(l_i(x_{\sigma(1)}, \ldots, x_{\sigma(i)}), x_{\sigma(i+1)}, \ldots, x_{\sigma(n)}) = 0.
\]

**Definition 2.8 ([15,33]):**

(i) An \( L_\infty \)-algebra \( (\mathcal{L}, \{l_k\}_{k \geq 1}) \) is said to be weakly filtered if there exists a descending filtration \( \mathcal{F}\cdot \mathcal{L} \) of \( \mathcal{L} \) (that is, \( \mathcal{L} = \mathcal{F}_1\mathcal{L} \supset \cdots \supset \mathcal{F}_k\mathcal{L} \supset \cdots \)) and a natural number \( N \) (called an index) such that \( \mathcal{L} \cong \lim_{n \to \infty} \mathcal{L}/\mathcal{F}_n\mathcal{L} \) and \( l_k(\mathcal{L}, \ldots, \mathcal{L}) \subset \mathcal{F}_k\mathcal{L} \), for all \( k \geq N \).

(ii) Let \( (\mathcal{L}, \{l_k\}_{k \geq 1}) \) be a weakly filtered \( L_\infty \)-algebra. An element \( \theta \in \mathcal{L}_0 \) is said to be a Maurer–Cartan element if \( \theta \) satisfies
\[
\sum_{k=1}^\infty \frac{1}{k!} l_k(\theta, \ldots, \theta) = 0.
\]

**Definition 2.9:** A \( V \)-data is a quadruple \( (L, \mathfrak{a}, P, \triangle) \) consisting of a graded Lie algebra \( L \) (with the bracket \([ \ , \ ]\)) , an abelian graded Lie subalgebra \( \mathfrak{a} \subset L \), a projection map \( P : L \to L \) with \( \text{im}(P) = \mathfrak{a} \) and \( \ker(P) \subset L \) a graded Lie subalgebra, and \( \triangle \in \ker(P)_1 \) satisfying \([\triangle, \triangle] = 0\).

A \( V \)-data induce some \( L_\infty \)-algebras via Voronov’s higher derived brackets [27]. We will use the following result in the next section to construct an \( L_\infty \)-algebra that characterizes relative Rota–Baxter Leibniz algebras as Maurer–Cartan elements.

**Theorem 2.10:** Let \( (L, \mathfrak{a}, P, \triangle) \) be a \( V \)-data. Then we have the following.

(i) The graded vector space \( \mathfrak{a} \) can be equipped an \( L_\infty \)-algebra with the structure maps
\[
l_k(a_1, \ldots, a_k) = P([\cdots [\triangle, a_1], a_2], \ldots, a_k), \quad \text{for } k \geq 1.
\]

(ii) If \( L' \subset L \) is a graded Lie subalgebra so that \([\triangle, L'] \subset L'\), then the graded vector space \( L'[1] \oplus \mathfrak{a} \) carries an \( L_\infty \)-algebra structure, where \( (L'[1] \oplus \mathfrak{a})_i = (L'[1])_i \oplus \mathfrak{a}_i = L'_{i+1} \oplus \mathfrak{a}_i \) for all \( i \in \mathbb{Z} \), and the structure maps are given by
\[
l_1(x[1]) = -[\triangle, x][1] + P(x),
\]
\[
l_1(a) = P(\triangle, a),
\]
\[
l_2(x[1], y[1]) = (1 - l_1)^{-1} [x, y][1],
\]
\[
l_k(x[1], a_1, \ldots, a_{k-1}) = P([\cdots [x, a_1], a_2], \ldots, a_{k-1}], \quad k \geq 2,
\]
\[
l_k(a_1, \ldots, a_k) = P([\cdots [\triangle, a_1], a_2], \ldots, a_k], \quad k \geq 2,
\]
for homogeneous elements \( x, y \in L' \) (considered as elements \( x[1], y[1] \in L'[1] \) with a degree shift) and homogeneous \( a, a_1, \ldots, a_k \in \mathfrak{a} \). Up to the permutations of the above entries, all the other linear maps vanish. Moreover, \( \mathfrak{a} \subset L'[1] \oplus \mathfrak{a} \) is an \( L_\infty \)-subalgebra.
3. rRB Leibniz algebras and their Maurer–Cartan characterizations

In this section, we first define relative Rota–Baxter Leibniz algebras (rRB Leibniz algebras) and then construct an $L_\infty$-algebra whose Maurer–Cartan elements are rRB Leibniz algebras. We will use this characterization in Section 5 to define the cohomology of rRB Leibniz algebras.

**Definition 3.1:** A rRB Leibniz algebra is a triple $(g, V, R)$ consisting of a Leibniz algebra $g$, a representation $V$ of the Leibniz algebra $g$ and a relative Rota–Baxter operator $R : V \to g$.

**Notation 3.2:** For notational convenience, we denote a rRB Leibniz algebra by $V \xrightarrow{R} g$ instead of the triple $(g, V, R)$. However, both of them capture the same informations.

**Remark 3.3:** A Rota–Baxter Leibniz algebra (RB Leibniz algebra) is a pair $(g, R)$ that consists of a Leibniz algebra $g$ and a Rota–Baxter operator $R$ on it. Thus, a RB Leibniz algebra $(g, R)$ can be considered as a rRB Leibniz algebra $g \xrightarrow{R} g$, where the domain of $R$ is the adjoint representation space $g$.

**Definition 3.4:** Let $V \xrightarrow{R} g$ and $V' \xrightarrow{R'} g'$ be two rRB Leibniz algebras. A morphism between them is a pair $(\phi, \psi)$ of a Leibniz algebra morphism $\phi : g \to g'$ and a linear map $\psi : V \to V'$ satisfying the following

$$
\psi(l_V(x, v)) = l_{V'}^g(\phi(x), \psi(v)), \quad \psi(r_V(v, x)) = r_{V'}^g(\psi(v), \phi(x)) \quad \text{and} \quad \phi \circ R = R' \circ \psi,
$$

for $x \in g, v \in V$.

Here $l_{V'}^g$ and $r_{V'}^g$ denote the left and right $g'$-actions on $V'$, respectively. We write a morphism as above simply by the notation $(\phi, \psi) : (V \xrightarrow{R} g) \leadsto (V' \xrightarrow{R'} g')$.

**Proposition 3.5:** Let $V \xrightarrow{R} g$ be a rRB Leibniz algebra. Then the vector space $V$ carries a Leibniz algebra structure with the bracket given by

$$
[v, v']_R := l_V(R(v), v') + r_V(v, R(v')),
$$

for $v, v' \in V$.

We denote this Leibniz algebra simply by $V_R$, and called the Leibniz algebra induced by the rRB Leibniz algebra $V \xrightarrow{R} g$.

**Maurer–Cartan characterizations of rRB Leibniz algebras.** Here we construct an $L_\infty$-algebra that characterizes rRB Leibniz algebras as Maurer–Cartan elements. We first recall some notations from [14,25].

Let $g$ and $V$ be two vector spaces. For any linear map $f : g_{i_1} \otimes \cdots \otimes g_{i_n} \to g_j$ where $g_{i_1}, \ldots, g_{i_n}, g_j$ are either $g$ or $V$, we define a new linear map (called the horizontal lift)
\( \hat{f} \in \text{Hom}((g \oplus V)^{\otimes n}, g \oplus V) \) by
\[
\hat{f} := \begin{cases} 
  f & \text{on } g_{i_1} \otimes \cdots \otimes g_{i_n} \\
  0 & \text{on other entries.}
\end{cases}
\] (4)

Let \( g^{k,l} \) be the direct sum of all possible \((k + l)\)-tensor powers of \( g \) and \( V \) in which \( g \) appears \( k \)-times (hence \( V \) appears \( l \) times). For instance,
\[
g^{2,0} = g \otimes g, \quad g^{1,1} = (g \otimes V) \oplus (V \otimes g) \quad \text{and} \quad g^{0,2} = V \otimes V.
\]

With this notation, we have \((g \oplus V)^{\otimes n} \cong \oplus_{k+l=n} g^{k,l}\). Moreover, there is an isomorphism (by the horizontal lift)
\[
C^{n}(g \oplus V, g \oplus V) = \text{Hom}((g \oplus V)^{\otimes n}, g \oplus V) \cong \left( \oplus_{k+l=n} \text{Hom}(g^{k,l}, g) \right)
\]
\[
\oplus \left( \oplus_{k+l=n} \text{Hom}(g^{k,l}, V) \right).
\]

**Definition 3.6:** A linear map \( f \in \text{Hom}((g \oplus V)^{\otimes n+1}, g \oplus V) \) is said to be homogeneous of bidegree \( k|l \) with \(-1 \leq k, l \leq n + 1 \) and \( k + l = n \) if
\[
f(g^{k+1,l}) \subset g, \quad f(g^{k,l+1}) \subset V \quad \text{and} \quad f(X) = 0 \text{ in all other cases.}
\]

We denote the set of all homogeneous linear maps of bidegree \( k|l \) by \( C^{k|l}(g \oplus V, g \oplus V) \).

**Remark 3.7:** It is easy to see that there are isomorphisms (again by the horizontal lift)
\[
C^{k|0}(g \oplus V, g \oplus V) \cong \text{Hom}(g^{\otimes k+1}, g) \oplus \text{Hom}(g^{k,1}, V) \quad \text{and} \quad C^{-1|l}(g \oplus V, g \oplus V)
\]
\[
\cong \text{Hom}(V^{\otimes l}, g).
\]

Consider the graded Lie algebra \( L = (C^{n+1}(g \oplus V, g \oplus V), [\ , \ ]_B) \) on the space of linear maps on \( g \oplus V \) with the Balavoine bracket. The next result describes the behaviour of the Balavoine bracket on homogeneous linear maps [25, Lemma 3.6].

**Proposition 3.8:** For \( f \in C^{k|l}(g \oplus V, g \oplus V) \) and \( g \in C^{k'|l'}(g \oplus V, g \oplus V) \), we have
\[
[f, g]_B \in C^{k+k'|l+l'}(g \oplus V, g \oplus V).
\]

As a consequence of the above result, we get the following.

**Proposition 3.9:** With the above notations,
\[
\begin{align*}
(i) & \quad L' = C^{*|0}(g \oplus V, g \oplus V) \subset L \text{ is a Lie subalgebra;} \\
(ii) & \quad \mathfrak{a} = C^{-1|*+1}(g \oplus V, g \oplus V) \subset L \text{ is an abelian subalgebra.}
\end{align*}
\]

In the following result, we characterize Leibniz algebra structures on a vector space \( g \) and representations on a vector space \( V \) as Maurer–Cartan elements in the graded Lie algebra \( L' = C^{*|0}(g \oplus V, g \oplus V) \). Recall that an element \( \theta \in L_1 \) in a graded Lie algebra
There is an $L_\infty$-algebra structure on the graded vector space $L[1] \oplus \mathfrak{a}$ with structure maps

\[
l_2(q[1], q'[1]) = (-1)^{|q||q'|} B(q, q') [1],
\]
\[
l_k(q[1], a_1, \ldots, a_{k-1}) = P \cdots [[q, a_1], a_2], \ldots, a_{k-1}],
\]
for homogeneous elements $q, q' \in L'$ and $a_1, \ldots, a_{k-1} \in \mathfrak{a}$.
Remark 3.12: The $L_{\infty}$-algebra $(L'[1] \oplus a, \{l_k\}_{k \geq 1})$ constructed in the above theorem is weakly filtered with a filtration

\[ \mathcal{F}_1 = L'[1] \oplus a, \quad \mathcal{F}_2 = P[L'[1] \oplus a, a]_B, \quad \text{and} \quad \mathcal{F}_k = P[\cdots [L'[1] \oplus a, a]_B, \ldots, a]_B. \]

\[ \times \text{ for } k \geq 3, \]

and an index $N = 3$.

We observe that the degree 0 component of the graded vector space $L'[1] \oplus a$ is given by

\[ (L'[1] \oplus a)_0 = (L')_1 \oplus a_0 = \frac{\text{Hom}(g^{\otimes 2}, g) \oplus \text{Hom}(g^{1,1}, V) \oplus \text{Hom}(V, g)}{(L')_1, a_0}. \]

Suppose there are maps $\mu \in \text{Hom}(g^{\otimes 2}, g)$, $l_V \in \text{Hom}(g \otimes V, V)$, $r_V \in \text{Hom}(V \otimes g, V)$ and $R \in \text{Hom}(V, g)$. Note that $\pi = \mu + l_V + r_V \in (L')_1$ can be considered as an element $\pi [1] \in (L'[1])_0$. We take the element $\theta = (\pi [1], R) \in (L'[1] \oplus a)_0$.

Theorem 3.13: With the above notations, $V \xrightarrow{R} g$ is a rRB Leibniz algebra if and only if $\theta = (\pi [1], R) \in (L'[1] \oplus a)_0$ is a Maurer–Cartan element in the $L_{\infty}$-algebra $(L'[1] \oplus a, \{l_k\}_{k \geq 1})$.

Proof: First observe that $l_1((\pi [1], R)) = 0$ (from the definition of $l_1$). Moreover, for homogeneous bidegree reason, we have $[[[\pi, R]_B, R]_B, R]_B = 0$. This implies that $l_k((\pi [1], R), \ldots, (\pi [1], R)) = 0$, for $k \geq 4$. Hence

\[ \sum_{k=1}^{\infty} \frac{1}{k!} ((\pi [1], R), \ldots, (\pi [1], R)) \]

\[ = \frac{1}{2!} l_2 ((\pi [1], R), (\pi [1], R)) + \frac{1}{3!} l_3 ((\pi [1], R), (\pi [1], R), (\pi [1], R)) \]

\[ = \left( \frac{-1}{2} [\pi, \pi]_B [1], \frac{1}{2} [[\pi, R]_B, R]_B \right). \tag{6} \]

Note that

\[ [\pi, \pi]_B = 0 \Leftrightarrow (g, \mu) \text{ is a Leibniz algebra and } (V, l_V, r_V) \]

is representation (cf. Theorem 6.5), $[[[\pi, R]_B, R]_B, R]_B = 0 \Leftrightarrow R : V \rightarrow g$ is a relative Rota – Baxter operator (see [25]).

Therefore, the expression in (6) vanishes if and only if $V \xrightarrow{R} g$ is a rRB Leibniz algebra. This completes the proof. \hfill \blacksquare

Given an $L_{\infty}$-algebra and a Maurer–Cartan element, one can construct a new $L_{\infty}$-algebra [15,33]. The following result generalizes this in the present context.

Theorem 3.14: Let $V \xrightarrow{R} g$ be a rRB Leibniz algebra with the corresponding Maurer–Cartan element $\theta = (\pi [1], R) \in (L'[1] \oplus a)_0$ in the $L_{\infty}$-algebra $(L'[1] \oplus a, \{l_k\}_{k \geq 1})$. Then we have the following.
4. Representations of rRB Leibniz algebras

In this section, we define representations of an rRB Leibniz algebra and provide some examples. Given an rRB Leibniz algebra and a representation, we also construct the semidirect product rRB Leibniz algebra.

**Definition 4.1:** Let $V \xrightarrow{R} g$ be a rRB Leibniz algebra. A representation of it consists of a triple $(W \xrightarrow{S} h, l, r)$ in which $W \xrightarrow{S} h$ is a 2-term chain complex with both $h$ and $W$ are representations of the Leibniz algebra $g$, and there are linear maps (called the left and right pairings) $l : V \otimes h \rightarrow W$ and $r : h \otimes V \rightarrow W$ satisfying the following set of identities

\[
\begin{align*}
  l_W(x, l(v, h)) &= l(l_V(x, v), h) + l(v, l_h(x, h)), \\
  l(v, l_h(x, h)) &= l(r_V(v, x), h) + l_W(x, l(v, h)), \quad (7) \\
  l(v, r_h(h, x)) &= r_W(l(v, h), x) + r(h, r_V(v, x)), \\
  l_W(x, r(h, v)) &= r(l_h(x, h), v) + r(h, l_V(x, v)), \\
  r(h, l_V(x, v)) &= r(r_h(h, x), v) + l_W(x, r(h, v)), \quad (8) \\
  r(h, r_V(v, x)) &= r_W(r(h, v), x) + l(v, r_h(h, x)), \\
  l_h(R(v), S(w)) &= S(l_W(R(v), w) + l(v, S(w))}, \\
  r_h(S(w), R(v)) &= S(r(S(w), v) + r_W(w, R(v)))}, \quad (9)
\end{align*}
\]

for $x \in g, v \in V, h \in h$ and $w \in W$.

Note that all the identities in (7) and (8) are analogs of the Leibniz identity (1). Hence all of them can be understood by the following string diagram with suitable inputs and suitable maps on the boxes below:
On the other hand, both the identities in (9) are analogs of the Rota–Baxter identity (2). Thus, both of them can be understood using suitable string diagram. By viewing rRB Leibniz algebras and their representations using string diagrams, one can easily generalize these to symmetric monoidal categories.

**Example 4.2 (Adjoint representation):** Let $V \xrightarrow{R} g$ be a rRB Leibniz algebra. Then the triple $(V \xrightarrow{R} g, l_{ad}, r_{ad})$ is a representation of the rRB Leibniz algebra $V \xrightarrow{R} g$, where $g$ is equipped with the adjoint representation and $V$ is equipped with the given representation of the Leibniz algebra $g$. Moreover, the pairings are given by $l_{ad} = r_{V} : V \otimes g \to V$ and $r_{ad} = l_{V} : g \otimes V \to V$. This is called the adjoint representation.

**Example 4.3 (Representations of RB Leibniz algebras):** Let $(g, R)$ be a RB Leibniz algebra. A representation of $(g, R)$ consists of a pair $(V, R_{V})$ where $V$ is a representation of $g$ and $R_{V} : V \to V$ is a linear map satisfying for $x \in g, v \in V$,

$$l_{V}(R(x), R(v)) = R_{V}(l_{V}(R(x), v) + l_{V}(x, R(v))),$$

$$r_{V}(R(v), R(x)) = R_{V}(r_{V}(R(v), x) + r_{V}(v, R(x))).$$

Then it is easy to see that the triple $(V \xrightarrow{R_{V}} V, l_{V}, r_{V})$ is a representation of the rRB Leibniz algebra $g \xrightarrow{R} g$.

**Example 4.4:** Let $V \xrightarrow{R} g$ and $V' \xrightarrow{R'} g'$ be two rRB Leibniz algebras and $(\phi, \psi)$ be a morphism between them. Then the triple $(V' \xrightarrow{R'} g', l, r)$ is a representation of the rRB Leibniz algebra $V \xrightarrow{R} g$, where $g'$ and $V'$ are representations of $g$ via

$$l_{g'}(x, x') := [\phi(x), x']_{g'}, \quad r_{g'}(x', x) := [x', \phi(x)]_{g'} \quad \text{and} \quad l_{V'}(x, v') := l_{V'}^{R'}(\phi(x), v'),$$

$$r_{V'}(v', x) := r_{V'}^{R'}(v', \phi(x)),$$

for $x \in g, x' \in g'$ and $v' \in V'$. Here $l_{V'}^{R'}$ and $r_{V'}^{R'}$ denote the left and right $g'$-actions on $V'$, respectively. Finally, the pairings $l : V \otimes g' \to V'$ and $r : g' \otimes V \to V'$ are given by

$$l(v, x') := r_{V'}^{R'}(\psi(v), x') \quad \text{and} \quad r(x', v) := l_{V'}^{R'}(x', \psi(v)), \text{for } v \in V, x' \in g'.$$

**Example 4.5:** Let $V \xrightarrow{R} g$ be a rRB Leibniz algebra. Consider the Lie algebra $g_{\text{Lie}}$ which is the quotient of $g$ by the ideal generated by the elements $[x, x]_{g}$, for $x \in g$. We also consider
the space $V_{\text{Lie}}$ which is the quotient of $V$ by the subspace generated by elements of the form $l_V(x,v) + r_V(v,x)$, for $x \in \mathfrak{g}$ and $v \in V$. Then $V_{\text{Lie}}$ is a representation of the Lie algebra $\mathfrak{g}_{\text{Lie}}$ with the action $\mathfrak{g}_{\text{Lie}} \otimes V_{\text{Lie}} \to V_{\text{Lie}}$, $(x, [v]) \mapsto [l_V(x, v)] = -[r_V(v, x)]$, for $[x] \in \mathfrak{g}_{\text{Lie}}$ and $[v] \in V_{\text{Lie}}$. Here $[\ ]$ denotes the class of an element. Hence $\mathfrak{g}_{\text{Lie}}$ can be considered as a Leibniz algebra and $V_{\text{Lie}}$ a representation of it. Note that the map $R : V \to \mathfrak{g}$ induces a map $[R] : V_{\text{Lie}} \to \mathfrak{g}_{\text{Lie}}$ given by $[R]([v]) = [R(v)]$, for $[v] \in V_{\text{Lie}}$. In fact, $V_{\text{Lie}} \stackrel{[R]}{\to} \mathfrak{g}_{\text{Lie}}$ is a rRB Leibniz algebra. Then the given rRB Leibniz algebra $V \to \mathfrak{g}$ is a representation of the rRB Leibniz algebra $V_{\text{Lie}} \stackrel{[R]}{\to} \mathfrak{g}_{\text{Lie}}$, where $\mathfrak{g}$ and $V$ are representations of the Leibniz algebra $\mathfrak{g}_{\text{Lie}}$ with left and right $\mathfrak{g}_{\text{Lie}}$-actions

\[
l^{\mathfrak{g}}_{\text{Lie}}([x], y) = [x, y]_\mathfrak{g}, \quad r^{\mathfrak{g}}_{\text{Lie}}(y, [x]) = [y, x]_\mathfrak{g}, \quad l^{\mathfrak{g}}_{V_{\text{Lie}}}([x], v) = l_V(x, v) \quad \text{and} \quad r^{\mathfrak{g}}_{V_{\text{Lie}}}(v, [x]) = r_V(v, x),
\]

for $[x] \in \mathfrak{g}_{\text{Lie}}, y \in \mathfrak{g}$ and $v \in V$. The pairing maps $l : V_{\text{Lie}} \otimes \mathfrak{g} \to V$ and $r : \mathfrak{g} \otimes V_{\text{Lie}} \to V$ are respectively given by $l([v], x) = r_V(v, x)$ and $r(x, [v]) = l_V(x, v)$, for $[v] \in V_{\text{Lie}}, x \in \mathfrak{g}$.

Let $\mathfrak{g}$ be a Leibniz algebra and $V$ be a representation. Then the dual vector space $V^*$ also carries a representation of the Leibniz algebra $\mathfrak{g}$ with left and right $\mathfrak{g}$-actions $l^*_V : \mathfrak{g} \otimes V^* \to V^*$ and $r^*_V : V^* \otimes \mathfrak{g} \to V^*$ are given by

\[
l^*_V(x, f_V)(v) = -f_V(l_V(x, v)) \quad \text{and} \quad r^*_V(f_V, v)(h) = f_V(l_V(x, v) + r_V(v, x)),
\]

for $x \in \mathfrak{g}, f_V \in V^*$ and $v \in V$. See [25, Lemma 2.10] for more details. With this notion of dual representations of a Leibniz algebra, we can dualize representations of a rRB Leibniz algebra.

**Proposition 4.6:** Let $V \to \mathfrak{g}$ be a rRB Leibniz algebra and $(W \to \mathfrak{h}, l, r)$ be a representation of it. Then $(\mathfrak{h}^* \to ^* W, l^*, r^*)$ is also a representation, where $W^*$, $\mathfrak{h}^*$ are equipped with dual representations of the Leibniz algebra $\mathfrak{g}$, and the pairings $l^* : V \otimes W^* \to \mathfrak{h}^*$ and $r^* : W^* \otimes V \to \mathfrak{h}^*$ are given by

\[
l^*(v, f_W)(h) = -f_W(l(v, h)) \quad \text{and} \quad r^*(f_W, v)(h) = f_W(l(v, h) + r(h, v)),
\]

\[
\times \text{ for } v \in V, f_W \in W^*, h \in \mathfrak{h}.
\]

**Proof:** For any $x \in \mathfrak{g}$, $v \in V$, $f_W \in W^*$ and $h \in \mathfrak{h}$, we have

\[
l^*_W(x, l^*(v, f_W))(h) = -l^*(v, f_W)(l^*_W(x, h)) = f_W \left( l(v, l^*_W(x, h)) \right),
\]

\[
l^*(l^*_W(x, v), f_W)(h) + l^*(v, l^*_W(x, f_W))(h) = -f_W \left( l(l^*_W(x, v), h) \right) - l^*_W(x, f_W)(l(v, h)) = -f_W \left( l(l^*_W(x, v), h) \right) + f_W \left( l_W(x, l(v, h)) \right).
\]

It follows from (7) that $l^*_W(x, l^*(v, f_W)) = l^*(l^*_W(x, v), f_W) + l^*(v, l^*_W(x, f_W))$. Similarly,

\[
l^*(v, l^*_W(x, f_W))(h) = -l^*_W(x, f_W)(l(v, h)) = f_W \left( l_W(x, l(v, h)) \right),
\]

\[
l^*(r^*_W(v, x), f_W)(h) + l^*(x, l^*(v, f_W))(h) = -f_W \left( l(r^*_W(v, x), h) \right) - l^*(v, f_W)(l^*_W(x, h)) = -f_W \left( l(r^*_W(v, x), h) \right) + f_W \left( l(v, l^*_W(x, h)) \right).
\]
Hence from (7), we get \( l^*(v, l_W(x, f_W)) = l^*(r_V(v, x), f_W) + l^*(x, f_W) \). We also have
\[
l^*(v, r_W^*(f_W, x))(h) = -r_W^*(f_W, x)(l(v, h)) = -f_W(l_W(x, l(v, h)) + r_W(l(v, h), x)),
\]
\[
r_W^*(l^*(v, f_W, x))(h) + r^*(f_W, r_V(v, x))(h)
\]
\[
= l^*(v, f_W)(l_h(x, h) + r_h(h, x)) + f_W(l(r_V(v, x), h)) + f_W(r(h, r_V(v, x)))
\]
\[
= -f_W(l(v, l_h(x, h))) - f_W(l(l(r_V(v, x), h)) + f_W(l(r_V(v, x), h)) + f_W(r(h, r_V(v, x)))
\]
Thus, we have \( l^*(v, r_W^*(f_W, x)) = r_W^*(l^*(v, f_W), x) + r^*(f_W, r_V(v, x)) \) (follows from (7)).
Therefore, the identities in (7) hold for dual structures. By similar observations, we can show that the identities in (8) hold for dual structures. Finally, for \( v \in V, f_h \in \mathfrak{h}^* \) and \( w \in W \),
\[
l_{W^*}(R(v, -S^*(f_h)))(w) + S^*(l_{h^*}(R(v), f_h) + l^*(v, -S^*(f_h)))(w)
\]
\[
= S^*(f_h)(l_W(R(v), w)) + l^*(v, -S^*(f_h)) + f_W(S(l(R(v), w))) + f_h(S(l(v, S(w)))) = 0 \quad \text{(by (9))}
\]
and
\[
r_{W^*}(-S^*(f_h), R(v))(w) + S^*(r^*(v, -S^*(f_h), v) + r_h^*(f_h, R(v)))(w)
\]
\[
= -S^*(f_h)(l_W(R(v), w)) + r_W(w, R(v)) - r^*(S^*(f_h), v)(S(w)) + f_W(r_h(S(w), R(v))))
\]
\[
+ f_h(l_R(v, S(w))) + f_h(r_h(S(w), R(v))) = 0 \quad \text{(by (9)).}
\]
This verifies the identities in (9) for dual structures. Hence \( (\mathfrak{h}^* \xrightarrow{S^*} \mathcal{W}^*, l^*, r^*) \) is a representation.

**Example 4.7 (Coadjoint representation):** Let \( V \xrightarrow{R} \mathfrak{g} \) be a rRB Leibniz algebra. Then \( (\mathfrak{g}^* \xrightarrow{S^*} \mathcal{W}^*, l_{ad}^*, r_{ad}^*) \) is a representation of the rRB Leibniz algebra \( V \xrightarrow{R} \mathfrak{g} \), where the pairings \( l_{ad}^* : V \otimes \mathcal{W}^* \to \mathfrak{g}^* \) and \( r_{ad}^* : \mathcal{W}^* \otimes V \to \mathfrak{g}^* \) are given by
\[
l_{ad}^*(v, f_V)(x) = -f_V(r_{ad}(v, x)) \quad \text{and} \quad r_{ad}^*(f_V, v)(x) = f_V(l_{ad}(x, v) + r_{ad}(v, x)),
\]
\[
\times \text{ for } v \in V, f_V \in \mathcal{W}^*, x \in \mathfrak{g}.
\]
This is called the coadjoint representation.

In the following result, we show that a representation of an rRB Leibniz algebra gives rise to a representation of the induced Leibniz algebra.

**Proposition 4.8:** Let \( V \xrightarrow{R} \mathfrak{g} \) be a rRB Leibniz algebra and \( (W \xrightarrow{S} \mathfrak{h}, l, r) \) be a representation of it. Then the vector space \( \mathfrak{h} \) carries a representation of the induced Leibniz algebra \( V_R \) with left and right \( V_R \)-actions \( l_\circ : V_R \otimes \mathfrak{h} \to \mathfrak{h} \) and \( r_\circ : \mathfrak{h} \otimes V_R \to \mathfrak{h} \) are given by
\[
l_\circ(v, h) = l_h(R(v), h) - S \circ l(v, h) \quad \text{and} \quad r_\circ(h, v) = r_h(h, R(v)) - S \circ r(h, v),
\]
\[
\times \text{ for } v \in V_R, h \in \mathfrak{h}.
\]
**Proof:** For \( v, v' \in V_R \) and \( h \in \mathfrak{h} \), we have

\[
\begin{align*}

l_v(v, l_v(v', h)) - l_v([v, v'], R, h) - l_v(v', l_v(v, h)) & = l_v(R(v), l_v(v', h)) - S \circ l(v, l_v(v', h)) - l_v(R[v, v'], R, h) + S \circ l([v, v'], R, h) \\
& - l_v(R(v), l_v(v, h)) + S \circ l(v', l_v(v, h)) \\
& = l_v(R(v), l_v(R(v', h))) - l_v(R(v), S \circ l(v', h)) - S \circ l(v, l_v(R(v', h))) + S \circ l([v, v'], h)) \\
& = -S(l_v(R(v), l_v(v', h)) + S \circ l(v', h)) - S \circ l(v, l_v(h)) \\
& + S \circ l([v, v'], h)) + S(l_v(R(v'), l_v(h)) + l_v([v, v'], h)) \\
& = 0.
\end{align*}
\]

Similarly, it is straightforward to verify that

\[
\begin{align*}
l_v(v, r_\alpha(h, v')) - r_\alpha(l_v(v, h), h') - r_\alpha(h, [v, v']_R) & = 0, \\
r_\alpha(h, [v, v']_R) - r_\alpha(r_\alpha(h, v), v') - l_v(v, r_\alpha(h, v')) & = 0.
\end{align*}
\]

This shows that \((\mathfrak{h}, l_v, r_\alpha)\) is a representation of the Leibniz algebra \( V_R \). \(\blacksquare\)

We will use this representation of the Leibniz algebra \( V_R \) in the description of the cohomology of the rRB Leibniz algebra \( V \overset{R}{\to} \mathfrak{g} \) (see Section 5).

**Remark 4.9 ([26, Theorem 2.7]):** Let \( V \overset{R}{\to} \mathfrak{g} \) be a rRB Leibniz algebra. Then the vector space \( \mathfrak{g} \) is a representation of the induced Leibniz algebra \( V_R \) with left and right \( V_R \)-actions given by

\[
\begin{align*}
l_v(v, x) & = [R(v), x]_\mathfrak{g} - R(r_V(v, x)) \quad \text{and} \quad r_\alpha(x, v) = [x, R(v)]_\mathfrak{g} - R(l_V(x, v)), \\
\times & \quad \text{for } v \in V_R, x \in \mathfrak{g}.
\end{align*}
\]

Given a Leibniz algebra and a representation of it, one can construct their semidirect product [23]. In the following result, we generalize this result to rRB Leibniz algebras.

**Theorem 4.10:** Let \( V \overset{R}{\to} \mathfrak{g} \) be a rRB Leibniz algebra and \((W \overset{S}{\to} \mathfrak{h}, l, r)\) be a representation of it. Then

(i) the direct sum \( \mathfrak{g} \oplus \mathfrak{h} \) carries a Leibniz algebra structure (denoted by \( \mathfrak{g} \ltimes \mathfrak{h} \)) with the bracket

\[
[(x, h), (y, k)]_{\mathfrak{g} \oplus \mathfrak{h}} := ([x, y]_\mathfrak{g}, l_\mathfrak{h}(x, k) + r_\mathfrak{h}(h, y)), \quad \text{for } (x, h), (y, k) \in \mathfrak{g} \oplus \mathfrak{h}.
\]

(ii) The vector space \( V \oplus W \) can be equipped with a representation of the Leibniz algebra \( \mathfrak{g} \ltimes \mathfrak{h} \) with left and right action maps

\[
l_\mathfrak{g}((x, h), (v, w)) := (l_V(x, v), l_W(x, w) + r(h, v)), \\
r_\mathfrak{g}((v, w), (x, h)) := (r_V(v, x), l(v, h) + r_W(w, x)).
\]
(iii) With the above structures, the map $R \oplus S : V \oplus W \to g \oplus h$ is a relative Rota–Baxter operator. In other words, $V \oplus W \xrightarrow{R \oplus S} g \oplus h$ is a rRB Leibniz algebra. This is called the semidirect product.

(iv) Consider the inclusion maps $i_g : g \hookrightarrow g \oplus h$ and $i_V : V \hookrightarrow V \oplus W$. Then the pair $(i_g, i_V)$ is a morphism of rRB Leibniz algebras from $V \xrightarrow{R} g$ to the semidirect product $V \oplus W \xrightarrow{R \oplus S} g \oplus h$.

**Proof:** The part (i) is a standard result [23]. Next, we observe that

$$l_\infty ((x, h), l_\infty ((y, k), (v, w)))$$

$$= l_\infty ((x, h), (l_V(y, v), l_W(y, w) + r(k, v)))$$

$$= (l_V(x, l_V(y, v)), l_W(x, l_W(y, w) + l_W(x, r(k, v)) + r(h, l_V(y, v))))$$

$$= (l_V([x, y]_g, v), l_W([x, y]_g, w) + r[l_\infty(x, k), v] + r(r_\infty(h, y), v))$$

$$+ (l_V(y, l_V(x, v)), l_W(y, l_W(x, w) + l_W(y, r(h, v)) + r(k, l_V(x, v))))$$

$$= l_\infty \left( ([x, y]_g, l_\infty(x, k) + r_\infty(h, y)), (v, w) \right) + l_\infty \left( (y, k), (l_V(x, v), l_W(x, w) + r(h, v)) \right)$$

$$= l_\infty \left( (x, h), (y, k) \right)_{g \oplus h}, (v, w) \right) + l_\infty \left( (y, k), l_\infty((x, h), (v, w)) \right).$$

Similarly, one can verify that

$$l_\infty \left( (x, h), r_\infty((v, w), (y, k)) \right) = r_\infty \left( l_\infty((x, h), (v, w)), (y, k) \right) + r_\infty \left( (v, w), ([x, h], (y, k))_{g \oplus h} \right),$$

$$r_\infty \left( (v, w), ([x, h], (y, k))_{g \oplus h} \right) = r_\infty \left( r_\infty((v, w), (x, h)), (y, k) \right) + l_\infty \left( (x, h), r_\infty((v, w), (y, k)) \right).$$

This shows that $V \oplus W$ is a representation of the Leibniz algebra $g \ltimes h$. This completes the proof of part (ii). Moreover, we see that

$$[(R \oplus S)(v, w), (R \oplus S)(v', w')]_{g \oplus h}$$

$$= [(R(v), S(w)), (R(v'), S(w'))]_{g \oplus h}$$

$$= ([R(v), R(v')], l_\infty(R(v), S(w')) + r_\infty(S(w), R(v'))$$

$$= (R(l_V(R(v), v') + r_V(v, R(v'))), S(l_W(R(v), w') + l(v, S(w'))))$$

$$+ S(r(S(w), v') + r_W(w, R(v'))))$$

$$= (R \oplus S) \left( (l_V(R(v), v'), l_W(R(v), w') + r(S(w), v')) \right)$$

$$+ (r_V(v, R(v')), l(v, S(w')) + r_W(w, R(v'))))$$

$$= (R \oplus S) \left( l_\infty((R(v), S(w)), (v', w')) + r_\infty((v, w), (R(v'), S(w'))) \right).$$

which shows that $V \oplus W \xrightarrow{R \oplus S} g \oplus h$ is a rRB Leibniz algebra. Hence we have proved part (iii). Finally, the part (iv) follows as $i_g : g \to g \oplus h$ is a morphism of Leibniz algebras, the map $i_V$ satisfies $i_V(l_V(x, v)) = l_\infty(i_g(x), i_V(v))$ and $i_V(r_V(v, x)) = r_\infty(i_V(v), i_g(x))$, and $i_g \circ R = (R \oplus S) \circ i_V$. 

\[\Box\]
5. Cohomology of rRB Leibniz algebras

In this section, we introduce the cohomology of an rRB Leibniz algebra with coefficients in a representation. Some applications of this cohomology are given in the next section.

Cohomology with coefficients in the adjoint representation. Let \( V \rightarrow R \mathfrak{g} \) be a rRB Leibniz algebra, where \( \mathfrak{g} = (\mathfrak{g}, \mu, \rho) \) is a Leibniz algebra, \( V = (V, l_V, r_V) \) is a representation and \( R \) is a relative Rota–Baxter operator. Take the element \( \pi = \mu + l_V + r_V \in (L')_1 = C^{1,0}((\mathfrak{g} \oplus V, \mathfrak{g} \oplus V) \) which we consider as an element \( \pi[1] \in (L'[1])_0 \). We have seen in Theorem 3.13 that \( \theta = (\pi[1], R) \in (L'[1] \oplus a)_0 \) is a Maurer–Cartan element in the \( L_\infty \)-algebra \( (L'[1] \oplus a, [l_k]_{k \geq 1}) \). Therefore, we can consider the \( L_\infty \)-algebra \( (L'[1] \oplus a, [l(\pi[1], R)]_{k \geq 1}) \) twisted by \( \theta = (\pi[1], R) \).

We will now define the cohomology of the rRB Leibniz algebra \( V \rightarrow R \mathfrak{g} \) (with coefficients in the adjoint representation). For each \( n \geq 0 \), we define an abelian group \( C^n_{rRB}(V \rightarrow R \mathfrak{g}) \) by

\[
C^n_{rRB}(V \rightarrow R \mathfrak{g}) = \begin{cases} 
0 & \text{if } n = 0, \\
\text{Hom}(\mathfrak{g}, \mathfrak{g}) \oplus \text{Hom}(V, V) & \text{if } n = 1, \\
\text{Hom}(\mathfrak{g}^{\otimes n}, \mathfrak{g}) \oplus \text{Hom}((V^{\otimes n-1}, V) \oplus \text{Hom}(V^{\otimes n-1}, \mathfrak{g}) & \text{if } n \geq 2.
\end{cases}
\]

Observe that an element \( (\kappa, \eta) \in C^n_{rRB}(V \rightarrow R \mathfrak{g}) \) gives rise to an element \( ((\kappa + \eta)[1], 0) \in (L'[1] \oplus a)_{-1} \). Moreover, the space \( C^n_{rRB}(V \rightarrow R \mathfrak{g}) \), for \( n \geq 2 \), is isomorphic to \( (L'[1] \oplus a)_{n-2} \) by

\[
\text{Hom}(\mathfrak{g}^{\otimes n}, \mathfrak{g}) \oplus \text{Hom}(V^{\otimes n-1}, V) \oplus \text{Hom}((V^{\otimes n-1}, \mathfrak{g}) \ni (\alpha, \beta, \gamma)
\]

\[
\iff ((\alpha + \beta)[1], \gamma) \in (L'[1] \oplus a)_{n-2}.
\]

We define a map \( \delta_{rRB} : C^n_{rRB}(V \rightarrow R \mathfrak{g}) \rightarrow C^{n+1}_{rRB}(V \rightarrow R \mathfrak{g}) \) by

\[
\delta_{rRB}(\alpha, \beta, \gamma) = (-1)^{n-2}(l_1^{\pi[1], R})(\alpha + \beta)[1], \gamma), \quad \text{for } (\alpha, \beta, \gamma) \in C^n_{rRB}(V \rightarrow R \mathfrak{g}).
\]

Up to some scalar coefficient, the map \( \delta_{rRB} \) is the first map \( l_1^{\pi[1], R} \) of the \( L_\infty \)-algebra \( (L'[1] \oplus a, [l(\pi[1], R)]_{k \geq 1}) \) twisted by \( (\pi[1], R) \). This implies that \( (\delta_{rRB})^2 = 0 \). In other words, \( \{C^n_{rRB}(V \rightarrow R \mathfrak{g}), \delta_{rRB}\} \) is a cochain complex. Let \( Z^n_{rRB}(V \rightarrow R \mathfrak{g}) \) be the space of \( n \)-cocycles and \( B^n_{rRB}(V \rightarrow R \mathfrak{g}) \) be the space of \( n \)-coboundaries. The corresponding cohomology groups are called the cohomology of the rRB Leibniz algebra \( V \rightarrow R \mathfrak{g} \) with coefficients in itself. They are denoted by \( H^n_{rRB}(V \rightarrow R \mathfrak{g}) \).

Cohomology with coefficients in a representation. Let \( V \rightarrow R \mathfrak{g} \) be a rRB Leibniz algebra and \( (W \rightarrow S, l, r) \) be a representation of it. Consider the semidirect product rRB Leibniz algebra \( V \oplus W \rightharpoonup \mathfrak{g} \oplus \mathfrak{h} \) given in Theorem 4.10. For each \( n \geq 0 \), we define an
abelian group $C^\ast_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h)$ by

$$C^\ast_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h) = \begin{cases} 0 & \text{if } n = 0, \\ \text{Hom}(g, h) \oplus \text{Hom}(V, W) & \text{if } n = 1, \\ \text{Hom}(g^{\otimes n}, h) \oplus \text{Hom}(g^{n-1}, W) \oplus \text{Hom}(V^{\otimes n-1}, h) & \text{if } n \geq 1. \end{cases}$$

Note that an element $(\alpha, \beta, \gamma) \in C^\ast_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h)$ can be lifted to an element $(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}) \in C^\ast_{\mathcal{RB}}(V \oplus W \rightarrow g \oplus h)$ by

$$(\alpha, \beta, \gamma) = (\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}),$$

where $\tilde{\cdot}$ stands the horizontal lift defined in (4). Observe that the element $(\alpha, \beta, \gamma)$ can be obtained from $(\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma})$ just by restricting it to $C^\ast_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h)$. Moreover, $(\alpha, \beta, \gamma) = 0$ implies that $(\alpha, \beta, \gamma) = 0$. Finally, the differential $\delta_{\mathcal{RB}}((\alpha, \beta, \gamma))$ restricts to an element in $C^{n+1}_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h)$. We define a map $\delta'_{\mathcal{RB}} : C^\ast_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h) \rightarrow C^{n+1}_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h)$ by

$$\delta'_{\mathcal{RB}}((\alpha, \beta, \gamma)) = \delta_{\mathcal{RB}}((\alpha, \beta, \gamma))|_{C^{n+1}_{\mathcal{RB}}(V \rightarrow g; W \rightarrow h)}.$$

Here $\delta_{\mathcal{RB}}$ is the coboundary operator of the $\mathcal{RB}$ Leibniz algebra $V \oplus W \rightarrow g \oplus h$ with coefficients in the adjoint representation. We observe that $\delta'_{\mathcal{RB}}((\alpha, \beta, \gamma)) = \delta((\alpha, \beta, \gamma))$. Hence

$$(\delta'_{\mathcal{RB}})^2((\alpha, \beta, \gamma)) = \delta_{\mathcal{RB}}(\delta'_{\mathcal{RB}}((\alpha, \beta, \gamma))) = \delta_{\mathcal{RB}}((\alpha, \beta, \gamma)) = 0$$

which implies that $(\delta'_{\mathcal{RB}})^2 = 0$. In the following, we write the explicit description of the coboundary operator $\delta'_{\mathcal{RB}}$. First, for any $\alpha \in \text{Hom}(g^{\otimes n}, h)$, we define a map $\delta^\alpha_{\mathcal{RB}} : \text{Hom}(g^{n-1}, W) \rightarrow \text{Hom}(g^{n-1}, W)$ by

$$(\delta^\alpha_{\mathcal{RB}}(\beta))(x_1, \ldots, x_{n+1}) = \sum_{i=1}^{n} (-1)^{i+1}(l + l_W)(x_i, (\alpha + \beta)(x_1, \ldots, \hat{x}_i, \ldots, x_{n+1}))$$

$$+ (-1)^{n+1}(r + r_W)((\alpha + \beta)(x_1, \ldots, x_n), x_{n+1})$$

$$+ \sum_{1 \leq i < j \leq n+1} (-1)^{j-1}\beta(x_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, x_{n+1})$$

$$\times (\mu_{g} + l_{V} + r_{V})(x_i, x_j, x_{j+1}, \ldots, x_{n+1}),$$

for $x_1, \ldots, \hat{x}_p, \ldots, x_{n+1} \in g$ and $x_p \in V$ with $1 \leq p \leq n+1$. Moreover, let $\delta_{V,h} : \text{Hom}(V^{\otimes n-1}, h) \rightarrow \text{Hom}(V^{\otimes n}, h)$ be the coboundary operator of the Leibniz algebra $V_R$.
with coefficients in the representation $\mathfrak{h}$, given in Proposition 4.8. Explicitly,

$$(\delta_{V,\mathfrak{h}}(\gamma))(v_1, \ldots, v_n)$$

$$= \sum_{i=1}^{n-1} (-1)^{i+1} \left( l^i_0(R(v_i), \gamma(v_1, \ldots, \hat{v}_i, \ldots, v_n)) - S \circ l(v_i, \gamma(v_1, \ldots, \hat{v}_i, \ldots, v_n)) \right)$$

$$+ (-1)^{n} r^1_0(\gamma(v_1, \ldots, v_{n-1}), R(v_n)) - (-1)^{n} S \circ r(\gamma(v_1, \ldots, v_{n-1}), v_n)$$

$$+ \sum_{1 \leq i < j \leq n} (-1)^i \gamma(v_1, \ldots, \hat{v}_i, \ldots, v_j, l_V(R(v_i), v_j) + r_V(v_i, R(v_j)), v_{j+1}, \ldots, v_n),$$

for $v_1, \ldots, v_n \in V$. Finally, we consider another map $h_R : \text{Hom}(g^{\otimes n}, \mathfrak{h}) \oplus \text{Hom}(g^{n-1}, W) \to \text{Hom}(V^{\otimes n}, \mathfrak{h})$ by

$$(h_R(\alpha, \beta))(v_1, \ldots, v_n)$$

$$= (-1)^n \left\{ \alpha(R(v_1), \ldots, R(v_n)) - \sum_{i=1}^{n} S(\beta(R(v_1), \ldots, v_i, \ldots, R(v_n))) \right\}.$$ 

With all these maps, the map $\delta'_{rRB} : C^n_{rRB}(V \to g; W \to \mathfrak{h}) \to C^{n+1}_{rRB}(V \to g; W \to \mathfrak{h})$ is given by

$$\delta'_{rRB}((\alpha, \beta, \gamma)) = (\delta_{g,\mathfrak{h}}(\alpha), \delta_{g,W}(\beta), \delta_{V,\mathfrak{h}}(\gamma) + h_R(\alpha, \beta)).$$

It follows from the above discussions that $\{C^\bullet_{rRB}(V \to g; W \to \mathfrak{h}), \delta'_{rRB}\}$ is a cochain complex. The corresponding cohomology groups are called the cohomology of the $rRB$ Leibniz algebra $V \to g$ with coefficients in the representation $(W \to \mathfrak{h}, l, r)$, and they are denoted by $H^\bullet_{rRB}(V \to g; W \to \mathfrak{h}).$

**Remark 5.1:** Let $(g, R)$ be a Rota–Baxter Leibniz algebra and $(V, R_V)$ be a representation. Then we have seen in Remark 3.3 and Proposition 4.3 that $g \to g$ is a $rRB$ Leibniz algebra and $(V \to V, l_V, r_V)$ is a representation of it. One may define the cohomology of the Rota–Baxter Leibniz algebra $(g, R)$ with coefficients in $(V, R_V)$ as the cohomology of the $rRB$ Leibniz algebra $g \to g$ with coefficients in $(V \to V, l_V, r_V)$.

### 6. Applications of cohomology

In this section, we study deformations and abelian extensions of $rRB$ Leibniz algebras in terms of cohomology. In particular, we show that (i) the equivalence classes of infinitesimal deformations of an $rRB$ Leibniz algebra $V \to g$ are in one-to-one correspondence with the second cohomology group $H^2_{rRB}(V \to g)$ of the $rRB$ Leibniz algebra $V \to g$ with coefficients in the adjoint representation, and (ii) the isomorphism classes of abelian extensions of $V \to g$ by a given representation are in one-to-one correspondence with the second cohomology group with coefficients in the representation.

**Deformations of $rRB$ Leibniz algebras.** Let $\mathbb{R}$ be an augmented unital ring with an augmentation $\epsilon : \mathbb{R} \to k$. Note that, replacing vector spaces by modules over $\mathbb{R}$ and linear
maps over $k$ by $R$-linear maps in Definitions 3.1 and 3.4, one can easily define rRB Leibniz algebras over $R$ and (iso)morphisms between them. Note that any rRB Leibniz algebra $V \xrightarrow{R} g$ can be regarded as a rRB Leibniz algebra over $R$, where the $R$-module structures on $g$ and $V$ are respectively given by $r \cdot x = \epsilon(r)x$ and $r \cdot v = \epsilon(r)v$, for $r \in R$, $x \in g$ and $v \in V$.

**Definition 6.1:** An $R$-deformation of a rRB Leibniz algebra $V \xrightarrow{R} g$ consists of a quadruple $(\mu_R, l_R, r_R, R_R)$ of $R$-linear maps

\[
\mu_R : (R \otimes_k g) \otimes (R \otimes_k g) \to R \otimes_k g, \quad l_R : (R \otimes_k g) \otimes (R \otimes_k V) \to R \otimes_k V
\]

\[
r_R : (R \otimes_k V) \otimes (R \otimes_k g) \to R \otimes_k g
\]

and an $R$-linear map $R_R : R \otimes_k V \to R \otimes_k g$ that makes $(R \otimes_k g, \mu_R)$ into a Leibniz algebra over $R$, $(R \otimes_k V, l_R, r_R)$ a representation and $R_R : R \otimes_k V \to R \otimes_k g$ a relative Rota–Baxter operator. In other words, $R \otimes_k V \xrightarrow{R_R} R \otimes_k g$ is a rRB Leibniz algebra over $R$.

**Definition 6.2:** Let $(\mu_R, l_R, r_R, R_R)$ and $(\mu'_R, l'_R, r'_R, R'_R)$ be two $R$-deformations of a rRB Leibniz algebra $V \xrightarrow{R} g$. They are said to be equivalent if there exists an isomorphism

\[
(\Phi, \Psi) : (R \otimes_k V \xrightarrow{R_R} R \otimes_k g) \simeq (R \otimes_k V \xrightarrow{R'_R} R \otimes_k g)
\]

of rRB Leibniz algebras over $R$ satisfying $(\epsilon \otimes_k id_g) \circ \Phi = (\epsilon \otimes_k id_g)$ and $(\epsilon \otimes_k id_V) \circ \Psi = (\epsilon \otimes_k id_V)$.

In the following, we will be interested in $R$-deformations of rRB Leibniz algebras, when $R = k[[t]]$ (the ring of formal power series) or $R = k[[t]]/(t^2)$ (the local Artinian ring of dual numbers).

**Definition 6.3:** A formal deformation of a rRB Leibniz algebra $V \xrightarrow{R} g$ is a $R$-deformation in the sense of Definition 6.1, where $R = k[[t]]$.

Thus, a formal deformation of a rRB Leibniz algebra $V \xrightarrow{R} g$ consists of a quadruple $(\mu_t, l_t, r_t, R_t)$ of formal sums

\[
\mu_t = \sum_{i=0}^{\infty} \mu_i t^i, \quad l_t = \sum_{i=0}^{\infty} l_i t^i, \quad r_t = \sum_{i=0}^{\infty} r_i t^i \quad\text{and}\quad R_t = \sum_{i=0}^{\infty} R_i t^i,
\]

(where $\mu_i \in \text{Hom}(g^{\otimes^2}, g)$, $l_i \in \text{Hom}(g \otimes V, V)$, $r_i \in \text{Hom}(V \otimes g, V)$, $R_i \in \text{Hom}(V, g)$, for $i \geq 0$, with $\mu_0 = \mu_g$, $l_0 = l_V$, $r_0 = r_V$ and $R_0 = R$) such that $g[[t]] = (g[[t]], \mu_t)$ is a Leibniz algebra over $k[[t]]$, $V[[t]] = (V[[t]], l_t, r_t)$ is a representation of the Leibniz algebra $g[[t]]$ and $R_t : V[[t]] \to g[[t]]$ is a relative Rota–Baxter operator. In other words, $V[[t]] \xrightarrow{R_t} g[[t]]$ is a rRB Leibniz algebra over $k[[t]]$. 
Two formal deformations \((\mu_t, l_t, r_t, R_t)\) and \((\mu'_t, l'_t, r'_t, R'_t)\) are said to be equivalent if there are formal sums

\[
\phi_t = \sum_{i=0}^{\infty} \phi_i t^i, \quad \psi_i = \sum_{i=0}^{\infty} \psi_i t^i \quad \text{(with } \phi_i \in \text{Hom}(g, g), \psi_i \in \text{Hom}(V, V) \text{ with} \phi_0 = \text{id}_g, \psi_0 = \text{id}_V) \]

such that \((\phi_t, \psi_t): (V[[t]]) \overset{R_t}{\to} g[[t]]) \sim (V[[t]]) \overset{R'_t}{\to} g[[t]]\) is a morphism of rRB Leibniz algebras over \(k[[t]]\).

Let \((\mu_t, l_t, r_t, R_t)\) be a formal deformation of a rRB Leibniz algebra \(V \overset{R}{\to} g\). Then for any \(x, y, z \in g, v, v' \in V\) and \(n \geq 0\), we have

\[
\sum_{i+j=n} \mu_i(x, \mu_j(y, z)) = \sum_{i+j=n} \left(\mu_i(\mu_j(x, y), z) + \mu_i(y, \mu_j(x, z))\right),
\]

\[
\sum_{i+j=n} l_i(x, l_j(y, v)) = \sum_{i+j=n} \left(l_i(\mu_j(x, y), v) + l_i(y, l_j(x, v))\right),
\]

\[
\sum_{i+j=n} l_i(x, r_j(v, y)) = \sum_{i+j=n} \left(r_i(l_j(x, v), y) + r_i(v, \mu_j(x, y))\right),
\]

\[
\sum_{i+j=n} r_i(v, \mu_j(x, y)) = \sum_{i+j=n} \left(r_i(r_j(v, x), y) + l_i(x, r_j(v, y))\right),
\]

\[
\sum_{i+j+k=n} \mu_i(R_j(v), R_k(v')) = \sum_{i+j+k=n} R_i \left(l_j(R_k(v), v') + r_j(v, R_k(v'))\right).
\]

Note that all these identities are hold for \(n = 0\). To summarize all these identities for \(n = 1\), we first define an element \(\beta_1 \in \text{Hom}(g^{1,1}, V)\) by

\[
\beta_1(x, v) = l_1(x, v) \quad \text{and} \quad \beta_1(v, x) = r_1(v, x), \quad \text{for } x \in g, v \in V.
\]

Then for \(n = 1\), we get

\[
\delta_{rRB}(\mu_1, \beta_1, R_1) = 0.
\]

In other words, \((\mu_1, \beta_1, R_1) \in Z^2_{rRB}(V \overset{R}{\to} g)\) is a 2-cocycle in the cohomology complex of the rRB Leibniz algebra \(V \overset{R}{\to} g\) with coefficients in the adjoint representation.
Further, if \((\mu_t, l_t, r_t, R_t)\) and \((\mu'_t, l'_t, r'_t, R'_t)\) are two equivalent formal deformations via \((\phi_t, \psi_t)\), then for any \(x, y \in g, v \in V\) and \(n \geq 0\), we have

\[
\sum_{i+j=n} \phi_i(\mu_j(x, y)) = \sum_{i+j+k=n} \mu'_i(\phi_j(x), \phi_k(y)),
\]

\[
\sum_{i+j=n} \psi_i(l_j(x, v)) = \sum_{i+j+k=n} l'_i(\phi_j(x), \psi_k(v)),
\]

\[
\sum_{i+j=n} \psi_i(r_j(v, x)) = \sum_{i+j+k=n} r'_i(\psi_j(v), \phi_k(x)),
\]

\[
\sum_{i+j=n} \phi_i \circ R_j = \sum_{i+j=n} R'_i \circ \psi_j.
\]

Combining all these identities for \(n = 1\), we simply get \((\mu_1, \beta_1, R_1) - (\mu'_1, \beta'_1, R'_1) = \delta_{r\text{RB}}((\phi_1, \psi_1))\). Therefore, we obtain a map

\[(\text{formal deformations of } V \xrightarrow{R} g) / \sim \rightarrow H^2_{r\text{RB}}(V \xrightarrow{R} g). \tag{11}\]

In the following, we consider a truncated version of formal deformations (called infinitesimal deformations) and generalize the map (11) into an isomorphism.

**Definition 6.4:** An infinitesimal deformation of a rRB Leibniz algebra \(V \xrightarrow{R} g\) is a \(R\)-deformation in the sense of Definition 6.1, where \(R = k[[t]]/(t^2)\).

**Theorem 6.5:** Let \(V \xrightarrow{R} g\) be a rRB Leibniz algebra. Then there is a one-to-one correspondence between equivalence classes of infinitesimal deformations of \(V \xrightarrow{R} g\), and the second cohomology group \(H^2_{r\text{RB}}(V \xrightarrow{R} g)\).

**Proof:** Let \((\mu_t = \mu_g + t\mu_1, l_t = l_V + tl_1, r_t = r_V + tr_1, R_t = R + tR_1)\) be an infinitesimal deformation of the rRB Leibniz algebra \(V \xrightarrow{R} g\). Then similar to formal deformations, one can show that \((\mu_1, \beta_1, R_1) \in Z^2_{r\text{RB}}(V \xrightarrow{R} g)\) is a 2-cocycle, where \(\beta_1\) is given by (10). Similarly, if two infinitesimal deformations are equivalent, then the corresponding 2-cocycles are differ by a coboundary. Therefore, there is a well-defined map

\[\Theta_1 : (\text{infinitesimal deformations of } V \xrightarrow{R} g) / \sim \rightarrow H^2_{r\text{RB}}(V \xrightarrow{R} g).\]

Conversely, let \((\mu_1, \beta_1, R_1) \in Z^2_{r\text{RB}}(V \xrightarrow{R} g)\) be a 2-cocycle. Then it is easy to verify that the quadruple \((\mu_t = \mu_g + t\mu_1, l_t = l_V + tl_1, r_t = r_V + tr_1, R_t = R + tR_1)\) is an infinitesimal deformation of the rRB Leibniz algebra \(V \xrightarrow{R} g\), where \(l_1, r_1\) are defined from \(\beta_1\) simply by (10). Let \((\mu'_1, \beta'_1, R'_1) \in Z^2_{r\text{RB}}(V \xrightarrow{R} g)\) be another 2-cocycle cohomologous to \((\mu_1, \beta_1, R_1)\), say \((\mu_1, \beta_1, R_1) - (\mu'_1, \beta'_1, R'_1) = \delta_{r\text{RB}}((\phi_1, \psi_1))\). Then the corresponding infinitesimal deformations \((\mu_t, l_t, r_t, R_t)\) and \((\mu'_t, l'_t, r'_t, R'_t)\) are equivalent via \((\phi_t = \text{id}_g + t\phi_1, \psi_t = \text{id}_V + t\psi_1)\). Hence there is a well-defined map \(\Theta_2 : H^2_{r\text{RB}}(V \xrightarrow{R} g) \rightarrow\).
Similarly, we can show that $w \in l$. It is easy to verify that the maps of the Leibniz algebra of each other.

**Abelian extensions of rRB Leibniz algebras.** Let $V \to g$ be a rRB Leibniz algebra and $W \to h$ be a 2-term chain complex (not necessarily a representation). Note that $W \to h$ can be regarded as a rRB Leibniz algebra with the trivial Leibniz bracket on $h$ and the trivial $h$-representation on $W$.

**Definition 6.6:** An abelian extension of $V \to g$ by the 2-term chain complex $W \to h$ is a short exact sequence of rRB Leibniz algebras

$$
0 \longrightarrow W \longrightarrow \hat{V} \longrightarrow V \longrightarrow 0 \quad (12)
$$

We denote an abelian extension as above simply by $\hat{V} \to g$ when the structure maps in the diagram (13) are understood.

A section of the abelian extension (13) is a pair $(s, \bar{s})$ of linear maps $s : g \to h$ and $\bar{s} : V \to \hat{V}$ satisfying $p \circ s = id_g$ and $\bar{p} \circ \bar{s} = id_V$. A section of (13) always exists.

Let $(s, \bar{s})$ be a section of (13). We define linear maps $l_h : g \otimes h \to h$ and $r_h : h \otimes g \to h$ by

$$
l_h(x, h) = [s(x), i(h)]_g \quad \text{and} \quad r_h(h, x) = [i(h), s(x)]_g, \quad \text{for } x \in g, h \in h.
$$

It is easy to verify that the above two maps defines a representation of the Leibniz algebra $g$ on the vector space $h$. Similarly, the vector space $W$ can be equipped with a representation of the Leibniz algebra $g$ via $l_W : g \otimes W \to W$ and $r_W : W \otimes g \to W$ given by

$$
l_W(x, w) = l_{\hat{V}}(s(x), \bar{i}(w)) \quad \text{and} \quad r_W(w, x) = r_{\hat{V}}(\bar{i}(w), s(x)), \quad \text{for } x \in g, w \in W.
$$

Moreover, we define linear maps $l : V \otimes h \to W$ and $r : h \otimes V \to W$ by

$$
l(v, h) = l_{\hat{V}}(\bar{s}(v), i(h)) \quad \text{and} \quad r(h, v) = r_{\hat{V}}(i(h), \bar{s}(v)), \quad \text{for } v \in V, h \in h.
$$

It is easy to verify that the maps $l$, $r$ satisfy the identities of (7) and (8). For any $v \in V$ and $w \in W$, we also have

$$
l_h(R(v), S(w)) = [sR(v), iS(w)]_g = [\hat{R}(\bar{s}(v)), \bar{i}(w)]_g = \hat{R}\left(l_{\hat{V}}(\hat{R}(\bar{s}(v)), \bar{i}(w)) + r_{\hat{V}}(\bar{s}(v), \hat{R}(\bar{i}(w)))\right)
$$

$$
= \hat{R}\left(l_{\hat{V}}(sR(v), \bar{i}(w)) + r_{\hat{V}}(\bar{s}(v), iS(w))\right)
$$

$$
= S\left(l_W(R(v), w) + l(v, S(w))\right).
$$

Similarly, we can show that $r_h(S(w), R(v)) = S(r(S(w), v) + r_W(w, R(v)))$. Therefore, an abelian extension (13) induces a representation $(W \to h, l, r)$ of the rRB Leibniz algebra $V \to g$. 


Let \((s', \bar{s}')\) be any other section of the abelian extension (13). Then we have \(s(x) - s'(x) \in \ker(p) = \text{im}(i)\) and \(\bar{s}(v) - \bar{s}'(v) \in \ker(\bar{p}) = \text{im}(\bar{i})\), for \(x \in g\) and \(v \in V\). Hence we have

\[
\begin{align*}
l_h(x, h) - l'_h(x, h) &= [s(x) - s'(x), \iota(h)]_{\hat{g}} = 0 \quad \text{and} \quad r_h(x, h) - r'_h(h, x) = [i(h), s(x) - s'(x)]_{\hat{g}} = 0, \\
l_W(x, w) - l'_W(x, w) &= l_{\hat{V}}(s(x) - s'(x), \iota(w)) = 0 \quad \text{and} \quad r_W(w, x) - r'_W(w, x) = r_{\hat{V}}(\iota(w), s(x) - s'(x)) = 0, \\
l(v, h) - l'(v, h) &= l_{\hat{V}}(\bar{s}(v) - \bar{s}'(v), \iota(h)) = 0 \quad \text{and} \quad r(h, v) - r'(h, v) = r_{\hat{V}}(\iota(h), \bar{s}(v) - \bar{s}'(v)) = 0.
\end{align*}
\]

(Here \((l'_h, r'_h), (l'_W, r'_W)\) and \((l', r')\) denote the structures induced by the section \((s', \bar{s}')\)). This shows that the structure of the representation \((W \xrightarrow{S} \mathfrak{h}, l, r)\) is independent of the choice of a section of (13).

**Definition 6.7:** Let \(V \xrightarrow{R} g\) be a rRB Leibniz algebra and \(W \xrightarrow{S} \mathfrak{h}\) be a 2-term chain complex. Two abelian extensions \(\hat{V} \xrightarrow{R} \hat{g}\) and \(\hat{V}' \xrightarrow{R} \hat{g}'\) are said to be **isomorphic** if there is an isomorphism \((\phi, \psi) : (\hat{V} \xrightarrow{R} \hat{g}) \sim (\hat{V}' \xrightarrow{R} \hat{g}')\) of rRB Leibniz algebras making the following diagram commutative

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & W & \xrightarrow{l} & \hat{V} & \xrightarrow{\psi} & V & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & W & \xrightarrow{l'} & \hat{V}' & \xrightarrow{\psi'} & V & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & \mathfrak{h} & \xrightarrow{l'} & \hat{g} & \xrightarrow{\phi} & g & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & \mathfrak{h} & \xrightarrow{l'} & \hat{g}' & \xrightarrow{\phi'} & g & \longrightarrow & 0.
\end{array}
\]

Let \(V \xrightarrow{R} g\) be a rRB Leibniz algebra and \((W \xrightarrow{S} \mathfrak{h}, l, r)\) be a representation of it (Definition 4.1). Let \(\text{Ext}(V \xrightarrow{R} g; W \xrightarrow{S} \mathfrak{h})\) denote the set of isomorphism classes of abelian extensions of \(V \xrightarrow{R} g\) by the 2-term chain complex \(W \xrightarrow{S} \mathfrak{h}\) so that the induced representation coincides with the prescribed one. Then we have the following.

**Theorem 6.8:** There is a one-to-one correspondence between \(\text{Ext}(V \xrightarrow{R} g; W \xrightarrow{S} \mathfrak{h})\) and the second cohomology group \(H^2_{\text{rRB}}(V \xrightarrow{R} g; W \xrightarrow{S} \mathfrak{h})\).
**Proof:** Let (13) be an abelian extension of the rRB Leibniz algebra $V \xrightarrow{R} g$ by the 2-term chain complex $W \xrightarrow{S} h$. For any section $(s, \bar{s})$, we define maps

$$
\alpha \in \text{Hom}(g^{\otimes 2}, h), \quad \alpha(x, y) = [s(x), s(y)]_g - s([x, y]_g),
$$

$$
\beta \in \text{Hom}(g^{1, 1}, W), \quad \left\{ \begin{array}{l}
\beta(x, v) = l_V(s(x), \bar{s}(v)) - \bar{s}(l_V(x, v)), \\
\beta(v, x) = r_V(\bar{s}(v), s(x)) - \bar{s}(r_V(v, x)),
\end{array} \right.
$$

$$
\gamma \in \text{Hom}(V, h), \quad \gamma(v) = R(\bar{s}(v)) - s(R(v)).
$$

Then similar to [17], one can show that the triple $(\alpha, \beta, \gamma)$ is a 2-cocycle in $Z^2_{rRB}(V \xrightarrow{R} g; W \xrightarrow{S} h)$. Moreover, the corresponding cohomology class does not depend on the choice of the section.

Let $\hat{V} \xrightarrow{R} \hat{g}$ and $\hat{V}' \xrightarrow{R} \hat{g}'$ be two isomorphic abelian extensions as of Definition 6.7. If $(s, \bar{s})$ is a section of the first abelian extension, then we have $p' \circ (\phi \circ s) = p \circ s = \text{id}_g$ and $\bar{p}' \circ (\psi \circ \bar{s}) = \bar{p} \circ \bar{s} = \text{id}_V$. This shows that $(\phi \circ s, \psi \circ \bar{s})$ is a section of the second abelian extension. Let $(\alpha', \beta', \gamma')$ be the 2-cocycle in $Z^2_{rRB}(V \xrightarrow{R} g; W \xrightarrow{S} h)$ corresponding to the second abelian extension $\hat{V}' \xrightarrow{R} \hat{g}'$ and its section $(\phi \circ s, \psi \circ \bar{s})$. Then we have

$$
\alpha'(x, y) = [\phi \circ s(x), \phi \circ s(y)]_{\hat{g}'} - (\phi \circ s)[x, y]_g
$$

$$
= \phi \left( [s(x), s(y)]_g - s[x, y]_g \right) = \phi(\alpha(x, y)) = \alpha(x, y) \quad (\because \phi|_h = \text{id}_h).
$$

By similar observations, one can show that $\beta' = \beta$ and $\gamma' = \gamma$. Hence $(\alpha', \beta', \gamma') = (\alpha, \beta, \gamma)$. Therefore, there is a well-defined map

$$
\Theta_1 : \text{Ext}(V \xrightarrow{R} g; W \xrightarrow{S} h) \rightarrow H^2_{rRB}(V \xrightarrow{R} g; W \xrightarrow{S} h).
$$

Conversely, let $(\alpha, \beta, \gamma) \in Z^2_{rRB}(V \xrightarrow{R} g; W \xrightarrow{S} h)$ be a 2-cocycle. Take $\hat{g} = g \oplus h$ and $\hat{V} = V \oplus W$, and define some operations

$$
[(x, h), (y, k)]_\hat{g} := ([x, y]_g, l_h(x, k) + r_h(h, y) + \alpha(x, y)),
$$

$$
l_\hat{V}((x, h), (v, w)) := (l_V(x, v), l_W(x, w) + r(h, v) + \beta(x, v)),
$$

$$
r_\hat{V}((v, w), (x, h)) := (r_V(v, x), l(v, h) + r_W(w, x) + \beta(v, x)),
$$

for $(x, h), (y, k) \in \hat{g}$ and $(v, w) \in \hat{V}$. It is easy to verify that $(\hat{g}, [\cdot, \cdot]_\hat{g})$ is a Leibniz algebra and $(\hat{V}, l_\hat{V}, r_\hat{V})$ is a representation of it. We also define a map $\hat{R} : \hat{V} \rightarrow \hat{g}$ by

$$
\hat{R}((v, w)) = (R(v), S(w) + \gamma(v)), \quad \text{for} \ (v, w) \in \hat{V}.
$$

Since $\gamma$ satisfies $\delta_{V, h}(\gamma) + h_R(\alpha, \beta) = 0$, we have that $\hat{R}$ is a relative Rota–Baxter operator. In other words, $\hat{V} \xrightarrow{\hat{R}} \hat{g}$ is a rRB Leibniz algebra. Moreover, this is an abelian extension of the rRB Leibniz algebra $V \xrightarrow{R} g$ by the 2-term chain complex $W \xrightarrow{S} h$. 
Let \((\alpha, \beta, \gamma)\) and \((\alpha', \beta', \gamma')\) be two cohomologous 2-cocycles, say \((\alpha, \beta, \gamma) - (\alpha', \beta', \gamma') = \delta^\prime_{\text{rRB}}((\kappa, \eta))\), for some \((\kappa, \eta) \in C^1_{\text{rRB}}(V \xrightarrow{R} g; W \xrightarrow{S} \mathfrak{h})\). We define maps \(\phi : g \oplus \mathfrak{h} \to g \oplus \mathfrak{h}\) and \(\psi : V \oplus W \to V \oplus W\) by
\[
\phi((x, h)) = (x, h + \kappa(x)) \quad \text{and} \quad \psi((v, w)) = (v, w + \eta(v)).
\]
It is easy to see that \((\phi, \psi) : (\hat{V} \xrightarrow{R} \hat{g}) \leadsto (\hat{V}' \xrightarrow{R'} \hat{g}')\) is an isomorphism of abelian extensions. Hence there is a well-defined map
\[
\Theta_2 : H^2_{\text{rRB}}(V \xrightarrow{R} g; W \xrightarrow{S} \mathfrak{h}) \to \text{Ext}(V \xrightarrow{R} g; W \xrightarrow{S} \mathfrak{h}).
\]
Finally, the maps \(\Theta_1\) and \(\Theta_2\) are inverses to each other. Hence the proof.

\section*{Further discussions.}
Strongly homotopy Lie algebras (\(L_\infty\)-algebras) are a generalization of Lie algebras where the Jacobi identity holds up to certain homotopy. Other homotopy algebras, such as strongly homotopy associative algebras (\(A_\infty\)-algebras) and strongly homotopy Leibniz algebras (\(\text{Leibniz}_\infty\)-algebras) are also widely studied in the literature as they have close connections with topology, combinatorics, higher geometry and mathematical physics \cite{34,35}. Representations of all these homotopy algebras are also well-known \cite{31,36}. The notion of homotopy relative Rota–Baxter operators in the context of \(L_\infty\)-algebras (resp. \(A_\infty\)-algebras) are recently defined in \cite{14,15}. Such operators are characterized by Maurer–Cartan elements in a suitable \(L_\infty\)-algebra constructed in the above papers. A triple consisting of an \(L_\infty\)-algebra (resp. \(A_\infty\)-algebra), a representation and a homotopy relative Rota–Baxter operator is called a homotopy relative Rota–Baxter Lie (resp. associative) algebra. In \cite{17} Jiang and Sheng showed that homotopy relative Rota–Baxter Lie algebras are closely related to the cohomology of relative Rota–Baxter Lie algebras introduced in \cite{15}.

In a forthcoming paper, we aim to define homotopy relative Rota–Baxter Leibniz algebras (homotopy rRB Leibniz algebras in short) by a similar construction given in \cite{14,15}. It would be interesting to find the relation between homotopy rRB Leibniz algebras and the cohomology of rRB Leibniz algebras introduced in the present paper.

An operad is a device that encodes a type of algebras \cite{37}. Instead of studying the properties of a particular algebra, an operad helps to understand the universal operations that can be performed on the elements of any algebra of a given type. All classical algebras (such as Lie, associative, Leibniz, Poisson, pre-Lie etc.) can be described by suitable operads. In \cite{30} Balavoine studied cohomology and deformation theory of \(\mathcal{P}\)-algebras, where \(\mathcal{P}\) is any binary quadratic operad. The notion of Rota–Baxter operators and relative Rota–Baxter operators on \(\mathcal{P}\)-algebras are introduced, and their relation with the splitting of \(\mathcal{P}\)-algebras are obtained in \cite{7}. Such notions generalize the standard relations among Rota–Baxter operators and dendriform algebras \cite{6}. In a future project, we study relative Rota–Baxter \(\mathcal{P}\)-algebras and develop their representations, cohomology, deformations and homotopy theory. We also expect that the operad governing homotopy Rota–Baxter \(\mathcal{P}\)-algebras is the minimal model of the operad of Rota–Baxter \(\mathcal{P}\)-algebras.
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