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ABSTRACT. We describe all the trees with the property that the corresponding edge ideal of their line graph has a linear resolution. As a consequence, we give a complete characterization of those trees $T$ for which the line graph $L(T)$ is co-chordal. We compute also the second Betti number of the edge ideal of $L(T)$ and we determine the number of cycles in $L(T)$. As a consequence, we obtain also the first Zagreb index of a graph. For edge ideals of line graphs of caterpillar graphs we determine the Krull dimension, the Castelnuovo-Mumford regularity, and the projective dimension under some additional assumption on the degrees of the cutpoints.

INTRODUCTION

Firstly used under this name by Harary and Norman in [15], line graphs have been intensively studied in combinatorics. Recall that, for a finite simple graph $G$, its line graph, denoted by $L(G)$, is the graph with the vertex set given by the edges of $G$ and two vertices in $L(G)$ are joined by an edge if the corresponding edges are adjacent in $G$.

There are several characterizations of graphs which are lines of some graphs. For instance, Beineken characterized the line graphs in terms of the forbidden induced subgraphs [3]. Moreover, combinatorial properties of line graphs have been studied: Akiyama solved seven graph equations which involved line graphs, powers of graphs and the complementary of a graph [1] and Milanič, Oversberg and Schaudt gave a characterization of those line graphs which are squares of graphs [23]. Moreover, properties of line graphs have been determined in [4, 6, 22, 26].

Recently, from the commutative algebra and algebraic topology point of view algebraic properties of the clique complex of the line graphs [?] and their topology [12] have been studied. From the combinatorial point of view, it is of interest to determine which properties of the graph $G$ are preserved by the line graph $L(G)$. For instance, it is known that the property of $G$ of being chordal is not preserved by its line graph [4].

In this paper we consider edge ideals of the line graphs of trees and determine algebraic and homological properties which are expressed in terms of the original tree.

The structure of the paper is the following: in the first section we recall all the necessary notions and results both from graph and commutative algebra. The second section is devoted to the study of the algebraic and homological invariants of edge ideals of line graphs of trees. We give a complete characterization of the trees $T$ for which the edge ideal of their line graph has a linear resolution [Theorem 2.9].
Moreover, for a tree $T$, we compute the second Betti number of edge ideals of line graphs of $T$ which will be very useful in computing the number of induced cycles in $L(T)$. In the last section we pay attention to caterpillar graphs, which are a particular class of trees which are of high interest in combinatorics. For edge ideals of line graphs of caterpillar trees, we compute the Castelnuovo–Mumford regularity, the projective dimension and the Krull dimension under some additional assumptions on the degrees of the cutpoints. These results allow us to determine the sizes of the largest and the minimal vertex cover and of the largest induced matching. In the end of the paper, we consider several remarks that arise naturally on the directions that one could consider.

1. Preliminaries

We review some standard facts on graph theory and edge ideals and we setup the notation and terminology that will be used through the paper. For more details, one may see [7, 11, 14, 16, 24, 27].

1.1. Notions from graph theory. Let $G$ be a finite simple graph with the vertex set $V(G)$ and the set of edges $E(G)$. Two vertices $u, v \in V(G)$ are called adjacent (or neighbors) if they form an edge in $G$. For a vertex $u$ of $G$, we denote by $\mathcal{N}(u)$ the set of all the neighbors of $u$, also called the neighborhood of $u$. More precisely, $\mathcal{N}(u) = \{v \in V(G) : \{u, v\} \in E(G)\}$. The degree of the vertex $u$, denoted by $\deg u$, is defined to be the size of the neighborhood set of $u$, that is $\deg u = |\mathcal{N}(u)|$. By a free vertex we mean a vertex of degree 1. A pendant edge (or a whisker) is an edge which contains a free vertex. A graph is called complete if it has the property that any two vertices are adjacent. We denote by $K_n$ the complete graph with $n$ vertices.

By a subgraph $H$ of $G$ we mean a graph with the property that $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. One says that a subgraph $H$ of $G$ is induced if whenever $u, v \in V(H)$ so that $\{u, v\} \in E(G)$ then $\{u, v\} \in E(H)$. A clique in $G$ is an induced subgraph which is a complete graph. A bridge of a connected graph $G$ is an edge whose removal disconnects $G$, while a cutpoint of $G$ is a vertex $u$ of $G$ such that the removal of $u$ and all its incident edges results in a disconnected graph.

A path of length $t \geq 2$ in $G$ is, by definition, a set of distinct vertices $u_0, u_1, \ldots, u_t$ such that $\{u_i, u_{i+1}\}$ are edges in $G$ for all $i \in \{0, \ldots, t-1\}$. The distance between two vertices $u$ and $v$ in $G$, denoted by $d_G(u, v)$, is defined to be the length of a shortest path joining $u$ and $v$. If there is no path joining $u$ and $v$, then $d_G(u, v) = \infty$. We will skip the name of the graph when no confusion can occur. The diameter of the graph $G$, denoted by $\text{diam}(G)$, is defined to be the maximum of all the distances between any two vertices in $G$, namely

$$\text{diam}(G) = \max\{d(u, v) : u, v \in V(G)\}.$$  

A cycle of length $n \geq 3$, usually denoted by $C_n$, is a graph with the vertex set $[n] = \{1, \ldots, n\}$ and the set of edges $\{i, i+1\}$, where $n + 1 = 1$ by convention. A graph is chordal if it does not have any induced cycles of length strictly greater than 3. A graph is called a tree if it is connected and it does not have cycles. It is easy
to see that any tree is a chordal graph. Moreover the vertices of a tree are either free or cutpoints.

For a graph $G$, we denote by $\overline{G}$ the complement of the graph $G$, that is the graph with the same vertex set as $G$ and $\{u, v\}$ is an edge of $\overline{G}$ if it is not an edge of $G$. A graph $G$ is called co-chordal if $\overline{G}$ is a chordal graph. One says that the edges $\{x, y\}$ and $\{u, v\}$ of $G$ form an induced gap in $G$ if $x, y, u, v$ are the vertices of an induced cycle of length 4 in $\overline{G}$. A graph $G$ is called gap-free if it does not contain any induced gap.

Let $G = (V(G), E(G))$ be a finite simple graph. The line graph of the graph $G$, denoted by $L(G)$, is defined to have as its vertices the edges of $G$, and two vertices in $L(G)$ are adjacent if the corresponding edges in $G$ share a vertex in $G$.

There are several characterizations of those graphs which are line graphs of a graph. We recall here the one that will be used through the paper, but one can see [3] for a characterization in terms of the forbidden induced subgraphs:

Proposition 1.1. [21] A graph $G$ is a line graph if the edges of $G$ can be partitionated into maximal complete subgraphs such that no vertex lies in more than two of the subgraphs.

Since we will use the degrees of the vertices (both in $G$ and $L(G)$), we will recall here some formal definitions:

Definition 1.2. [6] Let $G$ be a graph and $e = \{u, v\}$ an edge. The degree of $e$ in $G$ is $\deg_G e = \deg u + \deg v - 2$. Looking at $e$ as a vertex in $L(G)$, the degree of the vertex $e$ in $L(G)$ is equal with the degree of the edge $e$ in $G$.

Proposition 1.3. [6, Proposition 1] A necessary and sufficient condition that a vertex $w$ of the line graph $L(G)$ of a connected graph $G$ be a cutpoint is that it corresponds to a bridge $e = \{u, v\}$ of $G$ in which neither of the vertices $u$ and $v$ has degree one.

Proposition 1.4. [6, Proposition 2] A necessary and sufficient condition that an edge $e = \{e_1, e_2\}$ be a bridge of the line graph $L(G)$ of a connected graph $G$ is that the edges $e_1$ and $e_2$ in $G$ be bridges in $G$ which meet in a vertex of degree two.

1.2. Edge ideals. Given a finite simple graph $G$ with the vertex set $V(G) = \{1, \ldots, n\} = [n]$ and the set of edges $E(G)$, one may consider its edge ideal which is the squarefree monomial ideal denoted by $I(G) \subseteq S = k[x_1, \ldots, x_n]$, where $k$ is a field, defined by $I(G) = \langle x_i x_j : \{i, j\} \in E(G) \rangle$.

Edge ideals have been intensively studied and properties of invariants such that Betti numbers, projective dimension, Castelnuovo–Mumford regularity, or Krull dimension have been established for several classes of graphs (see [16, 24, 27] for more details). We recall that, if $I \subseteq S = k[x_1, \ldots, x_n]$ is an ideal and $\mathcal{F}$ is the minimal graded free resolution of $S/I$ as an $S$-module:

$$\mathcal{F} : 0 \rightarrow \bigoplus_j S(-j)^{\beta_{0j}} \rightarrow \cdots \rightarrow \bigoplus_j S(-j)^{\beta_{ij}} \rightarrow S \rightarrow S/I \rightarrow 0,$$
then the numbers $\beta_{ij}$ are the graded Betti numbers of $S/I$, the projective dimension of $S/I$ is

$$\text{proj dim } S/I = \max\{i : \beta_{ij} \neq 0\}$$

and the Castelnuovo–Mumford regularity is

$$\text{reg } S/I = \max\{j - i : \beta_{ij} \neq 0\}.$$ 

Let $d > 0$ be an integer. An ideal $I$ of $S$ has a $d$–linear resolution if the minimal graded free resolution of $I$ is of the form

$$\ldots \to S(-(d-2)\beta_2) \to S(-(d-1)\beta_2) \to S(-d)\beta_1 \to S \to S/I \to 0.$$ 

Equivalently, an ideal $I$ has a $d$-linear resolution if and only if it is minimally generated in degree $d$ and $\text{reg } S/I = d - 1$. If $d = 2$, we simply say that the ideal has a linear resolution.

Fröberg’s Theorem gives a combinatorial characterization of the property of an edge ideal to have a linear resolution:

**Theorem 1.5** (Fröberg). [11] Let $G$ be a finite simple graph. The edge ideal $I(G)$ has a linear resolution if and only if $G$ is a co-chordal graph.

The following remark is a direct consequence of the theorem of Fröberg and it will be intensively used through the paper:

**Remark 1.6.** If $G$ is a graph such that its edge ideal has a linear resolution, then $G$ is gap-free.

In the sequel we recall connections between Krull dimension, regularity and projective dimension of the edge ideal and combinatorial invariants of the graph. We start with the Krull dimension.

A subset $W$ of $V(G)$ is called an independent set of $G$ if it does not contain any edge of $G$, i.e. for all $u,v \in W$ such that $u \neq v$, one has $\{u,v\} \notin E(G)$. One may compute the Krull dimension of $S/I(G)$ by using independent sets (see [24, Section 2] or [18, Lemma 1] for more details):

**Proposition 1.7.** [18] $\dim S/I(G) = \max\{|W| : W \text{ is an independent set of } G\}$.

A subset $M = \{e_1, \ldots, e_s\}$ of $E(G)$ is called a matching of $G$ if any two edges from $M$ are disjoint, i.e. if for all $i \neq j$, one has $e_i \cap e_j = \emptyset$. An induced matching in $G$ is a matching which forms an induced subgraph of $G$. The induced matching number of $G$, denoted by $\text{indmat}(G)$, is defined to be the number of edges in a largest induced matching, that is

$$\text{indmat}(G) = \max\{|M| : M \text{ is an induced matching in } G\}.$$ 

A clique-neighborhood is the set $K$ of edges of a clique together with some edges each of which is incident to a member of $K$. For chordal graphs, in between the number of edges of the largest induced matching and the smallest number of sets of clique-neighborhoods there is the following connection:
Theorem 1.8. [4, Theorem 2] For a chordal graph $G$,
\[
\max\{|M| : M \text{ is an induced matching in } G\} = \\
\min\{|N| : N \text{ is a set of clique-neighborhoods in } G \text{ which covers } E(G)\}.
\]

Another combinatorial invariant of the graph $G$ that will be used is the co-chordal cover number of $G$, denoted by $\text{cochord}(G)$, which is the minimum number of co-chordal subgraphs required to cover the edges of $G$ that is
\[
\text{cochord}(G) = \min\{s \in \mathbb{N} : \text{there are } G_1, \ldots, G_s \text{ co-chordal subgraphs of } G \text{ such that } E(G) = E(G_1) \cup \cdots \cup E(G_s)\}
\]

In between the induced matching number, the co-chordal cover number, and the Castelnuovo–Mumford regularity there are the following connections:

**Proposition 1.9.** [28, Theorem 1] Let $G$ be a finite simple graph. Then, over any field $k$, $\text{reg} S/I(G) \leq \text{cochord}(G)$.

A lower bound for the Castelnuovo–Mumford regularity of $I(G)$ is given by the induced matching number.

**Proposition 1.10.** [19, Lemma 2.2] For any graph $G$, we have $\text{reg} S/I(G) \geq \text{indmat}(G)$.

**Proposition 1.11.** [13, Corollary 6.9] If $G$ is a chordal graph, then $\text{reg} S/I(G) = \text{indmat}(G)$.

A different upper bound for the Castelnuovo–Mumford regularity of the edge ideal of a graph $G$ can be given in terms of maximal induced cliques of $G$:

**Proposition 1.12.** [28, Theorem 2] If $G$ is a graph such that $V(G)$ can be partitioned into an (induced) independent set $J_0$ together with $s$ cliques $J_1, \ldots, J_s$, then $\text{reg} S/I(G) \leq s$.

The following result describes the behavior of the Castelnuovo–Mumford regularity with respect to induced subgraphs.

**Proposition 1.13.** [24, Proposition 3.8] If $H$ is an induced subgraph of $G$, then $\text{reg} S/I(H) \leq \text{reg} S/I(G)$.

## 2. The line graph of a tree

Throughout this section we consider general properties of algebraic and homological invariants of edge ideals of the line graph of trees. For a tree $T$, we study the behavior of the Castelnuovo–Mumford regularity when we delete a vertex from $T$, and we will pay attention to the property of the edge ideal $I(L(T))$ of having a linear resolution. Since we are dealing with both the tree $T$ and its line graph $L(T)$, throughout this paper we will assume that $I(T) \subseteq S = \mathbb{k}[x_1, \ldots, x_n]$ and $I(L(T)) \subseteq R = \mathbb{k}[e_{uv} : \{u, v\} \in E(G)]$.

For trees, there is the following characterization of their line graph.
Lemma 2.1. [6] A graph is the line graph of a tree if and only if it is a connected block graph in which each cutpoint is on exactly two blocks.

Recall that a block graph is a connected graph in which every block (maximal biconnected induced subgraph) is a clique.

Remark 2.2. If $T$ is a tree, then $L(T)$ is a chordal graph.

Note that the above remark and Fröberg’s Theorem 1.5 allow us to determine the induced matching of $L(T)$, where $T$ is a tree:

Proposition 2.3. Let $T$ be a tree. Then $\text{indmat}(L(T)) = 1$.

Proof. Since $T$ is a tree, its line graph is chordal, therefore $L(T)$ is co-chordal. Thus, by Fröberg’s Theorem 1.5, $I(L(T))$ has a linear resolution. The statement follows by Proposition 1.10. □

We will consider next the behavior of the regularity of the line graph when we delete a pendant edge.

Proposition 2.4. Let $T$ be a tree and $u$ a free vertex of $T$ such that $\{u, v\}$ is an edge, $\deg_T v \geq 4$ and each vertex from $N_T(v)$ has degree either one or at least three. Let $T' = T \setminus \{u\}$.

a) If $v$ has at least 3 free vertices then $\text{indmat}(L(T)) = \text{indmat}(L(T'))$.

b) If $v$ has 2 free vertices, then $\text{indmat}(L(T)) = \text{indmat}(L(T')) + 1$.

c) If $v$ has only one free vertex, then $\text{indmat}(L(T)) = \text{indmat}(L(T'))$.

Proof. Assume that $\text{indmat}(L(T)) = s$. By Theorem 1.8, it follows that all the edges of $L(T)$ can be covered by at least $s$ clique-neighborhoods. Let $\deg_T(v) = d \geq 4$.

a) Since $v$ has at least three free vertices, the clique-neighborhood induced by $v$ and its neighbors in $L(T)$ must be in the considered minimal set of clique-neighborhoods since all the edges of $L(T)$ should be covered. The vertex $v$ and its neighbors will give in $L(T)$ a maximal clique of size $d \geq 4$ which is connected to at most $d - 3$ cliques. In $L(T')$, the same vertex and its neighbors will give a clique of degree $d - 1$ which is connected to at most $d - 3$ cliques. Hence, the number of connected cliques is sufficient to cover all the edges of the clique which is given by $v$ and its neighbors, so the number of required clique-neighborhoods does not decreases. Therefore $\text{indmat}(L(T')) = s$.

b) Since $v$ has at least two free vertices, the clique-neighborhood induced by $v$ and its neighbors in $L(T)$ must be in the considered minimal set of clique-neighborhoods since all the edges of $L(T)$ should be covered. The vertex $v$ and its neighbors will give in $L(T)$ a maximal clique of size $d \geq 4$ which is connected to $d - 2$ cliques. In $L(T')$, the same vertex will give a clique of degree $d - 1$ which is connected to $d - 2$ cliques. Hence, the number of connected cliques is sufficient to cover all the edges of the clique which is given by $v$ and its neighbors, so the number of required clique-neighborhoods decreases by one. Therefore $\text{indmat}(L(T')) = s - 1$.

c) The vertex $v$ will give in $L(T)$ a maximal clique of size $d \geq 4$ which is connected to $d - 1$ cliques which is not in the set of clique-neighborhoods (due to our assumption
on the degrees of the vertices from $\mathcal{N}(v)$). In $L(T')$, the same vertex will give a clique of degree $d-1$ which is connected to $d-1$ cliques. Therefore, the number of required clique-neighborhoods is not changed. Hence indmat $L(T') = s$. □

Since $L(T)$ is a chordal graph, the next corollary follows by Proposition 1.11:

**Corollary 2.5.** Let $T$ be a tree and $u$ a free vertex of $T$ such that $\{u,v\}$ is an edge, $\deg_T v \geq 4$ and each vertex from $\mathcal{N}_T(v)$ has degree either one or at least three. Let $T' = T \setminus \{u\}$.

a) If $v$ has at least 3 free vertices then $\reg R/I(L(T)) = \reg R/I(L(T'))$.

b) If $v$ has 2 free vertices, then $\reg R/I(L(T)) = \reg R/I(L(T')) + 1$.

c) If $v$ has only one free vertex, then $\reg R/I(L(T)) = \reg R/I(L(T'))$.

**Proposition 2.6.** Let $T$ be a tree which is not a star and $u$ a free vertex of $T$ such that $\{u,v\}$ is an edge and $\deg_T v = 3$. Let $T' = T \setminus \{u\}$. Then $\indmat L(T) = \indmat L(T') + 1$.

**Proof.** We will use Theorem 1.8 in order to prove the equality. The vertex $v$ and its neighbors yield in $L(T)$ a maximal clique of size 3. In $L(T')$, the same vertex will give an edge which is connected to a clique. So the number of required clique-neighborhoods decreases by one. □

The following corollary is straightforward:

**Corollary 2.7.** Let $T$ be a tree which is not a star and $u$ a free vertex of $T$ such that $\{u,v\}$ is an edge and $\deg_T v = 3$. Let $T' = T \setminus \{u\}$. Then $\reg R/I(L(T))) = \reg R/I(L(T'))) + 1$.

We will characterize now all the trees for which the edge ideal of their line graph has a linear resolution. Note that the property of having a linear resolution is not preserved by considering the line graph.

**Example 2.8.** Let $T_1$ and $L(T_1)$ be the following tree and its line graph:

![Tree and Line Graph](image)

Then $I(T_1)$ has a linear resolution (it is chordal with $\indmat T_1 = 1$) while $I(L(T_1))$ has not (it has an induced matching of size 2, $\{e_{13}, e_{23}\}$, $\{e_{45}, e_{46}\}$).

We recall that a *star* is the graph with the set of vertices $\{u, v_1, \ldots, v_n\}$ and with the edges $\{u, v_1\}, \ldots, \{u, v_n\}$. The *path* $P_n$ is the graph with $n$ vertices $u_1, \ldots, u_n$ and the edges $\{u_i, u_{i+1}\}$, for $1 \leq i \leq n-1$. A *broom* is the graph obtained from $P_n$ by appending $m$ new vertices and the corresponding pendant edges to the first (or last) vertex of $P_n$. A *whiskered graph* is the graph obtained from the graph $G$
by adding to each of its vertices a pendant edge (together with a new vertex). The whiskered graph of $G$ is also known in graph theory as the corona of $G$. If one adds a pendant edge (together with a new vertex) to a subset of $V(G)$, then the obtained graph is called a partially whiskered graph. The graph $G$ is weakly chordal if neither $G$, nor $\overline{G}$ do not have any induced cycle of length strictly greater than 4. Note that any chordal graph is weakly chordal (see for instance [5]).

**Theorem 2.9.** Let $T$ be a tree. Then $I(L(T))$ has a linear resolution if and only if $T$ satisfies one of the following conditions:

i) a star graph;

ii) a broom of diameter 3

iii) a (partially) whiskered star

iv) $P_n$, $2 \leq n \leq 5$

**Proof.** “$\Leftarrow$” Firstly we show that $I(L(T))$ has a linear resolution if $T$ is a star graph or is a broom of diameter 3. If $T$ is a star, then $L(T)$ is a clique, therefore $I(L(T))$ has a linear resolution. If $T$ is a broom of diameter 3 then $L(T)$ is a clique with one whisker, therefore $\overline{L(T)}$ is a star graph, hence it is chordal. According to Fröberg’s Theorem, $I(L(T))$ has a linear resolution.

Next we consider the case when $T$ is a partially whiskered star. In this case $L(T)$ has a clique and some pendant edges (at most one to each vertex). Since diam($L(T)$) = 3, the line graph $L(T)$ does not have any induced gap. Therefore $\overline{L(T)}$ does not contain $C_4$ as an induced cycle. Moreover, $L(T)$ is chordal, thus it is weakly chordal and $\overline{L(T)}$ does not contain any induced cycle $C_k$, with $k \geq 5$. Therefore $\overline{L(T)}$ is chordal and, by Fröberg’s Theorem 1.5, $I(L(T))$ has a linear resolution.

Finally, for $P_n$, with $n \in \{2, 3, 4, 5\}$, one may see that they are particular classes of whiskered stars, so $I(L(P_n)) = I(P_{n-1})$ has a linear resolution.

“$\Rightarrow$” Conversely, we assume that $I(L(T))$ has a linear resolution. If diam($T$) $\geq$ 5, then $T$ contains $P_6$ as an induced subgraph. Since $L(P_6) = P_5$, one has that reg($I(L(P_5))$) = 3, therefore reg($I(T)$) $\geq$ reg($I(L(P_5))$) = 3 by Proposition 1.13 and $I(T)$ does not have a linear resolution. Hence, diam($T$) $\leq$ 4. It is clear that if $T$ has only one edge ($T = P_2$), then $I(L(T))$ has a linear resolution. We discuss now the remaining cases:

**Case 1:** If diam $T = 2$, then $T$ is a star graph.

**Case 2:** Assume now that diam($T$) = 3. According to Example 2.8, $T$ cannot contain an induced subgraph of the following form
since the edge ideal of its line graph does not have a linear resolution. Therefore $T$ can be a broom graph or the path $P_4$.

**Case 3:** If diam$(T) = 4$ then $T$ is either $P_5$ or $T$ can have at most one vertex of degree greater than or equal to 3 (otherwise it contains an induced subgraph as in Example 2.8). Then $T$ can contain as an induced subgraph one of the following graphs:

whose line graphs are

One may easily check that both $L(T_1)$ and $L(T_3)$ have an induced gap ($\{e_{12}, e_{26}\}$ and $\{e_{34}, e_{45}\}$ for $L(T_1)$, respectively $\{e_{12}, e_{23}\}$ and $\{e_{46}, e_{45}\}$ for $L(T_3)$), therefore, their edge ideals do not have a linear resolution. Hence $T$ is a (partially) whiskered star.

**Remark 2.10.** Note that in the above theorem, broom graphs of diameter 3 and path graphs $P_n$, with $2 \leq n \leq 5$ are particular classes of partially whiskered stars. Still we consider them separately due to their importance.

The following corollary follows by Fröberg’s Theorem:
Corollary 2.11. Let $T$ be a tree. Then $L(T)$ is co-chordal if and only if $T$ is one of the following graphs

i) a star graph;
ii) a broom of diameter 3
iii) a (partially) whiskered star
iv) $P_n$, $2 \leq n \leq 5$

By Proposition 1.11 and Fröberg’s Theorem 1.5, one also have the following equivalence:

Corollary 2.12. Let $T$ be a tree. The following are equivalent:

a) $\text{indmat}(L(T)) = 1$;

b) $\text{cochord}(L(T)) = 1$;

c) $T$ is one of the following graphs:
   i) a star graph;
   ii) a broom of diameter 3
   iii) a (partially) whiskered star
   iv) $P_n$, $n \in \{2, 3, 4, 5\}$

In the sequel, we pay attention to determine the second graded Betti number of $I(L(T))$, where $T$ is a tree. Our results are expressed in terms of the combinatorial invariants of the tree $T$. The next two results will be extremely useful. The first one computes the number of edges of $L(G)$, for an arbitrary finite simple graph $G$.

Proposition 2.13. [27, Proposition 7.6.2] If $G$ is a graph with vertices $u_1, \ldots, u_n$ and edge set $E(G)$, then the number of edges of the line graph $L(G)$ is given by

$$|E(L(G))| = \sum_{i=1}^{n} \left( \frac{\deg u_i}{2} \right) = -|E(G)| + \sum_{i=1}^{n} \frac{\deg^2 u_i}{2}.$$ 

In combinatorics, the first Zagreb index $M_1(G)$ of the graph $G$ is defined as

$$M_1(G) = \sum_{u \in V(T)} \deg^2 u,$$

see for instance [8] for more details. By using Proposition 2.13, one may express the first Zagreb index in terms of the number of edges of the graph $G$ and its line graph:

Corollary 2.14. If $G$ is a graph with vertices $u_1, \ldots, u_n$ and edge set $E(G)$, then the first Zagreb number of the graph $G$ is given by

$$M_1(G) = 2(|E(L(G))| + |E(G)|) = 2 \left( |E(G)| + \sum_{i=1}^{n} \left( \frac{\deg u_i}{2} \right) \right).$$

The next result determines the second Betti number of the edge ideal of a graph $G$:

Proposition 2.15. [9] Let $I \subset S$ be the edge ideal of a graph $G$, let $V$ be the vertex set of $G$, and let $L(G)$ be the line graph of $G$. If

$$\cdots \rightarrow S^c(-4) \bigoplus S^b(-3) \rightarrow S^a(-2) \rightarrow S \rightarrow S/I \rightarrow 0$$
is the minimal graded resolution of \( S/I \). Then,

\[
b = |E(L(G))| - N_t,
\]

where \( N_t \) is the number of triangles of \( G \) and \( c \) is the number of unordered pairs of edges \( \{f, g\} \) such that \( f \cap g = \emptyset \) and \( f \) and \( g \) cannot be joined by an edge.

We will apply the above results for edge ideals of the line graph of a tree.

**Corollary 2.16.** If \( T \) is a tree with vertices \( u_1, \ldots, u_n \) and edge set \( E(T) \), then the number of edges of the line graph \( L(T) \) is given by

\[
|E(L(T))| = \sum_{i=1}^{n} \left( \frac{\deg_T u_i}{2} \right) = 1 - n + \sum_{i=1}^{n} \frac{\deg^2_T u_i}{2}
\]

*Proof.* The proof is straightforward since a tree on \( n \) vertices has \( n - 1 \) edges. \( \Box \)

Next we determine the second Betti number for the edge ideal of the line graph of trees:

**Proposition 2.17.** Let \( T \) be a tree with the vertex set \( \{u_1, \ldots, u_n\} \), \( L(T) \) its line graph, and \( I(L(T)) \subset R \). If

\[
\cdots \longrightarrow R^c(-4) \bigoplus R^b(-3) \longrightarrow S^q(-2) \longrightarrow R \longrightarrow R/I(L(T)) \longrightarrow 0
\]

is the minimal graded resolution of \( R/I(L(T)) \), then

\[
b = \sum_{\{u_i, u_j\} \in E(T)} \left( \frac{\deg u_i + \deg u_j - 2}{2} \right) - \sum_{i=1}^{n} \left( \frac{\deg u_i}{3} \right).
\]

*Proof.* According to Proposition 2.15, \( b = |E(L^2(T))| - N_t(L(T)) \), where we denote \( L^2(T) = L(L(T)) \). Note that, by Proposition 2.13,

\[
|E(L^2(T))| = \sum_{e \in V(L(T))} \left( \frac{\deg_{L(T)} e}{2} \right) = \sum_{\{u_i, u_j\} \in E(T)} \left( \frac{\deg u_i + \deg u_j - 2}{2} \right)
\]

according to the Definition 1.2. The number of triangles of \( L(T) \) is

\[
N_t(L(T)) = \sum_{i=1}^{n} \left( \frac{\deg u_i}{3} \right)
\]

since a triangle in \( L(T) \) is provided by 3 neighbors of a vertex of \( T \) of degree at least 3. The statement follows. \( \Box \)

**Proposition 2.18.** Let \( T \) be a tree with \( n \) vertices, \( L(T) \) the line graph of \( T \), and \( I(L(T)) \subset R \). If

\[
\cdots \longrightarrow R^c(-4) \bigoplus R^b(-3) \longrightarrow S^q(-2) \longrightarrow R \longrightarrow R/I(L(T)) \longrightarrow 0
\]

is the minimal graded resolution of \( R/I(L(T)) \). Then

\[
c = \sum_{u, v \in V(T), \ d(u, v) \neq 2} \left( \frac{|\mathcal{N}(u) \setminus \{v\}|}{2} \right) \cdot \left( \frac{|\mathcal{N}(v) \setminus \{u\}|}{2} \right) +
\]
\[ + \sum_{u, v \in V(T), \quad d(u, v) = 2} \left( \left( \frac{|\mathcal{N}(u)|}{2} \right) \cdot \left( \frac{|\mathcal{N}(v)|}{2} \right) - (|\mathcal{N}(u)| - 1)(|\mathcal{N}(v)| - 1) \right) . \]

**Proof.** By Proposition 2.18, \( c \) is the number of pairwise disjoint edges \( f \) and \( g \) in \( L(T) \), which are not connected by any edge. Taking into account the relation between \( T \) and \( L(T) \), we can consider the following cases:

**Case 1:** There are two vertices \( u \) and \( v \) such that \( \{u, v\} \in E(T) \) and \( \{u, v\} \) is not a leaf in \( T \). We may assume that the induced subgraph is of the form

\[ \begin{array}{c}
\text{T}_1: \\
1 & 2 & 3 & 4 & 5 & 6 \\
\end{array} \quad \begin{array}{c}
\text{L}(T_1): \\
e_{14} & e_{34} & e_{45} \\
e_{23} & e_{46} \\
\end{array} \]

where \( \{u, v\} = \{3, 4\} \). Therefore we have only one gap in \( L(T_1) \), namely \( \{e_{13}, e_{23}\} \), \( \{e_{45}, e_{46}\} \). Note that this gap is induced by the vertices 1, 2, 5, 6 from \( T \). Therefore, in general if \( \mathcal{N}(u) \) and \( \mathcal{N}(v) \) are the set of neighbors of \( u \) and \( v \), a gap can be obtained by the edges \( \{u_1, u_2\}, \{v_1, v_2\} \) where \( u_1, u_2 \in \mathcal{N}(u) \setminus \{v\} \) and \( v_1, v_2 \in \mathcal{N}(v) \setminus \{u\} \). Therefore, vertices \( u \) and \( v \) give \( \left( \frac{|\mathcal{N}(u) \setminus \{v\}|}{2} \right) \cdot \left( \frac{|\mathcal{N}(v) \setminus \{u\}|}{2} \right) \) gaps in \( L(T) \). Note that, if \( u \) or \( v \) are of degree 2, their neighbors do not induce any gap in \( L(T) \).

**Case 2:** The next case is the one when \( u \) and \( v \) are vertices of \( T \) such that \( d_T(u, v) = 2 \) and they are not free vertices. We may assume that \( T \) contains the following graph as an induced subgraph (where \( u = 3 \) and \( v = 5 \))

\[ \begin{array}{c}
\text{T}_3: \\
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
\end{array} \quad \begin{array}{c}
\text{L}(T_3): \\
e_{13} & e_{24} & e_{45} & e_{56} \\
e_{23} & e_{45} \\
\end{array} \]

whose line graph is
The total number of pairs that can be formed by using the edges which come from the neighbors of vertices 3 and 5 is \( \binom{|\mathcal{N}(3)|}{2} \cdot \binom{|\mathcal{N}(5)|}{2} \). The gaps are obtained by taking the edge \( \{e_{13}, e_{23}\} \) and any edge from the right triangle or the edge \( \{e_{56}, e_{57}\} \) and any edge from the left triangle. Therefore, we have to remove \( |\mathcal{N}(3)| \cdot (|\mathcal{N}(5)| - 1) \) pairs of edges. Therefore, in general, these type of vertices \( u \) and \( v \) yield
\[
\binom{|\mathcal{N}(u)|}{2} \cdot \binom{|\mathcal{N}(v)|}{2} - (|\mathcal{N}(u)| - 1)(|\mathcal{N}(v)| - 1)
\]
gaps in \( L(T) \). The statement follows.

**Case 3:** Let’s assume now that \( u \) and \( v \) are vertices of \( T \) such that \( d_T(u, v) \geq 3 \) and they are not free vertices. We will consider the case when distance is 3, but the arguments are valid also for higher distances. We may assume that \( T \) contains the following graph as an induced subgraph (where \( u = 3 \) and \( v = 6 \))

\[
L(T_2):
\]

whose line graph is

\[
L(T_2):
\]

Note that, in this case, any pair formed by an edge from the left triangle and one from the right one is a gap. The edges of the triangles are induced by the neighbors of the vertices 3 and 6. Hence, in general, we have \( \binom{|\mathcal{N}(u) \setminus \{v\}|}{2} \cdot \binom{|\mathcal{N}(v) \setminus \{u\}|}{2} \).

We kept the notation from the required formula, but, in this case \( \mathcal{N}(v) \setminus \{u\} = \mathcal{N}(v) \) and \( \mathcal{N}(u) \setminus \{v\} = \mathcal{N}(u) \).

One may also note in the figure that there are also two gaps, \( \{e_{34}, e_{45}\}, \{e_{67}, e_{68}\} \) and \( \{e_{45}, e_{56}\}, \{e_{13}, e_{23}\} \), but they come from the vertices 4, 6, and 3, 5 respectively which are at distance 2, so they were discussed above. □

The computation of the number of cycles in a graph is of interest in combinatorics [2]. The results obtained so far allow us to determine the number of induced cycles in \( L(T) \), where \( T \) is a tree. We keep the notation from the above results.
Proposition 2.19. Let $T$ be a tree. Then $L(T)$ has
\[ \sum_{u,v,w \in V(T)} |N(u) \setminus (N(v) \cup N(w))| \cdot |N(v) \setminus (N(u) \cup N(w))| \cdot |N(w) \setminus (N(u) \cup N(v))| \]
cycles $C_3$, $c$ cycles $C_4$, and no cycle of length greater than or equal to 5.

Proof. Since $L(T)$ is a chordal graph, then it is weakly chordal. In particular, $L(T)$
does not contain any cycle of length greater than or equal to 5. According to
Proposition 2.18, $L(T)$ contains $c$ gaps, therefore in $L(T)$ there are exactly $c$
cycles of length 4. For computing the numbers of $C_3$ in $L(T)$, one has to note that each
such a cycle comes from non-adjacent vertices from three different maximal cliques,
and each maximal clique is given by the neighbors of a cutpoint. Therefore, there
are exactly
\[ \sum_{u,v,w \in V(T)} |N(u) \setminus (N(v) \cup N(w))| \cdot |N(v) \setminus (N(u) \cup N(w))| \cdot |N(w) \setminus (N(u) \cup N(v))| \]
cycles of length three in $L(T)$.

3. Caterpillar graph and its line graph

We consider now a particular class of trees, namely caterpillar trees and we pay
attention on the projective dimension and the Krull dimension of $I(L(T))$.

We recall that a caterpillar graph is a tree in which the removal of all pendant
vertices results in a chordless path. The chordless path is called the backbone of the
graph. The edges from the backbone to the pendant vertices are called the hairs
of the caterpillar graph. Firstly, we compute the Castelnuovo–Mumford regularity of
the edge ideal of the line graph of a caterpillar graph:

Proposition 3.1. Let $T$ be a caterpillar tree such that each vertex has degree one
or less than or equal to four. Then $\text{reg } R/I(L(T))$ is equal to the number of cliques
from the graph $L(T)$, or, equivalently, to the number of cutpoints of $T$.

Proof. One may note that an induced matching of $L(T)$ is obtained by taking the
edges induced by two free vertices which are neighbors of the same cutpoint. More
precisely, if we consider the following caterpillar graph,

then the corresponding line graph is
and an induced matching is given by the dashed edges. Therefore, if \( s \) is the number of cliques from \( L(T) \), then \( \text{reg} \ R(I(L(T))) = \text{indmat} L(T) \geq s \). According to Proposition 1.12, one also obtain the converse inequality since one may consider as an induced independent set \( J_0 \) the set obtained by taking one vertex from each maximal clique from \( L(T) \), that is by considering only one pendant edge for each cutpoint. Due to the restriction on the degree of cutpoints, the remaining cliques are of size at least 3.

In order to compute the projective dimension, we will apply the results developed in [20]. We follow [20] in order to fix the notations.

A graph \( B \) is called a bouquet if \( B \) is a star graph with \( V(B) = \{w, z_1, \ldots, z_t\} \), \( t \geq 1 \), and the set of edges \( E(B) = \{\{w, z_i\} : 1 \leq i \leq t\} \). The vertex \( w \) is called the root of \( B \), the vertices \( z_1, \ldots, z_t \) are called the flowers of \( B \) and the edges of the graph \( B \) are called stems. We denote by \( F(B) \) the set of flowers of \( B \). Let \( G \) be a graph with the vertex set \( V(G) \), \( E(G) \) be its set of edges, and \( \mathcal{B} = \{B_1, \ldots, B_r\} \) a set of bouquets of \( G \). Then

\[
\mathcal{F}(\mathcal{B}) = \{z \in V(G) : z \text{ is a flower in some bouquet from } \mathcal{B}\},
\]

\[
\mathcal{R}(\mathcal{B}) = \{w \in V(G) : \text{is a root in some bouquet from } \mathcal{B}\}.
\]

A set \( \mathcal{B} \) of bouquets of \( G \) is called semi-strongly disjoint if \( V(B_i) \cap V(B_j) = \emptyset \) for all \( i \neq j \) and any two vertices belonging to \( \mathcal{R}(\mathcal{B}) \) are not adjacent in \( G \).

Let \( d'_G := \max\{|\mathcal{F}(\mathcal{B})| : \mathcal{B} \text{ is a semi-strongly disjoint set of bouquets of } G\} \).

For the case of chordal graphs, the projective dimension of the edge ideal can be computed in terms of semi-strongly disjoint sets. More precisely:

**Theorem 3.2.** [21, Theorem 5.1] Let \( G \) be a chordal graph. Then

\[
\text{proj dim } S/I(G) = d'_G.
\]

**Proposition 3.3.** Let \( T \) be a caterpillar tree on \( n \) vertices and \( L(T) \) its line graph. Let \( v_1, \ldots, v_r \) be the cutpoints from the backbone. Then

\[
\text{proj dim}(R/I(L(T))) = n - 1 - \left\lfloor \frac{r + 1}{2} \right\rfloor.
\]

In particular,

\[
\text{depth } R/I(L(T)) = \left\lfloor \frac{r + 1}{2} \right\rfloor.
\]

**Proof.** We use Theorem 3.2 in order to compute the projective dimension of \( I(L(T)) \). We split the proof in two cases:
Case 1: Let’s assume that $r$ is even. We construct a set of bouquets $\mathcal{B} = \{B_1, \ldots, B_N\}$ with the set of roots
\[ \mathcal{R}(\mathcal{B}) = \{e_{v_1v_2}, e_{v_3v_4}, \ldots, e_{v_{r-1}v_r}\} \]
and the set of flowers
\[ \mathcal{F}(\mathcal{B}) = \{\mathcal{F}(B_1), \ldots, \mathcal{F}(B_N)\}, \]
where $N = \lceil \frac{r}{2} \rceil = \lceil \frac{r+1}{2} \rceil$ and
\[ \mathcal{F}(B_1) = \mathcal{N}_{L(T)}(e_{v_1v_2}), \]
\[ \mathcal{F}(B_2) = \mathcal{N}_{L(T)}(e_{v_3v_4}) \setminus \{e_{v_2v_3}\}, \]
\[ \ldots \]
\[ \mathcal{F}(B_i) = \mathcal{N}_{L(T)}(e_{v_{2i-1}v_{2i}}) \setminus \{e_{v_{2i-2}v_{2i}}\} \]
\[ \ldots \]
Note that
\[ \mathcal{R}(\mathcal{B}) \cup \mathcal{F}(\mathcal{B}) = V(L(T)). \]
Therefore we get that $|\mathcal{R}(\mathcal{B})| = \lceil \frac{r+1}{2} \rceil$ and
\[ |\mathcal{F}(\mathcal{B})| = |V(L(T))| - \left\lceil \frac{r+1}{2} \right\rceil = n - 1 - \left\lceil \frac{r+1}{2} \right\rceil. \]
We used here the fact that $|V(L(T))| = |E(T)| = n - 1$ since $T$ is a tree on $n$ vertices. Therefore,
\[ d_{L(T)}' \geq n - 1 - \left\lceil \frac{r+1}{2} \right\rceil. \]

Case 2: We assume now that $r$ is odd. We construct a set of bouquets $\mathcal{B} = \{B_1, \ldots, B_N\}$ with the set of roots
\[ \mathcal{R}(\mathcal{B}) = \{e_{v_1v_2}, e_{v_3v_4}, \ldots, e_{v_{r}}v_{r+1}\} \]
and the set of flowers
\[ \mathcal{F}(\mathcal{B}) = \{\mathcal{F}(B_1), \ldots, \mathcal{F}(B_N)\}, \]
where $N = \lceil \frac{r+1}{2} \rceil$ and
\[ \mathcal{F}(B_1) = \mathcal{N}_{L(T)}(e_{v_1v_2}), \]
\[ \mathcal{F}(B_2) = \mathcal{N}_{L(T)}(e_{v_3v_4}) \setminus \{e_{v_2v_3}\}, \]
\[ \ldots \]
\[ \mathcal{F}(B_i) = \mathcal{N}_{L(T)}(e_{v_{2i-1}v_{2i+2}}) \setminus \{e_{v_{2i-2}v_{2i+1}}\} \]
\[ \ldots \]
Note that
\[ \mathcal{R}(\mathcal{B}) \cup \mathcal{F}(\mathcal{B}) = V(L(T)). \]
Therefore we get that $|\mathcal{R}(\mathcal{B})| = \lceil \frac{r+1}{2} \rceil$ and
\[ |\mathcal{F}(\mathcal{B})| = |V(L(T))| - \left\lceil \frac{r+1}{2} \right\rceil = n - 1 - \left\lceil \frac{r+1}{2} \right\rceil. \]
As before, we obtain that
\[ d'_{L(T)} \geq n - 1 - \left\lfloor \frac{r + 1}{2} \right\rfloor. \]

One may easily note that, in both cases, the two sets of bouquets that we constructed contain the maximal number of flowers since a larger set of flowers will be given by considering less cutpoints. But due to the restriction of disjoint set of flowers, this will lead to a smaller set (in the set we considered, there are involved all the vertices which come from the free vertices and all the connecting edges). Thus, by Theorem 3.2,
\[ \text{proj dim } R/I(L(T)) = d'_{L(T)} = n - 1 - \left\lfloor \frac{r + 1}{2} \right\rfloor \]
and
\[ \text{depth } R/I(L(T)) = \left\lfloor \frac{r + 1}{2} \right\rfloor. \]

The following result allows us to determine the size of the largest vertex cover of the line graph of a caterpillar graph.

**Proposition 3.4.** [10, 17, 20, 24] Let $G$ be a chordal graph. Then
\[ \text{proj dim } S/I(G) = \text{bight } I(G). \]

In particular, if $I(G)$ is unmixed, then $S/I(G)$ is Cohen–Macaulay.

**Proposition 3.5.** Let $T$ be a caterpillar tree on $n$ vertices and $L(T)$ its line graph. Let $v_1, \ldots, v_r$ be the cutpoints of $T$. Then the largest maximal vertex cover is of size $n - 1 - \left\lfloor \frac{r + 1}{2} \right\rfloor$.

**Proof.** The proof follows easily since $L(T)$ is a chordal graph and, by Proposition 3.4, $\text{proj dim } R/I(L(T)) = \text{bight } (I(L(T)))$. One has to note that $\text{bight } (I(L(T)))$ gives the size of the largest maximal vertex cover of $L(T)$.

In [25], the set of maximal independent sets in caterpillar graphs is studied. We may determine the maximal size of a maximal independent set in the additional assumption that each cutpoint has degree at least 3:

**Proposition 3.6.** Let $T$ be a caterpillar graph such that the degree of any cutpoint is at least three. Then $\dim R/I(L(T)) = s$, where $s$ is the number of cutpoints in $T$ or the number of maximal cliques in $L(T)$.

**Proof.** The proof is straightforward by Proposition 1.7, since $L(T)$ is formed by cliques of size at least 3 and a maximal independent set can be obtained by taking one vertex from each clique. This is also the maximal size of a maximal independent set. The statement follows.

**Corollary 3.7.** Let $T$ be a caterpillar graph with $n$ vertices such that the degree of any cutpoint is at least three. Then $\text{ht } I(L(T)) = n - s$, where $s$ is the number of cutpoints of $T$. In particular, the minimal size of a minimal vertex cover is $n - s$. 
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Proof. The proof follows easily since \( \dim S/I(L(T)) = n - \text{ht} I(L(T)) \) and any minimal prime ideal of \( I(L(T)) \) gives a minimal vertex cover of \( L(T) \) (see [24, 27] for more details.)

4. FURTHER COMMENTS AND REMARKS

The study of line graphs from commutative algebra point of view is not a new topic. As Eliahou and Villareal showed [9], their connections to the minimal graded free resolutions make them a very interesting topic to study. It is nice to see whether properties like to be Cohen–Macaulay or Gorenstein are preserved by the line graph, or in which cases these properties are preserved.

One may easily note that for cycles, they do not bring new information since \( L(C_n) = C_n \) for any \( n \geq 3 \). Therefore, one can consider the class of unicyclic graphs. One may try to characterize the edge ideals of the line graphs with a linear resolution.
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