Development and pilot evaluation of an electronic health record usability and safety self-assessment tool
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ABSTRACT

Objective: Poor electronic health record (EHR) usability contributes to clinician burnout and poses patient safety risks. Site-specific customization and configuration of EHRs require individual EHR system usability and safety testing which is resource intensive. We developed and pilot-tested a self-administered EHR usability and safety assessment tool, focused on computerized provider order entry (CPOE), which can be used by any facility to identify specific issues. In addition, the tool provides recommendations for improvement.

Materials and Methods: An assessment tool consisting of 104 questions was developed and pilot-tested at 2 hospitals, one using a Cerner EHR and the other using Epic. Five physicians at each site participated in and completed the assessment. Participant response accuracy compared to actual EHR interactions, consistency across participants, and usability issues identified through the tool were measured at each site.

Results: Across sites, participants answered an average of 46 questions in 23 min with 89.9% of responses either correct or partially correct. The tool identified 8 usability and safety issues at one site and 7 at the other site across medication, laboratory, and radiology CPOE functions.

Discussion: The tool shows promise as a method to rapidly evaluate EHR usability and safety and provide guidance on specific areas for improvement. Important improvements to the evaluation tool were identified including the need to clarify certain questions and provide definitions for usability terminology.

Conclusion: A self-administered usability and safety assessment tool can serve to identify specific usability and safety issues in the EHR and provide guidance for improvements.
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INTRODUCTION

Poor electronic health record (EHR) usability, which is the extent the technology can be used efficiently, effectively, and satisfactorily, continues to contribute to healthcare provider burnout and poses patient safety risks.1–8 Usability challenges, such as too many medications listed on a menu, a visual display usability issue, can lead to the selection of the wrong medication from the menu list resulting in a patient receiving a medication that was never intended for them or receiving the wrong dose.9 These types of usability issues have been shown to lead to patient harm in both adults and children.2,10

Identifying specific usability issues with implemented EHRs and making improvements has proven to be difficult as it generally requires significant investment by any organization that wants to undertake this task. There are 2 primary reasons for this. First, because EHR systems from the same vendor are configured and customized at each healthcare facility, a “one-size-fits-all” EHR usability solution will not address the unique usability challenges at each healthcare facility.11 For example, one study comparing time, clicks, and errors across different implementations of products from the same EHR vendor found 3-fold differences in these metrics for certain functions such as ordering medications or imaging.11 Because of these differences, each healthcare facility must assess the usability of their implemented EHR to identify areas of optimization. Second, usability optimization efforts can be expensive since many healthcare facilities do not have usability expertise and must pay for usability evaluation and optimization efforts.12 Site-specific usability testing of the implemented EHR is time-consuming and expensive.

Different tools and frameworks have been developed to assess EHR usability and to classify the type of usability issue. Examples include the Usability Problem Taxonomy which is a model that serves to classify detected usability issues to support analysis and eventual remediation, the Usability Problem Taxonomy which provides a classification structure, and the User Action Framework which is a hierarchy of usability classification categories.13–15 These tools and frameworks provide important structure for how to identify, classify, and define usability issues. However, they are not specific to healthcare and do provide specific guidance on how to address the identified usability issues.

We developed an EHR usability and safety assessment tool that can be self-administered by any healthcare facility without usability experts. The tool supports the identification of EHR usability issues that may have safety implications and provides specific recommendations for how to improve the EHR identified usability issues. We pilot-tested the assessment tool at 2 different healthcare facilities, each of which uses a different EHR vendor product, to evaluate whether the tool can be used by healthcare facilities to accurately capture EHR usability and safety issues.

METHODS

Assessment tool design

The goal of the assessment tool is to enable healthcare facility self-identification of usability and safety issues in the EHR with an initial focus on medication, laboratory, and radiology aspects of computerized provider order entry (CPOE). The tool was developed by an interdisciplinary team of clinicians, human factors specialists, and health information technology (IT) experts. The assessment tool consists of clinical scenarios that are presented to a practicing healthcare provider who completes the scenarios using their facility’s EHR. The scenarios and questions were designed to elicit information about prominent usability and safety issues identified in the literature. The decision to focus on these usability issues stemmed from past research analyzing thousands of patient safety event reports that identified these issues as prominent and associated with patient safety.10,16 The usability issues were:

- Visual display: EHR display of information is confusing, cluttered, or inaccurate resulting in clinician difficulty interpreting information.
- Availability of information: EHR availability of clinically relevant information is hindered because information is entered or stored in the wrong location or is otherwise inaccessible.
- System automation and defaults: The EHR automates or defaults information that is unexpected, unpredictable, or not transparent to the clinician.
- Alerting: EHR alerts or other feedback are inadequate because they are absent, incorrect, or ambiguous.
- Data entry: EHR data entry is difficult or not possible given the clinicians’ work process preventing the clinician from appropriately entering the desired information.

The evaluation tool consists of a total of 104 questions hosted in REDCap, an open access and Health Insurance Portability and Accountability Act compliant data collection software. There are a set of 40 core questions and depending on the responses, additional questions may be asked. With branching logic, there is the potential for an additional 64 questions. Table 1 shows a breakdown of the questions by CPOE function and usability issue. The core questions were based on the prominent usability issues associated with each of the CPOE functions and whether there are clear usability guidelines.
to address each issue. About half of the questions (17 core, 45 total) were related to medication ordering functionality given the prevalence and severity of medication errors. Laboratory and radiology ordering functionality each accounted for approximately a quarter of the questions (11 core, 29 total). There was 1 question related to demographics. From a usability perspective, most questions we focused on identifying visual display usability issues (14 core, 44 total), followed by data entry (14 core, 31 total), system automation and defaults (5 core, 14 total), availability of information (6 core, 8 total), and alerting (0 core, 6 total). There is one demographic question. The usability questions were created to elicit information about one specific usability issue (e.g., visual display) so there was no overlap in the usability issues identified from each question. There was a different scenario for each aspect of CPOE: medication ordering, laboratory ordering, and radiology ordering.

Of the 104 questions, 91 (87.5%) were objective and could be graded for accuracy while 13 (12.5%) were subjective in nature with no discernable correct answer. For example, subjective questions asked whether any lab fields were irrelevant or if any medication fields were redundant. Subjective questions were removed from the analyses of accuracy and consensus but were included in the analysis of usability.

Each question was aligned with a specific usability recommendation based on several different usability resources including Nielsen Usability Heuristics and publications from the National Institute of Standards and Technology (NIST), Office of National Coordinator for Health Information Technology (ONC), The Joint Commission, and the Institute for Safe Medication Practices (ISMP). After completing the assessment tool, the facility can review the responses and specific recommendations which provide actionable information to healthcare facilities to improve their EHR CPOE’s usability and safety components.

An example scenario is for a physician to place an order for prednisone and to indicate whether the medication name appears with part of the medication name in tall man lettering during the ordering process. This scenario and question about tall man lettering is related to the visual display usability issue and the ISMP safety guidance is to use tall man lettering. A sample of the medication-related usability and safety recommendations that are embedded in the tool are provided in the Supplementary Appendix.

### Intended use of the assessment tool

The tool is designed to be used within a healthcare facility’s production EHR or training environment that closely mimics the implemented EHR. To streamline the testing process, the tool is designed to be used with any existing “test” patient in the production environment or existing patient in the training environment. To perform an evaluation, a site would send the REDCap evaluation tool link and production/training environment patient ID to the participating provider. The provider would login to the EHR and complete the evaluation tool by performing the test case actions in the EHR and answering the corresponding assessment tool questions in REDCap.

This tool is intended for physician use.

### Methodology for testing the evaluation tool

To understand the efficacy of a question-and-answer-based tool for assessing EHR usability, the tool was piloted at 2 different hospitals that use different EHR vendors (Epic and Cerner). The goal of testing was to (1) validate whether participants could use the tool to accurately capture information about aspects of the site’s EHR usability and (2) understand the types of usability issues associated with the implemented EHRs at the 2 different hospitals. While the tool is intended to be completed by a single participant at each healthcare facility, for the purposes of our pilot evaluation of the tool, we had multiple participants from the same site complete the self-assessment to support validation.

#### Sites and participants

Participants were recruited from 2 hospital systems, one site used Cerner and the other site used Epic. This study was approved by the IRB at each participating institution. Ten total participants, 5 from each site, were recruited via convenience and snowball sampling with department-wide emails. Participants included inpatient physicians, residents, and attendings, each with more than 6 months of experience with their site’s EHR, Table 2. Participants were compensated for their participation.

#### Procedure

Study sessions were conducted via video conferencing. Using their own computers, participants filled out the evaluation tool while completing scenarios in their site’s test EHR environment. Because participants were familiar with their EHR there was no orientation required. For pilot testing this tool, a moderator and note-taker watched the participant complete the evaluation tool using screen share. Participants were not asked to conduct a verbal protocol, however, they were instructed to let the moderator know if the question is unclear and any verbalized comments were documented via audio recording and note taking.

#### Analysis

There were 3 aspects to our analysis. First, we analyzed participant response accuracy by comparing the participant’s response to the evaluation tool questions to what was documented by the expert moderator and identified through a review of the screen share. Participants’ responses could be marked as “Correct”, “Partially Correct”, or “Incorrect”. Participants’ answers were assessed as follows:

- Correct if they were aligned with the moderator’s review;
- Partially correct if they included some similar elements to the moderator’s review but missed or added contrary elements when answering free-text or multiple-choice questions;

---

### Table 1. Number of assessment questions by EHR CPOE functionality and usability category

|                         | Visual display | Data entry | System automation and defaults | Availability of information | Alerting | Demographics | Total |
|-------------------------|----------------|------------|--------------------------------|-----------------------------|----------|--------------|-------|
| Medication              | 23 (8)         | 10 (4)     | 6 (3)                          | 4 (2)                       | 2 (0)    | 1 (1)        | 45 (17) |
| Laboratory              | 14 (4)         | 11 (6)     | 4 (1)                          | 4 (4)                       | 4 (0)    | 1 (1)        | 29 (11) |
| Radiology               | 7 (2)          | 10 (4)     | 4 (1)                          |                            |          |              | 29 (11) |
| Demographics            |                |            |                                |                             |          |              | 1 (1)  |
| Total                   | 44 (14)        | 31 (14)    | 14 (5)                         | 8 (6)                       | 6 (0)    | 1 (1)        | 104 (40) |

**Note:** Number of core questions is shown in parentheses.
The assessment tool. Questions were commonly misunderstood due to or incorrect responses were due to misunderstanding the questions when they were required. Twenty-one of 96 (21.9%) were partially correct or incorrect. Of these 96, the most common reason a participant answered questions partially correct or incorrectly was a misinterpretation of information in the EHR. For example, the most common misinterpretation was participants misinterpretation of information in the EHR.

Table 2. Participant demographics by site

| Site   | Physician status | Specialty                  | Average years of experience with site’s EHRs [MIN, MAX] | Average years of experience with EHRs [MIN, MAX] |
|--------|------------------|----------------------------|------------------------------------------------------|--------------------------------------------------|
| Site A | 4 Residents (80%)| 5 Internal Medicine (100%) | 3.1 [1, 4]                                           | 5.5 [3, 6]                                       |
|        | 1 Attending (20%)|                            |                                                     |                                                  |
| Site B | 3 Residents (60%)| 5 Emergency Medicine (100%)| 3.8 [2, 7]                                           | 6.2 [5, 8]                                       |
|        | 2 Attendings (40%)|                           |                                                     |                                                  |

• Incorrect if the participant’s answer did not match the moderator’s review in any way.

Partial correct and incorrect responses were further categorized based on the type of error (ie, misunderstanding EHR functionality, misunderstanding the question, miss-click).

The second analysis focused on consensus across the 5 participants from each site which could be impacted by the accuracy of each participant’s response and/or participant workflow variability. For example, in response to a question about the number of medications displayed from a search query, 2 participants from the same site could have different correct responses depending on whether they viewed their personally customized “favorites” search list versus the standard facility search list. These workflow variations could lead to different responses and therefore, different usability and safety assessment results and guidance. To address these differences, the 5 participants’ responses from each site were compared and the response that accounted for the majority was noted as the definitive answer. For example, if 3 participants responded “yes” and 2 responded “no,” the definitive answer was determined to be “yes.” A similar strategy was used to determine final responses for multiple-choice and free-text response answers. Responses that the majority of the participants agreed upon were included as the definitive answer. Questions in which there was no consensus are reported in the results section.

Finally, the third analysis focused on determining whether EHR usability and safety issues could be identified from each site based on the assessment tool. The number and types of usability and safety issues were quantified based on correct response from participants. The correct responses could be those in which all participants have consensus or those in which the majority has the correct response.

RESULTS

Participant response accuracy

On average, participants answered 46 questions (range: 41–57) in 23 min (range: 12–39 minutes). Response accuracy by site is displayed in Table 3. Across the 2 sites, 80.6% were correct responses, 9.3% were partially correct, and 10.1% were incorrect.

To further analyze the partially correct and incorrect responses we examined all of these responses across participants and sites. There were of total 96 responses from the 10 participants that were either partially correct or incorrect. Of these 96, the most common reason a participant answered questions partially correct or incorrectly was a misinterpretation of information in the EHR (n = 74 of 96, 77.1%). For example, the most common misinterpretation was participants thinking certain fields in the EHR were not required to be populated when they were required. Twenty-one of 96 (21.9%) partially correct or incorrect responses were due to misunderstanding the questions in the assessment tool. Questions were commonly misunderstood due to unfamiliar terminology such as “patient identifier” or “default.” Lastly, 1 (1.0%) question the participant verbally answered correctly during the test but then selected the wrong option in the evaluation tool.

Consensus across participants

At Site A, there were a total of 61 unique questions answered across all participants. Of these questions, 1 (1.6%) had only 1 respondent. Of the 60 unique questions with more than 1 respondent, 35 questions (58.3%) had consensus from all participants and all of these were accurate responses. There were 18 questions (30.0%) in which the majority rules approach was applied and there was a correct response. There were 7 questions (11.7%) in which the majority rules approach was applied and the majority response was either partially correct or incorrect. Most of the questions answered partially correctly or incorrectly were multiple-choice questions that related to defaulted and required fields. In 3 questions (5.0%), users demonstrated different workflows which resulted in different answers; however, all answers were correct.

At Site B, there were a total of 49 unique questions answered across all participants. Of these questions, 1 (2.0%) had only 1 respondent. Of the 48 unique questions with more than 1 respondent, 25 questions (52.1%) had consensus from all participants and were accurate responses. Using the majority rules approach, there were 15 questions (31.3%) that were accurate. In 1 instance (2.1%), there was no consensus based on majority rules. There were 8 questions (16.7%) that were partially correct or incorrect using the majority rules approach. In 4 questions (8.3%), users demonstrated different workflows which resulted in different answers; however, all answers were correct.

Usability issues identified by site

The assessment identified 8 usability and safety issues at Site A and 7 issues at Site B. See Table 4 for the usability and safety issues by CPOE function for each site.

Visual display: The assessment tool served to identify 3 visual display issues at both Sites A and B. In the medication scenario, Site A (2 issues) and Site B’s (2 issues) EHRs both produced more than 10 medication search results. Excessive search results are inefficient because they require the user to wade through unnecessary data to find an appropriate order and there is an increased likelihood of selecting the wrong medication resulting in a patient safety is-
EHRs can limit the number of results by removing old and unused medication orders or providing filtering options to narrow search results. Site A’s second medication visual display issue involved displaying only generic names in medication searches. It is safer to display both the brand and generic name in the search results because it can help prevent wrong medication errors. Site B’s second medication visual display issue involved the illogical organization of medication search results. Users should understand the logic behind a search result’s organization to use that logic to find their desired order efficiently and safely. In the radiology scenario, Site A (1 issue) and Site B (1 issue) identified the same usability issue. Both sites’ EHRs produced more than 10 radiology search results. While excessive search lists cannot always be avoided, as vague searches such as “XR” may naturally produce many results, EHRs can organize information or provide feedback to the user to narrow the search results and increase safety and efficiency.

**Data entry:** Two data entry issues were identified at Site A and one at Site B. In the medication scenario, Site A had one issue related to participants identifying medication order fields that they considered redundant, such as separate text boxes for inputting PRN (ie, “as needed”) reason and indication. This redundant information contributes to a cluttered visual display. In the laboratory scenario, Site A’s EHR had one issue in which the EHR contained irrelevant lab fields, such as text boxes to input the results of prior labs. In the radiology scenario, Site B’s EHR had one issue related to radiology orders containing irrelevant fields, such as dropdowns for indicating the radiology order was to be performed in the operating room. Unnecessary data entry tasks create inefficiencies in the EHR as well as visual clutter on the screen. Removing the redundant or irrelevant fields creates a faster, simpler, and less error-prone experience for the provider.

**System automation and defaults:** There was one System Automation and Defaults issue at Site A and 2 at Site B. During the medication scenario, Site A (1 issue) and Site B (2 issues) both lacked an “auto-complete” feature, which is when a search bar attempts to pre-populate your search term as you continue to type additional characters. Auto-complete features increase efficiency and safety so that users do not need to type the whole word before searching their query which allows users to use recognition rather than recall when identifying their search term. Users of Site B’s EHR also needed to finish typing their query and then hit submit before the search results would populate. Requiring users to hit submit before populating results is inefficient, and instead results should begin to populate beneath the search bar as the user types.

**Availability of information:** Site A and Site B each had one availability of information usability issues. In the medication scenario, Site B’s participants were unable to filter their search results. Filtering is a valuable function for searching large databases because it allows users to remove extraneous information and narrow search results to the most relevant information. In the radiology scenario, Site A’s participants needed to input specific keywords in a specific order (ie, “XR Ankle” and not “Ankle XR”) for the search to produce results. Requiring specific search terms makes the system difficult to learn as users must memorize applicable terminology. Also, not knowing or forgetting terminology may prevent users from find-

| Usability issues                  | Usability definition                                                                 | Scenario       | Site A usability issue                                                                 | Site B usability issue                                                                 |
|----------------------------------|--------------------------------------------------------------------------------------|----------------|----------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------|
| Visual display                   | EHR display of information is confusing, cluttered, or inaccurate resulting in clinician difficulty interpreting information. | Medication     | More than 10 search results are displayed.                                               | Search results only display generic name and not brand name.                           |
|                                  |                                                                                      | Laboratory     | None identified.                                                                       | None identified.                                                                       |
|                                  |                                                                                      | Radiology      | More than 10 search results are displayed.                                               | None identified.                                                                       |
| Data entry                       | EHR data entry is difficult or not possible given the clinicians’ work process preventing the clinician from appropriately entering desired information. | Medication     | Redundant order information is requested from the user.                                 | None identified.                                                                       |
|                                  |                                                                                      | Laboratory     | Irrelevant order information is requested from the user.                                | None identified.                                                                       |
|                                  |                                                                                      | Radiology      | None identified.                                                                       | Irrelevant order information is requested from the user.                              |
| System automation and defaults   | EHR automates or defaults to information that is unexpected, unpredictable, or not transparent to the clinician. | Medication     | Search bar fails to automate or default information as expected.                        | Search bar fails to automate or default information as expected.                      |
|                                  |                                                                                      | Laboratory     | None identified.                                                                       | None identified.                                                                       |
|                                  |                                                                                      | Radiology      | None identified.                                                                       | None identified.                                                                       |
| Availability of information      | EHR availability of clinically relevant information is hindered because information is entered or stored in the wrong location or is otherwise inaccessible. | Medication     | Search results cannot be filtered.                                                       | None identified.                                                                       |
|                                  |                                                                                      | Laboratory     | None identified.                                                                       | None identified.                                                                       |
|                                  |                                                                                      | Radiology      | The search term “Ankle XR” does not produce results.                                    | None identified.                                                                       |
| Alerting                         | EHR alerts or other feedback are inadequate because they are absent, incorrect, or ambiguous. | Medication     | No error message when search does not produce results.                                  | None identified.                                                                       |
|                                  |                                                                                      | Laboratory     | None identified.                                                                       | None identified.                                                                       |
|                                  |                                                                                      | Radiology      | None identified.                                                                       | None identified.                                                                       |
ing their target order entirely and delay patient care. Searches should allow for flexible search terminology.19

Alerting: One usability issue related to alerting was found during the radiology scenario at Site A. When a search result does not produce any results, the EHR does not inform the user that no results are available and shows a blank screen. Without feedback from the software, users may not understand why their search has not produced results or how to proceed. When no search results are available, the EHR should tell the user that their search has not produced results and provide recommendations for the next steps.17

DISCUSSION
Suboptimal EHR usability continues to contribute to clinician burnout and patient safety risks. With most EHRs configured and customized for a specific healthcare facility, improving usability across the board is challenging and site-specific solutions are generally required. To address this challenge, we developed and pilot-tested an EHR usability and safety evaluation tool, focused on CPOE, which can be self-administered by any healthcare facility. The evaluation tool questions were weighted toward medication orders as well as visual display and data entry usability issues given the prominence of these in the health IT and safety literature. This work extends beyond current usability frameworks by focusing on specific usability and safety issues identified with CPOE systems and by providing specific recommendations to address identified issues. The assessment tool moves beyond categorizing usability issues to provide evidence-based solutions filling a major gap.

Our pilot test demonstrated that the tool can be used by different healthcare facilities to identify EHR usability and safety issues on their respective systems. With an average time to completion of 23 min and an average of 46 applicable questions, the tool served to identify 8 usability issues at one site and 7 usability issues at another with little cost to the institution. Importantly, the tool was applicable to 2 different EHRs showing that it can be used across vendor products. In addition, for each usability issue identified, specific recommendations to improve usability were provided so that the EHR can be improved to address the identified issues.

The EHR usability and safety evaluation tool has several implications for informatics and patient safety. After additional testing and validation, the tool can serve to identify usability and safety issues in a more efficient and cost-effective way. Healthcare facilities may not need to invest in tailored usability and safety expertise, and those facilities that do not have resources for usability and safety assessment can now use this tool to improve their EHRs. Across the 2 sites that were tested there are common issues including too many options being displayed (visual display issues with medication and radiology ordering) and failure for certain fields to auto-populate as expected (system automation and defaults issue with medication ordering). These issues should be addressed by healthcare facilities working closely with their EHR vendors.

There are areas for tool improvement. While overall accuracy in responding to questions was high, there are certain questions where clearer terminology and definitions should be provided which may improve accuracy. For example, a definition of what constitutes a patient identifier and defining the concept of interface default values may be helpful. One issue that will need to be addressed is the variation in workflows that may lead to different, correct responses to assessment questions from participants at the same site. Ideally, the tool would evaluate the most common workflow. If the tool is completed by multiple providers and the major-

ity rules approach is applied, the tool could identify usability issues for the most common workflow. Alternatively, this could be achieved by analyzing audit log data to identify common workflows and then specifically testing those workflows. However, additional participants and analyzing audit logs would require additional resources from each test site. Future work will focus on addressing the workflow variation issue.

With additional refinement and testing, the EHR usability and safety evaluation tool could be considered by the Center for Medicare and Medicaid Services (CMS) just as the Safety Assurance Factors for EHR Resilience (SAFER) Guides have become part of CMS’ Protect Patient Health Information objective.20 The SAFER guides provide a framework for healthcare facilities to assess the safety and safe use of their EHRs. The usability and safety evaluation tool, like the Leapfrog clinical decision support (CDS) evaluation tool, can be used on a regular basis to support technology optimization and improve patient safety.25–26 The Leapfrog CDS tool has been widely adopted by hospitals to assess the safety of their implemented CDS rules.

There are limitations to our study. The EHR usability and safety assessment tool serves to capture some EHR usability and safety issues but is not exhaustive and does not provide information on the severity of an identified issue. There are several different usability issues that may not be captured by the tool and these issues may have safety consequences and will need to be identified through other means. The tool described here is a proof of concept and will need to be further developed. In addition, the specific usability guidance provided when a usability issue is identified is limited to what can be found in the EHR usability and safety literature. This literature can be limited which in turn limits the level of guidance that can be provided. Generalizability is limited since the tool has only been pilot-tested at 2 large healthcare systems.

CONCLUSIONS
We have shown that it is feasible to assess EHR usability and safety with a self-administered survey tool and that this tool can serve to provide specific guidance for usability and safety optimizations. Additional work is needed to improve question clarity, to reduce variability in participant responses, and to expand the scope of the usability issues that can be tested using this methodology.
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