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Abstract
Background/objectives: Movie reviews have become an essential factor when it comes to describing the success or failure of a movie. Nowadays, movie reviews influence people’s choice whether to watch a movie or not. Methods/findings: We have studied the various algorithms of machine learning for classifying the movie review comments by semantic means. People have become very specific with their choices, and they would prefer not to squander their time and cash on a motion picture having terrible reviews. Improvements/applications: This study provides a comparison between various machine learning algorithms which can be used for classifying the online movie reviews by semantic meaning. The principle target of the study is to find the best algorithm based on its efficiency and accuracy.
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1. Introduction

Semantic methodologies are portrayed by the utilisation of word, thereby introducing the polarity using sentiment analysis. The pre-processing of text is ordinarily being done by the frameworks and is responsible for gapping the same in the form of words. This is done by the evacuation mechanism in an appropriate manner which is formed from the stop words and also using standardisation based on etymology. This is thereby stemmed, and after doing all these checks the presence or absence of each term of the vocabulary, utilising the entirety of the polarity estimations of the terms for assigning the worldwide polarity estimation of the text. In a typical manner, the frameworks are likewise incorporate the various things including i) A much propelled based treatments of modified terms including as little, too and very which is liable to increase or decrease the polarity of the various accompanied terms ii) Negations or terms based on inversions including never, such as no which is helpful in in inverting the polarity of the terms to which they influence.1,2

In addition, the learning-based methodologies comprise with respect to training a classifier utilising any supervised learning algorithm from a gathering of clarified, where each text is usually represented by a vector of words (bag of words), n-grams or skip-grams, in blend with different sorts of semantic features that endeavor to demonstrate the syntactic structure of sentences, intensification, invalidation, subjectivity or incongruity. Systems utilise distinctive techniques, yet the most prominent classifiers based on SVM (Support Vector Machines), Naive Bayes and KNN (K-Nearest Neighbor). Further developed methods appear in the latest investigations, for example LSA (Latent Semantic Analysis) and Deep Learning.3,4

Since the rise of the social media platforms there is a enormous amount of textual data that is being generated and which keeps on mounting each day. The text data is the predominant arrangement on the web as it is easy to produce and circulate. This textual data can be separated into two fields: facts and opinions. The fact focuses on the objective data whereas the opinion tells us about the sentiment of their author. Earlier the research work
mainly focused on the classification of the factual part of the data. Now we have web search engines which use keywords for searching. These keywords depict the subject of the content entered. Let’s take an example of the word “Avengers”, if we google search the word “avengers” it will find more than 2.8 million pages. These pages contain both objective facts and subjective opinions. The factual data can include information about the movie like its cast, crew, budget etc. The opinion part of the data can include movie reviews from the users.

In the past few years, the rise of social networking sites and creation of new websites has helped the users to express their personal opinions about certain things or topics. The opinions expressed can be in the form of blogs, articles, posts and comments. Rotten Tomatoes is one example of movie reviewing sites where users can leave personal views in form of comments or long paragraphs along with a rating which can be related to the opinion expressed by the user.

The main objective of sentiment analysis is to discover a user’s attitude on a specific topic based on a textual content which can be in the form of a status update on Facebook, A tweet on Twitter or a comment on any other website. Sentiment analysis can also be denoted as “Opinion Mining”. Opinion Mining helps in finding statistical and/or linguistic patterns in the text that reveals the attitude of the author. Opinion Mining is achieved using natural language processing, text analysis and machine learning techniques. It has become very popular in the past few years because of its prompt appropriateness in business environment, such as analyzing the reviews and outlining criticism from the surveys, finding collaborative recommendations etc.

2. Existing Techniques for Sentiment Analysis

There are various machine learning algorithms used in the process to analyze the sentiment of movie reviews. Some of them that we used are:

2.1. Decision Trees

One of the most popular machine learning algorithms is the Decision tree which is used in classifications problems. It is best suited for both categorical and continuous target input and output variables. This technique involves the division of population or sample into 2 or more homogeneous sets.

It is based on structure to that of flowchart which contains the internal nodes, branches and the leaf nodes. In this the test on an attribute is done by every internal node and thereby the test results are represented by every branch and also a class label is represented by every leaf node.

The rules based on classification are represented by the path from root to leaf Figure 1.

The various parts of the Decision trees are as follows:

Root Node: This node helps in representation of the entire population. This is then divided into 2 or more identical sets.

Splitting: This part is responsible for the division of a node into various sub-nodes.

Decision Node: The decision node is the sub-node which divides itself into more sub-nodes.

Leaf Node: Leaf nodes are the nodes which do not split.

Branch: It is a sub section of entire tree.

Decision trees algorithms are easy to understand and easy to explain to others. Those people who lack technical knowledge will be able to draw out the hypothesis drawn from a decision tree. It can handle both categorical and numerical variables. There are no assumptions made by these algorithms on the classifier structure and space distribution. An important aspect in predictive analysis is feature selection which is implicitly performed by Decision trees.

2.2. Random Forest

Random forest is supervised machine learning algorithm. In simple terms random forest builds n decision trees and combines them together to get an accurate as well as stability-based prediction. This algorithm is based on the
bootstrapping mechanism having a CART model. E.g. On having the 1000 observations in total population having 10 variables so, this algorithm build up the multiple CART models having lot of sample and a lot of initial variables Figure 2.

Features of Random Forest:
It runs proficiently on vast databases.
It can work with enormous amount of input variables.
It gives estimates about important variables in the classification.
Prototypes are generated that derives the relation between the variables and the classification.
Dealing with missing values in random forest:
Random forest has two ways of replacing missing values. The principal way is quick. If the myth variable is not categorical, the strategy computes the median of all values of any variable in a class. The second way of replacing missing values is computationally more complete yet has given preferable yield over the first, even with a lot of missing data. It replaces missing values only in the training set.

2.3. Naïve Bayes
It is a classification technique that assumes of independent predictors. Training data is used for calculating class and conditional probabilities and then new observations can be classified by using the values of these probabilities.

It assumes that a particular feature which is there in a class is not similar to any feature that can exist. E.g. a fruit may be called as an apple if it has features like red color, round and having 2 inches as a diameter. Although, these features are related and dependent, they individually contribute to the fact that this fruit is an apple and hence called Naïve. This sort of classifier calculates the probability for each and every factor. It also imagines that the features are not dependent (In our case words is an input). It is quite easier to build the same and the same is also suitable while we deal with huge datasets.

\[ P(A|B) = P(B|A) \frac{P(A)}{P(B)} \]

The above eqn denotes that how often A happening gives that B will also happen thereby written as P(A I B) where it is known that how often B's happening will give us denotion for A's happening and written as P(B I A) and how likely A and B are on their own.

3. Proposed Work

Dataset used- Only some of the unambiguous ratings are recognized by us. By the help of a set of ad-hoc rules these are extracted. In essence, the first rating that is identified determines classification of a file. Accurate rating decisions can be achieved if the maximum rating for both numerical and star ratings is specified explicitly. (“8/10”, “four out of five”, and “OUT OF ****: ***” are examples of rating indications we recognise.)

- Considering a 5-star system: Ratings which are 3.5 stars and above are considered positive and ratings that are 2 stars and below are considered negative.
- Considering a 4-star system: Ratings which are 3 stars and above are considered positive and ratings that are 1.5 stars and below are considered negative.
- Considering a letter grade system: If a grade is B or above it then it is taken as positive. If a grade is C- or below then it taken as negative.

Steps of the Algorithm:
- STEP 1 - Import the dataset
- STEP 2 - After removing stopwords we get:
- STEP 3 - To tabulate the no. of words in the corpus, we used nltk. FreqDist object, to know the top N most frequent words in the corpus
- STEP 4 - To extract first 100 most common words
- STEP 5 - To split documents into train (90%) and test (10%) sets
- STEP 6 - To feed the data into the classifier

Classifier gives the output in the form of positive or negative values. Analysis- We see the “mess” is 4 times more prominent in negative reviews than positive ones and “touches” is 2.8 times more salient in positive reviews Figures 3 and 4.
4. Conclusion

We analyzed the data containing 1000 positive reviews and 1000 negative reviews on the algorithms mentioned above. We found that Naïve Bayes algorithm outperforms and provides best result on the test set. We are working towards increasing the accuracy of movie recommendation and also in real time.
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Figure 4. Activity diagram of proposed system.
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