Transfer learning application of self-supervised learning in ARPES
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**Abstract**

There is a growing recognition that electronic band structure is a local property of materials and devices, and there is steep growth in capabilities to collect the relevant data. New photon sources, from small-laboratory-based lasers to free electron lasers, together with focusing beam optics and advanced electron spectrometers, are beginning to enable angle-resolved photoemission spectroscopy (ARPES) in scanning mode with a spatial resolution of near to and below microns, two- to three orders of magnitude smaller than what has been typical for ARPES hitherto. The results are vast data sets inhabiting a five-dimensional subspace of the ten-dimensional space spanned by two scanning dimensions of real space, three of reciprocal space, three of spin-space, time, and energy. In this work, we demonstrate that recent developments in representational learning (self-supervised learning) combined with \(k\)-means clustering can help automate the labeling and spatial mapping of dispersion cuts, thus saving precious time relative to manual analysis, albeit with low performance. Finally, we introduce a few-shot learning (\(k\)-nearest neighbor) in representational space where we selectively choose one (\(k = 1\)) image reference for each known label and subsequently label the rest of the data with respect to the nearest reference image. This last approach demonstrates the strength of self-supervised learning to automate image analysis in ARPES in particular and can be generalized to any scientific image analysis.

1. Introduction

Angle-resolved photoemission spectroscopy (ARPES) is a powerful tool to visualize the electronic band structure, which has been used mostly for condensed matter physics. Complexities in ARPES measurements and data analysis start to manifest themselves as measurements can now be performed in multiple dimensions almost simultaneously, demanding the development of automation and assistive tools to help the experiment. In short, ARPES evolved stepwise from one-dimension (1D) (photoelectron intensity (\(I\) vs. energy) available in x-ray photoelectron spectroscopy [1], to 2D where small 1D detectors are placed in an array creating a 2D analyzer slit for angle-resolved measurements (\(I\) vs. angle (\(\phi\), energy axes) (figure 1(c)) [2–6] with a typical resolution of \(\sim 0.1^\circ\), to 3D (1 vs. angle 1 (\(\theta\), angle 2 (\(\phi\), energy axes) (figure 1(d)) by either moving the 2D analyzer slit along the perpendicular angle or by rotating the sample itself [7–10]. This allows us to explore momentum space in two dimensions, i.e. (\(k_x, k_y, E\)) axis while the remaining perpendicular momentum \(k_z\) can be explored by varying the incoming photon energy (\(h\nu\)), thus completing the picture of the band structure in 3D solids [11, 12] where Fermi surface tomography can also be performed [13]. The other dimension like time (\(t\)) can be investigated [14, 15] depending upon the stimulus.
The spatial scan size, increasing the analysis time, \( \theta, \phi \) vs. angle (0 to 180) to start the experiment while the spin information, \( x, y \), is collected, i.e. (Intensity vs. \( x, y \), \( \theta \)) to create a 3D Fermi map. (e) The advent of a small beam spot allows a real-space scan creating 4D data where different band dispersion (Intensity vs. \( E_k, \theta \)) from different positions \( (x, y) \) are collected.

Figure 1. Angle Resolved Photo Emission Spectroscopy (ARPES) technique evolution. (a) ARPES is based on the photo-electric effect, where a single electron is ejected from a sample after one photon illuminates the sample. (b) The photoelectron kinetic energy can be detected with a 1D detector (Intensity vs. \( E_k \)). (c) Further development of the detector shows a 2D detector where electrons from different angle positions can be collected simultaneously (Intensity vs. \( E_k, \theta, \phi \)). (d) This 2D detector can be rotated to collect different band dispersion from different angular positions (Intensity vs. \( E_k, \theta, \phi \)) to create a 3D Fermi map. (e) The angle 1 (e.g., for laser-based ARPES) or simply the spatial inhomogeneities are electronic and not chemical and therefore only visible in the band structure, as for example in [23, 24]. Therefore, it is still desirable to perform a proper 4D-data measurement where for each spatial position we still have ARPES dispersion with good statistics from which we map the differences spatially (creating a spatial domain), trace the differences in a fine step (especially through the domain), and ultimately perform the analysis automatically in a memory saving way without any human intervention.

Labeling each band structure observed (Intensity vs. angle (e.g., sample cleave or laser pulse) applied at \( t = 0 \) to start the experiment while the spin information \( s_x, s_y, s_z \) carried by the photo-emitted electrons can be probed by a spin detector, e.g., VLEED [16] or Mott detector [17], establishing both in-plane and out-plane components.
decay time of a clean sample surface or simply because the statistics are limited by the time available for the experiment. Plotting the integrated intensity (including intensity normalization relative to some standard feature visible in each band structure slice) can be a preliminary step to draw and usually is the first-to-go technique. Subsequently, one may find a unique region of interest that can define a representative band structure distinct from others. Yet, this depends on the case-specific judgment and can take precious time during the measurement. Therefore, it is ultimately favorable to have an automated procedure to help the labeling/clustering of different band structures so we can focus on the physics problem in an efficient, unbiased fashion.

Meanwhile, there have been attempts to implement techniques available in the machine learning field to scientific experiments like scanning tunneling [25–28] and atomic force microscopies [29, 30], where the majority entails supervised models that need manual labeling, to begin with. There is also similar work for various ARPES applications. For example, a deep-layer convolutional neural network (ConvNet) has been trained to denoise ARPES data [31]. Afterward, there have been efforts to determine how the band structure calculation is related to the ARPES data [32, 33], where the [33] provides an additional feature for obtaining the result even through noisy data (simulated noise). There has been also work in automation of spatial domain assignment with a smaller subset of data over a predetermined area, where subsequent position measurement is calculated with the Gaussian process to give the possible highest amount of information [34]. Our work here is in the same direction as [34], which is to automate domain assignment. However, our approach has a stark difference: we use representation learning from self-supervised models to represent our ARPES images.

In the context of computer vision, we need to distinguish the term ‘to classify’ and ‘to cluster’. The term classify usually refers to supervised labeling where there is a definite set of labels for these band structures. For example, we can have a clear pre-defined label of ‘with-gap’ and ‘no-gap’ band structure which each ARPES cut can be categorized as. Meanwhile, clustering refers to the same-ness, like-ness, or affinity to a set of standard images to which band structures are compared; different image references will create their different clusters. From the ARPES perspective, the final product of ‘to cluster’ and ‘to classify’ can be identical, which is a list of numbers indicating the group this band structure belongs to, yet the methods to produce the list are technically different.

Naturally, one may resort to the automated labeling technique called supervised learning, e.g. convolutional neural network (ConvNet) [35] in this case and come up with a trained neural network model that can classify the given band structure with a well-defined label. The ConvNet is a well-known and robust machine learning model to learn image representation by learning from examples. Despite this, the ConvNet model may lack generality in the low-resource setting when the model is trained with very limited data and we need to train the model from scratch. Meanwhile, the amount of data from each measurement may not be sufficient for a neural model to be trained properly, despite the many available data enhancement procedures [33].

2. Supervised learning in ARPES

We may argue that any well-known pre-trained deep neural network like ResNet50, which is pre-trained with ImageNet dataset, can be used in the model initialization, where subsequent training with our training dataset will be done; the processes are described in figure 2, and the details about the dataset used are in the supporting information section B (SI.B). In short, we run the evaluation using k-fold cross-validation, and the performance metrics are calculated by taking the average performance on all folds. In this approach, we set the result in a probabilistic manner for each label (total of four labels) on one image. The performance of this fine-tuned ResNet50 is evaluated by the metrics, such as accuracy, F1, precision, and recall, as shown in table 1; refer to appendix for the definition of each metric element. The approach clearly demonstrates some usefulness as the accuracy, and F1 is relatively high, given the sparsity of the training data. Thus, this positive result suggests leveraging pre-trained models for ARPES data in supervised learning scenarios. In figure 2, we display how all the data are subsequently predicted by fine tuning the ResNet50 model, where the group probability of each real space position is shown. We can see that the result of the ResNet50 prediction can be used as a guide to investigating different domains in the experimental context. It also shows that the ResNet50 trained with generic images can handle experimental data images with small fine-tuning. However, it should be restated that this approach lacks generality as the fine-tuned ResNet50 model can only be used for the Fe$_3$Sn$_2$ data; a new sample needs a new re-training which implies the need for a new set of labeled data, which is precisely what we aim to avoid. Following this, the retraining can be expensive computationally (involving GPU) and not something favorable to be performed during the ARPES measurement itself as it also costs valuable time.
Figure 2. Application of supervised learning to Fe$_3$Sn$_2$ ARPES 4D data. (a) The pre-trained ResNet50 model is re-trained with a training dataset (a fraction of total data) of labeled Fe$_3$Sn$_2$ band dispersion (four labels in total as output). (b) The re-trained ResNet50 model is used to predict the rest of the Fe$_3$Sn$_2$ ARPES 4D data with an output of probability for each group. We can see that group 2 dominates the data population. The domain picture from the maximum probability label is also shown.

Table 1. Results of fine tuning pre-trained ResNet50 on Fe$_3$Sn$_2$ 4D ARPES data.

| Method  | Fold | Accuracy | F1   | Recall | Precision |
|---------|------|----------|------|--------|-----------|
| ResNet50| 1    | 90.24    | 73.99| 67.65  | 89.13     |
|         | 2    | 93.06    | 81.31| 75.43  | 94.20     |
|         | 3    | 90.67    | 77.38| 72.74  | 86.27     |
|         | 4    | 89.15    | 73.95| 71.24  | 82.86     |
|         | 5    | 88.89    | 77.68| 73.33  | 83.45     |
| AVG     |      | 90.40    | 76.86| 72.08  | 87.18     |

3. Unsupervised clustering in ARPES

Another trivial attempt in the automation can be made by an unsupervised clustering method, such as $k$-means [36], where the data can be clustered according to their affinity to each other; usually, the Euclidean distance of the feature dimension is used to define the affinity. The typical data processing done before applying this procedure is to flatten the picture, i.e. convert the 2D array of the image into a 1D array and perform the $k$-means clustering in this ‘hyper-dimensional’ array. However, the ‘curse of dimensionality’, as coined by Bellman [37], might play a role where this many-dimensional vector effectively hides the feature that needs to be captured. For this issue, one may do the common dimension reduction technique such as principal component analysis [38] or a $t$-distributed stochastic neighbor embedding ($t$-SNE) [39] to reduce the number of dimensions and subsequently perform the $k$-means clustering on this reduced dimension space. This approach may help solve the curse of dimension problem, but table 2 shows that the performance metric is still comparable when the image data is simply flattened and clustered (method = ‘none’ in table 2). In any case, some kind of ‘flattening’ is still done on the picture where the object of interest is locked into some position in the array. This will greatly affect the result as the feature of interest needs to be on the same array pointer, and some data preprocessing needs to be done to keep the features in place before flattening.

4. Self-supervised learning in ARPES

Recently, pre-trained self-supervised models are utilized to generate high-dimensional representation of data, where instead of comparing the input data directly, the model will map the input data onto a representational space on which further training can be done, or simply use them for clustering [40]; the input data can be speech, text, or images (refer to supporting information for details). In short, these models learn the feature from the input data in a self-supervised way, which means the training objective is generated without using annotated human labels but using pretext tasks. In the context of natural science experiments, there are already attempts to apply some form of self-supervised learning, for example in the training of self-supervised model built for single cell image analysis [41], training of self-supervised models to denoise tomography data (Noise2inverse) [42, 43], analysis of electrocardiography database with a general
Table 2. Results of $k$-means clustering using pre-trained model and none as bare-image, with and without dimension reduction by t-SNE. Largest values are in bold.

| Method | Dimension reduction | Accuracy | F1 | Recall | Precision |
|--------|---------------------|----------|----|--------|-----------|
| DINO   | No                  | 50.79    | 46.59 | 61.73  | 49.95     |
| SwAV   |                     | 61.25    | 59.97 | 68.74  | 59.91     |
| MoCo   | No                  | 53.90    | 50.28 | 65.99  | 51.96     |
| BYOL   |                     | 57.05    | 57.58 | **74.40** | 58.24     |
| None   |                     | 53.42    | 54.61 | 72.12  | 59.14     |
| DINO   | Yes (t-SNE 2-d)     | 43.80    | 40.61 | 62.23  | 45.55     |
| SwAV   |                     | 49.28    | 40.60 | 60.59  | 47.09     |
| MoCo   | Yes (t-SNE 2-d)     | 50.10    | 41.92 | 59.34  | 43.81     |
| BYOL   |                     | 46.83    | 43.56 | 62.50  | 47.86     |
| None   |                     | **58.97** | **48.97** | **67.48** | **48.72** |

Figure 3. Clustering pipeline. The raw ARPES images are to be clustered with the $k$-means algorithm. Path 1 follows the procedure where the raw ARPES images are directly flattened and used for the $k$-means algorithm, with and without dimension reduction (t-SNE onto 2-dimension). Path 2 follows the procedure where additional ARPES image conversion into representational space (rep-space) is done prior to $k$-means clustering, with and without further dimension reduction of rep-space. The final results of all procedures give us the collection of labels for each input image.

Purpose self-supervised model [44], quantifying hidden features in single-molecule charge transport data with transfer learning [45], etc. Meanwhile, the field of computer science has already introduced several general-purpose self-supervised models for computer vision, such as MoCo [46], SimCLR [47], BYOL [48], SwAV [49], and DINO [50], which ARPES can take advantage of through transfer learning, i.e. utilize a pre-trained model that was trained using self-supervision fashion on large image datasets (e.g., ImageNet [51]). The summary of the procedure is described in the supporting information and the clustering pipeline is shown in figure 3. Table 2 shows the result of $k$-means clustering performance metrics done on the representation space of DINO, SwAV, MoCo, BYOL, with and without t-SNE dimension reduction. We can see that the performance is worse than the ResNet50 supervised performance (table 1) and unfortunately it is even comparable to not using a pre-trained self-supervised model (method = ‘none’) on the image; dimension reduction also offers no significant help in this approach. This result may imply that the features of ARPES images are not captured well in the knowledge extracted from the ImageNet database; this invites the need for a collective ARPES database for training purposes and also a novel objective task of self-supervised models for ARPES specifically or for any scientific method which relies heavily on images. It can also mean that ARPES images from the Fe$_3$Sn$_2$ dataset are not well separated in the representation space; the representation learning space on images may be well spread, yet they do not make well-separated islands on which $k$-means clustering can be of any use.

As a current solution, we introduce a $k$-nearest neighbor (kNN) procedure (the pipeline is shown in figure 4), where instead of direct clustering on the representation space, we take $k$-numbers of images as references to which the rest of the images can be compared. The references here are the images with a known label set by the expert. The input images and the references are first converted into the representation space.
by passing to a pre-trained self-supervised model accordingly and the Euclidean distances of the converted images are measured with respect to the converted references. The label is then determined by the closest reference. In our case of Fe$_3$Sn$_2$, we have four labels and thus $k$-numbers of images on each label. In the case of $k = 1$, we can see that this approach is equivalent to generating $k$-means clustering prediction but with a pre-defined centroid (four pre-defined centroids for the case of Fe$_3$Sn$_2$). This problem can be a quick solution in the case when the images in the representation learning space are not well separated yet they are well spread. As we increase $k$, we expect the model to be more able to discriminate the given input. The pipeline of this process is drawn in figure 4.

Table 3 is the summary of the kNN performances. We can see that as we set $k = 20$ their performances are roughly similar to each other with ranking as follows: DINO, none, BYOL, MoCo, SwAV. This result is expected because as more known labels are given, we are approaching more towards a supervised method like ConvNet above. This result also tells us that different representational techniques capture different features of ARPES data differently as their performances vary between techniques. Importantly, we can see that the DINO technique captures ARPES features better than the other techniques. Reducing the $k$ down to the single reference case $k = 1$ also reveals the strength of the DINO model [50] (we average 50 different

Table 3. Results of the kNN few-shot experiment using pre-trained representation learning. Largest values are in bold.

| Method | K  | Accuracy | F1  | Recall | Precision |
|--------|----|----------|-----|--------|-----------|
| DINO   | 1  | 80.36    | 70.66 | 80.56  | 70.84     |
|        | 5  | 89.16    | 82.09 | 90.62  | 78.73     |
|        | 10 | 91.23    | 85.14 | 93.26  | 81.14     |
|        | 20 | 92.94    | 87.65 | 95.16  | 83.43     |
| SwAV   | 1  | 71.37    | 61.59 | 73.13  | 64.49     |
|        | 5  | 82.12    | 74.35 | 85.35  | 72.11     |
|        | 10 | 84.62    | 77.56 | 88.62  | 74.13     |
|        | 20 | 87.36    | 80.71 | 91.34  | 76.56     |
| MoCo   | 1  | 69.74    | 59.25 | 71.19  | 61.36     |
|        | 5  | 82.17    | 72.74 | 84.37  | 69.21     |
|        | 10 | 85.89    | 77.27 | 87.98  | 72.84     |
|        | 20 | 88.32    | 80.51 | 90.48  | 75.71     |
| BYOL   | 1  | 76.61    | 65.82 | 75.36  | 68.22     |
|        | 5  | 84.68    | 76.75 | 86.72  | 73.96     |
|        | 10 | 86.89    | 79.74 | 89.67  | 75.96     |
|        | 20 | 88.71    | 82.21 | 92.07  | 77.86     |
| None   | 1  | 76.41    | 66.81 | 77.17  | 68.78     |
|        | 5  | 83.94    | 76.39 | 88.21  | 72.63     |
|        | 10 | 87.00    | 80.03 | 91.38  | 75.35     |
|        | 20 | 90.06    | 83.90 | 94.02  | 78.90     |
single references for each technique) as the performance still compares favorably to the other techniques. We display the attention map of DINO in the SI for further visualization on how it works.

From the kNN results, we propose the following pipeline to finally solve our problem of automated domain labeling in pseudocode 1. As the spatial scan begins, we take the first image as our reference \( k = 1 \) case. Afterward, the subsequent measured images’ affinity to the reference is calculated (in representation learning space). For each measured image, the affinity is considered if it has exceeded a certain threshold. The threshold itself is an arbitrary value that will be determined as the experiment runs (the expert may intervene during the experiment to decide the threshold value). At some point, the Euclidean distance of an image might be relatively further than the others. In this situation, we (as the expert during the measurement) may decide if the new image is regarded as a new label or not, and thus we may determine if a new label is needed. Afterward, the experiment again proceeds with the updated number of labels. Finally, the experiment loop will end with a complete set of ARPES data set and their labels as measured with respect to the decided references. The method described here is still not fully automatic. Nonetheless, it is a semi-supervised way of automation and is already a significant improvement with the help of the learned representation from self-supervised models.

--- pseudocode 1. kNN pipeline proposal ---

%% pseudocode for kNN pipeline %%

Require: \( M \) as the list of ARPES matrices
Require: \( L \) as the number of labels
Require: \( r \) as the list of ARPES reference images, where \( r_i \) is the image for label \( i \)
Require: \( \Theta \) as the pretrained model

for all \( m \) in \( M \):
    \( x = \Theta(m) \) # get the representation of an image \( m \)
    \( \text{ref}_{\text{ref}} = \Theta(r) \)
    \( \text{closest}_\text{label} = \arg\min_i \text{to } L (\text{euclidean}_\text{distance}(x, \text{ref}_{\text{ref}})) \)
    if \( \text{closest}_\text{label} > \text{threshold} \):
        prompt_user
End for

--- pseudocode 1. kNN pipeline proposal ---

5. Conclusion

We demonstrate that ARPES, which relies heavily on pictorial data analysis, can take advantage of the recent development of representational learning in the computer vision field for help in automation. In this work, we demonstrate the transfer learning application of pre-trained self-supervised models that are applied to ARPES images in supervised and unsupervised manners. We apply the KNN method, where the affinities of the ARPES images are measured with respect to reference images, and we show that using only a single reference image can achieve acceptable performance. The KNN proposal presented here is not limited to ARPES image analysis and can be used for other experimental techniques that yield images and sparsely labeled data. Our work urgently invites the creation of an expanded ARPES image database on which machine-learning models can be trained. This will entail further interdisciplinary research collaborations between ARPES and computer vision to find more suitable representational learning methods for ARPES. We anticipate that similar paradigms will advance the analysis of other measurements producing high dimensional data sets.
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Appendix. Definitions

| Truth condition | Positive (P) = TP + FN | Predicted Positive (PP) = TP + FP | Predicted Negative (PN) = FN + TN |
|-----------------|------------------------|-----------------------------------|-----------------------------------|
|                 | True positive (TP)     | False negative (FN)               | False positive (FP)               |
|                 | True negative (TN)     |                                    | True negative (TN)               |

Accuracy (ACC)

\[ \text{ACC} = \frac{TP + TN}{P + N}. \]

F1

\[ \text{F1} = \frac{2TP}{2TP + FP + FN} = \frac{2 \times \text{PRE} \times \text{REC}}{\text{PRE} + \text{REC}}. \]

Recall (REC) or true positive rate (TPR) or sensitivity (SEN)

\[ \text{REC} = \frac{TP}{P} = \frac{TP}{TP + FN}. \]

Precision (PRE) or positive predictive value (PPV)

\[ \text{PRE} = \frac{TP}{PP} = \frac{TP}{TP + FP}. \]

From the definition above, imbalanced data may create stark differences between REC and PRE as in our \( \text{Fe}_3\text{Sn}_2 \) example, where this value is reflected in F1. In this case, F1 is a good indicator for the goodness of the model as it ‘averages’ REC and PRE.
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