Rapid quantification of mitochondrial fractal dimension in individual cells
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Abstract: An improved technique for fractal characterization called the modified blanket method is introduced that can quantify surrounding fractal structures on a pixel by pixel basis without artifacts associated with scale-dependent image features such as object size. The method interprets images as topographical maps, obtaining information regarding the local surface area as a function of image resolution. Local fractal dimension (FD) can be quantified from the power law exponent derived from the surface area and image resolution relationship. We apply this technique on simulated cell images of known FD and compared the obtained values to power spectral density (PSD) analysis. Our method is sensitive to a wider FD range (2.0–4.5), having a mean error of 1.4% compared to 6% for PSD analysis. This increased sensitivity and an ability to compute regional FD properties enabled the discrimination of the differences in radiation resistant cancer cell responses that could not be detected using PSD analysis.

1. Introduction

Fractal patterns are very common in nature and can be observed in different types of biological structures and functions [1,2]. Image analysis of these self-repeating patterns over length- or time-scales is an attractive approach to quantify changes in biological structures [3]. For example, mitochondria undergo fission and fusion based on the metabolic needs of the cell [4], and it has been demonstrated that mitochondrial organization follows the statistical properties of self-similar fractals [5–8]. Previous studies have demonstrated that mitochondrial reorganization occurs in a wide variety of pathological conditions, including Parkinson’s disease [5,9], cancer [4,6,10–15], and mitochondrial diseases [16]. However, there are several challenges in quantifying the fractal organization of organelles within cells.

Various techniques have been developed to estimate fractal dimension. One of the oldest and simplest approaches for fractal analysis is known as the box counting method, which superimposes boxes of decreasing size over a region of interest within an image [17]. The power law relationship between the number of boxes intersected by the pattern of interest and the size of the boxes is used to estimate fractal organization [1,17]. However, box counting can only be performed on binary images and is most commonly used to characterize the border of objects. To quantify the fractal dimension of grayscale images, Fourier-based approaches have been used, particularly in mitochondrial clustering analysis. Through radial sampling of two-dimensional power spectral density (PSD) maps, fractal dimension (FD) can be determined from images by measuring the exponent, \( \beta \), from the power law relationship between PSD and spatial frequency as shown in Eq. (1) [8].

\[
R(k) = A(k)^{\beta}
\]
This PSD approach can be used to quantify mitochondrial textures within cells through a pre-processing step that segments cells and replicates intracellular patterns in the background of images, providing accurate measurements of mitochondrial organization over a range of FD or $\beta$ values. Using this approach, Xylas et al. [10] calculated the power exponent $\beta$ from NADH autofluorescence images as a measure of mitochondrial clustering and identified depth-dependent changes between normal and precancerous epithelial tissue. Pouli et al. [4] also utilized PSD analysis to evaluate mitochondrial dynamics from NADH intensity images in different epidermal layers of human skin. Similarly, Liu et al. [18] used PSD analysis of NADH images to measure mitochondrial clustering in relation to structural metabolic changes caused by controlled perturbations such as extrinsic and intrinsic mitochondrial uncoupling, glycolysis, and fatty acid oxidation. However, this PSD approach is susceptible to errors when cell segmentation is inaccurate and scale-dependent features remain visible after pre-processing. Furthermore, the PSD approach is also only able to obtain the overall FD of an image and cannot provide region-specific information, such as the FD of individual cells. To overcome these issues, MacDonald et al. [7], utilized an autocorrelation technique capable of analyzing patterns within individual cells. However, this autocorrelation technique is particularly time consuming and not suitable for mapping FD in large image sets.

The goal of our study was to develop a rapid and automated method for quantifying fractal patterns within images on a pixel-by-pixel basis. We modified a previously developed technique known as the Blanket method [11,19,20]. The Blanket method interprets images as a three-dimensional surface topography, where the intensity at each pixel corresponds to the height along the z axis. The surface area (SA) of the topographic map is computed as a function of scale (pixel size) [11,21], and the power law relationship between SA and pixel size is used to determine FD. Caldwell et al. [11] and Byng et al. [19] employed this approach for the fractal analysis of mammographic parenchymal morphologies, which are strongly related to the development of breast cancer. Chappard et al. [22] also used the Blanket method to characterize the texture of trabecular bone in X-Rays. In the current study, we propose a Modified Blanket Method (MBM), which utilizes convolution to rapidly compute local measurements of SA, and thus produce maps of FD within images. By acquiring local FD values at each pixel, the analysis of specific structures or individual cells is possible. Here, we present a series of studies in which we analyze simulated cell images containing fractal patterns of known FD to show that the MBM is sensitive to a wide range of FD values. We evaluate the effects of different convolution kernels on the accuracy of the FD measurements and compare them to PSD analysis. Moreover, we demonstrate the biomedical application of the MBM on NADH autofluorescence images obtained from parental and radiation resistant A549 lung cancer cells.

2. Methods

2.1 Modified Blanket Method

The MBM was developed as an automated technique to convolve gradient images at different resolutions and compute FD. The image analysis algorithm was coded and executed in MATLAB. The length scale over which the local fractal dimension is analyzed is based on a convolution kernel defined by a binary disk with a user-defined radius. The algorithm begins by resampling both the image of interest and convolution kernel (Fig. 1(a)) proportionally. The number times the image is resampled at different image resolutions is determined by the size of the kernel. Once the image has been resampled, the horizontal (X) and vertical (Y) gradients of the image are computed using X- and Y- gradient kernels $[1,-1,0]$ and $[0,-1,1]^T$ respectively (Fig. 1(b)). The absolute value of the gradient in the X- and Y- directions are then summed by convolving with a binary disk kernel (Fig. 1(c)). The summed horizontal and vertical gradients are added together to compute a local surface area (SA) map (Fig. 1(d)). This SA map is subsequently resampled back to the original dimensions of the image and stored (Fig. 1(e)). These steps (Fig. 1(a-e) are repeated as the convolution kernel is reduced in
size by increments of 1 pixel until a 1x1 kernel remains, ultimately producing a set of SA maps derived from different image resolutions (Fig. 1(f)). The power law exponent ($\beta$) relating local surface area measurements and pixel sizes at each pixel location can be derived from the linear change in log-transformed values between SA maps (Fig. 1(g)). Fractal dimension at each pixel location (Fig. 1(h)) can then be determined through the equation:

$$FD = 2 - \frac{\Delta \log(\text{SA})}{\Delta \log(\text{pixel size})} = 2 - \beta$$  

(2)

In order to observe the changes in local fractal dimension, a FD map (Fig. 1(h)) can be generated by assigning the corresponding FD value to each individual pixel.

![Fig. 1. Steps of the Modified Blanket Method. (a) Resize the image of interest and a disk kernel. (b) Compute the horizontal (x) and vertical (y) gradients of the image. (c) Convolve the absolute value of each gradient image with a disk kernel to sum up local changes in intensity. (d) Compute the sum of the convolved x- and y- gradient images to create a surface area (SA) map. (e) Resize the SA map to the original image size, and record SA at each pixel. (f) Repeat steps (a)-(e) at different image resolutions (i.e. pixel sizes) to produce a set of SA maps. (g) Compute the FD from the power law exponent of the local surface area vs. pixel size curve at each pixel. (h) Assign the corresponding FD value to each pixel to produce a FD map.]

2.2 Validation: simulated cell images

To assess the accuracy of the MBM to approximate fractal values, we created simulated cells containing intensity clouds of known fractal dimension as in previous studies [8]. The fractal clouds were obtained by filtering white noise in the frequency domain and transforming it
back to the spatial domain [8]. These fractal clouds were overlaid using masks of circular cells with varying diameter and cellular nuclei. We evaluated these simulated cell images over a range of fractal dimension values (FD = 2.0 to FD = 4.5) and cell diameters (d = 80, d = 120, and d = 160 pixels) commonly observed in biomedical images. FD values were obtained from five repetitions of each combination of FD and cell diameter. The fractal clouds and cell positions were randomized during each repetition of the simulation, and FD was derived using our MBM method. This process was then repeated for three different cell densities (10, 20, and 30% of the total image area) to measure differences caused by increasing cell quantities. Mean error and standard deviation was computed using the measured FD values obtained from the simulation repetitions.

In addition to the varying fractal clouds and cell diameters, we analyzed the simulated cell images over a range of different convolution radii (CR = 5, CR = 10, CR = 15, and CR = 20 pixels) to obtain local fractal dimension values. Errors in FD measurements associated with abrupt intensity changes at cell borders have been previously described [8] and at larger CR values it is possible to visualize these edge effects. In order to estimate the differences in the average FD caused by such artifacts, we examined the effect of cell mask erosion to isolate the regions of interest (i.e. the center of simulated cells) from edge effects. We ran simulations with different combinations of convolution radii (CR) and erosion radii (ER) and computed the average FD (Fig. 2).

2.3 Comparison to the power spectral density approach

To compare the results obtained with the MBM, we also employed PSD analysis as in previous work [4,8,10,18]. The PSD approach computes a radial average of the 2D Fourier transform of the image, resulting in a 1D PSD curve [8]. To reduce abnormalities caused by regions that do not contain intercellular features, a clone stamping pre-processing step was used, which fills the background with copies of the intracellular image features [8]. The 1D PSD curve was fit to a specific range of frequency values, corresponding to the most linear portion of the plot as in previous studies [4,8]. The power law exponent (β) commonly reported in other studies [1,8] can be related to fractal dimension using Eq. (3).

\[
FD = \frac{-(8 - \beta)}{2}
\]

The accuracy of both methods (MBM and PSD) over a wide range of FD values (FD = 2.0 to FD = 4.5) was evaluated using the simulated cell images. The computational time of each method was also measured using five repetitions at different image resolutions (128 x 128, 256 x 256, 512 x 512, 1024 x 1024, 2048 x 2048, and 4096 x 4096 pixels). For the MBM, we evaluated three different CR values (CR = 5, CR = 10, and CR = 25) to assess their effect on the speed of the fractal analysis. The computational times recorded at each repetition were then used to compute mean times and their standard deviation.

2.4 The biomedical application to understanding cancer metabolism

To demonstrate the sensitivity of this MBM technique using experimental data, we compared FD values obtained from NADH autofluorescence images of cell mitochondria from parental and radiation-resistant A549 lung cancer cells. In order to generate radiation resistant A549 cells, the parental cell line was subjected to multiple doses of 2 Gy radiation [23]. Images from both cell lines were then acquired at different post-radiation time points (t = 0, t = 1, t = 12, and t = 24 hours), with a total of nine images per time period. Two-photon excited fluorescence from NADH was collected using a 20x water-immersion objective (NA = 0.75) with a 460/40 nm bandpass filter and a Ti:Sapphire laser source tuned to 755 nm. Image resolution was set to 512 x 512 pixels (130 µm x 130 µm) with 16-bit depth. FD values were obtained using both the MBM and PSD method.
2.5 Statistical analysis

An ANOVA design with image fields nested within cell culture dishes was used to identify differences in FD between cell lines (parental and radiation-resistant) and time points. Significance was based on an $\alpha = 0.05$.

3. Results

3.1 Method validation

Utilizing simulated microscopy images of cells with intracellular fractal clouds of known FD, we demonstrated that the MBM can compute FD values that successfully estimate true FDs ranging from 2.00 to 4.50 (Fig. 2(a), (b)). For 120 pixel diameter simulated cells, a CR of 5 produced a mean error of 1.4 ± 1.0%. However, increasing the convolution radius (CR) over which the FD is computed slightly decreased accuracy (Fig. 2(a)), with mean errors of 2.1 ± 1.9%, 3.6 ± 3.3% and 5.0 ± 3.7% for radii of 10, 15 and 20, respectively. The FD values obtained from the MBM were insensitive to differences in cell size (d = 80, d = 120, and d = 160 pixels), cell density (10, 20, and 30% cell coverage per image), or overall image intensity. Using cell images with FD = 2.5, the MBM analysis resulted in a mean error of 0.72 ± 0.49%, 1.08 ± 0.34%, and 1.76 ± 0.76% for cell diameters of 80, 120, and 160 pixels respectively. A similar analysis was performed with varied cell densities, resulting in a mean error of 1.97 ± 0.88%, 2.07 ± 0.78%, and 2.14 ± 0.54% for 10, 20, and 30% cell coverage respectively.

Mean error in average FD measurements from simulated cell images also significantly increased if the cell borders were not removed from analysis through the morphological operation of erosion (Fig. 2(c)). When using a CR of 5, the lack of an erosion step prior to FD averaging resulted in a mean error of 3.6 ± 2.6%. This error was even greater for CR of 10, which increased error from 2.1 ± 1.9% to 7.1 ± 4.5% (Fig. 2(d)). Pixelwise FD maps indicate that inaccurate measurements of FD approaching a value of 2 are observed along the cell-background border (Fig. 2(e)) in simulated images. An erosion radius equivalent to the convolution radius is necessary to remove these artifacts produced when abrupt, non-fractal changes in image intensity are present.

Unlike the MBM, PSD analysis was not accurate at FDs below 2.75 (Fig. 3(a)). While the MBM had a mean error of 1.4 ± 1.0% and maximum error of 4.26% over FDs from 2.0 to 4.5, PSD yielded a mean error of 6.0 ± 10.9% and maximum error of 35.50% (Fig. 3(a), (b)). The MBM was also able to compute FD with significantly shorter computational times than the PSD approach, particularly at image resolutions of 1024x1024 and higher (Fig. 3). MBM analysis with CR = 5 had computational times on a standard desktop computer that were up to 42-times faster on 4096x4096 images and 3-times faster on 128x128 images than PSD analysis. Increasing the CR resulted in longer computational times, but CR = 10 was still 17-times faster than PSD analysis of 4096x4096 images and 1.5-times faster on 128x128 images (Fig. 4). For both the PSD and MBM, image resolution and computational time scaled according to a power law.
Fig. 2. Modified Blanket Method Simulation. (A) Effect of utilizing convolution and erosion radii (CR & ER) of equal size in the measured fractal dimension of cells with a diameter of 120 pixels. The black line represents the true FD. (B) Effect of utilizing convolution and erosion radii of varied size in the measured fractal dimension. Red lines represent CR = 5, Blue lines represent CR = 10. Erosion radius is set to ER = 0, 5, or 10. (C) Percentage error of the analysis with equal convolution and erosion radii size. (D) Percentage error of the analysis with varied convolution and erosion radii size. (E) Representative FD maps with a true FD value of 3.5 show the edge effects produced by cell boundaries when cell mask erosion is not applied prior to computing the average FD value.
3.2 Lung cancer cells

The MBM revealed a significant change in the mitochondrial FD of radiation-resistant lung cancer cells between 12 and 24 hours after radiation (p<0.0001) (Fig. 5). Previous work demonstrated that the optical redox ratio of FAD/(NADH + FAD) decreases in the radiation-resistant cell line at 24 hours post-radiation (p = 0.0141), indicating a shift towards glycolytic metabolism [23], which matches the changes in FD observed here with the MBM. Interestingly, erosion did not produce significant differences in the FD values, despite providing a noticeable improvement in the accuracy of simulated images. While the MBM results matched biochemical changes in cell metabolism observed over time, a change in FD between post-radiation time points was not detectable through the conventional PSD analysis (p = 0.9991). Unlike the MBM and previous redox ratio measurements [24], PSD analysis
indicated significant differences between parental (control) and radiation-resistant cancer cell lines at every time point (Fig. 5(c)).

Fig. 5. Lung Cancer Cells Study (A) Representative FD maps corresponding to lung cancer cells of both the control (left) and radiation-resistant (right) group. Top row shows FD maps without erosion and bottom row shows FD maps with erosion. The images were obtained at time periods of 1 and 24 hours post radiation. (B) Clone stamped images obtained during the PSD analysis at time periods of 1 and 24 hours as shown in panel (A). (C) Summary data demonstrate that the differences of eroding and not eroding the cell objects with the MBM approach are minimal. The MBM method detects significant temporal changes in the mitochondrial organization of radiation resistant cell line at 24 hours, which matches independent measurements of the optical redox ratio of FAD/(NADH + FAD) autofluorescence intensities detailed in [23,24]. Interestingly, the PSD approach does not reveal the temporal changes detected using the optical redox ratio and MBM.
4. Discussion

Our study demonstrates that the MBM is capable of rapidly and accurately quantifying FD within individual cells. By computing local changes in intensity gradients at different image resolutions, the MBM can obtain fractal dimension values from the power law exponent relating surface area and pixel size [8]. Cell simulations demonstrated that the MBM yields accurate FD measurements over a wide range of FD values (2.00-4.50). In addition, the improved accuracy of the MPM relative to PSD analysis, allowed for the detection of structural changes in parental and radiation-resistant A549 cell mitochondria over time, which was supported by previous optical redox ratio measurements that suggested a shift in cellular metabolism [23,24] (Fig. 5(c)).

Compared to PSD analysis, the MBM offers accuracy over a greater range of FD in biomedical images. Cell simulations using the PSD method resulted in inaccurate FD approximations for FD<2.75 (Fig. 3(a)) with a high maximum error of 19.9% (Fig. 3(b)). This reduced accuracy for the PSD approach is caused by the susceptibility of the method to scale-dependent image features (i.e. cell boundaries). We employed a technique proposed by Xylas et. al. [8] to minimize the effect of scale-dependent features by replicating cellular patterns in the background of the image through clone stamping. However, Xylas et al. and the current study demonstrate that this pre-processing step cannot recover FD values below 2.5 when using PSD analysis. At lower FD values, the image intensity patterns vary over lengths that can approach or exceed the size of the cell, resulting in cell boundaries visible in the clone-stamped images (Fig. 3(d)). These cell boundaries were also visible in experimentally-derived clone-stamped images (Fig. 5(b)) as well, suggesting possibly inaccurate measures of fractal dimension through the PSD. The MBM does not demonstrate this same sensitivity to cell boundaries in experimentally-derived images (Fig. 5(a)), regardless of whether pixels at the edge of the cell are removed through erosion prior to calculating average values.

The effects of cell or object boundaries can be still observed in the MBM-derived FD maps of the simulated images. However, compared to the PSD, the MBM’s edge-effects are limited to the relatively small number of pixels at the boundary of cell objects (Fig. 2(e)). Increasing the size on the convolution disk can increase the number of pixels affected by these large (non-fractal) changes in intensity (e.g. cell or nuclei borders). To overcome the consequences of these artifacts, erosion of the cell mask using the same kernel size as that used during convolution yielded more accurate average FD values in simulated images (Fig. 2(e)). The erosion procedure thins the cell mask by a specific number of pixels and enables computation of an average FD value from only unaffected pixels within the cell or region of interest. In general, the simulations revealed that using the MBM with equal CR and ER size yields a better FD approximation. However, erosion did not have a large impact in the average FD value when it was performed on the A549 cell images (Fig. 5). This might be related to the more gradual intensity change between cell and background regions within actual biomedical images. It is important to highlight that although cell boundaries can influence the MBM in some cases, they are not as sensitive to the final FD measurement as they are when using the PSD approach.

The MBM offers improvements in accuracy and speed relative to PSD analysis of mitochondrial clustering, but the primary advantage of the MBM is the ability to report FD on a pixel-by-pixel basis. Given that single cell assessments of mitochondrial function are possible using time-resolved and intensity-based NADH and FAD autofluorescence imaging [14,25], the ability to also assess rapidly mitochondrial structure on a cell-by-cell basis can enable complementary information to assess disease and repair [18]. Fractal analysis has been employed in a number of biomedical applications beyond mitochondrial clustering, including the characterization of electroencephalogram (EEG) signals [26], the morphology of the brain in MRI images [27], and the anisotropy degree of bone structures [28]. The MBM may be particularly useful in detecting changes in vasculature surrounding tumors produced by aberrant angiogenesis [29]. Changes in extracellular matrix organization in different disease
or repair states may also offer new applications for this method capable of rapidly measuring regional differences in structural organization. In summary, the modified blanket method for computing fractal dimension offers a unique ability to rapidly map out changes in local image patterns for a variety of biomedical applications beyond mitochondrial organization.
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