LAX OPERATOR ALGEBRAS OF TYPE $G_2$

OLEG K. SHEINMAN

Abstract. Lax operator algebras for the root system $G_2$, and arbitrary finite genus Riemann surfaces and Tyurin data on them are constructed.

1. Introduction
Lax operator algebras are introduced in [4] and later investigated in different aspects in [8, 9, 10, 11, 13, 7]. For the moment, a most complete presentation of the theory of Lax operator algebras is given in [12].

Lax operator algebras constitute a certain class of almost graded current algebras on Riemann surfaces with marked points. As such they generalize loop and affine Krichever–Novikov algebras.

From the physical point of view Lax operator algebras can be characterized as the algebras of the theory of integrable systems while Krichever–Novikov algebras are the algebras of gauge and conformal symmetries of the 2-dimensional conformal field theory. There exists quite interesting interaction between Lax operator- and Krichever–Novikov algebras in this respect [13, 12].

So far Lax operator algebras have been constructed only for classical simple Lie algebras (over $\mathbb{C}$) as the range of values of currents. The question whether there exist Lax operator algebras for exceptional simple Lie algebras was open. In this paper we construct such algebras for the exceptional Lie algebra $G_2$.
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In Section 2 we recall the definition of the exceptional simple Lie algebra \( G_2 \) and give some relation heavily used below.

In Section 3 we give the definition of Lax operator algebras corresponding to \( G_2 \), formulate the result on their closeness with respect to the Lie bracket (Theorem 3.1), and outline its proof. The proof itself is given in the Appendix B.

In Section 4 we define an almost graded structure on Lax operator algebras corresponding to \( G_2 \), formulate and prove a main result on them — the Theorem 4.1.

In Section 5 for every Lax operator algebra corresponding to \( G_2 \) we construct a certain 2-cocycle, and the corresponding central extension, and show that it is basically unique (Theorem 5.1).

We conclude with certain remarks given in Section 6.

All results of sections 3–5 are known for Lax operator algebras over classical simple Lie algebras, but not over exceptional Lie algebras. In the case of \( g = G_2 \) the proofs of those results require much more formal calculations. This is the reason of shifting almost all proofs into Appendix. We would like stress that though a similarity between the results and their proofs for different simple Lie algebras is evident, no concept-based proof exists. It is even not clear why such proof should exist (see more remarks in Section 6). It is a challenge to clarify this question.

I am thankful to N. Vavilov and M. Schlichenmaier for their interest having given me an additional motivation for thinking of the Lax operator algebras in the exceptional cases.

2. Lie algebra \( G_2 \) in 7-dimensional representation

According to [14] \( g = G_2 \) can be represented as the Lie algebra of \( 7 \times 7 \)-matrices of the form

\[
\tilde{A} = \begin{pmatrix}
0 & -\sqrt{2}a_2^t & -\sqrt{2}a_1^t \\
\sqrt{2}a_1 & A & \begin{bmatrix} a_2 \end{bmatrix} \\
\sqrt{2}a_2 & \begin{bmatrix} a_1 \end{bmatrix} & -A^t
\end{pmatrix}
\]

(2.1)

where \( a_1, a_2 \in \mathbb{C}^3 \) are interpreted as vector-columns, \( a_1^t, a_2^t \) are the corresponding vector-rows, \( A \) is a traceless \( 3 \times 3 \)-matrix. For any \( x \in \mathbb{C}^3 \), \( x^t = (x_1, x_2, x_3) \), by \( [x] \) we denote the corresponding skew-symmetric \( 3 \times 3 \)-matrix:

\[
[x] = \begin{pmatrix}
0 & x_3 & -x_2 \\
-x_3 & 0 & x_1 \\
x_2 & -x_1 & 0
\end{pmatrix}.
\]

For any two vectors \( x, y \in \mathbb{C}^3 \) by \( x \times y \) we denote their vector product. Then the following relations take place:

\[
\begin{align*}
1^\circ & \quad [x]y = x \times y; \\
2^\circ & \quad [x][y] = yx^t - (x^ty)E; \\
3^\circ & \quad [Ax] = A^t[x] + [x]A, \forall A \in \text{Matr}(3 \times 3), \quad \text{tr}A = 0; \\
4^\circ & \quad [x \times y] = [x][y] - [y][x] = yx^t - xy^t.
\end{align*}
\]
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All of them are easily proven by a straightforward calculation. These four relations are everything that is necessary to prove that the matrices of the form (2.1) constitute a Lie algebra. We do it in the Appendix A for completeness. The same relations are the base of all subsequent calculations in this paper.

3. A LAX OPERATOR ALGEBRA OF THE TYPE $G_2$

Let $\Sigma$ be a Riemann surface with marked points $P_1, \ldots, P_N, Q_1, \ldots, Q_M, \gamma_1, \ldots, \gamma_K$. Assume every $\gamma$-point to be associated with a 7-dimensional vector $\alpha = (0, \alpha_1^t, \alpha_2^t)$ where $\alpha_1, \alpha_2 \in \mathbb{C}^3$ are interpreted as vector-columns, the upper $t$ denotes transposition. It may be illustrated by the following picture. Following the lines of [1, 4, 12], consider a $G_2$-valued function $L$ on $\Sigma$, holomorphic outside $P_1, \ldots, P_N, Q_1, \ldots, Q_M$ and $\gamma_1, \ldots, \gamma_K$, and having at most double poles at the points in the last set. Assume that at every $\gamma$-point $L$ possesses an expansion of the form

$$L(z) = \frac{L_{-2}}{z^2} + \frac{L_{-1}}{z} + L_0 + L_1 z + L_2 z^2 + \ldots.$$  

where $z$ is a local coordinate in the neighborhood of $\gamma$ centered at $\gamma$.

Let $\alpha_1, \alpha_2 \in \mathbb{C}^3$ be fixed, $\beta_1, \beta_2 \in \mathbb{C}^3$, and $\beta_{01}, \beta_{02} \in \mathbb{C}$ be varying. Assume that the following orthogonality relations are fulfilled:

$$\alpha_1^t \beta_2 = 0, \quad \alpha_2^t \beta_1 = 0, \quad \alpha_1^t \alpha_2 = 0.$$  

Let us take $L_0$ in the general form

$$L_0 = \begin{pmatrix} 0 & -\sqrt{2}a_2^t & -\sqrt{2}a_1^t \\ \sqrt{2}a_1 & A & [a_2] \\ \sqrt{2}a_2 & [a_1] & -A^t \end{pmatrix},$$

and assume that

$$\alpha_1^t a_2 = 0, \quad \alpha_2^t a_1 = 0, \quad A \alpha_1 = \kappa_1 \alpha_1, \quad -A^t \alpha_2 = \kappa_2 \alpha_2.$$
These conditions are referred to as eigenvalue conditions below, for the following reason. What is really assumed instead \((3.3)\) for classical Lie algebras, is the following eigenvalue relation: 

\[
L_0(0, \alpha_1^t, \alpha_2^t)^t = \tilde{\tau}(0, \alpha_1^t, \alpha_2^t)^t.
\]

For \(G_2\) it is equivalent to

\[
a_1^t \alpha_2 + a_2^t \alpha_1 = 0, \quad A \alpha_1 + a_2 \times \alpha_2 = \tilde{\tau} \alpha_1, \quad -A^t \alpha_2 + a_1 \times \alpha_1 = \tilde{\tau} \alpha_2.
\]

To obtain a right almost graded structure below we assume that, first, there are two eigenvalues \(\tilde{\tau}_1, \tilde{\tau}_2\) instead one \(\tilde{\tau}\), and, second, that \(a_1\) and \(\alpha_2\), \(a_2\) and \(\alpha_1\) are orthogonal separately. Then both \(a_2\) and \(\alpha_2\) are orthogonal to \(a_1\), hence \(a_2 \times \alpha_2 = \lambda_1 \alpha_1\), and similarly \(a_1 \times \alpha_1 = \lambda_2 \alpha_2\) where \(\lambda_1, \lambda_2 \in \mathbb{C}\). The last relations reduce to \((3.4)\) with \(\tilde{\tau}_1 = \tilde{\tau}_1 - \lambda_1, \tilde{\tau}_2 = \tilde{\tau}_2 - \lambda_2\).

Take the residue of \(L\) in the form

\[
L_{-1} = \begin{pmatrix}
0 & -\sqrt{2} \beta_{02} a_2^t & -\sqrt{2} \beta_{01} a_1^t \\
\sqrt{2} \beta_{01} a_1 & \alpha_1 \beta_2^t - \beta_1 \alpha_2^t & \beta_{02} a_2 \\
\sqrt{2} \beta_{02} a_2^t & \beta_{01} a_1 & \alpha_2 \beta_1^t - \beta_2 \alpha_1^t
\end{pmatrix}
\]

Finally, take the \(-2\) order term of the expansion in the form

\[
L_{-2} = \mu \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 a_2 & 0 \\
0 & 0 & -\alpha_2 a_1^t
\end{pmatrix}, \quad \mu \in \mathbb{C}.
\]

**Theorem 3.1.** The space of the \(G_2\)-valued meromorphic functions holomorphic outside \(P_1, \ldots, P_N, Q_1, \ldots, Q_M, \gamma_1, \ldots, \gamma_K\), possessing expansions of the form \((3.1)\) at the \(\gamma\)-points, and satisfying there the relations \((3.2) - (3.6)\) and the relation \((B.5)\) given below, constitute a Lie algebra with respect to the pointwise matrix commutator.

**Proof.** We give here only a sketch of the proof. All details are given in the Appendix [B].

We must prove that if \(L, L'\) satisfy the conditions of the theorem then their pointwise commutator \(L^c = [L, L']\) does two. The main steps of the proof are as follows.

At the first step we prove that the order of \(L^c\) at any \(\gamma\) is not less than \(-2\), i.e. the \(-3, -4\) order terms etc. are absent (Section [B.1]).

Second, we prove that \(L_{-1}, L_{-2}\) have the form \((3.5), (3.6)\) respectively, and the relations \((3.2)\) keep true with the new values of \(\beta_1, \beta_2\). To prove the latter we need one more assumption \((3.5)\). See Section [B.2] Section [B.3] for details.

Third, we calculate \(L_0^c\) and prove the eigenvalue condition \((3.4)\) for \(L^c\) (Section [B.4]).

Finally, we prove that the condition \((B.5)\) holds true under commutation Section [B.5].

\[\square\]

**4. Almost Graded Structure**

The almost graded structure on associative and Lie algebras had been introduced by I.M.Krichever and S.P.Novikov in [2]. For the Lax operator algebras and the two point case it had been investigated in [3]. Most general setup of arbitrary numbers of incoming and outgoing points, for both Krichever–Novikov and Lax operator algebras has been considered by M.Schlichenmaier [5] [6] [7]. Here, we will follow this most general approach.

For every \(m \in \mathbb{Z}\) consider a divisor

\[
D_m = -m \sum_{i=1}^N P_i + \sum_{j=1}^M (a_j m + b_{m,j}) Q_i + 2 \sum_{s=1}^K \gamma_s
\]
where \(a_j, b_{m,j} \in \mathbb{Q}, a_j > 0, a_j m + b_{m,j}\) is an ascending \(\mathbb{Z}\)-valued function of \(m\), and there exists a \(B \in \mathbb{R}_+\) such that \(|b_{m,j}| \leq B, \forall m \in \mathbb{Z}, j = 1, \ldots, M\). We require that

\[
(4.2) \quad \sum_{j=1}^M a_j = N, \quad \sum_{i=j}^M b_{m,i} = N + g - 1.
\]

Let

\[
(4.3) \quad \mathcal{L}_m = \{ L \in \mathcal{L} | (L) + D_m \geq 0 \},
\]

where \((L)\) is the divisor of a \(\mathfrak{g}\)-valued function \(L\). To be more specific of \((L)\), let us notice that by order of a meromorphic matrix-valued function we mean the minimal order of its entries.

We call \(\mathcal{L}_m\) the (homogeneous) subspace of degree \(m\) of the Lie algebra \(\mathcal{L}\).

**Theorem 4.1.**

1° \(\dim \mathcal{L}_m = (\dim \mathfrak{g}) N\).

2° \(\mathcal{L} = \bigoplus_{m=-\infty}^\infty \mathcal{L}_m\).

3° \([\mathcal{L}_k, \mathcal{L}_l] \subseteq \bigoplus_{m=k+l} \mathcal{L}_m\).

**Proof.** The proof of the items 2°, 3° is many times given in the works cited in the beginning of the section. The proof of the item 1° is the only specific for \(G_2\), and will be given now.

For a generic position of incoming and outgoing points the dimension \(d_m\) of the space of all meromorphic \(\mathfrak{g}\)-valued functions with the divisor \(D_m\) is given by the Riemann–Roch theorem:

\[
d_m = (\dim \mathfrak{g})(\deg D_m - g + 1).
\]

The \(\mathcal{L}_m\) is a subspace of the last space distinguished with the condition \(\mathcal{L}_m \subset \mathcal{L}\) which is explicitly given by the relations (3.2), (3.4), (3.5), (3.6), (B.5).

Thus,

\[
\dim \mathcal{L}_m = d_m - \#(\text{relations}).
\]

Observe that

\[
\deg D_m = -mN + m \sum_{i=1}^M a_i + \sum_{i=1}^M b_{m,i} + 2K.
\]

By (4.2) we obtain

\[
\deg D_m = -mN + mN + (N + g - 1) + 2K = N + g - 1 + 2K.
\]

Hence \(d_m = (\dim \mathfrak{g})(N + 2K)\).

In order the statement 1° of the theorem was true we must prove that the number of relations is equal to \(2K \cdot \dim \mathfrak{g}\), thus there must be \(2 \dim \mathfrak{g}\) relations at every of \(K\) \(\gamma\)-points.

The matrix relation (3.5) prescribes the form of the residue. It reduces to \(\dim \mathfrak{g}\) scalar relations with 8 free parameters \(\beta_{01}, \beta_{02}, \beta_1, \beta_2\). In turn, the last two 3-dimensional parameters are subjected to the 2 linear relations (3.2). Thus (3.5) gives us \(\dim \mathfrak{g} - 6\) effective relations.

In a similar way (3.6) gives \(\dim \mathfrak{g} - 1\) effective relations (a free parameter \(\mu\) must be taken into account).

The (3.4) gives 8 linear relations with 2 free parameters \(\kappa_1, \kappa_2\), i.e. 6 effective relations.

Finally, we have one more relation (B.5).
We end up with 2 dim $g$ relations at every $\gamma$-point, as required. □

The Theorem 4.1 defines an almost graded structure on $L$.

5. CENTRAL EXTENSIONS

Let us recall from [2, 4, 8, 12, 7] that a two-cocycle $\gamma$ on $L$ is called local if $\exists M \in \mathbb{Z}_+$ such that for any $m, n \in \mathbb{Z}$, $|m+n| > M$, and any $L \in L_m$, $L' \in L_n$ we have $\gamma(L, L') = 0$. Our main goal in this section is the following theorem.

**Theorem 5.1.**

1° For any $L, L' \in L$ the 1-form $\text{tr}(LdL' - \omega[L, L'])$ is holomorphic except at the $P$- and $Q$-points where $\omega$ is a $g$-valued 1-form on $\Sigma$ defined below.

2° $\gamma(L, L') = \sum_{i=1}^{N} \text{res}_{P_i} \text{tr}(LdL' - \omega[L, L'])$ gives a local cocycle on $L$.

3° The almost-graded central extension of $L$ given by the cocycle $\gamma$ is unique up to equivalence and rescaling the central element.

The proof of the theorem is based on the following two lemmas.

**Lemma 5.2.** For any $\gamma$ the 1-form $\text{tr}(LdL')$ has at most simple pole at $\gamma$, and

$$\text{res}_{\gamma} \text{tr}(LdL') = 2(\kappa_1 + \kappa_2)([L, L'])$$

The lemma is proven in Section C.1.

Let $\omega$ be a $g$-valued one-form possessing the following expansion at $\gamma$-points:

$$\omega = \omega_{-1} \frac{dz}{z} + \omega_0 dz + \ldots$$

where $\omega_{-1}, \omega_0$ have the form similar to (3.5), (3.3), respectively:

$$\omega_{-1} = \begin{pmatrix}
0 & -\sqrt{2}\beta_0^2\alpha_2^t & -\sqrt{2}\beta_0^2\alpha_1^t \\
\sqrt{2}\beta_0^1\alpha_1 & \alpha_1\beta_2^t & \beta_2^1\alpha_2 \\
\sqrt{2}\beta_0^2\alpha_2 & \beta_0^1[\alpha_1] & \alpha_2\beta_1^t - \beta_2\alpha_1^t
\end{pmatrix}, \quad \omega_0 = \begin{pmatrix}
0 & -\sqrt{2}w_2^t & -\sqrt{2}w_1^t \\
\sqrt{2}w_1 & W & [w_2] \\
\sqrt{2}w_2 & [w_1] & -W^t
\end{pmatrix}$$

where

(5.1) $\quad \alpha_1^t \beta_2 = 1, \quad \alpha_2^t \beta_1 = 1,$

(5.2) $\quad \alpha_1^t w_2 = 0, \quad \alpha_2^t w_1 = 0, \quad W\alpha_1 = \tilde{z}_1\alpha_1, \quad -W^t\alpha_2 = \tilde{z}_2\alpha_2,$

(5.3) $\quad \alpha_2^t W_1\alpha_1 = 0$

where $W_1$ is a $(2, 2)$-block of $\omega_1$.

**Lemma 5.3.** For any $\gamma$ the 1-form $\text{tr}(L\omega)$ has at most simple pole at $\gamma$, and

$$\text{res}_{\gamma} \text{tr}(L\omega) = 2(\kappa_1 + \kappa_2)(L).$$

The lemma is proven in Section C.2.
Proof of the Theorem 5.1. It follows from Lemma 5.2 and Lemma 5.3 that \( \text{tr}(LdL') \) and \( \text{tr}(\omega[L, L']) \) have at most simple poles at the \( \gamma \)-points, and their residues are equal there. Hence \( \text{tr}(LdL' - \omega[L, L']) \) is holomorphic outside \( P \)- and \( Q \)-points. Let us denote the last 1-form by \( \rho: \rho = \text{tr}(LdL' - \omega[L, L']) \).

Let \( L \in \mathcal{L}_m, L' \in \mathcal{L}_{m'} \). Then by (4.1), (4.3), and Lemma 5.2

\[
(LdL') \geq (m + m' - 1) \sum_{i=1}^{N} P_i - \sum_{j=1}^{M} (a_j(m + m') + b_{m,j} + b_{m',j} - 1) Q_j + D_{\gamma}
\]

where \( D_{\gamma} \) is a certain divisor supported at \( \gamma \)-points.

Assume that \( \omega \geq \sum_{i=1}^{N} m_i^+ P_i - \sum_{j=1}^{M} m_j^- Q_j - \sum_{s=1}^{K} \gamma_s \). Then

\[
(\omega[L, L']) \geq \sum_{i=1}^{N} (m + m' + m_i^+) P_i - \sum_{j=1}^{M} (a_j(m + m') + b_{m,j} + b_{m',j} + m_j^-) Q_j + D'_j.
\]

where \( D'_j \) is a certain divisor supported at \( \gamma \)-points also.

In order \( \rho = \text{tr}(LdL' - \omega[L, L']) \) had a nontrivial residue at least at one of the points \( P_i \) it is necessary that

\[
\min_{i=1,\ldots,N} \{m + m' - 1, m + m' + m_i^+\} \leq -1,
\]

in other words,

\[
(5.4) \quad m + m' \leq -1 - \min_{i=1,\ldots,N} \{-1, m_i^+\}.
\]

On the other hand side, in order \( \rho \) had a nontrivial residue at least at one of the points \( Q_j \) it is necessary that

\[
\max_{j=1,\ldots,M} \{a_j(m + m') + b_{m,j} + b_{m',j} - 1, a_j(m + m') + b_{m,j} + b_{m',j} + m_j^-\} \geq 1.
\]

Since \( b_{j,m} \leq B, \forall j, m \) (see page 5) the last inequality implies that

\[
\max_{j=1,\ldots,M} \{a_j(m + m') + 2B - 1, a_j(m + m') + 2B + m_j^-\} \geq 1,
\]

further on

\[
\max_{j=1,\ldots,M} \{a_j(m + m') + 2B - 1, a_j(m + m') + 2B + \max_{j=1,\ldots,M} m_j^-\} \geq 1,
\]

then

\[
\max_{j=1,\ldots,M} \{a_j(m + m')\} \geq 1 - \max\{2B - 1, 2B + \max_{j=1,\ldots,M} m_j^-\},
\]

and finally

\[
(5.5) \quad m + m' \geq \min_{j=1,\ldots,M} \{a_j^{-1}(1 - \max\{2B - 1, 2B + \max_{j=1,\ldots,M} m_j^-\})\}.
\]

By (5.4) and (5.5) we conclude that \( \gamma(L, L') \) is a local cocycle.

The proof of uniqueness of the corresponding central extension (assertion 3° of the theorem) has been given for an arbitrary simple Lie algebra \( \mathfrak{g} \) in [8] for the 2-point case \( (N = 1) \) and in [7] for arbitrary sets of \( P \)- and \( Q \)-points. ■
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6. Concluding remarks

1) The $G_2$ is the second example of a simple Lie algebra whose Lax operator algebra elements have double poles at the $\gamma$-points. The first example is $\mathfrak{g} = \mathfrak{sp}(2n)$ [4]. It is also very similar to the case of $\mathfrak{sp}(2n)$ that there is a first order relation (15.5). It is not clear what is the reason of different analytic behavior of elements of the Lax operator algebras corresponding to different types of simple Lie algebras. This behavior is not determined by the Dynkin scheme of $\mathfrak{g}$. Indeed, $B_n$ and $C_n$ have the same Dynkin scheme but different pole orders at the $\gamma$-points.

2) We did not touch any aspect of the relation between the Lax operator algebras over $G_2$ and integrable systems, though such relations certainly exist. For the classical Lie algebras, there is a duality between $\alpha$ and $\beta$, $\gamma$ and $\kappa$: they are dual canonical variables with respect to the Krichever–Phong symplectic form [11, 13, 11, 12]. For $\mathfrak{g} = G_2$ this duality destroys: there are 2 variables $\beta_{01}, \beta_{02}$ instead one having to be dual to $\alpha_0$, and 2 variables $\kappa_1, \kappa_2$ having to be dual to $\gamma$. We suppose that the only chance to define an analog of the Krichever–Phong symplectic structure is to do it on the subvariety $\kappa_1 = \kappa_2, \beta_{01} = \beta_{02}$. In this case the duality between $\alpha$ and $\beta$, $\gamma$ and $\kappa$ restores.

Appendix A. Proof of the closeness of $G_2$

In this section we prove the closeness of $G_2$ with respect to the bracket. Let us take two arbitrary elements in $G_2$:

$$\tilde{A} = \begin{pmatrix} 0 & -\sqrt{2}a_2^i & -\sqrt{2}a_1^i \\ \sqrt{2}a_1 & A & [a_2] \\ \sqrt{2}a_2 & [a_1] & -A^t \end{pmatrix}, \quad \tilde{B} = \begin{pmatrix} 0 & -\sqrt{2}b_2^i & -\sqrt{2}b_1^i \\ \sqrt{2}b_1 & B & [b_2] \\ \sqrt{2}b_2 & [b_1] & -B^t \end{pmatrix}.$$  

Then

$$[\tilde{A}, \tilde{B}] =$$

$$\begin{pmatrix}
0 & \sqrt{2}(b_1^j A - a_1^j B - 2(a_1 \times b_2)^t) & \sqrt{2}(-b_1^j A^t + a_1^j B^t) - 2(a_2 \times b_2)^t) \\
\sqrt{2}(Ab_1 - Ba_1 + 2a_2 \times b_2) & AB - BA - 3a_1 b_2^i + 3b_1 a_2^i & -2a_1 b_1^i + A[b_2] - a_1^i b_2^i \\
\sqrt{2}(-A^t b_2 + B^t a_2 + 2a_1 \times b_1) & -2a_2 b_2^i + [a_1^i B - A^t[b_1] & A^t B - B^t A^t - 3a_1 b_1^i + 3b_2 a_1^i \\
& + 2b_2 a_1^i - [b_1] A + B^t[a_1] & + (b_1^i a_2) - (b_2 a_1) E \end{pmatrix}.  
$$

To calculate the blocks (2, 2), (3, 3) we used the relation (2.2)2°.

Let us check first that the blocks (2, 2), (3, 3) are traceless. For example, in the block (2, 2) we certainly have $\text{tr}(AB - BA) = 0$. Further on, $\text{tr}(3a_1 b_2^i) = 3b_2 a_1$, and $\text{tr}(b_2 a_1) E = 3b_2 a_1$ since this is a $3 \times 3$ scalar matrix. Hence $\text{tr}(-3a_1 b_2^i + (b_2 a_1) E) = 0$. Trace of the remainder of the block vanishes as well.

To complete the proof of closeness we only must check that the blocks (3, 2) and (2, 1), (2, 3) and (1, 2) are in correspondence respectively. For example, for the first pair we must prove that

$$[A b_1 - B a_1 + 2a_2 \times b_2] = -2a_2 b_2^i + [a_1] B - A^t[b_1] + 2b_2 a_1^i - [b_1] A + B^t[a_1].$$

For this purpose we use the relations (2.2)3°, 4°. By (2.2)4° $[2a_2 \times b_2] = -2a_2 b_2^i + 2b_2 a_2^i$. By (2.2)° we have $[A b_1] = -A^t[b_1] - [b_1] A$, and $[-B a_1] = [a_1] B + B^t[a_1]$. The (A.1) has been proven.
Appendix B. Proof of the Theorem 3.1

B.1. Absence of order \(-3, -4\) etc. terms. An order \(-3\) term is equal to

\[ L_{-3}^c = L_{-2}L_{-1}' + L_{-1}L_{-2}' \leftrightarrow \]

where \(\leftrightarrow\) means the same expression where the symbols with and without \('\) are permuted. In our case \(\leftrightarrow = L_{-2}'L_{-1} + L_{-1}'L_{-2} \).

\[
L_{-2}'L_{-1}' = \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 \alpha_2' & 0 \\
0 & 0 & -\alpha_2 \alpha_1'
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2} \beta_{02} \alpha_2' & -\sqrt{2} \beta_{01} \alpha_1' \\
\sqrt{2} \beta_{01} \alpha_1 & \alpha_1 \beta_2' - \beta_1' \alpha_2' & \beta_{02}(\alpha_2') \\
\sqrt{2} \beta_{02} \alpha_2 & \beta_{01}(\alpha_1) & \alpha_2 \beta_1' - \beta_2' \alpha_1'
\end{pmatrix}.
\]

It vanishes by the orthogonality relations, and by \([\alpha_i] \alpha_i = \alpha_i \times \alpha_i = 0\) \((i = 1, 2)\). Similarly \(L_{-1}'L_{-2} = 0\). Hence

\[ L_{-3}^c = 0. \]

The same is true for \(L_{-4}^c\) and lower terms.

B.2. Order \(-2\) term in the commutator. Then the order \(-2\) term of the expansion appears as the commutator \([L_{-1}, L_{-1}']\) where \(L'\) has the same form, with all \(\beta\)'s carrying an additional \('\). Let us calculate this commutator entry by entry, where every entry has to be first calculated for the product \(L_{-1}'L_{-1}'\), and then subjected to the alternation in symbols with and without \('\).

By the orthogonality conditions (3.2) and relations \([\alpha_i] \alpha_1 = \alpha_1 \times \alpha_1 = 0, [\alpha_1] \alpha_2 = \alpha_2 \times \alpha_2 = 0\) the first column, and the first row in the product are equal to zero.

Further on, we have

\[
(2, 2) = (-2 \beta_01 \beta_02' - \beta_2' \beta_1' + \beta_02 \beta_01') \alpha_1 \alpha_2' \quad \text{(here we used the relation \([\alpha_2] \alpha_1 = \alpha_1 \alpha_2')}, \\
(3, 3) = (-2 \beta_02 \beta_01' + \beta_01 \beta_02' - \beta_2' \beta_1') \alpha_2 \alpha_2'.
\]

The two scalar coefficients in brackets after alternation will become opposite numbers, so that

\[
(2, 2) = \mu \alpha_1 \alpha_2', \quad (3, 3) = -\mu \alpha_2 \alpha_2' \quad \text{where} \quad \mu = 2 \beta_02 \beta_01' - 2 \beta_01 \beta_02' + \beta_1 \beta_2' - \beta_2 \beta_1' + \beta_02 \beta_01' - \beta_01 \beta_02'.
\]

As for the elements \((2, 3)\) and \((3, 2)\), they are equal to 0. It is quite easy. Let us prove it for \((3, 2)\) for example:

\[
(3, 2) = -\sqrt{2} \beta_{02} \alpha_2' (\alpha_1 \beta_2' - \beta_1' \alpha_2') - \sqrt{2} \beta_{01} \alpha_1' \beta_{01}' \alpha_1 \]

The first summand vanishes by (3.2), and the second for the reason that

\[
\alpha_1' \alpha_1 = ([\alpha_1]' \alpha_1)' = ([\alpha_1] \alpha_1)' = -\alpha_1 \times \alpha_1)' = 0.
\]

Thus we obtained the following

\[
(B.1) \quad L_{-2}' = [L_{-1}, L_{-1}'] = \mu \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 \alpha_2' & 0 \\
0 & 0 & -\alpha_2 \alpha_1'
\end{pmatrix}
\]

\(L_{-2}'\) is a coefficient in the order \(-2\) term of the commutator, but the term of exactly the same form has to be added to the expansion of \(L\) itself.
Let us calculate it term by term, entry by entry. Take \( L_0 \) in the form \( (3, 3) \). Then
\[
L_0 L_{-1} = \begin{pmatrix}
0 & -\sqrt{2} \beta \alpha_2 t & -\sqrt{2} \alpha t \\
\sqrt{2} \beta \alpha_1 & A & [a_2] \\
\sqrt{2} \alpha_2 & [a_1] & -A^t
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2} \beta \alpha^t & -\sqrt{2} \alpha^t \\
\sqrt{2} \beta \alpha_1 & \alpha \beta^t - \beta \alpha^t & \beta^t [a_2] \\
\sqrt{2} \alpha^t & \beta^t [a_1] & \alpha \beta^t - \beta \alpha^t
\end{pmatrix}
\]

\((1, 1) = -2 \beta \alpha_1 a_2 \alpha_1 - 2 \beta \alpha^t a_2 \alpha_2 = 0 \) by orthogonality relations.
\((2, 1) = \sqrt{2} \beta \alpha_1 A \alpha_1 + \sqrt{2} \beta \alpha^t [a_2] \alpha_2 = \sqrt{2} \beta \alpha_1 A \alpha_1 + \sqrt{2} \beta \alpha^t a_2 \times \alpha_2 = \sqrt{2} \beta \alpha_1 \xi \alpha_1 + \sqrt{2} \beta \alpha^t a_2 \times \alpha_2 \) by eigenvalue relations. We obtain
\[
(2, 1) = \sqrt{2} (\beta \alpha_1 \xi \alpha_1 + \beta \alpha^t \lambda_1) \alpha_1.
\]

Similarly,
\[
(3, 1) = \sqrt{2} (\beta \alpha_1 \xi \alpha_1 + \beta \alpha^t \lambda_1) \alpha_2.
\]

\((2, 2) = -\sqrt{2} \beta \alpha_1 \lambda_2 + A (\alpha \beta^t - \beta \alpha^t) + [a_2] \beta \alpha_1 [a_1] = -2 \beta \alpha_1 \lambda_2 + A (\alpha \beta^t - \beta \alpha^t) + \beta \alpha_1 \alpha_2^t = \alpha (\beta^t + \beta \alpha_2) - (2 \beta \alpha_2 + A \beta^t) \alpha_2.
\]

We may don’t calculate the remainder of entries since we know that the result belongs to \( G_2 \). So far we obtained the following:

\[(B.2) \quad L_0 L_{-1} = \begin{pmatrix}
0 & * & * \\
\sqrt{2} (\beta \alpha_1 \xi \alpha_1 + \beta \alpha^t \lambda_1) \alpha_1 & \alpha (\beta^t + \beta \alpha_2) & \alpha _2 (\alpha \beta^t - \beta \alpha^t) \\
\sqrt{2} (\beta \alpha_1 \xi \alpha_1 + \beta \alpha^t \lambda_1) \alpha_2 & -(2 \beta \alpha_2 + A \beta^t) \alpha_2 & * \\
\sqrt{2} (\beta \alpha_1 \xi \alpha_1 + \beta \alpha^t \lambda_1) \alpha_2 & * & *
\end{pmatrix}
\]

Let us calculate now
\[
L_{-1} L_0 = \begin{pmatrix}
0 & -\sqrt{2} \beta \alpha_2 t & -\sqrt{2} \alpha t \\
\sqrt{2} \beta \alpha_1 & \alpha \beta^t - \beta \alpha^t & \beta \alpha_2 [a_2] \\
\sqrt{2} \alpha_2 & \beta \alpha_1 & -\alpha \beta^t - \beta \alpha^t
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2} \beta \alpha^t & -\sqrt{2} \alpha^t \\
\sqrt{2} \alpha \alpha_1 & \beta \alpha^t - \beta \alpha^t & \beta \alpha_2 [a_2] \\
\sqrt{2} \alpha^t & \beta \alpha_1 & -\alpha \beta^t - \beta \alpha^t
\end{pmatrix}
\]

\[
= \begin{pmatrix}
0 & -\sqrt{2} \beta \alpha_2 t & -\sqrt{2} \alpha t \\
\sqrt{2} \beta \alpha_1 & \beta \alpha^t - \beta \alpha^t & \beta \alpha_2 [a_2] \\
\sqrt{2} \alpha_2 & \beta \alpha_1 & -\alpha \beta^t - \beta \alpha^t
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2} \beta \alpha^t & -\sqrt{2} \alpha^t \\
\sqrt{2} \alpha \alpha_1 & \beta \alpha^t - \beta \alpha^t & \beta \alpha_2 [a_2] \\
\sqrt{2} \alpha^t & \beta \alpha_1 & -\alpha \beta^t - \beta \alpha^t
\end{pmatrix}
\]

\[
= \begin{pmatrix}
0 & -\sqrt{2} \beta \alpha_2 t & -\sqrt{2} \alpha t \\
\sqrt{2} \beta \alpha_1 & \beta \alpha^t - \beta \alpha^t & \beta \alpha_2 [a_2] \\
\sqrt{2} \alpha_2 & \beta \alpha_1 & -\alpha \beta^t - \beta \alpha^t
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2} \beta \alpha^t & -\sqrt{2} \alpha^t \\
\sqrt{2} \alpha \alpha_1 & \beta \alpha^t - \beta \alpha^t & \beta \alpha_2 [a_2] \\
\sqrt{2} \alpha^t & \beta \alpha_1 & -\alpha \beta^t - \beta \alpha^t
\end{pmatrix}
\]

By \( \alpha^t \alpha_2^t = 0 \), \( [a_2] a_2^t = a_2 \times a_2^t \) we have \((2, 1) = \sqrt{2} (\alpha_1 \beta \alpha_2^t a_1 + \beta \alpha_2 \alpha_2^t a_2) = \sqrt{2} (\alpha_1 \beta \alpha_2^t a_1 - \beta \alpha_2 \lambda_1 \alpha_1) \alpha_1 \). Similarly, \((3, 1) = \sqrt{2} (\beta \alpha_2^t a_2 + \beta \alpha_1 \alpha_1 a_2) \alpha_2 \). Finally, \((2, 2) = \alpha_1 (-2 \beta \alpha_2 \alpha_1 \beta \alpha_2^t a_2) - \beta \alpha_2 \alpha_2^t a_2 = \alpha_1 (-2 \beta \alpha_2 \alpha_1 \beta \alpha_2^t a_2) + (\beta \alpha_2^t + \beta \alpha_2^t) \alpha_2 \).
Thus, we have

\[
L_0 L_{-1}' + L_{-1} L_0' = \begin{pmatrix}
0 & * \\
\sqrt{2} \beta_{01} \alpha_1 & \alpha_1 \beta_2' - \beta_1 \alpha_2' \\
\sqrt{2} \beta_{02} & * \\
\end{pmatrix}
\]

with

\[
\begin{align*}
\tilde{\beta}_{01} &= \beta_{01} \alpha_1 + \beta_{02} \beta_1' + \beta_2' \alpha_1 - \beta_2 \lambda_1, \\
\tilde{\beta}_{02} &= \beta_{02} \alpha_1 + \beta_{01} \beta_1' + \beta_1' \alpha_1 - \beta_1 \lambda_2, \\
\tilde{\beta}_1 &= (2 \beta_{02} \alpha_1 + A \beta_1') - (\beta_1 \alpha_2' + \beta_{02} \alpha_1'), \\
\tilde{\beta}_2 &= (\alpha_1 \beta_2' + \beta_{01} \alpha_1) + (-2 \beta_{01} \alpha_2' + A' \beta_2).
\end{align*}
\]

We know that after alternation in symbols with and without ′ we will get an element from \(G_2\). Hence it will be a matrix of the form (3.5). The only thing we must check is the orthogonality (3.2) for \(\tilde{\beta}_1, \tilde{\beta}_2\). Let us do it for \(\alpha_2\) and \(\alpha_1\) for example. Since \(\alpha_2\) is orthogonal to \(\alpha_1, \beta_1, \alpha_1'\), we only must calculate \(\alpha_2 A' \beta_1\). But \(\alpha_2' A = \kappa_2 \alpha_2\), hence \(\alpha_2' A' \beta_1 = \kappa_2 \alpha_2' \beta_1 = 0\).

It is not an end of the story with the residue because we still have calculate \(L_1 L_{-2} + L_{-2} L_1 = \leftrightarrow\).

Let us take \(L_1\) in the form

\[(B.3) \quad L_1 = \begin{pmatrix}
0 & -\sqrt{2} b_2' & -\sqrt{2} b_1' \\
\sqrt{2} b_1 & B & [b_2] \\
\sqrt{2} b_2 & [b_1] & -B' \\
\end{pmatrix}.
\]

Then

\[(B.4) \quad L_1 L_{-2}' = \mu' \begin{pmatrix}
0 & -\sqrt{2} b_2' & -\sqrt{2} b_1' \\
\sqrt{2} b_1 & B & [b_2] \\
\sqrt{2} b_2 & [b_1] & -B' \\
\end{pmatrix} \cdot \mu' \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 \alpha_2' & 0 \\
0 & 0 & -\alpha_2 \alpha_1' \\
\end{pmatrix}
\]

\[L_{-2} L_1' = \mu \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 \alpha_2' & 0 \\
0 & 0 & -\alpha_2 \alpha_1' \\
\end{pmatrix} \begin{pmatrix}
0 & -\sqrt{2} b_2' & -\sqrt{2} b_1' \\
\sqrt{2} b_1' & B' & [b_2] \\
\sqrt{2} b_2' & [b_1] & -B' \\
\end{pmatrix}
\]

\[= \mu \begin{pmatrix}
0 & \sqrt{2} \alpha_{12} b_1' & \alpha_1 \lambda_2' b_2' \\
0 & \alpha_1 \alpha_2 b_1' & \alpha_1 \lambda_2 [b_2] \\
0 & -\alpha_2 \alpha_1 b_1' & \alpha_2 \lambda_1 b_2' \\
\end{pmatrix} \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 \lambda_2 [b_2] & \alpha_2 \lambda_1 b_2' \\
-\sqrt{2} \alpha_{12} b_1' & \alpha_1 \lambda_2 [b_2] & \alpha_2 \lambda_1 b_2' \\
\end{pmatrix}
\]
The last matrix is of the form (3.5) with

\[
L_1 L'_{-2} + L_{-2} L'_1 =
\begin{pmatrix}
0 & -\sqrt{2} \mu' b'_2 \alpha_1 \alpha_2^t & \sqrt{2} \mu' b_1 \alpha_2 \alpha_1^t \\
\sqrt{2} \mu \alpha \alpha_2 \alpha_3 b'_1 & \mu' B_1 \alpha_3 + \mu \alpha_2 \alpha_3 B' & -\mu' b_2 \alpha_2 \alpha_1^t + \mu \alpha_1 \alpha_2^t b_2 \\
-\sqrt{2} \alpha_2 \alpha_2 \alpha_2 b_2 & \mu' b_1 \alpha_2 - \alpha_2 \alpha_1 \mu b_1 & \mu' B' \alpha_2 \alpha_1^t + \mu \alpha_2 \alpha_1 B'^t
\end{pmatrix}.
\]

After alternation we obtain

\[
L_1 L'_{-2} + L_{-2} L'_1 \leftrightarrow =
\begin{pmatrix}
0 & \sqrt{2}(\mu' b'_2 - \mu' b_1) \alpha_1 \alpha_2^t & \sqrt{2}(\mu' b'_1 - \mu' b_1) \alpha_2 \alpha_1^t \\
\sqrt{2} \alpha_2 b'_1 b_1 - \mu' b_1 & \alpha_1 \alpha_2^t (\mu B' - \mu B) & -\mu' b_2 \alpha_2 \alpha_1^t + \mu \alpha_1 \alpha_2^t b_2 \\
\sqrt{2} \alpha_2 b_2 - \mu' b_2 & \mu' b_1 \alpha_2 - \alpha_2 \alpha_1 \mu b_1 & \alpha_2 \alpha_1 (\mu B'^t - \mu B'^t) - \mu \alpha_2 \alpha_1 B'^t
\end{pmatrix}.
\]

The last matrix is of the form (3.5) with

\[
\beta_1 = (\mu B' - \mu B) \alpha_1, \quad \beta_2 = (\mu B'^t - \mu B'^t) \alpha_2.
\]

It is instructive to check correspondence between the blocks (1, 2) and (2, 3), (2, 1) and (3, 2) by a direct calculation, but we know in advance that \(L_1 L'_{-2} + L_{-2} L'_1 \leftrightarrow \in G_2\).

It is only necessary to check the orthogonality relations (3.2). For this purpose we need one more assumption about the first order term of the expansion for any \(L\):

(B.5) \[\alpha'_2 B \alpha_1 = 0.\]

Then we have

\[
\alpha_2^t \beta_1 = \alpha_2^t (\mu B' - \mu B) \alpha_1 = \mu \alpha_2 B' \alpha_1 - \mu \alpha_2 B \alpha_1 = 0.
\]

The second orthogonality relation is proven similarly.

For the classical simple Lie algebras there is the only case when the expansion for \(L\) has an order \(-2\) term, and in this case the analog of the relation (B.3) was also needed. This is the case of the symplectic algebra.

B.4. Eigenvalue conditions. In this section our aim is to check the eigenvalue conditions in the form (3.4) for the commutator. We have

(B.6) \[L_0 = (L_{-2} L'_2 + L_2 L'_{-2}) + (L_{-1} L'_1 + L_1 L'_{-1}) + L_0 L'_0 \leftrightarrow .\]

Let us check (B.4) for every expression in brackets separately.

Take \(L_2\) in the form

\[
L_2 = \begin{pmatrix}
0 & -\sqrt{2} c'_2 & -\sqrt{2} c_1^t \\
\sqrt{2} c_1 & C & [c_2] \\
\sqrt{2} c_2 & [c_1] & -C'^t
\end{pmatrix}.
\]
Then

\[
L_{-2}L'_{-2} = \mu \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 \alpha_2^t & 0 \\
0 & 0 & -\alpha_2 \alpha_1^t
\end{pmatrix} \begin{pmatrix}
0 & -\sqrt{2}c_2^t & -\sqrt{2}c_1^t \\
\sqrt{2}c_1' & C' & [c_2]^t \\
\sqrt{2}c_2' & [c_1]^t & -C'^t
\end{pmatrix}
\begin{pmatrix}
0 & * & * \\
\alpha_1 \alpha_2^t C' & * & * \\
-\alpha_2 \alpha_1^t & * & \alpha_2 \alpha_1^t C'^t
\end{pmatrix}.
\]

Here only those entries have been explicitly written which are independent in the result. All others are replaced with stars.

Similarly

\[
L_2 L'_{-2} = \mu' \begin{pmatrix}
0 & -\sqrt{2}c_2^t & -\sqrt{2}c_1^t \\
\sqrt{2}c_1' & C' & [c_2]^t \\
\sqrt{2}c_2' & [c_1]^t & -C'^t
\end{pmatrix} \begin{pmatrix}
0 & 0 & 0 \\
0 & \alpha_1 \alpha_2^t & 0 \\
0 & 0 & -\alpha_2 \alpha_1^t
\end{pmatrix}
\begin{pmatrix}
0 & * & * \\
C \alpha_1 \alpha_2^t & * & * \\
0 & * & C'^t \alpha_2 \alpha_1^t
\end{pmatrix},
\]

hence

\[
L_{-2}L'_{2} + L_2 L'_{-2} = \begin{pmatrix}
0 & \mu \alpha_1 \alpha_2^t C' + \mu' C \alpha_1 \alpha_2^t & * \\
-\sqrt{2} \mu \alpha_1 \alpha_2^t C' + \mu' C \alpha_1 \alpha_2^t & * & * \\
-\sqrt{2} \mu \alpha_1 \alpha_2^t C' + \mu' C \alpha_1 \alpha_2^t & * & * \\
\end{pmatrix}.
\]

Obviously, \(L_{-2}L'_{2} + L_2 L'_{-2} - \leftrightarrow\) has the form (3.3) with \(a_1\) proportional to \(\alpha_1, a_2\) proportional to \(\alpha_2\), and \(A = \mu \alpha_1 \alpha_2^t C' + \mu' C \alpha_1 \alpha_2^t - \leftrightarrow\). Hence \(\alpha_1 \alpha_2 = \alpha_2 \alpha_1 = 0\), and \(A \alpha_1 = \mu \alpha_1 (\alpha_2^t C' \alpha_1) + \mu' C \alpha_2 \alpha_1 \alpha_2 = \leftrightarrow\), which is proportional to \(\alpha_1\). The remainder of the relations (3.4), \(-A' \alpha_2 = \leftrightarrow\) can be proved similarly.

Further on,

\[
L_{-1} L'_{1} = \begin{pmatrix}
0 & -\sqrt{2} \beta_0 \alpha_1^t b_2 - \sqrt{2} \beta_0 \alpha_1^t b_1 \\
\sqrt{2} \beta_0 \alpha_1 & \beta_1 \beta_2^t - \beta_1 \alpha_2^t \beta_0 [\alpha_2] \\
\sqrt{2} \beta_0 \alpha_2 & \beta_0 [\alpha_1] \alpha_2 \beta_1^t - \beta_2 \alpha_1^t
\end{pmatrix} \begin{pmatrix}
0 & -\sqrt{2} b_2^t & -\sqrt{2} b_1^t \\
\sqrt{2} b_1' & B' & [b_2] \\
\sqrt{2} b_2' & [b_1] & -B'^t
\end{pmatrix}
\begin{pmatrix}
-2 \beta_0 \alpha_1^t b_2' - 2 \beta_0 \alpha_2^t b_1' \\
-2 \beta_0 \alpha_1^t b_2' - 2 \beta_0 \alpha_2^t b_1' \\
-2 \beta_0 \alpha_1^t b_2' - 2 \beta_0 \alpha_2^t b_1'
\end{pmatrix}
\begin{pmatrix}
0 & * & * \\
\alpha_1 \alpha_2^t B' + \beta_0 [\alpha_2] [b_1]' & * & * \\
\alpha_1 \alpha_2^t B' + \beta_0 [\alpha_2] [b_1]' & * & * \\
\end{pmatrix}
\begin{pmatrix}
-2 \beta_0 \alpha_2^t b_2' + \beta_0 [\alpha_1] [b_2]' \\
- \beta_1 \alpha_2^t B' + \beta_0 [\alpha_2] [b_1]' \\
- \beta_1 \alpha_2^t B' + \beta_0 [\alpha_2] [b_1]'
\end{pmatrix}.
\]

Denote the entries (2, 1), (3, 1) and (2, 2) of the last matrix by \(a_1, a_2\) and \(A\) respectively, and prove the relations (3.4) for \(a_1, a_2, A\). If we succeed to do it for both \(L_{-1} L'_{1}\) and \(L_1 L'_{-1}\), then
these relations are true for \( L_{-1}L'_{1} + L_{1}L'_{-1} \leftrightarrow \) since they are linear. Indeed

\[
\alpha'_{2}a_{1} = \alpha'_{2}(\sqrt{2}(\alpha_{1}\beta'_{2} - \beta_{1}\alpha'_{2})b'_{1} + \sqrt{2}\beta_{02}[\alpha_{2}]b'_2).
\]

We have \( \alpha'_{2}\alpha_{1} = \alpha'_{2}\beta_{1} = 0 \), hence \( \alpha'_{2}(\alpha_{1}\beta'_{2} - \beta_{1}\alpha'_{2}) = 0 \). For any \( x, y, z \in \mathbb{C}^{3} \) denote by \( x \land y \land z \) the determinant of the \( 3 \times 3 \) matrix constituted by those three vectors as columns. Then

\[
\alpha'_{2}[\alpha_{2}]b'_2 = \alpha'_{2}(\alpha_{2} \times b'_2) = \alpha_{2} \land \alpha_{2} \land b'_2 = 0.
\]

We have obtained \( \alpha'_{2}a_{1} = 0 \). Similarly \( \alpha'_{1}a_{2} = 0 \).

It is the next step to prove the eigenvalue condition for the entry \((2, 2)\) of the matrix. Observe that \([\alpha_{2}][b'_{1}] = \alpha'_{1}a_{2} - \alpha'_{2}b'_{1}E\) where \(E\) is the unit matrix. Let the entry \((2, 2)\) operate on \(\alpha_{1}\). We shall obtain

\[
(2, 2)\alpha_{1} = (-2\beta_{01}\alpha_{1}b'_{2} + \alpha_{1}\beta_{2}B' - \beta_{1}\alpha'_{2}B' + \beta_{02}[\alpha_{2}][b'_{1}]\alpha_{1})
\]

\[
= \alpha_{1}(-2\beta_{01}b'_{2}\alpha_{1} + \beta_{2}B'\alpha_{1} - \alpha'_{2}b'_{1}) - \beta_{1}\alpha'_{2}B'\alpha_{1} + b'_{1}\alpha'_{2}\alpha_{1}.
\]

In the last line, the expression in brackets is a scalar, and the remainder of the line is equal to zero (by \((3.2), (3.3)\)). It is quite easy to prove that \((2, 2)'\alpha_{2} = 0\), i.e. is also a multiple of \(\alpha_{2}\) where \((2, 2)'\) denotes the \(3 \times 3\) matrix transposed to \((2, 2)\).

Let us consider now \(L_{1}L'_{-1}\). We have

\[
L_{1}L'_{-1} = \begin{pmatrix}
0 & -\sqrt{2}b'_2 & -\sqrt{2}b'_{1} \\
\sqrt{2}b_1 & B & [b_2] \\
\sqrt{2}b_2 & [b_1] & -B'
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2}\beta_{02}\alpha'_{2} & -\sqrt{2}\beta_{01}\alpha'_{1} \\
\sqrt{2}\beta_{01}\alpha_1 & \alpha_{1}\beta_{2} - \beta_{1}\alpha'_{2} & \beta_{02}[\alpha_{2}] \\
\sqrt{2}\beta_{02}\alpha_2 & \beta_{01}[\alpha_{1}] & \alpha_{2}\beta'_{1} - \beta'_{2}\alpha'_{1}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
-2\beta_{01}'\alpha_1b'_2 - 2\beta_{02}'\alpha_2b'_{1} & * & * \\
\sqrt{2}\beta_{01}'B\alpha_1 + \sqrt{2}\beta_{02}'[b_2]\alpha_2 & -2b_1\beta_{02}'\alpha_2 + B\alpha_1\beta'_{2} & B\alpha_1\beta'_{2} + [b_2]\beta_{01}'[\alpha_1] & * \\
\sqrt{2}\beta_{01}'[b_1]\alpha_1 - \sqrt{2}\beta_{02}'B'\alpha_2 & * & -2\beta_{01}'b_2\alpha_1 + \beta_{02}'[b_1][\alpha_2] & -B'(\alpha_2\beta'_{1} - \beta'_{2}\alpha'_{1})
\end{pmatrix}.
\]

First, let us check the orthogonality relations starting with the element \((2, 1)\). Observe that \(\alpha'_{2}B\alpha_1 = 0\) by \((3.5)\), and \(\alpha'_{2}[b_2]\alpha_2 = 0\) since \([b_2]\) is a skew-symmetric matrix. Hence \(\alpha'_{2}(\sqrt{2}\beta_{01}'B\alpha_1 + \sqrt{2}\beta_{02}'[b_2]\alpha_2) = 0\). Similarly \(\alpha'_{1}(\sqrt{2}\beta_{01}'[b_1]\alpha_1 - \sqrt{2}\beta_{02}'B'\alpha_2) = 0\).

Next check the eigenvalue condition for the entry \((2, 2)\). We must operate on \(\alpha_{1}\) by it. Observe that \(\alpha'_{2}\alpha_{1} = \beta''_{2}\alpha_{1} = 0\) by \((3.2), [\alpha_1]_1 = \alpha_1 \times \alpha_1 = 0\). Hence \(\alpha_{1}\) is an eigenvector of \((2, 2)\) with the eigenvalue 0.

We may pass to the last summand in \((3.6)\) now. We have

\[
L_0L'_0 = \begin{pmatrix}
0 & -\sqrt{2}a'_2 & -\sqrt{2}a'_{1} \\
\sqrt{2}a'_1 & A & [a_2] \\
\sqrt{2}a'_{2} & [a_1] & -A'
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2}a'_{2}t & -\sqrt{2}a'_{1}t \\
\sqrt{2}a'_{1}t & A' & [a_2'] \\
\sqrt{2}a'_{2}t & [a_1'] & -A'_{tt}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
* & * & * \\
\sqrt{2}Aa'_1 + \sqrt{2}[a_2]a'_2 & -2a_1a'_{2}t + AA' + [a_2][a'_{1}] & * \\
\sqrt{2}[a_1]a'_{1}t - \sqrt{2}A'a_{2}' & * & -2a_2a'_{1}t + [a_1][a'_2] + A'A'_{tt}
\end{pmatrix}.
\]

To prove the orthogonality relation for the entry \((2, 1)\) observe first that \(\alpha'_{2}Aa'_1 = (A't\alpha'_2) a'_1 = -\alpha'_{2}\alpha'_{2}a'_1 = 0\), and \(\alpha'_{2}[a_2]a'_2 = \alpha'_{2}(a_2 \times a'_2) = \alpha_2 \land \alpha_2 \land a'_2\). The last determinant is equal to 0.
because all three vectors $\alpha_2, a_2, a'_2$ are orthogonal to $\alpha_1$, hence they are linearly dependent. We have obtained that $\alpha'_2(\sqrt{2}Aa'_1 + \sqrt{2}[a_2]a'_2) = 0$. Similarly $\alpha'_1(\sqrt{2}[a_1]a'_1 - \sqrt{2}A'a'_2) = 0$

To prove the eigenvalue relation for the entry $(2, 2)$ we must operate on $\alpha_1$ by it. Observe first that $a'_2\alpha_1 = 0$, and second that $[a_2][a'_1] = a'_1a'_2$, hence $[a_2][a'_1]\alpha_1 = 0$ again. For the remainder of the expression we have $AA'\alpha_1 = \alpha_1 x'_1\alpha_1$. Similarly, the eigenvalue relation holds for $\alpha_2$ with respect to the transposed entry $(2, 2)$.

B.5. First order term condition. In this section we prove that the relation (B.5) keeps invariant under commutation. To this end, we must calculate the entry $(2, 2)$ in the matrix

$$L_1 = (L_2L'_3 + L_3L'_{-2}) + (L_{-1}L'_2 + L_2L'_{-1}) + (L_0L'_1 + L_1L'_{-1}) \leftrightarrow .$$

We will keep the notation (3.3) for $L_0$, (B.3) for $L_1$, and (B.7) for $L_2$. Let us take $L_3$ in the form

$$(B.8) \quad L_3 = \begin{pmatrix} 0 & -\sqrt{2}d'_1 & -\sqrt{2}d'_2 \\ \sqrt{2}d_1 & D & [d_2] \\ \sqrt{2}d_2 & [d_1] & -D' \end{pmatrix} .$$

Then the entry $(2, 2)$ in $L_1^c$ writes as follows:

$$(2, 2) = (\mu\alpha_1\alpha'_2D' + \mu'D\alpha_1\alpha'_2)$$

$$+ (-2\beta_0\alpha_1\frac{\alpha'_2}{\beta_2 - \alpha_2\alpha'_2})C' + \beta_{02}[\alpha_2][c_1])$$

$$+ (-2\beta_{02}\frac{\alpha'_2}{\alpha_2\alpha'_2} + C((\alpha_1\beta_2 - \alpha_2)(\alpha'_2) + \beta_{02}[c_2][\alpha_1]))$$

$$- 2\alpha_1b_2 + AB' + [a_2][b'_1] - 2b_1a'_2 + BA' + [b_2][a'_1].$$

Having been multiplied by $\alpha'_2$ from the left, and by $\alpha_1$ from the right, all summands of the first line vanish by $\alpha'_2\alpha_1 = 0$. The same is true for all summands of the second line, except the last one, if we additionally take account of $\alpha'_2\beta_1 = 0$. As for the last summand, we have $[a_2][c_1] = c_1\alpha'_2 - \alpha'_2c_1E$, hence $\alpha'_2[a_2][c_1]\alpha_1 = \alpha'_2c_1\alpha'_2\alpha_1 - (\alpha'_2c_1)\alpha'_2\alpha_1 = 0$. The corresponding expression for the line three vanishes for similar reason. In the fourth line, $\alpha'_2(a_1b'_2 + b_1a'_2)\alpha_1 = 0$ by the first two relations (3.4). Further on, $\alpha'_2ABA'\alpha_1 = -\alpha_2\alpha'_2BA'\alpha_1 = 0$. The first equality by (3.4), and the second by (B.5). By the same argument $\alpha'_2BA'\alpha_1 = 0$. For the remaining two terms we use the transformations $[a_2][b'_1] = b'_1a'_2 - (\alpha'_2b'_1)E$, and $[b_2][a'_1] = a'_1b_2 - (b'_2a'_2)E$ which again reduce the question to the first two relations (3.4).

The closeness of the space of the $L$-operators with respect to the bracket is proven.

APPENDIX C. PROOF OF LEMMAS 5.2, 5.3

C.1. Proof of Lemma 5.2.

$$\text{res}_L dL' = 2L_{-2}L'_2 + L_{-1}L'_1 - L_1L'_{-1} - 2L_2L'_{-2}.$$
We are interested in the trace of this expression. All products are already calculated in Section B.4 in course of proving the Theorem 3.1. We have
\[
\text{tr}L_1L_1' = -2\beta_0\alpha_t^t b_0^t - 2\beta_0\alpha_t^t b_0' + \text{tr}(-2\beta_0\alpha_t^t b_0^t + \alpha_1\beta_0^t B' - \beta_1\alpha_t^t B' + \beta_0[\alpha_2][b_0^t]) + \text{tr}(-2\beta_0\alpha_t^t b_0^t + \beta_0[\alpha_1][b_0^t] - (\alpha_2\beta_0^t - \beta_2\alpha_t^t)B'')
\]
\[-2\beta_0\alpha_t^t b_0^t - 2\beta_0\alpha_t^t b_0' + \text{tr}(2\beta_0 a_t^t \beta_0^t b_0' + \alpha_2\beta_0^t B'\alpha_1 - \alpha_2\beta_2^t B'\alpha_1 + \beta_0\alpha_t^t B_0'B_1 + \beta_0\alpha_t^t B_0'B_1) + \text{tr}(2\beta_0 a_t^t \beta_0^t b_0' - \alpha_2\beta_0^t B_0'B_1 + \beta_0\alpha_t^t B_0'B_1)
\]
By the symmetry of trace we have
\[
\text{tr}(L_1L_1' - L_1L_1') = \text{tr}L_1L_1' - \leftrightarrow.
\]
Further on,
\[
\text{tr}(2L_1 L_1 - 2L_2 L_2) = 2\text{tr}(\mu a_1^2 C' - \mu' C a_1^2 + \mu a_2 a_1^2 C'' - \mu' C a_2 a_1^2) = 4\mu a_1^2 C' a_1 - 4\mu a_1^2 C a_1.
\]
On the other hand side, let us calculate \(\kappa_{1,2}([L, L'])\). Above, we have computed
\[
L_0 L_0' = \begin{pmatrix}
\sqrt{2}a_1 + \sqrt{2}a_2 & \ast & \ast \\
\ast & -2a_1 a_2^t + AA' + [a_2][a_1'] & \ast \\
\sqrt{2}[a_1][a_1'] - \sqrt{2}A'a_2 & \ast & -2a_2 a_1^t + [a_1][a_2'] + A'A''
\end{pmatrix}
\]
It’s contribution \(\kappa_1(L_0 L_0')\) is defined by the relation
\[
(-2a_1 a_2^t + AA' + [a_2][a_1'])a_1 = \kappa_1(L_0 L_0')a_1.
\]
We have \((-2a_1 a_2^t + AA' + [a_2][a_1'])a_1 = \kappa_1 \kappa_1' a_1 + (a_1' a_2' - a_2' a_1' E) a_1\).
Hence
\[
\kappa_1(L_0 L_0') = \kappa_1 \kappa_1' a_1' - a_1' a_2' + a_2' a_1'.
\]
Similarly
\[
\kappa_1(L_0 L_0) = \kappa_1' a_1' - a_1' a_2',
\]
hence
\[
\kappa_1(L_0 L_0' - L_0 L_0) = a_1' a_2' - a_2' a_1'.
\]
Further on,
\[
(-2a_2 a_1'' + [a_1][a_2] + A'A'')a_2 = (a_2 a_1' - a_1 a_2' E) a_2 + A'A'' a_2,
\]
hence
\[
\kappa_2(L_0 L_0') = -a_1' a_2' + \kappa_2 \kappa_2', \quad \kappa_2(L_0' L_0) = -a_2' a_1' + \kappa_2 \kappa_2, \quad \kappa_2(L_0 L_0' - L_0' L_0) = a_1' a_1' - a_1' a_2',
\]
We see that
\[ \mathcal{L}_1(L_0L_0' - L_0'L_0) + \mathcal{L}_2(L_0L_0' - L_0'L_0) = 0. \]

Let us pass to the contribution of
\[ L_{-1}L_1' = \]
\[
\begin{pmatrix}
-2\beta_{01}\alpha_1^1b_2^1 & \cdots & * \\
\sqrt{2}(\alpha_1\beta_2^t - \beta_1\alpha_2^1)b_1^1 & \cdots & * \\
\sqrt{2}\beta_{01}[\alpha_1]b_1^1 & \cdots & -2\beta_{02}\alpha_2^2b_2^2 + \beta_1\alpha_2^1b_1^1
\end{pmatrix}
\]

By \( \alpha_2^t\alpha_1 = 0 \), \( \mathcal{L}_1([\alpha_2][b_1^1]) = -\alpha_2^t b_1^1 \), \( \mathcal{L}_2([\alpha_1][b_2^2]) = -\alpha_2^t b_2^2 \), and the relation (13.5) we see that
\begin{align*}
\mathcal{L}_1(L_{-1}L_1') &= -2\beta_{01}\alpha_1^1b_2^1 - \beta_{02}\alpha_2^2b_1^1 + \beta_1\alpha_2^1b_1^1, \\
\mathcal{L}_2(L_{-1}L_1') &= -\beta_{01}\alpha_1^t b_2^1 + \beta_{02}\alpha_2^t b_1^1 - \alpha_2^t b_1^1.
\end{align*}

It is easy to see that \( \mathcal{L}_1(L_1L_{-1}) = \mathcal{L}_2(L_1L_{-1}) = 0 \). Hence
\[ (\mathcal{L}_1 + \mathcal{L}_2)(L_{-1}L_1') = -3\beta_{01}\alpha_1^1b_2^1 - 3\beta_{02}\alpha_2^2b_1^1 + \beta_1\alpha_2^t b_1^1 - \alpha_2^t b_1^1.
\]

The double of this expression coincides with the above expression for \( \text{tr}L_{-1}L_1' \).

Further on, we had
\[ L_{-2}L_2' + L_2L_{-2} = \]
\[
\begin{pmatrix}
0 & \cdots & * \\
\sqrt{2}\mu(\alpha_1^1\alpha_2^t)\alpha_1 & \mu\alpha_1^1\alpha_2^t C' + \mu'\alpha_2^t C'\alpha_1 & \cdots & * \\
-\sqrt{2}\mu(\alpha_1^1\alpha_2^t)\alpha_2 & \cdots & * \\
\end{pmatrix}
\]

Hence
\[ \mathcal{L}_1(L_{-2}L_2' + L_2L_{-2}) = \mu\alpha_1^t C'\alpha_1, \quad \mathcal{L}_2(L_{-2}L_2' + L_2L_{-2}) = \mu\alpha_1^t C''\alpha_2. \]

Observe that the last two expressions are equal. Hence
\[ (\mathcal{L}_1 + \mathcal{L}_2)(L_{-2}L_2' + L_2L_{-2}) = 2\mu\alpha_1^t C'\alpha_1, \]
and
\[ 2(\mathcal{L}_1 + \mathcal{L}_2)(L_{-2}L_2' + L_2L_{-2}) \leftrightarrow = 4\mu\alpha_1^t C'\alpha_1 - 4\mu'\alpha_2^t C'\alpha_1 \]
which coincides with the above expression for \( \text{tr}(2L_{-2}L_2' - 2L_2L_{-2}) \).

We conclude that
\[ \text{tr res } LdL' = 2(\mathcal{L}_1 + \mathcal{L}_2)([L, L']). \]

Let us check now that \( \text{tr}(LdL') \) has at most simple poles at the \( \gamma \)-points.

We have \( (LdL')_{-5} = -2L_{-2}L_{-2}' \). This matrix is equal to 0 by the relation \( \alpha_1^t\alpha_2 = 0 \).

The matrix \( (LdL')_{-4} = -L_{-2}L_{-1}' - 2L_{-1}L_{-2}' \) also vanishes as it is noticed at the page 9
\[ (LdL')_{-3} = -L_{-1}L_{-1}' - 2L_0L_{-2}'. \]
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$L_{-1}L_{-1}' = \left( \begin{array}{ccc} 0 & -\sqrt{2}b_2a_1' & -\sqrt{2}b_0a_1' \\ \sqrt{2}b_0a_1 & \alpha_1b_2' - \beta_1a_2' & b_0(a_2) \\ \sqrt{2}b_0a_2 & \beta_0[a_1] & \alpha_2b_2' - \beta_2a_1' \end{array} \right) \left( \begin{array}{ccc} 0 & -\sqrt{2}b_0a_2' & -\sqrt{2}b_0a_1' \\ \sqrt{2}b_0a_1 & \alpha_1b_2' - \beta_1a_2' & b_0[a_2] \\ \sqrt{2}b_0a_2 & \beta_0[a_1] & \alpha_2b_2' - \beta_2a_1' \end{array} \right)

= \left( \begin{array}{ccc} 0 & * & * \\ * & (-2\beta_0b_0' - \beta_2b_2') + \beta_0b_0'[a_1] & \alpha_2a_1' \\ * & * & (-2\beta_0b_0' - \beta_2b_2' + \beta_0b_0'[a_1]) \end{array} \right).

We have

$\text{tr}(L_{-1}L_{-1}') = 0$

by $\alpha_1'\alpha_2 = 0$.

Further on,

$L_0L_{-2}' = \mu' \left( \begin{array}{ccc} 0 & -\sqrt{2}a_2' & -\sqrt{2}a_1' \\ \sqrt{2}a_2 & A & [a_2] \\ \sqrt{2}a_1 & -A' & -2a_2a_1' \end{array} \right) \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \alpha_1\alpha_2' & -a_2a_1' \end{array} \right) = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & A\alpha_1\alpha_2' & * \end{array} \right).

By (3.4) we have $A\alpha_1 = \kappa_1\alpha_1$, $A'\alpha_2 = -\kappa_2\alpha_2$, hence $\text{tr}(L_0L_{-2}') = 0$, and finally $\text{tr}(L_0L_{-2}') = 0$.

$L_{-2}L_1'$ has been calculated in the section Section B.3. We have

$\text{tr}(L_{-2}L_1') = \alpha_2'B'\alpha_1 + \alpha_1'B''\alpha_2 = 2\alpha_2'B'\alpha_1 = 0$

(we made use of (B.5) here).

The $L_0L_{-1}'$ is given by (B.2). Let us show that the trace of the block (2, 2) of that matrix is equal to zero. By (B.2) $\text{tr}(2, 2) = (\kappa_1\beta_2' + \beta_0\alpha_2)\alpha_1 = \alpha_1'(2\beta_0\alpha_1 + A\beta_1'$. By (3.2), (3.4) $\beta_2'\alpha_1 = a_2\alpha_1 = \alpha_2a_1 = 0$. Further on, $\alpha_2'B'\alpha_1 = (A'\alpha_2)'\beta_1' = -\kappa_2\alpha_2\beta_1' = 0$. The same way, the trace of the block (3, 3) of $L_0L_{-1}'$ is equal to zero. Hence $\text{tr}L_0L_{-1}' = 0$.

The $L_1L_{-2}'$ is given by (B.4). We have $\text{tr}L_1L_{-2}' = \mu'(\alpha_2'B\alpha_1 + \alpha_1'B''\alpha_2) = 2\mu'\alpha_2'B\alpha_1 = 0$ (we used (B.5) here). We have $\text{tr}(L_0L_{-2}') = 0$ as the result, and conclude that the 1-form $LdL'$ has at most simple poles at the $\gamma$-points.

C.2. Proof of Lemma B.3.

1) $(L\omega)_{-3} = L_{-2}\omega_{-1}$. We have

$L_{-2}\omega_{-1} = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \alpha_1\alpha_2' & 0 \\ 0 & 0 & -\alpha_2a_1' \end{array} \right) \left( \begin{array}{ccc} 0 & -\sqrt{2}b_0a_2' & -\sqrt{2}b_0a_1' \\ \sqrt{2}b_0a_1 & \alpha_1\beta_2' - \beta_1a_2' & b_0[a_2] \\ \sqrt{2}b_0a_2 & \beta_0[a_1] & \alpha_2\beta_1' - \beta_2a_1' \end{array} \right)$

$= \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & -\alpha_2\beta_1a_1a_2' & 0 \\ 0 & 0 & (\alpha_1\beta_2')a_2a_1' \end{array} \right)$,

$\text{tr}L_{-2}\omega_{-1} = 0$ by $\alpha_1'\alpha_2 = 0$.

2) $(L\omega)_{-2} = L_{-2}\omega_0 + L_{-1}\omega_{-1}$. At page 18 we have shown that $\text{tr}L_0L_{-2}' = 0$. Taking account of the symmetry of trace, observe that $L_{-2}\omega_0$ is a matrix of the same type, hence $\text{tr}L_{-2}\omega_0 = 0$. 


Hence tr(2, 3) = 0 by $\alpha'_1 \alpha_2 = 0$, $\alpha'_2 \beta_1 = 0$. Similarly tr(3, 3) = 0, hence

$$\text{tr}L_{-1}\omega_{-1} = 0.$$  

We conclude that $L \omega$ has at most simple pole at $\gamma$.

3) \[ \text{res}_\gamma L \omega = L_{-2} \omega_1 + L_{-1} \omega_0 + L_0 \omega_1. \]

The matrix $L_{-2} \omega_1$ is of the same type as $L_{-2} L'_1$ which is shown to be traceless at page 18.

Hence tr$L_{-2} \omega_1 = 0$.

We have

$$L_{-1} \omega_0 = \begin{pmatrix}
0 & -\sqrt{2} \beta_0 \alpha'_2 & -\sqrt{2} \beta_0 \alpha'_1 \\
\sqrt{2} \beta_0 \alpha_1 & \alpha_2 \beta'_2 - \beta_1 \alpha'_2 + \beta_0 \beta_0 [\alpha_2][\alpha_1] & \beta_0 \alpha'_2 \\
\sqrt{2} \beta_0 \alpha_2 & \beta_0 [\alpha_1] & \alpha_2 \beta'_1 - \beta_2 \alpha'_1
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2} w'_2 & -\sqrt{2} w'_1 \\
\sqrt{2} w_1 & W & [w_2] \\
\sqrt{2} w_2 & [w_1] & -W^t
\end{pmatrix}.$$

Observe that $\alpha'_1 w_2 = \alpha'_2 w_1 = 0$. This also implies that $\text{tr}[\alpha_1][w_2] = \text{tr}[\alpha_2][w_1] = 0$. Indeed, $[\alpha_1][w_2] = w_2 \alpha'_1$, hence $\text{tr}[\alpha_1][w_2] = \alpha'_1 w_2 = 0$. Hence

$$\text{tr}(L_{-1} \omega_0) = \text{tr}(\alpha_1 \beta'_2 - \beta_1 \alpha'_2) W - \text{tr}(\alpha_2 \beta'_1 - \beta_2 \alpha'_1) W^t$$

$$= \beta'_2 W \alpha_1 - \alpha'_2 W \beta_1 - \beta'_1 W^t \alpha_2 + \alpha'_1 W^t \beta_2$$

$$= \kappa_1 \beta'_2 \alpha_1 + \kappa_2 \alpha'_2 \beta_1 + \kappa_2 \beta'_1 \alpha_2 + \kappa_1 \alpha'_1 \beta_2 = 0$$

(we rely on (3.2) here).

Further on

$$L_0 \omega_{-1} = \begin{pmatrix}
0 & -\sqrt{2} a'_2 & -\sqrt{2} a'_1 \\
\sqrt{2} a_1 & A & [a_2] \\
\sqrt{2} a_2 & [a_1] & -A^t
\end{pmatrix}
\begin{pmatrix}
0 & -\sqrt{2} \beta_0 \alpha'_2 & -\sqrt{2} \beta_0 \alpha'_1 \\
\sqrt{2} \beta_0 \alpha_1 & \alpha_1 \beta'_2 - \beta_1 \alpha'_2 + \beta_0 \beta_0 [\alpha_2][\alpha_1] & \beta_0 \alpha'_2 \\
\sqrt{2} \beta_0 \alpha_2 & \beta_0 [\alpha_1] & \alpha_1 \beta'_1 - \beta_2 \alpha'_1
\end{pmatrix}.$$

Hence

$$\text{tr}(L_0 \omega_{-1}) = \text{tr}A(\alpha_1 \beta'_2 - \beta_1 \alpha'_2) - \text{tr}A'(\alpha_2 \beta'_1 - \beta_2 \alpha'_1)$$

$$= \beta'_2 A \alpha_1 - \alpha'_2 A \beta_1 - \beta'_1 A' \alpha_2 + \alpha'_1 A' \beta_2$$

$$= \kappa_1 \beta'_2 \alpha_1 + \kappa_2 \alpha'_2 \beta_1 + \kappa_2 \beta'_1 \alpha_2 + \kappa_1 \alpha'_1 \beta_2.$$

By (5.1) we finally obtain

$$\text{tr}(L_0 \omega_{-1}) = 2(\kappa_1 + \kappa_2).$$
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