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Abstract
As policy makers require more rigorous assessments for the strength of evidence in Theory-Based evaluations, Bayesian logic is attracting increasing interest; however, the estimation of probabilities that this logic (almost) inevitably requires presents challenges. Probabilities can be estimated on the basis of empirical frequencies, but such data are often unavailable for most mechanisms that are objects of evaluation. Subjective probability elicitation techniques are well established in other fields and potentially applicable, but they present potential challenges and might not always be feasible. We introduce the community to a third way: simulated probabilities. We provide proof of concept that simulation can be used to estimate probabilities in diagnostic evaluation and illustrate our case with an application to health policy.
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Introduction
Trusting evaluation evidence is crucial if policy decisions are to be grounded on evaluation findings; whether the latter are credible or not has very practical implications for the decision-making process. While policy makers and analysts are developing an increasing interest in Theory-Based Evaluation, the discussion around what constitutes credible evidence in this
domain is somewhat weaker and less advanced than agreed corresponding protocols for quantitative methods; this is particularly true when claims are causal.

Establishing causal connections is often challenging in social systems, due to difficulties in disentangling interdependencies, and in isolating causes from particular contexts and confounding factors (Byrne and Callaghan, 2013). This is exacerbated when time is one of these factors because of the additional difficulty in capturing changing systems and their often-emergent dynamics. This is a problem for evaluation, in particular impact evaluation, as it is essential to show that a particular (set of) intervention(s) has brought about, or caused, a particular (set of) outcomes.

Evaluation has developed a range of methods to draw out causal relationships that are distinct from established tools like randomised controlled trials (RCTs) (Befani and O’Donnell, 2016; Stern et al., 2012), which is often seen as the gold standard but requires that the environment be controlled. Diagnostic Theory-Based Evaluation, which applies Bayesian Updating to Theory-Based Evaluation, has been proposed as a promising methodology to account for the uncertainty inherent in testing causal theories or mechanisms (Befani, 2020a). Historically, when Bayesian principles have been applied to theory-based evaluation, various labels have been used: Bayesian Process Tracing (Fairfield and Charman, 2017), Process Tracing with Bayesian Updating (Befani et al., 2016), and Contribution Tracing (Befani and Stedman-Bryce, 2017).

What these methods have in common (which are the basic ingredients of Diagnostic Evaluation) is that they link empirical data to theoretical propositions with a three-step diagnostic approach:

1. Formulating a (set of) claim(s) describing the contribution that an intervention and/or other factors have made to an outcome;
2. Designing data collection with the aim of identifying conclusive evidence in support of or against the contribution claim(s);
3. Formally estimating the ‘strength’ or probative value of single observations, as well as evidence ‘packages’, and consequently updating (prior) confidence in the claim(s) on the basis of the evidence (obtaining the ‘posterior’ confidence” according to the Bayes formula).

Step 1 is often grounded on a narrative analysis of the case from which causal claims leading to a particular outcome are extracted. Step 2 establishes what evidence is likely to support or reject the claims, painting a rough, intuitive picture of the strength and direction of the various observations (and of them taken as a whole). Step 3 analyses the probative value of observations for the different hypotheses in more detail, formalising probabilities and using the Bayes formula for an accurate estimation of the posterior confidence.

The advantage of Bayesian Updating (BU) is that applying the Bayes rule to assess the contribution of evidence improves the transparency/replicability of the process and hence the credibility and reliability of a theory. The disadvantage of a Bayesian formalisation is that it requires the estimation of probability values. While a user-friendly alternative to this requirement has been proposed (whereby qualitative estimates are translated into numerical ranges via rubrics) (Befani, 2020b), the estimation of probabilities, either direct or indirect, is still a central feature of BU.

There are two main approaches to estimate these probabilities: empirical frequencies and/or expert judgement. Frequencies are often unavailable or unobtainable, in particular in
evaluation research where single case causal narratives are demanded. As for expert opinion, it might be hard in some cases to estimate the empirical consequences of various theories being true or false, even with the best resources; other times it might simply be unfeasible or outside available evaluation budgets.

This paper proposes as a ‘third way’: the use of simulation methods to generate *in silico* frequencies for particular pieces of evidence in Diagnostic Evaluation, or Bayesian Updating applied to Theory-Based Evaluation. For this, we use a proof-of-concept example of an influenza epidemic, modelling different levels of efficacy of mitigation strategies. By exploring the plausible level of epidemic spread in a population, given particular mitigation strategies, we generate likelihoods that a particular empirically observed level of spread was caused by that kind of mitigation strategy.

The paper is structured as follows. Section ‘Bayesian Updating in diagnostic evaluation’ discusses Bayesian Updating and Diagnostic Evaluation in more detail. Section ‘Generating probability distributions with models’ outlines how models can be used to generate simulated probabilities and describes the simulation model of behaviour during an epidemic that we are using as an example. Section ‘Estimating Bayes probabilities using the TELL ME Model’ provides a step by step walk through using the example model results to update the Bayes formula probabilities. Section ‘Conclusion’ concludes and discusses limitations and possibilities of this proof-of-concept application for real life evaluation.

**Bayesian Updating in diagnostic evaluation**

Bayesian Updating (BU) is a systematic application of the Bayes formula to learn from empirical observations (e.g. Howson and Urbach, 2006). Its purpose is to update our confidence that a proposition or statement (including one of causal nature) is true or not true. We represent confidence with a probability (a number between 0 and 1) and distinguish between our level of confidence in the statement before and after observation of evidence (prior and posterior respectively in Bayesian terms).

The process of BU, leading from the prior (pre-observation) to the posterior (post-observation) confidence, is conducted by applying the Bayes formula in its extended version, where $P$ refers to probability, $\neg$ denotes the logical operator ‘not’, $C$ is a contribution claim and $E$ an empirical observation

$$P(C|E) = \frac{P(C)P(E|C)}{P(C)P(E|C) + P(\neg C)P(E|\neg C)}$$

In this equation, $P(C)$ is the probability of the claim before observing the evidence, or prior probability, and $P(\neg C)$ is its inverse (the probability of the claim being not true before observing empirical data). $P(E|C)$ is the sensitivity, the probability that the evidence is observed if the causal claim is true (or the true positive rate). Finally, $P(E|\neg C)$ is the Type 1 error, the probability that the evidence is observed if the causal claim is false (or false positive rate).

The interpretation of this equation is that the updated probability that the claim $C$ is true after observing evidence $E$ (referred to as posterior probability and denoted $P(C|E)$) can be calculated once the prior, the sensitivity and the Type I error are known.
For the purpose of evaluation, BU can be used to understand the value of a piece of evidence in support of or against causal contribution claims. This is usually measured with the Likelihood Ratio or some logarithmic version of it and referred to as ‘probative’ value (i.e. serving as ‘proof’ for the statement). The stronger the evidence, the larger the difference between posterior and prior: or the more the evidence has altered our initial beliefs (see Figure 1). When evidence is strongest, the level of our initial confidence does not matter, and the value of the prior will be dominated by the empirical observation (a.k.a. ‘washing’ of the prior).

There have been various attempts at using Bayesian Updating with particular evaluation methods:

1. **Bayesian Process Tracing**, or **Process Tracing with Bayesian Updating** is a Bayesian formalisation of Process Tracing. In this variant, the propositions analysed are causal process mechanisms, consisting of a causal narrative of entities and activities constructed as a series of concatenated events (Beach and Pedersen, 2013; Fairfield and Charman, 2017).

2. **Contribution Tracing** is a similar endeavour aimed at stressing the suitability of Bayesian Updating in combination with contribution analysis (CA). CA differs from Process Tracing, in that it is formulated as a sequence of intermediate outcomes between outputs of a programme and its ultimate goals. Each step in the CA comes with assumptions that need to hold before moving to the next step, and risks that can potentially jeopardise progress along this pathway. While not completely different
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*Figure 1.* The likelihood ratio (LR) = sensitivity/Type I error.
from a causal process mechanism, CA is less focussed on a particular timeline narrative and responds to requirements that some evaluations might have in terms of flexibility on how to represent an intervention’s contribution (Befani and Mayne, 2014; Befani and Stedman-Bryce, 2017; Mayne, 2012).

3. **Realist Evaluation** has been combined with Bayesian Updating (UK Department for Business, Environment and Industrial Strategy, 2017). Realist Evaluation is grounded on the so-called ‘context-mechanism-outcome’ configuration: a micro-level explanation of stakeholder agency (reasoning, thinking, and/or action) that is grounded in his or her context: a ‘structural’ notion made of social, economic, legal, and other types of resources. As such, it is a form of theory-based evaluation that differs from the previous two in how the causal connections are formulated, but it is still compatible with Bayesian Updating.

The Bayes formula is associated with an entire school of probabilistic thinking and its use in evaluation does not have to be associated with specific methods. In its most generalised version, the Bayes formula is applied to any kind of ‘events’ that are hypothesised to exist. For this reason, we explore its potential in relation to Theory-Based Evaluation (TBE) as a whole, rather than to particular TBE formulations like Process Tracing or CA. We use the term ‘Diagnostic Evaluation’ for this generalised approach combining BU and TBE; and this article aims at expanding the range of theories BU can be applied to, to include systems-based evaluation and theories grounded in complex adaptive systems: in particular, the theory of the example we present is formulated as an Agent-Based Model (ABM).

In general, in TBE, we would have a series of claims, which can be competing or complementary. Applying (formal or informal) Bayesian logic, our aim would be to assess our confidence that these claims are true or false. The same empirical observation will usually have a different probative value for different claims, and the same claim is supported to different extents by different observations. That is, the same observation will have different sensitivity and Type I error values against different causal claims. For example, returning three heads on three coin tosses is not very surprising if the coin is believed to be fair, but would be very surprising if the coin is weighted so that heads occurs only 10% of the time. Technically, this means that the Bayes formula values are associated to one claim and one piece of evidence at a time. It also means that, potentially, several values need to be estimated to compare observations and claims, and adjudicate which explanations are best supported empirically.

It becomes crucial to obtain reliable and robust estimates of these values. There are two traditional, well-established strategies that can be used for this purpose: empirical frequencies and subjective estimates (or expert assessments).

When frequencies are available, observations can be used as consecutive empirical inputs leading to inductive inference, that is, each observed white swan supports the claim that all swans are white. Another example is testing the goodness of blood tests as a diagnostic instrument by measuring how many times they correctly identify an underlying disease that is eventually confirmed or ruled out. For example, a blood test can be sensitive but not specific if it is good at ruling out a condition (by showing up as negative when the condition is absent) but not good at confirming its presence (when showing up as positive when the condition is present); or it can be specific but not sensitive if it is good at confirming a condition (showing up as positive when the condition is present) but not good at ruling it out (showing
up as negative when it is absent). In the first case, the probability of observing a positive value of the test if the condition is present is high, but the probability of observing the same value if the condition is absent is not low. In the second case, the probability of observing a positive value of the test if the condition is absent is low, but the probability of observing the same value if the condition is present is not high.

When empirical frequencies are not available, subjective probabilities can be elicited from different sources such as stakeholders. There are well-known elicitation procedures in existence such as the Sheffield method (a.k.a. SHELF) (Oakley and O’Hagan, 2016), Cooke’s method (Cooke, 1991), and the Delphi method (EFSA, 2014). These mainly differ on the level and forms of interactions among the experts involved. These methods also acknowledge and try to prevent the typical biases involved in eliciting probabilities: overconfidence, anchoring and adjustment, availability, and representativeness (Block and Harper, 1991).

However, it might not always be possible in evaluations to raise the additional resources needed to estimate probabilities subjectively, and particularly when simulation models are already available for particular aspects of a TBE, using them to update confidence in contribution claims seems a natural and cost-effective option. The next section will discuss the generation of probability distributions through computer-based simulation, and explain why we chose an ABM.

**Generating probability distributions with models**

Consider further the example of tossing a possibly biased coin three times. The probability of different outcomes is summarised by the binomial distribution, which calculates the number of successes in a sequence of trials with a fixed probability of success in each trial. In this case, success would represent the coin showing heads, and the relevant fixed probability is the bias in the coin. While the probability distribution can be derived analytically in this simple case for any assumed value of the bias, the distribution could also be estimated by simulation. To estimate the outcome distribution of three coin tosses for both 10% and 50% probability of heads, multiple simulations of three tosses would be required for each hypothesis. For example, a physical process to simulate both 10% and 50% bias coin tosses could use a 10 sided fair die. Rolling a ‘1’ would represent the coin coming up head for the 10% head hypothesis, rolling any odd number, that is, 1, 3, 5, 7, and 9, would represent the coin coming up head for the 50% hypothesis. Each set of three die rolls would represent a simulated outcome of three coin tosses. Computationally, simulation outcomes could be generated by drawing from a uniform random number generator instead of rolling a die. This example is clearly very simple (and overly laboured), but generating a distribution of outcomes for diagnostic evaluation would use the same approach; the difference is in the complexity of the process being represented in the simulation model. For more complex processes, an analytical approach is not viable, but the probabilities can still be estimated with computer-based simulations.

There are many methods available to model aspects of systems to be evaluated, each of which makes different assumptions about the process being represented (Badham, 2010; Kelly et al., 2013; Page, 2018). One key difference between methods is whether they model system entities such as people or firms individually or in aggregate. For example, system dynamics represents systems as stocks (quantities of an entity) and flows between stocks
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(Steman 2000). This is ideal where the entities are homogeneous, such as water or money, or where entities can be represented effectively by their average characteristics. However, with the focus on average behaviour, it is unusual to include randomness in system dynamics models (Sterman, 2000). In contrast, randomness is inherent in many methods that represent individual entities, including agent-based modelling, discrete event simulation and microsimulation. For example, discrete event simulation is typically used to model systems with queues such as customer service centres or factory production lines (Banks et al., 1996). The variation in arrival times or process times is important in creating bottlenecks or idle periods and simulating each entity individually allows such system behaviours to be created in the model. Microsimulations model transitions of individuals from one state to another within a particular time frame (e.g. dying, becoming unemployed within the next year) explicitly with probabilities to, for example, estimate future pension or welfare costs (e.g. Mitton et al., 2000). Agent-based modelling uses stochastic elements in various ways, particularly to model agent decision making processes taking into account the characteristics and situation of the agent (e.g. Gilbert, 2008).

As randomness is required to generate different outcomes within a set of simulations, our demonstration model uses an individual based method, in this case agent-based modelling. Agent-based modelling ‘is a computational method that enables a researcher to create, analyse, and experiment with models composed of agents that interact within an environment’ (Gilbert, 2008: 2). ABMs function as a virtual laboratory for repeated experimentation. Letting individual agents interact with each other allows ABM to simulate macro phenomena resulting from aggregation of the individual interactions, for example, the level of overall segregation resulting from tolerance levels of mixed neighbourhoods (Schelling, 1971), or the market price from locally traded good (Epstein and Axtell, 1996).

ABM can be used to better understand complex systems that involve emergent phenomena, feedback loops, tipping points and path dependencies, which are often at the heart of the problem of attributing causality in real-world scenarios (Edmonds et al., 2019). The way ABM does this is by representing the mechanisms which generate those phenomena based on our best available understanding of the theory. By experimenting in silico with different parameter settings, e.g. tolerance levels, levels of supply of a good, the user can develop an understanding of the link between initial settings and macro outcomes, and therefore of causal narratives and their plausibility. Exploring the parameter space allows us to reason backwards, from an outcome to the set of input parameters that most likely lead to this particular outcome. This paper advocates an application of ABM that is at the same time modest, in that the ABM plays a small role within a larger empirical evaluation project and novel, in that ABM is used to support Bayesian Updating by using in silico experimentation to generate frequencies to inform prior probabilities.

The TELL ME ABM

The model used here is an epidemiological model of a flu pandemic, investigating preventive behaviours and their influence on the course of the pandemic. It is a simplified version of the TELL ME model of communication about influenza (Badham and Gilbert, 2015), which was designed with epidemiology and communication experts from academic and policy making realms. This version (Badham, 2019, model version 3) has the communication elements removed but otherwise uses the same decision rules and empirically derived
parameters as the full TELL ME model. The model comprises two interacting layers (Figure 2). One layer consists of simulated individuals that perceive their situation and make decisions about whether to adopt protective behaviour. For this example, the protective behaviour is assumed to be vaccination, but the behaviour is generic and could be reducing contacts or improving hand hygiene.

This behaviour is founded on a hybrid psychological model that includes attitudes, subjective norms and perceived threat as the key mechanisms in vaccination decisions. Each time step, each simulated person calculates a weighted average of their own attitude to vaccination (a value between 0 and 1), the proportion of nearby people who have adopted the behaviour (a proxy for norms) and a threat score. The threat score is the discounted cumulative local incidence of influenza; it increases as new cases occur and the contribution of previous cases decreases over time. Therefore, the threat score is high near the epidemic frontier and lower elsewhere. If the weighted average of these components exceeds some threshold (set at 0.4 for this study), the person seeks vaccination, which is assumed to be available.

The other layer is a spatial epidemic simulation. Standard epidemiological mathematical equations (Keeling and Rohani 2008) are used to estimate the number of newly infected people in a region in the next time step, based on the existing number of infected and susceptible people and a travel parameter that allows the epidemic to spread.

The epidemic layer influences the behaviour layer through the threat score, which keeps track of the number of infections. In the other direction, the adoption of protective behaviour by the individuals in a region affects the spread of the epidemic in that region. See Figure 2 for an outline of the mechanisms in the model.

We selected this model for its simplicity and therefore suitability to demonstrate how computer-based simulation can be used to support Bayesian updating by providing in silico frequencies to inform the prior probabilities. It is not intended to be a realistic representation of people’s behaviour in an epidemic. Despite its simplicity, however, the model displays all the features of a complex system that make causal attribution difficult in evaluation. Individual decisions are influenced by personal characteristics (attitude) and social pressures
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The proportion of people nearby already vaccinated. The combined vaccination decisions of individuals affect the macro phenomenon of the epidemic spread and those decisions also respond to this macro phenomenon (through the threat score).

Estimating Bayes probabilities using the TELL ME model

Let us imagine that an epidemic has occurred for which a vaccine was available. We can collect data to estimate the number of people who were ever infected. Using that information (and assuming our behaviour model is correct), we can estimate the efficacy of vaccination using the frequencies generated in simulation experiments. We are comparing three hypotheses about how well the vaccine protects, efficacy values of 0.8, 0.9, and 1.0. These values can be interpreted as standard, improved and ideal vaccine efficacy levels. To demonstrate how the combination of the simplified TELL ME model and Bayesian Updating can help adjudicate among different claims, we showcase how the formula values would be calculated and confidence updated for observed values of the final proportion of infected population. Note that the ABM is seen as an additional tool to this estimation rather than a replacement to expert estimation. It can be seen as an in silico generation of proxy frequencies that are not otherwise obtainable in single case analyses.

Setting the model to represent these three hypotheses, we have three different but overlapping probability distributions of the final proportion of population ever infected (see Figure 3), with expected values of respectively, 0.33, 0.30, and 0.27. If the final proportion of ever infected population is higher than 0.33, we know with certainty that efficacy is 0.8 or lower. If it is lower than 0.26, we know with certainty that efficacy is 1.0. However, if the observed value of the infected population is between 0.26 and 0.33, there is some uncertainty as to the efficacy value. If it is in the range 0.26 to 0.275, efficacy could be either 0.9 or 1.0 (the overlap or intersection of the two distributions and excluding the distribution for efficacy of 0.8); if it is in the range 0.31 to 0.33, efficacy could be either 0.8 or 0.9. Finally, for values between 0.275 and 0.31, each of the three hypotheses is a possibility.

Figure 3. The proportion of the population ever infected under three parameter combinations. We have non-reversible protective behaviour (i.e. a vaccine) with vaccine efficacy of 0.8, 0.9 or 1. The outcome distribution of all experiments is displayed (light grey), highlighting the distribution associated with a specific efficacy parameter (dark grey).
We split the most uncertain interval of 0.275 to 0.31 into three sections (0.275-0.29; 0.29-0.30; and 0.30-0.31) and calculate the probability of observing values within those ranges and outside under the three hypotheses (Table 1). We then consider two sets of ranges to test the level of efficacy: in the first case we take \( \leq 0.29 \) as an indicator of ideal efficacy; between 0.29 and 0.30 as an indicator of improved efficacy, and \( > 0.30 \) as the best test for standard efficacy (Table 2). The central interval is relatively narrow here so we also consider alternative tests with a larger central interval of 0.275-0.31, the results of which are reported in Table 3.

Sensitivity is calculated by estimating the probability of observing an empirical proportion of infected population lower than a certain value under the assumption of ideal efficacy (efficacy = 1); higher than a certain value under the assumption of standard efficacy; and comprised within a range under the assumption of improved efficacy. Type I error is calculated by estimating the probability of observing an empirical proportion of infected population lower than a certain value under the assumption of improved or standard efficacy (the opposite of ideal), higher than a certain value under the assumption of either ideal or improved efficacy (the opposite of standard), and comprised within a range under the assumption of either ideal or standard efficacy (the opposite of improved).

**Table 1.** Probabilities of observing given proportions of infected populations by levels of efficacy.

| Level of efficacy | Proportion of population ever infected | \( \leq 0.275 \) | \( >0.275 \) and \( \leq 0.29 \) | \( >0.29 \) and \( \leq 0.30 \) | \( >0.30 \) and \( \leq 0.31 \) | \( >0.31 \) |
|-------------------|---------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Ideal 1.0         | \( 0.53 \)                             | 0.30            | 0.13            | 0.04            | 0               |
| Improved 0.9      | \( 0.09 \)                             | 0.27            | 0.26            | 0.24            | 0.14            |
| Standard 0.8      | 0                                     | 0.02            | 0.01            | 0.03            | 0.94            |

**Table 2.** Extracting the posteriors for Bayesian Updating with the priors all set at 0.33 and a narrow central interval.

| Level of efficacy | Posterior after observation of evidence | Sensitivity | Type I error | Likelihood ratio | Posterior-prior |
|-------------------|----------------------------------------|-------------|-------------|-----------------|-----------------|
| Ideal 1.0 \( (\text{prior} = 0.33) \) | Infected population \( \leq 0.29 \), posterior = 0.68 | 0.83 | 0.19 | 4.37 | 0.68 |
| Improved 0.9 \( (\text{prior} = 0.33) \) | I.P. \( 0.29 < p \leq 0.30 \), posterior = 0.65 | 0.26 | 0.07 | 3.71 | 0.65 |
| Standard 0.8 \( (\text{prior} = 0.33) \) | I.P. \( > 0.30 \), posterior = 0.69 | 0.97 | 0.21 | 4.62 | 0.69 |

**Table 3.** Extracting the posteriors for Bayesian Updating with the priors all set at 0.33 and a larger central interval.

| Level of efficacy | Posterior after observation of evidence | Sensitivity | Type I error | Likelihood ratio | Posterior-prior |
|-------------------|----------------------------------------|-------------|-------------|-----------------|-----------------|
| Ideal 1.0 \( (\text{prior} = 0.33) \) | Infected population \( \leq 0.275 \), posterior = 0.84 | 0.53 | 0.05 | 10.60 | 0.84 |
| Improved 0.9 \( (\text{prior} = 0.33) \) | I.P. \( 0.275 < p \leq 0.31 \), posterior = 0.58 | 0.77 | 0.27 | 2.85 | 0.58 |
| Standard 0.8 \( (\text{prior} = 0.33) \) | I.P. \( > 0.31 \), posterior = 0.87 | 0.94 | 0.07 | 13.43 | 0.87 |
The posterior values represent our updated (from a prior of 0.33) confidence that (1) efficacy is ideal if we observe a proportion of infected population lower than a certain value; that efficacy is standard if we observe a proportion of infected population higher than a certain value; and that efficacy is improved if we observe a proportion of infected population falling within a specific range.

Notice how the second set of tests is stronger at the extremes in terms of probative value than the first set of tests (final column, Table 3 compared to Table 2), because our confidence is raised to 0.84 and 0.87 instead of 0.68 and 0.69. However, for the improved value of efficacy, the first set of tests is slightly preferable, raising confidence to 0.65 instead of 0.58. This is understandable since the second set of tests has narrower intervals at the extremes, and the first set has a narrower central range: the narrower the test range, the higher its specificity and hence its confirmatory power.

The probative value of the two sets of tests is also expressed through the likelihood ratio: these confirm the superiority of the second set at the extremes (10.60 and 13.43 instead of 4.37 and 4.62) and of the first set for the central hypothesis and values (3.71 vs 2.85).

**Conclusion**

This paper aimed at contributing to the debate around what constitutes credible evidence in TBE, which has practical implications for decision-makers and for the use of evaluations. Building on the idea that TBE should be ‘diagnostic’ and should draw on Bayesian logic, we presented a way of supporting the Bayesian logic of Diagnostic Theory-Based evaluation with simulation data. There are two main ways of estimating the probabilities required by the Bayes formula: empirical frequencies and/or expert opinion. Computer-based simulation is a ‘third way’, which can be used to generate artificial data informing the association between particular outcomes and theories. Simulation provides a sophisticated way of combining objective and subjective understanding of the causal narrative. By simulating assumptions of mechanisms and relationships *in silico*, the method provides estimates for the sensitivity and Type I error of a piece of evidence for a particular hypothesis.

This demonstration used a simplified ABM of vaccination in an influenza pandemic (Badham and Gilbert, 2015), reasoning backward from the number of people infected in the course of the epidemic to the efficacy of vaccination. The population outcomes were divided into low, medium and high infected proportions to calculate the sensitivity and Type I error for three levels of efficacy. Calculations were executed with two different sets of intervals, one with a narrow middle interval, one with a wider one. The first set was discovered to be preferable – or ‘stronger’ in terms of probative value – for improved efficacy, while the second set was stronger for standard and ideal efficacy. In summary, if an evaluator was confronted with a given value of infected population, this method could be used to infer the vaccination efficacy with a given level of confidence.

The example model is intentionally simple as its main purpose is pedagogical: our aim was to provide proof-of-concept that simulated data can be used to estimate probabilities that change our confidence that certain theories or hypotheses are true (or false). When transported to the world of real-life evaluations, complications might arise as theories might be more complex or complicated. Such complications, however, would not result from applying Bayesian logic to the model, but from taking account of complex realities just like any other TBE would do. We therefore do not believe that, in itself, the approach would compromise the feasibility of evaluations. In other
words, if we were trying to formulate a Theory of Change with an ABM, the difficulties we would encounter are related to the model’s creation, usability, and representativeness; not to the fact that we would use it to estimate Bayesian probabilities. If the model is low quality, then this endeavour would also suffer as the utility of the simulation output would depend on the quality of the theoretical representation; but this is true for all methods and in particular, for all ways of formulating theories of change, be it in Context Mechanism Outcome form, as a causal process mechanism, or as a contribution story mapping sequences of intermediate outcomes.

The purpose of this paper was to expand options for supporting probability estimation in Bayesian Updating. We used a proof-of-concept demonstration of how an ABM can be used to generate frequency distributions in silico. While we used an ABM, any model that can produce artificial data with probabilistic outcomes (like microsimulation or discrete event simulation) would also be suitable. When working with explicit numerical estimates, computer-based simulation with its ability to represent theoretical assumptions and explanations of how systems operate, offers a much-needed expansion opportunity to the Bayesian evaluator’s toolkit.
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Note
1. A detailed account of what to expect in each step, as well as practical suggestions on how to overcome the typical challenges, is included in Befani (2020b).

References
Badham J (2010) A Compendium of Modelling Techniques. Integration Insights #12. Australian National University. Available at: http://epubs.surrey.ac.uk/771881/1/Badham%202010%20A%20compendium%20of%20modelling%20techniques%20integration-insight_12.pdf
Badham J (2019) Agent-based modelling for the self learner. Available at: http://research.criticalconnections.com.au/ABMBook/
Badham J and Gilbert N (2015) TELL ME design: Protective behaviour during an epidemic. CRESS Working Paper 2015:2, Centre for Research in Social Simulation, University of Surrey. Available at: http://cress.soc.surrey.ac.uk/web/publications/working-papers/tell-me-design-protective-behaviour-during-epidemic
Banks J, Carson JS and Nelson BL (1996) Discrete-Event System Simulation, 2nd edn. Upper Saddle River, NJ: Prentice Hall.
Befani B (2020a) Quality of quality: A diagnostic approach to qualitative evaluation. Evaluation 26(3): 333–349.
Befani B (2020b) Diagnostic evaluation and Bayesian Updating: Practical solutions to common problems. *Evaluation* 26(4): 499–515.

Befani B, D’Errico S, Booker F, et al. (2016) Clearing the fog: New tools for improving the credibility of impact claims. *Evaluation* 26(4): 499–515.

Befani B, Mayne J (2014) Process tracing and contribution analysis: A combined approach to generative causal inference for impact evaluation. *IDS Bulletin* 45(6): 17–36.

Befani B and O’Donnell M (2016) Choosing appropriate evaluation methods: A tool for assessment and selection. (BOND). Available at: https://www.bond.org.uk/resources/evaluation-methods-tool

Befani B and Stedman-Bryce G (2017) Process tracing and Bayesian Updating for impact evaluation. *Evaluation* 23(1): 42–60.

UK Department for Business, Environment and Industrial Strategy (BEIS) (2017) *Evaluation of the Transitional Arrangements for Demand-Side Response*. Phases 1 and 2. Available at: https://www.gov.uk/government/publications/evaluation-of-the-transitional-arrangements-for-demand-side-response-phase-3

Block RA and Harper DR (1991) Overconfidence in estimation: Testing the anchoring-and-adjustment hypothesis. *Organizational Behavior and Human Decision Processes* 49(2): 188–207.

Byrne D and Callaghan G (2013) *Complexity Theory and the Social Sciences: The State of the Art*. London: Routledge.

Cooke RM (1991) *Experts in Uncertainty: Opinion and Subjective Probability in Science*. New York and Oxford: Oxford University Press.

Edmonds B, LePage C, Bithell M, et al. (2019) Different modelling purposes. *Journal of Artificial Societies and Social Simulation* 22(3): 6.

EFSA (2014) Guidance on expert knowledge elicitation in food and feed safety risk assessment. *EFSA Journal* 12(6): 3734.

Epstein JM and Axtell R (1996) *Growing Artificial Societies: Social Science from the Bottom Up*. Brookings Institution Press. MIT Press.

Fairfield T and Charman A (2017) Explicit Bayesian analysis for process tracing: Guidelines, opportunities, and caveats. *Political Analysis* 25(3): 363–380.

Gilbert N (2008) *Agent-Based Models (Quantitative Applications in the Social Sciences 153)*. London: SAGE.

Howson C and Urbach P (2006) *Scientific Reasoning: The Bayesian Approach*. Chicago, IL: Open Court Publishing.

Keeling MJ and Rohani P (2008) *Modeling Infectious Diseases in Humans and Animals*. Princeton, NJ: Princeton University Press.

Kelly RA, Jakeman AJ, Barreteau O, et al. (2013) Selecting among five common modelling approaches for integrated environmental assessment and management. *Environmental Modelling & Software* 47: 159–181.

Mayne J (2012) Contribution analysis: Coming of age? *Evaluation* 18(3): 270–280.

Mitton L, Sutherland H and Weeks M (2000) *Microsimulation Modelling for Policy Analysis: Challenges and Innovations*. Cambridge: Cambridge University Press.

Oakley JE and O’Hagan A (2016) *SHELF: The Sheffield Elicitation Framework (Version 3.0)*. Sheffield: School of Mathematics and Statistics, University of Sheffield, UK. Available at: http://tonyohagan.co.uk/shelf

Page SE (2018) *The Model Thinker: What You Need to Know to Make Data Work for You*. New York: Hachette.

Schelling TC (1971) Dynamic models of segregation. *Journal of Mathematical Sociology* 1(2): 143–186.

Sterman J (2000) *Business Dynamics: Systems Thinking and Modeling for a Complex World*. Boston, CA: Irwin/McGraw-Hill.
Stern E, Stame N, Mayne J, et al. (2012) *Broadening the Range of Designs and Methods for Impact Evaluations*. London: Department for International Development (DFID).

**Barbara Befani** has been developing evaluation methods for 15 years. In particular, innovative, rigorous, and appropriate methods to assess impact, like Bayesian Updating/Process Tracing and QCA.

**Corinna Elsenbroich** is a Senior Lecturer in Sociology. Her research interests are in computational and complexity social science, in particular methods development for understanding causality.

**Jennifer Badham** uses computational methods to understand the ways in which individual behaviour, social structure and social phenomena mutually influence and constrain each other.