Multidimensional Plasma Wake Excitation in the Non-linear Blowout Regime

J. Vieira¹, R.A. Fonseca¹,² and L.O. Silva¹
¹GoLP/Instituto de Plasmas e Fusão Nuclear, Instituto Superior Técnico, Universidade de Lisboa, Lisbon, Portugal
²DCTI/ISCTE Lisbon University Institute, Lisbon, Portugal

Abstract
Plasma accelerators can sustain very high acceleration gradients. They are promising candidates for future generations of particle accelerators for several scientific, medical and technological applications. Current plasma-based acceleration experiments operate in the relativistic regime, where the plasma response is strongly non-linear. We outline some of the key properties of wakefield excitation in these regimes. We outline a multidimensional theory for the excitation of plasma wakefields in connection with current experiments. We then use these results and provide design guidelines for the choice of laser and plasma parameters ensuring a stable laser wakefield accelerator that maximizes the quality of the accelerated electrons. We also discuss the role of structured laser pulse drivers to circumvent and expand the current limits of laser plasma accelerators.
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1 Introduction
In their seminal work published more than 30 years ago [1], Toshiki Tajima and John Dawson proposed the concept of the laser wakefield accelerator. Through theoretical calculations and computer simulations they showed that the radiation pressure of an intense laser pulse could drive large-amplitude plasma waves with a phase velocity identical to the group velocity of the laser driver, and characterized by large accelerating electric fields. These electric fields could then accelerate electrons to high energies in very short distances when compared with conventional accelerating devices. This work initiated research efforts that have also motivated the construction of some of the most powerful lasers available today [2].

Laser wakefield accelerators can be thought as energy transformers, converting the energy from the laser driver to the energy of plasma waves, and then converting the energy of the plasma waves to the accelerated particles. The laser acts on the plasma through the ponderomotive force, which expels particles from the regions where the laser fields are more intense to the regions of lower intensities. This force can also be interpreted as the radiation pressure that an intense laser exerts on background plasma electrons [3]. The displacement of background plasma electrons leads to large electrostatic fields due to the space-charge separation between the background plasma electrons and ions, which remain immobile. Typically, these plasma electrostatic fields scale with $E_0 [\text{V/cm}^{-3}] \simeq 0.96 \sqrt{n_0 [\text{cm}^{-3}]}$, where $n_0$ is the background plasma density. Thus, typical plasma densities of $n_0 \simeq 10^{18} \text{cm}^{-3}$ can lead to accelerating electric fields in excess of 1 GV cm$^{-1}$ [4].

In order to excite these very high accelerating fields, current experiments typically use tightly focused, high-intensity and ultra-short laser pulses with transverse spot sizes smaller than 100 $\mu$m, intensities above $I \sim 10^{18} \text{ W/cm}^2$ and pulse durations shorter than 100 fs. Lasers with these properties were not available when the laser wakefield accelerator was first proposed. Recently, however, with the
advances in laser technologies, these lasers started to become widely available for experiments. The first successful experiments capable of generating electron bunches with non-Maxwellian energy distributions were independently reported in 2004 by three experimental groups. These experiments [5–7] used \( \sim 1 \) J lasers, focused to transverse spot sizes of \( \sim 10 \) \( \mu \)m and compressed down to 30 fs. The lasers hit \( \sim 1 \) mm long gas jets producing plasmas with densities on the order of \( 10^{19} \) cm\(^{-3} \). After the gas jet, the experiments measured a \( \sim 10\% \) energy spread for 50–120 MeV electron bunches at distances ranging between 1 and 3 mm.

These experimental progresses took place even without the advanced theoretical and conceptual plasma-based acceleration framework that is currently available. The first theoretical and computational results for plasma wave excitation and electron acceleration were obtained in the one-dimensional (1D) limit, because the equations can be solved exactly in this limit. The 1D limit, however, presents fundamental limitations that are inherent to the reduced dimensionality. For instance, the motion of free plasma electron oscillations in one dimension is well described by an harmonic oscillator. In multidimensions, however, the plasma single electron trajectories are described by an anharmonic oscillator even for low-amplitude plasma waves [8]. As a result, the period of the oscillations depends on their amplitude of oscillation. Thus, in one dimension, if the background plasma electron flow is laminar during the first plasma oscillation it will remain laminar. On the contrary, the electron flow will inevitably become turbulent in multidimensions [8].

The electromagnetic structure of the plasma wakefield depends mainly on the amplitude of the plasma electron oscillations. Current plasma-based acceleration experiments operate in strongly non-linear regimes, for which the amplitude of the plasma electron radial displacement is much larger than its initial radial position. In this regime, plasma electron trajectories become non-laminar before the end of the first plasma oscillation leading to plasma wave-breaking [9, 10]. Although simplified analytical models exist to describe the structure of the wakefield, the full electromagnetic field structure of the plasma wave can only be captured through numerical simulations. Simulations have then been used to plan and to predict the experimental results, which is also essential to develop and confirm the predictions of the analytical models.

There are several numerical models that can describe plasma acceleration computationally, each employing different approximations. One of the most successful techniques is the particle-in-cell (PIC) method [11, 12]. In PIC codes, space is discretized into a grid that stores electric and magnetic fields. Each grid cell contains simulation macro-particles, each representing an ensemble of real electrons. It is then possible to advance the particles positions and momenta using the Lorentz force equation by interpolating the fields at the particles positions. Current densities, which are defined at the edges of the grid, are used to advance the fields through a set of discretized Maxwell’s equations. As a result, PIC modelling retains the kinetic nature of the plasma dynamics, and can be employed to describe the plasma even in turbulent regimes where the flow of the plasma electrons is non-laminar.

There are several categories of PIC codes depending on the physics they retain/neglect. Reduced PIC codes use reduced versions of the Lorentz force (e.g., by neglecting relativistic effects), or reduced sets of Maxwell’s equations (e.g., by neglecting magnetic fields). In spite of not retaining the full physics, these codes are typically very computationally effective, and allow for fast turn around simulation times when compared with full PIC codes. Full PIC codes employ almost no physical approximations. Particles advance under the relativistic Lorentz force, and the fields are updated with the full set of Maxwell’s equations. Full PIC simulations are well suited to describe plasma accelerators in strongly non-linear regimes, but they are very computationally expensive, requiring the use of large super-computers. In order to optimize available computational infrastructures, and in order to better assist experimental design and interpretation, PIC algorithms have also seen significant advances. The most efficient PIC algorithms can currently achieve very high computing efficiencies from a few thousands up to more than a million cpu-cores [13]. One of the largest laser wakefield acceleration (LWFA) simulations successfully ran in more than 200,000 cores, and enabled the simulation of fine details regarding the acceleration process,
while reaching petascale sustainable performance in a production run [13].

Here we will review some of the key advances regarding wake excitation in the linear and the non-linear regimes, in one dimension and in multidimensions, complementing the analytical results with PIC simulation results. In Section 2 we will describe a theory for linear and non-linear plasma wave excitation in one-dimension, and also discuss the physics of beam loading in one dimension. In Section 3 we will derive a phenomenological theory for multidimensional, non-linear plasma waves, capable of describing current experiments. We will then derive an analytical theory for the blowout regime in Section 4 that predicts the full electromagnetic structure of the plasma wave. In Section 5 we will use the theoretical framework derived in Section 4 in order to explore the physics of beam loading in the blowout regime. We also discuss the role of structured laser pulses to expand plasma accelerators beyond current possibilities in Sec. 6 and in Section 7 we present the conclusions.

2 Non-linear plasma waves in the 1D limit

In order to introduce the key physical mechanisms of plasma acceleration, we will first explore the self-consistent generation of plasma waves by a laser pulse in non-weakly relativistic or linear regimes and in the 1D limit.

2.1 Relativistic fluid and Maxwell’s equations in weakly relativistic regimes

In order to explore the dynamics in one dimension we consider the limit of wide laser pulses, with transverse spot-sizes much wider than the plasma wavelength. In addition, we will also consider the excitation of linear plasma waves characterized by small density perturbations when compared to the background plasma density. This excitation regime of the plasma waves, usually characterized by sinusoidal plasma density and electric field oscillations, corresponds to the so-called weakly relativistic or linear regime. Our starting point are Maxwell’s equations written in the Coulomb gauge for the laser vector potential $A$, which read

$$\frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} + \nabla \times \nabla \times A = \frac{4\pi}{c} J - \frac{1}{c} \frac{\partial \phi}{\partial t},$$

where $\phi$ is the scalar (electrostatic) potential and $c$ the speed of light. In addition, $n$ is the local plasma density and $v$ is the local plasma fluid velocity.

We can rewrite Eq. (1) in the direction of polarisation of a linearly polarized laser pulse. We then assume that the laser is polarized in $y$ and propagates in $x$. The source term for Eq. (1) is the transverse plasma current driven by the laser fields, $J_y$. In order to determine $J_y$, we assume that the plasma ions remain fixed during the interaction. This is a valid approximation because the mass of background plasma ions ($m_i$) is much higher than the electron mass $m_e$. Thus, plasma ions barely move during a plasma electron oscillation. The plasma currents are then only due to the motion of plasma electrons. Conservation of canonical momentum for the plasma electrons in the $y$ direction, assumed to be initially at rest, implies that $p_y = e A_y / (m_e c^2)$, where $p_y$ is the electron momentum in the $y$ direction, and where $e$ and $m_e$ are the electron charge and mass, respectively. Since $p_y = v_y \gamma$, the transverse plasma current driven by the laser is simply given by $J_y = n v_y = n p_y / \gamma = n A_y / (m_e c \gamma)$. In the former expression, $\gamma$ is the relativistic factor and $v_y$ is the electron velocity in the $y$ direction. Using this expression for $J_y$, Eq. (1) then becomes

$$\frac{1}{c^2} \frac{\partial^2 A_y}{\partial t^2} + \frac{\partial^2 A_y}{\partial x^2} = \frac{4\pi}{c} J_y - \frac{1}{c} \frac{\partial \phi}{\partial t} = -\frac{4\pi e^2}{m_e c^2} \frac{n}{\gamma} A_y,$$

where we have used the fact that in one dimension $\partial \phi / \partial y = 0$. We note that the conservation of canonical momentum is strictly valid for the case of plane electromagnetic waves. Thus, although valid exactly in 1D geometries, the conservation of canonical momentum does not hold exactly in multidimensions when the laser pulse has a finite transverse spot-size.
In order to further evaluate Eq. (2), we need to find an expression for the relativistic \( \gamma \) factor involving only known quantities. The relativistic factor \( \gamma \) of plasma electrons is given by

\[
\gamma = \sqrt{1 + \frac{p_x^2}{m_e^2 c^2} + \frac{p_y^2}{m_e^2 c^2} + \frac{p_z^2}{m_e^2 c^2}},
\]

(3)

where \( p_x \) is the longitudinal electron momentum (in the \( x \) direction) and where \( p_z \) is the transverse electron momentum in \( z \). Although plasma electrons can have transverse velocities in \( y \) and in \( z \) (as long as the laser has electric field components in \( y \) or in \( z \)), the motion of plasma electrons is only along \( x \) in one-dimension. Since we have assumed that the laser is polarized in \( y \), only \( v_y \neq 0 \).

As with Eq. (2), we can rewrite the relativistic factor given by Eq. (3) using conservation of canonical momentum in \( y \). Hence, since the laser is polarized in \( y \), \( p_y/(m_e c) = e A_y/(m_e c^2) \) and \( p_z = 0 \). Here it is worth noting that \( p_y/(m_e c) = \gamma v_y \) is the proper electron velocity and that the quantity \( e A_y/(m_e c^2) = a_y \) is the normalized vector potential. Thus, the conservation of canonical momentum indicates that the normalized laser vector potential, \( a_y \), can be regarded as the momentum associated with the fast quiver motion of electrons on the laser fields. Therefore, the motion of the plasma electrons becomes relativistic when \( p_y/(m_e c) \approx a_y \gtrsim 1 \), and remains non- or weakly-relativistic for \( a_y \ll 1 \).

Equation (4) can then be simplified by expanding the relativistic factor for small \( p_x/m_e c \ll 1 \) and small \( a_y \ll 1 \), yielding

\[
\gamma = \sqrt{1 + \frac{p_x^2}{m_e^2 c^2} + \frac{e^2 A_y^2}{m_e^2 c^4}} \approx 1 + \frac{1}{2} \frac{p_x^2}{m_e^2 c^2} + \frac{1}{2} \frac{e^2 A_y^2}{m_e^2 c^4}.
\]

(4)

We can hence write the \( 1/\gamma \) factor appearing in the wave equation Eq. (2) as

\[
\frac{1}{\gamma} \approx 1 - \frac{1}{2} \frac{e^2 A_y^2}{m_e^2 c^4} - \frac{1}{2} \frac{p_x^2}{m_e^2 c^2},
\]

(5)

which after being inserted into the simplified wave Eq. (2) gives

\[
\frac{1}{c^2} \frac{\partial^2 A_y}{\partial t^2} + \frac{\partial^2 A_y}{\partial x^2} \approx \frac{4 \pi e^2}{m_e c^2 n} \left(1 - \frac{1}{2} \frac{p_x^2}{m_e^2 c^2} - \frac{1}{2} \frac{e^2 A_y^2}{m_e^2 c^4}\right) A_y.
\]

(6)

We can further simplify Eq. (6) by using the following ordering to obtain the 1D laser wave equation valid in non/weakly relativistic regimes, which we will confirm \textit{a posteriori}:

\[
\mathcal{O} \left( \frac{p_x}{m_e c} \right) \sim \mathcal{O} \left( \frac{e^2 A_y^2}{m_e^2 c^4} \right) \sim \mathcal{O} \left( 1 - \frac{\delta n}{n_0} \right) \ll 1,
\]

(7)

where the plasma electron density perturbations are defined according to \( n = n_0 + \delta n \), where \( n_0 \) is the background plasma density and \( \delta n \) is a small perturbation. As a result, the wave equation Eq. (7) reduces to

\[
\frac{1}{c^2} \frac{\partial^2 A_y}{\partial t^2} + \frac{\partial^2 A_y}{\partial x^2} \approx -\frac{\omega_{ph}^2}{c^2} \left(1 + \frac{\delta n}{n_0} - \frac{1}{2} \frac{e^2 A_y^2}{m_e^2 c^4}\right) A_y.
\]

(8)

Equation (8) has two unknowns, \( A_y \) and \( \delta n \). In order to close the model we now need an equation for \( \delta n \). In order to determine an expression for \( \delta n \), we consider the linearized continuity equation for the plasma electrons and its time derivative, which read

\[
\frac{\partial \delta n}{\partial t} + n_0 \nabla \cdot (\delta \mathbf{v}) = 0 \Rightarrow \frac{\partial^2 \delta n}{\partial t^2} + n_0 \nabla \cdot \frac{\partial \mathbf{v}}{\partial t} = 0,
\]

(9)
where $v \ll c$ is given by the Lorentz force equation for non/weakly relativistic regimes

$$\frac{\partial v}{\partial t} = -\frac{e}{m_e} E - \frac{e^2}{2 m_e^2 c^4} \nabla \left( 1 + \frac{e^2 A_y^2}{2 m_e^2 c^4} \right),$$  \tag{10}$$

where $E$ is the electric field and where the second term on the right-hand side of Eq. (10) is the laser ponderomotive force. Equation (10) neglects the magnetic field force component, a valid assumption because $v \ll c$. Note that we have assumed that $\gamma = 1$ in Eq. (10). Inclusion of the higher order terms of Eq. (4) for the relativistic factor of plasma electrons in Eq. (10) would also lead to higher order relativistic corrections to the Lorentz force. Taking the divergence of Eq. (10), inserting the resulting expression into the continuity equation and using Gauss’s law $\nabla \cdot E \simeq \delta n$ then gives

$$\left( \frac{\partial^2}{\partial t^2} + \omega_p^2 \right) \frac{\delta n}{n_0} = \frac{1}{2} \frac{e^2}{m_e^2 c^2} \nabla A_y^2,$$  \tag{11}$$

Equation (11) closes the 1D model for the self-consistent laser-plasma interaction valid in non/weakly relativistic regimes and in one dimension. We note that Eq. (11) confirms the ordering given by Eq. (7) in that $O(\delta n/n_0) \simeq O(A_y^2)$. Equation (11) is a forced harmonic oscillator excited by the laser radiation pressure (ponderomotive force). The laser expels electrons from regions of maximum laser intensity to regions of lower laser intensity. Background plasma ions provide a restoring force that attracts plasma electrons back to their initial positions. The generation of plasma waves in one dimension then occurs as follows: the laser starts by pushing plasma electrons forward. Since the ions remain fixed, a space charge electrostatic field develops, pushing the plasma electrons back to their original position. When they return to their original longitudinal position, the plasma electrons have a longitudinal backward velocity. They will then continue to move backwards with respect to their initial positions. A space charge force due to the background plasma ions forms again, pulling the plasma electrons forwards. This forms a plasma oscillation. The natural frequency of oscillation is the plasma frequency $\omega_p$.

### 2.2 1D wakefield excitation by ultra-short lasers in non-linear regimes

After having introduced the excitation of plasma waves in weakly relativistic regimes, we now generalize the 1D model given by Eqs. (8) and (11) to the relativistic and strongly non-linear regimes in the limit of short lasers compared with the plasma period.

It is useful to include dimensionless quantities. Plasma electric fields are then normalized to the cold wave-breaking limit ($E_{wb}$). The cold wave-breaking limit corresponds to the maximum amplitude that a plasma wave supports in 1D limit and in the non-relativistic regime. Magnetic fields are normalized to the cold wave-breaking limit multiplied by the speed of light $c$ ($B_0$), scalar and vector potentials normalized to the electron rest energy divided by the elementary charge ($\phi_0$), and space and time are normalized to the plasma skin depth ($d_0$) and inverse plasma frequency $t_0$, respectively. In addition, momentum is normalized to $m_e c$ and energy to $m_e c^2$. In practical units, dimensionless quantities are then expressed as

$$E_{wb} = \frac{m_e c \omega_p}{e} \simeq 5.64 \times 10^4 \sqrt{n_0 [cm^{-2}]} \text{ V/cm},$$  \tag{12}$$

$$B_0 = \frac{m_e c^2 \omega_p}{e} \simeq 32 \sqrt{n_0 [10^{16} \text{ cm}^{-3}]} \text{ T},$$  \tag{13}$$

$$\phi_0 \simeq A_0 = \frac{m_e c^2}{e} \simeq \frac{0.511 [\text{MeV}]}{e},$$  \tag{14}$$

$$d_0 \simeq \frac{1}{k_p} \simeq \frac{5.32 \mu m}{\sqrt{n_0 [10^{18} \text{ cm}^{-3}]}},$$  \tag{15}$$

$$t_0 \simeq \frac{1}{\omega_p} \simeq \frac{17 \text{ fs}}{\sqrt{n_0 [10^{18} \text{ cm}^{-3}]}},$$  \tag{16}$$
Our starting point is the master equation for the momenta of plasma electrons \[14\],\[15\]:

\[
\frac{\partial^2 \mathbf{p}}{\partial t^2} + c^2 \nabla \times \nabla \times \mathbf{p} = - \left[ \omega_p^2 + \frac{1}{m_e} \nabla \cdot \left( \frac{\partial \mathbf{p}}{\partial t} + m_e c^2 \nabla \gamma \right) \right] \mathbf{p} \gamma - m_e c^2 \frac{\partial \nabla \gamma}{\partial t}. \tag{17}
\]

For a linearly polarized laser in \( y \), and for plasma motion in \( x \), the relevant components of Eq. (17) are in \((x,y)\) and read

\[
\frac{\partial^2 p_x}{\partial \psi^2} + \left( 1 + \frac{\partial^2}{\partial \psi^2} + \frac{\partial^2}{\partial \tau^2} \right) \frac{p_x}{\gamma} + \frac{\partial^2}{\partial \tau \partial \psi} \gamma = 0, \tag{18}
\]

\[
\frac{\partial^2 p_y}{\partial \psi^2} - \frac{\partial^2}{\partial \psi \partial \tau} \gamma = 0. \tag{19}
\]

Since we are interested in the laser and plasma dynamics in the region that moves with the laser pulse we will also adopt the speed of light variables. This is a Galilean coordinate transformation to a frame that moves with the laser at \( c \). We then transform time and space according to

\[
\psi = ct - x, \tag{20}
\]

\[
\tau = x/c, \tag{21}
\]

where \( \psi \) is a measure of the distance to the front of the laser and \( \tau \) the time (or distance if multiplied by \( c \)) travelled by the laser pulse. The speed of light variables allow for the separation of the fast spatial scales associated with the variations in \( \psi \) and that occur at the plasma wavelength \( \lambda_p \), from the slow laser temporal evolution associated with variations in \( \tau \) and that scale with \( \omega_0/\omega_p \gg 1 \). The latter scaling can be understood by noting that the Rayleigh length \( k_p \lambda_p \), which defines the typical time (distance) for the laser pulse to evolve, is proportional to \( \omega_0/\omega_p \). In typical laser wakefield acceleration scenarios, where the plasma is transparent to the laser, \( k_p \lambda_p \propto \omega_0/\omega_p \gg 1 \). Hence, \( \partial_x \sim \omega_p/\omega_0 \ll \partial_\psi \sim 1/\lambda_p \). We can therefore neglect \( \partial_\tau \) in comparison to \( \partial_\psi \). This is also referred to as the Quasi-Static Approximation (QSA) \[16\]. The QSA is valid as long as the laser pulse envelope does not evolve in the time it takes for an electron to go across the laser pulse. Under the QSA, the master equation components in \( x \) and in \( y \) are given by Eqs. (18) and (19) become

\[
\frac{\partial^2 p_x}{\partial \psi^2} + \frac{p_x}{\gamma} \left( 1 - \frac{\partial^2}{\partial \psi^2} + \frac{\partial^2}{\partial \tau^2} \right) - \frac{\partial^2}{\partial \tau \partial \psi} \gamma \simeq 0, \tag{22}
\]

\[
2 \frac{\partial^2 p_y}{\partial \psi \partial \tau} + \frac{p_y}{\gamma} \left( 1 + \frac{\partial^2}{\partial \psi^2} + \frac{\partial^2}{\partial \tau^2} \right) \simeq 0. \tag{23}
\]

Defining \( \gamma - p_x = \chi \), we then arrive at the following simplified set of equations describing the coupled laser-plasma evolution and that can be used to describe wakefield excitation even in strongly non-linear regimes in one dimension:

\[
\frac{p_x}{\gamma} \left( 1 - \frac{\partial^2}{\partial \psi^2} \right) - \frac{\partial^2}{\partial \tau \partial \psi} \gamma = 0, \tag{24}
\]

\[
2 \frac{\partial^2 p_y}{\partial \tau \partial \psi} + \frac{p_y}{\gamma} \left( 1 + \frac{\partial^2}{\partial \psi^2} \right) = 0. \tag{25}
\]

Equation (24) describes the wakefield evolution and Eq. (25) the evolution of the laser (recall that \( p_y = a_y \) due to the conservation of canonical momentum).

Equations (24) and (25) have three unknowns, \( p_y, p_x \) and \( \chi \). In order to close the model we therefore need an additional relation between these quantities. This relation can be found by integrating Euler’s equation. Since plasma waves are electrostatic in one dimension, Euler’s equation becomes

\[
\frac{dp_x}{dt} = -E_x = \frac{\partial \gamma}{\partial x} = \frac{\partial (\phi - \gamma)}{\partial x}, \tag{26}
\]
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where we have used $E_x = -\partial_x \phi$ in Eq. (26). Recasting Eq. (26) into the speed of light variables gives

$$- \frac{\partial}{\partial \psi} (\gamma - p_x - \phi) = \frac{\partial}{\partial \tau} (\phi - \gamma) \simeq 0,$$

(27)

where we have used $\partial_\tau \simeq 0$. As a result, for an electron initially at rest,

$$\chi = \gamma - p_x = 1 + \phi.$$

(28)

Using the constant of motion given by Eq. (28), we can now relate $p_x$, $p_y$ and $\chi$ according to the following expressions:

$$p_x = \frac{1 + p_y^2 - \chi^2}{2\chi},$$

(29)

$$\gamma = \frac{1 + p_y^2 + \chi^2}{2\chi}.$$

(30)

Equations (29) and (30) can be used to close the non-linear model for the excitation of plasma waves given by Eqs. (24) and (25) as in [16]:

$$\frac{\partial^2 \chi}{\partial \psi^2} = -\frac{1}{2} \left(1 - \frac{1 + p_y^2}{\chi^2}\right),$$

(31)

$$2 \frac{\partial^2 p_y}{\partial \tau \partial \psi} + \frac{p_y}{\chi} = 0,$$

(32)

where $p_y = a_y$ is due to the conservation of the canonical momentum. Equations (31) and (32) are a system of non-linear coupled equations that describe wake excitation by ultra-intense and ultra-short laser pulses, valid in one dimension. They can also be referred to as 1D quasi-static equations. Equation (31) describes wakefield excitation and Eq. (32) describes the laser evolution. The source term for the laser evolution is $1/\chi$, and it is possible to show that $\chi$ is closely related to the plasma susceptibility. This can be shown with the help of the constant of motion given by Eq. (28) and by considering the continuity equation, which reads:

$$\frac{\partial n}{\partial t} + \frac{\partial (nv_x)}{\partial z} = 0 \Rightarrow \frac{\partial [n (1 - v_x)]}{\partial \psi} = \frac{\partial n}{\partial \tau},$$

(33)

Under the QSA Eq. (33) can be integrated yielding $n(1 - v_x) = n_0$. It is now possible to recover the 1D linear wakefield excitation model given in the previous sub-section by assuming $p_y \ll 1$ and $\chi \sim 1$.

The quasi-static equations (31) and (32) may be integrated analytically for specific laser pulse shapes assuming that the laser pulse remains unchanged. For a square shaped laser profile for instance, it is possible to show that the maximum wake potential $\phi_{\text{max}}$ and maximum longitudinal momentum $p_{\text{max}}$ of a plasma electron are respectively given by [17]

$$\phi_{\text{max}} \simeq \gamma^2 - 1,$$

(34)

$$p_{\text{max}} \simeq \frac{\gamma^4 - 1}{2\gamma^2},$$

(35)

and that the maximum electric field of the plasma wave is

$$E_{\text{max}} \simeq \frac{\gamma^2 - 1}{\gamma}.$$

(36)

where $\gamma = \sqrt{1 + a_y^2}$. Equations (34), (35) and (36) show that higher intensity lasers lead to higher amplitude plasma waves with higher electron energy gain within the plasma wave. These equations
cannot be used to explore particle trapping of background plasma electrons in the plasma wave (self-injection) because the QSA would no longer be valid in this case. Particle trapping occurs when the velocity of the plasma electrons matches the phase velocity of the plasma wave, which corresponds to the laser group velocity. For lasers with sufficiently high intensity, the velocity of the plasma electrons can be larger than the laser group velocity at the back of the first plasma wave. This leads to plasma wave-breaking. In the fluid approach that we have taken, wave-breaking leads to a singularity in the plasma density. For very high electron velocities, $\gamma \approx p_x$, thus according to Eq. (28), $\phi \rightarrow -1$. Since $1/(1 + \phi) = 1/\xi = n/\gamma$, then, as $\phi \rightarrow -1$, $n \rightarrow \infty$. In a kinetic description, wave-breaking corresponds to the crossing of electron trajectories. In relativistic regimes, the wave-breaking electric field limit is $eE_{wb}/(me\omega_p^2) = \sqrt{2}\sqrt{\gamma \phi - 1}$, where $v_\phi$ is the wake phase velocity and $\gamma_\phi = 1/\sqrt{1 - v_\phi^2}$ is the corresponding relativistic factor.

Key properties of 1D plasma wakefields excited by a short laser pulse in strongly non-linear regimes are shown in Fig. 1. Figure 1 illustrates numerical solutions to the 1D QSA equations given by Eqs. (31) and (32). Figure 1(a) shows the envelope profile of the laser pulse. The electrostatic potential, shown in Fig. 1(b) is strongly non-linear, i.e. $\phi$ is not well described by sinusoidal oscillations at $\lambda_p$ containing additional high-order harmonics. In addition, the minimum $\phi$ approaches $\phi \rightarrow -1$, as predicted theoretically using the constant of motion. Another distinctive feature of non-linear wake excitation is illustrated in Fig. 1 which shows a typical sawtooth shape for the accelerating electric field. The plasma susceptibility, and thus the plasma density, also reach very high values at the end of the first plasma wave, where the longitudinal electron momentum is at a maximum, which is also consistent with the theoretical arguments provided in the previous paragraph.

**Fig. 1:** Wakefield generation by an intense laser beam driver in one dimension: (a) shows the envelope of the laser vector potential; (b) shows the plasma electrostatic potential; (c) shows the longitudinal (accelerating) electric field; and (d) shows the plasma susceptibility.

It is important to note that despite not being able to capture particle trapping in plasma waves, the QSA can be used to explore wakefield excitation and the acceleration of externally injected particle bunches in the plasma wave fields. The computational advantages of the QSA when compared to kinetic...
descriptions (such as the PIC method), have led to the development of reduced numerical models. These reduced models are used to predict the output of plasma-based experiments. Examples of such codes are QuickPIC [12], W AKE [18] and HiPACE [19].

2.3 Beam loading in the linear regime

In order to explore the acceleration of particle bunches to maximize the charge that can be accelerated and to minimize the final energy spreads, it is important to investigate how external charged particle bunches influence the wakefield structure. This research topic is typically called beam loading. The study of beam loading in plasma waves is thus important to shape the current profile of the particle bunches for maximizing the quality of the accelerated particles which is critical to potential applications. In this section, we will outline important results on the beam loading of electron bunches in one dimension and in the linear regime.

In Fig. 2 the optimal beam loading conditions in the linear regime and in one dimension are illustrated. Figure 2(a) shows a portion of the initial accelerating field driven by a laser pulse driver in the linear regime. Figure 2(b) shows the wakefield contribution driven by a witness electron bunch with a triangular shape. The resulting wakefield (Fig. 2(c)) shows that the acceleration gradient is constant throughout the entire witness bunch. The witness bunch then decreases the absolute value of the electric field in the beam region, thereby reducing the acceleration gradient. As a result, all beam electrons will accelerate with similar accelerating fields. This configuration then preserves the initial witness bunch energy spread, yielding a scenario of ideal beam loading.

Although a more refined beam loading theory can be derived in the linear regime for witness bunches with arbitrary shapes, we will adopt a simple model assuming a very short, uniform density witness bunch in comparison to the plasma wavelength.

We assume that the bunch density is \( n_b \). An estimate for the maximum number of particles \( N_0 \) that can be loaded into the wakefield in one dimension and in the linear regime can be found by assuming that the total electric field vanishes at the location of the beam. This condition leads to [20]

\[
N_0 = 5 \times 10^5 \left( \frac{n_b}{n_0} \right) \sqrt{n_0} A, \tag{37}
\]

where \( A \) is the area of the transverse bunch section and \( n_b \) is the trailing bunch density. The efficiency is 100\% if the total number of particles loaded into the wakefield matches Eq. (37). However, this comes at the expense of obtaining 100\% energy spread because the front of the beam accelerates at the maximum gradient, while the back of the beam does not accelerate. Since the energy gain \( \Delta \gamma \propto E_{\text{accel}} \) (where \( E_{\text{accel}} \) is the accelerating gradient) the final energy spread when the number of particles \( N \) in the bunch is lower than \( N_0 \) at:

\[
\frac{\Delta \gamma_{\text{max}} - \Delta \gamma_{\text{min}}}{\Delta \gamma_{\text{max}}} = \frac{E_i - E_f}{E_i} = \frac{N}{N_0}, \tag{38}
\]

where \( \Delta \gamma_{\text{max/min}} \) are the maximum/minimum energy gains by the bunch particles and \( E_i/f \) are the accelerating electric fields at the front/behind of the accelerating bunch. Equation (38) illustrates the trade-off between number of accelerated particles and final energy spread. Hence, maximizing the accelerated charge also maximizes the energy spread and vice versa.

Another key feature related with beam loading is the fraction of the energy absorbed by the trailing particle bunch in the wakefield. Since the energy of the wakefield scales with \( \propto E_{\text{accel}}^2 \), the fraction of energy absorbed by the witness particle bunch is \( 1 - E_f^2 / E_i^2 \). Using Eq. (38), \( E_f = E_i(1 - N/N_0) \). Thus, the energy conversion efficiency from the wakefield to a trailing bunch of particles is

\[
\eta_b = \frac{N}{N_0} \left( 2 - \frac{N}{N_0} \right). \tag{39}
\]
Equations (38) and (39) also illustrate the trade-off between the beam loading efficiency and the final bunch energy spread. Small energy spreads require smaller total beam charges which leads to lower energy conversion efficiencies. Higher energy conversion efficiencies however lead to higher energy spreads. Although these conclusions are generally valid, it is possible to derive conditions for optimal beam loading using shaped current density profiles, as Fig. 2 shows.

Fig. 2: Illustration of optimal beam loading conditions to minimize the energy spread of an energetic electron beam (dark triangle): (a) shows the accelerating gradient of a plasma wave driven by a laser pulse in the linear regime; (b) shows the accelerating wakefield driven by a witness electron bunch; and (c) shows the accelerating wakefield resulting from the combination (sum) of wakefield in (a) and in (b).

3 Strongly non-linear plasma waves in multidimensions: the blowout regime
The wakefield excitation models derived in the previous Section, valid in one dimension, are useful in describing laser wakefield accelerators qualitatively. However, because in typical experiments the
driver has transverse dimensions smaller or comparable to the plasma wavelength, the 1D theory cannot be employed to describe and predict the experimental outputs quantitatively. In typical experiments, the structure of the wakefields is inherently multidimensional. An accurate understanding of the experiments therefore requires the inclusion of multidimensional effects in both the theory and simulations.

Multidimensional plasma oscillations are intrinsically non-linear and anharmonic even for low-amplitude plasma waves \([8]\). The period of plasma electron oscillations then depends on their amplitude of oscillation. Although for low-amplitude plasma waves anharmonic effects can be neglected for the first few plasma waves, the cumulative phase shift between close electrons becomes substantial when the number of plasma oscillations increases. As a result, the trajectory of adjacent electrons will always cross in multidimensional plasma waves when close electrons become \(\pi/2\) out of phase. Trajectory crossing inevitably leads to wave-breaking, where the initial laminar electron flow becomes turbulent. This is in stark contrast with the 1D theory developed in the previous sections where the flow remains laminar as long as it is laminar during the first plasma oscillations. When trajectory crossing occurs and the electron flow becomes turbulent, the plasma fluid equations used in the previous Section cease to be valid. The properties of the wakefield in these scenarios can only be captured by kinetic descriptions.

When the wakefield amplitude is large, sheath crossing can occur during the first plasma wave. Current experiments operate in this strongly non-linear regime. In this section, we will outline the derivation of a non-linear model for the wakefield excitation in strongly non-linear regimes and in multidimensions which is capable of describing and predicting experimental outputs.

Although we will focus the analysis on laser wakefield acceleration, general conclusions from this section are also valid for non-linear wakefields driven by electron beam drivers because the main properties of the wakefield in strongly non-linear regimes are nearly independent of the nature of the driver. Positron beams can also be used to drive strongly non-linear plasma waves and many of the findings outlined in this section may also be applicable to this case. However, we note that the wakefield generation process can differ significantly from that of lasers or electron bunches. While electron beams or laser pulses repel plasma electrons from the region of the driver, positrons attract plasma electrons towards the axis \([24]\).

Figure 3 shows a particle-in-cell OSIRIS \([11,13]\) simulation results of a strongly non-linear wakefield excitation in multidimensions driven by an intense electron bunch (Fig. 3(a)), laser pulse (Fig. 3(b)) and positron bunch (Fig. 3(c)). A distinctive signature corresponding to the excitation of strongly non-linear plasma waves in multidimensions is electron cavitation, i.e. the generation of a region void of plasma electrons. This regime is called the blowout \([21]\) or bubble regime \([23]\) when electrons (Fig. 3(a)) or laser pulse (Fig. 3(b)) drivers are employed, and suck-in regime when positron bunch drivers (Fig. 3(c)) are used \([24]\). Although the wakefields share many similarities, and the main properties of the wakefield are driver independent, Fig. 3 shows that finer details of the blowout region depends on the nature of the driver. Figures 3 also show electron bunches [in the second bucket in Fig. 3(a) and Fig. 3(c) and in the first and second buckets in Fig. 3(b)] in conditions to be accelerated by the plasma.

For the remainder of this report, we define the transverse size of the laser as the laser spot-size \(W_0\). The laser duration is \(\tau_L\). The peak vector potential \(a_0\) is related to the laser intensity through \(a_0 \simeq 0.8 (\lambda_0/1\mu\text{m}) \left[I/ (10^{18}\text{W cm}^{-2})\right]^{1/2}\), where \(\lambda_0 = 2\pi c/\omega_0\) is the central laser wavelength and \(\omega_0\) is the central laser frequency.

When an intense laser or electron bunch driver propagates through a plasma it radially expels plasma electrons away at its passage (see Fig. 3). If the laser intensity (electron driver density) is sufficiently high, the driver expels nearly all plasma electrons away from the region in which the driver propagates. Electron trajectories cross and accumulate in a thin, high-density electron layer that surrounds an electron void. Ions remain stationary and push plasma electrons back to the axis after the driver has propagated a distance close to \(\sim \lambda_p\). At the back of the plasma wave, the shape of the thin electron layer resembles a sphere or a bubble.
Fig. 3: OSIRIS simulation results illustrating the generation of strongly non-linear plasma waves. The colours are proportional to the electron plasma density. The driver moves from left to right: (a) shows the wakefield driven by an ultra-relativistic particle beam driver; (b) shows the generation of wakefields driven by intense laser beams; and (c) shows the plasma density perturbation associated with a positron bunch driver.

At the back of the sphere, there are strong electron accelerating fields which can be sufficiently strong to capture a fraction of the background plasma electrons into the bubble (self-injection). These electrons can then be focused and accelerated to high energies in the focusing and accelerating fields of the bubble. In the laser wakefield accelerator, reaching these strongly non-linear regimes requires normalized laser vector potentials close to $a_0 \gtrsim 2$ for spot-sizes ($W_0$) of a few skin-depths. In the plasma (beam driven) wakefield accelerator, the blowout regime requires that particle bunch densities are larger than the background plasma density.

3.1 Phenomenological model for the blowout regime

In order to describe electron acceleration in non-linear laser driven wakefields we first focus on a phenomenological model for the blowout regime driven by laser pulses [25]. Our first goal is first to derive a set of scaling laws for stable laser wakefield acceleration and which are capable of predicting key output beam properties such as energy and charge.

Important wakefield properties are defined by the focusing and accelerating fields. Focusing fields are absent from 1D descriptions but are crucial to the prediction of the outputs of the experiments. The focusing field for a relativistic charged particle traveling at $c$ accelerating in the blowout region is then given by

$$W_\perp = E_r - B_\theta = \frac{r^2}{2},$$

where $r$ is the distance to the axis, $E_r$ is the radial electric field and $B_\theta$ the azimuthal magnetic field. Equation (40) shows that the field is always focusing for electrons. Linear focusing fields are a feature of strongly non-linear regimes which are absent from wakefield excitation in the linear regime. As the electrons accelerate, they perform transverse harmonic oscillations (also called betatron oscillations). This is important to preserve beam emittance as the acceleration progresses. Achieving small (as small as possible) beam emittances is crucial for high-energy physics and radiation applications. Hence linear focusing fields are crucial for potential applications of plasma accelerators. In the linear regime, the focusing fields are non-linear with high-order contributions in powers of $r$. Thus, unless the electron bunches are much narrower than the driver spot-size so that they are subject to linear focusing fields near the axis, they will perform anharmonic oscillations, which will lead to higher final bunch emittances.

The accelerating field determines the maximum energy of a witness electron bunch. The accelerating electric field felt by the bunch electrons in the bubble is given by

$$E_{\text{accel}} = \frac{\xi}{2},$$
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where $\xi$ measures the distance to the centre of the bubble which moves nearly at the laser group velocity. The field accelerates electrons for $\xi < 0$ and decelerates them for $\xi > 0$. The linear focusing and accelerating fields are well reproduced in simulations of the laser wakefield accelerator, as shown in Fig. 4.

Fig. 4: Three-dimensional (3D) Osiris simulation showing focusing (a) and accelerating fields (b) for a laser wakefield accelerator in the blowout regime. The plasma density is shown in grey colours and fields in blue-red colours. The red dashed lines show a transverse lineout of the focusing (a) and accelerating (b) fields. Focusing fields are linear within the entire blowout region. Accelerating fields are close to linear except at the back of the bubble.

Equation (41) is valid as long as the witness beam wakefields are negligible. In this case, Eq. (41) shows that the acceleration depends on the initial $\xi$ position of each beam electron. This can increase the final energy spread of the bunch. As with the 1D case, however, it is possible to compensate for this effect by tailoring the shape of the witness bunch current profile in order to preserve the initial energy spread of the witness bunch.

In order to find the average accelerating field in the bubble, which when multiplied by the total acceleration distance determines the final energy energy gain, Eq. (41) needs to be supplemented with an additional expression defining the radius of the bubble. The radius of the bubble, $r_b$, can be retrieved by equating the laser ponderomotive (repulsive) force to the ion channel (attractive) force:

$$F_p \simeq E_r \iff \frac{a_0}{w_0} = E_r \simeq r_b \rightarrow r_b = \alpha \sqrt{a_0},$$  

(42)

where $\alpha = 2$ has been determined through PIC simulations [21, 25] and where we have assumed that $w_0 \simeq r_b$. Combining Eq. (41) with Eq. (42) yields an estimate for the average accelerating field given by

$$\langle E_{\text{accel}} \rangle \simeq \frac{\sqrt{a_0}}{2}.$$  

(43)

The maximum acceleration distance corresponds to the smallest distance between pump depletion or dephasing. The pump depletion length, $L_{\text{pd}}$, is the length it takes for the laser to exhaust its energy to the plasma through wakefield excitation. For propagation distances larger than $L_{\text{pd}}$, the amplitudes of the plasma waves are negligible. Thus, we can assume that the acceleration stops at $L_{\text{pd}}$. The dephasing length, $L_{\text{d}}$, is the length it takes for a particle to outrun the accelerating phase of the wave, i.e. to go from regions with $\xi < 0$, where $E_{\text{accel}} < 0$, to regions with $\xi = 0$ where $E_{\text{accel}} = 0$.

Pump depletion in the blowout regime is determined by the rate at which the laser leading edge gives its energy to the plasma. This localized pump depletion process is also called etching. Since the back propagates mostly in vacuum, it does not give energy to the plasma. As the laser propagates, the front of the laser is then locally pump depleted. The pump depletion length is then given by the
product between the laser duration and the velocity at which the laser leading edge etches back, given by

\[ v_{\text{etch}} = c \frac{\omega^2_p}{\omega_0^2}. \]  

[26]

\[ L_{pd} = \frac{\omega_0^2}{\omega_p^2} (c \tau_L). \]  

(44)

The maximum dephasing length is given by the length it takes for a particle travelling at \( c \) to outrun the accelerating phase of the wakefield traveling with a phase velocity \( v_\phi \). For an electron initially at \( \xi = r_b \), \( L_d = c r_b / (c - v_\phi) \). Since the wake phase velocity is \( v_\phi = v_g - v_{\text{etch}} \), where \( v_g \) is the laser linear group velocity given by

\[ v_g = \frac{\partial \omega}{\partial k} = 1 - \frac{1}{2} \frac{\omega_0^2}{\omega_p^2}, \]  

(45)

the dephasing length is

\[ (c - v_\phi) L_d = r_b \Leftrightarrow L_d = \frac{2 \omega_0^2}{3 \omega_p^2} r_b. \]  

(46)

Combining Eqs. (44) and (45) yields a criteria for choosing the laser duration for optimal acceleration such that no laser energy is left after the electrons outrun the wave at \( L_{pd} = L_d \):

\[ \tau_L = \frac{2}{3} r_b. \]  

(47)

We can now estimate the maximum energy \( \Delta E = q (E_{\text{accel}}) L_{\text{accel}} \) gained by an electron in the blowout regime. Denoting the acceleration distance by \( L_{\text{accel}} = L_d = L_{pd} \) then

\[ \Delta E = \frac{2}{3} m_e c^2 \frac{\omega_0^2}{\omega_p^2} a_0. \]  

(48)

So far, we have neglected the influence of the transverse laser dynamics on wakefield excitation and electron acceleration. This approximation is valid as long as the laser propagation and wakefields remain stable during \( L_{\text{accel}} \). In order to stabilize the transverse laser dynamics, we need to explore how to prevent laser Rayleigh diffraction, one of the key processes that can degrade wakefield excitation and electron acceleration. Theory, simulations and experiments have shown that plasmas can act as optical fibers, guiding the propagation of intense lasers over distances that largely exceed the Rayleigh length. In strongly non-linear regimes, the blowout region refractive index gradients are sufficient to self-guide the body of the driver. Through simulations, it has been found that the optimal condition for stable, self-guided laser propagation occurs when \( W_0 = r_b = 2 \sqrt{a_0} \) as long as \( a_0 > 2 \) [21,25]. The laser front, which propagates in a region of nearly undisturbed plasma, may still diffract. This can be avoided if the etching rate exceeds the diffraction rate. This condition is met when

\[ a_0 \gtrsim \left( \frac{n_e}{n_p} \right)^{1/5}. \]  

(49)

Equation (49) is generally valid for \( a_0 \gtrsim 4 \). For \( a_0 \gtrsim 2 \), an external parabolic plasma channel needs to be present to externally guide the laser pulse.

In addition to determining maximum accelerating gradients and final energies in the blowout regime, the accelerating and focusing wakefields given by Eqs. (40) and (41) also define important beam loading properties such as the maximum charge that can be accelerated. To estimate the maximum amount of accelerated charge, we assume that a witness electron bunch absorbs all the energy contained in the longitudinal and focusing bubble fields. The electromagnetic energy of the wakefield in the blowout regime is

\[ \varepsilon_{||} \simeq \varepsilon_{\perp} \simeq \frac{1}{120} (k_p r_b)^5 \left( \frac{m_e^2 c^5}{\omega_p^2 e^2} \right), \]  

(50)
and the energy absorbed by \( N \) particles, assuming an average accelerating field gradient \( E_{\text{accel}} \simeq r_b/2 \), is

\[
\varepsilon_{e^-} \simeq m_e c^2 N \left( \frac{k_p r_b}{2} \right)^2.
\] (51)

Matching Eq. (50) to Eq. (51) then gives

\[
N \simeq \frac{1}{30} (k_p r_b)^3 \frac{1}{k_p r_e},
\] (52)

where \( N \) is the maximum number of electrons that can be loaded into the wakefield. The acceleration efficiency is the fraction of laser energy that goes into the accelerated electrons. Since the laser energy scales with \( r_b^3 a_0^2 \) (assuming \( W_0 \simeq c \tau_{\text{L}} \simeq r_b \)), then the efficiency goes as

\[
\Gamma \simeq \frac{1}{a_0}.
\] (53)

Equations (48), (52) and (53) illustrate the trade-off between energy gain, maximum number of accelerated particles and efficiency. For a constant laser energy, lower laser \( a_0 \)’s leads to higher efficiencies at the expense of lower accelerated charge and longer accelerating distances that result in final higher energies. Higher laser \( a_0 \)’s lead to lower efficiencies, lower final bunch energies, but to higher charge. In addition, the acceleration distance is also smaller for higher \( a_0 \).

The scaling laws derived above can also be rewritten in practical units as

\[
\tau[\text{fs}] = 53.22 \left( \frac{\lambda_0[\mu\text{m}]}{0.8} \right)^{2/3} \left( \frac{\epsilon[J]}{a_0^2} \right)^{1/3},
\] (54)

\[
w_0 = \frac{3}{2} c \tau_{\text{L}},
\] (55)

\[
n_0[\text{cm}^{-3}] \simeq 3.71 \frac{a_0^3}{P[\text{TW}]} \left( \frac{\lambda_0[\mu\text{m}]}{0.8} \right)^{-2}.
\] (56)

The total acceleration distance, final energy and maximum accelerated charge are:

\[
L_{\text{accel}}[\text{cm}] \simeq 14.09 \frac{\epsilon[J]}{a_0^2},
\] (57)

\[
\Delta E[\text{GeV}] \simeq 3 \left( \frac{\epsilon[J]}{a_0^2} \frac{0.8}{\lambda_0[\mu\text{m}]} \right)^{2/3},
\] (58)

\[
q[\text{nC}] \simeq 0.17 \left( \frac{\lambda_0[\mu\text{m}]}{0.8} \right)^{2/3} (\epsilon[J]a_0)^{1/3}.
\] (59)

These scalings have been used to guide and predict the output of current laser wakefield acceleration experiments, and to guide the design of future experiments using some of the most powerful lasers soon to become available. They have also been confirmed through numerous 3D PIC simulations performed with different algorithms. For example, PIC simulations performed in relativistic boosted frames have illustrated the acceleration of 12–14 GeV electron bunches with 1–2 nC each (~4.8 nC in total) using lasers that will soon become available at the Extreme Light Infrastructure (ELI) [27]. Simulations showed that the acceleration could take place over distances smaller than 10 cm. These simulations were performed for strongly non-linear regimes using \( a_0 = 4 \), where a fraction of the background plasma electrons were trapped and accelerated to these high energies. These results are illustrated in Fig. 5.

Simulations have also been performed at lower laser intensities with \( a_0 = 2 \), where self-injection is absent, and using laser energies close to 250 J. The acceleration of an externally injected electron bunch
was then investigated. Simulations showed the acceleration of a 40 GeV electron beam with 0.3 nC in a preformed parabolic plasma channel 5 m long. These results are shown in Fig. 6.

The scalings presented here are strictly valid for $2 \lesssim a_0 \lesssim 2 (\omega_0/\omega_p)^{1/4}$. However, electron acceleration can also occur at much higher laser intensities. For instance, using $a_0 = 53$, 3 GeV electron bunches with high charges of around 25 nC could be achieved [28], although at the expense of higher energy spreads. These results are illustrated in Fig. 7.

### 4 Theory for the blowout regime

In this section, we will outline an analytical derivation for the electromagnetic field structure of the wakefield in the blowout regime [21]. The theory assumes cylindrical symmetry and employs the quasi-static approximation. Thus, as with the 1D scenario (cf. Section 2), the motion of plasma electrons in multidimensions is also characterized by a constant of motion relating the particle velocity to the wake potential (cf. Eq. (28)). This constant of motion plays a very important role in understanding the trapping process in multidimensions and also in defining the shape of the blowout region. In order to generalize Eq. (28) for the multidimensional scenario, we then start by considering the Hamiltonian of a charged particle in an electromagnetic field:

$$H = \sqrt{m^2 c^4 + \left(\mathbf{P} + \frac{eA}{c}\right)^2} - e\phi,$$

where $\mathbf{P} = \mathbf{p} - eA/c$ is the canonical momentum and where $\phi$ is the scalar potential. It is useful to employ the co-moving frame variables that move at the wake phase velocity. In the co-moving frame, variables $\xi = v_\phi t - x$ and $\tau = x$, the Hamiltonian Eq. (60) becomes

$$\mathcal{H} = H - v_\phi \mathbf{P}_\parallel,$$

where $\mathbf{P}_\parallel$ corresponds to the canonical momentum in the longitudinal $x$ direction.
**Fig. 6:** Picture taken from Ref. [27]) 3D PIC simulation results in a Lorentz boosted frame of a laser wakefield accelerator using a 250 J laser pulse in external injection and external guiding scenarios: (a) illustration of the paraboloid plasma channel used to guide the laser pulse (blue). The laser pulse is also shown. An externally injected electron bunch accelerates at the back of the plasma wave; and (b) shows the evolution of the maximum energy as a function of the acceleration distance. The vertical line segments correspond to the energy spread of the bunch. The inset shows the relative position of the externally injected bunch and longitudinal accelerating field. The bunch current profile was designed in order to lead to a flat accelerating field in the region of the bunch to minimize the growth of the energy spread.

**Fig. 7:** Picture taken from Ref. [27]). 3D simulation results illustrating a laser wakefield accelerator in the bubble regime using a laser with $a_0 = 53$: (a)–(d) show central slices of the simulation box illustrating the plasma density (colours). On-axis accelerating field lineouts are represented in white; and (e)–(h) show the phase space of the plasma (colours) and integrated energy spectrum (red line).

In order to determine the constant of motion in multidimensions, we integrate Hamilton’s equations written in the co-moving frame. Using the chain rule for the co-moving frame variables

$$
\frac{\partial}{\partial x} = \frac{\partial}{\partial \xi},
$$

(62)

$$
\frac{\partial}{\partial t} = v_x \frac{\partial}{\partial \xi} + \frac{\partial}{\partial \tau},
$$

(63)
where \( v_\parallel = \frac{dx}{dt} \) is the longitudinal velocity of an electron. Hamilton’s equations can then be written as

\[
\begin{align*}
\frac{dP_\parallel}{dt} &= -v_\phi \frac{\partial H}{\partial x} = v_\phi \frac{\partial H}{\partial \xi}, \\
\frac{dH}{dt} &= \frac{\partial H}{\partial t} = v_\phi \frac{\partial H}{\partial \xi} + \frac{\partial H}{\partial \tau}.
\end{align*}
\]

Thus, the temporal evolution for \( H \) becomes

\[
(\nu_\phi - v_\parallel) \frac{dH}{d\xi} = \frac{\partial H}{\partial \tau} = \left[ v \cdot \frac{\partial A_\parallel}{\partial \tau} - \frac{\partial \phi}{\partial \tau} \right].
\]

We note that \( \Delta H \) depends on the initial and final positions only. Thus

\[
\Delta H = \int \frac{dH}{dt} dt = \int \frac{d\xi}{v_\phi - v_\parallel} \frac{dH}{d\xi},
\]

where the integral on the left-hand side is performed over the particles trajectory. For a non-evolving wakefield, the right-hand side of Eq. (68) vanishes because \( \partial/\partial \tau = 0 \). This corresponds to the QSA, where the wakefield does not change during the transit time of a plasma electron. Thus, under the QSA, \( \Delta H = 0 \), and hence

\[
\Delta H = \Delta \gamma - v_\phi \Delta p_\parallel - (\Delta \phi - v_\phi \Delta A_\parallel)
\]

where \( \psi = \phi - v_\phi A_\parallel \) is called the wake pseudo-potential. Equation (69) generalizes the 1D constant of motion given by Eq. (28) in the presence of magnetic fields (through the presence of the longitudinal vector potential \( \Delta A_\parallel \)) for particles born with arbitrary initial velocity in regions with arbitrary electric and magnetic fields.

For a particle initially at rest, and initially in a region of vanishing fields, Eq. (69) reduces to

\[
\gamma (1 - \beta_\parallel) = 1 + \psi.
\]

As with the 1D case, we can relate the particle velocity to the wake potential \( \psi \) and determine the onset of self-injection as a function of \( \psi \). When \( \beta_\parallel \to -1 \), i.e. when particles move backwards at \( c, \psi \to \infty \). When \( \beta_\parallel \to 1 \), i.e. when particles move forward at \( c \) and are trapped, \( \psi \to -1 \). We can then state that the limit \( \psi \to -1 \) is a sufficient, but not necessary, condition for trapping under the QSA.

We will use the constant of motion given by Eq. (71) to derive the equation of motion for plasma electrons that move within the boundary defining the blowout region. The equation of motion is given by the Lorentz force, which can be simplified using Eq. (71). Our calculations now assume \( v_\phi = c = 1 \). Thus, the required time derivative of the equation of motion is

\[
\frac{d}{dt} = (1 - v_\phi) \frac{d}{d\xi} = \frac{1 + \psi}{\gamma} \frac{d}{d\xi},
\]

where we recall that the longitudinal component of the electron velocity \( v_\parallel \) is normalized to \( c \). As a result, \( p_\perp = \gamma v_\perp = (1 + \psi) \frac{d\xi}{d\xi} \) and

\[
\frac{dp_\perp}{dt} = \frac{1 + \psi}{\gamma} \frac{d}{d\xi} \left[ (1 + \psi) \frac{d}{d\xi} \right] \nu_\perp,
\]
where \( r_\perp \) and \( p_\perp \) are the transverse radius and momentum, respectively. Equation (73) depends on three quantities, namely \( p_\perp, \gamma \) and \( \psi \). It is possible to reduce the number of unknowns by using Eq. (71) to write \( \gamma \) as a function of \( p_\perp \) and \( \psi \) as
\[
\gamma = \frac{1 + p_\perp^2 + (1 + \psi)^2}{2(1 + \psi)}.
\] (74)

Thus, the Lorentz force equation for the radial motion of a plasma electron becomes
\[
\frac{2(1 + \psi)^2}{1 + (1 + \psi)^2} \left( \frac{dr_\perp}{d\xi} \right)^2 + (1 + \psi)^2 \frac{d}{d\xi} \left( (1 + \psi) \frac{dr_\perp}{d\xi} \right) = F_\perp, \tag{75}
\]

where \( F_\perp = - (E_r - v_\parallel B_\theta) \) is the radial force acting on a plasma electron assuming cylindrical symmetry, with \( E_r \) being the radial electric field and \( B_\theta \) the azimuthal magnetic field. We note that the left-hand side of Eq. (75) depends on \( p_\perp \), which defines the shape of the bubble, and on \( \psi \), which is related to the field structure of the blowout. In order to solve Eq. (75) we need to relate \( \psi \) with \( p_\perp \). This relation can be established through the field structure of the bubble.

The bubble fields can be written as a function of the scalar and vector potentials in the Coulomb Gauge as
\[
E_z = \frac{\partial \psi}{\partial \xi}, \tag{76}
\]
\[
B_\theta = \frac{\partial A_z}{\partial r} - \frac{\partial A_r}{\partial \xi}, \tag{77}
\]
\[
E_r = \frac{\partial \phi}{\partial r} - \frac{\partial A_r}{\partial \xi}, \tag{78}
\]
where scalar and vector potentials can be fully specified once the plasma electron density and currents are known, according to [22]
\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A_r}{\partial r} \right) - \frac{A_r}{r^2} = n_e v_\perp, \quad \leftrightarrow \quad A_r = A_{r0}(\xi) r, \tag{79}
\]
\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A_\parallel}{\partial r} \right) = n_b + n_e v_\parallel, \quad \leftrightarrow \quad A_\parallel = A_{\parallel0}(\xi) + \lambda(\xi) \log(r), \tag{80}
\]
\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi}{\partial r} \right) = n_b + n_e - 1, \quad \leftrightarrow \quad \phi = \phi_0 - \frac{r^2}{2} + \lambda(\xi) \log(r), \tag{81}
\]
\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = n_e + n_e v_\parallel - 1, \quad \leftrightarrow \quad \psi = \psi_0(\xi) - \frac{r^2}{4}, \tag{82}
\]
\[
\frac{1}{r} \frac{\partial}{\partial r} r A_r = - \frac{\partial \psi}{\partial \xi}, \quad \Rightarrow \quad A_{r0} = - \frac{1}{2} \frac{d\psi_0}{d\xi}, \tag{83}
\]
where we have included the possibility of describing the effect of a particle beam driver, with \( \lambda(\xi) = \int_0^\infty r n_b dr \) its current profile. Using Eqs. (79)–(83), the right-hand side of Eq. (75) can be rewritten as
\[
F_\perp = - \frac{r}{2} + (1 - v_\parallel) \frac{\lambda(\xi)}{r} + (1 - v_\parallel) \frac{dA_{r0}}{d\xi} r - \frac{1}{\gamma} \nabla \perp |a_L|^2, \tag{84}
\]
where the first term (on right-hand side of Eq. (84)) represents the electrostatic field due to the background plasma ions, the second term is the force exerted on the plasma electrons by a charged particle bunch driver, the third term is due to the radial plasma currents, and the last term is the laser ponderomotive force. By expressing \( 1 - v_\parallel = (1 + \psi)/\gamma \) and replacing \( \gamma \) by Eq. (74), we can rewrite Eq. (84)
as
\[
\frac{d}{d\xi} \left[(1 + \psi) \frac{dr_b}{d\xi}\right] = r_b \left\{ -\frac{1}{4} \left[ 1 - \frac{1}{(1 + \psi)^2} - \left(\frac{dr_b}{d\xi}\right)^2 \right] - \frac{1}{2} \frac{d^2 \psi}{dr_0^2} + \frac{\lambda(\xi)}{r_b^2} - \frac{1}{(\psi_0 - \frac{r_b^2}{4})} \nabla |\frac{\alpha L}{2}|^2, \right. 
\]
(85)

which shows that the trajectory of plasma electrons are fully specified by the pseudo-potential \(\psi\). Inversion of Eq. (82) reveals that \(\psi\) depends on the radial \(n_e(1 - v_\|)\) profile:
\[
\psi (r, \xi) = \ln r \int_0^r r' \left[ n_e (r', \xi) (1 - v_\| (r', \xi)) - 1 \right] dr' + \int_r^\infty r' \ln r' \left[ n_e (r', \xi) (1 - v_\| (r', \xi)) - 1 \right] dr'. 
\]
(86)

In order to ensure that the fields vanish away from the blowout region, the profile of \(n_e(1 - v_\|)\) is also subject to the following boundary condition:
\[
\int_0^r r' \left[ n_e (r', \xi) (1 - v_\| (r', \xi)) - 1 \right] dr' = 0, 
\]
(88)
which states that the source term for \(\psi n_e(1 - v_\|)\) is conserved for each transverse slice.

Equations (85), (86) and (88) are general and valid as long as the QSA holds. In order to close our model and to derive the equations that determine the main properties of the blowout regime, we now look for an expression of \(\psi\) valid in the blowout regime. In order to determine \(\psi\) we then need to find an appropriate model for \(n_e(1 - v_\|)\) which can describe and reproduce the most important features of the blowout regime.

Figure 8 shows the result of a PIC simulation that illustrates the main properties of the blowout regime. Figure 8 shows that the blowout is characterized by a region empty of plasma electrons, which instead accumulate at the boundary that defines the blowout region. These features are well captured by the simplified model shown by the red line in Fig. 8(b), which depends on the blowout radius \(r_b\), on the value of \(n_e(1 - v_\|) = n_\Delta\) at \(r = r_b\) and on the thickness \(\Delta\) of the electron sheath that defines the blowout.

The boundary condition given by Eq. (88) yields
\[
n_\Delta (\xi) = \frac{r_b^2}{(r_b + \Delta)^2}\frac{r_b^2}{r_b^2 - \Delta^2}. 
\]
(89)

Using Eq. (86) and Eq. (89) then yields the following expression for \(\psi\) as a function of \(r_b\) and \(\alpha = \Delta / r_b\):
\[
\psi [r_b (\xi)] = \frac{r_b^2}{4} \left( \frac{(1 + \alpha)^2 \ln (1 + \alpha)^2}{(1 + \alpha)^2} - 1 \right) \equiv \frac{r_b^2}{4} \beta. 
\]
(90)
Equation (90) is a general expression that specifies \(\psi\) for given a \(r_b\) and \(\alpha\). The plasma response in the blowout regime is always non-linear, but, depending on the maximum value of \(r_b\), it may be relativistic or non-relativistic. When \(k_p r_b \ll 1\), the plasma response is non-relativistic. In this limit, the ratio of the blowout radius to the width of the thin electron sheath is much smaller than unity, or \(\alpha = \Delta / r_b \ll 1\). In the ultra-relativistic blowout regime, \(k_p r_b \gg 1\) and \(\alpha = \Delta / r_b \ll 1\), i.e. the width of the electron layer that defines the blowout is much smaller than the blowout radius. We can use Eq. (90) to find \(\psi\) in these two limiting scenarios. Hence, in the non-relativistic blowout regime, Eq. (90) reduces to
\[
\psi (r, \xi) \simeq \frac{r_b^2 (\xi)}{4} \log \left( \frac{1}{r_b} \right) - \frac{r_b^2}{4}, 
\]
(91)
In the ultra-relativistic blowout regime, Eq. (90) becomes
\[ \psi(r, \xi) \simeq (1 + \alpha) \frac{r_b^2(\xi)}{4} - \frac{r^2}{4}. \] (92)

In order to obtain a general description of the blowout regime, valid in the relativistic and non-relativistic regimes, we insert the expression for \( \psi \) given by Eq. (90) into the Lorentz force equation given by Eq. (85). This results in a non-linear differential equation for the motion of the inner most electron in the blowout \( r_b(\xi) \) \[ A(r_b) \frac{d^2r_b}{d\xi^2} + B(r_b) r_b \left( \frac{dr_b}{d\xi} \right)^2 + C(r_b) r_b = \frac{\lambda(\xi)}{r_b} - \frac{1}{4} \frac{d|a|^2}{dr} \frac{1}{\left(1 + \beta r^2_b/4\right)^2}, \] (93)

where we have assumed that \( \Delta \) does not depend on \( \xi \), and where
\[
A(r_b) = 1 + \left( \frac{1}{4} + \frac{\beta}{2} + \frac{1}{8} r_b \frac{d\beta}{dr_b} \right) r_b^2, \quad B(r_b) = \frac{1}{2} + \frac{3}{4} \beta + \frac{3}{4} r_b \frac{d\beta}{dr_b} + \frac{1}{8} r_b^2 \frac{d^2\beta}{dr_b^2}, \quad C(r_b) = \frac{1}{4} \left( 1 + \frac{1 + |a|^2/2}{1 + \beta r^2_b/4} \right). \] (94)

In the ultra-relativistic blowout regime \( (k_p r_b \gg 1) \), the assumption that \( \partial_\xi \Delta \simeq 0 \) breaks at the back of the bubble where \( \Delta \ll r_b \). Numerical solutions to Eqs. (93) and (94) are in very good agreement with full PIC simulations for a wide range of conditions from weakly- to ultra-relativistic blowouts. The agreement is nearly perfect except for the region at the back of the bubble where \( \Delta \simeq r_b \). Figure 9(a), which compares Eq. (93) with PIC simulations, shows excellent agreement for almost the entire blowout.
region, except at the back of the bubble. Figure 9 considered an electron beam driver to excite the blowout. In the laser driven case, the blowout region is not as well defined. Still, comparisons between theory and simulations are very good when \( W_0 \simeq r_m \), where \( r_m \) is the maximum blowout radius.

![Comparison between the blowout theory (blue lines) and PIC simulations (red lines): (a) trajectory of the blowout radius \( r_b(\xi) \) for different maximum blowout radius \( r_m \), from the non-relativistic blowout regime \( (k_p r_m = 0.18) \) and strongly relativistic blowout regime \( (k_p r_m = 4) \); and (b) shows the corresponding on-axis accelerating fields for all the cases in (a). The driver propagates from right to left, in the direction of negating \( \xi \).](image)

It is possible to simplify Eq. (93) in order to predict key wakefield properties in current plasma acceleration experiments, which operate in the ultra-relativistic regime. The shape of the blowout region can be predicted in this extreme regime by assuming \( \alpha \ll 1 \), for which Eq. (93) simplifies to

\[
 r_b \frac{d^2 r_b}{d\xi^2} + 2 \left( \frac{dr_b}{d\xi} \right)^2 + 1 = \frac{4\lambda(\xi)}{r_b} \frac{d|a|^2}{dr} \frac{1}{(1 + \beta r_b^2/4)^2}. \tag{97}
\]

At the back of the driver where the right-hand side of Eq. (97) vanishes, Eq. (97) becomes very similar to the equation of a sphere, which is given by

\[
 r_b \frac{d^2 r_b}{d\xi^2} + \left( \frac{dr_b}{d\xi} \right)^2 + 1 = 0. \tag{98}
\]

The main difference between Eqs. (97) and (98) is the multiplication factor in the second term on the left-hand side of both equations. The additional factor of two in Eq. (97) leads to a stronger bending of the blowout radius at the back of the bubble when compared with a sphere. However, for most of the wakefield, the blowout resembles a sphere.

Having determined \( r_b \), and hence \( \psi \), it is now possible to derive the full field structure of the blowout region. The accelerating field is given by Eq. (76), which reads \( E_z = \partial \psi / \partial \xi \), and the focusing field acting on a relativistic particle traveling at \( c \) is \( W_{\perp} = E_r - B_\theta = -\partial \psi / \partial r \). In ultra-relativistic
regimes, $E_z$ can be evaluated by integrating Eq. (97) near the region where the blowout radius is maximum, and then inserting the resulting expression for $r_b$ into Eq. (92). Using Eq. (76) gives

$$E_z = \frac{1}{2} \frac{dr_b}{d\xi} \approx \frac{\xi}{2}. \quad (99)$$

The maximum accelerating gradient is thus given by $E_z \approx r_b/2$, and we recover the result from the phenomenological theory for the blowout regime. Figure 9(b) compares the theoretical predictions for $E_z$ with simulation results from the non-relativistic to the ultra-relativistic blowout regime, showing very good agreement, except at the back of the bubble where the blowout approaches the axis. We note that, unlike in the linear regime, the accelerating electric field in the bubble is independent of $r$.

The focusing force can be determined in a similar manner yielding:

$$E_r - B_\theta = \frac{r}{2}, \quad (100)$$

which is also in excellent agreement with simulation results.

### 5 Beam loading

In the previous section we demonstrated that the blowout regime provides linear focusing and accelerating fields. Linear focusing fields are critical to preserve the emittance of accelerated beams during their acceleration. Matching conditions, relating the initial beam emittance to the linear focusing force in a plasma are well known (see, for instance, \[33\] and references therein). Linear accelerating fields suggest a way to tailor the currents of accelerated particle bunches ensuring constant accelerating fields for all bunch particles. This is critical for the acceleration of particles with no energy spread growth \[34\].

In order to investigate beam loading in the strongly non-linear blowout regime we integrate Eq. (97):

$$E_z = \frac{1}{2} r_b \frac{dr_b}{d\xi} = - \frac{r_b}{2 \sqrt{2}} \sqrt{\frac{16 \int l(\xi) d\xi\xi + C}{r_b^4}} - 1, \quad (101)$$

where $l$ is the current density of the electron beam injected into the plasma wave. Equation (101) gives the accelerating electric field in the blowout regime as a function of the position in the bubble $\xi$ and for an arbitrary beam loading current profile. It is interesting to note that the beam loading depends on the integrated current profile of the beam, but not on the particular transverse shape of the bunch. Thus, the accelerating field remains unchanged even if the bunch evolves transversely.

The integral in Eq. (101) can be calculated analytically for the case of a trapezoidal bunch. The optimal beam loading current for a trapezoidal bunch, ensuring constant accelerating electric fields along the bunch is

$$l(\xi) = \sqrt{E_s^4 + \frac{R_b^4}{16} - E_s (\xi - \xi_s)}, \quad (102)$$

where the meaning of $E_s$ and $\xi_s$ is shown in Fig. 10. If the beam current profile satisfies Eq. (102), as in the case of Fig. 10, then all bunch particles accelerate with similar acceleration gradients, hence minimizing energy spread variations throughout the propagation. The trailing electron bunch will inevitably be subject to different accelerating fields as it dephases in the plasma wave in laser wakefield accelerators. Thus, growth of energy spread is expected in laser wakefield accelerators. This may be compensated by phase-space rotation near dephasing \[35\].

The maximum charge that can be loaded into the wakefield can be determined by assuming that the back of the bunch coincides with $r_b = 0$. Using Eq. (102), the maximum charge is thus given by

$$Q_s = \frac{\pi R_b^4}{16 E_s}, \quad (103)$$
Fig. 10: (Picture taken from Ref. [34]) Top plot shows plasma electron density in the blowout, superimposed with a particle beam driver and a witness beam at the back of the bubble. The driver propagates from left to right. The blowout radius $r_b$ and maximum blowout radius $R_b$ are also indicated. The dashed line in the top plot shows the shape of the bubble in an unloaded scenario where the witness bunch is absent. The initial location of the witness bunch ($\xi_s$) and corresponding accelerating field $E_s$ is also indicated in the bottom plot. The red (black) lines in the bottom plot show the accelerating fields with (without) the witness electron bunch.

where $R_b = r_b(\xi = 0)$ ($\xi = 0$ is at the centre of the bubble, cf. Fig. 10). Equation (103) shows that smaller $E_s$ leads to higher charges because the beam can be made longer. However, the maximum energy per particle is also lower for smaller $E_s$. This illustrates the trade-off between the maximum energy gain and the maximum number of accelerated particles. The accelerator efficiency is the ratio between the absorbed energy and the total wakefield energy. This can be expressed as

$$\eta = \frac{\tilde{Q}_s}{Q_s},$$

where $\tilde{Q}_s$ is the charge of a trapezoidal bunch described by Eq. (102).

6 Laser wakefield acceleration driven by structured light

Structured laser pulses have non-trivial spatiotemporal phase structures, similar to those appearing when multiple plane waves interfere. The interference of three plane waves, for example, can lead to the orbital angular momentum (OAM) of light [36]. The OAM has been studied over the last 30 years because of its usefulness in a broad range of scientific and technological applications. Twisted lasers with OAM can be used to control the poloidal motion of nano-particles in twisted optical tweezers [37] and obtain super-resolution microscopic images [38]. These lasers also promise a dramatic increase of the speed of optical communications [39, 40], and may provide pathways to detect spinning blackholes [41].

The exotic phase structure of OAM laser pulses is directly responsible for these scientific and technological advances. OAM lasers have a helical wave-front structure with a phase-singularity on axis. The intensity needs to vanish at the phase-singularity because the phase is ill defined. As a result, these modes have a doughnut shaped intensity profile. Mathematically, these lasers correspond to Laguerre-Gaussian modes, which are the higher order solutions of the electromagnetic wave equation written in cylindrical coordinates.
Lasers with orbital angular momentum are often produced with conventional optical elements, such as computer generated holograms or spiral phase plates. Although such techniques work best at intensities below damage thresholds, some of them can be applied at higher intensities too. Producing OAM lasers at very high intensity is important because this may unlock completely new territory in plasma based accelerators. Before further elaborating on the topic, it is useful to first describe on-going research towards the generation of intense lasers with OAM.

Since plasmas have no damage thresholds, they can be used to generate and to amplify OAM lasers to very high intensities, well above ionisation thresholds, for example via stimulated Raman amplification \[42\]. In Raman amplification, a long and energetic laser probe pulse beats with a short, low energy seed pulse in plasma. The beating pattern creates a Langmuir plasma wave that transfers the energy from the probe pulse to the seed pulse. Depending on the OAM structure of the probe pulse, this process can either maintain the OAM level of the seed, or create high OAM harmonics while keeping the laser pulse frequency constant \[43\]. If maintained over ion time scales, Langmuir waves created in stimulated Raman scattering can also create a periodic refractive index structure in the plasma. These structures are akin to photonic crystals, which are now standard in the fields of optics and photonics. Photonic crystals display unprecedented properties to control light. Plasma based photonic crystals may thus bring these optical elements into the ultra-high intensity realm \[44\], and can be used to produce intense lasers with OAM \[45\].

In Raman amplification, the plasma acts as a transmissive optical element. Reflective optical elements can also efficiently imprint OAM into high intensity laser pulses. For example, interfering two laser beams at an angle at a solid surface can create a plasma based hologram. Under certain circumstances, such hologram can display a fork-structure, required to imprint OAM on an initially Gaussian laser pulse after reflection \[46\]. An on-axis plasma based spiral phase mirror may be used to imprint OAM into a previously focused Gaussian laser pulse \[47\]. Furthermore, conventional reflective optical elements have already been shown to provide a robust pathway to produce OAM lasers at very high intensity. Off-Axis Spiral Phase Mirrors are a promising example, which was used to produce OAM laser pulses at ultra-high intensity experimentally \[48\].

The spatiotemporal profile of structured lasers, at ultra-high intensities, enables to control the plasma dynamics in ways that are not directly accessible to Gaussian laser pulse drivers. As a result of such control, structured light can open new routes not only to address on-going challenges in plasma acceleration but also to expand plasma accelerators beyond current possibilities. An example is positron acceleration in the nonlinear regime, which is not effective in the conventional blowout because the blowout region defocuses positrons. Unlike Gaussian drivers, OAM laser pulses can excite doughnut shaped, nonlinear plasma wakefields \[49\]. The doughnut wakefield shape closely resembles the intensity profile of Laguerre-Gaussian modes, as plasma electrons respond directly to the laser ponderomotive force.

Figure 11a illustrates the spatial structure of a doughnut shaped plasma wave. The trajectory of an inner and outer plasma electron thin sheath define the hollow region of the doughnut wakefield. The onset of positron focusing and acceleration occurs when the laser ponderomotive force pushes the inner electron sheath to the axis, as seen in Fig. 11b. The on-axis electron sheath carries a charge density that is much higher than the background plasma ion density. The ensuing radial electric field therefore provides a positron focusing force on-axis, shown in Fig. 11c. Additionally, longitudinal electric fields, depicted in Fig. 11d, which are defined by the trajectory of the outer doughnut wakefield electron sheath can accelerate positrons at the front of the bubble \[50\]. In general, higher order solutions of the electromagnetic wave-equation provide laser pulse drivers that effectively control the focusing fields in plasma wakefields. Multiple combinations of higher order Hermite-Gaussian beams, for example, could then effectively tailor positron focusing and acceleration in nonlinear plasma wakefields \[51\]. Particle bunches with ring-shaped current profiles could provide similar structures for positron acceleration \[52\].

In addition to positron acceleration, doughnut shaped wakefields driven by Laguerre-Gaussian
laser pulses can also be used to generate and accelerate ring-shaped electron bunches to relativistic energies [53], via ionisation injection techniques [54]. Electron bunches with these profiles could be used to accelerate and collimate positively charged particles. Furthermore, intense lasers with OAM could be used to control the topological properties of accelerated bunches [55].

Fig. 11: PIC simulation results showing structures leading to positron acceleration in the strongly non-linear blowout regime using a Laguerre-Gaussian beam driver with orbital angular momentum. (a) shows plasma density isosurfaces (green) illustrating the generation of a doughnut bubble. Plasma density projections are in grey, and laser pulse electric field projections in orange. The laser propagates in the direction of the blue arrow. Blue spheres represent a self-injected electron bunch ring. (b) shows the plasma density structures taken from a central slice of the simulation box. The location for positron focusing and accelerating fields is shown by the red shape. (c)-(d) shows the focusing and accelerating field structures taken from a central slice of the simulation box. The blue line in (c) shows a lineout of the focusing wakefields.

Laser pulses with OAM can excite wakefields with new topologies and provide control over previously inaccessible phase-space features of accelerated particles. Twisted plasma waves, that carry orbital angular momentum because of a helical phase structure [56], are well suited to control the angular momentum degrees of freedom of relativistic charged particle bunches. Intense lasers with helical intensity profiles, also denoted as spatiotemporal Light Springs [57], can excite twisted plasma waves. The helical intensity profile of a light spring results from a spatio-spectral correlation between the laser OAM and frequency. For example, beating two Laguerre Gaussian modes with different frequencies and OAM levels creates such a helical intensity profile. The generation of spatiotemporal Light Springs could be accomplished using spiral phase plates. Thick spiral phase plates will induce a group velocity dispersion that varies azimuthally, thus imprinting a helical intensity profile on an initially, ultra-short Gaussian laser pulse.

Efficient wakefield excitation occurs when the pitch of the helical intensity pattern is equal to the plasma frequency. Figure 12a illustrates the spatial structure of a twisted plasma wakefield, in the non-linear regime, driven by a spatiotemporal Light Spring. In addition to longitudinal and radial (Fig. 12b) components, twisted plasma waves also carry an azimuthal wakefield component that can impart angular momentum to trapped particles, which is shown in Fig. 12c. It follows from the twisted wakefield structure that trapped particles can only travel with preset azimuthal velocities. This corresponds to a quantisation of their angular momentum. Additionally, the current profile of trapped particles consists of one or more inter-twined helixes, which follow the twisted wakefield structure OAM. Figure 12a provides an illustration of a relativistic electron bunch consisting of a single helix. Hence, twisted wakefields can generate classical electron bunches with orbital angular momentum [58]. Such bunches are interest-
ing because they may relax the standard criteria for superradiant spontaneous undulator radiation [59], and may thus open new routes to produce temporally coherent radiation in plasma accelerators. These bunches may also be useful for the multiple communities that use charged particle bunches to explore magnetic properties of matter [60].

The OAM is one of the many examples of advanced spatiotemporal couplings that promises to unlock unprecedented degrees of freedom to control laser-plasma accelerators. Other types of spatiotemporal couplings may play a crucial role in overcoming current limits in laser-plasma accelerators, namely the dephasing length limit. The dephasing length is the distance travelled by accelerated particles before they outrun the accelerating phase of the wakefield. It is useful to estimate the dephasing length by determining the distance travelled by a relativistic particle relative to the plasma wakefield. This distance is \( \Delta x = (v_p - v_\phi)L/c \), where \( v_p \approx c \) is the particle velocity, \( v_\phi \) is the wakefield phase-velocity, and \( L \) is the distance travelled in the laboratory frame. In the non-linear regime, dephasing occurs when \( \Delta x \approx \lambda_p/2 \).

The corresponding dephasing length is thus \( L_d \approx \lambda_p/[2(1 - v_\phi/c)] \approx \lambda_p \gamma_\phi^2 \), where \( \gamma_\phi^2 = 1/(1 - v_\phi^2/c^2) \) is the wakefield relativistic factor. According to the latter expression for \( L_d \), dephasing can be ignored in plasma wakefield accelerators where \( \gamma_\phi \approx 10^4 - 10^5 \). In contrast, dephasing limits the acceleration distance in laser wakefield accelerators, because \( \gamma_\phi \approx 10 - 100 \) in current experiments.

The discussion above shows that dephasingless acceleration is a desirable feature in laser-plasma accelerators. In the standard paradigm, the plasma density defines the wakefield phase velocity. Thus, the output energy of laser plasma accelerators is intimately related to the plasma density: higher energies require plasma wakefields with higher \( v_\phi \), which, in turn, can only operate at lower plasma densities, which in turn support lower acceleration gradients and longer acceleration distances. Obtaining independent control over the wakefield phase velocity and the plasma density can thus enable dephasingless acceleration at any plasma density. Dephasingless acceleration in laser driven wakefields requires plasma wakefields travelling at \( c \). This could be achieved by relying on specific spatiotemporal couplings on the laser driver. The flying/sliding focus technique [61,62], an appropriate use of an axi-parabola [63], traveling wave electron acceleration [64] are three examples of how advanced spatiotemporal couplings could be used to overcome the dephasing acceleration limit.

Fig. 12: Twisted plasma wakefields driven by a light spring moving in a preformed plasma doped with Nitrogen. (a) (right) Rainbow colors display the electric field of the light spring. (left) blue-red isosurfaces show the twisted longitudinal electric field structure of the wake excited by this LS in the underdense plasma. These surfaces are not displayed for \( x \geq 178 \) to avoid hiding the other plots. (middle) Spheres in rainbow colors correspond to ionization injected electrons from the inner \((6^{th} - 7^{th})\) shells of Nitrogen. (b)-(c) slices of the corresponding radial and azimuthal electric fields in the plasma. Field values are normalised to the cold wavebreaking limit \( E_0 = m_e c \omega_0 / e \).
7 Conclusions

In this report we have outlined wakefield excitation models using various approximations, valid in one- and multidimensional scenarios. Using these models, we have shown how the field structure of plasma waves in the linear and non-linear regimes can be determined, and we have derived a set of scaling laws for the maximum energies and charges that can be achieved in plasma-based accelerators. We have shown that the blowout regime has the potential to accelerate high-charge, high-quality electron bunches to high energies. Laser wakefield acceleration experiments in the blowout regime have demonstrated multi-GeV electron accelerations \[9,10\], and future experiments in the field promise to take the technology even closer to applications. We have also briefly reviewed the role of structured laser drivers to overcome and expand laser wakefield accelerators beyond current limits of both conventional and advanced acceleration techniques.
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