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Abstract
We consider the nonlinear Schrödinger equation on the half-line $x \geq 0$ with a Robin boundary condition at $x = 0$ and with initial data in the weighted Sobolev space $H^{1,1}(\mathbb{R}_+)$. We prove that there exists a global weak solution of this initial-boundary value problem and provide a representation for the solution in terms of the solution of a Riemann–Hilbert problem. Using this representation, we obtain asymptotic formulas for the long-time behavior of the solution. In particular, by restricting our asymptotic result to solutions whose initial data are close to the initial profile of the stationary one-soliton, we obtain results on the asymptotic stability of the stationary one-soliton under any small perturbation in $H^{1,1}(\mathbb{R}_+)$. In the focusing case, such a result was already established by Deift and Park using different methods, and our work provides an alternative approach to obtain such results. We treat both the focusing and the defocusing versions of the equation.
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1 | INTRODUCTION

The nonlinear Schrödinger (NLS) equation

\[ iu_t + u_{xx} - 2\lambda |u|^2 u = 0, \quad \lambda = \pm 1, \]  

(1.1)

where \( \lambda = -1 \) and \( \lambda = 1 \) correspond to the focusing and defocusing versions of the equation, respectively, is one of the most important evolution equations in mathematical physics. It arises in a variety of situations such as the modeling of slowly varying wave packets in nonlinear media [4], deep water waves [51], plasma physics [46], nonlinear fiber optics [2, 32], and magneto-static spin waves [51].

In addition to its physical significance, Equation (1.1) has rich mathematical properties stemming from its complete integrability. In the seminal paper [47], Zakharov and Shabat introduced a Lax pair for (1.1) and implemented the inverse scattering transform (IST) for the solution of the initial value problem (IVP), see also [1, 48]. The NLS equation admits a bi-Hamiltonian structure and infinitely many conservation laws. In the focusing case, it admits soliton solutions that decay exponentially as \( x \to \pm \infty \). Questions related to the well-posedness of IVPs and initial-boundary value problems (IBVPs) for (1.1) have been studied extensively, see, for example, [6, 8, 14, 25, 43].

In this paper, we are interested in the NLS Equation (1.1) posed on the half-line \( x \geq 0 \). More precisely, we study solutions of (1.1) in the domain \( \{(x, t) \in \mathbb{R}^2 : x \geq 0, t \geq 0\} \) which satisfy a Robin boundary condition at \( x = 0 \) of the form

\[ u_x(0, t) + qu(0, t) = 0, \quad t \geq 0, \]  

(1.2)

where \( q \in \mathbb{R} \) is a real parameter. In the case of \( \lambda = -1 \) (i.e., in the focusing case), this Robin problem was extensively analyzed in [18] by Deift and Park. In [18], a Bäcklund transformation is first utilized to extend the half-line solution to a solution on the whole line, and then IST and Riemann–Hilbert (RH) techniques are used to obtain long-time asymptotic formulas for the solution \( u(x, t) \) whenever the initial data \( u_0(x) = u(x, 0) \) are a small perturbation of the stationary one-soliton initial profile.

The main goal of this work is to study the above Robin problem in the case of \( \lambda = 1 \), that is, for the defocusing version of (1.1). However, since our methods allow us to treat both the focusing and defocusing cases simultaneously with little additional effort, we will also consider the focusing case. Our work has partly been inspired by [15] where P. Deift listed the study of the defocusing case as an interesting open problem.

1.1 | Description of main results

We assume that the initial data \( u_0(x) := u(x, 0) \) are either in the Schwartz class \( \mathcal{S}(\mathbb{R}_+) \) of rapidly decaying functions or in the weighted Sobolev space \( H^{1,1}(\mathbb{R}_+) \) defined by

\[ H^{1,1}(\mathbb{R}_+) := \{ f \in L^2(\mathbb{R}_+) : \partial_x f, x f \in L^2(\mathbb{R}_+) \}. \]

In the latter case, we will need to formulate the IBVP in an appropriate weak sense (see Definition 1.2). As a first step, we prove that the Robin IBVP is globally well posed in \( H^{1,1}(\mathbb{R}_+) \) (see
Proposition 2.2). The proof of this fact follows along the same lines as the proof of Theorem 3 in [18]. Our first main result is Theorem 1, which provides a RH representation for the solution $u(x, t)$ of the Robin IBVP for initial data in $H^{1,1}(\mathbb{R}_+)$. In the focusing case, this theorem is stated under the assumption that the initial data is generic (see Assumption 2.4), and in the defocusing case with $q > 0$ (where $q$ is the parameter in (1.2)), it is stated under the assumption that the associated RH problem has a solution. Our results are the most complete in the defocusing case with $q < 0$; in this case, no additional assumptions are required which means that the representation applies for any initial data $u_0 \in H^{1,1}(\mathbb{R}_+)$. 

The representation formula of Theorem 1 for the half-line solution is expressed in terms of an RH problem which has the same form as the RH problem associated to the NLS equation on the line. This means that we can obtain asymptotic theorems for the Robin IBVP by applying results developed for the pure IVP. In the defocusing case, this leads to Theorems 2 and 3 which provide the large $t$ asymptotics of the solution of the Robin problem when $q < 0$ and $q > 0$, respectively. In the focusing case, we obtain Theorem 5 which provides the asymptotics for any generic initial data in $H^{1,1}(\mathbb{R}_+)$. 

To describe our remaining two main theorems, Theorem 4 and Theorem 6, we first need to discuss the stationary one-soliton solutions of (1.1). It is important to note that even though the defocusing NLS does not admit soliton solutions on the line with decay as $x \to \pm \infty$, it does admit a family of stationary one soliton on the half-line. Indeed, there are two-parameter families of stationary one-soliton solutions of (1.1) on the half-line in both the focusing and defocusing cases which satisfy the Robin boundary condition (1.2). These are given explicitly by (see [41] for the defocusing case)

$$u_s(x, t) := e^{i\omega t} u_{s0}(x),$$

where the initial data $u_{s0}(x)$ is given by

$$u_{s0}(x) := \begin{cases} \sqrt{\omega} \text{sech} \left( \sqrt{\omega} x + \phi \right), & \lambda = -1, \\ 2\alpha \sqrt{\omega} (\sqrt{\alpha^2 + \omega} + \sqrt{\omega}) e^{x} \sqrt{\omega}, & \lambda = 1, \end{cases}$$

and the family of solutions is parameterized by $\omega > 0$ and $\phi \in \mathbb{R}$ in the focusing case, and by $\omega > 0$ and $\alpha > 0$ in the defocusing case. Even though $u_s(x, t)$ is singular at

$$x = -\frac{1}{\sqrt{\omega}} \log \left( \frac{\sqrt{\omega} + \sqrt{\alpha^2 + \omega}}{\alpha} \right) < 0 \quad (1.5)$$

when $\lambda = 1$, it is smooth in the quarter plane \{x $\geq 0$, t $\geq 0$\}. We will use a subscript $s$ to denote quantities corresponding to the stationary one-soliton $u_s(x, t)$. The parameter $q_s := -u_s'(0)/u_s(0)$ relevant for the Robin boundary condition is given by $q_s = \sqrt{\omega \tanh(\phi)}$ in the focusing case, and by $q_s = \sqrt{\alpha^2 + \omega} > 0$ in the defocusing case. In both cases, the Dirichlet and Neumann boundary values are time-periodic and satisfy the Robin boundary condition (1.2):

$$u_s(0, t) = a e^{i\omega t}, \quad u_{sx}(0, t) = -a q_s e^{i\omega t}, \quad t \geq 0,$$
where $\alpha = \sqrt{\omega \text{sech } \phi} > 0$ if $\lambda = -1$. Theorem 4 and Theorem 6 are concerned with small perturbations of the stationary one-soliton $u_s$. More precisely, they provide the long-time asymptotics for the solution of the Robin problem whenever the initial data $u_0$ are a small perturbation of $u_{s0}$ in $H^{1,1}(\mathbb{R}_+)$. In the defocusing case, the asymptotics of $u(x,t)$ is given to leading order by a stationary one-soliton with slightly perturbed parameters. In the focusing case, the asymptotics of $u(x,t)$ is given to leading order by a stationary one-soliton or a stationary two-soliton depending on the distribution of the zeros of an associated spectral function. (The result of Theorem 6 was already obtained in [18], but we include it for completeness as mentioned above.)

1.2 Methods

It is not trivial to generalize the approach of [18] to the defocusing case, because when $\lambda = 1$ the Bäcklund transformation extending the solution from $x > 0$ to $x < 0$ introduces certain singularities which must be controlled [15]. This is one reason why we have decided to adopt a different approach. Our approach is based on a mix of ideas from the unified transform method (UTM) of Fokas as well as ideas related to scattering problems in the context of weighted Sobolev spaces developed in [18, 21, 50]. We also use continuity arguments to go from Schwartz class solutions to solutions in the weighted Sobolev space $H^{1,1}(\mathbb{R}_+)$. The UTM was introduced by Fokas in 1997 as a general approach to the solution of IBVPs for integrable PDEs [23]. Just like the IST, it provides a way to express the solution in terms of the solution of an RH problem. Hence, the UTM can be thought of as an IBVP analog of the IST formalism. The UTM has proven successful for the study of many integrable nonlinear PDEs, see, for example, [9, 24, 26–28, 30, 34, 36, 40, 44]. In the case of the NLS equation on the half-line, the UTM represents the solution $u(x,t)$ in terms of the solution of a $2 \times 2$-matrix RH problem with a jump along the contour $\mathbb{R} \cup i\mathbb{R}$ [24]. This RH problem is expressed in terms of four spectral functions $a(k), b(k), A(k),$ and $B(k)$, where $a(k)$ and $b(k)$ are defined in terms of the initial data, while $A(k)$ and $B(k)$ are defined in terms of the boundary values $u(0,t)$ and $u_x(0,t)$. Since both $u(0,t)$ and $u_x(0,t)$ cannot be independently specified for a well-posed problem, $A(k)$ and $B(k)$ remain unknown and the solution formula is therefore not fully effective in general. However, for certain boundary conditions, such as the Robin boundary condition (1.2), the functions $A(k)$, $B(k)$ can be eliminated in terms of $a(k), b(k)$ by algebraic manipulations involving the so-called global relation. Boundary conditions of this type are known as linearizable [24].

It is well known that the Robin boundary condition (1.2) is linearizable and the associated solution formula for $u(x,t)$ has been obtained in [24] (see also [27]). In [24, 27], the formula for $u(x,t)$ was derived under the a priori assumption that the boundary values decay for large times. This is not always the case and the problem was therefore revisited by Its and Shepelsky in [36] who presented an independent proof that the Riemann–Hilbert problem for linearizable boundary conditions indeed yields the solution of the IBVP in question when $\lambda = -1$.

The present work extends the results of [24, 27, 36] in two ways. First, we extend the construction of [36] to the case of $\lambda = 1$. The second extension is more significant: Whereas [24, 27, 36] consider solutions of sufficient smoothness and decay, by injecting ideas related to weighted Sobolev spaces developed in [18, 21, 50] as well as a continuity argument, we are able to derive a representation formula for solutions in the weighted Sobolev space $H^{1,1}(\mathbb{R}_+)$. To the best of our knowledge, this is the first time the half-line approach of [24] is developed in such a weighted Sobolev space.
Once the RH representation for the solution has been obtained, we obtain formulas for the long-time asymptotics by means of the nonlinear steepest descent method. This method was pioneered by Deift and Zhou [20] in 1993 and has subsequently been successfully employed to derive asymptotics for the solution of IVPs for a large number of integrable PDEs, see, for example, [5, 13, 17–19, 31, 35, 37–39, 45]. Asymptotic formulas for solutions of IBVPs have also been obtained by combining the UTM with nonlinear steepest descent techniques, see, for example, [3, 9–12, 27, 34, 42]. For a brief introduction to the Deift–Zhou method, we refer to [16].

In recent years, the error terms in the asymptotic formulas for the solution of NLS on the line with initial data in $H^{1,1}$ have been sharpened by Borghese–Jenkins–McLaughlin [7] and Dieng–McLaughlin–Miller [22] using the $\tilde{\eta}$ generalization of the nonlinear steepest descent method. By applying the results of [7, 22] to the RH representation of Theorem 1, we can immediately obtain asymptotic theorems for the Robin problem; thus, we do not have to repeat the steepest descent analysis here. However, in the case considered in Theorem 3 where $\lambda = 1$ and $q > 0$, an additional argument is needed. Indeed, in this case the RH problem has poles even if we are considering the defocusing NLS. Such a situation is never encountered for the problem on the line because the defocusing NLS does not admit solitons with decay at spatial infinity. We deal with this issue by relating the singular RH solution to a regularized solution without poles.

We believe that the approach to the Robin problem presented here combined with the $\tilde{\eta}$ nonlinear steepest descent method will prove useful also for the analysis of other IBVPs for integrable PDEs with data in weighted Sobolev spaces, yielding asymptotic formulas valid for initial data in spaces such as $H^{1,1}(\mathbb{R}_+)$. It would be interesting in this regard to also consider boundary conditions which are not linearizable — this would require an analysis in weighted Sobolev spaces also of the spectral problem associated with the boundary data and would present further challenges.

1.3 | Organization of the paper

The main theorems of the paper are stated in Section 2. In Section 3, we perform the spectral analysis and establish several properties of the associated spectral functions for the half-line problem; in particular, we establish their continuous dependence on the initial data $u_0 \in H^{1,1}(\mathbb{R}_+)$. In Section 4, we apply the UTM to obtain a representation for the solution of the Robin IBVP in terms of an RH problem under the a priori assumption that the solution exists and lies in the Schwartz class. Theorem 1 is then first proved for initial data in the Schwartz class in Section 5. In Section 6, the proof of Theorem 1 is extended to initial data in $H^{1,1}(\mathbb{R}_+)$ by means of density and continuity arguments. In Section 7, we use the $\tilde{\eta}$ nonlinear steepest descent method to prove the long-time asymptotics theorems. Appendix A contains a proof of the global well-posedness of the Robin problem in $H^{1,1}(\mathbb{R}_+)$. In Appendix B, we recall various properties of the NLS stationary one-soliton solutions and the associated RH problems.

1.4 | Notation

The following notation will be used throughout the article.

- $C > 0$ will denote a generic constant that may change within a computation.
- $[A]_1$ and $[A]_2$ denote the first and second columns of a $2 \times 2$ matrix $A$. 
If $A$ is a $n \times m$ matrix, we define $|A| \geq 0$ by $|A|^2 = \sum_{i,j} |A_{ij}|^2$. Then $|A + B| \leq |A| + |B|$ and $|AB| \leq |A||B|$.

For a (piecewise smooth) contour $\gamma \subset \mathbb{C}$ and $1 \leq p \leq \infty$, we write $A \in L^p(\gamma)$ if $|A|$ belongs to $L^p(\gamma)$. We write $\|A\|_{L^p(\gamma)} := \||A||\|_{L^p(\gamma)}$.

$C_+ = \{k \in \mathbb{C} | \operatorname{Im} k > 0\}$ and $C_- = \{k \in \mathbb{C} | \operatorname{Im} k < 0\}$ denote the open upper and lower halves of the complex plane.

$\mathbb{R}_+ = [0, \infty)$ and $\mathbb{R}_- = (-\infty, 0]$ denote the closed right and left half-lines.

$f^*(k) := \overline{f(k)}$ denotes the Schwartz conjugate of a function $f(k)$.

We let $\{\sigma_j\}_{j=1}^3$ denote the three Pauli matrices defined by

$$
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

The weighted Sobolev space $H^{k,j}(\mathbb{R}_+)$ is a Banach space defined by

$$
H^{k,j}(\mathbb{R}_+) := \{f \in L^2(\mathbb{R}_+) : \partial_x^k f, x^j f \in L^2(\mathbb{R}_+)\},
$$
equipped with the norm

$$
\|f\|_{H^{k,j}(\mathbb{R}_+)} := \left( \|f\|_{L^2}^2 + \|\partial_x^k f\|_{L^2}^2 + \|x^j f\|_{L^2}^2 \right)^{1/2}.
$$

Note that $\|f\|_{L^\infty} \leq C\|f\|_{H^1} \leq C\|f\|_{H^{1,1}}$, so if $f \in H^{1,1}(\mathbb{R}_+)$, then $f$ is bounded and $\lim_{x \to \infty} f(x) = 0$.

The space $S(\mathbb{R}_+)$ of Schwartz class functions on $\mathbb{R}_+$ consists of all smooth functions $f$ on $[0, \infty)$ such that $f$ and all its derivatives have rapid decay as $x \to +\infty$.

For $x \in \mathbb{R}$, we write $\langle x \rangle := \sqrt{1 + x^2}$.

### 1.5 Definitions of global solutions

We next define precisely what we mean by a global solution of the Robin IBVP in the Schwartz class $S(\mathbb{R}_+)$ and in the weighted Sobolev space $H^{1,1}(\mathbb{R}_+)$, respectively.

**Definition 1.1.** Let $u_0 \in S(\mathbb{R}_+)$. We say that $u(x, t)$ is a global Schwartz class solution of the Robin IBVP for NLS with initial data $u_0$ if

(i) $u(x, t)$ is a smooth complex-valued function of $x \geq 0$ and $t \geq 0$,

(ii) $u(x, t)$ solves (1.1) for $x > 0$ and $t > 0$,

(iii) $u(x, 0) = u_0(x)$ for $x \geq 0$,

(iv) $u_x(0, t) + qu(0, t) = 0$ for $t \geq 0$ where $q := -u_{0x}(0)/u_0(0)$,

(v) $u$ has rapid decay as $x \to +\infty$ in the sense that, for each $N \geq 1$ and each $T > 0$,

$$
\sup_{x \geq 0, t \in [0, T]} \sum_{j=0}^N (1 + |x|)^N |\partial_x^j u| < \infty.
$$
Definition 1.2. Let \( q \in \mathbb{R} \) and \( u_0 \in H^{1,1}(\mathbb{R}_+) \). We say that \( u(t) \) is a global weak solution in \( H^{1,1}(\mathbb{R}_+) \) of the Robin IBVP for NLS with parameter \( q \) and initial data \( u_0 \) if \( t \mapsto u(t) \) is a continuous map from \([0, \infty)\) to \( H^{1,1}(\mathbb{R}_+) \) satisfying

\[
u(t) = e^{-iH^+_q t/2}u_0 - i\lambda \int_0^t e^{-iH^+_q (t-s)/2} |u(s)|^2 u(s) ds	ag{1.6}
\]

with \( u(0) = u_0 \in H^{1,1}(\mathbb{R}_+) \). Here, \( H^+_q \) is the self-adjoint operator \(-\frac{d^2}{dx^2}\) on \( \mathbb{R}_+ \) with domain

\[
D(H^+_q) = \{ f \in L^2(\mathbb{R}_+) \mid f \text{ and } f' \text{ are absolutely continuous, } f'' \in L^2(\mathbb{R}_+), f'(0+) + qf(0) = 0 \}.
\]

2 | MAIN RESULTS

The statements of our main theorems involve four spectral functions \( a(k), b(k), r(k), \) and \( \Delta(k) \) which are defined as follows. Suppose that \( u_0 \in H^{1,1}(\mathbb{R}_+) \) and let \( \mu(x, k) \) denote the unique solution of the linear Volterra integral equation

\[
\mu(x, k) = I - \int_x^\infty e^{-i(k(x-x')\sigma_3)} [U_0(x')\mu(x', k)] dx', \quad x \geq 0,
\]

where

\[
U_0(x) = \begin{pmatrix} 0 & u_0(x) \\ \lambda u_0(x) & 0 \end{pmatrix}
\]

and \( \sigma_3 \) acts on a 2 \( \times \) 2 matrix \( A \) by \( \sigma_3 A = [\sigma_3, A] \), that is, \( e^{\sigma_3} A = e^{\sigma_3} A e^{-\sigma_3} \). Define the functions \( a(k) \) and \( b(k) \) by

\[
\begin{pmatrix} b(k) \\ a(k) \end{pmatrix} := [\mu(0, k)]_2, \quad \text{Im} \ k \geq 0,
\]

and define the functions \( r(k) \) and \( \Delta(k) \) by

\[
r(k) := \frac{(2k - iq)b(k)a(-k) + (2k + iq)a(k)b(-k)}{\Delta(k)}, \quad k \in \mathbb{R},
\]

\[
\Delta(k) := (2k - iq)a(k)a(-k) + \lambda(2k + iq)b(k)b(-k), \quad \text{Im} \ k \geq 0,
\]

where \( q \) is the constant appearing in the Robin boundary condition (1.2). The following proposition, whose proof is given in Section 3, establishes several properties of \( r \) and \( \Delta \). In particular, it shows that \( r(k) \) lies in \( H^{1,1}(\mathbb{R}) \) and depends continuously on \( u_0 \) whenever \( \Delta \) has no real zeros.
**Proposition 2.1** (Properties of the spectral functions). Given \( u_0 \in H^{1,1}(\mathbb{R}_+) \) and \( q \in \mathbb{R} \), define \( a(k), r(k), \) and \( \Delta(k) \) by (2.2)–(2.4). Then the following hold.

(i) \( \Delta(k) \) is continuous for \( \text{Im} \ k \geq 0 \) and analytic for \( \text{Im} \ k > 0 \).

(ii) \( \Delta(k) \) obeys the symmetry

\[
\Delta(-\bar{k}) = -\Delta(k), \quad \text{Im} \ k \geq 0.
\]

(iii) \( \Delta(0) = -iq \).

(iv) As \( k \to \infty \), \( \Delta(k) \) satisfies

\[
\Delta(k) = 2k + O(1), \quad k \to \infty, \ \text{Im} \ k \geq 0.
\]

(v) If \( \Delta(k) \neq 0 \) for all \( k \in \mathbb{R} \), then \( r \in H^{1,1}(\mathbb{R}) \). Moreover, the map \( u_0 \mapsto r : H^{1,1}(\mathbb{R}_+) \cap \{u_0 \mid \Delta(k) \neq 0 \text{ for all } k \in \mathbb{R}\} \to H^{1,1}(\mathbb{R}) \) is continuous.

In the defocusing case (i.e., in the case when \( \lambda = 1 \)), the following also hold:

(a) \( |r(k)| < 1 \) for all \( k \in \mathbb{R} \).

(b) If \( q < 0 \), then \( \Delta \) has no zeros in \( \bar{\mathbb{C}}_+ = \{k \in \mathbb{C} \mid \text{Im} \ k \geq 0\} \).

(c) If \( q > 0 \), then \( \Delta \) has no zeros on \( \mathbb{R} \) and exactly one simple zero in \( \mathbb{C}_+ \). Moreover, this zero is pure imaginary.

(d) If \( q = 0 \), then \( \Delta(k) \neq 0 \) for all \( k \in \bar{\mathbb{C}}_+ \setminus \{0\} \), but \( \Delta(0) = 0 \).

(e) \( a(k) \neq 0 \) for all \( k \in \mathbb{C}_+ \).

Before stating our main results we also need the following well-posedness result for the Robin IBVP. The proof, which is given in Appendix A, is based on a fixed-point argument and is an easy generalization of the argument presented in [18, Theorem 3], where global existence and uniqueness was established in the case of \( \lambda = -1 \). Recall that we introduced the notion of a global weak solution in \( H^{1,1}(\mathbb{R}_+) \) in Definition 1.2.

**Proposition 2.2** (Global well-posedness of the Robin problem). Suppose \( \lambda = 1 \) or \( \lambda = -1 \). Let \( q \in \mathbb{R} \) and \( u_0 \in H^{1,1}(\mathbb{R}_+) \). Then there exists a unique global weak solution in \( H^{1,1}(\mathbb{R}_+) \) of the Robin IBVP for NLS with parameter \( q \) and initial data \( u_0 \). Moreover, for each \( T > 0 \), the data-to-solution mapping \( u_0 \mapsto u \) is continuous from \( H^{1,1}(\mathbb{R}_+) \) to \( C([0, T], H^{1,1}(\mathbb{R}_+)) \).

**Remark 2.3.** Himonas and Mantzavinos [33] have recently proved local well-posedness of the NLS equation on the half-line for a more general class of Robin boundary conditions where the parameter \( q \) in (1.2) is allowed to depend on time. Since we need global (and not just local) well-posedness, we give an independent proof of Proposition 2.2. It should be noted that the case when \( q \) is constant is much easier to handle than the case considered in [33].

### 2.1 Representation theorem

Our first main result (Theorem 1) provides a representation for the solution \( u(x, t) \) of the Robin IBVP in terms of the solution \( m(x, t, k) \) of an RH problem. The formulation of this RH problem depends only on the initial data \( u_0 \); thus, the solution representation is effective.
In the focusing case, we make the following generic assumptions on the zeros of $a(k)$ and $\Delta(k)$.

**Assumption 2.4.** If $\lambda = -1$, we assume the following.

(i) $\Delta(k) \neq 0$ for every $k \in \mathbb{R}$ and every zero of $\Delta(k)$ in $\mathbb{C}_+$ is simple.

(ii) If $\Delta(k) = 0$ for some $k \in \mathbb{C}_+$, then $a(k) \neq 0$.

**Remark 2.5.** In the defocusing case, the statements in Assumption 2.4 are automatically fulfilled for $q \in \mathbb{R} \setminus \{0\}$ as a consequence of Proposition 2.1.

In view of (2.6), if $\lambda = -1$ and Assumption 2.4 holds, then $\Delta$ has at most finitely many zeros in $\mathbb{C}_+$. On the other hand, by Proposition 2.1, if $\lambda = 1$, then $a$ is zero-free and $\Delta$ is nonzero on $\mathbb{R}$ and has either one or no zero in $\mathbb{C}_+$ depending on the sign of $q$; more precisely, if $\lambda = 1$ and $q > 0$, then $\Delta$ has one zero in $\mathbb{C}_+$, whereas if $\lambda = 1$ and $q < 0$, then $\Delta$ has no zeros in $\mathbb{C}_+$. We denote the zeros of $\Delta$ in $\mathbb{C}_+$ by $\{\xi_j\}_1^M$, $M \geq 0$.

**Theorem 1** (Representation of the solution of the Robin IBVP for NLS). Suppose $\lambda = 1$ or $\lambda = -1$. Let $q \in \mathbb{R} \setminus \{0\}$ and $u_0 \in H^{1,1}(\mathbb{R}_+)$ and define $a(k)$, $b(k)$, $r(k)$, and $\Delta(k)$ by (2.2)–(2.4). If $\lambda = -1$, suppose that Assumption 2.4 holds. Consider the following RH problem for $m(x, t, k)$:

- $m(x, t, \cdot) : \mathbb{C} \setminus (\mathbb{R} \cup \{\xi_j, \bar{\xi}_j\}_1^M) \to \mathbb{C}^{2 \times 2}$ is analytic.
- The boundary values of $m(x, t, k)$ as $k$ approaches $\mathbb{R}$ from above (+) and below (−) exist are continuous on $\mathbb{R}$, and satisfy

$$m_+(x, t, k) = m_-(x, t, k)v(x, t, k), \quad k \in \mathbb{R},$$

where

$$v(x, t, k) := \begin{pmatrix} 1 - \lambda |r(k)|^2 & r(k)e^{-2i\theta} \\ -\lambda r(k)e^{2i\theta} & 1 \end{pmatrix}, \quad \theta \equiv \theta(x, t, k) := kx + 2k^2t.$$  

- $m(x, t, k) \to I$ as $k \to \infty$.
- The first column of $m$ has at most simple poles at the zeros $\xi_j \in \mathbb{C}_+$ of $\Delta(k)$, the second column of $m$ has at most simple poles at the zeros $\bar{\xi}_j \in \mathbb{C}_-$ of $\bar{\Delta}(k)$, and the following residue conditions hold for $j = 1, \ldots, M$:

$$\text{Res}_{k=\xi_j} [m(x, t, k)]_1 = c_j e^{2i\theta(x, t, \xi_j)} [m(x, t, \xi_j)]_2,$$

$$\text{Res}_{k=\bar{\xi}_j} [m(x, t, k)]_2 = \lambda \bar{c}_j e^{-2i\theta(x, t, \bar{\xi}_j)} [m(x, t, \bar{\xi}_j)]_1,$$

where

$$c_j := -\frac{\lambda b(-\bar{\xi}_j) 2\xi_j + iq}{a(\xi_j) \Delta(\xi_j)}, \quad j = 1, \ldots, M.$$
If \( \lambda = 1 \) and \( q > 0 \), then suppose additionally that the above RH problem has a solution for each \((x, t) \in [0, \infty) \times [0, \infty)\).

Then the above RH problem has a unique solution \( m(x, t, k) \) for each \((x, t) \in [0, \infty) \times [0, \infty)\) and the function \( u(x, t) \) defined by

\[
u(x, t) = 2i \lim_{k \to \infty} k(m(x, t, k))_{12}, \quad x \geq 0, \ t \geq 0, \tag{2.11}\]

where the limit is taken nontangentially with respect to \( \mathbb{R} \), is the unique global solution in \( H^{1,1}(\mathbb{R}_+) \) of the Robin IBVP for NLS with parameter \( q \) and initial data \( u_0 \).

**Proof.** See Section 6. \( \square \)

## 2.2 Asymptotic theorems for the defocusing NLS

Using the RH representation of Theorem 1, we can obtain asymptotic formulas for the solution \( u(x, t) \) by appealing to known asymptotic results for the NLS equation on the line. Indeed, the form of the RH problem of Theorem 1 has the exact same form as the RH problem relevant for the NLS equation on the line. In the case when \( \lambda = 1 \) and \( q < 0 \), this leads to the following result which provides the large \( t \) asymptotics of the solution of the Robin problem for any initial data in \( H^{1,1} \).

**Theorem 2** (Long-time asymptotics: defocusing NLS, \( q < 0 \)). Suppose \( \lambda = 1 \). Let \( q < 0 \) and \( u_0 \in H^{1,1}(\mathbb{R}_+) \). Then the global solution \( u(x, t) \) in \( H^{1,1}(\mathbb{R}_+) \) of the Robin IBVP for NLS with parameter \( q \) and initial data \( u_0 \) satisfies

\[
u(x, t) = \frac{\beta(r(k_0))(8t)^{i\nu(r(k_0))}e^{2\chi(\zeta, k_0)}e^{4itk_0^2}}{\sqrt{2t}} + O\left(t^{-3/4}\right), \quad t \to \infty, \tag{2.12}\]

uniformly for \( x \in [0, \infty) \), where

\[
k_0 := -\frac{\zeta}{4} = -\frac{x}{4t}, \quad \nu(y) := \frac{1}{2\pi} \ln(1 - \lambda |y|^2), \quad \beta(y) := \sqrt{\nu(y)}e^{i\left(\frac{\pi}{4} - \arg y - \arg \Gamma(\nu(y))\right)},
\]

\[
\chi(\zeta, k) := -\frac{1}{2\pi i} \int_{-\infty}^{k_0} \ln(k - s) d \ln(1 - \lambda |r(s)|^2), \tag{2.13}\]

and \( \Gamma \) is the Gamma function.

**Proof.** In this case, \( \Delta(k) \) has no zeros. The assumptions of Theorem 1 are fulfilled and the asymptotic formula for \( u(x, t) \) coincides with the formula for the long-time asymptotics for the solution of the IVP for the defocusing NLS on the line with reflection coefficient \( r(k) \) given by (2.3). The derivation of such asymptotics has a long history; the form (2.12) of the asymptotic formula with the error term \( O(t^{-3/4}) \) has recently been obtained in [22] with the help of the \( \bar{\beta} \) steepest descent method. \( \square \)
We next consider the case when $\lambda = 1$ and $q > 0$. In this case, the statement of Theorem 1 includes the additional assumption that the RH problem must have a solution for each $(x, t) \in [0, \infty) \times [0, \infty)$. Let us comment on this assumption. For $\lambda = -1$, the existence of a solution of the RH problem of Theorem 1 for any $(x, t)$ can be established with the help of a vanishing lemma. A similar argument also applies when $\lambda = 1$ and $q < 0$, because in this case $m$ has no poles. However, if $\lambda = 1$ and $q > 0$, then $m$ has poles at $\xi_1$ and $\bar{\xi}_1$, and the construction of $m$ is more complicated. Indeed, if the residue conditions (2.9) are replaced with jumps on small circles in the standard manner, then these jump matrices have the appropriate symmetry properties for the derivation of a vanishing lemma only if $\lambda = -1$. If the residue conditions are alternatively handled with the help of a Darboux transformation and thereby replaced by an algebraic system (see, e.g., [26] or Section 7), then the algebraic system is only known to have a solution for all $(x, t)$ if $\lambda = -1$. (This is related to the fact that the stationary one-soliton of the defocusing NLS is singular at the value of $x$ specified in (1.5), so the existence of a solution may indeed break down at certain points.) For these reasons, our next result is stated under the assumption of the existence of a solution of the RH problem.

**Theorem 3** (Long-time asymptotics: defocusing NLS, $q > 0$). Suppose $\lambda = 1$. Let $q > 0$ and $u_0 \in H^{1,1}(\mathbb{R}_+)$. Suppose that the RH problem of Theorem 1 has a solution for each $(x, t) \in [0, \infty) \times [0, \infty)$. Then the global solution $u(x, t)$ in $H^{1,1}(\mathbb{R}_+)$ of the Robin IBVP for NLS with parameter $q$ and initial data $u_0$ satisfies

$$u(x, t) = u_{\text{sol}}(x, t) + \frac{u^{(1)}_{\text{rad}}(x, t) + u^{(2)}_{\text{rad}}(x, t)}{\sqrt{t}} + O(t^{-3/4}), \quad t \to \infty,$$

uniformly for $x \in [0, \infty)$, where

$$u_{\text{sol}}(x, t) = \frac{\lambda 4i \xi_1 \overline{d_1} \delta(\zeta, \xi_1)^2}{\lambda |d_1|^2 - |\delta(\zeta, \xi_1)|^4},$$

$$u^{(1)}_{\text{rad}}(x, t) = \frac{\beta(r_{\text{reg}}(k_0))(8t)^i \tau(r_{\text{reg}}(k_0))}{\sqrt{2}} e^{2\chi(k_0)} e^{4itk_0^2},$$

$$u^{(2)}_{\text{rad}}(x, t) = -\frac{\lambda \sqrt{2\xi_1} \beta(r_{\text{reg}}(k_0)) e^{-4itk_0^2} \delta_0(\zeta, t)^2 (|d_1|^2(k_0 + \xi_1) + \lambda |\delta(\zeta, \xi_1)|^4(k_0 - \xi_1))}{|k_0 - \xi_1|^2(\lambda |d_1|^2 - |\delta(\zeta, \xi_1)|^4^4)} + \frac{\lambda 4 \sqrt{2\xi_1^2 \overline{d_1} \delta(\zeta, \xi_1)^2} \Re \left[ d_1 \beta(r_{\text{reg}}(k_0)) e^{-4itk_0^2} \delta_0(\zeta, t)^2 \delta(\zeta, \xi_1)^2 \right]}{|k_0 - \xi_1|^2(\lambda |d_1|^2 - |\delta(\zeta, \xi_1)|^4^4)^2}.$$

Here, $\xi_1$ is the simple pole of the reflection coefficient $r(k)$ corresponding to $u_0$. The pole-free reflection coefficient $r_{\text{reg}}(k)$ is defined by the transformation (7.1) and the regular RH solution $m_{\text{reg}}$ is defined via the Darboux transformation (7.5). The functions $d_1 = d_1(x, t)$, $\delta(\zeta, k)$, and $\delta_0(\zeta, t)$ are defined in (7.4) and (7.10).

**Proof.** See Section 7.1. □
Our next theorem considers the asymptotic stability of the stationary one-soliton. Recall that $u_{s0}(x) = u_s(x, 0)$ denotes the initial data corresponding to the stationary one-soliton solution given in (1.3). If $u_0$ is sufficiently close to $u_{s0}$, then it can be shown that the RH problem of Theorem 1 has a solution for all $(x, t)$. As a consequence, we obtain the following theorem which provides the long-time asymptotics for the solution of the Robin problem whenever the initial data $u_0 \in H^{1,1}$ are close to $u_{s0}$. The main takeaway is that the asymptotics of $u(x, t)$ is given by (2.14) and that the ingredients of (2.14) depend continuously on $u_0$ in the $H^{1,1}$-norm.

**Theorem 4** (Long-time asymptotics: defocusing NLS, near stationary one-soliton). Suppose $\lambda = 1$. Let $u_{s0}(x)$ be the initial profile (1.4) of the stationary one-soliton for some choice of the parameters $\omega > 0$ and $\alpha > 0$. Let $q = -u'_{s0}(0)/u_{s0}(0) = \sqrt{\alpha^2 + \omega}$ be the corresponding value of $q$. Let $\xi_{s1} = i\sqrt{\omega}/2$ be the simple zero corresponding to $u_{s0}$, see Appendix B. Then there exists a neighborhood $U$ of $u_{s0}$ in $H^{1,1}(\mathbb{R}^+)$ such that if $u_0 \in U$, then the corresponding spectral function $\Delta(k)$ has only one simple zero $\xi_1 \in i\mathbb{R}^+$, and this zero satisfies $|\xi_1 - \xi_{s1}| \to 0$ as $\|u_0 - u_{s0}\|_{H^{1,1}(\mathbb{R}^+)} \to 0$. Moreover, the global weak solution $u(x, t)$ in $H^{1,1}(\mathbb{R}^+)$ of the IBVP for the NLS equation with parameter $q$ and initial data $u_0$ satisfy (2.14) as $t \to \infty$ uniformly for $x \in [0, \infty)$.

**Proof.** See Section 7.2. \hfill $\square$

**Remark 2.6.** The leading term $u_{sol}(x, t)$ in (2.14) is a stationary one-soliton solution of the defocusing NLS equation. Indeed, if we write $u_s(x, t; \alpha, \omega)$ for the stationary one-soliton in (1.3) corresponding to the parameters $\alpha > 0$ and $\omega > 0$, then

$$u_{sol}(x, t) = u_s(x, t; \tilde{\alpha}, \tilde{\omega}),$$

where $\tilde{\omega} = -4\xi_1^2$ and $\tilde{\alpha} = \frac{2\tilde{\omega}}{\sqrt{\omega - |c_1|^2}}$. Here, $c_s = \frac{c_1}{\delta(\xi, \xi_1)}$ where $c_1$ is the residue constant in (2.10) corresponding to the initial data $u_0$. As $u_0 \to u_{s0}(\cdot; \alpha, \omega)$ in $H^{1,1}(\mathbb{R}^+)$, we have $\xi_1 \to \xi_{s1}$, $r(k) \to 0$, $\delta(\xi, \xi_1) \to 1$, $\tilde{\omega} \to \omega$, and $\tilde{\alpha} \to \alpha$. Hence, in this limit, $u_{sol}(x, t) \to u_s(x, t; \alpha, \omega)$, $u^{(1)}_{rad} \to 0$, and $u^{(2)}_{rad} \to 0$. It follows that as the initial data $u_0 \in H^{1,1}(\mathbb{R}^+)$ approach the stationary one-soliton initial data $u_{s0}(\cdot; \alpha, \omega)$, the asymptotics formula (2.14) reduces to $u(x, t) = u_s(x, t; \alpha, \omega) + O(t^{-3/4})$ as expected.

### 2.3 Asymptotic theorems for the focusing NLS

We now consider the focusing case. We let $\sigma_d := \{(\xi_j, c_j)\}_{j=1}^M \subset C \times (C \setminus \{0\})$ denote the discrete scattering data associated to $u_0$, where $\{(\xi_j)\}_{j=1}^M$ is the set of simple zeros of $\Delta(k)$ and $\{c_j\}_{1}^M$ is the set of corresponding residue constants defined in (2.10).

The next theorem is a direct consequence of Theorem 1 and the asymptotics for the focusing NLS on the line.

**Theorem 5** (Long-time asymptotics: focusing NLS, generic initial data). Suppose $\lambda = -1$. Let $q \in \mathbb{R} \setminus \{0\}$ and $u_0 \in H^{1,1}(\mathbb{R}^+)$ be such that Assumption 2.4 holds. As $t \to \infty$, the global weak solution $u(x, t)$ in $H^{1,1}(\mathbb{R}^+)$ of the Robin IBVP for NLS with parameter $q$ and initial data $u_0$ satisfies the
asymptotics
\begin{equation}
\begin{aligned}
u(x, t) = u_{sol}(x, t; \hat{\sigma}_d) + \frac{u_{rad}(x, t)}{\sqrt{2t}} + O\left(t^{-3/4}\right), & \quad t \to \infty, \\
\end{aligned}
\end{equation}

uniquely for \( \zeta := x/t \) in \([0, K] \subset [0, \infty)\) for any \( K > 0 \).

(1) \( u_{sol}(x, t; \hat{\sigma}_d) \), the leading term, is the soliton solution defined by \((B.2)\) corresponding to the modified discrete scattering data \( \hat{\sigma}_d \) given by

\begin{equation}
\hat{\sigma}_d := \{(\xi_j, \hat{c}_j) \mid \xi_j \in Z(\mathcal{I})\},
\end{equation}

where

\begin{equation}
\hat{c}_j := c_j \prod_{\xi_l \in Z^{-}(\mathcal{I})} \left(\frac{\xi_j - \xi_l}{\xi_j - \bar{\xi}_l}\right)^2 \exp\left(-\frac{1}{\pi i} \int_{-\infty}^{k_0} \log(1 - \lambda |r(s)|^2) \frac{ds}{s - \xi_j}\right),
\end{equation}

\( I := [-K/2, 0] \), \( Z := \{\xi_j\}_{j=1}^M \), \( k_0 := -\zeta/4 \),

\( Z(I) := \{\xi_j \in Z \mid \text{Re}\, \xi_j < k_0\} \), \( Z^{-}(I) := \{\xi_j \in Z \mid \text{Re}\, \xi_j < -K/2\} \).

(2) \( u_{rad}(x, t) \), the subleading term, is the asymptotic radiation contribution determined by the reflection coefficient \( r(k) \) in \((2.3)\) and the zeros \( \xi_j \in \mathcal{I}_k^{-}(I) \) where

\begin{equation}
\mathcal{I}_k^{-}(I) := Z(I) \setminus Z^{-}(I) = \{\xi_j \in Z \mid -K/2 \leq \text{Re}\, \xi_j < k_0\},
\end{equation}

as follows:

\begin{equation}
\begin{aligned}
u_{rad}(x, t) = m_{11}(x, t, k_0)^2 \alpha(r(k_0))e^{i\chi^2/(4t)+i\beta(r(k_0))\log(8t)} & \\
+ m_{12}(x, t, k_0)^2 \alpha\bar{(r(k_0))}e^{-i\chi^2/(4t)-i\beta(r(k_0))\log(8t)},
\end{aligned}
\end{equation}

\( \alpha(r(k_0)) := \beta(r(k_0)) \exp\left[i\left(2\pi\chi(\xi, k_0) - 4 \sum_{\xi_j \in \mathcal{I}_k^{-}(I)} \arg(k_0 - \xi_j)\right)\right],
\end{equation}

where \( \beta \) and \( \chi \) are given by \((2.13)\), and the coefficients \( m_{11}(x, t, k_0) \) and \( m_{12}(x, t, k_0) \) are the entries of the first row of the solution of RH problem \((B.2)\) with discrete scattering data \( \hat{\sigma}_d \) and \( \mathcal{I}_k = \{j \in \{1, \ldots, M\} \mid \xi_j \in \mathcal{I}_k^{-}(I)\} \) evaluated at \( k = k_0 \).

\textbf{Proof.} The assumptions of Theorem 1 are fulfilled, so the asymptotics for \( u(x, t) \) coincides with the asymptotics for the solution of the IVP for the focusing NLS on the line with reflection coefficient \( r(k) \) given by \((2.3)\). The strong form \((2.16)\) of the asymptotic formula with the error term \( O(t^{-3/4}) \) has been obtained in \([7]\) by means of the \( \tilde{\sigma} \) steepest descent method.

\textbf{Remark 2.7.} In the case when \( Z \subset i\mathbb{R}_+ \), we have \( \mathcal{I}_k^{-}(I) = \emptyset \). In particular, this is the case for stationary soliton solutions.
Our last theorem concerns the asymptotic stability of the stationary one-soliton of the focusing NLS. Let $u_{s0}(x)$ be the initial profile (1.4) of the stationary one-soliton for some choice of the parameters $\omega > 0$ and $\phi \in \mathbb{R} \setminus \{0\}$. Let $q = -u'_{s0}(0)/u_{s0}(0) = \sqrt{\omega} \tanh \phi$ be the corresponding value of $q$, and let $a_s(k), b_s(k), r_s(k), \Delta_s(k)$ denote the spectral functions defined in (2.2)–(2.4) corresponding to $u_{s0}$. For $\lambda = -1$, we have (see Appendix B)

$$\Delta_s(k) = \frac{(2k - i\sqrt{\omega})(2k + iq)}{2k + i\sqrt{\omega}}, \quad a_s(k) = \frac{2k + iq}{2k + i\sqrt{\omega}}. \quad (2.19)$$

Hence, if $q > 0$, then $\Delta_s(k)$ has one simple zero $\xi_{s1} := i\sqrt{\omega}/2$ in $\mathbb{C}_+$. On the other hand, if $q < 0$, then $\Delta_s(k)$ has two simple zeros $\xi_{s1} := i\sqrt{\omega}/2$ and $\xi_{s2} := -iq/2$ in $\mathbb{C}_+$; note that $\xi_{s1}, \xi_{s2} \in i\mathbb{R}_+$ and $0 < |\xi_{s2}| < |\xi_{s1}|$. Since $a_s(k)$ also has a simple zero at $\xi_{s2}$ in this case, it turns out that the zero $\xi_{s2}$ of $\Delta_s$ does not generate a soliton.

Now let $u_0$ be a small perturbation of $u_{s0}$. Then one can show that the zeros of $\Delta$ are pure imaginary and close to the zeros of $\Delta_s$. If $q < 0$, this means that $\Delta$ has two zeros $\xi_1, \xi_2 \in i\mathbb{R}_+$ such that $\xi_1 \approx \xi_{s1}$ and $\xi_2 \approx \xi_{s2}$. It turns out that there are two cases to consider.

(1) If $\xi_2 = \xi_{s2}$, then $\xi_2$ does not generate a soliton.
(2) If $\xi_2 \neq \xi_{s2}$, then both $\xi_1$ and $\xi_2$ generate solitons.

It follows that the leading order term $u_{so}(x,t; \hat{\sigma}_d)$ in Theorem 5 is either a stationary one-soliton or a stationary two-soliton. More precisely, we have the following theorem. A result of this type was already obtained in [18].

**Theorem 6** (Long-time asymptotics: focusing NLS, near stationary one-soliton). Suppose $\lambda = -1$. Let $u_{s0}(x)$ be the initial profile (1.4) of the stationary one-soliton for some choice of $\omega > 0$ and $\phi \in \mathbb{R} \setminus \{0\}$. Then there exists a neighborhood $U$ of $u_{s0}$ in $H^{1,1}(\mathbb{R}_+)$ such that the following statements hold whenever $u_0 \in U$.

(1) If $q > 0$, then the spectral function $\Delta(k)$ corresponding to $u_0$ has exactly one zero in $\mathbb{C}_+$, denoted by $\xi_1$. The zero $\xi_1$ is pure imaginary and simple. Moreover, $\xi_1 \rightarrow \xi_{s1}$ as $u_0 \rightarrow u_{s0}$ in $H^{1,1}(\mathbb{R}_+)$. 

(2) If $q < 0$, then the spectral function $\Delta(k)$ corresponding to $u_0$ has exactly two zeros in $\mathbb{C}_+$, denoted by $\xi_1$ and $\xi_2$. The zeros $\xi_1$ and $\xi_2$ are pure imaginary and simple. Moreover $\xi_1 \rightarrow \xi_{s1}$ and $\xi_2 \rightarrow \xi_{s2}$ as $u_0 \rightarrow u_{s0}$ in $H^{1,1}(\mathbb{R}_+)$. 

(3) As $t \rightarrow \infty$, the global weak solution $u(x,t)$ of the IBVP for the NLS equation with parameter $q = \sqrt{\omega} \tanh \phi$ and initial data $u_0$ satisfies the asymptotic formula (2.16) uniformly for $\zeta = x/t$ in compact subsets of $[0, \infty)$, where $u_{so}(x,t; \hat{\sigma}_d)$ is defined as follows:

(a) If $\Delta(k)$ has one simple zero $\xi_1$, then $u_{so}(x,t; \hat{\sigma}_d)$ is the stationary one-soliton solution with $\hat{\sigma}_d = \{(\xi_1, \hat{c}_1)\}$, where $\hat{c}_1$ is given by (2.17).

(b) If $\Delta(k)$ has two simple zeros $\xi_1$ and $\xi_2 = \xi_{s2}$, then $u_{so}(x,t; \hat{\sigma}_d)$ is the stationary one-soliton solution with $\hat{\sigma}_d = \{(\xi_1, \hat{c}_1), (\xi_{s2}, \hat{c}_{s2})\}$.

(c) If $\Delta(k)$ has two simple zeros $\xi_1$ and $\xi_2 \neq \xi_{s2}$, then $u_{so}(x,t; \hat{\sigma}_d)$ is the stationary two-soliton solution with $\hat{\sigma}_d = \{(\xi_1, \hat{c}_1), (\xi_2, \hat{c}_2)\}$ where $\hat{c}_1, \hat{c}_2$ are given by (2.17).

The subleading term $u_{rad}(x,t)$ in (2.16) is defined by (2.18) with $r(k)$ given by (2.3) and with the modified scattering data $\hat{\sigma}_d$ specified for each case as above.

**Proof.** See Section 7.3. \qed
3 | PROPERTIES OF THE SPECTRAL FUNCTIONS

In this section, we establish several properties of the spectral functions \( a(k), b(k), r(k) \), and \( \Delta(k) \) defined in (2.2)–(2.4). In particular, we provide a proof of Proposition 2.1. Note that our spectral functions are associated to the half-line problem and therefore differ from the spectral functions encountered for the problem on the line.

3.1 | Volterra integral equation and estimates

Our first lemma proves existence and uniqueness of the solution of the integral Equation (2.1) for \( \mu(x, k) \).

**Lemma 3.1.** If \( u_0 \in H^{1,1}(\mathbb{R}_+) \), then there is a unique 2 × 2-matrix-valued solution \( \mu(x, k) \) of Equation (2.1) with the following properties.

(a) The function \( \mu(x, k) \) is defined for \( x \geq 0 \) and \( k \in (\mathbb{C}_-, \mathbb{C}_+) \). For each \( k \in (\mathbb{C}_-, \mathbb{C}_+) \), the function \( \mu(\cdot, k) \) belongs to \( C^1([0, \infty)) \) and satisfies

\[
\mu_x + ik[\sigma_3, \mu] = U_0 \mu, \quad x \geq 0. \tag{3.1}
\]

(b) For each \( x \geq 0 \), the function \( \mu(x, \cdot) \) is bounded and continuous for \( k \in (\mathbb{C}_-, \mathbb{C}_+) \) and analytic for \( k \in (\mathbb{C}_-, \mathbb{C}_+) \).

(c) \( \det \mu(x, k) = 1 \) for \( x \geq 0 \) and \( k \in \mathbb{R} \).

(d) For each \( x \geq 0 \) and \( k \in (\mathbb{C}_-, \mathbb{C}_+) \), \( \mu(x, k) \) obeys the symmetry

\[
\mu(x, k) = \begin{cases} 
\sigma_1 \mu(x, \bar{k}) \sigma_1 & \text{if } \lambda = 1, \\
\sigma_2 \mu(x, \bar{k}) \sigma_2 & \text{if } \lambda = -1.
\end{cases} \tag{3.2}
\]

(e) As \( k \to \infty \), the following asymptotic estimate holds uniformly for \( x \geq 0 \):

\[
\mu(x, k) = I + O(k^{-1}), \quad k \in (\mathbb{C}_-, \mathbb{C}_+). \tag{3.3}
\]

**Proof.** Let us consider the second column \( \psi(x, k) := [\mu(x, k)]_2 \) of \( \mu \). The second column of the Volterra Equation (2.1) can be written as

\[
\psi(x, k) = \psi_0 - \int_x^\infty E(x, x', k)U_0(x')\psi(x', k)dx', \quad x \geq 0, \tag{3.4}
\]

where

\[
E(x, x', k) := \begin{pmatrix} e^{-2ik(x-x')} & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \psi_0 := \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \tag{3.5}
\]

Define \( \psi_l \) inductively for \( l \geq 1 \) by

\[
\psi_{l+1}(x, k) = -\int_x^\infty E(x, x', k)U_0(x')\psi_l(x', k)dx', \quad x \geq 0, \ \text{Im} \ k \geq 0.
\]
Then
\[
\psi_l(x, k) = (-1)^l \int_{x=x_{l+1}} x \leq x_l \leq \ldots \leq x_1 \leq \infty \prod_{i=1}^l (E(x_{i+1}, x_i, k)U_0(x_i)) \psi_0 dx_1 \ldots dx_l.
\]

Note that we have the estimate
\[
|E(x, x', k)| \leq C, \quad 0 \leq x \leq x' \leq \infty, \quad \text{Im} \ k \geq 0,
\]
and that
\[
\|U_0\|_{L^1(\mathbb{R}^+)} = \int_{\mathbb{R}^+} |U_0| dx = \int_{\mathbb{R}^+} \sqrt{2}|u_0| dx = \sqrt{2}\|u_0\|_{L^1}.
\]

Hence,
\[
|\psi_l(x, k)| \leq \int_{x=x_{l+1}} x \leq x_l \leq \ldots \leq x_1 \leq \infty \prod_{i=1}^l |E(x_{i+1}, x_i, k)||U_0(x_i)||\psi_0| dx_1 \ldots dx_l \leq \frac{C_l\|u_0\|_{L^1}}{l!}.
\]

Let us introduce the function
\[
\psi(x, k) = \sum_{l=0}^{\infty} \psi_l(x, k).
\]

For \( x \geq 0 \) and \( \text{Im} \ k \geq 0 \), we have
\[
|\psi(x, k)| \leq \sum_{l=0}^{\infty} |\psi_l(x, k)| \leq e^{C\|u_0\|_{L^1}} < \infty,
\]
and so the series \( \psi(x, k) = \sum_{l=0}^{\infty} \psi_l(x, k) \) converges absolutely and uniformly for \( x \geq 0 \) and \( \text{Im} \ k \geq 0 \) to a continuous function \( \psi(x, k) \). Using the uniform convergence of the series (3.8) and dominated convergence, we can integrate term by term and obtain
\[
- \int_{x}^{\infty} E(x, x', k)U_0(x')\psi(x', k)dx' = - \sum_{l=0}^{\infty} \int_{x}^{\infty} E(x, x', k)U_0(x')\psi_l(x', k)dx'
\]
\[
= \sum_{l=0}^{\infty} \psi_{l+1}(x, k) = \psi(x, k) - \psi_0, \quad x \geq 0, \ \text{Im} \ k \geq 0,
\]
and so \( \psi(x, k) \) satisfies (3.4). As a consequence of (3.4), \( \psi(\cdot, k) \in C^1(\mathbb{R}^+) \) for each \( k \in \mathbb{C}^+ \) and the second column of (3.1) follows by differentiating (3.4). Moreover, \( \psi \) is analytic in \( \mathbb{C}^+ \) because a uniformly convergent series of analytic functions converges to an analytic function. Similar arguments apply to the first column of \( \mu \) and the symmetries (3.2) then follow from (3.1). The unit determinant relation \( \det \mu(x, k) = 1 \) follows from (3.1) and the fact that \( U_0 \) is traceless.

Let us prove (3.3). Equation (3.4) can be written as
\[
\dot{\psi}(x, k) = F(x, k) - \int_{x}^{\infty} E(x, x', k)U_0(x')\dot{\psi}(x', k)dx',
\]
where
\[ \hat{\psi}(x, k) := \psi(x, k) - \psi_0, \quad F(x, k) := -\int_x^\infty E(x, x', k)U_0(x')\psi_0 dx'. \]

Hence
\[ |\hat{\psi}(x, k)| \leq |F(x, k)| + f(x, k), \quad x \geq 0, \quad \text{Im} k \geq 0, \quad (3.10) \]

where
\[ f(x, k) := \int_x^\infty |U_0(x')||\hat{\psi}(x', k)| dx'. \]

Since \(|U_0(x')| \geq 0\), we find
\[ -f(x, k) - |U_0(x)|f(x, k) \leq |F(x, k)U_0(x)|, \quad x \geq 0, \quad \text{Im} k \geq 0. \]

Hence
\[ -\left(f(x, k)e^{-\int_x^\infty |U_0(x')| dx'}\right) \leq |F(x, k)U_0(x)|e^{-\int_x^\infty |U_0(x')| dx'} \]

and integration from \(x\) to \(\infty\) gives
\[ f(x, k) \leq \int_x^\infty |F(x', k)U_0(x')|e^{\int_x^{x'} |U_0(x'')| dx''} dx'. \]

Together with (3.10), this yields
\[ |\hat{\psi}(x, k)| \leq |F(x, k)| + e^{\sqrt{2}\|u_0\|_{L^1(\mathbb{R}^+)} \int_x^\infty \sqrt{2}|u_0(x')||F(x', k)| dx'. \]

Since \(\|u_0\|_{L^1(\mathbb{R}^+)} \leq \|u_0\|_{H^{1,1}(\mathbb{R}^+)\} \), we obtain
\[ |\psi(x, k) - \psi_0| \leq |F(x, k)| + C\|F(\cdot, k)\|_{L^\infty(x, \infty)}, \quad x \geq 0, \quad \text{Im} k \geq 0, \quad (3.11) \]

where \(C > 0\) depends on \(u_0\) but is independent of \(x\) and \(k\). Since
\[ F(x, k) = \left(-\int_x^\infty e^{-2ik(x-x')}u_0(x')dx'\right), \]

an integration by parts gives, for \(x \geq 0\) and \(\text{Im} k \geq 0\),
\[ |F(x, k)| = \left|\frac{1}{2ik}u_0(x) + \int_x^\infty e^{-2ik(x-x')}u_0'(x')dx'\right| \leq C \frac{\|u_0\|_{H^{1,1}(\mathbb{R}^+)}}{|k|}, \]

and hence the second column of (3.3) follows from (3.11). The first column of (3.3) then follows from the symmetries in (3.2).
Since $a(k) = \mu_{22}(0, k)$ and $b(k) = \mu_{12}(0, k)$, we immediately obtain the following properties of $a(k)$ and $b(k)$.

**Corollary 3.2.** If $u_0 \in H^{1,1}(\mathbb{R}^+)$, then $a(k)$ and $b(k)$ defined in (2.2) are continuous for $\text{Im } k \geq 0$, analytic for $\text{Im } k > 0$, and satisfy

$$|a(k)|^2 - \lambda |b(k)|^2 = 1, \quad k \in \mathbb{R}. \quad (3.12)$$

As $k \to \infty$, the following asymptotic estimates hold uniformly for $\text{Im } k \geq 0$:

$$a(k) = 1 + O(k^{-1}), \quad b(k) = O(k^{-1}). \quad (3.13)$$

The next few lemmas are needed to show that $u_0 \mapsto r$ is a continuous map from $H^{1,1}(\mathbb{R}^+) \cap \{u_0 \mid \Delta(k) \neq 0 \text{ for all } k \in \mathbb{R}\}$ into $H^{1,1}(\mathbb{R})$.

**Lemma 3.3.** The linear map $g \mapsto f(x) := \int_x^\infty g(x') dx'$ is continuous $H^{0,1}(\mathbb{R}^+) \to L^2(\mathbb{R}^+)$. 

**Proof.** Assume that $g \in H^{0,1}(\mathbb{R}^+)$. Then, by definition, $g, x g \in L^2(\mathbb{R}^+)$. The estimate

$$|f| \leq \int_0^\infty |g| dx = \int_0^\infty |(x)g(x)\rangle\langle x|^{-1} dx \leq \|\langle x\rangle g\|_{L^2(\mathbb{R}^+)} \|\langle x\rangle^{-1}\|_{L^2(\mathbb{R}^+)} < \infty,$$

shows that $f(x)$ is well defined and absolutely continuous. Also, $f$ is bounded since $\lim_{x \to \infty} f(x) = 0$. Consider the Sobolev space $H^1(\mathbb{R}) = \{h \in L^2(\mathbb{R}) \mid h' \in L^2(\mathbb{R})\}$. A function $h$ belongs to $H^1(\mathbb{R})$ if and only if $k \mapsto \langle k \rangle h(k)$ lies in $L^2(\mathbb{R})$, where $h(k) = \int_\mathbb{R} h(x) e^{-ikx} dx$ denotes the Fourier transform of $h$. Let us extend $g(x)$ and $f(x)$ to the negative real axis by setting $g(x) = 0$ and $f(x) = 0$ for $x < 0$. Then, since $\langle x \rangle g \in L^2(\mathbb{R})$, the Fourier transform $\hat{g}(k)$ of $g(x)$ belongs to $H^1(\mathbb{R})$. Moreover, the Fourier transform $\hat{f'} = ik\hat{f}$ is well defined as a tempered distribution and, for a test function $\phi$, we have

$$\langle \hat{f'}, \phi \rangle = \langle f', \hat{\phi} \rangle = -\langle f, \hat{\phi}' \rangle = -\int_0^\infty \int_x^\infty g(x') dx' \hat{\phi}'(x) dx = -\int_0^\infty g(x') dx' \hat{\phi}(x) \bigg|_{x=0}^{x=\infty}$$

$$-\int_0^\infty g(x) \hat{\phi}(x) dx = \int_0^\infty g(x') dx' \hat{\phi}(0) - \langle g, \hat{\phi} \rangle = \langle \hat{g}(0) - \hat{g}, \phi \rangle,$$

that is, $ik\hat{f}(k) = \hat{g}(0) - \hat{g}(k)$ in the sense of distributions. Since $\hat{g} \in H^1(\mathbb{R})$, $\hat{g}$ is absolutely continuous and so

$$ik \hat{f}(k) = \hat{g}(0) - \hat{g}(k) = -\int_0^k \hat{g}'(k') dk'.$$

Suppose that we can show that the map

$$\hat{g} \mapsto -\frac{1}{ik} \int_0^k \hat{g}'(k') dk' \quad (3.14)$$
is a bounded linear map $H^1(\mathbb{R}) \rightarrow L^2(\mathbb{R})$. Since the Fourier transform is bounded $H^{0,1}(\mathbb{R}) \rightarrow H^1(\mathbb{R})$ and the inverse Fourier transform is bounded $L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$, it would follow that the composition $g \rightarrow \hat{g} \rightarrow \hat{f} \rightarrow f$ is a bounded linear map $H^{0,1}(\mathbb{R}) \rightarrow L^2(\mathbb{R})$. Thus it only remains to show that the linear map (3.14) is bounded $H^1(\mathbb{R}) \rightarrow L^2(\mathbb{R})$. To prove this, note that

$$\left| \frac{1}{ik} \int_0^k \hat{g}'(k')dk' \right| \leq |(M(\hat{g}'))(k/2)|,$$

where the Hardy–Littlewood maximal function $M\varphi$ of $\varphi$ is defined by

$$(M\varphi)(k) = \sup_{r>0} \frac{1}{2r} \int_{k-r}^{k+r} |\varphi(k')|dk'.$$

It is a standard theorem that $\varphi \mapsto M\varphi$ is a bounded linear map $L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$. Hence

$$\| (M(\hat{g}'))(\cdot/2) \|_{L^2(\mathbb{R})} \leq C \| (M\hat{g}')(\cdot) \|_{L^2(\mathbb{R})} \leq C \| \hat{g}'(k) \|_{L^2(\mathbb{R})} \leq C \| \hat{g}(k) \|_{H^1(\mathbb{R})}.$$ 

This proves that the map (3.14)) is bounded $H^1(\mathbb{R}) \rightarrow L^2(\mathbb{R})$. □

Let $E$ and $\psi_0$ be as in (3.5). Define the linear operator $K_{u_0}$ acting on $2 \times 1$-vector-valued functions $f$ as follows:

$$K_{u_0}f(x, k) := -\int_x^\infty E(x, x', k)U_0(x')f(x', k)dx'. \quad (3.15)$$

We will denote $K_{u_0}$ by $K$ for convenience and write $u_0$ explicitly when it is necessary. Equation (3.4) can be written as $\psi = \psi_0 + K\psi$, that is,

$$\psi(x, k) = \psi_0 + (1 - K)^{-1}(K\psi_0), \quad (3.16)$$

where $(1 - K)^{-1} = 1 + K + \cdots$ is the Neumann series. Properties of $\psi(x, k)$ can be obtained by analyzing the operator $K$. In the following, $L^p_x(\mathbb{R}^+,L^q_k(\mathbb{R}))$ denotes the space of $L^q_k(\mathbb{R})$-valued $L^p_x(\mathbb{R}^+)$-functions with the norm

$$\| f(x, k) \|_{L^p_x(\mathbb{R}^+,L^q_k(\mathbb{R}))} := \| f(x, k) \|_{L^p_x(\mathbb{R}^+)} \| f \|_{L^q_k(\mathbb{R})}.$$ 

Lemma 3.4 (Compare with [21, Theorem 3.2]). Define $K = K_{u_0}$ by (3.15). Then the following assertions hold for some $C > 0$ independent of $u_0$.

(a) The operator $K : L^\infty_x(\mathbb{R}^+,L^2_k(\mathbb{R})) \rightarrow L^\infty_x(\mathbb{R}^+,L^2_k(\mathbb{R}))$ is bounded and

$$\| Kf \|_{L^\infty_x(\mathbb{R}^+,L^2_k(\mathbb{R}))} \leq C \| u_0 \|_{L^1(\mathbb{R}^+)} \| f \|_{L^\infty_x(\mathbb{R}^+,L^2_k(\mathbb{R}))}.$$ 

(b) The operator $K : L^2_x(\mathbb{R}^+,L^2_k(\mathbb{R})) \rightarrow L^\infty_x(\mathbb{R}^+,L^2_k(\mathbb{R}))$ is bounded and

$$\| Kf \|_{L^\infty_x(\mathbb{R}^+,L^2_k(\mathbb{R}))} \leq C \| u_0 \|_{L^2(\mathbb{R}^+)} \| f \|_{L^2_x(\mathbb{R}^+,L^2_k(\mathbb{R}))}.$$
(c) The operator \((1 - K)^{-1} : L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R})) \to L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))\) is bounded and

\[
\| (1 - K)^{-1} \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R})) \to L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq e C \| u_0 \|_{L^1(\mathbb{R}^+)}. 
\]

(d) The operator \(K : L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R})) \to L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))\) is bounded and

\[
\| K f \|_{L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq C \| u_0 \|_{H^{0,1}(\mathbb{R}^+)} \| f \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))}.
\]

(e) \(\| K \psi_0 \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq C \| u_0 \|_{L^2(\mathbb{R}^+)} \).

(f) \(\| K \psi_0 \|_{L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq C \| u_0 \|_{H^{0,1}(\mathbb{R}^+)} \).

Proof. For \(x \in \mathbb{R}^+\) and \(k \in \mathbb{R}\), we have

\[
|K f(x, k)| \leq C \int_x^\infty |u_0(x')||f(x', k)| dx' .
\] (3.17)

Hence \(\|K\|_{L^\infty_x(\mathbb{R}^+) \to L^\infty_x(\mathbb{R}^+)} \leq C \|u_0\|_{L^1(\mathbb{R}^+)}\) and

\[
\| K f \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))}^2 = \text{ess sup}_{x \in \mathbb{R}^+} \int \mathbb{R} |K f(x, k)|^2 dk 
\leq C \text{ess sup}_{x \in \mathbb{R}^+} \int \left( \int_x^\infty |u_0(x')||f(x', k)| dx' \right)^2 dk 
= C \int_0^\infty dx' |u_0(x')| \int_0^\infty dx'' |u_0(x'')| \int \mathbb{R} |f(x', k)||f(x'', k)|,
\]

where we have used Fubini’s theorem to change the order of integration. Since

\[
\int \mathbb{R} |f(x', k)||f(x'', k)| \leq \| f(x', \cdot) \|_{L^2_k} \| f(x'', \cdot) \|_{L^2_k},
\] (3.18)

we obtain

\[
\| K f \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))}^2 \leq C \left( \int_0^\infty dx' |u_0(x')| \|f(x', \cdot)\|_{L^2_k} \right)^2 ,
\]

that is,

\[
\| K f \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq C \int_0^\infty |u_0(x')| \|f(x', \cdot)\|_{L^2_k} dx' .
\] (3.19)

Assertion (a) follows because (3.19) implies

\[
\| K f \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq C \| u_0 \|_{L^1} \text{ess sup}_{x \in \mathbb{R}^+} \|f(x, \cdot)\|_{L^2_k} = C \| u_0 \|_{L^1} \| f \|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))}.
\]
and assertion (b) follows because (3.19) implies
\[
\|Kf\|_{L^\infty_x(\mathbb{R}^+, L^2_x(\mathbb{R}))} \leq C\|u_0\|_{L^2} \|f(x', \cdot)\|_{L^2_x} \leq C\|u_0\|_{L^2} \|f\|_{L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))}.
\]
Assertion (c) follows from an estimate as in (3.7) as follows:
\[
\|(1 - K)^{-1}\|_{L^\infty_x(\mathbb{R}^+, L^2_x(\mathbb{R})) \to L^\infty_x(\mathbb{R}^+, L^2_x(\mathbb{R}))} \leq \sum_{l=0}^{\infty} \|K^l\|_{L^\infty_x(\mathbb{R}^+, L^2_x(\mathbb{R})) \to L^\infty_x(\mathbb{R}^+, L^2_x(\mathbb{R}))} \leq \sum_{l=0}^{\infty} \frac{(C\|u_0\|_{L^1})^l}{l!} \leq e^{C\|u_0\|_{L^1}}.
\]
To prove assertion (d), we note that, using (3.17) and (3.18),
\[
\|Kf\|_{L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq \int_0^\infty dx \int_0^\infty dx' |u_0(x')| \int_0^\infty dx'' |u_0(x'')| \|f(x', \cdot)\|_{L^2_k} \|f(x'', \cdot)\|_{L^2_k}.
\]
Consequently,
\[
\|Kf\|_{L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq \|f\|_{L^\infty_x(\mathbb{R}^+, L^2_x(\mathbb{R}))} \int_0^\infty dx \left( \int_0^\infty dx' |u_0(x')| \right)^2,
\]
that is,
\[
\|Kf\|_{L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq \left\| \int_0^\infty |u_0(x')| dx' \right\|_{L^2_x(\mathbb{R}^+)} \|f\|_{L^\infty_x(\mathbb{R}^+, L^2_x(\mathbb{R}))}.
\]
Using that, by Lemma 3.3,
\[
\left\| \int_0^\infty |u_0(x')| dx' \right\|_{L^2_x(\mathbb{R}^+)} \leq C\|u_0\|_{H^{0.1}(\mathbb{R}^+)},
\]
assertion (d) follows. Finally, by Plancherel’s theorem,
\[
\|K\psi_0\|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} = \text{ess sup}_{x \in \mathbb{R}^+} \left\| \int_0^\infty e^{-2ik(x-x')} u_0(x') dx' \right\|_{L^2_k(\mathbb{R})} \leq C\|u_0\|_{L^2(\mathbb{R}^+)}
\]
and
\[
\|K\psi_0\|_{L^2_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq C\left\| \frac{1}{\langle x \rangle} \left( \int_0^\infty |\langle x'\rangle u_0(x')|^2 dx' \right)^{1/2} \right\|_{L^2_x(\mathbb{R}^+)} \leq C\|u_0\|_{H^{0.1}(\mathbb{R}^+)},
\]
which proves (e) and (f). □

**Lemma 3.5.** Let \( \psi \) be the solution of (3.16) corresponding to \( u_0 \). Then
(i) \( \|\psi(x, k) - \psi_0\|_{L^\infty_x(\mathbb{R}^+, L^2_k(\mathbb{R}))} \leq C\|u_0\|_{L^1} \|u_0\|_{L^2}, \) and
\[(ii) \|\psi(x,k) - \psi_0\|_{L^2_+(\mathbb{R}^+)} \leq C(e^C\|u_0\|_{L^1}) \|u_0\|_{L^2} + 1)\|u_0\|_{H^{0,1}},\]

where the constant \(C\) is independent of \(u_0\).

**Proof.** We infer from Equation (3.16) and Lemma 3.4(c) that

\[
\|\psi(x,k) - \psi_0\|_{L^\infty(\mathbb{R}^+,L^2_+(\mathbb{R}))} = \|\psi(x,k) - \psi_0\|_{L^\infty(\mathbb{R}^+,L^2_+(\mathbb{R}))} \leq e^{C\|u_0\|_{L^1}} \|K\psi_0\|_{L^\infty(\mathbb{R}^+,L^2_+(\mathbb{R}))}.
\]

Assertion (i) now follows from Lemma 3.4(e). On the other hand, by (3.16),

\[
\|\psi(x,k) - \psi_0\|_{L^2(\mathbb{R}^+,L^2_+(\mathbb{R}))} = \|\psi(x,k) - \psi_0\|_{L^2_+(\mathbb{R}^+,L^2_+(\mathbb{R}))} \leq \|K\psi(x,k) - \psi_0\|_{L^2_+(\mathbb{R}^+,L^2_+(\mathbb{R}))} + \|K\psi_0\|_{L^2_+(\mathbb{R}^+,L^2_+(\mathbb{R}))}.
\]

Using assertion (i) as well as Lemma 3.4(d), this gives

\[
\|\psi(x,k) - \psi_0\|_{L^2_+(\mathbb{R}^+,L^2_+(\mathbb{R}))} \leq C\|u_0\|_{H^{0,1}} e^{C\|u_0\|_{L^1}} \|u_0\|_{L^2} + \|K\psi_0\|_{L^2_+(\mathbb{R}^+,L^2_+(\mathbb{R}))},
\]

and so assertion (ii) follows from Lemma 3.4(f). \(\square\)

### 3.2 Continuity of the spectral mappings

Using the estimates established in the previous section, we will prove the continuity of the spectral mappings. The proof of the next lemma uses ideas from [21, Theorem 3.2] and [18, Lemma 7.2].

**Lemma 3.6.** If \(u_0 \in H^{1,1}(\mathbb{R}^+\), then \(a - 1, b \in H^1(\mathbb{R})\). Moreover, the maps

\[
\begin{aligned}
    u_0 &\mapsto a - 1 : H^{1,1}(\mathbb{R}^+) \to H^1(\mathbb{R}), \\
    u_0 &\mapsto b : H^{1,1}(\mathbb{R}^+) \to H^1(\mathbb{R})
\end{aligned}
\]

(3.20)

are continuous and map bounded sets to bounded sets.

**Proof.** Let \(u_0 \in H^{1,1}(\mathbb{R}^+)\). Since

\[
\begin{bmatrix}
    b(k) \\
    a(k) - 1
\end{bmatrix} = \psi(0,k) - \psi_0,
\]

it is immediate from part (i) of Lemma 3.5 that \(a - 1, b \in L^2(\mathbb{R})\). To show that \(a', b' \in L^2(\mathbb{R})\), define \(\bar{\mu} := (\partial_k + i\alpha \partial_3)\mu\). Suppose temporarily that \(u_0\) has compact support (the set of such functions \(u_0\) is dense in \(H^{1,1}(\mathbb{R}^+)\)). Then \(\mu(x, \cdot)\) is entire and we can differentiate under the integral...
sign in (2.1) to obtain
\[
\tilde{\mu}(x, k) = - \int_{x}^{\infty} e^{ik(x-x')} \sigma_3 ([i \sigma_3, x'U_0(x')] \mu(x', k)) + U_0(x') \partial_k \mu(x', k)) \, dx'.
\]
Hence, the second column \( \Phi(x, k) \) of \( \tilde{\mu} \) satisfies the Volterra equation
\[
\Phi(x, k) = i K'_{xu_0} \psi + K_{u_0} \phi = h_1 + h_2 + K_{u_0} \phi,
\]
where \( K' \) is the operator defined in (3.15) with \( U_0 \) replaced by \([\sigma_3, U_0] \), and
\[
h_1 := i K'_{xu_0} (\psi(x, k) - \psi_0), \quad h_2 := i K'_{xu_0} \psi_0.
\]
The vectors \( \psi \) and \( \phi \) are related by
\[
\Phi(x, k) = \partial_k \psi(x, k) + \begin{pmatrix} 2i x \psi_1(x, k) \\ 0 \end{pmatrix}.
\]
Let us now again consider the case of a general potential \( u_0 \in H^{1,1} \). Since \( xu_0 \in L^2(\mathbb{R}_+) \), we have \( h_1 \in L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R})) \) by Lemma 3.4(b) and Lemma 3.5(ii), and we have \( h_2 \in L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R})) \) by Lemma 3.4(e). By Lemma 3.4(c), this means that the solution of (3.21) satisfies
\[
\Phi = (1 - K_{u_0})^{-1} (h_1 + h_2) \in L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R})).
\]
In particular, if \( u_0 \) has compact support, then \( b'(k) = \phi(0, k) \in L^2(\mathbb{R}) \) so that \( a(k) = 1 \) and \( b(k) \) lie in \( H^1(\mathbb{R}) \). To extend this result to the case of general \( u_0 \in H^{1,1} \), we consider the continuity of the \( u_0 \)-dependence.

Let \( u_0, \tilde{u}_0 \in H^{1,1}(\mathbb{R}_+) \) and let \( \psi, \tilde{\psi}, \phi, \tilde{\phi} \) be the associated solutions of the Equations (3.4) and (3.21), respectively. Denote \( \Delta u_0 := u_0 - \tilde{u}_0, \Delta \psi := \psi - \tilde{\psi}, \) and \( \Delta \phi := \phi - \tilde{\phi} \). We want to estimate \( \|\Delta \psi\|_{L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R}))} \) and \( \|\Delta \phi\|_{L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R}))} \) in terms of \( \|\Delta u_0\|_{H^{1,1}} \). Note that \( \Delta \psi \) satisfies the Volterra equation
\[
\Delta \psi = K_{\Delta u_0} \tilde{\psi} + K_{u_0} \Delta \psi.
\]
Using parts (c), (a), and (e) of Lemma 3.4 as well as Lemma 3.5(i), it follows that
\[
\|\Delta \psi\|_{L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R}))} = \left\| (1 - K_{u_0})^{-1} K_{\Delta u_0} \tilde{\psi} \right\|_{L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R}))} \leq C \|K_{\Delta u_0} \tilde{\psi}\|_{L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R}))}
\]
\[
= C \|K_{\Delta u_0} (\tilde{\psi} - \psi_0) + K_{\Delta u_0} \tilde{\psi}_0\|_{L^\infty_x(\mathbb{R}_+, L^2_k(\mathbb{R}))}
\]
\[
\leq C \|\Delta u_0\|_{L^1} + C \|\Delta u_0\|_{L^2} \leq C \|\Delta u_0\|_{H^{0,1}}
\]
uniformly for \( u_0, \tilde{u}_0 \) in bounded subsets of \( H^{1,1}(\mathbb{R}_+) \). Moreover, using parts (d) and (f) of Lemma 3.4, part (i) of Lemma 3.5, as well as (3.24), we obtain

\[
\||\Delta \psi||_{L^2_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} = ||K_{\Delta u_0} \psi - \psi_0|| + K_{\Delta u_0} \psi_0 + K_{\tilde{u}_0} \Delta \psi||_{L^2_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} \\
\leq C||\Delta u_0||_{H^{0,1}} ||\psi - \psi_0||_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} + C||\Delta u_0||_{H^{0,1}} + C||\Delta \psi||_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} \\
\leq C||\Delta u_0||_{H^{0,1}}
\]  

(3.25)

uniformly for \( u_0, \tilde{u}_0 \) in bounded subsets of \( H^{1,1}(\mathbb{R}_+) \). Similarly, \( \Delta \phi \) satisfies the Volterra equation

\[
\Delta \phi = i\left(K'_{\Delta u_0} \psi + K'_{\Delta u_0} \Delta \psi\right) + K_{\Delta u_0} \psi + K_{\tilde{u}_0} \Delta \phi.
\]

(3.26)

Hence, using parts (c), (b), (e), and (a) of Lemma 3.4, parts (i) and (ii) of Lemma 3.5, as well as (3.25),

\[
\||\Delta \phi||_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} = \left\|\left(1 - K'_{\tilde{u}_0}\right)^{-1}(i\left(K'_{\Delta u_0} \psi + K'_{\Delta u_0} \Delta \psi\right) + K_{\Delta u_0} \psi)\right\|_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} \\
\leq C\left\|i\left(K'_{\Delta u_0} \psi + K'_{\Delta u_0} \Delta \psi\right) + K_{\Delta u_0} \psi\right\|_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} \\
\leq C\left\|K'_{\Delta u_0} \psi - \psi_0 + K'_{\Delta u_0} \psi_0\right\|_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} \\
+ C\left\|iK'_{\Delta u_0} \psi + K_{\Delta u_0} \psi - \psi_0\right\|_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} \\
\leq C\||x\Delta u_0||_{L^2} ||\psi - \psi_0||_{L^2_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} + C\||x\Delta u_0||_{L^2} \\
+ C\||xu_0||_{L^2} ||\Delta \psi||_{L^2_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} + C||\Delta u_0||_{L^1} ||\psi - \psi_0||_{L^\infty_x(\mathbb{R}_+, L^2_\kappa(\mathbb{R}))} + C||\Delta u_0||_{L^2} \\
\leq C||\Delta u_0||_{H^{0,1}}
\]  

(3.27)

uniformly for \( u_0, \tilde{u}_0 \) in bounded subsets of \( H^{1,1}(\mathbb{R}_+) \). The inequalities (3.24) and (3.27) show that \( ||\Delta \psi(0, k)||_{L^2} \) and \( ||\Delta \phi(0, k)||_{L^2} \) tend to zero whenever \( ||\Delta u_0||_{H^{1,1}} \) tends to zero, provided that \( u_0, \tilde{u}_0 \) remain in a bounded subset of \( H^{1,1}(\mathbb{R}_+) \). Since (3.22) holds on a dense subset of \( H^{1,1}(\mathbb{R}_+) \), a continuity argument implies that \( \mu(x, \cdot) \in H^1(\mathbb{R}) \) for any \( u_0 \in H^{1,1}(\mathbb{R}_+) \) and that the relation (3.22) holds for any \( u_0 \in H^{1,1}(\mathbb{R}_+) \). We conclude that \( a - 1, b \in H^1(\mathbb{R}) \) and that the maps in (3.20) are continuous and map bounded sets to bounded sets.

We want to show that the reflection coefficient \( r(k) \) lies in the weighted Sobolev space \( H^{1,1}(\mathbb{R}) \), but the spectral functions \( a(k) - 1 \) and \( b(k) \) are not in \( H^{1,1}(\mathbb{R}) \). To proceed, we therefore need to subtract suitable constants.

**Lemma 3.7.** Let \( u_0 \in H^{1,1}(\mathbb{R}_+) \) and define \( b_1 \in \mathbb{C} \) by

\[
b_1 = \frac{u_0(0)}{2i}.
\]

(3.28)

Then \( kb(k) - b_1 \in L^2(\mathbb{R}) \).
Proof. If we expand Equation (3.4) in components \( \psi = (\psi_1 \quad \psi_2)^T \), we have

\[
\begin{cases}
\psi_1(x, k) = - \int_x^\infty e^{-2ik(x-x')} u_0(x') \psi_2(x', k) \, dx', \\
\psi_2(x, k) = 1 - \int_x^\infty \lambda u_0(x') \psi_1(x', k) \, dx'.
\end{cases}
\] (3.29)

Thus an integration by parts gives

\[
2ik\psi_1(x, k) = - \int_x^\infty [\hat{\psi}_1 e^{-2ik(x-x')} u_0(x') \hat{\psi}_2(x', k) \, dx' = u_0(x) \psi_2(x, k) + \int_x^\infty e^{-2ik(x-x')} u_0(x') \psi_2(x', k) \, dx' + \lambda \int_x^\infty e^{-2ik(x-x')} |u_0(x')|^2 \psi_1(x', k) \, dx', \quad x \geq 0, \ k \in \mathbb{R}.
\] (3.30)

We also have

\[
k(\psi_2(x, k) - 1) = - \int_x^\infty \lambda u_0(x') k \psi_1(x', k) \, dx', \quad x \geq 0, \ k \in \mathbb{R}.
\] (3.31)

Since \( b(k) = \psi_1(0, k) \), we deduce from (3.28) and (3.30) that

\[
\|2i(kb(k) - b_1)\|_{L^2_k} = \|2ik\psi_1(0, k) - u_0(0)\|_{L^2_k} \leq \|u_0(0)(\psi_2(0, k) - 1)\|_{L^2_k} + \left\| \int_0^\infty e^{2ikx} u'_0(x)(\psi_2(x, k) - 1) \, dx \right\|_{L^2_k} + \left\| \int_0^\infty e^{2ikx} u'_0(x) \, dx \right\|_{L^2_k} + \left\| \int_0^\infty e^{2ikx} |u_0(x)|^2 \psi_1(x, k) \, dx \right\|_{L^2_k}.
\]

Employing Lemma 3.5 and Plancherel’s theorem, we can estimate each of the terms on the right-hand side. We obtain

\[
\|2i(kb(k) - b_1)\|_{L^2_k} \leq C \|u_0(0)\|_{L^2_k} \|\psi_2(x, k) - 1\|_{L^2_k} + \|u'_0\|_{L^2_k} = \|\psi_2(x, k) - 1\|_{L^2_k} < \infty,
\]

showing that \( kb(k) - b_1 \in L^2(\mathbb{R}) \). Here we have used that by the Fubini–Tonelli theorem, if \( f \in L^2_k(\mathbb{R}, L^2_\infty(\mathbb{R}^+)) \) or \( f \in L^2_\infty(\mathbb{R}^+, L^2_k(\mathbb{R})) \), then \( \|f(x, k)\|_{L^2_k} = \|f(x, k)\|_{L^2_k} \leq \|f(x, k)\|_{L^2_k}. \)

\[\Box\]

Lemma 3.8. The following maps are continuous:

\[
u_0 \mapsto b_1 : H^{1,1}(\mathbb{R}^+) \rightarrow \mathcal{C},
\]

\[
u_0 \mapsto kb(k) - b_1 : H^{1,1}(\mathbb{R}^+) \rightarrow L^2(\mathbb{R}).
\] (3.32b)
Proof. Let $u_0, \tilde{u}_0 \in H^{1,1}(\mathbb{R}_+)$ and let $\psi, \tilde{\psi}$ be the associated solutions of (3.4). Let $a, b, b_1$ and $\tilde{a}, \tilde{b}, \tilde{b}_1$ be the quantities corresponding to $u_0$ and $\tilde{u}_0$, respectively, and let $\Delta u_0 := u_0 - \tilde{u}_0$, $\Delta a := a - \tilde{a}$, $\Delta b := b - \tilde{b}$, and $\Delta b_1 := b_1 - \tilde{b}_1$. We want to estimate

$$|\Delta b_1|, \quad \|k \Delta b - \Delta b_1\|_{L^2}$$

in terms of $\|\Delta u_0\|_{H^{1,1}}$.

From the definition (3.28) of $b_1$, it follows that

$$|\Delta b_1| \leq C\|\Delta u_0\|_{L^\infty},$$

and hence $|\Delta b_1| \leq C\|\Delta u_0\|_{H^{1,1}}$ uniformly for $u_0, \tilde{u}_0$ in bounded subsets of $H^{1,1}$. Next, if we set $x = 0$ in Equation (3.30) and subtract $2ib_1$ from both sides,

$$2ikb(k) - 2ib_1 = u_0(0)(a(k) - 1) + \int_0^\infty e^{2ikx}u'_0(x)\psi_2(x, k)dx + \lambda \int_0^\infty e^{2ikx}|u_0(x)|^2\psi_1(x, k)dx.$$ 

We infer that the differences $\Delta u_0, \Delta a, \Delta b, \Delta \psi$ satisfy the equation

$$2ikb - 2i\Delta b_1 = u_0(0)\Delta a + \Delta u_0(0)(\tilde{a} - 1) + \int_0^\infty e^{2ikx}(u'_0\Delta \psi_2 + \Delta u'_0\tilde{\psi}_2)dx$$

$$+ \lambda \int_0^\infty e^{2ikx}\left(|u_0|^2\Delta \psi_1 + (u_0\Delta u_0 + \Delta u_0\tilde{u}_0)\tilde{\psi}_1\right)dx.$$ 

Hence, proceeding as in the proof of Lemma 3.6 (see the estimates (3.24) and (3.25)) and using Lemma 3.5(ii),

$$\|k \Delta b - \Delta b_1\|_{L^2_k} \leq C\|\Delta a\|_{L^2_k} + C\|\Delta u_0\|_{L^\infty_x} + \|u'_0\|_{L^2_k}\|\Delta \psi_2\|_{L^2_{k}(\mathbb{R}, L^2_{x}(\mathbb{R}_+))}$$

$$+ \|\Delta u'_0\|_{L^2_k}(\|\tilde{\psi}_2 - 1\|_{L^2_{k}(\mathbb{R}, L^2_{x}(\mathbb{R}_+))} + 1)$$

$$+ \|u_0\|_{L^\infty_x}\|u_0\|_{L^2_k}\|\Delta \psi_1\|_{L^2_{k}(\mathbb{R}, L^2_{x}(\mathbb{R}_+))}$$

$$+ \|\Delta u_0\|_{L^\infty_x}(\|u_0\|_{L^2_k} + \|\tilde{u}_0\|_{L^2_k})\|\tilde{\psi}_1\|_{L^2_{k}(\mathbb{R}, L^2_{x}(\mathbb{R}_+))}$$

$$\leq C\|\Delta u_0\|_{H^{1,1}}$$

uniformly for $u_0, \tilde{u}_0$ in bounded subsets of $H^{1,1}$. \qed

Remark 3.9. Conclusions similar to those established in Lemma 3.7 and 3.8 for $b(k)$ hold also for the spectral function $a(k)$. Namely, if for $u_0 \in H^{1,1}(\mathbb{R}_+)$ we define $a_1 := -\frac{\lambda}{2i} \int_0^\infty |u_0(x)|^2dx$, then the mappings

$$u_0 \mapsto a_1 : H^{1,1}(\mathbb{R}_+) \to \mathbb{C} \quad (3.33a)$$

$$u_0 \mapsto k(a(k) - 1) - a_1 : H^{1,1}(\mathbb{R}_+) \to L^2(\mathbb{R}), \quad (3.33b)$$
are continuous. We will not need these properties, but for completeness we give the proof of the fact that $k(a(k) - 1) - a_1 \in L^2(\mathbb{R})$; given this fact, the continuity follows by arguments similar to those used in the proof of Lemma 3.8. To see that $k(a(k) - 1) - a_1 \in L^2(\mathbb{R})$, note that Equation (3.31) implies

$$\|k(a(k) - 1) - a_1\|_{L^2_k} = \|k(\psi_2(0, k) - 1) - a_1\|_{L^2_k}$$

$$= \left\| - \int_0^\infty \lambda u_0(x) \left(k\psi_1(x, k) - \frac{u_0(x)}{2i}\right) dx \right\|_{L^2_k}$$

$$= \frac{1}{2} \left\| \int_0^\infty \frac{2ik\psi_1(x, k) - u_0(x)}{\langle x \rangle} dx \right\|_{L^2_k}$$

$$\leq C\|u_0\|_{H^{0,1}} \left\| \frac{2ik\psi_1(x, k) - u_0(x)}{\langle x \rangle} \right\|_{L^2_k}. \quad (3.34)$$

Furthermore, from Equation (3.30), we have

$$\frac{2ik\psi_1(x, k) - u_0(x)}{\langle x \rangle} = u_0(x)\frac{\psi_2(x, k) - 1}{\langle x \rangle} + \frac{1}{\langle x \rangle} \int_x^\infty e^{-2ik(x-x')} u'_0(x')\psi_2(x', k) dx'$$

$$+ \frac{\lambda}{\langle x \rangle} \int_x^\infty e^{-2ik(x-x')} |u_0(x')|^2 \psi_1(x', k) dx'. \quad (3.35)$$

Using Lemma 3.5 and the fact that the function $\frac{1}{\langle x \rangle}$ is in $L^\infty_x(\mathbb{R}_+) \cap L^2_x(\mathbb{R}_+)$, we can estimate the three terms on the right-hand side of (3.35) for $u_0 \in H^{1,1}(\mathbb{R}_+)$ as follows:

$$\left\| u_0(x)\frac{\psi_2(x, k) - 1}{\langle x \rangle} \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))} = \left\| \frac{u_0}{\langle x \rangle} \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))} \left\| \psi_2(x, k) - 1 \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))}$$

$$\leq C\|u_0\|_{L^\infty} \left\| \psi_2(x, k) - 1 \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))} < \infty,$$

$$\left\| \frac{1}{\langle x \rangle} \int_x^\infty e^{-2ik(x-x')} u'_0(x')\psi_2(x', k) dx' \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))}$$

$$\leq \left\| \frac{u'_0}{\langle x \rangle} \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))} \left\| \psi_2(x, k) - 1 \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))} + \left\| \frac{u'_0}{\langle x \rangle} \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))}$$

$$\leq C\|u'_0\|_{L^2} \left\| \psi_2(x, k) - 1 \right\|_{L^2_k(\mathbb{R}_+, L^2_k(\mathbb{R}))} + C\|u'_0\|_{L^2} < \infty,$$
and
\[
\left\| \frac{\lambda}{\langle x \rangle} \int_0^\infty e^{-2ik(x-x')} |u_0(x')|^2 \psi_1(x', k) \, dx' \right\|_{L^2_x(\mathbb{R}+, L^2_k(\mathbb{R}))}
\leq \left\| \frac{\|u_0\|_{L^\infty_x}}{\langle x \rangle} \int_0^\infty |u_0(x)\psi_1(x, k)| \, dx \right\|_{L^2_x(\mathbb{R}+, L^2_k(\mathbb{R}))}
\leq C \left\| u_0 \right\|_{L^\infty_x} \left\| u_0 \right\|_{L^2_x} \left\| \psi_1(x, k) \right\|_{L^2_k(\mathbb{R}+, L^2_x(\mathbb{R}^+))} < \infty.
\]

Combining the above three estimates with (3.34) and (3.35), we conclude that \( \|k(a(k) - 1) - a_1\|_{L^2_k} < \infty \).

**Lemma 3.10.** The following maps are continuous:

\[
(f, g) \mapsto fg : H^1(\mathbb{R}) \times H^1(\mathbb{R}) \to H^1(\mathbb{R}),
\]
\[
(f, g) \mapsto fg : L^2(\mathbb{R}) \times H^1(\mathbb{R}) \to L^2(\mathbb{R}),
\]
\[
(f, g) \mapsto f/g : H^1(\mathbb{R}) \times \{g \in 1 + H^1(\mathbb{R}) : g(x) \neq 0 \text{ for all } x \in \mathbb{R}\} \to H^1(\mathbb{R}),
\]
\[
(f, g) \mapsto f/g : L^2(\mathbb{R}) \times \{g \in 1 + H^1(\mathbb{R}) : g(x) \neq 0 \text{ for all } x \in \mathbb{R}\} \to L^2(\mathbb{R}).
\]

**Proof.** The assertions follow from standard estimates. \(\square\)

We are now ready to prove that \( r \in H^{1,1}(\mathbb{R}) \) and to establish the continuity of the map \( u_0 \mapsto r \).

**Lemma 3.11.** Given \( u_0 \in H^{1,1}(\mathbb{R}^+) \) and \( q \in \mathbb{R} \), define the reflection coefficient \( r(k) \) by the formula (2.3). If \( \Delta(k) \neq 0 \) for all \( k \in \mathbb{R} \), then \( r \in H^{1,1}(\mathbb{R}) \). Moreover, the map \( u_0 \mapsto r : H^{1,1}(\mathbb{R}^+) \cap \{u_0 \mid \Delta(k) \neq 0 \text{ for all } k \in \mathbb{R}\} \to H^{1,1}(\mathbb{R}) \) is continuous.

**Proof.** We have
\[
r(k) = \frac{F(k)}{\Delta_a(k)}, \quad k \in \mathbb{R},
\]
where
\[
F(k) := \frac{b(k)a(-k)}{2k - iq} + \frac{2k + iq}{2k - iq} a(k)b(-k)
\]
and
\[
\Delta_a(k) := \frac{\Delta(k)}{2k - iq} = a(k)a(-k) + \lambda \frac{2k + iq}{2k - iq} b(k)b(-k).
\]

(3.36)
By Lemma 3.10, multiplication \((f, g) \mapsto fg : H^1 \times H^1 \to H^1\) is continuous. Since \(\frac{2k + iq}{2k - iq} \in 1 + H^1(\mathbb{R})\), we see that
\[
 f \mapsto \frac{2k + iq}{2k - iq} f : H^1(\mathbb{R}) \to H^1(\mathbb{R})
\]
is continuous. Using also Lemma 3.6, it follows that the maps
\[
 u_0 \mapsto F : H^{1,1}(\mathbb{R}^+) \to H^1(\mathbb{R}) \quad \text{and} \quad u_0 \mapsto \Delta_u - 1 : H^{1,1}(\mathbb{R}^+) \to H^1(\mathbb{R})
\]
are continuous. Hence, using Lemma 3.10 again, we conclude that
\[
 u_0 \mapsto r = \frac{F}{\Delta_u} : H^{1,1}(\mathbb{R}^+) \cap \{u_0 | \Delta \neq 0 \text{ on } \mathbb{R}\} \to H^1(\mathbb{R})
\]
is continuous. It remains to show that
\[
 u_0 \mapsto kr(k) : H^{1,1}(\mathbb{R}^+) \cap \{u_0 | \Delta \neq 0 \text{ on } \mathbb{R}\} \to L^2(\mathbb{R})
\]
is continuous. Since, by Lemma 3.10 and (3.38), the map
\[
 (f, u_0) \mapsto \frac{f}{\Delta_u} : L^2(\mathbb{R}) \times \left(H^{1,1}(\mathbb{R}^+) \cap \{u_0 | \Delta \neq 0 \text{ on } \mathbb{R}\}\right) \to L^2(\mathbb{R})
\]
is continuous, it is enough to show that
\[
 u_0 \mapsto kF(k) : H^{1,1}(\mathbb{R}^+) \cap \{u_0 | \Delta \neq 0 \text{ on } \mathbb{R}\} \to L^2(\mathbb{R})
\]
is continuous. This will follow if we can show that
\[
 u_0 \mapsto (2k - iq)F(k) : H^{1,1}(\mathbb{R}^+) \cap \{u_0 | \Delta \neq 0 \text{ on } \mathbb{R}\} \to L^2(\mathbb{R})
\]
is continuous. Recall that \(a - 1 \in H^1(\mathbb{R})\) by Lemma 3.6 and \(kb(k) - b_1 \in L^2(\mathbb{R})\) by Lemma 3.7. Thus there exist functions \(f_a \in H^1(\mathbb{R})\) and \(f_b \in L^2(\mathbb{R})\) such that
\[
 a(k) = 1 + f_a(k), \quad b(k) = \frac{b_1 + f_b(k)}{k}.
\]
Using these expressions for \(a\) and \(b\), we can write
\[
 (2k - iq)F(k) = -2 \left( \bar{b}_1 (\bar{f}_a(k) - f_a(-k)) - a(-k)f_b(k) + a(k)f_b(-k) \right) - iq \left( a(-k)b(k) - a(k)b(-k) \right).
\]
According to Lemmas 3.6 and 3.8, \(b_1 \in \mathbb{C}, f_a \in H^1(\mathbb{R}), f_b \in L^2(\mathbb{R}), a \in 1 + H^1(\mathbb{R}), b \in H^1(\mathbb{R})\) depend continuously on \(u_0 \in H^{1,1}(\mathbb{R}^+)\). Thus, using Lemma 3.10, the continuity of the map in (3.39) follows. \(\square\)
3.3 Proof of Proposition 2.1

It follows from Lemma 3.2 and the definition (2.4) that Δ(k) is continuous for Im k ≥ 0 and analytic for Im k > 0. The symmetry (2.5) is an immediate consequence of (2.4). Evaluating (2.4) at k = 0 and using the unit determinant relation (3.12), we find Δ(0) = −iq. The asymptotic formula (2.6) follows from (3.13). This proves (i)–(iv) and assertion (v) was proved in Lemma 3.11.

Let Δ₀(k) = Δ(k)/(2k − iq) be the function defined in (3.37). A straightforward calculation using (3.12) shows that

\[1 − λ|r(k)|^2 = |Δ₀(k)|^{-2}, \quad k \in \mathbb{R}. \quad (3.40)\]

Note that Δ₀ is continuous on \( \mathbb{R} \). Hence, Equation (3.40) implies that |r(k)| < 1 for all \( k \in \mathbb{R} \) if \( λ = 1 \). This proves (a). To prove (b)–(d), we employ (2.3) to eliminate \( b(−k) \) from the right-hand side of (3.37) and use the unit determinant relation (3.12) to see that

\[Δ₀(k) = \frac{a(−k)}{a(k)} \frac{1}{1 − λ \frac{b(k)}{a(k)} r(k)}, \quad k \in \mathbb{R}. \quad (3.41)\]

Suppose now that \( λ = 1 \). Then Equation (3.12) implies that \( a(k) \neq 0 \) for all \( k \in \mathbb{R} \), and thus (3.41) shows that \( Δ₀(k) \neq 0 \) for all \( k \in \mathbb{R} \). Let \( Z_{Δ₀} \) and \( P_{Δ₀} \) denote the number of zeros and poles of \( Δ₀ \) in \( \mathbb{C}_+ \) counted with multiplicity, and let \( Z_a \) denote the number of zeros of \( a(k) \) in \( \mathbb{C}_+ \) counted with multiplicity. Recalling the asymptotic formulas (2.6) and (3.13) for Δ and a, the argument principle applied to a large semicircle enclosing the upper half-plane yields

\[Z_{Δ₀} − P_{Δ₀} = \frac{\log Δ₀(k)}{2πi}\bigg|_{k=−∞}^{+∞}, \quad Z_a = \frac{\log a(k)}{2πi}\bigg|_{k=−∞}^{+∞}, \quad (3.42)\]

where \( \log f(k) \bigg|_{k=−∞}^{+∞} \) denotes the winding number of \( f(k) \) around the origin as \( k \) traverses the real axis from \( −∞ \) to \( +∞ \). On the other hand, by (3.12),

\[\left| \frac{b(k)}{a(k)} \right|^2 = 1 − \frac{1}{|a(k)|^2} < 1, \quad k \in \mathbb{R}.\]

Hence, using also that |r| < 1 on \( \mathbb{R} \),

\[\left| \frac{b(k)}{a(k)} r(k) \right| < 1, \quad k \in \mathbb{R}.\]

In particular, the second factor on the right-hand side of (3.41) winds zero times around the origin as \( k \) traverses \( \mathbb{R} \). Consequently, it transpires from (3.42) that

\[Z_{Δ₀} − P_{Δ₀} = \frac{\log a(−k) − \log a(k)}{2πi}\bigg|_{k=−∞}^{+∞} = 2 \frac{\log a(k)}{2πi}\bigg|_{k=−∞}^{+∞} = 2Z_a.\]

However, an argument, which involves viewing the zeros of \( a \) as eigenvalues of a self-adjoint operator obtained by extending (3.1) from the half-line \( x \geq 0 \) to the real line, implies that \( Z_a = 0 \)
(see [42, Section 3] for a detailed proof). This establishes assertion (e), and since \( \Delta \) has no poles in \( \mathbb{C}_+ \), we arrive at

\[
Z_\Delta = \begin{cases} 
Z_{\Delta a} - P_{\Delta a} + 1 = 1, & q > 0, \\
Z_{\Delta a} - P_{\Delta a} = 0, & q < 0,
\end{cases}
\]

where \( Z_\Delta \) denotes the number of zeros of \( \Delta \) in \( \mathbb{C}_+ \) counted with multiplicity. The symmetry (2.5) implies that if \( \Delta \) has only one zero in \( \mathbb{C}_+ \), then it must be pure imaginary. Since we already saw that \( \Delta_a(k) \neq 0 \) for all \( k \in \mathbb{R} \), the assertions (b)–(d) about the zeros of \( \Delta \) follow.

### 4 | CONSTRUCTION OF \( m \) FROM \( u \)

The purpose of this section is to prove Proposition 4.1, which shows that if there is a global Schwartz class solution \( u(x, t) \) of the Robin IBVP, then the RH problem of Theorem 1 has a unique solution \( m(x, t, k) \), and \( u(x, t) \) can be recovered from \( m(x, t, k) \) via (2.11). In addition to motivating the structure of the RH problem of Theorem 1, this proposition will be used to establish uniqueness in Section 5.

**Proposition 4.1.** Suppose \( \lambda = 1 \) or \( \lambda = -1 \). Let \( u_0 \in S(\mathbb{R}_+) \) be such that \( q := -u_{0x}(0)/u_0(0) \in \mathbb{R} \). If \( \lambda = -1 \), suppose that Assumption 2.4 holds. Suppose that there exists a global Schwartz class solution \( u(x, t) \) of the Robin IBVP for NLS with initial data \( u_0 \). Then the RH problem of Theorem 1 has a unique solution \( m(x, t, k) \) and, for each \( (x, t) \in [0, \infty) \times [0, \infty) \), \( u(x, t) \) is given in terms of \( m(x, t, k) \) by (2.11).

The remainder of this section is devoted to the proof of Proposition 4.1. The proof relies on the theory of linearizable boundary conditions within the framework of the UTM of Fokas [23] (see also [24, 27, 36]).

#### 4.1 | The solution \( M \)

The NLS Equation (1.1) is the compatibility condition of the Lax pair equations

\[
\begin{align*}
\mu_x + ik[\sigma_3, \mu] &= U\mu, \\
\mu_t + 2ik^2[\sigma_3, \mu] &= V\mu,
\end{align*}
\]

where \( k \in \mathbb{C} \) is the spectral parameter, \( \mu(x, t, k) \) is a 2 \times 2 matrix-valued eigenfunction, and \( U, V \) are defined by

\[
U(x, t) = \begin{pmatrix} 0 & u \\ \lambda \bar{u} & 0 \end{pmatrix}, \quad V(x, t, k) = \begin{pmatrix} -i\lambda|u|^2 & 2ku + iu_x \\ 2k\lambda \bar{u} - i\lambda \bar{u}_x & i\lambda|u|^2 \end{pmatrix}.
\]

Suppose that \( u(x, t) \) is a global Schwartz class solution of the Robin IBVP for NLS with initial data \( u_0 \in S(\mathbb{R}_+) \). Fix a final time \( T \in (0, \infty) \) and define three solutions \( \mu_j, j = 1, 2, 3 \), of (4.1) as
the unique solutions of the integral equations

\[ \mu_j(x, t, k) = I + \int_{(x_j, t_j)}^{(x, t)} e^{-i(kx+2kt^2)\sigma_3} W_j(x', t', k), \]

where \((x_1, t_1) = (0, T), (x_2, t_2) = (0, 0), (x_3, t_3) = (\infty, t),\) and the exact 1-form \(W_j\) is defined by

\[ W_j = e^{i(kx+2kt^2)\sigma_3}(\mu_j dx + \mu_j dt). \]

It follows from (4.1) that the functions \(\mu_j\) are related as follows:

\[
\begin{align*}
\mu_3(x, t, k) &= \mu_2(x, t, k) e^{-i\theta\sigma_3} \mu_3(0, 0, k), \\
\mu_1(x, t, k) &= \mu_2(x, t, k) e^{-i\theta\sigma_3} \left[ e^{2ik^2T\sigma_3} \mu_2(0, T, k) \right]^{-1}.
\end{align*}
\]

Define the spectral functions \(s(k)\) and \(S(k; T)\) by

\[
s(k) := \mu_3(0, 0, k), \quad S(k; T) := [e^{2ik^2T\sigma_3} \mu_2(0, T, k)]^{-1}.
\]

Let \(D_j, j = 1, \ldots, 4\), denote the four open quadrants of the complex plane, see the left half of Figure 1. The properties of the \(\mu_j\) imply that \(s\) and \(S\) can be expressed as

\[
s(k) = \begin{pmatrix} a(k) & b(k) \\ \lambda b(k) & a(k) \end{pmatrix}, \quad S(k; T) = \begin{pmatrix} A(k; T) & B(k; T) \\ \lambda B(k; T) & A(k; T) \end{pmatrix},
\]

where the functions \(a(k)\) and \(b(k)\) are defined for \(\text{Im} \ k \geq 0\) and analytic for \(\text{Im} \ k > 0\), whereas \(A(k; T)\) and \(B(k; T)\) are entire functions of \(k\) which are bounded in \(\bar{D}_1 \cup \bar{D}_3\). Define \(d(k; T)\) by

\[
d(k; T) = a(k)A(k; T) - \lambda b(k)B(k; T), \quad k \in \bar{D}_2.
\]
As \( k \to \infty \),
\[
a(k) = 1 + O(k^{-1}), \quad b(k) = O(k^{-1}), \quad k \to \infty, \quad \text{Im} k \geq 0, \quad (4.7a) \\
A(k; T) = 1 + O(k^{-1}), \quad B(k; T) = O(k^{-1}), \quad k \to \infty, \quad k \in D_1 \cup D_3. \quad (4.7b)
\]

It follows that any possible zeros of \( a(k) \) in the upper half-plane and of \( d(k) \) in \( \bar{D}_2 \) are contained in a disk of finite radius \( \{ k \in \mathbb{C} : |k| < R \} \) for some \( R > 0 \). Thus we may define deformed quadrants \( D_j, j = 1, \ldots, 4 \), such that \( a \) and \( d \) have no zeros in \( \bar{D}_2 \) (see the right half of Figure 1). Define the sectionally meromorphic function \( M(x, t, k) \equiv M(x, t; k; T) \) by
\[
M = \begin{cases} 
  \left( \frac{[\mu_2]}{a}, [\mu_3] \right), & k \in \Sigma_1, \\
  \left( \frac{[\mu_1]}{d}, [\mu_3] \right), & k \in \Sigma_2, \\
  \left( [\mu_3], \frac{[\mu_1]}{d} \right), & k \in \Sigma_3, \\
  \left( [\mu_3], \frac{[\mu_2]}{a} \right), & k \in \Sigma_4.
\end{cases}
\]

Let \( \Sigma = \bigcup_{j=1}^4 \Sigma_j \), where \( \Sigma_j = D_j \cap D_{j-1} \) and \( D_0 \equiv D_4 \), denote the contour separating the domains \( D_j \) (see Figure 1) and define the jump matrix \( J(x, t, k) \) for \( k \in \Sigma \) by
\[
J(x, t, k) = \begin{cases} 
  \begin{pmatrix} 1 - \lambda |\gamma|^2 & \gamma e^{-2i\theta} \\
  -\lambda \gamma^* e^{2i\theta} & 1 \end{pmatrix}, & k \in \Sigma_1, \\
  \begin{pmatrix} 1 & 0 \\
  -\Gamma e^{2i\theta} & 1 \end{pmatrix}, & k \in \Sigma_2, \\
  \begin{pmatrix} 1 & -(\gamma - \lambda \Gamma^*) e^{-2i\theta} \\
  \lambda (\gamma^* - \lambda \Gamma) e^{2i\theta} & 1 - \lambda |\gamma^* - \lambda \Gamma|^2 \end{pmatrix}, & k \in \Sigma_3, \\
  \begin{pmatrix} 1 & \lambda \Gamma^* e^{-2i\theta} \\
  0 & 1 \end{pmatrix}, & k \in \Sigma_4,
\end{cases}
\]

where
\[
\gamma(k) := \frac{b(k)}{a(k)}, \quad \Gamma(k; T) := \frac{\lambda B(\tilde{k}; T)}{a(k)d(\tilde{k}; T)}. \quad (4.10)
\]

Letting \( p = \cap_{j=1}^4 D_j \) denote the point at which the horizontal and vertical branches of \( \Sigma \) intersect, we have the following lemma.

**Lemma 4.2 (RH problem for \( M \)).** Suppose that \( a(k) \) has no zeros on \( \mathbb{R} \) and only simple zeros in \( \mathbb{C}_+ \). For each \( (x, t) \in [0, \infty) \times [0, \infty) \), \( M(x, t, k) \) is the unique solution of the following RH problem.

(a) \( M(x, t, \cdot) : \mathbb{C} \setminus (\Sigma \cup \{ k_j, \tilde{k}_j \})^{N} \to \mathbb{C}^{2 \times 2} \) is analytic.

(b) The boundary values of \( M(x, t, k) \) as \( k \) approaches \( \Sigma \setminus \{ p \} \) from the left (+) and right (−) exist, are continuous on \( \Sigma \setminus \{ p \} \), and satisfy
\[ M_+(x, t, k) = M_-(x, t, k) J(x, t, k), \quad k \in \Sigma \setminus \{p\}. \tag{4.11} \]

(c) \( M(x, t, k) = I + O(k^{-1}) \) as \( k \to \infty \).

(d) \( M(x, t, k) = O(1) \) as \( k \to p \).

(e) Let \( \{k_j\}_{j=1}^N \) denote the (necessarily finitely many) simple zeros of \( a(k) \) in \( \mathbb{C}_+ \). The first column of \( M \) has at most a simple pole at each \( k_j \in \mathbb{C}_+ \), the second column of \( M \) has at most a simple pole at each \( \bar{k}_j \in \mathbb{C}_- \), and the following residue conditions hold for \( j = 1, \ldots, N \):

\[
\text{Res}_{k=k_j} [M(x, t, k)]_1 = \frac{1}{a(k_j) b(k_j)} e^{2i\theta(x,t,k_j)} [M(x, t, k_j)]_2, \tag{4.12a}
\]

\[
\text{Res}_{k=\bar{k}_j} [M(x, t, k)]_2 = \frac{\lambda}{a(k_j) b(k_j)} e^{-2i\theta(x,t,\bar{k}_j)} [M(x, t, \bar{k}_j)]_1. \tag{4.12b}
\]

Moreover,

\[
u(x, t) = 2i \lim_{k \to \infty} k(M(x, t, k))_{12}, \quad x \geq 0, \ t \geq 0. \tag{4.13}\]

**Proof.** The lemma is standard in the context of the UTM, see [24, 27]. In [24, 27], the function \( M \) is defined using the standard quadrants \( D_j \) instead of the deformed quadrants \( \mathbb{D}_j \), and residue conditions are included at the possible zeros of \( a \) and \( d \) in \( D_2 \). For the present purposes, it is more convenient to instead handle the possible zeros of \( d \) by replacing the quadrants \( D_j \) by the deformed quadrants \( \mathbb{D}_j \). \( \Box \)

### 4.2 The solution \( \tilde{M} \)

The formulation of the RH problem for \( M \) involves the spectral function \( \Gamma(k; T) \) which is defined in terms of the unknown boundary values \( u(0, t) \) and \( u_x(0, t) \). In order to arrive at an effective solution of the problem, we seek to replace \( \Gamma(k; T) \) by another function \( \tilde{\Gamma}(k) \) which is defined in terms of the initial data alone.

The definition of \( \tilde{\Gamma} \) can be motivated as follows. The spectral functions \( a, b, A, B \) are not independent but satisfy the global relation (see [27])

\[ A(k; T)b(k) - a(k)B(k; T) = c(k; T)e^{4ik^2T}, \quad \text{Im} \ k \geq 0, \tag{4.14} \]

where the function \( c(k; T) \) is analytic for \( \text{Im} \ k > 0 \) and satisfies \( c(k, T) = O(1/k) \) as \( k \to \infty, \text{Im} \ k \geq 0 \). The global relation implies that

\[ \frac{B(k; T)}{A(k; T)} = \frac{b(k)}{a(k)} - \frac{c(k; T)}{a(k)A(k; T)} e^{4ik^2T}. \tag{4.15} \]

On the other hand, we can rewrite the definition (4.10) of \( \Gamma(k; T) \) as

\[ \Gamma(k; T) = \frac{\lambda}{a(k)(a(k)A^*(k; T) - \lambda b(k))}, \quad k \in D_2. \tag{4.16} \]
The Robin boundary condition \( u + q u_x = 0 \) implies that the matrix \( V \) in (4.1b) obeys the symmetry \( V(0, t, -k) = N(k)V(0, t, k)N(k)^{-1} \), where \( N(k) = \text{diag}(2k + iq, -2k + iq) \) (see [24]). Hence, \( S(-k) = N(k)S(k)N(k)^{-1} \) which yields the following symmetries for \( A \) and \( B \):

\[
A(k; T) = A(-k; T), \quad B(k; T) = -\frac{2k - iq}{2k + iq}B(-k; T). \quad (4.17)
\]

Using these symmetries, we can write (4.16) as

\[
\Gamma(k; T) = -\frac{\lambda}{a(k)}\left[\frac{(2k - iq)A^*(-k; T)}{(2k + iq)B^*(-k; T)} + \lambda b(k)\right], \quad k \in D_2.
\]

Employing (4.15), this becomes

\[
\Gamma(k; T) = -\frac{\lambda}{a(k)}\left[\frac{2k - iq}{2k + iq}\frac{b^*(-k)}{a^*(-k)} - \frac{e^{*(-k; T)}}{a^*(-k)A^*(-k; T)}e^{-4ik^2T}\right]^{-1} + \lambda b(k), \quad k \in D_2. \quad (4.18)
\]

Remark 4.3. The solution \( u(x, t) \) evaluated at some time \( t < T \) should not depend on \( T \). This suggests that we define the new RH problem for \( \tilde{M} \) by replacing \( \Gamma \) with the \( T \)-independent function \( \lim_{T \to \infty} \Gamma(k; T) \), if the limit exists. Since \( e^{-4ik^2T} \) has exponential decay as \( T \to \infty \) for \( k \in D_2 \), Equation (4.18) suggests that

\[
\lim_{T \to \infty} \Gamma(k; T) = -\frac{\lambda}{a(k)}\left[\frac{2k - iq}{2k + iq}\frac{b^*(-k)}{a^*(-k)} + \lambda b(k)\right], \quad k \in D_2. \quad (4.19)
\]

Regardless of whether the large \( T \) limit of \( \Gamma(k; T) \) exists or not, we will take the right-hand side of (4.19) as our definition of \( \tilde{\Gamma}(k) \).

Inspired by (4.19), we define \( \tilde{\Gamma}(k) \) by

\[
\tilde{\Gamma}(k) = -\frac{\lambda b(-\bar{k})}{a(k)}\frac{2k + iq}{\Delta(k)}, \quad \text{Im} k > 0, \quad (4.20)
\]

where \( \Delta \) is the function defined in (2.4). Deforming the vertical branch of \( \Sigma \) further into the left half-plane if necessary, we may assume that \( \Delta \) has no zeros in \( D_2 \). We define the function \( G(k; T) \) by

\[
G_1 = I, \quad G_2 = \begin{pmatrix} 1 & 0 \\ (\tilde{\Gamma} - \Gamma)e^{2i\theta} & 1 \end{pmatrix}, \quad G_3 = \begin{pmatrix} 1 & \lambda(\tilde{\Gamma}^* - \Gamma^*)e^{-2i\theta} \\ 0 & 1 \end{pmatrix}, \quad G_4 = I, \quad (4.21)
\]

where \( G_j \) denotes the restriction of \( G \) to \( D_j \) for \( j = 1, \ldots, 4 \). Introducing \( \tilde{M}(x, t, k) \) by

\[
\tilde{M} = MG, \quad (4.22)
\]

it is easy to verify that \( \tilde{M} \) satisfies the same jump relations on \( \Sigma \) as \( M \) except that \( \Gamma(k; T) \) is replaced by \( \tilde{\Gamma}(k) \). In fact, we have the following lemma.
Lemma 4.4 (RH problem for $\tilde{M}$). Suppose that $a(k)$ has no zeros on $\mathbb{R}$ only simple zeros in $\mathbb{C}_+$. For each $(x, t) \in [0, \infty) \times [0, \infty)$, $\tilde{M}(x, t, k)$ satisfies the following RH problem.

(a) $\tilde{M}(x, t, \cdot) : \mathbb{C} \setminus (\Sigma \cup \{ k_j, \tilde{k}_j \}_{j=1}^N) \to \mathbb{C}^{2 \times 2}$ is analytic.
(b) The boundary values of $\tilde{M}(x, t, k)$ as $k$ approaches $\Sigma \setminus \{ p \}$ from the left (+) and right (−) exist are continuous on $\Sigma \setminus \{ p \}$, and satisfy

$$\tilde{M}_+(x, t, k) = \tilde{M}_-(x, t, k) \tilde{J}(x, t, k), \quad k \in \Sigma \setminus \{ p \},$$

(4.23)

where the jump matrix $\tilde{J}$ is defined by replacing $\Gamma(k; T)$ with $\tilde{\Gamma}(k)$ in the definition (4.9) of $J$.
(c) $\tilde{M}(x, t, k) = I + O(k^{-1})$ as $k \to \infty$.
(d) $\tilde{M}(x, t, k) = O(1)$ as $k \to p$.
(e) Let $\{ k_j \}_{j=1}^N$ denote the (necessarily finitely many) simple zeros of $a(k)$ in $\mathbb{C}_+$. The first column of $\tilde{M}$ has at most a simple pole at each $k_j \in \mathbb{C}_+$, the second column of $\tilde{M}$ has at most a simple pole each $\tilde{k}_j \in \mathbb{C}_-$, and the following residue conditions hold for $j = 1, \ldots, N$:

$$\text{Res}_{k=k_j} [\tilde{M}(x, t, k)]_1 = \frac{1}{\hat{a}(k_j) b(k_j)} e^{2i\theta(x, t, k_j)} [\tilde{M}(x, t, k_j)]_2,$$

(4.24a)

$$\text{Res}_{k=k_j} [\tilde{M}(x, t, k)]_2 = \frac{\lambda}{\hat{a}(k_j) b(k_j)} e^{-2i\theta(x, t, \tilde{k}_j)} [\tilde{M}(x, t, \tilde{k}_j)]_1.$$

(4.24b)

Proof. All properties except the normalization condition $\tilde{M} = I + O(k^{-1})$ follow immediately from Lemma 4.2 and the definition (4.22) of $\tilde{M}$. To prove that $\tilde{M} = I + O(k^{-1})$ as $k \to \infty$, it is sufficient to show that

$$G_j(k; T) = I + O(k^{-1}) \quad \text{as } k \to \infty, k \in \tilde{D}_j, \ j = 1, \ldots, 4.$$  

(4.25)

The large $k$ estimates (4.7) of $a$ and $b$ together with the expression (4.20) for $\tilde{\Gamma}$ imply that $\tilde{\Gamma}(k) = O(k^{-1})$ as $k \to \infty$ in $\tilde{D}_2$. Moreover, letting

$$X(k; T) := \frac{c^*(-k; T) a^*(-k) A^*(-k; T) e^{-4i k^2 T}}{a^*(-k) A^*(-k; T)},$$

and recalling that $A(k; T) = 1 + O(k^{-1})$ and $c(k; T) = O(k^{-1})$ as $k \to \infty$ in $\tilde{D}_1$, we see that $X(k; T) = O(k^{-1})$ as $k \to \infty$ in $\tilde{D}_2$. It then follows from the expression (4.18) for $\Gamma(k; T)$ that

$$\Gamma(k; T) = -\frac{\lambda \left( \frac{b^*(-k)}{a^*(-k)} - X \right)}{a(k) \left[ a(k) \frac{2k-iq}{2k+iq} + \lambda b(k) \frac{b^*(-k)}{a^*(-k)} - X \right]} - \frac{\lambda (O(k^{-1}) - X)}{1 + O(k^{-1})}$$

$$= \lambda X(k; T) + O(k^{-1}), \quad k \to \infty, k \in \tilde{D}_2.$$  

Since $e^{2i\theta - 4i k^2 T} = e^{2i k x + 4i k^2 (t-T)}$ is bounded for $k \in \tilde{D}_2$, we obtain the estimate

$$(\tilde{\Gamma} - \Gamma)e^{2i\theta} = O(k^{-1}) \quad \text{as } k \to \infty, k \in \tilde{D}_2,$$

from which (4.25) follows. \qed
4.3 The solution $m$ and proof of Proposition 4.1

Define $m(x, t, k)$ by

$$m(x, k, t) = \begin{cases} 
\tilde{M}(x, t, k), & k \in D_2 \cup D_3, \\
\tilde{M}(x, t, k) \left( \frac{1}{\Gamma(k)e^{2i\vartheta}} 0 \frac{1}{0} \frac{1}{1} \right), & k \in D_1, \\
\tilde{M}(x, t, k) \left( \frac{1}{\lambda \tilde{\Gamma}(k)e^{-2i\vartheta}} 0 \frac{1}{0} \frac{1}{1} \right), & k \in D_4.
\end{cases}$$

(4.26)

We will show that $m(x, t, k)$ is the unique solution of the RH problem of Theorem 1 and that $u(x, t)$ satisfies (2.11). It is clear that $m$ is analytic in $D_2 \cup D_3$, and also in $D_1 \cup D_4$ away from the possible zeros of $a$ and $\Delta$ and their complex conjugates. Let $\{k_j\}^N_1$ and $\{\xi_j\}^M_1$ be the sets of zeros of $a(k)$ and $\Delta(k)$ in $\mathbb{C}_+$, respectively. By assumption, these sets are disjoint.

If $a(k)$ has no zeros on $\mathbb{R}$ and only simple zeros in $\mathbb{C}_+$, then the analyticity of $m$ at the $k_j$ as well as the residue conditions (2.9a) at the $\xi_j$ follow from the relations $[m]_1 = [\tilde{M}]_1 + \tilde{\Gamma}e^{2i\vartheta}[\tilde{M}]_2$ and $[m]_2 = [\tilde{M}]_2$ which are valid in $D_1$ together with the relations

$$\text{Res}_{k=k_j} \tilde{\Gamma}(x, t, k) = -\frac{1}{\dot{a}(k_j)b(k_j)}, \quad \text{Res}_{k=\xi_j} \tilde{\Gamma}(x, t, k) = -\frac{\lambda a(-\bar{\xi}_j)}{b(\xi_j)2\xi_j+iq}\frac{\dot{\Delta}(\xi_j)}{\Delta(\xi_j)}.$$ 

Since $m$ obeys the symmetries

$$m_{11}(x, t, k) = m_{22}(x, t, \bar{k}), \quad m_{21}(x, t, k) = \lambda m_{12}(x, t, \bar{k}),$$

(4.27)

the analogous statements for $\bar{k}_j$ and $\bar{\xi}_j$ follow by symmetry.

To avoid having to assume that $a(k)$ is nonzero on $\mathbb{R}$ and that all the zeros of $a(k)$ are simple, we note that the above facts can also be derived directly. Indeed, by (4.8), (4.22), and (4.26), we have, for $k \in D_1$,

$$[m]_1 = \frac{[\mu_2]_1}{a(k)} + \tilde{\Gamma}e^{2i\vartheta}[\mu_3]_2, \quad [m]_2 = [\mu_3]_2,$$

implying that $[m]_2$ is analytic in $D_1$ and that the residue conditions (2.9a) hold at the $\xi_j$. Moreover, using the relation $[\mu_3]_2 = [\mu_2]_1e^{-2i\vartheta}b + [\mu_2]_2a$, we find after simplification that

$$[m]_1 = \frac{2k-iq}{\Delta(k)}a(-\bar{k})[\mu_2]_1 - \frac{\lambda(2k+iq)}{\Delta(k)}b(-\bar{k})e^{2i\vartheta}[\mu_2]_2,$$

(4.28)

showing that $[m]_1$ is analytic away from the zeros of $\Delta$. The analogous conclusions in $D_2$ follow similarly or from the symmetry (4.27).

Using that $r = y^* - \bar{L}'$, the jump relation (2.7) follows from (4.23). Since $e^{2i\vartheta}$ is bounded in $D_1$ and $\tilde{\Gamma}(k) = O(k^{-1})$ as $k \to \infty$, $k \in D_1$, by (3.13), we obtain the estimate

$$\tilde{\Gamma}e^{2i\vartheta} = O(k^{-1}) \quad \text{as} \quad k \to \infty, k \in D_1,$$
which implies that \( m = I + O(k^{-1}) \) as \( k \to \infty \). Finally, Equation (2.11) follows from (4.13) and (4.22). This completes the proof of Proposition 4.1.

5 | GLOBAL SCHWARTZ CLASS SOLUTIONS

The main result of this section is Proposition 5.2, which shows that the conclusion of Theorem 1 holds whenever the initial data \( u_0 \) belong to the Schwartz class. For the proof, we need the following lemma.

**Lemma 5.1.** Let \( u_0 \in S(\mathbb{R}^+) \) and \( q \in \mathbb{R} \). Suppose that \( \Delta(k) \neq 0 \) for all \( k \in \mathbb{R} \). Then \( r \in S(\mathbb{R}) \).

**Proof.** Fix \( T > 0 \). Since \( u_0 \in S(\mathbb{R}^+) \), standard arguments show that \( r \in \mathcal{C}^\infty(\mathbb{R}) \). Moreover, it can be shown that there exist coefficients \( \{a_j, b_j, A_j, B_j\}_{j=1}^\infty \subset \mathbb{C} \) such that the spectral functions \( a, b, A, B \) defined in (4.5) admit the following asymptotic expansions to all orders as \( k \to \infty \):

\[
\begin{align*}
    a(k) & \sim 1 + \sum_{j=1}^{\infty} \frac{a_j}{k^j}, \quad b(k) \sim \sum_{j=1}^{\infty} \frac{b_j}{k^j} \quad \text{uniformly for } \arg k \in [0, \pi], \\
    A(k) & \sim 1 + \sum_{j=1}^{\infty} \frac{A_j}{k^j}, \quad B(k) \sim \sum_{j=1}^{\infty} \frac{B_j}{k^j} \quad \text{uniformly for } \arg k \in [0, \pi/2] \cup [\pi, 3\pi/2];
\end{align*}
\]

furthermore, these expansions can be differentiated termwise any number of times. Considering the global relation (4.15) along a ray \( \arg k \in (0, \pi/2) \), we see that the large \( k \)-expansions of \( B/A \) and \( b/a \) agree formally to all orders. Hence, recalling (4.17), we find that, as formal power series in \( k^{-1} \) for \( k \in \mathbb{R} \),

\[
\frac{b(k)}{a(k)} + \frac{(2k - i q) B(-k)}{(2k + i q) A(-k)} \sim \frac{b(k)}{a(k)} + \frac{(2k - i q) B(-k; T)}{(2k + i q) A(-k; T)} = \frac{b(k)}{a(k)} - \frac{B(k; T)}{A(k; T)} \sim 0
\]

to all orders, and that this relation can be differentiated any number of times. Substituting this into the definition (2.3) of \( r(k) \), we conclude that \( r(k) \) has rapid decay as \( k \to \pm \infty \). \( \square \)

**Proposition 5.2.** Suppose \( \lambda = 1 \) or \( \lambda = -1 \). Let \( u_0 \in S(\mathbb{R}^+) \) and suppose \( u'_0(0) + qu_0(0) = 0 \) for some \( q \in \mathbb{R} \setminus \{0\} \). If \( \lambda = -1 \), then suppose that Assumption 2.4 holds; if \( \lambda = 1 \) and \( q > 0 \), then suppose that the RH problem of Theorem 1 has a solution for each \( (x, t) \in [0, \infty) \times [0, \infty) \). Then there exists a unique global Schwartz class solution \( u(x, t) \) of the Robin IBVP for NLS with parameter \( q \) and initial data \( u_0 \). Moreover, for each \( (x, t) \in [0, \infty) \times [0, \infty) \), the RH problem of Theorem 1 has a unique solution \( m(x, t, k) \), and \( u(x, t) \) is given in terms of \( m(x, t, k) \) by (2.11).

**Proof.** By Proposition 2.1 (if \( \lambda = 1 \)) and by Assumption 2.4 (if \( \lambda = -1 \)), we have \( \Delta(k) \neq 0 \) for all \( k \in \mathbb{R} \), and hence, by Lemma 5.1, \( r \in S(\mathbb{R}) \). Moreover, for \( k \in \mathbb{R} \), we have

\[
\sqrt{\nu + \nu^+} = \begin{pmatrix}
    2(1 - \lambda |r(k)|^2) \\
    (r - \lambda r)e^{-2\theta}
\end{pmatrix}, \quad (\bar{r} - \lambda \bar{r})e^{-2\theta}, \quad (5.1)
\]
where $v^\dagger$ denotes the complex conjugate transpose of the jump matrix $v$. When $\lambda = 1$, the matrix in (5.1) is diagonal with strictly positive entries (recall that $|r| < 1$ on $\mathbb{R}$ if $\lambda = 1$ by Proposition 2.1), and so it is positive definite. If $\lambda = -1$, then $v = v^\dagger$ is positive definite by Sylvester’s criterion. Hence, if $\Delta(k)$ has no zeros in $\mathbb{C}_+$, then the existence of a solution of the RH problem of Theorem 1 follows from the existence of a vanishing lemma, see [49].

If $\Delta(k)$ has a finite number of simple zeros $\{\xi_j\}_1^M$ in $\mathbb{C}_+$, then the RH problem for $m$ can be transformed into a regularized RH problem (whose solution we denote by $m_{reg}$) together with a system of algebraic equations, see [26, Proposition 2.4]. The solution $m_{reg}$ exists by the above vanishing lemma argument. In the focusing case, there always exists a unique solution of the associated algebraic system, see [26, Proposition 2.4]. In the defocusing case, by Proposition 2.1, $\Delta$ has a zero only if $q > 0$ and in this case the solution $m$ exists by assumption. Thus, in either case, the solution $m$ of the RH problem of Theorem 1 exists for each $(x, t) \in [0, \infty) \times [0, \infty)$. Uniqueness of $m$ follows because the jump matrix has unit determinant. Since $r \in S(\mathbb{R})$, standard arguments based on ideas of the dressing method show that (2.11) defines a smooth solution $u(x, t)$ of the NLS equation, and a Deift–Zhou steepest descent analysis shows that $u(x, t)$ has rapid decay as $x \to \pm \infty$.

We next verify that $u(x, t)$ obeys (i) the initial condition $u(x, 0) = u_0(x)$ and (ii) the Robin boundary condition (1.2). In the case of the focusing NLS, these properties were proved in [36]. In the case of (i), the analogous argument applies in the defocusing case. In the case of (ii), the defocusing case presents an additional difficulty. Indeed, the elegant verification of (ii) in [36] in the focusing case relies on the function

\[ \delta(t) := |m_{11}(0, t, -i\beta)|^2 - \lambda |m_{21}(0, t, -i\beta)|^2 \]

being nonzero for all $t > 0$. In the focusing case of $\lambda = -1$, this condition is clearly always satisfied, and it is then shown in [36] that the following symmetry holds:

\begin{equation}
\frac{m(-x, t, -\bar{k})}{m(x, t, k)} = \sigma_1 \tilde{P}(t) \begin{pmatrix} 1 & 0 \\ k - i\beta & 1 \\ 0 & 1 \end{pmatrix} \tilde{P}(t)^{-1} m(x, t, k) \begin{pmatrix} k - i\beta & 0 \\ 0 & k + i\beta \end{pmatrix} D(k) \sigma_1 \tag{5.2}
\end{equation}

where

\[ \tilde{P}(t) := \frac{1}{\delta(t)} \begin{pmatrix} m_{11}(0, t, -i\beta) & m_{12}(0, t, i\beta) \\ m_{21}(0, t, -i\beta) & m_{22}(0, t, i\beta) \end{pmatrix}, \]

\[ D(k) := \begin{cases} \begin{pmatrix} \Delta_e(k) & 0 \\ 0 & 1/\Delta_e(k) \end{pmatrix}, & k \in \mathbb{C}_+ \\ \begin{pmatrix} 1/\Delta_e^*(k) & 0 \\ 0 & \Delta_e^*(k) \end{pmatrix}, & k \in \mathbb{C}_- \end{cases} \]

and

\begin{align}
\Delta_e(k) &:= \frac{\Delta(k)}{2k - iq} \quad \text{and} \quad \beta := \frac{q}{2} \quad \text{if} \quad q < 0, a(-iq/2) \neq 0 \quad \text{or} \quad q > 0, b(iq/2) = 0, \\
\Delta_e(k) &:= \frac{\Delta(k)}{2k + iq} \quad \text{and} \quad \beta := -\frac{q}{2} \quad \text{if} \quad q > 0, b(iq/2) \neq 0 \quad \text{or} \quad q < 0, a(-iq/2) = 0. \tag{5.3}
\end{align}
As shown in [36], the symmetry (5.2) implies (ii). If $\delta(t) \neq 0$ for all $t \geq 0$, then analogous arguments show that the symmetry (5.2) is satisfied and leads to (ii) also if $\lambda = 1$. But the difficulty of verifying that $\delta(t) \neq 0$ for all $t \geq 0$ remains. We claim that in fact this condition holds also if $\lambda = 1$. To see this, note that

$$\delta(t) = \det X(t), \quad \text{where} \quad X(t) := \begin{pmatrix} m_{11}(0, t, -i\beta) & m_{12}(0, t, i\beta) \\ m_{21}(0, t, -i\beta) & m_{22}(0, t, i\beta) \end{pmatrix}.$$ 

Since $m(0, t, -i\beta)$ and $m(0, t, i\beta)$ both satisfy the $t$-part in (4.1) (this follows from the dressing-type arguments mentioned above), so does $X(t)$. Since $V$ is trace-less, it follows that $\delta(t) \equiv \delta$ is independent of $t$. Moreover, as $t \to \infty$, a steepest descent analysis of the RH problem shows that

$$m(0, t, \pm i\beta) \to \begin{cases} I, & \lambda = 1 \text{ and } q < 0, \\ m_s(0, t, \pm i\beta), & \lambda = 1 \text{ and } q > 0, \end{cases}$$ 

where $m_s$ is the solution corresponding to the stationary one-soliton. Since a computation shows that for $\lambda = 1$ and $q > 0$ (see Appendix B)

$$|(m_s(0, t, -i\beta))_{11}|^2 - \lambda|(m_s(0, t, -i\beta))_{21}|^2 = -\frac{(\sqrt{\alpha^2 + \omega} + \sqrt{\omega})^2}{\alpha^2} \neq 0,$$

we conclude that $\delta(t) \equiv \delta \neq 0$ for all $t \geq 0$. This completes the verification of (ii) in the defocusing case.

Finally, the uniqueness of the Schwartz class solution $u(x, t)$ follows from Proposition 4.1. Indeed, if $u_1(x, t)$ and $u_2(x, t)$ are two solutions, then Proposition 4.1 implies that both admit the representation (2.11) where $m$ is the unique solution of an RH problem whose formulation only involves the given data. \qed

6 | PROOF OF THEOREM 1

In Section 5, we showed that the conclusion of Theorem 1 holds for initial data in the Schwartz class $S(\mathbb{R}_+)$. In order to prove Theorem 1 in the general case of initial data in $H^{1,1}(\mathbb{R}_+)$, we will use continuity arguments and the density of $S(\mathbb{R}_+) \subset H^{1,1}(\mathbb{R}_+)$. We begin with a few lemmas.

**Lemma 6.1.** Let $q \in \mathbb{R}$ and $u_0 \in H^{1,1}(\mathbb{R}_+)$. Then there exists a sequence $\{u_0^{(n)}\}_{n=1}^{\infty} \subset S(\mathbb{R}_+)$ such that

(i) $u_0^{(n)} \to u_0$ in $H^{1,1}(\mathbb{R}_+)$ as $n \to \infty$, and

(ii) $(u_0^{(n)})'(0) + qu_0^{(n)}(0) = 0$ for each $n \geq 1$.

**Proof.** Let $\eta : \mathbb{R} \to [0, 1]$ be a smooth cut-off function such that $\eta$ is even, $\eta \equiv 1$ in a neighborhood of 0, $\eta(x) = 0$ for $|x| \geq 1$, and $\int_{\mathbb{R}} \eta(x)dx = 1$. Let $u_{0e} \in H^{1,1}(\mathbb{R})$ be an extension of $u_0$ to $\mathbb{R}$ such that $u_{0e}(x) = u_0(x)$ for $x \geq 0$ and $u_{0e}(x) = 0$ for $x \leq -1$. Standard mollifier arguments show that $v_\epsilon(x) := \int_{\mathbb{R}} u_{0e}(y)\eta_\epsilon(x-y)dy$, where $\eta_\epsilon(x) := \eta(x/\epsilon)/\epsilon$, are smooth compactly supported functions such that $v_\epsilon(x) \to u_{0e}$ in $H^{1,1}(\mathbb{R})$ as $\epsilon \downarrow 0$. If $u_0(0) \neq 0$, then $v_\epsilon(0) \neq 0$ for all sufficiently
small \( \varepsilon \), and we can obtain the desired sequence by setting
\[
u_0^{(n)}(x) = e^{(q + v_0'(0)/v_0(0)) \int_{x'}^{\infty} \eta(x'/\varepsilon) dx'},
\]
where \( \varepsilon = 1/(N + n) \) and \( N \) is large enough. If \( u_0(0) = 0 \), then by modifying \( u_0 \) so that \( u_0(-x) = -u_0(x) \) for all sufficiently small \( x > 0 \), we may assume that \( v_0(0) = 0 \) for all small enough \( \varepsilon \), and then straightforward estimates show that
\[
u_0^{(n)}(x) = (1 - \eta(x/\sqrt{\varepsilon})) v_0(x),
\]
where \( \varepsilon = 1/(N + n) \) provides a sequence with the desired properties. \( \square \)

**Lemma 6.2.** The maps \( u_0 \mapsto a \) and \( u_0 \mapsto b \) are continuous \( H^{1,1}(\mathbb{R}^+) \to L^\infty(\mathbb{C}^+) \).

**Proof.** Using the same notation as in the proof of Lemma 3.6, we have from (3.23) that \( \Delta \psi = K_{\Delta u_0} \tilde{\psi} + K_{u_0} \Delta \psi \), where, by (3.6), (3.9), and (3.15),
\[
|K_{\Delta u_0} \tilde{\psi}(x, k)| \leq C \| \Delta u_0 \|_{L^1(\mathbb{R}^+)} e^{C ||u_0||_{L^1(\mathbb{R}^+)}} \leq C \| \Delta u_0 \|_{H^{1,1}(\mathbb{R}^+)}, \quad x \geq 0, \text{ Im } k \geq 0.
\]
Hence, using (3.6) again, a standard Volterra series estimate as in (3.9) shows that, for all \( x \geq 0 \) and \( \text{ Im } k \geq 0 \),
\[
|\Delta \psi(x, k)| \leq C e^{C ||u_0||_{L^1(\mathbb{R}^+)}} \| \Delta u_0 \|_{H^{1,1}(\mathbb{R}^+)},
\]
uniformly for \( u_0, \tilde{u}_0 \) in bounded subsets of \( H^{1,1}(\mathbb{R}^+) \). Setting \( x = 0 \) in this estimate, the lemma follows. \( \square \)

**Lemma 6.3.** Let \( q \in \mathbb{R} \setminus \{0\} \) and \( \tilde{u}_0 \in H^{1,1}(\mathbb{R}^+) \) and suppose that the associated spectral functions \( \tilde{\Delta}, \tilde{a} \) satisfy Assumption 2.4. Then Assumption 2.4 holds also for any potential \( u_0 \) sufficiently close to \( \tilde{u}_0 \) in \( H^{1,1}(\mathbb{R}^+) \). Moreover, if \( \{\xi_j\}_{j=1}^M \) are the simple zeros in \( \mathbb{C}^+ \) of \( \Delta(k) \), then the maps \( u_0 \mapsto M \in \mathbb{Z} \) and \( u_0 \mapsto (\xi_1, \ldots, \xi_M) \in \mathbb{C}^M \) are continuous at \( \tilde{u}_0 \in H^{1,1}(\mathbb{R}^+) \).

**Proof.** Suppose first that \( q < 0 \). The function \( \Delta_a(k) \in 1 + H^1(\mathbb{R}) \) defined in (3.37) depends continuously on \( u_0 \in H^{1,1}(\mathbb{R}^+) \) by Lemma 3.6 (see (3.38)). It follows that \( \Delta_a \), and hence also \( \Delta \), is nonzero on \( \mathbb{R} \) for any \( u_0 \) sufficiently close to \( \tilde{u}_0 \). Moreover, \( \Delta_a \) has the same number of zeros and poles in \( \mathbb{C}^+ \) as \( \Delta \), and \( \Delta_a \to 1 \) as \( k \to \infty \). Since \( \Delta \) has no poles in \( \mathbb{C}^+ \), the argument principle applied to a large semicircle enclosing the upper half-plane yields
\[
Z_{\Delta} = \left. \frac{\log \Delta_a(k)}{2\pi i} \right|_{k=-\infty}^{+\infty},
\]
where \( Z_{\Delta} \) is the number of zeros of \( \Delta \) in \( \mathbb{C}^+ \) counted with multiplicity. Using again that \( \Delta_a(k) \in H^1(\mathbb{R}) \) depends continuously on \( u_0 \in H^{1,1}(\mathbb{R}^+) \), we infer that the map \( u_0 \mapsto Z_{\Delta} \in \mathbb{Z} \) is continuous at \( \tilde{u}_0 \in H^{1,1}(\mathbb{R}^+) \).

Since \( q < 0 \), the function \( \Delta_a \) has the same zeros as \( \Delta \) in the upper half-plane, and Cauchy’s integral formula shows that if \( \xi_j \in \mathbb{C}^+ \) is a simple zero of \( \Delta_a \), then
\[ \xi_j = \frac{1}{2\pi i} \oint_{\gamma_j} \frac{k\Delta_a(k)}{\Delta_a(k)} \, dk, \]

where \( \gamma_j \) is a small circle in \( \mathbb{C}_+ \) around \( \xi_j \) which contains no other zeros of \( \Delta_a \). By Lemma 6.2, the map \( u_0 \mapsto \Delta_a \) is continuous \( H^{1,1}(\mathbb{R}+) \to L^\infty(\mathbb{C}_+) \). Since \( \Delta_a \) is analytic in \( \mathbb{C}_+ \), it follows that \( u_0 \mapsto \Delta_a \) is continuous \( H^{1,1}(\mathbb{R}+) \to L^\infty(K) \) where \( K \) is any compact subset of \( \mathbb{C}_+ \). Since the zeros \( \{\xi_j\}_{j=1}^M \) of \( \Delta(k) \) are simple by assumption, we conclude that the zeros \( \{\xi_j\}_{j=1}^M \) of \( \Delta(k) \) are simple and depend continuously on \( u_0 \) for \( u_0 \) in a \( H^{1,1}(\mathbb{R}+) \)-neighborhood of \( \bar{u}_0 \).

Analogous arguments applied to the function

\[ \Delta_b(k) := \frac{\Delta(k)}{2k+iq} = \frac{2k-iq}{2k+iq} a(k)a(-\bar{k}) + \lambda b(k)b(-\bar{k}), \quad \text{Im} k \geq 0, \quad (6.1) \]

instead of \( \Delta_a(k) \) show that the above conclusions hold also if \( q > 0 \) (note that the identity (3.40) holds also with \( \Delta_a \) replaced by \( \Delta_b \)).

If the set of zeros of \( \Delta \) is nonempty, we replace the poles in the RH problem of Theorem 1 by jumps along small circles in the standard way. To this end, let \( D_j \subset \mathbb{C}_+ \), \( j = 1, \ldots, M \), be small disjoint open disks centered at the zeros \( \xi_j \), \( j = 1, \ldots, M \), of \( \Delta \). Let \( D_j^* \) be the image of \( D_j \) under complex conjugation. Define the contour \( \Gamma \) by

\[ \Gamma = \mathbb{R} \cup \bigcup_{j=1}^M (\partial D_j \cup \partial D_j^*), \]

where \( \partial D_j \) is oriented clockwise and \( \partial D_j^* \) is oriented counterclockwise. Let

\[ \tilde{m} = \begin{cases} m(x, t, k), & k \in \mathbb{C} \setminus (\mathbb{R} \cup \bigcup_{j=1}^M (\overline{D_j} \cup \overline{D_j^*})), \\ m(x, t, k)P_j(x, t, k)^{-1}, & k \in D_j, \quad j = 1, \ldots, M, \\ m(x, t, k)Q_j(x, t, k), & k \in D_j^*, \quad j = 1, \ldots, M, \end{cases} \]

where

\[ P_j(x, t, k) := \begin{pmatrix} 1 & 0 \\ \frac{1}{c_j e^{2i\theta(x,t,\xi_j)}} & 1 \end{pmatrix}, \quad Q_j(x, t, k) := \begin{pmatrix} 1 & -\frac{\lambda_j c_j e^{-2i\theta(x,t,\xi_j)}}{k-\xi_j} \\ 0 & \frac{1}{k-\xi_j} \end{pmatrix}, \quad j = 1, \ldots, M, \]

and \( \{c_j\}_{j=1}^M \) are the residue constants defined in (2.10). Then \( m \) satisfies the RH problem of Theorem 1 if and only if \( \tilde{m} \) satisfies the following RH problem.

**RH problem 6.4 (RH problem for \( \tilde{m} \)).** Find a \( 2 \times 2 \)-matrix valued function \( \tilde{m}(x, t, k) \) with the following properties.

(a) \( \tilde{m}(x, t, \cdot) : \mathbb{C} \setminus \Gamma \to \mathbb{C}^{2 \times 2} \) is analytic.
(b) The boundary values of \( m(x, t, k) \) as \( k \) approaches \( \Gamma \) from the left (\( + \)) and right (\( - \)) exist and are continuous on \( \Gamma \), and satisfy

\[ \tilde{m}_+(x, t, k) = \tilde{m}_-(x, t, k)\bar{v}(x, t, k), \quad k \in \Gamma, \quad (6.2) \]
where \( \tilde{v} \) is defined by
\[
\tilde{v}(x, t, k) := \begin{cases} 
  v(x, t, k), & k \in \mathbb{R}, \\
  P_j(x, t, k), & k \in \partial D_j, \ j = 1, \ldots, M, \\
  Q_j(x, t, k), & k \in \partial D_j^* \ j = 1, \ldots, M.
\end{cases}
\] (6.3)

(c) \( \tilde{m}(x, t, k) \to I \) as \( k \to \infty \).

We next consider the set of all initial data for which the assumptions of Theorem 1 are fulfilled. As discussed in the introduction, we will have to assume existence of a solution of the RH problem in the defocusing case when there is a pole.

**Definition 6.5.** We let \( U \subset H^{1,1}(\mathbb{R}_+) \) denote the set of all potentials \( u_0 \in H^{1,1}(\mathbb{R}_+) \) such that the corresponding spectral functions satisfy the assumptions of Theorem 1, that is,

- if \( \lambda = -1 \), then \( U \) consists of all \( u_0 \in H^{1,1}(\mathbb{R}_+) \) for which the associated spectral functions satisfy Assumption 2.4;
- if \( \lambda = 1 \) and \( q < 0 \), then \( U = H^{1,1}(\mathbb{R}_+) \);
- if \( \lambda = 1 \) and \( q > 0 \), then \( U \) consists of all \( u_0 \in H^{1,1}(\mathbb{R}_+) \) for which the RH problem of Theorem 1 has a solution \( m(x, t, \cdot) \) for each \( (x, t) \in [0, \infty) \times [0, \infty) \).

For \( h \in L^2(\Gamma) \), we define the Cauchy transform \( C \) by
\[
(C h)(k) = \frac{1}{2\pi i} \int_{\Gamma} h(k') \frac{dk'}{k' - k}, \quad k \in \mathbb{C} \setminus \Gamma,
\] (6.4)
and write \( C_+ h \) and \( C_- h \) for the left and right boundary values of \( C f \) on \( \Gamma \). Then \( C_+ \) and \( C_- \) are bounded operators on \( L^2(\Gamma) \) and given \( w \in L^2(\Gamma) \cap L^\infty(\Gamma) \), we define \( C_w : L^2(\Gamma) + L^\infty(\Gamma) \to L^2(\Gamma) \) by \( C_w(f) = C_- (f w) \).

**Lemma 6.6.** Let \( u_0 \in U \) and \( q \in \mathbb{R} \setminus \{0\} \). Then RH problem 6.4 has a unique solution \( \tilde{m}(x, t, k) \) for each \( (x, t) \in [0, \infty) \times [0, \infty) \) and this solution admits the representation
\[
\tilde{m}(x, t, k) = I + \frac{1}{2\pi i} \int_{\Gamma} \tilde{\mu}(x, t, k') \tilde{w}(x, t, k') \frac{dk}{k' - k}, \quad k \in \mathbb{C} \setminus \Gamma,
\] (6.5)
where \( \tilde{w} = \tilde{v} - I \) and
\[
\tilde{\mu} = I + (I - C_\tilde{\mu})^{-1} C_\tilde{\mu} I \in I + L^2(\Gamma).
\] (6.6)

**Proof.** By Proposition 2.1, \( r \in H^{1,1}(\mathbb{R}) \). By Morrey’s inequality, every function in \( H^{1,1}(\mathbb{R}_+) \subset H^1(\mathbb{R}_+) \) is Hölder continuous with exponent 1/2. Hence, if \( \lambda = -1 \), the unique existence of \( \tilde{m} \) follows by the same vanishing lemma arguments already used to prove Proposition 5.2. The same argument applies if \( \lambda = 1 \) and \( q < 0 \), because in this case \( M = 0 \). If \( \lambda = 1 \) and \( q > 0 \), then \( m \), and hence also \( \tilde{m} \), exists by assumption. Standard theory for RH problems then yields the representation formula (6.5) for \( \tilde{m} \). \( \square \)
The next lemma shows that \( U \) is open and that the singular integral representation (6.6) for \( \tilde{\mu} \) is continuous with respect to the initial data in \( U \). This lemma will enable us to approximate the RH solution corresponding to the initial data \( u_0 \in U \) by a sequence of RH solutions corresponding to Schwartz class initial data that approximate \( u_0 \).

**Lemma 6.7.** The set \( U \) is open in \( H^{1,1}(\mathbb{R}_+) \). Moreover, the map

\[
(x, t, u_0) \mapsto \tilde{\mu}(x, t, \cdot) : [0, \infty)^2 \times U \to I + L^2(\Gamma),
\]

(6.7)

where \( \tilde{\mu} \) is defined by (6.6), is continuous.

**Proof.** By Proposition 2.1(v), the map \( u_0 \mapsto r : U \to H^{1,1}(\mathbb{R}) \) is continuous. Recalling the definition (2.8) of \( v \), straightforward estimates then show that \( (x, t, u_0) \mapsto v - I : [0, \infty)^2 \times U \to (L^2 \cap L^\infty)(\mathbb{R}) \) is continuous. On the other hand, since \( \Delta_a \in L^\infty(\mathbb{C}_+) \) depends continuously on \( u_0 \in H^{1,1}(\mathbb{R}_+) \) by Lemma 6.2, and each \( \xi_j \) depends continuously on \( u_0 \in U \) by Lemma 6.3, Cauchy’s formula for the first derivatives show that \( \tilde{\Delta}(\xi_j) \in \mathbb{C} \) depends continuously on \( u_0 \in U \).

The continuous dependence of \( \tilde{\Delta}(\xi_j), b(-\tilde{\xi}_j) \in \mathbb{C} \) on \( u_0 \in H^{1,1}(\mathbb{R}_+) \) follows from Lemma 6.2. Thus, \( u_0 \mapsto c_j e^{2i\theta(x,t,\xi_j)} \) is continuous \([0, \infty)^2 \times U \to \mathbb{C} \) for each \( j \). We conclude that \( (x, t, u_0) \mapsto \tilde{w} = \tilde{v} - I : [0, \infty)^2 \times U \to (L^2 \cap L^\infty)(\Gamma) \) is continuous.

Let \( B(L^2(\Gamma)) \) denote the space of bounded linear operators on \( L^2(\Gamma) \). The set of invertible operators is open in \( B(L^2(\Gamma)) \) and the linear map \( \tilde{w} \mapsto C_{\tilde{w}}I \) lies in \( B(L^2(\Gamma)) \). Also, since \( \|C_{\tilde{w}}\|_{B(L^2(\Gamma))} \leq C\|\tilde{w}\|_{L^\infty(\Gamma)} \), the map \( \tilde{w} \mapsto I - C_{\tilde{w}} \) is continuous \( L^\infty(\Gamma) \to B(L^2(\Gamma)) \). Since \( (x, t, u_0) \mapsto \tilde{\mu}(x, t, \cdot) - I \) with \( \tilde{\mu} \) given by (6.6) can be viewed as a combination of maps of the above forms together with the smooth inversion map \( I - C_{\tilde{w}} \mapsto (I - C_{\tilde{w}})^{-1} \), this proves that the map in (6.7) is continuous.

If \( \lambda = -1 \), the openness of \( U \) follows immediately from Lemma 6.3. If \( \lambda = 1 \) and \( q < 0 \), then \( U = H^{1,1}(\mathbb{R}_+) \) is trivially open. Suppose therefore that \( \lambda = 1 \) and \( q > 0 \). Then \( \Delta \neq 0 \) on \( \mathbb{R} \), and \( \Delta \) has exactly one zero \( \xi_1 \) in \( \mathbb{C}_+ \) by Proposition 2.1(c). Moreover, \( a(\xi_1) \) is nonzero by Proposition 2.1(e). Thus, in this case, the arguments in the first part of the proof can be extended to all of \( H^{1,1}(\mathbb{R}_+) \), implying that

\[
(x, t, u_0) \mapsto \tilde{w}(x, t, \cdot; u_0) : [0, \infty)^2 \times H^{1,1}(\mathbb{R}_+) \to (L^2 \cap L^\infty)(\mathbb{R})
\]

(6.8)

is continuous, where we have indicated the \( u_0 \)-dependence explicitly for clarity. Fix \( \tilde{u}_0 \in U \). By assumption, the RH problem for \( \tilde{m} \) corresponding to \( \tilde{u}_0 \) has a solution for each \( (x, t) \in [0, \infty) \times [0, \infty) \). By standard theory for RH problem, this is equivalent to the map \( I - C_{\tilde{w}(x,t,\cdot;\tilde{u}_0)} : L^2(\Gamma) \to L^2(\Gamma) \) being invertible for each \( (x, t) \in [0, \infty) \times [0, \infty) \). On the other hand, since \( \tilde{w} \mapsto I - C_{\tilde{w}} : L^\infty(\mathbb{R}) \to B(L^2(\Gamma)) \) is continuous, the continuity of the map (6.8) implies that the map \( F \) defined by

\[
F : (x, t, u_0) \mapsto I - C_{\tilde{w}(x,t,\cdot;u_0)} : [0, \infty)^2 \times H^{1,1}(\mathbb{R}_+) \to B(L^2(\Gamma))
\]

is continuous. Let \( V \) denote the open set of invertible operators in \( B(L^2(\Gamma)) \). Then \( F^{-1}(V) \) is open. Given any compact set \( K \subset [0, \infty)^2 \), \( K \times \{\tilde{u}_0\} \) is a compact subset of \( F^{-1}(V) \), and hence there is a neighborhood \( U_1 \subset H^{1,1}(\mathbb{R}_+) \) of \( \tilde{u}_0 \) such that \( (x, t, U_1) \subset F^{-1}(V) \) for all \( (x, t) \in K \), that is, such that the solution \( \tilde{m}(x, t, \cdot; u_0) \) exists whenever \( u_0 \in U_1 \) and \( (x, t) \in K \). On the other hand, by a Deift–Zhou steepest descent analysis of the RH problem for \( \tilde{m} \), one obtains that there
is a neighborhood \( U_2 \subset H^{1,1}(\mathbb{R}_+) \) of \( \tilde{u}_0 \) such that \( \tilde{m}(x, t; \cdot; u_0) \) exists for all \( u_0 \in U_2 \) whenever \( \sqrt{x^2 + t^2} \) is large enough. Indeed, for large \( \sqrt{x^2 + t^2} \), the solution is well approximated by the global parametrix, which in this case is the solution of the RH problem corresponding to the pure stationary one-soliton and always exists (see, for example, [7]). By choosing \( K \) large enough, we find that \( U_1 \cap U_2 \subset H^{1,1}(\mathbb{R}_+) \) is an open neighborhood of \( \tilde{u}_0 \) such that \( \tilde{m}(x, t; \cdot; u_0) \) exists for all \( u_0 \in U_1 \cap U_2 \) and all \((x, t) \in [0, \infty)^2\), that is, \( U_1 \cap U_2 \subset U' \). This shows that \( U' \) is open. \( \square \)

**Proof of Theorem 1.** Let \( q \in \mathbb{R} \setminus \{0\} \) and \( u_0 \in U' \). Let \( \{u_0^{(n)}\}_{n=1}^{\infty} \subset S(\mathbb{R}_+) \) be a sequence such that \( u_0^{(n)} \to u_0 \) in \( H^{1,1}(\mathbb{R}_+) \) as \( n \to \infty \) and such that \((u_0^{(n)})'(0) + qu_0^{(n)}(0) = 0\) for each \( n \geq 1 \). Such a sequence exists by Lemma 6.1. By Lemma 6.7, \( U' \) is open in \( H^{1,1}(\mathbb{R}_+) \). Hence, passing to a subsequence if necessary, we may assume that \( \{u_0^{(n)}\}_{n=1}^{\infty} \subset U' \), which means that the assumptions of Proposition 5.2 are satisfied for each \( u_0^{(n)} \). Applying Proposition 5.2, we conclude that there exists a unique global Schwartz class solution \( u^{(n)}(x, t) \) of the Robin IBVP for NLS with parameter \( q \) and initial data \( u_0^{(n)} \) for each \( n \).

By Lemma 6.6, the functions \( \tilde{m} \) and \( \tilde{\mu} \) corresponding to \( u_0 \), as well as the functions \( \tilde{m}^{(n)} \) and \( \tilde{\mu}^{(n)} \) corresponding to \( u_0^{(n)} \), are all well defined and satisfy (6.5) and (6.6). Proposition 5.2 implies that \( u^{(n)} \) satisfies, for each \( n \geq 1 \),

\[ u^{(n)}(x, t) = 2i \lim_{k \to \infty} k(\tilde{m}^{(n)}(x, t, k))_{12}, \quad x \geq 0, \ t \geq 0. \quad (6.9) \]

From the global well-posedness result Proposition 2.2, there is a unique global solution \( u(x, t) \) in \( H^{1,1}(\mathbb{R}_+) \) of the Robin IBVP for NLS with parameter \( q \) and initial data \( u_0 \). The Schwartz class solution \( u^{(n)}(x, t) \) is clearly also a solution in \( H^{1,1}(\mathbb{R}_+) \) and by the continuity of the data-to-solution mapping established in Proposition 2.2, it follows that \( u^{(n)}(x, t) \to u(x, t) \) as \( n \to \infty \) for each \( (x, t) \). Hence, letting \( n \to \infty \) in the (12)-entry of (6.9),

\[ u(x, t) = \lim_{n \to \infty} 2i \lim_{k \to \infty} k(\tilde{m}^{(n)}(x, t, k))_{12}, \quad x \geq 0, \ t \geq 0. \quad (6.10) \]

Next note that, by (6.5),

\[ 2i \lim_{k \to \infty} k(\tilde{m}^{(n)}(x, t, k) - I) = -\frac{1}{\pi} \int_{\mathbb{R}} (\tilde{\mu}^{(n)} \tilde{\omega}^{(n)})(x, t, k')dk' = -\frac{1}{\pi}(X_n(x, t) + Y_n(x, t) + Z(x, t)) \quad (6.11) \]

and

\[ 2i \lim_{k \to \infty} k(\tilde{m}(x, t, k) - I) = -\frac{1}{\pi} \int_{\mathbb{R}} (\tilde{\mu} \tilde{\omega})(x, t, k')dk' = -\frac{Z(x, t)}{\pi}, \quad (6.12) \]

where the limits are taken nontangentially with respect to \( \mathbb{R} \), and

\[ X_n := \int_{\mathbb{R}} (\tilde{\mu}^{(n)} - \tilde{\mu})\tilde{\omega}^{(n)}dk', \quad Y_n := \int_{\mathbb{R}} \tilde{\mu}(\tilde{\omega}^{(n)} - \tilde{\omega})dk', \quad Z := \int_{\mathbb{R}} \tilde{\mu}\tilde{\omega}dk'. \]
Fix \((x, t) \in [0, \infty) \times [0, \infty)\). By Lemma \ref{lem:6.7}, we have \(\tilde{\mu}^{(n)} \to \tilde{\mu}\) in \(L^2(I)\) as \(n \to \infty\). By Lemma \ref{lem:3.11} and (6.3), we have \(\tilde{w}^{(n)} \to \tilde{w}\) in \(H^{1,1}(\mathbb{R}_+)\) as \(n \to \infty\). Hence, \(X_n \to 0\) and \(Y_n \to 0\) as \(n \to \infty\), so letting \(n \to \infty\) in the (12)-entry of (6.11) and comparing with the (12)-entry of (6.12), we find

\[
\lim_{n \to \infty} 2i \lim_{k \to \infty} k(\tilde{m}^{(n)}(x, t, k))_{12} = 2i \lim_{k \to \infty} k(\tilde{m}(x, t, k))_{12} = 2i \lim_{k \to \infty} k(m(x, t, k))_{12}. \tag{6.13}
\]

Substituting this into (6.10), we obtain the desired reconstruction formula (2.11) for \(u\). This completes the proof of the theorem.

\[\square\]

7 | LONG-TIME ASYMPTOTICS

7.1 | Proof of Theorem 3

Let \(\lambda = 1\) and \(q > 0\). Let \(u_0 \in H^{1,1}(\mathbb{R}_+)\) and suppose that the RH problem of Theorem 1 has a solution \(m(x, t, k)\) for each \((x, t) \in [0, \infty) \times [0, \infty)\). By Proposition 2.1(c), \(\Delta(k)\) has one simple zero \(\xi_1 \in i\mathbb{R}_{>0}\), which means that \(m(x, t, k)\) has simple poles at \(\xi_1\) and \(\bar{\xi}_1\). We will use a Darboux transformation to remove these poles and consider a solution \(m_{\text{reg}}\) of an associated regular RH problem without poles. Define

\[
r_{\text{reg}}(k) := r(k) \frac{k - \xi_1}{k - \bar{\xi}_1}, \quad k \in \mathbb{R}. \tag{7.1}
\]

By Proposition 2.1, \(r, r_{\text{reg}} \in H^{1,1}(\mathbb{R})\) and \(|r(k)| = |r_{\text{reg}}(k)| < 1\) for \(k \in \mathbb{R}\). Let \(m_{\text{reg}}(x, t, k)\) be the unique solution of the RH problem of Theorem 1 with \(r(k)\) replaced by \(r_{\text{reg}}(k)\) and with no poles in \(\mathbb{C} \setminus \mathbb{R}\). Such a solution exists by a standard vanishing lemma argument as described in the proof of Lemma 5.2 and satisfies \(\det m_{\text{reg}} = 1\). Define \(B_1\) by

\[
B_1 = -kI + m(x, t, k) \begin{pmatrix} k - \xi_1 & 0 \\ 0 & k - \bar{\xi}_1 \end{pmatrix} m_{\text{reg}}(x, t, k)^{-1}. \tag{7.2}
\]

The properties of \(m\) and \(m_{\text{reg}}\) imply that \(B_1\) is an entire function of \(k\) which is \(O(1)\) as \(k \to \infty\); hence, \(B_1 \equiv B_1(x, t)\) is independent of \(k\). Evaluating (7.2) as \(k \to \xi_1\) and as \(k \to \bar{\xi}_1\), and using the residue conditions (2.9) satisfied by \(m\), we conclude that \(B_1\) solves the algebraic system

\[
\begin{cases}
(\xi_1 I + B_1(x, t))m_{\text{reg}}(x, t, \xi_1) \begin{pmatrix} 1 \\ -d_1(x, t) \end{pmatrix} = 0, \\
(\bar{\xi}_1 I + B_1(x, t))m_{\text{reg}}(x, t, \bar{\xi}_1) \begin{pmatrix} -\lambda d_1(x, t) \\ 1 \end{pmatrix} = 0,
\end{cases} \tag{7.3}
\]

with

\[
d_1(x, t) := \frac{c_1 e^{2i\theta(x, t, \xi_1)}}{\xi_1 - \bar{\xi}_1}. \tag{7.4}
\]
Equation (7.2) can be rewritten as
\[
m(x, t, k) = (kI + B_1)m_{\text{reg}}(x, t, k) \begin{pmatrix}
\frac{1}{k - \xi_1} & 0 \\
0 & \frac{1}{k - \bar{\xi}_1}
\end{pmatrix}.
\] (7.5)

As a consequence of Theorem 1, \(u(x, t)\) is given in terms of \(m\) by (2.11). According to (2.11) and (7.5), we have
\[
u(x, t) = 2i \lim_{k \to \infty} k(m(x, t, k))_{12} = u_{\text{reg}}(x, t) + 2i(B_1(x, t))_{12},
\] (7.6)

where
\[
u_{\text{reg}}(x, t) := 2i \lim_{k \to \infty} k(m_{\text{reg}}(x, t, k))_{12}.
\] (7.7)

To determine the asymptotics of \(u\), it is therefore sufficient to find the asymptotics of \(u_{\text{reg}}\) and \((B_1)_{12}\).

**Lemma 7.1.**

(a) As \(t \to \infty\), the function \(u_{\text{reg}}\) defined in (7.7) obeys the asymptotics (2.12) with \(r\) replaced by \(r_{\text{reg}}\), that is,
\[
u_{\text{reg}}(x, t) = u_{\text{rad}}^{(1)}(x, t) + O\left(t^{-3/4}\right)
\] (7.8)
as \(t \to \infty\) uniformly for \(x \in [0, \infty)\), where \(u_{\text{rad}}^{(1)}\) is given by (2.15b).

(b) If \(\xi_1 \in \mathbb{C}_+\), then
\[
m_{\text{reg}}(x, t, \xi_1) = \delta(\xi, \xi_1)\sigma^3 + \frac{Y(\zeta, t)Y(\overline{\zeta}, t)^{-1}}{(k_0 - \xi_1)\sqrt{8t}}\delta(\zeta, \xi_1)\sigma^3 + O\left(t^{-3/4}\right)
\] (7.9)
as \(t \to \infty\) uniformly for \(x \in [0, \infty)\), where
\[
\delta(\zeta, k) := \exp\left[\frac{1}{2\pi i} \int_{-\infty}^{k_0} \log(1 - \lambda|r(s)|^2) \frac{ds}{s - k}\right], \quad \delta_0(\zeta, t) := (8t)^{i\nu} e^{\zeta(\zeta, k_0)},
\][
Y(\zeta, t) := e^{-\int_{-\infty}^{\zeta} \frac{1}{2\pi i} \delta_0(\zeta', t)\sigma^3}, \quad m_1^X(\zeta) := i\begin{pmatrix} 0 & -\beta(r(k_0)) \\ \lambda\beta(r(k_0)) & 0 \end{pmatrix}.\]
(7.10)

**Proof.** The RH problem for \(m_{\text{reg}}\) has the same form as the RH problem associated to the defocusing NLS equation on the line with reflection coefficient given by \(r_{\text{reg}}(k)\). The lemma therefore follows from well-known results (see [22]) in the same way as Theorem 2.  

We can write the algebraic system (7.3) as
\[
B_1 = -W_1 \begin{pmatrix} \xi_1 & 0 \\ 0 & \bar{\xi}_1 \end{pmatrix} W_1^{-1},
\] (7.11)
where
\[ W_1 \equiv W_1(x, t; u_0) = \left( \begin{array}{c}
 m_{\text{reg}}(x, t, \xi_1) \\
 -d_1(x, t)
\end{array} \right) \left( \begin{array}{c}
 1 \\
 -\lambda d_1(x, t)
\end{array} \right). \] (7.12)

From (7.11), we have
\[ 2i(B_1(x, t))_{12} = \frac{4i\xi_1(W_1)_{11}(W_1)_{12}}{|(W_1)_{11}|^2 - \lambda |(W_1)_{12}|^2} \] (7.13)

where
\[ (W_1(x, t))_{11} = (m_{\text{reg}}(x, t, \xi_1))_{11} - d_1(x, t)(m_{\text{reg}}(x, t, \xi_1))_{12}, \]
\[ (W_1(x, t))_{12} = (m_{\text{reg}}(x, t, \xi_1))_{12} - \lambda d_1(x, t)(m_{\text{reg}}(x, t, \xi_1))_{11}. \]

By Lemma 7.1 (b), as \( t \to \infty \), we have
\[ (W_1)_{11} = \delta(\xi_1, \xi_1) + d_1(x, t)\frac{\lambda e^{-i\Phi(\xi_1, k_0)\beta X(r_{\text{reg}}(k_0))}\delta_0(\xi_1, t)\lambda}{(k_0 - \xi_1)\sqrt{8t}} + O\left(t^{-3/4}\right), \]
\[ (W_1)_{12} = -\lambda(m_{\text{reg}}(x, t, \xi_1))_{22}d_1(x, t) + \lambda(m_{\text{reg}}(x, t, \xi_1))_{21} \]
\[ = -\lambda\frac{\delta(\xi_1, \xi_1)^{-1}d_1(x, t) - i\Pi(\xi_1, k_0)\beta X(r_{\text{reg}}(k_0))\delta_0(\xi_1, t)\lambda}{(k_0 + \xi_1)\sqrt{8t}} + O\left(t^{-3/4}\right). \]

Substituting these expansions into (7.13), we find
\[ 2i(B_1(x, t))_{12} = u_{\text{sol}}(x, t) + \frac{u^{(2)}_{\text{rad}}(x, t)}{\sqrt{t}} + O\left(t^{-3/4}\right), \quad t \to \infty, \] (7.14)

uniformly for \( x \in [0, \infty) \), where \( u_{\text{sol}} \) and \( u^{(2)}_{\text{rad}} \) are given by (2.15a) and (2.15c), respectively. Substitution of (7.8) and (7.14) into (7.6) gives the asymptotic formula (2.14) and this completes the proof of the Theorem 3.

### 7.2 Proof of Theorem 4

Suppose \( \lambda = 1 \) and let \( q = \sqrt{x^2 + \omega} > 0 \) be the value of \( q \) associated with the stationary one-soliton. Theorem 3 provides the asymptotics for the solution \( u(x, t) \) of the defocusing NLS equation whenever the initial data \( u_0 \) lie in the subset \( U' \) of \( H^{1,1}(\mathbb{R}_+) \) defined in Definition 6.5. The stationary one-soliton initial data \( u_{\text{so}} \) clearly lie in \( U' \). Moreover, by Lemma 6.7, \( U' \) is open in \( H^{1,1}(\mathbb{R}_+) \). Hence there exists a neighborhood \( U \) of \( u_{\text{so}} \) such that \( U \subset U' \). It follows that if \( u_0 \in U \), then the global weak solution \( u(x, t) \) with parameter \( q \) and initial data \( u_0 \) satisfies (2.14) as \( t \to \infty \). On the other hand, from Proposition 2.1, the spectral function \( \Delta(k) \) associated to \( u_0 \) has exactly one simple zero in \( C_+ \). By Lemma 6.3, if we let \( \xi_1 \) and \( \xi_{s1} \) be the zeros of \( u_0 \) and \( u_{\text{so}} \), respectively, then \( |\xi_1 - \xi_{s1}| \to 0 \) as \( |u_0 - u_{\text{so}}|_{H^{1,1}(\mathbb{R}_+)} \to 0 \). This completes the proof of the Theorem 4.
7.3 Proof of Theorem 6

Suppose $\lambda = -1$ and let $q = \sqrt{\omega} \tanh \phi \in \mathbb{R} \setminus \{0\}$ be the value of $q$ associated with the stationary one-soliton.

Suppose first that $q > 0$. In this case, the spectral functions $\Delta_s$ and $a_s$ corresponding to the stationary one-soliton initial data $u_{s0}$ fulfill Assumption 2.4, because $\Delta_s$ has only one simple zero in $\bar{\mathbb{C}}_+$ at $\xi_{s1} := i \sqrt{\omega/2}$, and $a_s$ has no zeros in $\bar{\mathbb{C}}_+$ (see (B.6) and (B.7)). This means that $u_{s0} \in U'$ where $U'$ is the subset of $H^{1,1}(\mathbb{R}_+)$ defined in Definition 6.5. By Lemma 6.7, $U'$ is open, and hence the desired conclusions follow immediately from Proposition 2.1, Lemma 6.3, and Theorem 5.

Suppose now that $q < 0$. In this case, $\Delta_s$ has two simple zeros in $\mathbb{C}_+$ located at $\xi_{s1} := i \sqrt{\omega/2}$ and $\xi_{s2} := -iq/2$. Since $a_s(k)$ also has a simple zero at $\xi_{s2}$, Assumption 2.4 is not fulfilled. This means that we cannot immediately apply Theorem 5. However, as we now describe, it is easy to generalize the statement of Theorem 5 to include also the present situation.

Let $u_0(x)$ be a small perturbation of $u_{s0}$ in $H^{1,1}(\mathbb{R}_+)$. Let $a(k)$ and $\Delta(k)$ be the spectral functions corresponding to $u_0$. By Lemma 6.3, $\Delta(k)$ has two simple zeros $\xi_1$ and $\xi_2$ and these zeros are such that $\xi_1 \to \xi_{s1}$ and $\xi_2 \to \xi_{s2}$ as $u_0 \to u_{s0}$. In particular, $\xi_1 \neq \xi_2$ and $\xi_1 \neq \xi_{s2}$ for $u_0$ sufficiently close to $u_{s0}$. This means that both $\Delta$ and $a$ have simple zeros at $\xi_{s2}$. In particular, $\xi_1 \neq \xi_{s2}$ and $\xi_2 \neq \xi_{s2}$ for $u_0$ sufficiently close to $u_{s0}$. The symmetry (2.5) implies that both $\xi_1$ and $\xi_2$ lie in $i\mathbb{R}_+$. Furthermore, by Lemma 6.2 the map $u_0 \mapsto a$ is continuous $H^{1,1}(\mathbb{R}_+) \to L^\infty(\bar{\mathbb{C}}_+)$, so the same arguments used to prove Lemma 6.3 show that, whenever $u_0$ is close to $u_{s0}$, $a(k)$ has exactly one simple zero $k_1 \in \mathbb{C}_+$ and this zero satisfies $k_1 \to \xi_{s2}$ as $u_0 \to u_{s0}$. We distinguish two cases depending on whether $\xi_2$ coincides with $\xi_{s2}$ or not.

Case 1 ($\xi_2 = \xi_{s2}$). Suppose that $\xi_2$ coincides with $\xi_{s2}$. Equation (2.4) evaluated at $k = \xi_{s2} = -iq/2$ reads

$$\Delta(\xi_{s2}) = -2iq|a(\xi_{s2})|^2. \quad (7.15)$$

Since $\Delta(k)$ vanishes at $\xi_{s2}$, we deduce that $a(k)$ also vanishes at $\xi_{s2}$. This means that both $\Delta$ and $a$ have simple zeros at $\xi_{s2}$. In particular, Assumption 2.4 is not fulfilled. However, we claim that the conclusion of Theorem 1 still holds, provided that the zero $\xi_{s2}$ of $\Delta$ is excluded from the list of poles of $m$. Indeed, consider the derivation of the residue conditions (2.9) in Section 4.3. As in Section 4.3, $\xi_1$ is in the present situation a simple zero of $\Delta(k)$ and $a(\xi_1) \neq 0$. This means that $m$ satisfies the residue conditions (2.9) for $j = 1$. However, $\xi_2 = k_1 = \xi_{s2} = -iq/2$ is now a simple zero of both $\Delta$ and $a$. It therefore follows from (4.28) that $[m]_1$ is analytic at $\xi_2$. By symmetry, $[m]_2$ is then analytic at $\xi_2$. The upshot is that $m$ satisfies the RH problem of Theorem 5 with the slight modification that the residue conditions (2.9) should only be imposed for $j = 1$ and not for $j = 2$. In other words, the RH problem involves the modified discrete scattering data $\hat{\sigma}_d = \{(\xi_1, \hat{c}_1)\}$, where $\hat{c}_1$ is defined in (2.17). We conclude that the long-time asymptotics formula (2.16) holds as $t \to \infty$ with the stationary one-soliton solution $u_{s0}(x, t; \hat{\sigma}_d)$ defined by (B.2) and $u_{rad}(x, t)$ defined by Equation (2.18) with the modified scattering data $\hat{\sigma}_d$ and the reflection coefficient $r(k)$ given by (2.3). This completes the proof in the case when $\xi_2 = \xi_{s2}$.

Case 2 ($\xi_2 \neq \xi_{s2}$). Suppose that $\xi_2$ does not coincide with $\xi_{s2}$. In this case, we have $a(\xi_2) \neq 0$. Indeed, evaluating (2.4) at $\xi_2$, we obtain

$$0 = (2\xi_2 - iq)|a(\xi_2)|^2 + \lambda(2\xi_2 + iq)|b(\xi_2)|^2. \quad (7.16)$$

From the explicit expression (B.6) for the spectral function $b_s(k)$ corresponding to $u_{s0}$, we see that $b_s$ is nonzero everywhere in the upper half-plane. Furthermore, by Lemma 6.2, the map $u_0 \mapsto b$
is continuous $H^{1,1}(\mathbb{R}_+) \to L^\infty(\mathbb{C}_+)$. Hence, $b(\xi_2) \neq 0$ for all $u_0$ close to $u_{s0}$. Since $\xi_2 \neq -i \eta/2$ by assumption, we have $2\xi_2 \pm i \eta \neq 0$, and hence (7.16) implies that $a(\xi_2) \neq 0$. We conclude that whenever $u_0$ is sufficiently close to $u_{s0}$, Assumption 2.4 is fulfilled and the RH solution $m$ of Theorem 1 has two simple poles $\xi_1, \xi_2$ in $\mathbb{C}_+$. This means that the RH problem involves the modified discrete scattering data $\hat{\sigma}_d = \{(\xi_1, c_1), (\xi_2, c_2)\}$, and that we have the long-time asymptotics formula (2.16) as $t \to \infty$ with the stationary two-soliton solution $u_{sol}(x, t; \hat{\sigma}_d)$ defined by (B.2) and $u_{rad}(x, t)$ defined by (2.18). This completes the proof of the theorem.

APPENDIX A: GLOBAL WELL-POSEDNESS OF THE NLS EQUATION

In this appendix, we prove Proposition 2.2, that is, we establish global well-posedness of the Robin IBVP for the NLS equation in the space $H^{1,1}(\mathbb{R}_+)$. The proof is inspired by [18] and we refer to [18, Theorem 3] for more details of the proofs of existence and uniqueness in the focusing case.

Let $H^+_q$ be the operator introduced in Definition 1.2. Let $U_t \equiv e^{-iH^+_q t/2}$ be the one-parameter unitary operator generated by $H^+_q$ in $L^2(\mathbb{R}_+)$. Let $X = C([0, T], H^{1,1}(\mathbb{R}_+))$, $0 < T < \infty$, denote the set of continuous maps from $[0, T]$ to $H^{1,1}(\mathbb{R}_+)$. Equip $X$ with a norm $\|v\|_X \equiv \sup_{0 \leq t \leq T} \|v(t)\|_{H^{1,1}(\mathbb{R}_+)}$. For $v = v(t) \in X$, define $T_q v$ by

$$(T_q v)(t) = U_t v(0) - i \lambda \int_0^t f(s, v(s)) ds, \quad 0 \leq t \leq T,$$

where $f(s, v(s)) = U_{t-s} |v(s)|^2 v(s)$. Note that $T_q$ is a contraction on $X$, since $f$ is Lipschitz continuous on $X$: for $v, w \in X$ we have the estimate

$$\|f(s, v(s)) - f(s, w(s))\|_{H^{1,1}(\mathbb{R}_+)} \leq K \|v(s) - w(s)\|_{H^{1,1}(\mathbb{R}_+)},$$

where $K = C(T)(\|v\|_{H^{1,0}}^2 + \|w\|_{H^{1,0}}^2)$. Hence, there is a unique fixed point $v \in X$ such that $T_q v = v$ and $v(t)$ is a unique weak solution for the Robin IBVP of the NLS equation for $t \in [0, T]$ with small $T$. Furthermore, the following two quantities are constant in time:

$$\mathcal{M} = \int_0^\infty |u|^2 dx',$$

$$\mathcal{H} = \int_0^\infty (|u_x|^2 + \lambda |u|^4)dx - q|u(0, t)|^2.$$

These conserved quantities provide an a priori bound on the $H^{1,0}$-norm of $u(t)$, which implies that the Lipschitz constant is bounded. Hence, the contraction mapping can be extended indefinitely by iteration and so the solution of the NLS equation exists globally.

Finally, we show that the data-to-solution mapping is continuous. Suppose that $v, w$ are fixed points of $T_q$ with initial data $v_0, w_0 \in H^{1,1}(\mathbb{R}_+)$, respectively. Then

$$\|v(t) - w(t)\|_{H^{1,1}(\mathbb{R}_+)} = \|T_q v(t) - T_q w(t)\|_{H^{1,1}(\mathbb{R}_+)}$$

$$\leq \|U_t (v_0 - w_0)\|_{H^{1,1}(\mathbb{R}_+)} + \int_0^t \|f(s, v(s)) - f(s, w(s))\|_{H^{1,1}(\mathbb{R}_+)} ds$$

$$\leq C \|v_0 - w_0\|_{H^{1,1}(\mathbb{R}_+)} + K \int_0^t \|v(s) - w(s)\|_{H^{1,1}(\mathbb{R}_+)} ds.$$
Hence, by the Grönwall’s lemma, we have
\[ \|v(t) - w(t)\|_{H^{1,1}(\mathbb{R}^+)} \leq C \|v_0 - w_0\|_{H^{1,1}(\mathbb{R}^+)} e^{Kt}. \]
Thus, the initial data-to-solution mapping is continuous.

**APPENDIX B: SOLITON SOLUTIONS**

Theorem 1 provides a representation of the solution \( u(x, t) \) of the Robin IBVP for the NLS equation in terms of the RH problem (2.7) for \( m(x, t, k) \). For soliton solutions, the reflection coefficient \( r(k) \) vanishes identically and the jump matrix of the RH problem is trivial. This implies that we can explicitly determine the solution \( m_{\text{sol}}(x, t, k) \) of the RH problem (2.7) corresponding to the \( M \)-soliton solution \( u_{\text{sol}}(x, t) \).

**RH problem B.1 (RH problem for solitons).** Let \( \lambda = 1 \) or \( \lambda = -1 \). Given discrete data \( \sigma_d = \{(\xi_j, c_j)\}_{j=1}^M \subset C_+ \times (\mathbb{C} \setminus \{0\}) \), find a \( 2 \times 2 \)-matrix valued function \( m_{\text{sol}}(x, t, k) \) with the following properties.

(a) \( m_{\text{sol}}(x, t, \cdot) : \mathbb{C} \setminus \{\xi_j, \bar{\xi}_j\} \rightarrow \mathbb{C}^{2 \times 2} \) is analytic.
(b) \( m_{\text{sol}}(x, t, k) \rightarrow I \) as \( k \rightarrow \infty \).
(c) For \( j = 1, \ldots, M \), the first column of \( m_{\text{sol}} \) has a simple pole at \( \xi_j \), the second column of \( m_{\text{sol}} \)
has a simple pole at \( \bar{\xi}_j \), and the following residue conditions hold:

\[
\text{Res}_{k=\xi_j} [m_{\text{sol}}(x, t, k)]_1 = c_j e^{2i\vartheta(x,t,\xi_j)} [m_{\text{sol}}(x, t, \xi_j)]_2,
\]
\[
\text{Res}_{k=\bar{\xi}_j} [m_{\text{sol}}(x, t, k)]_2 = \lambda \bar{c}_j e^{-2i\vartheta(x,t,\bar{\xi}_j)} [m_{\text{sol}}(x, t, \bar{\xi}_j)]_1.
\]

If the RH problem B.1 has a solution, then
\[
u_{\text{sol}}(x, t; \sigma_d) = 2i \lim_{k \to \infty} k(m_{\text{sol}}(x, t, k))_{12}, \quad x \geq 0, \ t \geq 0,
\]

is the NLS \( M \)-soliton corresponding to the discrete scattering data \( \sigma_d \). Note that the data \( \sigma_d = \{(\xi_j, c_j)\}_{j=1}^M \subset C_+ \times (\mathbb{C} \setminus \{0\}) \) determine \( m_{\text{sol}} \) and \( u_{\text{sol}} \) completely. If \( \lambda = -1 \) and all the \( \xi_j \) are distinct, then there exists a unique solution of RH problem B.1 for each \( (x, t) \in \mathbb{R}^2 \); see [7, Proposition B.1] for a proof. If \( \lambda = 1 \), this is not the case (this is related to the fact that the defocusing NLS does not support bright solitons on the line). However, in the case of the stationary one-soliton (1.3) which corresponds to the case of \( M = 1 \) and \( \xi_1 \) pure imaginary, the RH problem B.1 does have a unique solution \( m_{\text{sol}} \) whenever \( x, t \geq 0 \). In what follows, we construct this solution explicitly and compute the associated spectral functions \( a_s(k), b_s(k), \) and \( \Delta_s(k) \) for both \( \lambda = -1 \) and \( \lambda = 1 \).

### B.1 The stationary one-soliton

Let \( m_s \) be the solution of RH problem B.1 with the discrete scattering data \( \sigma_d \) given by \( \sigma_d = \{(\xi_1, c_1)\} \) for some \( \xi_1 \in i\mathbb{R}_{>0} \). Since \( m_s \rightarrow I \) as \( k \rightarrow \infty \), (B.1a) implies that

\[
[m_s(x, t, k)]_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \frac{c_1 e^{2i\vartheta(x,t,\xi_1)}}{k - \xi_1} [m_s(x, t, \xi_1)]_2.
\]
From uniqueness of solution of the RH problem and the symmetry condition (4.27), we infer that \( m_s \) satisfies the symmetries \( m_{s,11} = m_{s,22}^* \) and \( m_{s,21} = \lambda m_{s,12}^* \). Evaluating (B.3) at \( k = \bar{\xi}_1 \) and using these symmetries, we find the algebraic system

\[
\begin{align*}
    m_{s,22}(\xi_1) &= 1 + \frac{c_1 e^{2i\theta(\xi_1)}}{\bar{\xi}_1 - \xi_1} m_{s,12}(\xi_1), \\
    \lambda m_{s,12}(\xi_1) &= \frac{c_1 e^{2i\theta(\xi_1)}}{\bar{\xi}_1 - \xi_1} m_{s,22}(\xi_1).
\end{align*}
\]

Solving for \( m_{s,12} \) and \( m_{s,22} \), we deduce that

\[
\begin{align*}
    m_{s,22}(\xi_1) &= \frac{|\bar{\xi}_1 - \xi_1|^2}{|\bar{\xi}_1 - \xi_1|^2 - \lambda |c_1|^2 |e^{2i\theta(\xi_1)}|^2}, \\
    m_{s,12}(\xi_1) &= \frac{\lambda c_1 e^{-2i\theta(\xi_1)}(|\bar{\xi}_1 - \xi_1)|}{|\bar{\xi}_1 - \xi_1|^2 - \lambda |c_1|^2 |e^{2i\theta(\xi_1)}|^2},
\end{align*}
\]

and substituting these expressions back into (B.3), we obtain

\[
\begin{align*}
    m_{s,11}(x) &= 1 + \frac{\lambda |c_1|^2 |e^{2i\theta(\xi_1)}|^2 (\bar{\xi}_1 - \xi_1)}{(k - \xi_1)(|\bar{\xi}_1 - \xi_1|^2 - \lambda |c_1|^2 |e^{2i\theta(\xi_1)}|^2)}, \\
    m_{s,21}(x) &= \frac{c_1 e^{2i\theta(\xi_1)}}{k - \xi_1} \frac{|\bar{\xi}_1 - \xi_1|^2}{|\bar{\xi}_1 - \xi_1|^2 - \lambda |c_1|^2 |e^{2i\theta(\xi_1)}|^2}.
\end{align*}
\]

Using the symmetry and writing \( \xi_1 = i\rho_1 \), we arrive at

\[
\begin{align*}
    m_{s,22}(k) &= 1 + \frac{2i\lambda \rho_1 |c_1|^2 e^{-4\rho_1 x}}{(k + i\rho_1)(4\rho_1^2 - \lambda |c_1|^2 e^{-4\rho_1 x})}, \\
    m_{s,12}(k) &= \frac{4\lambda \rho_1^2 c_1 e^{-2\rho_1 x} e^{4i\rho_1^2 t}}{(k + i\rho_1)(4\rho_1^2 - \lambda |c_1|^2 e^{-4\rho_1 x})}.
\end{align*}
\]

It follows that

\[
2i \lim_{k \to \infty} km_{s,12}(x, t, k) = \frac{8i\lambda \rho_1^2 c_1 e^{2\rho_1 x + 4i\rho_1^2 t}}{4\rho_1^2 e^{4\rho_1 x} - \lambda |c_1|^2}.
\]

By choosing \( \rho_1 = \sqrt{\omega}/2 \) for \( \lambda = \pm 1 \), and

\[
c_1 = \begin{cases} 
    -i\sqrt{\omega} e^{-\phi}, & \lambda = -1, \\
    \frac{i\sqrt{\omega}}{\sqrt{\alpha^2 + \omega} + \sqrt{\omega}}, & \lambda = 1,
\end{cases}
\]

the right-hand side of (B.5) coincides with the expression for the stationary one-soliton given in (1.3). The denominators in (B.4) involve the factor

\[
4\rho_1^2 - \lambda |c_1|^2 e^{-4\rho_1 x} = \begin{cases} 
    \omega(1 + e^{-2(\phi + x)\sqrt{\omega}}), & \lambda = -1, \\
    \omega \left( 1 - \frac{\alpha^2 e^{-2x\sqrt{\omega}}}{\sqrt{\alpha^2 + \omega} + \sqrt{\omega}} \right), & \lambda = 1.
\end{cases}
\]
We conclude that \( m_s \) is well defined for all \( x, t \in \mathbb{R} \) if \( \lambda = -1 \), but is singular at the negative value of \( x \) given in (1.5) if \( \lambda = 1 \). Since

\[
\begin{pmatrix}
    b_s(k) \\
    a_s(k)
\end{pmatrix} = [\mu_3(0,0,k)]_2 = [m_s(0,0,k)]_2,
\]

we find that the spectral functions \( a_s \) and \( b_s \) are given by

\[
\begin{align*}
    b_s(k) &= \begin{cases} 
    -\frac{i\sqrt{\omega-q^2}}{2k+i\sqrt{\omega}}, & \text{if } \lambda = -1, \\
    -\frac{i\sqrt{q^2-\omega}}{2k+i\sqrt{\omega}}, & \text{if } \lambda = 1.
    \end{cases} \\
    a_s(k) &= \begin{cases} 
    \frac{2k+iq}{2k+i\sqrt{\omega}}, & \text{if } \lambda = -1, \\
    \frac{2k+iq}{2k+i\sqrt{\omega}}, & \text{if } \lambda = 1.
    \end{cases}
\end{align*}
\]

As expected, the reflection coefficient \( r_s(k) \equiv 0 \) in both cases. It also follows that the function \( \Delta_s(k) \) defined in (2.4) is given for \( \lambda = \pm 1 \) by

\[
\Delta_s(k) = \frac{(k-i\rho_1)(2k+iq)}{k+i\rho_1}.
\]

We observe that \( \Delta_s \) has a simple zero at \( \xi_1 = i\rho_1 \) and that \( a_s(\xi_1) \neq 0 \).

**B.2 Renormalization of the reflectionless RH problem**

Following [7], we introduce a renormalization of the solution \( m_{sol} \) of the RH problem B.1 that satisfies a modified discrete RH problem. Given discrete scattering data \( \sigma_d \) and a subset \( \square \subseteq \{1,2,\ldots,M\} \), define

\[
m^{\square}(x,t,k) := m_{sol}(x,t,k)a^{\square}(k)n_2^{\square}, \quad a^{\square}(k) := \prod_{j \in \square} \frac{k-\xi_j}{k-\bar{\xi}_j}.
\]

Then \( m^{\square} \) satisfies the following RH problem with modified scattering data.

**RH problem B.2 (Renormalized reflectionless RH problem).** Given discrete scattering data \( \sigma_d = \{(\xi_j, c_j)\}_{\lambda=1}^M \subset \mathbb{C}_+ \times (\mathbb{C} \setminus \{0\}) \) and \( \square \subseteq \{1,\ldots,M\} \), find a \( 2 \times 2 \)-matrix valued function \( m^{\square}(x,t,k) \) with the following properties.

(a) \( m^{\square}(x,t,\cdot) : \mathbb{C} \setminus \{\xi_j, \bar{\xi}_j\}_{\lambda=1}^M \to \mathbb{C}^{2\times2} \) is analytic.

(b) \( m^{\square}(x,t,k) \to I \) as \( k \to \infty \).

(c) Each point of \( \{\xi_j, \bar{\xi}_j\}_{\lambda=1}^M \) is a simple pole of \( m^{\square}(x,t,k) \) and the following residue conditions hold:

\[
\text{Res}_{k=\xi_j}[m^{\square}(x,t,k)]_1 = \lim_{k \to \xi_j} m^{\square}(x,t,k)n_j^{\square}, \quad \text{Res}_{k=\bar{\xi}_j}[m^{\square}(x,t,k)]_2 = \lim_{k \to \bar{\xi}_j} m^{\square}(x,t,k)\sigma_2(n_j^{\square})\sigma_2,
\]

where

\[
n_j^{\square} = \begin{cases} 
    \begin{pmatrix} 
    0 & 0 \\
    c_j e^{2i\theta(x,t,\xi_j)}a^{\square}(\xi_j)^2 & 0
    \end{pmatrix}, & j \in \{1,2,\ldots,M\} \setminus \square, \\
    \begin{pmatrix} 
    0 & \frac{1}{c_j e^{2i\theta(x,t,\xi_j)}a^{\square}(\xi_j)^2} \\
    0 & 0
    \end{pmatrix}, & j \in \square.
\end{cases}
\]

(B.9)
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