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Abstract: Person re-Identification (re-ID) is an important research topic in the computer vision community, with significance for a range of applications. Pedestrians are well-structured objects that can be partitioned, although detection errors cause slightly misaligned bounding boxes, which lead to mismatches. In this paper, we study the person re-identification performance of using variously designed pedestrian parts instead of the horizontal partitioning routine typically applied in previous hand-crafted part works, and thereby obtain more effective feature descriptors. Specifically, we benchmark the accuracy of individual part matching with discriminatively trained Convolutional Neural Network (CNN) descriptors on the Market-1501 dataset. We also investigate the complementarity among different parts using combination and ablation studies, and provide novel insights into this issue. Compared with the state-of-the-art, our method yields a competitive accuracy rate when the best part combination is used on two large-scale datasets (Market-1501 and CUHK03) and one small-scale dataset (VIPeR).
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1 Introduction

This paper focuses on person re-Identification (re-ID) on a large scale, which is currently a most challenging computer vision issue. This task features two inputs, i.e., a query image and a database of pre-defined bounding boxes, and the objective is to output a ranking list sorted by the degree of similarity between the database and the query. Person re-ID plays a crucial role in a range of applications, including multi-camera pedestrian tracking\(^1\), multi-person association\(^2\), and group behavior analysis\(^3\). As indicated by previous works, the challenge for the person re-ID research community consists of misalignment, occlusion, variant illuminations, and variant scales, etc. Figure 1 shows some image samples of these four situations, which is the main problem to be solved in this paper. Due to its value for research and application, person re-ID has been receiving increasing attention from computer vision researchers.

Person re-ID is essentially a matching problem, in which the feature of the query image is matched against the gallery features. In instance retrieval\(^4\), for example, objects may undergo severe variations in scale, position, affine transformations, etc. In this scenario, local invariant descriptors are used to match two images, in the hope that the corresponding local patches can be well aligned. Similarly, in face recognition, face landmark detection and alignment have also been extensively studied, and well-aligned faces can improve the recognition accuracy\(^5\). In person re-ID, it is
typically assumed that the bounding box provides roughly aligned pedestrians, especially in a statistical view. Despite the introduction of datasets\cite{6,7} that are produced by pedestrian detectors instead of being hand-drawn, it is shown in Ref. \cite{8} that horizontal stripes help improve the matching precision. In fact, while it is true that detection errors are introduced, pedestrians are aligned fairly well, from a global point of view. Given this consideration, it is acceptable for body parts roughly divided by regular grids to be introduced in this paper.

In previous hand-crafted part-based works, horizontal stripes have been most commonly used\cite{6,7,9,10}, based on an underlying assumption that pedestrians are more or less aligned on the vertical axis. Traditional methods\cite{7,9,10} explicitly extract stripe features and concatenate them to form the final feature vector. There are also some discriminatively deep-learned part-based works, but these leverage external cues, such as assistance from the latest progress in landmark detection or human pose estimation\cite{11–13}, which means that they rely on external human pose estimation datasets and sophisticated pose estimators. From the point of view of efficiency and simple real-world implementation, the present study focuses on hand-crafted part models. To the best of our knowledge, this is the first work to provide insights into the combination of different categories of parts.

Compared with traditional part matching strategies, which view parts as horizontal stripes across a bounding box, this paper extends classical part partitioning to include various definitions of part regions. Specifically, apart from horizontal parts, evaluation is conducted on (1) vertical parts, by considering cross-part visual information; (2) occluded parts, by aiming to mimic the occlusion artifacts encountered in crowded scenes; and (3) partial parts, by viewing them as sub-regions of the traditional horizontal parts. In total, 18 parts are evaluated individually or in combination. Our motivation is that extensive variances in scale, illumination, and body misalignment and occlusions are likely in real-world applications. In our experiment, we find that vertical, occluded, and partial parts are effective in providing auxiliary cues to the global feature, while horizontal parts are less effective. When the most complementary parts are combined, the resulting part ensemble achieves an accuracy rate that is competitive with state-of-the-art methods. The contributions of this paper are summarized as follows.

- We generate a number of different body parts by grid partitioning. These parts are different in their position, discriminative power, and in how they complement each other.
- We run in-depth experiments to produce novel insights into part complementarity through combination and ablation studies.
- We achieve competitive re-ID accuracy over three benchmarks by combining features from the complementary parts.

The remainder of this paper is organized as follows. After a brief review of related works in Section 2, the part definitions and combination strategy are presented in Section 3. We summarize and discuss the experimental results in Section 4, and draw conclusions and suggestions for further work in Sections 5 and 6, respectively.

2 Related Work

In this section, we briefly review three closely related aspects found in the literature: effective descriptor and distance metric learning combinations, part-based re-ID, and deep learning re-ID.

**Effective descriptor and distance metric learning combinations.** Conventionally, previous studies on person re-identification have focused on two major components: feature extraction and distance metric learning. For feature extraction, various low level descriptors of color and texture have been proposed, such as the symmetry-driven accumulation of local features\cite{14}, bag-of-words color representation\cite{7}, the salient color names-based descriptor\cite{15}, and LOcal Maximal Occurrence (LOMO) representation\cite{10}. Generally speaking, these hand-crafted features mainly focus on colors, and recent state-of-the-art methods introduce features learned in a Convolutional Neural Network (CNN)\cite{6,16}. For example, Zheng et al.\cite{17} proposed to learn an ID-discriminative embedding through a classification network, and this paper generally adopts their method to extract a discriminative feature embedding in the person space. For learning effective distance metrics for similarity measurement, the pairwise constrained component analysis proposed in Ref. \cite{18} projects high-dimensional vectors onto a low-dimensional space, such that the projected points satisfy pre-defined constraints. Other methods include learning the
discriminative null space[19] and cross-view quadratic discriminant analysis[10].

**Hand-crafted part methods.** A noteworthy aspect of some of the above-mentioned methods is that geometric constraints are injected, explicitly or implicitly. In fact, the relatively rigid configuration of pedestrians is an ideal testbed for part-based recognition algorithms. Accordingly, spatial constraints have been widely adopted for person image representation and matching. For example, Farenzena et al.[14] considered the symmetric and asymmetric properties of the human body, and extracted local features from each part. Methods like Refs. [7] and [9] adopt an Spatial Pyramid Matching (SPM)-like[20] representation that separates the image into several horizontal stripes, and uses the unsupervised bag-of-words model to represent each horizontal region. In DeepReID[6], the horizontal stripes are implied in the image matching process during training, so that the learned similarity is also based on a part-wise matching strategy. Improving on Ref. [6], Ahmed et al.[16] proposed to compute the cross-input neighborhood difference features with subtraction. This method compares features from one input image to features in similar locations of the image to be matched. Similarly, part information is also integrated in Refs. [10, 21, 22], in which a bounding box is partitioned onto horizontal stripes, and Adjacency Constrained Search (ACS) is adopted for exhaustive spatial matching. Together, these previous works suggest that part integration is an effective strategy in improving re-ID accuracy, which serves as the main motivation for the present study.

**Discriminatively learned part methods.** Human pose estimation and landmark detection are particularly widely used techniques to discrimintively learn part features. Several recent works in re-ID use these tools for pedestrian partition and report an encouraging level of improvement. Yao et al.[21] clustered the coordinates of max activations on feature maps to locate several regions of interest. References [22, 24, 25] embed the attention mechanism[26] into the network, allowing the model to make its own decision on where to focus. Reference [27] proposed a LSTM-based attention model that can dynamically produce part attention feature by a recurrent way for localizing the discriminative local regions of the person image.

3 Proposed Approach

3.1 Feature design

We partition an image into a collection of different parts, and accordingly make use of different feature extraction methods based on the characteristics of different datasets. Specifically, for the Market-1501[17] and CUHK03[28] datasets, both the state-of-the-art hand-crafted feature extraction method (LOMO)[10] and deep neural network feature extraction are evaluated. Since the VIPeR dataset is too small to train a neural network, for VIPeR we only use the LOMO descriptor coupled with XQDA as a distance metric[10].

To extract the LOMO features, the color histogram and Scale Invariant Local Ternary Pattern (SILTP) features[10] are first extracted in $10 \times 10$ blocks with an overlap of 5 pixels. The feature representation of a row is obtained by maximizing the local occurrence of each pattern at the same horizontal location.

The large scale of the Market-1501 and CUHK03 datasets and the rich variety of the samples make it possible to take advantage of deep neural networks. We make use of two neural networks: the classic AlexNet[29] and the most discriminative ResNet-50[30]. Given an input image or part, the outputs of the “fc7” layer for AlexNet and the “fc50” layer for ResNet-50 are taken as feature vectors.

3.2 Parts

In this paper, we design 18 different parts (as shown in Fig. 2) from an input pedestrian image that varies extensively in visual appearance, including scale, position, and shape. Our experimental results show that the re-ID performance differs from part to part (as shown in Fig. 3). During the training process, we separately train a CNN model for each part, so that

![Fig. 2 A global image and 18 newly designed Parts (1) – (18). Each dashed box represents the global image or one of the four part categories, i.e., horizontal, vertical, occluded, and partial parts. The black boxes represent the corresponding parts, and the grey boxes are the occluded regions, represented by the matrix with elements of 128.](image-url)
altogether we have 18 part models plus one model for the global image.

Roughly, as shown in Fig. 2, we divide these parts into four categories: horizontal parts, occluded parts, vertical parts, and partial parts. We define four types of horizontal parts, namely torso, legs, head+torso, and torso+legs, as Parts (1)–(4) respectively. The intuition behind this design is that the torso and legs possess the most discriminative cues, as demonstrated in Ref. [8]. To illustrate the effectiveness of the head in re-ID accuracy, Part (3) includes the head while Part (4) excludes it. We will show in the experiments that Parts (1) and (2) yield the best performance when used alone, which is consistent with Ref. [8], in which, horizontal parts are commonly used for person re-identification and work effectively when the samples are well-aligned horizontally. In the present work, however, we show that the combination of horizontal parts does not provide any benefit when testing on the Market-1501 dataset, where pedestrians are not well aligned.

The occluded parts are labelled as Parts (5)–(8). In Fig. 2, the gray boxes denote the occluded regions. Since the torso and the legs are the most important parts, the design of the occluded parts is mainly focused on these two regions. In practical usage, bags and some other carry-ons may occlude the body of the pedestrian, so the occluded part aims to mimic these situations. To the best of our knowledge, previous work on re-ID does not explicitly consider the occlusion problem, which is in fact a critical influencing factor, and this work provides the first attempt to resolve this issue. In Part (5), we occlude the left half of the torso and the leg, while Part (6) is the mirror image of Part (5). In Parts (7) and (8), the left and right legs are occluded, respectively. Figure 3 shows that the occluded model yields decent results even when some parts of the image are not informative.

The vertical parts are labelled as Parts (9)–(14). The vertical parts may be useful when the samples suffer from noise on the horizontal axis, due to illumination changes, occlusions, etc. Again, we focus on the torso and the legs for the vertical parts. For Parts (9) and (10), the part is cropped to the left and right half of the pedestrian image, respectively. Parts (11) and (12) are defined as the left and right upper body, respectively, and Parts (13) and (14) are defined as the left and right lower body, respectively. Figure 3 shows that Parts (11) and (12) produce poorer results compared with the other four vertical parts. Compared with Parts (13) and (14), Parts (11) and (12) lack the information from the upper body, so this result leads us to speculate that the upper body is critical for pedestrian matching.

The four partial parts are labelled as Parts (15)–(18). The first two partial parts denote the left and right upper body, while the last two denote the left and right legs, respectively. These small parts are subsets of the horizontal parts. There are two reasons why we include these subsets: first, they specify whether the symmetrical nature of the body parts is discriminative towards an effective re-ID system; and second, the partial parts may contain discriminative cues, such as bags, that can facilitate the re-ID training process in yielding better descriptors.

This paper investigates the performance of each part category and studies their complementarity. Specifically, the impact of each part category will be accessed by cascading the extracted feature vector of the global image with that of the corresponding part category as the final representation of an input image. We further explore the complementarity of the above four categories with the help of ablation experiments. Specifically, the baseline consists in cascading the feature vectors of the global image and all 18 parts; we
then eliminate each of the features of the part categories in turn to gain insights into the configuration of these parts.

### 3.3 Similarity learning

We utilize the extra part information by cascading the features of the whole image and that of the corresponding parts. The similarity of a probe image and the gallery images is learnt by XQDA\[^{10}\], which learns a discriminant metric by learning a discriminant low-dimensional subspace with cross-view quadratic discriminant analysis. Thus if some dimensions of the feature vector are not effective for discrimination, the elements in the corresponding columns or rows of the feature vector also tend to be less effective.

### 4 Experiments

In this section, we present a comprehensive evaluation of the proposed algorithm in different settings and compare the experimental results with several state-of-the-art person re-identification algorithms.

#### 4.1 Datasets and evaluation protocol

The VIPeR dataset contains two views of 632 pedestrians with only one image per person in each view. It is a challenging dataset in the person re-identification arena owing to the huge variance and discrepancies. All images are normalized to 128×48. The testing protocol is to split the dataset into halves, giving 316 for training and 316 for testing.

The Market-1501 dataset is the largest of the available person re-ID datasets, making it appropriate for deep learning. It contains 32 643 images of 1501 identities, with each identity captured by between 2 and 6 cameras. The dataset is randomly divided into the test set of 751 identities and the training set of 750 identities. The selected 3368 queries are hand-drawn, rather than detected using the Deformable Part Model (DPM) as in the gallery. We evaluate our method under both the single-query and multi-query settings. For the multi-query evaluation, we take the mean descriptor of a person from a single camera as the query descriptor.

The CUHK03 dataset contains 13 164 images of 1467 identities, captured by six surveillance cameras with each person appearing in only two views. Apart from the manually labeled pedestrian bounding boxes, this dataset also provides the samples detected with a pedestrian detector called DPM, which causes some misalignments and missing body parts for a more realistic setting. We use this last setting in this paper. CUHK03 originally adopts 20 random train/test splits; because this is time-consuming for deep learning we adopt the new training/testing protocol proposed in Ref. \[^{17}\] instead.

**Evaluation protocol.** We adopt the widely-used Cumulative Match Curve (CMC)\[^{31}\] technique for quantitative evaluation. As such, the top-n matching rate indicates the expectation of finding any one of the correct matched images. As in Ref. \[^{7}\], the person re-identification is treated mainly as a retrieval problem, and the mean Average Precision (mAP) is also used in our experiments to evaluate the performance. Average Precision (AP) is calculated by the area under the precision-recall curve, and mAP is further calculated as the mean score of the AP of all the query images, so it essentially reflects both the precision and recall of the person re-ID process.

#### 4.2 Evaluation

For the two large-scale datasets, we only provide figures for the results of our method on Market-1501 with AlexNet and ResNet-50 for brevity. As shown in the corresponding tables, the results are consistent with CUHK03, which is expected given that these two datasets are similar in many ways. For example, they both use DPM for detection, resulting in many misaligned samples. For VIPeR, the result with the LOMO feature is analyzed.

##### 4.2.1 Performance of individual parts

As discussed in Section 3.2, the motivations for the designation of the 18 parts vary, and we speculate that they will exhibit distinct re-identification accuracies. We study this by observing how the performance changes with each single part, with the experimental results shown in Fig. 3. From these results, we observe that the occluded Parts (5) – (8), two vertical Parts (9) and (10), and one partial Part (18), have a superior accuracy compared with the others. In fact, these results accord with our intuition that a larger part will typically yield higher accuracy since more information is preserved. We will show that the combination of the three-part categories does improve the overall re-identification accuracy.

##### 4.2.2 Performance gain from part combinations

We combine the feature vector of the global image with that of the four part categories separately. The performance of the part combinations is shown in Fig. 4.

The results suggest that adding the horizontal parts benefits VIPeR but compromises the accuracy on
Fig. 4 Impact of adding each part category to the global image. Four combinations are presented, i.e., “global image + horizontal parts”, “global image + occluded parts”, “global image + vertical parts”, and “global image + partial parts”.

Market-1501 and CUHK03, both with the simple AlexNet and the complex ResNet-50. This may be due to the fact that the pedestrians in Market-1501 and CUHK03 are detected with DPM, resulting in many misaligned samples, while VIPeR is a hand-labeled dataset in which the pedestrians are well aligned. This generates noisy samples in Market-1501 and CUHK03, but not in VIPeR, so we attribute the lower effectiveness of the fixed horizontal partition to the severe misalignments of body parts. As shown in Fig. 1, the corresponding part regions may contain totally distinguished parts.

The occluded parts bring benefits in all of the three experiments. As each part of the feature is associated with one local region, once some region is occluded, the features of other regions still work. Such a mechanism implies that our method is potentially robust to occlusion. This is straightforward since all three datasets are common in regard to occlusions.

Figure 5a presents a visual example in which the occluded parts help refine the re-ID accuracy when combined with the global image.

The vertical parts also improve re-ID performance in all three cases. This can be attributed to the extra cross-part information brought by such partitioning. For example, the vertical Part (13) in Fig. 2 better models the cross-part structure of a human torso and legs. Figure 5b is a visual example in which the vertical parts boost the performance. Apart from an increase in AP, the false matches are much more similar to the query after adding the extra vertical parts. In this case, the additional parts better model the structure of human parts even though there is significant deformation for this identity. The vertical parts also perform better when there is some illumination change in the horizontal direction, because when the left or right half of a person suffers from the illumination, the other half can still model the global structure. Since there is more illumination changes in the horizontal direction than in the vertical direction for person re-identification tasks, this kind of part always refines the overall performance.

The impact of partial parts varies with the CNN model and dataset. On the one hand, for the VIPeR dataset, and for Market-1501 and CUHK03 when using AlexNet, the small size of these parts means less information and thus leads to deteriorated performance. On the other hand, the depth of ResNet-50 leads to smaller receptive fields when compared with AlexNet, making it better at matching the small parts and leading to improved accuracy. One interesting observation is that, due to their complementarity, partial parts with a lower performance in Fig. 3 also help when combined with the global image.

4.2.3 Part complementarity analysis

In this section, ablation experiments are conducted to provide insight into part complementarity. The results are shown in Fig. 6.

Fig. 6 Ablation study on Market-1501 with AlexNet and ResNet-50 and on VIPeR with LOMO+XQDA. “All” denotes the global image combined with all the four categories of parts defined in Fig. 2. We find that (1) the horizontal parts benefit VIPeR instead of Market-1501, (2) the occluded and vertical parts are necessary for both datasets, and (3) the partial parts vary with them.
Comparing all of the results reported in Fig. 6, re-identification performance improves for Market-1501 and CUHK03 but not for VIPeR when eliminating the horizontal parts. This arises from the fact that VIPeR is well aligned, unlike Market-1501 and CUHK03. This is consistent with the observation in Section 4.2.2, and further illustrates the effectiveness of adding other part categories. Moreover, we see from Fig. 6 that re-ID accuracy drops without the occluded parts. Occlusion parts prove their effectiveness both in the combination and ablation studies, so the conclusion about the occluded parts given in Section 4.2.2 also holds for the complementarity of parts. A visual example of these two findings is shown in Fig. 7; in which there are three true matches in the gallery for the queried identity. For the vertical and partial parts, the results of the ablation experiments are not consistent and further investigation will be needed in future work.

4.2.4 Comparison with the state-of-the-arts

Based on the above analysis, we evaluate our method with the best performing part configuration: vertical + partial + occluded parts + global image. For VIPeR, we adopt the LOMO+XQDA method as shown in Table 1. For Market-1501 and CUHK03, we use ResNet-50 as the feature extractor for its superior performance compared with AlexNet. We present the comparison results in Tables 2 and 3.

For the VIPeR dataset, we compare among handcrafted feature methods. The results in Table 1 demonstrate the competitive performance of the proposed method compared with the single models at rank-1, -5, -10, and -20. In this table, the compared methods are divided into two groups. The models in the top section use only one kind of feature and one model, similar to our method. The models in the bottom section use either multiple models or multiple features, thus this group generally outperforms the top one. As can be seen, the rank-1 matching rate of our method is 42.88%, which outperforms the next best method by 0.5%.

| Method          | Rank-1 | Rank-5 | Rank-10 | Rank-20 |
|-----------------|--------|--------|---------|---------|
| LADF[32]        | 29.34  | 61.04  | 75.98   | 88.10   |
| MtMCMC[33]      | 28.83  | 59.34  | 75.82   | 88.51   |
| Mid-level[22]   | 29.11  | 52.34  | 65.95   | 79.87   |
| SalMatch[34]    | 30.16  | 52.31  | 65.54   | 79.15   |
| SCNCD[33]       | 37.80  | 68.50  | 81.20   | 90.40   |
| Deep feature[35] | 40.50  | 60.80  | 70.40   | 84.40   |
| LOMO+XQDA[10]   | 40.00  | 67.40  | 80.51   | 91.08   |
| LOMO+KISSE[36]  | 34.81  | 60.44  | 72.22   | 86.71   |
| LOMO+LDNs[19]   | 42.28  | 71.46  | 82.92   | 92.78   |
| mFilter+LADF[22]| 43.39  | 73.04  | 84.87   | 93.70   |
| Metric ensembles[37] | 45.90  | 77.50  | 88.90   | 95.80   |
| EDFP[38]        | 51.06  | 81.01  | 91.39   | 96.90   |
| LDNS[19]        | 51.17  | 82.09  | 90.51   | 95.92   |
| Ours            | 42.88  | 72.22  | 82.82   | 92.78   |

| Method          | Single query | Multi query |
|-----------------|--------------|-------------|
| BoW+kissme[7]   | 36.40        | 44.40       | 28.30    |
| XQDA+LOMO[10]   | 43.79        | 54.13       | 28.41    |
| klFIDA+LOMO[39] | 51.37        | 52.67       | 27.36    |
| IDE(baseline)[27]| 78.20        | 85.30       | 68.50    |
| LDNS+LOMO[19]   | 55.43        | 67.96       | 41.89    |
| LDNS+fusion[19] | 61.02        | 71.56       | 46.03    |
| SVDNet[40]      | 73.10        | 82.30       | 62.10    |
| PAN[41]         | 75.33        | 82.80       | 63.40    |
| MultiRegion[42] | 57.10        | 66.40       | 41.20    |
| MultiScale[43]  | 79.10        | 88.90       | 73.10    |
| MultiLoss[44]   | 76.30        | 83.90       | 64.40    |
| Ours            | 82.80        | 91.12       | 74.10    |

| Method          | Rank-1 | mAP  |
|-----------------|--------|------|
| IDE(baseline)[27]| 43.82  | 38.94|
| BoW+kissme[7]   | 6.45   | 6.42 |
| XQDA+LOMO[10]   | 12.81  | 11.57|
| PAN[41]         | 36.36  | 34.12|
| SVDNet[40]      | 41.56  | 37.38|
| MultiScale[43]  | 40.76  | 37.19|
| Ours            | 55.88  | 50.89|
For the Market-1501 and CUHK03 datasets, we apply XQDA to the learned CNN feature to further improve performance. We use three types of methods for comparison: hand-crafted methods, deep learning methods with global features, and deep learning methods with part features. As can be seen in Tables 2 and 3, our method outperforms the state-of-the-art for both single and multiple queries on all evaluation metrics on Market-1501. Notably, we achieve a rank-1 accuracy of 91.12% and mAP of 74.1% on this dataset. On CUHK03, our method achieves a rank-1 accuracy of 55.8% and mAP of 50.89%. Both exceed their corresponding baselines by a large margin, which indicates that imposing part information improves the performance of person re-identification on large-scale datasets.

4.2.5 Robustness of the method

In order to give greater insight of the robustness of the proposed method, especially from the viewpoint of different images, we use the random erasing method[1] to imitate training samples of low quality. Random erasing is a new data augmentation method and is parameter learning free and easy to implement. For each input, either a global image or the newly designed parts, we randomly choose a rectangular region of an arbitrary size, and assign random values to the pixels within that region. After this operation, the final rank-1 matching rate is 42.23% on VIPeR, 82.36% on Market-1501, and 55.12% on CUHK03, which is only a slight decline compared with the performance using the original training samples (42.88%, 82.80%, and 55.88% on the three datasets, respectively). We attribute this result to the complementarity of the global image and the newly designed parts, which contain much detailed and discriminative information. This result indicates the robustness of the proposed method for images of different qualities.

4.2.6 Computational complexity of the method

The proposed model can be implemented with any CNN-based recognition backbones. Without loss of generality, we evaluate the computational complexity of the algorithms on ResNet-50. The evaluation is performed on a server with GTX 1080 GPU (8 GB memory), 2.60 GHz CPU, and 128 GB memory. The results show a feature extraction time of 31.3 ms, a search time of 0.82 ms, and a sorting time of 0.63 ms on Market-1501, which suggests that the proposed method is highly efficient.

5 Conclusion

In this paper, we propose the use of effectively designed part models for person re-identification. While previous hand-crafted part works typically use horizontal parts, we design a total of 18 different parts, categorized into horizontal, occluded, vertical, and partial. We benchmark the performance of the individual parts and study the complementarity among them through combination and ablation studies. We find from our experiments that various part types exert a different influence on the datasets but, in general, considering different parts in re-identification brings a consistent improvement over baseline approaches. We demonstrate that our method achieves competitive accuracy rates when compared with the state-of-the-art on the VIPeR, CUHK03, and Market-1501 datasets.

6 Further Work

We suggest further work on part-level features for pedestrian image description, since it offers fine-grained information. Rather than using external cues, such as estimation or directly locating parts, we suggest directly learning discriminative part features for person retrieval, as it is a much more general and robust approach. Since the parts of a human body have a regular spatial distribution and are sequentially aligned, a promising research direction is to incorporate Long Short-Term Memory (LSTM) into the part sequence.
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