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Abstract

As collaborative learning and the outsourcing of data collection become more common, malicious actors (or agents) which attempt to manipulate the learning process face an additional obstacle as they compete with each other. In backdoor attacks, where an adversary attempts to poison a model by introducing malicious samples into the training data, adversaries have to consider that the presence of additional backdoor attackers may hamper the success of their own backdoor. In this paper, we investigate the scenario of a multi-agent backdoor attack, where multiple non-colluding attackers craft and insert triggered samples in a shared dataset which is used by a model (a defender) to learn a task. We discover a clear backfiring phenomenon: increasing the number of attackers shrinks each attacker’s attack success rate (ASR). We then exploit this phenomenon to minimize the collective ASR of attackers and maximize defender’s robustness accuracy by (i) artificially augmenting the number of attackers, and (ii) indexing to remove the attacker’s sub-dataset from the model for inference, hence proposing 2 defenses.

1 Introduction

Deep learning and deep neural networks (DNN) have been able to push various fields forward, including computer vision, speech recognition and language processing. However, despite their impressive performance, DNNs have been shown to present unwanted vulnerabilities, such as adversarial attacks (Szegedy et al., 2015) and backdoor attacks (Gu et al., 2019a). In backdoor attacks, adversaries attempt to “poison” training data by adding specifically crafted triggers onto legitimate samples. The presence of malicious triggers in training data points results in DNNs learning an incorrect semantic relationship: the association between trigger and a specific label. This way, an attacker is able to provide triggered inputs at inference time to induce mis-classifications in the prediction.

Many defenses have been proposed to detect the presence of backdoors, these can either be used before- or after-training (Tran et al., 2018; Wang et al.; Gao et al., 2019). Nevertheless, backdoor attacks can take several forms according to the scenario: dozens of attack variations are possible even with subtle scenario changes (Gao et al., 2020; Bagdasaryan and Shmatikov, 2021; Xiao et al., 2018; Gu et al., 2019a; Chen et al., 2017; Yao et al., 2019; Ji et al., 2018; Rakin et al., 2020; Shafahi et al., 2018a; Zhu et al., 2019a; Saha et al., 2020; Lovisotto et al., 2020), making it increasingly difficult to enumerate all possible attack variations and in turn design generalized defenses.
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In this paper, rather than introducing a new attack variant, we investigate an unexplored aspect of backdoor attacks: analysing what happens when multiple backdoor attackers are present. To do so, we focus on an established collaborative learning scenario, where the data collection is outsourced to a set of parties (or agents). Here, a defender uses the totality of the collected data to train a model on the image classification task, and they control only minimal training policies.

We find that multiple non-cooperating attackers executing a backdoor attack on the same dataset harm each other’s attack success rate, a phenomenon we refer to as backfiring. Specifically, we find that the average attack success rate decreases linearly as the number of attacker increases, indicating that the presence of multiple attackers is preferred to the presence of a single one. We additionally discover that such backfiring cannot be compensated by increasing attackers’ poison rate (the ratio of samples they poison). We then exploit knowledge of the scenario (the multiplicity of agents) to design two defenses. First, we artificially augment the number of attackers: this induces backfiring that in turn strengthens the model resilience to the backdoor attack. We then also introduce a new defense, agent indexing, where we create an ensemble of models and pick appropriate models at run-time based on which agent is querying the defender.

**Our Contributions:** The contributions of this manuscript can be summarized below:

- We explore the multi-agent backdoor attack in depth. We provide empirical evidence that non-cooperating attackers largely harm each other’s attack success rate.
- We demonstrate the effectiveness of two defenses constructed for the multi-agent scenario: (i) agent augmentation and (ii) agent indexing.
- We open source our multi-agent backdoor attack toolbox for the machine learning robustness community. We release the code here.

This work is motivated by the growing problem of machine learning robustness in the wild, and our work shows that introducing agent awareness to robustness measures taken by models can yield benefits to the model owner. Many models deployed in the real world, such as models training on crowd-sourced content, financial trading models training on news and social media content, etc can face malicious activity and backdoor attacks. Our work helps robustify such models in open systems, as well as bring attention to the community the need for systemic machine learning robustness.

## 2 Related Work

In poisoning attacks (Alfeld et al., 2016; Biggio et al., 2012; Jagielski et al., 2021; Koh and Liang, 2017; Xiao et al., 2015), an adversary attempts to reduce the accuracy of a model on clean samples. In backdoor attacks, the attacker’s objectives differ: they attempt to introduce model-sensitivity to a specific perturbation pattern in the inputs (triggers), such that the presence of the pattern compromises the model’s expected behavior. In backdoor attacks, attackers attempt to go unnoticed (Gu et al., 2019a; Chen et al., 2017; Liu et al., 2018), therefore they aim to retain the accuracy of the model on clean samples, while maximizing the attack success rate in the presence of the trigger: the ratio of samples containing a trigger that activates the malicious behaviour (e.g. causing a misclassification).

We next provide an overview of backdoor attacks and defenses, and of prior research on backdoors in federated learning scenarios.

**Backdoor Attacks.** Depending on the scenario, there are several scenarios by which an adversary can carry out a backdoor attack (Gao et al., 2020): using code poisoning (Bagdasaryan and Shmatikov, 2021; Xiao et al., 2018), when training is outsourced (Gu et al., 2019a; Chen et al., 2017), when a backdoored model is tampered with after training (Yao et al., 2019; Ji et al., 2018; Rakin et al., 2020), when training data comes from untrusted sources (Shafahi et al., 2018a; Zhu et al., 2019a; Saha et al., 2020; Lovisotto et al., 2020). In certain scenarios, it is possible to distinguish between dirty- (Gu et al., 2019a) and clean-label (Shafahi et al., 2018b; Zhu et al., 2019b) backdoor attacks: in the former, the true label of triggered inputs does not match the label assigned by the attacker (i.e., the sample would appear incorrectly labeled to a human); in the latter, true labels and assigned labels match. Since we will concentrate on investigating fundamental interactions among multiple attackers,
we focus on a data collection scenario where the data providers (possibly malicious) control the labeling process, therefore not requiring clean-label attacks.

**Backdoor Defenses.** Two main classes of backdoor defenses exist: input inspection and model inspection. In input inspection, defenders inspect training data to detect poisoned inputs; known methods are spectral signatures (Tran et al., 2018), gradient clustering (Chan and Ong, 2019) or activation clustering (Chen et al., 2018). In model inspection, defenders attempt to reverse-engineer the triggers injected into the model by the attacker and later unlearn the trigger-sensitivity by removing neurons or re-training a model with legitimate data (Gao et al., 2019, Liu et al., 2019, Wang et al., Chen et al., 2019). Recently, two studies (Geiping et al., 2021, Borgnia et al., 2021) have suggested training-time methods to defend against backdoors that do not quite fit the categories previously described. Geiping et al. (Geiping et al., 2021) extend the concept of adversarial training (i.e., including an adversarial loss in the objective) on defender-generated backdoor examples to insert their own triggers to existing labels; this leads to a reduction in saliency of existing attacker triggers. Similarly, recent evidence suggests that using strong data augmentation techniques (Borgnia et al., 2021) (e.g., CutMix (Yun et al., 2019), MixUp (Hongyi Zhang, 2018)) leads to a reduced backdoor attack success rate. As these two train-time augmentation techniques (Geiping et al., 2021, Borgnia et al., 2021) are easily implementable on the defender’s side, we adopt and adapt them in our paper. Rather than using an adversarial loss as in (Geiping et al., 2021), we instead augment the training data with defender-generated backdoor examples directly, to supplement one of our hypotheses pertaining to agent augmentation.

**Backdoors in Federated Learning.** Studies (Hayes and Ohrimenko, 2018, Mahloujifar et al., 2018, 2019, Chen et al., 2021, Fang et al., 2020, Suresh et al., 2019, Wang et al., 2020, Bagdasaryan et al., 2020, Huang, 2020) have shown that backdoors are possible even in federated learning scenarios, where multiple parties contribute (possibly private) training data in order to collaboratively train a shared model. In this cases, one or multiple malicious parties can collude in order to implant a backdoor in the final model, with various goals (e.g., minimize the model’s accuracy). In our work, we focus on a basic scenario akin to (Hayes and Ohrimenko, 2018): attackers are non-cooperative, attackers aim to maximize their own attack success rate (which may conflict with other attackers’ success rate) and there is no data pooling (all samples from each party are used entirely).
3 Multi-agent Backdoor Attack

In Section 3.1 we first establish the game environment for the multi-agent backdoor environment. We state the assumptions and constraints of the setting. In section 3.2 we introduce the datasets, architectures and algorithms necessary to construct the game.

3.1 Game design

Our game is composed of $M$ defenders and $N$ attackers. There is one pool of datasets $D$ that the $M$ defenders will use to train models on. Attackers will contribute their sub-datasets $d_i \in D$ into this pool of datasets. When attackers contribute sub-datasets, they can choose to poison the inputs with backdoor trigger perturbations (Figure 1). The index of the agent is denoted as $i$.

**Attacker’s Goal:** The attacker $i$ generates a set of backdoor-triggered inputs $X_{\text{backdoor}}$ to contribute as a sub-dataset $X_{\text{backdoor}} \in d_i$ using backdoor attack algorithm $b$. $b$ accepts a set of inputs $X^{d_i}$, the target trigger label $Y^{d_i}$, and the poison rate $p$ (used in creating the backdoor trigger pattern) as arguments, to return $X_{\text{backdoor}} = b(X^{d_i}, Y^{d_i}, p)$. The attacker $i$ would like to maximize their **attack success rate** (ASR), which is the rate of misclassification of backdoor-triggered inputs $X_{\text{backdoor}}$ as the target label $Y^{d_i}$ by the defender’s model $f$. The attacker would optimally prefer to keep the poison rate $p$ low to generate imperceptible and stealthy perturbations. We can formalize the objective as $X_{\text{backdoor}} = \arg\min_p \{ b(X^{d_i}, Y^{d_i}, p) : f(X_{\text{backdoor}}) = Y^{d_i} \}$.

**Defender’s Goal:** The defender $j$ trains a model on the dataset pool $D$. The pool may contain backdoored inputs. The defender may or may not have an agent index on each user of the pool. The defender can use variations of defenses to maximize its standard and robustness accuracy. The defender has 2 defense objectives: (1) maximize **standard accuracy**, and (2) maximize **robustness accuracy**. Here, standard accuracy refers to the correct classification accuracy of the defender’s model on clean inputs during run-time or inference-time. Robustness accuracy here refers to the accuracy of the model on backdoor-triggered inputs, i.e., high robustness accuracy means that the model can safely ignore triggers and predict the correct underlying label.

3.2 Experimental Settings

**Datasets & Model Architecture.** MNIST (LeCun and Cortes, 2010) and CIFAR10 (Krizhevsky, 2009) are the two baseline datasets we use to validate our results. Both datasets have 10 classes and 60,000 image, and are popular image datasets used in validating backdoor attacks and defenses. We implement the ResNet-18 (He et al., 2015) image classification architecture, a common architecture used to evaluate backdoor attacks in single-agent settings (Liu et al., 2020), to evaluate performance of attacks and defenses throughout the paper.

**Backdoor attack algorithms.** We use the baseline backdoor attack algorithm Badnet (Gu et al., 2019b). Many backdoor algorithms follow the same principle of using a single trigger pattern mapped to a single label by frequency, and thus the variations of backdoor trigger algorithms all perform the same operation. We adapt the Badnet algorithm to, instead of a single square in the corner, we auto-generate a set of randomized pixels across the entire image, so that each agent can have their own specific trigger pattern (and avoid collisions). The 2 main arguments or parameters for Badnet is the trigger and the poison rate. The trigger label is the label that the triggered input should carry. In a clean label attack, the trigger label would be the original label, and the trigger pattern would applied to this cleanly-labelled image. In our implementation of Badnet, as we need a unique trigger pattern for each attacker (and we verify attack success for each trigger pattern in brackets in all tables), we randomly generate working trigger patterns. Many existing backdoor implementations in literature, including the default BadNet implementation, propose a static trigger, such as a square in the corner of an image input. We would like to test variability of trigger patterns (i.e. each agent should be permitted to have their own unique trigger pattern, as would be the case in the non-cooperative setting in the real world). The trigger patterns can vary by the variable **poison rate**, which refers to the proportion of the inputs that is poisoned. There are 3 sub-parameters for the poison rate in our implementation: (i) the proportion of the attacker’s train-time set to be contributed that the attacker would like to poison $p_3$ (and the remaining set would be clean), the range along the dimensions of the input to poison $p_1$ (e.g. bounded area, along height and width), and the proportion of the bounded area $p_1$ to be filled with perturbations $p_2$.
We hold the poison rate to be 0.2 unless otherwise specified; this applies to the default poison rate by varying poison rate when an agent unilaterally increases their poison rate. (and the proportion of the sub-dataset that is backdoored depends on the poison rate), and leave the remaining pool of attackers to 80-20, where each attacker contributes 80% of their data to the dataset pool.

There are two main parameters that we vary to analyse the multi-agent backdoor attack success rate: the poison rate \( p \) and the trigger label. We isolate the attack parameters to abstract out the findings towards agent dynamics and strategy changes. We show these results in Tables 1 and 2.

### Varying poison rate \( p \)
In the first scenario (Table 1), we evaluate the multi-agent attack success rate for results, when an attacker selects a poison rate \( p \), then the resulting ASR when all agents increase \( p \) to 0.9.

| Agent | Attacker0 | Attacker1 | Attacker2 | Attacker3 | Attacker4 | Attacker0 | Attacker1 | Attacker2 | Attacker3 | Attacker4 |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Poison rate | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| Trigger label | | | | | | | | | | |
| Single Acc. | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 |
| Multi ASR | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 | 95.3 |

Table 1: How ASR% varies with the poison rate: We first show an increase in the number of attackers with constant poison rate \( p = 0.2 \). When \( n = 5 \), we show the sensitivity of the ASR of each agent when all agents increase \( p \) to 0.9.

For \( x \in \{X_{selected}\} \) train-time sub-dataset inputs where \( \|\{X_{selected}\}\|_2 = p_0 \|X\|_2 \), given that \( l \) is a binary mask where it is 1 at the location of a perturbation and 0 everywhere else, \( dim \) are the dimensions of the input, \( \odot \) is for element-wise product, and the attacker generates a trigger pattern \( m = \text{random}\_\text{array}(\text{dim}, p_1, p_2) \), such that \( x_{\text{backdoor}} = x \odot (1 - l) + m \odot l \).

In our case of images, we randomly sample the colours of the perturbations. To simplify the analysis for results, when an attacker selects a poison rate \( p \), then \( p_0 = p_1 = p_2 = p \). As all these parameters scale between 0 to 1, we use the poison rate value ranging from 0 to 1 to set the values of all 3.

#### Backdoor defense algorithms.
Given that adversarial training is an extremely common and overlapping defense being used in single-agent adversarial attacks, single-agent backdoor attacks, and multi-agent poisoning attacks, we will use it as the baseline defense for the multi-agent backdoor attack to observe its efficacy. Some of the properties of adversarial training is an increase in the total size of the dataset per training step, and this would naturally dilute the frequency of a trigger from an attacker. To compensate for dilution effects and changes to the feature distribution, we also include the data augmentation as an additional baseline defense.

#### Parameters.
The only parameters we adjust and report in the paper are the poison rate and trigger label. We hold the defender’s train-test split constant at 80(train)-20(test). We hold the train-test split of the attackers to be 80-20, where each attacker contributes 80% of their data to the dataset pool (and the proportion of the sub-dataset that is backdoored depends on the poison rate), and leave the remaining 20% of their data to be evaluated in test-time by the defender (poison rate is 1.0). For the data pool, the defender-attacker split is 40-60, where we allocate 40% to of the data pool to be contributed by the defender, and the remaining pool is contributed equally by the number of attackers in the game. We hold the contributed limit constant, to prevent excessive dilution by a single attacker by default; changes in poison rate reflect divergences in the proportions of poisoned inputs between attackers within the data pool. We found that training ResNet-18 for 50 epochs with a batch size of 32 is sufficient to attain a high training and test accuracy, and use this epoch count for all training. We hold the poison rate to be 0.2 unless otherwise specified; this applies to the default poison rate by each attacker, and the poison rate used in our agent augmentation defense.

### 4 Experiments

#### 4.1 Increasing the Number of Attackers

**Research Question 1:** Does the insertion of additional agents to the backdoor attack setting have adverse effects on the defender and other attackers?

There are two main parameters that we vary to analyse the multi-agent backdoor attack success rate: the poison rate \( p \) and the trigger label \( classy \). We isolate the attack parameters to abstract out the findings towards agent dynamics and strategy changes. We show these results in Tables 1 and 2.

#### Varying poison rate \( p \)
in the first scenario (Table 1), we evaluate the multi-agent attack success rates with respect to a change in poison rate. (1) We first hold the poison rate constant, and show a
drop in attack success rate for each attacker as soon as multiple attackers with the same poison rate are introduced. We refer to this as the backfiring effect, where the introduction of additional attackers reduces the importance of the presence of the trigger. (2) We then analyze what happens when attackers increase their individual $p$, increasing the aggressiveness of their attack. Unsurprisingly, when a single attacker increases their own $p$, ASR improves for the aggressor and weakens for the others. (3) When all the attackers escalate their poison rate, they all weaken their ASR collectively. Once attackers start to escalate or aggressively poison the dataset to gain significant attack success rate, they collectively achieve what we might refer to as mutually assured destruction (MAD). The perturbations are no longer imperceptible (e.g. could be detected by clustering methods). If we introduce different variations (e.g. different poison rate, identical triggers), the change in attack success rate may be uneven between the attackers, but in general there is a significant drop in each of their attack success rates compared to before they performed the attack. Collaboration cannot be taken as an assumed workaround, as any attempt to attack the attack success rate of other attackers requires either novel techniques (which would be eventually known by others, and this arbitrage is nullified when number of attackers tend to action set) or increasing attack aggressiveness (which is shown to lead to MAD). Cooperation may not resolve this scenario either, as betraying cooperating agents may favour individual agents, thus even in a cooperating environment each attacker in attempting to maximize their personal ASR would minimize the collective ASR.

**Varying trigger label.** In the second scenario (Table 2), we vary the trigger label. (1) We first hold the trigger labels all constant. As all the attackers are aiming for the same target class, they are all mutually diluting the saliency of their respective trigger pattern in the distribution of salient features for that target class. (2) We then have each attacker having a distinctly different label. The ASR is still lower than if they were individual attackers.

Adjusting the poison rate and trigger label has demonstrated that changing the distribution of features salient to the target class is the main cause for a loss in ASR for attackers in a multi-agent setting. Using the same label introduces additional features paired to the target class, and increasing the poison rate broadens the distribution of features. We observe that the incorporation of multiple attackers in itself acts as a natural defense against multi-agent backdoor attacks, hence there is utility in finding properties that can be transferred so as to construct defenses.

### 4.2 Agent-Aware Defenses

In this section, we evaluate two new data-based defenses which leverage the multi-agent scenario: (i) **Agent Augmentation** and (ii) **Agent Indexing**. To provide a baseline and control, we also compare a data-based backdoor defense, data augmentation (Borgnia et al., 2021) with CutMix (Yun et al., 2019).

#### 4.2.1 Agent Augmentation

**Research Question 2:** Can defenders exploit the backfiring effect to defend their standard accuracy and robustness accuracy?

In agent augmentation, a defender simulates the presence of fake backdoor-attackers: defenders introduce simulated “triggered” samples in the training data, but do not alter the samples’ true labels. This leads in training to a disassociation between the presence of simulated triggers and true attacker’s triggers, reducing the importance of harmful triggers for the classification. Defenders can insert

---

**Table 2:** How ASR% varies with the selection of trigger labels: We first keep all the trigger labels selected by the agents constant, then switch the trigger labels such that each agent selects a unique label.
We attribute the success of the agent-aware defenses to the management of the distribution of salient features between multiple agents. We provide further explanation on this in the Appendix, as well as reside in the remaining sub-dataset (which may not be the case if there was large distributional shift). To remain high, since the salient features that would have existed in the removed sub-dataset also found to have minimal distribution shift. Hence, for these datasets the standard accuracy can continue to be high, since the salient features that would have existed in the removed sub-dataset also reside in the remaining sub-dataset (which may not be the case if there was large distributional shift).

We attribute the success of the agent-aware defenses to the management of the distribution of salient features between multiple agents. We provide further explanation on this in the Appendix, as well as elaborate on extensions of the defenses.

| No. of attackers \(N\) | \(N=1\) | \(N=2\) | \(N=3\) | \(N=10\) | \(N=100\) |
|-------------------------|--------|--------|--------|--------|--------|
| MNIST                   |        |        |        |        |        |
| Pre-defense             | 96.3 ± 0.00 (96.1) | 45.0 ± 4.45 (89.6) | 15.5 ± 2.74 (87.6) | 8.59 ± 2.27 (72.2) | 5.07 ± 2.89 (68.4) |
| Data Augmentation       | 55.6 ± 2.77 (85.3) | 23.6 ± 2.12 (84.1) | 9.2 ± 0.67 (80.4) | 3.2 ± 0.32 (80.3) | 3.0 ± 0.16 (74.6) |
| Agent Augmentation      | 1.97 ± 0.18 (82.6) | 1.42 ± 0.17 (82.7) | 1.29 ± 0.29 (79.4) | 1.21 ± 0.32 (78.2) | 1.44 ± 0.29 (75.1) |
| Agent Indexing          | 2.1 ± 0.08 (90.1)  | 1.8 ± 0.08 (89.1)  | 1.4 ± 0.12 (81.2)  | 1.3 ± 0.16 (87.4)  | 1.9 ± 1.26 (88.5)  |
| CIFAR-10                |        |        |        |        |        |
| Pre-defense             | 92.5 ± 0.00 (92.6) | 45.4 ± 2.95 (89.4) | 22.3 ± 1.38 (88.6) | 12.7 ± 1.48 (79.2) | 9.3 ± 1.34 (74.5) |
| Data Augmentation       | 45.8 ± 5.96 (84.5) | 36.0 ± 12.57 (85.2) | 17.8 ± 12.84 (82.0) | 14.3 ± 13.03 (78.9) | 7.8 ± 18.09 (72.7) |
| Agent Augmentation      | 2.6 ± 0.15 (89.3)  | 2.7 ± 0.45 (87.4)  | 0.6 ± 0.04 (86.9)  | 0.2 ± 0.16 (76.3)  | 0.1 ± 1.29 (15.1)  |
| Agent Indexing          | 4.5 ± 0.00 (87.6)  | 7.4 ± 0.05 (86.5)  | 3.7 ± 2.08 (89.3)  | 2.1 ± 2.10 (85.3)  | 2.2 ± 1.80 (82.1)  |

Table 3: How standard and robustness accuracy varies with different defenses: The number of malicious attackers \(N\) range from 1 to 100. The standard accuracy (classification accuracy of clean inputs from the data pool) is in parentheses (%). We measure robustness accuracy based on what the mean ASR and standard deviation of ASR \((\mu_{\text{ASR}} \pm \sigma_{\text{ASR}})\) of the \(N\) attackers. Data augmentation is the baseline defense, while agent augmentation and indexing are the evaluated defenses.

backdoor triggers into subsets of their clean dataset (the sub-dataset that the defender contributes). To evaluate agent augmentation, we allocate 40% of the defender’s contributed sub-dataset to be clean, and the remaining 60% of samples to be poisoned with defender-generated triggers. The defender sets the number of simulated attackers \(n\), then generates unique random trigger patterns (one per attacker) using the procedure described in Section 5.2. Each of the \(n\) simulated attackers is allocated an equal amount of samples out of the total 60%; we set the poison rate of simulated attackers \(p = 0.2\).

**Results.** We report the results for agent augmentation in Table 3. We notice how using data augmentation with CutMix reduces the mean attack success rate, confirming the results in Borgnia et al. [2021]. The low standard deviation of the attack success rate of attackers inform us that we defenses block the backdoor attacks across the attackers collectively. Given this baseline, we find that the proposed agent-aware defense, agent augmentation, achieves better robustness against attackers in lowering the ASR. The mean ASR remains low across the number of natural attackers, and the low variance indicates that the suppression of ASR is collective, suggesting a successful incorporation of the backfiring effect as a robustness measure in multi-agent backdoor settings.

### 4.2.2 Agent Indexing

**Research Question 3:** Can defenders execute an agent-specific defense that retains high robustness accuracy without introducing variations to its dataset?

In agent indexing, the defender leverages exact knowledge about the presence of various agents to isolate the learning effects introduced by data provided by specific agents (including triggers). In this case, we assume that the number of agents that interact in the system is known and that at inference-time the defender knows which agent provided the sample to run inference on. In practice, for agent indexing, rather than training a single model with all the available data, the defender trains a set of models, one for each agent in the system. For an agent \(i\), its corresponding model will only be trained on data provided by different agents \(j, i \neq j\). At inference time, the defender selects which model to use based on the agent requesting the inference. We discuss further the applicability of this scenario in Appendix.

**Results.** We report the results for agent indexing in Table 3. We observe an improved standard accuracy on clean inputs during inference-time. The average ASR decreases significantly compared to the baseline, a decrement comparable to agent augmentation. The decrease in standard accuracy in the cases of MNIST and CIFAR-10 is smaller for agent indexing compared to the defenses that introduce perturbations to the dataset. We suspect this is due to a lack of large sub-population shifts within the dataset. Studies that craft new test sets similar to CIFAR-10 (Recht et al., 2019), for example, are found to have minimal distribution shift. Hence, for these datasets the standard accuracy can continue to remain high, since the salient features that would have existed in the removed sub-dataset also reside in the remaining sub-dataset (which may not be the case if there was large distributional shift).

We attribute the success of the agent-aware defenses to the management of the distribution of salient features between multiple agents. We provide further explanation on this in the Appendix, as well as elaborate on extensions of the defenses.
4.3 Limitations

**Trigger Type and Labelling.** While we focus on using random squared trigger patterns in this work, this is by no means an exhaustive enumeration of the different types of triggers that can be used. In fact, various triggers have been proposed, such as checkerboard (Gu et al., 2019a), low-variance perturbations (Tanay et al., 2018), simple squares or dots (Tran et al., 2018; Truong et al., 2020), clean-label triggers (Shafahi et al., 2018b; Zhu et al., 2019b) and even attacks with other arbitrary-looking triggers (Zhu et al., 2019b; Liu et al., 2017). We also considered that attackers control the labelling process, which may be a limiting factor when the process is controlled by the defender.

**Co-operating Attackers.** We do not consider the possibility that attackers are colluding with each other to achieve a common goal. This possibility may have an impact in particular if the attackers are able to register multiple agents under different identities, and could therefore control multiple agents as a consequence (akin to (Hayes and Ohrimenko, 2018)). Agent indexing in particular would not work when two attackers communicate beforehand to share their trigger and target label, as isolating one of them is not enough to prevent the attack from happening. Similarly, we only consider a model where each attacker operates selfishly, with no adaptation for the presence of other attackers: each attacker only optimizes their own ASR; in practice more complex strategies might be possible.

**Known Agent Index.** In many scenarios, assuming that a defender can accurately map identities of agents with run-time inferences might not hold. This defence holds when the number of parties interacting with a system is known a priori and there are obstacles to signing up a new party to contribute to the shared dataset. In the Appendix, we share potential paths to unknown agent indexing.

5 Conclusion

Our work identifies a gap in deep learning robustness research with respect to multi-agent contexts. We evaluated the multi-agent backdoor attack setting where multiple attacks may contribute backdoor-triggered inputs to compromise classification accuracy of defenders. We have uncovered a backfiring effect, which we were able to leverage to generate 2 defenses: agent augmentation, and agent indexing.

6 Broader Impact

Machine learning robustness has been extensively researched in recent years so as to facilitate secure and trustworthy deployment of models in the real-world. While our work contributes to the growing base of knowledge of how to compromise such models, particularly in open environments such as the Internet (e.g. the applications of our work can affect crowdsourcing, financial trading), it also proposes methods to counter such attacks. We believe by understanding these harms, we can contribute towards sophisticated and well-understood defenses that in the long run will protect such systems against malicious agents.
References

Scott Alfeld, Xiaojin Zhu, and Paul Barford. 2016. Data poisoning attacks against autoregressive models. *Proceedings of the AAAI Conference on Artificial Intelligence*, 30(1).

Eugene Bagdasaryan and Vitaly Shmatikov. 2021. Blind backdoors in deep learning models. In *USENIX Security*.

Eugene Bagdasaryan, Andreas Veit, Yiqing Hua, Deborah Estrin, and Vitaly Shmatikov. 2020. How to backdoor federated learning. In *Proceedings of the Twenty Third International Conference on Artificial Intelligence and Statistics*, volume 108 of *Proceedings of Machine Learning Research*, pages 2938–2948. PMLR.

Battista Biggio, Blaine Nelson, and Pavel Laskov. 2012. Poisoning attacks against support vector machines. In *Proceedings of the 29th International Conference on International Conference on Machine Learning*, ICML’12, page 1467–1474. Omnipress.

Eitan Borgnia, Valeriia Cherepanova, Liam Fowl, Amin Ghiasi, Jonas Geiping, Micah Goldblum, Tom Goldstein, and Arjun Gupta. 2021. Strong data augmentation sanitizes poisoning and backdoor attacks without an accuracy tradeoff. In *ICASSP 2021 - 2021 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 3855–3859.

Yue Cao, Mingsheng Long, and Jianmin Wang. 2018. Unsupervised domain adaptation with distribution matching machines. In *AAAI*, pages 2795–2802.

Alvin Chan and Yew-Soon Ong. 2019. Poison as a cure: Detecting & neutralizing variable-sized backdoor attacks in deep neural networks.

Bryant Chen, Wilka Carvalho, Nathalie Baracaldo, Heiko Ludwig, Benjamin Edwards, Taesung Lee, Ian Molloy, and Biplav Srivastava. 2018. Detecting backdoor attacks on deep neural networks by activation clustering.

Huili Chen, Cheng Fu, Jishen Zhao, and Farinaz Koushanfar. 2019. Deepinspect: A black-box trojan detection and mitigation framework for deep neural networks. In *Proceedings of the Twenty-Eighth International Joint Conference on Artificial Intelligence, IJCAI-19*, pages 4658–4664. International Joint Conferences on Artificial Intelligence Organization.

Xinyun Chen, Chang Liu, Bo Li, Kimberly Lu, and Dawn Song. 2017. Targeted backdoor attacks on deep learning systems using data poisoning.

Zheyi Chen, Pu Tian, Weixian Liao, and Wei Yu. 2021. Towards multi-party targeted model poisoning attacks against federated learning systems. *High-Confidence Computing*, page 100002.

Minghong Fang, Xiaoyu Cao, Jinyuan Jia, and Neil Gong. 2020. Local model poisoning attacks to byzantine-robust federated learning. In *29th USENIX Security Symposium (USENIX Security 20)*, pages 1605–1622. USENIX Association.

Chelsea Finn, Pieter Abbeel, and Sergey Levine. 2017. Model-agnostic meta-learning for fast adaptation of deep networks. In *Proceedings of the 34th International Conference on Machine Learning*, volume 70 of *Proceedings of Machine Learning Research*, pages 1126–1135. PMLR.

Yansong Gao, Bao Gia Doan, Zhi Zhang, Sigi Ma, Jiliang Zhang, Anmin Fu, Surya Nepal, and Hyounghick Kim. 2020. Backdoor attacks and countermeasures on deep learning: A comprehensive review.

Yansong Gao, Change Xu, Derui Wang, Shiping Chen, Damith C Ranasinge, and Surya Nepal. 2019. Strip: A defence against trojan attacks on deep neural networks. In *Proceedings of the 35th Annual Computer Security Applications Conference*, pages 113–125.

Jonas Geiping, Liam Fowl, Gouthami Somepalli, Micah Goldblum, Michael Moeller, and Tom Goldstein. 2021. What doesn’t kill you makes you robust(er): Adversarial training against poisons and backdoors.

Arthur Gretton, Karsten M. Borgwardt, Malte J. Rasch, Bernhard Schölkopf, and Alexander Smola. 2012. A kernel two-sample test. *Journal of Machine Learning Research*, 13(25):723–773.
Tianyu Gu, Kang Liu, Brendan Dolan-Gavitt, and Siddharth Garg. 2019a. Badnets: Evaluating backdooring attacks on deep neural networks. *IEEE Access*, 7:47230–47244.

Tianyu Gu, Kang Liu, Brendan Dolan-Gavitt, and Siddharth Garg. 2019b. Badnets: Evaluating backdooring attacks on deep neural networks. *IEEE Access*, 7:47230–47244.

Jamie Hayes and Olga Ohrimenko. 2018. Contamination attacks and mitigation in multi-party machine learning. In *Advances in Neural Information Processing Systems*, volume 31. Curran Associates, Inc.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2015. Deep residual learning for image recognition. *arXiv preprint arXiv:1512.03385*.

Yann N. Dauphin, David Lopez-Paz, Hongyi Zhang, Moustapha Cisse. 2018. Mixup: Beyond empirical risk minimization. *International Conference on Learning Representations*.

Anbu Huang. 2020. Dynamic backdoor attacks against federated learning.

Matthew Jagielski, Alina Oprea, Battista Biggio, Chang Liu, Cristina Nita-Rotaru, and Bo Li. 2021. Manipulating machine learning: Poisoning attacks and countermeasures for regression learning.

Yujie Ji, Xinyang Zhang, Shouling Ji, Xiapu Luo, and Ting Wang. 2018. Model-reuse attacks on deep learning systems. In *Proceedings of the 2018 ACM SIGSAC Conference on Computer and Communications Security*, pages 349–363.

Pang Wei Koh and Percy Liang. 2017. Understanding black-box predictions via influence functions. In *Proceedings of the 34th International Conference on Machine Learning*, volume 70 of *Proceedings of Machine Learning Research*, pages 1885–1894. PMLR.

Alex Krizhevsky. 2009. Learning multiple layers of features from tiny images.

Yann LeCun and Corinna Cortes. 2010. MNIST handwritten digit database.

Yingqi Liu, Wen-Chuan Lee, Guanhong Tao, Shiqing Ma, Yousra Aafer, and Xiangyu Zhang. 2019. Abs: Scanning neural networks for back-doors by artificial brain stimulation. In *Proceedings of the 2019 ACM SIGSAC Conference on Computer and Communications Security*, pages 1265–1282.

Yingqi Liu, Shiqing Ma, Yousra Aafer, Wen-Chuan Lee, Juan Zhai, Weihang Wang, and Xiangyu Zhang. 2017. Trojaning attack on neural networks.

Yingqi Liu, Shiqing Ma, Yousra Aafer, Wen-Chuan Lee, Juan Zhai, Weihang Wang, and Xiangyu Zhang. 2018. Trojaning attack on neural networks. In *NDSS*. The Internet Society.

Yunfei Liu, Xingjun Ma, James Bailey, and Feng Lu. 2020. Reflection backdoor: A natural backdoor attack on deep neural networks.

G. Lovisotto, S. Eberz, and I. Martinovic. 2020. Biometric backdoors: A poisoning attack against unsupervised template updating. In *2020 IEEE European Symposium on Security and Privacy (EuroS&P)*, pages 184–197.

Saeed Mahloujifar, Mohammad Mahmoody, and Ameer Mohammed. 2018. Multi-party poisoning through generalized p-tampering.

Saeed Mahloujifar, Mohammad Mahmoody, and Ameer Mohammed. 2019. Universal multi-party poisoning attacks. In *Proceedings of the 36th International Conference on Machine Learning*, volume 97 of *Proceedings of Machine Learning Research*, pages 4274–4283. PMLR.

Adnan Siraj Rakin, Zhezhi He, and Deliang Fan. 2020. Tbt: Targeted neural network attack with bit trojan. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, pages 13198–13207.

Benjamin Recht, Rebecca Roelofs, Ludwig Schmidt, and Vaishaal Shankar. 2019. Do ImageNet classifiers generalize to ImageNet? In *Proceedings of the 36th International Conference on Machine Learning*, volume 97 of *Proceedings of Machine Learning Research*, pages 5389–5400. PMLR.
Aniruddha Saha, Akshayvarun Subramanya, and Hamed Pirsiavash. 2020. Hidden trigger backdoor attacks. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 34, pages 11957–11965.

Ali Shafahi, W Ronny Huang, Mahyar Najibi, Octavian Suciu, Christoph Studer, Tudor Dumitras, and Tom Goldstein. 2018a. Poison frogs! targeted clean-label poisoning attacks on neural networks. arXiv preprint arXiv:1804.00792.

Ali Shafahi, W. Ronny Huang, Mahyar Najibi, Octavian Suciu, Christoph Studer, Tudor Dumitras, and Tom Goldstein. 2018b. Poison frogs! targeted clean-label poisoning attacks on neural networks. In Proceedings of the 32nd International Conference on Neural Information Processing Systems, NIPS’18, page 6106–6116, Red Hook, NY, USA. Curran Associates Inc.

Ananda Theertha Suresh, Brendan McMahan, Peter Kairouz, and Ziteng Sun. 2019. Can you really backdoor federated learning?

Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich. 2015. Explaining and harnessing adversarial examples. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 1–9.

Thomas Tanay, Jerone TA Andrews, and Lewis D Griffin. 2018. Built-in vulnerabilities to imperceptible adversarial perturbations. arXiv preprint arXiv:1806.07409.

Brandon Tran, Jerry Li, and Aleksander Madry. 2018. Spectral signatures in backdoor attacks. In Advances in Neural Information Processing Systems, volume 31. Curran Associates, Inc.

Loc Truong, Chace Jones, Brian Hutchinson, Andrew August, Brenda Praggastis, Robert Jasper, Nicole Nichols, and Aaron Tuor. 2020. Systematic evaluation of backdoor data poisoning attacks on image classifiers. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops, pages 788–789.

A. F. M. Shahab Uddin, Mst. Sirazam Monira, Wheemyung Shin, TaeChoong Chung, and Sung-Ho Bae. 2020. Saliencymix: A saliency guided data augmentation strategy for better regularization.

Bolun Wang, Yuanshun Yao, Shawn Shan, Huiying Li, Bimal Viswanath, Haitao Zheng, and Ben Y. Zhao. Neural cleanse: Identifying and mitigating backdoor attacks in neural networks IEEE Symposium on Security and Privacy.

Hongyi Wang, Kartik Sreenivasan, Shashank Rajput, Harit Vishwakarma, Saurabh Agarwal, Jy-yong Sohn, Kangwook Lee, and Dimitris Papailiopoulos. 2020. Attack of the tails: Yes, you really can backdoor federated learning In Advances in Neural Information Processing Systems, volume 33, pages 16070–16084. Curran Associates, Inc.

Huang Xiao, Battista Biggio, Gavin Brown, Giorgio Fumera, Claudia Eckert, and Fabio Roli. 2015. Is feature selection secure against training data poisoning? In Proceedings of the 32nd International Conference on Machine Learning, volume 37 of Proceedings of Machine Learning Research, pages 1689–1698, Lille, France. PMLR.

Qixue Xiao, Kang Li, Deyue Zhang, and Weilin Xu. 2018. Security risks in deep learning implementations. In 2018 IEEE Security and Privacy Workshops (SPW), pages 123–128. IEEE.

Yuanshun Yao, Huiying Li, Haitao Zheng, and Ben Y Zhao. 2019. Latent backdoor attacks on deep neural networks. In Proceedings of the 2019 ACM SIGSAC Conference on Computer and Communications Security, pages 2041–2055.

Chaohui Yu, Jindong Wang, Chang Liu, Tao Qin, Renjun Xu, Wenjie Feng, Yiqiang Chen, and Tie-Yan Liu. 2020. Learning to match distributions for domain adaptation.

Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, Junsuk Choe, and Youngjoon Yoo. 2019. Cutmix: Regularization strategy to train strong classifiers with localizable features. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV).
Chen Zhu, W Ronny Huang, Hengduo Li, Gavin Taylor, Christoph Studer, and Tom Goldstein. 2019a. Transferable clean-label poisoning attacks on deep neural nets. In International Conference on Machine Learning, pages 7614–7623. PMLR.

Chen Zhu, W. Ronny Huang, Hengduo Li, Gavin Taylor, Christoph Studer, and Tom Goldstein. 2019b. Transferable clean-label poisoning attacks on deep neural nets. In Proceedings of the 36th International Conference on Machine Learning, volume 97 of Proceedings of Machine Learning Research, pages 7614–7623. PMLR.
7 Appendix

In this appendix, we illustrate our explanations to attribute the low likelihood of a successful multi-agent backdoor attack as well as the success of the agent-aware defenses.

7.1 Dynamics underlying Agent-aware defences

As a backdoor attack by an attacker \( \mathcal{I} \) creates a set of synthetic non-semantically-relevant salient features by generating a unique pattern appearing sufficiently frequently for a specific class, we can consider a probability density function \( \text{pdf} \) of a specific class label \( Y \), and extract features from inputs of this class \( \text{features}_Y \), such that the probability of a set of features \( \text{features}_Y \) contributed by agent \( i \) that would pertain to class \( Y \) is \( \text{pdf}(\text{features}_Y, Y, i) \). The attacker would like to maximize the probability of their backdoor trigger along this function. However, with more attackers entering the data pool, the final probability density function tends to approximate \( \bigcup_{i \in ||D||_2} \text{pdf}(\text{features}_Y, Y, i) \).

This becomes a risk when the salient feature distribution intended by the attacker does not align with the joint salient feature distribution of the collective data pool. The loss in backdoor ASR that we have observed (Tables 1, 2) is caused by a divergence between the distribution of salient features provisioned by attacker \( i \) and the joint distribution of salient features provisioned by all the agents, with respect to a class \( Y \). The backdoor trigger has been diluted as a salient feature and is no longer salient to trigger a specific label. In other words, to block this attack, the defender would like to optimally maximize the backfiring effect, which we measure as the divergence between the \( \text{pdf} \) of the sub-dataset of attacker \( j \) against the joint \( \text{pdf} \):

\[
\max \text{ divergence } \left( \text{pdf}(\text{features}_Y, Y, j), \bigcup_{i \in ||D||_2} \text{pdf}(\text{features}_Y, Y, i) \right)
\] (1)

The divergence is naturally wide with the inclusion of more attackers without additional intervention from defenders. Attackers cannot resolve or find a collectively high ASR in a non-cooperative \( N \) Attackers vs. \( N \) Attackers setting, thus this limits the collective ASR of attackers and maximizes standard and robustness accuracy of defenders. To further maximize the defender goals, the defender can take steps to increase this divergence by manipulating the joint feature distribution of each class \( \bigcup_{i \in ||D||_2} \text{pdf}(\text{features}_Y, Y, i) \) with respect to the inferencing agent.

**Manipulating the divergence to defend.** Though both agent augmentation and data augmentation have the intention of introducing variability to \( \bigcup_{i \in ||D||_2} \text{pdf}(\text{features}_Y, Y, i) \) compared to without any defensive intervention, the latter introduces unfavourable variability to the task of backdoor defense in a multi-agent setting. The distribution of salient features \( \text{pdf}(\text{features}_Y, Y, i) \) can be decomposed into trigger-originated features \( \text{features}_Y^{\text{backdoor}} \) and source input features \( \text{features}_Y^{\text{clean}} \) (features that are likely to be semantically-relevant to the label \( Y \)). In order words, we can reformulate the defender’s agent-specific defense objective as:

\[
\max \text{ divergence } \left( \left( \text{pdf}(\text{features}_Y^{\text{clean}}, Y, j) \cup \text{pdf}(\text{features}_Y^{\text{backdoor}}, Y, j) \right), \bigcup_{i \in ||D||_2} \left( \text{pdf}(\text{features}_Y^{\text{clean}}, Y, j) \cup \text{pdf}(\text{features}_Y^{\text{backdoor}}, Y, i) \right) \right)
\] (2)

In the case of agent augmentation, the salience of semantically-relevant or clean features are not reduced; the number of backdoor features is increased, and thus the distribution of backdoor features that are salient to the class \( Y \) is diluted evenly. This renders all backdoor trigger features (both natural and synthetic) to be less salient. In contrast, CutMix (data augmentation) reduces the saliency...
of semantically-relevant features. It is known that CutMix attempts to increase generalizability of models by cutting random portions of images and appending them onto other inputs such that the learned feature distribution for a class accepts a broader range of features, including features from other classes such as textures and background elements (Uddin et al., 2020). For example, despite the trigger patterns appended onto an input in agent augmentation, there are other features that reside in inputs of class $Y$ and are unique to class $Y$. However, CutMix transposes those unique features onto other classes $Y^* \neq Y$.

### 7.2 Agent Indexing when the index is unknown

Agent indexing is an agent-adaptive defense where we adapt the weights of the model based on a single inference-time instance such that the weights of the model do not carry information from the feature distribution of the agent that we estimate has generated the inference-time instance. If an attacking agent $i$ passes an input instance to the defender’s model in inference-time, if we can correctly index this agent and identify the sub-dataset that $i$ contributed during the training phase, we can adjust the parameters of the model such that it does not contain or reference the feature distribution of the sub-dataset of $i$.

We formulate the optimal parameters of the model $\theta^*$ for a given input instance $x^*$ as being dependent on updating the weights of the model to not contain information from the sub-dataset $d_i$ most distributionally similar to $x^*$. We use an arbitrary distribution similarity function $\text{similarity}$ to compute the similarity between the instance and each sub-dataset $d_i$ to identify the most similar distribution. If the defender uniquely identifies each agent it interacts with, then it does not need to probabilistically estimate the distribution similarity, and instead $\text{similarity}$ is a boolean function of whether the agent index of $x^*$ is equal to an index $i$ of sub-dataset. In a backdoor setting, the defender can make use of spectral signatures (Tran et al., 2018) or activation clustering (Chen et al., 2018), which are known methods of identifying backdoor triggers in backdoor-triggered distributions. If the defender expects significant domain shift, they could also consider using domain similarity matching metrics, such as maximum mean discrepancy (MMD) (Gretton et al., 2012), Learning 2 Match (Yu et al., 2020), Distribution Matching Machine (Cao et al., 2018), KL-divergence, or Jensen-Shannon divergence. Once a matching sub-distribution has been identified, an arbitrary $\text{Update}$ procedure is executed to update the weights of the model. This can come in the form of complete re-training on a filtered dataset, loading suitable pre-trained weights from a set of pre-trained weights of all the enumerated combinations of sub-datasets, or perform a meta-gradient update on weights (Finn et al., 2017).

$$\theta^* := \text{Update}(\theta, \{d\})$$

for $d \in (D \setminus d_{i^*})$

where $i^* = \arg \max_{i \in ||D||_2} \text{similarity}(x^*, d_i)$

(3)

To evaluate this defense hypothesis, we presume that in our setting each agent has a unique primary key/identifier, and we can index or uniquely identify the agent during the training process and inference process, hence the $\text{similarity}$ function deterministically returns the sub-dataset of the agent $i$ to ignore. Our $\text{Update}$ function retrains the whole model on a dataset that filters out the sub-dataset of attacker $i$. 
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