Low energy range dielectronic recombination of Fluorine-like Fe$^{17+}$ at the CSRm*
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Abstract: The accuracy of dielectronic recombination (DR) data for astrophysics related ions plays a key role in astrophysical plasma modeling. The absolute DR rate coefficient of Fe$^{17+}$ ions was measured at the main cooler storage ring at the Institute of Modern Physics, Lanzhou, China. The experimental electron-ion collision energy range covers the first Rydberg series up to $n = 24$ for the DR resonances associated with the $2P_{3/2} \rightarrow 2P_{3/2} \Delta n = 0$ core excitations. A theoretical calculation was performed by using FAC code and compared with the measured DR rate coefficient. Overall reasonable agreement was found between the experimental results and calculations. Moreover, the plasma rate coefficient was deduced from the experimental DR rate coefficient and compared with the available results from the literature. At the low energy range, significant discrepancies were found, and the measured resonances challenge state-of-the-art theory at low collision energies.
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1 Introduction

Astrophysical plasmas can be divided into two broad classes: photoionized plasma and collisionally ionized plasma [1]. Photoionized plasma forms in the media surrounding cosmic sources such as active galactic nuclei (AGN), cataclysmic variable stars and X-ray binaries, where the ionization is because of photons [2]. However, collisionally ionized plasma is mostly found in solar coronae, supernova remnants, galaxies and in the intercluster medium in clusters of galaxies, where the ionization is by electron impact [3]. In order to understand the properties of astrophysical plasmas, a new generation of X-ray observatories, such as ASCA (JAXA) [4], Chandra (NASA) [5] and XMM-Newton (ESA) [6], have been launched to observe the high resolution X-ray spectra from various cosmic sources. All the observed spectra have to be interpreted by plasma modelling. However, most of the input atomic data for the plasma modeling are from theory. For electron-ion collision processes in astrophysical plasmas, dielectronic recombination (DR) is one of the important recombination processes, determining the charge state distribution and ionization balance. Therefore, precise DR rate coefficients are an issue of major concern for astrophysical plasma modeling [7–10]. In the case of collisionally ionized plasma, theoretical DR data are now available in the literature [3, 11, 12] with rather good agreement with the experimental data for plasma modeling [13]. To use this available atomic data for X-ray astrophysics implications, atomic databases such as XSPEC [14], AtomDB version 1.3 and AtomDB version 2.0 [15] are widely used to model astrophysical plasmas. However, for DR in photoionized plasma in the low-energy range, the modeling is mostly
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based on theoretical predictions and calculations, and many theories cannot provide sufficiently precise DR rate coefficients [16]. In addition, the recent experimental approach for low energy range DR investigation has also shown that earlier computations of low temperature DR rate coefficients are not accurate [17–19]. To model the line emission, thermal and ionization structures of plasmas, astrophysicists require accurate benchmark atomic data from electron-ion recombination experiments [20].

Iron is the most abundant heavy element in astrophysical plasmas and is very important in astrophysics [9, 21]. High resolution X-ray spectra from ∼ 14 Å to ∼ 17 Å have been observed from different active galactic nuclei (AGN) such as the luminous quasar IRAS 13349+2438 [22] and Seyfert 1 galaxy NGC-3783 [23]. The rich absorption features contributed by iron ions have been seen in these spectra, when analyzed using photoionization codes CLOUDY [24] and XSTAR [25]. However, large discrepancies are found between the observed spectra and the results obtained from available DR theoretical data for iron ions. These discrepancies are due to underestimation of the low-temperature DR rate coefficient by available models for L-shell and M-shell iron ions. In order to solve this problem, electron-ion recombination experiments on different charge states of iron ions have been initiated at the test storage ring (TSR) [7, 26], Heidelberg Germany. The purpose was to provide accurate experimental DR data and reduce the uncertainties in calculations. For the case of F-like iron ions, most of the earlier calculations neglect the contribution from the fine structure 2p$_{3/2}$–2p$_{1/2}$ excitations, which have been shown to be very important for the low-temperature DR rate coefficient [27]. Especially for photoionized plasma modeling, the inclusion of fine-structure excitation is very important for producing a reliable DR rate coefficient [26, 28, 29]. The other important astrophysical aspect of the fluorine-like ions forming neon-like ions is the determination of solar and stellar upper atmosphere abundances [30]. Here, we present absolute electron-ion recombination rate coefficients of fluorine-like Fe$^{17+}$ from an experiment at the main cooler storage ring (CSRm) at the Institute of Modern Physics, Lanzhou, China, and also from a theoretical calculation using flexible atomic code (FAC) [31]. It should be noted that the electron-ion merged beams technique at heavy-ion cooler storage rings is the only laboratory method capable of studying DR at low collision energy. It also provides a high resolution with low background measurement of DR for precision atomic spectroscopy [19, 32, 33].

Dielectronic recombination is a two-step process, where one free electron is captured in one of the Rydberg states of the ion with simultaneous excitation of a core electron, producing a doubly excited intermediate state. This process completes when the system stabilizes itself to below ionization threshold by emitting excess energy in form of a photon. Another co-existing recombination process called radiative recombination (RR) also occurs at the same time. RR is the process where one free electron is captured into a bound state of the ion and a photon is emitted. For electron-ion recombination of F-like Fe$^{17+}$, RR can be expressed as

$$\text{Fe}^{17+} + e^- \rightarrow \text{Fe}^{16+} + hv$$

(1)

and DR for $\Delta n = 0$ transitions can be written as

$$\text{Fe}^{17+} (2s^22p^5[2P_{3/2}]) + e^- $$

$$\rightarrow \left\{ \begin{array}{c}
\text{Fe}^{16+} (2s^22p^5[2P_{1/2}]n) \ n = 18, 19, \ldots, \infty \\
\text{Fe}^{16+} (2s2p^6[2S_{1/2}]n) \ n = 6, 7, \ldots \infty
\end{array} \right. $$

(2)

In the present recombination experiment of F-like iron, the experimental electron-ion collision energy range was 0–6 eV in the center of mass frame (c.m). It covers the first Rydberg series associated with the transition $^2P_{3/2} \rightarrow ^2P_{1/2}$, where $n$ is the principal quantum number and can be resolved up to $n = 24$.

The paper is organized as follows. Section 2 gives a brief introduction to the experimental method and data analysis. The experimental, calculated and plasma rate coefficients are presented and discussed in Section 3. A conclusion is given in Section 4.

2 Experimental method

The experiment was performed at the main cooler storage ring (CSRm), at the Institute of Modern Physics, Lanzhou, China [34]. Details about DR experiments at the CSRm have been described in Refs. [18, 35]. Here we just briefly describe the DR experiment of $^{56}\text{Fe}^{17+}$. The F-like $\text{Fe}^{17+}$ ions were produced in the superconducting Electron Cyclotron Resonance (ECR) ion source, and accelerated in the Sector Focused Cyclotron (SFC) up to an energy of $E_{\text{ion}} = 6.08$ MeV/u. After that, the ion beam was injected into the CSRm and stored in the ring. The storage lifetime of the ion beam was around 20 s. The beam current was $I_{\text{ion}} \sim 350$ µA, corresponding to $2.3 \times 10^8$ ions. The electron-cooler was employed to cool the ion beams and also used as an electron-target for the electron-ion recombination experiment. The electron beam was produced at the cathode and collected at the anode of the 35 kV electron cooler (EC-35). The magnetic fields applied at the cathode and cooler section were 1250 Gs and 390 Gs, respectively, allowing adiabatic expansion of the electron beam with expanded diameter of $d \sim 50$ mm.

The circulating ion beam merged with the electron beam to an effective length of 4 m in the electron cooler EC-35 at the CSRm. The mean velocity of the electron
beam was matched to the mean velocity of the ion beam at the cooling point. The detuning voltage $U_d$ was applied to the cathode of the electron cooler to change the electrons’ kinetic energy relative to the ions according to a specific time scheme, i.e., 10 ms detuning and 190 ms of cooling [36]. The recombined ion beam was separated from the primary ion beam in the first dipole magnet downstream the electron cooler. Finally, the recombined Fe$^{16+}$ ions were detected by a scintillator detector (YAP: Ce + PMT) with ~ 100% efficiency [37]. During the whole measurement, a Schottky pick-up system was used to monitor the revolution frequency and longitudinal momentum spread of the ion beam. The momentum spread of the ion beam was deduced to be about $\Delta p/p \sim 3.4 \times 10^{-4}$ from the Schottky spectrum.

Data acquisition was started after 3 seconds of electron cooling following the beam injection. The electron-ion recombination rate coefficient can be determined from

$$\alpha(E) = \frac{R}{N_i n_e (1 - \beta_e \beta_i)} \frac{C}{L},$$

(3)

where $R$ is the count rate, $N_i$ is the number of stored ions, $n_e$ is the density of electron beam, $\beta_e$ and $\beta_i$ are the velocities of the electrons and ions respectively, $C$ is the circumference of the ring, about 161.00 m, and $L$ is length of the interaction region [35]. In order to obtain the recombination rate coefficient, the electron-ion collision energy from the laboratory frame system has to be transformed to the center-of-mass-frame (c.m.) system. To calculate the relative collision energy (i.e., $E_{\text{rel}}$) between electrons and ions in the c.m. system, the following relativistic formula was used

$$E_{\text{rel}} = \sqrt{m_i^2 c^4 + m_e^2 c^4 + 2m_i m_e \gamma_e c^2 (1 - \beta_e \beta_i \cos \theta) - m_i c^2 - m_e c^2},$$

(4)

where $m_i$ and $m_e$ are the masses of ion and electron respectively, $\gamma_e$, $\beta_e$ and $\beta_i$ are Lorentz factors and relativistic factors for ion beam and electron beam, respectively. $c$ is the speed of light and $\theta$ is the angle between the ion and electron beams, which was always optimized to less than 0.1 mrad during measurement.

The space charge effect of the electron-beam was taken into account for calculating the relative collision energy, as the effective electron beam energy ($E_e$) is

$$E_e = -e (U_{\text{catch}} + U_d + U_{\text{sp}})$$

(5)

where $U_d$ is the detuning voltage and $U_{\text{sp}}$ is the space charge potential. The space-charge potential is modelled by the formula

$$U_{\text{sp}}(v_e) = (1 - \zeta) \frac{I_r e m_e c^2}{v_e e^2} \left[ 1 + 2 \ln \left( \frac{b}{a} \right) - \left( \frac{r}{a} \right)^2 \right].$$

(6)

Here $I_r$ is the electron beam current, $r$, the classical electron radius, $m_e$ is the electron rest mass, $c$ is the speed of light, $v_e$ is the electron velocity, $e$ is the elementary charge, $r$ is the distance from the electron beam axis, and $a = 2.8$ cm and $b = 20$ cm are the radii of the electron beam and the cooler tube, respectively. The parameter $\zeta$ accounts for the residual gas ions that are usually trapped in the electron beam. The calculated space-charge potential from the experimental parameters at cooling point was $U_{\text{sp}} \sim 140$ V.

3 Results and discussion

3.1 Electron-ion recombination rate coefficient

Figure 1 shows the electron-ion recombination rate coefficient as a function of electron-ion collision energy for F-like Fe$^{17+}$ ions. The series associated with the $\Delta n = 0$ core excitations from $2s^2 2p^5 (^2P_{3/2})$ nl to $2s^2 2p^5 (^2P_{1/2})$ nl were observed. The resonance positions were obtained from the Rydberg formula

$$E_{\text{res}} = \Delta E - R_y \left( \frac{q}{n} \right)^2,$$

(7)

where $R_y = 13.606$ eV is the Rydberg constant, $q = 17$ is the charge state of the ion, and $\Delta E = 12.7182$ eV is the core excitation energy taken from the NIST database [38]. The first Rydberg series of intermediate Fe$^{16+}$ resonant states are identified from $n=18$ up to $n=24$.

Fig. 1. (color online) Dielectronic recombination rate coefficient for Fe$^{17+}$ ions from measurement (connected blue dots) are compared with a calculation based on FAC code (shaded green area). The yellow triangles indicate calculated Rydberg states associated with $^2P_{1/2} \rightarrow ^2P_{3/2}$ core transitions. The solid red line shows the fitting result for obtaining the temperature of the measured DR rate coefficient at CSRm.

It should be noted that the recombination rate coefficient is obtained by convolution of resonance cross sections $\sigma_d(v)$ with an asymmetrical Maxwell-Boltzmann
distribution function, resembling the distribution of relative velocities between the electrons and the circulating ions, i.e.

$$\alpha(E_{\text{rel}}) = \int \sigma(v) \nu f(\vec{v}, v_{\text{rel}}) d^3\vec{v},$$  \hspace{0.5cm} (8)

where $\sigma(v)$ is the energy-averaged cross section of the DR process. The theoretical cross section of state $d$ is written as

$$\hat{\sigma}_d(v) = \frac{2\pi R_y}{E_d} \frac{a_0^2 g_a}{2g_d} \sum_k A_{\alpha}(d \rightarrow k) \sum_{\tau} A_{\tau}(d \rightarrow \tau^*),$$  \hspace{0.5cm} (9)

where $\hat{\sigma}_d(v)$ is known as the strength of the resonance state $d$ and is defined as the energy integrated cross section, $R_y$ is the Rydberg constant, $E_d$ is the resonance energy, and $a_0$ is the Bohr radius. $g_\alpha$ and $g_d$ are the statistical weights of the initial ionic core and of the intermediate states, and $A_{\alpha}$ and $A_{\tau}$ are autoionization and radiative decay rates, respectively. In summations $k$ denotes all the states which are attainable by autoionization of the intermediate state, $f$ runs over all states below the first ionization threshold, and $\tau'$ includes all states below $d$ [31, 32]. In Eq. (8), the $f(\vec{v}, v_{\text{rel}})$ is a flattened Maxwellian distribution function of the electron beam and is expressed by

$$f(\vec{v}, v_{\text{rel}}) = \frac{m_e}{2\pi k_B T_\perp} \exp \left( -\frac{m_e v^2}{2k_B T_\perp} \right) \times \left[ m_k \frac{v_{\text{rel}}}{2\pi k_B T_\parallel} \right]^{1/2} \times \exp \left( -\frac{m_k (v_{\parallel} - v_{\text{rel}})^2}{2\pi k_B T_\parallel} \right),$$  \hspace{0.5cm} (10)

where $m_e$ is the mass of the electron, $k_B$ is the Boltzmann constant, and $T_\perp$ and $T_\parallel$ are the experimental electron velocity distributions of the parallel and perpendicular temperatures respectively, with respect to the electron beam propagation direction. $v_{\text{rel}}$ is the relative velocity between electron and ion [39].

The measured DR spectrum from 0.38 eV up to 5 eV is fitted with six resonances associated with $2s^22p^3(2P_{1/2}) nl$, where $n = 18, 19, 20, 21, 22$. The resonance energies and strengths obtained are listed in Table 1. The electron beam temperatures obtained from this fitting are $K_B T_\perp = 1.2$ meV and $K_B T_\parallel = 11$ meV. The energy resolution achieved was less than $\Delta E \sim 0.09$ eV at full width at half maximum (FWHM) around $E_{\text{rel}} \sim 0.49$ eV.

The uncertainty of the experimental recombination rate coefficient is estimated to be about 30%, an uncertainty of 10% due to a combination of counting statistics, electron and ion beam currents, and interaction length, and an uncertainty of 20% due to the electron density distribution profile and also the position of the ion beam in this profile.

The theoretical calculations were performed by using FAC code [40]. The doubly excited states $2s^22p^3(2P_{1/2}) nl$, $n = 18 \sim 24$ of Ne-like Fe$^{16+}$ ions were included. Here the $l$ values went up to $l_{\text{max}} = 20$. For the Fe$^{17+}$ ions, all possible electronic-dipole transitions from the $2s^22p^3(2P_{1/2}) nl$ resonances were considered. The theoretical rate coefficient was obtained by convoluting the calculated resonance cross sections with the experimental electron energy distribution (see Eq. (8)). The calculated DR rate coefficient is shown by the green area in Fig. 1. The measured rate coefficient and the theoretical calculation are in reasonable good agreement. However, the theory is slightly lower than the experiment in the low energy range. This means that the calculated result by FAC code cannot reproduce the DR rate coefficient both in energy positions and intensities comparable to the measured results in the very low energy range. These discrepancies are associated with the DR resonances Fe$^{16+}$ $2s^22p^3(2P_{1/2}) nl$, where $n = 18 \sim 24$.

| $E_d$/eV | $\sigma_d/(10^{-21}\text{cm}^2/\text{eV})$ |
|----------|----------------------------------|
| 0.19 (0.03) | 588 (39) |
| 0.33 (0.03) | 517 (39) |
| 0.49 (0.04) | 704 (54) |
| 0.57 (0.04) | 1093 (54) |
| 1.79 (0.07) | 521 (38) |
| 2.81 (0.09) | 278 (38) |
| 3.70 (0.10) | 146 (39) |
| 4.57 (0.11) | 121 (39) |

The $\nu$-sum resonance strengths derived from the experimental data for energy range of 0.38 eV–5 eV are compared with the experimental data from TSR storage ring [13] as shown in Table 2. In addition, the calculated strengths by FAC code (this work), and the previously calculated results by the state-of-the-art codes Multi-Configuration Dirac Fock (MCDF) and multi-configuration Breit-Pauli (MCPB) are also shown in Table 2. Because of the statistical uncertainty in experimental measurement below 0.38 eV, the first two peaks related to 18s and 18p were not measured accurately, so the $n = 18l$ value was only considered for 18d and 18f with $l \geq 3$ peaks for all the data under comparison. A good agreement between our data and TSR data can be found for the resonance strengths of $n = 18 \sim 22$. This comparison shows that CSRm can also provide reliable experimental data to benchmark theory for astrophysical plasma modeling and for precision spectroscopic investigation. However, Table 2 shows a clear difference between the measured and calculated DR resonance strengths and also slight differences between differ-
Table 2. Resonance strengths of the first five DR resonances from this work (measurement at CSRm and FAC calculations) and from previous work (measurement at TSR and MCDF, MCBP calculations) for Δn = 0 [13, 41]. Here σ_d represents the energy-integrated cross sections for 2s^22p^5(2P_1/2)n_l resonances.

| n  | CSRm (experiment) | TSR (experiment) | FAC (this work) | MCDF     | MCBP     |
|----|------------------|------------------|-----------------|-----------|-----------|
| 18 | 1797 (77)        | 2018 (13)        | 1417.5          | 1557.4    | 1634.5    |
| 19 | 521 (38)         | 606 (14)         | 427.1           | 449.7     | 477.6     |
| 20 | 278 (38)         | 336.5 (8.6)      | 227.4           | 239.7     | 252.2     |
| 21 | 146 (39)         | 205.4 (6.9)      | 149.1           | 154.5     | 161.1     |
| 22 | 121 (39)         | 140.7 (4.2)      | 105.5           | 111.1     | 113.2     |

Note: In this table the strengths for sum of n = 18 l value does not include the contribution from 18s and 18p. For more details see text.

3.2 Plasma rate coefficient

The plasma rate coefficient, which is useful for astrophysical plasma modelling, can be obtained by convoluting the recombination rate coefficient with the Maxwell-Boltzmann energy distribution of the electrons in a plasma as [42, 43]

\[ \alpha(T_e) = \int \alpha(E) f(E, T_e) dE, \]  

where the term \( \alpha(E) \) represents the measured electron-ion recombination rate coefficient and \( f(E, T_e) \) is the average Maxwellian temperature distribution function as given by

\[ f(E, T_e) = \frac{2E^{1/2}}{\pi^{1/2} (k_B T_e)^{3/2}} \exp \left( -\frac{E}{k_B T_e} \right), \]

where \( E \) is the relative energy and \( T_e \) is the electron temperature.

As shown in Fig. 2, the plasma rate coefficient for DR in Fe^{17+} was deduced from the measured electron-ion recombination rate coefficient in the temperature range from 0.1 eV to 4.7 eV. The values of strengths and energy positions were used to obtain the plasma rate coefficient, which were extracted from fitting the DR rate coefficient and compared with the calculated data from FAC code and also from the literature. The plasma rate coefficients derived from the measurement at the CSRm and FAC calculation are shown by the thick blue solid and thin green solid lines, respectively. The previous results from the measurement at the TSR are indicated by the purple dash-dotted line, and the corresponding theoretical calculations by using MCBP and MCDF are denoted by the red dashed-dot-dot curve and black dotted curve, respectively. At temperatures from 0.1 eV to 1.0 eV the theoretical calculations from FAC are ~ 30% lower than the CSRm experimental results. At this low energy range the discrepancies can also be interpreted as from change of resonance positions, because the plasma rate coefficient is very sensitive to changes in resonance positions and strengths in the merged beam recombination rate coefficient in the low energy range. A small change in position and strengths translate into large discrepancies in plasma rate coefficient [17]. However, in the temperature range from 2.0 eV to 4.7 eV, a very good agreement is found between experimental results and FAC calculation. The plasma rate coefficient from CSRm agrees very well with the TSR data from 0.1 eV to 0.3 eV, and is about ~ 20% lower than the TSR data from 0.5 eV to 4.7 eV. It can be found that the MCDF and MCBP
results underestimate the plasma rate coefficient in this temperature range, and clear discrepancies can be seen in the plasma rate coefficient measured by TSR (dash-dotted line) and all the theoretical calculations. In the temperature range of 0.2 eV to 4.7 eV all the calculations underestimate the plasma rate coefficient by about 30% as compared with the TSR. These discrepancies show that calculation of accurate DR resonance structure at low energy collisions is still a very challenging task even for state-of-the-art codes.

4 Conclusions

The DR rate coefficient of F-like iron in the energy range 0–6 eV has been measured by employing the electron-ion merged beams method at the CSRm at Lanzhou, China. The measured energy range covers the first Rydberg series of $2P_{1/2}$ to $2P_{3/2}$ core transitions of $\Delta n = 0$ up to $n = 24$. A FAC code was employed to calculate the DR rate coefficient to compare with the measured results. A reasonably good agreement between the experimental results and the calculations could be found by taking into account the estimated 30% experimental uncertainty. The plasma rate coefficient derived from the electron-ion recombination rate coefficient was compared with the FAC calculation and also the available data in the literature, and overall a reasonable agreement was found. However, discrepancies between experimental and theoretical results can be seen in the low temperature range, which can be mainly attributed to the limited accuracy of the theoretical calculation. Our measurement challenges modern DR theory to calculate accurate electron-ion recombination rate coefficients of multi-electron ions at low electron-ion collision energies.
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