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Abstract

Simple sensory-motor behaviors that engage the central nervous system can provide a window onto key building blocks of cognition, such as via response times (RTs) that are sensitive to learned, task-dependent expectations. However, our understanding of the mechanisms that support these cognitive effects on behavior, particularly in the human brain, remains limited, in part because of a major disconnect between the simple algorithmic models often used to describe behavioral patterns and the complex neural dynamics associated with sensory-motor and cognitive information processing in the brain. Here we used quantitative behavioral analyses and intracranial recordings from patients with medically refractory epilepsy to identify specific, computationally defined components of expectation-dependent RT variability in the brain. Behaviorally derived models based on abstracted motor-preparatory processes provided useful, low-dimensional descriptions of the underlying neural computations. These descriptions did not have clear local neural representations, including in motor-preparatory regions, but instead were evident in certain emergent network-wide neural response properties that reflected task-relevant neural activity patterns with diverse timing, form, and anatomical locations. Our results illustrate the complex mapping between algorithmic and implementation-level descriptions of flexible neural information processing and identify specific, distributed networks the brain uses to combine expectations with sensory input to guide behavior.

Main Text

Since the first systematic measures of response times (RTs) in the late 19th century, RT variability has been recognized as a fundamental property of behavior (1,2). Even for simple tasks, such as responding as quickly as possible to an easily identifiable visual stimulus with a predetermined movement (e.g., a button press), RTs are far slower than expected based on neural transmission latencies (3) and are highly variable across individuals (4). This additional, variable processing time is not evident in purely peripheral reflexes (5) and instead reflects contributions of the central nervous system to sensory-motor processing that include a sensitivity to learned expectations (6–9). However, the exact nature of these contributions, including where and how they are represented in the brain, is not well understood (10).

A major set of open questions concerns if and how algorithmic descriptions of these higher-order contributions to sensory-motor processing relate to the underlying neural signals. One such set of algorithms are found in “rise-to-bound” models in which a stimulus-initiated latent process rises until reaching a threshold value, generating a motor response (11–17). In these models, which can provide good fits to RT behavior and are compelling cognitive building blocks because of their close ties to statistical decision theory (18,19), trial-to-trial variability in the pre-stimulus starting point and the rising process governs anticipatory and reactive forms of RT variability, respectively (13). Correlates of these modeled effects have been identified in several motor-preparatory brain regions, including activity patterns that map directly (22,26) or indirectly (23,24,30) onto model dynamics. However, these findings have provided only a limited understanding of the underlying brain signals, because previous studies that identified RT-related representations have either had high resolution but local scope (e.g., invasive recordings in animals that typically target individual neurons in specific motor or sensory-motor brain regions thought to be relevant to a particular task but neglect potential contributions by the rest of the brain; 22–24) or more global scope but much lower resolution (e.g., brain-wide human imaging studies that lack the temporal resolution to identify all but the coarsest RT modulations, or EEG that lacks the spatial resolution to distinguish local versus global representations; 25–29; although see 30).

To overcome these limitations, we studied 23 patients implanted with intraparenchymal electrodes for intracranial encephalography (iEEG) evaluation of medially refractory epilepsy as they performed a simple RT task with a variable foreperiod delay (2) (Fig. 1, table S1). Each trial began with the presentation of a visual target on a computer screen that changed color after either 500 ms or 1500 ms (“short” versus “long” foreperiod delay, randomly interleaved). Subjects were instructed to respond via button press as soon as they noticed the color change (“stimulus”). We defined correct responses as those that occurred within 1000 ms after stimulus and measured RT as the time between stimulus and response. On correct trials, subjects were provided with visual feedback immediately after the response. We defined anticipatory false alarms as those that occurred after target but before stimulus onset and measured anticipatory RT as the time between target and response. On false-alarm trials (and trials with no response within 1000 ms), subjects were shown a blank screen for ~2.5 s before the next trial began.

We observed three main behavioral effects (Fig. 1). First, subjects showed stochastic RT variability for both delay conditions (median per-subject RT inter-quartile range = 67 ms for short-delay and long-delay trials). Second, subjects showed anticipatory delay-related adjustments in RT, with, on average, a tendency to respond with faster (paired t test, t(22) = 5.57, p < 0.001) and less variable RTs (t(22) = 2.4, p = 0.03) on long versus short delay trials (mean RT range = 354–595 ms and 323–529 ms on short- and long-delay trials, respectively). Third, subjects showed a wide range of anticipatory false-alarm rates (range 1.7%–58%) that were correlated with faster RTs (r = 0.47, p = 0.02) on long delay trials. Subjects rarely showed anticipatory false alarms on short delay trials (range 0–7.8%).

We modelled RT behavior using a pair of “rise-to-bound” processes that assumed that motor responses occur when a latent variable that increases in value linearly and deterministically over time reaches a threshold level or “bound” (13, fig. S1). The first process was triggered by the onset of the target and accounted for anticipatory false alarms. The second process was triggered by the color change and accounted for correct responses. We fit the model to data from each subject separately, with two free parameters to account for delay-related changes in behavior (Fig. 1e; we used this form of the model to distinguish delay-dependent RT modulations with and without associated false alarms; other possible model parameterizations are detailed in the Supplemental Text): 1) anticipation bias, which governed the overall probability of generating anticipatory false alarms (which tended to occur on only long-duration trials); and 2) the difference in variance of the reactive rise-to-bound process between short and long duration trials (“δ variance”, which is equivalent to certain coupled changes in the rate-of-rise and distance-to-bound in the model) (13). The model provided a good fit to the subjects’ RT distributions (R² mean = 0.83, range = 0.55–0.99, fig. S1) and showed that: 1) stochastic, trial-by-trial RT variability could be captured by stochastic variability in the rate of rise of the rise-to-bound process; 2) delay-related changes in RTs could be captured by two independent anticipatory influences on RTs, anticipation bias (with captured correlated
changes in faster RTs and more false alarms on long delay trials; fig S1d,e) and Δ variance (which captured changes in RTs that were not related to false alarms; fig. S1c,d), and 3) anticipatory false alarm rates could be captured by the anticipation bias term (r = 0.76, p < 0.001).

To identify neural substrates of these behavioral patterns, we measured intracranial high-frequency activity (HFA, 70–200 Hz), which is a reliable surrogate of local neural population spiking activity (31–33), from 2,609 bipolar pairs of intraparenchymal depth electrodes widely distributed throughout the brain in 23 patients (Figs. 2a, S2a). The HFA from many of these electrodes exhibited task-related modulation patterns, including differences by delay condition (Figs. 2b, S2b, c). We compared across-subject differences in RT behavior, quantified via the rise-to-bound model fits, to global neural state dynamics measured separately for each subject (Fig. 2, S3). These global network measures represent distributed patterns of correlated neural activity across all electrodes from a given subject as trajectories in a high-dimensional neural-state space, where each dimension represents the temporally dynamic, task-dependent activity measured from each electrode (34) (fig. S3, Supplemental text).

Two features of these high-dimensional trajectories were related systematically the two parameters of the rise-to-bound model that accounted for delay-related RT differences, on a subject-by-subject basis. First, subjects with greater differences between pre-stimulus brain states just before the short-versus long-delay cues ("pre-stimulus discriminability," which is conceptually related to the starting point in the rise-to-bound model) tended to have higher Δ variance (i.e., they tended to respond more quickly and with more variability on long-delay trials, but without an increase in false alarms; rho = 0.58; FDR-corrected p = 0.021; Fig. 2c). That is, this measure of global pre-stimulus neural activity was related to the modeled change in sensory-motor processing that led to anticipation-dependent RT differences that were independent of false alarms. Second, subjects with brain-state trajectories between stimulus and response onset on long-versus short-delay trials ("post-stimulus trajectory", which is conceptually reminiscent of the rate of rise in the model) that were more direct tended to have larger anticipation biases (i.e., a greater tendency to respond more quickly on long-delay trials, with an associated increase in false-alarm; rho = 0.59, FDR-corrected p = 0.021; Figs. 2d; see also Supplemental text and Fig. S4 for additional relationships). That is, this measure of global post-stimulus neural activity was related to the modeled anticipatory influences on RTs that resulted in increased false alarms.

To relate these widespread representations of anticipatory RT processing to more localized neural activity patterns, we identified potentially relevant electrodes as those with activity that exhibited modulations by stochastic RT variability and/or delay condition. Specifically, we measured the task-driven "activation function" of the neural population near each electrode by averaging z-scored HFA time-locked to target onset and motor response (fig. S2). We then identified all electrodes that had activation functions that were modulated by either stochastic (delay-independent) RT variability, after accounting for transient sensory- and motor-driven responses, or the delay condition (fig. S5). In general, correlates of both RT variability (Figs. 3, S6) (30) and delay condition (fig. S7) (10) were widespread across the brain, heterogeneous (most brain regions contained electrodes that showed opposing direction of modulation; i.e., increases and decreases in activity with faster RTs), and dynamic (distinct electrodes showed modulations over the course of the trial).

Given the heterogeneity of task-related neural representations across these electrodes, we performed data-driven unsupervised clustering to identify neural populations that showed similar activity modulations related to stochastic RT variability and delay condition (figs. S8–12, Supplemental Text). We identified 20 such clusters that could be distinguished by various anatomical and functional properties, not used by the clustering algorithm (figs. S3c; fig. S8; table S7; subsequent results were qualitatively consistent with other clustering levels, Supplemental Text). Figure 3c shows one such cluster (cluster 6) with activity modulations by RT that occurred primarily before stimulus onset (higher activity corresponded to faster RTs), followed by a largely RT-independent rate of rise before the motor response. This cluster contained electrodes that were found largely in perirolandic (premotor-related) regions, but this localization was the exception, not the rule. Instead, most clusters included electrodes that were distributed widely throughout the brain, despite having similar task-driven activity patterns. The different clusters were also distinguished by different patterns of selectivity for RT and/or delay condition that occurred at various times during each trial and different relationships to other task-relevant factors including error feedback, anticipatory responses, and spatial selectivity (figs. S8, S11, S12, table S7). Thus, these clustering analyses showed a much more widespread anatomical distribution than just premotor areas that have been the targets of many previous studies and a much greater diversity of activity patterns than just the kinds of joint modulations by delay condition and stochastic RT variability expected from simple versions of the rise-to-bound model (fig. S1) (21,22,24).

To relate these diverse and distributed activity patterns to behaviorally relevant RT processing, we assessed the relative contribution of each cluster to the across-subject correlations between differences in RT behavior and global neural state dynamics shown in Fig. 2. Specifically, we quantified the relative contribution of each cluster as the change in the given correlation after excluding electrodes from that cluster (Fig. 4). We also performed complementary analyses that excluded electrodes by brain region, not cluster, to assess more directly the anatomical localization of behaviorally relevant modulations. We found that both the pre-stimulus discriminability (Fig. 2c) and post-stimulus trajectory (Fig. 2d) results were not dependent on any single electrode group but rather reflected widespread network-wide phenomena that were observed across functionally heterogeneous electrode groups and brain regions (Fig. 4).

Notably, the pre-stimulus (Fig. 2c) and post-stimulus (Fig. 2d) modulations engaged different sets of functionally and anatomically heterogeneous clusters. Specifically, the correlation between Δ variance and pre-stimulus discriminability was most strongly influenced by: 1) cluster 11, which exhibited activity modulations that included a faster post-stimulus rate-of-rise on long versus short delay trials and relatively strong spatial selectivity, consistent with its prominent localization in occipital cortex; and 2) cluster 9, which exhibited activity modulations that included faster post-stimulus rate-of-rise during faster versus slower RTs and frequent correlations with the timing of anticipatory false alarms, with a prominent localization in insula (Fig. 4a; fig. S12), and generally by electrodes in ventral visual stream white matter and perirolandic regions (Fig. 4b). In contrast, the correlation between anticipation bias and post-stimulus trajectory was most strongly influenced by: 1) cluster 2, which exhibited activity modulations that included an increased pre-response rate-of-rise on short versus long delay trials, with a prominent localization in insula; and 2) cluster 7, which exhibited activity modulations that included an increased pre-response rate-of-rise preceding faster versus slower RTs, with a prominent localization in occipital cortex (Fig. 4c; fig. S11), and electrodes located in cingulate and fronto-temporal white matter (Fig. 4d). However, none of these clusters or anatomically defined groups alone made a statistically reliable contribution to either correlation (permutation procedure, FDR corrected p’s > 0.2) emphasizing the distributed nature of the underlying neural signals.
Our results illustrate the complex mapping between algorithmic rise-to-bound models of sensory-motor behavior and human brain activity. We identified brain-wide dynamics that were related conceptually to the two delay-dependent terms in our model, suggesting that behaviorally derived algorithms can provide a low-dimensional summary of relevant neural computations. However, the relationship between these global dynamics and their constituent local neural activity patterns was not nearly as straightforward. In some cases, local neural signals could be mapped directly onto certain components of the rise-to-bound model (e.g., RT-dependent activity that appears to rise to a particular level just before each motor response found in premotor regions; Fig. 3d), which is consistent with other reports of similar representations in the human brain (21–23,26). However, these rise-to-bound-like signals comprised only a subset of neural activity that was relevant for anticipatory modulation of behavioral RTs. Instead, behaviorally relevant activity patterns were diverse in form and location and in many cases did not show straightforward mappings onto components of the model. These results are consistent with previous findings showing heterogeneous representations of RT modulations within a single brain region (23) and across multiple brain regions (20,30). They also show that neural computations that can have relatively simple form that matches aggregated neural activity can emerge from a multitude of heterogeneous, distributed, and elementary computations carried out by complex neural systems (20), thus demonstrating the need for new models and approaches to help bridge the gap between behavior, algorithms, and the complex neural systems that implement them (37–39).

Our results also provide support for the emerging view that even simple sensory-motor processing engages widespread brain networks (35,36), and suggest that a primary function of these distributed, heterogeneous, and dynamic representations is to integrate reactive sensory-motor transformations with diverse forms of anticipatory processing (7–9). We showed that two forms of behaviorally relevant anticipatory processing, one related to early responses (false alarms) and the other related to additional delay-related changes in RT, modulate distinct network dynamics on a global scale that encompass a diversity of localized neural activity patterns throughout the brain. More generally, such widespread networks linking anticipatory and reactive processing may provide a window onto the basic evolutionary advantages conferred by a complex central nervous system, which ensures that our actions are not purely reflexive but instead make use of information integrated over multiple timescales to accelerate, delay, or otherwise modulate behavioral responses in a manner that allows us to thrive in a dynamic and uncertain world.

Conclusions

Anticipatory influences of RT variability during simple sensory-motor behavior can be explained by an algorithmic model of abstracted motor-preparatory signals. However, neural correlates of these anticipatory influences are evident in widespread neural dynamics across heterogeneous neural populations and not limited to motor-preparatory signals that directly resemble model dynamics.
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Figures

RTs from a simple detection paradigm reflect two distinct forms of anticipatory processing. (A) Stimulus-detection task with variable foreperiod delay. (B) Left, RT distributions from two example subjects (top and bottom rows). Red line indicates stimulus onset, green vertical line indicates 250 ms after stimulus onset (the fast-response threshold). Grey histogram indicates timing of premature responses, blue and orange histograms indicate timing of responses on short- and long-delay trials, respectively. Right, reciprocal RT distributions (13) (black) and rise-to-bound model fits (dashed grey line). (C, D) Violin plots showing distributions of mean RTs (C) and anticipatory false alarm rates (D) on short- (blue) and long-delay (orange) trials for all 23 subjects. (E) Best-fitting values of the two delay-sensitive model parameters: anticipatory bias (ordinate, positive values imply more false alarms on long-versus short-delay trials) and $\Delta$.

Figure 1
variance (abscissa, positive values imply an increase in across-trial variance of the stimulus-driven rising process on long- versus short-delay trials). Each circle corresponds to data from a single subject.

Figure 2
Anticipatory RT biases are reflected in widespread neural dynamics. (A) Extracting high frequency activity (HFA, 70–200 Hz power) from intraparenchymal depth electrodes as an estimate of local spiking (fig. S2). (B) Task-driven responses of local neural activity measured at the electrode indicated in A (red circle; average z-scored HFA locked to target and response), plotted separately for short- (blue) and long- (orange) delay trials and binned by stochastic RT percentile (10 bins; lighter shading indicates faster RTs; fig. S3). Vertical lines indicate time of target onset (grey), short-delay color change (blue), and long-delay color change (orange), respectively. (C) Across-subject relationship between behaviorally derived $\Delta$ variance (abscissa) and discriminability between widespread neural activity prior to stimulus presentation ("pre-stimulus discriminability" on the ordinate; see inset and fig. S3) compared between short- and long-duration trials. (D) Across-subject relationship between behaviorally derived $\Delta$ anticipation bias (abscissa) and widespread neural dynamics between stimulus and response ("$\Delta$ post-stimulus trajectory" on the ordinate; see inset and fig. S3) compared between short- and long-duration trials. Each circle in C and D corresponds to data from a single subject.
Distributed representations of RT variability. (A) Anatomical distribution of all electrodes that showed correlations with stochastic RT variability (non-parametric test, p < 0.05). Brain plots show electrode locations of RT-modulated electrodes using standardized anatomical coordinates, colored by brain region as indicated to the right. Horizontal bar plots indicate proportions of RT-modulated electrodes in each region (width of bar plot) and across hemisphere (L/R, indicated by offset relative to center). Vertical dashed lines indicate uniformly distributed proportions (figs. S6, S7). (B) Electrode clustering based on similar modulation by stochastic RT or foreperiod delay (p < 0.05, non-parametric tests). (Left) colormap representing feature matrix across all electrodes, which are randomly arranged (each row represents an electrode, each column indicates correlation with RT or delay modulation across various time intervals; fig. S5, red indicates positive correlation, blue indicates negative correlation, grey indicates no relation, organized by subject). (Middle) Dendrogram representing results clustering algorithm as electrodes are grouped together into a single cluster (left to right). Red line indicates level of grouping used to identify electrode clusters (based on an objective function; fig. S8). (Right) Feature matrix re-organized based on similar RT and delay modulations at clustering level indicated by red line in middle panel. (C) Scatterplot of 20 functionally distinct clusters that we identified, which could be distinguished based on their responses just following target onset (abscissa) and just prior to (ordinate) and just following (colors, as indicated to the right) the behavioral response. Size of circles indicate degree of anatomical localization (larger circles are more localized, based on χ² statistics comparing anatomical distribution to uniform). (D) Example cluster resembling rise-to-bound activity (6 in fig. S11). Left, average target- and response-locked activation functions, plotted as in Fig. 2B. Right, anatomical distributions of electrodes in cluster 6, plotted as in A.
Figure 4

Anticipatory RT biases reflect diverse, distributed neural activity patterns. (A) Scatterplot showing the relative contributions of each functionally defined cluster to the across-subject correlation between \( \Delta \) variance and pre-stimulus discriminability shown in Fig. 2C. Abscissa shows the number of electrodes in each cluster. Ordinate shows the fraction change in rho after removing the cluster (or brain region); a value >1 or <1 implies that including the given cluster increased or decreased the correlation, respectively. Shading indicates clusters with predominantly delay-related modulation (black), stochastic RT modulation (white), or both (gray) defined based on frequency of modulation (figs. S11,S12). Insets show activation functions associated with the two most influential clusters, plotted as in Fig. 2B. (B) Same as left panel, except for brain regions colored as in Fig 3A. (C, D) Same as A, B, but for the across-subject correlation between \( \Delta \) anticipation bias and post-stimulus trajectory shown in Fig. 2D.
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