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ABSTRACT: We conjecture the existence of strings bounded inside walls in SU($n$) $\mathcal{N} = 1$ Super Yang-Mills theory. These strings carry $\mathbb{Z}_{[k,n]}$ quantum number, where $[k,n]$ is the greatest common divisor between $k$, the charge of the wall, and $n$. We provide field-theoretical arguments and string-theoretical evidences, both from MQCD and from gauge-gravity correspondence. We interpret this result from the point of view of the low-energy effective action living on the $k$-wall.
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1. Introduction

In this paper we want to show that $Z_{[k,n]}$ confining strings live inside a $k$-wall of SU($n$) $\mathcal{N} = 1$ SYM. From now on we shall indicate as $[k, n]$ the maximum common divisor between $k$ and $n$.

We have a series of arguments to support our claim. We start in Section 2 with an heuristic argument. In Sec. 3 we give a more substantial argument from the MQCD realization of the theory. In Sec. 4 we discuss the gauge-gravity setup, and how to understand our result. In Sec. 5 we provide a field theoretical proof, using $\mathcal{N} = 2$ SYM softly broken. Here we will discuss the important analogy with the recent work [14]. In Sec. 6 we discuss the peeling issue. We then move to the low energy effective theory in $2 + 1$ dimensions, in Sec. 7, and see why this effect can not be seen from the $2 + 1$ effective ation. At the end we summarize our results in Sec. 8. Appendix A contains a discussion about the string-wall junction.
2. Heuristic Argument

Let us start with some basic facts about $\mathcal{N} = 1$ $\text{SU}(n)$ super Yang-Mills. The theory has a $U(1)_R$ axial symmetry broken by an anomaly to $\mathbb{Z}_{2n}$. This remnant symmetry is further broken to $\mathbb{Z}_2$ by the gluino condensate $\langle \lambda \lambda \rangle \propto n e^{i 2\pi k/n} \Lambda^3$; the theory thus possesses $n$ degenerate vacua labeled by a $\mathbb{Z}_n$ number. Two distinct vacua, let us say $h$-vacuum and $(h+k)$-vacuum, can be separated by a domain wall which we shall denote as a $k$-wall. These walls are $1/2$ BPS saturated and their tension is equal to the modulus of the difference of the superpotentials between the two vacua [1]. Everyone of these vacua is in a massive phase where probe quarks are confined. According to 't Hooft’s classification of massive phases, we must specify the $\mathbb{Z}_{n}^{\text{ele}} \times \mathbb{Z}_{n}^{\text{mag}}$ charges of the particles that condense and are responsible for confinement. In the $h$-vacuum of $\mathcal{N} = 1$ SYM, confinement is due to the condensation of an $(h,1)$ particle.

In $\mathcal{N} = 1$ SYM there are thus two interesting extended objects, both labeled by a $\mathbb{Z}_n$ number: domain walls and confining strings. We shall now show that a bound state between these two objects exists. A $\mathbb{Z}_{[k,n]}$ string can live inside a $k$-wall.

Something is already known about the relation between strings and walls. For example, as first noted in [2], a 1-string can end on a 1-wall. A simple field theoretical argument goes as follows. A 1-string can terminate on a probe quark or on any object with charges $(1,0)$. A particle with these charges can be created if the two condensates living on the two sides of the wall can form a bound state. If, for simplicity, we consider the 1-wall separating the 0 and the 1 vacua, the two condensates are, respectively, $(0,1)$ and $(1,1)$. A bound state $-(0,1) + (1,1)$, an anti-monopole plus a dyon, would thus have the charge of a fundamental quark and thus be a good ending point for a 1-string.

We want now to use the same argument and push it further, considering a generic $h$-string perpendicular to a generic $k$-wall. Can this string end, or not, on the domain wall? I would be possible if there were a composite of the two condensates on which the $h$-string could end. An $h$-string can end by definition on $h$ quarks, or on any bound state with charge $(h,0)$. To be general, we consider the $k$-wall that interpolates between the $p$ and the $p+k$ vacua, where the two condensates responsible for confinement are, respectively, $(p,1)$ and $(p+k,1)$. We thus want to solve the following equation for $a$ and $b$:

\[
(h,0) = a(p,1) + b(p+k,1)
\]  

(2.1)

The equation is defined in the ring $\mathbb{Z}_{n}^{\text{ele}} \times \mathbb{Z}_{n}^{\text{mag}}$. If the equation is solvable, the string can end on the wall; if not, the string can not end on the wall and is forced to continue further (see Figure 1). From the monopole charges, the second in $(.,.)$, we get $a = -b$, and from the electric charges we get:

\[
h = bk \quad \text{modulo} \quad n
\]  

(2.2)

A simple theorem from arithmetic tells us that this equation is solvable if, and only if $h$ is a multiple of the greatest common divisor between $k$ and $n$.

We have thus the following scenario. When a $k$-wall interpolates between a $p$ and a $p+k$ vacua, the group of $\mathbb{Z}_n$ strings is divided into two categories. The subgroup $\mathbb{Z}_{n/[k,n]}$
Figure 1: (A): An \( h \)-string can end on a \( k \)-wall only if \( h \) is a multiple of \([k, n]\). (B): If \( h \) is not divisible by \([k, n]\), the \( h \)-string can not terminate on the wall and is forced to continue on the opposite vacuum.

of strings multiple of \([k, n]\), can terminate on the wall. The quotient group \( \mathbb{Z}_{[k,n]} \) is instead topologically stable. Another way to say this is that a string crossing the \( k \)-wall can change its \( n \)-ality but can not change its \([k, n]\)-ality.

The natural question is now what happens if the string, instead of being perpendicular to the wall, is parallel to the wall. A string in general feels an attractive force toward a parallel domain wall. For example, a 1-string is attracted toward a 1-wall and then dissolved. We thus conclude that any \( h \)-string parallel to a \( k \)-wall feels an attractive force. When the \( h \)-string arrives on the domain wall its fate is determined by the divisibility of \( h \). If \( h \) is a multiple of \([k, n]\), the string is dissolved inside the wall and disappears. If not, the string survives as a \( \mathbb{Z}_{[k,n]} \) string bounded inside the domain wall.

The other two deformations, described in Figure 2, reveals the existence of this bound state of confining strings inside the domain wall.

Figure 2: (C): Figure (B) of 1 is modified so that the strings in the two vacua end on different points on the domain wall. For consistency there should be a string, living inside the domain wall, that connects the two ending points. (D): An \( h \)-string and a \(-h\)-string and on the \( k \)-wall on two different points. If \( h \) is not a multiple of \([k, n]\), a string inside the domain wall must be created in order to connect the ending points.
3. MQCD

Let us consider now the MQCD realization of $\mathcal{N} = 1$ SYM. For a detailed description we refer to the original papers [2, 4]; in the following we just present what is needed to understand our result in the MQCD context.

We have M-theory compactified on a $S^1$ circle. The coordinates are $x^0, \ldots, x^9$ and $x^{10}$, the M-theory circle, of period $2\pi$. We define the complex coordinates $v = x^4 + ix^5$, $w = x^7 + ix^8$ and $t = e^{-(x^6 + ix^{10})}$. The gauge theory of interest is the low energy limit of the effective action living on the world volume of an M5-brane. The 5-brane is extended on the four dimensional space-time $x^0, \ldots, x^3$ times a non-compact Riemann surface $\Sigma_p$. The Riemann surface is defined by the following equations:

$$v^n = t, \quad w = \zeta_p v^{-1}. \quad (3.1)$$

where $\zeta_p$ is the root of unity $e^{2\pi p/n}$. The Riemann surface, $\Sigma_p$, encodes certain information about the gauge theory. Roughly, it can be seen as two infinite planes, the $v$ plane at $x^6 \rightarrow -\infty$ and the $w$ plane at $x^6 \rightarrow +\infty$, connected by a tube that winds $n$ times around the circle of M-theory. There are $n$ ways to connect the two planes depending on the choice of the root of unity $\zeta_p$. These correspond to the $n$ discrete vacua of the gauge theory (see Figure 3 for an example).

Figure 3: We provide two examples of Riemann surface for $n = 4$ (we choose this since the 2-wall in SU(4) $\mathcal{N} = 1$ is the first non-trivial case in which our phenomenon happens). In the figure we have $\Sigma_0$ and $\Sigma_2$ corresponding respectively to the vacua 0 and 2. The lines represent the phase in the M-theory circle. The domain wall between these two vacua is represented in Figure 4. Note that the $v$ and $w$ plane, despite what it seems from the figure, are not parallel, but orthogonal.

Another feature of the gauge theory, nicely visible in this M-theoretical framework, is the presence of confining $\mathbb{Z}_n$ strings. They correspond to M2-branes with 1 + 1 dimensions extended in space time, and the other spatial dimension extended on a finite segment whose end points lie on the surface $\Sigma_p$. We call, for convenience, $Y$ the 6 dimensional manifold $R^5 \times S^1 = x^4, \ldots, x^{10}$. The Riemann surface, $\Sigma_p$, can thus be thought of as embedded in this 6 dimensional space $\Sigma_p \subset Y$. Finite segments in $Y$, whose end points are forced to be on $\Sigma_p$, correspond to elements of the relative homology group $H_1(Y/\Sigma_p, \mathbb{Z})$. From the exact sequence, we know how to express this relative homology group as a function of the
homology groups of the \( Y \) manifold and of the \( \Sigma_p \) surface:

\[
H_1(Y/\Sigma_p, \mathbb{Z}) \cong \frac{H_1(Y, \mathbb{Z})}{i(H_1(\Sigma_p, \mathbb{Z}))}.
\]  

(3.2)

\( H_1(Y, \mathbb{Z}) \) is equal to \( \mathbb{Z} \) simply counts the windings around the M theory circle. \( H_1(\Sigma_p, \mathbb{Z}) \) is also equal to \( \mathbb{Z} \), and the unit element consists of a winding around the tube connecting the \( v \) plane with the \( w \) plane. After the immersion \( i(\ ) \) into \( Y \), this unit element corresponds to \( n \) windings around the M-theory circle. We thus conclude that:

\[
H_1(Y/\Sigma_p, \mathbb{Z}) = \mathbb{Z}_n.
\]  

(3.3)

The fate of strings in the presence of a domain wall is again determined by a relative homology group. But now we have to extend the spaces in order to take into account of the \( x^3 \) direction along which the wall interpolates between the two vacua. We define the space \( \tilde{Y} \) as the 7 dimensional manifold \( x^3 \times Y \). The M5-brane extends on a three dimensional subspace \( S_k \subset \tilde{Y} \). \( S_k \) has the following features. At \( x^3 \to -\infty \) it approaches the surface \( \Sigma_p \) while at \( x^3 \to +\infty \) it approaches the surface \( \Sigma_{p+k} \). \( S_k \) is thus a domain wall that interpolates between the \( p \) vacuum and the \( p+k \) vacuum. Strings in the domain wall background are represented by elements of the relative homology group \( H_1(\tilde{Y}/S_k, \mathbb{Z}) \).

Again, from the exact sequence we can derive the formula:

\[
H_1(\tilde{Y}/S_k, \mathbb{Z}) \cong \frac{H_1(\tilde{Y}, \mathbb{Z})}{i(H_1(S_k, \mathbb{Z}))}.
\]  

(3.4)

\( H_1(\tilde{Y}, \mathbb{Z}) \) is equal to \( \mathbb{Z} \) and is still the winding around the M-theory circle. The task is now to evaluate \( H_1(S_k, \mathbb{Z}) \) and embed it into the space \( \tilde{Y} \). We start with the 1-wall already considered in [2]. \( S_1 \) has two non-trivial cycles, \( H_1(S_1, \mathbb{Z}) = \mathbb{Z}^2 \). The first one is the same as the Riemann surfaces \( \Sigma s \). It is a circle that winds around the tube connecting the \( v \) plane and the \( w \) plane. After embedding, it corresponds to \( n \) times the unit cycle of \( H_1(\tilde{Y}, \mathbb{Z}) \).

The other non-trivial cycle is peculiar to the domain wall and is constructed as follows. We divide the cycle into five distinct open segments and then we connect them to form a closed circle. The first four pieces make a very large loop in the \( x^3, x^6 \) plane, constant in the M-theory circle \( x^{10} \) and not closed in the \( v \) plane. The fifth and last piece closes the curve and winds once around \( x^{10} \). All the following movements are done staying inside the manifold \( S \). The construction, which can be seen in Figure 4, goes as follows. We start at \( x^3 \to -\infty \) in the \( \Sigma_p \) vacuum and at \( x^6 \to +\infty \) in the \( w \) plane. We then move toward \( x^6 \to -\infty \) into the \( v \) plane on a line with a fixed \( x^{10} \) coordinate. This is the first movement. The second step is to move toward \( x^3 \to +\infty \) in the \( \Sigma_{p+1} \) region, keeping fixed \( x^6, v \) and the \( x^{10} \) phase. The third stage is to move back into the \( x^6 \to +\infty \) region keeping \( x^3 \) fixed and the phase \( x^{10} \) constant. In the fourth passage we return to the vacuum \( \Sigma_p \) closing the circle in the \( x^3, x^6 \) plane. The coordinate \( w \) has been rotated by a phase \( e^{\frac{2\pi}{5}} \). To close the circle we make the fifth and last movement, keeping \( x^3 \) and \( x^6 \) both fixed and rotating around the \( w \) plane. This inevitably makes a winding in the \( x^{10} \) circle. These five steps connected together form a closed circle, lying entirely in the manifold \( S_1 \), that rotates once
in the M-theory circle. This is enough to conclude that \( H_1(\tilde{Y}/S_1, \mathbb{Z}) = 1 \), which implies that every string can be “unwined” in the domain wall background. The same argument can be repeated for a generic \( k \)-wall \( S_k \) interpolating between the vacua \( \Sigma_p \) and \( \Sigma_{p+k} \). \( S_k \) again has two non-trivial cycles. The first one is the same as the Riemann surfaces \( \Sigma_s \) and rotates \( n \) times around the M circle. The second is constructed in the same way as before with the only difference being that it rotates \( k \) times around \( x^{10} \) instead of only once (see Figure 4). The relative homology group in the \( k \)-wall background is thus:

\[
H_1(\tilde{Y}/S_k, \mathbb{Z}) = \mathbb{Z}_{[k,n]} \ .
\]

It thus implies that \( \mathbb{Z}_{[k,n]} \) strings are stable in the \( k \)-wall background. If perpendicular to the wall, the \( \mathbb{Z}_{[k,n]} \) strings can cross it without changing their \([k,n]\) quantum number. If parallel to the wall they shall set in the most energetically favorable \( x^3 \) position. For a detailed study we should consider the elements of \( H_1(\tilde{Y}/S_k, \mathbb{Z}) \) and minimize their length. This would certainly require a more detailed understanding of the manifold \( S_k \) (some results can be found in [5]).

Another point to discuss is the topology. One may, in fact, suspect that the topology of the manifold \( S_k \) could have some other non-trivial cycles that could ruin our homology group computation. We think this is not the case. The reason is the following. If we make a large \( n \) limit keeping \( k/n \) fixed, we expect the domain wall to behave as a soliton of effective Lagrangian of the kind

\[
\mathcal{L}_{\text{eff}} \propto n^2 F(\phi, \nabla \phi, \ldots) \ .
\]
So its tension should scale like $n^2$ and, most importantly, its spatial dependence and size, being determined only by $\mathcal{F}$ should be $n$ independent. So for example, if we take a $k$-wall in a SU$(n)$ gauge theory, it should have the same profile of a $k/[k,n]$-wall in a SU$(n/[k,n])$ gauge theory. The only difference is in their tension whose ratio is $[k,n]^2$. In MQCD we expect the manifold $S_k$ of the SU$(n)$ theory, to have the same spatial properties, and in particular the same topology, of the manifold $S_{k/[k,n]}$ in the SU$(k/[k,n])$. The only difference is that the former winds $[k,n]$ times more around the M-theory circle. So the topology is not changed.

4. Gauge-Gravity Correspondence

Gauge-gravity correspondence relates a certain gauge theory to a string theory in a particular background. We now consider the gauge-gravity realization of $\mathcal{N} = 1$ SYM due to Maldacena-Nunez [6] and Klebanov-Strassler [7] solutions. The differences between these two realizations are not relevant for what we are going to say. What is important for us is the chiral symmetry breaking at the end of the cascade. We begin with a brief summary of this result, then introduce the $k$-wall in this framework and finally explain the emergence of $Z_{[k,n]}$ strings.

The string theory under consideration is Type IIB. Space-time is composed by the $3 + 1$ dimensional space time where the gauge theory lives, times a warped dimension corresponding to the energy scale of the gauge theory, times an internal manifold of topology $S^2 \times S^3$. $n$ units of $F_3^{\text{RR}}$ flux pass through the $S^3$ sphere. Confining strings are F1-strings and can be annihilated in units of $n$ ending on a baryon vertex. The baryon vertex is a D3-brane wrapped on the $S^3$ sphere. A Chern-Simons interaction with the $F_3^{\text{RR}}$ form requires $n$ fundamental strings to end on the baryon vertex [8]. A domain wall is a D5-brane wrapping the $S^3$ sphere. The 1-strings ending on a 1-wall is now an F1-string ending on the D5-brane.

[Diagram]

Figure 5: A baryon vertex living on the domain wall provides the mechanism for $[k,n]$ separate 1-strings to end on the wall.

We want now to consider the $k$-wall that consists of $k$ D5-branes superimposed. The phenomenon we want to see, that is the $Z_{[k,n]}$ strings bounded inside the domain wall, is a non-perturbative effect from the point of view of the domain wall effective action. The way to see it is to consider a large number of domain walls ($k,n \to \infty$ while keeping $k,n$ fixed) and consider the 't Hooft limit of this low energy effective action. We should thus consider the black brane description of the $k$ D5-branes and go to the near-horizon geometry. Clearly, this is a difficult task, we do not even know the solution of the black 5-brane in this fields’ background. But our goal requires much less than the full solution of the gauge-gravity dual of the $k$-wall effective action. We just need to know that the horizon of
these $k$ D5-branes is a three dimensional manifold, with topology $S^3$, and with $k$ units of $F_3^{\text{RR}}$ flux passing through it. A D3-brane wrapping this manifold is a kind of baryon vertex for this $2+1$ effective theory. The Chern-Simons interaction with the $F_3^{\text{RR}}$ flux requires $k$ strings to end on it.

We thus have found two baryon vertices on which strings can annihilate. One is that of the original gauge theory, living in $3+1$ dimensions, on which $n$ F1-strings can end. The other is the baryon vertex of the $k$-wall that lives on its $2+1$ world volume. The last can annihilate $k$ units of F1’s. Strings can thus be annihilated in any integral linear combinations of $n$ and $k$, and so the $\mathbb{Z}_{[k,n]}$ stability follows.

The baryon vertex living on the $k$-wall solves an apparent puzzle of our previous analysis. We said, in fact, that a 1-string can not end on a $k$-wall (consider $[k,n] = k$ for simplicity here) but a $k$-string does. But what happens if we take $k$ 1-strings? They should be able to terminate on the $k$-wall although the single 1-strings are not able to. What happens is explained by the $k$-wall baryon vertex (see Figure 5). From every end point of 1-strings, a string inside the wall departs. These $k$ strings are then annihilated into a $k$-wall baryon vertex.

In the previous discussion we have neglected the back-reaction of the D3-branes on the geometry. This certainly must be taken into account for a full treatment of the problem. We can nevertheless consider the limit $k$ fixed, $[k,n]$ fixed and $n \to \infty$. In this limit we can neglect the back-reaction of the $k$ D3-branes, and the previous discussion can be considered a valid support of our main statement.

5. Field Theoretical Arguments

The string inside wall phenomenon has been studied in detail in the paper [14], following the initial idea of [13]. Strings can form a bound state with a domain wall if there is a charged condensate that does not vanish on both sides of the wall. This basic mechanism is also the one responsible for the string-wall bound state in $\mathcal{N} = 1$ SYM. Let us consider the $k$-wall that interpolates between the 0 and the $k$ vacua, where the two condensates responsible for confinement are, respectively, the monopole $(0,1)$ and the dyon $(k,1)$. Strings inside walls are formed by the tunneling of the condensed particles, from one vacuum to the other. This tunneling is possible only if $k$ and $n$ have some divisor in common. We can, in fact, take a bunch of $n/[k,n]$ monopoles one one side and make them reappear on the other side as $n/[k,n]$ dyons. The charges match since we have $(0,n/[k,n])$ on the monopole side and $(n/[k,n] \cdot k, n/[k,n]) = (0, n/[k,n])$ on the dyon side. This tunneling is responsible for the formation of the $[k,n]$ confining strings inside the $k$-wall in SU($n$) super Yang-Mills.

$\mathcal{N} = 1$ super Yang-Mills is still far from being under complete analytical control. The fact that it lies in a non-Abelian kind of confining phase, at the base of the heuristic argument, has not yet a direct and rigorous proof. To have a more solid field theoretical setting we shall investigate in what follows the softly broken $\mathcal{N} = 2$ and detect here the string inside wall phenomenon.

***
We consider the deformation from $\mathcal{N} = 2$ through a mass term $\mu \text{Tr} \Phi^2/2$ for the adjoint chiral superfield. The theory for $\mu \ll \Lambda_{\mathcal{N} = 2}$ is under analytical control thanks to the Seiberg-Witten solution. The gauge group abelianizes $SU(n) \rightarrow U(1)^{n-1}$ and each $U(1)$ is Higgses by the condensation of an opportune low-energy hyper-multiplet. Duality between the microscopic and macroscopic description implies confinement of the original electric probe charges. This phase still persists as we change the mass $\mu$. In particular, the $n$ vacua are continuously deformed in the $n$ vacua of pure $\mathcal{N} = 1$ as $\mu \gg \Lambda_{\mathcal{N} = 1}$. An important difference though, is that there is no abelianization in the $\mu \rightarrow \infty$ limit and the nature of the confining phase is purely non-Abelian.

We now want to try the deformed $\mathcal{N} = 2$ technique to understand the phenomenon in which we are interested in this paper. The basic prototype of the domain wall in deformed $\mathcal{N} = 2$ has been studied in Ref. [17], at least for the simplest case $n = 2$. The SW curve for $SU(n) \mathcal{N} = 2$ SYM is:

$$y^2 = P_n(z) = \frac{1}{4} \det(z - \phi)^2 - \Lambda^{2n}$$

where we defined for convenience, the polynomial $P_n$. The maximal singularity points for $P_n$ are given by the solution of Douglas and Shenker [28]. There are $n$ of these maximal singularity points. They happen when the $n$ cuts are lined up and all the roots, a part from two of them, are doubled. One solution is when all the roots are on the real axis. The others are related by an $e^{2\pi ik/n}$ transformation.

In the real case we can take $\phi = \text{diag}(\phi_1, \ldots, \phi_n)$ and $\phi_j = 2\Lambda \cos \left(\frac{\pi j - 1/2}{n}\right)$ and the curve is thus written in terms of Chebyshev functions:

$$P_n = \frac{1}{4} \prod_{j=1}^{n} \left( z - 2\Lambda \cos \left(\frac{\pi j - 1/2}{n}\right) \right)^2 - \Lambda^n$$

$$= \left( \frac{1}{4} T_n \left( \frac{z}{2\Lambda} \right)^2 - 1 \right) \Lambda^n$$

$$= \left( \frac{z^2}{4} - \Lambda^2 \right) U_{n-1} \left( \frac{z}{2\Lambda} \right)^2 \Lambda^{n-2}$$

where $U_{n-1} \left( \frac{z}{2\Lambda} \right)^2 = \prod_{j=1}^{n-1} \left( \frac{z}{2\Lambda} - \cos \frac{\pi}{n} j \right)$. For the factorization of the curve we have used the important identity:

$$T_n^2(z) - (z^2 - 1)U_{n-1}(z) = 1.$$  (5.3)

We recall what the relation is between the curve and the $Z_n$ strings. Massless particles appear every time there is a vanishing cycle in the SW curve. In the maximal singularity vacua there are $n-1$ double roots, and so $n-1$ massless hypermultiplets, one for every $U(1)$ factor in the low-energy effective action. Upon the perturbation with the mass term $\mu$, these massless particles condensed and creates vortices (ordinary Abrikosov-Nielsen-Olesen vortices in the low-energy effective action). These $n-1$ vortices are exactly in one-to-one correspondence with the non-trivial elements of the group of confining $Z_n$ strings [28, 4, 29]:

$$T_k = 4\pi \overline{E}_k E_k$$
where we have derived the Douglas-Shenker sine formula for the k-string tension.

For the effect we are interested in, the simplest case to consider is $n = 4$ and $k = 2$, that is, the gauge group SU(4) and the 2-wall. We choose the 2-wall to interpolate between the $h = 0$ vacuum, the real one, and the $h = 2$ vacuum, the imaginary one. Since $[k, n] = 2$, we expect the 1-string to be stable in the 2-wall background; a parallel 1-string from a bound state inside the 2-wall. The 2-string can instead terminate on the 2-wall, exactly like the 1-string terminates on the 1-wall for the gauge group SU(2).

It is better to start with the SU(2) case that is a very well known example, and it also appears additionally as a substructure of the SU(4) problem we shall face next. Now the SW curve has degree four and genus one. There is one U(1) gauge group in the low-energy theory. There are two vacua of maximal singularity, one real and one imaginary. In Figures 6 and 7 we have the roots of the SW curve near the real vacuum. The first has the cycles $\alpha$ and $\beta$ corresponding to the electric and magnetic components of the unbroken U(1). The second has the vanishing cycle of the particle that becomes massless in the imaginary vacuum. In the real vacuum the particle that become massless is $E(0)$ with charges $(0, 1)$ with respect to the U(1) (the first is the electric charge and the second the magnetic charges). The particle $E(1)$ that is massless in the imaginary vacuum has charges $(2, -1)$. We know that the 1-string (the only string in this case) is an ANO vortex created by $E(0)$. Through the screening mechanism it can terminate on the 1-wall. The condition for this to be possible is that the flux carried by the string can be expressed as the sum of the charged particles that condense on both sides of the wall:\footnote{We use $E$ to denote the fields and $e$ to denote the charges and/or the cycles.}

$$\text{flux} = \nu^{(0)} e^{(0)} + \nu^{(1)} e^{(1)},$$

This condition is solved for the 1-string carrying flux $(1, 0)$ by:

$$\nu^{(0)} = 1/2, \quad \nu^{(1)} = -1/2.$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Roots and cycles near the real vacuum 5.2. The choice of basis is made so that the $\alpha$ corresponds to the electric in weak coupling.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{The same roots but now with the vanishing cycles $E(1)$ corresponding to the roots that collide in the dyon vacuum.}
\end{figure}
We shall discuss more in detail this string-wall junction, and how to quantitatively approach the problem, in Appendix A.

Now let us move to the more interesting SU(4) case. The curve has 8 roots and they can be divided into plus and minus roots according to the following factorization:

\[
\mathcal{P}_4 = \frac{1}{4} \det(z - \phi) - \Lambda^8
= \left( \frac{1}{2} \det(z - \phi) - \Lambda^4 \right) \left( \frac{1}{2} \det(z - \phi) + \Lambda^4 \right)
= \mathcal{P}_4^- \mathcal{P}_4^+ \quad (5.7)
\]

We then give names to the various roots:

\[
z_{1,2,3,4}^- , \quad z_{1,2,3,4}^+ . \quad (5.8)
\]

We want to focus our attention on the two vacua \( h = 0 \) and \( h = 2 \), respectively, the real and the imaginary vacua. In the real case the factorization gives the following roots:

\[
\mathcal{P}_4^- = \frac{1}{2} z^2 (z - 2\Lambda)(z + 2\Lambda)
\mathcal{P}_4^+ = \frac{1}{2} (z - \sqrt{2}\Lambda)^2 (z + \sqrt{2}\Lambda)^2 , \quad (5.9)
\]

In the imaginary case:

\[
\mathcal{P}_4^- = \frac{1}{2} z^2 (z - 2i\Lambda)(z + 2i\Lambda)
\mathcal{P}_4^+ = \frac{1}{2} (z - \sqrt{2}i\Lambda)^2 (z + \sqrt{2}i\Lambda)^2 . \quad (5.10)
\]

Six of the roots are paired, and as a consequence each of the \( U(1)^3 \) low-energy gauge groups has a massless charged hypermultiplet. The roots shuffling is important for our purposes. To compute the charges of the massless particles in a given vacuum we need the vanishing cycles corresponding to the given massless particles. To get them is not only necessary to know which roots collide, but also to understand the path they follow with respect to the other roots.

Passing from the vacuum \( h = 0 \) to the vacuum \( h = 0 \), the two set of roots \( z_{1,2,3,4}^- \) and \( z_{1,2,3,4}^+ \) are shuffled independently. The roots \( z_{1,2,3,4}^+ \) are the one responsible for the massless particles \( E_1^{(2)} \), \( E_3^{(2)} \) and \( E_{1}^{(0)} \), \( E_3^{(0)} \). In this particular case, the condensation of \( E_1 \) creates the 1-string, condensation of \( E_2 \) the 2-string and condensation of \( E_3 \) the 3-string of \( \mathbb{Z}_4 \).

We then use the same basis to compute the charges for the imaginary vacuum (Table 2). Of course we could have used another basis in which the charges would have locked diagonal exactly like in the real vacuum. But since we want to study the domain wall between the two vacua, we need a description in which the three \( U(1) \)s are expressed on the same basis in the two vacua. In Figure 9 we displayed the vanishing cycles corresponding to the massless particles in the imaginary vacuum. Expanding these cycles on the basis previously given gives us the charges of Table 2.
The screening condition (the generalization of (5.5)) is now:

\[
\text{flux} = \nu_1^{(2)} e_1^{(2)} + \nu_2^{(2)} e_2^{(2)} + \nu_3^{(2)} e_3^{(2)} \\
= \nu_1^{(0)} e_1^{(0)} + \nu_2^{(0)} e_2^{(0)} + \nu_3^{(0)} e_3^{(0)}
\]

(5.11)

which is solved for the 2-string carrying flux \((0,0), (1,0), (0,0)\) by:

\[
\begin{align*}
\nu_1^{(2)} &= 1/2 \\
\nu_2^{(2)} &= -1/2 \\
\nu_3^{(2)} &= 1/2 \\
\nu_1^{(0)} &= 0 \\
\nu_2^{(0)} &= -1/2 \\
\nu_3^{(0)} &= 0
\end{align*}
\]

(5.12)

Note that we have a redundancy, since two equations (the electric of \(U(1)_1\) and \(U(1)_3\)) are equivalent: \(0 = \alpha + 2\beta - \gamma\). This is related to the reason why the vortices created by \(E_1^{(0)}\) and \(E_1^{(0)}\) can not be screened. Consider the 1-string with flux \((1,0), (0,0), (0,0)\). The electric of \(U(1)_1\) and \(U(1)_3\) are now, respectively, \(1 = \alpha + 2\beta - \gamma\) and \(0 = \alpha + 2\beta - \gamma\); clearly there is no solution to the termination condition (5.11) in this case.

We note also that the vectorial space spanned by the composite condensate \(\tilde{E}_1^{(0)} E_3^{(0)}\) is exactly the same as that spanned by \(\tilde{E}_1^{(2)} E_3^{(2)}\). The product of the fields implies the sum of the charges:

\[
-e_1^{(0)} + e_3^{(0)} = -e_1^{(2)} + e_3^{(2)}.
\]

(5.13)

So the situation is completely analogous to the one described in [14]. The 1-string and the 3-string can not terminate on the wall. If parallel to it, they are attracted to form
a bound state consisting of a confining string inside the domain wall. The lowest energy configuration for the string is where the condensates reaches their minimum, and that is in the middle of the wall.

We can also analyse the SU(6) gauge theory. As before, we consider a domain wall with the \( h = 0 \) vacuum on one side. We again choose the basis of cycles so that the charges appears simple in this vacuum. There are five U(1) with the \( h \) in the middle of the wall.

The screening condition is:

\[
\text{screening condition: } \quad e_1 > 0, e_2 > 0, e_3 > 0, e_4 > 0, e_5 > 0
\]

Then we can consider. One is the 3-wall between the 0 vacuum and the 3 vacuum. Keeping the same base choice as before, the charges of the massless particles in the 2-vacuum are given in Table 3. Since \([k, n]\) is now equal to 3, we expect the 3-string to be able to terminate on the domain wall.

![Table 3: Low-energy gauge groups and charged hypermultiplets for the \( n = 6, h = 3 \).](image)

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
& U(1)_1 & U(1)_2 & U(1)_3 & U(1)_4 & U(1)_5 \\
\hline
e_1^{(3)} & (0, 0) & (0, 0) & (0, 0) & (0, 0) & (0, 0) \\
e_2^{(3)} & (1, 0) & (1, 0) & (1, 0) & (1, 0) & (1, 0) \\
e_3^{(3)} & (2, -1) & (2, -1) & (2, -1) & (2, -1) & (2, -1) \\
e_4^{(3)} & (1, -1) & (1, -1) & (1, -1) & (1, -1) & (1, -1) \\
e_5^{(3)} & (0, 0) & (0, 0) & (0, 0) & (0, 0) & (0, 0) \\
\hline
\end{array}
\]

We can complete the discussion with the 2-wall in the SU(6) theory. Charges in the 2-vacuum are now given in Table 4. The 2-string can terminate on the domain wall. The screening condition is:

\[
2 \text{- string } = (0, 0); (1, 0); (0, 0); (0, 0)
\]

![Table 4: Low-energy gauge groups and charged hypermultiplets for the \( n = 6, h = 2 \).](image)
\[
\frac{1}{3} \left( -e_2^{(2)} + 2e_3^{(2)} - 2e_4^{(2)} + 2e_5^{(2)} - 2e_2^{(0)} - e_3^{(0)} - e_4^{(0)} - e_5^{(0)} \right). \tag{5.16}
\]

The 1-string is stable due to the following equality
\[
-e_1^{(2)} + e_3^{(2)} - e_5^{(2)} = e_1^{(0)} - e_3^{(0)} + e_5^{(0)}. \tag{5.17}
\]

6. Peeling

The reader has probably an objection in his mind. Here we want to promptly discuss and solve this apparent puzzle.

According to the previous statement, a 1-string can not terminate to a 2-wall in the case where the number of colors \( n \) is even (the simplest example of \([k, n]\) non-trivial effect). But there could be a peeling of the 2-wall. A condensate with the required charge could thus be formed near the first peeled sheet, that corresponds to a 1-wall. The peeling seems to require a certain finite amount of energy, but this would be gained by the fact that we do not need another string at the opposite side of the wall. It appears that in this way we gain an infinite amount of energy at the price of just a peeling of a small portion of the 2-wall.

This objection, as we expressed it, contains two mistakes.

First of all, the energy difference between a string ending on a wall and a string crossing the wall and proceeding on the other half space is not infinite, but finite. The reason lies behind the logarithmical bending that a string produces on a wall where it terminates. When a string of tension \( T_S \) ends on a wall of tension \( T_W \) it produces a deformation of the profile of the wall. At large distance this deformation is \( f(r) = (T_S / \pi T_W) \log r \). To evaluate the energy of the wall we perform a surface integral \( T_W \int 2\pi r dr \sqrt{1 + f'^2} \). At large distance the derivative goes to zero and we can expand and we obtain two terms. The first corresponds to the energy of a flat wall. The second term is \((T_S^2 / T_W) \int R dr / r \). Performing the integral we get \( T_S f(R) \), that is exactly the energy of a string on the other side of a flat wall. We thus see from this simple calculation that the energy of the two configurations differs only by a finite amount of energy: the boojium. We have thus seen that there is no infinite amount of energy in the game. A good understanding of this phenomenon can be found in extended supersymmetric theories [24, 25] where everything in BPS saturates and the boojium energy can be computed exactly as a central charge.

But there is a more important reason why the objection does not stand. When we peel the 2-wall, the bubble of intermediate vacuum must have net zero charge. So the correct picture is left of Figure 10. This is just because we always have to satisfy a charge conservation like (2.1). We can move apart the two strings (right of Figure 10), but there must always be a peeled region connecting the two ending points.

This could be another intuitive interpretation of the string that lies inside the wall. The string inside the wall is equivalent to a portion of peeled wall.

This fact can be further elucidated with another example that uses only well consolidated facts, without any relation to the string inside wall phenomenon. The two facts
we are using are the following: 1) Confining strings, in particular the 1-string, are stable objects in the vacuum; 2) A 1-string can terminate on a 1-wall. Now let’s do the following experiment. We take a single 1-string in the 0-vacuum, and then create a bubble of the 1-vacuum separated from the outside by a 1-wall.

So the 1-string can be broken by the insertion of a bubble of 1-wall containing inside an adjacent vacuum (the adjacent vacuum is inside the bubble). The bubble *can not* be broken and separated into two pieces. Otherwise we would be able to break the 1-string into two disconnected pieces, like in a quark-antiquark formation. Being the 1-string absolutely stable in this theory (there are no quark fields), we conclude that a vacuum bubble must have total charge zero inside of it. The argument just presented, made out of well consolidated facts, gives further understanding of the peeling phenomenon and the fact that the confining string is equivalent to a portion of peeled vacuum.

7. Domain Wall Effective Action

The effective action of the low-energy degrees of freedom of a $k$-wall has been considered by Acharya-Vafa (AF) [9]. In the string theory realization of $\mathcal{N} = 1$ SYM previously considered, the $k$ domain wall consists of $k$ D5-branes wrapped on a $S^3$ sphere. In space-time we get a $2 + 1$ brane with an $\mathcal{N} = 2$ U$(k)$ gauge theory. The U$(k)$ gauge theory descends directly from the gauge degrees of freedom on the branes. Here $\mathcal{N} = 2$ is in $2 + 1$ dimensions, that is four real supercharges (like $\mathcal{N} = 1$ in $3 + 1$ dimensions). We know that domain walls are half-BPS saturate, and so we expect only two real supercharges corresponding to $\mathcal{N} = 1$ in $2 + 1$ dimensions. The breaking of supersymmetry derives from the flux passing through the $S^3$ sphere. This induces an $\mathcal{N} = 1$ Chern-Simon interaction.
at level $n$. The $2+1$ effective action, in $\mathcal{N} = 1$ language, consists thus of a gauge U($k$) multiplet with a Yang-Mills and a Chern-Simons term coupled to an adjoint superfield. Written explicitly in terms of the physical fields it is:

$$L_{2+1} = \frac{1}{g^2} \text{Tr} \left( -\frac{1}{2} F_{\mu\nu} F^{\mu\nu} + i \chi D_\mu \gamma^\mu \chi 
+ i \psi D_\mu \gamma^\mu \psi + D_\mu \phi D^\mu \phi - \chi [\phi, \psi] \right) 
+ \frac{n}{4\pi} \text{Tr} \left( \frac{1}{2} \epsilon^{\mu\nu\rho}(A_\mu F_{\nu\rho} - \frac{2}{3} A_\mu A_\nu A_\rho) - \chi \chi \right)$$

(7.1)

The fermion $\lambda$ is the supersymmetric partner of the gauge field $A_\mu$ and acquires mass through the supersymmetric Chern-Simons term. The fermion $\psi$ is the supersymmetric partner of $\phi$. Together, $A_\mu, \lambda, \chi$ and $\phi$ are the field content of an $\mathcal{N} = 2$ multiplet in $2+1$ dimensions. The Chern-Simons term splits their masses, leaving only $\mathcal{N} = 1$ residual supersymmetry.

The Acharya-Vafa theory has been derived in a string theory set-up. This setting is a parent to $\mathcal{N} = 1$ SYM, but not exactly the same. Many questions about the validity of the AF theory in the pure field theoretical context still remain unanswered. Every low-energy effective actions on domain walls has meaning and validity up to the scale of the inverse of the wall thickness. The theory has been put to a test only for the index [9, 10] and succeeded in counting the expected number of vacua. But a more detailed understanding is certainly still needed. In particular, is also not clear how to identify the gauge degrees of freedom of the Acharya-Vafa theory with the bulk ones. Moreover, we do not even have a toy model that can reproduce the Chern-Simons term on the domain wall effective action.

With these warnings in mind, let us for the moment take the conservative approach that the Acharya-Vafa theory described part of the domain wall dynamics. We fist ask ourselves what the phase of this theory is.

First of all consider the theory without the Chern-Simons term. It is $\mathcal{N} = 2$ in three dimensions. At tree level there is a moduli space given by the expectation value of the scalar field. From its holomorphic properties it is possible to compute the non-perturbative generated superpotential [27]. The result is that there is a run-away vacuum and $\langle \phi \rangle$ goes to infinity. The Chern-Simons term breaks the $\mathcal{N} = 2$ to $\mathcal{N} = 1$ giving a topological mass to the photon and to one real component of the spinor. To higher loops in perturbation theory, the Chern-Simons term generates a potential for the scalar field that stabilizes the vacuum [30]. From the fact that the domain wall is BPS [1], it is believed that the theory has a stable supersymmetric vacua at a certain value of $\langle \phi \rangle = 0$. This is consistent with what is known from the central charge of the bulk theory that determines the tension of the walls.

Consider now the coupling dependence versus $n$; the coupling scales like $1/g^2 \propto n/\Lambda$ where $\Lambda$ is the dynamical scale of the original $\mathcal{N} = 1$ theory in four dimensions. There are

---

2The first two lines of the Lagrangian are in fact the dimensional reduction of $\mathcal{N} = 1$ in $3+1$, and $\chi, \psi$ are the two real components of the complex gaugino usually denoted as $\lambda$. 

---
two ways of performing a large $n$ limit. One is to send $n$ to infinity while keeping $k/n$ fixed. This, in fact, would be the proper large $k$ limit for the effective theory on the domain wall. Another way is to send $n$ to infinity while keeping $k$ fixed. This is the case we shall explore now. It is simpler, since the theory on the domain wall maintains as fixed the gauge group size and decreases the coupling.

For simplicity we shall thus restrict ourselves to a 2-wall, that is $k = 2$, and take $n$ large. This is the simplest and most tractable example to consider. The reason is that perturbation theory is an expansion in powers of $g^2/\mu \propto \Lambda/(n\mu)$ where $\mu$ is the energy scale. The theory becomes strongly coupled at energies of order $\Lambda/n$. The Chern-Simons term generates a topological mass for the photon of order $m_{CS} = ng^2/(4\pi) \propto \Lambda$ and thus where the theory is weakly coupled. From this we can infer the following conclusion. For arbitrarily large $n$ and fixed $k$, the theory is weakly coupled at all scales. The large $n$ analysis (with $k$ fixed) is thus under perturbative control. The theory is in the topological massive phase since the Chern-Simons mass acts at a scale where the gauge coupling is still small. More detailed analysis seems to confirm that this is the case for all $n$ and $k$ [15].

This seems to go in the opposite direction of our claim. In the Acharya-Vafa theory there is no sign of confinement and strings inside the domain wall. To understand this point, and why this is not really in contradiction with our claim, we need to open a brief parenthesis on a supersymmetric toy model discussed in [14] which shares similar characteristics.

** * * * **

As already introduced in Section 5, the purpose of Ref. [14] is to understand, and find explicit realization of, the mechanism that creates confining strings inside domain walls. One of the two models presented in [14] is a supersymmetric theory that has important similarities with the one discussed in the present paper.

The supersymmetric theory considered in [14] is $\mathcal{N} = 2$ gauge theory, with the gauge group $U(2) = SU(2) \times U(1)/Z_2$, with no matter hypermultiplets. The following superpotential which breaks the extended supersymmetry down to $\mathcal{N} = 1$ is then added:

$$ W = \alpha \text{Tr} \left( \frac{\Phi^3}{3} - \xi \Phi \right). $$

(7.2)

Classically, we have three vacua, with $\phi$ equal to:

$$ \begin{pmatrix} \sqrt{\xi} & 0 \\ 0 & -\sqrt{\xi} \end{pmatrix}, \quad \begin{pmatrix} \sqrt{\xi} & 0 \\ 0 & -\sqrt{\xi} \end{pmatrix}, \quad \begin{pmatrix} -\sqrt{\xi} & 0 \\ 0 & -\sqrt{\xi} \end{pmatrix}. $$

(7.3)

The first and the last vacua preserve the non-Abelian $SU(2)$ gauge symmetry. Strong coupling effects à la Seiberg and Witten will then split each of them into two vacua (the monopole and dyon vacua). The vacuum in the middle preserves only the $U(1) \times U(1)$ gauge symmetry, and is not split. We, thus, expect in total five vacua, for generic values of $\xi$. The five vacua are depicted in Figure 12. The value of $u_2$ is $\xi$ for all five vacua. It is not modified by quantum corrections. The Coulomb vacuum in the middle is not modified by quantum correction either.
In the limit $\sqrt{\xi} \gg \Lambda$ the Coulomb vacuum is such that the electric coupling is small. As $\xi$ decreases and becomes of order $\Lambda$, the Coulomb vacuum enters a strong coupling regime. At the critical value $\xi = \Lambda^2$ the Coulomb vacuum lies exactly in the monopole singularity and coalesces with two monopole vacua. Around this critical value, the Coulomb vacuum is such that the magnetic coupling is small, so we can use the same set of low-energy effective variables to describe both the Coulomb and the confining vacua.

The value of the superpotential in the two confining vacua, monopole-1 and monopole-2, is:

$$W = \pm \frac{4}{3} \alpha (\xi - \Lambda^2)^{3/2}.$$  (7.4)

In the Coulomb vacuum the superpotential vanishes. Hence, the BPS bound for the tension of the wall interpolating between monopole-1 and monopole-2 vacua, if it existed, would be twice that of the BPS wall interpolating between the Coulomb and confining vacua. The latter walls will be referred to as elementary. The former wall can be called composite. The three values of the superpotential are allineated in the complex plane.

In this theoretical set-up, no BPS wall interpolating between two confining vacua, monopole-1 and monopole-2, exists. In other words, a composite wall built of two elementary walls at a finite distance from each other, does not exist. Supersymmetric solutions correspond to solutions of a dynamical system determined by the first-order equations, starting from monopole-1, following the profile $W$ and ending in monopole-2. A field configuration interpolating between monopole-1 and monopole-2 is always time-dependent; it represents two elementary walls moving under the influence of a repulsive force between them (see Ref. [32]). This force falls off exponentially with the wall separation. Alternatively we can say that the composite wall exists and is BPS, but the distance between the elementary ones is infinite.

In order to avoid this problem and stabilize the composite domain wall, an extra term is introduced in the superpotential:

$$W = \alpha \left( \text{Tr} \left( \frac{\Phi^3}{3} - \xi \Phi \right) + \frac{i\mu}{2} (\text{Tr} \Phi)^2 \right),$$  (7.5)

where $\xi$ and $\mu$ are real mass parameters. The values of the superpotential in both confining vacua change, due to the double trace operator, of the same quantity. The Coulomb vacuum is instead unaffected. The net result is that the three values of the superpotential are no more allineated in the complex plane.

The tension of the BPS domain wall is given by the absolute value of the difference of the superpotentials at two vacua between which the given wall interpolates. For this
reason, if the composite BPS walls exist at $\mu \neq 0$, the composite wall will be stable. Direct numerical investigation has revealed that the composite domain-wall is indeed BPS, and the distance between the two elementary walls is stabilized by the $\mu$ deformation.

We would like to understand the localization of the (massive) gauge field on the wall as a quasimodulus $\sigma$ localized on the wall world volume. The condition that typical energies in the low-energy theory must be $\ll 1/d$ cannot be met then. In this formulation, it makes no sense to speak of localization and reduction to $2 + 1$ dimensions. The wall at $\sigma = \pi$ correspond, in fact, to the infinite distance between the two elementary ones.

Thus, although the low-energy description in the Seiberg–Witten motivated model at hand is not of the sine-Gordon type, the quasimodulus-based low-energy description is still valid at $|\sigma| \ll \pi$: a mass term $m\sigma^2$ is generated.

The conclusion is that: 1) The present model is a realization of the string-inside-wall phenomenon; 2) This string can not be interpreted as a domain line in a $2 + 1$ effective action.

* * *

In the previous example, confinement inside domain walls is not a phenomenon that can be, in general, captured by a $2 + 1$ low energy effective action. This is always the case is the model under consideration shares a fundamental property with the example just described. The key properties are the following: (i) the domain wall interpolates between two vacua where a common particle condenses and creates a vortex; (ii) there is an intermediate vacuum, a true one, where the particle is massive. In this case the confinement can not be understood from a $2 + 1$ effective action, of whatsoever kind.

The strings inside walls in $\mathcal{N} = 1$ SYM fall exactly in this category. Thus, the fact that Acharya-Vafa theory is in the topological massive phases and shows no sign of confining strings, this should not be viewed as a contradiction to our statement.

To understand better this last remark, let us refer to the example given in Section 5, in particular the 2-wall in the SU(4) gauge theory. The composite operator $\tilde{E}_1^{(0)} E_3^{(0)}$ in the 0-vacuum is exactly the same as the composite operator $\tilde{E}_1^{(2)} E_3^{(2)}$ in the 2-vacuum. This is the scalar field responsible for the creation of the domain line living inside the domain wall. This is obtained by the winding of the relative phase between the operator on the left side and on the right side (what we called $\sigma$ in Ref. [14]), This phase can not be implemented on a $2 + 1$ effective action. This would be possible only if every configuration with constant $\sigma$ could be obtained as an adiabatic deformation of the lowest state ($\sigma = 0$, the basic domain wall) while preserving the condition of validity of the effective action, that is energy $\ll 1/d$ with $d$ the thickness of the wall. The configuration $\sigma = \pi$ is the one in which the condensates of $\tilde{E}_1^{(0)} E_3^{(0)}$ and $\tilde{E}_1^{(2)} E_3^{(2)}$ vanish in the middle of the composite wall. This can be obtained only when the two elementary walls are at infinite distance. Since $d \to \infty$ as $\sigma \to \pi$, the condition of validity of the effective action inevitably vanishes. a low-energy effective action can only see the fluctuation of $\sigma$ around the zero and is inevitably blind to the topological structure which is essential to explain the formation of the string-wall bound state.
8. Conclusion

We now conclude, summarizing the main result of this paper. We have argued that in the presence of a \( k \)-wall of SU\((n)\) super-Yang-Mills, there are \( \mathbb{Z}_{[k,n]} \) topologically stable strings. According to the direction in which we orient the string with respect to the wall we can have different scenarios. If the strings are perpendicular, they cross the domain wall and continue to the other half space. They can change their \( n \)-ality only modulo \([k,n]\). If the strings are parallel to the wall, they will feel an attractive force toward it. Their more energetically favorable position will be inside the wall, as a bound state.

We have used various arguments to support our claim: one heuristic, one from MQCD, another from the gauge-gravity correspondence and finally a field theoretical one.

Still it is not completely clear what the nature of the low-energy effective action on the domain walls is. Is not clear if the Acharya-Vafa theory is the right one or a more generic, maybe non-local, description is needed. The low-energy effective action would certainly be a useful tool in the approach to these problems. But we should also keep in mind that the string inside wall phenomenon is not expected to be detectable in any \( 2+1 \) effective action [14]. Although localized on the wall, it is still a fully \( 3+1 \) effect.\(^3\)

The string-wall junction is not yet under quantitative control. The most crude approximation we can take has been described in Section 5. Due to the non-locality of the fields, we are unable to make a global ansatz for the fields and study the junction in a solitonic, weakly coupled approach.

A. The String-Wall Junction

At the base of the present paper is the fact that a confining 1-string can end on a 1-wall in \( \mathcal{N} = 1 \) SYM. The heuristic interpretation is that the flux carried by the string is screened by any possible combination of condensates at the two sides of the domain wall. If such a combination exists then we say that the string can terminate on the domain. Otherwise we have the string inside walls phenomenon described in the paper.

The purpose of this Appendix is to describe in more detail the string-wall junction and the bi-condensate effect that is responsible for the screening of the string flux. To do this we work in the context of \( \mathcal{N} = 2 \) broken by a small \( \mu \) mass term. The two vacua are a monopole \((0,1)\) and a dyon \((2,-1)\), that respectively condense and give confinement.

We describe the domain wall between the monopole \((0)\) vacuum and the dyon \((1)\) vacuum) much on the same lines as has been done in [17]. We neglect completely the boundary effects, and consider the condensate to drop to zero like a step function. There is an inner layer between both the condensates and the energy density is non-vanishing. We set equal to 1 this non-zero energy density. Stabilization of the wall is given introducing a scalar field \( u \) which has value \(-1\) on the \((0)\) side and \(+1\) on the \((1)\) side. The tension as a function of the distance \( d \) of the domain wall is \( d + 2/d \). Stabilization is given by the balance of forces, given by the derivatives \(-1 + 2/d^2 = 0\). 1 is the force, per unit of area,\(^3\)

\(^3\)The previous version of the paper contained an erroneous interpretation of the Acharya-Vafa theory in relation to the string inside wall phenomenon.
due to the energy density on the internal layer; it is constant and always inward (negative). The other term is a positive force (outward) equal to the derivative of the scalar field $u$. The result is a stable domain wall with tension $T_W = 2\sqrt{2}$ and thickness $d = \sqrt{2}$.

In a generic setup, where the shape is not necessary that of a straight domain wall, the situation changes slightly, and essential now is the use of the stabilization of forces argument. The energy density always gives an inward force of magnitude one, both on the (0) and (1) sides. For the scalar field we have to solve the Laplacian equation with Dirichlet boundary conditions on the two sides:

$$\triangle u = 0, \quad u|_{(0)} = -1, \quad u|_{(1)} = +1 \quad (A.1)$$

The force from the scalar field is given by the gradient $\nabla u$ and directed outward.

A similar schematization can be used for the confining string. We consider the string in the monopole vacuum, and thus it will carry electric flux equal to $2\pi$. The tension of this vortex is the sum of the electric energy contribution, $E^2/2$ times the area, plus the vacuum energy contribution, 1 times the area. In total it is $2\pi/r^2 + \pi r^2$. The force per unit of area acting on the monopole surface is $(1/2\pi r)$ times the derivative $\partial_r$ of the previous expression: $-2/r^4 + 1 = 0$. The balance of forces is thus $E^2/2 - 1 = 0$. Again, there is an inward force of magnitude 1 due to the energy density. The other force is $E^2/2$ and is directed outward, and this is because the electric field is acting on the monopole current that creates it. The result is a vortex with tension $T_S = 2\sqrt{2}\pi$ and radius $r = \sqrt{2}$.

We are now ready to combine the two objects, vortex and wall, together in the junction of Figure 13. We use cylindrical coordinates $r, z, \theta$. The vortex comes from the monopole side and is continuously merged with the domain wall. In this crude approximation, the solution of the junction is given by the two profiles $r = f^{(0)}(z)$ and $r = f^{(1)}(r)$, respectively, the edge of the monopole condensate and the edge of the dyon condensate. In the middle there are no condensates and the energy density acts as an inward force on every surface element of the monopole and dyon borders.

To obtain the other forces acting on the surfaces we have to solve the Laplace equation for three functions: $u, \varphi_e, \varphi_m$. The first is the scalar field already introduced before. The second and the third are, respectively, the electric and magnetic potentials: $\vec{E} = \vec{\nabla} \varphi_e$, $\vec{B} = \vec{\nabla} \varphi_m$. Now the essential ingredients are the boundary conditions. On the monopole side the electric field must be tangential to the surface $f^{(0)}$ (Neumann boundary condition) while the magnetic field must be perpendicular (Dirichlet boundary conditions):

$$\vec{n} \cdot \vec{\nabla} \varphi_e |_{(0)} = 0, \quad \varphi_e |_{(0)} = \text{const} = 0 \quad (A.2)$$

The electric field is generated by monopole current, like in the solitonic vortex. The force that the electric field exerts on the surface is outward with magnitude $E^2/2$. The magnetic field is generated by the monopole condensate itself, like in a solitonic Q-ball. To obtain the boundary condition on the dyon side we have to perform the correct duality transformation. The combination $2\varphi_e - \varphi_m$ is the one with Dirichlet boundary conditions, while $\varphi_e + 2\varphi_m$ is the one with Neumann boundary condition:

$$\vec{n} \cdot \vec{\nabla} (\varphi_e + 2\varphi_m) |_{(1)} = 0, \quad (2\varphi_e - \varphi_m) |_{(1)} = \text{const} = 0 \quad (A.3)$$
Figure 13: The string-wall junction in our basic approximation.

Finally, we write the force balance condition on the two surfaces. On the monopole side we have that the force that the electric field exerts on the surface is outward with magnitude $E^2/2$. The force is again $B^2/2$, but this time directed inward.

$$
\left. \left( -1 + \nabla u + \frac{E^2}{2} - \frac{B^2}{2} \right) \right|_{(0)} = 0 \tag{A.4}
$$

On the dyon surface we have a very similar equation but with the correct duality transformation:

$$
\left. \left( -1 + \nabla u + \frac{(-E + 2B)^2}{2} - \frac{(2E + B)^2}{2} \right) \right|_{(1)} = 0 \tag{A.5}
$$

Up to now we have provided the equations that govern the string-wall junction. Solving them is not easy, it could in principle be done with a recursive numerical technic similar to the one used in [33]. We start with certain functions $f^{(0)}$ and $f^{(1)}$. Then we solve the Laplace equations with the given boundary conditions. We thus have the forces that act on the two surfaces. We then modify the functions in order to minimize the forces and reach zero at the end of the iteration. Although easy to say, it is a numerically challenging problem.

We have given the equations that determine the junction profiles $f^{(0)}$ and $f^{(1)}$, and we have given an implementable method to solve the equation numerically. The string-wall junction, from this solitonic point of view, is composed by a vortex, two Q-balls (the bi-condensate that screens the vortex flux) and a domain wall. As a further step is necessary
to understand how to connect the fields, even in the bulk where the monopole and the
dyon condense. Non-locality is the main obstacle to this understanding. It is, in fact, clear
that a global solution with a gauge potential $\varphi, \vec{A}$ is not possible.
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