The Strichartz estimates for the damped wave equation and the behavior of solutions for the energy critical nonlinear equation
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Abstract. For the linear damped wave equation (DW), the $L^p-L^q$ type estimates have been well studied. Recently, Watanabe (RIMS Kōkyūroku Bessatsu B 63:77–101, 2017) showed the Strichartz estimates for DW when $d = 2, 3$. In the present paper, we give Strichartz estimates for DW in higher dimensions. Moreover, by applying the estimates, we give the local well-posedness of the energy critical nonlinear damped wave equation (NLDW) $\partial^2_t u - \Delta u + \partial_t u = |u|^{4/d - 2} u$, $(t, x) \in [0, T) \times \mathbb{R}^d$, where $3 \leq d \leq 5$. Especially, we show the small data global existence for NLDW. In addition, we investigate the behavior of the solutions to NLDW. Namely, we give a decay result for solutions with finite Strichartz norm and a blow-up result for solutions with negative Nehari functional.
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1. Introduction

1.1. Background

We consider the damped wave equation.

\[
\begin{aligned}
\begin{cases}
\partial_t^2 \phi - \Delta \phi + \partial_t \phi = 0, & (t, x) \in (0, \infty) \times \mathbb{R}^d, \\
(\phi(0), \partial_t \phi(0)) = (\phi_0, \phi_1), & x \in \mathbb{R}^d,
\end{cases}
\end{aligned}
\]  

(1.1)

where \( d \in \mathbb{N} \), \((\phi_0, \phi_1)\) is given, and \( \phi \) is an unknown complex valued function.

Matsumura [21] applied the Fourier transform to (1.1) and obtained the formula

\[
\phi(t, x) = D(t)(\phi_0 + \phi_1) + \partial_t D(t)\phi_0,
\]

where \( D(t) := e^{-\frac{t}{2}F^{-1}L(t, \xi)F} \) with

\[
L(t, \xi) := \begin{cases}
\sinh(t\sqrt{1/4 - |\xi|^2}) / \sqrt{1/4 - |\xi|^2} & \text{if } |\xi| < 1/2, \\
\sin(t\sqrt{|\xi|^2 - 1/4}) / \sqrt{|\xi|^2 - 1/4} & \text{if } |\xi| > 1/2.
\end{cases}
\]

By this formula, Matsumura [21] proved the \( L^p - L^q \) type estimate:

\[
\|\phi(t)\|_{L^p} \lesssim \langle t \rangle^{-\frac{d}{2} \left( \frac{1}{q} - \frac{1}{p} \right)} \left( \|\phi_0\|_{L^q} + \|\phi_1\|_{H^{[\frac{d}{2}] + 1}} \right),
\]

(1.2)

where \( 1 \leq q \leq 2 \leq p \leq \infty \) and \([d/2]\) denotes the integer part of \( d/2 \). Such \( L^p - L^q \) type estimates have been studied well. See [7, 22, 23] and references therein. The \( L^p - L^q \) type estimates for the heat equation and the wave equation are also well studied. We recall the \( L^p - L^q \) type estimate for the heat equation \( \partial_t v - \Delta v = 0 \):

\[
\|G(t)g\|_{L^p} \lesssim |t|^{-\frac{d}{2} \left( \frac{1}{q} - \frac{1}{p} \right)} \|g\|_{L^q},
\]

where \( 1 \leq q \leq p \leq \infty \) and \( G(t) := F^{-1}e^{-t|\xi|^2}F \). We also refer to the \( L^p - L^q \) type estimate for the wave equation \( \partial_t^2 w - \Delta w = 0 \):

\[
\|W(t)g\|_{L^p} \lesssim |t|^{-2d(\frac{1}{2} - \frac{1}{p})} \|g\|_{W^{\gamma, 1, p'}},
\]

for \( 2 \leq p < \infty \) and \((d + 1)(1/2 - 1/p) \leq \gamma < d\), where \( p' \) denotes the Hölder conjugate of \( p \) and \( W(t) := F^{-1}\sin(|t|\xi)|/|\xi|F \). See [1]. Matsumura’s estimate (1.2) shows that the solution of (1.1) behaves like the solution of the heat equation and the wave equation in some sense. More precisely, the low frequency part of the solution to the damped wave equation behaves like the solution of the heat equation and the high frequency part behaves like the solution of the wave equation but decays exponentially (see [9] for another \( L^p - L^q \) estimate).
For the heat equation and the wave equation, by using the $L^p-L^q$ type estimates, we obtain the space-time estimates, what we call the Strichartz estimate. The Strichartz estimates for the heat equation are

$$
\|v\|_{L_t^q(I;L_x^r(\mathbb{R}^d))} \lesssim \|v_0\|_{L^2} + \|F\|_{L_t^q(I;L_x^r(\mathbb{R}^d))},
$$

where $v$ satisfies $\partial_t v - \Delta v = F$ with $v(0) = v_0$ and $(q, r)$ satisfy $2/q + d/r = 2/	ilde{q} + d/\tilde{r} = d/2$. See [2, 31]. We also have the Strichartz estimates for the wave equation as follows.

$$
\|w\|_{L_t^q(I;L_x^r(\mathbb{R}^d))} \lesssim \|w_0\|_{H^1} + \|w_1\|_{L^2} + \|F\|_{L_t^q(I;L_x^r(\mathbb{R}^d))},
$$

where $w$ satisfies $\partial_t^2 w - \Delta w = F$ with $(w(0), \partial_t w(0)) = (w_0, w_1)$ and $1/q + d/r = d/2 - 1 = 1/\tilde{q} + d/\tilde{r}' - 2$. See [4]. In the present paper, we give the Strichartz estimates for the damped wave equation. Recently, Watanabe [30] obtained the Strichartz estimates for the damped wave equation when $d = 2, 3$ by an energy method. In this paper, we give the Strichartz estimates by a duality argument for $d = 2, 3$ and higher dimensions.

We also consider the energy critical nonlinear damped wave equation.

$$
\begin{cases}
\partial_t^2 u - \Delta u + \partial_t u = |u|^\frac{d-2}{2} u, & (t, x) \in [0, T) \times \mathbb{R}^d, \\
(u(0), \partial_t u(0)) = (u_0, u_1), & x \in \mathbb{R}^d,
\end{cases}
$$

(NLDW)

where $d \geq 3$, $(u_0, u_1)$ is given, and $u$ is an unknown complex valued function. The corresponding wave equation $\partial_t^2 w - \Delta w = |w|^{d/2} w$ is invariant under the scaling $w_{\lambda}(t, x) := \lambda^{(d-2)/2} w(\lambda t, \lambda x)$ for $\lambda > 0$. And the $H^1$-norm, which is called (kinetic) energy norm, is also invariant under this scaling. Thus, the wave equation is called energy critical. Similarly, the corresponding heat equation $\partial_t v - \Delta v = |v|^{d/2} v$ is invariant under the scaling $v_{\eta}(t, x) := \eta^{(d-2)/2} v(\eta^2 t, \eta x)$ for $\eta > 0$. The $H^1$-norm is also invariant under this scaling and thus the heat equation is also called energy critical. Equation (NLDW) is not invariant under the scaling. However, the power of the nonlinear term is same as the energy critical wave and heat equation. That is why we call (NLDW) energy critical.

We will show the local well-posedness for (NLDW) when $3 \leq d \leq 5$ by applying the Strichartz estimates. The existence of a local solution has been studied by Ikeda and Inui [15], Ikeda and Wakasugi [8] and Kapitanski [10] (see also [12–14]). However, the small data global existence has not been known. Using the Strichartz estimates which are proved in this paper, we can show not only the existence of a local solution but also the small data global existence for (NLDW).

Moreover, we discuss the global behavior of the solutions to (NLDW). For the energy critical nonlinear heat equation, the solution with a bounded global space-time norm decays to zero (see e.g. [6]). On the other hand, there exist finite time blow-up solutions by Levine [19]. For the energy critical nonlinear wave equation, the energy is conserved by the flow. There exist solutions which scatter to the solutions of the free wave equation and finite time blow-up solutions by Payne and Sattinger [25]. See also [16]. In the present paper, we prove that the solution to (NLDW) with a finite space-time norm decays. And we also show that there exist finite time blow-up solutions.
1.2. Main results

We state main results. First, we obtain the Strichartz estimates for (1.1). The so-called admissible pairs can be taken as same as in the heat case since the $L^p-L^q$ type estimate of the low frequency part is similar to the heat estimate and the high frequency part decays exponentially in time. However, the derivative loss appears from the high frequency part which is wave-like part.

**Proposition 1.1.** (Homogeneous Strichartz estimates) Let $d \geq 2$, $2 \leq r < \infty$, and $2 \leq q \leq \infty$. Set $\gamma := \max\{d(1/2 - 1/r) - 1/q, \frac{d+1}{2}(1/2 - 1/r)\}$. Assume

$$\frac{d}{2}\left(\frac{1}{2} - \frac{1}{r}\right) \geq \frac{1}{q},$$

Then, we have

$$\|D(t)f\|_{L^q_t(I;L^r_x(\mathbb{R}^d))} \lesssim \|\langle \nabla \rangle^{\gamma-1} f\|_{L^2},$$

$$\|\partial_t D(t)f\|_{L^q_t(I;L^r_x(\mathbb{R}^d))} \lesssim \|\langle \nabla \rangle^{\gamma} f\|_{L^2},$$

$$\|\partial^2_t D(t)f\|_{L^q_t(I;L^r_x(\mathbb{R}^d))} \lesssim \|\langle \nabla \rangle^{\gamma+1} f\|_{L^2}.$$  

**Remark 1.1.** We note that the homogeneous Strichartz estimate holds in the heat end-point case i.e. $(q,r) = (2,2d/(d-2))$ when $d \geq 3$.

**Proposition 1.2.** (Inhomogeneous Strichartz estimates) Let $d \geq 2$, $2 \leq r, \bar{r} < \infty$, and $2 \leq q, \bar{q} \leq \infty$. We set $\gamma := \max\{d(1/2 - 1/r) - 1/q, \frac{d+1}{2}(1/2 - 1/r)\}$ and $\bar{\gamma} := \max\{d(1/2 - 1/\bar{r}) - 1/\bar{q}, \frac{d+1}{2}(1/2 - 1/\bar{r})\}$. Assume that $(q,r)$ and $(\bar{q},\bar{r})$ satisfies

$$\frac{d}{2}\left(\frac{1}{2} - \frac{1}{r}\right) + \frac{d}{2}\left(\frac{1}{2} - \frac{1}{\bar{r}}\right) > \frac{1}{q} + \frac{1}{\bar{q}},$$

$$\frac{d}{2}\left(\frac{1}{2} - \frac{1}{r}\right) + \frac{d}{2}\left(\frac{1}{2} - \frac{1}{\bar{r}}\right) = \frac{1}{q} + \frac{1}{\bar{q}} \text{ and } 1 < q' < q < \infty,$$

or

$$(q,r) = (\bar{q},\bar{r}) = (\infty,2).$$

Moreover, we exclude the wave end-point case, that is, we assume $(q,r) \neq (2,2(d-1)/(d-3))$ and $(\bar{q},\bar{r}) \neq (2,2(d-1)/(d-3))$ when $d \geq 4$. Then, we have

$$\left\|\int_0^t D(t-s)F(s)ds\right\|_{L^q_t(I;L^r_x(\mathbb{R}^d))} \lesssim \left\|\langle \nabla \rangle^{\gamma+\bar{\gamma}+\delta-1} F\right\|_{L^q_t(I;L^r_x(\mathbb{R}^d))},$$

$$\left\|\int_0^t \partial_t D(t-s)F(s)ds\right\|_{L^q_t(I;L^r_x(\mathbb{R}^d))} \lesssim \left\|\langle \nabla \rangle^{\gamma+\bar{\gamma}+\delta} F\right\|_{L^q_t(I;L^r_x(\mathbb{R}^d))},$$

where $\delta = 0$ when $\frac{1}{q}(1/2 - 1/r) = \frac{1}{q}(1/2 - 1/\bar{r})$ and in the other cases $\delta \geq 0$ is defined in Table 1.
Table 1. The value of $\delta$

| $\delta$ | $\frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right)$ | $\frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) > \frac{1}{q} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right)$ |
|---|---|---|
| $(q, r) \in \mathcal{A}$ | 0 | 0 |
| $(\tilde{q}, \tilde{r}) \in \mathcal{A}$ | | $\frac{\tilde{q}}{q} \left\{ \frac{1}{q} - \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \right\}$ |
| $(q, r) \notin \mathcal{A}$ | $\times$ | | $\times$ |
| $(\tilde{q}, \tilde{r}) \notin \mathcal{A}$ | $\frac{q}{\tilde{q}} \left\{ \frac{1}{q} - \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \right\}$ | $\frac{\tilde{q}}{q} \left\{ \frac{1}{q} - \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \right\}$ |
| $(q, r) \notin \mathcal{A}$ | $\frac{1}{q} \frac{d-1}{2} \left\{ \tilde{q} \left( \frac{1}{2} - \frac{1}{r} \right) - q \left( \frac{1}{2} - \frac{1}{r} \right) \right\}$ | $\frac{1}{q} \frac{d-1}{2} \left\{ q \left( \frac{1}{2} - \frac{1}{r} \right) - \tilde{q} \left( \frac{1}{2} - \frac{1}{r} \right) \right\}$ |
| $(\tilde{q}, \tilde{r}) \notin \mathcal{A}$ | | |

$\times$ means that the case does not occur and we set $\mathcal{A} := \{ (q, r) : \frac{d-1}{2} (1/2 - 1/r) \geq 1/q \}$
Remark 1.2. If \((q,r)\) satisfies the wave admissible condition \(\frac{d-1}{2}(1/2 - 1/r) \geq 1/q\), then the derivative loss is same as that in the Strichartz estimates for the wave equation \(i.e.\ \gamma = d(1/2 - 1/r) - 1/q\). And thus, we need more derivative if \((q,r)\) is the pair between the wave case and the heat case, \(i.e.\ \frac{d}{2}(1/2 - 1/r) \geq 1/q > \frac{d-1}{2}(1/2 - 1/r)\).

Remark 1.3. The wave end-point case is studied in the sequel paper [11].

Applying these Strichartz estimates, we will show the following local well-posedness and small data global existence of \(\text{(NLDW)}\). For simplicity, we denote \(L^q_{t,x}(I) := L^q_t(I : L^2_x(\mathbb{R}^d))\).

Definition 1.1. (Solution) Let \(T \in (0,\infty]\). We say that \(u\) is a solution to \(\text{(NLDW)}\) on \([0,T)\) if \(u\) satisfies \((u, \partial_t u) \in C([0,T) : H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d))\), \((\nabla)^{1/2} u \in L^{\frac{2(d+1)}{d-1}}_{t,x}(I)\) and \(u \in L^2_{t,x}(I)\) for any compact interval \(I \subset [0,T)\), \((u(0), \partial_t u(0)) = (u_0, u_1)\), and the Duhamel’s formula

\[
u(t, x) = D(t)(u_0 + u_1) + \partial_t D(t)u_0 + \int_0^t D(t-s)(|u(s)|^{\frac{4}{d-2}}u(s))ds
\]

for all \(t \in [0,T)\). We say that \(u\) is global if \(T = \infty\).

We have the following local well-posedness result when \(3 \leq d \leq 5\).

Theorem 1.3. (Local well-posedness) Let \(d \in \{3,4,5\}\) and \(T \in (0,\infty]\). Let \((u_0, u_1) \in H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d)\) satisfy \(||(u_0, u_1)||_{H^1 \times L^2} \leq A\). Then, there exists \(\delta = \delta(A) > 0\) such that if

\[||D(t)(u_0 + u_1) + \partial_t D(t)u_0||_{L^{\frac{2(d+1)}{d-1}}_{t,x}([0,T))} \leq \delta,\]

then there exists a unique solution \(u\) to \(\text{(NLDW)}\) with \(||u||_{L^{\frac{2(d+1)}{d-2}}_{t,x}([0,T))} \leq 2\delta\).

Moreover, we have the standard blow-up criterion, that is, if the maximal existence time \(T_+ = T_+(u_0,u_1)\) is finite, then the solution satisfies

\[||u||_{L^{\frac{2(d+1)}{d-2}}_{t,x}([0,T_+))} = \infty.\]

From this, we especially get the following small data global existence.

Theorem 1.4. (Small data global existence) Let \(d \in \{3,4,5\}\) and \((u_0, u_1) \in H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d)\). Then, there exists a small constant \(\delta_0 > 0\) such that if \(||(u_0, u_1)||_{H^1 \times L^2} \leq \delta_0\), then the solution \(u\) (constructed in Theorem 1.3) is global and satisfies \(||u||_{L^{\frac{2(d+1)}{d-2}}_{t,x}([0,\infty))} \leq C\delta_0\) for some constant \(C > 0\).

Remark 1.4. See the sequel paper [11] for the local well-posedness and small data global existence of \(\text{(NLDW)}\) when \(d \geq 6\). The difficulty of \(d \geq 6\) comes from the loss of differentiability of the nonlinear term. We need to pay attention to the difference estimate of the nonlinear terms.

Remark 1.5. The existence of local solution is well known (see [8,10]). However, the small data global existence has not been known except for low dimension cases (Watanabe [30] showed the small data global existence when \(d = 3\)).
Remark 1.6. As it is well known, we can obtain the local well-posedness of the nonlinear damped wave equation with the more general nonlinearity in the same way as Theorem 1.3. Namely, we find the local well-posedness for the following equation.

\[
\begin{aligned}
\begin{cases}
\partial_t^2 u - \Delta u + \partial_t u &= N(u), \\
(u(0), \partial_t u(0)) &= (u_0, u_1),
\end{cases}
\quad \text{for all} \quad t \in (0, \infty) \times \mathbb{R}^d,
\end{aligned}
\]

Assume that the nonlinearity \( N : \mathbb{C} \to \mathbb{C} \) is continuously differentiable and obeys the power type estimates

\[
N(z) = O(|z|^{1+\frac{4}{d-2}}),
\]

\[
N_z(z), N_{\bar{z}}(z) = O(|z|^\frac{4}{d-2}),
\]

\[
N_z(z) - N_z(w), N_{\bar{z}}(z) - N_{\bar{z}}(w) = O(|z-w|^{\min\{1, \frac{4}{d-2}\}}(|z| + |w|)^{\max\{0, \frac{d-4}{d-2}\}}),
\]

where \( N_z \) and \( N_{\bar{z}} \) are the usual derivatives

\[
N_z := \frac{1}{2} \left( \frac{\partial N}{\partial x} - i \frac{\partial N}{\partial y} \right), \quad N_{\bar{z}} := \frac{1}{2} \left( \frac{\partial N}{\partial x} + i \frac{\partial N}{\partial y} \right)
\]

for \( z = x + iy \). The typical examples are \( N(u) = \lambda |u|^{1+4/(d-2)} \) or \( \lambda |u|^{4/(d-2)} u \) with \( \lambda \in \mathbb{C} \setminus \{0\} \).

We have the energy \( E \) of (NLDW), which is defined by

\[
E(u, \partial_t u) = \frac{1}{2} \| \nabla u \|_{L^2}^2 + \frac{1}{2} \| \partial_t u \|_{L^2}^2 - \frac{d-2}{2d} \| u \|_{L^{\frac{2d}{d-2}}}^2.
\]

If \( u \) is a solution to (NLDW), then the energy satisfies

\[
\frac{d}{dt} E(u(t), \partial_t u(t)) = - \| \partial_t u(t) \|_{L^2}^2
\]

for all \( t \in (0, T_{\text{max}}) \). This means the energy decay. This observation shows us that some global solutions may decay. Indeed, we can prove that a global solution with a finite Strichartz norm decays to 0 in the energy space as follows.

Theorem 1.5. Let \( u \) be a global solution of (NLDW) and we assume that the solution \( u \) satisfies \( \| u \|_{L^{\frac{2(d+1)}{d-2}}([0, \infty))} < \infty \), then \( u \) satisfies

\[
\lim_{t \to -\infty} (\| u(t) \|_{H^1} + \| \partial_t u(t) \|_{L^2}) = 0.
\]

Remark 1.7. This is similar to the energy critical nonlinear heat equation. See Gustafson and Roxanas [6].

Remark 1.8. Theorem 1.5 holds for all dimensions \( d \geq 3 \) since we need to treat the estimate of the difference unlike the local well-posedness.

At last, we show the blow-up of the solutions to (NLDW). We set

\[
J(\varphi) := \frac{1}{2} \| \nabla \varphi \|_{L^2}^2 - \frac{d-2}{2d} \| \varphi \|_{L^{\frac{2d}{d-2}}}^2,
\]

\[
K(\varphi) := \| \nabla \varphi \|_{L^2}^2 - \| \varphi \|_{L^{\frac{2d}{d-2}}}^2.
\]
Then, it is well known that the minimal energy
\[ \mu := \inf \left\{ J(\varphi) : \varphi \in \dot{H}^1 \setminus \{0\}, K(\varphi) = 0 \right\} \]
is well-defined and positive (see [29] for more information). Then, we have the following blow-up result.

**Theorem 1.6.** (Ohta [24]) Let \((u_0, u_1) \in H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d)\) belong to
\[ \mathcal{B} := \{(u_0, u_1) \in H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d) : E(u_0, u_1) < \mu, K(u_0) < 0\}. \]
Then the solution to (NLDW) blows up in finite time.

**Remark 1.9.** The proof of Theorem 1.6 is essentially given by Ohta [24]. He showed the blow-up result for abstract setting by the method of an ordinary differential inequality instead of by the so-called concavity argument which is well applied to wave or Klein-Gordon equation. We omit the proof.

**Notation 1.1.** We collect some notations. For the exponent \(p\), we denote the Hölder conjugate of \(p\) by \(p'\). The bracket \(\langle \cdot \rangle\) is Japanese bracket i.e. \(\langle a \rangle := (1 + |a|^2)^{1/2}\).

We use \(A \lesssim B\) to denote the estimate \(A \leq CB\) with some constant \(C > 0\). The notation \(A \sim B\) stands for \(A \lesssim B\) and \(A \lesssim B\).

Let \(\chi_{\leq 1} \in C^\infty_0(\mathbb{R})\) be a cut-off function satisfying \(\chi_{\leq 1}(r) = 1\) for \(|r| \leq 1\) and \(\chi_{\leq 1}(r) = 0\) for \(|r| \geq 2\) and let \(\chi_{> 1} = 1 - \chi_{\leq 1}\).

For a function \(f : \mathbb{R}^n \to \mathbb{C}\), we define the Fourier transform and the inverse Fourier transform by
\[
\mathcal{F}[f](\xi) = \hat{f}(\xi) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-ix\xi} f(x) \, dx,
\]
\[
\mathcal{F}^{-1}[f](x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{ix\xi} f(\xi) \, dx.
\]

For a measurable function \(m = m(\xi)\), we denote the Fourier multiplier \(m(\nabla)\) by
\[
m(\nabla)f(x) = \mathcal{F}^{-1} \left[ m(\xi)\hat{f}(\xi) \right](x).
\]

For \(s \in \mathbb{R}\) and \(1 \leq p \leq \infty\), we denote the usual Sobolev space by
\[ W^{s,p}(\mathbb{R}^d) := \left\{ f \in \mathcal{S}'(\mathbb{R}^d) : \|f\|_{W^{s,p}} = \|\langle \nabla \rangle^s f\|_{L^p} < \infty \right\}. \]
We write \(H^s(\mathbb{R}^d) := W^{s,2}(\mathbb{R}^d)\) for simplicity. Let \(W^{s,p}(\mathbb{R}^d)\) and \(H^s(\mathbb{R}^d)\) denote the corresponding homogeneous Sobolev spaces.

We define \(P_{\leq 1} := \mathcal{F}^{-1}\chi_{\leq 1}\mathcal{F}, P_{> 1} := \mathcal{F}^{-1}\chi_{> 1}\mathcal{F}\), and
\[ P_N = \mathcal{F}^{-1} \left( \chi_{\leq 1} \left( \frac{\xi}{N} \right) - \chi_{\leq 1} \left( \frac{2\xi}{N} \right) \right) \mathcal{F} \]
for \(N \in 2\mathbb{Z}\). For a time interval \(I\) and \(F : I \times \mathbb{R}^d \to \mathbb{C}\), we set
\[ \|F\|_{L^q(I; L^r(\mathbb{R}^d))} := \left( \int_I \|F(t, \cdot)\|^q_{L^r(\mathbb{R}^d)} \, dt \right)^{1/q} \]
and \( \| F \|_{L^q_t L^s_x(I)} := \| F \|_{L^q(I:L^s(\mathbb{R}^d))} \). The space of functions with finite this norm are denoted by \( L^q(I:L^r(\mathbb{R}^d)) \) (or \( L^q_t L^s_x(I) \) if \( q = r \)). We sometimes use \( L^q_t \) and \( L^s_x \) to uncover time variables \( s \) and \( t \).

This paper is structured as follows. Section 2 is devoted to show the Strichartz estimates. In particular, we give the Strichartz estimates for low frequency part in Sect. 2.1 and those for high frequency part in Sect. 2.2. In Sect. 3, we prove the local well-posedness of \((NLDW)\) by the Strichartz estimates. Section 4 is devoted to discuss the decay of the global solutions to \((NLDW)\) with a finite space-time norm.

2. The Strichartz estimates

We split \( \mathcal{D} \) to low frequency part \( \mathcal{D}_l \) and high frequency part \( \mathcal{D}_h \) as follows.

\[
\mathcal{D}_l(t) := \mathcal{D}(t) P_{\leq 1}, \\
\mathcal{D}_h(t) := \mathcal{D}(t) P_{> 1}.
\]

In this section, we prove the Strichartz estimates for low and high frequency parts respectively.

2.1. The Strichartz estimates for low frequency part

We have the \( L^p - L^q \) type estimates for low frequency part. These estimates are similar to those of the heat equation.

**Lemma 2.1.** (Homogeneous Strichartz estimate for low frequency part [9, Proposition 2.4]) Let \( 1 \leq \tilde{r} \leq r \leq \infty \) and \( \sigma \geq 0 \). Then, we have

\[
\| |\nabla|^\sigma \mathcal{D}_l(t)f\|_{L^r} \lesssim \langle t \rangle^{-d/2} \langle \tilde{r} \rangle^{-\sigma/2} \| f \|_{L^\tilde{r}},
\]

for any \( t > 0 \) and \( f \in L^\tilde{r}(\mathbb{R}^d) \). We also have

\[
\| |\nabla|^\sigma \partial_t \mathcal{D}_l(t)f\|_{L^r} \lesssim \langle t \rangle^{-d/2} \langle \tilde{r} \rangle^{-\sigma/2 - 1} \| f \|_{L^\tilde{r}},
\]

and

\[
\| |\nabla|^\sigma \partial_t^2 \mathcal{D}_l(t)f\|_{L^r} \lesssim \langle t \rangle^{-d/2} \langle \tilde{r} \rangle^{-\sigma/2 - 2} \| f \|_{L^\tilde{r}}.
\]

By these \( L^p - L^q \) type estimates, we obtain the following homogeneous Strichartz estimate.

**Lemma 2.2.** (Homogeneous Strichartz estimate for low frequency part) Let \( \sigma \geq 0 \). Let \( 1 \leq \tilde{r} \leq r \leq \infty \) and \( 1 \leq q \leq \infty \). Assume that they satisfy

\[
\frac{d}{2} \left( \frac{1}{\tilde{r}} - \frac{1}{r} \right) \geq \frac{1}{q},
\]

or

\[
\frac{d}{2} \left( \frac{1}{\tilde{r}} - \frac{1}{r} \right) = \frac{1}{q} \text{ and } q > \tilde{r} > 1.
\]

Then, for any \( f \in L^\tilde{r}(\mathbb{R}^d) \),

\[
\| \langle \nabla \rangle^\sigma \mathcal{D}_l(t)f\|_{L^q(I:L^r(\mathbb{R}^d))} \lesssim \| f \|_{L^\tilde{r}},
\]
where $I \subset [0, \infty)$ is a time interval and the implicit constant is independent of $I$. Moreover, we also have

\[ \| (\nabla)^\sigma \partial_t D_t(t)f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| f \|_{L^\rho}, \]
\[ \| (\nabla)^\sigma \partial_t^2 D_t(t)f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| f \|_{L^\rho}. \]

**Proof.** These Strichartz estimates are same as those of the heat equation. Thus, the same proof does work. However, we give the proof for reader’s convenience.

We first consider the case of $\frac{d}{2}(1/\tilde{r} - 1/r) > 1/q$. By the $L^r - \tilde{L}^\tilde{r}$ estimate (Lemma 2.1),

\[ \| (\nabla)^\sigma D_t(t)f \|_{L^r(I; L^r(\mathbb{R}^d))} \lesssim \| D_t(t)f \|_{L^r} + \| \nabla^\sigma D_t(t)f \|_{L^r} \lesssim \langle t \rangle^{-\frac{d}{2}\left(\frac{1}{r} - \frac{1}{\tilde{r}}\right)} \| f \|_{L^\rho} \]
\[ \lesssim \langle t \rangle^{-\frac{d}{2}\left(\frac{1}{r} - \frac{1}{\tilde{r}}\right)} \| f \|_{L^\rho}. \]

Then, we obtain

\[ \| (\nabla)^\sigma D_t(t)f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| \langle t \rangle^{-\frac{d}{2}\left(\frac{1}{r} - \frac{1}{\tilde{r}}\right)} \| f \|_{L^\rho} \|_{L^q([0, \infty))} \lesssim \| f \|_{L^\rho}. \]

Next, we consider the second case. We set $T_f := \| (\nabla)^\sigma D_t(t)f \|_{L^r(\mathbb{R}^d)}$ and

\[ (q_1, r_1) := (\infty, r) \text{ and } (q_2, r_2) = (\rho, \gamma), \]

where $(\rho, \gamma)$ satisfies $\frac{d}{2}(1/\gamma - 1/r) = 1/\rho$ and $\rho, \gamma > 1$. Then $T$ is sub-additive and we have $T : L^\rho(\mathbb{R}^d) \to L^\rho, \infty([0, \infty))$ for $j = 1, 2$. Indeed, we have

\[ \| T f(t) \|_{L^\rho} \lesssim \| (\nabla)^\sigma D_t(t)f \|_{L^\infty(I; L^r(\mathbb{R}^d))} \lesssim \| f \|_{L^\rho}, \]
\[ \| T f(t) \|_{L^\rho, \infty} \lesssim \| (\nabla)^\sigma D_t(t)f \|_{L^\rho, \infty(I; L^r(\mathbb{R}^d))} \lesssim \| f \|_{L^\gamma}. \]

If $\rho \geq \gamma$, we can use the Marcinkiewicz interpolation theorem so that we have

\[ \| D_t(t)f \|_{L^{q}(I; L^r(\mathbb{R}^d))} \lesssim \| f \|_{L^\rho}, \]

for $(q, \tilde{r})$ satisfying $q > \tilde{r} > 1$ and

\[ \frac{1}{q} = \frac{1 - \theta}{q_1} + \frac{\theta}{q_2}, \quad \frac{1}{\tilde{r}} = \frac{1 - \theta}{r_1} + \frac{\theta}{r_2}, \quad 0 < \theta < 1. \]

This means that the desired inequality holds for $(q, r)$ such that $\frac{d}{2}(1/\tilde{r} - 1/r) = 1/q$ and $q > \tilde{r} > 1$. See also [2, 31]. In the same way, we get the second and the third inequalities. \(\square\)

**Remark 2.1.** We exclude the end-point case in Lemma 2.2 since it is not clear whether the end-point Strichartz estimate holds or not for $q = \tilde{r}$ and $\tilde{r} \neq 2$. We will show the heat end-point Strichartz estimate for $\tilde{r} = 2$ (see Lemma 2.11) as stated in Remark 1.1.

**Lemma 2.3.** (Inhomogeneous Strichartz estimate for low frequency part) Let $\sigma \geq 0$. Let $1 \leq \tilde{r}' \leq r \leq \infty$ and $1 \leq q, \tilde{q} \leq \infty$. Assume that they satisfy

\[ \frac{d}{2} \left(\frac{1}{2} - \frac{1}{r}\right) + \frac{d}{2} \left(\frac{1}{2} - \frac{1}{\tilde{r}}\right) > \frac{1}{q} + \frac{1}{\tilde{q}}, \]
\[ \frac{d}{2} \left(\frac{1}{2} - \frac{1}{r}\right) + \frac{d}{2} \left(\frac{1}{2} - \frac{1}{\tilde{r}}\right) = \frac{1}{q} + \frac{1}{\tilde{q}} \text{ and } 1 < \tilde{q}' < q < \infty, \]
or

\[(q, r) = (\tilde{q}, \tilde{r}) = (\infty, 2).\]

Then it holds that

\[
\left\| \langle \nabla \rangle^{\sigma} \int_0^t D_1(t-s)F(s)\,ds \right\|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \left\| F \right\|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))},
\]

\[
\left\| \int_0^t \partial_t D_1(t-s)F(s)\,ds \right\|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \left\| F \right\|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))},
\]

where \( I \subset [0, \infty) \) is a time interval such that \( 0 \in I \) and the implicit constant is independent of \( I \).

\textbf{Proof.} We only show the first estimate since the second can be proved similarly. Applying the \( L^r - L^\gamma \) estimate (Lemma 2.1), we obtain

\[
\left\| \langle \nabla \rangle^{\sigma} \int_0^t D_1(t-s)F(s)\,ds \right\|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \left\| \int_0^t \| \langle \nabla \rangle^{\sigma} D_1(t-s)F(s)\|_{L^r} \,ds \right\|_{L^q(I)} \lesssim \left\| \int_0^t \langle t-s \rangle^{-\frac{q}{q'}\left(\frac{1}{r'} - \frac{1}{r} \right)} \| F(s) \|_{L^{r'}} \,ds \right\|_{L^q(I)}.
\]

When \( \frac{q}{q'} \left(\frac{1}{r'} - \frac{1}{r} \right) + \frac{q}{q'} \left(\frac{1}{q} - \frac{1}{r} \right) > \frac{1}{q} + \frac{1}{q'}, \) by the Young inequality, we obtain

\[
\left\| \int_0^t \langle t-s \rangle^{-\frac{q}{q'}\left(\frac{1}{r'} - \frac{1}{r} \right)} \| F(s) \|_{L^{r'}} \,ds \right\|_{L^q(I)} \lesssim \left\| \langle t \rangle^{-\frac{1}{q}\left(\frac{1}{r'} - \frac{1}{r} \right)} \right\|_{L^{\frac{q}{q'}}} \| F \|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))} \lesssim \| F \|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))}.
\]

On the other hand, when \( \frac{q}{q'} \left(\frac{1}{r'} - \frac{1}{r} \right) + \frac{q}{q'} \left(\frac{1}{q} - \frac{1}{r} \right) = \frac{1}{q} + \frac{1}{q'} \) and \( 1 < q' < q < \infty, \) applying the Hardy–Littlewood–Sobolev inequality, we obtain

\[
\left\| \int_0^t \langle t-s \rangle^{-\frac{q}{q'}\left(\frac{1}{r'} - \frac{1}{r} \right)} \| F(s) \|_{L^{r'}} \,ds \right\|_{L^q(I)} \lesssim \| F \|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))}.
\]

When \( (q, r) = (\tilde{q}, \tilde{r}) = (\infty, 2), \) the inequality is trivial. This completes the proof. \( \square \)

2.2. The Strichartz estimates for high frequency part

Since we have

\[
D_h(t) = e^{-\frac{t}{2}} \mathcal{F}^{-1} \frac{e^{it\sqrt{\left| \xi \right|^2 - 1/4}} - e^{-it\sqrt{\left| \xi \right|^2 - 1/4}}}{2i\sqrt{\left| \xi \right|^2 - 1/4}} \chi_{>1}(\xi) \mathcal{F},
\]

it is enough to estimate

\[
e^{-t/2} e^{\pm it\sqrt{-\Delta - 1/4}} P_{>1}.
\]
Lemma 2.4. (Homogeneous Strichartz estimate for high frequency part) Let $d \geq 2$. Let $2 \leq r < \infty$ and $2 \leq q \leq \infty$. Then, we have
\[
\| e^{-t/2} e^{it\sqrt{-\Delta - 1/4}} P_{>1} f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| \nabla |f| \|_{L^2}
\]
where $I \subset [0, \infty)$ is a time interval and the implicit constant is independent of $I$. In particular, we have
\[
\| D_h(t) f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| \nabla |f| \|_{L^2},
\]
\[
\| \partial_t D_h(t) f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| \nabla |f| \|_{L^2},
\]
\[
\| \partial^2_t D_h(t) f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| \nabla |f| \|_{L^2}.
\]

Proof. First, we consider $e^{it\sqrt{-\Delta - 1/4}}$. We note that
\[
e^{it\sqrt{-\Delta - 1/4}} = e^{it|\nabla|} e^{it(\sqrt{-\Delta - 1/4} - |\nabla|)}.
\]
Since we have
\[
\sqrt{|\xi|^2 - 1/4} - |\xi| = \frac{1}{4(\sqrt{|\xi|^2 - 1/4} + |\xi|)} \approx |\xi|^{-1},
\]
a simple calculation shows
\[
\left| \partial^\alpha_{\xi} e^{it(\sqrt{|\xi|^2 - 1/4} - |\xi|)} \right| \lesssim (t)^{|\alpha|} |\xi|^{-|\alpha|}
\]
for $\xi \neq 0$ and $\alpha \in \mathbb{Z}^n_{\geq 0}$. Thus, the Mihlin–Hörmander multiplier theorem (see [5, Theorem 6.2.7]) gives
\[
\| e^{it\sqrt{-\Delta - 1/4}} P_{>1} f \|_{L^r} \lesssim (t)^{\delta_r} \| e^{it|\nabla|} f \|_{L^r}
\]
for some $\delta_r > 0$. Therefore, we obtain
\[
\| e^{-t/2} e^{it\sqrt{-\Delta - 1/4}} P_{>1} f \|_{L^q(I; L^r(\mathbb{R}^d))} = \| e^{-t/2} e^{it\sqrt{-\Delta - 1/4}} P_{>1} f \|_{L^q(I; L^r(I))} \lesssim \| e^{-t/2} (t)^{\delta_r} \| e^{it|\nabla|} f \|_{L^r(I)} \lesssim \| e^{it|\nabla|} f \|_{L^q(I; L^r(\mathbb{R}^d))},
\]
where we have used the Hölder inequality in the last inequality and we take $\tilde{q}$ such that
\[
\tilde{q} = \begin{cases} q & \text{if } \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \geq \frac{1}{q}, \\ \left\{ \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \right\}^{-1} & \text{if } \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q}, \end{cases}
\]
Then, $(\tilde{q}, r)$ is a wave admissible pair. Namely, it satisfies
\[
\frac{1}{\tilde{q}} + \frac{d-1}{2r} \leq \frac{d-1}{4}, \quad \tilde{q}, r, d \geq 2, \text{ and } (q, r, d) \neq (2, \infty, 3)
\]
and
\[
\frac{1}{\tilde{q}} + \frac{d}{r} = \frac{d}{2} - \gamma,
\]
where we note that $\gamma \geq 0$. Therefore, by the Strichartz estimate for the free wave equation (see [4] or [18, Corollary 2.5 in p.233]), we get
\[
\left\| e^{-t/2} e^{it \sqrt{-\Delta - 1/4} P}\right\|_{L^q(I;L^r(\mathbb{R}^d))} \lesssim \left\| e^{it \nabla} f \right\|_{L^q(I;L^r(\mathbb{R}^d))} \\
\lesssim \|\nabla \gamma f\|_{L^2}.
\]

Similarly, we also have
\[
\left\| e^{-t/2} e^{-it \sqrt{-\Delta - 1/4} P}\right\|_{L^q(I;L^r(\mathbb{R}^d))} \lesssim \|\nabla \gamma f\|_{L^2}.
\]

Combining them with the formula of $\mathcal{D}_h$, we obtain
\[
\|\mathcal{D}_h(t)f\|_{L^q(I;L^r(\mathbb{R}^d))} \lesssim \|\nabla \gamma (\nabla)^{-1} f\|_{L^2},
\]

where we use $\sqrt{\xi^2 - 1/4} \approx |\xi|$ for $|\xi| \geq 1$. Moreover, we also get the estimates related to $\partial_t \mathcal{D}_h(t)$ and $\partial_t^2 \mathcal{D}_h(t)$. \(\square\)

**Remark 2.2.** We can also obtain the homogeneous Strichartz estimates for high frequency part when $1 \leq q < 2$. Indeed, taking
\[
\tilde{q} = \begin{cases} 
2 & \text{if } \frac{d-1}{2} \left(\frac{1}{r} - \frac{1}{q}\right) \geq \frac{1}{2}, \\
\left\{ \frac{d-1}{2} \left(\frac{1}{r} - \frac{1}{q}\right) \right\}^{-1} & \text{if } \frac{d-1}{2} \left(\frac{1}{r} - \frac{1}{q}\right) < \frac{1}{2},
\end{cases}
\]

$(\tilde{q},r)$ is a wave admissible pair and thus the above argument does work. We note that, in this case, we need to redefine $\gamma$ such that
\[
\gamma := \max \left\{ \frac{d+1}{2} \left(\frac{1}{2} - \frac{1}{r}\right), d \left(\frac{1}{2} - \frac{1}{r}\right) - \frac{1}{2} \right\} \geq 0.
\]

To prove inhomogeneous Strichartz estimates for high frequency part, we show the $L^p-L^q$ type estimate.

**Lemma 2.5.** (\(L^r-L^{r'}\) estimate for high frequency part) Let $d \geq 1$. Let $2 \leq r < \infty$. Then, it holds that
\[
\left\| e^{\pm it \sqrt{-\Delta - 1/4} P} P_N f \right\|_{L^r(\mathbb{R}^d)} \lesssim \langle t \rangle^{\delta_r} (1 + |t| N)^{-\frac{d-1}{2} \left(1-\frac{r'}{r}\right)} N^{d \left(1-\frac{r'}{r}\right)} \|P_N f\|_{L^{r'}}
\]

for any $t > 0$ and $N \in 2^\mathbb{Z}$, where $\delta_r$ is a positive constant.

**Proof.** Combining the $L^p-L^q$ type estimate for free wave equation (see [1] or [18, Lemma 2.1 in p.230]) and the Mihlin–Hörmander multiplier theorem, we get the statement. \(\square\)

**Lemma 2.6.** (Inhomogeneous Strichartz estimate for high frequency part) Let $d \geq 2$. Let $2 \leq r < \infty$ and $2 \leq q \leq \infty$. We exclude the wave end-point case, that is, we assume that $(q,r) \neq (2,2(d-1)/(d-3))$ when $d \geq 4$. Then, we have
\[
\left\| \int_0^t e^{-\frac{it}{2}\xi} e^{\pm i(t-s) \sqrt{-\Delta - 1/4} P} P_N F(s)ds \right\|_{L^q(I;L^{r'}(\mathbb{R}^d))} \\
\lesssim N^{2\gamma} \|P_N F\|_{L^{r'}(I:L^{r'}(\mathbb{R}^d))}.
\]
where $I \subset [0, \infty)$ is a time interval such that $0 \in I$ and the implicit constant is independent of $I$.

Proof. By the $L^r - L^{r'}$ estimate for high frequency part, Lemma 2.5, we get
\[
\left\| \int_0^t e^{-\frac{t-s}{r}} e^{\pm i (t-s) \Delta} P_{>1} P_N F(s) ds \right\|_{L^q(I : L^r(\mathbb{R}^d))} \\
\lesssim N^{d\left(1 - \frac{2}{r}\right)} \left\| \int_0^t e^{-\frac{t-s}{r}} (1 + |t-s||N|)^{-\frac{d-1}{2}\left(1 - \frac{2}{r}\right)} \|P_N F(s)\|_{L^{r'}} ds \right\|_{L^q(I)}.
\]
(2.1)

Here, by the Young inequality, we obtain
\[
N^{d\left(1 - \frac{2}{r}\right)} \left\| \int_0^t e^{-\frac{t-s}{r}} (1 + |t-s||N|)^{-\frac{d-1}{2}\left(1 - \frac{2}{r}\right)} \|P_N F(s)\|_{L^{r'}} ds \right\|_{L^q(I)} \\
\lesssim N^{d\left(1 - \frac{2}{r}\right)} \left\| e^{-\frac{t}{r}} (1 + |t||N|)^{-\frac{d-1}{2}\left(1 - \frac{2}{r}\right)} \left\| P_N F \right\|_{L^{r}(\mathbb{R}^d)} \right\|_{L^{q}(I)}.
\]
(2.2)

In the case of $\frac{d-1}{2}(1 - 2/r) > 2/q$, since we have
\[
\left\| e^{-\frac{t}{r}} (1 + |t||N|)^{-\frac{d-1}{2}\left(1 - \frac{2}{r}\right)} \right\|_{L^q(\mathbb{R}^d)} \\
\leq \int_0^\infty (1 + |t|)|N|^{-\frac{d-1}{2}\left(1 - \frac{2}{r}\right)\frac{q}{2}} dt \lesssim N^{-1},
\]
we obtain, from (2.1) and (2.2),
\[
\text{(L.H.S. of (2.1))} \lesssim N^{2\left\{d\left(\frac{1}{2} - \frac{1}{r}\right) - \frac{1}{2}\right\}} \left\| P_N F \right\|_{L^{r'}(\mathbb{R}^d)} \\
= N^{2\gamma} \left\| P_N F \right\|_{L^{r'}(\mathbb{R}^d)}.
\]

On the other hand, in the case of $\frac{d-1}{2}(1 - 2/r) < 2/q$, we have
\[
\left\| e^{-\frac{t}{r}} (1 + |t||N|)^{-\frac{d-1}{2}\left(1 - \frac{2}{r}\right)} \right\|_{L^q(\mathbb{R}^d)} \\
= \int_0^\infty e^{-\frac{t}{r}} (1 + |t|)|N|^{-\frac{d-1}{2}\left(1 - \frac{2}{r}\right)\frac{q}{2}} dt \\
\leq N^{-\frac{d-1}{2}(1 - \frac{2}{r})\frac{q}{2}} \int_0^\infty e^{-\frac{t}{r}} t^{-\frac{d-1}{2}(1 - \frac{2}{r})\frac{q}{2}} dt \\
\leq N^{-\frac{d-1}{2}(1 - \frac{2}{r})\frac{q}{2}} \left( \int_0^1 t^{-\frac{d-1}{2}(1 - \frac{2}{r})\frac{q}{2}} dt + \int_1^\infty e^{-\frac{t}{r}} dt \right) \\
\lesssim N^{-\frac{d-1}{2}(1 - \frac{2}{r})\frac{q}{2}}.
\]

Therefore, we obtain, from (2.1) and (2.2),
\[
\text{(L.H.S. of (2.1))} \lesssim N^{2\left\{\frac{d-1}{2}(1 - \frac{1}{r})\right\}} \left\| P_N F \right\|_{L^{r'}(\mathbb{R}^d)} \\
= N^{2\gamma} \left\| P_N F \right\|_{L^{r'}(\mathbb{R}^d)}.
\]
At last, we consider the case of \( \frac{d-1}{2}(1 - 2/r) = 2/q \). Then, we have
\[
N^d(1 - \frac{q}{2}) \left\| \int_0^t e^{-\frac{t-s}{4}(1 + |t-s|N)^{-\frac{d-1}{2}(1 - \frac{q}{2})}} \|P_N F(s)\|_{L^{r'}} \, ds \right\|_{L^q(I)} \\
\lesssim N^d(1 - \frac{q}{2}) N^{-\frac{d-1}{2}(1 - \frac{q}{2})} \left\| \int_0^t |t-s|^{-\frac{d-1}{2}(1 - \frac{q}{2})} \|P_N F(s)\|_{L^{r'}} \, ds \right\|_{L^q(I)} \\
= N^{2\gamma} \left\| \int_0^t |t-s|^{-\frac{d-1}{2}(1 - \frac{q}{2})} \|P_N F(s)\|_{L^{r'}} \, ds \right\|_{L^q(I)} \tag{2.3}
\]
and it follows from the Hardy–Littlewood–Sobolev inequality that
\[
\left\| \int_0^t |t-s|^{-\frac{d-1}{2}(1 - \frac{q}{2})} \|P_N F(s)\|_{L^{r'}} \, ds \right\|_{L^q(I)} \lesssim \|P_N F\|_{L^{q'}(I;L^{r'}(\mathbb{R}^d))}, \tag{2.4}
\]
since \((q,r)\) is not the end-point. Combining (2.1), (2.3), and (2.4), we get the desired inequality.

**Remark 2.3.** In the previous lemma, we exclude the end-point case. However, we can obtain the Strichartz estimate in the end-point case. See the sequel paper [11].

**Lemma 2.7.** \((L^\infty_t L^q_x - L^q_t L^\prime_x)\) estimate for high frequency part) Let \( d \geq 2 \). Let \( 2 \leq r < \infty \) and \( 2 \leq q \leq \infty \). We assume that \((q,r) \neq (2,2(d-1)/(d-3))\) when \( d \geq 4 \). Then, we have
\[
\left\| \int_0^t e^{-\frac{t-s}{2}e^{\pm i(t-s)\sqrt{-\Delta-1/4}}} P_{>1} P_N F(s) ds \right\|_{L^\infty(I;L^2(\mathbb{R}^d))} \\
\lesssim N^{\gamma} \|P_N F\|_{L^{q'}(I;L^{r'}(\mathbb{R}^d))},
\]
where \( I \subset [0,\infty) \) is a time interval such that \( 0 \in \bar{I} \) and the implicit constant is independent of \( I \).

**Proof.** We set \( W^\pm_N(t-s) := e^{\pm i(t-s)\sqrt{-\Delta-1/4}} P_{>1} P_N \) for simplicity. Now, we have
\[
\left\| \int_0^t e^{-\frac{t-s}{2}e^{\pm i(t-s)\sqrt{-\Delta-1/4}}} P_{>1} P_N F(s) ds \right\|_{L^2}^2 \\
= \left\langle \int_0^t e^{-\frac{t-s}{2}W^\pm_N(t-s)} F(s) ds, \int_0^t e^{-\frac{r-\tau}{2}W^\pm_N(t-\tau)} F(\tau) d\tau \right\rangle_{L^2} \\
= \int_0^t \int_0^s \left\langle e^{-\frac{t-s}{2}W^\pm_N(t-s)} F(s), e^{-\frac{t-\tau}{2}W^\pm_N(t-\tau)} F(\tau) \right\rangle_{L^2} d\tau ds \\
+ \int_0^t \int_0^\tau \left\langle e^{-\frac{t-s}{2}W^\pm_N(t-s)} F(s), e^{-\frac{t-\tau}{2}W^\pm_N(t-\tau)} F(\tau) \right\rangle_{L^2} ds d\tau \\
= I + II.
\]
By the symmetry, it is enough to estimate $I$. By the Hölder inequality, $e^{-\frac{t-s}{2}}e^{-\frac{t-s}{2}}$, and $e^{-\frac{t-s}{2}} \leq 1$ for $s \in [0, t]$ we obtain

$$I = \int_0^t \left\langle e^{-\frac{t-s}{2}} W_N (t-s) F(s), \int_0^s e^{-\frac{t-s}{2}} W_N (t-\tau) F(\tau) d\tau \right\rangle_{L^2} ds \leq \int_0^t e^{-(t-s)} \left\langle |P_N F(s)|, \int_0^s e^{-\frac{t-s}{2}} W_N (s-\tau) P_{>1} F(\tau) d\tau \right\rangle_{L^2} ds \leq \|P_N F\|_{L^{s'}((I; L^{r'}(\mathbb{R}^d))} \left\| \int_0^s e^{-\frac{t-s}{2}} W_N (s-\tau) P_{>1} F(\tau) d\tau \right\|^2_{L^2((0,t); L^r(\mathbb{R}^d))}.$$  

By Lemma 2.6, we obtain

$$I \leq N^{2\gamma} \|P_N F\|^2_{L^{s'}((I; L^{r'}(\mathbb{R}^d))}.$$  

Thus, it follows that

$$\left\| \int_0^t e^{-\frac{t-s}{2}} e^{\pm i(t-s)} \sqrt{-\Delta - 1/4} P_{>1} P_N F(s) ds \right\|^2_{L^2} \lesssim N^{2\gamma} \|P_N F\|^2_{L^{s'}((I; L^{r'}(\mathbb{R}^d))}.$$  

This finishes the proof. 

**Remark 2.4.** Let $T > 0$, $2 \leq r < \infty$ and $2 \leq q \leq \infty$, $\gamma := \max\{d(1/2 - 1/r) - 1/q, d/2 \}$. Moreover, we also have the following estimate from (2.5) and the similar argument to Lemma 2.7.

$$\left\| \int_s^T e^{-\frac{t-s}{2}} e^{\pm i(t-s)} \sqrt{-\Delta - 1/4} P_{>1} P_N F(t) dt \right\|_{L^q((0,T); L^2(\mathbb{R}^d))} \lesssim N^{\gamma} \|P_N F\|_{L^{s'}((0,T); L^{r'}(\mathbb{R}^d))}.  \tag{2.6}$$

**Lemma 2.8.** (Hölder and Sobolev inequality for high frequency part) Let $2 \leq r < \infty$ and $2 \leq q \leq \infty$. We assume that $(q, r) \neq (2, 2(d-1)/(d-3))$ when $d \geq 4$. Then, we have

$$\left\| \int_0^t e^{-\frac{t-s}{2}} e^{\pm i(t-s)} \sqrt{-\Delta - 1/4} P_{>1} P_N F(s) ds \right\|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim N^{\gamma} \|P_N F\|_{L^{s'}((I; L^{r'}(\mathbb{R}^d))},$$  

where $I \subset [0, \infty)$ is a time interval such that $0 \in I$ and the implicit constant is independent of $I$.

**Proof.** We may write $I = [0, T)$. We use a standard duality argument. Let $G \in C_0^\infty(I \times \mathbb{R}^d)$ and $\check{P}_N := P_{N/2} + P_N + P_{2N}$. Since we have $\check{P}_N P_N = P_N$, it follows from the Fubini theorem and Hölder inequality that
\[
\int_0^T \left( \int_0^t e^{-\frac{i}{T-s} \cdot \xi(t-s)} \sqrt{-\Delta - \frac{1}{4}} P_{>1} P_N F(s) \, ds, G(t) \right) \, dt
\]
\[
= \int_0^T \int_0^t e^{-\frac{i}{T-s} \cdot \xi(t-s)} \sqrt{-\Delta - \frac{1}{4}} P_{>1} P_N F(s) \, G(t) \, ds \, dt
\]
\[
= \int_0^T \int_s^T e^{-\frac{i}{T-s} \cdot \xi(t-s)} \sqrt{-\Delta - \frac{1}{4}} P_{>1} \hat{P}_N G(t) \, dt \, ds
\]
\[
\leq \| P_N F \|_{L^1(I; L^2(\mathbb{R}^d))} \left\| \left( \int_s^T e^{-\frac{i}{T-s} \cdot \xi(t-s)} \sqrt{-\Delta - \frac{1}{4}} P_{>1} \hat{P}_N G(t) \, dt \right) \right\|_{L^\infty(I; L^2(\mathbb{R}^d))}
\]  
(2.7)

By (2.6) in Remark 2.4, we get
\[
\left\| \int_s^T e^{-\frac{i}{T-s} \cdot \xi(t-s)} \sqrt{-\Delta - \frac{1}{4}} P_{>1} \hat{P}_N G(t) \, dt \right\|_{L^\infty(I; L^2(\mathbb{R}^d))}
\leq \sum_{j=N/2, N, 2N} \left\| \int_s^T e^{-\frac{i}{T-s} \cdot \xi(t-s)} \sqrt{-\Delta - \frac{1}{4}} P_{>1} P_j G(t) \, dt \right\|_{L^\infty(I; L^2(\mathbb{R}^d))}
\leq N^\gamma \sum_{j=N/2, N, 2N} \| P_j G \|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))}
\leq N^\gamma \| G \|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))}.  
\]  
(2.8)

Since we have the duality
\[
\| F \|_{L^q(I; L^r(\mathbb{R}^d))} = \sup \left\{ \int_I \langle F(t), G(t) \rangle \, dt : G \in C_0^\infty(I \times \mathbb{R}^d), \| G \|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))} = 1 \right\},
\]
the desired estimate follows from (2.7) and (2.8).

Combining these estimates, we obtain the following Strichartz estimates when \((1/q, 1/r)\) and \((1/\tilde{q}, 1/\tilde{r})\) are on a same line.

**Lemma 2.9.** Let \(2 \leq r, \tilde{r} < \infty\) and \(2 \leq q, \tilde{q} \leq \infty\). Assume that
\[
\frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) = \frac{1}{\tilde{q}} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right).
\]
We also assume that \((q, r) \neq (2, 2(d-1)/(d-3))\) and \((\tilde{q}, \tilde{r}) \neq (2, 2(d-1)/(d-3))\) when \(d \geq 4\). Then, we have
\[
\left\| \int_0^t e^{-\frac{i}{T-s} \cdot \xi(t-s)} \sqrt{-\Delta - \frac{1}{4}} P_{>1} F(s) \, ds \right\|_{L^q(I; L^r(\mathbb{R}^d))}
\leq \| \| \nabla \|^{\gamma + \frac{5}{r}} F \|_{L^{q'}(I; L^{r'}(\mathbb{R}^d))},
\]
where \(I \subset [0, \infty)\) is a time interval such that \(0 \in I\) and the implicit constant is independent of \(I\).
Proof. We set
\[ \Psi[F](t, x) := \int_0^t e^{-\frac{t-s}{2}} e^{\pm i(t-s)\sqrt{-\Delta-1/4}} P_{>1} F(s) ds. \]
First, we consider the case of \(2 \leq r \leq \tilde{r}\). Then, \(\tilde{q} \leq q\) and thus there exists \(\theta \in [0, 1]\) such that
\[ \frac{1}{q} = \theta \frac{1}{\tilde{q}} + \frac{1 - \theta}{\infty}, \quad \frac{1}{r} = \frac{\theta}{\tilde{r}} + \frac{1 - \theta}{2}. \]
By this formula, we have \(\theta \tilde{\gamma} = \gamma\). Therefore, by the Hölder inequality, Lemmas 2.6 and 2.7, we obtain
\[
\begin{align*}
\| \Psi[F] \|_{L^q(I; L^r(\mathbb{R}^d))} &\lesssim \| \Psi[F] \|^\theta_{L^\tilde{q}(I; L^\tilde{r}(\mathbb{R}^d))} \| \Psi[F] \|^{1-\theta}_{L^\infty(I; L^2(\mathbb{R}^d))} \\
&\lesssim (N^{2\tilde{\gamma}} \| P_N F \|_{L^r(I; L^r(\mathbb{R}^d))})^\theta \left( N\tilde{\gamma} \| P_N F \|_{L^\tilde{r}(I; L^\tilde{r}(\mathbb{R}^d))} \right)^{1-\theta} \\
&\approx N^{\gamma + \tilde{\gamma}} \| P_N F \|_{L^\tilde{r}(I; L^\tilde{r}(\mathbb{R}^d))},
\end{align*}
\]
where we use \(\theta \tilde{\gamma} = \gamma\).

At second, we consider the case of \(2 \leq \tilde{r} \leq r\). Then, we have \(\tilde{q} \geq q\). Let \(\eta \in [0, 1]\) satisfy
\[ \frac{1}{\tilde{q}} = \frac{1 - \eta}{1} + \frac{\eta}{q'}, \quad \frac{1}{\tilde{r}} = \frac{1 - \eta}{2} + \frac{\eta}{r'}. \]
Then, we have \(\eta \tilde{\gamma} = \tilde{\gamma}\). By the interpolation, Lemmas 2.6, and 2.8, we get the desired inequality, where we note that \(N^{(1-\eta)\gamma} N^{\eta 2\gamma} = N^{\gamma + \tilde{\gamma}}\). Taking summation for dyadic number \(N\) gives the statement. \(\square\)

We can get Strichartz estimates even when \((1/q, 1/r)\) and \((1/\tilde{q}, 1/\tilde{r})\) are not on the same line by permitting more derivative loss.

**Lemma 2.10.** Let \(d \geq 2\). Let \(2 \leq r, \tilde{r} < \infty\) and \(2 \leq q, \tilde{q} \leq \infty\). Assume that
\[ \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) \neq \frac{1}{\tilde{q}} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right). \]
We also assume that \((q, r) \neq (2, 2(d-1)/(d-3))\) and \((\tilde{q}, \tilde{r}) \neq (2, 2(d-1)/(d-3))\) when \(d \geq 4\). Then, we have
\[
\begin{align*}
\left\| \int_0^t e^{-\frac{t-s}{2}} e^{\pm i(t-s)\sqrt{-\Delta-1/4}} P_{>1} F(s) ds \right\|_{L^q(I; L^r(\mathbb{R}^d))} &\lesssim \| \nabla \|_{L^{\tilde{q}+\tilde{\gamma}+\delta}} F \|_{L^{\tilde{r}}(I; L^{\tilde{r}}(\mathbb{R}^d))},
\end{align*}
\]
where \(\delta \geq 0\) is defined in Table 1 (see Proposition 1.2). Moreover, we have
\[
\begin{align*}
\left\| \int_0^t D_h(t-s) F(s) ds \right\|_{L^q(I; L^r(\mathbb{R}^d))} &\lesssim \| \nabla \|_{L^{\tilde{r}}(I; L^{\tilde{r}}(\mathbb{R}^d))}, \\
\left\| \int_0^t (\partial_t D_h)(t-s) F(s) ds \right\|_{L^q(I; L^r(\mathbb{R}^d))} &\lesssim \| \nabla \|_{L^{\tilde{r}}(I; L^{\tilde{r}}(\mathbb{R}^d))},
\end{align*}
\]
**Proof.** We consider the following cases respectively.
1. \( \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) \)

2. \( \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) > \frac{1}{q} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) \)

a. \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \geq \frac{1}{q} \) and \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) \geq \frac{1}{q} \)

b. \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \geq \frac{1}{q} \) and \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) < \frac{1}{q} \)

c. \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q} \) and \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) \geq \frac{1}{q} \)

d. \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q} \) and \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) < \frac{1}{q} \)

It is easy to show that Cases (1)-(b) and (2)-(c) do not occur.

**Case(1).** We treat the case of \( \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) \). Since \( \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) \), there exists \( r_1 \in [2, \tilde{r}] \) such that

\[
\frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) = \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r_1} \right).
\]

Let \( \gamma_1 \) be the derivative loss for the pair \((\tilde{q}, r_1)\). Then, by Lemma 2.9 and the Bernstein inequality, we get

\[
\| \Psi[F] \|_{L^q_t L^r_x} \lesssim N^{\gamma + \gamma_1} \| P_N F \|_{L^q_{\tilde{t}} L^{r}_{\tilde{x}}} \\
\lesssim N^{\gamma + \gamma_1} N^{d \left( \frac{1}{\tilde{q}} - \frac{1}{r_1} \right)} \| P_N F \|_{L^q_{\tilde{t}} L^{r}_{\tilde{x}}}.
\]

**Case(1)-(a).** If \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \geq \frac{1}{q} \), which also gives \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r_1} \right) \geq \frac{1}{q} \), we have \( \gamma_1 = d(1/2 - 1/r_1) - 1/\tilde{q} \). Thus, we obtain

\[
\gamma + \gamma_1 + d \left( \frac{1}{r_1} - \frac{1}{r_1} \right) = \gamma + d \left( \frac{1}{2} - \frac{1}{r_1} \right) - \frac{1}{q} + d \left( \frac{1}{r_1} - \frac{1}{r_1} \right) \\
= \gamma + d \left( \frac{1}{2} - \frac{1}{r_1} \right) - \frac{1}{q} \\
= \gamma + \gamma_1.
\]

**Case(1)-(c).** \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) < \frac{1}{q} \) gives \( \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r_1} \right) < \frac{1}{q} \). Then, we have \( \gamma_1 = \frac{d+1}{2}(1/2 - 1/r_1) \). Moreover, since \( \frac{d+1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \geq \frac{1}{q} \), we have \( \tilde{\gamma} = d(1/2 - 1/\tilde{r}) - 1/\tilde{q} \). Therefore, we obtain

\[
\gamma + \gamma_1 + d \left( \frac{1}{r_1} - \frac{1}{r_1} \right) = \gamma + \gamma_1 + \gamma_1 - \gamma + d \left( \frac{1}{r_1} - \frac{1}{r_1} \right) \\
= \gamma + \gamma_1 + \frac{q}{\tilde{q}} \left\{ \frac{1}{q} - \frac{d-1}{2} \left( \frac{1}{2} - \frac{1}{r} \right) \right\},
\]

where we use \( q \left( \frac{1}{2} - \frac{1}{r} \right) = \tilde{q} \left( \frac{1}{2} - \frac{1}{\tilde{r}} \right) \) in the last equality.
Case(1)-(d). We have \( \gamma_1 = \frac{d-1}{2} (1/2 - 1/r_1) \) since \( \frac{d-1}{2} (1/2 - 1/r) < \frac{1}{q} \). Since \( \frac{d-1}{2} (1/2 - 1/r_1) < \frac{1}{q} \), we have \( \tilde{\gamma} = \frac{d+1}{2} (1/2 - 1/r) \) and thus we obtain

\[
\gamma + \gamma_1 + d \left( \frac{1}{r'} - \frac{1}{r_1} \right) = \gamma + \tilde{\gamma} + \gamma_1 - \tilde{\gamma} + d \left( \frac{1}{r'} - \frac{1}{r_1} \right)
\]

\[
= \gamma + \tilde{\gamma} + \frac{d-1}{q} \left\{ q \left( \frac{1}{2} - \frac{1}{r} \right) - q \left( \frac{1}{2} - \frac{1}{r} \right) \right\},
\]

where we use \( \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) = \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r_1} \right) \) in the last equality.

Case(2). We treat the case of \( \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) > \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) \). Since \( \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) > \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right) \), there exists \( r_2 \in [2, r) \) such that

\[
\frac{1}{q} \left( \frac{1}{2} - \frac{1}{r_2} \right) = \frac{1}{q} \left( \frac{1}{2} - \frac{1}{r} \right).
\]

Let \( \gamma_2 \) be the derivative loss for the pair \((q, r_2)\). Then, by the Bernstein inequality and Lemma 2.9, we get

\[
\| \Psi[F] \|_{L^q_t L^r_x} \lesssim N^d \left( \frac{1}{2} - \frac{1}{r_2} \right) \| \Psi[F] \|_{L^q_t L^r_x}
\]

\[
\lesssim N^d \left( \frac{1}{2} - \frac{1}{r_2} \right) N^{\gamma_2 + \tilde{\gamma}} \| P_N F \|_{L^q_t L^r_x}.
\]

By the symmetric argument, we get the desired statements. \( \square \)

2.3. Proof of the Strichartz estimates

Proof of Proposition 1.1. We only show the inequality for \( \mathcal{D} \) since the similar argument works for \( \partial_t \mathcal{D} \) and \( \partial^2_t \mathcal{D} \). We have

\[
\| \mathcal{D}(t) f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| \partial_t \mathcal{D}(t) f \|_{L^q(I; L^r(\mathbb{R}^d))} + \| \partial^2_t \mathcal{D}(t) f \|_{L^q(I; L^r(\mathbb{R}^d))}.
\]

Let \((q, r)\) satisfy the assumption of Proposition 1.1 and \((q, r) \neq (2, 2d/(d-2))\) when \( d \geq 3 \). By the assumption of \((q, r)\), we can apply Lemma 2.2 to the first term as \( \tilde{r} = 2 \) and \( \sigma = 1 \) and Lemma 2.4 to the second term. Then it follows that

\[
\| \mathcal{D}(t) f \|_{L^q(I; L^r(\mathbb{R}^d))} \lesssim \| \partial_t \mathcal{D}(t) f \|_{L^q(I; L^r(\mathbb{R}^d))} + \| \partial^2_t \mathcal{D}(t) f \|_{L^q(I; L^r(\mathbb{R}^d))}
\]

\[
\lesssim \left\| (\nabla)^{-1} f \right\|_{L^2} + \left\| |\nabla| \gamma (\nabla)^{-1} f \right\|_{L^2}
\]

\[
\approx \| f \|_{H^{\gamma-1}}.
\]

This finishes the proof except for the heat end-point case. Next, we show the heat end-point estimate \((q, r) = (2, 2d/(d-2))\) for \( d \geq 3 \). Watanabe [30] obtained the following heat end-point estimate.
Lemma 2.11. [Homogeneous Strichartz estimate in the heat end-point case (see [30, Lemma 2.8])] Let $d \geq 3$. Then, we have

\[
\| D(t)f \|_{L^2_t(I:[L^{\frac{2d}{d-2}}]} \lesssim \| f \|_{L^2}, \\
\| \partial_t D(t)f \|_{L^2_t(I:[L^{\frac{2d}{d-2}}]} \lesssim \| \langle \nabla \rangle f \|_{L^2}, \\
\| \partial^2_t D(t)f \|_{L^2_t(I:[L^{\frac{2d}{d-2}}]} \lesssim \| \langle \nabla \rangle^2 f \|_{L^2}.
\]

By the first estimate in Lemma 2.11, we have

\[
\| \langle \nabla \rangle^\sigma D(t)P_{\leq 1}f \|_{L^2_t(I:[L^{\frac{2d}{d-2}}]} \lesssim \| \langle \nabla \rangle^\sigma P_{\leq 1}f \|_{L^2} \lesssim \| f \|_{L^2},
\]

for $\sigma \geq 0$. Therefore, it follows from this inequality and Lemma 2.4 that

\[
\| D(t)f \|_{L^2_t(I:[L^{\frac{2d}{d-2}}]} \leq \| D(t)f \|_{L^2_t(I:[L^{\frac{2d}{d-2}}]} + \| D_h(t)f \|_{L^2_t(I:[L^{\frac{2d}{d-2}}]} \lesssim \| \langle \nabla \rangle^{-1} f \|_{L^2} + \| \langle \nabla \rangle^\gamma \langle \nabla \rangle^{-1} f \|_{L^2} \approx \| f \|_{H^{\gamma-1}}.
\]

This completes the proof of the heat end-point homogeneous Strichartz estimate. \[\square\]

Proof of Proposition 1.2. We only show the inequality for $D$ since the similar argument works for $\partial_t D$. By the integral inequality, we get

\[
\int_0^t \| D(t-s)F(s)ds \|_{L^q(I:[L^r]} \lesssim \int_0^t \| D(t-s)F(s)ds \|_{L^q(I:[L^r]} + \| D_h(t-s)F(s)ds \|_{L^q(I:[L^r]}
\]

By the assumption of $(q,r)$, we can apply Lemma 2.3 to the first term as $\tilde{r} = 2$ and $\sigma = 1$ and Lemmas 2.9, 2.10 to the second term. Then it follows that

\[
\int_0^t \| D(t-s)F(s)ds \|_{L^q(I:[L^r]} \lesssim \int_0^t \| D(t-s)F(s)ds \|_{L^q(I:[L^r]} + \| D_h(t-s)F(s)ds \|_{L^q(I:[L^r]}
\]

\[
\lesssim \| \langle \nabla \rangle^{-1} F \|_{L^{q'}(I:[L^{r'}]} + \| \langle \nabla \rangle^{\gamma+\delta} \langle \nabla \rangle^{-1} F \|_{L^{q'}(I:[L^{r'}]}
\]

\[
\approx \| F \|_{L^{q'}(I:[W^{\gamma+\delta-1,r'}]}
\]

This is the desired estimate. \[\square\]
3. Well-posedness for the energy critical nonlinear damped wave equation

In this section, we prove local well-posedness for (NLDW), Theorem 1.3, by contraction mapping principle. We define the complete metric space

\[ X(T, L, M) := \left\{ v \text{ on } [0, T) \times \mathbb{R}^d : \left\| \langle \nabla \rangle^{\frac{1}{2}} v \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} \leq L, \left\| v \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} \leq M \right\}. \]

Remark 3.1. \((q, r) = (2(d+1)/(d-1), 2(d+1)/(d-2))\) and \((2(d+1)/(d-1), 2(d+1)/(d-2))\) satisfy the assumptions of the Strichartz estimates in Propositions 1.1 and 1.2. Moreover, \(\gamma = 1/2\) when \((q, r) = (2(d+1)/(d-1), 2(d+1)/(d-2))\) and \(\gamma = 1\) when \((q, r) = (2(d+1)/(d-2), 2(d+1)/(d-2))\). We note that these exponents are same as in the local well-posedness for the critical nonlinear wave equation.

We define

\[ \Phi[u](t) = \Phi_{u_0, u_1}[u](t) := D(t)(u_0 + u_1) + \partial_t D(t)u_0 + \int_0^t D(t-s)N(u(s))ds. \]

Proof of Theorem 1.3. As stated in Remark 3.1, the exponents are same as in the argument for the energy critical nonlinear wave equation. Thus, the proof is similar so that we only give sketch of the proof. See [3, 16, 26, 27] for details. Since \((u_0, u_1) \in H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d)\), by the Strichartz estimates in Proposition 1.1, we obtain

\[
\begin{align*}
\left\| D(t)(u_0 + u_1) + \partial_t D(t)u_0 \right\|_{X(T)} &\leq \left\| \langle \nabla \rangle^{\frac{1}{2}} D(t)(u_0 + u_1) \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} + \left\| \langle \nabla \rangle^{\frac{1}{2}} \partial_t D(t)u_0 \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} \\
&\quad + \left\| D(t)(u_0 + u_1) \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} + \left\| \partial_t D(t)u_0 \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} \\
&\lesssim \|u_0\|_{H^1} + \|u_1\|_{L^2} < A < \infty. \quad (3.1)
\end{align*}
\]

We estimate the nonlinear term as follows. By the Strichartz estimates in Proposition 1.2 and the fractional Leibnitz rule (see [16, Lemma 2.5] and references therein), we get

\[
\begin{align*}
\left\| \langle \nabla \rangle^{\frac{1}{2}} \int_0^t D(t-s)N(u(s))ds \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} &\lesssim \left\| \langle \nabla \rangle^{\frac{1}{2}} N(u) \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} \\
&\lesssim \left\| u \right\|_{L^2_{t,x}}^{\frac{4}{d+2}([0, T))} \left\| \langle \nabla \rangle^{\frac{1}{2}} u \right\|_{L^2_{t,x}}^{\frac{2(d+1)}{d+2}([0, T))} \quad (3.2)
\end{align*}
\]
and
\[
\left\| \int_0^t \mathcal{D}(t-s)\mathcal{N}(u(s))ds \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \\
\lesssim \left\| \langle \nabla \rangle^\frac{1}{2} \mathcal{N}(u) \right\|_{L_{t,x}^{\frac{2(d+1)}{d-3}}([0,T])} \\
\lesssim \| u \|_{L_{t,x}^{\frac{4}{2(d+1)}}} \left\| \langle \nabla \rangle^\frac{1}{2} u \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}}.
\]

Combining (3.1) and (3.2), we obtain
\[
\left\| \langle \nabla \rangle^\frac{1}{2} \Phi[u] \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \leq \left\| \langle \nabla \rangle^\frac{1}{2} \mathcal{D}(t)(u_0 + u_1) + \partial_t \mathcal{D}(t)u_0 \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \\
+ \left\| \langle \nabla \rangle^\frac{1}{2} \int_0^t \mathcal{D}(t-s)\mathcal{N}(u(s))ds \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \\
\leq CA + CLM \frac{d}{2} \leq L
\]
if we choose \( L = 2CA \) and \( M \) such that \( CM^{4/(d-2)} \leq 1/2 \). By (3.1) and (3.3), we get
\[
\| \Phi[u] \|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \leq \| \mathcal{D}(t)(u_0 + u_1) + \partial_t \mathcal{D}(t)u_0 \|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \\
+ \left\| \int_0^t \mathcal{D}(t-s)\mathcal{N}(u(s))ds \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \\
\leq \delta + CLM \frac{d}{2} \leq M
\]
if we choose \( \delta = M/2 \) and \( L \leq (2C)^{-1}M^{(d-6)/(d-2)} \) (which is possible if \( 3 \leq d \leq 5 \)). Thus, \( \Phi \) is a mapping on \( X(T, L, M) \).
\[
\left\| \langle \nabla \rangle^\frac{1}{2} \left( \Phi[u] - \Phi[v] \right) \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} + \left\| \Phi[u] - \Phi[v] \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \\
\leq \left\| \langle \nabla \rangle^\frac{1}{2} \left( \mathcal{N}(u) - \mathcal{N}(v) \right) \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}([0,T])} \\
\leq \left( \| u \|_{L_{t,x}^{\frac{4}{2(d+1)}}} + \| v \|_{L_{t,x}^{\frac{4}{2(d+1)}}} \right) \left\| \langle \nabla \rangle^\frac{1}{2} (u - v) \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}} \\
+ \left( \| u \|_{L_{t,x}^{\frac{6-d}{2(d+1)}}} + \| v \|_{L_{t,x}^{\frac{6-d}{2(d+1)}}} \right) \left\| \langle \nabla \rangle^\frac{1}{2} (u - v) \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}} \\
\times \left( \left\| \langle \nabla \rangle^\frac{1}{2} u \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}} + \left\| \langle \nabla \rangle^\frac{1}{2} v \right\|_{L_{t,x}^{\frac{2(d+1)}{d-1}}} \right)
\]
\[
\times \|u - v\|_{L^{2(d+1)}_{t,x}([0,T])}^{2d+1} (\|u\|_{L^{2(d+1)}_{t,x}([0,T])}^{d-1} + CM^{\frac{6-d}{d-2}} \|u\|_{L^{2(d+1)}_{t,x}([0,T])}^{\frac{6-d}{d-2}}) \cdot
\]

Taking \( L \) and \( M \) sufficiently small, \( \Phi \) is a contraction mapping on \( X(T, L, M) \). By the Banach fixed point theorem, we obtain the solution such that \( u = \Phi[u] \).

Then, \((u, \partial_t u)\) belongs to \( C([0, T); H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d)) \) because of the Strichartz estimates (Proposition 1.1 and 1.2) and the nonlinear estimates (for example \( \langle \nabla \rangle \frac{1}{2} \mathcal{N}(u) \in L^{2(d+1)}_{t,x} \)). We give a proof of the standard blow-up criterion. We suppose that \( T_+ = T_+(u_0, u_1) < \infty \) and \( \|u\|_{L^{2(d+1)/d-2}([0, T_+])} < \infty \). Take \( \tau \) and \( T \) arbitrary such that \( 0 < \tau < T < T_+ \). By the Duhamel formula, we have

\[
u(t) = \mathcal{D}(t - \tau)(u(\tau) + \partial_t u(\tau)) + \partial_t \mathcal{D}(t - \tau)u(\tau) + \int_\tau^t \mathcal{D}(t - s) \mathcal{N}(u(s))ds,
\]

for \( t > \tau \). By the Strichartz estimates, we obtain

\[
\left\| \langle \nabla \rangle \frac{1}{2} u \right\|_{L^{2(d+1)}_{t,x}([\tau,T])} \lesssim \left\| (u(\tau), \partial_t u(\tau)) \right\|_{H^1 \times L^2} + \left\| \int_\tau^t \langle \nabla \rangle \frac{1}{2} \mathcal{D}(t - s) \mathcal{N}(u(s))ds \right\|_{L^{2(d+1)}_{t,x}([\tau,T])} \lesssim \left\| (u(\tau), \partial_t u(\tau)) \right\|_{H^1 \times L^2} + \left\| \langle \nabla \rangle \frac{1}{2} \mathcal{N}(u(s)) \right\|_{L^{2(d+1)}_{t,x}([\tau,T])} \lesssim \left\| (u(\tau), \partial_t u(\tau)) \right\|_{H^1 \times L^2} + \left\| u \right\|_{L^{2(d+1)/d-2}([\tau,T])} \left\| \langle \nabla \rangle \frac{1}{2} u \right\|_{L^{2(d+1)}_{t,x}([\tau,T])}.
\]

Since \( \|u\|_{L^{2(d+1)/d-2}([\tau,T])} < 1 \) for \( \tau \) close to \( T_+ \), we obtain

\[
\left\| \langle \nabla \rangle \frac{1}{2} u \right\|_{L^{2(d+1)}_{t,x}([\tau,T])} \lesssim \left\| (u(\tau), \partial_t u(\tau)) \right\|_{H^1 \times L^2}.
\]

Fix such \( \tau \). Since \( T \) is arbitrary, we get

\[
\left\| \langle \nabla \rangle \frac{1}{2} u \right\|_{L^{2(d+1)}_{t,x}([\tau,T])} \lesssim \left\| (u(\tau), \partial_t u(\tau)) \right\|_{H^1 \times L^2}.
\]

Take a sequence \( \{t_n\} \) such that \( t_n \to T_+ \) and \( t_n > \tau \). Then, by the integral formula, the Strichartz estimates the assumption, and 3.4, we have

\[
\|\mathcal{D}(t - t_n)(u(t_n)) + \partial_t u(t_n)) + \partial_t \mathcal{D}(t - t_n)u(t_n)\|_{L^{2(d+1)}_{t,x}([t_n,T_+])} \lesssim \|u\|_{L^{2(d+1)}_{t,x}([t_n,T_+])} + \left\| \int_{t_n}^t \mathcal{D}(t - s) \mathcal{N}(u(s))ds \right\|_{L^{2(d+1)}_{t,x}([t_n,T_+])} \lesssim \|u\|_{L^{2(d+1)}_{t,x}([t_n,T_+])} + \left\| u \right\|_{L^{2(d+1)/d-2}([t_n,T_+])} \left\| \langle \nabla \rangle \frac{1}{2} u \right\|_{L^{2(d+1)}_{t,x}([t_n,T_+])} \to 0 \text{ as } n \to \infty,
\]
Thus, \[ \|D(t - t_n)(u(t_n) + \partial_t u(t_n)) + \partial_t D(t - t_n)u(t_n)\|_{L^{2(d+1)/(d-2)}_{t, x}([t_n, T + \varepsilon])} < \delta/2 \] is true for large \( n \). Then, for some \( \varepsilon > 0 \), we get
\[
\|D(t - t_n)(u(t_n) + \partial_t u(t_n)) + \partial_t D(t - t_n)u(t_n)\|_{L^{2(d+1)/(d-2)}_{t, x}([t_n, T + \varepsilon])} < \delta.
\]

The local well-posedness derives a contradiction.

**Proof of Theorem 1.4.** By the Strichartz estimate (Proposition 1.1), we have
\[
\|D(t)(u_0 + u_1) + \partial_t D(t)u_0\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}([0, \infty))} \leq C \|(u_0, u_1)\|_{H^1 \times L^2}.
\]
Thus, if we take \( \delta_0 \) satisfying \( C \delta_0 < \delta \), where \( \delta \) is in Theorem 1.3, then we get a global solution from Theorem 1.3. Moreover, the solution \( u \) satisfies
\[
\|u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}([0, \infty))} \lesssim \|D(t)(u_0 + u_1) + \partial_t D(t)u_0\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}([0, \infty))} \lesssim \delta_0.
\]

**4. Decay of global solution with finite Strichartz norm**

In this section, we give a proof of Theorem 1.5.

**Lemma 4.1.** If \( u \) is a global solution of (NLDW) with \( \|u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}([0, \infty))} < \infty \),
then \( u \) satisfies
\[
\|\langle \nabla \rangle^{\frac{1}{2}} u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}([0, \infty))} < \infty.
\]

**Proof.** The proof is very similar to the proof of the standard blow-up criterion. Take \( 0 < \tau < T < \infty \) arbitrary. We know that the global solution belongs to \( L^{\frac{2(d+1)}{d-2}}_{t, x}(K) \) for any compact interval \( K \subset [0, \infty) \). It follows from the Duhamel’s formula and the Strichartz estimates that
\[
\|\langle \nabla \rangle^{\frac{1}{2}} u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}((\tau, T))} \lesssim \|(u(\tau), \partial_t u(\tau))\|_{H^1 \times L^2}
\]
\[
+ \|u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}((\tau, T))} \|\langle \nabla \rangle^{\frac{1}{2}} u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}((\tau, T))}.
\]
Since \( \|u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}((\tau, T))} \ll 1 \) for large \( \tau \), we obtain
\[
\|\langle \nabla \rangle^{\frac{1}{2}} u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}((\tau, T))} \lesssim \|(u(\tau), \partial_t u(\tau))\|_{H^1 \times L^2}
\]
for large \( \tau > 0 \). Fix such \( \tau \). Since \( T \) is arbitrary, we obtain
\[
\|\langle \nabla \rangle^{\frac{1}{2}} u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}((\tau, \infty))} \lesssim \|(u(\tau), \partial_t u(\tau))\|_{H^1 \times L^2}.
\]
Thus, we obtain \( \|\langle \nabla \rangle^{\frac{1}{2}} u\|_{L^{\frac{2(d+1)}{d-2}}_{t, x}([0, \infty))} < \infty \). \( \square \)
Proof of Theorem 1.5. We have
\[
\left( \begin{array}{c}
u \\ \partial_t u \end{array} \right) = A(t) \left( \begin{array}{c} u_0 \\ u_1 \end{array} \right) + \int_0^t A(t-s) \left( \begin{array}{c} 0 \\ \mathcal{N}(u(s)) \end{array} \right) ds,
\]
where
\[
A(t) = \left( \begin{array}{cc}
\mathcal{D}(t) + \partial_t \mathcal{D}(t) & \mathcal{D}(t) \\
\partial_t \mathcal{D}(t) + \partial_t^2 \mathcal{D}(t) & \partial_t \mathcal{D}(t) \end{array} \right).
\]
We set
\[
I := A(t) \left( \begin{array}{c} u_0 \\ u_1 \end{array} \right),
\]
\[
II := \int_0^t A(t-s) \left( \begin{array}{c} 0 \\ \mathcal{N}(u(s)) \end{array} \right) ds,
\]
\[
III := \int_\tau^t A(t-s) \left( \begin{array}{c} 0 \\ \mathcal{N}(u(s)) \end{array} \right) ds.
\]
We begin with the estimate of \(I\). Approximating \((u_0,u_1)\) by \((\psi_0,\psi_1)\) in \((C_0^\infty(\mathbb{R}^d))^2\) in \(H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d)\), we obtain
\[
\|I\|_{H^1 \times L^2} = \left\|A(t)(u_0,u_1)^T\right\|_{H^1 \times L^2} \\
\leq \left\|A(t)\{u_0,u_1\} - (\psi_0,\psi_1)\right\|_{H^1 \times L^2} + \left\|A(t)(\psi_0,\psi_1)^T\right\|_{H^1 \times L^2},
\]
where \(^T\) denotes transposition. By [9, Theorem 1.1], we have the following \(L^p-L^q\) type estimates:
\[
\|D(t)f\|_{H^1} \lesssim \langle t \rangle^{-\frac{q}{2}(\frac{3}{2}-\frac{1}{2})} \|f\|_{L^q} + e^{-\frac{q}{2}(\frac{1}{2} - \delta)} \|f\|_{L^2},
\]
\[
\|\partial_t D(t)f\|_{L^2} \lesssim \langle t \rangle^{-\frac{q}{2}(\frac{3}{2}-\frac{1}{2})-1} \|f\|_{L^q} + e^{-\frac{q}{2}(\frac{1}{2} - \delta)} \|f\|_{L^2},
\]
\[
\|\partial_t D(t)f\|_{H^1} \lesssim \langle t \rangle^{-\frac{q}{2}(\frac{3}{2}-\frac{1}{2})-1} \|f\|_{W^{1,q}} + e^{-\frac{q}{2}(\frac{1}{2} - \delta)} \|f\|_{H^1},
\]
\[
\|\partial_t^2 D(t)f\|_{L^2} \lesssim \langle t \rangle^{-\frac{q}{2}(\frac{3}{2}-\frac{1}{2})-2} \|f\|_{L^q} + e^{-\frac{q}{2}(\frac{1}{2} - \delta)} \|\nabla f\|_{L^2},
\]
for any \(q \in [1,2]\) and some \(\delta > 0\). Therefore, applying these as \(q = 2\), we get
\[
\left\|A(t)\{u_0,u_1\} - (\psi_0,\psi_1)\right\|_{H^1 \times L^2} \lesssim \|(u_0,u_1) - (\psi_0,\psi_1)\|_{H^1 \times L^2}.
\]
Thus, this can be made arbitrary small by the approximation. Applying the above \(L^p-L^q\) type estimates as \(q = 1\), we obtain
\[
\left\|A(t)(\psi_0,\psi_1)^T\right\|_{H^1 \times L^2} \\
\leq \|D(t)(\psi_0 + \psi_1)\|_{H^1} + \|\partial_t D(t)\psi_0\|_{H^1} \\
+ \|\partial_t D(t)(\psi_0 + \psi_1)\|_{L^2} + \|\partial_t^2 D(t)\psi_0\|_{L^2} \\
\lesssim \langle t \rangle^{-\frac{q}{2}} (\|\psi_0\|_{W^{1,1}} + \|\psi_1\|_{L^1}) + e^{-\frac{q}{2}(\|\psi_0\|_{H^1} + \|\psi_1\|_{L^2})} \\
\rightarrow 0 \text{ as } t \rightarrow \infty.
\]
Next, we consider the estimate of $\text{III}$. By the Strichartz estimates, we have
\[
\|\text{III}\|_{H^1 \times L^2} = \left\| \langle \nabla \rangle \int_{\tau}^{t} D(t-s)N(u(s))ds \right\|_{L^2} \\
+ \left\| \int_{\tau}^{t} D(t-s)N(u(s))ds \right\|_{L^2} \\
\lesssim \left\| \langle \nabla \rangle^{\frac{1}{2}} N(u) \right\|_{L_{t,x}^{\frac{2(d+1)}{d-2}}((\tau,t))} \\
\lesssim \|u\|_{L_{t,x}^{\frac{2(d+1)}{d-2}}((\tau,t))} \left\| \langle \nabla \rangle^{\frac{1}{2}} u \right\|_{L_{t,x}^{\frac{2(d+1)}{d-2}}((\tau,t))}.
\] (4.1)

Therefore, the term is arbitrary small taking $\tau$ sufficiently close to $t$. At last, we calculate $\text{II}$. We note that
$$
\text{II} = \int_{0}^{\tau} A(t-s) \begin{pmatrix} 0 \\ N(u(s)) \end{pmatrix} ds = A(t-\tau) \int_{0}^{\tau} A(\tau-s) \begin{pmatrix} 0 \\ N(u(s)) \end{pmatrix} ds.
$$

Since by (4.1) we know
$$
\int_{0}^{\tau} A(\tau-s) \begin{pmatrix} 0 \\ N(u(s)) \end{pmatrix} \in H^1(\mathbb{R}^d) \times L^2(\mathbb{R}^d),
$$
approximating it by $\tilde{\psi} \in (C_0^\infty(\mathbb{R}^d))^2$, we obtain
$$
\|\text{II}\|_{H^1 \times L^2} \leq \left\| A(t-\tau) \left\{ \int_{0}^{\tau} A(\tau-s) \begin{pmatrix} 0 \\ N(u(s)) \end{pmatrix} ds - \tilde{\psi} \right\} \right\|_{H^1 \times L^2} \\
+ \left\| A(t-\tau)\tilde{\psi} \right\|_{H^1 \times L^2}.
$$

In the same way as $\text{I}$, the first term is arbitrary small by the approximation and the second term tends to 0 as $t \to \infty$. Combining the estimates of $\text{I}$, $\text{II}$, and $\text{III}$, we get the decay. \hfill \Box

Acknowledgements

The author would like to express deep appreciation to Professor Masahito Ohta and Professor Yuta Wakasugi for many useful suggestions, valuable comments and warm-hearted encouragement. The author was partially supported by JSPS Grant-in-Aid for Early-Career Scientists JP18K13444.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

References

[1] Brenner, P.: On $L^p-L^{p'}$ estimates for the wave-equation. Math. Z. 145(3), 251–254 (1975)

[2] Giga, Y.: Solutions for semilinear parabolic equations in $L^p$ and regularity of weak solutions of the Navier–Stokes system. J. Differ. Equ. 62(2), 186–212 (1986)
[3] Ginibre, J., Soffer, A., Velo, G.: The global Cauchy problem for the critical nonlinear wave equation. J. Funct. Anal. 110(1), 96–130 (1992)

[4] Ginibre, J., Velo, G.: Generalized Strichartz inequalities for the wave equation. J. Funct. Anal. 133(1), 50–68 (1995)

[5] Loukas, G.: Classical Fourier Analysis. Graduate Texts in Mathematics, vol. 249, 3rd edn. Springer, New York (2014)

[6] Gustafson, S., Roxanas, D.: Global, decaying solutions of a focusing energy-critical heat equation in $\mathbb{R}^4$. J. Differ. Equ. 264(9), 5894–5927 (2018)

[7] Hosono, T., Ogawa, T.: Large time behavior and $L^p-L^q$ estimate of solutions of 2-dimensional nonlinear damped wave equations. J. Differ. Equ. 203(1), 82–118 (2004)

[8] Masahiro, I., Takahisa, I.: A Remark on Non-existence Results for the Semilinear Damped Klein–Gordon Equations, Harmonic Analysis and Nonlinear Partial Differential Equations, RIMS Kôkyûroku Bessatsu. Research Institute for Mathematical Sciences (RIMS), Kyoto (2016)

[9] Ikeda, M., Inui, T., Okamoto, M., Wakasugi, Y.: $L^p-L^q$ estimates for the damped wave equation and the critical exponent for the nonlinear problem with slowly decaying data. Commun. Pure Appl. Anal. 18(4), 1967–2008 (2019)

[10] Masahiro, I., Yuta, W.: Global well-posedness for the semilinear wave equation with time dependent damping in the overdamping case (preprint). arXiv:1708.08044

[11] Takahisa, I., Yuta, W.: Endpoint Strichartz estimate for the damped wave equation and its application (preprint). arXiv:1903.05891

[12] Lev, K.: The Cauchy problem for the semilinear wave equation. I, (Russian) Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 163 (1987), Kraev. Zadachi Mat. Fiz. i Smezhn. Vopr. Teor. Funktsi˘ı 19, 76–104, 188; translation in J. Soviet Math. 49(5), 1166–1186 (1990)

[13] Lev, K.: The Cauchy problem for the semilinear wave equation. II, (Russian) Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 182 (1990), Kraev. Zadachi Mat. Fiz. i Smezhn. Voprosy Teor. Funktsi˘ı. 21, 38–85, 171; translation in J. Soviet Math. 62(3), 2746–2777 (1992)

[14] Lev, K.: The Cauchy problem for the semilinear wave equation. III (Russian) Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 181 (1990), Differentsiyal'naya Geom. Gruppy Li i Mekh. 11, 24–64, 186; translation in J. Soviet Math. 62(2), 2619–2645 (1992)

[15] Kapitanski˘ı, L.: Global and unique weak solutions of nonlinear wave equations. Math. Res. Lett. 1(2), 211–223 (1994)

[16] Kenig, C.E., Merle, F.: Global well-posedness, scattering and blow-up for the energy-critical focusing non-linear wave equation. Acta Math. 201(2), 147–212 (2008)
[17] Keel, M., Tao, T.: Endpoint Strichartz estimates. Am. J. Math. **120**(5), 955–980 (1998)

[18] Herbert, K., Daniel, T., Monica, V.: Dispersive Equations and Nonlinear Waves. Generalized Korteweg–de Vries, Nonlinear Schrödinger, Wave and Schrödinger Maps, Oberwolfach Seminars, vol. 45. Birkhäuser, Basel (2014)

[19] Levine, H.A.: Some nonexistence and instability theorems for solutions of formally parabolic equations of the form \( Pu_t = Au + F(u) \). Arch. Rational Mech. Anal. **51**, 371–386 (1973)

[20] Li, T.T., Zhou, Y.: Breakdown of solutions to \( \Box u + u_t = |u|^{1+\alpha} \). Discrete Contin. Dyn. Syst. **1**(4), 503–520 (1995)

[21] Matsumura, A.: On the asymptotic behavior of solutions of semi-linear wave equations. Publ. Res. Inst. Math. Sci. **12**(1), 169–189 (1976/1977)

[22] Takashi, N.: \( L^p–L^q \) estimates for damped wave equations with odd initial data. Electron. J. Differ. Equ. **74**, 17 (2005)

[23] Nishihara, K.: \( L^p–L^q \) estimates of solutions to the damped wave equation in 3-dimensional space and their application. Math. Z. **244**(3), 631–649 (2003)

[24] Ohta, M.: Blowup of solutions of dissipative nonlinear wave equations. Hokkaido Math. J. **26**(1), 115–124 (1997)

[25] Payne, L.E., Sattinger, D.H.: Saddle points and instability of nonlinear hyperbolic equations. Israel J. Math. **22**(3–4), 273–303 (1975)

[26] Pecher, H.: Nonlinear small data scattering for the wave and Klein–Gordon equation. Math. Z. **185**(2), 261–270 (1984)

[27] Shatah, J., Struwe, M.: Regularity results for nonlinear wave equations. Ann. Math. (2) **138**(3), 503–518 (1993)

[28] Souplet, P.: Nonexistence of global solutions to some differential inequalities of the second order and applications. Port. Math. **52**, 289–299 (1995)

[29] Talenti, G.: Best constant in Sobolev inequality. Ann. Mat. Pura Appl. (4) **110**, 353–372 (1976)

[30] Watanabe, T.: Strichartz type estimates for the damped wave equation and their application. RIMS Kōkyūroku Bessatsu B **63**, 77–101 (2017)

[31] Weissler, F.B.: Existence and nonexistence of global solutions for a semilinear heat equation. Israel J. Math. **38**(1–2), 29–40 (1981)
Takahisa Inui
Department of Mathematics, Graduate School of Science
Osaka University
Toyonaka Osaka560-0043
Japan
e-mail: inui@math.sci.osaka-u.ac.jp

Received: 18 March 2019.
Accepted: 15 October 2019.