Regular Article - Theoretical Physics

CGC/saturation approach: an impact-parameter dependent model for diffraction production in DIS
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Abstract In the paper we discussed the evolution equations for diffractive production in the framework of CGC/saturation approach, and found the analytical solutions for several kinematic regions. The most impressive features of these solutions are, that diffractive production does not manifest geometric scaling behaviour i.e. being a function of one variable. Based on these solutions, we suggest an impact parameter dependent saturation model, which is suitable for describing diffraction production both deep in the saturation region, and in the vicinity of the saturation scale. Using the model we attempted to fit the combined data on diffraction production from H1 and ZEUS collaborations. We found that we are able describe both $x_{IP}$ and $\beta$ dependence, as well as $Q$ behavior of the measured cross sections. In spite of the sufficiently large $\chi^2/d.o.f.$ we believe that our description provides an initial impetus to find a fit of the experimental data, based on the solution of the CGC/saturation equation, rather than on describing the diffraction system in simplistic manner, assuming that only quark-antiquark pair and one extra gluon, are produced.
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1 Introduction

In this paper we discuss diffractive production in the deep inelastic scattering in the framework of CGC/saturation approach (see Ref. [1] for review). In spite of the fact that the equations for the diffractive production in this approach, were proven long ago [2] (see also Refs. [3–5]) the intensive study, during the past two decades, has been concentrated on the simplified model in which the diffractive production of quark-antiquark pair and one additional gluon has been considered (see Refs. [6–14]). Such models described the experimental data quite well, giving the impression that we do not need to search for the solution of the general equations.
Indeed, we found only two attempts to solve the equations of Ref. [2] numerically (see Refs. [15, 16]).

The main goal of this paper is to investigate the non-linear equations for diffractive production in DIS, and to find an analytical solution in different kinematic regions. Based on these analytical solutions we will suggest an impact parameter dependent model in the spirit of Refs. [17, 18] which is based on Color Glass Condensate/saturation effective theory for high energy QCD.

The paper consists of two parts. In the first part, which is the most important contribution in this paper, we found the analytical solutions of the evolution equations for diffraction production [2] in different kinematic regions, mostly using the approach developed in Refs. [19–21]. In the second part of the paper, we suggest an interpolation formula which satisfies two limits found analytically: deep in the saturation region, and in the vicinity of the saturation scale, putting into practice the key ideas of Ref. [22]. This formula exhibits the main features of the DIS amplitude, given in Refs. [17, 18, 23], but it is different from the interpolation procedure that have been used in numerous attempts to build a such model in Refs. [8, 9, 14, 22–27–46]. We will attempt to describe the HERA data in the region of small $x_P$ and small $\beta$ [47].

Unfortunately, we are still doomed to build models to introduce the main features of the CGC/saturation approach, since the CGC/saturation equations do not reproduce the correct behavior of the scattering amplitude at large impact parameter (see Refs. [24–26, 48]). Real progress in theoretical understanding of the confinement of quarks and gluon has not yet been achieved and, as a result, we do not know how to formulate the CGC/saturation equations to incorporate the phenomenon of confinement. We have to build a model which includes both the theoretical knowledge that stems from the CGC/saturation equations, and the phenomenological large $b$ behavior that does not contradict theoretical restrictions [49–52]. In our modeling of the large $b$ behaviour of the scattering amplitude, we follow the main ideas of all saturation models on the market (see for example Refs. [8, 9, 14, 22, 27–46]) and only introduce the non-perturbative behaviour in the $b$-dependence of the saturation scale.

For the $b$ behaviour we use the procedure, suggested in Ref. [18]:

$$Q^2_s(Y, b) = Q^2_0(S(b, m))^{\frac{1}{2}} e^{sY}$$

(1)

where $S(b, m)$ is the Fourier image of $S(Q_T)$, and we will discuss below the value of $\bar{Y}$. Equation (1) leads to the scattering amplitude which is proportional to $mb$ at $b \gg 1/m$ in accord with the Froissart theorem [49, 50]. In our reproduction, we improve the large $Q_T$ dependence of this amplitude, which is proportional to $Q^{-4}_T$ and follows from the perturbative QCD calculation [51, 52]. This impact parameter behaviour is the main phenomenological assumption that we used.

### 2 Theoretical input

In this section we discuss our theoretical input that follows from the Colour Glass Condensate (CGC)/saturation effective theory of QCD at high energies (see Ref. [1] for the basic introduction).

#### 2.1 The evolution equation for diffraction production in the framework of CGC

A sketch of the process of diffraction production in DIS is shown in Fig. 1a, from this figure one can see that the main formula takes the form

$$\sigma_{\text{diff}}(Y, Y_0, Q^2) = \int d^2r_\perp \int dz |\Psi^*| \times (Q^2; r_\perp, z)^2 \sigma_{\text{dipole}}^{\text{diff}}(r_\perp, Y, Y_0),$$

(2)

where $Y = \ln(1/x_{Bj})$ and $Y_0$ is the minimum rapidity gap for the diffraction process (see Fig. 1a). In other words, we consider diffraction production, in which all produced hadrons have rapidities larger than $Y_0$. For $\sigma_{\text{dipole}}^{\text{diff}}(r_\perp, Y, Y_0)$ we have a general expression

$$\sigma_{\text{dipole}}^{\text{diff}}(r_\perp, Y, Y_0) = \int d^2b N^D(r_\perp, Y, Y_0; b),$$

(3)

where the structure of the amplitude $N^D$ is shown in Fig. 1a.

For $N^D$ the evolution equation has been derived in Ref. [2] in the leading $\log(1/x)$ approximation (LLA) of perturbative QCD (see Ref. [1] for details and general descriptions of the LLA). Hence, we hope to describe the experimental data only in the kinematic region where both $\beta$ and $x_P$ are very small $\Delta Y = Y - Y_0 = \ln(1/\beta) \gg 1$ and $Y_0 = \ln(1/x_P) \gg 1$ are large. We are aware, that it is sufficient to describe most of the experimental data by only taking into account $q\bar{q}$ and $q\bar{q}G$ final states in diffraction production. Because of this, our main goal is not to describe the current experiments, but to study the solution to the equations in the LLA, which introduces the screening corrections to all the channels of the diffraction production (see Fig. 1b). By comparing with the experimental data, we wish to determine in which kinematic region the shadowing corrections will become important, both for the elastic amplitudes in Fig. 1a and b, as well as for the diffractive production of the large number of gluons.
we indicate the impact parameters $b'$ and $b - b'$ which we used in the text. The wavy lines denote the BFKL Pomeron. The vertical dashed line shows that all gluons of this Pomeron are produced. b The general structure of the diagrams that has been taken into account in the equation of Ref. [2]. In this figure we clarify the notation for the rapidity gap $Y_0$ and the rapidity region $\delta Y = Y - Y_0$ which is filled by produced gluons.

The equation as has been shown in Ref. [2], can be written in two forms. First, it turns out that for the new function $N_D(Y, 0; r_\perp, b)$ we obtain the second form of the set of the equations:

\[
\alpha_s N_d (Y_0; \theta, \omega) = N_D(Y_0; \theta, \omega) \nonumber
\]

\[
\frac{\partial N_D(Y, 0; \theta, \omega)}{\partial Y} = \frac{\partial N_D(Y, 0; \theta, \omega)}{\partial Y}
\]

Re-writing Eq. (5) as the equation for $N^D$ we obtain the second form of the set of the equations:

\[
\frac{\partial N_D(Y, 0; \theta, \omega)}{\partial Y} = \frac{\partial N_D(Y, 0; \theta, \omega)}{\partial Y}
\]

The differential cross section

\[
N_D(Y = Y_0, Y_0; x_{01}, b) = N_D(Y_0; x_{01}, b)
\]

which leads to the following initial condition for $N^D$:

\[
N(Y = Y_0, Y_0; x_{01}, b) = N_D(Y_0; x_{01}, b)
\]

Note, that $r = x_{01}$ and the kernel of the equation describe the decay of a dipole to two dipoles: $x_{01} \rightarrow x_{02} + x_{12}$. The initial condition for Eq. (5) has the form:

\[
N(Y = Y_0, Y_0; x_{01}, b) = 2 N_d (Y = Y_0; x_{01}, b) - N_D(Y = Y_0; x_{01}, b)
\]

which leads to the following initial condition for $N^D$:

\[
N^D(Y = Y_0, Y_0; x_{01}, b) = N_D(Y_0; x_{01}, b)
\]

\[
\frac{\partial N^D(Y, 0; x_{01}, b)}{\partial Y} = \frac{\partial N_D(Y, 0; x_{01}, b)}{\partial Y}
\]

Re-writing Eq. (5) as the equation for $N^D$ we obtain the second form of the set of the equations:

\[
\frac{\partial N^D(Y, 0; x_{01}, b)}{\partial Y} = \frac{\partial N^D(Y, 0; x_{01}, b)}{\partial Y}
\]

The differential cross section

\[
\frac{d^2 \sigma_{\text{diff}}}{d \omega d \theta} = \frac{\partial N^D(Y, 0; x_{01}, b)}{\partial Y}
\]

\[
= \frac{\partial N^D(Y, 0; x_{01}, b)}{\partial Y}
\]

where $M_X$ is the mass of produced particles in the diffraction process.

For further building of the model it is useful to introduce the diffractive cross section $\nu^D(Y, \delta Y = Y - Y_0; x_{01}, b, b')$ depending on two impact parameters $b'$ and $b$ which

Fig. 1 The graphic representation of the processes of diffraction production. a The first Mueller diagram [53] for the diffractive production in the scattering of one dipole with size $r$ and rapidity $Y$. In this diagram we indicate the impact parameters $b'$ and $b - b'$ which we used in the text. The wavy lines denote the BFKL Pomeron. The vertical dashed
are shown in Fig. 1a and is related to $n^D$ in the following way:

$$n^D(Y, \text{rapidity gap } = Y_0; x_{01}, b) = \int d^2 b' \nu^D(Y, \text{rapidity gap } = Y_0; x_{01}, b, b')$$

where $b'$ is the conjugate variable to the momentum transfer in Fig. 1a for the amplitudes $N_{el}$ and $b - b'$ is the impact parameter between the initial dipole and the slowest gluon among the produced ones in Fig. 1b.

2.2 $N$ deep in the saturation region: $r^2 Q_s^2(Y_0) \gg 1$ and $r^2 Q_s^2(Y - Y_0) \gg 1$, and a violation of the geometric scaling behavior

First, we consider the kinematic region, where $r^2 Q_s^2(Y_0) \gg 1$ and $r^2 Q_s^2(Y - Y_0) \gg 1$. Note, that $r^2 Q_s^2(Y) \gg 1$ stems from the above restrictions.

In this region where both $Y$ and $Y_0$ as well as the difference between them are large, we can expect that both $N^D$ and $N_{el}$ are close to 1. Therefore, we can use the procedure suggested in Refs. [19–21]. In this region we can replace

$$N(Y, Y_0, x_{01}, b) = 1 - \Delta^D(Y, Y_0, x_{01}, b);$$

$$N_{el}(Y; x_{01}, b) = 1 - \Delta_{el}(Y, x_{01}, b);$$

and linearize Eq. (5), neglecting $(\Delta^D)^2$ terms. Indeed, Eq. (5) takes the form

$$\frac{\partial \Delta^D}{\partial Y} = \frac{\bar{\alpha}_s}{2\pi} \int d^2 x_2 \frac{x_{01}^2}{x_{02}^2 x_{21}^2} [\Delta_{10}^D \Delta_{12}^D - \Delta_{10}^D]$$

where we use notation $\Delta_{ik}^D \equiv \Delta^D(Y, Y_0, x_{ik}, b)$ and considered in Eq. (12) the impact parameter $|b| \gg |x_{02}|$ and $|x_{12}|$. The initial condition to Eq. (12), given by Eq. (6), can be re-written in the form

$$\Delta^D(Y = Y_0, x_{10}, b) = 1 - 2(1 - \Delta_{el}) + (1 - \Delta_{el})^2$$

$$\Delta_{el}^D = C^2 \exp \left\{ - \frac{\ln^2(x_{10}^2 Q_s^2(Y; b))}{\kappa} \right\}$$

In Eq. (13) we use the solution given in Refs. [19–21] for $\Delta_{el}$ which has the form

$$\Delta_{el}(Y; x_{10}, b) = C \exp \left\{ - \frac{\ln^2(x_{10}^2 Q_s^2(Y; b))}{2\kappa} \right\}$$

In Eqs. (13) and (14) $Q_s(Y, b)$ is the saturation scale. Both these equations show the geometric scaling behaviour of the scattering amplitude [19–21,57–66], which depends on a single variable

$$z = \ln \left( \frac{x_{10}^2 Q_s^2(Y, b)}{} \right)$$

where

$$z_0 = \ln \left( \frac{x_{10}^2 Q_s^2(Y, b)}{} \right)$$

and

$$\kappa = \frac{Y (1 - \chi_{cr})}{1 - \chi_{cr}}$$

$$\chi(\gamma) = 2\psi(1) - \psi(\gamma) - \psi(1 - \gamma);$$

where $\psi(x) = d \ln \Gamma(x)/dx$ and $\Gamma$ is the Euler gamma function [68]. In this paper we will use the value of $\gamma_{cr}$ which comes from the leading order estimates: $\gamma_{cr} \approx 0.37$.

Neglecting the term $(\Delta^D)^2$ in Eq. (12) and integrating over $x_2$ from $1/Q_s(Y, b)$ to $x_{10}$ we can re-write this equation as follows:

$$\frac{\partial \Delta_{10}}{\partial Y} = -\frac{\bar{\alpha}_s}{2\pi} \int_{1/Q_s(Y,b)}^{x_{10}} d^2 x_2 \frac{x_{01}^2}{x_{02}^2 x_{21}^2} [\Delta_{10}^D]$$

The linear equation can be multiplied by arbitrary function of $Y_0$ and $x_{10}$. Bearing this in mind, the solution has the following form:

$$\Delta^D(Y, Y_0; x_{10}) = G(Y, Y_0; x_{10}) e^{-z^2/2\kappa}$$

Note that function $G$ can be found from the initial condition of Eq. (13), leading to the final answer:

$$\Delta^D(Y, Y_0; x_{10}) = C^2 \exp \left\{ - \frac{z_0^2}{2\kappa} - \frac{z^2}{2\kappa} \right\}$$

The most impressive feature of the solution is that the function does not show the geometric scaling behaviour i.e. being a function of one variable. The solution is the product of two functions: one has a geometric scaling behaviour depending on one variable $z$, and the second depends on $z_0$, showing geometric scaling behaviour in the same way, as elastic scattering amplitude at $Y = Y_0$.

2.3 Vicinity of the saturation scale at $r^2 Q_s^2(Y_0, b) \approx 1$

In this subsection we consider the kinematic region in which $N_{el}(Y_0; x_{01}, b)$ is in the vicinity of the saturation scale $Q_s(Y_0, b)$, but at $x_{01}^2 Q_s^2(Y_0, b) < 1$. As it was found in Ref. [66] we have geometric scaling behaviour in this region, and the amplitude behaves as

$$N_{el}(Y_0; x_{01}, b) \propto \left( x_{10}^2 Q_s^2(Y_0, b) \right)^{1-\gamma_{cr}}$$

If $Y$ is close to $Y_0$, we can neglect the non-linear terms in Eq. (8), and we can solve the linear equation for $N^D$ with the initial condition of Eq. (7)

$$N^D(Y_0, Y_0; x_{01}, b) = C^2 \left( x_{10}^2 Q_s^2(Y_0, b) \right)^{2(1-\gamma_{cr})}$$
2.3.1 Solution in the region where $N_{el} < 1$

Considering Eq. (20), one can see that in this kinematic region we can in general neglect the expression of Eq. (8) two terms: the term which is proportional to $(N D)^2$ at $Y = Y_0 \ll Y_0$, since it is of the order of $N_{el}^4$, and the term which is proportional to $N^2 N_{el} \propto N_{el}^3$, while we have to keep all other terms.

Therefore, the equation takes the form:

$$\frac{\partial n^D}{\partial Y} = \frac{\alpha_s}{2\pi} \int d^2 x_2 \frac{x_{01}^2}{x_{02} x_{12} x_{20}} \left\{ n^D \left( Y, Y_0; x_{02}, b - \frac{1}{2} x_{12} \right) + N^D \left( Y, Y_0; x_{12}, b - \frac{1}{2} x_{02} \right) \right\} + 2 N_{el} \left( Y, x_{02}, b - \frac{1}{2} x_{12} \right) N_{el} \left( Y, x_{12}, b - \frac{1}{2} x_{02} \right)$$

(21)

In this equation we take into account the corrections of the order $N_{el}^2$, but neglected the terms of the order of $N_{el}^3$ and $N_{el}^4$, assuming they are small. We believe that this equation will allow us to take into account the correction for $N_{el} \approx 0.4 - 0.5$.

Taking derivatives with respect to $Y_0$, we re-write Eq. (21) for the amplitude $n^D (Y, Y_0; x_{01}, b)$ that has been introduced in Eq. (9). It takes the form of the linear equation:

$$\frac{\partial n^D}{\partial Y} = \frac{\alpha_s}{2\pi} \int d^2 x_2 \frac{x_{01}^2}{x_{02} x_{12} x_{20}} \left\{ n^D \left( Y, Y_0; x_{02}, b - \frac{1}{2} x_{12} \right) + n^D \left( Y, Y_0; x_{12}, b - \frac{1}{2} x_{02} \right) - n^D \left( Y, Y_0; x_{01}, b \right) \right\}$$

(22)

The initial condition for this equation is the following:

$$n^D (Y = Y_0, X_0; x_{01}, b) = \frac{\partial}{\partial Y} N^2_{el} (Y, X_0; x_{01}, b) \bigg|_{Y = Y_0}$$

(23)

The elastic amplitude has the form:

$$N_{el} (Y; x_{10}, b) = c \left( \frac{x_{10}^2 Q_e^2 (Y, b)}{Q_0^2} \right)^{\gamma}$$

$$= c \left( \frac{Q_e^2 (Y, b)}{Q_0^2} \right)^{\gamma} e^{\gamma (\alpha_s \pi (Y - Y_0) - \xi)}$$

(24)

where $\xi = \ln (1/ (x_{10}^2 Q_0^2))$.

Taking the double Mellin transform, and defining $\bar{Y} = \bar{\alpha_s} Y$

$$n^D (Y, Y_0, \xi, b) = \int_{C_1} \frac{dY d\omega}{(2\pi i)^2} \phi (\omega, \gamma) e^{\gamma (\bar{Y} - \bar{Y}_0) + (\gamma - 1) \xi}$$

(25)

we obtain the solution to the equation of Eq. (22) in the following form:

$$n^D (Y, Y_0, \xi, b) = \int_{C_1} \frac{dY d\omega}{(2\pi i)^2} \frac{\phi_n (\gamma, Y_0, b')}{\omega - \chi (\gamma)} e^{\gamma (\bar{Y} - \bar{Y}_0) + (\gamma - 1) \xi}$$

(26)

where $\phi_n$ has to be determined from the initial condition of Eq. (23), and it has the form

$$\phi_n (\gamma, Y_0, b') = 2 \bar{\gamma} \kappa \left( \frac{Q_e^2 (Y_0, b')}{Q_0^2} \right)^{\gamma} c \left( \frac{Q_e^2 (Y_0, b')}{Q_0^2} \right)^{\gamma}$$

(27)

Therefore, the solution takes the form (see Fig. 1 for notations):

$$n^D (Y, Y_0, \xi, b) = 2 \bar{\alpha_s} \bar{\gamma} \kappa c \left( \frac{Q_e^2 (Y_0, b')}{Q_0^2} \right)^{\gamma}$$

$$\int_{C_1} \frac{dY}{2\pi i} \frac{1}{\gamma - \bar{\gamma}} e^{\gamma (\bar{Y} - \bar{Y}_0) + (\gamma - 1) \xi}$$

(28)

with $\gamma_{cr} = 0.37$, $\bar{\gamma} = 1 - \gamma_{cr} = 0.63$ and $\bar{\gamma} = -1 + 2 \gamma_{cr} = -0.26$. $\gamma (\gamma)$ is given by Eq. (15).

The choice of the contour of integration over $\gamma$ (see Fig. 2) is standard for the solution of the BFKL Pomeron, and correctly reproduces the calculation of the gluon emission in perturbative QCD.

The contour of integration ($C_1$) is shown in Fig. 2. Since $\xi > 0$ we can safely move this contour, and for large values of $\delta Y = Y - Y_0$ and $\xi$, we can take the integral using the method of steepest descent. For $\delta Y \gg \xi$ we evaluate the integral by this method, integrating along the contour $C_2$ which crosses the real axis at $\gamma$ close to $\frac{1}{2}$. At $\xi \gg \delta Y$, we can integrate by the same method, but moving contour $C_2$ closer to $\gamma$-axis in Fig. 2. For $\delta Y = 0$ we can close the counter over pole $\gamma = \bar{\gamma}$. However, for $\delta Y \sim 1$ we cannot use the same method, since at $\gamma = 0$ we have singularities in the kernel $\chi (\gamma)$. We cannot use the method of steepest descent for such small values of $\delta Y$.

---

**Fig. 2** The contours of integration over $\gamma$
2.3.2 Solution in the saddle point approximation

Using solution of Eq. (28) we can find the saturation momentum for the process of diffraction production, calculating the integral over $\gamma$ by the method of steepest descent. $Q_s$ can be determined from the following two equations:

$$\tilde{a}_S \frac{dx}{dy} (Y - Y_0) + \xi = 0; \quad (29)$$

$$\tilde{a}_S x (Y - Y_0) + \left(\gamma - 1\right) \xi = 0; \quad (30)$$

Equation (29) is the equation for the saddle point while Eq. (30) is the condition that the solution is a constant on the critical line $x_{10}^2 = 1/Q_0^2$. The solution of these two equation is well known $\gamma = \gamma_{cr} = 0.37$ and $Q_s^2(Y) = Q^2(Y_0) \exp(\tilde{a}_S k (Y - Y_0))$ with $k = \chi (\gamma_{cr}) / (1 - \gamma_{cr})$. In the vicinity of the saturation scale Eq. (28) behaves as

$$2 \tilde{a}_S \tilde{\gamma} k c^2 \left(\frac{Q^2(Y_0, b')}{Q_0^2}\right)^{2\tilde{\gamma}} \times \left(\tilde{x}_{10}^2 Q_s^2(Y - Y_0, b)\right)^{1-\gamma_{cr}} \quad (31)$$

One can see that there is no geometric scaling behavior of the scattering amplitude $n^D$, even at large $Y - Y_0$. We can also see that the solution does not satisfy the initial condition. It stems from Eqs. (29) and (30), which both are correct only if $\delta Y \gg 1$, assuming that the saddle point value of $\gamma$ is not close to $\tilde{\gamma}$. We need to re-write these equations to take into account the possibility that $\gamma_{SP} \to \tilde{\gamma}$ taking into account the factor $1/(\gamma - \tilde{\gamma})$. The equations for the saddle point take the form:

$$\tilde{a}_S \frac{d\gamma}{dy} (Y - Y_0) + \xi + \frac{1}{\gamma - \tilde{\gamma}} = 0; \quad (32)$$

$$\tilde{a}_S x (Y - Y_0) + \left(\gamma - 1\right) \xi - \ln\left(\gamma - \tilde{\gamma}\right) = 0 \quad (33)$$

The contribution of the additional term is essential, only if $\gamma_{SP} \to \tilde{\gamma}$, but even $\gamma = 0$ which corresponds the integration with the contour $C_3$ (see Fig. 2), is still not close to $\tilde{\gamma}$. We close the contour on the pole $\gamma = \tilde{\gamma}$ to take into account the singular term in the $\gamma_{SP}$. Therefore, the solution in this region can be written as

$$2 \tilde{a}_S \tilde{\gamma} k \left\{ \frac{c^2}{\gamma_{cr} - \tilde{\gamma}} \left(\frac{Q^2(Y_0, b')}{Q_0^2}\right)^{2\tilde{\gamma}} \times \left(\tilde{x}_{10}^2 Q_s^2(Y - Y_0, b - b')\right)^{1-\gamma_{cr}} + e^{\tilde{a}_S \tilde{\gamma}(\gamma_{cr} - \gamma_{SP})} N_{el}^2(Y, r, b) \right\} \quad (34)$$

2.3.3 Solution in the region where $N_{el} \sim 1$

In this kinematic region we need to keep the term which is proportional to $N_{el}^D$ in Eq. (8) and solve the equation which takes the form after differentiating Eq. (8) over $Y$:

$$\frac{\partial n^D(Y, Y_0; x_{01}, b)}{\partial Y} = \tilde{a}_S \int d^2 x_2 \frac{Q_0^2}{x_{02}^2 \frac{Q_0^2}{x_{12}^2}} \left\{ n^D(Y, Y_0; x_{02}, b - \frac{1}{2} x_{12}) + n^D(Y, Y_0; x_{12}, b - \frac{1}{2} x_{02}) - n^D(Y, Y_0; x_{01}, b) \right\} \cdot \quad (35)$$

Therefore, we took into account terms $n^D N_{el}$ in comparison with the previous sections. We consider that $n^D N_{el}^D$ are sufficiently small, so that we can neglect the contributions $n^D N_{el}^D \sim N_{el}^D \ll 1$.

This equation looks simpler in the momentum representation:

$$N(x_{10}, b, Y) \equiv x_{10}^2 \int d^2 k_T e^{i k_T \times x_{10}} N(k_T, b, Y) \quad (36)$$

In the momentum representation Eq. (35) takes the form:

$$\frac{\partial n^D(Y, Y_0; k_T, b)}{\partial Y} = \tilde{a}_S \frac{1}{2 \pi} \frac{1}{k_T^2} \left\{ n^D(Y, Y_0; k_T, b) - \frac{k_T^2}{(k_T - k_T)^2 + k_T^2} n^D(Y, Y_0; k_T, b) \right\} - \tilde{a}_S 4 n^D(Y, Y_0; k_T, b) N_{el}(Y, k_T, b) \quad (37)$$

We solve this equation using the semi-classical approach. In this approach we are looking for the solution in the form

$$n^D(Y, Y_0; k_T, b) \equiv n^D(Y, Y_0; \rho = \ln\left(k_T^2/Q_0^2\right), b) = e^{S(Y, Y_0, \rho, b)} \quad (38)$$

with

$$S = \omega(Y, Y_0, \rho, b) (Y - Y_0) - (1 - \gamma(Y, Y_0, \rho, b)) \rho \quad (39)$$

where

$$\frac{\partial S(Y, Y_0, \rho, b)}{\partial Y} = \omega(Y, Y_0, \rho, b); \quad (40)$$

are smooth functions of $Y$ and $\rho$, and the following conditions are assumed:

$$\frac{\partial \omega(Y, Y_0, \rho, b)}{\partial Y} \ll \omega^2(Y, Y_0, \rho, b); \quad (41)$$

$$\frac{\partial \omega(Y, Y_0, \rho, b)}{\partial \rho} \ll \omega(Y, Y_0, \rho, b) \times (1 - \gamma(Y, Y_0, \rho, b)). \quad (41)$$
For the equation in the form

\[ S \partial_{\gamma} \chi(\gamma) \approx 0 \]

that satisfy the following equations:

\[ \partial Y(Y, Y_0, \rho, b) \ll (1 - \gamma(Y, Y_0, \rho, b))^2 \]

\[ \frac{\partial Y(Y, Y_0, \rho, b)}{\partial Y} \ll \omega(Y, Y_0, \rho, b) \times (1 - \gamma(Y, Y_0, \rho, b)) \]

(42)

Plugging Eqs. (38) and (39) in Eq. (23) we have

\[ \omega(Y, Y_0, \rho, b) = \bar{\alpha}_S(\gamma (Y, Y_0, \rho, b)) \]

\[ = -4N_{el}(Y; \rho, b) \]

(43)

For the equation in the form

\[ F(Y, \rho, S, \gamma, \omega) = 0 \]

(44)

where \( S \) is given by Eq. (39), we can introduce the set of characteristic lines on which \( \rho(t), Y(t), S(t), \omega(t), \) and \( \gamma(t) \) are functions of the variable \( t \) (which we call artificial time), that satisfy the following equations:

1. \[ \frac{d\rho}{dt} = F_{\rho} = -\bar{\alpha}_S \frac{d\chi(\gamma)}{d\gamma} \]
2. \[ \frac{dY}{dt} = F_{\omega} = 1 \]
3. \[ \frac{d\bar{S}}{dt} = (\gamma - 1) F_{\gamma} + \omega F_{\omega} \]
\[ \bar{S} = \bar{\alpha}_S (1 - \gamma) \frac{d\chi(\gamma)}{d\gamma} + \omega \]
4. \[ \frac{d\gamma}{dt} = -(F_{\rho} + (\gamma - 1) F_{S}) \]
\[ = 4\bar{\alpha}_S(1 - \gamma_{cr}) N_{el}(Y; \rho, b) \]
5. \[ \frac{d\omega}{dt} = -(F_{Y} + \omega F_{S}) \]
\[ = -4\bar{\alpha}_S^2 \gamma \bar{\chi} N_{el}(Y; \rho, b) \]

(45)

In Eq. (45) we consider that

\[ N_{el}(Y; \rho, b) = c \left( \frac{Q_i^2(Y, b)}{k_f^2} \right)^{\bar{\gamma}} \]

\[ \equiv c \left( \frac{Q^2_i(Y_0, b)}{Q^2_0} \right)^{\bar{\gamma}} e^{\bar{\gamma}(\bar{\alpha}_S)(Y - Y_0) - \rho} \]

(46)

with \( \kappa = \bar{\chi}(\gamma_{cr})/(1 - \gamma_{cr}) \).

In Fig. 3 we plotted the numerical solutions of Eq. (45). One can see that the solution gives \( \gamma(Y) \), which approach a constant at large \( Y - Y_0 \). This feature stem from Eq. (45)-4 since \( N_{el} \to 0 \) at large \( \rho \).

Bearing this in mind one can see that Eq. (43) and Eq. (45) degenerate to Eq. (21) in the semiclassical approach, at large \( Y \). Indeed, Fig. 4 shows that the solution to Eq. (21) shown in dashed lines in Fig. 4, is close to the solution of Eq. (44) for \( Y \geq 2 \).

Therefore, we need to consider the solution of Eq. (28) in the entire kinematic region where we can neglect the term proportional to \((N^{el})^2\) in Eq. (8).

2.4 Solution in the region where \( N_{el} \ll 1 \)

In this section we consider the solution, in the region where \( N_{el}(Y_0; x_0, b) \) is a solution to the linear BFKL equation, which has the following general form

\[ N_{el}(Y_0; x_0, b) = \int_{\epsilon+i\infty}^{\epsilon+i\infty} \frac{d\gamma}{2\pi i} n_{in}(\gamma, b) e^{\bar{\chi}(\gamma)\bar{Y}_0 + (\gamma - 1)\xi} \]

(47)

where \( n_{in}(\gamma, b) \) should be found from the initial condition at \( Y_0 = 0 \). Recall, that \( \bar{Y}_0 = \bar{\alpha}_S Y_0 \), as we have discussed above and \( \xi = \ln \left(1/(x_0^2 Q^2_0)\right) \). In the region of large \( Y_0 \), we take only the leading term in \( \bar{\chi}(\gamma) \to 1/\gamma \) into account, and take the integral by the method of steepest descent. As the result we obtain a solution in the double log approximation (DLA) of perturbative QCD. At large \( Y_0 \) we can re-write \( N^{el}_{2}(Y_0, x_0, b) \) in the form

\[ N^{el}_{2}(Y_0, x_0, b) = \int_{\epsilon+i\infty}^{\epsilon+i\infty} \frac{d\gamma d\gamma'}{2\pi i} n_{in}(\gamma - \gamma', b) n_{in}(\gamma', b) e^{\bar{\chi}(\gamma)\bar{Y}_0 + (\gamma - 1)\xi} \]

\[ \times (\gamma', b) e^{\bar{\chi}(\gamma')\bar{Y}_0 + (\gamma - 2)\xi} \]

MOSD for integration over \( \gamma' \)

\[ = \int_{\epsilon+i\infty}^{\epsilon+i\infty} \frac{d\gamma}{2\pi i} n_{in}^2(\gamma/2, b) e^{2\bar{\chi}(\gamma/2)\bar{Y}_0 + (\gamma - 2)\xi} \]

(48)
where MOSD means the method of steepest descent.

Bearing Eq. (48) in mind, we obtain the solution to the BFKL equation for $N^D$ in the form

$$N^D (Y, Y_0, \xi, b) = \int_{\xi+i\infty}^{\xi-i\infty} dy \frac{d\gamma}{2\pi i} \times N^D (Y_0, \gamma) e^{\gamma (\tilde{Y} - \tilde{Y}_0) + (\gamma - 1)\xi}$$

Calculating $N^D (Y_0, \gamma)$ from Eq. (48) we obtain

$$N^D (Y, Y_0, \xi, b) = \int_{\xi+i\infty}^{\xi-i\infty} dy \frac{d\gamma}{2\pi i} n^s \left( \frac{\gamma + 1}{2}, b \right) \times e^{2\chi (\gamma + 1)} \tilde{Y}_0 + \chi (\gamma) (\tilde{Y} - \tilde{Y}_0) + (\gamma - 1)\xi}$$

Taking the integral over $\gamma$ in the DLA, the equation for the saddle point takes the form

$$\xi = \frac{\tilde{Y} - \tilde{Y}_0}{\gamma^{SP}} + \frac{4 \tilde{Y}_0}{(\gamma^{SP} + 1)^2}.$$  (51)

Equation (51) has four solutions (see Fig. 5). Two of them have imaginary parts while other two are real. At $\tilde{a}_S (Y - Y_0) \ll \xi - 4\tilde{a}_S Y_0$ and $\gamma^{SP} \rightarrow \sqrt{\frac{Y - Y_0}{4\tilde{Y}_0}}$. At $Y - Y_0 \ll Y_0 \ll \xi$ one can find: $\gamma^{SP} \rightarrow -1 + \sqrt{\frac{4\tilde{Y}_0}{\xi - 4\tilde{a}_S (Y - Y_0)}}$. In this limit we see that our solution satisfies the initial conditions in the DLA.

For large $Y - Y_0$ the solution has then form

$$N_{DLA}^D (Y, Y_0, \xi, b) = \frac{1}{4\pi} \left( \frac{\tilde{a}_S (Y - Y_0)}{\xi^3} \right)^{1/4} \times n^s \left( \frac{\gamma^{SP}}{2} \frac{1}{\sqrt{\tilde{a}_S (Y - Y_0) / \xi}}, b \right) \times e^{2\sqrt{\tilde{a}_S (Y - Y_0) / \xi} - \xi}$$

From Eq. (52) one can see that the solution reaches the saturation bound at

$$\xi_{sat} = 4\tilde{a}_S (Y - Y_0)$$

and behaves in the vicinity of this bound as

$$n_{DLA}^D (Y, Y_0, \xi, b) \propto \left( \frac{\tilde{a}_S^2 (Y - Y_0)}{4} \right)^{1/2}$$  (54)

3 The model

As we have discussed, the main idea of building the saturation model has been formulated in Ref. [22]: it is the matching of two analytical solutions in the vicinity of the saturation scale, and deep inside of the saturation domain.

3.1 The input: $N_{el} (r, Y)$ in our saturation model

As we have mentioned, the initial condition for the equation for $N^D$ (see Eq. (7)) is determined by $N_{el}$, which we have found from the HERA data for the deep inelastic structure function in Ref. [18]. For completeness of presentation we describe the main formulae of this model which illustrates our procedure for the model building.

In the vicinity of the saturation scale or, in other words, for the dipole size $r$ in the region: $r \equiv r^2 Q_s^2 (Y_0, b) \rightarrow 1$ we use the CGC formula for $N_{el} (r, Y_0)$ [1,66,67]

$$N_{el}^{r-1} (r, Y_0) = N_0 \left( r^2 Q_s^2 (Y_0) \right)^{1-\gamma_{r}}$$  (55)

where $N_0$ is the phenomenological parameter that has been found in Ref. [18].

$Q_s$ is the saturation momentum which we will discuss below. The values of $\gamma_{r}$ can be found from the following equation:
\begin{equation}
\chi (\gamma_{cr}) = \left| \frac{d \chi (\gamma_{cr})}{d \gamma_{cr}} \right| \tag{56}
\end{equation}

In Eq. (56) \( \chi (\gamma) \) is determined by Eq. (15).

Deep inside of the saturation domain, where \( r \equiv r^2 Q_s^2 (Y, b) \gg 1 \), we use the analytical solution to the nonlinear equation given in Refs. [19–21]

\begin{equation}
N_{el}^{r \gg 1} (r, Y_0) = 1 - 2A \exp \left( -\frac{\varepsilon^2}{2\lambda} \right) \tag{57}
\end{equation}

where

\begin{equation}
z = \ln \left( r^2 Q_s^2 (Y, b) \right) = \ln \left( r^2 Q_s^2 (Y = Y_{in}, b) \right) + \lambda (Y - Y_{in}) = \xi + \lambda (Y - Y_0) \tag{58}
\end{equation}

where \( \xi \) and \( \lambda \) are related to the behaviour of the saturation scale

\begin{equation}
Q_s^2 (Y, b) = Q_s^2 (Y = Y_{in}, b) e^{\lambda (Y_{in} - Y_{in})} = Q_s^2 (Y = Y_{in}, b) \left( \frac{x}{x_{in}} \right)^{\lambda} \tag{59}
\end{equation}

where \( Y_{in} = \ln (1/x_{in}) \) shows the initial value of \( x \) from which we start low \( x \) evolution. This is a phenomenological parameter of the model. The phenomenological dependence on \( b \) of the initial saturation scale \( Q_s^2 (Y = Y_{in}, b) \), we have discussed in the introduction (see Eq. (1)). Finally, we use the following \( Q_s^2 (Y = Y_{in}, b) \)

\begin{equation}
Q_s^2 (Y = Y_{in}, b) = Q_0^2 (m b K_1 (m b))^{r_{-cr}} \tag{60}
\end{equation}

Using Eqs. (15)–(60) one can see that \( \xi = -\ln \left( r^2 Q_s^2 (Y_{in}, b) \right) \) in Eq. (15). The value of \( \lambda \) can be calculated and it is equal to \( \lambda = \tilde{s}_S \chi (\gamma_{cr}) / (1 - \gamma_{cr}) \). However, in describing the experimental data in Ref. [18], we consider \( \lambda \) as the independent fitting parameter, since the next-to-leading correction turns out to be large.

Parameter \( A \) in Eq. (57) should be found from the matching procedure of two solution at \( z = z_m \):

\begin{equation}
N^{r \rightarrow 1} (z = z_m) = N^{r \gg 1} (z = z_m) ; \quad \frac{dN^{r \rightarrow 1} (z = z_m)}{dz_m} = \frac{dN^{r \gg 1} (z = z_m)}{dz_m} \tag{61}
\end{equation}

However, it turns out that Eq. (57) cannot satisfy Eq. (61). In Ref. [23] the correction to Eq. (57) has been found. The amplitude of Eq. (57) with the corrections takes the form:

\begin{equation}
N^{r \gg 1} (z) = 1 - 2A e^{-Z} - \sqrt{2\lambda} A \left[ \frac{1}{\sqrt{2}} e^{-Z} + O \left( e^{-3Z} \right) \right] \tag{62}
\end{equation}

which has been used in the Eq. (61).

It should be stressed that all phenomenological parameters for the elastic amplitude has been extracted from the experimental data for \( F_2 \) at HERA (see Table 1).

3.2 \( N^D (r, Y, Y_0) \) in the model: matching procedure

3.2.1 \( \tau_0 = r^2 Q_s^2 (Y_0, b') \rightarrow 1 \)

In the kinematic region where \( \tau_0 = r^2 Q_s^2 (Y_0, b') \rightarrow 1 \), \( \tau = r^2 Q_s^2 (Y, b) \rightarrow 1 \) and \( \tau_D = r^2 Q_s^2 (Y - Y_0, b - b') \leq 1 \) we suggest to use Eq. (34) which we re-write as follows

\begin{equation}
n^D_{\tau_{\rightarrow 1}, \tau_{\rightarrow 1}, \tau_D \leq 1} (Y, Y_0, \xi, b) \quad = 2\tilde{\gamma} \lambda \left\{ \left( \int d^2 b' \left( \frac{Q_s^2 (Y_0, b')}{Q_0^2} \right)^2 \right) N_1 \times (Y - Y_0) \left( r^2 Q_s^2 (Y - Y_0, b - b') \right)^{\tilde{\gamma}} \right\} + e^{\lambda (Y - Y_0)} n^D_{el} (Y, r, b) \tag{63}
\end{equation}

The first term in Eq. (63) corresponds to the first term in Eq. (34), which we simplify taking into account the experience in the description of the elastic amplitude (see [8,9,14,17,18,22,27–46]). It was shown in these papers that we can describe the solution to the evolution equation taking the amplitude in the form of Eq. (55) replacing \( 1 - \gamma_{cr} \) in Eq. (55) and in Eq. (63) by the following expression

\begin{equation}
1 - \gamma_{cr} \rightarrow 1 - \gamma_{cr} - \frac{1}{2 \kappa \lambda Y} \ln \left( r^2 Q_s^2 (b) \right) \tag{64}
\end{equation}
where $\lambda = \bar{\alpha}_S (\chi (y_{cr}) / (1 - y_{cr}))$ and $\kappa = \chi'' (y_{cr}) / \chi'$ ($y_{cr}$). The factor $Y - Y_0$ is introduced to reflect the general features of the first term in Eq. (34) which is proportional to this factor. The saturation momentum $Q_s (Y - Y_0, b - b')$ in QCD has the general form

$$Q_s^2 (Y - Y_0, b - b') = Q_0^2 (Y_0, b - b') e^{\bar{a} g S \chi (Y - Y_0)}$$

(65)

where $Q_s (Y_0, b')$ is the initial transverse momentum at $Y = Y_0$. However, as we have discussed above, we introduce the non-perturbative corrections in the behaviour at large impact parameter in the $b$-dependence of the saturation scale. Bearing this in mind we use the following parameterization of $Q_s (Y - Y_0, b - b')$

$$Q_s^2 (Y - Y_0, b - b', b') = Q_0^2 S (b') e^{-m_1 |b - b'|} e^{\lambda Y}$$

(66)

where parameters $Q_0$, $\lambda$ and mass $m$ in $S (b)$ (see Eq. (60)) have been determined in our previous paper [18] from the fit of the elastic data. The parameter $m_1$ has to be extracted from the fit of the diffraction production as well as parameters $N_1$ and $\lambda_1$. In the leading order of perturbative QCD $\lambda_1 = \chi (\bar{\gamma})$, but as well as for the energy behaviour of the saturation momentum, the higher order corrections are large, and we view these two parameters: $\lambda$ and $\lambda_1$ as the phenomenological parameters which we have to extract from the experimental data.

We need to use the matching procedure analogous to Eq. (61) for $n^D = -dN/dY_0$ using Eq. (17) in the form

$$n^D_{t_0 \to 1, r \geq 1} (Y, Y_0; r) = 1 - G \left( t_0 = r^2 Q_0^2 (Y_0; b), Y_0 \right) e^{-z^2 / 2k \chi}$$

(67)

The matching equations take the form:

$$n^D_{t_0 \to 1, r \geq 1} (t_0 \geq t, \tau \geq \tau_0; \tau_0 \geq 1) \left( \tau_0^m, \tau_0^m, \tau_D^m \right)$$

$$= n^D_{t_0 \to 1, r \geq 1} (t_0 \geq t, \tau \geq \tau_0; \tau_0 \geq 1) \left( \tau_0^m, \tau_0^m, \tau_D^m \right)$$

$$= \frac{\partial}{\partial \ln \tau} n^D_{t_0 \to 1, r \geq 1} (t_0 \geq t, \tau \geq \tau_0; \tau_0 \geq 1) \left( \tau_0^m, \tau_0^m, \tau_D^m \right)$$

(70)

$$= \frac{\partial}{\partial \ln \tau} n^D_{t_0 \to 1, r \geq 1} (t_0 \geq t, \tau \geq \tau_0; \tau_0 \geq 1) \left( \tau_0^m, \tau_0^m, \tau_D^m \right)$$

Equation (68) degenerates to the following matching conditions for $\lambda_1 (Y - Y_0) \gg 1$:

$$n^D_{t_0 \to 1, r \geq 1} (z, Y_0; b) = \tilde{G} (t_0, Y_0) e^{-(z^2 - B(b))^2 / 2k}$$

(72)

where

$$B (b) = \int_0^\infty d z' n^D_{t_0 \to 1, r \geq 1} (z', Y_0; b) + 2 \psi (1)$$

(73)
Equation (71) takes the form
\[ N_1 e^{\bar{\gamma} z_m} = N_2 e^{-(z_m - B) \bar{\gamma}^2/2 \kappa}; \]
\[ \bar{\gamma}, N_1 e^{\bar{\gamma} z_m} = N_2 \frac{z_m + B}{\kappa} e^{-(z_m - B) \bar{\gamma}^2/2 \kappa}; \]
The solution to Eq. (74) is
\[ B - z_m = \kappa \bar{\gamma}; \quad N_2 = N_1 e^{\bar{\gamma} z_m} / e^{-\frac{1}{2} \kappa \bar{\gamma}^2}. \]

We can use Eq. (73) to determine the value of \( B \). However, bearing in mind the many simplifications that we have assumed, we decided to view \( z_m \) as a free parameter, which we will find from the fit of the experimental data.

3.2.2 \( \tau_0 = r^2 Q_s^2 (Y_0, b') > 1 \)

In this region we use Eq. (18), with the initial conditions for \( n^D \) which takes the form:
\[ n^D (Y = Y_0, Y_0; r, b) = z_0(b) C_2 \exp \left( -\frac{z_0(b)}{\kappa} \right) \]
where \( z(b) \) is defined in Eq. (15). The elastic amplitude is equal to
\[ N_{el} (Y, r, b) = 1 - \Delta_{el}(Y; r, b) \]
with
\[ \Delta_{el}(Y; r, b) = C_2 e^{-\frac{z_0(b)}{2 \kappa}}. \]

For practical purposes we define this region as \( z(b) \geq z_m \), where \( z_m \) is the matching point for DIS.

3.2.3 Kinematics and observables

The experimental data for diffractive production in DIS (see Ref. [47]) are presented using the following set of the kinematic variables:
\[ \beta = \frac{Q^2}{Q^2 + M_X^2}; \quad x_{Bj} = \beta x_{\Psi}; \]
where \( Q^2 \) is the virtuality of the photon and \( M_X \) is the produced mass. The set of kinematic variables, that we used, has the following relation to Eq. (78):
\[ Y = \ln \left( \frac{1}{x_{Bj}} \right); \]
\[ Y_0 = \ln \left( \frac{1}{x_{\Psi}} \right); \]
\[ Y - Y_0 = \ln \left( \frac{1}{\beta} \right); \]
The main formulae that we use to calculate the experimental cross sections are given by Eqs. (9) and (10). Equation (9) can be re-written in the form, which includes the integration over impact parameter \( b' \), in the form
\[ \sigma_{\text{diff}}^{\text{dipoles}} (r_\perp, x, x_0) = \int d^2 b d^2 b' \nu^D (Y, Y_0, r, b, b'). \]

The expression for \( (\Psi^* \Psi)^{\nu^*} \equiv \Psi_{\nu^*} (Q, r, z) \Psi_{\nu^*} (Q, r, z) \) in Eq. (2) is well known (see Ref. [1] and references therein)
\[ (\Psi^* \Psi)^{\nu^*}_T = \frac{2 N_c}{\pi} \alpha_{em} \sum_f e_f^2 \left[ \frac{z^2 + (1 - z)^2}{2} \right] \times \epsilon^2 K_1^2 (\epsilon r) + n_f^2 K_0^2 (\epsilon r) \right], \]
\[ (\Psi^* \Psi)^{\nu^*}_L = \frac{8 N_c}{\pi} \alpha_{em} \sum_f e_f^2 Q^2 z^2 (1 - z)^2 K_0^2 (\epsilon r). \]
where \( T(L) \) denotes the polarization of the photon and \( f \) is the flavours of the quarks. \( e^2 = m_f^2 + Q^2 z(1 - z) \).

3.3 Description of the HERA data

Using Eq. (62) we attempted to describe the combined set of the inclusive diffractive cross sections measured by H1 and ZEUS collaboration at HERA [47]. The measured cross sections were expressed in terms of reduced cross sections, \( \sigma_r^{D,4} \), which is related to the measured \( ep \) cross section by
\[ \frac{d \sigma_{ep \rightarrow e \Psi}}{d \beta d\Omega d^2 x_{\Psi} dt} = \frac{4 \pi \alpha^2}{\beta Q^4} \left[ 1 - y + \frac{y^2}{2} \right] \times \sigma_r^{D,4}(\beta, Q^2, x_{\Psi}, t). \]
In the paper, the table of \( x_{\Psi} \sigma_r^{D,4}(\beta, Q^2, x_{\Psi}) = x_{\Psi} \int dt \sigma_r^{D,4}(\beta, Q^2, x_{\Psi}, t) \) are presented at different values of \( Q, \beta \) and \( x_{\Psi} \). This cross section is equal to
\[ \frac{d \sigma_{\text{diff}}}{d \beta} (Y, Y_0, Q^2) \] where \( \sigma_{\text{diff}} (Y, Y_0, Q^2) \) is given by Eq. (2).

We view this paper as the next step in building the saturation model based on the CGC approach. The first step have been done in Ref. [18] where we build the saturation model for the DIS. The parameters that we found from this fit and which are shown in Table 1 we use for the diffractive production as given and we are not going to change them. The additional parameters that we used to parametrize the diffraction production cross section are \( N_1, m_1 \) and \( \lambda_1 \). \( N_1 \) is proportional to \( \bar{a}_S \) which indicates that the typical values of \( N_1 \) is small. \( \lambda_1 = \bar{a}_S \chi (\gamma) \approx 3.67 \bar{a}_S \) in the leading order of perturbative QCD. However, we consider this as a fitting parameter since we expect that it will be heavily affected by the next order calculation. Recall, that the value of \( \lambda \) which is equal to \( \lambda = \bar{a}_S \chi (\gamma_{cr}) / (1 - \gamma_{cr}) \approx 4.88 \bar{a}_S \) came out \( \lambda \approx 0.2 \) from the fit and this value is in accord with the next to leading estimates.
have mentioned. As was expected the values of parameter $x_{IP}$ both
test the quality of the fit is not good we see that Eq. (62) reproduces
be differentiated in the figures. In spite of the fact that the
condition of the data of the same quality as the second one; and
data shown in Fig. 6. Actually, the first fit give the descrip-
tion of the data of the same quality as the second one; and
the resulting curves for both fits look the same and cannot
be differentiated in the figures. In spite of the fact that the
quality of the fit is not good we see that Eq. (62) reproduces
both $x_{IP}$ and $Q$ dependance.
We do not expect a good description of the data as we
have mentioned. As was expected the values of parameter
$\lambda_1$ turns out to be quite different from the leading order estimates in perturbative QCD, which illustrate the need for the
next to leading order corrections. We notice that in the experi-
mental kinematic region $t_D = r^2Q^2 (Y - Y_0, b - b') \leq 1$.
Therefore, the most data are in the region which is outside of
the saturation domain. The success of the simple model for
diffraction production: production of $q\bar{q}$ and $q\bar{q}G$ states [6–
14], indicates, that taking into account the emission of several
partons, we will be able to describe the data. We are going to
try in a separate further publications. On the other hand we
see that the main contribution stems from the gluon emission.
Indeed, in Fig. 7 we plot the two different terms of Eq. (62)
writing it as $n^D = n_1^D + n_2^D$ where $n_2^D \propto N^2_{el}$. One can see

that the emission of gluons (the term $n_1^D$) is certainly larger
than the contribution of the diffraction production of quark-
antiquark state (term $n_2^D$). We view this fact as an argument
that we have to take into account a large number of emitted
gluons.
It should be mentioned that we have some hidden parameters which mostly specify the region of the applicability of the
perturbative QCD estimates. For example, even in the case of
deep inelastic processes, we can trust the wave function of
perturbative QCD only, at rather large values of $Q^2 \geq Q_0^2$
with $Q_0^2 \approx 0.7 GeV^2$ since for smaller $Q$ it will be affected
by the non-perturbative contributions. As we have mentioned
that we consider the matching point $z_m$ of Eq. (74) as a fit-
ing parameter due to a large uncertainty in the calculation of
$B$ given by Eq. (73). From the fit we specify them as

![Fig. 6](image-url) \[\sigma^\text{diff} (Y, Y_0, Q^2) = x_{IP} \sigma_\text{r} \text{ versus } Q^2 \text{ at fixed } \beta \text{ and } x_{IP} \text{ (Fig. 6a) and }
\text{versus } x_{IP} \text{ at fixed } \beta \text{ and } Q^2 \text{ (Fig. 6b). The data are taken from Ref. [47]. The red curves show the results of the fit with } m_1 = Q_s (Y_0, b).

![Fig. 7](image-url) \[\text{The fit in which } m_1 \text{ was a fitted parameter turns out to be so close to this fit that cannot be clearly shown in the picture in spite of the fact that has higher value of } \chi^2/d.o.f.
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\[ \beta \leq 0.056, \ x_{IP} \leq 0.025, \ 0.7 \leq Q^2 \leq 27 \text{GeV}^2. \] We found that the fit does not depend on the value of the matching point \( z_m \). This confirms that the data are outside of the saturation region.

4 Conclusions

In the paper we discussed the evolution equations for the diffractive production in the framework of CGC/saturation approach that have been proposed in Ref. [2] and found the analytical solutions in the several kinematic regions. The most impressive features of these solutions are that the diffractive production does not show the geometric scaling behaviour being a function of one variable. Even deep in the saturation regions for both diffractive and elastic amplitude the solution turns out to be the product of two functions: one has a geometric scaling behaviour depending on one variable \( z \), and the second depends on \( z_0 \) showing the geometric scaling behaviour in the same way as elastic scattering amplitude at \( Y = Y_0 \).

Based on these solutions we suggest a impact parameter dependent saturation model which is suited for the describing the diffraction production both deep in the saturation region and in the vicinity of the saturation scale. Since we are dealing in the diffraction production with two saturation scales: \( Q_s(Y, b) \) and \( Q_s(Y - Y_0, b - b') \), where \( Y = \ln(1/(x_{IP} \beta)) \) and \( Y_0 = \ln(1/x_{IP}) \), the model includes more information from the theoretical part of the paper than it has been needed for the inclusive DIS. However, the main key assumptions of the model are the same as for inclusive DIS: the non-perturbative impact parameter behavior is absorbed into two saturation scales.

Using the model we tried to fit the combined data on diffraction production from H1 and ZEUS collaborations [47]. We found that we are able to describe both \( x_{IP} \) and \( Q \) dependence as well as \( Q \) behavior of the measured cross sections. In spite of the sufficiently large \( x^2/d.o.f \) we believe that our description give the starting impetus to find a fit of the experimental data based on the solution of the CGC/saturation equation rather than on describing the diffraction system in simplistic way assuming that only quark-antiquark pair and one extra gluons are produced that has been attempted in Refs. [6–14].

Ae the result of the fit we found out that the experimental data are concentrated in the region outside the saturation domain for the produced diffractive system and we intend to try to sum the multi-gluon production in perturbative QCD approach using the formulae which we found in this paper. We are going to publish the result of this kind of approach elsewhere.

Building the model, we are doomed to make several simplifications. In particular, we assumed that entire impact parameters dependence is absorbed in the \( b \)-dependence of the saturation scales. In doing so we neglected the shrinkage of the diffraction peak both in elastic and diffraction amplitudes due to non-perturbative corrections that lead to the diffusion in the impact parameters (see, for example, Refs. [69–72]). However, we introduce the new dimensional parameter \( m_1 \) which leads to the different slope in the production of large mass than in the elastic amplitude. As we have discussed, the value of this mass \( m_1 = 2 \text{GeV} \) which was found in the fit, shows that this slope turns out to be smaller than in the elastic scattering, in accord with the data on diffraction in hadron-hadron collisions.

In Ref. [2] was conjectured that the diffractive cross section has a maximum as a function of the gap-size. We did not observed this maximum in our model which provides rather simplified approach to the solution of the evolution equation. However, we would like to note that the conjecture stems from the model: the Pomeron calculus in zero transverse dimensions, which has been solved with the initial condition of Eq. (7). Actually, this initial condition, being correct in QCD, does not satisfied in the Pomeron calculus [73] and the diffraction production does not have a predicted maximum in this approach.

We believe that this paper will revive the interest to the process of the diffractive production: a unique process which description needs the understanding both the multi-particle generation processes and the elastic(diffractive) rescattering at high energy.

Acknowledgements We thank our colleagues at Tel Aviv university and UTFSM for encouraging discussions. Our special thanks go to Asher Gotsman, Alex Kovner and Misha Lublinsky for elucidating discussions on the subject of this paper. This research was supported by the BSF grant 2012124, by Proyecto Basal FB 0821(Chile), Fondecyt (Chile) grants 1170319 and 1180118 and by CONICYT grant PIA ACT1406.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. Funded by SCOAP3.

References

1. Y.V. Kovchegov, E. Levin, Quantum Chromodynamics at High Energies. Cambridge Monographs on Particle Physics, Nuclear Physics and Cosmology (Cambridge University Press, Cambridge, 2012)
2. Y.V. Kovchegov, E. Levin, Nucl. Phys. B 577, 221 (2000). arXiv:hep-ph/9911523
3. M. Hentschinski, H. Weigert, A. Schafer, Phys. Rev. D 73, 051501 (2006). arXiv:hep-ph/0509272
4. Y. Hatta, E. Iancu, C. Marquet, G. Soyez, D.N. Triantafyllopoulos, Nucl. Phys. A 773, 95 (2006). arXiv:hep-ph/0601150
