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Abstract. In order to numerically integrate complicated cross sections, large expressions have to be sampled many times, which is a time consuming operation. Inspired by the use in games, artificial intelligence methods such as Monte Carlo Tree Search and Local Stochastic Search are used to simplify the expressions. As a result, large expressions can be compressed by more than a factor 20.

1. Introduction
Monte Carlo integration is the preferred way to compute complicated cross sections of scattering processes [1, 2, 3, 4]. The disadvantage of this method is that it converges slowly and thus requires a large number of samples. Sampling large multivariate polynomials is very time consuming, which makes Monte Carlo methods slow. The expressions that arise from Quantum Chromodynamics (QCD) are polynomials in many variables. The number of variables could range from a few to several hundreds. Analogously, the number of terms range from ten thousand terms to millions of terms [5]. In some extreme cases, the executable code that performs the evaluation of the expression could take up a few gigabytes. If we are able to reduce the number of operations required to evaluate these expressions, sampling becomes faster. As a result, Monte Carlo integrators can obtain precise results much faster.

We describe two methods to reduce the number of operations. The first is Horner’s rule for multivariate polynomials, which is extracting variables outside brackets [6] (sec. 2.1). For multivariate expressions the order of these variables is called a Horner scheme. The second is called Common Subexpression Elimination (CSEE) [7], which is performed after the Horner scheme has been applied (sec. 2.2). We will investigate two methods of finding a Horner scheme that yields a near-minimal number of operations after the Horner scheme and CSEE have been applied. The first is the tree search algorithm Monte Carlo Tree Search (MCTS), which is also used for finding the best moves in games. For example, MCTS is an important component of AlphaGo [8]. The second method is a local search, which has been successful in solving the Travelling Salesman problem [9].

Our final local search algorithm is able to reduce the computation time of numerical integration from weeks to days or even hours. The methods have been implemented in FORM [10] and are used by at least one other research group.

The remainder of this work is structured as follows. First, we discuss methods for expression simplification in section 2. In section 3 we discuss the experimental setup. Next, we discuss MCTS in section 4. In section 5 we examine local search methods. We discuss performance and results in section 6. Finally, we present the conclusion in section 7.
2. Horner schemes and common subexpression elimination

Expression simplification is a widely studied problem. Some examples are Horner schemes [7], common subexpression elimination (CSEE) [11], partial syntactic factorisation [12] and Breuer’s growth algorithm [13]. Much research is put into simplifications using more algebraic properties, such as factorisation, especially because of its interest for cryptographic research [14, 15]. Simplification methods that depend on factorisation have the major problem of being notoriously slow. Horner schemes and CSEE do not require sophisticated mathematics: only the commutative and associative properties of the operators are used. The expressions we are considering often have more than twenty variables and more than a hundred thousand terms [5]. In this regime, computationally expensive methods are infeasible. Therefore, we consider using basic methods such as Horner schemes and CSEE.

2.1. Horner Schemes

Horner’s rule reduces the number of multiplications in an expression by lifting variables outside brackets [6, 7, 16]. For multivariate expressions Horner’s rule can be applied sequentially, once for each variable. The order of this sequence is called the Horner scheme. Take for example:

\[ x^2z + x^3y + x^3yz \to x^2(z + x(y(1 + z))) \]  

(1)

Here, first the variable \( x \) is extracted (i.e., \( x^2 \) and \( x \)) and second, \( y \). The number of multiplications is now reduced from 9 to 4. However, the order \( x, y \) is chosen arbitrarily. One could also try the order \( y, x \):

\[ x^2z + x^3y + x^3yz \to x^2z + y(x^3(1 + z)) \]  

(2)

for which the number of multiplications is 6. Evidently, this is a sub-optimal Horner scheme. There are \( n! \) orders of extracting variables, where \( n \) is the number of variables, and it turns out that the problem of selecting an optimal ordering is NP-hard [16].

2.2. Common subexpression elimination

The number of operations can be reduced further by applying common subexpression elimination (CSEE). This method is well known from the fields of compiler construction [11] and computer chess [17], where it is applied to much smaller expressions or subtrees than what we are considering here. Figure 1 shows an example of a common subexpression in a tree representation of an expression. The shaded expression \( b(a + e) \) appears twice, and its removal means removing one superfluous addition and one multiplication.

![Figure 1: A common subexpression (shaded) in an associative and commutative tree representation.](image)

CSEE is able to reduce both the number of multiplications and the number of additions, whereas Horner schemes are only able to reduce the number of multiplications.
Table 1: The number of variables, terms, operations, and the evaluation time of applying a single Horner scheme and CSEE in seconds, for our eight (unoptimised) benchmark expressions. The time measurement is performed on a 2.4 GHz Xeon computer. All expressions fit in memory (192 GB).

|          | variables | terms | operations | eval. time (s) |
|----------|-----------|-------|------------|----------------|
| res(7,4) | 13        | 2561  | 29163      | 0.001          |
| res(7,5) | 14        | 11379 | 142711     | 0.03           |
| res(7,6) | 15        | 43165 | 587880     | 0.13           |
| res(9,8) | 19        | 4793296 | 83778591 | 25.0           |
| HEP(σ)   | 15        | 5716  | 47424      | 0.008          |
| HEP(F₁₃) | 24        | 105058 | 1068153  | 0.4            |
| HEP(F₂₄) | 31        | 836009 | 7722027  | 3.0            |
| HEP(b)   | 107       | 193767 | 1817520  | 2.0            |

3. Experimental setup

We use eight large benchmark expressions, four from mathematics and four from real-world High Energy Physics (HEP) calculations. In table 1 statistics for the expressions are displayed. We show the number of variables, terms, operations, and the evaluation time of applying a Horner scheme and CSEE.

The expressions called res(7,4), res(7,5), res(7,6), and res(9,8) are resolvents and are defined by $\text{res}(m,n) = \text{res}_x\left(\sum_{i=0}^{m}a_i x^i, \sum_{i=0}^{n}b_i x^i\right)$, as described in [12]. The number of variables is $m + n + 2$. The polynomial res(9,8) is the largest polynomial we have tested and has been included to test the boundaries of our hardware.

The High Energy Physics expressions represent scattering processes for the future International Linear Collider, a likely successor to the Large Hadron Collider [5]. A standard method of calculating the probability of certain collision events is by using perturbation theory. As a result, for each order of perturbations, additional expressions are calculated as corrections to previous orders of precision. The HEP polynomials of table 1 are second-order corrections to various processes.

HEP(σ) describes parts of the process $e^+e^- \rightarrow \mu^+\mu^-\gamma$. HEP(F₁₃), HEP(F₂₄), and HEP(b) are obtained from the process $e^+e^- \rightarrow \mu^+\mu^-u\bar{u}$. The results can be used to obtain next-generation precision measurements for electron-positron scattering [5]. These four HEP polynomials represent classes of polynomials with approximately the same behaviour.

4. Tree search methods

Recently, Monte Carlo Tree Search has been shown to yield good quality Horner schemes [18]. We will describe its characteristics, so that we can see if we can improve its performance.

Monte Carlo Tree Search (MCTS) is a tree search method that has been successful in games such as Go, Hex, and other applications with a large state space [19, 20]. It works by selectively building a tree, expanding only branches it deems worthwhile to explore. MCTS consists of four steps, which are displayed in figure 2. The first step (2a) is the selection step, where a leaf or a not fully expanded node is selected according to some criterion (see below). Our choice is node $z$. In the expansion step (2b), a random unexplored child of the selected node is added to the tree (node $y$). In the simulation step (2c), the rest of the path to a final node is completed using random child selection. Finally a score $\Delta$ is obtained that signifies the score of the chosen path through the state space. In the backpropagation step (2d), this value is propagated back through the tree, which affects the average score (winrate) of a node (see below). The tree is built iteratively by repeating the four steps.
In the game of Go, each node represents a player move and in the expansion phase the game is played out, in basic implementations, by random moves. In the best performing implementations heuristics and pattern knowledge are used to complement a random playout [19]. The final score is 1 if the game is won, and 0 if the game is lost. The entire tree is built, ultimately, to select the best first move.

For our purposes, we need to build a complete Horner scheme, variable by variable. As such, each node will represent a variable and the depth of a node in the tree represents the position in the Horner scheme. Thus, in figure 2(c) the partial Horner scheme is \( x,z,y \) and the rest of the scheme is filled in randomly with unused variables. The score of a path in our case, is the improvement of the path on the number of operations: the original number of operations divided by the number of operations after the Horner scheme and CSEE have been applied. We note that for our purposes the entire Horner scheme is important and not just the first variable.

![Figure 2: An overview of the four phases of MCTS: selection (a), expansion (b), simulation (c), and backpropagation (d). The selection of a not fully expanded node is done using the best child criterion (in our case Upper Confidence bounds applied to Trees (UCT)). \( \Delta \) is the number of operations left in the final expression, after the Horner scheme and CSEE have been applied. See also [21].](image)

In many MCTS implementations UCT (formula 3) is chosen as the selection criterion [21, 22]:

\[
\arg\max_{\text{children } c \text{ of } s} \bar{x}(c) + 2C_p \sqrt{\frac{2 \ln n(s)}{n(c)}},
\]

where \( c \) is a child node of node \( s \), \( \bar{x}(c) \) the average score of node \( c \), \( n(c) \) the number of times the node \( c \) has been visited, \( C_p \) the exploration-exploitation constant, and \( \arg\max \) the function that selects the child with the maximum value. This formula balances exploitation, i.e., picking terms with a high average score, and exploration, i.e., selecting nodes where the child has not been visited often compared to the parent. The \( C_p \) constant determines how strong the exploration term is: for high \( C_p \) the focus will be on exploration, and for low \( C_p \) the focus will be on exploitation.

We consider the role of the exploration-exploitation constant \( C_p \) in the UCT formula. We notice that in the first iterations of the simulation there is as much exploration as there is in the final iterations, since \( C_p \) remains constant throughout the search. For example, the final 100 iterations of a 1000 iterations MCTS run are used to explore new branches even though we know in advance that there is likely not enough time to reach the final nodes. Thus we would like to modify the \( C_p \) to change during the simulation to emphasise exploration early in the search and emphasise exploitation towards the end.
We introduce a new, dynamic exploration-exploitation parameter $T$ that decreases linearly with the iteration number [23]:

$$T(i) = C_p \frac{N - i}{N},$$

(4)

where $i$ is the current iteration number, $N$ the preset maximum number of iterations, and $C_p$ the initial exploration-exploitation constant at $i = 0$.

We modify the UCT formula to become:

$$\arg\max_{\text{children } c \text{ of } s} \bar{x}(c) + 2T(i) \sqrt{\frac{2 \ln n(s)}{n(c)}},$$

(5)

where $c$ is a child of node $s$, $\bar{x}(c)$ is the average score of child $c$, $n(c)$ the number of visits at node $c$, and $T(i)$ the dynamic exploration-exploitation parameter of formula (4).

The role of $T$ is similar to the role of the temperature in Simulated Annealing [24]: in the beginning of the simulation there is much emphasis on exploration, the analogue of allowing transitions to energetically unfavourable states. During the simulation the focus gradually shifts to exploitation, analogous to annealing. Hence, we call our new UCT formula “Simulated Annealing UCT (Simulated Annealing - UCT (SA-UCT))”.

In the past related changes have been proposed. For example, Discounted UCB [25] and Accelerated UCT [26] both modify the average score of a node to discount old wins over new ones. The difference between our method and past work is that the previous modifications alter the importance of exploring based on the history and do not guarantee that the focus shifts from exploration to exploitation. In contrast, this work focuses on the exploration-exploitation constant $C_p$ and on the role of exploration during the simulation.

We implemented four improvements over UCT. (1) The final iterations are used effectively. (2) There is more exploration in the middle and at the bottom of the tree. This is due to more nodes being expanded at lower levels, because the $T$ is lowered. As a consequence, we see that (3) more branches reach the end states. As a result, (4) there is exploration near the bottom, where there was none for the random playouts.

In order to analyse the effect of SA-UCT on the fine-tuning of $C_p$ (the initial temperature), we perform a sensitivity analysis on $C_p$ and $N$ [23]. We find that (1) SA-UCT increases the region of $C_p$ that gives good results by an order of magnitude, and (2) produces Horner schemes of the same quality. Thus, we may conclude that SA-UCT reduces the fine-tuning problem without overhead.

5. Stochastic Local Search

There are some intrinsic shortcomings to using a tree representation, especially if the depth of the search tree becomes (too) large. We noticed that many branches do not reach the bottom when there are more than 20 variables (we remind the reader that the problem depth is equivalent to the number of variables) as is the case with many of our expressions. MCTS determines the scores of a branch by performing a random play-out. If the branch is not constructed all the way to the bottom, the final nodes are therefore random (no optimisation). For Horner schemes, the entire scheme is important, so sub-optimal selection of variables at the end of the scheme can have a significant impact.

The issue of poor optimisation at the bottom of the tree motivated us to look for a method that is symmetric in its optimisation: both the beginning and the end should be optimised equally well. In this section we (re)consider which class of algorithms is best suited for the Horner scheme problem. The Horner scheme problem belongs to the class of permutation problems. Many algorithms for optimising permutation problems have been suggested in the literature, such as Stochastic Hill Climbing (SHC) [27], Simulated Annealing (SA) [24], Tabu Search [28],
Figure 3: The distribution of the number of operations for the HEP($F_{13}$) expression with 1 swaps for 1000 iterations (left), 10000 iterations (middle) and 100000 iterations (right) at $T = 0$. There appears to be a local minimum around 62000. However, as the number of iterations is increased, the local minimum becomes smaller relative to the global minimum region (middle) and completely disappears (right). We may conclude that the apparent local minimum is not a local minimum, but a saddle point, since SHC is able to escape from the ‘minimum’.

Ant Colony Optimisation [29], and Evolutionary Algorithms [30]. Since measurements take weeks per algorithm, we limit ourselves to two. In [31] we provide qualitative motivations for focusing on SHC and SA. In summary, the absence of heuristics and the high cost of sampling to tune parameters make the other options less interesting.

A Stochastic Hill Climbing procedure, also known as iterative improvement local search, has two parameters: (1) the number of iterations $N$, and (2) the neighbourhood structure, which defines the transition function [9]. Fewer tunable parameters is an advantage in our use case, since the evaluation time is often too long for extensive tuning. We find that running half of the simulations with a neighbourhood structure that makes minor changes to the state (i.e., a single shift of a variable), and running the other half with a neighbourhood structure that involves larger changes (i.e., the mirroring of a random sublist) is a good strategy for all of our benchmark expressions [31]. Consequently, only the computation time remains as an actual parameter. A Stochastic Hill Climbing procedure only moves to a neighbour if the evaluation score (number of operations) is improved. As a consequence, SHC could get stuck in local minima.

To obtain an idea on the number of local minima, we measure how often the simulation gets stuck: if there are many local minima, we expect the simulation to get stuck often. In figure 3, we show the distribution of HEP($F_{13}$) for 1000, 10 000, and 100 000 SHC runs respectively. For 1000 and 10 000 runs we see two peaks: one at the global minimum near 51 000 and one at an apparent local minimum near 62 000. As the number of iterations is increased, the weight shifts from the apparent local minimum to the global minimum: at 1000 iterations, there is a probability of 27.5% of arriving in the region of the global minimum, whereas this is 36.3% at 10 000 iterations. Apparently the local minimum is ‘leaking’: given sufficient time, the search is able to escape. The figure on the right with 100 000 iterations confirms the escaping possibility: the apparent local minimum has completely disappeared. Thus, the local minimum is in reality a saddle point, since for a true local minimum there is no path with a lower score leading away from the minimum. Since SHC requires many iterations to escape from the saddle point, only a few transitions reduce the number of operations.

We observe that apparent local minima disappear for our other benchmark expressions as well. SHC runs with 100 000 iterations approach the global minimum for all of our benchmark expressions. For example, for HEP($F_{13}$) mentioned above, the result is $50636 \pm 57$ and for
Table 2: SHC compared to MCTS. The MCTS results for all expressions except res(9,8) and HEP(σ) are from [18]. All the values are statistical averages over at least 100 runs. SHC results have a larger standard deviation, and thus the expected value of the minimum is often lower than these values (see last column).

| vars | original | MCTS 1k | MCTS 10k | SHC 1k | SHC 10k | E_{\text{min},4} 1k |
|------|----------|--------|----------|--------|--------|----------------|
| res(7,4) | 13 | 29,163 | (3.86 ± 0.1) · 10^{-4} | (3.84 ± 0.01) · 10^{-4} | (3.92 ± 0.28) · 10^{-4} | 3834 ± 26 | 3819 ± 9 |
| res(7,5) | 14 | 1,427,711 | (1.39 ± 0.01) · 10^{-4} | 1,3768 ± 28 | 1,3841 ± 441 | 1,3767 ± 21 | 1,3770 ± 5 |
| res(7,6) | 15 | 587,880 | (4.58 ± 0.05) · 10^{-4} | (4.54 ± 0.01) · 10^{-4} | 466,42 ± 3852 | (4.61 ± 0.25) · 10^{-4} | (4.55 ± 0.16) · 10^{-4} |
| res(9,8) | 19 | 81,778,591 | (5.27 ± 0.25) · 10^{-6} | (4.33 ± 0.31) · 10^{-6} | (4.13 ± 0.34) · 10^{-6} | (4.03 ± 0.17) · 10^{-6} | (3.97 ± 0.18) · 10^{-6} |
| HEP(σ) | 15 | 47,424 | 4114 ± 14 | 4087 ± 5 | 4226 ± 257 | 4062 ± 58 | 4075 ± 25 |
| HEP(F_{13}) | 24 | 1,068,153 | (6.6 ± 0.2) · 10^{-4} | (6.47 ± 0.08) · 10^{-4} | (5.99 ± 0.51) · 10^{-4} | (5.80 ± 0.55) · 10^{-4} | (5.37 ± 0.40) · 10^{-4} |
| HEP(F_{24}) | 31 | 7,722,072 | (3.80 ± 0.06) · 10^{-4} | (3.19 ± 0.04) · 10^{-4} | (3.16 ± 0.23) · 10^{-4} | (3.06 ± 0.23) · 10^{-4} | (2.98 ± 0.09) · 10^{-4} |
| HEP(b) | 107 | 1,617,520 | (1.81 ± 0.04) · 10^{-4} | (1.65 ± 0.08) · 10^{-4} | (1.50 ± 0.08) · 10^{-4} | (1.40 ± 0.06) · 10^{-4} | (1.34 ± 0.04) · 10^{-4} |

HEP(σ) the result is 4078 ± 9. The small standard deviations indicate that no runs get stuck in local minima (at least not in local minima significantly higher than the standard deviation).

From these results we may conclude that true local minima, from which a Stochastic Hill Climbing cannot escape, are rare for Horner schemes.

6. Performance of SHC vs. MCTS

Below, we compare the results of Stochastic Hill Climbing to the previous best results from MCTS, for our eight benchmark expressions res(7,4), res(7,5), res(7,6), res(9,8), HEP(σ), HEP(F_{13}), HEP(F_{24}) and HEP(b). The results of all the MCTS runs except for res(9,8), and HEP(b) are taken from [18]. The results are displayed in table 2.

The results for MCTS with 1000 and 10,000 iterations are obtained after considerable tuning of \( C_p \) and after selecting whether the scheme should be constructed forward or in reverse (i.e., the scheme is applied backwards [23]).

For smaller problems, we observe that the averages of SHC are on a par with MCTS. However, we see that the standard deviations of SHC are higher than MCTS. This is because for MCTS the first nodes are fixed rather fast, which limits the variety. Consequently, we expect SHC to outperform MCTS if several runs are performed in parallel. Indeed, this is what we see in the last column of table 2. The standard deviations of MCTS are often an order of magnitude smaller than those of SHC, so the benefits of running MCTS in parallel are smaller. We may conclude that SHC has a better minimal behaviour if run in parallel.

For our largest expressions, HEP(F_{13}), HEP(F_{24}) and HEP(b), we observe that SHC with 10,000 iterations yields better results than MCTS with 10,000 iterations. For HEP(F_{24}), the average of SHC with 1000 iterations is about 20% better than the average for MCTS with 1000 iterations. In fact, the results are slightly better than MCTS with 10,000 iterations. If we take the \( E_{\text{min},4} \) into account, the expected value for HEP(F_{24}) is an additional 7% less.

The fact that SHC outperforms MCTS when the number of variables is larger than 23, may be due to the fact that there are not sufficient iterations for the branches to reach the bottom, making the choice of the last variables essentially random (see section 5 and [23]). This may also be the reason why for MCTS it is important whether the scheme is constructed forward or in reverse: if most of the performance can be gained by carefully selecting the last variables, building the scheme in reverse will yield better performance.

SHC is 10 times faster (in clock time) than MCTS, since most of the time is spent in the evaluation function. It is able to make reductions up to a factor of 26 for our largest expression.

---

1 We only consider optimisations by Horner schemes and CSEE. Additional optimisations that are mentioned in [18], such as 'greedy' optimisations, can just as well be applied to the results of SHC.
7. Conclusions
Monte Carlo Tree Search (MCTS) with UCT has proven to be a good candidate to simplify large expression [18]. A downside of this method is that the constant $C_p$ that governs exploration versus exploitation has to be tuned. The quality of the final scheme largely depends on this constant. We have modified the UCT algorithm so that $C_p$ decreases linearly with the iteration number [23]. As a result, the final iterations are spent on optimising the end of the tree, instead of exploring. We show that using this modified UCT, the sensitivity to $C_p$ is decreased by at least a factor 10 [23, 32]. Thus, the tuning is simplified.

Tree search methods, even with SA-UCT, have the problem that the beginning of the tree is optimised more than the end. For Horner schemes this does not lead to optimal solutions. Therefore we considered other algorithms that optimise uniformly. Since sampling is slow for our use case, tuning many parameters is infeasible. For this reason, we preferred straightforward algorithms over sophisticated ones. In the case of Horner schemes, we have found that one of the most basic algorithms, Stochastic Hill Climbing, yields the best results.

Stochastic Hill Climbing provides a search method with two parameters: (1) the number of iterations (computation time) and (2) the neighbourhood structure, which is a tunable parameter. We found that running half of the simulations with a neighbourhood structure that makes minor changes to the state (i.e., a single shift of a variable), and running the other half with a neighbourhood structure that involves larger changes (i.e., the mirroring of a random sublist) is a good strategy for all of our benchmark expressions. Consequently, only the computation time remains as an actual parameter. From our experimental results we arrive at three subconclusions: (1) SHC obtains similar results to MCTS for expressions with around 15 variables, (2) SHC outperforms MCTS for expressions with 24 or more variables, and (3) SHC requires ten times fewer samples than MCTS to obtain similar results. Therefore we may conclude that SHC is more than 10 times faster [31].

The result that a basic algorithm such as SHC performs well is surprising, since Horner schemes have at least two properties that make the search hard: (1) there are no known local heuristics, and (2) evaluations could take several seconds. In the previous sections we have shown that the performance of SHC is so good, because the state space of Horner schemes is flat and has few local minima.

The number of operations is linearly related to the time it takes to perform numerical evaluations. The difference between the number of operations for the unoptimised and the optimised expression is more than a factor 24 compared. As a consequence, we are able to perform numerical integration (via repeated numerical evaluations) at least 24 times faster.

For High Energy Physics, the contribution is immediate: numerical integration of processes that are currently experimentally verified at CERN can be done significantly faster. Our algorithms are implemented in the open source symbolic manipulation system Form 4.2 [10] and are used by multiple research groups.
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