First-principle calculations of plasmon excitations in graphene, silicene and germanene
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Abstract

Plasmon excitations in graphene, silicene and germanene are studied using linear-response time-dependent density functional theory within the random phase approximation (RPA). In this work, we examine both the plasmon dispersion behavior and lifetime of extrinsic and intrinsic plasmons for these three materials. For extrinsic plasmons, we found that their properties are closely related to Landau damping. In the region without single-particle excitation (SPE), the plasmon dispersion shows a $\sqrt{q}$ behavior and the lifetime is infinite at the RPA level, while in the single-particle excitation region, the plasmon dispersion shows a quasilinear behavior and the lifetime is finite. Moreover, for intrinsic plasmons, unlike graphene, the plasmon dispersion behavior of silicene and germanene exhibits a two-peak structure, which can be attributed to the complex and hybridized band structure of these two materials.

I. INTRODUCTION

In recent years, two-dimensional (2D) hexagonal materials arranged in a honeycomb lattice has been the subject of intensive edge-cutting researches in condensed matter physics, materials science and engineering [1–3]. Graphene is the most prominent example of this type of materials, however, the incompatibility of carbon-based materials with current silicon-based or germanium-based electronics makes it currently unsuitable for practical use. Therefore, considerable current research interests have been extended to other candidates among the group-IV elements, like silicene and germanene – the counterparts of graphene for Si and Ge elements [4–15]. Although C, Si and Ge belong to the same group (Group IV) in the periodic table, their chemical properties, largely governed by orbital hybridizations, are substantially different [4]. The energy required for hybridization of $s$ and $p$ orbitals in C is much larger than that in Si and Ge, and hence the former prefers $sp^2$ hybridization more than the latter two. As a consequence, all the carbon atoms in graphene prefer to stay in the same plane, whereas the Si and Ge atoms in silicene and germanene prefers mixed $sp^2-sp^3$ hybridization, so that the two atoms in primitive cell are not any more in the same plane. In another word, silicene and germanene adopt buckled honeycomb lattice structure.
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The strong coupling between the plasmon modes and light or charged particles has received a lot of attentions. With small spatial extension and huge optical enhancements, these plasmonics can be used to design terahertz metamaterials[16], modulators[17], field detectors[18] and biosensings[19]. Recent years, many studies have been focused on the plasmon dispersions of monolayer graphene[20–24], bilayer graphene[25, 26] and graphene nanoribbons[27–29]. Besides these, several studies are focused on the monolayer[30–32] and bilayer[33] silicene, but the plasmon properties in germanene are so far only considered within tight-banding models[34–36], the results under first-principles framework, have not been reported so far. Derived from their unique electronic band structures, the plasmon excitation spectra of these three materials are very similar. At low energies under finite electron/hole dopings, the so-called Dirac plasmon appears, originating from the intraband transitions in the vicinity of K points of the Brillouin zone (BZ)[37, 38]. Because the formation of Dirac plasmons requires intervention from external means, like chemical dopings or by electric gating, therefore, we call it extrinsic plasmon. At higher energy regimes, there exist intrinsic $\pi$-like plasmons. In graphene, they mainly arise from the collective excitations of electrons from $\pi$ to $\pi^*$ bands around the M points[39], while in silicene and germanene, due to the band structure hybridization, a mixed transition from $\pi$ to $\pi^*$ or $\sigma^*$ predominant hybridization bands form the $\pi$-like plasmons[31]. At even higher energies, the bands far above the Fermi level, which are mainly composed of $\sigma$-type bands start to contribute, and the excitations formed by the transition between $\pi$ and $\sigma$ predominant bands are called $\pi$-$\sigma$ plasmons. Corresponding to the extrinsic plasmons, we call the latter two plasmons intrinsic plasmon. Especially, for Dirac plasmons, because of its strong field localization, low energy loss, and high tunability in frequency range by varying the doping level, they are expected to play a key role in the design of next-generation nanophotonic and nanoelectronic devices[40, 41]. In order to design high-performance devices, an in-depth understanding of the plasmon properties of graphene, silicene and germanene is indispensable. In this work, we presented a detailed first-principles study of the plasmon properties of graphene, silicene and germanene, including their intensities, dispersion relationships and lifetimes. Particular attention is paid to the influence brought by the doping level (charge carrier concentration). A systematic comparison of the plasmon properties across these three systems is particularly inspiring, as the underlying relationships between the element type, geometrical and electronic structures, and the plasmon properties can be revealed from these studies.
In this paper, we use the time-dependent density-functional theory (TDDFT) within the random-phase approximation (RPA) framework \[42\] to study the plasmon properties of graphene, silicene, and germanene. Compared to the earlier tight-binding model analysis \[37, 38, 40\], which is valid only in the vicinity of the K points in the BZ, the \textit{ab initio} TDDFT method can offer a unified description of all types of plasmon excitations, including the extrinsic and intrinsic plasmons. In this work, we also discuss some computational details. The first issue is how to describe the form of the dielectric function for 2D systems. Here we showed two schemes, their difference lies in the form of the Coulomb potential. Although both methods give the same results on plasmon excitation energies and lifetimes, their real parts for the inverse of the dielectric functions are different, may cause an impact on judging whether it is plasmon or not. Moreover, we also analysis the influence of choosing different broadening parameter $\eta$ in the non-interacting response function $\chi_0$ calculation.

The rest of the paper is organized as follows. In Sec. \[II\] the basic equations of the TDDFT-RPA approach are presented. In Sec. \[III\] the main parameters for ground states and TDDFT-RPA calculations are given. The calculated results for extrinsic and intrinsic plasmons for graphene, silicene, and germanene are presented in Sec. \[IV\]. Finally we draw a conclusion and present our perspectives in Sec. \[V\].

\section{METHODS}

In this section, we briefly recapitulate the key equations behind the TDDFT-RPA approach adopted in the present work\[24\]. The basic step is to construct the non-interacting response function $\chi^0$, which describes the density response of the Kohn-Sham system in the linear regime. Here, we consider introducing an electron or a photon, with incident momentum $\mathbf{q}$ and frequency $\omega$, which weakly perturbs the KS system. The non-interacting response function $\chi^0$ is given by the well-known Adler-Wiser formula\[43, 44\], which in the reciprocal space is expressed as follows,

$$
\chi^0_{G,G'}(\mathbf{q}, \omega) = \frac{1}{\Omega} \sum_{\mathbf{k}} \sum_{n,n'=e,v} \frac{f_{n,k} - f_{n',k+\mathbf{q}}}{\omega + \epsilon_{n,k} - \epsilon_{n',k+\mathbf{q}} + i\eta} 
\times \langle n, \mathbf{k}|e^{-i(\mathbf{q}+\mathbf{G})r}|n', \mathbf{k} + \mathbf{q}\rangle \langle n', \mathbf{k} + \mathbf{q}|e^{i(\mathbf{q}+\mathbf{G})r'}|n, \mathbf{k}\rangle.
$$

(1)

In Eq. (1), $\Omega$ stands for the volume of the cell, while $f_{n,k}$ is the Fermi occupation number for the state $n, k$.
numbers, KS eigenvalues \[45\] and eigenvectors, respectively. The summation over \(k\) goes over the first Brillouin zone (1BZ), and \(\eta\) represents the broadening parameter. The influence of different choices of \(\eta\) on the obtained results has not been thoroughly discussed. In Appendix. \[3\] this issue will be analyzed in depth regarding the plasmon peak positions as well as lifetimes when different values of \(\eta\) are chosen. The details of the implementation within a plane-wave basis set is given in Ref. \[24\].

The next step is to construct the the system’s interacting response function \(\chi\). Within the TDDFT framework, it is linked to the non-interacting counterpart \(\chi^0\) via the Dyson equation \[46\]

\[
\chi_{G,G'} = \chi_{G,G'}^0 + (\chi^0 v \chi)_{G,G'},
\]

In the RPA, the kernel \(v_{G,G'}\) in Eq (2) is reduced to the static bare Coulomb kernel. For 2D materials, we use the periodic boundary conditions in DFT calculations, and the interaction between the periodic replicas (along \(z\) direction) is non-negligible. In order to cancel out this unphysical interaction arising from the long-range character of the Coulomb potential, we replace the bare Coulomb kernel by the truncated Coulomb potential \[47\]

\[
v_{G,G'}(\bar{q}) = 4\pi \delta_{G,G'} \left[ 1 - (-1)^{n_z} e^{-|q+G|L_z/2\pi} \right]
\]

where \(G = (\bar{G}_1, \ell_{1z})\) and \(q = (\bar{q}, 0)\), with \(\bar{G}\) and \(\bar{q}\) being respectively the two-dimensional reciprocal lattice vector and Bloch momentum vector in the basal plane. \(L_z\) is the length of the lattice vector in the \(z\) direction, and \(n_z = G_z L_z / 2\pi\) being an integer number.

Finally, the plasmon excitations can be obtained from the imaginary part for the inverse of the dielectric function \(\text{Im}\{\epsilon^{-1}\}\), without considering the nonlocal field effects, we can get \(\epsilon^{-1}\) by

\[
(\epsilon^{-1})_{G,G'} = \delta_{G,G'} + (v \chi)_{G,G'}
\]

where \(v\) represents the Coulomb potential. In the literature there exists two different schemes for choosing the form of Coulomb potential in Eq. 4, i.e., the 2D-form \[48\]

\[
v = \frac{2\pi L_z}{\bar{q}}
\]

and the gradual-form \[24, 31\] (nearly 2D-form at small \(q\)'s and 3D-form at large \(q\)'s)

\[
v = \frac{4\pi (1 - e^{-qL_z/2})}{\bar{q}^2}
\]
In practical calculations, it is noted that, although both of the two forms give the same results on plasmon excitation energies (the peak positions of $\text{Im}\{\epsilon^{-1}\}$) and lifetimes (the full width at half maxima of the plasmon peak of $\text{Im}\{\epsilon^{-1}\}$, FWHM), the real part for the inverse of the dielectric function, $\text{Re}\{\epsilon^{-1}\}$ shows different situations. In this paper, we use the pure 2D-form for production calculations, and the reason for this choice is elaborated in Appendix. A.

In the end, the plasmon structure is provided by the energy-loss function, being proportional to the imaginary part of the inverse permittivity

$$E_{\text{Loss}} = -\text{Im}\{\epsilon_{G=0,G'=0}^{-1}\} = -\frac{2\pi L_z}{\bar{q}} \text{Im}\{\chi_{G=0,G'=0}\}$$

(7)

III. COMPUTATIONAL DETAILS

We carried out the DFT calculations using the Atomic-orbital Based Ab-initio Computation at UStc (ABACUS) package[49, 50] whereby the norm-conserving pseudopotentials[51, 52] is used to describe the ion-electron interactions. The generalized gradient approximation (GGA) in the form of the Perdew, Burke, and Ernzerhof (PBE)[53] was used for the exchange-correlation functional and the Kohn-Sham (KS) electron wave functions are expanded in terms of the plane-wave (PW) basis. After convergence tests, the kinetic energy cutoff of plane wave basis was set to 50 Ry, 20 Ry and 40 Ry for graphene, silicene and germanene, respectively. We utilized the periodic boundary conditions and the Monkhorst-Pack method[54] with $50 \times 50 \times 1$ k-point meshes for these three 2D systems in full-cell structural relaxations. The electronic iteration convergence threshold was set to $10^{-9}$ eV, while structural relaxations were performed until forces on each atom were below 0.01 eV/Å. During the cell relaxation, the threshold for stress was set to 0.05 GPa. The vacuum separation between periodic images was chosen to be 20 Å.

In TDDFT-RPA calculations, the Brillouin zone is sampled with $200 \times 200 \times 1$, $128 \times 128 \times 1$ and $128 \times 128 \times 1$ Monkhorst-Pack kpoint grid for graphene, silicene and germanene, respectively. The broadening parameter $\eta$ is set to 0.002 Ry for major plasmon dispersion calculations and the $\chi$ matrix is expanded in terms of 50 G vectors. For extrinsic plasmon calculations, 12, 12 and 22 bands are used for graphene, silicene and germanene, respectively (the germanium pseudopotential contains inner 3d electrons), while for intrinsic plasmon calculations, 20, 50 and 60 bands are used for graphene, silicene and germanene, respectively.
IV. RESULTS AND DISCUSSIONS

In this section, the computed results of the ground state properties and full plasmon spectra of graphene, silicene and germanene will be presented. We will discuss both the dispersion relations and lifetimes for the extrinsic plasmons, while for the intrinsic plasmons, only the dispersion behaviors will be involved.

A. DFT calculation

After the geometry optimization, the lattice constant \( a \) was found to be 2.45 Å, 3.87 Å and 4.05 Å for graphene, silicene and germanene, respectively. The optimized structures are shown in Fig. 1. One clearly observes that the lattice constant becomes larger as the atomic number increases. In addition, it is also observed that the two atoms in the graphene primitive cell are in the same plane, while they are not in silicene and germanene. Namely, the 2D planes are buckled for silicene and germanene, with the buckling parameters \( \Delta \) being 0.47 Å and 0.67 Å, respectively, which is consistent with previous studies reported in the literature [55].

![Fig. 1. The structure and the geometrical parameters of (a) graphene (a = 2.45 Å), (b) silicene (a = 3.87 Å, \( \Delta = 0.47 \) Å) and (c) germanene (a = 4.05 Å, \( \Delta = 0.67 \) Å).](image)

The band structures of graphene, silicene and germanene are plotted in upper panels of Fig. 2. We witness all these three hexagonal honeycomblike materials own a Dirac cone structure at the K points near the Fermi level, no matter buckled or not. Compared to graphene, the conduction bands of silicene and germanene are more complicated, coming from stronger hybridization effects. To better analyze the electronic structure of these
materials, the total density of states (TDOS) and the orbital projected density of states (PDOS) are represented in the lower panels of Fig. 2. As is well known, the $s$, $p_x$, $p_y$ states form the $\sigma$ bands, and the $p_z$ states form the $\pi$ bands. By inspection of Fig. 2(d)(e)(f), we can clearly see that, within the energy window from -3 eV to 3 eV, for graphene, all bands are $\pi$ bands. On the contrary, for silicene and germanene, they are hybrid $\pi$ and $\sigma$ bands. In the low-energy region (0-1 eV), where $\sigma$ bands give little contributions, same as graphene, we call it $\pi^*$ bands. While in higher energy region (1-3 eV), as the $\sigma$ bands start to contribute, we define another two band types, $\sigma$-predominant bands ($\sigma^*_d$) and $\pi$-predominant bands ($\pi^*_d$). Compared to silicene, it is noted that the $\sigma^*_d$ peak in germanene is so pronounced that it forms an obvious peak in the TDOS curve (Fig. 2(f)), which will strongly influences the behavior of the energy loss spectrum, as discussed later in Sec. IV C.

Due to the linear relation between energy and momentum near K point, one can also obtain the Fermi vectors $k_F$ by $k_F = E_F/\hbar v_F$, where $v_F$ represents the Fermi velocity which can be derived from the band structure by $v_F = \frac{1}{\hbar} \frac{\partial E}{\partial k}$.

**B. Extrinsic plasmons**

In this subsection, the properties of Dirac plasmons will be examined for all the three materials. Since such plasmon excitations are present only at finite electron/hole dopings, they are also termed as “extrinsic plasmons”. In this work, we consider four different charge-carrier concentrations, including both electron and hole dopings, with $\pm 0.05$ and $\pm 0.1$ electrons/cell. To achieve these extrinsic conditions, one can shift the Fermi level above or below the Dirac point until the electron or hole concentrations reach the desired level. A summary of the considered doping levels, the corresponding energy shifts and Fermi vectors are given in Table I.

The energy-loss function $E_{Loss}$ calculated for graphene, silicene and germanene along $\Gamma - M$ and $\Gamma - K$ directions under 0.05 electrons/cell doping are shown in Fig. 3. The existence of conventional 2D Dirac plasmons (2DP) along both directions, as well as an additional acoustic plasmon (AP) mode along the $\Gamma$-$K$ direction arising from oscillations of charge carriers with two different Fermi velocities, is observed, verifying results reported in previous works for both graphene and silicene. Here, we demonstrate that similar Dirac plasmon structures also exist in germanene. Furthermore, one can clearly observe
FIG. 2. The upper panels (a)(b)(c) shows the electronic band structure for graphene, silicene and germanene. The black lines represent the occupied bands and the red lines represent the unoccupied bands. The lower panels (d)(e)(f) shows the total density of states (TDOS) and orbital projected density of states (PDOS) for graphene, silicene and germanene, respectively.

that under the same doping level, the intensity of the Dirac plasmons becomes weaker for increasing atomic number.


| doping (electrons/cell) | 0.05 | -0.05 | 0.1  | -0.1 |
|-------------------------|------|-------|------|------|
| $E_F$ (graphene)        | 0.0676 | -0.0705 | 0.0916 | -0.0982 |
| $k_F$ (graphene)        | 0.129 | 0.127  | 0.175 | 0.177 |
| $E_F$ (silicene)        | 0.0266 | -0.0282 | 0.0359 | -0.0394 |
| $k_F$ (silicene)        | 0.079  | 0.078  | 0.107 | 0.109 |
| $E_F$ (germanene)       | 0.0252 | -0.0263 | 0.0344 | -0.0365 |
| $k_F$ (germanene)       | 0.077  | 0.077  | 0.105 | 0.107 |

TABLE I. Corresponding Fermi energies $E_F$ (Ry) and Fermi vectors $k_F$ (Å) for graphene, silicene and germanene at the given doping levels.

1. Dispersion relationship

Overall features To understand better the dispersion relations of Dirac plasmons, plasmon peak positions as a function of the momentum transfer $q$ are plotted in Fig. 4 along both $\Gamma - M$ and $\Gamma - K$ directions. The behaviors of the Dirac plasmons for the three materials are very similar across the board. It must be remarked that, for conventional 2D Dirac plasmons (2DP) outside single-particle excitation (SPE) region, the dispersion roughly follows a $\sqrt{q}$ behavior. Within single-particle excitation region, where the Landau damping comes into play, the conventional Dirac plasmons actually display a quasilinear dispersion behavior, in agreement with what was originally found in model[38] and experimental[56] studies. We also notice that the non-coincident 2DP dispersion relations along $\Gamma - M$ and $\Gamma - K$, in particular, the latter also has a unique AP plasmon, which reflects the anisotropicity of plasmons along different directions.

Dispersion under different doping levels. In order to find out the influence when different doping concentrations involved in, the dispersion relationship of 2DP under four charge-carrier concentrations, $\pm 0.05$ and $\pm 0.1$ electrons/cell, for graphene, silicene and germanene are depicted in Fig. 5. For convenience, we only cover the results along $\Gamma - M$ direction. In particular, single-particle excitation boundaries are shown in Fig. 5. One can define a cutoff vector $q_c$, determined by the intersection point of the dispersion curve and the boundary of SPE region, indicates the position where plasmon enters the damping region, namely, when $q < q_c$, the plasmon dispersion locates in no-SPE region, while $q > q_c$,
FIG. 3. The energy-loss spectra of graphene(a)(d), silicene(b)(e) and germanene(c)(f) under 0.05 electrons/cell concentration. The q points lies in the range from 0.014/Å to 0.14/Å and 0.025/Å to 0.25/Å along Γ − M and Γ − K directions, respectively. One clearly observes that except for a conventional 2D Dirac plasmon (2DP) peak, there exists another acoustic plasmon (AP) peak in lower energy regime just along Γ − K direction.

It lies in the SPE region. The calculated $q_c$ under different dopings and materials are shown in Table II. It should be stressed that, the fitting curve within the no-SPE region indicates a $\sqrt{q}$ dispersion behavior and almost quasilinear outside this region as observed, no matter for which materials or dopings. Further, by inspection of Fig. 5, we witness that with the increase of $q_1$, the interval between plasmon dispersion curves at ±0.05 and ±0.1 concentrations increases first, and then decreases, no matter in which kind of materials. The rising process is easy to understand while the descending process originates from the larger $q_c$ in higher doping concentration plasmon dispersion relation, makes it later into
FIG. 4. The extrinsic plasmon dispersion behavior along Γ – M and Γ – K directions for graphene(a), silicene(b) and germanene(c) under 0.05 electrons/cell concentration.

doping (electrons/cell) 0.05 -0.05 0.1 -0.1

|                | 0.05 | 0.104 | 0.105 | 0.127 | 0.131 |
|----------------|------|-------|-------|-------|-------|
| graphene       |      |       |       |       |       |
| silicene       | 0.064| 0.065 | 0.083 | 0.087 |
| germanene      | 0.064| 0.064 | 0.081 | 0.082 |

TABLE II. The cutoff vector $q_c$ (/Å) under different dopings and materials.

to the damping zone where the slope of the curve is steeper, therefore the interval will be shortened. The $q_c$ data can be obtained from Table II. By the way, We also found that the same quantity of concentrations give highly consistent results, it has nothing to do with the doping type(electron/hole doping).

Dispersion under the same doping but different materials. In Fig. 6, we compare the
FIG. 5. The 2D Dirac plasmon dispersions of graphene(a), silicene(b) and germanene(c) under ±0.05 and ±0.1 dopings along Γ–M direction. The black, blue, red and green dashed lines represent the single-particle excitation (SPE) boundaries under 0.05, -0.05, 0.1 and -0.1 electrons/cell doping concentrations, respectively. The pink and brown lines within no-SPE region correspond to $\sqrt{q}$ dispersion of free 2D electron gas. One can clearly observe the $\sqrt{q}$ behavior without SPE and quasilinear behavior within SPE.

conventional 2D Dirac plasmon dispersion relation of these three materials - graphene, silicene and germanene, under the same charge-carrier concentrations. Here, we only cover the results along the Γ–M direction for convenience. It should be noted that the dispersion relations will be redshifted as the atomic number increases, no matter in which concentrations. This phenomenon can be attribute to the behavior of “Dirac cone” like band structure around K points near $E_F$. The bands in this regime become “flatter” for increasing atomic numbers, leading to slighter $E_F$ shifts which can be seen in Table. Ⅰ and then cause lower excitation energies. Moreover, it is easy to see, compared to graphene, the
dispersion behaviors of silicene and germanene enter the quasilinear region earlier, and this outcome originates from their smaller cutoff vector $q_c$.

FIG. 6. The 2D Dirac plasmon dispersions of graphene, silicene and germanene under 0.05(a), 0.1(b), -0.05(c) and -0.1(d) electrons/cell doping concentrations.

2. Lifetimes

The lifetime of plasmons is an important quantity to be considered for technological applications. In this work, our first-principles lifetime calculations are restricted to the electron-electron scattering at the RPA level, and the effects from phonons, impurities, and disorders\cite{40, 58, 59}, as well as electronic effects beyond RPA\cite{60}, are not considered. Theoretically, the lifetime of plasmon excitations is inversely proportional to the width of the spectral peaks, and hence the calculation of lifetime amounts to determining the linewidth
of the plasmon spectral peaks. The full widths at half maximum (FWHM) of the plasmon peaks is used to determine the lifetimes. By inspection of Fig. 3, it is noted that as $q$ increases, these Dirac plasmon peaks quickly get broadened with the magnitude diminishes. But at the same time, we found that the linewidth of the Dirac plasmon peaks depends on the broadening parameter $\eta$ which is used in calculations. To put it more strictly, our method to get the accurate FWHM is given in Ref. [24]. Compared to previous work, which is exhibited in Appendix. [3], not only the effect on plasmon lifetimes, but also the plasmon excitation energies (peak positions) under different values of $\eta$ are involved in.

**Lifetimes under different dopings.** In this part, our intention is to achieve the influence of different doping concentration on plasmon lifetimes. The FWHMs as a function of momentum transfer $q$ along $\Gamma - M$ direction are depicted in Fig. 7 for graphene(a), silicene(b) and germanene(c), respectively. Generally, in the region with small $q$ values, the FWHM is strictly zero and becomes larger for increasing $q$ outside, namely, the lifetime is infinite within the zone and gets finite without the zone. Despite the limitation by the calculation conditions, one can not get the accurate critical transition point, but we have reasons to believe this transition point is exactly the cutoff vector $q_c$ as defined above. As is shown in Fig. 7(d), in all cases, the cutoff vectors $q_c$ obtained from Table II locate within the desirable range, from the last zero $q$-point to the first non-zero $q$ point which can be extracted from Fig. 7(a)(b)(c). It should be stressed that, the lifetime at the RPA level is infinite in no-SPE and finite in SPE region, and it becomes shorter as $q$ increases, which is consistent with previous work[37]. Moreover, one clearly observes that the FWHMs get smaller for increasing doping concentrations at the same $q$ for all three materials, meaning the lifetime becomes longer as the doping concentration increases. This phenomenon can be attribute to their larger values of $q_c$, which make them later into the damping zone.

**Lifetimes for different materials under the same doping.** In Fig. 8 we compare the conventional 2D Dirac plasmon FWHMs of the three materials - graphene, silicene and germanene, under the 0.05(a), 0.1(b), -0.05(c) and -0.1(d) electrons/cell doping concentrations along $\Gamma - M$ direction. It is easy to see that no matter in which concentration, the FWHM becomes larger for increasing atomic numbers, meaning shorter lifetimes. This result can also be explained by the values of $q_c$. As atomic number increases, the cutoff vector $q_c$ decreases and then lead to a shorter lifetime.
FIG. 7. The FWHM of 2D Dirac plasmon peaks for graphene(a), silicene(b) and germanene(c) under ±0.05 and ±0.1 doping concentrations. (d) the range of the lifetime transition point(red bar) compared to cutoff vectors \( q_c \)(black dot) derived from Table II. From left to right shows the result for graphene, silicene and germanene, respectively, and in each part, the datas are arranged in 0.05, 0.1, -0.05 and -0.1 electrons/cell order.

C. Intrinsic plasmons

The energy-loss spectras of undoped (intrinsic) graphene, silicene and germanene along \( \Gamma - M \) direction are depicted in Fig. 9. By inspection of Fig. 9 in broad terms, two main plasmon structures can be clearly distinguished, i.e., a \( \pi \)-like plasmon branch and a \( \pi-\sigma \) plasmon branch. Within the \( q < 0.15/\text{Å} \) regime, the \( \pi \)-like plasmons are located at 4.0-5.5 eV, 1.7-2.3 eV, 1.8-2.3 eV, and the \( \pi-\sigma \) plasmons are located at 14-20 eV, 4-8 eV, 4-8 eV, for graphene, silicene, and germanene, respectively. Compared to graphene, it is noted that
the plasmon peaks of silicene and germanene are redshifted, which can be attributed to the shrinking band gap between $\pi$ to $\pi^\ast$ or $\sigma^\ast$ bands at M point. Besides, we also observed that in graphene, the $\pi$ and $\pi$-$\sigma$ plasmons have similar peak intensities \[61\], while the $\pi$-$\sigma$ peak of silicene is generally larger than the $\pi$-like peak, which is even more obvious in germanene. This phenomenon can be ascribed to the weakening of the $\pi$ bands in silicene \[31\] and germanene due to the mixed $sp^2$-$sp^3$ hybridization.

In this work, we mainly concern about the $\pi$-like plasmon in lower energy regime. In order to get a better view of the details, the energy loss functions of graphene, silicene and germanene in smaller energy window along the $\Gamma$ – $M$ direction are further presented in Fig. 10. One clearly observes that in graphene, $\pi$ plasmons form a single peak structure all the time, while in silicene and germanene, especially at large q values, the one-peak

FIG. 8. The FWHM of 2D Dirac plasmon peaks for graphene, silicene and germanene under 0.05(a), 0.1(b), -0.05(c) and -0.1(d) doping concentrations.
FIG. 9. The overall electron energy loss spectroscopy (EELS) of graphene(a), silicene(b) and germanene(c) along $\Gamma - M$ direction. The $q$ points lies in the range from 0.014 Å to 0.14 Å.

structure splits into a two-peak structure\cite{31}. For silicene, in the energy-momentum region $\omega > 2.5$ eV and $q > 0.23$ Å$^{-1}$, this phenomenon starts to appear, while for germanene, it exsits all the time. The reason can be attributed to the complex and hybridized band structure of silicene and germanene, as is shown in Fig. 2. In the energy window 0-5 eV, for graphene, few $\sigma^*$ bands come into play, thus leading to a pure $\pi \rightarrow \pi^*$ peak. While for silicene and germanene, $\sigma^*$ bands are involved in and making outstanding contributions to form the $\sigma_d^*$ and $\pi_d^*$ bands which can be clearly seen from the PDOS peaks in Fig. 2(e)(f). The transitions $\pi \rightarrow \sigma_d^*$ and $\pi \rightarrow \pi_d^*$ form the so-called two-peak structure. Besides, the reason why we can not see this spilt in silicene at small $q$’s is caused by the fact that large $\pi_d^*$ peak hides the $\sigma_d^*$ contribution, which can be seen in Fig. 2(e) TDOS(black lines), barely visible $\sigma_d^*$ peak. However, this situation does not occur in germanene.
FIG. 10. The electron energy loss spectroscopy (EELS) of intrinsic graphene(a), silicene(b) and germanene(c) in smaller energy window along $\Gamma - M$ direction. The corresponding transitions for peaks are labeled thereon.

V. SUMMARY

In this work, first, some discussions are made on computational details to make sure the correctness of calculations, including the formula to construct the inverse of the dielectric function, with the Coulomb kernel selects the 2D-form, not the gradual-form, and the demonstration of the rationality for using the peak positions of $\text{Im}(\epsilon^{-1})$ to describe the plasmon excitation energies. Then, we performed a systematic study of the Dirac plasmons present in graphene, silicene, and germanene under finite dopings and found that, as the atomic number gets larger, the plasmon excitation energies will get lower, with weakening plasmon intensities and decreased plasmon lifetimes. Furthermore, for all three materials, the lifetimes of the Dirac plasmons will become longer as the doping concentration increases. Most importantly, through data analysis, we demonstrate that, in the region without single-particle excitation (SPE), the plasmon dispersion shows a $\sqrt{q}$ behavior and the lifetime is infinite at the RPA level, while in the single-particle excitation region, the plasmon disper-
sion shows a quasilinear behavior and the lifetime is finite. Moreover, we also examined the behavior of the intrinsic plasmons for these three materials in their pristine forms, and found that the π-like plasmons are redshifted and become weaker as the atomic number increases. Unlike what happens in graphene, the energy loss functions of silicene and germanene show a two-peak structure. In particular, the double-peak structure emerges for germanene even at small $q$'s. This phenomenon can be traced back to the hybridization of the π and σ electrons, arising from the buckled structure of silicene and germanene.

Appendix A: Which formula is better to describe the 2D dielectric function?

In Eq. 4, there are two different choices to determine the 2D dielectric function, the pure 2D-form and the gradual-form, which can be used to calculate the inverse of the dielectric function as,

$$\epsilon^{-1} = 1 + \frac{2\pi L_z}{\bar{q}} \chi$$  \hspace{1cm} (A1)$$

or

$$\epsilon^{-1} = 1 + \frac{4\pi(1 - e^{-qL_z/2})}{\bar{q}^2} \bar{q}^2 \chi$$  \hspace{1cm} (A2)$$

But which one is the better choice for the 2D dielectric function description? To solve this problem, we’d better return to its physical nature. For these IV-group element based hexagonal honeycomb-like structures, whether the π peaks are collective plasmon excitations or single-particle interband transitions has given rise to much controversy[48, 62]. The most efficient method to distinguish if these peaks are plasmons or not is by examining the pole structures of the interacting response function $\chi$ and the non-interacting response function $\chi_0$. In Fig. 11, we compare the dispersion relationships of the peaks in both $\text{Im}\chi_0$ and $\text{Im}\chi$ for silicene along $\Gamma - M$ direction. Peak positions in $\text{Im}\chi_0$, derived directly from the band structure, reflects single-particle interband transitions, whereas those in $\text{Im}\chi$, affected by the long-range Coulomb interactions between different particle-hole pairs, could reflect the collective behavior. One clearly observes that, as $q$ increases, the dispersion relations of collective excitation and individual transition energies are radically different. While peak energies in $\text{Im}\chi_0$ show a very slow increase as $q$ increases (almost dispersionless for small $q$’s), those in $\text{Im}\chi$ display a $\sqrt{E_g^2 + \beta q}$ behavior, as proposed in Ref. 24. Graphene and germanene give the similar results. This is a direct demonstration that the π peaks are real plasmon excitations.
FIG. 11. Dispersion behavior of the peak positions as a function of $q$, extracted from the $\pi$-like peaks in $\text{Im}\chi_{00}$ and $\text{Im}\chi_{00}^0$ for silicene along $\Gamma - M$ direction.

Once we’ve determined that these $\pi$ peaks are real plasmon excitations, then begin the next step. A clear criterion for an excitation to be classified as plasmon is the requirement of real-part of the dielectric function to cross zero at the corresponding energy. The real-part of the dielectric function of silicene with different broadening parameter $\eta$ obtained by both methods are depicted in Fig. 12. One clearly observes that, if the gradual-form is used, even as we artificially approach $\eta \to 0$, it can not reach $\text{Re}(\epsilon) = 0$ conditions. Meanwhile, we also use another gradual-form $v$ as a comparison[29], which is formed as

$$v_{\mathbf{G},\mathbf{G}'} = \frac{2\pi}{|\mathbf{q} + \mathbf{g}|} \int_{-L/2}^{L/2} dz \int_{-L/2}^{L/2} d'z' e^{i(\mathbf{G}_z z - \mathbf{G}'_z z') - |\mathbf{q} + \mathbf{g}| |z + z'|}$$  \hspace{1cm} (A3)

and gives similar results. On the contrary, if 2D-form is used, despite it can not satisfy the $\text{Re}(\epsilon) = 0$ condition at small $q$ values when $\eta$ is large, this situation will soon change when smaller $\eta$ is used. From what has been discussed above, Eq. (A1) may be the better choice. Furthermore, as all the datas come from the $E_{\text{Loss}}$, in other words, the imaginary part of
the $\epsilon^{-1}$, both methods gives similar results, by just a multiple relationship, namely, both
schemes give the equal plasmon excitation energies and lifetimes.

FIG. 12. the real part of the dielectric function ($\text{Re}\epsilon$) for silicene along $\Gamma - M$ direction. From left
to right, $\eta$ is set to be 0.005Ry, 0.0005Ry and 0.00002Ry, respectively. The upper panels(a)(b)(c)
shows the result of using gradual-form(Eq. (A2)) and the lower panels(d)(e)(f) shows the result of
using 2D-form(Eq. (A1)). The q points along $\Gamma - M$ direction lies in the range from 0.014/Å to
0.14/Å.

Appendix B: The influence of different values of $\eta$ on calculations

A positive broadening parameter $\eta$ is used in Eq. (1) to avoid singularity. Theoretically,
ignore the amount of computation, one can get the accurate results on $\eta = 0$ with infinite k
points. In this part, we will discuss the influence on the calculation results when using differ-
ent non-zero $\eta$, mainly focus on the plasmon excitation energies (dispersion peak positions) and lifetimes (FWHM of the dispersion peak).

First, we consider its influence on the plasmon excitation energies. As we all know, the plasmon excitation energy $\omega$ is determined under $\text{Re}(\epsilon(q, \omega)) = 0$ conditions. Sometimes, the peak positions of $\text{Im}(\epsilon^{-1}(q, \omega))$ can also be treated as a criterion. In Fig. 13, we compare the peak positions of $\text{Im}(\epsilon^{-1}(q, \omega))$ as well as the $\text{Re}(\epsilon(q, \omega)) = 0$ locations at a given $q$ point when artificially approach the broadening parameter $\eta$ to zero both for 2D Dirac and $\pi$-like plasmon of silicene. It is noted that, no matter for which kind of plasmon, the peak positions of $\text{Im}(\epsilon^{-1})$ and the $\text{Re}(\epsilon) = 0$ locations tend to be consistent when $\eta \rightarrow 0$, which represents the true plasmon excitation energy. Compared to the $\text{Re}(\epsilon) = 0$ locations, the peak positions of $\text{Im}(\epsilon^{-1})$ are easier to converge. As a consequence, we use the peak positions of $\text{Im}(\epsilon^{-1})$ to determine the corresponding excitation energies.

Furthermore, we take its influence on plasmon lifetimes into account. It is found that the FWHM of peaks on $\text{Im}(\epsilon^{-1})$ changes considerably if different $\eta$ values are used. Theoretically, the true FWHM can be obtained if $\eta$ is strictly zero, the steps are as below: (1) calculate the loss spectra for several different $\eta$ parameters and extract the FWHM of each peak. Fig. 14(a) shows the FWHM of silicene 2D Dirac plasmon peaks at different $q$'s while $\eta$ is set from 0.001Ry to 0.005Ry. One can clearly see that the FWHM values depend appreciably on the parameter $\eta$. As $\eta$ is reduced, the FWHM value decreases. (2) obtain the final results by extrapolating the FWHM values from finite $\eta$ to $\eta = 0$. As it shown in Fig. 14(b), in the no-SPE regime, the FWHM naturally goes to zero.
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