ON THE MOTIVIC DONALDSON-THOMAS INVARIANTS OF QUIVERS WITH POTENTIALS

SERGEY MOZGOVOY

ABSTRACT. We study motivic Donaldson-Thomas invariants for a class of quivers with potentials using the strategy of Behrend, Bryan, and Szendrői [1]. This class includes quivers with potentials arising from consistent brane tilings and quivers with zero potential. Our construction is an alternative to the constructions of Kontsevich and Soibelman [5, 6]. We construct an integration map from the equivariant Hall algebra to the quantum torus and show that our motivic Donaldson-Thomas invariants are images of the natural elements in the equivariant Hall algebra. We show that the integration map is an algebra homomorphism and use this fact to prove the Harder-Narasimhan relation for the motivic Donaldson-Thomas invariants.
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1. INTRODUCTION

The goal of this paper is to study the motivic Donaldson-Thomas invariants for some class of quivers with (polynomial) potentials $(Q, W)$ using the approach of Behrend, Bryan, and Szendrői [1]. These invariants are constructed using the motivic vanishing cycle of functions on smooth moduli spaces of stable quiver representations. The function $w : M^s_\alpha(Q, \alpha) \to \mathbb{C}$ in question is the trace of the potential. It was proved in [1] that if $w$ is equivariant with respect to an appropriate torus action, then the motivic vanishing cycle of $w$ can be computed as

$$[\varphi_w] = [w^{-1}(1)] - [w^{-1}(0)].$$

We will show that under certain conditions on the potential, we can introduce a weight function on the arrows so that the corresponding torus action on the moduli space will satisfy all the required conditions. Therefore the above equation will...
hold in this situation. Using the right hand side of this equation for the definition of the motivic Donaldson-Thomas invariants and organizing these invariants as elements of the quantum torus, we will show that they can be obtained as images of some natural elements of the equivariant Hall algebra of the quiver \(Q\) with respect to an algebra homomorphism (called an integration map) from the equivariant Hall algebra to the quantum torus. Our integration map is closely related to the integration map of Reineke [11] from the whole Hall algebra of \(Q\) to the quantum torus. These maps coincide in the case of a trivial potential (see [6, 8] on the discussion of the motivic Donaldson-Thomas invariants in this case). In fact, the integration map of Reineke is an important ingredient in our construction.

We should stress, that our construction is quite different from the construction of Kontsevich and Soibelman [5], where an integration map from the Hall algebra of the category of modules over the Jacobian algebra to the quantum torus was defined. Our approach is probably less natural, because we use the Hall algebra of the category of quiver representations in order to define some invariants of the moduli spaces of modules over the Jacobian algebra. But it does the job – all the constructions are quite elementary, the algebra homomorphism property of the integration map is almost obvious, and the relations in the equivariant Hall algebra of the quiver (e.g. the Harder-Narasimhan relation) can be translated to the relations in the quantum torus, thus giving us relations between motivic Donaldson-Thomas invariants for different stability parameters. In the last part of the paper we will see how our constructions can be generalized to arbitrary potentials, at least over finite fields.

While preparing this paper I was informed by Kentaro Nagao on his related work [10] on the extension of the approach from [1] to more general quivers with potentials.

I would like to thank Tamas Hausel and Markus Reineke for many useful discussions. The authors research was supported by the EPSRC grant EP/G027110/1.

2. Preliminaries

2.1. Bilinear forms related to quivers. Let \(Q = (Q_0, Q_1)\) be a quiver. We define the Euler-Ringel form to be the bilinear form on \(\mathbb{Z}^{Q_0}\) given by

\[
\chi(\alpha, \beta) = \sum_{i \in Q_0} \alpha_i \beta_i - \sum_{a: i \to j} \alpha_i \beta_j, \quad \alpha, \beta \in \mathbb{Z}^{Q_0}.
\]

We define the skew-symmetric form

\[
\langle \alpha, \beta \rangle = \chi(\alpha, \beta) - \chi(\beta, \alpha), \quad \alpha, \beta \in \mathbb{Z}^{Q_0}.
\]

We define the Tits form

\[
T(\alpha) = \chi(\alpha, \alpha), \quad \alpha \in \mathbb{Z}^{Q_0}.
\]

2.2. Representations of quivers with potentials. Let \((Q, W)\) be a quiver with potential and let \(A_W = kQ/(\partial W)\) be the corresponding Jacobian algebra over a field \(k\). A representation \(M\) of \(Q\) over a field \(k\) can be represented as

\[
M = ((M_i)_{i \in Q_0}, (M_a)_{a \in Q_1}),
\]

where \(M_i\) are \(k\)-vector spaces and \(M_a : M_{s(a)} \to M_{t(a)}\) are linear maps (for any arrow \(a \in Q_1\), we denote its source by \(s(a)\) and denote its target by \(t(a)\)). Let \(W = \sum a_u u\), where the sum runs over a finite number of cycles \(u\) in \(Q\). We define

\[
w(M) = \sum a_u \text{tr}(M_u),
\]
where for any path $u = a_1 \ldots a_n$, we define $M_u = M_{a_1} \ldots M_{a_n}$. Note that for any
exact sequence of representations of $Q$
$$0 \to N \to X \to M \to 0$$
we have $w(X) = w(M) + w(N)$. Therefore, we get a map
$$w : K_0(\text{Rep}(Q,k)) \to k.$$

For any $\alpha \in \mathbb{Z}^{Q_0}$ we define the space of representations
$$R(Q,\alpha) = \bigoplus_{\alpha:i \to j} \text{Hom}(k^{\alpha_i}, k^{\alpha_j}),$$
where the sum runs over all arrows of $Q$. There is a map
$$w : R(Q,\alpha) \to k, \quad M \mapsto w(M),$$
which is invariant under the action of $\text{GL}_{\alpha}(k) = \prod_{i \in Q_0} \text{GL}_{\alpha_i}(k)$ on $R(Q,\alpha)$ by conjugation. The following result is well-known

**Lemma 2.1.** A representation $M \in R(\alpha, \mathbb{C})$ is in the degeneracy locus of $w$ (i.e. $dw(M) = 0$) if and only if $M$ is a representation of the Jacobian algebra $A_W$.

### 2.3. Moduli spaces.

Let $k = \mathbb{C}$ in this section. Let $\theta \in \mathbb{R}^{Q_0}$ be some fixed vector. For any $\alpha \in \mathbb{N}^{Q_0} \setminus \{0\}$, we define
$$\mu_\theta(\alpha) = \frac{\theta \cdot \alpha}{\sum_{i} \alpha_i}.$$  

For any $Q$-representation $M$, we define $\mu_\theta(M) = \mu_\theta(\text{dim}M)$, where $\text{dim}M = (\dim M_i)_{i \in Q_0} \in \mathbb{N}^{Q_0}$ is the dimension vector of $M$. We say that a representation $M$ is semistable (resp. stable) if for any $0 \neq N \subseteq M$ we have $\mu_\theta(N) \leq \mu_\theta(M)$ (resp. $\mu_\theta(N) < \mu_\theta(M)$).

Let $M_\theta^{\text{ss}}(Q,\alpha)$ (resp. $M_\theta^{\text{st}}(Q,\alpha)$) be the moduli space of $\theta$-semistable (resp. stable) representations of $Q$ having dimension vector $\alpha$. We denote by $M_\theta^{\text{ss}}(Q,\alpha)$ the stack of $\theta$-semistable representations of $Q$ of dimension $\alpha$. The potential map $w : R(Q,\alpha) \to \mathbb{C}$ descends to $w : M_\theta^{\text{ss}}(Q,\alpha) \to \mathbb{C}$ and $\tilde{w} : M_\theta^{\text{st}}(Q,\alpha) \to \mathbb{C}$. Its degeneracy locus on $w : M_\theta^{\text{ss}}(Q,\alpha) \to \mathbb{C}$ coincides with the moduli space $M_\theta^{\text{ss}}(A_W,\alpha)$ of $\theta$-stable $A_W$-modules having dimension vector $\alpha$.

We say that $\theta$ is $\alpha$-generic if for any $0 < \beta < \alpha$ we have $\mu_\theta(\beta) \neq \mu_\theta(\alpha)$. Then any semistable $Q$-representation of dimension $\alpha$ is automatically stable.

### 2.4. Weights.

Given a map $w : Q_1 \to \mathbb{N}$, we define, for any path $u = a_1 \ldots a_n$, $\text{wt}(u) = \sum \text{wt} a_i$. We extend the weight function also to $w : \mathbb{Z}^{Q_1} \to \mathbb{Z}$ by linearity.

**Remark 2.2.** Throughout the paper we will make an assumption that the weight function is positive on all cycles, and moreover $\text{wt}(u)$ is constant on all cycles $u$ having nonzero coefficient in $W$ (we say that $W$ is homogeneous with respect to the weight function and denote the weight of its cycles by $\text{wt}(W))$.

**Remark 2.3.** Such choice of weight function is always possible for quivers with potentials arising from consistent brane tilings [9]. For example, we can choose a weight function corresponding to the perfect matching of the associated bipartite graph (define the weight of an arrow to be equal 1 if it is in the perfect matching and zero otherwise).
Remark 2.4. Let $Q_2$ be the set of cycles having nonzero coefficients in $W$. Consider the maps $\mathbb{Z}^{Q_2} \to \mathbb{Z}^{Q_1}$ (sending every cycle to its content) and $\mathbb{Z}^{Q_2} \to \mathbb{Z}$ sending every cycle to 1. We form a cocartesian diagram

$$
\begin{array}{ccc}
\mathbb{Z}^{Q_2} & \longrightarrow & \mathbb{Z}^{Q_1} \\
\downarrow & & \downarrow \\
\mathbb{Z} & \longrightarrow & \Lambda
\end{array}
$$

Our assumption that $W$ is homogeneous with respect to $\omega$ means that $\omega : \mathbb{Z}^{Q_1} \to \mathbb{Z}$ can be uniquely factored through $\mathbb{Z}^{Q_1} \to \Lambda$ so that the composition $\mathbb{Z} \xrightarrow{\omega} \Lambda \to \mathbb{Z}$ is the multiplication by $\omega W$. Dualizing, we get a map of tori $T_\Lambda = \text{Hom}(\Lambda, \mathbb{C}^*) \to (\mathbb{C}^*)^{Q_1}$, which induces an action of $T_\Lambda$ on the moduli spaces of $Q$-representations.

The map $w : M_0^s(Q, \alpha) \to \mathbb{C}$ is $T_\Lambda$-equivariant, where the action on $\mathbb{C}$ is given by the character $\chi_\omega : T_\Lambda \to \mathbb{C}$ induced by $\omega$. In order to apply the results of [1], we need the character $\chi_\omega$ to be primitive. Therefore, we require the map $\omega : \mathbb{Z} \to \Lambda$ to be a split monomorphism. It was shown in [9] that this is always the case for potentials arising from consistent brane tilings. Note that the map $\omega : \mathbb{Z}^{Q_1} \to \mathbb{Z}$ can be factored through $\omega : \Lambda \to \mathbb{Z}$ with a composition $\omega w : \mathbb{Z} \to \mathbb{Z}$ being multiplication by $\omega W$.

For any representation $M$ and an element $t \in \mathbb{G}_m$, we define a new representation $tM$ as follows

$$(tM)_i = M_i, \quad i \in Q_0, \quad (tM)_a = t^{\omega t(a)} M_a, \quad a \in Q_1.$$

Then

$$w(tM) = t^{\omega W} w(M).$$

If $M$ is a representation of the jacobian algebra $A_W$ then so also is $tM$.

### 3. Framed quiver representations

The goal of this section is to show that, at least for framed quiver representations, we can define the circle-compact action of $\mathbb{C}^*$ on the corresponding moduli spaces (the action of $\mathbb{C}^*$ on a variety $X$ is called circle compact if $X^{\mathbb{C}^*}$ is compact and there exists the limit $\lim_{t \to 0} tx$ for any $x \in X$). As is mentioned in [1], we don’t actually need the compactness of the $\mathbb{C}^*$-invariant part in order to apply [1] Prop. 1.11. Nevertheless we prove our compactness result for completeness.

Let $Q'$ be a new quiver obtained from $Q$ by adding a new vertex $*$ and some arrows from $*$ to $Q_0$ and from $Q_0$ to $*$. We will study moduli spaces of $Q'$-representations having dimension vector $\alpha' = (\alpha,1)$, where $\alpha \in \mathbb{N}^{Q_0}$. We call such representations framed $Q$-representations. Let us choose a stability parameter $\theta' = (\theta, \theta_a) \in \mathbb{R}^{Q_0} \times \mathbb{R}$. We extend the weight function $w : Q_1 \to \mathbb{N}$ to a function $w : Q_1' \to \mathbb{N}$ by arbitrary positive integer values. It defines an action of $\mathbb{C}^*$ on the moduli space $M_0^s(Q', \alpha')$.

**Theorem 3.1.** Let $\theta' \in \mathbb{R}^{Q_0}$ and let $\alpha' = (\alpha,1) \in \mathbb{N}^{Q_0}$. Assume that $\theta'$ is $\alpha'$-generic. Then the subvariety of $\mathbb{G}_m$-invariant points of $M_0^s(Q', \alpha')$ is a projective variety.

**Proof.** We follow the strategy of [13]. Consider some $\mathbb{G}_m$-invariant point in $M_0^s(Q', \alpha')$. It is automatically stable and is represented by some $M \in R(Q', \alpha')$. 

There is a natural action of the group GL\(_m = \prod_{i \in Q_0} GL_{\alpha_i}\) on \(R(Q', \alpha')\) by conjugation. By our assumption for any \(t \in G_m\) there exists some \(g = (g_i)_{i \in Q_0}\) such that for any arrow \(a : i \to j\) in \(Q'\)

\[(tM)_a = g_j M_a g_i^{-1},\]

where we define \(g_* = 1\). Let \(H \subset G_m \times GL_{\alpha}\) be the subgroup of all elements \((t, g)\) satisfying this condition. Then \(p_1 : H \to G_m\) is surjective. But its kernel is trivial. Indeed, if \((1, g)\) is in the kernel, then \(g\) is an automorphism of \(M\) (with \(g_* = 1\)). It follows from the stability of \(M\), that \(g = 1\). Consider the composition

\[\psi : p_2 \circ p_1 : G_m \to GL_{\alpha}\]

and split it to components \(\psi_i : G_m \to GL(M_i), i \in Q_0\). We can decompose \(M_i\) with respect to the character group \(Z\) of \(G_m\)

\[M_i = \bigoplus_{n \in Z} M_{i,n}, \quad i \in Q_0.\]

We also decompose \(M_* = M_{*,0}\). One can see that for any arrow \(a : i \to j\) we have

\[M_a(M_{i,n}) \subset M_{j,n+\text{wt } a}.\]

One can show that conversely, the existence of such grading on \(M\) implies that \(M\) is fixed by the action of \(G_m\).

We can find some boundary \(N\) such that \(M_{i,n} = 0\) for \(i \in Q'_0, |n| > N\). For example we can take

\[N = |\alpha|m, \quad |\alpha| = \sum_{i \in Q'_0} \alpha_i = \dim M, \quad m = \max_{a \in Q'_1} \text{wt } a.\]

Indeed, if there exists say \(n_0 > N\) such that \(M_{i,n_0} \neq 0\) for some \(i \in Q'_0\), then there exists \(0 \leq k < k + m < n_0\) such that \(M_{i,n} = 0\) for all \(i \in Q'_0, k + 1 \leq n \leq k + m\). But then \(M\) is a direct sum of two submodules

\[\bigoplus_{i \in Q_0, n \leq k} M_{i,n}, \quad \bigoplus_{i \in Q_0, n > k + m} M_{i,n},\]

where the first submodule is nonzero because \(M_{*,0} \neq 0\). This contradicts to the stability of \(M\).

The grading of \(M\) allows us to construct a representation \(\hat{M}\) of the following quiver \(\hat{Q}\). Its vertices are pairs

\[(i, n), \quad i \in Q'_0, \quad -N \leq n \leq N\]

and its arrows are pairs

\[(a, n) : (s(a), n) \to (t(a), n + \text{wt } (a)), \quad a \in Q'_1, \quad -N \leq n \leq n + \text{wt } a \leq N.\]

The dimension vector of \(\hat{M}\) equals \(\hat{\alpha} \in \mathbb{Z}^{\hat{Q}_1}\) given by \(\hat{\alpha}_{i,n} = \dim M_{i,n}\).

It is clear that \(\hat{M}\) is stable with respect to the stability condition \(\hat{\theta}\) defined by \(\hat{\theta}_{i,n} = \theta_i^*\). Conversely, given a \(\hat{\theta}\)-stable representation \(\hat{M}\) of quiver \(\hat{Q}\) of dimension \(\hat{\alpha}\), we can construct a representation \(M\) of quiver \(Q'\) of dimension \(\alpha'\) which is fixed by \(G_m\). We claim, that \(M\) is \(\theta'\)-stable (or, equivalently, \(\theta'\)-semistable). If this is wrong then there exists a destabilizing semistable submodule \(N \subset M\) coming from the Harder-Narasimhan filtration. It follows from the uniqueness of the Harder-Narasimhan filtration that \(N\) is actually \(G_m\)-invariant. Let \(U \subset N\) be some stable submodule. For any \(t \in G_m\), the stable representation \(tU\) is a submodule of \(tN \simeq N\).
It follows that \(tU, t \in \mathcal{G}_m\), form a direct sum in \(N\) (because they are simple objects in the category of semistable modules having the same slope as \(N\)). As \(N\) is finite dimensional, the orbit \(tU, t \in \mathcal{G}_m\) in the moduli space of stable modules should be finite. But it is an image of a connected group \(\mathcal{G}_m\), so the orbit consists of just one element. This implies that \(U\) is \(\mathcal{G}_m\)-invariant. The same argument as earlier for the module \(M\) shows that \(U\) can be considered as a representation \(\hat{U}\) of the quiver \(\hat{Q}\). Therefore \(\hat{U}\) is a destabilizing submodule of \(\hat{M}\) and this contradicts to the stability of \(\hat{M}\).

We have shown that the subvariety of \(\mathcal{G}_m\)-invariant points of \(M^{\alpha}\) can be identified with the moduli space \(M^{\alpha}(\hat{Q}, \hat{\alpha})\) (note that \(\hat{\theta}\) is \(\hat{\alpha}\)-generic). Note that the quiver \(\hat{Q}\) is acyclic, because any cycle in \(\hat{Q}\) would project to a cycle in \(Q'\) and all cycles in \(Q'\) have positive weights by our assumptions. This implies that \(M^{\alpha}(\hat{Q}, \hat{\alpha})\) is projective and the theorem is proved.

**Lemma 3.2.** For any \(M \in M^{\alpha}(Q, \alpha)\), there exists the limit \(\lim_{t \to 0} tM\).

**Proof.** Let \(\theta_0 = 0 \in \mathbb{R}^{Q_0}\). Then \(M^{\alpha}(Q, \alpha)\) is affine and there exists a proper map \(\pi : M^{\alpha}(Q, \alpha) \to M^{\alpha}(Q, \alpha)\) (see [3]). For any \(M \in M^{\alpha}(Q, \alpha)\) there exists the limit \(\lim_{t \to 0} tM\) (it exists already in \(R(Q, \alpha)\)). Now our statement follows from the properness of \(\pi\). \(\square\)

**Remark 3.3.** It is not true in general, that for any \(M \in R^{\alpha}(Q, \alpha) \subset R(Q, \alpha)\) there exists the limit \(\lim_{t \to 0} tM\) in \(R^{\alpha}(Q, \alpha)\). Therefore we don’t formulate analogous statement for the moduli stacks of representations. For example, consider the quiver \(Q\) with two vertices 1, 2 and one arrow \(a : 1 \to 2\). Let \(\alpha = (1, 1)\), \(\theta = (1, 0)\) and let the action of \(\mathbb{C}^*\) be given by multiplication. Then \(M^{\alpha}(Q, \alpha)\) consists of one representation \(M = [\mathbb{C} \xrightarrow{1} \mathbb{C}]\) and the limit \(\lim_{t \to 0} tM\) exists and coincides with \(M\). On the other hand \(R^{\alpha}(Q, \alpha)\) consists of representations \(M_s = [\mathbb{C} \xrightarrow{s} \mathbb{C}]\), \(s \in \mathbb{C}^*\), and the limit \(\lim_{t \to 0} tM_1 = [\mathbb{C} \xrightarrow{0} \mathbb{C}]\) is not contained in \(R^{\alpha}(Q, \alpha)\).

4. Motivic Donaldson-Thomas invariants

Let \(\alpha \in \mathbb{N}^{Q_0}\) and let \(\theta \in \mathbb{R}^{Q_0}\) be \(\alpha\)-generic. Then all representations in \(M^{\alpha}(Q, \alpha)\) are stable and therefore \(M^{\alpha}(Q, \alpha)\) is smooth. Consider the trace of the potential (also for \(\theta\) non-\(\alpha\)-generic) for the moduli space and the moduli stack

\[
w : M^{\alpha}(Q, \alpha) \to \mathbb{C},
\]

\[
\tilde{w} : M^{\alpha}(Q, \alpha) \to \mathbb{C}.
\]

We denote by \([\varphi_w]\) the absolute motivic vanishing cycle of \(w\) (see e.g. [3]). We can write the moduli stack \(M^{\alpha}(Q, \alpha)\) as the global quotient stack \([M^{\alpha}(Q, \alpha)/\mathbb{C}^*]\) with a trivial action of \(\mathbb{C}^*\). We refer to [3] for the definition of the motive of an algebraic stack. In particular, we have

\[
[M^{\alpha}(Q, \alpha)] = \frac{[M^{\alpha}(Q, \alpha)]}{[\mathbb{C}^*]} = \frac{[M^{\alpha}(Q, \alpha)]}{\mathbb{L} - 1}.
\]

To avoid the definition of the motivic vanishing cycle for stacks, we just define \([\varphi_{\tilde{w}}]\) to be \([\varphi_w]\). Following [3] Definition 1.13, we formulate
Definition 4.1. Let $\alpha \in \mathbb{N}^{Q_0}$ and let $\theta \in \mathbb{R}^{Q_0}$ be $\alpha$-generic. We define the virtual motive $A^\theta_\alpha$ of the moduli stack $\mathcal{M}_\theta^\text{un}(A_W, \alpha)$ by the formula

$$A^\theta_\alpha = -(-L^\frac{1}{2})^{-\dim \mathcal{M}_\theta^\text{un}(Q, \alpha)}[\varphi_w].$$

Remark 4.2. Note that

(1) $\dim \mathcal{M}_\theta^\text{un}(Q, \alpha) = \dim \mathcal{M}_\theta^\text{un}(Q, \alpha) - 1 = -\mathring{T}(\alpha)$

where $\mathring{T}$ is a Tits form of the quiver $Q$.

Theorem 4.3. We have

$$[\varphi_w] = [w^{-1}(1)] - [w^{-1}(0)].$$

Proof. We are going to apply [1, Prop. 1.11]. We have seen, that the moduli space $M^\text{un}_\theta(Q, \alpha)$ admits a $\mathbb{C}^*$-action such that for any point $M \in M^\text{un}_\theta(Q, \alpha)$ there exists the limit $\lim_{t \to 0} tM$ (see Lemma 3.2). Moreover, by our assumptions (see Remark 2.4), the map $w : M^\text{un}_\theta(Q, \alpha) \to \mathbb{C}$ is $T_\Lambda$-equivariant, where the action of $T_\Lambda$ on $\mathbb{C}$ is given by the primitive character $\chi_w : T_\Lambda \to \mathbb{C}^*$. Thus, we can apply [1, Prop. 1.11] (it is noted there that the condition on the compactness of the $\mathbb{C}^*$-invariant part can be dropped) and we get the statement of the theorem. □

Corollary 4.4. We have

$$A^\theta_\alpha = (-L^\frac{1}{2})^{\mathring{T}(\alpha)}\left[\mathcal{M}_\theta^\text{un}(Q, \alpha) - L[w^{-1}(0)]\right]/1 - L.$$

Proof. By the previous result

$$[\varphi_w] = [w^{-1}(1)] - [w^{-1}(0)] = \frac{[M^\text{un}_\theta(Q, \alpha)] - L[w^{-1}(0)]}{L - 1}.$$

We use now

$$[\mathcal{M}_\theta^\text{un}(Q, \alpha)] = \frac{[M^\text{un}_\theta(Q, \alpha)]}{L - 1}, \quad [\hat{w}^{-1}(0)] = \frac{[w^{-1}(0)]}{L - 1}. \quad \Box$$

Definition 4.5. For a not necessarily $\alpha$-generic stability parameter $\theta$, we define the virtual motive $A^\theta_\alpha$ of the moduli stack $\mathcal{M}_\theta^\text{un}(A_W, \alpha)$ to be

$$A^\theta_\alpha = (-L^\frac{1}{2})^{\mathring{T}(\alpha)}\left[\mathcal{M}_\theta^\text{un}(Q, \alpha) - L[w^{-1}(0)]\right]/1 - L.$$

For any $\mu \in \mathbb{R}$, we define the motivic Donaldson-Thomas series (they are elements of the motivic quantum torus, see the next section)

$$A^\theta_\mu = \sum_{\mu^\theta(\alpha) = \mu} A^\theta_\alpha x^\alpha.$$

Note that Equation (2) can be interpreted even over finite fields. We will use this fact in order to work with Hall algebras over finite fields. This is done just to make the exposition more clear. The generalization of our results to motivic Hall algebras is straightforward.
5. Equivariant Hall algebra

Let $H$ be the Hall algebra of the category of representations of the quiver $Q$ over a finite field $k = \mathbb{F}_q$ (we use the conventions of [5] for the multiplication and this gives an algebra opposite to the usual Ringel-Hall algebra). The basis of $H$ as a vector space consists of all isomorphism classes of representations of $Q$ over $\mathbb{F}_q$. Multiplication is given by the rule

$$[N] \circ [M] = \sum_{[X]} F_{MN}^X [X],$$

where

$$F_{MN}^X = \# \{ U \subset X \mid U \cong N, \ X/U \cong M \}.$$  

Let $H_{eq} \subset H$ be a subalgebra consisting of elements $f = \sum a_M[M]$ such that $a_{tM} = a_M$ for any $t \in k^*$. We call $H_{eq}$ the equivariant Hall algebra. For any $f = \sum a_M[M] \in H_{eq}$, we define $f_0 = \sum_{w(M)=0} a_M[M]$. The algebras $H, H_{eq}$ are graded by the dimension of representations. We denote by $\hat{H}, \hat{H}_{eq}$ the corresponding completions.

Let $A_q$ be the quantum torus of the quiver $Q$. As a vector space it is

$$\mathbb{Q}(q^{1/2})[x_1, \ldots, x_r],$$

where $r = \# Q_0$. Multiplication is given by

$$x^\alpha \circ x^\beta = (-q^{1/2})^{\langle \alpha, \beta \rangle} x^{\alpha + \beta},$$

where $(-, -)$ is the skew-symmetric form of the quiver $Q$, see Section 2.1. It was shown by Markus Reineke [12] that there exists an algebra homomorphism

$$I : \hat{H} \to A_q, \quad [M] \mapsto (-q^{1/2})^{T(\dim M)} \# \text{Aut } M x^{\dim M}.$$

**Remark 5.1.** Similarly, one can define the motivic Hall algebra of representations over $Q$ (see e.g. [3, 5, 2]) and the quantum torus over the Grothendieck ring of the category of Chow motives [5], where multiplication is given by

$$x^\alpha \circ x^\beta = (-L^{1/2})^{\langle \alpha, \beta \rangle} x^{\alpha + \beta}.$$  

There is an algebra homomorphism from the motivic Hall algebra to the motivic quantum torus similar to the above map. All the statements of this section can be proved in the motivic setting without any additional effort.

Let $\tilde{w} : M^w_{\alpha}(Q, \alpha) \to k$ be the trace of the potential. The invariants

$$A^\theta_\alpha = \frac{(-L^{1/2})^{T(\alpha)} [M^w_{\alpha}(Q, \alpha)] - L[\tilde{w}^{-1}(0)]}{1 - L},$$

defined earlier, can be also defined over a finite field $\mathbb{F}_q$. The point count of the stack $M^w_{\alpha}(Q, \alpha)$ (multiplied by $(-q^{1/2})^{T(\alpha)}$) corresponds to $I(\hat{A}^\theta_\alpha)$, where

$$\hat{A}^\theta_\alpha = \sum_{M \text{ is } \theta-\text{st}} [M] \in \hat{H}_{eq}.$$  

The point count of $\tilde{w}^{-1}(0)$ (multiplied by $(-q^{1/2})^{T(\alpha)}$) corresponds to $I((\hat{A}^\theta_\alpha)_0)$ (recall that for $f = \sum a_M[M]$, we define $f_0 = \sum_{w(M)=0} a_M[M]$). Therefore, over a
finite field $\mathbb{F}_q$, we define

$$A^\theta_\alpha x^\alpha = \frac{I(\tilde{A}^\theta_\alpha) - qI((\tilde{A}^\theta_\alpha)_0)}{1 - q}.$$  

**Proposition 5.2.** The map $I_{eq}: \hat{H}_{eq} \to A_q$

$$I_{eq}(f) = \frac{I(f) - qI(f_0)}{1 - q}$$

is an algebra homomorphism.

**Proof.** For any $f \in H_{eq}$, $t \in k^*$ we have

$$I(f_t) = \frac{I(f) - I(f_0)}{q - 1}.$$  

The map $w$ is additive with respect to exact sequences. Therefore

$$(fg)_0 = \sum_{t \in k} f_t g_{-t}.$$  

Let $F = I(f), F_0 = I(f_0), G = I(g), G_0 = I(g_0)$. Then

$$I((fg)_0) = \sum_{t \in k} I(f_t) I(g_{-t}) = (F - F_0)(G - G_0) + F_0 G_0.$$  

Therefore

$$I_{eq}(fg) = \frac{I(fg) - qI((fg)_0)}{1 - q} = \frac{(q - 1)FG - q(F - F_0)(G - G_0) - q(q - 1)F_0 G_0}{(q - 1)^2} = \frac{-(q - 1)^2}{(q - 1)^2} = \frac{(F - qF_0)(G - qG_0)}{(q - 1)^2} = I_{eq}(f) I_{eq}(g).$$  

\[ \square \]

**Remark 5.3.** It follows from the above discussion that

$$A^\theta_\alpha x^\alpha = I_{eq}(\tilde{A}^\theta_\alpha).$$

**Remark 5.4.** Note that if $f = f_0$, then $I_{eq}(f) = I(f)$. This implies that the unit element is sent to the unit element by $I_{eq}$. This implies also that for a trivial potential we have $I_{eq} = I$.

**Definition 5.5.** For any $\mu \in \mathbb{R}$, we define

$$\tilde{A}^\mu_\alpha = \sum_{\mu_\theta(\alpha) = \mu} \tilde{A}^\theta_\alpha = \sum_{\substack{M \in \theta-sst \\ \dim M = \alpha}} [M] \in \hat{H}_{eq}.$$  

We define the motivic Donaldson-Thomas series

$$A^\mu_\alpha = I_{eq}(\tilde{A}^\mu_\alpha) = \sum_{\mu_\theta(\alpha) = \mu} A^\theta_\alpha x^\alpha.$$  

For $\theta = 0$ and $\mu = 0$, we denote $\tilde{A}_\alpha^0$ (resp. $A^0_\mu$ and $A^0_\alpha$) just by $\tilde{A}$ (resp. $A$ and $A_\alpha$).
It follows from the Harder-Narasimhan filtration for $Q$-representations that, for any $\theta \in \mathbb{R}^{Q_0}$, we have

$$\tilde{A} = \prod_\mu A_\mu^\theta \in \tilde{H}_{eq},$$

where the product is taken in the decreasing order of $\mu \in \mathbb{R}$. Applying the associative map $I_{eq}$, we obtain an analogous statement in the quantum torus.

**Theorem 5.6 (Harder-Narasimhan relation).** For any $\theta \in \mathbb{R}^{Q_0}$, we have

$$A = \prod_\mu A_\mu^\theta,$$

where the product is taken in the decreasing order of $\mu \in \mathbb{R}$.

This recursion formula can be solved using the approach of Markus Reineke [11] (see also [7, Theorem 3.2]).

**Theorem 5.7.** For any $\theta \in \mathbb{R}^{Q_0}$, we have

$$A_\alpha = \sum_{(\alpha_1, \ldots, \alpha_k)} (-1)^{k-1} (-q^{\frac{k}{2}})^{\sum_{i<j} \langle \alpha_i, \alpha_j \rangle} \prod_{i=1}^k A_{\alpha_i},$$

where the sum runs over all tuples $(\alpha_1, \ldots, \alpha_k)$ of vectors in $\mathbb{N}^{Q_0} \setminus \{0\}$ such that $\sum_{i=1}^k \alpha_i = \alpha$ and $\mu(\sum_{i=1}^j \alpha_i) > \mu(\alpha)$ for any $1 \leq j < k$.

**Proof.** According to the previous theorem, for any $\alpha \in \mathbb{N}^{Q_0} \setminus \{0\}$, we can write

$$A_\alpha x^\alpha = \sum_{(\alpha_1, \ldots, \alpha_k)} \left( A_\alpha^{\theta} x^{\alpha_1} \right) \circ \cdots \circ \left( A_\alpha^{\theta} x^{\alpha_k} \right),$$

where the sum runs over all tuples $(\alpha_1, \ldots, \alpha_k)$ of vectors in $\mathbb{N}^{Q_0} \setminus \{0\}$ such that $\sum_{i=1}^k \alpha_i = \alpha$ and $\mu(\alpha_1) > \cdots > \mu(\alpha_k)$. Applying [7, Theorem 3.2] we deduce that

$$A_\alpha^{\theta} x^\alpha = \sum_{(\alpha_1, \ldots, \alpha_k)} (-1)^{k-1} \left( A_{\alpha_1} x^{\alpha_1} \right) \circ \cdots \circ \left( A_{\alpha_k} x^{\alpha_k} \right),$$

where the sum runs over all tuples $(\alpha_1, \ldots, \alpha_k)$ of vectors in $\mathbb{N}^{Q_0} \setminus \{0\}$ such that $\sum_{i=1}^k \alpha_i = \alpha$ and $\mu(\sum_{i=1}^j \alpha_i) > \mu(\alpha)$ for any $1 \leq j < k$. The statement of the theorem follows now from the definition of the multiplication in the quantum torus $A_\theta$. □

**Remark 5.8.** It follows from the above results that if $A_\alpha$ are rational functions in $q^{\frac{k}{2}}$, for $\alpha \in \mathbb{N}^{Q_0}$, then so are also $A_\alpha^{\theta}$ for any stability parameter $\theta \in \mathbb{R}^{Q_0}$.

### 6. Quivers with arbitrary potentials

As we explained earlier, the results of the previous section can be proved also in the motivic setting. In this section, however, we will work only with quiver representations over finite fields. Let $F_q$ be some finite field. We extend scalars in the quantum torus and define

$$A_q = \mathbb{C}[x_1, \ldots, x_r]$$

with multiplication $x^\alpha \circ x^\beta = (-q^{\frac{k}{2}})^{\langle \alpha, \beta \rangle} x^{\alpha + \beta}.$
Let $\psi : F_q \to \mathbb{C}^*$ be some non-trivial character. Define the map

$$I_\psi : \widehat{H} \to A_q, \quad [M] \mapsto \psi(w(M))I(M),$$

where the map $I : \widehat{H} \to A_q$ was defined in \[3\].

**Lemma 6.1.** The map $I_\psi : \widehat{H} \to A_q$ is an algebra homomorphism.

**Proof.** The map $w$ is additive with respect to exact sequences. Therefore

$$I_\psi([N] \circ [M]) = I_\psi \left( \sum_{t \in F_q^*} F_{MN}^X X \right)$$

$$= \psi(w(M))\psi(w(N))I \left( \sum_{t \in F_q^*} F_{MN}^X [X] \right)$$

$$= \psi(w(M))\psi(w(N))I(N)I(M) = I_\psi(N)I_\psi(M).$$

\[\Box\]

Recall that in the previous section we have used the weight function $\text{wt} : Q_1 \to \mathbb{Z}$ in order to define the action of $G_m$ on the quiver representations and to define the equivariant Hall algebra $H_{eq} \subset H$.

**Lemma 6.2.** For any $f \in \widehat{H}_{eq}$, we have $I_{eq}(f) = I_\psi(f)$.

**Proof.** It is enough to prove the statement for $f = \sum_{t \in F_q^*} [tM_0]$, where $w(M_0) \neq 0$, and for $f = [M_0]$, where $w(M_0) = 0$. In the first case we have

$$I_\psi(M) = \sum_{t \in F_q^*} \psi(w(tM_0))I(M_0) = \sum_{t \in F_q^*} \psi(t)I(M_0) = -I(M_0) = \frac{I(f)}{1 - q} = I_{eq}(f).$$

In the second case we have

$$I_\psi(f) = I(M_0) = I_{eq}(f).$$

\[\Box\]

This lemma means that instead of using the homomorphism $I_{eq} : \widehat{H}_{eq} \to A_q$ for the definition of Donaldson-Thomas series, we can use the homomorphism $I_\psi : \widehat{H} \to A_q$. While the homomorphism $I_{eq}$ depends on the weight function $\text{wt} : Q_1 \to \mathbb{Z}$ (more precisely, its domain $\widehat{H}_{eq}$ depends on $\text{wt}$), the homomorphism $I_\psi$ depends only on the character $\psi$ and its domain is the whole Hall algebra $\widehat{H}$. We can use $I_\psi$ to define the Donaldson-Thomas series for arbitrary potentials, as this approach does not require a weight function $\text{wt} : Q_1 \to \mathbb{Z}$ which is compatible with the potential.
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