THE GLOBAL WELL-POSEDNESS AND GLOBAL ATTRACTOR FOR THE SOLUTIONS TO THE 2D BOUSSINESQ SYSTEM WITH VARIABLE VISCOSITY AND THERMAL DIFFUSIVITY
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ABSTRACT. Global well-posedness of strong solutions and existence of the global attractor to the initial and boundary value problem of 2D Boussinesq system in a periodic channel with non-homogeneous boundary conditions for the temperature and viscosity and thermal diffusivity depending on the temperature are proved.
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1. INTRODUCTION

We study the evolution problem of the 2D Boussinesq system governing the coupled mass and heat flow of a viscous incompressible fluid by assuming that viscosity and heat...
conductivity are temperature dependent. The system reads in the non-dimensional form:
\[
\begin{cases}
\partial_t \mathbf{u} - \text{div}(\nu(T)\nabla \mathbf{u}) + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = Te_2, & e_2 = (0, 1), \\
\text{div} \mathbf{u} = 0, \\
\partial_t T - \text{div}(\kappa(T)\nabla T) + \mathbf{u} \cdot \nabla T = 0,
\end{cases}
\]
(1.1)
and the physical domain in consideration is the region
\[\Omega := \mathbb{T}_x \times (0, 1)_y,\]
where we assume the periodic boundary conditions in the \(x\)-direction and \(\mathbb{T}_x\) is the 1-torus, with the endpoints of the interval \([0, 1]\) identified; \(\mathbf{u} = (u_1, u_2)\) and \(T\) denote the velocity and the temperature of the fluid respectively. The viscosity \(\nu\) and the thermal diffusivity \(\kappa\) depend on the temperature, which is the key issue in this article. We associate with (1.1) the following initial and boundary conditions (free-slip boundary conditions for \(\mathbf{u}\) and Dirichlet boundary condition for \(T\), beside the periodicity in \(x\)-direction of all functions):
\[
\begin{cases}
\mathbf{u}(0, x, y) = \mathbf{u}_0(x, y), & T(0, x, y) = T_0(x, y), \\
u_2(t, x, y)|_{y=0,1} = 0, & \frac{\partial u_2}{\partial y}(t, x, y)|_{y=0,1} = 0, \\
T(t, x)|_{y=0} = 1, & T(t, x)|_{y=1} = 0.
\end{cases}
\]
(1.2)
Note that the boundary conditions (1.2)_2 can also be rewritten as
\[
\mathbf{u} \cdot \mathbf{n} = 0, \quad \frac{\partial \mathbf{u}}{\partial \mathbf{n}} \times \mathbf{n} = 0,
\]
where \(\mathbf{n}\) is the outward unit normal vector to \(\partial \Omega\).
Following a traditional approach (see e.g. [Tem97, Wang07]), we recast the Boussinesq system in terms of the perturbative variable (perturbation away from the pure conduction state \((0, 1 - y)\)); namely we set
\[
(u, \theta) = (\mathbf{u}, T - (1 - y)).
\]
(1.3)
In the perturbative variables, the Boussinesq system (1.1) reads
\[
\begin{cases}
\partial_t \mathbf{u} - \text{div}(\nu(\theta)\nabla \mathbf{u}) + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = \theta e_2 + (1 - y)e_2, & e_2 = (0, 1), \\
\text{div} \mathbf{u} = 0, \\
\partial_t \theta - \text{div}(\kappa(\theta)\nabla \theta) + \mathbf{u} \cdot \nabla \theta - u_2 = -\kappa'(\theta)\theta_y,
\end{cases}
\]
(1.4)
with initial and boundary conditions
\[
\begin{cases}
\mathbf{u}(0, x, y) = \mathbf{u}_0(x, y), & \theta(0, x, y) = \theta_0(x, y) := T_0(x, y) - (1 - y), \\
u_2(t, x, y)|_{y=0,1} = 0, & \frac{\partial u_2}{\partial y}(t, x, y)|_{y=0,1} = 0, \\
T(t, x)|_{y=0} = 1, & \theta(t, x)|_{y=1} = 0.
\end{cases}
\]
(1.5)
We note that we already write
\[
\nu(\theta) = \nu(T), \quad \kappa(\theta) = \kappa(T).
\]
**Conditions on the viscosity \(\nu\) and thermal diffusivity \(\kappa\).** We assume that \(\nu(\cdot)\) and \(\kappa(\cdot)\) are \(C^3(\mathbb{R})\)-functions of \(\tau\) satisfying
\[
\nu(\tau) \geq \nu, \quad \kappa(\tau) \geq \kappa, \quad \forall \tau \in \mathbb{R},
\]
(1.6)
for some positive constants $\nu, \kappa > 0$. We remark here that the condition (1.6) is sufficient for showing the global well-posedness of the strong solutions to (1.4)-(1.5) as we will indicate in Section 2 (see Remark 2.1). However, since we are mainly interested in the global attractor in this article, we assume additional control on the growth rates of $\nu$ and $\kappa$:

\[
\begin{align*}
|\nu'(\tau)|, |\kappa'(\tau)| &\leq c_0(\tau^r + 1), \\
\nu(\tau), \kappa(\tau) &\leq c_0(\tau^{r+1} + 1),
\end{align*}
\forall \tau \in \mathbb{R},
\]

for some positive constants $c_0 > 0$ and $r \geq 0$, and the control

\[
\begin{align*}
\frac{|\nu'(\tau)|}{\kappa(\tau)}, \frac{|\kappa'(\tau)|}{\kappa(\tau)}, \frac{|\kappa''(\tau)|}{\kappa(\tau)} &\leq \tilde{c}_0, \\
\forall \tau \in \mathbb{R},
\end{align*}
\]

for some positive constant $\tilde{c}_0 > 0$. We note that (1.7)$_1$ implies (1.7)$_2$ by the fundamental theorem of calculus and Young's inequality.

In the case when $\nu$ and $\kappa$ are positive constants, the global well-posedness of the 2D Boussinesq system is classical, and the existence of the global attractor and its finite dimensionality have been studied in e.g. [FMT87, MZ97]. The asymptotic behavior of the global attractors to the 2D Boussinesq system at large Prandtl Number has been showed in [Wang05, Wang07]. Recently, there are many works devoted to the study of the Boussinesq system with partial viscosity (that is either $\nu > 0$ and $\kappa = 0$; or $\nu = 0$ and $\kappa > 0$), see for example [HL05, Cha06, LPZ11]; and there are also many works devoted to the case when only either the horizontal viscosity or vertical viscosity is present, see for examples [ACW11, CW13, MZ13].

In some realistic applications, the variation of the fluid viscosity and thermal conductivity with temperature can not be disregarded (see for example [LB96] and the references therein). The dependence on the temperature of viscosity $\nu$ and diffusivity $\kappa$ introduces a strong nonlinear coupling between the equations and the problem becomes more complicated. In the case of no-slip boundary conditions for the velocity $u$, S.A. Lorca and J.L. Boldrini [LB99] first proved the existence of weak solutions and also well-posedness of local strong solutions to (1.1)-(1.2) (or (1.4)-(1.5)) with general non-homogeneous boundary conditions for the temperature. Recently, in [WZ11, SZ13], the authors proved the global well-posedness result of strong solutions to the system (1.1)-(1.2) in $\mathbb{R}^2$ and in a bounded domain with homogeneous boundary condition for the temperature. In [LPZ13], the authors showed the global well-posedness of strong solutions in the case when only thermal diffusivity is present and $\nu = 0$ and provided some decay estimates, which actually inspired this work.

In this article, we consider the free-slip boundary conditions for the velocity $u$ and the non-homogeneous (physical) boundary condition for the temperature $T$ and prove a global well-posedness result as well as the existence of a global attractor for the Boussinesq system (1.4)-(1.5). The free-slip boundary conditions are suitable for many geophysical applications where the top and bottom boundaries are somewhat artificial and hence free-slip may be more appropriate to avoid artificial boundary layer (see [TS82]). We point out that although the statements of the results in Theorems 1.2-1.3 are quite expected, their proofs depart sharply from and are much more involved than the classical ones when the viscosity and diffusivity are positive constants, requiring extra and harder estimates (see Sections 2-3), and we have made great effort to simplify the proof.
The rest of this article is organized as follows. At the end of this introduction, we introduce the functional setting and state our main results. The main steps to prove the main results are that we first show the time-uniform a priori estimates, then prove the continuity of the solutions with respect to the initial data, and finally obtain the existence of the global attractor of the Boussinesq system. In Section 2, we first collect some basic facts which will be used throughout this article and then derive the maximum principle for $\theta$ and the time-uniform $L^2$, $H^1$, and $H^2$-estimates successively. We remark that the uniform $H^1$-estimate for $\theta$ is the most difficult one to obtain where we need to utilize two auxiliary functions. Section 3 is devoted to prove the continuous dependence of the strong solutions in $H^2$ with respect to the initial data. Finally, in Section 4, the existence of the global attractor is proved, where we show the compactness result via a special technique using an Aubin-Lions compactness lemma combined with the use of the Riesz lemma and a continuity argument. This method has already been used in [Ju01, Ju07].

1.1. Functional setting. We introduce the following function spaces corresponding to the free-slip boundary conditions of $u$ (see [FMT87, MZ97, Zia98]):

$$H_1 = \left\{ u \in L^2(\Omega)^2, \, \text{div} \, u = 0, \, u_2|_{y=0,1} = 0 \right\} ;$$

$$V_1 = \left\{ u \in H^1(\Omega)^2, \, \text{div} \, u = 0, \, u_2|_{y=0,1} = 0 \right\} .$$

Here and in the following, the periodicity in the $x$-direction is implicitly embedded in the definition of the domain $\Omega = \mathbb{T}_x \times (0,1)_y$.

The Stokes operator $A_1$ is then defined as a linear unbounded operator in $H_1$ and given by

$$A_1 u = -P_{H_1} \Delta u, \quad \forall \, u \in D(A_1),$$

where $P_{H_1} : L^2(M) \mapsto H_1$ is the projection operator and the domain $D(A_1)$:

$$D(A_1) = \left\{ u \in H^2(\Omega)^2, \, \text{div} \, u = 0, \, (u_2, \frac{\partial u_1}{\partial y})|_{y=0,1} = 0 \right\} .$$

It has been shown in [Zia98, Proposition 2.1] that in the case of free-slip boundary conditions, the Stokes operator $A_1$ coincides, on its domain, with the negative-Laplacian operator; that is

$$A_1 u = -\Delta u, \quad \forall \, u \in D(A_1).$$

For the sake of completeness, we sketch the proof of (1.9). To prove (1.9), we note that one only need to show that $\Delta u$ belongs to $H_1$, which is equivalent to verify that

$$\Delta u_2 = 0, \quad \text{at } y = 0,1.$$

To verify (1.10), we first deduce from $u_2|_{y=0,1} = 0$ that $u_2,xx|_{y=0,1} = 0$ and note that

$$u_{2,yy} = \partial_y (\text{div} \, u) - \partial_x (u_{1,y}),$$

which implies that $u_{2,yy}|_{y=0,1} = 0$ thanks to the divergence free condition of $u$. Therefore, we proved (1.10) and hence (1.9).

Thanks to (1.9) and the periodicity in $x$-direction, we obtain

$$- \int_{\Omega} \nabla p \cdot \Delta u \, dx \, dy = \int_{\Omega} \nabla p \cdot A_1 u \, dx \, dy = 0, \quad \forall \, u \in D(A_1), \, p \in H^1(\Omega).$$
Remark 1.1. We remark that the identity (1.11) is essential for proving the uniform $H^1$-estimate for the velocity $u$ in Section 2.4. This identity has also been used to prove the global strong solutions for the 3D Primitive Equations, see [CT06, Section 3.3.1]. Showing the existence of global attractor for Boussinesq system (1.4) with no-slip boundary conditions for the velocity $u$ will necessitate taking into account the pressure term.

Observe that the equation satisfied by $u_1$ is

$$
\frac{\partial u_1}{\partial t} - \text{div} (\nu(\theta) \nabla u_1) + (u \cdot \nabla)u_1 + p_x = 0,
$$

(1.12)

and if we integrate this equation in $\Omega$, use the periodicity in the $x$-direction and the free-slip boundary conditions for $u$, we arrive at

$$
\frac{\partial}{\partial t} \int_{\Omega} u_1 \, dx \, dy = 0.
$$

Hence,

$$
\int_{\Omega} u_1(x, y, t) \, dx \, dy = \int_{\Omega} u_1(x, y, 0) \, dx \, dy =: K,
$$

for some constant $K \in \mathbb{R}$. Therefore, since this component of $u_1$ is known (fixed) during the evolution, we make a variable change $u'_1 = u_1 - K$ and see that $u'_1$ satisfies the same equation (1.12) as $u_1$. From now on, dropping the prime, we still consider (1.12) as the equation for $u_1$ and assume that $u_1$ satisfies

$$
\int_{\Omega} u_1 \, dx \, dy = 0.
$$

We then set

$$
H = H_1 \cap \left\{ \int_{\Omega} u_1 \, dx \, dy = 0 \right\} \times L^2(\Omega),
$$

(1.13)

$$
V = V_1 \cap \left\{ \int_{\Omega} u_1 \, dx \, dy = 0 \right\} \times H_0^1(\Omega),
$$

and define the unbounded linear operator $A$ from $H$ into $H$ by setting

$$
A(u, \theta) = (A_1 u, -\Delta \theta), \quad \forall (u, \theta) \in \mathcal{D}(A),
$$

where the domain

$$
\mathcal{D}(A) = \mathcal{D}(A_1) \cap \left\{ \int_{\Omega} u_1 \, dx \, dy = 0 \right\} \times (H_0^1(\Omega) \cap H^2(\Omega)).
$$

Note that the extra condition $\int_{\Omega} u_1 \, dx \, dy = 0$ for the spaces $H$, $V$ and $\mathcal{D}(A)$ also ensures the coercivity of the Stokes operator $A_1$ and hence the operator $A$.

Classically, $A$ is self-adjoint positive and $A^{-1}$ is a compact (self-adjoint) linear operator on $H$. Hence, we can find an orthogonal eigen-fuctions of $A$, which are complete in the spaces $H$, $V$ and $\mathcal{D}(A)$ with respect to the inner products $\langle \cdot, \cdot \rangle$, $\langle \nabla \cdot, \nabla \cdot \rangle$ and $\langle A \cdot, A \cdot \rangle$, respectively. This guarantees us that we are able to implement the Galerkin approximation for the system (1.4)-(1.5).
1.2. Main results.

**Theorem 1.1.** Assume that (1.6) holds and that \((u_0, \theta_0) \in H\). Then for any \(t_1 > 0\), the Boussinesq system (1.4)-(1.5) possesses a weak solution \((u, \theta)\) satisfying

\[
(1.14) \quad (u, \theta) \in \mathcal{C}([0, t_1], H) \cap L^2(0, t_1; V).
\]

Following [LB99, Section 4] line by line and using the standard Galerkin approximation, we are able to conclude the existence of weak solutions for system (1.4)-(1.5), that is Theorem 1.1, since the difference between no-slip boundary conditions and free-slip boundary conditions will not make any difference for the \(L^2\)-estimates. Actually, the a priori estimates will be easier for us than those in [LB99, Section 4] since the boundary condition for the temperature \(T\) is simpler in our case and the simplification of the external force, where the external force \(g\) in [LB99] is non-constant while it is chosen to be a constant (the gravitational acceleration) in our case and omitted in (1.4). We omit the proof of Theorem 1.1 here.

We now state the result about the global strong solutions of Boussinesq system (1.4)-(1.5), which is proved by Galerkin approximation and the uniform estimates in Section 2. Let us denote by \(W\) the domain \(\mathcal{D}(A)\), that is

\[
W := \left\{ (u, \theta) \in H^2(\Omega)^3 : \text{div} u = 0, \ (u_2, \frac{\partial u_1}{\partial y}, \theta)|_{y=0,1} = 0, \text{ and } \int_\Omega u_1 dx dy = 0 \right\}.
\]

**Theorem 1.2.** Assume that (1.6)-(1.8) holds and that \((u_0, \theta_0) \in W\). Then for any \(t_1 > 0\), the Boussinesq system (1.4)-(1.5) has a unique strong solution \((u, \theta)\) satisfying

\[
(1.15) \quad (u, \theta) \in \mathcal{C}([0, t_1], W) \cap L^2(0, t_1; H^3(\Omega)),
\]

\[
(u_t, \theta_t) \in \mathcal{C}([0, t_1], H) \cap L^2(0, t_1; V).
\]

The existence of the global attractor for the Boussinesq system (1.4)-(1.5) is given by the following Theorem.

**Theorem 1.3.** Assume that (1.6)-(1.8) holds. Then the solution operator \(\{S(t)\}_{t \geq 0}\) of the 2D Boussinesq system (1.4)-(1.5): \(S(t)(u_0, \theta_0) = (u(t), \theta(t))\) defines a semigroup in the space \(W\) for all \(t \in \mathbb{R}_+\). Moreover, the following statements are valid:

1. for any \((u_0, \theta_0) \in W\), \(t \mapsto S(t)(u_0, \theta_0)\) is a continuous function from \(\mathbb{R}_+\) into \(W\);
2. for any fixed \(t > 0\), \(S(t)\) is a continuous and compact map in \(W\);
3. \(\{S(t)\}_{t \geq 0}\) possesses a global attractor \(A\) in the space \(W\). The global attractor \(A\) is compact and connected in \(W\) and is the maximal bounded attractor in \(W\) in the sense of the set inclusion relation; \(A\) attracts all bounded subsets in \(W\) in the norm of \(H^2(\Omega)\)-norm.

**Remark 1.2.** We actually do not need the assumptions (1.7)-(1.8) to prove Theorem 1.2; see also Remark 2.1. However, as we said before, since we are mainly concerned about the global attractor, we do not provide an explicit proof of Theorem 1.2 when (1.7)-(1.8) are not satisfied.
2. Uniform estimates and absorbing balls

2.1. Preliminary results. Here and throughout this article, we will not distinguish the notations for vector and scalar function spaces whenever they are self-evident from the context. Recall that $\Omega = \mathbb{T}_x \times (0,1)_y$, and denote by $H^s(\Omega)$ the classical Sobolev space of order $s$ on $\Omega$ with periodicity in the $x$-direction, and by $L^p(\Omega)$ ($1 \leq p \leq \infty$) the classical $L^p$-Lebesgue space with norm $\| \cdot \|_p$. For simplicity, we also use $\| \cdot \|$ for the $L^2$-norm.

In the following, we denote by $C$ a positive constant which may depend on the constants $\nu$, $c_0$, $\tilde{c}_0$, $r$, $\Omega$ and the constants $c_i$'s ($i = 1, 2, 3, 4$) appearing in Lemma 2.1 below, but is independent of time $t$ and of the initial data $u_0$ and $\theta_0$. The constant $C$ may vary from line to line.

We now recall and prove some classical and useful inequalities which will be used frequently in this article. First, for our convenience, we will interchangeably use the following equivalent norms:

\[
\| \nabla f \| \leq \| f \|_{H^1}, \quad \forall f \in H^1_0(\Omega); \quad \| \Delta f \| \leq \| f \|_{H^2}, \quad \forall f \in H^1_0(\Omega) \cap H^2(\Omega),
\]

and

\[
\| \nabla v \| \leq \| v \|_{H^1}, \quad \forall v \in V_1 \cap \{ \int_\Omega v_1 \, dx \, dy = 0 \}; \quad \| \Delta v \| \leq \| v \|_{H^2}, \quad \forall v \in \mathcal{D}(A_1) \cap \{ \int_\Omega v_1 \, dx \, dy = 0 \},
\]

where $V_1$ and $\mathcal{D}(A_1)$ were defined in Section 1.1.

Lemmas 2.1-2.6 below provide essentially well-known results which we recall because of their frequent use below.

**Lemma 2.1.** There holds\(^1\)

**Poincaré’s inequality:**

\[
\| f \| \leq \| \nabla f \|, \quad \forall f \in H^1_0(\Omega);
\]

**Sobolev embedding:**

\[
\| f \|_p \leq c_1(p) \| f \|_{H^1}, \quad \forall 1 \leq p \leq +\infty, \quad \forall f \in H^1(\Omega);
\]

**Ladyzhenskaya’s inequalities:**

\[
\| f \|_2^2 \leq c_2 \| f \|_2 \| f \|_{H^1}, \quad \forall f \in H^1(\Omega),
\]

\[
\| f \|_2^2 \leq c_3 \| f \|_2 \| \nabla f \|_2, \quad \forall f \in H^1_0(\Omega).
\]

**Agmon’s inequality:**

\[
\| f \|_\infty \leq c_4 \| f \|_{H^1}^{1/2} \| f \|_{H^2}^{1/2}, \quad \forall f \in H^2(\Omega) \cap H^1_0(\Omega).
\]

**Lemma 2.2.** Let $f, g \in H^1_0(\Omega)$. Then for any $\epsilon > 0$:

\[
(2.1) \quad \int_\Omega |f| |g| \nabla g| \, dx \, dy \leq \frac{27c_3^8}{64c_3^3} \| f \|^2 \| \nabla f \|^2 |g|^2 + \epsilon \| \nabla g \|^2.
\]

**Proof.** By Hölder’s inequality and Ladyzhenskaya’s inequality, one has

\[
\int_\Omega |f| |g| \nabla g| \, dx \, dy \leq \| f \|_4 |g|_4 \| \nabla g \| \leq c_2^2 \| f \|_4^{1/2} \| \nabla f \|^{1/2} |g|^2 + c_2^2 \| f \|_2^{1/2} \| \nabla f \|^{1/2} \| \nabla g \|^3/2.
\]

---

\(^1\)see e.g. [Tem97].
We can then obtain the inequality (2.1) by using Young’s inequality. We will choose $\epsilon > 0$ appropriately when applying Lemma 2.2 in the following context.

**Lemma 2.3.** Let $f, g \in H^1(\Omega)$. Then for any $\epsilon > 0$:

$$\|fg\|^2 = \int_\Omega |f|^2|g|^2\,dx\,dy \leq c_2^2\|f\|_{H^1}\|g\|_{H^1},$$

In the case when $f, g \in H^1_0(\Omega)$, we have

$$\|fg\|^2 = \int_\Omega |f|^2|g|^2\,dx\,dy \leq \left\{ \begin{array}{ll} c_2^2\|f\|_{H^1}\|g\|_{H^1}, & \\
\frac{c_2^2}{4\epsilon}\|f\|^2\|g\|^2 + \epsilon\|g\|^2_{H^1} & \end{array} \right.$$

where $\epsilon > 0$ is the Sobolev embedding norm appearing in Lemma 2.1.

**Proof.** We first write

$$\|fg\|^2_{H^1} = \|fg\|^2 + \|\nabla (fg)\|^2 \leq \|fg\|^2 + 2\|\nabla g\|^2 + 2\|\nabla f\|^2.$$

By Hölder’s inequality and the Sobolev embedding, we find

$$\|fg\|^2 \leq \|f\|^2\|g\|^2 \leq c_1(4)\|f\|^2_{H^1}\|g\|^2_{H^1}.$$

By Hölder’s inequality, the Sobolev embedding, and Ladyzhenskaya’s inequality, we find

$$\|\nabla (fg)\|^2 \leq \|\nabla f\|^2\|g\|^4 + \|\nabla f\|^4\|g\|^2 \leq c_2^2\|\nabla f\|_{H^1}\|g\|^2_{H^1},$$

$$\leq \frac{c_2^2}{2\epsilon}\|\nabla f\|^2\|g\|^4_{H^1} + \frac{\epsilon}{2}\|\nabla f\|^2_{H^1},$$

$$\leq \frac{c_2^2}{2\epsilon}\|f\|^2_{H^1}\|g\|^4_{H^1} + \frac{\epsilon}{2}\|f\|^2_{H^2},$$

similarly,

$$\|f\nabla g\|^2 \leq \frac{c_2^2}{2\epsilon}\|f\|^4_{H^1}\|g\|^2_{H^1} + \frac{\epsilon}{2}\|g\|^2_{H^2}.$$

Inserting these estimates into (2.2) readily yields the result. This ends the proof of Lemma 2.4. □

**Lemma 2.5.** Let $f, g, h \in H^1(\Omega)$. Then for any $\epsilon > 0$:

$$\int_\Omega |f\|g\|h|\,dxdy \leq \frac{c_4^2}{8\epsilon}(\|f\|^2\|f\|^2_{H^1} + \|g\|^2\|g\|^2_{H^1}) + \epsilon\|h\|^2.$$
Proof. By Hölder’s inequality, Ladyzhenskaya’s inequality, and Young’s inequality, we find
\[
\int_{\Omega} |f| |g| |h| \, dx \, dy \leq \|f\|_4 \|g\|_4 \|h\|_4 \leq c_2^2 \|f\|^{1/2} \|g\|^{1/2} \|h\|^{1/2} \|h\|_1^2 \\
\leq \frac{c_2^4}{8} \left( \|f\|_2^2 \|g\|_2^2 \|h\|_2^2 + \|g\|_2 \|h\|_1 \right) + \epsilon \|h\|^2.
\]
This completes the proof of Lemma 2.5. □

Finally, we recall the Uniform Gronwall Lemma which is the key to prove the uniform estimates and is used extensively in this section. One can refer to \[Tem97\], pp. 91 and \[FP67\] for its proof.

Lemma 2.6 (Uniform Gronwall Lemma). Let \(g, h\) and \(y\) be three non-negative locally integrable functions on \((t_0, +\infty)\) such that
\[
\frac{dy}{dt} \leq gy + h, \quad \forall t \geq t_0,
\]
and
\[
\int_t^{t+\gamma} g(s) \, ds \leq a_1, \quad \int_t^{t+\gamma} h(s) \, ds \leq a_2, \quad \int_t^{t+\gamma} y(s) \, ds \leq a_3, \quad \forall t \geq t_0,
\]
where \(\gamma, a_1, a_2\) and \(a_3\) are positive constants. Then
\[
y(t) \leq \left( \frac{a_3}{a_2} + a_2 \right) e^{a_1}, \quad \forall t \geq t_0 + \gamma.
\]

2.2. Maximum principle. We need a variant of the maximum principle for \(\theta\) and for this purpose we introduce the truncation operators that associate with a function \(\psi\), the functions \(\psi_+\) and \(\psi_-\):
\[
\psi_+(x,y) = \max(\psi(x,y), 0), \quad \psi_-(x,y) = \max(-\psi(x,y), 0).
\]

Proposition 2.1. For \(p \geq 2\), let \(\theta \in L^\infty(0,t_1; L^p(\Omega)) \cap L^2(0,t_1; H_0^1(\Omega))\) and \(u \in L^2(0,t_1; V_1)\) be a weak solution of (1.4)-(1.5). We additionally assume that
\[
-1 \leq \theta_0(x,y) \leq 1, \quad a.e. \ (x,y) \in \Omega.
\]

Then
\[
-1 \leq \theta(t,x,y) \leq 1, \quad a.e. \ (x,y) \in \Omega, \ a.e. \ t \geq 0.
\]

If \(\{u, \theta\}\) are defined for all \(t > 0\) and (2.3) is not assumed, then
\[
\theta(t,x,y) = \tilde{\theta}(t,x,y) + \bar{\theta}(t,x,y),
\]
where \(-1 \leq \tilde{\theta}(t,x,y) \leq 1 a.e.,\) and
\[
\|\bar{\theta}(t)\|_p \leq \left( \|\theta_0 + (0)\|_p + \|\theta(0) - (0)\|_p \right) \exp \left( -\frac{4(p-1)}{p^2} \kappa t \right).
\]

Proof. Although the arguments below follow line by line as in \[Tem97\], pp. 136 - 137 and it is useful to briefly recall them here because of the dependence of \(\kappa\) on \(T\). The results
are proved naturally on the equation for $T$, that is $(1.1)_3$. In terms of $T$, $(2.3)$ and $(2.4)$ amount to
\begin{equation}
0 \leq T(0, x, y) \leq 1, \text{ a.e. } (x, y) \in \Omega,
\end{equation}
\begin{equation}
0 \leq T(t, x, y) \leq 1, \text{ a.e. } (x, y) \in \Omega, \text{ a.e. } t.
\end{equation}

In order to establish the second inequality in $(2.7)_2$, we observe that $(T - 1)_+$ belongs to $L^2(0, t_1; H^1(\Omega))$; hence, we multiply $(1.1)_3$ by $(T - 1)_+ |(T - 1)_+|^{p-2}$ and integrate over $\Omega$; we arrive, after utilization of Green’s formula, at
\begin{equation}
\frac{1}{p} \frac{d}{dt} \|T(1)_+\|_p^p + \int_\Omega \kappa(T)(p - 1)(T - 1)_+ |\nabla((T - 1)_+)|^2 \, dx \, dy = 0.
\end{equation}

We set $g = |(T - 1)_+|^{p/2 - 1}(T - 1)_+$; then by direct computations, we find
\[ g^2 = \|T(1)_+\|_p^p, \quad \nabla g = \frac{p}{2} |(T - 1)_+|^{p/2 - 1} \nabla((T - 1)_+). \]

Using the assumption $\kappa(T) \geq \frac{4}{p}$, we infer from $(2.8)$ that
\[ \frac{d}{dt} g^2 + \kappa \frac{4(p - 1)}{p} |\nabla g|^2 \leq 0, \]
which, by using the Poincaré’s inequality, implies that
\begin{equation}
\frac{d}{dt} g^2 + \kappa \frac{4(p - 1)}{p} |g|^2 \leq 0.
\end{equation}

From $(2.9)$, we observe that $\|g(t)\|$ is a decreasing function of $t$ that vanishes at $t = 0$ and, therefore, it vanishes for all later time $t > 0$; thus $T(t, x, y) \leq 1$ for all $t \geq 0$. For the proof of the first inequality in $(2.7)_2$, we consider $T_-$ and proceed similarly.

If we do not assume $(2.3)$, we conclude from $(2.9)$ that $\|g(t)\|$ decreases exponentially,
\[ \|g(t)\|^2 \leq \|g(0)\|^2 \exp \left(- \frac{4(p - 1)}{p} \kappa t\right), \]
which is equivalent to
\begin{equation}
\|T(1)_+(t)\|_p \leq \|T(1)_+(0)\|_p \exp \left(- \frac{4(p - 1)}{p^2} \kappa t\right).
\end{equation}

Similarly, we can prove that
\begin{equation}
\|T_-(t)\|_p \leq \|T_-(0)\|_p \exp \left(- \frac{4(p - 1)}{p^2} \kappa t\right).
\end{equation}

We then set
\[ T = \tilde{T} + \tilde{T}_-, \quad \tilde{T} = (T - 1)_+ - T_-, \]
and we see that $0 \leq \tilde{T} \leq 1$ almost everywhere and $\tilde{T}(t, \cdot) \to 0$ in $L^p(\Omega)$ as $t \to \infty$:
\begin{equation}
\|\tilde{T}(t)\|_p \leq \|\tilde{T}(1)_+(0)\|_p + \|T_-(0)\|_p \exp \left(- \frac{4(p - 1)}{p^2} \kappa t\right).
\end{equation}

Then $(2.5)$ and $(2.6)$ are just a rephrasing of the results in terms of $\theta$. \qed
Remark 2.1. By taking \( p \to +\infty \) in (2.6), we immediately find that
\[
\|\bar{\theta}(t)\|_{\infty} \leq \|(\theta - 1)_+(0)\|_{\infty} + \|(\theta + 1)_-(0)\|_{\infty} \leq 2\|\theta_0\|_{\infty} + 2.
\]
Therefore
\[
(2.13) \quad \|\theta\|_{L^\infty((0,T) \times \Omega)} \leq \|\bar{\theta}\|_{L^\infty((0,T) \times \Omega)} + \|\bar{\theta}\|_{L^\infty((0,T) \times \Omega)} \leq 2\|\theta_0\|_{\infty} + 3.
\]

We remark that the estimate (2.13) yields the upper bounds for \( \nu(\theta) \) and \( \kappa(\theta) \) and also their derivatives. These bounds will ensure us to obtain the global well-posedness of the strong solutions. But as indicated in the introduction, since we are more interested in the global attractor, the dependence on the initial data \( \theta_0 \) for the estimate (2.13) does not suit our goal. To continue towards our objective, we need more delicate estimates as we will show below as well as the assumptions (1.6)-(1.8).

2.3. \( L^p \)-estimates. The uniform \( L^p \)-estimate for \( \theta \) and \( L^2 \)-estimate for \( u \) follow the similar arguments as in [Tem97, pp. 137 - 138] and we will briefly explain it below. However, at this stage, we can not prove the uniform \( L^p \)-estimate for \( u \) because of the pressure term in the velocity equation.

Proposition 2.2 (Existence of absorbing balls in \( L^2 \) and \( L^p \)). Under the assumptions of Theorem 1.3, there exists \( t_0 > 0 \) depending on the initial data \( u_0 \) and \( \theta_0 \) such that
\[
||u(t)||, \|\theta(t)\|_p \leq C_0 := \frac{1}{\nu} + \frac{|\Omega|^{1/2}}{\nu} + |\Omega|^{1/p} + 1, \quad \forall t \geq t_0,
\]
for all \( p \) satisfying \( 2 \leq p \leq p_0 < +\infty \) for some \( p_0 \) large enough (for example, we could take \( p_0 = 10r + 10 \) where \( r \) is the one in assumption (1.7)).

Proof. For any fixed \( p \geq 2 \), Proposition 2.1 already provides an uniform estimate for \( ||\theta(t)||_p \):
\[
(2.14) \quad \|\theta(t)\|_p \leq \|\bar{\theta}(t)\|_p + \|\bar{\theta}(t)\|_p
\]
\[
\leq |\Omega|^{1/p} + (\|(\theta - 1)_+(0)\|_p + \|(\theta + 1)_-(0)\|_p) \exp \left(-\frac{4(p-1)}{p^2} \kappa t\right).
\]

Hence, we have
\[
(2.16) \quad \limsup_{t \to \infty} \|\theta(t)\|_p \leq |\Omega|^{1/p}.
\]

This gives us the desired uniform estimate which yields an absorbing ball for \( \theta \) in \( L^p(\Omega) \).

Taking the inner product of (1.4) \_1 with \( u \) in \( L^2(\Omega) \), we classically find the energy estimate
\[
(2.17) \quad \frac{1}{2} \frac{d}{dt} \|u\|^2 + \int_{\Omega} \nu(\theta)|\nabla u|^2 \, dx \, dy \leq \|\bar{\theta}\| ||u|| + ||u||,
\]
which, by using the assumption (1.6) and Poincaré’s inequality, implies that
\[
\frac{1}{2} \frac{d}{dt} \|u\|^2 + \nu \|u\|^2 \leq \|\theta\| ||u|| + ||u||,
\]
that is
\[
\frac{d}{dt} ||u|| + \nu ||u|| \leq ||\theta|| + 1.
\]
Therefore, by a direct integration, we find that for all $t \geq 0$:

\[
\|u(t)\| \leq e^{-\nu t}\|u_0\| + \int_0^t e^{\nu(s-t)}(\|\theta(s)\| + 1)ds
\]

(2.18)

\[
\leq e^{-\nu t}\|u_0\| + \left(\frac{1}{\nu} + \frac{\|\Omega\|^{1/2}}{\nu}\right)(1 - e^{-\nu t})
\]

\[
+ \left(\|\theta(1) + (0)\| + \|\theta(1) - (0)\|\right)\frac{e^{-\nu t} - e^{-\nu s}}{\nu - \kappa},
\]

where we have used (2.15) for $\|\theta(s)\|$ with $p = 2$ for the last inequality. Note that in the case when $\nu = \kappa$, the last term in the right-hand side of (2.18) should be viewed as a limit when $\nu$ approaches $\kappa$, that is $te^{-\nu t}$. Finally, we find from (2.18) that

\[
\limsup_{t \to \infty} \|u(t)\| \leq \frac{1}{\nu} + \frac{\|\Omega\|^{1/2}}{\nu}.
\]

(2.19)

This gives us the desired uniform estimate which yields an absorbing ball for $u$ in $L^2(\Omega)$. In conclusion, we obtain (2.14) from the estimates (2.16) and (2.19). \hfill \Box

As a consequence of Proposition 2.2, we are going to obtain the control on the time averages of $\|\nabla u\|^2$ and $\|\nabla \theta\|^2$. Integrating (2.17) in time on $(t, t + 1)$, we find

\[
\int_t^{t+1} \|\sqrt{\nu(\theta)}\nabla u(s)\|^2 ds \leq \frac{1}{2}\|u(t)\|^2 + \int_t^{t+1} \|\theta(s)\| \|u(s)\| ds + \int_t^{t+1} \|u(s)\| ds,
\]

and by employing the uniform estimates (2.14), we obtain

\[
\int_t^{t+1} \|\sqrt{\nu(\theta)}\nabla u(s)\|^2 ds \leq \frac{C_0}{2} (3C_0 + 2), \quad \forall t \geq t_0.
\]

(2.20)

In particular, we also have

\[
\int_t^{t+1} \|\nabla u(s)\|^2 ds \leq \frac{C_0}{2\nu} (3C_0 + 2), \quad \forall t \geq t_0.
\]

(2.21)

Multiplying \[(\ref{1.4})\] by $|\theta|^{p-2}\theta$, integrating over $\Omega$, and using the assumptions \[(\ref{1.6})\)-\[(\ref{1.7})\], we obtain

\[
\frac{1}{p} \frac{d}{dt} \|\theta\|^p_\nu + \kappa(p - 1) \int_\Omega |\theta|^{p-2} |\nabla \theta|^2 dx dy
\]

\[
\leq \|u_2\| \|\theta\|^{p-1} + c_0\|\theta\|^{p/2-1}\|\theta\| \left(\|\theta\|^{p/2} + \|\theta\|^{p/2+r}\right)
\]

\[
\leq \|u\| \|\theta\|^{p-2} + \frac{\kappa}{4} \|\theta\|^{p/2-1} \nabla \theta\|^2 + \frac{c_0^2}{\kappa} \left(\|\theta\|^{p/2} + \|\theta\|^{p/2+r}\right)^2,
\]

which, after integrating in time on $(t, t + 1)$ and using the uniform estimates (2.14), implies the control of the time average of $\|\theta|^{p/2-1} \nabla \theta\|^2$: \[(\ref{2.22})\]

\[
\int_t^{t+1} \int_\Omega |\theta|^{p-2} |\nabla \theta|^2 dx dy ds \leq \frac{2}{\kappa(p-1)} \left[\frac{1}{p}(1 + 1) C_0^p + \frac{c_0^2}{\kappa} \left(C_0^{p/2} + C_0^{p/2+r}\right)^2\right], \quad \forall t \geq t_0.
\]
In the particular case when \( p = 2 \), we have
\[
\int_t^{t+1} \|\nabla \theta(s)\|^2 ds \leq \frac{3C_0^2}{\kappa} + \frac{2C_0^2}{\kappa^2} (C_0 + C_0^{r+1})^2, \quad \forall t \geq t_0.
\]

2.4. \( H^1 \)-estimates. We now turn to proving the uniform estimates for \( (u, \theta) \) in \( H^1(\Omega) \). In order to prove the estimates for \( \theta \), we need to introduce two auxiliary quantities
\[
\tilde{\theta} = \int_0^\theta \sqrt{\kappa(\tau)} d\tau, \quad \hat{\theta} = \int_0^\theta \kappa(\tau) d\tau.
\]

By explicit calculations, we obtain that \( \tilde{\theta} \) and \( \hat{\theta} \) satisfy the following equations
\[
\begin{align*}
\dot{\tilde{\theta}} - \sqrt{\kappa(\theta)} \text{div} \left( \sqrt{\kappa(\theta)} \nabla \tilde{\theta} \right) + u \cdot \nabla \tilde{\theta} - \sqrt{\kappa(\theta)} u_2 &= -\kappa'(\theta) \tilde{\theta}_y, \\
\dot{\hat{\theta}} - \kappa(\theta) \Delta \hat{\theta} + u \cdot \nabla \hat{\theta} - \kappa(\theta) u_2 &= -\kappa'(\theta) \hat{\theta}_y,
\end{align*}
\]
with the following homogeneous boundary conditions
\[
\dot{\tilde{\theta}}(t, x, y) = \hat{\theta}(t, x, y) = 0, \quad \text{on } \partial \Omega.
\]

By direct calculations again, we immediately find the following relations
\[
\nabla \tilde{\theta} = \sqrt{\kappa(\theta)} \nabla \theta, \quad \dot{\tilde{\theta}} = \sqrt{\kappa(\theta)} \tilde{\theta}_t, \quad \nabla \hat{\theta} = \kappa(\theta) \nabla \theta, \quad \hat{\theta}_t = \kappa(\theta) \tilde{\theta}_t.
\]

(2.28) \( \sqrt{\kappa} \| \nabla \theta \| \leq \| \nabla \tilde{\theta} \|, \quad \sqrt{\kappa} \| \tilde{\theta}_t \| \leq \| \tilde{\theta}_t \|, \quad \kappa \| \nabla \theta \| \leq \| \nabla \hat{\theta} \|, \quad \kappa \| \tilde{\theta}_t \| \leq \| \hat{\theta}_t \|.
\]

In order to derive the uniform \( H^1 \)-estimates of \( \theta \), we actually first derive uniform \( H^1 \)-estimates of \( \hat{\theta} \) and then extend the estimates to \( \tilde{\theta} \). For that reason, we need a refined version of (2.23), which would provide us a uniform control on the time average of \( \| \nabla \hat{\theta} \|^2 \) (see Lemma 2.7 below), and we prove the result through \( \hat{\theta} \). Recall that here and in the following, \( C \) denotes a positive constant, independent of the time \( t \) and initial data \( u_0 \) and \( \theta_0 \), that may vary from line to line.

**Lemma 2.7.** Under the assumptions of Theorem 1.3, we have for all \( t \geq t_0 \):
\[
\int_t^{t+1} \| \nabla \tilde{\theta}(s) \|^2 ds = \int_t^{t+1} \| \kappa(\theta) \nabla \theta(s) \|^2 ds = \int_t^{t+1} \| \sqrt{\kappa(\theta)} \nabla \theta(s) \|^2 ds \leq C.
\]

**Proof.** As a preliminary, we utilize the Cauchy-Schwarz inequality and (1.7)\(_2 \) to obtain
\[
\| \tilde{\theta} \|^2 \leq \left( \int_0^{\theta} \sqrt{\kappa(\tau)} d\tau \right)^2 \leq \int_0^{\theta} 1 d\tau \int_0^{\theta} c_0 (|\theta|^{r+1} + 1) d\tau \leq c_0 \left( \frac{|\theta|^{r+3}}{r+2} + |\theta|^2 \right),
\]
which immediately yields that
\[
\| \tilde{\theta} \|^2 \leq c_0 \left( \frac{1}{r+2} \| \theta \|_{r+3} + \| \theta \|^2 \right).
\]
Now, taking the inner product of (2.25) with \( \tilde{\theta} \) in \( L^2(\Omega) \) and integrating by parts, we obtain
\[
\frac{1}{2} \frac{d}{dt} \| \tilde{\theta} \|^2 + \int_\Omega \kappa(\theta) |\nabla \tilde{\theta}|^2 \, dx \, dy \\
= -\frac{1}{2} \int_\Omega \nabla \cdot \kappa'(\theta) \nabla \theta \cdot \tilde{\theta} \, dx \, dy + \int_\Omega u_2 \sqrt{\kappa(\theta) \tilde{\theta}} \, dx \, dy - \int_\Omega \kappa'(\theta) \tilde{\theta}_y \tilde{\theta}_y \, dx \, dy \\
=: I_1 + I_2 + I_3.
\]
We estimate the right-hand side of (2.32) term by term. Using (1.7), (2.30) and Young’s inequality, we estimate \( I_1 \) as
\[
I_1 \leq C \int_\Omega \| \nabla \theta \| \| \theta \|^{r+3} + |\theta|^2 \| \theta \|^{r+1} \, dx \, dy \\
\leq \int_\Omega \left[ \frac{\kappa}{4} \| \nabla \tilde{\theta} \|^2 + C \| \nabla \theta \|^{2r+3} + |\theta|^2 \right] \, dx \, dy \\
\leq \frac{\kappa}{4} \| \nabla \tilde{\theta} \|^2 + C \int_\Omega \| \theta \|^{3r+3} + 1) \| \nabla \theta \|^2 \, dx \, dy.
\]
Using the Cauchy-Schwarz inequality, Young’s inequality and (1.7), (2.30), \( I_2 \) is estimated as
\[
I_2 \leq 2 \int_\Omega \left[ |u_2|^2 + \kappa(\theta) |\tilde{\theta}|^2 \right] \, dx \, dy \\
\leq 2 \| u_2 \|^2 + C \int_\Omega \left( |\theta|^{r+1} + 1 \right) \| \nabla \theta \|^2 \, dx \, dy \\
\leq 2 \| u_2 \|^2 + C \left( \| \theta \|^{2r+4} + \| \theta \|^2 \right).
\]
The last term \( I_3 \) is easier and simpler than \( I_1 \) and we actually have
\[
I_3 \leq \frac{\kappa}{4} \| \nabla \tilde{\theta} \|^2 + C \int_\Omega \| \theta \|^{3r+3} + 1 \, dx \, dy \leq \frac{\kappa}{4} \| \nabla \tilde{\theta} \|^2 + C \left( \| \theta \|^{3r+3} + 1 \right).
\]
Inserting these estimates for \( I_1, I_2 \) and \( I_3 \) into (2.32) implies that
\[
\frac{d}{dt} \| \tilde{\theta} \|^2 + \int_\Omega \kappa(\theta) |\nabla \tilde{\theta}|^2 \, dx \, dy \leq C \left[ \int_\Omega \left( |\theta|^{3r+3} + 1 \right) \| \nabla \theta \|^2 \, dx \, dy + \| u_2 \|^2 \\
+ \left( \| \theta \|^{2r+4} + \| \theta \|^{3r+3} + \| \theta \|^2 + 1 \right) \right].
\]
We now integrate (2.33) in time on \( (t, t+1) \), combine the estimate (2.31), and employ the uniform estimates (2.14), (2.22), and (2.23); we arrive at
\[
\int_t^{t+1} \| \sqrt{\kappa(\theta)} \nabla \hat{\theta}(s) \|^2 \, ds \leq C, \quad \forall t \geq t_0,
\]
which implies (2.29) by the relation (2.27). We thus completed the proof of Lemma 2.7. \( \square \)

It is convenient to observe the following result.

**Lemma 2.8.** For any fixed \( q \geq 1 \), we have
\[
\| \kappa'(\theta) \|_q, \| \kappa(\theta) \|_q \leq C, \quad \forall t \geq t_0.
\]
The proof of Lemma 2.8 directly follows from the uniform estimate (2.14) and the assumption (1.7).

With the uniform estimate (2.29) in hand, we are now able to derive the uniform $H^1$-estimate of $\hat{\theta}$ and hence of $\theta$.

**Proposition 2.3.** Under the assumptions of Theorem 1.3, we have
\begin{equation}
\|\nabla \hat{\theta}(t)\|, \|\nabla \theta(t)\| \leq C, \quad \forall \ t \geq t_0 + 1,
\end{equation}
and
\begin{equation}
\int_t^{t+1} \|\Delta \hat{\theta}(s)\|^2 ds \leq C, \quad \forall \ t \geq t_0 + 1.
\end{equation}

**Proof.** Taking the inner product of (2.25) with $-\Delta \hat{\theta}$ in $L^2(\Omega)$ and using the Cauchy-Schwarz inequality and Hölder’s inequality, we find that
\begin{equation}
\frac{1}{2} \frac{d}{dt} \|\nabla \hat{\theta}\|^2 + \kappa \|\Delta \hat{\theta}\|^2 \leq \int_{\Omega} [\|u \cdot \nabla \hat{\theta}\| \|\Delta \hat{\theta}\| + |\kappa(\theta)u_2| \|\Delta \hat{\theta}\| + |\kappa'(\theta)\hat{\theta}_y| \|\Delta \hat{\theta}\|] \, dx \, dy
\end{equation}
\begin{equation}
\leq \frac{2\kappa}{8} \|\Delta \hat{\theta}\|^2 + \frac{2}{\kappa} \|u \cdot \nabla \hat{\theta}\|^2 + \frac{2}{\kappa} \|\kappa(\theta)\| \|\nabla u\|^2 + \|\kappa'(\theta)\| \|\nabla \hat{\theta}\| \|\Delta \hat{\theta}\|.
\end{equation}

We are now dealing with the last three terms in the right-hand side of (2.37) successively. Applying Lemma 2.3 with $f = u$ and $g = \nabla \hat{\theta}$, we obtain that
\begin{equation}
\|u \cdot \nabla \hat{\theta}\|^2 \leq C\|u\|^2 \|\nabla u\|^2 \|\nabla \hat{\theta}\|^2 + \frac{\kappa^2}{16} \|\Delta \hat{\theta}\|^2;
\end{equation}
using Hölder’s inequality and the Sobolev embedding, we have
\begin{equation}
\|\kappa(\theta)u\|^2 \leq \|\kappa(\theta)\|^2 \|u\|^2 \leq C\|\kappa(\theta)\|^2 \|\nabla u\|^2;
\end{equation}
using Ladyzhenskaya’s inequality and Young’s inequality, we find that
\begin{equation}
\|\kappa'(\theta)\| \|\nabla \hat{\theta}\| \|\Delta \hat{\theta}\| \leq C\|\kappa'(\theta)\| \|\nabla \hat{\theta}\|^{1/2} \|\Delta \hat{\theta}\|^{3/2} \leq C\|\kappa'(\theta)\| \|\nabla \hat{\theta}\|^2 + \frac{\kappa}{8} \|\Delta \hat{\theta}\|^2.
\end{equation}

Inserting the three estimates (2.38)-(2.40) into (2.37) yields that
\begin{equation}
\frac{d}{dt} \|\nabla \hat{\theta}\|^2 + \kappa \|\Delta \hat{\theta}\|^2 \leq C(\|u\|^2 \|\nabla u\|^2 + \|\kappa'(\theta)\|^2) \|\nabla \hat{\theta}\|^2 + C\|\kappa(\theta)\|^2 \|\nabla u\|^2.
\end{equation}

We temporarily ignore the second term involving $\Delta \hat{\theta}$ in the left-hand side of (2.41), and we then employ the Uniform Gronwall Lemma 2.6 with $y = \|\nabla \hat{\theta}(t)\|^2$ and utilize the estimates (2.14), (2.21) and Lemmas 2.7-2.8; we find the uniform estimate (2.35) for $\|\nabla \hat{\theta}\|$. Using the third inequality in (2.28), we then obtain the desired uniform estimate (2.35) for $\|\nabla \theta\|$ and hence the absorbing ball for $\theta$ in $H^1(\Omega)$. Now, integrating (2.41) in time on $(t, t+1)$ and using the uniform estimates (2.14),(2.21) and (2.35), we obtain the control (2.36) of the time average for $\|\Delta \theta\|^2$. We thus have completed the proof of Proposition 2.3. \qed

As a consequence of Proposition 2.3, we obtain the control of the time average of $\|\Delta \theta\|^2$.

**Corollary 2.1.** Under the assumptions of Theorem 1.3, we have
\begin{equation}
\int_t^{t+1} \|\kappa(\theta)\| \|\Delta \theta(s)\|^2 ds \leq C, \quad \forall \ t \geq t_0 + 1.
\end{equation}
Proof. Note that, by the definition (2.24) of $\hat{\theta}$, and direct calculations, we have

\begin{equation}
\Delta \hat{\theta} = \kappa(\theta) \Delta \theta + \kappa'(\theta) |\nabla \theta|^2,
\end{equation}

which, with the third identity in (2.27), yields

\begin{equation}
\begin{split}
\|\kappa(\theta) \Delta \theta\|^2 &\leq 2\|\Delta \hat{\theta}\|^2 + 2\|\frac{\kappa'(\theta)}{\kappa(\theta)} |\nabla \hat{\theta}|^2\|^2 \\
&\leq 2\|\Delta \hat{\theta}\|^2 + C\|\nabla \hat{\theta}\|^4 \leq 2\|\Delta \hat{\theta}\|^2 + C\|\nabla \hat{\theta}\|^2 \|\Delta \hat{\theta}\|^2,
\end{split}
\end{equation}

where we used the assumptions (1.8),(1.6) in the second inequality. Hence, the uniform estimate (2.42) then follows from (2.44) and Proposition 2.3.

We now aim to obtain a control of the time average of $\hat{\theta}_t$ and hence of $\theta_t$. Taking the inner product of (2.25) with $\hat{\theta}_t$ in $L^2(\Omega)$ and integrating by parts, we obtain

\begin{equation}
\begin{split}
\frac{1}{2} \frac{d}{dt} \int_\Omega \kappa(\theta)|\nabla \hat{\theta}|^2 dxdy + \|\hat{\theta}_t\|^2 = &\ \frac{1}{2} \int_\Omega \kappa'(\theta) \theta_t |\nabla \hat{\theta}|^2 dxdy - \int_\Omega \mathbf{u} \cdot \nabla \hat{\theta} \cdot \hat{\theta}_t dxdy \\
&+ \int_\Omega \kappa(\theta) u_2 \hat{\theta}_t dxdy - \int_\Omega \kappa'(\theta) \hat{\theta}_y \hat{\theta}_t dxdy \\
= &: I_1 + I_2 + I_3 + I_4.
\end{split}
\end{equation}

The four terms in the right-hand side of (2.45) are estimated as follows. Using assumption (1.8), Hölder’s inequality, Ladyzhenskaya’s inequality, and Young’s inequality, the first term $I_1$ is estimated as:

\begin{equation}
I_1 \leq \frac{1}{2} \int_\Omega \frac{|\kappa'(\theta)|}{\kappa(\theta)} |\hat{\theta}_t| |\nabla \hat{\theta}|^2 dxdy \leq C\|\hat{\theta}_t\| \|\nabla \hat{\theta}\|^2 \leq C\|\nabla \hat{\theta}\|^2 \|\Delta \hat{\theta}\|^2 + \frac{1}{8} \|\hat{\theta}_t\|^2;
\end{equation}

Applying Lemma 2.5 with $f = \mathbf{u}$, $g = \nabla \hat{\theta}$, and $h = \hat{\theta}_t$ yields

\begin{equation}
I_2 \leq \int_\Omega |\mathbf{u}| |\nabla \hat{\theta}| |\hat{\theta}_t| dxdy \leq C\|\mathbf{u}\|^2 \|\nabla \mathbf{u}\|^2 + C\|\nabla \hat{\theta}\|^2 \|\Delta \hat{\theta}\|^2 + \frac{1}{8} \|\hat{\theta}_t\|^2;
\end{equation}

Using Hölder’s inequality, the Sobolev embedding, and Young’s inequality, the last two terms $I_3$ and $I_4$ are estimated as:

\begin{equation}
I_3 \leq \|\kappa(\theta)|u_2| \|\hat{\theta}_t\| \leq C\|\kappa(\theta)|u_2| \|\nabla \mathbf{u}\|^2 + \frac{1}{8} \|\hat{\theta}_t\|^2;
\end{equation}

\begin{equation}
I_4 \leq \|\kappa'(\theta)|u_2| \|\hat{\theta}_y| \|\hat{\theta}_t\| \leq C\|\kappa'(\theta)|u_2| \|\Delta \hat{\theta}\|^2 + \frac{1}{8} \|\hat{\theta}_t\|^2.
\end{equation}

Combining the estimates for $I_1, \cdots, I_4$, we derive from (2.45) that

\begin{equation}
\frac{d}{dt} \|\sqrt{\kappa(\theta)} \nabla \hat{\theta}\|^2 + \|\hat{\theta}_t\|^2 \leq C(\|\nabla \hat{\theta}\|^2 + \|\kappa'(\theta)|u_2| \|\Delta \hat{\theta}\|^2 + (\|\mathbf{u}\|^2 + \|\kappa(\theta)|u_2| \|\nabla \mathbf{u}\|^2).
\end{equation}

We note that, by Hölder’s inequality and the Sobolev embedding:

\begin{equation}
\|\sqrt{\kappa(\theta)} \nabla \hat{\theta}\|^2 \leq \|\sqrt{\kappa(\theta)}|u_2| \|\nabla \hat{\theta}\|^2 \leq C\|\kappa(\theta)|u_2| \|\Delta \hat{\theta}\|^2,
\end{equation}

which, together with Lemma 2.8 and Proposition 2.3, implies that

\begin{equation}
\int_t^{t+1} \|\sqrt{\kappa(\theta)} \nabla \hat{\theta}(s)\|^2 ds \leq C, \quad \forall t \geq t_0 + 1.
\end{equation}
We then apply the Uniform Gronwall Lemma 2.6 with \( y = \| \sqrt{\kappa(\theta)} \nabla \hat{\theta}(t) \|^2 \) and utilize the estimates (2.35), (2.14),(2.21),(2.47) and Lemma 2.8; we arrive at
\[
(2.48) \quad \| \sqrt{\kappa(\theta)} \nabla \hat{\theta} \| \leq C, \quad \forall \, t \geq t_0 + 2.
\]
Integrating (2.46) in time on \((t, t+1)\), we then obtain the control of the time average of \( \hat{\theta}_t \):
\[
(2.49) \quad \int_t^{t+1} \| \hat{\theta}_t(s) \|^2 ds \leq C, \quad \forall \, t \geq t_0 + 2.
\]
We now turn to the uniform estimates of \( u \) in \( H^1(\Omega) \); here we could not mimic the procedure for estimating \( \theta \) in \( H^1(\Omega) \) by defining a new quantity \( \hat{\theta} \) because of the presence of the pressure term in the velocity equation. However, Proposition 2.3 provides us enough regularity for \( \theta \) to show the uniform estimate of \( u \) in \( H^1(\Omega) \).

**Proposition 2.4.** Under the assumptions of Theorem 1.3, we have
\[
(2.50) \quad \| \nabla u(t) \| \leq C, \quad \forall \, t \geq t_0 + 2,
\]
and
\[
(2.51) \quad \int_t^{t+1} \| \Delta u(s) \|^2 ds \leq C, \quad \forall \, t \geq t_0 + 2.
\]

**Proof.** Taking the inner product of (1.4)\(_1\) with \(-\Delta u \) in \( L^2(\Omega) \) yields
\[
\frac{1}{2} \frac{d}{dt} \| \nabla u \|^2 + \int \nu(\theta) |\Delta u|^2 dx dy = -\int \nu'(\theta) \nabla \theta \cdot \nabla u \cdot \Delta u dx dy
\]
\[
+ \int u \cdot \nabla u \cdot \Delta u dx dy - \int \theta e_2 \cdot \Delta u dx dy - \int (1-y) e_2 \cdot \Delta u dx dy,
\]
where the pressure term disappears thanks to the free-slip boundary conditions for \( u \), see (1.11).

With the assumption (1.8) and applying Lemma 2.2 with \( f = \nabla \hat{\theta} \) and \( g = \nabla u \), we find that
\[
(2.53) \quad \int \nu'(\theta) \nabla \theta \cdot \nabla u \cdot \Delta u dx dy \leq \int \frac{|\nu'(\theta)|}{\kappa(\theta)} |\nabla \hat{\theta} \cdot \nabla u \cdot \Delta u| dx dy
\]
\[
\leq C \| \nabla \hat{\theta} \|^2 \| \Delta u \|^2 \| \nabla u \|^2 + \frac{\nu}{8} \| \Delta u \|^2;
\]
applying Lemma 2.2 with \( f = u \) and \( g = \nabla u \) yields
\[
(2.54) \quad \int \theta e_2 \cdot \Delta u dx dy \leq C \| u \|^2 \| \nabla u \|^4 + \frac{\nu}{8} \| \Delta u \|^2;
\]
the last two terms in the right-hand side of (2.52) are easy:
\[
(2.55) \quad \int (1-y) e_2 \cdot \Delta u dx dy \leq C \| \Delta u \| \leq C + \frac{\nu}{8} \| \Delta u \|^2.
\]
By inserting the estimates (2.53)-(2.55) into (2.52), we arrive at

\[
\frac{d}{dt} \|\nabla \mathbf{u}\|^2 + \nu \|\Delta \mathbf{u}\|^2 \leq C + C\|\theta\|^2 + C(\|\nabla \theta\|^2 \|\Delta \theta\|^2 + \|\mathbf{u}\|^2 \|\nabla \mathbf{u}\|^2) \|\nabla \mathbf{u}\|^2.
\]

We temporarily ignore the second term involving $\Delta \mathbf{u}$ in the left-hand side of (2.56), combine the estimates (2.14), (2.21), (2.35), and (2.36), and employ the Uniform Gronwall Lemma 2.6 with $y = \|\nabla \mathbf{u}(t)\|^2$; we obtain the uniform estimate (2.50) for $\|\nabla \mathbf{u}\|$ and hence the absorbing ball for $\mathbf{u}$ in $H^1(\Omega)$. Integrating (2.56) in time on $(t, t+1)$, we then obtain the control (2.51) of the time average of $\|\Delta \mathbf{u}\|^2$. This completes the proof of Proposition 2.4. \hfill \Box

We now aim to obtain a control of the time average of $\|\mathbf{u}_t\|^2$. Taking the inner product of (1.4) with $\mathbf{u}_t$ in $L^2(\Omega)$ yields

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \nu(\theta)\|\nabla \mathbf{u}\|^2 \, dx + \|\mathbf{u}_t\|^2 = \frac{1}{2} \int_\Omega \nu'(\theta)\theta_t \|\nabla \mathbf{u}\|^2 \, dx - \int_\Omega \mathbf{u} \cdot \nabla \mathbf{u} \cdot \mathbf{u}_t \, dx
\]

(2.57)

\[
+ \int_\Omega \theta e_2 \cdot \mathbf{u}_t \, dx + \int_\Omega (1 - \theta) e_2 \cdot \mathbf{u}_t \, dx =: I_1 + I_2 + I_3 + I_4.
\]

With the assumption (1.8) and using Hölder’s inequality and Ladyzhenskaya’s inequality, we estimate the first term $I_1$ in the right-hand side of (2.57) as:

\[
I_1 \leq \frac{1}{2} \int_\Omega |\nu'(\theta)| \theta_t \|\nabla \mathbf{u}\|^2 \, dx \leq \frac{1}{2} \int_\Omega |\nu'(\theta)| \theta_t \|\nabla \mathbf{u}\|^2 \, dx \leq C\|\hat{\theta}_t\| \|\nabla \mathbf{u}\|^2
\]

\[
\leq C\|\hat{\theta}_t\| \|\nabla \mathbf{u}\| \|\Delta \mathbf{u}\| \leq \|\hat{\theta}_t\|^2 + C\|\nabla \mathbf{u}\|^2 \|\Delta \mathbf{u}\|^2;
\]

using Hölder’s inequality and the Sobolev embedding, we estimate $I_2$ as:

\[
I_2 \leq \int_\Omega |\mathbf{u} \cdot \nabla \mathbf{u} \cdot \mathbf{u}_t| \, dx \leq \|\mathbf{u}_t\| \|\mathbf{u}\|_4 \|\nabla \mathbf{u}\|_4 \leq C\|\mathbf{u}_t\| \|\nabla \mathbf{u}\| \|\Delta \mathbf{u}\|
\]

\[
\leq \frac{1}{8}\|\mathbf{u}_t\|^2 + C\|\nabla \mathbf{u}\|^2 \|\Delta \mathbf{u}\|^2;
\]

the last two terms $I_3$ and $I_4$ in the right-hand side of (2.57) are easy:

\[
I_3 \leq \int_\Omega \theta e_2 \cdot \mathbf{u}_t \, dx \leq \|\theta\| \|\mathbf{u}_t\| \leq \frac{1}{8}\|\mathbf{u}_t\|^2 + \|\theta\|^2,
\]

\[
I_4 \leq \int_\Omega (1 - \theta) e_2 \cdot \mathbf{u}_t \, dx \leq \|\mathbf{u}_t\| \leq \frac{1}{8}\|\mathbf{u}_t\|^2 + 2.
\]

By inserting these estimates for $I_1, \cdots, I_4$ into (2.57), we arrive at

\[
\frac{d}{dt} \int_\Omega \nu(\theta)\|\nabla \mathbf{u}\|^2 \, dx + \|\mathbf{u}_t\|^2 \leq 4 + 2\|\theta\|^2 + 2\|\hat{\theta}_t\|^2 + C\|\nabla \mathbf{u}\|^2 \|\Delta \mathbf{u}\|^2.
\]

We apply the Uniform Gronwall Lemma 2.6 with $y = \|\sqrt{\nu(\theta)} \nabla \mathbf{u}\|^2$ and employ the uniform estimates (2.14), (2.20), (2.49), and (2.50)-(2.51); we find

\[
\|\sqrt{\nu(\theta)} \nabla \mathbf{u}\| \leq C, \quad \forall t \geq t_0 + 3.
\]
Integrating (2.58) in time on \((t, t + 1)\), we obtain the control of the time average of \(u_t\):
\[
\int_t^{t+1} \|u_t(s)\|^2 ds \leq C, \quad \forall t \geq t_0 + 3.
\]

2.5. \(H^2\)-estimates. Uniform \(H^2\)-estimates for \((u, \theta)\) can be obtained once we derive uniform \(L^2\)-estimates for \((u_t, \theta_t)\). Actually, we will work with \(\hat{\theta}\) instead \(\theta\); for that reason, we take the time derivative of equations (1.4) and (2.5), and find that
\[
\begin{aligned}
\partial_t u_t - \text{div} (\nu(\theta) \nabla u_t) + u_t \cdot \nabla u_t + \nabla p_t &= \theta t e_2 - u_t \cdot \nabla u + \text{div} (\nu'(\theta) \theta t \nabla u), \\
\partial_t \theta_t - \kappa(\theta) \Delta \theta_t + \kappa'(\theta) \theta_t \Delta \hat{\theta} + u_t \cdot \nabla \theta + u \cdot \nabla \hat{\theta}_t &= \kappa'(\theta) \theta_t u_2 + \kappa(\theta) u_2 \hat{\theta}_t - \kappa'(\theta) \hat{\theta}_t - \kappa''(\theta) \hat{\theta}_y
\end{aligned}
\]

**Proposition 2.5.** Under the assumptions of Theorem 1.3, we have
\[
\|\hat{\theta}_t(t)\|, \|\theta_t(t)\| \leq C, \quad \forall t \geq t_0 + 4,
\]
and
\[
\int_t^{t+1} \|\kappa(\theta) \nabla \hat{\theta}_t(s)\|^2 ds \leq C, \quad \forall t \geq t_0 + 4.
\]

**Proof.** Taking the inner product of (2.61) with \(\hat{\theta}_t\) in \(L^2(\Omega)\) and integrating by parts, we obtain that
\[
\frac{1}{2} \frac{d}{dt} \|\hat{\theta}_t\|^2 + \int_{\Omega} \kappa(\theta) |\nabla \hat{\theta}_t|^2 dx dy = - \int_{\Omega} \kappa'(\theta) \nabla \theta \nabla \hat{\theta}_t dx dy - \int_{\Omega} \kappa'(\theta) \theta_t \Delta \hat{\theta}_t dx dy
\]
\[
- \int_{\Omega} u_t \cdot \nabla \hat{\theta}_t dx dy - \int_{\Omega} u \cdot \nabla \hat{\theta}_t dx dy
\]
\[
+ \int_{\Omega} \kappa'(\theta) \theta_t u_2 \hat{\theta}_t dx dy + \int_{\Omega} \kappa(\theta) u_2 \hat{\theta}_t dx dy
\]
\[
- \int_{\Omega} \kappa'(\theta) \hat{\theta}_t \hat{\theta}_y dx dy - \int_{\Omega} \kappa''(\theta) \hat{\theta}_t \hat{\theta}_y dx dy
\]
\[
= I_1 + \cdots + I_8.
\]

With the assumption (1.8) and applying Lemma 2.2 with \(f = \nabla \hat{\theta}\) and \(g = \hat{\theta}_t\), we find that
\[
I_1 \leq \int_{\Omega} \left| \frac{\kappa'(\theta)}{\kappa(\theta)} \nabla \hat{\theta} \cdot \nabla \hat{\theta}_t \right| dx dy \leq C \|\nabla \hat{\theta}\|^2 \|\Delta \hat{\theta}\|^2 \|\hat{\theta}_t\|^2 + \frac{\kappa}{16} \|\nabla \hat{\theta}_t\|^2.
\]

With the assumption (1.8) and using Hölder’s inequality, Ladyzhenskaya’s inequality, and Young’s inequality, we estimate \(I_2\) and \(I_3\) as follows:
\[
I_2 \leq \int_{\Omega} \left| \frac{\kappa'(\theta)}{\kappa(\theta)} \right| \|\hat{\theta}_t\| \|\Delta \hat{\theta}\| dx dy \leq C \|\Delta \hat{\theta}\|\|\hat{\theta}_t\|_4^2
\]
\[
\leq C \|\Delta \hat{\theta}\|\|\hat{\theta}_t\| \leq C \|\Delta \hat{\theta}\|\|\hat{\theta}_t\|_4 + \frac{\kappa}{16} \|\nabla \hat{\theta}_t\|^2;
\]
\[
I_3 \leq \|u_t\| \|\nabla \hat{\theta}\|_4 \|\hat{\theta}_t\|_4 \leq C \|u_t\| \|\nabla \hat{\theta}\|^{1/2} \|\Delta \hat{\theta}\|^{1/2} \|\hat{\theta}_t\|_4 \|\nabla \hat{\theta}_t\|^{1/2} \|\nabla \hat{\theta}_t\|^{1/2}
\]
\[
\leq \|u_t\|^2 + C \|\nabla \hat{\theta}\|^2 \|\Delta \hat{\theta}\|\|\hat{\theta}_t\|_4^2 + \frac{\kappa}{16} \|\nabla \hat{\theta}_t\|^2;
\]
by Green’s formula, we have

\[ I_4 = 0; \]

with the assumption (1.8), we estimate \( I_5 \) as

\[ I_5 \leq \int_{\Omega} \frac{|\kappa'(\theta)|}{\kappa(\theta)} |\hat{\theta}_t|^2 |u_2| dxdy \leq C \|u_2\| \|\hat{\theta}_t\|^2 \]

\[ \leq C \|u\| \|\hat{\theta}_t\| \|\nabla \hat{\theta}_t\| \leq C \|u\|^2 \|\hat{\theta}_t\|^2 + \frac{K}{16} \|\nabla \hat{\theta}_t\|^2; \]

by Hölder’s inequality and the Sobolev embedding, we have

\[ I_6 \leq \|\kappa(\theta)\|_4 \|u_2\| \|\hat{\theta}_t\|_4 \leq C \|\kappa(\theta)\|_4 \|u_2\| \|\nabla \hat{\theta}_t\| \]

\[ \leq C \|\kappa(\theta)\|_4^2 \|u_2\|^2 + \frac{K}{16} \|\nabla \hat{\theta}_t\|^2; \]

by the Cauchy-Schwarz inequality and Young’s inequality, we have

\[ I_7 \leq \|\kappa'(\theta)\| \|\hat{\theta}_{t,y}\| \leq C \|\kappa'(\theta)\|^2 + \frac{K}{16} \|\nabla \hat{\theta}_t\|^2; \]

by the assumption (1.8) and the Cauchy-Schwarz inequality, we have

\[ I_8 \leq \int_{\Omega} \frac{1}{\kappa(\theta)} |\hat{\theta}_t \hat{\theta}_y| dxdy \leq C \|\hat{\theta}_t\| \|\hat{\theta}_y\| \leq C \|\nabla \hat{\theta}_t\|^2 + \|\hat{\theta}_t\|^2. \]

Combining all the estimates for \( I_1, \cdots, I_8 \), we infer from (2.64) that

\[ \frac{d}{dt} \|\hat{\theta}_t\|^2 + \|\sqrt{\kappa(\theta)} \nabla \hat{\theta}_t\|^2 \leq C (\|\nabla \hat{\theta}_t\|^2 \|\Delta \hat{\theta}_t\|^2 + \|\Delta \hat{\theta}_t\|^2 + \|u\|^2 + 1) \|\hat{\theta}_t\|^2 \]

\[ + C [(1 + \|\kappa(\theta)\|_4^2)] \|u_2\|^2 + \|\nabla \hat{\theta}_t\|^2 + \|\kappa'(\theta)\|^2. \]

We then apply the Uniform Gronwall Lemma 2.6 with \( y = \|\hat{\theta}_t(t)\|^2 \) and employ the uniform estimates (2.60),(2.49), Propositions 2.2-2.3, and Lemma 2.8; we arrive at the uniform estimate (2.62). Finally, integrating (2.65) in time on \((t, t + 1)\) readily yields (2.63). We thus have completed the proof of Proposition 2.5. \( \square \)

**Proposition 2.6.** Under the assumptions of Theorem 1.3, we have

\[ \|u_t\| \leq C, \quad \forall t \geq t_0 + 5, \]

and

\[ \int_t^{t+1} \|\nabla u_t(s)\|^2 ds \leq C, \quad \forall t \geq t_0 + 5. \]

**Proof.** Taking the inner product of (2.61)_1 with \( u_t \) in \( L^2(\Omega) \) and integrating by parts, we obtain

\[ \frac{1}{2} \frac{d}{dt} \|u_t\|^2 + \int_{\Omega} \nu(\theta) |\nabla u_t|^2 dxdy \leq \int_{\Omega} |\nu'(\theta)| \theta_t |\nabla u| |\nabla u_t| dxdy + \int_{\Omega} |\nabla u| |u_t|^2 dxdy \]

\[ + \int_{\Omega} |\theta_t| |u_t| dxdy =: I_1 + I_2 + I_3. \]
Using Young’s inequality and Lemma 2.1, we estimate each term in the right-hand side of (2.68) as follows. With the assumption (1.8) and applying Lemma 2.5 with \( f = \hat{o}_t, g = \nabla u, \) and \( h = \nabla u_t, \) we estimate \( I_1 \) as

\[
I_1 \leq \int_\Omega \left[ \frac{\nu'(\theta)}{\kappa(\theta)} |\hat{o}_t| |\nabla u| |\nabla u_t| \right] dx dy \leq C \int_\Omega |\hat{o}_t| |\nabla u| |\nabla u_t| dx dy
\]

\[
\leq C \|\hat{o}_t\|^2 \|\nabla \hat{o}_t\|^2 + C \|\nabla u\|^2 \|\Delta u\|^2 + \frac{\nu'}{8} \|\nabla u_t\|^2;
\]

using Hölder’s inequality and Young’s inequality, we estimate \( I_2 \) and \( I_3 \) as

\[
I_2 \leq \|\nabla u\|^2 \|u_t\|^3 \leq C \|\nabla u\|^2 \|u_t\|^2 \leq C \|\nabla u\|^2 \|u_t\|^2 + \frac{\nu'}{8} \|\nabla u_t\|^2,
\]

\[
I_3 = \int_\Omega |\theta_t| |u_t| dx dy \leq \frac{1}{2} \|\theta_t\|^2 + \frac{1}{2} \|u_t\|^2.
\]

Combining all these estimates for \( I_1, I_2 \) and \( I_3, \) it then follows from (2.68) that

\[
(2.69) \quad \frac{d}{dt} \|u_t\|^2 + \nu \|\nabla u_t\|^2 \leq C \|\hat{o}_t\|^2 \|\nabla \hat{o}_t\|^2 + \|\theta_t\|^2 + C \|\nabla u\|^2 \|\Delta u\|^2 + C \left( 1 + \|\nabla u\|^2 \right) \|u_t\|^2.
\]

Applying then the Uniform Gronwall Lemma 2.6 with \( y = \|u_t\|^2 \) and employing Propositions 2.3-2.5 and the uniform estimates (2.60), we obtain the uniform estimate (2.66). As before, integrating (2.69) in time on \((t, t + 1)\) yields (2.67). We thus completed the proof of Proposition 2.6.

We are now ready to derive the uniform estimate for \( \theta \) in \( H^2(\Omega). \)

**Proposition 2.7.** Under the assumptions of Theorem 1.3, we have

\[
(2.70) \quad \|\Delta \hat{o}(t)\|, \|\Delta \theta(t)\| \leq C, \quad \forall t \geq t_0 + 5.
\]

**Proof.** We infer from equation (2.25) that

\[
(2.71) \quad \|\Delta \hat{o}\| \leq \|\hat{o}_t\| + \|u \cdot \nabla \hat{o}\| + \|\kappa(\theta) u_2\| + \|\kappa'(\theta) \hat{o}_y\|.
\]

The last three terms in the right-hand side of (2.71) can be estimated as follows:

\[
\|u \cdot \nabla \hat{o}\| \leq \|u\|_4 \|\nabla \hat{o}\|_4 \leq C \|\nabla u\| \|\nabla \hat{o}\|^{1/2} \|\Delta \hat{o}\|^{1/2} \leq C \|\nabla u\|^2 \|\nabla \hat{o}\| + \frac{\nu}{8} \|\Delta \hat{o}\|;
\]

\[
\|\kappa(\theta) u_2\| \leq \|\kappa(\theta)\|_4 \|u_2\|_4 \leq \|\kappa(\theta)\|_4 \|\nabla u\|;
\]

\[
\|\kappa'(\theta) \hat{o}_y\| \leq \|\kappa'(\theta)\|_4 \|\hat{o}_y\|_4 \leq C \|\kappa'(\theta)\|^2 \|\nabla \hat{o}\| + \frac{\nu}{8} \|\Delta \hat{o}\|.
\]

By inserting these estimates into (2.71) and using the uniform estimates (2.62),(2.35),(2.50) and Lemma 2.8, we conclude that (2.70) is valid for \( \Delta \hat{o}. \) We then infer from the inequality (2.44) that (2.70) is also valid for \( \Delta \theta, \) which gives us the desired uniform estimates of \( \|\theta\|_{H^2} \) and the absorbing ball of \( \theta \) in \( H^2(\Omega). \)

As a consequence of Proposition 2.7 and the Sobolev embedding \( H^2(\Omega) \hookrightarrow L^\infty(\Omega), \) we obtain that

\[
(2.72) \quad \|\theta(t)\|_\infty, \|\hat{o}(t)\|_\infty \leq C, \quad \forall t \geq t_0 + 5,
\]

□
which implies that
\begin{align}
\nu \leq \nu(\theta) \leq \tilde{\nu}, \quad \kappa \leq \kappa(\theta) \leq \tilde{\kappa}, \quad \forall t \geq t_0 + 5,
\end{align}
\begin{align}
|\nu'(\theta)|, |\kappa'(\theta)| \leq C, \quad \forall t \geq t_0 + 5,
\end{align}
for some constants \(\tilde{\nu}, \tilde{\kappa} > 0\), independent of the time \(t\) and initial data \(u_0\) and \(\theta_0\).

We are now going to utilize the regularity results for Stokes system (see e.g. [Tem01, Chapter I]) to obtain a uniform estimate of \(\|u\|_{H^2}\).

**Proposition 2.8.** Under the assumptions of Theorem 1.3, we have
\[\|u(t)\|_{H^2} \leq C, \quad \forall t \geq t_0 + 5.\]

**Proof.** We first need to establish some uniform estimates on the pressure term \(p\) and for that reason, we rewrite (1.4)\(_{1,2}\) as
\begin{align}
\begin{cases}
-\text{div}(\nu(\theta)\nabla u) + \nabla p = f := u_t - u \cdot \nabla u + \theta e_2 + (1 - y)e_2, \quad e_2 = (0, 1), \\
\text{div } u = 0.
\end{cases}
\end{align}

For \(f \in H^{-1}(\Omega)\) and \(\theta\) and \(\nu(\theta)\) satisfying (2.72) and (2.73), the Lax-Milgram theorem and the Helmholtz decomposition ensure that there exists a unique solution \((u, p) \in H^1_0(\Omega) \times L^2(\Omega)/\mathbb{R}\) to the system (2.74) such that
\begin{align}
\|u\|_{H^1} + \|p\|_{L^2(\Omega)/\mathbb{R}} \leq C(\nu, \tilde{\nu}, \Omega) \|f\|_{H^{-1}},
\end{align}
where the space \(L^2(\Omega)/\mathbb{R}\) is isomorphic to the subspace of \(L^2(\Omega)\) orthogonal to the constants:
\[L^2(\Omega)/\mathbb{R} = \left\{ p \in L^2(\Omega), \int_{\Omega} p(x, y)dx dy = 0 \right\}.\]

We note that \(u \cdot \nabla u = (u_1u)_x + (u_2u)_y\) since \(u\) is divergence-free (see (2.74)\(_2\)). Therefore, for the \(f\) in (2.74), we have
\begin{align}
\|f\|_{H^{-1}} \leq \|u_t\|_{H^{-1}} + \|(u_1u)_x + (u_2u)_y\|_{H^{-1}} + \|\theta\|_{H^{-1}} + \|(1 - y)\|_{H^{-1}}
\leq \|u_t\| + \|u\|^2 + \|\theta\| + \|(1 - y)\| \leq \|u_t\| + \|u\|^2 - \|\nabla u\| + \|\theta\| + 1.
\end{align}

With the uniform estimates (2.14), (2.50), (2.66), we infer from (2.75)-(2.76) that
\begin{align}
\|p\|_{L^2(\Omega)/\mathbb{R}} \leq C, \quad \forall t \geq t_0 + 5.
\end{align}

In order to use the regularity results for the Stokes system, we rewrite (1.4)\(_{1,2}\) as
\begin{align}
-\Delta u + \nabla \tilde{p} = f := -\frac{\nu(\theta)}{\nu(\theta)}p\nabla \theta + \frac{\nu(\theta)}{\nu(\theta)}\nabla \theta \nabla u - \frac{1}{\nu(\theta)}u \cdot \nabla u
\end{align}
\begin{align}
- \frac{1}{\nu(\theta)}u_t + \frac{1}{\nu(\theta)}\theta e_2 + \frac{1}{\nu(\theta)}(1 - y)e_2,
\end{align}
\begin{align}
\text{div } u = 0,
\end{align}
where
\[\tilde{p} = \frac{p}{\nu(\theta)}.
\]

Applying [Tem01, Chapter I, Proposition 2.2] to (2.78), we obtain that
\begin{align}
\|u\|^2_{H^2} + \|\tilde{p}\|^2_{H^1} \leq \|f\|^2.
\end{align}
We remark that the results in [Tem01, Chapter I, Proposition 2.2] concern the case of Dirichlet boundary conditions in a smooth domain, but can be also applied to a periodic channel domain with free-slip boundary conditions and the proofs are easier. This also gives us the absorbing ball of $u$.

By (2.73) and Lemma 2.3 with $f = \nabla \theta$ and $g = \tilde{p}$, we have

$$\frac{\nu'(\theta)}{\nu(\theta)} \bar{p} \nabla \theta^2 \leq C \| \bar{p} \nabla \theta^2 \leq C \| \bar{p} \|_{H^1} \| \nabla \theta \|^2_{H^1} + \frac{1}{4} \| \bar{p} \|^2_{H^1},$$

(2.80)

By (2.73) and Lemma 2.3 with $f = \nabla \theta$ and $g = \nabla u$, we have

$$\frac{\nu'(\theta)}{\nu(\theta)} \nabla \theta \nabla u^2 \leq C \| \nabla \theta \nabla u \|^2 \leq C \| \nabla \theta \|^2 \| \nabla \theta \|^2_{H^1} \| \nabla u \|^2 + \frac{1}{4} \| \nabla u \|^2_{H^1}.$$  
(2.81)

By (2.73) and Lemma 2.3 with $f = u$ and $g = \nabla u$, we have

$$\frac{1}{\nu(\theta)} u \cdot \nabla u^2 \leq C \| u \cdot \nabla u \| \leq C \| u \|^2 \| \nabla u \|^2 + \frac{1}{4} \| \nabla u \|^2_{H^1}.$$  
(2.82)

By (2.73), we have

$$\frac{1}{\nu(\theta)} u_t^2 + \frac{1}{\nu(\theta)} \theta e_2^2 + \frac{1}{\nu(\theta)} (1 - y) e_2^2 \leq C (\| u_t \|^2 + \| \theta \|^2 + 1).$$  
(2.83)

Combining all the estimates (2.80)-(2.83), we infer from (2.79) that

$$\| u \|^2_{H^2} + \| \bar{p} \|^2_{H^1} \leq C (1 + \| u \|^2 + \| \Delta \theta \|^2 ||p||^2 + \| u \|^2 || \nabla u \|^4 + \| \nabla \theta \|^2 || \nabla u \|^2).$$  
(2.84)

Now, since all the terms in the right-hand side of (2.84) are uniformly bounded by Propositions 2.4, 2.6-2.7 and estimate (2.77), we then conclude that

$$\| u(t) \|_{H^2}, \| \bar{p} \|_{H^1} \leq C, \forall t \geq t_0 + 5.$$  
(2.85)

This also gives us the absorbing ball of $u$ in $H^2(\Omega)$. We thus completed the proof of Proposition 2.7.

We now present an auxiliary lemma which is useful for obtaining the control of the time average of $\| (u, \bar{\theta}) \|^2_{H^3}$.

**Lemma 2.9.** Let $\chi(\tau)$ be a $C^1$-function in $\mathbb{R}$, $g \in H^1(\Omega)$, and $\theta$ satisfies (2.72). Then

$$\| \chi(\theta) g \|^2_{H^1} \leq C (\| \Delta \theta \|^2 + 1) ||g||^2_{H^1}.$$  
(2.86)

**Proof.** By (2.73)_1 and the Sobolev embedding, we find that

$$\| \chi(\theta) g \|^2_{H^1} \leq || \chi(\theta) g \|^2 + || \chi(\theta) \nabla g \|^2 + || \chi'(\theta) (\nabla \theta) g \|^2 \leq C || g ||^2 + C || \nabla g ||^2 + C || \nabla \theta ||^4 || g ||^2 \leq C (\| \Delta \theta \|^2 + 1) ||g||^2_{H^1}.$$  
(2.86)

This proves (2.86). \(\square\)

We now utilize the classical elliptic regularity theory to obtain the control of the time average of $\| \bar{\theta} \|^2_{H^3}$.
Proposition 2.9. Under the assumptions of Theorem 1.3, we have
\begin{equation}
\int_t^{t+1} \|\hat{\theta}(s)\|_{H^3}^2 \, ds, \int_t^{t+1} \|\theta(s)\|_{H^3}^2 \, ds \leq C, \quad \forall \, t \geq t_0 + 5.
\end{equation}

Proof. We first rewrite (2.25) as
\begin{equation}
\begin{cases}
\Delta \hat{\theta} = \kappa(\theta)^{-1}(\hat{\theta}_t + u \cdot \nabla \hat{\theta} - \kappa(\theta)u_2 + \kappa'(\theta)\hat{\theta}_y), \\
\hat{\theta} = 0, \quad \text{on } \partial \Omega.
\end{cases}
\end{equation}

Therefore, we find that
\begin{equation}
\|\hat{\theta}\|_{H^3}^2 \leq C(\|\kappa(\theta)^{-1}\hat{\theta}_t\|_H^2 + \|\kappa(\theta)^{-1}u \cdot \nabla \hat{\theta}\|_H^2 + \|u_2\|_H^2 + \|\kappa'(\theta)/\kappa(\theta)\hat{\theta}_y\|_H^2).
\end{equation}

We remark that we do not find an exact reference for the $H^3$ regularity for the Laplace operator in the channel domain and we sketch the proof of (2.88) here. First, we find a smooth domain $\tilde{\Omega}$ such that
\begin{equation}
(-1, 2) \times (0, 1)_y \subset \tilde{\Omega} \subset (-2, 3) \times (0, 1)_y,
\end{equation}
and choose a mollifier $\varphi$ with compact support contained in $\tilde{\Omega}$ and equal to 1 on $[0, 1] \times [0, 1]$. Then applying the elliptic regularity result (see e.g. [Eva98]) to the function $\Delta(\varphi \hat{\theta})$ with domain $\tilde{\Omega}$ will yield (2.88).

We now need to estimate the right-hand side of (2.88). As a preliminary, by the Sobolev embedding, we have
\begin{equation}
\|\nabla (u \cdot \nabla \hat{\theta})\| \leq \|\nabla u \cdot \nabla \hat{\theta}\| + \|u \cdot \nabla (\nabla \hat{\theta})\|
\leq \|\nabla u\|_4 \|\nabla \hat{\theta}\|_4 + \|u\|_{\infty} \|\Delta \hat{\theta}\|
\leq C\|u\|_{H^2} \|\Delta \hat{\theta}\|.
\end{equation}

We estimate each term in the right-hand side of (2.88) as follows.

By Lemma 2.9, we have
\begin{equation}
\|\kappa(\theta)^{-1}\hat{\theta}_t\|_H^2 \leq C(\|\Delta \theta\|_H^2 + 1)\|\hat{\theta}_t\|_H^2 \leq C(\|\Delta \theta\|_H^2 + 1)(\|\nabla \hat{\theta}\|_H^2 + \|\dot{\theta}_t\|_H^2);
\end{equation}

By Lemma 2.9 and the Sobolev embedding, we have
\begin{equation}
\|\kappa(\theta)^{-1}u \cdot \nabla \hat{\theta}\|_H^2 \leq C(\|\Delta \theta\|_H^2 + 1)\|u \cdot \nabla \hat{\theta}\|_H^2 \leq C(\|\Delta \theta\|_H^2 + 1)\|u\|_{H^2}^2 \|\Delta \hat{\theta}\|^2,
\end{equation}

where we have used (2.89); obviously, we have
\begin{equation}
\|u_2\|_{H^1}^2 \leq \|u\|_{H^1}^2.
\end{equation}

By Lemma 2.9,
\begin{equation}
\|\kappa'(\theta)/\kappa(\theta)\hat{\theta}_y\|_H^2 \leq C(\|\Delta \theta\|_H^2 + 1)\|\hat{\theta}_y\|_H^2 \leq C(\|\Delta \theta\|_H^2 + 1)\|\Delta \hat{\theta}\|^2.
\end{equation}

Combining all the estimates (2.90)-(2.93), we infer from (2.88) that
\begin{equation}
\|\hat{\theta}\|_{H^3}^2 \leq C(\|\Delta \theta\|_H^2 + 1)(\|\Delta \hat{\theta}\|_H^2 + \|u\|_{H^2}^2 \|\Delta \hat{\theta}\|^2 + \|\dot{\theta}_t\|_H^2 + \|\nabla \hat{\theta}\|_H^2) + C\|u\|_{H^1}^2,
\end{equation}
which, together with Propositions 2.5, 2.7-2.8, implies that (2.87) is valid for \( \hat{\theta} \).

In order to show that (2.87) is valid for \( \theta \), we utilize (2.43) and the third identity in (2.27) to obtain

\[
\| \Delta \theta \|^2_{H^1} \leq 2 \| \kappa^{-1}(\theta) \Delta \hat{\theta} \|^2_{H^1} + 2 \| \frac{\kappa'(\theta)}{\kappa^2(\theta)} |\nabla \hat{\theta}|^2 \|^2_{H^1},
\]

which, together with Lemma 2.9 and the Sobolev embedding, implies that

\[
\| \Delta \theta \|^2_{H^1} \leq C(\| \Delta \theta \|^2 + 1)(\| \Delta \hat{\theta} \|^2_{H^1} + \| |\nabla \hat{\theta}|^2 \|^2_{H^1})
\]

\[
\leq C(\| \Delta \theta \|^2 + 1)(\| \Delta \hat{\theta} \|^2_{H^1} + \| \Delta \hat{\theta} \|_{H^1}^2 + \| \Delta \hat{\theta} \| \Delta \hat{\theta} \|^2_{H^1}).
\]

Then, with Proposition 2.7 and (2.87) for \( \hat{\theta} \), we infer from (2.95) that (2.87) is also valid for \( \theta \). This completes the proof of Proposition 2.9.

\[\square\]

**Proposition 2.10.** Under the assumptions of Theorem 1.3, we have

\[
\int_{t}^{t+1} \left( \| u(s) \|^2_{H^3} + \| \tilde{p}(s) \|^2_{H^2} \right) ds \leq C, \quad \forall t \geq t_0 + 5.
\]

**Proof.** In order to find the control of the time average of \( \| u \|^2_{H^3} \), we employ the regularity results for Stokes system (2.78) (see [Tem01]) and obtain that

\[
\| u \|^2_{H^3} + \| \tilde{p} \|^2_{H^2} \leq \| f \|^2_{H^1},
\]

where \( f \) is that in (2.78). We now need to estimate \( \| f \|_{H^1} \). We first recall that

\[
\| \theta \|_{H^2}, \| \hat{\theta} \|_{H^2}, \| u \|_{H^2}, \| \tilde{p} \|_{H^1} \leq C, \quad \forall t \geq t_0 + 5,
\]

and similar to (2.89), we also have

\[
\| \nabla(u \cdot \nabla u) \| \leq C \| u \|_{H^2} \| \Delta u \| \leq C \| u \|^2_{H^2}.
\]

The estimates (2.100)-(2.103) below are valid only for \( t \geq t_0 + 5 \) since we employed the uniform bounds (2.98).

By Lemma 2.9 and Lemma 2.4, we have

\[
\| \frac{\nu'(\theta)}{\nu(\theta)} \tilde{p} \nabla \theta \|^2_{H^1} = \| \frac{\nu'(\theta)}{\nu(\theta) \kappa(\theta)} \tilde{p} \nabla \hat{\theta} \|^2_{H^1} \leq C(\| \Delta \theta \|^2 + 1) \| \tilde{p} \nabla \hat{\theta} \|^2_{H^1}
\]

\[
\leq C \| \tilde{p} \|^2_{H^1} \| \nabla \hat{\theta} \|^2_{H^1} (1 + \| \tilde{p} \|^2_{H^1} + \| \nabla \hat{\theta} \|^2_{H^1}) + \epsilon(\| \tilde{p} \|^2_{H^2} + \| \nabla \hat{\theta} \|^2_{H^2})
\]

\[
\leq C(C + \epsilon(\| \tilde{p} \|^2_{H^2} + \| \nabla \hat{\theta} \|^2_{H^2})).
\]

By Lemma 2.9 and Lemma 2.4, we have

\[
\| \frac{\nu'(\theta)}{\nu(\theta)} \nabla \theta \nabla u \|^2_{H^1} = \| \frac{\nu'(\theta)}{\nu(\theta) \kappa(\theta)} \nabla \hat{\theta} \nabla u \|^2_{H^1} \leq C(\| \Delta \theta \|^2 + 1) \| \nabla \hat{\theta} \nabla u \|^2_{H^1}
\]

\[
\leq C \| \nabla \hat{\theta} \|^2_{H^1} \| \nabla u \|^2_{H^1} (1 + \| \nabla \hat{\theta} \|^2_{H^1} + \| \nabla u \|^2_{H^1}) + \epsilon(\| \nabla \hat{\theta} \|^2_{H^2} + \| \nabla u \|^2_{H^2})
\]

\[
\leq C(C + \epsilon(\| \nabla \hat{\theta} \|^2_{H^2} + \| \nabla u \|^2_{H^2})).
\]
By Lemma 2.9, the Sobolev embedding, and (2.99), we have
\[
\begin{aligned}
\frac{1}{\nu(\theta)}\|u \cdot \nabla u\|_{H^1}^2 &\leq C(\|\Delta \theta\|_2^2 + 1)\|u \cdot \nabla u\|_{H^1}^2 \\
&\leq C\|\nabla (u \cdot \nabla u)\|^2 \leq C\|u\|^2_{H^2} \leq C.
\end{aligned}
\]
(2.102)

By Lemma 2.9, we have
\[
\begin{aligned}
\frac{1}{\nu(\theta)}\|u_t\|_{H^1}^2 + \frac{1}{\nu(\theta)}\theta e_2 &\leq C(\|\Delta \theta\|_2^2 + 1)(\|u_t\|_{H^1}^2 + \|\theta\|_{H^1}^2 + \|1 - y\|_{H^1}^2) \\
&\leq C(\|\Delta \theta\|_2^2 + 1)(\|u_t\|_2^2 + \|\nabla u_t\|_2^2 + \|\theta\|_{H^1}^2 + 2) \\
&\leq C(1 + \|\nabla u_t\|^2).
\end{aligned}
\]
(2.103)

Therefore, combining the estimates (2.100)-(2.103) and choosing \( \epsilon \) small enough, we find from (2.97) that
\[
\|u\|^2_{H^3} + \|\hat{p}\|^2_{H^2} \leq C + C\|\nabla u_t\|^2 + \|\hat{\theta}\|^2_{H^3}, \quad \forall t \geq t_0 + 5.
\]
(2.104)

which implies (2.96) by Propositions 2.6, 2.9. This completes the proof of Proposition 2.10.

\[\square\]

3. Continuity with respect to the initial data

The existence of global strong solutions for the Boussinesq system (1.4)-(1.5) follows from the uniform estimates proved in Section 2. In order to finish proving Theorem 1.2, we are left to show the uniqueness and continuity of the strong solutions. The continuity of the strong solutions will be proved in Section 4 and in this section, we are going to prove the uniqueness of the strong solutions. Note that all the estimates above are valid on any interval \([0, t_1]\). The fact that they are stated for \( t \geq t_0 + 5 \) was meant to get bounds independent of the initial data to obtain the corresponding absorbing sets.

In this section, we will show that for any fixed \( t > 0 \), the mapping
\[
(3.1) \quad (u_0, \theta_0) = (u(0), \theta(0)) \mapsto (u(t), \theta(t))
\]
is Lipschitz continuous from \( H^2(\Omega) \) into itself for all strong solutions. Suppose that for \( i = 1, 2 \), \((u^{(i)}, p^{(i)}, \theta^{(i)})\) are two strong solutions to the Boussinesq system (1.4)-(1.5), with initial data \((u_0^{(i)}, \theta_0^{(i)})\) belonging to \( H_0^1(\Omega) \cap H^2(\Omega) \). Let
\[
(3.2) \quad v = u^{(1)} - u^{(2)}, \quad \eta = \theta^{(1)} - \theta^{(2)}, \quad p = p^{(1)} - p^{(2)}.
\]
Then we have the following equations for \( v \) and \( \eta \):
\[
(3.3) \quad \begin{cases}
\partial_t v - \text{div} (\nu(\theta^{(1)})\nabla v) + u^{(1)} \cdot \nabla v + \nabla p = -\text{div} ((\nu(\theta^{(2)}) - \nu(\theta^{(1)}))\nabla u^{(2)}) - v \cdot \nabla u^{(2)} + \eta e_2, \\
\text{div} v = 0, \\
\partial_t \eta - \text{div} (\kappa(\theta^{(1)})\nabla \eta) + u^{(1)} \cdot \nabla \eta - \nu_2 \eta = -\text{div} ((\kappa(\theta^{(2)}) - \kappa(\theta^{(1)}))\nabla \theta^{(2)}) - v \cdot \nabla \theta^{(2)} - \kappa'(\theta^{(1)})\theta_y^{(1)} + \kappa'(\theta^{(2)})\theta_y^{(2)},
\end{cases}
\]
which, by expanding the divergence terms in the left-hand sides of the equations, is equivalent to:

\[
\begin{aligned}
\partial_t v - \nu(\theta^{(1)}) \Delta v - \nu'(\theta^{(1)}) \nabla \theta^{(1)} \cdot \nabla v + u^{(1)} \cdot \nabla v + \nabla p \\
&= -\text{div}\left(\left(\nu(\theta^{(2)}) - \nu(\theta^{(1)})\right) \nabla u^{(2)}\right) - v \cdot \nabla u^{(2)} + \eta e_2,
\end{aligned}
\]

(3.4)

\[
\begin{aligned}
\text{div } v &= 0, \\
\partial_t \eta - \kappa(\theta^{(1)}) \Delta \eta - \kappa'(\theta^{(1)}) \nabla \theta^{(1)} \cdot \nabla \eta + u^{(1)} \cdot \nabla \eta - v_2 \\
&= -\text{div}\left(\left(\kappa(\theta^{(2)}) - \kappa(\theta^{(1)})\right) \nabla \theta^{(2)}\right) - v \cdot \nabla \theta^{(2)} \\
&\quad - \kappa'(\theta^{(1)}) \theta_y^{(1)} + \kappa'(\theta^{(2)}) \theta_y^{(2)}.
\end{aligned}
\]

We first show that the mapping (3.1) is Lipschitz continuous in the space $H^1_0(\Omega)$ and then extend the result to the space $H^2(\Omega)$. In this section, we denote by

\[
Q := Q\left(\|u_0^{(1)}\|_{H^2}, \|u_0^{(2)}\|_{H^2}, \|\theta_0^{(1)}\|_{H^2}, \|\theta_0^{(2)}\|_{H^2}\right)
\]

a positive constant which depends in an increasing manner on the $H^2$-norms of the initial data $u_0^{(i)}$ and $\theta_0^{(i)}$ ($i = 1, 2$), but is independent of time $t$, and the constant $Q$ may vary from line to line. By the global well-posedness result (Theorem 1.2), we have

(3.5) \[\|u^{(i)}(t)\|_{H^2}, \|u_t^{(i)}(t), \theta_t^{(i)}(t)\|_{L^2}, \|p^{(i)}(t)\|_{H^1} \leq Q, \quad \forall i = 1, 2, \quad \forall t \geq 0.\]

By (3.5), we also have

(3.6) \[\|v(t), \eta(t)\|_{H^2}, \|v_t(t), \eta_t(t)\|, \|p(t)\|_{H^1} \leq Q, \quad \forall t \geq 0.\]

By Remark 2.1 and the Sobolev embedding, we also have

(3.7) \[\|\theta^{(i)}\|_{L^\infty((0,t_1) \times \Omega)} \leq Q, \quad \forall i = 1, 2, \quad \forall t_1 > 0.\]

In the remaining of this section, we should bear in mind the estimates (3.5)-(3.7) which will be used frequently without referring to them.

### 3.1. Continuity in $H^1_0(\Omega)$

We are now going to establish the Lipschitz continuous result for the mapping (3.1) from $H^2(\Omega)$ to $H^1_0(\Omega)$. Taking the inner product of (3.4)$_{1, 3}$ with $(-\Delta v, -\Delta \eta)$ in $L^2(\Omega)$ yields

\[
\frac{1}{2} \frac{d}{dt} \|\nabla v\|^2 + \int_{\Omega} \nu(\theta^{(1)}) |\Delta v|^2 \, dx \, dy = \int_{\Omega} \text{div}\left(\left(\nu(\theta^{(2)}) - \nu(\theta^{(1)})\right) \nabla u^{(2)}\right) \cdot \Delta v \, dx \, dy \\
+ \int_{\Omega} v \cdot \nabla u^{(2)} \cdot \Delta v \, dx \, dy + \int_{\Omega} u^{(1)} \cdot \nabla v \cdot \Delta v \, dx \, dy \\
- \int_{\Omega} \nu'(\theta^{(1)}) \nabla \theta^{(1)} \cdot \nabla v \cdot \Delta v \, dx \, dy - \int_{\Omega} \eta e_2 \cdot \Delta v \, dx \, dy
\]

(3.8) \[=: I_1 + I_2 + I_3 + I_4 + I_5.\]
Proof. We also provide two useful lemmas.

**Lemma 3.1.** Let \( \chi(\tau) \in C^2(\mathbb{R}) \), \( g \in H_0^1(\Omega) \cap H^2(\Omega) \), and \( \theta(1), \theta(2) \) be those in (3.2). Then

\[
\| \nabla g \|_{L^2} \leq Q \| \eta \|_{L^2} \| \Delta g \|_{L^2} + Q \| \nabla g \|_{L^2} \| \Delta g \|_{L^2},
\]

where \( \eta = \theta^{(1)} - \theta^{(2)} \). By Agmon’s inequality, we have

\[
\| \eta \|_{L^2} \leq \| \eta \|_{L^\infty} \| \Delta g \|_{L^2} \leq C \| \nabla \eta \|_{L^2} \| \Delta g \|_{L^2}^2;
\]

by Hölder’s inequality and the Sobolev embedding, we have

\[
\| \eta \nabla \eta \|_{L^2} \leq \| \eta \|_{L^2} \| \nabla \eta \|_{L^2} \leq C \| \nabla \eta \|_{L^2} \| \Delta \eta \|_{L^2} \| \Delta g \|_{L^2}^2;
\]

by Hölder’s inequality and the Sobolev embedding, we have

\[
\| \nabla \eta \nabla g \|_{L^2} \leq \| \nabla \eta \|_{L^2} \| \nabla \eta \|_{L^2} \leq C \| \nabla \eta \|_{L^2} \| \Delta \eta \|_{L^2} \| \Delta g \|_{L^2}^2.
\]

Combining the estimates (3.12)-(3.15) together and utilizing (3.5) for \( \| \Delta \theta(2) \| \) yield (3.11). This completes the proof of Lemma 3.1. \( \square \)

**Lemma 3.2.** Fix \( q \) such that \( 2 \leq q < +\infty \) and let \( \chi = \chi(\cdot) \in C(\mathbb{R}) \), \( g(1), g(2) \in H^1(\Omega) \), and \( \theta^{(1)}, \theta^{(2)} \) be those in (3.2). Then

\[
\| \chi(\theta^{(1)}) g^{(1)} - \chi(\theta^{(2)}) g^{(2)} \|_q \leq Q \| \nabla g^{(1)} \|_{H^1} \| \nabla g^{(2)} \|_{H^1} + Q \| g^{(1)} - g^{(2)} \|_q.
\]
Proof. We first write
\[
\chi(\theta^{(1)})g^{(1)} - \chi(\theta^{(2)})g^{(2)} = (\chi(\theta^{(1)}) - \chi(\theta^{(2)}))g^{(1)} + \chi(\theta^{(2)})(g^{(1)} - g^{(2)});
\]
then by (3.10), we obtain
\[
\|\chi(\theta^{(1)})g^{(1)} - \chi(\theta^{(2)})g^{(2)}\|_q \leq Q\|\eta g^{(1)}\|_q + Q\|g^{(1)} - g^{(2)}\|_q \\
\leq Q\|\eta\|_2\|g^{(1)}\|_{2q} + Q\|g^{(1)} - g^{(2)}\|_q,
\]
which, together with the Sobolev embedding, implies (3.16). \hfill \square

We are now in position to return to (3.8)-(3.9) and we first estimate the right-hand side of (3.8) term by term. For the first term \(I_1\) in the right-hand side of (3.8), we apply Lemma 3.1 with \(\chi = \nu\), \(g = u^{(2)}\) and Young’s inequality:
\[
I_1 \leq \|\text{div } ((\nu(\theta^{(2)}) - \nu(\theta^{(1)}))\nabla u^{(2)})\| \|\Delta v\|
\leq C\|\text{div } ((\nu(\theta^{(2)}) - \nu(\theta^{(1)}))\nabla u^{(2)})\|^2 + \frac{\nu}{16}\|\Delta v\|^2
\leq Q\|\nabla \eta\|\|\Delta u^{(2)}\|^2 + Q\|\nabla \eta\|\|\Delta u^{(2)}\|^2 + \frac{\nu}{16}\|\Delta v\|^2
\leq Q\|\nabla \eta\|^2 + \frac{\nu}{16}\|\Delta v\|^2 + \frac{\nu}{16}\|\Delta \eta\|^2.
\]
For the second term \(I_2\), we use the Sobolev embedding and Young’s inequality:
\[
I_2 \leq \|v\|_4\|\nabla u^{(2)}\|_4\|\Delta v\| \leq \|\nabla \eta\|\|\Delta u^{(2)}\|\|\Delta v\|
\leq Q\|\nabla \eta\|^2 + \frac{\nu}{16}\|\Delta v\|^2.
\]
For the third and fourth terms \(I_3\) and \(I_4\), applying Lemma 2.2 with \(f = u^{(1)}\) for \(I_3\), \(f = \nabla \theta^{(1)}\) for \(I_4\), and \(g = \nabla v\) implies that
\[
I_3 \leq C\|u^{(1)}\|^2\|\nabla u^{(1)}\|^2\|\nabla v\|^2 + \frac{\nu}{16}\|\Delta v\|^2 \leq Q\|\nabla v\|^2 + \frac{\nu}{16}\|\Delta v\|^2,
\]
\[
I_4 \leq C\|\nabla \theta^{(1)}\|^2\|\Delta \theta^{(1)}\|^2\|\nabla v\|^2 + \frac{\nu}{16}\|\Delta v\|^2 \leq Q\|\nabla v\|^2 + \frac{\nu}{16}\|\Delta v\|^2.
\]
By Poincaré’s inequality and the Cauchy-Schwarz inequality, we estimate the last term \(I_5\):
\[
I_5 \leq \|\eta\|\|\Delta v\| \leq C\|\nabla \eta\|^2 + \frac{\nu}{16}\|\Delta v\|^2.
\]
We then estimate the right-hand side of (3.9) term by term. Proceeding similarly as for the \(I_i\), we can obtain the following estimates for \(J_i\), for all \(i = 1, \cdots, 5\):
\[
J_1, J_3, J_4 \leq Q\|\nabla \eta\|^2 + \frac{\nu}{16}\|\Delta \eta\|^2,
\]
\[
J_2, J_5 \leq C\|\nabla v\|^2 + \frac{\nu}{16}\|\Delta \eta\|^2.
\]
We are left to estimate $J_6$. Using the Cauchy-Schwarz inequality and Young’s inequality, and applying Lemma 3.2 with $q = 2$, $\chi = \kappa^s$, and $g^{(i)} = \theta_{y^i}$ for $i = 1, 2$ yield that

$$J_6 \leq \|\kappa^s(\theta^{(1)})\theta_{y^1} - \kappa^s(\theta^{(2)})\theta_{y^2}\| \Delta \eta$$

(3.23)

$$\leq Q(\|\theta_{y^1}\|_{L^1} \|\nabla \eta\| + \|\theta_{y^2} - \theta_{y^2}\|) \|\Delta \eta\|$$

$$\leq Q \|\nabla \eta\| \|\Delta \eta\| \leq \frac{Q}{16} \|\Delta \eta\|^2,$$

Now summing (3.8) and (3.9) and using all the estimates (3.17)-(3.23) for the $I_i$’s ($i = 1, \cdots, 5$) and the $J_j$’s ($j = 1, \cdots, 6$), and denoting $y_1(t) := \|\nabla \nu\|^2 + \|\nabla \eta\|^2$,

we arrive at

$$\frac{d}{dt} y_1(t) + (\nu \|\Delta \nu\|^2 + \kappa \|\Delta \eta\|^2) \leq Q y_1(t).$$

(3.25)

Therefore, by the usual Gronwall lemma, we find that

$$y_1(t) \leq y_1(0) \exp \{Q t\}.$$

(3.26)

We have thus proved that for fixed $t > 0$, the mapping (3.1) is Lipschitz continuous from $H^2(\Omega)$ to $H^1(\Omega)$ with respect to the initial data $(u(0), \theta(0))$.

Integrating (3.25) in time on $(0, t)$ gives

$$\int_0^t (\nu \|\Delta \nu\|^2 + \kappa \|\Delta \eta\|^2) ds \leq \int_0^t Q y_1(s) ds + y_1(0)$$

(3.27)

$$\leq y_1(0) \int_0^t Q \exp \{Q s\} ds + y_1(0)$$

$$= y_1(0) \exp \{Q t\}.$$

3.2. Continuity in $H^2(\Omega)$. In order to show the continuity in $H^2(\Omega)$, we first need to show that the mapping

$$u_0, \theta_0 = (u(0), \theta(0)) \mapsto (u_t, \theta_t)$$

is Lipschitz continuous from $H^2(\Omega)$ into $L^2(\Omega)$ for all solutions of the Boussinesq system (1.4)-(1.5). Let us first find out the relation between $(\Delta \nu, \Delta \eta)$ and $(\nu_t, \eta_t)$. By the classical elliptic regularity theory (see e.g. [Eva98]), we infer from (3.4) that

$$\|\nabla \Delta \eta\| \leq C(\|\eta_t\| + \|\nabla \theta^{(1)} \cdot \nabla \eta\| + \|u^{(1)} \cdot \nabla \eta\| + \|v_2\| + \|\nu \cdot \nabla \theta^{(2)}\|$$

(3.29)

$$+ \|\text{div}\,((\kappa^{(1)} - \kappa(\theta^{(1)}))(\nabla \theta^{(2)}))\| + \|\kappa^{(1)}(\theta^{(1)})\theta_{y^1} - \kappa^{(2)}(\theta^{(2)})\theta_{y^2}\|).$$

We utilize Hölder’s inequality, Ladyzhenskaya’s inequalities, Young’s inequality, the Sobolev embedding and the bounds (3.5) to estimate the right-hand side of (3.29) term by term:

$$\|\nabla \theta^{(1)} \cdot \nabla \eta\| \leq \|\nabla \theta^{(1)}\| \|\nabla \eta\| \|\nabla \eta\| \leq C \|\Delta \theta^{(1)}\| \|\nabla \eta\| \|\Delta \eta\| \|\nabla \eta\| \leq Q \|\nabla \eta\| + \epsilon \|\Delta \eta\|,$$

(3.30)

$$\|u^{(1)} \cdot \nabla \eta\| \leq \|u^{(1)}\| \|\nabla \eta\| \|\nabla \eta\| \leq \|u^{(1)}\| \|\nabla \eta\| \leq Q \|\nabla \eta\|,$$

(3.31)

$$\|v_2\| \leq \|\nabla \nu\|,$$

(3.32)
(3.33) \[ \| \mathbf{v} \cdot \nabla \theta^2 \| \leq \|\mathbf{v}\|_4 \| \nabla \theta^2 \|_4 \leq \| \nabla \mathbf{v} \| \| \Delta \theta^2 \| \leq Q \| \nabla \mathbf{v} \| ; \]

applying Lemma 3.1 with \( \chi = \kappa \) and \( g = \theta^2 \) and Young’s inequality for the sixth-term in the right-hand side of (3.29) yields

(3.34) \[ \| \text{div} \left( (\kappa(\theta^2) - \kappa(\theta^1)) \nabla \theta^2 \right) \| \leq Q \| \nabla \eta \|^{1/2} \| \Delta \eta \|^{1/2} \| \Delta \theta^2 \| + Q \| \nabla \eta \| \| \Delta \theta^2 \| \]

\[ \leq Q \| \nabla \eta \| + \epsilon \| \Delta \eta \|. \]

Similar to (3.23), applying Lemma 3.2 with \( q = 2 \), \( \chi = \kappa' \), and \( g^{(i)} = \theta_y^{(i)} \) for \( i = 1, 2 \) yields

(3.35) \[ \| \kappa'(\theta^1) \theta_y^1 - \kappa'(\theta^2) \theta_y^2 \| \leq Q \| \nabla \eta \|. \]

Combining all the estimates (3.30)-(3.35) and taking \( \epsilon \) small enough, we conclude from (3.29) that

(3.36) \[ \| \Delta \eta \| \leq Q \left( \| \eta_t \| + \| \nabla \eta \| + \| \nabla \mathbf{v} \| \right), \quad \forall \ t \geq 0. \]

In order to find a similar relation for \( \| \Delta \mathbf{v} \| \) and \( \| \mathbf{v}_t \| \), we take the inner product of (3.4) with \( \Delta \mathbf{v} \) in \( L^2(\Omega) \) and note that by (1.11), we have

\[ \int_{\Omega} \nabla p \cdot \Delta \mathbf{v} \, dx \, dy = 0, \]

thanks to the free-boundary conditions; we arrive at

(3.37) \[ \int_{\Omega} \nu(\theta^1) |\Delta \mathbf{v}|^2 \, dx \, dy = \int_{\Omega} \mathbf{f} \cdot \Delta \mathbf{v} \, dx \, dy, \]

where

\[ \mathbf{f} = -\mathbf{v}_t - \nu'(\theta^1) \nabla \theta^1 \cdot \nabla \mathbf{v} - \mathbf{u}^1 \cdot \nabla \mathbf{v} - \mathbf{v} \cdot \nabla \mathbf{u}^2 + \eta e_2 - \text{div} \left( (\nu(\theta^2) - \nu(\theta^1)) \nabla \mathbf{u}^2 \right). \]

By the Cauchy-Schwarz inequality, we infer from (3.37) that

(3.38) \[ \mathbf{v} \| \Delta \mathbf{v} \| \leq \| \mathbf{f} \|, \quad \forall \ t \geq 0. \]

Using Lemma 2.1 and Young’s inequality, we estimate \( \| \mathbf{f} \| \) term by term:

(3.39) \[ \| \nu'(\theta^1) \nabla \theta^1 \cdot \nabla \mathbf{v} \| \leq C \| \nabla \theta^1 \|_4 \| \nabla \mathbf{v} \|_4 \]

\[ \leq C \| \Delta \theta^1 \| \| \nabla \mathbf{v} \|^{1/2} \| \Delta \mathbf{v} \|^{1/2} \leq Q \| \nabla \mathbf{v} \| + \frac{\nu}{2} \| \Delta \mathbf{v} \| ; \]

(3.40) \[ \| \mathbf{u}^1 \cdot \nabla \mathbf{v} \| \leq \| \mathbf{u}^1 \|_\infty \| \nabla \mathbf{v} \| \leq \| \mathbf{u}^1 \|_{H^2} \| \nabla \mathbf{v} \| \leq Q \| \nabla \mathbf{v} \| ; \]

(3.41) \[ \| \mathbf{v} \cdot \nabla \mathbf{u}^2 \| \leq \| \mathbf{v} \|_4 \| \nabla \mathbf{u}^2 \|_4 \leq \| \nabla \mathbf{v} \| \| \Delta \mathbf{u}^2 \| \leq Q \| \nabla \mathbf{v} \| ; \]

(3.42) \[ \| \eta \| \leq \| \nabla \eta \|. \]

The last term in \( \mathbf{f} \) is estimated similarly as for (3.34) by applying Lemma 3.1 with \( \chi = \nu \) and \( g = \mathbf{u}^2 \); we find

(3.43) \[ \| \text{div} \left( (\nu(\theta^2) - \nu(\theta^1)) \nabla \mathbf{u}^2 \right) \| \leq Q \| \nabla \eta \| + \frac{\nu}{2} \| \Delta \eta \|. \]

Combining all the estimates (3.38)-(3.33), we conclude that

(3.44) \[ \| \Delta \mathbf{v} \| \leq \| \Delta \eta \| + \frac{2}{\nu} \| \mathbf{v}_t \| + Q \left( \| \nabla \eta \| + \| \nabla \mathbf{v} \| \right), \quad \forall \ t \geq 0. \]
With the relations (3.36), (3.44) at hand, in order to prove that the mapping (3.1) is Lipschitz continuous from $H^2(\Omega)$ into itself, we only need to prove that the mapping (3.28) is Lipschitz continuous from $H^2(\Omega)$ into $L^2(\Omega)$. Hence, taking the derivatives in (3.3) with respect to the time $t$ yields

$$
\begin{align*}
\partial_t v_t - \text{div} \left( \nu(\theta^{(1)}) \nabla v_t \right) + u_t^{(1)} \cdot \nabla v + u_t^{(1)} \cdot \nabla v_t + \nabla p_t &= \text{div} \left( \nu'(\theta^{(1)}) \theta_t^{(1)} \nabla v \right) \\
&- \text{div} \left( (\nu'(\theta^{(2)}) - \nu'(\theta^{(1)})) \nabla u_t^{(2)} \right) - \text{div} \left( (\nu'(\theta^{(2)}) \theta_t^{(2)} - \nu'(\theta^{(1)}) \theta_t^{(1)}) \nabla u_t^{(2)} \right) \\
- v_t \cdot \nabla u_t^{(2)} - v \cdot \nabla u_t^{(2)} + \eta_t e_2,
\end{align*}
$$

(3.45)

Taking the inner product of (3.45) with $(v_t, \eta_t)$ in $L^2(\Omega)$ and integrating by parts yields

$$
\begin{align*}
\frac{1}{2} \frac{d}{dt} \| v_t \|^2 + \int_{\Omega} \nu(\theta^{(1)}) |\nabla v_t|^2 \, dx \, dy &= - \int_{\Omega} u_t^{(1)} \cdot \nabla v \cdot v_t \, dx \, dy - \int_{\Omega} u_t^{(1)} \cdot \nabla v_t \cdot v_t \, dx \, dy \\
&- \int_{\Omega} \nu'(\theta^{(1)}) \theta_t^{(1)} \nabla v \cdot \nabla v_t \, dx \, dy + \int_{\Omega} (\nu'(\theta^{(2)}) - \nu'(\theta^{(1)})) \nabla u_t^{(2)} \cdot \nabla v_t \, dx \, dy \\
&+ \int_{\Omega} (\nu'(\theta^{(2)}) \theta_t^{(2)} - \nu'(\theta^{(1)}) \theta_t^{(1)}) \nabla u_t^{(2)} \cdot \nabla v_t \, dx \, dy - \int_{\Omega} v_t \cdot \nabla u_t^{(2)} \cdot v_t \, dx \, dy \\
&- \int_{\Omega} v \cdot \nabla u_t^{(2)} \cdot v_t \, dx \, dy + \int_{\Omega} \eta_t e_2 \cdot v_t \, dx \, dy \\
&=: I_1 + \cdots + I_8,
\end{align*}
$$

and

$$
\begin{align*}
\frac{1}{2} \frac{d}{dt} \| \eta_t \|^2 + \int_{\Omega} \kappa(\theta^{(1)}) |\nabla \eta_t|^2 \, dx \, dy &= - \int_{\Omega} u_t^{(1)} \cdot \nabla \eta \cdot \eta_t \, dx \, dy - \int_{\Omega} u_t^{(1)} \cdot \nabla \eta_t \cdot \eta_t \, dx \, dy \\
&- \int_{\Omega} \kappa'(\theta^{(1)}) \theta_t^{(1)} \nabla \eta \cdot \nabla \eta_t \, dx \, dy + \int_{\Omega} (\kappa'(\theta^{(2)}) - \kappa'(\theta^{(1)})) \nabla \theta_t^{(2)} \cdot \nabla \eta \, dx \, dy \\
&+ \int_{\Omega} (\kappa'(\theta^{(2)}) \theta_t^{(2)} - \kappa'(\theta^{(1)}) \theta_t^{(1)}) \nabla \theta_t^{(2)} \cdot \nabla \eta \, dx \, dy - \int_{\Omega} v_t \cdot \nabla \theta_t^{(2)} \cdot \eta_t \, dx \, dy \\
&- \int_{\Omega} v \cdot \nabla \theta_t^{(2)} \cdot \eta_t \, dx \, dy + \int_{\Omega} v_{2,t} \cdot \eta_t \, dx \, dy + \int_{\Omega} (\kappa'(\theta^{(1)}) \theta_t^{(1)} \theta_t^{(1)} - \kappa'(\theta^{(2)}) \theta_t^{(2)} \theta_t^{(2)}) \cdot \eta_t \, dx \, dy \\
&=: J_1 + \cdots + J_{10}.
\end{align*}
$$

(3.47)
Before we enter into the estimate of (3.46)-(3.47), let us first denote

\begin{equation}
(3.48) \quad g_2(t) := \sum_{i=1,2} \left( \|u^{(i)}\|_{H^3}^2 + \|\theta^{(i)}\|_{H^3}^2 + \|u^{(i)}_t\|_{H^1}^2 + \|\theta^{(i)}_t\|_{H^1}^2 \right);
\end{equation}

note that for the strong solutions \((u^{(i)}, \theta^{(i)})\), \(i = 1, 2\), we have

\begin{equation}
(3.49) \quad \int_0^t g_2(s) \, ds < +\infty, \quad \forall \, t \geq 0.
\end{equation}

We now estimate the right-hand side of (3.46) term by term. For the first term \(I_1\), we use Hölder’s inequality, the Sobolev embedding, and Young’s inequality:

\[
I_1 \leq \|u^{(1)}_t\|_4 \|\nabla v\|_4 \|v_t\|_4 \leq C \|\nabla v\|_4 \|\nabla u^{(1)}_t\|_4 \|\nabla v_t\|_4 \\
\leq C \|\nabla v\|_2 \|\nabla u^{(1)}_t\|_2^2 + \frac{\nu}{32} \|\nabla v_t\|_2^2 \\
\leq C g_2(t) \|\nabla v\|_2^2 + \frac{\nu}{32} \|\nabla v_t\|_2^2.
\]

For the second term \(I_2\), applying Lemma 2.2 with \(f = u^{(1)}\) and \(g = v_t\) gives

\[
I_2 \leq C \|u^{(1)}\|_2 \|\nabla u^{(1)}\|_2 \|v_t\|_2^2 + \frac{\nu}{32} \|\nabla v_t\|_2^2 \\
\leq \mathcal{Q} \|v_t\|_2^2 + \frac{\nu}{32} \|\nabla v_t\|_2^2.
\]

By Hölder’s inequality, Ladyzhenskaya’s inequality, and Young’s inequality, the third term \(I_3\) is estimated as follows:

\[
I_3 \leq C \|\theta^{(1)}_t\|_4 \|\nabla v\|_4 \|v_t\|_4 \leq C \|\theta^{(1)}_t\| \|\nabla \theta^{(1)}_t\| \|\nabla v\| \|\nabla v_t\| \|\Delta v\| \|\nabla v_t\| \\
\leq C \|\theta^{(1)}_t\|^2 \|\Delta v\|^2 + \|\nabla \theta^{(1)}_t\|^2 \|\nabla v\|^2 + \frac{\nu}{32} \|\nabla v_t\|^2 \\
\leq \mathcal{Q} \|\Delta v\|^2 + g_2(t) \|\nabla v\|^2 + \frac{\nu}{32} \|\nabla v_t\|^2.
\]

For the fourth term \(I_4\) (the most problematic term), we use (3.10) and utilize Agmon’s and Young’s inequalities; we estimate \(I_4\) as follows:

\[
I_4 \leq C \eta \|\nabla u^{(2)}_t\| \|\nabla v_t\| \leq C \|\nabla \eta\| \|\nabla u^{(2)}_t\| \|\nabla v_t\| \\
\leq C \|\nabla \eta\| \|\Delta \eta\| \|\nabla u^{(2)}_t\|^2 + \frac{\nu}{32} \|\nabla v_t\|^2 \\
\leq C g_2(t) \|\nabla \eta\| \|\Delta \eta\| + \frac{\nu}{32} \|\nabla v_t\|^2,
\]

which, together with the relation (3.36) between \(\Delta \eta\) and \(\eta_t\), implies that

\[
I_4 \leq \mathcal{Q} g_2(t) \|\nabla \eta\| \|\eta_t\| + \|\nabla \eta\| + \|\nabla v\| \|\nabla v_t\| \\
\leq \mathcal{Q} g_2(t) \|\nabla \eta\|^2 + \|\eta_t\|^2 + \|\nabla v\|^2 + \frac{\nu}{32} \|\nabla v_t\|^2.
\]
Similarly as for the first term, we estimate
\[ I_5 \leq |v'(\theta_t^{(2)}) - \nu'(\theta_t^{(1)})| \|\nabla u^{(2)}||\nabla v_t|| \]
\[ \leq Q(\|\theta_t^{(1)}\| |\nabla \eta|| + |\theta_t^{(1)} - \theta_t^{(2)}|) \|\nabla u^{(2)}||\nabla v_t|| \]
\[ \leq Q\|\nabla \eta||\nabla v_t|| + Q\|\eta||\nabla v_t||, \]
which, by exploiting Ladyzhenskaya’s inequalities and Young’s inequality, implies that
\[ I_5 \leq Q\|\nabla \eta||\nabla v_t|| + Q\|\eta||^{1/2}||\nabla \eta||^{1/2}||\nabla v_t|| \]
\[ \leq Q(||\nabla \eta||^2 + ||\eta||^2) + \frac{\nu}{32}||\nabla v_t||^2 + \frac{\kappa}{32}||\nabla \eta||^2. \]

For the sixth term \( I_6 \), by Ladyzhenskaya’s inequalities and Young’s inequality, we have
\[ I_6 \leq ||\nabla u^{(2)}||||\nabla v_t||^2 \leq Q||\nabla v_t||||\nabla v_t|| \leq Q||\nabla v_t||^2 + \frac{\kappa}{32}||\nabla v_t||^2. \]

Similarly as for the first term, we estimate \( I_7 \) as follows:
\[ I_7 \leq ||v||^4||\nabla u^{(2)}|| ||\nabla v_t||^4 \leq ||\nabla v|| ||\nabla u^{(2)}|| ||\nabla v_t|| \]
\[ \leq C||\nabla u^{(2)}||^2||\nabla v||^2 + \frac{\nu}{32}||\nabla v_t||^2 \]
\[ \leq Cg_2(t)||\nabla v||^2 + \frac{\nu}{32}||\nabla v_t||^2. \]

The last term \( I_8 \) is easy and we have
\[ I_8 \leq ||\eta|| ||\nabla v_t|| \leq \frac{1}{2}||\eta||^2 + \frac{1}{2}||\nabla v_t||^2. \]

Combining all the estimates for \( I_1, \ldots, I_8 \), we conclude from (3.46) that
\[
\frac{1}{2}\frac{d}{dt}||\nabla v_t||^2 + \nu||\nabla v_t||^2 \leq Qg_2(t)(||\nabla v_t||^2 + ||\eta||^2) + Q||\nabla v||^2
\]
\[
+ Qg_2(t)(||\nabla \eta||^2 + ||\nabla v||^2) + \frac{7\nu}{32}||\nabla v_t||^2 + \frac{\kappa}{32}||\nabla \eta||^2.
\]

We then estimate the right-hand side of (3.47) term by term. Proceeding similarly as for the \( I_i \) , we can obtain the following estimates for the \( J_i \), for all \( i = 1, \ldots, 8 \):
\[
J_1, J_7 \leq Cg_2(t)||\nabla \eta||^2 + \frac{\kappa}{32}||\nabla \eta||^2,
\]
\[
J_2, J_6 \leq Q||\eta||^2 + \frac{\kappa}{32}||\nabla \eta||^2,
\]
\[
J_3 \leq Q||\nabla \eta||^2 + g_2(t)||\nabla \eta||^2 + \frac{\kappa}{32}||\nabla \eta||^2,
\]
\[
J_4 \leq Qg_2(t)(||\nabla \eta||^2 + ||\eta||^2 + ||\nabla v||^2) + \frac{\kappa}{32}||\nabla \eta||^2,
\]
\[
J_5 \leq Q(||\nabla \eta||^2 + ||\eta||^2) + \frac{\kappa}{32}||\nabla \eta||^2,
\]
\[
J_8 \leq \frac{1}{2}||\eta||^2 + \frac{1}{2}||\nabla v_t||^2.
\]
We are left to estimate the last two terms $J_9$ and $J_{10}$. Similarly to the proof of Lemmas 3.1-3.2, we need to add additional terms in $J_9$ and $J_{10}$ in order to extract $\eta$ which is the difference between $\theta^{(1)}$ and $\theta^{(2)}$. For $J_9$, by (3.10), Hölder’s inequality, and the Sobolev embedding, we find that

$$J_9 \leq Q\|\eta^{(1)}_{\theta_y}\|_{\eta} + Q\|\eta_{\theta_{\nu}}\|_{\eta}$$

$$\leq Q\|\eta\|_{\eta}4\|\theta^{(1)}_{\nu}\|_{\eta}4 + Q\|\nabla\eta\|_{\eta}4$$

$$\leq Qg_2(t)^{1/2}\|\nabla\eta\|_{\eta} + Q\|\nabla\eta\|_{\eta}$$

$$\leq Qg_2(t)^{1/2}\|\nabla\eta\|_{\eta} + Q\|\eta\|_{\eta}^2 + \frac{\kappa}{32}\|\nabla\eta\|_1^2.$$ 

For $J_{10}$, by (3.10), Hölder’s inequality, the Sobolev embedding, and Ladyzhenskaya’s inequality, we find that

$$J_{10} \leq Q\|\theta^{(1)}_{\nu}\|_{\eta} + Q\|\eta\theta^{(1)}_{\nu}\|_{\eta} + Q\|\theta^{(2)}_{\nu}\|_{\eta}$$

$$\leq Q\|\eta\|_{\eta}4\|\theta^{(1)}_{\nu}\|_{\eta}4 + Q\|\theta^{(2)}_{\nu}\|_{\eta}4 + Q\|\theta^{(1)}_{\nu}\|_{\eta}4 + Q\|\theta^{(2)}_{\nu}\|_{\eta}4$$

$$\leq Q\|\nabla\eta\|_{\eta}4\|\theta^{(1)}_{\nu}\|_{\eta}4 \|\nabla\eta\|_{\eta}4$$

$$\leq Qg_2(t)^{1/2}\|\nabla\eta\|_{\eta} + Q\|\eta\|_{\eta}\|\nabla\eta\|_{\eta}$$

$$\leq Qg_2(t)^{1/2}\|\nabla\eta\|_{\eta} + Q\|\eta\|_{\eta}^2 + \frac{\kappa}{32}\|\nabla\eta\|_1^2.$$ 

Combining all the estimates for $J_1, \ldots, J_{10}$, we arrive at

$$\frac{1}{2} \frac{d}{dt}\|\eta\|_1^2 + \kappa\|\nabla\eta\|_1^2 \leq Qg_2(t)((\|\nu\|_2^2 + \|\eta\|_2^2) + Q\|\Delta\eta\|_2^2$$

$$+ Qg_2(t)((\|\nabla\nu\|_2^2 + \|\nabla\eta\|_2^2) + \frac{9\kappa}{32}\|\nabla\eta\|_1^2.$$ 

Summing (3.50) and (3.51) and denoting

$$y_2(t) := \|\nu\|_2^2 + \|\eta\|_2^2,$$

and dispensing with the terms involving $(\nabla\nu, \nabla\eta)$, we arrive at

$$\frac{d}{dt}y_2(t) \leq Qg_2(t)y_2(t) + Q(\|\Delta\eta\|_2^2 + \|\Delta\nu\|_2^2) + Qg_2(t)y_1(t),$$

where $y_1(t)$ is defined in (3.24). Now, applying the usual Gronwall lemma to (3.53), we obtain

$$y_2(t) \leq y_2(0) \exp\left\{Q\int_0^t g_2(s)ds\right\} + Q\int_0^t (\|\Delta\eta\|_2^2 + \|\Delta\nu\|_2^2)ds + Q\int_0^t g_2(s)y_1(s)ds,$$

which, by combining the estimates (3.26)-(3.27), implies that

$$y_2(t) \leq y_2(0) \exp\left\{Q\int_0^t g_2(s)ds\right\} + Qy_1(0) \exp\left\{Qt\right\}(1 + \int_0^t g_2(s)ds).$$

We can conclude from (3.54) that the mapping (3.28) is continuous from $H^2(\Omega)$ to $L^2(\Omega)$ as long as we have the following estimate for $y_2(0)$:

$$y_2(0) \leq Q((\|\nu\|_2^2 + \|\eta(0)\|_2^2).$$
To show (3.55), we take the inner product of (3.4) when \( t = 0 \) with \((v_t(0), \theta_t(0))\) and then employ Lemma 2.1 and the uniform estimates (3.5); we are able to prove (3.55) and we omit the details here.

Now, going back to (3.36) and (3.44) and using (3.26), (3.54), we can conclude the following result.

**Proposition 3.1.** Let \((u(t), \theta(t))\) be the strong solutions of the Boussinesq system (1.4)-(1.5) with initial data \((u_0(0), \theta(0))\) given by Theorem 1.2. Then for any fixed \( t > 0 \), the mapping

\[
(u(0), \theta(0)) \mapsto (u(t), \theta(t))
\]

is Lipschitz continuous from \(H^2(\Omega)\) to \(H^2(\Omega)\).

4. The Global Attractor

In this section, we are going to conclude the proof of the main Theorem 1.3 and in particular show the existence of the global attractor. In order to achieve this goal, we utilize the following abstract result from [Tem97, Chapter I] about semigroups and the existence of their global attractors. One can also refer to [Hal88, Lad91, BV92, CV02] for additional developments concerning the theory of global attractors.

**Theorem 4.1.** Suppose that \( X \) is a metric space with metric \( d(\cdot, \cdot) \) and the semigroup \( \{S(t)\}_{t \geq 0} \) is a family of operators from \( X \) into \( X \) itself such that:

(i) for each fixed \( t > 0 \), \( S(t) \) is continuous from \( X \) into itself;

(ii) for some \( t_0 > 0 \), \( S(t_0) \) is compact from \( X \) into itself;

(iii) there exists a subset \( B_0 \) of \( X \) which is bounded, and a subset \( U \) of \( X \) which is open, such that \( B_0 \subset U \subset X \), and \( B_0 \) is absorbing in \( U \) for the semigroup, that is for any bounded subset \( B \subset U \), there exists \( t_0 = t_0(B) > 0 \) such that

\[
S(t)B \subset B_0, \quad \forall t > t_0(B).
\]

(\( B_0 \) is also called the absorbing set of the semigroup in \( U \)).

Then \( A := \omega(B_0) \), the \( \omega \)-limit set of \( B_0 \), is a compact attractor which attracts all the bounded sets of \( U \), that is for any bounded set \( B \subset U \),

\[
\lim_{t \to +\infty} \text{dist}(S(t)B, A) = 0,
\]

where \( \text{dist}(B_1, B_2) := \sup_{x \in B_1} \inf_{y \in B_2} d(x, y) \) is the non-symmetric Hausdorff distance between subsets of \( X \). Furthermore, the set \( A \) is the maximal bounded attractor in \( U \) for the inclusion relation.

Suppose in addition that \( X \) is a Banach space, \( U \) is convex and

(iv) for any \( x \in X \), \( t \mapsto S(t)x \) from \( \mathbb{R}_+ \) to \( X \) is continuous.

Then \( A = \omega(B_0) \) is also connected.

If \( U = X \), \( A \) is the global attractor of the semigroup \( \{S(t)\}_{t \geq 0} \) in \( X \).

We now carry out the proof of Theorem 1.3 by checking all the conditions of Theorem 4.1 with

\[
X = W = \{(u, \theta) \in H^2(\Omega)^3 : \text{div} \ u = 0, \ (u_2, \frac{\partial u_1}{\partial y}, \theta)|_{y=0,1} = 0, \ \text{and} \ \int_\Omega u_1 \, dx \, dy = 0\}.
\]
Item (iii), the existence of an absorbing ball in the space $W$, has been proved in Section 2; item (i) has been proved in Section 3. Therefore, we are left to check items (ii) and (iv). Once they are proven, Theorem 1.3 will then be completely proved by the application of Theorem 4.1.

Let us first check item (iv). We need a useful result from Lions and Magenes [LM72, Chapter I, Theorem 3.1], which implies that

**Lemma 4.1.** Let $X$ and $Y$ be two Hilbert spaces such that $X$ is separable with $X \subset Y$, $X$ dense in $Y$ with continuous injection. Suppose that $u \in L^2(0, t_1; X)$ and $u_t \in L^2(0, t_1; Y)$. Then $u$ is almost everywhere equal to a function continuous from $[0, t_1]$ into $[X, Y]_{1/2}$.

For a definition of the interpolation space $[X, Y]_{1/2}$, see [LM72, Chapter I, Section 2.1]. We also infer from [LM72, Chapter I, Theorem 9.6] that

$$
[H^3(\Omega), H^1(\Omega)]_{1/2} = H^2(\Omega).
$$

Now, we are ready to show item (iv). Given $(u_0, \theta_0) \in W$, then it has been shown in Section 2 that for any fixed $t_1 > 0$, the strong solutions $(u, \theta)$ of the Boussinesq system (1.4)-(1.5) satisfy

$$
(u, \theta) \in L^2(0, t_1; H^3(\Omega)), \quad (\partial_t u, \partial_t \theta) \in L^2(0, t_1; H^1(\Omega)).
$$

Then applying Lemma 4.1 with $X = H^3(\Omega)$ and $Y = H^1(\Omega)$ and using (4.1), we find that

$$
(u, \theta) \in \mathcal{C}([0, t_1]; [H^3(\Omega), H^1(\Omega)]_{1/2} = H^2(\Omega)),
$$

which proves item (iv).

We are now going to check item (ii). Before we show the compactness of $S(t)$ for some $t > 0$, let us first recall the compactness lemma of J.-L. Lions [Lio69] (see also [Aub63]).

**Lemma 4.2.** [Aubin-Lions] Let $X_0$, $X$ and $X_1$ be Banach spaces such that $X_0$ and $X_1$ are reflexive, $X_0 \hookrightarrow X \hookrightarrow X_1$, each embedding is continuous and each space is dense in the next one. Assume also that $X_0$ is compactly embedded in $X$. For $0 < t_1 < \infty$, let

$$
Y := \left\{ u : u \in L^2(0, t_1; X_0), \frac{du}{dt} \in L^2(0, t_1; X_1) \right\}.
$$

Then $Y$ is a Banach space equipped with the norm $\|u\|_{L^2(0, t_1; X_0)} + \|u_t\|_{L^2(0, t_1; X_1)}$. Moreover, $Y$ is compactly embedded in $L^2(0, t_1; X)$.

Following [Ju07, pp. 176-177] line by line, we are able to prove the desired compactness result. We present the details here for the sake of completeness. Because of the existence of an absorbing set for $\{S(t)\}_{t \geq 0}$ in $W$, to prove the compactness of $\{S(t)\}_{t \geq 0}$ in $W$, it is enough to consider a bounded subset $\mathcal{B}$ of $W$. For any fixed $t_1 > 0$, define the set $\mathcal{C}_{t_1}$ as a subset of the function space $L^2(0, t_1; L^2(\Omega))$:

$$
\mathcal{C}_{t_1} = \{ (u, \theta) \mid (u_0, \theta_0) \in \mathcal{B}, (u(t), \theta(t)) = S(t)(u_0, \theta_0), t \in [0, t_1] \}.
$$

Notice that for $\Omega$ bounded, $H^1(\Omega)$ is compactly embedded in $L^2(\Omega)$. If $(u_0, \theta_0) \in \mathcal{B}$, then it has been shown in Section 2 that for any fixed $t_1 > 0$, the strong solution $(u, \theta)$ satisfies

$$
(u, \theta) \in L^2(0, t_1; H^3(\Omega)), \quad (\partial_t u, \partial_t \theta) \in L^2(0, t_1; H^1(\Omega)).
$$
Therefore, by Lemma 4.2 with

\[ X_0 = H^3(\Omega), \quad X = H^2(\Omega), \quad X_1 = H^1(\Omega), \]

\( \mathcal{C}_{t_1} \) is compact in \( L^2(0,t_1; H^2(\Omega)) \).

In order to show that for any fixed \( t > 0 \), \( S(t) \) is a compact operator in \( W \), we take any bounded sequence \( \{ (u_{0,n}, \theta_{0,n}) \}_0^\infty \subset \mathcal{B} \) and we want to extract, for any fixed \( t > 0 \), a convergent subsequence from \( \{ S(t)(u_{0,n}, \theta_{0,n}) \}_0^\infty \).

Since \( \{ (u_n, \theta_n) \}_0^\infty \subset \mathcal{C}_{t_1} \), by Lemma 4.2, there exists a function \( (\bar{u}, \bar{\theta}) \):

\( (\bar{u}, \bar{\theta}) \in L^2(0,t_1; H^2(\Omega)) \),

and a subsequence of \( \{ S(\cdot)(u_{0,n}, \theta_{0,n}) \}_0^\infty \), still denoted as \( \{ S(\cdot)(u_{0,n}, \theta_{0,n}) \}_0^\infty \) for simplicity of notation, such that

\[ \lim_{n \to \infty} \int_0^{t_1} \| S(t)(u_{0,n}, \theta_{0,n}) - (\bar{u}(t), \bar{\theta}(t)) \|_{H^2}^2 dt = 0. \tag{4.3} \]

By Riesz Lemma and (4.3), it then follows that there exists a subsequence of \( \{ S(\cdot)(u_{0,n}, \theta_{0,n}) \}_0^\infty \), still denoted as \( \{ S(\cdot)(u_{0,n}, \theta_{0,n}) \}_0^\infty \) for simplicity of notation, such that

\[ \lim_{n \to \infty} \| S(t)(u_{0,n}, \theta_{0,n}) - (\bar{u}(t), \bar{\theta}(t)) \|_{H^2} = 0, \quad \text{a.e. } t \in (0,t_1). \tag{4.4} \]

Fix any \( t \in (0,t_1) \), and by (4.4), we can select a \( t_* \in (0,t) \) such that

\[ \lim_{n \to \infty} \| S(t_*)(u_{0,n}, \theta_{0,n}) - (\bar{u}(t_*), \bar{\theta}(t_*)) \|_{H^2} = 0. \]

Then by continuity of the map \( S(t - t_*) \) in \( W \), we have

\[ S(t)(u_{0,n}, \theta_{0,n}) = S(t - t_*) S(t_*)(u_{0,n}, \theta_{0,n}) \to S(t - t_*)(\bar{u}(t_*), \bar{\theta}(t_*)), \quad \text{in } W. \tag{4.5} \]

Hence for any \( t > 0 \), \( \{ S(t)(u_{0,n}, \theta_{0,n}) \}_0^\infty \) contains a subsequence which is convergent in \( W \), which proves the compactness of the operator \( S(t) \) in \( W \). The proof of Theorem 1.3 is then completed.
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