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Active Ornstein-Uhlenbeck particles (AOUPs) are overdamped particles in an interaction potential subject to external Ornstein-Uhlenbeck noises. They can be transformed into a system of underdamped particles under additional velocity dependent forces and subject to white noise forces. There has been some discussion in the literature on whether AOUPs can be in equilibrium for particular interaction potentials and how far from equilibrium they are in the limit of small persistence time. By using a theorem on the time reversed form of the AOUP Langevin-Ito equations, I prove that they have an equilibrium probability density invariant under time reversal if and only if their smooth interaction potential has zero third derivatives. In the limit of small persistence Ornstein-Uhlenbeck time \(\tau\), a Chapman-Enskog expansion of the Fokker-Planck equation shows that the probability density has a local equilibrium solution in the particle momenta modulated by a reduced probability density that varies slowly with the position. The reduced probability density satisfies a continuity equation in which the probability current has an asymptotic expansion in powers of \(\tau\). Keeping up to \(O(\tau)\) terms, this equation is a diffusion equation, which has an equilibrium stationary solution with zero current. However, \(O(\tau^2)\) terms contain fifth and sixth order spatial derivatives and the continuity equation no longer has a zero current stationary solution. The expansion of the overall stationary solution now contains odd terms in the momenta, which clearly shows that it is not an equilibrium.

I. INTRODUCTION

In a recent paper, Fodor et al pose the question of how far from equilibrium is active matter by considering overdamped active Ornstein-Uhlenbeck particles (AOUPs) \cite{1}. AOUPs subject to a short range repulsive potential exhibit a clustering phase transition when their density is sufficiently large compared to noise features. Since the Ornstein-Uhlenbeck noise becomes white noise as its correlation (persistence) time \(\tau\) decreases, it is legitimate to investigate whether overdamped AOUPs are near equilibrium for small persistence times. Fodor et al argue that, for small \(\tau\), AOUPs are in an extended equilibrium state characterized by a modified energy and by a nonzero production of entropy that is proportional to \(\tau^2\) times a third derivative of the potential energy \cite{1}. AOUPs in a harmonic potential are thus in equilibrium \cite{1}. The production of entropy in the stationary state follows from a formula that involves the entropy of direct and time reversed AOUP paths and an ergodicity assumption \cite{2,3}. For small persistence times and arbitrary smooth potential, there is a nonthermal AOUP equilibrium that breaks down at higher order in \(\tau\) \cite{1}.

This picture has been disputed by Mandal et al \cite{5} who calculated the AOUP production of entropy and found it to be nonzero even for quadratic potential energy \cite{5}. Their production of entropy is based on a formula for the time reversed stochastic process of the AOUP (which is derived in the supplementary material of Ref. \cite{6}) and on formulas for the energy and heat transfer. This result was, in turn, declared to be incorrect by Caprini et al, who used a different calculation of entropy production also based on path integral representations \cite{6,7}. Further discussions of entropy calculations, including the convenience to change the model by adding a thermal noise to the AOUPs, are found in Ref. \cite{5} and references therein.

In this paper, I prove that AOUPs in a smooth quadratic potential indeed reach thermal equilibrium at an effective temperature and calculate the corresponding probability density. AOUPs in potentials with nonzero third derivatives reach a nonequilibrium stationary state whose probability density is not invariant under time reversal. The proof by contradiction is based on a theorem that yields the drift and diffusion of the time reversed stochastic process for a given Langevin-Ito equation \cite{9}. The importance of this theorem for stochastic control and its roots in earlier results of Edward Nelson’s (cf. Chapter 13 in Ref. \cite{10}) have been recently emphasized by Chen et al \cite{11}. Remarkably, the time reversed stochastic diffusion process derived by Mandal et al \cite{5} does not satisfy the theorem in Ref. \cite{9}.

I also consider how AOUPs are approximately in an equilibrium state in the limit of small persistence time, \(\epsilon \ll \sqrt{\tau} \rightarrow 0\). I derive an equation for the reduced probability density limit of small persistence time by using the Chapman-Enskog method \cite{12}. To leading and first order, including \(O(\epsilon^2)\) terms, it is a diffusive Smoluchowski equation \cite{13}, although consideration of the Chapman-Enskog method as an expansion in gradients \cite{14} would suggest that third and fourth order derivatives should have also appeared. This second order diffusive Smoluchowski equation has a stationary equilibrium solution whose probability current vanishes. The next order terms in the Chapman-Enskog expansion of the equation for
the reduced probability density are $O(\varepsilon^4)$ and contain fifth and sixth order spatial derivatives, which suggest the stationary solution to be out of equilibrium. In fact, to the same order of approximation, the stationary solution of the corresponding Fokker-Planck equation (FPE) is no longer invariant under time reversal, which confirms it as a nonequilibrium state.

The rest of the paper is as follows. In section II I recall the AOUP model, adapt the time reversal theorem to it, and prove the main result. For completeness, the time reversal theorem is enunciated in Appendix A cf. Ref. [9] for technical details and proof. For the sake of simplicity and to minimize obfuscation, I consider in section III a single particle and give the corresponding formulas for the general case in Appendix B. In section II I derive equations for the reduced probability density of a single AOUP in the limit of small persistence time. In this limit, momenta equilibrate rapidly whereas coordinates evolve in a slower scale, just as in the Smoluchowski approximation to the FPE for overdamped particles. I show that the stationary probability current vanishes up to leading and first order in the persistence time. The extension of these results to a system of many AOUPs is by no means obvious. Details for the general case of $N$ AOUPs are given in Appendices C (reduced equation) and D (approximate equilibrium probability density). The case of a single AOUP in a harmonic potential under the action of an additional white noise source is considered in Appendix E. Section IV contains the conclusions of this work.

II. EQUILIBRIUM FOR AN ACTIVE ORNSTEIN-UHLENBECK PARTICLE

I consider a single AOUP particle in this section and give the details about a system of $N$ AOUPs in Appendix B. The equation of motion for one AOUP is [1]

$$\dot{x} = -\mu \Phi'(x) + v, \quad \tau \dot{v} = -v + \sqrt{2D}\eta(t),$$

(1)

where $\Phi(x)$ is the potential energy and $\mu$ the mobility of the particle. $\eta(t)$ is a zero-mean delta-correlated white noise. From the definition $p = \dot{x}$, it follows

$$\dot{p} = \dot{v} - \mu \Phi''(x) \dot{x} = -\frac{v}{\tau} - \mu \Phi''(x)p + \sqrt{\frac{2D}{\tau^2}}\eta(t).$$

Thus, I have obtained the system of equations

$$\dot{x} = p, \quad \dot{p} = -\frac{p + \mu \Phi'(x)}{\tau} - \mu \Phi''(x)p + \sqrt{\frac{2D}{\tau^2}}\eta(t).$$

(2)

(3)

The corresponding FPE for the probability density $\rho(x, p, t)$ is

$$\frac{\partial \rho}{\partial t} + p \frac{\partial \rho}{\partial x} + \frac{\partial}{\partial p} \left[ \left( \frac{1 + \mu \tau \Phi''}{\tau} + \frac{\mu \tau \Phi'}{\tau^2} \right) \rho + D \frac{\partial^2 \rho}{\partial p^2} \right] = 0.$$  

(4)

In Ref. [5], it is argued that the time reversed process of the solution of Eqs. (2)-(3) satisfies

$$\dot{x} = p, \quad \dot{p} = -\frac{p + \mu \Phi'(x)}{\tau} + \mu \Phi''(x)p + \sqrt{\frac{2D}{\tau^2}}\eta(t).$$

(5)

What does this mean? The stochastic process $(x, p)$ starts from some initial condition $(x_0, p_0)$ and, at time $t_f$, stops at some random value $(x_f, p_f)$. The time reversed process should start at time $t' = t_f - t = 0$ at $(x_f, p_f)$ and then go back randomly to exactly $(x_0, p_0)$ at $t' = t_f$ as the solution of some stochastic differential equation. It seems astonishing that this time reversal is achieved by Eq. (5), which does not use information from the direct process given by Eqs. (2)-(3). In fact, the astonishing Eq. (5) is not true.

According to Eqs. (A2)-(A4) in Appendix A, the reverse time stochastic differential equations of Eqs. (2)-(3) for $dt > 0$ are [11]

$$\dot{x} = p, \quad \dot{p} = -\frac{p + \mu \tau \Phi''(x)}{\tau} + \mu \Phi'(x) - \frac{2D}{\tau^2} \frac{\partial \ln \rho}{\partial p}(\tau, \rho, t) + \sqrt{\frac{2D}{\tau^2}}\eta(t),$$

(6)

where $\rho$ is the solution of the FPE (4), with initial condition $\rho(x_0, p_0, 0)$, and $(\tau, \rho)$ is the derivative of a standard Wiener process $\hat{w}(t)$ whose path $\{\hat{w}(s); 0 \leq s \leq t\}$ is independent of $(\tau, \rho)$ for all $t \geq 0$ [11], cf. Appendix A. Note that the drift term in the time reversed equation, Eq. (7), depends on the time dependent solution of the forward time FPE (4) $\rho(\tau, \rho, t)$, with $\tau, \rho$ taking values on the time reversed processes.

Let me assume now that the probability density of Eqs. (2)-(3) evolves to an equilibrium state whose density, $\rho_s(x, p)$, is invariant under time reversal. This means that the drift term in Eq. (7) for $\rho = \rho_s$ has to be the same as the drift term in Eq. (4) under the time reversal transformation: $t \rightarrow -t, \tau \rightarrow \tau, \rho \rightarrow -\rho$,

$$p(1 + \mu \tau \Phi''(x)) + \mu \Phi' - \frac{2D}{\tau^2} \frac{\partial \ln \rho_s}{\partial p} = p(1 + \mu \tau \Phi''(x)) - \mu \Phi'.$$

This yields

$$\frac{2D}{\tau^2} \frac{\partial \ln \rho_s}{\partial p} = -\frac{2\tau}{D}p(1 + \mu \tau \Phi'') \Rightarrow \rho_s = \exp \left[ \Lambda(x) - \frac{\tau p^2}{2D}(1 + \mu \tau \Phi'') \right].$$

(8)

We now insert this stationary probability density in the FPE (4) thereby finding

$$\rho_{s, p} \left( \Lambda' + \frac{\mu \tau}{D} \Phi' + \frac{\mu^2 \tau^2}{D} \Phi'' \right) - \frac{\mu \tau^2}{2D} \rho_s^3 \Phi''' = 0,$$

where the first term can be cancelled by choosing $\Lambda = -\frac{\mu \tau}{2D} \Phi - \frac{\mu^2 \tau^2}{4D} \Phi'^2$ but not the second (unless $\Phi''' = 0$). Thus there is an equilibrium state

$$\rho_s = \frac{1}{\mathcal{Z}} \exp \left[ -\frac{\mu \tau}{D} \Phi + \frac{\mu^2 \tau^2}{2D} \Phi^2 \right] - \frac{\tau p^2}{2D}(1 + \mu \tau \Phi'').$$

(9)
with \( \int \rho_s dx dp = 1 \), if and only if \( \Phi'' = 0 \), which occurs for a smooth quadratic potential. We conclude that the stationary solution of the FPE is not an equilibrium, invariant under time reversal, unless \( \Phi \) is quadratic, e.g., \( \Phi = kx^2/2 \). In this case, the probability density is Gaussian:

\[
\rho_s(x, p) = \frac{1}{Z} \exp\left[ -\frac{1}{T} \left( \frac{kx^2}{2} + \frac{\tau p^2}{2\mu} \right) \right],
\]

\( T = \frac{D}{\mu(1 + \mu\tau\kappa)} \), \( Z = 2\pi T \sqrt{\frac{\mu}{k\kappa}} \).

Eq. (10) is the equilibrium probability density for a particle of mass \( \mu/\tau \) placed in a harmonic potential and in contact with a bath at temperature \( T = D/\mu(1 + \mu\tau\kappa) \). Undoing the transformation, \( p = v - \mu k x \), it is immediate to prove that Eq. (10) is also the equilibrium solution of the FPE for \( \rho \) in the variables \( x \) and \( v \). As shown in Appendix B, this result also holds for a system of \( N \) AOUps.

In Ref. [1], Fodor et al also found that AOUps in a quadratic potential reach thermal equilibrium at temperature \( T = D/\mu \) (if \( \tau = 0 \)). By using path integrals, they showed that the production of entropy in the stationary state vanishes for a smooth quadratic \( \Phi \). For such a potential, the stationary probability is Gaussian, as indicated by Eq. (10). Surprisingly in view of Eq. (10), Mandal et al have claimed that there is a positive production of entropy for AOUps with any potential, including smooth quadratic potentials [2]. However, their arguments are based upon incorrectly deducing that the time reversed process of Eqs. (2)-(3) are Eqs. (5), i.e., Eqs. (7a)-(7b) in Ref. [2]. See the supplementary material in Ref. [2], where Mandal et al implement their time reversal procedure.

### III. Derivation of a Reduced Equation for Small Persistence Time

In this section, I derive a continuity equation for the reduced probability density of a single AOP in the limit of small persistence time \( \tau \propto \epsilon^3 \). It is relatively simple to obtain a leading order approximation but I will derive an approximate equation including \( O(\epsilon^3) \) terms. Keeping up to \( O(\epsilon^3) \) terms in the continuity equation, there is an equilibrium solution with zero probability current. No equilibrium solution exists beyond this order, as I show by direct calculation of the approximate stationary state.

Firstly, let me nondimensionalize the FPE (4) according to Table I. The nondimensional FPE is

\[
\partial \rho \partial t + \frac{\partial \rho}{\partial x} - \Phi' \frac{\partial \rho}{\partial p} - \epsilon \Phi'' \frac{\partial (\rho p)}{\partial p} = 0,
\]

where the diffusive length is much smaller than the characteristic particle length \( l \):

\[
\epsilon = \frac{\sqrt{D\tau}}{l} \ll 1.
\]

| \( x \) | \( p \) | \( t \) | \( \Phi \) | \( \rho \) |
| --- | --- | --- | --- | --- |
| \( l \sqrt{D} \) | \( l \sqrt{D} \) | \( D \) | \( D \) | \( D \) |

**Table I: Units for nondimensionalizing the AOU FPE (4).** \( l \) is a characteristic length.

By an abuse of notation, I have kept the same symbols for dimensional and nondimensional variables. Table I can be used to get dimensional variables from the corresponding nondimensional ones. For \( N \) particles in a \( d \)-dimensional cubic box of size \( L \), one can use \( l = (L^d/N)^{1/d} \), cf. Appendix C. In this section, \( N = d = 1 \). The limit \( \epsilon \to 0 \) corresponds to \( \sqrt{T} \to 0 \) in Fodor et al’s paper [1]. For \( \epsilon = 0 \), Eq. (11) has the solution

\[
\rho^{(0)}(x, p, t) = \frac{e^{-p^2/2}}{\sqrt{2\pi}} R(x, t; \epsilon),
\]

\[
\int \rho^{(0)}(x, p, t) dp = R(x, t; \epsilon).
\]

**A. Chapman-Enskog derivation of the reduced equation**

Given the stated goal of obtaining a high order approximation of the reduced equation for \( R \), it is convenient to use the Chapman-Enskog method [12]. I consider

\[
\rho(x, p, t; \epsilon) = \frac{e^{-p^2/2}}{\sqrt{2\pi}} R(x, t; \epsilon) + \sum_{j=1}^{\infty} \epsilon^j \rho^{(j)}(x, p; R),
\]

where, for \( j \geq 1 \),

\[
\int \rho^{(j)}(x, p; R) dp = 0.
\]

The key ingredient of the Chapman-Enskog method is that the equation for \( R \) in Eq. (13) is expanded, not its solution. The functionals \( F^{(j)}(R) \) are calculated by imposing that the resulting linear equations for the \( \rho^{(j)} \) have solutions. If one keeps more than one term in Eq. (13), then this reduced equation for \( R \) contains higher order terms that can regularize its leading order. For the original application to derive hydrodynamics from the Boltzmann equation, the leading order equations are the Euler equations and the equations including first order terms are the Navier-Stokes equations [14]. For applications to unfolding degenerate bifurcations in different contexts, including synchronization of oscillators and active matter, see Refs. [12, 16, 17].

I now proceed with the mechanics of the Chapman-Enskog method. The normalization condition for the
The solutions $\rho^{(j)}$ of equations in the hierarchy [19]-[23] are Gaussians in $\rho$ times polynomials of degree $j$:

$$\rho^{(2j+\xi)} (x, p, R) = \frac{e^{-p^2/2}}{\sqrt{2\pi}} \sum_{n=0}^{j} A^{(2j+\xi)}_{2n+\xi} p^{2n+\xi}, \quad (25)$$

where $\xi = 0, 1$. Clearly for [19]-[23], the solvability conditions yield

$$F^{(j)} = -\frac{\partial J^{(j)}}{\partial x}, \quad J^{(j)} = \int pp^{(j)} dp. \quad (26)$$

Eq. (25) then implies that $J^{(2)} = 0$ and $F^{(2)} = 0$, which I have used to suppress all such terms in the previous hierarchy of equations. Note that, in order to find terms of order $e^5$ in Eq. (25), I need to solve Eqs. [19]-[23], but not higher order equations in the hierarchy.

Eqs. (14) and (26) agree with the continuity equation (18). Using

$$\mathcal{L} \left( \frac{pe^{-p^2/2}}{\sqrt{2\pi}} \right) = -\frac{pe^{-p^2/2}}{\sqrt{2\pi}}, \quad (27)$$

The solution of Eq. (14) that satisfies Eq. (16) is:

$$\rho^{(1)} = -\frac{e^{-p^2/2}}{\sqrt{2\pi}} \left( \Phi R + \frac{\partial R}{\partial x} \right) = \frac{pe^{-p^2/2}}{\sqrt{2\pi}} DR. \quad (28)$$

Inserting this in Eq. (20), its solvability condition produces

$$F^{(1)} = -\frac{\partial J^{(1)}}{\partial x}, \quad J^{(1)} = \int pp^{(1)} dp = -DR = -e^{-\Phi} \frac{\partial}{\partial x} (e^{\Phi} R). \quad (29)$$

Using

$$\mathcal{L} \left( \frac{p^2 e^{-p^2/2}}{\sqrt{2\pi}} \right) = -\frac{e^{-p^2/2}}{\sqrt{2\pi}} 2(p^2 - 1), \quad (30)$$

I find the solution of Eq. (20) that satisfies Eq. (16):

$$\rho^{(2)} = \frac{e^{-p^2/2}}{\sqrt{2\pi}} (p^2 - 1) A^{(2)}, \quad (31)$$

$$A^{(2)} = \frac{1}{2} \left( \frac{\partial^2 R}{\partial x^2} + 2\Phi^2 \frac{\partial R}{\partial x} + \Phi^2 R \right). \quad (32)$$

Eq. (31) has the form of Eq. (25) with $A^{(2)}_0 = -A^{(2)}_2 = -A^{(2)}$. Using

$$\mathcal{L} \left( \frac{p^3 e^{-p^2/2}}{\sqrt{2\pi}} \right) = \frac{e^{-p^2/2}}{\sqrt{2\pi}} 3p(2 - p^2), \quad (33)$$
I find the solution of Eq. (21) that satisfies Eq. (10):

\[ \rho^{(3)} = \frac{p e^{-p^2/2}}{\sqrt{2\pi}} (A_3^{(3)} p^2 + A_1^{(3)}) \]

\[ = \frac{p e^{-p^2/2}}{\sqrt{2\pi}} \left[ A_3^{(3)} (p^2 - 3) + J^{(3)} \right], \]

(34)

\[ A_3^{(3)} = -\frac{1}{3} (D A_2^{(2)} - \Phi' DR), \]

(35)

\[ A_1^{(3)} = \left( D \frac{\partial}{\partial x} - 2\Phi' \right) DR + 6 A_3^{(3)} + (2\Phi' + D) A_2^{(2)}, \]

(36)

The corresponding contribution to the probability current is

\[ J^{(3)} = 3 A_3^{(3)} + A_1^{(3)} = \left( D \frac{\partial}{\partial x} + \Phi' \right) DR - 2 \frac{\partial A_2^{(2)}}{\partial x} \]

(37)

To find \( \rho^{(4)} \), I follow the same procedure. The solution of Eq. (22) with Eqs. (31) and (34) is Eq. (25) with

\[ A_5^{(5)} = -\frac{1}{5} (D A_4^{(4)} + \Phi'' A_3^{(3)}), \]

(44)

\[ A_3^{(5)} = -\frac{4}{3} \frac{\partial}{\partial x} A_4^{(4)} - \frac{1}{3} D A_2^{(2)} + \Phi'' \left( A_3^{(3)} - \frac{1}{3} J^{(3)} \right) \]

\[ - \frac{1}{3} \delta A_3^{(3)} \frac{\partial}{\partial R} DR, \]

(45)

\[ A_1^{(5)} = \left( 3 \Phi' - 5 \frac{\partial}{\partial x} \right) A_4^{(4)} + \left( \Phi' - \frac{\partial}{\partial x} \right) A_2^{(2)} \]

\[ - D \frac{\partial J^{(3)}}{\partial x} + \delta A_3^{(3)} \frac{\partial}{\partial x} DR - \delta J^{(3)} \frac{\partial}{\partial x} DR. \]

(46)

The probability current of Eq. (26) that corresponds to Eqs. (43)-(45) is

\[ J^{(5)} = 3 \frac{\partial^2}{\partial x^2} A_3^{(3)} + 3 \frac{\partial}{\partial x} (\Phi'' A_2^{(2)}) \]

\[ - \left( \delta A_2^{(2)} + \delta J^{(3)} \right) \frac{\partial}{\partial x} DR. \]

(47)

The resulting reduced equation for the probability density \( \rho \) is

\[ \frac{\partial}{\partial (ct)} = \frac{\partial}{\partial x} \left[ R \Phi' + \frac{\partial}{\partial x} c^2 - e^4 J^{(5)} \right] \]

\[ + O(\epsilon^6) \equiv \frac{\partial}{\partial x}. \]

(48)

Note that the reduced probability density evolves in a slow time scale \( ct \). Eq. (48) is a diffusion equation to \( O(\epsilon^2) \) but \( J^{(5)} \) contains derivatives of orders 3 to 5.

B. Equilibrium solution to \( O(\epsilon^2) \)

There is an equilibrium solution that solves the reduced equation (48) with \( J^r = 0 \) to order \( \epsilon^3 \) in the Chapman-Enskog expansion. To find it, I insert the exponential form

\[ \rho_{eq} = e^{\tilde{\Phi} - \tilde{\Phi}}, \quad \tilde{\Phi}(x; \epsilon) = \Phi(x) + \sum_{j=1}^2 \epsilon^j \Phi^{(2j)}(x), \]

(49)

into \( J^r = 0 \) and find the \( \Phi^{(2j)} \). The free energy \( \tilde{\Phi}_{eq} \) ensures that the normalization condition (17) is fulfilled.

To leading order, \( J^{(1)} = 0 \) produces \( \tilde{\Phi} = \Phi \) according to Eq. (29). Keeping the \( \epsilon^2 \) term in Eq. (48), I get

\[ -\epsilon^2 \left( \frac{\partial}{\partial x} + \Phi'' - \Phi' \Phi'' \right) = O(\epsilon^4), \]

which yields

\[ R_{eq} = e^{\tilde{\Phi} - \tilde{\Phi}}, \quad \tilde{\Phi} = \Phi + \epsilon^2 \left( \frac{1}{2} \Phi'^2 - \Phi'' \right) + O(\epsilon^4). \]

(50)

While \( \tilde{\Phi} \) may be purely repulsive, the extra term in \( \tilde{\Phi} \) of Eq. (50) may produce an attractive component that is responsible for the segregation phase transition observed in
Ref. [1]. The equilibrium probability density of Eq. (50) can be generalized to the case of N AOUPS as shown in Appendix C. It coincides with Eq. (7) of Ref. [1].

For the term of order $\epsilon^4$, I get

$$\frac{\partial \Phi^{(4)}}{\partial x} = \frac{1}{2} \left( 5\Phi''\Phi''' - \Phi'(\Phi'')^2 - \Phi'^2\Phi''' + 2\Phi\partial^4\Phi \right)$$

Integrating this equation, I get

$$\Phi^{(4)} = \frac{1}{2} \left( 2\partial_x(\Phi'') - \Phi'^{2}\Phi'' - \frac{1}{2} \partial_x(\Phi'')^2 - \partial^4\Phi \right)$$

$$= \frac{1}{2} \int \Phi'(\Phi'')^2 dx.$$

The last term cannot be integrated in exact form. Thus, I have shown that the equilibrium solution cannot be extended to $O(\epsilon^4)$.

C. Stationary solution of the FPE including $O(\epsilon^3)$ terms

Since I cannot find an equilibrium solution of the reduced equation for $R$ that holds beyond $O(\epsilon^2)$ terms, I go back to the full FPE (11) and find its stationary solution including terms beyond this order. Let me start with the nondimensional version of Eq. (11) and try to find an approximation to the stationary solution of the FPE (11).

$$\rho_s = \frac{1}{Z} \exp \left[ - \frac{\epsilon^2}{2} (1 + \epsilon^2\Phi'' + \Phi + \frac{\epsilon^2}{2}\Phi'^2) \right] \times \left[ 1 + \epsilon^2 r(x, p; \epsilon) \right].$$

I use the extra term $\epsilon^2 r(x, p; \epsilon)$ to cancel the term proportional to $\epsilon^3 p^3 \Phi'''$ that precludes finding an equilibrium solution to the full FPE, cf. section II. Inserting Eq. (52) into Eq. (11), I obtain after some simplification,

$$\epsilon^2 \left( \frac{\partial^2 r}{\partial p^2} - \frac{\partial r}{\partial p} \right) + \epsilon^3 p\Phi''' \left( \frac{p^2}{2} - 1 \right) - \epsilon^3 \left( \frac{\partial r}{\partial x} - \Phi' \frac{\partial r}{\partial p} \right) = O(\epsilon^4).$$

Assuming that $r = a(x) + \epsilon b(x) p + \epsilon c(x) p^3 + O(\epsilon^2)$, Eq. (53) yields

$$\epsilon^3 p(6c - b - a') + \epsilon^3 p^3 \left( \frac{\Phi'''}{2} - 3c \right) = O(\epsilon^4)$$

$$\implies c = \frac{1}{6} \Phi'''', \quad a' + b = \Phi'''.$$

A simple choice is $b = 0$, which produces the stationary nonequilibrium probability density:

$$\rho_s(x, p; \epsilon) = \frac{1}{Z} \exp \left[ - \frac{\epsilon^2}{2} (1 + \epsilon^2\Phi'' + \Phi + \frac{\epsilon^2}{2}\Phi'^2) \right] \times \left[ 1 + \epsilon^2 \Phi'' + \frac{\epsilon^3}{6} p^3 \Phi''' + O(\epsilon^4) \right].$$

Selecting $a = 3\Phi''/2$, $b = -\epsilon \Phi'''/2$, yields

$$\rho_s(x, p; \epsilon) = \frac{1}{Z} \exp \left[ - \frac{\epsilon^2}{2} (1 + \epsilon^2\Phi'' + \Phi + \frac{\epsilon^2}{2}\Phi'^2) \right] \times \left( 1 + \frac{3\epsilon^2}{2} \Phi'' + \frac{\epsilon^3}{6} (p^3 - 3p) \Phi''' + O(\epsilon^4) \right),$$

which, for one AOUP, is the approximate probability density in Eq. (6) of Ref. [1].

IV. CONCLUSIONS

For zero persistence time, active Ornstein-Uhlenbeck particles become overdamped particles in contact with a thermal bath. Thus, they reach equilibrium for long times. There has been some controversy on whether AOUPS under harmonic potentials may reach a time invariant equilibrium state for nonzero persistence times [1, 3, 8, 15]. For nonzero persistence time $\tau$, AOUPS reach an equilibrium state characterized by a probability density that is invariant under time reversal if, and only if, their interaction potential is quadratic (within the class of smooth potentials). This can be shown by means of a general formula for their time reversed Langevin-Itô stochastic differential equation (the time reversal theorem, [9]). Using path integrals, Fodor et al have concluded that AOUPS reach equilibrium with zero production of entropy [1], which agrees with the previous result. Mandal et al [5] have disputed this conclusion using an incorrect time-reversed Langevin-Itô equation of the AOUPS that is at odds with the time reversal theorem. Their formulas for production of entropy and thermodynamics arguments are based upon their time reversed stochastic equation [6], and should be appropriately modified [7].

The active harmonic oscillator under an additional thermal noise reaches a nonequilibrium stationary state that is no longer invariant under time reversal, cf. Ref. [8] and also Appendix C in this paper. Thus, the model of the noisy overdamped particle in a harmonic potential...
is quite peculiar. It has an equilibrium probability density if the particle is subject to only one external noise, either Ornstein-Uhlenbeck or thermal white noise (the usual case for a purely passive particle), but it reaches a nonequilibrium stationary state when both noises are present. Other models for active colloidal particles include both translational thermal white noise and orientational white noise for the active velocity, which render the models thermodynamically consistent.

For general interaction potentials and in the limit of small persistence time, AOUPs are close to an extended equilibrium state. In this paper, the state of affairs is present. Other models for active colloidal particles include Ornstein-Uhlenbeck and thermal white noise (the latter contains a probability current that depends on space and time). The overall momentum-dependent stationary probability density has terms that are odd in the momenta. Here superscripts denote components of vectors, summation over repeated indices is implied, and $\rho(x, t)$ is the solution of the FPE corresponding to Eq. (A2):

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} \left[ b^i(x, t) \rho - \frac{1}{2} \frac{\partial}{\partial x_j} (a^{ij}(x, t) \rho) \right] = 0. \quad (A4)$$

The proof shows that the infinitesimal generator of the time reversed process $\vec{X}_t$ is given by the coefficient functions in Eq. (A3). This is done straightforwardly by using two test functions and integration by parts. Then the resulting formulas are justified in the appropriate functional spaces under mild conditions for the coefficient functions.

**Appendix B: Systems of active Ornstein-Uhlenbeck particles**

The AOUP equation of motion is

$$\dot{r}_i = -\mu \nabla_i \Phi + \nu_i, \quad \tau \ddot{r}_i = -\nu_i + \sqrt{2D} \eta_i(t). \quad (B1)$$

where $i = 1, \ldots, N$, and $\eta_i(t)$ is a zero-mean delta-correlated white noise. From this equation and $p_i = \dot{r}_i$, it follows

$$\dot{p}_i = \dot{v}_i - \mu \sum_{k=1}^{N} (\dot{r}_k \cdot \nabla_k) \nu_i \Phi + \sqrt{\frac{2D}{\tau^2}} \eta_i(t). \quad (B2)$$

In terms of $p_i$, the system of equations is

$$\dot{r}_i = p_i, \quad (B2)$$

$$\dot{p}_i = -\frac{p_i + \mu \nabla_i \Phi}{\tau} - \mu \sum_{k=1}^{N} (p_k \cdot \nabla_k) \nu_i \Phi + \sqrt{\frac{2D}{\tau^2}} \eta_i(t). \quad (B3)$$

The corresponding FPE for the probability density $\rho(R, P, t)$ (in which $R = r_1, \ldots, r_N$, with a similar meaning for $P$) is
Here \( \alpha = 1, 2, \ldots, d \) are the components of the vectors \( \mathbf{r}_i \) and \( \mathbf{p}_i \). In Eq. (B4), summation over repeated indices is intended.

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial r_{i\alpha}} (p_{i\alpha} \rho) - \frac{\partial}{\partial \rho_{i\alpha}} \left( \frac{\rho_{i\alpha}}{\tau} + \frac{\rho}{\tau} (1 + \tau p_{j\beta} \frac{\partial}{\partial r_{j\beta}} \Phi) \right) \rho + \frac{D}{\tau^2} \frac{\partial \rho}{\partial \rho_{i\alpha}} = 0. \tag{B4}
\]

According to Eqs. (A2)-(A4) in Appendix A the reverse time stochastic differential equations of Eqs. (B2)-(B8) for \( dt > 0 \) are

\[
\begin{align*}
\mathbf{r}_i &= \mathbf{r}_i, \\
\mathbf{p}_i &= -\frac{\mathbf{p}_i}{\tau} + \frac{\mathbf{p}_i + \mu \nabla \Phi (\mathbf{R})}{\tau} - \mu \sum_{k=1}^{N} (\mathbf{p}_k \cdot \nabla k) \nabla_k \Phi (\mathbf{R}) \\
&= - \frac{\mathbf{p}_i}{\tau} + \frac{\mathbf{p}_i + \mu \nabla \Phi (\mathbf{R})}{\tau} - 2D \frac{\partial \ln \rho}{\partial \mathbf{p}_i}.
\end{align*}
\]

In equilibrium, \( \rho = \rho_s (\mathbf{R}, \mathbf{P}) \) is invariant under time reversal. This means that the drift term of Eq. (B4) for \( \rho = \rho_s \) is the same as the drift term of Eq. (B3) under the time reversal transformation: \( t \rightarrow -t, \mathbf{r}_i = \mathbf{r}_i, \mathbf{p}_i = -\mathbf{p}_i \):

\[
- \frac{\mathbf{p}_i + \mu \nabla \Phi (\mathbf{R})}{\tau} - \mu \sum_{k=1}^{N} (\mathbf{p}_k \cdot \nabla k) \nabla_k \Phi (\mathbf{R})
\]

This yields

\[
\frac{2D}{\tau^2} \frac{\partial \rho}{\partial \mathbf{p}_i} = -\frac{2}{\tau} \left[ \mathbf{p}_i + \mu \tau \sum_{k=1}^{N} (\mathbf{p}_k \cdot \nabla k) \nabla_k \Phi \right] \\
\rho_s = \exp \left[ \frac{\tau}{2D} \sum_{i=1}^{N} \left( \mathbf{p}_i^2 + \mu \tau (\mathbf{p}_i \cdot \nabla_i)^2 \Phi \right) + \Lambda (\mathbf{r}_1, \ldots, \mathbf{r}_N) \right].
\]

I now insert this stationary probability density in the FPE (B4) thereby finding

\[
\sum_{i=1}^{N} \left[ \mathbf{p}_i \cdot \nabla_i \Phi + \frac{\mu \tau}{D} \sum_{j=1}^{N} (\nabla_j \Phi) (\mathbf{p}_i \cdot \nabla_j) \right] \rho_s - \frac{\mu \tau^2 \rho_s}{2D} \sum_{i=1}^{N} (\mathbf{p}_i \cdot \nabla_i)^3 \Phi = 0,
\]

where the first term can be cancelled by choosing \( \Lambda = -\frac{\mu \tau}{D} \sum_{j=1}^{N} |\nabla_j \Phi|^2 \) but not the second. Thus, there is an equilibrium state

\[
\rho_s = \frac{1}{Z} \exp \left[ -\frac{\mu}{D} \left( \Phi + \frac{\mu \tau}{2} \sum_{j=1}^{N} |\nabla_j \Phi|^2 \right) - \frac{\tau}{2D} \sum_{i=1}^{N} \left( \mathbf{p}_i^2 + \mu \tau (\mathbf{p}_i \cdot \nabla_i)^2 \Phi \right) \right], \tag{B8}
\]

if and only if \( \sum_{i=1}^{N} (\mathbf{p}_i \cdot \nabla_i)^3 \Phi = 0 \), which occurs for a smooth quadratic potential. I conclude that the stationary solution of the FPE (with smooth potential \( \Phi \)) is not an equilibrium invariant under time reversal unless \( \Phi \) is quadratic.

**Appendix C: Reduced probability density for a system of \( N \) AOUPs**

Here I nondimensionalize the model according to Table II. The nondimensional FPE corresponding to Eq. (B4) is

\[
\frac{\partial}{\partial \rho_{i\alpha}} \left( \frac{p_{i\alpha}}{\rho_{i\alpha}} + \frac{\partial}{\partial \rho_{i\alpha}} \right) \rho = \epsilon \left[ \frac{\partial \rho}{\partial t} + \frac{\partial}{\partial r_{i\alpha}} (p_{i\alpha} \rho) - \frac{\partial \Phi}{\partial r_{i\alpha}} \frac{\partial \rho}{\partial \rho_{i\alpha}} - \epsilon \frac{\partial^2 \Phi}{\partial r_{i\alpha} \partial r_{j\beta}} \frac{\partial}{\partial \rho_{i\alpha} \partial \rho_{j\beta}} (p_{j\beta} \rho) \right], \tag{C1}
\]

where summation over repeated indices is implied and

\[
\epsilon = \sqrt{D\tau l} = \sqrt{D\tau \rho_n^{1/d}} \ll 1, \quad \rho_n = \frac{N}{L^d} \tag{C2}
\]

Assuming the diffusive length is much smaller than the specific particle length \( l = (L^2/N)^{1/d} \) corresponds to
the limit $\sqrt{\tau} \to 0$ in Ref. [1]. Note that for the parameters listed in Fig. 1 of Ref. [1], $\epsilon$ is large, 17.89 ($l = L/\sqrt{N} = 2.5$) or 22.36 ($l = 2$, the range of the repulsive potential), so that motility induced separation occurs at the opposite limit of large particle density. For $\epsilon = 0$, $R = (r_1, \ldots, r_N), P = (p_1, \ldots, p_N)$, Eq. (C1) has the solution

$$\rho^{(0)}(R, P, t) = \frac{e^{-p^2/2}}{(2\pi)^{dN/2}} \rho(R, t; \epsilon), \quad (C3)$$

$$\int P^{(0)}(R, P, t) dP = \rho(R, t; \epsilon).$$

The Chapman-Enskog ansatz is [12]

$$\rho(R, P, t; \epsilon) = e^{-p^2/2} \frac{1}{(2\pi)^{dN/2}} R(R, t; \epsilon) \rho(R, t; \epsilon)$$

$$+ \sum_{j=1}^{\infty} \epsilon^j \rho^{(j)}(R, P, R), \quad (C4)$$

$$\frac{\partial R}{\partial t} = \sum_{j=1}^{\infty} \epsilon^j F^{(j)}(R), \quad (C5)$$

where

$$\int \rho^{(j)}(R, P, R) dP = 0 \text{ for } j \geq 1, \quad (C6)$$

$$\int R(R, t; \epsilon) dR = 1.$$ Integrating Eq. (C1) over the momenta, I obtain the exact continuity equation

$$\frac{\partial R}{\partial t} + \frac{\partial J_{ia}}{\partial r_{ia}} = 0, \quad (C7)$$

Insertion of (C3)-(C5) into (C1) produces the hierarchy of equations

$$L \rho^{(1)} = \frac{\partial}{\partial p_{ia}} \left( p_{ia} + \frac{\partial}{\partial p_{ia}} \right) \rho^{(1)} = \frac{e^{-p^2/2}}{(2\pi)^{dN/2}} p_{ia} \left( \frac{\partial \Phi}{\partial r_{ia}} + \frac{\partial}{\partial r_{ia}} \right) R, \quad (C8)$$

$$L \rho^{(2)} = \frac{e^{-p^2/2}}{(2\pi)^{dN/2}} \left[ F^{(1)} + \frac{\partial^2 \Phi}{\partial r_{ia} \partial r_{ja}} (p_{ia} p_{ja} - \delta_{ia} \delta_{ja}) R \right] + \rho^{(1)} \frac{\partial p_{ia}}{\partial r_{ia}} - \frac{\partial \Phi}{\partial r_{ia}} \frac{\partial \rho^{(1)}}{\partial p_{ia}}, \quad (C9)$$

$$L \rho^{(3)} = \frac{\partial^3 \Phi}{\partial r_{ia} \partial r_{ja} \partial p_{ia}} - \frac{\partial \Phi}{\partial r_{ia}} \frac{\partial \rho^{(3)}}{\partial p_{ia}} + \frac{\partial^2 \Phi}{\partial \rho^{(1)} \partial p_{ia}} + \frac{\partial \rho^{(1)}}{\partial p_{ia}}, \quad (C10)$$

$$L \rho^{(4)} = \frac{e^{-p^2/2}}{(2\pi)^{dN/2}} F^{(3)} + \rho^{(3)} \frac{\partial^4 \Phi}{\partial r_{ia} \partial r_{ja} \partial p_{ia}} - \frac{\partial^2 \Phi}{\partial r_{ia} \partial r_{ja}} \frac{\partial (p_{ia} \rho^{(3)})}{\partial p_{ia}} + \frac{\partial \rho^{(2)}}{\partial \rho^{(1)} \partial R} F^{(3)} + \frac{\partial \rho^{(3)}}{\partial \rho^{(1)} \partial R} F^{(1)}, \quad (C11)$$

$$L \rho^{(5)} = \frac{\partial^5 \Phi}{\partial r_{ia} \partial r_{ja} \partial p_{ia}} - \frac{\partial^3 \Phi}{\partial r_{ia} \partial r_{ja} \partial p_{ia}} + \frac{\partial^2 \Phi}{\partial \rho^{(1)} \partial p_{ia}} \frac{\partial (p_{ia} \rho^{(3)})}{\partial p_{ia}} + \frac{\partial \rho^{(4)}}{\partial \rho^{(1)} \partial R} F^{(3)} + \frac{\partial \rho^{(3)}}{\partial \rho^{(1)} \partial R} F^{(1)}, \quad (C12)$$

etc. The solvability conditions for the equations of this hierarchy are that the integrals over momenta of their right hand sides be zero. The solutions $P^{(j)}$ of the hierarchy are Gaussians in $p_{ia}$ times polynomials of degree $j$:

$$\rho^{(2j+\xi)}(R, P; \rho) = \frac{e^{-p^2/2}}{(2\pi)^{dN/2}} \times \sum_{n=0}^{j} A^{(2j+\xi)}_{11a_1, \ldots, 2n+\xi a_{2n+\xi}} \prod_{k=1}^{2n+\xi} p_{ia_k}, \quad (C13)$$

where $\xi = 0, 1$. Clearly for Eqs. (C8)-(C12), the solvability conditions yield

$$F^{(j)} = -\frac{\partial j^{(j)}}{\partial t_{ia}}, \quad j^{(j)} = \int p_{ia} \rho^{(j)} dP. \quad (C14)$$

Therefore, $j^{(2)} = 0, F^{(2)} = 0$,

which I have used this to suppress all such terms in the previous hierarchy of equations. Eqs. (C14) agree with the continuity equation (C7). Using

$$L \left( \frac{e^{-p^2/2}}{(2\pi)^{dN/2}} \right) = -\frac{e^{-p^2/2}}{(2\pi)^{dN/2}} p_{ia}, \quad (C15)$$

The solution of Eq. (C8) that satisfies Eq. (C6) is:
The corresponding contribution to the probability current is

\[ \rho^{(1)} = \frac{e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} p_{\alpha} \left( \frac{\partial \Phi}{\partial r_{\alpha}} + \frac{\partial}{\partial r_{\alpha}} \right) \rho = -\frac{p_{\alpha} e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} D_{\alpha \beta} \rho. \]  

(C16)

Inserting this in (C9), its solvability condition produces

\[ \mathcal{F}^{(1)} = -\frac{\partial J_{\alpha}^{(1)}}{\partial r_{\alpha}}, \quad J_{\alpha}^{(1)} = \int p_{\alpha} \rho^{(1)} dP = -D_{\alpha \beta}, \quad D_{\alpha \beta} = \frac{\partial \Phi}{\partial r_{\alpha \beta}} + \frac{\partial}{\partial r_{\alpha \beta}}. \]  

Using

\[ \mathcal{L} \left( \frac{e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} p_{\alpha} p_{\beta} \right) = -\frac{e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} 2(p_{\alpha} p_{\beta} - \delta_{i\alpha} \delta_{j\beta}), \quad \int e^{-p_{j\beta}/2} (2\pi)^{dN/2} p_{\alpha} p_{\beta} dP = \delta_{i\alpha} \delta_{j\beta}, \]  

(C18)

the solution of Eq. (C9) that satisfies Eq. (C6):

\[ \rho^{(2)} = \frac{e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} (p_{\alpha} p_{\beta} - \delta_{j\alpha} \delta_{j\beta}) A^{(2)}_{\alpha \beta}, \]  

(C19)

\[ A^{(2)}_{\alpha \beta} = \frac{1}{2} \left( \frac{\partial^2 R}{\partial r_{\alpha \beta}} + \frac{\partial \Phi}{\partial r_{\alpha \beta}} + \frac{\partial \Phi}{\partial r_{\alpha \beta}} \frac{\partial R}{\partial r_{\alpha \beta}} + \frac{\partial \Phi}{\partial r_{\alpha \beta}} \frac{\partial R}{\partial r_{\alpha \beta}} \right). \]  

(C20)

Eq. (C19) has the form Eq. (C13) with \( A^{(2)} = -A^{(2)}_{\alpha \alpha}. \)

Let me find \( \rho^{(3)} \). Using

\[ \mathcal{L} \left( \frac{e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} p_{\alpha} p_{\beta} p_{\gamma} \right) = \frac{e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} (2\delta_{i\alpha} \delta_{j\beta} p_{k\gamma} + 2\delta_{k\alpha} \delta_{j\beta} p_{i\gamma} + 2\delta_{k\alpha} \delta_{j\beta} p_{i\gamma} - 3p_{\alpha} p_{\beta} p_{\gamma}), \]  

(C21)

I find the solution of Eq. (C10) that satisfies Eq. (C6):

\[ \rho^{(3)} = \frac{p_{\alpha} e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} (A^{(3)}_{\alpha \beta \gamma} p_{\gamma} + A^{(3)}_{\alpha \beta \gamma} + A^{(3)}_{\alpha \beta \gamma} + A^{(3)}_{\alpha \beta \gamma} + J_{\alpha}^{(3)}), \]  

(C22)

\[ A^{(3)}_{\alpha \beta \gamma} = \frac{1}{3} \left( A^{(3)}_{\alpha \beta \gamma} + A^{(3)}_{\alpha \beta \gamma} + A^{(3)}_{\alpha \beta \gamma} + A^{(3)}_{\alpha \beta \gamma} \right), \]  

(C23)

\[ A^{(3)}_{\alpha \beta \gamma} = -\frac{1}{3} \left( D_{\alpha \beta} A^{(2)}_{\alpha \beta} - \frac{\partial^2 \Phi}{\partial r_{\alpha \beta}} \partial r_{\beta} R \right), \]  

(C24)

\[ A^{(3)}_{\alpha \beta \gamma} = \left( D_{\alpha \beta} \frac{\partial}{\partial r_{\beta}} - \frac{\partial^2 \Phi}{\partial r_{\alpha \beta}} \partial r_{\beta} \right) D_{\beta} R - \frac{\partial^2 \Phi}{\partial r_{\alpha \beta}} D_{\beta} R + 6A^{(3)}_{\alpha \beta \gamma} + 2 \frac{\partial \Phi}{\partial r_{\beta}} A^{(2)}_{\alpha \beta} + D_{\alpha \beta} A^{(2)}_{\alpha \beta}. \]  

(C25)

The corresponding contribution to the probability current is

\[ J_{\alpha}^{(3)} = 3A^{(3)}_{\alpha \beta \gamma} + A^{(3)}_{\alpha \beta \gamma} = \left( D_{\alpha \beta} \frac{\partial}{\partial r_{\beta}} + \frac{\partial^2 \Phi}{\partial r_{\alpha \beta}} \right) D_{\beta} R - 2 \frac{\partial A^{(2)}_{\alpha \beta \gamma}}{\partial r_{\beta}} \]  

(C26)

The solution of Eq. (C11) with conditions given Eq. (C6) has the form of Eq. (C13):

\[ \rho^{(4)} = \frac{e^{-p_{j\beta}/2}}{(2\pi)^{dN/2}} \left( A^{(4)}_{\alpha \beta \gamma \delta \ell} (p_{\alpha} p_{\beta} p_{\gamma} p_{\delta} - \delta_{i\alpha} \delta_{j\beta} \delta_{k\gamma} \delta_{l\delta} - \delta_{k\alpha} \delta_{j\beta} \delta_{i\gamma} \delta_{l\delta} - \delta_{i\alpha} \delta_{j\beta} \delta_{k\gamma} \delta_{l\delta}) + A^{(4)}_{\alpha \beta \gamma \delta \ell} (p_{\alpha} p_{\beta} - \delta_{i\alpha} \delta_{j\beta}) \right), \]  

(C27)

\[ A^{(4)}_{\alpha \beta \gamma \delta \ell} = \frac{1}{4} \left( D_{\alpha \beta} A^{(3)}_{\gamma \delta \ell} + \frac{\partial^2 \Phi}{\partial r_{\alpha \beta}} A^{(2)}_{\gamma \delta \ell} \right), \]  

(C28)

\[ A^{(4)}_{\alpha \beta \gamma \delta \ell} = \frac{1}{4} \left( \frac{\partial^2}{\partial r_{\alpha \beta}} + \frac{\partial \Phi}{\partial r_{\alpha \beta}} \frac{\partial}{\partial r_{\alpha \beta}} + \frac{\partial \Phi}{\partial r_{\alpha \beta}} \frac{\partial}{\partial r_{\alpha \beta}} + \frac{\partial \Phi}{\partial r_{\alpha \beta}} \frac{\partial}{\partial r_{\alpha \beta}} \right) \frac{\partial}{\partial r_{\gamma \delta \ell}} D_{\gamma \delta \ell} R \]  

\[ + \frac{3}{2} \frac{\partial \Phi}{\partial r_{\gamma \delta \ell}} A^{(3)}_{\alpha \beta \gamma \delta \ell} - \frac{1}{4} (D_{\gamma} J_{\beta}^{(3)} + D_{\beta} J_{\gamma}^{(3)}), \quad A^{(4)} = -3A^{(3)}_{\alpha \beta \gamma \delta \ell} - A^{(4)}_{\alpha \beta \gamma \delta \ell}, \]  

(C29)
to derive which I have used
\[
\mathcal{L}\left(\frac{e^{-p_{\beta}/\sqrt{2}}}{(2\pi)^{3/2}}p_{\alpha}p_{\beta}p_{\gamma}p_{\delta}\right) = \frac{2e^{-p_{\beta}/\sqrt{2}}}{(2\pi)^{3/2}}\left(\delta_{ij}\delta_{\alpha\beta}p_{k\gamma}p_{l\delta} + \delta_{ik}\delta_{\alpha\gamma}p_{j\beta}p_{l\delta} + \delta_{il}\delta_{\alpha\delta}p_{j\beta}p_{k\gamma}
\right.
\]
\[+ \delta_{jk}\delta_{\beta\gamma}p_{i\alpha}p_{l\delta} + \delta_{jl}\delta_{\beta\delta}p_{i\alpha}p_{k\gamma} + \delta_{kl}\delta_{\gamma\delta}p_{i\alpha}p_{j\beta} - 2p_{i\alpha}p_{j\beta}p_{k\gamma}p_{l\delta}\),
\]
(C30)
\[
\int \frac{e^{-p_{\beta}/\sqrt{2}}}{(2\pi)^{3/2}}p_{\alpha}p_{\beta}p_{\gamma}p_{\delta}d\mathbf{P} = \delta_{ij}\delta_{\alpha\beta}\delta_{kl}\delta_{\delta\gamma} + \delta_{ik}\delta_{\alpha\gamma}\delta_{jl}\delta_{\delta\beta} + \delta_{il}\delta_{\alpha\delta}\delta_{jk}\delta_{\beta\gamma}.
\]
(C31)

After inserting Eqs. (C16), (C19), (C22) and (C27) into Eq. (C12), the latter becomes
\[
\mathcal{L}^{(5)} = -2p_{i\alpha}\frac{\partial \Phi}{\partial r_{\beta}}\left(2A_{(i,j,\beta,\gamma),\delta,\mu,\nu}(p_{j\beta}p_{k\gamma}p_{l\delta}p_{\mu\nu} - 3\delta_{j\beta}\delta_{\alpha\gamma}\delta_{\delta\mu})\right) + A_{(i,j,\beta,\gamma),\delta,\mu,\nu}(p_{j\beta}p_{k\gamma} - \delta_{jk}\delta_{\beta\gamma})
\]
\[\left. - \frac{\delta \Phi}{\delta \rho} + 3 \frac{\delta \Phi}{\delta \rho} A_{(i,j,\beta,\gamma),\delta,\mu,\nu} D_{i\delta} R p_{j\beta} p_{k\gamma} - \delta_{jk}\delta_{\beta\gamma}\right)
\]
\[- 2p_{i\alpha} \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,j,\beta,\gamma),\delta,\mu,\nu}(p_{j\beta}p_{k\gamma} - \delta_{jk}\delta_{\beta\gamma}) + D_{i\alpha} \frac{\partial A_{(i,j,\beta,\gamma),\delta,\mu,\nu}}{\partial r_{\beta}} \right).\n\]
(C32)

Its solution is Eq. (C13) with
\[
A_{(i,j,\beta,\gamma),\delta,\mu,\nu} = \frac{1}{5} \left[D_{i\alpha} A_{(i,j,\beta,\gamma),\delta,\mu,\nu} + \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,j,\beta,\gamma),\delta,\mu,\nu}\right],
\]
(C33)
\[
A_{(i,j,\beta,\gamma),\delta,\mu,\nu} = \frac{1}{5} \left[10A_{(i,j,\beta,\gamma),\delta,\mu,\nu} - D_{i\alpha} A_{(i,j,\beta,\gamma),\delta,\mu,\nu} + 4 \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,j,\beta,\gamma),\delta,\mu,\nu}\right]
\]
\[\left. + \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,j,\beta,\gamma),\delta,\mu,\nu} + 3 \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,j,\beta,\gamma),\delta,\mu,\nu} - \frac{\delta A_{(i,j,\beta,\gamma),\delta,\mu,\nu}}{\delta \rho} D_{i\delta} R \right],
\]
(C34)
\[
A_{(i,a,\beta,\gamma)} = 6A_{(i,a,\beta,\gamma)} - D_{i\alpha} A_{(i,a,\beta,\gamma)} + 2 \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,a,\beta,\gamma)} + \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,a,\beta,\gamma)}
\]
\[\left. + \frac{\partial \Phi}{\partial r_{\beta}} A_{(i,a,\beta,\gamma)} - \frac{\delta A_{(i,a,\beta,\gamma)}}{\delta \rho} D_{i\beta} R + D_{i\alpha} F_{(i,a,\beta,\gamma)}\right),
\]
(C35)

To find these coefficients, I have used the following formulas:
\[
\mathcal{L}\left(\frac{e^{-p_{\beta}/\sqrt{2}}}{(2\pi)^{3/2}}p_{\alpha}p_{\beta}p_{\gamma}p_{\delta}p_{\mu}p_{\nu}\right) = \frac{2e^{-p_{\beta}/\sqrt{2}}}{(2\pi)^{3/2}}\left(2\delta_{ij}\delta_{\alpha\beta}p_{k\gamma}p_{l\delta}p_{m\nu} + 2\delta_{ik}\delta_{\alpha\gamma}p_{j\beta}p_{l\delta}p_{m\nu} + 2\delta_{il}\delta_{\alpha\delta}p_{j\beta}p_{k\gamma}p_{m\nu}
\right.
\]
\[+ 2\delta_{jm}\delta_{\alpha\gamma}p_{i\beta}p_{k\delta}p_{\mu\nu} + 2\delta_{jl}\delta_{\beta\gamma}p_{i\alpha}p_{k\delta}p_{m\nu} + 2\delta_{ij}\delta_{\beta\delta}p_{i\alpha}p_{k\gamma}p_{\mu\nu} + 2\delta_{km}\delta_{\gamma\delta}p_{i\alpha}p_{j\beta}p_{\mu\nu} + 2\delta_{jm}\delta_{\gamma\delta}p_{i\alpha}p_{k\beta}p_{\mu\nu} + 2\delta_{jl}\delta_{\delta\gamma}p_{i\alpha}p_{k\beta}p_{\mu\nu}\right)
\]
\[\left. + 2\delta_{kl}\delta_{\gamma\delta}p_{i\alpha}p_{j\beta}p_{m\nu} - 5p_{i\alpha}p_{j\beta}p_{k\gamma}p_{l\delta}p_{m\nu}\right),
\]
(C36)
and
\[
\int \frac{e^{-p_{\beta}/\sqrt{2}}}{(2\pi)^{3/2}}p_{\alpha}p_{\beta}p_{\gamma}p_{\delta}p_{\mu}p_{\nu} d\mathbf{P} = \delta_{ij}\delta_{\alpha\beta}\delta_{kl}\delta_{\delta\gamma}\delta_{\mu\nu}\delta_{\delta\gamma} + \delta_{ik}\delta_{\alpha\gamma}\delta_{jl}\delta_{\delta\beta}\delta_{\mu\nu}\delta_{\delta\beta}
\]
\[+ \delta_{il}\delta_{\alpha\delta}\delta_{jk}\delta_{\gamma\beta}\delta_{\mu\nu}\delta_{\gamma\beta} + \delta_{jm}\delta_{\alpha\gamma}\delta_{kl}\delta_{\delta\beta}\delta_{\mu\nu}\delta_{\delta\beta} + \delta_{jl}\delta_{\alpha\delta}\delta_{km}\delta_{\gamma\beta}\delta_{\mu\nu}\delta_{\gamma\beta}
\]
\[+ \delta_{ij}\delta_{\alpha\beta}\delta_{kl}\delta_{\mu\nu}\delta_{\delta\gamma}\delta_{\delta\beta} + \delta_{ij}\delta_{\alpha\beta}\delta_{km}\delta_{\gamma\delta}\delta_{\mu\nu}\delta_{\delta\gamma} + \delta_{il}\delta_{\alpha\delta}\delta_{jm}\delta_{\gamma\delta}\delta_{\mu\nu}\delta_{\delta\gamma}
\]
\[+ \delta_{kl}\delta_{\alpha\beta}\delta_{jm}\delta_{\mu\nu}\delta_{\delta\gamma}\delta_{\delta\beta} + \delta_{ij}\delta_{\alpha\beta}\delta_{km}\delta_{\gamma\delta}\delta_{\mu\nu}\delta_{\delta\gamma} + \delta_{il}\delta_{\alpha\delta}\delta_{jm}\delta_{\gamma\delta}\delta_{\mu\nu}\delta_{\delta\gamma}
\]
\[+ \delta_{kl}\delta_{\alpha\beta}\delta_{jm}\delta_{\mu\nu}\delta_{\delta\gamma}\delta_{\delta\beta}.
\]
(C37)
The probability current that corresponds to $\rho^{(5)}$ is

$$J_{ia}^{(5)} = 72A_{ia,i,j,j,k,k,k}^{(5)} - 3D_{ia}A_{ia,j,j}^{(4)} + 2\frac{\partial \Phi}{\partial r_{j\gamma}} (6A_{ia,i,j,j,k,k}^{(4)} - A_{ia,k,k})$$

where $D_x = \mu T$ is the diffusivity due to the bath at temperature $T$ in units of energy. Firstly, consider the nondimensional version of Eq. (E1) when units are defined as in Table III. Eq. (E1) becomes

$$\frac{\dot{x}}{\sqrt{D\tau}} = \frac{v}{\sqrt{2}}, \quad \frac{\dot{v}}{\sqrt{2}} = 1.$$ (E3)

Table III: Units for nondimensionalizing Eq. (E1).

| Unit | Description |
|------|-------------|
| $x$  | $d$         |
| $v$  | $2$         |
| $t$  | $\sqrt{D\tau}$ |

Straightforward computation produces the Gaussian density

$$\rho = \frac{1}{Z} e^{-\beta H},$$ (E4)

$$\beta H = \frac{1}{2} \sqrt{x} M^{-1} x,$$ (E5)

After some more simple algebra, I find the following normal form of the quadratic energy:

$$H = \frac{1}{2} \left( \frac{1 + d + k}{1 + d + k} \right) \left( v - \frac{k x}{1 + d + k} \right)^2 + \frac{1}{2} \frac{k x^2}{1 + d + k}$$ (E6)

where $D_x = \mu T$ is the diffusivity due to the bath at temperature $T$ in units of energy. Firstly, consider the nondimensional version of Eq. (E1) when units are defined as in Table III. Eq. (E1) becomes

$$\frac{\dot{x}}{\sqrt{D\tau}} = \frac{v}{\sqrt{2}}, \quad \frac{\dot{v}}{\sqrt{2}} = 1.$$ (E3)

Table III: Units for nondimensionalizing Eq. (E1).

| Unit | Description |
|------|-------------|
| $x$  | $d$         |
| $v$  | $2$         |
| $t$  | $\sqrt{D\tau}$ |

Straightforward computation produces the Gaussian density

$$\rho = \frac{1}{Z} e^{-\beta H},$$ (E4)

$$\beta H = \frac{1}{2} \sqrt{x} M^{-1} x,$$ (E5)

After some more simple algebra, I find the following normal form of the quadratic energy:

$$H = \frac{1}{2} \left( \frac{1 + d + k}{1 + d + k} \right) \left( v - \frac{k x}{1 + d + k} \right)^2 + \frac{1}{2} \frac{k x^2}{1 + d + k}$$ (E6)
with $\beta = 1 + k$. In dimensional units, Eq. (E6) becomes

$$
\mathcal{H} = \frac{1 + (1 + \mu \tau \kappa) \frac{D}{\mu}}{1 + (1 + \mu \tau \kappa)^2 \frac{D}{\mu} 2 \mu} \frac{\kappa x^2}{2} + \frac{1}{1 + (1 + \mu \tau \kappa) \frac{D}{\mu} 2 \mu} \frac{\kappa x^2}{2} \frac{1}{1 + (1 + \mu \tau \kappa)^2 \frac{D}{\mu} 2 \mu},
$$

(E7)

$$
p = v - \frac{\mu \kappa x}{1 + (1 + \mu \tau \kappa) \frac{D}{\mu}},
$$

$T_{\text{eff}} = \frac{D}{\mu (1 + \mu \tau \kappa)}.
$ (E8)

For $D_x = 0$, Eqs. (E7)-(E8) yield the previous formula of Eq. (10).

Eqs. (E4)-(E6) have the form of an equilibrium stationary density for an effective temperature $1/\beta$, and a Hamiltonian that is even in the momentum $p = v - k x/(1 + d + k d)$. However, the AOUP subject to external white noise is out of equilibrium. For Eq. (E2), the stochastic area swept by the particle in the $x$-$v$ plane increases linearly with time, which indicates nonequilibrium. In fact, the time average of the stochastic area is

$$
A = \lim_{t \to \infty} \frac{1}{2t} \int_0^t (v \dot{x} - x \dot{v}) \, dt = (\mathcal{LM} + \mathcal{D})_{12}
$$

$$
= \langle x v \rangle = (1 + k)^{-1} \neq 0.
$$

(E9)

A system with detailed balance having an invertible diffusion matrix satisfies $\mathcal{LM} + \mathcal{D} = 0$. Thus Eq. (E4) is a nonequilibrium stationary probability density. This argument does not apply to systems with noninvertible diffusion matrix, which is the case for the harmonic AOUP with $D_x = 0$.
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