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ABSTRACT. We relate Iwahori-Whittaker functions on metaplectic covers to certain Demazure-Lusztig operators, the latter of which are built from a Weyl group action previously considered by G. Chinta and P. Gunnells. Using a certain combinatorial identity for the sum of these Demazure-Lusztig operators, we obtain an analogue of the Casselman-Shalika formula for spherical Whittaker functions in this context.
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1. INTRODUCTION

1.1. For a positive integer \( n \), let \( \tilde{G} \) be the \( n \)-fold metaplectic cover of a split, simple, simply-laced group \( G \) over a non-archimedean local field. The aim of this note is to make a direct link between (unramified) Whittaker functions on \( \tilde{G} \) and certain metaplectic Demazure-Lusztig operators that were recently introduced by the second named author together with G. Chinta and P. Gunnells [7]. Namely, the metaplectic Whittaker function can be decomposed into pieces, the so-called Iwahori-Whittaker functions, and our main result (Theorem 5.4) is that each of these pieces coincides with the application of a metaplectic Demazure-Lusztig operator. As the entire Whittaker function is a sum of Iwahori-Whittaker functions, it can also be expressed as a sum of Demazure-Lusztig operators. A combinatorial identity for the same sum of operators was obtained in [7, Theorem 4]; combining this identity with our main result yields the Casselman-Shalika formula in this metaplectic setting. Using different techniques, this formula was obtained earlier by G. Chinta and O. Offen in [8] for \( GL_r \), and for more general groups by P. McNamara in [18]. We also compute the metaplectic spherical function using similar ideas (see Appendix A). As far as we know, this formula has not appeared in the literature except in the case of \( GL_r \) (see [8]).

1.2. What appears to be new here is the connection between a general metaplectic Iwahori-Whittaker functions and metaplectic Demazure-Lusztig operators (see Theorem 5.4 or 5.16). Both these sets of objects are indexed by the Weyl group, and previously this connection was only known for the long element in the Weyl group and that too for a somewhat indirect reason. Note that in the finite dimensional setting (i.e. for root systems of finite type) just knowing this connection for the long word is essentially equivalent to the Casselman-Shalika formula. On the other hand, for a general Kac-Moody group, where there is no longest
element in the Weyl group, a connection between arbitrary Iwahori-Whittaker functions and Demazure-Lusztig operators is a necessary ingredient in our strategy to derive the Casselman-Shalika formula. The techniques employed here to establish our main Theorem 5.4 are similar to those of [19], and this Theorem can be generalized to metaplectic covers of Kac-Moody groups (note that these groups have not yet appeared in the literature). However, to obtain the final Casselman-Shalika formula in this new context (i.e., the analogue of Corollary 5.6) further complications entirely of a Kac-Moody nature need to be addressed. It was our aim in writing this note to first deal with the purely metaplectic issues, leaving the the Kac-Moody ones to a future work.

1.3. We make a few comments about the techniques of this paper. As we said above, the main recursion result is derived using a strategy analogous to the one in [19], which was written in the non-metaplectic (though affine) setting. The essential differences that arise in adapting this strategy to the metaplectic context can already be perceived in the rank one situation, and so we carry out this computation for $SL_2$ in some detail in §5.7.

In the non-metaplectic case, checking the braid relations for the Demazure-Lusztig operators is but a simple computation (see [11, (8.3)]). In the metaplectic case, the situation is complicated by the involved nature of the Chinta-Gunnells Weyl group action out of which these operators are built. The original proofs of these braid relations were computational in nature—they proceeded by first checking algebraically (see [6]) that the Chinta-Gunnells formulas define a Weyl group action, and then verifying the braid relations for the Demazure-Lusztig operators via a further computation (see [7]). From our work, the braid relations for both the Chinta-Gunnells formulas as well as the Demazure-Lusztig operators essentially follow. For the Demazure-Lusztig operators, using an idea very similar to one used in [4], the braid relations (at least for the application to dominant coweights) follow from our main recursion result as we explain in Remark 5.5. For the braid relations satisfied by the Chinta-Gunnells formulas, we actually offer two proofs: the first approach, explained in §6.5 and similar in spirit to the argument in McNamara [18], makes use of an "intertwiner" interpretation (see (6.20)) of the Chinta-Gunnells formulas. The second approach is explained in Appendix [B] and gives a bit more, namely the braid relations for Demazure-Lusztig operators applied to all coweights (not just dominant ones). This proof uses some facts about rank two root systems, a reduction to the non-metaplectic setting, as well as our main recursion result.

In appendix [A] we compute the metaplectic spherical function following [2, §7] closely. The computation is carried out using the same strategy as in the Whittaker case, i.e. reducing to the Iwahori-case, which can then be expressed using some Demazure-Lusztig type operators. Actually, the arguments are simpler as the relevant Demazure-Lusztig operators in the spherical case are built from the ordinary Weyl group action rather than the Chinta-Gunnells action. Aside from illustrating the similarity to the Whittaker case, our interest in the spherical case is due to the fact that in the metaplectic, affine setting the only method known to us which obtains the full (i.e., not just up to a Weyl group invariant constant) Casselman-Shalika formula goes through the spherical function (see Remark A.10 for more on this point).

1.4. Relation to previous work. The connection between Iwahori-Whittaker functions and Demazure-Lusztig operators was first noticed in the nonmetaplectic setting by B. Brubaker, D. Bump, and A. Licata [4]. Our Theorem 5.4 is a metaplectic analogue of [4, Theorem 1], though we note that our technique, if adapted to non-metaplectic setting, is actually not the same as the one in loc. cit as we do not invoke here any uniqueness principle for Whittaker functionals.

In this paper, we define the Whittaker functions in terms of certain explicit integrals and essentially avoid the usual representation theoretical framework for dealing with such functions. We do this partly with an eye toward the Kac-Moody setting where, although such representation theoretical constructions are not yet defined, the constructions of this paper can still be carried out. To connect however with the usual notions (i.e. Whittaker functionals on principal series representations), we make some remarks in §7.4. Also, in §7.5 we include some remarks which connect our main recursion result (and hence the Chinta-Gunnells action) with the earlier work of Kazhdan and Patterson [10] on the composition of Whittaker functionals and intertwining operators. This connection is certainly not new, and a similar type of relation to the work
of [10] was one of the sources of motivation for the introduction by Chinta and Gunnells [6, p.6] for their novel Weyl group action.

In the literature, there exists a different formula for metaplectic Whittaker functions which is written in terms of Kashiwara’s crystal basis. This formula was first obtained by B. Brubaker, D.Bump, and S. Friedberg for metaplectic covers of SL_r (see [3] and references therein); a connection to crystals for more general groups was made by McNamara using a different, geometric approach in [16]. In case of SL_r, specializing the formulas obtained from this crystal theoretic approach to the case of n = 1 (i.e., non-metaplectic setting), one obtains a formula for the Whittaker function different from the usual Casselman-Shalika formula, the two being related by a (non-trivial) combinatorial identity of Tokuyama (see [25]). In the case of metaplectic SL_r, a direct connection (one can also derive this from the work of McNamara [16]) between the crystal theoretic formula and the Casselman-Shalika formula of [8] (our Corollary 5.6) was made by the second named author in [20] using the combinatorics of the metaplectic Demazure-Lusztig operators. More precisely, an identity is phrased in loc. cit that relates the formulas of [3] to those of [8], generalizing the work of Tokuyama.

1.5. On our assumptions. In this paper, we make some rather restrictive assumptions. We are not aiming to show the maximal generality in which our methods work, but rather to illustrate in a representative class how our techniques apply. So we assume that the underlying non-metaplectic group is split, simple, and simply connected. The reason is so that we can directly use the construction of Steinberg and Matsumoto [15], which is written in this generality. If one wants to consider a general split reductive group, one can work with the covers constructed by Deligne-Brylinski [5], and we expect then that our construction will carry over with only minor modifications. To remove the splitness assumption requires a little more care, but some of the necessary rank one computations are already worked out in McNamara in [18] for unramified groups. It seems that combining these calculations and a general descent process also described in loc. cit, we can extend the present work to unramified groups.

A more intricate set of restrictions to lift are those imposed between the local field ℵ and the degree of the metaplectic cover n. Specifically we assume that we are in the tame case, i.e. (q,n) = 1 and also that q ≡ 1 mod 2n. The former assumption is necessary for us to assert that the maximal compact of G has a splitting in the metaplectic cover. For a general (reductive, not-necessary split) group, the splitting in covers of maximal compact subgroups has been studied by Gan and Gao [9, Cor. 4.2] and the situation seems subtle outside the simply connected case. Finally we comment on the assumption that q ≡ 1 mod 2n : while practically allowing us to avoid certain sign issues (see for example §2.4), it also hides the full complexity of the true metaplectic L-group which Weissmann has constructed (see [26 §4.4.3]). It would be very interesting to see how to remove this assumption.
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2. BASIC NOTATIONS ON LOCAL FIELDS

2.1. Let ℵ be a non-archimedean local field with ring of integers ℓ and valuation map val : ℵ^* → ℤ. Let π ∈ ℓ be a uniformizing element, and κ := ℓ/πℓ be the residue field, whose size we denote by q. The norm associated to val will be |x| := q^{-\text{val}(x)} for x ≠ 0 and |0| = 0. Denote by ι : ℓ → κ the natural quotient map.

2.2. Let du be the Haar measure on ℵ giving ℓ volume 1. For k ≥ 0 we denote the set ℓ^*[k] = {x ∈ ℵ^* | val(x) = k} (so ℓ^* = ℓ^*[0]) and the group ℓ(k) = {x ∈ ℵ^* | val(x) ≥ k} (so ℓ = ℓ(0)). We have ℓ^*[k] = ℓ(k) \ ℓ(k+1). The fixed Haar measure gives ℓ(k) volume q^{-k} and ℓ^*[k] volume q^{-k}(1 - q^{-1}).
2.3. Let \( \psi : \mathcal{H} \to \mathbb{C}^* \) be an additive character with conductor \( \mathcal{O} \), i.e., \( \psi \) is trivial on \( \mathcal{O} \) and non-trivial on \( \pi^{-1} \mathcal{O} \). One may easily verify,

\[
\int_{\mathcal{O}^*} \psi(\pi^k u) du = \begin{cases} 
1 - q^{-1} & \text{if } k > -1 \\
-q^{-1} & \text{if } k = -1 \\
0 & \text{if } k \leq -2
\end{cases}
\]  

(2.1)

2.4. Let \( n > 0 \) be a positive integer, and denote by \( \mathbb{H} \subset \mathcal{H} \) the set of \( n \)-th roots of unity. We assume first of all that we are in the tame case, so that \( (q, n) = 1 \) where \( q \) is the size of the residue field. Furthermore, we assume that \( |\mathbb{H}| = n \). This implies that \( q \equiv 1 \mod n \), but we make the stronger assumption that \( q \equiv 1 \mod 2n \). Fix an embedding \( \iota: \mathbb{H} \hookrightarrow \mathbb{C}^* \) throughout. The \( n \)-th order Hilbert symbol (see e.g. [23] §9.2, 9.3) is a bilinear map \( (\cdot, \cdot) : \mathcal{H}^* \times \mathcal{H}^* \to \mathbb{H} \) satisfying

\[
(x, y) = (y, x)^{-1}, \quad (x, -x) = 1.
\] 

(2.2)

Our assumptions on \( q \) and \( n \) imply that \( (\cdot, \cdot) \) is unramified, i.e. \( (x, y) = 1 \) if \( x, y \in \mathcal{O}^* \), and also that \( (\pi^a, \pi^b) = 1 \) for any \( a, b \in \mathbb{Z} \).\footnote{This fact is used in [34, 3.5] It requires that \( q - 1 \) be divisible by \( 2n \) and not just \( n \). When this assumption on \( q \) and \( n \) is not made the structure of the metaplectic torus is significantly more complex, see [9, 3.3], and also [15] for further remarks on our assumptions.}

2.5. Let \( \sigma : \mathcal{O}^* \to \mathbb{C}^* \) be a multiplicative character. We say that \( \sigma \) has conductor of size \( a \) (an integer) if \( 1 + \pi^a \mathcal{O} \) is the largest subgroup on which \( \sigma \) is trivial. Let \( \tau : \mathcal{O} \to \mathbb{C}^* \) be an additive character; we say that \( \tau \) has conductor of size \( b \) (also an integer) where \( b = \inf \{ m \in \mathbb{Z} \mid \tau|_{\pi^m \mathcal{O}} \equiv 1 \} \). We define the Gauss sum

\[
g(\sigma, \tau) = \int_{\mathcal{O}^*} \sigma(u') \tau(u') du'
\]

(2.3)

where \( du' \) is the restriction of the Haar measure on \( \mathcal{H} \) which gives \( \mathcal{O}^* \) volume \( q - 1 \). Note that if \( du \) is the restriction of the usual Haar measure on \( \mathcal{H} \) assigning \( \mathcal{O} \) volume 1,

\[
q^{-1} g(\sigma, \tau) = \int_{\mathcal{O}^*} \sigma(u) \tau(u) du.
\]

(2.4)

**Lemma** (Lemma 7-4, [21]). If \( \sigma : \mathcal{O}^* \to \mathbb{C}^* \) is a multiplicative character with conductor of size \( a \) and \( \tau : \mathcal{O} \to \mathbb{C}^* \) is an additive character of conductor of size \( b \), then \( g(\sigma, \tau) = 0 \) if \( a < b \).

2.6. Example. The main examples we shall consider are \( \sigma(u) = (u, \pi)^{-k} \) with \( (\cdot, \cdot) \) the Hilbert symbol introduced above and \( \tau(u) = \psi(-\pi^m u) \) with \( \psi \) a principal character as in §2.3 and \( m \in \mathbb{Z} \). Note that \( \tau \) has conductor of size \( m \) and \( \sigma \) has conductor of size 1. Hence by Lemma 2.5 we have

\[
\int_{\mathcal{O}^*} (u, \pi)^{-k} \psi(-\pi^{-b} u) du = 0 \quad \text{for } b < -1.
\]

(2.5)

We set \( g_k := \int_{\mathcal{O}^*} (u', \pi)^{-k} \psi(-\pi^{-1} u') du' \), so that

\[
q^{-1} g_k = \int_{\mathcal{O}^*} (u, \pi)^{-k} \psi(-\pi^{-1} u) du.
\]

(2.6)

We record some facts (also verified in [21]): \( g_k = g_l \) if \( n \mid k - l \), \( g_0 = -1 \), \( n \mid k \), then \( g_k g_{-k} = q \). Note that we use the assumption \( q \equiv 1 \mod 2n \) for the last fact.

3. Recollections on Metaplectic Groups

3.1. For any root system \( \Phi \) we denote by \( R \) the set of roots, \( R^\vee \) the set of coroots, and \( \Pi \) (resp. \( \Pi^\vee \)) the set of simple roots (resp. coroots). Positive and negative roots will be denoted by a \( \pm \) subscript, e.g. \( R^\pm \) denotes the negative coroots. Let \( W \) be the Weyl group of \( \Phi \), and for each \( a \in \Pi \) let \( w_a \) be the corresponding simple reflection. Let \( Q \) (resp. \( Q^\vee \)) denote the root (resp. coroot) lattice, and \( \Lambda \) (resp. \( \Lambda^\vee \)) the lattice of weights (resp. coweights). Denote by \( (\cdot, \cdot) \) the natural pairing \( \Lambda^\vee \times \Lambda \to \mathbb{C} \).
3.2. Let $G$ be a split, simple, simply connected group over $\mathcal{X}$ with maximal split torus $A$, and denote by $\Phi(G,A)$ the corresponding root system (note $\Lambda^\vee = Q^\vee$ under our assumptions). Pick a pair of opposite Borel subgroups $B$ and $B^-$ such that $B \cap B^- = A$ For each $a \in R$ there exists a one parameter subgroup $U_a \subset G$ whose elements will be denoted by $x_a(s)$ for $s \in \mathcal{X}$. For each $a \in R$ and $t \in \mathcal{X}^\ast$, we also set

$$w_a(t) = x_a(t)x_{-a}(-t^{-1})x_a(t) \quad \text{and} \quad h_a(s) = w_a(s)w_a(1)^{-1}. \tag{3.1}$$

The group $G$ is generated by $U_a$ for $a \in R$ with relations as described in [24]. The abelian subgroup $a$ is generated by the elements $h_a(s)$ for $a \in R, s \in \mathcal{X}^\ast$. We also denote by $U$ (resp. $U^-$) the unipotent radical of $B$ (resp. $B^-$). Recall that we have the Bruhat decompositions,

$$G = \sqcup_{w \in W} BwB = \sqcup_{w \in W} BwB^- \tag{3.2}$$

where if $w \in W$ has a reduced decomposition $w = w_{b_1} \cdots w_{b_i}$ with $b_i \in \Pi$, we let $\dot{w} = w_{b_1}(-1) \cdots w_{b_i}(-1)$ be a fixed lift.

The maximal compact subgroup will be denoted by $K$ and is equal to the group generated by $x_a(u)$ for $a \in R, u \in \mathcal{O}$. Note that the lifts from the previous paragraph $\dot{w}$ lie in $K$. We denote by $I, I^- \subset K$ the Iwahori subgroups with respect to $B$ and $B^-$ respectively, i.e.,

$$I = \{ g \in K \mid g \mod \pi \in B_K \} \quad \text{and} \quad I^- = \{ g \in K \mid g \mod \pi \in B_K^- \} \tag{3.3}$$

where the subscript $\kappa$ denotes the same group over the residue field, and $g \mod \pi$ denotes the image of $g$ under the natural map $K \rightarrow G_K$. We then have

$$K = \sqcup_{w \in W} I^- \dot{w} I = \sqcup_{w \in W} I^- \dot{w} I. \tag{3.4}$$

Let $\mathcal{W} := \Lambda^\vee \times W$ denote the affine Weyl group; a typical element of $\mathcal{W}$ will be written as $(\mu^\vee, w)$ with $\mu^\vee \in \Lambda^\vee, w \in W$. We then have decompositions

$$G = \sqcup_{w \in \mathcal{W}^\ast} I^- \dot{x} I = \sqcup_{w \in \mathcal{W}^\ast} I^- \dot{x} I \tag{3.5}$$

where $\dot{x} = \pi^\mu \dot{w}$ (with $\dot{w}$) as above is our chosen lift of $x$ to $G$.

3.3. Let $\mathcal{E}$ be the universal central extension of $G$ as constructed by Steinberg (see [24]). Recall that $\mathcal{E}$ is generated by symbols $x_a(s)$ for $a \in R, s \in \mathcal{X}$ subject to the relations again described in loc. cit. There is a natural homomorphism $p : \mathcal{E} \rightarrow G$ which sends $x_a(s) \mapsto x_a(s)$ and whose kernel we denote by $C := \ker(p)$; we have an exact sequence

$$0 \rightarrow C \rightarrow \mathcal{E} \xrightarrow{p} G \rightarrow 1. \tag{3.6}$$

The group $C$ can be described explicitly following Steinberg and Matsumoto as follows. For each $a \in R$ and $t \in \mathcal{X}^\ast$ we denote by

$$w_a(t) = x_a(t)x_{-a}(-t^{-1})x_a(t) \quad \text{and} \quad h_a(s) = w_a(s)w_a(1)^{-1}. \tag{3.7}$$

Then for each $a \in R$ and $s, t \in \mathcal{X}^\ast$ there exist central elements $c_{a^\vee}(s, t) \in \mathcal{E}$ so that

$$h_a(s)h_a(t)h_a(st)^{-1} = c_{a^\vee}(s, t). \tag{3.8}$$

From Steinberg’s work, one deduces (a) for every short coroot $a^\vee \in R^\vee$ (or long root) the elements $c_{a^\vee}(s, t)$ are equal– denote this value simply by $c(s, t)$; and (b) there is a $W$-invariant quadratic form $Q : C[\Lambda^\vee] \rightarrow \mathbb{Z}$ so that

$$c_{a^\vee}(s, t) = c(s, t)Q(a^\vee). \tag{3.9}$$

Let $A$ be the subgroup generated by $h_a(s)$ for $a \in R, s \in \mathcal{X}$, and let $B$ be the bilinear form associated to $Q$, namely $B(x, y) = Q(x+y) - Q(x) - Q(y)$. One can then show,

$$[h_a(t), h_b(u)] = c(u, t)^B(a^\vee, b^\vee). \tag{3.10}$$

Further, Matsumoto has shown [15] that $C$ is generated by $c(s, t)$ for $s, t \in \mathcal{X}^\ast$ subject to the relations

$$c(s, -s) = c(1-s, s) = 1, \quad c(s, t) = c(t, s)^{-1} \quad c(s, t)c(s, u) = c(s, tu). \tag{3.11}$$
3.4. Pushing forward (3.6) by the Hilbert symbol $(\cdot, \cdot)$ we obtain a group $\widetilde{G}$ fitting into

$$0 \to \mathfrak{m} \to \widetilde{G} \xrightarrow{p} G \to 1.$$  

(3.12)

We shall denote the image of $x_a(s)$ simply as $x_a(s)$, and we similarly define $h_a(s)$ and $w_a(s)$. Let $\widetilde{U}_a$ (resp. $\widetilde{U}_a(\mathfrak{O})$) denote the subgroup generated by $x_a(s)$ for $s \in \mathcal{H}$ (resp. $s \in \mathfrak{O}$), and $\widetilde{U}, \widetilde{U}^-$ be the subgroups generated by $\widetilde{U}_a$ for $a \in R_+$ and $a \in R_-$ respectively. Note that $\widetilde{U} \cong U, \widetilde{U}^- \cong U^-$ and so we often drop the $\widetilde{}$ and identify $\widetilde{U}$ and $\widetilde{U}^-$ with their images $U, U^-$ in $G$. Let us also set $c_{a'}(s,t) = h_a(s)h_a(t)h_a(s^{-1})^{-1}$. The analogue of the relations (3.9) and (3.10) persist with $\widetilde{U}$ and identify $\widetilde{U}$ generated by elements $h_a$. Moreover, since $\widetilde{U}$ is unramified, let us also set $c_{a'}(s,t) = h_a(s)h_a(t)h_a(s^{-1})^{-1}$.

3.5. Let $\widetilde{A} \subset \widetilde{G}$ be the subgroup generated by $h_a(s)$ for $a \in \mathcal{H}, s \in \mathcal{H}$, and let $\widetilde{A}_\mathfrak{O} \subset \widetilde{A}$ be the subgroup generated by elements $h_a(s)$ for $s \in \mathfrak{O}^\times$ and $a \in \mathcal{H}$. Note that $\widetilde{A}_\mathfrak{O} \subset \widetilde{K}$ and also, since $(\cdot, \cdot)$ was assumed unramified, $\widetilde{A}_\mathfrak{O}$ is abelian. It is easy to see that each $a \in \mathcal{A}$ admits a decomposition

$$a = a' \pi^{\lambda \vee} \zeta$$

where $a' \in \widetilde{A}_\mathfrak{O}, \lambda \vee \in \Lambda^\vee, \zeta \in \mu$. (3.13)

The element $\lambda \vee$ is determined uniquely from $a$ as one can verify by reducing to the non-metaplectic setting. Moreover, since $\mathfrak{m}$ is a central subgroup, we may use the commutation relations (3.10) to verify that $\widetilde{A}_\mathfrak{O} \cap \mathfrak{m} = 1$. Hence in (3.14) the terms $a', \lambda \vee, \zeta$ are uniquely determined from $a$. With these conventions, set

$$\ln(a) := \lambda \vee \quad \text{and} \quad z(a) := \zeta,$$

(3.14)

and note these maps descend to the quotient $\widetilde{A}_\mathfrak{O} \cap \mathfrak{m}$. Let $A_0 := C_{\mathfrak{m}}(\widetilde{A}_\mathfrak{O})$ denote the centralizer of the $\widetilde{A}_\mathfrak{O}$. Under the assumption that $q \equiv 1 \mod 2n$, one can show (see [17], Lemma 5.3) that $A_0$ is a maximal Abelian subgroup of $\widetilde{A}$. In §4.2 we study the lattice $\Lambda_0^\vee$ such that $\Lambda_0^\vee \cong A_0/\mathfrak{m} \cdot \widetilde{A}_\mathfrak{O}$.

3.6. Iwasawa and Iwahori-Matsumoto Decompositions. The Iwasawa decomposition for the group $G$ states that $G = KAU$ where if $g \in G$ is written as $g = kau$ with $k \in K, a \in A$, and $u \in U$ then $a$ is not well-defined but its class in $A \cap K \setminus A = A_\mathfrak{O} \setminus A = \Lambda^\vee$ is well-defined. One can lift this to the group $\widetilde{G}$ as follows: we have

$$\widetilde{G} = \widetilde{KAU}$$

(3.15)

so that every $g \in \widetilde{G}$ may be written (non-uniquely) as

$$g = kau \quad \text{where} \quad k \in \widetilde{K}, a \in \widetilde{A}, u \in U,$$

(3.16)

with the class of $a$ in $\widetilde{A} \cap \widetilde{K} \setminus \widetilde{A}$ being well-defined. Denote this class as $Iw_{\widetilde{A}}(g) \in \widetilde{A} \cap \widetilde{K} \setminus \widetilde{A}$, and set

$$\ln(g) := \ln(Iw_{\widetilde{A}}(g)) \in \Lambda^\vee \quad \text{and} \quad z(g) := z(Iw_{\widetilde{A}}(g)) \in \mathfrak{m}.$$  

(3.17)

Hence, for each $v \in \Lambda$ we may define a function $\Phi_v : \widetilde{G} \to \mathbb{C}[\Lambda^\vee]$ as

$$\Phi_v(g) = q^{(v,\ln(g))} \cdot e^{\ln(g)} \cdot i(z(g)) = q^{(v,\lambda \vee)} \cdot e^{\lambda \vee} \cdot i(\zeta)$$

where $g \in \widetilde{G}$ is decomposed according to (3.13), (3.16).

If we define $I, I^- \subset \widetilde{K}$ in analogy with $I, I^-$ as above, then again we have

$$\widetilde{G} = \bigsqcup_{x \in \mathbb{W}} \hat{x}I \widetilde{I} = \bigsqcup_{x \in \mathbb{W}} \hat{x}I \widetilde{I}^-$$

(3.19)

where $\hat{x} \in \widetilde{G}$ is the lift defined as in (3.2) with $w_a$ replaced by $w_a$. The analogue of (3.4) also holds.
4. Meta-plectic Demazure-Lusztig Operators

In this section, we recall the main constructions of [7] in the form which we need for the sequel. Fix a positive integer $n$ throughout— it will correspond to the degree of the meta-plectic cover. The constructions in [7] also makes use of a set of formal parameters $v, g_0, \ldots, g_{n-1}$ satisfying

$$g_0 = -1 \text{ and } g_i g_{n-i} = v^{-1} \text{ for } i = 1, \ldots, n-1. \tag{4.1}$$

In the sequel (i.e. when we move to the $p$-adic setting), we will set

$$v = q^{-1} \text{ and } g_k = g_k \text{ for } k = 0, \ldots, n-1. \tag{4.2}$$

where $g_k$ is the Gauss sum defined in §2.6 but in this section we treat $v$ and the $g_i$ as formal variables satisfying the above conditions. Note that the identities in the present section, in particular (4.1) and Corollary 4.5 hold in the formal setting [6, 7]. However, the proof of Corollary 4.5 presented in §6.5 only addresses the case when the choices of (4.2) are made.

4.1. Let $\mathbb{C}[\Lambda^\vee]$ denote the group algebra of the coweight lattice. To each $\lambda^\vee \in \Lambda^\vee$ we denote by $e^{\lambda^\vee}$ the corresponding element in $\mathbb{C}[\Lambda^\vee]$ with multiplication defined as $e^{\lambda^\vee} e^{\mu^\vee} = e^{\lambda^\vee + \mu^\vee}$ for $\lambda^\vee, \mu^\vee \in \Lambda^\vee$. The natural action of $W$ on $\Lambda^\vee$ (i.e., $w e^{\lambda^\vee} = e^{w \lambda^\vee}$ for $w \in W, \lambda^\vee \in \Lambda^\vee$) extends linearly to an action of $W$ on $\mathbb{C}[\Lambda^\vee]$. For $h \in \mathbb{C}[\Lambda^\vee], w \in W$ we sometimes write $h^w$ for the element obtained by applying $w$ to $h$.

4.2. In §3.3 we introduced a $W$-invariant quadratic form $Q : \Lambda^\vee \to \mathbb{Z}$ with associated bilinear form $B(\cdot, \cdot)$. The $W$-invariance of $Q$ is equivalent to the following fact (see [5] (4.5.1)): for any $a \in R$ we have

$$B(\lambda^\vee, a^\vee) = \langle \lambda^\vee, a \rangle Q(a^\vee). \tag{4.3}$$

Let $\Lambda_0^\vee \subset \Lambda^\vee$ be the sublattice defined as

$$\Lambda_0^\vee := \{ \lambda^\vee \in \Lambda^\vee | B(\lambda^\vee, a^\vee) \equiv 0 \mod n \text{ for all } a^\vee \in \Pi^\vee \}. \tag{4.4}$$

For each $a \in R$, define an integer

$$n(a^\vee) := \frac{n}{\gcd(n, Q(a^\vee))}, \tag{4.5}$$

and the residue map

$$\text{res}_{n(a^\vee)} : \mathbb{Z} \to \{0, 1, \ldots, n(a^\vee) - 1\}. \tag{4.6}$$

It is easy to verify the following properties:

(i) For any integer $k \in \mathbb{Z}$ we have $k Q(a^\vee) \equiv 0 \mod n$ if and only if $k \equiv 0 \mod n(a^\vee)$

(ii) For any $a^\vee \in R^\vee$ we have $n(a^\vee) = n(wa^\vee)$ for $w \in W$.

(iii) For any $a \in R$ we have $n(a^\vee) a^\vee \in \Lambda_0^\vee$ (this follows from (4.3)).

4.3. Set $C_v := \mathbb{C}[v, v^{-1}]$ and denote by $C_v[\Lambda^\vee] := C_v \otimes_{\mathbb{C}} \mathbb{C}[\Lambda^\vee]$. We shall also need some localizations of this ring in the sequel. Let $S$ be the smallest subset of $C_v[\Lambda_0^\vee]$ closed under multiplication containing $1 - e^{-n(a^\vee)a^\vee}$ and $1 - ve^{-n(a^\vee)a^\vee}$ for every $a \in R$, and let $C_v S[\Lambda^\vee]$ (respectively, $C_v S[\Lambda_0^\vee]$) denote the localization of $C_v[\Lambda^\vee]$ (respectively, of $C_v[\Lambda_0^\vee]$) by $S$.

Following Chinta and Gunnells [3], for $a \in \Pi$ we set

$$w_a * e^{\lambda^\vee} = \frac{e^{w_a \lambda^\vee}}{1 - ve^{-n(a^\vee)a^\vee}} \left[ (1 - v) e^{\text{res}(a)} \left( \frac{w_a \lambda^\vee}{w_a \lambda^\vee + \gamma(a^\vee)} \right)^{a^\vee} - \gamma Q(a^\vee) + B(\lambda^\vee, a^\vee) e^{n(a^\vee) - 1} a^\vee (1 - e^{-n(a^\vee)a^\vee}) \right]. \tag{4.7}$$

Extend by $C_v$-linearity to define $w_a * f$ for every $f \in C_v[\Lambda^\vee]$, and use the formula

$$w_a * \frac{f}{h} = \frac{w_a * f}{h w_a} \text{ for } f \in C_v[\Lambda^\vee], h \in S, \tag{4.8}$$

to extend this to $w_a * : C_v S[\Lambda^\vee] \to C_v S[\Lambda^\vee]$.

**Lemma.** Let $f \in C_v[\Lambda^\vee]$ and $a \in \Pi$. Then

(1) We have $w_a * (h f) = h^{w_a} (w_a * f)$ for $h \in C_v S[\Lambda_0^\vee]$ (note: this fails for general $h$).
(2) \( w_a : \mathbb{C}_{vS}[\Lambda^v] \to \mathbb{C}_{vS}[\Lambda^v] \) is an involution: i.e., \( w_a \ast w_a(f) = f \).

**Proof.** The proof of the first statement follows immediately from the definitions. The proof of the second is a straightforward computation, making repeated use of the first part and (4.11). \( \square \)

4.4. For each \( a \in R \) we introduce two important rational functions

\[
\begin{align*}
\text{b}(a^v) & := \frac{v-1}{1-e^{a^v}} \\
\text{c}(a^v) & := \frac{1-v}{1-e^{a^v}} \,
\end{align*}
\]

and define, for each \( a \in \Pi \) the operators

\[
\begin{align*}
T_a(e^{\lambda^v}) & = \text{c}(a^v)w_a \ast e^{\lambda^v} + \text{b}(a^v)e^{\lambda^v}.
\end{align*}
\]

Replacing \( w_a \ast e^{\lambda^v} \) with \( e^{w_a\lambda^v} \) we obtain the operators in the non-metaplectic setting which appeared in [4, 19]. Let us also record here the following simple identity,

\[
\text{c}(a^v)w_a \ast e^{\lambda^v} = \frac{1-v}{1-e^{a^v}} e^{w_a\lambda^v} e^{(\text{res}_{a^v}(\lambda^v,a))a^v} + v\mathbb{G}(1+(\lambda^v,a))Q(a^v) e^{w_a\lambda^v - a^v}.
\]

We also define \( T_1 : \mathbb{C}_v[\Lambda^v] \to \mathbb{C}_v[\Lambda^v] \) to be the identity operator.

**Claim.** For any \( a \in \Pi \) we have \( T_a : \mathbb{C}_v[\Lambda^v] \to \mathbb{C}_v[\Lambda^v] \).

**Proof.** Since \( T_1(e^{\lambda^v}) = e^{\lambda^v} \) it suffices to show that \( T_a + T_1 \) preserves \( \mathbb{C}_v[\Lambda^v] \). We have three cases to consider: (i) \( \langle \lambda^v, a \rangle > 0 \); (ii) \( \langle \lambda^v, a \rangle < 0 \); and (iii) \( \langle \lambda^v, a \rangle = 0 \). In case (iii) we see that

\[
T_a(e^{\lambda^v}) + T_1(e^{\lambda^v}) = e^{\lambda^v} - v\mathbb{G}(a^v)e^{\lambda^v - a^v}
\]

so the result follows. As (i) and (ii) are similar, we just focus on (i). In this case,

\[
(T_a + T_1)(e^{\lambda^v}) = \frac{1-v}{1-e^{(n(a^v))a^v}} e^{w_a\lambda^v} e^{(\text{res}_{a^v}(\lambda^v,a))a^v} + v\mathbb{G}(1+(\lambda^v,a))Q(a^v) e^{w_a\lambda^v - a^v}.
\]

Expanding the rational function appearing in (I) in powers of \( e^{-n(a^v)a^v} \) we see that

\[
(I) = e^{\lambda^v} (1 - v(1-v)e^{-n(a^v)a^v} + (1-v)e^{-2n(a^v)a^v} + \cdots).
\]

On the other hand, from (4.11) we have

\[
(II) = \frac{1-v}{1-e^{n(a^v)a^v}} e^{w_a\lambda^v} e^{(\text{res}_{a^v}(\lambda^v,a))a^v} + v\mathbb{G}(1+(\lambda^v,a))Q(a^v) e^{w_a\lambda^v - a^v}
\]

Expanding the rational function appearing in the first term in powers of \( e^{-n(a^v)a^v} \), and keeping track of the coefficients in front of these powers, one easily sees that \( (I) - (II) \) is

\[
e^{\lambda^v} + \sum_{k>0} (1-v)e^{\lambda^v - kn(a^v)a^v} + v\mathbb{G}(a^v) + B((\lambda^v,a)) e^{w_a\lambda^v - a^v}.
\]

In sum: if \( \langle \lambda^v, a \rangle > 0 \), we have

\[
T_a(e^{\lambda^v}) = \sum_{k>0} (1-v)e^{\lambda^v - kn(a^v)a^v} + v\mathbb{G}(a^v) + B((\lambda^v,a)) e^{w_a\lambda^v - a^v},
\]

and so case (i) is proven. \( \square \)
4.5. Let \( w \in W \) and choose any reduced decomposition \( w = w_{b_1} \cdots w_{b_r} \) with \( b_i \in \Pi \) for \( i = 1, \ldots, r \). Then we may define operators \( w \ast : C_{v,S}[A^\vee_0] \to C_{v,S}[A^\vee_0] \) and \( T_w : C_v[A^\vee] \to C_v[A^\vee] \) as follows,

\[
\begin{align*}
    w \ast f & := w_{b_1} \ast \cdots \ast w_{b_r} \ast f \quad \text{for } f \in C_{v,S}[A^\vee_0] \\
    T_w(f) & := T_{b_1} \cdots T_{b_r}(f) \quad \text{for } f \in C_v[A^\vee]
\end{align*}
\]

(4.19) (4.20)

but it remains to be seen that these definitions are well-defined (i.e., independent of the choice of reduced decompositions—see Theorem B.1 for the precise statement). To verify this, one may proceed as in [6, 7]; an independent proof of this fact (under the specialization (4.2)) is given in the Appendix. Since \( w_a \) also acts as an involution (Lemma 4.3), (2) on \( C_v,A^\vee_0 \), from the standard presentation of \( W \) we obtain

**Corollary.** The operation \( \ast \) defines an action of \( W \) on \( C_{v,S}[A^\vee_0] \).

Note that this result is not used in the proof of Theorem 5.4.

4.6. The results in this paragraph assume Theorem B.1 and Corollary 4.5 Consider the symmetrizer

\[
\mathcal{P} := \sum_{w \in W} T_w
\]

(4.21)

which we can regard as an operator on \( C_v[A^\vee] \). Let us also define

\[
R^\vee(w) = \{ a^\vee \in R^\vee_+ \mid wa^\vee \in R^\vee_+ \}
\]

(4.22)

\[
\Delta_w := \prod_{a \in R^\vee_0} (1 - ve^{-n(a^\vee)}a^\vee) \quad \text{and set } \Delta = \Delta_1.
\]

(4.23)

**Theorem.** [7, Theorem 4] If \( \lambda^\vee \in A^\vee_+ \), we have

\[
\mathcal{P}(e^{\lambda^\vee}) = \frac{\Lambda_v}{\Delta} \sum_{w \in W} (-1)^{l(w)} \left( \prod_{b^\vee \in R^\vee(w_1)} e^{-n(b^\vee)b^\vee} \right) w \ast e^{\lambda^\vee},
\]

(4.24)

where \( \ast \) is the action introduced in (4.7).

4.7. **Remarks.** In the rank one case, the identity follows immediately from (4.13); in the non-metaplectic case, the above result appears essentially as [12] §5.5., after using the relation [19] (6.6). The proof of the above Theorem (see [7] Theorem 4), which makes use of the long word of the Weyl group, can also be viewed in the following way. First, using methods similar to [19] Lemma 6.4, Proposition 6.5 (modified suitably using the metaplectic identities of [7]), one may prove a slightly weaker statement without mention of the long word,

\[
\mathcal{P}(e^{\lambda^\vee}) = m \cdot \Lambda_v \sum_{w \in W} (-1)^{l(w)} \left( \prod_{b^\vee \in R^\vee(w_1)} e^{-n(b^\vee)b^\vee} \right) w \ast e^{\lambda^\vee},
\]

(4.25)

where the factor \( m \in C_{v,S}[A^\vee_0] \) is some \( W \)-invariant element. Using the long word, one can then show \( m = 1 \). See also Remark A.10.

5. The Iwahori-Whittaker Functions and Statement of Main Result

In this section, we formulate the main result of this paper and explain its proof in the rank 1 case.

5.1. The Whittaker function is defined via the integral

\[
\mathcal{W}(g) = \int_{U^-} \Phi_p(gu^-) \psi(u^-) du^- \quad \text{for } g \in \widetilde{G}
\]

(5.1)

where \( du^- \) is the Haar measure on \( U^- \) assigning \( U^- \) volume 1, and \( \Phi_v \) is defined for any \( v \in A \) in (3.18). The same argument as in the non-metaplectic case shows this integral is a well-defined element in \( C[A^\vee] \), i.e., \( \mathcal{W} : \widetilde{G} \to C[A^\vee] \). From the definition of \( \Phi_p \), one has \( \mathcal{W}(\zeta g) = \iota(\zeta) g \) for \( g \in \widetilde{G}, \zeta \in \mu \) (recall \( \iota \) was a fixed embedding of \( \mu \) in \( \mathbb{C}^* \)). Together with the following standard fact, we see that \( \mathcal{W}(g) \) is determined by the values \( \mathcal{W}(\pi^{\lambda^\vee}) \) for \( \lambda^\vee \in A^\vee_+ \).
Proposition. The function $\mathcal{W}(g)$ satisfies the following transformation rule,

$$\mathcal{W}(kgu) = \psi(u^{-1})^{-1}\mathcal{W}(g).$$

(5.2)

Moreover, if $g = \pi^\lambda$ with $\lambda \not\in \Lambda_+^\vee$ then $\mathcal{W}(\pi^\lambda) = 0.$

A simple change of variables [19, Eq. (2.15)] shows that

$$\mathcal{W}(\pi^\lambda) = \Phi^\rho(\pi^\lambda) \int_{U^-} \Phi^\rho(u^-)\psi_{\pi^\lambda}(u^-)du^-,$$

(5.3)

where $\psi_{\pi^\lambda}(x) = \psi(x^{-\lambda\vee}x^{\pi\lambda})$ for $x \in U^-.$

5.2. If $\Gamma$ is any group and $X$ is a right $\Gamma$-set and $Y$ is a left $\Gamma$-set, we define

$$X \times_\Gamma Y = X \times Y / \sim$$

(5.4)

where $\sim$ is the equivalence relation generated by $(x\gamma, \gamma^{-1}y) \sim (x,y)$ for $x \in X, y \in Y,$ and $\gamma \in \Gamma.$ For each $w \in W, \lambda \in \Lambda_+^\vee$ multiplication induces a natural map

$$m_{w,\lambda} : \mathfrak{g}U\hat{w}^- \times \hat{\Gamma} \pi^\lambda U^- \to \hat{G}.$$

(5.5)

Let $\lambda \in \Lambda_+^\vee$ and $\mu \in \Lambda_+^\vee.$ For each $x \in m_{w,\lambda}^{-1}(\pi^\mu),$ there are natural projections

$$n^- : m_{w,\lambda}^{-1}(\pi^\mu) \to U_\mathfrak{g}^- \backslash U^-$$

and $z_w : m_{w,\lambda}^{-1}(\pi^\mu) \to \mathfrak{g}^+.$

(5.6)

defined as follows. Let $x \in m_{w,\lambda}^{-1}(\pi^\mu)$ have representative $(a,b)$ with $a \in \mathfrak{g}U\hat{w}^-,$ and $b \in \hat{\Gamma} \pi^\lambda U^- \sim$ some chosen representatives. Writing $b = i\pi^\lambda u$ with $i \in \hat{\Gamma},$ one can verify that $x \sim \pi^\mu U^- \sim$ is well-defined; this class is denoted by $n^-(x).$ Writing $a = \xi u\tilde{w}$ with $\xi \in \mathfrak{g}, u \in U^-,$ $i \in \hat{\Gamma},$ the element $\xi$ is well-defined and independent of the representatives $(a,b)$ taken for $x.$ This $\xi \in \mathfrak{g}$ is denoted by $z_w(x).$ Using these maps, we can define the Iwahori-Whittaker functions as the formal generating series

$$\mathcal{W}_{w,\lambda} := \sum_{\mu \in \Lambda_+^\vee} e^{\mu\lambda^\vee} q^{\langle \rho, \mu^\vee \rangle} \left( \sum_{x \in m_{w,\lambda}^{-1}(\pi^\mu)} \mathcal{W}(n^-(x))t(z_w(x)) \right).$$

(5.7)

The same argument as in [19, Lemma 4.4] shows that we have a decomposition

$$\mathcal{W}(\pi^\lambda) = q^{-\langle 2\rho, \lambda^\vee \rangle} \sum_{w \in W} \mathcal{W}_{w,\lambda},$$

(5.8)

where we note that the factor of $q^{-\langle 2\rho, \lambda^\vee \rangle}$ must be introduced here for the same reason as [19, §2.7].

5.3. Remark. Suppose $w = 1,$ and pick $\mu \not\in \Lambda_+^\vee$ such that $m_{1,\lambda}^{-1}(\pi^\mu) \neq \emptyset.$ So $\pi^\mu \in \mathfrak{g}U\hat{1} \backslash \hat{\Gamma} \pi^\lambda U^- \sim,$ which forces $\mu \vee = \lambda \vee,$ and hence $\mathcal{W}(\pi^\lambda) = 0.$ An easy computation shows $m_{1,\lambda}^{-1}(\pi^\mu)$ consists of a single element and so $\mathcal{W}(\pi^\lambda) = q^{\langle \rho, \lambda^\vee \rangle}\epsilon^\lambda.$ We can also write this as

$$\mathcal{W}_{w}(\pi^\lambda) = \tilde{\Phi}_\rho(\pi^\lambda) \int_{U^-} \Phi^\rho(u^-)\psi_{\pi^\lambda}(u^-)du^-,$$

(5.9)

using the fact that $\lambda \in \Lambda_+^\vee.$ In fact, more generally one may show

$$\mathcal{W}_w(\pi^\lambda) = \tilde{\Phi}_\rho(\pi^\lambda) \int_{U^-w} \Phi^\rho(u^-)\psi_{\pi^\lambda}(u^-)du^-,$$

(5.10)

where the sets

$$U^{-,w} = \{ x \in U^- \mid x \in \hat{\Gamma}w \}$$

are the analogues of the ones defined in [19, (2.6)] (note that what is defined there as $U^{-,w}$ is our $U^{-,w^{-1}}).$

Using the Iwasawa decomposition of $G$ and Bruhat decomposition for the group $G_\mathfrak{F}$ over the residue field, one obtains a decomposition $U^- = \bigsqcup_{w \in W} U^{-,w}$ which underlies (5.8). In the case of $\text{SL}(2),$ we have $U^- = U^{-,1} \sqcup U^{-,wa}$ where $U^{-,1} = U_{-\rho,\theta}$ and $U^{-,wa} = U_{-\rho,\theta}(\mathfrak{F}) \backslash U_{-\rho,\theta}$ (where $\theta$ is the unique simple root).
5.4. Recall for $w = 1$ we defined $T_1 : C_v[\Lambda^+] \to C_v[\Lambda^+]$ as the identity operator. Hence from (5.9), we have

$$W_{1,\mathbf{w}} = q^{(r,\lambda^\vee)}_1 e^{\lambda^\vee} = q^{(r,\lambda^\vee)} T_1(e^{\lambda^\vee}).$$

The main result of this paper is the following.

**Theorem.** Let $w, w' \in W$ and $a \in \Pi$ so that $w = w_aw'$ with $\ell(w) = \ell(w') + 1$, we have

$$T_a(W_{w',\lambda^\vee}) = W_{w,\lambda^\vee}.$$ 

An induction using (5.12) shows, 

**Corollary.** Let $w \in W$ and $\lambda^\vee \in \Lambda_+^\vee$. For any reduced decomposition $w = w_1 \cdots w_n$ with $b_1, \ldots, b_r \in \Pi$,

$$W_{w,\lambda^\vee} = q^{(r,\lambda^\vee)} T_{b_1} \cdots T_{b_r}(e^{\lambda^\vee}).$$

5.5. **Remark.** As the left-hand side of (5.14) is independent of the choice of reduced decomposition of $w$, the same can be concluded for the right-hand side: for $w \in W$ and any reduced decomposition $w = w_1 \cdots w_n$ as above, the expression

$$T_w(e^{\lambda^\vee}) := T_{b_1} \cdots T_{b_r}(e^{\lambda^\vee}), \lambda^\vee \in \Lambda_+^\vee$$

is independent of the reduced decomposition of $w$. We have not yet defined $T_w(e^{\mu^\vee})$ for a general $\mu^\vee \in \Lambda^\vee$; in fact, as we show in Appendix B the formula (5.15) considered with an arbitrary $\lambda^\vee \in \Lambda^\vee$ yields a well-defined element in $C[\Lambda^\vee]$. Then Corollary (5.4) can be restated as follows,

$$W_{w,\lambda^\vee} = q^{(r,\lambda^\vee)} T_w(e^{\lambda^\vee}) \text{ for } w \in W, \lambda^\vee \in \Lambda_+^\vee.$$ 

5.6. In this paragraph, we again assume Corollary 4.5 and Theorem 5.1 so that the algebraic formula (4.24) of Theorem 4.6 holds. Using this theorem and (5.16), we obtain the Metaplectic Casselman-Shalika formula that was obtained using different techniques in [8, 18].

**Corollary.** [8, 18] For each $\lambda^\vee \in \Lambda_+^\vee$, we have the equality

$$\mathcal{W}(\pi^{\lambda^\vee}) = q^{-r,\lambda^\vee} \prod_{a \geq 0} \frac{1 - q^{-1} e^{-n(a^\vee)a^v}}{1 - e^{-n(a^\vee)a^v}} \sum_{w \in W} (-1)^{\ell(w)} \left( \prod_{b^\vee \in R^v(w^{-1})} e^{-n(b^\vee)b^v} \right) w \ast e^{\lambda^\vee},$$

where the action $\ast$ is the one defined in (4.7) with $v = q^{-1}$.

5.7. **The rank one case.** Let us conclude this section with a proof of Theorem 5.4 in the case of $SL(2)$, where we have two Iwahori-Whittaker functions $W_1$ and $W_2 := W_a$. We have already seen that $W_1(\pi^{\lambda^\vee}) = q^{(r,\lambda^\vee)} T_1(e^{\lambda^\vee})$ and so we turn to computing $W_a(\pi^{\lambda^\vee})$, which is given by the following integral,

$$W_a(\pi^{\lambda^\vee}) = \Phi_b(\pi^{\lambda^\vee}) \int_{U-a(0)} \Phi_b(x-a) \psi^{\lambda^\vee}(x-a) dx_{-a},$$

where $U-a(0) = U-a \backslash U-a(0)$. For each $k \in \mathbb{Z}$, let $U-a[k] = \{x-a(s) \mid \text{val}(s) = k \}$. Then one has

$$W_a(\pi^{\lambda^\vee}) = \Phi_b(\pi^{\lambda^\vee}) \sum_{k \geq 0} \int_{U-a(-k)} \Phi_b(x-a) \psi^{\lambda^\vee}(x-a) dx_{-a} = \Phi_b(\pi^{\lambda^\vee}) \sum_{k \geq 0} S_a(k),$$

where we have introduced the notation,

$$S_a(k) := \int_{U-a(-k)} \Phi_b(x-a) \psi^{\lambda^\vee}(x-a) dx_{-a}.$$ 

**Lemma.** With the notations introduced above, we have

$$S_a(k) := \begin{cases} 
  e^{-ka^v}(1 - q^{-1}) & \text{if } k \leq \langle \lambda^\vee, a \rangle \text{ and } kQ(a^\vee) \equiv 0 \mod r \\
  e^{-((\lambda^\vee,a) + 1)a^v} q^{-1} bQ(a^\vee)(\lambda^\vee,a) + 1 & \text{if } k = \langle \lambda^\vee, a \rangle + 1 \\
  0 & \text{otherwise}
\end{cases}$$

(5.21)
Assuming the Lemma (which is proved below), we conclude
\[
\mathcal{W}_a(\pi^{\lambda^\vee}) = q^{(p,\lambda^\vee)} \left( (1 - q^{-1}) \sum_{1 \leq k \leq (\lambda^\vee,a)} e^{\lambda^\vee - ka^\vee} + q^{-1} g_{Q(a^\vee)}(1 + (\lambda^\vee,a)) e^{-w_a \lambda^\vee - a^\vee} \right) \right) = q^{(p,\lambda^\vee)} T_a(e^{\lambda^\vee}) \tag{5.22}
\]
where the second equality uses (4.18). Using (5.8), we obtain
\[
\mathcal{W}(\pi^{\lambda^\vee}) = q^{(p,\lambda^\vee)} \left( e^{\lambda^\vee} + (1 - q^{-1}) \sum_{1 \leq k \leq (\lambda^\vee,a)} e^{\lambda^\vee - ka^\vee} + q^{-1} g_{Q(a^\vee)}(1 + (\lambda^\vee,a)) e^{-w_a \lambda^\vee - a^\vee} \right). \tag{5.23}
\]

**Proof of Lemma 5.7** If \( s \in \mathcal{X} \) with \( \text{val}(s) < 0 \) then the identity
\[
x_{-a}(s) = x_a(s^{-1}) w_a h_a(s) x_a(s^{-1}), \tag{5.24}
\]
provides an Iwasawa decomposition for \( x_{-a}(s) \). We also record here that
\[
h_a(s) = h_a(r) \pi^{-ka^\vee}(r, \pi) kQ(a^\vee) \quad \text{where} \quad s = \pi^{-k} r, r \in \mathcal{O}^*.
\]
Thus we have
\[
\tilde{\Phi}_p(x_{-a}(s)) = \tilde{\Phi}(h_a(s)) = q^{-k} e^{-ka^\vee}(r, \pi) kQ(a^\vee) \tag{5.26}
\]
where \( s = \pi^{-k} r \) with \( r \in \mathcal{O}^* \). We have three cases to consider:

1. If \( (\lambda^\vee,a) - k \geq 0 \) then \( \psi_{\lambda^\vee}(x_{-a}(s)) = 1 \) and
   \[
   I_a(k) = e^{-ka^\vee} \int_{\mathcal{O}^*} (r, \pi) kQ(a^\vee) dr = \begin{cases} 
   e^{-ka^\vee}(1 - q^{-1}) & \text{if } kQ(a^\vee) \equiv 0 \mod n \\
   0 & \text{otherwise}
   \end{cases} \tag{5.27}
   \]

2. If \( (\lambda^\vee,a) - k = -1 \), then the same computation as in the previous step shows that the integral now reduces to
   \[
e^{-((\lambda^\vee,a) - 1)a^\vee} \int_{\mathcal{O}^*} (u, \pi)((\lambda^\vee,a) + 1)Q(a^\vee) \psi(-u^{-1}/\pi) du = e^{-((\lambda^\vee,a) - 1)a^\vee} q^{-1} g_{Q(a^\vee)((\lambda^\vee,a) + 1)}, \tag{5.28}
\]
where the second equality follows from (2.6).

3. If \( (\lambda^\vee,a) - k < -1 \), then the same computation as in the previous step together with (2.5) implies the result.

\[
\Box
\]

### 6. Averaging and Intertwining Operators

**6.1.** Let \( M(\widetilde{G}) \) be the vector space of functions \( f : \widetilde{G} \to \mathbb{C} \) such that \( f(a_\Theta u g) = f(g) \) for \( a_\Theta, u \in U, g \in \widetilde{G} \) and \( f(\zeta g) = t(\zeta) f(g) \) for \( \zeta \in \mathcal{U} \) and \( g \in \widetilde{G} \) (and recall \( t : \mathcal{U} \to \mathbb{C}^* \) was our fixed embedding). We shall write \( M(\widetilde{G}, \mathcal{I}) \) (or \( M(\widetilde{G}, \mathcal{I}^-) \)) for the set of \( f \in M(\widetilde{G}) \) which are right \( \mathcal{I} \) (or \( \mathcal{I}^- \)) invariant. For the moment, we consider all such functions, though in practice we only need to work within a smaller space.

**6.2.** The space \( M(\widetilde{G}) \) carries an action of \( \mathbb{C}[\Lambda_0^\vee] \): for \( \mu^\vee \in \Lambda_0^\vee \) and \( f \in M(\widetilde{G}) \) we set
\[
(e^{\mu^\vee} f)(g) = q^{-(p,\mu^\vee)} f(\pi^{-\mu^\vee} g). \tag{6.1}
\]
For \( f \in M(\widetilde{G}) \) and \( a \in \Pi \) a simple root, define the intertwining integral
\[
I_a(f)(x) = \int_{U_a} f(w_a n_a x) dn_a \tag{6.2}
\]
where \( dn_a \) is the Haar measure on \( U_a \) giving \( U_a(\mathcal{O}) \) volume 1. Note that the above integral need not be well-defined for every \( f \in M(\widetilde{G}) \), but it will be for the specific functions we consider below. If \( I_a(f) \) is well-defined, one verifies immediately the formula,
\[
I_a(e^{\mu^\vee} f) = e^{w_0 \mu^\vee} I_a(f) \quad \text{for } \mu^\vee \in A_0^\vee.
\]

6.3. Let \( \mathcal{W} \) be as in [3.2, 3.6]. For each \( x \in \mathcal{W} \) let \( \tilde{\nu}_x : \widetilde{G} \to \mathbb{C} \) be function supported on \( g \tilde{A}_0 U \tilde{x} \tilde{I}^- \) and defined as
\[
\tilde{\nu}_x(\zeta g) := \begin{cases} 1(\zeta) & \text{if } g \in \tilde{A}_0 U \tilde{x} \tilde{I}^-, \zeta \in \mu \\ 0 & \text{otherwise} \end{cases}.
\]

Note that we have \( e^{\mu^\vee} \tilde{\nu}_w := q^{-\langle \rho, \mu^\vee \rangle} \tilde{\nu}_{\pi^\mu^\vee w} \) where the element \( \pi^\mu^\vee w \in \mathcal{W} \) is regarded as the multiplication of \( \langle \mu^\vee, 1 \rangle \) and \( w \) in \( \mathcal{W} \).

**Lemma.** Let \( a \in \Pi \) so that \( w = w_a w' \) with \( \ell(w) = \ell(w') + 1 \). Then we have
\[
I_a(\tilde{\nu}_w) = \tilde{\nu}_w + \frac{1 - q^{-1}}{1 - a^{n(a')w'}} \tilde{\nu}_{w'}
\]
\[
= \tilde{\nu}_w + (1 - q^{-1}) \sum_{k \geq 0} q^{-kn(a')w'} \tilde{\nu}_{\pi^k(a')w'}.
\]

The proof in the non-metaplectic case is standard; the only new complications which arise in the metaplectic case are among those already addressed in the proof of Lemma [5.7].

6.4. For each \( \xi^\vee \in \Lambda^\vee \), define a function \( \tilde{I}_{\psi, \xi^\vee} : \widetilde{G} \to \mathbb{C}^* \) with support on \( \mathcal{W} U \tilde{A}_0 \pi^\xi^\vee U^- \) as follows
\[
\tilde{I}_{\psi, \xi^\vee}(g) = \begin{cases} \psi(n^-) & \text{if } g = \zeta q_a \pi^\xi^\vee n^-, \text{ with } n \in U, n^- \in U^-, \zeta \in \mu, a \in A \\text{for } \psi \in \mathcal{W} \psi(n^-), \text{ with } n \in U, n^- \in U^-, \zeta \in \mu, a \in A \\text{for } \psi \in \mathcal{W} \\text{otherwise}. \end{cases}
\]

The following is the main fact we need about the functions. For \( a \in \Pi \) and \( \xi^\vee \in \Lambda^\vee \), set
\[
\Gamma_{a, \xi^\vee}^I := q^{-1} \frac{g_{\langle \xi^\vee, a \rangle} + 1}{1 - a^{n(a')}w'} \tilde{I}_{\psi, w_n \pi^\xi^\vee, -a^\vee} \quad \text{and} \quad \Gamma_{a, \xi^\vee}^H := \sum_{m \equiv \langle \xi^\vee, a \rangle \mod n(a')} (1 - q^{-1}) q^{-m + \langle \xi^\vee, a \rangle} \tilde{I}_{\psi, w_n \pi^\xi^\vee + ma^\vee}. \]

**Lemma.** For \( g \in \mathcal{W} U \tilde{A} U^- \), we have
\[
I_a(\tilde{I}_{\psi, \xi^\vee})(g) = \Gamma_{a, \xi^\vee}^I + \Gamma_{a, \xi^\vee}^H. \]

**Proof.** By the left \( U^- \)-invariance and right \( (U^-, \psi) \)-invariance of both sides, it suffices to compute
\[
I_a(\tilde{I}_{\psi, \xi^\vee}( \pi^\mu^\vee )) = \int_{U_a} \tilde{I}_{\psi, \xi^\vee}(w_n a \pi^\mu^\vee ) dn_a \quad \text{for } \mu^\vee \in \Lambda^\vee.
\]

Recall [5.24], \( w_n x_a(s) = x_a(-s^{-1}) h_a(s^{-1}) x_{-a}(s^{-1}) \), and if \( s = \pi^kr \) then by [5.25]
\[
h_a(s^{-1}) = h_a(r^{-1}) \pi^{-ka^\vee}(r, \pi^{-kQ(a^\vee)}).
\]

So if \( n_a = x_a(s) \in U_a[k] \) and \( \mu^\vee \in \Lambda^\vee \) is such that \( \tilde{I}_{\psi, \xi^\vee}(w_n a \pi^\mu^\vee ) \neq 0 \), the above formula implies \( \mu^\vee = \xi^\vee + ka^\vee \). For this choice of \( \mu^\vee \) an easy computation shows
\[
\int_{U_a[k]} \tilde{I}_{\psi, \xi^\vee}(w_n a \pi^\mu^\vee ) dn_a = q^{-k} \int_{Q^\vee} (r, \pi)^{-kQ(a^\vee)} \psi(q^{(\xi^\vee, a)} + kr^{-1}) dr.
\]

As in Lemma [5.7] we consider three cases,
(1) If \( k + \langle \xi^\vee, a \rangle \geq 0 \), then \( \mu^\vee = \xi^\vee + ka^\vee \). Let us write this as \( \mu^\vee = w_a \xi^\vee + ma^\vee \), with \( k = m - \langle \xi^\vee, a \rangle \).



The integral (6.13) assumes the value

\[
q^{-k} \int_{\mathbb{R}^n} (r, \pi)^{-kQ(a^\vee)} dr = \begin{cases} q^{-k}(1 - q^{-1}) & \text{if } n \mid kQ(a^\vee) \\ 0 & \text{otherwise} \end{cases} \quad (6.14)
\]

(2) If \( k + \langle \xi^\vee, a \rangle = -1 \) (or \( \mu^\vee = w_a \xi^\vee - a^\vee \)) then (6.13) now becomes

\[
q^{1 + \langle \xi^\vee, a \rangle} \int_{\mathbb{R}^n} (r, \pi)^{1 + \langle \xi^\vee, a \rangle} Q(a^\vee) \psi(-\pi^{-1} r^{-1}) dr = q^{-1} \cdot q^{1 + \langle \xi^\vee, a \rangle} g_1(1 + \langle \xi^\vee, a \rangle) Q(a^\vee),
\]

where we used \( (2.6) \) in the last line.

(3) If \( k + \langle \xi^\vee, a \rangle < -1 \), then the corresponding integral vanishes again using \( (2.5) \).

\[\square\]

6.5. Braid Relations for the Chinta-Gunnells Action. Let us introduce the notation \( X^{\xi^\vee} := \mathcal{I}_{\psi, \xi^\vee} \) for \( \xi^\vee \in \Lambda^\vee \), and consider the ring \( V := \mathbb{C}[X^{\xi^\vee}, \xi^\vee \in \Lambda^\vee] \) where \( X^{\xi^\vee} X^{\mu^\vee} = X^{\xi^\vee + \mu^\vee} \) for \( \xi^\vee, \mu^\vee \in \Lambda^\vee \), i.e., \( V \cong \mathbb{C}_v[\Lambda^\vee]/(v - q^{-1}) \). As in §4.3, we may construct a localization \( V_S \) of this ring, so that \( V_S \cong \mathbb{C}_v S[\Lambda^\vee]/(v - q^{-1}) \).

With this definition, one can check that \( I_a(X^{\xi^\vee}) \in V_S \).

For \( \lambda^\vee \in \Lambda^\vee_0 \) (and so \( \pi^{\lambda^\vee} \in A_0 \)) we have

\[
e^{\lambda^\vee} \mathcal{I}_{\psi, \xi^\vee} = q^{-\langle \rho, \lambda^\vee \rangle} \mathcal{I}_{\psi, \xi^\vee + \lambda^\vee} \quad \text{for } \lambda^\vee \in \Lambda^\vee_0.
\]

and so we may define an action of \( \mathbb{C}[\Lambda^\vee_0] \) (and some localizations of it) by specifying

\[
e^{\lambda^\vee} \circ X^{\xi^\vee} := q^{-\langle \rho, \lambda^\vee \rangle} X^{\xi^\vee + \lambda^\vee} \quad \text{for } \lambda^\vee \in \Lambda^\vee_0, \xi^\vee \in \Lambda^\vee.
\]

From (6.3) and the stability of \( \Lambda^\vee_0 \) under the usual \( W \)-action, we find

\[
I_a(e^{\lambda^\vee} \circ X^{\xi^\vee}) = e^{w_a \lambda^\vee} \circ I_a(X^{\xi^\vee}) \quad \text{for } \lambda^\vee \in \Lambda^\vee_0.
\]

In a slight abuse of notation, we define a map \( w_a \ast : V_S \to V_S \) essentially as in (6.7): for \( \lambda^\vee \in \Lambda^\vee \) set

\[
w_a \ast X^{\lambda^\vee} := \frac{e^{-(\lambda^\vee, a) a^\vee}}{1 - ve^{-m(a^\vee)a^\vee}} \left[ (1 - q^{-1}) e^{\text{res}_{a^\vee}} \left( \prod_{\xi^\vee} \right) a^\vee \right]
\]

\[
\quad - q^{-1} \cdot g_{\xi^\vee} + B(\lambda^\vee, a^\vee) e^{n(a^\vee) - 1} a^\vee \left( 1 - e^{-n(a^\vee)a^\vee} \right) \circ X^{\lambda^\vee}
\]

and extend to \( V_S \) as in (6.4). To verify that \( w_a \ast : \mathbb{C}_v S[\Lambda^\vee] \to \mathbb{C}_v S[\Lambda^\vee] \) as defined in (6.19) satisfy the braid relations under the specialization (4.2), it suffices to verify the same statement for the operators just introduced on \( V_S \). To show the latter, first note that the previous Lemma (6.4) can be rephrased as follows: as functions on the big cell,

\[
I_a(X^{\xi^\vee}) = c(a^\vee) \circ (w_a \ast X^{\xi^\vee}) = c(a^\vee)(w_a \ast X^{\xi^\vee}),
\]

where the second equality uses the fact (see (4.2)(iii)) that each \( n(a^\vee)a^\vee \in \Lambda^\vee_0 \). Now if \( w \in W \) admits a reduced decomposition \( w = w_{b_1} \cdots w_{b_k} \) with each \( b_i \in \Pi \) one shows

\[
I_{b_1} \cdots I_{b_k}(f) = \int_{U_w} f(wu_w x) du_w, \quad \text{for } f \in M(G)
\]

wherever the integrals converge (notation: \( U_w := \prod_{a > 0, w^{-1} a = 0} U_a \), and \( du_w \) is the product Haar measure on this group). As the right-hand side of (6.21) is independent of the choice of reduced decomposition, the same is true of the left-hand side. Hence, \( I_{b_1} \cdots I_{b_k}(X^{\xi^\vee}) \) (which lies in \( V_S \)) is independent of the choice of the reduced decomposition and is equal to a quantity which we denote by \( I_w(X^{\xi^\vee}) \). On the other hand, repeated application of (6.20) and (6.18) shows

\[
I_w(X^{\xi^\vee}) = c_w \circ (w_{b_1} \ast \cdots \ast w_{b_k} \ast X^{\xi^\vee}) \quad \text{where } c_w := \prod_{w^{-1} \gamma^\vee < 0} c(\gamma^\vee)
\]

(6.22)
As the left-hand side and the factor \( c_w \) appearing on the right-hand side do not depend on the choice of reduced decomposition, it follows that \( w_p, \cdots w_q X^{\xi} \) also does not depend on the reduced decomposition, which is what we are aiming to show.

### 6.6. Averaging Operators

Let \( \psi : U^\ast \to \mathbb{C}^\ast \) be an unramified, principal character as in §2.3. An element \( f : \tilde{G} \to \mathbb{C} \in M(\tilde{G}) \) lies in the subspace \( M(\tilde{G}, U^\ast, \psi) \subset M(\tilde{G}) \) if it additionally satisfies

\[
   f(g n^-) = \psi(n^-) f(g) \quad \text{for} \quad g \in \tilde{G}, n^- \in U^\ast.
\]

(6.23)

For each \( \lambda \in \Lambda^\vee \), define the averaging operator \( \text{Av}_{\psi, \lambda} : M(\tilde{G}, \tilde{I}^-) \to M(\tilde{G}, U^-, \psi) \) as follows: for \( x \in \mathfrak{h} \) and \( \tilde{v}_x \) as in §6.3 we set

\[
   \text{Av}_{\psi, \lambda}(\tilde{v}_x)(g) = \sum_{y \in m^\lambda_{\mathfrak{h}}(g)} t(y(z)) \psi(n^-(y)) \quad \text{for} \quad g \in \tilde{G},
\]

(6.24)

where \( m_{\mathfrak{h}, \lambda} \mapsto \mu_\mathfrak{h} \tilde{U} \times \tilde{I}^- \pi^\lambda U^- \to \tilde{G} \) is the usual multiplication map and \( n^-, z \) were defined as in (5.6). It is easy to see that \( \text{Av}_{\psi, \lambda}(\tilde{v}_x) \in M(\tilde{G}, U^-, \psi) \); denote by \( \text{Av}_{\psi, \lambda}^{\text{gen}} \) its restriction to the big cell, i.e.,

\[
   \text{Av}_{\psi, \lambda}^{\text{gen}}(\tilde{v}_x)(g) = \begin{cases} 
   \text{Av}_{\psi, \lambda}(\tilde{v}_x)(g) & \text{if} \quad g \in \mu_\mathfrak{h} \tilde{B} U^- \\
   0 & \text{otherwise}.
   \end{cases}
\]

(6.25)

We may extend the above construction linearly to define maps

\[
   \text{Av}_{\psi, \lambda} : M(\tilde{G}, \tilde{I}^-) \to M(\tilde{G}, U^-, \psi) \quad \text{and} \quad \text{Av}_{\psi, \lambda}^{\text{gen}} : M(\tilde{G}, \tilde{I}^-) \to M^{\text{gen}}(\tilde{G}, U^-, \psi) \quad \text{.}
\]

(6.26)

For any \( f \in M(G, \tilde{I}^-) \) for which the formula makes sense (i.e. is convergent in some sense), one has

\[
   I_u(\text{Av}_{\psi, \lambda} (f))(g) = \text{Av}_{\psi, \lambda}(I_u(f))(g) \quad \text{for} \quad g \in \tilde{G}.
\]

(6.27)

This is essentially an (algebraic) version of the Fubini theorem.

### 6.7. For \( w \in W \), note that \( \text{Av}_{\psi, \lambda} (\tilde{v}_w) : \tilde{G} \to \mathbb{C}^\ast \) is \( \tilde{A}_\mathfrak{h} U^- \)-left invariant and so

\[
   \text{Av}_{\psi, \lambda}^{\text{gen}}(\tilde{v}_w) = \sum_{\xi \in \Lambda} c_{\xi} \tilde{1}_{\psi, \xi},
\]

(6.28)

The following result is proven easily from the definitions (see also [19 Lemma 5.4]).

**Lemma.** For \( w \in W \), \( \lambda \in \Lambda^\vee \), we have

\[
   \mathcal{W}_{w, \lambda} = \sum_{\mu \in \Lambda^\vee} e^{\mu^\vee} q^{(p, \mu^\vee)} \text{Av}_{\psi, \lambda}(\tilde{v}_w)(\pi^{\mu^\vee}).
\]

(6.29)

Note that if we write \( \mathcal{W}_{w, \lambda} = \sum_{\mu \in \Lambda^\vee} a_{\mu} e^{\mu^\vee} \), then \( a_{\mu} = q^{(p, \mu^\vee)} c_{\mu^\vee} \), where \( c_{\mu^\vee} \) are as in (6.28).

### 6.8. Notation

In the sequel, we adopt the following notation: for a function \( f \in \mathcal{C}(\tilde{A}_\mathfrak{h} U \setminus \tilde{G}) \) we define the formal series \( \Psi(f) \) which is constructed from the values of \( f \) on the torus as follows,

\[
   \Psi(f) := \sum_{\mu \in \Lambda^\vee} f(\pi^{\mu^\vee}) e^{\mu^\vee} q^{(p, \mu^\vee)}.
\]

(6.30)

It is easy to see that

\[
   \Psi(e^{\mu^\vee} f) = e^{\mu^\vee} \Psi(f) \quad \text{for} \quad \mu \in \Lambda^\vee_0
\]

(6.31)

where in the left-hand side \( e^{\mu^\vee} f \) is the function defined as in (6.1) and in the right-hand side, \( e^{\mu^\vee} \) acts by multiplication on the formal series \( \Psi(f) \). Thus Lemma(6.7) states

\[
   \Psi(\text{Av}_{\psi, \lambda}(\tilde{v}_w)) = \mathcal{W}_{w, \lambda} \quad \text{for} \quad w \in W.
\]

(6.32)
7. PROOF OF THE THEOREM 5.4

In this section, we finish the proof of Theorem 5.4.

7.1. Let \( w \in W \) with \( w = w_a w' \) with \( a \in \Pi \) and \( \ell(w) = \ell(w') + 1 \). We wish to show that \( T_a(\mathcal{W}_{w',\lambda^\vee}) = \mathcal{W}_{w,\lambda^\vee} \).

For \( \tau^\vee \in \Lambda^\vee \), define \( a_{\tau^\vee} \in \mathbb{C} \) by the expression

\[
\mathcal{W}_{w,\lambda^\vee} = \sum_{\tau^\vee \in \Lambda^\vee} a_{\tau^\vee} e^{\tau^\vee}. \tag{7.1}
\]

Using the expression for \( T_a \) from (4.10), Theorem 5.4 amounts to showing

\[
\mathcal{W}_{w,\lambda^\vee} = \sum_{\tau^\vee \in \Lambda^\vee} a_{\tau^\vee} T_a(e^{\tau^\vee}) = b(a^\vee) \sum_{\tau^\vee \in \Lambda^\vee} a_{\tau^\vee} e^{\tau^\vee} + c(a^\vee) \sum_{\tau^\vee \in \Lambda^\vee} a_{\tau^\vee} w_c \times e^{\tau^\vee} \tag{7.2}
\]

where the rational functions \( b(a^\vee) \) and \( c(a^\vee) \) defined in (4.9) are now taken to be expansions in positive powers of \( e^{a^\vee} \).

7.2. Recall from (6.27) that we have an equality of functions on \( \widetilde{G} \),

\[
I_a(Av_{\Psi,\lambda^\vee}(\tilde{v}_w)) = Av_{\Psi,\lambda^\vee}(I_a(\tilde{v}_w)). \tag{7.3}
\]

The result (7.2) will follow by comparing both sides of this formula. We begin with the right-hand side (r.h.s.) of (7.3). From Lemma 6.3, \( I_a(\tilde{v}_w) = \tilde{v}_{w,w'} - b(a^\vee)\tilde{v}_{w'} \), and so the right-hand side of (7.3) is equal to

\[
Av_{\Psi,\lambda^\vee}(I_a(\tilde{v}_w)) = Av_{\Psi,\lambda^\vee}(\tilde{v}_{w,w'}) - b(a^\vee) Av_{\Psi,\lambda^\vee}(\tilde{v}_{w'}). \tag{7.4}
\]

Applying \( \Psi \) to (7.4) we obtain using (6.32)

\[
\Psi(\text{r.h.s. of (7.3)}) = \mathcal{W}_{w,\lambda^\vee} - b(a^\vee) \mathcal{W}_{w',\lambda^\vee}. \tag{7.5}
\]

7.3. Now we turn to the left-hand side of (7.3). We begin by noting (see [19] Claim 5.6) for a proof

\[
I_a(Av_{\Psi,\lambda^\vee}(\tilde{v}_w))(g) = I_a(Av_{\Psi,\lambda^\vee}(\tilde{v}_w))(g) \text{ for } g \in B U^- \tag{7.6}
\]

By definition we can write \( Av_{\Psi,\lambda^\vee}(\tilde{v}_w) = \sum_{\xi^\vee \in \Lambda^\vee} c_{\xi^\vee} I_{\Psi,\lambda^\vee} \) with \( c_{\xi^\vee} = Av_{\Psi,\lambda^\vee}(\tilde{v}_w)(\pi^\xi^\vee) \). Using (7.1) and the fact that \( \Psi(Av_{\Psi,\lambda^\vee}(\tilde{v}_w)) \) is equal to \( \mathcal{W}_{w',\lambda^\vee} \), we conclude that

\[
a_{\xi^\vee} = c_{\xi^\vee} q^{\tau(\xi^\vee)} \text{ for } \xi^\vee \in \Lambda^\vee. \tag{7.7}
\]

For \( g \) in the big cell we have

\[
I_a(Av_{\Psi,\lambda^\vee}(\tilde{v}_w))(g) = I_a(Av_{\Psi,\lambda^\vee}(\tilde{v}_w))(g) = \sum_{\xi^\vee \in \Lambda^\vee} c_{\xi^\vee} T_a(\Gamma_{a,\xi^\vee}(g)). \tag{7.8}
\]

Thus applying \( \Psi \), we find

\[
\Psi(\text{1.h.s. of (7.3)}) = \sum_{\mu^\vee \in \Lambda^\vee} e^{\mu^\vee} q^{\tau(\mu^\vee)} \left( \sum_{\xi^\vee \in \Lambda^\vee} c_{\xi^\vee} T_a(\Gamma_{a,\xi^\vee}(\pi^{\mu^\vee})) \right). \tag{7.9}
\]

Recalling the expression for \( \Gamma_{a,\xi^\vee} = \Gamma_{a,\xi^\vee}^I + \Gamma_{a,\xi^\vee}^H \) from (6.8), (6.9), we find

\[
\sum_{\xi^\vee \in \Lambda^\vee} c_{\xi^\vee} \Gamma_{a,\xi^\vee}^I(\pi^{\mu^\vee}) = q^{-1} \sum_{\xi^\vee \in \Lambda^\vee} c_{\xi^\vee} q^{1+(\xi^\vee,a)} gQ(a^\vee)((\xi^\vee,a)+1). \tag{7.10}
\]

\[
\sum_{\xi^\vee \in \Lambda^\vee} c_{\xi^\vee} \Gamma_{a,\xi^\vee}^H(\pi^{\mu^\vee}) = \sum_{\xi^\vee \in \Lambda^\vee} (1-q^{-1}) c_{\xi^\vee} q^{-m+(\xi^\vee,a)}. \tag{7.11}
\]
Hence the right-hand side of (7.9) may be written as
\[ \sum_{\xi^\vee \in \Lambda^\vee} e^{w_0 \xi^\vee - a^\vee} q^{(\rho, w_0 \xi^\vee - a^\vee)} c_{\xi^\vee} q^{1 + (\xi^\vee, a)^\vee} q^{-1} g_Q(a^\vee)(\xi^\vee, a) + 1) \]
(7.12)
\[ + \sum_{m=\xi^\vee \in \Lambda^\vee, m \geq 0} e^{w_0 \xi^\vee + ma^\vee} q^{(\rho, w_0 \xi^\vee + ma^\vee)}(1 - q^{-1}) c_{\xi^\vee} q^{-m + (\xi^\vee, a)} \]
(7.13)
Using (7.7), one finds that (7.12) is equal to
\[ \sum_{\xi^\vee \in \Lambda^\vee} e^{w_0 \xi^\vee - a^\vee} q^{(\rho, \xi^\vee)} c_{\xi^\vee} q^{-1} g_Q(a^\vee)(\xi^\vee, a) + 1) = \sum_{\xi^\vee \in \Lambda^\vee} a_{\xi^\vee} e^{w_0 \xi^\vee - a^\vee} q^{-1} g_Q(a^\vee)(\xi^\vee, a) + 1). \]
(7.14)
Similarly, we find that (7.13) is equal to
\[ \sum_{m=\xi^\vee \in \Lambda^\vee, m \geq 0} e^{w_0 \xi^\vee + ma^\vee} q^{(\rho, \xi^\vee)}(1 - q^{-1}) c_{\xi^\vee} = \frac{1 - q^{-1}}{1 - e^{(a^\vee) a^\vee}} \sum_{\xi^\vee \in \Lambda^\vee} a_{\xi^\vee} e^{w_0 \xi^\vee} e^{(\text{res}_{n(a^\vee)}(\xi^\vee, a)) a^\vee}. \]
(7.15)
Using (4.11), we summarize our results and conclude the proof,
\[ (7.10) = \sum_{\xi^\vee \in \Lambda^\vee} e(\xi^\vee) a_{\xi^\vee} w_a * e^{\xi^\vee}. \]
(7.16)

7.4. Connections to representation theory. Let us now make some remarks that place our constructions in a more representation theoretical framework. Recall that we have defined the space \( M(\tilde{G}) \) in §6.1. We have been vague about the notion of support for elements in \( M(\tilde{G}) \), but if we impose the condition of compact support, then the resulting function space becomes the “universal” principal series representation, whose elements are functions (with some prescribed support condition) \( f : \tilde{G} \to \mathbb{C}[\Lambda^\vee] \) satisfying
\[ f(\xi a_\theta \pi^\mu u g) = q^{- (\mu^\vee, \rho)} t(\xi)(e^{-\mu^\vee} f)(g) \]
for \( \xi \in \psi, a_\theta \in \tilde{A}_\theta, \mu^\vee \in \Lambda^\vee, u \in U, g \in \tilde{G}. \)
(7.17)
To an element \( \varphi \in M(\tilde{G}) \) we define an element in the (universal) principal series
\[ \varphi \mapsto f_\varphi(g) := \sum_{\mu^\vee \in \Lambda^\vee} \varphi(\pi^\mu g) e^{\mu^\vee} q^{(\mu^\vee, \rho)}. \]
(7.18)
It follows from (7.17) that every element of the (universal) principal series is equal to \( f_\varphi \) for some \( \varphi \in M(\tilde{G}) \).

Let \( \tilde{I}_K \) be the function on \( \tilde{G} \) defined as follows
\[ \tilde{I}_K(\xi a_\theta u_\xi \pi^\mu u k) = \begin{cases} 0 & \text{if } \mu^\vee \neq 0 \\ 1(\xi) & \text{if } \mu^\vee = 0 \end{cases} \]
(7.19)
where \( \xi \in \psi, u \in U, a_\theta \in \tilde{A}_\theta, k \in K \) and \( \xi \in \psi \). Recall also that we have defined the function \( \tilde{\nu}_w(w \in W) \) in §6.4; one sees that \( \tilde{I}_K = \sum_{w \in W} \tilde{\nu}_w \). Using this notation, set
\[ f_K := f_{\tilde{I}_K} \quad \text{and} \quad f_w := f_{\tilde{\nu}_w}. \]
(7.20)
The element \( f_K \) is often called a spherical vector in the principal series representation.

For a fixed character \( \psi \) as above, a Whittaker functional will be a map \( L : M(\tilde{G}) \to \mathbb{C} \) satisfying
\[ L(n^- . \varphi) = L(\varphi) \psi(n^-) \]
for \( n^- \in U^-, \varphi \in M(\tilde{G}) \).
(7.21)
From such a functional and a choice of \( \varphi \) we obtain a corresponding function \( L(\varphi)(g) := L(g, \varphi) \). Note the difference with the transformation properties of our functions \( \mathcal{W} \) on \( \hat{G} \) as described in §5.2 – we will see below the precise relation between these two functions.

For each \( \xi^\vee \in \Lambda^\vee \) we construct a functional via the following integral
\[ L_{\xi^\vee}(\varphi) = q^{(\xi^\vee, \rho)} \int_{U^-} \varphi(\pi^\xi u^-) \psi(u^-)^{-1} du^- \]
for \( \varphi \in M(\tilde{G}) \).
(7.22)
where $du^-$ is a suitably normalized Haar measure on $U^-$. Note that there exists an action of $\mathbb{C}[\Lambda_0^\vee]$ (and actually some localizations of this ring) on the Whittaker functionals:

$$(e^{\mu^\vee} L_{\xi^\vee})(\varphi) = \xi^\vee(e^{-\mu^\vee}) L_{\mu^\vee + \xi^\vee}(\varphi) = L_{\mu^\vee} \varphi \in \Lambda_0^\vee.$$  \hfill (7.23)

For $\varphi \in M(\widehat{G})$ and $f_\varphi$ as in (7.18) we define

$$\mathcal{L}(f_\varphi)(g) = \int_{U^-} f_\varphi(u^-g)\psi(u^-)^{-1}du^- = \sum_{\mu^\vee \in \Lambda^\vee} e^{\mu^\vee} q_{\mu^\vee,\rho} \int_{U^-} \varphi(\pi^{\mu^\vee}u^-g)\psi(u^-)^{-1}$$

$$= \sum_{\mu^\vee \in \Lambda^\vee} L_{\mu^\vee}(\varphi)(g)e^{\mu^\vee}. \hfill (7.25)$$

In this language, one defines the spherical Whittaker function as $\mathcal{L}(f_K)(g)$ and the Iwahori-Whittaker functions as $\mathcal{L}(f_w)(g)$. The usual argument shows that $\mathcal{L}(f_K)(g)$ is determined by its values at $g = \pi^{\lambda^\vee}(\lambda^\vee \in \Lambda_0^\vee)$. Note again that the switch between dominant in Proposition 5.1 and antidominant here.

Finally we want to explain the connection between $\mathcal{L}(f_K)(\pi^{-\lambda^\vee})$ and $\mathcal{L}(f_w)(\pi^{-\lambda^\vee})$. First, for a suitable choice of Haar measure on $U^-$ we can arrange that

$$\text{Av}_{\psi,\lambda^\vee}(\varphi)(\pi^{\mu^\vee}) = q_{\mu^\vee,\rho}^{-1} L_{\mu^\vee}(\varphi)(\pi^{-\lambda^\vee}) \text{ for } \varphi \in M(\widehat{G}, I^-). \hfill (7.26)$$

Note incidentally that our definition of the averaging operator in (6.24) was only for elements from $M(\widehat{G}, I^-)$, but we can use the above to extend it all of $M(\widehat{G})$ (though we do not need this here). From (6.32), we have $W_{w,\lambda^\vee} = \Psi(Av_{\psi,\lambda^\vee}(\tilde{w}))$, and so using (7.26) above, we find

$$W_{w,\lambda^\vee} = \sum_{\mu^\vee \in \Lambda^\vee} L_{\mu^\vee}(\varphi)(\pi^{-\lambda^\vee}) e^{\mu^\vee} = \mathcal{L}(f_w)(\pi^{-\lambda^\vee}). \hfill (7.27)$$

7.5. Connection to the work of Kazhdan-Patterson. In [10], Kazhdan and Patterson computed the effect of composing the intertwiner $I_w(w \in W)$ defined in (6.21) with the Whittaker functionals $L_{\mu^\vee}$ introduced in the previous paragraph. They expressed their answer as an equality of functionals on $M(\widehat{G})$

$$L_{\mu^\vee} \circ I_w = \sum_{\xi^\vee \in \Lambda^\vee} \tau^w(\mu^\vee, \xi^\vee) L_{\xi^\vee} \hfill (7.28)$$

where $\tau^w(\mu^\vee, \xi^\vee)$ is some rational function in the variables $e^{\lambda^\vee}(\lambda^\vee \in \Lambda_0^\vee)$ and the action of $e^{\lambda^\vee}$ on the functional is as in (7.23). If $\alpha \in \Pi$ the formula above takes on the simple form (see [18] Theorem 13.1 and p.26)

$$L_{\mu^\vee} \circ I_w = \tau^{w_o}(\mu^\vee, w_o \mu^\vee - a^\vee) L_{w_o \mu^\vee - a^\vee}. \hfill (7.29)$$

for some explicit rational functions $\tau^{w_o}(\mu^\vee, \mu^\vee)$ and $\tau^{w_o}(\mu^\vee, w_o \mu^\vee - a^\vee)$.

Let us see how from the proof of Theorem 5.4 we obtain (7.29) in the special case when this equality of functionals is applied to $\tilde{w}$ and then evaluated at $\pi^{-\lambda^\vee}(\lambda^\vee \in \Lambda_0^\vee)$. In the process, we obtain a formula for the functions $\tau^{w_o}(\mu^\vee, w_o \mu^\vee - a^\vee)$ and $\tau^{w_o}(\mu^\vee, \mu^\vee)$.

Notation: For any series $F = \sum_{\xi \in \Lambda_0^\vee} c_{\xi^\vee} e^{\xi^\vee}$, let us write $[e^{\mu^\vee}]F = c_{\mu^\vee}$. If we write $\Psi(Av_{\psi,\lambda^\vee}(\tilde{w})) = \sum_{\xi \in \Lambda_0^\vee} a_{\xi^\vee} e^{\xi^\vee}$, then from (7.27) we have

$$[e^{\mu^\vee}]\Psi(Av_{\psi,\lambda^\vee}(\tilde{w})) = a_{\mu^\vee} = L_{\mu^\vee}(\tilde{w})(\pi^{-\lambda^\vee}). \hfill (7.30)$$

From the proof of Theorem 5.4 (see (7.1), (7.3), (7.16) and (6.32)), we obtain

$$\Psi(Av_{\psi,\lambda^\vee}(I_o(\tilde{w}))) = c(a^\vee) w_o \times \Psi(Av_{\psi,\lambda^\vee}(\tilde{w})). \hfill (7.31)$$

Using (7.26), we obtain

$$[e^{\mu^\vee}]\Psi(Av_{\psi,\lambda^\vee}(I_o(\tilde{w}))) = L_{\mu^\vee}(I_o(\tilde{w}))(\pi^{-\lambda^\vee}). \hfill (7.32)$$

\footnote{Note that one must take $a^\vee$ to $-a^\vee$ as well as renormalize the intertwining operators from the formulas of [18] to match the conventions of this paper, see Remark 7.5}
To connect with (7.29) we now need to analyze \([e^{\mu^\vee}] e(a^{\vee}) w_a \ast \Psi(A_{\lambda^\vee}(\overline{w}))\). Using the formula (4.11), this amounts to studying

\[
[e^{\mu^\vee}] \sum_{\xi^\vee} \frac{1 - q^{-1}}{1 - e^{n(a^\vee) a^\vee}} \frac{1}{1 - e^{(\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee}} e^{(\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee} \sum_{\xi^\vee} \frac{1 - q^{-1}}{1 - e^{n(a^\vee) a^\vee}} e^{\mu^\vee} e^{(\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee}.
\]

(7.33)

\( (I) \): We reparametrize this sum by the involution \(\xi^\vee \mapsto w_a \xi^\vee + (\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee\). Then

\[
(I) = \frac{1 - q^{-1}}{1 - e^{n(a^\vee) a^\vee}} \sum_{\xi^\vee} \frac{1}{1 - e^{(\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee}} e^{(\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee} e^{\mu^\vee}.
\]

(7.34)

If we write \(w_a \xi^\vee + (\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee = \xi^\vee - (\xi^\vee, a) + (\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee\), and notice

\[
- (\xi^\vee, a) a^\vee + (\text{res}_{a^\vee}(\xi^\vee, a)) a^\vee \in \Lambda_0^\vee,
\]

we see that (I) is equal to

\[
\frac{1 - q^{-1}}{1 - e^{n(a^\vee) a^\vee}} e^{(\mu^\vee, a^\vee) a^\vee} L_{\mu^\vee}(\overline{w})(\pi^{-\lambda^\vee}).
\]

(7.35)

\( (II) \): Reindexing (II) using the map \(\xi^\vee \mapsto w_a \xi^\vee - a^\vee\), we find

\[
(II) = a_{w_a \xi^\vee - a^\vee} q^{-1} g(- (\mu^\vee, a^\vee)) Q(a^\vee) = q^{-1} g(- Q(a^\vee) - B(\mu^\vee, a^\vee)) L_{w_a \mu^\vee - a^\vee}(\overline{w})(\pi^{-\lambda^\vee}).
\]

(7.37)

In sum, if we define

\[
\tau^{w_a}(\mu^\vee, \mu^\vee) := \frac{1 - q^{-1}}{1 - e^{n(a^\vee) a^\vee}} e^{(\mu^\vee, a^\vee) a^\vee} + (\text{res}_{a^\vee}(\mu^\vee, a^\vee)) a^\vee
\]

and

\[
\tau^{w_a}(\mu^\vee, w_a \mu^\vee - a^\vee) := q^{-1} g(- Q(a^\vee) - B(\mu^\vee, a^\vee)),
\]

(7.38)

we obtain (cf. (7.29) or [13] p.26) that

\[
L_{\mu^\vee}(I_a(\overline{w}))(\pi^{-\lambda^\vee}) = \tau^{w_a}(\mu^\vee, \mu^\vee) L_{\mu^\vee}(\overline{w})(\pi^{-\lambda^\vee}) + \tau^{w_a}(\mu^\vee, w_a \mu^\vee - a^\vee) L_{w_a \mu^\vee - a^\vee}(\overline{w})(\pi^{-\lambda^\vee}).
\]

(7.39)

Remark. To compare (7.38) with the explicit formulas for \(\tau_{a,b}^1\) and \(\tau_{a,b}^2\) in [13] Theorem 3.11, note that for any integer \(k\) and \(n = n(a^\vee)\) we have \(k + res_n(-k) = \left[ \frac{k}{n} \right] \cdot n\). Then take \(a^\vee\) to \(-a^\vee\) on the right-hand side of both equations in (7.38) to get (using here (4.3))

\[
\tau^{(1)} = \frac{1 - q^{-1}}{1 - e^{n(a^\vee) a^\vee}} e^{\left[ \frac{\mu(\overline{a}) a^\vee}{n(a^\vee) a^\vee} \right]} Q(a^\vee) a^\vee\text{ and } \tau^{(2)} = q^{-1} g(- Q(a^\vee) + B(\mu^\vee, a^\vee)).
\]

(7.40)

Now writing \(s^n_{a}\) for \(e(a^\vee) a^\vee\) and multiplying by \(\frac{1 - q^{-1}}{1 - q^{-1}}\) gives the same formulas as in loc. cit.

APPENDIX A. SPHERICAL FUNCTIONS

The aim of this appendix is to sketch a proof of the computation of the metaplectic spherical function. We only provide an outline of the argument here; the details are very similar to [2] §7. In a forthcoming paper the affine, metaplectic situation will be treated in more detail.

A.1. Let \(v\) be a formal parameter and set \(C_v = C[[v,v^{-1}]]\). We consider the group algebra over this ring \(C_v(\Lambda^\vee)\), which admits a map \(C_v(\Lambda^\vee) \to C[\Lambda^\vee]\) by sending \(v \mapsto q^{-1}\), where \(q\) is the size of our residue field. We call the image of an element under this map its specialization at \(v = q^{-1}\). The natural action of \(W\) on \(\Lambda^\vee\) induces an action of \(W\) on \(C_v(\Lambda^\vee)\) (the ring of rational functions on \(\Lambda^\vee\)), which we denote by \(f \mapsto f^w\) where \(f \in C_v(\Lambda^\vee), w \in W\). Let \(C(\Lambda^\vee)[W]\) be the twisted group algebra over this ring; i.e. if \(f,g \in C_v(\Lambda^\vee)\) and \(w, w' \in W\) then \(f[w]g[w'] = f^w g^{w'}[ww']\).
A.2. For any \( \lambda^\vee \in \Lambda_+^\vee \) let
\[
m_{\lambda^\vee, \widetilde{K}} : \mathbb{A}_{\theta} U \widetilde{K} \rightarrow K \pi_{\lambda^\vee} \widetilde{K} \rightarrow G
\]  
be the map induced from multiplication. For each \( \mu^\vee \in \Lambda_+ \) we may define a map \( z : m_{\lambda^\vee, \widetilde{K}}^{-1}(\pi_{\mu^\vee}) \rightarrow \mathbb{A} \) by projection onto the \( \mu \) component from the first factor (one can check the process is well-defined since \( \widetilde{K} \cap \mathbb{A} = K \cap \mathbb{A} \cap \mathbb{A} = 1 \)). We then define the spherical function (which can be shown to lie in \( C[\Lambda^\vee] \)),
\[
S(\pi^\lambda) := q^{-2⟨p, \lambda⟩} \sum_{\mu^\vee \in \Lambda^\vee} e^{μ^\vee} q^{⟨p, \lambda⟩} \sum_{x \in m_{\lambda^\vee, \widetilde{K}}^{-1}(\pi_{\mu^\vee})} t(z(x)),
\]  
where we recall that we fixed an embedding \( i : \mathbb{A} \rightarrow \mathbb{C}^\times \).

Remark. Starting instead with the map \( m_{\lambda^\vee, \widetilde{K}}^{-1}(\pi_{\mu^\vee}) \rightarrow \mathbb{A} \), we may also consider projections
\[
z : m_{\lambda^\vee, \widetilde{K}}^{-1}(\pi_{\mu^\vee}) \rightarrow \mathbb{A} \quad \text{and} \quad n^- : m_{\lambda^\vee, \widetilde{K}}^{-1}(\pi_{\mu^\vee}) \rightarrow U^- \setminus U^-.
\]  
In this terminology this Whittaker function (introduced earlier in \( \S \S 3 \); see also \( \S 8 \)) is written as
\[
\mathcal{W}(\pi^\lambda) = q^{-2⟨p, \lambda⟩} \sum_{\mu^\vee \in \Lambda^\vee} e^{μ^\vee} q^{⟨p, \mu^\vee⟩} \sum_{x \in m_{\lambda^\vee, \widetilde{K}}^{-1}(\pi_{\mu^\vee})} t(z(x)) \psi(n^-(x)).
\]  

A.3. To state our main result concerning \( S(\pi^\lambda) \) we introduce some further notation. For each \( \lambda^\vee \in \Lambda_+^\vee \) let \( W_{\lambda^\vee} \subset W \) denote its stabilizer; it is also a Coxeter group generated by the simple reflections it contains. For each subset \( \Sigma \subset W \) we define its Poincaré polynomial,
\[
\Sigma(v^{-1}) := \sum_{w \in \Sigma} v^{-ℓ(w)},
\]  
Recall also the definition of \( Δ_v \) and \( Δ \) from \( \S 23 \); for simplicity we sometimes write
\[
Γ := \frac{Δ_v}{Δ} = \prod_{w \in R_0} \frac{1 - ve^{-n(a^i)a^i'}}{1 - e^{-n(a_i)a_i'}},
\]  
and also denote, in an abuse of notation, its specialization at \( v = q^{-1} \) by the same notation.

Theorem. For each \( \lambda^\vee \in \Lambda_+^\vee \) the expression \( \frac{E^{v\lambda^\vee}}{W(\lambda^\vee)} \sum_{w \in W} Γ^w e^{w\lambda^\vee} \in \mathbb{C}_{v}[\Lambda^\vee] \). Its specialization at \( v = q^{-1} \) is equal to \( S(\pi^\lambda) \), i.e. we may write
\[
S(\pi^\lambda) = \frac{q^{-2⟨p, \lambda⟩}}{W(\lambda^\vee)(q^{-1})} \sum_{w \in W} Γ^w e^{w\lambda^\vee},
\]  
To prove the Theorem, we follow the same pattern as in our computation of the Whittaker function, which in turn was based on \( \S 2 \S 2.3 \); first, we decompose \( S(\pi^\lambda) \) into a sum over Iwahori-pieces; then, we show that each Iwahori piece admits a description in terms of certain Demazure-Lusztig type operators; and finally, we conclude the theorem by applying a combinatorial identity for the sum of such Demazure-Lusztig operators.

A.4. Remark. If \( \lambda^\vee = 0 \) then it is easy to see from the definition \( \S 2 \) that \( S(\pi^0) = 1 \). Hence, from Theorem \( \S 3 \), the right-hand side of \( \S 7 \) must be equal to 1 (at \( v = q^{-1} \)). This in turn reduces to a combinatorial identity
\[
W(\lambda^\vee) = \sum_{w \in W} Γ^w
\]  
which was proven independently by Macdonald [14] Theorem 2.8. In fact (\( \S 8 \)) holds for any finite Coxeter group (e.g. \( W_{\lambda^\vee} \)). On the other hand, the naïve analogue of (\( \S 8 \)) is known to fail for affine root systems.

\[\text{More precisely, this is the image of the Satake transform of the characteristic function } K \pi_{\lambda^\vee} K \text{ for metaplectic groups, but we do not develop the framework to make this statement precise here.}\]
(see \cite{13}), and its failure is precisely captured by a factor stemming from 'constant term conjecture' of Macdonald (Cherednik's Theorem).

**A.5.** We begin by introducing the precise Demazure-Lusztig operators which will be needed in the sequel. For each \( \lambda \in \Pi \), we define elements in \( C_{\lambda}(\Lambda^\vee) \)

\[
\epsilon(a^{\vee}) := \frac{1 - e^{\alpha \lambda}}{1 - e^{\alpha a^{\vee}}} \quad \text{and} \quad \Pi(a^{\vee}) := \frac{v - 1}{1 - e^{\alpha a^{\vee}}}.
\]

(A.9)

Using these, we define the 'spherical' Demazure-Lusztig operators as the following elements in \( C_{\lambda}(\Lambda^\vee)[W] \)

\[
\Pi_a = \epsilon(a^{\vee})[w_a] + \Pi(a^{\vee})[1]
\]

(A.10)

One has the following facts,

1. The \( \Pi_a \) satisfy the braid relations; this follows from \cite{11} (8.3). Hence we may define elements \( \Pi_w \) unambiguously using any reduced decomposition for \( w \).
2. The \( \Pi_a \) satisfy the following Hecke relations

\[
(\Pi_a + 1)(\Pi_a - v) = 0 \quad \text{for} \quad a \in \Pi,
\]

(A.11)

as one may check by a direct calculation.
3. Let \( P := \sum_{w \in W} \Pi_w \), the spherical symmetrizer. Then we have the identity in \( C(\Lambda^\vee)[W] \)

\[
P := m \sum_{w \in W} \Gamma^w[w],
\]

(A.12)

where \( m \in C(\Lambda^\vee) \) is some \( W \)-invariant factor. This follows as in \cite{2} Proposition 7.3.12] (the argument there is essentially due to Cherednik), and the the proof only uses the previous two facts. In particular, it does not use the existence of a long word in \( W \). If one uses the long word, one can immediately verify that \( m = 1 \) (the fact that \( m = 1 \) can also be deduced using the identity (A.8) as we indicate at the end of \( \S A.9 \) below).

4. Using the standard action of \( W \) on \( \Lambda^\vee \) we obtain an action of \( \Pi_a : C_{\lambda}(\Lambda^\vee) \to C_{\lambda}(\Lambda^\vee) \). In fact, \( \Pi_a : C_{\lambda}(\Lambda^\vee) \to C_{\lambda}(\Lambda^\vee) \). Moreover, if \( \lambda^\vee \in \Lambda^\vee_+ \) and \( w \in W_{\lambda^\vee} \) one verifies that

\[
\Pi_w(e^{\lambda^\vee}) = v^{\ell(w)} e^{\lambda^\vee}.
\]

(A.13)

**A.6.** For each \( \lambda^\vee \in \Lambda^\vee_+ \), let us define

\[
\tilde{P} := \bigcap_{w \in W_{\lambda^\vee}} T^{-1} w \tilde{T}.
\]

(A.14)

We may consider the maps

\[
m_{w, \lambda^\vee} : U_{T} \times_{\rho} P_{T} \xrightarrow{\tilde{P}} K \to \tilde{G}.
\]

(A.15)

For each \( \mu^\vee \in \Lambda^\vee \) we may again define a projection

\[
z_w : m_{w, \lambda^\vee}^{-1}(\pi^{\mu^\vee}) \to \mathbb{G}.
\]

(A.16)

The natural inclusion fits into a commutative diagram

\[
m_{w, \lambda^\vee}^{-1}(\pi^{\mu^\vee}) \xrightarrow{z_w} m_{\lambda^\vee, K}^{-1}(\pi^{\mu^\vee})
\]

(A.17)

which is compatible with the projections \( z_w \) and \( z \).

**Lemma.** Let \( \lambda^\vee \in \Lambda^\vee \) Let \( W_{\lambda^\vee} \) denote a fixed set of minimal length representatives for \( W/W_{\lambda^\vee} \). For each \( \mu^\vee \in \Lambda^\vee \) there is a bijection (induced by the inclusions (A.17) above)

\[
\sqcup_{w \in W_{\lambda^\vee}} m_{w, \lambda^\vee}^{-1}(\pi^{\mu^\vee}) \to m_{\lambda^\vee, K}^{-1}(\pi^{\mu^\vee})
\]

(A.18)
The proof of this is similar to [2] Lemma 7.3.3.

A.7. For each \( w \in W^{\lambda} \), we set
\[
J_w(\lambda^\vee) := q^{-\langle \rho, \lambda^\vee \rangle} \sum_{\mu^\vee \in \Lambda^\vee} e^{\mu^\vee} q^{\langle \rho, \mu^\vee \rangle} \sum_{x \in m_{-\lambda}(\pi^{\mu^\vee})} t_w(x).
\]
(A.19)

From definition (A.2) and the previous Lemma A.6, we find that
\[
\mathbb{S}(\pi^{\lambda^\vee}) = \sum_{w \in W^{\lambda^\vee}} J_w(\lambda^\vee).
\]
(A.20)

The same techniques as in the proof of [2] Lemma 7.3.10 can be adapted to show

**Proposition.** If \( \lambda^\vee \in \Lambda^\vee_+ \), \( w \in W^{\lambda} \), then \( J_w(\lambda^\vee) \) is the specialization of \( v(\rho, \lambda^\vee) \mathbb{T}_w(e^{\lambda^\vee}) \) at \( v = q^{-1} \), i.e.
\[
J_w(\lambda^\vee) = q^{-\langle \rho, \lambda^\vee \rangle} \mathbb{T}_w(e^{\lambda^\vee})
\]
(A.21)

**Corollary.** For any \( \lambda^\vee \in \Lambda^\vee_+ \), we have
\[
\mathbb{S}(\pi^{\lambda^\vee}) = q^{-\langle \rho, \lambda^\vee \rangle} \sum_{w \in W^{\lambda^\vee}} \mathbb{T}_w(e^{\lambda^\vee}).
\]
(A.22)

A.8. Using (A.13), we find the following expression for \( \mathbb{P}(e^{\lambda^\vee}) \),
\[
\mathbb{P}(e^{\lambda^\vee}) = \sum_{w \in W} \mathbb{T}_w(e^{\lambda^\vee}) = \sum_{w_1 \in W^{\lambda^\vee}} \sum_{w_2 \in W_{\lambda^\vee}} \mathbb{T}_{w_1 w_2}(e^{\lambda^\vee}) = \sum_{w_1 \in W^{\lambda^\vee}} \sum_{w_2 \in W_{\lambda^\vee}} \mathbb{T}_{w_1} v^{(w_1)}(e^{\lambda^\vee}) = W_{\lambda^\vee}(v) \sum_{w \in W^{\lambda^\vee}} \mathbb{T}_w(e^{\lambda^\vee}).
\]
(A.23)
(A.24)
(A.25)

Hence
\[
\sum_{w \in W^{\lambda^\vee}} \mathbb{T}_w(e^{\lambda^\vee}) = \frac{1}{W_{\lambda^\vee}(v)} \mathbb{P}(e^{\lambda^\vee}) = \frac{1}{W_{\lambda^\vee}(v)} \sum_{w \in W} \Gamma^w e^{w \lambda^\vee},
\]
(A.26)

where the last equality follows from (A.12) (note that \( m \) here is independent of \( \lambda^\vee \)).

A.9. **Conclusion of Proof of Theorem 7.3** Using the above as well as (A.22), we conclude that the specialization of (A.26) at \( v = q^{-1} \) are in \( \mathbb{C}[\Lambda^\vee] \). Moreover from (A.22) we obtain
\[
\mathbb{S}(\pi^{\lambda^\vee}) = \frac{q^{-\langle \rho, \lambda^\vee \rangle}}{W_{\lambda^\vee}(q^{-1})} \sum_{w \in W} \mathbb{T}_w(e^{\lambda^\vee})
\]
(A.27)
\[
= \frac{m}{W_{\lambda^\vee}(q^{-1})} \sum_{w \in W} \Gamma^w e^{w \lambda^\vee},
\]
(A.28)

where \( m \) is now the specialization of the element with the same name at \( v = q^{-1} \).

The proof of Theorem 7.3 will be concluded if we can show that \( m = 1 \). We may proceed in two ways. On the one hand, we could use the long word to conclude this in the expression (A.12). Alternatively, if \( \lambda^\vee = 0 \) then the left-hand side of (A.27) is equal to 1 as we noted in Remark A.4. Thus
\[
m^{-1} = \frac{1}{W(q^{-1})} \sum_{w \in W} \Gamma^w.
\]
(A.29)

Using Macdonald’s identity (A.8), we can conclude that \( m = 1 \).

A.10. **Remark.** Finally, we explain the relation between the factor \( m \) and the factor \( m \) which arose in the combinatorial identity for the sum of metaplectic Demazure-Lusztig operators (see 4.25).
Lemma. Let \( w \in W \) and choose any reduced decomposition \( w = w_{b_1} \cdots w_{b_i} \) with \( b_i \in \Pi \). For any fixed \( f \in C_{\nu,\Sigma}[\Lambda^\vee_\nu] \) and \( g \in C_{\nu,\Sigma}[\Lambda^\vee] \) the elements

\[
 w_{b_1} \ast \cdots \ast w_{b_i} \ast f \quad \text{and} \quad T_{w_{b_1}} \cdots T_{w_{b_i}}(g)
\]

are well-defined, independent of the choice of chosen reduced decomposition for \( w \). Hence they can be denoted unambiguously as \( w \ast f \) and \( T_w(g) \).

In other words, the \( W \)-invariant factor \( m \) in the Casselman-Shalika formula can be computed in terms of the corresponding factor in the spherical function, which in turn can be computed by the expression on the right-hand side of \((A.32)\).

APPENDIX B. ON THE BRAID RELATIONS FOR THE CHINTA-GUNNELLS ACTION

B.1. In this section, we prove some statements from \( \S 4.5 \) concerning braid relations. These were used in \( \S 4.6 \) and \( \S 5.6 \) to deduce the metaplectic Casselman-Shalika formula from our main result Theorem \( 5.4 \). The notation is as in \( \S 4 \).

Proposition. Let \( w \in W \) and choose any reduced decomposition \( w = w_{b_1} \cdots w_{b_i} \) with \( b_i \in \Pi \). For any fixed \( f \in C_{\nu,\Sigma}[\Lambda^\vee_\nu] \) and \( g \in C_{\nu,\Sigma}[\Lambda^\vee] \) the elements

\[
 w_{b_1} \ast \cdots \ast w_{b_i} \ast f \quad \text{and} \quad T_{w_{b_1}} \cdots T_{w_{b_i}}(g)
\]

are well-defined, independent of the choice of chosen reduced decomposition for \( w \). Hence they can be denoted unambiguously as \( w \ast f \) and \( T_w(g) \).

The remainder of this section is devoted to the proof of this statement and is based on three facts: (a) the group-theoretical result Theorem \( 5.4 \) and especially Remark \( 5.5 \), (b) a non-metaplectic analogue of the Proposition as stated in \( \S B.8 \), and (c) a claim about rank two root systems.

B.2. We begin with the following simple observation.

Lemma. Let \( w \in W \) and choose any reduced decomposition \( w = w_{b_1} \cdots w_{b_i} \) with \( b_i \in \Pi \). If

\[
 w_{b_1} \ast \cdots \ast w_{b_i} \ast (e^{\mu^\vee}), \text{ for any } \mu^\vee \in \Lambda^\vee_+ \quad \text{(B.2)}
\]

is well defined, independent of the choice of reduced decomposition, then the same fact holds for any \( \mu^\vee \in \Lambda^\vee \).

Proof. For \( \mu^\vee \in \Lambda^\vee \), choose \( \xi^\vee \in \Lambda^\vee_\nu \) such that \( \mu^\vee + \xi^\vee \in \Lambda^\vee_+ \). As \( \xi^\vee \in \Lambda^\vee_\nu \), Lemma \( 4.3(2) \) implies that

\[
 w_{b_1} \ast \cdots \ast w_{b_i} \ast (e^{\xi^\vee + \mu^\vee}) = e^{w_{b_1} \cdots w_{b_i} \xi^\vee} w_{b_1} \ast \cdots \ast w_{b_i} (e^{\mu^\vee}) = e^{w_{b_1} \cdots w_{b_i} \xi^\vee} w_{b_1} \ast \cdots \ast w_{b_i} (e^{\mu^\vee}) \quad \text{(B.3)}
\]

The left-hand side of \((B.3)\) is well-defined by assumption, and the Lemma follows. \( \square \)
For the remainder of this section, we assume \( R \) is of rank 2 with \( \Pi' = \{a^\vee, b^\vee\} \), \( \Lambda' = \mathbb{Z}a^\vee \oplus \mathbb{Z}b^\vee \), and \( W \) be the corresponding Weyl group generated by simple reflections \( s, t \) through \( a \) and \( b \) respectively. Let \( m \) denote the order of \( st \) in \( W \) and let us denote the longest word in \( W \) as

\[
w = st \cdots \]

where there are \( m \) terms in each product above. Let \( \leq \) be the Bruhat order on \( W \) and let

\[
S_w = \{ w' \in W \mid w' \leq w \}. \tag{B.5}
\]

By a string, we mean a finite sequence of elements \( y := (s_1, \ldots, s_r) \) where each \( s_i \in \{s, t, 1\} \). For each such string, \( y = (s_1, \ldots, s_m) \) as above, let \( y_* \) be the corresponding element in the group

\[
\langle s, t \rangle_* := \langle s, t \mid s^2 = t^2 = 1 \rangle; \tag{B.6}
\]

we denote this element by

\[
y_* := s_{i_1} * s_{i_2} \cdots, \tag{B.7}
\]

which is obtained from \( y \) by omitting every \( s_i = 1 \) as well as removing every pair of adjoining elements with \( s_i = s_{i+1} \). We also denote by \( y_o \in W \) the element obtained by multiplying together the elements in \( y \).

Let us define two strings

\[
w_L := \langle s, t, s, \cdots \rangle \quad \text{and} \quad w_R := \langle t, s, t, \cdots \rangle \tag{B.8}
\]

where both strings have \( m \) terms. Let \( S_L \) and \( S_R \) denote the set of strings obtained from \( w_L \) and \( w_R \) respectively by replacing some of the \( s \) or \( t \) by \( 1 \). Let \( S_{L,*} \) (resp. \( S_{R,*} \)) denote the set of words in \( \langle s, t \rangle_* \) obtained from \( S_L \) by sending each \( y \mapsto y_* \). In our previous notation, \( w_{L,*} = s*t*s*\cdots \) and \( w_{R,*} = t*s*t*\cdots \). Note that as sets of words in \( \langle s, t \rangle_* \),

\[
S_{L,*} \setminus \{ w_{L,*} \} = S_{R,*} \setminus \{ w_{R,*} \}. \tag{B.9}
\]

As every element in \( S_w \setminus \{w\} \) has only one reduced decomposition, we obtain

Claim. The map \( \varphi : \langle s, t \rangle_* \to W \) induced by multiplication (previously denoted \( y_* \mapsto y_o \)) induces a bijection \( \varphi : S_{L,*} \setminus \{ w_{L,*} \} \to S_w \setminus \{ w \} \) (and so also \( \varphi : S_{R,*} \setminus \{ w_{R,*} \} \to S_w \setminus \{ w \} \)).

By Lemma 4.3(1), the group \( \langle s, t \rangle_* \) acts on \( \mathbb{C}_{\nu}S[\Lambda'] \). Using this representation, the first statement in Proposition B.1 is equivalent to showing,

\[
w_{L,*} * e_\lambda^\vee = w_{R,*} * e_\lambda^\vee \quad \text{for every } \lambda^\vee \in \Lambda'^\vee, \tag{B.10}
\]

and the second is equivalent to showing

\[
T_L(e_\lambda^\vee) = T_R(e_\lambda^\vee) \quad \text{for every } \lambda^\vee \in \Lambda'^\vee, \tag{B.11}
\]

where, setting \( T_s := T_{w_a} \) and \( T_t := T_{w_b} \),

\[
T_L := T_s T_s T_s \cdots \quad \text{and} \quad T_R := T_s T_t T_s \cdots \tag{B.12}
\]

with \( m \) factors on both sides of each of the above equations. From Remark 5.5 we know that (B.11) holds for each \( \lambda^\vee \in \Lambda'^\vee \). We will argue that this implies (B.10) holds for all \( \lambda^\vee \in \Lambda'^\vee \), and hence, by Lemma (B.2) that it holds for all \( \lambda^\vee \in \Lambda'^\vee \). In turn, this will imply (B.11) holds for all \( \lambda^\vee \in \Lambda'^\vee \) as well.

Let \( \tilde{\Lambda}^\vee \) be the lattice spanned by \( n(a^\vee)a^\vee \) and \( n(b^\vee)b^\vee \). Note that \( \tilde{\Lambda}^\vee \subset \Lambda'^\vee \), and that \( b(\gamma^\vee) \) and \( c(\gamma^\vee) \), defined as in (4.9) for \( \gamma^\vee \in R'^\vee \), lie in the ring \( V := \mathbb{C}_{\nu}^{\tilde{\Lambda}^\vee} \cap \mathbb{C}_{\nu}S[\Lambda'^\vee] \). Define a twisted multiplication on \( V[\langle s, t \rangle_*] \) via

\[
f[w] * g[w'] = fg^{w}[w * w'] \quad \text{where } f, g \in V, w, w' \in \langle s, t \rangle_*, \tag{B.13}
\]

and \( g^w \) denotes the usual action of \( w \) on \( g \).
Shifting our point of view slightly, $T_x$ and $T_y$ (introduced in (4.10)) may be regarded as elements in the twisted group algebra $V[(s,t)_+]$. For any product $T := T_{t_1} \cdots T_{t_r}$ we may expand via (B.13) to write

$$T := \sum_{y \in \langle s,t \rangle_+} a_y[y].$$

The application of the right-hand side of this formula to an element of $g \in \mathbb{C}_v S[\Lambda^\vee]$ (using the natural representation of $\langle s,t \rangle_+$) agrees with $T_{t_1} \cdots T_{t_r}(g)$ using Lemma 4.3(2).

**B.7.** Let us now write (expanding as above)

$$T_L = \sum_{y \in S_L \times f(y)} \text{ and } T_R = \sum_{y \in R} \text{g}_y[y]$$

where each $f(y), g_y \in \mathbb{C}_v (\Lambda^\vee)$). Using Lemma 4.3(2), we find that the application of the right-hand side of $\sum_{y \in S_L \times f(y)} \text{ to an element in } \mathbb{C}_v S[\Lambda^\vee]$ is the same as that of $T_L$. The same is true for $\sum_{y \in S_R \times g_y[y]}$ and $T_R$.

**Lemma.** For any $y \in S_L \setminus \{w_{L,\ast} \} = S_{R,\ast} \setminus \{w_{R,\ast} \}$ we have $f(y) = g_y$. Furthermore, we also have $f_{w_L} = g_{w_R}$.

Assuming this Lemma (which is proved below) and Claim B.4, we obtain an equality of elements of $V[(s,t)_+]$

$$T_L - T_R = f_{w_L} w_{L,\ast} - g_{w_R} w_{R,\ast} = f_{w_L} (w_{L,\ast} - w_{R,\ast}).$$

Now, from (B.16) and the fact that $T_L(e^{\lambda^\vee}) = T_R(e^{\lambda^\vee})$ for $\lambda^\vee \in \Lambda^\vee$, we find that

$$w_{L,\ast} \phi(a) = w_{R,\ast} \phi\phi(a)^\vee$$

for every $\lambda^\vee \in \Lambda^\vee$. Using Lemma B.2, we conclude that the previous statement holds for any $\lambda^\vee \in \Lambda^\vee$, i.e. we have obtained (B.10). From (B.16), we now deduce (B.11).

**B.8. Proof of Lemma B.7 step 1.** Let us first recall a non-metaplectic analogue of (B.11). Let $\mathbb{C}_v (\Lambda^\vee)[W]$ be the twisted group algebra of $W$ (i.e. $f^w g^w = f g^w$). Define the expressions $T_L, T_R$ by $T_{\lambda} = \phi(a^{\lambda'})[w_{a}] + \beta(a^{\lambda'})[1]$ where for any $a, b$ we define

$$\phi(a^{\lambda'}) := \frac{1 - a^{\lambda'} - e^{\lambda'}}{1 - e^{\lambda'}} \text{ and } \beta(a^{\lambda'}) := \frac{1 - a^{-1} - e^{-\lambda'}}{1 - e^{-\lambda'}}.$$ (B.19)

Denote by $T_x := T_a$ and $T_y := T_b$. Let $T_L$ and $T_R$ be defined as in (B.12) with each $T_x, T_y$ replaced by $T_a, T_b$. Expanding, we may write

$$T_L = \sum_{w' \leq w} f_{w'}[w'], \text{ and } T_R = \sum_{w' \leq w} g_{w'}[w']$$

where each $f_{w'}, g_{w'}$ is a sum of products of $\phi(\delta^{\gamma''})$'s and $\beta(\delta^{\gamma''})$ with $\gamma'' \in \Lambda^\vee$. Thus, from (11) (8.3) we find that

$$f_{w'} = g_{w'} \in \mathbb{C}_v S[\Lambda^\vee]$$

for each $\gamma'' \leq w$. (B.21)

In general the terms $f_{w'}$ and $g_{w'}$ are not particularly easy to compute, but one does have

$$f_{w_L} = g_{w_R} = \prod_{\lambda > 0} \phi(a^{\lambda'}).$$ (B.22)

**B.9. Proof of Lemma B.7 step 2.** Recall the bijection $\varphi$ from Claim B.4. Using (B.15) we find that $f_\varphi$ is given by the same sum of products of rational functions as in $f_{g(y)}$ (defined in the non-metaplectic setting (B.20) above) but by replacing $\phi, \beta$ with $\phi, \beta$. A similar relation holds between $g_\varphi$ and $g_{\varphi(y)}$. Thus, from (B.22) we can immediately conclude that $f_{w_L} = g_{w_R}$. It remains to see that $f_\varphi = g_\varphi$ for any $y \in S_{R,\ast} \setminus \{w_{R,\ast} \}$. (B.23)

**B.10. Proof of Lemma B.7 step 3.** We recall some facts about rank two root systems. Let $B$ and $Q$ be as in (4.2). If $B(\alpha^\vee, \beta^\vee) = 0$, (i.e. $R^\vee = A_1 \times A_1$), then $w_0 w_b$ has order $m = 2$, and $f_\varphi$ and $g_\varphi$ are clearly identical.
for every \( y \in \langle s, t \rangle_* \). So we may omit this case in the discussion that follows. The next claim is verified empirically.

**Claim.** Assume \( R' \) is a rank two root system with \( \Pi' = \{ \gamma_1', \gamma_2' \} \). Assume \( \gamma_1' \) is the short root, and that \( B(\gamma_1', \gamma_1') \neq 0 \). Then one has the following possibilities

\[
\begin{align*}
(\text{i}) & \quad Q(\gamma_2')/Q(\gamma_1') = 1, \quad B(\gamma_1', \gamma_2') = (1) \cdot Q(\gamma_1'), \quad \text{and } R' \text{ is of type } A_2. \\
(\text{ii}) & \quad Q(\gamma_2')/Q(\gamma_1') = 2, \quad B(\gamma_1', \gamma_2') = (2) \cdot Q(\gamma_1'), \quad \text{and } R' \text{ is of type } B_2. \\
(\text{iii}) & \quad Q(\gamma_2')/Q(\gamma_1') = 3, \quad B(\gamma_1', \gamma_2') = (3) \cdot Q(\gamma_1'), \quad \text{and } R' \text{ is of type } G_2.
\end{align*}
\]

Let \( R' = \{ a', b' \} \) be our rank two root system (with \( a' \) the short root) which we assume is not of type \( A_1 \times A_1 \). Let \( \Lambda' \) and \( \tilde{\Lambda}' \) be the lattices spanned by \( a', b' \) and \( n(a')a', n(b')b' \) respectively.

**Proposition.** There is an isomorphism \( \psi : \tilde{\Lambda}' \cong \Lambda' \) determined by either

\[
\begin{align*}
\psi(a')a' & \mapsto a', \quad \psi(b')b' \mapsto b' \quad \text{or} \quad \psi(b')b' \mapsto a', \quad \psi(a')a' \mapsto b'.
\end{align*}
\]

(B.23)

**Proof.** As \( \Lambda', \tilde{\Lambda}' \) are two lattices in the same Euclidean space whose generators are proportional to one another, to verify they are isomorphic one just needs to consider the ratio of their lengths. Equivalently, we can consider the ratio of the function \( Q \) on the basis vectors.

If \( n(a') = n(b') \), the first map above gives an isomorphism, so assume this is not the case. In the trichotomy of the Claim above, we are then in case (ii) or (iii). Using the definition (4.5) and the fact that \( Q(\gamma_1')/Q(a') \in \{ 2, 3 \} \), we can easily see: if \( n(a') \neq n(b') \), then \( n(a')/n(b') = Q(b')/Q(a') \).

\[
\frac{Q(n(b')b')}{Q(n(a')a')} = \frac{Q(b')}{Q(a')} \cdot \frac{n(b')^2}{n(a')^2} = \frac{Q(a')}{Q(b')},
\]

(B.24)

and so the second map in (B.23) results in an isomorphism. \( \square \)

**B.11. Proof of Lemma [B.7] step 4.** Finally we finish the proof of the Lemma. Let \( \sigma : \langle s, t \rangle_* \to \langle s, t \rangle_* \) be the map which interchanges \( s \) and \( t \). The previous Proposition [B.10] induces an isomorphism which we also denote by \( \psi : V \to \mathbb{C}_{s,s}[\Lambda'] \). Together with the bijection \( \varphi \) from Claim [B.4] or with \( \varphi \circ \sigma, \psi \) extends to a map of vector spaces \( V[\langle s, t \rangle_* \to \mathbb{C}_{s,s}[\Lambda'][W] \) mapping \( \{ T_s, T_t \} \) to \( \{ \tilde{T}_s, \tilde{T}_t \} \) which is injective on the subspace \( V[\langle s, t \rangle_* \setminus \{ w_{L,\ast}, w_{R,\ast} \}] \). Under this map \( f_y \mapsto f_{\varphi(y)} \) or \( f_y \mapsto g_{\varphi(\sigma(y))} \). In the former case, we also have \( g_y \mapsto g_{\varphi(y)} \), and in the latter case \( g_y \mapsto f_{\varphi(\sigma(y))} \). The Lemma now follows from (B.21).
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