Abstract
Dataset complexity assessment aims to predict classification performance on a dataset with complexity calculation before training a classifier, which can also be used for classifier selection and dataset reduction. The training process of deep convolutional neural networks (DCNNs) is iterative and time-consuming because of hyperparameter uncertainty and the domain shift introduced by different datasets. Hence, it is meaningful to predict classification performance by assessing the complexity of datasets effectively before training DCNN models. This paper proposes a novel method called cumulative maximum scaled Area Under Laplacian Spectrum (cmsAULS), which can achieve state-of-the-art complexity assessment performance on six datasets.
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1 Introduction

With the development of deep convolutional neural networks (DCNNs) [21], the classification performance of DCNN-based methods has significantly improved. However, training...
DCNN models requires a massive amount of computation time [28], and we cannot con-
firm test classification performance before the training process because of the uncertainty of
DCNN models [13]. Because of the high correlation between the classification performance
of DCNN models and the complexity of datasets, some complexity assessment methods
have been proposed to solve the aforementioned problems [29]. By effectively evaluating a
dataset’s complexity in advance, we can estimate the classification performance of DCNN
models trained on the dataset, saving a substantial amount of time [24]. Furthermore, com-
plexity assessment methods can be used in certain applications (e.g., classifier selection [7]
and dataset reduction [23]).

Dataset complexity assessment methods aim to evaluate the entanglement degree of
dataset classes. The most well-known complexity assessment method proposed in [17] has
12 different descriptors, including feature overlap methods, linearity methods, neighbor-
hood methods, and dimension methods [36]. For example, some descriptors assume that
datasets with small overlapping classes are easier to classify than those with large overlaps.
Since these descriptors assume that classes are linearly separable in their original feature
space, they are less suited for analyzing large and complex image datasets [7]. While some
complexity assessment methods designed for two-class classification problems have been
validated on some high-dimensional biomedical datasets [1, 2], these methods cannot deal
with a multiclass classification problem. Moreover, some methods require high-dimensional
matrix analysis, and are hence memory intensive and time-consuming [12, 18].

Recently, the cumulative spectral gradient method (CSG) [6] has achieved state-of-the-
art performance in dataset complexity assessment. The method focuses on the overlap in
feature distribution between image dataset classes and specifically calculates dataset com-
plexity based on the eigenvalues of a Laplacian matrix derived from the similarity matrix
between the classes. A large Laplacian spectrum can denote a large class overlap and can
be used as a complexity assessment method [38]. Although CSG pays attention to the gra-
dient between adjacent eigenvalues (i.e., eigengap) of the Laplacian matrix, it does not
fully account for the effect of the Area Under Laplacian Spectrum (AULS), which can also
influence the spectrum’s size.

In this paper, we propose a novel method to improve performance in evaluating image
dataset complexity. From spectral clustering theory [38], the Laplacian spectrum size can
denote similarities between dataset classes and can therefore be used to assess dataset com-
plexity [32]. Moreover, two elements can affect Laplacian spectrum size, the AULS and
the gradient between adjacent eigenvalues. The previous methods only focus on one of
the AULS and the gradient between adjacent eigenvalues. However, our proposed dataset
complexity assessment method called cumulative maximum scaled Area Under Lapla-
cian Spectrum (cmsAULS) focuses on both the AULS and the gradient between adjacent
eigenvalues, achieving better assessment performance than that of previous methods. We
performed experiments on six datasets and achieved state-of-the-art performance in dataset
complexity assessment.

Our contributions are summarized as follows:

- We propose a new dataset complexity assessment method (cmsAULS) that focuses on
  both the gradient between the adjacent eigenvalues of a Laplacian spectrum and the
  area under it.
- We confirm that our method outperforms other state-of-the-art dataset complexity
  assessment methods on six datasets.

The rest of this paper is organized as follows. Related works and our cmsAULS are presented
in Sections 2 and 3, respectively. Experiments and Discussion to verify the effectiveness of
the proposed method are shown in Sections 4 and 5, respectively. The conclusion is given in Section 6.

2 Related works

For the dataset complexity assessment task, the seminal methods include 12 descriptors (F1, F2, F3, N1, N2, N3, N4, L1, L2, L3, T1, and T2) proposed in this paper [17]. F1 is the maximum Fisher’s discriminant ratio. F2 calculates the interclass overlap of feature distributions. F3 measures each feature’s efficiency in separating the classes and finds the maximum value. F1, F2, and F3 are feature-based methods that characterize how informative the available features are to separate the classes. N1, N2, N3, and N4 are neighborhood methods that describe the presence and density of the same or different classes in local neighborhoods. Meanwhile, L1, L2, and L3 are linearity methods that quantify whether the classes can be separated linearly. T1 is regarded as a topological method that measures the total number of hyperspheres one can fit into the feature space of a class, while T2 divides the number of examples in the dataset by their dimension. Characteristics of the 12 descriptors for complexity assessment are summarized in Table 1. We also present the asymptotic time complexity of these descriptors, where \( N \) stands for the number of points in a dataset, \( d \) corresponds to its number of features, \( n \) is the number of classes, and \( l \) is the number of novel points generated in the case of the measures L3 and N4. While these methods have shown high performance for small nonimage datasets that are linearly separable, they are less suited for analyzing large and complex image datasets [7]. Furthermore, when these methods were proposed, they were intended for two-class datasets, which, despite being generalized by some scholars as multiclass datasets, do not address the abovementioned issues [29, 35].

Other methods have been proposed besides these 12 descriptors. For example, the paper [2] proposed a complexity assessment method for two-class high-dimensional biomedical datasets. However, the method cannot handle multiclass datasets and requires the decomposition of \( N \times d \) where \( N \) and \( d \) are the total number of training samples and the dimension of data, respectively. Also, the proposed method [39] measures the similarity

| Name   | Description                                      | Asymptotic                  |
|--------|--------------------------------------------------|-----------------------------|
| F1     | Maximum Fisher’s discriminant                     | \( O(N \cdot d) \)          |
| F2     | Volume of overlapping region                      | \( O(N \cdot d \cdot n) \)  |
| F3     | Maximum individual feature efficiency             | \( O(N \cdot d \cdot n) \)  |
| N1     | Fraction of borderline points                     | \( O(N \cdot d^2) \)        |
| N2     | Ratio of intra/extra class NN distance            | \( O(N \cdot d^2) \)        |
| N3     | Error rate of NN classifier                       | \( O(N \cdot d^2) \)        |
| N4     | None linearity of NN classifier                   | \( O(N \cdot d^2 + N \cdot l \cdot d) \) |
| L1     | Sum of the error distance by linear programming   | \( O(d^2) \)                |
| L2     | Error rate of linear classifier                   | \( O(d^2) \)                |
| L3     | Non linearity of linear classifier                | \( O(d^2 + N \cdot l \cdot n) \) |
| T1     | Fraction of hyperspheres covering data            | \( O(N \cdot d^2) \)        |
| T2     | Average number of features per dimension          | \( O(N + d) \)              |
between two images with Euclidean distance, which cannot be generalized well to large and complex image datasets. Other proposed methods were based on constructed graphs from the dataset to measure the intra- and interclass relations [14, 36]. These methods require the analysis of high-dimensional matrices and are therefore memory intensive and time-consuming.

A recent method is CSG [6], which has shown state-of-the-art dataset complexity assessment performance. It calculates dataset complexity based on the eigenvalues of a Laplacian matrix derived from the similarity matrix between the classes. While it focuses on the gradient between adjacent eigenvalues (i.e., eigengap) of the Laplacian matrix, it does not completely account for the influence of the AULS, which can also affect the spectrum’s size.

3 Proposed method

This section provides details of the proposed method, an overview of which is shown in Fig. 1. In Section 3.1, we describe the dimension reduction phase. Then, in Section 3.2, we demonstrate how to construct the similarity matrix between classes in a dataset. Next, in Section 3.3, we show the relation between spectral clustering and dataset complexity. Finally, in Section 3.4, we show how to calculate dataset complexity.

3.1 Dimension reduction

Since image data are generally high dimensional, they must be transformed into a new low-dimensional space by maintaining their characteristics. Let \( x \) be an input data, and the embedding of \( x \) is defined as \( \psi(x) \in \mathbb{R}^d \), where \( d \) is the dimension of the downscaled feature. \( \psi \) can be any dimension reduction method (e.g., autoencoder [40], t-SNE [30], and PCA [41]). \( \psi(x) \) is used to calculate class overlap in the next step.

Fig. 1 Overview of the proposed method. It consists of three steps: (1) dimension reduction, (2) similarity matrix construction, and 3) dataset complexity calculation.
3.2 Similarity matrix construction

The overlap between classes can denote an image dataset’s complexity for classification problems [6]. Therefore, the proposed method calculates dataset complexity based on the overlap between classes. Although there are \( n \) classes in a dataset, we can take two of them and calculate the overlap for the entire dataset. From the integral measure of the Gaussian mixture model [34], when two classes \( A \) and \( B \) exist, the overlap between \( A \) and \( B \) refers to the overall area in the image feature space for which \( P(\psi(x_t) | B) > P(\psi(x_t) | A) \) when \( \psi(x_t) \) belongs to class \( A \). Hence, we can define the class overlap as follows:

\[
\int_{\mathbb{R}^d} \min(P(\psi(x) | A), P(\psi(x) | B)) \, d\psi(x),
\]

where \( P(\psi(x) | A) \) and \( P(\psi(x) | B) \) denote the distribution of the image feature \( \psi(x) \) belonging to class \( A \) and \( B \), respectively. Since calculating the integral directly is prohibitively complicated, based on the strong correlation between class overlap and similarity in data distribution, we can use the probability product kernel [19] to surrogate Eq. (1) as follows:

\[
\int_{\mathbb{R}^d} P(\psi(x) | A)^\rho P(\psi(x) | B)^\rho \, d\psi(x).
\]

When \( \rho = 1 \), the inner product between the two distributions is the expectation of one distribution under the other (i.e., \( \mathbb{E}_{P(\psi(x) | A)}[P(\psi(x) | B)] \) or \( \mathbb{E}_{P(\psi(x) | B)}[P(\psi(x) | A)] \)). Since classes \( A \) and \( B \) have many images, directly calculating the expectation leads to inefficiency. Therefore, we use the Monte Carlo method [4] to approximate the expectation calculation process as follows:

\[
\mathbb{E}_{P(\psi(x) | A)}[P(\psi(x) | B)] \approx \frac{1}{M} \sum_{m=1}^{M} p(\psi(x_m) | B),
\]

where \( \psi(x_m)(m = 1, 2, \ldots, M) \) are \( M \) samples randomly selected from class \( A \), and \( p(\psi(x_m) | B) \) denotes the probability of \( \psi(x_m) \) belonging to class \( B \). We can calculate the expectation between all classes and construct the similarity matrix \( X \in \mathbb{R}^{n \times n} \). In addition, we use a \( k \)-nearest estimator to approximate \( p(\psi(x_m) | B) \) as follows:

\[
p(\psi(x_m) | B) = \frac{K}{EV},
\]

where \( K \) denotes the number of neighbors of \( \psi(x_m) \) in class \( B \). Also, \( E \) and \( V \) denote the number of samples randomly selected from class \( B \) and the volume of the hypercube consisting of \( k \) closest neighbors around \( \psi(x_m) \) in class \( B \), respectively.

3.3 Spectral clustering

In this section, we show the relation between spectral clustering and dataset complexity. The calculated similarity matrix \( X \) contains the complexity information of a whole dataset, and we must derive a metric from \( X \) based on spectral clustering theory [38]. Let \( G \) be an undirected similarity graph with nodes and edges. The weight (\( w_{ij} \geq 0 \)) of an edge that connects two nodes \( i \) and \( j \) denote their proximity. The weights of all edges are put in an \( n \times n \) adjacency matrix \( W \), where \( n \) is the total number of nodes. The goal of spectral clustering is to partition \( G \) into a set of subgraphs \( \{G_1, \ldots, G_i, \ldots, G_j, \ldots, G_r\} \) to make the edges between subgraphs have minimum weight, where \( G_i \cap G_j = \emptyset, \forall i \neq j \) and
The optimal partition of $G$ needs to ensure that the cut is at a minimum cost: $\text{Cut}(G_1, \ldots, G_r) = \sum w_{ij}$ for $i$ and $j$ in different subgraphs.

Spectral clustering provides a method to solve the partition problem via the Laplacian spectrum. We first construct the Laplacian matrix $L$ with the adjacency matrix $W$ and the degree matrix $D$ as follows:

$$L = D - W,$$

(5)

$$D_{ii} = \sum_{j=1}^{n} W_{ij}. \quad (6)$$

The spectrum of the Laplacian matrix $L$ contains $n$ eigenvalues $\lambda_0, \lambda_1, \ldots, \lambda_{n-1}$ ($\lambda_0 = 0$, and $\lambda_{i+1} > \lambda_i$). The $n$ eigenvectors associated with the eigenvalues can be seen as indicator vectors that one can use to cut the graph. Also, the magnitude of their associated eigenvalues is related to the cost of their cut [32]. Therefore, the eigenvectors associated with the lowest eigenvalues are those associated with partitions of minimum cost.

We can transfer the dataset complexity assessment problem into the spectral clustering framework with each node as a dataset class index. $W$ and $L$ are $n \times n$ matrices where $n$ is the total number of classes. The weight $w_{ij}$ is the similarity between different classes. Hence, a complex dataset with a large class overlap can lead to a Laplacian spectrum with large eigenvalues. The Laplacian spectrum magnitude expresses the similarity between classes and can be used to calculate a dataset’s complexity.

### 3.4 Dataset complexity calculation

Since the similarity matrix $X$ derived from the Monte Carlo method is not symmetric, it cannot be used as the adjacency matrix for calculating the Laplacian matrix $L$. Hence, we first convert the similarity matrix $X$ to a symmetric similarity matrix $W \in \mathbb{R}^{n \times n}$ via the Bray Curtis distance [3]:

$$W_{ij} = 1 - \sum_{q=1}^{n} \frac{|X_{iq} - X_{jq}|}{|X_{iq} + X_{jq}|}, \quad (7)$$

where $X_i$ and $X_j$ are the columns of the similarity matrix $X$. $W_{ij}$ denotes the similarity between class $i$ and class $j$. We can then construct the Laplacian matrix $L$ with the symmetric adjacency matrix $W$ and the degree matrix $D$. The spectrum of the Laplacian matrix $L$ contains $n$ eigenvalues $\lambda_0, \lambda_1, \ldots, \lambda_{n-1}$ ($\lambda_0 = 0$ and $\lambda_{i+1} > \lambda_i$). Considering that both the AULS and the gradient between adjacent eigenvalues can affect assessment performance, we propose cmsAULS, which is a simple but effective method for evaluating dataset complexity:

$$\text{cmsAULS} = \sum_{i=0}^{n-2} \text{cummax}((\Delta \lambda)_i), \quad (8)$$

$$\Delta \lambda_i = \frac{\lambda_{i+1} - \lambda_i}{n - i} \times \frac{\lambda_{i+1} + \lambda_i}{2} = \frac{\lambda_{i+1}^2 - \lambda_i^2}{2(n - i)}, \quad (9)$$

where the cummax denotes the cumulative maximum value of a vector. A small cmsAULS value indicates that the dataset has a small overlap between classes and vice versa. Since the complexity calculation of cmsAULS is only related to the $n \times n$ size matrix calculation, the asymptotic time complexity of cmsAULS is $O(M \cdot d^2 \cdot n^2)$, where the number of selected samples $M$ and downscaled dimension $d$ are definite.

Figure 2 shows the concept illustration for cmsAULS. If the extreme situation in Fig. 2-(a) occurs, (i.e., two datasets with the same AULS), the gradient of the adjacent eigenvalues 
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The size of the Laplacian spectrum can be affected by two elements: (a) the gradient between adjacent eigenvalues and (b) the Area Under Laplacian Spectrum should be used to evaluate dataset complexity. Meanwhile, the AULS is more suitable for assessing dataset complexity when there are two datasets with an equal gradient between specific adjacent eigenvalues as shown in Fig. 2-(b). The cmsAULS focuses on both the gradient between adjacent eigenvalues and the AULS, which can achieve better assessment performance. The proposed method is summarized in Algorithm 1.

Algorithm 1 The proposed method.

Input: a dataset with $n$ classes, $M$, $E$, $k$
Output: cmsAULS

1: Reduce the dimensions of image data in the input dataset
2: Compute similarity matrix $X$ of the input dataset with (3) and (4)
3: Convert the similarity matrix $X$ to a symmetric similarity matrix $W$ with (7)
4: Construct the Laplacian matrix $L$ with (5) and (6)
5: $\{\lambda_0, \lambda_1, \ldots, \lambda_{n-1}\} \leftarrow$ Eigenvalues $(L)$
6: Compute cmsAULS with (8) and (9)

4 Experiments

In this section, we conducted several experiments to verify the effectiveness of the cmsAULS. In Section 4.1, we show the datasets used in our experiments. Afterward, in Section 4.2, we compare cmsAULS with several benchmark and state-of-the-art methods. Then, in Section 4.3, we test pretrained DCNN feature extractors combined with cmsAULS for a higher Pearson correlation. Next, in Section 4.4, we visualize the interclass distance of different datasets to verify the effectiveness of the obtained similarity matrix. Finally, in Section 4.5, we show the influence of different reduced dimensions for cmsAULS.

4.1 Datasets

To evaluate the performance of cmsAULS, we used six types of 10-class image classification datasets with various complexity levels, similar to those in [6]. These datasets contain
the well-known mnist \cite{22}, svhn \cite{33} and cifar10 \cite{20}. NotMNIST \cite{8} is a dataset similar to mnist but consists of alphabets extracted from some publicly available fonts. Also, stl10 \cite{10} is a cifar10-inspired dataset with each class having fewer labeled training examples than in cifar10 and with larger images (i.e., 96 × 96). Finally, compcars \cite{43} is a dataset containing 163 car makes with 1,716 car models. In our experiments, we selected the 10 highest counts of makes and resized the images to 128 × 128, providing 500 samples per class.

4.2 Comparison with benchmark and the state-of-the-art methods

In this section, we compare cmsAULS with several benchmark and the state-of-the-art techniques. In the dimension reduction phase, we use different methods (CNN autoencoder, t-SNE, and their combination) validate of our method. The dimension of the downscaled image feature $d$ by CNN autoencoder and t-SNE are set to 128 and 3, respectively. Similar to the paper, we set the hyperparameters $M$, $E$, and $k$ of the matrix construction phase to 100, 100 and 3, respectively, which can effectively calculate the complexity. In the complexity calculation phase, we use 10 different descriptors \cite{17, 35}, CSG \cite{6} and the AULS as comparative methods for verifying the validity of cmsAULS. Finally, we use Pearson correlation and p-value between the error rates of three DCNN models (AlexNet \cite{21}, ResNet50 \cite{15}, and Xception \cite{9}) and dataset complexity to evaluate the assessment performance of these methods.

Table 2 shows the Pearson correlation and p-value between the complexity and the test error rates of the six 10-class datasets. CAE denotes a 9-layer CNN autoencoder and Comb. pertains to the combination of CNN autoencoder and t-SNE. The network structure of the 9-layer CNN autoencoder is shown in Table 3, where Conv, MaxPool, and TConv denote convolution layer, maxpooling layer, and transposed convolution layer, respectively. The number behind Conv denotes the kernel size. Table 2 shows that although the neighborhood methods N1, N2, N3, and N4 outperform other benchmark methods, they cannot even achieve a Pearson correlation of 0.8. However, cmsAULS outperforms all other methods with a large margin with an average Pearson correlation of 0.96. We can confirm that the complexity calculated by cmsAULS has a high Pearson correlation with DCNN test error rates based on the results in Table 2. Meanwhile, Table 4 shows the test error rate results for the three DCNN models on the six 10-class datasets. For fairness, we use the test error rates results directly reported in \cite{6}. Table 5 shows the calculated complexity of the six 10-class datasets. From Tables 2 and 5, we can see that a simple dataset has a low complexity score (e.g., mnist) and vice versa. Figure 3 shows the Laplacian spectrum of the six 10-class datasets. From Fig. 3, we can confirm that a dataset with high test error rates tends to have a large Laplacian spectrum.

4.3 The effectiveness of pretrained DCNN feature extractors

In this section, we test pretrained DCNN feature extractors combined with cmsAULS for a higher Pearson correlation. Also, we calculate the Pearson correlation between the complexity and the test error rates of five 10-class datasets (one of the six datasets was removed) to verify the robustness of cmsAULS. We use EfficientNet \cite{37} trained with Noisy Student \cite{42} as feature extractors, which are the most prominent image classification methods of ImageNet \cite{11}. Specifically, we use EfficientNet-B4 extractors trained on ImageNet, which performance better than other EfficientNet versions in our experiments. Furthermore, Noisy Student training is a semisupervised learning approach that works well even when labeled data are abundant, improving the classification performance of supervised learning.
| Method | AlexNet | ResNet50 | Xception |
|--------|---------|----------|----------|
|        | CAE     | t-SNE    | Comb.    | CAE     | t-SNE    | Comb.    | CAE     | t-SNE    | Comb.    |
| F1     | −0.575 (0.233) | −0.485 (0.329) | −0.522 (0.288) | −0.582 (0.225) | −0.458 (0.361) | −0.469 (0.348) | −0.543 (0.266) | −0.413 (0.416) | −0.440 (0.382) |
| F2     | −0.357 (0.487) | −0.061 (0.908) | 0.232 (0.659) | −0.370 (0.470) | −0.024 (0.964) | 0.158 (0.765) | −0.317 (0.541) | −0.093 (0.862) | 0.151 (0.775) |
| F3     | −0.461 (0.357) | −0.262 (0.616) | −0.423 (0.403) | −0.424 (0.402) | −0.287 (0.582) | −0.365 (0.476) | −0.375 (0.464) | −0.207 (0.694) | −0.328 (0.526) |
| F4     | 0.229 (0.663) | −0.335 (0.516) | −0.417 (0.411) | 0.186 (0.725) | −0.333 (0.519) | −0.356 (0.488) | 0.276 (0.597) | −0.266 (0.610) | −0.317 (0.541) |
| N1     | 0.771 (0.073) | 0.704 (0.119) | 0.710 (0.114) | 0.712 (0.112) | 0.663 (0.151) | 0.653 (0.160) | 0.677 (0.140) | 0.612 (0.196) | 0.613 (0.196) |
| N2     | 0.683 (0.135) | 0.688 (0.131) | 0.778 (0.068) | 0.634 (0.177) | 0.647 (0.165) | 0.680 (0.137) | 0.590 (0.218) | 0.592 (0.216) | 0.667 (0.148) |
| N3     | 0.776 (0.070) | 0.741 (0.092) | 0.744 (0.090) | 0.709 (0.115) | 0.692 (0.127) | 0.666 (0.148) | 0.676 (0.140) | 0.644 (0.167) | 0.637 (0.174) |
| N4     | 0.269 (0.606) | 0.552 (0.256) | 0.581 (0.227) | 0.133 (0.802) | 0.525 (0.285) | 0.537 (0.272) | 0.130 (0.806) | 0.473 (0.344) | 0.497 (0.316) |
| T1     | 0.418 (0.410) | −0.563 (0.244) | 0.209 (0.691) | 0.356 (0.488) | −0.720 (0.107) | 0.092 (0.862) | 0.341 (0.508) | −0.635 (0.175) | 0.101 (0.849) |
| T2     | −0.774 (0.071) | −0.774 (0.071) | −0.774 (0.071) | −0.746 (0.088) | −0.746 (0.088) | −0.746 (0.088) | −0.785 (0.065) | −0.785 (0.065) | −0.785 (0.065) |
| AULS   | 0.722 (0.105) | 0.921 (0.009) | 0.933 (0.006) | 0.722 (0.105) | 0.911 (0.012) | 0.907 (0.012) | 0.665 (0.150) | 0.895 (0.016) | 0.888 (0.018) |
| CSG    | 0.690 (0.129) | 0.908 (0.012) | 0.900 (0.015) | 0.740 (0.093) | 0.938 (0.006) | 0.943 (0.005) | 0.676 (0.140) | 0.914 (0.011) | 0.911 (0.011) |
| cmsAULS| 0.753 (0.084) | 0.962 (0.002) | 0.969 (0.001) | 0.838 (0.037) | 0.955 (0.003) | 0.961 (0.002) | 0.784 (0.065) | 0.941 (0.005) | 0.950 (0.004) |

CAE denotes a 9-layer CNN autoencoder, and Comb. denotes the combination of CNN autoencoder and t-SNE
Table 3  The network structure of the 9-layer CNN autoencoder

| Layers | Operator | Resolution | Channels |
|--------|----------|------------|----------|
| 1      | Conv3 & MaxPool | 32 × 32     | 64       |
| 2      | Conv3 & MaxPool | 16 × 16     | 128      |
| 3      | Conv3 & MaxPool | 8 × 8       | 256      |
| 4      | Conv3 & MaxPool | 4 × 4       | 256      |
| 5      | Conv1      | 4 × 4       | 8        |
| 6      | TConv2     | 8 × 8       | 128      |
| 7      | TConv2     | 16 × 16     | 256      |
| 8      | TConv2     | 32 × 32     | 512      |
| 9      | TConv2     | 64 × 64     | 512      |

Therefore, EfficientNet trained with Noisy Student tends to obtain a better feature representation of images. Since the t-SNE method performed well in the above experiments, we use EfficientNet-B4 combined with t-SNE to reduce the dimension of the extracted image feature in this experiment.

Table 6 shows the Pearson correlation and p-value between the complexity and the test error rates of the six 10-class image datasets. From Table 6, we can see that the proposed method has a better correlation with all three models than CSG and AULS. Furthermore, cmsAULS has the lowest p-value (<0.001), which indicates reliable assessment results. Figure 4 shows the Laplacian spectrum of the six 10-class datasets, which uses the combination of EfficientNet-B4 and t-SNE for reducing image feature dimension. From Fig. 4, as in Fig. 3, we can confirm that a dataset with high test error rates tends to have a large Laplacian spectrum. Table 7 shows the Pearson correlation between the complexity and the test error rates of the five 10-class datasets (one of the six datasets was removed). From Table 7, we can see that cmsAULS has a robust performance in the dataset complexity assessment task. We can confirm the validity and robustness of cmsAULS with the results in Tables 6 and 7. We think that the image feature extracted by EfficientNet-B4 is more similar to the tested DCNN models (AlexNet, ResNet50, and Xception), hence performing better than the CNN autoencoder.

4.4 Interclass distance visualization

In this section, we visualize the interclass distance of different datasets to verify the effectiveness of the obtained similarity matrix. Although we have proved that there is a high Pearson correlation between the dataset complexity calculated by our method and DCNN test error rates, we can also use the obtained similarity matrix $W_{ij}$ to show the interclass
Table 5  Complexity of the six 10-class datasets (Comb.)

| Dataset | cmsAULS | CSG | AULS |
|---------|---------|-----|------|
| mnist   | 0.144   | 0.045 | 0.675 |
| notMNIST| 0.693   | 0.747 | 9.294 |
| svhn    | 1.100   | 1.826 | 20.142|
| cifar10 | 1.224   | 2.043 | 22.112|
| stl10   | 1.914   | 3.546 | 49.134|
| compcars| 3.170   | 3.840 | 58.353|

Fig. 3  Laplacian spectrum of the six 10-class datasets (Comb.)

Table 6  Pearson correlation and p-value between the complexity and the test error rates of the six 10-class datasets. The highest correlation and lowest p-value are written in bold

| Method  | Evaluation | AlexNet | ResNet50 | Xception |
|---------|------------|---------|----------|----------|
| cmsAULS | Corr       | **0.989** | 0.986    | 0.988    |
| cmsAULS | p-val      | <0.001  | <0.001   | <0.001   |
| CSG     | Corr       | 0.956   | 0.965    | 0.948    |
| CSG     | p-val      | 0.003   | 0.002    | 0.004    |
| AULS    | Corr       | 0.942   | 0.913    | 0.898    |
| AULS    | p-val      | 0.005   | 0.011    | 0.015    |
Fig. 4 Laplacian spectrum of the six 10-class datasets (EfficientNet-B4 and t-SNE)

Table 7 Pearson correlation between the complexity and the test error rates of the five 10-class datasets (excluding one of the six datasets). The highest correlation and lowest p-value are written in bold

| Remove  | Method   | AlexNet | ResNet50 | Xception |
|---------|----------|---------|----------|----------|
| mnist   | CSG      | 0.952   | 0.978    | 0.960    |
|         | AULS     | 0.951   | 0.936    | 0.922    |
|         | cmsAULS  | 0.988   | 0.985    | 0.987    |
| notMNIST| CSG      | 0.952   | 0.961    | 0.947    |
|         | AULS     | 0.936   | 0.900    | 0.892    |
|         | cmsAULS  | 0.992   | 0.991    | 0.991    |
| svhn    | CSG      | 0.976   | 0.989    | 0.968    |
|         | AULS     | 0.975   | 0.949    | 0.929    |
|         | cmsAULS  | 0.989   | 0.987    | 0.991    |
| cifar10 | CSG      | 0.957   | 0.967    | 0.962    |
|         | AULS     | 0.952   | 0.924    | 0.931    |
|         | cmsAULS  | 0.994   | 0.988    | 0.984    |
| stl10   | CSG      | 0.973   | 0.957    | 0.939    |
|         | AULS     | 0.921   | 0.893    | 0.859    |
|         | cmsAULS  | 0.992   | 0.980    | 0.976    |
| compcars| CSG      | 0.937   | 0.924    | 0.887    |
|         | AULS     | 0.908   | 0.894    | 0.845    |
Fig. 5  Interclass distance of different datasets: (a) mnist, (b) cifar10, and (c) stl10
distance in a dataset. Specifically, we use the dissimilarity matrix $U_{ij} = 1 - W_{ij}$ to visualize the interclass distance of a dataset in two dimensions via multidimensional scaling (MDS) [5].

Figure 5 shows the interclass distance of three datasets (mnist, cifar10, and stl10) with different complexity. From Fig. 5, we can see that when a dataset has a high complexity, the distances between some classes are extremely small, showing that they are difficult to separate well. For example, the classes of mnist are well separated, while the cat and dog classes in cifar10 as well as the deer and horse classes in stl10 are extremely close because of similar visual contents. Therefore, we can also confirm that cifar10 and stl10 are more complex than mnist from the visualization results of interclass distance.

### 4.5 The influence of the image feature’s dimension

In this section, we show the influence of different reduced dimensions for cmsAULS. We use two prominent dimension reduction methods (t-SNE and PCA) with different reduced dimensions in the experiment. For t-SNE, we set the reduced dimension to 2 and 3, which are the most frequently used. Also, we test PCA with the reduced dimension set to 3 and 50 and contribution rates of 0.90 and 0.95.

Table 8 shows the experimental results. We can see that when the reduced dimension is small (e.g., three dimensions), t-SNE achieves the best performance and outperforms PCA by a large margin. When we set the reduced dimension with a contribution rate of 0.90, our method with PCA also achieves good performance with a faster running time. From Table 8, we can confirm the selection of dimension reduction methods and the reduced dimension is important to our method.

### 5 Discussion

In our experiments, we first compare cmsAULS with several benchmark and state-of-the-art methods to show its effectiveness. Then, we test pretrained DCNN feature extractors combined with cmsAULS for a higher Pearson correlation. We visualize the interclass distance

| Method       | Evaluation | AlexNet | ResNet50 | Xception |
|--------------|------------|---------|----------|----------|
| t-SNE (2d)   | Corr       | 0.511   | 0.402    | 0.401    |
| t-SNE (2d)   | p-val      | 0.300   | 0.430    | 0.431    |
| t-SNE (3d)   | Corr       | 0.969   | 0.961    | 0.950    |
| t-SNE (3d)   | p-val      | 0.001   | 0.002    | 0.004    |
| PCA (3d)     | Corr       | 0.291   | 0.362    | 0.298    |
| PCA (3d)     | p-val      | 0.575   | 0.481    | 0.567    |
| PCA (50d)    | Corr       | 0.784   | 0.877    | 0.813    |
| PCA (50d)    | p-val      | 0.065   | 0.022    | 0.049    |
| PCA (0.90)   | Corr       | 0.796   | 0.887    | 0.825    |
| PCA (0.90)   | p-val      | 0.058   | 0.019    | 0.043    |
| PCA (0.95)   | Corr       | 0.774   | 0.873    | 0.808    |
| PCA (0.95)   | p-val      | 0.070   | 0.023    | 0.052    |

2d, 3d, and 50d denote different reduced dimensions. 0.90 and 0.95 denote different PCA contribution rates.
Table 9 Time cost on cifar10 of different methods [6]

| Method    | Time (s) |
|-----------|----------|
| F1        | 72       |
| F2        | 72       |
| F3        | 3,924    |
| F4        | 3,644    |
| N1        | 17,748   |
| N2        | 36,180   |
| N3        | 36,216   |
| N4        | 3,744    |
| T1        | 36,108   |
| T2        | 72       |
| AULS      | 50       |
| CSG       | 50       |
| cmsAULS   | 50       |

of different datasets to verify the effectiveness of the obtained similarity matrix. At last, we show the influence of different reduced dimensions for our method.

In this study, we mainly verify the improvement in Pearson correlation between the complexity calculated by cmsAULS and DCNN test error rates. Since in the paper [6], the effectiveness of CSG in terms of running time compared with other benchmark methods has been verified, and our method has the same running time as CSG, we show the time cost on cifar10 of different methods in Table 9. Our method can apply to a large number class classification problem, but it will cost more time because it needs more samples $M$ and more classes $n$. On the other hand, it is hard for our method to generalize to the task for pixel-level classification problems such as segmentation because there are many different classes in one image, it will be one of our future works. Furthermore, cmsAULS is not restricted to image data and could be applied to other multimedia data with specific embedding methods (e.g., Word2Vec [31] and VGGish [16]). Moreover, our previous studies related to self-supervised learning [25–27] can learn discriminative representations from images without manually annotated labels, which fits well with dataset complexity assessment algorithms.

Our method also has limitations. The proposed method uses the AULS and the area is associated with the maximum eigenvalue of the Laplacian matrix as with the Rayleigh quotient. Therefore, the upper limit value of cmsAULS is uncertain and could be extremely large, although this does not affect performance. CSG uses the normalization of eigengap and can therefore have an upper-limit value (i.e., number of classes), which is a good feature that cmsAULS does not have.

6 Conclusion

In this paper, we propose a novel method called cmsAULS to improve assessment performance regarding image dataset complexity. From spectral clustering theory, the Laplacian spectrum size can denote similarities between dataset classes and can therefore be used to assess dataset complexity. Moreover, two elements can affect Laplacian spectrum size, the AULS and the gradient between adjacent eigenvalues. These are the focus of our method, which achieves better assessment performance compared with previous methods. As a
result, our method outperforms state-of-the-art methods in dataset complexity assessment on six datasets.
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