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Abstract—Understanding the evolutionary patterns of real-world evolving complex systems such as human interactions, transport networks, biological interactions, and computer networks has important implications in our daily lives. Predicting future links among the nodes in such networks reveals an important aspect of the evolution of temporal networks. To analyse networks, they are mapped to adjacency matrices; however, a single adjacency matrix cannot represent complex relationships (e.g., temporal pattern), and therefore, some approaches consider a simplified representation of temporal networks but in high-dimensional and generally sparse matrices. As a result, adjacency matrices cannot be directly used by machine learning models for making network or node level predictions. To overcome this problem, automated frameworks are proposed for learning low-dimensional vectors for nodes or edges, as state-of-the-art techniques in predicting temporal patterns in networks such as link prediction. However, these models fail to consider temporal dimensions of the networks. This gap motivated us to propose in this research a new node embedding technique which exploits the evolving nature of the networks considering a simple three-layer graph neural network at each time step, and extracting node orientation by Givens angle method. To prove our proposed algorithms efficiency, we evaluated the efficiency of our proposed algorithm against six state-of-the-art benchmark network embedding models, on four real temporal networks data, and the results show our model outperforms other methods in predicting future links in temporal networks.

Index Terms—Temporal node embedding, Deep neural networks, Graph representation learning, Latent representation.

1 INTRODUCTION

TEMPORAL graphs are amongst the best tools to model real-world evolving complex systems such as human interactions, transport networks, the Internet, biological interactions, and scientific networks, to name a few. Understanding the evolving patterns of such networks have important implications in our daily life and predicting future links among the nodes in networks reveals an important aspect of the evolution of temporal networks [1]. Learning useful representations from networks (or graphs) not only reduces the computational complexity but also provides greater predictive power that facilitates the use of machine learning methods [2]. To apply mathematical models, networks are represented by adjacency matrices in which only local information of each node is considered are both high-dimensional and generally sparse in nature, and therefore, insufficient for representing global information which are often important features of the network such as nodes’ neighbours information. As a result, it cannot be directly used by machine learning models for predicting graph or node level changes. Similarly representing temporal networks using temporal adjacency matrices, as snapshot of the network at different time steps, inherits the same problems and necessitates using alternatives methods. This has led to development of deep neural network based approaches to learn node/edge level features [3].

This research presents a new deep learning based model for generating low-dimensional features from large high-dimensional networks considering their temporal information. Our technical contributions are as follows:

1) We considered time varying adjacency matrix whose entries are $e_{i,j,t} = e^{t-t_{now}}$, where $t$ is the time step when graph was constructed, and $t_{now}$ is the current time.
2) We developed a simple three-layer Graph convolutional feed forward model without implementing nonlinear activation and parameter learning, instead of a complex static generating method.
3) We considered angles (using Given’s angle method) between any two consecutive time steps, calculated from static generated features, and solved the least square optimization problem using QR factorization method.

The remainder of the paper is organised as follows. We reviewed some related works in the direction of node embedding. Then we formally defined the problem in Section 3. In Section 4 we present our proposed approach for embedding temporal networks, which we refer to as TempNodeEmb. We outline our experimental design including data sets, evaluation metrics and benchmark methods in Section 5, and present the results in Section 6. We close the paper in Section 7 with a discussion and our conclusions.

2 RELATED WORKS

Currently deep learning based framework is found to be very effective in learning low-dimensional representation...
for euclidean data such as image video or audio, meaning these data sets can be easily represented in the form of grid structure without loss of information. Network embedding, as such an approach, is developed for learning hidden representations of nodes in a network to encode links in a continuous vector space to facilitate the use of statistical models. In other words, very large high-dimensional and sparse networks embeds into low-dimensional vectors, while integrating global structure of the network (maintaining the neighbourhood information) into the learning process, that has applications in tasks such as node classification, visualization, link prediction, and recommendation. Although network embedding models are best to capture network structural information, they lack considering temporal granularity and fail in temporal level predictions such as temporal link prediction, and evolving communities prediction. One solution for generating node embedding in temporal network is to generate static embedding for each time step and find node level orientation based on previously generated features.

Network evolution studies have been at the center of network studies and in particular on addressing link prediction. Apart from traditional machine learning and statistical modeling approaches currently deep neural networks are also being developed. These models effectively generate a d (lower than total number of nodes in graph) dimensional feature vector based on graph structure, which can be fed into any machine learning model. Some researchers came up with matrix factorization approach. Further researchers have used deep neural networks auto-encoders, convolutional neural networks often considering random walks. All these methods considered only static nature of the graph, and only recently some researchers considered temporal aspect of the network for low-dimensional node feature embedding. Methods for embedding network temporal behaviour are developed and among them is applying a static method at every time-step and minimizing error based on consecutive time step embedding.

3 Problem Definition

Graphs are the best choice in representing implicit or explicit relationship among entities and are recently emerged as one of the best data structure to store such heterogeneity in data. Graphs are composed of a set of nodes $V = \{v_1, v_2, ..., v_{|V|}\}$ and a set of edges $E = e_{i,j}$ that reflect a connection between each pair of nodes. However, when we model the real interactions in our daily life, the associated edges $E_T = e_{i,j,t}$ contains a time stamp $t$, where $i,j,t$ represents an interaction between node $v_i$ and $v_j$ at time $t$. So, a dynamic or temporal graph $G$ can be represented by a triple tuple $G(V,E_T)$: $G_t$, the graph at time $t$, contains all the edges which has been formed before time $t$. For training our model, we considered $T$ time slices such that $t \in [1, T]$. Consequently we use $T$ set of temporal graphs $G_1, G_2, ..., G_T$. So, we aim to predict if an edge will be formed between two nodes $v_i$ and $v_j$ at time $T + t$.

4 Method

In this section we describe our proposed method and its main contributions. In Fig. 1 we show our proposed framework that includes the following steps:

4.1 Temporal edge influence matrix

To consider temporal influence of nodes, we considered that edge influence of a node decreases exponentially. Suppose time adjacency matrix at any time $t$ is represented by $A_{i,j}(t)$, the temporal influence matrix $(A_{i,j}(t))$ at any time can be formulated as:

$$A_{i,j}(t) = e^{t-t_{now}} \times (A_{i,j}(t) + I)$$ (1)

where, $I$ is identity matrix, as above.

4.2 Generating Static Embedding

At every time step, we generate a static $d$-dimensional embedding for every node $v_t$, using a three-layer of convolutional neural network. We generate a static embedding matrix $\Theta_t$ at every time step $t$, which we use the simplest convolutional forward proration model as follows:

$$f(R^t, A) = A_{et}R^tW^t$$ (2)

where $R^t$ is hidden representation and $W^t$ is a random weight matrix at layer $l$, and $R^0 = I$; as we do not have node level features at time 0. Two things to notice here is that, we do not apply either the degree matrix normalization technique nor nonlinear activation. As we are generating embedding without supervised learning. Considering the non-linear activation was not giving us good results.

4.3 Loss function and learning representation

Our aim is to learn feature vector at time step $T$ using function $l_T(v)$. For temporal link prediction tasks, we learn the parameter using cross entropy loss, as follows:

$$Cost(p, \tilde{p}) = -p \log(\tilde{p}) - (1 - p) \log(1 - \tilde{p})$$ (3)

where $p$ is the actual label and $\tilde{p}$ is the predicted label. As link prediction tasks happens between two nodes, we used concatenation function. Although it can be any function according to requirements. Further we learn the $l_T(v)$ as follows:

$$l_T(v) = l_T(v, G_1, G_2, ..., G_T)$$ (4)

Further we learn the final orientation using recursive function, described by Singer et al. as follows:

$$l_T(v) = \sigma(A_{et}l_t(v) + B\Theta_t\Phi_tv)$$ (5)

where $A_{et}, B, \Theta_t, \Phi_t$ are matrices which are learned during training and $\sigma$ is activation function. In our case, we use tanh function, where $\Theta_t$ is the static feature matrix at time $t$. $\Phi_t$
4.4 Calculating node alignment

One of the important tasks in modeling temporal networks embedding is finding node alignments over time. In this work, we calculate the angle between node vectors (feature spaces). Instead of calculating the angles between two nodes, we calculate how node’s individual features are changing. As two features, at times \( t \) and \( t + 1 \), lie in the same euclidean space, we consider the angle between features at two different time steps as described by angles between two scalars [26].

Using the two adjacency matrices of a graph at times \( t \) and \( t + 1 \), we create the angle between its individual features using Algo. 1. In order to know how each feature aligns over time, we create matrices \( \Theta_{\cos \alpha} \) and \( \Theta_{\cos \beta} \). Furthermore, we apply dot operations so as to find the angle orientation with respect to the other nodes i.e. matrix \( C_t = \Theta_{\cos \beta} \times \Theta_{\cos \alpha} \). To find a stable matrix between any two consecutive snapshots, we find orthogonal matrix \( Q_t \) using the decomposition method i.e. \( C_t = Q_t \times R_t \) (i.e. we used QR decomposition method). By using recursive function, we find stable basis column matrix of \( Q_t \) (at least first \( k \) columns will be ortho-normal basis) which can be used to project snapshot of network at \( t \) to future time \( t + 1 \).

**Algorithm 1:** Calculating the angles \( x_v(t,i), x_v(t + 1,i) \)

```python
if x_v(t+1, i) = 0 then
    cosa = 1; cosbeta = 0
else
    if |x_v(t+1, i)| > |x_v(t, i)| then
        tmp = −x_v(t, i)/x_v(t+1, i)
        cosbeta = 1/√(1 + tmp^2)
        cosa = tmp.cosbeta
    else
        tmp = −x_v(t+1, i)/x_v(t, i)
        cosbeta = 1/√(1 + tmp^2)
        cosa = tmp.cosbeta
    end if
end if
return cosa, cosbeta
```

4.5 Learning for link prediction

After getting \( d \) dimensional stable aligned vector for each node and each time, we use recurrent neural network and in particular the Gated Recurrent Units [27], which is a new kind of gating mechanism that has two gates, namely reset and update, and fewer parameters than ‘long short-term memory’ (LSTM) as an artificial recurrent neural network architecture. This way, we train the network by formulating our link prediction problem as a binary classification problem. Further we concatenate the features of any two nodes so that neural network can learn probability scores of having a link between any two nodes. We use binary cross entropy loss as in equation 3.

4.6 Optimization algorithm

For parameter learning, we use Adam optimizer [28], which calculates an exponentially weighted average of past gradients and removes biases \( (\epsilon)^{corrected} \). Further, it calculates the exponentially weighted average of the squares of the past gradients and removes biases \( s^{corrected} \). The details are as follows:

\[
\begin{align*}
v_{DW[l]} &= \beta_1 v_{DW[l]} + (1 - \beta_1)dW[l]^{corrected}, \quad 1 - (\beta_1)^t \\
s_{DW[l]} &= \beta_2 s_{DW[l]} + (1 - \beta_2)(dW[l])^2 s_{DW[l]}^{corrected}, \quad 1 - (\beta_1)^t \\
W[l] &= W[l] - \alpha \frac{v_{DW[l]}^{corrected}}{\sqrt{s_{DW[l]}^{corrected}} + \varepsilon} \\
b[l] &= b[l] - \alpha \frac{v_{db[l]}^{corrected}}{\sqrt{s_{db[l]}^{corrected}} + \varepsilon}
\end{align*}
\]

where, \( t \) counts the number of steps taken of Adam, \( l \) is the number of layers \((1, 2, 3)\), \( \beta_1 \) and \( \beta_2 \) are hyperparameters that control the two exponentially weighted averages. \( \alpha \) is the learning rate. \( \varepsilon \) is a very small number to avoid dividing by zero. Following the same aforementioned steps, parameter \( b[l] \) is also updated for each layer \( l \).
5 EXPERIMENTAL DESIGN

In this section, we discuss our approach to evaluate our proposed method compared to relevant approaches on temporal link prediction using node embedding. Temporal link prediction problem is to predict if any two nodes will be connected by t+1 or not. To achieve this, we divide the temporal network data sets into two parts based on a pivot time, considering 70% edges remains for training and the remaining 30% for testing purpose. So all the edges formed at or before the pivot time are considered positive examples for training set. All the edges formed after pivot time and before future test time point is considered as positive test example for testing. Almost similar number of edges are randomly sampled to create negative examples. For negative test examples, we sample similar number to the positive test examples which have not been formed at any time.

5.1 Baseline Methods

To evaluate the performance of our proposed model, we compared it with state-of-the-art temporal embedding as well static node embedding methods, as follows:

1) tNodeEmbed [9]: This method is state-of-the-art for node embedding for dynamic graphs. It learns embedding by first generating static embedding and then finding node alignment. Further it can fed to recurrent neural network for task oriented predictions.

2) Prone [29]: This method first initializes the embedding using sparse matrix factorization and spectral analysis for local and global structural information.

3) DeepWalk [4]: This model learns node low dimensional embedding based on random walks. It has two hyper-parameter: walk length $l$, and window size $w$.

4) Node2vec [22]: It is a similar model for graphs which works on similar principal of Word2vec model [30], as a state-of-the-art framework for word embedding in natural language processing. Based on similar skip-gram concept node2vec works on neighbourhood node and generates low-dimensional embedding. Node2vec can be generalized according to need such as if one wants to embedd similarity based on distance or based on role of the node in network.

5) LINE [5]: This model generate node low level embedding considering first order and second order node similarity. Furthermore, this model uses sampling based on edge weights which also improves the performance for large scale networks. It is special case of DeepWalk when the size of vertices context is kept 1.

6) Hope [17]: The High-Order Proximity preserved Embedding method is based on PageRank and Katz index. This method uses singular value decomposition for making low rank approximations.

5.2 Evaluation metrics

ROAUC: The ROAUC (aka ROC) is area under plot between True Positive Rate (TPR) and False Positive Rate (FPR). It depicts the trade-off between true positive and false positive prediction rate. The TPR is also known as sensitivity, recall or probability of detection. ROAUC gives measure of separability of the classifier, therefore it is a vital metrics in our case also.

PRAUC: The PRAUC is the area under Precision and Recall curve, which is used to estimate the accuracy between precision and recall both at one time. In other words, precision recall pair points are obtained by considering different threshold values. Therefore, it is used to estimate efficiency for imbalance class and proves model’s ability to work for skewed distributed datasets.

5.3 Datasets

The following real-world datasets are used in our experiments:

1) MIT human contact (MITC) network (from [31]). This undirected network contains human contact data among students of the Massachusetts Institute of Technology (MIT), collected by the Reality Mining experiment performed in 2004 as part of the Reality Commons project [32]. A node represents a person and an edge indicates the corresponding nodes have physical contacts. The data was collected over 9 months using mobile phones. A daily granularity is used for time steps in this dataset.

2) College text message (COLLMsg) network. Data was gathered though a Facebook like social networking app used at University of California Irvine. Nodes are people and a directed edge represent a message has send from one user to another. A daily granularity between 15th April 2004 to 26th October 2004 is used for time steps.

3) Protein-Protein interaction (PPI) network (from [9]). It includes protein as nodes and edges between any pair of proteins exist if they are biologically interacted. We consider the interaction discovery dates as the edges timestamp.

4) Wikipedia news edits (WikiEdit) network (from [33]). This is a dataset for user edits on wiki news. A monthly granularity is used for time steps in this dataset.

Table 1 provides basic properties of datasets including the number of nodes, links and the average degree of networks.

6 RESULTS

The performance of our proposed link prediction models (TempNodeEmbStatic and TempNodeEmb) compared to baselines models on four real datasets are reported in Table 2. As shown, our temporal proposed model
(TempNodeEmb) outperforms all the models and on all the data sets except in two cases. Deepwalk method performs slightly better than TempNodeEmb on MIT Human contact network (MITC) considering both evaluations metrics, while its performance is not on top list among other models for the other three datasets. The small size of MITC dataset might be a key factor on the high performance of Deepwalk model, in another case, tNodeEmbed performs better on WikiEdit network considering ROC metric, while again tNodeEmbed performance in rest of the cases is not as good as Prone and Hope. Here TempNodeEmbStatic is a model we used to generate the static embedding at each temporal point during training process. We also want to emphasize that as Graph Convolutional model uses node level explicit features, and therefore, our model can consider node level features along with network structural features. Due to absence of node level features, we used only one hot vector for each node. We believe our model’s accuracy will improve when we use node level explicit features along with temporal and graph level features.

7 Conclusion

Temporal node embedding has just gaining attention recently. As it provide not only node level task such as link prediction, node classification or anomaly detection but can also be applied for graph level prediction tasks such as community detection. In this work we presented a model to generate node embedding in temporal graphs. The embedding we present is very simple and effective. To achieve this, we created a temporal influence matrix and generated static embedding of nodes at each time step, applying basic 3-step forward graph convolutional operations. The only difference here is that we did not use degree matrix normalization trick as our matrices are already normalized, i.e. its entries lie between $[0, 1]$ due to exponential decay operator. The second most important difference is that we did not apply any non-linear activation function. Just only 3-step convolutional operations makes performance efficient as compared to tNodeEmbed model which is based on Node2Vec. Furthermore, tNodeEmbed method does not allow node level explicit feature consideration, while our model allows node level explicit feature consideration. In this work, as the node level features are not available, we therefore initialized features as one-hot vectors. To evaluate the performance of our temporal link prediction model, we used five static and one dynamic link prediction models as benchmarks. Although our current work proves to be better than state-of-the art but in future we will try to improve its performance further, as learning static feature vector and alignment at each time-step is computational in-efficient as compared to models for static graphs.
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