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Abstract—In real life, lots of information merges from time to time. To appropriately describe the actual situations, lots of theories have been proposed. Among them, Dempster-Shafer evidence theory is a very useful tool in managing uncertain information. To better adapt to complex situations of open world, a generalized evidence theory is designed. However, everything occurs in sequence and owns some underlying relationships with each other. In order to further embody the details of information and better conforms to situations of real world, a Markov model is introduced into the generalized evidence theory which helps extract complete information volume from evidence provided. Besides, some numerical examples is offered to verify the correctness and rationality of the proposed method.
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I. INTRODUCTION

The world is full of different kinds of information and more and more information is produced. Therefore, how to properly measure information with uncertainty has become a hot topic in recent years. Because the measure of information is very helpful to extract a general figure of information provided before a concise process of it. To satisfy this kind of need to appropriately measure information, lots of related theories have been designed. Among them, some theories are very representative in managing uncertain information, such as fuzzy mathematics [1]–[4], the extension of evidence theory [5]–[8], soft theories [9]–[12], D-number [13]–[16], Z-number [17], [18] and maximum theory [19]–[22]. All of the theories mentioned performs well in extracting truly useful information from uncertainty. With the development of technology of computer, some new visions on the presentation form of information has been proposed. The related works attempts to dispose information from a completely new dimension, which are quantum theory [23]–[26] and complex function [27]–[29]. Due to the effectiveness of these theories in disposing information, some practical applications also benefit from these meaningful works, such as target recognition [30], [31], decision making [32]–[35] and pattern classification [36], [37].

Among all of the previously proposed theories, Dempster-Shafer evidence theory (D-S evidence theory) [38], [39] is the representative work to handle uncertainty contained in information. To better adapt to actual environment of application in an open world, an improved version of D-S evidence theory is proposed, namely generalized evidence theory (GET) [40]. However, the two theory consider all of the incidents as a still figure, which is lack of description on the dynamic process of the transition of different things. Fortunately, the Markov chain can be utilized to avoid this drawback by setting all the incidents under judgment at a random and mutually connected process. Some works have taken the Markov chain into different applications [41]–[44], which works very well. Therefore, in order to enable the generalized evidence theory to have a dynamic figure on the evidences given, a specially customised Markov model is introduced into GET. So, when the Markov model is integrated into the GET, the completely new frame of evidence is able to possess some new properties which is given as follows: (1)

1) The improved generalized evidence theory can manifest the process of transition of propositions, which describes a dynamic process of evidences.

2) Transition probability and further extensions of it can be generated as a dual certificate of the degree of belief of the first dimension.

3) Completely new distance measure, similarity measure, uncertainty measure and method of combination are proposed based on the concept of MMGET.

The rest of paper is written as follows. The section of preliminary introduces some basic concepts related to the work proposed in this paper. Then, the next section present every details of the proposed model. And the part of numerical examples gives some examples to verify the validity and correctness of the proposed method.

II. PRELIMINARIES

In this section, some basic concepts are introduced. And lots of meaningful work have been completed to solve different kinds of problems [45]–[49].

A. Generalized evidence theory (GET) [40]

Definition 1. Mass function

Assume there exists a frame of discernment (FOD), A, in an open world. \(2^A\) denotes the power set of the whole FOD which is consist of \(2^A\) elements. For \(\forall P \subset A\), a mass function which is also a mapping can be defined as:

\[
m_G : 2^A \rightarrow [0, 1]
\]

(1)

And the properties the mass function satisfies can be defined as:

\[
\sum_{P \subset 2^A} m_G(P) = 1
\]

(2)


\[ m_G(\emptyset) \geq 0 \]  

And thus the \( m_G \) is a generalized basic probability assignment (GBPA) of the FOD, \( A \). Besides, it can be concluded that the \( m_G(\emptyset) = 0 \) is not a restriction in GBPA, which means the element \( \emptyset \) can be also regarded as a focal element in the generalized evidence theory. When the value of \( m_G(\emptyset) \) is equal to 0, the GBPA can exactly degenerate in to the form of classic BPA.

**Definition 2. Generalized belief function (GBF)**

Assume there is a GBPA \( a \), the GBF with respect to \( a \) can be defined as:

\[ GBF(a) = \sum_{b \subseteq a} m(b) \]  

**Definition 3. Generalized plausible function (GPF)**

Assume there is a GBPA \( a \), the GPF with respect to \( a \) can be defined as:

\[ GPF(a) = \sum_{b' / a \neq \emptyset} m(b) \]  

**Definition 4. Generalized combination rule (GCR)**

In the GET, given two GBPAs contained in the same frame of discernment, the GCR can be defined as:

\[ m(D) = \frac{(1 - m(\emptyset)) \sum_{Q \cap W = D} m_1(Q) m_2(W)}{1 - K} \]  

\[ K = \sum_{Q \cap W = \emptyset} m_1(Q) m_2(W) \]  

\[ m(\emptyset) = m_1(\emptyset) m_2(\emptyset) \]  

\[ m(\emptyset) = 1 \ if \ and \ only \ if \ K = 1 \]  

**Definition 5. Generalized evidence distance (GED)**

Assume there exists two GBPA, \( m_1 \) and \( m_2 \), on the frame of discernment, \( A \). And the generalized evidence distance between \( m_1 \) and \( m_2 \) can be defined as:

\[ d_{GBPA}(m_1, m_2) = \sqrt{\frac{1}{2} (m_1 - m_2)^T \mathcal{D}(m_1 - m_2)} \]  

in which the \( \mathcal{D} \) is a \( 2^N \times 2^N \) matrix whose elements are expressed as:

\[ \mathcal{D}(Q, W) = \frac{|Q \cap W|}{|Q \cup W|} \]  

**B. The Markov chain model**

**Definition 6. Markov property**

Assume there exists a random series of conditions, \( X_n : n > 0 \), namely the Markov chain, which is defined a space of probability \( (\Omega, \Theta, P) \) in which \( P \) denotes probability measure on the mapping between probability and conditions of events. Besides, all the probability is range from 0 to 1 in the restriction of the mapping. For any given moment \( n \), any states \( i, j \in S \) belongs to arbitrary space and any underlying and possible series of states \( i_0, i_1, i_2, ..., i_{n-1} \) before the moment \( n \), the Markov property can be defined as:

\[ P(X_{n+1} = j | X_n = i, X_{n-1} = i_{n-1}, ..., X_0 = i_0) = P(X_{n+1} = j | X_n = i) \]  

**Definition 7. The transition probability matrix of Markov chain**

Assume the transition probability is represented by \( p_{ij} \) which means the possibility of state \( i \) transits to state \( j \) from moment \( m \) to moment \( n \). And it can be expressed as:

\[ p_{ij}(m, n) = P\{X_n = j | X_m = i\} = p_{ij}^{[m,n]} \]  

In order to simplify the procedure of presenting the probability \( p_{ij}^{[m,n]} \), when the factor of time is not related with aspects discussed about the events, the icon of corresponding probability can be expressed as \( p_{ij} \). And for a complete Markov chain, the transition probability matrix (TPM) can be defined as:

\[ TPM = \begin{bmatrix} p_{11} & p_{12} & p_{13} & \cdots & p_{1m} \\ p_{21} & p_{22} & p_{23} & \cdots & p_{2m} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ p_{m1} & p_{m2} & p_{m3} & \cdots & p_{mm} \end{bmatrix} \]  

For every element contained in the matrix, some properties which are supposed to be satisfied can be defined as:

\[ p_{ij} \geq 0 \]  

\[ \sum_{i=1}^{m} \sum_{j=1}^{m} p_{ij} = m \]  

**C. The method to obtain the transition probability matrix**

**Definition 8. Cohort approach**

For any observed targets under given state \( i \), the transition probability of transferring from state \( i \) to state \( j \) in a period of inspection can be defined as:

\[ p_{i,j,t} = \frac{N_{i,j,t}}{N_{i,t}} \]  

\( N \) is the number of targets being observed and \( t \) represents the moment when the observation terminates. However, for all the observed targets, it is necessary to weight all the transition probability in a period of observation and the process can be defined as:

\[ \tilde{p}_{i,j} = \frac{\sum_{t=0}^{T} N_{i,t} p_{i,j,t}}{\sum_{t=0}^{T} N_{i,t}} \]
In order to restrict the sum of element in every row exactly equal to 1, a step of normalization is carried out and the detailed process is defined as:

\[
\bar{P}_{i,j} = \frac{p_{i,j}}{\sum_{j=1}^{m} p_{i,j}}
\]

D. Some entropy theories

**Definition 9. Deng entropy [50]**

Given a FOD, then the Deng entropy can be defined as:

\[
DE(r) = - \sum_{P \in 2^A} r(P) \log_2 \frac{r(P)}{|P|}
\]

In the expression of Deng entropy, \( r \) is a mass function defined on the FOD and \( P \) is set as a focal element. The mass of \( r(P) \) indicates the support of belief of proposition \( P \). Besides, the cardinality of proposition \( P \) is represented by \(|P|\).

**Definition 10. Shannon entropy [51]**

Given a series of distribution of probability, then the Shannon can be defined as:

\[
SH = - \sum_{n=1}^{m} p_n \ln p_n
\]

The sum of \( p_n \) is equal to 1.

E. A kind of measure of similarity of evidences

**Definition 11. Deng et al.’s method [52]**

Assume there exists two pieces of evidences \( E_i \) and \( E_j \) and the distances \( d(E_i, E_j) \) can be calculated by the algorithm proposed in [53]. So, for any two pieces of evidences \( E_i \) and \( E_j \), the similarity between them can be calculated as:

\[
SIM(E_n, E_m) = 1 - d(E_n, E_m)
\]

Then, for the whole body of evidences, a matrix manifest the similarity among evidences (SMM) can be given as:

\[
SMM = \begin{bmatrix}
1 & S_{12} & \cdots & S_{1n} & \cdots & S_{1m} \\
& & & & & \\
& & & & & \\
& & & & & \\
1 & S_{21} & \cdots & S_{2n} & \cdots & S_{2m} \\
& & & & & \\
& & & & & \\
& & & & & \\
1 & S_{n1} & \cdots & S_{n2} & \cdots & 1
\end{bmatrix}
\]

(25)

Therefore, after obtaining the SMM, the corresponding support degree of pieces of evidences are defined as:

\[
SUP(E_n) = \sum_{m=1}^{k} SIM(E_n, E_m)
\]

(26)

Then, the credibility degree CRD of according evidences \( E_L \) are defined as:

\[
CRD_L = \frac{SUP_{E_L}}{\sum_{a=1}^{k} SUP_{E_a}}
\]

(27)

which indicates an underlying relationship between evidences. To obtain a modified value of propositions of evidences, a parameter \( MAE \) is defined as:

\[
MAE(r) = \sum_{u=1}^{k} (CRD_u \times r_u)
\]

(28)

After getting the modified values of propositions, if there exists \( n \) pieces of evidence, then combine the evidences for \( n-1 \) times.

F. Details of Z-numbers

**Definition 12. Z-numbers [54]**

A Z-number is composed of two fuzzy numbers to given a corresponding figure of the practical situations. Suppose there exists a kind of incident, \( I \), and a pair of Z-number is relative with it. Then, the first dimension of Z-number is a probability measure of the incident, \( I \), to happen and the second dimension is a check on the reliability of the judgement given in the first dimension. Therefore, the mathematics form of Z-numbers can be defined as:

\[
Z = (A, B)
\]

(29)

G. Sigmoid function

Sigmoid function is often utilized as a activation function in neural network to map the variable into the range \((0,1)\) and is defined as:

\[
S(x) = \frac{1}{1 + e^{-x}}
\]

(30)

III. PROPOSED MARKOV MODEL FOR GET

A. The matrix form of GET (MFGET)

Assume \( L \) pieces of evidence is given on an FOD and the FOD is given as \( A = \{a, b, c, d\} \). Then, the matrix of GBPAs distribution of evidences can be defined as:

\[
MFGET = \begin{bmatrix}
P^1_a & P^1_b & P^1_c & P^1_d & \cdots & A^1_{2^L} \\
P^2_a & P^2_b & P^2_c & P^2_d & \cdots & A^2_{2^L} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P^h_a & P^h_b & P^h_c & P^h_d & \cdots & A^h_{2^L} \\
P^h_{a+1} & P^{h+1}_b & P^{h+1}_c & P^{h+1}_d & \cdots & A^{h+1}_{2^L} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P^L_a & P^L_b & P^L_c & P^L_d & \cdots & A^L_{2^L}
\end{bmatrix}
\]

(31)

For each column of the matrix, it can be regarded as a detailed figure about the situations of a specific proposition \( P \). And the vectorial form of the \( P \) with respect to any proposition \( R, \ R \in 2^A \) can be defined as:

\[
VF = \{P^1_R, P^2_R, P^3_R, \ldots, P^L_R\}
\]

(32)
B. An elimination designed to erase dirty data

An important probability distribution in the area of mathematics, physics and engineer is utilized in this customised elimination which is called as normal distribution. And the formula of it is defined as:

$$f(x) = \frac{1}{\sqrt{2\pi}\sigma}exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)$$ (33)

which can be also written as $X \sim N(\mu, \sigma^2)$. Besides, the parameter $\mu$ and $\sigma$ can be defined as respectively:

$$\mu = \sum_{k=1}^{\infty} x_k p_k$$ (34)

$$\sigma^2 = \frac{\sum(x_k - \mu)^2}{N}$$ (35)

where the total variance is denoted by $\sigma^2$, $x_k$ represents each of variable, the mean of the whole is represented by $\mu$ and the number of the examples is $N$. The normal distribution is presented in Figure 2.

Therefore, for a vectorial form of $P$, the corresponding parameters can be given as:

$$\mu_{VF} = \sum_{i=1}^{L} \frac{P^i}{L}$$ (36)

$$\sigma^2_{VF} = \frac{\sum(P^i - \mu_{VF})^2}{L}$$ (37)

After both of the parameters are obtained, the evidences whose values of propositions provided lies in the corresponding range $(\mu_{VF} - \sigma_{VF}, \mu_{VF} + \sigma_{VF})$ are retained to ensure the data is effective and not conflicting with main body of evidences.

C. A match between Markov chain (MC) and GET

It can be obtained that a sequence of conditions is contained in the Markov chain which is very similar to the propositions, $P_u$, $u \in 2^A$, contained in a frame of discernment (FOD). Let $IN$ denotes an incident which corresponding to a proposition defined on the frame of discernment which can be expressed as:

$$IN_n = P_u, \quad u \in 2^A, \quad n \in (1,|2^A|)$$ (38)

Suppose there exists a series of incidents and the chain of incidents can be given as:

$$MC = \{IN_1, IN_2, IN_3, ..., IN_{|2^A|}\}, \quad IN_{|2^A|} = \emptyset$$ (39)

According to the definition of the GET, each proposition contained in the FOD is allocated a mass of GBPA which means the proposition owns a possibility to take place. In the most optimistic situation, all of the proposition can happen which indicates that when one incident occur then it can be transferred into another condition that the same or a different proposition to take place. It can be appropriately and accurately described by a transiting chain matrix (TCM) which can be defined as:

$$\begin{bmatrix}
IN_1 & IN_2 & \cdots & IN_{|2^A|} \\
\vdots & \vdots & \ddots & \vdots \\
IN_1 & \cdots & \cdots & IN_{|2^A|} \\
\end{bmatrix}
$$ (40)
where $IN_i \rightarrow IN_j$ represents the probability of the transformation from incident $i$ to incident $j$. In order to simplify the process of manifesting each details of propositions’ changes, a icon $T_{ij}$ is proposed and the matrix $TCM$ can be rewritten as:

$$TCM = \begin{bmatrix}
T_{11} & T_{12} & \cdots & T_{1n} & \cdots & T_{1|2^A|} \\
T_{21} & T_{22} & \cdots & T_{2n} & \cdots & T_{2|2^A|} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
T_{k1} & T_{k2} & \cdots & T_{kn} & \cdots & T_{k|2^A|} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
T_{1|2^A|} & T_{2|2^A|} & \cdots & T_{k|2^A|} \\
\end{bmatrix}$$

Besides, one restriction is supposed to be satisfied which is defined as:

$$\sum_{b=1}^{b=2^A} T_{ib} = 1$$

Assume there exists a FOD which is defined as $\Theta = \{a, b, c, d, \emptyset\}$, the Markov process of the FOD is given in Figure 3.

**D. The definition of transition probability**

A series of GBPAs are given in a piece of evidence on the definition of FOD and it can be concluded that the higher the value of GBPA of a proposition is, the bigger probability the incident corresponding to proposition is, which also affect the next state of development of things. Therefore, it is reasonable and rational to regard that if the absolute mass of subtraction of values of GBPAs of two propositions is high, then the underlying possibility of a transferring between the two proposition is low. Then, a cost function to measure the cost in the process of transferring can be defined as:

$$Cost = \frac{1}{1 + e^{5(m(a) - m(b))}}$$

And the settings for the cost function is based on the theory of increase of entropy. It can be easily concluded that everything is becoming more and more uncertainty simultaneously which is corresponding to the phenomenon that the state with a high mass transfers to a state which owns a low mass. Therefore, the cost of the process is regarded as relatively low. On the other side, if one uncertainty state with a very low mass intends to become a certain state with a relatively high mass, the cost is reasonably much bigger due to the property that everything is going to be more and more chaotic.

So, with respect to the range of the mass of propositions given in a piece of evidence, the transition probability can be defined as:

$$TP = \frac{Cost_i}{\sum_{b=1}^{b=2^A} Cost_k}$$

**E. Concomitant sets for incidents in MC**

The transition probabilities of a incident can be obtained through the procedure proposed above. Then, a concomitant sets can be given to describe the condition of an incident, which can be defined as:

$$CS = \{IN_i|TP_{ij},...,TP_{jk},...,TP_{i|2^A|}\}$$

It can be easily concluded that if the sum of transition probability of the $IN_i$ is relatively low, then the certainty of
The proposition is relatively high which means the next state of the sequence of things is probably still the same incident. Therefore, the certainty measure of the IN can be defined as:

\[
CM = \sum_{j \neq i} \frac{1}{TP_{ij} \rightarrow Cost}
\]  

(46)

In the expression of the CM, the bigger the value of CM is, the more certain the proposition or incident is which can be regarded as a kind of steady state of the evidence given. If an evidence owns a prominent CM of one proposition, then the information transferred by the evidence is explicit and not confusing.

F. **Belief function for MMGET (BF)**

Assume there exists a IN and its CS is given as \(\{IN_i|TP_{ij},...,TP_{it},...,TP_{i|2^A}\}\). According to the definition of GBF, the specially designed belief function for MMGET can be defined as:

\[
BF = \\{ \sum_{IN_k \subseteq IN_i} \frac{TP_{ij} + TP_{kj} + ...}{n_1}, ..., \frac{TP_{it} + TP_{kt} + ...}{n_2}, ..., \frac{TP_{i|2^A} + TP_{k|2^A} + ...}{n_3} \}
\]  

(47)

The variable \(n_i\) is the number of the process of the transferring from one state to another state.

A simple example is designed to illustrate the process of obtaining the value of BF. Assume there exists three CSs which is given as \(\{A = 0.1|0.4, 0.3, 0.3\}, \{A, B = 0.3|0.35, 0.2, 0.4\}, \{A, B, C = 0.2|0.2, 0.45, 0.35\}\). Then, with respect to the incident \(\{A, B, C\}\), the BF of it can be calculated as:

\[
BF_{\{A,B,C\}} = \{0.2 + 0.3 + 0.1|0.4 + 0.35 + 0.2, 0.3 + 0.2 + 0.45, 0.3 + 0.4 + 0.35\} = \{0.6|0.3166, 0.3166, 0.3500\}
\]

G. **Plausible function for MMGET (PF)**

Assume there exists a IN and its CS is given as \(\{IN_i|TP_{ij},...,TP_{it},...,TP_{i|2^A}\}\). According to the definition of GPF, the specially designed belief function for MMGET can be defined as:

\[
PF = \{ \sum_{IN_k \subseteq IN_i} \frac{TP_{ij} + TP_{kj} + ...}{n_1}, ..., \frac{TP_{it} + TP_{kt} + ...}{n_2}, ..., \frac{TP_{i|2^A} + TP_{k|2^A} + ...}{n_3} \}
\]  

(48)

The variable \(n_i\) is the number of the process of the transferring from one state to another state.

A simple example is designed to illustrate the process of obtaining the value of BF. Assume there exists three CSs which is given as \(\{A = 0.1|0.4, 0.3, 0.3\}, \{A, B = 0.3|0.35, 0.2, 0.4\}, \{B = 0.2|0.2, 0.45, 0.35\}\). Then, with respect to the incident \(\{A\}\), the BF of it can be calculated as:

\[
PF_{\{A\}} = \{0.1 + 0.3|0.4 + 0.35 + 0.2, 0.3 + 0.35 + 0.4\} = \{0.4|0.375, 0.25, 0.35\}
\]

H. **Combination rule for MMGET**

In the MMGET, some according mass is allocated to a IN. A certainty measure is proposed in this paper called CM which can be utilized as a credibility proof of the specific proposition.
For a piece of evidence after modification, $E$, the allocation of mass of propositions can be defined as:

$$
E = \{ \frac{I N_1 C M_1}{\sum_{i=1}^{[2^A]} I N_i C M_i}, \frac{I N_2 C M_2}{\sum_{i=1}^{[2^A]} I N_i C M_i}, \ldots, \frac{I N_{[2^A]} C M_{[2^A]}}{\sum_{i=1}^{[2^A]} I N_i C M_i} \}.
$$

(49)

In the process of combination, the element $\emptyset$ is treated differently due to its effect in indicating the extent of completion of the whole OFD. The detailed process of combination for MMGET can be defined as:

$$
K = \sum_{I N_o \cap I N_p = \emptyset} \frac{I N_o C M_o}{\sum_{i=1}^{[2^A]} I N_i C M_i} \frac{I N_p C M_p}{\sum_{g=1}^{[2^A]} I N_g C M_g}
$$

(50)

$$
IN_{[2^A]} = \frac{I N_{[2^A]} C M_{[2^A]}}{\sum_{i=1}^{[2^A]} I N_i C M_i} \frac{I N_{[2^A]} C M_{[2^A]}}{\sum_{g=1}^{[2^A]} I N_g C M_g} = m(\emptyset)
$$

(51)

$$
IN_k = \frac{(1-m(\emptyset)) \sum_{I N_o \cap I N_p = I N_k} \frac{I N_o C M_o}{\sum_{i=1}^{[2^A]} I N_i C M_i} \frac{I N_p C M_p}{\sum_{g=1}^{[2^A]} I N_g C M_g}}{1-K}
$$

(52)

$$
IN_{[2^A]} = 1 \text{ if and only if } K = 1
$$

(53)

A simple example is designed to illustrate the process of the combination. Assume there exists two series of distribution of $E$ which is given as $E_1 = \{A_1 = 0.3, B_1 = 0.6, \emptyset_1 = 0.1\}$ and $E_2 = \{A_2 = 0.6, B_2 = 0.3, \emptyset_2 = 0.1\}$. And the process of combination can be given as:

$$
K = A_1 \ast (B_2 + \emptyset_2) + B_1 \ast (A_2 + \emptyset_2) + \emptyset_1 \ast (A_2 + B_2 + \emptyset_2) = 0.64
$$

$$
m(\emptyset) = 0.1 + 0.1 = 0.01
$$

$$
IN_A = \frac{1 - 0.64}{(0.64 + 0.6)} = 0.495
$$

$$
IN_B = \frac{1 - 0.64}{0.36 + 0.6} = 0.495
$$

I. Distances of elements in the MP

1) Distance of MCs in MMGET: Assume there exists two MCs, $c_1$ and $c_2$, and the vectorial form of chains is given as $\{IN_1, IN_2, IN_3, IN_4\}$. Then, the distance measure for MC is defined as:

$$
\hat{D} = \frac{1}{2} (c_1 - c_2)^T \hat{D} (c_1 - c_2)
$$

(54)

in which the $\hat{D}$ is a $2^N \times 2^N$ matrix whose elements are expressed as:

$$
\hat{D} = \frac{2|IN_o \cap IN_p| - 1}{(2|IN_o| - 1)(2|IN_p| - 1)}, \quad i, j \in (1, |2^A|)
$$

(55)

A simple example is revised to illustrate the effectiveness of the proposed method of measuring the distance of MC. Assume there exists two pieces of MCs which is given as $c_1 = \{A_1 = 0.3, B_1 = 0.4, C_1 = 0.1, \emptyset = 0.2\}$ and $c_2 = \{A_2 = 0.1, B_2 = 0.3, C_2 = 0.5, \emptyset = 0.1\}$. Then, the process of calculating the distance can be given as:

$$
d_{MC}(c_1, c_2) = 0.3316
$$

2) Distance of CSs in MMGET: Assume there exists two CSs, $a_1$ and $a_2$, and the vectorial form of chains is given as $\{CS_{1N_1}, CS_{1N_2}, CS_{2N_3}, CS_{1N_4}\}$. Then, the distance measure for CS is defined as:

$$
d_{MC}(a_1^{MC}, a_2^{MC}) = \sqrt{\frac{1}{2}(a_1^{MC} - a_2^{MC})^T D (a_1^{MC} - a_2^{MC})}
$$

(56)

Besides, for the corresponding series of TP of propositions, the distance between TPs is defined as:

$$
d_{TP}(a_1^{TP}, a_2^{TP}) = \sqrt{\frac{1}{2}(a_1^{TP} - a_2^{TP})^T D (a_1^{TP} - a_2^{TP})}
$$

(57)

Note: For the $d_{TP}$, the incidents of the matrix $D$ is the ones corresponding to the transferred state.
in which the $D$ is a $2^N \times 2^N$ matrix whose elements are expressed as:

$$D = \frac{2^{IN,\cap IN_j} - 1}{\sqrt{(2^{IN} - 1)(2^{IN_j} - 1)}}, \quad i,j \text{ in } (1, |2^A|) \quad (58)$$

All in all, the distance of CSs is defined as:

$$d_{CS} = d_{MC}(a_1^{MC}, a_2^{MC}) + \sum d_{TP}(a_1^{TP}, a_2^{TP}) \quad (59)$$

The process of calculation of distances is the same to the procedure provided in the section of distances of MCs.

3) Distance of modified evidences in MMGET:

Assume there exists two pieces of modified evidences, $e_1$ and $e_2$, whose vectorial form are given as

$$\{ IN_iCV_i, \sum_{j=1}^{2^N} IN_iCV_j(\cup a_i) \}. \quad \text{Then, the measure of distance of the modified evidences is defined as:}$$

$$d_{ME}(e_1, e_2) = \frac{1}{2}(e_1 - e_2)^T \tilde{D}(e_1 - e_2) \quad (60)$$

in which the $\tilde{D}$ is a $2^N \times 2^N$ matrix whose elements are expressed as:

$$\tilde{D} = \frac{2^{IN,\cap IN_j} - 1}{\sqrt{(2^{IN} - 1)(2^{IN_j} - 1)}}, \quad i,j \text{ in } (1, |2^A|) \quad (61)$$

The process of calculation of distances is the same to the procedure provided in the section of distances of MCs.

J. Measure of similarity of original evidences

It is necessary to calculate a degree of divergence of a piece of evidence among the main body of evidences. In this part, the difference of the probability assignment of an incident, of evidence among the main body of evidences. In this part, the measure of distance of the modified evidences is defined as:

$$d_{ME}(e_1, e_2) = \frac{1}{2}(e_1 - e_2)^T \tilde{D}(e_1 - e_2) \quad (60)$$

in which the $\tilde{D}$ is a $2^N \times 2^N$ matrix whose elements are expressed as:

$$\tilde{D} = \frac{2^{IN,\cap IN_j} - 1}{\sqrt{(2^{IN} - 1)(2^{IN_j} - 1)}}, \quad i,j \text{ in } (1, |2^A|) \quad (61)$$

The process of calculation of distances is the same to the procedure provided in the section of distances of MCs.

K. Certainty measure of FOD

In GET, the value of $m(\emptyset)$ indicate the degree of uncertainty of the frame of discernment provided. Therefore, an innovative method to recognize the uncertainty is designed to manifest this kind of phenomenon. And first, with the changes of values of propositions and empty set, the degree of uncertainty of the frame of discernment is also changed. A simple Figure 7 is drawn to present this kind of fluctuation.

It can be easily concluded that if all of the propositions except the empty set are much more easily to transfer from the original state to the state of empty set, then it tends to regard the FOD as incomplete, which also indicates that if the sum of transition probability is bigger, then the FOD is more incomplete. To reflect the level of uncertainty of the FOD, an uncertainty-recognition entropy is defined as:

$$CRE = \sum_{i=1}^{n} TP_i^2 \rightarrow IN_j \ast 2^{|IN_i| - |IN_j|} \quad (63)$$

Note: If the $\emptyset$ is the object a proposition transferred to, then the value of $|IN_i|$ is set as the number of biggest cardinality of propositions. And if $IN_i = \emptyset$, then the value of $|IN_i|$ is set as the number of smallest cardinality of propositions. The two settings are designed to help better present the degree of uncertainty of FOD.

From the definition of the formula, if the transition probability gets bigger, then the CRE also gets bigger which indicates that if some states corresponding to some propositions are easily to transit to the state of empty set, then the FOD tends to be more unsteady. What is expected to be pointed out that, if a state of multiple propositions transfers, then the degree of uncertainty reduces which means a much bigger cost in the process of transition and shows that the transition to state of empty set is much more attractive which means there exists a more unsteady FOD.

Assume the elements contained in a proposition is less than 10, and a simple Figure 9 is drawn to indicate the fluctuation of values of CRE.

Besides, a simple example is revised to illustrate the process of obtaining the CRE. Assume there exists a series of TPs whose according propositions are single proposition which is given as $\{0.2, 0.4, 0.5\}$. And the CRE can be obtained as:

$$CRE = 0.2^2 \ast 2^{1-1} + 0.4^2 \ast 1 + 0.5^2 \ast 1 = 0.45$$

In the last, a flow chart is designed to illustrate the details of proposed model. All of the process is given in Figure 8.

IV. NUMERICAL EXAMPLE

Example: Illustration of the similarity measure

Assume there exists three pieces of evidences which owns 3 propositions whose FOD can be defined as $\emptyset = \{a, b, c\}$. The values of propositions contained in the evidences are listed in Table I. Besides, the corresponding cost and TPs are listed in Table II and III. According to the definition of similarity measure, three kinds of distances are supposed to be calculated to obtain a base to calculate the value of similarity. Then, the three kinds of distances, $d_{MC}$, $d_{TP}$ and $d_{ME}$, are produced by the uniform method of measure of distance which are given
Fig. 6: The fluctuation of SM

Fig. 7: The fluctuation of SM

TABLE I: The evidences given by sensors

| Evidence | Values of propositions |
|----------|------------------------|
| Evidence₁ | \{a\} \{b\} \{c\} |
|           | 0.1 0.6 0.3            |
| Evidence₂ | \{a\} \{b\} \{c\} |
|           | 0.2 0.1 0.7            |
| Evidence₃ | \{a\} \{b\} \{c\} |
|           | 0.5 0.3 0.2            |

In Table IX, X, and VII. In the last, the final judgment on the similarity of evidences are listed in Table VIII.

In fact, the original intention to design the algorithm to obtain the degree of similarity is to take all of the features and underlying influential factors contained in evidences into consideration, which may eliminate some errors caused by partial deviations of the values of propositions. For example, if one kind of measure of distance produces counter-intuitive results, but the rest of the measure of distance on other series of data can probably offset the negative effect produced by one category of measure. In this example, it can be obtained that the similarity measure is able to generate consistent judgment with the ones produced by Deng et al.’s method. However, considering the degree of divergence of the three evidences provided, for decision maker, a targeted decision can not be made and it is better think every evidence owns a similar confidential support. At this point, the proposed method performs better by assigning a similar confidential degree to each of evidence considering the much bigger base number and difference among the value of judgment. All in all, the proposed method possesses all the advantages of Deng et al.’s method and can resist the effects brought by some individual abnormal results. For the proposed method, a much more steady and reliable results of judgments is the most contribution of the proposed method.

Example: Elimination for abnormal values, improved combination and certainty measure

**A. The basic condition of the evidence group**

Assume 16 pieces of evidences in GET are given by sensors. The values of propositions of evidences are listed in Table IX.
B. The management using normal distribution

Then, a model based on normal distribution is constructed and the process is shown in Figure 10 [10] 11 [11] 12 [12] 13 [13] and 14 [14].

Through the step of elimination of the informal values, the 2nd, 4th, 5th, 7th, 8th, 15th and 16th piece of evidences is erased. By checking the values of propositions, it can be concluded that the abnormal values of some propositions
are accurately recognized. This operation successfully alleviates conflicts contained among evidences to avoid producing counter-intuitive results of judgement on the practical situations.

C. The results of calculation of the transition cost and probability

Based on the results obtained from the operation of normal distribution, the cost for each proposition in each evidence are calculated being given in Table X and XI. Besides, according to the definition of CM, the variable CM can be obtained by utilizing the TPs corresponding to the specific propositions. TPs are also listed in Table XII and XIII. By analysing the data of the cost, it can be easily concluded that if the state of the proposition intends to transfers to itself, the cost is assigned a unitive value 0.5000, which gives a continuous description on the transition of the original state without changes among different states. And in general, the values indicates that, when a state with a lower mass attempts to transfer to a state with a higher mass, the cost rises dramatically, which is corresponding to the theory of increase of entropy. On the contrary, the cost decreases to indicate everything owns a state with a higher mass, the cost rises dramatically, which is corresponding to the theory of increase of entropy.

### TABLE II: The cost of transferring of propositions of evidences

| Evidence | Costs for proposition a | Costs for proposition b |
|----------|-------------------------|-------------------------|
| Evidence1 | a → a | 0.5000 | b → b | 0.0759 |
|          | a → b | 0.9241 | b → a | 0.5000 |
|          | a → c | 0.7311 | b → c | 0.1824 |
|          | c → a | 0.2689 | c → a | 0.2689 |
|          | c → b | 0.8176 | c → b | 0.8176 |
|          | c → c | 0.5000 | c → c | 0.5000 |

### Evidence2 | a → a | 0.5000 | b → b | 0.6225 |
|          | a → b | 0.3775 | b → a | 0.5000 |
|          | a → c | 0.9241 | b → c | 0.9250 |
|          | c → a | 0.0759 | c → a | 0.0474 |
|          | c → b | 0.0500 | c → b | 0.0500 |
|          | c → c | 0.5000 | c → c | 0.5000 |

### Evidence3 | a → a | 0.5000 | b → b | 0.7311 |
|          | a → b | 0.2689 | b → a | 0.5000 |
|          | a → c | 0.1824 | b → c | 0.3775 |
|          | c → a | 0.8176 | c → a | 0.6225 |
|          | c → b | 0.5000 | c → b | 0.5000 |
|          | c → c | 0.5000 | c → c | 0.5000 |

### TABLE III: The TPs of transferring of propositions of evidences

| Evidence | TPs for proposition a | TPs for proposition b |
|----------|-----------------------|-----------------------|
| Evidence1 | a → a | 0.2320 | b → b | 0.1000 |
|          | a → b | 0.4288 | b → a | 0.6594 |
|          | a → c | 0.3392 | b → c | 0.2406 |
|          | c → a | 0.1695 | c → c | 0.3152 |
|          | c → b | 0.5153 | c → c | 0.3152 |
|          | c → c | 0.5153 | c → c | 0.5153 |

### Evidence2 | a → a | 0.2775 | b → b | 0.3000 |
|          | a → b | 0.2095 | b → a | 0.2410 |
|          | a → c | 0.5129 | b → c | 0.4591 |
|          | c → a | 0.1217 | c → c | 0.8022 |
|          | c → b | 0.0761 | c → c | 0.8022 |
|          | c → c | 0.5000 | c → c | 0.5000 |

### Evidence3 | a → a | 0.5256 | b → b | 0.4545 |
|          | a → b | 0.2827 | b → a | 1000 |
|          | a → c | 0.1918 | b → c | 7311 |
|          | c → a | 0.4545 | c → a | 2347 |
|          | c → b | 0.3108 | c → b | 6594 |
|          | c → c | 0.2577 | c → c | 6594 |

### TABLE IV: The results of \( d_{MC} \)

| Distance \( d_{MC} \) | Evidence\(^{MC}_{1} \) ↔ Evidence\(^{MC}_{1} \) | Evidence\(^{MC}_{1} \) ↔ Evidence\(^{MC}_{2} \) |
|-----------------------|---------------------------------|---------------------------------|
| 0                     | 0.4582                          | 0.4582                          |
| Evidence\(^{MC}_{1} \) ↔ Evidence\(^{MC}_{3} \) | 0.3605                          | 0.3605                          |
| Distance \( d_{MC} \) | Evidence\(^{MC}_{1} \) ↔ Evidence\(^{MC}_{4} \) | Evidence\(^{MC}_{2} \) ↔ Evidence\(^{MC}_{3} \) |
| 0                     | 0.4582                          | 0.4582                          |
| Evidence\(^{MC}_{2} \) ↔ Evidence\(^{MC}_{3} \) | 0.4358                          | 0.4358                          |
| Distance \( d_{MC} \) | Evidence\(^{MC}_{2} \) ↔ Evidence\(^{MC}_{3} \) | Evidence\(^{MC}_{3} \) ↔ Evidence\(^{MC}_{4} \) |
| 0                     | 0.4358                          | 0.4358                          |
| Evidence\(^{MC}_{3} \) ↔ Evidence\(^{MC}_{4} \) | 0.3605                          | 0.3605                          |
TABLE V: The results of $d_{TP}$

| Distance $d_{TP}$ | Evidence$_{1}^{TP}$ ↔ Evidence$_{1}^{TP}$ | Evidence$_{1}^{TP}$ ↔ Evidence$_{2}^{TP}$ |
|------------------|---------------------------------|---------------------------------|
| $d_{TP}$         | $0$                             | $1.0278$                        |
| Evidence$_{1}^{TP}$ ↔ Evidence$_{3}^{TP}$ | $0.8345$                      |                                |

| Distance $d_{TP}$ | Evidence$_{3}^{TP}$ ↔ Evidence$_{1}^{TP}$ | Evidence$_{1}^{TP}$ ↔ Evidence$_{2}^{TP}$ |
|------------------|---------------------------------|---------------------------------|
| $d_{TP}$         | $0$                             | $0$                             |
| Evidence$_{2}^{TP}$ ↔ Evidence$_{3}^{TP}$ | $0.9627$                      |                                |

Table VI: The results of modified evidences

| Evidence | Evidence$_{1}^{Modified}$ | Evidence$_{2}^{Modified}$ | Evidence$_{3}^{Modified}$ |
|----------|-----------------------------|---------------------------|---------------------------|
| Evidence$_{1}$ | $0.0298$                    | $0.8307$                  | $0.1395$                  |
| Evidence$_{2}$ | $0.0425$                    | $0.0172$                  | $0.9403$                  |
| Evidence$_{3}$ | $0.6090$                    | $0.2156$                  | $0.1154$                  |

Table VII: The results of $d_{ME}$

| Distance $d_{ME}$ | Evidence$_{1}^{ME}$ ↔ Evidence$_{1}^{ME}$ | Evidence$_{1}^{ME}$ ↔ Evidence$_{2}^{ME}$ |
|------------------|---------------------------------|---------------------------------|
| $d_{ME}$         | $0$                             | $0.8072$                        |
| Evidence$_{2}^{ME}$ ↔ Evidence$_{3}^{ME}$ | $0.6274$                      |                                |

| Distance $d_{ME}$ | Evidence$_{2}^{ME}$ ↔ Evidence$_{1}^{ME}$ | Evidence$_{1}^{ME}$ ↔ Evidence$_{2}^{ME}$ |
|------------------|---------------------------------|---------------------------------|
| $d_{ME}$         | $0$                             | $0$                             |
| Evidence$_{2}^{ME}$ ↔ Evidence$_{3}^{ME}$ | $0.7457$                      |                                |

| Distance $d_{ME}$ | Evidence$_{3}^{ME}$ ↔ Evidence$_{1}^{ME}$ | Evidence$_{1}^{ME}$ ↔ Evidence$_{3}^{ME}$ |
|------------------|---------------------------------|---------------------------------|
| $d_{ME}$         | $0$                             | $0$                             |
| Evidence$_{2}^{ME}$ ↔ Evidence$_{3}^{ME}$ | $0.6274$                      |                                |

Fig. 12: The situations of proposition $c$ the process of transition. The phenomenon can be simply summarised that if the state transfers from a proposition which owns a bigger possibility to take place to a smaller one, the according probability is homologous lower and the corresponding probability is relatively higher in the opposite circumstances. All in all, the results produced conforms to the actual situations and agree with the intuitive judgments.

D. The results of CMs

Moreover, the CSs and CMs are obtained and presented in which CMs are given in Figure 15, 16, 17, 18, 19, 20, 21, 22 and 23 in the form of sector diagram.

After obtaining the CMs for different CS, the modified evidences can be obtained through the procedure proposed before. And the results of modified evidences are given in Table XIV. By analysing the figures produced based on the distribution of values of propositions, it can be summarised

Fig. 13: The situations of proposition $d$
that the proportions of mass of different propositions are very similar which indicates that the effect of eliminating abnormal evidences of the step of normal distribution is sufficient.

And the mass of proposition a and b is the biggest in the propositions of evidences, which means the probability to observe this kind of transition is relatively small. On another side, the other propositions tend to transfer to state corresponding to the propositions which possess a higher mass. Therefore, if some propositions are the targets of other proposition to transfer to, then theses ones can be properly regarded as a much more credible objects to be put trust on. And that is what the CMs are exactly doing. The propositions with higher mass are allocated to CMs which owns a much higher weight in the whole body of evidences, which can further ensure a clear judgment about the true information contained in the evidences provided and is helpful to extract the most valuable information from uncertainty.

E. The combination of the MMGET

After getting the modified evidences, the combination of the modified evidences can be given according to the definition of combination rule for MMGET. All of the results are listed in Table [XV]

It can be easily obtained that two kinds of method indicate the proposition a and b own the most two biggest probability to take place. However, for the detailed values of the corresponding propositions, there exists a distinct differences in the

### Table IX: The evidences given by sensors

| Evidences | Values of propositions | Evidences | Values of propositions |
|-----------|------------------------|-----------|------------------------|
| Evidence1 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence2 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence2 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence3 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence3 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence4 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence4 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence5 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence5 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence6 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence6 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence7 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence7 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence8 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence8 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence9 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence9 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence10 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence10 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence11 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence11 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence12 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence12 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence13 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence13 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence14 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence14 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence15 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence15 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | Evidence16 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} |
| Evidence16 | \{a \}, \{b \}, \{c \}, \{d \}, \{∅\} | |

### Table X: The first group of cost of transferring of propositions of evidences

| Evidences | Costs for proposition a | Costs for proposition b |
|-----------|-------------------------|-------------------------|
| Evidence1 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence2 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence3 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence4 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence5 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence6 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence7 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence8 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence9 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence10 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence11 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence12 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence13 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence14 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence15 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |
| Evidence16 | \{a \} \rightarrow \{b \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} | \{b \} \rightarrow \{a \}, \{c \} \rightarrow \{d \} \rightarrow \{∅\} |

## Table [XV]
TABLE XI: The second group of cost of transferring of propositions of evidences

| Evidence 10     | Costs for proposition a | Costs for proposition b |
|-----------------|-------------------------|-------------------------|
| \(c \rightarrow a\) | 0.5000                  | 0.2469                  |
| \(c \rightarrow b\) | 0.5000                  | 0.4888                  |
| \(c \rightarrow \emptyset\) | 0.5000                  | 0.4934                  |

| Evidence 11     | Costs for proposition a | Costs for proposition b |
|-----------------|-------------------------|-------------------------|
| \(c \rightarrow a\) | 0.5000                  | 0.2809                  |
| \(c \rightarrow b\) | 0.5000                  | 0.2545                  |
| \(c \rightarrow \emptyset\) | 0.5000                  | 0.2193                  |

| Evidence 12     | Costs for proposition a | Costs for proposition b |
|-----------------|-------------------------|-------------------------|
| \(c \rightarrow a\) | 0.5000                  | 0.2573                  |
| \(c \rightarrow b\) | 0.5000                  | 0.2545                  |
| \(c \rightarrow \emptyset\) | 0.5000                  | 0.2193                  |

| Evidence 13     | Costs for proposition a | Costs for proposition b |
|-----------------|-------------------------|-------------------------|
| \(c \rightarrow a\) | 0.5000                  | 0.2573                  |
| \(c \rightarrow b\) | 0.5000                  | 0.2545                  |
| \(c \rightarrow \emptyset\) | 0.5000                  | 0.2193                  |

| Evidence 14     | Costs for proposition a | Costs for proposition b |
|-----------------|-------------------------|-------------------------|
| \(c \rightarrow a\) | 0.5000                  | 0.2573                  |
| \(c \rightarrow b\) | 0.5000                  | 0.2545                  |
| \(c \rightarrow \emptyset\) | 0.5000                  | 0.2193                  |

| Evidence 15     | Costs for proposition a | Costs for proposition b |
|-----------------|-------------------------|-------------------------|
| \(c \rightarrow a\) | 0.5000                  | 0.2573                  |
| \(c \rightarrow b\) | 0.5000                  | 0.2545                  |
| \(c \rightarrow \emptyset\) | 0.5000                  | 0.2193                  |

Fig. 14: The situations of proposition \(\emptyset\)

distribution of values of indicator in the probability of according propositions. When inspecting the situation of allocation of mass of the two propositions in evidences provided, it can be concluded that almost all of the values of proposition \(b\) are relatively much bigger than those of proposition \(a\), which indicates that the proposition or incident \(b\) is expected to take place with a much bigger probability. Based on the phenomenon obtained from the conditions of evidences, it can be concluded that the results of combination are supposed to support the proposition \(b\) by assigning a bigger mass to it. However, in the results obtained by traditional method, the distinction of the mass of proposition is not so obvious like the ones in the results of the proposed method, which means the proposed method has a better ability in indicating the actual situation the evidences describe and reduce uncertainty contained in the
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F. Certainty measure of FOD

From the definition of CRE and utilizing the data of TP, the specific values of CRE are obtained. Besides, the results of
CRE are compared with the corresponding values of two kinds of entropies, namely Deng entropy and Shannon entropy which are listed in Table XVI. And the fluctuation of the values are

also given in the Figure 24 to help distinguish the difference of trend of corresponding entropies.

In fact, the IRE take the TPs and the cardinality of the propositions in the process of transition into consideration which can be regarded as crucial indicators of the uncertainty measure. One of the most important reasons to considers the TP is that if the condition of one piece of evidence can be regarded as very certain, then the effect of indicating one or two incident to take place is supposed to be very obvious, which also means the propositions are expected to have a much bigger mass than the rest of propositions. Then, the

Fig. 16: The proportion of different transitions in evidence 3 information from evidences. All in all, the proposed method performs much better in indicating the incident or proposition which is the most possible to happen.

F. Certainty measure of FOD

From the definition of CRE and utilizing the data of TP, the specific values of CRE are obtained. Besides, the results of CRE are compared with the corresponding values of two kinds of entropies, namely Deng entropy and Shannon entropy which are listed in Table XVI. And the fluctuation of the values are

also given in the Figure 24 to help distinguish the difference of trend of corresponding entropies.

In fact, the IRE take the TPs and the cardinality of the propositions in the process of transition into consideration which can be regarded as crucial indicators of the uncertainty measure. One of the most important reasons to considers the TP is that if the condition of one piece of evidence can be regarded as very certain, then the effect of indicating one or two incident to take place is supposed to be very obvious, which also means the propositions are expected to have a much bigger mass than the rest of propositions. Then, the

TABLE XII: The first group of TPs of transferring of propositions of evidences

| Evidence | TPs for proposition a | TPs for proposition b |
|----------|-----------------------|-----------------------|
| Evidence1 | {a → a} | {a → b} | {a → c} | {a → d} | {a → ϕ} | {b → a} | {b → b} | {b → c} | {b → d} | {b → ϕ} |
|          | 0.2606 | 0.2866 | 0.1351 | 0.1561 | 0.1616 | 0.2646 | 0.2939 | 0.1309 | 0.1524 | 0.1581 |
| Evidence2 | {c → a} | {c → b} | {c → c} | {c → d} | {c → ϕ} | {d → a} | {d → b} | {d → c} | {d → d} | {d → ϕ} |
|          | 0.2367 | 0.2483 | 0.1597 | 0.1757 | 0.1796 | 0.2412 | 0.2551 | 0.1550 | 0.1722 | 0.1765 |
| Evidence3 | {∅ → a} | {∅ → b} | {∅ → c} | {∅ → d} | {∅ → ϕ} | {∅ → a} | {∅ → b} | {∅ → c} | {∅ → d} | {∅ → ϕ} |
|          | 0.2424 | 0.2568 | 0.1538 | 0.1713 | 0.1757 | 0.2584 | 0.3126 | 0.1504 | 0.1339 | 0.1447 |
| Evidence4 | {a → a} | {a → b} | {a → c} | {a → d} | {a → ϕ} | {b → a} | {b → b} | {b → c} | {b → d} | {b → ϕ} |
|          | 0.2380 | 0.2519 | 0.1724 | 0.1595 | 0.1681 | 0.2349 | 0.2560 | 0.1751 | 0.1629 | 0.1710 |
| Evidence5 | {a → a} | {a → b} | {a → c} | {a → d} | {a → ϕ} | {b → a} | {b → b} | {b → c} | {b → d} | {b → ϕ} |
|          | 0.2511 | 0.2574 | 0.1695 | 0.1568 | 0.1652 | 0.2466 | 0.2521 | 0.1724 | 0.1604 | 0.1684 |
| Evidence6 | {∅ → a} | {∅ → b} | {∅ → c} | {∅ → d} | {∅ → ϕ} | {∅ → a} | {∅ → b} | {∅ → c} | {∅ → d} | {∅ → ϕ} |
|          | 0.2496 | 0.2556 | 0.1705 | 0.1580 | 0.1663 | 0.2718 | 0.2978 | 0.1471 | 0.1527 | 0.1306 |
| Evidence7 | {a → a} | {a → b} | {a → c} | {a → d} | {a → ϕ} | {b → a} | {b → b} | {b → c} | {b → d} | {b → ϕ} |
|          | 0.2679 | 0.2913 | 0.1505 | 0.1560 | 0.1343 | 0.2454 | 0.2574 | 0.1687 | 0.1731 | 0.1554 |
| Evidence8 | {∅ → a} | {∅ → b} | {∅ → c} | {∅ → d} | {∅ → ϕ} | {∅ → a} | {∅ → b} | {∅ → c} | {∅ → d} | {∅ → ϕ} |
|          | 0.2441 | 0.2516 | 0.1740 | 0.1566 | 0.1506 | 0.2454 | 0.2574 | 0.1687 | 0.1731 | 0.1554 |
when the value of IRE rises, the conditions described by
which leads a higher value of IRE at the same time. On
TPs of the rest of propositions are set at a very high level,
Evidence
Evidence
Evidence
Evidence
Evidence
Evidence
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Evidence
Evidence
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Evidence
Evidence
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TABLE XIII: The second group of TPs of transferring of propositions of evidences

| Propositions | TPs for proposition a | TPs for proposition b |
|--------------|-----------------------|-----------------------|
| Evidence 10  | {a → b} | {b → a} |
|              | 0.2934 | 0.1203 |
|              | {a → c} | {b → c} |
|              | 0.3014 | 0.1437 |
|              | {a → d} | {b → d} |
|              | 0.1449 | 0.1388 |
|              | {c → a} | {d → a} |
|              | 0.1400 | 0.1191 |
|              | {c → b} | {d → b} |
|              | 0.1293 | 0.1159 |
|              | {c → c} | {d → c} |
|              | 0.1293 | 0.1159 |
|              | {c → d} | {d → d} |
|              | 0.1293 | 0.1159 |
|              | {c → ϕ} | {d → ϕ} |
|              | 0.1293 | 0.1159 |
|              | {d → a} | {d → a} |
|              | 0.1293 | 0.1159 |
|              | {d → b} | {d → b} |
|              | 0.1293 | 0.1159 |
|              | {d → c} | {d → c} |
|              | 0.1293 | 0.1159 |
|              | {d → d} | {d → d} |
|              | 0.1293 | 0.1159 |
|              | {d → ϕ} | {d → ϕ} |
|              | 0.1293 | 0.1159 |

TPs of the rest of propositions are set at a very high level, which leads a higher value of IRE at the same time. On the contrary, if there exists no proposition whose value is prominently higher than others, then the TPs will retain at a relatively low standard. Besides, another reason to take the subtraction of the cardinality of propositions is that when a multiple proposition transits to a state whose corresponding propositions’ cardinality is smaller than the original one, then the increment of degree of certainty could be exaggerated appropriately because this kind of transition cause the degree of uncertainty to be reduced. All the features contribute that when the value of IRE rises, the conditions described by the evidences are more certain and when the value of IRE decreases, the whole FOD tends to become more and more uncertain.

By analysing the trend of values of the methods, some interesting points can be harvested. First, the trends of IRE and Deng entropy are completely opposite. For Deng entropy, the rise of values of entropy means that the whole FOD tends to be more uncertain and when it decreases, the FOD becomes more certain. And according to the definition of the IRE, a more certain condition is indicated when the value rises. On the opposite, if the value of IRE is lowered, the whole FOD tends become chaotic and uncertain. Due to

| Evidence | Values of propositions | Evidence | Values of propositions |
|----------|------------------------|----------|------------------------|
| Evidence 1 | {a} | 0.3287 | {b} | 0.4261 |
|           | {c} | 0.0570 | {d} | 0.0895 |
|           | {ϕ} | 0.0986 |          |          |
| Evidence 6 | {a} | 0.3700 | {b} | 0.4277 |
|           | {c} | 0.0755 | {d} | 0.0532 |
|           | {ϕ} | 0.0677 |          |          |
| Evidence 10 | {a} | 0.3963 | {b} | 0.4254 |
|            | {c} | 0.0728 | {d} | 0.0660 |
|            | {ϕ} | 0.0395 |          |          |
| Evidence 12 | {a} | 0.4135 | {b} | 0.3681 |
|            | {c} | 0.0839 | {d} | 0.0823 |
|            | {ϕ} | 0.0522 |          |          |
| Evidence 14 | {a} | 0.4126 | {b} | 0.3919 |
|            | {c} | 0.1080 | {d} | 0.0554 |
|            | {ϕ} | 0.0321 |          |          |

TABLE XIV: The evidences after modification
TABLE XV: The comparison of results of combination using two methods

| Propositions | Values of propositions |
|--------------|------------------------|
| {a}          | 0.1923                 |
| {b}          | 0.8076                 |
| {c}          | 2.2972 e – 07          |
| {d}          | 5.7334 e – 08          |
| ∅            | 5.1528 e – 12          |

Traditional method of combination

| Propositions | Values of propositions |
|--------------|------------------------|
| {a}          | 0.3380                 |
| {b}          | 0.6019                 |
| {c}          | 6.9952 e – 05          |
| {d}          | 2.0272 e – 05          |
| ∅            | 4.7365 e – 10          |

TABLE XVI: The comparison of results of uncertainty measure using three methods

| Evidences | Values of IRE | Deng entropy | Shannon entropy |
|-----------|---------------|--------------|-----------------|
| Evidence1 | 1.0634        | 2.1494       | 1.2099          |
| Evidence3 | 1.0697        | 2.1304       | 1.2222          |
| Evidence6 | 1.0842        | 2.0879       | 1.2044          |
| Evidence9 | 1.0708        | 2.1240       | 1.2541          |
| Evidence10| 1.0953        | 2.0522       | 1.2330          |
| Evidence11| 1.0912        | 2.0670       | 1.2276          |
| Evidence12| 1.0742        | 2.1130       | 1.2536          |
| Evidence13| 1.0794        | 2.1013       | 1.2342          |
| Evidence14| 1.0921        | 2.0454       | 1.2508          |

Fig. 18: The proportion of different transitions in evidence 9

Fig. 19: The proportion of different transitions in evidence 10

the reverse trend of the two methods, it can be reasonably concluded that the effectiveness of the two method is almost the same. A tiny difference is that gap between different evidences. The ones presented by IRE are less obvious than Deng entropy, considering the small differences of evidences, it is reasonable to allocate similar values of results instead of giving much more divergent values. Second, compared with Shannon entropy, it is intuitive to think that the trend of the two methods are opposite, most of the part of the broken line accords with the conclusion. However, the part of 1 to 2,

Fig. 20: The proportion of different transitions in evidence 11

Fig. 21: The proportion of different transitions in evidence 12
5 to 6 and 8 to 9 do not conform the conclusion made. For the part of 1 to 2, the mass of proposition b increases and the increment is more than the decrement of proposition a, which indicates that the effect of indicator of probability of specific propositions is strengthened. So the whole frame is supposed to become more certain instead of having a higher degree of uncertainty. And with respect to the part of 5 to 6, the increment of the proposition b is much less than the decrement of proposition a so that the effectiveness of indicator of the real situation is alleviated to some extent. Therefore, for the Shannon entropy, the value is supposed to be raised. In the last, for the part of 8 to 9, the sum of proposition a and b and the value of a increases, there is no reason to reckon the FOD become uncertain. All in all, the CRE owns all the advantages of Deng entropy and could present the credential degree of evidences directly, which simplify the process to allocate a weight to corresponding evidences in disposing information without extra operations.

V. Conclusion

In this paper, a Markov model is introduced into the GET, which enables the improved version of GET to better adapt to actual situations and an open world. The proposed model provides a completely new vision on the solution of similarity measure, certainty measure, combination of evidences and distance measure, which can offers a much better accuracy and intuitive results than other methods by utilizing every details of evidences. The Markov GET can be regarded as an optimal choice in handling information given in the form of evidence and a complete solution to obtain kinds of indexes of evidences in a reasonable manner.
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