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Abstract

Few-shot learning (FSL) attempts to learn with limited data. In this work, we perform the feature extraction in the Euclidean space and the geodesic distance metric on the Oblique Manifold (OM). Specially, for better feature extraction, we propose a non-parametric Region Self-attention with Spatial Pyramid Pooling (RSSPP), which realizes a trade-off between the generalization and the discriminative ability of the single image feature. Then, we embed the feature to OM as a point. Furthermore, we design an Oblique Distance-based Classifier (ODC) that achieves classification in the tangent spaces which better approximate OM locally by learnable tangency points. Finally, we introduce a new method for parameters initialization and a novel loss function in the transductive settings. Extensive experiments demonstrate the effectiveness of our algorithm and it outperforms state-of-the-art methods on the popular benchmarks: mini-ImageNet, tiered-ImageNet, and Caltech-UCSD Birds-200-2011 (CUB).

1. Introduction

Convolutional neural networks (CNN) trained with large-scale labeled data have achieved the competitive performance as humans in recent years. However, different from these models struggling with a few labeled instances per class, humans learn rapidly by leveraging content and prior knowledge. To address this, few-shot learning (FSL) has drawn increasing attention. FSL aims to learn a prior knowledge that can rapidly generalize to new tasks with limited samples.

The transductive learning methods \cite{omaha} \cite{paffect} \cite{fer} \cite{paffect} and metric learning methods \cite{pami} \cite{pami} \cite{pami} \cite{pami} have been promising in a recent line of works. Transductive learning has shown superior performance over inductive learning, because the unlabeled test examples are classified at once, instead of the one sample at a time as in inductive settings. Metric learning methods represent the image in an appropriate feature space and replace the fully connected layer in standard image classification \cite{pami} with the distance function, e.g. Euclidean distance or cosine distance. However, these works may lose the geometric inherent properties in the Euclidean space. Though it can be alleviated by data dimensionality reduction \cite{pami} \cite{pami} \cite{pami}, these methods are not generalized well to new tasks or easy to over-fit in the few-shot settings.

Another solution is to make use of Riemannian geometry \cite{pami}. Riemannian geometry studies real smooth differential manifolds and it defines several geometric notions, e.g. the length of a curve, with a Riemannian metric. Admitting the Riemannian geometry, the Grassmannian manifold \cite{pami} \cite{pami} and the SPD manifold \cite{pami} are highly prevalent in modeling characters of image sets and videos, where intra-class variance, e.g., illumination conditions or other scenarios, are comprised. They are capable of “filling-in” missing images. However, the advantages are based on modeling sufficient number of images for each class. It is infeasible to apply the aforementioned manifolds to FSL.

Another manifold that admits Riemannian geometry, is the oblique manifold (OM) \cite{pami}, which is an embedded submanifold with all normalized columns and it is used for independent component analysis \cite{pami}. We argue that OM is superior in FSL. The reasons are in two-fold: 1) Whitening is not required in OM. The whitening step is to estimate the covariance matrix and remove the scaling indeterminacy of data in Grassmannian manifold or SPD manifold, which is infeasible to perform whitening step for a single image classification. Without whitening, OM is free of extrinsic constraints. 2) All the columns of OM have unit Euclidean norm. OM offers an intrinsic property similar to the $L_2$ normalization in Euclidean space. In this way, the CNN features in Euclidean space can be embedded to OM more easily.

However, the absence of whitening may lead to weak generalization of OM, since the whitening step is to remove the impact of intra-variance of data. To address this, we resort to the powerful CNN to enhance the generalization, as generalization emerged from the pretrained CNN \cite{pami} \cite{pami} \cite{pami}, ensemble learning \cite{pami} or SPP \cite{pami}. However, more generalization means less discriminative
The experiments on popular datasets demonstrate that our algorithm on FSL significantly outperforms the baseline and achieves new state-of-the-art performance on all of them.

2. Related Work

**Few-Shot Learning.** Metric learning approaches are two common line algorithms in few-shot learning. Optimization-based methods adapt the model parameters to new tasks rapidly with the inner loop. Metric learning methods, which are more related to ours, target at learning a good embedding in appropriate spaces and distance function to metric the relationship of feature. These methods refer to the whole image or local areas.

Figure 1: Illustration of Oblique Distance-based Classifier (ODC), which is parameterized with Weights and Anchors. (a) Forward: more precious than Euclidean distance, the geodesic flow is transformed to a vector in the tangent space by Log. (b) Backward: parameters in Euclidean space are updated in the directions of negative gradient, while manifold-valued parameters are updated along the manifold by Exp. Best viewed in color.

CNN [39]. Recent works show that discriminative local regions can be enriched when training with self-attention networks. Inspired by these works, to improve the generalization of OM without losing the discriminative representation, we propose a non-parametric region self-attention with spatial pyramid pooling (RSSPP). Specially, given a CNN feature map from a single image, RSSPP applies multi-kernel max-pooling similar to SPP [19] to enhance the generalization of features. Then, RSSPP employs the self-attention mechanism to improve the discriminative ability. Note that our RSSPP is non-parametric and avoids over-fitting in FSL.

After applying RSSPP, to take advantage of the aforementioned properties of OM, we map the Euclidean features to embedded features on OM. Since distance-based classifier is widely used in FSL [4, 51], we present a novel oblique distance-based classifier (ODC) to classify the manifold-valued features. As illustrated in Figure 1, ODC is parameterized with weights and anchors. Both are members of OM, where the weights put emphasis on classifying points by the precise geodesic distance, and the anchors are points of tangency, which determine the tangent spaces. The tangent spaces offer Euclidean properties, so we can employ modern machine learning tools to perform classification with an iterative way. In the forward pass, the geodesic distance is transformed to the vector in tangent spaces at the anchors with the logarithmic map (Log). During the backward pass, the gradient is computed, mapped back to the geodesic flow by exponential map (Exp), and used to update the parameters without leaving manifold.

As the representation ability of tangent spaces decreases a lot when points are too far from anchors [47], the anchors need to be initialized appropriately. We argue that the anchors should be in the neighborhood of the Karcher mean (KM) among associated points. Considering the potential ill-distribution gap between the train samples and the test samples, we initialize the anchors by selecting samples in the transductive settings, and design a weighted loss function to integrate the tangent spaces. Furthermore, considering the calculation of KM is an NP-hard problem, we propose a pseudo-KM method to utilize the weighted mean (i.e., inner product) operation on the features in Euclidean space, and then embed the mean feature to OM. Empirically we observe the initialization of weights is also critically important. Similar to the anchors, we calculate prototypes and embed the prototypes to OM as the initial value of weights.

Finally, we acquire the classification scores by performing weighted sum over softmax on the Euclidean distance in tangent space. The effectiveness of our method is demonstrated by extensive experiments on multiple datasets. To conclude, our main contributions are summarized as follows:

- To our best knowledge, it is the first time to model FSL on OM, which intrinsically satisfies the normality constraint and without the need for whitening.
- We propose a non-parametric RSSPP. It applies the multi-kernel max-pooling similar to SPP to enhance generalization and the self-attention mechanism to improve discriminative ability.
- To perform classification in the oblique manifold, we propose the ODC parameterized with weights and anchors. ODC is initialized with a carefully designed strategy. We also design a weighted sum loss function over the anchors, and utilize the exponential map to update the weights and anchors.
- The experiments on popular datasets demonstrate that our algorithm on FSL significantly outperforms the baseline and achieves new state-of-the-art performance on all of them.

\(^1\)We also refer to the embedded features as manifold-valued features or points to be distinguished from features in Euclidean.
regions \[63, 10\] as embedding. However, they all compute distance in the Euclidean space. Instead, we utilize the geodesic distance in the oblique manifold.

Recently, fine-tuning methods \[8, 51\] have shown that a pretrained in base datasets also provide a good embedding for news tasks, and they only fine-tune the last classifier layer. Transductive learning \[32, 40, 60, 66\] is another technique that classifies unlabeled data at once, instead of the one-by-one sample in inductive methods. TIM \[4\] maximizes the mutual information between the unlabeled data and the label probability together with the supervised loss and the one-by-one sample in inductive methods. TIM \[4\] maximizes the mutual information between the unlabeled data and the label probability together with the supervised loss during fine-tuning. Based on Tim, we propose a novel weighted sum loss function.

**Manifold Learning.** Manifold learning, including dimensionality reduction \[22, 50, 21\] and Riemannian manifolds learning \[18, 16, 15, 26, 35, 58\] has attracted significant attention in the past few years. Popular manifolds, e.g. Grassmannian manifolds \[5, 55\] and SPD manifolds \[23, 26\], leverage modern Euclidean machine learning tools and maintain the structure of the manifolds meanwhile. Recently, Souza et al. \[47\] propose to transform the manifold points to tangent vectors at random tangency points by logarithmic map. However, they all focus on image sets and video data, while we solve the single image classification in the oblique manifold. Furthermore, different from Souza et al. \[47\], the tangency points in our method are defined carefully.

**Other Related Work.** Descriptors, e.g., modern CNN \[20\], have been utilized to encode an image to capture as much generalization as possible in recent years. Self-attention \[6, 13\], e.g., spatial attention \[56\] and channel attention \[49\], are applied in computer vision as a complement to the whole features \[59, 23, 65\] to enrich discriminative information. In this work, we employ SPP \[19\] and spatial attention to make a trade-off between generalization and discriminative ability. Different from them, no extra parameters in our method ensures to avoid over-fitting.

3. Preliminaries

Before presenting the methods, we give a brief overview of the oblique manifold geometry and the few-shot problem.

### 3.1. Oblique Manifold

The **oblique manifold** (OM) \(\mathcal{O}(n, p)\) is defined as a set of matrix in \(\mathbb{R}^{n \times p}\) with unit Euclidean norm columns \[52, 41\]. Formally, OM is defined by:

\[
\mathcal{O}(n, p) = \{ Y \in \mathbb{R}^{n \times p} : \text{diag}(Y^T Y) = I_p \} \tag{1}
\]

where \(\text{diag}(\cdot)\) denotes the diagonal matrix.

### 3.2. Tangent Spaces

A tangent space \(T_K \mathcal{O}\) is the set of all tangent vectors to \(\mathcal{O}\) at point \(K\). It provides a local vector space approximation of the manifold. Any tangent vector \(\dot{K}\) must meet this constraint: \(K^T \dot{K} + \dot{K}^T K = 0\). To be exact, the tangent space at \(K\) on OM is calculated by:

\[
T_K \mathcal{O}(n, p) = \{ \dot{K} \in \mathbb{R}^{n \times p} : \text{diag}(K^T \dot{K}) = 0 \} \tag{2}
\]

3.3. Exponential and Logarithmic Maps

Given a length \(t\) on a geodesic \(\gamma(t)\), where \(\gamma(0)\) is a start point, \(\gamma'(t)\) is a direction, the specific points are obtained by the exponential map \(\exp: \mathcal{O} \times \mathbb{T} \mathcal{O} \times \mathbb{R} \rightarrow \mathcal{O}\). Specially, we denote \(\gamma(t) = \exp_{\mathcal{K}} H\), which shows point \(\gamma(t)\) in geodesic emanating by:

\[
\exp_{\mathcal{K}}(H) = K \cos(t \| \dot{K} \|) + \frac{\dot{K}}{\| \dot{K} \|} \sin(t \| \dot{K} \|) \tag{3}
\]

\(|\cdot|\) refers to the Frobenius norm in the ambient space, \(H = t \gamma'(0), \gamma(0) = K\) and \(\gamma'(0) = \dot{K}\).

Logarithmic map is the inverse of exponential map. Given two points \(K\) and \(X\) on OM, we denote \(H = \log_K X\) where \(\log : \mathcal{O} \times \mathcal{O} \rightarrow T\mathcal{O}\). It outputs the tangent vector \(H\) at \(K\) pointing towards \(X\), describing the shortest path curve from \(K\) to \(X\). Formally, Log is written as:

\[
\begin{align*}
\text{dist}(K, X) &= \sqrt{\sum_{i=1}^{p} \arccos^2(\text{diag}(K^T X))_i} \\
\text{P}_k(X - K) &= (X - K) - K \text{diag}(K^T (X - K)) \\
\log_K(X) &= \frac{\text{dist}(K, X)}{\| \text{dist}(K, X) \|} \text{P}_k(X - K) \tag{4}
\end{align*}
\]

3.4. Few-Shot Learning

Given a **base** training set \(\mathbb{D}_{\text{base}} := \{ I_i, y_i : I_i \in \mathbb{I}_{\text{base}}, y_i \in \mathbb{C}_{\text{base}} \}_{i=1}^{N_{\text{base}}}\), \(I_i\) denotes raw image sample \(i\) from base image set \(\mathbb{I}_{\text{base}}\) and \(y_i\) is its associated label in the base training set \(\mathbb{C}_{\text{base}}\). In the few-shot scenario, given a **novel** test set \(\mathbb{D}_{\text{novel}} := \{ I_i, y_i : I_i \in \mathbb{I}_{\text{novel}}, y_i \in \mathbb{C}_{\text{novel}} \}_{i=1}^{N_{\text{novel}}}\), where \(\mathbb{D}_{\text{base}} \cap \mathbb{D}_{\text{novel}} = \phi\), we create the c-way \(k_S\)-shot tasks randomly sampled with a few number of examples. Specially, we sample \(c\) classes from \(\mathbb{C}_{\text{novel}}\) and for each sampled class we choose \(k_S\) samples randomly. These selected samples form **support** set \(S\) with size \(|S| := k_S \times c\). Similarity, we obtain **query** set \(Q\) with size \(|Q| := k_Q \times c\) by sampling \(k_Q\) unlabeled (unseen) examples for each classes randomly.

4. Method

In this section, we firstly present the detail of RSSPP. Then, we describe the embedded method on OM. Next, we design ODC and show the strategy for initializing parameters. Finally, we reveal the loss function and optimization on OM. The overview of our method is illustrated in Figure 2.
4.1. Region Self-Attention with Spatial Pyramid Pooling

To make a trade-off [39] for features between generalization and discrimination from a single image, we offer the non-parametric region self-attention with spatial pyramid pooling (RSSPP). As illustrated in Figure [3] given an image $I$ and a pre-trained CNN $\varphi$ from the base datasets, we obtain the image features $F \in \mathbb{R}^{n \times h \times w}$ by $F := \varphi(I)$, where $n$, $h$, and $w$ denote the feature dimension, the spatial height and width of the feature map respectively. To get the generalization feature set $F_{\varphi}$, the RSSPP utilizes multi-kernel max-pooling similar to SPP:

$$s_i := \left\lfloor \frac{h}{i} \right\rfloor, \left\lfloor \frac{w}{i} \right\rfloor$$
$$k_i := \left( h - (i + 1) \cdot \left\lfloor \frac{h}{i} \right\rfloor, w - (i + 1) \cdot \left\lfloor \frac{w}{i} \right\rfloor \right)$$
$$F_{\varphi} := \left\{ F_i := \text{MP}(F, k_i, s_i) \in \mathbb{R}^{n \times h \times w} \right\}_{i=1}^{p}$$

(5)

where $\text{MP}(\cdot)$ denotes the max-pooling operator, $p$ is the number of kernels satisfying $p < \min(h, w)$, $k_i$ is the max-pooling kernel size, $s_i$ is the stride, and $\lfloor \cdot \rfloor$ is the largest integer that is less than or equal to $\cdot$. Next, to improve discriminative ability, we utilize the self-attention mechanism and denote the key encoder, value encoder and query as:

$$k_i := \text{GAP}(F_i) \cdot \text{GAP}(F_p) + \text{GAP}(F)$$
$$v_i := \text{GAP}(F_i)$$
$$q := \text{GAP}(F_p)$$

(6)

where $k_i, v_i, q \in \mathbb{R}^n$, $F_i \in F_{\varphi}$ and GAP is the global average-pooling. To the end, the key encoder enhances the local discriminative region furthermore, the value encoder encodes the current feature map and the query encoder stands for applying the global average pooling on the whole feature map. Finally, following the self-attention and the residual shortcut (SA), we obtain the features $x_i^*$:

$$x_i^* := \text{SA}(q, k_i, v_i) := \text{softmax}\left(\frac{q k_i^T}{\sqrt{n}}\right)v_i + v_i$$

(7)

Finally, we collect the feature matrix $X^* \in \mathbb{R}^{n \times p}$ by $X^* := \text{Cat}(\{x_i^*\}_{i=1}^{p})$, where $\text{Cat}(\cdot)$ denotes concatenating the given sequence of features. For simplicity, we formulate the series connected functions in this section as RSSPP:

$$\text{RSSPP} := \text{Cat} \circ \text{SA} \circ \text{MP} \circ \varphi$$

(8)

In FSL, we obtain the support features set $S^* := \{X_S^* := \text{RSSPP}(I) \in \mathbb{R}^{n \times p}\}_{I \in S}$ and the query features set $Q^* := \{X_Q^* := \text{RSSPP}(I) \in \mathbb{R}^{n \times p}\}_{I \in Q}$.

4.2. Embedded on the Oblique Manifold

Since $\text{diag}(X^* \cdot X^*) \neq I_p$, the feature matrix $X^*$ is not a member of OM. We apply a projector $P_x(\cdot)$ to get the manifold-valued feature matrix $X$:

$$X := P_x(X^*) = \text{Cat}(\{x_i^* \| x_i^* \|_{1=1}^{p})$$

(9)

In this way, the support embedding set and query embedding set are collected as $S := \{X_S = P_x(X_S^*) \in \mathbb{R}^{n \times p}\}$ and $Q := \{X_Q = P_x(X_Q^*) \in \mathbb{R}^{n \times p}\}$ respectively.

4.3. Classification on the Oblique Manifold

In this work, we define the oblique distance-based classifier (ODC) with weights $W := \{W_k \in \mathbb{R}^{n \times p}\}_{k=1}^{k}$ and
and only if where

\[ X \]

compute and modern Euclidean transformation cannot be applied directly. Since the tangent vector offers Euclidean properties, we transform the geodesic distance as the tangent vector \( H \), which is the shortest path from anchor \( K_i \) pointing towards \( X \) on OM by Log. Then, we use softmax to calculate the distribution.

Specially, following Equation 4 we acquire the support and query tangent vectors \( H_t \) by \( H_t = \log_{K_i} (X) \) where \( X \in \mathbb{S} \) or \( \mathbb{Q} \) and weights tangent vectors \( H_t^{W_k} \) by \( H_t^{W_k} = \log_{K_i} (W_k) \) at each anchor \( K_i \) respectively. The distribution over classes \( P(y = k | X, K_i, W) \) in the tangent spaces is denoted as \( P_{k,t}^X \):

\[
P_{k,t}^X = \exp(-\gamma \| H_t - H_t^{W_k} \|^2) / \sum_{k'} \exp(-\gamma \| H_t - H_t^{W_{k'}} \|^2)
\]

where \( \gamma \) is a temperature parameter, and \( X \in \mathbb{S} \) or \( \mathbb{Q} \).

### 4.4. Optimization on the Oblique Manifold

**Classification Loss.** We follow TIM [4] and define the cross-entropy loss \( L^{ce} \) with regard to the supervised support set, and the weighted mutual information \( L^{mi} \) for the unlabeled query samples in the tangent spaces as:

\[
L^{ce}(\mathbb{W}, K_i) := -\frac{1}{|\mathbb{S}|} \sum_{X \in \mathbb{S}} \sum_{k=1}^c \delta(y(X) = k) \log(p_{k,t}^X)
\]

\[
L^{mi}(\mathbb{W}, K_i) := -\frac{1}{|\mathbb{Q}|} \sum_{X \in \mathbb{Q}} \sum_{k=1}^c p_{k,t}^X \log(p_{k,t}^X) + \alpha \frac{1}{|\mathbb{Q}|} \sum_{X \in \mathbb{Q}} \sum_{k=1}^c p_{k,t}^X \log(1/|\mathbb{Q}|) \sum_{X \in \mathbb{Q}} p_{k,t}^X
\]

with non-negative hyper-parameter \( \alpha = \lambda = 0.1 \).
weight factor is suitable and vice versa. However, when $K$ signifies the result is available. “Trans.” and “Indus.” stand for the transductive and instructive settings. The support set and the query set. It conveys that the support set.

\[
\log(\tau) = \frac{1}{\tau(2\tau-\tau)^2 + \tau^2}
\]

Finally, the predicts of query $s^X$ are:

\[
s^X := \arg \max \left\{ \frac{1}{\tau(2\tau-\tau)^2 + \tau^2} \cdot \frac{\tau}{\tau > 0} \right\}
\]

where $X \in \mathbb{Q}$ and the classification loss $\mathcal{L} := \mathcal{L}(X, W)$ is:

\[
\mathcal{L}(\mathbb{W}, K) := \sum_{t=0}^{r} (\mu(t) \mathcal{L}^\infty(\mathbb{W}, K_t) + (1 - \mu(t)) \mathcal{L}^{m\hat{i}}(\mathbb{W}, K_t)) \quad (16)
\]

Optimization. Both $\mathbb{W}$ and $K$ have a similar optimization process. As an example, $\mathbb{W}$ is updated by Riemannian stochastic gradient descent (RSGD) which updates parameters along the shortest path in manifold and avoiding leaving the manifold.

Finally, we project the Euclidean gradient $\nabla_{\mathbb{W}} \mathcal{L}$ with respect to $\mathbb{W}$ by $\nabla_{\mathbb{W}} \mathcal{L} := \frac{d}{d\mathbb{W}} \mathcal{L}(\log_{K} X, \log_{K} W)$. Then, we project the Euclidean gradient $\nabla_{\mathbb{W}} \mathcal{L}$ to Riemannian gradient $G_{\mathbb{W}} \mathcal{L}$, which means the tangent vectors $\nabla_{\mathbb{W}} \mathcal{L}$ at $\mathbb{W}$ pointing to the updated parameters $\mathbb{W}^{(k+1)}$. Referring to Equation $\mathbb{W}^{(k+1)}$ is computed by:

\[
\mathbb{W}^{(k+1)} := \exp_{\mathbb{W}^{(k)}} - \lambda_r \nabla_{\mathbb{W}} \mathcal{L} \quad (17)
\]

where $\lambda_r$ is the learning rate of RSGD. The pseudo-code for classification on OM is shown in Algorithm 1.
Scores

| Method       | Type | 1-shot | 5-shot | M → C   |
|--------------|------|--------|--------|---------|
| MAML         | Induc| 68.42  | 83.47  | 51.34   |
| MatchingNet  | Induc| 73.49  | 84.45  | 53.07   |
| ProtoNet     | Induc| 72.99  | 86.64  | 62.02   |
| RelationNet  | Induc| 68.58  | 84.05  | 57.71   |
| IFSL         | Induc| -      | -      | 60.05   |
| Chen         | Induc| 67.02  | 83.58  | 65.57   |
| SimpleShot   | Induc| 70.28  | 86.37  | 65.63   |
| S2M2         | Induc| 71.81  | 86.22  | 70.44   |
| DeepEMD      | Induc| 75.65  | 88.69  | -       |
| IFSL         | Trans.| -     | -      | 62.07   |
| LaplacianShot| Trans.| 80.96  | 88.68  | 66.33   |
| TIM          | Trans.| 82.2   | 90.8   | 71.0    |
| **Ours**     | Induc.| 78.24  | 92.15  | 72.47   |
| **Ours**     | Trans.| **85.87** | **94.97** | **74.11** |

Table 2: Results for 5-shot and 1-shot CUB, and 5-shot for \( \tau \) TIM [4], we set \( \alpha = 0 \) along with 95% confidence interval. To stay in line with from test datasets randomly and report the average accuracy are fixed during fine-tuning phase. We evaluate 4000 tasks utilize label-smoothing with the parameter 0.1.

5.2. Datasets

Three popular benchmark datasets are conducted: mini-ImageNet [53], tiered-ImageNet [42], and Caltech-UCSD Birds-200-2011 (CUB) [54].

5.3. Comparison with State-of-the-Art Methods

Few-shot image classification. From Table 1 we can observe that our method outperforms the state-of-the-art in the transductive settings, and the gains are consistent with different network models and datasets. Note that our inductive model beats other inductive methods in 5-shot scenario. It shows that OM is more discriminative than Euclidean space and with more data the generalization ability of OM are enhanced rapidly.

Fine-grained image classification. Table 2 reports the results of fine-grained 5-way 5-shot classification on CUB. Our transductive method outperforms the best state-of-the-art by about 3.6% and 4.2% margins in 1-shot and 5-shot respectively. This shows that precise geodesic distance is more suitable than Euclidean distance to distinguish close features.

Cross-domain (mini-ImageNet \( \rightarrow \) CUB). Cross-domain few-shot classification is a challenging scenario. Following [7], we train ResNet-18 with training set from mini-ImageNet and validation set from CUB. The results

...
Table 3: The effectiveness of RSSPP, ODC and transductive on mini-ImageNet, tiered-ImageNet, and CUB, with backbone WRN28-10, WRN28-10 and ResNet18 respectively.

| Riemannian | ODC   | RSSPP | Trans. | mini-ImageNet 1-shot | 5-shot | tiered-ImageNet 1-shot | 5-shot | CUB 1-shot | 5-shot |
|------------|-------|-------|--------|----------------------|--------|-----------------------|--------|------------|--------|
| Euclidean  | ✗     | ✗     | ✗      | 65.25                | 82.17  | 70.19                 | 85.51  | 76.80      | 90.31  |
| Euclidean  | ✗     | ✓     | ✓      | 66.39                | 83.33  | 64.26                 | 84.19  | 81.25      | 91.86  |
| L2-Euclidean| ✗   | ✗     | ✓      | 67.61                | 82.24  | 66.50                 | 84.00  | 77.30      | 90.10  |
| L2-Euclidean| ✗   | ✓     | ✓      | 68.33                | 83.83  | 65.78                 | 84.25  | 81.22      | 92.48  |
| Oblique    | ✓     | ✗     | ✗      | 66.00                | 84.34  | 71.29                 | 87.27  | 77.98      | 91.51  |
| Oblique    | ✓     | ✓     | ✗      | 66.78                | 85.29  | 71.54                 | 87.79  | 78.24      | 92.15  |
| Oblique    | ✓     | ✗     | ✓      | 80.22                | 88.71  | 84.70                 | 91.20  | 85.01      | 94.37  |
| Ours       | ✓     | ✓     | ✓      | 80.64                | 89.39  | 85.22                 | 91.35  | 85.87      | 94.97  |

in Table 2(rightmost column) is evaluated on 5-way 5-shot from test set of CUB. We can observe that both our methods outperform others by about 3% margins.

5.4. Ablation Study

Effects of RSSPP, ODC, and transductive. To check the effectiveness of components of our method, we made some comparison experiences. Results are reported in Table 3. In the first row, we replace the oblique manifold with Euclidean space, remove RSSPP and transductive settings, i.e., τ = p = 0, and utilize the global average-polling directly. In this way, the model acts as transforming features by centering [57]. The third and fourth rows show results of Euclidean with L2-normalization (noted “L2-Euclidean”) to compare the geodesic distance and Euclidean distance. We also carry out experiments to illustrate the efficacy of modules individually. The deference between the first four rows and the last four rows is: 1) The former are based on Euclidean distance while the latter are based on geodesic distance. 2) Parameters of the former are updated in Euclidean space while parameters of the latter are updated along the surface of manifold. The results show that the scores gain about 0.5% by RSSPP and 1%-3% by ODC in the transductive settings, and the ODC is better than Euclidean classifier.

Effects of τ and p. We conduct an ablation study on the effect of p and τ. Figure 4(a) is the contour plot that depicts how classification scores change with p and τ in 5-shot settings on WRN28-10, where p ranges from 1 to 11, τ ranges from 1 to 20, and both are integers. It can be observed that: 1) The larger p, the better scores may be due to a better generalization and discriminative ability. 2) As τ increases, the higher scores. The reason is that more local approximate representations are utilized. However, the scores do not increase steadily. The explanation may be that the weight factor of single well-approximated representation decreases in the proportion of total representations according to Equation 16.

The initialization of anchors and weights. We also study the effect of initialization of anchors and weights. The results are reported in Figure 4(b) with chartreuse green. We observe that anchors with random initialization perform the worst. It hardly catches the local approximate representation without considering the structure of manifold-features, and the parameters may be updated in the wrong direction. Random initialization of weights also leads to worse performance than our method by 0.15% margin, which shows that it is necessary to initialize weights carefully.

The Weight factor of Loss. For multi-tangent spaces, suitable weight factors are required to determine the importance of scores according to the anchors, which engendered by the ratio of support points and query points. We propose another three functions of weight factors: 1) Uniform distribution, the factors of all terms are the same, i.e., µ(t) = 1/τ. 2) Linear function, the factors are reduced linearly, i.e., µ(t) = 1 − t/τ. 3) Quadratic function when t moves far, the factor is reduced sharply, i.e., µ(t) = 1 − (t/τ)^2. We conduct experiments to compare these factor functions, and the results are shown in Figure 4(b) with deep sky blue. Our method outperforms best over all τ.

6. Conclusion

In this paper, we leverage the geodesic distance on the oblique manifold to solve the few-shot classification. The geodesic distance is transformed to vector in the tangent space and the modern machine learning tools can be utilized. We introduce a novel RSSPP for balancing generalization and discriminative ability, oblique distance-based classifier with new initial methods and a novel loss function for accurate classification. Finally, We validate the effectiveness on popular datasets. In the future, we will focus on how to integrate the local tangent space effectively or optimize the oblique manifold directly without resorting to the tangent space.
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