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ABSTRACT

The coronavirus pandemic has affected people all over the world and posed a great challenge to international health systems. To aid early detection of coronavirus disease-2019 (COVID-19), this study proposes a real-time detection system based on the Internet of Things framework. The system collects real-time data from users to determine potential coronavirus cases, analyses treatment responses for people who have been treated, and accurately collects and analyses the datasets. Artificial intelligence-based algorithms are an alternative decision-making solution to extract valuable information from clinical data. This study develops a deep learning optimisation system that can work with imbalanced datasets to improve the classification of patients. A synthetic minority oversampling technique is applied to solve the problem of imbalance, and a recursive feature elimination algorithm is used to determine the most effective features. After data balance and extraction of features, the data are split into training and testing sets for validating all models. The experimental predictive results indicate good stability and compatibility of the models with the data, providing maximum accuracy of 98% and precision of 97%. Finally, the developed models are demonstrated to handle data bias and achieve high classification accuracy for patients with COVID-19. The findings of this study may be useful for healthcare organisations to properly prioritise assets.

1. Introduction

The Internet of Things (IoT) connects tangible objects to the Internet and enables them to send and receive data. The concept of the IoT is influenced by sensors, machine learning (ML), real-time analytics, and embedded systems. In December 2019, the coronavirus disease (COVID-19) was first reported in Wuhan, China, that rapidly spread around the world. The World Health Organisation [1] declared the COVID-19 outbreak a pandemic and recommended various equipment and mechanisms to rapidly detect cases with the maximum threat of illness and mortality. The coronavirus pandemic has posed a challenge to international health systems, leading to drastic increased requirement of testing and hospitalisation for diagnosis and treatment of affected patients, given the uncontrolled
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emergence of different variants of SARS-CoV2. Although COVID-19 affects humans in various ways, more than 80% of the cases with mild-to-moderate disease improve without hospitalisation. The most common signs and symptoms of this disease are fever, dry cough, and tiredness, which appear with mild intensity at the onset in all infected people. Moreover, other signs such as chest pain and fatigue can appear in some patients [2]. Artificial intelligence (AI) and deep learning (DL) algorithms, which can be considered a useful technology for improving common diagnostic methods such as chest X-ray, computed tomography (CT), and reverse transcription polymerase chain reaction (RT-PCR), have been applied to accurately diagnose COVID-19. As an essential approach to rapidly identify infection, development of technologies such as non-human thermal screening using drones is desired [3].

The main advantage of AI-based platforms is that they accelerate the diagnosis and treatment of COVID-19 [4], thus showing great potential to drastically improve and promote health research. Among the various applications of AI to solve real-time problems [5], its application to effectively manage health crises can help improve the accuracy and speed of case identification through data retrieval. The applications of ML methods and statistical models to perform various tasks without explicit commands have been described in a systematic review [6], and ML techniques are currently being used for predictions all over the world because of their accuracy. However, the ML approach has some limitation due to factors such as the low quality of online databases. One of the problems with model learning or selecting the optimal ML model for forecasting, for example, is determining the appropriate parameters [7]. To achieve predictions based on the available data, researchers use ML models that best fit the dataset.

Previous studies have reported that the effectiveness of medical data models depends primarily on increasing recognition of classifiers and retraining of reference models [8,9]. The problem of imbalance in medical datasets, which biases the model towards the group with the largest sample size in the training process, remains to be addressed. Furthermore, feature selection is an important issue and includes selecting a subset of elements to represent data classes. The feature selection is the basis of two important aspects: First, the function must filter out noise and eliminate redundant functionality, which can lead to a significant loss of detection accuracy. In this study, a grid-search algorithm is evaluated and validated by focusing on the feature selection process by using an advanced system rather than a traditional approach. The findings of this study can be used to assess the effectiveness of a DL model in improving imbalanced datasets and achieving accurate detection systems.

In this study, a new hyper ML method is proposed to manage highly imbalanced datasets and contradicting features. In an imbalanced dataset, the number of samples in one class is extremely lower than that in other classes; the class containing the large number of samples is called the major class, whereas that with a few samples is called the minor class. For diagnosing COVID-19 infection, ML techniques have proven to be useful, owing to a dramatic increase in the percentage of infected people and lack of experience about this disease [10]. As one of the powerful ML techniques, the synthetic minority oversampling technique (SMOTE) can solve the imbalanced dataset problem by generating new samples for the minor class in the dataset by using the k-nearest neighbour (KNN) algorithm and subsequently providing nearly equal classes. However, in this technique, highly relevant features are not effectively chosen from the original dataset, which leads to poor classification accuracy. This problem can be addressed using Recursive feature elimination (RFE), which is an effective technique for removing less-important features from the dataset. In this research, we develop and implement different ML systems for detecting COVID-19 infection by using the SMOTE and RFE on the basis of an optimised DL model.

The contributions of this paper are as follows: The hyperparameters for each DL model are optimised by grid search. Using a new hyper preprocessing approach to balance the data samples in each class and RFE, the processing time is reduced by removing contradictions from the dataset. Based on the proposed approach, the DL models using the COVID-19 dataset can accurately predict clinical outcomes. To our knowledge, a few studies have discussed COVID-19 infection with laboratory findings. Hence, this work may motivate researchers to test the models by using diverse laboratory data.

The remainder of the paper is organised as follows. Section 2 briefly presents the latest studies related to this work. Section 3 presents the methodology of the proposed ML system. Section 4 presents the results, including Fig.s and tables, of the performance evaluation experiments comparing the proposed method and previous methods. Section 5 presents the limitations of our research. Finally in Section 6, we present conclusions and future recommendations.

2. Related Work

Recently, extensive research has been conducted on COVID-19, with a focus on the origin, genetic structure, and distribution of the virus [11]. Prediction of the clinical outcome for patients affected by COVID-19 is, however, difficult because of the various confounding factors that affect patient classification, such as imbalanced datasets, nonsignificant features, and training time. Addressing these problems is crucial to help health organisations better understand and define medical outcome.

Early detection of COVID-19 is crucial to minimise transmission and improve patient care. Separating or isolating healthy persons from the infected or suspected COVID-19 carriers has proven to be the most effective measure to avoid COVID-19 transmission [12]. Radiology and imaging, particularly chest CT scans, are useful techniques for determining the COVID-19 stages and potential risks to the lungs of the patients [9]. META-COVID19 is a novel metaheuristic framework that employs generalised Boltzmann distribution and a Jacobi polynomial family to dynamically describe COVID-19 spread without any prior data or help of a human expert [13]. This method adopts the daily record of incidents as the input and outputs a polynomial mathematical model. The framework requires only one parameter, namely the number of Jacobi polynomials, to evaluate the entire iterative procedure. Finally, a theoretical mathematical study was used to establish the applicability of META-COVID19 models to comprehend features of COVID-19’s spread through time. Four ML classifiers as well as the SMOTE were applied. The Shapley Additive Explanations (SHAP) approach was used to determine the weightage of each feature; it was revealed that eosinophils, leukocytes, and platelets were the most important blood parameters for distinguishing COVID-19 infection in the samples. These classifiers can be used in combination with RT-PCR testing to
improve sensitivity as well as in emergency situations such as a pandemic outbreak caused by new viral strains. The promising findings of this study suggest that an automated framework might help doctors and medical workers diagnose and screen patients [14]. Next, ML classification methods were used to forecast the severity of COVID-19 infection [15]. In these methods, multilayered perception (MLP), XGBoost, and logistic regression categorised patients with 91% accuracy. The study also described possible fact-analysis programmes on various key aspects of COVID-19.

In another study [16], 11 clinical features were examined, and six different models were implemented: a KNN model, logistic regression model, two decision trees, a support vector machine (SVM) and a random forest classifier. The classifier worked best with the SVM classifier, providing 80% accuracy. In [17], the dataset collected from the Israel Albert Einstein Hospital in Sao Paulo, Brazil, which is the same as our dataset, was used to develop various DL applications to predict the diagnosis of COVID-19; among the compared models, the CNN-LSTM-hyper model performed the best with an accuracy of 92% and area under the curve (AUC) of 90%.

In another study, two ML models were used in the context of text analysis, and their effect on the classification of the length of tweets related to coronavirus was examined. The models achieved 91% accuracy for short tweets, whereas the Naive Bayesian approach and logistic regression approach provided conservative accuracy of up to 74% for shorter tweets [18]. Furthermore, an expert model mainly based on the artificial neural network (ANN) and deep extreme learning machine (DELM) was developed [19]. This model showed high potential for predicting coronavirus outbreaks in exclusive areas and achieved great strides. Furthermore, different numbers of hidden neurons were described, and multiple activation options and functions were used to accurately correlate various DELM parameters to achieve the optimal shape.

In the aforementioned studies that have used medical datasets, the majority of categories in the data were not improved, which leads to bias of the models towards the groups with the largest number of samples in the training process. Therefore, the present study aims to address this issue by developing a system that provides relatively higher prediction accuracy than previous systems.

3. Methodology

In this section, we describe the structure of our methodology used to solve the problems in medical datasets. The main objective of the proposed methodology is to create an efficient ML system that can enhance the prediction of an imbalanced medical dataset and other datasets.

Our methodology involves five steps: (1) preprocessing of the COVID-19 dataset, (2) splitting the dataset into training and testing sets, (3) establishing the theoretical frameworks of ML methods, (4) determining the optimal hyperparameters for the ML models, and (5) evaluating the ML models on various classification matrices. The stages of the methodology are outlined in Fig. 1 and described in detail in the following subsections.

3.1. Data Description

The dataset consists of several laboratory results that were obtained from the Albert Einstein Hospital located in Brazil, provided from Kaggle. Samples of patients with COVID-19 were collected during the primary months of 2020. The dataset consists of 111 laboratory results from 5,644 patients, without records on patients’ sex.

![Fig. 1. Machine learning flowchart for COVID-19 models.](image-url)
3.2. Dataset preprocessing

The dataset has numerous missing data, which may lead to error when passed as the input. To solve this problem, we eliminated all the features that had more than 90% missing values to ensure that minimum information is obtained for each feature. Then, we eliminated the records that had a high missing value. Thus, the number of patients decreased from 5,644 to 600; this number is similar to that of other studies on this dataset [15,16]. Dealing with categorical data was another problem in this dataset; because ML uses mathematical equations, all data must be passed as numeric inputs. Therefore, we used labels with a unique number for the categorical variables in every record in the columns.

3.3. Synthetic minority oversampling technique (SMOTE)

The general problem with medical data is data imbalance, which occurs when the number of patients is lower than the number of non-patients. This poses a significant challenge in ML calculations. Oversampling algorithms, in contrast to undersampling approaches, do not process majority samples but increase minority samples to boost category efficiency. The SMOTE [20] creates synthetic minority samples by interpolating a randomly chosen and homogeneous neighbouring sample, which can improve the detection rate of the minority samples. Overlapping samples, boundary samples, noise samples, and other issues may arise as a result of the rules used to generate the new samples. To overcome these problems, in [21], a combined method of cleaning and retrieval was proposed, which clears the selection boundaries before placing the sample in the minority class to eliminate the boundary sample affecting the selection. In another study, Gaussian-SMOTE was used mainly on the basis of the Gaussian function. This sample distribution is calculated by the Gaussian function to control for minority sample fitting, thus effectively solving the problem of marginal sampling.

3.4. Recursive feature elimination (RFE)

To determine the necessary classes, identifying the attributes that are appropriate or most important to the classification is essential. Generating a subset of candidates involves searching for a feature subset, which is then used as an input for the evaluation process. The feature selection algorithm begins by choosing an initial subset on the basis of three stages of subset formation: (1) The subset is initially empty, and during search, the algorithm adds individual features one by one to this subset (called forward search); (2) If the original subset is identical to the feature set of a particular dataset, inappropriate or redundant features will expire from the original section during the search (called reverse search); (3) the initial subset is randomly generated and functions are inserted or removed one by one as the search progresses [22]. A large number of features is another problem posed by this dataset. More than 100 features exist, and if all of them are used in the training stage, the processing time increases and predictability decreases. Furthermore, other problems such as duplicate features, choosing ineffective features, and high contradiction between features are encountered. To solve all these problems, we use RFE, which is one of the Sklearn methods that can work with any estimator.

3.5. Optimization of machine learning system

The working of DL and ML algorithms differs. Until recently, DL algorithms were restricted in terms of strength and complexity. With scientific revolution, larger and deeper networks have gained demand to manage large data, and machines are being used to learn, monitor, and interact with complex conditions in a better and more efficient manner than humans can. In this research, we develop and evaluate different models with laboratory data to classify COVID-19 infection. The models that we train are ANN, convolutional neural networks (CNN), and AdaBoost. The ANN is a part of DL methods and includes a series of simple, connected adaptive neural nodes to simulate the human brain. It is mainly based on complex mathematical models and advanced software tools. The CNN [17] is a class of neural networks that has hidden layers called convolutional layers and is able to detect patterns. For achieving pattern recognition, the CNN is applied in image analysis research. The model can also be used on one-dimensional sequences of data. It learns to extract features from the sequence of observations, which is in contrast to ML. AdaBoost is one of the ensemble boosting classifiers. A recurrent neural network (RNN) is a form of neural network that evaluates the flow of data through a hidden layer unit. It is determined by the results of the previous calculation series. Many areas including text processing, speech recognition, and health industry rely on sequencing data through DNA sequencing and other healthcare applications. Because several classifiers are combined to increase the accuracy, it is an iterative ensemble method. The basic idea of AdaBoost is to set the weights of classifiers and train the sample data in each iteration; in each round, greater weight is assigned to the samples that are not successfully learned in the previous iteration [23].

A common problem with DL is overfitting, which occurs when an ML algorithm picks up noise or the algorithm fits data for a long time. Batch normalisation and dropout are well-known approaches to handle these challenges; many research findings have demonstrated that they have unique strengths for improving DL. We use optimisation with the ANN and CNN because this approach can reduce the prediction time, rate of error, and overfitting and help in determining the best performing parameters.

4. Results and discussion

To overcome the obstacles of previous models in solving the data imbalance problem, we apply a new hyper model to train the DL and ML classification models. We eliminate the high-value missing data to increase the statistical power of the models. SMOTE oversampling is applied to overcome most classes in the dataset. RFE is applied to eliminate the data with less-important features and
reduce training time, while determining the most distinguishing features. In addition, the laboratory findings (features) in the dataset do not have a specific range; therefore, we replace the range of features with the minimum and maximum values, often ranging between 0 and 1. The models used in this study include the ANN, CNN, RNN and AdaBoost classifiers to diagnose whether a person has COVID-19 or not. In addition, grid search optimises the hyperparameters in our models. Table 1 presents the hyperparameters of the models.

We examined the performance of all models by splitting the data into training and testing sets in the ratio 80:20. Based on experiments, we built the system architectures for the ANN, CNN, and RNN models. Further, we developed and optimised via the grid-search optimisation approach to assign hyperparameters to all DL models. Epoch is a hyperparameter that controls the number of times a DL algorithm runs over the full training dataset, i.e., batch size. Because one epoch is too large to feed the network at once, which will produce a high loss in the learning, we split the training dataset into several smaller batches. Further, dropout was used as another DL hyperparameter to minimise overfitting by dropping some neurons randomly from the hidden layers. Because the dataset has two classes (0,1), binary cross-entropy was used to calculate the loss in each epoch.

As shown in Table 2, the metrics F1-score, accuracy, and recall of all models were >91.00%. Accuracy determines the closeness of sample parameters to the characteristics of a population [22] and is obtained as the number of correct classifications divided by the total number of correct cases. The total number of acceptable ratings is divided by the total number of instances to calculate the model output. The best accuracy of 98% was obtained using the ANN. Precision indicates all the samples that have been classified as positive; a precision of 1 is considered ideal and indicates the most accurate and precise classification. Recall indicates the proportion of the true positive samples among all positive samples. Similar to accuracy, it should ideally be 1. The F1 score is a single statistic that combines the precision and recall metrics and indicates the effectiveness of the operation of a model with imbalanced datasets.

Table 2 indicates the overall performance of the dataset obtained after preprocessing. In addition, five metrics were used for evaluation: accuracy, precision, F1 score, recall and AUC score. The accuracy of all DL and ML models reached a minimum of 91.00%. The ANN model showed the best performance, with accuracy reaching 98% and highly balanced data with an F1 score reaching 0.98. In addition, the training and testing accuracy graphs are obtained with the training loss and testing loss graphs because they effectively demonstrate whether the models encounter problems of underfitting or overfitting. As shown in Figs. 3 and 4, both graphs indicate that all models have a good fitting through a number of epochs. The CNN was noted as the second-best model with 96% accuracy, and the RNN was the third best model. The reason for the excellent performance of the ANN is that it is a very robust method against noise in training data and can implicitly reveal complex nonlinear relationships between dependent and independent variables [24].

The AUC is most often used in binary classification problems to determine the best model for class predictions. The number of true positives is divided by the number of false positives to obtain the AUC score [17]. The higher the score, the better is the model in predicting the classes. Therefore, a value between 80% and 90% is considered sufficient, although a value > 90% is ideal. The ANN model achieved an ideal score of 99%. Moreover, other models’ scores were excellent, with all being > 91%. According to the AUC results, COVID-19 prediction could be achieved using both DL and ML methods. As a result, the AUC score plays an important role in medical datasets because it provides a clear explanation to distinguish infected people from healthy people. Fig. 2 shows the analysis graph of AUC scores for both DL and ML models.

As shown in Fig. 3, visualising training loss (orange line) versus test loss (blue line) over the number of epochs is an effective means to determine whether the model is trained adequately or is undertrained or overtrained. This study demonstrates that the ANN model is the best for minimising loss and obtaining reasonable results with the new data and not only with data that have already been trained. For effective training of an ML model, overfitting must be avoided, which occurs when the learning algorithm fits the training data well, leading to high training accuracy but poor test accuracy. Therefore, the test accuracy should be close to the training accuracy; to reduce the difference between the two, we use the dropout hyperparameter. In Fig. 4, blue and orange lines represent the accuracy of the training data and testing data, respectively. As shown in the figure, all DL models fit well between the testing and training datasets, with the accuracy of training and testing being relatively close.

Table 3 shows the results of the compilation of the proposed method and other latest methods for comparison. In studies [15] and [16] using ML, SVM and MLP classifiers, respectively, were used for classification. In [14], along with ML, four algorithms with SHAP were used to select the most accurate features for predicting COVID-19 patients. In addition, in [17], DL combined with the CNN-LSTM was used. By contrast, in this study, we used DL and ML models and developed a new system that can handle unbalanced datasets such as the COVID-19 dataset. Our method provided better prediction accuracy than the existing methods.

| Parameters               | ANN     | CNN     | RNN     |
|--------------------------|---------|---------|---------|
| Number of neurons        | 64,32,16,8 | 64,32,16,8 | 256,128,64,32 |
| Number of layers         | 1,2,3,4 | 1,2,3,4 | 1,2,3,4 |
| Activation function      | Relu    | Relu    | Relu    |
| Loss function            | “Binary Cross-entropy” | “Binary Cross-entropy” | “Binary Cross-entropy” |
| Number of Epochs         | 100     | 100     | 20      |
| Optimizer                | Adam    | Adam    | Adam    |
| Dropout                  | 0.15    | 0.20    | 0.15    |
| Batch size               | 10      | 16      | 65      |
Table 2
Performance results for all models.

| Classifier   | Accuracy | Precision | F1-Score | Recall | AUC  |
|--------------|----------|-----------|----------|--------|------|
| ANN          | 0.98%    | 0.97%     | 0.98%    | 0.99%  | 0.99%|
| CNN          | 0.96%    | 0.95%     | 0.96%    | 0.98%  | 0.99%|
| RNN          | 0.94%    | 0.94%     | 0.91%    | 0.97%  | 0.97%|
| Ada Boost    | 0.91%    | 0.91%     | 0.91%    | 0.91%  | 0.91%|

Fig. 2. AUC graph analysis for all models.
5. Limitations

The major limitations of this study are the small number of patients in the dataset and the lack of some laboratory results. However, despite the insufficiency of laboratory results, the prediction accuracy of 91%–98% could be achieved. In addition, the information was imbalanced, which was balanced using the SMOTE. The performance of the models can be improved further by using a larger dataset. In addition, other combinations of feature selection and unbalanced learning algorithms should be investigated within the framework described in this study to enhance the accuracy of prediction of COVID-19 patients.

6. Conclusion and Future Work

Early detection of COVID-19 is crucial for treating patients in a timely manner and controlling the pandemic. Laboratory tests to screen patients have proven useful because clinical tests are relatively cheaper, more expensive, and readily available in most treatment centres. In this study, we first provided an overview of the existing methods for detecting COVID-19 based on routine laboratory and clinical data to inspire researchers to develop effective predictive models to combat the deadly disease. We used COVID-19 data as an example of an unbalanced dataset for predicting the outbreak of the disease based on laboratory results. To achieve balance in the dataset, the SMOTE was used, which increases the minor class by generating new data. Further, feature selection
**Table 3**
Comparison between evaluation results of different models.

| Study     | Classifier               | Accuracy | F1-Score | AUC  | Year of Publication |
|-----------|--------------------------|----------|----------|------|---------------------|
| This Work | ANN                      | 98%      | 98%      | 99%  | -                   |
| [14]      | Machine Learning         | 91%      | 85%      | 92%  | 2022                |
| [15]      | MLP                      | 93%      | -        | -    | 2020                |
| [17]      | CNNLSTM, ANN             | 92%      | 93%      | 90%  | 2020                |
| [16]      | SVM                      | 80%      | -        | -    | 2020                |

Fig. 4. Difference between training and test accuracy.
was used to remove ineffective features and reduce the training time. The new laboratory data that were selected by RFE were analysed using the DL and ML models. The models were validated by splitting the dataset into training and testing sets and optimising the parameters to reduce the computation time and enhance the classification accuracy. The clinical prediction performance of most of the classification algorithms was good, with the ANN showing the best evaluation metrics of 98% accuracy. The CNN optimisation helped in achieving 96% accuracy and 99% AUC for both ANN and CNN. In addition, the AdaBoost provided 91% accuracy and 91% AUC. Furthermore, by comparing the results with those of other existing methods, the efficacy and reliability of classifiers in diagnosis were determined. Early diagnosis of COVID-19 can be introduced in future research by using a prediction model based on the stacked generalisation model and data augmentation.
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