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Many studies based on the geodetic data and statistical analysis of seismicity have pointed out that sufficient amount of stress accumulated in the Himalayan plate boundary may host a big earthquake. Consequently, high seismic activities and infrastructural developments in the major cities around Himalayan regions are always of major concern. The ground motion parameter estimation plays a vital role in the near real time evaluation of potentially damaged areas and helps in mitigating the seismic hazard. Therefore, keeping in mind the importance of estimation of ground motion parameters, we targeted two moderate-size earthquakes that occurred recently within a gap of 10 months in Uttarakhand region with M > 5.0 on 06/02/2017 and 06/12/2017. The ground motions are simulated by adopting a stochastic modeling technique. The source is assumed as \( \omega^{-2} \), a circular point source (Brune's model). The average value of reported anelastic attenuation from various studies, the quality factor, Q_s = 130.4*(f^{0.996}), and stress drop values obtained through iterative procedure are considered for simulations. The stochastic spectra are generated between 0.1 and 10 Hz of frequency range. The site effect is also estimated by using the H/V method in the same frequency range. The synthetic spectra are compared with the observed Fourier amplitude spectra obtained from the recorded waveform data and converted back to the time histories. The stochastic time histories are compared with the observed waveforms and discussed in terms of amplitude (PGA). The simulated and observed response spectra at different structural periods are also discussed. The mismatch between the observed and simulated PGA values along with the GMPE existing for shallow crustal earthquakes is also discussed in the present work.
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INTRODUCTION

The much evident Himalayan seismicity is attributed to the collision between the Indian and Eurasian plate. The Himalayan arc extends up to 2,500 km from the Indus River Valley in the west to the Brahmaputra river in the east and holds high seismic risk to the population residing in India and surrounding regions. The Western Himalayas including the states of Jammu and Kashmir, Himachal Pradesh, and Uttarakhand experience moderate to large magnitude earthquakes regularly.

The historical studies show that the Himalayas have witnessed one of the largest magnitude earthquakes among continental–continental collision boundaries. The 1897 Assam (M = 8.0), 1950 Assam–Tibet (M = 8.6), 1934 Bihar–Nepal (M = 8.0), 1999 Chamoli (M = 6.8), 2005 Kashmir (M =
Thus, it is an obligation to the region with an increase in population and related infrastructure. The hazard and the consequent risk related to earthquakes will continue to rise in the Himalayan (Goda et al., 2015). The hazard and the consequent risk have grave long-term socioeconomic impact on people and structures during the ground vibrations.

In order to understand and contribute to the seismic hazard studies in the Himalayan region, we analyzed and simulated two earthquakes during the ground vibrations. The technique assumes the spectral amplitude of the ground motion with the engineering notion that high-frequency motions are basically random vibrations (Hanks, 1979; McGuire and Hanks, 1980; Hanks and McGuire, 1981; Boore, 2003). The source of these random vibrations (earthquake) is assumed as a circular point source (Brune’s model) and the amplitude spectra follows $\omega^{-2}$ fall with frequency. It is a simple technique that has been as successful as more sophisticated methods in predicting ground motion amplitudes over a broad range of magnitudes and distances. In spite of its popularity, this technique has certain limitations which cannot be neglected, especially when the distance between the source to site does not offer the agreement for point source assumption, that is, if source dimension $<\ast$ epicenter distance. The technique does not consider the rupture geometry and directivity effects which cannot be ignored in case of large-magnitude earthquakes. Therefore, the finite fault approach is a preferable tool, especially for near-field simulations that can account for both fault and the directivity effects (Beresnev and Atkinson, 1997). Nevertheless, stochastic modeling has considerable advantage for being simple. The technique requires little or no information on the slip distribution on fault. Therefore, it becomes a good modeling tool for past earthquakes as well as for future events with unknown slip distributions.

Thus, our study expresses that the simple assumption of $\omega^{-2}$ circular point source (Brune’s model) is good enough to synthesize seismograms from moderate-size earthquakes. In this article, we have made an attempt to reproduce the time histories by using the already-reported parameters required for simulation such as medium properties in terms of quality factor published in various literature works. An average value of the attenuation property of the medium, that is, quality factor ($Q = 130.4^{(f_{0.998})}$) (Knopoff, 1964) reported by many studies (see Gupta and Kumar, 2002; Parvez et al., 2003; Joshi, 2006a; 2006b; Chopra et al., 2012; Sharma et al., 2014; Harinarayan and Kumar, 2018) for Western Himalayas is used and found reliable to reproduce the strong ground motion (herein after SGM) in good agreement with the observed data. We emphasize that averaging the parameter values from many studies that focused on the same region will reduce the associated error of the parameters and deliver the optimum values useful for the modeling. We estimated the suitable stress drop values for both the earthquakes by generating a number of time histories and comparing the RMS error for each value of stress drop between the observed and predicted PGA values. The stress drop

7.6), and 1991 Uttarkashi (M = 6.8) are a few earthquakes to mention which has affected around more than a million people in terms of deaths, injuries, and other damages combined. The recent Nepal earthquake $M_w = 7.8$ that occurred on 25 April 2015 affected four neighboring countries. It is reported by many agencies like the Center for Disaster Management and Risk Reduction Technology (CEDIM) (2015), that the total economic loss is in the order of 10 billion U.S. dollars, which is about a half of Nepal’s gross domestic product. The 2015 earthquakes will have grave long-term socioeconomic impact on people and communities in Nepal [United Nations Office for the Coordination of Humanitarian Affairs (UN-ocha) (2015)] (Goda et al., 2015). The hazard and the consequent risk related to earthquakes will continue to rise in the Himalayan region with an increase in population and related infrastructure. Thus, it is an obligation to find and keep the scientific knowledge updated in order to better understand the ground excitations triggered by the earthquakes and the related response of the structures during the ground vibrations.

In order to understand and contribute to the seismic hazard studies in the Himalayan region, we analyzed and simulated two moderate-size earthquakes that occurred in Guptakashi (mb = 5.6) and Ukhimath (mb5.1) regions of Uttarakhand state on 06/02/2017 and 06/12/2017, respectively (NEIC and USGS). We choose these earthquakes because they occurred at the same location within a gap of 10 months and share the same epicentral zone of 1991 $M_w = 6.8$ Uttarakhand earthquake and 1999 $M_w = 6.5$ Chamoli earthquake. Moreover, the location of these earthquakes falls very near to the seismic gap capable of yielding catastrophic earthquakes in future (see Figure 1). Though no great earthquake has occurred in the Garhwal–Kumaun region in recent history, this section of the Himalayas between the ruptured zones of Kangra (1905) and Bihar–Nepal (1934) earthquakes has been recognized as the seismic gap, and it has been interpreted to have accumulated strain to generate huge earthquakes in the future (Khattari and Tyagi, 1983; Yeats and Thakur, 1998; Bilham, 2001; Kumar and Sharma, 2019).

Therefore, we propose to simulate the ground motions from these two earthquakes by adopting a well-known stochastic point source modeling technique. The technique assumes the spectral amplitude of the ground motion with the engineering notion that high-frequency motions are basically random vibrations (Hanks, 1979; McGuire and Hanks, 1980; Hanks and McGuire, 1981; Boore, 2003). The source of these random vibrations (earthquake) is assumed as a circular point source (Brune’s model) and the amplitude spectra follows $\omega^{-2}$ fall with frequency. It is a simple technique that has been as successful as more sophisticated methods in predicting ground motion amplitudes over a broad range of magnitudes and distances. In spite of its popularity, this technique has certain limitations which cannot be neglected, especially when the distance between the source to site does not offer the agreement for point source assumption, that is, if source dimension $<\ast$ epicenter distance. The technique does not consider the rupture geometry and directivity effects which cannot be ignored in case of large-magnitude earthquakes. Therefore, the finite fault approach is a preferable tool, especially for near-field simulations that can account for both fault and the directivity effects (Beresnev and Atkinson, 1997). Nevertheless, stochastic modeling has considerable advantage for being simple. The technique requires little or no information on the slip distribution on fault. Therefore, it becomes a good modeling tool for past earthquakes as well as for future events with unknown slip distributions.

Thus, our study expresses that the simple assumption of $\omega^{-2}$ circular point source (Brune’s model) is good enough to synthesize seismograms from moderate-size earthquakes. In this article, we have made an attempt to reproduce the time histories by using the already-reported parameters required for simulation such as medium properties in terms of quality factor published in various literature works. An average value of the attenuation property of the medium, that is, quality factor ($Q = 130.4^{(f_{0.998})}$) (Knopoff, 1964) reported by many studies (see Gupta and Kumar, 2002; Parvez et al., 2003; Joshi, 2006a; 2006b; Chopra et al., 2012; Sharma et al., 2014; Harinarayan and Kumar, 2018) for Western Himalayas is used and found reliable to reproduce the strong ground motion (herein after SGM) in good agreement with the observed data. We emphasize that averaging the parameter values from many studies that focused on the same region will reduce the associated error of the parameters and deliver the optimum values useful for the modeling. We estimated the suitable stress drop values for both the earthquakes by generating a number of time histories and comparing the RMS error for each value of stress drop between the observed and predicted PGA values. The stress drop

![FIGURE 1](image-url)
estimated for Guptakashi (mb = 5.6) and Ukhimath (mb5.1) are 73 and 105 bars, respectively. The values are very well in comparison with the values obtained by Joshi, 2006a, 2006b; Chopra et al., 2012; Sharma et al., 2014.

This study also emphasizes the contribution from the local site effect. The local site effect is proposed to obtain empirically which generally shows very large variations as compared to the source and medium properties. Therefore, in this study, the modeled acceleration spectra is structured by using source and medium information at first, and then it is corrected by the local site effects beneath each recording station, which is estimated empirically using the H/V method (Nakamura, 1989; 2008).

The site-corrected spectra (herein after synthetic acceleration spectra) are then compared with the Fourier amplitude spectra (herein after FAS) of the observed accelerograms obtained from the recorded waveform data. The comparison is done for frequency ranges between 0.1 and 10 Hz.

The synthetic acceleration spectra are then inverted to obtain the stochastic time series (synthetic accelerograms) and compared with observed accelerograms for amplitude (peak ground accelerations, PGA). There is a good agreement between the observed and predicted peak ground accelerations. This indicates that the considered parameters such as stress drop and attenuation properties are appropriate for strong ground motion modeling in this region.

The response spectra with 5% damping at different structural periods is also obtained from the synthetic and recorded accelerograms. The modeled pseudo spectral accelerations (PSA), velocity (PSV), and displacement (PSD) obtained are compared with the observed ones for both the earthquakes at each station.

The observed and estimated PGA values are also compared with existing GMPEs for shallow crustal seismicity (see results and discussion section). The above mentioned work on the simulation of strong ground motions is encouraging and can be adopted to predict the ground motion parameters like PGA at different distances for a hypothesized moderate to large magnitude earthquake for example, say M = 7.0 or more. However, it is emphasized that the site effect must be obtained empirically so that the observed acceleration spectra are inclusive of the local site effect. The details of data processing, methodology, and results are discussed in the following sections.

The confidence level and mismatch between the simulations and recorded data is expressed by associating the predictions with standard deviations, which are calculated from distribution of residuals (log 10 Yobs − log 10 Ypred), that is, common log difference between the observed and simulated data.

It is highlighted that this study is carried out to propose the idea to experiment with the existing parameters obtained from the larger dataset and check the reproducibility of ground motions and the reliability of model parameters even for small datasets. The estimated results obtained by the proposed approach assure the purposefulness of quick estimation of PGA values and preserve the reliability of ground motion parameters.

**Data Processing**

Two earthquakes of magnitude mb = 5.6 and mb = 5.1 occurred in the Uttarakhand region on 06/02/2017 and 06/12/2017 (Guptakashi and Ukhimath earthquakes, respectively). These earthquakes were well recorded at five stations, namely, Almorah (ALM), Haridwar (HDR), Rudraprayag (RPG), Thakurdwar (TDR), and Tarikhet (TKT) which are equipped with strong-motion broadband velocity seismographs (for details, refer Chadha et al., 2016). The recorded waveforms are converted into accelerations after applying instrument correction. The mean and the trend were also removed. Then, a zero-phase shift, Butterworth filter in the frequency band between 0.1 and 10 Hz is applied. The station location along with the epicenters is shown in Figure 1. The hypocenter parameters of the earthquakes are mentioned in Table 1.

**Theory and Methodology**

The stochastic method adopted in this article is construed from Boore, 2003; 2009. The basis of this technique can be cited through the works of Hanks, 1979; Mc Guire and Hanks, 1986; Hanks and Mc Guire, 1981. The technique assumes that the seismic signal recorded from the far field can be considered as band-limited, finite-duration, white Gaussian noise, and that the source spectra are described by a single corner frequency model whose corner frequency is proportional to the earthquake size. According to Brune (1970, 1971), the source scaling is expressed as $f_c \sim \omega^{-2}$.

The three main elements which constitute the seismic waveform are source (earthquake), path (the medium through which the seismic waves propagate), and the site at which the receivers are deployed and the waveform gets recorded.

These ground motions recorded by the seismograph (ground accelerations) can be expressed as a convolution of the above mentioned source, path, and site effects, which is mathematically represented by the following functional form (Eq. 1) (Boore and Atkinson, 1987):

$$A(f) = C \cdot M_0 \cdot S(f) \cdot D(f) \cdot SE(f),$$  \hspace{1cm} (1)

where $A(f)$ is the acceleration spectra, $C$ is a constant, $M_0$ is the seismic moment, $SE(f)$ is the site effect, $S(f)$ represents the source function, and $D(f)$ represents the frequency dependent attenuation function, that is, medium effect.

The source function in the frequency domain is represented in Eq. 2:

$$S(f) = \left(2 \cdot \pi \cdot f \cdot f_c \right)^2 \frac{\pi^2 \rho \beta}{1 + \left( f / f_c \right)^2},$$  \hspace{1cm} (2)

where $f_c$ is the corner frequency which is expressed as $f_c = 2.34 \frac{\beta}{2\pi \gamma \rho}$, $\beta$ is the shear wave velocity in the crust (here it is 3.5 km/s), and $r_0$ is the source radius which is obtained through the stress drop and seismic moment as mentioned in Eq. 3:

$$\Delta \sigma = 0.4397 \cdot M_0 / r_0^3,$$

$$C = \frac{R_{90} \cdot FS \cdot PR}{4 \pi \beta L},$$  \hspace{1cm} (3)

The constant $C$ represented in Eq. 4 is considered as the important factor for any site for a given earthquake. It is preferred for a double couple model embedded in an elastic medium.
medium, while considering only the S waves (Boore, 1983). It accounts for the combined effects of the radiation pattern (R_{hp} = 0.55), free surface effect F_S (here it is 2), partition of energy into two horizontal components PR (here it is 1/\sqrt{2}), and density \rho (here 2.67 g/cm^3) and the shear wave velocity \beta (here 3.5 km/s), for the upper crust, respectively.

The decay of acceleration spectra due to elastic and anelastic attenuation (geometric and scattering effects) is represented by the Eq. 5:

$$D(f) = \frac{e^{(-\pi 5/4)(Q_{s})}}{R} \cdot P(f, f_{\text{max}}),$$  \tag{5}$$

where R is the hypocentral distance and P(f_{\text{min}}, f_{\text{max}}) represents the high-cut filter which can be interpreted as attenuation near the recording site (Hanks, 1982), with f_{\text{max}} = 10 Hz is used here (Joshi, 2006a; 2006b, V. Sri Ram et al., 2005).

The quality factor Q_s (Knopoff, 1964) in exponential term accounts for the anelastic attenuation and scattering nature of the medium.

**Selection of Parameters**

**Source Parameters**

The source parameters like seismic moment and stress drop of the Guptakashi and Ukhimath earthquakes are mentioned in Table 1. The parameter like seismic moment is obtained by using the definition proposed by Johnston (Johnston., 1996), expressed in Eq. 6. The seismic moment obtained is as follows:

$$\log_{10} M_w = 18.75 + 0.496 m_b + 0.0946 m_b^2.$$  \tag{6}$$

This relation is also used to obtain the moment magnitude M_w by using the definition proposed by Hanks and Kanamori 1979, as expressed in Eq. 7.

$$M_w = \frac{2}{3} \log_{10} M_o - 10.7.$$  \tag{7}$$

It appears that M_w for both Guptakashi and Ukhimath earthquakes are equal to mb; thus, we decided to retain the magnitude scale in mb for the sake of clarity.

The source parameter in the term stress drop value is estimated via the number of iterations. The values are assumed to be normally distributed ranging between 35 and 200 bars. Then the stress drop values are randomly extracted from the distribution. The time series is generated for each value to stress drop, along with all other path and site effect parameters (see sections below) and compared with the observed PGA values. The stress drop with the minimum RMS error is chosen and considered for the final simulation and modeling of the response spectra (Figure 2). The stress drop values obtained are 73 and 105 bars for Guptakashi (mb = 5.6) and Ukhimath (mb5.1) earthquakes, respectively.

Moreover, the work of Joshi, 2006a, 2006b; Chopra et al., 2012; Sharma et al., 2014; Kumar et al., 2014 suggest the similar values for the stress drop for the western Himalayan region.

These values are further used to calculate the corner frequency f_c and the source radius r_0 of both the Guptakashi and Ukhimath earthquakes for the analysis (please refer to Table 1 for the values). It should be noted that the estimation of stress drop is very critical and depends upon earthquake to earthquake. These values should be estimated for each source to minimize the random effects on the uncertainties associated with the source.

**Path Effect Q and R**

The decay of seismic waves with distance is classified by geometrical spreading and the anelastic effect of the medium. Therefore, we consider the anelastic effect of the medium as an average value of the quality factor Q_s = 130.4 e^{0.998} obtained from different studies [see Parvez et al., 2003 (Q = 127 e^{0.96}), Joshi, 2006a (Q = 112 e^{0.97}), Sharma et al., 2014 (Q = 159 e^{1.16}), Harinarayan and Kumar, 2018 (Q = 105 e^{0.94}), and Gupta and Kumar, 2002 (149 e^{0.8})] to account for the attenuation effect due...
to the medium. The decay associated with geometrical spreading is accounted as the inverse of distance (1/R). The hypocentral distance R is derived from the depth and epicentral distance information from the catalog available at USGS (https://earthquake.usgs.gov).

It is to emphasize here that we prefer the average values because the averaging not only reduces the overall errors associated with the considered parameters but also furnish the combined contributions from the individual studies done to estimate the source and the medium property of the studied region.

**Time Duration and Envelop**

The choice of length of the envelop and the criteria for time duration of the vibration is based on the suggestions made by Boore, 2003; Saragoni and Hart (1974). The following equations are used to shape the envelop (see Eqs. 8–11) and to determine the time duration of a synthetic seismogram (see Eqs. 12, 13):

\[
wt = a(t/t_w)^b \cdot \exp(-c \cdot (t/t_w)),
\]

(8)

where a, b, and c values are determined such that the function wt should have a peak amplitude of unity. The equations for a, b, and c are as follows:

\[
b = -(\epsilon \cdot \ln(\eta))/(1 + \epsilon \cdot \ln(\epsilon) - 1),
\]

(9)

\[
c = b/\epsilon,
\]

(10)

\[
a = (\exp(1)/\epsilon)^b.
\]

(11)

The values used to designed the window are \( \eta = 0.05 \) and \( \epsilon = 0.2 \) (see Saragoni and Hart, 1974; Boore, 2003).

The duration of the window is defined by the equations below:

\[
t_w = f T_{gm} \cdot T_{gm},
\]

(12)

\[
T_{gm} = 1/f_c + 0.5 \cdot R,
\]

(13)

where R is the hypocentral distance and \( f T_{gm} = 2.0 \).

**Local Site Effect**

The local site effect varies from site to site, and these variations are large as compared to the source and medium properties. Thus, we prefer to obtain the site factor empirically by adopting the method popularly known as the H/V ratio method (see Nakamura, 1989; 2008). The technique was further extended by Lermo and García (Lermo and Chávez-García, 1993). This is based on the shear wave spectral ratio of the horizontal components to the vertical component. This method nullifies the effect from the source and propagating medium, therefore endorsing the effect of local geological site conditions at a shallow level.

Many studies like those by Oubaiche et al., 2016, Nakamura (1989, 2000, 2009), Konno and Ohmachi (1998), and Bonnefoy-Claudet et al. (2008) have found a strong correlation between H/V and SH transfer function. The H/V ratio is used as a transfer function which provides the level of site amplification, but in a broader manner. Therefore, an average value within the frequency range from 0.1 to 10 Hz is used as a site amplification factor (Field and Jacob, 1993) (see Figure 3).

Nevertheless, it should be kept in mind that this does not provide the quantitative estimation of site amplification but it gives the comprehensive idea of the site effect when compared with Vs30 values. In this case, site amplification is considered as a random variable and obtained empirically. It is to be noted that the scarce dataset and for the sake of simplicity, we considered it as a consolidated factor of site amplification and multiplied as a scalar value with the modeled acceleration spectra to get the site-corrected spectra (synthetic acceleration spectra) at each station.

The synthetic acceleration spectra are converted to acceleration time histories through the inverse Fourier transform. It is a very crucial step where the number of Fourier points should be kept beyond the time domain signal length. This is achieved by padding zero to get the nearest value in terms of power of 2.

Hence, the synthetic accelerations time histories are compared with the observed time series in terms of PGA. The details are discussed in the next section.

**RESULTS AND DISCUSSION**

The stochastic simulation of two earthquakes, Guptakashi and Ukhimath with magnitudes mb = 5.6 and mb = 5.1, which occurred at shallow depths of 16.1 and 10 km, respectively, has been attempted. These events are located between the epicenters of 1991 Uttarkashi (Mw 6.8) and 1999 Chamoli (Mw 6.5) earthquakes. This zone is capable of yielding a large magnitude earthquake in near future (Khattari and Tyagi, 1983; Yeats and Thakur, 1998). All the information (location, magnitude, etc.) of the earthquakes used for simulation purposes is obtained from public domain agencies [United States Geological Survey (NEIC and USGS)]. Both earthquakes are recorded at five stations [Almorah (ALM), Haridwar (HDR), Rudraprayag (RPG), Thakurdwar (TDR), and Tarikheth (TKT)] located within the hypocentral range from 14 to 170 km (Figure 1). The maximum PGA observed at the nearest station RPG is 165.52 and 167.255 cm/s² station for Guptakashi and Ukhimath earthquakes, respectively. This brings Rudraprayag district (RPG) under moderate to severe intensity zone category.

The S waves from the horizontal components are considered for the analysis. The modeled spectra are obtained by using the source and medium information as discussed in the methodology section above.

The synthetic acceleration spectra are then obtained by correcting the modeled spectra by the site amplification factor obtained after H/V ratio (Nakamura, 2008). The H/V ratio is obtained between 0.1 and 10 Hz (see Figures 3A,B) at each station and for both the earthquakes separately (see Table 1, 2). The mean site amplification factor ranges between 1.2–1.8. This might be due to the fact that most of the sites are either rock sites or hard soil, which is not causing very high amplifications (Anbazhagan et al., 2019). The mean value of H/V ratio is calculated for this frequency range and multiplied with the modeled spectra to obtain the final corrected modeled spectra, that is, synthetic acceleration spectra. It is worth to mention here that through this practice, the station effects considered here are...
not based on the average VS30 values but include in a more general way to consider the site effects concurring to a systematic site amplification or attenuation. It is mentioned in the section above that with the constrained dataset, we considered the transfer function as a scaling factor to correct the modeled acceleration spectra for site effects. The FAS of recorded S waves (NS and EW) are then compared with the synthetic acceleration spectra (see Figures 4A,B).

It is interesting to note that even though with the general values of source and medium properties, the synthetic acceleration spectra provide reasonable estimates of the general shape and amplitudes of the spectra for most of the stations. The mismatch is observed at lower frequencies specially for the nearest stations like RPG, TKT, and ALM, but with an increase in the distance, the modeled and observed spectra match well even at low frequencies (HDR and TDR). It can be due to the adoption of the fixed rupture velocity used for the simulation of strong ground motions. In fact, the point source approximation is not always realized at all the epicentral distances.

Nevertheless, the synthetic accelerograms obtained by the inverse of FAS (see the methodology section) shows good agreement with the observed accelerograms, specifically in term of amplitudes. The recorded and simulated seismograms for both Guptakashi and Ukhimath earthquakes at each station are illustrated in Figures 5A,B. The predicted and observed PGA values for both Guptakashi and Ukhimath earthquakes can be seen Tables 2, 3. The predicted values agree with the NS components because they are aligned with the radial component.

We believe that the ground motion estimation should also serve the purpose of civil engineers, as they are more interested in spectral accelerations at different structural periods. Therefore, keeping it in mind, we also calculated the pseudo spectral accelerations (PSA), velocity (PSV), and displacement (PSD) with standard 5% damping factors at different structural periods ranging between 0.1 and 10 s. The spectral ordinates are calculated at each station and for both the earthquakes (Figures 6A,B). These spectral acceleration, velocities, and

### Table 2

| S.No. | Station code | Epicentral distance (km) | Site amplification factor | Observed PGA values E-W (cm/s²) | Observed PGA values N-S (cm/s²) | Predicted PGA values (cm/s²) |
|-------|--------------|--------------------------|---------------------------|---------------------------------|---------------------------------|-----------------------------|
| 1     | RPG          | 15.5                     | 1.49                      | 73.24                           | 165.52                          | 153.19                      |
| 2     | TKT          | 117.7                    | 1.41                      | 3.87                            | 4.76                            | 7.94                        |
| 3     | ALM          | 128.2                    | 1.24                      | 9.16                            | 7.96                            | 5.90                        |
| 4     | HDR          | 130.9                    | 1.45                      | 8.02                            | 5.96                            | 6.65                        |
| 5     | TDR          | 169.6                    | 1.66                      | 6.25                            | 9.02                            | 4.49                        |

*Figure 3* | Plots of H/V ratio at each station for Guptakashi earthquake (3a) and Ukhimath earthquake (3b). The solid line represents the mean value of H/V ratio for all the considered frequency ranges (0.1–10 Hz). The mean values used as the site amplification factor are also mentioned in the plots.

*Figure 4A,B* | Examples of synthetic accelerograms obtained by the inverse of FAS for Guptakashi earthquake (4A) and Ukhimath earthquake (4B). The solid line represents the observed accelerogram.

*Figure 5A,B* | Examples of recorded and predicted PGA values for Guptakashi earthquake (5A) and Ukhimath earthquake (5B).

*Table 2* | Table showing station codes, site amplification factor, observed and predicted PGA values, and standard errors among FAS for Guptakashi earthquake, M<sub>s</sub> = 5.6, 06/02/2017.
FIGURE 4 | Comparison of the observed and synthetic Fourier amplitude spectra (FAS) for Guptakashi earthquake (4A) and Ukhimath earthquake (4B). The comparison shows good match between modeled and observed ones.

FIGURE 5 | Comparison of recorded horizontal (NS and EW) components of accelerograms and the synthetic accelerograms for both Guptakashi (5A) and Ukhimath earthquakes (5B). The PGA values are mentioned along with the horizontal component and station codes.
displacement obtained from the observed data are compared with the synthetic ones.

There are deviations observed specially at lower frequencies, which result in under- and over-prediction of the observed response spectra. Even though the general shape of the response spectra is maintained for synthetic data, these deviations are predominant before 0.5 s, especially at RPG, TKT, and ALM stations. The predictions at lower period are overestimated. The distant stations HDR and TDR have an overall good match. This mismatch reminds the fact that there are some random factors which might not be fully captured during the evaluation of source (e.g., stress drop), medium (Qs, quality factor), and site properties. The synthetic models do have some limitations in defining the complex source, medium, and site properties perfectly. Moreover, the point source approximations cannot be achieved at all the source to receiver distances.

Further, we have used the mean values which vary from region to region, especially the Qs value, which also varies with epicentral distances, but we have considered the common and averaged attenuation value for all the stations. The epistemic uncertainties associated with model parameters specifically with the Qs and site effect will definitely affect the results. We tried to encounter random effects associated with earthquake uncertainties. We estimated stress drop values for the individual earthquakes by iteratively generating a number of time histories using different values of stress drop. The values which provide minimum RMS errors are considered for simulations (see Figure 2). Overall, we found good agreement between observed and predicted data in terms of both amplitudes and the response spectra.

Residual Analysis
We estimated the residuals which is common logarithmic (\log_{10}) difference between the observed (NS and EW components) and the predicted PGA values for both the earthquakes at each station (see Figure 7). It is observed that the total scattering of residuals lies between +0.33 and −0.41 and total standard deviation estimated is 0.22. The computed residuals for each station

| S.No. | Station code | Epicentral distance (km) | Site amplification factor | Observed PGA values E-W (cm/s²) | Observed PGA values N-S (cm/s²) | Predicted PGA values (cm/s²) |
|-------|--------------|--------------------------|---------------------------|---------------------------------|---------------------------------|-------------------------------|
| 1     | RPG          | 13.5                     | 1.85                      | 99.96                           | 167.25                          | 128.04                        |
| 2     | TKT          | 115.6                    | 1.47                      | 2.24                            | 1.93                            | 4.97                          |
| 3     | ALM          | 126.2                    | 1.21                      | 5.90                            | 7.30                            | 3.43                          |
| 4     | HDR          | 129.2                    | 1.40                      | 4.90                            | 3.23                            | 3.80                          |
| 5     | TDR          | 167.3                    | 1.71                      | 2.61                            | 3.88                            | 2.86                          |

FIGURE 6 | Pseudo spectral accelerations, velocities, and displacements estimated from the observed data and its comparison with the synthetic one.
demonstrates how well the simulations replicate the real data. The work by Bommer et al., 2004 and Strasser et al., 2008 with 40 years of data also summarizes the values of standard deviations which tend to lie between 0.15 and 0.35 in log10 units for most of the ground motion prediction models. This further clarifies that our proposed idea is very well justified.

**Comparison With Existing GMPEs**

The results motivated us to compare our predicted and observed PGA values with some of the popular GMPEs developed for Western Himalayas and similar shallow crustal seismic environment. It is very interesting to note that our predicted and observed values are very well explained by some of the robust GMPEs, while some of the equations under/over predict our PGA values either at small distances or at large distances. The GMPEs, for example, developed by Emolo et al., 2015 for the south Korean Peninsula, and the GMPEs developed by Bommer et al., 2003 for European scenarios appeared to explain the observed and predicted PGA values within +/- 1 sigma at small distances as compared to large distances (see Figure 8). While the GMPEs developed by Iyenger and Gupta, 2004; Joshi et al., 2012 could not explain the data very well at small distances, they over predicted the PGA values for Guptakashi earthquake. This must be due to the regional dependencies which must be taken into account while developing or selecting the GMPEs to perform seismic hazards. Overall, the GMPEs could not convincingly explain the observed values for small to large distance ranges even though the magnitude is kept same. Therefore, it is to emphasize the fact that there is always a need to update the ground motion prediction models with the addition of more data in terms of broad magnitude and distance ranges.

The present study emphasizes the prospects to reproduce the results for different earthquakes by using the model parameters, which are already obtained by other studies through inversion of large datasets in the same region. Moreover, this work also proposed the idea to experiment with the parameters obtained from the largest dataset and check the reproducibility of ground motions with these parameters even for small datasets.

This idea will not only help in gaining clarity over existing studies but also help in identifying the uncaptured properties of the source, medium, and site to minimize the associated errors by refining the model parameters. For example, the aleatory and epistemic uncertainties associated with model parameters should always be considered while modeling the ground motion, especially when there is a larger dataset.

**CONCLUSION**

1) The stochastic modeling technique is adopted to simulate strong ground motions. The simulation is done for two earthquakes that occurred in Uttarkashi with magnitude M > 5 on 06/02/2017 and 06/12/2017 [Guptakashi (mb = 5.6) and Ukhimath (mb = 5.1), respectively].
2) The synthetic spectra shows good agreement with the observed Fourier amplitude spectra (FAS) obtained from the recorded waveform data. The stochastic time series is also compared with the observed waveforms in terms of amplitude (PGA). The response spectra obtained from the simulated waveform and from the observed ones were found to be a good match, when compared.

3) The overall good match between the observed and predicted ground motion parameters prove that the simple assumption of circular crack model (or , point source) and parameters derived from public agencies are sufficient enough for the model, and the ground motions are generated from earthquakes.

1) The mismatch observed at lower frequencies, especially at near field stations, can be due to the adoption of fixed rupture velocity used for the simulation of strong ground motions. Moreover, the simple/point source model does have some limitation in defining the complex source, medium, and site properties perfectly.

2) The random or between-event uncertainties should be considered while modeling the ground motion, when associated with the different sources even in the same region. The epistemic uncertainties associated with the medium might decrease with the addition of information unlike aleatory uncertainties.

3) These preliminary results obtained not only validate the technique but are also encouraging to extend the technique further and to simulate strong ground motions for a hypothetical large magnitude earthquake for M = 7.0 and above in the Himalayan region.

4) Such techniques are very useful in anticipating the potentially damaged zone for the future earthquake, and hence mitigating the seismic hazard.

5) The comparison of our predictions and observed PGA data with existing GMPEs shows that our predictions are very well explained by many robust GMPEs developed for similar shallow crustal seismic environment in Asia and Europe. Moreover, it is also observed that there are certain discrepancies in the predicted PGA values and can be ascribed to the fact that the ground motion parameters are region specific; hence, prediction models are needed to be developed and updated with time. Therefore, in a nutshell, it can be concluded that the proposed work and results obtained in this study are very optimistic and contribute toward the understanding of strong ground motions in the Himalayan region.
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