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Abstract

Rumours can spread quickly through social media, and malicious ones can bring about significant economical and social impact. Motivated by this, our paper focuses on the task of rumour detection; particularly, we are interested in understanding how early we can detect them. Although there are numerous studies on rumour detection, few are concerned with the timing of the detection. A successfully-detected malicious rumour can still cause significant damage if it isn’t detected in a timely manner, and so timing is crucial. To address this, we present a novel methodology for early rumour detection. Our model treats social media posts (e.g. tweets) as a data stream and integrates reinforcement learning to learn the number minimum number of posts required before we classify an event as a rumour. Experiments on Twitter and Weibo demonstrate that our model identifies rumours earlier than state-of-the-art systems while maintaining a comparable accuracy.

1 Introduction

The concept of rumour has a long history, and there are various definitions from different research communities (Allport and Postman, 1947). In this paper, we follow a commonly accepted definition of rumour, that it is an unverified statement, circulating from person to person and pertaining to an object, event, or issue of public concern and it is circulating without known authority for its truthfulness at the current time, but it may turn out to be true, or partly or entirely false; alternatively, it may also remain unresolved (Peterson and Gist, 1951; Zubiaga et al., 2018).

Rumours have the potential to spread quickly through social media, and bring about significant economical and social impact. Figure 1 illustrates an example of a rumour propagating on Twitter. The source message started a claim about the cause of Michael Brown’s shooting, and it was published shortly after the shooting happened. It claimed that he was shot ten times by the police for stealing candy. The message was retweeted by multiple users on Twitter, and within 24 hours there were about 900K users involved, either by reposting, commenting, or questioning the original source message. From Figure 1, we see some users (e.g. User 7) question the veracity of the original message. Had the rumour been identified timely and rebutted, its propagation could have been contained.

Most studies (Qazvinian et al., 2011; Zhang et al., 2015) consider rumour detection as a binary classification problem, where they extract various
features to capture rumour indicative signals for detecting a rumour, and a few recent works explore deep learning approaches to enhance detection accuracy (Long et al., 2017; Ruchansky et al., 2017). In all these studies, however, the timeliness of the rumour detection is not evaluated.

There are a few exceptions. In Ma et al. (2015) and Kwon et al. (2017), the authors define a checkpoint (e.g. number of posts or time elapsed after the source message) in the timeline and use all the posts prior to this checkpoint to classify a rumour. The checkpoint is often a pre-determined value for all rumours, and so does not capture the variation of propagation patterns for different rumours.

The focus of our paper is on early rumour detection. That is, our aim is to identify rumours as early as possible, while keeping a reasonable detection accuracy. Our early rumour detection system (ERD) features two modules: a rumour detection module that classifies whether an event (which consists of a number of posts) constitutes a rumour, and a checkpoint module that determines when to trigger the rumour detection module.

ERD treats incoming posts as a data stream and monitors the posts in real time. When ERD receives a new post, this post — along with all prior posts of the same event — will be used to decide if it constitutes an appropriate checkpoint to trigger the rumour detection module. ERD integrates reinforcement learning for the checkpoint module to guide the rumour detection module, using its classification accuracy as a reward. Through reinforcement learning ERD is able to learn the minimum number of posts required to identify a rumour. In other words, ERD can dynamically determine the appropriate checkpoint for different rumours, and this feature is the core novelty of our methodology.

To evaluate our approach, we use standard microblog data sets from WEIBO and TWITTER. We compare our method with benchmark rumour detection systems (Ma et al., 2016; Ruchansky et al., 2017; Dungs et al., 2018) and find that ERD could on average identify rumours within 7.5 and 3.4 hours with an accuracy of 93.3% and 85.8% on WEIBO and TWITTER respectively. Our detection accuracy performance is better than a state-of-the-art system that detects rumours within 12 hours.

To summarise, we present a novel methodology for rumour detection. Unlike most rumour detection systems, our approach determines the checkpoint for each event dynamically, by learning when it should classify it as a rumour. Our experimental results showed that ERD outperforms state-of-the-art methods over two benchmark data sets in detection accuracy and timeliness. Our proposed framework is flexible and the individual modules (i.e. the rumour detection and checkpoint module) can be extended to incorporate more complex networks for further improvements. An open source implementation of our model is available at: https://github.com/DeepBrainAI/ERD.

2 Related Work

Traditionally, research on rumour detection has mainly focused on developing handcrafted features for machine learning algorithms (Qazvinian et al., 2011). Takahashi and Igata (2012) propose a method for rumour detection on Twitter using cue words and tweets statistics. Yang et al. (2012) apply two new types of features — client-based and location-based features — to rumour detection on Sina Weibo. Beyond this, user-based (Liang et al., 2015) and topic-based (Yang et al., 2015) features have also been explored. Friggeri et al. (2014) demonstrate that there are structural differences in the propagation of rumours and non-rumours, and Wu et al. (2015) and Ma et al. (2017) experiment with using these propagation patterns extensively to improve detection.

More recently, deep learning models are explored for the task. Compared to traditional machine learning approaches, these deep learning models tend to rely less on sophisticated handcrafted features. Ma et al. (2016) introduce a rumour detection model for microblogs based on recurrent networks. The input to their model is simple tf-idf features but it outperforms models leveraging handcrafted features. Sampson et al. (2016) show that implicit linkages between conversation fragments improve detection accuracy. Long et al. (2017) present a deep attention model that learns a hidden temporal representation for each sequential posts to represent the hypothesis. Ruchansky et al. (2017) integrate textual, user response, and source information into their neural models and achieve better performance.

Most of these works focus on detection accuracy, and so largely ignore the timing of the detection. Ma et al. (2015) develop a dynamic time
series structure to incorporate temporal information to the features to understand the whole life cycle of rumours. Zhao et al. (2015) propose a detection model using a set of regular expressions to find posts that question or rebut the rumour to detect it earlier. Dungs et al. (2018) present an approach that checks for a rumour after 5 or 10 retweets. These models are interested in early rumour detection, although the checkpoint for triggering a detection is pre-determined, and succeeding posts after the checkpoint are usually ignored. On a similar note but a different task, Farajtabar et al. (2017) experiment with reinforcement learning by combining it with a point process network activity model to detect fake news and found some success.

3 Model Architecture

Let \( E \) denote an event, and it consists of a series of relevant posts \( x_i \), where \( x_0 \) denotes the source message and \( x_T \) the last relevant message.\(^1\) The objective of early rumor detection is to make a classification decision whether \( E \) is a rumour as early as possible while keeping an acceptable detection accuracy.\(^2\)

As shown in Figure 2, ERD has two modules: a rumour detection module (RDM) that classifies whether an event is a rumour, and a checkpoint module (CM) that decides when the rumour detection module should be triggered. The checkpoint module plays an important role here, as it is responsible for the timeliness of a detection.

3.1 Rumor Detection Module (RDM)

RDM contains three layers: a word embedding layer that maps input words into vectors, a max-pooling layer that extracts important features of a post, and a GRU (Cho et al., 2014) that processes the sequential posts of an event.

In the word embedding layer, we map words in post \( x_i \) into vectors, yielding vectors \( e_i^j \) for each word. To capture the most salient features of a post, we apply a max pooling operation (Collobert et al., 2011; Kim, 2014; Lau et al., 2017), producing a fixed size vector \( m_i \):

\[
m_i = \text{maxpool}([W_m e_i^0; W_m e_i^1; \ldots; W_m e_i^K])
\]

where \( K \) is the number of words in the post. Henceforth \( W \) in all equations are model parameters.

To capture the temporal relationship between multiple posts, we use a GRU (Cho et al., 2014):

\[
h_i = \text{GRU}(m_i, h_{i-1})
\]

We take the final state \( h_N \) (\( N = \) number of posts received to date) and use it to perform rumour classification:

\[
p = \text{softmax}(W_p h_N + b_p)
\]

where \( p \in \mathbb{R}^2 \), i.e. \( p^0 \) (\( p^1 \)) gives the probability of the positive (negative) class.\(^3\)

3.2 Checkpoint Module (CM)

Rather than setting a static checkpoint when to classify an event as a rumour, CM learns the number of posts needed to trigger RDM. To this end, we leverage deep reinforcement learning to identify the optimal checkpoint. We reward CM based on RDM’s accuracy and also penalise CM slightly every time it decides to not trigger RDM (and continue to monitor the event). This way CM learns the trade-off between detection accuracy and timeliness. The reward function is detailed in Section 3.3.

We use the deep Q-learning model (Mnih et al., 2013) for CM. The optimal action-value function \( Q^*(s, a) \) is defined as the maximum expected return achievable under state \( s \), which can be formulated as follows:

\[
Q^*(s, a) = E_{s' \sim \epsilon}[r + \gamma \max_{a'} Q_i(s', a')|s, a]
\]

where \( r \) is the reward value, \( \gamma \) the discount rate, and the optimal action in all action sequence \( a' \) is selected to maximise the expected value of \( r + \gamma Q^*(s', a') \).

The optimal action-value function obeys the Bellman equation and is used for iterative value update:

\[
Q_{i+1}(s, a) = E[r + \gamma \max_{a'} Q_i(s', a')|s, a]
\]

The above iterative algorithm will converge and reach the optimal action value function, i.e. \( Q_i \to Q^* \) when \( q \to \infty \) (Sutton et al., 1998).

\(^1\)Relevant posts are defined as retweets or responses to a source message.

\(^2\)The earliest possible time to classify \( E \) is when we receive the first post \( x_0 \).

\(^3\)Although sigmoid activation is more appropriate here as it is a binary classification task, we used the softmax function because in preliminary experiments we considered a third neural class.
CM takes as input the hidden states produced by the GRU in RDM to compute the action-value function using a two-layer feedforward network:

\[ a_i = W_a(\text{ReLU}(W_h h_i + b_h)) + b_a \]  
(3)

where \( a_i \in \mathbb{R}^2 \) is the action value for terminate \( (a_i^0) \) or continue \( (a_i^1) \) at post \( x_i \). Note that a random action will be taken with the probability of \( \theta \) irrespective to the action value \( a_i \).

### 3.3 Joint Training

We train both RDM and CM jointly, and the training process is similar to that of generative adversarial networks (Goodfellow et al., 2014). The checkpoint module serves as the generator for action sequences, while the detection module is the discriminator. A key contrast, however, is that the two modules are working cooperatively rather than adversarially.

CM is trained using RDM’s accuracy as reward. To compute the reward, we first pre-train RDM based on cross entropy:

\[-\sum_j [L_j \log(p_j^0) + (1 - L_j)(\log(p_j^1))] + \alpha l_2\]

where \( L_j \) is a binary label indicating the true class for event \( E_j \), \( p \) is computed based on Equation (2), \( l_2 \) is the L2 loss for RDM parameters, and \( \alpha \) is a hyper-parameter for scaling \( l_2 \).

We then train CM while keeping RDM’s parameters fixed. In each step of the training, new posts that have arrived and previous GRU states are first fed to the RDM to produce the new states (Equation (1)), which will in turn be used by CM to calculate the action values (Equation (3)). This decides whether the system takes the continue or terminate action. If terminate is chosen, the reward is given in accordance to RDM’s prediction; otherwise, a small penalty is incurred:

\[ r_i = \begin{cases} 
\log M, & \text{terminate with correct prediction} \\
-P, & \text{terminate with incorrect prediction} \\
-\varepsilon, & \text{continue} 
\end{cases} \]

where \( M \) is the number of correct predictions accumulated thus far, \( P \) is a large value to penalise an incorrect prediction, and \( \varepsilon \) is a small penalty value for delaying the detection.

To optimise our action value function, we apply the deep Q-learning approach with the experience replay algorithm (Mnih et al., 2013). Based on the optimal action-value function \( Q^*(s, a) \), the objective of the action value function \( y_i \) is given as
3.4 Bucketing Strategy

For processing efficiency purposes, instead of processing each incoming post individually, we experiment with several bucketing strategies that group posts together and process them in batches. As Figure 3 illustrates, we group posts based on: (1) a fixed number of posts (FN), e.g. every 3 posts (i.e. 3 posts are combined together forming 1 single post); (2) a fixed time interval (FT), e.g. every 2 hours; and (3) a dynamic interval (DI) that ensures the number of posts collected in an interval is close to the mean number of posts collected in an hour in the full data set.

![Bucketing Strategies Diagram]

Figure 3: Three bucketing strategies to process streaming posts in batches.

follows:

\[ y_i = \begin{cases} 
  r_i, & \text{terminate} \\
  r_i + \gamma \max_{a'} Q(h_{i+1}, a'; \theta), & \text{continue} 
\end{cases} \]

where \( \gamma \) is the discount rate that decides how much experience is taken into consideration. And lastly, CM is optimised by minimising the cost:

\[ (y_i - a_i)^2 \]

We train CM and RDM in an alternating fashion, i.e. we train CM for several iterations while keeping RDM’s parameters fixed, and then we move to train RDM for several iterations while keeping CM’s parameters fixed. Training converges when CM’s reward value stabilises between consecutive epochs.

4 Experiment

4.1 Data Set

We experiment with two data sets: WEIBO and TWITTER, developed by Ma et al. (2016) and Zubiaga et al. (2016) respectively.²

Statistics of the data sets is presented in Table 1. Even though both data sets have a comparable number of events, WEIBO is an order of magnitude larger than TWITTER as there are more posts per event. We reserve 10% of the events as the validation set for hyper-parameter tuning and early stopping, and split the rest in a ratio of 3:1 for training and test partitions.

4.2 Model Comparison

As a baseline, we use an SVM with tf-idf features. We also include several state-of-the-art rumour detection systems for comparisons: CSI (Ruchansky et al., 2017) on WEIBO; CRF (Zubiaga et al., 2016) and HMM (Dungs et al., 2018) on TWITTER; and GRU-2 (Ma et al., 2016) on both data sets. For GRU-2 (Ma et al., 2016) we also report performance on several variants that use a different recurrent network: simple RNN with tanh activation (RNN); single-layer LSTM (LSTM); and single-layer GRU (GRU-1).

CSI is a neural model that integrates text and users representations to classify rumours. CRF and HMM are classical models that use crowd opinions (a.k.a. stance) of the event for classification. GRU-2 is based on a two-layer GRU that captures contextual information of posts with tf-idf features as inputs.

²There is a small difference in the definition of a “rumour” in these two data sets. For WEIBO, all labelled rumours are false rumours (i.e. the source message contains verified untruthful statements), while else for TWITTER, rumours maybe truthful, untruthful, or unverified.
4.3 Preprocessing and Hyper-parameters

We preprocess each post by segmenting them into words, and remove all stop words. We pre-train word embeddings and kept them fixed during training. \( \theta \) is set to 0.01 and \( \gamma \) to 0.95; both values are determined empirically based on validation data. We use the Adam optimiser (Kingma and Ba, 2014) with a learning rate of 0.001 during joint training, which we found to produce stable training.

4.4 Training Loss and Reward

We present the training loss and reward values over time during joint training in Figure 4 and Figure 5. We pre-train RDM for 2 epochs before joint training, and then we train RDM and CM in an alternating fashion for 1 epoch and 200K iterations respectively. We can see that loss declines steadily after 20K iterations and converges at around 50K iterations. The reward curve, on the other hand, fluctuates more as the reward was calculated based on the accuracy of RDM. When switching between training RDM and CM, the reward value tends to change abruptly, although over time we see a consistent improvement.

4.5 Results

4.5.1 Bucketing Strategy

Recall that we explore 3 different methods to group posts in order to process them in batches (Section 3.4). Here we evaluate them on rumour classification accuracy over the validation set of TWITTER. Note that we do not use CM here (and hence no reinforcement learning is involved) — we simply use all posts of an event to perform rumour classification with RDM. In terms of metrics we use standard accuracy, precision, recall and F1 scores. Results are presented in Table 2.

We see FN produces the best performance, and so FN is used for all following experiments as the default bucketing strategy.

As certain events have a long delay between posts, we also incorporate a maximum delay of one hour before processing the posts in a batch.

4.5.2 Detection Accuracy

In this section, we assess how accurately the models classify rumours. All baselines and benchmark systems uses all posts of an event to perform classification, with the exception of HMM which uses only the first 5 posts. For our models, we present: (1) the full model ERD, which uses a subset of posts for classification (checkpoint decided by CM); and (2) RDM, which uses the full set of posts. Results are detailed in Table 3 and 4.

We can see that RDM outperforms all models across most metrics, including state-of-the-art rumour detection systems CSI (marginally) and CRF (substantially). ERD, on the other hand, performs very competitively, outperforming most

| Method | Accuracy | Precision | Recall | F1    |
|--------|----------|-----------|--------|-------|
| FN     | 0.874    | 0.808     | 0.835  | 0.821 |
| FT     | 0.861    | 0.771     | 0.850  | 0.821 |
| DI     | 0.814    | 0.771     | 0.767  | 0.769 |

Table 2: Classification performance for 3 bucketing strategies on TWITTER.

---

5For TWITTER, words are tokenised using white spaces, and stopword list is based on NLTK (Bird et al., 2009). For WEIBO, Jieba is used for tokenisation: https://pypi.org/project/jieba/; and stopword list is a customised list based on: http://blog.sina.com.cn/s/blog_a19ab3770102wjav.html.

6For WEIBO, the embeddings are pre-trained using word2vec (Mikolov et al., 2013) on a separate Weibo data set we collected. For TWITTER, the embeddings are pre-trained GloVe embeddings (Pennington et al., 2014). Unknown words are initialised as zero vectors.

7FN value: 5 posts for WEIBO and 2 posts for TWITTER.
Table 3: Detection accuracy on Weibo. ‘*’ denotes values taken from the original publications.

| Method | Accuracy | Precision | Recall | F1    |
|--------|----------|-----------|--------|-------|
| Baseline | 0.724 | 0.673 | 0.746 | 0.707 |
| RNN    | 0.873 | 0.816 | 0.964 | 0.884 |
| LSTM   | 0.896 | 0.846 | **0.968** | 0.913 |
| GRU-1  | 0.908 | 0.871 | 0.958 | 0.913 |
| GRU-2  | 0.910 | 0.876 | 0.956 | 0.914 |
| CSI*   | | | | 0.954 |

Table 4: Detection accuracy on Twitter. ‘*’ denotes values taken from the original publications.

| Method | Accuracy | Precision | Recall | F1    |
|--------|----------|-----------|--------|-------|
| Baseline | 0.612 | 0.355 | 0.465 | 0.398 |
| RNN    | 0.785 | 0.707 | 0.659 | 0.682 |
| LSTM   | 0.796 | 0.719 | 0.683 | 0.701 |
| GRU-1  | 0.800 | 0.735 | 0.685 | 0.709 |
| GRU-2  | 0.808 | 0.741 | 0.694 | 0.717 |
| CRF*   | | | 0.667 | 0.566 | 0.607 |
| HMM*   | | | | 0.524 |

Weibo Twitter

Figure 6: Proportion of events classified by ERD over time. Dashed line indicates the optimal checkpoint (12 hours) for GRU-2.

Figure 7: Detection accuracy of ERD over time. Dashed lines indicates GRU-2’s accuracies.

For the two checkpoints on Weibo where GRU-2 outperforms ERD, in the first checkpoint (24-30) we find that there are only 5 events and so the difference is unlikely to be statistically robust. For the second checkpoint (42-48), we hypothesise that these events are possibly the diffi-
To understand the advantage of incorporating reinforcement learning (CM) for rumour detection, we compute the detection accuracy over time for ERD and RDM in Figure 8. The dashed lines indicate the average accuracy performance of ERD, which detects rumours on average in 7.5 and 3.4 hours on Weibo and Twitter respectively. The solid lines show the accuracy performance of RDM, which increases over time as it has more evidence. For RDM to achieve the performance of ERD, we see that it requires approximately at least 20 hours of posts on both data sets. This highlights the importance of the checkpoint module, which allows ERD to detect rumours much earlier. In certain events, they are detected within 3 minutes.

### 5 Conclusions

We present ERD, an early rumour detection system. Rather than setting a static checkpoint that determines when an event should be classified as rumour, ERD learns dynamically the minimum number of posts required to identify a rumour. To this end, we integrate reinforcement learning with recurrent neural networks to monitor social media posts in real time to decide when to classify rumours. We evaluate our model on two standard data sets, and demonstrate that ERD identifies rumours within 7.5 hours and 3.4 hours on Weibo and Twitter on average, compared to 12 hours of a competitive system. In terms of detection accuracy, ERD achieves a performance of 93.3% and 85.8%, which is comparable to state-of-the-art rumour detection systems.
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