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Abstract—The practice of deep learning has shown that neural networks generalize remarkably well even with an extreme number of learned parameters. This appears to contradict traditional statistical wisdom, in which a trade-off between model complexity and fit to the data is essential. We aim to address this discrepancy by adopting a convex optimization and sparse recovery perspective. We consider the training and generalization properties of two-layer ReLU networks with standard weight decay regularization. Under certain regularity assumptions on the data, we show that ReLU networks with an arbitrary number of parameters learn only simple models that explain the data. This is analogous to the recovery of the sparsest linear model in compressed sensing. For ReLU networks and their variants with skip connections or normalization layers, we present isometry conditions that ensure the exact recovery of planted neurons. For randomly generated data, we show the existence of a phase transition in recovering planted neural network models, which is easy to describe: whenever the ratio between the number of samples and the dimension exceeds a numerical threshold, the recovery succeeds with high probability; otherwise, it fails with high probability. Surprisingly, ReLU networks learn simple and sparse models that generalize well even when the labels are noisy. The phase transition phenomenon is confirmed through numerical experiments.

Index Terms—Neural networks, deep learning, convex optimization, sparse recovery, compressed sensing, $$\ell_1$$ minimization, Lasso.

I. INTRODUCTION

R ECENT work has shown that neural networks (NNs) exhibit extraordinary generalization abilities in many machine learning tasks. Although NNs employed in practice are often over-parameterized, meaning the number of parameters exceeds the sample size, they generalize to unseen data and perform well. In this work, we study the problem of generalization in such over-parameterized models from a convex optimization and sparse recovery perspective. We are interested in the setting where an NN with an arbitrary number of neurons is trained on datasets with a simple structure, for instance, when the label vector is the output of a simple NN, which may have additive noise. A natural question arises: under which conditions, a neural network with an arbitrary number of neurons, in which the number of trainable parameters can be quite large, achieves perfect generalization? We uncover a sharp phase transition in the behavior of NNs in the recovery of simple planted models. Our results imply that the weight decay regularization solely controls whether the NN recovers the underlying simple model planted in the data or fails by overfitting a more complex model, regardless of the number of parameters in the NN.

Our findings are close in spirit to classical results on sparse recovery and compressed sensing. It is known that there exists a sharp phase transition in recovering a sparse planted vector from random linear measurements. Specifically, the probability of successful recovery will be close to one when the sample number exceeds a certain threshold. Otherwise, the probability of recovery is close to zero. This can be shown by analyzing the intersection probability of a convex cone with a random subspace, which undergoes a sharp phase transition as the statistical dimension of the cone changes with respect to the ambient dimension [1]. By leveraging recently discovered connections between ReLU NNs and Group Lasso models [2], [3], [4], [5], [6], we show that a calculation involving statistical dimensions of convex cones implies a phase transition in two-layer ReLU NNs for recovering simple planted models.

In addition, we consider deterministic training data and derive analogs of the irrepresentability condition [7] and Restricted Isometry Property [8], [9], which play an important role in ensuring the recovery of planted models.
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role in the recovery of sparse linear models. We develop the notion of Neural Isometry Conditions to characterize non-random training data that allow exact recovery of planted neurons. We further show that random i.i.d. Gaussian, sub-Gaussian, and Haar distributed random matrices satisfy Neural Isometry Conditions with high probability when the number of samples is sufficiently high. The random Gaussian data assumption is widely used in practice. For instance, the subproblem in training diffusion models [10], [11] is equivalent to learn the function over Gaussian random data.

Although neural networks lead to non-convex optimization problems which are challenging to analyze, a recent line of work [2], [3], [4] showed that regularized training problems of multilayer ReLU networks can be reformulated as convex programs. Based on the convex optimization formulations, [6] further gives the exact characterizations of all global optima in two-layer ReLU networks. More precisely, it was shown that all globally optimal solutions of the nonconvex training problem are given by the solution set of a simple convex program up to permutation and splitting. In other words, we can find the set of optimal NNs for the regularized training problem by solving a convex optimization problem. The convex optimization formulations of NNs were also extended to NNs with batch normalization layers [12], convolutional NNs (CNNs) [4], [13], polynomial activation networks [14], transformers with self-attention layers [15] and Generative Adversarial Networks (GANs) [16].

We study the recovery properties of optimal two-layer ReLU neural networks by considering their equivalent convex formulations and leveraging connections to sparse recovery and compressed sensing. We also consider variants of the basic two-layer architecture with skip connections and normalization layers, which are basic building blocks of modern DNNs such as ResNets [17]. We show the existence of a sharp phase transition in the recovery of simple models via ReLU NNs. To be more specific, for a data matrix \( \mathbf{X} \in \mathbb{C}^{n \times d} \), there exists a critical threshold for the ratio \( n/d \), above which a planted network with few neurons will be the unique optimal solution of the convex program of two-layer networks with probability close to 1, as long as \( n \) and \( d \) are moderately high. Otherwise, this probability will be close to 0. The same conclusion applies to the non-convex training of the two-layer network with any number of neurons, up to permutation and neuron splitting (see Appendix B). Moreover, our results highlight the importance of skip-connections and normalization layers in the success of recovery as we show in Section III-C. We also provide deterministic isometry conditions that guarantee the recovery of an arbitrary number of ReLU neurons. We summarize these results in Table I.

**A. Related Works**

Recent works have investigated linearized neural network models trained with gradient descent from a kernel-based learning perspective [18], [19], [20]. When the width of the neural network approaches infinity, it is known that NNs can fit all the training data [21], [22], [23]. However, in this regime, the analysis shows that almost no hidden neurons move from their initial values to learn features [24]. Further experiments also confirm that infinite width limits and linearized kernel approximations are insufficient to give an adequate explanation for the success of non-convex neural network models as their width goes to infinity [25]. Due to the non-linear structure of neural networks and non-convexity of the training problem, only a few works consider the role of over-parameterization when the width of the neural network is finite [20], [26], [27].

It was conjectured that models trained with simple iterative methods such as Stochastic Gradient Descent (SGD) approach flat local minima [28], [29], [30] that generalize well. However, it was also shown that the behavior of the trained model heavily depends on the choice of the specific optimization algorithm and its hyper-parameters [29], [31], [32], [33].

Developing algorithms for the recovery of planted two-layer neural networks has been studied in the literature. In [34] and [35], the authors design spectral methods for learning the weight matrices of a planted two-layer ReLU network with \( k \) neurons. In contrast, our work studies the recovery properties of over-parameterized NNs with arbitrarily many neurons that minimize the training objective and shed light on the optimization landscape. [36], [37], [38], [39] analyze the recovery of two-layer ReLU neural networks using the gradient descent method, while [40] extends the analysis to other activation functions, including leaky ReLU. In comparison, our results apply to the case where neural networks have many more neurons than the planted model.

**B. Notation**

We introduce notations used throughout the paper. We use the notation \( [n] \) to represent the set \( \{1, \ldots, n\} \). We use the notation \( \mathbb{I}(\cdot) \) for the 0-1 valued indicator function which takes the value 1 when its argument is a true logical statement and 0 otherwise. We reserve boldcase lower-case letters for vectors, boldcase upper-case letters for matrices and plain lower-case letters for scalars. For a vector \( \mathbf{v} \in \mathbb{R}^d \), we use \( \|\mathbf{v}\|_p := \left( \sum_{i=1}^{d} |v_i|^p \right)^{1/p} \) to represent its \( \ell_p \) norm. The notation \( \cos(\mathbf{w}, \mathbf{v}) := \frac{\mathbf{w}^T \mathbf{v}}{\|\mathbf{w}\|_2 \|\mathbf{v}\|_2} \in [-1, 1] \) represents the cosine angle between two vectors \( \mathbf{w} \in \mathbb{R}^d \) and \( \mathbf{v} \in \mathbb{R}^d \). For a matrix \( \mathbf{X} \in \mathbb{R}^{n \times d} \), we use \( \|\mathbf{X}\|_2 \) to denote its operator norm. We use \( \|\mathbf{X}\|_{\infty, \infty} \) for the matrix infinity norm, i.e., the elementwise maximum absolute value. We use \( \mathbf{I}_n \in \mathbb{R}^{n \times n} \) to denote the identity matrix with size \( n \times n \). We denote \( \lambda_{\max}(\mathbf{X}) \) for the maximum eigenvalue of a symmetric matrix \( \mathbf{X} \). Similarly, the notion \( \operatorname{eigmax}(\mathbf{X}) \) represents the subspace spanned by the eigenvectors corresponding to the maximum eigenvalue for a symmetric matrix \( \mathbf{X} \). We use the shorthand \( \text{diag}(x_1, \ldots, x_n) \) to represent a diagonal matrix with entries \( x_1, \ldots, x_n \) on the diagonal. The notation \( x_i^{\text{row}} \in \mathbb{R}^d \) and \( x_j^{\text{col}} \in \mathbb{R}^d \) denoted the \( i \)-th row and \( j \)-th column of an \( n \times d \) matrix \( \mathbf{X} \in \mathbb{R}^{n \times d} \) respectively. We use the notation \( \text{poly}(n) \) to denote a polynomial function of the variable \( n \). We call a zero-mean random variable \( X \) sub-Gaussian with variance proxy \( \sigma^2 > 0 \) if it holds that \( \mathbb{E}[e^{sx}] \leq e^{\frac{1}{2} s^2 \sigma^2} \) for any \( s \in \mathbb{R} \).

**C. Organization**

In Section II, we present a preview of our results for the special case of linear neuron recovery with ReLU NNs.
We introduce variants of the ReLU NN architecture in Section III. In Section IV we develop deterministic conditions, termed Neural Isometry Conditions, for the recovery of linear and non-linear neurons using different NN architectures. In Section V, we investigate random ensembles of training data matrices, for which we show the existence of a sharp phase transition in satisfying these deterministic conditions via non-asymptotic probabilistic bounds. In Section VI, we develop asymptotic results on the recovery probability for the case of multiple ReLU neurons. We present numerical simulations to corroborate our theoretical results in Section VII. We present our conclusions in Section VIII.

II. A PREVIEW: AN EXACT CHARACTERIZATION OF LINEAR NEURON RECOVERY

In this section, we present a preview of our results on two-layer ReLU networks with skip connection in the special case of linear neuron recovery. We generalize our result to the recovery of nonlinear neurons using different architectures later in Sections IV-VI. We invite the reader to refer to Appendix A for the background on the isometry conditions in compressed sensing, which share important parallels with our analysis. We start with the following two-layer ReLU network model with a linear skip connection.

\[ f(X; \Theta) = Xw_1v_1 + \sum_{i=2}^{m} (Xw_i)v_i, \]

where \( \Theta = \{W, v\} \) denotes trainable parameters including first layer weights \( W \in \mathbb{R}^{d \times m} \) and second layer weights \( v \in \mathbb{R}^m \). We will first consider the minimum norm interpolation problem

\[
\min_{\Theta} \left\| W \right\|_F^2 + \left\| v \right\|_2^2, \quad \text{s.t.} \quad f(X; \Theta) = y. \tag{1}
\]

where the objective \( \left\| \Theta \right\|_2^2 \) stands for the weight-decay regularization term.

A. Hyperplane Arrangements

We now introduce an important concept from combinatorial geometry called hyperplane arrangement patterns, in order to introduce convex optimization formulations of ReLU network training problems.

**Definition 1 (Diagonal Arrangement Patterns):** We define \( \{0, 1\} \) valued diagonal matrices \( D_1, \ldots, D_p \) that contain an enumeration of the set of hyperplane arrangement patterns of the training data matrix \( X \) as follows. Let us define

\[
\mathcal{H} := \left\{ \text{diag}(h) \mid h \in \mathbb{R}^d, h \neq 0 \right\}. \tag{2}
\]

We call \( D_1, \ldots, D_p \in \mathcal{H} \), an enumeration of the elements of \( \mathcal{H} \) in an arbitrary fixed order, diagonal arrangement patterns associated with the training data matrix \( X \). The \( \{0, 1\} \) valued patterns on the diagonals of \( D_1, \ldots, D_p \) encodes a partition of \( \mathbb{R}^d \) by hyperplanes passing through the origin that are perpendicular to the rows of \( X \). The number of such distinct patterns is the cardinality of the set \( \mathcal{H} \) and is bounded as follows

\[
p := |\mathcal{H}| \leq 2^{r-1} \frac{(n-1)!}{k!} \leq 2r \left( \frac{c(n-1)}{r} \right)^r,
\]

where \( r = \text{rank}(X) \), see [41]. A 2-dimensional example of diagonal arrangement patterns with three hyperplanes, i.e., \( n = 3 \), is presented in Figure 1. Note that there are \( p = 2((n^2) + \frac{n}{2}) = 6 \) regions and corresponding patterns associated with this configuration. For every fixed dimension \( d \) (or rank \( r \)), the number of patterns \( p \) is bounded by \( \text{poly}(n) \). In [13], it was shown that convolutional neural networks (CNNs) have a small fixed rank. For instance, a typical convolutional layer of size \( 3 \times 3 \times 512 \), e.g., 512 filters of size \( 3 \times 3 \) implies \( r \leq 3 \times 3 = 9 \).

B. Convex Reformulations

The non-convex optimization problem (1) of ReLU networks with skip connection is equivalent\(^1\) to a convex program:

\[
\min_{w_0, (w_j, w'_j)} \sum_{j=1}^{p} \left( \|w_j\|_2 + \|w'_j\|_2 \right), \quad \text{s.t.} \quad \sum_{j=1}^{p} (2D_j - I_n)Xw_j \geq 0, \tag{3}
\]

\[
(2D_j - I_n)Xw'_j \geq 0, \quad j \in [p].
\]

\(^1\)Under the condition that the NN has sufficiently many neurons (see e.g., Theorem 1 in [2]).

---

**TABLE I**

**SUMMARY OF OUR RESULTS FOR THE SUCCESS OR FAILURE OF THE RECOVERY OF PLANTED NEURONS. GAUSSIAN DATA REFERS TO TRAINING MATRICES WITH I.I.D. STANDARD GAUSSIAN ENTRIES, HAAR DATA REFERS TO UNIFORMLY DRAWN TRAINING MATRICES FROM THE SET OF ORTHOGONAL MATRICES. STRONG RECOVERY REFERS TO THE RECOVERY OF ALL POSSIBLE PLANTED NEURONS, WHEREAS WEAK RECOVERY REFERS TO THE RECOVERY OF FIXED NEURONS.**

| Model               | Data      | Success          | Failure          | Results                      |
|---------------------|-----------|------------------|------------------|------------------------------|
|                     |           | strong recovery  | weak recovery    |                               |
| linear              | Haar      | \( n > 7.613d\)  | \( n > 2d\)      | \( n < 2d \) Thm. 7 Thm. 9   |
|                     | Gaussian  | \( n > O(d \log(n))\) | \( n > 2d\)      | \( n < 2d \) Thm. 8 Thm. 5   |
| ReLU                | Gaussian  | -                | \( n > 2d\)      | - Thm. 11                    |
| ReLU-normalized     | Gaussian  | -                | \( n \rightarrow \infty\) | - Prop. 9               |
| two ReLU-normalized | Gaussian  | -                | \( n \rightarrow \infty\) | - Prop. 8               |
| 6 ReLU-normalized   | -         | -                | Neural Isometry Condition (NIC-k) | - Prop. 4              |
| noisy linear model  | sub-Gaussian | -                | \( n > O(d \log(n))\) | - Thm. 10            |

---

**Note:** Under the condition that the NN has sufficiently many neurons (see e.g., Theorem 1 in [2]).
Here \( w_j \) corresponds to the ReLU neuron associated with positive second layer weight and \( w'_j \) corresponds to the ReLU neuron associated with negative second layer weight. These variables can be considered as local linearizations of ReLU neurons in each arrangement.

In practice, it is unnecessary to enumerate all \( p \) hyperplane arrangements. Indeed, in [42], it is proven that with \( m = O((n/d) \log(n)) \) randomly sampled hyperplane arrangements, the relative optimality gap between the convex relaxation and the nonconvex training problem is bounded by \( O(\sqrt{\log(n)}) \). This implies that the convex parameterization can be solved in polynomial time while the training objective is proportional to the optimal objective (e.g., they both tend to zero as \( n \to \infty \)). Furthermore, by taking a small number of arrangements (e.g., in the order of thousands) the convex reparameterization can outperform the nonconvex training in standard benchmarks, as shown in [43]. The global optimal set of the non-convex program (1) can be characterized by the optimal solutions of the convex program (3). The next result is an extension of the earlier results [3, 5, 6] to NNs with a skip connection.

**Lemma 1:** All globally optimal solutions of the non-convex problem (1) of ReLU networks with skip connection can be found (up to splitting and permutation) via the optimal solution set of the convex program (3) when \( m \geq m^* \). Here \( m^* := \|w_0\|_1 + \sum_{j=1}^p \|w_j\|_1 + \|w'_j\|_1 \) is the number of non-zero neurons in the minimum norm optimal solution \( \{w_0, (w_j, w'_j)_{j=1}^p\} \) of (3).

### C. Linear Neural Isometry Condition

We now consider the case when the labels are generated by a planted linear model, i.e., \( y = Xw^* \) and ask the following question:

**Can ReLU NNs with a linear skip connection learn a planted linear relation as effectively as a linear model?**

In order to prove that the linear model can be recovered by solving the non-convex problem (1) or its convex reformulation (3), we introduce the following isometry condition on the training data.

**Definition 2 (Linear Neural Isometry Condition):** The linear neural isometry condition for recovering the linear model \( y = Xw^* \) from (12) is given by:

\[
\left\| X^T D_j (X^T X)^{-1} \hat{w}^* \right\|_2 < 1, \forall j \in [p], \quad \text{(NIC-L)}
\]

where \( \hat{w}^* := \frac{w^*}{\|w^*\|_2} \). Note that (NIC-L) holds uniformly for all \( w^* \) only if

\[
\left\| I_d - \sum_{k:x_k^T w < 0} x_k x_k^T \left( \sum_{k=1}^p x_k x_k^T \right)^{-1} \right\|_2 < 1, \forall w : w \neq 0. \quad (4)
\]

The above is a spectral isometry condition on the empirical covariance \( \hat{\Sigma} := \sum_{k=1}^p x_k x_k^T \) and its subsampled version \( \hat{\Sigma}_w := \sum_{k:x_k^T w < 0} x_k x_k^T \) that excludes samples activated by a ReLU neuron. Intuitively, for the above condition to hold, the empirical covariance should be relatively stable when samples that lie on a halfspace are removed, and consequently

\[
\left\| I_d - \hat{\Sigma}_w \hat{\Sigma}^{-1} \right\|_2 = \left\| (\hat{\Sigma} - \hat{\Sigma}_w) \hat{\Sigma}^{-1} \right\|_2 < 1.
\]

In the following proposition, we show that the linear neural isometry condition implies the recovery of the planted linear model by solving (3).

**Proposition 1:** Suppose that \( n > d \) and the neural network contains an arbitrary number of neurons, i.e., \( m \geq 1 \). Let \( y = Xw^* \). Suppose that the linear neural isometry condition (NIC-L) holds. Then, the unique optimal solution to (1) and (3) (up to permutation and splitting) is given by the planted linear model, i.e., \( W = \{w_0, (w_j, w'_j)_{j=1}^p\} \), where \( w_0 = w^* \) and \( \hat{w}_j = \hat{w}'_j = 0 \) for \( j \in [p] \). The above result implies that minimizing the \( \ell_2^2 \) objective subject to the interpolation condition uniquely recovers the ground truth model by setting all the neurons except the skip connection to zero, regardless of the number of neurons in the NN. Remarkably, an NN with an arbitrary number of neurons, i.e., containing arbitrarily many parameters, optimizing the criteria (1) achieves perfect generalization when the ground truth is the linear model. The exact recovery follows from the equivalence of the problem (1) to the group sparsity minimization problem (3), however, this sparsity inducing regularization is hidden in the typical non-convex formulation with weight decay regularization, i.e., \( \|\Theta\|_F^2 \).

### D. Sharp Phase Transition

Our second main result in this paper is that there exists a sharp phase transition in training ReLU NNs when the data is generated by a random matrix ensemble and the observations are produced by a planted linear model. We precisely identify the relation between the number of samples \( n \) and the feature dimension \( d \) under i.i.d. training data and planted model assumptions. We first summarize our results in this section informally and then present detailed theorems in later sections.

**Theorem 1 (informal):** Suppose that the training data matrix \( X \in \mathbb{R}^{n \times d} \) is i.i.d. Gaussian, and \( f(X; \Theta) \) is a two-layer ReLU network containing arbitrarily many neurons with skip connection. Assume that the response is a noiseless

---

2Please see Appendix B for a precise definition of the notion of permutation and splitting.
linear model $y = Xw^*$. The condition $n > 2d$ is sufficient for ReLU networks with skip connections or normalization layers to recover the planted model exactly with high probability. Furthermore, when $n < 2d$, the recovery fails with high probability.

Interestingly, in the regime where $n \in (d, 2d)$, fitting a simple linear model instead of an NN recovers the planted linear model. In contrast, the ReLU network fails to recover the linear model due to the richness of the model class. We formalize this observation as follows:

**Corollary 1:** Suppose that the observations are given by $y = Xw^*$, where $w^* \in \mathbb{R}^d$ is a fixed, unknown parameter. If $n \in (d, 2d)$, a simple linear model $f_{\text{lin}}(X; w) = Xw$ recovers the planted linear neuron $w^*$ exactly for any $w^*$, while the ReLU network with skip connection and $m \geq 1$ neurons fitted via either (5) with any $\beta \geq 0$ or (1) fails with high probability for all $w^*$ such that $Xw^* \geq 0$.

This corollary is illustrated in Figure 2 as a phase diagram in the $(n, d)$ plane. This result clearly shows that the model complexity of ReLU networks can hurt generalization compared to simpler linear models when the number of samples is limited, but information-theoretically sufficient for exact recovery. On the other hand, ReLU networks learn the true model and close the gap in generalization when twice as many samples are available, i.e., $n > 2d$.

### E. Noisy Observations

We also develop theoretical results when the observation vector $y$ is noisy and the following regularized version of the training problem is solved. We consider the regularized training problem

$$
\min_{\Theta} \frac{1}{2}\|f(X; \Theta) - y\|^2_2 + \frac{\beta}{2} R(\Theta),
$$

where $R(\Theta) = \|\Theta\|_F^2$ is the weight-decay regularization term.

**Theorem 2 (informal):** Suppose that the training data matrix $X \in \mathbb{R}^{n \times d}$ is with i.i.d. sub-Gaussian entries, and $f(X; \Theta)$ is a two-layer ReLU network with $m$ neurons, skip connection and a normalization layer applied before the ReLU layer. Assume that the observation $y$ is the sum of a linear neuron and an arbitrary disturbance term $z$, i.e., $y = Xw^* + z$.

Then, there exists a range of values for the regularization parameter $\beta$, such that the non-convex optimization problem in (5) and its corresponding convex formulation (see (24) in Section V) exactly recovers a linear model with high probability when $n$ is sufficiently large for all values of the number of neurons $m \geq 1$. Additionally, the $\ell_2$ distance between the learned linear neuron $w$ and the planted neuron is bounded by

$$
\|w - w^*\|_2 \leq O(\beta) + O(\|z\|_2).
$$

The above result shows the bias of two-layer ReLU networks towards simple models even when the relation between the data and labels is not exactly linear. Our proof also shows that skip connection and normalization layers in these two-layer networks are critical for learning compact models, as they are the building blocks of the ResNets popularly used in practice. The details of Theorem 2 can be found in Section V-D.

**Corollary 2:** By combining the above proposition with Lemma 1, we note that the global optima of the nonconvex problem (7) consists of exactly the planted linear neuron up to permutation and splitting.

### III. Convex Formulations of ReLU NNs with Skip Connection and Normalization

In this section, we introduce important variants of the simple ReLU architecture and their corresponding convex formulations. As will be shown next, architectural choices of these models, such as an addition of a normalization layer play a significant role in their recovery properties.

Suppose that $X \in \mathbb{R}^{n \times d}$ is the training data matrix and $y \in \mathbb{R}^d$ is the label vector. We will focus on the following two-layer ReLU NNs:
- plain ReLU networks:
  \[ f_{\text{ReLU}}(X; \Theta) = (XW) + v = \sum_{i=1}^{m} (Xw_i)_+ v_i, \]
  where \( \Theta = (W, v), W \in \mathbb{R}^{d \times m} \) and \( v \in \mathbb{R}^m \).
- ReLU networks with skip connections:
  \[ f_{\text{ReLU-skip}}(X; \Theta) = Xw_i v_i + \sum_{i=2}^{m} (Xw_i)_+ v_i, \]
  where \( \Theta = (W, v), W \in \mathbb{R}^{d \times m} \) and \( v \in \mathbb{R}^m \).
- ReLU networks with normalization layers:
  \[ f_{\text{ReLU-norm}}(X; \Theta) = \sum_{i=1}^{m} N_\alpha((Xw_i)_+) v_i, \]
  where \( \Theta = (W, v, \alpha) \) and the normalization operator \( N_\alpha(z) \) is defined by
  \[ N_\alpha(z) = \frac{z}{\|z\|_2} \alpha, z \in \mathbb{R}^n, \alpha \in \mathbb{R}. \]

We note that the normalization layer employed in the model \( f_{\text{ReLU-norm}} \) is a variant of the well-known batch normalization (BN) with a trainable normalization-correction variable. However, convex formulations of ReLU NNs with exact Batch Normalization layers can be derived as shown in [12]. We now focus on the regularized training problem

\[ \min_{\Theta} \frac{1}{2} \|f(X; \Theta) - y\|^2_2 + \beta \frac{1}{2} R(\Theta). \tag{6} \]

For plain ReLU networks and ReLU networks with skip connections, we consider weight decay regularization. This is given by \( R(\Theta) = \|\Theta\|^2_2 = (\|W\|^2_2 + \|v\|^2_2) \), while for ReLU networks with normalization layers, we have \( R(\Theta) = (\|W\|^2_2 + \|v\|^2_2 + \|\alpha\|^2_2) \). When \( \beta \to 0 \), the optimal solution of the above problem approaches the following minimum norm interpolation problem:

\[ \min_{\Theta} R(\Theta) \quad \text{s.t.} \quad f(X; \Theta) = y. \tag{7} \]

### A. Convex Formulations for Plain ReLU NNs

According to the convex optimization formulation of two-layer ReLU networks in [2], the minimum norm problem (7) of plain ReLU networks, i.e., the model \( f_{\text{ReLU}}(X; \Theta) \), is equivalent to a convex program:

\[
\begin{align*}
\min_{\{w_j, w'_j\}_{j=1}^p} & \quad \sum_{j=1}^p \left( \|w_j\|_2 + \|w'_j\|_2 \right) \\
\text{s.t.} & \quad \sum_{j=1}^p D_j X (w_j - w'_j) = y, \quad (8)
\end{align*}
\]

Here the matrices \( D_1, \ldots, D_p \) are diagonal arrangement patterns as defined in Definition 1. Compared to the formulation in [2], we exclude the hyperplane arrangement induced by the zero vector without loss of generality as justified in Appendix D. Analogous to the results in [2] and [6], the global optimal set of the non-convex program (7) can be characterized by the optimal solutions of the convex program (8).

**Theorem 3:** All globally optimal solutions of the non-convex problem (7) of ReLU networks can be computed via the optimal solutions of the convex program (8) up to splitting and permutation as soon as the number of neurons \( m \) exceeds a critical threshold \( m^* \).

The inequality constraints in (8) render the analysis of the uniqueness of the optimal solution directly via (8) difficult. However, we show that we can instead work with relaxation without any loss of generality. By dropping all inequality constraints, we obtain a relaxation of the convex program (8) which reduces to the following group \( \ell_1 \)-minimization problem:

\[
\min_{\{w_j\}_{j=1}^p} \sum_{j=1}^p \|w_j\|_2 \quad \text{s.t.} \quad \sum_{j=1}^p D_j X w_j = y. \tag{9}
\]

The above form corresponds to the well-known Group Lasso model [44] studied in high-dimensional variable selection and compressed sensing. We note that a certain unique solution to the relaxation in (9) satisfying the constraint in the original problem (8) implies that the original problem (8) also has the same unique solution.

Another interesting observation is that the above group \( \ell_1 \)-minimization problem corresponds to the minimum norm interpolation problem with gated ReLU activation, for which the NN model is given by

\[ f_{\text{ReLU}}(X; \Theta) = \sum_{i=1}^{m} \text{diag}([I(Xh_i \geq 0)]) Xw_i v_i, \quad (10) \]

where \( \Theta = (W, v, H) \). This derivation is provided in Appendix E.

### B. Convex Formulations for ReLU Networks With Skip Connection

The minimal problem (7) of ReLU networks with skip connection, i.e., the model \( f_{\text{ReLU-skip}}(X; \Theta) \), is equivalent to a convex program:

\[
\begin{align*}
\min_{\{w_j, w'_j\}_{j=1}^p} & \quad \sum_{j=1}^p \left( \|w_j\|_2 + \|w'_j\|_2 \right) \\
\text{s.t.} & \quad Xw_0 + \sum_{j=1}^p D_j X (w_j - w'_j) = y, \quad (11)
\end{align*}
\]

By dropping all inequality constraints, the convex program (3) reduces to the following group \( \ell_1 \)-minimization problem:

\[
\begin{align*}
\min_{\{w_j\}_{j=0}^p} & \quad \sum_{j=0}^p \|w_j\|_2 \\
\text{s.t.} & \quad Xw_0 + \sum_{j=0}^p D_j X w_j = y. \quad (12)
\end{align*}
\]

Similarly, this group \( \ell_1 \)-minimization problem is equivalent to the minimum norm interpolation problem of gated ReLU networks with skip connection.
C. Convex Formulations for ReLU Networks With Normalization Layer

The minimum norm problem (7) of ReLU networks with normalization layer, i.e., the model $f_{\text{ReLU}}-\text{norm}(X; \Theta)$, is equivalent to the following convex program:

$$\min_{\{w, w_j\}^p_{j=1}} \sum_{j=1}^p \left( \|w_j\|_2 + \|w_j'\|_2 \right)$$

subject to

$$\sum_{j=1}^p U_j (w_j - w_j') = y,$$

where $D_j X = U_j \Sigma_j V_j$ is the compact singular value decomposition (SVD) of $D_j X$ for $j \in [p]$. Again, the global optima of the non-convex program (7) can be characterized by the optimal solutions of the convex program (13).

**Theorem 4:** Suppose that $n > d$. All globally optimal solutions of the non-convex problem (7) of ReLU networks with normalization layer can be found by the optimal solutions of the convex program (13) (up to splitting and permutation) when $m$ is greater than some threshold $m^*$. By dropping all inequality constraints, the convex program (13) reduces to a group $\ell_1$-minimization problem:

$$\min_{\{w_j\}^p_{j=1}} \sum_{j=1}^p \|w_j\|_2, \text{ s.t. } \sum_{j=1}^p U_j w_j = y. \quad (14)$$

Analogously, the above group $\ell_1$-minimization problem corresponds to the minimum norm interpolation problem of a gated ReLU network with the normalization layer.

IV. NEURAL ISOMETRY CONDITIONS AND RECOVERY OF NONLINEAR NEURONS

In this section, we introduce conditions on the training data, called neural isometry, that guarantee the recovery of planted models via solving the non-convex problem (7) or the convex problems (9, 12, 14).

A. Recovery of a Single ReLU Neuron Using Plain ReLU NNs

In this section, we present recovery results on ReLU networks. Suppose that $y = (Xw^*)_+$ is the output of a planted ReLU neuron, where $w^* \neq 0$. Let $D_{1*} = \text{diag}(\|Xw^*\|_2)$ and denote $w^* = \frac{\Sigma_{1*} V_{1*}}{\Sigma_{1*}}$. Here, $U_{1*}, \Sigma_{1*}, V_{1*}$ are the SVD factors of $D_{1*} X$ as defined in subsection III-C. We note the simplified expression

$$U_{1*} w^* = \frac{U_{1*} \Sigma_{1*} V_{1*}}{\|\Sigma_{1*} V_{1*} w^*\|_2} = \frac{Xw^*}{\|Xw^*\|_2} = y.$$

We introduce the following normalized Neural Isometry Condition.

**Definition 3:** Neural Isometry Condition for a single ReLU neuron: A sufficient condition for recovering a single neuron $y = (Xw^*)_+$ via the problem (9) is given by:

$$\|X^T D_{1*} D_{1*} X (X^T D_{1*} X)^{-1} w^*\|_2 < 1, \forall j \neq i^*, \quad (\text{NIC-1})$$

We assume that the matrix $X^T D_{1*} X = \sum_{k: x_k^T w^* \geq 0} x_k x_k^T$ is invertible whenever the above condition holds. The condition above can be equivalently stated as

$$\left\| \sum_{k: x_k^T w \geq 0} x_k x_k^T \left( \sum_{k: x_k^T w \geq 0} x_k x_k^T \right)^{-1} w \right\|_2 < 1, (15)$$

for all $w$ such that $I(Xw \geq 0) \neq I(Xw^* \geq 0)$. In the following proposition, we show that the neural isometry condition (NIC-1) implies the recovery of the planted model by solving the convex reformulation (8), or equivalently the non-convex problem (7).

**Proposition 2:** Suppose that $n \geq d$. Let $y = (Xw^*)_+$. Suppose that (NIC-1) holds. Then, the unique optimal solution to (8) is given by the planted ReLU neuron $w^*$, i.e., $W = \{\tilde{w}_j, \tilde{w}_j'\} | j \in [p] \}$, where $\tilde{w}_{i*} = w^*, \tilde{w}_{i*}' = 0$ and $\tilde{w}_{j} = \tilde{w}_j' = 0$ for $j \neq i^*$.

**Corollary 3:** By combining the above proposition with Theorem 3, we note that all global optima of the nonconvex problem (7) consist of permuted and split versions of the planted ReLU neuron when the condition (NIC-1) holds.

B. Recovery of a Single ReLU Neuron Using ReLU Networks With Normalization Layer

We now consider the case where $y = (Xw^*)_+$, which is the output of a single-neuron ReLU network followed by a normalization layer. Let $D_{1*} = \text{diag}(\|Xw^*\|_2)$ and denote $w^* = \frac{\Sigma_{1*} V_{1*}}{\Sigma_{1*}} w^*$. Here, $U_{1*}, \Sigma_{1*}, V_{1*}$ are the SVD factors of $D_{1*} X$ as defined in subsection III-C. We note the simplified expression

$$U_{i*} w^* = \frac{U_{i*} \Sigma_{i*} V_{i*}}{\|\Sigma_{i*} V_{i*} w^*\|_2} = \frac{(Xw^*)_+}{\|Xw^*\|_2} = y.$$
problem (7) consist of split and permuted versions of the planted neuron.

**Remark 1:** Our analysis reveals that normalization layers play a key role in the recovery conditions. Note that in (NIC-1), the matrices \( \{D_1X, \ldots, D_pX\} \) are replaced by their whitened versions, effectively canceling the matrix inverse \((\sum_{i=1}^k x_i^2 w_i^2)^{-1}\) in (NIC-1). Therefore, the conditioning of the matrices is improved by the addition of a normalization layer, which applies implicit whitening to the data blocks \( \{D_1X, \ldots, D_pX\} \). As a result, it can be deduced that normalization layers help NNs learn simple models more efficiently from the data.

C. Recovering Multiple ReLU Neurons Using Plain ReLU NNs

We now extend the Neural Isometry Condition to the recovery of \( k \geq 1 \) ReLU neurons, starting with plain ReLU NNs. Suppose that the label vector is given by

\[
y = \sum_{i=1}^k (Xw_i^*) + r_i^*,
\]

where \( w_i^* \in \mathbb{R}^d, r_i^* \in \{-1, +1\} \) for \( i \in [k] \), and \( \text{diag}(\|Xw_i^* \| \geq 0) \) are distinct for \( i \in [k] \). Suppose that an enumeration of the diagonal arrangement patterns corresponding to the planted neurons is given by \( D_1, \ldots, D_p \).

We denote \( D_i = \text{diag}(\|Xw_i^* \| \geq 0) \) for \( i \in [k] \), where \( S = \{s_1, \ldots, s_k\} \subseteq [p] \) contain the indices of planted neurons in the enumeration of arrangement patterns \( \{1, \ldots, p\} \) according to any fixed order.

**Definition 5 (Neural Isometry Condition for \( k \) neurons):** For recovering \( k \) ReLU neurons from the observations \( y = \sum_{i=1}^k (Xw_i^*) + r_i^* \) via the optimization problem (13), the normalized neural isometry condition is given by

\[
\begin{bmatrix}
X^TD_j \\
X^TD_{s_1} \\
\vdots \\
X^TD_{s_k}
\end{bmatrix}
\begin{bmatrix}
\hat{w}_1 \\
\vdots \\
\hat{w}_{k_j}
\end{bmatrix}
< 1, \forall j \in [p], j \notin S,
\]  
\text{(NIC-k)}

where \( \hat{w}_i := r_i^* w_i^*/\|w_i^*\|_2 \) \( \forall i \in [k] \).

In the following proposition, we show that (NIC-k) implies the recovery of the planted model with \( k \) neurons by solving the non-convex problem (7) or its convex reformulation (8).

**Proposition 4:** Suppose that (NIC-k) is satisfied. Then, the unique optimal solution to (8) is given by the planted neurons, i.e., \( \hat{W} = (\hat{w}_j, \hat{w}_j')_j \), where we let \( \hat{w}_j = \frac{w_j}{\|w_j\|_2} \) for \( r_j^* = 1 \), \( w_j = 0 \) for \( r_j^* = 0 \), and \( \hat{w}_j' = \frac{w_j}{\|w_j\|_2} \) for \( r_j^* = -1 \) and \( w_j = 0 \) for \( j \neq i^* \).

As a corollary, by combining the above proposition with Theorem 3, we deduce that all globally optimal solutions of the non-convex problem (7) with plain ReLU NNs consist of the planted model up to permutation and splitting.

D. Recovering Multiple ReLU Neurons Using ReLU NNs With Normalization Layer

Next, we consider ReLU NNs with normalization layers. Suppose that the label vector takes the form

\[
y = \sum_{i=1}^k (Xw_i^*) + r_i^*,
\]

where \( w_i^* \in \mathbb{R}^d \) are first layer weights, \( r_i^* \in \mathbb{R} \) are second layer weights for \( i \in [k] \) and \( \text{diag}(\|Xw_i^* \| \geq 0) \) are distinct for each \( i \in [k] \). For simplicity, denote \( D_i = \text{diag}(\|Xw_i^* \| \geq 0) \) for \( i \in [k] \), where \( S = \{s_1, \ldots, s_k\} \subseteq [p] \). Let \( D_jX = U_j \Sigma_j V_j \) be the singular value decomposition for \( i \in [p] \).

**Definition 6: Normalized Neural Isometry Condition for \( k \) neurons:** For recovering \( k \) normalized ReLU neurons from the observations \( y = \sum_{i=1}^k (Xw_i^*) + r_i^* \) via the optimization problem (13), the normalized neural isometry condition is given by

\[
\left\| U_j^T \begin{bmatrix}
U_{s_1}^T \\
\vdots \\
U_{s_k}^T
\end{bmatrix}
\begin{bmatrix}
\hat{w}_1 \\
\vdots \\
\hat{w}_{k_j}
\end{bmatrix}
\right\|_2 < 1, \forall j \in [p], j \notin S,
\]  
\text{(NNIC-k)}

where \( \hat{w}_i := r_i^* \Sigma s_i V_i w_i^*/\|\Sigma s_i V_i w_i^*\|_2 \) \( \forall i \in [k] \).

Suppose that \( D_{s_1}, \ldots, D_{s_k} \) further satisfy that \( D_{s_i} D_{s_k} = 0 \) for \( i \neq j \). Then, we can simplify the neural isometry condition to the following form

\[
\left\| U_j^T \sum_{i=1}^k \frac{(Xw_i^*) + r_i^*}{\|Xw_i^*\|_2} \right\|_2 = \| U_j^T y \|_2 < 1, \forall j \in [p]/S.
\]  
\text{(16)}

In the following proposition, we show that (NNIC-k) implies the recovery of the \( k \) planted normalized ReLU neurons via the optimization problem (13).

**Proposition 5:** Suppose that (NNIC-k) is satisfied. Then, the unique optimal solution to (13) is given by the planted neurons, i.e., \( \hat{W} = (\hat{w}_j, \hat{w}_j')_j \), where \( \hat{w}_j = \frac{\Sigma s_i V_i w_i^*}{\|\Sigma s_i V_i w_i^*\|_2} \) for \( r_j^* = 1 \), \( w_j = 0 \), \( \hat{w}_j' = \frac{\Sigma s_i V_i w_i^*}{\|\Sigma s_i V_i w_i^*\|_2} \) for \( r_j^* = -1 \) and \( w_j = \hat{w}_j' = 0 \) for \( j \neq i^* \).

**Corollary 4:** By combining the above proposition with Theorem 3, we note that all globally optimal solutions of the non-convex problem (7) consist of the split and permuted version of the planted model.

We explain why we do not use a ReLU NN to recover a linear neuron.

V. SHARP PHASE TRANSITIONS

One of our major results in this paper is that there exists a sharp phase transition in the success probability of recovering planted neurons in the \((n, d)\) plane for certain random ensembles for the training data matrix. We start illustrating this phenomenon with the case of recovering linear neurons through an application of the kinematic formula for convex cones.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
A. Kinematic Formula

We introduce an important result from [1] that will be used in proving the phase transitions in the recovery of planted neurons via ReLU NNs.

**Lemma 2:** For a convex cone $K \subseteq \mathbb{R}^n$, define the statistical dimension of the cone $K$ by

$$
\delta(K) = \mathbb{E} \left[ \| \Pi_K(g) \|_2^2 \right],
$$

where $g$ is a standard Gaussian random vector and $\Pi_K$ is the Euclidean projection onto the cone $K$. Define $\alpha := \frac{(n-\delta(K)-d)^2}{64\pi^2}$. Then, we have

$$
P(\exists w \neq 0 : Xw \in K) \begin{cases} 
\leq 4e^{-\alpha n}, & \delta(K) + d < n, \\
\geq 1 - 4e^{-\alpha n}, & \delta(K) + d > n. 
\end{cases}
$$

Consider the positive orthant $K = \mathbb{R}^n_+$, which is a convex cone. It can be easily computed that

$$
\delta(K) = \mathbb{E}[\| \pi_K(g) \|^2] = \mathbb{E} \left[ \sum_{i=1}^{n} \max\{0, g_i\}^2 \right] = \frac{n}{2}.
$$

A direct corollary of the kinematic formula is as follows.

**Proposition 6:** Let $X \in \mathbb{R}^{n \times d}$ be a matrix whose entries are i.i.d. random variables following $\mathcal{N}(0, 1)$. Then, we have

$$
P(\exists h \neq 0 : Xh \geq 0) \begin{cases} 
\leq 4e^{-\alpha n}, & d < n/2, \\
\geq 1 - 4e^{-\alpha n}, & d > n/2, 
\end{cases}
$$

where $\alpha = \frac{(n/2-d)^2}{64\pi^2}$. This implies that for $n > 2d$, the probability that the set of diagonal arrangement patterns contain the identity matrix, i.e., a vector $h \neq 0$ such that $\mathbb{I}(Xh \geq 0) = 1$, is close to 1, while for $n < 2d$, this probability is close to 0.

B. Recovering Linear Models

1) Gaussian Random Data: For Gaussian random data, our next result shows that the ratio $n/d$ controls whether the Linear Neural Isometry Condition for linear neuron recovery holds or fails with high probability. Therefore, neural networks do not overfit when the number of samples is above a critical threshold regardless of the number of neurons.

**Theorem 5 (Phase transition in Gaussian Data: Success):** Suppose that each entry $x_{i,j}$ of the data matrix $X \in \mathbb{R}^{n \times d}$ is an i.i.d. random variable following the Gaussian distribution $\mathcal{N}(0, 1/n)$. For $n > 2d$, NIC-L shown in (NIC-L) holds with probability at least $1 - \exp(-on)$ where $\alpha = \frac{(n/2-d)^2}{64\pi^2}$. Consequently, the unique optimal ReLU NN with skip connection found via the convex reformulation (11) uniquely recovers planted linear models up to permutation and splitting.

**Remark 2:** This implies that when the planted model is $y = Xw^*$, the linear term $w_0 = w^*$ is the unique optimal solution to the convex program (3). It is also the unique globally optimal solution to the non-convex problem (7).

We next show that when the ratio $n/d$ is below a certain critical threshold, $W = (w^*, 0, \ldots, 0)$ is not the unique optimal solution to the convex program (11) (or equivalently to the corresponding non-convex problem (7)). Consequently, neural networks overfit when the number of samples is below this critical threshold.

**Theorem 6 (Phase transition in Gaussian Data: Failure):** Suppose that $n < 2d$. Assume that each entry of $X$ is a i.i.d. random variable following the Gaussian distribution $\mathcal{N}(0, 1/n)$. Suppose that the planted parameter $w^*$ satisfies $Xw^* \geq 0$. Then, with probability 1, $W = (w^*, 0, \ldots, 0)$ is not the unique optimal solution to the minimum norm interpolation problem of ReLU NNs with skip connection (7) or its convex reformulation (11).

**Proof:** When $n < 2d$, according to the kinematic formula, we have

$$
P(\exists h \in \mathbb{R}^d : Xh \geq 0, h \neq 0) \geq 1 - e^{-\alpha n},
$$

where $\alpha$ is as defined in Proposition 6. Suppose that there exists $h \in \mathbb{R}^d$ such that $h \neq 0, Xh \geq 0$. This implies that the identity matrix is among the diagonal arrangement patterns, i.e., there exists $j \in [p]$ such that $D_j = I_n$. Assume that the planted neuron $w^*$ further satisfies that $Xw^* \geq 0$. In this case, let $w_i = w^*_i = 0$ if $i \neq j$, $w_j = w^*$ and $w'_j = 0$. Then, $W' = (0, w^*_1, \ldots, w^*_j, w'_j, \ldots, w^*_p)$ is also a feasible solution to (12). This implies that for $n < 2d$, with probability close to 1, there exists an optimal solution which consist of at least one non-zero ReLU neuron.

However, if the condition $Xw^* \geq 0$ is not satisfied, we next show that $W = (w^*, 0, \ldots, 0)$ is the unique optimal solution to the minimum norm interpolation problem (7) even when $I_n \in H$.  
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Theorem 7 (Phase transition in Haar data): Suppose that the planted neuron $w^* \in \mathbb{R}^d$, $w^* \neq 0$ is fixed and $X \in \mathbb{R}^{n \times d}$ is a Haar distributed random matrix. Denote $W^* = (w^*, 0, \ldots, 0)$. For $n > 2d$, with probability at least $1 - \exp(-\alpha n)$, $W^*$ is the unique optimal solution to (11), where $\alpha = \frac{(n/2-d)^2}{d^2 \log^2 d}$. For $n < 2d$, with probability at least $1 - \exp(-\alpha n)$, $W^*$ is not the unique optimal solution to (11).

Similar to our previous analysis for the Gaussian distribution, if $Xw^* \geq 0$, then $W^* = (w^*, 0, \ldots, 0)$ is not the unique optimal solution to (3). However, if $Xw^* \geq 0$ is not satisfied, for $n > d$, $W^*$ can still be the unique optimal solution of (3).

3) Relation Between Haar Data and Normalization Layers: Consider the minimum norm interpolation problem of two-layer ReLU networks with skip connection and normalization layer (before ReLU)

$$
\min_{W, v, \alpha} \left( \|W\|_F^2 + \|v\|_2^2 + \|\alpha\|_2^2 \right),
$$

s.t. $y = N_{\alpha_1}Xw_1v_1 + \sum_{i=2}^m (N_{\alpha_i}(Xw_i)_+ v_i).$ (21)

The above problem can be reformulated as a convex program [12]:

$$
\min_{w_0, \{w_j, w'_j\}_{j=1}^p} \left( \|w_0\|_2 + \sum_{j=1}^p (\|w_j\|_2 + \|w'_j\|_2) \right),
$$

s.t. $Uw_0 + \sum_{j=1}^p D_jU(w_j - w'_j) = y,$ (22)

where the matrix $U$ is computed by the compact SVD $X = USV$. Therefore, the training problem with Gaussian random data with an additional normalization layer before the ReLU activation is equivalent to the training problem with Haar data with no normalization layers.

4) Sub-Gaussian Random Data: Our previous results on Gaussian and Haar data can be extended to a broad class of random matrices with independent entries. In the following result, we show that for i.i.d., sub-Gaussian data distributions, a ReLU neural network with a skip connection recover a planted linear model exactly with sufficiently many samples.

Theorem 8: Suppose that each entry $x_{i,j}$ of the data matrix $X \in \mathbb{R}^{n \times d}$ is an i.i.d. symmetric random variable following a mean-zero sub-Gaussian distribution with variance proxy $\sigma^2$ and $\mathbb{E}[x_{i,j}^2] = \frac{1}{2}$. Then, (NIC-L) holds when $n \geq C_1d\log(n)$ with probability at least $1 - 4\exp(-C_2n) - 2\exp(d)$ for sufficiently large $n$, where $C_1, C_2$ are absolute constants depending only on $\sigma^2$. We note that there exists an additional logarithmic term in the scaling $n \geq C_1d\log(n)$ provided in Theorem 8, compared to our results on Gaussian and Haar data matrices.

5) General Datasets: We also provide two examples of the recovery of a linear model for general datasets.
The condition (NIC-L) can hold when \( X \) is an identity matrix and \( w^* \) has no zero entries. This is because
\[
\|X^T D_I X (X^T X)^{-1} \hat{w}^*\|_2 = \|D_I \hat{w}^*\|_2 < \|w^*\|_2 = 1,
\]
as \( \hat{w} = w^*/\|w^*\|_2 \) also has no zero entries. On another case, suppose that we have \( X^T X = I_d \) and \( x_j^* \neq 0 \) for all \( j \in [n] \). Let \( D_I = \text{diag}(I(Xw \geq 0)) \). Then, the condition (NIC-L) holds as
\[
\|X^T D_I X (X^T X)^{-1} w^*\|_2 = \|\hat{w}^* - \sum_{k: x_k^T \hat{w} < 0} x_k x_k^T \hat{w}^*\|_2 < 1.
\]

C. Uniform (Strong) Recovery of All Linear Models

Thus far, we considered the recovery of a fixed planted neuron and the associated exact recovery probability. To ensure the recovery of all possible planted neurons \( w^* \) simultaneously, we introduce the following stronger form of NIC-L specialized to column orthogonal matrices by requiring (orth-NIC-L) to hold for every \( w^* \):
\[
\max_{h \in \mathbb{R}^n, h \neq 0} \|X^T \text{diag}(I(Xh \geq 0)) X\|_2 < 1. \quad \text{(ortho-SNIC-L)}
\]

For a diagonal arrangement pattern \( D_I \), \( \|X^T D_I X\|_2 < 1 \) is equivalent to \( X^T D_I X \prec I_d \) or, equivalently, \( X^T (I_n - D_I) X \succ 0 \). As \( X \) is column orthonormal, it is also equivalent to \( \text{tr}(I_n - D_I) \geq d \), or equivalently, \( \text{tr}(D_I) \leq n - d \). Therefore, (ortho-SNIC-L) can be simplified for column orthogonal matrices as
\[
\max_{h \in \mathbb{R}^n, h \neq 0} \text{tr}(\text{diag}(I(Xh \geq 0))) \leq n - d. \quad \text{(23)}
\]

**Theorem 9:** Suppose that \( X \in \mathbb{R}^{n \times d} \) is a Haar distributed random matrix. Let \( \theta^* > 0 \) be the unique solution of the scalar equation \( \theta + \frac{1}{2} \int_{F_{\xi^2}^{-1}(1-2\theta)}^\infty \, r \, dF_{\xi^2}(r) = \frac{1}{2} \), where \( F_{\xi^2}(r) \) is the cumulative distribution function (CDF) of a \( \xi^2 \)-random variable with 1 degree of freedom. Then, for sufficiently large \( n, d \) satisfying \( \frac{d}{n} < \theta^* \), the orth-SNIC-L given in (23) holds with high probability.

**Remark 3:** It can be computed that \( \theta^* \approx 0.1314 \) and \( (\theta^*)^{-1} \approx 7.613 \) by numerically solving the scalar equation \( \theta + \frac{1}{2} \int_{F_{\xi^2}^{-1}(1-2\theta)}^\infty \, r \, dF_{\xi^2}(r) = \frac{1}{2} \). This implies that when \( n > 7.613d \), the orth-SNIC-L shown in (23) holds w.h.p.

D. Inexact/Noisy Linear Recovery

In this section, we consider inexact or noisy observations \( y = Xw^* + z \), where \( z \in \mathbb{R}^n \) is an arbitrary disturbance component. We will show that the optimal NN only learns a linear model when the regularization parameter \( \beta \) is chosen from an appropriate interval. This can be understood intuitively as follows: when \( \beta \) is too small, the NN trained with insufficient norm penalty overfits the noise. On the other hand, when \( \beta \) is too large, the NN underfits the observations as the norms of the parameters are over-penalized.

For two-layer ReLU networks with skip connection and normalization layer before the ReLU, the regularized training problem (6) can be equivalently cast as the convex program (see e.g., [2], [6]):
\[
\min_{w_0, \{w_j, w'_j\}} \|Uw_0 + \sum_{j=1}^p D_I U (w_j - w'_j) - y\|_2^2 + \beta \left( \|w_0\|_2 + \sum_{j=1}^p (\|w_j\|_2 + \|w'_j\|_2) \right) \quad \text{(24)}
\]
s.t. \((2D_I - I_n) U w_j \geq 0, j \in [p], (2D_I - I_n) U w'_j \geq 0, j \in [p], \)
where \( U \) is computed from the compact SVD of \( X = U \Sigma V^T \).

As a direct corollary of Theorem 1 in [6], the global optima of the nonconvex regularized training problem (6) are given by the optimal solutions of (24) up to permutation and splitting (see Appendix B for details). By dropping all inequality constraints, the convex program (24) reduces to the following group-Lasso problem:
\[
\min_{\{w_j\}_{j=0}^{p}} \|\sum_{j=0}^p D_I U w_j - y\|_2^2 + \beta \sum_{j=0}^p \|w_j\|_2. \quad \text{(25)}
\]

As we show next, the convex NN objective (24) inherits recovery properties from its group-Lasso relaxation above. The following two theorems show that for sufficiently large \( n \), with a suitable choice of the regularization parameter \( \beta \), the optimal neural network learns only a linear component. In addition, the \( \ell_2 \) distance between the optimal solution and the embedded neuron can be bounded by a linear function of \( \beta \).

**Theorem 10:** Suppose that the entries of the data matrix \( X \) is with i.i.d. sub-Gaussian entries with variance proxy \( \sigma^2 \) as in Theorem 8 and the noisy observation takes the form \( y = Xw^* + z \). Assume that the weight decay regularization parameter satisfies \( \beta \in \left[ \left[ \frac{\eta}{\eta - \|z\|_2 - \frac{1}{\eta}} \right] \right] \), the norm of the noise component satisfies \( \|z\|_2 \leq \frac{1}{\eta} \), where \( \eta \triangleq \|\Sigma V^T w^*\|_2 \) and \( n \geq \max\{4000\sigma^2 d \log (54n), 1024d\} \). Then, with probability at least \( 1 - 4 \exp(-n/80000\sigma^2) - 2 \exp(-d) \), the optimal solutions to convex programs (24) and (25) consist of only a linear neuron and no ReLU neurons, i.e., there exists \( w \) such that \( W = (w, 0, \ldots, 0) \) is strictly optimal. As a consequence, the non-convex weight decay regularized objective (6) has the same strictly optimal solutions up to permutation and splitting. Furthermore, we have the \( \ell_2 \) distance upper bound
\[
\|w - \Sigma V^T w^*\|_2 \leq \frac{3\beta}{\eta - \|z\|_2} + \|z\|_2.
\]
Here, \( \eta \) satisfies \((1 - 1/16)\|w^*\|_2 \leq \eta \leq (1 + 1/16)\|w^*\|_2 \) with probability 1 - 2 \exp(-d). Moreover, the optimal weights of the neural network \( f(X; \theta) = N_{\alpha_1}(Xw_{1,1}) w_{2,1} + \sum_{i=2}^m \left( N_{\alpha_i}(Xw_{1,i}) \right) w_{2,i} \) are given by \( w_{1,1} = \mu w, \alpha_1 = w_{2,1} = \sqrt{\|Xw\|_2}, \) and \( w_{1,j} = 0, \alpha_j = w_{2,j} = 0 \) for \( 2 \leq j \leq n \), where \( \mu > 0 \) is an arbitrary constant.

**Remark 4 (Estimating the regularization coefficient):**
In practice, it may be appropriate to assume the noise component \( z \) follows an i.i.d. sub-Gaussian distribution with zero mean. Under this assumption, we can control the term \( \|z\|_2 \) with high probability using classical concentration bounds. From the triangle inequality, we note that \( \|y\|_2 \in [\|z\|_2, \eta + \|z\|_2] \). Thus, we can estimate \( \eta \) using the interval \( \eta \in \left[ \left( \|y\|_2 - \|z\|_2 \right)_+, \|y\|_2 + \|z\|_2 \right] \), and use \( \eta \) to compute the required interval for \( \beta \) in Theorem 10.

Knowing that a large interval for \( \beta \) exists, we can run a hold-out or cross-validation scheme to select an appropriate value of \( \beta \).
We note that the sample complexity required for noisy recovery in Theorem 10 is near-optimal ignoring the log(n) term and the constant factor. This follows from standard minimax lower-bounds (e.g., see the book [45]) showing that \( n \geq \Omega(\sigma^2 d) \) is required for stable estimation in the linear model, which can be achieved by fitting a linear model. The additional \( \log(n) \) factor in our bounds is due to the fitting of the more complex ReLU NN model. However, our result shows that there is no disadvantage to using a ReLU NN with skip connection even when the ground truth is linear if the sample size is only a factor of \( \Omega(\log(n)) \) larger.

E. Recovering a ReLU Neuron

Now we focus on recovering a single planted ReLU neuron. We consider the case where the training data matrix \( X \) is composed of i.i.d. standard Gaussian variables \( \mathcal{N}(0, 1/n) \). The following theorem illustrates that when \( n > 2d \), the NNIC-1 will hold with high probability. In other words, ReLU NNs with normalization layer optimizing the objective (9) uniquely recovers the ReLU neuron with high probability.

**Theorem 11:** Let \( w^* \in \mathbb{R}^d \) is a fixed unit-norm vector. Suppose that each entry of \( X \) are i.i.d. random variables following the Gaussian distribution \( \mathcal{N}(0, 1/n) \). Let \( D_{1}^{*} = \text{diag}(\|Xw^*\|_2^2 \geq 0) \). Then, when \( n > 2d \), the NNIC-1 given in (NNIC-k) holds with probability at least 1

\[
1 - \exp \left( -\frac{1}{6} \left( \frac{n-2d}{n} \right)^2 n \right).
\]

The above result shows that a single normalized ReLU neuron is uniquely recovered by ReLU NN with normalization layer via (9) (up to permutation and splitting) and its convex reformulation (13), regardless of the number of neurons in the NN. In other words the set of global optimum of (9) only consists of networks with only a single non-zero ReLU neuron along with permutations and split versions of this neuron.

**Remark 5:** We note that the recovery condition for a single ReLU neuron and a linear neuron is the same using ReLU NNs with normalization layer and is given by \( \frac{n}{d} \geq 2 \).

VI. ASYMPTOTIC ANALYSIS

In this section, we present an asymptotic analysis of the Neural Isometry Conditions when \( n \) goes to infinity while \( d \) is fixed. While our analysis in Section V provides sharp estimates on the recovery threshold for a single linear or ReLU neuron, the asymptotic analysis in this section proves the recovery of multiple ReLU neurons.

We begin with the case of two planted ReLU neurons in the asymptotic setting. For \( w, v \in \mathbb{R}^d \), recall our notation for the cosine angle between \( w \) and \( v \) given by \( \cos \angle(w, v) = \frac{w^T v}{\|w\|_2 \|v\|_2} \). In order to show that the NNIC-2 in (NNIC-k) holds, and consequently two-neuron recovery succeeds via ReLU NNs with normalization layer, we calculate the asymptotic limit of the left-hand-side in (NNIC-k) when \( k = 2 \), which is given by

\[
T := \left\| U_j^T \left[ U_{s_1} \quad U_{s_2} \right] \left[ U_{s_1}^T \quad U_{s_2}^T \right]^{-1} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \right\|_2^2.
\]

(26)

We consider the case of \( w_1, w_2 \) satisfying \( \cos \angle(w_1, w_2) = -1 \) and \( \cos \angle(w_1, w_2) = 0 \) for simplicity.

**Proposition 8:** Suppose that each entry of \( X \in \mathbb{R}^{n \times d} \) is an i.i.d. random variable following the normal distribution \( \mathcal{N}(0, 1/n) \). Suppose that \( y = \frac{Xw_1}{\|Xw_1\|_2} + \frac{Xw_2}{\|Xw_2\|_2} \) is the planted model, where \( w_1, w_2 \in \mathbb{R}^d \). Let \( D_1 = \text{diag}(\|Xw_1\|_2, \ldots, \|Xw_m\|_2) \) and \( D_2 = \text{diag}(\|Xw_1\|_2, \ldots, \|Xw_m\|_2) \). Consider any diagonal arrangement pattern \( D_j = \text{diag}(\|Xh_1\|_2, \ldots, \|Xh_m\|_2) \). Consider the random variable \( T \) defined in (26).

- Suppose that \( \cos \angle(w_1, w_2) = -1 \). Let \( \gamma = \cos \angle(w_1, h_1) \). As \( n \to \infty \), \( T \) converges in probability to a univariate function \( g_1(\gamma) \). Here \( g_1(\gamma) \leq 1 \) and the equality holds if and only \( \gamma = 1 \) or \( \gamma = -1 \).
- Suppose that \( \cos \angle(w_1, w_2) = 0 \). Let \( \gamma_1 = \cos \angle(w_1, h_1) \) and \( \gamma_2 = \cos \angle(w_2, h_1) \). As \( n \to \infty \), \( T \) converges in probability to a bivariate function \( g_2(\gamma_1, \gamma_2) \). Here \( g_2(\gamma_1, \gamma_2) \leq 1 \) and the equality holds if and only \( (\gamma_1, \gamma_2) = (1, 0) \) or \( (\gamma_1, \gamma_2) = (0, 1) \).

Therefore, in both of the above cases, we have \( T < 1 \) as \( n \to \infty \) and consequently the NNIC-2 holds. Moreover, the planted two-neuron NN is the unique optimal solution to (7) (up to permutation and splitting) and its convex reformulation (13).

We validate this asymptotic behavior in Figure 5. It can be observed that the recovery threshold for two ReLU neurons is approximately \( n \geq 4d \) when \( w_1 = e_1 \) and \( w_2 = e_2 \), i.e., \( \cos \angle(w_1, w_2) = 0 \) in Figure 5(a). In addition, it can be observed that the recovery threshold for three ReLU neurons is approximately \( n \geq 6d \).

Similar to the ReLU networks with the normalization layer, we present asymptotic analysis of plain ReLU networks.

**Proposition 9:** Suppose that each entry of \( X \in \mathbb{R}^{n \times d} \) is an i.i.d. random variable following the normal distribution \( \mathcal{N}(0, 1/n) \). Let \( D_i = \text{diag}(\|Xw_1\|_2^2 \geq 0) \). Consider any hyperplane arrangement \( D_j = \text{diag}(\|Xh_j\|_2^2 \geq 0) \) such that \( \cos \angle(w^*, h_j) =: \gamma < 1 \). Define

\[
R := \left\| X^T D_j D_i X \left( X^T D_i X \right)^{-1} \hat{w}^* \right\|_2,
\]

(27)

where \( \hat{w}^* = \frac{w^*}{\|w^*\|_2} \). Then, as \( n \to \infty \), \( R \) converges in probability to \( g(\gamma) \). Here the function \( g : [-1, 1] \to \mathbb{R} \) monotonically increases on \([-1, 1] \) and \( g(1) = 1 \).

This implies that asymptotically, as \( n \to \infty \), the NIC-1 given in (NIC-1) holds, and plain ReLU NNs recover a single planted ReLU neuron.

VII. NUMERICAL EXPERIMENTS

In this section, we present numerical experiments on ReLU networks with skip connection and normalization layer to validate our theoretical results on phase transitions in different NN architectures. We provide the illustration of our main results in this section and provide additional numerical results for various settings in Appendix M. The code is available at https://github.com/pilancilab/Neural-recovery

Numerical results are divided into three parts: the first part consists of phase transition graphs for the recovery rate when the observation is noiseless by solving convex NN problems in (12) and (14). The second and third parts consist of phase
transition graphs for certain types of distance measures when the observation is noisy by solving convex NN problems and the regularized training problem (convex and non-convex), respectively.

A. ReLU Networks With Skip Connection

We start with phase transition graphs for successful recovery of the planted neuron by solving the convex optimization problem (12). We compute the recovery rate for $d$ ranging from 10 to 100 and $n$ ranging from 10 to 400. For each pair of $(n, d)$, we generate 5 realizations of random training data matrices and solve the convex problem (12) on each dataset. We test for four types of randomly generated data matrices:

- **Gaussian:** each entry $x_{i,j}$ of $X \in \mathbb{R}^{n \times d}$ is an i.i.d. random variable following the normal distribution $\mathcal{N}(0, 1/n)$.
- **cubic Gaussian:** each element $x_{i,j}$ of $X \in \mathbb{R}^{n \times d}$ satisfies $x_{i,j} = z_{i,j}^3$, where $z_{i,j}$ are i.i.d. random variable following $\mathcal{N}(0, 1/n)$.
- **Haar:** $X \in \mathbb{R}^{n \times d}$ is drawn uniformly random from the set of column orthonormal matrices. We note that a Haar matrix can be generated by sampling an i.i.d. Gaussian matrix as above and extracting its $d$ left singular vectors of dimension $n$.
- **whitened cubic Gaussian:** $X \in \mathbb{R}^{n \times d}$ is drawn non-uniformly from the set of column orthonormal matrices the matrix of left singular vectors of $X'$ if $n > d$ and the matrix of right singular vectors of $X'$ if $n < d$. Here $X' \in \mathbb{R}^{n \times d}$ is a cubic Gaussian data matrix.

In each recovery problem, the planted neuron $w^*$ is either a random vector following $\mathcal{N}(0, I_d)$ or chosen as the smallest right singular vector of $X$ as specified. In numerical experiments, we use a random subset $\mathcal{H}'$ of the set $\mathcal{H}$ of all possible hyperplane arrangements to approximate the solution of the convex program. Here $\mathcal{H}'$ is generated by

$$\mathcal{H}' = \{ \text{diag}(||X h_i||) | h_i \in \mathbb{R}^d, i \in [\hat{n}] \},$$

where $h_i$ is an i.i.d. random vector following the standard normal distribution $\mathcal{N}(0, I_d)$ and $\hat{n} = \max(n, 50)$. On the other hand, from our theoretical analysis, the recovery will fail if there exists an all-ones hyperplane arrangement, i.e., $I_n \in \mathcal{H}$. However, as $\mathcal{H}'$ is a random subset of $\mathcal{H}$, it might not be easy to validate $I_n \in \mathcal{H}$ by examining whether $I_n \in \mathcal{H}'$ is satisfied. Therefore, we solve the following feasibility problem before solving the convex problem (12).

$$\max_{w \in \mathbb{R}^d, t \in \mathbb{R}} t$$

s.t. $||w||_2 \leq 1$, $Xw \geq t 1_n$.  

(28)

If the optimal value of the above problem is strictly greater than zero, there must exist an all-ones hyperplane arrangement, i.e., $\exists w : Xw > 0$. In this case, we add $I_n$ to the subset $\mathcal{H}'$. Otherwise, such an arrangement pattern does not exist.

In Figure 6, we present the phase transition graph for the probability of successful recovery when the planted neuron $w^*$ is randomly generated from $\mathcal{N}(0, I_d)$. The boundaries indicate a phase transition between $n = 2d$ and $n = 3d$. In Appendix M-A, we will show similar phase transition graphs when the planted neuron $w^*$ is the smallest right singular vector of $X$ in Figure 21.

The second part is phase transition under noisy observation, i.e., $y = Xw^* + z$, where $z \sim \mathcal{N}(0, \sigma^2/n)$. We still focus on the convex problem (12), i.e., the convex optimization formulation of gated ReLU networks with skip connection. Here we focus on Gaussian data and choose $w^*$ as the smallest right singular vector of $X$. We define the following two types of distance for the solution of the convex program to evaluate the performance.

- **Absolute distance:** the $\ell_2$ distance between the linear term $w_0$ and $w^*$.
- **Test distance:** generate a test set $\hat{X}$ with the same distribution as $X$, then the prediction of the learned model is

$$\hat{y} = \hat{X}w_0 + \sum_{j=1}^P (\hat{X}w_j)_+ .$$

Then the test distance is defined as the $\ell_2$ distance between the prediction $\hat{y}$ and the ground truth $y^* = Xw^*$.
Fig. 6. The probability of successful recovery of the planted linear neuron by solving the group $\ell_1$-minimization problem (12) over 5 independent trials. The black lines represent the boundaries of successful recovery with probability 1. Here the planted neuron $w^*$ is randomly generated from $\mathcal{N}(0, I_d)$.

Fig. 7. Averaged absolute distance to the planted linear neuron by solving the group $\ell_1$-minimization problem (12) derived from training ReLU networks with skip connection over 5 independent trials.

The boundaries of red regions in Figure 7, which represents highly unsuccessful recovery, remain around $n = 2d$ for various noise levels $\sigma$. When $\sigma$ increases, the area of dark blue regions of small absolute distance/test error gradually
vanishes. This implies that the linear part of the neural network no longer approximates the planted linear neuron and the gated ReLU neurons fit the noise. In Appendix M-A, we will observe the same pattern for absolute distance in Figure 22.

In the third part, we study the generalization property of ReLU networks with skip connections using convex/non-convex problem (6) over 10 independent trials.
fig. 10. The probability that the irrepresentability condition (NIC-k) holds for the group \( \ell_1 \)-minimization problem (14) over 50 independent trials. The label vector \( y \) is the combination of several normalized ReLU neurons.

For the nonconvex training method, we solve the regularized non-convex training problem (6) with \( \beta = 10^{-6} \) as an approximation of the minimum norm problem (7). We set the number of neurons to be \( m = n + 1 \) and train the ReLU neural network with skip connection for 400 epochs. We use the AdamW optimizer and set the weight decay to be \( \beta = 10^{-6} \). We note that the nonconvex training may still reach local minimizers. Thus, the absolute distance to the planted linear neuron does not show a clear phase transition as the convex training. However, the transitions of test error generally follow the patterns of the group \( \ell_1 \)-minimization problem. In Figure 8, we show that the test error increases as \( n/d \) increases, and the rate of increase becomes sharper around \( n = 2d \) (the boundary of the orange and yellow region).

As a remark to the number of neurons in the NN, by the theorems in [2], for all \( m \geq n + 1 \), the convex program (6) and the non-convex problem (8) have identical optimal values. Thus it is sufficient to set \( m = n + 1 \) neurons in the NN. Readers can refer to Appendix M-D for experiments of training NNs with more neurons. The numerical results show that the test error still follow the same patterns in Figure 8.

We also perform ablation studies on the parameter scale and the test error follows similar patterns. Details can be found in Appendix M-E.

B. Multi-Neuron Recovery and Irrepresentability Condition

In this subsection, we analyze the recovery for ReLU networks with a normalization layer. Results for single-neuron recovery can be found in Appendix M-B. Here we focus on the case where the label vector is the combination of several normalized ReLU neurons. We will test for three types of planted neurons.

- \( k = 2 \), \( w_1^* = w^*, w_2^* = -w^*, w^* \sim U(S^{n-1}) \). In this case, the hyperplane arrangements of two neurons do not intersect.
- \( k = 2 \), \( w_1^*, w_2^* \sim U(S^{n-1}) \). It is a general case where the hyperplane arrangements of two neurons can intersect.
- \( k \geq 2 \), \( w_i^* = e_i \), where \( e_i \) is the \( i \)-th standard basis in \( \mathbb{R}^n \).

We consider the noisy observation model, i.e., the observation is the combination of several normalized ReLU neurons and Gaussian noise, i.e.,

\[
y = \sum_{i=1}^{k} \frac{(Xw_i^*)_+}{\|Xw_i^*\|_2} + z,
\]

where \( z \sim N(0, \sigma^2/n) \).

As a performance metric, the absolute distance is defined as \( \left( \sum_{i=1}^{k} \|w_{s_i} - \tilde{w}_i\|_2^2 \right)^{1/2} \).

In Figure 9, we show the phase transition graph when the planted neurons satisfy \( w_1^* = w^*, w_2^* = -w^*, w^* \sim U(S^{n-1}) \). Results for the other two cases can be found in Appendix M-C.

It is also worth noting that we check the NIC-\( k \) given in (NIC-k), which guarantees recovery for the convex problem (13) and (14). We compute the probability that the NIC holds for \( d \) ranging from 10 to 80 and \( n \) ranging from 10 to
400 with 50 independent trials. For each pair of \((n, d)\). For each data matrix \(X \in \mathbb{R}^{n \times d}\), we use a random subset \(H'\) of the set \(H \setminus H_S\) to validate the inequality (NIC-k), where \(H\) is the set of all possible hyperplane arrangements and \(H_S\) is the set of hyperplane arrangements generated by the planted neurons, i.e.,

\[
H_S = \{ \text{diag}(\mathbb{I}(Xw_i^*)) | i \in [k] \}.
\]

In numerical experiments, we generate random hyperplane arrangements. If (NIC-k) holds for all \(D_j \in H'\), we say \(X\) satisfies the NIC-k numerically.

VIII. Conclusion

We presented a framework to analyze the recover properties of ReLU neural networks through convex parameterizations. We introduced Neural Isometry Conditions, which are deterministic conditions on the training data that ensure the recovery of planted neurons via training two-layer ReLU networks and the variants with skip connection and normalization layers. Viewing the non-convex neural network training problem from a convex optimization perspective, we establish theorems analogous to sparse recovery and compressed sensing by using probabilistic methods. For randomly generated training data matrices, we showed the existence of a sharp phase transition in the recovery of simple planted models. Interestingly, ReLU neural networks with an arbitrary number of neurons exactly recover simple planted models, such as a combination of a few ReLU neurons, when the number of samples exceeds a critical threshold. Therefore, these models can perfectly generalize even with an extremely large number of parameters when the labels are generated by simple models. This phenomenon not only aligns with the results developed in sparse recovery theory but is also validated by our numerical experiments. Namely, when the training data is i.i.d. Gaussian and the number of data points is smaller than a critical threshold, the convex program cannot recover the planted model. On the other hand, when the number of data points is above a critical threshold, the solution of the convex optimization problem uniquely recovers the planted solution. Our main contribution is that we explicitly characterize the data isometry conditions that imply exact recovery of planted ReLU and linear neurons, and the specific relation between the number of data points and problem dimensions for random data matrices for successful recovery with high probability. We also extend our results to the case where the observation is noisy and show that the neural network can still learn a simple model, even with an arbitrary number of neurons, when the noise component is not too large and the regularization parameter lies in an appropriate interval.

An immediate open problem is extending our results to neural networks of depth greater than two, and investigating modern DNN structures such as convolutional and transformer layers. Moreover, the analysis of the exact recovery threshold for an arbitrary number of ReLU neurons is an important open problem. Our numerical experiments suggest the trend \(n \geq 2k\) for recovering \(k\) ReLU neurons when the training matrix is composed of i.i.d. Gaussian random variables. Finally, we note that non-convex training methods might get stuck at local minimizers or stationary points that are avoided by the convex formulation. The relationship between the convex and non-convex training process should be further revealed to explain this phenomenon. We leave the analysis of the non-convex training process when the observation is derived from a simple model as an open research problem for future work.

APPENDIX A

Review of Linear Sparse Recovery via \(\ell_1\) Minimization

We briefly review conditions required to ensure recovery via \(\ell_1\)-norm minimization in the linear observation case. Suppose that \(y = Xw*\) denotes linear observations, where the matrix \(X \in \mathbb{R}^{n \times d}\) represents measurements and \(w* \in \mathbb{R}^d\) is a \(k\)-sparse vector of dimension \(d\). Consider the following \(\ell_1\)-minimization problem to recover \(w^*\) from measurements \(y\):

\[
\min_{w \in \mathbb{R}^d} \|w\|_1 \text{ s.t. } Xw = y.
\]

It can be shown that \(w^*\) can be exactly recovered from \(y\) when the data matrix \(X\) satisfies certain isometry conditions, which are analogous to the ones developed in this work. The KKT optimality conditions of the above convex optimization problem are

\[
\exists \lambda \in \mathbb{R}^n \text{ s.t. } |\lambda^T x_i^\text{col}| \leq 1, \quad \text{for } w_j = 0,
\]

\[
\lambda^T x_j^\text{col} = \text{sign}(w_j), \quad \text{for } w_j \neq 0,
\]

where \(\lambda \in \mathbb{R}^n\) is a dual variable and \(x_j^\text{col} \in \mathbb{R}^d\) denotes the \(j\)-th column of \(X\).

Let \(S = \{i \in [d] | w_i^* \neq 0\}\) denote the support set of \(w^*\) and \(S^c = [n]/S\) its complement. For the support set \(S \subseteq [d]\) of size \(|S|\), denote the subvector of \(w^*\) that corresponds to entries restricted to \(S\) as \(w_S = (w_i)_{i \in S} \in \mathbb{R}^{|S|}\), and the submatrix \(X_S \in \mathbb{R}^{n \times |S|}\) of \(X\) formed with the columns \(S\) that correspond to the support of \(w\). The irrepresentability condition is a simpler sufficient condition that implies that the KKT conditions in (30) hold for \(w = w^*\). This is ensured by the choice \(\lambda^+ = \arg \min_{\lambda \in \mathbb{R}^n} \|\lambda^T x_S^\text{col} - \text{sign}(w_S^*)\|_2 = X_S^T (X_S^T X_S)^{-1} \text{sign}(w_S^*)\) assuming that \(X_S^T X_S\) is invertible, and leads to the condition

\[
\|X_S^T X_S (X_S^T X_S)^{-1} \text{sign}(w_S^*)\|_\infty < 1.
\]

Intuitively, the above condition is expected to hold under three conditions: (i) the matrix \((X_S^T X_S)^{-1}\) is well-conditioned, (ii) the columns of \(X\) have small inner-products with each other, i.e., \(\|X_S^T X_S\|_{\infty, \infty}\) is small, and (iii) the size of the subset \(S\) is not too large. Moreover, the irrepresentability condition in (31) also ensures that \(w^*\) is the unique optimal solution to (29) [7].

The Restricted Isometry Property (RIP) is a stronger condition that imposes well-conditioning of submatrices uniformly over all size-\(k\) subsets. RIP is stated as follows

\[
(1 - \delta_k) \|w_S\|_2^2 \leq \|X_S w_S\|_2^2 \leq (1 + \delta_k) \|w_S\|_2^2,
\]

\[
\forall w_S \in \mathbb{R}^{|S|}, \quad \forall S \subseteq [d] : |S| \leq k
\]
where $\delta_k \in (0, 1)$ is the Restricted Isometry Constant for some positive integer $k$. RIP implies that all $n \times |S|$ submatrices of $X \in \mathbb{R}^{n \times d}$ are well-conditioned for all subsets $S$ of size at most $k$. Examples of matrices that satisfy the RIP property include i.i.d. sub-Gaussian random matrices, random Haar matrices, as well subsampled orthonormal systems, e.g., Fourier and Hadamard matrices under conditions on the dimensions $n$ and $d$, see details in [9] and [46]. In [47], it has been shown that RIP with a sufficiently small constant $\delta_k$ implies the irrepresentability condition, and hence the recovery of a linear $k$-sparse vector from the observations $y = Xw^*$.  

**APPENDIX B**

**PERMUTATION AND SPLITTING OF NEURAL NETWORKS**

In this section, we present the definition of permutation and splitting of two-layer ReLU neural networks and their variants with skip connections or normalization layers.

For a ReLU network $\Theta = (W_1, w_2)$ where $W_1 \in \mathbb{R}^{d \times m}, w_2 \in \mathbb{R}^m$, a permutation of $\Theta$ is any neural network $\Theta' = (W_1', w_2')$ with $W_1' \in \mathbb{R}^{d \times m}, w_2' \in \mathbb{R}^m$ such that $w_{1,j} = w_{1,\pi(j)}$ and $w_{2,j} = w_{2,\pi(j)}$ for $j \in [m]$. Here $\pi : [m] \rightarrow [m]$ is a permutation of $[m]$.

Given a neuron-pair $(w_{1,1}, w_{2,2})$, we say that a collection of neuron-pairs $\{ (w_{1,j}, w_{2,j}) \}_{j=1}^k$ is a splitting of $(w_{1,1}, w_{2,2})$ if $w_{1,j} = \sqrt{\gamma_j} w_{1,1}$ and $w_{2,j} = \sqrt{\gamma_j} w_{2,2}$ for some $\gamma_j \geq 0$ and $\sum_{j=1}^k \gamma_j = 1$. Given a ReLU neural network $\Theta = (W_1, w_2)$ with $W_1 \in \mathbb{R}^{d \times m}, w_2 \in \mathbb{R}^m$, a splitting of $\Theta$ is any neural network $\Theta' = (W_1', w_2')$ with $W_1' \in \mathbb{R}^{d \times m'}, w_2' \in \mathbb{R}^{m'}$ such that the non-zero neurons of $\Theta'$ can be partitioned into splittings of the neurons of $\Theta$.

For a ReLU network with skip connection $\Theta = (W_1, w_2)$ where $W_1 \in \mathbb{R}^{d \times m}, w_2 \in \mathbb{R}^m$, the permutation and splitting of this network refers to the permutation and splitting of the ReLU neurons $(w_{1,j}, w_{2,j})_{j=1}^m$ in this network.

For a ReLU network with normalization layer $\Theta = (W_1, w_2, \alpha)$ where $W_1 \in \mathbb{R}^{d \times m}, w_2, \alpha \in \mathbb{R}^m$, a permutation of $\Theta$ is any neural network $\Theta' = (W_1', w_2', \alpha')$ such that $w_{1,j} = w_{1,\pi(j)}$ and $o_{j} = \alpha_{\pi(j)}$ for $j \in [m]$. Here $\pi : [m] \rightarrow [m]$ is a permutation of $[m]$.

Given a neuron-pair $(w_{1,1}, w_{2,2}, \alpha)$, we say that a collection of neuron-pairs $\{ (w_{1,j}, w_{2,j}, \alpha_j) \}_{j=1}^k$ is a splitting of $(w_{1,1}, w_{2,2}, \alpha)$ if $w_{1,j} = \sqrt{\gamma_j} w_{1,1}$ and $w_{2,j} = \sqrt{\gamma_j} w_{2,2}$ for some $\gamma_j \geq 0$ and $\sum_{j=1}^k \gamma_j = 1$. Namely, there exists $\gamma_j \geq 0$ such that $w_{1,j} = \gamma_j w_{1,1}$. Given a ReLU neural network with normalization layer $\Theta = (W_1, w_2, \alpha)$ with $W_1 \in \mathbb{R}^{d \times m}, w_2, \alpha \in \mathbb{R}^m$, a splitting of $\Theta$ is any neural network $\Theta' = (W_1', w_2', \alpha')$ with $W_1' \in \mathbb{R}^{d \times m'}, w_2', \alpha' \in \mathbb{R}^{m'}$ such that the non-zero neurons of $\Theta'$ can be partitioned into splittings of the neurons of $\Theta$.

**APPENDIX C**

**RECOVERING A LINEAR MODEL USING ReLU NN**

For a linear model $y = Xw$, it can be decomposed into a ReLU NN with two neurons

$$y = \max(0, Xw) - \max(0, -Xw).$$

This can be addressed theoretically by Proposition 8 in the asymptotic setting (by adding an additional normalization layer). In practice, we note that recovering a linear model using only ReLUs needs a significantly larger number of observations $n$ compared to the case of using ReLU NNs with skip connections. In the revision, we added new experiments and figures to illustrate this. For instance, in Figure 11 below, with $n = 5$ and $d = 2$, the ReLU NN cannot recover the linear model, while the ReLU NN with skip connection recovers, leading to zero test error with high probability as in Figure 12. Moreover, we present the average test error with respect to the number of samples $n$ in Figure 13. This figure shows that the ReLU network without skip connection cannot reliably recover the linear model with high probability. On the other hand, we observe a clear phase transition for the model with skip connection, indicating that it recovers the linear model exactly in a certain regime. We believe that this observation justifies our focus on the ReLU NNs with skip connections.

**APPENDIX D**

**JUSTIFICATION FOR EXCLUDING THE HYPERPLANE ARRANGEMENT INDUCED BY THE ZERO VECTOR**

Consider $H = \{ \text{diag}(\mathbb{I}(Xh \geq 0)) | h \in \mathbb{R}^d \}$. Firstly, we note that $I_n = \text{diag}(I(Xh \geq 0))$. If $I_n \in H$, then
we have \( \tilde{H} = H \). If \( I_n \notin H \), then this implies that \( \{ w \in \mathbb{R}^d : (2I_n - I_n)Xw \geq 0 \} = \{ 0 \} \). Therefore, excluding the hyperplane arrangement induced by \( h = 0 \) does not change the convex program (8).

**APPENDIX E**

**THE CONVEX PROGRAM FOR GATED ReLU NETWORKS**

Consider the minimum norm interpolation problem

\[
\min_\theta \frac{1}{2} (\|W_1\|^2 + \|W_2\|^2), \quad \text{s.t.} \quad f^{\text{ReLU}}(X; \Theta) = y, \quad (32)
\]

where \( f^{\text{ReLU}}(X; \Theta) \) defined in (10) is the output of a gated ReLU network. We first reformulate (32) in the following way.

**Proposition 10:** The problem (32) can be reformulated as

\[
\min_\theta \|w_2\|_1, \quad \text{s.t.} \quad f^{\text{ReLU}}(X; \Theta) = y, \quad \|w_1,i\|_2 \leq 1, \ i \in [m].
\]

(33)

For the reformulated problem (33), we can derive the dual problem.

**Proposition 11:** The dual problem of (33) is given by

\[
\max_\lambda \lambda^T y, \quad \text{s.t.} \quad \max_{\|w\|_2 \leq 1, \ h \neq 0} |\lambda^T \text{diag}(\mathbb{I}(Xh \geq 0))Xw| \leq 1.
\]

(34)

Based on the hyperplane arrangement described in (2), the dual problem is also equivalent to

\[
\max_\lambda \lambda^T y, \quad \text{s.t.} \quad \max_{j \in [p], \|w\|_2 \leq 1} |\lambda^T D_j Xw| \leq 1
\]

\[
= \max_\lambda \lambda^T y, \quad \text{s.t.} \quad \|X^T D_j \lambda\|_2 \leq 1, j \in [p].
\]

(35)

Indeed, the bi-dual problem (dual of the dual problem (34)) is the group Lasso problem (9).

**Proposition 12:** The dual of the problem (34) is the group Lasso problem (9). For a sufficiently large \( m \), the minimum norm interpolation problem (32) is equivalent to (9).

**A. Proof of Proposition 10**

**Proof:** For \( i \in [m] \), consider \( \tilde{w}_{1,i} = \alpha_i w_{1,i} \) and \( \tilde{w}_{2,i} = \alpha_i^{-1} w_{2,i} \), where \( \alpha_i > 0 \). Let \( \tilde{\Theta} = (\tilde{W}_1, \tilde{W}_2, H) \). Then, we note that \( f^{\text{ReLU}}(X; \tilde{\Theta}) = f^{\text{ReLU}}(X; \Theta) \). This implies that \( \tilde{\Theta} \) is feasible for (32). From the inequality of the scaling operation does not change \( \sum_{i=1}^m \|w_{1,i}\|_2 \|w_{2,i}\|_2 \), we can set \( \|w_{2,i}\|_2 = 1 \) and then the lower bound of the objective value becomes \( \sum_{i=1}^m |w_{2,i}| = \|w_2\|_1 \). This completes the proof.

**B. Proof of Proposition 11**

Consider the Lagrangian function

\[
L(W_1, W_2, H, \lambda)
\]

\[
= \|w_2\|_1 + \lambda^T \left( y - \sum_{i=1}^m \text{diag}(\mathbb{I}(Xh \geq 0))Xw_{1,i}w_{2,i} \right).
\]

(37)

The problem (32) is equivalent to

\[
\min_{W_1, W_2, H, \lambda} \max_{\|w_1\|_2 \leq 1, \ h_i \neq 0, i \in [m]} L(W_1, W_2, H, \lambda),
\]

s.t. \( \|w_1\|_2 \leq 1, h_i \neq 0, i \in [m] \)

\[
= \min_{W_1, H, \lambda} \max_{\|w_2\|_1 \leq 1, \ h_i \neq 0, i \in [m]} L(W_1, W_2, H, \lambda),
\]

s.t. \( \|w_2\|_1 \leq 1, h_i \neq 0, i \in [m] \)

\[
= \min_{W_1, H, \lambda} \max_{\|w_1\|_2 \leq 1, \ h_i \neq 0, i \in [m]} L(W_1, W_2, H, \lambda),
\]

s.t. \( \|w_1\|_2 \leq 1, h_i \neq 0, i \in [m] \)

\[
- \sum_{i=1}^m \|\lambda^T \text{diag}(\mathbb{I}(Xh_i \geq 0))Xw_{1,i}\|_1 \leq 1,
\]
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Here \( \tilde{\|}(S) = 0 \) if the statement \( S \) is correct and \( \tilde{\|}(S) = +\infty \) otherwise. By exchanging the order of \( \min \) and \( \max \), we obtain the dual problem

\[
\max \min_{\lambda, W_1, H} \lambda^T y - \frac{\lambda}{m} \sum_{i=1}^{m} \tilde{\|}((\lambda^T \text{diag}(\tilde{\|}(Xh_i \geq 0))Xw_{1,i}) \leq 1),
\]

s.t. \[\|w_{1,i}\|_2 \leq 1, h_i \neq 0, i \in [m]\]

\[
= \max_{\lambda} \lambda^T y,
\]

s.t. \[\|w\|_2 \leq 1, h \neq 0\]

\[
\left| \lambda^T \text{diag}((\tilde{\|}(Xh_i \geq 0))Xw_{1,i}) \right| \leq 1, i \in [m]
\]

(39)

\[
= \max_{\lambda} \lambda^T y,
\]

s.t. \[\|w\|_2 \leq 1, h \neq 0\]

\[
\left| \lambda^T \text{diag}(\tilde{\|}(Xh_i \geq 0))Xw \right| \leq 1.
\]

C. Proof of Proposition 12

**Proof:** As the group lasso problem (9) is a convex problem, it is sufficient to show that the dual problem of (9) is exactly (34). Consider the Lagrangian function

\[
L(w_1, \ldots, w_p, \lambda) = \sum_{j=1}^{p} \|w_j\|_2 + \lambda^T (y - \sum_{j=1}^{p} D_j Xw_j).
\]

(40)

The dual problem follows

\[
\max_{\lambda} \min_{w_{1}, \ldots, w_p} L(w_1, \ldots, w_p, \lambda)
\]

\[
= \max_{\lambda} \lambda^T y, \quad \text{s.t.} \quad \|X^T D_j \lambda\|_2 \leq 1, j \in [p],
\]

(41)

which is equivalent to (34). This implies that the optimal value of (9) serves as a lower bound for (32). For a sufficiently large \( m \), any feasible point \( (w_1, \ldots, w_p) \) to (9) also corresponds to a feasible neural network for (32). In this case, the minimum norm interpolation problem (32) is equivalent to (9).

**B. Proof of Proposition 1**

**Proof:** We first show that the linear neural isometry condition implies the recovery of the planted linear model by solving (12).

**Proposition 13:** Suppose that the linear neural isometry condition \( \text{(NIC-L)} \) holds. Consider \( W^* = (w_0^*, \ldots, w_p^*) \) such that \( w_0^* = w^* \) while \( w_j^* = 0 \) for \( j \neq 0 \). Then, \( W^* \) is the unique optimal solution to (12).

**Proof:** The KKT conditions for (12) consist of

\[
\left| X^T D_j \lambda^* \right| \leq 1, \quad \text{if} \ w_j = 0,
\]

\[
X^T D_j \lambda^* = \frac{w_j}{\|w_j\|_1}, \quad \text{if} \ w_j \neq 0,
\]

(42)

\[
\sum_{j=0}^{p} D_j Xw_j = y.
\]

As a direct corollary of Proposition 14, \( W^* \) is the unique optimal solution to (12).

We then present the proof of Proposition 1. As (12) is derived by dropping all inequality constraints in (3), the optimal value of (8) is lower bounded by (12). Note that \( W^* \) is the unique optimal solution to (12). Hence, the optimal value of (12) is \( \|w^*\|_2 \). On the other hand, \( W^* \) is feasible for (3) and it leads to an objective value of \( \|w^*\|_2 \). This implies that \( W^* \) is an optimal solution to (3) and the optimal values of (3) and (12) are the same. Suppose that we have another solution \( W \) which is optimal to (3). Consider \( W = \{w_j | j = 0, 1, \ldots, p\} \) where \( w_0 = w_0^* \) and \( w_j = w_j^* \) for \( j = 1, \ldots, p \). Then, \( W^* \) is also optimal to (12). As \( W^* \) is the unique optimal solution to (9), this implies that \( W = W^* \).

Hence, we have \( w_0 = w_0^* = w^* \). For \( j = 1, 2, \ldots, p \), we have

\[
\|w_j\|_2 + \|w_j^*\|_2 \geq 0 = \|w^*_j\|_2.
\]

(43)

The equality holds when \( w_j = w_j^* = 0 \). As \( W^* \) is optimal to (3), we have \( w_j = w_j^* = 0 \) for \( j = 1, \ldots, p \). This implies that \( W = W^* \), Thus, \( W^* \) is the unique optimal solution.

**APPENDIX G**

**PROOFS IN SECTION III**

**A. Proof of Theorem 3**

**Proof:** Let \( m^* \) be the minimal number of neurons of the optimal solution to the convex program (8). In the case there are multiple optimal solutions, we may take the one with minimal cardinality. We can view the minimal norm problem (7) as

\[
\min_{\Theta} \ell(f(X; \Theta); y) + R(\Theta),
\]

(44)

where the loss function is defined by

\[
\ell(z; y) = \begin{cases} 
0, & z = y; \\
+\infty, & z \neq y.
\end{cases}
\]

Hence, by applying Theorem 1 in [6], for \( m \geq m^* \), any globally optimal solutions of the non-convex problem (7) of ReLU networks can be computed via the optimal solutions of the convex program (8) up to splitting and permutation. For the case \( y = (Xw^*)_+ \), we have \( m^* = 1 \).
B. Proof of Theorem 4

Proof: Because $y = \frac{xw}{\|xw\|_2}$, the ReLU network with skip connection can represent $y$ using $m^* = 1$ neurons. Let $T_1, \ldots, T_q$ be the enumeration of all possible diagonal arrangement patterns

$$\{\text{diag}(\text{sign}(xw))|w \in \mathbb{R}^d, w \neq 0\}.$$  

We denote $Q_i$ be closed convex cone of sign vectors for $\text{sign}(Xw) = T_i$ for $i \in [q]$. Let $B_i = Q_i \times \mathbb{R}_{>0}$ and $B_{i+q} = Q_i \times \mathbb{R}_{<0}$ for $i \in [q]$. Similar to the definition of minimal neural networks in [6], we can define the minimal neural networks with normalization layer as follows:

- We say that a ReLU neural network with normalization layer $\Theta = (W_1, w_2, \alpha)$ is minimal if (i) it is scaled, i.e., $|w_{2,i}| = |\alpha_j|$ (ii) for each cone $B_i$ where $i \in [2q]$, the minimal neural network has at most a single non-zero neuron $(w_{1,j}, w_{2,j}, \alpha_j)$ such that $(w_{1,j}, w_{2,j}, \alpha_j) \in B_i$.

Similar to the proof of Theorem 1 in [6], for any globally optimal solution to the non-convex program (7), we can merge it into a minimal neural network with normalization layer. This minimal neural network corresponds to the optimal solution to the convex program (13). Therefore, we can view this globally optimal neural network as the split and permuted version of an optimal solution to the convex program (13).

Appendix H

Proofs in Section IV

To begin with, consider a general group $\ell_1$ minimization problem

$$\min_{\{w_j\}_{j=1}^k} \sum_{j=1}^k \|w_j\|_2 \quad \text{s.t.} \quad \sum_{j=1}^k A_j w_j = y, \quad (45)$$

where $A_j \in \mathbb{R}^{n \times r_j}$ and $w_j \in \mathbb{R}^{r_j}$ for $j \in [k]$. The KKT condition follows

$$\begin{align*}
\|A_j^T \lambda\|_2 &\leq 1, \quad \text{if } w_j = 0, \\
A_j^T \lambda &= \frac{w_j}{\|w_j\|_2}, \quad \text{if } w_j \neq 0, \\
\sum_{j=1}^k A_j w_j &= y,
\end{align*} \quad (46)$$

where $\lambda \in \mathbb{R}^n$ is the dual variable. Suppose that $y = A_1 w^*$ is the label vector, where $w^* \in \mathbb{R}^{r_1}$. Assume that $A_1^T A_1$ is invertible. Then, the irrepresentability condition follows

$$\begin{align*}
\|A_j^T A_1^T (A_1^T A_1)^{-1} w^* \|_2 < 1, \forall j \neq i^*.
\end{align*} \quad (47)$$

Proposition 14: Let $y = A_{i^*} w^*$. Suppose that the irrepresentability condition (47) holds. Consider $W^* = (w_{i^*}^1, \ldots, w_{i^*}^k)$ such that $w_{i^*}^j = w^*$ while $w_{j}^* = 0$ for $j \neq i^*$. Then, $W^*$ is the unique optimal solution to (45).

Proof: We first show that $W^*$ is the optimal solution to (45). Let

$$\lambda = A_{i^*}^T (A_{i^*}^T A_{i^*})^{-1} \frac{w^*}{\|w^*\|_2}.$$  

We can examine that $A_{i^*}^T \lambda = \frac{w^*}{\|w^*\|_2}$. For $j \neq i^*$, from the irrepresentability condition (47), we have

$$\|A_j^T \lambda\|_2 = \left\|A_j^T A_{i^*} (A_{i^*}^T A_{i^*})^{-1} \frac{w^*}{\|w^*\|_2} \right\|_2 < 1.$$  

Therefore, $(W^*, \lambda)$ satisfies the KKT condition (46). This implies that $W^*$ is optimal to (45).

Then, we prove the uniqueness. Suppose that $W = (w_1, \ldots, w_k)$ is another optimal solution to (9). Denote $\Delta_j = w_j$ for $j \neq i^*$ and $\Delta_{i^*} = w_{i^*} - w_{i^*}^*$. Then, we have

$$\sum_{j \neq i^*} A_j \Delta_j + A_{i^*} \Delta_{i^*} = 0. \quad (48)$$

We note that

$$\begin{align*}
\|w_{i^*}\|_2 &+ \sum_{j \neq i^*} \|w_j\|_2 \\
&\geq \|w_{i^*}\|_2 + \left( \frac{w_{i^*}}{\|w_{i^*}\|_2} \right)^T \Delta_{i^*} + \sum_{j \neq i^*} \|\Delta_j\|_2 \\
&= \|w_{i^*}\|_2 + \lambda^T A_{i^*} \Delta_{i^*} + \sum_{j \neq i^*} \|\Delta_j\|_2 \\
&\geq \|w_{i^*}\|_2 + \sum_{j \neq i^*} \|\Delta_j\|_2 (1 - \|A_j^T \lambda\|_2) \geq \|w_{i^*}\|_2.
\end{align*} \quad (49)$$

The equality holds when $\Delta_j = 0$ for all $j \neq i^*$ and $\Delta_{i^*} = \gamma \frac{w_{i^*}}{\|w_{i^*}\|_2}$ for certain $\gamma \geq 0$. This implies that $W^*$ is the unique optimal solution to (9).

Consider the following weak irrepresentability condition

$$\begin{align*}
\|A_j^T A_{i^*} (A_{i^*}^T A_{i^*})^{-1} w^* \|_2 < 1, j \in S_1, \\
\|A_j^T A_{i^*} (A_{i^*}^T A_{i^*})^{-1} w^* \|_2 < 1, j \in S_2.
\end{align*} \quad (50)$$

where $S_1 \cup S_2 = [k]/\{i^*\}$. We have the following results when the weak irrepresentability condition holds.

Proposition 15: Suppose that the weak irrepresentability condition holds. Consider $W^* = (w_{i^*}^1, \ldots, w_{i^*}^k)$ such that $w_{i^*}^j = w^*$ while $w_{j}^* = 0$ for $j \neq i^*$. Then, $W^*$ is an optimal solution to (45). All optimal solutions $W = (w_1, \ldots, w_k)$ shall satisfy $w_j = 0$ for $j \in S_1$.

Proof: Similar to the proof of Proposition 14, we can show that $W^*$ is the optimal solution to (45). Suppose that $W = (w_1, \ldots, w_k)$ is another optimal solution to (9). Denote $\Delta_j = w_j$ for $j \neq i^*$ and $\Delta_{i^*} = w_{i^*} - w_{i^*}^*$. Then, we have

$$\sum_{j \neq i^*} A_j \Delta_j + A_{i^*} \Delta_{i^*} = 0. \quad (51)$$

We note that

$$\begin{align*}
\|w_{i^*}\|_2 &+ \sum_{j \neq i^*} \|w_j\|_2 \\
&\geq \|w_{i^*}\|_2 + \left( \frac{w_{i^*}}{\|w_{i^*}\|_2} \right)^T \Delta_{i^*} + \sum_{j \neq i^*} \|\Delta_j\|_2 \\
&= \|w_{i^*}\|_2 + \lambda^T A_{i^*} \Delta_{i^*} + \sum_{j \neq i^*} \|\Delta_j\|_2 \quad (52)
\end{align*}$$
\[ \| w_i^* \|_2 - \lambda^T \sum_{j \in S^c} A_j \Delta_j + \sum_{j \in S} \| \Delta_j \|_2 \]
\[ \geq \| w_i^* \|_2 + \sum_{j \notin i} \| \Delta_j \|_2 \left( 1 - \| A_j^T \lambda \|_2 \right) \]
\[ \geq \| w_i^* \|_2. \]

The equality holds when \( \Delta_j = 0 \) for all \( j \in S \) and \( \Delta_i = \gamma \| w_i^* \|_2 \) for certain \( \gamma \geq 0 \). This completes the proof.

We then consider the case where \( y = \sum_{i=1}^{t} A_i w_i^* \), where \( S = \{ s_1, \ldots, s_t \} \subseteq [k] \). Denote \( A^\text{ang}_S = \begin{bmatrix} A_{s_1}^T \\ \vdots \\ A_{s_t}^T \end{bmatrix} \). Suppose that
\[ A^\text{ang}_S (A^\text{ang}_S)^T =: \begin{bmatrix} A^T_{s_1} A_{s_1} & \cdots & A^T_{s_t} A_{s_t} \\ \\ \vdots & \ddots & \vdots \\ A^T_{s_t} A_{s_t} & \cdots & A^T_{s_1} A_{s_1} \end{bmatrix} \]
is invertible. Then, the irrepresentability condition follows
\[ \left\| A^T_j (A^\text{ang}_S)^T (A^\text{ang}_S (A^\text{ang}_S)^T)^{-1} \begin{bmatrix} w^*_i / \| w^*_i \|_2 \\ \vdots \\ w^*_i / \| w^*_i \|_2 \end{bmatrix} \right\|_2 < 1, \]
\[ \forall j \notin S. \tag{53} \]
or equivalently,
\[ \left\| A^T_j (A^\text{ang}_S)^T \begin{bmatrix} w^*_i / \| w^*_i \|_2 \\ \vdots \\ w^*_i / \| w^*_i \|_2 \end{bmatrix} \right\|_2 < 1, \forall j \notin S. \tag{54} \]

**Proposition 16:** Suppose that the irrepresentability condition (53) holds. Consider \( W^* = (w^*_1, \ldots, w^*_p) \) such that \( w^*_i = w^*_i \) for \( i \in S \) while \( w^*_j = 0 \) for \( j \notin S \). Then, \( W^* \) is the unique optimal solution to (45).

**Proof:** We first show that \( W^* \) is the optimal solution to (45). Let
\[ \lambda = (A^\text{ang}_S)^T (A^\text{ang}_S (A^\text{ang}_S)^T)^{-1} \begin{bmatrix} w^*_i / \| w^*_i \|_2 \\ \vdots \\ w^*_i / \| w^*_i \|_2 \end{bmatrix}. \]

We can examine that \( A^T_j \lambda = \frac{w^*_j}{\| w^*_j \|_2} \) for \( i \in S \). For \( j \notin S \), from the irrepresentability condition (53), we have \( \| A^T_j \lambda \|_2 < 1 \). Therefore, \((W^*, \lambda)\) satisfies the KKT condition (46). This implies that \( W^* \) is optimal to (45).

Then, we prove the uniqueness. Suppose that \( W = (w_1, \ldots, w_p) \) is another optimal solution to (9). Denote \( \Delta_j = w_j - w^*_j \) for \( j \in [k] \). Then, we have
\[ \sum_{j \notin S} A_j \Delta_j + \sum_{i \in S} A_i \Delta_i = 0. \tag{55} \]

We note that
\[ \sum_{i \in S} \| w_i \|_2 + \sum_{j \notin S} \| w_j \|_2 \]
\[ \geq \sum_{i \in S} \| w_i^* \|_2 + \sum_{i \in S} \left( \frac{w^*_i}{\| w^*_i \|_2} \right)^T \Delta_i + \sum_{j \notin S} \| w_j \|_2 \]
\[ = \sum_{i \in S} \| w_i^* \|_2 + \lambda^T \sum_{i \in S} A_i \Delta_i + \sum_{j \notin S} \| \Delta_j \|_2 \]
\[ \geq \sum_{i \in S} \| w_i^* \|_2. \tag{56} \]

The equality holds when \( \Delta_j = 0 \) for all \( j \notin S \) and \( \Delta_i = \gamma \| w_i^* \|_2 \) for certain \( \gamma \geq 0 \). This completes the proof.

**A. Proof of Proposition 2**

**Proof:** We first show that the neural isometry condition (NIC-1) implies the recovery of the planted model via (9).

**Proposition 17:** Suppose that the neural isometry condition (NIC-1) holds. Consider \( W^* = (w^*_1, \ldots, w^*_p) \) such that \( w^*_i = w^*_i \) while \( w^*_j = 0 \) for \( j \notin i^* \). Then, \( W^* \) is the unique optimal solution of (9).

**Proof:** The KKT conditions for (9) include
\[ \left\| X^T D_j \lambda \right\|_2 \leq 1, \quad \text{if } w_j = 0, \]
\[ X^T D_j \lambda = \frac{w_j}{\| w_j \|_2}, \quad \text{if } w_j \neq 0, \tag{58} \]
\[ \sum_{j=1}^{p} D_j X w_j = y, \]
where \( \lambda \in \mathbb{R}^n \) is the dual variable. As a direct corollary of Proposition 14, \( W^* \) is the unique optimal solution to (9).

Then, we present the proof of Proposition 2. As (9) is derived by dropping all inequality constraints in (8), the optimal value of (8) is lower bounded by (9). As \( W^* \) is the unique optimal solution to (9), the optimal value of (9) is \( \| w^* \|_2 \). On the other hand, \( W \) is feasible for (8) and it leads to an objective value of \( \| w^* \|_2 \). This implies that \( W \) is an optimal solution to (8) and the optimal values of (8) and (9) are the same. Suppose that we have another solution \( \tilde{W} \) which is optimal to (8). Consider \( \tilde{W} = \{ \tilde{w}_j | j \in [p] \} \) where \( \tilde{w}_j = w_j - w^*_j \). Then, \( \tilde{W} \) is also optimal to (9). As \( W^* \) is the unique optimal solution to (9), this implies that \( \tilde{W} = W^* \). Then, we note that for \( j \neq i^* \),
\[ \| \tilde{w}_j \|_2 + \| \tilde{w}^*_j \|_2 \geq 0 = \| w^*_j \|_2. \tag{59} \]

The equality holds when \( \tilde{w}_j = \tilde{w}^*_j = 0 \). We also note that \( \tilde{w}_i - \tilde{w}^*_i = w^* \). This implies that
\[ \| \tilde{w}_i \|_2 + \| \tilde{w}^*_i \|_2 \geq \| \tilde{w}_i - \tilde{w}^*_i \|_2 = \| w^* \|_2. \tag{60} \]

The equality holds if and only if there exists \( \alpha \in [0, 1] \) such that \( \tilde{w}_i = \alpha w^* \) and \( \tilde{w}^*_i = -(1 - \alpha)w^* \). If \( \alpha = 1 \),
then $W = W^*$. If $\alpha < 1$, as $(2D_i - I_n)Xw^*_j, \geq 0$ and $(2D_i - I_n)Xw^* \geq 0$, this implies that $(2D_i - I_n)Xw^* = 0$. Therefore, we have $Xw^* = 0$ and $X^TXw^* = 0$. This leads to a contradiction because $w^* \neq 0$ and $X^TX$ is invertible with probability $1$ for $n > d$.

B. Proof of Proposition 3

Proof: We first show that the normalized neural isometry condition implies the recovery of the planted model via (13).

Proposition 18: Suppose that the neural isometry condition (NIC-L) holds. Consider $W^* = (w^*_1, \ldots, w^*_n)$ such that $w^*_i = \frac{\sum_j V_j v_j w^*_j}{\|\sum_j V_j v_j w^*_j\|^2}$ while $w^*_j = 0$ for $j \neq i^*$. Then, $W^*$ is the unique optimal solution to (14).

Proof: We note that

$$
y = \frac{(Xw^*)_+}{\|Xw^+\|_2} = \frac{D_i Xw^*}{\|D_i Xw^*\|_2} = \frac{U_j \Sigma \Sigma_i V_i w^*}{\|U_j \Sigma \Sigma_i V_i w^*\|_2} = U_j w^*_i.
$$

The KKT conditions for (14) include

$$
\|U_j \lambda^T\| \leq 1, \quad \text{if } w_j = 0,
$$

$$
U_j \lambda^T = \frac{w_j}{\|w_j\|}, \quad \text{if } w_j \neq 0,
$$

$$
\sum_{j=1}^p U_j w_j = y.
$$

As a direct corollary of Proposition 14, $W^*$ is the unique optimal solution to (14).

We then present the proof of Proposition 3. As (14) is derived by dropping all inequality constraints in (13), the optimal value of (13) is lower bounded by (14). As $W^*$ is the unique optimal solution to (14), the optimal value of (14) is $1$. On the other hand, $W$ is feasible for (8) and it leads to an objective value of $1$. This implies that $W$ is an optimal solution to (13) and the optimal values of (13) and (14) are the same. Suppose that we have another solution $W^*$ which is optimal to (13). Consider $W = \{w_j| j \in [p]\}$ where $w_j = \tilde{w}_j - \tilde{w}_j'$. Then, $W$ is also optimal to (14). As $W^*$ is the unique optimal solution to (14), this implies that $W = W^*$. Then, we note that for $j \neq i^*$,

$$
\|\tilde{w}_j\|_2 + \|\tilde{w}_j'\|_2 \geq \|\tilde{w}_i - \tilde{w}_i'\|_2 = \|w^*_i\|_2.
$$

The equality holds when $\tilde{w}_j = \tilde{w}_j' = 0$. We also note that

$$
\|\tilde{w}_i\|_2 + \|\tilde{w}_i'\|_2 \geq \|\tilde{w}_i - \tilde{w}_i'\|_2 = \|w^*_i\|_2.
$$

C. Proof of Proposition 4

Proof: We first show that the neural isometry condition (NIC-k) implies the recovery of the planted model by solving (9).

Proposition 19: Consider $\tilde{W}^* = (\tilde{w}^*_1, \ldots, \tilde{w}^*_p)$ satisfies that $\tilde{w}^*_i = r^*_i w^*_i$ for $i \in \{1, \ldots, k\}$ and $\tilde{w}^*_j = 0$ for $j \notin S$. Suppose that the neural isometry condition (NIC-k) is satisfied. Then, $\tilde{W}^*$ is the unique optimal solution to (14).

Proof: The KKT conditions for (9) consist of

$$
\|D_j X\tilde{w}_j\|_2 \leq 1, \quad \text{if } \tilde{w}_j = 0,
$$

$$
D_j X\tilde{w}_j = \frac{\tilde{w}_j}{\|\tilde{w}_j\|}, \quad \text{if } \tilde{w}_j \neq 0,
$$

$$
\sum_{j=1}^p D_j X\tilde{w}_j = y.
$$

As a direct corollary of Proposition 16, $\tilde{W}^*$ is the unique optimal solution to (9).

We then present the proof of Proposition 4. From Proposition 19, we note that $\tilde{W}^*$ is the unique optimal solution to (14). As (9) is derived by dropping all inequality constraints in (8), the optimal value of (8) is lower bounded by (9). As $\tilde{W}^*$ is the unique optimal solution to (9), the optimal value of (9) is $\sum_{i=1}^k \|w^*_i\|_2$. On the other hand, $\tilde{W}$ is feasible for (8) and it leads to an objective value of $\sum_{i=1}^k \|w^*_i\|_2$. This implies that $\tilde{W}$ is an optimal solution to (8) and the optimal values of (8) and (9) are the same.

Suppose that we have another solution $\tilde{W}$ which is optimal to (8). Consider $\tilde{W} = \{\tilde{w}_j| j \in [p]\}$ where $w_j = \tilde{w}_j - \tilde{w}_j'$. Then, $\tilde{W}$ is also optimal to (9). As $\tilde{W}^*$ is the unique optimal solution to (9), this implies that $\tilde{W} = \tilde{W}^*$, or equivalently, $\tilde{w}_j - \tilde{w}_j' = \tilde{w}_j'$ for $j \in [p]$. Then, we note that for $j \notin S$,

$$
\|\tilde{w}_j\|_2 + \|\tilde{w}_j\|_2 \geq 0 = \|w^*_j\|_2.
$$

The equality holds when $\tilde{w}_j = \tilde{w}_j' = 0$. For $i \in [k]$, we have $\tilde{w}_s_i - \tilde{w}_s_i' = \tilde{w}_s_i = r^*_i w^*_i$. This implies that

$$
\|\tilde{w}_s_i\|_2 + \|\tilde{w}_s_i\|_2 \geq \|w^*_i - w^*_i\|_2 = \|w^*_i\|_2.
$$

The equality holds if and only if there exists $\alpha \in [0, 1]$ such that $\tilde{w}_s_i = \alpha r^*_i w^*_i$ and $\tilde{w}_s_i = -(1 - \alpha)r^*_i w^*_i$. If $0 < \alpha < 1$, as $(2D_s - I_n)Xw^*_s \geq 0$ and $(2D_s - I_n)Xw^*_s \geq 0$, this implies that $(2D_s - I_n)Xw^*_s = 0$. Therefore, we have $X^TXw^*_s = 0$ and $X^TXw^*_s = 0$. This leads to a contradiction because $V_i^T \Sigma \Sigma_i V_i w^*_i \neq 0$ and $X^TX$ is invertible with probability $1$ for $n > d$.

D. Proof of Proposition 5

Proof: We first show that the neural isometry condition (NNIC-k) implies the recovery of the planted model by solving (14).

Proposition 20: Consider $\tilde{W}^* = (\tilde{w}^*_1, \ldots, \tilde{w}^*_p)$ satisfies that $\tilde{w}^*_i = r^*_i \frac{\Sigma \Sigma_i V_i w^*_i}{\|\Sigma \Sigma_i V_i w^*_i\|_2}$ for $i \in S$ and $\tilde{w}^*_j = 0$ for
\( j \notin S \). Suppose that the neural isometry condition (NNIC-k) is satisfied. Then, \( \mathbf{W}^* \) is the unique optimal solution to (14). 

**Proof:** We note that for \( i \in [k] \), we have 
\[
\frac{\langle \mathbf{Xw}^*_i \rangle_+}{\|\langle \mathbf{Xw}^*_i \rangle_+\|_2} = \frac{D_s \mathbf{Xw}^*_i}{\|D_s \mathbf{Xw}^*_i\|_2} = \frac{U_s \Sigma \mathbf{V}_s \mathbf{w}^*_i}{\|U_s \Sigma \mathbf{V}_s \mathbf{w}^*_i\|_2} = U_s r^*_i \tilde{w}^*_i.
\]

This implies that 
\[
y = \sum_{i=1}^k r^*_i \frac{\langle \mathbf{Xw}^*_i \rangle_+}{\|\langle \mathbf{Xw}^*_i \rangle_+\|_2} = \sum_{i=1}^k U_s \mathbf{w}^*_i \tilde{w}^*_i.
\]

The KKT conditions for (14) consist of 
\[
\left\| U_j \mathbf{X} \right\| \leq 1, \quad \text{if } \tilde{w}_j = 0,
\]
\[
U_j \mathbf{X} = \frac{\tilde{w}_j}{\|\tilde{w}_j\|}, \quad \text{if } \tilde{w}_j \neq 0,
\]
\[
\sum_{j=1}^p U_j \tilde{w}_j = y.
\]

As a direct corollary of Proposition 16, \( \tilde{w}^*_i \) is the unique optimal solution to (14).

We then present the proof of Proposition 4. From Proposition 16, \( \tilde{w}^*_i \) is the unique optimal solution to (14). Because (14) is derived by dropping all inequality constraints in (13), the optimal value of (13) is lower bounded by (14). As \( \tilde{w}^*_i \) is the unique optimal solution to (14), the optimal value of (14) is \( k \). On the other hand, \( \mathbf{W} \) is feasible for (13) and it leads to the objective value of \( k \). This implies that \( \mathbf{W} \) is an optimal solution to (13) and the optimal values of (13) and (14) are the same.

Suppose that we have another solution \( \mathbf{W}^* \) which is optimal (to (8). Consider \( \mathbf{W} = \{\tilde{w}_j | j \in [p]\} \) where \( \tilde{w}_j = \tilde{w}_j - \tilde{w}_j \). Then, \( \mathbf{W} \) is also optimal to (9). As \( \tilde{w}^*_j = \tilde{w}^*_j \) or equivalently, \( \tilde{w}_j - \tilde{w}_j = \tilde{w}_j \) for \( j \in [p] \). Then, we note that for \( j \notin S \)
\[
\|\tilde{w}_j\|_2 + \|\tilde{w}_j\|_2 \geq 0 = \|\mathbf{w}^*_j\|_2.
\]

The equality holds when \( \tilde{w}_j = \tilde{w}_j = 0 \). For \( i \in [k] \), we have 
\[
\tilde{w}^*_i, -\tilde{w}^*_i = \tilde{w}^*_i, = r^*_i \frac{\Sigma \mathbf{V}_s \mathbf{w}^*_i}{\|\Sigma \mathbf{V}_s \mathbf{w}^*_i\|_2}.
\]

This implies that 
\[
\|\tilde{w}^*_i\|_2 + \|\tilde{w}^*_i\|_2 \geq \|\mathbf{w}^*_i - \mathbf{w}^*_i\|_2 = 1.
\]

The equality holds if and only if if there exists \( \alpha \in [0, 1] \) such that \( \mathbf{w}^*_i = \alpha r^*_i \frac{\Sigma \mathbf{V}_s \mathbf{w}^*_i}{\|\Sigma \mathbf{V}_s \mathbf{w}^*_i\|_2} \). If \( 0 < \alpha < 1 \), as \( (2D_{s_i} - I_n) \mathbf{XV}_s^T \Sigma^{1} \mathbf{w}^*_i \geq 0 \) and \( (2D_{s_i} - I_n) \mathbf{XV}_s^T \Sigma^{1} \mathbf{w}^*_i \geq 0 \), this implies that \( (2D_{s_i} - I_n) \mathbf{XV}_s^T \Sigma^{1} \mathbf{w}^*_i = 0 \). Therefore, we have \( \mathbf{XV}_s^T \Sigma^{1} \mathbf{w}^*_i = 0 \) and \( \mathbf{X}^T \mathbf{X} \Sigma^{1} \mathbf{w}^*_i = 0. \)

This leads to a contradiction because \( \Sigma^{1} \mathbf{w}^*_i \neq 0 \) and \( \mathbf{X}^T \mathbf{X} \) is invertible with probability 1 for \( n > d \). If \( r^*_i = 1 \), then we have \( \alpha = 1 \). Otherwise, we have \( \alpha = 0 \) and this leads to \( \mathbf{w}^*_i = -\frac{\Sigma \mathbf{V}_s \mathbf{w}^*_i}{\|\Sigma \mathbf{V}_s \mathbf{w}^*_i\|_2} \), which is contradictory to \( (2D_{s_i} - I_n) \mathbf{XV}_s^T \Sigma^{1} \mathbf{w}^*_i \geq 0 \). If \( r^*_i = -1 \), similarly, we have \( \alpha = 0 \). Otherwise, we have \( \alpha = 1 \) and this leads to \( \mathbf{w}^*_i = -\frac{\Sigma \mathbf{V}_s \mathbf{w}^*_i}{\|\Sigma \mathbf{V}_s \mathbf{w}^*_i\|_2} \), which is contradictory to \( (2D_{s_i} - I_n) \mathbf{XV}_s^T \Sigma^{1} \mathbf{w}^*_i \geq 0 \).
For \( n \geq 1024d \), we have

\[
P \left( \sigma_{\text{min}} \geq 7/8 \right) \geq P \left( \sigma_{\text{min}} \geq 1 - 1/16 \right)
\]
\[
\geq P \left( \sigma_{\text{min}} \geq 1 - 2 \sqrt{d/n} \right) \geq 1 - 2 \exp(-d). \tag{74}
\]

This implies that for \( n \) satisfying \( n \geq \max\{1024d, 4000\sigma^2d \log(54n)\} \), with probability at least \( 1 - 2 \exp(-d) - 4 \exp(-\frac{d}{8n_0^2}) \), we have

\[
\max_{j \in [p]} \left\| X^T D_j X (X^TX)^{-1} \right\|_2 \leq \frac{3}{4\sigma_{\text{min}}} \leq \frac{3}{4} < 1. \tag{75}
\]

Conditioned on the above event, we note that for any \( w^* \in \mathbb{R}^d \), \( w^* \neq 0 \), we have

\[
\max_{n \in \mathbb{R}^d: h \neq 0} \left\| X^T \text{diag}(\mathbb{I}(Xh \geq 0))X (X^TX)^{-1} w^* \right\|_2^2 \
\leq \max_{n \in \mathbb{R}^d: h \neq 0} \left\| X^T \text{diag}(\mathbb{I}(Xh \geq 0))X (X^TX)^{-1} \right\|_2 < 1, \tag{76}
\]

i.e., the representability condition (NIC-L) holds. This completes the proof.

\[\text{C. Proof of Lemma 3}\]

\[\text{Proof:} \quad \text{For a positive semi-definite matrix } A \in \mathbb{R}^{d \times d}, \text{ we have } \|A\|_2 = \max_{x \in \mathbb{R}^d: \|x\|_2 = 1} x^T Ax. \]

Note that

\[
\max_{h \in \mathbb{R}^d: h \neq 0} \left\| X^T \text{diag}(\mathbb{I}(Xh \geq 0))X \right\|_2 - \frac{1}{2} = \max_{h \in \mathbb{R}^d: h \neq 0} \left\| \sum_{i=1}^n x_i h_i \right\|_2 - \frac{1}{2} \tag{77}
\]

\[\leq \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| - \frac{1}{2}. \tag{78}\]

By rescaling \( x_i = \sqrt{n}x_i \), we can rewrite the above quantity as

\[
\max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| - \frac{1}{2}. \tag{78}\]

As \(-x_{i,j}\) has the same distribution as \(x_{i,j}\), we have

\[
P(h^T x_i \geq 0) = P(h^T x_i \leq 0), \quad \mathbb{E}[(z^T x_i)^2] = \mathbb{E}[(z^T x_i)^2|h^T x_i \geq 0] = \mathbb{E}[(z^T x_i)^2|h^T x_i \leq 0]. \tag{79}\]

We note that \( \mathbb{E}[(z^T x_i)^2] = \|z\|^2 = 1 \) and

\[
\mathbb{E}[(z^T x_i)^2] = \mathbb{E}[(z^T x_i)^2|h^T x_i \geq 0]P(h^T x_i \geq 0) + \mathbb{E}[(z^T x_i)^2|h^T x_i \leq 0]P(h^T x_i \leq 0). \tag{80}\]

This implies that \( \mathbb{E}[(z^T x_i)^2|h^T x_i \geq 0]P(h^T x_i \geq 0) = \frac{1}{2} \), or equivalently,

\[
\mathbb{E}[(z^T x_i)^2\mathbb{I}(h^T x_i \geq 0)] = \frac{1}{2}. \tag{81}\]

Therefore, it is sufficient to upper-bound the following probability

\[
P \left( \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| - \frac{1}{2} \right) \geq t \tag{82}\]

We note that

\[
P \left( \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| \geq t \right) \tag{77}\]

\[
\leq \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right] \geq t \tag{83}\]

\[
\geq P \left( \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| \geq 2t \right) \tag{84}\]

where \( x'_i \) are i.i.d. random vectors following the same distribution of \( x_i \), and they are independent with \( x_1, \ldots, x_n \). This implies that

\[
P \left( \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| \geq 2t \right) \tag{85}\]

By introducing i.i.d. random variables \( \epsilon_i \) uniformly distributed in \((-1, 1)\), we have the following bound

\[
P \left( \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| \geq 2t \right) \tag{86}\]

\[
\leq P \left( \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| \geq 2t \right) \tag{87}\]

\[
= P \left( \max_{z, h \in \mathbb{R}^d: \|z\|_2 = 1, h \neq 0} \left\| \sum_{i=1}^n \epsilon_i (z^T x_i)^2 \mathbb{I}(h^T x_i \geq 0) \right\| \geq 2t \right) \tag{88}\]

where \( \epsilon_{n+1}, \ldots, \epsilon_{2n} \) are i.i.d. copies of \( \epsilon_1, \ldots, \epsilon_n \).
Decoupling: Next, we apply a decoupling result in [48, Theorem 3.4.1] to obtain the following upper bound:

\[
P \left( \max_{x, h \in \mathbb{R}^d : \|x\|_2 = 1, h \neq 0} 1 \leq \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z^T x_i) \leq \|h^T x_i \geq 0 \| \geq t \right) \leq 8 \left( \max_{x, h \in \mathbb{R}^d : \|x\|_2 = 1, h \neq 0} 1 \leq \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z^T x_i) \leq \|h^T x_i \geq 0 \| \geq t \right),
\]

were \( \{x'_i \}_{i=1}^{2n} \) is an independent and identically distributed copy of the sequence \( \{x_i \}_{i=1}^{2n} \).

\( \epsilon \)-net bound: For each realization of \( x'_1, \ldots, x'_{2n} \), let \( P' = \{ \text{diag}(\|X' h \geq 0\|) \} : h \in \mathbb{R}^d, h \neq 0 \} \), \( P' = \{ D_1, \ldots, D_{2n} \} \). According to [41], we have the upper bound \( p' \leq 2d(2en/d)^4 \). We note that

\[
\max_{x, h \in \mathbb{R}^d : \|x\|_2 = 1, h \neq 0} 1 \leq \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z^T x_i)^2 \|h^T x_i \geq 0 \| \geq t \)
\]

\[
= \max_{j \in [p'] \max_{x, h \in \mathbb{R}^d : \|x\|_2 = 1} 1 \leq \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z^T x_i)^2 (D_j)_{i,i} \|
\]

Consider an \( \epsilon \)-net of \( \{z \in \mathbb{R}^d : \|z\|_2 = 1\} \), \( \{z_1, \ldots, z_N\} \), where \( N \leq (1 + 2/\epsilon)^d \). Namely, for any \( z \in \mathbb{R}^d \) satisfying \( \|z\|_2 = 1 \), there exists \( k \in [N] \) such that \( z = z_k + \Delta \), where \( \|\Delta\|_2 \leq \epsilon \). Then, we have

\[
\max_{z \in \mathbb{R}^d : \|z\|_2 = 1} \left\| \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z^T x_i)^2 (D_j) \right\| \leq \max_{k \in [N], \|\Delta\|_2 \leq \epsilon} \left\| \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k + \Delta)^T x_i)^2 (D_j)_{i,i} \right\|
\]

\[
\leq \max_{k \in [N]} \left\| \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} \right\| + (2\epsilon + \epsilon^2) \max_{\|z\|_2 \leq \epsilon} \left\| \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z^T x_i)^2 (D_j) \right\| \right.
\]

Here we utilize that for an arbitrary symmetric matrix \( A \in \mathbb{R}^{d \times d} \) and arbitrary vector \( z \in \mathbb{R}^d \) with \( \|z\|_2 = 1 \),

\[
\max_{\|\Delta\|_2 \leq \epsilon} \left\| (z + \Delta)^T A(z + \Delta) \right\| \leq \|z^T A z| + (2\epsilon + \epsilon^2)\|A\|_2.
\]

This implies that

\[
\max_{z \in \mathbb{R}^d : \|z\|_2 = 1} \left\| \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z^T x_i)^2 (D_j)_{i,i} \right\| \leq \frac{1}{1 - 2\epsilon - \epsilon^2} \max_{k \in [N]} \left\| \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} \right\|.
\]

For fixed \( k \), we note that \( z_k^T x_i \) is also sub-Gaussian with variance proxy \( \sigma^2 \). Let \( \delta_i = (z_k^T x_i)^2 \). Therefore, \( \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} \) is sub-exponential with parameters \( 4\sqrt{2}\sigma^2 (D_j)_{i,i}, 4\sigma^2 \). This implies that \( \sum_{i=1}^{2n} \epsilon_i (z_k^T x_j)^2 (D_j)_{i,i} \) is sub-exponential with parameter \( (\nu^*, \lambda^2) \), where

\[
\nu^* = \sqrt{\sum_{i=1}^{2n} 4\sqrt{2}\sigma^2 (D_j)_{i,i} = 4\sqrt{2}\sigma^2 \text{tr}(D_j)}.
\]

Therefore, for \( t \leq \nu^*/\sigma^2 = \sqrt{2}\text{tr}(D_j) \), we have

\[
P \left( \max_{j \in [p'], k \in [N]} \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} > t \right) \leq 2 \exp \left( -\frac{2nt^2}{(\nu^*)^2} \right)
\]

\[
= 2 \exp \left( -\frac{n^2 t^2}{4\sqrt{2}\sigma^2 \text{tr}(D_j)} \right) \leq 2 \exp \left( -\frac{n^2 t^2}{4\sqrt{2}\sigma^2} \right).
\]

This implies that

\[
P \left( \max_{j \in [p'], k \in [N]} \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} > t \right) \leq 2N \exp \left( -\frac{n^2 t^2}{4\sqrt{2}\sigma^2} \right) \leq 2 \exp \left( -\frac{n^2 t^2 + d \log(3/\epsilon)}{4\sqrt{2}\sigma^2} \right).
\]

Again, by applying the union bound, we have

\[
P \left( \max_{j \in [p'], k \in [N]} \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} > t \right) \leq p' \cdot P \left( \max_{k \in [N]} \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} > t \right) \leq 2 \exp \left( -\frac{n^2 t^2 + d \log(3/\epsilon) + d \log(2n) - \log d + 1) + \log(2d) \right)
\]

\[
\leq 2 \exp \left( -\frac{n^2 t^2}{4\sqrt{2}\sigma^2} + d \log(3/\epsilon) + d \log(6n) \right),
\]

where we assume that \( d \geq 2 \). As a result, by taking \( \epsilon = 1/3 \), we have

\[
P \left( \max_{z, h \in \mathbb{R}^d : \|z\|_2 = 1, h \neq 0} \frac{1}{n} \sum_{i=1}^{n} \epsilon_i (z^T x_i)^2 (h^T x_i \geq 0) \right) \geq \frac{1}{2} \geq t^2 \]

\[
\leq 8 \left( \max_{z, h \in \mathbb{R}^d : \|z\|_2 = 1, h \neq 0} \frac{1}{n} \sum_{i=1}^{n} \epsilon_i (z^T x_i)^2 (h^T x_i \geq 0) \right),
\]

\[
\leq 8 P \left( \max_{j \in [p'], k \in [N]} \frac{1}{2n} \sum_{i=1}^{2n} \epsilon_i (z_k^T x_i)^2 (D_j)_{i,i} > (1 - 2\epsilon - \epsilon^2) t \right) \leq 16 \exp \left( -\frac{n^2 t^2}{8} \right) + d \log(3/\epsilon) + d \log(6n) \]

\[
= 16 \exp \left( -\frac{n^2 t^2}{8\sqrt{2}\sigma^2} + d \log(54n) \right).
\]

This completes the proof.
D. Proof of Theorem 5

Proof: Without the loss of generality, we can let \( w^* \) satisfies that \( \|w^*\|_2 = 1 \). As \( n > 2d \), \( X^T X \) is invertible with probability 1. Consider the event

\[
E = \left\{ \max_{h \in \mathbb{R}^d : (Xh \geq 0) \neq \emptyset} \|X^T \text{diag}(I(Xh \geq 0))X(X^T X)^{-1}w^*\|_2 < 1 \right\}.
\]  

(95)

Firstly, we show that

\[
P(E) = 1.
\]

(96)

Denote \( A(h) = X^T \text{diag}(I(Xh \geq 0))X \) and \( \tilde{A}(h) = (X^T X)^{-1}A(h)^T A(h)(X^T X)^{-1} \). We note that \( A(h) \) and \( X^T X \) are positive semi-definite and symmetric. As \( A(h) \geq X^T X \), we have \( A(h)^T A(h) \leq (X^T X)^2 \) and

\[
\tilde{A}(h) \leq I.
\]

The equality holds if and only if \( A(h) = X^T X \). This is equivalent to \( X^T \text{diag}(I(Xh \geq 0))X = X^T X \), which contradicts with \( \|Xh \geq 0\| \neq 1 \). Hence, we also have

\[\tilde{A}(h) \neq I.\]

Recall our notation \( \text{eigmax} \left( \tilde{A}(h) \right) \) used for the subspace of maximal eigenvectors of the symmetric matrix \( \tilde{A}(h) \). We note that \( \|\tilde{A}(h)w^*\|_2 = 1 \) if and only if \( \|\tilde{A}(h)\|_2 = 1 \) and \( w^* \in \text{eigmax} \left( \tilde{A}(h) \right) \). As \( \tilde{A}(h) \neq I_n \), conditioned on \( \|\tilde{A}(h)\|_2 = 1 \), \( \text{eigmax} \left( \tilde{A}(h) \right) \) is a random subspace with dimension at most \( d \). This implies that

\[
P(\|\tilde{A}(h)w^*\|_2 = 1) = P(\|\tilde{A}(h)\|_2 = 1, w^* \in \text{eigmax} \left( \tilde{A}(h) \right) ) = 0.
\]

(97)

For \( \sigma \in \{0, 1\}^n \), define \( B(\sigma) = X^T \text{diag}(\sigma)X \) and \( \tilde{B}(\sigma) = (X^T X)^{-1}B(\sigma)^T B(\sigma)(X^T X)^{-1} \). Then, we have

\[
P\left( \max_{h \in \mathbb{R}^d : (Xh \geq 0) \neq \emptyset} \|\tilde{B}(I(Xh \geq 0))w^*\|_2 = 1 \right) = P\left( \max_{\sigma \in \{0, 1\}^n : \|\tilde{B}(\sigma)w^*\|_2 = 1} \right)
\]

(98)

\[
\sum_{\sigma \in \{0, 1\}^n} P(\|\tilde{B}(\sigma)w^*\|_2 = 1, \|Xh \geq 0\| \neq 1, \sigma = \tilde{I}(Xh \geq 0)) = \mathbb{I}(Xh \geq 0) = 0.
\]

From the kinematic formula, for \( n > 2d \), we have \( P(I_n \notin H) \geq 1 - \exp(-n\alpha) \). In this case, the event \( E \) implies that the neural isometry condition (NIC-L) holds. This completes the proof.

E. Proof of Proposition 7

Proof: Without the loss of generality, we can let \( w^* \) satisfies that \( \|w^*\|_2 = 1 \). As \( n > d \), \( X^T X \) is invertible with probability 1. Consider the event

\[
E = \left\{ \max_{h \in \mathbb{R}^d : (Xh \geq 0) \neq \emptyset} \right\}
\]

\[
\|X^T \text{diag}(I(Xh \geq 0))X(X^T X)^{-1}w^*\|_2 < 1 \}
\]

(99)

First, we show that

\[
P(E) = 1.
\]

(100)

Denote \( A(h) = X^T \text{diag}(I(Xh \geq 0))X \) and \( \tilde{A}(h) = (X^T X)^{-1}A(h)^T A(h)(X^T X)^{-1} \). We note that \( A(h) \) and \( X^T X \) are positive semi-definite and symmetric. As \( A(h) \leq X^T X \), we have \( A(h)^T A(h) \geq (X^T X)^2 \) and

\[
\tilde{A}(h) \leq I.
\]

The equality holds if and only if \( A(h) = X^T X \). This is equivalent to \( X^T \text{diag}(I(Xh \geq 0))X = X^T X \), which contradicts with \( \|Xh \geq 0\| \neq 1 \). Hence, we also have

\[\tilde{A}(h) \neq I.\]

We note that \( \|\tilde{A}(h)w^*\|_2 = 1 \) if and only if \( \|\tilde{A}(h)\|_2 = 1 \) and \( w^* \in \text{eigmax} \left( \tilde{A}(h) \right) \). As \( \tilde{A}(h) \neq I_n \), conditioned on \( \|\tilde{A}(h)\|_2 = 1 \), \( \text{eigmax} \left( \tilde{A}(h) \right) \) is a random subspace with dimension at most \( d - 1 \). This implies that

\[
P(\|\tilde{A}(h)w^*\|_2 = 1) = P(\|\tilde{A}(h)\|_2 = 1, w^* \in \text{eigmax} \left( \tilde{A}(h) \right) ) = 0.
\]

(101)

For \( \sigma \in \{0, 1\}^n \), define \( B(\sigma) = X^T \text{diag}(\sigma)X \) and \( \tilde{B}(\sigma) = (X^T X)^{-1}B(\sigma)^T B(\sigma)(X^T X)^{-1} \). Then, we have

\[
P\left( \max_{h \in \mathbb{R}^d : (Xh \geq 0) \neq \emptyset} \|\tilde{B}(I(Xh \geq 0))w^*\|_2 = 1 \right) = P\left( \max_{\sigma \in \{0, 1\}^n : \|\tilde{B}(\sigma)w^*\|_2 = 1} \right)
\]

\[
\sum_{\sigma \in \{0, 1\}^n} P(\|\tilde{B}(\sigma)w^*\|_2 = 1, \|Xh \geq 0\| \neq 1, \sigma = \tilde{I}(Xh \geq 0)) \leq \mathbb{I}(Xh \geq 0) = 0.
\]

(102)

Then, according to Proposition 15, conditioned on the event \( E \), the optimal solution \( W = (w_0, \ldots, w_p) \) to (12) shall satisfy that \( w_j = 0 \) for \( D_j \neq I_n \). If there does not exist \( j \in [p] \) such that \( D_j = I_n \), then, \( W^* = (w^*, 0, \ldots, 0) \) is the unique optimal solution to (12). Thus, it is also the unique optimal solution to (3). If there exists \( i^* \in [p] \) such that \( D_{i^*} = I_n \), Let \( W = (w_0, w_1, \ldots, w_p, w_{i^*}) \) be an optimal solution to (3). Let \( w_j = w_j - w_j \) for \( j \in [p] \). Then, \( W = (w_0, w_1, \ldots, w_p, w_{i^*}) \) is also optimal to (12). This implies that \( w_j = 0 \) for \( j \in [p] \) such that \( j \neq i^* \). For \( j \in [p] \) such that \( j \neq i^* \), we have

\[
\|w_j\|_2 + \|w_j^*\|_2 \geq 0.
\]

(103)

We also note that

\[
X(w_0 + w_i - w_i^*) = Xw^*.
\]

(104)

As \( X^T X \) is invertible, we have \( w_0 + w_i - w_i^* = w^* \). Thus, we have

\[
\|w_0\|_2 + \|w_i\|_2 + \|w_i^*\|_2 \geq \|w^*\|_2.
\]

(105)
As \( w_0 = \alpha_1 w^* \), \( w_i = \alpha_2 w^* \) and \( w_i^* = -\alpha_3 w^* \). However, as \( Xw^* \geq 0 \) does not hold and \( Xw_i^* \geq 0 \), \( Xw_i^* \geq 0 \), we have \( \alpha_2 = \alpha_3 = 0 \). This implies that \( W^* = (w^*, 0, \ldots, 0) \) is the unique optimal solution to (12).

**F. Proof of Theorem 9**

Proof: Let \( K_j = \{ u : D_j u \geq 0 \} \) and denote \( C = \{ j : \text{tr}(D_j) > n - d \} \). We note that

\[
P \left( \max_{h \in \mathbb{R}^{n \times d}} \text{tr}(Xh \geq 0) \right) \leq n - d \]

we have

\[
P \left( \exists w \in \mathbb{R}^d : Xw \in \cup_{j \in C} K_j, w \neq 0 \right) \geq 1 - \frac{7}{2} e^{-\frac{1}{n} \alpha - w(K)}.
\]

Let \( R = \text{sgn}(G) \mathcal{C}^2 \), where \( G \sim \mathcal{N}(0, 1) \). Denote \( F_R \) be the CDF of the random variable \( R \). Suppose that \( d, n \to \infty \) with a fixed ratio \( d = \theta n \), \( \frac{1}{2} \mathbb{E}[\max S_{\leq \lceil n \rceil} |S| \leq d - 1 \sum_{i \in S} \text{sgn}(g_i)g_i^2] \) will converge to

\[
\int_{F_R^{-1}(1-\theta)} \infty \, rdF_R(r).
\]

We note that

\[
1 - F_R(r) = P(R \geq r) = \frac{1}{2} P(G^2 \geq r) = \frac{1}{2} (1 - F_{\xi^2}(r)).
\]

Therefore, we can rewrite (112) as \( \frac{1}{2} \int_{F_{\xi^2}^{-1}(1-2\theta)} \infty \, rdF_{\xi^2}(r) \).

Denote

\[
g(\theta) = \frac{1}{2} + \frac{1}{2} \int_{F_{\xi^2}^{-1}(1-2\theta)} \infty \, rdF_{\xi^2}(r) + \theta.
\]

We note that \( g(\theta) \) monotonically increases for \( \theta \in [0, 1/2] \). By noting that \( g(0) = 1/2 \) and \( g(0.5) = 1.5 \), there uniquely exists \( \theta^* \in (0, 1/2) \) such that \( g(\theta^*) = 1 \). We also note that

\[
lim_{n \to \infty, d = \theta n} \frac{1}{n} \left( w^2(K) + d \right) = g(\theta).
\]

Therefore, for sufficiently large \( n, d \) with \( d < \theta n \), we have \( w^2(K) < n - d \), which implies that (23) holds w.h.p.

We present a numerical way to compute \( g(\theta) \). Denote \( g = F_{\xi^2}^{-1}(1-2\theta) \). By integration by parts, we can compute that

\[
\frac{1}{2} \int_{q}^{\infty} \, rdF_{\xi^2}(r) = -\frac{1}{2} \int_{q}^{\infty} \, rd(1 - F_{\xi^2}(r))
\]

\[
= -\frac{1}{2} \int_{q}^{\infty} \, r(1 - F_{\xi^2}(r)) dr + \int_{q}^{\infty} \, (1 - F_{\xi^2}(r)) dr
\]

\[
= q^\theta + \frac{1}{2} \int_{q}^{\infty} \, (1 - F_{\xi^2}(r)) dr.
\]

By the numerical quadrature of the survival function of the \( \xi^2 \) random variable with 1 degree of freedom, we plot \( g(\theta) \) in Figure 14. Note that when \( \theta \approx 0.1314 \), we have \( g(\theta) \approx 1 \).

**G. Proof of Theorem 7**

Proof: For \( h \in \mathbb{R}^d \) with \( h \neq 0 \), denote \( A(h) = X^T \text{diag}(\mathbb{I}(Xh \geq 0))X \). We first prove the case where \( n < 2d \). According to the kinematic formula, \( P(\exists h \in \mathbb{R}^d : h \neq 0, A(h) = I_n) \geq 1 - \exp^{-\alpha n} \), where \( \alpha = \frac{m(n^2 - d^2)}{40d^3} \). In other words, there exists an all-ones hyperplane arrangement with
probability at least $1 - \exp(-na)$. In this case, let $D_j = I_n$. Construct $\tilde{w}_i = w'_i = 0$ if $i \neq j$, $\tilde{w}_j = w^*$ and $w'_j = 0$. Then, $W' = (0, w_1, w'_1, \ldots, w_p, w'_p)$ is also a feasible solution to (12).

Then, we consider the case where $n > 2d$. We show that with probability at least $1 - \exp(-an)$, the event (orth-NIC-L) holds. For $\sigma \in \{0, 1\}^n$, we let $B(\sigma) = X^T \text{diag}(\sigma)X$. As $X^TX = I_d$, we note that $\|B(\sigma)w^*\|_2 = 1$ if and only if $\|B(\sigma)\|_2 = 1$ and $w^* \in \text{eigmax}(B(\sigma))$. For $\sigma \in \{0, 1\}^n$ with $\sigma \neq 1$ and $\|B(\sigma)\|_2 = 1$, as $B(\sigma) \neq I$, we have $\dim(\text{eigmax}(B(\sigma))) \leq d - 1$. This implies that $P(w^* \in \text{eigmax}(B(\sigma)))$ for $\sigma \in \{0, 1\}^n$ with $\sigma \neq 1$ and $\|B(\sigma)\|_2 = 1$.

Therefore, we have the bound:

$$P\left(\max_{h \in \mathbb{R}^n, h \neq 0} \|A(h)w^*\|_2 = 1\right)$$

$$= P\left(\max_{\sigma \in \{0, 1\}^n, \sigma \neq 1} \|B(\sigma)w^*\|_2 = 1\right)$$

$$\leq \sum_{\sigma \in \{0, 1\}^n} P(\|B(\sigma)w^*\|_2 = 1, \sigma \neq 1)$$

$$= P(\|B(\sigma)w^*\|_2 = 1, \sigma \neq 1)$$

According to the kinematic formula, for $n > 2d$, $P(\|h\|_2 = 1) \leq \exp(-an)$. This implies that

$$P\left(\max_{h \in \mathbb{R}^n, h \neq 0} \|A(h)w^*\|_2 < 1\right)$$

$$= 1 - P\left(\max_{h \in \mathbb{R}^n, h \neq 0} \|A(h)w^*\|_2 = 1\right)$$

$$\geq 1 - \exp(-an).$$
Therefore, it implies that there exists a solution $\mathbf{W} = (\mathbf{w}_1, \ldots, \mathbf{w}_k)$ such that $\mathbf{w}_j^* = 0$ for $j \neq i^*$. In addition, we provide the upper bound for the $\ell_2$ norm $\| \mathbf{w}_i - \mathbf{w}^* \|_2$.

$$
\| \mathbf{w}_i - \mathbf{w}^* \|_2 = \| r \mathbf{w} - \mathbf{w}^* \|_2 = \left\| \frac{r}{r + \beta} (\mathbf{w}^* + \mathbf{A}_T^T \mathbf{z}) - \mathbf{w}^* \right\|_2 \\
\leq \frac{\beta}{r + \beta}\| \mathbf{w}^* \|_2 + \frac{r}{r + \beta}\| \mathbf{A}_T^T \mathbf{z} \|_2 (124)
$$

This implies that for $n$ satisfying $n \geq \max\{1024d, 4000\sigma^2 d \log(54n)\}$, we have

$$
P\left( \sigma_{\min} \geq 1 - 2 \left\lfloor \frac{d}{n} \right\rfloor \right) \geq 1 - 2 \exp(-d). \quad (128)
$$

On the other hand, from Theorem 4.6.1 in [46], we have the following lower bound.

$$
P \left( \frac{\sigma_{\min}}{\sigma_{\max}} \leq 1 - \frac{1}{16} \right) \geq 1 - 2 \exp(-d). \quad (129)
$$

For $n \geq 1024d$, we have

$$
P \left( \sigma_{\min} \geq \sigma_{\max} \geq \frac{1}{10} \right) \geq P \left( \sigma_{\min} \geq 1 - \frac{1}{10} \right) \geq 1 - 2 \exp(-d). \quad (130)
$$

This implies that for $\gamma = 7/8$, the following lower bound.

$$
P \left( \frac{\sigma_{\min}}{\sigma_{\max}} \leq \frac{7}{8} \right) \geq 1 - 2 \exp(-d). \quad (131)
$$

Applying Proposition 21 with $\gamma = \frac{1}{2}$ and $\mathbf{A}_j^* = \mathbf{U}, \mathbf{A}_j = \mathbf{D}_j \mathbf{U}, \mathbf{w}_* = \Sigma \mathbf{V}^T \mathbf{w}^*$, we conclude that if the assumptions in Theorem 10 is satisfied, then with probability at least $1 - 4 \exp(-n/8000\sigma^2) - 2 \exp(-d)$ there exists $\mathbf{W} = (\mathbf{w}_1, \ldots, \mathbf{w}_k)$ such that $\mathbf{w}_j^* = 0$ for $j \neq i^*$. Moreover, the $\ell_2$ norm $\| \mathbf{w}_i - \mathbf{w}^* \|_2$ is bounded as follows:

$$
\| \mathbf{w}_i - \mathbf{w}^* \|_2 \leq \frac{\beta}{2}\| \mathbf{w}^* \|_2 - \| \mathbf{z} \|_2.
$$

In order to apply Proposition 21, we need to estimate the upper bound of

$$
\max_{\mathbf{h} \in \mathbb{R}^d : \mathbf{h} \neq 0} \| \mathbf{U}^T \text{diag}(\| \mathbf{X} \mathbf{h} \|_2) \|_2.
$$

From Lemma 3, by taking $t = 1/4$, for $n \geq 4000\sigma^2 d \log(54n)$, we have

$$
P \left( \max_{\mathbf{h} \in \mathbb{R}^d : \mathbf{h} \neq 0} \| \mathbf{X}^T \text{diag}(\| \mathbf{X} \mathbf{h} \|_2) \|_2 \leq 3/4 \right) \geq 1 - 4 \exp \left( - \frac{n}{8000\sigma^2} \right). \quad (126)
$$

Note that $\mathbf{X} = \mathbf{U} \Sigma \mathbf{V}^T$, therefore

$$
\| \mathbf{X}^T \mathbf{D}_j \mathbf{X} \|_2 = \| \mathbf{U} \Sigma \mathbf{V}^T \mathbf{D}_j \mathbf{X} \|_2 \| \Sigma \mathbf{V}^T \mathbf{D}_j \|_2 \geq \sigma_{\min}^2 \| \mathbf{U} \Sigma \mathbf{V}^T \mathbf{D}_j \mathbf{U} \|_2, \quad (127)
$$

where $\sigma_{\min}$ is the smallest singular value of $\mathbf{X}$.
networks with skip connections.

This implies that Chernoff bound, we have

$$
\beta
$$

displays a failure-success-failure pattern when \( \beta \) increases. Besides, the lower bound of \( \beta \) that ensures successful recovery shifts right as \( \sigma \) increases, while the upper bound generally remains the same.

**APPENDIX J**

**PROOFS IN SECTION III-C**

**A. Proof of Theorem 11**

Proof: We first introduce an auxiliary lemma:

**Lemma 5.** Suppose that \( U_i, U_j \in \mathbb{R}^{n \times d} \) are column orthonormal, i.e., \( U_i^T U_j = I_d \) and \( U_j^T U_j = I_d \). If \( U_i^T U_j = I_d \), then we have \( U_i = U_j \).

Proof: For \( k \in [d] \), we let \( w_{i,k} \) and \( w_{j,k} \) be the \( k \)-th column of \( U_i \) and \( U_j \). Note that \( 1 = (U_i^T U_j)_{k,k} = w_{i,k}^T w_{j,k} \). As \( U_i^T U_i = I_d \) and \( U_j^T U_j = I_d \), we have \( \|w_{i,k}\|_2 = \|w_{j,k}\|_2 = 1 \). Therefore, \( w_{i,k}^T w_{j,k} = 1 \) implies that \( w_{i,k} = w_{j,k} \). Hence, we have \( U_i = U_j \).

Consider the event

$$
E_1 = \left\{ \sum_{i=1}^n \mathbb{I}(x_i^T \hat{w}^* \geq 0) \geq d \right\}.
$$

(133)

We first show that for \( n > 2d \), \( E_1 \) holds with high probability. As \( x_i \sim \mathcal{N}(0, I_d/n) \), \( \mathbb{I}(x_i^T \hat{w}^* \geq 0) \) are i.i.d. random variables following \( \text{Bern}(1/2) \). Denote \( B_i = \mathbb{I}(x_i^T \hat{w}^* \geq 0) \) and let \( B = \frac{1}{n} \sum_{i=1}^n B_i \). We note that \( \mathbb{E}[B] = \frac{1}{2} \). According to the Chernoff bound, we have

$$
P(E_0^c) = P \left( B < \frac{d}{n} \right) = P \left( B < \left( 1 - \frac{n - 2d}{n} \right) \mathbb{E}[B] \right) \leq \exp \left( -\frac{1}{6} \left( \frac{n - 2d}{n} \right)^2 n \right).
$$

(134)

This implies that \( P(E_1) \geq 1 - \exp \left( -\frac{1}{6} \left( \frac{n - 2d}{n} \right)^2 n \right) \).

Denote \( E_2 = \{ \sigma_{\min}(X^T D_i, X) > 0 \} \), where \( D_i = \text{diag}(I(X^T \hat{w}^* \geq 0)) \). We note that

$$
X^T D_i X = \sum_{i=1}^n x_i x_i^T \mathbb{I}(x_i^T \hat{w}^* \geq 0).
$$

As \( x_i \sim \mathcal{N}(0, I_d/n) \), we have \( P(E_2^c | E_1) = \frac{P(E_2^c)}{P(E_1)} = 0 \), which implies that \( P(E_2 | E_1) = 1 \).

Conditioned on the event \( E_2 \), we have \( U_i \in \mathbb{R}^{n \times d} \). For \( j \neq i \), we show that \( U_i^T U_j U_j^T U_i \neq I_d \). Let \( U_j \in \mathbb{R}^{n \times r_j} \). If \( r_j < d \), then \( U_i^T U_j U_j^T U_i \) is with rank at most \( r_j < d \). Hence, we have \( U_i^T U_j U_j^T U_i \neq I_d \). If \( r_j = d \), suppose that \( U_i^T U_j U_j^T U_i = I_d \). Denote \( P = U_j^T U_i \in \mathbb{R}^{d \times d} \). Then, \( P^T P = I_d \). This implies that \( P \) is orthogonal. Hence, \( U_i^T (U_j^T P^T) = P^T P = I_d \). We note that \( U_i^T P^T \) is also column orthonormal. This is because

$$
(U_i^T P^T)^T U_i^T P^T = PU_i^T U_i^T P^T = PP^T = I_d.
$$

As the matrices \( U_i^T \) and \( U_i^T P^T \) are column orthonormal and \( U_j^T (U_j^T P^T) = I_d \), from Lemma 5, we have \( U_j^T = U_j^T P^T \).

As \( D_i \neq D_j \), there exists \( k \in [n] \) such that either of following statements will hold.

- \( (D_i^*)_{k,k} = 1 \) and \( (D_j)_{k,k} = 0 \).
- \( (D_i^*)_{k,k} = 0 \) and \( (D_j)_{k,k} = 1 \).

For the first case, we note that

$$
w_{i^*,k} = (D_i^*)_{k,k} x_i^T V_i \Sigma_i, w_{j,k} = (D_j)_{k,k} x_j^T V_j \Sigma_j.
$$

(135)

Because \( x_k \neq 0 \) and \( V_i \Sigma_i \) is invertible, we have \( \|w_{i^*,k}\|_2 > 0 \). As \( U_i = U_i^T P^T \), we have \( w_{k,k} = w_{j,k} P^T \).

As \( w_{i,k} = 0 \), this implies that \( w_{i^*,k} = 0 \), which leads to a contradiction. For the second case, we note that \( U_i = U_j \).

Similarly, this will lead to a contradiction.

Therefore, conditioned on \( E_2 \), for \( j \neq i^* \), we have \( U_i^T U_j U_j^T U_i \neq I_d \). We denote \( U_i^T U_j U_j^T U_i = \tilde{U}_j \). If it follows that \( \|U_i^T U_j^T U_i\|_2 = 1 \), then \( \text{eigmax}(U_i^T U_j U_j^T U_i) \) is with dimension at most \( d - 1 \). In other words, conditioned on \( U_i^T U_j U_j^T U_i \|_2 = 1 \), \( \text{eigmax}(U_i^T U_j U_j^T U_i) \) is a random subspace with dimension at most \( d - 1 \). This implies that

$$
P(\tilde{w}^* \in \text{eigmax}(U_i^T U_j U_j^T U_i)) \geq 1 - \exp \left( -\frac{1}{6} \left( \frac{n - d}{n} \right)^2 n \right).
$$
Therefore, we have
\[ \| U_j^T U_j U_j^T U_i \|_2 = 1 |E_2 \]
\[ = P(\Sigma_j V_j, w^* \in \text{eigmax}\{U_j^T U_j U_j^T U_i\}, \]
\[ \| U_j^T U_j U_j^T U_i \|_2 = 1 |E_2 \) = 0. \] (136)

Immediately, for \( j \neq i^* \), we have
\[ P(\| U_j^T U_j w^* \|_2 = 1) = 0 \] (137)

For \( \sigma \in \{0, 1\}^n \), define \( U(\sigma) \) as the left singular vector of \( \text{diag}(\sigma)X \). Then, we have (138), shown at the bottom of the next page.

We note that \( P(E_2) \geq P(E_1, E_2) = P(E_1) \geq 1 - \exp \left( -\frac{1}{6} \left( \frac{1 - \gamma}{2} \right)^2 n \right) \). This implies that (139), shown at the bottom of the next page.

This completes the proof.

B. Proof of Proposition 8

Proof: For simplicity, we assume that \( \| w_1 \|_2 = \| w_2 \|_2 = \| h_j \|_2 = 1 \). We first consider the case where \( \cos \angle (w_1, w_2) = -1 \). Then, we have \( w_2 = -w_1 \). In this case, we have \( D_1 D_2 = 0 \). Hence, it follows that
\[ \begin{bmatrix} U_j^T U_1 U_j^T U_2 \\ U_2^T U_1 U_2^T U_2 \end{bmatrix} = \begin{bmatrix} L_j & 0 \\ 0 & I_d \end{bmatrix}. \] (140)

Then, we can simply that
\[ U_j^T \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} U_j^T U_1 & U_j^T U_2 \\ U_2^T U_1 & U_2^T U_2 \end{bmatrix}^{-1} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \]
\[ = U_j^T U_1 \tilde{w}_1 + U_j^T U_2 \tilde{w}_2 \]
\[ = \Sigma_j^{-1} V_j^T X^T D_j \begin{bmatrix} D_1 X V_1 \Sigma_1^{-1} \Sigma_1 V_j^T w_1 \| \Sigma_1 V_j^T w_1 \|_2 \\ \Sigma_2 V_j^T w_2 \| \Sigma_2 V_j^T w_2 \|_2 \end{bmatrix} \]
\[ + \Sigma_j^{-1} V_j^T X^T D_j \begin{bmatrix} D_2 X V_2 \Sigma_2^{-1} \Sigma_2 V_j^T w_2 \| \Sigma_2 V_j^T w_2 \|_2 \\ \Sigma_1 V_j^T w_1 \| \Sigma_1 V_j^T w_1 \|_2 \end{bmatrix} \]
\[ = \frac{1}{\| \Sigma_1 V_j^T w_1 \|_2} \Sigma_j^{-1} V_j^T X^T D_j D_1 X w_1 \]
\[ + \frac{1}{\| \Sigma_2 V_j^T w_2 \|_2} \Sigma_j^{-1} V_j^T X^T D_j D_2 X w_2 \] (141)

As \( n \to \infty \), \( X^T D_j D_j X \) converges to probability
\[ M(h_i, h_j) = E_{x \sim \mathcal{N}(0, I_d)} [xx^T \|x \|_2 h_j \geq 0] \] (142)

As \( n \to \infty \), we have \( X^T D_j X \overset{p}{\to} \frac{1}{2} I_d \) and \( \Sigma_j \overset{p}{\to} \frac{1}{\sqrt{2}} I_d \).

Therefore, we have
\[ \| U_j^T U_1 \tilde{w}_1 + U_j^T U_2 \tilde{w}_2 \|_2 \]
\[ \overset{p}{\to} 2 \| M(h_j, w_1) w_1 - M(h_j, -w_1) w_1 \|_2. \] (143)

According to Lemma 7 in [49], for \( h_i, h_j \) satisfying \( \| h_i \|_2 = \| h_j \|_2 = 1 \), the matrix \( M(h_i, h_j) \) takes the form
\[ M(h_i, h_j) = \gamma^c (\gamma^c) \| h_i h_j^T + h_j h_i^T \|_2 + c_3 (\gamma) (h_i h_j^T + h_j h_i^T). \] (144)

Here \( c_1, c_2, c_3 \) are functions of \( \gamma \). Then, we have
\[ M(h_j, w_1) w_1 - M(h_j, -w_1) w_1 \]
\[ = (\gamma^c + \gamma^c + c_3 (\gamma)) w_1 + 2 (c_2 (\gamma) + \gamma c_3 (\gamma)) h_j \]
\[ - (\gamma^c - \gamma^c - c_3 (\gamma)) w_1 \]
\[ + 2 (c_2 (\gamma) - \gamma c_3 (\gamma)) h_j \]
\[ = 2 (\gamma c_3 (\gamma) + c_2 (\gamma)) w_1 + 2 (c_2 (\gamma) + \gamma c_3 (\gamma)) h_j. \] (145)

We observe that \( \| M(h_i, h_j) h_i - M(h_i, h_j) h_i \|_2 \) only depends on \( \gamma \). Denote \( g_1 (\gamma) = 2 \| M(h_i, h_j) h_i - M(h_i, h_j) h_i \|_2 \). Therefore, it is sufficient to compute the case where \( h_i = e_1 \) and \( h_j = \gamma e_1 + \sqrt{1 - \gamma^2} e_2 \). Utilizing Lemma 7, we have (146), shown at the bottom of the next page.

We plot \( g_1 (\gamma)^2 \) in Figure 16.

Then, we consider the case where \( w_1^T w_2 = 0 \). In this case,
\[ \begin{bmatrix} I_d & U_j^T U_2 \\ U_2^T U_1 & I_d \end{bmatrix} \]
\[ \overset{p}{\to} \begin{bmatrix} I_d & \Sigma_1^{-1} V_j^T X V_1 \Sigma_1^{-1} \Sigma_1 V_j^T w_1 \| \Sigma_1 V_j^T w_1 \|_2 \\ \Sigma_2^{-1} V_j^T X V_2 \Sigma_2^{-1} \Sigma_2 V_j^T w_2 \| \Sigma_2 V_j^T w_2 \|_2 \end{bmatrix} \]
\[ = \begin{bmatrix} I_d & \Sigma_1^{-1} V_j^T X V_1 \Sigma_1^{-1} \Sigma_1 V_j^T w_1 \| \Sigma_1 V_j^T w_1 \|_2 \\ \Sigma_2^{-1} V_j^T X V_2 \Sigma_2^{-1} \Sigma_2 V_j^T w_2 \| \Sigma_2 V_j^T w_2 \|_2 \end{bmatrix} \]
\[ = \begin{bmatrix} I_d & \Sigma_1^{-1} V_j^T X V_1 \Sigma_1^{-1} \Sigma_1 V_j^T w_1 \| \Sigma_1 V_j^T w_1 \|_2 \\ \Sigma_2^{-1} V_j^T X V_2 \Sigma_2^{-1} \Sigma_2 V_j^T w_2 \| \Sigma_2 V_j^T w_2 \|_2 \end{bmatrix} \]
\[ \overset{p}{\to} \begin{bmatrix} I_d & 2M(w_1, w_2) \end{bmatrix} \] (147)

This implies that
\[ \begin{bmatrix} V_1 & 0 \\ 0 & V_2 \end{bmatrix} \]
\[ \overset{p}{\to} \begin{bmatrix} I_d & U_j^T U_2 \\ U_2^T U_1 & I_d \end{bmatrix} \]
\[ \overset{p}{\to} \begin{bmatrix} I_d & 2M(w_1, w_2) \end{bmatrix} \] (148)

On the other hand, we note that
\[ V_j^T U_j^T \begin{bmatrix} U_1 & U_2 \end{bmatrix} \]
\[ = V_j^T \Sigma_j^{-1} V_j^T X V_1 \Sigma_1^{-1} \Sigma_1 V_j^T w_1 \| \Sigma_1 V_j^T w_1 \|_2 \]
\[ \overset{p}{\to} 2 \begin{bmatrix} M(h_j, w_1) \end{bmatrix} \] (149)

We also have
\[ \begin{bmatrix} V_1 & 0 \\ 0 & V_2 \end{bmatrix} \]
\[ \overset{p}{\to} \begin{bmatrix} V_1^T V_1 \Sigma_1 V_1 \Sigma_1^{-1} \Sigma_1 V_j^T w_1 \| \Sigma_1 V_j^T w_1 \|_2 \\ V_2^T V_2 \Sigma_2 \Sigma_2^{-1} \Sigma_2 V_j^T w_2 \| \Sigma_2 V_j^T w_2 \|_2 \end{bmatrix} \]
\[ \overset{p}{\to} \begin{bmatrix} w_1 \| w_1 \|_2 \end{bmatrix} \] (150)

Therefore, we have the limit shown in the equation at the bottom of the next page.
Lemma 6: Suppose that $w_1^T w_2 = 0$. Then, we have $c_1(0) = \frac{1}{2}, c_2(0) = \frac{1}{2\pi}$ and $c_3(0) = 0$. In other words, it follows that
\[ M(w_1, w_2) = \frac{1}{4} I_d + \frac{1}{2\pi} (w_1 w_1^T + w_2 w_2^T). \] (151)

From Lemma 6, we can compute that, (152), shown at the bottom of the next page.
Suppose that (153), shown at the bottom of the next page. Then, we note that
\[ \beta_1 + \frac{1}{2} \beta_2 + \frac{w_2^T \beta_2}{\pi} w_1 + \frac{w_1^T \beta_2}{\pi} w_2 = w_1, \]

\[
P\left( \max_{h \in \mathbb{R}^d; h \neq 0} \| U(\mathbb{I}(Xh \geq 0)) \mathbf{U}_1 \mathbf{U}_1^* \|_2 \leq 1 \right| E_2 \right) \]
\[
= P\left( \max_{\sigma \in \{0, 1\}^n; \mathbf{h} \neq 0, \mathbb{I}(Xh \geq 0) \neq \mathbb{I}(Xh^* \geq 0), \mathbf{\sigma} = \mathbb{I}(Xh \geq 0), \mathbf{\sigma} = \mathbb{I}(Xh \geq 0)|E_2) = 0. \right) \] (138)

\[
P\left( \max_{h \in \mathbb{R}^d; h \neq 0, \mathbb{I}(Xh \geq 0) \neq \mathbb{I}(Xh^* \geq 0)} \| U(\mathbb{I}(Xh \geq 0)) \mathbf{U}_1 \mathbf{U}_1^* \|_2 < 1 \right| E_2 \right) \]
\[
= P\left( \max_{h \in \mathbb{R}^d; h \neq 0, \mathbb{I}(Xh \geq 0) \neq \mathbb{I}(Xh^* \geq 0)} \| U(\mathbb{I}(Xh \geq 0)) \mathbf{U}_1 \mathbf{U}_1^* \|_2 < 1, E_2 \right) \]
\[
= P\left( \mathbb{E}(E_2) \geq 1 - \exp \left( -\frac{1}{6} \left( \frac{n - 2d}{n} \right)^2 \right) \right). \] (139)

\[ g_1(\gamma)^2 = 4 \| M(h_j, h_j) h_j - M(-h_j, h_j) h_j \|_2^2 \]
\[ = 4 \left( \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(\gamma x_1 + \sqrt{1 - \gamma^2} x_2) x_1^2 \right] - \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(-\gamma x_1 + \sqrt{1 - \gamma^2} x_2) x_1^2 \right] \right)^2 \]
\[ + 4 \left( \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(-\gamma x_1 + \sqrt{1 - \gamma^2} x_2) x_1 x_2 \right] - \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(\gamma x_1 + \sqrt{1 - \gamma^2} x_2) x_1 x_2 \right] \right)^2 \] (146)
\[ = 4 \left( \int_0^\infty \left( F\left( \frac{\gamma}{\sqrt{1 - \gamma^2}} x \right) - F\left( -\frac{\gamma}{\sqrt{1 - \gamma^2}} x \right) \right) p(x) x^2 dx \right)^2. \]
\[
\frac{1}{2} \beta_1 + \frac{w_1^2 \beta_1}{\pi} w_1 + \frac{w_2^2 \beta_1}{\pi} w_2 + \beta_2 = w_2. \tag{154}
\]

This implies that \( \beta_1, \beta_2 \in \text{span}\{w_1, w_2\} \). Let \( \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix} = \mathbf{A} \begin{bmatrix} w_1^2 \\ w_2^2 \end{bmatrix} \), where \( \mathbf{A} = \begin{bmatrix} a_{1,1} & a_{1,2} \\ a_{2,1} & a_{2,2} \end{bmatrix} \). Then, the above linear system reduces to

\[
\begin{align*}
    a_{1,1} + \frac{1}{2} a_{2,1} + \frac{1}{\pi} a_{2,2} &= 1, \\
    a_{1,2} + \frac{1}{2} a_{2,2} + \frac{1}{\pi} a_{1,2} &= 0, \\
    \frac{1}{2} a_{1,1} + \frac{1}{\pi} a_{2,1} + a_{2,1} &= 0, \\
    \frac{1}{\pi} a_{1,1} + \frac{1}{2} a_{1,2} + a_{2,2} &= 1.
\end{align*}
\tag{155}
\]

We can solve that

\[
\begin{align*}
    a_{1,1} &= a_{2,2} = \left( \left(1 + \frac{1}{\pi} \right)^2 - \frac{1}{4} \right)^{-1} \left(1 + \frac{1}{\pi} \right) a_{2,1}, \\
    a_{1,2} &= \left( \left(1 + \frac{1}{\pi} \right)^2 - \frac{1}{4} \right)^{-1} \frac{1}{2}.
\end{align*}
\tag{156}
\]

In other words, we have \( \mathbf{A} = \begin{bmatrix} 1 + \frac{1}{\pi} & \frac{1}{\pi} \\ \frac{1}{\pi} & 1 + \frac{1}{\pi} \end{bmatrix}^{-1} \).

Denote \( \gamma_1 = h_1^T w_1 \) and \( \gamma_2 = h_2^T w_2 \). As \( w_1^T w_2 = 0 \), we have \( \gamma_1^2 + \gamma_2^2 \leq 1 \). Thus, we have (157), shown at the bottom of the next page.

Similarly, the norm of this quantity only depends on \( \gamma_1 \) and \( \gamma_2 \). Therefore, it is sufficient to consider \( w_1 = e_1 \), \( w_2 = e_2 \) and \( h_j = \gamma_1 e_1 + \gamma_2 e_2 + \sqrt{1 - \gamma_1^2 - \gamma_2^2} e_1 \). In this case, we note that (158), shown at the bottom of the next page.

Let \( F(x) \) and \( p(x) \) represent the CDF and pdf of \( N(0, 1) \) respectively. We introduce two lemmas for computing the expectations in (158).

**Lemma 7:** Suppose that \( \gamma \in [-1, 1] \). We have the following computations:

\[
\begin{align*}
    &E_x \left[ \sigma'(x_1) \sigma'(\gamma x_1 + \sqrt{1 - \gamma^2} x_2) x_1^2 \right] \\
    &= \int_{-\infty}^{\infty} \left( 1 - F \left( \frac{x - \gamma x_1}{\sqrt{1 - \gamma^2}} \right) \right) p(x) x^2 \, dx, \tag{159} \\
    &E_x \left[ \sigma'(x_1) \sigma'(\gamma x_1 + \sqrt{1 - \gamma^2} x_2) x_1 x_2 \right] = \frac{1 - \gamma^2}{2\pi}.
\end{align*}
\]

**Lemma 8:** Suppose that \( \gamma_1^2 + \gamma_2^2 + \gamma_3^2 = 1 \) and \( \gamma_3 \geq 0 \). Then, we have

\[
\begin{align*}
    &E \left[ \sigma'(x_1) \sigma'(\gamma_1 x_1 + \gamma_2 x_2 + \gamma_3 x_3) x_1 x_2 \right] \\
    &= \frac{1}{\sqrt{1 - \gamma_1^2 + \gamma_2^2}} \left( \int_{-\infty}^{\infty} \left( 1 - F \left( \frac{\gamma_1 x_1 + \gamma_2 x_2}{\sqrt{1 - \gamma_1^2 + \gamma_2^2}} \right) \right) p(x_1) \, dx_1 \right) \left( \int_{-\infty}^{\infty} \left( 1 - F \left( \frac{\gamma_1 x_1 + \gamma_2 x_2}{\sqrt{1 - \gamma_1^2 + \gamma_2^2}} \right) \right) p(x_2) \, dx_2 \right) \\
    &= \frac{1}{2\pi} \gamma_1 \gamma_3 \tag{160}
\end{align*}
\]

\[
\begin{align*}
    E \left[ \sigma'(x_1) \sigma'(\gamma_1 x_1 + \gamma_2 x_2 + \gamma_3 x_3) x_1 x_3 \right] = \frac{1}{2\pi} \gamma_1 \gamma_3 \tag{160}
\end{align*}
\]

Denote \( \gamma_3 = \sqrt{1 - \gamma_1^2 - \gamma_2^2} \). Hence, we can compute that (161), shown at the bottom of the next page.

Denote \( g_2(\gamma_1, \gamma_2) = 2M(w_1, h_j) (a_{1,1} w_1 + a_{1,2} w_2) + M(w_2, h_j) (a_{2,1} w_1 + a_{2,2} w_2) \). We numerically verify that \( g_2(\gamma_1, \gamma_2)^2 \leq 1 \) and it is maximized at \((0, 1)\) and \((1, 0)\).

We plot \( g_2(\gamma_1, \gamma_2)^2 \) in Figure 17. We note that \( g_2(\gamma_1, \gamma_2)^2 \) is maximized at the boundary. Hence, we plot \( g_2(\cos \theta, \sin \theta) \) for \( \theta \in \left[ -\frac{\pi}{4}, \frac{3\pi}{4} \right] \) in Figure 18. We note that \( g_2(\cos \theta, \sin \theta) \) is maximized at \( \theta = 0 \) or \( \theta = \pi/2 \). Therefore, \( g_2(\gamma_1, \gamma_2) \) is maximized at \((0, 1)\) and \((1, 0)\) and the optimal value is 1.

**C. Proof of Lemma 6**

**Proof:** Consider the rotation matrix \( \mathbf{P} \in \mathbb{R}^{d \times d} \) such that \( \mathbf{P} w_1 = e_1 \) and \( \mathbf{P} w_2 = e_2 \). Then, we have

\[
\begin{align*}
    &\mathbf{M}(h_i, h_j) \\
    &= E[xx^T I(x^T h_i \geq 0) I(x^T h_j \geq 0)] \\
    &= E[xx^T I(x^T P^T \mathbf{P} h_i \geq 0) I(x^T P^T \mathbf{P} h_j \geq 0)] \tag{162} \\
    &= \mathbf{P}^T E[xx^T I(x^T \mathbf{P} h_i \geq 0) I(x^T \mathbf{P} h_j \geq 0)] \mathbf{P} \\
    &= \mathbf{P}^T \mathbf{M}(\mathbf{P} h_i, \mathbf{P} h_j) \mathbf{P}
\end{align*}
\]

where we write \( \hat{x} = \mathbf{P} x \). Thus, it is sufficient to compute \( \mathbf{M}(\mathbf{P} h_i, \mathbf{P} h_j) = \mathbf{M}(e_1, e_2) \). We note that

\[
\begin{align*}
    \mathbf{M}(e_1, e_2) &= \begin{bmatrix} 0 & E_x \left[ \sigma'(x_1) \sigma'(x_2) x_3 \right] I_{d-2} \end{bmatrix} \tag{163} \\
    \text{where } \mathbf{M}_{1:2,1:2} \text{ follows}
\end{align*}
\]

\[
\begin{align*}
    \mathbf{M}_{1:2,1:2} &= \begin{bmatrix} \mathbf{I}_d & 2\mathbf{M}(w_1, w_2) \\
                        2\mathbf{M}(w_1, w_2) & \mathbf{I}_d \end{bmatrix} \\
    &= \begin{bmatrix} \frac{1}{2} \mathbf{I}_d + \frac{1}{\pi} (w_1 w_2^T + w_2 w_1^T) & \mathbf{I}_d + \frac{1}{\pi} (w_1 w_2^T + w_2 w_1^T) \\
                        \mathbf{I}_d + \frac{1}{\pi} (w_1 w_2^T + w_2 w_1^T) & \frac{1}{2} \mathbf{I}_d + \frac{1}{\pi} (w_1 w_2^T + w_2 w_1^T) \end{bmatrix} \tag{152}
\end{align*}
\]

\[
\begin{align*}
    \beta_1 &= \frac{w_1}{w_2} \\
    \beta_2 &= \frac{w_1}{w_2}. \tag{153}
\end{align*}
\]
Hence, we have
\[
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This implies that \( c_1(0) = \mathbb{E}_x [\sigma'(x_1) \sigma'(x_2) x_3^2] = \frac{1}{4} \). We also note that

\[
M_{1:2,1:2} = \begin{bmatrix}
    u_1(0) + u_3(0) & u_2(0) \\
u_2(0) & u_1(0) + u_3(0)
\end{bmatrix}.
\]

Hence, we have \( c_1(0) = \frac{1}{4}, c_2(0) = \frac{1}{2\pi} \) and \( c_3(0) = 0 \).

---

**Proof:** For the first equation, by integrating w.r.t. \( x_2 \) first, we immediately obtain that

\[
\mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right] = \frac{1}{4}.
\]

We also note that

\[
M_{1:2,1:2} = \begin{bmatrix}
u_1(0) + u_3(0) & u_2(0) \\
u_2(0) & u_1(0) + u_3(0)
\end{bmatrix}.
\]

Hence, we have \( c_1(0) = \frac{1}{4}, c_2(0) = \frac{1}{2\pi} \) and \( c_3(0) = 0 \).

---

**D. Proof of Lemma 7**

\[
\mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right] = \int_0^\infty \left( F \left( -\frac{\gamma}{\sqrt{1 - \frac{\gamma^2}{\gamma^2}}} x \right) \right) p(x) x^2 \, dx.
\]

---

\[
[\mathbf{M}(\mathbf{h}_j, \mathbf{w}_1) \quad \mathbf{M}(\mathbf{h}_j, \mathbf{w}_2)] = \mathbf{M}(\mathbf{w}_1, \mathbf{h}_j) \quad (a_{1,1} \mathbf{w}_1 + a_{1,2} \mathbf{w}_2) + \mathbf{M}(\mathbf{w}_2, \mathbf{h}_j) \quad (a_{2,1} \mathbf{w}_1 + a_{2,2} \mathbf{w}_2)
\]

\[= a_{1,1} \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right] + a_{1,2} \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right] + a_{2,1} \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right] + a_{2,2} \mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right].
\]

---

\[
\mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right] = \int_0^\infty \left( F \left( -\frac{\gamma}{\sqrt{1 - \frac{\gamma^2}{\gamma^2}}} x \right) \right) p(x) x^2 \, dx.
\]

---

\[
\mathbb{E}_x \left[ \sigma'(x_1) \sigma'(x_2) x_3^2 \right] = \int_0^\infty \left( F \left( -\frac{\gamma}{\sqrt{1 - \frac{\gamma^2}{\gamma^2}}} x \right) \right) p(x) x^2 \, dx.
\]
Note that
\[
\int_{-\infty}^{\infty} \frac{\sigma'(x_1)\sigma'(x_1 + \sqrt{1 - x_2^2}x_1x_2)}{\sqrt{2\pi}} dx_1 dx_2 = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x_1^2} dx_1 \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x_2^2} dx_2 = 1 \tag{167}
\]

Therefore, we have
\[
\mathbb{E}_x \left[ \sigma'(x_1)\sigma'(x_1 + \sqrt{1 - x_2^2}x_1x_2) \right] = \int_{0}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x_1^2} x_1 x_2 p(x_1)p(x_2) dx_1 dx_2 = \int_{0}^{\infty} x_1 p(x_1) p(x_3) \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{(\gamma_1 x_1 + \gamma_3 x_3)^2}{2\gamma_2^2}\right) dx_1 dx_3 \tag{169}
\]

Then, we have
\[
\int_{0}^{\infty} \int_{-\infty}^{\infty} x_1 p(x_1) p(x_3) \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{(\gamma_1 x_1 + \gamma_3 x_3)^2}{2\gamma_2^2}\right) dx_1 dx_3 = \int_{0}^{\infty} \frac{|\gamma_2|}{2\pi \sqrt{\gamma_3^2 + \gamma_2}} \exp \left(-\frac{\gamma_1^2}{2(\gamma_3^2 + \gamma_2^2)} x_1^2 - \frac{x_1^2}{2}\right) x_1 dx_1 \tag{171}
\]

For the second equation, we note that
\[
\mathbb{E} \left[ \sigma'(x_1)\sigma'(x_1 + \gamma_2 x_2 + \gamma_3 x_3 x_2) \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{\max(0, -\gamma_3 x_2 x_3)}^{\infty} p(x_1) p(x_2) p(x_3) dx_1 dx_2 dx_3 = \int_{-\infty}^{\infty} \left( \int_{0}^{\infty} \left( 1 - F \left( \frac{\gamma_1 x_1 + \gamma_3 x_3}{\gamma_3} \right) \right) p(x_1) dx_1 \right) p(x_2) x_2^2 dx_2 \tag{172}
\]

For the third equation, we have
\[
\mathbb{E} \left[ \sigma'(x_1)\sigma'(x_1 + \gamma_2 x_2 + \gamma_3 x_3 x_2) \right] = \int_{0}^{\infty} \int_{-\infty}^{\infty} x_3 p(x_1) p(x_3) \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{(\gamma_1 x_1 + \gamma_3 x_3)^2}{2\gamma_2^2}\right) dx_1 dx_3 \tag{173}
\]

Following the previous calculation, we can compute that
\[
\int_{-\infty}^{\infty} x_3 p(x_3) \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{(\gamma_1 x_1 + \gamma_3 x_3)^2}{2\gamma_2^2}\right) dx_3 = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left(-\frac{\gamma_2^2}{2\gamma_2^2} x_3^2 + \frac{\gamma_3^2}{2\gamma_2^2} \left( x_3 - \frac{\gamma_3 x_3}{\gamma_2^2} \right)^2 + \frac{\gamma_1^2}{2\gamma_2^2} \left( x_3 - \frac{\gamma_1}{\gamma_2^2} x_1 \right) \right) dx_3 \tag{174}
\]

Therefore, we have
\[
\mathbb{E} \left[ \sigma'(x_1)\sigma'(x_1 + \gamma_2 x_2 + \gamma_3 x_3 x_2) \right] = \int_{0}^{\infty} \sqrt{\frac{|\gamma_2|}{2\pi \sqrt{\gamma_3^2 + \gamma_2}}} \gamma_3 x_3 x_2 p(x_1) dx_1 dx_3 = \frac{|\gamma_2|}{2\pi (\gamma_3^2 + \gamma_2^2)^{3/2}}. \tag{175}
\]

### Appendix K

**Proofs in Section VI**

**A. Proof of Proposition 9**

**Proof:** We denote \( h_i = \overline{x}_j \). For simplicity, we can assume that \( \|h_j\|_2 = 1 \). Hence, it follows that \( \gamma = h_i^T h_j \).
As \( n \to \infty \), \( X^TD_1D_2X \) converges in probability to
\[
M(h_i, h_j) = \mathbb{E}_{x \sim \mathcal{N}(0, I_d)} [xx^T \mathbb{1}(x^T h_i \geq 0) \mathbb{1}(x^T h_j \geq 0)].
\]
(176)

According to Lemma 7 in [49], the above expectation takes the form
\[
M(h_i, h_j) = c_1(\gamma)l_d + c_2(\gamma)(h_i h_j^T + h_j h_i^T) + c_3(\gamma)(h_i h_j^T + h_j h_i^T).
\]
(177)

Here \( c_1, c_2, c_3 \) are functions of \( \gamma \). As \( n \to \infty \), we note that \( X^TD_1X \overset{p}{\to} \mathbb{E}_{x \sim \mathcal{N}(0, I_d)} [xx^T] = \frac{1}{2}I_d \). Thus, as \( n \to \infty \), we have
\[
T \overset{p}{\to} 2 \|M(h_i, h_j)\|_2.
\]
(178)

According to the expression (177), we have
\[
M(h_i, h_j) = (c_1(\gamma) + \gamma c_2(\gamma) + \gamma c_3(\gamma))h_i + (c_2(\gamma) + \gamma c_3(\gamma))h_j.
\]
(179)

As \( \|h_i\|_2 = \|h_j\|_2 = 1 \), the quantity \( \|M(h_i, h_j)h_i\|_2 \) only depends on
\( \gamma = h_i^T h_j \). Denote \( g(\gamma) = 4\|M(h_i, h_j)h_i\|_2 \). Thus, we can simply consider \( e_1 = 1 \) and \( h_j = \gamma e_1 + \sqrt{1 - \gamma^2}e_2 \). According to Lemma 7, we can compute that
\[
g(\gamma) = \sqrt{1 - \gamma^2} \gamma^2 \quad 1 - F\left(\frac{-\gamma}{\sqrt{1 - \gamma^2}}\right) p(x) x^2 dx
\]
(180)

We plot \( g(\gamma) \) as a function of \( \gamma \) as follows.

APPENDIX L

NECESSARY CONDITION AND SUFFICIENT CONDITION OF THE NEURAL ISOMETRY CONDITION FOR RELU NETWORKS

For the recovery of single-neuron ReLU network, we first present a necessary condition for the neural isometry condition (NIC-1).

Definition 7: We say that a diagonal arrangement pattern \( D_i \in H \) satisfies the maximal condition if for all index \( j \in [p] \) and \( j \neq i \), we have \( D_i D_j = D_i \).

Lemma 9: A necessary condition for (NIC-1) is that the matrix \( D_i \) satisfies the maximal condition.

Then, we present a sufficient condition to ensure that the neural isometry condition (NIC-1) holds.

Proposition 22: Suppose that \( D_i \) satisfies the maximal condition. Assume that the planted neuron \( w^* \) satisfies the following conditions

1. \( w^* \) is the eigenvector corresponding to the largest eigenvalue of \( X^TD_1X \), i.e.,
\[
\|X^TD_1Xw^*\|_2 = \|X^TD_1X\|_2 \|w^*\|_2.
\]
2. \( x_i^T Xw^* > 0 \) for all \( i \in [n] \) satisfying \( (D_i)_{ii} = 1 \).

Then, the NIC-1 given in (NIC-1) holds.

Remark 6: The first condition on \( w^* \) requires that \( w^* \) lies in the eigenspace of \( X^TD_1X \) corresponding to its largest eigenvalue. Combining with the maximal condition on \( D_i \), the second condition on \( w^* \) implies that \( w^* \) lie in the interior of the cone \( \{w \mid (2D_i - I_n)Xw \geq 0\} \).

A. Justification of the Assumptions in Proposition 22

We justify the assumption on the planted neuron \( w^* \) in Proposition 22 for the Gaussian mixture model. Let \( \mu_1, \mu_2 \in \mathbb{R}^d \) and \( \sigma > 0 \). Suppose that \( n_1 \) of the \( n \) training samples follow \( \mathcal{N}(\mu_1, \sigma^2 I_d) \) and the rest of \( n_2 = n - n_1 \) training samples follows follow \( \mathcal{N}(\mu_2, \sigma^2 I_d) \). Let \( w \in \{0,1\}^n \) be the vector defined by
\[
q_i = \begin{cases} 1, & \text{s.t. } x_i \sim \mathcal{N}(\mu_1, \sigma^2 I_d), \\ 0, & \text{s.t. } x_i \sim \mathcal{N}(\mu_2, \sigma^2 I_d). \end{cases}
\]
(181)

Proposition 23: Suppose that \( \sigma^2 > 0 \) and \( b := \frac{\mu_1 \mu_2}{\|\mu_1\|_2 \|\mu_2\|_2} \leq 1 \). With probability at least
\[
1 - N_2 e^{-\frac{(1-b)^2}{4\sigma^2}},
\]
there exists \( i^* \in [p] \) such that \( D_{i^*} = \text{diag}(w) \).

Suppose that \( \delta \in (0,1) \). From Proposition 23, for \( \sigma \leq \frac{2\log(\frac{1}{\delta})}{4b} \), with probability at least \( 1 - \delta \), there exists \( i^* \in [p] \) such that \( D_{i^*} = \text{diag}(w) \). The next question is whether this \( D_{i^*} \) also satisfies the maximal condition.

Proposition 24: Suppose that there exists \( i^* \in [p] \) such that \( D_{i^*} = \text{diag}(w) \). Denote \( K^+ = \text{cone}\{x_i \mid q_i = 1, i \in [n]\} \) and \( K^- = \text{cone}\{x_i \mid q_i = -1, i \in [n]\} \). Then, \( D_{i^*} \) satisfying the maximal condition if and only if \( -K^- \subseteq \text{int}(K^+) \).

Finally, we show that the eigenvalue condition will hold for some specific planted neuron.

Proposition 25: Let \( x_n = \mu + \sigma z_n \), where \( z_n \sim \mathcal{N}(0, I) \) for \( n = 1, \ldots, N \). Suppose that \( \delta > 0 \). Denote \( X^{(1)} = \begin{bmatrix} X^{(1)}_1 \\ \vdots \\ X^{(1)}_n \end{bmatrix} \in \mathbb{R}^{n_1 \times d} \). Let \( w \) satisfy that \( \|w\|_2 = 1 \) and
\[
\|X^{(1)}_i^T w\|_2 = \|X^{(1)}_i^T X^{(1)} \|_2.
\]
Then, with probability at least \( 1 - \delta \), we have
\[
\|w - \mu\|_2 \leq c_1 \sigma,
\]
(182)

where \( c_1 = \frac{2d^2}{n_1 \|\mu\|_2} 2n_1 \sqrt{2\log(n_1d/\delta)} \|\mu\|_2 + 2d \log(n_1d/\delta) \) is a constant depending on \( \delta \).

The following proposition illustrates that for sufficiently small \( \sigma \), except for the maximal condition, all conditions in Proposition 22 will hold with probability at least \( 1 - \delta \).

Theorem 13: Let \( 0 < \delta < 2 \exp(-d/8) \). Suppose that \( \sigma \leq \min\left\{ 1/(32c_1), \frac{1}{2(d^2 + 8\log(4n_1/\delta))} \right\} \), where \( c_1 \) is a constant defined in Proposition 25. Then, there exists \( i^* \in \mathcal{P} \) such that
Fig. 19. $g(\gamma)^2$ as a function of $\gamma$.

$$g(\gamma)^2$$ as a function of $\gamma$.

Fig. 20. The probability that the statement in Proposition 23 holds over 5000 independent trials.

\[ D_i^* = \text{diag}(w) \text{ with probability at least } 1 - \delta. \]

Let $w^*$ satisfy that $\|X^T D_i^* X w^*\|_2 = \|X^T D_i^* X\|_2 \|w^*\|_2$. We also have $(2D_{i^*} - I)X w^* > 0$ with probability at least $1 - \delta$. By further assuming that the cone condition in Proposition 24 holds, the neural isometry condition holds, i.e., the problem (9) has a unique solution.

B. Proof of Lemma 9

Proof: Suppose that there exists $D_j$ such that $D_{i^*} D_j = D_{i^*}$ and $D_j \neq D_{i^*}$. This implies that

$$X^T D_j^T D_i^* X = X^T D_{i^*} D_j^* X = X^T D_{i^*} X.$$

Thus, we have

$$\left\| X^T D_j^T D_i^* X (X^T D_i^* X)^{-1} \frac{w^*}{\|w^*\|_2} \right\|_2 = \left\| \frac{w^*}{\|w^*\|_2} \right\|_2 = 1.$$  \hspace{1cm} (184)

Thus, the irrepresentability condition (NIC-1) is violated.

C. Proof of Proposition 22

Proof: Consider any $j \in [p]$ and $j \neq i^*$. Let $I_j = \{l \in [n] | (D_{i^*} + D_j)_{ll} > 0 \}$. As $D_{i^*}$ satisfies the maximal condition, we have $D_j \neq D_{i^*}$. This implies that $I_j \neq \emptyset$. Let $k = |I_j|$. Note that

$$X^T D_{i^*} X = X^T D_j D_{i^*} X + \sum_{l \in I_j} x_l x_l^T.$$  \hspace{1cm} (185)
Fig. 21. The probability of successful recovery of the planted linear neuron by solving the group $\ell_1$-minimization problem (12) over 5 independent trials. The black lines represent the boundaries of successful recovery with probability 1. Here the planted neuron $w^*$ is the smallest right singular vector of $X$.

Fig. 22. Averaged test distance by solving the group $\ell_1$-minimization problem (12) derived from training ReLU networks with skip connection over 5 independent trials.

For simplicity, we write $w = \frac{w^*}{\|w^*\|_2}$, $A = X^T D_j X$ and $B = \sum_{l \in I_j} x_l x_l^T$. It is sufficient to prove that $\|A(A + B)^{-1}w\|_2 < 1$. As $w^*$ is the eigenvector corresponding to the largest eigenvalue of $A + B$, we have

$$\|A(A + B)^{-1}w\|_2 < 1.$$  \hspace{2cm} (186)  

$$A + B)w = \|A + B\|_2 w.$$  \hspace{2cm} (187)
Fig. 23. Averaged absolute distance to the planted linear neuron by solving the convex regularized training problem (209) for ReLU networks with skip connection over 5 independent trials.

Fig. 24. Averaged test distance by solving the convex regularized training problem (209) for ReLU networks with skip connection over 5 independent trials.

which also implies that $\|A + B\|_2^{-1}w = (A + B)^{-1}w$. As $A, B$ are positive semi-definite, we have

$$\|A + B\|_2 \geq \|A\|_2.$$ (189)

This implies that

$$\|(A + B)^{-1}w\|_2 = \|(A + B)\|_2^{-1}.$$ (188)
This implies that the black line represents the boundaries of successful recovery with probability 1. The planted neuron $w^*$ is randomly generated from $\mathcal{N}(0, I_d)$.

\[
\leq \|A\|_2 \|(A + B)^{-1} w\|_2 = \|A\|_2 \|A + B\|_2^{-1} \leq 1.
\]

(190)

The equality holds if and only if $\|A + B\|_2 = \|A\|_2$ and $w$ is the eigenvector of the largest eigenvalue of $A + B$. Let $\gamma = \|A + B\|_2 = \|A\|_2$. Then, we have

\[
(A + B)w = \gamma w, \quad Aw = \gamma w,
\]

(191)

which implies that $Bw = 0$. Therefore, we have $w^T Bw = 0$, or equivalently $\sum_{i \in I} x_i^T w = 0$. As $x_i^T w > 0$ for all $k$ satisfying $(D_i)_{ij} = 1$, we have $\sum_{i \in I} x_i^T w > 0$, which leads to a contradiction.

D. Proof of Proposition 23

Proof: Let $w = \frac{\mu_1}{\|\mu_1\|_2} - \frac{\mu_2}{\|\mu_2\|_2}$. We can compute that

\[
\|w\|_2 = 2 - 2 \frac{\mu_1^T \mu_2}{\|\mu_1\|_2 \|\mu_2\|_2} = 2(1 - b).
\]

This implies that $\|w\|_2 = \sqrt{2(1 - b)}$. Note that

\[
\mu_1^T w = \|\mu_1\|_2 - \frac{\mu_1^T \mu_2}{\|\mu_2\|_2} = \|\mu_1\|_2 - b \|\mu_1\|_2 = (1 - b) \|\mu_1\|_2 > 0.
\]

Similarly, we have

\[
\mu_2^T w = \frac{\mu_1^T \mu_2}{\|\mu_1\|_2} - \|\mu_2\|_2 = -(1 - b) \|\mu_2\|_2 < 0.
\]

For index $i \in [n]$ such that $q_i = 1$, we can write $x_i = \mu_1 + \sigma z_i$, where $z_i \sim \mathcal{N}(0, 1)$. We can compute that $x_i^T w = \mu_1^T w + \sigma z_i^T w = (1 - b) \|\mu_1\|_2 + \sigma z_i^T w$. According to the tail bound of Gaussian random variable, we have

\[
P(x_i^T w \leq 0) = P(\sigma z_i^T w \leq -(1 - b) \|\mu_1\|_2) \leq \exp \left( -\frac{(1 - b) \|\mu_1\|_2^2}{2 \sigma^2 \|w\|_2^2} \right) = \exp \left( -\frac{(1 - b) \|\mu_1\|_2^2}{4 \sigma^2} \right),
\]

which implies that

\[
P(x_i^T w > 0) \geq 1 - \exp \left( -\frac{(1 - b) \|\mu_1\|_2^2}{4 \sigma^2} \right).
\]

Therefore, we have

\[
P(x_i^T w > 0, \forall i \text{ with } q_i = 1) \geq \left( 1 - \exp \left( -\frac{(1 - b) \|\mu_1\|_2^2}{4 \sigma^2} \right) \right)^{n_1} \geq 1 - n_1 \exp \left( -\frac{(1 - b) \|\mu_1\|_2^2}{4 \sigma^2} \right).
\]

For index $i \in [n]$ such that $q_i = 0$, we can write $x_n = \mu_2 + \sigma z_i$. Similarly, we can compute that

\[
P(x_i^T w < 0, \forall i \text{ with } q_i = 0) \geq 1 - n_2 \exp \left( -\frac{(1 - b) \|\mu_2\|_2^2}{4 \sigma^2} \right).
\]

(192)

In summary, we have

\[
P((2c_i - 1)x_i^T w > 0, \forall i \in [n]) \geq 1 - n_1 \exp \left( -\frac{(1 - b) \|\mu_1\|_2^2}{4 \sigma^2} \right) \geq 1 - n_2 \exp \left( -\frac{(1 - b) \|\mu_2\|_2^2}{4 \sigma^2} \right).
\]

(193)

Under the event $\{q_i x_i^T w > 0, \forall i \in [n]\}$, the diagonal arrangement pattern $D_i^*$ induced by the vector $w$ is exactly $\text{diag}(c)$. This completes the proof.

E. Proof of Proposition 24

Proof: Suppose that $D_i^*$ satisfies the maximal condition. Then, for any $w$ satisfying that

\[
w^T x_i \geq 0, \forall i \text{ with } q_i = 1,
\]

(194)

we shall have $w^T x_i < 0$ for $q_i = 0$. We note that the condition (194) is equivalent to $w \in -(K^+)^\circ$. Here $(K^+)^\circ = \{w | w^T x \leq 0, \forall x \in K^+\}$ is the polar cone of the cone $K^+$. We note that $w^T x_i < 0$ for $c_i = 0$ implies that $w \in \text{int}((K^+)^\circ)$. Therefore, $(K^+)^\circ \subseteq \text{int}((K^+)^\circ)$. This is equivalent to $-K^+ \subseteq \text{int}(K^+)$. Suppose that $-K^+ \subseteq \text{int}(K^+)$. Then, we have $(K^+)^\circ \subseteq \text{int}((K^+)^\circ)$. This implies that for any $w \in \mathbb{R}^d$ satisfying (194), we shall have $w^T x_i < 0$ for $c_i = 0$. Therefore, $D_i^*$ satisfies the maximal condition.

F. Proof of Proposition 25

Proof: We can write

\[
X^{(1)} = 1\mu^T + \sigma Z,
\]

(195)

where $Z = \begin{bmatrix} z_1^T \\ \vdots \\ z_n^T \end{bmatrix} \in \mathbb{R}^{n_1 \times d}$ and $1 \in \mathbb{R}^{n_1}$ is a vector of 1s. Each element of $Z$ follows $\mathcal{N}(0, 1)$. We note that the extreme eigenvalue vector of $(1\mu^T)^T 1\mu^T = n_1^2 \mu^T \mu$ is $\frac{\mu}{\|\mu\|_2}$. According to the tail bound of Gaussian random variable, with probability at least $1 - \delta$, we have

\[
\max_{i \in [n_1], j \in [d]} |z_{i,j}| \leq \sqrt{2 \log(n_1 d/\delta)}.
\]

(196)
Denote \( E = \{ \max_{i \in [n_1], j \in [d]} |z_{i,j}| \leq \sqrt{2 \log(n_1 d/\delta)} \} \). Conditioned on the event \( E \), we have
\[
|| (1\mu^T)^T Z + Z^T 1\mu^T + Z^T Z ||_F
\leq 2\sqrt{2 \log(n_1 d/\delta)} ||1\mu^T||_F + 2d \log(n_1 d/\delta)
= 2n_1 \sqrt{2 \log(n_1 d/\delta)} ||\mu||_2 + 2d \log(n_1 d/\delta) =: c_0.
\]

(197)

We note that \(|\sigma_i| \leq \sigma \|(1\mu^T)^T Z + Z^T 1\mu^T + Z^T Z||_F \leq \sigma c_0\). (198)

The other eigenvalues \( \sigma_i \) of \((X^{(1)})^T X^{(1)}\) satisfy that
\[
|\sigma_i| \leq \sigma \|(1\mu^T)^T Z + Z^T 1\mu^T + Z^T Z||_F \leq \sigma c_0.
\]

(199)

We note that
\[
\left\| (X^{(1)})^T X^{(1)} \mu \right\|_2^2
\geq n^2 ||\mu||_2^3 - \sigma \|(1\mu^T)^T Z + Z^T 1\mu^T + Z^T Z||_F ||\mu||_2
\geq n^2 ||\mu||_2^3 - \sigma \|(1\mu^T)^T Z + Z^T 1\mu^T + Z^T Z||_F ||\mu||_2
= (n^2 ||\mu||_2^3 - \sigma c_0) ||\mu||_2.
\]

(200)

As \((X^{(1)})^T X^{(1)} \mu = V \Sigma V^T \mu = \sum_{i=1}^{d} \sigma_i v_i (v_i^T \mu)\), we have
\[
\sigma_1 |v_1^T \mu| \geq \left\| V \Sigma V^T \mu - \sum_{i=2}^{d} \sigma_i v_i (v_i^T \mu) \right\|_2
= \left\| (X^{(1)})^T X^{(1)} \mu \right\|_2 - \sum_{i=2}^{d} \sigma_i |w_i^T \mu|
\geq \left( n^2 ||\mu||_2^3 - (d-1)c_0 \sigma \right) ||\mu||_2.
\]

(201)

Note that \( w = v_1 \). This implies that
\[
\left\| w^T \frac{\mu}{||\mu||_2} \right\|_2 \geq \frac{n^2 ||\mu||_2^3 - (d-1)c_0 \sigma}{n^2 ||\mu||_2^3 + c_0 \sigma}.
\]

(202)

Note that
\[
\left\| w - \frac{\mu}{||\mu||_2} \right\|_2^2
= 2 \left( 1 - \frac{w^T \frac{\mu}{||\mu||_2}}{||\mu||_2^2} \right)
\leq \frac{2d c_0 \sigma}{n^2 ||\mu||_2^3 + c_0 \sigma} \leq c_1 \sigma,
\]

(203)

where we let \( c_1 = \frac{2d c_0 \sigma}{n^2 ||\mu||_2^3} \). This completes the proof.

G. Proof of Theorem 13

Proof: Denote \( \hat{\mu}^* = \frac{w^*}{||w^*||_2} \). According to Proposition 25, there exists a constant \( c_1 > 0 \) such that \( \hat{\mu}^* \) satisfies that
\[
\left\| \hat{\mu}^* - \frac{\mu}{||\mu||_2} \right\|_2^2 \leq c_1 \sigma,
\]

(204)
with probability at least $1 - \delta/2$. For $\sigma \leq \frac{||\mu||_2}{2(d + 8 \log(4n/\delta))}$, the events

$$\sigma \parallel z_i \parallel_2 \leq \frac{||\mu||_2}{2}, \quad (205)$$

holds with probability at least $1 - \delta/(2n)$ respectively for all $i \in [n]$. Denote $E = \{\sigma \parallel z_i \parallel_2 \leq \frac{||\mu||_2}{2}, \forall i \in [n]\}$. Then, $P(E) \geq 1 - \delta/4$. For indices $i \in [n]$ such that $q_i = 1$, conditioned on $E$, we have $\sigma \parallel z_i^T \frac{\mu}{||\mu||_2} \parallel_2 \leq \frac{||\mu||_2}{2}$ and

$$x_i^T \hat{w}^* \geq x_i^T \frac{\mu}{||\mu||_2} - \parallel x_i \parallel \hat{w}^* - \frac{\mu}{||\mu||_2}, \quad (206)$$

Here we utilize that $\sigma \leq \frac{1}{2c_1}$. Similarly, for indices $i \in [n]$ such that $q_i = -1$, conditioned on $E$, we have $\sigma \parallel z_i^T \frac{\mu}{||\mu||_2} \parallel_2 \leq \frac{||\mu||_2}{2}$ and

$$x_i^T \hat{w}^* \leq x_i^T \frac{\mu}{||\mu||_2} + \parallel x_i \parallel \hat{w}^* - \frac{\mu}{||\mu||_2}, \quad (207)$$

This implies that $(2D_i - I)X \hat{w}^* > 0$. Overall, for sufficiently small $a > 0$, the event $(2D_i - I)X \hat{w}^* > 0$ holds with probability at least

$$1 - \delta/2 - \delta/2 = 1 - \delta. \quad (208)$$

H. Numerical Verification

In this subsection, we numerically verify Proposition 23. We take $n = 100, n_1 = n_2 = 50$ and $d = 20, 40, 60, 80$, and test for three types of $\mu_1, \mu_2$.

- $\mu_1 = 1_d, \mu_2 = -1_d$.
- $\mu_1, \mu_2 \sim N(0, I_d)$.
- $\mu_1, \mu_2 \sim U(S^{d-1})$.

For each $d$, we compute the probability that the diagonal arrangement pattern induced by the vector $w = \frac{\mu_1}{||\mu_1||_2} - \frac{\mu_2}{||\mu_2||_2}$
Fig. 28. Averaged test error by training ReLU networks with normalization layer on the regularized non-convex problem (6) over 10 independent trials.

Fig. 29. The probability of successful recovery of the planted normalized ReLU neurons by solving the group $\ell_1$-minimization problem (14) over 5 independent trials. The label vector $y$ is the combination of several normalized ReLU neurons.

equals to $\text{diag}(w)$ for $\sigma$ in a certain range. For each $\sigma$, we establish 5000 independent trials to compute the probability. The S-shaped curves shown in Figure 20 correspond with formulation of the lower bound given in Proposition 23.
Fig. 30. Averaged absolute distance to the planted normalized ReLU neurons by solving the group $\ell_1$-minimization problem (14) from training ReLU networks with normalization layer over 5 independent trials. Here we set $k = 2$ planted neurons which satisfy $w_1^*, w_2^* \sim U(S^{n-1})$.

Fig. 31. Averaged absolute distance to the planted normalized ReLU neurons by solving the group $\ell_1$-minimization problem (14) from training ReLU networks with normalization layer over 5 independent trials. Here we set $k = 2$ planted neurons which satisfy $w_1^* = e_1, w_2^* = e_2$.

APPENDIX M
ADDITIONAL NUMERICAL EXPERIMENTS

In this section, we present additional numerical results mentioned in Section VII. These results serve as a complement to our main numerical results.

A. ReLU Networks With Skip Connection

In Figure 6, we show phase transition graph for the probability of successful recovery of the planted linear neuron by solving the group $\ell_1$-minimization problem (12) when the planted neuron $w^*$ is randomly generated from $\mathcal{N}(0, I_d)$. 
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Fig. 32. Averaged absolute distance to the planted normalized ReLU neurons by solving the group $\ell_1$-minimization problem (14) from training ReLU networks with normalization layer over 10 independent trials. Here we set $k = 3$ planted neurons which satisfy $w^*_i = e_i (i = 1, 2, 3)$.

Fig. 33. Averaged test error by training ReLU networks with normalization layer on the regularized non-convex problem (6) over 10 independent trials. Here we set $k = 2$ planted neurons which satisfy $w^*_1 = w^*, w^*_2 = -w^*, w^* \sim U(S^{n-1})$.

In Figure 21 below, we find similar results when the planted neuron $w^*$ is the smallest right singular vector of $X$. In Figure 7, we show phase transition graph for absolute distance by solving the group $\ell_1$-minimization problem (12).
Fig. 34. Averaged test error by training ReLU networks with normalization layer on the regularized non-convex problem (6) over 10 independent trials. Here we set $k=2$ planted neurons which satisfy $w_1^*, w_2^* \sim U(S^{n-1})$.

Fig. 35. Averaged test error by training ReLU networks with normalization layer on the regularized non-convex problem (6) over 10 independent trials. Here we set $k=2$ planted neurons which satisfy $w_1^* = e_1, w_2^* = e_2$.

As a complement to Figure 8, we study the generalization property of ReLU networks with skip connections using convex training methods. We solve the following regularized

derived from training ReLU networks with skip connection.

In Figure 22 below, we find similar pattern of the phase transition.
Fig. 36. Averaged test error by training ReLU networks with normalization layer on the regularized non-convex problem (6) over 10 independent trials. Here we set \( k = 3 \) planted neurons which satisfy \( w_i^* = e_i \) (\( i = 1, 2, 3 \)).

Fig. 37. Averaged test error by training ReLU networks with skip connection and with different number of neurons on the regularized non-convex problem (6) over 10 independent trials. Then we compute the corresponding absolute distance and test distance. The results shown in Figures 23 and 24 have the same sharp \( n = 2d \) boundary of the red region. This training problem with small regularization parameter \( \beta = 10^{-6} \) as an approximation of the minimal-norm problem (3). (209), shown at the bottom of page 1975.
validates Proposition 1. Namely, the recovery of the group $\ell_1$-minimization problem (12) implies the recovery of the convex program (3).

B. ReLU Networks With Normalization Layer

We first present the phase transition graph for successful recovery of the planted normalized ReLU neuron by solving
the group \( \ell_1 \)-minimization (14). Analogous to Section VII-A, we compute the recovery rate for \( d \) ranging from 10 to 100 and \( n \) ranging from 10 to 400 and establish 5 independent trials for each pair of \((n, d)\). Here each element \( x_{i,j} \) of the dataset \( X \in \mathbb{R}^{n \times d} \) is i.i.d. random variable following \( \mathcal{N}(0, 1/n) \). The planted neuron \( w^* \) is randomly generated from \( \mathcal{N}(0, \sigma^2/n) \).

The second part is phase transition under noisy observation, i.e., \( y = (Xw^*)_+ + z \), where \( z \sim \mathcal{N}(0, \sigma^2/n) \). In Figure 26, we focus on absolute distance, which is defined as the \( \ell_2 \) distance between the optimal solution \( w_i^* \) and \( w^* \). A sharp \( n = 2d \) boundary can be observed from the phase transition graphs, which corresponds with Theorem 11.

In the third part, we study the generalization property of ReLU networks with normalization layer using both the convex and non-convex training procedures. For the non-convex ReLU networks with normalization layer using both the convex and non-convex training methods, we minimize the regularized training objective with small regularization parameter \( \beta = 10^{-6} \) to approximate the minimal-norm problem (13). (210), shown at the top of the next page.

Then we compute the corresponding absolute distance. The phase transition graphs are shown in Figure 27. We can also observe a sharp \( n = 2d \) transition similar to the group \( \ell_1 \)-minimization (14).

For nonconvex training method, we solve the regularized non-convex training problem (6) with the same setting as Section VII-A. We set the number of neurons to be \( m = n + 1 \) and train the ReLU neural network with normalization layer for 400 epochs. We use the AdamW optimizer with weight decay \( \beta = 10^{-6} \). We note that the nonconvex training may still reach local minimizers. Thus, the absolute distance do not show clear phase transition as the convex training. However, the transitions of test error generally follow the patterns of the group \( \ell_1 \)-minimization problem. In Figure 28, we show that the test error increases as \( n/d \) increases, and the rate of increase becomes sharp around \( n = 2d \) (the boundary of orange region).

C. Multi-Neuron Recovery

In this subsection, we present further numerical results on the recovery of ReLU networks with normalization layer when the label vector is the combination of several normalized ReLU neurons. Readers can refer to the details of the experiments in Section VII-B and Appendix M-B.

We first show phase transition graphs for successful recovery of the planted normalized ReLU neurons. We compute the recovery rate for \( d \) ranging from 10 to 80 and \( n \) ranging from 10 to 400 and establish 5 independent trials for each pair of \((n, d)\).

The second part is noisy observation model. In Figure 9, we show the phase transition graph when the planted neurons satisfy \( w_1^* = w^* \), \( w_2^* = -w^* \), \( w^* \sim \mathcal{U}(\mathbb{S}^{n-1}) \). In Figure 30, 31 and 32 below, we show results when \( w_1^* \), \( w_2^* \sim \mathcal{U}(\mathbb{S}^{n-1}) \), \( w_1^* = e_1 \), \( w_2^* = e_2 \) and \( w_i^* = e_i (i = 1, 2, 3) \), respectively.

In the third part, we directly study the generalization property of ReLU networks with normalization layer using non-convex training methods. We note that the transitions of test error generally follow the patterns of the group \( \ell_1 \)-minimization problem, analogous to our observation in Appendix M-B.

D. Ablation Study With Respect to the Number of Neurons in NNs

In this subsection, we solve the regularized non-convex training problem (6) with more neurons in the NNs. According to Theorem 1 in [2], for all \( m \geq m^* \), the convex program (6) and the non-convex problem (8) have identical optimal values. Furthermore, it is indicated in the paper that \( m^* \leq n + 1 \). Therefore, this experiment serves as a complement of Figure 8 and implies that setting \( m = n + 1 \) neurons in the NN is sufficient to support our theorem.

In the training processes, the training data is noiseless. We apply the AdamW optimizer with weight decay \( \beta = 10^{-6} \). Then we compute the averaged test error for \( d \) ranging from 10 to 100 and \( n \) ranging from 10 to 400 and establish 10 independent trials for each pair of \((n, d)\). We present the learning rates and the number of training epochs in the following table.

| Number of neurons \( m \) | Number of training epochs | Learning rate |
|---------------------------|--------------------------|---------------|
| \( m = 2n \)             | 600                      | 5e-5          |
| \( m = 3n \)             | 1000                     | 2e-5          |
| \( m = 10n \)            | 2000                     | 5e-6          |

Numerical results show that the transitions of test error generally follow the patterns of the group \( \ell_1 \)-minimization problem, and increasing the number of neurons in the NN does not affect these patterns.

E. Ablation Study With Respect to the Scaling of Initialization of NNs

In this subsection, we solve the regularized non-convex training problem (6) with different scaling of initialization. In our earlier numerical experiments, we employ PyTorch’s default weight initialization (commonly known as He initialization). We now scale the initial weights by factors of \( \alpha = 0.1 \) and 0.01 before training the neural networks. The basic settings of the experiments are the same as the second part of the numerical experiments in Section VII-A, i.e., we generate random Gaussian data and add Gaussian noise (sampled from the distribution \( \mathcal{N}(0, \sigma^2/n) \)) to the observations. We apply the AdamW optimizer with weight decay \( \beta = 10^{-6} \). We train the NNs for 400 epochs with learning rate 2e-4. Then we...
compute the averaged test error for $d$ ranging from 10 to 100 and $n$ ranging from 10 to 400 and establish 10 independent trials for each pair of $(n, d)$.

The following figures show that the transitions of test error generally follow the patterns of the group $\ell_1$-minimization problem. Moreover, the boundary of the orange and yellow region becomes closer to the straight line $n = 2d$ compared with Figure 8.
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