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ABSTRACT. For \( \mathfrak{A} \) a separable unital C*-algebra and \( M \) a separable McDuff II\(_1\)-factor, we show that the space \( \text{Hom}_w(\mathfrak{A}, M) \) of weak approximate unitary equivalence classes of unital *-homomorphisms \( \mathfrak{A} \rightarrow M \) may be considered as a closed, bounded, convex subset of a separable Banach space – a variation on N. Brown’s convex structure \( \text{Hom}(\mathfrak{A}, \text{R}U) \). When \( \mathfrak{A} \) is nuclear, \( \text{Hom}_w(\mathfrak{A}, M) \) is affinely homeomorphic to the trace space of \( \mathfrak{A} \), but in general \( \text{Hom}_w(\mathfrak{A}, M) \) and the trace space of \( \mathfrak{A} \) do not share the same data (several examples are provided). We characterize extreme points of \( \text{Hom}_w(\mathfrak{A}, M) \) in the case where either \( \mathfrak{A} \) or \( M \) is amenable; and we give two different conditions – one necessary and the other sufficient – for extremality in general. The universality of \( C^*(\mathfrak{F}_\infty) \) is reflected in the fact that for any unital separable \( \mathfrak{A} \), \( \text{Hom}_w(\mathfrak{A}, M) \) may be embedded as a face in \( \text{Hom}_w(C^*(\mathfrak{F}_\infty), M) \). We also extend Brown’s construction to apply more generally to \( \text{Hom}(\mathfrak{A}, M U) \).
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1. INTRODUCTION

In this paper we will introduce and investigate a convex structure on the space \( \text{Hom}_w(\mathfrak{A}, M) \) of equivalence classes of *-homomorphisms from a unital separable C*-algebra \( \mathfrak{A} \) to a separable McDuff II\(_1\)-factor \( M \). Placing a tractable structure on equivalence classes of homomorphisms between operator algebras is no new idea (e.g. \( \text{Ext}(\mathfrak{A}) \)). In fact, N. Brown presented a convex structure on the typically non-separable space \( \text{Hom}(\mathfrak{A}, \text{R}U) \) of unitary equivalence classes of *-homomorphisms from a separable II\(_1\)-factor \( \mathfrak{A} \) into the ultrapower of the separable hyperfinite II\(_1\)-factor \( \text{R}U \) in [7]. In the present paper, we extend the scope to C*-algebras and replace the approximation mechanism of Brown’s construction – the ultrapower – with the mechanism of weak approximate unitary equivalence, allowing us to consider separable target algebras. The result is a separable adaptation, \( \text{Hom}_w(\mathfrak{A}, M) \), of Brown’s \( \text{Hom}(\mathfrak{A}, \text{R}U) \) that still retains a convex structure. We also exhibit a convex structure on a generalization, \( \text{Hom}(\mathfrak{A}, M U) \), of Brown’s \( \text{Hom}(\mathfrak{A}, \text{R}U) \). There are interesting connections (and disconnections) between algebraic concepts (e.g. traces, ideals, commutants) and concepts associated with convex geometry (e.g. affine maps, faces, extreme points). These interactions are explored through both general theorems and specific examples.

Definition. Given a unital separable C*-algebra \( \mathfrak{A} \) and a separable II\(_1\)-factor \( \mathfrak{N} \), two unital *-homomorphisms \( \pi, \rho : \mathfrak{A} \rightarrow \mathfrak{N} \) are weakly approximately unitarily equivalent – denoted \( \pi \sim \rho \) – if there is a sequence of unitaries \( \{u_n\} \subset \text{U}(\mathfrak{N}) \) such that for every \( a \in \mathfrak{A} \),

\[
\lim_{n \rightarrow \infty} ||\pi(a) - u_n \rho(a) u_n^*||_2 = 0
\]
where \( ||x||_2^2 = \tau(x^*x) \) for \( \tau \) the unique tracial state on \( N \) (see [29], [14], and [27]). It will be useful to keep the following equivalent formulation of this definition in mind. For \( \pi, \rho : \mathfrak{A} \to N \), \( \pi \sim \rho \) if and only if for every finite subset \( F \subset \mathfrak{A}_{\leq 1} \) and every \( \varepsilon > 0 \) there is a unitary \( u \in \mathcal{U}(N) \) such that
\[
||\pi(a) - u\rho(a)u^*||_2 < \varepsilon
\]
for every \( a \in F \).

**Definition.** We let \( \text{Hom}_w(\mathfrak{A}, N) \) denote the space of unital \(*\)-homomorphisms \( \mathfrak{A} \to N \) modulo the equivalence relation of weak approximate unitary equivalence, and we let \( [\pi] \) denote the equivalence class in \( \text{Hom}_w(\mathfrak{A}, N) \) of \( \pi : \mathfrak{A} \to N \). As we explain below in Definition 2.1, the space \( \text{Hom}_w(\mathfrak{A}, N) \) can be naturally metrized in a way similar to that of Definition 1.2 of [7].

The foundation of the present paper is the following theorem.

**Theorem 2.9.** If \( M \) is a separable McDuff \(\text{II}_1\)-factor, then \( \text{Hom}_w(\mathfrak{A}, M) \) may be considered as a closed, bounded, convex subset of a separable Banach space.

Recall that a \(\text{II}_1\)-factor \( M \) is McDuff if and only if \( M \cong M \otimes \mathcal{R} \), where \( \mathcal{R} \) denotes the separable hyperfinite \(\text{II}_1\)-factor. We establish the above theorem by showing that \( \text{Hom}_w(\mathfrak{A}, M) \) satisfies the axioms for a “convex-like structure” as in Definition 2.1 of [7]. In a later paper, [10], it was shown that these axioms characterize a closed, bounded, convex subset of a Banach space.

It is natural to ask why we restrict to McDuff targets. The main reason is the existence of isomorphisms \( \sigma_M : M \otimes \mathcal{R} \to M \) with the following property:
\[
\sigma_M \circ (\text{id}_M \otimes 1_{\mathcal{R}}) \sim \text{id}_M.
\]
Given \( \pi : \mathfrak{A} \to M \), such an isomorphism gives \( \sigma_M \circ (\pi \otimes 1_{\mathcal{R}}) \in [\pi] \). So we can always find a representative whose relative commutant unitally contains a copy of \( \mathcal{R} \). As we will see from Definition 2.7, the operation of taking a convex combination of \( [\pi_1] \) and \( [\pi_2] \) in \( \text{Hom}_w(\mathfrak{A}, M) \) is obtained by slicing each representative \( \sigma_M(\pi_1 \otimes 1_{\mathcal{R}}) \) and \( \sigma_M(\pi_2 \otimes 1_{\mathcal{R}}) \) by complementary projections of the form \( \sigma_M(1_M \otimes p_1) \) and \( \sigma_M(1_M \otimes p_2) \) respectively, with both projections contained in both relative commutants. In this way, the structure of a McDuff factor always provides us with representatives whose relative commutants contain the same copy of \( \mathcal{R} \) and thus have an interval’s worth of projections in common. Also, allowing any McDuff factor as a target algebra maintains enough generality so that technical embeddability obstructions do not arise. In fact, requiring a McDuff target is not so much of an obstruction. Thanks to N. Ozawa, we have Theorem 6.8 which says that for any separable \(\text{II}_1\)-factor \( N \) we may consider \( \text{Hom}_w(\mathfrak{A}, N) \) within this convex context by stabilizing the target algebra to obtain a homeomorphic embedding of \( \text{Hom}_w(\mathfrak{A}, N) \) as a closed set inside the convex \( \text{Hom}_w(\mathfrak{A}, N \otimes \mathcal{R}) \).

As mentioned above, \( \text{Hom}_w(\mathfrak{A}, M) \) is a variation of the object of study \( \text{Hom}(N, R^d) \) in N. Brown’s paper [7]. Here \( \text{Hom}(N, R^d) \) denotes the space of \(*\)-homomorphisms \( N \to R^d \) from a separable \(\text{II}_1\)-factor \( N \) to the ultrapower of \( \mathcal{R} \) modulo unitary equivalence. The convex combinations on \( \text{Hom}(N, R^d) \) can be viewed as an ultrapower version of the definition for \( \text{Hom}_w(\mathfrak{A}, M) \) (see [7]). A major distinction between these two objects is that \( \text{Hom}_w(\mathfrak{A}, M) \) is always separable (Proposition 2.2) whereas \( \text{Hom}(N, R^d) \) is either nonseparable or trivial. So by studying \( \text{Hom}_w(\mathfrak{A}, M) \), we have the advantage of studying a separable object.
The space $\text{Hom}_w(\mathfrak{A}, M)$ has a connection with the trace space of $\mathfrak{A}$. Let $T(\mathfrak{A})$ denote the trace space of $\mathfrak{A}$; recall
\begin{equation}
(1.1) \quad T(\mathfrak{A}) := \{ T \in \mathfrak{A}^* | T(1_{\mathfrak{A}}) = 1, T(a^*a) = T(aa^*) \geq 0 \ \forall a \in \mathfrak{A} \} .
\end{equation}
Let $[\tau] \in \text{Hom}_w(\mathfrak{A}, M)$ be the equivalence class of $\tau : \mathfrak{A} \to M$ and $\tau_M$ denote the unique faithful tracial state on $M$. There is a well-defined, affine map given by
$$[\tau] \mapsto \tau_M \circ \tau$$
(see Definition 3.1). We can think of $\tau_M \circ \tau$ as being a trace in $T(\mathfrak{A})$ that “lifts through $M$,” and injectivity of this map means “liftable traces remember their homomorphisms (up to weak approximate unitary equivalence).” The following theorem shows that in the nuclear case, this map is very well-behaved.

**Theorem 3.4.** If $\mathfrak{A}$ is nuclear, then for any McDuff $M$, $\text{Hom}_w(\mathfrak{A}, M)$ is affinely homeomorphic to $T(\mathfrak{A})$ via $[\tau] \mapsto \tau_M \circ \tau$.

In English, this theorem says: for a nuclear $\mathfrak{A}$, all traces on $\mathfrak{A}$ lift through $M$ and remember their homomorphisms. So in this case $\text{Hom}_w(\mathfrak{A}, M)$ serves as a different perspective from which we may study the trace space of $\mathfrak{A}$; and on the other side of the coin, $T(\mathfrak{A})$ gives insight into understanding $\text{Hom}_w(\mathfrak{A}, M)$ in general. We notice how this compares with $\text{Ext}(\mathfrak{A})$ – when $\mathfrak{A}$ is nuclear, we get that $\text{Ext}(\mathfrak{A})$ is a group (see [2]). Some nontrivial work had to be done to show that there are algebras $\mathfrak{A}$ for which $\text{Ext}(\mathfrak{A})$ is not a group (see [1] and [17]). So as in the program of $\text{Ext}(\mathfrak{A})$, it is natural to ask: is $\text{Hom}_w(\mathfrak{A}, M)$ always the same as $T(\mathfrak{A})$? We present several examples in §3.2 offering various negative answers (an algebra with forgetful traces, and an algebra with so many traces that they cannot all lift through one $M$). These examples are encouraging in that they show that the collection of $\{ \text{Hom}_w(\mathfrak{A}, M) \}_M$ is nuclear for which given any $T \in T(\mathfrak{A})$, the weak closure of the GNS representation induced by $T$ is hyperfinite – a class strictly larger than nuclear algebras. This leads us to a characterization of hyperfiniteness stated in our context of weak approximate unitary equivalence in McDuff factors: a separable, tracial, $R^d$-embeddable von Neumann algebra $N$ is hyperfinite if and only if for every separable McDuff II$_1$-factor $M$, any two embeddings $\pi, \rho : N \to M$ are weakly approximately unitarily equivalent.

We go further to show that the class of algebras $\mathfrak{A}$ for which $\text{Hom}_w(\mathfrak{A}, M)$ is affinely homeomorphic to $T(\mathfrak{A})$ is precisely the class of algebras $\mathfrak{A}$ for which given any $T \in T(\mathfrak{A})$, the weak closure of the GNS representation induced by $T$ is hyperfinite – a class strictly larger than nuclear algebras. This leads us to a characterization of hyperfiniteness stated in our context of weak approximate unitary equivalence in McDuff factors: a separable, tracial, $R^d$-embeddable von Neumann algebra $N$ is hyperfinite if and only if for every separable McDuff II$_1$-factor $M$, any two embeddings $\pi, \rho : N \to M$ are weakly approximately unitarily equivalent.

We turn to consider the convex analysis of $\text{Hom}_w(\mathfrak{A}, M)$. In Proposition 5.2 of [7], Brown showed that given $[\tau] \in \text{Hom}(N, R^d)$, $[\tau]$ is extreme if and only if $\tau(N) \cap R^d$ is a factor. We would like to adapt this characterization to our separable situation. The analogous statement is not available in our context because the relative commutant of the image of a $*$-homomorphism is not in general well-defined under weak approximate unitary equivalence. We have the following necessary condition for $[\tau]$ to be extreme.

**Theorem 4.3.** If $[\tau] \in \text{Hom}_w(\mathfrak{A}, M)$ is extreme then $W^*(\tau(\mathfrak{A}))$ is a factor.

The converse of the above theorem holds when $\mathfrak{A}$ is nuclear by Theorem 3.4. Also, when $M = R$, the converse holds for general $\mathfrak{A}$. However, the converse of this theorem fails in general.
Since our domains are unital separable $C^*$-algebras, we have access to nontrivial ideals. Using the contravariance in the first argument, we show that for a closed two-sided ideal $J$ of $A$, $\text{Hom}_{\text{w}}(A/J, M)$ is a face of $\text{Hom}_{\text{w}}(A, M)$. A statement like this is meaningless in the setting of $\text{Hom}(N, R^4)$ because $\Pi_1$-factors are simple. The observation that any unital separable $C^*$-algebra is a quotient of $C^*(F_\infty)$ translates into the following surprising fact.

**Theorem 4.8.** For any unital separable $C^*$-algebra $A$, $\text{Hom}_{\text{w}}(A, M)$ is a face of $\text{Hom}_{\text{w}}(C^*(F_\infty), M)$.

We also discuss ultraproducts in considering $\text{Hom}(A, M^d)$: the space of all unital $*$-homomorphisms $A \to M^d$ modulo unitary equivalence. This is an obvious generalization of $\text{Hom}(N, R^d)$ and also supports a convex structure. We extend Brown’s characterization of extreme points to apply to $\text{Hom}(A, M^d)$: $[\pi] \in \text{Hom}(A, M^d)$ is extreme if and only if $\pi(A)' \cap M^d$ is a factor. We observe that $\text{Hom}_{\text{w}}(A, M)$ may be embedded into $\text{Hom}(A, M^d)$ via $[\pi] \mapsto [\pi^d]$ where $\pi^d$ denotes $\pi$ followed by the canonical constant-sequence embedding of $M$ into $M^d$. This is a strict inclusion in general, but we observe that $\text{Hom}_{\text{w}}(A, M) \cong \text{Hom}(A, M^d)$ in the nuclear case. This embedding yields the following sufficient condition for extreme points.

**Theorem 5.12.** If $\pi^d(A)' \cap M^d$ is a factor, then $[\pi]$ is extreme in $\text{Hom}_{\text{w}}(A, M)$.

The converse holds in the case when either $A$ or $M$ is amenable. It is unknown if the converse of Theorem 5.12 holds in general; it would hold if one could show that $\text{Hom}_{\text{w}}(A, M)$ embeds as a face of $\text{Hom}(A, M^d)$. As a consequence of the characterizations of extreme points in the amenable cases, we get an equivalence of two purely algebraic statements with no reference to $\text{Hom}_{\text{w}}(A, M)$ (see Corollary 5.18 and Theorem 5.19). This discussion of relative commutants in ultrapowers along with a helpful comment made by S. White leads us to the following new characterization of the hyperfinite $\Pi_1$-factor.

**Theorem 5.8.** Let $N$ be an embeddable separable $\Pi_1$-factor. The following are equivalent:

1. $N = R$;
2. For any separable $\Pi_1$-factor $X$ and any embedding $\pi : N \to X^d$, $\pi(N)' \cap X^d$ is a factor;
3. For any separable $\Pi_1$-factor $X$ and any embedding $\pi : N \to X^d$, the collection of tracial states $\{\tau(\pi(x)) : x \in N^+, \tau(x) = 1\}$ is weak-$*$ dense in the trace space of $\pi(N)' \cap X^d$.

Notice that this is a strengthening of Corollary 5.3 in [7].

Though we will not be working in the following context, we mention here that in [8], for $N$ a separable $\Pi_1$-factor, Brown and Capraro constructed a real Banach space that naturally contains $\text{Hom}(N, M^d)$. This space is constructed by applying the Grothendieck construction to a cancellative semigroup structure on the space of $*$-homomorphisms of $N$ into amplifications of $M^d$. This Banach space and its dynamics are interesting on their own, but examining such things is not within the scope of the present paper.

This paper is organized as follows. **Preliminaries:** We provide all of the initial definitions for $\text{Hom}_{\text{w}}(A, M)$. The convex structure of $\text{Hom}_{\text{w}}(A, M)$ is introduced and verified. We briefly discuss some surface-level functoriality. **Connection to the Trace Space:** Here we introduce the relationship between
Example of Proposition 4.6 of [7].

Proof. Completeness follows from an argument identical to one found in the proof of Proposition 2.2 in the unit ball of \( N \). This is quickly seen to be a metric that induces the topology described above. We take a closer look at some of the convex analysis of Propositions 4.1 and 4.8. Theorem 4.1 and 4.8 are the main results of this section. We provide an example showing that the converse of Theorem 4.1 is false in general. In this section we address the stabilization of non-McDuff target algebras. We show in Theorem 6.8 that for any separable II\(_1\)-factor, the converse of Theorem 6.8 is false in general. We prove Theorem 5.8. The embedding \( \mathbb{H} \) into the corresponding metric, but in our situation we have the following fact. This yields a sufficient condition for extreme points in \( \mathbb{H} \) and characterizations in the cases where either \( A \) is nuclear or \( M \) is hyperfinite. In this section we address the stabilization of non-McDuff target algebras. We show in Theorem 6.8 that for any separable II\(_1\)-factors \( N \) and \( N_1 \), \( \mathbb{H}(N, N_1) \) embeds homeomorphically into \( \mathbb{H}(N, N_1 \otimes N_2) \) as a closed subset. So in particular, \( \mathbb{H}(N, N_1) \subset \mathbb{H}(N_1 \otimes N, R) \). Open Questions: We conclude the paper with some related open problems.
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2. Preliminaries

Unless otherwise noted, \( A \) will denote a separable unital C*-algebra, \( N \) will denote a separable II\(_1\)-factor, \( M \) will denote a separable McDuff II\(_1\)-factor (see [21]), and \( R \) will denote the separable hyperfinite II\(_1\)-factor.

We consider the topology of pointwise convergence (of equivalence classes) for \( \mathbb{H}(A, N) \). That is, for \( [\pi_n], [\pi] \in \mathbb{H}(A, N) \), \( [\pi_n] \rightarrow [\pi] \) if there are representatives \( \pi'_n \in [\pi_n] \) such that \( \pi'_n(a) \rightarrow \pi(a) \) under the \( || \cdot ||_2 \)-norm for every \( a \in A \). This topology can be metrized in the following way.

Definition 2.1. For \( [\pi], [\rho] \in \mathbb{H}(A, N) \), let \( \{a_n\} \) be a countable generating set in \( A \) and define the metric (same as in Definition 1.2 of [7])

\[
d([\pi], [\rho]) = \inf_{u \in \mathcal{U}(N)} \left( \sum_{n=1}^{\infty} \frac{1}{2^n} ||\pi(a_n) - u \rho(a_n) u^*||_2^2 \right)^{\frac{1}{2}}.
\]

This is quickly seen to be a metric that induces the topology described above. We note that the objects of study in [7] are typically not second countable with respect to the corresponding metric, but in our situation we have the following fact.

Proposition 2.2. \( \mathbb{H}(A, N) \) is complete and separable under the metric \( d \).

Proof. Completeness follows from an argument identical to one found in the proof of Proposition 4.6 of [7]. For separability under \( d \), let \( (N_{\leq 1})^N \sim \) denote the set of all sequences in the unit ball of \( N \) modulo the equivalence relation given by \( \{x_n\} \sim \{y_n\} \) if there is a
sequence of unitaries \( \{u_p\} \subset U(N) \) such that for every \( n \) we have \( x_n = \lim_p u_p y_n u_p^* \) where the limit is taken in the \( \| \cdot \|_2 \)-norm. Let \( \{[x_n]\} \) denote the equivalence class of \( \{x_n\} \) under this equivalence relation. Consider a metric \( d' \) on \( (N_{\leq 1})^N/\sim \) given by

\[
d'(\{[x_n]\}, \{[y_n]\}) = \inf_{u \in U(N)} \left( \sum_{n=1}^{\infty} \frac{1}{2^{2n}} \|x_n - uy_n u^*\|^2 \right)^{1/2}.
\]

We claim that \( (N_{\leq 1})^N/\sim \) is separable under \( d' \).

Let \( \{m_n\} \) be \( \| \cdot \|_2 \)-dense in \( N_{\leq 1} \). Fix \( \varepsilon > 0 \) and \( \{[x_n]\} \in (N_{\leq 1})^N/\sim \). Let \( K \in \mathbb{N} \) be such that

\[
4 \sum_{n=K+1}^{\infty} \frac{1}{2^{2n}} < \frac{\varepsilon^2}{2},
\]

and let \( f : \{1, \ldots, K\} \to \mathbb{N} \) be such that

\[
\frac{1}{2^{2n}} \|x_n - m_{f(n)}\|^2 < \frac{\varepsilon^2}{2K}, \quad \forall 1 \leq n \leq K.
\]

For such a \( K \) and \( f \), put \( \{z_{K,f,n}\} \subset N_{\leq 1} \) with

\[
z_{K,f,n} = \begin{cases} 
   m_{f(n)} & \text{if } 1 \leq n \leq K \\
   m_{n+K'} & \text{if } n > K
\end{cases}
\]

where \( K' = \max \{f(n) : 1 \leq n \leq K\} \).

Then we have

\[
d'([\{x_n\}], [\{z_{K,f,n}\}]) = \sum_{n=1}^{\infty} \frac{1}{2^{2n}} \|x_n - z_{K,f,n}\|^2
\]

\[
= \sum_{n=1}^{K} \frac{1}{2^{2n}} \|x_n - z_{K,f,n}\|^2 + \sum_{n=K+1}^{\infty} \frac{1}{2^{2n}} \|x_n - z_{K,f,n}\|^2
\]

\[
< K \cdot \frac{\varepsilon^2}{2K} + \frac{\varepsilon^2}{2} = \varepsilon^2.
\]

Thus \( d'([\{x_n\}], [\{z_{K,f,n}\}]) < \varepsilon \).

So

\[
\{[z_{K,f,n}] | K \in \mathbb{N}, f : \{1, \ldots, K\} \to \mathbb{N} \} = \bigcup_{K=1}^{\infty} \bigcup_{f : \{1, \ldots, K\} \to \mathbb{N}} \{[z_{K,f,n}]\}
\]

is dense and countable. Thus \( (N_{\leq 1})^N/\sim \) is separable under the metric \( d' \).

By fixing a generating sequence \( \{a_n\} \) in \( \mathfrak{A}_{\leq 1} \), we get the metric \( d \) on \( \text{Hom}_w(\mathfrak{A}, N) \) as defined above. We can consider the metric space \( (\text{Hom}_w(\mathfrak{A}, N), d) \) as a subspace of the metric space \( ((N_{\leq 1})^N/\sim, d') \) by identifying \([\pi] \in \text{Hom}_w(\mathfrak{A}, N)\) with \([\{\pi(a_n)\}] \in (N_{\leq 1})^N/\sim \). Since subspaces of separable metric spaces are separable, the proof is complete. \( \square \)

**Remark 2.3.** This metric is not canonical—it depends on the choice of the generating sequence. It will sometimes be useful to choose our generating sequence to be a sequence of unitaries (always possible in a unital \( C^* \)-algebra)—see Theorem 6.3.

We will see later in Example 3.12 that \( \text{Hom}_w(\mathfrak{A}, M) \) is not necessarily compact.
2.1. Convex Structure. We now turn to define a convex structure on $\text{Hom}_w(\mathfrak{A}, M)$ for $M$ McDuff. In [7] Brown uses certain isomorphisms between corner algebras $pRtp$ and $Rt$ to define a convex structure. We take a slightly different approach in order to define convex combinations in $\text{Hom}_w(\mathfrak{A}, M)$. We must first introduce some terminology.

Definition 2.4. For a McDuff II$_1$-factor, a regular isomorphism $\sigma : M \otimes R \to M$ is an isomorphism such that $\sigma \circ (\text{id}_M \otimes 1_R) \sim \text{id}_M$ where $(\text{id}_M \otimes 1_R)(x) = x \otimes 1_R$ for $x \in M$. Denote the set of regular isomorphisms of $M$ as $\text{REG}(M)$.

Proposition 2.5. Let $M$ be a McDuff II$_1$-factor.

(1) $\text{REG}(M) \neq \emptyset$.
(2) Any two regular isomorphisms $\sigma_M, s_M : M \otimes R \to M$ are weakly approximately unitarily equivalent.
(3) The following are equivalent.
   (a) For every isomorphism $\nu : M \otimes R \to M, \nu \in \text{REG}(M)$;
   (b) $\text{Inn}(M) = \text{Aut}(M)$. (The closure is in the point-$|| \cdot ||_2$ topology).

Proof. (1): We will construct an isomorphism $\sigma_M : M \otimes R \to M$ such that $\text{id}_M \sim \sigma_M(\text{id}_M \otimes 1_R)$. Let $\nu : M \otimes R \to M$ and $\epsilon : R \otimes R \to R$ be isomorphisms. It is a well-known fact that any unital endomorphism of $R$ is approximately inner. We apply this fact to the map $\epsilon \circ (\text{id}_R \otimes 1_R) : R \to R$ getting that $\epsilon \circ (\text{id}_R \otimes 1_R) \sim \text{id}_R$.

Let
$$\sigma_M := \nu \circ (\text{id}_M \otimes \epsilon) \circ (\nu^{-1} \otimes \text{id}_R)$$
and consider
$$\sigma_M(\text{id}_M \otimes 1_R) = \nu \circ (\text{id}_M \otimes \epsilon) \circ (\nu^{-1} \otimes \text{id}_R) \circ (\text{id}_M \otimes 1_R)$$
$$= \nu \circ (\text{id}_M \otimes \epsilon) \circ (\nu^{-1} \otimes 1_R)$$
$$= \nu \circ (\text{id}_M \otimes \epsilon) \circ (\text{id}_M \otimes \nu^{-1} \otimes 1_R)$$
$$= \nu \circ (\text{id}_M \otimes (\epsilon \circ (\text{id}_R \otimes 1_R))) \circ \nu^{-1}$$
$$\sim \nu \circ (\text{id}_M \otimes \text{id}_R) \circ \nu^{-1}$$
$$= \text{id}_M.$$

(2): From Definition 2.4 we have that $\sigma_M^{-1} = \text{id}_M \otimes 1_R \sim s_M^{-1}$. Then it is a straight-forward exercise to see that this implies that $\sigma_M \sim s_M$.

(3): ($a \Rightarrow b$): Let $\alpha \in \text{Aut}(M)$, and let $\nu : M \otimes R \to M$ be an isomorphism. Define $\nu_\alpha := \alpha \circ \nu$. By assumption and part (2), $\nu \sim \nu_\alpha$, or equivalently, $\nu^{-1} \sim \nu_\alpha^{-1}$. So we get
$$\alpha = \alpha \circ \nu \circ \nu^{-1}$$
$$= \nu_\alpha \circ \nu^{-1}$$
$$\sim \nu_\alpha \circ \nu_\alpha^{-1}$$
$$= \text{id}_M.$$. 
(b ⇒ a): Let \( \nu : M \otimes R \to M \) be an isomorphism, and let \( \sigma \in \text{REG}(M) \). Then \( \nu \circ \sigma^{-1} \in \text{Aut}(M) \). Thus
\[
\nu \circ \sigma^{-1} \sim \text{id}_M \Rightarrow \nu^{-1} \sim \sigma^{-1} \\
\Rightarrow \nu^{-1} \sim \text{id}_M \otimes 1_R \\
\Rightarrow \nu \in \text{REG}(M).
\]

Remark 2.6. In Theorem 8 of [26], Sakai gave an example of a McDuff factor \((\otimes ZL(\mathbb{F}_2))\) that fails condition (b) in statement (3) of Proposition 2.5. So it is nontrivial for us to restrict to regular isomorphisms in this paper.

For \( \pi : \mathcal{A} \to M \) and \( p \) a projection in \( R \), let \( \pi \otimes p : \mathcal{A} \to M \otimes R \) be given by \((\pi \otimes p)(a) = \pi(a) \otimes p\). We now define convex combinations in \( \text{Hom}_\mathcal{A}(\mathcal{A}, M) \).

Definition 2.7. Given \([\pi], [\rho] \in \text{Hom}_\mathcal{A}(\mathcal{A}, M)\) and \( t \in [0, 1] \) we define
\[
(2.1) \quad t[\pi] + (1 - t)[\rho] := [\sigma_M(\pi \otimes p) + \sigma_M(\rho \otimes p^\perp)]
\]
where \( p \in \mathcal{P}(R) \) with \( \tau(p) = t \) and \( \sigma_M : M \otimes R \to M \) is a regular isomorphism.

Compare Definition 2.7 with the discussion in Example 4.5 of [7]. Clearly, this definition extends to taking convex combinations of \( n \) equivalence classes. The following picture is helpful in visualizing this operation.

\[
t[\pi] + (1 - t)[\rho] \mapsto \left[ \begin{array}{cc} \pi & 0 \\ 0 & \rho \otimes p^\perp \end{array} \right]
\]
where the 2 × 2 matrix corresponds to the decomposition via \( 1_M \otimes p \) and \( 1_M \otimes p^\perp \).

Proposition 2.8. The formula (2.1) is well-defined. That is, for \( \sigma_M \) and \( s_M \) regular isomorphisms, \( p, q \in \mathcal{P}(R) \) with \( \tau(p) = \tau(q) = t \), and \([\pi_1] = [\pi_2], [\rho_1] = [\rho_2] \), then
\[
[\sigma_M(\pi_1 \otimes p) + \sigma_M(\rho_1 \otimes p^\perp)] = [s_M(\pi_2 \otimes q) + s_M(\rho_2 \otimes q^\perp)].
\]

Proof. By Proposition 2.5 (2) we have
\[
(2.2) \quad [\sigma_M(\pi_2 \otimes q) + \sigma_M(\rho_2 \otimes q^\perp)] = [s_M(\pi_2 \otimes q) + s_M(\rho_2 \otimes q^\perp)].
\]
Let \( v, w \in R \) be partial isometries such that
\[
\begin{align*}
& v^*v = p, & & v^*v = q, \\
& w^*w = p^\perp, & & w^*w = q^\perp.
\end{align*}
\]
Then \( u := \sigma_M(1_M \otimes (v + w)) \) is a unitary with
\[
(2.3) \quad \sigma_M(\pi_2 \otimes q) + \sigma_M(\rho_2 \otimes q^\perp) = u^*(\sigma_M(\pi_2 \otimes q) + \sigma_M(\rho_2 \otimes q^\perp))u.
\]

Let \( \{u_n\}, \{v_n\} \subset \mathcal{U}(M) \) be such that
\[
\begin{align*}
& \pi_1(a) = \lim_n u_n \pi_2(a) u_n^*, \\
& \rho_1(a) = \lim_n v_n \rho_2(a) v_n^*
\end{align*}
\]
for every \( a \in \mathcal{A} \). Let \( w_n = \sigma_M(u_n \otimes p) + \sigma_M(v_n \otimes p^\perp) \). Then \( \{w_n\} \subset \mathcal{U}(M) \) with
\[
(2.4) \quad \sigma_M(\pi_1 \otimes p) + \sigma_M(\rho_1 \otimes p^\perp) = \lim_n w_n (\sigma_M(\pi_2 \otimes p) + \sigma_M(\rho_2 \otimes p^\perp)) w_n^*.
\]
So by (2.1), (2.3), and (2.2) respectively we have
\[
\sigma_M(\pi_1 \otimes p) + \sigma_M(\pi_1 \otimes p) = [\sigma_M(\pi_2 \otimes p) + \sigma_M(\rho_2 \otimes p)] \\
= [\sigma_M(\pi_2 \otimes q) + \sigma_M(\rho_2 \otimes q)] \\
= [\sigma_M(\pi_2 \otimes q) + \sigma_M(\rho_2 \otimes q)].
\]

We are now ready to prove the following theorem.

**Theorem 2.9.** With convex combinations defined as in Definition 2.7, \( \mathbb{H}om_w(\mathfrak{A}, M) \) satisfies the axioms of Brown’s convex-like-structure (Definition 2.1 of [10]). Therefore, by Proposition 2.2 and the main result of [10], \( \mathbb{H}om_w(\mathfrak{A}, M) \) may be considered as a closed, bounded, convex subset of a separable Banach space.

**Proof.** Given \([\pi_1], \ldots, [\pi_n] \in \mathbb{H}om_w(\mathfrak{A}, M) \) and \( 0 \leq t_1, \ldots t_n \leq 1 \) such that \( \sum t_i = 1 \), we must show that \( \mathbb{H}om_w(\mathfrak{A}, M) \) is complete under \( d \) and that Definition 2.7 satisfies the following axioms.

1. (commutativity) \( t_1[\pi_1] + \cdots t_n[\pi_n] = t_{\alpha(1)}[\pi_{\alpha(1)}] + \cdots t_{\alpha(n)}[\pi_{\alpha(n)}] \) for every permutation \( \alpha \in S_n \).
2. (linearity) if \([\pi_1] = [\pi_2]\) then \( t_1[\pi_1] + t_2[\pi_2] + t_3[\pi_3] + \cdots t_n[\pi_n] = (t_1 + t_2)[\pi_1] + t_3[\pi_3] + \cdots t_n[\pi_n] \).
3. (scalar identity) if \( t_i = 1 \) then \( t_1[\pi_1] + \cdots t_n[\pi_n] = [\pi_i] \).
4. (metric compatibility) \( d((t_1[\pi_1] + \cdots t_n[\pi_n]), (t_1[\pi_1] + \cdots t_n[\pi_n])) \leq C \sum t_i - t_i' \) and \( d((t_1[\pi_1] + \cdots t_n[\pi_n]), (t_1[\pi_1'] + \cdots + t_n[\pi_n])) \leq C \sum t_i d([\pi_i], [\pi_i']) \).
5. (algebraic compatibility)

\[
s\left(\sum_{i=1}^{n} t_i[\pi_i]\right) + (1 - s)\left(\sum_{j=1}^{m} t_j'[\pi_j']\right) = s\sum_{i=1}^{n} t_i[\pi_i] + (1 - s)\sum_{j=1}^{m} t_j'[\pi_j'].
\]

We have completeness by Proposition 2.2. Metric compatibility follows from an argument identical to the one found in Proposition 4.6 of [7].

Commutativity and scalar identity are automatic.

We check linearity. That is, if \([\pi_1] = [\pi_2]\) then
\[
t_1[\pi_1] + t_2[\pi_2] + \cdots t_n[\pi_n] = (t_1 + t_2)[\pi_1] + \cdots t_n[\pi_n].
\]

By definition, for \( \sigma_M \) a regular isomorphism, we have that
\[
t_1[\pi_1] + t_2[\pi_2] + \cdots t_n[\pi_n] = [\sigma_M(\pi_1 \otimes p_1) + \sigma_M(\pi_2 \otimes p_2) + \cdots + \pi_n \otimes p_n] \\
= [\sigma_M(\pi_1 \otimes (p_1 + p_2)) + \cdots + \pi_n \otimes p_n] \\
= (t_1 + t_2)[\pi_1] + \cdots t_n[\pi_n].
\]

We next check algebraic compatibility. That is, for \( 0 \leq t_i, t_j', s \leq 1 \) with \( \sum t_i = \sum t_j' = 1 \), then
\[
s\left(\sum_{i=1}^{n} t_i[\pi_i]\right) + (1 - s)\left(\sum_{j=1}^{m} t_j'[\pi_j']\right) = s\sum_{i=1}^{n} t_i[\pi_i] + (1 - s)\sum_{j=1}^{m} t_j'[\pi_j'].
\]

We have that
\[
s\left(\sum_{i=1}^{n} t_i[\pi_i]\right) + (1 - s)\left(\sum_{j=1}^{m} t_j'[\pi_j']\right)
\]
with respect to weak approximate unitary equivalence. 

\[ \text{id}_M \text{ for projections } p_s, p_{1-s}, p_i, p'_j \in \mathcal{P}(R) \text{ with } \tau(p_s) = s, \tau(p_{1-s}) = t_i, \tau(p'_j) = t'_j \text{ with } p_{1-s} = 1 - p_s, p_s \text{ pairwise orthogonal, and the } p'_j \text{ pairwise orthogonal.} \]

From Definition 2.4 we know that \( \phi \) is a unital endomorphism of \( A \). Therefore \( \rho = \phi \circ (1_R \otimes \text{id}_R) \) is weakly approximately unitarily equivalent to \( \text{id}_R \otimes 1_R \) because it is a unital endomorphism of \( R \). So we get the following equivalences with respect to weak approximate unitary equivalence.

\[
\begin{align*}
\text{id}_M \otimes \epsilon & \sim (\sigma_M^{-1} \otimes \text{id}_R) \circ (\sigma_M \otimes \epsilon) \circ (\text{id}_M \otimes 1_R \otimes \text{id}_R) \\
& = \text{id}_M \otimes (\epsilon \circ (1_R \otimes \text{id}_R)) \\
& \sim \text{id}_M \otimes \text{id}_R \\
& = \text{id}_M \otimes R
\end{align*}
\]

It follows that

\[ (\text{id}_M \otimes \epsilon) \sim (\sigma_M \otimes \text{id}_R). \]

Thus we get that

\[
\begin{align*}
\sigma_M \left( (\sigma_M \otimes \text{id}_R) \left( \sum \pi_i \otimes p_i \otimes p_s + \sum \pi'_j \otimes p'_j \otimes p_{1-s} \right) \right) \\
= \sum \sigma_M (\pi_i \otimes \epsilon(p_i \otimes p_s) + \sum \sigma_M (\pi'_j \otimes \epsilon(p'_j \otimes p_{1-s}))
\end{align*}
\]

since the operation is well-defined.

2.2. Functoriality. A \(*\)-homomorphism \( \varphi : \mathfrak{A} \rightarrow \mathfrak{B} \) induces an affine map \( \varphi^* : \mathbb{H}\text{om}_w(\mathfrak{B}, M) \rightarrow \mathbb{H}\text{om}_w(\mathfrak{A}, M) \) given by

\[ \varphi^*([\pi]) = [\pi \circ \varphi]. \]

Proposition 2.10. The induced map \( \varphi^* \) is well-defined, continuous, and affine.

Proof. Well-Defined: Let \( [\pi] = [\rho] \in \mathbb{H}\text{om}_w(\mathfrak{B}, M) \). So there is a sequence of unitaries \( \{u_n\} \subset M \) such that \( \rho(b) = \lim_n u_n \pi(b) u_n^* \) for any \( b \in \mathfrak{B} \). Thus, for \( a \in \mathfrak{A} \), we have that \( \rho(\varphi(a)) = \lim_n u_n \pi(\varphi(a)) u_n^* \). Therefore \( \varphi^*([\pi]) = [\pi \circ \varphi] = [\rho \circ \varphi] = \varphi^*([\rho]) \). Continuity is just as quick to see.
Affine:

\[ \varphi^*(t[\pi] + (1-t)[\rho]) = \varphi^*(\[\sigma_M(\pi \otimes p) + \sigma_M(\rho \otimes p^\perp)\]) \]

\[ = [\sigma_M(\pi \otimes p) + \sigma_M(\rho \otimes p^\perp)] \circ \varphi \]

\[ = [\sigma_M((\pi \circ \varphi) \otimes p) + \sigma_M((\rho \circ \varphi) \otimes p^\perp)] \]

\[ = t[\pi \circ \varphi] + (1-t)[\rho \circ \varphi] \]

\[ = t\varphi^*(\[\pi\]) + (1-t)\varphi^*(\[\rho\]). \]

The chain rule and preservation of identity are obvious observations; so we see that \( \mathcal{H}om_w(\cdot, M) \) is a contravariant functor from the category of \( C^* \)-algebras to the category of affine metric spaces.

**Example 2.11.** We exhibit an injective homomorphism \( \varphi \) such that \( \varphi^* \) fails to be surjective. Consider \( \varphi : \mathbb{C} \oplus M_2 \rightarrow \mathbb{C} \oplus M_3 \) given by

\[ \lambda \oplus \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \lambda \oplus \begin{pmatrix} a & b & 0 \\ c & d & 0 \\ 0 & 0 & \lambda \end{pmatrix}. \]

It is well-known that up to unitary equivalence, \( * \)-homomorphisms from finite dimensional algebras into II_1 factors are completely determined by their induced traces (see also Theorem 3.4). Therefore the induced map \( \varphi^* : \mathcal{H}om_w(\mathbb{C} \oplus M_3, M) \rightarrow \mathcal{H}om_w(\mathbb{C} \oplus M_2, M) \) may be understood as \( \varphi^* : T(\mathbb{C} \oplus M_3) \rightarrow T(\mathbb{C} \oplus M_2) \) where given \( f \in T(\mathbb{C} \oplus M_3) \) we have \( \varphi^*(f) = f \circ \varphi \). Since both algebras have two summands, both trace spaces are the two-vertex simplex (i.e. the unit interval). The fact that \( \varphi^* \) is affine allows us to only check the images of the extreme points (endpoints) under \( \varphi^* \) in order to see the image \( \varphi^*(T(\mathbb{C} \oplus M_3)) \). One endpoint of \( T(\mathbb{C} \oplus M_3) \) is the trace

\[ f_1(\lambda \oplus (a_{ij})) = \lambda. \]

We see that

\[ \varphi^*(f_1) \left( \lambda \oplus \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) = \lambda. \]

The other endpoint of \( T(\mathbb{C} \oplus M_3) \) is

\[ f_2(\lambda \oplus (a_{ij})) = \text{tr}_3(a_{ij}) \]

where \( \text{tr}_3 \) is the (unique) normalized trace on \( M_3 \). We get that

\[ \varphi^*(f_2) \left( \lambda \oplus \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) = \frac{1}{3} \lambda + \frac{2}{3} \text{tr}_2 \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) \]

where \( \text{tr}_2 \) is the normalized trace on \( M_2 \). So the image \( \varphi^*(T(\mathbb{C} \oplus M_3)) \) is the convex hull of \( \varphi^*(f_1) \) and \( \varphi^*(f_2) \). From this it is clear that the extreme trace

\[ \lambda \oplus \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \text{tr}_2 \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) \]

does not lie in the image \( \varphi^*(T(\mathbb{C} \oplus M_3)) \). Hence \( \varphi^* \) is not surjective.

On the other hand, we have the following fact.

**Proposition 2.12.** If \( \varphi \) is surjective, then \( \varphi^* \) is an affine homeomorphism onto its image.
Proof. We must show that $\varphi^*$ is injective and that $(\varphi^*)^{-1}$ is continuous on $\varphi^*([\mathbb{B}, M])$. Showing that $\varphi^*$ is injective is a simple exercise and will be left to the reader. To show the continuity of $(\varphi^*)^{-1}$ assume that $\varphi^*([\pi_n]) \to \varphi^*([\pi])$ in $\text{Hom}(\mathbb{B}, M)$. This is the same as saying $[\pi_n \circ \varphi] \to [\pi \circ \varphi]$. We will demonstrate that $[\pi_n] \to [\pi]$. Let $\gamma_n \in [\pi_n \circ \varphi]$ be representatives such that $\gamma_n(a) \to \pi(\varphi(a))$ in $M$ under the trace norm. Since $\gamma_n \in [\pi_n \circ \varphi]$ we get that $\ker(\varphi) \subseteq \ker(\gamma_n)$ for every $n$. Thus by isomorphism theorems, we can write $\gamma_n = \delta_n \circ \varphi$ for some $*$-homomorphism $\delta_n : \mathbb{B} \to M$ for every $n$. For $b \in \mathbb{B}$, we have that $b = \varphi(a)$ for some $a \in \mathcal{A}$; thus

$$\delta_n(b) = \delta_n(\varphi(a)) = \gamma_n(a) \to \pi(\varphi(a)) = \pi(b).$$

It remains to show that $[\delta_n] = [\pi_n]$ for every $n$. Fix $n$; there exists $\{u_k(n)\} \subset \mathcal{U}(M)$ such that for every $a \in \mathcal{A}$,

$$u_k(n)\gamma_n(a)u_k(n)^* \to \pi_n(\varphi(a)).$$

Let $b \in \mathbb{B}$, and let $a \in \mathcal{A}$ be such that $\varphi(a) = b$. Then

$$u_k(n)\delta_n(b)u_k(n)^* = u_k(n)\delta_n(\varphi(a))u_k(n)^* = u_k(n)\gamma_n(a)u_k(n)^* \to \pi_n(\varphi(a)) = \pi_n(b).$$

Similarly, a unital $*$-homomorphism $\psi : M_1 \to M_2$ between McDuff factors $M_1$ and $M_2$ also induces a map

$$\psi_* : \text{Hom}_w(\mathcal{A}, M_1) \to \text{Hom}_w(\mathcal{A}, M_2)$$

given by $\psi_*([\pi]) = [\psi \circ \pi]$.

**Proposition 2.13.** The induced map $\psi_*$ is well-defined, continuous, and affine.

**Proof.** The fact that $\psi$ is a unital $*$-homomorphism guarantees that $\psi_*$ is well-defined. Continuity is also routine.

To show that $\psi_*$ is affine, we will show that for $[\pi], [\rho] \in \text{Hom}_w(\mathcal{A}, M_1)$ and for a projection $p \in \mathcal{P}(R)$ we have

$$[\psi(\sigma_{M_1}(\pi \otimes p) + \sigma_{M_1}(\rho \otimes p^1))] = [\sigma_{M_2}((\psi \circ \pi) \otimes p) + \sigma_{M_2}((\psi \circ \rho) \otimes p^1)]$$

or

$$[\psi \circ \sigma_{M_1}(\pi \otimes p + \rho \otimes p^1)] = [\sigma_{M_2} \circ (\psi \otimes \text{id}_R)(\pi \otimes p + \rho \otimes p^1)].$$

Here $\sigma_{M_1}$ and $\sigma_{M_2}$ are regular isomorphisms.

Thus it suffices to show that $\psi \circ \sigma_{M_1} \sim \sigma_{M_2} \circ (\psi \otimes \text{id}_R)$; or equivalently, $\sigma_{M_2}^{-1} \circ \psi \sim (\psi \otimes \text{id}_R) \circ \sigma_{M_1}^{-1}$. Since $\sigma_{M_1}$ and $\sigma_{M_2}$ are regular isomorphisms,

$$\sigma_{M_2}^{-1} \circ \psi \sim (\text{id}_{M_2} \otimes 1_R) \circ \psi \sim (\psi \otimes \text{id}_R) \circ (\text{id}_{M_1} \otimes 1_R) \sim (\psi \otimes \text{id}_R) \circ \sigma_{M_2}^{-1}. \quad \square$$

One can easily see that $\text{Hom}_w(\mathcal{A}, \cdot)$ satisfies the chain rule and preserves identities; so $\text{Hom}_w(\mathcal{A}, \cdot)$ is a covariant functor from the category of McDuff $\Pi_1$ factors to the category of affine metric spaces.
3. Connection to the Trace Space

Given $[\pi] \in \text{Hom}_w(\mathfrak{A}, M)$, we can assign to it a trace on $\mathfrak{A}$ in the following natural way.

**Definition 3.1.** For a separable unital tracial $C^*$-algebra $\mathfrak{A}$ and a McDuff factor $M$, let $\alpha_{(\mathfrak{A}, M)} : \text{Hom}_w(\mathfrak{A}, M) \to T(\mathfrak{A})$ be the map given by $\alpha_{(\mathfrak{A}, M)}([\pi]) = \tau_M \circ \pi$ where $\tau_M$ is the unique normalized trace of $M$, and $T(\mathfrak{A})$ denotes the trace space of $\mathfrak{A}$ (see (1.1)).

**Proposition 3.2.** For any separable unital tracial $C^*$-algebra $\mathfrak{A}$ and McDuff factor $M$ the map $\alpha_{(\mathfrak{A}, M)} : \text{Hom}_w(\mathfrak{A}, M) \to T(\mathfrak{A})$ is well-defined, continuous (from the $d$-metric to the weak-* topology), and affine.

**Proof.** That $\alpha_{(\mathfrak{A}, M)}$ is well-defined and continuous follows from the continuity of $\tau_M$. To see that $\alpha_{(\mathfrak{A}, M)}$ is affine, let $[\pi], [\rho] \in \text{Hom}_w(\mathfrak{A}, M)$ and $t \in [0, 1]$. Then for $a \in \mathfrak{A}$ and $p \in \mathcal{P}(R)$ with $\tau(p) = t$, letting $\alpha$ stand for $\alpha_{(\mathfrak{A}, M)}$ we have

$$\alpha(t[\pi] + (1-t)[\rho])(a) = \alpha(\tau_M(\pi(a) \otimes p + \rho \otimes p^\perp))(a)$$

$$= \tau(\tau_M(\pi(a) \otimes p)) + \tau(\tau_M(\rho(a) \otimes p^\perp))$$

$$= t\tau(\pi(a)) + (1-t)\tau(\rho(a))$$

$$= (t\alpha([\pi]) + (1-t)\alpha([\rho]))(a).$$

Note that (3.1) follows from the fact that $\tau(\sigma_M(\cdot \otimes p))$ is a trace on $M$ that evaluates to $t$ at $1_M$, and thus by the uniqueness of trace, we get that $\tau(\sigma_M(\cdot \otimes p)) = t\tau_M(\cdot)$. \qed

3.1. Nuclear and Hyperfinite Cases. In this subsection, we investigate the cases in which $\alpha_{(\mathfrak{A}, M)}$ is an affine homeomorphism for every McDuff $M$. We first prove a technical lemma.

**Lemma 3.3.** Let $\pi, \pi_k : \mathfrak{A} \to M$ be $*$-homomorphisms for $k \in \mathbb{N}$ and consider the $*$-homomorphisms

$$(\pi_k)_{\mathcal{U}} : \mathfrak{A} \to M^{\mathcal{U}} \quad \text{and} \quad \pi^{\mathcal{U}} : \mathfrak{A} \to M^{\mathcal{U}}$$

given by

$$(\pi_k)_{\mathcal{U}}(a) = (\pi_k(a))_{\mathcal{U}} \quad \text{and} \quad \pi^{\mathcal{U}}(a) = (\pi(a))_{\mathcal{U}}$$

where $\mathcal{U}$ is a free ultrafilter on $\mathbb{N}$ (see Appendix A of [9]). If $(\pi_k)_{\mathcal{U}}$ is unitarily equivalent to $\pi^{\mathcal{U}}$, then there is a subsequence $\{k_j\}$ such that $[\pi_{k_j}] \to [\pi]$ in $\text{Hom}_w(\mathfrak{A}, M)$.

**Proof.** Let $u = (u_k)_{\mathcal{U}} \in \mathcal{U}(M^{\mathcal{U}})$ be such that for every $a \in \mathfrak{A}$,

$$(\pi(a))_{\mathcal{U}} = (u_k\pi_k(a)u_k^*)_{\mathcal{U}}.$$

Let $\{a_i\} \subseteq \mathfrak{A}_{\leq 1}$ be dense in the unit ball of $\mathfrak{A}$. Put

$$A_j := \bigcap_{1 \leq i \leq j} \left\{ k : ||u_k\pi_k(a_i)a_i^* - \pi(a_i)||_2 < \frac{1}{j} \right\}.$$

We have $A_j \in \mathcal{U}$ for every $j$. Pick $k_1 \in A_1$, and for $j > 1$, pick $k_j \in A_j \cap \{ k > k_{j-1} \}$. We claim that $[\pi_{k_j}] \to [\pi]$ as $j \to \infty$. Fix $\varepsilon > 0$. Let $a \in \mathfrak{A}_{\leq 1}$, and let $i \in \mathbb{N}$ be
such that \(|a - a_i| < \frac{\varepsilon}{4}\). Let \(J \in \mathbb{N}\) be such that \(i \leq J\) and \(\frac{1}{j} < \frac{\varepsilon}{2}\). Then for \(j > J\), since \(k_j \in A_j\), we have

\[
||u_{k_j} \pi_{k_j}(a)u_{k_j}^* - \pi(a)||_2 \leq ||u_{k_j} \pi_{k_j}(a)u_{k_j}^* - u_{k_j} \pi_{k_j}(a_i)u_{k_j}^*||_2 + ||u_{k_j} \pi_{k_j}(a_i)u_{k_j}^* - \pi(a_i)||_2 + ||\pi(a_i) - \pi(a)||_2 < \frac{\varepsilon}{4} + \frac{1}{j} + \frac{\varepsilon}{4} < \varepsilon.
\]

Since \(\text{Ad}(u_{k_j}) \circ \pi_{k_j} \in [\pi_{k_j}]\), this gives \([\pi_{k_j}] \to [\pi]\). □

**Theorem 3.4.** If \(\mathfrak{A}\) is nuclear, then \(\alpha(\mathfrak{A}, M)\) is an affine homeomorphism for any McDuff \(M\). In particular, \(\text{Hom}_w(\mathfrak{A}, M)\) is affinely homeomorphic to \(T(\mathfrak{A})\).

**Proof.** **Injective:** When \(\mathfrak{A}\) is nuclear we have

\[
(\alpha([\pi]) = \alpha([\rho])) \iff (\tau \circ \pi = \tau \circ \rho)
\]

(3.2)

Here (3.2) follows from Lemma 3 and Theorem 5 of [14].

**Surjective:** It is well known that in the nuclear case, every trace gives a hyperfinite GNS closure. So every trace lifts through \(R \subset M\). Thus \(\alpha(\mathfrak{A}, M)\) is surjective.

**Bicontinuous:** Let \(T_n \to T\) in \(T(\mathfrak{A})\). Let \([\pi_n] = \alpha^{-1}(\mathfrak{A}, M)(T_n)\) and \([\pi] = \alpha^{-1}(\mathfrak{A}, M)(T)\).

We must show that \([\pi_n] \to [\pi]\). We will show this by appealing to the following standard topological fact: for a sequence \(\{a_n\}\), if every subsequence \(\{a_{n(k)}\}\) has a sub-subsequence \(\{a_{n(k)}\}\) converging to \(a\), then \(\{a_n\}\) converges to \(a\). Let \(\{\pi_{n(k)}\}\) be a subsequence of \(\{\pi_n\}\). Now consider the homomorphism \((\pi_{n(k)})_\mathcal{U} : \mathfrak{A} \to M^{\mathcal{U}}\) where \(\mathcal{U}\) is a free ultrafilter on \(\mathbb{N}\). By the convergence of the induced traces, we get that

\[
\tau_{M^{\mathcal{U}}} \circ (\pi_{n(k)})_\mathcal{U} = \tau_{M^{\mathcal{U}}} \circ \pi^{\mathcal{U}}.
\]

And by Corollary 3.4 of [28], we get that \((\pi_{n(k)})_\mathcal{U}\) is unitarily equivalent to \(\pi^{\mathcal{U}}\). So by Lemma 3.3 there is a sub-subsequence \(\{n(k_j)\}\) such that \([\pi_{n(k_j)}] \to [\pi]\). □

**Example 3.5.** Theorem 3.10 of [3] says that for any metrizable Choquet simplex \(\Delta\), there exists a simple unital AF algebra \(\mathcal{B}\) such that \(T(\mathcal{B})\) is affinely homeomorphic to \(\Delta\). Combining this fantastic result with Theorem 3.4 tells us that any (separable) metrizable Choquet simplex \(\Delta\) can arise as \(\text{Hom}_w(\mathfrak{A}, \mathcal{B})\) for some (separable) \(\mathcal{B}\).

We now work to characterize the algebras \(\mathfrak{A}\) for which \(\alpha(\mathfrak{A}, M)\) is an affine homeomorphism for every McDuff \(M\).

**Definition 3.6.** Let

\[
T(\mathfrak{A}, M) := \{T \in T(\mathfrak{A}) : \text{ there exists } \pi : \mathfrak{A} \to M \text{ such that } T = \tau_M \circ \pi\}.
\]

For \(T \in T(\mathfrak{A}, M)\), we say “\(T\) lifts through \(M\)”.

**Theorem 3.7.** For any \(\mathfrak{A}\), the map \(\alpha(\mathfrak{A}, R) : \text{Hom}_w(\mathfrak{A}, R) \to T(\mathfrak{A})\) is always a homeomorphism onto its image. In particular, \(\text{Hom}_w(\mathfrak{A}, R) \cong T(\mathfrak{A}, R)\) (affine homeomorphism).
Proof: Let $\pi, \rho : \mathfrak{A} \to R$ be unital $*$-homomorphisms such that $\alpha_{(\mathfrak{A},R)}([\pi]) = \alpha_{(\mathfrak{A},R)}([\rho])$. We will show that $[\pi] = [\rho]$.

Consider the following map

$$\varphi : W^*(\pi(\mathfrak{A})) \to W^*(\rho(\mathfrak{A}))$$

densely defined by

$$\varphi(\pi(a)) = \rho(a).$$

The assumption that $\tau \circ \pi = \tau \circ \rho$ gives that all the $*$-moments in $\pi(\mathfrak{A})$ agree with those of $\rho(\mathfrak{A})$. So this is a well-defined $*$-homomorphism. Now $W^*(\pi(\mathfrak{A})) \subseteq R$ is hyperfinite. So let $\{B_n\}_{n=1}^\infty$ be an increasing sequence of finite dimensional algebras such that $W^*(\pi(\mathfrak{A})) = W^*(\bigcup_{n=1}^\infty B_n)$. Now define

$$\varphi_n := \varphi|_{B_n},$$

and let

$$\iota_n : B_n \to B_n$$

be the identity on $B_n$. Observe that $\tau \circ \varphi_n = \tau \circ \iota_n$ on $B_n$. So by Theorem 3.4 we have that

$$\varphi_n \sim \iota_n. \tag{3.3}$$

(In fact, $\varphi_n$ and $\iota_n$ are unitarily equivalent; but we will not need this.)

We will now use the equivalent formulation of weak approximate unitary equivalence as given in the introduction to complete the proof. Let $a_1, \ldots, a_k \in W^*(\pi(\mathfrak{A}))_{\leq 1}$ and $\varepsilon > 0$ be given. By Kaplansky density, there is a $K$ such that there are $b_1, \ldots, b_k \in (B_K)_{\leq 1}$ with $\|a_j - b_j\| < \frac{\varepsilon}{3}$ for all $1 \leq j \leq k$. And by equality of $*$-moments, we have as a consequence that $\|\varphi(a_j) - \varphi(b_j)\| \leq \frac{\varepsilon}{3}$. Now by (3.3) there is a unitary $u \in \mathcal{U}(R)$ such that

$$\|\iota_K(b_j) - u\varphi_K(b_j)u^*\| \leq \|b_j - u\varphi_K(b_j)u^*\| < \frac{\varepsilon}{3} \quad \forall \quad 1 \leq j \leq k.$$

Thus we have for every $1 \leq j \leq k$,

$$\|a_j - u\varphi(a_j)u^*\| \leq \|a_j - b_j\| + \|b_j - u\varphi_K(b_j)u^*\| + \|u\varphi_K(b_j)u^* - u\varphi(a_j)u^*\| \leq \|a_j - b_j\| + \|b_j - u\varphi_K(b_j)u^*\| + \|\varphi(b_j) - \varphi(a_j)\| \leq \frac{\varepsilon}{3} + \frac{\varepsilon}{3} + \frac{\varepsilon}{3} = \varepsilon.$$

So $\text{id}_{W^*(\pi(\mathfrak{A}))} \sim \varphi$. Thus $[\pi] = [\rho]$, and $\alpha_{(\mathfrak{A},R)}$ is injective.

It remains to show that $\alpha_{(\mathfrak{A},R)}^{-1}$ is continuous on $T(\mathfrak{A}, R)$. We proceed similarly to the bicontinuous part of the proof of Theorem 3.4. Let $T_n \to T$ in $T(\mathfrak{A}, R)$ in the weak-$*$ sense. And let $\pi_n : \mathfrak{A} \to R$ be such that $\tau \circ \pi_n = T_n$ and $\tau \circ \pi = T$. Let $(n(k))$ be a subsequence. Consider $(\pi_{n(k)})_U$ and $\pi^U$ for a free ultrafilter $U$ of $\mathbb{N}$. By assumption, $\tau_{R^U} \circ (\pi_{n(k)})_U = T$. So by the uniqueness of the GNS construction, $W^*(\pi_{n(k)})_U(\mathfrak{A}) \cong W^*(\pi^U(\mathfrak{A}))$ is hyperfinite. Let $R_1, R_2 \subseteq R^U$ be copies of $R$ such that

$$(\pi_{n(k)})_U : \mathfrak{A} \to R_1 \subset R^U \text{ and } \pi^U : \mathfrak{A} \to R_2 \subset R^U.$$
We can assume without loss of generality that $R_1 = R_2 = R$ (see Lemma 2.9 of [20]).

So we have two $*$-homomorphisms

$$(\pi_{n(k)})_U : \mathfrak{A} \to R$$

and

$$\pi^U : \mathfrak{A} \to R$$

such that $\tau_R \circ (\pi_{n(k)})_U = \tau_R \circ \pi^U$, or $\alpha(\mathfrak{A}, R)((\pi_{n(k)})_U) = \alpha(\mathfrak{A}, R)(\pi^U)$. Since we have from above that $\alpha(\mathfrak{A}, R)$ injective, we can conclude $(\pi_{n(k)})_U$ is weakly approximately unitarily equivalent to $\pi^U$ in $R \subset R^U$. And by Theorem 3.1 of [28] we have that $(\pi_{n(k)})_U$ is unitarily equivalent to $\pi^U$. Then Lemma [33] tells us that there is a sub-subsequence $(n(k_j))$ such that $[\pi_{n(k_j)}] \to [\pi]$. So we have shown that for any subsequence $\{[\pi_{n(k)}]\}$ of $\{[\pi_n]\}$ there is a sub-subsequence $\{[\pi_{n(k_j)}]\} \subset \{[\pi_{n(k)}]\}$ such that $[\pi_{n(k_j)}] \to [\pi]$. Thus

$$\alpha^{-1}(\mathfrak{A}, R)(T_n) = [\pi_n] \to [\pi] = \alpha^{-1}(\mathfrak{A}, R)(T).$$

**Definition 3.8** (Definition 3.2.1, [3]). A trace $T \in T(\mathfrak{A})$ is called *uniform amenable* if there exists a sequence of unitarily completely positive maps $\varphi_n : \mathfrak{A} \to M_{k(n)}$ such that

$$\lim_n ||\varphi_n(ab) - \varphi_n(a)\varphi_n(b)||_2 = 0$$

for all $a, b \in \mathfrak{A}$, and

$$\lim_n ||T - \text{tr}_{k(n)} \circ \varphi_n||_{\mathfrak{A}^*} = 0$$

where $|| \cdot ||_{\mathfrak{A}^*}$ is the natural norm on the dual of $\mathfrak{A}$. Let UAT($\mathfrak{A}$) denote the set of all such traces.

From Theorem [37] we have that Hom$_u(\mathfrak{A}, R) \cong T(\mathfrak{A}, R)$ as convex sets. And by (5) of Theorem 3.2.2 of [6] it follows that $T(\mathfrak{A}, R) = \text{UAT}(\mathfrak{A})$. We can now give our characterization theorem.

**Theorem 3.9.** The following are equivalent:

1. $\alpha(\mathfrak{A}, M)$ is an affine homeomorphism for every McDuff $M$;
2. $\alpha(\mathfrak{A}, R)$ is an affine homeomorphism;
3. $\alpha(\mathfrak{A}, R)$ is surjective;
4. UAT($\mathfrak{A}$) = $T(\mathfrak{A}, R) = T(\mathfrak{A})$.

**Proof.** The implications $((1) \Rightarrow (2))$ and $((2) \Rightarrow (3))$ are obviously true.

The observation that $\alpha(\mathfrak{A}, R)(\text{Hom}_u(\mathfrak{A}, R)) = T(\mathfrak{A}, R) = \text{UAT}(\mathfrak{A})$ shows the equivalence $((3) \Leftrightarrow (4))$.

It remains to show $((4) \Rightarrow (1))$: If $M$ is such that $\alpha(\mathfrak{A}, M)$ is not injective, then there are homomorphisms

$$\pi, \rho : \mathfrak{A} \to M$$

such that $\tau_M \circ \pi = \tau_M \circ \rho$ but $[\pi] \neq [\rho]$. Then by Theorem [37] we have that $\tau \circ \pi \notin T(\mathfrak{A}, R)$ – a contradiction. So $\alpha(\mathfrak{A}, M)$ must be injective for every $M$. If $M$ is such that $\alpha(\mathfrak{A}, M)$ is not surjective then there exists $T \in T(\mathfrak{A})$ such that $T$ does not lift through $M$; thus $T$ cannot lift through $R$ either. So again $T(\mathfrak{A}, R) \neq T(\mathfrak{A})$ – a contradiction. So $\alpha(\mathfrak{A}, M)$ must be bijective for every $M$. To show that $\alpha^{-1}(\mathfrak{A}, M)$ is continuous for every $M$, we use the assumption that $T(\mathfrak{A}) = T(\mathfrak{A}, R)$ along with an argument identical to the justification of the continuity of $\alpha^{-1}(\mathfrak{A}, R)$ in the proof of Theorem [37].
Thus, the class of algebras $\mathfrak{A}$ for which $\alpha_{(\mathfrak{A}, M)}$ is an affine homeomorphism for all McDuff $M$ is exactly the class of all $\mathfrak{A}$ such that for any trace $T \in T(\mathfrak{A})$, the GNS representation of $\mathfrak{A}$ induced by $T$ has a hyperfinite von Neumann closure.

**Example 3.10.** The above class of algebras is strictly larger than the class of nuclear algebras. Dadarlat’s example of a non-nuclear subalgebra of an AF-algebra in [13] is an example of a non-nuclear algebra whose tracial GNS representations are hyperfinite.

### 3.2. Examples

By Theorem 3.4 we know that $\alpha_{(\mathfrak{A}, M)}$ can be both injective and surjective. The following examples will demonstrate that the other three cases where one or both properties fail are possible. This suggests that $\text{Hom}_w(\mathfrak{A}, M)$ is a rich object with deep and interesting subtleties.

**Example 3.11.** “Forgetful Trace.” This example shows that $\alpha_{(\mathfrak{A}, M)}$ is not always injective – confirming that $\text{Hom}_w(\mathfrak{A}, M)$ carries information different from that of $T(\mathfrak{A})$. The strategy of this example also reveals the usefulness of non-approximately inner automorphisms of McDuff factors. Let $M$ be a McDuff factor with a non-approximately inner automorphism $\varphi$ (e.g. $M = \otimes_{\mathbb{F}_2} L(\mathbb{F}_2)$ satisfies this property as mentioned in Remark 2.6). Let $\mathfrak{A}$ be a separable, $\| \cdot \|_2$-dense $C^*$-subalgebra of $M$. Let $\pi : \mathfrak{A} \to M$ be the identity inclusion, and let $\rho = \varphi \circ \pi$. Then we claim

$$\tau_M \circ \rho = \tau_M \circ \pi,$$

but

$$[\pi] \neq [\rho].$$

Since $\tau_M \circ \varphi$ is also a trace on the $\Pi_1$ factor $M$, we have $\tau_M = \tau_M \circ \varphi$. Then $\tau_M(\pi(a)) = \tau_M(\varphi(\pi(a))) = \tau_M(\rho(a))$. Now suppose for the sake of contradiction that $[\pi] = [\rho]$. Then there is a sequence of unitaries $\{u_n\}$ in $M$ such that for every $a \in \mathfrak{A}$ we have

$$\lim_n \| \varphi(\pi(a)) - u_n \pi(a) u_n^* \|_2 = \lim_n \| \varphi(a) - u_n a u_n^* \|_2 = 0.$$  

Then the $\| \cdot \|_2$-density of $\pi(\mathfrak{A}) = \mathfrak{A} \subset M$ implies that for every $x \in M$ we have

$$\lim_n \| \varphi(x) - u_n x u_n^* \|_2 = 0$$

meaning that $\varphi$ is approximately inner – a contradiction.

If we further insist that $\mathfrak{A}$ has a unique trace (by throwing in enough unitaries via Dixmier approximation – see Lemma 3.13), then this is an example of $\alpha_{(\mathfrak{A}, M)}$ failing to be injective while remaining surjective.

**Example 3.12.** By Proposition 3.5.1 of [6] we have that $T(\mathfrak{A}, R)$ is a weakly closed subset of $T(\mathfrak{A})$. It is not true in general, however, that $T(\mathfrak{A}, R)$ is weak-$*$ closed in $T(\mathfrak{A})$. By Remark 4.1.7 of [6] if $\Gamma$ is a non-amenable, residually finite, discrete group (e.g. $\mathbb{F}_n$) then the $T(C^*(\Gamma), R)$ is not weak-$*$ closed. So for $\mathfrak{A} = C^*(\Gamma)$ where $\Gamma$ is a non-amenable, residually finite, discrete group, we have that $\alpha_{(\mathfrak{A}, R)}$ fails to be surjective while remaining injective. Furthermore, $\text{Hom}_w(\mathfrak{A}, R)$ is not compact: if it were, then by continuity $\alpha_{(\mathfrak{A}, R)}(\text{Hom}_w(\mathfrak{A}, R)) = T(\mathfrak{A}, R) = UAT(\mathfrak{A})$ would also be weak-$*$ compact and thus weak-$*$ closed – a contradiction.

We will need the following lemma for the next example.
Lemma 3.13. If $Y$ is a separable von Neumann subalgebra of a II$_1$ factor $X$ with $1_Y = 1_X$, then there is a separable II$_1$ factor $M$ contained unitarily in $X$ that contains $Y$: $Y \subset M \subset X$.

Proof. This proof will heavily rely on Dixmier’s approximation theorem: For $N$ a finite von Neumann algebra and $x \in N$ then we have

$$\text{conv}\{uxu^* | u \in U(N)\} \cap Z(N) = \{T(x)\}$$

where $T$ is the unique center-valued trace, and the closure is in the norm topology.

We will recursively construct an increasing sequence $\{Y_i\}_{i=0}^{\infty}$ of separable subalgebras of $X$ and claim that $M = W^*(\bigcup_{i=0}^{\infty} Y_i)$ is the desired factor. Let $Y_0 = Y$. We will assume that $Y_i$ has been constructed and go about constructing $Y_{i+1}$. Let $\{y(i,j)\}_{j=1}^{\infty} \subset (Y_i)_{\leq 1}$ be weakly dense in $(Y_i)_{\leq 1}$. By Dixmier, for any $j$ and for any $k \in \mathbb{N}$ there are unitaries $u_1(i,j,k), \ldots, u_n(i,j,k)(i,j,k) \in U(X)$ and scalars $\alpha_1(i,j,k), \ldots, \alpha_n(i,j,k)(i,j,k) \in (0,1)$ with $\sum_{p=1}^{n(i,j,k)} \alpha_p(i,j,k) = 1$ such that

$$\sum_{p=1}^{n(i,j,k)} \alpha_p(i,j,k) u_p(i,j,k)y(i,j)u_p(i,j,k)^* - \tau(y(i,j))I \leq \frac{1}{k}.$$

Then we let

$$Y_{i+1} = W^*(Y_i \cup \bigcup_{j=1}^{\infty} \bigcup_{k=1}^{\infty} \{u_1(i,j,k), \ldots, u_n(i,j,k)(i,j,k)\}).$$

Let $M := W^*(\bigcup_{i=0}^{\infty} Y_i)$. To show that $M$ is a factor we will show that it has a unique unital trace (given by restriction of the unital trace $\tau$ on $X$). Let $T$ be a unital trace on $M$ and let $m \in M_{\leq 1}$. It will suffice to show that for any $\varepsilon > 0, |T(m) - \tau(m)| < \varepsilon$. Fix $\varepsilon > 0$. Let $K \in \mathbb{N}$ be such that $\frac{1}{K} < \varepsilon$. And let $i(m), j(m)$ be such that $y(i(m), j(m)) \in Y_{i(m)}$ with $|T(m) - T(y(i(m), j(m)))| < \frac{\varepsilon}{3}$ and $|\tau(m) - \tau(i(m), j(m))| < \frac{\varepsilon}{3}$ (guaranteed by the weak continuity of both traces).

For brevity let

$$y = y(i(m), j(m)), \quad u_p = u_p(i(m), j(m), 3K), \quad \alpha_p = \alpha_p(i(m), j(m), 3K), \quad n = n(i(m), j(m), 3K)$$

and consider

$$|T(y) - \tau(y)| = \left|T\left(\sum_{p=1}^{n} \alpha_p u_p y u_p^*\right) - \tau(y)\right|$$

$$= \left|T\left(\sum_{p=1}^{n} \alpha_p u_p y u_p^* - \tau(y)I\right)\right|$$

$$\leq \left|\sum_{p=1}^{n} \alpha_p u_p y u_p^* - \tau(y)I\right|$$

$$< \frac{1}{3K}$$

$$< \frac{\varepsilon}{3}$$

Thus we have
\[ |T(m) - \tau(m)| \leq |T(m) - T(y)| + |T(y) - \tau(y)| + |\tau(y) - \tau(m)| \]
\[ \leq \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} \]
\[ = \epsilon, \]
and we are done. \hfill \square

**Definition 3.14.** A map \( \pi : (N, \sigma) \to (M, \tau) \) between two finite tracial von Neumann algebras is an embedding if it is a unital, normal, injective, trace preserving \(*\)-homomorphism. We will write \( N \) for \( (N, \sigma) \) when no confusion can occur. We say that a tracial von Neumann algebra \( N \) is embeddable if there exists a trace-preserving unital embedding \( \pi : N \to R^d \).

**Example 3.15.** “Too Many Traces.” This example will provide an algebra \( \mathfrak{A} \) such that \( \alpha_\mathfrak{A} \) simultaneously fails injectivity and surjectivity for some \( M \). This idea was suggested by N. Brown. Let \( N \) be an embeddable separable non-hyperfinite II\(_1\)-factor. Let \( \pi, \rho : N \to R^d \) be two embeddings that are not unitarily equivalent (this is guaranteed by Lemma 2.9 of [21]). Let \( Y := W^*(\pi(N) \cup \rho(N)) \), and let \( X = R^d \). We have that the separable algebra \( Y \) is contained in the (nonseparable) II\(_1\) factor \( X \); so by Lemma 3.10 there is a separable II\(_1\) factor \( M \) such that \( Y \subset M \subset X \). We claim that \( \pi \) and \( \rho \) are not weakly approximately unitarily equivalent in \( M \). If they were weakly approximately unitarily equivalent in \( M \), then \( \pi \) and \( \rho \) would also be weakly approximately unitarily equivalent in \( R^d \); but then by Theorem 3.1 of [28] we have that \( \pi \) and \( \rho \) are unitarily equivalent in \( R^d \), a contradiction. Consider \( \pi \otimes 1_R, \rho \otimes 1_R : N \to M \otimes R \). By Theorem 6.4 since \( \pi \) and \( \rho \) are inequivalent, we have that \( \pi \otimes 1_R \) is not weakly approximately unitarily equivalent to \( \rho \otimes 1_R \) (be assured that the proof of Theorem 6.4 does not depend on this example).

Now let \( \mathfrak{A} = C^*(\mathbb{F}_\infty) \). And let \( \zeta : C^*(\mathbb{F}_\infty) \to N \) be a \(*\)-monomorphism with weakly dense image as guaranteed by Proposition 3.1 of [3]. Let \( \hat{\pi} \) and \( \hat{\rho} \) be given by
\[ \hat{\pi} = (\pi \otimes 1_R) \circ \zeta : C^*(\mathbb{F}_\infty) \to N \to M \otimes R \]
and
\[ \hat{\rho} = (\rho \otimes 1_R) \circ \zeta : C^*(\mathbb{F}_\infty) \to N \to M \otimes R. \]

Then we clearly have that \( \hat{\pi} \neq \hat{\rho} \) but \( \alpha_{(\mathfrak{A}, M \otimes R)}([\hat{\pi}]) = \alpha_{(\mathfrak{A}, M \otimes R)}([\hat{\rho}]). \)

Another consequence of Proposition 3.1 of [3] is that \( \mathfrak{A} = C^*(\mathbb{F}_\infty) \) enjoys the property that for any McDuff factor \( S \) there is a trace \( T_S \in T(\mathfrak{A}) \) such that \( \tau_{T_S}(\mathfrak{A})'' \cong S \) (where \( \pi_{T_S} \) is the GNS representation corresponding with \( T_S \)). By [23], there is no separable universal II\(_1\) factor, and so we can conclude that there is no separable universal McDuff factor. So let \( S \) be such that \( S \) does not embed into \( M \otimes R \). Then we have that \( T_S \in T(\mathfrak{A}) \) as described above does not lift through \( M \otimes R \). Thus \( T_S \notin \alpha_{(\mathfrak{A}, M \otimes R)}(\text{Hom}_w(\mathfrak{A}, M \otimes R)) \). So we have that \( \alpha_{(\mathfrak{A}, M \otimes R)} \) is neither injective nor surjective.

### 3.3. An Alternative Characterization of Hyperfiniteness.

Investigating the connection between weak approximate unitary equivalence and preservation of a given trace has led us to a characterization of a finite tracial \((R^d\text{-embeddable})\) hyperfinite von Neumann algebra that we believe to be new.

A result of Jung gives a characterization of hyperfiniteness using embeddings into \( R^d \). We state it as follows.
Theorem 3.16 (Lemma 2.9, [20]). A separable tracial embeddable von Neumann algebra $N$ is hyperfinite if and only if any two embeddings $\pi, \rho : N \to R^d$ are conjugate by a unitary in $R^d$.

The characterization we present in the following theorem frames Jung’s result in terms of embeddings into separable algebras – removing (most of) the ultrapower language from the characterization. This characterization may be known to experts; but we have not seen it in the literature.

Theorem 3.17. Let $N$ be a separable tracial embeddable von Neumann algebra. Then $N$ is hyperfinite if and only if for every separable McDuff II$_1$-factor $M$, any two embeddings $\pi, \rho : N \to M$ are weakly approximately unitarily equivalent.

Proof. ($\Rightarrow$): This implication is well-known, but we include the reasoning here for the sake of completeness. Assume that $N$ is hyperfinite. Approximate $N$ with an increasing sequence of finite-dimensional subalgebras. The conclusion follows from the fact that any two embeddings of a finite dimensional algebra into a II$_1$-factor are unitarily equivalent.

($\Leftarrow$): The argument here is similar to the one found in Example 3.15. Assume that $N$ is not hyperfinite. Then Jung’s result says that there exist two embeddings $\pi, \rho : N \to R^d$ such that $\pi$ and $\rho$ are not unitarily conjugate. Let $Y := W^*(\pi(N) \cup \rho(N))$. Then by Lemma 3.13 there is a separable II$_1$-factor $M_0 \subset R^d$ containing $Y$. Just as in Example 3.15, we may argue that $\pi$ and $\rho$ are not weakly approximately unitarily equivalent in $M_0$. And by Theorem 6.4 (whose proof does not rely on this result), we have that $\pi \otimes 1_R : N \to M_0 \otimes R$ is not weakly approximately unitarily equivalent to $\rho \otimes 1_R : N \to M_0 \otimes R$. So putting $M := M_0 \otimes R$, we are done. \qed

Remark 3.18. Jung’s approach to the characterization in [20] hinges on the concept of tubularity: a condition on neighborhoods of unitary orbits of the microstate spaces for the generators of the algebra. We remark here that this concept of tubularity was preceded a decade earlier in [18] by Hadwin’s concept of dimension ratio. The dimension ratio is a quantity associated to the self adjoint generators of a tracial $C^*$-algebra. This dimension ratio quantifies tubularity in the sense that the dimension ratio of the generators is 0 if and only if the generators are tubular. See [20] and [18] for the relevant definitions and theorems.

4. Convex Analysis

In the first part of this section we discuss a necessary condition for extreme points of $\mathbb{H}om_w(\mathfrak{A}, M)$. A complete characterization of extreme points remains open, and thus the question of existence of extreme points in $\mathbb{H}om_w(\mathfrak{A}, M)$ is also open. In [15] we provide characterizations for extreme points in broad cases. The second part of this section discusses a natural relationship between quotients of $\mathfrak{A}$ and faces of $\mathbb{H}om_w(\mathfrak{A}, M)$. The discussion there provides a sufficient condition for the existence of extreme points.

4.1. Factorial Closure. We now proceed to establish a necessary (but not sufficient: see Example 4.2) condition for extreme points in $\mathbb{H}om_w(\mathfrak{A}, M)$. Although relative commutants are not well-defined under weak approximate unitary equivalence in general, it is easy to see that the von Neumann closure of the image of a $*$-homomorphism is well-defined under weak approximate unitary equivalence up to $*$-isomorphism. We state the necessary condition for extreme points as follows.
Theorem 4.1. If $[\pi] \in \text{Hom}_w(\mathfrak{A}, M)$ is extreme, then $W^*(\pi(\mathfrak{A}))$ is a factor.

Proof. Using the isomorphism $\text{Hom}_w(\mathfrak{A}, M) \cong \text{Hom}_w(\mathfrak{A}, M \otimes R)$ we will show that if $[\pi] \in \text{Hom}_w(\mathfrak{A}, M \otimes R)$ is extreme then $W^*(\pi(\mathfrak{A}))$ is a factor. We will argue by contrapositive and assume that $W^*(\pi(\mathfrak{A}))$ is not a factor. Then there exists a nontrivial central projection $\pi \in W^*(\pi(\mathfrak{A}))$. In particular $0 < \pi(z) < 1$. We will now construct inequivalent $\ast$-homomorphisms $\rho_1$ and $\rho_2$ using $z$ and $z^\perp$ in the following way. Let $p \in R$ be a projection such that $\pi(p) = \pi(z)$. Let $\sigma_{M \otimes R} : M \otimes R \otimes R \to M \otimes R, \sigma_M : M \otimes R \to M$, and $\epsilon : R \otimes R$ be regular isomorphisms. Let $v, w \in M \otimes R \otimes R$ be partial isometries with

\[
v^*v = \sigma_{M \otimes R}^{-1}(z), \quad vv^* = 1_M \otimes 1_R \otimes p, \quad w^*w = \sigma_{M \otimes R}^{-1}(z^\perp), \quad ww^* = 1_M \otimes 1_R \otimes p^\perp.
\]

We have $v + w \in U(M \otimes R \otimes R)$. Let $Ad(u)(x) = u xu^*$. For $q \in \{p, p^\perp\}$, let $T_q : qRq \to R$ be an isomorphism. We are now ready to define $\rho_1, \rho_2 : \mathfrak{A} \to M \otimes R$ by the following formulas.

\[
\rho_1(a) = (id_M \otimes \epsilon) \circ (id_M \otimes id_R \otimes T_p) \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1}(z\pi(a))
\]

\[
\rho_2(a) = (id_M \otimes \epsilon) \circ (id_M \otimes id_R \otimes T_p^\perp) \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1}(z^\perp \pi(a)).
\]

By construction, we have $[\rho_1, [\rho_2] \in \text{Hom}_w(\mathfrak{A}, M \otimes R)$.

We claim that we will be done if we show the following two statements are true:

1. If $t = \pi(z)$ then $t[\rho_1] + (1 - t)[\rho_2] = [\pi]$.
2. $[\rho_1] \neq [\pi]$.

Indeed, if these two statements hold, then $[\pi]$ is not an extreme point.

(1): By definition, we have that

\[
t[\rho_1] + (1 - t)[\rho_2] = [\sigma_{M \otimes R}(\rho_1 \otimes p + \rho_2 \otimes p^\perp)].
\]

And we have

\[
\rho_1(a) \otimes p = ((id_{M \otimes R} \otimes p) \circ (id_M \otimes \epsilon) \circ (id_M \otimes id_R \otimes T_p)) \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1}(z\pi(a)).
\]

Notice that

\[
((id_{M \otimes R} \otimes p) \circ (id_M \otimes \epsilon) \circ (id_M \otimes id_R \otimes T_p)) = id_M \otimes f_p : M \otimes (R \otimes pR) \to M \otimes (R \otimes pR)
\]

where

\[
f_p = (id_R \otimes p) \circ \epsilon \circ (id_R \otimes T_p) : R \otimes pR \to R \otimes pR
\]

is a unital $\ast$-homomorphism. Thus we have

\[
f_p(x) = \lim_j a_j x a_j^*
\]

where $a_j \in U(R \otimes pR)$. Note that $a_j^* a_j = a_j a_j^* = 1_R \otimes p$. So we have

\[
((id_{M \otimes R} \otimes p) \circ (id_M \otimes \epsilon) \circ (id_M \otimes id_R \otimes T_p))(y) = \lim_j (1_M \otimes a_j)y(1_M \otimes a_j)^*.
\]

Similarly,

\[
\rho_2(a) \otimes p^\perp = ((id_{M \otimes R} \otimes p^\perp) \circ (id_M \otimes \epsilon) \circ (id_M \otimes id_R \otimes T_p^\perp)) \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1}(z^\perp \pi(a)),
\]

and there is a sequence $\{b_j\} \subset R \otimes R$ with $b_j^* b_j = b_j b_j^* = 1 \otimes p^\perp$ such that

\[
((id_{M \otimes R} \otimes p^\perp) \circ (id_M \otimes \epsilon) \circ (id_M \otimes id_R \otimes T_p^\perp))(y) = \lim_j (1_M \otimes b_j)y(1_M \otimes b_j)^*.
\]
We now have that \((1_M \otimes a_j + 1_M \otimes b_j)\) is a unitary for every \(j\) and so
\[
\rho_1(a) \otimes p + \rho_2(a) \otimes p^1
\]
\[
= \lim_j Ad(1_M \otimes a_j + 1_M \otimes b_j) \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1}(z\pi(a) + z^+\pi(a))
\]
\[
= \lim_j Ad(1_M \otimes a_j + 1_M \otimes b_j) \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1}(\pi(a)).
\]
Thus,
\[
[t[\rho_1] + (1 - t)[\rho_2] = [\sigma_{M \otimes R}(\rho_1 \otimes p + \rho_2 \otimes p^1)]
\]
\[
= [\sigma_{M \otimes R} \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1} \circ \pi]
\]
\[
= [\sigma_{M \otimes R} \circ \sigma_{M \otimes R}^{-1} \circ \pi]
\]
\[
= [\pi].
\]
So (1) has been verified.

(2): To show that \([\pi] \neq [\rho_1]\) we will exhibit an element \(x\) with \(\|\pi(x)\|_2 \neq \|\rho_1(x)\|_2\).

Let \(\varepsilon > 0\) be such that \(\varepsilon < \frac{\sqrt{1 - t}}{1 + \frac{1}{\sqrt{t}}}\). Let \(x \in \mathfrak{A}\) be such that \(\|\pi(x) - (1 - z)\|_2 < \varepsilon\).
Then we have
\[
\|z\pi(x)\|_2 = \|z\pi(x) + z(1 - z)\|_2
\]
\[
= \|z(\pi(x) - (1 - z))\|_2
\]
\[
\leq \|z\| \cdot \|\pi(x) - (1 - z)\|_2
\]
\[
< \varepsilon
\]
and
\[
\|\pi(x)\|_2 = \|(\pi(x) - (1 - z)) + (1 - z)\|_2
\]
\[
\geq \|(1 - z)\|_2 - \|\pi(x) - (1 - z)\|_2
\]
\[
> \sqrt{1 - t} - \varepsilon.
\]

Let \(\varphi : z(M \otimes R)z \to M \otimes R\) be given by
\[
\varphi = (id_M \otimes \varepsilon) \circ (id_M \otimes id_R \otimes T_p) \circ Ad(v + w) \circ \sigma_{M \otimes R}^{-1}.
\]
So \(\rho_1(x) = \varphi(z\pi(x))\). If \([\pi] = [\rho_1]\) then there exists a sequence of unitaries \(\{u_n\} \subset U(M \otimes R)\) such that
\[
\lim_{n \to \infty} u_n \pi(x) u_n^* = \rho_1(x) = \varphi(z\pi(x)).
\]
So we have the following equation of norms
\[
\|\pi(x)\|_2 = \| \lim_{n \to \infty} u_n \pi(x) u_n^* \|_2 = \|\varphi(z\pi(x))\|_2.
\]
Then according to (2), we have on one hand
\[
\|\pi(x)\|_2 > \sqrt{1 - t} - \varepsilon,
\]
while on the other hand, by (4.1) we have
\[
\|\varphi(z\pi(x))\|_2 = \frac{1}{\sqrt{t}} \|z\pi(x)\|_2 < \frac{\varepsilon}{\sqrt{t}}.
\]
This gives the following implications
\[
\sqrt{1-t} - \varepsilon < \frac{\varepsilon}{\sqrt{t}} \implies \sqrt{1-t} < \left(1 + \frac{1}{\sqrt{t}}\right)\varepsilon
\implies \frac{\sqrt{1-t}}{1 + \frac{1}{\sqrt{t}}} < \varepsilon.
\]
This last line is a contradiction to the assumption that \(\varepsilon < \frac{\sqrt{1-t}}{1 + \frac{1}{\sqrt{t}}}\). So we can conclude that \([\pi] \neq [\rho_1]\), and this completes the proof. \(\square\)

**Example 4.2.** We will show that the converse of the above theorem does not hold in general. Let \(M\) be a McDuff factor with an automorphism \(\beta \in \text{Aut}(M) \setminus \text{Inn}(M)\). As in Example 3.11 we may consider the nonhyperfinite McDuff factor \(M\) = \(\nonextreme\) point with a factorial closure of its image. Consider the map \(\rho\) from Example 3.11 we may consider the nonhyperfinite McDuff factor \(M\) = \(\nonextreme\) point in \(\text{H}_{\text{om}}(\mathfrak{A}, M)\). Let \(p\) be a projection in \(R\) so that \(\tau(p) = \frac{1}{2}\), and thus \(\sigma_M(p_1 \otimes p + p_2 \otimes p^+)\) is a representative of \([\pi]\). We will show that \(W^*((p_1 \otimes p + p_2 \otimes p^+)(\mathfrak{A})) \cong W^*(\mathfrak{A}) \cong M\), and thus giving an example of a non-extreme point with a factorial closure of its image. Consider the map
\[
\varphi: \mathfrak{A} \to (\rho_1 \otimes p + \rho_2 \otimes p^+)(\mathfrak{A})
\]
given by
\[
\varphi(a) = \rho_1(a) \otimes p + \rho_2(a) \otimes p^+
= a \otimes p + \beta(a) \otimes p^+.
\]
The map \(\varphi\) is clearly a bijective \(*\)-homomorphism. The following computation shows that \(\varphi\) is also isometric with respect to \(|\cdot|_2\).
\[
||\varphi(a)||_2^2 = \tau((a \otimes p + \beta(a) \otimes p^+)^*(a \otimes p + \beta(a) \otimes p^+))
= \tau(a^*a \otimes p + \beta(a^*a) \otimes p^+)
= \frac{1}{2}\tau(a^*a) + \frac{1}{2}\tau(a^*a)
= ||a||_2^2.
\]
Evidently, \(\varphi\) extends to an isomorphism between \(M = W^*(\mathfrak{A})\) and \(W^*((p_1 \otimes p + p_2 \otimes p^+)(\mathfrak{A}))\).

While the converse of Theorem 4.1 fails in general, if we combine Theorem 3.4 with the observation that a trace is extreme if and only if it gives a factorial GNS construction, then the converse holds in the nuclear case. Thus we have the following theorem characterizing extreme points of \(\text{Hom}_w(\mathfrak{A}, M)\) when \(\mathfrak{A}\) is nuclear.

**Theorem 4.3.** If \(\mathfrak{A}\) is nuclear, then \([\pi] \in \text{H}_{\text{om}}(\mathfrak{A}, M)\) is extreme if and only if \(W^*(\pi(\mathfrak{A}))\) is a factor.

We will extend this characterization in §6.1 and we will see in §5.2 that this characterization of extreme points in \(\text{H}_{\text{om}}(\mathfrak{A}, M)\) holds for a general \(\mathfrak{A}\) when \(M = R\).
4.2. Quotients. We have access to quotients of $C^*$-algebras; this access is unavailable in the setting of [7] because $\Pi_1$ factors are simple. Given a $*$-homomorphism $h : \mathfrak{A} \to M$, let $q_h : \mathfrak{A} \to \mathfrak{A}/\ker(h)$ be the canonical quotient map; and let $\overline{h} : \mathfrak{A}/\ker(h) \to M$ be the natural $*$-homomorphism that makes the following diagram commute.
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In particular $h = \overline{h} \circ q_h$. The map $q_h$ induces a map $q_h^* : \text{Hom}_w(\mathfrak{A}/\ker(h), M) \to \text{Hom}_w(\mathfrak{A}, M)$ (see Proposition 2.11) with

$$ (4.3) \quad q_h^*[\overline{h}] = [\overline{h} \circ q_h] = [h]. $$

**Definition 4.4.** A singly exposed face of a closed bounded convex subset $C$ of a Banach space is a face that can be described as $\{x \in C : h(x) = M\}$ where $h : C \to \mathbb{R}$ is a continuous affine functional and $M = \max \{h(x) : x \in C\}$.

**Definition 4.5.** Given $a \in \mathfrak{A}$, we define a natural continuous affine functional $f_a$ on $\text{Hom}_w(\mathfrak{A}, M)$ given by $f_a([\pi]) = \tau_M(\pi(a))$.

We leave it to the reader to check that this satisfies the definition of a continuous affine functional.

**Lemma 4.6.** Let $J \leq \mathfrak{A}$ be a closed, two-sided ideal, and let $q : \mathfrak{A} \to \mathfrak{A}/J$ be the canonical quotient map. Then we have that $q^*(\text{Hom}_w(\mathfrak{A}/J, M))$ is a singly exposed face of $\text{Hom}_w(\mathfrak{A}, M)$.

**Proof.** Without loss of generality, assume that $J$ is generated by $\{a_n\}_{n=1}^{\infty} \subset (J)^+_1$. Put

$$ a := \sum_{n=1}^{\infty} \frac{1}{2^n} a_n. $$

Consider $f_{-a}$. By the positivity of $\tau_M$ we get that $f_{-a}([\pi]) \leq 0$ for every $[\pi] \in \text{Hom}_w(\mathfrak{A}, M)$. It is a quick observation to see that

$$ q^*(\text{Hom}_w(\mathfrak{A}/J, M)) = \{[\pi] \in \text{Hom}_w(\mathfrak{A}, M) : f_{-a}([\pi]) = 0\}. $$

The quotient map $q : \mathfrak{A} \to \mathfrak{A}/J$ is surjective, so by Proposition 2.12 we get that $q^*$ is a homeomorphism onto its image. Thus we may regard $\text{Hom}_w(\mathfrak{A}/J, M)$ as a face of $\text{Hom}_w(\mathfrak{A}, M)$ by identifying it with its image $q^*(\text{Hom}_w(\mathfrak{A}/J, M))$. So every quotient of $\mathfrak{A}$ gives a face of $\text{Hom}_w(\mathfrak{A}, M)$. Conversely, by Example 3.5, any metrizable Choquet simplex arises as $\text{Hom}_w(\mathfrak{A}, M)$ for some simple AF-algebra; so in this situation, any face of $\text{Hom}_w(\mathfrak{A}, M)$ is not induced by a quotient of $\mathfrak{A}$.

We can use this discussion to give a sufficient condition for the existence of extreme points in $\text{Hom}_w(\mathfrak{A}, M)$.

**Theorem 4.7.** If $\mathfrak{A}$ has a finite nuclear quotient, then $\text{Hom}_w(\mathfrak{A}, M)$ has extreme points.

**Proof.** If $\mathfrak{A}/J$ is finite and nuclear, then $\text{Hom}_w(\mathfrak{A}/J, M) \cong T(\mathfrak{A})$; and thus $\text{Hom}_w(\mathfrak{A}/J, M)$ has extreme points. An extreme point of a face is extreme.
If we combine Lemma 4.6 with the observation that any \( \mathfrak{A} \) is a quotient of \( C^*(\mathbb{F}_\infty) \), we get the following theorem.

**Theorem 4.8.** For any \( \mathfrak{A} \), an affinely homeomorphic copy of \( \mathbb{H}\text{om}_w(\mathfrak{A}, M) \) appears as a face of \( \mathbb{H}\text{om}_w(C^*(\mathbb{F}_\infty), M) \).

**Remark 4.9.** Theorem 4.7 guarantees that \( \mathbb{H}\text{om}_w(C^*(\mathbb{F}_\infty), M) \) has extreme points.

## 5. ULTRAPOWER SITUATION

Let \( \mathcal{U} \) denote a free ultrafilter on \( \mathbb{N} \). We now take the opportunity to extend Brown’s construction of the convex structure on \( \mathbb{H}\text{om}(N, R^d) \) to a convex structure on \( \mathbb{H}\text{om}(\mathfrak{A}, M^d) \); the space of unital \( * \)-homomorphisms \( \mathfrak{A} \rightarrow M^d \) modulo unitary equivalence. This space has the same metric as its predecessor. For \( \sigma_M : M \otimes R \rightarrow M \) a regular isomorphism, we let

\[
\sigma_M^d : (M \otimes R)^d \rightarrow M^d
\]

be given by

\[
\sigma_M^d((x_i)_\mathcal{U}) = (\sigma_M(x_i))_{\mathcal{U}}.
\]

There is a natural way to embed \( M \) into \( M^d \) as cosets of constant sequences: \( x \in M \mapsto (x)_\mathcal{U} \in M^d \). Also, as in Remark 3.2.4 of [7], there is a natural embedding of \( M^d \otimes R^d \) in \( (M \otimes R)^d \). So for \( x \in M^d \) and \( y \in R^d \), the expression \( \sigma_M^d(x \otimes y) \) makes sense once we consider \( x \otimes y \in (M \otimes R)^d \) via this natural embedding. We can now define convex combinations in \( \mathbb{H}\text{om}(\mathfrak{A}, M^d) \) in a way similar to Definition 2.7.

**Definition 5.1.** For \( [\pi], [\rho] \in \mathbb{H}\text{om}(\mathfrak{A}, M^d) \) and \( t \in [0, 1] \), define

\[
t[\pi] + (1 - t)[\rho] = [\sigma_M^d(\pi \otimes (p)\mathcal{U} + \rho \otimes (p^\perp)\mathcal{U})]
\]

where \( \sigma_M : M \otimes R \rightarrow M \) is a regular isomorphism and \( p \in R \) is a projection with \( \tau(p) = t \).

We leave it to the reader to check that this convex combination is well-defined and satisfies the axioms of a convex-like structure (the proofs are analogous). This generalization of \( \mathbb{H}\text{om}(N, R^d) \) from [7] also retains the characterization of extreme points. One can see this by following the same reasoning as in [7] and looking at “cut-downs” of homomorphisms by projections in the relative commutant. We provide a definition of a cut-down and the ingredients for establishing this characterization in the general setting without proof – most of the arguments follow from direct analogy.

**Definition 5.2.** For technical reasons, we consider homomorphisms \( \pi : \mathfrak{A} \rightarrow (M \otimes R)^d \). Given \( \pi : \mathfrak{A} \rightarrow (M \otimes R)^d \), let \( q \in \pi(\mathfrak{A})' \cap (M \otimes R)^d \) be a projection. We now define the cut-down

\[
\pi_q : \mathfrak{A} \rightarrow (M \otimes R)^d
\]

of \( \pi \) by \( q \). Let \( p \in R \) be a projection in \( R \) with \( \tau(p) = \tau(q) \). Let \( v, w \in (M \otimes R \otimes R)^d \) be a partial isometries such that

\[
v^*v = (\sigma_M^d(M \otimes R))^{-1}(q), \quad vv^* = (1 \otimes 1 \otimes p)\mathcal{U},
\]

\[
w^*w = (\sigma_M^d(M \otimes R))^{-1}(q^\perp), \quad ww^* = (1 \otimes 1 \otimes p^\perp)\mathcal{U}.
\]

Put \( u := v + w \). Let \( \theta_p : pRp \rightarrow R \) be an isomorphism. Then we let

\[
\pi_q(\cdot) := (\sigma_M^d(M \otimes R)) \circ (\text{id}_M \otimes \text{id}_R \otimes \theta_p)^d \circ (\text{Ad} u) \circ (\sigma_M^d(M \otimes R))^{-1}(q\pi(\cdot)).
\]
Proposition 5.3. Using the above definition of cut-downs, one can verify the following six statements.

1. $[\pi_p]$ is independent of choices made in the definition.
2. $[\pi] = [(Ad u)\circ \pi_{pu}]$.
3. Given projections $p, q \in \pi(N)' \cap \mathcal{M}^{\mathcal{U}}$ with $\tau(p) = \tau(q)$, we have that $[\pi_p] = [\pi_q]$ if and only if $p$ is Murray-von Neumann equivalent to $q$ in $\pi(N)' \cap \mathcal{M}^{\mathcal{U}}$.
4. If $[\pi] = t[p_1] + (1 - t)[p_2]$ then there is a projection $p \in \pi(N)' \cap \mathcal{M}^{\mathcal{U}}$ with trace $t$ such that $p_1 = [\pi_p]$ and $p_2 = [\pi_{p^\perp}]$.
5. Given any $p \in \pi(N)' \cap \mathcal{M}^{\mathcal{U}}, [\pi] = \tau(p)[\pi_p] + \tau(p^\perp)[\pi_{p^\perp}]$.
6. A finite diffuse von Neumann algebra $A$ is a factor if and only if for projections $p, q \in A, \tau(p) = \tau(q) \Rightarrow p$ is Murray-von Neumann equivalent to $q$.

With the above proposition established, we have the following theorem.

Theorem 5.4. The equivalence class $[\pi] \in \text{Hom}(\mathfrak{A}, \mathcal{M}^{\mathcal{U}})$ is extreme if and only if $\pi(\mathfrak{A})' \cap \mathcal{M}^{\mathcal{U}}$ is a factor.

Remark 5.5. The existence of extreme points in $\text{Hom}(\mathfrak{A}, \mathcal{M}^{\mathcal{U}})$ remains an open problem. The existence of extreme points in the context of $\text{Hom}(N, \mathcal{R}^{\mathcal{U}})$ as in [7] is a well-known open question. The most recent work done on this question can be found in [11].

Given any McDuff $M$ and any separable finite hyperfinite factor $N$, we have that any embedding of $N$ into $\mathcal{M}^{\mathcal{U}}$ is unique up to unitary equivalence (Corollary 3.4, [28]). That is, $\text{Hom}(N, \mathcal{M}^{\mathcal{U}})$ is a single point. Combining this observation with the above theorem gives the following consequence.

Corollary 5.6. For any McDuff $M$ and any finite hyperfinite factor $N$, any embedding $\pi : N \to \mathcal{M}^{\mathcal{U}}$ has the property that its relative commutant $\pi(N)' \cap \mathcal{M}^{\mathcal{U}}$ is a factor.

Thanks to an observation by S. White, a more general version of the above corollary is available. In particular, we do not need to require that $M$ is McDuff.

Theorem 5.7. For any separable II$_1$-factor $X$ and any separable finite hyperfinite factor $N$, any embedding $\pi : N \to X^{\mathcal{U}}$ has the property that its relative commutant $\pi(N)' \cap X^{\mathcal{U}}$ is a factor.

Proof. Throughout this proof we will abuse notation by letting $\tau$ denote both the trace on $N$ and the trace on $X^{\mathcal{U}}$. The proof of this theorem essentially follows from Lemma 3.21 of [3]. The lemma says, among other things, that the collection of tracial states

\[
\{ \tau(\pi(x)\cdot) : x \in N^+, \tau(x) = 1 \}
\]

on $\pi(N)' \cap X^{\mathcal{U}}$ is weak-$*$ dense in the trace space of $\pi(N)' \cap X^{\mathcal{U}}$. For any fixed $x \in N^+$ with $\tau(x) = 1$, Dixmier approximation gives that for any $\varepsilon > 0$, there exist unitaries $u_1, \ldots, u_n \in \mathcal{U}(N)$ and numbers $0 \leq \lambda_1, \ldots, \lambda_n \leq 1$ with $\sum \lambda_j = 1$ such that

\[
\left\| \sum_{j=1}^n \lambda_j u_j x u_j^* - 1_N \right\| < \varepsilon.
\]

Note that for such an $x \in N, \tau(\pi(x)\cdot) = \tau(\pi(\sum_j \lambda_j u_j x u_j^*)\cdot)$.
We will now show that $\pi(N)' \cap X^U$ is a factor by showing that it has a unique normalized trace (in particular, the trace induced by the unique trace on $X^U$). Let $T$ be a tracial state on $\pi(N)' \cap X^U$. Fix $\delta > 0$ and $y \in \pi(N)' \cap X^U$ with $||y|| \leq 1$. By Lemma 3.21 of [4] there is an $x_y \in N^+$ with $\tau(x_y) = 1$ such that

$$|T(y) - \tau(x_y)y| < \frac{\delta}{2}.$$  

For such an $x_y$, let $u_1, \ldots, u_n \in U(N)$ and $0 \leq \lambda_1, \ldots, \lambda_n \leq 1$ with $\sum_j \lambda_j = 1$ be such that

$$\left| \sum_{j=1}^n \lambda_j u_j x_y u_j^* - 1_N \right| < \frac{\delta}{2}.$$  

Then we have

$$\left| \tau\left( \pi\left( \sum_j \lambda_j u_j x_y u_j^* \right) y \right) - \tau(y) \right| = \left| \tau\left( \pi\left( \sum_j \lambda_j u_j x_y u_j^* - 1_N \right) y \right) \right|$$

$$\leq \left| \pi\left( \sum_j \lambda_j u_j x_y u_j^* - 1_N \right) y \right|$$

$$\leq \left| \sum_j \lambda_j u_j x_y u_j^* - 1_N \right| \cdot ||y||$$

$$< \frac{\delta}{2}.$$  

Thus,

$$|T(y) - \tau(y)| \leq |T(y) - \tau(x_y)y| + |\tau(x_y)y - \tau(y)|$$

$$= |T(y) - \tau(x_y)y| + |\tau\left( \pi\left( \sum_j \lambda_j u_j x_y u_j^* \right) y \right) - \tau(y)|$$

$$< \delta.$$  

The case where $N = X = R$ is already well-known, but we have not seen the statement as it appears above in the literature. A similar discussion does appear in Section 2 of [25] (in particular Theorem 2.1 and Conjecture 2.3.1). There, Popa addresses bicentralizers in ultraproduct von Neumann algebras, while we are concerned with relative commutants (centralizers).

Corollary 5.3 of [7] says “$R$ is the unique separable II$_1$-factor with the property that every embedding into $R^U$ has factorial commutant.” Theorem 5.7 leads us to the following stronger version of Brown’s statement.

**Theorem 5.8.** Let $N$ be an embeddable separable II$_1$-factor. The following are equivalent:

1. $N \cong R$;
2. For any separable II$_1$-factor $X$ and any embedding $\pi : N \to X^U$, $\pi(N)' \cap X^U$ is a factor;
3. For any separable II$_1$-factor $X$ and any embedding $\pi : N \to X^U$, the collection of tracial states $\{\tau(\pi(x)) : x \in N^+, \tau(x) = 1\}$ is weak-$*$ dense in the trace space of $\pi(N)' \cap X^U$.

**Proof.** (1) $\Rightarrow$ (3): This follows from Lemma 3.21 of [4].
(3) $\Rightarrow$ (2): This follows from the proof of Theorem 5.7.
(2) $\Rightarrow$ (1): This follows from Corollary 5.3 of [7].
Note that the above theorem implies that for any \( y \in \pi(R') \cap X^T, \tau(y) = \tau(\pi(x)y) \) for every \( x \in R^+ \) with \( \tau(x) = 1 \).

The characterization in Theorem 5.10 of extreme points in the ultrapower case reveals some information on extreme points in the separable \( \mathbb{H}\text{om}_w(\mathfrak{A}, M) \) setting. Using the canonical constant-sequence embedding of \( M \) into \( M^U \) we get the following map.

**Definition 5.9.** Let \( \beta_{(\mathfrak{A}, M)} : \mathbb{H}\text{om}_w(\mathfrak{A}, M) \to \mathbb{H}\text{om}(\mathfrak{A}, M^U) \) be given by
\[
\beta_{(\mathfrak{A}, M)}([\pi]) = [\pi^U]
\]
where \( \pi^U(a) = (\pi(a))_U \) for \( a \in \mathfrak{A} \).

**Proposition 5.10.** The map \( \beta_{(\mathfrak{A}, M)} \) is a well-defined affine homeomorphism onto its image.

**Proof.** That \( \beta_{(\mathfrak{A}, M)} \) is continuous and affine is an easy check. Well-defined and injective follow from Theorem 3.1 of [28].

It remains to show that if \( \beta_{(\mathfrak{A}, M)}([\pi_n]) \to \beta_{(\mathfrak{A}, M)}([\pi]) \) in \( \mathbb{H}\text{om}(\mathfrak{A}, M^U) \) then \( [\pi_n] \to [\pi] \) in \( \mathbb{H}\text{om}_w(\mathfrak{A}, M) \). So suppose that
\[
[\pi_n^U] \to [\pi^U].
\]
That means that there exists homomorphisms \( \varphi_n \in [(\pi_n)^U] \) such that
\[
\varphi_n(a) \to (\pi)^U(a)
\]
for every \( a \in \mathfrak{A} \) in the trace norm on \( R^U \). Now for \( n \) fixed, \( \varphi_n \in [(\pi_n)^U] \) means that there is a unitary \( u_n \in \mathcal{U}(R^U) \) such that \( \varphi_n(a) = u_n\pi_n(a)u_n^* \). Without loss of generality, say that \( u_n = (u_{n,j})_U \). So we have that \( \varphi_n(a) = (u_{n,j}\pi_n(a)u_{n,j}^*)_U \).

We follow an argument similar to the one found in the proof of Lemma 3.3. Let \( \{a_i\} \subset \mathfrak{A}_{\leq 1} \) be dense in the unit ball of \( \mathfrak{A} \). Recursively construct a sequence of positive integers \( \{N_k\} \) in the following way. Let \( N_1 \in \mathbb{N} \) be such that for every \( n \geq N_1, \)
\[
||\varphi_n(a_1) - \pi(a_1)||_2 < \frac{1}{2}.
\]
Let \( N_2 > N_1 \) be such that for every \( n \geq N_2 \) and \( i = 1, 2 \)
\[
||\varphi_n(a_i) - \pi(a_i)||_2 < \frac{1}{4}.
\]
In general, let \( N_k > N_{k-1} \) be such that for every \( n \geq N_k \) and \( 1 \leq i \leq k \)
\[
||\varphi_n(a_i) - \pi(a_i)||_2 < \frac{1}{2^k}.
\]
For \( N_k \leq n < N_{k+1} \) and \( 1 \leq i \leq k \), let
\[
L(n, i) = ||\varphi_n(a_i) - \pi(a_i)||_2 = \lim_{j \to \mathcal{U}} ||u_{n,j}\pi_n(a_i)u_{n,i}^* - \pi(a_i)||_2.
\]
By our construction, we have \( 0 \leq L(n, i) < \frac{1}{2^k} \). By definition
\[
\left\{ j : ||u_{n,j}\pi_n(a_i)u_{n,j}^*||_2 - L(n, i) < \frac{1}{2^k} \right\} \in \mathcal{U}.
\]
And since
\[ \left\{ j : \|u_{n,j} \pi_n(a_i) u_{n,j}^* - \pi(a_i)\|_2 < \frac{1}{2k} \right\} \subseteq \left\{ j : \|u_{n,j} \pi_n(a_i) u_{n,j}^* - \pi(a_i)\|_2 < \frac{1}{k} \right\}, \]
we get
\[ \left\{ j : \|u_{n,j} \pi_n(a_i) u_{n,j}^* - \pi(a_i)\|_2 < \frac{1}{k} \right\} \in \mathcal{U}. \]
So for \( N_k \leq n < N_{k+1} \), the intersection
\[ A_n := \bigcap_{1 \leq i \leq k} \left\{ j : \|u_{n,j} \pi_n(a_i) u_{n,j}^* - \pi(a_i)\|_2 < \frac{1}{k} \right\} \]
is in the ultrafilter \( \mathcal{U} \), and hence is nonempty. Pick \( j(1) \in A_1 \) and for \( n > 1 \), let \( j(n) \in A_n \cap \{ j > j(n-1) \} \) (also nonempty since it is an element of the ultrafilter \( \mathcal{U} \)).

Let \( v_n = u_{n,j(n)} \). We will now show that for \( a \in \mathfrak{A}_{\leq 1} \), \( v_n \pi_n(a) v_n^* \rightarrow \pi(a) \). Fix \( \varepsilon > 0 \). Let \( i' \in \mathbb{N} \) be such that \( \|a - a_{i'}\| < \frac{\varepsilon}{4} \). Let \( k \in \mathbb{N} \) be such that \( i' \leq k \) and \( \frac{1}{k} < \frac{\varepsilon}{2} \). Let \( n \geq N_k \); thus \( n \in [N_{k+c}, N_{k+c+1}) \) for some \( c \geq 0 \). Then
\[ j(n) \in \bigcap_{1 \leq i \leq k+c} \left\{ j : \|u_{n,j} \pi_n(a_i) u_{n,j}^* - \pi(a_i)\|_2 < \frac{1}{k + c} \right\}. \]
So we have
\[
\begin{align*}
|v_n \pi_n(a) v_n^* - \pi(a)|_2 &\leq |v_n \pi_n(a) v_n^* - v_n \pi_n(a_{i'}) v_{n,i'}^*|_2 + |v_n \pi_n(a_{i'}) v_{n,i'}^* - \pi(a_{i'})|_2 + |\pi(a_{i'}) - \pi(a)|_2 \\
&< \frac{\varepsilon}{4} + |u_{n,j(n)} \pi_n(a_{i'}) u_{n,j(n)}^* - \pi(a_{i'})|_2 + \varepsilon \\
&< \frac{\varepsilon}{4} + \frac{1}{k + c} + \frac{\varepsilon}{4} \\
&< \varepsilon.
\end{align*}
\]
Since \( (\text{Ad}(v_n) \circ \pi_n) \in [\pi_n] \), we have \( [\pi_n] \rightarrow [\pi] \). Thus \( \beta(\mathfrak{A}, R) \) is an affine homeomorphism onto its image. \( \square \)

A natural follow-up question would be: “is \( \beta(\mathfrak{A}, R) \) ever surjective?” The answer is: sometimes. The following example will show that \( \beta(\mathfrak{A}, R) \) is not surjective in general.

**Example 5.11.** This example will show that \( \mathcal{H}om(\mathfrak{A}, M^d) \) can strictly contain \( \mathcal{H}om_w(\mathfrak{A}, M) \); or in the notation of Definition 5.3 \( \beta(\mathfrak{A}, M) \) can fail to be surjective. Let \( \mathfrak{A} = C^*(\mathbb{F}_\infty) \) and \( M = R \). Furthermore, let \( N \) be a non-hyperfinite separable embeddable II_1-factor. By Proposition 3.1 of [5], \( \mathfrak{A} \) can be embedded into \( N \) (say via \( \zeta : \mathfrak{A} \rightarrow N \)) such that it is weakly dense in \( N \). Consider the map \( \zeta^* : \mathcal{H}om(N, R^d) \rightarrow \mathcal{H}om(\mathfrak{A}, R^d) \) given by
\[
\zeta^*([\pi]) = [\pi \circ \rho].
\]
Just as in Proposition 2.10 \( \zeta^* \) is well-defined, continuous, and affine. It is not hard to see that \( \zeta^* \) is additionally injective. Now, by Theorem A.1 of [7], we know that \( \mathcal{H}om(N, R^d) \) is nonseparable. So, since \( \zeta^*(\mathcal{H}om(N, R^d)) \subset \mathcal{H}om(\mathfrak{A}, R^d) \),
this means that $\text{Hom}(A, R^d)$ is nonseparable. On the other hand, $\text{Hom}_w(A, R)$ is separable. So by cardinality considerations,
\[ \beta_{(A, R)}(\text{Hom}_w(A, R)) \subset \text{Hom}(A, R^d). \]

With this embedding $\beta_{(A, M)}$ established, we immediately get a sufficient condition for extreme points in $\text{Hom}_w(A, M)$.

**Theorem 5.12.** For $\pi : A \to M$, if $\pi^d(A) \cap M^d$ is a factor, then $[\pi] \in \text{Hom}_w(A, M)$ is extreme.

The converse of the above statement would be true if we can show that $\beta_{(A, M)}(\text{Hom}_w(A, M))$ is a face of $\text{Hom}(A, M^d)$. This question comes down to asking if the cut-down of a constant-sequence homomorphism $\pi^d$ is itself a constant-sequence homomorphism.

We now give an example of a face in $\text{Hom}_w(C^*(F_\infty), M)$ that does not come from an ideal.

**Example 5.13.** Let $M = R$, and let $\zeta : C^*(F_\infty) \to R$ be an injective $*$-homomorphism such that $\zeta(C^*(F_\infty))$ is weakly dense in $R$ as provided by Proposition 3.1 of [5]. Then we consider
\[ \zeta^d : C^*(F_\infty) \to R^d. \]

Consider $R \subset R^d$ via the constant embedding. Since $\zeta$ has a dense image in $R$, we get that
\[ \zeta^d(C^*(F_\infty))' \cap R^d = R' \cap R^d. \]

It is well-known that $R' \cap R^d$ is a factor. Thus $\zeta^d(C^*(F_\infty))' \cap R^d$ is a factor, and by Theorem 5.12 we get that $[\zeta]$ is extreme. So $\{[\zeta]\}$ is a face of $\text{Hom}_w(C^*(F_\infty), R)$ that does not factor through a quotient map.

5.1. Extreme Points: Amenability in First Argument. We first note the following theorem.

**Theorem 5.14.** If $T(A) = \text{UAT}(A)$ then for any McDuff $M$,
\[ \text{Hom}_w(A, M) \cong \text{Hom}(A, M^d) \]
via $\beta_{(A, M)}$. In particular, if $A$ is nuclear, then $\text{Hom}_w(A, M) \cong \text{Hom}(A, M^d)$.

**Proof.** By Proposition 5.10 it suffices to show that $\beta_{(A, M)}$ is surjective. We will let $\tau$ denote the unique tracial state on both $M$ and $M^d$. Let $\pi : A \to M^d$ be given. Let $T \in T(A)$ be given by $T = \tau \circ \pi$. Since $T \in \text{UAT}(A)$, there is a $\rho : A \to M$ so that $T = \tau \circ \rho$. Now, consider $\rho^d : A \to M^d$. Since the images of $\pi$ and $\rho$ are both hyperfinite, the argument from Theorem 3.7 gives that $\tau \sim \rho$. By Theorem 3.1 of [28] we get that $\pi$ and $\rho$ are unitarily equivalent. Thus $\beta_{(A, M)}([\rho]) = [\rho^d] = [\pi]$. $\square$

We would like to take this chance to show how the strategy of the proof of Theorem 5.14 can be used to give a concise proof of an equivalent form of Theorem 4.10 from of Hadwin and Li’s paper [19].

**Theorem 5.15** (Theorem 4.10, [19]). Let $\{M_i\}$ be a collection of II$_1$-factors with traces $\tau_i$. If $A$ is either countably generated hyperfinite von Neumann algebra or a separable unital $C^*$-algebra such that all traces give hyperfinite GNS constructions $(T(A) = \text{UAT}(A))$, then for any unital $*$-homomorphism
\[ \pi : A \to \prod_i M_i \]
there exists unital $\ast$-homomorphisms $\pi_i : \mathfrak{A} \to M_i$ such that for every $a \in \mathfrak{A}$,

$$\pi(a) = (\pi_i(a))_{\mathcal{U}}$$

and

$$\tau_{\mathcal{U}} \circ \pi = \tau_i \circ \pi_i$$

for every $i$ where $\tau_{\mathcal{U}}$ denotes the trace on the ultraproduct.

In particular, homomorphisms from separable nuclear $C^*$-algebras into ultraproducts of $II_1$-factors lift to coordinate-wise $\ast$-homomorphisms.

Proof. Let $\pi : \mathfrak{A} \to \prod_{\mathcal{U}} M_i$ be given. Then as in the proof of Theorem 5.14, let

$$T = \tau_{\mathcal{U}} \circ \pi.$$ 

Since $T$ induces a hyperfinite GNS construction, we can find unital $\ast$-homomorphisms $\rho_i : \mathfrak{A} \to M_i$ so that $T = \tau_i \circ \rho_i$. Note that an ultraproduct version of Theorem 3.1 of [28] holds with the same exact proof. By uniqueness of GNS constructions we have that $\pi$ and $(\rho_i)_{\mathcal{U}}$ are unitarily equivalent. Let $u$ be a unitary in $\prod_{\mathcal{U}} M_i$ such that $\pi = u(\rho_i)_{\mathcal{U}} u^\ast$. We may write $u = (u_i)_{\mathcal{U}}$ where each $u_i$ is a unitary in $M_i$. Then we have $\pi = (u_i \rho_i u_i^\ast)_{\mathcal{U}}$. So put $\pi_i = u_i \rho_i u_i^\ast$, and we are done. \hfill $\square$

We now define a map $\tilde{\alpha}_{(\mathfrak{A}, M)} : \text{Hom}(\mathfrak{A}, M_{\mathcal{U}}) \to T(\mathfrak{A})$ analogous to $\alpha_{(\mathfrak{A}, M)}$ in the following way.

**Definition 5.16.** Let

$$\tilde{\alpha}_{(\mathfrak{A}, M)} : \text{Hom}(\mathfrak{A}, M_{\mathcal{U}}) \to T(\mathfrak{A})$$

given by

$$\tilde{\alpha}_{(\mathfrak{A}, M)}([\pi]) = \tau_{M_{\mathcal{U}}} \circ \pi$$

where $\tau_{M_{\mathcal{U}}}$ is the unique normalized trace of $M_{\mathcal{U}}$.

The maps $\alpha_{(\mathfrak{A}, M)}$ and $\tilde{\alpha}_{(\mathfrak{A}, M)}$ relate naturally to one another via the map $\beta_{(\mathfrak{A}, M)}$.

In particular, we have that the diagram

$$\begin{array}{ccc}
\text{Hom}_{\mathcal{M}}(\mathfrak{A}, M) & \xrightarrow{\alpha_{(\mathfrak{A}, M)}} & T(\mathfrak{A}) \\
\beta_{(\mathfrak{A}, M)} \downarrow & & \downarrow \alpha_{(\mathfrak{A}, M)} \\
\text{Hom}(\mathfrak{A}, M_{\mathcal{U}}) & & \\
\end{array}$$

commutes.

With the above notation in place, we have the following corollary to Theorem 5.14.

**Corollary 5.17.** If $T(\mathfrak{A}) = \text{UAT}(\mathfrak{A})$, then for any McDuff $M$, $\text{Hom}(\mathfrak{A}, M_{\mathcal{U}}) \cong T(\mathfrak{A})$ via $\tilde{\alpha}_{(\mathfrak{A}, M)}$.

So we can immediately observe the following characterizations of extreme points in $T(\mathfrak{A})$ and $\text{Hom}_{\mathcal{M}}(\mathfrak{A}, M)$ when $T(\mathfrak{A}) = \text{UAT}(\mathfrak{A})$. 
Corollary 5.18. Let $\mathfrak{A}$ be such that $T(\mathfrak{A}) = UAT(\mathfrak{A})$.

1. $T \in T(A)$ is extreme if and only if $\pi_T(A)' \cap X^d$ is a factor where $\pi_T : A \to X^d$ is a lift of $T$ through $X^d$ for any separable II$_1$-factor $X$.

2. The following are equivalent.
   a) $\pi \in \text{Hom}_w(A, M)$ is extreme;
   b) $\pi'(A) \cap M^d$ is a factor;
   c) $W^*(\pi(A)) \subset M$ is a factor.

Note that the equivalence between (2b) and (2c) is a purely algebraic statement with no reference to $\text{Hom}_w(A, M)$.

5.2. Extreme Points: Amenability in Second Argument. A satisfying characterization of extreme points is also available when we shift our amenability assumption to the second argument of $\text{Hom}_w(A, M)$. We state this in the following theorem.

Theorem 5.19. Let $\mathfrak{A}$ be a (not necessarily nuclear) separable unital $C^*$-algebra. Then given a $*$-homomorphism $\pi : \mathfrak{A} \to R$, the following are equivalent.

1. $\pi \in \text{Hom}_w(A, R)$ is extreme;
2. $W^*(\pi(A)) \subset R$ is a factor;
3. $\pi'^d(\mathfrak{A})' \cap R^d$ is a factor.

Proof. (1) $\Rightarrow$ (2): This is just Theorem 4.11.

((2) $\Rightarrow$ (3): We have that $R \supset W^*(\pi(A)) \cong W^*(\pi^d(A)) \subset R \subset R^d$ and $W^*(\pi'^d(\mathfrak{A}))' \cap R^d = \pi'^d(\mathfrak{A})' \cap R^d$. And since the factor $W^*(\pi(A)) \subset R$ must be separable, finite, and hyperfinite, Corollary 5.6 or Theorem 5.7 implies that $\pi'^d(\mathfrak{A})' \cap R^d$ must be a factor.

((3) $\Rightarrow$ (1)): This is just Theorem 5.12. \qed

Again, notice that the equivalence of (2) and (3) is a purely algebraic statement.

Remark 5.20. In Example 6.4(2) of [15], the existence of a locally universal separable II$_1$-factor $S$ was established. This $S$ has the property that any separable II$_1$-factor embeds into $S^d$. Tensoring $S$ with $R$ preserves this property, so we may assume that $S$ is McDuff. Therefore, we may consider the convex structure $\text{Hom}(N, S^d)$ for any separable II$_1$-factor $N$ without any additional embeddability assumptions.

6. Stabilization

The “McDuffness” of the codomain of $\pi : \mathfrak{A} \to M$ allows us to coherently define the convex structure on $\text{Hom}_w(A, M)$. Only considering McDuff codomains seems to provide some restrictions on our theory and collection of examples. Unfortunately, without a tensor factor of $R$ in the target, it is unclear how to define a convex structure on $\text{Hom}_w(A, N)$ for a non-McDuff $N$.

A natural way around this obstruction is to stabilize a given non-McDuff codomain. That is, given a non-McDuff factor $N$ and a $*$-homomorphism $\pi : \mathfrak{A} \to N$.
we compose \( \pi \) with the embedding
\[
\text{id}_N \otimes 1_R : N \to N \otimes R.
\]
Using the notation from \( \S 2.2 \) this composition induces the map
\[
(id_N \otimes 1_R)_* : \mathbb{H}om_\omega(\mathfrak{A}, N) \to \mathbb{H}om_\omega(\mathfrak{A}, N \otimes R).
\]
That is,
\[
(id_N \otimes 1_R)_*([\pi]) = [(id_N \otimes 1_R) \circ \pi] = [\pi \otimes 1_R]
\]
where
\[
(\pi \otimes 1_R)(a) = \pi(a) \otimes 1_R.
\]
It turns out that \((id_N \otimes 1_R)_*\) is well-defined and injective:
\[
(\pi \otimes 1_R \sim \rho \otimes 1_R) \iff (\pi \sim \rho).
\]
Well-defined is a clear observation. Showing that \((id_N \otimes 1_R)_*\) is injective is not obvious at all. The author would like to thank N. Ozawa for suggesting the proof of Theorem 6.3. First we need the following fact established by Haagerup in Section 4 of [16] concerning the notion of \( \delta \)-related \( n \)-tuples of unitaries.

**Definition 6.1 (16).** Let \( N \) be a II\(_1\)-factor. For \( n \in \mathbb{N} \) and \( \delta > 0 \), two \( n \)-tuples \((u_1, \ldots, u_n)\) and \((v_1, \ldots, v_n)\) of unitaries in \( N \) are \( \delta \)-related if there is a sequence \( \{a_j\} \subset N \) with
\[
\sum_j a_j^*a_j = 1 = \sum_j a_ja_j^*
\]
such that for every \( 1 \leq k \leq n \),
\[
\sum_j ||a_ju_k - v_ka_j||_2^2 < \delta.
\]
We say that \( \{a_j\} \) is a sequence that witnesses that \((u_1, \ldots, u_n)\) and \((v_1, \ldots, v_n)\) are \( \delta \)-related.

**Theorem 6.2 (16).** Let \( N \) be a II\(_1\)-factor. For every \( n \in \mathbb{N} \) and every \( \varepsilon > 0 \), there exists a \( \delta(n, \varepsilon) > 0 \) such that for any two \( \delta(n, \varepsilon) \)-related \( n \)-tuples of unitaries \((u_1, \ldots, u_n)\) and \((v_1, \ldots, v_n)\) in \( N \), there exists a unitary \( w \in N \) such that for every \( 1 \leq k \leq n \),
\[
||wu_k - v_kw||_2 < \varepsilon.
\]
Next we establish the following lemma.

**Lemma 6.3.** Let \( N_1 \) and \( N_2 \) be separable II\(_1\)-factors, and let \((u_1, \ldots, u_n)\) and \((v_1, \ldots, v_n)\) be two \( n \)-tuples of unitaries in \( N_1 \). Fix \( \delta > 0 \), and let \( z \in N_1 \otimes N_2 \) be a unitary of the form
\[
z = \sum_{j=1}^\infty a_j \otimes b_j
\]
where \( \{b_j\} \subset N_2 \) is an orthonormal basis in \( L^2(N_2) \). If \( z \) is such that for every \( 1 \leq k \leq n \),
\[
||z(u_k \otimes 1_{N_2}) - (v_k \otimes 1_{N_2})z||_2^2 < \delta,
\]
then \((u_1, \ldots, u_n)\) and \((v_1, \ldots, v_n)\) are \( \delta \)-related. Furthermore, \( \{a_j\} \) is a sequence that witnesses that \((u_1, \ldots, u_n)\) and \((v_1, \ldots, v_n)\) are \( \delta \)-related.
Proof. It suffices to show that \( \{a_j\} \) is the sequence that witnesses that \((u_1, \ldots, u_n)\) and \((v_1, \ldots, v_n)\) are \( \delta \)-related. First we show that the summing condition \((6.1)\) is satisfied. This is a consequence of the fact that \( \sum_j a_j \otimes b_j \) is a unitary. Let \( E_1 \) be the canonical normal conditional expectation
\[
E_1 : N_1 \otimes N_2 \rightarrow N_1 \otimes \mathbb{C} N_2
\]
on onto the first tensor factor. So on simple tensors, \( E_1(x \otimes y) = x \otimes \tau(y) \). So we have
\[
1 = E_1(z^*z)
= E_1(\sum_{j,j'} a_j^*a_j \otimes b_{j'}^*b_{j'})
= \sum_{j,j'} a_j^*a_j \otimes \tau(b_{j'}^*b_{j})
= \sum_j a_j^*a_j \otimes 1.
\]
Thus \( \sum_j a_j^*a_j = 1 \) and by a symmetric argument, \( \sum_j a_j a_j^* = 1 \).

To check \((6.2)\), fix \( 1 \leq k \leq n \) and observe
\[
\sum_j \left| a_j u_k - v_k a_j \right|^2 = \sum_j \tau \left( (a_j u_k - v_k a_j)^* (a_j u_k - v_k a_j) \right)
= \sum_{j,j'} \tau \left( (a_j u_k - v_k a_{j'})^* (a_j u_k - v_k a_j) \otimes b_{j'}^* b_j \right)
= \tau \left( \left( \sum_{j,j'} (a_j u_k - v_k a_{j'}) \otimes b_{j'} \right)^* \left( \sum_j (a_j u_k - v_k a_j) \otimes b_j \right) \right)
= ||z(u_k \otimes 1_{N_2}) - (v_k \otimes 1_{N_2}) z||^2 < \delta. \]

**Theorem 6.4.** Let \( N_1 \) and \( N_2 \) be arbitrary separable II\(_1\)-factors. Given *-homomorphisms \( \pi, \rho : \mathfrak{A} \rightarrow N_1 \), consider \( \pi \otimes 1_{N_2}, \rho \otimes 1_{N_2} : \mathfrak{A} \rightarrow N_1 \otimes N_2 \). If \( \pi \otimes 1_{N_2} \sim \rho \otimes 1_{N_2} \) then \( \pi \sim \rho \).

**Proof.** Because a unital \( C^* \)-algebra is generated by its unitaries, it suffices to show that for any \( \varepsilon > 0 \) and any set of unitaries \( u_1, \ldots, u_n \in \mathfrak{A} \), there exists a unitary \( w \in N \) such that for every \( 1 \leq k \leq n \),
\[
||w \pi(u_k) - \rho(u_k) w|| < \varepsilon.
\]

Fix \( \varepsilon > 0 \) and unitaries \( u_1, \ldots, u_n \in \mathfrak{A} \). Let \( \delta(n, \varepsilon) > 0 \) be such that if \( (v_1, \ldots, v_n) \) and \( (v'_1, \ldots, v'_n) \) are \( \delta(n, \varepsilon) \)-related \( n \)-tuples of unitaries in \( N_1 \), then there is a unitary \( w \in N \) such that for every \( 1 \leq k \leq n \),
\[
||wv_k - v'_k w|| < \varepsilon
\]
as guaranteed by Theorem \([6.2]\). Thus we will be done if we show that \((\pi(u_1), \ldots, \pi(u_n))\) and \((\rho(u_1), \ldots, \rho(u_n))\) are \( \delta(n, \varepsilon) \)-related.

Since \( \pi \otimes 1_{N_2} \sim \rho \otimes 1_{N_2} \), we can find a unitary \( z \in N_1 \otimes N_2 \) such that for every \( 1 \leq k \leq n \),
\[
||z(\pi(u_k) \otimes 1_{N_2}) - (\rho(u_k) \otimes 1_{N_2}) z||^2 < \delta(n, \varepsilon).
\]
By standard approximation arguments we may assume that

\[ z = \sum_{j=1}^{\infty} a_j \otimes b_j \]

where \( \{b_j\} \subset N_2 \) is an orthonormal basis in \( L^2(N_2) \) (guaranteed by Gram-Schmidt). Then by Lemma 6.3 we have that \( (\pi(u_1), \ldots, \pi(u_n)) \) and \( (\rho(u_1), \ldots, \rho(u_n)) \) are \( \delta(n,\varepsilon) \)-related.

The following theorem appears as Corollary 3.3 in [12]; we mention it here because one can use the strategy from Theorem 6.4 for an alternative proof.

**Theorem 6.5** ([12]). Let \( N_1 \) and \( N_2 \) be separable II\(_1\) factors, and let \( \theta_i \in \text{Aut}(N_i) \), \( i = 1, 2 \). Then \( \theta_1 \otimes \theta_2 \in \text{Aut}(N_1 \otimes N_2) \) is approximately inner if and only if \( \theta_1 \) and \( \theta_2 \) are both approximately inner.

**Example 6.6.** It is well-known that \( L(\mathbb{F}_2) \) has non-approximately inner automorphisms (e.g. exchanging generators). Let \( \beta \) be such a non-approximately inner automorphism of \( L(\mathbb{F}_2) \). Considering \( C^*_r(\mathbb{F}_2) \subset L(\mathbb{F}_2) \), we have

\[ \pi := \text{id}_{C^*_r(\mathbb{F}_2)} \approx \beta \circ \text{id}_{C^*_r(\mathbb{F}_2)} =: \rho. \]

Then by Theorem 6.4 we have that \( [\pi \otimes 1_R] \neq [\rho \otimes 1_R] \). Since \( \text{Hom}_w(C^*_r(\mathbb{F}_2), L(\mathbb{F}_2) \otimes R) \) is convex, there is at least an interval’s worth,

\[ \{ t[\pi \otimes 1_R] + (1-t)[\rho \otimes 1_R] : t \in [0,1] \}, \]

of inequivalent \( * \)-homomorphisms of \( C^*_r(\mathbb{F}_2) \) into \( L(\mathbb{F}_2) \otimes R \).

For the next theorem, we will use the following standard fact about complete metric spaces.

**Proposition 6.7.** Let \( (X,d) \) and \( (Y,d') \) be complete metric spaces. If \( \varphi : X \to Y \) satisfies the following conditions

1. \( \varphi \) is continuous,
2. \( \varphi \) is injective,
3. \( \{\varphi(x_n)\} \) is Cauchy in \( d' \) \( \Rightarrow \) \( \{x_n\} \) is Cauchy in \( d \);

then \( \varphi \) is a homeomorphism onto its image and \( \varphi(X) \) is closed in \( Y \).

**Theorem 6.8.** For any two separable II\(_1\)-factors \( N_1 \) and \( N_2 \), the map

\[ (\text{id}_{N_1} \otimes 1_{N_2})_* : \text{Hom}_w(\mathfrak{A}, N_1) \to \text{Hom}_w(\mathfrak{A}, N_1 \otimes N_2) \]

is a homeomorphism onto its image. Furthermore, \( (\text{id}_{N_1} \otimes 1_{N_2})_*(\text{Hom}_w(\mathfrak{A}, N_1)) \) is closed in \( \text{Hom}_w(\mathfrak{A}, N_1 \otimes N_2) \). In particular, we may consider \( \text{Hom}_w(\mathfrak{A}, N_1) \) as a closed subset of \( \text{Hom}_w(\mathfrak{A}, N_1 \otimes N_2) \).

**Proof.** Let \( \{u_k\} \) be a sequence of unitaries that generate \( \mathfrak{A} \). As in Remark 2.4, we can use these unitaries to define metrics \( d_{N_1} \) and \( d_{N_1 \otimes N_2} \) on \( \text{Hom}_w(\mathfrak{A}, N_1) \) and \( \text{Hom}_w(\mathfrak{A}, N_1 \otimes N_2) \) respectively. That is,

\[ d_{N_1}([\pi], [\rho]) = \inf_{v \in \text{I}(N_1)} \left( \sum_{k=1}^{\infty} \frac{1}{2^{2k}} \|v\pi(u_k) - \rho(u_k)v\|^2 \right)^{\frac{1}{2}} \]
and
\[ d_{N_1 \otimes N_2}([\pi], [\rho]) = \inf_{z \in U(N_1 \otimes N_2)} \left( \sum_{k=1}^{\infty} \frac{1}{2^{2k}} \|z\pi(u_k) - \rho(u_k)z\|^2 \right)^{\frac{1}{2}}. \]

Theorem 6.3 shows that \((id_{N_1} \otimes 1_{N_2})_+\) is injective, and \((id_{N_1} \otimes 1_{N_2})_+\) is continuous by Proposition 2.13. Now, by Proposition 6.7, it suffices to show that if \([\{\pi_n \otimes 1_{N_2}\}]\) is Cauchy in \(d_{N_1 \otimes N_2}\) then \([\{\pi_n\}]\) is Cauchy in \(d_{N_1}\). Fix \(\varepsilon > 0\). Let \(J \in \mathbb{N}\) be such that \(\sum_{k=j+1}^{\infty} 4 \frac{\varepsilon^2}{2^k} < \frac{\varepsilon^2}{2J}\). By Theorem 6.2 there is a \(\delta(J, \frac{\varepsilon}{\sqrt{2J}})\) such that for any pair of \(\delta(J, \frac{\varepsilon}{\sqrt{2J}})\)-related \(n\)-tuples of unitaries \((w_1, \ldots, w_J)\) and \((w_1', \ldots, w_J')\) in \(N_1\) there is a unitary \(v \in N_1\) such that for every \(1 \leq k \leq J\),

\[ \|vw_k - w_k'v\|_2 < \frac{\varepsilon}{\sqrt{2J}}. \]

Now let \(K \in \mathbb{N}\) be such that for \(n, m \geq K\) we have

\[ d_{N_1 \otimes N_2}([\pi_n \otimes 1_{N_2}], [\pi_m \otimes 1_{N_2}])^2 < \frac{\delta(J, \frac{\varepsilon}{\sqrt{2J}})}{2^2J}. \]

We will show that for any \(n, m \geq K, d_{N_1}([\pi_n], [\pi_m]) < \varepsilon\). Fix \(n, m \geq K\). From the definition of \(d_{N_1 \otimes N_2}\) there is a unitary \(z \in N_1 \otimes N_2\) of the form \(z = \sum_j a_j \otimes b_j\) with \(\{b_j\}\) an orthonormal basis in \(L^2(N_2)\) such that

\[ \sum_{k=1}^{\infty} \frac{1}{2^{2k}} \|z((\pi_n \otimes 1_{N_2})(u_k)) - ((\pi_m \otimes 1_{N_2})(u_k))z\|^2_2 < \frac{\delta(J, \frac{\varepsilon}{\sqrt{2J}})}{2^2J}. \]

So, for \(1 \leq k' \leq J\) we have

\[ \frac{1}{2^{2k'}} \|z((\pi_n \otimes 1_{N_2})(u_{k'})) - ((\pi_m \otimes 1_{N_2})(u_{k'}))z\|^2_2 \leq \frac{\delta(J, \frac{\varepsilon}{\sqrt{2J}})}{2^2J}. \]

Therefore for every \(1 \leq k \leq J\),

\[ \|z((\pi_n \otimes 1_{N_2})(u_k)) - ((\pi_m \otimes 1_{N_2})(u_k))z\|^2_2 < 2^{2k} \frac{\delta(J, \frac{\varepsilon}{\sqrt{2J}})}{2^2J} \leq \delta(J, \frac{\varepsilon}{\sqrt{2J}}). \]

Thus by Lemma 6.3 we have that \((\pi_n(u_1), \ldots, \pi_n(u_J))\) and \((\pi_m(u_1), \ldots, \pi_m(u_J))\) are \(\delta(J, \frac{\varepsilon}{\sqrt{2J}})\)-related. By Theorem 6.2 there is a unitary \(v \in N_1\) such that for every \(1 \leq k \leq J\),

\[ \|v\pi_n(u_k) - \pi_m(u_k)v\|^2_2 < \frac{\varepsilon^2}{2J}. \]
So to complete the proof we observe that,

\[
\begin{align*}
\|v_{\pi_n}(u_k) - v_{\pi_m}(u_k)\|_2^2 & \leq \sum_{k=1}^{\infty} \frac{1}{2^{2k}} \|v_{\pi_n}(u_k) - v_{\pi_m}(u_k)\|_2^2 \\
& = \sum_{k=1}^{J} \frac{1}{2^{2k}} \|v_{\pi_n}(u_k) - v_{\pi_m}(u_k)\|_2^2 \\
& \quad + \sum_{k=J+1}^{\infty} \frac{1}{2^{2k}} \|v_{\pi_n}(u_k) - v_{\pi_m}(u_k)\|_2^2 \\
& < J \cdot \frac{\varepsilon^2}{2J} + \frac{\varepsilon^2}{2} \\
& = \varepsilon^2.
\end{align*}
\]

Therefore, if \(N\) is an arbitrary separable II\(_1\)-factor, we may consider \(\text{Hom}(A, N)\) to be embedded as a closed subset of the convex set \(\text{Hom}(A, N \otimes R)\).

**Example 6.9.** When \(A\) is such that \(UAT(A) = T(A)\), \(\text{Hom}(A, N) \cong T(A)\); so

\[(\text{id}_N \otimes 1_R)_*(\text{Hom}(A, N)) = \text{Hom}(A, N \otimes R)\].

**Example 6.10.** If \(N\) is a non-hyperfinite solid II\(_1\)-factor, for example \(L(F_2)\) or \(L(\mathbb{Z}^2 \rtimes \text{SL}(2, \mathbb{Z}))\), then all of its subfactors are also solid, see [22] and [24]. Non-hyperfinite solid factors are prime. So we know that \(N \otimes R\) does not embed into \(N\). Thus, if we let \(A\) be a separable dense \(C^*\)-subalgebra of \(N \otimes R\) with a unique trace, then \(\text{Hom}(A, N)\) is empty, but \(\text{Hom}(A, N \otimes R)\) is nonempty. Such a dense monotracial \(C^*\)-subalgebra exists by applying the argument found in Lemma 3.13 except replace all \(W^*\)'s with \(C^*\)'s and all instances of “weak” with “norm.” Therefore, in contrast to the situation of Example 6.9 we have that \((\text{id}_M \otimes 1_R)_*(\text{Hom}(A, N))\) is empty.

It would be interesting to know more about the way \(\text{Hom}(A, N)\) sits inside \(\text{Hom}(A, N \otimes M)\) for \(M \) McDuff and \(A\) such that \(UAT(A) \neq T(A)\).

**7. Open Questions**

We conclude this paper with a brief discussion of some open questions concerning \(\text{Hom}(A, M)\).

We do not yet have a characterization of extreme points in \(\text{Hom}(A, M)\) in general. So our first question is the following.

**Question 7.1.** What is a necessary and sufficient condition for \([\pi] \in \text{Hom}(A, M)\) to be extreme?

Recall that there is a natural embedding \(\text{Hom}(A, M) \subseteq \text{Hom}(A, M^M)\) via constant sequences (see Proposition 5.10). It would be very useful to answer the following question regarding this inclusion.

**Question 7.2.** Is the image of \(\text{Hom}(A, M)\) under this natural embedding a face of \(\text{Hom}(A, M^M)\)?

By Theorem 5.4, a positive answer to Question 7.2 would provide an answer to Question 7.1. We also have the following open problem.
Question 7.3. Does every $\text{Hom}_w(\mathfrak{A}, M)$ have extreme points?

In the context of $\text{Hom}(\mathfrak{A}, M^H)$ or $\text{Hom}(N, R^H)$, the existence of extreme points is also open (and well-known in the latter situation)–see Remark 5.5. Lastly, we record a natural question coming from the results of §6.

Question 7.4. Let $N$ be an arbitrary $\text{II}_1$-factor, and let $M$ be a McDuff $\text{II}_1$-factor (e.g. $M = R$ or $M = \bigotimes_{i=1}^{\infty} N_i$ where $N_i = N$ for all $i$). Can the set $(\text{id}_N \otimes 1_M)^*(\text{Hom}_w(\mathfrak{A}, N))$ ever fail to be convex? What is the relationship between this set, its convex hull, and $\text{Hom}_w(\mathfrak{A}, N \otimes M)$?

References

[1] J. Anderson. A $C^*$-algebra $\mathcal{A}$ for which $\text{Ext}(\mathcal{A})$ is not a group. *Ann. of Math.* (2), 107(3):455–458, 1978.

[2] W. Arveson. Notes on extensions of $C^*$-algebras. *Duke Math. J.*, 44(2):329–355, 1977.

[3] B. E. Blackadar. Traces on simple AF $C^*$-algebras. *J. Funct. Anal.*, 38(2):156–168, 1980.

[4] J. Bosa, N. P. Brown, Y. Sato, A. Tikuisis, S. White, and W. Winter. Covering dimension of $C^*$-algebras and 2-coloured classification. preprint, arXiv:1506.03974.

[5] N. P. Brown. Connes’ embedding problem and Lance’s WEP. *Int. Math. Res. Not.*, (10):501–510, 2004.

[6] N. P. Brown. Invariant means and finite representation theory of $C^*$-algebras. *Mem. Amer. Math. Soc.*, 184(865):viii+105, 2006.

[7] N. P. Brown. Topological dynamical systems associated to $\text{II}_1$-factors. *Adv. Math.*, 227(4):1665–1699, 2011. With an appendix by Narutaka Ozawa.

[8] N. P. Brown and V. Capraro. Groups associated to $\text{II}_1$-factors. *J. Funct. Anal.*, 264(2):493–507, 2013.

[9] N. P. Brown and N. Ozawa. $C^*$-algebras and finite-dimensional approximations, volume 88 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, 2008.

[10] V. Capraro and T. Fritz. On the axiomatization of convex subsets of Banach spaces. *Proc. Amer. Math. Soc.*, 141(6):2127–2135, 2013.

[11] V. Capraro and M. Lupini. Introduction to sofic and hyperlinear groups and Connes’ embedding conjecture. preprint, arXiv:1309.2034.

[12] A. Connes. Classification of injective factors. Cases $\text{II}_1$, $\text{II}_\infty$, $\text{III}_\lambda$, $\lambda \neq 1$. *Ann. of Math.* (2), 104(1):73–115, 1976.

[13] M. Dadarlat. Nonnuclear subalgebras of AF algebras. *Amer. J. Math.*, 122(3):581–597, 2000.

[14] H. Ding and D. Hadwin. Approximate equivalence in von Neumann algebras. *Sci. China Ser. A*, 48(2):239–247, 2005.

[15] I. Farah, B. Hart, and D. Sherman. Model theory of operator algebras III: elementary equivalence and $\text{II}_1$ factors. *Bull. Lond. Math. Soc.*, 46(3):609–628, 2014.

[16] U. Haagerup. A new proof of the equivalence of injectivity and hyperfiniteness for factors on a separable Hilbert space. *J. Funct. Anal.*, 62(2):160–201, 1985.

[17] U. Haagerup and S. Thorbjørnsen. A new application of random matrices: $\text{Ext}(C^*_r(F_2))$ is not a group. *Ann. of Math.* (2), 162(2):711–775, 2005.

[18] D. Hadwin. Free entropy and approximate equivalence in von Neumann algebras. In *Operator algebras and operator theory (Shanghai, 1997)*, volume 228 of *Contemp. Math.*, pages 111–131. Amer. Math. Soc., Providence, RI, 1998.

[19] D. Hadwin and W. Li. A note on approximate liftings. *Oper. Matrices*, 3(1):125–143, 2009.

[20] K. Jung. Amenability, tubularity, and embeddings into $R^\omega$. *Math. Ann.*, 338(1):241–248, 2007.

[21] D. McDuff. Central sequences and the hyperfinite factor. *Proc. London Math. Soc.* (3), 21:443–461, 1970.

[22] N. Ozawa. Solid von Neumann algebras. *Acta Math.*, 192(1):111–117, 2004.

[23] N. Ozawa. There is no separable universal $\text{II}_1$-factor. *Proc. Amer. Math. Soc.*, 132(2):487–490 (electronic), 2004.

[24] N. Ozawa. An example of a solid von Neumann algebra. *Hokkaido Math. J.*, 38(3):557–561, 2009.
[25] S. Popa. Independence properties in subalgebras of ultraproduct II$_1$ factors. *J. Funct. Anal.*, 266(9):5818–5846, 2014.

[26] S. Sakai. On automorphism groups of II$_1$-factors. *Tôhoku Math. J. (2)*, 26:423–430, 1974.

[27] D. Sherman. Unitary orbits of normal operators in von Neumann algebras. *J. Reine Angew. Math.*, 605:95–132, 2007.

[28] D. Sherman. Notes on automorphisms of ultrapowers of II$_1$ factors. *Studia Math.*, 195(3):201–217, 2009.

[29] D. Voiculescu. A non-commutative Weyl-von Neumann theorem. *Rev. Roumaine Math. Pures Appl.*, 21(1):97–113, 1976.

University of Virginia, Charlottesville, VA, USA

E-mail address: sa6uy@virginia.edu