Partial order alignment by adjacencies and breakpoints

Rain Jiang ☀  Kai Jiang ☀  Minghui Jiang ☀ *
Home School, USA

Abstract

Linearizing two partial orders to maximize the number of adjacencies and minimize the number of breakpoints is APX-hard. This holds even if one of the two partial orders is already a linear order and the other is an interval order, or if both partial orders are weak orders.

1 Introduction

A partial order \( \prec \) on a set \( \Sigma \) of elements is a binary relation on certain pairs of elements in \( \Sigma \), such that for all \( a, b, c \in \Sigma \),

- **irreflexivity**: not \( a \prec a \), that is, no element is related to itself,
- **transitivity**: if \( a \prec b \) and \( b \prec c \), then \( a \prec c \),
- **asymmetry**: if \( a \prec b \) then not \( b \prec a \).

With respect to a partial order \( \prec \) on \( \Sigma \), we say that two distinct elements \( a \) and \( b \) in \( \Sigma \) are *incomparable* if neither \( a \prec b \) nor \( b \prec a \). A partial order \( \prec \) on \( \Sigma \) is a *linear order* if for all \( a, b \in \Sigma \), either \( a = b \), or \( a \prec b \), or \( b \prec a \). A *linear extension* of a partial order \( \prec \) on \( \Sigma \) is a linear order \( \prec' \) on the same set \( \Sigma \) of elements, such that for all \( a, b \in \Sigma \), \( a \prec b \implies a \prec' b \).

A partial order \( \prec \) on \( \Sigma \) can be represented as a directed acyclic graph \( G \) with vertex set \( \Sigma \) such that \( u \prec v \) if and only if there is a directed path from \( u \) to \( v \) in \( G \). Then a linear extension of \( \prec \) corresponds to a topological sort of \( G \).

A linear order \( \prec \) on \( \Sigma \) is commonly represented by a unique permutation \( \pi \) of \( \Sigma \) such that \( a \prec b \) if and only if \( a \) precedes \( b \) in \( \pi \). Henceforth when we denote a linear order by \( \prec \), we also use the same symbol \( \prec \) to refer to the unique permutation representing the linear order.

In this paper, we study the problem of partial order alignment. Specifically, given two partial orders \( \Gamma \) and \( \Pi \) on the same set \( \Sigma \) of elements, we want to linearize the two partial orders \( \Gamma \) and \( \Pi \) into two linear orders \( \Gamma' \) and \( \Pi' \), respectively, such that the two permutations \( \Gamma' \) and \( \Pi' \) are as similar as possible, by certain genome rearrangement measures.

In comparative genomics, a genomic map can be represented by a partial order on a set \( \Sigma \) of markers that annotate genomes. For two markers \( a \) and \( b \) in \( \Sigma \), and for two permutations \( \pi' \) and \( \pi'' \) of \( \Sigma \), the ordered pair \( (a, b) \) is called an *adjacency* of \( \pi' \) and \( \pi'' \) if \( a \) appears immediately before \( b \) in both \( \pi' \) and \( \pi'' \). An ordered pair of consecutive elements in \( \pi' \), if not an adjacency of \( \pi' \) and \( \pi'' \), is called a *breakpoint* of \( \pi' \) with respect to \( \pi'' \). Note that the number of breakpoints of \( \pi' \) with respect to \( \pi'' \) is the same as the number of breakpoints of \( \pi'' \) with respect to \( \pi' \), which is equal to the number of markers in \( \Sigma \) minus one then minus the number of adjacencies of \( \pi' \) and \( \pi'' \).
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Let MAX-ADJ (respectively, MIN-BRK) be the problem of linearizing two given partial orders \( \Gamma \) and \( \Pi \) on the same set \( \Sigma \) of markers into two linear orders \( \Gamma' \) and \( \Pi' \), respectively, such that the number \( n_{\text{adj}} \) of adjacencies of the two permutations \( \Gamma' \) and \( \Pi' \) (respectively, the number \( n_{\text{brk}} \) of breakpoints of \( \Gamma' \) with respect to \( \Pi' \)) is maximized (respectively, minimized). With a solution to either problem, the two numbers \( n_{\text{adj}} \) and \( n_{\text{brk}} \) can then be used to measure the similarity and the distance, respectively, of the two genomic maps represented by \( \Gamma \) and \( \Pi \).

An interval graph is the intersection graph \( G \) of a family \( \mathcal{I} \) of open intervals, with one vertex for each interval in \( \mathcal{I} \), and with an edge between two vertices if and only if the corresponding two intervals intersect. Here \( \mathcal{I} \) is called a representation of \( G \).

For two intervals \( I \) and \( J \), we say that \( I \) precedes \( J \), if \( I \) is disjoint from and to the left of \( J \). An interval order is a partial order \( \prec \) on a family \( \mathcal{I} \) of open intervals, such that for all \( I, J \in \mathcal{I}, I \prec J \) if and only if \( I \) precedes \( J \) [8]. Here we also call \( \mathcal{I} \) a representation of \( \prec \).

An interval graph is a proper interval graph if it has a representation in which no interval properly contains another interval. An interval graph is a unit interval graph if it has a representation in which all intervals have the same length. It is well known that an interval graph is a proper interval graph if and only if it is a unit interval graph [5]. A semiorder is a partial order on elements with numerical scores, where elements with widely differing scores are ordered by their scores, and where elements with close scores within a given margin of error are deemed incomparable [10]. A semiorder can be equivalently defined as an interval order with a representation in which all intervals have the same length [8].

A cluster graph is a disjoint union of cliques. A weak order can be seen as a relaxation of a linear order where some elements may be tied with each other. More precisely, a weak order is a partial order \( \prec \) on a set \( \Sigma \) with a partition into \( k \) subsets \( \Sigma_1, \Sigma_2, \ldots, \Sigma_k \) which we call buckets, such that for \( a \in \Sigma_i \) and \( b \in \Sigma_j \), \( a \prec b \) if and only if \( i < j \). Note that elements in the same bucket are incomparable. Just as an interval order is analogous to an interval graph, and as a semiorder is analogous to a unit/proper interval graph, a weak order is analogous to a cluster graph. A partial order (respectively, a graph) is a weak order (respectively, a cluster graph) if and only if it is an interval order (respectively, an interval graph) with a representation in which all intervals have length 1 and have integer endpoints.

Denote by partial the class of all partial orders, and denote by linear the class of all linear orders. Similarly, denote by interval, semi, and weak the classes of interval orders, semiorders, and weak orders, respectively. Then we have the following hierarchy:

\[
\text{linear} \subseteq \text{weak} \subseteq \text{semi} \subseteq \text{interval} \subseteq \text{partial}
\]

For \( C_1, C_2 \in \{\text{linear}, \text{weak}, \text{semi}, \text{interval}, \text{partial}\} \), denote by MAX-ADJ\((C_1, C_2)\) and MIN-BRK\((C_1, C_2)\), respectively, the two problems MAX-ADJ and MIN-BRK on a partial order of class \( C_1 \) and a partial order of class \( C_2 \). In general, the problem MIN-BRK\((\text{partial, partial})\) is NP-hard [9]. Moreover, MIN-BRK\((\text{linear, partial})\) is NP-hard [4] and even APX-hard [6].

We obtain the following results:

**Theorem 1.** MAX-ADJ\((\text{linear, interval})\) and MIN-BRK\((\text{linear, interval})\) are APX-hard.

**Theorem 2.** MAX-ADJ\((\text{weak, weak})\) and MIN-BRK\((\text{weak, weak})\) are APX-hard. This holds even if every bucket of the two weak orders has at most two elements.

**Proposition 1.** MAX-ADJ\((\text{linear, weak})\) and MIN-BRK\((\text{linear, weak})\) admit a polynomial-time exact algorithm.

Our definition of partial orders is one of two common definitions which are slightly different. All problems and results in this paper can be equivalently formulated in terms of non-strict partial orders instead of strict partial orders defined here.
2 Preliminaries

Given two optimization problems X and Y, an L-reduction [11] from X to Y consists of two polynomial-time functions f and g and two positive constants α and β satisfying the following two properties:

1. For every instance x of X, f(x) is an instance of Y such that
   \[ \text{opt}(f(x)) \leq \alpha \cdot \text{opt}(x). \]  

2. For every feasible solution y to f(x), g(y) is a feasible solution to x such that
   \[ |\text{opt}(x) - \text{val}(g(y))| \leq \beta \cdot |\text{opt}(f(x)) - \text{val}(y)|. \]  

Here \( \text{opt}(x) \) denotes the value of the optimal solution to an instance x, and \( \text{val}(y) \) denotes the value of a solution y. The two properties of an L-reduction imply the following inequality on the relative errors of approximation:

\[ \frac{|\text{opt}(x) - \text{val}(g(y))|}{\text{opt}(x)} \leq \alpha \beta \cdot \frac{|\text{opt}(f(x)) - \text{val}(y)|}{\text{opt}(f(x))}. \]

Thus if there is an L-reduction from X to Y, and if X is NP-hard to approximate within some constant relative error ε, then Y is NP-hard to approximate within a constant relative error \( \epsilon/\alpha \beta \).

3 APX-hardness of aligning a linear order and an interval order

In this section we prove Theorem 1. We prove the APX-hardness of the two problems MAX-\text{ADJ}(\text{linear}, \text{interval}) and MIN-\text{BRK}(\text{linear}, \text{interval}) by two L-reductions (based on the same construction) from the APX-hard problem MAX-IS-3, i.e., MAXIMUM INDEPENDENT SET in graphs of maximum degree 3 [1, 7].

Let \( G \) be a graph of maximum degree 3, with \( n \) vertices \( \{1, 2, \ldots, n\} \) and \( m \) edges \( \{1, 2, \ldots, m\} \). We will construct a set \( \Sigma \) of markers, a linear order \( \Gamma \), and an interval order \( \Pi \) in the following.

There are \( 3n + 4m \) markers in the set \( \Sigma \):

- 2n markers including two vertex markers \( u_i \) and \( v_i \) for each vertex \( i, 1 \leq i \leq n \).
- 3m markers including two selection markers \( p_j \) and \( q_j \) and an edge marker \( e_j \) for each edge \( j, 1 \leq j \leq m \).
- \( n + m \) separation markers \( z_h, 1 \leq h \leq n + m \).

The linear order \( \Gamma \) is represented by the following permutation of \( \Sigma \):

\[ \Gamma : u_1 v_1 z_1 u_2 v_2 z_2 \ldots u_n v_n z_n p_1 e_1 q_1 z_{n+1} p_2 e_2 q_2 z_{n+2} \ldots p_m e_m q_m z_{n+m}. \]

For each edge \( j, 1 \leq j \leq m \), denote by \( l_j \) and \( r_j \), \( 1 \leq l_j < r_j \leq n \), the two vertices incident to \( j \). Conversely, for each vertex \( i, 1 \leq i \leq n \),

- denote by \( \sigma_i \) the number of edges \( j \) with \( l_j = i \), and denote by \( C_{i,1}, C_{i,2}, \ldots, C_{i,\sigma_i} \) these \( \sigma_i \) edges,
- denote by \( \tau_i \) the number of edges \( j \) with \( r_j = i \), and denote by \( D_{i,1}, D_{i,2}, \ldots, D_{i,\tau_i} \) these \( \tau_i \) edges.

To construct the interval order \( \Pi \), we first construct a sequence \( Z \) of the markers in \( \Sigma \):

\[ Z : z_1 z_2 \ldots z_n z_{n+1} \ldots z_{n+m} \langle u_1 v_1 \rangle \langle u_2 v_2 \rangle \ldots \langle u_n v_n \rangle, \]

where \( \langle u_i v_i \rangle \) for \( 1 \leq i \leq n \) is a subsequence of markers

\[ \langle u_i v_i \rangle : q_{C_{i,1}} \ldots q_{C_{i,\sigma_i}} u_i p_{D_{i,1}} e_{C_{i,1}} \ldots p_{D_{i,\tau_i}} e_{D_{i,1}} q_{C_{i,1}} \ldots q_{C_{i,\sigma_i}} v_i p_{D_{i,1}} \ldots p_{D_{i,\tau_i}}. \]

Note that for each edge \( j, 1 \leq j \leq m \), each of the three markers \( p_j, q_j \) and \( e_j \) occurs twice in \( Z \):
• $p_j$ occurs twice in $\langle u_i v_i \rangle$ for $i = r_j$,
• $q_j$ occurs twice in $\langle u_i v_i \rangle$ for $i = l_j$,
• $e_j$ occurs once in $\langle u_i v_i \rangle$ for $i = l_j$, and once in $\langle u_i v_i \rangle$ for $i = r_j$.

![Diagram of a cubic graph $G$ and the corresponding subsequences $\langle u_i v_i \rangle$ of $Z$.](image)

Refer to Figure 1 for an example.

For each marker that occurs only once in $Z$, replace it by two consecutive copies. Let $Z_2$ be the resulting sequence in which every marker in $\Sigma$ occurs exactly twice. For each marker in $\Sigma$, construct an interval between the two integer indices of its two occurrences in $Z_2$. Let $I$ be the family of intervals thus constructed, including one interval for each marker in $\Sigma$. Then $\Pi$ is represented by $I$. This completes the construction.

Lemma 1. $G$ has an independent set of at least $k$ vertices if and only if $\Pi$ admits a linear extension having at least $m + k$ adjacencies with $\Gamma$.

Proof. We first prove the direct implication. Suppose $G$ has an independent set $V'$ of $k$ vertices. For each edge $j$ incident to two vertices $a$ and $b$, where $1 \leq j \leq m$ and $1 \leq a < b \leq n$, the relative positions of the double occurrences of the three markers $p_j, q_j, e_j$ among the four markers $u_a, v_a, u_b, v_b$ in $Z$ are as follows:

$$Z : \ldots q_j \ldots u_a \ldots e_jq_j \ldots v_a \ldots u_b \ldots p_j e_j \ldots v_b \ldots p_j \ldots$$

If $a \in V'$, remove $e_jq_j$ and $p_j$; otherwise, remove $q_j$ and $p_j e_j$. Then the resulting subsequence $Z'$ of $Z$ is a permutation of $\Sigma$ and a linear extension of $\Pi$. Moreover, between $\Gamma$ and $Z'$, we have an adjacency $u_i v_i$ for each vertex $i \in V'$, and an adjacency either $p_j e_j$ or $e_j q_j$ for each edge $j$, $1 \leq j \leq m$. The total number of adjacencies is at least $m + k$.

We next prove the reverse implication. Suppose that $\Pi$ admits a linear extension $\Pi'$ having at least $m + k$ adjacencies with $\Gamma$. Because of the separation markers, the only possible adjacencies of $\Gamma$ and $\Pi'$ are $p_j e_j$ and $e_j q_j$ for $1 \leq j \leq m$, and $u_i v_i$ for $1 \leq i \leq n$. Moreover, we cannot have both adjacencies $p_j e_j$ and $e_j q_j$ for the same $j$, because the interval for $q_j$ precedes the interval for $p_j$ in $\Pi$, opposite to their order in $\Gamma$. Thus there can be at most $m$ adjacencies among $p_j e_j$ and $e_j q_j$ for $1 \leq j \leq m$. Thus the at least $m + k$ adjacencies of $\Gamma$ and $\Pi'$ include at least $k$ adjacencies among $u_i v_i$ for $1 \leq i \leq n$. 
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Suppose that these adjacencies include both $u_a v_a$ and $u_b v_b$ for two vertices $a$ and $b$, $1 \leq a < b \leq n$, and there is an edge $j$, $1 \leq j \leq m$, incident to both $a$ and $b$. Note that in $\Pi$, the interval for $u_a$ precedes the interval for $e_j$, and the interval for $q_j$ precedes the interval for $v_a$. Since $u_a v_a$ is an adjacency of $\Gamma$ and $\Pi'$, we must have $q_j$ before $u_a v_a$, and $e_j$ after $u_a v_a$ in $\Pi'$. Thus $e_j q_j$ cannot be an adjacency. Similarly, since $u_b v_b$ is an adjacency, $p_j e_j$ cannot be an adjacency. Now remove $e_j$ and $q_j$ from $\Pi'$ and insert them back between $u_a$ and $v_a$, thereby destroying the adjacency $u_a v_a$ but creating a new adjacency $e_j q_j$. Then we obtain another linear extension of $\Pi$ having at least as many adjacencies with $\Gamma$. By this replacement argument, we can assume without loss of generality that if the adjacencies of $\Gamma$ and $\Pi'$ include both $u_a v_a$ and $u_b v_b$ for two different vertices $a$ and $b$, then there can be no edge incident to both $a$ and $b$. Thus the subset of at least $k$ vertices $i$ for all adjacencies $u_i v_i$ of $\Gamma$ and $\Pi'$ is an independent set in $G$.  

We are now ready to present two L-reductions from MAX-IS-3 to MAX-ADJ(linear, interval) and MIN-BRK(linear, interval), respectively. Recall (1) and (2).

Since $G$ has maximum degree 3, each vertex is incident to at most three edges. On the other hand, each edge is incident to exactly two vertices. By double counting the number of vertex-edge incidences, we have $2m \leq 3n$, and hence $m \leq \frac{3}{2}n$.

Let $k^*$ be the maximum number of vertices in an independent set in $G$. By a greedy algorithm that repeatedly removes a vertex and its (at most 3) adjacent vertices, we can obtain an independent set of at least $n/4$ vertices. Thus $k^* \geq n/4$, and hence $n \leq 4k^*$.

In both L-reductions, the polynomial-time function $f$ is just the construction described above which satisfies Lemma 1. By the direct implication of Lemma 1, the maximum number of adjacencies is

$$m + k^* \leq \frac{3}{2}n + k^* \leq 6k^* + k^* = 7k^*.$$  

Thus we can set $\alpha = 7$ for the L-reduction to MAX-ADJ(linear, interval).

Since the number of markers is $3n + 4m$, the minimum number of breakpoints is

$$(3n + 4m - 1) - (m + k^*) \leq 3n + 3m - k^* \leq 3n + 3 \cdot \frac{3}{2}n - k^* = \frac{15}{2}n - k^* \leq 30k^* - k^* = 29k^*.$$  

Thus we can set $\alpha = 29$ for the L-reduction to MIN-BRK(linear, interval).

For the other direction, consider any solution to the reduced instance, with $m + k$ adjacencies and $(3n + 4m - 1) - (m + k)$ breakpoints. By the reverse implication of Lemma 1, there is a function $g$ that converts this solution to an independent set of at least $k$ vertices in $G$. The absolute error of the solution, for both MAX-ADJ(linear, interval) and MIN-BRK(linear, interval), is exactly $|k^* - k|$. The absolute error of the converted solution for MAX-IS-3 is at most $|k^* - k|$. Thus we can set $\beta = 1$ for both L-reductions.

Since MAX-IS-3 is APX-hard, it follows by the two L-reductions that the two optimization problems MAX-ADJ(linear, interval) and MIN-BRK(linear, interval) are APX-hard too. This completes the proof of Theorem 1.

### 4 APX-hardness of aligning two weak orders

In this section we prove Theorem 2. We prove the APX-hardness of the two problems MAX-ADJ(weak, weak) and MIN-BRK(weak, weak) by two L-reductions (based on the same construction) from the APX-hard problem E3-OCC-MAX-E2-SAT [2, 3].

Given a set $X$ of $n$ variables and a set $C$ of $m$ clauses, where each variable has exactly 3 literals (in 3 different clauses) and each clause is the disjunction of exactly 2 literals (of 2 different variables), E3-OCC-MAX-E2-SAT is the problem of finding an assignment of $X$ that satisfies the maximum number of clauses in $C$. The problem E3-OCC-MAX-E2-SAT is known to be APX-hard even if the 3 literals of each variable
are neither all positive nor all negative; see for example the gap-preserving reduction from MAX-CUT in cubic graphs to this problem in the DIMACS version of [2]. As a result, we can assume that each variable has either 2 positive and 1 negative literals, or 1 positive and 2 negative literals.

Let \((X, C)\) be an instance of E3-OCC-MAX-E2-SAT, where \(X\) is a set of \(n\) variables \(x_i, 1 \leq i \leq n\), and \(C\) is a set of \(m\) clauses \(c_j = c_{j1} \lor c_{j2}, 1 \leq j \leq m\). We will construct a set \(\Sigma\) of markers, and two weak orders \(\Gamma\) and \(\Pi\) on \(\Sigma\), in the following.

The set \(\Sigma\) includes \(12n + 5m\) markers:

- For each variable \(x_i, 1 \leq i \leq n\), \(\Sigma\) includes seven variable markers \(p_i, q_i, r_i, s_i, t_i, u_i, v_i\), a pair of positive selection markers \((a_i^+, b_i^+)\), a pair of negative selection markers \((a_i^-, b_i^-)\), and a dummy marker \(d_i\).

- For each clause \(c_j\) consisting of two literals \(c_{j1}^1\) and \(c_{j2}^2, 1 \leq j \leq m\), \(\Sigma\) includes a pair of literal markers \((e_{j1}^1, f_{j1}^1)\) for \(c_{j1}^1\), a pair of literal markers \((e_{j2}^2, f_{j2}^2)\) for \(c_{j2}^2\), and a separation marker \(z_j\).

The two weak orders \(\Gamma\) and \(\Pi\) are schematically represented as follows:

\[
\begin{align*}
\Gamma : & \langle C_1 \rangle \{z_1\} \langle C_2 \rangle \{z_2\} \ldots \langle C_m \rangle \{z_m\} \langle X_1 \rangle \langle X_2 \rangle \ldots \langle X_n \rangle \\
\Pi : & \langle Y_1 \rangle \langle Y_2 \rangle \ldots \langle Y_n \rangle \{z_1\} \{z_2\} \ldots \{z_m\}.
\end{align*}
\]

For each clause \(c_j, 1 \leq j \leq m\), the clause gadget \(\langle C_j \rangle\) in \(\Gamma\) consists of two buckets:

\[
\langle C_j \rangle : \quad E_j \quad F_j.
\]

For each variable \(x_i, 1 \leq i \leq n\), the variable gadget \(\langle X_i \rangle\) in \(\Gamma\) consists of eight buckets:

\[
\langle X_i \rangle : \quad P_i^l \quad Q_i^l \quad R_i^l \quad S_i^l \quad T_i \quad U_i^l \quad V_i^l \quad D_i.
\]

For each variable \(x_i, 1 \leq i \leq n\), the selection gadget \(\langle Y_i \rangle\) in \(\Pi\) consists of nine buckets:

\[
\langle Y_i \rangle : \quad P_i \quad Q_i \quad R_i \quad S_i \quad T_i \quad U_i \quad V_i \quad A_i \quad B_i.
\]

We first place the variable markers. For each \(i, 1 \leq i \leq n\), put \(p_i\) in both \(P_i^l\) and \(P_1\), \(q_i\) in both \(Q_i^l\) and \(Q_1\), \(r_i\) in both \(R_i^l\) and \(R_1\), \(s_i\) in both \(S_i^l\) and \(S_1\), \(t_i\) in both \(T_i\) and \(T_1\), \(u_i\) in both \(U_i^l\) and \(U_1\), \(v_i\) in both \(V_i^l\) and \(V_1\).

We next place the selection markers. For each \(i, 1 \leq i \leq n\),

- put \(a_i^+\) in \(P_i^l, b_i^+\) in \(Q_i^l\), \(a_i^-\) in \(U_i^l, b_i^-\) in \(V_i^l\),

- put \(a_i^+\) and \(a_i^-\) in \(A_i, b_i^+\) and \(b_i^-\) in \(B_i\).

We next place the dummy markers and literal markers in \(\Gamma\):

- For each \(i, 1 \leq i \leq n\), put the dummy marker \(d_i\) in \(D_i\),

- For each \(j, 1 \leq j \leq m\), put the two literal markers \(e_{j1}^1\) and \(e_{j2}^2\) in \(E_j\), and put the two literal markers \(f_{j1}^1\) and \(f_{j2}^2\) in \(F_j\).

We then place the dummy markers and literal markers in \(\Pi\). Each variable \(x_i, 1 \leq i \leq n\), has three literals \(x_i^1, x_i^2, x_i^3\) in three clauses. Without loss of generality, assume that \(x_i^1\) is positive and \(x_i^3\) is negative. Each literal \(x_i^g, 1 \leq i \leq n\) and \(1 \leq g \leq 3\), is \(c_{ij}^g\) for some \(j\) and \(h, 1 \leq j \leq m\) and \(1 \leq h \leq 2\), which has two corresponding literal markers \(e_{jh}^g\) and \(f_{jh}^g\). Put these six literal markers for \(x_i^1\) and the dummy marker \(d_i\) in the seven buckets \(P_i, Q_i, R_i, S_i, T_i, U_i, V_i\) as follows, one marker in each bucket:
Lemma 2. There exists an assignment of \( X \) satisfying at least \( k \) clauses in \( C \) if and only if \( \Gamma \) and \( \Pi \) admit linear extensions with at least \( 4n + k \) adjacencies.

Proof. We first prove the direct implication. Suppose there exists an assignment of \( X \) satisfying at least \( k \) clauses in \( C \). We will linearize \( \Gamma \) and \( \Pi \) by ordering the markers in their buckets. For each \( i, 1 \leq i \leq n \), consider two cases:

\( x_i \) is true.
- Order the markers in the six buckets \( Q_i, R_i, S_i, T_i, U_i, V_i \) and correspondingly in the six buckets \( Q'_i, R'_i, S'_i, T'_i, U'_i, V'_i \) such that \( q r_i, s t_i, u v_i \) are three adjacencies.
- Order the markers in \( A_i, B_i, \) and \( P'_i \) such that \( a_i^+ b_i^+ \) is an adjacency.

• Put the two literal markers \( e^1_j \) and \( f^1_j \) of \( x^1_i \) in \( P_i \) and \( Q_i \), respectively.
• Put the two literal markers \( e^2_j \) and \( f^2_j \) of \( x^2_i \) in \( U_i \) and \( V_i \), respectively.
• For \( x^2_i \),
  - if it is positive, put the two literal markers \( e^1_j \) and \( f^1_j \) of \( x^2_i \) in \( R_i \) and \( S_i \), respectively, and put the dummy marker \( d_i \) in \( T_i \),
  - if it is negative, put the two literal markers \( e^1_j \) and \( f^1_j \) of \( x^2_i \) in \( S_i \) and \( T_i \), respectively, and put the dummy marker \( d_i \) in \( R_i \).

\[
\Gamma : \{ e^1_1, e^1_2 \} \{ f^1_1, f^1_2 \} \{ z_1 \} \{ e^2_1, e^2_2 \} \{ f^2_1, f^2_2 \} \{ z_2 \} \{ e^3_1, e^3_2 \} \{ f^3_1, f^3_2 \} \{ z_3 \}
\{ p_1, a^+_1 \} \{ q_1, b^+_1 \} \{ r_1 \} \{ s_1 \} \{ t_1 \} \{ u_1, a^-_1 \} \{ v_1, b^-_1 \} \{ d_1 \}
\{ p_2, a^+_2 \} \{ q_2, b^+_2 \} \{ r_2 \} \{ s_2 \} \{ t_2 \} \{ u_2, a^-_2 \} \{ v_2, b^-_2 \} \{ d_2 \}
\]

\[
\Gamma' : e^1_1 e^1_2 f^1_1 f^1_2 z_1 e^2_1 e^2_2 f^2_1 f^2_2 z_2 e^3_1 e^3_2 f^3_1 f^3_2 z_3
\]

\[
P_1 a^+_1 b^+_1 q r_1 s t_1 v_1 u_1 v_1 b^-_1 d_1
\]

\[
a^+_2 p_2 q_2 b^+_2 r_2 s_2 t_2 u_2 a^-_2 b^-_2 v_2 d_2
\]

\[
\Pi : \{ p_1, e^1_1 \} \{ q_1, f^1_1 \} \{ r_1, e^1_2 \} \{ s_1, f^1_2 \} \{ t_1, d_1 \} \{ u_1, e^3_1 \} \{ v_1, f^3_1 \} \{ a^+_1, a^-_1 \} \{ b^+_1, b^-_1 \}
\{ p_2, e^1_2 \} \{ q_2, f^1_2 \} \{ r_2, d_2 \} \{ s_2, e^2_2 \} \{ t_2, f^2_2 \} \{ u_2, e^3_2 \} \{ v_2, f^3_2 \} \{ a^+_2, a^-_2 \} \{ b^+_2, b^-_2 \}
\{ z_1 \} \{ z_2 \} \{ z_3 \}
\]

\[
\Pi' : p_1 e^1_1 f^1_1 q r_1 e^1_2 f^2_2 s t_1 d_1 e^3_1 u_1 v_1 f^3_1 a^-_1 a^+_1 b^+_1 b^-_1
\]

\[
e^2_1 p_2 q_2 f^2_2 d_2 r_2 s_2 e^2_2 f^2_2 t_2 u_2 e^3_2 f^3_2 v_2 a^+_2 a^-_2 b^-_2 b^+_2
\]

\[
z_1 z_2 z_3
\]

Figure 2: The two weak orders \( \Gamma \) and \( \Pi \) and their linear extensions \( \Gamma' \) and \( \Pi' \) corresponding to the E3-Occ-MAX-E2-SAT instance \( c_1 = x_1 \lor x_2, c_2 = x_1 \lor \overline{x_2}, c_3 = x_1 \lor \overline{x_2} \) and the assignment \( x_1 = \text{true} \) and \( x_2 = \text{false} \).

This completes the construction. Refer to Figure 2 for an example. Note that every bucket contains at most two markers.
- If \( x_i^1 = c_i^h \), and if the markers in \( E_j \) and \( F_j \) are still unordered, order the markers in \( E_j, F_j \), and \( P_i \) such that \( e_i^h f_j^h \) is an adjacency.
- If \( x_i^2 = c_i^h \) is positive, and if the markers in \( E_j \) and \( F_j \) are still unordered, order the markers in \( E_j \) and \( F_j \) such that \( e_i^h f_j^h \) is an adjacency.

\( x_i \) is false.

- Order the markers in the six buckets \( P_i, Q_i, R_i, S_i, T_i, U_i \) and correspondingly in the six buckets \( P'_i, Q'_i, R'_i, S'_i, T'_i, U'_i \) such that \( p_iq_i, ri, si, ti, ui, vi \) are three adjacencies.
- Order the markers in \( A_i, B_i, \) and \( V_i' \) such that \( a_i^- b_i^- \) is an adjacency.
- If \( x_i^3 = c_i^h \), and if the markers in \( E_j \) and \( F_j \) are still unordered, order the markers in \( E_j, F_j \), and \( V_i \) such that \( e_i^h f_j^h \) is an adjacency.
- If \( x_i^2 = c_i^h \) is negative, and if the markers in \( E_j \) and \( F_j \) are still unordered, order the markers in \( E_j \) and \( F_j \) such that \( e_i^h f_j^h \) is an adjacency.

For any bucket with two markers that are still unordered, order them arbitrarily. It is easy to check that between the two linear extensions thus obtained, there are \( 4n + k \) adjacencies in total, including \( 3n \) adjacencies between variable markers, \( n \) adjacencies between selection markers, and \( k \) adjacencies between literal markers.

We next prove the reverse implication. The following properties can be easily verified for any two linear extensions of \( \Gamma \) and \( \Pi \), respectively:

1. The only possible adjacencies are from the following sets:

   \[
   \langle ef \rangle_j = \{ e_i^1 f_j^1, e_i^2 f_j^2 \}, \quad 1 \leq j \leq m,
   \]

   \[
   \langle ab \rangle_i = \{ a_i^+ b_i^+, a_i^- b_i^- \}, \quad 1 \leq i \leq n,
   \]

   \[
   \langle pqrstuv \rangle_i = \{ p_iq_i, ri, si, ti, ui, vi \}, \quad 1 \leq i \leq n.
   \]

2. For each \( j, 1 \leq j \leq m \), there is at most one adjacency from \( \langle ef \rangle_j \).
3. For each \( i, 1 \leq i \leq n \), there is at most one adjacency from \( \langle ab \rangle_i \).

Observe that each of the seven buckets \( P_i, Q_i, R_i, S_i, T_i, U_i, V_i \) contains either a literal marker or a dummy marker besides a variable marker. This implies the following property:

4. For each \( i, 1 \leq i \leq n \), each of the seven variable markers \( p_i, q_i, r_i, s_i, t_i, u_i, v_i \) can participate in at most one adjacency in \( \langle pqrstuv \rangle_i \), and hence there are at most three adjacencies from \( \langle pqrstuv \rangle_i \).

Properties 3 and 4 together imply the following property:

5. For each \( i, 1 \leq i \leq n \), there are at most four adjacencies from \( \langle ab \rangle_i \cup \langle pqrstuv \rangle_i \). Moreover, if there are exactly four adjacencies from \( \langle ab \rangle_i \cup \langle pqrstuv \rangle_i \), then these adjacencies must be either \( \{ a_i^+ b_i^+, q_i r_i, s_i t_i, u_i v_i \} \) or \( \{ p_i q_i, r_i s_i, t_i u_i, a_i^- b_i^- \} \).

- If \( \{ a_i^+ b_i^+, q_i r_i, s_i t_i, u_i v_i \} \) are the four adjacencies, then
  - there can be an adjacency between the two literal markers \( e_i^h \) and \( f_j^h \) in \( P_i \) and \( Q_i \) corresponding to the positive literal \( x_i^1 \), and
  - there can be an adjacency between the two literal markers \( e_i^h \) and \( f_j^h \) in \( R_i \) and \( S_i \) corresponding to the literal \( x_i^2 \), if it is also positive.
• If \( \{ p_i q_i, r_i s_i, t_i u_i, a_i^{-} b_i^{-} \} \) are the four adjacencies, then
  - there can be an adjacency between the two literal markers \( e^h_j \) and \( f^h_j \) in \( U_i \) and \( V_i \) corresponding to the negative literal \( x^h_i \), and
  - there can be an adjacency between the two literal markers \( e^h_j \) and \( f^h_j \) in \( S_i \) and \( T_i \) corresponding to the literal \( x^h_i \), if it is also negative.

With respect to two linear extensions of \( \Gamma \) and \( \Pi \), respectively, we say that a literal \( x^g_i = c^h_j \), \( 1 \leq i \leq n \), \( 1 \leq g \leq 3 \), \( 1 \leq j \leq m \), \( 1 \leq h \leq 2 \), is realized if \( e^h_j \) is an adjacency of the two linear extensions, and we say that the two linear extensions are consistent for a variable \( x_i \), \( 1 \leq i \leq n \), if the realized literals among \( x^1_i, x^2_i, x^3_i \) are either all positive or all negative.

\[
(x^1_i) \quad \downarrow \quad a_i^+ b_i^+ \iff p_i q_i \iff q_i r_i \iff r_i s_i \iff (x^2_i)
\]
\[
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow
\]
\[
a_i^- b_i^- \iff u_i v_i \iff t_i u_i \iff s_i t_i
\]

\[
(x^3_i)
\]

Figure 3: Conflicts between candidate adjacencies.

We say that two candidate adjacencies have a conflict if they cannot be both present. Refer to Figure 3 for the conflict graph with edges between conflicting adjacencies among the eight adjacencies \( a_i^+ b_i^+ \), \( a_i^- b_i^- \), \( p_i q_i \), \( q_i r_i \), \( r_i s_i \), \( s_i t_i \), \( t_i u_i \), \( u_i v_i \), and the three adjacencies \( e^h_j \) \( f^h_j \) corresponding to the three literals \( x^1_i, x^2_i, x^3_i \) of the variable \( x_i \), \( 1 \leq i \leq n \).

If \( x^3_i \) is positive, then there are three possible causes for inconsistency:

• The three adjacencies for \( x^1_i, x^2_i, \) and \( x^3_i \) are all realized. Then \( p_i q_i, r_i s_i, \) and \( u_i v_i \) cannot be realized. Among \( a_i^- b_i^- \), \( a_i^+ b_i^+ \), \( q_i r_i \), \( s_i t_i \), and \( t_i u_i \), at most three can be realized. We can reorder the markers of the buckets in \( \langle X_i \rangle \) and \( \langle Y_i \rangle \) such that the four adjacencies \( a_i^+ b_i^+, \ q_i r_i, \ s_i t_i, \ u_i v_i, \) and the two adjacencies for \( x^1_i \) and \( x^2_i \) are realized.

• The two adjacencies for \( x^1_i \) and \( x^3_i \) are realized, and the adjacency for \( x^2_i \) is not realized. Then \( p_i q_i \) and \( u_i v_i \) cannot be realized. Among \( a_i^- b_i^- \), \( a_i^+ b_i^+ \), \( q_i r_i \), \( r_i s_i \), \( s_i t_i \), and \( t_i u_i \), at most three can be realized. We can reorder the markers of the buckets in \( \langle X_i \rangle \) and \( \langle Y_i \rangle \) such that the four adjacencies \( a_i^+ b_i^+, \ q_i r_i, \ s_i t_i, \ u_i v_i, \) and the adjacency for \( x^1_i \) are realized.

• The two adjacencies for \( x^2_i \) and \( x^3_i \) are realized, and the adjacency for \( x^1_i \) is not realized. Then \( r_i s_i \) and \( u_i v_i \) cannot be realized. Among \( a_i^- b_i^- \), \( a_i^+ b_i^+ \), \( p_i q_i \), \( q_i r_i \), \( s_i t_i \), and \( t_i u_i \), at most three can be realized. We can reorder the markers of the buckets in \( \langle X_i \rangle \) and \( \langle Y_i \rangle \) such that the four adjacencies \( a_i^+ b_i^+, \ q_i r_i, \ s_i t_i, \ u_i v_i, \) and the adjacency for \( x^3_i \) are realized.

In each case, we can avoid inconsistency and realize the same number of adjacencies. The situation is similar if \( x^2_i \) is negative.
Now suppose that there is no inconsistency. Among the eight adjacencies \( a_i^- b_i^+ \), \( a_i^+ b_i^- \), \( p_i q_i \), \( q_i r_i \), \( r_i s_i \), \( s_i t_i \), \( t_i u_i \), \( u_i v_i \), there can be at most four adjacencies. We can reorder the markers of the buckets in \( \langle X_i \rangle \) and \( \langle Y_i \rangle \) to realize exactly four adjacencies: if no negative literal of \( x_i \) is realized, then realize \( a_i^+ b_i^- \), \( q_i r_i \), \( s_i t_i \), \( u_i v_i \); otherwise, realize \( a_i^- b_i^+ \), \( p_i q_i \), \( r_i s_i \), \( t_i u_i \).

Suppose there exist two linear extensions of \( \Gamma \) and \( \Pi \), respectively, with at least \( 4n + k \) adjacencies. Then by the above analysis, we can assume that the two linear extensions are consistent and moreover realize exactly four adjacencies between \( \langle X_i \rangle \) and \( \langle Y_i \rangle \) for each \( i \), \( 1 \leq i \leq n \). Then the remaining at least \( k \) adjacencies must be adjacencies of literal markers, between \( \langle C_j \rangle \) and \( \langle Y_i \rangle \). Assign each variable \( x_i \) to true if \( a_i^+ b_i^- \) is realized, and to false if \( a_i^- b_i^+ \) is realized. Then the at least \( k \) adjacencies between literal markers must correspond to at least \( k \) satisfied clauses.

We are now ready to present two L-reductions from E3-OCC-MAX-E2-SAT to MAX-ADJ\((\text{weak, weak})\) and MIN-BRK\((\text{weak, weak})\), respectively. Recall (1) and (2).

Let \( k^* \) be the maximum number of satisfied clauses in the given E3-OCC-MAX-E2-SAT instance. By a naive assignment in which all \( n \) variables are true, we can make sure that all positive literals are true. Recall that for each variable there is at least one positive literal, and each clause contains exactly two literals. Thus there are at least \( n \) positive literals, and at least \( n/2 \) clauses containing at least one positive literal, which are satisfied. Thus \( k^* \geq \frac{3}{2}n \), and hence \( n \leq 2k^* \).

In both L-reductions, the polynomial-time function \( f \) is just the construction described above which satisfies Lemma 2. By the direct implication of Lemma 2, the maximum number of adjacencies is \( 4n + k^* \leq 8k^* + k^* = 9k^* \). Thus we can set \( \alpha = 9 \) for the L-reduction to MAX-ADJ\((\text{weak, weak})\).

By double counting the number of variable-clause incidences, we have \( 3n = 2m \). Since the number of markers is \( 12n + 5m \), the minimum number of breakpoints is \( (12n + 5m - 1) - (4n + k^*) \leq 8n + 5m - k^* = 8n + 5 \cdot \frac{3}{2} n - k^* = \frac{31}{2} n - k^* \leq 31k^* - k^* = 30k^* \). Thus we can set \( \alpha = 30 \) for the L-reduction to MIN-BRK\((\text{weak, weak})\).

For the other direction, consider any solution to the reduced instance, with \( 4n + k \) adjacencies and \( (12n + 5m - 1) - (4n + k) \) breakpoints. By the reverse implication of Lemma 2, there is a function \( g \) that converts this solution to a variable assignment for the E3-OCC-MAX-E2-SAT instance that satisfies at least \( k \) clauses. The absolute error of the solution, for both MAX-ADJ\((\text{weak, weak})\) and MIN-BRK\((\text{weak, weak})\), is exactly \(|k^* - k|\). The absolute error of the converted solution for E3-OCC-MAX-E2-SAT is at most \(|k^* - k|\). Thus we can set \( \beta = 1 \) for both L-reductions.

Since E3-OCC-MAX-E2-SAT is APX-hard, it follows by the two L-reductions that the two optimization problems MAX-ADJ\((\text{weak, weak})\) and MIN-BRK\((\text{weak, weak})\) are APX-hard too. This completes the proof of Theorem 2.

5 Exact algorithm for aligning a linear order and a weak order

In this section we prove Proposition 1. Let \( \Sigma \) be a set of \( n \) markers. Let \( \Gamma \) be a linear order on \( \Sigma \). Let \( \Pi \) be a weak order on \( \Sigma \), represented by a partition of \( \Sigma \) into \( k \) buckets \( \Sigma_1, \Sigma_2, \ldots, \Sigma_k \).

To linearize \( \Pi \), first partition the markers in each bucket \( \Sigma_h \), \( 1 \leq h \leq k \), into maximal blocks of markers that appear as a contiguous substring of \( \Gamma \), and denote these blocks by \( B_h \). By a simple replacement argument, we can assume without loss of generality that, in computing a linear extension of \( \Pi \) to maximize the number of adjacencies with \( \Gamma \), the markers in each block always appear consecutively as a single unit, in the same order as the corresponding substring of \( \Gamma \).

For each \( i \), \( 1 \leq i \leq k \), and for each block \( b \in B_i \), denote by \( m_{adj}(i, b) \) the maximum number of adjacencies between \( \Gamma \) and any linear extension of the weak order represented by \( \Sigma_1, \ldots, \Sigma_i \), obtained by independently ordering the blocks in \( B_h \) for each bucket \( \Sigma_h \), \( 1 \leq h \leq i \), with the additional constraint that \( b \)
is the last block in $B_i$. The table $m_{\text{adj}}(i, b)$ can be computed by dynamic programming in polynomial time. Then

$$n_{\text{adj}} = \max\{m_{\text{adj}}(k, b) \mid b \in B_k\}$$

gives the maximum number of adjacencies, and correspondingly $n_{\text{brk}} = n - 1 - n_{\text{adj}}$ gives the minimum number of breakpoints, between the linear order $\Gamma$ and the weak order $\Pi$.

Thus we have a polynomial-time exact algorithm for MAX-\text{ADJ}(\text{linear, weak}) and MIN-\text{BRK}(\text{linear, weak}). This completes the proof of Proposition 1.

### 6 An open question

Is there a polynomial-time exact algorithm for MAX-\text{ADJ}(\text{linear, semi}) and MIN-\text{BRK}(\text{linear, semi})?

### References

[1] P. Alimonti and V. Kann. Some APX-completeness results for cubic graphs. *Theoretical Computer Science*, 237:123–134, 2000.

[2] P. Berman and M. Karpinski. On some tighter inapproximability results. In *Proceedings of the 26th International Colloquium on Automata, Languages and Programming (ICALP’99)*, LNCS 1644, pages 200–209, 1999. Preliminary versions appeared as *Electronic Colloquium on Computational Complexity* Report TR98-029 and DIMACS Technical Report 99-23.

[3] P. Berman and M. Karpinski. Improved approximation lower bounds on small occurrence optimization. *Electronic Colloquium on Computational Complexity*, Report TR03-008, 2003.

[4] G. Blin, E. Blais, D. Hermelin, P. Guillon, M. Blanchette, and N. El-Mabrouk. Gene maps linearization using genomic rearrangement distances. *Journal of Computational Biology* 14:394–407, 2007.

[5] K. P. Bogart and D. B. West. A short proof that ‘proper = unit’. *Discrete Mathematics*, 201:21–23, 1999.

[6] L. Bulteau, G. Fertin, and I. Rusu. Revisiting the minimum breakpoint linearization problem. *Theoretical Computer Science*, 494:122–133, 2013.

[7] M. Chlebík and J. Chlebíková. Complexity of approximating bounded variants of optimization problems. *Theoretical Computer Science*, 354:320–338, 2006.

[8] P. C. Fishburn. *Interval Orders and Interval Graphs: A Study of Partially Ordered Sets*. John Wiley & Sons, 1985.

[9] Z. Fu and T. Jiang. Computing the breakpoint distance between partially ordered genomes. *Journal of Bioinformatics and Computational Biology*, 5:1087–1101, 2007.

[10] R. D. Luce. Semiorders and a theory of utility discrimination. *Econometrica*, 24:178–191, 1956.

[11] C. H. Papadimitriou and M. Yannakakis. Optimization, approximation, and complexity classes. *Journal of Computer and System Sciences*, 43:425–440, 1991.