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Abstract—In this work, we present a general framework for building a biometrics system capable of capturing multispectral data from a series of sensors synchronized with active illumination sources. The framework unifies the system design for different biometric modalities and its realization on face, finger and iris data is described in detail. To the best of our knowledge, the presented design is the first to employ such a diverse set of electromagnetic spectrum bands, ranging from visible to long-wave-infrared wavelengths, and is capable of acquiring large volumes of data in seconds. Having performed a series of data collections, we run a comprehensive analysis on the captured data using a deep-learning classifier for presentation attack detection. Our study follows a data-centric approach attempting to highlight the strengths and weaknesses of each spectral band at distinguishing live from fake samples.

Index Terms—Multispectral Biometrics, Biometrics System Framework, Multispectral Cameras, Presentation Attack Detection.

1 INTRODUCTION

Biometric sensors have become ubiquitous in recent years with ever more increasing industries introducing some form of biometric authentication for enhancing security or simplifying user interaction. They can be found on everyday items such as smartphones and laptops as well as in facilities requiring high levels of security such as banks, airports or border control. Even though the wide usability of biometric sensors is intended to enhance security, it also comes with a risk of increased spoofing attempts. At the same time, the large availability of commercial sensors enables access to the underlying technology for testing various approaches aiming at concealing one’s identity or impersonating someone else, which is the definition of a Presentation Attack (PA). Besides, advances in materials technology have already enabled the development of Presentation Attack Instruments (PAIs) capable at successfully spoofing existing biometric systems [1], [2], [3].

Presentation Attack Detection (PAD) has attracted a lot of interest with a long list of publications focusing on devising algorithms where data from existing biometric sensors are used [4]. In this work, we approach the PAD problem from a sensory perspective and attempt to design a system that relies mostly on the captured data which should ideally exhibit a distinctive response for PAIs. We focus on capturing spectral data, which refers to the acquisition of images of various bands of the electromagnetic spectrum for extracting additional information of an object beyond its visible spectrum [5]. The higher dimensionality of multispectral data enables detection of other than skin materials based on their spectral characteristics [6]. A comprehensive analysis of the spectral emission of skin and different fake materials [7] shows that in higher than visible wavelengths, the remission properties of skin converges for different skin types (i.e., different race or ethnicity) compared to a diverse set of lifeless substances. Additionally, multispectral data offer a series of advantages over conventional visible light imaging, including visibility through occlusions as well as being unaffected by ambient illumination conditions.

Spectral imaging has been studied for over a decade with applications to medical imaging, food engineering, remote sensing, industrial applications and security [8]. However, its use in biometrics is still at its infancy. A few prototype systems can be found in the literature for face [7], finger [9] and iris [10] data but usually employ a small set of wavelengths [11]. Commercial sensors are still very limited (e.g., [12], [13], [14]) and mainly use a few wavelengths in the visible (VIS) or near-infrared (NIR) spectra. Lately, hybrid sensors have also appeared on smartphones combining VIS, NIR and depth measurements. The majority of existing PAD literature on multispectral data has relied on such commercial sensors for studying PAD paradigms (e.g., [15], [16], [17]).

In general, systems capturing spectral data can be grouped in 4 main categories:

1) Multispectral image acquisition using multiple cameras inherently sensitive at different wavelength regimes or employing band-pass filters [18].

2) Hyperspectral imagers [19].

3) Single cameras performing sequential image acquisition with a rotating wheel of band-pass filters [20].

4) Single cameras with Bayer-like band-pass filter patterns [21].

In this work, we follow the first approach and propose a unified framework for multispectral biometric data capture, by combining a variety of cameras, synchronized with a set of illumination sources for collecting data at
different sub-bands of the VIS, NIR, short-wave-infrared (SWIR) and long-wave-infrared (LWIR) spectra. To the best of our knowledge this is the first work to enable capture of such diverse types of multispectral data in a unified system framework for different biometric modalities. In the following sections, we analyze the proposed system framework and emphasize on the merits of the captured data at detecting PAs.

2 SYSTEM FRAMEWORK AND DESIGN

In this section, we analyze the proposed multispectral biometrics system framework and present its realization with three different biometric sensor suites applied on face, finger and iris biometric data, respectively.

The main concept of our framework is presented in Fig. 1 and is initially described here at a very high level. A biometric sample is observed by a sensor suite comprised of various multispectral data capture devices. A set of multispectral illumination sources is synchronized with the sensors through an electronic controller board. A computer provides the synchronization sequence through a JSON file and sends capture commands that bring the controller and sensors into a capture loop leading to a sequence of synchronized multispectral data from all devices. All captured data is then packaged into an HDF5 file and sent to a database for storage and further processing.

![Fig. 1. Main components of the proposed multispectral biometrics system framework: A biometric sample is observed by a sensor suite comprised of various multispectral data capture devices. A set of multispectral illumination sources is synchronized with the sensors through an electronic controller board. A computer provides the synchronization sequence through a JSON configuration file and sends capture commands that bring the controller and sensors into a capture loop leading to a sequence of synchronized multispectral data from all devices. All captured data is then packaged into an HDF5 file and sent to a database for storage and further processing.](image)

We first describe all the common components of our system (as depicted in Fig. 1) and then discuss the specifics of each sensor suite for the three studied biometric modalities.

3) Legacy compatibility: The system must provide at least some type of data that can be used for biometric identification through matching with data from older sensors and biometric templates available in existing databases.

4) Complementarity: The variety of capture devices and illumination sources used aim at providing complementary information about the biometric sample aiding the underlying task at hand.

We describe all four key principles:

1) **Flexibility**: Illumination sources and capture devices can be easily replaced with alternate ones with no or minimal effort both in terms of hardware and software development.

2) **Modularity**: Whole components of the system can be disabled or removed without affecting the overall system’s functionality by simply modifying the JSON configuration file.

3) **Interoperability**: The system needs to be able to communicate and integrate with existing systems and databases.

4) **Ease of Use**: The system should be user-friendly and accessible to a wide range of users, including non-experts.

2.1 Hardware

The hardware design follows all principles described above providing a versatile system which can be easily customized for different application needs.

**Illumination Modules**: We designed a Light-Emitting Diode (LED) based illumination module which can be used as a building block for creating a larger array of LEDs in various spatial configurations. It is especially made for supporting Surface-Mount Device (SMD) LEDs.

![Fig. 2. System's main electronic components.](image)
### TABLE 1
Summary of cameras used in all presented biometric sensor suites along with their main specifications.

| Regime          | RGB    | NIR    | VIS/NIR | SWIR   | Thermal | RGB/NIR/Depth |
|-----------------|--------|--------|---------|--------|---------|---------------|
| Product         | Basler [24], acA1920 -150uc | Basler [25], acA1920 -150um | Basler [26], acA4096 -30um | Basler [27], acA1300 -60umNIR | IrisD [28], iCam -7000 | Xenics [29], Bobcat 320-100 |
| Comm. Protocol  | USB3   | USB3   | GigE    | GigE   | GigE    | USB2 USB2 USB3 |
| Full Size       | 1984 x 1264 | 1984 x 1264 | 4096 x 1026 | 4096 x 480 & 2 | 320 x 256 | 320 x 640 |
| Max Bit Depth   | 8 x 3 bits | 10 bits | 12 bits | 12 bits | 8 bits | 16 bits |
| Max Frame Rate  | 150 fps | 150 fps | 32 fps  | 60 fps | N/A     | 100 fps |
| Lens Used       | [32]   | [32]   | [33]    | [34]   | [35] / [36] | Built-in |
| Spectrum        | No     | Yes [37] | Yes [38] | No     | No      | No |
| Sensor Suite    | Face   | Face (×2) | Iris    | Finger | Iris    | Face / Finger |
|                 |        |        |        |        |        | Face   |

for compactness. The module, shown in Fig. 2(a), contains 16 slots for mounting LEDs and uses a Serial Peripheral Interface (SPI) communication LED driver chip [22] which allows independent control of the current and Pulse-Width-Modulation (PWM) for each slot. LEDs can be turned on/off or their intensity can be modified using a sequence of bits. Since current is independently controlled for each position, it allows combining LEDs with different operating limits.

### Controller Board
The controller board also follows a custom design and uses an Arduino-based microcontroller (Teensy 3.6 [23]), shown in Fig. 2(b), which can communicate with a computer through a USB2 serial port. The microcontroller offers numerous digital pins for SPI communication as well as 2 Digital-to-Analog (DAC) converters for generating analog signals. The board offers up to 4 slots for RJ45 connectors which can be used to send SPI commands to the illumination modules through ethernet cables. Additionally, it offers up to 6 slots for externally triggering capture devices through digital pulses, whose peak voltage is regulated by appropriate resistors. The Teensy 3.6 supports a limited amount of storage memory on which a program capable of understanding the commands of the provided configuration file is pre-loaded. At the same time, it provides an accurate internal timer for sending signals at millisecond intervals.

#### 2.2 Software
The software design aligns with the principles of flexibility and modularity described above. We have adopted a microservice architecture which uses REST APIs such that a process can send HTTP requests for capturing data from each available capture device.

### Device Servers
Each capture device must follow a device server interface and should just implement a class providing methods for its initialization, setting device parameters and capturing a data sample. This framework simplifies the process of adding new capture devices which only need to implement the aforementioned methods and are agnostic to the remaining system design. At the same time, for camera sensors (which are the ones used in our realization of the framework), it additionally provides a general camera capture device interface for reducing any additional software implementation needs.

### Configuration File
The whole system’s operation is determined by a JSON configuration file. It defines which capture devices and illumination sources will be used as well as the timestamps they will receive signals for their activation or deactivation. Further, it specifies initialization or runtime parameters for each capture device allowing adjustments to their operational characteristics without any software changes. As such, it can be used to fully determine a synchronized capture sequence between all available illumination sources and capture devices. Optionally, it can define a different preview sequence used for presenting data to the user through the GUI. Finally, it also determines the dataset names that will be used in the output HDF5 file to store the data from different capture devices.

### Graphical User Interface
The GUI provides data preview and capture capabilities. In preview mode, it enters in a continuous loop of signals to all available capture devices and illumination sources and repeatedly sends HTTP requests to all underlying device servers while data is being previewed on the computer screen. In capture mode, it first sends a capture request to each capture device for a predefined number of frames dictated by the JSON configuration file and then puts the controller into a capture loop for sending the appropriate signals. Captured data is packaged into an HDF5 file and sent to a database for storage.

#### 2.3 Biometric Sensor Suites
In this section, we dive into more details on the specifics of the realization of the presented framework on the face, finger and iris biometric modalities. For our presented systems, all capture devices are cameras and all output data is frame sequences appropriately synchronized with the activation of particular light sources.

We use a variety of cameras each one sensitive to different portions (VIS, NIR, SWIR and LWIR or Thermal) of the electromagnetic spectrum. Table 1 summarizes all cameras used in our system along with their main specifications. It is apparent that cameras share different characteristics in terms of their resolution, frame rate or dynamic range (bit depth). For some cameras, the sensitivity is restricted by using external band-pass filters in front of their lenses. The cameras were selected, among many options in the market,
For the illumination modules, we chose a variety of LEDs emitting light at different wavelengths covering a wide range of the spectrum. Here, without loss of generality, we will refer to any separate LED type as representing a wavelength even though some of them might consist of multiple wavelengths (e.g., white light). The choice of LEDs was based on previous studies on multispectral biometric data (as discussed in section 1) as well as cost and market availability of SMD LEDs from vendors (e.g., [39], [40], [41], [42]). For each biometric sensor suite, we tried to maximize the available wavelengths considering each LED’s specifications and the system as a whole. Illumination modules are mounted in different arrangements on simple illumination boards containing an RJ45 connector for SPI communication with the main controller board through an ethernet cable. To achieve light uniformity, we created 6 main types of illumination modules which attempt to preserve LED symmetry. Wavelength selection and module arrangement for each sensor suite is presented in Fig. 3. In summary:

- **Face sensor suite**: Employs 10 wavelengths mounted on 2 types of illumination modules and arranged in 4 separate groups. 24 illumination modules with 240 LEDs are used in total.
- **Finger sensor suite**: Employs 11 wavelengths mounted on 3 types of illumination modules and arranged in 2 separate groups. 16 illumination modules with 184 LEDs are used in total.
- **Iris sensor suite**: Employs 4 wavelengths mounted on a single illumination module type and arranged circularly. 8 illumination modules with 120 LEDs are used in total.

All system components are mounted using mechanical parts [43] or custom-made 3D printed parts and enclosed in metallic casings [44], [45] for protection and user-interaction. Additionally, all lenses used (see Table 1) have a fixed focal length and each system has an optimal operating distance range based on the Field-of-View (FOV) and Depth-of-Field (DoF) of each camera-lens configuration used. It is important to note that our systems are prototypes and every effort was made to maximize efficiency and variety of captured data. However, the systems could be miniaturized using smaller cameras, fewer or alternate illumination sources or additional components, such as mirrors, for more compact arrangement and total form factor reduction. Such modifications would not interfere with the concepts of the proposed framework which would essentially remain the same.

### 2.4 Face Sensor Suite

The face sensor suite uses 6 cameras capturing RGB, NIR (x2), SWIR, Thermal and Depth data as summarized
in Table 1. An overview of the system is depicted in Fig. 4. Except for the LED modules, we further use two big bright white lights on both sides of our system (not shown in the figure) to enable uniform lighting conditions for the RGB cameras. The subject sits in front of the system and the distance to the cameras is monitored by the depth indication of the RealSense camera [12]. We use a distance of ∼ 62 cm from the RealSense camera, which allows for good focus and best FOV coverage from most cameras. For the cameras affected by the LED illumination, we also capture frames when all LEDs are turned off, which can be used as ambient illumination reference frames. The synchronization sequence provided to the system through the JSON configuration file is presented in Fig. 5. Finally, an overview of the captured data for a bona-fide sample is presented at the left side of Fig. 8 while an analysis of frames and storage needs is summarized in Table 2. In this configuration, the system is capable of capturing ∼ 1.3 GB of compressed data in 2.16 seconds. Legacy compatible data is provided using either RGB camera of the system [12], [24].

![Face Sensor Suite](image)

**Fig. 4.** Overview of the face sensor suite. Left side: 3D modeling of the system; Right side: Actual developed system.

**Fig. 5.** Face sensor suite synchronization sequence between cameras (software triggered cameras are underlined) and illumination sources. The width of each box represents the exposure time of each camera (or marked as “Auto” if auto-exposure is used) as well as the duration that each illumination source is active. The RGB, NIR and Depth channels of the RealSense [12] camera are internally synchronized to be captured at the same time. We capture 20 cycles of the presented sequence for a total capture duration of 2.16 seconds. The gray color represents cameras that are not affected by LED illumination, while the other two colors represent the sensitivity of each camera to the LED illumination sources. Finally, the NIR illumination denoted by “stereo” refers to data captured at a constant frame rate and could be used for stereo depth reconstruction. In this configuration, “stereo” data was captured using the RealSense camera [12]. We use a distance of 735 nm wavelength but multiple wavelengths could be simultaneously activated.

**TABLE 2**

| Camera         | Data Type | Lit Frames | Non-Lit Frames | Bit Depth |
|---------------|-----------|------------|----------------|-----------|
| Basler RGB [24] | RGB       | 60 × 1     | —              | 8 × 3     |
| RealSense [12]  | RGB       | 60 × 1     | —              | 8 × 3     |
| RealSense [12]  | Depth     | 60 × 1     | —              | 16        |
| RealSense [12]  | NIR       | 60 × 1     | —              | 8         |
| Boson [30]      | Thermal   | —          | 60 × 1         | 16        |
| Basler Left [25] | NIR      | 20 × 6     | 20 × 1         | 10 (as 16)|
| Basler Right [25]| NIR      | 20 × 6     | 20 × 1         | 10 (as 16)|
| Bobcat [29]     | SWIR      | 20 × 7     | 40 × 1         | 16        |

**Storage:** ∼ 1.3 GB, **Capture Time:** 2.16 seconds.
Looking closer at the face sensor suite, the 2 NIR cameras constitute a stereo pair and can be used for high resolution 3D reconstruction of the biometric sample. Such an approach is not analyzed in this work. However, it requires careful calibration of the underlying cameras for estimating their intrinsic and extrinsic parameters. Moreover, despite face detection being a rather solved problem for RGB data [46], [47], this is not the case for data in different spectra. To enable face detection in all captured frames, we need a manual approach is used when a sequence of frames is captured offline while the checkerboard is being lit with a bright halogen light. This makes the checkerboard pattern captured and the calculated transformation for each camera can be applied to detect the face in the remaining camera frames.

Table 1: An overview of the system is depicted in Fig. 6. The colors represent the sensitivity of each camera to the different ranges of the spectrum, as summarized in Table 1. An overview of the system is depicted in Fig. 6. The colors correspond to different illumination conditions for each data type.

| Camera Type | Data Type | Number of Frames | Storage | Capture Time |
|-------------|-----------|-----------------|---------|--------------|
| Basler [27] | VIS/NIR   | 1 × 7           | ∼45 MB  | 4.8 seconds  |
| Basler [27] | BI        | 20 × 1          |         |              |
| Bobcat [29] | LSCI      | 100 × 1         | 16      |              |
| Bobcat [29] | SWIR      | 1 × 4           |         |              |

2.5 Finger Sensor Suite

The finger sensor suite uses 2 cameras sensitive in the VIS/NIR and SWIR parts of the spectrum, as summarized in Table 1. An overview of the system is depicted in Fig. 6. The subject places a finger on the finger slit of size 15 × 45 mm², facing downwards, which is imaged by the 2 available...
cameras from a distance of \( \sim 35 \) cm. The finger sensor suite uses two additional distinct types of data compared to the remaining sensor suites, namely, Back-Illumination (BI) and Laser Speckle Contrast Imaging (LSCI).

**Back-Illumination:** Looking at Fig. 6 and Fig. 3, one can observe that the illumination modules are separated in two groups. The first one lies on the side of the cameras lighting the front side of the finger (front-illumination) while the second shines light atop the finger slit which we refer to as BI. This allows capturing images of the light propagating through the finger and can be useful for PAD by either observing light blockage by non-transparent materials used in common PAIs or revealing the presence of veins in a finger of a bona-fide sample. The selected wavelength of 940 nm enhances penetration though the skin as well as absorption of light by the hemoglobin in the blood vessels [49], [50], [51], [52] making them appear dark. Due to the varying thickness of fingers among different subjects, for BI images we use auto-exposure and capture multiple frames so intensity can be adjusted such that the captured image is not over-saturated nor under-exposed.

**Laser Speckle Contrast Imaging:** Apart from the incoherent LED illumination sources, the finger sensor suite also uses a coherent illumination source, specifically a laser at 1310 nm [53], which sends a beam at the forward part of the system’s finger slit. The laser is powered directly by the power of the Teensy 3.6 [23] and its intensity can be controlled through an analog voltage using the DAC output of the controller board (as shown in Fig. 1). Illuminating a rough surface through a coherent illumination source leads to an interference pattern, known as speckle pattern. For static objects, the speckle pattern does not change over time. However, when there is motion (such as motion of blood cells through finger veins), the pattern changes at a rate dictated by the velocity of the moving particles and imaging this effect can be used for LSCI [18], [54], [55], [56], [57].

The synchronization sequence provided to the system through the JSON configuration file is presented in Fig. 7, where it is shown that complementary spectrum sensitivity of the utilized cameras is exploited for synchronous capture while enabling multiple illumination sources (e.g., laser and NIR light). For each type of data captured under the same lighting conditions and the same camera parameters (i.e., exposure time), we also capture frames when all LEDs are turned off which serve as ambient illumination reference frames. Finally, an overview of the captured data for a bona-fide sample is presented at the top-right part of Fig. 8 while an analysis of frames and storage needs per finger is summarized in Table 3. In this configuration, the system is capable of capturing \( \sim 33 \) MB of compressed data in 4.80 seconds. Legacy compatible data is provided through the captured visible light images as we will show in section 3.2.
The iris sensor suite uses 3 cameras capturing NIR and Thermal data, as summarized in Table 1. An overview of the system is depicted in Fig. 9. The subject stands in front of the system at a distance of \(\sim 35\) cm guided by the 3D printed distance guide on the right side of the metallic enclosure. The synchronization sequence provided to the system through the JSON configuration file is presented in Fig. 10. The IrisID camera [28] employs its own NIR LED illumination and has an automated way of capturing data giving feedback and requiring user interaction. Hence, it is only activated at the end of the capture from the remaining 2 cameras. An overview of the captured data for a bona-fide sample is presented at the bottom-right part of Fig. 8 while an analysis of frames and storage needs is summarized in Table 4. Note, that the IrisID provides the detected eyes directly while the remaining data require the application of an eye detection algorithm. For detecting eyes in the thermal images, we use the same calibration approach discussed in section 2.4 where eyes can first be detected in the NIR domain and then their coordinates transformed to find the corresponding area in the thermal image. Both the data from the IrisID and the NIR camera are legacy compatible as we will show in section 3.2. Besides, the IrisID camera is one of the sensors most frequently used in the market.

One of the drawbacks of the current iris sensor suite is its sensitivity to the subject’s motion and distance due to the rather narrow DoF of the utilized cameras/lenses as...
well as the long exposure time needed for acquiring bright images. As a result, it requires careful operator feedback to the subject for appropriate positioning in front of the system. Higher intensity illumination or narrow angle LEDs could be used to combat this problem by further closing the aperture of the cameras so that the DoF is increased. However, further research is required for this purpose, taking into consideration possible eye-safety concerns, not present in the current design which employs very low energy LEDs.

3 Experiments

In our analysis so far, we have verified the principles of flexibility and modularity governing the system design in our proposed framework. In this section, we focus on the principles of legacy compatibility and complementarity of the captured data and showcase that they can provide rich information when applied to PAD. The main focus of our work is to present the flexible multispectral biometrics framework and not devise the best performing algorithm for PAD since the captured data can be used in a variety of ways for obtaining the best possible performance. Instead, we follow a data-centric approach and attempt to understand the contribution of distinct regimes of the multispectral data towards detecting different types of PAIs.

3.1 Datasets

We have held 7 data collections with the proposed systems. However, our systems have undergone multiple improvements throughout this period and some data is not fully compatible with the current version of our system (see for example the previous version of our finger sensor suite in [18], which has been largely simplified here). A series of publications have already used data from earlier versions of our systems (see [58], [59], [60], [61] for face and [18], [52], [55], [56], [57], [62], [63], [64] for finger).

The datasets used in our analysis contain only data across data collections that are compatible with the current design (i.e., the same cameras, lenses and illumination sources, as the ones described in section 2, were used). They involve 5 separate data collections of varying size, demographics and PAI distributions that were performed using 2 distinct replicas of our systems in 5 separate locations (leading to possibly different ambient illumination conditions and slight modifications in the positions of each system’s components). Participants presented their biometric samples at least twice to our sensors and a few participants engaged in more than one data collections. Parts of the data will become publicly available through separate publications and the remaining could be distributed later by the National Institute of Standards and Technology (NIST) [65].

In this work, we separate all data from the aforementioned data collections in two groups (data from the former data collections and data from the last data collection). The main statistics for the two groups which will be referred to as Dataset I and Dataset II, respectively, as well as their union (Combined) are summarized in Table 5. The reason for this separation is twofold. First, we want to study a cross-dataset analysis scenario for drawing general conclusions. Second, during the last data collection, data was also captured using a variety of existing commercial sensors for face, finger and iris. Therefore, Dataset II constitutes an ideal candidate on which the legacy compatibility principle of our proposed sensor suites can be analyzed.

For each biometric modality, we define a set of PAI categories (see Table 5), which will be helpful for our analysis. As observed, multiple PAI species are omitted from the categorization. We tried to form compact categories, which encapsulate different PAI characteristics, as well as consider cases of unknown PAI categories among the two datasets. Finally, it is important to note that the age and race distributions of the participants among the two datasets is drastically different. Dataset I is dominated by young people

| Race          | White | Asian | African American |
|---------------|-------|-------|------------------|
| Age           | 18-25 | 26-38 | 39-45            |
| Gender        | Male  | Female| No response      |

### Table 5

**Studied datasets and their union. For each biometric modality, we group PAIs into broader categories (marked in gray) and present the number of samples and PAI species (sp.) included in each. Not all available PAI species are included in this categorization. PAI categories whose appearance depends heavily on the subject and preparation method are marked with * Finally, the contact lens (CL) category marked with † groups contact lenses whose specific type is unknown or their count in the dataset is small for being separately grouped.**

| Datasets              | Participants | Samples | Bona-Fides | PAIs | PAI Species | Printed Photo | Plastic Mask | Makeup | Prostheses | Race | Age | Gender |
|-----------------------|--------------|---------|------------|------|-------------|---------------|--------------|--------|------------|------|-----|--------|
| **Face**              |              |         |            |      |             |               |              |        |            |      |     |        |
| Dataset I             | 182          | 628     | 360        | 268  | 27          | 14 (2 sp.)    | 107 (7 sp.)  | 50 (4 sp.) | – (0 sp.) | 291  | 12  | 36     |
| Dataset II            | 729          | 12265   | 9352       | 3313 | 66          | 144 (1 sp.)   | 205 (7 sp.)  | 21 (1 sp.) | 81 (1 sp.) | 702  | 211| 114    |
| Combined              | 911          | 12893   | 12954      | 5924 | 337         | 155 (2 sp.)   | 127 (8 sp.)  | 142 (8 sp.)| 30 (5 sp.) | 396  | 283| 154    |

| **Finger**            |              |         |            |      |             |               |              |        |            |      |     |        |
| Dataset I             | 182          | 628     | 360        | 268  | 27          | 14 (2 sp.)    | 107 (7 sp.)  | 50 (4 sp.) | – (0 sp.) | 291  | 12  | 36     |
| Dataset II            | 729          | 12265   | 9352       | 3313 | 66          | 144 (1 sp.)   | 205 (7 sp.)  | 21 (1 sp.) | 81 (1 sp.) | 702  | 211| 114    |
| Combined              | 911          | 12893   | 12954      | 5924 | 337         | 155 (2 sp.)   | 127 (8 sp.)  | 142 (8 sp.)| 30 (5 sp.) | 396  | 283| 154    |

| **Iris**              |              |         |            |      |             |               |              |        |            |      |     |        |
| Dataset I             | 182          | 628     | 360        | 268  | 27          | 14 (2 sp.)    | 107 (7 sp.)  | 50 (4 sp.) | – (0 sp.) | 291  | 12  | 36     |
| Dataset II            | 729          | 12265   | 9352       | 3313 | 66          | 144 (1 sp.)   | 205 (7 sp.)  | 21 (1 sp.) | 81 (1 sp.) | 702  | 211| 114    |
| Combined              | 911          | 12893   | 12954      | 5924 | 337         | 155 (2 sp.)   | 127 (8 sp.)  | 142 (8 sp.)| 30 (5 sp.) | 396  | 283| 154    |
of Asian origin while Dataset II includes a larger population of Caucasians or African Americans with a skewed age distribution toward older ages, especially for face data.

### 3.2 Legacy Compatibility

As discussed above, during collecting Dataset II, data from each participant was also collected using a variety of legacy sensors (3 different sensor types for face and iris and 7 for finger). Sponsor approval is required to release specific references for the legacy sensors used. Instead we provide descriptive identifiers, based on the data types each sensor captures. We now perform a comprehensive list of experiments to understand the legacy compatibility capabilities of our systems. For this purpose, we employ Neurotechnology’s SDK software [66], which is capable of performing biometric data enrollment and matching. We use notation BP (Biometric Position) to refer to a specific sample (i.e., face, left or right eye or specific finger of the left or right hand of a subject). From our sensor suites, legacy compatible data for face and iris is used as is. For finger, we noticed that the software was failing to enroll multiple high-quality samples, possibly due to the non-conventional nature of the captured finger images and, as a result, we considered two pre-processing steps. First, we cropped a fixed area of the captured image containing mostly the top finger knuckle and enhanced the image using adaptive histogram equalization. Second, we binarize the enhanced image using edge preserving noise reduction filtering and local adaptive thresholding. Fig. 11 provides an overview of data samples from all sensors, along with the notation used for each, and

#### Table 6

| Sensor | Enroll Rate | Unique Enroll Rate | Total Samples | Unique Samples |
|--------|-------------|-------------------|---------------|---------------|
| Face   |             |                   |               |               |
| RGB-A  | 95.1%       | 95.76%            | 690           | 661           |
| RGB-B  | 98.91%      | 98.66%            | 642           | 522           |
| RGB-C  | 95.81%      | 95.21%            | 645           | 522           |
| RS-RGB | 98.47%      | 99.23%            | 1568          | 521           |
| Finger |             |                   |               |               |
| Optical-A | 91.70%    | 93.08%            | 13416         | 6405          |
| Optical-B | 87.98%    | 89.26%            | 13316         | 6399          |
| Optical-C | 89.80%    | 88.41%            | 10440         | 6350          |
| Optical-D | 98.49%    | 99.28%            | 13805         | 6423          |
| Optical-E | 84.48%    | 84.06%            | 8757          | 5922          |
| Capacitive | 88.24%  | 91.63%            | 12905         | 6378          |
| Thermal | 86.59%      | 88.81%            | 11838         | 6372          |
| White   | 75.87%      | 79.64%            | 10359         | 4932          |
| VIS     | 78.70%      | 82.14%            | 10359         | 4932          |
| White-Bin | 80.75%  | 83.17%            | 10359         | 4932          |
| VIS-Bin | 82.76%      | 85.00%            | 10359         | 4932          |
| Iris    |             |                   |               |               |
| NIR-A  | 93.12%      | 96.42%            | 1454          | 1314          |
| NIR-B  | 96.58%      | 97.53%            | 1723          | 1295          |
| NIR-C  | 98.06%      | 98.09%            | 1549          | 1258          |
| IrisID | 98.54%      | 99.23%            | 5759          | 1293          |
| N780   | 94.44%      | 96.83%            | 5759          | 1293          |
| N850   | 98.14%      | 99.15%            | 5759          | 1293          |
| N870   | 93.96%      | 97.22%            | 5759          | 1293          |
| N940   | 99.66%      | 60.94%            | 5759          | 1293          |

#### Table 7

| Legacy Sensors | Proposed Sensor Suites |
|----------------|------------------------|
| RGB            | 0.00%                  |
| RGB            | 0.00%                  |
| RGB            | 0.00%                  |
| White          | 0.00%                  |
| White          | 0.00%                  |
| White          | 0.00%                  |
| VIS            | 0.00%                  |
| VIS            | 0.00%                  |
| VIS            | 0.00%                  |
| Iris           | 0.00%                  |
| Iris           | 0.00%                  |
| Iris           | 0.00%                  |
| Iris           | 0.00%                  |

Fig. 11. Examples of legacy compatible data captured by the proposed sensor suites and multiple legacy sensors, retrieved from Dataset II (see Table 5). All data correspond to the same participant while finger and iris images depict the right index finger and left eye, respectively. For each data type, the figure further presents the notation used in Tables 6 and 7.
depicts the pre-processing steps for finger data.

Using the SDK, we first perform enrollment rate analysis for all bona-fide samples in Dataset II using 40 as the minimum acceptable quality threshold. Following, we consider each pair between the proposed sensors and available legacy sensors and perform biometric template matching among all bona-fide samples for all participants with at least one sample for the same BP enrolled from both sensors. The enrollment rate results are provided in Table 6 and the match rates for each sensor pair are extracted by drawing a Receiver Operatic Characteristic (ROC) curve and reporting the value of False Non-Match Rate (FNMR) at 0.01% False Match Rate (FMR) [68] in Table 7. For finger, we analyze the performance of white light images as well as the performance when all 3 visible light images are used (see Fig. 11) and any one of them is enrolled. When matching, the image with the highest enrollment quality is used.

From the results in the tables, it is apparent that the face and iris sensor suites provide at least one image type that is fully legacy compatible. For the finger data, enrollment rate appears to be sub-optimal while match rates are in some cases on par with the average match rates between legacy sensors (compare with values in caption of Table 7). However, the utilized analysis software proves very sensitive to the input image type and the same images when binarized (compare White vs. White-Bin and VIS vs. VIS-Bin entries in Table 6) exhibit ~ 5% increase in enrollment rates. Hence, we are confident that a more careful selection of pre-processing steps [69] or the use of an alternate matching software could lead to improved performance. Besides, the Optical-D legacy sensor, despite covering the smallest finger area and having the lowest resolution among all analyzed legacy sensors, seems to outperform the others by a large margin, indicating the high sensitivity of the enrollment and matching software to selected parameters. Deeper investigation into this topic, however, falls out of the scope of this work.

3.3 Presentation Attack Detection

In order to support the complementarity principle of our design, we devise a set of PAD experiments for each biometric modality. Two class classification, with labels \([0, 1]\) assigned to bona-fide and PA samples, respectively, is performed using a convolutional neural network (CNN) based model.

**Model Architecture:** Due to the limited amounts of training data, inherent in biometrics, we follow a patch-based approach where each patch in the input image is first classified with a PAD score in \([0, 1]\) and then individual scores are fused to deduce the final PAD score \(t \in [0, 1]\) for each sample. Unlike traditional patch-based approaches where data is first extracted for patches of a given size and stride and then passed through the network (e.g., [18], [56]), we use an extension of the fully-convolutional-network (FCN) architecture presented in [67], as depicted in Fig. 12. The network consists of 3 parts:

1. **Score Map Extraction:** Assigns a value in \([0, 1]\) to each patch producing a score map \((\mathcal{M})\) through a set of convolutions and non-linearities while batch normalization layers are used to combat over-fitting.
2. **Feature Extraction:** Extracts \(r\) score map features through a shallow CNN.
3. **Classification:** Predicts the final PAD score \(t\) by passing the score map features through a linear layer.

The suggested network architecture was inspired by the supervision channel approach in [70], [71] and its first part (identical to [67]) is equivalent to a patch-based architecture when the stride is 1, albeit with increased computational efficiency and reduced memory overhead. A drawback of the FCN architecture compared to a genuine patch-based model, however, is that patches of a sample image are processed together and the batch size needs to be smaller, reducing intra-variability in training batches. The two remaining parts, instead of just performing score averaging, consider the spatial distribution of the score map values for deducing the final PAD score, as shown in the examples at the bottom part of Fig. 12 for a bona-fide and PA sample per
Fig. 13. Examples of pre-processed multispectral data for bona-fide samples and the main PAI categories defined in Table 5 for each biometric modality. In some cases, images have been min-max normalized within each spectral regime for better visualization. The notation used in the figure is crucial for understanding the results in Fig. 14 and Table 9.

Training Loss: The network architecture in Fig. 12 guarantees $M_i \in [0, 1], i = 0, \ldots, N_M - 1$, where $N_M$ is the total number of elements in $M$, through the sigmoid layer. However, it does not guarantee that $M$ would represent an actual PAD score map for the underlying sample. In order to enforce that all patches within each sample belong to the same class, we employ pixel-wise supervision on $M$ such that $M_i = g, i = 0, \ldots, N_M - 1$ where $g \in \{0, 1\}$ is the ground truth label of the current sample. Denoting the Binary Cross-Entropy loss function as $B(x, y)$ the sample loss $L$ is calculated as:

$$L = B(t, g) + \frac{w}{N_M} \sum_{i=0}^{N_M-1} B(M_i, g),$$

where $w \geq 0$ is a constant weight.

3.4 Presentation Attack Detection Experiments

As discussed earlier, the goal of our work is the understanding of the contribution of each spectral channel or regime to
the PAD problem as well as the strengths and weaknesses of each type of data by following a data-centric approach. Therefore, we use a model that remains the same across all compared experiments per modality. As such, we try to gain an understanding on how performance is solely affected by the data rather than the number of trainable model parameters, specific model architecture or other training hyperparameters. We first summarize the data pre-processing and training protocols used in our experiments and then describe the experiments in detail.

**Data Pre-processing:** The data for each biometric modality is pre-processed as follows, where any resizing operation is performed using bicubic interpolation:

- **Face:** Face landmarks are detected in the RGB space using [47] and the bounding box formed by the extremities is expanded by 25% toward the top direction. The transformations obtained by the calibration process described in section 2.4 are then used to warp each image channel to the RGB image dimensions and the bounding box area is cropped. Finally, all channels are resized to 320 × 256 pixels. A single frame from the captured sequence is used per sample.

- **Finger:** A fixed region of interest is cropped per channel such that the covered finger area is roughly the same among all cameras (based on their resolution, system geometry and dimensions of the finger slit mentioned in section 2.5). The cropped area covers the top finger knuckle which falls on an almost constant position for all samples, since each participant uses the finger slit for presenting each finger. Finally, all channels are resized to 160 × 80 pixels.

- **Iris:** For the data captured using the NIR and IrisID cameras, Neurotechnology’s SDK [66] is employed for performing iris segmentation. The iris bounds are then used as a region of interest for cropping. Each image is finally resized to 256 × 256 pixels. For the thermal data, we use the whole eye region (including the periorcular area). The center of the eye is extracted from the segmentation calculated on the NIR camera’s images and the corresponding area in the Thermal image is found by applying the calculated transformation between the two cameras (as discussed in section 2.6). The cropped area is finally resized to 120 × 160 pixels. A single multispectral frame from the captured sequence is used per sample. We always use the frame with the highest quality score provided by [66] during segmentation. If segmentation fails for all available frames, the sample is discarded.

Exploiting the camera synchronization in our systems, for face and iris data which rely on geometric transformations, the particular frames extracted from each channel are the closest ones in time to the reference frame where face or eye detection was applied (based on each frame’s timestamps). For all biometric modalities, if dark channel frames are available for any spectral channel (see Fig. 8), the corresponding time-averaged dark channel is first subtracted. The data is then normalized in [0, 1] using the corresponding channel’s bit depth (see Tables 2, 3, 4). Examples of pre-processed data for bona-fide samples and the PAI categories defined in Table 5 are presented in Fig. 13. In some cases, images have been min-max normalized within each spectral regime for better visualization. The notations used in the figure will become important in the following analysis.

**Training Protocols:** We follow two different training protocols using the datasets presented in Table 5:

1) **3Fold:** All data from the Combined dataset is divided in 3 folds. For each fold, the training, validation and testing sets consist of 55%, 15% and 30% of data, respectively. The folds were created considering the participants such that no participant appears in more than one set leading to slightly different percentages than the aforementioned ones.

2) **Cross-Dataset:** Dataset I is used for training and validation (85% and 15% of data, respectively) while Dataset II is used for testing. In this scenario, a few participants do appear in both datasets, for the finger and iris cases, but their data was collected at a different point in time, a different location and using a different replica of our biometric sensor suites (see participant counts in Table 5).

We now conduct a series of comprehensive experiments to analyze the PAD performance capabilities of the captured data. First, for all three biometric modalities, we perform experiments when each spectral channel is used separately as input to the model of Fig. 12 (i.e., c = 1). For face and finger data, due to the large number of channels, we further conduct experiments when combinations of c = 3 input channels are used. On one hand, this approach aids in summarizing the results in a compact form but also constitutes a logical extension. For face, 3 is the number of channels provided by the RGB camera while for finger, there are 3 visible light illumination sources and LSCI data is inherently time-dependent, hence sequential frames are necessary for observing this effect. We choose not to study larger channel combinations so that we accentuate the individual contribution of each type of available data to the PAD problem, but always adhere to the rule of comparing experiments using the same number of input channels and therefore contain the same amount of trainable model parameters.

Each experiment uses the same model and training parameters, summarized in Table 8. During training, each channel is standardized to zero-mean and unit standard deviation based on the statistics of all images in the training set, while the same normalizing transformation is applied when testing. All experiments are performed on both (3Fold
Fig. 14. Left: PAD score distributions for single channel experiments; Right: ROC curves corresponding to 3-channel experiments for face and finger and single channel experiments for iris. In the ROC curve legends, the best performance is highlighted in bold while the score fusion result (Mean) is underlined when outperforming the best individual experiment.

and Cross-Dataset) training protocols explained above. The notation used for each individual channel and each triplet combination in the experiments is illustrated in Fig. 13. For each type of experiment, we also calculate the performance of the mean PAD score fusion of all individual experiments (denoted as Mean). As performance metrics, we report the Area Under the Curve (AUC), the True Positive Rate at 0.2% False Positive Rate (denoted as TPR0.2%) and the Bona-fide Presentation Classification Error Rate at a fixed 0.1% False Positive Rate (denoted as BPCER0.1%) in the ISO [73] standard.

The results from all experiments are summarized in Fig. 14 and Table 9. The left part of Fig. 14 analyzes the single channel experiments by drawing error bars of the PAD score distributions for bona-fide samples and each PAI category defined in Table 5. The error bars depict the mean and standard deviation of each score distribution bounded by the PAD score limits [0, 1]. Hence, full separation of error bars between bona-fide and PAIs does not imply perfect score separation. However, it can showcase in a clear way which channels are most effective at detecting specific PAI categories. The right part of Fig. 14 presents the calculated ROC curves and relevant performance metrics for the 3-channel experiments for face and finger and 1-channel experiments for iris. The same results are then re-analyzed per PAI category in Table 9 by calculating each performance metric for an ROC curve drawn by considering only bona-fide samples and a single PAI category each time. The table is color coded such that darker shades denote performance degradation and helps at interpreting the underlying metric...
values. The $[0, 1]$ grayscale values were indeed selected using the average value between AUC, TPR0.2% and (1 – BPCER20) for each colored entry. It is important to note that for the iris experiments, only samples for which iris segmentation was successful in all channels are used in the analysis for a fair comparison among the different models.

By analyzing the presented results, we make the following observations:

- Some channels behave exactly as expected by the human visual perception of the images (e.g., Thermal channel success on Plastic Mask and Fake Eyes).
- Certain PAI categories appear to be easily detectable by most channels (e.g., Ballistic Gelatin and Ecoflex Flesh) while others (e.g., Prostheses and PDMS or Glue) exhibit consistent separation when SWIR/LSCI illumination is used, supporting the complementarity principle of the proposed system.
- The complementarity principle is further strengthened by the performance of simple score averaging (denoted as Mean), which is the best in multiple cases.
- The Cross-Dataset protocol performance appears to be severely degraded for channels where cameras are affected by ambient illumination conditions (e.g., visible or NIR light). This is particularly apparent in the face experiments where RGB data performance changes from best to worst between the two training protocols and a huge PAD score shift can be observed in the score distributions. This effect is also aggravated by the smaller size of the face dataset which can lead to overfitting as well as the vastly different demographics between the training and testing sets (discussed in section 3.1). On the contrary, higher wavelength channels appear to be more resilient to both ambient illumination and demographic variations, consistent with the existing literature [7].
- In a few cases, Cross-Dataset protocol evaluation outperforms the equivalent 3Fold experiments. This can be explained due the smaller variety of PAI species in Dataset II as well as the larger variety of bonafide samples in the Combined dataset, some of which might be inherently harder to classify correctly.
- For the iris data, use of multispectral data seems to be less important. The Thermal channel, while successful at detecting fake eyes, appears weak at detecting PAI contact lenses (indeed multiple eyes of participants wearing regular contact lenses are misclassified due to the darker appearance of their pupil-iris area). At the same time, only a single NIR channel appears to have slightly better performance than the IrisID camera which also uses NIR illumination, possibly due to its higher image resolution (see Fig. 13). Nevertheless, the fact that Mean score performance is sometimes superior suggests that certain samples are classified correctly mainly due to the multispectral nature of the data. However, as discussed in section 2.6, the current iris system setup is not optimal and suffers from motion blur as well as cross-wavelength blur when a participant is moving during capture. Blurriness can obscure small details necessary for the detection of contact lens PAs. Indeed, the N780 channel, which exhibits the highest performance, was the one that was in best focus and whose images were usually receiving the highest quality scores during the legacy compatibility analysis of section 3.2.

In general, the analysis suggests that for each biometric modality, there is channels which can alone offer high PAD performance. Clearly, some of the problems observed in the Cross-Dataset protocol analysis could be alleviated by using pre-training, transfer learning or fine-tuning techniques, but the purpose of our work is to emphasize on the limitations originating from the different wavelength regimes and stress the importance of the availability of a variety of spectral bands for training robust classification models. Besides, models using a larger input channel stack can further enhance PA detection, as shown in [18], [56], [61], [64], [67].

## 4 Conclusion

In this work, we presented a multispectral biometrics system framework along with its realization on face, finger and iris biometric modalities. We described the proposed systems in detail and explained how they adhere to the principles of flexibility, modularity, legacy compatibility and complementarity. Further, we showcased that the captured data can provide rich and diverse information useful at distinguishing a series of presentation attack instrument types from bona-fide samples. The variety of synchronized biometric data captured through the proposed systems can open doors to various different applications. We hope that our work will spur further research in this domain and make multispectral biometric data a commodity for researchers to experiment with. We believe that multispectral data for biometrics can be one of the key ingredients for detecting future and ever more sophisticated presentation attacks.
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