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Abstract—Unsupervised domain adaptation (UDA) aims to adapt models learned from a well-annotated source domain to a target domain, where only unlabeled samples are given. Current UDA approaches learn domain-invariant features by aligning source and target feature spaces through statistical discrepancy minimization or adversarial training. However, these constraints could lead to the distortion of semantic feature structures and loss of class discriminability. In this article, we introduce a novel prompt learning paradigm for UDA, named domain adaptation via prompt learning (DAPrompt). In contrast to prior works, our approach learns the underlying label distribution for target domain rather than aligning domains. The main idea is to embed domain information into prompts, a form of representation generated from natural language, which is then used to perform classification. This domain information is shared only by images from the same domain, thereby dynamically adapting the classifier according to each domain. By adopting this paradigm, we show that our model not only outperforms previous methods on several cross-domain benchmarks but also is very efficient to train and easy to implement.

Index Terms—Contrastive learning, prompt learning, unsupervised domain adaptation (UDA).

I. INTRODUCTION

Deep learning has achieved great success in recent years [1], [2], [3] with the help of large-scale annotated datasets [4]. Since annotating large-scale datasets is costly and time-consuming, researchers propose to train a model for an unlabeled domain by leveraging a related domain that is well-annotated. However, a model (e.g., a neural network) trained on an annotated domain may not generalize well to an unlabeled domain due to distribution shift [5], [6], [7]. The problem of unsupervised domain adaptation (UDA) [8], [9], [10], [11] has been proposed to study the transferring of knowledge under such domain shift.

Conventional UDA methods mainly resort to learning domain-invariant representations by minimizing statistical discrepancy [12], [13], [14], [15] or applying adversarial training [16], [17], [18], [19], [20] to minimize the distribution shift between the source and target domains. With similar feature distribution led by domain alignment, the classifier trained on the source domain can be directly applied to the target data (see the top of Fig. 1). However, reducing the discrepancy by aligning domains could lead to a loss of semantic information [21], [22]. For example, $f(X_T)$ would not contain any color information since $f(X_T)$ is aligned with grayscale image distribution $f(X_S)$ (see the top of Fig. 1). Furthermore, such loss of semantic information could harm class discriminability since discarded domain-specific knowledge is useful in classification [23], [24]. Even some recent UDA methods [21], [24], [25], [26] advocate preserving the semantic information to maintain the class discriminability. However, these methods suffer from a subtle tradeoff between domain alignment and preserving semantic features [22], [23], [27] as two objectives could be adversarial.

To remedy this, we propose domain adaptation via prompt learning (DAPrompt), which preserves domain-specific knowledge and embeds it into prompt representation (“sketch” and “dog” in Fig. 1, bottom) to avoid domain alignment. Specifically, the prompt consists of three parts: domain-agnostic context, domain-specific context, and class label (token). Fig. 2(a) shows our prompt design. Each image corresponds to a ground-truth class through the domain and class information of prompt. For example, an image that shows “an art work of a dog” could correspond to the prompt “an image of a painting dog.” The domain-agnostic context represents general task information and is shared among all images. The domain-specific context represents domain information and is shared within each domain. The class label distinguishes different categories. Our domain-specific prompt representation learns the conditional probability distribution of source and target domains, respectively. Furthermore, it allows for a dynamic mechanism to adapt the classifier to the source or target domain. More details are discussed in Section III-B.

To learn domain and category disentangled prompt representation, we apply a contrastive objective for training. An image and a prompt form a pair of positive example only when the domain and category of them are matched, respectively, while any other cases are negative examples. By contrasting the representation of $X_S$ and $y$, the representation of the image and prompt are aligned in the feature space, respectively (Fig. 1, bottom). Furthermore, the prompt representation of “sketch” is pushed away from the “photo” domain by contrasting $X_T$ and $y$. More details are discussed in Section III-D.

To enable contrastive learning in the target domain,
that our method consistently yields promising performance. As shown in Fig. 2(b), we empirically find that fine-tuning and linear probing of CLIP both fail to generalize well on the target domain as their performance is lower than zero-shot CLIP. Prompt learning performs better but suffers from distribution shift. Our DAPrompt outperforms all the baseline models since our domain-specific prompt improves the performance. On VisDA2017, our method has 2.5%/1.1% and 4.9%/4.1% absolute improvement with respect to CLIP and CoOp (visual encoder is ResNet101/ViT-B/16). On miniDomainNet and Office-Home, DAPrompt achieves an overall accuracy of 74.8%/85.8% and 74.5%/84.4% (ResNet50/ViT-B/16), which are 3.6%/3.0% and 2.5%/2.0% points higher than zero-shot CLIP model. We also achieve an sota performance of 74.5%/86.9% on Office-Home [28] and VisDA-2017 [29]. To summarize, the contributions of our work are threefold.

1) We propose DAPrompt for unsupervised domain adaptation. It is simple yet effective, easy to implement, and fast for training. Our method builds a bridge between the multimodal method and UDA. To the best of our knowledge, we are the first to explore the application of multimodal method and prompt learning in UDA.

2) We propose to use domain-specific prompt for UDA and devise a dynamic mechanism to adapt the classifier to each domain. Our method aims at learning the underlying label representation of target domain rather than aligning domains. Contrastive objectives ensure the disentangled representations for each category and domain.

3) Our DAPrompt has significantly improved the performance on VisDA2017, miniDomainNet, and Office-Home with respect to CLIP and CoOp. It has achieved the state-of-the-art performance on the Office-Home and VisDA-2017 datasets, improving the accuracy by 3.2%/4.2% over the sota methods and 2.5%/2.5% over CLIP.

II. RELATED WORK

A. Unsupervised Domain Adaptation

UDA adapts a model trained on a labeled source domain to an unlabeled target domain [30], [31], [32]. Quite a few UDA methods learn domain-invariant features via minimizing the discrepancy between domains [13], [15], [33], [34], [35]. For example, Tzeng et al. [12] introduced an adaptation layer and a domain confusion loss to learn semantically meaningful and domain-invariant representations. DAN [13] aligns source and target domains by minimizing the maximum mean discrepancy (MMD) on task-specific layers. Sun and Saenko [33] proposed CORAL that aligns the second-order statistics of the source and target domains with a linear projection.

Inspired by generative adversarial networks (GANs) [16], another family of UDA methods applies adversarial learning to obtain domain-invariant representations [9], [17], [36], [37]. For example, DANN [9] and CDAN [17] introduce a domain discriminator to distinguish source samples from target ones, while the feature extractor tries to generate domain-invariant features in order to fool the domain discriminator. Differently,
MCD [38] plays the minimax game between a feature encoder and two classifiers, where two classifiers try to maximize their prediction discrepancy and the feature extractor aims to minimize that discrepancy.

Despite the success achieved by domain alignment, class discrimination also loses due to the distorted structure of semantic features [21], [23]. How to maintain class discrimination also loses due to the distorted structure of their prediction discrepancy and the feature extractor aims to and two classifiers, where two classifiers try to maximize MCD [38] plays the minimax game between a feature encoder and two classifiers, where two classifiers try to maximize their prediction discrepancy and the feature extractor aims to minimize that discrepancy.

Despite the success achieved by domain alignment, class discrimination also loses due to the distorted structure of semantic features [21], [23]. How to maintain class discrimination also loses due to the distorted structure of their prediction discrepancy and the feature extractor aims to minimize that discrepancy.

To name a few, Chen inability has also been considered by recent UDA works [21], [23]. How to maintain class discrimination also loses due to the distorted structure of their prediction discrepancy and the feature extractor aims to minimize that discrepancy.

Our work proposes to learn domain-specific prompt disentanglement of semantic and domain features attained by our DAPrompt and a dynamic mechanism (Section III-B), and pseudo labeling (Section III-C) and discuss the disentanglement of semantic and domain features attained by our DAPrompt method (Section III-D).

### A. Preliminaries

An overview of our method is shown in Fig. 3. Our model is composed of an image encoder $f(\cdot)$ and a text encoder $g(\cdot)$. The image encoder can be a ResNet [1] or Vision Transformer (ViT) [52], and the text encoder is a Transformer [53]. The image and text input can be directly transformed from a high-dimensional space into a low-dimensional feature space by the encoders.

Our method is trained with image–text pairs in a contrastive manner. For example, an input text describes a category in the format of “a photo of a [CLASS]” ([CLASS] is the class token). A positive pair is an image $x$ with its corresponding
text \( t_i \) describing the category of \( x_i \). A negative pair is an image \( x_i \) with an irrelevant description \( t_j, j \neq i \) in the mini-batch. The training objective is to maximize the cosine similarity of positive pairs and minimize the cosine similarity of negative pairs. The contrastive learning objective aligns the image and text representation in the same feature space.

With the aligned features, the model is capable of performing zero-shot inference. By forwarding \( K \) category descriptions, an image \( x \) would belong to the category \( \hat{y}_i \) with the largest similarity

\[
P(\hat{y} = i | x, t) = \frac{\exp(\langle g(t_i), f(x) \rangle/T)}{\sum_{k=1}^{K} \exp(\langle g(t_k), f(x) \rangle/T)} \tag{1}
\]

\[
\hat{y}_i = \text{arg max } P(\hat{y} = k) \tag{2}
\]

where \( T \) is a user-defined hyperparameter (temperature) and \( \langle \cdot, \cdot \rangle \) denotes the cosine similarity.

The input text described above is a manually designed prompt comprised of a sequence of discrete tokens. The manually designed prompts are transformed into fixed vectors in the word embedding space. Since these word embeddings could be suboptimal for this specific task, optimizing the continuous embedding of the tokens has been proposed [44], [51]. The continuous representation \( t_k \) allows for a more precise description of semantic features that are important for class discrimination.

Existing prompt learning methods adopt a domain-agnostic style that context is shared across all domains and all categories. It has a unified format

\[
t_k = [v_1]_1[v_2]_1 \cdots [v_{M_1}]_1[CLASS]_k \tag{3}
\]

where \([v_m]_i, m_1 \in [1, 2, \ldots, M_1]\), is a vector with the same dimension as the word embedding and \( M_1 \) is the number of context tokens applied in the prompt.

**B. Learning With Domain-Specific Prompt**

In this section, we describe the details on domain-specific prompt and the dynamic mechanism to adapt classifier to source or target domain. The overview of our method is shown in Fig. 3. Since we notice that the class labels for source and target domains could be different semantically, the domain-agnostic context ignores the discrepancy between domains. To remedy this, we propose to design domain-specific prompt in the prompt to deal with distribution shift [shown in Fig. 3(a)]. To be specific, our proposed prompt contains three parts, domain-agnostic tokens, domain-specific tokens, and class tokens. We use \([d]^{d_1}_{m_1}, m_2 \in [1, 2, \ldots, M_2]\), to denote domain-specific tokens, which have the same dimension as word embeddings. The domain-specific tokens are shared among all categories but specially designed for each domain \([d]^{d_i}_j \neq [d]^{d_j}_i, i, j \in [1, 2, \ldots, M_2]\). The number of domain-specific tokens is denoted by \( M_2 \). Domain indicator denotes the source and target domains \( d \in \{s, t\} \). The overall prompt is defined in the following format:

\[
t^{d_k}_i = [v]_1[v]_2 \cdots [v]_{M_1}[d]^{d_1}_{m_1}[d]^{d_2}_{m_2} \cdots [d]^{d_{M_2}}_{M_2}[CLASS]_k. \tag{4}
\]

Furthermore, a trainable class-aware prompt could learn fine-grained category representation. The domain-agnostic context could follow a class-specific style denoted by class-specific context. Each class could be initialized with different tokens

\[
t^{d_k}_i = [v]_1[v]_2 \cdots [v]_{M_1}[d]^{d_1}_{m_1}[d]^{d_2}_{m_2} \cdots [d]^{d_{M_2}}_{M_2}[CLASS]_k. \tag{5}
\]
As we mentioned before, an image and prompt form a positive pair only when category and domain match, respectively. Hence, the domain-specific tokens are updated with positive pairs from the corresponding domain. Therefore, domain-specific tokens embed the information shared within each domain. It is worth noting that even though we apply “text” \( [t^u_i] \) for classification, our method does not require any extra information. Trainable domain-agnostic \( [v^u_i] \) and domain-specific context \( [d^u_i], [d^s_i] \) for source and target domains are randomly initialized. Class tokens [CLASS] are provided by the class names of the dataset.

We have 2\( K \) categories in total since we apply different prompts \( t^s_k \) and \( t^u_k \) for the source and the target domain, respectively. Given a set of training samples \( \{x^s_i, y^s_i\}_{i=1}^{N^s} \) and unlabeled \( \{x^u_i\}_{i=1}^{N^u} \), we could obtain the probability that a sample belongs to the \( k \)th category according to

\[
P(\hat{y}^s_i = k|x^s_i, t^s_k) = \frac{\exp((g(t^s_k), f(x^s_i))/T)}{\sum_{d \in \{s,u\}} \sum_{j=1}^{K} \exp((g(t^s_j), f(x^s_i))/T)}
\]

(6)

\[
P(\hat{y}^u_i = k|x^u_i, t^u_k) = \frac{\exp((g(t^u_k), f(x^u_i))/T)}{\sum_{d \in \{s,u\}} \sum_{j=1}^{K} \exp((g(t^u_j), f(x^u_i))/T)}
\]

(7)

Since we know that images are from source domain or target domain, we introduce a dynamic mechanism to adapt the way of attaining the probability that an image belongs to a category, i.e., \( P(\hat{y}^s_i = k|x^s_i, t^s_k) \) for source domain images and \( P(\hat{y}^u_i = k|x^u_i, t^u_k) \) for target domain images. With the probability of the image \( x_i \) belonging to class \( k \), we minimize the cross-entropy loss given the ground-truth label \( y^s_i \). The cross-entropy loss for the source domain is shown in (8) and we would introduce the loss for target domain in Section III-C

\[
L_s = -\frac{1}{N^s} \sum_{i=1}^{N^s} \log P(\hat{y}^s_i = y^s_i).
\]

(8)

Existing domain adaptation methods train their classifier on the source domain to learn a conditional probability distribution \( P(y|x^s, t^s) \). By aligning the marginal distribution of \( P(f(x^s)) \) and \( P(f(x^u)) \), they could directly make use of the conditional probability to inference on the target domain. These methods suffer from loss of class discriminability [24], [25]. Our method does not align marginal distributions but learns two conditional probability distributions \( P(y|x^s, t^s) \) and \( P(y|x^u, t^u) \) by learning two sets of prompts \( t^s_k, t^u_k, k \in \{1, 2, \ldots, K\} \), respectively. Hence, our method would not suffer from loss of semantic information and could make full use of the information of data.

We freeze the image encoder in our method according to the setting of CoOp. However, freezing weights may limit the capacity of the proposed method. Fine-tuning the image encoder with proper design could further promote the performance. Mask image modeling is a useful pretraining method for image representation and combining it with our method could further improve the quality of representation learning. We leave these as future work.

Algorithm 1 Algorithm of DAPrompt

\begin{itemize}
  \item \textbf{Input:} Vision encoder \( f() \), text encoder \( g() \), source domain data \( x^s \), target domain data \( x^u \), source domain prompt \( t^s \), target domain prompt \( t^u \), label for source domain data \( y^s \);
  \item \textbf{Output:} target domain prompt \( t^u \)
\end{itemize}

1: while not converge do
2: \hspace{1em} Predict source domain image \( x^s_i \) labels by Eq. 6 and \( \hat{y}^s_i = \arg \max_k P(\hat{y}^s_i = k|x^s_i, t^s_k) \);
3: \hspace{1em} Predict target domain image \( x^u_i \) labels by Eq. 7 and \( \hat{y}^u_i = \arg \max_k P(\hat{y}^u_i = k|x^u_i, t^u_k) \);
4: \hspace{1em} Predict pseudo label for target domain image \( x^u_i \) with zero-shot inference by CLIP, \( \hat{y}^u_i = \arg \max_k P(\hat{y}^u_i = k|x^u_i) \);
5: \hspace{1em} Calculate the loss of by: \( L = -\log P(\hat{y}^u_i = y^u_i) - \log P(\hat{y}^u_i = \hat{y}^u_i) \) and update source domain prompt \( t^s \), target domain prompt \( t^u \)
6: end while

C. Pseudo Labeling

To further exploit the unlabeled data, we generate pseudo labels on the target domain. We choose from \( K \) classes with maximum predicted probability as the pseudo label \( y^u \) of the training data \( x^u \)

\[
y^u = \arg \max_k P(\hat{y}^u = k|x^u), \quad k = \{1, 2, \ldots, K\}.
\]

(9)

We only generate pseudo labels for unlabeled data whose maximum prediction probability is larger than a fixed threshold \( \tau \) for the quality of pseudo labels. We make use of the zero-shot inference ability of CLIP to generate pseudo labels as described in Section III-A. We train the prompt of target domain \( t^u_k \) with these unlabeled images and their pseudo labels with the contrastive objective (7)

\[
L_u = \frac{1}{N_u} \sum_{i=1}^{N_u} \{P(\hat{y}^u_i = y^u_i) \geq \tau \} \log P(\hat{y}^u_i = y^u_i|x^u_i)
\]

(10)

where \( \{\cdot\} \) is an indicator function. Overall, our proposed DAPrompt method could be trained in an end-to-end manner with a total contrastive loss

\[
L = L_s(D^s) + L_u(D^u).
\]

(11)

We summarize our proposed DAPrompt method in Algorithm 1. We first predict the labels of the source domain data with (6). Then, we predict the labels of the target domain data with (7). We generate pseudo labels for the unlabeled data and train the model with the contrastive loss. We repeat the above steps until convergence.

D. Disentanglement by Contrastive Learning

In this section, we provide an intuitive explanation for why contrastive learning achieves disentanglement in semantic and domain information. First, we assume that the visual representation \( f(x^u_i) \) contains two parts: domain information of domain \( d \) and the intrinsic class information of class \( c \) (Fig. 4(a), \( z_d \) and \( z_c \)). Similarly, the language embedding \( g(t^u_k) \)
A. Datasets and Experimental Settings

**VisDA-2017** [29] is a challenging dataset for synthetic-to-real domain adaptation with 12 categories. It contains 152,397 synthetic images, generated by rendering the 3-D models with different angles and light conditions, and 55,388 real-world images, collected from MSCOCO [54]. Following [17] and [38], we use the synthetic images as the source domain and real-world images as the target domain. **miniDomainNet** [55], [56] is a subset of DomainNet, which is a large-scale cross-domain dataset. It contains 18,703 images of clip art domain (C), 31,202 images of painting domain (P), 65,609 images of real world domain (R), and 24,492 images of sketch domain (S). Each domain contains 126 categories, which has a larger diversity than the above two datasets. The 12 UDA tasks are marked by: i.e., R→S, . . . , P→R.

**Office-Home** [28] is a large-scale benchmark for visual cross-domain recognition. It collects a total of 15,500 images from four different domains: art (A), clip art (C), product (P), and real world (R). Besides, each domain contains the objects of 65 categories in the office and home environments. To evaluate our method, we conduct 12 UDA tasks on the Office-Home dataset, i.e., A→C, . . . , R→P.

B. Implementation Details

Since our method is generic to any image encoders, we choose a CNN and ViT encoder for each dataset. For **VisDA-2017** [29], the results are obtained by leveraging the pretrained CLIP model with ResNet-101 [1] and ViT-B/16 [52] as the image encoder. The parameters of the image and text encoders are fixed and we train the prompt for 25 epochs using the mini-batch stochastic gradient descent (SGD) optimizer with a batch of 32. The learning rate is set to 0.003 initially and decayed with a cosine annealing rule. For **miniDomainNet** [56], we apply the CLIP model with ResNet-50 and ViT-B/16 [52] as its image encoder. We train the model for 15 epochs and use a mini-batch size of 32 with an SGD optimizer. We adopt 0.003 as the learning rate and it decays according to a cosine rule. For **Office-Home**, we use pretrained CLIP model and adopt ResNet-50 [1] as its image encoder. We fix the parameters in the encoders and the prompt is trained with the mini-batch SGD optimizer for 200 epochs, where the batch size is set to be 32. The initial learning rate is set to 0.003 and decayed with a cosine annealing rule [57]. As for the hyperparameters, the lengths of context tokens $M_1$ and domain-specific tokens $M_2$ are both set to 16. Other choices of token numbers are discussed in Section IV-C. Our context vectors are randomly initialized using a zero-mean Gaussian distribution with a standard deviation of 0.02. The pseudo labeling threshold $\tau$ is set to 0.5 for **VisDA-2017** [29], 0.7 for miniDomainNet [56], and 0.6 for Office-Home [28]. Further discussion about the value of $\tau$ is shown in Section IV-C.

C. Ablation Study

To give a detailed analysis of our method, we conduct detailed ablation studies on **VisDA-2017** [29]. All of the variant models are trained with the same training hyperparameters as described in Section IV-B.
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IV. EXPERIMENTAL RESULTS

We conduct extensive experiments on UDA benchmarks to verify the validity of our proposed method. We next present the datasets used in our experiments, implementation details, ablation studies of our method, comparisons with current methods, and visualization of results.
TABLE I
ABSTRACTION OF OUR PROPOSED DAPROMPT ON THE VISTA-2017 DATASET. HIGHER VALUES ARE BETTER. OUR METHOD IS HIGHLIGHTED WITH GRAY. (a) ABSTRACTION ON DOMAINT-SPECIFIC CONTEXT AND PSEUDO LABELING. WE ADOPT RESNET101 AND ViTB/B16 AS OUR IMAGE ENCODER. FT: FINE-TUNING. LP: LINEAR PROBING. DS: DOMAINT-SPECIFIC PROMPT. (b) ABSTRACTION ON DIFFERENT COMBINATIONS OF TOKEN LENGTH (M1 AND M2) WITH RESNET101. (c) ABSTRACTION ON DIFFERENT COMBINATIONS OF THRESHOLD (M1, M2) WITH RESNET101

| Method | Prompt Template | Domain-agnostic | Domain-specific | Pseudo labeling | Acc. ResNet101 | Acc. ViT-B/16 |
|--------|-----------------|-----------------|----------------|-----------------|---------------|--------------|
| CLIP [3] | Manual | ✔️ | ✔️ | 84.4 | 88.7 |
| +LP | Manual | ✔️ | ✔️ | 74.0 | 80.6 |
| +FT | Manual | ✔️ | ✔️ | 74.5 | 80.5 |
| CoOp [51] | Unified | ✔️ | ✔️ | 82.0 | 85.7 |
| | Class-specific | ✔️ | ✔️ | 82.0 | 85.6 |
| DAPrompt | Unified | ✔️ | ✔️ | 83.0 | 88.3 |
| -DS | Class-specific | ✔️ | ✔️ | 85.6 | 88.7 |
| DAPrompt | Unified | ✔️ | ✔️ | 86.9 | 89.6 |
| | Class-specific | ✔️ | ✔️ | 86.9 | 89.8 |

(a)

1) Ablation on DAPrompt and Other CLIP Variants:
To prove the effectiveness and necessity of domain-specific context and pseudo labeling, we compare the performances of these following methods on the VisDA-2017 [29] dataset.

1) CLIP and Its Variants: We adopt zero-shot CLIP as a baseline model. Since zero-shot CLIP ignores the source data, we conduct linear probing and fine-tuning of CLIP with pseudo labeling to make full use of the dataset. Pseudo labels are generated by zero-shot CLIP with manually designed prompt “a photo of [CLASS],” which is the same with our DAPrompt. The loss is also the same with DAPrompt [see (11)].

2) CoOp: It applies prompt learning with only domain-agnostic prompt. The learnable prompt could be either in unified style [see (3)] or class-specific style. Zero-shot CLIP and CoOp ignore data in the target domain. Hence, these methods both suffer from distribution shift.

3) DAPrompt Without Domain-Specific Prompt (DAPrompt-DS): We remove the domain-specific prompt from DAPrompt and it could also be seen as CoOp with pseudo labeling. In this setting, domain information would be learned entangled with category.

4) DAPrompt With Domain-Specific Prompt [See (5)]: With domain-specific prompt, the model is now able to dynamically adapt the classifier according to (6) and (7). Since removing pseudo labeling method would leave domain-specific prompt trained with only negative examples, we do not conduct such ablation.

The results of the above experiments are listed in Table I(a).

We have the following conclusions.

1) Zero-shot CLIP is very strong baseline. Zero-shot CLIP achieves 84.4%/88.7% accuracy on ResNet101 and ViT-B/16 visual encoders and outperforms nearly all other variants other than DAPrompt.

2) Simple fine-tuning and linear probing could not make use of the pretraining of CLIP. Fine-tuning may distort the learned features of CLIP and performs poorly than zero-shot CLIP. Linear probing also performs poorly for its limited capacity (10.4%/8.1% lower than zero-shot CLIP). We observe that both fine-tuning and linear probing are not the correct way to make use of CLIP in UDA.

3) CoOp suffers from distribution shift. CoOp learns a set of meaningful prompts for the source domain. We observe that CoOp outperforms fine-tuning and linear probing of CLIP on both ResNet101 and ViT-B/16. However, it has to directly apply these prompts on the target domain and suffers from distribution shift, which results in mostly lower performance than zero-shot CLIP (82.0%/85.7% versus 84.4%/88.7%).

4) Pseudo labeling enables the model to fit the data of the target domain. We observe that DAPrompt-DS performs better than CoOp for pseudo labeling. However, the information of source and target domains is mixed in the domain-agnostic prompt. Hence, some results of DAPrompt-DS cannot match the performance of zero-shot CLIP.

5) Class-specific prompt may be useful. Through the above experiments, compared with unified context, class-specific prompts could improve the performance at around 0.1%–0.4% in some tasks.

6) Domain-specific prompt is critical to DAPrompt. Domain-specific prompt helps to learn the underlying label distribution of the target domain, which depicts the knowledge of target domain. Furthermore, domain-specific prompt allows for the dynamic mechanism to adapt the classifier according to the domain. We observe that domain-specific prompt improves the performance by 2.9%/1.3% and 1.3%/1.1% compared with DAPrompt-DS. Our DAPrompt achieves an accuracy of 86.9%/89.8%, which is 2.5%/1.1% higher than zero-shot CLIP (ResNet50/ViT-B/16).

2) Ablation on Pseudo Label Threshold: In Table I(b), we present the sensitivity of our method to the hyperparameter τ by ranging it from 0.4 to 0.7. It seems that our method is not sensitive to τ because of the tradeoff between quality and quantity of pseudo labels. For example, when τ is set to 0.7, the model is trained with fewer, but more confident pseudo labels and the quality of pseudo labels may make up for the performance drop brought by the reduced quantity.
3) Ablation on Context Token Length: We conduct experiments in Table I(c) to explore the influence of context token length. The lengths of domain-agnostic and domain-specific context tokens are denoted by $M_1$ and $M_2$, respectively. From the results, we can see that the performance is a little lower when $M_1 < M_2$. Overall, the token length has little effect on the performance of our method. This implies that the continuous representation could be learned with a small number of tokens.

4) Ablation on miniDomainNet and Office-Home: Considering that zero-shot CLIP is the best baseline model of these variants, we also compare zero-shot CLIP with our method DAPrompt on the miniDomainNet and Office-Home datasets in Table II. We also show the results of fine-tuning. ResNet50 and ViT-B/16 are selected as its visual encoder. The results show that on both datasets, fine-tuning of CLIP performs poorly, which further validates our previous observation. On the Office-Home dataset, our method outperforms CLIP by 2.5% / 2.0%. On a larger and more complicated dataset miniDomainNet, our method achieves an improvement of 3.6% / 3.0% over CLIP. Among these subtasks, our DAPrompt significantly improved the accuracy by 5.0% and 4.7% on S→P and S→C, respectively. Our method could perform well on both datasets with small size of examples (Office-Home) and large datasets with more than 100 categories (miniDomainNet). What is more, on all the 12 tasks in each dataset, DAPrompt consistently improves the performances. Overall, the results show that our DAPrompt is generic to different datasets.

D. Comparison With State-of-the-Art Methods

Considering that a few UDA methods are evaluated on miniDomainNet with ResNet50, we compare our DAPrompt with sota methods on Office-Home and VisDA2017 with ResNet50 and ResNet101 as image encoder, respectively, for a fair comparison.

1) Results on Office-Home: They are shown in Table III, where our method obviously outperforms all other baselines with respect to the average accuracy of 12 tasks. Note that there exists a large performance gap between the feature alignment-based methods (e.g., DANN [9] and CDAN + E [17]) and SRDC [21]. The possible reason may be that excessive feature alignment would hamper the discrimination of target data. While such potential risk will not happen in our...
method, we do not force feature alignment across domains. In particular, our method further surpasses the state-of-the-art method SRDC [21] by a large margin of 3.2% in terms of average accuracy. Compared with the baseline method CLIP, our method has improved all the 12 UDA tasks and outperforms it by 2.5% on the Office-Home dataset. We owe the performance improvement to the more suitable visual concepts for the target domain that are generated from our learned prompts. The superior performance of our method shows that simple prompt learning is effective for UDA problems.

### 2) Results on VisDA-2017 [29]:

They are presented in Table IV. It can be observed that our method achieves the highest average accuracy of 86.9% over the 12 classes, outperforming the state-of-the-art method STAR [19] by a large margin of 4.2%. Note that CLIP in Table IV means zero-shot CLIP, which adopts “a photo of a [CLASS]” as the handcrafted prompt. Even when the handcrafted prompt method already has an impressive performance, our DAPrompt still achieves a 2.5% absolute improvement over it. The reason why the accuracy of truck is significantly boosted may be that the concept of “truck” is more discriminative in the language model. Furthermore, with the help of prompt learning, DAPrompt outperforms CLIP by 7.5%, 14%, and 9.2% on “knife,” “person,” and “plant.” In general, despite the simplicity of our method, the encouraging results validate the efficacy of our prompt learning method.

### 3) Training Time Analysis:

To compare the training efficiency, we train all the models with one NVIDIA RTX 2080 Ti GPU. Our method is much more efficient than other methods. For example, MCD [38] and DANN [9] take 13.4 and 38.3 h to train on VisDA-2017, respectively, while our DAPrompt only costs 5.3 h. Because we only fine-tune the prompt with very few parameters, it is much easier and faster to optimize the model.

### E. Visualization

In Fig. 5, we compare the prediction confidence of the ground-truth category on the target domain when using three different prompting methods: 1) a handcrafted prompt (this method is identical to CLIP); 2) the prompt with only domain-agnostic context; and 3) the prompt with domain-agnostic context and domain-specific context (our DAPrompt).

For the first example, the plant only takes up a small area of the image. Hence, the prompt “a photo of a plant” is inappropriate for the image, while “a photo of a plant with a pot” might be a better match. Therefore, the handcrafted prompt performs poorly on this example. In contrast, the learnable prompt yields a more confident prediction than the manually designed prompt. For the last example, it is a good match for the prompt “a photo of a backpack.” The learnable domain-agnostic context even performs worse than the manually designed prompt. However, images from the “product” domain always share some common features.
Our experiments demonstrate that the major improvement the performance of strong baseline method by 2.5%, 2.5%, and have demonstrated the advantage of our method and it could prompt learning, we build a bridge between multimodality the classifier according to the sample. By making use of conditional probability of target domain and dynamically adapt to advocate learning distinct domain representations of the source and the target domain. Our method could learn the conditional probability of target domain and dynamically adapt the classifier according to the sample. By making use of prompt learning, we build a bridge between multimodality methods and domain adaptation methods. Extensive results have demonstrated the advantage of our method and it could serve as a good baseline for future work. DAPrompt improved the performance of strong baseline method by 2.5%, 2.5%, and 3.6% on Office-Home, VisDA-2017, and mini-DomainNet. Our experiments demonstrate that the major improvement comes from our core design domain-specific prompt.

V. CONCLUSION

In this article, we introduce a novel prompt learning method for unsupervised domain adaptation, which is free of aligning features and benefits from preserving semantic features. It is simple yet effective, easy to implement, and fast for training. We design domain-specific context for each domain to advocate learning distinct domain representations of the source and the target domain. Our method could learn the conditional probability of target domain and dynamically adapt the classifier according to the sample. By making use of prompt learning, we build a bridge between multimodality methods and domain adaptation methods. Extensive results have demonstrated the advantage of our method and it could serve as a good baseline for future work. DAPrompt improved the performance of strong baseline method by 2.5%, 2.5%, and 3.6% on Office-Home, VisDA-2017, and mini-DomainNet. Our experiments demonstrate that the major improvement comes from our core design domain-specific prompt.
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