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Abstract

Edge devices, such as cameras and mobile units, are increasingly capable of performing sophisticated computation in addition to their traditional roles in sensing and communicating signals. The focus of this paper is on collaborative object detection, where deep features computed on the edge device from input images are transmitted to the cloud for further processing. We consider the impact of packet loss on the transmitted features and examine several ways for recovering the missing data. In particular, through theory and experiments, we show that methods for image inpainting based on partial differential equations work well for the recovery of missing features in the latent space. The obtained results represent the new state of the art for missing data recovery in collaborative object detection.
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I. INTRODUCTION

In video surveillance and monitoring systems, input video is usually sent to the cloud for temporary storage or further visual analysis. With the emergence of “smart cameras,” simpler forms of visual analysis can now be performed on-board, without the need to incur costs related to video transmission to the cloud or potential privacy breaches. Still, computational resources available in the cloud far outmatch those available at the edge, enabling much more sophisticated analysis in the cloud compared to what is possible in edge devices.

This work was supported in part by the Natural Sciences and Engineering Research Council (NSERC) of Canada.
In between the two extremes mentioned above – cloud-based and edge-based analytics – stands collaborative intelligence (CI) [1]–[3], a framework in which a machine learning model, usually a deep model, is split between the edge and the cloud. The front-end of the model is deployed at the edge and computes intermediate features, which are sent to the back-end in the cloud to complete the inference task, as shown in Fig. 1. The CI approach has shown potential for better energy efficiency and lower latency compared to cloud-based or edge-based analytics [1]. Moreover, CI is better suited to privacy protection than the cloud-based approach, because the original input signal never leaves the edge device – only the intermediate features are sent to the cloud.

To make efficient use of the communication channel in CI, intermediate features need to be compressed. There has been increasing interest in feature compression recently, both in the academic [4]–[12] and standardization community [13]. Our focus here is on another aspect of the communication channel, namely its imperfections. At the network/transport layer, channel imperfections will manifest themselves as packet loss, leading to missing feature values. This is illustrated by dark regions in the feature tensor shown in Fig. 1. For successful inference, this data loss in the feature tensors needs to be mitigated. Yet, there has been very limited amount of work on this topic. The authors in [14], [15] studied joint source-channel coding of intermediate features to improve their robustness against bit errors. In [16],
simple interpolation methods (e.g., nearest neighbor and bi-linear) were explored for recovering missing features, while [17] proposed low-rank tensor completion for this purpose. All the aforementioned studies focused on image classification models.

In this paper we focus on the task of object detection, where the model needs to simultaneously localize multiple objects within an input image and classify each one of them. This is arguably more challenging than image classification, where one label per input image needs to be produced, and the corresponding detection models may be expected to be more sensitive to errors and feature loss than image classification models. Indeed, as will be seen in the results, object detection accuracy drops quickly as the packet loss increases, unless something is done to recover lost features: with only 5% loss, detection accuracy drops by about 20%, whereas the results in [16], [17] show that for classification models, 5% loss leads up to about 5% loss in accuracy, depending on the model. Hence, missing feature recovery is crucial for collaborative object detection.

In order to recover lost features, we borrow an idea from image inpainting [18], specifically the Partial Differential Equation (PDE)-based inpainting [19]–[21]. Such methods operate by solving a PDE-based model of surface flow, as briefly described in Section II. In order to understand what is the equivalent of image surface flow in the latent space of features, in Section III we analyze the effects of typical operations found in deep convolutional models on the PDE describing the surface flow. The conclusion is that latent-space flow is described by the same PDE as the input flow, but with an appropriately scaled flow field. This analysis is put to the test in Section IV, where we compare the efficacy of latent-space inpainting against the current state-of-the-art for missing feature recovery. Finally, the paper is concluded in Section V.

II. PRELIMINARIES

A. Surface flow

Image inpainting is the problem of filling in the missing details of an image. PDE-based methods have been prominent in this area, initially developed as models that attempt to mimic the techniques used by professional painting restorators [18]. Several PDE formulations have been used for this purpose, but our focus here is on a particular formulation from [19], [21] that we will refer to as “surface flow.” This formulation allows image surface to “flow” into the missing area as the inpainting progresses. Let
I(x, y, t) denote pixel intensity at time t, at spatial position (x, y), then the surface flow can be expressed as [19], [21]:

\[
\frac{\partial I}{\partial x} v_x + \frac{\partial I}{\partial y} v_y + \frac{\partial I}{\partial t} = 0,
\]

where \((v_x, v_y)\) represents the flow vector. Here, spatial coordinates \((x, y)\) and iterations \(t\) are expressed as continuous quantities to allow PDE-based formulation, but in practice they are discrete. We also note that (1) is the same equation as optical flow [22], but there, \((v_x, v_y)\) represents motion between video frames. This analogy is not surprising, because both surface flow and optical flow represent conservation laws for image intensity. In fact, latent space motion analysis based on optical flow has recently been performed in [23]. In Section III we will explore what happens to (1) as the image \(I\) passes through common operations found in deep convolutional models.

B. Feature packetization

In order to transmit the feature tensor produced by the edge sub-model over a packet network, tensor elements need to be packetized. There is currently no “standard” way of doing this, and there are many possible ways of forming packets. For the purposes of this study, we adopt the following approach. First, tensor channels are tiled into an image, as in [4]. Then packets are formed by taking eight rows at a time from such a tiled image. This is similar to how packets are usually formed in video streaming [24], and also resembles the way packets are formed from feature tensors in [16], [17]. With such a packetization scheme, each lost packet creates an 8-row gap in the channels of the feature tensor, which needs to be filled in. An example will be seen in Fig. 4 in Section IV. Note that the analysis in Section III is independent of the packetization scheme and none of the feature recovery methods examined here crucially depend on it. However, numerical results may change if a different packetization scheme is used.

III. LATENT-SPACE SURFACE FLOW

The success of PDE-based image inpainting has demonstrated that (1) represents a good model for natural images, so it can be used to fill in the gaps in such images. If that is the case, what would be a good analogous model for latent-space feature tensors, whose gaps we need to fill in? This is not immediately clear, since latent-space feature tensors may look quite different from natural images, as will be seen in Fig. 4. In this section, our goal is to find the latent-space equivalent of input-space surface flow, as illustrated in Fig. 2.
To do this, we look at the processing pipeline between the input image and a given channel of a feature tensor in an edge sub-model. In most deep convolutional networks, this processing pipeline consists of a sequence of basic operations: convolutions, nonlinear pointwise activations, and pooling. We will analyze the effect of each of these operations on (1).

### A. Convolution

Let $f$ be a (spatial) filter kernel, then the surface flow after convolution can be described by

$$
\frac{\partial}{\partial x} (f * I) v'_x + \frac{\partial}{\partial y} (f * I) v'_y + \frac{\partial}{\partial t} (f * I) = 0,
$$

where $*$ represents convolution and $(v'_x, v'_y)$ is the flow after the convolution. Since the convolution and differentiation are linear operations, we have

$$
f * \left( \frac{\partial I}{\partial x} v'_x + \frac{\partial I}{\partial y} v'_y + \frac{\partial I}{\partial t} \right) = 0.
$$

Hence, a solution to the surface flow after the convolution satisfies the same type of equation as (1). This means that if we had a method for solving (1), the same method would be able to find a solution to the post-convolution flow (3).
B. Nonlinear activation

Nonlinear activations such as sigmoid, tanh, ReLU, etc., are usually applied on the output of convolutions in deep models [25]. These are point-wise operations, applied to each sample separately. Let \( \sigma(\cdot) \) denote such a nonlinear activation, then the surface flow after this operation is described by the following PDE:

\[
\frac{\partial}{\partial x} [\sigma(I)] v'_x + \frac{\partial}{\partial y} [\sigma(I)] v'_y + \frac{\partial}{\partial t} [\sigma(I)] = 0,
\] (4)

where \((v'_x, v'_y)\) is the flow after the nonlinear activation. By using the chain rule of differentiation, the above equation can be rewritten as

\[
\sigma'(I) \cdot \left( \frac{\partial I}{\partial x} v'_x + \frac{\partial I}{\partial y} v'_y + \frac{\partial I}{\partial t} \right) = 0.
\] (5)

Hence, again, \((v'_x, v'_y)\) satisfies the same type of equation as (1), and a method that solves pre-activation flow (1) should be able to find a solution to post-activation flow (5).

Note that (5) may also have other solutions, not just those that satisfy the surface flow equation (1). For example, consider the ReLU activation defined by \( \sigma(x) = \max(0, x) \). In the regions of \( I \) where the values are are negative, the corresponding outputs of ReLU will be zero, so \( \sigma(I) = 0 \), and its derivative is also zero, \( \sigma'(I) = 0 \). Hence, in those regions, (5) can be satisfied for arbitrary flow \((v'_x, v'_y)\). However, in practice this does not matter, because in regions where the signal is constant, propagating signal values in any direction will produce the same result.

C. Pooling

Various forms of pooling are used in deep models [25], such as max-pooling, mean-pooling, learnt pooling via strided convolutions, etc. All these forms of pooling can be decomposed into a sequence of two operations as follows

\[
\text{spatial operation} \rightarrow \text{scale change} \rightarrow \text{pooling}
\]

In the case of mean pooling or learnt pooling, spatial operation is a convolution. In the case of max-pooling, spatial operation is a local maximum operation. Scale change is simply implemented using regular downsampling. Since the effect of convolution on surface flow was discussed in Section III-A, here we further discuss the effect of local maximum and scale change on (1).
1) **Local maximum:** Consider the maximum of function $I(x,y,t)$ over a local spatial region

$$R_h = [x_0 - h, x_0 + h] \times [y_0 - h, y_0 + h],$$

at a given time $t$. We can approximate $I(x,y,t)$ over this region as a locally-linear function, whose slope is determined by the spatial derivatives of $I$ at $(x_0, y_0)$, namely $\frac{\partial}{\partial x}I$ and $\frac{\partial}{\partial y}I$. Depending on the sign of these derivatives, the local maximum of $I$ over $R_h$ will be somewhere on the boundary of $R_h$. In the special case where both derivatives are zero, $I$ is constant over $R_h$ and any point in $R_h$, including boundary points, is a local maximum.

From the first-order Taylor series expansion of $I(x,y,t)$ around $(x_0, y_0, t)$ we have

$$I(x_0 + \epsilon_x, y_0 + \epsilon_y, t) \approx I(x_0, y_0, t)$$

$$+ \frac{\partial}{\partial x}I(x_0, y_0, t) \cdot \epsilon_x$$

$$+ \frac{\partial}{\partial y}I(x_0, y_0, t) \cdot \epsilon_y,$$

for $|\epsilon_x|, |\epsilon_y| \leq h$. With such linear approximation, the local maximum of $I(x,y,t)$ over $R_h$ (which, as we saw above, is somewhere on the boundary of $R_h$) can be approximated as

$$\max_{(x,y) \in R_h} I(x,y,t) \approx I(x_0, y_0, t)$$

$$+ \text{sign} \left( \frac{\partial}{\partial x}I(x_0, y_0, t) \right) \cdot \frac{\partial}{\partial x}I(x_0, y_0, t) \cdot h$$

$$+ \text{sign} \left( \frac{\partial}{\partial y}I(x_0, y_0, t) \right) \cdot \frac{\partial}{\partial y}I(x_0, y_0, t) \cdot h.$$

Let (7) be the definition of $M(x_0, y_0, t)$, the function that takes on local maximum values of $I(x,y,t)$ over spatial windows of size $2h \times 2h$. The surface flow after such a local maximum operation is described by

$$\frac{\partial M}{\partial x} v'_x + \frac{\partial M}{\partial y} v'_y + \frac{\partial M}{\partial t} = 0,$$

where $(v'_x, v'_y)$ represents the flow after local spatial maximum operation. From (7) we have

$$\frac{\partial}{\partial x} = \frac{\partial I}{\partial x} + \text{sign} \left( \frac{\partial}{\partial x}I \right) \frac{\partial^2 I}{\partial x^2} h + \text{sign} \left( \frac{\partial}{\partial y}I \right) \frac{\partial^2 I}{\partial x \partial y} h,$$

$$\frac{\partial}{\partial y} = \frac{\partial I}{\partial y} + \text{sign} \left( \frac{\partial}{\partial y}I \right) \frac{\partial^2 I}{\partial x \partial y} h + \text{sign} \left( \frac{\partial}{\partial y}I \right) \frac{\partial^2 I}{\partial y^2} h,$$

$$\frac{\partial}{\partial t} = \frac{\partial I}{\partial t} + \text{sign} \left( \frac{\partial}{\partial t}I \right) \frac{\partial^2 I}{\partial x \partial t} h + \text{sign} \left( \frac{\partial}{\partial y}I \right) \frac{\partial^2 I}{\partial y \partial t} h,$$
and substituting (9) in (8) gives the following PDE

\[ \frac{\partial I}{\partial x} v'_x + \frac{\partial I}{\partial y} v'_y + \frac{\partial I}{\partial t} \]

\[ + \text{sign} \left( \frac{\partial I}{\partial x} \right) \cdot \frac{\partial}{\partial x} \left( \frac{\partial I}{\partial x} v'_x + \frac{\partial I}{\partial y} v'_y + \frac{\partial I}{\partial t} \right) \cdot h \]

\[ + \text{sign} \left( \frac{\partial I}{\partial y} \right) \cdot \frac{\partial}{\partial y} \left( \frac{\partial I}{\partial x} v'_x + \frac{\partial I}{\partial y} v'_y + \frac{\partial I}{\partial t} \right) \cdot h = 0. \]

(10)

Note that if

\[ \frac{\partial I}{\partial x} v'_x + \frac{\partial I}{\partial y} v'_y + \frac{\partial I}{\partial t} = 0, \]

(11)

then (10) will automatically be satisfied. But (10) is the same PDE as (1), with \((v'_x, v'_y)\) now playing the role of \((v_x, v_y)\). Hence, if \((v'_x, v'_y)\) satisfies the same type of surface flow equation as (1), it will also satisfy (10). So a method that solves (1) should be able to find, at least approximately, the surface flow after the local maximum operation.

2) Scale change: Finally, consider the change of spatial scale by factors \(s_x\) and \(s_y\) in x- and y-directions, such that the new signal is \(I'(x, y, t) = I(s_x \cdot x, s_y \cdot y, t)\). The surface flow equation after spatial scaling is

\[ \frac{\partial I'}{\partial x} v'_x + \frac{\partial I'}{\partial y} v'_y + \frac{\partial I'}{\partial t} = 0. \]

(12)

Since \(\frac{\partial I'}{\partial x} = s_x \cdot \frac{\partial I}{\partial x}, \frac{\partial I'}{\partial y} = s_y \cdot \frac{\partial I}{\partial y}, \) and \(\frac{\partial I'}{\partial t} = \frac{\partial I}{\partial t}\), it is easy to see that post-scaling flow satisfies the same equation as (1), but with the correspondingly scaled flow field: \((v'_x, v'_y) = (v_x / s_x, v_y / s_y)\), where \((v_x, v_y)\) is the pre-scaling flow. In deep convolutional models, scaling factors of \(s_x = s_y = 2\) are commonly found, so the surface flow in the downscaled signal is correspondingly scaled by a factor of 2 as well.

The analysis presented above suggests that the surface flow equation is largely left intact by the common operations found in deep convolutional models, such as convolutions, nonlinear activations, and pooling. In the case of max-pooling, the conclusion is only approximate, but over small windows such as \(2 \times 2\), which are common, it is expected to be a good approximation. Hence, a method that solves the surface flow PDE (1) should be a good solution to the latent-space surface flow as well. We put this conclusion to the test in the next section, where we deploy two algorithms for finding surface flow, from [19] and [20], to recover missing features in the latent space.
### IV. Experiments

#### A. Setup

The experiments are carried out on the YOLOv3 object detector [26]. Specifically, a Python implementation of this model\(^1\) based on Keras and Tensorflow was used. Details of the experimental testbed are shown in Table I. YOLOv3 has a complex architecture\(^2\) with a number of skip connections. Depending on where the model is split, one or more tensors needs to be transmitted. If one wishes to transmit only a single tensor per input image, there are two points where a sensible split can be made - layer 12 and layer 36. In this paper we picked the deeper of these two split points, namely layer 36, so that layers 1-36 form the edge sub-model in Fig. 1 and the remaining layers 37-105 constitute the cloud sub-model.

Input images were resized to 512 × 512 before feeding them to the edge sub-model. With this input size, the feature tensor produced by the edge sub-model is 64 × 64 × 256, i.e., 256 channels of size 64 × 64. These were tiled into a square image of size 1024 × 1024, and quantized to 8-bit precision, similarly to [4], [6]. No further compression of feature values was employed.

We used two methods for solving surface flow (1): one, from [19], will be referred to as “Navier-Stokes,” and the other, from [20], will be referred to as “Telea.” These methods were compared against the current state of the art in missing feature recovery [17]. In [17], several tensor completion methods were used to recover tensor features missing due to packet loss. These tensor completion methods make no assumptions on how the feature tensor is produced. The only underlying assumption is that the tensor lies in a low-rank manifold which the completion method tries to reach. In [17], tensor completion methods were tested on recovering features from image classification models VGG-16 [27] and ResNet-34 [28].

---

1. [https://github.com/experiencor/keras-yolo3](https://github.com/experiencor/keras-yolo3)
2. [https://towardsdatascience.com/yolo-v3-object-detection-53fb7d3bfe6b](https://towardsdatascience.com/yolo-v3-object-detection-53fb7d3bfe6b)
and found to offer relatively similar performance. As a representative of these methods, we use Simple Low-Rank Tensor Completion (SiLRTC) \[29\]. It is an iterative method that refines its estimates of missing values at each iteration.

B. Quantitative results

Recovery of missing features was tested on the 2017 version of the validation set from the COCO dataset \[30\]. This set contains 5,000 images with 80 object classes represented in the set. Independent packet loss was simulated with loss probabilities $p \in \{0.05, 0.10, 0.15, 0.20, 0.25, 0.30\}$. For each input image, the loss was applied to the tiled feature tensor, and the missing values were recovered by various methods. Model accuracy was measured in terms of the mean Average Precision (mAP) \[26\] at the Intersection over Union (IoU) threshold of 0.5. These are common settings in the literature for quantifying object detection accuracy. The results are shown in Fig. 3.

In the figure, the blue line represents the case where no feature recovery is performed, and the missing values are simply set to zero. As shown by this curve, the accuracy of object detection quickly drops from its loss-free value of 0.56 down to about 0.36 with just 5% loss. The curve labeled SiLRTC-50 is the performance obtained when missing features are recovered using SiLRTC with 50 iterations. This provides some improvement. Much better accuracy is obtained when running SiLRTC with 250 iterations,
as shown by the curve labeled SiLRTC-250. It should be noted that in [17], 50 iterations of SiLRTC were found to be sufficient to provide solid accuracy for VGG-16 and ResNet-34, whereas here, with YOLOv3, a larger number of iterations is needed. One factor that may play a role in this is tensor size; here we are dealing with tensors of size $64 \times 64 \times 256$, whereas in [17], tensors were much smaller: $14 \times 14 \times 512$ for VGG-16 and $28 \times 28 \times 128$ for ResNet-34.

The best accuracy in Fig. 3 is obtained by the two PDE-based inpainting methods, Navier-Stokes and Telea. Their performance in the figure is virtually indistinguishable, which is not surprising considering that they are based on the same principles. As seen in the figure, PDE-based inpainting methods are able to achieve significant improvement in object detection accuracy over tensor completion methods. Part of the reason for this is that they reasonably manage to capture the structure of the tensor via surface flow (1), whereas tensor completion methods do not use any such insight and try to discover this structure iteratively.

In the second column of Table II we summarize the average mAP gain from Fig. 3 of various methods over the case of no recovery. These values are obtained by numerically integrating the area between the “No recovery” curve and the curve corresponding to a particular method using the trapezoidal rule, and then dividing this value by the range of packet loss probabilities, which is 0.3. Hence, these values represents the average mAP gain over this range of packet loss probabilities. As seen in the table, the two PDE-based inpainting methods provide significant average mAP improvement of over 0.38. SiLRTC is also able to provide solid gains of about 0.31, if executed for 250 iterations.

The last column in Table II shows the average execution time per tensor of various methods. As seen here, the PDE-based methods are not only more accurate, but much faster than SiLRTC - over $100 \times$ faster than SiLRTC-50 and almost $600 \times$ faster than SiLRTC-250. The reason for this is that SiLRTC performs a global decomposition of the tensor using Singular Value Decomposition (SVD), which is quite expensive computationally. Meanwhile, the PDE-based inpainting methods operate locally. While it might be possible for SiLRTC to reach the accuracy provided by the PDE-based methods using more iterations, this would run counter to the goals of collaborative intelligence, where latency is an important aspect; with 250 iterations, it is already much slower than the PDE-based methods.

C. Visual examples

Finally, we show several visual examples in Fig. 4. The top row in the figure shows object detections overlaid on the original image, and the bottom row shows nine channels from the feature tensor produced
**Fig. 4.** **Top row:** object detections overlaid on the original image. **Bottom row:** part of the latent space (9 tensor channels) corresponding to the object detections in the top row. Tensor channels have been mapped to grayscale and enhanced for visualization purposes. From left to right: (1) Without any data recovery (locations of lost data indicated as black), no detections are made; SiLRTC-50 (not shown) also does not provide sufficient recovery for any detections to be made. (2) With SiLRTC-150, one STOP sign is detected with confidence 0.52. (3) With SiLRTC-250, two STOP signs are detected, and the confidence for the smaller sign is improved to 0.82. (4) With Navier-Stokes [19] and Telea [20] inpainting, two STOP signs are detected, and the confidence for the smaller sign is improved to 0.91. (5) Without any loss, a truck is also detected, and the confidence for the smaller STOP sign is 0.94.

**TABLE II**

| Method       | Avg. mAP gain | Time per tensor (sec.) |
|--------------|---------------|------------------------|
| SiLRTC-50    | 0.1028        | 17.0793                |
| SiLRTC-250   | 0.3101        | 83.2044                |
| Navier-Stokes| 0.3823        | 0.1408                 |
| Telea        | 0.3837        | 0.1356                 |

by the edge sub-model. Note that the entire tensor contains 256 channels, so the nine channels in the figure are only a small part of the latent space.

The leftmost images in the figure correspond to the case where no feature recovery is performed. One can see the black lines in the tensor channels, indicating the locations of the missing packets. No objects are detected when such a tensor is fed to the cloud sub-model. The next case to the right is SiLRTC-50, which manages to provide some recovery to the missing features, resulting in the detection of a small STOP sign in the background, which is barely detected with confidence of 0.52. In the next case to the right, SiLRTC-250 provides somewhat better recovery and the resulting tensor allows detection of the large STOP sign in the foreground, as well as the small sign in the background, now with increased confidence.
of 0.82. Finally, Telea inpainting provides even better feature recovery, with increased confidence of 0.91 for the small STOP sign. the Navier-Stokes inpainting gave almost the same results. The rightmost image corresponds to the case when there are no lost features; in this case, the confidence about the small STOP sign is 0.94, and a small truck is also detected in the background.

V. CONCLUSIONS

In this paper, the problem of missing feature recovery in collaborative object detection was studied. Starting with the surface flow model of natural images, which is known to work well for image inpainting, we analyzed the effect of various processing steps used in deep convolutional models on such flow, and concluded that the flow equation remains approximately intact under such operations. Hence, methods that work well for image inpainting should work well for latent-space inpainting as well. This conclusion was tested on the YOLOv3 object detector. The results showed that the resulting latent-space inpainting methods provide significant improvement over existing tensor completion-based methods for missing feature recovery, in both accuracy and speed.
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