Multilevel Picard iterations for solving smooth semilinear parabolic heat equations
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Abstract
We introduce a new family of numerical algorithms for approximating solutions of general high-dimensional semilinear parabolic partial differential equations at single space-time points. The algorithm is obtained through a delicate combination of the Feynman–Kac and the Bismut–Elworthy–Li formulas, and an approximate decomposition of the Picard fixed-point iteration with multilevel accuracy. The algorithm has been tested on a variety of semilinear partial differential equations that arise in physics and finance, with satisfactory results. Analytical tools needed for the analysis of such algorithms, including a semilinear Feynman–Kac formula, a new class of seminorms and their recursive inequalities, are also introduced. They allow us to prove for semilinear heat equations with gradient-independent nonlinearities that the computational complexity of the proposed algorithm is bounded by $O(d\varepsilon^{-(4+\delta)})$ for any $\delta \in (0, \infty)$ under suitable assumptions, where $d \in \mathbb{N}$ is the dimensionality of the problem and $\varepsilon \in (0, \infty)$ is the prescribed accuracy. Moreover, the introduced class of numerical algorithms is also powerful for proving high-dimensional approximation capacities for deep neural networks.
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1 Introduction and main results

High-dimensional partial differential equations (PDEs) arise naturally in many important areas including quantum mechanics, statistical physics, financial engineering, economics, etc. Yet developing efficient and practical algorithms for these high-dimensional PDEs has been a long-standing problem and indeed one of the most challenging tasks in mathematics.
The difficulty lies in the “curse of dimensionality” [5], i.e., the complexity of the problem goes up exponentially as a function of dimension, which is a well-known obstacle that is also at the heart of many other important subjects such as high-dimensional statistics and the modeling of many-body systems.

For linear parabolic PDEs, the Feynman–Kac formula establishes an explicit representation of the solution of the PDE as the expectation of the solution of an appropriate stochastic differential equation (SDE). Monte Carlo methods together with suitable discretizations of the SDE (see, e.g., [30,31,38,39]) then allow to approximate the solution at any single point in space-time with a computational complexity that grows as $O(d \varepsilon^{-(2+\delta)})$ for any $\delta \in (0, \infty)$ where $d$ is the dimensionality of the problem and $\varepsilon$ is the accuracy required (cf., e.g., [20,23,25,26]).

In the seminal papers [40–42], Pardoux & Peng established a generalized nonlinear Feynman–Kac formula that gives an explicit representation of the solution of a semilinear parabolic PDE through the solution of an appropriate backward stochastic differential equation (BSDE). Solving BSDEs numerically, however, requires in general suitable discretizations of nested conditional expectations (see, e.g., [8,47]) and the straightforward Monte Carlo method applied to these nested conditional expectations results in an algorithm with a computational complexity that grows polynomially in $d$ but at least exponentially in $\varepsilon^{-1}$. Other discretization methods for the nested conditional expectations proposed in the literature include the quantization tree method (see [3]), the regression method based on Malliavin calculus or based on kernel estimation (see [8]), the projection on function spaces method (see [22]), the cubature on Wiener space method (see [13]), and the Wiener chaos decomposition method (see [9]). None of these algorithms meets the requirement that the computational complexity has been proven to grow at most polynomially both in $d$ and $\varepsilon^{-1}$ (see [17, Sects. 6.1–6.6] for a detailed discussion of these approximation methods).

Another probabilistic representation for the solutions of some semilinear parabolic PDEs with polynomial nonlinearity has been established in Skorohod [45] by means of branching diffusion processes. Recently this classical representation has been extended to more general analytic nonlinearities [27–29]. This probabilistic representation has been successfully used to obtain a Monte Carlo approximation method for semilinear parabolic PDEs with a computational complexity that grows polynomially both in $d$ and $\varepsilon^{-1}$. However, this method is only applicable to PDEs with analytic nonlinearities and it requires the terminal/initial condition to be suitably small (see [17, Sect. 6.7] for a detailed discussion).

In this paper we propose a new family of numerical algorithms for approximating solutions of general high-dimensional semilinear parabolic PDEs (and BSDEs) at single space-time points; see (12) below for the definition of our approximations. For semilinear heat equations with gradient-independent nonlinearities we prove that the computational complexity (see Corollary 3.19 below for the precise meaning hereof) of our proposed algorithm is $O(d \varepsilon^{-(4+\delta)})$ for any $\delta \in (0, \infty)$. For this we assume that the PDE solution $u: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ is infinitely often differentiable and that the nonlinearity and the rescaled derivatives $(k!)^{-\frac{3}{4}} \left( \frac{\partial}{\partial t} + \frac{1}{2} \Delta \right)^k u$ are uniformly bounded in time, space, $k \in \mathbb{N}_0$, and in the dimension; see Corollary 3.19 below for details. In Sect. 3.8 we provide an example which satisfies these assumptions. These strong smoothness assumptions are used in the error analysis in this article.

After a first preprint of this work has appeared, a series of further research articles inspired by this work have appeared; see, e.g., [4,17,32–35]. In particular, the paper [35] analyzes the algorithm (12) in the case of gradient-dependent nonlinearities under stronger smoothness assumptions than those of Corollary 3.19. Moreover, the paper [33] relaxes
the smoothness assumptions of Corollary 3.19 and proves for general Lipschitz continuous, gradient-independent nonlinearities that a variant of the algorithm (12) with quadrature rules being replaced by Monte Carlo averages is efficient in high dimensions. Furthermore, in [32] this variant of the algorithm (12) is used to prove that deep neural networks overcome the curse of dimensionality in the numerical approximation of solutions of semilinear heat equations with gradient-independent nonlinearities.

The algorithm (12), which we will call “multilevel Picard iteration”, is a delicate combination of the Feynman–Kac and Bismut–Elworthy–Li formulas, and a decomposition of the Picard iteration with multilevels of accuracy. The efficiency and accuracy of the proposed algorithm has been tested on a variety of semilinear parabolic PDEs that arise in physics and finance. These details are presented in [17]. To get a feeling about the performance of the algorithm: To approximate \( u(1, 0) \) for the solution \( u : [0, 1] \times \mathbb{R}^d \to \mathbb{R} \)

\[
\partial_t u = \frac{1}{2} \Delta u + u - u^3 \tag{1}
\]

with \( d = 100, \varepsilon = 0.01, u(0, x) = (1 + \max(|x_1|^2, \ldots, |x_{100}|^2))^{-1} \) requires 10 s of runtime on a 2.8 GHz Intel i7 processor with 16 GB RAM.

We also introduce the tools needed to analyze these high-dimensional algorithms. Some of these tools are quite non-standard (e.g. the seminorms (19) and the recursive inequality (53) involving different seminorms). Using these tools, we are able to rigorously prove the bounds for the computational complexity mentioned above.

1.1 Notation

Since the proposed algorithm relies heavily on the Feynman–Kac formula, we will adopt the notations and conventions in stochastic analysis. In addition, we frequently use the following notation. We denote by \( \|\cdot\| : (\mathbb{U}_{n \in \mathbb{N}} \mathbb{R}^n) \to [0, \infty) \) and by \( \langle \cdot, \cdot \rangle : (\mathbb{U}_{n \in \mathbb{N}} \mathbb{R}^n \times \mathbb{R}^n) \to [0, \infty) \) the functions which satisfy for all \( n \in \mathbb{N} \), \( v = (v_1, \ldots, v_n) \), \( w = (w_1, \ldots, w_n) \in \mathbb{R}^n \) that \( \|v\| = \left[ \sum_{i=1}^{n} |v_i|^2 \right]^{1/2} \) and \( \langle v, w \rangle = \sum_{i=1}^{n} v_i w_i \). For every topological space \((E, \mathcal{E})\) we denote by \( \mathcal{B}(E) \) the Borel-sigma-algebra on \((E, \mathcal{E})\). For all measurable spaces \((A, \mathcal{A})\) and \((B, \mathcal{B})\) we denote by \( \mathcal{M}(A, B) \) the set of \( A/B \)-measurable functions from \( A \to B \). For all metric spaces \((E, d_E)\) and \((F, d_F)\) we denote by \( \text{Lip}(E, F) \) the set of all globally Lipschitz continuous functions from \( E \) to \( F \). For every \( d \in \mathbb{N} \) we denote by \( \mathbb{R}^{d \times d}_{\text{inv}} \) the set of invertible matrices in \( \mathbb{R}^{d \times d} \). For every \( d \in \mathbb{N} \) and every \( A \in \mathbb{R}^{d \times d} \) we denote by \( A^* \in \mathbb{R}^{d \times d} \) the transpose of \( A \). For every \( d \in \mathbb{N} \) and every \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) we denote by \( \text{diag}(x) \in \mathbb{R}^{d \times d} \) the diagonal matrix with diagonal entries \( x_1, \ldots, x_d \).

2 Multilevel Picard iteration for semilinear parabolic PDEs

2.1 A fixed-point equation for semilinear PDEs

Let \( T \in (0, \infty), d \in \mathbb{N}, \) let \( g : \mathbb{R}^d \to \mathbb{R}, f : [0, T] \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}, u : [0, T] \times \mathbb{R}^d \to \mathbb{R}, \mu : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d, \) and \( \sigma = (\sigma_1, \ldots, \sigma_d) : [0, T] \times \mathbb{R}^d \to \mathbb{R}^{d \times d}_{\text{inv}} \) be sufficiently regular functions, assume for all \( t \in [0, T), x \in \mathbb{R}^d \) that \( u(T, x) = g(x) \) and

\[ u(t, x) = \frac{1}{2} \Delta u(t, x) + u(t, x) - u(t, x)^3 \]
\[
\partial_t u(t, x) + f(t, x, u(t, x), [\sigma(t, x)]^* \nabla_x u(t, x)) + \langle \mu(t, x), \nabla_x u(t, x) \rangle \\
+ \frac{1}{2} \text{Trace}(\sigma(t, x)\sigma(t, x))^* \text{Hess}_x u(t, x)) = 0, 
\]
(2)

let \((\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]})\) be a stochastic basis (cf., e.g., [43, Appendix E]), let \(W = (W^1, \ldots, W^d) : [0, T] \times \Omega \to \mathbb{R}^d\) be a standard \((\mathbb{F}_t)_{t \in [0, T]}\)-Brownian motion, and for every \(s \in [0, T]\), \(x \in \mathbb{R}^d\) let \(X^{s, x} : [s, T] \times \Omega \to \mathbb{R}^d\) and \(D^{s, x} : [s, T] \times \Omega \to \mathbb{R}^{d \times d}\) be \((\mathbb{F}_t)_{t \in [s, T]}\)-adapted stochastic processes with continuous sample paths which satisfy that for all \(t \in [s, T]\) it holds \(\mathbb{P}\text{-a.s. that}
\]
\[
X^{s, x}_t = x + \int_s^t \mu(r, X^{s, x}_r) \, dr + \sum_{j=1}^d \int_s^t \sigma_j(r, X^{s, x}_r) \, dW^j_r, 
\]
(3)

(cf., e.g., [36, Chapter 5], [24], or [2] for existence and uniqueness results for stochastic differential equations of the form (3)). For every \(s \in [0, T]\) the processes \(D^{s, x}, x \in \mathbb{R}^d\), are in a suitable sense the derivative processes of \(X^{s, x}, x \in \mathbb{R}^d\), with respect to \(x \in \mathbb{R}^d\). Using the Feynman–Kac formula (cf., e.g., [36, Theorem 5.7.6]), we have from (2) for all \((s, x) \in [0, T) \times \mathbb{R}^d\)
\[
u(s, x) = \mathbb{E}[g(X^{s, x}_T)] + \int_s^T \mathbb{E}[f(t, X^{s, x}_t, u(t, X^{s, x}_t), [\sigma(t, X^{s, x}_t)]^*(\nabla_x u)(t, X^{s, x}_t)) \, dt. 
\]
(4)

In (4) the derivative of \(u\) appears on the right-hand side and, therefore, (4) does not provide a closed fixed point equation. To obtain such a closed fixed point equation we now bring the Bismut-Elworthy-Li formula into play (see, e.g., Elworthy & Li [18, Theorem 2.1] or Da Prato & Zabczyk [14, Theorem 2.1]). This gives us for all \((s, x) \in [0, T) \times \mathbb{R}^d\)
\[
[\sigma(s, x)]^* (\nabla_x u)(s, x) = \mathbb{E}\left[g(X^{s, x}_T) \frac{[\sigma(s, x)]^*}{T-s} \int_s^T [\sigma(r, X^{s, x}_r)^{-1} D^{s, x}_r]^* dW^r_r \right] \\
+ \int_s^T \mathbb{E}[f(t, X^{s, x}_T, u(t, X^{s, x}_t), [\sigma(t, X^{s, x}_t)]^*(\nabla_x u)(t, X^{s, x}_t))] \\
\quad \cdot \frac{[\sigma(s, x)]^*}{t-s} \int_s^t [\sigma(r, X^{s, x}_r)^{-1} D^{s, x}_r]^* dW^r_r \right) \, dt. 
\]
(5)

Now let \(u^\infty \in \text{Lip}([0, T) \times \mathbb{R}^d, \mathbb{R}^{1+d})\) be defined by \(u^\infty(s, x) = (u(s, x), [\sigma(s, x)]^*(\nabla_x u)(s, x))\) for all \((s, x) \in [0, T) \times \mathbb{R}^d\). Let \(\Phi : \text{Lip}([0, T) \times \mathbb{R}^d, \mathbb{R}^{1+d}) \to \text{Lip}([0, T) \times \mathbb{R}^d, \mathbb{R}^{1+d})\) be defined by
\[
(\Phi(v))(s, x) = \mathbb{E}\left[g(X^{s, x}_T) \left(1, \frac{[\sigma(s, x)]^*}{T-s} \int_s^T [\sigma(r, X^{s, x}_r)^{-1} D^{s, x}_r]^* dW^r_r \right) \\
+ \int_s^T \mathbb{E}[f(t, X^{s, x}_T, v(t, X^{s, x}_t))) \left(1, \frac{[\sigma(s, x)]^*}{t-s} \int_s^t [\sigma(r, X^{s, x}_r)^{-1} D^{s, x}_r]^* dW^r_r \right) \right] \, dt 
\]
(6)

for all \(v \in \text{Lip}([0, T) \times \mathbb{R}^d, \mathbb{R}^{1+d}), (s, x) \in [0, T) \times \mathbb{R}^d\). Combining (6) with (4) and (5) gives
\[
u^\infty = \Phi(u^\infty). 
\]
(7)
Next we define a sequence of Picard iterations \((u_k)_{k \in \mathbb{N}_0} \subseteq \text{Lip}([0, T) \times \mathbb{R}^d, \mathbb{R}^{1+d})\) associated to (6),

\[
u_k(s, x) = (\Phi(u_{k-1}))(s, x) \tag{8}
\]

for all \(k \in \mathbb{N}, s \in [0, T), x \in \mathbb{R}^d\). This sequence of Picard iterations has already been studied in the literature; see, e.g., [46, Therem 7.3.4] or [6]. Under suitable assumptions, e.g., [46, Therem 7.3.4] ensures that for all \(s \in [0, T), x \in \mathbb{R}^d\) it holds that \(\lim_{k \to \infty} u_k(s, x) = u^\infty(s, x)\). Observe that for all \(k \in \mathbb{N}, s \in [0, T), x \in \mathbb{R}^d\) it holds that

\[
u_k(s, x) = \nu_1(s, x) + \sum_{l=1}^{k-1} \left[ \nu_{l+1}(s, x) - \nu_l(s, x) \right] = (\Phi(u_0))(s, x) + \sum_{l=1}^{k-1} \left[ (\Phi(u_l))(s, x) - (\Phi(u_{l-1}))(s, x) \right]
\]

\[
= \mathbb{E} \left[ g(X_T^{s, x}) \left( 1, \frac{|\sigma(s, x)|}{\sigma_T} \right) \int_s^T \left[ \sigma(r, X_r^{s, x})^{-1} D_r^{s, x} \right]^* dW_T \right]
+ \sum_{l=0}^{k-1} \int_s^T \mathbb{E} \left[ \left( f(t, X_t^{s, x}, \nu_l(t, X_t^{s, x})), 1, \frac{|\sigma(s, x)|}{\sigma_T} \right) \int_s^T \left[ \sigma(r, X_r^{s, x})^{-1} D_r^{s, x} \right]^* dW_T \right] dt. \tag{9}
\]

Next we incorporate a zero expectation term to slightly reduce the variance when approximating the expectation involving \(g\) by Monte Carlo approximations. More precisely, for all \(k \in \mathbb{N}, s \in [0, T), x \in \mathbb{R}^d\) it holds that

\[
u_k(s, x) = (g(x), 0) + \mathbb{E} \left[ (g(X_T^{s, x}) - g(x)) \left( 1, \frac{|\sigma(s, x)|}{\sigma_T} \right) \int_s^T \left[ \sigma(r, X_r^{s, x})^{-1} D_r^{s, x} \right]^* dW_T \right]
+ \sum_{l=0}^{k-1} \int_s^T \mathbb{E} \left[ \left( f(t, X_t^{s, x}, \nu_l(t, X_t^{s, x})), 1, \frac{|\sigma(s, x)|}{\sigma_T} \right) \int_s^T \left[ \sigma(r, X_r^{s, x})^{-1} D_r^{s, x} \right]^* dW_T \right] dt. \tag{10}
\]

In this telescope expansion, we will apply a fundamental idea of Heinrich [25,26] and Giles [19] (control variates were also used, e.g., in [21,37]) and approximate the continuous quantities (expectation and time integral) by discrete ones (Monte Carlo averages and quadrature formulas respectively) with different degrees of accuracy at different levels of the Picard iteration. Since for large \(l \in \mathbb{N}\) the difference between \(\nu_l\) and \(\nu_{l-1}\) is small, say \(\rho^{-l}\) for some \(\rho \in \mathbb{N}\), it suffices to approximate the expectation and the time integral with lower accuracy, say \(\rho^{-(k-l)}\), at level \(l \in \{0, \ldots, k-1\}\) for the \(k\)-th approximation to achieve a total error roughly of order \(\rho^{-k}\). More precisely, we denote by \((q_{k, \rho})_{k \in \mathbb{N}_0, \rho \in \mathbb{N}, s \in [0, T]} \subseteq \mathcal{Q}_T\) a family of quadrature formulas on \(C([0, T], \mathbb{R})\) that we employ to approximate the time integrals \(\int_s^T f(t, X_t^{s, x}, \nu_(t, X_t^{s, x})) dt\), appearing on the right-hand side of (10). We denote by \(\Theta = \bigcup_{n \in \mathbb{N}} \mathbb{R}^n\) a set that allows to index families of independent random variables which we need for the Monte Carlo approximations. We denote by \((m_{k, \rho})_{k \in \mathbb{N}_0, \rho \in \mathbb{N}}\) and \((m_{k, \rho})_{k \in \mathbb{N}_0, \rho \in \mathbb{N}} \subseteq \mathbb{N}\) families of natural numbers that specify the number of Monte Carlo samples for approximating the expectations involving \(g\) and \(f\) on the right-hand side of (10). In Sect. 3.1 we will take \(m_{k, \rho} = m_{k, \rho} = \rho^k\) for every \(k \in \mathbb{N}_0, \rho \in \mathbb{N}\) and we take \(q_{k, \rho}\) as the Gauß–Legendre quadrature rule with \(\rho\) nodes. Furthermore, for every \(k \in \mathbb{N}_0, \rho \in \mathbb{N}\),
\( \theta \in \Theta, (s, x) \in [0, T) \times \mathbb{R}^d \) we denote by \((X^{\theta}_{k, \rho}(s, x, t))_{t \in [s, T]}\) and \((I^{\theta}_{k, \rho}(s, x, t))_{t \in [s, T]}\) the stochastic processes that we employ to approximate the processes \((X^s_t)_{t \in [s, T]}\) and \((Y^s_t)_{t \in [s, T]}\). More specifically, we choose for every \(k \in \mathbb{N}_0, \rho \in \mathbb{N}, \theta \in \Theta, (s, x) \in [0, T) \times \mathbb{R}^d\) the processes \((X^{\theta}_{k, \rho}(s, x, t))_{t \in [s, T]}\) and \((I^{\theta}_{k, \rho}(s, x, t))_{t \in [s, T]}\) such that for all \(t \in (s, T]\) we have that

\[
X^{\theta}_{k, \rho}(s, x, t) \approx X^s_t, \\
I^{\theta}_{k, \rho}(s, x, t) \approx (1, [\sigma(s, x)]_{t-s}^{\rho}) \left[ \sigma(r, X^{s,x}_r)^{-1} D^{s,x}_r \right] dW_r.
\]

(11)

For all these approximations the parameters \(k \in \mathbb{N}_0, \rho \in \mathbb{N}\) specify the degree of discretization in the sense that the approximation errors get smaller in a suitable sense as \(k \in \mathbb{N}_0, \rho \in \mathbb{N}\) get larger. We note that if we can sample from the distributions of the random variables on the right-hand sides of (11) as, e.g., in the case of Brownian motion, then we do not need to approximate them (see Example 2.1 below).

### 2.2 The approximation scheme

Let \(T \in (0, \infty), d \in \mathbb{N}, \Theta = \cup_{n \in \mathbb{N}} \mathbb{R}^n\), let \(g : \mathbb{R}^d \to \mathbb{R}, f : [0, T] \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}, \mu : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d, \sigma : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d\) be measurable functions, let \((q_{x}^{k, \rho})_{k \in \mathbb{N}_0, \rho \in \mathbb{N}, x \in [0, T]} \subseteq Q_T, (m_{x}^{k, \rho})_{k \in \mathbb{N}_0, \rho \in \mathbb{N}, x \in [0, T]} \subseteq \mathbb{N}\), let \((\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]})\) be a stochastic basis, for every \(l, \rho \in \mathbb{N}, \theta \in \Theta, x \in \mathbb{R}^d, s \in [0, T]\), \(t \in [s, T]\) let \(\mathbb{X}^{\theta}_{l, \rho}(s, x, t) : \Omega \to \mathbb{R}^d\) and \(\mathbb{I}^{\theta}_{l, \rho}(s, x, t) : \Omega \to \mathbb{R}^{1+d}\) be functions, and for every \(\theta \in \Theta, \rho \in \mathbb{N}\) let \(\mathbb{U}^{\theta}_{k, \rho} : [0, T] \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^{d+1}, k \in \mathbb{N}_0\), be functions that satisfy for all \(k \in \mathbb{N}, (s, x) \in [0, T) \times \mathbb{R}^d\) that

\[
\mathbb{U}^{\theta}_{k, \rho}(s, x) = (g(x), 0) + \sum_{i=1}^{m_{x}^{k, \rho}} \frac{1}{m_{x}^{k, \rho}} [g(\mathbb{X}^{\theta}_{k, \rho}(s, x, T)) - g(x)] \mathbb{I}^{(\theta, 0, -i)}_{k, \rho}(s, x, T)
\]

\[
+ \sum_{i=0}^{k-1} \sum_{i=1}^{m_{x}^{k-i, \rho}} \sum_{t \in [s, T]} \left[ f\left(t, \mathbb{X}^{(\theta, i, i)}_{k-i, \rho}(s, x, t), \mathbb{U}^{(\theta, i, i)}_{l-1, \rho}(t, \mathbb{X}^{(\theta, i, i)}_{k-i, \rho}(s, x, t)) \right) \right] \mathbb{I}^{(\theta, i, i)}_{k-i, \rho}(s, x, t)\]

(12)

Observe that the approximation scheme (12) employs Picard fixed-point iteration (cf., e.g., [6]), multilevel/multigrid techniques (see, e.g., [12,20,25,26]), discretizations of the SDE system (3), as well as quadrature approximations for the time integrals. The numerical approximations (12) are full history recursive in the sense that for every \((k, \rho) \in \mathbb{N} \times \mathbb{N}\) the full history \(\mathbb{U}^{(\theta, 0)}_{0, \rho}, \mathbb{U}^{(\theta, 1)}_{1, \rho}, \ldots, \mathbb{U}^{(\theta, k)}_{k-1, \rho}\) needs to be computed recursively in order to compute \(\mathbb{U}^{(\theta)}_{k, \rho}\). In this sense the numerical approximations (12) are full history recursive multilevel Picard approximations.

### 2.3 Special case: semilinear heat equations

In this subsection we specialize the numerical scheme (12) to the case of semilinear heat equations.
Example 2.1 Assume the setting in Sect. 2.2, let \( W^\theta : [0, T] \times \Omega \rightarrow \mathbb{R}^d \), \( \theta \in \Theta \), be independent standard \((\mathcal{F}_t)_{t\in[0,T]}\)-Brownian motions, and assume for all \( k \in \mathbb{N}_0 \), \( \rho \in \mathbb{N} \), \( \theta \in \Theta \), \( x \in \mathbb{R}^d \), \( s \in [0, T] \), \( t \in [s, T] \), \( u \in (s, T] \) that \( x^\theta_{k,\rho}(s, x, t) = x + W^\theta_t - W^\theta_s \), \( \mathcal{X}^\theta_{k,\rho}(s, x, s) = 0 \), \( \mathcal{X}^\theta_{k,\rho}(s, x, u) = (1, \frac{W^\theta_u - W^\theta_s}{u-s}) \). Then it holds for all \( \theta \in \Theta \), \( k \in \mathbb{N} \), \( \rho \in \mathbb{N} \), \( (s, x) \in [0, T) \times \mathbb{R}^d \) that

\[
U^\theta_{k,\rho}(s, x) = (g(x), 0) + \sum_{i=1}^{m_{k,\rho}} \frac{1}{m_{k,\rho}} \left[ g(\chi + W^\theta_{T_i} - W^\theta_s) - g(x) \right] \left( 1, \frac{W^\theta_{T_i} - W^\theta_s}{T_i-s} \right) \\
+ \sum_{l=0}^{k-1} \sum_{m_{k-l,\rho}} \frac{1}{m_{k-l,\rho}} \left[ f \left( t, x + W^\theta_{T_{l+1}} - W^\theta_s, U^{(l+1,\rho)}_{T_{l+1}} \left( t, x + W^\theta_{T_{l+1}} - W^\theta_s \right) \right) \\
- \mathbb{I}_{\mathbb{N}}(l) \left( f \left( t, x + W^\theta_{T_{l+1}} - W^\theta_s, U^{(l,\rho)}_{T_{l+1}} \left( t, x + W^\theta_{T_{l+1}} - W^\theta_s \right) \right) \right) \left( 1, \frac{W^\theta_{T_{l+1}} - W^\theta_s}{T_{l+1}-s} \right) \right].
\]

(13)

We note that if \( f \) does not depend on its last argument, then we only need the first components of the approximations and this simplifies all expressions; cf. (18). We also note that the term \( g(x) \) cancels in the first components of the approximations.

2.4 Numerical simulations of high-dimensional semilinear PDEs

We applied the algorithm (12) to approximate the solutions at single space-time points of several semilinear PDEs from physics and financial mathematics such as

(i) a PDE arising from the recursive pricing model with default risk due to Duffie, Schroder, & Skiadas [16],
(ii) a PDE arising from the valuation of derivative contracts with counterparty credit risk (see, e.g., Burgard & Kjaer [10] and Henry-Labordère [27] for derivations of the PDE),
(iii) a PDE arising from pricing models for financial markets with different interest rates for borrowing and lending due to Bergman [7],
(iv) a version of the Allen–Cahn equation with a double well potential, and
(v) a PDE with an explicit solution whose three-dimensional version has been considered in Chassagneux [11].

We took \( d = 100 \). All simulations are performed on a computer with a 2.8 GHz Intel i7 processor and 16 GB RAM. We refer to [17] for the simulation results, MATLAB codes and further details concerning the numerical simulations. These results indicate that the proposed algorithm is efficient and practical for dealing with these high-dimensional PDEs.

3 Convergence rate for the multilevel Picard iteration

In this section we establish the convergence rate for semilinear heat equations in the case where the nonlinearity is independent of the gradient of the solution and satisfies the Lipschitz-type condition (14) below and when the Gauß-Legendre formula (16) (see, e.g., [15] for more details) is used as the quadrature rule. More formally, we consider the special case of (2) where \( \mu = 0 \), \( \sigma = 1_{d \times d} \) and \( f \) does not depend on its last argument.
3.1 Setting

Let $T, L \in (0, \infty), d \in \mathbb{N}, g \in C^2(\mathbb{R}^d, \mathbb{R}), \Theta = \cup_{n \in \mathbb{N}} \mathbb{R}^n$, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0, T)})$ be a stochastic basis, let $W^\theta : [0, T] \times \Omega \to \mathbb{R}^d, \theta \in \Theta$, be independent standard $(\mathcal{F}_t)_{t \in [0, T]}$-Brownian motions with continuous sample paths, let $f : [0, T] \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ be a Borel measurable function which satisfies for all $t \in [0, T], x \in \mathbb{R}^d$, $u_1, u_2 \in \mathbb{R}$ that

$$|f(t, x, u_1) - f(t, x, u_2)| \leq L|u_1 - u_2|,$$

(14)

let $F : \mathcal{M}(B([0, T] \times \mathbb{R}^d), \mathcal{B}(\mathbb{R})) \to \mathcal{M}(B([0, T] \times \mathbb{R}^d), \mathcal{B}(\mathbb{R}))$ be the function which satisfies for all $t \in [0, T], x \in \mathbb{R}^d, u \in \mathcal{B}(B([0, T] \times \mathbb{R}^d), \mathcal{B}(\mathbb{R}))$ that $(F(u))(t, x) = f(t, x, u(t, x))$, let $u^\infty = (u^\infty(x, y))_{(x, y) \in [0, T] \times \mathbb{R}^d} \in C^{1,2}([0, T] \times \mathbb{R}^d, \mathbb{R})$ satisfy for all $r \in [0, T], y \in \mathbb{R}^d$ that $u^\infty(T, y) = g(y)$ and

$$\partial_t u^\infty(r, y) + \frac{1}{2}(\Delta_t u^\infty)(r, y) + (F(u^\infty))(r, y) = 0,$$

(15)

for every $n \in \mathbb{N}$ let $(c^n_i)_{i \in \{1, \ldots, n\}} \subseteq [-1, 1]$ be the $n$ distinct roots of the Legendre polynomial $[-1, 1] \ni x \mapsto \frac{1}{2^n n!} \frac{d^n}{dx^n}[(x^2 - 1)^n] \in \mathbb{R}$, for every $n \in \mathbb{N}$ let the function $q^n, [-1, 1] : [-1, 1] \to \mathbb{R}$ satisfy for all $t \in [-1, 1]$ that

$$q^n,[-1,1](t) = \left[\prod_{i \in \{1, \ldots, n\}} \left(1 - \frac{x - c^n_i}{c^n_i} \right) \right] \left(\int_{-1}^1 \prod_{i \in \{1, \ldots, n\}, i \neq t} \frac{x - c^n_i}{c^n_i} \, dx \right),$$

(16)

for every $n \in \mathbb{N}, a \in \mathbb{R}, b \in (a, \infty)$ let the function $q^{n, [a, b]} : [a, b] \to \mathbb{R}$ satisfy $q^{n, [a, a]}(a) = 0$ and let the function $q^{n, [a, b]} : [a, b] \to \mathbb{R}$ satisfy for all $t \in [a, b]$ that $q^{n, [a, b]}(t) = \frac{b-a}{2}q^{n, [-1, 1]}(\frac{2t-(a+b)}{b-a})$, let $(\bar{q}^n, Q)_{n, Q \in \mathbb{N}_0} \subseteq Q_T$ satisfy for all $n, Q \in \mathbb{N}, t \in [0, T]$ that

$$\bar{q}^n, Q(t) = \sum_{s \in [0, t]} \bar{q}^{n-1, Q}(s) q^Q([s, t]),$$

(17)

let $U^{(\theta)}_{n, M, Q} : [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}, n, M, Q \in \mathbb{Z}, \theta \in \Theta, \text{satistify for all } n, M, Q \in \mathbb{N}, \theta \in \Theta, (t, x) \in [0, T] \times \mathbb{R}^d \text{ that } U^{(\theta)}_{0, M, Q}(t, x) = 0 \text{ and}$

$$U^{(\theta)}_{n, M, Q}(t, x) = \frac{1}{M^n} \sum_{i=1}^{M^n} g(x + W^\Theta(t, 0, -i) - W^\Theta(t, 0, -i)) + \sum_{l=0}^{n-1} \sum_{i=1}^{M^{n-l}} \sum_{s \in [l, T]} \frac{q^Q([l, T])(s)}{M^{n-l}} (F(U^{(\theta)}_{l, M, Q})(t, x) - \mathbb{1}_{N}(l, F(U^{(\theta)}_{l-1, M, Q}(t, x)))(s, x + W^\Theta(s, l, i) - W^\Theta(s, l, i)),$$

(18)

and for every $n, Q \in \mathbb{N}_0$ let $\| \cdot \|_{n, Q} : (\mathcal{M}(B(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}))^0, T] \to [0, \infty]$ be the function which satisfies for all $V \in (\mathcal{M}(B(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}))^0, T]$ that

$$\| V \|_{n, Q} = \sum_{t \in [0, T]} \bar{q}^n, Q(t) \left(\sup_{s \in [l, T]} \sup_{u \in [0, s]} \sup_{z \in \mathbb{R}^d} \sqrt{\mathbb{E}[|V(s, z + W^\Theta_u)|^2]} \right).$$

(19)
3.2 Pseudocode

In this subsection a mathematical style pseudocode illustrates that the multilevel Picard approximations (18) can be easily implemented. We assume that the time horizon $T \in (0, \infty)$, the dimension $d \in \mathbb{N}$, the terminal condition $g : \mathbb{R}^d \to \mathbb{R}$, the (gradient-independent) nonlinearity $f : [0, T) \times \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$, the basis for the number of Monte Carlo samples $M \in \mathbb{N}$, the number of quadrature nodes $Q \in \mathbb{N}$, the increasingly ordered roots $c \in [-1, 1]^Q$ of the $Q$-th Legendre polynomial, and the corresponding Legendre quadrature weights $w \in [0, \infty)^Q$ are global variables. For an implementation in MATLAB see [17].

**Algorithm 1 Multilevel Picard approximation**

1. function MLP($n$, $t$, $x$)
2:     if $n = 0$ then
3:         return 0;
4:     end if
5:     $c_{loc} \leftarrow (T - t)/2 + (t + t)/2$; \quad \triangleright \text{Quadrature nodes on } [t, T]
6:     $h \leftarrow c_{loc} - \left[(c_{loc}(1 : (Q - 1))];$
7:     $w_{loc} \leftarrow (T - t)/2$; \quad \triangleright \text{Increments between consecutive quadrature nodes}
8:     Generate $M^n$ realizations $W(i) \in \mathbb{R}^d$, $i \in \{1, \ldots, M^n\}$, of independent standard normally distributed random vectors;
9:     $u \leftarrow \sum_{i=1}^{M^n} g(x + \sqrt{T - t}W(i));$
10:    for $l \leftarrow 0$ to $(n - 1)$ do
11:        $X(i) \leftarrow x$ for all $i \in \{1, \ldots, M^n\};$
12:    end for
13:    for $k \leftarrow 1$ to $Q$ do
14:        Generate $M^{n-1}$ realizations $W(i) \in \mathbb{R}^d$, $i \in \{1, \ldots, M^{n-1}\}$, of independent standard normally distributed random vectors;
15:        $X(i) \leftarrow X(i) + \sqrt{h(k)}W(i)$ for all $i \in \{1, \ldots, M^{n-1}\};$
16:        $u \leftarrow u + \frac{w_{loc}(k)}{M^{n-1}} \sum_{i=1}^{M^{n-1}} f(c_{loc}(k), X(i), MLP(l, c_{loc}(k), X(i)));$
17:        if $l > 0$ then
18:            $u \leftarrow u - \frac{w_{loc}(k)}{M^{n-1}} \sum_{i=1}^{M^{n-1}} f(c_{loc}(k), X(i), MLP(l - 1, c_{loc}(k), X(i)));$
19:        end if
20:    end for
21:    return $u$;
22: end function

3.3 Sketch of the proof

Throughout this subsection assume the setting in Sect. 3.1 and let $N, M, Q \in \mathbb{N}$. Theorem 3.12 provides an upper bound for the distance between the approximation $U^0_{N, M, Q}$ and the PDE solution $u^\infty$ measured in the seminorm $\| \cdot \|_{0, Q}$ given in (19). We establish this bound by splitting the global error $\| U^0_{N, M, Q} - u^\infty \|_{n, Q}$ into the Monte Carlo error $\| U^0_{N, M, Q} - \mathbb{E}[U^0_{N, M, Q}] \|_{n, Q}$ and the time discretization error $\| \mathbb{E}[U^0_{N, M, Q}] - u^\infty \|_{n, Q}$. To analyze the time discretization error, we employ the Feynman–Kac formula to obtain

$$u^\infty(s, x) = \mathbb{E} \left[ g(x + W^0_{T-s}) + \int_s^T (F(u^\infty))(t, x + W^0_{t-s}) dt \right]$$

(20)

for all $s \in [0, T], x \in \mathbb{R}^d$ (see Lemma 3.11 below). Moreover, the approximations admit the following Feynman–Kac-type representation

$$\mathbb{E}[U^0_{N, M, Q}(s, x)] = \mathbb{E} \left[ g(x + W^0_{T-s}) + \sum_{t \in [s, T]} q_{Q^{[s, T]}(t)}(F(U^0_{N-1, M, Q}))(t, x + W^0_{t-s}) \right]$$

(21)
for all \( s \in [0, T] \), \( x \in \mathbb{R}^d \) (see Lemma 3.10 below). This, (20) and the Lipschitz-type assumption (14) show that the time discretization error is bounded from above by the error of the \((N-1)\)-th approximation \( \| U_{N-1}^0, M, Q, M, Q \|_{n+1} \) and the error of the Gauß-Legendre quadrature rule applied to the function \( [s, T] \ni t \mapsto \mathbb{E}[F(u^\infty)(t, x + W_{n+1})] \in \mathbb{R} \) (see (52) below). Combining this with the established bound for the Monte Carlo error (see (50) below) results in the recursive inequality for the global error (53) that can be handled using a discrete Gronwall-type inequality. The error representation for Gauß-Legendre quadrature rules allows to further simplify the global error under suitable regularity assumptions (see Corollary 3.15 below). In Sect. 3.7 we provide upper bounds for the number of realizations of scalar standard normal random variables and for the number of function evaluations of \( f \) and \( g \) used to compute one realization of \( U_{N,M,Q}(t, x) \) for a single point \( (t, x) \in [0, T] \times \mathbb{R}^d \) in space-time. This and Corollary 3.15 prove in the case of the semilinear heat equation (15) that the computational complexity (see Corollary 3.18 for the precise definition hereof) of our proposed scheme grows linearly in the space dimension \( d \) and polynomially in the inverse accuracy \( \varepsilon^{-1} \) if the PDE solution \( u^\infty \) is infinitely often differentiable and if the nonlinearity and the rescaled derivatives \( \frac{\partial}{\partial t} + \Delta \alpha \| u^\infty \|_{l^2} \) are uniformly bounded in time, space, \( k \in \mathbb{N}_0 \), and in the dimension for at least one \( \alpha \in (0, \frac{1}{4}] \); see Corollary 3.18 below for details.

### 3.4 Preliminary results for the Gauß-Legendre quadrature rules

**Lemma 3.1** (Gauß-Legendre over different intervals) Assume the setting in Sect. 3.1, let \( n \in \mathbb{N}, s \in [0, T], t \in [0, s], \) and let \( \psi : [0, T] \to [0, \infty) \) be a non-increasing function. Then we have

\[
\sum_{r \in [s,T]} q^{n, [s,T]}(r) \psi(r) \leq \sum_{r \in [t,T]} q^{n, [t,T]}(r) \psi(r).
\]

**Proof** Observe that the fact that \( t \leq s \) and the fact that \( \forall i \in \{1, \ldots, n\} : c_i^n \in [-1, 1] \) ensure that for all \( i \in \{1, \ldots, n\} \) it holds that \( \frac{T-s}{2}c_i^n + \frac{T+s}{2} \geq \frac{T-t}{2}c_i^n + \frac{T+t}{2} \). This and the fact that \( \psi \) is non-increasing imply for all \( i \in \{1, \ldots, n\} \) that \( \psi(\frac{T-s}{2}c_i^n + \frac{T+s}{2}) \leq \psi(\frac{T-t}{2}c_i^n + \frac{T+t}{2}) \).

Combining this with (16), the definitions of \( q^{n, [s,T]} \) and \( q^{n, [t,T]} \), and the fact that \( T-s \leq T-t \) proves that

\[
\sum_{r \in [s,T]} q^{n, [s,T]}(r) \psi(r) = \sum_{i=1}^n q^{n, [s,T]}(\frac{T-s}{2}c_i^n + \frac{T+s}{2}) \psi(\frac{T-s}{2}c_i^n + \frac{T+s}{2}) = \sum_{i=1}^n q^{n, [s,T]}(\frac{T-s}{2}c_i^n + \frac{T+s}{2}) \psi(\frac{T-s}{2}c_i^n + \frac{T+s}{2}) \leq \sum_{i=1}^n q^{n, [t,T]}(\frac{T-t}{2}c_i^n + \frac{T+t}{2}) = \sum_{r \in [t,T]} q^{n, [t,T]}(r) \psi(r).
\]

This completes the proof of Lemma 3.1. \( \square \)

**Lemma 3.2** Assume the setting in Sect. 3.1 and let \( Q \in \mathbb{N} \). Then for all \( n \in \mathbb{N}_0, k \in \mathbb{N}_0 \cap [0, 2Q - n] \) we have

\[
\sum_{t \in [0,T]} q^{n,Q}(t) \frac{(T-t)^k}{k!} = \frac{T^{n+k}}{(n+k)!}.
\]
Proof First, note that the fact that the Gauß-Legendre quadrature rule $C([0, T], \mathbb{R}) \ni \varphi \mapsto \sum_{t \in [0, T]} q_{[0, T]}^Q(t) \varphi(t) \in \mathbb{R}$ integrates polynomials of order less than $2Q$ exactly implies that for all $s \in [0, T)$, $k \in \mathbb{N}_0 \cap [0, 2Q)$ it holds that

$$
\sum_{t \in [s, T]} q_{[s, T]}^Q(t) \frac{(T-t)^k}{k!} = \int_s^T \frac{(T-t)^k}{k!} \, dt = \frac{(T-s)^{k+1}}{(k+1)!}.
$$

(25)

We now prove (24) by induction on $n \in \mathbb{N}_0$. For the base case $n = 0$ we note that for all $k \in \mathbb{N}_0$ it holds that

$$
\sum_{t \in [0, T]} q_{0, Q}(t) \frac{(T-t)^k}{k!} = \sum_{t \in [0, T]} 1_{[0]}(t) \frac{(T-t)^k}{k!} = T^k.
$$

(26)

This establishes (24) in the base case $n = 0$. For the induction step $\mathbb{N}_0 \ni n \rightarrow n+1 \in \mathbb{N}$ we observe that (25) and the induction hypothesis imply that for all $k \in \mathbb{N}_0 \cap [0, 2Q-n-1]$ it holds that

$$
\sum_{t \in [0, T]} \tilde{q}^{n+1, Q}(t) \frac{(T-t)^k}{k!} = \sum_{t \in [0, T]} \left[ \sum_{s \in [0, t]} \tilde{q}^n, Q(s) q_{[s, T]}(t) \right] \frac{(T-t)^k}{k!}
$$

$$
= \sum_{s \in [0, T]} \tilde{q}^n, Q(s) \left[ \sum_{t \in [s, T]} q_{[s, T]}(t) \frac{(T-t)^k}{k!} \right]
$$

$$
= \sum_{s \in [0, T]} \tilde{q}^n, Q(s) \frac{(T-s)^{k+1}}{(k+1)!} = \frac{T^{n+1+k}}{(n+1+k)!}.
$$

(27)

This finishes the induction step $\mathbb{N}_0 \ni n \rightarrow n+1 \in \mathbb{N}$. Induction hence establishes (24). The proof of Lemma 3.2 is thus completed. \qed

3.5 Preliminary results for the seminorms

We refer to a $[0, \infty]$-valued function as seminorm if it is subadditive and absolutely homogeneous. In particular, we do not require seminorms to have finite values. The proof of the following lemma is clear and therefore omitted.

Lemma 3.3 (Seminorm property) Assume the setting in Sect. 3.1 and let $k \in \mathbb{N}_0$, $Q \in \mathbb{N}$. Then the function $(\mathcal{M}(\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R})))^{[0, T]} \ni U \mapsto \|U\|_{k, Q} \in [0, \infty]$ is a seminorm in the sense that it is subadditive, nonnegative, and absolutely homogeneous.

The following lemma implies that Monte Carlo averages converge in our seminorms with rate $1/2$.

Lemma 3.4 (Linear combinations of i.i.d. random variables) Assume the setting in Sect. 3.1, let $k \in \mathbb{N}_0$, $n$, $Q \in \mathbb{N}$, $r_1, \ldots, r_n \in \mathbb{R}$, $V_1, \ldots, V_n \in (\mathcal{M}(\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R})))^{[0, T]}$ satisfy for all $s \in [0, T)$, $x \in \mathbb{R}^d$ that $V_1(s, x), \ldots, V_n(s, x)$ are integrable i.i.d. random variables, and assume for all $s \in [0, T]$ that $V_1(s, \cdot), \ldots, V_n(s, \cdot)$, $W^0$ are independent. Then

$$
\left\| \sum_{i=1}^n r_i (V_i - \mathbb{E}[V_i]) \right\|_{k, Q} = \| (V_1 - \mathbb{E}[V_1]) \|_{k, Q} \sqrt{\sum_{i=1}^n |r_i|^2} \leq \| V_1 \|_{k, Q} \sqrt{\sum_{i=1}^n |r_i|^2}.
$$

(28)
The definition (19) of the seminorm, the disintegration theorem, the fact that for all $s \in [0, T], x \in \mathbb{R}^d$ it holds that $V_1(s, \cdot), \ldots, V_n(s, \cdot), W^0$ are independent, and the fact that for all $s \in [0, T], x \in \mathbb{R}^d$ it holds that $V_1(s, x), \ldots, V_n(s, x)$ are i.i.d. imply that

$$\left\| \sum_{i=1}^{n} r_i (V_i - \mathbb{E}[V_i]) \right\|_{k, Q} = \sum_{t \in [0, T]} \tilde{q}^{k, Q}(t) \left[ \sup_{s \in [t, T]} \sup_{u \in [0, s]} \sup_{z \in \mathbb{R}^d} \mathbb{E} \left[ \left( \sum_{i=1}^{n} r_i (V_i(s, z + W^0_u)) - \mathbb{E}[V_i(s, z + W^0_u)] \right)^2 \right] \right]^{1/2} \leq \sum_{t \in [0, T]} \tilde{q}^{k, Q}(t) \left[ \sup_{s \in [t, T]} \sup_{u \in [0, s]} \sup_{z \in \mathbb{R}^d} \mathbb{E} \left[ \left( \sum_{i=1}^{n} |r_i|^2 \mathbb{E}[V_i(s, z + W^0_u)] \right)^2 \mathbb{E}[W^0_u] \right] \right]^{1/2} \left[ \sum_{i=1}^{n} |r_i|^2 \right]^{1/2} \leq \sum_{t \in [0, T]} \tilde{q}^{k, Q}(t) \left[ \sum_{i=1}^{n} |r_i|^2 \right]^{1/2} = \|V_1 - \mathbb{E}[V_1]\|_{k, Q} \sum_{i=1}^{n} |r_i|^2.$$

This completes the proof of Lemma 3.4. \hfill \Box

**Lemma 3.5** (Lipschitz property) Assume the setting in Sect. 3.1, let $k \in \mathbb{N}_0$, $Q \in \mathbb{N}$, and let $U, V \in \mathcal{M}(\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}))^{[0, T]}$. Then

$$\|F(U) - F(V)\|_{k, Q} \leq L \|U - V\|_{k, Q}. \quad (30)$$

**Proof** The definition (19) of the seminorm and the global Lipschitz property (14) of $F$ imply that

$$\|F(U) - F(V)\|_{k, Q} = \sum_{t \in [0, T]} \tilde{q}^{k, Q}(t) \left[ \sup_{s \in [t, T]} \sup_{u \in [0, s]} \sup_{z \in \mathbb{R}^d} \mathbb{E} \left[ \left( (F(U))(s, z + W^0_u) - (F(V))(s, z + W^0_u) \right)^2 \right] \right]^{1/2} \leq \sum_{t \in [0, T]} \tilde{q}^{k, Q}(t) \left[ \sup_{s \in [t, T]} \sup_{u \in [0, s]} \sup_{z \in \mathbb{R}^d} \mathbb{E} \left[ \left( U(s, z + W^0_u) - V(s, z + W^0_u) \right)^2 \right] \right]^{1/2} = L \|U - V\|_{k, Q}. \quad (31)$$

This completes the proof of Lemma 3.5. \hfill \Box
Lemma 3.6 Assume the setting in Sect. 3.1, let $k \in \mathbb{N}_0$, $Q \in \mathbb{N}$, and let $U : [0, T] \to \mathcal{M}(\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}))$ satisfy for all $s \in [0, T]$ that $U(s, \cdot)$ and $W^0_t$ are independent. Then

$$\left\| [0, T] \times \mathbb{R}^d \ni (s, z) \mapsto \sum_{t \in [s, T]} q^{Q,s,T}(t) U(t, z + W^0_t - W^0_s) \in \mathbb{R} \right\|_{k,Q} \leq \|U\|_{k+1,Q}.$$  

(32)

Proof The definition (19) of the seminorm, the triangle inequality, independence, the disintegration theorem, Lemma 3.1, and the definition (17) of $\bar{q}^{k+1,Q}$ yield that

$$\left\| [0, T] \times \mathbb{R}^d \ni (s, z) \mapsto \sum_{t \in [s, T]} q^{Q,s,T}(t) U(t, z + W^0_t - W^0_s) \in \mathbb{R} \right\|_{k,Q} \leq \sum_{t \in [0,T]} \bar{q}^{k,Q}(t) \left[ \sup_{s \in [t,T]} \sup_{u \in [0,s]} \sum_{z \in \mathbb{R}^d} \mathbb{E} \left[ \left( \sum_{t \in [s,T]} q^{Q,s,T}(t) U(t, z + W^0_t - W^0_s) \right)^2 \right]^{\frac{1}{2}} \right] \leq \sum_{t \in [0,T]} \bar{q}^{k,Q}(t) \left[ \sup_{s \in [t,T]} \sum_{r \in [s,T]} q^{Q,s,T}(r) \left[ \sup_{v \in [r,T]} \sup_{u \in [0,v]} \mathbb{E} \left[ U(v, z + W^0_u)^2 \right] \right]^{\frac{1}{2}} \right] \leq \sum_{t \in [0,T]} \bar{q}^{k,Q}(t) \left[ \sup_{r \in [0,T]} \mathbb{E} \left[ U(v, z + W^0_u)^2 \right] \right]^{\frac{1}{2}} = \|U\|_{k+1,Q}. \tag{33}$$

This completes the proof of Lemma 3.6.

Lemma 3.7 (Expectation) Assume the setting in Sect. 3.1, let $k \in \mathbb{N}_0$, $Q \in \mathbb{N}$, and let $U : [0, T] \to \mathcal{M}(\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R}))$ satisfy for all $(s, x) \in [0, T] \times \mathbb{R}^d$ that $\mathbb{E}[|U(s, x)|] < \infty$ and that $U(s, \cdot)$ and $(W^0_t)_{t \in [0,s]}$ are independent. Then

$$\|\mathbb{E}[U]\|_{k,Q} \leq \|U\|_{k,Q}. \tag{34}$$

Proof The definition (19) of the seminorm, Jensen’s inequality, independence, and the disintegration theorem imply that

$$\|\mathbb{E}[U]\|_{k,Q} = \sum_{t \in [0,T]} \bar{q}^{k,Q}(t) \left[ \sup_{s \in [t,T]} \sup_{u \in [0,s]} \left( \int \mathbb{E}[U(s, y)]^2 \mathbb{P}(z + W^0_u \in dy) \right)^{\frac{1}{2}} \right] \leq \sum_{t \in [0,T]} \bar{q}^{k,Q}(t) \left[ \sup_{s \in [t,T]} \sup_{u \in [0,s]} \left( \int \mathbb{E}[U(s, y)^2] \mathbb{P}(z + W^0_u \in dy) \right)^{\frac{1}{2}} \right].$$
\[
\sum_{t \in [0,T]} \tilde{q}^k Q(t) \left[ \sup_{s \in [t,T]} \sup_{u \in [0,s]} \sup_{z \in \mathbb{R}^d} \left( \mathbb{P} \left[ \left| U(s, z + W^0_t) \right|^2 \right] \right)^{\frac{1}{2}} \right] = \|U\|_{k,\ell}.
\] (35)

This completes the proof of Lemma 3.7.

The following lemma specifies the values of our seminorms of constant functions. It follows directly from the definition (19) of the seminorms and from Lemma 3.2. Its proof is therefore omitted.

**Lemma 3.8** (Seminorm of constants) Assume the setting in Sect. 3.1 and let \( Q \in \mathbb{N}, k \in \mathbb{N}_0 \cap [0, 2\Omega]. \) Then \( \|1\|_{k,\ell} = \frac{T^k}{T^k}. \)

### 3.6 Error analysis for the multilevel Picard iteration

**Lemma 3.9** (Distributional and independence properties of approximations) Assume the setting in Sect. 3.1. Then

(i) it holds for all \( n \in \mathbb{N}_0, M, Q \in \mathbb{N}, \theta \in \Theta \) that \( U^\theta_{n,M,Q} \in \left( \mathcal{M}(\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}, \mathcal{B}(\mathbb{R})) \right)^{[0,T]}, \)

(ii) it holds for all \( n \in \mathbb{N}_0, M, Q \in \mathbb{N}, \theta \in \Theta, t \in [0,T] \) that \( \sigma(U^\theta_{n,M,Q}(t,\cdot)) \subseteq \sigma((W^{(\theta,\vartheta)}))_{\vartheta \in \Theta}. \)

(iii) it holds for all \( n \in \mathbb{N}_0, m, M, Q \in \mathbb{N}, \theta \in \mathbb{R}^m, t \in [0,T] \) that \( U^\theta_{n,M,Q}(t,\cdot) \) and \( (W^\theta)_{\vartheta \in \mathbb{R}^m, \vartheta \neq \vartheta} \) are independent,

(iv) it holds for all \( n \in \mathbb{N}_0, m, M, Q \in \mathbb{N}, t \in [0,T], \theta, \vartheta \in \mathbb{R}^m \) that \( U^\theta_{n,M,Q}(t,\cdot) \) and \( U^\vartheta_{n,M,Q}(t,\cdot) \) are independent, and

(v) it holds for all \( n \in \mathbb{N}_0, M, Q \in \mathbb{N}, t \in [0,T], x \in \mathbb{R}^d \) that \( (U^\theta_{n,M,Q}(t,x))_{\theta \in \Theta} \) are identically distributed.

**Proof of Lemma 3.9** First note that the fact that for all \( s, t \in [0,T], \theta \in \Theta \) it holds that \( \mathbb{R}^d \times \Theta \ni (x, \omega) \mapsto x + W^\theta_s(\omega) - W^\theta_t(\omega) \in \mathbb{R}^d \) is \( \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}/B(\mathbb{R}^d) \) measurable, the fact that for all \( s \in [0,T] \) it holds that \( \mathbb{R}^d \times \mathbb{R} \ni (x, u) \mapsto f(s, x, u) \in \mathbb{R} \) is \( (\mathcal{B}(\mathbb{R}^d) \otimes \mathcal{B}(\mathbb{R})) / \mathcal{B}(\mathbb{R}) \) measurable, the fact that \( g \in C^2(\mathbb{R}^d, \mathbb{R}) \), the fact that for all \( M, Q \in \mathbb{N}, \theta \in \Theta, t \in [0,T], \)

\( x \in \mathbb{R}^d \) it holds that \( U^\theta_{0,M,Q}(t, x) = 0, \) and \( (18) \) prove item (i) and item (ii). Furthermore, observe that item (ii) and the fact that for all \( m \in \mathbb{N}, \theta \in \mathbb{R}^m \) it holds that \( (W^{(\theta,\vartheta)})_{\vartheta \in \Theta} \) and \( (W^\theta)_{\vartheta \in \mathbb{R}^m, \vartheta \neq \vartheta} \) are independent establish item (iii). Moreover, note that item (ii) and the fact that for all \( m \in \mathbb{N}, \theta, \vartheta \in \mathbb{R}^m \) with \( \theta \neq \vartheta \) it holds that \( (W^{(\theta,\vartheta)})_{\vartheta \in \Theta} \) and \( (W^{(\theta,\vartheta)})_{\vartheta \in \Theta} \) are independent implies item (iv). Finally, observe that the fact that for all \( M, Q \in \mathbb{N}, \theta \in \Theta, \)

\( t \in [0,T], x \in \mathbb{R}^d \) it holds that \( U^\theta_{0,M,Q}(t, x) = 0, \) the fact that \( (W^\theta)_{\vartheta \in \Theta} \) are identically distributed, and items (i)–(iv) establish item (v). The proof of Lemma 3.9 is thus completed.

**Lemma 3.10** (Approximations are integrable) Assume the setting in Subsection 3.1, let \( z \in \mathbb{R}^d, M, Q \in \mathbb{N}, \) and assume for all \( s \in [0,T], t \in [s,T] \) that \( \mathbb{E}\left[|g(z + W^0_s)| + |(F(0))(t, z + W^0_s)|\right] < \infty. \) Then

(i) for all \( n \in \mathbb{N}_0, \theta \in \Theta, s \in [0,T], t \in [s,T] \) it holds that

\[
\mathbb{E}\left[|U^\theta_{n,M,Q}(t, z + W^0_s)| + |(F(U^\theta_{n,M,Q}))(t, z + W^0_s)|\right] < \infty
\] (36)

and
(ii) for all \( n \in \mathbb{N}_0, \theta \in \Theta, s \in [0, T] \) it holds that

\[
\mathbb{E}\left[U^\theta_{n+1,M,Q}(s, z)\right] = \mathbb{E}\left[g(z + W_{T-s}) + \sum_{t \in [s, T]} q^{Q,[s,T]}(t) (F(U^\theta_{n,M,Q}))(t, z + W^0_{T-t})\right].
\]

(37)

**Proof** We prove item (i) by induction on \( n \in \mathbb{N}_0 \). For the base case \( n = 0 \) we note that for all \( \theta \in \Theta, s \in [0, T], t \in [s, T] \) it holds that

\[
\mathbb{E}\left[U^\theta_{0,M,Q}(t, z + W^0_s)\right] = \mathbb{E}\left[(F(U^\theta_{0,M,Q}))(t, z + W^0_s)\right] = \mathbb{E}\left[(F(0))(t, z + W^0_s)\right] < \infty.
\]

(38)

This establishes item (i) in the base case \( n = 0 \). For the induction step \( \mathbb{N}_0 \ni n \to n + 1 \in \mathbb{N} \) let \( n \in \mathbb{N}_0 \) and assume that item (i) holds for \( n = 0, n = 1, \ldots, n = n \). The induction hypothesis, (18) and Lemma 3.9 imply that for all \( \theta \in \Theta, s \in [0, T], t \in [s, T] \) it holds that

\[
\mathbb{E}\left[U^\theta_{n+1,M,Q}(t, z + W^0_s)\right] \leq \mathbb{E}\left[g(z + W^0_{T-t+s})\right]
+ \sum_{i=0}^{n} \sum_{r \in [t, T]} \frac{q^{Q,[r,T]}(r)}{M^{n+1-i}} \max_{k \in \{t-1, \ldots, t\} \cap \mathbb{N}_0} \mathbb{E}\left[(F(U^\theta_{k,M,Q}))(r, z + W^0_{s+r-t})\right] < \infty.
\]

(39)

Combining this with (14) proves for all \( \theta \in \Theta, s \in [0, T], t \in [s, T] \) that

\[
\mathbb{E}\left[(F(U^\theta_{n+1,M,Q}))(t, z + W^0_s)\right] 
\leq \mathbb{E}\left[(F(U^\theta_{0,M,Q}))(t, z + W^0_s)\right] + \mathbb{E}\left[(F(0))(t, z + W^0_s)\right] \\leq L \mathbb{E}\left[U^\theta_{n+1,M,Q}(t, z + W^0_s)\right] + \mathbb{E}\left[(F(0))(t, z + W^0_s)\right] < \infty.
\]

(40)

This finishes the induction step \( \mathbb{N}_0 \ni n \to n + 1 \in \mathbb{N} \). Induction hence establishes item (i). Next we note that (18), Lemma 3.9, and a telescope argument yield that for all \( n \in \mathbb{N}_0, \theta \in \Theta, s \in [0, T] \) it holds that

\[
\mathbb{E}\left[U^\theta_{n+1,M,Q}(s, z)\right] - \mathbb{E}[g(z + W^0_{T-s})]
\leq \sum_{i=0}^{n} \sum_{v \in [s, T]} q^{Q,[s,T]}(v) \mathbb{E}\left[(F(U^\theta_{i,M,Q}) - 1_{\mathbb{N}}(l) F(U^\theta_{i-1,M,Q}))(v, z + W^0_v - W^0_s)\right] 
= \sum_{v \in [s, T]} q^{Q,[s,T]}(v) \mathbb{E}\left[(F(U^\theta_{n,M,Q}))(v, z + W^0_v - W^0_s)\right] 
= \mathbb{E}\left[\sum_{v \in [s, T]} q^{Q,[s,T]}(v) (F(U^\theta_{n,M,Q}))(v, z + W^0_{v-s})\right].
\]

(41)

This establishes item (ii). The proof of Lemma 3.10 is thus completed. \( \square \)

The following nonlinear Feynman–Kac formula is essentially known in the literature (cf., e.g., [36, Theorem 5.7.6]) under different assumptions.
Lemma 3.11 (Nonlinear Feynman–Kac formula) Assume the setting in Sect. 3.1, let $z \in \mathbb{R}^d$, and assume for all $s \in [0, T]$ that

$$
\mathbb{E} \left[ \sup_{t \in [s, T]} |u^\infty(t, z + W^0_{t-s})| + \int_s^T |(F(0))(t, z + W^0_{t-s})| \, dt \right] < \infty. \quad (42)
$$

Then

(i) for all $s \in [0, T]$ it holds that

$$
\mathbb{E} \left[ \sup_{t \in [s, T]} |u^\infty(t, z + W^0_t - W^0_s)| + \int_s^T |(F(u^\infty))(t, z + W^0_t - W^0_s)| \, dt \right] < \infty \quad (43)
$$

and

(ii) for all $s \in [0, T]$ it holds that

$$
u^\infty(s, z) - \mathbb{E}[g(z + W^0_{T-s})] = \mathbb{E} \left[ \int_s^T (F(u^\infty))(t, z + W^0_{t-s}) \, dt \right]. \quad (44)
$$

Proof Note that (14) and (42) imply item (i). Next Itô’s formula and the PDE (15) ensure that for all $s \in [0, T], t \in [s, T]$ it holds $\mathbb{P}$-a.s. that

$$
u^\infty(t, z + W^0_t - W^0_s) - u^\infty(s, z)
= \int_s^t \left( \frac{a}{2} u^\infty + \frac{1}{2} \Delta_s u^\infty \right)(r, z + W^0_r - W^0_s) \, dr + \int_s^t \langle (\nabla_s u^\infty)(r, z + W^0_r - W^0_s), dW^0_r \rangle
= -\int_s^t (F(u^\infty))(r, z + W^0_r - W^0_s) \, dr + \int_s^t \langle (\nabla_s u^\infty)(r, z + W^0_r - W^0_s), dW^0_r \rangle. \quad (45)
$$

This and (43) show that for all $s \in [0, T]$ it holds that $\mathbb{E} \left[ \sup_{t \in [s, T]} \int_s^t \langle (\nabla_s u^\infty)(r, z + W^0_r - W^0_s), dW^0_r \rangle \right] < \infty$. This and the dominated convergence theorem ensure for all $s \in [0, T]$ that $\mathbb{E} \left[ \int_s^T \langle (\nabla_s u^\infty)(t, z + W^0_t - W^0_s), dW^0_t \rangle \right] = 0$. This and (45) prove for all $s \in [0, T]$ that

$$
u^\infty(s, z) - \mathbb{E}[g(z + W^0_{T-s})] = \nu^\infty(s, z) - \mathbb{E}[u^\infty(T, z + W^0_T - W^0_s)]
= \mathbb{E} \left[ \int_s^T (F(u^\infty))(t, z + W^0_{t-s}) \, dt \right]. \quad (46)
$$

This finishes the proof of Lemma 3.11. \qed

Theorem 3.12 Assume the setting in Sect. 3.1, let $M, Q \in \mathbb{N}, N \in \{1, \ldots, 2Q-1\}, \theta \in \Theta$, and assume for all $z \in \mathbb{R}^d, s \in [0, T]$ that

$$
\mathbb{E} \left[ \sup_{t \in [s, T]} |u^\infty(t, z + W^0_{t-s})| \right] + \sup_{t \in [s, T]} \mathbb{E}[|F(0)(t, z + W^0_{t-s})|] < \infty. \quad (47)
$$

Then we have

$$
\left\| U^Q_{N, M, Q} - u^\infty \right\|_{0, Q} \leq (1 + 2L)^{N-1} \left\{ L \sup_{i \in [1, 2, \ldots, N]} \frac{\|u^\infty\|_{i, Q}}{\sqrt{MN^{-1}}} \right\}
+ \left[ \sup_{i \in \{0, 1, \ldots, N-1\}} \frac{T^i}{i! \sqrt{MN^{-1}}} \right] \left[ \sup_{z \in \mathbb{R}^d} \sup_{s \in [0, T]} \|g(z + W^0_s)\|_{L^2(\mathbb{P}; \mathbb{R})} \right].
$$

\copyright Springer
First, we analyze the Monte Carlo error. Throughout this proof assume w.l.o.g. that the right-hand side of (48) is finite, assume w.l.o.g. that \( \theta = 0 \) (the case \( \theta \neq 0 \) follows from the case \( \theta = 0 \)), let \( \varepsilon \in (0, \infty) \) be the real number given by (cf. item (i) of Lemma 3.11)

\[
\varepsilon = \sup_{t \in [0, T], u \in [0, t]} \mathbb{E} \left[ \sum_{s \in [t, T]} q^{Q, [t, T]}(s) \left( F(u^\infty) \right)(s, z + W^0_{r+s-t}) \right] = \sup_{z \in \mathbb{R}^d} \mathbb{E} \left[ \sum_{s \in [t, T]} q^{Q, [t, T]}(s) \left( F(u^\infty) \right)(s, z + W^0_{r+s-t}) \right]
\]

and let \((e_n)_{n \in \{0, 1, \ldots, N\}} \subseteq [0, \infty)\) be the extended real numbers which satisfy for all \( n \in \{0, 1, \ldots, N\} \) that

\[
e_n = \sup \left\{ \sqrt{M^{-j}} \left\| U^{0}_{n,M,Q} - u^\infty \right\|_{k, Q} : k, j \in \mathbb{N}_0, k + j + n = N \right\}.
\]

First, we analyze the Monte Carlo error. Item(i) of Lemma 3.10 shows for all \( n \in \mathbb{N}_0 \), \((t, z) \in [0, T] \times \mathbb{R}^d\), \( s \in [0, t] \) that \( \mathbb{E}[|U^{0}_{n,M,Q}(t, z + W^0_s)|] < \infty \). The triangle inequality, Lemma 3.4, Lemma 3.6, Lemma 3.8, Lemma 3.5, and Lemma 3.9 imply that for all \( n \in \mathbb{N}, \ k \in \{0, 1, \ldots, 2Q - 1\} \) it holds that

\[
\left\| U^{0}_{n,M,Q} - \mathbb{E}[U^{0}_{n,M,Q}] \right\|_{k, Q} \leq [0, T] \times \mathbb{R}^d \ni (t, z) \mapsto M^{-n} \sum_{i=1}^{M^n} \left( g(z + W^{0,0,-i}_T) - W^{0,0,-i}_t \right) - \mathbb{E}[g(z + W^{0,0,-i}_T) - W^{0,0,-i}_t] \in \mathbb{R} \]

\[
+ \sum_{l=0}^{n-1} [0, T] \times \mathbb{R}^d \ni (t, z) \mapsto M^{l-n} \sum_{i=1}^{M^{n-l}} \sum_{r \in [t, T]} q^{Q, [t, T]}(r) \left( F(U^{0,0,l,i,r}_{l-1,M,Q}) \right) - \mathbb{1}_N(l) F(U^{0,0,l,i,r}_{l-1,M,Q})(r, z + W^{0,0,0,i}_r - W^{0,0,0,i}_t)
\]

\[
- M^{l-n} \sum_{i=1}^{M^{n-l}} \left( M^{M^n-i} \sum_{r \in [t, T]} q^{Q, [t, T]}(r) \mathbb{E} \left[ F(U^{0,0,l,i,r}_{l-1,M,Q}) \right] - \mathbb{1}_N(l) F(U^{0,0,l,i,r}_{l-1,M,Q}) \right) \in \mathbb{R} \]

Proof Throughout this proof assume w.l.o.g. that the right-hand side of (48) is finite, assume w.l.o.g. that \( \theta = 0 \) (the case \( \theta \neq 0 \) follows from the case \( \theta = 0 \)), let \( \varepsilon \in (0, \infty) \) be the real number given by (cf. item (i) of Lemma 3.11)
\[
\begin{align*}
&\leq \frac{1}{\sqrt{M^n}} \left\| \left[ 0, T \right] \times \mathbb{R}^d \ni (t, z) \mapsto g(z + W_t^0 - W_t^0) \right\|_{k, Q} \\
&+ \sum_{l=0}^{n-1} \frac{1}{\sqrt{M^{n-l}}} \left\| \left[ 0, T \right] \times \mathbb{R}^d \ni (t, z) \mapsto \sum_{r \in [l, T]} q^R_{[l,T]}(r) \right. \\
&\quad \cdot \left( F(U_{i,l,M,Q}^{(0,1,1,r)}) - \mathbb{1}_N(l) F(U_{l-1,1,M,Q}^{(0,-1,1,r)}) \right)(r, z + W_r^0 - W_r^0) \right\|_{k, Q} \\
&\leq \frac{1}{\sqrt{M^n}} \sup_{z \in \mathbb{R}^d} \sup_{s \in [0, T]} \left\| g(z + W_s^0) \right\|_{L^2(\mathbb{P}; \mathbb{R})} \| 1 \|_{k, Q} \\
&+ \sum_{l=0}^{n-1} \frac{1}{\sqrt{M^{n-l}}} \left\| F(U_{i,l,M,Q}^{(0,1,1,0)}) - \mathbb{1}_N(l) F(U_{l-1,1,M,Q}^{(0,-1,1,0)}) \right\|_{k+1, Q} \\
&\leq \frac{1}{\sqrt{M^n}} \sup_{z \in \mathbb{R}^d} \sup_{s \in [0, T]} \left\| g(z + W_s^0) \right\|_{L^2(\mathbb{P}; \mathbb{R})} \frac{T^k}{k!} + \frac{1}{\sqrt{M^n}} \left\| F(0) \right\|_{k+1, Q} \\
&+ L \sum_{l=1}^{n-1} \frac{1}{\sqrt{M^{n-l}}} \left\| U_{i,l,M,Q}^{(0,1,1,0)} - U_{l-1,1,M,Q}^{(0,-1,1,0)} \right\|_{k+1, Q} \\
&\leq \frac{1}{\sqrt{M^n}} \sup_{z \in \mathbb{R}^d} \sup_{r, s \in [0, T]} \left\| (F(0))(r, z + W_s^0) \right\|_{L^2(\mathbb{P}; \mathbb{R})} \frac{T^{k+1}}{(k+1)!} \\
&+ L \sum_{l=0}^{n-1} \left( \frac{1_{(0,n)}(l)}{\sqrt{M^{n-l}}} + \frac{1_{(-\infty,n-1)}(l)}{\sqrt{M^{n-l}}} \right) \left\| U_{i,l,M,Q}^0 - u^\infty \right\|_{k+1, Q} .
\end{align*}
\]

Next we analyze the time discretization error. Item (ii) of Lemma 3.10 and Item (ii) of Lemma 3.11 ensure that for all \( n \in \mathbb{N} \), \( s \in [0, T] \), \( z \in \mathbb{R}^d \) it holds that

\[
\mathbb{E} \left[ U_{n,M,Q}^0(s, z) - u^\infty(s, z) \right] = \mathbb{E} \left[ \sum_{t \in [s,T]} q^R_{[s,T]}(t) (F(U_{n-1,M,Q}^0))(t, z + W_{t-s}^0) - \int_s^T (F(u^\infty))(t, z + W_{t-s}^0) \, dt \right].
\]

This, the triangle inequality, Lemma 3.7, the fact that for all \( u \in \mathcal{M}(\mathcal{B}([0, T] \times \mathbb{R}^d), \mathcal{B}(\mathbb{R})) \), \( k \in \mathbb{N}_0 \) it holds that \( \|u\|_{k, Q} \leq \sup_{s \in [0,T], t \in [0,s], z \in \mathbb{R}^d} \|u(s, z + W_t^0)\|_{L^2(\mathbb{P}; \mathbb{R})} \| 1 \|_{k, Q} \), Lemma 3.6, Lemma 3.5, and Lemma 3.8 demonstrate for all \( n \in \mathbb{N} \), \( k \in \{0, 1, \ldots, 2Q - 1\} \) that

\[
\left\| \mathbb{E} \left[ U_{n,M,Q}^0 - u^\infty \right] \right\|_{k, Q} \leq \left\| \left[ 0, T \right] \times \mathbb{R}^d \ni (s, z) \mapsto \sum_{t \in [s,T]} q^R_{[s,T]}(t) (F(U_{n-1,M,Q}^0) - F(u^\infty))(t, z + W_{t-s}^0) \right\|_{k, Q}.
\]
\[
+ \left\| [0, T] \times \mathbb{R}^d \ni (s, z) \mapsto \mathbb{E} \left[ \sum_{t \in [s, T]} q^{Q,[s,T]}(t) (F(u^\infty))(t, z + W^0_{t-s}) \right] \right\|_{k,Q} \\
- \int_s^T (F(u^\infty))(t, z + W^0_{t-s}) \, dt \in \mathbb{R}^{k,Q}
\]

\[
\leq \left\| [0, T] \times \mathbb{R}^d \ni (s, z) \mapsto \sum_{t \in [s, T]} q^{Q,[s,T]}(t) (F(U^0_{n-1, M,Q}) - F(u^\infty))(t, z + W^0_{t-s}) \in \mathbb{R}^{k,Q} \right\|_{k,Q} + \varepsilon \|1\|_{k,Q}
\]

\[
\leq L \left\| U^0_{n-1, M,Q} - u^\infty \right\|_{k+1,Q} + \varepsilon \frac{T_k}{k!}. \tag{52}
\]

In the next step we combine the established bounds for the Monte Carlo error and the time discretization error to obtain a bound for the global error. More formally, observe that (50) and (52) ensure that for all \( n \in \mathbb{N}, k \in \{0, 1, \ldots, 2Q - 1\} \) it holds that

\[
\left\| U^0_{n, M,Q} - u^\infty \right\|_{k,Q} \leq \left\| U^0_{n, M,Q} - \mathbb{E} \left[ U^0_{n, M,Q} \right] \right\|_{k,Q} + \mathbb{E} \left[ U^0_{n, M,Q} \right] - u^\infty \right\|_{k,Q}
\]

\[
\leq \frac{1}{\sqrt{M^n}} \frac{T_k}{k!} \left( \sup_{z \in \mathbb{R}^d} \sup_{s \in [0, T]} \left\| g(z + W^0_s) \right\|_{L^2(P; \mathbb{R})} + T \sup_{z \in \mathbb{R}^d} \sup_{r,u \in [0, T]} \left\| (F(0))(r, z + W^0_u) \right\|_{L^2(P; \mathbb{R})} \right)
\]

\[
+ L \sum_{l=0}^{n-1} \left( \frac{1_{(0,n)}(l)}{\sqrt{M^{n-l-1}}} + \frac{1_{(-\infty,-n-1)}(l)}{\sqrt{M^{n-l-1}}} \right) \left\| U^0_{l, M,Q} - u^\infty \right\|_{k+1,Q}
\]

\[
+ L \left\| U^0_{n-1, M,Q} - u^\infty \right\|_{k+1,Q} + \varepsilon \frac{T_k}{k!}
\]

\[
= \frac{1}{\sqrt{M^n}} \frac{T_k}{k!} \left( \sup_{z \in \mathbb{R}^d} \sup_{s \in [0, T]} \left\| g(z + W^0_s) \right\|_{L^2(P; \mathbb{R})} + T \sup_{z \in \mathbb{R}^d} \sup_{r,u \in [0, T]} \left\| (F(0))(r, z + W^0_u) \right\|_{L^2(P; \mathbb{R})} \right)
\]

\[
+ L \left\| u^\infty \right\|_{k+1,Q} + 2L \sum_{l=1}^{n-1} \frac{1}{\sqrt{M^{n-l-1}}} \left\| U^0_{l, M,Q} - u^\infty \right\|_{k+1,Q} + \varepsilon \frac{T_k}{k!}. \tag{53}
\]

Hence, we obtain that for all \( j \in \mathbb{N}_0, n \in \mathbb{N}, k \in \{0, 1, \ldots, 2Q - 1\} \) it holds that

\[
\sqrt{M^{-j}} \left\| U^0_{n, M,Q} - u^\infty \right\|_{k,Q} \leq \frac{L\|u^\infty\|_{k+1,Q}}{\sqrt{M^{n+j-1}}} + \varepsilon \frac{T_k}{k! \sqrt{M^j}}
\]

\[
+ 2L \sum_{l=1}^{n-1} \sqrt{M^{-j-n+l+1}} \left\| U^0_{l, M,Q} - u^\infty \right\|_{k+1,Q}
\]
This shows for all \( n \in \{1, 2, \ldots, N\} \) that
\[
e_n \leq L \sup_{k \in \{0, 1, \ldots, N-1\}} \frac{\|u^\infty\|_{k+1, Q}}{\sqrt{MN-k}} + \varepsilon e^T + 2L \sum_{i=1}^{n-1} \xi_i \]
[54]

Combining this with the discrete Gronwall-type inequality in Agarwal [1, Corollary 4.1.2] proves that
\[
\left\| U_{N, M, Q}^0 - u^\infty \right\|_{Q, 0} = e_N \leq (1 + 2L)^{N-1} \left\{ L \sup_{i \in \{1, 2, \ldots, N\}} \frac{\|u^\infty\|_{i, Q}}{\sqrt{MN-i}} + \varepsilon e^T \right\}
\]
[55]

This completes the proof of Theorem 3.12.

In the proof of the following result, Corollary 3.13, an upper bound for the quadrature error on the right-hand side of (48) is derived under the hypothesis that the solution of the PDE is sufficiently smooth and regular.

**Corollary 3.13** Assume the setting in Sect. 3.1, assume that \( u^\infty \in C^\infty([0, T] \times \mathbb{R}^d, \mathbb{R}) \), assume for all \( k \in \mathbb{N}_0, x \in \mathbb{R}^d, t \in [0, T] \) that
\[
\mathbb{E} \left[ \sup_{s \in [t, T]} \left| \left( \left( \frac{\partial}{\partial r} + \frac{1}{2} \Delta_x \right)^k u^\infty \right)(s, x + W_{s-t}^0) \right| \right] < \infty,
\]
[57]

and let \( M, Q \in \mathbb{N}, N \in \{1, \ldots, 2Q - 1\} \). Then it holds for all \( \theta \in \Theta \) that
\[
\left\| U_{N, M, Q}^\theta - u^\infty \right\|_{Q, 0} \leq (1 + 2L)^{N-1} \left\{ L \sup_{i \in \{1, 2, \ldots, N\}} \frac{\|u^\infty\|_{i, Q}}{\sqrt{MN-i}} \right\}
\]
[58]
**Proof** Throughout this proof assume w.l.o.g. that $\sup_{z \in \mathbb{R}^d} \sup_{t, s \in [0, T]} \mathbb{E} \left[ |g(z + W_s^0) + |(F(0))(t, z + W_s^0)| \right] < \infty$ (otherwise the right-hand side of (58) is infinite and the proof of (58) is clear). Observe that (57) and the dominated convergence theorem ensure that for every $k \in \mathbb{N}_0$, $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds that the function

$$
[t, T] \ni s \mapsto \mathbb{E} \left[ \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_{s-}^0) \right] \in \mathbb{R}
$$

is continuous. The assumption that $u^\infty \in C^\infty([0, T] \times \mathbb{R}^d, \mathbb{R})$ and Itô’s formula imply that for all $x \in \mathbb{R}^d$, $t \in [0, T]$, $s \in [t, T]$, $k \in \mathbb{N}$ it holds $\mathbb{P}$-a.s. that

$$
\left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) - \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(t, x) = \int_t^s \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(v, x + W_v^0 - W_t^0) dv + \int_t^s \left( \nabla \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right) \right)(v, x + W_v^0 - W_t^0, dW_v^0). \tag{60}
$$

This and (57) show that for all $x \in \mathbb{R}^d$, $t \in [0, T]$, $k \in \mathbb{N}$ it holds that

$$
\mathbb{E} \left[ \sup_{s \in [t, T]} \left| \int_t^s \left( \nabla \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right) \right)(v, x + W_v^0 - W_t^0, dW_v^0) \right| < \infty.
$$

This and the dominated convergence theorem imply that for all $x \in \mathbb{R}^d$, $t \in [0, T]$, $s \in [t, T]$, $k \in \mathbb{N}$ it holds that

$$
\mathbb{E} \left[ \int_t^s \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(v, x + W_v^0 - W_t^0, dW_v^0) \right] = 0.
$$

This, (60), and Fubini’s theorem show that for all $x \in \mathbb{R}^d$, $t \in [0, T]$, $s \in [t, T]$, $k \in \mathbb{N}$ it holds that

$$
\mathbb{E} \left[ \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \right] - \left( (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(t, x) = \int_t^s \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(v, x + W_v^0 - W_t^0) dv. \tag{61}
$$

Equation (61) (with $k = 1$) together with (59) (with $k = 2$) implies for every $x \in \mathbb{R}^d$, $t \in [0, T]$ that the function $[t, T] \ni s \mapsto \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \in \mathbb{R}$ is continuously differentiable. Induction, (59), and (61) prove that for every $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds that the function $[t, T] \ni s \mapsto \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \in \mathbb{R}$ is infinitely often differentiable. This, induction, and (61) demonstrate that for all $k \in \mathbb{N}$, $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds that

$$
\frac{\partial^k}{\partial t^k} \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \right] = \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \right]. \tag{62}
$$

Equation (15) and the error representation for the Gauß-Legendre quadrature rule (see, e.g., [15, Display (2.7.12)]) imply for all $x \in \mathbb{R}^d$, $t \in [0, T]$ that there exists a real number $\xi \in [t, T]$ such that

$$
\sum_{s \in [t, T]} q_{T, T}(s) \mathbb{E} \left[ (F(u^\infty))(s, x + W_s^0 - W_t^0) \right] - \int_t^T \mathbb{E} \left[ (F(u^\infty))(s, x + W_s^0 - W_t^0) \right] ds = \int_t^T \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \right] ds
$$

$$
- \sum_{s \in [t, T]} q_{T, T}(s) \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \right] = \left( \frac{\partial^Q}{\partial t^Q} \mathbb{E} \left[ (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x) u^\infty \right)(s, x + W_s^0 - W_t^0) \right) \right|_{s = \xi} \frac{(Q+1)(T-t)^{Q+1}}{(2Q+1)(2Q)!}. \tag{63}
$$
This and (62) prove that

\[
\sup_{t \in [0,T], u \in [0,t]} \sup_{z \in \mathbb{R}^d} \left\| \mathbb{E} \left[ \sum_{s \in [t,T]} q^{Q,\lfloor t \rfloor} (s, z + W^0_{u+s-t}) \right] - \int_t^T (F(u^\infty))(s, z + W^0_{u+s-t}) \, ds \right\|_{L^2(\mathbb{P}; \mathbb{R})} \leq \sup_{t \in [0,T], u \in [0,t]} \sup_{z \in \mathbb{R}^d} \left\| \sup_{s \in [t,T]} \left( \frac{2^Q}{\mathcal{L}^Q} \mathbb{E} \left[ \left( \frac{\partial}{\partial s} + \frac{1}{2} \Delta_x \right) u^\infty \right] \cdot (s, x + W^0_s - W^1_t) \right) \right\|_{L^2(\mathbb{P}; \mathbb{R})} \leq \sup_{t \in [0,T], u \in [0,t]} \sup_{z \in \mathbb{R}^d} \left\| \sup_{s \in [t,T]} \left( \frac{2^Q}{\mathcal{L}^Q} \mathbb{E} \left[ \left( \frac{\partial}{\partial s} + \frac{1}{2} \Delta_x \right)^{2^Q+1} u^\infty \right] \cdot (s, x + W^0_s - W^1_t) \right) \right\|_{L^2(\mathbb{P}; \mathbb{R})}.
\]

(64)

Theorem 3.12 together with (64) implies (58). The proof of Corollary 3.13 is thus completed.

The following result, Corollary 3.14, establishes an upper bound for the $L^2$-error between the solution of the PDE and our approximations (18) if the sup-norm of the $n$-th derivative of the solution of the PDE grows sufficiently slowly as $N \ni n \to \infty$.

**Corollary 3.14** Assume the setting in Sect. 3.1, assume that $u^\infty \in C^\infty([0, T] \times \mathbb{R}^d, \mathbb{R})$, let $\alpha \in [0, \frac{1}{4}]$, and let $C \in [0, \infty)$ be the extended real number given by

\[
C = L \left[ \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} |u^\infty(t, x)| + \sup_{x \in \mathbb{R}^d} |g(x)| \right] + T \left[ \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} |(F(0))(t, x)| \right] + T e^{-T} \sup_{k \in \mathbb{N}} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} (k!)^{\alpha-1} \left( \left( \frac{\partial}{\partial t} + \frac{1}{2} \Delta_x \right)^k u^\infty(t, x) \right).
\]

(65)

Then it holds for all $M, Q \in \mathbb{N}, N \in \{1, \ldots, 2Q - 1\}$ that

\[
\sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \left\| u^1_{N, M, Q}(t, x) - u^\infty(t, x) \right\|_{L^2(\mathbb{P}; \mathbb{R})} \leq C(1 + 2L)^N \max \left\{ \frac{T^2Q}{Q^{2Q}}, \frac{\exp(T \sqrt{M})}{M^{N/2}} \right\}.
\]

(66)

**Proof** To prove (66) we assume w.l.o.g. that $C \in [0, \infty)$. Observe that the Stirling-type formula in Robbins [44, Displays (1)–(2)] proves for all $n \in \mathbb{N}$ that

\[
\sqrt{2\pi n} \left[ \frac{n}{e} \right]^n \leq n! \leq \sqrt{2\pi n} \left[ \frac{n}{e} \right]^n e^{\frac{1}{12}}.
\]

(67)

This together with the fact that $\sqrt{e} \leq 2$ and the fact that $\forall n \in \mathbb{N}: \pi e^{\frac{1}{6}} n \leq 8^n$ shows for all $n \in \mathbb{N}$ that

Springer
\[
\frac{n^{2an} \left( (2a+n+1)! \right)^{1-a} [n!]^d}{(2n+1)(2a+1)!} \leq \frac{n^{2an} \left[ \sqrt{2e^{\alpha}} + \frac{1}{2} \text{e} - \frac{a}{2} \right]^4}{\left( \sqrt{2e^{\alpha}} + \frac{1}{2} \right)^{2a}} \\
= \left( \sqrt{2e^{\alpha}} + \frac{1}{2} \right)^2 \pi \leq 2 \pi n \leq 1. \quad (68)
\]

Next note that Lemma 3.2 and (19) imply that for all \( Q \in \mathbb{N}, i \in \{0, 1, \ldots, 2Q - 1\} \) it holds that

\[
\| u_i \|_{L^\infty} \leq \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} | u_i (t,x) | \right] \left[ \sum_{s \in [0,T]} \tilde{q}^i (s) \right] \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} | u_i (t,x) | \right] \frac{T^i}{i!}.
\]

The assumption that \( C \in [0, \infty) \) allows us to apply Corollary 3.13 to obtain for all \( M, Q \in \mathbb{N}, N \in \{1, \ldots, 2Q - 1\} \) that

\[
\begin{align*}
&\sup_{t \in [0,T]} \sup_{z \in \mathbb{R}^d} \left\| U^0_{N,M,Q} (t,z) - u_i (t,z) \right\|_{L^2 (\mathbb{P}; \mathbb{R})} \\
&\quad \leq \sup_{t \in [0,T]} \sup_{z \in \mathbb{R}^d} \left\| U^0_{N,M,Q} (t,z + W^0) - u_i (t,z + W^0) \right\|_{L^2 (\mathbb{P}; \mathbb{R})} = \left\| U^0_{N,M,Q} - u_i \right\|_{L^2 (\mathbb{P}; \mathbb{R})} \\
&\quad \leq (1 + 2L)^{-N-1} \left[ \left( \sum_{i=0}^{N} \right) \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} | u_i (t,x) | \sup_{i \in [0,1,\ldots,N]} \frac{T^i}{i!} \right] \\
&\quad + T \sup_{r,u \in [0,T]} \left\| (F(0)) (r,z + W^0) \right\|_{L^2 (\mathbb{P}; \mathbb{R})} \\
&\quad + e^T \sup_{r,u \in [0,T]} \sup_{z \in \mathbb{R}^d} \left[ \sup_{s \in [0,T]} \left| \mathbb{E} \left[ \left( \left( \frac{\partial}{\partial r} + \frac{1}{2} \Delta_T \right)^{2Q+1} u_i \right) \right| \right] \right] \\
&\quad \leq (1 + 2L)^{-N} \left( e^T T^{2Q+1} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left| \left( \left( \frac{\partial}{\partial r} + \frac{1}{2} \Delta_T \right)^{2Q+1} u_i \right) (t,x) \right| \right) \\
&\quad + \frac{1}{\sqrt{M}^N} \sup_{i \in [0,1,\ldots,N]} \left( \frac{\sqrt{MT}}{i!} \right) \left[ \left( \sum_{i=0}^{N} \right) \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} | u_i (t,x) | \right] + \sup_{x \in \mathbb{R}^d} | g(x) | \\
&\quad + T \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left| (F(0)) (t,x) \right| \right].
\end{align*}
\]

This, (68), and the fact that \( \sup_{i \in [0,1,\ldots,N]} \frac{\sqrt{MT}}{i!} \leq e^T \sqrt{M} \) imply for all \( M, Q \in \mathbb{N}, N \in \{1, \ldots, 2Q - 1\} \) that

\[
\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left\| U^0_{N,M,Q} (t,x) - u_i (t,x) \right\|_{L^2 (\mathbb{P}; \mathbb{R})} \leq (1 + 2L)^{-N} e^T T^{2Q+1} \left[ \sup_{k \in \mathbb{N}, (t,x) \in [0,T] \times \mathbb{R}^d} | (k)^{2Q+1} - \left( \left( \frac{\partial}{\partial r} + \frac{1}{2} \Delta_T \right)^{k} u_i \right) (t,x) \right].
\]
Lemma 3.17 FE
\[ \sup_{n \in \mathbb{N}} \frac{n^{2n}((2n+1)!)^{1-n[t]}^2}{(2n+1)!} ] \\
+ \left( \frac{1+2L}{\sqrt{M}} \right)^N e^{T\sqrt{M}} \left[ L \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |u^\infty(t,x)| + \sup_{x \in \mathbb{R}^d} |g(x)| \\
+ T \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |(F(0))(t,x)| \right] \\
\leq \left( \frac{1+2L}{Q^\alpha Q} \right)^N e^{T2Q+1} \left[ \sup_{k \in \mathbb{N}} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} (k!)^{\alpha-1} \left( \left( \frac{\partial}{\partial r} + \frac{1}{2} \Delta_y \right) u^\infty \right)(t,x) \right] \\
+ \left( \frac{1+2L}{\sqrt{M}} \right)^N e^{T\sqrt{M}} \left[ L \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |u^\infty(t,x)| + \sup_{x \in \mathbb{R}^d} |g(x)| \\
+ T \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |(F(0))(t,x)| \right]. \\
(71) \\
This establishes (66). The proof of Corollary 3.14 is thus completed. \qed

The next result, Corollary 3.15, provides an upper bound for the $L^2$-error between the solution of the PDE and our approximations (18) if the parameters $N$, $M$, $Q \in \mathbb{N}$ satisfy $N = M = Q$. Corollary 3.15 is a direct consequence of Corollary 3.14.

**Corollary 3.15** Assume the setting in Sect. 3.1, assume that $u^\infty \in C^\infty([0,T] \times \mathbb{R}^d, \mathbb{R})$, let $\alpha \in [0, \frac{1}{2}]$, and let $C \in [0, \infty)$ be the extended real number given by

\[ C = \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |u^\infty(t,x)| \right] + \left[ \sup_{x \in \mathbb{R}^d} |g(x)| \right] + T \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |(F(0))(t,x)| \right] \\
+ Te^T \left[ \sup_{k \in \mathbb{N}} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} (k!)^{\alpha-1} \left( \left( \frac{\partial}{\partial r} + \frac{1}{2} \Delta_y \right) u^\infty \right)(t,x) \right]. \]
(72)

Then it holds for all $N \in \mathbb{N}$ that

\[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \|U_{N,0,N,N}^0(t,x) - u^\infty(t,x)\|_{L^2(\mathbb{P};\mathbb{R})} \leq C \left[ \frac{(1+2L)e^T}{N^{2\alpha}} \right]^N. \]
(73)

### 3.7 Analysis of the computational complexity and overall rate of convergence

In Lemma 3.16 RN$_{n,M,Q}$ is the number of realizations of a scalar standard normal random variable used to compute one realization of the random variable $U_{n,M,Q}^0(t,x) : \Omega \rightarrow \mathbb{R}$. In Lemma 3.17 FE$_{n,M,Q}$ is the number of function evaluations of $f$ and $g$ used to compute one realization of $U_{n,M,Q}^0(t,x) : \Omega \rightarrow \mathbb{R}$.

**Lemma 3.16** Assume the setting in Sect. 3.1 and let $(\text{RN}_{n,M,Q})_{n,M,Q \in \mathbb{Z}} \subseteq \mathbb{N}_0$ be natural numbers which satisfy for all $n, M, Q \in \mathbb{N}$ that RN$_{0,M,Q} = 0$ and

\[ \subseteq \text{ Springer} \]
\[ \text{RN}_{n,M,Q} \leq d M^n + \sum_{l=0}^{n-1} \left[ Q M^{n-l} (d + \text{RN}_{l,M,Q} + \mathbb{I}_N(l) \cdot \text{RN}_{l-1,M,Q}) \right]. \tag{74} \]

Then for all \( N \in \mathbb{N} \), we have
\[ \text{RN}_{N,N,N} \leq 8d N^{2N}. \]

**Proof** Inequality (74) implies for all \( n, Q \in \mathbb{N}, M \in \mathbb{N} \cap [2, \infty) \) that
\[ (M^{-n} \cdot \text{RN}_{n,M,Q}) \leq d + \sum_{l=0}^{n-1} \left[ Q M^{-l} (d + \text{RN}_{l,M,Q} + \mathbb{I}_N(l) \cdot \text{RN}_{l-1,M,Q}) \right] \]
\[ \leq d \left( 1 + \frac{MQ}{M-1} \right) + (1 + \frac{1}{M}) Q \left[ \sum_{l=0}^{n-1} (M^{-l} \cdot \text{RN}_{l,M,Q}) \right]. \tag{75} \]

The fact that \( \forall M, Q \in \mathbb{N} : \text{RN}_{0,M,Q} = 0 \) and the discrete Gronwall-type inequality in Agarwal [1, Corollary 4.1.2] hence prove that for all \( n, Q \in \mathbb{N}, M \in \mathbb{N} \cap [2, \infty) \) it holds that
\[ (M^{-n} \cdot \text{RN}_{n,M,Q}) \leq d \left( 1 + \frac{MQ}{M-1} \right) (1 + (1 + \frac{1}{M}) Q)^{n-1} \leq \frac{d(M+(M+1)Q)^n}{M^{n-1}(M-1)}. \tag{76} \]

Hence, we obtain that for all \( N \in \mathbb{N} \cap [2, \infty) \) it holds that
\[ \text{RN}_{N,N,N} \leq \frac{N d}{N-1} (N + (N+1)N)^N = \frac{N}{N-1} (1 + \frac{2}{N}) N d N^{2N} \leq 8d N^{2N}. \tag{77} \]

This and the fact that \( \text{RN}_{1,1,1} \leq 2d \) complete the proof of Lemma 3.16. \( \square \)

**Lemma 3.17** Assume the setting in Sect. 3.1 and let \( (\text{FE}_{n,M,Q})_{n,M,Q \in \mathbb{Z}} \subseteq \mathbb{N}_0 \) be natural numbers which satisfy for all \( n, M, Q \in \mathbb{N} \) that \( \text{FE}_{0,M,Q} = 0 \) and
\[ \text{FE}_{n,M,Q} \leq M^n + \sum_{l=0}^{n-1} \left[ Q M^{n-l} (1 + \text{FE}_{l,M,Q} + \mathbb{I}_N(l) + \mathbb{I}_N(l) \cdot \text{FE}_{l-1,M,Q}) \right]. \tag{78} \]

Then for all \( N \in \mathbb{N} \), we have
\[ \text{FE}_{N,N,N} \leq 8N^{2N}. \]

The proof of Lemma 3.17 is analogous to the proof of Lemma 3.16 and therefore omitted. In the proof of Corollary 3.18 below we combine Lemma 3.16 and Lemma 3.17 with Corollary 3.15 to obtain a bound for the computational complexity of the scheme (18) in terms of the space dimension and the prescribed approximation accuracy.

The following corollary, Corollary 3.18, proves under suitable assumptions for every \( \alpha \in (0, \frac{1}{4}] \) and every \( \delta \in (0, \infty) \) that the computational effort of the approximation method (number of function evaluations of the coefficient functions of the considered PDE and number of used independent scalar standard normal random variables, cf. Section 3.7) is at most \( O(d \varepsilon^{-\left(\frac{1}{4} + \delta\right)}) \) where \( \varepsilon \in (0, \infty) \) is the prescribed approximation accuracy and \( d \in \mathbb{N} \) is the dimension of the considered PDE.

**Corollary 3.18** Assume the setting in Sect. 3.1, assume that \( u^\infty \in C^\infty ([0, T] \times \mathbb{R}^d, \mathbb{R}) \), let \( \alpha \in (0, \frac{1}{4}], \delta \in (0, \infty), \) let \( C \in [0, \infty) \), assume that
Throughout this proof let

\[
C = 16 \exp \left( 2\alpha \delta [e^T (1 + 2L)]^{\frac{1+\delta}{2\alpha+\delta}} \right) \left\{ L \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |u^\infty(t,x)| \right. \\
\left. + \left[ \sup_{x \in \mathbb{R}^d} |g(x)| \right] + T \left( \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |(F(0))(t,x)| \right) \right. \\
\left. + Te^T \left[ \sup_{k \in \mathbb{N}} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} (k!)^{\alpha-1} \left| \left( \frac{\partial}{\partial r} + \frac{1}{2} \Delta_y \right)^k u^\infty(t,x) \right| \right] \right) \left( \frac{1}{\alpha+\delta} \right) ,
\]  

(79)

let \( (R_n,M,Q)_{n,M,Q \in \mathbb{Z}} \subseteq \mathbb{N}_0 \) be natural numbers which satisfy for all \( n,M,Q \in \mathbb{N} \) that \( RN_{n,M,Q} = 0 \) and

\[
RN_{n,M,Q} \leq dM^n + \sum_{l=0}^{n-1} \left[ QM^{n-l}(d + RN_{l,M,Q} + \mathbb{I}_N(l) \cdot RN_{l-1,M,Q}) \right]
\]  

(80)

(for every \( N \in \mathbb{N} \) we think of \( RN_{N,N,N} \) as the number of realizations of a scalar standard normal random variable required to compute one realization of the random variable \( U_{0,N,N}^0(0,0) : \Omega \rightarrow \mathbb{R} \), and let \( (FE_{n,M,Q})_{n,M,Q \in \mathbb{Z}} \subseteq \mathbb{N}_0 \) be natural numbers which satisfy for all \( n,M,Q \in \mathbb{N} \) that \( FE_{0,M,Q} = 0 \) and

\[
FE_{n,M,Q} \leq M^n + \sum_{l=0}^{n-1} \left[ QM^{n-l}(1 + FE_{l,M,Q} + \mathbb{I}_N(l) + \mathbb{I}_N(l) \cdot FE_{l-1,M,Q}) \right]
\]  

(81)

(for every \( N \in \mathbb{N} \) we think of \( FE_{N,N,N} \) as the number of function evaluations of \( f \) and \( g \) required to compute one realization of the random variable \( U_{0,N,N}^0(0,0) : \Omega \rightarrow \mathbb{R} \)). Then

(i) it holds that

\[
\limsup_{N \to \infty} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \| U_{N,N,N}^0(t,x) - u^\infty(t,x) \|_{L^2(\mathbb{P};\mathbb{R})} = 0
\]  

(82)

and

(ii) it holds for all \( N \in \mathbb{N} \) that

\[
RN_{N,N,N} + FE_{N,N,N} \leq Cd \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \| U_{N,N,N}^0(t,x) - u^\infty(t,x) \|_{L^2(\mathbb{P};\mathbb{R})} \left( \frac{1}{\alpha+\delta} \right) .
\]  

(83)

\textbf{Proof} Throughout this proof let \( \tilde{C} \in [0,\infty) \) be the real number given by \( \tilde{C} = \frac{1}{16} \exp \left( -2\alpha \delta [e^T (1 + 2L)]^{\frac{1+\delta}{2\alpha+\delta}} \right) C \). First note that Corollary 3.15 proves item (i). Next observe that Corollary 3.15, Lemma 3.16, and Lemma 3.17 prove that for all \( N \in \mathbb{N} \) it holds that

\[
(RN_{N,N,N} + FE_{N,N,N}) \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \| U_{N,N,N}^0(t,x) - u^\infty(t,x) \|_{L^2(\mathbb{P};\mathbb{R})} \right] \left( \frac{1}{\alpha+\delta} \right)
\]  

\[
\leq \left( 8dN^{2N} + 8N^{2N} \right) \tilde{C} \left[ \frac{(1+2L)e^T}{N^{2\alpha}} \right] \left( \frac{1}{\alpha+\delta} \right) = 8(d+1)\tilde{C}[(1+2L)e_T]^N \left( \frac{1}{\alpha+\delta} \right) N^{-2\alpha\delta N}.
\]  

(84)
This and the fact that \( \forall N \in \mathbb{N} : N! \leq N^N \) show that for all \( N \in \mathbb{N} \) it holds that

\[
\left( R_{N,N,N} + F_{E,N,N,N} \right) \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left\| U_{N,N,N}^0(t,x) - u^\infty(t,x) \right\|_{L^2(\mathbb{P},\mathbb{R})} \right]^{\frac{1}{2} + \delta}
\]

\[
\leq 16d \tilde{C} \frac{\left( (1+2L)e^T \right)^N \left( \frac{1}{N!} \right)^2}{(N!)^{2\alpha \delta}} = 16d \tilde{C} \left[ \frac{\left( (1+2L)e^T \right)^N \left( \frac{1}{N!} \right)^2}{(N!)^{2\alpha \delta}} \right]^{2\alpha \delta}
\]

\[
\leq 16d \tilde{C} \left[ \sum_{n=0}^{\infty} \frac{(1+2L)e^T}{n!} \left( \frac{1}{n!} \right)^2 \right]^{2\alpha \delta}
\]

\[
= 16d \tilde{C} \left[ \exp \left( (1+2L)e^T \right)^N \left( \frac{1}{N!} \right)^2 \right]^{2\alpha \delta} = 16d \tilde{C} \left[ \exp \left( 2\alpha \delta \right) \left( (1+2L)e^T \right)^N \left( \frac{1}{N!} \right)^2 \right] = C_d. \quad (85)
\]

This completes the proof of Corollary 3.18. \( \square \)

The next result, Corollary 3.19, specializes Corollary 3.18 to the case \( \alpha = \frac{1}{4} \).

**Corollary 3.19** Assume the setting in Sect. 3.1, assume that \( u^\infty \in C^\infty([0,T] \times \mathbb{R}^d, \mathbb{R}) \), let \( \delta \in (0,\infty) \), let \( C \in [0,\infty) \), assume that

\[
C = 16 \exp \left( \delta \left[ e^T (1+2L) \right]^{2 \left( \frac{1}{4} \right)} \right) \left[ L \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} |u^\infty(t,x)| \right] + \left[ \sup_{x \in \mathbb{R}^d} |g(x)| \right] \right]
\]

\[
+ T \left[ \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left| (F(0))(t,x) \right| \right]
\]

\[
+ T e^T \left[ \sup_{k \in \mathbb{N}} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left| (\frac{\partial}{\partial t} + \frac{1}{2} \Delta_x)^k u^\infty(t,x) \right| \right] \right]^{4 \left( \frac{1}{2} \right)} \quad , \quad (86)
\]

let \( (R_{N,M,Q})_{n,M,Q \in \mathbb{N}} \subseteq \mathbb{N}_0 \) be natural numbers which satisfy for all \( n,M,Q \in \mathbb{N} \) that \( R_{N,M,Q} = 0 \)

\[
R_{N,M,Q} \leq d M^n + \sum_{l=0}^{n-1} \left[ Q M^{n-l} (d + R_{N,M,Q} + 1) \cdot R_{N-1,M,Q} \right] \quad (87)
\]

(for every \( N \in \mathbb{N} \) we think of \( R_{N,N,N} \) as the number of realizations of a scalar standard normal random variable required to compute one realization of the random variable \( U_{N,N,N}^0(0,0) : \Omega \rightarrow \mathbb{R} \), and let \( (F_{E,M,Q})_{n,M,Q \in \mathbb{N}} \subseteq \mathbb{N}_0 \) be natural numbers which satisfy for all \( n,M,Q \in \mathbb{N} \) that \( F_{E,M,Q} = 0 \) and

\[
F_{E,M,Q} \leq d M^n + \sum_{l=0}^{n-1} \left[ Q M^{n-l} (1 + F_{E,M,Q} + 1) \cdot R_{N-1,M,Q} \right] \quad (88)
\]

(for every \( N \in \mathbb{N} \) we think of \( F_{E,N,N,N} \) as the number of function evaluations of \( f \) and \( g \) required to compute one realization of the random variable \( U_{N,N,N,N}^0(0,0) : \Omega \rightarrow \mathbb{R} \). Then

(i) it holds that \( \lim_{N \rightarrow \infty} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left\| U_{N,N,N}^0(t,x) - u^\infty(t,x) \right\|_{L^2(\mathbb{P},\mathbb{R})} = 0 \) \( (89) \)

\[ \square \]
\( \text{and} \)

(ii) it holds for all \( N \in \mathbb{N} \) that

\[
\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left\| U_N^{0,N,N,N}(t,x) - u^\infty(t,x) \right\|_{L^2(\mathbb{P},\mathbb{R})} \leq Cd \ .
\]

(90)

3.8 An example PDE

In this subsection we prove for a non-linear example that the assumptions of Corollary 3.19 are satisfied. For this, we construct an example with an explicit solution so that we can easily check condition (86). Throughout this subsection let \( d \in \mathbb{N} \), let \( g \in C^\infty(\mathbb{R}^d, \mathbb{R}) \), \( u^\infty = (u^\infty(t,x))_{(t,x) \in [0,1] \times \mathbb{R}^d} \in C^\infty([0,1] \times \mathbb{R}^d, \mathbb{R}) \), \( f : [0,1] \times \mathbb{R}^d \times \mathbb{R} \rightarrow \mathbb{R} \) be the functions which satisfy for all \((t,x,y)\in[0,1] \times \mathbb{R}^d \times \mathbb{R} \) that \( f(t,x,y) = \min\{y^2, 1\} + \cos(\sqrt{d} \sum_{i=1}^{d} x_i)(1 - \cos(\sqrt{d} \sum_{i=1}^{d} x_i)) \) and \( u^\infty(t,x) = g(x) = \cos(\sqrt{d} \sum_{i=1}^{d} x_i) \). Then \( f \) satisfies the Lipschitz-type condition (14) and it holds for all \((t,x)\in[0,1] \times \mathbb{R}^d \) that

\[
\left( \frac{\partial}{\partial t} + \frac{1}{2} \Delta_x \right) u^\infty(t,x) = \frac{1}{2} \Delta_x \cos\left(\sqrt{2} \sum_{i=1}^{d} x_i\right) = -\cos\left(\sqrt{2} \sum_{i=1}^{d} x_i\right)
\]

\[
= - (u^\infty(t,x))^2 - \cos(\sqrt{d} \sum_{i=1}^{d} x_i)(1 - \cos(\sqrt{d} \sum_{i=1}^{d} x_i))
\]

\[
= -(f(u^\infty))(t,x)
\]

so that \( u^\infty \) is a solution of the PDE (15). Moreover it holds for all \((t,x)\in[0,1] \times \mathbb{R}^d \), \( k \in \mathbb{N}_0 \) that

\[
\left( \frac{\partial}{\partial t} + \frac{1}{2} \Delta_x \right)^k u^\infty(t,x) = (-1)^k \cos\left(\sqrt{d} \sum_{i=1}^{d} x_i\right).
\]

(92)

so that condition (86) is satisfied. Consequently, on a suitable probability space, Corollary 3.19 implies for every \( \varepsilon \in (0,1/4) \) that there exist approximations of \( u^\infty(0,0) \) which converge with \( L^2 \)-convergence rate at least \( 1/4 - \varepsilon \).
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