Quantum simulation of coherent backscattering in a system of superconducting qubits
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In condensed matter systems, coherent backscattering and quantum interference in the presence of time-reversal symmetry lead to well-known phenomena such as weak localization (WL) and universal conductance fluctuations (UCF). Here we use multi-pass Landau-Zener transitions at the avoided crossing of a highly-coherent superconducting qubit to emulate these phenomena. The average and standard deviation of the qubit transition rate exhibit a dip and peak when the driving waveform is time-reversal symmetric, corresponding to WL and UCF, respectively. The higher coherence of this qubit enabled the realization of both effects, in contrast to earlier work [1], which successfully emulated UCF, but did not observe WL. This demonstration illustrates the use of non-adiabatic control to implement quantum emulation with superconducting qubits.

Studies of mesoscopic disordered structures at cryogenic temperatures exhibit universal phenomena in their electrical conductance arising from the coherent scattering of electrons at random impurities [2–4]. One example is universal conductance fluctuations (UCF) [4–7], which are strong fluctuations in the conductance – on the order of the quantum unit of conductance – that appear as a function of a parameter, e.g., magnetic field, which effectively alters how the electronic wavefunction samples the random configuration of scatterers. Another example is weak localization (WL), a quantum correction to the classical conductance that survives disorder averaging under conditions of time-reversal symmetry [8–10]. The result is a dip in the disordered-averaged conductance (equivalently, a peak in the resistance) at zero magnetic field and when spin-orbit effects are negligible, due to the constructive interference between the symmetric forward- and backward-propagating electron waves arising from impurity scattering [7, 11]. In the presence of a magnetic field, the time-reversal symmetry – and thus the degeneracy in phase evolution – is lifted for the two paths and the interference leading to the WL effect is abated [7, 11]. Studies of WL and UCF provide a method for investigating phenomena related to phase coherence, coherent backscattering, and time-reversal symmetry, and they have been applied to a wide variety of systems ranging from metals [12], and semiconductors [13] to superconducting solid-state devices [14], quantum dots [15–17] and graphene [18], and even for the scattering of light of disordered media [19–22].

This work implements a quantum emulator of WL and UCF phenomena using coherent scattering at an avoided crossing present in coupled superconducting qubits. The approach is motivated by earlier work in Ref. 1, where an avoided crossing of a single persistent-current flux qubit was used to represent a coherent scattering impurity. Conceptually, each period of a large-amplitude biharmonic flux signal drives the qubit multiple times through the avoided crossing. Each traversal of the crossing drives the qubit states into quantum superpositions of ground and excited states – Landau-Zener-Stueckelberg (LZS) transitions – with output amplitudes related to the size of the avoided crossing, the rate at which the qubit is driven through the crossing, and the resulting quantum interference. The sequence of traversals serve as the scattering sites, and the driven evolution between scattering events accounts for free-evolution phase accumulation of an electron, for example, in a disordered medium. Since the scattering events are imposed by the driving protocol, the time-reversal symmetry (asymmetry) of the system is controlled by the temporal symmetry (asymmetry) of the drive waveform.

Using this approach, Gustavsson et al. [1] emulated UCF in electron transport through a disordered mesoscopic system, ascribing the qubit-state transition rate to electrical conductance. The authors observed fluctuations in the transition rate to the qubit excited state arising from multiple LZS scattering events when measured as a function of the driving waveform asymmetry. However, the analog of WL localization – a dip in the average transition rate for symmetric driving – was not observed. Subsequent theoretical work from Ferrón et al. [23] indicated that both UCF and WL should be observable if the qubit is operated in a higher phase-coherence regime. Indeed, while the niobium qubit used in Ref. 1 had a large energy relaxation time ($T_1 \approx 20 \mu s$) and a coherence time ($T_2 \approx 20$ ns) sufficient to observe LZS interference phenomena including Mach-Zehnder-type interferometry [24, 25], qubit cooling [26], and amplitude spectroscopy [27, 28], the phase coherence time was apparently insufficient to observe WL.

In this work, we use coupled aluminum transmon qubits [29] to realize a higher-coherence quantum system with a reasonably sized avoided crossing ($\approx 65.4$ MHz).
We drive the system using a biharmonic waveform – with a specified degree of asymmetry – to emulate electron transport in the presence of multiple scattering events. The resulting transition rate exhibits effects analogous to WL and UCF in its ensemble averaged mean and variance, respectively. The experimental results are in agreement with simulations based on a Floquet formalism.

We utilize an effective two-level system encoded in the single-excitation manifold of two capacitively coupled transmon qubits [30, 31] of the X-mon style [32] using asymmetric junctions with a 13:1 area ratio [33]. The individual transmons \( Q_a \) and \( Q_b \) are well-matched, with maximum frequencies \( \omega_{a \text{max}}^{2\pi} = 3.8250 \text{ GHz} \) and \( \omega_{b \text{max}}^{2\pi} = 3.8218 \text{ GHz} \) and minimum frequencies \( \omega_{a \text{min}}^{2\pi} = 3.5401 \text{ GHz} \) and \( \omega_{b \text{min}}^{2\pi} = 3.5365 \text{ GHz} \), respectively, and they are each frequency-tunable between the two values by a magnetic flux \( \Phi_a \) and \( \Phi_b \) (see Fig. 1). The qubits are individually coupled to readout resonators at frequencies \( \omega_{a \text{res}}^{2\pi} / 2\pi = 7.173262 \text{ GHz} \) and \( \omega_{b \text{res}}^{2\pi} / 2\pi = 7.203279 \text{ GHz} \), which are used for qubit state discrimination and provide an additional pathway to implement state preparation using microwave gates.

The qubits are each flux-biased at \( \Phi_a \equiv \Phi_b \equiv 0.25\Phi_0 \), where \( \Phi_0 = \hbar / 2e \) is the superconducting flux quantum, \( h \) is Planck’s constant, and \( e \) is the electron charge. This bias point is approximately midway between maximum and minimum qubit frequencies such that the uncoupled qubit frequencies \( \omega_2/2\pi = \omega_b/2\pi = 3.6809 \text{ GHz} \) are degenerate, leading to the diabatic energy level structure shown in Fig. 1c. Due to the capacitive qubit-qubit coupling, the diabatic states \( |g_a e_b\rangle \) and \( |e_a g_b\rangle \) in the single-excitation manifold hybridize to form the eigenfrequencies shown in Fig. 1c. Within this manifold, we can now write an effective two-level system Hamiltonian of the standard form in the basis \( \{ |g_a e_b\rangle, |e_a g_b\rangle \} \),

\[
\hat{H}_{\text{eff}} / \hbar = -\frac{\varepsilon}{2} \hat{\sigma}_z - \frac{\Delta}{2} \hat{\sigma}_x,
\]

where \( \hbar \) is the reduced Planck constant \( h / 2\pi \), \( \hat{\sigma}_z \) and \( \hat{\sigma}_x \) are Pauli matrices, \( \varepsilon \) is referenced to the location of the avoided crossing, and \( \Delta / 2\pi = 65.4 \text{ MHz} \) is the transverse coupling strength and, thereby, the size of the avoided crossing.

Excursions about the effective two-level system are driven using a longitudinal flux bias applied differentially to the two qubits, \( \delta \Phi(t) = [\Phi_a(t) - \Phi_b(t)] / 2 \equiv \delta \Phi_{\text{dc}} + \delta \Phi_{\text{ac}}(t) \), comprising a time-dependent excursion \( \delta \Phi_{\text{ac}} \) about a static bias point \( \delta \Phi_{\text{dc}} \) referenced with respect to the avoided crossing (see Fig. 1d and 1e). The drive is parameterized as a unitless reduced flux \( f(t) = \delta \Phi(t) / \Phi_0 = \Phi_{\text{dc}} + \Phi_{\text{ac}}(t) \) by normalizing to the superconducting flux quantum \( \Phi_0 \) [24, 34]. Due to the large area ratio of the junctions, the diabatic frequency \( \omega \) in Eq. 1 is approximately sinusoidal [35] and represents the response of the system to the drive \( f(t) \),

\[
\varepsilon(t) \approx \delta \omega \sin[2\pi f(t)] + \bar{\omega},
\]

where \( \delta \omega = (\bar{\omega}_{\text{max}} - \bar{\omega}_{\text{min}}) / 2 \) and \( \bar{\omega} = (\bar{\omega}_{\text{max}} + \bar{\omega}_{\text{min}}) / 2 \), with \( \bar{\omega}_{\text{max/min}} \) the average of \( \omega_{a \text{max/min}}^{2\pi} \) and \( \omega_{b \text{max/min}}^{2\pi} \), respectively, yielding \( \delta \omega / 2\pi = 0.1426 \text{ GHz} \) and \( \bar{\omega} / 2\pi = 3.6809 \text{ GHz} \). The instantaneous frequency of the driven two-level system is \( \Omega(t) = \sqrt{\varepsilon^2(t) + \Delta^2} \).

To simulate mesoscopic conductance effects, following Ref. 1, we drive the system with a biharmonic signal,

\[
f(t) = \Phi_{\text{dc}} + \Phi_{\text{ac}} \cos(\omega t) + \cos(2\omega t + \alpha),
\]

where \( \Phi_{\text{ac}} \) is Planck’s constant, and \( e \) is the electron charge. This bias point is approximately midway between maximum and minimum qubit frequencies such that the uncoupled qubit frequencies \( \omega_2/2\pi = \omega_b/2\pi = 3.6809 \text{ GHz} \) are degenerate, leading to the diabatic energy level structure shown in Fig. 1c. Due to the capacitive qubit-qubit coupling, the diabatic states \( |g_a e_b\rangle \) and \( |e_a g_b\rangle \) in the single-excitation manifold hybridize to form the eigenfrequencies shown in Fig. 1c. Within this manifold, we can now write an effective two-level system Hamiltonian of the standard form in the basis \( \{ |g_a e_b\rangle, |e_a g_b\rangle \} \),

\[
\hat{H}_{\text{eff}} / \hbar = -\frac{\varepsilon}{2} \hat{\sigma}_z - \frac{\Delta}{2} \hat{\sigma}_x,
\]

where \( \hbar \) is the reduced Planck constant \( h / 2\pi \), \( \hat{\sigma}_z \) and \( \hat{\sigma}_x \) are Pauli matrices, \( \varepsilon \) is referenced to the location of the avoided crossing, and \( \Delta / 2\pi = 65.4 \text{ MHz} \) is the transverse coupling strength and, thereby, the size of the avoided crossing.

Excursions about the effective two-level system are driven using a longitudinal flux bias applied differentially to the two qubits, \( \delta \Phi(t) = [\Phi_a(t) - \Phi_b(t)] / 2 \equiv \delta \Phi_{\text{dc}} + \delta \Phi_{\text{ac}}(t) \), comprising a time-dependent excursion \( \delta \Phi_{\text{ac}} \) about a static bias point \( \delta \Phi_{\text{dc}} \) referenced with respect to the avoided crossing (see Fig. 1d and 1e). The drive is parameterized as a unitless reduced flux \( f(t) = \delta \Phi(t) / \Phi_0 = \Phi_{\text{dc}} + \Phi_{\text{ac}}(t) \) by normalizing to the superconducting flux quantum \( \Phi_0 \) [24, 34]. Due to the large area ratio of the junctions, the diabatic frequency \( \omega \) in Eq. 1 is approximately sinusoidal [35] and represents the response of the system to the drive \( f(t) \),

\[
\varepsilon(t) \approx \delta \omega \sin[2\pi f(t)] + \bar{\omega},
\]

where \( \delta \omega = (\bar{\omega}_{\text{max}} - \bar{\omega}_{\text{min}}) / 2 \) and \( \bar{\omega} = (\bar{\omega}_{\text{max}} + \bar{\omega}_{\text{min}}) / 2 \), with \( \bar{\omega}_{\text{max/min}} \) the average of \( \omega_{a \text{max/min}}^{2\pi} \) and \( \omega_{b \text{max/min}}^{2\pi} \), respectively, yielding \( \delta \omega / 2\pi = 0.1426 \text{ GHz} \) and \( \bar{\omega} / 2\pi = 3.6809 \text{ GHz} \). The instantaneous frequency of the driven two-level system is \( \Omega(t) = \sqrt{\varepsilon^2(t) + \Delta^2} \).

To simulate mesoscopic conductance effects, following Ref. 1, we drive the system with a biharmonic signal,
with $\omega/2\pi = 10$ MHz, an excursion amplitude $f_{ac} = 0.1$, and a phase $\alpha$ that parameterizes the waveform symmetry and thereby the time-reversal symmetry of the system (see Fig. 2a). Although the biharmonic nature of $f(t)$ will drive the system through the avoided crossing up to four times per period for specific values of $f_{dc}$, the accumulated interferences phases $\phi = \int \Omega(t) dt$ are time-reversal symmetric for $\alpha = 0$ (Fig. 2b, $\alpha = 0$). However, for $\alpha \neq 0$, the waveform is no longer time-symmetric, and so the interference phases are similarly no longer time-symmetric (Fig. 2b, $\alpha = 0.25\pi$). The sequential temporal scattering events mimic the spatial scattering in a disordered condensed matter system (Fig. 2c).

The control and measurement protocol consists of the following steps: 1) the qubits are prepared in the two-level system ground-state at flux $f_{dc}$; 2) the drive signal [Eq. (3)] is applied to the two-level system for an interval of time (a number of periods of the driving field); and 3) the system state is determined by reading out each qubit. Qubit-state readout in the system eigen bases is implemented by adiabatically shifting the qubits away from the avoided crossing region into a region where the uncoupled, diabatic basis states $|g_a\rangle$ and $|e_a\rangle$ are essentially identical to the eigenstates. Measuring the individual qubits in this regime are used to infer the occupation probability of the eigenstates [36, 37].

Using this driving protocol, the conductance of a mesoscopic system can be emulated by measuring the qubit transition rate $W$, the rate at which population transitions between ground and excited state of the avoided crossing [1]. Multiple sequential passes through a single avoided crossing mimic the scattering amongst a spatial distribution of scatterers (Fig. 2c). The phase accumulated between scattering events is dictated by the symmetry and amplitude of the driving waveform. Unique values of $f_{dc}$ in Eq. (3) mimic different scattering configurations, $f_{ac}$ effectively sets transition probabilities and the scattering phases, and the parameter $\alpha$ sets the time-reversal symmetry. The average conductance $\langle W \rangle$ is then obtained by averaging the measured transition rate over all $f_{dc}$ realizations. See the supplementary information [35] for more details.

We plot the excited-state population of the two-level system as a function of $f_{dc}$ and $f_{ac}$ (Fig. 2d). The driving field extends for 20 periods with each period being time-symmetric ($\alpha = 0$). Each period is approximately 100 ns, and thus 20 periods is approximately 2 $\mu$s, smaller than the independently measured coherence times of the two-level system which vary between 4 and 20 $\mu$s, depending on the bias point. Thus, the system remains coherent during the entire driving protocol. A numerical simulation of the time dependent Schrödinger equation (Fig. 2e) for these driving parameters is in good agreement with the experimental results [35]. The periodic structure observed in Fig. 2d and Fig. 2e arises from Landau-Zener-Stückelberg (LZS) interference upon scattering at the avoided crossings, analogous to a multipass optical interferometer [24, 25, 27, 38].

In order to obtain the transition rate $W$, we measure the excited-state population $P_{+}(t)$ as function of time $t$ and static magnetic flux $f_{dc}$ for a fixed excursion amplitude $f_{ac} = 0.1\Phi_0$ and a specific value of asymmetry parameter $\alpha$. As an example, Fig. 3a shows the measurements of $P_{+}(t)$ for $\alpha = 0$. The asymmetry of the resulting excited state population for plus/minus values of $f_{dc}$ results from the driving protocol: at $t = 0$, the temporal periodic waveform moves away from $f_{dc}$ in the same flux direction. The first half-period will therefore either approach or move away from the avoided crossing, depending on whether $f_{dc}$ is positive or negative [27].
This leads to the left-right asymmetry as a function of \( f_{dc} \) in Fig. 3a.

We then fit \( P_{+}(t) \) for each value of \( f_{dc} \) using the function

\[
P_{+}(t) = P_T \sin(\Omega_T t + \varphi) + P_0,
\]

with \( P_T, \Omega_T, \varphi \) and \( P_0 \) the fitting parameters. The transition rate can then be computed from the expression:

\[
W(f_{dc}) = \left| \frac{dP_{+}(t)}{dt} \right|_{t=0} \propto |P_T \Omega_T|.
\]

The quantity \( |P_T \Omega_T| \) serves as a proxy for the transition rate. Fig. 3b shows an example fitting of \( P_{+}(t) \) for \( f_{dc} = -0.0126 \Phi_0 \) and \( \alpha = 0 \), from which \( W(f_{dc}) \) is extracted. The resulting transition rate \( W \) for each value of \( f_{dc} \) for \( \alpha = 0 \) is plotted in Fig. 3c. Averaging over all values of \( f_{dc} \) (all scattering configurations) leads to the ensemble averaged transition rate \( \langle W \rangle \),

\[
\langle W \rangle = \frac{1}{N} \sum_{n=1}^{N} W(f_{dc}[n])
\]

with \( \langle ... \rangle \) the ensemble average over \( f_{dc} \), \( n \) indexes the values of \( f_{dc} \), and \( N \) is the total number of \( f_{dc} \) values. This procedure is then repeated for different values of symmetry parameter \( \alpha \). The extracted experimental \( \langle W \rangle \) for multiple values of \( \alpha \) is plotted in Fig. 4a, along with results from numerical simulation (see [35] for details). Importantly, \( \langle W \rangle \) exhibits a dip – weak localization – when time-reversal symmetry \( (\alpha = 0) \) is imposed. This is also consistent with an analytical calculation presented in Ref. 35.

We now proceed to extract the variance in transition rate,

\[
\langle \delta W^2 \rangle = \langle W^2 \rangle - \langle W \rangle^2.
\]

The experimental and numerical results (Fig. 4b) both exhibit a peak in \( \langle \delta W^2 \rangle \) for \( \alpha = 0 \), corresponding to the analog of universal conductance fluctuations (UCF).

An important outcome of this work is the emulation of WL in the scattering at the avoided crossing of a strongly driven qubit system. Although UCF had been previously observed in Ref. 1, WL was not present in that work. The reason was linked to the relatively short coherence time of the device used, and not an aspect of the driving driving protocol, as clarified in Ref. 23. In the present work, we used a system of two, high-coherence superconducting qubits to realize a sufficiently coherent avoided crossing with reasonable size that exhibited both WL and UCF.

In conclusion, we have demonstrated the quantum simulation of both WL-like and UCF-like effects at the avoided crossing of coupled, high-coherence superconducting qubits using Landau-Zener-Stückelberg interference mediated by biharmonic driving. The resulting driven system emulates the scattering effects in mesoscopic disordered electronic systems. This approach represents a means to simulate scattering in the presence of disorder and the effects of time-reversal symmetry by varying only the driving protocol.
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FIG. 3. Transition rate. (a) Measurement of occupation probability \( P_{+} \) as a function of time \( t \) and bias point \( f_{dc} \) with \( \alpha = 0 \). (b) Temporal coherent oscillations in \( P_{+} \) at \( f_{dc} = -0.0126 \) due to Landau-Zener-Stückelberg transitions at the avoided crossing is fitted (Eq. 4) to extract the transition rate \( W \) (Eq. 5). (c) Transition rate \( W \) plotted as function of \( f_{dc} \) from data in (a).
FIG. 4. First and second-order statistics of the transition rate: WL and UCF. (a) Experimental and numerical results of the normalized transition rate $\langle W \rangle / \langle W \rangle_{\text{max}}$ as a function of the asymmetry parameter $\alpha$. $\langle W \rangle$ is the transition rate ensemble-averaged over all $f_{dc}$ values (Fig. 3c) for fixed $\alpha$, and $\langle W \rangle_{\text{max}}$ the corresponding maximum value for each case. (b) Experimental and numerical results for the normalized variance $\langle \delta W^2 \rangle / \langle W \rangle^2 = (\langle W^2 \rangle - \langle W \rangle^2) / \langle W \rangle^2$. Normalization is performed in the same manner as Ref. 23.
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Supplementary information: Quantum simulation of coherent backscattering in a system of superconducting qubits

I. SINUSOIDAL APPROXIMATION FOR THE DIABATIC FREQUENCY \( \varepsilon \)

In this section, we derive the sinusoidal expression

\[
\varepsilon(t) \approx \delta \omega \sin(2\pi f_{\text{dc}}(t)) + \omega, \tag{S1}
\]

where \( \delta \omega = (\omega_{\text{max}} - \omega_{\text{min}})/2 \) and \( \omega = (\omega_{\text{max}} + \omega_{\text{min}})/2 \), with \( \omega_{\text{max/min}} \) the average of \( \omega_a^{\text{max/min}} \) and \( \omega_b^{\text{max/min}} \), see Ref.[S1] for further details.

To obtain Eq.(S1), we start by considering the general expression [S2] for the diabatic frequency of one of the transmons, say \( Q_a \),

\[
\varepsilon_a(t) = \sqrt{E_{J\Sigma,a} \cos(\pi f_{\text{dc}}(t)) + 1 + d^2 \tan(\pi f_{\text{dc}}(t))}, \tag{S2}
\]

where \( E_{J\Sigma,a} = \sqrt{E_{J1,a} + E_{J2,a}} \), with \( E_{J1,a}, E_{J2,a} \) the Josephson energies of each junction, satisfying \( E_{J1,a} = \alpha E_{J2,a} \) and \( E_{J1,a} \gg E_{J2,a} \). The parameter \( d \) follows thus the relation

\[
d = \frac{\alpha - 1}{\alpha + 1}. \tag{S3}
\]

Furthermore, since we are working in the limit of the large area ratio of \( \alpha \) of the junctions, then \( d \to 1 \). Notice that the two transmons are well-matched, with maximum frequencies \( \omega_a^{\text{max}}/2\pi = 3.8250 \text{ GHz} \) and \( \omega_b^{\text{max}}/2\pi = 3.8218 \text{ GHz} \) and minimum frequencies \( \omega_a^{\text{min}}/2\pi = 3.5401 \text{ GHz} \) and \( \omega_b^{\text{min}}/2\pi = 3.5365 \text{ GHz} \). Therefore, for the moment, we only focus on one transmon.

As follows, we first start with the expression:

\[
E_{J\Sigma,a} \cos(x) \sqrt{1 + d^2 \tan^2(x)}, \tag{S4}
\]

corresponding to the function inside the square root of Eq.(S2) and where we define \( x = \pi f_{\text{dc}}(t) \) to simplify notation. Taking the limit \( d \to 1 \), the previous equation remains

\[
\lim_{d \to 1} \sqrt{1 + d^2 \tan^2(x)} \to \sqrt{\sec(x)^2 + (d - 1) \frac{\tan(x)^2}{\sec(x)^2}} + O((d - 1)^2). \tag{S5}
\]

Notice that to obtain the r.h.s. term of Eq.(S5), we performed an Taylor series expansion around \( d = 1 \), which means

\[
f(d, x) = \sqrt{1 + d^2 \tan^2(x)} = \sum_{n=0}^{\infty} \frac{\partial^n f(d, x)}{\partial^2 d} \frac{(d - 1)^n}{n!}, \tag{S6}
\]

\( n \in \mathbb{N} \), and we only keep the first two terms.

Replacing (S5) into (S4), we get

\[
E_{J\Sigma,a} \cos(x) \left( \sec(x) + (d - 1) \frac{\tan(x)^2}{\sec(x)} \right) \to E_{J\Sigma,a} + E_{J\Sigma,a}(d - 1) \sin^2(x), \tag{S7}
\]

Using the previous result, the Eq.(S2) transforms as

\[
\varepsilon(t) \approx \sqrt{E_{J\Sigma,a} + E_{J\Sigma,a}(d - 1) \sin^2(x)}. \tag{S8}
\]

Going a step further and using the Taylor series expansion

\[
\lim_{d \to 1} \sqrt{b + (d - 1)a} \to \sqrt{b} + \frac{a}{2\sqrt{b}}(d - 1) + O((d - 1)^2), \tag{S9}
\]

where \( b = E_{J\Sigma,a} \) and \( a = E_{J\Sigma,a} \sin(x)^2 \), the Eq.(S8) can be written as

\[
\varepsilon_a(t) \approx \sqrt{E_{J\Sigma,a} + \frac{\sqrt{E_{J\Sigma,a}}(d - 1)}{2} \sin^2(x)}. \tag{S10}
\]
Further using the trigonometric relation \( \sin^2(x) = (1 - \cos(2x))/2 \),

\[
\varepsilon_a(t) \approx \sqrt{E_{J\Sigma,a}} \left( 1 + \frac{d - 1}{4} \right) - \sqrt{E_{J\Sigma,a}} \frac{(d - 1)}{4} \cos(2x). \tag{S11}
\]

Since, we define \( x = \pi f_{dc} \),

\[
\varepsilon_a(t) \approx \sqrt{E_{J\Sigma,a}} \left( 1 + \frac{d - 1}{4} \right) - \sqrt{E_{J\Sigma,a}} \frac{(d - 1)}{4} \cos[2\pi f_{dc}(t)],
\]

\[
\approx \sqrt{E_{J\Sigma,a}} \left( 1 - \frac{1 - d}{4} \right) + \sqrt{E_{J\Sigma,a}} \frac{(1 - d)}{4} \cos[2\pi f_{dc}(t)]. \tag{S12}
\]

Now, we proceed to demonstrate the following relations:

\[
\sqrt{E_{J\Sigma,a}} \left( 1 - \frac{1 - d}{4} \right) \approx \frac{\omega_{\text{max}} + \omega_{\text{min}}}{2},
\]

\[
\frac{\sqrt{E_{J\Sigma,a}}(1 - d)}{4} \approx \frac{\omega_{\text{max}} - \omega_{\text{min}}}{2}. \tag{S13}
\]

For such a purpose, we start by considering the definitions:

\[
\omega_{\text{max}}^a = \sqrt{E_{J1,a} + E_{J2,a}} = \sqrt{E_{J\Sigma,a}},
\]

\[
\omega_{\text{min}}^a = \sqrt{E_{J1,a} - E_{J2,a}}. \tag{S14}
\]

Remember that \( E_{J1,a} \gg E_{J2,a} \), with \( \alpha = E_{J1,a}/E_{J2,a} \). Moreover, using Eq.(S14) into Eq.(S3), we obtain the contraint

\[
\sqrt{d} = \frac{\omega_{\text{max}}^a}{\omega_{\text{min}}^a}. \tag{S15}
\]

Thus, replacing (S15) into the r.h.s. of (S13), we get

\[
\frac{\omega_{\text{max}}^a + \omega_{\text{min}}^a}{2} = \omega_{\text{max}}^a \frac{1 + \sqrt{d}}{2} = \sqrt{E_{J\Sigma,a}} \frac{1 + \sqrt{d}}{2},
\]

\[
\frac{\omega_{\text{max}}^a - \omega_{\text{min}}^a}{2} = \omega_{\text{max}}^a \frac{1 - \sqrt{d}}{2} = \sqrt{E_{J\Sigma,a}} \frac{1 - \sqrt{d}}{2}. \tag{S16}
\]

This last expression is quite similar to Eq.(S10), but we need to work a little more to obtain the same equality.

Under the limit \( d \to 1 \), we can perform the following approach

\[
\lim_{d \to 1} \sqrt{d} \to 1 + \frac{d - 1}{2} + O((d - 1)^2). \tag{S17}
\]

Replacing this expression into (S16), we obtain

\[
\frac{\omega_{\text{max}}^a + \omega_{\text{min}}^a}{2} \approx \sqrt{E_{J\Sigma,a}} \left( 1 - \frac{1}{4} \right),
\]

\[
\frac{\omega_{\text{max}}^a - \omega_{\text{min}}^a}{2} \approx \sqrt{E_{J\Sigma,a}} \frac{1 - d}{4}. \tag{S18}
\]

Then, the Eq.(S13) is satisfied.

We finally reach to the diabatic frequency for the transmon \( Q_a \)

\[
\varepsilon_a(t) \approx \frac{\omega_{\text{max}}^a - \omega_{\text{min}}^a}{2} \cos[2\pi f_{dc}(t)] + \frac{\omega_{\text{max}}^a + \omega_{\text{min}}^a}{2}, \tag{S19}
\]

Following the same procedure, the diabatic frequency for the transmon \( Q_b \) remains

\[
\varepsilon_b(t) \approx \frac{\omega_{\text{max}}^b - \omega_{\text{min}}^b}{2} \cos[2\pi f_{dc}(t)] + \frac{\omega_{\text{max}}^b + \omega_{\text{min}}^b}{2}, \tag{S20}
\]
Furthermore, we choose to work with the average diabatic frequency \( \varepsilon(t) = (\varepsilon_a(t) + \varepsilon_b(t))/2 \), since the transmons frequencies match quite well \( \omega_{\text{max/min}} \approx \omega_{\text{max/min}} \). Finally, we obtain

\[
\varepsilon(t) \approx \frac{\omega_{\text{max}} - \omega_{\text{min}}}{2} \cos[2\pi f_{\text{dc}}(t)] + \frac{\omega_{\text{max}} + \omega_{\text{min}}}{2},
\]

(S21)

Note 1: The numerical results presented in our work [S1] has been performed using the propagator method [S3]. Since the effective Hamiltonian is periodic in time, we can further use the Floquet formalism [S4] to solve the system time-evolution.

As follows, and without going into technical details, the system dynamics can be compute solving the time-evolution of the propagator \( U(t + \tau, t) \), with \( \tau \) the period of the system Hamiltonian. If the Hamiltonian can be split as \( \hat{H}_{\text{eff}}(t) = \hat{H}_0 + \hat{V}(t) \), then \( U(t + \tau, t) \) can be factorized into a kinetic and a potential part. Thus, we reach to the expansion

\[
U(t + \delta t, t) = e^{-i\hat{H}_0 \delta t} e^{-i\hat{V}(t+\frac{\delta t}{2})\delta t} e^{-i\hat{H}_0 \frac{\delta t}{2}},
\]

(S22)

with \( \delta t = \tau/N \) the time interval.

Such factorization carries on several difficulties when considering the full expression of \( \varepsilon(t) \) (S2), which is the reason why we employ the approximate equation (S1).

Note 2: Furthermore, to obtain such numerical and analytical results, we set for convenience the expression

\[
\varepsilon(t) \approx \delta \omega \sin[2\pi f_{\text{dc}}(t)],
\]

(S23)

where the constant frequency \( \omega \) is absorbed, and we turn \( \cos[2\pi f_{\text{dc}}(t)] \rightarrow \sin[2\pi f_{\text{dc}}(t)] \). By doing this, we are setting the locations of the avoided crossing \( \Delta \) at \( n\Phi_0 \), with \( n \in \mathbb{Z} \). Notice that \( \cos[2\pi f_{\text{dc}}(t)] \) the avoided crossings are located at \( n\Phi_0/2 \).

II. LANDAU-ZENER-STÜCKELBERG INTERFEROMETRY WITH SINGLE DRIVING: SLOW PASSAGE LIMIT

In this section, we briefly analyze the system dynamics of our encoded qubit driven by a single microwave field. In this way, we present experimental and numerical results along with a short analytical description.

As it was presented in [S1], the system of work can be modeled as an effective Two-Level System (TLS) driven by an external periodic signal described by the effective Hamiltonian

\[
\hat{H}_{\text{eff}}(t)/\hbar = -\frac{\varepsilon(t)}{2}\hat{\sigma}_x - \frac{\Delta}{2},
\]

(S24)

with \( \varepsilon(t) \) defined in Eq.(23), \( f(t) = f_{\text{dc}} + f_{\text{ac}}(t) \) and \( f_{\text{ac}}(t) \) as the external driving. While \( f_{\text{ac}}(t) \) can take any form, in this section we only consider the case of single driving \( f_{\text{ac}}(t) = f_{\text{ac}} \cos(\omega t) \). Notice that the Hamiltonian (S24) is written in the manifold basis \( \{ |g_a e_b \rangle, |e_a g_b \rangle \} \). The corresponding eigenenergies spectrum as a function of \( f_{\text{dc}} \) is plotted in Fig. S1a. The spectrum displays a periodic behaviour in terms of \( f_{\text{dc}} \), where the avoided crossings are periodically located at \( f_{\text{dc}} = n\Phi_0, n \in \mathbb{Z} \).

In this way, the strongly driven TLS has been extensively studied, we shall work in the Landau-Zener-Stückelberg (LZS) interferometry framework, which gives us a full scope of the system dynamics [S4].

Fig. S1b shows the measurement of the interferometric pattern, plotting the transition probability \( P_{+\rightarrow}(t_{\text{exp}}) \) as function of \( f_{\text{dc}} \) and \( f_{\text{ac}} \), after one period of the driving \( t_{\text{exp}} = 2\pi/\omega \). The system has been initially prepared in the ground state \( |\rangle \) for each \( f_{\text{dc}} \) value. By its side, it is presented the corresponding numerical simulation results in the solution of the Schrödinger equation. As shown, Fig. S1b reproduces the experimental results quite well.

The calculation of an analytic expression for the time-evolution of transition probability carries on several difficulties. In this way, it is helpful to make use of different theoretical approaches to describe the dynamics. Since the driving frequency, \( \omega/2\pi \approx 10\text{MHz} \) is smaller than the minimum energy splitting \( \Delta/2\pi \approx 65, 4\text{MHz} \), the most suitable approach corresponds to the slow limit passage [S4]. In this regime, the interference fringes in the transition probability satisfy the resonance condition

\[
\xi_1 + \xi_2 = k\pi,
\]

(S25)
FIG. S1.  **Resonance pattern of transition probability.** (a) Transition probability measurement $P_{\pm}(t_{exp})$ in terms of $f_{dc}$ and $f_{ac}$. (b) Numerical results. (c) Plot of the energy-levels in an extended range of $f_{dc}$. When the qubit is tune near to an avoided crossing and it is weakly driving, the resonance pattern obeys the dynamics presented in Eq.\((S25)\). Only when the qubit is tuned near to $f_{dc} = 0.5\Phi_0$ and it is strongly driving ($f_{dc} > 0.35\Phi_0$), the transition probability in the space [$f_{ac}, f_{dc}$] manifests another kind of resonance pattern due to the presence of a second avoided crossing.

∀$k \in \mathbb{Z}$, with $\xi_1 = \int_{t_1}^{t_2} \Omega(t) dt$ and $\xi_2 = \int_{t_1}^{t_2+2\pi/\omega} \Omega(t) dt$, $\Omega(t) = \sqrt{\varepsilon(t)^2 + \Delta^2}/2$. Notice that the integrals $\xi_1$ and $\xi_2$ cannot be easily evaluated. However, the resonance condition describes arcs around the point $(f_{ac}, f_{dc}) = (0, n\Phi_0)$, observed in Fig. S1(a) and Fig. S1(b) when the qubit is driven close to each avoided crossing, see Fig. S1(c) to identify the eigenenergy spectrum.

It should be noticed that, for our case, the picture described above \([S4]\) is only valid for $f_{ac} \ll 0.5\Phi_0$, when the qubit is driving near to each avoided crossing. Beyond the upper-bound $f_{ac} \gg 0.5\Phi_0$, the interference pattern as a function of $f_{dc}$ and $f_{ac}$ notably changes, since the geometry of the system becomes relevant in the system dynamics. These effects can be observed in Fig. S1(a), when the qubit is driven far away from $f_{dc} = 0$, allowing to visit all the spectrum of energy and reaching the second avoided crossing.

The interference pattern in Fig. S1 can be easily explained, if each avoided crossing is considered as a scattering center located periodically in $f_{dc}$, thus the total resonance pattern can be interpreted as the resulting interference between the individual resonance patterns belonging from different scattering sources.

Under this picture, when the amplitude of the driving is small, the scattering centers operate in an autonomous regime. Only when the amplitude reaches the value $f_{ac} \approx 0.5\Phi_0$, the scattering centers become visible from each other, generating a change of the interference pattern. As follows, the transition probability in the space of parameters $\{f_{ac}, f_{dc}\}$ exhibits a concavity changing in the arcs of the resonance conditions, in conjunction with the rise of new resonance patterns.

### III. BREAKING TIME-REVERSAL SYMMETRY: ANALYTICAL CALCULATION OF TRANSITION RATE

Similarly to previous results \([S5, S6]\), one can approximately calculate the transition rate from the ground state to the excited state via perturbation theory.

We are going to consider the system Hamiltonian presented in the section above, see Eq.\((S24)\), with the biharmonic driving $f_{ac}(t) = f_{ac1}\cos(\omega_1 t) + f_{ac2}\cos(\omega_2 t + \alpha)$, where $\omega_1 = \omega$ and $\omega_2 = 2\omega$. In order to simplify the calculations, we can work under the assumption that the qubit is only driven near to one of the avoided crossings, whereby the Hamiltonian \((S24)\) becomes linear around $f_{dc} = n\Phi_0$. In this way, we can work with the simplifying Hamiltonian, for $n = 0$,

$$\hat{H}'_{eff}(t)/\hbar \approx -\frac{2\pi\delta\omega f(t)}{2}\hat{\sigma}_z - \Delta \frac{1}{\hbar}\hat{\sigma}_x,$$

$$\approx -\frac{h(t)}{2}\hat{\sigma}_z - \Delta \frac{1}{\hbar}\hat{\sigma}_x, \quad (S26)$$

with

$$h(t) = 2\pi\delta\omega f(t) = \varepsilon_0 + g(t),$$
defining
\[ \varepsilon_0 = 2\pi \delta \omega f_{dc} \]
and
\[ g(t) = 2\pi \delta \omega \tilde{f}(t) = A_1 \cos(\omega_1 t) + A_2 \cos(\omega_2 t + \alpha) \]
with \( A_1 = 2\pi \delta \omega f_{ac1} \) and \( A_2 = 2\pi \delta \omega f_{ac2} \).

Applying the unitary transformation \( \hat{R} = e^{-i\phi(t)\sigma_z/2} \), \( \phi(t) = \int_0^t h(t) \, dt \), to the linearized Hamiltonian (S26), we obtain
\[ \hat{\mathcal{H}}(t) = -\Delta(t) \hat{\sigma}_+ - \Delta(t)^* \hat{\sigma}_- , \]
with \( \Delta(t) = \Delta e^{-i\phi(t)} \). Notice that this procedure has brought the problem to the interaction picture corresponding to a rotation of the Hamiltonian into a rotating framework.

For another part, we can define the transition rate between the ground \( |-\rangle \) and the excited \( |+\rangle \) states (diabatic basis) as
\[ W = \frac{dP_{|+\rangle}(t)}{dt} = \frac{dP_{|-\rangle \rightarrow |+\rangle}(t)}{dt} , \]
with \( P_{|-\rangle \rightarrow |+\rangle} = \langle \langle -|U_I(t,0)|+\rangle \rangle^2 \) the transition probability. In this way, \( W \) remains
\[ W = \frac{d}{dt} \langle \langle -|U_I(t,0)|+\rangle \rangle^2 . \]

Under the assumption of \( \Delta \rightarrow 0 \), the evolution operator can be expanded to first order in \( \Delta \) [S5, S6], thus obtaining
\[ U_I(t,0) = 1 - i \int_0^t \hat{\mathcal{H}}(\tau) \, d\tau + O(\Delta^2) . \]

Neglecting the \( O(\Delta^2) \)-terms and replacing Eq.(S30) into Eq.(S29), the rate of transition can be expressed as
\[ W = \lim_{t \rightarrow \infty} \frac{d}{dt} \left| \int_0^t \langle -|\hat{\mathcal{H}}(\tau)|+\rangle \, d\tau \right|^2 . \]

Using Eq.(S27) and expanding the states \( \{|-\rangle, |+\rangle\} \) in terms of the manifold basis \( \{|g_ae_b\rangle, |e_ae_b\rangle\} \) as
\[ |-\rangle = \cos(\frac{\chi}{2})|g_ae_b\rangle + \sin(\frac{\chi}{2})|e_ae_b\rangle , \]
\[ |+\rangle = -\sin(\frac{\chi}{2})|g_ae_b\rangle + \cos(\frac{\chi}{2})|e_ae_b\rangle , \]
with \( \chi = \arctan(\frac{\Delta}{\varepsilon_0}) \), the Eq.(S31) remains
\[ W = \lim_{t \rightarrow \infty} \frac{1}{t} \left| \cos^2(\frac{\chi}{2}) \Delta(\tau) - \sin^2(\frac{\chi}{2}) \Delta(\tau)^* \right|^2 , \]
\[ = \lim_{t \rightarrow \infty} \frac{1}{t} \left| \cos^2(\frac{\chi}{2}) \int_0^t \Delta(\tau) \, d\tau - \sin^2(\frac{\chi}{2}) \int_0^t \Delta(\tau)^* \, d\tau \right|^2 . \]

For simplicity, we are going to define the amount \( \tilde{P}_{a \rightarrow b}(t) \in \mathbb{C} \) as
\[ P_{a \rightarrow b}(t) = \left| \int_0^t \langle a|\hat{\mathcal{H}}(\tau)|b\rangle \, d\tau \right|^2 , \]
\[ = \left| \tilde{P}_{a \rightarrow b}(t) \right|^2 , \] \[(S34) \]
\[ \tilde{P}_{a \rightarrow b}(t) = \int_0^t \langle a|\hat{\mathcal{H}}(\tau)|b\rangle \, d\tau . \]
Applying this definition to our case, we obtain

\[
\hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) = \int_0^t \Delta(\tau) d\tau, \\
\hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t) = \int_0^t \Delta(\tau)^* d\tau.
\] (S35)

Replacing the Eq. (S35) into Eq. (S33), we obtain

\[
W = \lim_{t \to \infty} \frac{1}{t} \left| \cos^2\left(\frac{\chi}{2}\right) \hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) - \sin^2\left(\frac{\chi}{2}\right) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t) \right|^2.
\] (S36)

Notice that the term \( \left| \cos^2\left(\frac{\chi}{2}\right) \hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) - \sin^2\left(\frac{\chi}{2}\right) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t) \right|^2 \) is similar to the calculation of the surviving probability when two different paths interfere that means \( P_s = |A_{path,1} - A_{path,2}|^2 \), with \( A_{path,i} \in \mathbb{C} \) the quantum amplitude of each path. For our case, we can identify \( A_{path,1} \leftrightarrow \hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) \) and \( A_{path,2} \leftrightarrow \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t) \).

Now we proceed to expand the equation above, obtaining

\[
W = \lim_{t \to \infty} \frac{1}{t} \left( \cos^4\left(\frac{\chi}{2}\right) \hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) - \sin^4\left(\frac{\chi}{2}\right) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t) \right)^2 - 2 \cos^2\left(\frac{\chi}{2}\right) \sin^2\left(\frac{\chi}{2}\right) \text{Re}[\hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t)].
\] (S37)

Using the definitions presented in (S34) \( W \) transforms to

\[
W = \lim_{t \to \infty} \frac{1}{t} \left( \cos^4\left(\frac{\chi}{2}\right) \hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) + \sin^4\left(\frac{\chi}{2}\right) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t) \right)
- 2 \cos^2\left(\frac{\chi}{2}\right) \sin^2\left(\frac{\chi}{2}\right) \text{Re}[\hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t)],
= \cos^4\left(\frac{\chi}{2}\right) \lim_{t \to \infty} \hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t)
+ \sin^4\left(\frac{\chi}{2}\right) \lim_{t \to \infty} \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t)
- 2 \cos^2\left(\frac{\chi}{2}\right) \sin^2\left(\frac{\chi}{2}\right) \lim_{t \to \infty} \frac{\text{Re}[\hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t)]}{t},
= \cos^4\left(\frac{\chi}{2}\right) W_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle} + \sin^4\left(\frac{\chi}{2}\right) W_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}
- 2 \cos^2\left(\frac{\chi}{2}\right) \sin^2\left(\frac{\chi}{2}\right) \lim_{t \to \infty} \frac{1}{t} \text{Re}[\hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle} \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}].
\] (S38)

This last result shows how the transition rate depends on the individual transition rates \( W_{|g_{a}\rangle \rightarrow |b\rangle} \) plus a correction given by the quantum interference between the states. Moreover, each term is normalized by a factor that depends on how the system was initially prepared. As it was mentioned before, this result is similar to the expanded expression \( P_s = |A_{path,1}|^2 + |A_{path,2}|^2 - \text{Re} \left[ A_{path,1}^* A_{path,2} \right] \). Since \( P_s \) is calculated in terms of quantum amplitudes, the final \( P_s \) expression presents a \textit{classical} counterpart, linked with the qubit path probabilities \( P_s = |A_{path,i}|^2 \); along with a \textit{quantum} counterpart, linked with the interference term \( \text{Re} \left[ A_{path,1}^* A_{path,2} \right] \). Analogously with the disorder systems, the interference term survives disorder averaging when the system presents time-reversal symmetry. In this way, the term \( \langle \text{Re} \left[ A_{path,1}^* A_{path,2} \right] \rangle \) depicts a negative correction to the surviving probability \( \langle P_s \rangle \), i.e. the transition probability \( \langle W \rangle \), with \( \langle \ldots \rangle \) representing the disorder averaging.

We must still calculate the unknown quantities \( W_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle} \), \( W_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle} \) and \( \text{Re}[\hat{P}_{|g_{a,b}\rangle \rightarrow |e_{a,b}\rangle}(t) \hat{P}_{|e_{a,b}\rangle \rightarrow |g_{a,b}\rangle}(t)] \) in terms of the driving parameters.

The first step is to calculate \( \Delta(t) = \Delta e^{-i\phi(t)} \), to this end, we can use the Bessel function property \( e^{ix \sin(\theta)} = \sum_n J_n(\frac{x}{\omega_1}) e^{i(\omega_1 n + \omega_2 m)} \), obtaining:

\[
\Delta(t) = \Delta \sum_{nm} J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) e^{i(\omega_1 n + \omega_2 m)} t \epsilon \imath \omega_1 \omega_2.
\] (S39)
Replacing the Eq. (S39) into Eqs. (S34) and (S35), it follows

\[ P_{[g_s e_b] \rightarrow [e_s g_b]}(t) = \frac{\Delta^2}{4} \sum_{nmnm'} J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) J_{n'} \left( \frac{A_1}{\omega_1} \right) J_{m'} \left( \frac{A_2}{\omega_2} \right) e^{im\alpha} e^{-im'\alpha} e^{i(n-n')\omega_1 + (m-m')\omega_2} \frac{\sin(\varepsilon_0 + n\omega_1 + m\omega_2)/2}{(\varepsilon_0 + n\omega_1 + m\omega_2)/2} \]  

(S40)

For another part, the interference term can be written as

\[ Re \left[ \frac{\Delta^2}{4} \sum_{nmnm'} J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) J_{n'} \left( \frac{A_1}{\omega_1} \right) J_{m'} \left( \frac{A_2}{\omega_2} \right) e^{im\alpha} e^{-im'\alpha} e^{i(n-n')\omega_1 + (m-m')\omega_2} \frac{\sin(\varepsilon_0 + n\omega_1 + m\omega_2)/2}{(\varepsilon_0 + n\omega_1 + m\omega_2)/2} \right] \]  

(S41)

At this point, it should be noted that the calculations above are different from [S5, S6], since in our case the frequency \( \omega \) of driving is small compared to the energy gap \( \Delta \), thus it is not possible to neglect the fast oscillating terms. In this way, the final results are slightly different.

For simplicity, we are going to considering the limit when \( \alpha \rightarrow 0 \), thus \( e^{im\alpha} \approx 1 + im\alpha \). From Eq. (S40) we obtain

\[ P_{[g_s e_b] \rightarrow [e_s g_b]}(t) \approx \frac{\Delta^2}{4} \sum_{nm} J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) e^{i(n\omega_1 + m\omega_2)/2} \frac{\sin(\varepsilon_0 + n\omega_1 + m\omega_2)/2}{(\varepsilon_0 + n\omega_1 + m\omega_2)/2}^2 \]  

\[ + \frac{\Delta^2}{4} \alpha^2 \sum_{nm} J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) e^{i(n\omega_1 + m\omega_2)/2} \frac{\sin(\varepsilon_0 + n\omega_1 + m\omega_2)/2}{(\varepsilon_0 + n\omega_1 + m\omega_2)/2}^2 \]  

\[ + \frac{\Delta^2}{4} \alpha \sum_{nmnm'} (m-m')J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) J_{n'} \left( \frac{A_1}{\omega_1} \right) J_{m'} \left( \frac{A_2}{\omega_2} \right) e^{i(n-n')\omega_1 + (m-m')\omega_2} \frac{\sin(\varepsilon_0 + n\omega_1 + m\omega_2)/2}{(\varepsilon_0 + n\omega_1 + m\omega_2)/2} \]  

(S42)

Taking the limit \( \lim_{t \rightarrow \infty} P_{[g_s e_b] \rightarrow [e_s g_b]}(t) \) and using the well known result \( \lim_{t \rightarrow \infty} \frac{1}{t} \frac{\sin^2(\beta t)}{\beta^2} \rightarrow 2\pi \delta(\beta) \), the corresponding transition rate can be approximately calculated as

\[ W_{[g_s e_b] \rightarrow [e_s g_b]} = \lim_{t \rightarrow \infty} \frac{P_{[g_s e_b] \rightarrow [e_s g_b]}(t)}{t} \approx \frac{\Delta^2}{4} \sum_{nm} J_n \left( \frac{A_1}{\omega_1} \right)^2 J_m \left( \frac{A_2}{\omega_2} \right)^2 \delta(\varepsilon_0 + n\omega_1 + m\omega_2) \]  

\[ + \frac{\Delta^2}{4} \alpha^2 \sum_{nm} m^2 J_n \left( \frac{A_1}{\omega_1} \right)^2 J_m \left( \frac{A_2}{\omega_2} \right)^2 \delta(\varepsilon_0 + n\omega_1 + m\omega_2) \]  

(S43)

\[ \approx W_{[g_s e_b] \rightarrow [e_s g_b]} = \alpha^2 \xi_{[g_s e_b] \rightarrow [e_s g_b]} \]
Using the same procedure presented above to calculate the interference term, we obtain

$$\lim_{t \to \infty} \frac{1}{t} Re \left[ \hat{P}_{ [ g \alpha e_n ] \rightarrow [ e_a g_n ] } (t) \hat{P}^*_{ [ e_a g_n ] \rightarrow [ g \alpha e_n ] } (t) \right] \approx$$

$$\frac{\Delta^2}{4} \lim_{t \to \infty} \frac{1}{t} Re \left[ \left( \sum_{nm} J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) e^{i(n \omega_1 + m \omega_2)t/2} \right)^2 \right]$$

$$- \frac{\Delta^2}{4} \alpha^2 \lim_{t \to \infty} \frac{1}{t} Re \left[ \left( \sum_{nm} m J_n \left( \frac{A_1}{\omega_1} \right) J_m \left( \frac{A_2}{\omega_2} \right) e^{i(n \omega_1 + m \omega_2)t/2} \right)^2 \right]$$

$$\approx \frac{\Delta^2}{4} \sum_{nm} J_n \left( \frac{A_1}{\omega_1} \right)^2 J_m \left( \frac{A_2}{\omega_2} \right)^2 \delta(\varepsilon_0 + n \omega_1 + m \omega_2)$$

$$- \frac{\Delta^2}{4} \alpha^2 \sum_{nm} m^2 J_n \left( \frac{A_1}{\omega_1} \right)^2 J_m \left( \frac{A_2}{\omega_2} \right)^2 \delta(\varepsilon_0 + n \omega_1 + m \omega_2)$$

$$\approx \lim_{t \to \infty} \frac{1}{t} Re \left[ \hat{P}_{ [ g \alpha e_n ] \rightarrow [ e_a g_n ] } (t) \hat{P}^*_{ [ e_a g_n ] \rightarrow [ g \alpha e_n ] } (t) \right]^{\alpha=0} - \alpha^2 \eta^{\alpha \neq 0}.$$ (S44)

Finally, from Eqs. (S43) and (S44) we can obtain an approximated equation for the total transition rate around the point $\alpha \approx 0$, which reads

$$W \approx \cos^4 \left( \frac{\chi}{2} \right) W^{\alpha=0}_{[g \alpha e_n] \rightarrow [e_a g_h]} + \sin^4 \left( \frac{\chi}{2} \right) W^{\alpha=0}_{[e_a g_h] \rightarrow [g \alpha e_n]}$$

$$- 2 \cos^2 \left( \frac{\chi}{2} \right) \sin^2 \left( \frac{\chi}{2} \right) \lim_{t \to \infty} \frac{1}{t} Re \left[ \hat{P}_{[g \alpha e_n] \rightarrow [e_a g_h]} \hat{P}^*_{[e_a g_h] \rightarrow [g \alpha e_n]} \right]^{\alpha=0}$$

$$+ \alpha^2 \left( \cos^4 \left( \frac{\chi}{2} \right) W^{\alpha \neq 0}_{[g \alpha e_n] \rightarrow [e_a g_h]} + \sin^4 \left( \frac{\chi}{2} \right) W^{\alpha \neq 0}_{[e_a g_h] \rightarrow [g \alpha e_n]} + 2 \cos^2 \left( \frac{\chi}{2} \right) \sin^2 \left( \frac{\chi}{2} \right) \eta^{\alpha \neq 0} \right),$$ (S45)

$$\approx W^{\alpha=0} + \alpha^2 \zeta^{\alpha \neq 0}.$$ (S46)

Applying the average over initial conditions to the Eq.(S45), we obtain the general equation

$$\langle W \rangle \approx \langle W^{\alpha=0} \rangle + \alpha^2 \langle \zeta^{\alpha \neq 0} \rangle$$

$$\langle W \rangle - \langle W^{\alpha=0} \rangle \approx \alpha^2 \langle \zeta^{\alpha \neq 0} \rangle,$$

defining the averaged transition rate as $\langle W \rangle = \frac{1}{|\varepsilon_{0,\text{max}} - \varepsilon_{0,\text{min}}|} \int_{\varepsilon_{0,\text{min}}}^{\varepsilon_{0,\text{max}}} W \, d\varepsilon_0$ and wherewith $\langle W^{\alpha=0} \rangle$ and $\langle \zeta^{\alpha \neq 0} \rangle$ are positive quantities. From this last result, we can conclude that the observation of weak localization in this system is possible.
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