Infrared target tracking algorithm combining deep features and gradient features
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Abstract: Due to the low contrast between the target and the background of the infrared sequence image, the edge of the image is blurred and the dynamic range of the gray level is small, what features is used to describe the target becomes the key to tracking. Deep features and gradient features are the main features of most current tracking algorithms. However, the target semantic of deep feature extraction pays attention to intra-class classification, ignores intra-class differences, and is easily interfered by similar background (distractor); gradient features as a local area feature, it is not susceptible to background interference, but it cannot adapt to the dramatic deformation of the target. Based on the complementarity of these two features, this paper proposes an infrared target tracking algorithm that combines deep features and gradient features. In this paper, deep features and gradient features are used to represent the semantic and local structure of the target respectively, which enhances the ability to represent arbitrary targets. Next, the tracking model established by different features further improves the robustness of tracking. Finally, this paper establishes a model mutual aid mechanism, and uses the complementarity between the deep feature tracking model and the gradient feature tracking model to accurately target. In the experiment, this paper selects the latest infrared video tracking database (VOT-TIR2016) to verify the effectiveness of the proposed algorithm. The results show that compared with the current mainstream tracking algorithm, the algorithm achieves a 3.8% improvement in accuracy and a 4.3% improvement in success rate, it can effectively handle the effects of similar background and deformation in tracking.

1. Introduction

Infrared target tracking is a key technology in the military field such as infrared warning system, monitoring of low-altitude and ground targets by visual systems under no-load and infrared homing guidance [1]. Since the infrared sensor does not radiate energy into the air, it only detects and tracks the target by receiving the heat of the target radiation, so it is not easy to be reconnaissance or positioning, and has strong anti-interference ability; at the same time, since the target inevitably radiates heat, it also creates conditions for target detection and tracking using infrared sensors [2].

The contrast between the target and the background of the infrared image is low, the edge of the image is blurred and the dynamic range of the gray level is small [3], making infrared image tracking a challenging task [4]. The classical KCF [5] uses the gradient feature as the input feature, when the target is deformed, it is easy to cause the loss of the tracking target. Along with the promotion of deep learning, the HCF [6] based on deep features is widely used. The HCF algorithm extracts the
convolutional layer features of the CNN network. The high-level features reflect the semantic information of the target, and the low-level features reflect the spatial characteristics of the target. CNN networks pay more attention to inter-class classification objects, ignoring intra-class differences, and thus have certain limitations in tracking specific infrared targets.

Aiming at the advantages and disadvantages of the two algorithms, this paper combines a large number of infrared tracking algorithms, and refers to the method of combining two features in staple [7], and proposes an infrared target tracking algorithm that combines deep features and gradient features. Figure 1 is a flow chart of the tracking algorithm. The algorithm extracts the feature from the deep feature and the gradient feature respectively. The deep feature and the gradient feature of the infrared target local region are used to minimize the regularization. The infrared multi-objective method is used to establish the infrared target tracking model. According to the complementary nature of the two features, the two features are used to determine the respective weights of the target's response values, and the mutual aid mechanism is used to combine the different prediction results to achieve the tracking of the infrared target. Compared with KCF and HCF, our algorithm improves the accuracy and robustness of tracking.

Figure 1 The Flow chart of tracking algorithm
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2.1 Model construction

The tracking algorithm in this paper adopts the strategy of detecting first and tracking, that is, firstly using the position of the target of the initial frame, training a target detector, and then using the target detector to detect whether there is a target in the predicted position of the next frame, and then use the new test results to update the training set and update the target detector. In the t-frame image when training the target detector, in the search box $x_i$, you may get multiple target frames for the same target $S_t$, select the target box with the highest response value as the position $p_i$ of the target in the image:

$$p_i = \arg \max_{p \in S_t} f(T(x_i, p); h, \rho)$$

(1)

Which, $f(T(x_i, p); h, \rho)$ is the function that calculates the response value of multiple target frames in the search box $x_i$ corresponding to the real target frame $p$, according to the model parameters $h$ and $\rho$; $T(x_i, p)$ is the function that extract gradient and deep features of the search box $x_i$ and target box $p$; $f(T(x_i, p); h, \rho)$ can obtain the match between the predicted target and the detected target, and the higher the response value, the closer to the real target.

In this paper, by combining the deep feature and the gradient feature, according to the loss value $l_{\text{Deep}}$ of the deep feature and the loss value $l_{\text{Hog}}$ of the gradient feature, the loss function $L(h, \rho)$ is established by the regularized least squares method, the formula is expressed as:

$$L(h, \rho) = \min_{h, \rho} \gamma_{\text{Hog}} l_{\text{Hog}} + \gamma_{\text{Deep}} l_{\text{Deep}} + \lambda \| h \|^2 + \beta \| \rho \|^2$$

(2)
Which, $\gamma_h$ is the weight of the gradient feature, $\gamma_d$ is the weight of the deep feature; $\lambda, \beta$ is a regularization parameter, Over-fitting is controlled by the adjusted value $\lambda, \beta$.

Extract the gradient features of the target frame, the target box is converted to its response value corresponding to the real target frame by filters $h$, and get the loss value of the gradient feature:

$$\mathcal{L}_h = \sum_i (h^T \phi_i - y_i)^2$$

Where T is the transpose of the vector, $\phi_i$ is the gradient feature of the $i$-th target box, $y_i$ is the label of the $i$-th target box.

The deep feature extraction is a feature of the three-layer convolutional layer in the CNN network, and the loss value of the deep feature is obtained from the coarse-grained to the fine-grained method:

$$\mathcal{L}_{deep} = \sum_i (\rho^T \sum_{l=1}^{L-1} \frac{1}{1+\mu_{l,i}}(\psi_{l,i}^j + \mu_{l+1,i}^{l-1}) - y_i)^2$$

Which, $\rho^j$ is the related filter of the $j$-th layer, $\psi_{l,i}^j$ is layer 2 convolutional features of the $i$-th frame, $\mu_{l,i}^{l-1}$ is the constraint value of the feature of the $l$-th layer on the feature of the $(l-1)$-th layer.

### 2.2 Gradient Feature Module

The image of the target frame is divided into several cell units, and each cell unit is combined into one block, and all the blocks are connected in parallel to obtain a gradient feature of the target frame.

$$\phi_{m+1} = \text{par}(\alpha_m, \alpha_{m+1}) \quad m = 1 \cdots n$$

Which, $\alpha_m$ is the represents the gradient feature of the $m$-th block, $n$ is the number of blocks in the target box, $\text{par}(\alpha_m, \alpha_{m+1})$ is the gradient feature of paralleling the first block and the second block, $\phi_{m+1}$ is the gradient feature of $m+1$ block in parallel. Each block represents local gradient information. The gradient feature of the target frame is composed of several local gradient features, reflecting the local area information of the target frame.

$L(h, \rho)$ is the partial derivative of x through the loss function, you can get the filter about the gradient feature $h$. Loop through the input gradient features, The characteristics after the loop are $\phi = F^T \text{diag}(\phi)$ $F$. According to the fact that the circulant matrix can be diagonalized by the discrete Fourier matrix, so that the matrix is inversely transformed into the property of the eigenvalue inversion, Ability to convert $h$ to frequency domain for calculation, which greatly reduces the computational complexity, and increases the number of samples, improving the performance of the model. At this time, the model parameter function $h$ is:

$$h = \frac{\gamma_h \phi}{\gamma_h \phi + \lambda}$$

Reference a non-linearly mapped column vector $\alpha(\phi)$ to make the mapped samples linearly separable in the new space. $\alpha(\phi) \alpha(\phi)^T$ is the covariance matrix similar to kernel space variables, Let K denote the kernel matrix of the kernel space. Since the Gaussian kernel uses the weighted mean of the pixel neighborhood to replace the pixel value of the point, and the weight of each neighborhood pixel is monotonically decreasing with the distance from the center, this applies to the image of the gradient feature. Constructing a ridge regression problem in two dimensional spaces by using gaussian kernel $k_{\phi\phi}$ in new space, you can get:

$$h^T \phi = \hat{\theta} \cdot k_{\phi\phi}^{\lambda}$$

Which,
\[
\hat{\phi} = \frac{\gamma_{\text{Hog}} Y}{\phi \otimes \phi + \lambda} 
\]

\[
k^{\phi, 1} = \exp\left(-\frac{1}{\sigma^2} (\|\phi\|^2 + \|\phi_{t-1}\|^2 - 2F^{-1}(\sum \phi_{t} * \phi_{t-1}))\right)
\]

\(\phi\) is the gradient feature of the target frame of frame \(t\), \(\sigma\) is the gaussian kernel variance.

### 2.3 Deep Feature Module

Using CNN network to extract the characteristics of the target frame, according to the richer semantic information of the image in the lower layer of the neural network, in order to fully extract the semantic information of the target and retain the accurate spatial information, this paper extracts Conv3_4, Conv4_4 in CNN network. The feature of the three-layer convolution layer of Conv5_4 is used as the deep feature of the target frame.

Partially guided by \(\rho\) through the loss function \(L(h, \rho)\), a function of the filter for the t-th frame of the deep feature can be obtained:

\[
\rho(t) = \frac{\gamma_{\text{Deep}} A(t)}{\gamma_{\text{Deep}} B(t) \otimes B(t) + \beta}
\]

Which:

\[
A(t) = y \otimes \sum_{i=3}^{l-1} \frac{1}{1 + \mu_{j-1}} (\psi_i^l + \mu_{j-1} \psi_i^{l-1})
\]

\[
B(t) = \sum_{i=3}^{l-1} \frac{1}{1 + \mu_{j-1}} (\psi_i^l + \mu_{j-1} \psi_i^{l-1})
\]

The optimal filter for the t-th frame can be described by updating the minimum output error among all the tracking results, however this involves solving the problem of the linear equations. In order to obtain a robust approximation, this paper uses the moving average. The method updates the numerator and denominator of the filter to achieve the purpose of module update.

\[
\hat{A}(t) = (1 - \eta_{\text{Hog}}) \hat{A}(t-1) + \eta_{\text{Hog}} A(t)'
\]

\[
\hat{B}(t) = (1 - \eta_{\text{Hog}}) \hat{B}(t-1) + \eta_{\text{Hog}} B(t)'
\]

Which, \(\eta_{\text{Hog}}\) is the learning rate of each frame.

### 2.4 Module Mutual Help

Since the deep feature module and the gradient feature module have errors in predicting the target position, the larger the error, the more inaccurate the position prediction result for the target. In order to obtain a final model in combination with the trained modules, the weight of each module is designed in this paper, and the weight is based on the error of each module. The weight of the module is inversely proportional to the error. By using modular mutual aid to combine different estimates to reduce inaccurate predictions, the tracking accuracy of the final model can be improved to some extent. Since the response value of the module reflects the matching between the real target and the candidate target, the higher the similarity of the candidate frame, the more the semantic information and the local area information reflect the real target. Therefore, the response value of each module is used in this paper. To evaluate the module and use it to define the error:

\[
\varepsilon = 1 - \max_{\text{pos}} f(T(x), \rho; h, \rho)
\]

By using the difference between the maximum response value of each module and the difference of the real target tag to reflect the error of the module, the weight of each module can be obtained by combining the errors of the two modules:
\[ \gamma_{\text{Hog}} = 1 - \frac{\varepsilon_{\text{Hog}} + \tau}{\varepsilon_{\text{Hog}} + \varepsilon_{\text{Deep}} + \tau} \]

(16)

\[ \gamma_{\text{Deep}} = 1 - \frac{\varepsilon_{\text{Deep}} + \tau}{\varepsilon_{\text{Hog}} + \varepsilon_{\text{Deep}} + \tau} \]

(17)

Which, \( \tau \) is a constant close to 0, its role is to avoid the denominator is 0 when \( \varepsilon_{\text{Hog}} \) and \( \varepsilon_{\text{Deep}} \) is 0, and the weight of the module cannot be obtained.

3. Experimental results and analysis

3.1 Qualitative analysis

Figure 2 is a schematic diagram of the infrared tracking results. The target of the first video tracking is a drone, and the three different algorithms are used to test the tracking effect of non-living objects. The experimental results are shown in the figure. In the 61st to 91st frames of the image, the target passes through the window. Since the brightness of the window and the color of the target are similar, the edge information of the target is not obvious enough. At this time, KCF, KCFDP, HCF algorithm is difficult to track the target, and the algorithm can effectively track the target, which shows that the tracking accuracy of this algorithm is better than the other three algorithms when the edge of the target and background is not obvious.

The second video is about animal tracking, which uses three different algorithms to track non-human creatures. The experimental results are shown in the figure, we can see that the tracking accuracy of this algorithm is better than KCF and KCFDP when the object is deformed.

The third video is about human tracking, using three different algorithms to track the human body. The experimental results are shown in the figure, in the tracking of the entire video, because the target of the tracking is a specific People, and there are many other people in the video, this similar goal will. It has a great impact on the target tracking. It can be seen from the figure. The tracking accuracy of the algorithm is better than the other three algorithms.

The fourth video is about small target tracking, using three different algorithms to track small targets. The experimental results are shown in the figure. In the tracking of the entire video, the tracked object is small, which causes great trouble for extracting detailed feature information. The algorithm combines the advantages of deep features and traditional features. It can not only extract the
gradient information of the target, but also extract the semantic information of the target, which improves the accuracy and success rate of the tracking.

3.2 Quantitative analysis

In this paper, the method combines the deep feature with the HOG feature, and utilizes the advantages of the two features in different video tracking to complement each other and improve the tracking effect. In this experiment, in order to better demonstrate the superiority of the algorithm, this paper will target the three algorithms in a video library and compare the tracking results. The results are shown in Figure 3:

![Figure 3 The comparison diagram of the accuracy and success rate](image)

In this paper, the accuracy and success rate of tracking \[9, 10\] is used as the evaluation index of the tracking algorithm. The left graph in Figure is the accuracy of the tracking. The abscissa is the center distance threshold and the ordinate is the accuracy, that is, the prediction. The distance from the center of the target to the center of the real target is lower than the number of frames of the threshold in the entire video library; the right picture shows the success rate of the tracking, the abscissa is the threshold of coverage \(O_f\). The ordinate is the success rate, that is, the proportion of the frame with the coverage greater than the threshold in the entire video library \[18\]. It can be seen from the figure that the algorithm has better tracking performance.

4 Conclusion

In the infrared target tracking, the deep feature ignores the intra-class difference and the gradient feature does not adapt to the target deformation. This paper proposes a method of fusing the deep feature and the gradient feature, using the deep feature and infrared representation of the infrared target semantic information. The gradient feature of the local area information of the target is established by the regularized least squares method \[11\], and the mutual prediction method is used to combine different prediction results to determine the position of the target. Through experiments, compared with HCF algorithm, KCF algorithm and KCFDP algorithm, the effectiveness and superiority of the proposed algorithm are fully proved.
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