Abstract—Predicting metro passenger flow precisely is of great importance for dynamic traffic planning. Deep learning algorithms have been widely applied due to their robust performance in modelling non-linear systems. However, traditional deep learning algorithms completely discard the inherent graph structure within the metro system. Graph-based deep learning algorithms could utilise the graph structure but raise a few challenges, such as how to determine the weights of the edges and the shallow receptive field caused by the over-smoothing issue. To further improve these challenges, this study proposes a model based on GraphSAGE with an edge weights learner applied. The edge weights learner utilises socially meaningful features to generate edge weights. Hypergraph and temporal exploitation modules are also constructed as add-ons for better performance. A comparison study is conducted on the proposed algorithm and other state-of-art graph neural networks, where the proposed algorithm could improve the performance.

I. INTRODUCTION

Traffic flow forecasting is a necessity for modern intelligent traffic systems. The precise prediction of traffic flow could help route planning, signal coordination and reducing traffic hazards such as congestion. Among all the traffic flow prediction tasks, metro ridership prediction has drawn tremendous interest in academic and industry domains due to its vital position in the city transportation network.

Statistical models have played an important role in traffic flow prediction since the last century. Levin and Tsao concluded that ARIMA (0,1,1) model work best on traffic flow prediction task [1]. Moayedi and Masnadi-Shirazi used ARIMA to predict passenger flow and detect anomalies from normal traffic variation [2]. Variations of ARIMA have also been applied to traffic prediction tasks. Otoshi et al. combined ARIMA and seasonal ARIMA to model both short-term and long-term traffic flow to give a better prediction. Zhou et al. combined the linear model ARIMA and the non-linear model GARCH to achieve prediction in both long and short scales.

However, the typical statistical model completely excludes the dependency between different time series and the information contained. On the other hand, deep learning is powerful in modelling non-linear processes and can extract high-level features for the whole traffic flow dataset. Deep learning has become a promising tool for metro ridership prediction with the explosion of computation power and advances in data collection and storage techniques. The Convolutional Neural Network (CNN) and Long-short Time memory (LSTM) modules are used separately or combined to capture the spatial and temporal information [4], [5], [6], [7], [8].

One major flaw of the traditional deep learning methods relies upon 2D Euclidean space and works on data in the regular domain. On the contrary, Graph Convolutional Network (GCN) and its extension proposed recently could utilise the inherent graph structure in metro transportation [9] [10] [11]. Ali, Zhu and Zakarya combined GCN and LSTM to build a spatial-temporal graph neural network [12]. Agafonov applied convolution both in the graph and temporal domain to predict the traffic flow[13]. However, there are still some issues that need to be solved.

- The edge weights scheme of the metro graph. The ridership of each line is closely related to social factors such as population and housing prices. Thus, an unweighted graph or a graph using distances as edge weights could not fully express the natural physical process.
- The structure of the metro graph. The original metro graph has a restrictive receptive field. The receptive field can only be increased by stacking layers which might cause over-smoothing. Thus, it is necessary to redefine the structure of the metro graph.
- Most work focus on mimicking the passenger flow between stations. However, the passengers’ behaviour of changing metro lines is also worth investigating.

To improve on these challenges above, we proposed a GraphSAGE-based model. The main body of the algorithm contains a GraphSAGE convolution module with an edge weights learner. The edge weights learner takes the social features of two stations and produces the corresponding edge weights. The original metro graph is transformed into a k-hop graph. Then the k-hop graph is fed into the GraphSAGE module, and the edge weights learner will assign weights to the k-hop graph. A hypergraph and a temporal exploitation module will also be constructed along with the GraphSAGE main body. The hypergraph is designed to mimic the passengers’ changing metro line behaviour, and the temporal exploitation module is to extract information in the temporal domain. The hypergraph module and temporal exploitation module will be considered to be add-ons. When selected, the add-on output will be concatenated with the output of the main body and produce the final prediction through fully connected layers. In summary, the proposed module could contribute to the following:

- The edge weights scheme of the metro graph. The ridership of each line is closely related to social factors such as population and housing prices. Thus, an unweighted graph or a graph using distances as edge weights could not fully express the natural physical process.
- The structure of the metro graph. The original metro graph has a restrictive receptive field. The receptive field can only be increased by stacking layers which might cause over-smoothing. Thus, it is necessary to redefine the structure of the metro graph.
- Most work focus on mimicking the passenger flow between stations. However, the passengers’ behaviour of changing metro lines is also worth investigating.
• A model could selectively fuse information from temporal and hypergraph domains.
• A new way to learn edge weights based on social-meaningful features
• A model that could extract metro line changing information
• A way of extracting information from hypergraph.

The rest of the paper is organised as follows: In section II, we will review the related works, namely the edge weights schemes and the use of deep learning for traffic flow prediction. In section III, we will give the methodology of our proposed study. Firstly, we introduce the dataset and then explain its idea and mechanism in detail. Section IV represents the results of the proposed method and compares it with the state-of-art models. Finally, Section V discuss the results.

II. RELATED WORK

A. Deep learning for traffic flow prediction

With the rapid growth of computation power and data, deep learning has been widely applied to traffic flow prediction. LSTM is a popular choice due to their ability to model temporal dependencies. Yang et al. improved the performance of LSTM by learning enhanced traffic feature, which is formed by combining features at different time scales [14]. Cai et al. proposed a noise-immune LSTM model for traffic flow prediction by employing the correntropy criterion as the loss function [15]. Fang et al. used a Kalman filter to adjust the output of LSTM further, achieving real-time update of state variable [16].

While LSTM-based methods could achieve good performance, they completely ignore the spatial information contained in a traffic network. Some researchers utilised CNN to extract spatial information. Yu et al. applied a 3-D Convolutional Network for large-scale traffic prediction [5]. Mehdi et al. used CNN on meta-parameters to predict the congestion state, which is determined based on entropy labelling [17]. Nguyen et al. applied equilibrium optimiser instead of backpropagation to train a CNN to predict traffic transportation [18].

There are also works combining LSTM and CNN to model both temporal and spatial dependencies. Narmadha and Vijayakumar firstly used a stacked autoencoder to denoise the multivariate traffic data. Then the denoised data was fed through a CCN and LSTM to extract spatial and temporal features [7]. Li et al. firstly decomposed traffic data using wavelet decomposition. Then CNN-LSTM block was applied to different levels of decomposed data. Finally, the prediction was recovered from the wavelet results [19].

B. Edge Weights

Unlike grid data in the regular domain, the graph’s structure contains information that might be useful. Thus, a proper edge weights scheme can help improve the model’s performance. Some researchers defined their edge weight scheme by directly using or learning from geometric and traffic data. Chen et al. used the transition values of travel times as edge weights [20]. Li et al. defined the edge weight between two stations as the number of travels between them [21]. Huang et al. directly regarded distances between stations as edge weights [22]. However, in the context of metro transport, there is no direct connection between the importance of the route and the route length or the travel time.

It is also a popular choice to learn weight from the data itself. Zhe et al. applied fast time warping to calculate the distance between the in or outflow at each segment and took the similarity as edge weights [23]. Chen et al. transformed the graph signal into spectral space and learned the edge weights by feeding the coordinates difference of two nodes in spectral space to a kernel [24]. Lu et al. calculated dynamic attention scores from nodes to retrieve dynamic edge weights [25]. Yu et al. defined an edge weight scheme for each layer of the GCN network. There are parameters to be learned for each layer, and each layer’s edge weights are calculated using that layer’s parameters, the distance between two stations and the number of lanes at each node [26]. Chen et al. calculated edge weights using a Gaussian kernel based on two node’s degrees [27]. He et al. compared the results of GAT and GATv2n and showed that GATv2n could improve GAT’s results. Both models calculated edge weights based on the attention scores calculated from the graph data itself. These models could improve performance by assigning attention scores as weights. However, there is no real-world meaning of these weights.

For this study, traditional deep learning algorithms will be discarded, and graph-based deep learning algorithms will be employed to utilise the inherent graph structure of the metro system. Also, unlike other works, we will build the edge weights based on social meaningful features. The following methodology chapter will give a detailed explanation.

III. METHODOLOGY

This section, we will introduce the dataset, and elaborate the details of our proposed model.

A. Dataset

The dataset is from VIS-tube project [28]. The dataset contains traffic data, geometrical data and social data. The traffic data contains Entry and Exit data for each station at five time stamps, namely Early, AM, Mid, PM and Late. The traffic data is based on yearly average scale and it includes 13 years, 2003-2012 and 2014-2016. For this study, stations within Zone 4 (206 in total) are used. Thus the traffic data has a overall shape of 206 × 10 × 13.

The dataset also has social features. For this study, the zone of, average housing price and expected life span around each station is used for edge weights learning.

B. Problem Formulation

The aim of this study is to predict the entry and exit data of each station at a specific time stamp, based on the entry and exit data from all other time stamps. To simplify the formulation process, the time stamps are indexed with
numbers, which means [Early, AM, Mid, PM, Late] is regarded as [1, 2, 3, 4, 5]. For example, the early entry data would be labeled as $X_{entry}^1$. The entry and exit data are predicted separately for optimal performance. To give an example, to predict the late entry data:

\[ [X_{entry}^1, X_{exit}^1, X_{entry}^2, X_{exit}^2, X_{entry}^3, X_{exit}^3, X_{entry}^4, X_{exit}^4, X_{entry}^5] \]

\[ \text{Predict} \rightarrow [X_{entry}^5] \]

In total, to predict all the time stamps, 10 models will be trained for each year. fig. 4 gives an example of how to predict Late exit data.

C. K-hop Graph

The region the graph convolution operation could reach is called the receptive field. For metro flow prediction, the receptive field means the range of stations that can be used to gather information, which also means the length of journey that the passengers could possibly go through. In a real-life scenario, most of the passengers will travel for more than one station, which is contrary to the one-hop receptive field the inherent metro graph provides. Thus, it is necessary to increase the receptive field of this model. Building a deeper convolution network could increase the receptive field. However, most graph neural network structures have shallow structures [29]. When the receptive fields increases, over-smoothing could occur, which means the vertices within the same neighbourhood will have similar features [30]. Also, when the model becomes deeper, the gradient vanishing problem might occur, and the model becomes too complex, leading to possible overfitting. To solve this problem, our study increases the receptive field by modifying the structure of the metro graph. Instead of the inherent Metro graph, the $K$-hop version of the graph will be used. Considering the adjacency matrix of the inherent metro graph is $A$, the $K$-hop is the graph constructed from $A^K$. An edge will connect two vertices if one can reach another within $K$ walks. Using the $K$-hop graph, the receptive field of a single layer increases from one to $K$. Thus we can build a shallower network and could avoid gradient vanishing and overfitting. The comparison of $k$-hop graph models and deep one-hop models will be delivered in the results section. As for the over-smoothing problem, the GraphSAGE model can help reduce the hazard. A detailed explanation of the over-smoothing problem and how GraphSAGE can solve it is in the next section.

D. GraphSAGE

For this study, GraphSAGE is used for convolution operation because GraphSAGE’s sampling strategy reduces the over-smoothing problem caused by the $k$-hop graph [10]. Over-smoothing is a well-known issue for graph deep
learning networks with a large receptive field. Graph deep learning algorithms usually contain two stages: aggregation and transformation. Each node aggregates information from its neighbours and transforms it into features as the new representation of itself. However, as the size receptive increases, the information aggregated from different nodes might overlap. Thus, different nodes will have similar representations and might result in a too-smooth graph with no distinction between nodes. Figure 6 gives an example of over-smoothing. For a one-hop graph, node A and B has completely different neighbourhoods. When the hops increase to two, node A and B neighbourhoods become overlapped. Finally, node A and B neighbourhoods are identical for a three-hop graph. The over-smoothing problem can be eased by introducing GraphSAGE. The concatenation procedure of GraphSAGE will project the feature of the node itself and the feature aggregated from neighbours onto separate feature spaces. Thus, the GraphSAGE algorithm can weight the self feature higher when over-smoothing starts to occur. An experiment is conducted to prove this idea, manifest that the neighbourhoods of node A and B become more similar as the number of hops increases.

E. Hypergraph

Till now all of our study is based on the traditional adjacency matrix denoted as $A \in \mathbb{R}^{N \times N}$, where $A_{ij} = 1$ if there is a connection between vertex $i$ and vertex $j$. Although the adjacency matrix could clearly indicate the physical connection between two stations, it lacks the ability to capture high-level connectivity information. Thus, it is necessary to introduce hypergraph to our study.

Hypergraph can be represented as a vertex set $V$ and a hyper edge set $E$. A hyper edge could contains any number of vertices. A hypergraph can be represented by an incidence matrix $M \in \mathbb{R}^{|V| \times |E|}$, where $M_{ve} = 1$ if $v \in e$. $|V|$ and $|E|$ stands for the number of vertices and hyper edges. A metro system can be considered as a hypergraph with each line as a hyper edge. Thus, the hypergraph can model the activity of changing between lines that the inherent metro graph cannot do.

However, the GraphSAGE model used in this study does not apply to hypergraph. To solve this problem, the hypergraph is expanded into graph using algorithm proposed by Zhou [31]. The algorithm expands each edge into a clique. And the Laplacian is:

$$\Delta = D^{-1/2}M^{\top}ZD^{-1}MD^{-1/2}$$

where $M$ represents the incidence matrix. $Z \in \mathbb{R}^{|E| \times |E|}$ is a diagonal matrix with weights of each hyper edge. $D_{V} \in \mathbb{R}^{|V| \times |V|}$ is a diagonal matrix with the node degrees and $D_{E} \in \mathbb{R}^{|E| \times |E|}$ is a diagonal matrix with the edge degrees.

The hypergraph extension could model the behaviour of line changing of travellers. But one major disadvantage coming with this expansion is the explosion of number of edges, since now stations within the same line is adjacent to each other. The large number of edges will cause over-smoothing

Then a element wise max-pooling operator will aggregate the neighbour representation.

$$\text{AGGREGATE}_{k}^{\text{pool}} = \max \left( \{ \sigma \left( W_{\text{pool}} h_{u_{i}}^{k} + b \right), \forall u_{i} \in \mathcal{N}(v) \} \right)$$

Fig. 5: An example of two-hop graph

![Fig. 5: An example of two-hop graph](image)

Fig. 6: An illustration of the over-smoothing effect. It is manifest that the neighbourhoods of node A and B become more similar as the number of hops increases.
thus undermine the performance. One way to improve this is to sample the edges. In this study, a percentage of elements in the expanded adjacency matrix is randomly selected and set to zero to even out the huge edge numbers. It can be viewed as the Hadamard product of the expanded adjacency matrix $A$ and sample matrix $A_{\text{sample}}$

$$A_{\text{sparsed}} = A \odot A_{\text{sample}} \quad (5)$$

$A_{\text{sample}}$ has elements with values of zero and one. To utilise the hypergraph information, GraphSAGE modules mentioned before will be applied to the expanded and sampled hypergraph. The learned results can be concatenated with the output of the k-hop graph for information fusing. Figure 7 shows an example of the hypergraph with a sampling rate of 0.9.

Fig. 7: The hypergraph after sampled with a sampling rate of 0.9

F. Real-world meaningful edge weights

As reviewed in the above section, the edge weights scheme in traffic flow prediction can usually be divided into two categories: 1) Directly use traffic-related information as edge weights (distance, ridership difference, etc.). 2) Learn from the dataset and traffic graph themselves (GAT, GATn2, etc.). Drawing inspiration from Bruno et al.’s work, which indicates that a station’s in-flow and out-flow are related to its location’s property (financial, business, residence, etc.). This study proposed a way of learning edge weights from social features.

Zone, average housing price and average expected life span of each station are used as social features. We proposed an MLP as an edge weights learner. The inputs of the edge weights learner are:

1) The Zone difference between two stations
2) The average housing price difference between two stations
3) The average expected life span difference between two stations

The learner can take the social features of any two stations and give the edge weights among them. Thus, the global problem of edge weights has now transferred to a local problem, which means only one MLP requires training. The trained MLP will work for any two stations. This is method could reduce the training times as well.

G. Exploit temporal information

All the proposed methods above aim to learn how to aggregate information from the neighbourhood to utilise spatial information. However, each station’s feature also contains information in the temporal domain. A popular choice would be using models such as ARIMA, LSTM and Recurrent Neural Network to model the temporal dependencies. However, our data set lacks resolution in the time domain (only five time stamps), which makes it hard to apply these models to our dataset. For example, the rule of thumb for ARIMA models is to have at least 50, preferably more than 100 observations [32]. Thus, this study proposed an alternative way to utilise temporal information using an MLP. The temporal data at each station will be fed into an MLP to learn features. These learned features can be concatenated with the outputs of the k-hop graph, hypergraph or both to give a final prediction. Figure 8 gives an illustration of the temporal exploitation module.

Fig. 8: Exploitation of the temporal information.

H. Overall architecture

Figure 9 shows the overall architecture of the proposed algorithm. The main body of the algorithm is the k-hop graph and the edge weights learner integrated with it. The temporal exploitation and the hypergraph modules can be regarded as add-ons. Once the module is added, the output of the added module will be concatenated with the output of the main body and go through a two-layer linear layer to give the final prediction. If no modules are added, the output of the main body itself will go through the linear layers to give the final prediction.

IV. EXPERIMENTS

A. Experiment Design

Thirteen years of data is randomly divided into a training set (nine years), a validation set (two years) and a test set (two years). The models are trained on the training set and tuned according to the performance of the validation.
set. The test set results are used to assess the performance of the models to give an unbiased result. Our study will use the GraphSAGE with k-hop graph and learned edge weights as the main structure, and then test the effect of adding or removing the temporal exploitation and hypergraph extensions. Also, the sampling rates of the hypergraph are 0.6, 0.7, 0.8 and 0.8. Any sampling rate below 0.6 has been tested and can only worsen the performance for all tasks. We will pin down some abbreviation for our models for easier understanding.

- The combination of k-hop graph and edge weights learner will be denoted as **GraphSAGE + Edge weights learner**
- The combination of k-hop graph, edge weights learner and temporal exploitation will be denoted as **KT**.
- The combination of k-hop, edge weights learner and hypergraph of sampling rate from 0.6 to 0.9 will be denoted as **KH 0.6, KH 0.7, KH 0.8 and KH 0.9**.
- The combination of k-hop, edge weights learner, hypergraph and temporal exploitation will be denoted as: **KTH 0.6, KTH 0.7, KTH 0.8 and KTH 0.9**.

The proposed models will be trained to predict the entry and exit flow of all five time stamps (**Early, AM, Mid, PM, Late**). For each prediction task, the k of the k-hop will vary from one to ten to find the hop that gives the best result. Traditional statistical methods such as ARIMA do not apply to our dataset since we only have a time sequence signal with a length of 5. Thus, they are not included in the comparison study. On the other hand, classic graph convolutional networks, including EdgeConv, TAG, GINConv, AGNNConv, Chebconv, GCN, GCN plus edge weights learner, GraphSAGE, GAT and GATv2Conv, are trained to give the benchmarking of this study. These models will be denoted as **comparison group**. So overall, 1900 models will be trained and compared (19 models × 5 time stamps × 2 direction of passenger flow × 10 hops).

### C. Results and Discussions

In this section, we will compare the results of different models and draw some conclusions. Figure [10] is an example and shows the mean absolute percentage error of the Mid Entry Prediction for different models from hop one to ten. Tables IV to XIII present the best mean absolutely percentage errors with corresponding hop number for entry and exit prediction from early to late. We will analyse the results from a few perspectives. Firstly, we will regard the GraphSAGE plus edge weights learner and k-hop graph as the main body of our algorithm. We will break down the main body and see the influence that the k-hop graph and the edge weights learner can make. Then we will take the hypergraph and temporal exploitation modules as add-ons and discuss their performance. We will discuss the main body itself, the main body with hypergraph add-on, the main body with temporal exploitation add-on and the main body with both add-ons. Also, we will discuss if the GraphSAGE could reduce over-smoothing. Finally we will compare the k-hop scheme and the deep one-hop models to prove that our models works better even with the same receptive field.

- The effect of k-hop
- The effect of edge weights learner
- The result of the main body of the proposed algorithm: k-hop graph integrated with Edge weights learner
- The result with the temporal exploitation add-on
- The result with the Hypergraph add-on
- The result with both add-ons
- The effect of GraphSAGE on over-smoothing
- k-hop versus deep one-hop networks

**k-hop graph**: The k-hop graph is constructed to mimic the real-world passenger flow. k-hop graph grasp the social behaviour that metro passengers usually travel more than one stop. However, the k-hop graph also brings a problem: the

**Fig. 9**: The overall structure of the proposed algorithm.

The k-hop Graph is the main block in this study and the hypergraph and temporal exploitation modules are add-on that can be connected or disconnected.

**Table IV** presents the best MAPE and MSE for the Mid Entry Prediction for different models from hop one to ten. **Table V** to **Table XIII** present the best MAPE and MSE for the Mid Exit Prediction for different models from hop one to ten. **Table XIV** presents the best MAPE and MSE for the Mid Entry Prediction for different models from hop one to ten. **Table XV** to **Table XXI** present the best MAPE and MSE for the Mid Exit Prediction for different models from hop one to ten. **Table XXII** presents the best MAPE and MSE for the Mid Entry Prediction for different models from hop one to ten. **Table XXIII** to **Table XXIX** present the best MAPE and MSE for the Mid Exit Prediction for different models from hop one to ten.

$$\text{MAPE} = \frac{1}{n} \sum_{i} \left| \frac{\hat{Y}_i - Y_i}{Y_i} \right|$$

$$\text{MSE} = \frac{1}{n} \sum_{i} (\hat{Y}_i - Y_i)^2$$

where \(\hat{Y}_i\) is the predicted passenger flow and \(Y_i\) is the ground truth passenger flow.
Fig. 10: The GraphSAGE convolution module for proposed methods.

Fig. 11: The mean absolute percentage error of different hops and models for Mid Entry prediction.

explosion of edge numbers. This could be reflected from the best performances from tables [IV] to [XIII]. Some models, for example, GCN and EdgeConv, performs poorly when the number of hops increases in some time stamps. The problem for GCN and EdgeConv is that they cannot trim the number of edges and thus over-smoothing can happen.

The effect on over-smoothing using GraphSAGE: The results also justify our previous point that GraphSAGE could reduce the inevitable over-smoothing coming with graph neural networks with large receptive fields. From tables [IV] to [XIII] we can find our that the \( k \) of average best performance \( k \)-hop graph for GCN and GraphSAGE is 1.5 and 2.7 respectively. Then considering that the model consists three convolution layers, the actually average best performance receptive field for GCN and GraphSAGE is 4.5 hops and 8.1 hops. Also GraphSAGE outperforms GCN in every tasks. It is obvious that one can increase the receptive field without undermining the performance by using GraphSAGE.

Edge Weights Learner: In this study, the GCN and GraphSAGE are used to compare the effect of edge weights learner. tables [IV] and [V] shows the average improvement in MAPE of GraphSAGE and GCN model over hops after edge weights learner. A positive value means edge weight learner improves the performance. It is manifest that the edge weights learner increases the performance of models. For GCN, the edge weights learner increases the performance in most of the tasks. However, in two out of ten times stamps edge weights learner worsens its performance. However, there are significant and steady improvements for the GraphSAGE model. For all time stamps, the GraphSAGE plus edge weights learner method outperforms the GraphSAGE model alone by a significant amount. The results show that the edge weights learner could improve the performance generally.

| Time stamp | MAPE  |
|------------|-------|
| Early Entry| 8.21% |
| Early Exit | 6.85% |
| AM Entry   | 11.27%|
| AM Exit    | 13.11%|
| Mid Entry  | 7.47% |
| Mid Exit   | 11.37%|
| PM Entry   | 10.99%|
| PM Exit    | 8.34% |
| Late Entry | 6.57% |
| Late Exit  | 7.70% |

TABLE I: Average improvement in MAPE of GraphSAGE model over hops after edge weights learner.

Main body (k-hop plus edge weights learner): Except for the AM Entry task, the main body outperforms all other mod-
TABLE II: Average improvement in MAPE of GCN model over hops after edge weights learner.

| Time stamp | MAPE  |
|------------|-------|
| Early Entry| 6.23% |
| Early Exit | 3.59% |
| AM Entry   | 1.23% |
| AM Exit    | 2.71% |
| Mid Entry  | 3.91% |
| Mid Exit   | -1.14%|
| PM Entry   | 3.41% |
| PM Exit    | 2.33% |
| Late Entry | -0.86%|
| Late Exit  | 0.69% |

els in the comparison group. It is manifest that GCN cannot handle the increasing hops and the peak of its performance occur at hop one or two. The hops corresponding to the main body’s best performances for different tasks lie in the range from three to seven, which reveals the necessity of the \(k\)-hop idea. As for the edge weights scheme, the proposed main body outperforms GAT and GATv2Conv. The results indicate that based on social features, the introduced edge-weight scheme outperforms models that learn edge-weights from the data and graphs themselves. The performance increases significantly from GraphSAGE to the main body, which shows that the edge weights learner is better than uniform weight in prediction tasks.

**Temporal Exploitation:** It is manifest that KT outperforms every model in all tasks except for PM Entry, including the comparison group and other proposed models. Owing to the small computation burden (one MLP for every station), KT performs well and steady. The performance improvement compared with the main body algorithm indicates that although each station only has five time stamps, there is still temporal information hidden in the time series data of each station.

**Hypergraph:** Unlike the temporal exploitation extension, the hypergraph extension shows more instability. This study has tested four versions of hypergraph extension, with sampling percentage of 0.6, 0.7, 0.8 and 0.9. A weak pattern could be found that the performance increases with the sampling percentage. KH0.9 outperforms other sampling rates in 50% of the tasks, and KH0.8 has the best results in 20% of the tasks. Meanwhile, KH0.6 takes the rest 30%. KH0.7 is never the best performance model in any tasks. The added hypergraph extension could improve the performance of the main body in 60% of the tasks. The KH shows instability mainly from a large number of edges even after sampling.

**Temporal Exploitation + Hypergraph:** After adding the temporal exploitation extension, the KTH algorithm shows more stability. KTH0.9 outperforms KTH models with other sampling percentages in 70% of the tasks meanwhile KTH0.8 leads in 20% of the tasks. The KTH outperforms the main body algorithm in 80% of the tasks. By fusing the temporal information, the instability of the hypergraph extension is reduced.

\(k\)-hop graph model vs deep one-hop graph model: As mentioned before, we stack \(k\)-hop graphs to form a shallow model instead of stack one-hop graphs to build a deep model for reaching a desired receptive field. Shallow network could help the gradient vanishing problem and reduce over-fitting. To justify our assumption, we pick the best performance model for each prediction task and convert them into deep one-hop models. Table III shows the difference in performance of shallow \(k\)-hop models and deep one-hop models. It is manifest that the \(k\)-hop model outperforms the one-hop models in all the tasks.

| Task     | \(k\)-hop (MAPE) | one-hop (MAPE) |
|----------|------------------|----------------|
| Early Entry | 7.41%             | 16.21%          |
| Early Exit  | 10.66%            | 20.45%          |
| AM Entry   | 5.52%             | 8.03%           |
| AM Exit    | 5.8%              | 8.12%           |
| Mid Entry  | 4.66%             | 7.31%           |
| Mid Exit   | 3.89%             | 4.22%           |
| PM Entry   | 3.86%             | 6.7%            |
| PM Exit    | 6.11%             | 9.46%           |
| Late Entry | 5.73%             | 9.44%           |

TABLE III: Different Structures

V. CONCLUSION AND DISCUSSION

Focusing on improving the metro passenger flow prediction accuracy, this study proposed the Hyper-GST model. Our models can outperform the comparison group which consists of the most popular graph convolution algorithms. The proposed model could extract information from the \(k\)-hop graph, the hypergraph and the temporal domain. The model could mimic the real-world scenario where the passengers usually travel more than one stop, meanwhile also maintain a shallow structure to avoid possible gradient vanishing and overfitting. Also, the model could utilise the passengers’ behaviour of changing metro line from the hypergraph module, which shows the potential of utilising hypergraph on the metro prediction task. The proposed model also learn edge weights not based on the common schemes like travel distance, but from socially meaningful parameters including the house price, expected life span and the traffic Zone the station is at. Moreover, from this study, we found that the GraphSAGE algorithm could prevent over-smoothing due to its separate projection approach.
| Model               | MAPE | Hop |
|--------------------|------|-----|
| GINConv            | 54.89% | 10  |
| GCN + Learned weights | 33.77% | 1   |
| GCN                | 28.79% | 2   |
| ChebConv           | 18.96% | 5   |
| TAG                | 15.57% | 5   |
| GraphSAGE          | 13.40% | 4   |
| GAT                | 12.65% | 10  |
| EdgeConv           | 10.87% | 3   |
| KTH 0.6           | 9.38%  | 5   |
| KTH 0.7           | 9.31%  | 8   |
| KTH 0.8           | 9.26%  | 8   |
| KTH 0.6           | 9.22%  | 10  |
| KTH 0.8           | 9.12%  | 4   |
| KTH 0.7           | 9.00%  | 4   |
| GATv2Conv         | 8.84%  | 2   |
| KTH 0.9           | 8.87%  | 10  |
| KTH 0.9           | 8.83%  | 5   |
| GraphSAGE + Edge weights learner | 7.46% | 5   |
| KT                | 7.41%  | 7   |

**TABLE IV: Early Entry**

| Model               | MAPE | Hop |
|--------------------|------|-----|
| GINConv            | 55.36% | 9   |
| GCN + Learned weights | 43.01% | 4   |
| GCN                | 28.79% | 2   |
| ChebConv           | 22.57% | 4   |
| TAG                | 20.14% | 8   |
| GAT                | 17.88% | 1   |
| EdgeConv           | 13.32% | 5   |
| GATv2Conv          | 13.13% | 2   |
| GraphSAGE          | 12.80% | 4   |
| KTH 0.6           | 12.81% | 1   |
| KTH 0.7           | 12.67% | 7   |
| KTH 0.6           | 12.42% | 2   |
| KTH 0.8           | 12.01% | 2   |
| KTH 0.7           | 11.59% | 2   |
| KTH 0.9           | 11.18% | 9   |
| KTH 0.9           | 11.03% | 2   |
| GraphSAGE + Edge weights learner | 10.99% | 6   |
| KT                | 10.66% | 8   |

**TABLE V: Early Exit**

| Model               | MAPE | Hop |
|--------------------|------|-----|
| GINConv            | 50.53% | 4   |
| GCN + Learned weights | 25.82% | 2   |
| GCN                | 23.65% | 2   |
| ChebConv           | 8.47%  | 2   |
| TAG                | 8.00%  | 3   |
| GAT                | 7.63%  | 4   |
| EdgeConv           | 7.63%  | 4   |
| KTH 0.7           | 6.78%  | 1   |
| KTH 0.8           | 6.47%  | 1   |
| KTH 0.6           | 6.14%  | 8   |
| GATv2Conv         | 5.80%  | 10  |
| KTH 0.6           | 5.67%  | 3   |
| KTH 0.7           | 5.62%  | 2   |
| KTH 0.8           | 5.39%  | 4   |
| KTH 0.9           | 5.21%  | 2   |
| GraphSAGE + Edge weights learner | 5.05% | 3   |
| KT                | 4.78%  | 3   |
| KT                | 4.66%  | 6   |

**TABLE VI: AM Entry**

| Model               | MAPE | Hop |
|--------------------|------|-----|
| GINConv            | 49.59% | 4   |
| GCN + Learned weights | 27.77% | 2   |
| GCN                | 23.65% | 2   |
| ChebConv           | 10.67% | 5   |
| TAG                | 10.30% | 8   |
| GAT                | 9.53%  | 3   |
| GATv2Conv          | 7.66%  | 5   |
| KTH 0.9           | 7.15%  | 5   |
| KTH 0.6           | 5.88%  | 2   |
| KTH 0.7           | 5.79%  | 9   |
| KTH 0.7           | 5.68%  | 3   |
| KTH 0.6           | 5.68%  | 6   |
| KTH 0.9           | 5.59%  | 5   |
| KTH 0.9           | 5.59%  | 2   |
| KTH 0.8           | 5.53%  | 1   |
| KTH 0.8           | 5.46%  | 5   |
| KTH 0.6           | 5.33%  | 74  |
| KTH 0.6           | 5.33%  | 74  |
| KTH 0.6           | 5.27%  | 4   |

**TABLE VII: AM Exit**

| Model               | MAPE | Hop |
|--------------------|------|-----|
| GINConv            | 37.76% | 4   |
| GCN                | 25.82% | 1   |
| GCN + Learned weights | 25.65% | 1   |
| ChebConv           | 27.68% | 2   |
| TAG                | 7.09%  | 7   |
| KTH 0.8           | 6.70%  | 2   |
| KTH 0.7           | 6.65%  | 2   |
| KTH 0.6           | 6.21%  | 7   |
| KTH 0.8           | 5.64%  | 3   |
| KTH 0.7           | 5.45%  | 2   |
| KTH 0.6           | 5.42%  | 2   |
| GAT                | 5.24%  | 7   |
| KTH 0.6           | 5.07%  | 6   |
| KTH 0.6           | 4.61%  | 6   |
| GraphSAGE + Edge weights learner | 4.53% | 4   |
| KT                | 4.15%  | 4   |
| KT                | 4.05%  | 3   |
| KT                | 3.67%  | 4   |

**TABLE VIII: Mid Entry**

| Model               | MAPE | Hop |
|--------------------|------|-----|
| GINConv            | 41.05% | 4   |
| GCN + Learned weights | 27.44% | 1   |
| GCN                | 25.82% | 1   |
| GAT                | 8.77%  | 5   |
| GraphSAGE          | 8.47%  | 2   |
| ChebConv           | 8.00%  | 3   |
| TAG                | 7.63%  | 4   |
| KTH 0.7           | 6.78%  | 1   |
| KTH 0.8           | 6.47%  | 1   |
| KTH 0.6           | 6.14%  | 8   |
| GATv2Conv         | 5.80%  | 10  |
| KTH 0.6           | 5.67%  | 3   |
| KTH 0.7           | 5.62%  | 2   |
| KTH 0.8           | 5.39%  | 4   |
| KTH 0.9           | 5.21%  | 2   |
| GraphSAGE + Edge weights learner | 5.05% | 3   |
| KT                | 4.78%  | 3   |
| KT                | 4.66%  | 6   |

**TABLE IX: Mid Exit**
| Model                        | MAPE | Hop |
|-----------------------------|------|-----|
| GINConv                     | 46.55% | 9  |
| GCN + Learned weights      | 29.11% | 1  |
| GCN                         | 26.06% | 1  |
| GraphSAGE                   | 10.56% | 4  |
| GAT                         | 8.76%  | 1   |
| TAG                         | 8.02%  | 8   |
| EdgeConv                    | 6.69%  | 5   |
| GATv2Conv                   | 5.81%  | 5   |
| GraphSAGE + Edge weights learner | 4.77% | 7  |
| KTH 0.9                     | 4.46%  | 1   |
| KH 0.9                      | 4.35%  | 3   |
| KTH 0.6                     | 4.28%  | 8   |
| KTH 0.7                     | 4.27%  | 1   |
| KTH 0.8                     | 4.27%  | 1   |
| KT                          | 4.24%  | 5   |
| KH 0.8                      | 4.04%  | 3   |
| KH 0.7                      | 4.01%  | 3   |
| KH 0.6                      | 3.89%  | 2   |

**TABLE X: PM Entry**

| Model                        | MAPE | Hop |
|-----------------------------|------|-----|
| GINConv                     | 39.88% | 4  |
| GCN + Learned weights      | 26.85% | 1  |
| GCN                         | 26.06% | 1  |
| GraphSAGE                   | 10.28% | 3  |
| GAT                         | 8.07%  | 1   |
| ChebConv                    | 7.40%  | 9   |
| KH 0.6                      | 6.89%  | 1   |
| KH 0.9                      | 6.75%  | 6   |
| TAG                         | 6.32%  | 5   |
| EdgeConv                    | 5.65%  | 5   |
| GATv2Conv                   | 5.21%  | 10  |
| GraphSAGE + Edge weights learner | 5.09% | 4  |
| KTH 0.7                     | 4.83%  | 6   |
| KTH 0.6                     | 4.67%  | 9   |
| KTH 0.8                     | 4.62%  | 9   |
| KH 0.8                      | 4.30%  | 6   |
| KTH 0.9                     | 4.26%  | 3   |
| KT                          | 3.86%  | 6   |

**TABLE XI: PM Exit**

| Model                        | MAPE | Hop |
|-----------------------------|------|-----|
| GINConv                     | 50.30% | 4  |
| GCN + Learned weights      | 27.25% | 1  |
| GCN                         | 25.54% | 1  |
| ChebConv                    | 10.73% | 7  |
| TAG                         | 10.43% | 8   |
| GraphSAGE                   | 10.35% | 5  |
| GATv2Conv                   | 10.03% | 8   |
| EdgeConv                    | 10.35% | 6   |
| GraphSAGE + Edge weights learner | 10.43% | 1  |
| KTH 0.9                     | 10.35% | 8   |
| KH 0.7                      | 10.03% | 6   |
| KTH 0.6                     | 10.03% | 3   |
| KTH 0.8                     | 10.03% | 2   |
| KTH 0.9                     | 10.03% | 3   |
| KT                          | 10.03% | 7   |

**TABLE XII: Late Entry**

| Model                        | MAPE | Hop |
|-----------------------------|------|-----|
| GINConv                     | 46.22% | 4  |
| GCN + Learned weights      | 28.69% | 1  |
| GCN                         | 25.54% | 2  |
| ChebConv                    | 10.73% | 10 |
| TAG                         | 10.00% | 1   |
| GraphSAGE                   | 8.50%  | 8   |
| GATv2Conv                   | 8.25%  | 1   |
| EdgeConv                    | 8.68%  | 9   |

**TABLE XIII: Late Exit**

| Model                        | MAPE | Hop |
|-----------------------------|------|-----|
| GINConv                     | 50.30% | 4  |
| GCN + Learned weights      | 27.25% | 1  |
| GCN                         | 25.54% | 1  |
| ChebConv                    | 10.43% | 7  |
| TAG                         | 8.94%  | 8   |
| GraphSAGE                   | 7.55%  | 8   |
| GATv2Conv                   | 7.45%  | 10  |
| EdgeConv                    | 6.68%  | 3   |

**TABLE XII: Late Entry**
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VI. APPENDIX

GraphSAGE on Over-smoothing

For the GraphSAGE algorithm, the feature of the node itself and the feature aggregated from its neighbours are concatenated and then transformed. The aggregation, concatenate and transform procedure can be rewritten as eq. (7).

The self-feature ($W_1^k \cdot h_{k-1}^v$) and neighbour-feature ($W_2^k \cdot h_{N(v)}^k$) can be considered to be on different feature space. Thus, when the over-smoothing occurs, $h_{N(v)}^k$ is similar for all nodes, the GraphSAGE algorithm can adjust the weights of $W_1^k$ and $W_2^k$ to lift the influence of self-feature. To prove this idea, an experiment is conducted.

$$h_{N(v)}^k = \text{AGGREGATE}_k \left( h_u^k, \forall u \in N(v) \right)$$

$$h_v^k = W_1^k \cdot h_{k-1}^v + W_2^k \cdot h_{N(v)}^k$$  \hspace{1cm} (7)

The dataset has been reduced to 57 stations containing only Zone 1 stations. A 10-hops graph is generated so that 52 stations are adjacent to all other 56 stations. Two models are generated, which contain a graph convolution layer and an output layer. The first model has a GCN layer, and the second one has a GraphSAGE layer. To further address the over-smoothing issue, the mean aggregator is used for GraphSAGE. The mean aggregator will average all neighbour features and resemble the GCN aggregation procedure. The models are trained on 2003 data to predict PM entry data.

fig. 12 shows the prediction of the GCN model and the ground truth. It is manifest that the prediction is exactly the same for all nodes except for the five stations that are not connected to all other stations. eq. (8) illustrates the aggregation and transformation process for GCN. It is worth mentioning that the self-feature of the node is preserved by adding a self-loop as a common trick to avoid over-smoothing. Unlike GraphSAGE, the aggregation step fuses the feature of the node itself and the neighbour features. For this case, the 52 fully connected nodes will have the same representation, and all 57 nodes will have very similar features, which forces the model to give similar outputs and fail the prediction tasks.

$$h_v^{(k)} = \sigma \left( b^{(k-1)} + \sum_{j \in N(v) \cup v} \frac{1}{c_{jv}} h_j^{(k-1)} W^{(k-1)} \right)$$  \hspace{1cm} (8)

fig. 13 shows the prediction of GraphSAGE and the ground truth. The performance of GraphSAGE is obviously better than the performance of the GCN model. The outputs of the GraphSAGE convolution layer of 'Aldgate' and 'Baker Street' stations are investigated to investigate this performance increase further. fig. 14 shows the neighbour-feature and self-feature of Aldgate and Baker street, respectively. It is clear that the self-features, $W_1^k \cdot h_{k-1}^v$, is different for Aldgate and Baker street. Meanwhile, due to over-smoothing, the neighbour-features, $W_2^k \cdot h_{N(v)}^k$, are exactly the same for both stations. What is more, the absolute magnitude of the self-feature is larger than that of the neighbour-feature, which can be observed as more directive through fig. 15. By projecting the self and neighbour feature into different spaces, the GraphSAGE could automatically weigh down the neighbour-features which causes the over-smoothing, thus maintaining each node’s distinct features and reducing over-smoothing.
(a) The Self-feature of Aldgate and Baker street plotted together.

(b) The Neighbour-feature of Aldgate and Baker street plotted together.

Fig. 14: The different self-feature and same neighbour-feature of Aldgate and Baker Street.

(a) The Self-feature and neighbour-feature of Aldgate plotted together.

(b) The Neighbour-feature of Aldgate and Baker street plotted together.

Fig. 15: A more direct representation of how GraphSAGE weight down the over-smoothing neighbour-features