Discrete Abelian lattice gauge theories on a ladder and their dualities with quantum clock models
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We study a duality transformation from the gauge-invariant subspace of a \(Z_N\) lattice gauge theory on a two-leg ladder geometry to an \(N\)-clock model on a single chain. The main feature of this mapping is the emergence of a longitudinal field in the clock model, whose value depends on the superselection sector of the gauge model, implying that the different sectors of the gauge theory can show quite different phase diagrams. In order to investigate this and see if confined phases might emerge, we perform a numerical analysis for \(N = 2, 3, 4\), using both exact diagonalization and DMRG.

I. INTRODUCTION

Gauge theories constitute the baseline in our microscopical description of physical fundamental laws and are a cornerstone of contemporary scientific research. Calculations beyond perturbative regimes, as needed to understand for example the quark confinement mechanism in Quantum Chromodynamics, represent a notorious challenge both analytically and numerically. Standard classical computational methods adopt the Wilson’s framework of lattice gauge theories (LGTs) [1–3], in which the continuous space–time is replaced by a discrete set of points and the calculations are performed in the Euclidean path-integral approach. More recently, inspired by Feynman’s idea of quantum simulations [4, 5], many authors have adopted a Hamiltonian approach in which only spatial coordinates are discretized, and which might be implemented via a quantum platform once the group degrees of freedom are also discretized, by considering a finite group or by suitable approximations (see [6–10] and references therein). Still, in all approaches, enforcing the gauge constraints to restrict the (analytical, numerical or experimental) evaluation of observables to the gauge-invariant Hilbert subspace is a challenging task, which is dealt with different strategies.

In this paper we consider Abelian LGTs, which are known to exhibit confined/deconfined phases [11–19]. More specifically, in Sec. II we introduce a pure \(Z_N\) gauge model on a (quasi-2D) ladder geometry, which includes both electric and magnetic degrees of freedom and admits superselection sectors, similarly to what happens in the Toric code. To tackle the problem of gauge invariance, in Sec. III we make use of a bond algebraic approach [20, 21] to introduce a duality transformation that allows for an exact mapping from the LGT on the ladder restricted to the gauge-invariant Hilbert space to a 1D \(N\)-clock model [22–26] with a transversal field and a longitudinal field. When periodic boundary conditions are enforced, the value of the latter turns out to depend on the super-selection sector of the ladder LGT, resulting in possible different phase diagrams for the different sectors, differently from what has been found previously with open boundary conditions [19].

In Sec. IV, we resort to numerical analysis to study the phase diagram in the different sectors (labelled by \(n = 0, \ldots, N - 1\)) for the \(N = 2, 3\) and 4 cases. We first make use of exact diagonalization to determine: i) the presence of a deconfined-confined phase transition by calculating the value of the Wilson loops; ii) the ground state structure in the different phases. We find that for all considered \(N\), the model in the \(n = 0\) sector is always in the confined phase except for the deconfined point \(\lambda = 0\), where only the magnetic degrees of freedom are present in the Hamiltonian. Instead, for \(N\) even and \(n = N/2\) we see a clear phase transition at about \(\lambda = 1\), while for \(N = 3\) and \(n = 1, 2\) as well as for \(N = 4\) and \(n = 1, 3\) we observe a cross-over region for \(\lambda \lesssim 0.8\) followed by a phase transition to a double degenerate ground state. A careful study of these cases requires longer chains and therefore is carried out via the DMRG algorithm. Finally in Sec. V we review our results and draw some conclusions.

II. THE LATTICE GAUGE MODEL

Following the Hamiltonian approach of Kogut and Susskind [2], we consider a class of pure Abelian lattice gauge theories, with \(Z_N\) gauge group, on a ladder geometry, which consists of a lattice \(L\) made of two parallels chains, the legs, coupled to each other by rungs to form square plaquettes. On the ladder, each rung is identified by a coordinate \(i = 1, \ldots, L\), where \(L\) is the length of the ladder, and the two vertices on the rung are denoted with \(i^\uparrow\) and \(i^\downarrow\) in the upper and lower leg, respectively. Links are denoted by \(\ell\). On the legs they are labelled as \(\ell^u_i\) (upper leg) or \(\ell^l_i\) (lower leg), while those on the rungs are labelled \(\ell^0_i\).

The gauge group degrees of freedom are defined on the links. For a finite group like \(Z_N\), the notion of in-
finitesimal generators loses any meaning and we are led to directly consider, for each link $\ell \in L$, a pair of conjugate operators, $U_\ell$ and $V_\ell$ which are unitary and defined by the algebraic relations [27–29]

$$V_\ell U_\ell = \omega U_\ell V_\ell, \quad U_\ell^N = V_\ell^N = \mathbb{1}_N \quad (1)$$

with $\omega = e^{i(\frac{2\pi}{N} + \phi)}$, where the angle $\phi$ is arbitrary and corresponds to the physical situation in which on each link there is a background electric field [29, 30]. In this manuscript we don’t consider this situation and will set $\phi = 0$. Also, these operators commute on different links. This algebra admits a faithful finite-dimensional representation of dimension $N$ [28, 31]. To each link $\ell$, we associate an $N$-dimensional Hilbert space $H_\ell$ generated by an orthonormal basis $\{ |v_{k,\ell}\rangle \}$, with $k = 0, \ldots, N - 1$, the electric basis, that diagonalizes $V_\ell$:

$$V_\ell |v_{k,\ell}\rangle = \omega^k |v_{k,\ell}\rangle. \quad (2)$$

On this basis, $U_\ell$ acts as a shift operator,

$$U_\ell |v_{k,\ell}\rangle = |v_{k+1,\ell}\rangle, \quad (3)$$

where $k + 1$ is taken mod $N$.

As shown in the top panel of Fig. 1, we use the symbols $V_\ell^0$, $U_\ell^0$ for the operators defined on the rung $i$, and $V_\ell^\rho$, $U_\ell^\rho$ with $\rho = \uparrow, \downarrow$ for the operators on the horizontal links of the upper and lower leg to the right of the rung. The links on the legs are oriented from left to right while those on the rungs from bottom to top. To construct a LGT, in addition to the electric field operators $V$’s defined above, we need:

- the magnetic operators, which are defined on each plaquette to the right of the rung $i$ via the formula:

$$U_i = U_i^\uparrow U_{i+1}^\downarrow (U_i^\downarrow)^\dagger (U_i^\uparrow)^\dagger; \quad (4)$$

- the Gauss operators, which are defined on each vertex $i^\uparrow$, $i^\downarrow$ of the lattice as:

$$G_i^\uparrow = V_i^\uparrow (V_{i-1}^\downarrow)^\dagger (V_i^\downarrow)^\dagger, \quad G_i^\downarrow = V_i^\downarrow V_i^\uparrow (V_{i-1}^\uparrow)^\dagger \quad (5)$$

and implement local gauge transformations, by imposing that physical states should satisfy:

$$G_i^\rho |\Psi_{\text{phys}}\rangle = |\Psi_{\text{phys}}\rangle \text{ for } \rho = \uparrow, \downarrow \text{ and } \forall i.$$  

It is simple to verify that the $U_\ell$-operators commute with all Gauss operators, making them gauge invariant. The operators defined so far are shown in the bottom panel of Fig. 1.

The gauge-invariant Hamiltonian we use to build a $\mathbb{Z}_N$ LGT on the ladder can be written as:

$$H_{\mathbb{Z}_N} = -\sum_i \left[ U_i + \lambda \left( V_i^\uparrow + V_i^\downarrow + V_i^0 \right) + \text{h.c.} \right], \quad (6)$$

with $\lambda > 0$, which is the relative strength between the electric and the magnetic fields. One can choose to work with two separate couplings $\lambda_e$ and $\lambda_m$ for the electric and magnetic fields, respectively. Nonetheless, we decided to use the ratio $\lambda = \lambda_e/\lambda_m$ for convenience and fix $\lambda_m = 1$, in order to work with just one parameter. We use periodic boundary conditions on legs, which turns out to be an essential step for the duality map provided in the next section.

Similarly to what happens in the two dimensional Toric Code [13, 32] (see in Appendix A) the Hilbert space of physical states $\mathcal{H}_{\text{phys}}$ can be decomposed as a direct sum of superselection sectors $\mathcal{H}_{\text{phys}}^{(n)}$, where $n = 0, \ldots, N - 1$, that can be distinguished by means of the operators

$$\mathcal{S} = V_{i_0} V_{i_0}^\dagger, \quad \mathcal{W} = \prod_{i \in \mathcal{C}_0} U_i^\dagger, \quad (7)$$

where $i_0$ label the position of an arbitrary rung in the lattice, while $\mathcal{C}_0$ is any non-contractible loop around the ladder. They satisfy the relations: $\mathcal{W} \mathcal{S} = \omega \mathcal{S} \mathcal{W}$. Each physical state in a sector $\mathcal{H}_{\text{phys}}^{(n)}$ is an eigenstate of $\mathcal{S}$ with eigenvalue $\omega^n$, while $\mathcal{W}$ maps $\mathcal{H}_{\text{phys}}^{(n)}$ into $\mathcal{H}_{\text{phys}}^{(n+1)}$.

III. DUALITY BETWEEN LADDER LGT AND CLOCK MODELS

Clock models [22–24] are a class of models that can be thought as a generalization of the quantum Ising model. A $p$-state clock model on a chain has a local $p$-dimensional Hilbert space for each site $i = 1, \ldots, L$ and employs $p \times p$ unitary matrices $X_i$ and $Z_i$ that commute on different sites, while on the same site

$$X_i Z_i = \omega Z_i X_i, \quad (X_i)^p = (Z_i)^p = \mathbb{1}_p, \quad (8)$$

with $\omega = e^{i \pi/p}$. For example, one can choose a basis where the $Z_i$s are diagonal, i.e. $(Z_i)_{mn} = \delta_{m,n} \omega^m$ and $(X_i)_{mn} = \delta_{m,n+1}$ (mod $p$), with $m, n = 0, \ldots, p-1$. The $p$-clock Hamiltonian is given by

$$H_p(h) = -\sum_i \left( Z_{i-1}^0 Z_i + h X_i + \text{h.c.} \right), \quad (9)$$
where periodic boundary conditions are assumed and \( h \) is the coupling of the transverse field.

We use the bond-algebraic approach to dualities \([20]\), to introduce a \textit{gauge reducing duality} mapping between the \( Z_N \) gauge model (with redundant degrees of freedom) on the ladder and an \( N \)-clock model on a single chain. Similarly to what can be done in 2D \([3, 20, 33]\), we associate to each plaquette of the LGT a site of the chain of the clock model, in such a way that the gauge-invariant magnetic operator \( U \) is mapped into the single-body operator \( X \). The duality transformation is defined through the following steps. First, the electric operators \( V^\uparrow/V^\downarrow \) on the top/bottom links \( \ell^\uparrow/\ell^\downarrow \) have a different role when compared with the links between two plaquettes. Also, the electric operators \( V^\uparrow/V^\downarrow \) on the top/bottom links \( \ell^\uparrow/\ell^\downarrow \) have to be treated separately because they have different commutation relations with the plaquette operators \( U \equiv U_i^\uparrow U_i^{0\dagger} (U_i^{0\dagger})^\uparrow (U_i^\dagger)^0 \).

\[
U_i V_i^\dagger = \omega V_i^\dagger U_i, \quad U_i V_i^\uparrow = \omega^{-1} V_i^\uparrow U_i. \tag{10}
\]

The duality transformation is defined through the following steps. First, the electric field on a vertical link \( \ell^0 \) is mapped to \( Z_{i-1}^\dagger Z_i \), as it is the result of the difference of the magnetic states of the two adjacent plaquettes. This can be verified, since from the definition of the plaquette operator \( U \) we get

\[
V_i^0 U_i = \omega^{-1} U_i V_i^0, \quad V_i^0 U_{i-1} = \omega U_{i-1} V_i^0,
\]

therefore the maps

\[
U_i \rightarrow X_i, \quad V_i^0 \rightarrow Z_i^\dagger Z_{i-1}, \tag{11}
\]

conservate the commutation relations of \( U_i \) and \( V_i^0 \). Notice that, since from (5) we have

\[
\prod_i G_i^\dagger |\psi_{\text{phys}}\rangle = \prod_i V_i^0 |\psi_{\text{phys}}\rangle = |\psi_{\text{phys}}\rangle, \tag{12}
\]

we expect that, after the duality, the product of all \( V_i^0 \) is mapped to the identity, as it is from (11). This works as a check of consistency for the duality map.

Second, we consider \( V_i^\dagger \) and \( V_i^\uparrow \), that commute with \( V_i^0 \) while satisfy relations (10) with respect to \( U_i \). This allows us to assume:

\[
V_i^\dagger \rightarrow c_i^\dagger Z_i, \quad V_i^\uparrow \rightarrow c_i^\uparrow Z_i, \tag{13}
\]

where \( c_i^\dagger \) and \( c_i^\uparrow \) are complex numbers, with \(|c_i^\dagger| = |c_i^\uparrow| = 1\) to guarantee unitarity. To further constraint the value of these coefficients, we have to impose that the Gauss constraints (5) become the identity: \( G_i^\dagger \rightarrow 1 \) and \( G_i^\uparrow \rightarrow 1 \) for all \( i \). Since:

\[
G_i^\dagger \rightarrow (c_i^\dagger Z_i^\dagger)(c_{i-1}^\dagger Z_{i-1}^\dagger)(Z_i^\dagger Z_{i-1}) = c_i^\dagger (c_{i-1}^\dagger)^*,
\]

we find that \([34]\)

\[
c_i^\dagger = c_i^\uparrow, \quad c_i^\dagger = c_i^\dagger, \quad \forall i. \tag{15}
\]

for the following reason. Given that all \(|c_i| = 1\), the condition \( c_i (c_{i-1})^* = 1 \) from (14) is equivalent to \( c_i = c_{i-1} \), which has to be true for all \( i \).

Finally, since the superselection sectors are identified by the eigenvalue of the operator \( S \) in (7), whose eigenvalues are simply \( \omega^k \), for \( k = 0, \ldots, N-1 \), we get

\[
S \mapsto (c_i Z_i^\dagger)(c_i Z_i) = c_i c_i^\dagger = \omega^k. \tag{16}
\]

This allows us to fix these coefficients as follows:

\[
c_i^\dagger = 1, \quad c_i^\uparrow = \omega^k. \tag{17}
\]

We stress that this freedom of choice for the coefficients \( c^\dagger \) and \( c^\uparrow \) is due to the global \( Z_N \) of the system, not an effect of the already resolved gauge symmetry.

In summary, the duality mapping for the superselection sector \( \omega^k \) of the \( Z_N \) LGT on a ladder reads as:

\[
U_i \rightarrow X_i, \quad V_i^0 \rightarrow Z_{i-1}^\dagger Z_i, \quad V_i^\dagger \rightarrow Z_i^\dagger, \quad V_i^\uparrow \rightarrow \omega^k Z_i, \tag{18}
\]

A sketch of this duality is given in Fig. 2. The transformed Hamiltonian is:

\[
H_{\text{lad}}(\lambda) \mapsto \lambda H_N(\lambda^{-1}) \tag{19}
\]

where

\[
H_N(\lambda^{-1}) = -\sum_i \left( Z_{i-1}^\dagger Z_i + \frac{1}{\lambda} X_i + (1 + \omega^k) Z_i + \text{h.c.} \right). \tag{20}
\]

The novelty of (20) is the appearance of a \textit{longitudinal field} term, with a coupling \((1 + \omega^n)\) that depends explicitly on the superselection sector \( n \). Notice that when \( N \) is even, the longitudinal field is zero for \( n = N/2 \). This simple fact makes it reasonable to think that different superselection sectors of the same ladder model can have drastically different phase diagrams.
FIG. 3. Duality between the states of a 2-chain and the states of a \( \mathbb{Z}_2 \) ladder LGT in the different sectors \( n = 0 \) (no non-contractible electric loop) and \( n = 1 \) (one non-contractible loop around the ladder). In the sector \( n = 0 \) it is evident that all the physical states contain closed electric loops. On the other hand, in the sector \( n = 1 \) the physical states are all the possible deformations of the electric string that goes around the ladder.

Let us remark that the complex coupling \((1 + \omega^n)\) does not make the Hamiltonian (20) necessarily chiral [35, 36]. In fact, one can get the real Hamiltonian

\[
H_N = H_p(1/\lambda) - 2 \cos \left( \frac{\pi n}{N} \right) \sum_i \left( Z_i + Z_i^\dagger \right)
\]

by absorbing the complex phase in the \( Z_i \)-operators, with the transformation \( Z_i \to w^{-n/2} Z_i \). This transformation globally rotates the eigenvalues of the \( Z_i \)-operators, while preserving the algebra relations. For \( n \) even, this is just a permutation of the eigenvalues, meaning that it does not affect the Hamiltonian spectrum. Instead, for \( n \) odd, up to a reorder, the eigenvalues are shifted by an angle \( \pi/N \), i.e. half the phase of \( \omega \). The energy contribution of the extra term in (21) depends on the real part of these eigenvalues and for \( n \) odd we obtain that the lowest energy state is no longer unique. In fact it is doubly degenerate. This means that for \( \lambda \to \infty \), where the extra term becomes dominant, we expect an ordered phase with a doubly degenerate ground state. Finally, one can prove that the sectors \( n \) and \( N-n \) are equivalent [37].

IV. NUMERICAL INVESTIGATIONS

We wish to investigate the presence of a deconfined-confined phase transition (DCPT) for a given \( \mathbb{Z}_N \) ladder LGT. In a pure gauge theory, these phases can be detected with the perimeter/area law for Wilson loops [1], which can be expressed as the products of magnetic operators over a given region. Unfortunately, in a ladder geometry there is not much difference between the area and the perimeter of a loop, since they both grow linearly in the size system \( L \).

Nonetheless, we expect a phase transition by varying \( \lambda \) [13, 15, 16] that can still be captured by an operator like \( W = \prod_{i \in \mathcal{R}} U_i \), the product of magnetic operators \( U \)'s over a (connected) region \( \mathcal{R} \). Indeed, when \( \lambda = 0 \), the Hamiltonian (6) is analogous to a Toric Code [32] which is known to be in a deconfined phase, where the (topologically distinct) ground states are obtained as uniform superpositions of the gauge-invariant states, i.e. closed electric loops. On these ground states \( \langle W_{\mathcal{R}} \rangle = 1 \), hence a value \( \langle W_{\mathcal{R}} \rangle \approx 1 \) signals a deconfined phase. On the other hand, when \( \lambda \to \infty \), the electric loops are suppressed, hence \( \langle W_{\mathcal{R}} \rangle \approx 0 \), signalling a confined phase.

In the dual clock model picture, the Wilson loop translates to a disorder operator [33], which means that a deconfined phase can be thought of as a paramagnetic (or disordered) phase, while the confined phase is like a ferromagnetic (or ordered) phase. Moreover, the longitudinal field breaks the \( N \)-fold symmetry of the ferromagnetic phase into a one-fold or two-fold degeneracy, depending on the superselection sector.

We first start by studying the \( \mathbb{Z}_N \) LGT on a ladder numerically through exact diagonalization, by evaluating the half-ladder Wilson loop, i.e.

\[
W = U_1 U_2 \cdots U_{L/2},
\]

on the ground state while working in the restricted physical Hilbert space \( H_{\text{phys}}^{(n)} (n = 0, \ldots, N-1) \), which has dimension \( N^L \), much smaller than \( N^{3L} \) (the dimension of the total Hilbert space). Then, we proceed to analyze some region of interest by means of DMRG [38], but on the corresponding dual clock model.

In the following, we will present the results for \( N = 2, 3 \) and 4, but before doing so we will discuss the implementation of the physical Hilbert space for the exact diagonalization.

A. Implementation of the Gauss Law

When considering a LGT, one would like to work within the physical subspace, which is obtained by imposing Gauss law at every site. A straightforward but inefficient method, in which one generates all the possible states and then filters out all the states that violate Gauss law, is not efficient, even for moderately small lattices. To better exemplify this, consider a \( \mathbb{Z}_2 \) theory on a \( L \times L \) periodic lattice, which have \( L^2 \) sites and \( 2L^2 \) links, and only \( 2^{L^2} \) physical states. There are therefore \( 2^{2L^2} \) possible states and for each one up to \( L^2 \) checks (one per site) has to be performed. As a result, the construction of the physical Hilbert space involves \( O(L^2 2^{2L^2}) \) operations in a search space of \( 2^{2L^2} \) objects for finding only \( 2^{L^2} \) elements. Here, we exploit the gauge-reducing duality map described in Sec. III for the ladder one, to devise an algorithmic procedure that generates physical configurations starting from the states of the dual clock model. This is not a search or pattern-matching algorithm and
gives a major speedup with respect to the direct method just described. A similar approach has been used in [39] for a $U(1)$ gauge theory, where however an overcomplete basis is found.

Given a $\mathbb{Z}_N$ LGT on a lattice of size $L \times L$, we consider the dual $N$-clock model on a similar lattice with $A = L^2$ sites. A basis for the Hilbert space of the clock-model is the set of states $|s_i\rangle \equiv |s_0 s_1 \cdots s_{A-1}\rangle$, with $s_i = 0, \ldots, N-1$. The corresponding gauge-invariant state in each superselection sector $\mathcal{H}_{\text{phys}}^{(n,m)}$ of the Hilbert space of the dual LGT model is given by:

$$|\{s_i\}\rangle \mapsto \prod_{i=0}^{A-1} U_i^{s_i} |\Omega_{(n,m)}\rangle,$$

where $U_i$ is the plaquette operator on the $i$-th plaquette and $|\Omega_{(m,n)}\rangle$ is the “Fock vacuum” of the $\mathcal{H}_{\text{phys}}^{(n,m)}$ subspace. Moreover, the “Fock vacuums” $|\Omega_{(n,m)}\rangle$ can be obtained as:

$$|\Omega_{(n,m)}\rangle = (\mathcal{W}_1)^n (\mathcal{W}_2)^m |\Omega_{(0,0)}\rangle,$$

where $|\Omega_{(0,0)}\rangle$ is the vacuum in the $(0,0)$-sector, i.e. the state $|000 \cdots 0\rangle$. For more details see Appendix A. In the case of a ladder geometry, where $m$ is always zero, we shorten the notation of the vacuum states to $|\Omega_n\rangle$.

Fig. 3 show some examples of physical states in different superselection sectors. Let us quantify the obtained speedup with this method. In the case of a $\mathbb{Z}_2$ theory on a square lattice $L \times L$ there are $2^{L^2}$ possible clock configurations. For each configuration, there are at most $L^2$ magnetic fluxes to apply. This translates into $O(L^2 2^{L^2})$ operations: notice that the exponent does not contains the factor 2 which is present in the direct but inefficient method, thus reducing the number of operations by an order of $O(2^{L^2})$. The procedure is generalizable for any $\mathbb{Z}_N$. This algorithm has been developed independently but similar techniques for different models can be found, for example, in [39].

### B. Exact diagonalization for $N = 2$

As a warm up, we consider the $\mathbb{Z}_2$ ladder LGT, with lengths $L = 10, 12, \ldots, 18$. This model is equivalent to a $p = 2$ clock model, which is just the quantum Ising...
the gauge-reduction can be written as \( W \) in (20) for \( N = 2 \) and \( n = 1 \). This model is self-dual under the following Kramer-Wannier transformation:

\[
X_i \mapsto Z_i Z_{i+1} \quad Z_{i-1} Z_i \mapsto X_i. \tag{25}
\]

Note that \( Z = Z^\dagger \) and \( X = X^\dagger \) for \( N = 2 \). With the above map we obtain

\[
\lambda H_{N=2}(\lambda^{-1}) \mapsto H_{N=2}(\lambda),
\]

where now the coupling \( \lambda \) acts as a transverse field, hence for \( \lambda < 1 \) we have a ferromagnetic phase signaled by the magnetization \( M = \sum_i \langle Z_i \rangle / L \).

Furthermore, the half-ladder Wilson loop (22) after the gauge-reduction can be written as \( W = \prod_{i=1}^{L/2} X_i \), which under the map (25) becomes

\[
W = Z_1 Z_{1+L/2}. \tag{26}
\]

Such correlator in the limit of large \( L \) reduces to the magnetization squared:

\[
\langle W \rangle \sim \langle Z \rangle^2 = M^2 \quad \text{for} \quad L \gg 1.
\]

Thanks to the Onsager formula, we have a closed analytical expression for the magnetization, which in the one-dimensional quantum Ising model translates to \[44\]

\[
M \sim (1 - \lambda^2)^{1/8},
\]

therefore in the limit of large \( L \) we have

\[
\langle W \rangle \sim (1 - \lambda^2)^{1/4}. \tag{27}
\]

This curve is shown in the lower panel of Fig. 4a (dotted line) to compare it with the numerical results. Close to the phase transitions (\( \lambda = 1 \)) the numerical data suffers from strong finite-size corrections, while they are in good agreement with the theoretical result in the region where \( \lambda \) is small and we are deep inside the deconfined phase.

We can further characterize the phases of the two sectors by looking at the structure of the ground state, for \( \lambda < 1 \) and \( \lambda > 1 \), which is possible thanks to the exact diagonalization (see Appendix B). In particular, in the deconfined phase of the sector \( n = 1 \), the ground state is a superposition of the deformations of the non-contractible electric string that makes the \( n = 1 \) vacuum \( |\Omega_1\rangle \). For this reason, this phase can be thought as a kink condensate [33] (which is equivalent to a paramagnetic phase), where each kink corresponds to a deformation of the string. Instead, for \( \lambda > 1 \), where we have confinement (as in the \( n = 0 \) sector), the ground state is essentially a product state, akin to a ferromagnetic state.

### C. Exact diagonalization for \( N = 3 \)

The \( Z_3 \) LGT is studied for lengths \( L = 7, 9, 11 \) and 13. This model can be mapped to a 3-clock model, which is equivalent to a 3-state quantum Potts model, with a longitudinal field present in all sectors, as one can see from (21). This field is expected to disrupt any ordered state in the \( X \)-basis, hence any deconfined phase in the gauge model. Thus it is not possible to observe a phase transition, as confirmed by the behaviour of the half-ladder Wilson loops in Fig. 4b. As expected, all the sectors present a deconfined point at \( \lambda = 0 \).

In the case \( n = 0 \), for \( \lambda > 0 \) we recognize a quick transition to a confined phase, similar to what happens in [19]. While for \( n = 1 \) and 2 (which are equivalent), the model exhibits a smoother crossover to an ordered phase characterized by a doubly-degenerate ground state, for \( \lambda > 1 \). In the crossover region the Wilson loops decrease much slower with respect to the \( n = 0 \) sector. This could point to a new phenomenology that appears in the sectors \( n = 1, 2 \). A more detailed analysis of this crossover region can be found in Sec. IV E. Notice that, as discussed above, the presence of the “skew” longitudinal field breaks the three-fold degeneracy, expected in an ordered phase of the 3-clock model, into a two-fold degeneracy only.

### D. Exact diagonalization for \( N = 4 \)

The \( Z_4 \) ladder LGT have four superselection sectors. The behaviour of half-ladder Wilson loops as function of \( \lambda \) is shown in Fig. 4c. As in the previous models, for \( n = 0 \) we see a deconfined point at \( \lambda = 0 \), followed by a sharp transition to a confined phase. The sector \( n = 2 \), which has no longitudinal field, is the only one to present a clear DCPT for \( \lambda \approx 1 \), as it is expected from the fact that the 4-clock model is equivalent to two decoupled Ising chains [23].

In the two equivalent sectors \( n = 1 \) and 3, where the longitudinal field coupling is complex, the Wilson loop shows a peculiar behaviour, at least for the largest size \( (L = 10) \) of the chain: it decreases fast as soon \( \lambda > 0 \), to stabilize to a finite value in the region \( 0.5 \lesssim \lambda \lesssim 1 \), before decreasing to zero. As for the \( N = 4 \) case, we present a deeper analysis of this situation in Sec. IV E.
For $$\lambda \gtrsim 1$$, the system enters a confined phase with a double degenerate ground state, as for the $$\mathbb{Z}_3$$ model.

### E. DMRG analysis of the crossover region

In this section we further analyze the crossover regions and the possible transition point that appears in the $$N = 3$$ and $$N = 4$$ cases. In particular, we focus on the following cases: (i) $$N = 3$$ sector $$n = 1$$; (ii) $$N = 4$$ sector $$n = 1$$. We chose to do so by directly studying the dual clock model with DMRG techniques, which allow us to access much larger lattice sizes. The results obtained with exact diagonalization on the ladder gauge theory all confirm the duality discussed in Sec. III, henceforth we no longer feel the need to study the gauge model instead. For the DMRG simulations we used open boundary conditions, a maximum bond dimension $$\chi = 800$$, and a cutoff of $$10^{-10}$$. Additionally, in order to avoid finite-size effects, all the expectation values have been computed on the ground state in the bulk of the system. Due to the lack of conserved quantum numbers, the DMRG algorithm can end up in any of the two cases randomly for each run.

First of all, we confirm that for large $$\lambda$$ we have a doubly degenerate ordered phase by looking at Figs. 5a and 6a. They show, respectively for $$N = 3$$ and $$N = 4$$, the energy gaps of the first and second excited levels, with respect to the ground state energy $$E_0$$. In both cases, $$E_1 - E_0$$ goes to zero for large $$\lambda$$.

Furthermore, in the crossover region of Figs. 4b and 4c we notice a small bump, even though the lattice size is quite small. These bumps become more evident for larger $$L$$, as it can be seen in Figs. 5b and 6b. But some rough finite-size scaling shows that the maxima of the bumps do not reach a positive non-zero value in the limit $$L \to \infty$$. In order to reach a more definite answer, simulations of much larger scales is necessary, as the results presented here are just qualitative. We speculate that the origin of these bumps is due to the transition to the doubly degenerate ordered phase.

Since we have an ordered phase for large $$\lambda$$, we expect a non-zero value of the magnetization. Therefore, we computed the expectation value of $$(Z + Z^\dagger)/2$$ as a function of $$\lambda$$ and the result is shown in Fig. 5c for $$N = 3$$, and in Fig. 6c for $$N = 4$$. The remarkable feature of this magnetization is that a bifurcation arises in both cases. For $$N = 3$$ it appears around $$0.87 \lesssim \lambda \lesssim 0.92$$, while for $$N = 4$$ it is around $$1.0 \lesssim \lambda \lesssim 1.1$$. The origin of this bifurcation is explained by the doubly degenerate ground states, each with a different value of the magnetization. Due to the lack of conserved quantum numbers, the DMRG algorithm can end up in any of the two cases randomly for each run. The two degenerate ground states can be easily described. They have to be ferromagnetic states, due to the minus sign in front of $$Z^\dagger Z$$ in (20), which means all the sites have to be aligned along the same eigenvector in the $$Z$$-basis. Moreover, the two possible alignments are given by the highest weight eigenvectors of the longitudinal field $$(1 + \omega^n)Z + (1 + \omega^{-n})Z^\dagger$$. Then, the corresponding magnetization is just given by their eigenvalues with respect to $$(Z + Z^\dagger)/2$$. Let $$|s\rangle$$ be a ket in the $$Z$$-basis with eigenvalue $$\omega^n$$. With some simple algebra we find the following:

1. For $$N = 3$$ and $$n = 1$$ the highest weight eigenvec-
1. Energy gaps show a non-zero bump in the expectation value. We interpret this as a signal that, in this region, the numerics is strongly affected by the presence of low-energy disordered states, that are instead suppressed deeper in the confined region.

The same argument can be repeated for $N = 4$, the only noticeable difference is a clear plateau of vanishing Wilson loop before the bifurcation. This means that the ground state is much closer to the superposition $(|0\cdots0angle + |3\cdots3angle)/\sqrt{2}$ in this case.

V. CONCLUSIONS AND OUTLOOKS

In this work, we proposed an exact gauge reducing duality transformation that maps the $\mathbb{Z}_N$ lattice gauge theory on a ladder onto a 1D $N$–clock model in a transversal field, coupled to a possibly complex longitudinal field which depends on the superselection sector.

This map allowed us to perform numerical simulations with an exact diagonalization algorithm with sizes up to $L = 18, 13, 10$ for $N = 2, 3, 4$ respectively. To study the phases of the model and a possible DCPT point, we calculated the Wilson loops in the different superselection sectors. For $N$ even and $n = N/2$ we obtain a DCPT point; for $n = 0$ and any $N$ we are always in a confined phase when $\lambda \neq 0$; while we find an unusual behaviour in the other cases ($N = 3$ with $n = 1, 2$ and $N = 4$ with $n = 1, 3$). In particular, the case of $n = 1$ for $N = 3, 4$ have been further analyzed using DMRG techniques and the results suggest the emergence of a phase that cannot be properly called paramagnetic.

We have shown that the phase diagram of these gauge
models depends heavily on the superselection sectors. Such sectors exist only with periodic boundary conditions but one can obtain a similar setup with open boundary conditions instead. It is sufficient to fix the electric flux at the ends of the ladder, which will be effectively equivalent at looking at the bulk of the periodic lattice. Therefore, boundary conditions play a key role in the phenomenology of these models.

The results presented here regarding the odd sectors are just qualitative and they deserve a proper analysis, that we plan to do in the future. Another possible direction for future work is the inclusion of matter (static or dynamical) in these gauge models, and how they affect the correspondence with quantum clock models.
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Appendix A: Review of two-dimensional LGTs and the Toric Code

In this appendix we review some aspects of LGTs in two dimensions. For a more general review we suggest [13, 32].

For a discrete group like \( \mathbb{Z}_N \), the notion of infinitesimal generators loses any meaning and we are led to directly consider, for each link \( \ell \in \mathbb{L} \), two unitary operators \( V_\ell, U_\ell \), such that [27, 49]

\[
V_\ell U_\ell V_\ell^\dagger = e^{2\pi i/N} U_\ell, \quad U_\ell^N = 1_N, \quad V_\ell^N = 1_N, \quad (A1)
\]

while on different links they commute. Thus, by representing \( \mathbb{Z}_N \) with the set of the \( N \) roots of unity \( e^{2\pi i k/N} \) (\( k = 1, \cdots, N \)), commonly referred to as the discretized circle, we see that \( V_\ell \) plays the role of a “position operator” on the discretized circle, while \( U_\ell \) that of a “momentum operator”.

These algebraic relations admit a faithful finite-dimensional representation of dimension \( N \) [31], for any integer \( N \), which is obtained as follows. To each link \( \ell \), we can associate an \( N \)-dimensional Hilbert space \( \mathcal{H}_\ell \) generated by an orthonormal basis \( \{ |v_{k,\ell} \rangle \} \) (\( k = 1, \ldots, N \)), called the electric basis, that diagonalizes \( V_\ell \). With this choice, we can promptly write the actions of \( U_\ell \) and \( V_\ell \):

\[
U |v_{k,\ell} \rangle = |v_{k+1,\ell} \rangle, \quad U |v_{N,\ell} \rangle = |v_{1,\ell} \rangle \\
U^\dagger |v_{k,\ell} \rangle = |v_{k-1,\ell} \rangle, \quad U^\dagger |v_{1,\ell} \rangle = |v_{N,\ell} \rangle \quad (A2) \\
V |v_{k,\ell} \rangle = \omega^k |v_{k,\ell} \rangle, \quad V^\dagger |v_{k,\ell} \rangle = \omega^{-k} |v_{k,\ell} \rangle ,
\]

where \( \omega = e^{2\pi i/N} \) and \( k = 0, \ldots, N-1 \). We choose to work in this particular basis and the various \( k \) can be interpreted as the quantized values of the electric field on the links.

1. Gauge invariance and physical states

Gauge transformations act on vector potentials while preserving the electric field. In the case of a discrete symmetry, a gauge transformation at a site \( x \in \mathbb{L} \) is a product of \( V \)’s (and \( V^\dagger \)’s) defined on the links which comes out (and enters) the vertex. More specifically, for a two dimensional lattice, if the link \( \ell \) at site \( x \) is oriented in the positive direction, i.e. either \((x, +1)\) or \((x, +2)\), then \( V \) is used, otherwise \( V^\dagger \). Thus, the single local gauge transformation at the site \( x \) is enforced by the operator:

\[
G_x = V_{(x,1)} V_{(x,2)} V^\dagger_{(x,-1)} V^\dagger_{(x,-2)}, \quad (A3)
\]

as shown in the left part of in Fig. 7.

The total Hilbert space \( \mathcal{H}^{\text{tot}} \) is given by the \( \otimes \mathcal{H}_\ell \). A state of the whole lattice \( |\Psi_{\text{ph}}\rangle \in \mathcal{H}^{\text{tot}} \) is said to be physical if it is a gauge-invariant state:

\[
G_x |\Psi_{\text{ph}}\rangle = |\Psi_{\text{ph}}\rangle, \quad \forall x \in \mathbb{L} \quad (A4)
\]

This condition can be translated into a constraint on the eigenvalues \( v_{(x,\pm i)} = \omega^{k_{(x,\pm i)}} \) of the operators \( V_\ell \) on the links \( \ell = (x, \pm i) \) of the vertex \( x \):

\[
v_{(x,1)} v^*_{(x,2)} v^*_{(x,-1)} v_{(x,-2)} = 1, \quad (A5)
\]

or, because of (A2):

\[
\sum_{i=1,2} (k_{(x,i)} - k_{(x,-i)}) = 0 \mod N. \quad (A6)
\]

Given the fact that the \( k \)'s in (A1) represent the values of the electric field, one can see that (A6) can be interpreted as a discretized version of the Gauss law \( \nabla \cdot \vec{E} = 0 \) in two dimensions, for a pure gauge theory where there are no electric charges.

One can see that the electric operators \( V_\ell \) and the plaquette operators

\[
U^{\Box} = U_{(x,1)} U_{(x+1,2)} U^\dagger_{(x+1+2,-1)} U^\dagger_{(x+2,-2)}. \quad (A7)
\]

are gauge invariant. Then, the Hamiltonian of the model can be written as

\[
H_{Z_N}(\lambda) = -\sum \Box U^{\Box} - \lambda \sum \ell V_\ell + \text{h.c.} \quad (A8)
\]
in a similar fashion to (A9) (shown in red in Fig. 8).

These two classes of non-local operators resemble the same operators of the Toric Code [32], that distinguish the degenerate ground states. One key difference here is that the operators \( \overline{W}_i \) do not commute with the Hamiltonian \( H^{\text{phys}} \), which contains an electric field term. Thus, unlike the Toric Code, we no longer have degenerate ground states when \( \lambda \neq 0 \). But we can still use the \( \overline{S}_i \) operators to decompose the Hilbert space \( \mathcal{H}_{\text{phys}} \), since they still commute with all the \( \text{local operators} \) \( U_\square \) and \( V_i \) (thus also with \( H^{\text{phys}} \)). Now one can see that the operator \( \overline{S}_i \) \( (i = 1, 2) \) of (A10) has \( N \) eigenvalues \( \omega^n \), with \( n = 1, \ldots, N - 1 \). Hence, one can decompose \( \mathcal{H}_{\text{phys}} \) as sum of superselection sectors

\[
\mathcal{H}_{\text{phys}} = \bigoplus_{n=0}^{N-1} \mathcal{H}^{(n,m)}_{\text{phys}},
\]

where for each \( |\phi\rangle \in \mathcal{H}^{(n,m)}_{\text{phys}} \) we have:

\[
\overline{S}_1 |\phi\rangle = \omega^n |\phi\rangle, \quad \overline{S}_2 |\phi\rangle = \omega^m |\phi\rangle.
\]

Let us consider now the role of the Wilson loops \( \overline{W}_i \). One can see that:

\[
\overline{W}_2 \overline{S}_1 = \omega \overline{S}_1 \overline{W}_2, \quad \overline{W}_1 \overline{S}_2 = \omega \overline{S}_2 \overline{W}_1.
\]

It follows that \( \overline{W}_{1,2} \) acts as a shift operator for the eigenspaces of \( \overline{S}_{2,1} \):

\[
\overline{W}_1 : \mathcal{H}^{(n,m)}_{\text{phys}} \rightarrow \mathcal{H}^{(n+1,m)}_{\text{phys}}, \quad \overline{W}_2 : \mathcal{H}^{(n,m)}_{\text{phys}} \rightarrow \mathcal{H}^{(n,m+1)}_{\text{phys}},
\]

where the integers \( n + 1 \) and \( m + 1 \) have to be taken mod \( N \).

From a physical point of view, the Wilson loops operators \( \overline{W}_1 \) and \( \overline{W}_2 \) create non-contractible electric loops around the lattice, while the \( \prime \) Hooft strings \( \overline{S}_2 \) and \( \overline{S}_1 \) detect the presence and the strength of these electric loops. Therefore, it is clear that the Hilbert subspace \( \mathcal{H}^{(n,m)}_{\text{phys}} \) is the subspace of all the states that contains an electric loop of strength \( \omega^n \) and \( \omega^m \) along the \( \hat{1} \) and \( \hat{2} \) direction, respectively. Furthermore, the evolution of a state in \( \mathcal{H}^{(n,m)}_{\text{phys}} \) with the Hamiltonian in \( \text{(A8)} \) is confined in \( \mathcal{H}^{(n,m)}_{\text{phys}} \).

Appendix B: Distribution of the amplitudes in the ground state

In the \( N = 2 \) case, we further differentiate the phase diagrams of the two sectors by looking at the ground state amplitudes distribution, for \( \lambda < 1 \) and \( \lambda > 1 \). The ground state can be written as a superposition of the gauge invariant states of \( \mathcal{H}_{\text{phys}} \) in the given sector

\[
|\Psi_{\text{g.s.}}\rangle = \sum_n c_n |n\rangle.
\]
The basis $|n\rangle$ and the amplitudes $c_n$ are sorted in a decreasing order with respect to their modulus. The first state of the list, with amplitude $c_1$, is always the Fock vacua $|\Omega_n\rangle$ of the sector $n$, hence we consider the distribution of the ratios $|c_n/c_1|$, which are plotted in Fig. 9–10 for $\lambda = 0.1$ and $\lambda = 1.5$, respectively.

The most interesting one is at $\lambda = 0.1$ in Fig. 9, where the difference between the deconfined phase in the sector $n = 1$ and the confined one in the sector $n = 0$ can be seen. In particular, in the sector $n = 1$ the ground state is a superposition of deformations of the non-contractible electric loop (that makes the Fock vacuum). For this reason, the ground state can be thought as a kink condensate [33] (which is a paramagnetic state), where each kink corresponds to a deformation of the electric loop. This behaviour differs from the confined state of the sector $n = 0$, where most of the contributions to the ground state come from states with small electric loops. In other words, the creation of magnetic fluxes is suppressed. The peculiar behaviour of the sector $n = 1$ is due to the fact that the energy contributions depend only on the domain walls between two plaquettes with different flux content. While in the sector $n = 0$ we also receive energy contributions from the presence of the fluxes themselves.

Meanwhile, for $\lambda > 1$, where we have confinement in both sectors, the ground state is essentially a product state, akin to a ferromagnetic state, like is shown in Fig. 10.
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