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ABSTRACT Telecommunication carriers of 5G-MEC are re-architecting their central offices and mobile base stations as datacenters with network function virtualization (NFV) technology. These datacenters (DCs) are known as edge datacenters that help network operators speed deployment and reduce costs. Previously, the use of NFV was limited to within a datacenter (DC) known as intra-DC. Recently, many studies have been conducted into the use of NFV across DCs, i.e., inter-DC. However, these NFV inter-DC architectures have limited communication between DCs with either horizontal or vertical connectivity. In this paper, we propose a generic architecture of such edge NFV datacenters with both horizontal and vertical connectivity, and demonstrate the consequences of both vertical and horizontal connectivity between DCs in terms of communication and computing costs. We formulate a cost optimization problem with latency and capacity as constraints by estimating the traffic dispatch rate between DCs. We propose a vertical-horizontal communication (VHC) heuristic solution to the NP-hard problem. Compared to horizontal connectivity, our results show that vertical connectivity helps to reduce computing costs by 10-30%. However, both vertical and horizontal communications together can help to reduce such costs by 20-30% compared to only vertical communication.

INDEX TERMS Inter-DC connectivity, VNF placement, service chaining, communication, computing.

I. INTRODUCTION

Network function virtualization (NFV) [1] is a new alternative technology in the revolution of the communication network that has emerged as an appealing solution to transform dedicated hardware implementations to software instances running in a virtualized environment. In NFV, a requested service is implemented by a sequence of Virtual Network Functions (VNF) that can run on generic servers by leveraging virtualization technology. These VNFs are pitched with a predefined order. This is also known as Service Function Chaining (SFC) [2]. NFV is being adopted by telecommunication service providers (TSPs) to avoid the problems caused by the application of traditional techniques over the years. NFV brings flexibility, easy deployment, dynamic adjustment on demand, and easy and faster upgradation [4]. NFV offers a new way to design, deploy, and manage networking services by decoupling the network functions, such as network address translation, firewalls, intrusion detection, domain name service, etc., from dedicated hardware devices so they can run in software [1], [3]. Hence, TSPs such as AT&T are re-architecting their central offices as datacenters, popularly known as CORD (Central Office Re-architected as a Datacenter) [5], [6]. To improve the user-perceived service response time in 5G-MEC [7] architecture and deliver faster services, service providers are upgrading their base stations (BS) to NFV-enabled datacenters [8]. These NFV-enabled central offices and base stations are called edge datacenters.
(EDC) [9]. Such NFV datacenters with software defined networking (SDN) help service providers speed up deployment and reduce costs [10].

Over the past few years, some research has been conducted on the integration of NFV and service chaining in datacenters [11], [12]. However, such integration of NFV is limited to within a datacenter, i.e., intra-DC [13]. When the communication takes place between two virtual machines (VMs) in the same or different servers but in the same DC we called it intra-DC communication. However, if two VMs in two different servers and those two servers are in different DCs we called it inter-DC communication. In recent years, a few published research papers have extended NFV across the datacenters, i.e., inter-DC [14]. Such inter-DC architectures focus on either horizontal [15] or vertical communication [14], [16].

In a multi-tier topology, the communication between two sibling is called horizontal communication (example: communication between node 2.1 and node 2.2 in Figure 1) whereas the communication between parent and child is called vertical communication (example: communication between node 2.1 and node 3.1 in Figure 1). However, in a single-tier topology, the communication is horizontal by default. The connectivity of DCs depends on various factors, such as the number of DCs, their location, capital expenditure, and so on. Similarly, the number of DCs also plays a significant role in the selection of particular connectivity architecture.

In the USA a service provider like AT&T has about 4700 central offices [5], while in Taiwan, a service provider like Chungwa Telecom has only about 450. India, which is the second largest telecom subscriber, has around 1.1 million base stations that provide 86% of the coverage for the total population [18]. To date, there are two ways to connect these edge NFV datacenters (NFV-enabled CO and BS): a horizontal (i.e., between the DCs that are connected to its siblings) or a vertical connection (i.e., where the DCs are connected to both parent and child DCs). However, there is an alternative connection, the combination of both horizontal and vertical connections, where the DCs can be connected to parent, child, and sibling DCs. The detailed architecture of this NFV inter-DC connectivity is discussed in Section II-A.

In NFV, a VNF runs as a virtual machine (VM) on a physical device of the DC to continuously serve packets belonging to one or more flows. By doing this, the computing cost is reduced when a single VNF is shared between different flows, reducing the number of active VMs. However, in inter-DC architecture, communication costs are still an issue. Although the intra-DC communication delay can be neglected (as it is relatively very low compared to the inter-DC communication delay [17]), as well as the communication costs within the datacenter [11], [23], however, in inter-DC, the distance between DCs and the location of the DCs will affect the inter-DC communication cost [19]. Communication costs depend mostly on the flow, its size, which and how many DCs it is traveling between. Again, the path of the flow depends on the service chain demand of the flow and available VNFs of the DCs. While adopting certain connectivity for these NFV-DCs, a few questions arise immediately:

1) Which connectivity helps more—vertical or horizontal?
2) Which capacity helps more on inter-DC architecture—the communication capacity between DCs, or computing capacity within a DC?
3) Does higher inter-DC communication capacity help reduce the required computing capacity?

In this paper, we attempt to solve these issues. This novel contribution can be summarized as

1) First, we propose a generic inter-DC architecture, which can have one or multiple tiers. Each DC may have vertical and horizontal connectivity.
2) Second, we design a model to estimate the inter-DC traffic rate and formulate an optimization problem to minimize the cost of the network with capacity and delay as the constraints.
3) We propose a heuristic algorithm for the inter-DC network communication. By a MATLAB experiment, we demonstrate the performance of different types of networks.

The remainder of the paper is organized as follows. In Section II, we discuss inter-DC architecture and related works. We discuss system models and formulate optimization problems in Section III. A heuristic solution is presented in Section IV, and in Section V, we analyze the results, and draw conclusions in Section VI.

II. BACKGROUND

In this section, we first discuss possible inter-DC network topologies and their properties. In the second part, we will discuss work related to our paper.

A. GENERIC INTER-DC ARCHITECTURE

For communication between DCs, connectivity is a key factor [20], [21]. This connectivity can be either horizontal (i.e., between siblings) or vertical/hierarchical (i.e., between parent and child), or both. Again, in hierarchical connectivity, a parent DC may have multiple child DCs and a child DC can have multiple parents. Taking these factors into account, we have considered five different topologies such as the partial mesh (M), tree (T), fat-tree (FT) [22], tree with partial mesh (TwM), and fat-tree with partial mesh (FTwM) that demonstrate the degree of DC connectivity (There are two kinds of degree of connectivity: (1) The horizontal degree of connectivity defines a node horizontally and directly connected to how many of its siblings (2) The vertical degree of connectivity means a node vertically and directly connected to how many of its parent nodes.) in all possible scenarios. Of these topologies, the tree topology is used in [14] and partial mesh topology is used in [15] for datacenter connectivity. Again, the type of connectivity of the datacenters also influences the single point of failure problem of the network. If the connectivity topology is a single parent topology like tree topology or TwM topology, the single point failure is
TABLE 1. Degree of connectivity of datacenters.

| Topology            | Degree of Connectivity (horizontal) | Degree of Connectivity (vertical) |
|---------------------|-------------------------------------|----------------------------------|
| Tree                | 0                                   | 1                                |
| Fat-tree            | 0                                   | Multiple                         |
| Partial mesh        | Multiple                            | 0                                |
| Tree w/ partial mesh| Multiple                            | 1                                |
| Fat-tree w/ partial mesh | Multiple                  | Multiple                         |

FIGURE 1. Multi-tier tree with partial mesh inter-DC architecture.

obvious. The single point failure possibility of the partial mesh topology is purely depending on the connectivity of the nodes. However, in topologies like FT topology or FTwM topology, where we have multiple path connectivity due to multiple parents, the single point failure problem is very rare. Table 1 shows the degree of horizontal and vertical connectivity of DCs for the different topologies. In the partial mesh topology, all DCs are in one tier and are connected horizontally in an arbitrary manner without any predefined structure. The tree (T), fat-tree (FT), tree with partial mesh (TwM), and fat-tree with partial mesh (FTwM) topologies are multi-tier structures. In these multi-tier topologies, the tier-1 nodes represent the NFV-enabled base stations and tier-2 nodes represent the CORD; each CORD has multiple base stations. For example, as shown in Figure 1, the base stations i.e., tier-1 nodes which are directly connected to the node in tier-2 are under that CORD. Other top-tier nodes are NFV DCs that establish the connection between these edge DCs. The T and FT connect vertically, whereas, TwM and FTwM connect both vertically and horizontally. In T and TwM, each child will have a single parent, whereas, in FT and FTwM, a child may have multiple parents. In TwM and FTwM, siblings of the same parents are connected horizontally. In this paper, we have considered that sibling nodes are connected horizontally in tier-1 in TwM and FTwM and in tier-2 in TwM. An example of TwM topology is shown in Figure 1.

B. RELATED WORKS

1) INTRA-DC

A survey of the literature revealed that several works have reported on intra-DC network architecture [11]–[13], [23]–[26] and addressed different optimization issues separately. The service chain composition problem in NFV networks was discussed by D’Oro et al. in [23]. They proposed a distributed and privacy-preserving algorithm using the non-cooperative game theory in polynomial time. In [24], D’Oro et al. used the game theory to model for the interaction between a user’s demand and a server’s availability and response in which they focus on the distributed resource allocation and orchestration of a softwarized network. An Eigen-decomposition-based approach for the placement of network function chains was presented in [25]. Sun et al. in [26] proposed a reliability cost saving algorithm to condense the capital expenditures (CAPEX) and operational expenditures (OPEX) of telecommunication service providers, by reducing the reliability of the SFC deployments. In [12], Liu et al. discussed the optimal deployment of new service function chains and readjustment of the in-service chains dynamically. Bari et al. [13] solve the problem of determining the number of VNFs required and their placement to optimize operational expenses dynamically while adhering to service level agreements using an integer linear programming (ILP). Kar et al. proposed an \( m/m/c \) queuing model in [11] to dynamically optimize the energy consumption cost of the NFV datacenter network with the minimum capacity policy, where a certain amount of load is required to start the physical machine (PM), increasing the utilization of the PM, and avoiding frequent changes of the PM’s states. It uses VNF chaining to minimize energy consumption cost within a datacenter, where only computing cost is taken into consideration as the communication costs within a datacenter is minimal compared to computation costs. However, this paper focuses on the optimal deployment of service functions across datacenters to minimize the total cost, including both computation and communication costs.

2) INTER-DC

The service chaining across datacenter is still in its early stage. However, Gharbaoui et al., in [35] shows experimental validation of an orchestration system for geographically distributed Edge/NFV clouds, supporting end-to-end latency-aware and reliable network service chaining. To do the service changing across datacenters, they set up their experiment on top of the Fed4FIRE+ experimentation platform with three datacenters. VintPhy, a fully programmable NFV orchestration architecture for edge datacenters based on server-centric topologies, was discussed in [29]. It is mainly a distributed service function chaining scheme, which integrates NFV and SDN to benefit from the physical network topology and enable SFC in datacenter environments based on software switches. In [30], Chen et al. provided the first study on traffic dynamics among multiple
datacenters using the network traces collected at five major Yahoo! datacenters. The results show that Yahoo! employs a hierarchical way of deploying its datacenters. Yang et al. in [31] presented an optimal resource allocation method in an NFV-enabled Mobile Edge-Cloud environment. In this work, they addressed where and when to allocate the resources as well as how many resources could be allocated. A jointly optimized network delay and energy saving mechanism were studied in [32] and considered intra-and-inter datacenter VM placement issues. In this large-scale cloud system, they considered multiple medium-size DCs geographically distributed, connected via the backbone network. In [33], Bouet et al. considered a geo-clustering approach for mobile edge computing (MEC) resource optimization. In their paper, they presented a graph-based algorithm which enables identifying a section of MEC areas where traffic is consolidated at the edge of the MEC servers. Obadia et al. presented a novel game-theory approach for exploiting excessive resources, offering service function chains which point to a new business model and revenue opportunities for NFV operators in [34].

A low-cost VNF placement and the routing and spectrum assignment (RSA) on the multicast tree was discussed in [36], where both static network planning and dynamic network provisioning is addressed.

Gu et al. proposed a general model framework for inter-DC that describes the relationship of geo-distributed datacenters and formulate the communication cost minimization problem for big data stream processing (BDSP) in [19]. CARPO, a correlation aware power optimization scheme for datacenter networks was proposed by Wang et al. in [28], in which they dynamically consolidate traffic flows onto a small set of links and switches in a datacenter network and then shut down unused network devices for energy saving. Krishnaswamy et al. propose partitioning the VNF types according to their latency sensitivity [27] where the resources in the datacenters can be allocated hierarchically for NFV. In [14], Lin et al. propose hierarchical NFV/SDN-integrated architecture in which datacenters are organized into a multi-tree overlay network to collaboratively process user traffic flows. However, the results are yet to be optimized, and they have not considered inter-DC service chaining. The articles [14], [16] and [27] discuss layered architecture but only vertical connectivity, and not the horizontal connectivity issue. The major differences of this paper compared to the other work noted are:

1) First, all of the papers on inter-DC focus on either cost and latency or cost and capacity but not all three together, which is the key contribution of this paper.

2) Second, these papers address either communication cost or computing cost; however, in this paper, we address both the communication and computing costs.

3) Finally, these papers consider either horizontal or vertical connectivity, whereas in this paper, we are considering not only horizontal and vertical connectivity individually, but also vertical-horizontal connectivity by considering topologies like TwM and FTwM where a node can communicate to its parent, child, and sibling directly.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we develop our system model and state our objective. In Table 2, we list the variables used to estimate the traffic rate between the DCs, both within and across the tiers, and formulate an optimization problem to minimize the total cost, which includes the communication cost and computing cost. The mathematical modeling of the VNF placement across DCs is a complex task. In this paper, to simplify our formulation, we assumed the datacenters are single server datacenters.

A. SYSTEM MODEL

We consider a generic inter-EDC architecture composed of multi-tier topology where DCs may have zero-to-multiple degrees of connectivity, both horizontally and vertically. \( U_i \) denotes the set of DCs in tier-\( i \). \( u_{i,j} \) denotes the \( j \)-th DC in \( i \)-th tier, and \( \hat{\mu}_{i,j} \) is its capacity. \( \hat{U} \) denotes the set of DCs in tier-1 from where traffic originates and terminates. \( L \) denotes the set of links, and \( \hat{l}_{i,j,f} \) denotes the link between \( u_{i,j} \) and \( u_{i,f} \); if both ends of the links are in the same tier, then \( j \neq f \). The capacity of the link \( \hat{l}_{i,j,f} \) is denoted as \( \hat{\mu}_{i,j,f} \). We classify the DCs according to tiers, where tier-\( ip \) and tier-\( ic \) (i.e., tier-(\( i + 1 \)) and tier-(\( i - 1 \)) are the parent tier and child tier of tier-\( i \). \( \hat{l}_{i,j,f} \) stands for the links between DC \( u_{i,j} \) and DCs in tier-\( i \), tier-\( ip \), and tier-\( ic \), respectively, as shown in Figure 2. \( F \) and \( SC \) denote the set of network functions and service chains, respectively, and \( \mu^0_C \) is the capacity of \( f^0 \). If \(|F| = w\), and the length of a service chain is some integer between \([p, q]\), where \( q \geq p \), then theoretically
we can have |SC| = \frac{(q+1)(p-1)}{2} * n! number of service chains 1 (considering duplication of network functions in the service chains). The notation \( \lambda_{s,d,k,t} \) stands for the t-th flow with k-th service chain from s to d, the summation of all traffic with k-th service chain from s to d. The set of paths between two host DCs, s and d is denoted by \( P_{s,d} \), and \( P_{s,d,k} \) is the path of a flow with k-th service chain from DC s to DC d. The maximum tolerable latency of a flow with k-th service chain from s to d is presented by \( Y_{s,d,k} \), and \( Y_{s,d,k} \) is the latency of the link \( l_{i,j} \).

### B. EXAMPLE OF INTER-DC TRAFFIC FLOW

In this section, we will discuss the inter-DC traffic flow using one example. Figure 3 shows a 3-tier topology with 4 DCs in tier-1 and two DCs in tier-2 and tier-3 each. We have four flows i.e., \( \lambda_{b,c,1,1} \), \( \lambda_{b,c,1,2} \), \( \lambda_{a,d,2,1} \), \( \lambda_{a,d,2,2} \). The first two flows (i.e., \( \lambda_{b,c,1,1} \), \( \lambda_{b,c,1,2} \)) are from DC u_{1,2} to DC u_{1,3} and the last two flows (i.e., \( \lambda_{a,d,2,1} \), \( \lambda_{a,d,2,2} \)) are from DC u_{1,2} to DC u_{1,4}.

---

1 In theory, duplicating a service function (SF) so that it occurs more than once in a chain is possible. This is a case when Network Service Header (NSH) or Segment Routing (SR) is used as chaining methods. In SR, the Source Routing Header (SRH) contains a segment left index which is decremented each time we go through a SF. In NSH, the packet header is distributed in the Service Forward Function (of the switches), and the packet has a chain ID, and an index in its NSH header. So, in both cases, a SF can be hit several times, each one with a different index. Other service chaining methods or implementations may not support this capability though. For example, if service chaining is implemented by chaining the destination MAC address to be one of the next hops, then a SF cannot appear twice in the chain.
limitation in DC $u_{3,1}$, the flow $\lambda_{u,d,2,2}$ travels along the path $u_{1,1} \rightarrow u_{2,1} \rightarrow u_{3,2} \rightarrow u_{2,2} \rightarrow u_{1,4}$. Then the total traffic passing through link $l_{2,1,3,1}$ (i.e., from DC $u_{2,1}$ to DC $u_{3,1}$) is $\lambda_{b,c,1,1} + \lambda_{b,c,1,2} + \lambda_{a,d,2,1}$.

### C. INTER-DC TRAFFIC ESTIMATION

In this section, we estimate the traffic rate between the datacenters both within a tier and across the tiers. The total traffic arrival rate at the DC from all DCs in the tier-$i$, tier-$ip$ (i.e., the parent tier of tier-$i$ or tier-$(i + 1)$), and tier-$ic$ (i.e., the child tier of tier-$i$ or tier-$(i - 1)$) are presented in Equations (1), (2) and (3), respectively, as

$$
t_{ai,j} = \sum_{v_i \in_i \Delta_j} \sum_{v_i,d \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}, \tag{1}
$$

$$
t_{ap,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}, \tag{2}
$$

$$
t_{ac,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}. \tag{3}
$$

And the total traffic departure rate from the DC $u_{i,j}$ to all DCs in tier-$i$, tier-$ip$, and tier-$ic$ are presented in Equations (4), (5) and (6), respectively, as

$$
t_{di,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}, \tag{4}
$$

$$
t_{dp,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}, \tag{5}
$$

$$
t_{dc,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}. \tag{6}
$$

The aggregate traffic arrival rate ($t_{ai,j}$) at DC $u_{i,j}$ is the sum of the all incoming traffic to DC $u_{i,j}$ from all the DCs in tier-$i$, tier-$ip$, and tier-$ic$. By summing Equations (1), (2) and (3), we can estimate the aggregate traffic arrival rate at the DC $u_{i,j}$, shown in Equation (7) as

$$
t_{a i,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}. \tag{7}
$$

Similarly, Equation (8) gives the aggregate traffic departure rate ($t_{di,j}$) from DC $u_{i,j}$, which is sum of all departure traffics from DC $u_{i,j}$ to DCs in tier-$i$, tier-$ip$, and tier-$ic$ can be estimated by summing Equations (4), (5) and (6) as

$$
t_{d i,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}. \tag{8}
$$

The above traffic estimation is applicable when the DC $u_{i,j}$ is not a host datacenter which that means neither any traffic is initiated nor terminated in that datacenter. If DC $u_{i,j}$ is a host datacenter, then the aggregate arrival traffic with destination $u_{i,j}$ i.e., traffic terminate at DC $u_{i,j}$ ($t_{i,j}$) and the aggregate departure traffic with source DC $u_{i,j}$ i.e., traffic initiated from $u_{i,j}$ ($t_{i,j}$) can be estimated by Equations (9) and (10), respectively, as

$$
t_{i,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}, \tag{9}
$$

$$
t_{i,j} = \sum_{v_i \in_i,\Delta \in U} |SC| \sum_{l=0}^\tau g_{i,j,\Delta_k,1} \cdot \mu_{M,k,t}. \tag{10}
$$

Then the aggregate traffic departure rate from a host DC $u_{i,j}$ can be estimated as $t_{ai,j} + t_{i,j} - t_{di,j}$.

### D. OBJECTIVE FUNCTION AND CONSTRAINTS

In this section, we will use the notations given in Table 2 to formulate the optimization problem. In this problem, “by determining the computing capacity of the datacenters, communication capacity between DCs and traffic dispatch rate between DCs, our objective is to minimize the total cost in a generic inter-DC network, with given traffic arriving with a set of service chains in the given topology with deployed service functions, subject to constraints on the end-to-end delay.” Here, the total cost is the sum of computing cost and communication cost, i.e., $\pi = \pi_C + \pi_M$, where $\pi_C$ and $\pi_M$ are the computing cost and communication cost shown in Equations (11) and (12), respectively, as

$$
\pi_C = \sum_{i=1}^{H} \sum_{j \in U} |F| \cdot \sum_{n=1}^{C} g_{i,j,n} \cdot \mu_{C,n} + \pi_{ij} \cdot \delta_{C}, \tag{11}
$$

$$
\pi_M = \sum_{i=1}^{H} \sum_{j \in U} |F| \cdot \sum_{n=1}^{C} g_{i,j,n} \cdot \mu_{M,n} \cdot \delta_{M}. \tag{12}
$$

Our objective is to minimize $\pi$. The set of operational constraints to be noticed are

1. **Latency Constraint:** The inequality in Equation (13) ensures the total sum of latency of a flow along the path must be less than or equal to the maximum tolerable latency of the flow.

2. **Computing Capacity Constraint:** The inequality in Equation (14) ensures the total sum of VM capacities in a DC must be less than or equal to the maximum capacity of that DC.
3) Communication Capacity Constraint: The inequality in Equation (15) is the communication capacity constraint. It shows that the sum of flow capacities through a link should not exceed that link’s maximum capacity.

E. PROBLEM ANALYSIS

In this section, we will show that our proposed optimization problem can be NP-hard, by reducing the Network Testbed Mapping (NTM) problem [37], [38], (which is known to be NP-hard), to our problem in polynomial time. In the first step, we state the NTM problem. In the second step, we demonstrate that the NTM problem could be reduced to our problem.

1) Network Testbed Mapping (NTM) problem [38]: Given a network of switches, \(s_1, \ldots, s_n\) with capacities \(C_1, \ldots, C_n\) and inter-switch bandwidth capacities \(B_{1,1}, \ldots, B_{1,n}, B_{2,1}, \ldots, B_{m,n}\), and a test network of node \(N_1, \ldots, N_m\) with inter-node bandwidth requirements \(b_{1,1}, \ldots, b_{m,m}\). If there is an injective assignment \(A : N \rightarrow s\) such that:

\[
|A(u)| \leq C_i, \quad \forall i, \quad 1 \leq i \leq n, \quad (16)
\]

\[
\sum_{A(u) = 1, A(v) = j} b_{u,v} \leq B_{i,j}, \quad \forall i, j. \quad (17)
\]

The mapping that satisfies Equations (16) and (17) is feasible where the summation is taken over all \(A(u), A(v)\), satisfying the equalities.

2) NP-hard proof: Our problem has two parts: (1) The cost objective with latency and capacity constraints, and (2) Placement of VNF in the DCs to process the traffic with required service chains. The first part can be proved NP-hard as the capacitated set covering problem (CSCP) [39] is NP-hard. For the second part, if we map variables of the existing NTM NP-hard problem to the variables of our optimization problem, such as switches to Datacenters, switch capacities to Datacenter computing capacities, inter-switch bandwidth to inter-DC communication capacity, test network nodes to traffic with service chains, and inter-node bandwidth requirements to required capacity of traffic, we have:

\[
\begin{align*}
(s_1, \ldots, s_n) &\rightarrow (u_{i,j}, \ldots, u_{H,J}) \\
(C_1, \ldots, C_n) &\rightarrow \mu_C \\
(B_{1,1}, \ldots, B_{1,n}, B_{2,1}, \ldots, B_{m,n}) &\rightarrow \hat{\mu}_M \\
(N_1, \ldots, N_m) &\rightarrow \hat{\lambda}_{i,d,k} \\
(b_{1,1}, \ldots, b_{m,m}) &\rightarrow \mu_M
\end{align*}
\]

With definition 5 of [11] and Equation (18), we can map and reduce the NTM NP-hard problem to our optimization problem in polynomial time by polynomial-time mapping reductions method [42]. Hence, our optimization problem is NP-hard.

IV. HEURISTIC APPROACH

In this paper, as we are neglecting the communication delay within the datacenters, hence, all the physical machines in a datacenter assumed to be one PM and all the VMs in a DC can be considered to be in one server. In such a scenario, the VNF placement approach of the inter-DC is similar to the approach of VNF placement of intra-DC. An illustrative example of traffic flow and VNF placement within the intra-DC was presented in [11] where each node represents one PM. In this paper, we followed a similar placement approach discussed in [11], but here each node represents one datacenter. Therefore, we neglect the intra-DC communication cost but consider the inter-DC communication cost.

In this section, we propose a heuristic algorithm which we have termed as vertical-horizontal communication (VHC) algorithm (shown in Figure 4) for VNF placement in the inter-DC network for both single and multi-tier topologies. We follow the physical and virtual path mapping as described in [11] and used the \(^2\)Assign and \(^3\)Release operations for the placement of VNFs. Assign operation is used to assign a flow to the VM to process its packets and Release operation is used to release a flow from the VM when processing of all packets of the flow completed by the VM. The computing cost is estimated based on how long the VM remains active in packet

\(^2\)Definition 3 of [11].

\(^3\)Definition 4 of [11].
processing and processing capacity of the respective VNFs. However, the communication cost is estimated based on how many flows and of what capacity are transferred from one datacenter to another, and as the communication cost doubles from one tier to the next tier above. We apply another operation Zone, described in Definition 1, to classify the zone of each flow according to its source and destination datacenters. To estimate the zones of the traffics, in a multi-tier topology, we named the nodes in each tier sequentially and classified them into multiple groups where all siblings of the same parents are considered a group (e.g., tier-1 of Figure 1 has four groups). When a flow is initiated, based on its destination node, we confirm its destination group and estimate its zone.

Definition 1 (Zone): For a traffic \( \hat{\lambda}_{s,d,k} \) (source DC \( u_{1,s} \) and destination DC \( u_{1,d} \)), the DC \( u_{1,d} \) is in:

- [Zone-1] if \( u_{1,d} \) is a sibling of \( u_{1,s} \)
- [Zone-2] if \( u_{1,d} \) is a descendant of parent’s sibling of \( u_{1,s} \)
- [Zone-3] if \( u_{1,d} \) is a descendant of grandparent’s sibling of \( u_{1,s} \)
- ...
- [Zone-H] if \( u_{1,d} \) is a descendant of root-parent’s sibling of \( u_{1,s} \).

The VHC algorithm works as follows: When a new flow arrives with its service chain, we first compute the traffic zone of the flow based on its source and destination as described in Definition 1. An example of traffic zone estimation is presented in Figure 5. Figure 5 shows a four-tier tree topology, with one source node ‘S’ and three destination nodes ‘D1’, ‘D2’ and ‘D3’. From traffic from S to D1, the zone is Zone-1 as the destination node is a sibling of the source node. For traffic from S to D2, since D2 is the descendant of S’s parent’s sibling, the zone is Zone-2. Similarly, for traffic from S to D3, the zone is Zone-3, as D3 is a descendant of S’s grandparent’s sibling. For each VNF of the service chain, we estimate the appropriate DC for placement in the appropriate tier based on its traffic zone. The placement function in this paper is a modified version of the algorithm DPVC described in [11]. The DPVC focused on the minimization of the energy cost consumption in a datacenter by reducing the active physical machines and maximizing the utilization of the machines. In DPVC, only the computing cost was taken into consideration to achieve its objective. However, this heuristic approach takes both communication (inter-DC) and computing cost into consideration to minimize the total cost. Since, this paper considers each node a datacenter, we cannot turn OFF a DC completely. Therefore, we use only two operations (Assign and Release), out of the four operations (Assign, Release, Add, and Delete) used in DPVC. Since each node in DPVC is a physical machine, the Add and Delete operations are used to turn ON and OFF the machines. In this heuristic approach, if the VNF for next service function of a flow’s service chain is available in the same DC, the flow will be directed to that VNF in that DC, otherwise, the flow will be directed to another DC towards its destination based on cheaper communication cost. If two paths have the same communication cost, then the selection will be based on cheaper computing cost. After each iteration, we update the computing cost, and after each hop count of the flow, the communication cost is updated. The flow will terminate after all the packets of the flow have reached the destination after being processed by all VNFs of its service chain.

A. HEURISTIC COMPLEXITY ANALYSIS

Let there are \( N \) flows. The maximum length of each flow is \( K \) packets and the length of the assigned service chain is \( W \) (assumed to be the maximum length of the service chain). If \( Q \) is the minimal processing capacity of each function, and each flow passes through \( E \) number of edges to reach the destination, then by assuming that a VNF can process a single flow at a time and the lifetime of all flows are sequential (after the termination of one flow, next flow will be initiated), the worst case computing time of the algorithm is \( O(E \times N + N \times \frac{WK}{Q}) \). However, in practice, all VNFs can process multiple flows simultaneously and flows are not sequential. If there are \( x \) group of flows running together in the network and a VNF of a service chain shared by \( y \) number of flows, then the running time of the algorithm is \( O(E \times \log_2 (N) + \frac{WK}{Q} \times \log_2 (N)) \).

V. RESULTS

In this section, we discuss the experimental setup, which was used in this work to evaluate the performance of our
proposed algorithms on different topologies. In this experiment, we considered five different types of topologies: tree (T), fat-tree (FT), partial mesh (M), tree with partial mesh (TwM), and fat-tree with partial mesh (FTwM). Out of these topologies, the partial mesh topology was a single-tier topology and the others were multi-tier.

A. EXPERIMENT SETUP

We used MATLAB to compare the performance of our algorithm on different topologies. For this simulation, we considered randomly-generated flows (i.e., source, destination, number of packets and service chain) as the input (maximum one flow per iteration) from a set of source DCs to a set of destination DCs, where for each flow, the source and destination nodes were not equal. All flows were initiated and terminated in the bottom tier of the topologies. The flows ranged from a minimum length of 10 packets to a maximum length of 1000 packets, and all packets were of equal size. We considered 10 types of network functions and each type had a different processing time. For each flow, the service chains were randomly generated of lengths consisting of a minimum one function to a maximum 10 functions without duplication of network functions in a service chain, i.e., a chain of length 10 functions had to contain all types of network functions considered in this experiment. We considered three different cases, where the maximum number of VMs of equal capacities on the nodes were 10, 20, and 30. For the flow processing limit of the VMs, we also assumed three different values, i.e., 5, 10 and 20 flows. A VM cannot process more flows than its capacity. When the number of input flow exceeds the capacity of the VM, a new VM will be added. The computing cost depended on how long the VNF remained active to process the packets of the flows. Again, this duration depended on the processing capacity of the VNF. For example: if we had two functions, A and B, with processing capacities of 10 and 25 packets per second, respectively, then processing a flow of 100 packets, the computing cost for A and B would be 10 and 4 units, respectively. When multiple flows shared a VNF, the cost was estimated based on when the first packet of the first arrival flow to that VNF started processing and when the last packet was served by that VNF. We considered this scenario since the property of NFV allowed us to consolidate multiple flows to process the packets in a single VNF [40] to reduce computing cost. The communication cost was estimated based on the number of packets transferred from one DC to another. Since the bottom tier nodes represent NFV-enabled base stations in our architecture, we considered the communication cost is one unit for transferring 800 packets from one DC to another DC in tier-1, as these DCs are relatively close to each other compared to the DCs in the top tiers. The cost is doubled if the communication takes place between the DCs in tier-1 and tier-2 or within the DCs in tier-2 (i.e., between two CORDs). The cost is further doubled for the next top tier, and so on. In the multi-tier topologies, we considered four tiers, and we neglected the communication cost within a DC. In this MATLAB experiment, we ran our algorithm ten times for each setup and calculated the average results and presented them in a normalized form.

B. HEURISTIC PERFORMANCE ANALYSIS

Here we demonstrate the performance of our heuristic algorithm on multiple types of single and multi-tier topologies. In this evaluation, we considered the scenario where the network functions are distributed over different DCs. For each service of the flow’s service chain, our algorithm will find a more suitable VNF for placement so as to minimize the cost.

1) TOTAL COST ANALYSIS

Figure 6 presents the total cost of different networks. The total cost is the sum of communication and computing cost of a network after each iteration. We discuss the communication and computing cost in detail in the following subsections. As the result in Figure 6 shows, hierarchical topologies are more cost-efficient compared to a horizontal topology. In particular, the partial mesh topology has the highest cost compared to all other topologies. Figure 6 shows that the partial mesh topology consumes 15-20%, 20-25%, 25-35%, and 30-35% more cost than the T, TwM, FT, and FTwM topologies, respectively. However, in multi-tier topologies, both horizontal and vertical communications help to decrease costs compared to only vertical communication. For example, as shown in Figure 6, TwM and FTwM decrease costs more than the tree and fat-tree topology, respectively.

2) COMMUNICATION COST VS. COMPUTING COST

The communication and computing cost comparisons of different networks in Figure 7 shows that the ratio of communication cost is relatively more than the computing cost in all networks. Since the DCs of our networks are NFV-enabled, we can consolidate multiple flows demanding similar service into a single VNF, reducing computing costs significantly.
However, the communication cost depends solely on the number of packets transferred between the DCs. Hence, the ratio of communication costs is relatively higher compared to computing costs.

3) COMMUNICATION COST ANALYSIS

The detailed communication cost analysis is presented in Figures 8, 9, 10 and 11. Figure 8 shows the percentage of cumulative communication cost per flow. The communication cost in multi-tier topologies is relatively low compared to single-tier topology. In particular, the T, FT, TwM, and FTwM topologies save by 10-15%, 35-40%, 15-25%, and 40-50%, respectively, of communication cost compared to partial mesh topology. However, between the multi-tier topologies, the communication cost of multi-tier, multiple parents topologies (FT, FTwM) is less than the multi-tier, single parent topologies (T, TwM). For example, Figure 8 shows that FT and FTwM reduce the communication cost by 20-30% compared to T and TwM, respectively, because, in FT and FTwM, an alternative path always exists in the same tier for the placement of VNF, which reduces the communication cost. However, if we do not have an appropriate DC for the placement of the VNF, we have to move to the next tier above. Again, as we described in the experimental setting, the communication cost is doubled when the packet flows from one tier to the next tier above. The results also reveal that the cost in vertical with horizontal communication being relatively less than only vertical communication. Figure 8 shows that the communication cost of TwM and FTwM is 5-15% less compared to T and FT, respectively, because, in TwM and FTwM, an option always exists to avoid the placement of VNFs in the top tiers to reduce communication cost.

Because communication costs depend on how many packets are transferred from one DC to another and the location of the sender and receiver DCs, the number of hops the packets...
of flow travel plays a key role in the communication cost estimates. Figure 9 gives the comparison of communication cost and number of hops. The left y-axis shows the average communication cost, and the right y-axis shows the average number of hops of the flows. The result shows that in all networks as the number of hops increases the cost also increases. The number of hops in the partial mesh is very high as it only follows horizontal communication. Although the communication cost in the partial mesh topology is highest compared to other topologies, its unit communication cost does however not change as in other networks, since all nodes of the partial mesh topology are in tier-1, and communication cost within tier-1 is the lowest.

Figure 10 shows the average-max-min chart of communication cost per iteration. The average communication cost in multi-tier, multiple parent topologies (FT and FTwM) is less than multi-tier, single parent topologies (T and TwM). However, the average communication cost of the partial mesh topology is relatively high compared to all multi-tier topologies. Similarly, the max-min difference of communication cost per iteration in the partial mesh topology is the highest and lowest in FTwM.

All previous results on communication cost are from cases where the communication cost of tier-2 is twice the communication cost of tier-1, and the value is doubled from one tier to the next tier above. Figure 11 shows a unique result where we have considered five different values of the unit cost of communication from tier-1 to the next tiers above. Tier-1 cost is equal in all case; however, it changes from tier-2 and upwards. In case-1x, we considered the communication cost to be equal in all tiers. Case-2x is the general case where the cost grows as 2x, 4x, 8x, and so on. In case-3x, it grows 3x, 6x, 12x, and so on; in case-4x: 4x, 8x, 16x, and so on; and in case-5x: 5x, 10x, 20x, and so on, in tier-2, tier-3, tier-4, and so on, respectively. As the results show, the communication cost of partial mesh topology is the same in all 5 cases as all the nodes in this topology are in tier-1. The cost of T, FT, TwM, and FTwM topologies in case-1x, and case-2x, is relatively less than partial mesh. In case-3x, the cost of T and TwM exceeds the limit of partial mesh, but the cost of FT and FTwM are still relatively less than partial mesh. The cost of FT and FTwM come closer to the cost of the partial mesh in case-4x and case-5x, respectively. The results in Figure 11 shows case-2x is the threshold for multi-tier, single parent topologies, and case-4x and case-5x are the threshold for FT and FTwM, respectively. The multi-tier multiple parents’ topologies (FT, FTwM) save more communication costs, and fat-tree with partial mesh topology saves maximum costs compared to all other topologies considered in this work.

4) COMPUTING COST ANALYSIS
The detailed computing cost analysis is presented in Figures 12, 13, 14 and 15. Figure 12 shows the percentage of
cumulative computing cost per flow. The computing cost in multi-tier topologies is relatively low compared to single-tier topologies. However, computing costs in multi-tier, single parent topologies (T, TwM) is less than the multi-tier, multiple parent topologies (FT, FTwM). Figure 12 shows, both FT and FTwM have 10-15% higher computing cost than T and TwM, respectively, because in T and TwM, there is no alternative path for the flow. The VNFs have to be placed in the only parent DC or have to move to the next top tier. If the function is available on the parent node, all the VNFs will be placed in that node until the DC exceeds its capacity. This helps increase the utilization of the VMs and reduces the computing cost. The result in Figure 12 also shows that the computing cost in vertical communication is relatively less than in vertical with horizontal communication. In particular, T and FT save 5-10% on computing cost compared to TwM and FTwM, respectively. In TwM and FTwM, due to the horizontal connectivity between the siblings, an option always exists to place VNF in the same tier to reduce the communication cost by preventing some flows to proceed to the top tier. This reduces the utilization of the VMs and increases the computing cost.

Since the computing cost depends on how many VMs are utilized for flow processing and for how long, the utilization of the active VMs plays a key role in estimating computing cost, because, if the utilization of the VMs decreases, the number of VMs to process the flows will increase causing the computing cost to increase. Here, the utilization of VM means that if the VM has the capacity to process a maximum of five flows together and it is processing three flows, then the utilization of VM is 60%. Figure 13 shows a comparison of computing costs and utilization of the VMs. The left y-axis is the average computing cost, and the right y-axis is the average utilization of VMs in the DCs. The results for all networks show that as the number of utilization of VMs decreases, the computing cost increases, because of the decrease in utilization, the number of active VMs increase. The computing cost of tree topology is lowest when its utilization of VMs is highest among all topologies, whereas the computing cost of partial mesh topology is highest when its utilization is lowest.

Figure 14 shows the average-max-min chart of computing cost per iteration. The average computing cost in multi-tier, single parent topologies (T, TwM) is less than multi-tier, multiple parent topologies (FT, FTwM). However, the average computing cost of the partial mesh topology is relatively high compared to all multi-tier topologies. Similarly, the max-min difference of computing cost per iteration in the partial mesh topology is the highest and lowest in the tree topology.

Figure 15 shows computing cost variation with the change of flow-sharing limits in the VNFs. Here we have considered all three values (5, 10 and 20) separately and compared the changes in computing cost. The results show that in all topologies with an increase in the flow-sharing limits of the VNFs the computing cost decreases: when VMs limits increase, more flows with similar service function demands can share a common VM for their packet processing. As a result, the number of active VMs in the network is reduced, causing a decrease in computing cost.

5) FLOW-DROP WITH HOP CONSTRAINTS
Here we estimate the end-to-end delay in terms of the number of hops from the ingress to the egress node, where each node represents one datacenter, i.e., in this experiment, the inter-DC communication delay has been taken into consideration and intra-DC communication delay has been neglected. We have coined the term flow-drop for delay estimates. 

Flow-drop means is used for when a flow is unable to reach its destination as a result of time-to-live (TTL) or hop limit. The TTL is a mechanism that limits the lifespan of a flow in the network within which the flow has to reach its destination. If it fails to reach the destination within the time limit, we consider it a flow-drop. Figure 16 shows that as the TTL increases the amount of flow-drop decreases.
It also decreases faster in multi-tier topologies because of their hierarchical architecture where we can reach any destination with few hops. However, in a single-tier topology, with its horizontal architecture, the hop count is relatively higher than others. Although the flow-drop decreases in a partial mesh network, it is not as sharp a drop as in the other four networks.

C. PERFORMANCE COMPARISON OF THE HEURISTIC

In this section, we will compare the performance of the VHC algorithm with some other algorithms. We compare our VHC algorithm with random [43] and first-fit [44] placement algorithms. In the random placement algorithm (RAN), we randomly select a node with sufficient capacity for the placement of the function to process the packets of the flows. In the first-fit placement algorithm (FF), we select the first node with available capacity for the placement of the function.

Figure 17 shows the total cost comparison of the VHC algorithm with other algorithms for all five topologies that we have considered in our experiments where the ‘-comm’ and ‘-comp’ represent the communication cost and computing cost, respectively. The result shows in all algorithms percentage of total cost in partial mesh topology is very high compared to all other topologies due to its single-tier architecture. As in the partial mesh topologies, the number of hop count from source node to destination node is relatively very high which causes to increase the communication cost. But in all other four multi-tier topologies (T, FT, TwM, and FTwM), the difference of the communication cost may not be much due to nearly equal hop counts as shown in Figure 9. However, the computing cost in our HVC algorithm is low compared to other algorithms. In the VHC algorithm, the flow will be placed in the active VMs and the VMs try to accommodate more flows for maximum utilization of its available capacities. Whereas in FF, the flow will be placed in the first available VM having required function and in RAN, the placement is done randomly. As a result, the utilization of VMs in FF and RAN decreases and they used more VMs to process the flow which results in high computing cost.

D. OPTIMALITY OF THE HEURISTIC

In this section, we check the optimality of the heuristic. We implemented the optimization problem in AMPL (A Modeling Language for Mathematical Programming) [41] to solve the formulation. However, when a network is large, its time cost factor is not acceptable. At the same time, we need to discuss the performance of the heuristic solution in large networks. Simulations of a small network were run to compare the performance of the optimal solution and the heuristic solution. We conducted this experiment on a partial mesh topology. The result in Figure 18 shows that with low traffic, the performance of the heuristic is closer to the optimal results. Although with an increase in traffic, the total
cost consumption of the network increases compared to the optimal result, the computation time in the optimal solution is relatively much higher, at least 70–80 times that of the heuristic solution.

VI. CONCLUSION

In this paper, we analyzed the connectivity issue in an inter-DC network. We proposed a generic inter-DC NFV network architecture and estimated the traffic rate between the DCs. We formulated an optimization problem to minimize the total cost, i.e., communication and computing cost of the network, which we proved to be NP-hard. We proposed a heuristic algorithm for vertical and horizontal communication between DCs with VNF placement and service chaining in different network types. The heuristic results show that both vertical and horizontal connectivity is required to reduce costs. Vertical connectivity helps reduce the computing cost significantly compared to horizontal connectivity. However, horizontal connectivity with vertical connection plays a significant role in reducing communication costs.

In particular, FTwM and TwM have 5–15% less communication cost than FT and T, respectively. FTwM reduces communication cost by 40–45%, 30–35%, 20–25%, and 5–10% compared to M, T, TwM, and FT, respectively, as a result of its multi-tier, multiple parents’ horizontal and vertical connectivity, which helps increase communication with fewer hop counts. However, the tree topology reduces computing cost by 25–30%, 15–20%, 10–15%, and 5–10% compared to M, FTwM, FT, and TwM, respectively, as a result of its multi-tier, single parent vertical connectivity which maximizes the utilization of the VMs of the DCs. Although the communication cost in tier-1 is reduced, a partial mesh network still has a higher communication because of the high hop count from the ingress to the egress node, and it also has a higher computing cost because of poor utilization of VMs. In terms of total cost, which includes both communication cost and computing cost, FTwM saves more compared to all topologies.

In summary, the results demonstrate that although vertical connectivity helps to reduce cost compared to horizontal connectivity, it is better to consider horizontal connectivity between siblings in multi-tier architecture to reduce cost even further.
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