Abstract: As the number of uncontrollable objects in low earth orbit is rising, the thread of collisions and thus the breakdown of working satellites becomes worth analyzing. Consequently, projects on removing objects from the important orbits are taken into account by the international space associations. This paper is about the modelling and optimal path planning of a docking maneuver to an uncontrollable tumbling target. After deriving the system dynamics, we introduce boundary conditions to ensure a safe and realizable maneuver and a general Bolza type cost functional to incorporate different optimization goals. In order to solve the resulting problem, we transform the dynamics to a set of differential algebraic equations which allow us to employ a direct optimization method while preserving the energy of the system. The concluding simulation results show the reliability and effectiveness of this approach.
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1. INTRODUCTION

Since the first artificial earth satellite Sputnik was launched in 1957, the number of earth surrounding objects is increasing continuously. As a consequence of more satellites being brought into orbit without removing old and broken ones, the thread of possible collisions is rising. Yet, not only the satellites themself, but also operational debris like rocket bodies or fuel tanks raise the risk of collisions, see e.g. Taylor (2006). Another problem is that — according to Orbital Space Debris Program (2011) — the number of dangerous elements with a size of 10 cm will increase even if no further satellites are launched. This issue is due to the outcome of collisions as observed in the 2009 satellite crash which caused a cloud of around 600 new fragments, see Pickup (2009). The Orbital Space Debris Program (2011) states that the removal of five objects with high mass and collision risk per year can stop the long term growth of space debris in low earth orbits.

For this task methods have been developed on how removing such objects is to be accomplished. One is to catch the object with a net and drag it out of orbit, see e.g. Demetriou and Hutchison (2011). Another is to perform a docking maneuver with a service satellite on the object of interest and carry it in coupled state to a safe area. Fehse (2003) distinguishes two different methods how the coupling can be achieved, namely docking and berthing. During docking an inflexible clamp on the servicer is joined with some suitable point in the target. In contrast to this direct coupling a berthing maneuver is performed by bringing the service satellite into a so called berthing box near the target, grabbing it with a mounted manipulator arm and using this connection to establish the desired coupled state.

In this paper we will focus on the modelling and optimal control of a docking maneuver. We present an extension of Michael et al. (2012) towards a more complicated motion of the target. In contrast to Boyarko et al. (2011) we concentrate on the calculation of the optimal control with a direct approach using an SQP method. Furthermore, a differential algebraic formulation is used to cope with the necessity to normalize quaternions during integration. The derived model uses a generalized docking condition and does not rely on a discretization of the state trajectory.

The paper is organized as follows: In Section 2 we derive the dynamics of the two spacecrafts including relative coordinates for the rendezvous. Furthermore, we introduce docking conditions as well as state and control constraints to guarantee a coupling of the two satellites at the end of the maneuver and ensure feasible trajectories. In Section 3, we present the resulting optimal control problem and give details on the implementation. Last, we show simulation results in Section 4 and conclude the paper with an outlook to future work.

2. MODEL SETUP

In the following, we first derive the model for two spacecrafts in an orbit around the earth with a small relative distance in relation to orbit height. One is called the target \((T)\) and is supposed to be uncontrollable, while the other, the servicer \((S)\), is fully actuated in position and attitude. The dynamics of the two spacecrafts are assumed to be independent, that is for example the thrusters of the servicer...
do not influence the dynamics of the target and no collisions occur. Therefore, two non-interacting subsystems can be used to describe the motion of the considered model. Based on the model, we introduce terminal and boundary conditions in order to ensure a successful docking upon termination of the maneuver.

2.1 Coordinate Systems

For the derivation of the rendezvous model different coordinate systems are required. The first system we use is the local-vertical-local-horizontal system (LVLH). Its $x$ coordinate is defined as the extension of the connection of the earth center to the satellite pointing out of orbit, $y$ is pointing in the direction of movement and $z$ completes the orthogonal tripod. Additionally, we define a body fixed coordinate system for each spacecraft. This second system is supposed to have its origin at the center of mass of each satellite and its axes are aligned with the principal axis. Hence, the rotational dynamics can be modelled as a system of first order differential equations. Here, we suppose the unrotated state to be such that the body fixed and the LVLH axis coincide. To distinguish between coordinate systems, we utilize subscripts $x$, $y$ and $z$ to denote variables in LVLH systems and subscripts 1, 2 and 3 for variables in body fixed coordinates. Details and illustrations of the coordinate systems can be found in Alfriend et al. (2009). Throughout the work, we omit the explicit time dependency of variables to shorten the notation.

2.2 Relative orbit dynamics

To describe a docking maneuver, we need to derive relative equations of motion. To this end, the position of the service satellite is expressed in LVLH coordinates of the target. Starting with Kepler’s two body problem for each spacecraft and adding a control vector $\mathbf{v} = [v_x \ v_y \ v_z]^T$ to the equation of the servicer, one obtains a second order nonlinear differential equation for the relative dynamics in the LVLH–system. Assuming the chief orbit to be circular and applying a first order taylor expansion on the right of variables to shorten the notation.

The equations of motion. To this end, the position of the service satellite is expressed in LVLH coordinates of the target. Starting with Kepler’s two body problem for each spacecraft and adding a control vector $\mathbf{v} = [v_x \ v_y \ v_z]^T$ to the equation of the servicer, one obtains a second order nonlinear differential equation for the relative dynamics in the LVLH–system. Assuming the chief orbit to be circular and applying a first order taylor expansion on the right side we end up with the so called Hill–Clohessy–Wilshire–Equations

\begin{equation}
\begin{align}
\dot{x} &= 2n\dot{y} + 3n^2 x + \frac{v_x}{M}, \\
\dot{y} &= -2n\dot{x} + \frac{v_y}{M}, \\
\ddot{z} &= -n^2 z + \frac{v_z}{M}.
\end{align}
\end{equation}

In these equations $M$ denotes the mass of the satellite and $n$ is the mean motion, a constant calculated out of the gravity constant and the orbit height. Note that higher terms are neglectable in this model since the relative distance is small compared to the operating altitude. A detailed derivation of these equations can be found, e.g., in Alfriend et al. (2009).

Here, the position control vector $\mathbf{v}$ can be regarded as the applied thrust in orbit fixed coordinates. Later, we transform $\mathbf{v}$ into body coordinates to obtain the forces applied by the thrusters mounted on the satellite.

2.3 Orientation dynamics

In addition to the relative position of the spacecrafts it is necessary to model their orientation in space. To avoid the appearance of the gimbal lock phenomenon — as it would occur in an Euler angle representation due to singularities — we use unit quaternions as parametrization. Besides the avoidance of singularities quaternions posses the property that they, in contrast to a description with angles, are a continuous representation of orientations. As we will only provide the necessary features of quaternions, we refer to Tewari (2007) and Wertz (1978) for additional information.

A quaternion is a 4-tuple $q = [q_i \ q_j \ q_k \ q_0]^T$ representing an orientation referring to an unrotated reference coordinate system. As reference system we use the LVLH–system. For all multiples of a quaternion representing the same rotation we restrict it to be of length one, meaning $||q|| = \sqrt{q_i^2 + q_j^2 + q_k^2 + q_0^2} = 1$.

To transform a vector from the rotated coordinates to the unrotated system one has to multiply it from the left with the matrix

\begin{equation}
R = \begin{bmatrix}
q_i^2 - q_j^2 - q_k^2 + q_0^2 & 2(q_i q_j - q_k q_0) & 2(q_i q_k + q_j q_0) \\
2(q_i q_j + q_k q_0) & q_j^2 - q_i^2 - q_k^2 + q_0^2 & 2(q_j q_k - q_i q_0) \\
2(q_i q_k - q_j q_0) & 2(q_j q_k + q_i q_0) & q_k^2 - q_i^2 - q_j^2 + q_0^2
\end{bmatrix}.
\end{equation}

We like to point out that, in contrast to literature, we define this matrix as the rotation from a rotated to an unrotated state. For further observations on time dependent quaternions, we need to include the vector of angular velocities $\omega = [\omega_1 \ \omega_2 \ \omega_3]^T$, whose elements represent the angular velocities around the body fixed coordinate axes. This relationship is obtained by the first derivative of $q$

\begin{equation}
\dot{q} = \frac{1}{2} \begin{bmatrix}
\omega \\
0
\end{bmatrix} \otimes q,
\end{equation}

where $\omega$ is extended to a pure quaternion, which means that the fourth element is zero, and $\otimes$ is the quaternion multiplication. The derivation can be found, e.g., in Stevens and Lewis (2003). Componentwise we obtain the matrix vector product

\begin{equation}
\begin{bmatrix}
q_i' \\
q_j' \\
q_k' \\
q_0'
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
0 & -\omega_3 & \omega_2 & \omega_1 \\
\omega_3 & 0 & -\omega_1 & \omega_2 \\
-\omega_2 & \omega_1 & 0 & -\omega_3 \\
\omega_1 & -\omega_2 & \omega_3 & 0
\end{bmatrix} \begin{bmatrix}
q_i \\
q_j \\
q_k \\
q_0
\end{bmatrix} \quad \alpha \in \{T, S\}.
\end{equation}

Here, the superscript $\alpha$ denotes that these dynamics have to be evaluated for the target (T) and for the servicer (S).

Last, we incorporate the change of the angular velocity of the two rotating bodies. Therefore we use Euler’s gyrosopic equation

\begin{equation}
\mathbf{J} \cdot \dot{\omega} + \mathbf{J} \cdot \omega + \mathbf{J} \cdot \mathbf{m} = \mathbf{0},
\end{equation}

see, e.g., Chobotov (1991). With the above mentioned assumption that the fixed axis and the principle axis of the body coincide, the inertia tensor $\mathbf{J}$ has diagonal form $\mathbf{J} = \text{diag}(J_{11}, J_{22}, J_{33})$. Assuming that the mass distribution is constant over the time, meaning $\mathbf{J} = 0$, the gyrosopic equation can be solved for $\dot{\omega}$ and delivers the dynamics of the angular velocities

\begin{equation}
\begin{align}
\dot{\omega}_1^S &= \frac{1}{J_{11}} (\omega_1^S \omega_3^S (J_{33}^S - J_{22}^S) + m_1), \\
\dot{\omega}_2^S &= \frac{1}{J_{22}} (\omega_2^S \omega_1^S (J_{11}^S - J_{33}^S) + m_2), \\
\dot{\omega}_3^S &= \frac{1}{J_{33}} (\omega_3^S \omega_2^S (J_{22}^S - J_{11}^S) + m_3),
\end{align}
\end{equation}

where $\omega^S$ denotes the angular velocity of the servicer.
docking points

To model a successful docking maneuver between two spacecrafts, we introduce docking constraints. To this end, docking points \( \mathbf{d}^S = [d^S_x, d^S_y, d^S_z]^T \) and \( \mathbf{d}^T = [d^T_x, d^T_y, d^T_z]^T \) are defined in body fixed coordinates, representing, for example, some hook on the servicer and the exhaust funnel on the target, see also Alfried et al. (2009) and Boyarko (2010) where similar models are used to express relative position and velocity of points lying on a solid body in space. Now we design the docking conditions to ensure that these points coincide in position and velocity at the end of the maneuver. As the points are defined in different coordinates we transform both into the LVLH system and calculate the distance between these points. The transformation into the LVLH system is done by a multiplication from the left with the previously defined rotation matrix \( R \). The translation from the targets LVLH system to the servicer is the relative distance \( \mathbf{\rho} = [x \ y \ z]^T \). Hence, we obtain \[ [\rho_x \ \rho_y \ \rho_z]^T := R^T \mathbf{d}^T \] and \[ [\rho_x' \ \rho_y' \ \rho_z'] := \rho + R^S \mathbf{d}^S - R^T \mathbf{d}^T. \]

The relative velocity in LVLH coordinates can be derived by taking the first derivative of the previous equation. As the bodies are supposed to be fixed it holds that \( \mathbf{d}^S = \mathbf{d}^T = 0 \) and so the derivative simplifies to \[ \begin{bmatrix} d_{x}^T \ d_{y}^T \ d_{z}^T \\ \frac{d^S_{x}}{dt} \ rac{d^S_{y}}{dt} \ rac{d^S_{z}}{dt} \end{bmatrix} = \dot{\mathbf{\rho}} + R^S \mathbf{\omega}^S \times R^S \mathbf{d}^S - R^T \mathbf{\omega}^T \times R^T \mathbf{d}^T. \]

Now, we define the docking conditions to be fulfilled upon termination of the maneuver by setting the relative distance and the relative velocity of the docking points to zero, i.e.

\[
\begin{align*}
\dot{\omega}^1_1 &= \frac{1}{J_{11}} \left( \omega^T_2 \omega^T_2 (J_{22} - J_{11}) \right), \\
\dot{\omega}^2_2 &= \frac{1}{J_{22}} \left( \omega^T_1 \omega^T_1 (J_{11} - J_{22}) \right), \\
\dot{\omega}^3_3 &= \frac{1}{J_{33}} \left( \omega^T_1 \omega^T_2 (J_{11} - J_{22}) \right).
\end{align*}
\]

Within (3), the vector \( \mathbf{m} = [m_1 \ m_2 \ m_3]^T \) denotes the applied torque of the service satellite around its body fixed coordinate axes, for example generated by control–moment–gyroscopes. As the target is supposed to be uncontrolled there is no additional momentum force on its right side.

Combining equations (1) – (3), we obtain a system of twenty first order differential equations for the dynamics of the two spacecrafts. The state vector consists of the components

\[ \mathbf{x} := [x, y, z, \dot{x}, \dot{y}, \dot{z}, \omega^S_x, \omega^S_y, \omega^S_z, q^S_1, q^S_2, q^S_3, q^S_4], \]

\[ \omega^T_1, \omega^T_2, \omega^T_3, q^T_1, q^T_2, q^T_3, q^T_4], \]

and the six controls applied to the servicer are summarized in the control vector

\[ \mathbf{u} := [v_x, v_y, v_z, m_1, m_2, m_3]^T. \]

2.4 Docking conditions

To model a successful docking maneuver between two spacecrafts we introduce docking constraints. To this end, docking points \( \mathbf{d}^S = [d^S_x, d^S_y, d^S_z]^T \) and \( \mathbf{d}^T = [d^T_x, d^T_y, d^T_z]^T \) are defined in body fixed coordinates, representing, for example, some hook on the servicer and the exhaust funnel on the target, see also Alfried et al. (2009) and Boyarko (2010) where similar models are used to express relative position and velocity of points lying on a solid body in space. Now we design the docking conditions to ensure that these points coincide in position and velocity at the end of the maneuver. As the points are defined in different coordinates we transform both into the LVLH system and calculate the distance between these points. The transformation into the LVLH system is done by a multiplication from the left with the previously defined rotation matrix \( R \). The translation from the targets LVLH system to the servicer is the relative distance \( \mathbf{\rho} = [x \ y \ z]^T \). Hence, we obtain \[ [\rho_x \ \rho_y \ \rho_z]^T := R^T \mathbf{d}^T \] and \[ [\rho_x' \ \rho_y' \ \rho_z'] := \rho + R^S \mathbf{d}^S - R^T \mathbf{d}^T. \]

The relative velocity in LVLH coordinates can be derived by taking the first derivative of the previous equation. As the bodies are supposed to be fixed it holds that \( \mathbf{d}^S = \mathbf{d}^T = 0 \) and so the derivative simplifies to \[ \begin{bmatrix} d_{x}^T \ d_{y}^T \ d_{z}^T \\ \frac{d^S_{x}}{dt} \ rac{d^S_{y}}{dt} \ rac{d^S_{z}}{dt} \end{bmatrix} = \dot{\mathbf{\rho}} + R^S \mathbf{\omega}^S \times R^S \mathbf{d}^S - R^T \mathbf{\omega}^T \times R^T \mathbf{d}^T. \]

Now, we define the docking conditions to be fulfilled upon termination of the maneuver by setting the relative distance and the relative velocity of the docking points to zero, i.e.

\[
\begin{align*}
\frac{d^S(t_f)}{dt} - \frac{d^T(t_f)}{dt} &= 0 \quad \text{and} \quad \frac{d^S(t_f)}{dt} - \frac{d^T(t_f)}{dt} = 0.
\end{align*}
\]

2.5 State and control constraints

Complementing the docking constraints, we have to take into account state and control constraints resembling realistic behaviour of the model. The state constraints are necessary to prevent collisions of the objects. To this end, we define the two sets \( T(x(t)) \) and \( S(x(t)) \) in \( \mathbb{R}^3 \) as the areas of occupied space by the target and the servicer respectively which depend on the current position and orientation of the objects. The shape of each set can be described as a polyhedron with the center of mass as reference point and which is then rotated and translated according to the current state.

Assuming that there are no other objects close to the servicer–target pair, we can define the set of feasible states via

\[
F := \{ x(t) \mid T(x(t)) \cap S(x(t)) = \emptyset \}.
\]

Here, we like to note that the docking point definition and the feasible set must not contradict each other. If this was the case, then the set of feasible terminal states would be empty rendering the docking problem unsolvable.

Considering the control inputs, we impose bounds on both the thrusts and the applied momentum. These restrictions are motivated by technical limitations of the devices, such as the maximal momentum of the control moment gyroscopes and thrust produced by the mounted nozzles. As the Hill–Clohessy–Wilkinson–Equations are formulated in LVLH coordinates the position control is also aligned to these axes. To obtain the actual thrust applied by the thrusters mounted on the servicer, we rotate the control according to its current orientation via

\[
\begin{bmatrix} v_1 \\ v_2 \\ v_3 \end{bmatrix} = R^T \begin{bmatrix} v_x \\ v_y \end{bmatrix}.
\]

Utilizing the controls in body fixed coordinates, we define the respective bounds via

\[
\begin{align*}
\| R^T \mathbf{v} \|_{\infty} &\leq v_{\text{max}}, \\
\| \mathbf{m} \|_{\infty} &\leq m_{\text{max}}.
\end{align*}
\]

Note that the constraint on \( \mathbf{v} \) is defined in the infinity norm \( \| \|_{\infty} \) which is not invariant under rotation. Hence, the transformation to body–fixed coordinates cannot be omitted.

2.6 Cost functional

As optimization goal, we minimize the Bolza type cost functional

\[
J(u, t_f) = \mu_t t_f + \mu_v \| \mathbf{v}(t) \|_{L^2}^2 + \mu_m \| \mathbf{m}(t) \|_{L^2}^2.
\]

Here, the final time \( t_f \) and costs for thrust and momentum control are combined as a weighted sum over the maneuvering period \([0, t_f]\). With the nonnegative weights \( \mu_t, \mu_v \) and \( \mu_m \) the optimization goal can be modified towards time–optimality or a minimum energy consumption strategy. A different weighting of position and momentum control is motivated by the fact that the control momentum gyroscopes run with electric energy and can be recharged during or after the maneuver while the thrusters rely on some propellant which is limited in amount.
3. DISCRETIZATION AND IMPLEMENTATION

Combining all elements from the previous section, we obtain the following optimal control problem:

Minimize $J(u, t_f)$

subject to the dynamics \[(1) - (3)\]

with initial and terminal conditions

\[x(0) = x_0\]

\[0 = \dot{\rho}(t_f) + R^S(t_f)d^S - R^T(t_f)d^T\]

\[0 = \dot{\rho}(t_f) + R^S(t_f)\omega^S(t_f) \times R^S(t_f)d^S - R^T(t_f)\omega^T(t_f) \times R^T(t_f)d^T\]

and constraints

\[\|R(t)^T v(t)\|_\infty \leq v_{\text{max}} \quad \forall t \in [0, t_f]\]

\[\|m(t)\|_\infty \leq m_{\text{max}} \quad \forall t \in [0, t_f]\]

\[x(t) \in \mathcal{F} \quad \forall t \in [0, t_f]\]

To solve the above problem, we impose a recursive direct approach. In contrast to a full discretization in which both states and controls are treated as optimization variables and the dynamics represent additional constraints, only the discretized controls are considered to be optimization variables and the states remain untouched and are not included in the constraint set. Instead, the state vectors at the discretization time instances are computed outside of the optimization problem. Hence, the resulting optimization problem is smaller and denser compared to a full discretization. In particular, here we use an equidistant discretization of the time interval $[0, t_f]$ into $N$ subintervals and apply the control in a sample and zero-order-hold scheme, that is the control is kept constant within each subinterval and may jump at the bounds of the subintervals. Consequently, the number of optimization variables of $20(N + 1) + 6N$ is reduced to $6N$ for the recursive discretization.

The dynamics are solved via an implicit linearized Runge–Kutta method of order two, see also Gerds (2005) for further details. Yet, since the unitarity property of the quaternions may not be preserved by the integration method, we reformulate the dynamics as a set of differential algebraic equations. Note that this property is vital since the terminal conditions heavily depend on the rotation of the body fixed coordinate systems. Here, we transform the fourth element of the servicer and target quaternions into the algebraic variables $\lambda^T$ and $\lambda^S$ and add the algebraic equation

\[0 = 1 - \left( (q^T)^2 + (\bar{q}^T)^2 + (q^S)^2 + (\bar{q}^S)^2 + (\lambda^n) \right) \quad \alpha \in \{T, S\}\]

to the dynamics. Due to this modification, energy preservation and hence the unitarity property of the quaternions is guaranteed. In this context, we like to stress that in contrast to a full discretization approach, a recursive method does not cause an additional optimization related error within the solution of the dynamics. Hence, although a full discretization may be faster to solve due to the comparably simple parallelizability of the underlying multiple shooting method, respective results may fail to satisfy the physical properties of the dynamics.

Apart from the dynamics, we also convert the cost functional $J(u, t_f)$ from a Bolza to a Mayer type functional by introducing two additional state variables resembling the consumed thrust and momentum control. The respective values are evaluated at $t_f$ and incorporated into the cost functional using the respective weights $\mu_k$ and $\mu_m$. The free final time property of Problem (2) is treated by transforming it to a fixed time interval and adding the terminal time $t_f$ to the list of optimization parameters.

Assuming a rotational symmetric satellite with respect to its 2 axis and analyzing equation (3), we additionally obtain that $\omega^T$, remains unchanged during the process while the other elements interchange their energy. Hence, the docking point of the target is moving on a circle and thus depends on the final time $t_f$. The resulting optimization problem is solved using the software package OCPID-DAE1, cf. Gerds (2010), which applies a robust SQP method combined with a gradient calculation using sensitivity DAEs and is suitable for optimal control problems subject to differential algebraic equations of index one.

4. SIMULATION RESULTS

In order to illustrate our approach, we consider the case of a tumbling target, i.e. an object which has a deviation from a stable rotation around its $y$–axis. Due to this deviation the body fixed 2–axis describes a tumbling motion around the LV LH $y$–axis. Such a motion can occur if a satellite runs out of energy to maintain its stable rotation or when it is hit by an object. At the beginning of the maneuver, the servicer is supposed to be in an unrotated position with a relative distance of 10m behind its target revealing the following exemplary initial values:

\[\rho_0 = [0 -10 0]^T\]

\[q_0^S = [0 0 0 1]^T\]

\[\dot{\rho}_0 = [0 0 0]^T\]

\[q_0^T = [-0.05 0 0 0.99875]^T\]

\[\omega^T_0 = [0 0.0349 0.017453]^T\]

\[\omega^S_0 = [0 0 0]^T\]

We like to note that a docking maneuver cannot be performed for any arbitrary tumbling target satellite. Imagine a motion where the docking point describes a very quick change in position and/or velocity as it occurs for example when the docking vector is orthogonal to the main rotation axis. Yet, such a case may still be handled by a berthing maneuver.

As the rotation around the body fixed 2–axis is supposed to be stable, we choose the values for the tensor of inertia $J^T_{11} = J^T_{22}$ and $J^S_{11} = J^S_{22}$. Among others, these constants are shown in Table 1. Note that the values for $J^T$ and $J^S$ do not correspond to real satellites, but as

| variable | value |
|----------|-------|
| $a$ | 7071000 | orbit radius [m] |
| $GM$ | 398.612 | gravitational constant [N(m/kg)$^2$] |
| $n$ | $\sqrt{\frac{GM}{a^3}}$ | mean motion [1/s] |
| $m$ | 100 | satellite mass [kg] |
| $v_{\text{max}}$ | 0.1 | maximum thrust [N] |
| $m_{\text{max}}$ | 1 | maximum torque [Nm] |
| $J^T_{11}$ | 1000 | Angular mass around $x$ [kg$^2$m$^2$] |
| $J^T_{11}$ | 2000 | Angular mass around $y$ [kg$^2$m$^2$] |
| $J^S_{11}$ | 1000 | Angular mass around $z$ [kg$^2$m$^2$] |
| $r^*$ | 1 | safety-area around target/servicer [m] |
| $d^*$ | [0 1.01 0]$^T$ | docking point target/servicer [m] |
only differences of them are of interest the assumption of having a rotational symmetric satellite, leads to a realistic behaviour. Due to simplicity we choose the safety areas around the satellites to be a sphere. Hence, the feasible set simplifies to

\[ F = \{ x(t) \mid \| \rho(t) \| \geq 2 \}. \]

Furthermore, we set the weights within the cost functional to \( \mu_{t_1} = 0 \) and \( \mu_\nu = \mu_m = 1 \) and add an additional maximal maneuver time of 7 min, i.e. 420 s. Since a maximal available time to perform a specific maneuver will be scheduled and one wants to minimize the consumed propellant, this is a reasonable assumption. We used a discretization of \( N = 210 \) intervals for the control, resulting in 1261 optimization variables for the control and the final time.

For the presented initial conditions, the computed results satisfy the Karush–Kuhn–Tucker conditions up to violations of magnitude \( 10^{-6} \) and the constraint violations are smaller than \( 10^{-8} \), cf. Figures 1 – 3. Since the servicer has to surround the target to reach its destination, the state constraint influences the calculated trajectory in this example. Additional constraints concerning the concurrence of the orientation of the satellites cannot be applied in this case, as the servicer and the target have their docking points located at their respective front. Due to the definition of the docking points lying only slightly outside the safety areas the possible angle between the docking vectors is limited.

Starting with relative distance and velocity trajectories of the docking maneuver, Figure 1 shows that the relative distance in \( y \)-direction is continuously decreasing, whereas the \( x \) and \( z \) component ascend in the first half of the maneuver and then tend towards the final value 0. This behaviour is due to the dynamics of the Hill–Clohessy–Wilshire–Equations and the circumnavigation of the servicer around the target. Although the out of orbit motion \( z \) is decoupled from the \( x-y \) dynamic, satisfaction of the docking conditions upon termination is still required. Hence, not only positions but also velocities of the docking points have to coincide at \( t_f \). Since the docking point of the target is tumbling, this results in the displayed oscillating behaviour in the relative position and velocity. The gyroscopic equations together with the above chosen values for the inertia tensor result in a periodic exchange of angular velocity between \( \omega_T^1 \) and \( \omega_T^3 \).

The calculated controls in body fixed coordinates are shown in Figure 2. Neither the position controls nor the attitude control are on the boundary of the allowed control space. They prescribe a continuous and almost everywhere smooth control. This control structure seems to be realizable on a real satellite if the nozzle thrust can be adjusted continuously. Due to the chosen weights the consumed energy for position and attitude control is minimized and the terminal time is at the upper bound of the allowed maneuver time. The attitude control around the 3 axis provides the main reorientation of the servicer, i.e. the turnaround of the satellite to ensure that both docking points face each other upon termination of the maneuver.

Last, Figure 3 shows the trajectory prescribed by the servicer together with the terminal state of both satellites and some positions occupied by the servicer during the maneuver. One can see that the trajectory prescribes a smooth curve around the target and that the state constraint is satisfied during the approach. The two shaded spheres represent the bodies of the satellites in final position together with their current docking vectors. The solid and the dash dotted line represent the docking vectors \( d_T^T \) and \( d_S^S \) at the end of the maneuver. One can see that their endpoints coincide at time instant \( t_f = 420 \) s.

The computing times for the above shown example regarding refinements of the discretization can be seen in Table 2. As expected, the required computing time increases in a nonlinear way with respect to the number of grid points. Additionally, one can see that even for coarse grids this method is not applicable to perform real time calculations, i.e. the control has to be calculated a priori. Yet, a comparison of the resulting controls shows that they differ only marginally as shown exemplarily for the position controls of the 1–coordinate in Figure 4.

![Figure 1. Relative position and velocity of the docking points (x – dashed, y – dash-dotted, z – solid)](image)

![Figure 2. Applied position and attitude control in body fixed coordinates (1 – dashed, 2 – dash-dotted, 3 – solid)](image)

![Figure 3. Relative position and velocity of the docking points (x – dashed, y – dash-dotted, z – solid)](image)

![Figure 4. Applied position and attitude control in body fixed coordinates (1 – dashed, 2 – dash-dotted, 3 – solid)](image)
5. OUTLOOK

Future work will consider improving details of the geometry of the satellites. Until now collision test of complex geometries based on the union of convex polyhedral sets can only be performed as post optimization verification. In future research, we plan to integrate this aspect into the optimization process. While incorporating these sets will enlarge the optimization problem drastically, the problem itself can be preprepared using Farka’s Lemma to sort out inactive constraints. Additionally, improved initial guesses for the controls and thus the state trajectory may be imposed to enhance reliability of the algorithm and to reduce the computing time.
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