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Abstract. We calculate the $N$ interval replicated negativity for the Ising and free compact boson conformal field theory using correlation functions of branch point twist fields. For some subset $P \subset N$, this is a calculation of $\text{Tr}(\rho_{A}^{T_{P}})^{n}$ where $n$ is the replica index. This can be reformulated as a calculation of partition functions over superelliptic Riemann surfaces, and for the models in question, this partition function can be expressed in terms of the period matrix of this surface. We detail how to construct the period matrices for these surfaces, giving an analytic expression for $\text{Tr}(\rho_{A}^{T_{P}})^{n}$. The results are expressed such that when $P = \varnothing$, which corresponds to calculating the Rényi entropy, the formulas align with known results for the $N$ interval Rényi entropy.
1. Introduction

Entanglement entropy has long been known to be an interesting computable quantity in many body systems, it is a measurement of non-local correlation. However, it is also a powerful tool to detect critical points in 1 + 1D quantum systems. At critical points, systems such as the 1 + 1D Ising model are described by conformal field theories (CFTs) and the entanglement entropy of a subsystem $A$, defined as $S_A = \text{Tr} \rho_A \ln \rho_A$ where $\rho_A = \text{Tr}_B \rho$ is the reduced density matrix, goes as $S_A \sim (c/3) \ln \ell$ where $\ell$ is the subsystem size [1]. This is a useful quantity as it gives the central charge, a fundamental quantity of the CFT.

In general, $S_A$ is hard to calculate analytically. Because of this, we use replicas and calculate the replicated Von-Neumann entropy (or Rényi entropy) $S_A^{(n)} = \ln \text{Tr} \rho_A^n$. The entanglement entropy is then defined as

$$S_A = \lim_{n \to 1} \frac{1}{1 - n} S_A^{(n)}. \quad (1)$$

The replica trick is useful here because the calculation of $S_A^{(n)}$ is done by calculating correlation functions of branch point twist fields. For certain situations such as those explored in this paper, this calculation reduces to calculating partition functions on certain Riemann surfaces. For free 1+1D CFTs such as the Ising CFT or the free
compact boson (FCB), it is well known that their partition functions on genus \( g \geq 1 \) Riemann surfaces are expressible in terms of Riemann Theta functions with dependence on the period matrix \( \tau \) of the Riemann surface. This period matrix is relatively straightforward to calculate, meaning that one can write down an analytic (though unfortunately not an algebraic) expression for the partition function \([2, 3]\). In past \([4–7]\), \( \text{Tr} \rho^A \) was calculated for the Rényi entropy (for the 1+1D Ising model and FCB) in the case of a two interval bipartition of \( R \), where \( R = A_1 \sqcup A_2 \sqcup B \) (shown in figure 1). This gives rise to a bipartite Hilbert space \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \), where \( \mathcal{H}_A \) is itself a product space \( \mathcal{H}_A = \mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2} \) (we will call this the \( N = 2 \) case). Eventually, this was extended to an \( N \)-partite Hilbert space \( \mathcal{H}_A = \bigotimes_{\gamma=1}^N \mathcal{H}_{A_\gamma} \) in \([8]\).

Figure 1: Example with \( N = 2 \).

Entanglement entropy is not a measure of mixed state entanglement. If one wants to measure the entanglement for mixed states, a useful measure is the logarithmic negativity, \( E = \ln \text{Tr} |\rho^{T_2}| \), where \( \rho \) is some mixed state density matrix in a bipartite Hilbert space \( \mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \) \([9, 10]\). The partial transpose \( T_1 \) is the partial transpose with respect to \( \mathcal{H}_1 \). As a measure of entanglement for mixed states, logarithmic negativity becomes useful when considering systems in thermal mixed states or when degrees of freedom are traced out. In this latter case, we consider a tripartite Hilbert space \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C \) with a state

\[
|\Psi\rangle = \sum_{i,j,k} \alpha_{i,j,k} |e^i_A\rangle \otimes |e^j_B\rangle \otimes |e^k_C\rangle
\]  

(2)

where \( \{|e^i_A\rangle\}, \{|e^j_B\rangle\}, \{|e^k_C\rangle\} \) are the bases of \( \mathcal{H}_A, \mathcal{H}_B \) and \( \mathcal{H}_C \) respectively. We now look at the density matrix

\[
\rho = |\Psi\rangle \langle \Psi| = \sum_{i,j,k,k',j',i',i''} \alpha_{i,j,k} \alpha_{i',j',k'}^{*} |e^i_A\rangle \langle e^{i'}_A| \otimes |e^{j'}_B\rangle \langle e^{j}_B| \otimes |e^{k'}_C\rangle \langle e^{k}_C|.
\]

(3)

The reduced density matrix

\[
\rho_{AB} = \text{Tr}_C \rho = \sum_{i,j,k} \sum_{i',j',k'} \alpha_{i,j,k} \alpha_{i',j',k'}^{*} |e^i_A\rangle \langle e^{i'}_A| \otimes |e^{j'}_B\rangle \langle e^{j}_B| \otimes |e^{k'}_C\rangle \langle e^{k}_C|.
\]

(4)
is a mixed state density matrix and we want to quantify how entangled this state is. The logarithmic negativity comes from the quantity $N = \frac{1}{2} \text{Tr} |\rho_{AB}^T|^2 - 1$. This is the negativity and corresponds to the absolute value of the sum of the negative eigenvalues of $\rho_{AB}^T$. It is well known that if $\rho_{AB}^T$ has negative eigenvalues, then the density matrix for that state is non-separable [11]. This is the PPT (positive partial transpose) criterion and the negativity $N$ is a measure of how much this criterion is not satisfied. In terms of equation (4), we can ask how far $\rho_{AB}$ is from having the form

$$\rho_{AB} = \sum_k p_k \rho_A^k \otimes \rho_B^k, \quad p_k \geq 0, \quad \sum_k p_k = 1.$$  

The logarithmic negativity comes into play as it not only is a similar measure but is also an additive quantity under the tensor product of two systems. Meaning that if one has two bipartite systems $\mathcal{H}_\alpha$ and $\mathcal{H}_\beta$ with states $\rho_\alpha$ and $\rho_\beta$, then $\mathcal{E}(\rho_\alpha \otimes \rho_\beta) = \mathcal{E}(\rho_\alpha) + \mathcal{E}(\rho_\beta)$ [9]. Also, we are focusing on 1D models. This idea of negativity has also been studied in 2D [16, 17]. We have an example of entanglement entropy versus logarithmic negativity in figure 2.

![Figure 2: A plot of $S_A = -\text{Tr} \rho_A \ln \rho_A$, $\mathcal{E}(\rho, B) = \ln |\rho^{T_B}|$ and $\text{Tr} \rho^2$ of a system of two qubits $A$ and $B$ in the Werner state $\rho = p |\psi\rangle \langle \psi| + \frac{1}{4}(1-p)1_{4x4}$ where $|\psi\rangle = \frac{1}{\sqrt{2}} (|0,1\rangle - |1,0\rangle)$. Note how the entanglement entropy is constant even for all $p$ even though there should be no entanglement at $p = 0$ (because the mixture is a mixture of basis states $|0,0\rangle, |0,1\rangle, |1,0\rangle, |1,1\rangle$).](image)

In this paper we are interested in the logarithmic negativity of the reduced density matrix $\rho_A$ for the spatial partitions such as the one shown in figure 1. For this $N = 2$ case above, we would want to look at quantities such as $\ln \text{Tr} \left| \rho_A^{T_2} \right|$, which is the negativity between the two intervals of $A$. Unfortunately, like the entanglement entropy, this is

$\dagger$ Note that in some cases, the logarithmic negativity is given as $\log_2 \text{Tr} |\rho_A^{T_2}|$ (such as in [9]). However we will be interested in the natural log instead for consistency with [10, 12–15].
not easy to calculate analytically. Instead, we will calculate the replicated logarithmic negativity (what we will call the Rényi negativity) \( \mathcal{E}^{(n)} = \ln \text{Tr}(\rho_A^{T_P})^n \). From the Rényi negativity, the logarithmic negativity is given by
\[
\mathcal{E} = \lim_{n_e \to 1} \mathcal{E}^{(n_e)}.
\] (6)

Note that the analytic continuation is different for even and odd \( n \). Because we are interested in the trace norm, the analytic continuation that we will be interested in is the even one as \( \text{Tr} \rho_A^{n_e} = \sum \lambda_i^{n_e} = \sum (\lambda_i^2)^{n_e/2} = \sum |\lambda_i|^{n_e} \); the analytic continuation of \( \text{Tr} \rho_A^{n_e} \) gives the trace norm in the limit \( n_e \to 1 \). This is a quantity that has been studied in depth in [10, 12–15, 18] and numerically in [19]. The main goal of this paper is to extend this \( N = 2 \) Rényi negativity calculation to the case where \( A = \bigcup_\gamma A_\gamma \) is composed of \( N \) disjoint intervals and \( \mathcal{H}_A = \bigotimes_\gamma \mathcal{H}_{A_\gamma} \) where the choice of which intervals we partially transposing is an arbitrary subset \( P \) of the \( A_\gamma \)s. This is a calculation that again boils down to an expectation value of twist fields which can be expressed in terms of partition function on genus \( g = (N-1)(n-1) \) Riemann surfaces, and more explicitly, as a function of the period matrix of the Riemann surface. This is an extending the results of [8] to Rényi negativity.

The paper is organized as follows: In section 2, we will outline what goes into the calculation of \( \text{Tr} \rho_A^{T_P} \) and the notation we will be using. Section 3 will serve as a quick review of Riemann surfaces and period matrices. We will then replicate the results calculation of \( \text{Tr}(\rho_A^{T_P})^n \) for two intervals from [10] by explicitly constructing the period matrix instead of taking advantage of the “nice” properties present in this system (which we will discuss). This will naturally lead into the calculation of \( \text{Tr}(\rho_A^{T_P})^n \) for general \( N \), and \( P \). Finally we will explore numerically the limits as we shrink and separate intervals and we will find that in certain cases, quantities like \( R_n = \text{Tr}(\rho_A^{T_P})^n / \text{Tr} \rho_A^n \) are continuous up to removable singularities under changes in \( N \). This final topic will be the focus of section 7 while constructions of \( \tau \) will be the focus of sections 4 (Rényi entropy), 5 (two interval negativity) and 6 (\( N \) interval negativity). In Appendix A, we review some results for twist fields such as the calculation of the central charge and their commutation relations.

2. Setup

In this paper, we will be dealing with a set of \( N \) disjoint intervals \( A_\gamma \) defined as \( A_\gamma = [u_\gamma, v_\gamma] \) with \( u_1 < v_1 < \ldots < u_N < v_N \). When discussing logarithmic negativity, we will be partially transposing with respect to a subset \( P \) of the \( A_\gamma \)s (see figure 3 for an \( N = 5 \) with \( P = \{2,4\} \)).

\[
\begin{array}{cccccc}
A_1 & A_2 & A_3 & A_4 & A_5 \\
\text{\textcolor{red}{\text{-}}} & \text{\textcolor{red}{\text{-}}} & \text{\textcolor{red}{\text{-}}} & \text{\textcolor{red}{\text{-}}} & \text{\textcolor{red}{\text{-}}} \\
\end{array}
\]

Figure 3: Example with \( N = 5 \) and \( P = \{2,4\} \).
As discussed in [10, 12], the Rényi entropy for general $N$ is given in terms of expecting value of the branch point twist fields $\mathcal{T}_n(x)$, $\tilde{\mathcal{T}}_n(x)$ (where $n$ is the number of replicas) as§

$$\text{Tr} \rho_A^n = \left\langle \prod_{\gamma=1}^{N} \mathcal{T}_n(u_\gamma)\tilde{\mathcal{T}}_n(v_\gamma) \right\rangle_{\tilde{\mathcal{C}}}. \quad (7)$$

For a pair $\mathcal{T}_n(u)\tilde{\mathcal{T}}_n(v)$ (with $u < v$), the resulting path integral expectation value is

$$\left\langle \mathcal{T}_n(u)\tilde{\mathcal{T}}_n(v) \right\rangle_{\tilde{\mathcal{C}}} = \frac{1}{Z} \int_{\mathcal{C}_{u,v}} \prod_{j=1}^{n} [d\phi_j] e^{-S_C}, \quad (8)$$

where $C_{u,v}$ is the restriction of the path integral over the $\phi$s to the subspace defined by the locus of the equation $\phi_j(x, 0^+) = \phi_{j+1}(x, 0^-)$ for $x \in [u, v]$. We will refer to these as the sewing conditions. The label $\tilde{\mathcal{C}}$ denotes that this theory is living on the Riemann Sphere $\mathcal{C} = \mathbb{C} \cup \{\infty\}$. This label is important as we will eventually move to a multisheeted Riemann surface that we will call $\mathcal{R}_{N,n}^P$. For $N$ intervals, equation (8) becomes

$$\left\langle \prod_{\gamma=1}^{N} \mathcal{T}_n(u_\gamma)\tilde{\mathcal{T}}_n(v_\gamma) \right\rangle_{\tilde{\mathcal{C}}} = \frac{1}{Z} \int_{\mathcal{C}_{u,v}} \prod_{j=1}^{n} [d\phi_j] e^{-S_C}, \quad (9)$$

with the restriction extending to $\phi_j(x, 0^+) = \phi_{j+1}(x, 0^-)$ for $x \in \bigcup_{\gamma}^{N}[u_\gamma, v_\gamma]$. For calculating negativity, the intervals in $P$ have their endpoints swapped in the expectation value, meaning $\mathcal{T}_n(u_\gamma)\tilde{\mathcal{T}}_n(v_\gamma)$ becomes $\mathcal{T}_n(v_\gamma)\tilde{\mathcal{T}}_n(u_\gamma)$ for $\gamma \in P$. The path integral restriction then becomes

$$\phi_j(x, 0^+) = \begin{cases} 
\phi_{j+1}(x, 0^-) & x \in \bigcup_{\gamma \notin P}[u_\gamma, v_\gamma], \\
\phi_{j-1}(x, 0^-) & x \in \bigcup_{\gamma \in P}[u_\gamma, v_\gamma]. 
\end{cases} \quad (10)$$

$\text{Tr}(\rho_A^{TP})^n$ is then given by the expectation value of the twist fields using the new endpoints $\tilde{u}_\gamma, \tilde{v}_\gamma$, defined as $\tilde{u}_\gamma, \tilde{v}_\gamma = u_\gamma, v_\gamma$ for $\gamma \notin P$ and $\tilde{u}_\gamma, \tilde{v}_\gamma = v_\gamma, u_\gamma$ for $\gamma \in P$, form then we can write (9) and $\text{Tr}(\rho_A^{TP})^n$ as

$$\text{Tr}(\rho_A^{TP})^n = \left\langle \prod_{\gamma=1}^{N} \mathcal{T}_n(\tilde{u}_\gamma)\tilde{\mathcal{T}}_n(\tilde{v}_\gamma) \right\rangle_{\tilde{\mathcal{C}}} = \frac{1}{Z} \int_{\mathcal{C}_{\tilde{u},\tilde{v}}} \prod_{j=1}^{n} [d\phi_j] e^{-S_C}, \quad (11)$$

where the restrictions $C_{\tilde{u},\tilde{v}}$ are the same as those in equation (10). The path integral on the RHS of equation (11) can also be written as the path integral of a single field $\phi$

§ A quick note on notation: We will generally use Greek letters ($\alpha, \beta, \gamma$) for indexing intervals and Latin indices ($i, j, k$) for indexing sheets.

|| Note that the order of twist fields for partially transposed intervals is different than in [10, 12, 13]. In these, for a partially transposed interval $\alpha$, one has $\mathcal{T}_n(u_\alpha)\tilde{\mathcal{T}}_n(v_\alpha)$. We will argue that $[\mathcal{T}_n(u_\alpha), \mathcal{T}_n(v_\alpha)] = 0$ in Appendix A.
over the genus \( g = (N - 1)(n - 1) \) Riemann surface \( \mathcal{R}_{N,n}^P \) (see equation (12))\[2, 8\] given in equation (13) with examples for \( N = 2, n = 3 \) shown in figure 4.

\[
\frac{1}{Z} \int_{C_{\tilde{u}_\gamma, \tilde{v}_\gamma}} \prod_{j=1}^{n} [d\phi_j] e^{-S_C} = \frac{1}{Z} \int [d\phi] e^{-S_{\mathcal{R}_{N,n}^P}} = \frac{Z(\mathcal{R}_{N,n}^P)}{Z(\hat{C})} \tag{12}
\]

\[
\mathcal{R}_{N,n}^P = \left\{ (w, z) \in \hat{\mathbb{C}} \times \hat{\mathbb{C}} \left| w^n = \prod_{\gamma=1}^{N} (z - \tilde{u}_\gamma)(z - \tilde{v}_\gamma)^{n-1} \right. \right\} \tag{13}
\]

Figure 4: Plots of \( \mathcal{R}_{2,3} \) and \( \mathcal{R}_{2,3}^{[2]} \). The colors denote how the branch cuts connect, so for example, moving up through the red side of the first cut on the 1st sheet of \( R_{2,n} \) will place you coming out of the 1st branch on the 2nd sheet. In general, if there are \( N \) branch cuts, moving across the \( \gamma \) cut on the \( j \)th has you coming out of the \( \gamma \) cut on the \( j \pm 1 \) sheet (depending on whether or not \( \gamma \in P \)). \( \gamma \) never changes when moving across the branch cuts.

From conformal invariance, we know the expectation value in equation (11) takes on the form\[8\]

\[
\text{Tr}(\rho_A^{T_P})^n = \left( \prod_{\gamma=1}^{N} T_n(\tilde{u}_\gamma)T_n(\tilde{v}_\gamma) \right) = c_n \left( \frac{\prod_{\alpha<\beta} (\tilde{u}_\beta - \tilde{u}_\alpha)(\tilde{v}_\beta - \tilde{v}_\alpha)}{\prod_{\alpha,\beta} (\tilde{v}_\beta - \tilde{u}_\alpha)} \right)^{2\Delta_n} \mathcal{F}_{\text{model}}(\tau_{N,n}^P), \tag{14}
\]

where \( \Delta_n = \frac{c}{12}(n - 1/n) \) (\( c \) is the central charge, a derivation of this can be found in Appendix A) and, \( \mathcal{F} \) is both dependent on the model and the surface the theory is defined over. For the Ising CFT (\( c = 1/2 \)) and the Free Compact Boson CFT (\( c = 1 \)), \( \mathcal{F} \) is defined as (15) and (16)\[2\]:

\[
\mathcal{F}_{\text{Ising}}(\tau) = \frac{1}{2^g} \left| \partial \Phi(0) \tau \right| \sum_{e,d \in \mathbb{Z}_2^g} \vartheta \left[ \begin{array}{c} e \\ d \end{array} \right] (0|\tau), \tag{15}
\]
\[ \mathcal{F}^{\text{FCB}}(\eta, \tau) = \frac{\partial (0|G)}{\partial (0|\tau)} |^2, \quad G := \begin{pmatrix} i\eta \text{Im} \tau & \text{Re} \tau \\ \text{Re} \tau & i \text{Im} \tau / \eta \end{pmatrix} \]  

where \( \eta = \sqrt{2R} \) \((R \text{ is the compactification radius)}\) and \( \tau \) is the period matrix of the Riemann surface the theory is defined over. Calculating \( \tau \) is the main focus of this paper.

Before moving on to calculating \( \tau \), it is worth mentioning that a choice of endpoints \( \{[u_\gamma, v_\gamma]\} \) does not yield a unique \( \tau \) or even \( \chi \) due to the conformal symmetry. An easy way to parameterize the problem while removing these redundant degrees of freedom is to instead use the \( 2N \) harmonic ratios \( x_1 = h(u_1) = 0, x_2 = h(v_1), \ldots, x_{2\gamma-1} = h(u_\gamma), x_{2\gamma} = h(v_\gamma), \ldots, x_{2N-3} = h(u_{N-1}), x_{2N-2} = h(u_N) = 1 \) and \( x_{2N} = h(v_N) = \infty \) with

\[
    h(z) = \frac{(z - u_1)(v_N - u_N)}{(u_N - u_1)(v_N - z)}. 
\]

Note that while there are \( 2N \) \( x_1 \)s, three are fixed, leaving \( 2N - 3 \) free parameters with the restriction \( 0 < x_2 < \ldots, < x_{2N-3} < 1 \). Using these parameterizations is common in the literature \([8, 12, 15]\). However, we will not use this as under partial transposition for \( N > 2 \), there are certain cases where the transformations of the \( x_1 \)s becomes case dependent such as partially transposing with respect to the first or last interval.

3. Notes on Riemann Surfaces and Period Matrices

In this section we will outline how to obtain the period matrix for a Riemann surface defined by a superelliptic curve \( w^n = f(z) \), where \( f(z) \) is some polynomial in \( z \) of degree \( > 2 \) and with roots \( z_\gamma \). For the cases we are interested in, we are studying the \( n \) sheeted Riemann surface defined as

\[
    \mathcal{R}_n := \left\{ (w, z) \in \hat{\mathbb{C}} \times \hat{\mathbb{C}} \left| w = \prod_{\gamma=1}^{N} (z - \tilde{u}_\gamma)(z - \tilde{v}_\gamma)^{n-1} = \tilde{u}(z)\tilde{v}(z)^{n-1} \right. \right\}, 
\]

where

\[
    \tilde{u}(z) = \prod_{\gamma=1}^{N} (z - \tilde{u}_\gamma), \quad \tilde{v}(z) = \prod_{\gamma=1}^{N} (z - \tilde{v}_\gamma). 
\]

To calculate the period matrix, we need a basis of holomorphic forms \( \omega_{\alpha,j} \) and a canonical homology basis. A basis \( \{a_1, \ldots, a_{n-1}, b_1, \ldots, b_{n-1}\} \) of the first homology group \( H_1 \) is canonical if \( a_{\alpha,j} \cdot a_{\beta,k} = b_{\alpha,j} \cdot b_{\beta,k} = 0 \) and \( a_{\alpha,j} \cdot b_{\beta,k} = -b_{\alpha,j} \cdot a_{\beta,k} = \delta_{\alpha,\beta}\delta_{j,k} \) where the “\( \cdot \)” operation over \( H_1 \) is the intersection number. The indices \( \alpha, \beta \) run over \( \{1, \ldots, N - 1\} \) and \( j, k \) run over \( \{1, \ldots, n - 1\} \). Eventually, these two sets of indices will be combined into the indices \( r = \beta + (N - 1)(k - 1) \) and \( s = \alpha + (N - 1)(j - 1) \).

As in \([8, 20]\), the holomorphic forms we will use are

\[
    \omega_{\alpha,j} = \frac{z^{\alpha-1}\tilde{u}(z)^{j-1}}{w(z)^j}. 
\]
If we define the matrices
\[ A_{rs} = A^{\alpha,j}_{\beta,k} = \omega_{\beta,k}(a_{\alpha,j}) \]
\[ B_{rs} = B^{\alpha,j}_{\beta,k} = \omega_{\beta,k}(b_{\alpha,j}) \] (21)
then the period matrix \( \tau \) is defined as \( \tau := A^{-1}B \). \( \tau \) will be a symmetric matrix with \( \text{Im} \tau \) being positive definite.

Figuring out what \( \omega_{\alpha,j} \) is from some choice of \( A \)'s and \( P \) is straight forward. The non-trivial component of finding \( \tau \) is picking a canonical homology basis. Thus writing down prescription to construct such a basis and expressing \( A \) and \( B \) in terms of that basis is the main bulk of this paper.

Finally, it is important to note that there is a \( \mathbb{Z}_n \) symmetry on \( \mathcal{R}^P_{N,n} \) generated by the cyclical automorphism \( T : w \mapsto e^{2\pi i/n}w \). The interpretation of this automorphism is that it permutes the sheets, or in other words, if one has a curve \( C \) on the \( j \)th sheet of \( \mathcal{R}^P_{N,n} \), then \( TC \) is the same curve shifted to the \( j + 1 \) sheet. If we then look at \( \omega_{\alpha,j}(TC) \), this is equal to \( (T\omega_{\alpha,j})(C) \) and by looking at the definition of \( \omega_{\alpha,j} \) in equation (20), we see that \( T\omega_{\alpha,j} = e^{-2\pi ij/n}\omega_{\alpha,j} \). Thus \( \omega_{\alpha,j}(TC) = e^{-2\pi j/n}\omega_{\alpha,j}(C) \). This structure will be useful later to simplify the calculations of \( A \) and \( B \).

4. Review of \( \tau \) for Entanglement Entropy

In this section we review the calculation of \( \text{Tr} \rho_A^n \) done in [8] that will lay the groundwork for eventually calculating negativity. For this, we will use the basis demonstrated for the \( n = 4, N \geq 3 \) case in figure 5. To construct this basis, we start with an auxiliary basis \( a^{\alpha}_{\alpha,j} \) and \( b^{\alpha}_{\alpha,j} \). The loops \( a^{\alpha}_{\alpha,j} \) are simply just loops around the \( \alpha \) branch cut on the \( j \)th sheet (in a similar manner as \( a_{N-2,-1} \) in figure 5 if no other branch cuts were inserted). The loops \( b^{\alpha}_{\alpha,j} \) are loops that move up through the \( \alpha + 1 \) branch cut on the \( j \)th sheet to the \( j + 1 \) sheet, loop counter clockwise back down through the \( \alpha \) branch cut and close (in the same manner the \( b_{\alpha,3} \) loops in figure 5). Then we can define the loops \( a_{\alpha,j} \) and \( b_{\alpha,j} \) as
\[ a_{\alpha,j} = \sum_{\gamma=1}^{\alpha} a^{\alpha}_{\alpha,j}, \quad b_{\alpha,j} = \sum_{k=j}^{n-1} b^{\alpha}_{\alpha,j}. \] (22)
See [8, 20] for more discussions on this basis.

To construct the matrices \( A^{\alpha,j}_{\beta,k} = \omega_{\beta,k}(a_{\alpha,j}) \) and \( B^{\alpha,j}_{\beta,k} = \omega_{\beta,k}(b_{\alpha,j}) \), we will introduce some paths \( c_{\alpha,j} \) and \( d_{\alpha,j} \) where \( c_{\alpha,j} \) is a straight line connecting \( u_\alpha \) to \( v_\alpha \) on the \( j \)th sheet and \( d_{\alpha,j} \) is a line connecting \( v_\alpha \) to \( u_{\alpha+1} \) on the \( j \)th sheet. With these, we can write
\[ \omega_{\beta,k}(a^{\alpha}_{\alpha,j}) = \omega_{\beta,k}(c_{\alpha,j}) - \omega_{\beta,k}(c_{\alpha,j+1}), \quad \omega_{\beta,k}(b^{\alpha}_{\alpha,j}) = \omega_{\beta,k}(d_{\alpha,j}) - \omega_{\beta,k}(d_{\alpha,j+1}). \] (23)

We can now use the \( T \) automorphism introduced in section 3 make the simplifications \( \omega_{\beta,j}(c_{\alpha,j}) = \omega_{\beta,k}(T^{j-1}c_{\alpha,j}) = e^{-2\pi ik(j-1)/n}\omega_{\beta,k}(c_{\alpha,j}) \) and same of the \( d_{\alpha,j} \). This allows us
\[ R_{N,n} \]

**Figure 5:** An example for how one would construct the surface for \( N \geq 3, \, n = 4 \) and \( P = \emptyset \). The \( a_{\alpha,j} \) loops are in white and the \( b_{\alpha,j} \) loops are in black. To construct higher \( N \) surfaces, the first \( N - 3 \) branch cuts would be inserted where the “×” is such that the last 2 sets of homology loops go around them.

To express the integrals in equation (23) as

\[
\begin{align*}
\omega_{\beta,k}(a_{\alpha,j}^{\text{aux}}) &= e^{-2\pi i(j-1)k/n} \left(1 - e^{-2\pi ik/n}\right) \int_{u_\alpha}^{v_\alpha} \omega_{\beta,k}, \\
\omega_{\beta,k}(b_{\alpha,j}^{\text{aux}}) &= e^{-2\pi i(j-1)k/n} \left(1 - e^{-2\pi ik/n}\right) \int_{u_\alpha}^{u_{\alpha+1}} \omega_{\beta,k}.
\end{align*}
\]  

Going back to the \( a, b \) basis, we have

\[
\begin{align*}
A_{\beta,k}^{\alpha,j} &= \omega_{\beta,k}(a_{\alpha,j}) = e^{-2\pi i(j-1)k/n} \left(1 - e^{-2\pi ik/n}\right) \sum_{\gamma=1}^{\alpha} \int_{u_\gamma}^{v_\gamma} \omega_{\beta,k}, \\
B_{\beta,k}^{\alpha,j} &= \omega_{\beta,k}(b_{\alpha,j}) = \sum_{l=j}^{n-1} e^{-2\pi i(l-1)k/n} \left(1 - e^{-2\pi ik/n}\right) \int_{v_\alpha}^{u_{\alpha+1}} \omega_{\beta,k} \\
&= (e^{-2\pi ik(j-1)/n} - e^{-2\pi ik(n-1)/n}) \int_{v_\alpha}^{u_{\alpha+1}} \omega_{\beta,k}.
\end{align*}
\]  

As mentioned earlier, this is a result of [8].
5. Calculating $\tau$ for Two Interval Negativity

Now that we have an understanding of the period matrix for entanglement entropy, we are going to focus on the simplest case: $N = 2$. We will do this for two reasons. Firstly, the integrals $\omega_k(a_j)$ and $\omega_k(b_j)$ have analytic solutions for all $n$ (note, because $N = 2$, the $\beta, \alpha$ indices are just 1 and thus we drop them). Secondly, when expressed in terms of the single free harmonic ratio $0 < x < 1$, there simple relation between the period matrix for entropy and the period matrix for negativity when one partially transposes the second interval[10]. The period for entropy ($R_{2,n}^2$) is given as

$$
\tau_{kj}(x) = \frac{2i}{n} \sum_{k=1}^{n-1} \sin \left( \frac{\pi k}{n} \right) \frac{\theta_1(k/n, 1-k/n; 1-x)}{\theta_1(k/n, 1-k/n; 1)} \cos \left( \frac{2\pi ik}{n}(k-j) \right). \tag{26}
$$

The period matrix for negativity ($R_{2,n}^{\{2\}}$) is then just given $\tau^{\{2\}}(x) = \tau \left( \frac{x}{x-1} \right)$. However, this result does not generalize to arbitrary $N$ and $P$. To do that, we need to adapt the calculations for $\tau(R_{N,n})$ in section 4 to $R_{N,n}^P$. The first step is to construct the $\tau$ for the case described above as it is simple and, as we will see later, provides an easy method of generalization. An example of the basis we will use is given in equation (6) for $n = 4$.

The integrals $\omega_k(a_j)$ and $\omega_k(b_j)$ can again be expressed in terms of $\omega_k(c_j)$ and $\omega_k(d_j)$ respectively to give

$$
A_{kj} = \sum_{l=j}^{n-1} (\omega_k(c_l) - \omega_k(c_{l+1})) = (1 - e^{-2\pi ik/n}) \sum_{l=j}^{n-1} (e^{-2\pi i(l-1)/k}) \int_{v_1}^{v_2} \omega_k, \\
B_{kj} = \omega_k(d_j) - \omega_k(d_{j-1}) = (e^{-2\pi i(j-1)k/n} - e^{-2\pi i(j-2)k/n}) \int_{v_1}^{v_2} \omega_k. \tag{27}
$$
\( A_{kj} \) can be further simplified using

\[
\sum_{l=j}^{n-1} \left( e^{-2\pi i (l-1)/k} \right) = \frac{e^{-2\pi i j k/n} - 1}{e^{-2\pi i k/n} (1 - e^{-2\pi i k/n})}.
\]  

(28)

Plotting these as a function of the free harmonic ratio \( x_3 = x \) figure 7 for the Ising model.

Figure 7: Plots of Tr \( \rho_A^n \), Tr\( (\rho_A^T)^n \) and \( R_n = \text{Tr}(\rho_A^T)^n / \text{Tr}(\rho_A)^n \) for the Ising model. Solid lines are the analytic \( \tau \) from (26) and the markers numerical integration of (27).
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Figure 8: Plots of $\text{Tr} \rho_A^n$, $\text{Tr}(\rho_A^{T_2})^n$ and $R_n = \text{Tr}(\rho_A^{T_2})^n / \text{Tr}(\rho_A)^n$ for the free compact boson with $\eta = 1$. Solid lines are the analytic $\tau$ from (26) and the markers numerical integration of (27).

6. $\tau$ for General N Interval Entanglement Negativity

To generalize the $N = 2, P = \{2\}$ calculation to general $N$ and $P$ is fairly straightforward. The first step is to write down the four possible choices of $P$ for $N = 2$: $P = \emptyset, \{1\}, \{2\}, \{1, 2\}$. These are important as this covers the four possible relations two adjacent intervals could have: $\alpha, \alpha + 1 \notin P$, $\alpha \in P, \alpha + 1 \notin P$, $\alpha \notin P, \alpha + 1 \in P$, $\alpha, \alpha + 1 \in P$. The homology loops for these four cases are shown in figure 9. To construct the homology for some general $N$ and $P$, we perform the following construction: We start with the two right most intervals and draw the corresponding homology loops $a_{N-1,j}, b_{N-1,j}$, using figure 9. We then insert the $N - 3$ interval (the next interval to the left), making sure to put in inside of the loops $a_{N-1,j}, b_{N-1,j}$. Once this is done we insert the $a_{N-2,j}, b_{N-2,j}$ loops, making sure to keep them inside the $a_{N-1,j}, b_{N-1,j}$ loops. We do this until we have drawn all the loops. An example of how this would look for $N \geq 3$ with $N \in P$, $N - 1, N - 2 \notin P$ and $n = 4$ is shown in figure 10.
Figure 9: The basic forms for the homology loops through intervals in each of the four cases. The $a$ loops are in white and the $b$ loops are in black.
The integrals $\omega_{\beta,k}(b_{\alpha,j})$ and $\omega_{\beta,k}(b_{\alpha,j})$ fall into two cases: branch cuts $\alpha$ and $\alpha + 1$ have the same orientation ($\alpha \sim \alpha + 1$) or they have opposite ($\alpha \prec \alpha + 1$). To evaluate them, we can use the same tricks as we used for the $N = 2$ cases. The integrals can be written in terms of the line segments $c_{\alpha,j}$ and $\tilde{c}_{\alpha,j}$ where $c_{\alpha,j}$ goes from $u_{\alpha}$ to $v_{\alpha}$ on the $j$th sheet and $\tilde{c}_{\alpha,j}$ goes from $v_{\alpha}$ to $u_{\alpha}$ on the $j$th sheet. In an attempt to minimize clutter, we define $\rho_{n} = e^{2\pi i/n}$.

6.1. $\alpha \sim \alpha + 1$

For $\alpha \sim \alpha + 1$, we are looking at the loops in the first column of figure 9. Note that the $b$ loops don’t enclose any branch cuts, so the integrals $\omega_{\beta,k}(b_{\alpha,j})$ should not care about any other intervals besides the two they pass through. In terms of the $\tilde{c}_{\alpha,j}$s, these integrals can be written as:

$$\omega_{\beta,k}(b_{\alpha,j}) = \omega_{\beta,k}(\tilde{c}_{\alpha,j}) - \omega_{\beta,k}(\tilde{c}_{\alpha,n}) = \left(\rho_{n}^{-k(j-1)} - \rho_{n}^{-k(n-1)}\right) \omega_{\beta,k}(\tilde{c}_{\alpha,1}). \quad (29)$$

For $\omega_{\beta,k}(a_{\alpha,j})$, the loops enclose branch cuts. Because of that, we need to be careful about the orientation of the cuts. So, define $c_{\alpha,j}^{+}$ and $c_{\alpha,j}^{-}$ as the paths between $u_{\alpha}$ and $v_{\alpha}$ slightly above and below the branch cuts respectively. Because we can use $T$ to change $j$, we will start with just $j = 1$. We first write $\omega_{\beta,k}(a_{\alpha,1})$ as

$$\omega_{\beta,k}(a_{\alpha,1}) = \sum_{\gamma=1}^{\alpha} \left(\omega_{\beta,k}(c_{\gamma,1}^{-}) - \omega_{\beta,k}(c_{\gamma,1}^{+})\right). \quad (30)$$
Then, if \( \gamma, \gamma + 1 \notin P \), we push \( c_{\gamma,1}^- \) up through the branch cut and we have an integral of \( \rho_n c_{\gamma,1}^- \). If \( \gamma, \gamma + 1 \in P \), then we push \( c_{\gamma,1}^+ \) down through the branch cut to get an integral of \( \rho_n c_{\gamma,1}^- \). In terms of the contributions to equation (30), the two cases differ by a minus sign that can be encapsulated in a factor \((-1)^{\delta_c \in P}\) giving

\[
\omega_{\beta,k}(a_{\alpha,1}) = \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} (1 - \rho_n^{-k}) \omega_{\beta,k}(c_{\gamma,1}).
\]  

(31)

We then generate the rest of the \( \omega_{\beta,k}(a_{\alpha,j}) \) integrals by using \( \omega_{\beta,k}(a_{\alpha,j}) = T^{j-1} \omega_{\beta,k}(a_{\alpha,1}) \).

6.2. \( \alpha \sim \alpha + 1 \)

For \( \alpha \sim \alpha + 1 \), there will be sums over contributions from the branch cuts before \( \alpha \). These contributions will be the same as their contributions in the \( \alpha \sim \alpha + 1 \) cases. It is only the contributions the final branches of the loops that change. For \( \omega_{\beta,k}(b_{\alpha,j}) \), there are two main components: a sum over (phases) \times (-1)^{\delta_{\gamma \in P}} \omega_{\beta,k}(-c_{\gamma,j-1}) and \( \omega_{\beta,k}(c_{\alpha,j} - c_{\alpha,j-1}) \).

\[
\omega_{\beta,k}(b_{\alpha,j}) = \rho_n^{-k(j-1)} (1 - \rho_n^{-k}) (-1)^{\delta_{\gamma \in P}} \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} \omega_{\beta,k}(c_{\gamma,1}) + (\rho_n^{-k(j-1)} - \rho_n^{-k(j-2)}) \omega_{\beta,k}(c_{\alpha,1})
\]

\[
= \rho_n^{-k(j-1)} (1 - \rho_n^{-k}) \left( \omega_{\beta,k}(c_{\alpha,1}) + (-1)^{\delta_{\gamma \in P}} \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} \omega_{\beta,k}(c_{\gamma,1}) \right)
\]

(32)

For \( \omega_{\beta,k}(a_{\alpha,j}) \), the only change from the \( \sim \) case is that the loops circle through sheets \( j \) to \( n-1 \), so there will be an additional sum over sheet:

\[
\omega_{\beta,k}(a_{\alpha,j}) = \sum_{l=j}^{n-1} \rho_n^{-k(j-1)} (1 - \rho_n^{-k}) \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} \omega_{\beta,k}(c_{\gamma,1})
\]

\[
= (1 - \rho_n^{-k}) \frac{\rho_n^{-k} - 1}{\rho_n^{-k}(1 - \rho_n^{-k})} \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} \omega_{\beta,k}(c_{\gamma,1})
\]

(33)

All of these cases are summarized in equation (34).

\[
A^{(k,j)}_{\beta,\alpha} = \omega_{\beta,k}(a_{\alpha,j}) = \begin{cases} 
\rho_n^{-k(j-1)} \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} (1 - \rho_n^{-k}) \int_{v_\gamma}^{v_{\gamma+1}} \omega_{\beta,k} ; & \alpha \sim \alpha + 1 \\
(1 - \rho_n^{-k}) \frac{\rho_n^{-k} - 1}{\rho_n^{-k}(1 - \rho_n^{-k})} \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} \int_{u_\gamma}^{v_{\gamma+1}} \omega_{\beta,k} ; & \alpha \sim \alpha + 1 
\end{cases}
\]

\[
B^{(k,j)}_{\beta,\alpha} = \omega_{\beta,k}(b_{\alpha,j}) = \begin{cases} 
(\rho_n^{-k(j-1)} - \rho_n^{-k(n-1)}) \int_{u_\alpha}^{u_{\alpha+1}} \omega_{\beta,k} ; & \alpha \sim a + 1 \\
\rho_n^{-k(j-1)} (1 - \rho_n^{-k}) \left( \int_{u_\alpha}^{u_{\alpha+1}} \omega_{\beta,k} + (-1)^{\delta_{\gamma \in P}} \sum_{\gamma=1}^{\alpha} (-1)^{\delta_{\gamma \in P}} \int_{u_\gamma}^{v_\gamma} \omega_{\beta,k} \right) ; & \alpha \sim \alpha + 1 
\end{cases}
\]

(34)
We can now introduce the new indices \( r = \beta + (N - 1)(k - 1) \) and \( s = \alpha + (N - 1)(j - 1) \) to get \( \tau_{rs} = (A^{-1}B)_{rs} \).

6.3. An Example: Three Intervals

As an example, we look at some cases with three equally spaced intervals, as shown in figure 11. We observe a few expected properties: the Rényi negativity and Rényi entropy are not equal, and both converge to 1 as the separation between two intervals goes to infinity (\( \rho_A \) becomes asymptotically pure). However, starting with case E, we begin to see some non-trivial behavior of the Rényi negativity for the second interval \( A_2: \text{Tr} (\rho_A^{T_2})^3 \). According to the Rényi negativity, \( A_2 \) is less entangled with \( A_1 \sqcup A_3 \) than \( A_1 \) is with \( A_2 \sqcup A_3 \). This behavior continues into case 1 where we have shrunken the first interval. This has had the effects of uplifting all of the Rényi negativities (and the Rényi entropy), splitting \( \text{Tr} (\rho_A^{T_1})^3 \) and \( \text{Tr} (\rho_A^{T_3})^3 \) all while keeping \( \text{Tr} (\rho_A^{T_2})^3 \) the smallest. This is again repeated in case 2; the splitting of \( \text{Tr} (\rho_A^{T_1})^3 \) and \( \text{Tr} (\rho_A^{T_3})^3 \) and removed due to the symmetry, but \( \text{Tr} (\rho_A^{T_2})^3 \) is still the least. Quantifying this difference is outside the scope of this paper but it is likely that the Rényi negativity is picking up the internal entanglement between \( A_1 \sqcup A_3 \) and \( A_2 \sqcup A_3 \) respectively (and the internal entanglement of \( A_2 \sqcup A_3 \) should be the greater of the two). In these cases, we have kept things fairly uniform so a next step would to be more total exploration of the 6 (really 3 due to the conformal symmetry) free parameters in this three interval system.

Another avenue of exploration would be the relation ship between this boundary interval Rényi negativity (\( \text{Tr} (\rho_A^{T_1})^3 \) and \( \text{Tr} (\rho_A^{T_3})^3 \)) with interior negativity (\( \text{Tr} (\rho_A^{T_2})^3 \)) for larger \( N \) systems (looking at \( \text{Tr} (\rho_A^{T_1})^3 \) and \( \text{Tr} (\rho_A^{T_3})^3 \) versus \( \text{Tr} (\rho_A^{T_{[N/2]}})^3 \)). Lastly for this section, and as a segway to section 7, we can think about take cases 1 and 2 to the extreme: sending the interval lengths all the way to zero. In this situation, \( \text{Tr} (\rho_A^{T_P})^3 \) diverges for all \( P \). However, if we look back to the definition of \( \text{Tr} (\rho_A^{T_P})^n \) in equation (14), we can note that in these two cases, there is a divergence in the \( \chi([\tilde{u}_\gamma, \tilde{v}_\gamma]) \) factor. However in this set up, \( \mathcal{F}(\tau_A^P) \) for cases 1 and 2 will converge to \( \mathcal{F}(\tau_A^{P_{A_2 \cup A_3}}) \) and \( \mathcal{F}(\tau_A^{P_{A_1 \sqcup A_2 \sqcup A_3}}) \) respectively.
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Case E: $l\ l\ l\ \ d\ d\ l$

Case 1: $l\ \frac{1}{10}l\ l\ l\ \ d\ d$

Rényi Negativity for $n=3$

Figure 11: Here we have plots of $\text{Tr} \: \rho_A^3$ (dashed blue), $\text{Tr} \: (\rho_A^{T_1})^3$ (maroon), $\text{Tr} \: (\rho_A^{T_2})^3$ (green), and $\text{Tr} \: (\rho_A^{T_3})^3$ (orange) for three different configurations of equally spaced intervals: $l_1 = l_2 = l_3 = l$ (Case E, for Equal), $l_1 = l_3 = l$ with $l_2 = \frac{1}{10}l$ (Case 1) and $l_1 = l_3 = l$ with $l_2 = \frac{1}{10}l$ (Case 2). Note that for Case E and Case 2, $\text{Tr} \: (\rho_A^{T_1})^3 = \text{Tr} \: (\rho_A^{T_3})^3$

7. The Limit as $N \to N - 1$

Now that we can calculate these twist field correlation functions for general $N$, $n$ and $P$, it is natural to consider what happens when we deform the intervals. Specifically, in this section, we want to understand the behavior of $\text{Tr} \: (\rho_A^{T_p})^n$ in the limit where one of the intervals is shrunk to zero and if there is a function that is continuous as intervals are added or removed such as in figure 12.

From a quick examination of equation 14, its clear there is an issue as $\chi(\{u_\gamma, v_\gamma\})$ contains an overall factor of $1/(u_\mu - v_\gamma)$, which gives a divergence for both shrinking intervals to zero and bring them together. So, $\text{Tr} \: (\rho_A^{T_p})^n$ diverges. However, note that, for $\gamma \in P$, $(u_\gamma - v_\gamma) = -(\bar{u}_\gamma - \bar{v}_\gamma)$, so the ratio $R = \text{Tr} \: (\rho_A^{T_p})^n / \text{Tr} \: (\rho_A)^n$ will not diverge due to this singular factor as it cancels out. The other thing to consider is $F$. If we calculate $F$ numerically, we see that these limits are well behaved and that $F$ does
indeed converge¶ (see figure 12) except in the case that where a partially transposed and non partially transposed interval are brought together (this would correspond to replacing $\rho_A$ with $\rho_A^{T_2}$ in figure 12). This means that, save for the aforementioned case, $F$ and $R$ are well behaved in these limits. A next step, beyond the scope of this paper, would be to look at analytic behavior of $F$ in these limits as the Riemann theta functions diverges in the $d \to 0$ limit (but the divergences cancels in $F$) and converge in the $l \to 0$ limit.

¶ Note, we say converge rather than equal, as $F$ will be undefined at the points where $v_{\gamma-1} = u_{\gamma}$ or $u_{\gamma} = v_{\gamma}$, or in terms of figure 12, when $d$ or $l$ equal zero.
Figure 12: We are interested in the behavior of $\text{Tr} (\rho_A)^n [A_1, A_2, A_3]$ for limits of $A_1$ where $A_1$ is stretched to touch $A_2$ and shrunk to zero. Here, we are treating $\text{Tr} (\rho_A)^n$ as a function of the intervals $A_1, A_2, A_3$. Because $\text{Tr} (\rho_A)^n$ is divergent due to $\chi$, we just plot $\mathcal{F}$. The starting system is $A_1 = [u_1, v_1] = [0, l_0], A_2 = [u_2, v_2] = [l_0 + d_0, 2l_0, d_0]$ and $A_3 = [u_3, v_3] = [2l_0 + 2d_0, 3l_0 + 2d_0]$ with $l_0 = d_0 = 20$. $A_1$ is then sent to $[0, 0] (l \to 0 \text{ limit})$ and $[0, d_0 + l_0] (d \to 0 \text{ limit})$. 

$$\lim_{l \to 0} \text{Tr} (\rho_A)^n [A_1, A_2, A_3] \quad \text{Tr} (\rho_A)^n [A_1, A_2, A_3] \quad \lim_{d \to 0} \text{Tr} (\rho_A)^n [A_1, A_2, A_3]$$
8. Conclusions

In this paper, we have constructed a method to calculate the entanglement negativity between disjoint subsystems that are themselves made up of disjoint subsystems. This is a generalization of the calculation of entanglement negativity entropy presented in [10]. So far we really only focused on the Ising CFT, however we mentioned that this can be used for other CFTs like the free compact boson and its decompactification regime along with others [2, 8]. This is because they all just depend on the period matrix of the Riemann surface, meaning our focus on the Ising CFT does not incur a loss of generality.

Unfortunately, with the given results, the analytic continuation of \( n \) required to compute the logarithmic negativity \( E = \ln \text{Tr} \rho_A^T \) is not something we were able to do. The formula for \( F \) when expressed in terms of the Riemann theta functions is not algebraic in the points \( u_\alpha, v_\alpha \). It is known that for \( N = 2 \), \( R^F_{n,N} \) can be rewritten as a hyperelliptic curve \( \nu^2 = f(\mu) \) where \( f(\mu) \) is a degree 2n curve [20, 21]. This allows \( F \) to be expressed as an algebraic function of \( u_\alpha, v_\alpha \) via a Thomae formula. Unfortunately, the surfaces \( R_{N,n} \) and \( R^F_{N,n} \) are not hyperelliptic for both \( N > 2 \) and \( n > 2 \), only if it is one or the other. This means the surface can not be brought into a form like \( \nu^2 = f(\mu) \) (see Appendix B).

In this paper we have looked at homogenous systems. It would be interesting to apply these ideas to inhomogenous systems such as those with interfaces [22], boundaries and defects [23], and in particular, systems with topological defects [24]. Another interesting extension would be for gapped systems [25, 26].
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Appendix A. A Few Notes on Twist Fields

In this section, we are going to talk about the equal time commutations of the twist fields and will calculate their scaling dimensions. Before doing that however, we should lay out the different ways we can think about the replica trick and the sewing conditions. If we, for a moment, just think about \( \text{Tr} \rho^2_A \), then for the replica trick, we take our theory \((\hat{\mathcal{C}}, \mathcal{L})^+\), and go to a theory \( \otimes^n (\hat{\mathcal{C}}, \mathcal{L}) \). The partition function of said theory is

\[
Z_{\otimes^n (\hat{\mathcal{C}}, \mathcal{L})} = \int \prod_{j=1}^n [d\phi_j]_{(\hat{\mathcal{C}}, \mathcal{L})} \exp \left[ \int_{\hat{\mathcal{C}}} dz d\bar{z} \mathcal{L}[\phi_1](z, \bar{z}) + \cdots + \mathcal{L}[\phi_n](z, \bar{z}) \right].
\]

\(^+\) The first element in this tuple is the spacetime and the second is the lagrangian
The introduction of twist fields is done to enforce the sewing conditions $C_{N,n} : \phi_j(x, \tau = 0^-) = \phi_{j+1}(x, \tau = 0^+) \ \forall x \in A$ with $j \in \mathbb{Z}_n$. This given us the path integral

$$Z_{\mathcal{C}(\mathcal{C}, \mathcal{L})} = \int_{\mathcal{C}, n} \prod_{j=1}^n [d\phi_j(\mathcal{C}, \mathcal{L})] \exp \left[ \int_{\mathcal{C}} dzd\bar{z} \mathcal{L}[\phi_1](z, \bar{z}) + \ldots + \mathcal{L}[\phi_n](z, \bar{z}) \right]. \quad (A.2)$$

The subscript $C_{N,n}$ represents the integral over the subspace that satisfies the sewing conditions. This theory can be thought of in two other ways: $(\hat{\mathcal{C}}, \mathcal{L}^n, C_{N,n})$ and $(\mathcal{R}_{N,n}, \mathcal{L})$, the first one is considering one spacetime $\hat{\mathcal{C}}$ with $n$ copies of the fields with sewing conditions acting as identifications conditions for the fields, and the second is the theory taking place on a multisheeted Riemann surface with just one copy of the fields. From this point of view, the sewing conditions act to stitch together the spacetime sheets of the replicas. It is this form of the theory that we focused on in the introduction and that will be the main focus going forward. The path integral on this spacetime is

$$Z_{(\mathcal{R}_{N,n}, \mathcal{L})} = \int [d\phi](\mathcal{R}_{N,n}, \mathcal{L}) \exp \left[ -\int_{\mathcal{R}_{N,n}} dzd\bar{z} \mathcal{L}[\phi](z, \bar{z}) \right]. \quad (A.3)$$

To understand the commutation relations, let us consider $(\hat{\mathcal{C}}, \mathcal{L}^n)$ point of view. For $\mathcal{T}_n(u)$ and $\hat{\mathcal{T}}_n(v)$ with $\text{Im} u = \text{Im} v$ (equal time), we have $\left[ \mathcal{T}_n(u), \hat{\mathcal{T}}_n(v) \right] = 0$. That is, there commute at equal time. To see this, let $c_\mathcal{T}$ and $c_{\hat{\mathcal{T}}}$ be counter clockwise paths that only encloses $\mathcal{T}$ and $\hat{\mathcal{T}}$ respectively such that, then transporting $\phi_i$ around $c_\mathcal{T}$ brings you to $\phi_{i+1}$ and around $c_{\hat{\mathcal{T}}}$ gives you $\phi_{i-1}$. With this, we can consider transport of $\phi_i$ around both $\mathcal{T}$ and $\hat{\mathcal{T}}$. The two ways to do this are $c_\mathcal{T} \circ c_{\hat{\mathcal{T}}}$ and $c_{\hat{\mathcal{T}}} \circ c_\mathcal{T}$. Both of these get you from $\phi_i(z)$ to $\phi_i(z)$. Thus, the order in which the loops are taken does not matter. This is a statement that $\mathcal{T}_n(u)\hat{\mathcal{T}}_n(v) = \hat{\mathcal{T}}_n(v)\mathcal{T}_n(u)$. In terms of the $(\mathcal{R}_{N,n}, \mathcal{L})$ point of view, these loops are actually paths, such that (if we parametrize from 0 to 1) $c_\mathcal{T}(1) = e^{2\pi i/n} c_\mathcal{T}(0)$ and $c_{\hat{\mathcal{T}}}(1) = e^{-2\pi i/n} c_{\hat{\mathcal{T}}}(0)$. In other words, $c_\mathcal{T}$ starts on the $j$-th sheet and goes to the $j + 1$ sheet while $c_{\hat{\mathcal{T}}}$ takes you to the $j - 1$ sheet. Under the transport of $\phi$ along these paths, we have $\phi(z_j) \rightarrow \phi(z_{j+1})$ for $c_\mathcal{T}$ and $\phi(z_j) \rightarrow \phi(z_{j-1})$ for $c_{\hat{\mathcal{T}}}$. If we consider just one interval with endpoints $u < v$, we have the theories $(\hat{\mathcal{C}}, \mathcal{L}^n)$ and $(\mathcal{R}_{N,n}, \mathcal{L})$. Following the notation of $[1, 27]$, for some field primary $\mathcal{O}$ evaluated on the $j$-th sheet, then we have

$$\langle \mathcal{O}(w_j) \cdots \rangle_{(\mathcal{R}_{[u,v], n}, \mathcal{L})} = \frac{\langle \mathcal{T}(u)\hat{\mathcal{T}}(v)\mathcal{O}_j(z) \cdots \rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)}}{\langle \mathcal{T}(u)\hat{\mathcal{T}}(v) \rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)}} \quad (A.4)$$

where $u < v$ are points on the real line and the $j$ in $T(w, j)$ indexes what sheet of $\mathcal{R}_{N,n}$ this is being evaluated at. The field $\mathcal{O}_j$ is then the operator from the $j$-th copy of the theory.

* The “◦” operation on loops is composition.

‡ It should be noted, that when on $\mathcal{R}$, there are actually $n$ loops $c^j_\mathcal{T}$ and $c^j_{\hat{\mathcal{T}}}$ which start on the $j$-th sheet and end on the $j + 1$ sheet.
Rényi Negativity for N Disjoint Intervals in 1 + 1D Ising and FCB

Between the two theories: \((\hat{\mathcal{C}}, \mathcal{L}^n)\) and \((\mathcal{R}_{N,n}, \mathcal{L})\), we have two forms of the stress energy tensor. For \((\hat{\mathcal{C}}, \mathcal{L}^n)\), we have \(T(z) = \sum_{j=1}^{n} T_j(z)\), with each \(T_j(z)\) coming from the \(j\)th copy of \(\mathcal{L}\) and \(T(w)\) which comes from \((\mathcal{R}_{N,n}, \mathcal{L})\). Also, if the central charge of \(\mathcal{L}\) is \(c\), then the central charge of \(\mathcal{L}^n\) is \(nc\). We want to look at \(\langle T(w) \rangle_{(\mathcal{R}_{(u,v),n}, \mathcal{L})}\). Consider the change of coordinates between \(z\) on \(\hat{\mathcal{C}}\) and \(w\) on \(\mathcal{R}_{(u,v),n}\)

\[
z(w) = \left(\frac{w - u}{w - v}\right)^{1/n}.
\]  

(A.5)

Then one can write

\[
\langle T(w, j) \rangle_{(\mathcal{R}_{(u,v),n}, \mathcal{L})} = \left(\frac{\partial z}{\partial w}\right)^2 \langle T_j(z) \rangle_{(\hat{\mathcal{C}}, \mathcal{L})} + \frac{c}{12} \{z, w\}
\]  

(A.6)

where \(\{z, w\}\) is the Schwarzian derivative

\[
\{z, w\} = \frac{z'''z' - \frac{3}{2}(z'')^2}{(z')^2}.
\]  

(A.7)

Note that because of translational symmetry on \(\hat{\mathcal{C}}\), \(\langle T(z) \rangle = 0\). This then becomes

\[
\langle T(w, j) \rangle_{(\mathcal{R}_{(u,v),n}, \mathcal{L})} = \frac{c(n^2 - 1)}{24n^2} \frac{(u - v)^2}{(w - u)^2(w - v)^2}.
\]  

(A.8)

From equation (A.4), we then have

\[
\frac{\left\langle T(u)\tilde{T}(v)T(w) \right\rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)}}{\left\langle T(u)\tilde{T}_n(v) \right\rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)}} = \sum_j \frac{\left\langle T(u)\tilde{T}(v)T_j(w) \right\rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)}}{\left\langle T(u)\tilde{T}_n(v) \right\rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)}}
\]  

\[
= \sum_j \langle T(w, j) \rangle_{(\mathcal{R}_{(u,v),n}, \mathcal{L})}
\]  

\[
= nc(n^2 - 1) \frac{(u - v)^2}{24n^2} \frac{1}{(w - u)^2(w - v)^2}.
\]  

(A.9)

This top term is

\[
\left\langle T(u)\tilde{T}_n(v)T(w) \right\rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)} = \left(\frac{1}{w - u} \frac{\partial}{\partial u} + \frac{h_n}{(w - u)^2} + \frac{1}{w - v} \frac{\partial}{\partial v} + \frac{h_n}{(w - v)^2}\right) \left\langle T_n(u)\tilde{T}_n(v) \right\rangle_{(\hat{\mathcal{C}}, \mathcal{L}^n)}
\]  

(A.10)

where \(\Delta_n = h_n + \bar{h}_n\) is the scaling dimension of the twist fields and \(h_n\) (\(\bar{h}_n\)) is the holomorphic (antiholomorphic) conformal dimension. For the twist fields, \(h_n = \bar{h}_n\). The standard two point function for CFTs says

\[
\left\langle T_n(u)\tilde{T}_n(v) \right\rangle_{\hat{\mathcal{C}}, \mathcal{L}^n} = \frac{C}{|u - v|^{2\Delta_n}} = \frac{C}{(u - v)^{2h_n}(\bar{u} - \bar{v})^{2\bar{h}_n}}
\]  

(A.11)
Plugging this into (A.10) and then that into (A.9) and solving for $\Delta_n$ in the \((\hat{C},l^n)\) theory we get:

\[ h_n = \frac{c}{24} \left( n - \frac{1}{n} \right) \]  

and

\[ \Delta_n = \frac{c}{12} \left( n - \frac{1}{n} \right). \]  

Because the theories \((\hat{C},l^n)\) and \((R_{N,n},l)\) are the same, these conformal and scaling dimensions are the same.

**Appendix B. Proof of non-hyperellipticity for both \(N,n > 2\)**

For this, we will swap out our Riemann sphere \(\hat{C}\) for the complex projective space \(\mathbb{C}P^1\) (they are isomorphic) and we will just write \(R_{N,n}\) as the \(P\) superscript is not important. We are interested in

\[ R_{N,n} : \quad w^n = \prod_{\alpha=1}^{N} (z - u_{\alpha})(z - v_{\alpha})^{n-1} \]  

First, three things: a Riemann surface \(R\) is hyperelliptic curve in \(\mathbb{C}P^1 \times \mathbb{C}P^1\) if it admits a fractional linear involution \(t\) with \(2g + 2\) fixed points (\(t\) is non trivial), a hyperelliptic Riemann surface is a double cover of \(\mathbb{C}P^1\) and \(t\) must commute with other automorphisms of \(R\). This last point is important as we have the \(T\) automorphism for \(R_{N,n}\) which sends \(T : w \mapsto e^{2\pi i/n}w\). Because of the commutation, \(t\) will send orbits of \(T\) to orbits, \(t : [w]_T \mapsto [w']_T\). Since each orbit is characterized by a \(z\), we can look at \(t(z)\). This leaves two options: \(t(z) = z\) or \(t(z) \neq z\).

If \(t(z) = z\), then \(t\) will send \(w\) to some \(e^{2\pi ik/n}w\). But because \(t^2 = 1\), we must have \(t(w) = -w\). If we look at \(R_{N,n}/t\) we have

\[ w^{n/2} = \prod_{\alpha=1}^{N} (z - u_{\alpha})(z - v_{\alpha})^{n-1} \]  

which is a curve of genus \(g = (n/2-1)(N-1)\). Firstly, this only makes sense if \(n\) is even. Second, for \(R_{N,n}\) to be hyperelliptic, one needs \(R_{N,n}/t \simeq \mathbb{C}P^1\) which only happens for \(N = 1\) or \(n = 2\).

For \(N \neq 1\), we can consider \(t(z) \neq z\). A general note on fractional linear transformations over over \(\mathbb{C}P^1\): they are the Möbius transformatons that make up \(PGL(2,\mathbb{C})\) and take the form

\[ f : z \mapsto \frac{az + b}{cz + d} \]  

and have at most two fixed points unless it is the identity (this can be seen by setting \(f(z) = z\) and solving the resulting quadratic equation). This means that there at most two \(z\) fixed points, and because each \(z\) corresponds to at most \(n\) \(w\)s, there are at most
2\(n\) fixed points. If we set the max number of possible fixed points, 2\(n\), equal to 2\(g + 2\) we arrive at the equation
\[
2n = 2(n - 1)(N - 1) + 2. \tag{B.4}
\]
Simplifying this, we arrive at
\[
1 = N - 1 \tag{B.5}
\]
which is only satisfied for \(N = 2\) (for general \(n\)). This means that \(\mathcal{R}_{N,n}\) is only hyperelliptic for \(N = 2\) with general \(n\) or \(n = 2\) with general \(N\), not for both \(N, n > 2\). This means that we can not perform a change of variables to arrive at an equation of the form \(\nu^2 = g(\rho)\) where \(g\) is some polynomial in \(\rho\). Meaning the change of variables used in [21] does not generalize.
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