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ABSTRACT

Off-policy Evaluation (OPE) methods are crucial tools for evaluating policies in high-stakes domains such as healthcare, where direct deployment is often infeasible, unethical, or expensive. When deployment environments are expected to undergo changes (that is, dataset shifts), it is important for OPE methods to perform robust evaluation of the policies amidst such changes. Existing approaches consider robustness against a large class of shifts that can arbitrarily change any observable property of the environment. This often results in highly pessimistic estimates of the utilities, thereby invalidating policies that might have been useful in deployment. In this work, we address the aforementioned problem by investigating how domain knowledge can help provide more realistic estimates of the utilities of policies. We leverage human inputs on which aspects of the environments may plausibly change, and adapt the OPE methods to only consider shifts on these aspects. Specifically, we propose a novel framework, Robust OPE (ROPE), which considers shifts on a subset of covariates in the data based on user inputs, and estimates worst-case utility under these shifts. We then develop computationally efficient algorithms for OPE that are robust to the aforementioned shifts for contextual bandits and Markov decision processes. We also theoretically analyze the sample complexity of these algorithms. Extensive experimentation with synthetic and real world datasets from the healthcare domain demonstrates that our approach not only captures realistic dataset shifts accurately, but also results in less pessimistic policy evaluations.
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1 INTRODUCTION

Off-policy evaluation (OPE) refers to the task of estimating the expected utility of a decision-making policy without having to deploy the policy [30]. Such an ability is critical for vetting policies in high-stakes decision problems such as in healthcare [16], where deploying a policy directly is often risky or unethical. Therefore, we must rely on existing data collected from alternate policies deployed possibly in a different environment. Accurate evaluation of a policy is important so that stakeholders can identify beneficial policies and discard the harmful ones.

In real world applications, OPE is a challenging task since the deployment environments often undergo changes (i.e., dataset shifts). It is critical for OPE methods to evaluate policies in a way that is robust to these changes. Prior work has proposed different solutions to address this problem. While some approaches address the scenario where potential shifts in the data are fully known in advance [26, 63, 67], others focus on the case where there is little to no knowledge of potential shifts in advance [33, 57] since this is more common in real world applications. Prior works that focus on robust OPE under unseen dataset shifts predominantly model the shifts by considering bounded perturbations to the joint distribution of the data [17, 54, 68], inspired by adversarial machine learning literature. However, prior research has also demonstrated that such shifts can be overly conservative, and often result in pessimistic estimates of policy utilities [11, 46]. Moreover, accounting for many irrelevant shifts may result in poor performance on shifts of interest. For instance, consider adversarial training methods that perturb training data in an $l_p$-norm ball and minimize the worst-case error across the perturbations [15, 34, 55]. Existing work shows that robustness to shifts modeled as $l_p$ perturbations does not transfer well to real world shifts [61] or even to other $l_p$ norms [36]. Such methods can degrade performance on train distribution [49] and lead to degenerate solutions [20].

While prior research has often considered bounded perturbations to the joint distribution of the data, this is quite uncommon in practice and does not represent realistic dataset shifts [57, 61]. To illustrate, we plotted the percentage of features that shift in three different real world datasets comprising of census, loan, and medical data (See Figure 1). For each of these datasets, we often observe that only a subset of the covariates (and not the joint distribution of the data) undergo a change in case of dataset shifts. For example, only 4
(14%) out of the 28 total features changed between pre 2006 and post 2006 loan datasets (Figure 1 – middle). In order to model realistic dataset shifts, it therefore becomes important to exploit domain knowledge and inputs from human experts which can guide us to the plausible subset of features that are likely to shift. While such inputs have been incorporated in learning or evaluating classifiers that are robust to realistic dataset shifts [33, 57], there is little to no work in the OPE literature that leverages domain knowledge and/or human inputs when modeling shifts in the data.

In this work, we address the aforementioned challenges by investigating how domain knowledge can help with providing more realistic estimates of the policies of interest. To this end, we leverage human inputs on which aspects of the environments may plausibly change and adapt the OPE methods to only consider shifts on these aspects. The hope is that this enables a domain expert to constrain the shifts to only the most relevant or plausible ones. Then, we leverage the framework of distributionally robust optimization (DRO) [10] for carrying out robust policy evaluation for contextual bandits and Markov decision processes. More specifically, we make the following key contributions:

- We propose a novel framework, Robust OPE (ROPE), which considers shifts on a subset of covariates in the data based on user inputs and estimates worst-case utility under these shifts.
- We develop computationally efficient algorithms for robust OPE via human inputs in case of contextual bandits and Markov decision processes.
- We theoretically analyze the sample complexity of the proposed algorithms.
- We carry out extensive experiments with synthetic and real world datasets from the healthcare domain. Our results demonstrate that ROPE can successfully tackle the over-conservatism of existing robust policy evaluation methods.

Our work paves the way for modeling realistic dataset shifts in the context of off-policy evaluation in reinforcement learning.

2 RELATED WORK

As robustness has been extensively studied in a variety of learning settings, we review only closely related works on approaches for handling unseen shifts, i.e., adversarial robustness, DRO and causal robustness.

Adversarial Robustness. Adversarial shifts modeled as $\ell_p$-norm perturbations have been widely considered to learn models robust to adversarial attacks [15, 34]. However, such methods provide limited gains in robustness to real world shifts [61]. Recent work compensates for the non-realistic shifts by combining multiple $\ell_p$ norm balls [36], considering shifts in a perceptual distance [28], or augmenting with additional datasets from adjacent domains [37, 61]. Similar methods have been extended to RL under perturbations to transition dynamics [47, 55], or horizon length and initial state distribution [48].

Distributionally Robust Optimization. DRO generalizes adversarial shifts to perturbations in the distributions rather than data points [10]. The primary mechanism of DRO is to specify uncertainty sets that encode the uncertainty about potential test distributions. These sets can be defined over joint distribution of the data [2–4, 10], marginals [11, 33], or conditionals [57], and are well explored for supervised learning. Interestingly, adversarial training can be understood as solving DRO with a Wasserstein metric-based set [55, 56]. Applications of DRO have been explored in contextual bandits for policy learning [13, 38, 54] and evaluation [22, 63]. In robust MDPs, sets based on KL-divergence, $L_1$, $L_2$ and $L_\infty$ norms have been studied [21, 40]. Some approaches iteratively refine the sets with newly observed data, but the sets are still constructed using $L_1$ norm balls [46]. Thus, DRO methods (including adversarial training) lack ways to add domain knowledge and constrain the uncertainty sets, excluding some recent work [57].

Causal Robustness. Causal methods provide robustness to arbitrarily strong shifts by leveraging properties of the data generating process. For instance, using only features that cause the outcome leads to a robust model against arbitrary shifts in the features (under some structural assumptions), as shown in recent works [35, 45, 51, 52, 58]. A relaxation to bounded shifts has been proposed [6, 42, 52] for supervised learning, but in the special cases of additive shifts or linear Gaussian causal models. In contrast, we do not make parametric assumptions on the shifts. Under bounded shifts in conditional distributions, which is a broader class than what we consider, Subbaswamy et al. [57] propose methods for evaluating the performance of a given classification model.

Importantly, there are gaps in the literature in applying these ideas beyond supervised learning. In RL, Hatt et al. [17], Si et al. [54] perform OPE restricted to contextual bandits and Zhou et al. [68] generalize the DRO approach to MDPs. However, all of these works only consider shifts in the joint distribution and do not investigate the use of domain knowledge to restrict the uncertainty sets. As RL starts to be deployed in critical applications such as for mechanical ventilation in ICUs [44], faithful evaluation of RL policies under plausible data shifts is an important need. Thus, extending ROPE to RL and demonstrating its utility in realistic settings is a useful contribution.

3 PRELIMINARIES

We first introduce the robust evaluation framework based on distributionally robust optimization, then give necessary background on decision-making problems modelled as Contextual Bandits (CB) and Markov Decision Processes (MDPs).

Notation. We denote the random variable for all observable properties of a domain by $V$. The outcome variable is denoted by $Y$. This can represent labels in supervised learning, or rewards and states in RL. Features are denoted by $X$. For a subset of features $Z \subseteq X$, the remaining features are denoted by $X \setminus Z$. Train and test distributions over $V$ are denoted by $P$ and $Q$ respectively (using the same notation for their densities). An uncertainty set w.r.t. a distribution $P$ is denoted by $\mathcal{U}_P$.

3.1 Robust Evaluation using DRO

Say, we want to evaluate a decision-making model, parameterized by $\theta$, on a test distribution $Q$. For a given reward function $r(\theta, V)$, this means, we want to find the value of the expected reward $E_{V \sim Q}[r(\theta, V)]$. However, we do not know the test distribution $Q$ a priori. Robust evaluation methods (e.g. [33, 57]) address this
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Figure 1: Prevalence of shifts on subset of features. Plots show the percentage of features that shift across domains within three different datasets (US Census, Loan, Medical). More details are given in Appendix E.1. The three datasets have 10, 2, and 11 domains, respectively. The x and y-axes show the different domains (10 US state codes in US Census, 2 time periods in Loan, and 11 hospitals in Medical data). Each cell denotes the percentage of the total features (shown in each subtitle) that shift for the corresponding pair of domains. We detect and count feature shifts using conditional independence tests [27], where we check if $p_{\text{train}}(X_i|X \setminus X_i) = p_{\text{test}}(X_i|X \setminus X_i)$. Firstly, plots show that distribution shifts are quite prevalent. Secondly, we observe that only a few domain pairs in US Census undergo shift in all features (value of 100% in the leftmost plot). In all other pairs, only a fraction of the features shift (similar to Loan and Medical data). This shows that shifts on feature subsets are prevalent in the real world datasets and methods that assume shifts in all features are aiming for robustness to unrealistic shifts.

3.2 Contextual Bandits

Here we have access to $n$ tuples $\{(Z_i, T_i, Y_i)\}_i$ collected with a known stochastic policy that applies treatment $T_i$ in context $Z_i$ and observes the corresponding outcome $Y_i$. Further, it is assumed that the tuples are i.i.d. and the joint distribution $P$ factorizes as $\Pi_i P(Z_i) P(T_i|Z_i) P(Y_i|Z_i, T_i)$.

**OPE in CBs** Given data sampled from $P$, the goal in OPE is to evaluate the expected outcome $E_Q[Y]$ under a distribution $Q$ induced by following a new policy in the same environment [12, 62]. Importantly, the difference between the two distributions is assumed to be only due to different policies i.e. $P(T|Z) \neq Q(T|Z)$ and the rest of the environment-related factors are the same. That is, only shifts on $T$ are considered as the domain expert intends to implement a different policy, $Q(T|Z)$ instead of $P(T|Z)$.
3.3 Markov Decision Process

Markov Decision Processes are characterized by the tuple $\langle S, A, P, r, \gamma \rangle$, where $S$ is the state-space, $A$ is the action-space, $P \in P(\cdot | s, a)$ characterizes the dynamics, $r : S \times A \to \mathbb{R}$ is the reward model and $\gamma \in [0, 1)$ is the discount factor. We restrict ourselves to finite state, finite action infinite-horizon MDPs in this work. The reward model and transition model are assumed to be fixed. Value of a policy $\pi : S \to \Delta(A)$ is defined as the expected cumulative reward received starting from $s_0$,

$$V^\pi(s_0) = \mathbb{E}_{\pi, P} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) | s_0 \right].$$

OPE in MDPs In off-policy evaluation, the goal is to estimate the value of a policy $\pi$ given that we have collected a batch of trajectories obtained using an alternative policy $\mu$. We motivate the need for robustness in the OPE task in Section 4.2.

4 OUR FRAMEWORK

To evaluate policies, we rely on user input to characterize which covariates indeed shift across domains. We then incorporate this domain knowledge in the form of specifying an uncertainty set which characterizes potential shifts relative to the nominal training distribution. Our goal is then to provide realistic off-policy estimates of policy performance under the potential shifts.

Let $Z \subseteq X$ be the subset of variables that shift across domains. In this case, we assume that the uncertainty set $U^\text{sub}_P$ contains all distributions resulting from shifts in subcovariates $Z$ which are bounded in some metric $D$. Formally,

[Subcovariate DRO set]

$$U^\text{sub}_P := \left\{ Q(Z) \propto P(Z) \text{ s.t. } D(\nu(Z) \| P(Z)) \leq \delta \right\} \quad (3)$$

A key question is the choice of divergence metric $D$ that can allow us to incorporate expert knowledge. While it is easy for a domain expert to provide precise information on which covariates may shift across domains, the magnitude of shift may not be precisely clear. We capture this complexity using the $D_\text{CVaR}$-based uncertainty set. Existing literature [11, 33, 57] has leveraged $D_\text{CVaR}$ for specifying magnitude of shifts and compute worst-case loss in case of supervised learning. Specifically, Duchi et al. [11] builds the uncertainty set in such a way that the training population contains at least $\delta$ proportion of the test population.

$$U^\text{sub}_P := \{ Q(Z) \propto P(Z) \text{ s.t. } P(Z) = \alpha Q(Z) + (1 - \alpha) Q'(Z), \alpha \leq \alpha' \leq 1 \} \quad (4)$$

where $Q'(Z)$ is any distribution and $\alpha \in (0,1]$ determines the minimum size of the subpopulation shared between train and test. Thus, $U^\text{sub}_P$ constrains the ratio $\frac{Q(Z)}{P(Z)} \leq \frac{1}{\alpha}$ for all values of $Z$. Equivalently, the set can be expressed using $D_\text{CVaR}(Q \parallel P) = \log \sup_{Z \subseteq \text{dom}(Q)} \frac{Q(Z)}{P(Z)} \leq \delta$ for $\delta = \frac{1}{\alpha}$. Using the subcovariate uncertainty set $U^\text{sub}_P$, the worst-case value $R(\theta, U^\text{sub}_P)$ in Eq. (1) can be found using techniques from convex duality Duchi et al. [11]. Details of the resulting estimator of $R(\theta, U^\text{sub}_P)$ are presented in Appendix A. For the remaining discussion, we will assume that we can solve the worst-case optimization problem resulting from subcovariate shifts and focus on how to leverage this optimizer for OPE.

We now present our main technical results, particularly the framework $R\text{OPE}$ for off-policy evaluation (OPE) under realistic shifts where human input is incorporated in terms of knowledge of (sub)covariate shifts we anticipate in practice.

4.1 Robust OPE in Contextual Bandits

As suggested in Section 3.2, the bandit setup typically assumes that the joint distribution $P$ changes only due to the change in policy. OPE tasks in CBs focus on evaluating the value of the policy under this assumption. Departing from this assumption, we evaluate the utility of a policy under a new environment in which the domain expert anticipates shifts in $Z$. We characterize these by unknown and bounded shifts in $Z$. The following assumption is the CB analogue of the covariate shift assumption in supervised learning.

**Assumption 1 (Expert Input for CBs).** Suppose the human expert specifies the subset of features $Z \subseteq X$, such that across environments, only $P(Z)$ changes while $P(Y|X, T)$ remains the same.

Following this input, the joint distribution at test environment factorizes as $Q(X, T, Y) = Q(Z)Q(Y|X, Z)Q(T|T, Z)$. For simplicity, we will group the variables $X, Y, T$ into $T$. The rest of the discussion remains the same and an extra factor of $P(X, Y, Z)$ will be suppressed.

Thus, we define the uncertainty set containing distributions $Q$ that shift in the marginal distribution of $Z$ as,

$$U^\text{CB}_P = \{ Q \propto P \text{ s.t. } Q = \nu(Z)Q(T|Z)P(Y|Z, T), \quad D(\nu(Z) \| P(Z)) \leq \delta \} \quad (5)$$

The robust OPE problem aims to find the worst-case average outcome under $U^\text{CB}_P$ instead of the average,

$$R(U^\text{CB}_P) = \inf_{Q \in U^\text{CB}_P} \mathbb{E}_{Z,T,Y} [Q(Y)].$$
Algorithm 1 Robust OPE in CBs

Input: Data \(\{Z_i, T_i, Y_i\}_i\), Target policy \(Q(T|Z)\), behavior policy \(P(T|Z)\), hyperparameters \(\delta, L, 1_r\).

Compute importance weights \(W_i = \frac{Q(T_i|Z_i)}{P(T_i|Z_i)}\).

Create dataset \(\{V_i = (Z_i, W_i \times Y_i)_i\}_i\).

Estimate \(\hat{R}(\mathcal{U}_{\text{CB}}^p)\) (Eq. (6)) with the worst-case risk estimator in Eq. (13) for the dataset.

\(\text{return} \ \hat{R}(\mathcal{U}_{\text{CB}}^p)\)

where \(Q(T|Z)\) is the policy to be evaluated and is considered to be known and fixed. Consider each distribution in the set \(\mathcal{U}_{\text{CB}}^p\), \(Q() = \nu(Z)Q(T|Z)P(Y|T, Z)\), which differs from the train distribution in the factors for \(Z\) and \(T|Z\).

\[
\mathcal{R}(\mathcal{U}_{\text{CB}}^p) = \inf_{\mathcal{Q} \in \mathcal{U}_{\text{CB}}} \mathbb{E}_Z\mathbb{E}_{Q} - \mathbb{E}_{P(Y|T, Z)Q(T|Z)}\mathbb{E}_{Y}\left[\frac{Q(T|Z)}{P(T|Z)}\right] (7)
\]

\[
\inf_{\mathcal{Q} \in \mathcal{U}_{\text{CB}}} \mathbb{E}_Z\mathbb{E}_Q - \mathbb{E}_{P(Y|T, Z)Q(T|Z)}\mathbb{E}_{Y}\left[\frac{Q(T|Z)}{P(T|Z)}\right] \quad (7a)
\]

\[
\inf_{\mathcal{Q} \in \mathcal{U}_{\text{CB}}} \mathbb{E}_Z\mathbb{E}_Q - \mathbb{E}_{P(Y|T, Z)Q(T|Z)}\mathbb{E}_{Y}\left[\frac{Q(T|Z)}{P(T|Z)}\right] \quad (7b)
\]

To solve (6) for this \(Q\), we first use importance sampling to account for the change in \(T|Z\) due to the known policy \(Q(T|Z)\), step (7a). As a result, the robust OPE problem reduces to solving \(\sup_{\mathcal{Q} \in \mathcal{U}_{\text{CB}}} \mathbb{E}_W\mathbb{E}_{Q} - \mathbb{E}_{P(Y|T, Z)Q(T|Z)}\mathbb{E}_{Y}\left[\frac{Q(T|Z)}{P(T|Z)}\right]\) where \(W\) are the importance sampling weights.

Using convex duality arguments Shapiro et al. [53] for our choice of uncertainty set \(\mathcal{U}_{\text{VAR}}\), we can obtain (7b). This motivates the full optimization procedure summarized in Algorithm 1. We first consider importance sampling weights \(W_i\) and create a re-weighted dataset \(\{V_i = (Z_i, W_i \times Y_i)_i\}_i\). The risk defined in Eq. (6) is approximated by an estimate of its upper bound given in Eq. (13) when \(W\) are continuous valued (see Appendix A for the detailed derivation).

4.2 Robust OPE in MDPs

Off-policy evaluation is critical in sequential decision-making settings, often encountered in human-centered domains such as health. Often such environments are best modeled as a Markov Decision Process (MDP) as introduced in Section 3. In this case, we have to consider shifts in the transition dynamics across environments which can invalidate OPE methods for MDPs as they often assume stationary dynamics.

Our goal is to evaluate robust value for a given policy \(\pi\) to be deployed in a new environment with unknown transition dynamics. Hence, the uncertainty set for each state-action pair is constructed independently (known as SA-robustness).

\[
W(T, Z) = Q(T|Z)/P(T|Z)
\]

is the solution to the following fixed-point equation (namely, robust Bellman equation) if we assume that uncertainty sets for each state-action pair are constructed independently (known as SA-rectangularity),

\[
V^*(s) = r(s, \pi(s)) + \inf_{\pi'} \mathbb{E}_{s' \sim P(s'|s, \pi(s))} [V^*(s')] (10)
\]

Intuitively, SA-rectangularity implies that the uncertainty sets are constructed across time steps independently. This property yields a tractable method to compute the value function estimates using dynamic programming [21]. We state the assumption formally in Appendix B for completeness.

Eq. (10) can be solved iteratively by dynamic programming [59]. Given the value function at any iteration, we additionally have to solve the minimization problem over \(\mathcal{U}(s, a)\). Thus, the robust OPE problem in MDPs reduces to solving multiple DRO subproblems with a chosen uncertainty set.

Applying ROPE to OPE in MDPs. Past work has only considered uncertainty sets for the joint distribution [21, 46, 60, 68]. In contrast, we consider sets based on the shifts on parts of the state space of the MDP i.e. leveraging human input. Figure 3 pictorially represents the probabilistic model for the MDP denoting the shifting state features. The following assumption is the RL analogue of the subcovariate shifts in supervised learning.

For any time step \(t > 0\) in the MDP, consider a partitioning of the state feature vector \(s_t\) into two feature sets, \((s^1_t, s^2_t)\). The factors of the joint distribution in any environment are given by:

\[
P(s^1_{t+1}, r_{t+1}|s_t, a_t) = P(s^1_{t+1}|s_t, a_t)P(s^2_{t+1}|s_t, a_t, s^1_{t+1})P(r_{t+1}|s_t, a_t, s^1_{t+1})
\]

Assumption 2 (Expert Input for MDPs). Suppose the human expert specifies the following.

(a) \(P(s^1_{t+1}|s_t, a_t)\) can shift across environments independently of state-action pairs at any other time step, while

(b) \(P(s^2_{t+1}|s_t, a_t, s^1_{t+1})\) and \(P(r_{t+1}|s_t, a_t, s^1_{t+1})\) are the same as that in the train environment.

Remark. Assumption 2 implies that the MDP satisfies SA-rectangularity. For any state-action pair \((s_t, a_t)\) at time step \(t\), the shifts that result
We estimate the inner expectation with Monte-Carlo averaging. We want to show is close to the robust value corresponding to the transition model $P_0$. Target policy $\pi$, Discount factor $\gamma$, Robustness level $\delta$.

Learn transition models with sample averages across observed trajectories $\hat{P}_0(s'|s,a) = \frac{\text{Count}((s,a,s'),s)}{\text{Count}((s,a,s'))}$ and $\hat{P}_0(s'|s,a,s') = \frac{\text{Count}((s,a,s'),s')}{\text{Count}((s,a,s'))}$, where the wildcard $(s,a,s')$ denotes transitions from trajectories that match the state-action pair $s,a$.

Learn reward model with sample averages across observed trajectories $\hat{r}(s,a) = \frac{\sum_{i \in \text{traj}(s,a,s') \in \text{Count}(s,a,s')}}{\text{Count}(s,a,s')}$.

Initialize $V^\pi(s) = 0$, for all $s \in S$.

\begin{algorithm}
  \textbf{Input:} Trajectories $\{(s,a,s',r)\}$ sampled using policy $\mu$ and transition model $P_0$, Target policy $\pi$, Discount factor $\gamma$, Robustness level $\delta$.
  \begin{algorithmic}
    \State Learn transition models with sample averages across observed trajectories $\hat{P}_0(s'|s,a) = \frac{\text{Count}((s,a,s'),s)}{\text{Count}((s,a,s'))}$ and $\hat{P}_0(s'|s,a,s') = \frac{\text{Count}((s,a,s'),s')}{\text{Count}((s,a,s'))}$, where the wildcard $(s,a,s')$ denotes transitions from trajectories that match the state-action pair $s,a$.
    \State Learn reward model with sample averages across observed trajectories $\hat{r}(s,a) = \frac{\sum_{i \in \text{traj}(s,a,s') \in \text{Count}(s,a,s')}}{\text{Count}(s,a,s')}$.
    \State Initialize $V^\pi(s) = 0$, for all $s \in S$.
    \Repeat
      \For{$s \in S$}
        \State Update $V^\pi(s)$ using Eq. (20) in Appendix D with $\hat{P}_0$.
      \EndFor
      \Until{$V^\pi$ converges}
  \end{algorithmic}
\end{algorithm}

Thus, the uncertainty set needs to be defined only for $P(s'|s,a)$, denoted by $\mathcal{Q}^{\text{MDP}}(s,a)$, determined independently of the uncertainty sets at other time steps. This implies that $\mathcal{Q}^{\text{MDP}}(s,a)$ is determined independently of the uncertainty sets at other time steps. Thus, the collection $\mathcal{Q}^{\text{MDP}}$ is all possible combinations of sets $\mathcal{Q}^{\text{MDP}}(s,a)$. A scenario where SA-rectangularity does not hold is when uncertainty sets are constructed adaptively based on previous state-action pairs, which we do not address.

In this section, we study the robustness-utility trade-offs achieved by the proposed shifts and compare these with the existing approaches. More specifically, we study whether optimizing for marginal shifts with ROPE improves model performance under those shifts in comparison with optimizing for broader classes of shifts using existing methods. We start with subcorrelated shifts in bandit settings as described in Sec. 5.1. We specifically consider the partial feedback problem in the contextual bandits setup since we only get to observe the feedback (outcomes) for the actions taken in the collected data. Thus, we tackle robustness under partial feedback. We show that our method provides more faithful estimates for efficacy of a drug dosing policy under patient population shifts. In Sec. 5.2, we consider sequential decision problems under shifts in environment dynamics for MDPs. Within a simulated Sepsis environment, we show that the proposed shifts provide significantly less conservative value estimates for a treatment policy.

### 5.1 Robust OPE in CBs

We present results on a synthetic and a real world dataset.

**Synthetic.** We generate data with two features $Z \sim (Z_1, Z_2)$, binary treatment $T$, and continuous outcome $Y$. Additional details on how data is simulated are deferred to Appendix E.3. Here we assume changes the marginal distribution of $Z_1$ for evaluation. We simulate $n=2000$ samples in the train environment following a logistic policy and use it to estimate the robust value of a different policy in shifted environments.

Baseline include: Standard returns the average value assuming no shift. Inverse Probability Weighting (IPW) only corrects for shift in policy using importance sampling. JointDRO accounts for shifts in all variables $V$, as done in past work [54].

In Figure 4a, we plot the MSE between the estimated and the true policy value, evaluated using 20000 samples from the test environment. We observe that when the test environment is close

\begin{align*}
\text{Algorithm 2 Robust OPE in MDPs} \quad \text{Input:} \quad \text{Trajectories } \{(s,a,s',r)\} \text{ sampled using policy } \mu \text{ and transition model } P_0, \text{ Target policy } \pi, \text{ Discount factor } \gamma, \text{ Robustness level } \delta. \\
\text{Learn transition models with sample averages across observed trajectories } \hat{P}_0(s'|s,a) = \frac{\text{Count}((s,a,s'),s)}{\text{Count}((s,a,s'))} \text{ and } \hat{P}_0(s'|s,a,s') = \frac{\text{Count}((s,a,s'),s')}{\text{Count}((s,a,s'))}, \text{ where the wildcard } (s,a,s') \text{ denotes transitions from trajectories that match the state-action pair } s,a. \\
\text{Learn reward model with sample averages across observed trajectories } \hat{r}(s,a) = \frac{\sum_{i \in \text{traj}(s,a,s') \in \text{Count}(s,a,s')}}{\text{Count}(s,a,s')}. \\
\text{Initialize } V^\pi(s) = 0, \text{ for all } s \in S. \\
\text{repeat} \\
\text{for } s \in S \text{ do} \\
\text{Update } V^\pi(s) \text{ using Eq. (20) in Appendix D with } \hat{P}_0. \\
\text{end for} \\
\text{until } V^\pi \text{ converges} \\
\text{return } V^\pi
\end{align*}
Figure 4: (a) CB, Synthetic. MSE in value estimates for test sets (y-axis) with varying levels of shift in $Z_1$ (x-axis). ROPE performs well for moderate shifts. (b) CB, Warfarin. MSE in value estimates for test sets with shift in the race distribution. ROPE achieves the right level of conservatism to match the value at test. Curves for Standard and JointDRO are not visible as they have high error (around 0.1 and 0.7, respectively) and lie outside the plotted y-axis range. Robustness level in Eq. (5) is set to $\delta = 0.8$. Error bars are computed over 5 random initializations.

to the train one, not accounting for the shift (Standard) performs well. But, as the shift increases, our approach (ROPE) does better. With large shifts, larger uncertainty sets are required. For large shifts, JointDRO does better than the other methods. In summary, ROPE performs well when the shift is significant but not too large. This highlights the importance of choosing the desired robustness level appropriately which is a challenging open problem for DRO methods.

**Warfarin Dosing Policy.** Warfarin is an oral anticoagulant drug. Optimal dosage to assign to a patient while initiating Warfarin therapy has been a subject of multiple clinical trials [18]. Using the public PharmGKB dataset [7] of 5528 patients, Bastani and Bayati [1] learn contextual bandit policies that adapt doses based on patient covariates like demographics and clinical information. Reward, either 0 or 1, is defined as a policy’s accuracy in making the correct dosing decision. However, the value of the policies is suspect when applied to patient populations different from the development cohort. Thus, we estimate robust value of a policy under shifts in race distribution. Note that the ground truth optimal dose for each patient is available in the data which enables evaluating different policies. We learn a dosing policy with linear regression on held-out data and estimate it on test data with shifted race distributions. Specifically, we subsample (without replacement) fewer patients with a recorded race into our analysis set. The policy has lower performance on patients with Unknown race. Thus, the value of the policy decreases with increasing shift as the relative proportion of this group increases. To estimate this value correctly, the robust method must consider the right level of conservativeness. Figure 4b shows that MSE between the estimated and true average reward is lower for ROPE than for JointDRO and IPW, as it constructs the sets for marginal shifts alone.

5.2 Robust OPE in MDPs

We present results on two simulated RL domains.

---

3A preprocessed version of the Warfarin dataset was downloaded from https://github.com/khashayarkhv/contextual-bandits/blob/master/datasets/warfarin.csv.

Figure 5: Illustration of the Cliffwalking domain. Plot shows (part of) the value function estimated using robust Bellman equation with ROPE. Start position is (5,0), goal is (5,5), and cliff corresponds to the row (5,0) to (5,5). Agent slips downward by 1 cell with probability 0.1 when taking actions in any of the columns except first and last columns. Results in Table 1a report the value at the start position (5,0), which is -1182.45 here, averaged over 10 random initializations of the domain.

**Cliffwalking Domain.** We consider a $6 \times 6$ gridworld which a agent navigates from a start to a goal position avoiding a cliff [59, Ex. 6.6]. Please refer to Appendix E.4 for more details. An illustration of the gridworld is provided in Figure 5. With a constant shift probability, the agent slips towards the cliff instead of taking the prescribed action. The slip probability varies across environments, changing the transition dynamics and necessitating robustness in policy evaluation. We evaluate the value estimate for an agent following uniform random policy using dynamic programming with the standard Bellman equation (Standard) or the robust one in (10)
(JointDRO, ROPE). To simulate subcovariate shifts, we duplicate the state features $s^1, s^2$ such that $s^1$ follows the agent’s actions while $s^2$ is random noise. Since agent’s actions affect only $s^1$, ROPE correctly constructs sets on $P(s^1 | s, a)$. In contrast, JointDRO ignores this structure and constructs sets on both the features, $P(s^1, s^2 | s, a)$. This is the same setting as considered in past work [68] which used the KL divergence to define uncertainty sets. Table 1a reports the value estimates for the start position. We observe that for a high level of desired robustness $\delta = 0.4$, JointDRO decreases the value by 27.4% (from $-1136$ to $-1448$) while ROPE only decreases it by 24.6% (to $-1416$). This validates that both DRO methods have the expected behavior in the MDP.

**Sepsis Treatment Evaluation.** Sepsis simulator [41] is a domain with more involved transition dynamics and has been used to test treatment policies [14, 26, 39, 41]. It has a total of 1440 states which includes 4 vital signs (blood pressure, glucose levels, heart rate, and oxygen concentration) and diabetic status. Actions correspond to 3 treatment combinations (antibiotics, mechanical vents, and vasopressors). Terminal states, discharge from ICU or death, have rewards $+1$ or $-1$, respectively. Glucose levels fluctuate more for diabetics than non-diabetics. Our goal is to evaluate a policy learned using policy iteration, namely RL policy, on a dataset with 20% diabetics. We consider a setting where the percentage of diabetics and the fluctuation in their glucose levels varies in the test environment. To interrogate the RL policy for possible deployment, we find its robust value accounting for these shifts. JointDRO constructs sets based on the full 1440 states, while ROPE considers uncertainty only in glucose level dynamics for diabetics and non-diabetics. Thus, ROPE represents the actual shifts more faithfully compared to JointDRO. We check how conservative the OPE estimates from assumptions of joint shifts are relative to leveraging domain knowledge to restrict to subcovariate shifts. Table 1b reports the value estimates for the RL policy obtained with standard and robust dynamic programming. We observe that JointDRO reports a decrease in value by 21 times as compared to the value at train environment and ROPE only reports a decrease in value by 14 times. Thus, experiments demonstrate the benefit of curating the uncertainty sets using domain knowledge to balance utility and robustness.

| $\delta$ | Standard | JointDRO | ROPE |
|----------|-----------|----------|------|
| mean     | -1136.43  | -1448.16 | -1416.39 |
| std.     | 6.22      | 6.32     | 5.28  |
| median   | -1136.64  | -1449.91 | -1422.76 |

Table 1: Robust OPE in MDP. Estimated value (10 random runs) with standard (that is, non-robust) and robust dynamic programming. ROPE provides less conservative value than JointDRO meaning it has a smaller decrease in value from Standard.

6 CONCLUSIONS AND FUTURE WORK

In this work we are focused on leveraging human expertise to provide value estimates of ML policies under realistic distribution shifts. Here, we propose to represent domain knowledge via uncertainty sets over sub-covariate shifts. We argue that this enables representing more realistic shifts and lead to less conservative solutions. We then provide novel estimators for robust OPE in contextual bandits and MDPs leveraging the distributionally robust optimization framework. Future directions include expanding human input to address shifts in conditional distributions for OPE (e.g. see [57] for supervised learning). Finally, applying the robust OPE method to continuous state-action spaces with function approximators (e.g. [60]) is an interesting direction of future work. We hope that the perspective of leveraging human input to define uncertainty sets for robustness in off-policy evaluation opens up more possibilities to tackle over-conservatism of robust learning as well as the challenging problem of model selection in off-policy evaluation.

**Broader implications.** Although it is challenging to foresee the impact of using robust methods in real-world applications, one negative is that from over-reliance on results without adequate scrutiny of the assumptions like causal knowledge and uncertainty about future deployment settings. Adversaries can manipulate the deployment environments such that the estimated robust values of policies have high errors. The design of uncertainty sets that account for such adversarial changes should be informed and validated by domain experts.
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A IMPLEMENTATION DETAILS OF SOLVING DRO GIVEN A FINITE SAMPLE

The DRO problem for $\mathcal{U}^\text{div}_p$ solves,

$$\arg\min_{\theta \in \Theta} \mathcal{R}(\theta, \mathcal{U}^\text{div}_p) := \sup_{Q \in \mathcal{U}^\text{div}_p} \mathbb{E}_{V \sim Q} \{t(\theta, V)\}$$  \hspace{1cm} (11)

Using convex duality arguments [53], one can write the worst-case risk alternatively as,

$$\mathcal{R}(\theta, \mathcal{U}^\text{div}_p) = \sup_{Q \in \mathcal{U}^\text{div}_p} \mathbb{E}_{Z \sim Q(Z)} [t(\theta, V)|Z] = \inf_{\eta \in \mathbb{R}} \mathbb{E}_{P} \{[\mathbb{E}_{P} [t(\theta, V)|Z] - \eta]_+ + \eta\}$$  \hspace{1cm} (12)

where $(\cdot)_+ = \max(\cdot, 0)$. Note that this requires estimating $\mathbb{E}_{P} [t(\theta, V)|Z]$ which may be hard if $Z$ is continuous-valued or we do not have enough data for all possible values of $Z$. Assuming smoothness of this conditional loss, Duchi et al. [11, Lemma 4.2] gives an upper bound for the worst-case risk with the empirical version as,

$$\hat{\mathcal{R}}(\theta, \mathcal{U}^\text{div}_p) = \inf_{B \in \mathbb{R}^{\geq 0}} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left( t(\theta, V_i) - \frac{1}{n} \sum_{j=1}^{n} (B_{ij} - B_{ij}) - \eta \right)_+ + \frac{L}{en^2} \sum_{i,j=1}^{n} \| O_i - O_j \| B_{ij} + \eta \right\}$$  \hspace{1cm} (13)

for any $\epsilon > 0$, where $\eta, B$ are dual variables. We use this estimator while solving the DRO problems in the contextual bandit experiments. The minimization is performed using gradient descent as the objective is convex in both $\eta$ and $B$.

B ASSUMPTIONS FOR MDPs – SA-RECTANGULARITY

We assume that the uncertainty sets are SA-rectangular [21], which intuitively implies that the uncertainty sets are constructed across time steps independently. This property yields a tractable method to compute the value function estimates using dynamic programming [21].

**Definition 1 (SA-Rectangularity).** For any state-action pair $(s,a)$, consider the uncertainty set $\mathcal{U}^\text{MDP}(s,a)$ of plausible test-time transition models. Denote the collection of all such uncertainty sets by $\mathcal{U}^\text{MDP}$ for $\mathcal{U}^\text{MDP}(s,a)$. Then, SA-rectangularity means that the collection $\mathcal{U}^\text{MDP}$ is constructed by taking the Cartesian product of the individual sets $\mathcal{U}^\text{MDP}(s,a)$.

$$\mathcal{U}^\text{MDP} = \times_{(s,a) \in S \times A} \mathcal{U}^\text{MDP}(s,a)$$

For example, take an MDP with one state and two actions, $S = \{0\}$, $A = \{0, 1\}$. If $\{(P^{00}_0, P^{01}_0), (P^{10}_0, P^{11}_0)\}$ are the two uncertainty sets for the two state-action pairs $(00, 01)$ respectively, then the four possible uncertainty sets for the robust MDP are $\{(P^{00}_0, P^{10}_0), (P^{01}_0, P^{00}_1), (P^{01}_0, P^{00}_1), (P^{00}_0, P^{11}_0)\}$.

We note that some policy evaluation methods for robust MDPs require weaker assumptions than SA-rectangularity [66].

C PROOF OF THEOREM 1 – ERROR BOUND FOR ROBUST OPE WITH ESTIMATED MODEL

We solve the robust OPE problem using dynamic programming with the estimated transition and reward models instead of assuming access to the true models. Hence, we will incur an error due to using finite samples to estimate the models and the value. Here, we will show that this error is of the order of, as in the non-robust OPE case, $O\left(\frac{\|S\|}{\sqrt{n(1-\gamma)}}\right)$ (ignoring logarithmic factors).

**Notation.** The transition model for the training environment is written as $P_0$. We will abbreviate the uncertainty set defined with respect to $P_0$ for each state-action pair, that is $\mathcal{U}(s,a)$, as $\mathcal{U}_0$. For finite state-action space, a policy’s value is a $|S|$ dimensional vector. Thus, the $L_\infty$ norm for this Banach space is $\|V^\pi\|_\infty = \max_s |V^\pi(s)|$. The robust Bellman operator is defined as $T_\mathcal{U}_0 V^\pi = r + \inf_{P \in \mathcal{U}_0} \gamma P(V^\pi)$. The reward and transition models are denoted by $M := (r_0, P_0)$, which are $|S| \times |A|$ and $|S| \times |A| \times |S|$ tensors respectively. Denote the estimated models by $\tilde{M} := (\tilde{r}_0, \tilde{P}_0)$. The robust value for policy $\pi$ and state $s$ is denoted by $V^\pi_{\tilde{M}_0}(s)$. We exclude $\tilde{r}_0$ to avoid excessive notation.

When this value is computed instead with the estimated models $\tilde{M}_0$, as done in our experiments, we will denote the value by $V^\pi_{\tilde{M}_0}(s)$. Thus, our goal is to bound the error between $V^\pi_{\mathcal{U}_0}(s)$ and $V^\pi_{\tilde{M}_0}(s)$. For the non-robust MDP case, this result is referred to as simulation lemma [25]. It bounds the error in value estimates incurred from using the estimated models instead of the true ones. An alternative statement of the lemma and an accessible proof is provided in [23, Lemma 1]. In Lemma 1, we will first bound the difference between $V^\pi_{\mathcal{U}_0}(s)$ and $V^\pi_{\tilde{M}_0}(s)$ assuming that the estimation error for the reward and transition models is bounded. Then, we will use standard concentration inequalities to prove the error bounds. Before proving the result, we make some observations required in the proof.

**Remark 1 (Upper bound of value).** Assume that the rewards in the MDP are bounded, $r \in [0, r_{\text{max}}]$. Then, the robust value is upper bounded by $r_{\text{max}}/(1-\gamma)$. This follows from the definition of the robust value as the infimum,

$$V^\pi_{\mathcal{U}_0}(s) = \inf_{P \in \mathcal{U}_0} \mathbb{E}_{P} \left[ \sum_{t=0}^{\infty} y^t r(s_t, a_t) | s_0 \right] \leq \mathbb{E}_{\tilde{P}_0} \left[ \sum_{t=0}^{\infty} y^t r(s_t, a_t) | s_0 \right] \leq \sum_{t=0}^{\infty} y^t r_{\text{max}} = \frac{r_{\text{max}}}{1-\gamma}$$
Remark 2 (Contraction property). From Lyengar [21, Theorem 5], we know that the robust Bellman operator $\mathcal{T}_{U_0}$ is a contraction mapping in $L_\infty$ norm. That is, for any two value functions $U$ and $V$,
\[
\|\mathcal{T}_{U_0} V - \mathcal{T}_{U_0} U\|_\infty \leq \gamma \| V - U\|_\infty \quad (14)
\]

Now, we prove a lemma from which the error bound follows directly.

Lemma 1 (Simulation lemma for robust MDPs). Given $\max_{s,a} |r(s,a) - \tilde{r}(s,a)| \leq \epsilon_r$ and $\max_{s,a} \|P_0(\cdot|s,a) - \tilde{P}_0(\cdot|s,a)\|_1 \leq \epsilon_p$, then for any policy $\pi$,
\[
\|V^{\pi}_{U_0} - V^{\pi}_{\tilde{U}_0}\|_\infty \leq \frac{\epsilon_r}{1 - \gamma} + \frac{\gamma \epsilon_p r_{\max}}{(1 - \gamma)^2}
\]

Proof. The proof follows the exposition of the simulation lemma by Jiang [23] for non-robust MDPs. The steps involve using the robust Bellman operator, then noting that it is a contraction, and finally, using the fact that robust value which is defined as infimum over the uncertainty set is lower than the value under the training transition model.

Recall that the robust value with respect to an uncertainty set defined using $P_0$ satisfies the following robust Bellman equation,
\[
V^{\pi}_{U_0} (s) = \sum_{a} \pi(a)(s) \left( r(s,a) + \inf_{P \in U_0} \gamma \langle V^{\pi}_{U_0}, P \rangle \right)
\]

Here, the policy $\pi$ can be either probabilistic or deterministic, in which case $\pi(a|s) = 1$ for one of the actions $a$.

For all $s \in \mathcal{S}$, consider the difference between robust values defined with respect to $P_0$ and $\tilde{P}_0$,
\[
\left| V^{\pi}_{U_0} (s) - V^{\pi}_{\tilde{U}_0} (s) \right| = \left| \sum_{a} \pi(a)(s) r(s,a) + \inf_{P \in U_0} \gamma \langle V^{\pi}_{U_0}, P \rangle - \sum_{a} \pi(a)(s) \tilde{r}(s,a) + \inf_{P \in \tilde{U}_0} \gamma \langle V^{\pi}_{\tilde{U}_0}, P \rangle \right|
\]

\[
\leq \left| \sum_{a} \pi(a)(s) (r(s,a) - \tilde{r}(s,a)) \right| + \left| \sum_{a} \pi(a)(s) \left( \inf_{P \in U_0} \gamma \langle V^{\pi}_{U_0}, P \rangle - \inf_{P \in \tilde{U}_0} \gamma \langle V^{\pi}_{\tilde{U}_0}, P \rangle \right) \right|
\]

\[
\leq \epsilon_r + \sum_{a} \pi(a)(s) \left| \inf_{P \in U_0} \gamma \langle V^{\pi}_{U_0}, P \rangle - \inf_{P \in \tilde{U}_0} \gamma \langle V^{\pi}_{\tilde{U}_0}, P \rangle \right|
\]

Part (I)

where we used the bound on estimated rewards from the assumption. We now bound Part (I) for each pair $(s,a)$.

\[
\text{Part (I) } \leq \left| \inf_{P \in U_0} \gamma \langle P, V^{\pi}_{U_0} \rangle - \inf_{P \in \tilde{U}_0} \gamma \langle P, V^{\pi}_{\tilde{U}_0} \rangle \right|
\]

\[
= \| V^{\pi}_{U_0} - V^{\pi}_{\tilde{U}_0}\|_\infty + \| \gamma \langle P_0 - \tilde{P}_0, V^{\pi}_{U_0} \rangle \|_\infty
\]

\[
\leq \gamma \| V^{\pi}_{U_0} - V^{\pi}_{\tilde{U}_0}\|_\infty + \| \gamma \langle P_0 - \tilde{P}_0, V^{\pi}_{U_0} \rangle \|_\infty
\]

Part (II)

where we used the contraction property of $\mathcal{T}_{U_0}$ from Remark 2 in (16) and replaced inf with a member from the set in (17).

Using the Holder’s inequality and the upper bound from Remark 1, we can write Part (II) as,
\[
\text{Part (II) } = \left| \sup_{P \in U_0} \gamma \langle P_0 - P, V^{\pi}_{U_0} \rangle \right| \leq \gamma \sup_{P \in U_0} \| P_0 - P\|_1 \| V^{\pi}_{U_0}\|_\infty
\]

\[
\leq \gamma \sup_{P \in U_0} \| P_0 - P\|_1 \frac{r_{\max}}{1 - \gamma} \leq \gamma \sup_{P \in U_0} (\| P_0 - \tilde{P}_0\|_1 + \| \tilde{P}_0 - P\|_1) \frac{r_{\max}}{1 - \gamma}
\]

We re-write the $\ell_1$ norm in terms of total variation distance (TV) [29, Prop 4.2] and use Pinsker’s inequality [5, Lemma 2],
\[
\text{Part (II) } \leq \gamma \epsilon_p \frac{r_{\max}}{1 - \gamma} + \gamma \sup_{P \in U_0} 2 \text{TV}(\tilde{P}_0, P) \frac{r_{\max}}{1 - \gamma} \leq \gamma \epsilon_p \frac{r_{\max}}{1 - \gamma} + \gamma \sup_{P \in U_0} 2 \sqrt{\frac{1}{2} \text{KL}(\tilde{P}_0, P) \frac{r_{\max}}{1 - \gamma}}
\]
By the definition of the uncertainty set $\mathcal{U}_{\hat{P}_0}$, all elements $P$ satisfy $\text{KL}(\hat{P}, P) \leq \delta$.

\[
\text{Part (II)} \leq \gamma \epsilon P_{\max} \frac{r_{\max}}{1 - \gamma} + \gamma V_{\max} \frac{r_{\max}}{1 - \gamma} = \gamma (\epsilon P_{\max} + V_{\max}) \frac{r_{\max}}{1 - \gamma} =: \gamma (\epsilon P_{\max} + V_{\max}) \frac{r_{\max}}{1 - \gamma}
\]

where we define $\epsilon_p := \epsilon P_{\max} + \sqrt{2\delta}$. Now, we plug this back in (17) and use $\sum_a \pi(a | s) = 1$ in (15) to get,

\[
\left| V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s) - V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s) \right| \leq \epsilon_r + \gamma \left\| V_{\pi}^{\mathcal{U}_{\hat{P}_0}} - V_{\pi}^{\mathcal{U}_{\hat{P}_0}} \right\|_\infty + \gamma \epsilon_p \frac{r_{\max}}{1 - \gamma}
\]

Since the above holds for any $s \in S$, taking maximum over $S$, we have that

\[
\left\| V_{\pi}^{\mathcal{U}_{\hat{P}_0}} - V_{\pi}^{\mathcal{U}_{\hat{P}_0}} \right\|_\infty \leq \epsilon_r + \gamma \left\| V_{\pi}^{\mathcal{U}_{\hat{P}_0}} - V_{\pi}^{\mathcal{U}_{\hat{P}_0}} \right\|_\infty + \gamma \epsilon_p \frac{r_{\max}}{1 - \gamma}
\]

Restating the result that we want to prove,

**Theorem 1 (Estimation Error for Robust OPE).** Given at least $n$ samples from $P_0(\cdot | s, a)$ for all $s, a$, assuming that the rewards are bounded $r \in [0, r_{\max}]$, and that $\mathcal{U}_{\text{MDP}}$ are defined by KL-divergence, then with probability at least $1 - \alpha$,

\[
\left\| V_{\pi}^{\mathcal{U}_{\hat{P}_0}} - V_{\pi}^{\mathcal{U}_{\hat{P}_0}} \right\|_\infty \leq O \left( \frac{\gamma r_{\max} |S|}{(1 - \gamma)^2} \sqrt{\frac{1}{n} \log \left( \frac{4 |S \times A \times S|}{\alpha} \right)} \right)
\]

Proof. We use Lemma 1 along with Hoeffding’s inequality [19] to bound the error in terms of number of samples and state-action pairs. Say, we have $n$ samples to estimate $\tilde{r}(s, a), \tilde{P}_0(s, a)$. Then, after using Hoeffding’s inequality for each state-action pair and then with the union bound, we have that with probability at least $1 - \alpha$,

\[
\max_{s, a} |r(s, a) - \tilde{r}(s, a)| \leq r_{\max} \sqrt{\frac{1}{2n} \log \left( \frac{4 |S \times A|}{\alpha} \right)},
\]

\[
\max_{s, a, s'} |P_0(s' | s, a) - \tilde{P}_0(s' | s, a)| \leq \frac{1}{2n} \log \left( \frac{4 |S \times A \times S|}{\alpha} \right).
\]

\[
\Rightarrow \max_{s, a} \left\| P_0(\cdot | s, a) - \tilde{P}_0(\cdot | s, a) \right\|_1 \leq |S| \frac{1}{2n} \log \left( \frac{4 |S \times A \times S|}{\alpha} \right).
\]

Thus, $\left\| V_{\pi}^{\mathcal{U}_{\hat{P}_0}} - V_{\pi}^{\mathcal{U}_{\hat{P}_0}} \right\|_\infty \leq \hat{O}(\frac{\gamma |S|}{\sqrt{n(1 - \gamma)^2}})$.

The dependence on $1/\sqrt{n}$ matches that in the non-robust case. The dependence on $|S|$ can be improved to $\sqrt{|S|}$ using a better bound for $\max_{s, a, s'} |P_0(s' | s, a) - \tilde{P}_0(s' | s, a)|$, as done in [23, Section 2.2]. We hope that further work will tighten this bound using techniques from [31].

For Lemma 1, we restricted to KL-divergence in order to use the Pinsker’s inequality to bound the $f_1$ distance $||P_0 - \hat{P}||_1$. We are not aware of a Pinsker-type inequality for our preferred divergence measure $\mathcal{D}_{\text{CVaR}}$ while one exists for Rényi divergences of order $\kappa$ [35]. While the proposed method for MDPs works for KL-divergence as well, we use $\mathcal{D}_{\text{CVaR}}$ in the experiments due to its intuitive interpretation in terms of worst-case subpopulations.

**D Algorithm for Robust OPE for MDPs**

Robust OPE with dynamic programming amounts to solving the following fixed point equation iteratively,

\[
V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s) = \inf_{P \in \mathcal{U}_{\text{MDP}}(s, \pi(s))} \mathbb{E}_{P} [V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s')] + \gamma \mathbb{E}_{P} [V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s')]
\]

At each iteration, we have to solve the DRO problem,

\[
\inf_{P \in \mathcal{U}_{\text{MDP}}(s, \pi(s))} \mathbb{E}_{P} [V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s')] = \inf_{P \in \mathcal{U}_{\text{MDP}}(s, \pi(s))} \mathbb{E}_{P} [V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s')] =: \mathcal{R}_{\text{MDP}}(s, \pi(s))
\]

We estimate the inner expectation w.r.t. $P_0$ with Monte-Carlo averaging on the batch data available to us as this data contains samples from $P_0$. We then compute the value function update using

\[
V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s) \leftarrow \sum_a \pi(a | s) \left( r(s, a) + \gamma \mathcal{R}_{\text{MDP}}(s, a) \right) V_{\pi}^{\mathcal{U}_{\hat{P}_0}}(s')
\]
to estimate the first term of Eq. (20) as \( \pi(a|s) r(s,a) \) for the observed \((s, a, r(s,a))\) tuple. Here, an important requirement for the batch data collected using policy \( \mu \) is that it has sufficient exploration to evaluate the given policy \( \pi \). Formally, \( \pi(a|s) > 0 \implies \mu(a|s) > 0 \) for all \( s, a \). In words, the support of the batch policy \( \mu \) contains the support of evaluation policy \( \pi \). Further, the transition models in \( \mathcal{Q}_{\text{MDP}}(s,a) \) that we will have to evaluate are also absolutely continuous with respect to the training transition model \( P_0 \), as assumed in the set definition (3). Thus, given enough samples in the batch data collected using \( \mu \) and \( P_0 \), we can estimate the reward and transition models for all \( s, a, s' \) needed in the value function updates for \( \pi \) and \( \mathcal{Q}_{\text{MDP}} \) in (20). Algorithm 2 gives the overall procedure in detail.

**Extension to continuous state space.** Although we specify the method for finite state MDPs, it can be extended to continuous or large state spaces by leveraging linear function approximations along with robust dynamic programming, as proposed in [60]. Validating such approximations for \( \text{ROPE} \) is a fruitful direction for more work.

### E EXPERIMENTAL DETAILS

#### E.1 More detail on feature shift detection

Details of the three datasets used in Figure 1 and the process followed for feature extraction is given in Adult Income [8], SBA [32], and eICU [24]. We use the score-based feature shift detection method (named MB-SM) by [27] available at https://github.com/inouye-lab/feature-shift.

#### E.2 Choosing the uncertainty set size \( \delta \)

As our problem setup demands robustness to unknown shifts at the test time, the choice of uncertainty set size (i.e., robustness level \( \delta \)) and other hyperparameters necessarily involves making assumptions about future data. For the case of \( \mathcal{D}_{\text{CVaR}} \) based sets, the set size corresponds to the minimum possible proportion of the worst-performing subpopulation. The modeler can choose domain knowledge in choosing such a proportion, for instance, using the summary statistics of demographic data for the intended test populations.

For example, if the modeler worries about shifts in the age distribution. Say the train distribution has 50-50% young-old population, and at the worst the test distribution has 80% overlap, i.e., old population is at least 40% (=0.8*50%) at test time, then \( \delta = 0.8 \) is reasonable to guarantee robustness. Summary statistics of demographics for the test environments (age, gender, comorbidity distribution at test hospitals) may help judge the size of the population in attributes of concern.

#### E.3 Data generating process for synthetic data in CBs

We generate data according to the causal graph in Figure 2 with two features \( Z := (Z_1, Z_2) \) in the context, binary treatment \( T \) and continuous outcome \( Y \). Structural equations are:

\[
E \sim \text{Bernoulli}(-1, 1, \delta_0), Z_1 \sim \mathcal{N}(10, 1), Z_2 \sim \mathcal{N}(5, 1) \quad Y_{t=1} \sim \mathcal{N}(Z_1 w_0, 0.1^2), t \in \{0, 1\}, \text{where } w_0 = [0.1, 0.1], w_1 = [0.1, 0.5]
\]

where \( \sigma(z) = 1/(1 + e^{-z}) \). The bias term in the train policy is \( \beta_0 = -1 \), whereas the policy to be evaluated in test environments has \( \beta_0 = -0.5 \). In addition, the marginal distribution of \( Z_1 \) is changed, via change in \( E \), by increasing \( \delta_0 \) in the test environment. We simulate \( n = 2000 \) samples in the train environment and use it for all methods. The objective is to estimate the robust value of the new policy.

#### E.4 More details on Cliffwalking domain

We consider a 6 \times 6 gridworld (Figure 5) with start, goal positions, and a cliff on one edge [59, Ex. 6.6]. The agent incurs a rewards \(-100\) on falling off the cliff, \(-1\) for each step, and \(0\) on reaching the goal. To add stochasticity in transitions, we make two changes to the domain. With a constant shift probability, the agent slips down one step towards the cliff instead of taking the prescribed action. This shift probability varies across environments, thus, changing the transition dynamics, necessitating robustness in policy evaluation. Second, we consider two state features in the observation space of the agent. The first feature is the agent’s position on the grid, and the second is discrete random noise sampled uniformly from the set \( \{1, 2, \ldots, 6 \times 6\} \). The second feature has an associated reward sampled from Uniform\((-1, 0)\) for the 6 \times 6 values it takes. Total reward is the sum of rewards from the two features (one based on grid position and one sampled uniformly between -1.0)

Since agent’s actions affect only the first feature, \( \text{ROPE} \) correctly constructs uncertainty sets based on transition dynamics in the first feature alone, \( P(s'|s, a) \). In contrast, \( \text{JointDRO} \) ignores this structure and constructs uncertainty sets using both the features, \( P((s', s)|s, a) \). We evaluate the value function estimate for an agent following uniform random policy using dynamic programming with the standard Bellman equation (Standard) or the robust one in Eq. (10) (JointDRO, ROPE).

#### E.5 More details on Sepsis domain

The RL policy to be evaluated is obtained as follows. The optimal policy for the Sepsis simulator, namely the physician policy, is found with the procedure used in [41]. Physician policy is made stochastic by taking random action with probability 0.05. With this policy, a dataset with 1000 trajectories each with maximum length of 20 is sampled. Diabetic population is fixed to 20% while sampling. The RL policy used in evaluation is obtained by running policy iteration on this dataset. Then, RL policy is used to sample another dataset with 10000 trajectories
each with maximum length of 20, and 20% diabetics. This data is used for the final evaluation. As the policy being evaluated is the same as the one used to sample the available data, importance weighting of the value function updates in Eq. (20) by the factor $\frac{\pi(a|s)}{\mu(a|s)} (= 1)$ is not needed.