ABSTRACT. We present a unified method to obtain unweighted and weighted estimates of linear and multilinear commutators with \textit{BMO} functions, that is amenable to a plethora of operators and functional settings. Our approach elaborates on a commonly used Cauchy integral trick, recovering many known results but yielding also numerous new ones. In particular, we solve a problem about the boundedness of the commutators of the bilinear Hilbert transform with functions in \textit{BMO}.
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1. Introduction

The purpose of this work is to present a panoramic point of view on the topic of commutators of linear, multilinear, and linearizable operators with pointwise multiplication by functions which belong to the John-Nirenberg space of Bounded Mean Oscillation (BMO). We will work in the weighted \( L^p \) setting, where the weights will satisfy appropriate Muckenhoupt conditions. We will give a unified method for the weighted estimates of commutators with BMO functions, first in the linear setting, and then in the multilinear setting.

Our approach is based on an idea going back to the pioneer work of Coifman, Rochberg and Weiss [11], who first studied the commutators of Calderón-Zygmund operators with BMO functions. They used what is now sometimes referred to as the Cauchy integral trick to obtain boundedness properties of commutators from weighted estimates for the operator itself. The idea is to represent the commutator as the derivative at the origin of an analytic family of operators obtained by conjugating the given operator with complex exponentials. Using the Cauchy integral to represent such derivative, estimates for the commutator follow by Jensen’s inequality and the fact that exponentials of BMO functions are essentially Muckenhoupt weights.

This remarkably simple but elegant approach has been already generalized to other situations. For example, it was substantially extended in the work of Alvarez, Bagby, Kurtz, and Pérez [1], where particular classes of pairs of weights were used, and iterated commutators and some vector valued ones were studied as well. Their work provides a lot of background and motivation for ours. Other applications have been used in the context of spaces of homogeneous type, for example in the work of Hofmann, Mitrea, and Taylor [25]. It is quite remarkable that such a general and soft approach to commutator estimates produces, in some cases, sharp weighted estimates in terms of the character of the weights. This was more recently shown by Chung, Pereyra, and Pérez [9]. We will further extend the Cauchy integral trick so it can be applied to many new situations not covered by previous extensions of the method. In particular, we will be able to treat operators which map a Lebesgue space into another one with a different exponent, multilinear operators, and operators which satisfies weighted estimates but only for limited classes of weights. We
Theorem 1.1. Let $T$ be a linear operator. Fix for linear operators is as follows (we will provide detailed definitions in the next section). One can study the Riesz transform, functional calculus, and square function associated with this operator. All these satisfy weighted norm inequalities in $L^p(w^p)$ (or $L^p(u)$ after writing $u = w^p$) for some range of $p$ and for some class of weights which can be written as $w^\theta \in A_s$ with $\theta, s$ depending on the index $p$ and the range of the un-weighted estimates. Another familiar situation is the one given by the classical fractional integrals or Riesz potentials. There are natural weighted norm inequalities for some $p < q$ and for weights $w \in A_{p,q}$ or, equivalently, $w^\eta \in A_{1+q/p'}$ (that is, $w^\theta \in A_s$ for some $\theta > 1$ and $s > 1$). The same kind of behavior occurs for fractional powers of the operators $L$ above. A look at the existing literature (we will give precise reference in later sections) reveals that the commutators of all the operators in the previous families with point-wise multiplication by $BMO$ functions satisfy weighted norm inequalities, but the arguments need to be adapted to each operator.
in question. Our result says that once the weighted norm theory has been developed, the estimates for commutators follow at once.

Another important feature that we would like to emphasize is that the way the hypotheses are written using the \( BMO \) space is amenable to several immediate generalizations, see Theorem 3.17. For instance, we could replace the basis of cubes in \( BMO \) and the \( A_p \) conditions by other families of sets such as dyadic cubes, rectangles, and so on, as well as replace the underlying space \( \mathbb{R}^n \) by a space of homogeneous type and more. In general situations, the John-Nirenberg inequality or the self-improvement of the \( A_p \) classes – that is, the fact that \( w \in A_p \) implies \( w^{1+\varepsilon} \in A_p \) – may fail (see [15, p.29]). However, as we will see in the proof of our results, our formulation does not require any of these deep properties. The \( BMO \) space we use here is defined using the exponential norm so that it carries the John-Nirenberg inequality on its DNA. Hence, \( BMO \) is in general smaller than the usual \( BMO \) space defined using the \( L^1 \)-averages. Nonetheless, in addition to the classical Euclidean setting, \( BMO \) does coincide with \( BMO \) also in some multiparameter setting; see Theorem 5.20 below. Note that the conclusion in Theorem 1.1, is written for weights \( w \) such that \( w^{\eta} \in A_s \) for some \( \eta \), which, in the Euclidean setting with the Lebesgue measure and with the Muckenhoupt conditions written in terms of cubes or balls, happens to be true for every \( w^\theta \in A_s \) by the fact that \( A_p \)-weights satisfy reverse Hölder inequalities. This, however, may not be true for more general measures or geometries. When the reverse Hölder inequality does hold, we can give very precise estimates on the constants appearing in Theorem 1.1; see Theorem 3.22.

We obtain in Theorem 3.29 a partial converse to Theorem 1.1, and multilinear versions in Theorems 4.3 and 4.13. As a corollary we prove the first quantitative results for commutators of multilinear Calderón-Zygmund operators, obtaining estimates in terms of the character of the weights; see Theorem 5.4. A second important corollary is the proof of the boundedness of the commutators of the bilinear Hilbert transform with \( BMO \) functions. Although the first results about boundedness of the bilinear Hilbert transform by Lacey and Thiele [30], [31] have been known for some 20 years now, the boundedness of its commutators was a problem that eluded the efforts of several researchers. Our methods provide the result including also some weighted estimates; see Theorem 5.5. Moreover, combining this result with recent extrapolation ones by Cruz-Uribe and Martell [14], we prove in Corollary 5.6 the boundedness of the commutators in the same range of Lebesgue exponents known for the boundedness of the bilinear Hilbert transform itself.

We collect most of the basic definitions and properties of weights needed in the next section; the expert reader can easily skip this part. The rest of the article is organized as follows: the main results for linear or linearizable operators are presented in Section 3, the general theorems in the multi-linear case are given in Section 4, and a multitude of applications are outlined in Section 5.
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2. Preliminaries

Let $|E|$ denote the Lebesgue measure of a measurable set $E \subseteq \mathbb{R}^n$. Throughout this paper, we use the notation

$$f_E = \int_E f \, dx = \frac{1}{|E|} \int_E f(x) \, dx$$

with the understanding that the term is zero if the set $E$ in question has zero or infinite Lebesgue measure. We also use $Q$ to denote cubes with sides parallel to the coordinate axes.

2.1. Muckenhoupt weights. By a weight, we mean a non-negative, locally integrable function. We now recall the definition and several properties of Muckenhoupt’s $A_p$ classes of weights. For $1 < p < \infty$, a weight $w$ is said to belong to $A_p$ provided

$$[w]_{A_p} := \sup_{Q \subset \mathbb{R}^n} \left( \frac{\int_Q w \, dx}{\int_Q 1 \, dx} \right)^{p-1} < \infty;$$

as usual, $p'$ denotes the conjugate exponent of $p$. For $p = 1$, $w$ is in $A_1$ if

$$[w]_{A_1} := \sup_{Q \subset \mathbb{R}^n} \left( \frac{\int_Q w \, dx}{\int_Q 1 \, dx} \right) \|w^{-1}\|_{L^\infty(Q)} < \infty,$$

or, equivalently, $[w]_{A_1} = \|Mw/w\|_{L^\infty(\mathbb{R}^n)}$. Here and elsewhere $M$ denotes the Hardy Littlewood maximal function,

$$Mf(x) = \sup_{Q \ni x} \frac{1}{|Q|} \int_Q |f(y)| \, dy.$$

We set

$$A_\infty = \bigcup_{p \geq 1} A_p.$$

We say that a weight $w$ belongs to the reverse Hölder class $RH_q$, $1 < q < \infty$, if

$$[w]_{RH_q} := \sup_{Q \subset \mathbb{R}^n} \left( \frac{\int_Q w^q \, dx}{\int_Q 1 \, dx} \right)^{1/q} \left( \frac{\int_Q 1 \, dx}{\int_Q w \, dx} \right)^{-1} < \infty.$$

When $q = \infty$, we say that $w \in RH_\infty$ if

$$[w]_{RH_\infty} := \sup_{Q \subset \mathbb{R}^n} \|w^{-1}\|_{L^\infty(Q)} \left( \frac{\int_Q 1 \, dx}{\int_Q w \, dx} \right)^{-1} < \infty.$$

In the case that $q = 1$ we define $RH_1$ to be all $A_\infty$ weights.

We list a few properties that will be important for us later on. The proofs are standard, and can be found for instance in [22]. For $(g)$, see [27].
Proposition 2.1.
(a) $A_1 \subset A_p \subset A_q$ for $1 \leq p \leq q < \infty$ with $[w]_{A_1} \geq [w]_{A_p} \geq [w]_{A_q}$.
(b) $\text{RH}_\infty \subset \text{RH}_q \subset \text{RH}_p$ for $1 < p \leq q \leq \infty$ with $[w]_{\text{RH}_\infty} \geq [w]_{\text{RH}_q} \geq [w]_{\text{RH}_p}$.
(c) If $w \in A_p$, $1 < p \leq \infty$, then there exists $1 < q < p$ such that $w \in A_q$.
(d) If $w \in \text{RH}_q$, $1 < q \leq \infty$, then there exists $q < p \leq \infty$ such that $w \in \text{RH}_p$.
(e) $A_\infty = \bigcup_{1 \leq p < \infty} A_p = \bigcup_{1 < q \leq \infty} \text{RH}_q$
(f) If $1 < p < \infty$, $w \in A_p$ if and only if $w^{1-p'} \in A_{p'}$.
(g) If $1 \leq q \leq \infty$ and $1 \leq s < \infty$, then $w \in A_q \cap \text{RH}_s$ if and only if $w^s \in A_s(q-1)+1$.

As we will work in the weighted setting, we need the notion of weighted $L^p$ spaces: $L^p(w) = L^p(\mathbb{R}^n, wd\mu)$ denotes the collection of measurable functions $f$ on $\mathbb{R}^n$ such that

$$
\|f\|_{L^p(w)} := \left( \int_{\mathbb{R}^n} |f(x)|^p w(x) \, dx \right)^{1/p} < \infty.
$$

2.2. The space of functions of bounded mean oscillation. We recall here the definition of the John-Nirenberg space of functions of bounded mean oscillation, $\text{BMO}(\mathbb{R}^n)$, and indicate how it identifies with an appropriate Orlicz space. We say that a locally integrable function $f \in \text{BMO}(\mathbb{R}^n)$ if

$$
\|f\|_{\text{BMO}} := \sup_Q \frac{1}{|Q|} \int_Q |f - f_Q| \, dx < +\infty;
$$

the supremum is taken over the collection of all cubes $Q \subset \mathbb{R}^n$. We will simply write $\text{BMO}$ instead of $\text{BMO}(\mathbb{R}^n)$ when it is understood that the underlying space on which it is defined is the Euclidean space.

Now, given a cube $Q \subset \mathbb{R}^n$, the localized and normalized exp $L$-norm is defined as

$$
\|f\|_{\exp L,Q} := \inf \left\{ \lambda > 0 : \int_Q \left( \frac{|f(x)|}{\lambda} - 1 \right) \, dx \leq 1 \right\}
= \inf \left\{ \lambda > 0 : \int_Q e^{|f(x)|/\lambda} - 1 \, dx \leq 2 \right\}.
$$

Note that,

$$
\int_Q \frac{|f - f_Q|}{\|f - f_Q\|_{\exp L,Q}} \, dx \leq \int_Q \left( e^{\frac{|f - f_Q|}{\|f - f_Q\|_{\exp L,Q}}} - 1 \right) \, dx \leq 1
$$

or

$$
\int_Q |f - f_Q| \, dx \leq \|f - f_Q\|_{\exp L,Q},
$$

and hence

$$
(2.2) \quad \|f\|_{\text{BMO}} = \sup_Q \frac{1}{|Q|} \int_Q |f - f_Q| \, dx \leq \sup_Q \|f - f_Q\|_{\exp L,Q}.
$$
On the other hand, the John-Nirenberg inequality says that there exists a dimensional constant $C_n$ such that for every $f \in BMO$ we have
\begin{equation}
\|f\|_{BMO} \leq \sup_Q \|f - f_Q\|_{L^\infty} \leq C_n \|f\|_{BMO}.
\end{equation}

The estimate (2.3) captures the exponential integrability of a $BMO$ function, a fact that is going to be crucial for our results about commutators and weights. Therefore, it is convenient to re-normalize $BMO$ and use the exponential norms as this will make the computations and the constants in our arguments cleaner. Thus, we can define an a priori new Orlicz-type space $BMO(\mathbb{R}^n)$ (or simply $BMO$) via the norm
\[\|b\|_{BMO} := \sup_Q \|b - b_Q\|_{L^\infty}.\]

Clearly, (2.3) implies that in the classical Euclidean setting ($BMO, \|\cdot\|_{BMO}$) and ($BMO, \|\cdot\|_{BMO}$) are equivalent quasi-normed spaces; nevertheless, the appearance of $BMO$ in the statements of our results is to emphasize that $\|\cdot\|_{BMO}$ is used.

2.3. Commutators. We recall the notion of commutators with linear operators. Suppose $T$ is a linear operator. Define, whenever it makes sense, the (first order) commutator of $T$ with a measurable function $b$ by
\begin{equation}
T^1_b f(x) = [T, b] f(x) = T(b f)(x) - b(x) T f(x) = T \left( (b(\cdot) - b(x)) f(\cdot) \right)(x).
\end{equation}

One can also define the higher order commutators of $T$ with a measurable function $b$ by the recursive formula $T^k_b = [T^{k-1}_b, b]$ for every $k \geq 2$. Instead of $T^k_b$, the notation $[T, b]_k$ is sometimes used in the literature. It is immediate to see that in such a case,
\[T^k_b f(x) = T \left( (b(\cdot) - b(x))^k f(\cdot) \right)(x), \quad k \geq 0,
\]
where it is understood that $T^0_b = T$.

The previous definition can be extended to linearizable operators. We say that a sublinear operator $T$ is linearizable if there exists a Banach space $\mathcal{B}$ and a $\mathcal{B}$-valued linear operator $\mathcal{T}$ such that $T f(x) = \|\mathcal{T} f(x)\|_\mathcal{B}$. In this way we set, for all $k \geq 0$,
\[T^k_b f(x) := \|T^k_b f(x)\|_\mathcal{B} = \left\| \mathcal{T} \left( (b(\cdot) - b(x))^k f(\cdot) \right) (x) \right\|_\mathcal{B} = T \left( (b(\cdot) - b(x))^k f(\cdot) \right)(x).
\]

3. The general theorem

3.1. Commutators in the classical setting I. The following result is a generalized version of the classical theorem of Coifman-Rochberg-Weiss [11] which will cover many of the commutators results in the literature. It is a more precise formulation of Theorem 1.1 stated in the introduction. Moreover, the formulation can be further sharpened using stronger properties of the Muckenhoupt weights, but we will do this in Section 3.4. For now, we prefer to state our result in a way that can be generalized to some other situations where the associated Muckenhoupt weights may fail to verify such properties. Recall that we have the identification of spaces $BMO = BMO$. The operators we consider here act on functions defined on $\mathbb{R}^n$. 

Theorem 3.1. Let $T$ be either a linear or a linearizable operator. Fix $1 \leq p, q < \infty$, $\theta > 0$, and $1 < s < \infty$. Suppose that there exists an increasing function $\phi : [1, \infty) \rightarrow [0, \infty)$ such that for each $f \in L^p(w^p)$ we have

\begin{equation}
\|Tf\|_{L^q(w^q)} \leq \phi \left( \left( w^p \right)_{A_j} \right) \|f\|_{L^p(w^p)}, \quad \forall \ w^p \in A_j.
\end{equation}

Then, for each $b \in BMO$, for each weight $w$ and $1 < \eta < \infty$ such that $w^{\theta \eta} \in A_s$, we have

\begin{equation}
\|Tb f\|_{L^{q}(w^{q})} \leq \frac{\eta \theta}{\min \{1, s - 1\}} \phi \left( 4^{\min \{1, s - 1\}}\left( w^{\theta \eta} \right)_{A_j}^{1/\eta} \right) \|b\|_{BMO} \|f\|_{L^{p}(w^{p})};
\end{equation}

and, for every $k \geq 2$,

\begin{equation}
\|T_{b}^{k} f\|_{L^{q}(w^{q})} \leq k! \left( \frac{\eta \theta}{\min \{1, s - 1\}} \right)^{k} \phi \left( 4^{\min \{1, s - 1\}}\left( w^{\theta \eta} \right)_{A_j}^{1/\eta} \right) \|b\|_{BMO} \|f\|_{L^{p}(w^{p})}.
\end{equation}

3.2. Proof of Theorem 3.1. It is well-known that $BMO$ functions and $A_\infty$ weights are related. Indeed one can show that if $w \in A_\infty$, then $\log w \in BMO$. The converse is “almost” true: if $b \in BMO$, then $e^{\lambda b} \in A_\infty$ provided $|\lambda|$ is sufficiently small. A first quantitative version of this result was given by Pereyra in [38, Lemma 3]. We present a similar quantification, computing precisely the parameters involved in terms of $\|b\|_{BMO}$.

Lemma 3.5. Let $b \in BMO$. Then $e^{\lambda b} \in A_{1+|\lambda|\|b\|_{BMO}}$ for every $|\lambda| \leq \|b\|_{BMO}^{-1}$; moreover,

\begin{equation}
\left[ e^{\lambda b} \right]_{A_{1+|\lambda|\|b\|_{BMO}}} \leq 4^{|\lambda|\|b\|_{BMO}}.
\end{equation}

In particular, for each $1 \leq p < \infty$ and $1 \leq \lambda \in \mathbb{R}$ verifying

\begin{equation}
|\lambda| \leq \frac{\min \{1, p - 1\}}{\|b\|_{BMO}},
\end{equation}

we have $e^{\lambda b} \in A_p$ and

\begin{equation}
\left[ e^{\lambda b} \right]_{A_p} \leq 4^{|\lambda|\|b\|_{BMO}}.
\end{equation}

Proof. By homogeneity considerations we may assume that $\|b\|_{BMO} = 1$. Then, for every cube $Q$, we have

\begin{equation}
\int_Q e^{\left| b - b_Q \right|} dx \leq 2.
\end{equation}

Now, given $|\lambda| \leq 1$, let $q = 1 + |\lambda|$. We have to prove that $e^{\lambda b} \in A_q$ with $\left[ e^{\lambda b} \right]_{A_q} \leq 4^{q|\lambda|}$.

The case $q = 0$ is trivial. Assume otherwise that $0 < |\lambda| \leq 1$. By Jensen’s inequality and

\begin{equation}
\int_Q e^{\left| b - b_Q \right|} dx \leq \left( \int_Q e^{\left| b - b_Q \right|} dx \right)^{|\lambda|} \leq 2^{|\lambda|}.
\end{equation}

On the other hand, since $q' - 1 = |\lambda|^{-1}$, (3.9) implies that

\begin{equation}
\int_Q e^{\left| b - b_Q \right| (q' - 1)} dx = \int_Q e^{\left| b - b_Q \right|} dx \leq 2.
\end{equation}
These estimates and the fact that \( q \leq 2 \) imply that
\[
\left( \int_Q e^{\lambda b} \, dx \right) \left( \int_Q e^{\lambda (1-q') b} \, dx \right)^{q-1} = \left( \int_Q e^{\lambda (b-b_0)} \, dx \right) \left( \int_Q e^{\lambda (b-b_0)(1-q')} \, dx \right)^{q-1} \leq \left( \int_Q e^{\lambda |b-b_0|} \, dx \right) \left( \int_Q e^{\lambda |b-b_0|(q'-1)} \, dx \right)^{q-1} \leq 2^{q-1} 2^{q-1} = 4^{q-1}.
\]

Taking the supremum over all the cubes \( Q \subset \mathbb{R}^n \) we conclude that \( e^{\lambda b} \in A_q \) with \( \left[ e^{\lambda b} \right]_{A_q} \leq 4^{q-1} \).

Let us now obtain (3.8). The case \( p = 1 \) is trivial since \( \lambda = 0 \). Suppose next that \( 1 < p \leq 2 \); in this case, (3.7) implies that \( 1 + |\lambda| \|b\|_{BMO} \leq p \) and \( |\lambda| \leq \|b\|_{BMO}^{-1} \). Then, we can apply (3.6) and Proposition 2.1 (a) to obtain (3.8). Finally, if \( 2 < p < \infty \), we observe that (3.7) implies that \( |\lambda| \leq \|b\|_{BMO}^{-1} \) and therefore (3.6) holds. Notice that \( 1 + |\lambda| \|b\|_{BMO} \leq 2 < p \) and we can get the desired estimate as in the previous case.

\[
\text{Lemma 3.12.} \quad \text{Fix } 1 < r < \infty \text{ and } 1 < \eta < \infty. \text{ If } w^{\eta} \in A_r \text{ and } b \in BMO, \text{ then } w e^{\lambda b} \in A_r \text{ for every } \lambda \in \mathbb{R} \text{ verifying }
\]
\[
|\lambda| \leq \frac{\min \{ 1, r - 1 \}}{\eta' \|b\|_{BMO}}.
\]

Furthermore,
\[
\left[ w e^{\lambda b} \right]_{A_r} \leq \left[ w^{\eta} \right]_{A_r} 4^{\eta' \|b\|_{BMO}}.
\]

\textbf{Proof.} Let \( U = w e^{\lambda b} \). Hölder’s inequality yields
\[
\left( \int_Q \frac{U(x)}{w} \, dx \right)^{r-1} \left( \int_Q U^{1-r} \, dx \right)^{1-1} = \left( \int_Q w e^{\lambda b} \, dx \right)^{r-1} \left( \int_Q w^{1-r} e^{\lambda (1-r) b} \, dx \right)^{r-1} \leq \left( \int_Q w^{\eta} \, dx \right)^{\frac{1}{\eta'}} \left( \int_Q e^{\lambda \eta b} \, dx \right)^{\frac{1}{\eta'}} \left( \int_Q \left( w^{\eta} \right)^{1-r} \, dx \right)^{r-1} \left( \int_Q e^{(1-r) \lambda \eta b} \, dx \right)^{r-1} \leq \left[ w^{\eta} \right]_{A_r}^{\frac{1}{\eta'}} \left[ e^{\lambda \eta b} \right]_{A_r}^{\frac{1}{\eta'}} \leq \left[ w^{\eta} \right]_{A_r}^{\frac{1}{\eta'}} \|b\|_{BMO},
\]

where we have used that \( |\lambda| \eta' \leq \min \{ 1, r - 1 \} \|b\|_{BMO} \) which, by Lemma 3.5, implies that \( e^{\lambda \eta b} \in A_r \) with \( \left[ e^{\lambda \eta b} \right]_{A_r} \leq 4^{|\lambda| \eta' \|b\|_{BMO}} \). This readily leads to the desired estimate.

\textbf{Proof of Theorem 3.1.} We start with the case of a linear operator \( T \). Fix \( b \in BMO \) and assume that \( \|b\|_{BMO} = 1 \). Fix \( 1 < \eta < \infty \) and \( w \) such that \( w^{\eta} \in A_s \). Set
\[
\delta := \frac{\min \{ 1, s - 1 \}}{\theta \eta'}.
\]
Write, whenever it makes sense, \( \Psi(z)f(x) := e^{-z b(x)}T(e^{z b} f)(x) \). Fix \( z \in \mathbb{C} \) such that \( |z| \leq \delta \) and set \( W = w e^{-\text{Re}(z)b} \). By Lemma 3.12 we have that

\[
\left[ W^\theta \right]_{A_1} = \left[ w^{\theta} e^{-\text{Re}(z)b \theta} \right]_{A_1} \leq \left[ w^{\theta} \right]_{A_1}^\frac{1}{s} 4^\theta |\text{Re}(z)| \leq \left[ w^{\theta} \right]_{A_1}^\frac{1}{s} 4^\theta \delta
\]

since our choice of \( \delta \) gives that

\[
\theta |\text{Re}(z)| \leq \theta \delta = \frac{\min\{1, s - 1\}}{\eta'}.
\]

Thus, we can apply (3.2) and obtain

\[
\|\Psi(z)f\|_{L^p(w^\theta)} = \|T(e^{z b} f)\|_{L^p(w^\theta)} \leq \phi \left( \left[ W^\theta \right]_{A_1} \right) \|e^{z b} f\|_{L^p(w^\theta)},
\]

hence

\[
(3.15) \quad \|\Psi(z)f\|_{L^p(w^\theta)} \leq \phi \left( \left[ w^{\theta} \right]_{A_1}^\frac{1}{s} 4^\theta \delta \right) \|f\|_{L^p(w^\theta)}.
\]

On the other hand, we notice that

\[
\Psi'(z)f(x) = -b(x) e^{-z b(x)} T(e^{z b} f)(x) + e^{-z b(x)} T(b e^{z b} f)(x).
\]

and by the Cauchy Integral Formula, we have that

\[
[T, b]f(x) = \Psi'(0)f(x) = \frac{1}{2\pi i} \int_{|z| = \delta} \frac{\Psi(z)f(x)}{z^2} dz.
\]

See [1] for a rigorous proof of this commonly used formula.

Next, we use Minkowski’s inequality and (3.15) to conclude that

\[
\|\Psi(z)f\|_{L^p(w^\theta)} \leq \frac{1}{2\pi \delta^2} \int_{|z| = \delta} \|\Psi(z)f\|_{L^p(w^\theta)}|dz| \leq \frac{1}{2\pi \delta^2} \int_{|z| = \delta} \phi \left( \left[ w^{\theta} \right]_{A_1}^\frac{1}{s} 4^\theta \delta \right) \|f\|_{L^p(w^\theta)}|dz|
\]

Plugging in the value of the parameter \( \delta \) in the previous estimate we obtain (3.3).

For \( T \) linearizable we proceed in the same way but replacing \( T \) by the \( \mathbb{B} \)-valued linear operator \( T \). In such a case we need to work with the Bochner space \( L^p_\mathbb{B}(w^\theta) \) whose associated norm is \( \|f\|_{L^p_\mathbb{B}(w^\theta)} = \|\|f\|_\mathbb{B}\|_{L^p(w^\theta)} \). This is still a Banach space and then in the previous argument it is legitimate to use Minkowski’s inequality. The rest of the argument extends mutatis mutandis and the details are left to the interested reader.

We now consider the \( k \)th order commutator. As before, it suffices to assume that \( T \) is linear as the linearizable case follows using the same scheme. The proof is very similar after observing that the Cauchy Integral Formula gives

\[
T^k_{b^k} f(x) = \Psi^{(k)}(0)f(x) = \frac{k!}{2\pi i} \int_{|z| = \delta} \frac{\Psi(z)f(x)}{z^{k+1}} dz.
\]

This and the previous argument readily leads to the desired estimate. □
3.3. **Commutators in general settings.** As mentioned before, our main result can be easily extended to more general settings. We can replace the Euclidean setting and the Muckenhoupt classes associated with the basis of cubes by any measure space (we do not even need to have a distance) and basis formed by collection of sets. The commutator result is abstract and needs a few ingredients. In several interesting applications, however, one needs to get back to friendlier settings.

Let \((\mathcal{X}, \Sigma, \mu)\) be a measure space where \(\Sigma\) is a \(\sigma\)-algebra and \(\mu\) is a non-negative measure. A basis \(B \subset \Sigma\) is a collection of sets such that each \(B \in B\) is \(\mu\)-measurable and \(0 < \mu(B) < \infty\). We can define the \(A_p\) classes associated with \(B\). A weight \(w\) is a non-negative function such that \(\int_B w \, d\mu < \infty\) for every \(B \in B\).

\[ [w]_{A_p, B} := \sup_{B \in B} \left( \frac{1}{\mu(B)} \int_B w \, d\mu \right)^{p-1} \left( \frac{1}{\mu(B)} \int_B w^{1-p'} \, d\mu \right) < \infty. \]

Notice that for our results we do not define the “problematic” class \(A_1, B\). As before, for a given weight \(w\), we write \(L^p(w) = L^p(w \, d\mu)\). The following properties are trivial and we omit the proof.

**Proposition 3.16.**

(a) \(A_{p, B} \subset A_{q, B}\) for \(1 < p \leq q < \infty\) with \([w]_{A_{p, B}} \geq [w]_{A_{q, B}}\).

(b) If \(1 < p < \infty\), \(w \in A_{p, B}\) if and only if \(w^{1-p'} \in A_{p', B}\).

We can also define a \(BMO\) space associated with the family \(B\). We say that a measurable function \(f \in BMO_B(\mathcal{X})\) or simply \(f \in BMO_B\) (when the underlying space \(\mathcal{X}\) is clear from the context) provided \(\int_B |f| \, d\mu < \infty\) for every \(B \in B\) and

\[ \|f\|_{BMO_B} := \sup_{B \in B} \|f - f_B\|_{exp \, L^B} < \infty. \]

Clearly, when \(\mathcal{X} = \mathbb{R}^n\), \(B\) denotes the basis of cubes and \(d\mu = dx\), we have \(BMO_B = BMO = BMO\).

The notation \(f_B\) is, as before, for the \(\mu\)-average of \(f\) on \(B\), while the norm \(\|f\|_{exp \, L^B}\) is defined as

\[ \inf \left\{ \lambda > 0 : \int_B \left( e^{\lambda x} - 1 \right) \, d\mu \leq 1 \right\} = \inf \left\{ \lambda > 0 : \int_B e^{\lambda x} \, d\mu \leq 2 \right\}. \]

This definition of \(BMO_B\) carries the John-Nirenberg inequality as part of the definition and therefore it is what we need for our purposes. One could also define a \(BMO_B\) space using \(L^1\) averages. In general, we have

\[ BMO_B \subset BMO. \]

and, unless some further properties are assumed, one cannot expect these two spaces to coincide.

We have the following commutator result.

**Theorem 3.17.** Let \(T\) be either a linear or a linearizable operator. Fix \(1 \leq p, q < \infty, \theta > 0\), and \(1 < s < \infty\). Suppose that there exists an increasing function \(\phi : [1, \infty) \rightarrow [0, \infty)\) such
that for each $f \in L^p(w^\theta)$ we have
\begin{equation}
\|Tf\|_{L^q(w^\theta)} \leq \phi \left( \left[ w^\theta \right]_{A_s,\mathcal{B}} \right) \|f\|_{L^p(w^\theta)}, \quad \forall w^\theta \in A_s,\mathcal{B}.
\end{equation}

Then, for each $b \in BMO,\mathcal{B}$, for each weight $w$ and $1 < \eta < \infty$ such that $w^{\theta \eta} \in A_{s,\mathcal{B}}$ we have
\begin{equation}
\|\{T, b\}f\|_{L^q(w^\eta)} \leq \frac{\eta' \theta}{\min \{1, s - 1\}} \phi \left( 4 \min \{1, s - 1\} \left[ [w^\theta]^\frac{1}{\eta} \right]_{A_s,\mathcal{B}} \right) \|b\|_{BMO,\mathcal{B}} \|f\|_{L^p(w^\eta)};
\end{equation}
and, for every $k \geq 2$,
\begin{equation}
\|T^k_b f\|_{L^q(w^\eta)} \leq k! \left( \frac{\eta' \theta}{\min \{1, s - 1\}} \right)^k \phi \left( 4 \min \{1, s - 1\} \left[ [w^\theta]^\frac{1}{\eta} \right]_{A_s,\mathcal{B}} \right) \|b\|^k_{BMO,\mathcal{B}} \|f\|_{L^p(w^\eta)}.
\end{equation}

The proof is exactly as before with the only exception that in Lemma 3.5 when $\lambda = 1$ one has that $w \in A_{s,\mathcal{B}}$ for every $q > 1$ (recall that we have not defined $A_{1,\mathcal{B}}$) and also that, in the second part of that result, the case $p = 1$ is excluded. Taking all this into account, one can follow the proof of Theorem 3.1 line by line and the argument goes through with only notational changes.

Remark 3.21. If one forgets about the dependence on the constants, Theorem 3.17 can be re-stated in a qualitative way. Such a result will say that if $T$ is bounded from $L^p(w^\theta)$ to $L^q(w^\eta)$ for every $w$ such that $w^\theta \in A_{s,\mathcal{B}}$ then the commutators $T^k_b$ with $b \in BMO,\mathcal{B}$ are bounded from $L^p(w^\theta)$ to $L^q(w^\eta)$ for every $w$ such that $w^{\theta \eta} \in A_{s,\mathcal{B}}$ for some $\eta > 1$.

Examples of bases $\mathcal{B}$ in $\mathbb{R}^n$ with the Lebesgue measure are the sets of all cubes, or balls, or dyadic cubes or rectangles with sides parallel to the axes. In spaces of homogeneous type, one can also take balls, or Christ’s dyadic cubes. All these classes have some additional features that allow one to refine the statement of Theorem 3.17. We will discuss this in the following section.

3.4. Commutators in the classical setting II. Our next goal is to sharpen Theorem 3.1 and exploit the fact that the Muckenhoupt weights have self-improving properties. We first notice that in that result the weighted estimates for $T$ are assumed to hold for every weight $w$ in the class $w^\theta \in A_s$. However, in the conclusion, the weighted estimates for the commutators hold provided $w^{\theta \eta} \in A_s$, where $\eta > 1$, which is apparently stronger than $w^\theta \in A_s$. Nevertheless, the self-improvement of the weights gives that $w^\theta \in A_s$ which implies $w^{\theta \eta} \in A_s$ for some $\eta > 1$ which is typically very close to 1. This value of $\eta$ depends on $s$ and $\left[ w^\theta \right]_{A_s}$ and has been precisely quantified in [10]. Let us notice again that this property depends very much on the setting. In the abstract context of the previous section without any further assumptions there is no reason to think that $w^\theta \in A_s$ implies $w^{\theta \eta} \in A_s$.

**Theorem 3.22.** Let $T$ be either a linear or a linearizable operator. Fix $1 \leq p, q < \infty$, $\theta > 0$, and $1 < s < \infty$. Suppose that there exist an increasing function $\phi : [1, \infty) \rightarrow [0, \infty)$ such that for each $f \in L^p(w^\theta)$ we have
\begin{equation}
\|Tf\|_{L^q(w^\theta)} \leq \phi \left( \left[ w^\theta \right]_{A_s} \right) \|f\|_{L^p(w^\theta)}, \quad \forall w^\theta \in A_s.
\end{equation}


Then, for each $b \in BMO$ and for every $w^\theta \in A_s$, we have
\[
\|[T, b]f\|_{L^p(w^\theta)} \leq \frac{2^\max\{s, s'\}+n+2}{\min\{1, s-1\}} \left[ w^\theta \right]_{A_s}^{\max\{1, \frac{1}{s'}\}} \phi\left( 4^\min\{1, s-1\} 2^s \left[ w^\theta \right]_{A_s} \right) \|b\|_{BMO} \|f\|_{L^p(w^\theta)};
\]
and, for every $k \geq 2$,
\[
\|[T^k_b f]\|_{L^p(w^\theta)} \leq k! \left( \frac{2^\max\{s, s'\}+n+2}{\min\{1, s-1\}} \right)^k \left[ w^\theta \right]_{A_s}^{\max\{1, \frac{1}{s'}\}} \phi\left( 4^\min\{1, s-1\} 2^s \left[ w^\theta \right]_{A_s} \right) \|b\|_{BMO} \|f\|_{L^p(w^\theta)}.
\]

Before proving this result, we need the following auxiliary lemma due to Pérez [10].

**Lemma 3.26.** Let $w \in A_p$, $1 < p < \infty$, and let $\rho_w = 1 + \frac{1}{2^s p - 1} |w|_{A_p}$. Then, for any cube $Q \subset \mathbb{R}^n$, we have
\[
\left( \frac{\int_Q w^{\rho_w} \, dx}{\int_Q w \, dx} \right)^{\frac{1}{\rho_w}} \leq 2 \left( \frac{\int_Q w \, dx}{\int_Q w^p \, dx} \right)^{\frac{1}{p}}.
\]

**Proof of Theorem 3.22.** Fix $u = w^\theta \in A_s$. Write $v = u^{1-s'} = w^{\theta(1-s')} \in A_{s'}$. Apply Lemma 3.26 to $u$ and $v$ to obtain that
\[
\left( \frac{\int_Q u^{\rho_u} \, dx}{\int_Q u \, dx} \right)^{\frac{1}{\rho_u}} \leq 2 \left( \frac{\int_Q u \, dx}{\int_Q u^{p_u} \, dx} \right)^{\frac{1}{p_u}}, \quad \left( \frac{\int_Q v^{\rho_v} \, dx}{\int_Q v \, dx} \right)^{\frac{1}{\rho_v}} \leq 2 \left( \frac{\int_Q v \, dx}{\int_Q v^{p_v} \, dx} \right)^{\frac{1}{p_v}},
\]
where
\[
\rho_u = 1 + \frac{1}{2^s p + 1} [u]_{A_s}, \quad \rho_v = 1 + \frac{1}{2^s p + 1} [v]_{A_{s'}} = 1 + \frac{1}{2^{s'+p} + 1} [u]_{A_{s'}}^{s'-1}.
\]
Set $\eta = \min\{\rho_u, \rho_v\}$. We see that $u^\eta \in A_s$ by (3.28) and our choice of $\eta$:
\[
[u^\eta]_{A_s}^\prime = \sup_Q \left( \frac{\int_Q u^\eta \, dx}{\int_Q u^\eta \, dx} \right)^{\frac{1}{\eta}} \left( \frac{\int_Q (u^\eta)^{1-s'} \, dx}{\int_Q (u^\eta)^{1-s'} \, dx} \right)^{\frac{s'}{\eta}} \leq \sup_Q \left( \frac{\int_Q u \, dx}{\int_Q u^{p_u} \, dx} \right)^{\frac{1}{p_u}} \left( \frac{\int_Q v \, dx}{\int_Q v^{p_v} \, dx} \right)^{\frac{1}{p_v}} \leq \sup_Q 2^s \left( \frac{\int_Q u \, dx}{\int_Q u^p \, dx} \right)^{\frac{1}{p}} \left( \frac{\int_Q v \, dx}{\int_Q v^{p_v} \, dx} \right)^{\frac{s'-1}{s}} = 2^s [u]_{A_s}.
\]
We now estimate $\eta'$. We first observe that
\[
\eta' = \max\{\rho_u', \rho_v'\} = 1 + \max\{2^s p + 1 [u]_{A_s}, 2^{s'+p} + 1 [u]_{A_{s'}}^{s'-1}\}.
\]
If $1 < s \leq 2$ we have that $2^s p + 1 [u]_{A_s} \leq 2^{s'+p} + 1 [u]_{A_{s'}}^{s'-1}$ since $1 \leq s' - 1$ and $[u]_{A_s} \geq 1$. On the other hand, if $2 \leq s < \infty$ we analogously observe that $2^{s'+p} + 1 [u]_{A_{s'}}^{s'-1} \leq 2^s p + 1 [u]_{A_s}$. Thus,
\[
\eta' = 1 + 2^s p + 1 [u]_{A_s}^{\max\{1, s'-1\}} = 1 + 2^s \max\{s, s'+1\} [u]_{A_s}^{\max\{1, \frac{1}{s'}\}}.
\]
By (3.3) in Theorem 3.1, the previous estimates, and the fact that $\eta' \geq 1$ we obtain
\[
\| [T, b] f \|_{L^{p(w)}} \leq \frac{\eta' \theta}{\min \{1, s-1\}} \phi \left( 4^{\min \{1,s-1\}} \left[ w^{\theta \eta} \right]_{A_\lambda} \right) \|b\|_{BMO} \|f\|_{L^{p(w)}}
\]
\[
\leq \frac{\theta}{\min \{1, s-1\}} \left( 1 + 2^2 \max \{s,s'\}+n+1 \left[ u \right]_{A_\lambda} \max \{1, \frac{s'}{s} \} \right)
\]
\[
\phi \left( 4^{\min \{1,s-1\}} \left[ w^{\theta \eta} \right]_{A_\lambda} \right) \|b\|_{BMO} \|f\|_{L^{p(w)}}
\]
\[
\leq \frac{2 \max \{s,s'\}+n+2}{\min \{1, s-1\}} \theta \left[ u \right]_{A_\lambda} \max \{1, \frac{s'}{s} \}
\]
\[
\phi \left( 4^{\min \{1,s-1\}} \left[ w^{\theta \eta} \right]_{A_\lambda} \right) \|b\|_{BMO} \|f\|_{L^{p(w)}}.
\]

The proof of (3.25) is analogous and we leave it to the interested reader. \qed

3.5. **Commutators vs weighted norm inequalities.** In Theorem 3.1 we proved that if a given linear operators $T$ satisfies weighted norm inequalities, then so do the corresponding commutators with $BMO$ functions. In many situations, the theories of weighted norm inequalities and the estimates for the commutators run parallel without apparent connection. Theorem 3.1 gives a very powerful one-way bridge between the two theories. It is therefore natural to wonder whether there is in fact a two-way bridge between the two theories, that is, an abstract principle that allows one to say that estimates for the commutators imply certain norm inequalities.

Suppose that a given operator $T$ has the property that every commutator $T^k_p$ is bounded on $L^2(\mathbb{R}^n)$ with an appropriate control on the constants. We wonder whether this implies that $T$ is bounded on $L^2(w)$ for some collection of weights. The best that one could expect the class of weights to be is $A_2$ (or some $A_p$), since we know that for the Riesz or Hilbert transforms the condition $A_2$ is necessary and sufficient. However, this class is too big. In fact, there are examples of operators whose commutators behave as the ones of the Riesz or Hilbert transforms for which the class of weights cannot be $A_2$. For example, consider the Riesz transform $\nabla L^{-1/2}$ where $L f = -\text{div}(A \nabla f)$ is a second order divergence form elliptic operator with bounded and complex matrix $A$. All commutators of $L$ are bounded on $L^2(\mathbb{R}^n)$ with the appropriate constants; see [4] and Section 5 below. However, if $\nabla L^{-1/2}$ were bounded on $L^2(w)$ for every $w \in A_2$, then the Rubio de Francia extrapolation theorem would imply that $\nabla L^{-1/2}$ is bounded on $L^p(\mathbb{R}^n)$ for every $1 < p < \infty$ and this is not true for all such operators $L$; see [2]. This shows that the class of weights considered for such a converse should be small enough so that extrapolation does not lead to invalid estimates.

**Theorem 3.29.** Fix $1 < p < \infty$ and suppose that $T$ is a linear operator.
(a) Suppose there is a $\lambda_0 > 0$ and $\phi : [0, \lambda_0] \rightarrow [0, \infty)$ an increasing function such that for each $b \in BMO$ we have
\[
\|T f\|_{L^p(e^{\phi})} \leq \phi(|A| \|b\|_{BMO}) \|f\|_{L^p(e^{\phi})}, \quad \forall A, |A| \leq \frac{\lambda_0}{\|b\|_{BMO}}.
\]
Then, for each \( k \geq 0 \) and \( b \in BMO \), one has

\[
\|T^k_b f\|_{L^p(\mathbb{R}^n)} \leq \phi(\lambda_0) k! \left( \frac{p}{\lambda_0} \right)^k \|b\|_{BMO} \|f\|_{L^p(\mathbb{R}^n)}.
\]

(b) Conversely, suppose that there exists \( \lambda_0, C_0 > 0 \) such that, for every \( b \in BMO \) and for every \( k \geq 0 \), one has

\[
(3.31) \quad \|T^k_b f\|_{L^p(\mathbb{R}^n)} \leq C_0 k! \left( \frac{p}{\lambda_0} \right)^k \|b\|_{BMO} \|f\|_{L^p(\mathbb{R}^n)}.
\]

Then, there exists an increasing function \( \phi : [0, \lambda_0) \rightarrow [0, \infty) \) such that for every \( b \in BMO \) we have

\[
(3.32) \quad \|T f\|_{L^p(e^{\lambda b})} \leq \phi(|\lambda| \|b\|_{BMO}) \|f\|_{L^p(e^{\lambda b})}, \quad \forall \, \lambda, \ |\lambda| < \frac{\lambda_0}{\|b\|_{BMO}}.
\]

Proof. We shall first prove (a). The case \( k = 0 \) follows from (3.30) with \( \lambda = 0 \). Let \( k \geq 1 \). By homogeneity we may assume that \( \|b\|_{BMO} = 1 \). We set \( \delta = \lambda_0/p \). Write, as before

\[
\Psi(z) f(x) := e^{-z (b(x) T(e^{\lambda b}) f)(x)}.
\]

The Cauchy Integral Formula gives

\[
T^k_b f(x) = \Psi^{(k)}(0) f(x) = \frac{k!}{2\pi i} \int_{|z| = \delta} \frac{T(z) f(x)}{z^{k+1}} dz.
\]

For every \( |z| = \delta \) we note that \( p \ |\text{Re}(z)| \leq p \delta \leq \lambda_0 \). Thus we can apply (3.30) with \( e^{-p \text{Re}(z) b} \) and write

\[
\|T^k_b f\|_{L^p(\mathbb{R}^n)} \leq \frac{k!}{2\pi i \delta^{k+1}} \int_{|z| = \delta} \|T(z) f\|_{L^p(\mathbb{R}^n)}|dz| \leq \frac{k!}{\delta^k} \sup_{|z| = \delta} \|T(e^{\lambda b} f)\|_{L^p(e^{-p\text{Re}(z)b})} \leq \frac{k!}{\delta^k} \|f\|_{L^p(\mathbb{R}^n)} \sup_{|z| = \delta} \phi\left(p \ |\text{Re}(z)|\right) \leq \frac{k!}{\delta^k} \phi(\lambda_0),
\]

which is the desired estimate.

Let us now turn to proving (b). By homogeneity we may assume again that \( \|b\|_{BMO} = 1 \). Define \( \Psi(z) \) as before and fix \( x \). Since \( \Psi(z) f(x) \) is holomorphic, we can write

\[
|\Psi(z) f(x)| = \left| \sum_{k=0}^{\infty} \frac{\Psi^{(k)}(0) f(x)}{k!} z^k \right| \leq \sum_{k=0}^{\infty} \frac{|T^k_b f(x)|}{k!} |z|^k.
\]

We now use (3.31) to obtain that if \( |z| < \lambda_0/p \) then

\[
|\Psi(z) f(x)| \leq \sum_{k=0}^{\infty} \frac{1}{k!} |z|^k \|T^k_b f\|_{L^p(\mathbb{R}^n)} \leq C_0 \|f\|_{L^p(\mathbb{R}^n)} \sum_{k=0}^{\infty} \frac{|\Psi^{(k)}(0) f(x)|}{k!} \left( \frac{p}{\lambda_0} \right)^k = \phi(|\lambda| |p|) \|f\|_{L^p(\mathbb{R}^n)}
\]

where \( \phi : [0, \lambda_0) \rightarrow [0, \infty) \) is the increasing function defined by the formula \( \phi(s) = C_0 (1 - s/\lambda_0)^{-1}, \ 0 \leq s < \lambda_0 \). Let us now take \( z = -\lambda/p \) with \( |\lambda| < \lambda_0 \) (which implies that \( |z| < \lambda_0/p \)) and \( f(x) = e^{(\lambda b)(x)/p} \). The previous estimate yields

\[
\|T g\|_{L^p(e^{\lambda b})} = |\Psi(-\lambda/p) f|_{L^p(\mathbb{R}^n)} \leq \phi(|\lambda|) \|f\|_{L^p(\mathbb{R}^n)} = \phi(|\lambda|) \|g\|_{L^p(e^{\lambda b})}.
\]

This completes the proof. \( \square \)
4. Multilinear operators

We turn now our attention to multilinear operators with the main goal of obtaining the natural counterparts to the general results from the linear setting, Theorem 3.1 and Theorem 3.22. The situation here changes slightly since the good classes of weights come in two flavors: product weights and vector weights.

Let us thus begin by defining the main objects that we will be dealing with in this setting. \( T \) will always denote an \( m \)-linear operator from \( X_1 \times \cdots \times X_m \) into \( Y \), where \( X_j, 1 \leq j \leq m, \) and \( Y \) are some normed spaces. In our statements the \( X_j \) and \( Y \) will be again appropriate weighted Lebesgue spaces. For \( f = (f_1, f_2, \ldots, f_m) \in X_1 \times X_2 \times \cdots \times X_m \) and for a measurable vector \( b = (b_1, b_2, \ldots, b_m) \), and 1 \( \leq j \leq m, \) we define, whenever it makes sense, the (first order) commutators

\[
[T, b]_{e_j}(f) = b_jT(f_1, \ldots, f_j, \ldots, f_m) - T(f_1, \ldots, b_jf_j, \ldots, f_m);
\]

we denoted by \( e_j \) the basis element taking the value 1 at component \( j \) and 0 in every other component, therefore expressing the fact that the commutator acts as a linear one in the \( j \)th variable and leaving the rest of the entries of \( f \) untouched. Then, if \( k \in \mathbb{N} \), we define

\[
[T, b]_k e_j = [\cdots [T, b]_{e_j}, b]_j \cdots, b]_{e_j},
\]

where the commutator is performed \( k \) times. Finally, if \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_m) \in (\mathbb{N} \cup \{0\})^m \) is a multi-index, we define

\[
[T, b]_\alpha = [\cdots [T, b]_{\alpha_1 e_1}, b]_{\alpha_2 e_2} \cdots, b]_{\alpha_m e_m}.
\]

Informally, if the multilinear operator \( T \) has a kernel representation of the form

\[
T(f)(x) = \int_{\mathbb{R}^m} K(x, y_1, \ldots, y_m)f_1(y_1) \cdot \cdots \cdot f_m(y_m)dy_1 \cdots dy_m,
\]

then \( [T, b]_\alpha(f)(x) \) can be expressed in a similar way, with kernel

\[
\prod_{j=1}^m (b_j(x) - b_j(y_j))^{\alpha_j} K(x, y_1, \ldots, y_m).
\]

Next, we define the appropriate vector-weights classes of Lerner, Ombrosi, Pérez, Torres and Trujillo-González [32].

**Definition 4.2.** Let \( P = (p_1, \ldots, p_m) \) with \( 1 < p_1, \ldots, p_m < \infty \) satisfying

\[
\frac{1}{p_1} + \cdots + \frac{1}{p_m} = \frac{1}{p}.
\]

Let \( w = (w_1, \ldots, w_m) \) and set

\[
v_w = \prod_{j=1}^m w_j^{p_j/p_j}.
\]

We say that the vector weight \( w \in A_P \) if

\[
[w]_{A_P} := \sup_Q \left( \int_Q w^p dx \right)^{1/p} \prod_{j=1}^m \left( \int_Q w_j^{-p_j'} dx \right)^{1/p_j'} < \infty.
\]
We observe that, by Hölder’s inequality, we have
\[
\left(\int_Q v_w \, dx\right)^{1/p} \prod_{j=1}^m \left(\int_Q w_j^{1-p_j} \, dx\right)^{1/p_j} \leq \prod_{j=1}^m \left(\int_Q w_j \, dx\right)^{1/p_j} \left(\int_Q w_j^{1-p_j} \, dx\right)^{1/p_j}.
\]
and thus
\[
\prod_{j=1}^m A_{p_j} \subset A_p.
\]
It was shown in [32] that the above inclusion is strict.

4.1. Multilinear commutators I. We are now able to give a multilinear version of Theorem 3.1 where each weight belongs, individually, to a Muckenhoupt class.

**Theorem 4.3.** Let \( T \) be an \( m \)-linear operator. Fix \( 1 < p_j < \infty, 1 < s_j < \infty, \) and \( \theta_j > 0, 1 \leq j \leq m \). Let \( 1 < p < \infty \) be so that
\[
\frac{1}{p} = \sum_{j=1}^m \frac{1}{p_j},
\]
and suppose that there exist increasing functions \( \phi_j : [1, \infty) \to [0, \infty) \) such that for all \( w = (w_1, \ldots, w_m) \) satisfying \( w_j^{\theta_j} \in A_{s_j}, 1 \leq j \leq m \), we have
\[
\|Tf\|_{L^p(\prod_{j=1}^m w_j^{p_j})} \leq \prod_{j=1}^m \phi_j \left( [w_j^{\theta_j}]_{A_{s_j}} \right) \|f_j\|_{L^{p_j}(w_j^{p_j})}.
\]
Then, for all \( b = (b_1, \ldots, b_m) \in BMO^m \), for each multi-index \( \alpha \) and vector weight \( w = (w_1, \ldots, w_m) \) such that for all \( 1 \leq j \leq m \), \( w_j^{\eta_j} \in A_{s_j} \) with some \( 1 < \eta_j < \infty \), we have
\[
\|T, b\|_{L^p(\prod_{j=1}^m w_j^{p_j})} \leq \left[ \alpha! \prod_{j=1}^m \frac{1}{\delta_j!^{\min\{1, s_j-1\}} \eta_j!} \phi_j \left( 4^{\theta_j/\delta_j} [w_j^{\theta_j}]_{A_{s_j}} \right) \|b_j\|_{BMO} \right] \|f_j\|_{L^{p_j}(w_j^{p_j})},
\]
where \( \delta_j = \min\{1, s_j-1\}, 1 \leq j \leq m \).

**Proof.** We adapt the proof of Theorem 3.1 to the multilinear setting. Let then \( b \in BMO^m \), and without loss of generality assume that they are real valued and \( \|b\|_{BMO} = 1, 1 \leq j \leq m \).

Define, as before, for \( z = (z_1, \ldots, z_m) \), the following holomorphic map
\[
\Psi(z)(f) = e^{-\sum_{j=1}^m z_j^{\theta_j} f_j} \left( e^{z_1 b_1 f_1} e^{z_2 b_2 f_2} \ldots e^{z_m b_m f_m} \right).
\]
The Cauchy integral formula adapted to several complex variables now yields
\[
[T, b]_{\alpha!} = D^\alpha \Psi_{\alpha!}(f)|_{z=0} = \frac{\alpha!}{(2\pi i)^m} \int_{b_0 P(\tilde{0}, \tilde{\delta})} \frac{\Psi_{\alpha!}(f)}{z_1^{\gamma_1+1} z_2^{\gamma_2+1} \ldots z_m^{\gamma_m+1}} \, dz_1 \ldots dz_m,
\]
where we denoted by \( b_0 P(0, \tilde{\delta}) = \{(z_1, z_2, \ldots, z_m) \in \mathbb{C}^m : |z_j| = \delta_j, 1 \leq j \leq m \} \) the so-called distinguished boundary of the polydisc \( P(0, \tilde{\delta}) = \{(z_1, z_2, \ldots, z_m) \in \mathbb{C}^m : |z_j| < \delta_j, 1 \leq j \leq m \} \).
Fix now the weights $w_j$ so that $w_j^{\theta_j} \in A_{s_j}$ for $1 \leq j \leq m$ and let us define $v_j = w_j e^{-\text{Re}(z_j)\beta_j}$. Note that

$$v_j^{\theta_j} = w_j^{\theta_j} e^{-\text{Re}(z_j)\beta_j}.$$ 

Since $w_j^{\theta_j} \in A_{s_j}$ and

$$|\text{Re}(z_j)\beta_j| \leq \delta_j \beta_j \leq \frac{\min\{1, s_j - 1\}}{\eta_j},$$

by Lemma 3.12 we obtain that $v_j^{\theta_j} \in A_{s_j}$ and

$$|v_j^{\theta_j}|_{\lambda_{s_j}} \leq |w_j^{\theta_j}|_{\lambda_{s_j}}^{1/\eta_j} 4^\delta \beta_j.$$ 

By our hypothesis condition (4.4), we can write

$$\|\Psi z f\|_{L^p(|T|^{s_j-1} w_j^{\rho_j})} = \|T(e^{z_j b_1} f_1, \ldots, e^{z_j b_m} f_m)\|_{L^p(|T|^{s_j-1} v_j^{\rho_j})} \leq \prod_{j=1}^m \phi_j (|v_j^{\theta_j}|_{\lambda_{s_j}}) \|e^{z_j b_j} f_j\|_{L^p(v_j^{\rho_j})},$$

which, by the increasing property of the functions $\phi_j$ and the fact that

$$\|e^{z_j b_j} f_j\|_{L^p(v_j^{\rho_j})} = \|f_j\|_{L^p(w_j^{\rho_j})}$$

further yields the uniform estimate over $b_0 P(0, \delta)$:

$$\|\Psi z f\|_{L^p(|T|^{s_j-1} w_j^{\rho_j})} \leq \prod_{j=1}^m \phi_j \left(4^\delta \beta_j |w_j^{\theta_j}|_{\lambda_{s_j}}^{1/\eta_j}\right) \|f_j\|_{L^p(w_j^{\rho_j})}. $$

Now, by Minkowski’s inequality, we obtain that

$$\|T, b \|_{L^p(|T|^{s_j-1} w_j^{\rho_j})} \leq \frac{\alpha!}{(2\pi)^m} \int_{b_0 P(0, \delta)} \frac{\|\Psi z f\|_{L^p(|T|^{s_j-1} w_j^{\rho_j})} |dz_1| \cdots |dz_m|}{\prod_{j=1}^m |z_j|^{s_j+1}} \leq \frac{\alpha!}{(2\pi)^m} \prod_{j=1}^m 2\pi \delta_j \phi_j \left(4^\delta \beta_j |w_j^{\theta_j}|_{\lambda_{s_j}}^{1/\eta_j}\right) \|f_j\|_{L^p(w_j^{\rho_j})},$$

which is (4.5).

The statement of Theorem 4.3 and its argument can now be adapted in a straightforward way to obtain a multilinear version of Theorem 3.22. We leave this task to the interested reader. However, we would like to make several remarks on Theorem 4.3.

By re-normalizing the weights and writing $w_j := w_j^{\beta_j}$, the statement of our theorem can be reformulated in terms of the weight $v_0$ introduced in Definition 4.2. Ignoring the precise constants in terms of the increasing functions $\phi_j$ in Theorem 4.3, we obtain the following.
Corollary 4.7. Let $T$ be an $m$-linear operator. Fix $1 < p_j < \infty$, $1 < s_j < \infty$, and $\theta_j > 0$, $1 \leq j \leq m$. Let $1 < p < \infty$ be so that

$$\frac{1}{p} = \sum_{j=1}^{m} \frac{1}{p_j},$$

and suppose that for all $w = (w_1, \ldots, w_m)$ satisfying $w_j^{\theta_j/p_j} \in A_{s_j}, 1 \leq j \leq m$, we have

$$\|Tf\|_{L^p(\nu w)} \lesssim m \prod_{j=1}^{m} \|f_j\|_{L^{p_j}(w_j)}.$$ (4.8)

Then, for all $b = (b_1, \ldots, b_m) \in BMO^m$, for each multi-index $\alpha$ and vector weight $w = (w_1, \ldots, w_m)$ such that for all $1 \leq j \leq m, w_j^{\eta_j/p_j} \in A_{s_j}$ with some $1 < \eta_j < \infty$, we have

$$\|[T, b]_\alpha f\|_{L^p(\nu w)} \lesssim m \prod_{j=1}^{m} \|b_j\|_{BMO} \|f_j\|_{L^{p_j}(w_j)}. $$ (4.11)

The following is a variation on the corollary just stated, in which we express the conditions on the weights in a simpler manner.

Corollary 4.10. Let $T$ be an $m$-linear operator. Fix $1 < p_j < \infty$, $1 \leq j \leq m$, and $\theta > 0$. Let $1 < p < \infty$ be so that

$$\frac{1}{p} = \sum_{j=1}^{m} \frac{1}{p_j},$$

and suppose that for all $w = (w_1, \ldots, w_m)$ satisfying $w_j^{\theta_j} \in A_{p_j}, 1 \leq j \leq m$, we have

$$\|Tf\|_{L^p(\nu w)} \lesssim m \prod_{j=1}^{m} \|f_j\|_{L^{p_j}(w_j)}.$$ (4.12)

4.2. Multilinear commutators II. The unsatisfying aspect of the statement of Theorem 4.3 or of its subsequent corollaries is that the dependence of the constants in the estimates is on the Muckenhoupt constant of each one of the weights $w_j$ that comprise the vector weight $w$. We present here a version with constants depending only on the $A_p$ constant of $w$.

Theorem 4.13. Let $T$ be an $m$-linear operator. Fix $1 < p_j < \infty$ and let $1 < p < \infty$ be so that

$$\frac{1}{p} = \sum_{j=1}^{m} \frac{1}{p_j},$$
Suppose that there exist an increasing functions \( \phi : [1, \infty) \to [0, \infty) \) such that for all \( w = (w_1, \ldots, w_m) \in A_P \), we have

\[
\|Tf\|_{L^p(w)} \leq \phi \left( \|w\|_{A_P} \right) \prod_{j=1}^m \|f_j\|_{L^p(w_j)}.
\]

(4.14)

Then, for all \( b = (b_1, \ldots, b_m) \in BMO^m \) and for each multi-index \( \alpha \), we have

\[
\|T, b\|_{L^p(w)} \lesssim \alpha! \phi \left( c_P \|w\|_{A_P} \right) \prod_{j=1}^m \|b_j\|_{BMO} \|f_j\|_{L^p(w_j)}
\]

(4.15)

where \( c_P = 4^{1+\sum_{j=1}^m \min\{1/p_j, 1/p'_j\}} \).

For the convenience of notation, we will only prove this result for bilinear operators \( (m = 2) \). Before we begin our argument, let us recall that if \( w = (w_1, w_2) \) and \( P = (p_1, p_2) \), then we have [32] the following equivalence:

\[
w \in A_P \iff \nu_w = w_1^{p_1/p} w_2^{p_2/p} \in A_{2p}, \sigma_1 := w_1^{1-p'_1} \in A_{2p_1'}, \text{ and } \sigma_2 := w_2^{1-p'_2} \in A_{2p_2'}.
\]

Moreover, by [18, Lemma 3.1], we have \( [\sigma_j]_{A_{2p'}} \leq [w]_{A_P}^{p_j/p} \), \( j = 1, 2 \), and since \( p/p_1' + p/p_2' = 2p - 1 \), Hölder’s inequality gives

\[
\left( \int_Q \nu_w \, dx \right) \left( \int_Q \nu_w^{1-(2p')} \, dx \right)^2 \leq \left( \int_Q \nu_w \, dx \right) \left( \int_Q \sigma_1 \, dx \right)^{p_1/p} \left( \int_Q \sigma_2 \, dx \right)^{p_2/p} \leq \|w\|_{A_P}^p,
\]

that is, \( [\nu_w]_{A_{2p}} \leq [w]_{A_P}^p \).

**Proof.** As before, and without loss of generality, we assume that \( b_j, j = 1, 2 \) are real valued and normalized so that their \( BMO \) norms are equal to 1. By repeating the argument with the Cauchy integral trick in Theorem 4.3, given \( w \in A_P \) we see that everything reduces to showing that for some appropriate \( \delta_1, \delta_2 > 0 \) (to be chosen later) and for \( |\zeta_1| = \delta_1, |\zeta_2| = \delta_2 \), we have

\[
\nu_w := (\nu_1, \nu_2) := (w_1 e^{-\Re(\zeta_1)p_1 b_1}, w_2 e^{-\Re(\zeta_2)p_2 b_2}) \in A_P.
\]

Note that as observed above \( \nu_w \in A_{2p} \) and \( \sigma_j := w_j^{1-p_j'} \in A_{2p_j'}, \) \( j = 1, 2 \). Using now Lemma 3.26 and writing, for a given weight \( w, \rho(w) \) instead of \( \rho_w \), we can find \( r = r(w) = \min\{\rho(\nu_w), \rho(\sigma_1), \rho(\sigma_2)\} > 1 \) so that

\[
r' \sim \max\{[\nu_w]_{A_{2p}}, [\sigma_1]_{A_{2p_1'}}, [\sigma_2]_{A_{2p_2'}}\} \leq [w]_{A_P}^{\max\{p_1/p', p_2/p'\}}
\]

(4.16)

and the following reverse Hölder inequalities hold:

\[
\left( \int_Q \nu_w \, dx \right)^{1/r} \leq 2\int_Q \nu_w \, dx
\]

(4.17)
and for $j = 1, 2$

\begin{equation}
(\int_Q \sigma_j^r \, dx)^{1/r} \leq 2 \int_Q \sigma_j \, dx.
\end{equation}

Using these, Hölder’s inequality and regrouping terms, we get

\[
\left( \int_Q v_w \, dx \right)^{1/p} \prod_{j=1}^2 \left( \int_Q w_j^{-\frac{1}{p_j'}} \, dx \right)^{1/p_j'} \\
= \left( \int_Q v_w e_{b_1}^{r_j/p_j} e_{b_2}^{p_j/p_1} \, dx \right)^{1/p} \prod_{j=1}^2 \left( \int_Q \sigma_j e_{b_j}^{1-p_j'} \, dx \right)^{1/p_j'} \\
\leq \left( \int_Q v_w \, dx \right)^{1/(pr)} \left( \int_Q e_{b_1}^{r_j/p_j} e_{b_2}^{p_j/p_1} \, dx \right)^{1/(pr')} \prod_{j=1}^2 \left( \int_Q \sigma_j^{1/(p_j')} \, dx \right)^{1/(p_j')} \\
\leq 4[w]_{A_p} \prod_{j=1}^2 \left( \int_Q e_{b_j}^{r_j'} \, dx \right)^{1/(p_j')} \left( \int_Q e_{b_j}^{r_j'(1-p_j')} \, dx \right)^{1/p_j' r_j'} \\
\leq 4[w]_{A_p} \prod_{j=1}^2 \left[ e^{-\operatorname{Re}(z_j)/p_j} e_{b_j}^{r_j'} \right]_{A_p}^{1/(p_j')} \\
\leq 4^{1+\delta_1+\delta_2}[w]_{A_p},
\]

where the last estimates uses Lemma 3.5 as long as we assume that $\delta_j \leq \frac{\min\{1, p_j-1\}}{p_j r_j}$, $j = 1, 2$. Notice that this choice implies that $\delta_j \leq \min\{1/p_j, 1/p_j'\}$. On the other hand, recalling (4.16) and assuming further than $\delta_j \sim [w]_{A_p}^{-\max\{p_j, p_j'\}}$ we eventually obtain

\[
\|T, b\|_{L^p(w)} \lesssim 4^{1+\alpha_1+\phi} \left( c_p[w]_{A_p} \right) \|f_1\|_{L^p(w_1)} \|f_2\|_{L^p(w_2)}.
\]

with $c_p = 4^{1+\min\{1/p_1, 1/p_1', 1/p_2, 1/p_2'\}}$. This easily gives the desired estimate. □

4.3. Multilinear commutators vs weighted estimates. In this subsection we give a multilinear version of Theorem 3.29, thus showing that there is a two way bridge between weighted estimates for commutators of the operator and weighted estimates for the operator itself in the multilinear setting as well. We do not include the proof as it follows the linear situation very closely using the Cauchy integral formula for several complex variables (4.6) and a multivariable Taylor series.

Theorem 4.19. Let $P = (p_1, \ldots, p_m) \in (1, \infty)^m$ and $p > 1$ be such that $\frac{1}{p} = \frac{1}{p_1} + \cdots + \frac{1}{p_m}$, and let $T$ be a multilinear operator.
(a) Suppose there are $\lambda_0 > 0$ and a function $\Phi : [0, \lambda_0]^m \to [0, \infty)$ that is increasing in each variable such that for each $b = (b_1, \ldots, b_m) \in BMO^m$ we have

$$
\|Tf\|_{L^p}\left(\exp(\sum_{j=1}^m \frac{p_j}{p} b_j)\right) \leq \Phi(\lambda_1 \|b_1\|_{BMO}, \ldots, \lambda_m \|b_m\|_{BMO}) \prod_{j=1}^m \|f_j\|_{L^p}\left(\exp(\lambda_j b_j)\right)
$$

for $|\lambda_j| \leq \lambda_0/\|b_j\|_{BMO}$. Then, for each multi-index $\alpha$ and $b \in BMO^m$

$$
\|[(T, b)]_{\alpha}f\|_{L^p(\mathbb{R}^n)} \leq \Phi(\lambda_0, \ldots, \lambda_0)\alpha! \prod_{j=1}^m \left(\frac{p_j \|b_j\|_{BMO}}{\lambda_0}\right)^{\alpha_j} \|f\|_{L^p(\mathbb{R}^n)}.
$$

(b) Conversely, suppose there exist $C_0, \lambda_0 > 0$ such that for $b = (b_1, \ldots, b_m) \in BMO^m$ and for every multi-index $\alpha$ we have

$$
\|[(T, b)]_{\alpha}f\|_{L^p(\mathbb{R}^n)} \leq C_0 \alpha! \prod_{j=1}^m \left(\frac{p_j \|b_j\|_{BMO}}{\lambda_0}\right)^{\alpha_j} \|f\|_{L^p(\mathbb{R}^n)}.
$$

Then, there exists a function $\Phi : [0, \lambda_0]^m \to [0, \infty)$, increasing in each variable, such that for every $b \in BMO^m$ we have

$$
\|Tf\|_{L^p}\left(\exp(\sum_{j=1}^m \frac{p_j}{p} b_j)\right) \leq \Phi(\lambda_1 \|b_1\|_{BMO}, \ldots, \lambda_m \|b_m\|_{BMO}) \prod_{j=1}^m \|f_j\|_{L^p}\left(\exp(\lambda_j b_j)\right),
$$

for all $\lambda_1, \ldots, \lambda_m$ satisfying $|\lambda_j| < \lambda_0/\|b_j\|_{BMO}$.

After this work was completed we have learned that Kunwar and Ou [28] have extended some of our methods to the two-weight setting.

5. Applications

The goal of this section is to apply our general results connecting weighted estimates for an operator and those of its commutators in various situations, some explored and some unexplored before. We begin with the case of linear or linearizable operators.

5.1. The Coifman-Rochberg-Weiss result. As a first application, from Theorem 3.22 we recover the classical Coifman-Rochberg-Weiss (see [11]) whose quantitative control of the constants appeared in [9].

**Corollary 5.1.** Let $T$ be either a linear or a linearizable operator. Fix $1 < p < \infty$, and suppose that there exist an increasing function $\phi : [1, \infty) \to [0, \infty)$ such that for each $f \in L^p(w)$ there holds

$$
\|Tf\|_{L^p(w)} \leq \phi \left(\left[\frac{w}{A_p}\right]\right) \|f\|_{L^p(w)}, \quad \forall w \in A_p.
$$

Then, for each $b \in BMO$ and for every $w \in A_p$ and, for every $k \geq 1$, there holds

$$
\|T^k_b f\|_{L^p(w)} \leq k! \left(\frac{2^2 \max(p, p') + p + 2}{\min\{1, p-1\}}\right)^k \left[\frac{w}{A_p}\right]^{\max\{1, p-1\}} \phi \left(4^{\min\{1, p-1\}} 2^p \left[\frac{w}{A_p}\right]\right) \|b\|_{BMO} \|f\|_{L^p(w)}.
$$
If we now take $T$ a Calderón-Zygmund operator, the $A_2$-conjecture proved by Hytönen in [26] gives the result in [9]:

$$\|TF\|_{L^p(w)} \leq C \|w\|_{A_p}^{\max\{1, \frac{1}{p} \}} \|f\|_{L^p(w)}, \quad \forall w \in A_p,$$

and therefore for the commutators one obtains

$$\|T^k_b f\|_{L^p(w)} \leq C_b \|w\|_{A_p}^{(k+1) \max\{1, \frac{1}{p} \}} \|b\|_{\text{BMO}} \|f\|_{L^p(w)}.$$  

5.2. Fractional integrals. We begin by recalling the notion of the Riesz potentials or fractional integrals. For a more thorough introduction see [41, Chapter 5]. Given $0 < \alpha < n$, we write

$$I^\alpha f(x) = (-\Delta)^{\alpha/2} f(x) = c_\alpha \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n-\alpha}} \, dy$$

where $c_\alpha$ is a constant depending on $n$ and $\alpha$. The relevant class of weights is $A_{p,q}$ defined as follows: $w \in A_{p,q}$ if

$$[w]_{A_{p,q}} := \sup_{Q \subset \mathbb{R}^n} \left( \frac{1}{Q} \int_Q w^q \, dx \right) \left( \frac{1}{Q} \int_Q w^{-p'} \, dx \right)^{q/p'} < \infty.$$

The weighted norm inequalities for $I^\alpha$ were obtained by B. Muckenhoupt and R. Wheeden [37] and the sharp behavior in terms of the weight constants by [29]. The precise estimate is as follows: for every $0 < \alpha < n$, $1 < p < n/\alpha$, $1/p - 1/q = \alpha/n$, and $w \in A_{p,q}$ one has

$$\|I^\alpha f\|_{L^q(w^q)} \leq C_{p,q,\alpha} [w]_{A_{p,q}}^{(1-\frac{\alpha}{n}) \max\{1, \frac{p}{q} \}} \|f\|_{L^p(w^p)}.$$

It is easy to see that $w \in A_{p,q}$ iff $w^q \in A_{q, \frac{n}{\alpha}}$ and moreover

$$[w^q]_{A_{q, \frac{n}{\alpha}}} = [w]_{A_{p,q}}.$$

We can then use Theorem 3.22 and obtain the following result which was shown in [16] for $k = 1$, but seems to be new when $k > 1$.

Corollary 5.2. Fix $0 < \alpha < n$, $1 < p < n/\alpha$ and $1/p - 1/q = \alpha/n$. For every $k \geq 1$ and $b \in \text{BMO}$ one has

$$\|(I^\alpha)^k b f\|_{L^q(w^q)} \leq C_{p,q,\alpha} k! \left( \frac{2^{2 \max\{s', s''\} + n + 2} q}{\min\{1, s - 1\}} \right) \|w\|_{A_{p,q}}^{(k+1-\frac{\alpha}{n}) \max\{1, \frac{p}{q} \}} \|b\|_{\text{BMO}} \|f\|_{L^p(w^p)},$$

for every $w \in A_{p,q}$ and where $s = q \frac{n-\alpha}{\alpha}$.

5.3. Operators associated with the Kato conjecture. The following estimate models the behavior of operators associated with the Kato conjecture (see below).

Corollary 5.3. Let $1 \leq r_- < p < r_+ \leq \infty$ and assume that

$$\|Tf\|_{L^p(w)} \leq C_w \|f\|_{L^p(w)}, \quad \forall w \in A_{p, r_-} \cap RH_{p, r_+}.$$

Then, for every $b \in \text{BMO}$ and for every $k \geq 1$

$$\|T^k_b f\|_{L^p(w)} \leq C_k \|b\|_{\text{BMO}} \|f\|_{L^p(w)}, \quad \forall w \in A_{p, r_-} \cap RH_{p, r_+}.$$
Notice that if \( r_+ = \infty \) it is understood that the condition \( RH_1 \) is vacuous. This result follow easily from Theorem 3.22 (this time without paying attention to constants) after observing that Proposition 2.1 (g) yields

\[
 w \in A_{p_0} \cap RH_{(\frac{p_0}{p_0})'} \quad \Longleftrightarrow \quad w^{(\frac{p_0}{p_0})'} \in A_{(\frac{p_0}{p_0})'} (\frac{p_0}{p_0} - 1)_+.
\]

Let \( A \) be an \( n \times n \) matrix of complex and \( L^\infty \)-valued coefficients defined on \( \mathbb{R}^n \). We assume that this matrix satisfies the following ellipticity (or “accretivity”) condition: there exist \( 0 < \lambda \leq \Lambda < \infty \) such that

\[
 \lambda |\xi|^2 \leq \text{Re} A(x) \xi \cdot \bar{\xi} \quad \text{and} \quad |A(x) \xi \cdot \bar{\xi}| \leq \Lambda |\xi| |\xi|,
\]

for all \( \xi, \zeta \in \mathbb{C}^n \) and almost every \( x \in \mathbb{R}^n \). We have used the notation \( \xi \cdot \zeta = \xi_1 \zeta_1 + \cdots + \xi_n \zeta_n \) and therefore \( \xi \cdot \bar{\zeta} \) is the usual inner product in \( \mathbb{C}^n \). Note that then \( A(x) \xi \cdot \bar{\zeta} = \sum_{j,k} a_{jk}(x) \xi_j \bar{\zeta}_k \). Associated with this matrix we define the second order divergence form operator

\[
 Lf = -\text{div}(A \nabla f),
\]

which is understood in the standard weak sense as a maximal-accretive operator on the space \( L^2(\mathbb{R}^n, dx) \) with domain \( D(L) \) by means of a sesquilinear form. Associated to this operator we can consider a functional calculus \( \varphi(L) \) where \( \varphi \) is holomorphic and bounded in some sector, the Riesz transform \( \nabla L^{-1/2} \), and some square functions. The \( L^p \) theory for these operators was developed in the monograph [2]. The weighted norm inequalities were obtained in [4] using a generalized Calderón-Zygmund theory from [3]. As part of these results it was obtained that the commutators of these operators with \( BMO \) functions also satisfy weighted norm inequalities. It should be pointed out that the proof of the weighted norm inequalities for the associated commutators followed from the developed Calderón-Zygmund theory with a somehow technical adaptation of the proof of the weighted norm inequalities for the corresponding operators. As we are going to see next, a simple application of Corollary 5.3 gives the same estimates without any extra effort. In order to apply Corollary 5.3 we just need to recall that the following weighted norm inequalities hold for \( \varphi(L) \) and \( \nabla L^{-1/2} \) (see [4]):

\[
 \|\varphi(L)f\|_{L^p(w)} \leq C_w \|f\|_{L^p(w)}, \quad \forall \ p_- < p < p_+, \ w \in A_{p_0} \cap RH_{(\frac{p_0}{p_0})'};
\]

and

\[
 \|\nabla L^{-1/2}f\|_{L^p(w)} \leq C_w \|f\|_{L^p(w)}, \quad \forall \ q_- < p < q_+, \ w \in A_{\frac{p_0}{p_0}} \cap RH_{(\frac{p_0}{p_0})'};
\]

where \( (p, p_+) \) and \( (q_-, q_+) \) are respectively the maximal intervals where the semigroup \( \{e^{tL}\}_{t \geq 0} \) and its gradient \( \{ \sqrt{t} \nabla e^{tL} \}_{t > 0} \) are uniformly bounded on \( L^p(\mathbb{R}^n) \). This clearly allows us to apply Corollary 5.3 and obtain the corresponding commutators results as desired. Similar results can be obtained for the square functions associated with \( L \) (see [4] for full details and references).
5.4. Fractional operators associated with the Kato conjecture. Very much as before we can consider the fractional operators $L^{-\alpha/2}$. The weighted norm inequalities for these were proved in [5]. Using the same notation as before, if $p_1 < p < p_2$ and $1/p - 1/q = \alpha/n$, then

$$\|L^{-\alpha/2}f\|_{L^q(w^\alpha)} \leq C_w \|f\|_{L^p(w^\beta)}, \quad \forall w \in A_{1+1/p-1/q} \cap RH \left(\frac{q}{q'}\right)'.$$ \(\text{Note that Proposition 2.1 (g) gives that the previous estimates hold for a class of weights that can be written as } w^\beta \in A_{\theta}, \text{ for some } \theta > 1 \text{ and } s > 1. \text{ Then, we can apply Theorem 3.22 and conclude that, under the same hypotheses, for every } b \in BMO \text{ and } k \geq 1 \)

$$\|(L^{-\alpha/2})_b^k f\|_{L^q(w^\alpha)} \leq C_w \|b\|_{BMO} \|f\|_{L^p(w^\beta)}, \quad \forall w \in A_{1+1/p-1/q} \cap RH \left(\frac{q}{q'}\right)'.$$ \(\text{These estimates were proved in [5] using a Calderón-Zygmund type result that allows one to extend the unweighted estimates for the fractional operators to the commutators. The present method immediately produces the same results once the weighted estimates have been obtained.}\)

5.5. Bilinear Calderón-Zygmund operators. We say that a bilinear operator $T$ a priori defined from $S \times S$ into $S'$ of the form

$$T(f, g)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} K(x, y, z)f(y)g(z)\,dy\,dz$$

is a bilinear Calderón-Zygmund operator if it can be extended as a bounded operator from $L^{p_1} \times L^{p_2}$ to $L^p$ for all $1 < p_1, p_2 < \infty$ with $1/p_1 + 1/p_2 = 1/p$, and its distributional kernel $K$ coincides, away from the diagonal $\{(x, y, z) \in \mathbb{R}^{3n} : x = y = z\}$, with a function $K(x, y, z)$ locally integrable which satisfies estimates of the form

$$|\partial^{\alpha}K(x, y, z)| \lesssim (|x - y| + |x - z| + |y - z|)^{-2n-|\alpha|}, |\alpha| \leq 1.$$ \(\text{The estimates on } K \text{ above are not the most general that one can impose in such theory, see [24]. An immediate consequence of Theorem 4.13 and the known weighted boundedness of the bilinear Calderón-Zygmund operators [32] leads to the following result. The bounds are sharp for the operator } T \text{ (}\alpha = 0\text{), see [33].}\)

**Theorem 5.4.** Let $T$ be a bilinear Calderón-Zygmund operator, $1 < p_1, p_2, p < \infty$ be such that $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$, $b = (b_1, b_2) \in BMO^2$, $w = (w_1, w_2) \in A_P$ and $\alpha$ a multi-index. Then, we have

$$\| [T, b]_\alpha f \|_{L^p(w^\alpha)} \leq \alpha! [w]_{A_P}^{(|\alpha| + 1) + \max[1, p_1'/p, p_2'/p]} \prod_{j=1}^2 \|b_j\|_{BMO} \|f_j\|_{L^{p_j}(w_j)}.$$
5.6. Bilinear fractional integrals. Consider now bilinear operators with positive kernels of the form
\[
BI_s(f, g)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{1}{|x-y| + |x-z|^{2n-s}} f(y) g(z) \, dydz,
\]
with \(0 < s < 2n\). The appropriate class of vector weights to study these operators is defined as follows. For \(1 < p_1, p_2 < \infty\) with \(1/p_1 + 1/p_2 > s/n\), let again \(\mathbf{P} = (p_1, p_2)\) and \(q > 0\) be such that
\[
\frac{1}{q} = \frac{1}{p_1} + \frac{1}{p_2} - \frac{s}{n}.
\]
The vector weight \(w = (w_1, w_2)\) is said to belong to the class \(A_{\mathbf{P}, q}\) if
\[
[w]_{A_{\mathbf{P}, q}} := \sup_Q \left( \int_Q w_1^{q/p_1} \, dx \right)^{q/p_1} \left( \int_Q w_2^{q/p_2} \, dx \right)^{q/p_2} < \infty.
\]
It was shown by Moen [36] and Chen and Xue [8] that \(BI_s : L^{p_1}(w_1^{p_1}) \times L^{p_2}(w_2^{p_2}) \to L^q(w_1^q w_2^q)\) as long as \(w \in A_{\mathbf{P}, q}\). The dependence on the weighted constant was shown in [34]. Using this fact and the \(A_{\mathbf{P}, q}\) version of our multilinear result, Theorem 4.13, we immediately recover the boundedness of the commutators of \(BI_s\) with \(b \in BMO^2\) from the work in [8]. Specifically, for \(\alpha\) a multi-index, we have
\[
[BI_s, b]_\alpha : L^{p_1}(w_1^{p_1}) \times L^{p_2}(w_2^{p_2}) \to L^q(w_1^q w_2^q),
\]
with appropriate quantitative estimates on the commutator operator norms similar to the ones stated in Corollary 5.2.

5.7. The bilinear Hilbert transform. The bilinear Hilbert transform, defined via
\[
BHT(f, g)(x) = \text{p.v.} \int_\mathbb{R} f(x-t)g(x+t) \frac{dt}{t},
\]
is a celebrity in harmonic analysis. It is a bilinear operator whose multiplier, unlike the ones for bilinear Calderón-Zygmund operators which are singular only at the origin, is singular along a line when viewed in the frequency plane. Let \(1 < p_1, p_2, p < \infty\) be such that \(1/p_1 + 1/p_2 = 1/p\) and \(w = (w_1, w_2)\) such that \(w_1^{2p_1} \in A_{p_1}\) and \(w_2^{2p_2} \in A_{p_2}\). Under these conditions, Culiuc, Di Plinio and Ou [17] proved that
\[
BHT : L^{p_1}(w_1^{p_1}) \times L^{p_2}(w_2^{p_2}) \to L^p(w_1^p w_2^p).
\]
In view of Corollary 4.10, we immediately get the following new boundedness result for the commutator of \(BHT\).

**Theorem 5.5.** Let \(b \in BMO^2\), \(w = (w_1, w_2)\) be such that \(w_j^2 \in A_{p_j}\), where \(1 < p_j < \infty\), \(j = 1, 2\) and \(1 < p < \infty\) be so that \(1/p = 1/p_1 + 1/p_2\). Then, for any multi-index \(\alpha\) we have
\[
[BHT, b]_\alpha : L^{p_1}(w_1) \times L^{p_2}(w_2) \to L^p(w^p).
\]
Combining this result with the extrapolation method from [14] we can obtain weighted estimates for the commutators for \(\frac{2}{3} < p \leq 1\).
Corollary 5.6. Let $b \in \mathcal{BMO}^2$. Given $1 < p_1, p_2 < \infty$, let $p > 2/3$ be so that $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$. Then, for any multi-index $\alpha$ we have

\begin{equation}
\langle [BHT, b]_\alpha \rangle : L^{p_1}(w_1) \times L^{p_2}(w_2) \rightarrow L^p(\nu w),
\end{equation}

for all $w = (w_1, w_2)$ such that $w_j \in A_{\max(1, p_j/2)} \cap RH_{\max(1, 2/p_j)}$. In particular,

\begin{equation}
\langle [BHT, b]_\alpha \rangle : L^{p_1}(|x|^{-a}) \times L^{p_2}(|x|^{-a}) \longrightarrow L^p(|x|^{-a}),
\end{equation}

if $a = 0$ or if

\begin{equation}
1 - \min \left\{ \max \left\{ 1, \frac{p_1}{2} \right\}, \max \left\{ 1, \frac{p_2}{2} \right\} \right\} < a < \min \left\{ 1, \frac{p_1}{2}, \frac{p_2}{2} \right\}.
\end{equation}

As a result, (5.8) holds for all $a \in [0, 1/2)$.

We would like to emphasize that (5.8) with $a = 0$ gives that $\langle BHT, b \rangle_\alpha$ satisfies the same unweighted estimates as $BHT$. The proof of Corollary 5.6 follows that of [14, Corollary 1.23] by simply replacing $BHT$ by $\langle BHT, b \rangle_\alpha$. The bottom line is that Theorem 5.5 provides the initial weighted norm inequalities needed to apply the extrapolation method and, in turn, these are the same for $BHT$ and $\langle BHT, b \rangle_\alpha$. The same idea allows us to get a version of [14, Theorem 1.18] valid for $\langle BHT, b \rangle_\alpha$, and also some vector-valued inequalities. Further details and the precise statements are left to the interested reader.

5.8. Multi-parameter operators. An interesting application of our general result in a general setting is the boundedness of multi-parameter commutators of Calderón-Zygmund operators of product type. Moreover, we shall discover that if we consider the basis of rectangles $\mathcal{R}$, then the two flavors of spaces $BMO_{\mathcal{R}}$ and $\mathcal{BMO}_{\mathcal{R}}$ coincide.

For simplicity, we suppose that our underlying space is $\mathbb{R}^2 = \mathbb{R} \times \mathbb{R}$, and we let $\mathcal{R}$ denote the family of rectangles with sides parallel to the axes. As explained in Subsection 3.3, we can consider the following two versions of spaces: $\mathcal{BMO}_{\mathcal{R}}$, defined via the norm

\begin{equation}
\|f\|_{\mathcal{BMO}_{\mathcal{R}}} = \sup_{R \in \mathcal{R}} \|f - f_R\|_{\exp L, R},
\end{equation}

and $BMO_{\mathcal{R}}$, defined via the norm

\begin{equation}
\|f\|_{BMO_{\mathcal{R}}} = \sup_{R \in \mathcal{R}} \int_R |f - f_R| \, dx.
\end{equation}

The space $BMO_{\mathcal{R}}$ is sometimes called "little BMO"—since it is smaller than the $BMO(\mathbb{R}^2)$ space defined on cubes—and denoted $bmo$. Now, since

\begin{equation}
\|f\|_{BMO_{\mathcal{R}}} \leq \|f\|_{\mathcal{BMO}_{\mathcal{R}}},
\end{equation}

we immediately obtain that $\mathcal{BMO}_{\mathcal{R}} \subset bmo$. It turns out that the converse inclusion

\begin{equation}
bmo \subset \mathcal{BMO}_{\mathcal{R}}
\end{equation}

is also true, a "little" fact previously unobserved to the best of our knowledge. In order to prove it, we need a few preliminary lemmas. In what follows, we will write $A_{2,\mathcal{R}} = A_{2,\mathcal{R}}(\mathbb{R}^2)$ to denote the class of $A_2$ weights defined with respect to the family $\mathcal{R}$, see again...
Proposition 3.16; and we will write $A_2 = A_2(\mathbb{R})$ for the usual $A_2$ class of weights, see Subsection 2.1.

The lemma we first state below is proved in [22, pp. 406-408] for cubes, but the exact same proof actually holds for any family $\mathcal{B}$. Our interest will eventually be in applying these lemmas to the case where $\mathcal{B} = \mathcal{R}$.

Lemma 5.10. Let $f$ be a real valued locally integrable function. Then, $e^f$ is in $A_{2,\mathcal{B}}$ if and only if
\[
\sup_{B \in \mathcal{B}} \int_B e^{\|f\|} dx = C_0 < \infty.
\]
Moreover, if $e^f \in A_{2,\mathcal{B}}$, then $C_0 \leq 2[e^f]_{A_{2,\mathcal{B}}}.$

Lemma 5.11. Let $f$ be a real valued locally integrable function. If
\[
\sup_{B \in \mathcal{B}} \int_B e^{\|f\|} dx = C_0 < \infty,
\]
then $f \in BMO_{\mathcal{B}}$ and $\|f\|_{BMO_{\mathcal{B}}} \leq \max\{1, \log_2 C_0\}$.

Proof. If $C_0 \leq 2$, then clearly, by definition, $\|f\|_{BMO_{\mathcal{B}}} \leq 1$. Assume thus that $C_0 > 2$ and let $\lambda \geq 1$. By Jensen’s inequality, we have
\[
\int_B e^{\lambda\|f\|} dx \leq \left(\int_B e^{\|f\|} dx\right)^{\frac{1}{\lambda}} = C_0^{\frac{1}{\lambda}}.
\]
Taking $\lambda = \log_2 C_0$ we obtain $\|f\|_{BMO_{\mathcal{B}}} \leq \log_2 C_0.$ \hfill \square

We point out that, if $f \in BMO_{\mathcal{B}}$, then $\int_B e^{\|f\|} dx$ may not be finite, but obviously
\[
\int_B e^{\|f\|_{BMO_{\mathcal{B}}}} dx \leq 2.
\]

We have the following immediate corollary of the previous two lemmas.

Corollary 5.12. Let $f$ be a real valued locally integrable function. If $e^f \in A_{2,\mathcal{B}}$, then $f \in BMO_{\mathcal{B}}$ and
\[
\|f\|_{BMO_{\mathcal{B}}} \leq 1 + \log_2[e^f]_{A_{2,\mathcal{B}}}.
\]

Conversely, we recall that as observed above (3.8) in Lemma 3.5 is valid for arbitrary bases provided $p > 1$. Thus, given $f \in BMO_{\mathcal{B}}$, for all $\lambda \geq \|f\|_{BMO_{\mathcal{B}}}$, we then have
\[
\left[e^f\right]_{A_{2,\mathcal{B}}} \leq \frac{4}{\lambda} \frac{\|f\|_{BMO_{\mathcal{B}}}}{\lambda}.
\]

Lemma 5.15. A weight $w(x,y)$ is in $A_{2,\mathcal{R}}(\mathbb{R}^2)$ if and only if $w(x,\cdot)$ and $w(\cdot, y)$ are uniformly in $A_{2}(\mathbb{R})$ for almost every $x, y \in \mathbb{R}$.

The proof of this result can be found in [22, pp. 453-459]. The arguments there show that
\[
\text{ess sup}_x[w(x,\cdot)]_{A_2} \leq [w]_{A_{2,\mathcal{R}}}, \quad \text{ess sup}_y[w(\cdot, y)]_{A_2} \leq [w]_{A_{2,\mathcal{R}}},
\]
and

\[ w_{A_2, R} \leq C_n \text{ess sup}_x [w(x, \cdot)]_{A_2} \text{ess sup}_y [w(\cdot, y)]_{A_2}, \]

where \( C_n \) is a dimensional constant.

A similar statement holds for \textit{bmo} functions. The following result was proved in [13, pp. 279-281].

**Lemma 5.18.** Let \( f \) be a locally integrable function on \( \mathbb{R}^2 \). Then, \( f \) is in \textit{bmo} if and only if \( f(x, \cdot) \) and \( f(\cdot, y) \) are uniformly in \textit{BMO} \( (\mathbb{R}) \) for almost every \( x, y \in \mathbb{R} \). Moreover,

\[ \|f(x, \cdot)\|_{BMO} + \|f(\cdot, y)\|_{BMO} \approx \|f\|_{bmo}. \]

Finally, we are able to prove the following

**Theorem 5.20.** Let \( f \) be a locally integrable function on \( \mathbb{R}^2 \). Then, \( f \in \textit{bmo} \) if and only if \( f \in \textit{BMO}_R \).

**Proof.** It suffices to show that \( \|f\|_{\textit{BMO}_R} \lesssim \|f\|_{bmo} \). Let then \( f \in \textit{bmo} \). By (5.19)

\[ \|f(x, \cdot)\|_{\textit{BMO}(\mathbb{R})} + \|f(\cdot, y)\|_{\textit{BMO}(\mathbb{R})} \lesssim \|f\|_{\textit{bmo}(\mathbb{R}^2)}. \]

By the John-Nirenberg inequality in \( \mathbb{R} \) we have that, for some fixed \( c > 0 \),

\[ \|f(x, \cdot)\|_{\textit{BMO}(\mathbb{R})} + \|f(\cdot, y)\|_{\textit{BMO}(\mathbb{R})} \leq c \|f\|_{\textit{bmo}(\mathbb{R}^2)}. \]

By (5.14) applied in \( \mathbb{R} \),

\[ \left[ e^{-c \|f\|_{bmo}} \right]_{A_2(\mathbb{R})}, \left[ e^{-c \|f\|_{bmo}} \right]_{A_2(\mathbb{R})} \leq 4, \]

which combined with (5.17) gives

\[ \left[ e^{-c \|f\|_{bmo}} \right]_{A_2, R} \leq 16C_n. \]

Now, by (5.13), \( \frac{f}{c \|f\|_{bmo}} \in \textit{BMO}_R \) and

\[ \left| \frac{f}{c \|f\|_{bmo}} \right|_{\textit{BMO}_R} \leq 5 + \log_2 C_n, \]

and finally

\[ \|f\|_{\textit{BMO}_R} \leq (5 + \log_2 C_n) c \|f\|_{bmo}. \]

\( \square \)

The following result was obtained by Ferguson and Sadosky [21, Theorem 2.1] on the 2-dimensional torus. The version we state follows from Theorems 5.20 and 3.17. The needed weighted estimates to use our approach in the 2-dimensional torus were obtained by Cotlar and Sadosky [13] and in the Euclidean setting are due to Fefferman and Stein [20].

**Theorem 5.21.** Let \( H_j \) denote the 1-dimensional Hilbert transforms in the \( j \)-th variable, \( j = 1, 2 \) and let \( b \in \textit{bmo} \). Then, for all \( f \in L^p(\mathbb{R}^2) \), \( 1 < p < \infty \), we have

\[ \| [b, H_1 H_2] \|_{L^p(\mathbb{R}^2)} \lesssim \|b\|_{bmo} \|f\|_{L^p(\mathbb{R}^2)}. \]
The results above about $bmo$ could be easily generalized to other product settings $\mathbb{R}^n \times \mathbb{R}^m$ and if $T$ is a Calderón-Zygmund operator of product type in the sense of [20] then we obtain with similar arguments the following.

**Theorem 5.22.** Let $T$ be a Calderón-Zygmund operator of product type and let $b$ be a function in $bmo(\mathbb{R}^n \times \mathbb{R}^m)$. Then, for all $f \in L^p(\mathbb{R}^n \times \mathbb{R}^m)$, $1 < p < \infty$, we have

$$\|[[b, T]]_{L^p(\mathbb{R}^n \times \mathbb{R}^m)} \| \leq \|b\|_{bmo} \|f\|_{L^p(\mathbb{R}^n \times \mathbb{R}^m)}.$$ 

5.9. **Operators on spaces of homogeneous type.** All the previous applications, as long as the operators can be defined, can be extended to the case where the underlying Euclidean space is replaced by a space of homogeneous type. The details are left to the interested reader.
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