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Abstract

This article answers a question posed by Draisma and Horobet [8], who asked for a closed formula for the expected number of real eigenvalues of a random real symmetric tensor drawn from the Gaussian distribution relative to the Bombieri norm. This expected value is equal to the expected number of real critical points on the unit sphere of a Kostlan polynomial. We also derive an exact formula for the expected absolute value of the determinant of a matrix from the Gaussian Orthogonal Ensemble.
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1 Introduction

The title of this article is a homage to the article [9], in which Edelman, Kostlan and Shub compute the expected number of real eigenvalues of a matrix filled with i.i.d. standard Gaussian random variables. This model of a random matrix is extended to matrices of higher order, called tensors. In [4] the author computed the expected number of real eigenvalues of a random tensor, whose entries are i.i.d. standard Gaussian random variables. The content of this article is the computation of the expected number of real eigenvalues of a random symmetric tensor. Unlike symmetric matrices, symmetric tensors may have complex eigenvalues. But, as we will see, symmetric tensors have in a sense more real eigenvalues than non-symmetric tensors.

In this article, a tensor $A = (a_{i_1, \ldots, i_p})_{1 \leq i_1 \leq n_1, \ldots, 1 \leq i_p \leq n_p}$ is an array of numbers arranged in $p$ dimensions, where the $j$-th dimension is of length $n_j$. We call $p$ the order of $A$. We are interested in the case when $n := n_1 = \ldots = n_p$ are all equal. The space of real $n \times \cdots \times n$ tensors of order $p$ is denoted by $(\mathbb{R}^n)^{\otimes p}$. For $p \geq 3$ tensors are higher-dimensional analogues of matrices, which form the case $p = 2$. A tensor $A = (a_{i_1, \ldots, i_p}) \in (\mathbb{R}^n)^{\otimes p}$ is called symmetric, if for all permutations on $\pi \in \mathfrak{S}_p$ on $p$ elements we have $a_{i_1, \ldots, i_p} = a_{\pi(i_1), \ldots, \pi(i_p)}$. We denote the vector space of symmetric tensors by $S^p(\mathbb{R}^n)$. As in [4] we say that a random real tensor $A \in \mathbb{R}^{n \times \cdots \times n}$ is a Gaussian tensor, if it has density $(2\pi)^{-\frac{np}{2}} e^{-\frac{1}{2} \|A\|_F^2}$, where $\|A\|_F^2 := \sum_{1 \leq i_1, \ldots, i_p \leq n} (a_{i_1, \ldots, i_p})^2$ is the square of the Frobenius norm.

Definition 1.1. A Gaussian symmetric tensor $A \in S^p(\mathbb{R}^n)$ is a random tensor given by the density $k_{n,p} e^{-\frac{1}{2} \|A\|_F^2}$, where $k_{n,p} = (\int_{S^p(\mathbb{R}^n)} e^{-\frac{1}{2} \|A\|_F^2} \, dA)^{-1}$ (Draisma and Horobet [8] call the distribution given by this density the Gaussian distribution with respect to the Bombieri-norm).

The complex number $\lambda \in \mathbb{C}$ is called an eigenvalue of the tensor $A \in \mathbb{R}^{n \times \cdots \times n}$, if there exists a vector $v = (v_1, \ldots, v_n) \in \mathbb{C}^n$, such that the following equation holds:

$$Av^{(p-1)} := \left( \sum_{1 \leq i_2, \ldots, i_p \leq n} a_{j, i_2, \ldots, i_p} v_{i_2} \cdots v_{i_p} \right)_{1 \leq j \leq n} = \lambda v, \quad \text{and} \quad v^T v = 1.$$  \hspace{1cm} (1.1)
The pair \((v, \lambda)\) is called an eigenpair in this case. For \(p = 2\), equation (1.1) is the defining equation of matrix eigenpairs. The condition \(v^T v = 1\) serves for selecting a point from each class of eigenpairs: if \(Av^{p-1} = \lambda v\), then also \(A(tv)^{p-1} = (t^{p-2}\lambda)(tv)\). In particular, if \(p\) is odd and if \(\lambda\) is an eigenvalue of \(A \in (\mathbb{R}^n)^{\otimes p}\), then also \(-\lambda\) is an eigenvalue of \(A\). To take into account this reflection property we make the following definition.

**Definition 1.2.** If \(p\) is odd we define the number of eigenvalues of \(A \in (\mathbb{R}^n)^{\otimes p}\), to be the the number of solutions of (1.1) divided by two. For even \(p\) even we define number of eigenvalues of \(A \in (\mathbb{R}^n)^{\otimes p}\), to be the the number of solutions of (1.1).

For this definition Cartwright and Sturmfels [7] show that the number of complex eigenpairs for the generic tensor is \(D(n, p) := \sum_{i=0}^{n-1} (p - 1)^i\). In the following we use the notation

\[
E(n, p) := \mathbb{E}_{A \in S^n(\mathbb{R}^n)} \text{ number of real eigenvalues of } A.
\]

In Theorem 1.4 below we give an exact formula for \(E(n, p)\). This complements our result from [4], where have given an exact formula for

\[
E_{\text{non-sym}}(n, p) := \mathbb{E}_{A \in (\mathbb{R}^n)^{\otimes p}} \text{ Gaussian symmetric} \text{ number of real eigenvalues of } A.
\]

This formula is given in terms of Gauss’ hypergeometric function \(F(a, b, c, x)\) and the Gamma function \(\Gamma(n)\) (see (2.2) and (2.4) for their definitions):

\[
E_{\text{non-sym}}(n, p) = \frac{2^{n-1} \sqrt{\pi - n} \Gamma(n - \frac{1}{2})}{\Gamma(n)} \left(2(n - 1) F(1, n - \frac{1}{2}, \frac{3}{2}, \frac{p + 2}{p}) + F(1, n - \frac{1}{2}, \frac{n + 1}{2}, \frac{1}{p})\right).
\]

Furthermore, we have shown the following asymptotic formulas:

\[
\lim_{n \to \infty} \frac{E_{\text{non-sym}}(n, p)}{\sqrt{D(n, p)}} = \lim_{p \to \infty} \frac{E_{\text{non-sym}}(n, p)}{\sqrt{D(n, p)}} = 1.
\]

Auffinger et. al. provide in [2, Theorem 2.17] the following formula:

\[
\lim_{n \to \infty} \frac{E(n, p)}{\sqrt{D(n, p)}} = \sqrt{\frac{8n}{\pi}} (1 + o(1)).
\]

Comparing this with (1.2) it is fair to say that:

For fixed \(p\) and large \(n\), and on the average, a real symmetric tensor has more eigenvalues than a real general tensor.

However, the point of view from Auffinger et. al. is not eigenvalues of tensors, but critical points of the polynomial \(Ax^p := \sum_{i_1, i_2, \ldots, i_p \leq n} a_{i_1, i_2} \cdots x_{i_p} \cdots x_{i_p}\) restricted to the unit sphere. If \(A \in S^p(\mathbb{R}^n)\) is Gaussian symmetric, \(Ax^p\) is called a Kostlan polynomial. Indeed, every solution of (1.1) corresponds to a critical point of \(Ax^p\) on the unit sphere and vice versa. This point of view is also taken by Fyodorov, Lerario and Lundberg [10], who argue that each connected component of the zero set of a polynomial contains at least one critical point. Consequently, \(E(n, d)\) yields information about the average topology of the zero set of a Kostlan polynomial.

Using the formula from Theorem 1.4 we get the following asymptotic formulas for large \(p\):

\[
\lim_{p \to \infty} \frac{E(2m + 1, p)}{\sqrt{D(2m + 1, p)}} = \frac{\sqrt{3\pi}}{\prod_{i=1}^{2m+1} \Gamma\left(\frac{1}{2}\right)} \sum_{1 \leq i, j \leq m} \det(\Gamma_{1, j}) g_{i, -1, j}, \quad \text{and}
\]

\[
\lim_{p \to \infty} \frac{E(2m, p)}{\sqrt{D(2m, p)}} = \frac{\sqrt{3}}{\prod_{i=1}^{2m} \Gamma\left(\frac{1}{2}\right)} \sum_{0 \leq i, j \leq m-1} \det(\Gamma_{2, j}) g_{i,j}.
\]
where $\Gamma_{i,j}^1$ and $\Gamma_{i,j}^2$ denote the following matrices depending on $m := \lfloor \frac{p}{2} \rfloor$:

$$
\Gamma_{i,j}^1 := \begin{bmatrix} \Gamma \left( r + s - \frac{1}{2} \right) \end{bmatrix}_{1 \leq r \leq m, r \neq i, 1 \leq s \leq m, s \neq j} \quad \text{and} \quad \Gamma_{i,j}^2 := \begin{bmatrix} \Gamma \left( r + s + \frac{1}{2} \right) \end{bmatrix}_{0 \leq r \leq m-1, r \neq i, 0 \leq s \leq m-1, s \neq j}.
$$

and where

$$
g_{i,j} = \begin{cases} 
\sqrt{\pi} \left( 2i + 1 \right)! & \left( p - 2 \right)^p F \left( -i, \frac{1}{2}, \frac{3}{2} \right) - \frac{\Gamma \left( i + \frac{1}{2} \right)}{2 \left( -\frac{3}{2} \right)^{i+1}}, \quad \text{if } j = 0 \\
\Gamma \left( i + j + \frac{1}{2} \right) & \left( 1 - 2i - 2j \right) \left( 1 - 2i + 2j \right)^{i+j} F \left( -2i, -2j + 1, \frac{3}{2} \right), \quad \text{if } j > 0.
\end{cases}
$$

Note that $g_{i,j} = \lim_{p \to \infty} g_{i,j}(p)$, where $g_{i,j}(p)$ are the rational polynomials from Theorem 1.4.

At first glance the formulas in (1.3) don’t provide much insight, and unfortunately we don’t know how to simplify them any further, nor do we know how to compute the leading order like in (1.2). But we have the following interesting corollary:

**Corollary 1.3.** For fixed $n$ we have $\lim_{p \to \infty} \frac{E(n, p)}{D(n, p)} \in \mathbb{Q}(\sqrt{3})$.

**Proof.** For all $k \in \mathbb{N}$ we have $\Gamma \left( k + \frac{1}{2} \right) = q\sqrt{\pi}$ for some $q \in \mathbb{Q}$; see, e.g., [14, 43:4:3]. In both formulas in (1.3) there are as many $\sqrt{3}$s in the numerator as there are in the denominator. \qed

Here is our main theorem. We give a proof in Section 3.

**Theorem 1.4 (An exact formula for $E(n, p)$).** We define the rational polynomial functions

$$
g_{i,j}(p) = \begin{cases} 
\sqrt{\pi} \left( 2i + 1 \right)! & \left( p - 2 \right)^p F \left( -i, \frac{1}{2}, \frac{3}{2} \left( \frac{-p^2}{\left( 4 \left( p - 1 \right) \right)^{i+1}} \right) - \frac{\Gamma \left( i + \frac{1}{2} \right)}{2 \left( -\frac{3p-2}{4 \left( p - 1 \right)} \right)^{i+1}}, \quad \text{if } j = 0 \\
\Gamma \left( i + j + \frac{1}{2} \right) & \left( 1 - 2i - 2j \right) \left( 1 - 2i + 2j \right)^{i+j} F \left( -2i, -2j + 1, \frac{3}{2} \right), \quad \text{if } j > 0.
\end{cases}
$$

Then, for all $p \geq 3$ we have

$$
E(2m + 1, p) = 1 + \frac{\sqrt{\pi} \left( p - 1 \right)^{m-1} \sqrt{(p - 1)(3p - 2)}}{\prod_{i=1}^{2m+1} \Gamma \left( \frac{1}{2} \right)} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^1) g_{i-1,j}(p), \quad \text{and}
$$

$$
E(2m, p) = \frac{(p - 1)^{m-1} \sqrt{3p - 2}}{\prod_{i=1}^{m} \Gamma \left( \frac{1}{2} \right)} \sum_{0 \leq i,j \leq m-1} \det(\Gamma_{i,j}^2) g_{i,j}(p).
$$
Table 1: Formulas for $E(n, p)$ and $\lim_{p \to \infty} \frac{E(n, p)}{\sqrt{D(n, p)}}$ for $2 \leq n \leq 7$. We used Sage [15] to derive the middle column. The source code of the scripts are given in appendix A.

Using essentially the same argument as for Corollary 1.3 we can prove the following.

**Corollary 1.5.** We have $E(2m + 1, p) \in \mathbb{Q}(\sqrt{(p - 1)(3p - 2)})$ and $E(2m, p) \in \mathbb{Q}(\sqrt{3p - 2})$.

### 1.1 Random matrix theory

Gaussian tensors of order $p = 2$ are better known under another name: the **Gaussian Orthogonal Ensemble**. If $A \in S^2(\mathbb{R}^n)$ is a matrix from this ensemble, we write $A \sim \text{GOE}(n)$. For $u \in \mathbb{R}$, let us denote

$$I_n(u) := \mathbb{E}_{A \sim \text{GOE}(n)} |\det(A - uI_n)|, \quad \text{and} \quad J_n(u) := \mathbb{E}_{A \sim \text{GOE}(n)} \det(A - uI_n),$$

where $I_n$ is the $n \times n$ identity matrix. The proof of Theorem 1.4 is based on the computation of $I_n(u)$. We remark that $|J_n(u)| \leq I_n(u)$ by the triangle inequality. A computation of $J_n(u)$ can be found in [12, Section 22] and the ideas in this paper are inspired by the computations in that reference. The following result, which is new to our best knowledge, shows that $I_n(u)$ can be expressend in terms of $J_n(u)$ and a collection of **Hermite polynomials**.

**Theorem 1.6** (The expected absolute value of the determinant of a GOE matrix). Let $u \in \mathbb{R}$ be fixed. Define the functions $P_{-1}(x), P_0(x), P_1(x), P_2(x), \ldots$ via

$$P_k(x) = \begin{cases} -e^{x^2} \int_{-\infty}^{x} e^{-t^2} \, dt, & \text{if } k = -1, \\ H_{k-1}(x), & \text{if } k = 0, 1, 2, \ldots, \end{cases}$$

where $H_{k-1}(x)$ is the $k$-th (probabilist's) Hermite polynomial; see (2.16). Then, we have

$$I_{2m}(u) = J_{2m}(u) + \sum_{1 \leq i, j \leq m} \det(\Gamma_{1}^{i,j}) \det \left[ \begin{array}{cc} P_{2i-1}(u) & P_{2j}(u) \\ P_{2i-2}(u) & P_{2j-1}(u) \end{array} \right],$$

and

$$I_{2m-1}(u) = J_{2m-1}(u) + \sum_{0 \leq i, j \leq m-1} \det(\Gamma_{2}^{i,j}) \det \left[ \begin{array}{cc} P_{2j}(u) & P_{2i+1}(u) \\ P_{2j-1}(u) & P_{2i}(u) \end{array} \right].$$

Here, $\Gamma_{1}^{i,j}$ and $\Gamma_{2}^{i,j}$ are the matrices from (1.4).
Remark. The computation of $E(n, p)$ is based on the formula (3.1) by Draisma and Horobet, which involves the expectation $E_{u \sim \mathcal{N}(0, \sigma^2)} I_n(u)$ for $\sigma^2 = \frac{p^2}{2p^2-1}$. In the recent article [5], together with Khazhgali Kozhasov and Antonio Lerario, we have computed the volume of the set of matrices with repeated eigenvalues, and this computation is based on $E_{u \sim \mathcal{N}(0,1/2)} I_n(u)^2$.

1.2 Organization of the article

In the next section we give some preliminary material. Then, in Section 3 we prove Theorem 1.4. In Section 4 we compute several integrals that are used in the proof of Theorem 1.6, which we prove in Section 5.
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2 Preliminaries

We first fix notation: in what follows $n \geq 2$ is always a positive integer and $m := \lceil \frac{n}{2} \rceil$; that is, $n = 2m$, if $n$ is even, and $n = 2m - 1$, if $n$ is odd. The symbols $a, b, c, x, y, \lambda$ will denote variables or real numbers. By capital calligraphic letters $A, M, K, L$ we denote matrices. The symbols $G$ and $P$ are reserved for the functions defined in (2.16) and $M$ and $F$ denote the two hypergeometric functions defined in (2.1) and (2.2) below. The symbol $\langle , \rangle$ always denotes the inner product defined in (2.18).

2.1 Special functions

Throughout the article we use a collection of special function. We present them in this subsection. The Pochhammer polynomials [14, 18:3:1] are defined by $(x)_n := x(x+1) \cdots (x+n-1)$, where $n$ is a positive integer. If $n = 0$, the definition is $(x)_0 := 1$. Kummer’s confluent hypergeometric function [14, Sec. 47] is defined as

$$M(a, c, x) := \sum_{k=0}^{\infty} \frac{(a)_k}{(c)_k} \frac{x^k}{k!},$$

(2.1)

and Gauss’ hypergeometric function [14, Sec. 60] is defined as

$$F(a, b, c, x) := \sum_{k=0}^{\infty} \frac{(a)_k (b)_k}{(c)_k} \frac{x^k}{k!},$$

(2.2)

where $a, b, c \in \mathbb{R}$, $c \neq 0, -1, -2, \ldots$. Generally, neither $M(a, c, x)$ nor $F(a, b, c, x)$ converges for all $x$. But if either of the numeratorial parameters $a, b$ is a non-negative integer, both $M(a, c, x)$ and $F(a, b, c, x)$ reduce to polynomials and hence are defined for all $x \in \mathbb{R}$ (and this is the only case we will meet throughout the paper).

Remark. Other common notations are $M(a, c, x) = \text{I}_1(a; c; x)$ and $F(a, b, c, x) = \text{I}_2(a, b; c; x)$. This is due to the fact that both $M(a, c, x)$ and $F(a, b, c, x)$ are special cases of the general hypergeometric function $qF_p(a_1, \ldots, a_q; c_1, \ldots, c_p; x) := \sum_{k=0}^{\infty} \prod_{i=1}^{q} (a_i)_k \prod_{j=1}^{p} (c_j)_k \frac{x^k}{k!}$.

The following will be useful later.
Lemma 2.1. Let $a, b$ be non-positive integers and $c \neq 0, -1, -2, \ldots$. Then

$$F(a, b + 1, c, x) - F(a + 1, b, c, x) = \frac{(a - b)x}{c} F(a + 1, b + 1, c + 1, x)$$

Proof. Since $a$ and $b$ are non-negative integers, $F(a, b + 1, c, x)$ and $F(a + 1, b, c, x)$ are polynomials, whose constant term is equal to 1. Therefore,

$$F(a, b + 1, c, x) - F(a + 1, b, c, x) = \sum_{k=1}^{\infty} \frac{(a)_k(b + 1)_k - (a + 1)_k(b)_k}{(c)_k} x^k k!.$$  \hspace{1cm} (2.3)

We have $(a)_k(b + 1)_k - (b)_k(a + 1)_k = (a)_k(b)_k(1 + \frac{k}{b}) - (a)_k(b)_k(1 + \frac{k}{a}) = (a)_k(b)_k \frac{a-b}{ab}$. According to [14, 18:5:7] the latter is equal to $(a + 1)_{b-1}(b + 1)_{a-1}k(a - b)$ and, moreover, $(c)_k = c(c + 1)_{k-1}$. The claim follows when plugging this into (2.3). \hfill \Box

For $x \geq 0$ the Gamma function [14, Sec. 43] is defined as

$$\Gamma(x) := \int_{0}^{\infty} t^{x-1} e^{-t} dt.$$ \hspace{1cm} (2.4)

The cumulative distribution function of the normal distribution [14, 40:14:2] and the error function [14, 40:3:2] are respectively defined as

$$\Phi(x) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{t^2}{2}} dt \quad \text{and} \quad \text{erf}(x) := \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^2} dt.$$ \hspace{1cm} (2.5)

The error function and $\Phi(x)$ are related by the following equation [14, 40:14:2]

$$2\Phi(x) = 1 + \text{erf} \left( \frac{x}{\sqrt{2}} \right).$$ \hspace{1cm} (2.6)

The error function and the Kummer’s hypergeometric function are related by

$$\text{erf}(x) = \frac{2x}{\sqrt{\pi}} M \left( \frac{1}{2}, \frac{3}{2}, -x^2 \right);$$ \hspace{1cm} (2.7)

see [1, 13.6.19].

2.2 Hermite polynomials

Hermite polynomials are a family of polynomials $H_0(x), H_1(x), \ldots$ that are defined as

$$H_n(x) := (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2},$$ \hspace{1cm} (2.8)

see [14, 24:3:2]. An alternative Hermite function is defined by

$$H_e_n(x) := (-1)^n e^{\frac{x^2}{2}} \frac{d^n}{dx^n} e^{-\frac{x^2}{2}}.$$ \hspace{1cm} (2.9)

The two definitions are related by the following equality [14, 24:1:1]

$$H_e_n(x) = \frac{1}{\sqrt{2\pi}} H_n \left( \frac{x}{\sqrt{2}} \right).$$ \hspace{1cm} (2.10)

By [14, 24:5:1] we have that

$$H_k(-z) = (-1)^k H_k(z) \quad \text{and} \quad H_e_k(-z) = (-1)^k H_e_k(z)$$ \hspace{1cm} (2.11)
Thus, here the Hermite polynomials satisfy the following orthogonality relations. By [11, 7.374.2] we have

\begin{align*}
H_{2k+1}(x) &= (-1)^k \frac{(2k+1)!}{k!} 2^x M(-k, \frac{3}{2}, x^2), \quad (2.12) \\
H_{2k}(x) &= (-1)^k \frac{(2k)!}{k!} M(-k, \frac{1}{2}, x^2); \quad (2.13)
\end{align*}

see [1, 13.6.17 and 13.6.18].

### 2.3 Orthogonality relations of Hermite polynomials

The Hermite polynomials satisfy the following orthogonality relations. By [11, 7.374.2] we have

\[
\int_{\mathbb{R}} H_{m}(x) H_{n}(x) e^{-x^2} dx = \begin{cases} 
(-1)^{\frac{m}{2}} \sqrt{\pi} \frac{\Gamma(\frac{m+1}{2})}{\Gamma(\frac{n+1}{2})}, & \text{if } m + n \text{ is even} \\
0, & \text{if } m + n \text{ is odd}.
\end{cases} \quad (2.14)
\]

where \( \Gamma(x) \) is the Gamma function from (2.4). More generally, by [3, p. 289, eq. (12)], if \( m + n \) is even, we have for \( \alpha > 0, \alpha^2 \neq \frac{1}{2} \), that

\[
\int_{-\infty}^{\infty} H_{m}(x) H_{n}(x) e^{-\alpha^2 x^2} dx = \frac{1 - 2\alpha^2}{\alpha^{m+n+1}} \Gamma\left(\frac{m+n+1}{2}\right) F\left(-m-n; \frac{1-m-n}{2}; \frac{\alpha^2}{\alpha^2-1}\right). \quad (2.15)
\]

Here \( F(a, b, c, x) \) is Gauss’ hypergeometric function as defined in (2.2). Recall from (2.5) the definition of \( \Phi(x) \). In the following we abbreviate

\[
P_k(x) := \begin{cases} 
H_{k}(x), & \text{if } k = 0, 1, 2, \ldots \\
-\sqrt{2\pi} e^{-\frac{x^2}{2}} \Phi(x), & \text{if } k = -1.
\end{cases}
\]

and put

\[
G_k(x) := \int_{-\infty}^{x} P_k(y) e^{-\frac{y^2}{2}} dy, \quad k = 0, 1, 2, \ldots \quad (2.17)
\]

We can express the functions \( G_k(x) \) in terms of the \( P_k(x) \).

**Lemma 2.2.** We have

1. For all \( k \): \( G_k(x) = -e^{-\frac{x^2}{2}} P_{k-1}(x) \).
2. \( G_k(\infty) = \begin{cases} \sqrt{2\pi}, & \text{if } k = 0 \\
0, & \text{if } k \geq 1
\end{cases} \)

**Proof.** Note that (2) is a direct consequence of (1). For (1) let \( k \geq 0 \) and write

\[
G_k(x) = \int_{y=-\infty}^{x} P_k(y) e^{-\frac{y^2}{2}} dy \overset{(2.16)}{=} \int_{y=-\infty}^{x} H_k(y) e^{-\frac{y^2}{2}} dy \overset{(2.9)}{=} \int_{y=-\infty}^{x} (-1)^k \frac{d^k}{dy^k} e^{-\frac{y^2}{2}} dy.
\]

Thus \( G_k(x) = (-1)^k \frac{d^{k-1}}{dy^{k-1}} e^{-\frac{x^2}{2}} = -e^{-\frac{x^2}{2}} P_{k-1}(x) \) as desired. \( \square \)
We now fix the following notation: if two functions $f : \mathbb{R} \to \mathbb{R}$ and $g : \mathbb{R} \to \mathbb{R}$ satisfy $\int_{\mathbb{R}} f(x)^2 e^{-\frac{x^2}{2}} \, dx < \infty$ and $\int_{\mathbb{R}} g(x)^2 e^{-\frac{x^2}{2}} \, dx < \infty$, we define
\[
(f(x), g(x)) := \int_{\mathbb{R}} f(x)g(x)e^{-\frac{x^2}{2}} \, dx.
\] (2.18)
The Cauchy-Schwartz inequality implies $(f(x), g(x)) < \infty$. The functions $P_k(x)$ and $G_k(x)$ satisfy the following orthogonality relations

**Lemma 2.3.** For all $k, \ell \geq 0$ with $k \neq \ell$ we have

1. $\langle G_k(x), P_\ell(x) \rangle = -\langle G_\ell(x), P_k(x) \rangle$.

2. $\langle G_k(x), P_\ell(x) \rangle = \begin{cases} (-1)^{i+j} \Gamma \left( i + j - \frac{1}{2} \right), & \text{if } k = 2i - 1 \text{ and } \ell = 2j \\ (-1)^{i+j+1} \Gamma \left( i + j + \frac{1}{2} \right), & \text{if } k = 2i \text{ and } \ell = 2j - 1 \\ 0, & \text{if } k + \ell \text{ is even} \end{cases}$

**Proof.** For (1) we have
\[
\langle G_k(x), P_\ell(x) \rangle = \int_{\mathbb{R}} G_k(x)P_\ell(x)e^{-\frac{x^2}{2}} \, dx
\] (2.19)
\[
= \int_{\mathbb{R}} \left( \int_{-\infty}^{x} P_k(y)e^{-\frac{y^2}{2}} \, dy \right) P_\ell(x)e^{-\frac{x^2}{2}} \, dx
\]
\[
= \int_{\mathbb{R}} \left( \int_{-\infty}^{y} P_\ell(x)e^{-\frac{x^2}{2}} \, dx \right) P_k(y)e^{-\frac{y^2}{2}} \, dy
\]
\[
= (-1)^{\ell} \int_{\mathbb{R}} \left( \int_{-\infty}^{y} P_\ell(x)e^{-\frac{x^2}{2}} \, dx \right) P_k(y)e^{-\frac{y^2}{2}} \, dy
\]
\[
= (-1)^{k+\ell} \int_{\mathbb{R}} \left( \int_{-\infty}^{y} P_\ell(x)e^{-\frac{x^2}{2}} \, dx \right) P_k(y)e^{-\frac{y^2}{2}} \, dy
\]
\[
= (-1)^{k+\ell} \langle G_\ell(x), P_k(x) \rangle,
\]
where the fourth equality is due to the transformation $x \mapsto -x$ and equation (2.11) and the fifth equality is obtained using the transformation $y \mapsto -y$. This shows (1) for the case $k + \ell$ odd. The case $k + \ell$ even is implied by (2), which we prove next.

Since $k$ and $\ell$ are not both zero, by (2.19), we may assume that $k > 0$. In this case, by Lemma 2.2, we have $G_k(x) = -P_{k-1}(x)e^{-\frac{x^2}{2}}$, so that
\[
\langle G_k(x), P_\ell(x) \rangle = -\int_{\mathbb{R}} P_{k-1}(x)P_\ell(x)e^{-\frac{x^2}{2}} \, dx = -\int_{\mathbb{R}} H_{\kappa-1}(x)H_\ell(x)e^{-\frac{x^2}{2}} \, dx.
\]
Combining this equation with (2.14), we have
\[
\langle G_k(x), P_\ell(x) \rangle = \begin{cases} (-1)^{\frac{k-1}{2} + \frac{\ell}{2} + 1} \Gamma \left( \frac{k+\ell}{2} \right), & \text{if } k + \ell - 1 \text{ is even} \\ 0, & \text{if } k + \ell - 1 \text{ is odd} \end{cases}
\]
In particular, $\langle G_k(x), P_\ell(x) \rangle = 0$ for $k + \ell$ even, which finishes the proof of the first part of this lemma. The second part is proved by replacing $k = 2i - 1$ and $\ell = 2j$. The case $k = 2i$ and $\ell = 2j - 1$ is a consequence of the case $k = 2i - 1$ and $\ell = 2j$ and the first part of the theorem (we can’t prove this last case simply by plugging in, because $k = 2i$ might violate the assumption $k > 0$). This finishes the proof.

\[\Box\]
2.4 The expected value of Hermite polynomials

In this section we will compute the expected value of the Hermite polynomials when the argument follows a normal distribution.

**Lemma 2.4.** For \( \sigma^2 > 0 \) we have \( \mathbb{E}_{u \sim N(0, \sigma^2)} H_{2k}(u) = \frac{(2k)!}{k!} (2\sigma^2 - 1)^k. \)

**Proof.** Write \( \mathbb{E}_{u \sim N(0, \sigma^2)} H_{2k}(u) \) by definition

\[
\frac{1}{\sqrt{2\pi \sigma^2}} \int_{-\infty}^{\infty} H_{2k}(u) e^{-\frac{u^2}{2\sigma^2}} du = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} H_{2k}(\sqrt{2\sigma^2} w) e^{-w^2} dw,
\]

where the second equality is due to the change of variables \( w := \frac{u}{\sqrt{2\sigma^2}} \). Applying [11, 7.373.2] we get

\[
\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} H_{2k}(\sqrt{2\sigma^2} w) e^{-w^2} dw = \frac{(2k)!}{k!} (2\sigma^2 - 1)^k.
\]

This finishes the proof. \( \square \)

**Lemma 2.5.** Let \( \sigma^2 > 0 \) and recall from (2.16) the definition of \( P_k(x), k = -1, 0, 1, 2, \ldots \).

1. If \( k, \ell > 0 \) and \( k + \ell \) is even, we have

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_k(u) P_{\ell}(u) e^{-\frac{u^2}{2}} = \frac{(-1)^{k+1} (2k + 1)!}{2^k k!} \frac{(1 - \sigma^2)^k \sigma^2}{\sqrt{1 + \sigma^2}} F \left( -k, -\ell; \frac{1-k-\ell}{2}; \frac{\sigma^2}{2} \right).
\]

2. For all \( k \) we have

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_{-1}(u) P_{2k+1}(u) e^{-\frac{u^2}{2}} = \frac{(-1)^{k+1} (2k + 1)!}{2^k k!} \frac{(1 - \sigma^2)^k \sigma^2}{\sqrt{1 + \sigma^2}} F \left( -k, \frac{3}{2}, \frac{\sigma^4}{2} \right).
\]

**Proof.** To prove (1) we write

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_k(u) P_{\ell}(u) e^{-\frac{u^2}{2}} = \mathbb{E}_{u \sim N(0, \sigma^2)} H_{\ell}(u) H_{k}(u) e^{-\frac{u^2}{2}}
\]

\[
= \frac{1}{\sqrt{2\pi \sigma^2}} \int_{-\infty}^{\infty} H_{\ell}(u) H_{k}(u) e^{-\frac{u^2}{2} \left( 1 + \frac{1}{\sigma^2} \right)} du.
\]

Put \( \alpha^2 := \frac{1}{2} \left( 1 + \frac{1}{\sigma^2} \right) \) and observe that \( \alpha^2 \neq \frac{1}{2} \). By (2.15) we have

\[
\frac{1}{\sqrt{2\pi \sigma^2}} \int_{-\infty}^{\infty} H_{k}(u) H_{\ell}(u) e^{-\frac{u^2}{2} \left( 1 + \frac{1}{\sigma^2} \right)} du = \frac{(1 - 2\alpha^2)^{k+\ell} \Gamma \left( \frac{k+\ell+1}{2} \right)}{\sqrt{2\pi \sigma^2} \alpha^{k+\ell+1}} F \left( -k, -\ell; \frac{1-k-\ell}{2}; \frac{\sigma^2}{2} \right).
\]

This proves (1). For (2) we have

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_{-1}(u) P_{2k+1}(u) e^{-\frac{u^2}{2}} = -\sqrt{2\pi} \mathbb{E}_{u \sim N(0, \sigma^2)} \Phi(u) H_{\ell}(u)
\]

\[
= -\frac{1}{\sigma} \int_{-\infty}^{\infty} \Phi(u) H_{\ell}(u) e^{-\frac{u^2}{2\sigma^2}} du.
\]
Making a change of variables \( x := \frac{u}{\sqrt{2}} \) the last integral becomes

\[
-\frac{1}{\sqrt{2}\sigma} \int_{-\infty}^{\infty} \Phi(\sqrt{2}x)H_{2k+1}(\sqrt{2}x) e^{-\frac{x^2}{\sigma^2}} \, dx.
\]

Using (2.6) and (2.10) we write this integral as

\[
\frac{-1}{2k+1} \int_{x=-\infty}^{\infty} (1 + \text{erf}(x))H_{2k+1}(x) e^{-\frac{x^2}{\sigma^2}} \, dx.
\]

We know from (2.11) that \( H_{2k+1}(x) \) is an odd function, which implies that

\[
\int_{x=-\infty}^{\infty} H_{2k+1}(x)e^{-\frac{x^2}{\sigma^2}} \, dx = 0.
\]

Moreover, by (2.12) we have \( H_{2k+1}(x) = (-1)^k \frac{(2k+1)!2^x}{k!} M(-k, \frac{3}{2}, x^2) \) and by (2.7) we have \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} M \left( \frac{1}{2}, \frac{3}{2}, -x^2 \right) \). All this shows that

\[
\mathbb{E}_{u \sim \text{N}(0, \sigma^2)} P_{-1}(u)P_{2k+1}(u)e^{-\frac{u^2}{2}} = \frac{(-1)^{k+1}(2k+1)!}{2k+1} \int_{x=-\infty}^{\infty} x^2 M \left( \frac{1}{2}, \frac{3}{2}, -x^2 \right) M(-k, \frac{3}{2}, x^2) e^{-\frac{x^2}{\sigma^2}} \, dx
\]

\[
= \frac{(-1)^{k+1}(2k+1)!}{2k+2} \int_{x=0}^{\infty} x^2 M \left( \frac{1}{2}, \frac{3}{2}, -x^2 \right) M(-k, \frac{3}{2}, x^2) e^{-\frac{x^2}{\sigma^2}} \, dx.
\]

(2.20)

where for the second equality we used that the integrand is an even function. Making a change of variables \( t := x^2 \) we see that

\[
\int_{x=0}^{\infty} x^2 M \left( \frac{1}{2}, \frac{3}{2}, -x^2 \right) M(-k, \frac{3}{2}, x^2) e^{-\frac{x^2}{\sigma^2}} \, dx = \frac{1}{2} \int_{t=0}^{\infty} \sqrt{t} M \left( \frac{1}{2}, \frac{3}{2}, -t \right) M(-k, \frac{3}{2}, t) e^{-\frac{t}{\sigma^2}} \, dt.
\]

By [11, 7.622.1] we have

\[
\int_{t=0}^{\infty} \sqrt{t} M \left( \frac{1}{2}, \frac{3}{2}, -t \right) M(-k, \frac{3}{2}, t) e^{-\frac{t}{\sigma^2}} \, dt = \Gamma \left( \frac{3}{2} \right) \left( \frac{1 - \sigma^2}{\sqrt{1+\sigma^2}} \right) \frac{(1 - \sigma^2)k^{3} \sigma^3}{\sqrt{1+\sigma^2}} F \left( -k, \frac{1}{2}, \frac{3}{2}, \frac{T}{\sigma^2} \right)
\]

Plugging the last two equations into (2.20) we obtain

\[
\mathbb{E}_{u \sim \text{N}(0, \sigma^2)} P_{-1}(u)P_{2k+1}(u)e^{-\frac{u^2}{2}} = \frac{(-1)^{k+1}(2k+1)!}{2k+2} \Gamma \left( \frac{3}{2} \right) \left( \frac{1 - \sigma^2}{\sqrt{1+\sigma^2}} \right) \frac{(1 - \sigma^2)k^{3} \sigma^3}{\sqrt{1+\sigma^2}} F \left( -k, \frac{1}{2}, \frac{3}{2}, \frac{T}{\sigma^2} \right)
\]

\[
= \frac{(-1)^{k+1}(2k+1)!}{2k+2} \frac{(1 - \sigma^2)k^{3} \sigma^3}{\sqrt{1+\sigma^2}} F \left( -k, \frac{1}{2}, \frac{3}{2}, \frac{T}{\sigma^2} \right).
\]

For the second equality we have used \( \Gamma \left( \frac{3}{2} \right) = \frac{\sqrt{\pi}}{2} \), see [14, 43:4.3]. This finishes the proof. \( \square \)

3 Proof of Theorem 1.4

In this section we prove Theorem 1.4. In [8, Theorem 4.3] Draisma and Horobet present a formula for \( E(n, p) \) in terms of the expected modulus of the characteristic polynomial of a GOE-matrix:

\[
E(n, p) = \frac{\sqrt{n-1}}{\sqrt{2} \Gamma \left( \frac{n}{2} \right)} \mathbb{E}_{A \sim \text{GOE}(n)} \left| \det \left( \sqrt{2(p-1)} A - \sqrt{p} w I_{n-1} \right) \right|,
\]

where \( \mathbb{E} \) denotes the expected value, \( A \) is a random matrix drawn from the Gaussian Orthogonal Ensemble (GOE), and \( w \) is a complex weight vector.
where $I_{n-1}$ is the $(n-1) \times (n-1)$ identity matrix. Observe that
\[
E_{A \sim \text{GOE}(n-1)} \left| \det \left( \sqrt{2(p-1)} A - \sqrt{p} w I_{n-1} \right) \right| = \sqrt{2(p-1)}^{n-1} \mathbb{E}_{A \sim \text{GOE}(n-1)} \left| \det (A - u I_{n-1}) \right|,
\]
where $u = \sqrt{\frac{p}{2(p-1)}} w$. Using the notation from (1.6) we therefore have
\[
E(n, p) = \frac{\sqrt{\pi} \sqrt{p - 1}^{-1}}{\Gamma \left( \frac{m+1}{2} \right)} \mathbb{E}_{u \sim \mathcal{N}(0, \sigma^2)} I_{n-1}(u), \text{ with } \sigma^2 = \frac{p}{2(p-1)}. \tag{3.1}
\]

We now have to distinguish between the cases $n$ even and $n$ odd. The distinction between those cases is due to the nature of Theorem 1.6: The formula for $I_{n-1}(u)$ depends on the parity of $n$.

### 3.1 Proof of Theorem 1.4 (1)

In this case we have $n = 2m + 1$ and hence $n - 1 = 2m$, so that (3.1) becomes
\[
E(2m + 1, p) = \frac{\sqrt{\pi} (p - 1)^m}{\Gamma \left( \frac{2m+1}{2} \right)} \mathbb{E}_{u \sim \mathcal{N}(0, \sigma^2)} I_{2m}(u), \text{ where } \sigma^2 = \frac{p}{2(p-1)}.
\]

We know from Theorem 1.6 (1) that
\[
I_{2m}(u) = J_{2m}(u) + \frac{\sqrt{\pi} \sqrt{p - 1}^{-1}}{\Gamma \left( \frac{2m+1}{2} \right)} \sum_{1 \leq i, j \leq m} \det(\Gamma_{1}^{i,j}) \det \left[ P_{2i-1}(u) \quad P_{2j}(u) \right] P_{2i-2}(u) P_{2j-1}(u), \tag{3.2}
\]
For taking the expectation of $I_{2m}(u)$ over $u$ we may take the expectation over the two summands separately. The first expectation is given by the following lemma. We will prove it in Section 3.3.1 below.

**Lemma 3.1.** We have $\frac{\sqrt{\pi} (p - 1)^m}{\Gamma \left( \frac{2m+1}{2} \right)} \mathbb{E}_{u \sim \mathcal{N}(0, \sigma^2)} J_{2m}(u) = 1$.

The second expectation is given by the following lemma. We will prove it in Section 3.3.2.

**Lemma 3.2.** Recall from Theorem 1.4 the definition for $j > 0$:
\[
g_{i,j}(p) = \frac{\Gamma \left( i + j + \frac{1}{2} \right)}{\Gamma \left( \frac{1}{2}(2j - 2i) \right)} \sum \det(\Gamma_{1}^{i,j}) \left( \begin{array}{cc} P_{2i-1}(u) & P_{2j}(u) \\ P_{2i-2}(u) & P_{2j-1}(u) \end{array} \right),
\]

For any $1 \leq i, j \leq m$ we have
\[
\mathbb{E}_{u \sim \mathcal{N}(0, \sigma^2)} e^{-\frac{u^2}{2}} \det \left[ P_{2i-1}(u) \quad P_{2j}(u) \right] P_{2i-2}(u) P_{2j-1}(u) = \frac{1}{\sqrt{2\pi}} \frac{3p-2}{p-1} g_{i,j}(p)^{\frac{3}{2}}.
\]

Lemma 3.1 and Lemma 3.2 in combination with (3.1) and (3.2) show that $E(2m + 1, p)$ equals
\[
E(2m + 1, p) = 1 + \frac{\sqrt{\pi} (p - 1)^m \sqrt{2(p-1)(3p-2)}}{\prod_{i=1}^{2m+1} \Gamma \left( \frac{1}{2} \right)} \sum_{1 \leq i, j \leq m} \det(\Gamma_{1}^{i,j}) g_{i,j}(p),
\]
which shows Theorem 1.4 (1).
3.2 The case $n = 2m$ is even

In this case we have $n - 1 = 2m - 1$, so that (3.1) becomes

$$E(2m, p) = \frac{\sqrt{\pi} \sqrt{p - 1}^{2m-1}}{\Gamma(2m)} \mathbb{E}_{u \sim N(0, \sigma^2)} \mathcal{I}_{2m-1}(u),$$

where $\sigma^2 = \frac{p}{2(p-1)}$.

We apply Theorem 1.6 (2) to obtain

$$\mathcal{I}_{2m-1}(u) = \mathcal{J}_{2m-1}(u) + \frac{\sqrt{2\pi} \sigma^2}{\prod_{i=1}^{2m-1} \Gamma\left(\frac{i}{2}\right)} \sum_{0 \leq i,j \leq m-1} \det(\Gamma_{i,j}^{2}) \det \left[ \begin{array}{cc} P_{2j}(u) & P_{2i+1}(u) \\ P_{2j-1}(u) & P_{2i}(u) \end{array} \right].$$

Since the normal distribution is symmetric around the origin we have

$$\mathbb{E}_{u \sim N(0, \sigma^2)} \mathcal{J}_{2m-1}(u) = \mathbb{E}_{u \sim N(0, \sigma^2)} \mathbb{E}_{A \sim \text{GOE}(2m-1)} \det(A - uI_{2m-1})$$

$$= (-1)^{2m-1} \mathbb{E}_{u \sim N(0, \sigma^2)} \mathbb{E}_{A \sim \text{GOE}(2m-1)} \det((-A) - (-u)I_{2m-1})$$

$$= - \mathbb{E}_{u \sim N(0, \sigma^2)} \mathbb{E}_{A \sim \text{GOE}(2m-1)} \det(A - uI_{2m-1})$$

$$= - \mathbb{E}_{u \sim N(0, \sigma^2)} \mathcal{J}_{2m-1}(u),$$

and hence $\mathbb{E}_{u \sim N(0, \sigma^2)} \mathcal{J}_{2m-1}(u) = 0$. This shows that

$$E(2m, p) = \frac{\sqrt{2\pi} \sigma^2}{\prod_{i=1}^{2m-1} \Gamma\left(\frac{i}{2}\right)} \sum_{0 \leq i,j \leq m-1} \det(\Gamma_{i,j}^{2}) \mathbb{E}_{u \sim N(0, \sigma^2)} e^{-\frac{u^2}{2}} \det \left[ \begin{array}{cc} P_{2j}(u) & P_{2i+1}(u) \\ P_{2j-1}(u) & P_{2i}(u) \end{array} \right].$$

The next lemma gives a formula for the expected values under the summation sign in this equation. We prove it in Section 3.3.3 below.

**Lemma 3.3.** Recall from Theorem 1.4 the definition

$$g_{i,j}(p) = \begin{cases} \sqrt{\pi} (2i+1)! (p-2j)! \frac{(p-2)}{2} F \left( -i, \frac{3}{2}, \frac{3}{2}, \frac{-p^2}{(3p-2)(p-2)} \right) \frac{\Gamma\left( j + \frac{1}{2} \right)}{2 \left( \frac{3p-2}{4(p-1)} \right)^j} & , \text{if } j = 0 \\ \frac{\Gamma\left( i + j + \frac{1}{2} \right)}{(1-2i+j)} \left( \frac{3p-2}{4(p-1)} \right)^{i+j} F \left( -2i, 1-2j, \frac{3}{2}, i-j, \frac{3}{2}, \frac{3p-2}{4(p-1)} \right) & , \text{if } j > 0 \end{cases}$$

For all $0 \leq i \leq m-1$ and $0 \leq j \leq m-1$ the following holds.

$$\mathbb{E}_{u \sim N(0, \sigma^2)} e^{-\frac{u^2}{2}} \det \left[ \begin{array}{cc} P_{2j}(u) & P_{2i+1}(u) \\ P_{2j-1}(u) & P_{2i}(u) \end{array} \right] = \frac{1}{\sqrt{2\pi}} \sqrt{\frac{3p-2}{p-1}} g_{i,j}(p).$$

The lemma implies that

$$E(2m, p) = \frac{(p-1)^{m-1} \sqrt{(p-1)(3p-2)}}{\prod_{i=1}^{2m-1} \Gamma\left( \frac{i}{2} \right)} \sum_{0 \leq i,j \leq m-1} \det(\Gamma_{i,j}^{2}) g_{i,j}(p),$$

which proves Theorem 1.4 (2).
3.3 Proofs of the lemmata

Before proving the lemmata from the previous subsections, we will have to prove the following technical lemma.

**Lemma 3.4.** For all $m \geq 1$ we have

1. $\sqrt{\pi} (2(m - 1))!/(2m - 1) = 2^{2m - 1} \Gamma \left( \frac{2m + 1}{2} \right) \Gamma(m)$.

2. $\sqrt{\pi}^{m+1} \left[ \prod_{i=1}^{m-1} (2i)! \right] (2m)! = m! 2^{m(m+1)} \prod_{i=1}^{2m+1} \Gamma \left( \frac{i}{2} \right)$.

**Proof.** We will use the identities $\Gamma \left( \frac{1}{2} \right) = \sqrt{\pi}$ and $\Gamma \left( \frac{3}{2} \right) = \sqrt{\pi} / 2$ [14, 43:4:3] and $\Gamma(x + 1) = x\Gamma(x)$ for $x > 0$ [14, 43:4:3]. We prove both claims using an induction argument. For (1) and $m = 1$ we have

$$\frac{\sqrt{\pi} (2(1 - 1))!/(2m - 1)}{2^{2m - 1} \Gamma \left( \frac{2m + 1}{2} \right) \Gamma(m)} = \frac{\sqrt{\pi}}{\sqrt{\pi}} = 1.$$

For $m > 1$, using the induction hypothesis, we have

$$\frac{\sqrt{\pi} (2(m - 1))!/(2m - 1)}{2^{2m - 1} \Gamma \left( \frac{2m + 1}{2} \right) \Gamma(m)} = \frac{(2m - 2)(2m - 3)}{4} \frac{2m - 1 \Gamma \left( \frac{2m - 1}{2} \right) \Gamma(m - 1)}{2m - 3 \Gamma \left( \frac{2m + 1}{2} \right) \Gamma(m - 1)} = \frac{(2m - 2)(2m - 1)}{2m - 1 \Gamma \left( \frac{2m + 1}{2} \right) \Gamma(m)} = 1.$$

For (2) and $m = 1$ we have

$$\sqrt{\pi}^{m+1} \left[ \prod_{i=1}^{m-1} (2i)! \right] (2m)! = 2\pi = m! 2^{m(m+1)} \prod_{i=1}^{2m+1} \Gamma \left( \frac{i}{2} \right).$$

For $m > 1$, using the induction hypothesis, we have

$$\sqrt{\pi}^{m+1} \left[ \prod_{i=1}^{m-1} (2i)! \right] (2m)! = \frac{\sqrt{\pi} (2(m - 1))!2m(2m - 1)}{m2^{2m} \Gamma \left( \frac{2m + 1}{2} \right) \Gamma(m)} = \frac{\sqrt{\pi} (2(m - 1))!2m(2m - 1)}{2^{2m - 1} \Gamma \left( \frac{2m + 1}{2} \right) \Gamma(m)} = 1,$$

the last equality because of (1). This finishes the proof. □

3.3.1 Proof of Lemma 3.1

The formula from [12, Eq. (22.2.38)] implies that for $n = 2m$:

$$J_{2m}(u) = \frac{\sqrt{\pi}^m \left[ \prod_{i=1}^{m-1} (2i)! \right]}{2^{m(m+1)} \prod_{i=1}^{2m} \Gamma \left( \frac{i}{2} \right)} H_{2m}(u).$$

For odd $n$ a similar but more involved formula can found in [12, Eq. (22.2.39)]. However, we decided not to put it here, because we use the symmetry argument in (3.3).

By Lemma 2.4 (1) we have $E_{u \sim N(0, \sigma^2)} H_{2m}(u) = \frac{(2m)!}{m! \sigma^{2m}} (2\sigma^2 - 1)^m$. Thus,

$$E_{u \sim N(0, \sigma^2)} H_{2m}(u) = \frac{(2m)!}{m!(p-1)^m} \text{ for } \sigma^2 = \frac{p}{2(p-1)}.$$
This implies

\[
\frac{\sqrt{\pi} (p - 1)^m}{\Gamma(\frac{2m+1}{2})} \mathbb{E}_{u \sim N(0, \sigma^2)} J_{2m}(u) = \frac{\sqrt{\pi} (p - 1)^m}{\Gamma(\frac{2m+1}{2})} \frac{\sqrt{\pi}^m}{2^{m(m+1)} \prod_{i=1}^{2m} \Gamma \left( \frac{i}{2} \right)} m!(p - 1)^m \\
= \frac{\sqrt{\pi}^{m+1}}{2^{m(m+1)} \prod_{i=1}^{2m} \Gamma \left( \frac{i}{2} \right)} (2m)! = 1
\]

the last equality by Lemma 3.4 (2).

\[\square\]

### 3.3.2 Proof of Lemma 3.2

From Lemma 2.4 (2) we get for all \(1 \leq i \leq m\) that

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_{2i-1}(u)P_{2j-1}(u) e^{-\frac{u^2}{2}} = \frac{(-1)^{i+j-1} 2^{i+j-1} \Gamma \left( i + j - 1 + \frac{1}{2} \right)}{\sqrt{\pi} \left( \sigma^2 + 1 \right)^{i+j-1+\frac{1}{2}}} F \left( 1 - 2i, 1 - 2j; \frac{3p-2}{4(p-1)}; \frac{u^2}{\sigma^2 + 1} \right)
\]

(3.4)

and

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_{2i}(u)P_{2j-2}(u) e^{-\frac{u^2}{2}} = \frac{(-1)^{i+j-1} 2^{i+j-1} \Gamma \left( i + j - 1 + \frac{1}{2} \right)}{\sqrt{\pi} \left( \sigma^2 + 1 \right)^{i+j-1+\frac{1}{2}}} F \left( -2i, 2 - 2j; \frac{3p-2}{4(p-1)}; \frac{u^2}{\sigma^2 + 1} \right)
\]

(3.5)

By Lemma 2.1 we have

\[
F \left( 1 - 2i, 1 - 2j; \frac{3p-2}{4(p-1)}; \frac{u^2}{\sigma^2 + 1} \right) - F \left( 2 - 2i, 1 - 2j; \frac{3p-2}{4(p-1)}; \frac{u^2}{\sigma^2 + 1} \right)
\]

\[
= \frac{3p-2}{4(p-1)} \left( 2 - 2i, 1 - 2j; \frac{3p-2}{4(p-1)}; \frac{u^2}{\sigma^2 + 1} \right)
\]

This shows that

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} e^{-\frac{u^2}{2}} \det \begin{bmatrix} P_{2i-1}(u) & P_{2j}(u) \\ P_{2i-2}(u) & P_{2j-1}(u) \end{bmatrix}
\]

\[
= \mathbb{E}_{u \sim N(0, \sigma^2)} e^{-\frac{u^2}{2}} (P_{2i-1}(u)P_{2j-1}(u) - P_{2i-2}(u)P_{2j}(u))
\]

\[
= \frac{\Gamma \left( i + j - 1 + \frac{1}{2} \right)}{\sqrt{2\pi} \left( \sigma^2 + 1 \right)^{i+j-1+\frac{1}{2}}} \frac{3p-2}{p-1} \sqrt{\frac{p-1}{3p-2}} F \left( 2 - 2i, 1 - 2j; \frac{3p-2}{4(p-1)}; \frac{u^2}{\sigma^2 + 1} \right)
\]

\[
= \frac{1}{\sqrt{2\pi} \sqrt{p-1}} g_{i-1,j}^{i-1,j}(p),
\]

which finishes the proof.

\[\square\]
3.3.3 Proof of Lemma 3.3

First, we prove the case \( j > 0 \): writing

\[
\det \begin{bmatrix} P_{2j}(u) & P_{2j+1}(u) \\ P_{2j-1}(u) & P_{2j}(u) \end{bmatrix} = \det \begin{bmatrix} P_{2j}(u) & P_{2(i+1)-1}(u) \\ P_{2j-1}(u) & P_{2(i+1)-2}(u) \end{bmatrix}
\]

we see that Lemma 3.2 implies

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} e^{-\frac{u^2}{2}} \det \begin{bmatrix} P_{2j}(u) & P_{2j+1}(u) \\ P_{2j-1}(u) & P_{2j}(u) \end{bmatrix} = \frac{1}{\sqrt{2\pi}} \sqrt{\frac{3p-2}{p-1}} g_{(i+1)-1,j}(p)
\]

\[
= \frac{1}{\sqrt{2\pi}} \sqrt{\frac{3p-2}{p-1}} g_{i,j}(p).
\]

Now we prove the case \( j = 0 \). By (3.5) we have

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_0(u) P_{2j}(u) e^{-\frac{u^2}{2}} = \frac{(-1)^j 4^{j+1} \Gamma(j + \frac{1}{2})}{2\sqrt{2\pi}} \left( \frac{p-1}{3p-2} \right)^{j+\frac{1}{2}} = \frac{(-1)^j \Gamma(j + \frac{1}{2})}{2\sqrt{2\pi}} \left( \frac{3p-2}{4(p-1)} \right)^{j+1} \sqrt{\frac{3p-2}{p-1}}.
\]

Moreover, by Lemma 2.5 (2) we have

\[
\mathbb{E}_{u \sim N(0, \sigma^2)} P_{-1}(u) P_{2j+1}(u) e^{-\frac{u^2}{2}} = \frac{(-1)^{j+1}(2j+1)! (1 - \sigma^2)^{j+1}}{2j! \sqrt{1 + \sigma^2}} F \left(-j, \frac{1}{2}, \frac{3}{2}, \frac{\sigma^2}{1 + \sigma^2} \right)
\]

\[
= \frac{(-1)^{j+1}(2j+1)! (p-2)^j (p) j!}{(2j+1)! \sqrt{3p-2}} F \left(-j, \frac{1}{2}, \frac{3}{2}, \frac{p^2}{(3p-2)(p-2)} \right)
\]

\[
= \frac{(-1)^{j+1}(2j+1)! (p-2)^j p \sqrt{3p-2}}{2^{j+1} \sqrt{2j+1}! (p-1)^j (3p-2)} F \left(-j, \frac{1}{2}, \frac{3}{2}, \frac{p^2}{(3p-2)(p-2)} \right).
\]

Combining the previous two equations we see that \( \mathbb{E}_{u \sim N(0, \sigma^2)} e^{-\frac{u^2}{2}} \det \begin{bmatrix} P_0(u) & P_{2j+1}(u) \\ P_{-1}(u) & P_{2j}(u) \end{bmatrix} \) equals

\[
\sqrt{\frac{3p-2}{p-1}} \left[ \frac{(-1)^j (2j+1)!}{2^{j+1} \sqrt{2j+1}!} \frac{(p-2)^j p}{(p-1)^j (3p-2)} F \left(-j, \frac{1}{2}, \frac{3}{2}, \frac{p^2}{(3p-2)(p-2)} \right) = \frac{\Gamma(j + \frac{1}{2})}{2\sqrt{2\pi}} \left( \frac{3p-2}{4(p-1)} \right)^{j+1} \right],
\]

which is equal to \( \frac{1}{\sqrt{2\pi}} \sqrt{\frac{3p-2}{p-1}} g_{i,0}(p) \). This finishes the proof. \( \square \)

4 Computation of integrals

This section is dedicated to the computation of the integrals that appear in the next sections. We start with a general lemma that we will later apply to equation (5.7) and equation (5.10).

Lemma 4.1. Let \( f : \mathbb{R}^m \times \mathbb{R} \to \mathbb{R}, (x, u) \mapsto f(x, u) \) be a measurable function, such that \( \int_{\mathbb{R}^m \times \mathbb{R}} |f(x, u)| \, dx \, du < \infty \). Assume that \( f(x, u) \) is invariant under any permutations of the entries of \( x = (x_1, \ldots, x_m) \). Then

\[
\sum_{j=0}^{m} \binom{m}{j} \int_{x_1, \ldots, x_j \leq u} f(x_1, \ldots, x_m, u) \, dx_1 \ldots dx_m = \int_{x_1, \ldots, x_m \in \mathbb{R}} f(x_1, \ldots, x_m, u) \, dx_1 \ldots dx_m
\]

for all \( u \in \mathbb{R} \).
Proof. We prove the statement by induction. For $m = 1$ we have
\[
\int_{x_1 \leq u} f(x_1, u) \, dx_1 + \int_{u \leq x_1} f(x_1, u) \, dx_1 = \int_{x_1 \in \mathbb{R}} f(x_1, u) \, dx_1.
\]
For $m > 1$ we write

\[
g_j(u) := \int_{u \leq x_j, \ldots, x_m} f(x_1, \ldots, x_m, u) \, dx_1 \ldots dx_m, \quad j = 0, \ldots, m
\]

Using $\binom{m}{j} = \binom{m-1}{j} + \binom{m-1}{j-1}$ [14, 6:5:3] we have
\[
\sum_{j=0}^{m} \binom{m}{j} g_j(u) = \sum_{j=0}^{m-1} \binom{m-1}{j} (g_j(u) + g_{j+1}(u)),
\]
(4.1)

where
\[
g_j(u) + g_{j+1}(u) = \int_{u \leq x_j, \ldots, x_m} \int_{x_{j+1} = -\infty}^{\infty} f(x_1, \ldots, x_{m-1}, x_{m}, u) \, dx_1 \ldots dx_{m-1}.
\]
By assumption $f$ is invariant under any permutations of the $x_i$. Thus, making a change of variables that interchanges $x_{j+1}$ and $x_m$ we see that
\[
g_j(u) + g_{j+1}(u) = \int_{x_m = -\infty}^{\infty} \left[ \int_{u \leq x_j, \ldots, x_{m-1}} f(x_1, \ldots, x_{m-1}, x_m, u) \, dx_1 \ldots dx_{m-1} \right] \, dx_m.
\]
Plugging this into (4.1), and using Fubini’s theorem to interchange summation and integration we see that $\sum_{j=0}^{m} \binom{m}{j} g_j(u)$ is equal to
\[
\int_{x_m = -\infty}^{\infty} \left[ \sum_{j=0}^{m-1} \binom{m-1}{j} \int_{u \leq x_j, \ldots, x_{m-1}} f(x_1, \ldots, x_{m-1}, x_m, u) \, dx_1 \ldots dx_{m-1} \right] \, dx_m.
\]
We can now apply the induction hypothesis to the inner integral and conclude the proof. \qed

Recall from (2.16) the definition of the polynomials $P_k(x)$ and from (2.17) the definition of $G_k(x)$. The following technical lemma is the key to prove Proposition 4.3 and Proposition 4.4 below.

Lemma 4.2. Let $A$ denote the $(2m+1) \times (2m-2)$ matrix
\[
A = \begin{bmatrix} G_i(x_1) & P_i(x_1) & \ldots & G_i(x_{m-1}) & P_i(x_{m-1}) \end{bmatrix}_{0 \leq i \leq 2m}.
\]
For a subset $S \subset \{0, \ldots, 2m\}$ with three elements let $A^S$ be the $2(m-1) \times 2(m-1)$-matrix that is obtained by removing from $A$ all the rows indexed by $S$. We write
\[
\Xi(S) := \int_{x_1, \ldots, x_{m-1} \in \mathbb{R}} \det(A^S) \, e^{-\sum_{i=1}^{m-1} \frac{x_i^2}{2}} \, dx_1 \ldots dx_{m-1}.
\]
(4.2)
Then, we have
1. Let $S_0 \subset \{1, \ldots, 2m\}$ be a subset with 2 elements and $S = S_0 \cup \{0\}$. Then

$$
\Xi(S) = \begin{cases} 
(m-1)!2^{m-1} \det(\Gamma_1^{a,b}), & \text{if } S = \{0, 2a-1, 2b\} \text{ and } a \leq b \\
-(m-1)!2^{m-1} \det(\Gamma_1^{a,b}), & \text{if } S = \{0, 2a-1, 2b\} \text{ and } a > b \\
0, & \text{if } S \text{ has any other form.}
\end{cases}
$$

2. Let $S_0 \subset \{0, \ldots, 2m - 1\}$ be a subset with 2 elements and $S = S_0 \cup \{2m\}$. Then

$$
\Xi(S) = \begin{cases} 
(m-1)!2^{m-1} \det(\Gamma_2^{a,b}), & \text{if } S = \{2a, 2b + 1, 2m\} \text{ and } a \leq b \\
-(m-1)!2^{m-1} \det(\Gamma_2^{a,b}), & \text{if } S = \{2a, 2b + 1, 2m\} \text{ and } a > b \\
0, & \text{if } S \text{ has any other form.}
\end{cases}
$$

Here, $\Gamma_1^{a,b}$ and $\Gamma_2^{a,b}$ are the matrices from (1.4).

Proof. We first prove (1). Fix $S_0 \subset \{1, \ldots, 2m\}$ and $S = S_0 \cup \{0\}$. Then

$$
A^S = \begin{bmatrix}
G_i(x_1) & P_i(x_1) & \cdots & G_i(x_m) & P_i(x_{m-1})
\end{bmatrix}_{1 \leq i \leq 2m, i \not\in S_0}.
$$

(4.3)

To ease notation put

$$
\mu := m - 1.
$$

(4.4)

Furthermore, let us denote the elements in $\{1, \ldots, 2m\} \setminus S_0$ in ascending order by $s_1 < \ldots < s_{2\mu}$ and let $\Theta_{2\mu}$ denote the group of permutations on $\{1, \ldots, 2\mu\}$. Expanding the determinant of $A^S$ yields

$$
\det(A^S) = \sum_{\pi \in \Theta_{2\mu}} \sgn(\pi) \prod_{i=1}^{\mu} G_{s_{\pi(2i-1)}}(x_1) P_{s_{\pi(2i)}}(x_1).
$$

(4.5)

Recall from (2.18) the definition of $\langle \omega \rangle$. Plugging (4.5) into (4.2) and integrating over all the $x_i$ we see that

$$
\Xi(S) = \sum_{\pi \in \Theta_{2\mu}} \sgn(\pi) \prod_{i=1}^{\mu} \langle G_{s_{\pi(2i-1)}}(x), P_{s_{\pi(2i)}}(x) \rangle.
$$

(4.6)

From Lemma 2.2 we know that $\langle G_k(x), P_\ell(x) \rangle = 0$ whenever $k + \ell$ is even and $k \neq \ell$. This already proves that $\Xi(S) = 0$, if $S$ is not of the form $S = \{0, 2a-1, 2b\}$, because in this case we can’t have a partition of $\{1, \ldots, 2m\} \setminus S$ into pairs of numbers where one number is even and the other is odd. If, on the other hand, $S = \{0, 2a-1, 2b\}$ does contain one odd and two even elements, in (4.6) we may as well sum over the subset

$$
\mathcal{O}_{2\mu} := \{ \pi \in \Theta_{2\mu} \mid \forall i \in \{1, \ldots, \mu\} : s_{\pi(2i-1)} + s_{\pi(2i)} \text{ is odd} \}.
$$

Let $\mathcal{T} \subset \Theta_{2\mu}$ be the subgroup generated by the set of transpositions $\{(1\ 2), (3\ 4), \ldots, (2\mu - 1\ 2\mu)\}$. We define an equivalence relation on $\mathcal{O}_{2\mu}$ via:

$$
\forall \pi, \sigma \in \mathcal{O}_{2\mu} : \pi \sim \sigma \iff \exists \tau \in \mathcal{T} : \pi = \sigma \tau.
$$

Note that the multiplication with $\tau$ from the right is crucial here. Let $\mathcal{C} := \mathcal{O}_{2\mu}/\sim$ denote the set of equivalence classes of $\mathcal{T}$ in $\mathcal{O}_{2\mu}$. A set of representatives for $\mathcal{C}$ is

$$
\mathfrak{R} := \{ \pi \in \Theta_{2\mu} \mid \forall i \in \{1, \ldots, \mu\} : s_{\pi(2i-1)} \text{ is odd and } s_{\pi(2i)} \text{ is even} \}.
$$
Making a partition of $\Omega_2^\mu$ into the equivalence classes of \sim in (4.6) we get

$$\Xi(S) = \sum_{\pi \in \mathcal{R}} \sum_{\tau \in \mathcal{T}} sgn(\pi \circ \tau) \prod_{i=1}^{\mu} (G_{x_{\pi\tau\rho}(2i-1)}(x), P_{x_{\pi\tau\rho}(2i)}(x)).$$

For a fixed $\pi \in \mathcal{R}$ and all $\tau \in \mathcal{T}$, by Lemma 2.3 (1) we have

$$\prod_{i=1}^{\mu} (G_{x_{\pi\tau\rho}(2i-1)}(x), P_{x_{\pi\tau\rho}(2i)}(x)) = sgn(\tau) \prod_{i=1}^{\mu} (G_{x_{\tau\rho}(2i-1)}(x), P_{x_{\tau\rho}(2i)}(x))$$

so that

$$\Xi(S) = 2^{\mu} \sum_{\pi \in \mathcal{R}} sgn(\pi) \prod_{i=1}^{\mu} (G_{x_{\pi\rho}(2i-1)}(x), P_{x_{\pi\rho}(2i)}(x)).$$

Let us investigate $\mathcal{R}$ further. We denote the group of permutation on $\{1, \ldots, \mu\}$ by $\mathcal{S}_\mu$. The group $\mathcal{S}_\mu \times \mathcal{S}_\mu$ acts transitively and faithfully on $\mathcal{R}$ via

$$\forall i : ((\sigma_1, \sigma_2).\pi)(2i - 1) := \pi(2\sigma_1(i) - 1) \quad \text{and} \quad ((\sigma_1, \sigma_2).\pi)(2i) := \pi(2\sigma_2(i))$$

This shows that we have a bijection $\mathcal{S}_\mu \times \mathcal{S}_\mu \rightarrow \mathcal{R}$, $(\sigma_1, \sigma_2) \mapsto (\sigma_1, \sigma_2).\pi_*$ where $\pi_* \in \mathcal{R}$ is fixed. Moreover, for all $(\sigma_1, \sigma_2) \in \mathcal{S}_\mu \times \mathcal{S}_\mu$ we have $sgn((\sigma_1, \sigma_2).\pi_*) = sgn(\sigma_1)sgn(\sigma_2)sgn(\pi_*)$.

Let us denote $2k_i - 1 = s_{\pi_*(2i-1)}$ and $2\ell_i = s_{\pi_*(2i)}$. We choose $\pi_*$ uniquely by requiring $k_1 < k_2 < \ldots < k_\mu$ and $\ell_1 < \ell_2 < \ldots < \ell_\mu$. By doing so we get

$$\Xi(S) = 2^{\mu}! sgn(\pi_*) \sum_{(\sigma_1, \sigma_2) \in \mathcal{S}_\mu \times \mathcal{S}_\mu} sgn(\sigma_1)sgn(\sigma_2) \prod_{i=1}^{\mu} (G_{2k_\sigma(i)-1}(x), P_{2\ell_\sigma(i)}(x)) \quad (4.7)$$

$$= 2^{\mu}! sgn(\pi_*) \sum_{\sigma \in \mathcal{S}_\mu} sgn(\sigma) \prod_{i=1}^{\mu} (G_{2k_\sigma(i)-1}(x), P_{2\ell_\sigma(i)}(x)).$$

$$= 2^{\mu}! sgn(\pi_*) \sum_{\sigma \in \mathcal{S}_\mu} sgn(\sigma) \prod_{i=1}^{\mu} (-1)^{k_\sigma(i) + \ell_\sigma(i)} \Gamma(k_\sigma(i) + \ell_\sigma(i) - \frac{1}{2})$$

the last line by Lemma 2.3 (2). By construction we have $\bigcup_{i=1}^{\mu} \{2k_i - 1, 2\ell_i\} = \{1, \ldots, 2m\} \setminus S_0$, so that

$$\{k_1, \ldots, k_\mu\} = \{1, \ldots, m\} \setminus \{a\}, \quad \text{and} \quad \{\ell_1, \ldots, \ell_\mu\} = \{1, \ldots, m\} \setminus \{b\}.$$  

Hence, for all $\sigma \in \mathcal{S}_\mu$ we have

$$\prod_{i=1}^{\mu} (-1)^{k_\sigma(i) + \ell_\sigma(i)} = (-1)^{\mu(m+1) - a - b} = (-1)^{a+b}. \quad (4.8)$$

and, furthermore,

$$\text{sgn}(\pi_*) = \begin{cases} (-1)^{a+b}, & \text{if } a \leq b \\ (-1)^{a+b-1}, & \text{if } a > b \end{cases}. \quad (4.9)$$

Moreover,

$$\sum_{\sigma \in \mathcal{S}_\mu} sgn(\sigma) \prod_{i=1}^{\mu} \Gamma(k_\sigma(i) + \ell_\sigma(i) - \frac{1}{2}) = \det \left( \left[ \Gamma(k + \ell - \frac{1}{2}) \right]_{1 \leq k \leq m, k \neq a, 1 \leq \ell \leq m, \ell \neq b} \right) = \det(\Gamma_a^{m,b}), \quad (4.10)$$
Putting together (4.7), (4.9), (4.8) and (4.10) proves (1).

We now prove (2). Fix $S_0 \subset \{0, \ldots, 2m-1\}$ and let $S = S_0 \cup \{2m\}$. Similar to (4.3) we have

$$A^S = \begin{bmatrix} G_i(x_1) & P_i(x_1) & \cdots & G_i(x_m) & P_i(x_m) \end{bmatrix}_{0 \leq i \leq 2m-1, i \in S_0}.$$ 

Put $\tilde{G}_i(x) := G_{i-1}(x)$ and $\tilde{P}_i(x) := P_{i-1}(x)$, so that

$$A^S = \begin{bmatrix} \tilde{G}_i(x_1) & \tilde{P}_i(x_1) & \cdots & \tilde{G}_i(x_m) & \tilde{P}_i(x_m) \end{bmatrix}_{1 \leq i \leq 2m, i \in \tilde{S}_0},$$

where $\tilde{S}_0$ is the set that is obtained from $S_0$ by adding 1 to both elements of $S_0$ and $\tilde{S} = \tilde{S}_0 \cup \{0\}$.

We now proceed as in the proof of (1) until (4.7), and conclude that

$$\Xi(S) = \begin{cases} (m-1)! 2^{m-1} \det(\tilde{\Gamma}_2^{a', b'}), & \text{if } \tilde{S} = \{0, 2a' - 1, 2b'\} \text{ and } a \leq b \\ -(m-1)! 2^{m-1} \det(\tilde{\Gamma}_2^{a', b'}), & \text{if } \tilde{S} = \{0, 2a' - 1, 2b'\} \text{ and } a > b, \\ 0, & \text{if } \tilde{S} \text{ has any other form.} \end{cases}$$

where

$$\tilde{\Gamma}_2^{a', b'} := \left[ \Gamma \left( k + \ell - \frac{3}{2} \right) \right]_{1 \leq k \leq m, k \neq a'} \Gamma_2^{a' - 1, b' - 1}.$$ 

If $\tilde{S} = \{0, 2a' - 1, 2b'\}$ then, by definition, $S = \{2a, 2b + 1, 2m\}$, where $a = a' - 1$ and $b = b' - 1$.

Hence,

$$\Xi(s) = \begin{cases} (m-1)! 2^{m-1} \det(\Gamma_2^{a, b}), & \text{if } S = \{2a, 2b + 1, 2m\} \text{ and } a \leq b \\ -(m-1)! 2^{m-1} \det(\Gamma_2^{a, b}), & \text{if } S = \{2a, 2b + 1, 2m\} \text{ and } a > b, \\ 0, & \text{if } S \text{ has any other form.} \end{cases}$$

This finishes the proof. \qed

Proposition 4.3 and Proposition 4.4 below become important in Section 5.1 and Section 5.2, respectively.

**Proposition 4.3.** Recall from Section 2.3 the definition of $P_k(x)$ and $G_k(x)$. Let $M$ denote the matrix

$$M := \begin{bmatrix} P_1(u) \ G_i(x_j) \ P_1(x_j) \end{bmatrix}_{j=1, \ldots, m-1} \begin{bmatrix} G_i(u) \ G_i(\infty) \end{bmatrix},$$

We have

$$\int_{x_1, \ldots, x_m} \det(M) e^{-\frac{m-1}{2} \sum_{i=1} x_i^2} \, dx_1 \ldots dx_m = \sqrt{2\pi} (m-1)! 2^{m-1} e^{-\frac{u^2}{2}} \sum_{1 \leq i, j \leq m} \det(\Gamma_1^{i, j}) \det \begin{bmatrix} P_{i-1}^j(u) & P_{i-1}^j(u) \\ P_{i-1}^{j-1}(u) & P_{i-1}^{j-1}(u) \end{bmatrix},$$

where the matrix $\Gamma_1^{i, j}$ is defined as in (1.4).

**Proof.** Let us denote the quantity that we want to compute by $\Theta$:

$$\Theta := \int_{x_1, \ldots, x_m} \det(M) e^{-\frac{m-1}{2} \sum_{i=1} x_i^2} \, dx_1 \ldots dx_m.$$
A permutation with negative sign of the columns of $\mathcal{M}$ yields,
\[
\det(\mathcal{M}) = -\det \left[ G_i(\infty) \quad G_i(u) \quad P_i(u) \quad [G_i(x_j) \quad P_i(x_j)]_{j=1,\ldots,m-1} \right]_{i=0,\ldots,2m} \tag{4.11}
\]
By Lemma 2.2 we have $G_i(\infty) = 0$ for $i \geq 1$ and $G_0(\infty) = \sqrt{2\pi}$. Expanding the determinant in (4.11) with Laplace expansion we get
\[
\det(\mathcal{M}) = -\sqrt{2\pi} \sum_{1 \leq k < \ell \leq 2m} (-1)^{k+\ell-1} (G_k(u)P_\ell(u) - G_\ell(u)P_k(u)) \det(\mathcal{A}^{k,\ell}),
\]
where
\[
\mathcal{A}^{k,\ell} := \begin{bmatrix} G_i(x_j) & P_i(x_j) \end{bmatrix}_{1 \leq i \leq 2m, i \notin \{k, \ell\}}_{1 \leq j \leq m-1}.
\]
In the notation of Lemma 4.2 we have $\mathcal{A}^{k,\ell} = \mathcal{A}^{(0,k,\ell)}$ and
\[
\Xi(\{0, k, \ell\}) = \int_{x_1, \ldots, x_{m-1} \in \mathbb{R}} \det(\mathcal{A}^{k,\ell}) e^{-\frac{m-1}{2} \sum_{i=1}^{m-1} x_i^2} \, dx_1 \ldots dx_{m-1},
\]
so that
\[
\Theta = \sqrt{2\pi} \sum_{1 \leq k < \ell \leq 2m} (-1)^{k+\ell}(G_k(u)P_\ell(u) - G_\ell(u)P_k(u)) \Xi(\{0, k, \ell\}). \tag{4.12}
\]
Applying the Lemma 4.2 yields
\[
\Xi(\{0, k, \ell\}) = \begin{cases} (m-1)!2^{m-1} \det(\Gamma_{i,j}^{i,j}), & \text{if } \{k, \ell\} = \{2i-1, 2j\}, i \leq j. \\ -(m-1)!2^{m-1} \det(\Gamma_{i,j}^{i,j}), & \text{if } \{k, \ell\} = \{2i-1, 2j\}, i > j. \\ 0, & \text{else.} \end{cases}
\]
When we want to plug this into (4.12) we have to incorporate that
\[
\begin{cases}
\text{If } k = 2i-1, \ell = 2j \text{ and } k < \ell, \text{ then } i \leq j. \\
\text{If } k = 2j, \ell = 2i-1 \text{ and } k < \ell, \text{ then } i > j.
\end{cases}
\]
From this we get
\[
\Theta = (-1)^{\sqrt{2\pi}(m-1)!2^{m-1} e^{-\frac{u^2}{2} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^{i,j})(G_{2i-1}(u)P_{2j}(u) - G_{2j}(u)P_{2i-1}(u))}
\]
\[
- \sum_{1 \leq j < i \leq m} \det(\Gamma_{i,j}^{i,j})(G_{2i-1}(u)P_{2j-1}(u) - G_{2j-1}(u)P_{2i-1}(u))
\]

By Lemma 2.2 we have $G_k(u) = -e^{-u^2/2} P_{k-1}(u)$, $k \geq 1$, which we plug into the upper expression:
\[
\Theta = \sqrt{2\pi}(m-1)!2^{m-1} e^{-\frac{u^2}{2} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^{i,j})(P_{2i-2}(u)P_{2j}(u) - P_{2j-1}(u)P_{2i-1}(u))}
\]
\[
- \sum_{1 \leq j < i \leq m} \det(\Gamma_{i,j}^{i,j})(P_{2j-1}(u)P_{2i-1}(u) - P_{2i-2}(u)P_{2j}(u))
\]
\[
= \sqrt{2\pi}(m-1)!2^{m-1} e^{-\frac{u^2}{2} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^{i,j})(P_{2i-2}(u)P_{2j}(u) - P_{2j-1}(u)P_{2i-1}(u))}
\]
\[
= \sqrt{2\pi}(m-1)!2^{m-1} e^{-\frac{u^2}{2} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^{i,j}) \det \left[ P_{2j}(u) \quad P_{2i-1}(u) \right] \det \left[ P_{2j-1}(u) \quad P_{2i-2}(u) \right]}
\]
This finishes the proof. □
Proposition 4.4. Denote the matrix

\[ \mathcal{M} = \begin{bmatrix} P_i(u) & G_i(x_j) & P_i(x_j) \\ \end{bmatrix}_{j=1,\ldots,m-1} G_i(u) \bigg| i=0,\ldots,2m-1. \]

Then

\[ \int_{x_1,\ldots,x_{m-1} \in \mathbb{R}} \det(\mathcal{M}) e^{-\sum_{i=1}^{m-1} x_i^2} \, dx_1 \ldots dx_{m-1} \]

\[ = (m-1)! 2^{m-1} e^{-\frac{u^2}{2}} \sum_{0 \leq i,j \leq m-1} \det(\Gamma^i_j) \det \begin{bmatrix} P_{2i}(u) & P_{2i+1}(u) \\ P_{2i-1}(u) & P_{2j}(u) \end{bmatrix}, \]

where the matrix \( \Gamma^i_j \) is defined as in (1.4).

Proof. The proof works similar as the proof for Proposition 4.3: Again, we denote by \( \Theta \) the quantity that we want to compute:

\[ \Theta := \int_{x_1,\ldots,x_m \in \mathbb{R}} \det(\mathcal{M}) e^{-\sum_{i=1}^{m-1} x_i^2} \, dx_1 \ldots dx_m. \]

We have

\[ \det(\mathcal{M}) = - \det \begin{bmatrix} G_i(u) & P_i(u) & [G_i(x_j) & P_i(x_j)]_{j=1,\ldots,m} \bigg| i=0,\ldots,2m-1. \]

Expanding the determinant with Laplace expansion we get

\[ \det(\mathcal{M}) = - \sum_{0 \leq k < \ell \leq 2m-1} (-1)^{k+\ell-1} (G_k(u)P_\ell(u) - G_\ell(u)P_k(u)) \det(\mathcal{A}^{k,\ell}), \]

where

\[ \mathcal{A}^{k,\ell} = \begin{bmatrix} G_i(x_1) & P_i(x_1) & \ldots & G_i(x_m) & P_j(x_m) \bigg| i=0,\ldots,2m-1, i \neq k, \ell \end{bmatrix}. \]

In the notation Lemma 4.2 of we have

\[ \Xi([k,\ell,2m]) = \int_{x_1,\ldots,x_{m-1} \in \mathbb{R}} \det(\mathcal{A}^{k,\ell}) e^{-\sum_{i=1}^{m-1} x_i^2} \, dx_1 \ldots dx_{m-1}. \]

Hence,

\[ \Theta = \sum_{0 \leq k < \ell \leq 2m-1} (-1)^{k+\ell} (G_k(u)P_\ell(u) - G_\ell(u)P_k(u)) \Xi([k,\ell,2m]). \quad (4.13) \]

By Lemma 4.2 (2) we have

\[ \Xi([k,\ell,2m]) = \begin{cases} (m-1)! 2^{m-1} \det(\Gamma^i_j), & \text{if } \{k,\ell\} = \{2j,2i+1\} \text{ and } j \leq i \\ -(m-1)! 2^{m-1} \det(\Gamma^i_j), & \text{if } \{k,\ell\} = \{2j,2i+1\} \text{ and } j > i \\ 0, & \text{else.} \end{cases} \]

When plugging this into (4.13) we must take into account that

\[ \begin{cases} \text{If } k = 2j, \ell = 2i+1 \text{ and } k < \ell, \text{ then } j \leq i. \\ \text{If } k = 2i+1, \ell = 2j \text{ and } k < \ell, \text{ then } j > i. \end{cases} \]
This yields
\[
\Theta = (m - 1)!2^{m-1} \left[ \sum_{0 \leq i < j \leq m-1} \det(\Gamma_{2}^{i,j}) (G_{2i+1}(u)P_{2j}(u) - G_{2j}(u)P_{2i+1}(u)) \\
- \sum_{0 \leq j \leq i \leq m-1} \det(\Gamma_{2}^{i,j}) (G_{2j}(u)P_{2i+1}(u) - G_{2i+1}(u)P_{2j}(u)) \right]
\]
\[
= m!2^{m-1} \sum_{0 \leq i,j \leq m-1} \det(\Gamma_{2}^{i,j}) (P_{2j}(u)G_{2i+1}(u) - P_{2i+1}(u)G_{2j}(u))
\]
Using from Lemma 2.2 that \( G_k(u) = -e^{-\frac{u^2}{2}} P_{k-1}(u) \), we finally obtain
\[
\Theta = (m - 1)!2^{m-1} e^{-\frac{u^2}{2}} \sum_{0 \leq i,j \leq m-1} \det(\Gamma_{2}^{i,j}) \det \begin{bmatrix} P_{2i+1}(u) & P_{2j}(u) \\ P_{2i}(u) & P_{2j-1}(u) \end{bmatrix}.
\]
This finishes the proof. \(\square\)

5 Proof of Theorem 1.6

The proof of Theorem 1.6 is an adaption of the computations in [12, Sec. 22]. Recall from (1.6) that we have put
\[
\mathcal{I}_n(u) := \mathbb{E}_{A \sim \text{GOE}(n)} |\det(A - uI_n)|, \quad \text{and} \quad \mathcal{J}_n(u) := \mathbb{E}_{A \sim \text{GOE}(n)} \det(A - uI_n),
\]
The proof of Theorem 1.6 is based on the idea to decompose \( \mathcal{I}_n(u) = (\mathcal{I}_n(u) + \mathcal{J}_n(u)) - \mathcal{J}_n(u) \) and then to compute the two summands \( \mathcal{I}_n(u) + \mathcal{J}_n(u) \) and \( \mathcal{J}_n(u) \) separately. By definition of the Gaussian Orthogonal Ensemble we have
\[
\mathcal{I}_n(u) = \frac{1}{\sqrt{2^n} \sqrt{\pi^{(n+1)/2}}} \int_{A \in \mathbb{S}^2(\mathbb{R}^n)} |\det(A - uI_n)| e^{-\frac{1}{2} \|A\|^2_F} dA.
\]
By [13, Theorem 3.2.17], the density of the (ordered) eigenvalues \( \lambda_1 \leq \ldots \leq \lambda_n \) of \( A \sim \text{GOE}(n) \) is given by
\[
\frac{n(n+1)}{2} \prod_{i=1}^{n} \Gamma \left( \frac{1}{2} \right) \Delta(\lambda) e^{-n} \sum_{i=1}^{n} \lambda_i^2 \mathbf{1}_{\{\lambda_1 \leq \ldots \leq \lambda_n\}},
\]
where \( \Delta(\lambda) := \prod_{1 \leq i < j \leq n} (\lambda_j - \lambda_i) \) and \( \mathbf{1}_{\{\lambda_1 \leq \ldots \leq \lambda_n\}} \) is the characteristic function of the set \( \{\lambda_1 \leq \ldots \leq \lambda_n\} \). This implies
\[
\mathcal{I}_n(u) = \frac{1}{\sqrt{2^n} \prod_{i=1}^{n} \Gamma \left( \frac{1}{2} \right)} \int_{\lambda_1 \leq \ldots \leq \lambda_n} \Delta(\lambda) e^{-n} \sum_{i=1}^{n} \lambda_i^2 \prod_{i=1}^{n} |\lambda_i - u| \, d\lambda_1 \ldots d\lambda_n. \tag{5.1}
\]
Similarly,
\[
\mathcal{J}_n(u) = \frac{1}{\sqrt{2^n} \prod_{i=1}^{n} \Gamma \left( \frac{1}{2} \right)} \int_{\lambda_1 \leq \ldots \leq \lambda_n} \Delta(\lambda) e^{-n} \sum_{i=1}^{n} \lambda_i^2 \prod_{i=1}^{n} (\lambda_i - u) \, d\lambda_1 \ldots d\lambda_n. \tag{5.2}
\]
In the remainder of the section we put \( \lambda_0 := -\infty \) and
\[
e_n := \frac{1}{\sqrt{2^n} \prod_{i=1}^{n} \Gamma \left( \frac{1}{2} \right)}.
\]
Then, we can write (5.1) as

\[ I_n(u) = c_n \sum_{j=0}^{n} (-1)^j \int_{\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_j \leq u} \Delta(\lambda) e^{-\sum_{i=1}^{j} \frac{\lambda_i^2}{2}} \prod_{i=1}^{n} (\lambda_i - u) \ d\lambda_1 \cdots d\lambda_n \]

and (5.2) as

\[ J_n(u) = c_n \sum_{j=0}^{n} \int_{\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_j \leq u} \Delta(\lambda) e^{-\sum_{i=1}^{j} \frac{\lambda_i^2}{2}} \prod_{i=1}^{n} (\lambda_i - u) \ d\lambda_1 \cdots d\lambda_n. \]

Hence,

\[ I_n(u) + J_n(u) = 2c_n \sum_{j=0}^{n} \int_{\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_j \leq u} \Delta(\lambda) e^{-\sum_{i=1}^{j} \frac{\lambda_i^2}{2}} \prod_{i=1}^{n} (\lambda_i - u) \ d\lambda_1 \cdots d\lambda_n \]

(5.3)

We write \( \Delta(\lambda) \prod_{i=1}^{n} (\lambda_i - u) \) as a Vandermonde determinant:

\[ \Delta(\lambda) \prod_{i=1}^{n} (\lambda_i - u) = \prod_{1 \leq i < j \leq n} (\lambda_j - \lambda_i) \prod_{i=1}^{n} (\lambda_i - u) = \det [u^k \ \lambda_i^j \ \ldots \ \lambda_i^n]_{k=0, \ldots, n}. \]

Since we may add arbitrary multiple of rows to other rows of a matrix without changing its determinant, we have

\[ \Delta(\lambda) \prod_{i=1}^{n} (\lambda_i - u) = \det [P_k(u) \ P_k(\lambda_1) \ \ldots \ P_k(\lambda_n)]_{k=0, \ldots, n}, \]

(5.4)

where the \( P_k(x) \), \( k = 0, 1, \ldots, n \), are the Hermite polynomials from (2.16). Plugging this into (5.3) shows that \( I_n(u) + J_n(u) \) is equal to

\[ 2c_n \sum_{j=0}^{n} \int_{\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_j \leq u} \det [P_k(u) \ P_k(\lambda_1) \ \ldots \ P_k(\lambda_n)]_{k=0, \ldots, n} e^{-\sum_{i=1}^{n} \frac{\lambda_i^2}{2}} \ d\lambda_1 \cdots d\lambda_n \]

(5.5)

We now distinguish the cases \( n \) even and \( n \) odd.

### 5.1 The case when \( n = 2m \) is even

Recall from (2.17) that we have put

\[ G_k(x) = \int_{-\infty}^{x} P_k(y) e^{-\frac{y^2}{2}} \ dy \]

Observe that each \( \lambda_i \) appears in exactly one column on the right hand side of (5.4). Integrating over \( \lambda_1, \lambda_3, \lambda_5, \ldots \) in (5.5) therefore yields

\[ I_{2m}(u) + J_{2m}(u) = 2c_{2m} \sum_{j=0}^{m} \int_{\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{2j} \leq u} \det(\lambda_j) e^{-\sum_{i=1}^{m} \frac{\lambda_i^2}{2}} \ d\lambda_2 \cdots d\lambda_{2m} \]

(5.6)
where $X$ is the matrix

$$X_j = \begin{bmatrix} P_k(u) & G_k(\lambda_{2i}) - G_k(\lambda_{2i-2}) & P_k(\lambda_{2i}) \\ \vdots & \vdots & \vdots \\ G_k(\lambda_{2i}) - G_k(\lambda_{2i-2}) & P_k(\lambda_{2i}) \end{bmatrix}_{i=1, \ldots, j} \begin{bmatrix} P_k(u) & G_k(\lambda_{2j+2}) - G_k(\lambda_{2j+4}) & P_k(\lambda_{2j+2}) \\ \vdots & \vdots & \vdots \\ G_k(\lambda_{2j}) - G_k(\lambda_{2j-2}) & P_k(\lambda_{2j+2}) \end{bmatrix}_{i=j+2, \ldots, m} = 0 \in \mathbb{R}^{(2m+1) \times (2m+1)}.$$

Adding the first column of $X_j$ to its third column, and the result to the fifth column and so on, does not change the value of the determinant. Hence, $\det(X_j) = \det(Y_j)$, where

$$Y_j := \begin{bmatrix} P_k(u) & G_k(\lambda_{2i}) & P_k(\lambda_{2i}) \\ \vdots & \vdots & \vdots \\ G_k(\lambda_{2i}) & G_k(\lambda_{2i+2}) - G_k(\lambda_{2i+2}) & P_k(\lambda_{2i}) \end{bmatrix}_{i=1, \ldots, j} \begin{bmatrix} P_k(u) & G_k(\lambda_{2i+2}) & P_k(\lambda_{2i+2}) \\ \vdots & \vdots & \vdots \\ G_k(\lambda_{2j}) & G_k(\lambda_{2j+2}) - G_k(\lambda_{2j+2}) & P_k(\lambda_{2j+2}) \end{bmatrix}_{i=j+1, \ldots, m} = 0 \in \mathbb{R}^{(2m+1) \times (2m+1)}.$$

Observe that each $\lambda_{2i}$ appears exactly twice in $\det(Y_j)$. Hence, making a change of variables by interchanging $\lambda_{2i}$ and $\lambda_{2i'}$ for any two $i, i'$ does not change the value of the determinant of $Y_j$. Writing $x_i := \lambda_{2i}$, for $1 \leq i \leq m$, we therefore have

$$I_{2m}(u) + J_{2m}(u) = \frac{2c_{2m}}{m!} \sum_{j=0}^{m} \binom{m}{j} \int_{u \leq x_j \leq \lambda} \det(Y_j) e^{-\sum_{i=1}^{m} x_i^2} \, dx_1 \ldots dx_m, \quad (5.7)$$

Using the multilinearity of the determinant we can write $\det(Y_j)$ as a sum of determinants of matrices, each of which has as double columns either $G_k(x_i)$ or $-G_k(x_i)$. Observe that whenever the double column $-G_k(u) P_k(x_i)$ appears twice in a matrix the corresponding determinant equals zero. Moreover, we may interchange the double columns as we wish without changing the value of the determinant. All this yields

$$\det(Y_j) = \det(K) - (m-j) \det(L), \quad (5.8)$$

where the matrices $K, L \in \mathbb{R}^{(2m+1) \times (2m+1)}$ are defined as

$$K = \begin{bmatrix} P_k(u) & G_k(x_i) \\ \vdots & \vdots \\ G_k(x_i) & P_k(x_i) \end{bmatrix}_{i=1, \ldots, m}, \quad L = \begin{bmatrix} P_k(u) & G_k(x_i) \\ \vdots & \vdots \\ G_k(x_i) & P_k(x_i) \end{bmatrix}_{i=1, \ldots, m-1}.$$

Note that $K e^{-\sum_{i=1}^{m} x_i^2}$ is invariant under any permutations of the $x_i$. We may apply Lemma 4.1 to conclude that

$$\frac{2c_{2m}}{m!} \sum_{j=0}^{m} \binom{m}{j} \int_{u \leq x_j \leq \lambda} \det(K) e^{-\sum_{i=1}^{m} x_i^2} \, dx_1 \ldots dx_m = \frac{2c_{2m}}{m!} \int_{x_1, \ldots, x_m \in \mathbb{R}} \det(K) e^{-\sum_{i=1}^{m} x_i^2} \, dx_1 \ldots dx_m$$

$$= 2c_{2m} \int_{\lambda_1, \ldots, \lambda_m \in \mathbb{R}} \det \left[ P_k(u) P_k(\lambda_1) \ldots P_k(\lambda_{2m}) \right]_{k=0, \ldots, 2m} - \sum_{i=1}^{2m} \lambda_i^2 \, d\lambda_1 \ldots d\lambda_{2m}$$

$$= 2c_{2m} \int_{\lambda_1, \ldots, \lambda_m \in \mathbb{R}} \left[ \prod_{i=1}^{2m} (\lambda_i - u) \right] \Delta(\lambda) e^{-\sum_{i=1}^{2m} \lambda_i^2} \, d\lambda_1 \ldots d\lambda_m$$

$$= 2c_{2m} \int_{\lambda_1, \ldots, \lambda_m \in \mathbb{R}} \left[ \prod_{i=1}^{2m} (\lambda_i - u) \right] \Delta(\lambda) \, d\lambda_1 \ldots d\lambda_m$$

$$= 2F_m(u),$$
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Finally, we substitute $i, j$ where the matrix $\Gamma$ obtain the fifth line by (5.4) and the last line by (5.2). Combining this with (5.7) and (5.8) we get

$$I_{2m}(u) = (I_{2m}(u) + J_{2m}(u)) - J_{2m}(u)$$

$$= J_{2m}(u) - \frac{2c_{2m}}{m!} \sum_{j=0}^m \binom{m}{j} \int_{u \leq x_1, \ldots, x_m} (m - j) \det(L) e^{-\sum_{i=1}^m \frac{x_i^2}{2}} \, dx_1 \ldots dx_m$$

$$= J_{2m}(u) - \frac{2c_{2m}}{(m - 1)!} \sum_{j=0}^{m-1} \binom{m-1}{j} \int_{u \leq x_1, \ldots, x_m} \det(L) e^{-\sum_{i=1}^m \frac{x_i^2}{2}} \, dx_1 \ldots dx_m$$

The function $\det(L) e^{-\sum_{i=1}^m \frac{x_i^2}{2}}$ is invariant under permuting $x_1, \ldots, x_{m-1}$ (excluding $x_m$). Therefore, we can apply Lemma 4.1 to obtain

$$I_{2m}(u) = J_{2m}(u) - \frac{2c_{2m}}{(m - 1)!} \int_{u \leq x_1, \ldots, x_{m-1} \in \mathbb{R}} \left[ \int_{x_m = u}^{\infty} \det(L) e^{-\sum_{i=1}^m \frac{x_i^2}{2}} \, dx_m \right] e^{-\sum_{i=1}^{m-1} \frac{x_i^2}{2}} \, dx_1 \ldots dx_{m-1}.$$  

Furthermore, $x_m$ appears in one single column in $L$. Integrating over $x_m$ in therefore shows that

$$\int_{x_m = u}^{\infty} \det(L) e^{-\sum_{i=1}^m \frac{x_i^2}{2}} \, dx_m = \det[P_k(u) \begin{bmatrix} G_k(x_i) & P_k(x_i) \end{bmatrix}]_{i=1,\ldots,m-1} G_k(u) G_k(\infty) - G_k(u)_{k=0,\ldots,2m}$$

and

$$= \det[P_k(u) \begin{bmatrix} G_k(x_i) & P_k(x_i) \end{bmatrix}]_{i=1,\ldots,m-1} G_k(u) G_k(\infty)_{k=0,\ldots,2m}.$$  

Let us denote by $M$ the last matrix:

$$M := \begin{bmatrix} P_k(u) & G_k(x_i) & P_k(x_i) \end{bmatrix}_{i=1,\ldots,m-1} G_k(u) G_k(\infty)_{k=0,\ldots,2m} \in \mathbb{R}^{(2m+1) \times (2m+1)}.$$  

From Proposition 4.3 we get

$$\int_{x_1, \ldots, x_{m-1} \in \mathbb{R}} \det(M) e^{-\sum_{i=1}^{m-1} \frac{x_i^2}{2}} \, dx_1 \ldots dx_{m-1}$$

$$= \sqrt{2\pi}(m - 1)! 2^{m-1} \frac{u^2}{2} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^1) \det \begin{bmatrix} P_{2j}(u) & P_{2j-1}(u) \ P_{2j-1}(u) & P_{2j-2}(u) \end{bmatrix}.$$  

where the matrix $\Gamma_{i,j}^1$ is defined as in (1.4). Altogether, we therefore have

$$I_{2m}(u) = J_{2m}(u) - c_{2m} \sqrt{2\pi} 2^m e^{-\frac{u^2}{2}} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^1) \det \begin{bmatrix} P_{2j}(u) & P_{2j-1}(u) \ P_{2j-1}(u) & P_{2j-2}(u) \end{bmatrix}.$$  

Finally, we substitute $c_{2m} = \left(2^m \prod_{i=1}^{2m} \Gamma \left(\frac{i}{2}\right)\right)^{-1}$ and put the minus into the determinant to obtain

$$I_{2m}(u) = J_{2m}(u) + \frac{\sqrt{2\pi} e^{-\frac{u^2}{2}}}{\prod_{i=1}^{2m} \Gamma \left(\frac{i}{2}\right)} \sum_{1 \leq i,j \leq m} \det(\Gamma_{i,j}^1) \det \begin{bmatrix} P_{2j-1}(u) & P_{2j}(u) \ P_{2j-2}(u) & P_{2j-1}(u) \end{bmatrix}.$$  

This finishes the proof. $\square$  
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5.2 The case when $n = 2m - 1$ is odd

We proceed as in the preceding section and can therefore be brief in our explanations. In (5.5) we integrate over all the $\lambda_i$ with $i$ odd to obtain

$$I_{2m-1}(u) + J_{2m-1}(u) = 2c_{2m-1} \sum_{j=0}^{m-1} \int_{x_1 \leq x_2 \leq \ldots \leq x_j \leq u} \det(\mathcal{X}_j) e^{- \sum_{i=1}^{m-1} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-1}, \quad (5.10)$$

where $x_i := y_{2i}$, $1 \leq i \leq m - 1$ and $\mathcal{X}_j$ is the matrix

$$\mathcal{X}_j = \left[ P_k(u) \quad [G_k(x_i) - G_k(x_{i-1}) \quad P_k(x_i)]_{i=1, \ldots, j} \quad [G_k(x_{j+1}) - G_k(u) \quad P_k(x_{j+1})] \quad \ldots \quad [G_k(x_i) - G_k(x_{i-1}) \quad P_k(x_i)]_{i=j+2, \ldots, m-1} \quad G_k(\infty) - G_k(x_{m-1}) \right]_{k=0, \ldots, 2m-1}.$$

We have

$$\det(\mathcal{X}_j) = \det(\mathcal{Y}_j),$$

where

$$\mathcal{Y}_j = \left[ P_k(u) \quad [G_k(x_i) - G_k(u) \quad P_k(x_i)]_{i=1, \ldots, j} \quad \ldots \quad [G_k(x_i) - G_k(u) \quad P_k(x_i)]_{i=j+1, \ldots, m-1} \quad G_k(\infty) - G_k(u) \right]_{k=0, \ldots, 2m-1}.$$

Permuting $x_1, \ldots, x_j$ or permuting $x_{j+1}, \ldots, x_m$ does not change the value of $\det(\mathcal{Y}_j)$. Hence, $I_{2m-1}(u) + J_{2m-1}(u)$ is equal to

$$\frac{2c_{2m-1}}{(m-1)!} \sum_{j=0}^{m-1} \binom{m-1}{j} \int_{x_1 \leq \ldots \leq x_j \leq u} \det(\mathcal{Y}_j) e^{- \sum_{i=1}^{m-1} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-1},$$

Using the multilinearity of the determinant we have

$$\det(\mathcal{Y}_j) = \det(\mathcal{K}) - \det(\mathcal{M}) - (m-1-j) \det(\mathcal{L}),$$

where $\mathcal{K}, \mathcal{M}, \mathcal{L} \in \mathbb{R}^{2m \times 2m}$ are the matrices defined by

$$\mathcal{K} = \left[ P_k(u) \quad [G_k(x_i) \quad P_k(x_i)]_{i=1, \ldots, m-1} \quad G_k(\infty) \right]_{k=0, \ldots, 2m-1},$$

$$\mathcal{M} = \left[ P_k(u) \quad [G_k(x_i) \quad P_k(x_i)]_{i=1, \ldots, m-1} \quad G_k(u) \right]_{k=0, \ldots, 2m-1},$$

$$\mathcal{L} = \left[ P_k(u) \quad [G_k(x_i) \quad P_k(x_i)]_{i=1, \ldots, m-2} \quad G_k(u) \quad P_k(x_{m-1}) \quad G_k(\infty) - G_k(u) \right]_{k=0, \ldots, 2m-1}.$$

Integrating $\int_{x_{m-1} > u} \det(\mathcal{L}) e^{- \frac{\sum_{i=1}^{m-1} x_i^2}{2}} dx$ replaces the $P_k(x_{m-1})$ in $\mathcal{L}$ by $G_k(\infty) - G_k(u)$. Hence, this integral is equal to

$$\det\left[ P_k(u) \quad [G_k(x_i) \quad P_k(x_i)]_{i=1, \ldots, m-2} \quad G_k(u) \quad G_k(\infty) - G_k(u) \quad G_k(\infty) - G_k(u) \right]_{k=0, \ldots, 2m-1},$$

which is equal to zero, because it has two columns which are equal. Therefore, we have

$$\sum_{j=0}^{m-1} \binom{m-1}{j} \int_{u \leq x_{j+1}, \ldots, x_{m-1}} (m-1-j) \det(\mathcal{L}) e^{- \sum_{i=1}^{m-1} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-1}$$

$$= \sum_{j=0}^{m-1} \binom{m-1}{j} \int_{u \leq x_{j+1}, \ldots, x_{m-2}} \left[ \int_{x_{m-1} = u}^{\infty} \det(\mathcal{L}) e^{- \frac{\sum_{i=1}^{m-1} x_i^2}{2}} dx_{m-1} \right] e^{- \sum_{i=1}^{m-2} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-2}$$

$$= 0.$$
Altogether, we have that $\mathcal{I}_{2m-1}(u) + \mathcal{J}_{2m-1}(u)$ is equal to

$$\frac{2c_{2m-1}}{(m-1)!} \sum_{i=0}^{m-1} \binom{m-1}{i} \int_{x_1, \ldots, x_{m-1} \leq u} (\det(K) + \det(M)) e^{-\sum_{i=1}^{m-1} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-1}$$

By construction, both $\det(K)$ and $\det(M)$ are invariant under any permutation of the $x_i$. We may apply Lemma 4.1 to get

$$\mathcal{I}_{2m-1}(u) + \mathcal{J}_{2m-1}(u) = \frac{2c_{2m-1}}{(m-1)!} \int_{x_1, \ldots, x_{m-1} \in \mathbb{R}} (\det(K) - \det(M)) e^{-\sum_{i=1}^{m-1} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-1}$$

Similar to (5.9) we deduce that

$$\mathcal{I}_{2m-1}(u) = (\mathcal{I}_{2m-1}(u) + \mathcal{J}_{2m-1}(u)) - \mathcal{J}_{2m-1}(u) = \mathcal{J}_{2m-1}(u) - \frac{2c_{2m-1}}{(m-1)!} \int_{x_1, \ldots, x_{m-1} \in \mathbb{R}} \det(M) e^{-\sum_{i=1}^{m-1} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-1}$$

By Proposition 4.4 we have

$$\int_{x_1, \ldots, x_{m-1} \in \mathbb{R}} \det(M) e^{-\sum_{i=1}^{m-1} \frac{x_i^2}{2}} dx_1 \ldots dx_{m-1} = (m-1)! 2^{m-1} e^{-\frac{u^2}{2}} \sum_{0 \leq i, j \leq m-1} \det(\Gamma_{i,j}^{(2)}) \det \begin{bmatrix} P_{2i+1}(u) & P_{2j}(u) \\ P_{2i}(u) & P_{2j-1}(u) \end{bmatrix},$$

where the matrix $\Gamma_{i,j}^{(2)}$ is defined as in (1.4). Combining this equation with (5.11), substituting $c_{2m-1} = \sqrt{2} \left(2^m \prod_{i=1}^{2m-1} \Gamma \left(\frac{i}{2}\right)\right)^{-1}$ and putting the minus into the determinant we get

$$\mathcal{I}_{2m-1}(u) = \mathcal{J}_{2m-1}(u) + \frac{\sqrt{2} e^{-\frac{u^2}{2}}}{\prod_{i=1}^{2m-1} \Gamma \left(\frac{i}{2}\right)} \sum_{0 \leq i, j \leq m-1} \det(\Gamma_{i,j}^{(2)}) \det \begin{bmatrix} P_{2j}(u) & P_{2i+1}(u) \\ P_{2j-1}(u) & P_{2i}(u) \end{bmatrix}.$$ 

This finishes the proof. \qed
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A  Sage code to compute $E(n, p)$

Below is the code for two SAGE scripts, that compute $E(2m+1, p)$ and $E(2m, p)$, respectively.

```python
# The case $n = 2m+1$ is odd: Compute $A$ and $A_1$, so that $E(n, p)=1+A$  
# (A is the factor in front of the sum and $A_1$ is the sum)
# define the variables
p,m,n,i,j,x=var('p,m,n,i,j,x');
# Set the value of $m$
m=2; n=2*m+1;
# compute $A$
A(p)=sqrt(p)+sqrt((p-1)*(n-2)+sqrt(3*p-2)/prod(gamma(i/2) for i in (1..n)));
# compute the determinants of the Gamma matrices
G1=matrix(m, lambda i,j : gamma(i+j+1/2));
G2=matrix(m, lambda i,j : gamma(i+j+3/2));
# compute $A_1$
A1(p)=G1.det();
# compute $E(n, p)$
E_n_odd(p)=A(p)+A1(p);
print(E_n_odd(p)) # prints the formula (wrap 'latex()' around it to get tex code)

# The case $n = 2m$ is even: Compute $B$, $B_1$, $B_2$ and $B_3$, so that $E(n, p)=B+(B_1-B_2+B_3)$  
# (B is the factor in front of the sum and $B_1-B_2+B_3$ is the sum)
# define the variables
p,m,n,i,j,x=var('p,m,n,i,j,x');
# Set the value of $m$
m=2; n=2*m;
# compute $B$
B(p)=sqrt(p-1)*(n-2)+sqrt(3*p-2)/prod(gamma(i/2) for i in (1..n)));
# compute the determinants of the Gamma matrices
G1=matrix(m, lambda i,j : gamma(i+j+1/2));
G2=matrix(m, lambda i,j : gamma(i+j+3/2));
# compute $B_1$
B1(p)=G2[0,0].simplify_hypergeometric();
# compute $B_2$
B2(p)=sum(G2[i,j].simplify_hypergeometric() for (i,j) in L);
# compute $B_3$
B3(p)=sum(G2[i,j].simplify_hypergeometric() for (i,j) in L);
# compute $E(n, p)$
E_n_even(p)=B(p) - (B1(p)-B2(p)+B3(p));
print(E_n_even(p)) # prints the formula (wrap 'latex()' around it to get tex code)
```

29