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**Abstract**

Deep Ensemble Convolutional Neural Networks has become a methodology of choice for analyzing medical images with a diagnostic performance comparable to a physician, including the diagnosis of Diabetic Retinopathy. However, commonly used techniques are deterministic and are therefore unable to provide any estimate of predictive uncertainty. Quantifying model uncertainty is crucial for reducing the risk of misdiagnosis. A reliable architecture should be well-calibrated to avoid overconfident predictions. To address this, we propose a UATTA-ENS: Uncertainty-Aware Test-Time Augmented Ensemble Technique for 5 Class PIRC Diabetic Retinopathy Classification to produce reliable and well-calibrated predictions. Implementation is available at [https://github.com/ptnv-s/UATTA-ENS](https://github.com/ptnv-s/UATTA-ENS).

1 **Introduction and Previous Works**

In recent years, there has been rapid advancement in the field of Deep Learning; subsequently, enormous headway has been made in applying computer vision techniques to medical imaging [8][24]. Different algorithms have been developed and fine-tuned for various diseases [20][14]. A critical problem in biomedical image analysis is the occurrence of batch effects [19], which are differences introduced through technological artifacts among different subsets of data. Sample handling and data collecting techniques make applying computer vision algorithms to data from different pathological labs problematic, which is an essential step in developing ML models.

Diabetic Retinopathy (DR) is a common disease that causes vision loss or, in some cases, even blindness among people with diabetes, affecting 415 million people [27]. Automated detection of DR is essential to limit the progression of DR by conducting early diagnoses on diabetic patients, as the normal procedure by ophthalmologists demands many resources. Therefore, the interest in...
employing deep neural networks to automatically classify Diabetic Retinopathy has grown over the past few years [10][7].

A well-calibrated classifier would place less probability mass on uncertain classes. The issue of uncertainty estimation is especially important in the medical domain in order to trust confident model predictions for screening automation and referring uncertain cases for manual intervention of a medical expert [25]. Bayesian probability theory offers a sound mathematical framework to design machine learning models with an inherent and explicit notion of uncertainty [34]. Instead of resulting in a single per-class probability, such models can estimate the moments of the output distribution for every class, including mean and variance.

Multiple probabilistic and Bayesian methods such as [9][4][11][3][18][33][23] and non-Bayesian methods such as [22][28][7] and [5] have been proposed to quantify the uncertainty estimates. The ensemble of networks can further improve the performance of models. There has been some work on incorporating uncertainty where ensemble methods [15] learned multiple tasks by using the uncertainty predicted as weights for the losses of each of the models, thus outperforming individual models trained on each task. Non-Bayesian alternatives can offer simpler yet effective means to quantify the uncertainties of DNNs. While the ensemble approach is simple and easy to implement, it is typically costly to work with many networks during training and inference. Here, we introduce a reliable end-to-end framework for the classification of Diabetic Retinopathy fundus images that combines the concepts of TTAug [30] and UA-Ensemble [29], allowing us to obtain a reliable, well-calibrated final prediction by making the final ensemble of predictions aware of the model’s inherent uncertainty. The novelty of our approach lies in its ability to produce well-calibrated reliable results without compromising on model’s efficacy.

2 Methodology

2.1 Model Architecture

Given a training set \((x_n, y_n)_{n=1}^N\) consisting of N i.i.d. samples, we model an end-to-end architecture as depicted in Figure 1. The architecture is trained in two stages. In the first stage, four individual models are trained to classify the disease. In the second stage, we use TTAug [30] as described in section 2.2. The pre-trained models receive the augmented images as input, which they then use to produce individual classification outputs. These individual classification outputs are then ensembled using calculated uncertainty as weights to produce the final output, or \(\hat{y}\), and the entire architecture is fine-tuned over the training set.

2.2 Test-Time Augmentation

Test-time Augmentation is a technique used to improve the performance of image classification and produce well-calibrated uncertainty estimates [2][30]. The train and test images are randomly augmented, which accounts for the noise, perturbation, and quality degradation that may arise in real-world data, thus making the model more robust. The transformations used in our approach include augmentation in brightness (-0.15 < b < 0.15), saturation (0.5 < s < 2.5), hue (-0.15 < h <

Figure 1: UATTA-ENS : Model Architecture
Table 1: Test Accuracy and Uncertainty Metrics for various model architectures.

| Model Architecture       | Cohen-Kappa | ECE  | MCE   | Brier Score |
|--------------------------|-------------|------|-------|-------------|
| Baseline (ResNet-50)     | 0.65        | 0.25 | 0.57  | 0.27        |
| Ensemble                 | 0.64        | 0.15 | 0.50  | 0.16        |
| TTAug Ensemble           | 0.65        | 0.17 | 0.44  | 0.17        |
| Uncertainity Aware Ensemble | **0.68**  | 0.16 | 0.47  | 0.18        |
| UATTA-ENS                | 0.66        | **0.15** | **0.29** | **0.15**   |

0.15), and contrast (0.5 < c < 1.5) values, cropping a random portion of the image and consequently resizing it to the original dimensions, random horizontal and vertical flipping, respectively.

2.3 Uncertainty Metrics

We calculate the uncertainty estimation of the output of each model to curate an uncertainty-aware ensemble model. We use three metrics to quantify the uncertainty - Expected Calibration Error (ECE) [21], Maximum Calibration Error (MCE) [32], and Brier Score [26]. More information about them is given in Appendix A. The output prediction \( \hat{y}_i \) where \( i \in (1, N) \) is weighted with its uncertainty. For the final prediction, \( \hat{y} \), the weighted ensemble quantifies an uncertainty weighted average.

\[
\hat{y}(x_n) = \frac{\sum_{j=1}^{k} \frac{1}{\sigma_{h_j}(x_n)} \hat{y}_{h_j}(x_n)}{\sum_{j=1}^{k} \frac{1}{\sigma_{h_j}(x_n)}}
\]  

(1)

Here, \( x_n \) denotes a nth input image, \( \hat{y}_{h_j}(x_n) \) is the output of nth input image for the \( j_{th} \) model prediction, \( \sigma_{h_j} \) is estimated uncertainty corresponding to predictions from the \( j_{th} \) model prediction. The uncertainty weights are formulated by taking an inverse of the independent uncertainty metric [29]. Hence, \( \hat{y}(x_n) \) outputs the final prediction corresponding to \( n^{th} \) data point. Here the uncertainty associated with each prediction is quantified using a modified version of LLFU [16].

\[
\sigma_{h_j} = \max(0, \frac{1}{2} \log(2\pi \sigma^2(x_n))) + \frac{(y_j(x_n) - \mu(x_n))^2}{2\sigma^2(x_n)}
\]

(2)

where \( y_j(x_n) \) - denotes the prediction corresponding to \( j_{th} \) model, \( \mu(x_n) \) refers to the mode of predictions from all the models in ensemble and \( \sigma^2(x_n) \) refers to standard deviation of predictions of models in ensemble for the \( n^{th} \) data point [13].

3 Experiments

We conduct a series of experiments to study whether the architecture described in section 2.1 would be reliable in classifying the images. We use the APTOS 2019 Blindness Detection Dataset [1]. The dataset contains labelled images of human retinas exhibiting varying degrees of Diabetic Retinopathy collected in India using different medical equipment. We use 90% of the images (3,302 images) as a train set and the other 10% (360 images) as a secondary validation set. The datasets consist of colored images of the human retina and are graded using the following 5-class PIRC system for the severity scheme of Diabetic Retinopathy. Each image was graded on the 0-to-4 scale [13].

The images in the dataset have been resized to 512X512 and normalized. The black background of the images has been removed to focus more on the fundus image [12]. We have used four models in the ensemble. All the models used had ResNet-50 architecture with a sigmoid activation function used at the final linear layer. Each of these four pre-trained models was trained on random seeds and was ran for 50 epochs. We also use Stochastic Gradient Descent Optimization with a learning rate of 0.0001 and the weighted cross-entropy Loss to account for the severe class imbalance in the dataset.

4 Results

We evaluate the results over a fixed test set for the experiments. The DR grading performance is evaluated using Cohen’s quadratic weighted Kappa (\( \kappa \)) to measure the inter-rater agreement in ordinal multi-class problems [31]. More on this in Appendix A.1.1. We observe that all the models are quite
similar in evaluation with Cohen Kappa Score as represented in Table 1. However, the uncertainty of these predictions is quite high. Also, most of these models are not well calibrated, leading to issues with the reliability models. Using our presented architecture by using TTAug 2.2 and Uncertainty Aware Ensemble 2.1 we can reduce the uncertainty of our models by making the predictions much more reliable and well-calibrated, as shown in Table 1.

5 Conclusion and Future Work

Through the proposed model architecture, we aimed to make the model’s predictions reliable and well-calibrated by making the model aware of uncertainty while ensembling predictions from multiple models and generalizing to distortions using TTAug 2.2. We believe there is potential for this model architecture to be incorporated using Bayesian methods for various tasks involving classification and regression. We hope our work helps the community and inspires further research on uncertainty-aware learning of the model as well as making more reliable models for medical diagnosis.

Broader impact statement

The approach introduced in this paper aims at tackling the issue of over-confident predictions during model outcomes for the diagnosis of Diabetic Retinopathy. Identifying Diabetic Retinopathy is one healthcare application where machine learning has already shown significant potential. However, its applications in high-stakes healthcare choices must incorporate systematic uncertainty quantification and calibration for robust evaluation. By calibrating more generalized models, this framework also significantly aids in risk appraisal, lowering the possibility of potential misdiagnosis. We hope our work advances the current onset procedure for detecting Diabetic Retinopathy while also bringing trustworthy interpretations to other medical imaging procedures.
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A Appendix

A.1 Experiments

A.1.1 Evaluation Metric

The DR grading performance is evaluated using Cohen’s quadratic weighted Kappa ($\kappa$) to measure the inter-rater agreement between raters in ordinal multi-class problems [31]. This metric penalizes discrepancies between ratings, which depend quadratically on the distance between the prediction and the ground truth, as follows:

$$QCK = 1 - \frac{\sum_i^C \sum_j^C w_{i,j} O_{i,j}}{\sum_i^C \sum_j^C w_{i,j} E_{i,j}}$$

where $C$ is the number of classes, $w$ is the weight matrix, $O$ is the observed matrix, and $E$ is the expected matrix.

A.2 Uncertainty Metrics

We use three metrics to quantify the uncertainty - Expected Calibration Error (ECE) [21], Maximum Calibration Error (MCE) [32], and Brier Score [26].

A.2.1 Expected Calibration Error

The Expected Calibration Error (ECE) [21] is a weighted average over the absolute confidence difference of the predictions of a model. It is defined as

$$ECE = \frac{1}{M} \sum_{m=1}^M |\frac{B_m}{n}| |acc(B_m) - con(B_m)|$$
where

\[ acc(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} 1(y_i = y_t) \]  
\[ \text{conf}(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} p_i \]  

where \( \text{conf}(B_m) \) is just the average confidence/probability of predictions in that bin, and \( acc(B_m) \) is the fraction of the correctly classified examples \( B_m \).

A.2.2 Maximum Calibration Error

The Maximum Calibration Error (MCE) [32] focuses more on high-risk applications where the maximum confidence difference is more important than the average. It is then defined as:

\[ MCE = \max_m |acc(B_m) - \text{conf}(B_m)| \]  

A.2.3 Brier Score

The Brier Score [26] is a strictly proper score function or scoring rule that measures the accuracy of probabilistic predictions.

\[ \text{Brier Score} = \frac{1}{n} \sum_{t=1}^{n} (f_t - o_t)^2 \]  

where \( f_t \) is the probability that was forecast, \( o_t \) is the actual outcome of the event at instance \( t \) (0 if it does not happen and 1 if it does happen), and \( N \) is the number of forecasting instances.