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The likelihood-informed subspace (LIS) method offers a viable route to reducing the dimensionality of high-dimensional probability distributions arising in Bayesian inference. LIS identifies an intrinsic low-dimensional linear subspace where the target distribution differs the most from some tractable reference distribution. Such a subspace can be identified using the leading eigenvectors of a Gram matrix of the gradient of the log-likelihood function. Then, the original high-dimensional target distribution is approximated through various forms of marginalization of the likelihood function, in which the approximated likelihood only has support on the intrinsic low-dimensional subspace. This approximation enables the design of inference algorithms that can scale sub-linearly with the apparent dimensionality of the problem. Intuitively, the accuracy of the approximation, and hence the performance of the inference algorithms, are influenced by three factors—the dimension truncation error in identifying the subspace, Monte Carlo error in estimating the Gram matrices, and Monte Carlo error in constructing marginalizations. This work establishes a unified framework to analyze each of these three factors and their interplay. Under mild technical assumptions, we establish error bounds for a range of existing dimension reduction techniques based on the principle of LIS. Our error bounds also provide useful insights into the accuracy of these methods. In addition, we analyze the integration of LIS with sampling methods such as Markov Chain Monte Carlo (MCMC) and sequential Monte Carlo (SMC). We also demonstrate the applicability of our analysis on a linear inverse problem with Gaussian prior, which shows that all the estimates can be dimension-independent if the prior covariance is a trace-class operator. Finally, we demonstrate various aspects of our theoretical claims on two nonlinear inverse problems.
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1. Introduction

Many applications in science and engineering must contend with expensive or intractable models that are typically driven by high-dimensional or even infinite-dimensional random variables. Some examples are seismic imaging [15, 40], subsurface energy [21], glaciology [46], groundwater [27, 33], electrical impedance tomography [34], and density estimation [43]. Denoting the high-dimensional random variables of interest by \( X \in \mathcal{X} \subseteq \mathbb{R}^d \), the associated target probability density often takes the form

\[
\pi(x) = \frac{1}{Z} \mu(x)f(x), \quad Z = \int \mu(x)f(x)dx,
\]

where we refer to \( Z, \mu(x), \) and \( f(x) \) as the normalization constant, the reference density and the likelihood function, respectively. In the most common scenario, the target density is the posterior defined by Bayes’ rule, the reference density is the prior, and the likelihood function is often denoted by \( f(x; y) \) for some observed data \( y \). Here we drop the dependency of \( f \) on \( y \) for brevity unless otherwise required.

In most of the aforementioned applications, the reference density \( \mu(x) \) takes a simple form, e.g. a Gaussian density or an elliptical density, so that the reference distribution, its marginal distributions, and its conditional distributions can be directly evaluated and sampled from. However, the likelihood
function \( f \), which often encodes some highly nonlinear parameter-to-observable map that represents the underlying model, may introduce complicated nonlinear interactions among parameters. When the parameter is also high-dimensional, generating samples from the target distribution using classical methods such as Markov chain Monte Carlo (MCMC) and sequential Monte Carlo (SMC) can be a computationally challenging task. The computational effort required for generating each independent sample from \( \pi(x) \) may scale super-linearly with the ambient parameter dimension \( d \).

In many high-dimensional problems, there often exists a low-dimensional “effective” or “intrinsic” dimension. Designing scalable sampling methods that can use this property has been a focus in the recent literature \([1, 2, 3, 6, 7, 8, 22, 42, 48, 49, 56]\). One effective strategy involves finding a parameter subspace \( \mathcal{X}_r \) with dimensionality \( d_r \ll d \), so that the original density with high ambient parameter dimensions can be approximated by some low-dimensional parametrization. The recently developed likelihood informed subspace (LIS) method \([18, 24, 59]\) offers a way to identify \( \mathcal{X}_r \) for high-dimensional target densities and approximates the target density via projections of the likelihood function onto \( \mathcal{X}_r \).

For sampling related problems, such projections naturally lead to MCMC and SMC computations on the reduced subspace \( \mathcal{X}_r \). As a result, this may significantly lower the computation effort compared with implementations directly targeting the ambient space \( \mathcal{X} \). In this work, we focus on the analysis of the approximation accuracy of the LIS method and its related sampling algorithms.

### 1.1. Likelihood informed subspaces

Dimension reduction techniques have been exploited to reduce the computational cost due to the parameter dimension. When the target density \( \pi(x) \) has a known covariance matrix \( \Sigma \), a common approach is to use the principal component analysis or Karhunen–Loève decomposition \([35, 39]\) that identifies the leading eigenvectors of \( \Sigma \) to define the subspace \( \mathcal{X}_r \). Then, the parameters in the complement subspace of \( \mathcal{X}_r \) are ignored in the inference problem. Other than the computational difficulties of estimating the covariance matrix for high-dimensional non-Gaussian target densities, this approach is proven to be suboptimal even for problems with Gaussian reference densities and Gaussian likelihood functions \([51]\).

Without ignoring parameters from the inference procedure, LIS exploits an alternative way to approximate target densities. The intuition underpinning the development of LIS is that the likelihood function \( f(x_r, x_\perp) \) is often effectively supported on a low-dimensional subspace \( \mathcal{X}_r \) with dimension \( d_r \ll d \). In other words, \( f \) can be approximated by a function that depends only on \( x_r \in \mathcal{X}_r \). For a given subspace \( \mathcal{X}_r \) with dimension \( d_r \), we denote its complement subspace by \( \mathcal{X}_\perp \) and define projection operators \( P_r \) and \( P_\perp \) such that \( \text{range}(P_r) = \mathcal{X}_r \) and \( \text{range}(P_\perp) = \mathcal{X}_\perp \). A parameter \( x \) can be decomposed as

\[
x = x_r + x_\perp, \quad x_r = P_r x \in \mathcal{X}_r, \quad x_\perp = P_\perp x \in \mathcal{X}_\perp.
\]

(2)

For a density \( \nu(x_r, x_\perp) \) on \( \mathbb{R}^d \), we use \( \tilde{\nu}(x_r) \) to denote its marginal on \( \mathcal{X}_r \) and \( \nu(x_\perp | x_r) \) to denote the conditional density. This way, the target density can be decomposed as

\[
\pi(x) \equiv \pi(x_r, x_\perp) = \tilde{\pi}(x_r) \pi(x_\perp | x_r),
\]

where the marginal density and the conditional density take the form

\[
\tilde{\pi}(x_r) = \frac{1}{Z} \tilde{\mu}(x_r) \int f(x_r, x_\perp) \mu(x_\perp | x_r) dx_\perp \quad \text{and} \quad \pi(x_\perp | x_r) = \frac{f(x_r, x_\perp) \mu(x_\perp | x_r)}{\int f(x_r, x_\perp) \mu(x_\perp | x_r) dx_\perp},
\]

(3)

respectively. With the assumption that the likelihood function \( f \) is effectively supported on \( \mathcal{X}_r \), the above decomposition suggests that \( \mu(x_\perp | x_r) \) can be a good approximation of \( \pi(x_\perp | x_r) \). Thus, one
can identify the subspace $\mathcal{X}_r$ and construct a suitable lower-dimensional surrogate density $\bar{\varphi}_s(x_r)$ to approximate the marginal target density $\pi(x_r)$. This allows one to approximate the full-dimensional target density by

$$\varphi_s(x_r, x_\perp) \propto \bar{\varphi}_s(x_r) \mu(x_\perp | x_r), \quad (4)$$

where the subscript $s$ in $\bar{\varphi}_s(x_r)$ and $\varphi_s(x_r, x_\perp)$ denotes the method for constructing the surrogate density, which will be specified in Section 1.2. The approximate target density $\varphi_s(x_r, x_\perp)$ can be efficiently sampled using a two-step strategy—one can first apply MCMC or SMC to generate samples $s$ where the subscript $\bar{}$ approximate the marginal target density $\bar{\varphi}_s(x_r)$, and then draw independent samples from the conditional reference density $\mu(x_\perp | x_r)$.

The identification of the subspace $\mathcal{X}_r$ is the key in constructing approximate densities in the form of (4). Several methods based on the derivative information of the likelihood function have been developed for this purpose. Some examples include the use of the Fisher information matrix $[24, 23]$, the Hessian (4). Several methods based on the derivative information of the likelihood function have been developed

$$H_0 := \int \nabla \log f(x) \nabla \log f(x)^\top \mu(x) dx,$$

$$H_1 := \int \nabla \log f(x) \nabla \log f(x)^\top \pi(x) dx. \quad (5)$$

When the gradient Gram matrix $H_k$, $k \in \{0, 1\}$, is presented, the subspace spanned by the eigenvectors of the largest eigenvalues of $H_k$ preserves most of the variations of $\nabla \log f(x)$. Thus, the first $d_r$ eigenvectors (which we will refer to as the 'leading eigenvectors') of the gradient Gram matrix can be used to construct the subspace $\mathcal{X}_r$.

Both $H_0$ and $H_1$ can be numerically estimated using Monte Carlo integration. The matrix $H_0$ can be simply estimated using independent samples drawn from the reference density $\mu(x)$. In comparison, estimation of $H_1$ is more challenging, because samples drawn from the target density $\pi(x)$ are needed. One may apply importance sampling

$$H_1 = \frac{1}{Z} \int \nabla \log f(x) \nabla \log f(x)^\top f(x) \mu(x) dx,$$

so that samples from $\mu(x)$ weighted by the likelihood function can be used to estimate $H_1$. However, the likelihood $f(x)$ may concentrate in a small region for problems with informative data, and thus the above importance sampling formula may suffer from a low effective sample size. In this case, adaptive MCMC sampling or SMC sampling can be used to estimate $H_1$. At first glance, it appears that the matrix $H_1$ is not an effective way to identify the subspace $\mathcal{X}_r$. However, our analysis explains why using $H_1$ instead of $H_0$ leads to a more accurate approximation of the subspace $\mathcal{X}_r$.

1.2. Posterior approximation via marginalization

Given a subspace $\mathcal{X}_r$, here we discuss three methods for building the lower-dimensional surrogate density. A natural choice is to use the marginal density in (3).
Definition 1.1 (Marginal likelihood). By marginalizing the likelihood function over the complement subspace $X_\perp$, one has

$$f(x_r) := \int f(x_r, x_\perp) \mu(x_\perp | x_r) dx_\perp = \mathbb{E}_\mu(f(X) | P_r X = x_r). \quad (6)$$

This yields the lower-dimensional surrogate density $\tilde{\varphi}_f(x_r) = \frac{1}{2} f(x_r) \mu(x_r)$ and the approximate target density $\tilde{\varphi}_f(x_r, x_\perp) = \tilde{\varphi}_f(x_r) \mu(x_\perp | x_r)$.

Since the low-dimensional surrogate density $\tilde{\varphi}_f(x_r)$ is equivalent to the marginal target density $\tilde{\pi}(x_r)$, the approximate target density $\tilde{\varphi}_f$ shares the same normalizing constant $Z$ with the full-dimensional target $\pi$. Closely related to the marginal likelihood approximation, we also consider the following approximations based on marginalizing the square root of the likelihood and the logarithm of the likelihood.

Definition 1.2 (Radical likelihood). Defining the square root of the likelihood by $g(x) := \sqrt{f(x)}$, the marginal function $\tilde{\varphi}_g(x_r) = \mathbb{E}_\mu(g(X) | P_r X = x_r)$ defines the lower-dimensional surrogate density

$$\tilde{\varphi}_g(x_r) = \frac{1}{Z_g} g(x_r)^2 \mu(x_r), \quad Z_g = \int g(x_r)^2 \mu(x_r) dx_r, \quad (7)$$

and the approximate target density $\tilde{\varphi}_g(x_r, x_\perp) = \tilde{\varphi}_g(x_r) \mu(x_\perp | x_r)$.

Definition 1.3 (Log-likelihood). Defining the logarithm of the likelihood by $l(x) := \log f(x)$, the marginal function $\tilde{\varphi}_l(x_r) = \mathbb{E}_\mu(l(X) | P_r X = x_r)$ defines the lower-dimensional surrogate density

$$\tilde{\varphi}_l(x_r) = \frac{1}{Z_l} \exp(l(x_r)) \mu(x_r), \quad Z_l = \int \exp(l(x_r)) \mu(x_r) dx_r, \quad (8)$$

and the approximate target density $\tilde{\varphi}_l(x_r, x_\perp) = \tilde{\varphi}_l(x_r) \mu(x_\perp | x_r)$.

Note that the combination of $\tilde{\varphi}_l$ and the subspace defined by $H_0$ is also known as the active subspace method [18] in the literature. To provide a unified discussion, here we view it as one specific scenario of the LIS. While using $\tilde{\varphi}_g$ and $\tilde{\varphi}_l$ may seem less natural than using $\tilde{\varphi}_f$, we will show in Sections 2-4 that their theoretical and computational properties differ from those of $\tilde{\varphi}_f$. We use the shorthand notation $X \sim \mu(x)$ to indicate that a random variable $X$ follows a probability distribution with the density $\mu(x)$. In practice, we can generate independent and identically distributed (i.i.d.) samples $X^i_{\perp} | X_r = x_r, i = 1, \ldots, M$, from the conditional distribution $\mu(x_\perp | x_r)$ using a map $X^i_{\perp} = T(x_r, W^i)$, where $W^i$ are i.i.d. samples describing the randomness of $X_\perp$ conditioned on $X_r$. Then the marginalization in all of the approximate likelihood functions $\tilde{f}(x_r), \tilde{g}(x_r)$, and $\tilde{l}(x_r)$ can be respectively computed by Monte Carlo integration

$$\tilde{f}^M(x_r) := \frac{1}{M} \sum_{i=1}^M f(x_r, X^i_{\perp}), \quad \tilde{g}^M(x_r) := \frac{1}{M} \sum_{i=1}^M g(x_r, X^i_{\perp}), \quad \tilde{l}^M(x_r) := \frac{1}{M} \sum_{i=1}^M l(x_r, X^i_{\perp}). \quad (9)$$

Then, we denote the corresponding Monte Carlo version of the densities by

$$\tilde{\varphi}_f^M(x_r) \propto \tilde{f}^M(x_r) \mu(x_r), \quad \tilde{\varphi}_g^M(x_r) \propto \tilde{g}^M(x_r)^2 \mu(x_r), \quad \tilde{\varphi}_l^M(x_r) \propto \exp(\tilde{l}^M(x_r)) \mu(x_r),$$

respectively, and the corresponding Monte Carlo version of the approximate target densities in a similar way.
1.3. Related work and main contributions

The use of the approximate target densities naturally introduces errors compared with solutions obtained from the full target densities. Several interconnected factors impact the approximation accuracy. Under mild assumptions, this paper aims to assess the following error sources and the performance of related sampling algorithms:

1. **Accuracy of** \( \varphi_s(x) \), \( s \in \{f, g, l\} \). In Section 2, we derive error bounds on the difference between the approximate target densities \( \varphi_s \) and the full-dimensional target \( \pi \), quantified through either estimation error of some test function or various statistical divergences. The highlight is that all these errors can all be bounded by the spectrum of \( H_0 \) or \( H_1 \). So if we have the true values of \( H_0 \) or \( H_1 \), we can find the optimal projection subspace with performance guarantees. From the results, we will also observe that the approximation error of the subspace estimated using \( H_1 \) tends to be smaller than that of the subspace estimated using \( H_0 \), and it is independent of the normalizing constant. In subspace estimation, this leads to a trade-off between \( H_0 \) and \( H_1 \): the former is easier to estimate while the latter tends to have better approximation accuracy.

2. **Monte Carlo errors of** \( \varphi_s^M(x) \), \( s \in \{f, g, l\} \). In most practical cases, each of the approximate target densities \( \varphi_s(x) \) need to be replaced by the Monte Carlo version \( \varphi_s^M(x) \) using samples drawn from the conditional reference density \( \mu(x \perp |x_r) \). In Section 3, we show that Monte Carlo averaging incurs an additional error that is about \( O(1/\sqrt{M}) \) times as large as the error of \( \varphi_s(x) \). Therefore, \( M \) can be small when the approximation error of \( \varphi_s(x) \) is moderate.

3. **Monte Carlo errors in estimating** \( H_0 \) **and** \( H_1 \). The Gram matrices \( H_0 \) and \( H_1 \) must be approximated by their Monte Carlo estimates \( \hat{H}_0 \) and \( \hat{H}_1 \), respectively. The resulting sample-averaged subspace \( \hat{X}_r \) may lead to additional approximation errors. In Section 4, we establish bounds on the errors of the approximate target densities using \( \hat{X}_r \) instead of using the true subspace \( X_r \). These bounds only depend on the dimension of \( \hat{X}_r \) and the variances of \( H_0 \) and \( H_1 \). Importantly, our bounds do not rely on eigenvalue gaps, which is a typical assumption used in dimension reduction (e.g., [18]) but may have limited practical applicability. See Remark 4.4, Figures 1 and 6, and [28] for further details.

4. **Efficiency of LIS accelerated sampling.** We can implement MCMC to draw samples from the low-dimensional surrogate density \( \varphi_s(x_r) \), and then augment the low-dimensional samples by adding samples drawn from the conditional reference density \( \mu(x \perp |x_r) \) to obtain samples from the full-dimensional approximate target density \( \varphi_s(x) \). In Section 5.1, we investigate the efficiency of this algorithm, in which Proposition 5.1 shows the overall efficiency is mostly determined by the MCMC targeting the approximate target density \( \varphi_s(x_r) \). In Section 5.2, we further investigate the connection between SMC and LIS, in particular how to use SMC to simplify the estimation of \( H_1 \).

5. **Dimension independence.** LIS methods are mostly used in high-dimensional problems, and hence it is important for the error bounds to be dimension independent. In other words, various approximation error bounds should depend only on the effective dimension \( d_r \) and some other statistics, but not on the ambient dimension \( d \). We illustrate this is indeed the case in Section 6 for a class of linear inverse problems. It also serves as a concrete example to demonstrate the efficacy of our analysis.

We provide some numerical examples on nonlinear inverse problems to further verify our results in Section 7. We allocate most of the technical proofs to the Supplementary Material.

We now discuss some related work that addresses the preceding issues. In [18], Problems 1–3 are investigated in the context of the active subspace method, which employs \( \varphi_l \) with \( X_r \) estimated from \( H_0 \), using the Hellinger distance. An analysis similar to that of [18] has also been developed for function approximation problems with \( H_0 \) in [45]. The work of [59] investigated Problems 1–3 for \( \varphi_f \).
with $\chi_r$ estimated from $H_1$ using the Kullback–Leibler (KL) divergence. For Problem 1, our analysis establishes new error bounds of $\varphi_s, s \in \{f, g\}$ with $\chi_r$ estimated from both $H_1$ and $H_0$ based on the Hellinger distance. Using the bounds on the Hellinger errors, we can establish new sharp bounds on the expected Monte Carlo errors in $\varphi_{Ms}, s \in \{f, g\}$ for Problem 2. This analysis also sheds light on the trade-off between $H_0$ and $H_1$. For the sake of completeness, we also establish the error bound of $\varphi_l$ and $\varphi_{Ml}$ with $\chi_r$ estimated from $H_0$ based on the KL divergence. Moreover, our analysis for Problem 3 does not require the eigenvalue gap condition, which is assumed in [18, 59] and not easily fulfilled in applications (see Remark 4.4, Figures 1 and 6 and [28]). Low-rank matrix approximation methods that do not require an eigenvalue gap have also been studied, e.g., in [28], but not for sample-averaged subspace estimation. Beyond Problems 1–3, our analysis also enables us to investigate Problems 4 and 5, which have practical significance but have not been previously addressed.

2. Accuracy of approximate target densities

Our starting point is to establish bounds on the errors of approximate target densities $\varphi_s(x), s \in \{f, g, l\}$ in Section 1.2. We consider two forms to quantify the approximation errors. The first way is through the estimation error. Suppose the goal is to estimate $E_\pi[h]$ for some function of interest $h$. The approximate density $\varphi_s$ yields an approximate estimate $E_{\varphi_s}[h]$ that has the estimation error

$$E_h(\pi, \varphi_s) := \left| E_\pi[h] - E_{\varphi_s}[h] \right|. \quad (10)$$

The second way is via statistical divergences, which are also known as $f$-divergences. Some popular choices include the (squared) Hellinger distance

$$D_H(\pi, \nu)^2 = \frac{1}{2} \int \left( \sqrt{\frac{\pi(x)}{\lambda(x)}} - \sqrt{\frac{\nu(x)}{\lambda(x)}} \right)^2 \lambda(x) dx,$$

where $\lambda$ is a reference density such as the Lebesgue density; and the KL divergence

$$D_{KL}(\pi, \nu) = \int \log \frac{\pi(x)}{\nu(x)} \pi(x) dx.$$

We present in Lemma A.1 a few results regarding the relationship between these divergences and their connections with the estimation error $E_h$. Various error forms can be useful for applying dimension reduction in different inference tasks, as each inference task often has its “preferred” way to quantify the error. For example, the optimization problems in transport maps [9, 41, 50] and Stein variational methods [26, 38] are formulated using the KL divergence, tensor train [20] and other approximation methods, e.g., [37], give bounds in terms of the Hellinger distance, and the min-max formulation in density estimation methods such as [54, 55, 57] relies on the estimation error in (10). Unless otherwise specified, we only consider the estimation error and statistical divergences of the full-dimensional approximate target densities $\varphi_s(x), s \in \{f, g, l\}$ rather than their lower-dimensional counterparts $\varphi_s(x_r)$. For different combinations of approximate target densities, $\varphi_s(x), s \in \{f, g, l\}$, and subspace construction methods, $H_k, k \in \{0, 1\}$, our first result discusses the a priori estimate of either $E_h(\pi, \varphi_s)$ or $D_{\cdot \cdot}(\pi, \varphi_s)$ using the subspace $\chi_r$ and spectral information of $H_k$. Intuitively, the approximation error is related to the sum of the residual eigenvalues of $H_k$, which is denoted by

$$R(\chi_r, H_k) := \text{tr}(P_\perp H_k P_\perp), \quad (11)$$
where $P_\perp$ is the projector defined in (2). Note that (11) is well defined for any linear subspace $\mathcal{X}_r$ and computable for a given $H_k$, whereas many statistical divergences do not have closed-form formulas.

To build a connection between approximation errors of $\varphi_s(x)$ and the residual function $R(\mathcal{X}_r, H_k)$, we assume the reference density $\mu(x)$ is compatible with the subspace $\mathcal{X}_r$ in the following sense:

**Assumption 2.1.** The conditional reference density $\mu(x_\perp|x_r)$ satisfies a $\kappa$-Poincaré inequality: for all $x_r$ and any $C^1$ function $h$:

$$\text{var}_{\mu(x_\perp|x_r)}(h) \leq \kappa \int \|\nabla h(x_r, x_\perp)\|^2 \mu(x_\perp|x_r) dx_\perp.$$ 

Assumption 2.1 asserts a Poincaré-type inequality that is modified for our subspace approximations. In probability theory, it is well known that Poincaré-type inequalities hold for any strongly log-concave density $\mu(x)$. We refer the readers to [10] for a summary and its connection to other inequalities such as the Brascamp–Lieb inequality [14] and the logarithmic Sobolev inequality [12, 30, 36, 44]. In the following proposition, we provide a concrete example of Assumption 2.1 for the case that $\mu(x)$ is a slight perturbation from a strongly log-concave density. A similar result can be found in [59, Corollary F.4]. We provide it here for the sake of completeness.

**Proposition 2.2.** Suppose $\mu(x) \propto \exp(-V(x) - U(x))$ and there are constants $c, B > 0$ such that

- For any $x$, the minimal eigenvalue of the Hessian $\nabla^2 V(x)$ is larger than $c$;
- The variation in $U$ is bounded in the sense that $\exp(\sup_x U(x) - \inf_x U(x)) \leq B$.

Then Assumption 2.1 holds with $\kappa = B^2/c$.

**Proof.** See Section B.1 of the Supplementary Material.

---

**Table 1.** A summary of approximation error bounds. The second column indicates the functions marginalized by the approximate target densities.

| approximation method | marginalization | approximation errors | upper bounds |
|-----------------------|----------------|----------------------|--------------|
| $H_1$ and $\varphi_f$ | $f$            | $E_h, D_{H_k}(\sqrt{D_{KL}})$ | $O(R(\mathcal{X}_r, H_1)^{1/2})$ |
| $H_1$ and $\varphi_g$ | $g = \sqrt{T}$ | $E_h, D_H$           | $O(R(\mathcal{X}_r, H_1)^{1/2})$ |
| $H_0$ and $\varphi_f$ | $f$            | $E_h, D_H$           | $O(R(\mathcal{X}_r, H_0)^{1/2})$ |
| $H_0$ and $\varphi_g$ | $g = \sqrt{T}$ | $E_h, D_H$           | $O(R(\mathcal{X}_r, H_0)^{1/2})$ |
| $H_0$ and $\varphi_l$ | $l = \log f$   | $E_h, D_H, \sqrt{D_{KL}}$ | $O(R(\mathcal{X}_r, H_0)^{1/2})$ |

Under Assumption 2.1 we will show that $E_h(\pi, \varphi_s)$ and $D(\cdot)(\pi, \varphi_s)$ can be upper bounded by a fractional power of $R(\mathcal{X}_r, H_k)$. We summarize the results in Table 1. The first row indicates that if the Gram matrix $H_1$ and the approximate density $\varphi_f$ are used, then $E_h(\pi, \varphi_f)$ is bounded by $O(\sqrt{R(\mathcal{X}_r, H_1)})$. The same applies to other entries in the table. Note that we have written parentheses around $\sqrt{D_{KL}}$ for $H_1$ and $\varphi_f$, since this scenario has been analyzed in [59] under a similar
assumption. Therefore we do not discuss bounds for $D_{KL}(\pi, \varphi_f)$ and focus on other bounds that have yet to be analyzed. We first consider the approximations $(H_1, \varphi_f)$ and $(H_1, \varphi_g)$ as described in Definitions 1.1 and 1.2, respectively.

**Proposition 2.3.** For a given subspace $X_r$, the expected conditional variance of the radical likelihood function $g = \sqrt{f}$ provides the following upper bounds:

1) $D_H(\pi, \varphi_f)^2 \leq \frac{1}{Z} \int \text{var}_{\mu(x_r)}[g] \mu(x_r) dx_r.$

2) $D_H(\pi, \varphi_g)^2 \leq \frac{1}{Z} \int \text{var}_{\mu(x_r)}[g] \mu(x_r) dx_r.$

In addition, the normalizing constants $Z$ and $Z_g$ satisfy $Z \geq Z_g$.

**Proof.** See Section B.2 of the Supplementary Material.

**Theorem 2.4.** Suppose the approximate densities $\varphi_f$ and $\varphi_g$ are obtained using a subspace $X_r$ constructed from the matrix $H_1$. Under Assumption 2.1, we have the following:

1) The Hellinger distance between $\pi$ and $\varphi_f$ is bounded by

$$D_H(\pi, \varphi_f) \leq \frac{1}{2} \sqrt{\kappa \mathcal{R}(X_r, H_1)}. \quad (12)$$

2) The estimation error with any $L^2$ integrable function $h$ is given by

$$\mathcal{E}_h(\pi, \varphi_f) \leq \sqrt{\frac{\kappa}{2} [(E_{\pi}[h^2] + E_{\varphi_f}[h^2])] \mathcal{R}(X_r, H_1)}.$$ 

3) The above two claims also hold for the approximation $\varphi_g$.

**Proof.** See Section B.3 of the Supplementary Material.

Although the result of Theorem 2.4 claim 1) can also be obtained from Lemma A.1 claim 2) and Corollary 1 of [59] (which uses the logarithmic Sobolev inequality), our proof offers additional insights into the subspace construction. Proposition 2.3 connects the error of approximate target densities with the $\kappa$-Poincaré inequality via the expected conditional variance. This may also lead to new subspace construction techniques beyond the gradient-based methods.

**Remark 2.5.** Recalling the definitions of $H_k$, we have $H_1 \leq \frac{1}{2} \sup_x f H_0$. Thus, we have a direct corollary of Theorem 2.4 for the case where the subspace $X_r$ is constructed from the matrix $H_0$:

$$D_H(\pi, \varphi_f) \leq \frac{1}{2} \sqrt{\frac{\kappa \sup_x f}{Z} \mathcal{R}(X_r, H_0)}, \quad D_H(\pi, \varphi_g) \leq \frac{1}{2} \sqrt{\frac{\kappa \sup_x f}{Z} \mathcal{R}(X_r, H_0)}. \quad (13)$$

Similar bounds for the $L^2$ distance between $\log \varphi_1$ and $\log \pi$ assuming $\sup_x f = 1$ can be found in Theorem 3.1 [18] with a more complicated pre-constant. In problems where the likelihood function $f$ concentrates in a small region, the associated normalizing constant $Z$ can be small. This way, the constant on the right-hand side of (13) can have a large value. In contrast, the only constant in (12) is $\kappa$, which is of value 0.5 when the reference density is the standard Gaussian distribution. This partially explains why using $H_0$ can be suboptimal. Following this observation, we predict that the reduced subspace from $H_1$ will perform better than the one from $H_0$, especially when the likelihood function has concentrated support. This will be verified in our numerical examples.
For the approximate target density $\varphi_l$, one can obtain bounds on the associated approximation errors only if the matrix $H_0$ is used to construct the subspace. In contrast, for the approximate target densities $\varphi_f$ and $\varphi_g$, error bounds can be obtained using both $H_1$ and $H_0$. See Table 1. The error bounds for $\varphi_f$ are in general weaker than those for $\varphi_l$ and $\varphi_g$—they depend on additional constants that can take large values and the exponent of $R(\mathcal{X}_r, H_0)$ in the error bounds is 1/4.

**Theorem 2.6.** Suppose the approximate density $\varphi_l$ is obtained using a subspace $\mathcal{X}_r$ constructed from the matrix $H_0$. Under Assumption 2.1, we have the following:

1) The error in KL-divergence is bounded by

$$D_{KL}(\pi, \varphi_l) \leq \frac{\sqrt{R(f)}2\mu}{Z} \sqrt{R(\mathcal{X}_r, H_0)}, \quad \|f\|_{2,\mu} := \sqrt{\int f^2(x)\mu(x)dx} \geq Z.$$

This also leads to an upper bound in Hellinger distance, since $D_H(\pi, \varphi_l) \leq \frac{1}{2} D_{KL}(\pi, \pi_l)$.

2) The estimation error is bounded by

$$|\mathbb{E}_\pi[h] - \mathbb{E}_{\varphi_l}[h]| \leq (\mathbb{E}_\pi[h^2] + \mathbb{E}_{\varphi_l}[h^2])^{1/2} \sqrt{\frac{\|f\|_{2,\mu}}{Z} (\kappa R(\mathcal{X}_r, H_0))^{1/4}}.$$

**Proof.** See Section B.4 of the Supplementary Material.

3. Monte Carlo error of approximate target densities

To construct the approximate densities $\varphi_s, s \in \{f, g, l\}$, the marginalization in the lower-dimensional likelihood approximations (cf. Definitions 1.1–1.3) often needs to be computed by Monte Carlo integration, where i.i.d. samples $X^i_{\perp} | X_r = x_r, i = 1, \ldots, M$, drawn from the conditional reference density $\mu(x_{\perp} | x_r)$ are used. To estimate the expected errors of the Monte Carlo version of the approximate densities, denoted by $\varphi^M_s, s \in \{f, g, l\}$, we consider the expectation of some function in the form of

$$h^M := \int h(x_r, X^1_{\perp}, \ldots, X^M_{\perp})\hat{\mu}(x_r)dx_r.$$

By generating conditional samples from $\mu(x_{\perp} | x_r)$ using a map $X_{\perp} = T(x_r, W)$, where $W \sim \nu(w)$, we can express the expectation of $h^M$ over all possible outcomes of $X^i_{\perp} | X_r = x_r, i = 1, \ldots, M$, as

$$\mathbb{E}_M[h^M] := \int \cdots \int h(x_r, T(x_r, w^1), \ldots, T(x_r, w^M))\hat{\mu}(x_r)dx_r (\prod_{i=1}^M \nu(w^i))dw^1 \cdots dw^M,$$

in order to remove the conditional dependency of $X^i_{\perp}$ on $X_r$ in the expectation. The following theorems reveal the accuracy of the sample-averaged approximate densities $\varphi^M_g$.

**Theorem 3.1.** Suppose the approximate densities $\varphi_f$ and $\varphi_g$ are obtained using a subspace $\mathcal{X}_r$ constructed from the matrix $H_1$. Under Assumption 2.1, the following bounds hold:

1) The expected Hellinger distance between $\varphi^M_g$ and $\varphi_g$ satisfies

$$\mathbb{E}_M[D_H(\varphi^M_g, \varphi_g)] \leq \frac{\sqrt{2\kappa Z}}{\sqrt{2^gM}} \sqrt{R(\mathcal{X}_r, H_1)}.$$
Given the conditional likelihood \( f(x_{\perp} | x_r) := f(x_{\perp}, x_r) / \bar{f}(x_r) \) and \( C_f = \sup_{x_r} \sup_{x_{\perp}} f(x_{\perp} | x_r) \), then the expected Hellinger distance between \( \varphi^M_f \) and \( \varphi_f \) satisfies

\[
\mathbb{E}_M \left[ D_H(\varphi^M_f, \varphi_f) \right] \leq \frac{\sqrt{2\kappa C_f}}{\sqrt{M}} \sqrt{\mathcal{R}(\mathcal{X}_r, H_1)}.
\]

**Proof.** See Section C.1 of the Supplementary Material. \( \square \)

Note that claim 2) of Theorem 3.1 needs an additional assumption on the supremum of \( f(x_{\perp} | x_r) \), while claim 1) does not, showing the analytical advantage of \( \varphi_g \). The requirement that \( f(x_{\perp} | x_r) \) is bounded is not restrictive in practice, since the conditional likelihood is expected to be flat in the complement subspace of \( \mathcal{X}_r \). Since the Hellinger distance enjoys the triangle inequality, we have

\[
\mathbb{E}_M \left[ D_H(\varphi^M_s, \pi) \right] \leq \mathbb{E}_M \left[ D_H(\varphi^M_s, \varphi_s) \right] + D_H(\varphi_s, \pi), \quad s \in \{f, g\}.
\]

This way, Theorem 3.1 and Theorem 2.4 together reveal that the Monte Carlo averaging used in \( \varphi^M_s(x), s \in \{f, g\} \) incurs an additional error that is about \( O(1/\sqrt{M}) \) as large as the error of \( \varphi_s(x), s \in \{f, g\} \). Since the KL-divergence does not satisfy the triangle inequality, we directly establish the bound on \( \mathbb{E}_M \left[ D_{KL}(\pi, \varphi^M_l) \right] \) as follows.

**Theorem 3.2.** Suppose the approximate density \( \varphi_l \) is obtained using a subspace \( \mathcal{X}_r \) constructed from the matrix \( H_0 \). Under Assumption 2.1, the expected \( L^2 \) error of the marginalized log-likelihood is bounded by

\[
\mathbb{E}_M \left[ \left( \int (\bar{l}^M(x_r) - \bar{l}(x_r))^2 \mu(x_r) dx_r \right)^{3/2} \right] \leq \frac{\sqrt{K}}{\sqrt{M}} \sqrt{\mathcal{R}(\mathcal{X}_r, H_0)}.
\]

The expected KL-divergence of \( \pi \) from the approximation \( \varphi^M_l \) is bounded by

\[
\mathbb{E}_M \left[ D_{KL}(\pi, \varphi^M_l) \right] \leq \frac{\sqrt{K} \|f\|_{2, \mu}}{Z} \left( 1 + \frac{1}{\sqrt{M}} \right) \sqrt{\mathcal{R}(\mathcal{X}_r, H_0)}.
\]

**Proof.** See Section C.2 of the Supplementary Material. \( \square \)

Theorems 3.1 and 3.2 reveal that the sample size \( M \) does not need to be large in practice, as the error \( D(\cdot)(\varphi^M_s, \pi) \) is dominated by the projection residual \( \mathcal{R}(\mathcal{X}_r, H_0) \), which is independent of \( M \).

**4. Sample-based Gram matrix estimation**

Given a subspace \( \mathcal{X}_r \) constructed from the matrix \( H_k, k \in \{0, 1\} \), Sections 2 and 3 show that the approximation errors are bounded by \( \mathcal{R}(\mathcal{X}_r, H_k) \). Since the gradient Gram matrix \( H_k \) has to be estimated through Monte Carlo integration in practice, here we provide rigorous estimates of how the sampling error of \( H_k \) affects the overall approximation error.

We start with a general importance sampling formulation for estimating the gradient Gram matrix. Suppose we can generate i.i.d. samples \( X^i, i = 1, \ldots, m \), from a density \( \nu \), then the Monte Carlo
estimators of $H_0$ and $H_1$ are given by

$$
\hat{H}_0 = \frac{1}{m} \sum_{i=1}^{m} \nabla \log f(X^i) \nabla \log f(X^i) \mu(X^i)_{\nu(X^i)},
$$

$$
\hat{H}_1 = \frac{1}{m} \sum_{i=1}^{m} \nabla \log f(X^i) \nabla \log f(X^i) \pi(X^i)_{\nu(X^i)}.
$$

For some function $h^m(X^1, \ldots, X^m)$ where $X^i \sim \nu(x)$ are i.i.d. samples, we denote the expectation of $h^m$ over all sampling outcomes of $X^i, i = 1, \ldots, m$ by

$$
\mathbb{E}_\nu[h^m] = \int \cdots \int h(x^1, \ldots, x^m) \left( \prod_{i=1}^{m} \nu(x^i) \right) dx^1 \cdots dx^m.
$$

For example, we have $\mathbb{E}_\nu[\hat{H}_k] = H_k$. We also define the one-sample variance of the matrix estimators under the Frobenius norm $\| \cdot \|_F$ by

$$
V(H_0, \nu) := \sum_{i,j=1}^{d} \text{var}_{X \sim \nu} \left[ \partial_i \log f(X) \partial_j \log f(X) \frac{\mu(X)}{\nu(X)} \right] = m \mathbb{E}_\nu \left[ \| \hat{H}_0 - H_0 \|_F^2 \right],
$$

$$
V(H_1, \nu) := \sum_{i,j=1}^{d} \text{var}_{X \sim \nu} \left[ \partial_i \log f(X) \partial_j \log f(X) \frac{\pi(X)}{\nu(X)} \right] = m \mathbb{E}_\nu \left[ \| \hat{H}_1 - H_1 \|_F^2 \right].
$$

Recall that in the LIS procedure, the reduced subspace $\mathcal{X}_r$ is obtained as the $d_r$ dimensional leading eigensubspace of $H_k$. The associated residual is given by $\mathcal{R}(\mathcal{X}_r, H_k) = \sum_{i=d_r+1}^{d} \lambda_i(H_k)$. In practice, we can only obtain the leading eigensubspace $\hat{\mathcal{X}}_r$ generated by the sample-averaged matrix $\hat{H}_k$. Thus, we must consider alternative residuals based on $\mathcal{X}_r$ and $\hat{H}_k$. We first consider the “effective” residual $\mathcal{R}(\hat{\mathcal{X}}_r, \hat{H}_k)$, which provides upper bounds on the approximation errors induced by the estimated subspace $\hat{\mathcal{X}}_r$, as given in Table 1. Note that the true matrix $H_k$ must be used here. We aim to compare the residual $\mathcal{R}(\hat{\mathcal{X}}_r, \hat{H}_k)$ to the residual $\mathcal{R}(\mathcal{X}_r, H_k)$ to understand the impact of the sample-based estimation of the subspace $\hat{\mathcal{X}}_r$. Since we cannot compute the effective residual $\mathcal{R}(\hat{\mathcal{X}}_r, H_k)$ in practice, we must use the computable residual $\mathcal{R}(\hat{\mathcal{X}}_r, \hat{H}_k) = \sum_{i=d_r+1}^{d} \lambda_i(\hat{H}_k)$ to determine the truncation dimension $d_r$. Thus, we also aim to estimate the difference between $\mathcal{R}(\hat{\mathcal{X}}_r, H_k)$ and $\mathcal{R}(\hat{\mathcal{X}}_r, \hat{H}_k)$ to understand the reliability of the computable residual $\mathcal{R}(\hat{\mathcal{X}}_r, \hat{H}_k)$. The following variation of the Davis–Kahan Theorem [58] is useful for addressing these questions.

**Lemma 4.1.** Let $\Sigma \in \mathbb{R}^{d \times d}$ and $\hat{\Sigma} \in \mathbb{R}^{d \times d}$ be two positive semidefinite matrices. Let $\hat{\mathcal{X}}_r$ be the $d_r$-dimensional leading eigensubspace of $\hat{\Sigma}$ and $\hat{P}_\perp$ be the orthogonal projection to its complementary subspace. Then the following hold:

1) $\mathcal{R}(\hat{\mathcal{X}}_r, \Sigma) = \hat{P}_\perp \Sigma \hat{P}_\perp \leq \sum_{i=d_r+1}^{d} \lambda_i(\Sigma) + 2\sqrt{d} \| \Sigma - \hat{\Sigma} \|_F$.

2) $\mathcal{R}(\hat{\mathcal{X}}_r, \hat{\Sigma}) = \hat{P}_\perp \hat{\Sigma} \hat{P}_\perp \leq \sum_{i=d_r+1}^{d} \lambda_i(\hat{\Sigma}) + \sqrt{d} \| \Sigma - \hat{\Sigma} \|_F + \text{tr}(\Sigma - \hat{\Sigma})$.

**Proof.** See Section D.1 of the Supplementary Material.

A unique feature of these bounds is that they do not depend on eigenvalue gaps, which are usually necessary for finding the subspace correctly. Further implications will be discussed in Remark 4.4.
**Theorem 4.2.** Under Assumption 2.1, suppose $\hat{H}_k, k \in \{0, 1\}$ is computed by (14) and the computed subspace $\hat{X}_r$ is spanned by the $d_r$ leading eigenvectors of $\hat{H}_k$ and the true subspace $X_r$ is spanned by the $d_r$ leading eigenvectors of true $H_k$. Then the following bounds hold:

1) The effective residual satisfies $E_{\nu} \left[ R(\hat{X}_r, H_k) \right] - R(X_r, H_k) \leq \frac{2}{\sqrt{m}} \sqrt{d_r V(H_k, \nu)}$.

2) The computable residual satisfies: $E_{\nu} \left[ R(\hat{X}_r, H_k) - R(\hat{X}_r, \hat{H}_k) \right] \leq \frac{1}{\sqrt{m}} \sqrt{d_r V(H_k, \nu)}$.

**Proof.** Using claim 1) of Lemma 4.1 and the identity

$$E_{\nu}[\|H_k - \hat{H}_k\|_F] \leq \sqrt{E_{\nu}[\|H_k - \hat{H}_k\|^2_F]} = \frac{\sqrt{d_r V(H_k, \nu)}}{\sqrt{m}},$$

claim 1) directly follows. Using the fact that $E_{\nu}[\hat{H}_k] = H_k$, $E_{\nu}[tr(\hat{H}_k - H_k)] = 0$, claim 2) follows from claim 2) of Lemma 4.1.

Claim 1) of Theorem 4.2 shows that the difference between the expected effective approximation residual using the sample average defined in (14) and the true approximation residual is of order $1/\sqrt{m}$, where the prefactor is controlled by the variance $V(H_k, \nu)$ and the dimension $d_r$. This reveals that, with increasing $m$, the approximation accuracy of the subspace given by the sample averages becomes closer to that of the true subspace. Claim 2) of Theorem 4.2 shows that the computable residual $R(\hat{X}_r, \hat{H}_k) = \sum_{i=d_r+1}^d \lambda_i(\hat{H}_k)$ provides a reliable estimate of the approximation residual in expectation, where the reliability is controlled by the sample size $m$, the variance $V(H_k, \nu)$ and the subspace dimension $d_r$.

In the following corollary, we combine Theorem 4.2 with the results in Section 2 to address a practical problem: given the estimated $\hat{H}_k, k \in \{0, 1\}$, quantify the associate LIS approximation error for estimating $E_{\pi}[h]$. We use $\hat{\phi}_s(x), s \in \{f, g, l\}$, to denote the approximate target densities defined by an estimated subspace $\hat{X}_r$. Similar upper bounds for the statistical divergences discussed in Section 2 can also be established. We do not present them for the sake of conciseness.

**Corollary 4.3.** For any bounded test function $h$, the estimation errors satisfy the following bounds:

1) Given $\hat{X}_r$ obtained from $\hat{H}_1$ the resulting approximate target densities $\hat{\phi}_s, s \in \{f, g\}$, satisfy

$$E_{\nu}[\mathcal{E}_h(\pi, \hat{\phi}_s)] \leq \kappa \left( \frac{\mathbb{E}_\pi[h^2] + \mathbb{E}_\nu[\mathcal{E}_\phi_s[h^2]]}{2} \right)^{\frac{1}{2}} \left( R(X_r, H_1) + \frac{2\sqrt{d_r V(H_1, \nu)}}{\sqrt{m}} \right)^{\frac{1}{2}},$$

$$E_{\nu}[\mathcal{E}_h(\pi, \hat{\phi}_s)] \leq \kappa \left( \frac{\mathbb{E}_\pi[h^2] + \mathbb{E}_\nu[\mathcal{E}_\phi_s[h^2]]}{2} \right)^{\frac{1}{2}} \left( \mathbb{E}_{\nu} \left[ \sum_{i=d_r+1}^d \lambda_i(\hat{H}_1) \right] + \frac{\sqrt{d_r V(H_1, \nu)}}{\sqrt{m}} \right)^{\frac{1}{2}}.$$

2) Given $\hat{X}_r$ obtained from $\hat{H}_0$, the resulting approximate target density $\hat{\phi}_l$ satisfies

$$E_{\nu}[\mathcal{E}_h(\pi, \hat{\phi}_l)] \leq \kappa \left( \frac{\|f\|_2 \mathbb{E}_\pi[h^2] + \mathbb{E}_\nu[\mathcal{E}_\phi_l[h^2]]}{Z} \right)^{\frac{1}{2}} \left( R(X_r, H_0) + \frac{2\sqrt{d_r V(H_0, \nu)}}{\sqrt{m}} \right)^{\frac{1}{2}},$$

$$E_{\nu}[\mathcal{E}_h(\pi, \hat{\phi}_l)] \leq \kappa \left( \frac{\|f\|_2 \mathbb{E}_\pi[h^2] + \mathbb{E}_\nu[\mathcal{E}_\phi_l[h^2]]}{Z} \right)^{\frac{1}{2}} \left( \mathbb{E}_{\nu} \left[ \sum_{i=d_r+1}^d \lambda_i(\hat{H}_0) \right] + \frac{\sqrt{d_r V(H_0, \nu)}}{\sqrt{m}} \right)^{\frac{1}{2}}.$$
Proposition 4.5. We have the following upper bounds for the sampling variance of the Gram matrix $\nu$ likelihood ratio between particular, the one-sample importance sampling variance of the Gram matrix can be bounded by the latter does not need the eigenvalue gap and is the purpose of identifying the subspace. avoids considering the difference between these eigenvectors is the most difficult, since their eigenvalues are close to each other. Our analysis $H$ close-to-zero eigenvalues, because they contribute little to $\text{sup} \sup_{x} |\nabla \log f(x)| = M_f$. Using $\nu = \mu$, the variance $V(H_1, \mu)$ is inversely quadratic in the normalizing constant $Z$, i.e., $V(H_1, \mu) \leq M_f^2 / Z^2$. For a target density concentrating in a small region of the parameter space, the normalizing constant $Z$ can take a small value, and thus the variance $V(H_1, \mu)$ can take a rather large value. This way, alternative strategies such as MCMC and SMC must be used to adaptively collect samples from the target distribution for estimating $H_1$, while the intermediate estimation of $H_1$ provides approximate target densities that can be used to accelerate MCMC and SMC. Further details are presented in the next section.
5. Integration with MCMC and SMC

In this section, we discuss the integration of MCMC and SMC with the approximate target densities defined by LIS for estimating the Gram matrix $H_1$.

5.1. MCMC with LIS

For a given target density $\pi(x)$, the Metropolis–Hastings (MH) method employs a proposal density $p(x, x')$ and an acceptance/rejection step with the acceptance probability

$$
\beta(x, x') = 1 \wedge \frac{\pi(x')p(x'|x)}{\pi(x)p(x'|x)}
$$

to construct a Markov chain of random variables with $\pi(x)$ as the invariant density. With the subspace identified by the LIS approach, we can apply different strategies to different subspaces to accelerate the convergence of MCMC. For a given subspace $\mathcal{X}_r$, we can formulate an MCMC transition kernel on $\mathcal{X}_r$ that has one of the lower-dimensional surrogate densities $\tilde{\varphi}_s(x_r), s \in \{f, g, l\},$ as the invariant density. Then, combining the transition kernel on $\mathcal{X}_r$ and the conditional reference density $\mu(x_r | x_r)$, we can define a Markov chain transition kernel that has the full target density $\pi(x)$ as the invariant density. This procedure is summarized in Algorithm 1.

---

**Algorithm 1: MCMC with LIS proposal**

**Input:** target density $\pi(x)$, an initial state $X^0 = x^0$, a LIS subspace $\mathcal{X}_r$, proposal density $p$, conditional reference density $\mu(\cdot | \cdot)$, likelihood function $f$, and lower-dimensional surrogate density $\tilde{\varphi}_s, s \in \{f, g, l\}$, iteration count $t$

**Output:** a Markov chain $X^1, \ldots, X^t$

1. **for** $j = 1, \ldots, t$ **do**
   2. Given the previous state $X^{(j-1)} = x$, decompose it as $x = x_r + x_{\perp}$ based on the subspace decomposition $\mathbb{R}^d = \mathcal{X}_r \oplus \mathcal{X}_{\perp}$;
   3. Generate a MCMC proposal $x'_r \sim p(x_r, \cdot)$;
   4. Let $x'_r = x_r$ with rejection probability $1 - \beta(x_r, x'_r), \beta(x_r, x'_r) = 1 \wedge \frac{\tilde{\varphi}_s(x'_r)p(x'_r|x_r)}{\tilde{\varphi}_s(x_r)p(x_r|x'_r)}$;
   5. Generate a proposal $x'_{\perp} \sim \mu(x_{\perp} | x_r)$ and set $x' = x'_r + x'_{\perp}$;
   6. Compute the acceptance probability $\alpha(x, x') = 1 \wedge \frac{f(x')\tilde{\varphi}_s(x_r)p(x'_r|x_r)}{f(x)\tilde{\varphi}_s(x'_r)p(x_r|x'_r)}$;
   7. With probability $\alpha(x, x')$, accept the complement proposal and set $X^j = x'$, otherwise reject $x'$ and set $X^j = x$.

---

The acceptance and rejection steps used in lines 4 and 7 of Algorithm 1 are consistent with the approximation of the target density. Since the lower-dimensional surrogate density $\tilde{\varphi}_s(x_r)$ carries most of the information provided by the likelihood function, it may have a complicated structure to explore. However, the rather low dimensionality of $\tilde{\varphi}_s(x_r)$ makes it possible to design efficient MCMC transition kernels. Note that the product of the lower-dimensional surrogate density and the conditional reference density, $\tilde{\varphi}_s(x_r)\mu(x_{\perp} | x_r)$, defines an approximation of the full-dimensional target density, in which the approximation accuracy has been extensively analyzed in previous sections. This way, in the complement space $\mathcal{X}_{\perp}$, we embed $\mu(x_{\perp} | x_r)$, which is an approximation of $\pi(x_{\perp} | x_r)$, into another MCMC transition kernel to explore the full-dimensional target density $\pi(x)$. Thus, the efficiency of the complement subspace MCMC transition in lines 5–7 of Algorithm 1 should strongly depend on...
its acceptance rate. In the following proposition, we show that $\pi(x)$ is indeed the invariant measure of Algorithm 1. In addition, we also provide a lower bound on the complement transition acceptance rate in line 6 of Algorithm 1.

**Proposition 5.1.** The full-dimensional target density $\pi(x)$ is the invariant density for Algorithm 1. Moreover, the expected acceptance rate for the $x_\perp$ part is lower bounded by

$$E[\alpha(X, X')] \geq 1 - 4\sqrt{2}D_H(\mu, \varphi_s).$$

Here $X$ is a random sample from $\pi$ and $X'$ is a proposal generated by Algorithm 1.

**Proof.** See Section E.1 of the Supplementary Material.

Proposition 5.1 indicates that when running Algorithm 1, the acceptance rate of the MCMC transition in the complement subspace $X_\perp$ is controlled by the accuracy of the approximate target density. One anticipates that the acceptance rate in line 6 approaches 1 if the approximation error approaches 0. In other words, the efficiency of Algorithm 1 depends largely on the efficiency of the MCMC on the low dimensional $X_r$. To implement Algorithm 1, we need the lower-dimensional surrogate density $\varphi_s, s \in \{f, g, l\}$. This in practice can be replaced by the Monte Carlo version $\bar{\varphi}_s^M$ (cf. Definitions 1.1–1.3), with accuracy guaranteed by Theorems 3.1 and 3.2. Note that the surrogate density $\bar{\varphi}_f^M(x_r)$ provides an unbiased estimate of the marginal target density $\bar{\pi}(x_r)$. In [23], this is used together with the pseudo-marginal technique [4, 5] to design alternative sampling methods.

Another key ingredient in Algorithm 1 is the LIS subspace $X_r$, which is obtained by estimating either the matrix $H_0$ or the matrix $H_1$ at $H_0$. While $H_0$ is easy to compute, the resulting subspace may have inferior approximation accuracy compared with that obtained by $H_1$. However the estimation of $H_1$ often requires samples from the target $\pi(x)$ (cf. Section 4). To resolve this dilemma, we consider to adaptively estimate $H_1$ and the LIS $X_r$ within MCMC. The procedure is summarized in Algorithm 2.

**Algorithm 2:** MCMC with adaptive LIS

| Input: target density $\pi(x)$, reference density $\mu$, likelihood function $f$, number of epochs $K$, iteration count $t$, and a truncation index $K_s$ |
| Output: a Markov chain $X_1^1, \ldots, X_{(K+1)t}$ and a subspace $X_r$ |
| 1 Generate $X_1^1, \ldots, X_t$ from $\mu$ and compute $H^{(0)} = \frac{1}{t} \sum_{i=1}^t \nabla \log f(X_i)\nabla \log f(X_i)^\top$; |
| Find the leading eigenvectors $\{v_1, \ldots, v_{d_r}\}$ of $H^{(0)}$ to define $X_r = \text{span}\{v_1, \ldots, v_{d_r}\}$; |
| for $j = 1, \ldots, K$ do |
| Run Algorithm 1 with target density $\pi$, initial state $X_{jt}^j$ and LIS subspace $X_r$ for $t$ iterations to generate the Markov chain $X_{jt+1}^j, \ldots, X_{jt+t}^j$; |
| Compute $H^{(j)} = \frac{1}{j} \sum_{i=1}^j \nabla \log f(X_{jt+i})\nabla \log f(X_{jt+i})^\top$; |
| Compute $\bar{H} = \frac{1}{j+1-\min(j, K_s)} \sum_{i=\min(j, K_s)}^{j} H^{(i)}$; |
| Find the leading eigenvectors $\{v_1, \ldots, v_{d_r}\}$ of $\bar{H}$ to define $X_r = \text{span}\{v_1, \ldots, v_{d_r}\}$; |

Our starting point is an initial LIS $X_0$ that can be estimated using $H_0$. Then, we run Algorithm 1 using $X_0$ to generate samples from $\pi$. We call this the first epoch. Algorithm 1 in this epoch might not be efficient, since $X_0$ may not be a good subspace. However, we can re-estimate the matrix $H_1$ and an improved LIS $X_1$ using the samples in the first epoch. Then, the updated $X_1$ is used in the next epoch to run Algorithm 1. This procedure can be carried out iteratively, where each epoch creates better estimates of the Gram matrix $H_1$ and the corresponding LIS. The truncation index $K_s$ is introduced
to discard burn-in samples from initial epochs in estimating $H_1$. Since the subspace estimation error follows a Monte Carlo convergence rate (cf. Theorem 4.2), we often only need to implement Algorithm 2 for $O(10^3)$ iterations in each epoch to estimate the LIS $\mathcal{X}_r$ in many practical scenarios. In practice, the LIS usually stabilizes after a few epochs (e.g., about 10 epochs) of training, so in total $O(10^4)$ iterations are needed to build the LIS. Then, the estimated subspace $\mathcal{X}_r$ can be used in the non-adaptive Algorithm 1 to explore the target density.

5.2. SMC with LIS

For target densities with complicated and multi-modal structures, SMC offers an efficient alternative to MCMC. Here we present the integration of SMC with LIS. This integration also offers a layered subspace construction procedure that is naturally embedded within SMC. In our context, SMC uses a sequence of densities $\pi_k$, $k \in \{0, \ldots, K\}$, such that $\pi_0 = \mu$, $\pi_K = \pi$, and each ratio $\pi_{k+1}/\pi_k$ has a small variance. For example, one can obtain such a sequence using the tempering formula

$$
\pi_k(x) = \frac{1}{Z_k} \mu(x) f(x)^{\beta_k}, \quad Z_k = \int \mu(x) f(x)^{\beta_k} dx, \quad k \in \{0, 1, \ldots, K\},
$$

where $\beta_k \geq 0$ is an increasing sequence with $\beta_0 = 0$ and $\beta_K = 1$. This way, given samples from $\pi_k$, one can apply importance sampling to obtain weighted samples from $\pi_{k+1}$ and estimate associated statistics. Then, these statistics can be used to formulate MCMC transition kernels with the invariant density $\pi_{k+1}$ to update the weighted samples. This procedure is summarized in Algorithm 3.

---

Algorithm 3: SMC for LIS proposal

**Input:** likelihood function $f$, reference density $\mu$, tempering coefficients $\beta_k$ and iteration count $t_k$ for each level $k \in \{1, \ldots, K\}$

**Output:** Samples $X^1, \ldots, X^T$ from $\pi \propto f \mu$

1. Generate samples $X^1, \ldots, X^T$ from $\pi_0 = \mu$;
2. for $k \in \{0, \ldots, K - 1\}$ do
3. Compute the weights $W^j = f^{\beta_{k+1} - \beta_k}(X^j)$ for $j = 1, \ldots, T$;
4. Let $H^k_t = (\sum_{j=1}^T W^j)^{-1} \sum_{j=1}^T \nabla \log f(X^j) \nabla \log f(X^j)^\top W^j$;
5. Find the leading eigenvectors $\{v_1, \ldots, v_{d_r}\}$ of $H^k_t$ to define $\mathcal{X}_r = \text{span}\{v_1, \ldots, v_{d_r}\}$;
6. for $t = 1, \ldots, T$ do
7. Draw a resampling index $J$ from the categorical distribution with the probability mass function $P[J = j] \propto W^j$, $j = 1, \ldots, T$, and set $Y^0 = X^{J}$;
8. Run MCMC Algorithm 1 with the invariant density $\pi_{k+1} \propto \mu f^\beta_{k+1}$, initial state $Y^0$, LIS subspace $\mathcal{X}_r$, iteration count $t_k$, let $Y^1, \ldots, Y^{t_k}$ be the output;
9. Update $X^t = Y^{t_k}$;

In Algorithm 3, a resampling step is used to transform a weighted particle representation of $\pi_{k+1}$ into an equally weighted particle representation, followed by MCMC updates. In practice, the tempering coefficients can be chosen adaptively. Given the weighting function $f^{\beta_{k+1} - \beta_k}(x)$, one can choose the next tempering coefficient $\beta_{k+1}$ such that

$$
\frac{\mathbb{E}_{\pi_k} f^{\beta_{k+1} - \beta_k}(X \mid \mathcal{W})^2}{\mathbb{E}_{\pi_k} f^{\beta_{k+1} - \beta_k}(X)^2} \approx \frac{\text{ESS}}{n} < \tau,
$$

where $\text{ESS} = \frac{\sum_{i=1}^n f^{\beta_{k+1} - \beta_k}(X^i)^2}{\sum_{i=1}^n f^{\beta_{k+1} - \beta_k}(X^i)\sqrt{\sum_{i=1}^n f^{\beta_{k+1} - \beta_k}(X^i)^2}}$.
is the effective sample size and $\tau \in (0, 1)$ is a predetermined threshold.

For each tempering coefficient $\beta_{k+1}$, we construct the matrix $H_1$ for the corresponding target density $\pi_{k+1}$ using importance sampling with $\pi_k$ as the importance density, and then build MCMC transition kernels as described in Algorithm 1. Denoting the matrix $H_1$ for the density $\pi_{k+1}$ by $H_1^{(k+1)}$, its importance sampling estimate takes the form $\mathbb{E}_{\pi_k} [H_1^{(k,k+1)}(X)]$, where

$$H_1^{(k,k+1)}(x) = \frac{Z_k}{Z_{k+1}} \nabla \log f(x) \nabla \log f(x) \nabla f(x) (\beta_{k+1} - \beta_k).$$

The introduction of the tempering sequence reduces the variance of each $H_1$ estimation compared to the direct estimation of $H_1$ from the reference $\mu$. This can be characterized in the following proposition.

**Proposition 5.2.** Suppose $\|\nabla \log f(x)\|^4 f(x)^{\beta_{k+1}+\delta}$ with $\delta = \beta_{k+1} - \beta_k$ is integrable under the reference $\mu$. Then the variance upper bound

$$V_{k+1}(H_1, \pi_k) := \sum_{i,j=1}^d \text{var}_{X \sim \pi_k} \left[ [H_1^{(k,k+1)}(X)]_{ij} \right] \leq \frac{Z_k}{Z_{k+1}} \mathbb{E}_{\pi_{k+1}} \left[ \|\nabla \log f(X)\|^4 f(X)^\delta \right]$$

for the subspace estimation in SMC is finite.

**Proof.** See Section E.2 of the Supplementary Material.

As long as $\|\nabla \log f(x)\|^4 f(x)^{\beta_{k+1}+\delta}$ is integrable under $\mu$, the variance $V_{k+1}(H_1, \pi_k)$ is finite. Since $\beta_{k+1} + \delta \leq 1 + \delta$, this is usually a much milder condition than the $\|\nabla \log f(x)\|^4 f(x)^2$ integrability requirement for the direct importance sampling formula in Proposition 4.5. Consider the same example used in Section 4 where the likelihood function is bounded as $\sup_x f = 1$ and the gradient of the log-likelihood is bounded as $\sup_x \|\nabla \log f(x)\| = M_f$. The variance $V_{k+1}(H_1, \pi_k)$ in SMC is controlled by

$$V_{k+1}(H_1, \pi_k) \leq \frac{M_f^4 Z_k}{Z_{k+1}},$$

which can be much smaller than the upper bound $V(H_1, \mu) \leq M_f^4 / Z^2$ of the direct importance sampling formula in Proposition 4.5. On the other hand, one needs to implement the SMC scheme which is in general more involved and computationally more expensive than using importance sampling.

### 6. Dimension independent errors for linear inverse problems

LIS mainly targets high-dimensional problems with intrinsic low-dimensional structures. For infinite-dimensional problems, it is highly desired that the subspace approximation error (e.g., the result in Corollary 4.3) is independent of the ambient parameter dimension $d$. While the dimension independence of sampling methods has been extensively investigated in the literature, see [19] and references therein, there has been little investigation on the dimension independence of LIS. Intuitively, for the approximation error to be dimension independent, $H_k, k \in \{0, 1\}$ must be trace-class in the limit as $d \to \infty$ and the variance $V(H_k, \nu)$ must be bounded independently of $d$. It is an open question to establish conditions under which these properties hold for general likelihood functions. We will show that the two conditions above are satisfied for linear Gaussian Bayesian inverse problems, i.e. where the prior and likelihood are Gaussian and the parameter-to-observable map is linear.
We consider a Bayesian problem with unknown parameter \( z \in \mathbb{R}^d \) and the prior \( p_0(z) \) being \( \mathcal{N}(0, \Gamma) \). Given a linear parameter-to-observable map \( G \), the data are given by
\[
Y = GZ + \xi, \quad \xi \sim \mathcal{N}(0, I_d).
\]
Applying a whitening transformation \( X = \Gamma^{-1/2} Z \), we obtain \( X \sim \mu(x) \) where \( \mu(x) = \mathcal{N}(0, I_d) \) and
\[
Y = AX + \xi, \quad A = G\Gamma^{1/2}.
\]
This defines the likelihood function \( f(x) = \exp(-\frac{1}{2}\|Ax - Y\|^2) \). First we will establish a series of estimates for the quantities we derived in previous sections.

**Proposition 6.1.** Denote \( C_A = A^\top A = G^\top \Gamma G \). The following hold:

1) The eigenvalues of \( H_0 \) are controlled by \( \lambda_{i+1}(H_0) \leq \lambda_i(C_A)^2 \).
2) The eigenvalues of \( H_1 \) are controlled by \( \lambda_{i+1}(H_1) \leq \lambda_i(C_A)^2/1 + \lambda_i(C_A) \).
3) The normalizing constant is bounded by \( \sqrt{\det(C_A + I)} \leq \frac{1}{Z} \leq \sqrt{\det(C_A + I)} \exp \left( \frac{1}{2} \|y\|^2 \right) \).
4) The constant \( \frac{\|f\|_2}{Z} \) is bounded by \( \frac{\|f\|_2}{Z} \leq \det(I + C_A^2)^{1/4} \exp \left( \frac{1}{2} (\sqrt{2} - 1)^2 \|y\|^2 \right) \).
5) When the reference density \( \mu \) is used for estimating \( H_k, k \in \{0, 1\} \), the variances are bounded by
\[
V(H_0, \mu) \leq 6 \left( \sum_{i=1}^{d} \lambda_i(C_A)^2 \right)^2 + \|A^\top y\|^4,
\]
\[
V(H_1, \mu) \leq 6 \sqrt{\det(I + C_A^2)} \exp \left( (\sqrt{2} - 1)^2 \|y\|^2 \right) \left( \sum_{i=1}^{d} \frac{\lambda_i(C_A)^2}{1 + 2\lambda_i(C_A)} \right)^2 + \|A^\top y\|^4.
\]
6) The SMC sampling variance in Proposition 5.2 is bounded by
\[
V_{k+1}(H_1, \pi_k) \leq 6 \sqrt{\det(I + \delta^2 C_A^2)} \exp \left( \delta^2 \|A^\top y\|^2 \right) \left( \sum_{i=1}^{d} \frac{\lambda_i(C_A)^2}{1 + \tau \lambda_i(C_A)} \right)^2 + \|A^\top y\|^4.
\]
where \( \delta = \beta_{k+1} - \beta_k \) and \( \tau = \beta_{k+1} + \delta \).

**Proof.** See Section F.1 of the Supplementary Material. \( \square \)

Claim 1) implies that the spectrum of \( H_0 \) is bounded by the spectrum of \( C_A^2 \). Claim 2) implies that the spectrum of \( H_1 \) is bounded by the spectrum of \( C_A^2 (I + C_A)^{-1} \). Note that
\[
\frac{\lambda_i(C_A)^2}{1 + \lambda_i(C_A)} \leq \lambda_i(C_A)^2,
\]
and the ratio between the two is large if \( \lambda_i(C_A) \) is large. Also recall that in Remark 2.5, we showed the approximation errors with subspace obtained from \( H_0 \) involve the pre-constant \( 1/Z \), which is estimated in claim 3), but not the subspace obtained from \( H_1 \). Thus, in the Gaussian linear setting, the error estimates obtained from \( H_1 \) will be much tighter than those obtained from \( H_0 \) when the dominating eigenvalues of \( C_A \) are large, which is often the case in practice.
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On the other hand, $H_0$ is easier for Monte Carlo based estimations than $H_1$. This can be seen from the bounds on the variance of the Gram matrices in claim 5). Comparing with $V(H_0, \mu)$, $V(H_1, \mu)$ has an additional dependence on $\det(I + C_r^2)$ and $\exp \left( \frac{1}{2} (\sqrt{2} - 1)^2 ||y||^2 \right)$. Claim 6) shows that this estimation difficulty can be remedied by SMC, because the upper bound of the variance $V_{k+1}(H_1, \pi_k)$ is smaller than that of $V(H_1, \mu)$.

In many applications, the spectrum of the prior covariance $\Gamma$ is assumed to exhibit polynomial decay, i.e. $\lambda_j(\Gamma) \leq C_\Gamma j^{-\alpha}$, $\alpha > 0$. This kind of assumption is common for functional data analysis [17, 32, 47] and inverse problems [53]. With $\alpha > 1/2$, the prior covariance is trace-class, and thus the prior has measure 1 on some suitably constructed Banach space. In the following corollary, we replace the bounds in Proposition 6.1 with estimates obtained using this trace-class constraint to demonstrate the dimension scalability.

Corollary 6.2. Suppose the eigenvalues of $\Gamma$ exhibit polynomial decay, $\lambda_j(\Gamma) \leq C_\Gamma j^{-\alpha}$ with $\alpha > 1/2$, the observation matrix $G$ has bounded $\ell^2$ operator norm, and the observed data have bounded $\ell^2$ norm. Then the following estimates hold independently of the ambient parameter dimension $d$. Consequently, the estimation error $C_h$ for any bounded $h$ is independent of $d$ by Corollary 4.3.

1) When using $X_r$ as the subspace spanned by the first $d_r$ eigenvectors of $H_k$, $k \in \{0, 1\}$,

$$\mathcal{R}(X_r, H_k) \leq \frac{1}{2\alpha - 1} ||G||^4 C_\Gamma^2 (d_r - 1)^{1-2\alpha}.$$

2) The constant $\frac{\|f\|^2_{Z, \mu}}{Z}$ is bounded by $\frac{\|f\|^2_{Z, \mu}}{Z} \leq \exp \left( \frac{1}{2} (\sqrt{2} - 1)^2 ||y||^2 + \frac{\alpha}{2\alpha - 2} ||G||^4 C_\Gamma^2 \right)$.

3) When the reference distribution $\mu$ is used for estimating the matrices $H_k$, $k \in \{0, 1\}$, the variances are bounded by

$$V(H_0, \mu) \leq 6 \left( \frac{4\alpha^2}{(2\alpha - 1)^2} ||G||^8 C_\Gamma^4 + ||A^Ty||^4 \right),$$

$$V(H_1, \mu) \leq 6 \exp \left( (\sqrt{2} - 1)^2 ||y||^2 + \frac{\alpha}{2\alpha - 1} ||G||^4 C_\Gamma^2 \right) \left( \frac{4\alpha^2}{(2\alpha - 1)^2} ||G||^8 C_\Gamma^4 + ||A^Ty||^4 \right).$$

4) The SMC sampling variance in Proposition 5.2 is bounded by

$$V_{k+1}(H_1, \pi_k) \leq 6 \exp \left( \delta^2 ||A^Ty||^2 + \frac{\delta^2 \alpha}{2\alpha - 1} ||G||^4 C_\Gamma^2 \right) \left( \frac{4\alpha^2}{(2\alpha - 1)^2} ||G||^8 C_\Gamma^4 + ||A^Ty||^4 \right).$$

where $\delta = \beta_{k+1} - \beta_k$.

Proof. See Section F.2 of the Supplementary Material.

7. Numerical examples

Now we provide several numerical examples to illustrate the theoretical results developed in the preceding sections. We start with a synthetic linear inverse problem to demonstrate various likelihood approximation methods and continue with a more practical nonlinear Bayesian inference problem governed by a partial differential equation (PDE).
7.1. Example 1: synthetic example

In the first example, we consider a Bayesian inverse problem with linear observations and log-normal prior. Problems of this type are applied in X-ray tomography and atmospheric remote sensing, see [31] and references therein. The parameter to be inferred can be modeled by a random Gaussian vector $X \sim \mathcal{N}(0, \Gamma)$, where $\Gamma \in \mathbb{R}^{d \times d}$ is the prior covariance matrix. The observation data are modeled through

$$Y = G \exp(X) + \xi, \quad \xi \sim \mathcal{N}(0, \sigma^2 I_{d_y}),$$

where $G \in \mathbb{R}^{d_y \times d}$ is a matrix. The observation likelihood is then given by

$$f(x; y) \propto \exp \left( -\frac{1}{2\sigma^2} \|y - G \exp(x)\|^2 \right).$$

To compare different approximations by exploring regimes where the data have differing impacts on different parameter directions, we generate random observation matrices and prescribe the spectra of the observation matrix and the prior covariance matrix. We specify the prior covariance by setting $\Gamma = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_d)$ with $\gamma_j = \gamma_0 j^{-\beta \gamma}$. To create a random observation matrix $G$, we use the reduced singular value decomposition $G = U \Lambda V^\top$, where the matrices $U$ and $V$ are randomly and independently generated from the orthogonal group [52] and $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{d_y})$ with $\lambda_j = \lambda_0 j^{-\beta \lambda}$. In particular, $U$ and $V$ are computed using a QR decomposition of a matrix of independent standard Gaussian entries. By using randomly generated $G$, we can confirm the observed phenomena are not restricted to a specific choice of $G$. In this example, we present 3 independently generated $G$, and we will see the numerical results have little differences among them. The problem dimensions are set to $d = 500$ and $d_y = 50$. The variables that determine $\Gamma$ and $G$ are given by $\gamma_0 = 4$, $\beta \gamma = -2$, $\lambda_0 = 100$, and $\beta \lambda = -1$. The standard deviation of the observation noise is given by $\sigma = 1$.

![Figure 1](image-url)

Figure 1. Synthetic example. Eigenvalues and the gaps of eigenvalues of $H_k$ matrices for three randomly generated observation maps (R.M.) and the sums of the residual eigenvalues versus the projection dimensions.

We present the numerical results based on three realizations of the randomly generated $G$ matrices. For each test case, we construct the “true” matrix $H_0$ using $5 \times 10^5$ Monte Carlo samples and construct the “true” matrix $H_1$ using $5 \times 10^6$ MCMC samples. As shown in Figure 1, for all three test cases, the eigenvalues of $H_1$ matrices are several orders smaller than those of $H_0$ matrices, and thus the sums
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Figure 2. Synthetic example. Approximation errors of the approximate posterior densities versus projection dimensions for different $H_k$ matrices and different approximation methods. From left to right, approximation methods are $\varphi^M_1$, $\varphi^M_f$, and $\varphi^M_2$, respectively. Sample size $M = 4$ is used in computing the conditional expectation.

Figure 3. Synthetic example with the first random observation matrix. The sums of the residual eigenvalues versus projection dimensions for different $H_k$ matrices and subspaces $\hat{X}_r$ computed using different samples sizes $m$ and different methods. From left to right, we have Monte Carlo estimation of $\hat{H}_0$, MCMC estimation of $\hat{H}_1$, and SMC estimation of $\hat{H}_1$, respectively. The error bars represent [10%, 90%] quantiles estimated using 100 runs.

of the residual eigenvalues, $\mathcal{R}(\hat{X}_r, H_1)$, are significantly lower than $\mathcal{R}(\hat{X}_r, H_0)$. This suggests that the approximate posterior density induced by the $H_1$ matrix should have better accuracy compared with that defined by the $H_0$ matrix in this example. This is confirmed in Figure 2, which shows the squared Hellinger distances between the true posterior and three approximations $\varphi^M_s$, $s \in \{f, g, l\}$ introduced in Section 3. For all posterior approximation methods, the approximation subspaces defined by $H_1$ matrices yield significantly smaller squared Hellinger distances than those of $H_0$ matrices.

The eigenvalue gaps, $\lambda_r - \lambda_{r-1}$, are also plotted in Figure 1. Note that we use the same x-axis by assuming $r = d_r$. The eigenvalue gaps decay to zero quickly. In particular, for $H_1$, the gap is around $10^{-3}$ for a moderate reduction dimension $r = 32$, and $10^{-4}$ for a larger dimension $r = 128$. For $H_0$, the effective eigenvalue gaps are of similar values, since we need to divide it by $\lambda_1$, which is around $10^4$ for $H_0$. This illustrates that it is important for the theoretical results to be independent of eigenvalue gaps, as explained in Remark 4.4.

Since all the numerical results are similar among all three randomly generated observation matrices, we will focus on the first realization for subsequent discussion. Next, we investigate the impact of sample size $m$ for estimating the lower-dimensional subspace $\hat{X}_r$. Figure 3 presents the quantiles of the sums of the residual errors for various sample-based subspace estimations. Although both $H_0$ and $H_1$ matrices have diminishing eigenvalue gaps in this example (c.f. Figure 1), the sample-based estimations still exhibit sufficient accuracy in probing the dimension reduced subspaces. For example, with a rather
small sample size $m = 100$, using either MCMC or SMC can lead to accurate subspace estimations for the approach based on the $H_1$ matrix. This confirms the findings of our analysis in Section 4. In addition, the SMC-based estimation has better accuracy compared to that of MCMC-based estimation, which is also anticipated by our analysis in Section 5.

Finally, we investigate the Monte Carlo sample size $M$ for computing the conditional expectations in various approximate posteriors, as discussed in Section 3. The results presented in Figure 4 confirm the results of our analysis. For problems with rather small residual eigenvalues $\mathcal{R}(\mathcal{X}_r, H_k)$, a small sample size $M$ is sufficient for accurate estimation of the conditional expectations. Increasing $M$ only leads to a marginal improvement in the approximation accuracy in this example. The reasons behind this were explained at the end of Section 3.

7.2. Example 2: PDE problem

We consider a classical Bayesian inverse problem governed by an elliptic PDE [25, 27]. Such problems arise in subsurface flows and oil reservoir management. Fix a domain of interest $D$ with boundary $\partial D$. The potential function $t \mapsto u(t)$ where $t \in D \subset \mathbb{R}^2$ is modeled by the PDE

$$-\nabla \cdot (\kappa(t) \nabla u(t)) = 0, \quad t \in D := (0, 1)^2,$$

with Dirichlet boundary conditions $u|_{t_1=0} = 1$ and $u|_{t_1=1} = 0$ on the left and right boundaries, and homogeneous Neumann conditions on other boundaries. The diffusion coefficient $\kappa(t)$ should be positive, and thus it is often parametrized by its logarithm, i.e., $\kappa(t) = \exp(x(t))$. The goal is to infer the unknown parameter function $x(t)$ from incomplete observations of the potential function $u(t)$.

Following the setup of [22], a zero-mean Gaussian process prior with the exponential kernel

$$K(t, t') = \exp \left( -\frac{1}{\ell} \|t - t'\| \right)$$

is prescribed to the unknown parameter $x(t)$.

Given an arbitrary function $x(t)$, the PDE (17) cannot be solved analytically. This way, the functions $x(t)$ and $u(t)$ need to be discretized to numerically solve (17). We tessellate the spatial domain $D$ with a uniform triangular grid with mesh size $h$, and then define continuous, piecewise
quadratic finite element (FE) basis functions \( \{ \phi_1(t), \ldots, \phi_d(t) \} \) with cardinality \( d \). Then, the infinite dimensional functions \( x(t) \) and \( u(t) \) can be approximated by \( x(t) \approx x_h(t) := \sum_{i=1}^d \phi_i(t)x_i \) and \( u(t) \approx u_h(t) := \sum_{i=1}^d \phi_i(t)u_i \), respectively. After discretization, the unknown function \( x_h(t) \) can be effectively represented by a coefficient vector \( x \). This suggests that the accuracy improvement of the approximate posterior densities \( \sigma \) with decreasing \( \sigma \) and \( \Gamma \) are shown by the squares in Figure 5. To simulate the observable model outputs, we define the forward model \( G : \mathbb{R}^d \rightarrow \mathbb{R}^d \) with

\[
G_i(x) = \frac{1}{|D_i|} \int_{D_i} u_h(t; x)dt, \quad i = 1, \ldots, d_y.
\]

Synthetic data for these \( d_y \) local averages are produced by \( y = G(x_{\text{true}}) + \xi \), where \( \xi \sim \mathcal{N}(0, \sigma^2 I_{d_y}) \) and \( x_{\text{true}} \) is a realization of the prior random variable. To investigate the impact of the observation noise in practical applications, we present three test cases with observational standard deviations \( \sigma = \{0.034, 0.017, 0.0085\} \) that correspond to signal-to-noise ratios, 10, 20, and 40, respectively. The resulting posterior distribution concentrates with reducing \( \sigma \).

As shown in Figure 6, for all three test cases, the eigenvalues of the \( H_k \) matrices and their gaps decay rapidly, which are similar to the first numerical example. The eigenvalues of \( H_1 \) matrices and the associated sums of the residual eigenvalues, \( \mathcal{R}(X_r, H_1) \), are several orders smaller than the eigenvalues of \( H_0 \) matrices and \( \mathcal{R}(X_r, H_0) \). In addition, the gap between \( \mathcal{R}(X_r, H_1) \) and \( \mathcal{R}(X_r, H_0) \) increases with decreasing \( \sigma \). This suggests that the accuracy improvement of the approximate posterior densities induced by the \( H_1 \) matrix over those of the \( H_0 \) matrix can be further enhanced for more concentrated posterior distributions in this example. Moreover, with a smaller \( \sigma \), the signal-to-noise ratio is larger, and the posterior density is more different from the prior. As a result, the sampling problem becomes more challenging. This can be observed from the eigenvalue values for \( \sigma = 8.5 \times 10^{-3} \), which are several magnitudes larger than the ones of \( \sigma = 3.4 \times 10^{-2} \).

In Figure 7, we compare the performance of using \( H_0 \) and \( H_1 \) with three projection methods and noise scales. The performance is measured in Hellinger distance from the true posterior. We can see that...
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\]

\[
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\]

Figure 6. PDE example. Eigenvalues and their gaps of \(H_k\) matrices for three test cases with \(\sigma = \{0.034, 0.017, 0.0085\}\) and the sums of the residual eigenvalues versus projector dimensions.
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Figure 7. PDE example. Approximation errors of the approximate posterior densities versus projection dimensions for different \(H_k\) matrices and different approximation methods. From left to right, approximation methods are \(\varphi^M_1\), \(\varphi^M_f\), and \(\varphi^M_g\), respectively. Sample size \(M = 4\) is used in computing the conditional expectation.

all three projection methods yield similar results. Approximations using \(H_1\) consistently outperform the ones using \(H_0\), especially when \(d_r\) increases. By reducing \(\sigma\), the sampling problem becomes harder, so the approximation becomes less accurate. But this is more severe for the approximations with \(H_0\), since the approximation error is of order 1 when \(d_r = 2^6\) while the approximation error using \(H_1\) is of \(10^{-2}\) when \(d_r = 2^6\).

Using the test case with \(\sigma = 0.017\), we investigate the impact of sample size \(m\) for estimating the lower-dimensional subspace \(\hat{X}_r\). Figure 8 presents the quantiles of the sums of the residual errors for various sample-based subspace estimations. Similar to the first numerical example, the diminishing eigenvalue gaps of \(H_k\) matrices (c.f. Figure 6) do not impact the accuracy of subspace estimations. With a rather small sample size \(m = 100\), all methods (MC for \(H_0\) and MCMC and SMC for \(H_1\)) can lead to accurate subspace estimations.
8. Conclusion

This paper has provided a step-by-step analysis of the accuracy of the LIS method for approximating high-dimensional intractable target probability densities. We have shown that information about the spectrum of the Gram matrices $H_k$, $k \in \{0, 1\}$, leads to upper bounds on the errors of various true approximations. We have also generalized these upper bounds to the numerical implementation of the approximate probability densities, in which Monte Carlo averaging is applied to both the estimation of $H_k$, $k \in \{0, 1\}$, and the marginalization used during the construction of the approximate likelihood functions. Our analysis provides insights into the trade-off between the usage of $H_0$ and $H_1$ for constructing LIS: while the approximations based on $H_1$ can have smaller approximation errors compared with those obtained from $H_0$, the matrix $H_1$ is often more difficult to estimate. Fortunately, this difficulty can be addressed by integrating the LIS estimation process into sampling tools such as MCMC and SMC. We have also discussed the performance of the integration of MCMC and SMC with LIS. We have demonstrated our analysis on a linear Bayesian inverse problem, where all the error bounds presented in this paper are independent of the ambient parameter dimension, under suitable technical assumptions that are commonly used in high- or infinite-dimensional inverse problems. Finally, we have provided numerical examples to further demonstrate the efficacy of our analysis on nonlinear problems.

This work leads to some future research directions for dimension reduction techniques. Firstly, our analysis of the linear Bayesian inverse problem shows that various approximation errors are dimension independent. We conjecture this property will also hold for general nonlinear Bayesian inverse problems. Finding the conditions that guarantee this property remains an open problem. Secondly, our analysis indicates that the expected conditional variance of the square root of the likelihood controls the approximation error. This may lead to new dimension reduction techniques that bypass the usage of the Poincaré inequality and the gradient. Moreover, the analysis presented in this work can be further generalized to other types of log-concave reference distributions, for example, the Laplace distribution that is commonly used in sparsity-promoting learning. This may require further investigations on using weighted Poincaré-type inequalities [11, 13] for building alternative $H_k$ matrices and subspace approximations.
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