Covalent functionalization of semiconducting single-wall carbon nanotubes (CNT) introduces new photoluminescent emitting states. These states are spatially localized at around functionalization sites and strongly red-shifted relative to the emission commonly observed from the nanotube band-edge exciton state. A particularly important feature of these localized exciton states is that, because the exciton is no longer free to diffusively sample photoluminescent quenching sites along the CNT length, its lifetime is significantly extended. We have recently demonstrated that an important relaxation channel of such localized excitons is the electronic-to-vibrational energy transfer (EVET). This process is analogous to the Förster resonance energy transfer (FRET) except the final state of this process is not electronically, but vibrationally excited molecules of the surrounding medium (e.g., solvent). In this work we develop the general theory of EVET, and apply it to the specific case of EVET-mediated relaxation of defect-localized excitons in covalently functionalized CNT. The resulting EVET relaxation times are in good agreement with experimental data.

I. INTRODUCTION

Covalent functionalization of semiconducting single-wall carbon nanotubes (CNT) by oxygen [1], aryl [2], and alkyl groups [3], with the latter two classes creating sp3 defects, introduces a new photoluminescent (PL) emitting state that is strongly red-shifted from the emission commonly observed from the CNT band-edge exciton state [4]. In addition to being the source of new photophysical behaviors, these states are drawing significant interest as the basis for potential emerging functionality such as sensing and imaging [4, 5, 6], photon upconversion [7, 8], and room-temperature single photon emission [9, 10]. Many of these functionalities arise due to localization of the diffuse band-edge exciton at the defect site [11–13], which in turn leads to significant extension of the exciton lifetime [9–12]. This is because the exciton, once trapped at the defect site, is no longer free to diffusively sample PL quenching sites along the length of the carbon nanotube [14]. Since the long exciton lifetime (hundreds of picoseconds) becomes critical for proposed applications, much effort has been directed lately towards understanding the nature of relaxation channels of the trapped exciton in functionalized CNTs [12, 15–17]. In particular, we have recently suggested that resonance energy transfer between the trapped exciton in CNT and solvent vibrational modes can be an important exciton relaxation channel [17].

Electronic-to-vibrational energy transfer (EVET) process, where energy is transferred from an exciton to solvent vibrational degrees of freedom, has been previously shown to be an important exciton relaxation channel in colloidal semiconductor nanoparticles with characteristic EVET times on the order of a few hundred nanoseconds [15–17]. The prerequisite for EVET is existence of solvent vibrational modes with phonon energies
sulting times are \( \sim 100 \) ps, which, considering the level of approximations, is in good agreement with experimentally observed \( \tau_{\text{EVET}} \sim 200 \) ps in Ref. [17]. Section VI concludes.

II. GENERAL THEORY OF RESONANCE ENERGY TRANSFER

We split the entire space into two regions assuming that electronic/vibrational wave functions are localized within them, so that the interaction between these regions proceeds only through electromagnetic field. Specific electronic transition \( 0 \leftrightarrow 1 \) of energy \( E_{10} = \hbar \omega_{10} \) in the first region is designated as the subsystem \( I \). All the other (non-resonant) electronic/vibrational transitions in the first region and all the electronic/vibrational transitions in the second region are designated as the subsystem \( II \). The response function \( \chi \) of some generic system to the external electric potential \( V(\mathbf{r}, \omega) \) is introduced as

\[
\rho(\mathbf{r}, \omega) = \int d\mathbf{r}' \chi(\mathbf{r}, \mathbf{r}'; \omega)V(\mathbf{r}', \omega),
\]

where \( \rho(\mathbf{r}, \omega) \) is the induced charge density. Vector variables are typed in bold. The response function for the isolated subsystem \( I \) in Lehmann representation is [21]

\[
\chi_I(\mathbf{r}, \mathbf{r}'; \omega) = \frac{1}{\hbar} \left[ \frac{\rho_{01}(\mathbf{r})\rho_{10}(\mathbf{r}') - \rho_{10}(\mathbf{r})\rho_{01}(\mathbf{r}')}{\omega - \omega_{10} + i\delta} \right],
\]

where \( \rho_{10}(\mathbf{r}) = -e(1|\hat{\mathbf{r}}|\hat{\mathbf{r}}\mathbf{r}) \) is the transition charge density and \( \hat{\mathbf{r}} \) is the electronic annihilation (creation) field operator. Spin indices are omitted in this work. In what follows we assume a non-magnetic system, so that localized wavefunctions can be chosen real, which in turn yields \( \rho_{01}(\mathbf{r}) = \rho_{10}(\mathbf{r}) \), and therefore

\[
\chi_I(\mathbf{r}, \mathbf{r}'; \omega) = \frac{1}{\hbar} \frac{2\omega_{10}}{\omega^2 - \omega_{10}^2 + 2i\omega\delta} \rho_{01}(\mathbf{r})\rho_{10}(\mathbf{r}').
\]

A. Effective response function

Imagine that we are able to fully solve the Poisson problem for the subsystem \( II \) so that the electrostatic potential at position \( \mathbf{r} \) induced by a unit charge located at \( \mathbf{r}' \), fully incorporating the dielectric response of \( II \), is given by Green’s function \( V_{II}(\mathbf{r}, \mathbf{r}'; \omega) \). Then, the fully self-consistent charge density induced within subsystem \( I \) as a response to external potential \( V_c(\mathbf{r}; \omega) \) acting only on subsystem \( I \) is (symbolically) \( \rho_I = \chi_I V_{tot} \), where \( V_{tot} = V_c + V_{II} \rho_I \), resulting in

\[
\rho_I = \chi_I V_c + \chi_I V_{II} \rho_I.
\]

This equation can be solved for the induced charge density as \( \rho_I = \chi_I^{(\text{eff})} V_c \), where

\[
\chi_I^{(\text{eff})}(\mathbf{r}, \mathbf{r}'; \omega) = \frac{1}{\hbar} \frac{2\omega_{10}\rho_{01}(\mathbf{r})\rho_{10}(\mathbf{r}')}{\omega^2 - \omega_{10}^2 - 2\omega_{10}\Sigma(\omega)/\hbar}
\]

is the effective response function of the subsystem \( I \) in the presence of subsystem \( II \). Self-energy

\[
\Sigma(\omega) = \int d\mathbf{r} d\mathbf{r}' \rho_{10}(\mathbf{r}) V_{II}(\mathbf{r}, \mathbf{r}'; \omega) \rho_{10}(\mathbf{r}')
\]

comes from the interaction with subsystem \( II \). The real part of self-energy at \( \omega = \omega_0 \) constitutes the energy shift of the \( 0 \leftrightarrow 1 \) transition, whereas the imaginary part produces the decay rate of exciton population due to Ohmic losses to the environment (subsystem \( II \))

\[
\Gamma_I = -2\Sigma''(\omega_0)/\hbar = -\frac{2}{\hbar} \int d\mathbf{r} d\mathbf{r}' \rho_{10}(\mathbf{r}) V''_{II}(\mathbf{r}, \mathbf{r}'; \omega_0) \rho_{10}(\mathbf{r}'),
\]

where double prime stands for the imaginary part.

III. 1D SYSTEM NEAR FLAT INTERFACE

Within the envelope function approximation [22, 23], wavefunctions for single-particle electronic states in a semiconductor nanostructure can be represented as \( \Psi_i(\mathbf{r}) = \phi_i(\mathbf{r}) u_{ic}(\mathbf{r}) \), where \( i \) is the state index, and \( [i] = c, v \) for \( i \) pointing to a state within the conduction or valence band, respectively. Bloch functions \( u_{ic,v}(\mathbf{r}) \) are periodic over the lattice, and envelope functions \( \phi_i(\mathbf{r}) \) vary slowly over the unit cell. Quantum mechanical amplitude for \( j \to i \) transition due to interaction with external potential \( V(\mathbf{r}) \) is given by \( -e \int d\mathbf{r} \Psi_i^*(\mathbf{r}) V(\mathbf{r}) \Psi_j(\mathbf{r}) \). Transition charge density is then naturally introduced as \( \rho_{ij}(\mathbf{r}) = -e \Psi_i^*(\mathbf{r}) \Psi_j(\mathbf{r}) \). In the presence of the electron-hole interaction, electron and hole are being scattering within respective bands in the correlated manner, and so the exciton transition density is

\[
\rho(\mathbf{r}) = \sum_{i \in e, j \in v} B_{ij} \rho_{ij}(\mathbf{r}) = -e \sum_{i \in e, j \in v} B_{ij} \Psi_i^*(\mathbf{r}) \Psi_j(\mathbf{r}),
\]

where \( B_{ij} \) are the coefficients of expansion of the total exciton wavefunction into the single-particle (electron and hole) ones. These coefficients can generally be found by solving Bethe-Salpeter equation [24]. Explicitly separating slowly and rapidly changing terms, Eq. (8) can be rewritten as

\[
\rho(\mathbf{r}) = \Phi(\mathbf{r}) \rho_{uc}(\mathbf{r})
\]

where the slowly varying exciton envelope wavefunction is normalized as \( \int d\mathbf{r} \Phi^2(\mathbf{r}) = 1 \), and the lattice-periodic part is \( \rho_{uc}(\mathbf{r}) \propto u_{uc}^*(\mathbf{r}) u_{uc}(\mathbf{r}) \). Importantly, integral of \( \rho_{uc} \) over the unit cell volume vanishes exactly due to orthogonality of \( u_c(\mathbf{r}) \) and \( u_v(\mathbf{r}) \). However, dipole moment of the unit cell, \( \int d\mathbf{r} \rho_{uc}(\mathbf{r}) \), does not generally vanish. Exciton transition charge density can thus be thought of as comprising many small transition dipoles, one for each unit cell of the semiconductor.
To develop a general intuition for how the EVET decay rate depends on various geometric parameters of a system, we consider a flat dielectric interface and a simple 1D system whose transition density can be represented by a collection of point charges. The distance between the 1D system and the dielectric interface is $a$ and the transition density of the former is given by

$$\rho(x) = \Phi(x)\rho_{uc}(x),$$

where $\rho_{uc}(x) = \int [\delta(x-b/2-bn) - \delta(x-bn)]$ encodes the transition dipole of the unit cell via two point charges. Prefactor $f$ is obtained from setting the total transition dipole moment of the system to $\int dx x\rho(x) = d$. Unit cell length is $b$. EVET decay rate near the flat dielectric interface can be evaluated by first finding the Green’s function $V_{ij}(r, r'; \omega)$ with the help of the method of image charges, and then substituting this Green’s function into Eq. (7). Accordingly, the dependence of the decay rate on geometry of the system is fully encoded by the following expression

$$I = \sum_{i,j} Q_i Q_j \frac{Q_i Q_j}{\sqrt{(x_i-x_j)^2 + (2a)^2}},$$

where $Q_i$ are the point charges constituting the transition density $\rho_{uc}$, and $x_i$ are their positions. In what follows we consider various limiting cases where Eq. (11) can be evaluated analytically or almost analytically. To this end, we consider two possibilities for the exciton envelope function: exponential and Gaussian. Exponential envelope function is given by

$$\Phi(x) = h^{-1/2}e^{-|x|/h},$$

where $h$ is the characteristic width of the envelope. Its Fourier transform is

$$\Phi_k = \int_{-\infty}^{\infty} dx \, \Phi(x)e^{-ikx} = \frac{2h^{1/2}}{1 + k^2h^2}.$$ (13)

The second example is the Gaussian envelope function

$$\Phi(x) = (2h)^{-1/2}e^{-\frac{x^2}{8h^2}}$$ (14)

with the Fourier transform

$$\Phi_k = \int_{-\infty}^{\infty} dx \, \Phi(x)e^{-iqx} = 2h^{1/2}e^{-\frac{q^2}{8h^2}}.$$ (15)

The numerical prefactor of $\pi/8$ in the exponent of Eq. (14) is chosen intentionally so that $\int dx \, \Phi(k) = \Phi(k=0) = 2h^{1/2}$ is the same for the both envelope functions. Black line in Fig. 1 shows the result of direct numerical evaluation of Eq. (11) for the Gaussian envelope function. We set $b = 0.1h$ so that there is many units cells within the envelope, otherwise envelope function approximation would break down [22] [23].

In this case, $b \gg a$ and each transition charge does not interact with images of other charges. Summation in Eq. (11) is then dominated by the diagonal $(i = j)$ terms

$$I = \frac{1}{2\pi} \sum_{i} Q_i^2.$$ (16)

Since $b = 0.1h \ll h$ and, therefore, there is a lot of unit cells within the envelope, summation can be substituted with integration as

$$I = \frac{4d^2}{ab} \int dx \, \Phi^2(x) = \frac{d^2}{abh}.$$ (17)

This expression is plotted as a cyan line in Fig. 1 and is seen to agree well with exact numerical result (black line) at $h/a \gtrsim 200$, or equivalently $b/a \gtrsim 20$. This rather slow convergence to exact results is due to the long-range nature of Coulomb interaction.

A single transition charge interacts with a large number of image charges at $b \ll a$, and so the summations in Eq. (11) can be substituted with integrations

$$I = \int dx \int dx' \frac{\rho(x)\rho(x')}{\sqrt{(x-x')^2 + (2a)^2}}$$

$$= \frac{2}{\pi} \int_0^{\infty} dk \rho_{-k} \rho_k K_0(2ka),$$ (18)

where we performed Fourier transformation of the kernel, which yielded modified Bessel function of the second kind.
Introduction of the dipole moment density is convenient because, first, using definition (10) it is a simple matter to show that $P_k$ is exactly proportional to $\Psi_k$ if the momentum is not too large ($kb \ll 1$). Secondly, the definition of $P$ implies that $P_{k=0}$ equals the total transition dipole moment $d$. This means that we can directly write $P_k = \frac{d}{ka}$ from Eq. (13) for the exponential envelope function, resulting in

$$I = \frac{2}{\pi} \int_0^\infty dk \frac{k^2 P_{-k} K_0(2ka)}{(1 + k^2h^2)^2}. \quad (19)$$

For the Gaussian envelope function this equation becomes

$$I = \frac{2}{\pi} d^2 \int_0^\infty dk \frac{k^2 e^{-4k^2h^2/\pi} K_0(2ka)}{1 + k^2h^2}. \quad (20)$$

This last equation is numerically integrated, yielding thin green line in Fig. 1. As expected, this line agrees with the exact numerical result, when $b$ is smaller than a certain threshold. More specifically, the agreement is already excellent when $b/a \lesssim 1.3$ This is a very important result since it implies that the specific distribution of the transition density within the unit cell is irrelevant, and the continuous and smooth $P(x) \propto \Phi(x)$ can be used when $b \lesssim a$.

Integral in Eq. (20) can be evaluated analytically if we assume $h \gg a$, which allows one to use the small-argument asymptotic form of $K_0$ [25]

$$I = \frac{2d^2}{\pi} \int_0^\infty dk \frac{k^2 \left( \ln ka + \gamma \right)}{(1 + k^2h^2)^2} = \frac{d^2}{2h^3} \left( \ln \frac{h}{a} - \gamma - 1 \right), \quad (22)$$

where $\gamma = 0.5772\ldots$ is Euler–Mascheroni constant.

For the gaussian envelope, Eq. (15), one has $P_k = de^{-2k^2h^2/\pi}$, and therefore

$$I = -\frac{2d^2}{\pi} \int_0^\infty dk \frac{k^2 e^{-4k^2h^2/\pi} \left( \ln ka + \gamma \right)}{(1 + k^2h^2)^2} = \frac{\pi d^2}{32h^3} \left( \ln \frac{16h^2}{\pi a^2} - \gamma - 2 \right). \quad (23)$$

This last expression is plotted with red circles in Fig. 1. It is seen to agree with (i) Eq. (21) at $h/a \gtrsim 4$ and (ii) exact result (black line) in a window between $h/a \gtrsim 4$ and $h/a \lesssim 13$. This last upper boundary follows from $b/a \lesssim 1.3$ condition of applicability of Eq. (21).

C. $b, h \ll a$

In this case we effectively have a point dipole interacting with the dielectric interface. Method of image charges is applied and the resulting dipole-dipole interaction energy is [20]

$$I = \frac{d^2}{(2a)^3}, \quad (24)$$

which is plotted as a dashed red horizontal line in Fig. 1 and seed to agree with the exact numerical results at $h/a \lesssim 0.3$.

In the context of above derivations, this expression can also be obtained from Eq. (19) by assuming strongly localized $P(x)$. This results in $k$-independent $P_k \approx d$, leading to the same result

$$I = \frac{2}{\pi} d^2 \int_0^\infty dk k^2 K_0(2ka) = \frac{d^2}{(2a)^3}. \quad (25)$$

IV. EVET FOR A QUANTUM DOT

In this section we consider the EVET decay rate for a realistic system - spherical semiconductor nanoparticle (quantum dot) of radius $a$ in a solvent. Electrodynamically, it is equivalent to a spherical cavity of radius $a$ with dielectric constants $\epsilon_{in}$ and $\epsilon_{out}$ inside (nanoparticle) and outside (solvent) the cavity, respectively. We have a non-vanishing transition transition charge density $\rho(r)$ only within the cavity and we want to find the corresponding exciton decay rate. The Poisson equation inside is

$$-\Delta \varphi = 4\pi \rho(r). \quad (26)$$

Outside, it is the homogenous Poisson (i.e., Laplace) equation, whose solution must be matched to the one inside using the appropriate boundary conditions. To this end, we first expand the transition density into spherical harmonics as

$$\rho(r) = \sum_{l,m} \rho_{lm}(r) Y_{lm}^*(r). \quad (27)$$

Second, we initially assume that $\rho_{lm}(r) = \sigma \delta(r - R)$ where $R < a$. Homogeneous Poisson equation for given spherical symmetry $Y_{lm}^*$ is

$$\left[ -\frac{\partial^2}{\partial r^2} - \frac{2}{r} \partial_r + \frac{l(l+1)}{r^2} \right] \varphi(r) = 0. \quad (28)$$

with solutions $\varphi_1 = r^l$ and $\varphi_2 = r^{-(l+1)}$. We solve a radial boundary problem with three regions: (I) $r \in (0, R)$, (II) $r \in (R, a)$, (III) $r \in (a, \infty)$. The potential in these three regions are (assuming non-singular behavior at $r \to 0$ and vanishing potential at $r \to \infty$)

$$\varphi_1 = A \varphi_1(r), \quad (29)$$

$$\varphi_{II} = B \varphi_1(r) + C \varphi_2(r),$$

$$\varphi_{III} = D \varphi_2(k),$$
where coefficients $A, B, C, D$ are found from the boundary conditions:

$$A \varphi_1(R) = B \varphi_1(R) + C \varphi_2(R),$$

$$(B \varphi_1(a) + C \varphi_2(a) = D \varphi_2(a),$$

$$\frac{d}{dr} \left( B \varphi_1(r) + C \varphi_2(r) \right) \bigg|_{r=R} - \frac{d}{dr} \left( A \varphi_1(r) \right) \bigg|_{r=R} = -4\pi\sigma/\epsilon_{in},$$

$$\epsilon_{in} \frac{d}{dr} \left( B \varphi_1(r) + C \varphi_2(r) \right) \bigg|_{r=a} = \epsilon_{out} \frac{d}{dr} D \varphi_2(r) \bigg|_{r=a},$$

where the first two equations match the electrostatic potential at the two boundaries, the third equation encodes the jump of the electric field due to the surface charge at $r = R$, and the last one encodes the jump of the electric field due to the mismatch of the electric fields due to the induced surface charge on the cavity surface. The resulting coefficients are

$$A = \frac{4\pi\sigma R^{1-l}}{\epsilon_{in}(2l + 1)} \left( 1 + \frac{1 + l}{\epsilon_{in} - \epsilon_{out}} \frac{R}{a} \right)^{2l+1},$$

$$B = \frac{4\pi\sigma}{\epsilon_{in}(2l + 1)} \frac{(1 + l)(\epsilon_{in} - \epsilon_{out}) R^{l+2}}{\epsilon_{out} + l(\epsilon_{in} + \epsilon_{out}) a^{2l+1}},$$

$$C = \frac{4\pi\sigma}{\epsilon_{in}(2l + 1)} R^{l+2},$$

$$D = \frac{4\pi\sigma}{\epsilon_{out} + l(\epsilon_{in} + \epsilon_{out}) R^{l+2}}.$$

These coefficients encode both “direct” and “induced” fields. To get the induced fields for e.g., coefficient $A$ we have to evaluate $A^{(ind)} = A - A(\epsilon_{out} \rightarrow \epsilon_{in})$. The result is (for fields inside the cavity)

$$A^{(ind)} = \frac{4\pi\sigma}{\epsilon_{in}(2l + 1)} \frac{(1 + l)(\epsilon_{in} - \epsilon_{out}) R^{l+2}}{\epsilon_{out} + l(\epsilon_{in} + \epsilon_{out}) a^{2l+1}},$$

$$B^{(ind)} = \frac{4\pi\sigma}{\epsilon_{in}(2l + 1)} \frac{(1 + l)(\epsilon_{in} - \epsilon_{out}) R^{l+2}}{\epsilon_{out} + l(\epsilon_{in} + \epsilon_{out}) a^{2l+1}},$$

$$C^{(ind)} = 0.$$

As expected $\varphi^{(ind)}(r)$ matches smoothly into $\varphi^{(ind)}$ since induced potential is created by polarization of the interface at $r = a$ and, therefore, do not have a singularity at $r = R$. The resulting induced potential inside the cavity is

$$\varphi^{(ind)}(r) = \frac{4\pi\sigma}{\epsilon_{in}(2l + 1)} \frac{(1 + l)(\epsilon_{in} - \epsilon_{out}) R^{l+2}}{\epsilon_{out} + l(\epsilon_{in} + \epsilon_{out}) a^{2l+1}},$$

This is the potential from the $r = R$ shell. The full potential is

$$\varphi^{(ind)}_{lm}(r) = \frac{4\pi}{\epsilon_{in}(2l + 1)} \frac{(1 + l)(\epsilon_{in} - \epsilon_{out})}{\epsilon_{out} + l(\epsilon_{in} + \epsilon_{out})} \times \frac{r^l}{a^{2l+1}} \int_0^a dR R^{l+2} \rho_{lm}(R).$$

The self-energy, Eq. (6), for this transition density would be

$$\Sigma = \int_{cavity} d\mathbf{r} \rho(\mathbf{r}) \varphi^{(ind)}(\mathbf{r}) = \sum_{l,m} \int_0^a r^2 dr \rho_{l-m}(r) \varphi^{(ind)}_{lm}(r).$$

We now need to discuss how to approximate $\rho(r)$. By performing Fourier transform of transition charge density [8] and discarding large-momentum components corresponding to the internal structure of $u_{c,v}(r)$, one can show that the vector field of transition dipole moment density can be written as $\mathbf{P}(\mathbf{r}) = P(\mathbf{r}) \mathbf{e}_{uc}$. Here, $P(\mathbf{r}) \propto \Psi(\mathbf{r})$ - exciton envelope wavefunction, defined in Sec. III and $\mathbf{e}_{uc}$ is a unit vector in the direction of the transition dipole of the unit cell, $\int_{uc} d\mathbf{r} \mathbf{r} u_{uc}^* (\mathbf{r}) u_{uc}(\mathbf{r})$. Neglecting the large-momentum components was justified in Sec. III for cases where characteristic distance from the unit cell to the dielectric interface is larger than the unit cell itself. This is true for typical semiconductor quantum dots since their size, and, therefore, typical distance between a unit cell and the dielectric interface, is much larger than the lattice constant [27]. The lowest-energy exciton transition in quantum dots with strong confinement reduces to a product of single-particle electron and hole wavefunctions, whose respective single-particle envelope functions are spherically symmetric [27]. This results in spherically symmetric exciton envelope function $\Phi(\mathbf{r}) = \Phi(\mathbf{r})$, and therefore we have

$$\mathbf{P}(\mathbf{r}) = P(r) \mathbf{e}_{uc}.$$ 

Transition charge density is found from transition dipole moment density as $\rho = -\nabla \cdot \mathbf{P}$. Orienting $\mathbf{e}_{uc}$ along $z$-axis in Eq. (36), we find that the expansion of $\rho(\mathbf{r})$ into spherical harmonics, Eq. (27), consists of only a single term of $Y^l_{0}$ symmetry. Eq. (35) then becomes

$$\Sigma = \int_0^a r^3 dr \rho_{l,0}(r) \left( \frac{8\pi}{3} \frac{\epsilon_{in} - \epsilon_{out}}{\epsilon_{in} + 2\epsilon_{out}} \right)^{1/2} d, \quad \text{spherical symmetry} \quad Y^l_{0}.$$ 

The resulting integral in square brackets is exactly proportional to the transition dipole moment $\int_0^a r^3 dr \rho_{l,0}(r) = \left( \frac{3}{\pi} \right)^{1/2} d$, so the result for the self-energy is

$$\Sigma = \frac{2(\epsilon_{in} - \epsilon_{out})}{\epsilon_{in} + 2\epsilon_{out}} \frac{d^2}{\epsilon_{in} a^3}.$$ 

We further assume that $\epsilon_{in}$ is real and $\epsilon_{out} = \epsilon_{out}' + i\epsilon_{out}''$, where the imaginary part $\epsilon_{out}''$ is small. The resulting decay rate is

$$\Gamma = -2\hbar^{-1} \Sigma'' = \hbar^{-1} \frac{12\epsilon_{out}''}{(\epsilon_{in} + 2\epsilon_{out}')} \frac{d^2}{a^3},$$

where the dielectric constants are to be evaluated at the frequency corresponding to the exciton transition energy.
The resulting equation for \( \Gamma \) is exactly the same as Eq. (16) in Ref. [19]. The most important observation here is that the substitution of the entire transition charge density distribution with its dipole moment is not an approximation - specific radial distribution of dipole moment density is irrelevant as long as \( P(r) = P(r) \epsilon_{uc} \). Eq. (30) is thus the same for the both truly point transition dipole located at the center of the spherical cavity, or for the distributed transition dipole of e.g., an electronic transition of a semiconductor quantum dot.

V. EVET FOR CARBON NANOTUBE

Electrodynamically, an exciton transition in a CNT sitting inside solvent can be treated as follows. There is a cylindrical cavity of radius \( a \), dielectric constant inside and outside are \( \epsilon_{in} \) and \( \epsilon_{out} \), respectively. Radius \( a \) is the CNT solvation radius. The transition charge density \( \rho(x, \xi) \), technically surface density, resides on a CNT of radius \( R < a \) inside the cavity, where \( \xi = R \theta \) is the circumferential coordinate. To facilitate the derivation, the charge density is assumed axially periodic with period \( L_x \), and therefore can be represented by a Fourier series

\[
\rho_{k,m} = \int_0^{L_x} dx \int_0^{L_\xi} d\xi \rho(x, \xi) e^{-ikx} e^{-im\xi},
\]

(40)

where \( L_\xi = 2\pi R \), \( k_\xi = m/R \) and \( k = \frac{2\pi}{L_x} n \) so that the inverse transformation looks like

\[
\rho(x, \xi) = \frac{1}{L_x} \frac{1}{L_\xi} \sum_k \sum_m \rho_{k,m} e^{ikx} e^{im\xi}.
\]

The final result will not depend on \( L_x \) when it is large. We now want to find an electric potential induced by charge density of specific symmetry \( \rho(x, \xi) = \frac{1}{L_x L_\xi} \rho_{k,m} e^{ikx} e^{im\xi} \). The homogeneous solution of the Poisson equation within the cylindrical cavity, \( \Delta \phi = 0 \), is found via expanding into cylindrical harmonics

\[
\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - k^2 - \frac{m^2}{r^2} \right) \phi = 0.
\]

(42)

The solutions of this equation are modified Bessel functions of the first, \( I_m(kr) \), and second, \( K_m(kr) \), kind, where \( k \) and \( m \) are understood in the absolute sense, i.e., \( k = |k| \) and \( m = |m| \). Now we solve a radial boundary problem with three regions: (I) \( r \in (0, R) \), (II) \( r \in (R, a) \), (III) \( r \in (a, \infty) \). The potential in these three regions are (assuming non-singular behavior at \( r \to 0 \) and vanishing potential at \( r \to \infty \))

\[
\begin{align*}
\varphi_I &= A I_m(kR), \\
\varphi_{II} &= B I_m(kr) + C K_m(kr), \\
\varphi_{III} &= D K_m(kr),
\end{align*}
\]

(43)

where coefficients \( A, B, C, D \) are found from the boundary conditions:

\[
\begin{align*}
AI_m(kR) &= BI_m(kR) + CK_m(kR), \\
\frac{d}{dr} (BI_m(kr) + CK_m(kr)) \bigg|_{r=R} &= \frac{d}{dr} AI_m(kr) \bigg|_{r=R}, \\
\epsilon_{in} \frac{d}{dr} (BI_m(kr) + CK_m(kr)) \bigg|_{r=a} &= \epsilon_{out} \frac{d}{dr} DK_m(kr) \bigg|_{r=a},
\end{align*}
\]

(44)

where the first two equations match the electrostatic potential at the two boundaries, the third equation encodes the jump of the electric field due to the surface charge at \( r = R \), and the last one encodes the jump of the electric field due to the the mismatch of the electric fields due to the induced surface charge on the cavity surface. The exact solution is

\[
\begin{align*}
C_m(k) &= -\frac{1}{L_x L_\xi} \frac{4\pi \rho_{k,m}}{\epsilon_{in} k} I_m(kR), \\
B_m(k) &= -\frac{1}{L_x L_\xi} \frac{4\pi \rho_{k,m}}{\epsilon_{in} k} (\epsilon_{out} - \epsilon_{in}) I_m(kR) K_m(kR) K_m'(kR), \\
A_m(k) &= B_m(k) + \frac{K_m(kR)}{I_m(kR)} C_m(k), \\
D_m(k) &= \frac{I_m(ka)}{K_m(ka)} B_m(k) + C_m(k),
\end{align*}
\]

(45)

where

\[
\begin{align*}
\mathcal{R}_m &= I_m(kR) K_m'(kR) - K_m(kR) I_m'(kR) = -\frac{1}{kr}, \\
\mathcal{A}_m &= \epsilon_{in} K_m(ka) I_m'(ka) - \epsilon_{out} I_m(ka) K_m'(ka) \\
&= \frac{\epsilon_{in}}{ka} - (\epsilon_{out} - \epsilon_{in}) I_m(ka) K_m'(ka),
\end{align*}
\]

(46)

where Abel’s identity for modified Bessel functions was used.

The expressions for \( A_m(k) \), \( B_m(k) \), \( C_m(k) \) and \( D_m(k) \) have contributions from both “direct” and induced potentials. Direct contribution can be found by equating \( \epsilon_{out} \) to \( \epsilon_{in} \). Induced potential is then found by subtraction. The induced potential at \( r = R \) is

\[
\begin{align*}
\varphi_{ind}(x, \xi) &= B_m(k) I_m(kR) e^{ikx} e^{im\xi} \\
&= -\frac{1}{L_x L_\xi} \frac{4\pi \rho_{k,m}}{\epsilon_{in} k} (\epsilon_{out} - \epsilon_{in}) I_m^2(kR) K_m(ka) K_m'(ka) e^{ikx} e^{im\xi}.
\end{align*}
\]

(47)

The resulting Fourier transform is

\[
\varphi_{ind} = \frac{4\pi \rho_{k,m}}{\epsilon_{in} k} \frac{(\epsilon_{out} - \epsilon_{in}) I_m^2(kR) K_m(ka) K_m'(ka)}{\mathcal{R}_m \mathcal{A}_m},
\]

(48)
The interaction of the charge density with the potential induced by it reads as, Eq. (48)

\[ \Sigma = \int_0^{L_x} dx \int_0^{L_x} d\xi \rho(x, \xi) \varphi^{(ind)}(x, \xi) \]
\[ = \int_0^{L_x} dx \int_0^{L_x} d\xi \frac{1}{L_x L_\xi} \sum_{k,m} \rho_{-k,-m} e^{-ikx} e^{-i\xi} \varphi^{(ind)}(x, \xi) \]
\[ = \frac{1}{L_x L_\xi} \sum_{k,m} \sigma_{-k,-m} \varphi_{k,m}^{(ind)}. \tag{49} \]

Using Eq. (48) we have

\[ \Sigma = \frac{1}{L_x L_\xi} \sum_{k,m} \rho_{k,m} \varphi_{k,m}^{(ind)} \]
\[ = -\frac{1}{L_x L_\xi} \frac{4\pi (\epsilon_{\text{out}} - \epsilon_{\text{in}})}{\epsilon_{\text{in}}} \]
\[ \times \sum_{k,m} \rho_{k,m} \rho_{-k,-m} \frac{I_m^2(kR) K_m^{(0)}(ka) K_m^{(0)}(ka)}{R_m A_m}. \tag{50} \]

Slightly rewriting this expression for clarity and better readability

\[ \Sigma = \frac{1}{2\pi L_x} \sum_{k,m} \rho_{k,m} \rho_{-k,-m} G_m(kR, ka), \tag{51} \]

where

\[ G_m(x, y) = \frac{4\pi (\epsilon_{\text{out}} - \epsilon_{\text{in}})}{\epsilon_{\text{in}}} \frac{I_m^2(x) K_m(y) K_m^{(0)}(y)}{\epsilon_{\text{in}} (x) - (\epsilon_{\text{out}} - \epsilon_{\text{in}}) I_m(y) K_m^{(0)}(y)}. \tag{52} \]

Somewhat similarly to the case of quantum dot above, the transition dipole moment density for a localized exciton in a CNT can be written as

\[ \textbf{P}(x, \xi) = f \Phi(x) e_x, \tag{53} \]

where \( \Phi(x) \) is the envelope wavefunction of the localized exciton, and \( f \) is the normalizing factor that guarantees that \( \int dxd\xi \textbf{P}(x, \xi) = \text{d}e_x \), where \( d \) is the magnitude of the total transition dipole moment of the exciton. Detailed derivation is present in Appendix A. Transition charge density is

\[ \rho(x, \xi) = -\nabla \cdot \textbf{P}(x, \xi) = -f L_x^{-1/2} \sum_k ikB_k e^{ikx}, \tag{54} \]

where

\[ B_k = L_x^{-1/2} \int_0^{L_x} dx \Phi(x) e^{-ikx} \tag{55} \]

are the Fourier series coefficients for \( \Phi(x) \). Accordingly,

\[ \rho_{k,m} = \int_0^{L_x} dx \int_0^{L_x} d\xi \rho(x, \xi) e^{-iqx} e^{-i\xi} \]
\[ = -if L_x^{1/2} L_\xi k B_k \delta_{m,0}. \tag{56} \]

Substituting this into expression for the self-energy becomes

\[ \Sigma = \frac{f^2 L_x^2}{2\pi} \sum_q k^2 B_k B_{-k} G_0(kR, ka), \tag{57} \]

**A. Delta-functional trap**

An important example is a wavefunction for a particle trapped in a delta-function well, Eq (12). The normalization factor is \( f = \frac{d}{2\hbar^{1/2} L_x} \). The resulting self-energy is

\[ \Sigma = \frac{d^2}{8\pi \hbar} \sum_k k^2 B_k B_{-k} G_0(kR, ka). \tag{58} \]

Comparing Eqs. (55) and (13) one has \( B_k = L_x^{-1/2} 2\hbar^{3/2} k^2 \) at large \( L_x \) and so

\[ \Sigma = \frac{d^2}{2\pi L_x} \sum_k \frac{k^2}{(1 + k^2 \hbar^2)} G_0(kR, ka). \tag{59} \]

Transforming the summation into integration \( \Sigma_k \to \frac{2L_x}{2\pi} \int_0^\infty dk \) we obtain

\[ \Sigma = \frac{d^2}{2\pi^2} \int_0^\infty dk \frac{k^2}{(1 + k^2 \hbar^2)^2} G_0(kR, ka), \tag{60} \]

This integral can be evaluated exactly in the case of point dipole \( (h, R \ll a) \) in cylindrical cavity with low dielectric constant, \( \epsilon_{\text{out}} \approx \epsilon_{\text{in}} \). In this case, Eq. (52) becomes

\[ G_m(x, y) = \frac{4\pi (\epsilon_{\text{out}} - \epsilon_{\text{in}})}{\epsilon_{\text{in}}} y K_m(y) K_m^{(0)}(y) \delta_{m,0}, \tag{61} \]

and so self-energy (60) reduces to

\[ \Sigma = \frac{2(\epsilon_{\text{out}} - \epsilon_{\text{in}})}{\pi \epsilon_{\text{in}}^2} \frac{d^2}{a^3} \int_0^\infty dy y^3 K_0(y) K_0(y) \]
\[ = \frac{3\pi^2}{32} \frac{(\epsilon_{\text{out}} - \epsilon_{\text{in}})}{\epsilon_{\text{in}}^2} \frac{d^2}{a^3}. \tag{62} \]

**B. Gaussian envelope**

Another option for the exciton envelope wavefunction is Gaussian, Eq. (14). This Gaussian envelope is chosen so that the normalization factor \( f = \frac{\pi^{1/2} a^{1/2}}{2\hbar^{1/2} \pi} \) is chosen, and, therefore, Eq. (58) applies. Comparing Eqs. (55) and (15) one has \( B_k = L_x^{-1/2} 2\hbar a e^{-2a^2 k^2} \) at large \( L_x \) and so the self-energy becomes

\[ \Sigma = \frac{d^2}{2\pi^2} \int_0^\infty dk k^2 e^{-\frac{4a^2 k^2}{\pi}} G_0(kR, ka). \tag{63} \]

Clearly, this expression converged to Eq. (62) when \( h, R \ll a \) and the low dielectric contrast is small, since
in this case the result does not depend on the envelope. Another limiting case is when \( h \) is large, so that integration is effectively limited to small momenta. The Poisson kernel becomes

\[
G_0(kR, ka) = 4\pi \frac{c_{\text{out}} - c_{\text{in}}}{c_{\text{out}} c_{\text{in}}} \left( \ln ka/2 + \gamma \right). \tag{64}
\]

Integral evaluates exactly, producing

\[
\Sigma = -\frac{\pi}{32} \frac{c_{\text{out}} - c_{\text{in}}}{c_{\text{out}} c_{\text{in}}} \frac{d^2}{\hbar^3} \left( \ln \frac{64h^2}{\pi a^2} - \gamma - 2 \right). \tag{65}
\]

If \( c''_{\text{out}} \ll c'_{\text{out}} \), the the EVET decay rate can be written as

\[
\Gamma = 2h^{-1} \Sigma'' = h^{-1} \frac{\pi}{16} \frac{c''_{\text{out}}}{c_{\text{out}}} \frac{d^2}{h^3} \left( \ln \frac{64h^2}{\pi a^2} - \gamma - 2 \right). \tag{66}
\]

**C. CNT EVET at realistic conditions**

In this subsection, we will evaluate the EVET rate corresponding to a localized exciton in a functionalized CNT. The detailed description of the system is given in our previous work \[17\]. Briefly, a chiral (6,5) CNT is assumed to be of radius \( R = 0.38 \text{nm} \) \[25,29\]. Distance between CNT surface and the first water solvation shell (for CNTs of similar diameters, but not specifically for (6,5) chirality) is estimated to be \( a \approx R \approx 0.3 \text{nm} \) \[31,61\], so we estimate the cavity radius as \( a = 0.68 \text{ nm} \). CNT is functionalized with 4-methoxybenzene, resulting in the strong localized exciton transition at \( \lambda \approx 1160 \text{nm} \) with the transition dipole moment of \( d = 38D \) \[17\]. The dielectric constant of water at the frequency corresponding to this transition is taken to be \( c_{\text{out}} = 1.75 + 1.27 \times 10^{-5} \) \[17\]. Exciton localization size in axial direction is typically significantly larger than the CNT radius \[32,33\]. Under these conditions, contributions of the inside of the cavity to the overall dielectric screening is not expected to be too large and can be approximated by a single effective dielectric constant \[34\]. We assume two different choices for this effective dielectric constant: (i) \( c_{\text{in}} = c'_{\text{out}} = 1.75 \) - as if the cavity is filled with water with no absorption, and (ii) \( c_{\text{in}} = 1 \) - “vacuum” cavity.

The EVET decay time, \( \tau_{\text{EVET}} = 1/\Gamma_{\text{EVET}} \), for the just overviewed parameters is plotted in Fig. 2 as a function of exciton localization length \( h \), assuming Gaussian exciton envelope wavefunction. Specifically, the results of the numerical integration of Eq. \[63\] for the first and second choices of \( c_{\text{in}} \) are plotted by thick black and thin red lines, respectively. The dielectric screening from inside the cavity becomes expectedly insignificant when \( h \gg a \), and so these two lines are seen to coincide at large \( h \). This can be further seen from the asymptotic expression for the EVET decay rate at large \( h \), Eq. \[66\], that does not depend on \( c_{\text{in}} \) at all. This large-\( h \) asymptotic dependence is plotted by red circles and is seen to agree with the exact results when \( h \gtrsim 1 \text{ nm} \). For a point dipole \( (R = 0, h = 0) \), the EVET decay time for \( c_{\text{in}} = 1.75 \) is shown by the green dashed-dotted line. Red dashed line is the result of evaluation of the EVET time for exactly the same parameters, but assuming a spherical cavity of radius \( a \), Eq. \[66\]. Finally, an empirical fit to the exact numerical result for \( c_{\text{in}} = 1.75 \) at not too large \( h \) is given by

\[
\tau_{\text{EVET}} = 1.3c_{\text{(sphere)}} \{ 1 + 5.7(h/a)^2 \}, \tag{67}
\]

where \( c_{\text{(sphere)}} \) is the EVET decay time for a point dipole in a spherical cavity (dashed red line). This empirical fit is plotted as cyan line in Fig. 2. Parameters 1.3 and 5.7 were not obtained from any rigorous fitting procedure, but rather by manually adjusting them until the satisfactory eyeball agreement between the cyan and black lines at \( h \lesssim 3 \text{ nm} \) is reached. These parameters are in principle functions of \( R/a \). In particular, at \( R \to 0 \), the prefactor of 1.3 has to be substituted with the one that superimposes cyan and dashed-dotted green lines at \( h \to 0 \).

To obtain the exciton localization length \( h \) one needs to fit the exciton transition charge density, obtained for example from TD-DFT calculations, with Eq. \[12\] or Eq. \[14\]. Using exactly this approach we obtained \( h \approx 0.54 \text{ nm} \) and \( h \approx 0.43 \text{ nm} \) for the exponential and Gaussian envelopes, respectively \[35\]. This produces the EVET decay times of 120 and 85 ps, respectively, for \( c_{\text{in}} = 1.75 \). In the case of \( c_{\text{in}} = 1 \), the EVET decay rate drops from 85 to 70 ps. The results for \( h \approx 0.4 \text{ nm} \) for the Gaussian envelope are shown by a large black circle in Fig. 2. Experimentally, the EVET decay rate in water was estimated to be \( \approx 200 \text{ ps} \) in Ref. \[17\]. Considering the level of approximations in this work, the obtained theoretical result (\( \tau_{\text{EVET}} \sim 100 \text{ ps} \)) is in good agreement with experiment.
VI. CONCLUSION

In this work we developed a general theory of EVET-mediated relaxation of localized excitons in functionalized CNTs. General expressions for the EVET rate, as well as estimates of the EVET exciton relaxation times at realistic conditions were obtained in Sec. V. The specific result, $\tau_{\text{EVET}} \sim 100 \text{ps}$, is in good agreement with previous experimental results [17], considering the level of approximations in this work. The most straightforward way to discuss the level of approximations and the possible approaches to more accurate computations is to consider Eq. (7). In this very general expression, the EVET rate depends on exciton transition charge density and the Green’s function of the electrostatic Poisson equation in the cavity corresponding to the CNT. The former, in the form of the transition dipole moment density [52], was assumed to be a smooth function slowly varying on the scale of the unit cell, and either of exponential or Gaussian envelope. Another, more accurate, approach would be to extract the transition charge density directly from e.g., time-dependent DFT calculations [32, 33].

We found the Green’s function of the Poisson equation assuming perfectly cylindrical cavity. This approximation breaks down near the functional group attached to the CNT. The presence of the functional group should somewhat increase the effective solvation radius as solvent molecules cannot be present in the volume occupied by the functional groups. Again, the remedy can come from electronic structure theory calculations, where the Poisson equation is solved routinely for arbitrary shaped cavities within the polarizable continuum model framework [39, 57]. An additional complication is the dielectric screening contributed by the CNT itself, which should in principle be incorporated in a non-local and possibly even non-static manner.

Appendix A: Transition Charge Density for CNT exciton

Within the 2-band $k \cdot p$ Hamiltonian method, lowest conduction and highest valence band single-particle CNT wavefunctions are $(qR \ll 1)$ [58]

$$\Psi_{c,k}(x,\xi) = \frac{1}{L_x^{1/2}L_\xi^{1/2}} \left( u_c + \frac{\hbar k_c}{\sqrt{2m_* \Delta}} u_v \right) e^{ik_c x} e^{iQ_x x + iQ_\xi \xi},$$  \hspace{1cm} (A1)

$$\Psi_{v,k}(x,\xi) = \frac{-i}{L_x^{1/2}L_\xi^{1/2}} \left( u_v - \frac{\hbar k_v}{\sqrt{2m_* \Delta}} u_c \right) e^{ik_v x} e^{iQ_x x + iQ_\xi \xi},$$

with corresponding energies $E_q = \pm \left( \frac{\Delta}{2} \mp \frac{\hbar^2 q^2}{2m_*} \right)$. Single-particle effective mass and bandgap energy are denoted by $m_*$ and $\Delta$, respectively. Bloch function spinors are $u_c = [1,0]^T$, $u_v = [0,1]^T$. Constant wavenumbers $Q_x$, $Q_\xi$ are determined by (i) the CNT chirality, (ii) choice of valley ($K$ or $K'$). In what follows, we assume only optically allowed “vertical” exciton transitions so that $Q_x, Q_\xi$ does not change upon transition from the valence to conduction band. Spin indices are omitted since the final result does not depend on them. Seemingly unnecessary factor of $-i$ in the valence-band wavefunction in Eq. (A1) is added so that the resulting transition density is real (see below).

Within the multi-band envelope function method, the charge density operator is proportional to the unit matrix [39]. Transition charge density, Eq. (8), is then straightforwardly generalized as

$$\rho(x,\xi) = -e \sum_{k_c,k_v} B_{k_c,k_v} \Psi_{c,k_c}(x,\xi) \sigma_0 \Psi_{v,k_v}(x,\xi).$$

Here, $\sigma_0$ is a $2 \times 2$ unit matrix, and the Hermitian conjugation of $\Psi_{c,k_c}$ results not only in complex conjugation, but also in transposition of Bloch function spinors, that is e.g., $u_1^T = [1,0]$ - a row vector. More explicitly, the exciton transition density is

$$\rho(x,\xi) = e \sum_{k_c,k_v} B_{k_c,k_v} i \frac{L_x L_\xi}{2} e^{-i(k_c-k_v)x} e^\frac{h(k_c-k_v)}{\sqrt{2m_* \Delta}}.$$  \hspace{1cm} (A2)

where coefficients $B_{k_c,k_v}$ can generally be obtained by solving Bethe-Salpeter equation. We, however, first consider a freely propagating exciton of momentum $k$ and assume a simple effective mass approximation where the electron and hole relative motion is hydrogen atom-like and does not depend on the total exciton momentum. Under these conditions, the electron-hole wavefunction for such exciton is $\Psi_k(x_e, x_h) = L_x^{-1/2} L_\xi^{-1} \phi_{eh}(x_e-x_h) e^{ik(x_e+x_h)/2}$, where $\phi_{eh}(x_e-x_h)$ encodes the electron and hole axial relative motion in the center-of-mass reference frame, and $e^{ik(x_e+x_h)/2}$ represents the motion of the exciton as the whole. This wavefunction can be expanded into single-particle plane waves as

$$\Psi_{k}(x_e, x_h) = \sum_{k_c,k_v} B'_{k_c,k_v} \frac{e^{ik_c x_e}}{L_x^{1/2} L_\xi^{1/2}} \frac{e^{ik_v x_h}}{L_x^{1/2} L_\xi^{1/2}},$$  \hspace{1cm} (A3)

so the expansion coefficients are

$$B'_{k_c,k_v} = \frac{1}{L_{x_\xi}} \int dx_e d\xi_e \int dx_h d\xi_h \Psi_k(x_e, x_h) e^{-ik_c x_e} e^{-ik_v x_h} = \delta_{k_c+k_v, k} B'_{k_c-k_v/2},$$  \hspace{1cm} (A4)

where

$$B'_{q} = \frac{1}{L_{x_\xi}} \int dx \phi_{eh}(x) e^{-iqx}.$$  \hspace{1cm} (A5)

Expansion coefficients of the exciton wavefunction into single-particle states in Eqs. (A2) and (A3) are related as $B_{k_c,k_v} = B'_{k_c-k_v}$, and therefore the transition charge density for the exciton of momentum $k$ becomes

$$\rho_k(x,\xi) = e \phi_{eh}(0) \frac{i}{L_x^{1/2} L_\xi} e^{-ikx} \frac{h}{\sqrt{2m_* \Delta}}.$$  \hspace{1cm} (A6)
Now, if we consider a localized (by a trap) exciton where the localization is shallow enough to not affect the exciton internal structure and so $\phi_{\text{eh}}$ in Eq. (A6), the transition charge density for this localized exciton is

$$\rho(x, \xi) = \sum_k A_k^* \Phi_k(x, \xi),$$  \hspace{1cm} (A7)

where

$$A_k = \frac{1}{L_x^{1/2}} \int dx \Phi(x)e^{-ikx}$$  \hspace{1cm} (A8)

and $\Phi(x)$ is an envelope function of the localized exciton. The function $\Phi(x)$ is real and so $A_k = A_k^*$. The transition charge density is

$$\rho(x, \xi) = -e\frac{1}{L_x^{1/2} L_\xi} \Phi_{\text{eh}}(0) \sum_k A_k^* e^{-ikx} \frac{-i\hbar k}{\sqrt{2m_\star \Delta}}.$$  \hspace{1cm} (A9)

The summation can be represented via the first derivation of $\Phi$ with respect to $x$

$$\rho(x, \xi) = -e\frac{1}{L_\xi \sqrt{2m_\star \Delta}} \Phi_{\text{eh}}(0) \frac{\Phi(x)}{dx}.$$  \hspace{1cm} (A10)

Transition dipole moment density is defined as $\rho = -\nabla \cdot \mathbf{P}$, and so

$$\mathbf{P}(x, \xi) = \frac{\hbar e}{L_\xi \sqrt{2m_\star \Delta}} \Phi_{\text{eh}}(0) \Phi(x) \mathbf{e}_x,$$  \hspace{1cm} (A11)

where $\mathbf{e}_x$ is a unit vector parallel to the $x$-axis. This very simple result means that the transition dipole moment density does not depend on circumferential coordinate $\xi$ and linearly proportional to $\Phi(x)$ - the exciton envelope wavefunction. That $\mathbf{P}(x, \xi)$ is slowly varying on the scale of the unit cell here can be traced back to the multiband envelope function $k \cdot p$ approximation, where the transition charge density operator is proportional to the unit matrix and, therefore, the specific local structure of the transition charge density on the scale of single unit cell is averaged over $\mathbf{P}$.
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