Abstract

A complex unit hypergraph is a hypergraph where each vertex-edge incidence is given a complex unit label. We define the adjacency, incidence, Kirchoff Laplacian and normalized Laplacian of a complex unit hypergraph and study each of them. Eigenvalue bounds for the adjacency, Kirchoff Laplacian and normalized Laplacian are also found. Complex unit hypergraphs naturally generalize several hypergraphic structures such as oriented hypergraphs, where vertex-edge incidences are labelled as either +1 or −1, as well as ordinary hypergraphs. Complex unit hypergraphs also generalize their graphic analogues, which are complex unit gain graphs, signed graphs, and ordinary graphs.
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1 Introduction

Spectral theory of graphs studies the eigenvalues of the adjacency matrix, the Kirchoff Laplacian and the normalized Laplacian associated to a graph \([1, 2]\). Such eigenvalues are known to identify many, if not most, important qualitative properties of a given graph, and they can be easily computed with tools from linear algebra. For these reasons, spectral graph theory finds application in many disciplines and it has been widely investigated.

As an extension of this theory, graph operators have been introduced and studied for hypergraphs; a generalization of graphs in which edges do not necessarily join only pairs of vertices but rather sets of vertices of any cardinality. This allows us to model communities of elements of any size, for instance, chemical reactions involving sets of chemical elements or research articles whose authors are groups of people and not necessarily pairs. Hypergraphs are therefore very interesting objects...
both from the mathematical point of view and due to their applicability in network science. The study of their spectra is an active field of research. Moreover, further generalizations of the theory include the existence of a given coefficient for each vertex–edge incidence in a hypergraph: oriented hypergraphs \cite{3} have coefficients in $\mathbb{Z} \setminus \{0\}$; chemical hypergraphs \cite{4} have coefficients in $\{-1,0,1\}$; hypergraphs with real coefficients \cite{5} have coefficients in $\mathbb{R} \setminus \{0\}$. The spectra of the Laplace operators and the adjacency matrix have been studied for oriented hypergraphs, while the spectrum of the normalized Laplacian has been investigated for chemical hypergraphs and hypergraphs with real coefficients. We refer the reader to \cite{6–14} for a significant, if incomplete, selection of literature on this topic. Moreover, we refer to \cite{15–17} for a selection of literature on the spectral theory of signed hypergraphs and weighted hypergraphs in which higher dimensional tensors are considered.

Here we introduce a generalization of oriented hypergraphs in which the coefficient of a vertex–edge incidence is an element of the complex unit circle. We call them complex unit hypergraphs. We also define their associated adjacency, Kirchhoff Laplacian and normalized Laplacian matrices, as operators that have entries in the complex field.

The paper is structured as follows. In Section 2 we give the basic definitions on complex unit hypergraphs and their associated operators. In Section 3 we investigate the first properties of the spectra and in Section 4 we discuss hypergraph transformations and their effect on the eigenvalues. Finally, in Section 5 we provide several bounds for the smallest and largest eigenvalues of each operator.

2 Basic definitions

In this section we are going to present the basic definitions that will be needed throughout the paper. We note that different references might use different definitions, and we do not claim that the definitions that are presented here should be the standard ones.

Definition 2.1. A hypergraph is a triple $(V, E, \mathcal{I})$ such that:

\begin{itemize}
  \item $V = \{v_1, \ldots, v_n\}$ is a finite set of nodes or vertices;
  \item $E = \{e_1, \ldots, e_m\}$ is a finite set of edges;
  \item $\mathcal{I} \subseteq V \times E$ is a set of incidences.
\end{itemize}

If $(v, e) \in \mathcal{I}$, $v$ and $e$ are incident and we denote it by $v \in e$. If $v_i \neq v_j$ are both incident to a given edge $e$, then $v_i$ and $v_j$ are adjacent, denoted $v_i \sim v_j$, and $e$ joins $v_i$ and $v_j$. The set of oriented adjacencies is

$$\tilde{\mathcal{A}} := \{(e, v_i, v_j) \in E \times V \times V : e \text{ joins } v_i \text{ and } v_j\}.$$  

Remark 2.2. The above definition of adjacent vertices does not include self-loops. Therefore, it differs from the definition in \cite{3,18}. 
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**Definition 2.3.** The degree of a vertex $v_j$, denoted by $d_j = \text{deg}(v_j)$, is equal to the number of incidences containing $v_j$. The size of an edge $e$ is the number of incidences which are contained in $e$. A $k$-edge is an edge of size $k$. A $k$-uniform hypergraph is a hypergraph such that all of its edges have size $k$. A $d$-regular hypergraph is a hypergraph where ever vertex has degree $d$.

We let $\mathbb{T}$ denote the multiplicative group of complex units.

**Definition 2.4.** A complex unit hypergraph is a quadruple $G = (V, E, I, \omega)$ consisting of a hypergraph $(V, E, I)$ and an incidence phase function $\omega : V \times E \to \mathbb{T} \cup \{0\}$ that satisfies

$$\omega(v, e) \neq 0 \iff v \in e.$$ 

**Remark 2.5.** Here we choose to take $V \times E$ as the domain of the incidence phase function $\omega$, and to let $\omega$ be zero outside of $I$. Alternatively, as done for instance in [3], one can choose to take $I$ as the domain in the definition of incidence phase function.

From here on we fix a complex unit hypergraph $G = (V, E, I, \omega)$. Moreover, we let

$$\varphi : \mathcal{A} \to \mathbb{T},$$

called the adjacency gain function, be defined by

$$\varphi_e(v_i, v_j) := \varphi(e, v_i, v_j) = -\omega(v_i, e) \cdot \omega(v_j, e)^{-1}.$$ 

**Remark 2.6.** For all $e \in E$ and for all $v_i \neq v_j \in e$,

$$\varphi_e(v_i, v_j) = -\omega(v_i, e) \cdot \omega(v_j, e)^{-1}$$

$$= [-\omega(v_j, e) \cdot \omega(v_i, e)^{-1}]^{-1}$$

$$= \varphi_e(v_j, v_i)^{-1}.$$ 

**Example:** See Figure 1 for an example of a complex unit hypergraph $G = (V, E, I, \omega)$.

**Figure 1:** A complex unit hypergraph $G$. Edge $e_1$ is a 4-edge, $e_2$ is an 2-edge, and edge $e_3$ has 3-edge. The incidence labels (incidence phase function values) are colored in blue. Here adjacency gain values for the two oriented adjacencies with $e_2$ are shown and colored in red. To make this picture much simpler, the other adjacency gain values are left out.
Remark 2.7. A 2-uniform complex unit hypergraph is a T-oriented gain graph [19]. If one ignores the incidence phase function, but preserves the adjacency gain function values this is a complex unit gain graph (or T-gain graph). Complex unit hypergraphs are the natural hypergraph analogue of these types of gain graphs, of which this paper generalizes much of their spectral properties [20].

Remark 2.8. An oriented hypergraph [3] is a complex unit hypergraph such that \( \omega : V \times E \to \{-1, 0, +1\} \). A 2-uniform oriented hypergraph is an oriented signed graph [21], which also generalizes bidirected graphs [22]. If one ignores the incidence labels, but preserves the adjacency signs, this is a signed graph. A signed simple graph is an oriented hypergraph such that:

- \( E \) is a set (that is, \( j \neq k \) implies \( e_j \neq e_k \));
- Each edge contains exactly two vertices.

A simple graph is a signed graph such that, for each edge \( e \), there exists a unique \( v \in e \) such that \( \omega(v, e) = 1 \) and there exists a unique \( w \in e \) such that \( \omega(w, e) = -1 \).

We now define the operators to \( G \). Given a complex matrix \( M \), we denote by \( M^+ \) its conjugate transpose.

**Definition 2.9.** The degree matrix of complex unit hypergraph \( G \) is

\[
D := D(G) = \text{diag}(\deg v_1, \ldots, \deg v_n).
\]

The incidence matrix of \( G \) is \( B := B(G) = (B_{ij}) \in (\mathbb{T} \cup \{0\})^{n \times m} \), where

\[
B_{ij} := \begin{cases} 
\omega(v_i, e_j) & \text{if } v_i \in e_j, \\
0 & \text{otherwise}.
\end{cases}
\]

The adjacency matrix of \( G \) is \( A := A(G) = (a_{ij}) \in \mathbb{C}^{n \times n} \), where

\[
a_{ij} := \begin{cases} 
\sum_{e \in E} \varphi_e(v_i, v_j) & \text{if } v_i \sim v_j, \\
0 & \text{otherwise}.
\end{cases}
\]

The Kirchhoff Laplacian of \( G \) is the \( n \times n \) matrix

\[
K := K(G) = D - A;
\]

The dual Kirchhoff Laplacian of \( G \) is the \( m \times m \) matrix

\[
K^* := K^*(G) = B^+ B;
\]

The normalized Laplacian of \( G \) is the \( n \times n \) matrix

\[
L := L(G) = D^{-1} K = \text{Id} - D^{-1} A;
\]

The dual normalized Laplacian of \( G \) is the \( m \times m \) matrix

\[
L^* := L^*(G) = B^+ D^{-1} B.
\]

**Definition 2.10.** Two hypergraphs \( G_1 \) and \( G_2 \) are cospectral with respect to a given operator \( M \) if \( M(G_1) \) and \( M(G_2) \) have the same spectrum.
3 First properties

Remark 3.1. If $v_i$ and $v_j$ are adjacent, then, by Remark 2.6,

$$a_{ij} = \sum_{e \in E} \varphi_e(v_i, v_j) = \sum_{e \in E} \varphi_e(v_j, v_i)^{-1} = \sum_{e \in E} \varphi_e(v_j, v_i) = \overline{a_{ji}}.$$ 

Therefore, $A$ and $K$ are Hermitian matrices and, in particular, they have real eigenvalues. Moreover, the normalized Laplacian $L$ is similar to the Hermitian matrix

$$L := L(G) = D^{1/2}LD^{-1/2} = \text{Id} - D^{-1/2}AD^{-1/2},$$

hence $L$ and $\mathcal{L}$ share the same (real) eigenvalues. Also, $x$ is an eigenvector for $L$ with eigenvalue $\lambda$ if and only if $D^{-1/2}x$ is an eigenvector for $L$ with eigenvalue $\lambda$.

Remark 3.2. If $G$ is $d$-regular,

$$\lambda$$

is an eigenvalue for $K$ $\iff$ $\frac{\lambda}{d}$ is an eigenvalue for $L$ $\iff$ $d - \lambda$ is an eigenvalue for $A$.

Therefore, for regular complex unit hypergraphs, the spectra of $K$, $L$ and $A$ are all equivalent, up to an additive or multiplicative constant.

Theorem 3.3. The Kirchhoff Laplacian and the normalized Laplacian can be rewritten as

$$K = BB^+ \quad \text{and} \quad L = D^{-1}BB^+,$$

respectively.

Proof. Observe that

$$(BB^+)^{ij} = \sum_{k=1}^{m} \omega(v_i, e_k)\overline{\omega(v_j, e_k)}.$$ 

If $i = j$, then the sum simplifies to

$$\sum_{k=1}^{m} |\omega(v_i, e_k)|^2 = \deg v_i,$$

since $|\omega(v_i, e_k)| = 1$ if $v_i \in e_k$. If $i \neq j$, then the sum simplifies to

$$\sum_{k=1}^{m} \omega(v_i, e_k)\overline{\omega(v_j, e_k)} = \sum_{k=1}^{m} -\varphi_{e_k}(v_i, v_j) = -a_{ij}.$$ 

Therefore, $K = D - A = BB^+$ and $L = D^{-1}K = D^{-1}BB^+$.

Corollary 3.4. $K$ and $K^*$ have the same non-zero eigenvalues. Similarly, $L$ and $L^*$ have the same non-zero eigenvalues.

Proof. It follows from the fact that, if $f$ and $g$ are linear operators, then the non-zero eigenvalues of $fg$ and $gf$ are the same.
Corollary 3.5. Given a matrix $M$, let $\mu_0(M)$ denote the multiplicity of the eigenvalue 0 for $M$. We have that

$$\mu_0(K) - \mu_0(K^*) = \mu_0(L) - \mu_0(L^*) = n - m, \quad (1)$$

$$\mu_0(K) = \mu_0(L) \quad \text{and} \quad \mu_0(K^*) = \mu_0(L^*). \quad (2)$$

Proof. (1) is an immediate consequence of Corollary 3.4. (2) follows from the fact that $K = BB^+$ while $L = D^{-1}BB^+$, and from Corollary 3.4.

Proposition 3.6. The eigenvalues of $K$ and $L$ are non-negative.

Proof. It follows from Theorem 3.3 and Corollary 3.4, since $K = BB^+$ and $L$ has the same non-zero eigenvalues as $L^* = B^+D^{-1/2}B = (D^{-1/2}B)^+D^{-1/2}B$.

Proposition 3.7.

$$\text{ker}(K) = \text{ker}(L) = \text{ker}(B^+) \quad \text{and} \quad \text{ker}(K^*) = \text{ker}(L^*) = \text{ker}(B).$$

Proof. The equality $\text{ker}(K) = \text{ker}(L)$ follows from the fact that $K = BB^+$ while $L = D^{-1}BB^+$. Now, given $x \in \mathbb{C}^n$,

$$x \in \text{ker}(K) \iff x^+Kx = x^+BB^+x = (B^+x)^+B^+x = 0 \iff x \in \text{ker}(B^+).$$

This proves the first claim. The second one is analogous.

Remark 3.8. Since the trace of a matrix equals the sum of its eigenvalues,

$$\sum_{i=1}^n \lambda_i(A) = 0;$$

$$\sum_{i=1}^n \lambda_i(K) = \sum_{j=1}^m \lambda_j(K^*) = \sum_{v \in V} \deg v = \sum_{e \in E} |e|;$$

$$\sum_{i=1}^n \lambda_i(L) = \sum_{j=1}^m \lambda_j(L^\top) = n.$$

4 Hypergraph transformations

In this section we discuss some hypergraph transformations and their effect on the spectra.
4.1 Duality

Definition 4.1. Given \( G = (V, E, \mathcal{I}, \omega) \), its dual hypergraph is \( G^* := (E, V, \mathcal{I}^*, \omega^*) \), where
\[
\mathcal{I}^* := \{(e, v) : (v, e) \in \mathcal{I}\},
\]
and \( \omega^* : E \times V \to \mathbb{T} \cup \{0\} \) is defined by
\[
\omega^*(e, v) := \omega(v, e)^{-1}.
\]

Remark 4.2. Clearly,

- The degree of a vertex in \( G \) equals the size of the corresponding edge in \( G^* \) and the size of an edge in \( G \) equals the degree of the corresponding vertex in \( G^* \);
- \( (G^*)^* = G \);
- \( B(G^*) = B(G)^+ \);
- \( K(G^*) = B^+ B = K^*(G) \).

In particular, in view of Corollary 3.5, \( G \) and its dual hypergraph have the same non-zero eigenvalues with respect to the Kirchhoff Laplacian \( K \). The same doesn’t hold, in general, for the normalized Laplacian.

Proposition 4.3. If \( G \) is \( d \)-regular and \( m \)-uniform, then
\[
L(G^*) = \frac{d}{m} \cdot L^*(G) \quad \text{and} \quad L^*(G) = \frac{d}{m} \cdot L(G).
\]

Proof. Since \( G \) is \( d \)-regular and \( m \)-uniform, \( G^* \) is \( m \)-regular and \( d \)-uniform. Hence,
\[
L(G) = \frac{1}{d} \cdot \text{Id} \cdot B B^+ \quad \text{and} \quad L^*(G) = B^+ \cdot \frac{1}{d} \cdot \text{Id} \cdot B.
\]
while
\[
L(G^*) = \frac{1}{m} \cdot \text{Id} \cdot B^+ B = \frac{d}{m} \cdot L^*(G)
\]
and similarly \( L^*(G^*) = \frac{d}{m} \cdot L(G) \). \( \square \)

4.2 Weak vertex deletion and weak edge deletion

We shall now consider weak vertex deletion and weak edge deletion [6].

Definition 4.4. Let \( G = (V, E, \mathcal{I}, \omega) \).

Given \( v \in V \), we let \( G \setminus v := (V \setminus \{v\}, E, \mathcal{I}_v, \omega_v) \), where:

- \( \mathcal{I}_v := \mathcal{I} \cap ((V \setminus \{v\}) \times E) \), and
- \( \omega_v := \omega|_{(V \setminus \{v\}) \times E} \) is \( \omega \) restricted to \( (V \setminus \{v\}) \times E \).

We say that \( G \setminus v \) is obtained from \( G \) by a weak vertex deletion of \( v \).
We will apply the Cauchy Interlacing Theorem [23, Theorem 4.3.17] in order to prove the results in this subsection.

**Theorem 4.5** (Cauchy Interlacing Theorem). Let $M \in \mathbb{C}^{n \times n}$ be Hermitian, let $r \in \{1, \ldots, n-1\}$ and let $M_r$ be an $r \times r$ principal submatrix of $M$. Then

$$\lambda_k(M) \leq \lambda_k(M_r) \leq \lambda_{k+r}(M) \quad \text{for all } k \in \{1, \ldots, n-r\}.$$ 

**Theorem 4.6.** Let $M$ be any of the operators $A$, $K$ or $L$. If $\hat{G}$ is obtained from $G$ by weak-deleting $r$ vertices,

$$\lambda_k(M(G)) \leq \lambda_k(M(\hat{G})) \leq \lambda_{k+r}(M(G)) \quad \text{for all } k \in \{1, \ldots, n-r\}.$$ 

**Proof.** Notice that $A(\hat{G})$ and $K(\hat{G})$ are obtained from $A(G)$ and $K(G)$, respectively, by removing the $r$ rows and columns corresponding to the deleted vertices. By Theorem 4.5, this proves the claim for $A$ and $K$.

In order to prove the claim for $L$, recall from Remark 3.1 that $L$ is cospectral to the Hermitian matrix

$$\mathcal{L} = \text{Id} - D^{-1/2}AD^{-1/2},$$

therefore it suffices to prove the claim for $\mathcal{L}$. Since $\mathcal{L}(\hat{G})$ is obtained from $\mathcal{L}(G)$ by removing the $r$ rows and columns corresponding to the deleted vertices, by Theorem 4.5 this proves the claim.

**Definition 4.7.** Given $e \in E$, we let $G \setminus e := (V, E \setminus \{e\}, \mathcal{I}_e, \omega_e)$, where:

- $\mathcal{I}_v := \mathcal{I} \cap (V \times (E \setminus \{e\}))$, and
- $\omega_e := \omega|_{V \times (E \setminus \{e\})}$.

We say that $G \setminus e$ is obtained from $G$ by a weak edge deletion of $e$. We say that $G$ is obtained from $G \setminus e$ by a weak edge addition of $e$.

**Theorem 4.8.** If $\hat{G}$ is obtained from $G$ by weak-deleting $r$ edges,

$$\lambda_{j-r}(K(G)) \leq \lambda_j(K(\hat{G})) \leq \lambda_{j+r}(K(G)) \quad \text{for all } j \in \{r+1, \ldots, n\}.$$ 

**Proof.** Observe that $B(\hat{G})$ is obtained from $B(G)$ by deleting the columns of $B(G)$ corresponding to the $r$ deleted edges. Therefore, $K^*(\hat{G}) = B(\hat{G})^+B(\hat{G})$ is an $r \times r$ principal submatrix of $K^*(G) = B(G)^+B(G)$. By Corollary 3.4 together with Theorem 4.5 this proves the claim.

**Remark 4.9.** While the Cauchy Interlacing Theorem can be applied to $A$, $K$ and $L$ in the case of weak vertex deletion, it can only be applied to $K$ in the case of weak edge deletion. Interestingly, in the case of simple graphs there are some known interlacing results for $L$ in the case of edge deletion [24, 26]. Such results don’t make use of the Cauchy Interlacing Theorem and generalizing them to the case of hypergraphs remains an open problem.
4.3 Vertex and edge switching

**Definition 4.10.** A *vertex switching function* is any function \( \zeta : V \to \mathbb{T} \). Vertex-switching the complex unit hypergraph \( G = (V, E, I, \omega) \) means replacing \( \omega \) with \( \omega^\zeta \), defined by
\[
\omega^\zeta(v, e) = \zeta(v)^{-1}\omega(v, e);
\]
producing the complex unit hypergraph \( G^\zeta = (V, E, I, \omega^\zeta) \).

Similarly, an *edge switching function* is any function \( \xi : E \to \mathbb{T} \). Edge-switching the complex unit hypergraph \( G = (V, E, I, \omega) \) means replacing \( \omega \) with \( \omega^\xi \), defined by
\[
\omega^\xi(v, e) = \xi(e)^{-1}\omega(v, e);
\]
producing the complex unit hypergraph \( G^\xi = (V, E, I, \omega^\xi) \).

**Remark 4.11.** Vertex-switching and edge-switching are equivalence relations.

**Definition 4.12.** For a vertex-switching function \( \zeta \), we let
\[
D_n(\zeta) := \text{diag}(\zeta(v_1), \ldots, \zeta(v_n)).
\]
For an edge-switching function \( \xi \), we let
\[
D_m(\xi) := \text{diag}(\xi(e_1), \ldots, \xi(e_m)).
\]

**Lemma 4.13.** If \( \zeta \) is a vertex-switching function on \( G \),
- \( B(G^\zeta) = D_n(\zeta)^+B(G) \);
- \( A(G^\zeta) = D_n(\zeta)^+A(G)D_n(\zeta) \);
- \( K(G^\zeta) = D_n(\zeta)^+K(G)D_n(\zeta) \);
- \( L(G^\zeta) = D_n(\zeta)^+L(G)D_n(\zeta) \).

Moreover, if \( \xi \) is an edge-switching function on \( G \),
- \( B(G^\xi) = B(G)D_m(\xi) \);
- \( A(G^\xi) = A(G) \);
- \( K(G^\xi) = K(G) \);
- \( L(G^\xi) = L(G) \).

**Corollary 4.14.** For any vertex-switching function \( \zeta \), \( G \) and \( G^\zeta \) are cospectral with respect to \( A, K, K^*, L \) and \( L^* \).

5 Smallest and largest eigenvalue

In this section we apply the Courant–Fischer–Weyl min-max principle [23, Theorem 4.2.2] and other preliminary lemmas in order to estimate the smallest and the largest eigenvalue of \( A, K \) and \( L \), respectively.
5.1 Preliminary results

**Lemma 5.1** (Courant–Fischer–Weyl min-max principle). Let $M \in \mathbb{C}^{n \times n}$ be Hermitian. Then

$$\lambda_1(M) = \min_{x \in \mathbb{C}^n \setminus \{0\}} \frac{x^* M x}{x^* x} = \min_{x^* x = 1} x^* M x,$$

and

$$\lambda_n(M) = \max_{x \in \mathbb{C}^n \setminus \{0\}} \frac{x^* M x}{x^* x} = \max_{x^* x = 1} x^* M x.$$

The vectors realizing such min or max are then corresponding eigenvectors.

**Proposition 5.2.** Let $x = (x_1, \ldots, x_n) \in \mathbb{C}^n$. Then

$$x^* K x = \sum_{e \in E} \sum_{v_j \in e} \omega(v_j, e)^{-1} x_j^2,$$

and

$$x^* L x = \sum_{e \in E} \sum_{v_j \in e} \frac{\omega(v_j, e)^{-1}}{\sqrt{\deg(v_i)}} x_j^2.$$

**Proof.** Observe that, given $x = (x_1, \ldots, x_n) \in \mathbb{C}^n$.

$$(x^* B)^+ = B^+ x = \left( \sum_{j=1}^n \omega(v_j, e_1) x_j, \ldots, \sum_{j=1}^n \omega(v_j, e_m) x_j \right).$$

Therefore,

$$x^* K x = x^* B B^+ x = (x^* B)(x^* B)^+ = \sum_{k=1}^m \sum_{j=1}^n \omega(v_j, e_k) x_j^2 = \sum_{k=1}^m \sum_{j=1}^n \omega(v_j, e_k)^{-1} x_j^2.$$

Similarly, since $L = D^{1/2} L D^{-1/2} = D^{-1/2} B B^+ D^{-1/2},$

$$x^* L x = x^* D^{-1/2} B B^+ D^{-1/2} x = (x^* D^{-1/2} B)(x^* D^{-1/2} B)^+ = \sum_{k=1}^m \sum_{j=1}^n \frac{\omega(v_j, e_k)^{-1}}{\sqrt{\deg v_j}} x_j^2.$$

**Corollary 5.3.** The smallest (largest) eigenvalue of $A$, $K$ and $L$, respectively, is the minimizer (maximizer) of the Rayleigh quotient

$$\text{RQ}_A(x) := \sum_{v_i \sim v_j} \sum_{e \in E} \frac{\varphi_e(v_i, v_j) \cdot x_j}{\sum_{i=1}^n x_i \cdot x_i}.$$
\[ RQ_K(x) := \sum_{e \in E} \left| \sum_{v_j \in e} \omega(v_j, e)^{-1} x_j \right|^2 \sum_{i=1}^n x_i \cdot x_i, \]

and

\[ RQ_L(x) := \sum_{e \in E} \left| \sum_{v_j \in e} \omega(v_j, e)^{-1} x_j \right|^2 \sum_{i=1}^n \deg v_i \cdot x_i \cdot x_i, \]

respectively, among \( x \in \mathbb{C}^n \setminus \{0\} \). Moreover, the vectors realizing the minimum (maximum) are the corresponding eigenvectors.

**Proof.** The claim follows directly from Lemma 5.1 for \( A \), and it follows from Lemma 5.1 and Proposition 5.2 for \( K \). Now, Lemma 5.1 and Proposition 5.2 also imply that the smallest (largest) eigenvalue of \( L \) is the minimizer (maximizer) of

\[ RQ_L(x) := \sum_{k=1}^m \sum_{j=1}^n \frac{\omega(v_{j,k})^{-1} x_j}{\sqrt{\deg v_j}} \cdot x_i \cdot x_i, \]

with the vectors realizing the minimum (maximum) being the corresponding eigenvectors. This proves the claim for \( L \), since \( x \) is an eigenvector for \( L \) with eigenvalue \( \lambda \) if and only if \( D^{1/2} x \) is an eigenvector for \( L \) with eigenvalue \( \lambda \). \( \square \)

The next lemma [23, Theorem 6.1.1] is often called the Geršgorin disc Theorem.

**Lemma 5.4** (Geršgorin). Let \( M = (m_{ij}) \in \mathbb{C}^{n \times n} \). The eigenvalues of \( M \) lie in the union of Geršgorin discs

\[ \bigcup_{i=1}^n \left\{ z \in \mathbb{C} : |z - m_{ii}| \leq \sum_{j \neq i} |m_{ij}| \right\}. \]

**Definition 5.5.** The **spectral radius** of \( M \in \mathbb{C}^{n \times n} \) is

\[ \rho(M) := \max\{|\lambda_i| : \lambda_i \text{ is an eigenvalue of } M\}. \]

**Corollary 5.6.** Let \( M = (m_{ij}) \in \mathbb{C}^{n \times n} \). Then,

\[ \rho(M) \leq \max_{i \in \{1, \ldots, n\}} \left( |m_{ii}| + \sum_{j \neq i} |m_{ij}| \right). \]

**Proof.** By Lemma 5.4, there exists \( i \in \{1, \ldots, n\} \) such that

\[ \rho(M) - |m_{ii}| \leq \sum_{j \neq i} |m_{ij}|. \]

That is,

\[ \rho(M) \leq |m_{ii}| + \sum_{j \neq i} |m_{ij}|. \]

The claim follows. \( \square \)
5.2 Upper and lower bounds

Let \( \Delta \) and \( \nabla \) denote the maximum vertex degree and the maximum edge size of \( G \), respectively.

**Theorem 5.7.**

\[
\rho(A) \leq \Delta(\nabla - 1),
\]

and this inequality is sharp.

**Proof.** By Corollary 5.6,

\[
\rho(A) \leq \max_{i \in \{1, \ldots, n\}} \sum_{j \neq i} |a_{ij}| = \max_{i \in \{1, \ldots, n\}} \sum_{j \neq i} \sum_{e \in E, v_i, v_j \in e} |\varphi_e(v_i, v_j)| \leq \Delta(\nabla - 1).
\]

To see that the above inequality is sharp, let \( G = (V, E, I, \omega) \) be such that:

- \( V = \{v_1, \ldots, v_n\} \) and \( E = \{e\} \);
- \( I = V \times E \);
- \( \omega(v, e) = 1 \) for all \( v \in V \).

Then, \( G \) is a 1-regular hypergraph and in particular \( \Delta = 1 \), while \( \nabla = n \). The adjacency matrix \( A = (a_{ij}) \) is such that

\[
a_{ij} = \begin{cases} 0 & \text{if } i = j, \\ -1 & \text{if } i \neq j. \end{cases}
\]

Hence, \( A = \text{Id} - J \), where \( J \) is the matrix of ones, and \( K = \text{Id} - A = J \). This implies that the eigenvalues of \( A \) are \( 1 - n \), with multiplicity 1, and 1, with multiplicity \( n - 1 \). In particular, \( \rho(A) = n - 1 = \Delta(\nabla - 1) \). \( \square \)

**Definition 5.8.** The underlying hypergraph of \( G = (V, E, I, \omega) \) is \( G' := (V, E, I, \omega') \), where

\[
\omega'(v, e) = \begin{cases} 1 & \text{if } v \in e, \\ 0 & \text{otherwise}. \end{cases}
\]

For a graph \( \Gamma \), the signless Laplacian \( Q(\Gamma) = D(\Gamma) + A(\Gamma) \) has received a growing amount of attention. When finding upper bounds for the Kirchhoff Laplacian spectral radius of a graph, it turns out that signless Laplacian can be used since \( \lambda_n(K(\Gamma)) \leq \lambda_n(Q(\Gamma)) \). This universal upper bound extends to more general settings of signed graphs \([27]\) and \( T \)-gain graphs \([20]\). More recently, this has also been generalized to the setting of oriented hypergraphs \([7]\). This further generalizes to complex unit hypergraphs, where all of the above structures can be viewed as specializations of the first inequality in the following theorem.

**Theorem 5.9.** Let \( G' \) be the underlying hypergraph of \( G \). Then,

\[
\lambda_n(K(G)) \leq \lambda_n(K(G')) \leq \nabla \cdot \Delta,
\]

and \( \lambda_n(K(G')) \leq \nabla \cdot \Delta \) is an equality if and only if \( G \) is \( \Delta \)-regular and \( \nabla \)-uniform. Similarly,

\[
\lambda_n(L(G)) \leq \lambda_n(L(G')) \leq \nabla,
\]

and \( \lambda_n(L(G')) \leq \nabla \) is an equality if and only if \( G \) is \( \nabla \)-uniform.
Proof. Let \( x = (x_1, \ldots, x_n) \in \mathbb{C}^n \) be a unit eigenvector of \( K(G) \) with corresponding eigenvalue \( \lambda_n(K(G)) \). Then, by Corollary 5.3,
\[
\lambda_n(K(G)) = \sum_{e \in E} \left( \sum_{v_i \in e} \omega(v_i, e)^{-1}x_i \right)^2 \leq \sum_{e \in E} \left( \sum_{v_i \in e} |x_i| \right)^2 \leq \lambda_n(K(G')).
\]
Similarly, let \( y = (y_1, \ldots, y_n) \in \mathbb{C}^n \) be a unit eigenvector of \( K(G') \) with corresponding eigenvalue \( \lambda_n(K(G')) \). Then
\[
\lambda_n(K(G')) = \sum_{e \in E} \left( \sum_{v_i \in e} y_i \right)^2 \leq \sum_{e \in E} \left( \sum_{v_i \in e} |y_i| \right)^2 \leq \lambda_n(K(G')),
\]
therefore all inequalities in (3) are equalities. Now, for each \( e \in E \),
\[
\left( \sum_{v_i \in e} |y_i| \right)^2 = \sum_{v_i \in e} y_i^2 + \sum_{\{i,j\} \in e, v_i \neq v_j} 2 \cdot |y_i| \cdot |y_j| \\
\leq \sum_{v_i \in e} y_i^2 + \sum_{\{i,j\} \in e, v_i \neq v_j} (y_i^2 + y_j^2) \\
= \sum_{v_i \in e} y_i^2 + \sum_{v_i \in e} (|e| - 1) \cdot y_i^2 \\
= |e| \cdot \sum_{v_i \in e} y_i^2,
\]
with equality if and only if \( y_i \) is constant for all \( v_i \in e \). Hence,
\[
\lambda_n(K(G')) \leq \sum_{e \in E} |e| \cdot \left( \sum_{v_i \in e} y_i^2 \right) \\
\leq \nabla \cdot \left( \sum_{e \in E, v_i \in e} y_i^2 \right) \\
= \nabla \cdot \left( \sum_{v_i \in V} \deg v_i \cdot y_i^2 \right) \\
\leq \nabla \cdot \Delta \cdot \left( \sum_{v_i \in V} y_i^2 \right) \\
= \nabla \cdot \Delta,
\]
with equality if and only if \( \deg v_i = \Delta \) is constant for all \( v_i \in V \), \( |e| = \nabla \) is constant for all \( e \in E \) and, for all \( e, y_i \) is constant for all \( v_i \in e \). This proves the claim for \( K \).

Now, proving that
\[
\lambda_n(L(G)) \leq \lambda_n(L(G'))
\]
can be done in the same way as for \( K \), by normalizing \( x = (x_1, \ldots, x_n) \in \mathbb{C}^n \) so that \( \sum_{i=1}^n \deg v_i \cdot x_i = 1 \). The fact that \( \lambda_n(L(G')) \leq \nabla \), with equality if and only if \( G \) is \( \nabla \)-uniform, is proved in [11].

\[ \square \]
Given $S \subseteq V$, let $\text{vol} S := \sum_{v \in S} \deg v$.

**Theorem 5.10.** If $S \subseteq V$ is such that, for each $v \in S$, $\omega(v) := \omega(v, e)$ is constant for all $e \in E$ with $v \in e$, then

$$\lambda_1(K) \leq \frac{\sum_{e \in E} |e \cap S|^2}{|S|} \leq \lambda_n(K),$$

and

$$\lambda_1(L) \leq \frac{\sum_{e \in E} |e \cap S|^2}{\text{vol} S} \leq \lambda_n(L).$$

**Proof.** Let $S \subseteq V$ be such that, for each $v \in S$, $\omega(v) := \omega(v, e)$ is constant for all $e \in E$ with $v \in e$. Let $x = (x_1, \ldots, x_n) \in \mathbb{C}^n$ be defined by

$$x_i := \begin{cases} \omega(v_i) & \text{if } v_i \in S, \\ 0 & \text{otherwise.} \end{cases}$$

Then, by Corollary 5.3

$$\lambda_1(K) \leq RQ_K(x) = \frac{\sum_{e \in E} \left| \sum_{v_j \in e} \omega(v_j, e)^{-1} x_j \right|^2}{\sum_{i=1}^n x_i \cdot x_i} = \frac{\sum_{e \in E} |e \cap S|^2}{|S|} \leq \lambda_n(K),$$

and

$$\lambda_1(L) \leq RQ_L(x) = \frac{\sum_{e \in E} \left| \sum_{v_j \in e} \omega(v_j, e)^{-1} x_j \right|^2}{\sum_{i=1}^n \deg v_i \cdot x_i \cdot x_i} = \frac{\sum_{e \in E} |e \cap S|^2}{\text{vol} S} \leq \lambda_n(L). \quad \square$$

**Definition 5.11.** A subset $S \subseteq V$ is independent if $\#(S \cap e) \leq 1$ for all $e \in E$. The independence number of $\Gamma$ is

$$\alpha := \max \{|S| : S \subseteq V \text{ independent}\}.$$ 

**Corollary 5.12.** If $S \subseteq V$ is independent,

$$\frac{\text{vol} S}{|S|} \leq \lambda_n(K).$$

**Proof.** Since $S$ is an independent set, by Lemma 4.13 we can assume, up to edge-switching, that given $v \in S$,

$$\omega(v) := \omega(v, e),$$

is constant for all $e \in E$ with $v \in e$. Therefore, by Theorem 5.10

$$\lambda_1(K) \leq \frac{\sum_{e \in E} |e \cap S|^2}{|S|} = \frac{\text{vol} S}{|S|} \leq \lambda_n(K). \quad \square$$
Remark 5.13. The proof used in Corollary 5.12 in the case of $L$ would simply imply that 
\[ \lambda_1(L) \leq 1 \leq \lambda_n(L), \]
but this statement is trivial since we know that $\sum_{i=1}^{n} \lambda_i(L) = n$, therefore the average of the eigenvalues is 1. However, the eigenvalues of $L$ and $A$ also relate to the independence sets. In fact, with the same proof as the one in \[12, \text{Theorem 3.4}\], one can see that
\[ \alpha \leq \min \{|\{i : \lambda_i(L) \leq 1\}|, |\{i : \lambda_i(L) \geq 1\}|\}, \]
and similarly
\[ \alpha \leq \min \{|\{i : \lambda_i(A) \leq 0\}|, |\{i : \lambda_i(A) \geq 0\}|\}. \]

**Corollary 5.14.**
\[ \max \{\Delta, \nabla\} \leq \lambda_n(K). \]

**Proof.** Let $v \in V$ with $\deg v = \Delta$. Then, $S = \{v\}$ is an independent set with $\text{vol} S = \Delta$ and $|S| = 1$. By Corollary 5.12
\[ \Delta \leq \lambda_n(K). \]

By taking the dual hypergraph, this also implies that
\[ \nabla \leq \lambda_m(K(G^*)) = \lambda_m(K^*(G)) = \lambda_n(K(G)). \]

Hence,
\[ \max \{\Delta, \nabla\} \leq \lambda_n(K). \]

**References**

[1] F. Chung. *Spectral graph theory*. American Mathematical Society, 1997.

[2] A.E. Brouwer and W.H. Haemers. *Spectra of Graphs*. Springer, New York, 2012.

[3] N. Reff and L.J. Rusnak. An oriented hypergraphic approach to algebraic graph theory. *Linear Algebra and its Applications*, 437:2262–2270, 2012.

[4] J. Jost and R. Mulas. Hypergraph Laplace operators for chemical reaction networks. *Advances in Mathematics*, 351:870–896, 2019.

[5] J. Jost and R. Mulas. Normalized Laplace Operators for Hypergraphs with Real Coefficients. *Journal of Complex Networks*, 9, 2021. DOI:10.1093/comnet/cnab009.

[6] L.J. Rusnak. Oriented hypergraphs: Introduction and balance. *The Electronic Journal of Combinatorics*, 20(3):P48, 2013.

[7] N. Reff. Spectral properties of oriented hypergraphs. *Electronic Journal of Linear Algebra*, 27, 2014.
[8] N. Reff. Intersection graphs of oriented hypergraphs and their matrices. *Australasian Journal of Combinatorics*, 65(1):108–123, 2016.

[9] L. Duttweiler and N. Reff. Spectra of cycle and path families of oriented hypergraphs. *Linear Algebra and its Applications*, 578:251–271, 2019.

[10] W. Grilliette, J. Reynes, and L.J. Rusnak. Incidence hypergraphs: Injectivity, uniformity, and matrix-tree theorems. *Linear Algebra and its Applications*, 634:77–105, 2022.

[11] R. Mulas. Sharp bounds for the largest eigenvalue. *Math. notes*, 109:102–109, 2021.

[12] A. Abiad, R. Mulas, and D. Zhang. Coloring the normalized Laplacian for oriented hypergraphs. *Linear Algebra and Its Applications*, 629:192–207, 2021.

[13] R. Mulas, R.J. Sánchez-García, and B.D. MacArthur. Geometry and symmetry in biochemical reaction systems. *Theory in Biosciences*, 140:265–277, 2021.

[14] L.J. Rusnak, J. Reynesa, R. Lid, E. Yand, and J. Yud. The Determinant of \{\pm 1\}-Matrices and Oriented Hypergraphs. arXiv:2101.05420.

[15] G. Yu, X. Yuan, and H. Qu. Signed k-uniform hypergraphs and tensors. *Linear Algebra and its Applications*, 580:1–13, 2019.

[16] Y. Wang, W. Le, and Y.-Z. Fan. A spectral method to incidence balance of oriented hypergraphs and induced signed hypergraphs. *Linear and Multilinear Algebra*, 70(19):4804–4818, 2022.

[17] F. Galuppi, R. Mulas, and L. Venturello. Spectral theory of weighted hypergraphs via tensors. *Linear and Multilinear Algebra*, 2022.

[18] W. Grilliette and L.J. Rusnak. Incidence hypergraphs: The categorical inconsistency of set-systems and a characterization of quiver exponentials. *Journal of Algebraic Combinatorics*, pages 1–36, 2023.

[19] N. Reff. Oriented gain graphs, line graphs and eigenvalues. *Linear Algebra and its Applications*, 506:316–328, 2016.

[20] N. Reff. Spectral properties of complex unit gain graphs. *Linear Algebra and its Applications*, 436(9):3165–3176, 2012.

[21] T. Zaslavsky. Orientation of signed graphs. *European J. Combin.*, 12(4):361–375, 1991.

[22] J. Edmonds and E. L. Johnson. Matching: A well-solved class of integer linear programs. In *Combinatorial Structures and their Applications (Proc. Calgary Internat., Calgary, Alta., 1969)*, pages 89–92. Gordon and Breach, New York, 1970.

[23] R.A. Horn and C.R. Johnson. *Matrix Analysis*. Cambridge University Press, second edition, 2013.
[24] G. Chen, G. Davis, F. Hall, Z. Li, K. Patel, and M. Stewart. An Interlacing Result on Normalized Laplacians. *SIAM Journal on Discrete Mathematics*, 18:353–361, 2004.

[25] S. Butler. Interlacing for weighted graphs using the normalized Laplacian. *Electronic Journal of Linear Algebra*, 16:90–98, 2007.

[26] F.M. Atay and H. Tunçel. On the spectrum of the normalized Laplacian for signed graphs: Interlacing, contraction, and replication. *Linear Algebra and its Applications*, 442:165–177, 2014.

[27] Y. Hou, J. Li, and Y. Pan. On the Laplacian eigenvalues of signed graphs. *Linear Multilinear Algebra*, 51(1):21–30, 2003.