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Summary: Regression is one of the favorite tools in applied statistics. However, misuse and misinterpretation of results from regression analysis are common in biomedical research. In this paper we use statistical theory and simulation studies to clarify some paradoxes around this popular statistical method. In particular, we show that a widely used model selection procedure employed in many publications in top medical journals is wrong. Formal procedures based on solid statistical theory should be used in model selection.
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1. Introduction

Linear regression is the most widely used statistical model in data analysis.[¹] Wide availability and ease of use of statistical software packages, such as SAS, SPSS and R make the linear regression accessible to people without any formal statistical training. Although wise use of statistical methods such as linear regression helps us, even novices, develop a better understanding of data and guide our decisions, it also causes confusion in interpretation of results and paradoxical findings. For example, we are often asked by our biomedical collaborators questions like “When I run the univariate regression of Y on the predictor X, the p-value is very small. However, if I add some other predictors in the model, X is not significant anymore. Why?” The same problem also occurs in logistic regression for binary outcome [²], log-linear regression for counting data [²], and Cox proportional hazards regression for survival data.[³]

A simple answer to this question is the different assumptions between the univariate and multiple regression models. However, this is not so meaningful for non-statisticians. This is discussed in Section 2.

In many medical studies, regression analysis involves a large number of independent variables, or predictors. Model selection is required to find the predictors that are significantly associated with an outcome, or dependent variable, of interest. Here is how the model selection was done in a recent paper published in JAMA Surgery[⁴]:

“The administrative database was then evaluated by means of univariate and multivariate logistic regression. First we identified variables that were associated (P < .20) with readmission, the dependent variable. These potential confounders were then entered in multivariate stepwise (backward elimination) logistic regression, with readmission as the dependent variable.
A logistic regression model was constructed to identify patient factors associated with readmission.”

This forward selection procedure as the first step to weed out “non-significant” predictors has become almost the gold standard for variable selection and has been used in many papers published in top medical journals. The key idea of this method is first to run a univariate regression on each predictor. If the p-value is less than some pre-specified level, for example 0.1, then the predictor is used in the multiple regression. Otherwise, the predictor is assumed to have no significant effect on the outcome. This method seems quite logical and intuitively meaningful. Indeed, it has been used and is still being used by the biomedical and other research communities. Is this a valid procedure?

In this paper we use linear regression analysis to show two paradoxes in regression analysis. In Section 2 we use some very basic theory to show how the univariate regression and multiple regression make different assumptions on the models. We use examples and simulation studies to show two paradoxes in regression analysis in Section 3. Section 4 briefly discusses the transitivity of correlation. Our results clearly invalidate the model selection procedure widely used in biomedical research.

2. Basic theory

Let \((Y, X_1, ..., X_p)\) be a random vector, where \(X_1, ..., X_p\) are called the covariates (independent variables), and \(Y\) is called the outcome (dependent variables). The regression of \(Y\) on \((X_1, ..., X_p)\) is the conditional expectation of \(Y\) given \((X_1, ..., X_p)\), denoted by \(E[Y|X_1, ..., X_p]\) which is a measurable function of \((X_1, ..., X_p)\). Denote the function by \(g(X_1, ..., X_p)\). Without knowing the joint distribution of \((X_1, ..., X_p, Y)\), in general, the form of \(g(X_1, ..., X_p)\) is unknown. In statistical analysis, we usually assume some mathematically tractable forms of \(g(X_1, ..., X_p)\). For example, the linear regression analysis assumes that

\[
g(X_1, ..., X_p) = \beta_0 + \beta_1 X_1 + ... + \beta_p X_p
\]

In the logistic regression analysis with 0-1 outcome, we assume that

\[
g(X_1, ..., X_p) = \frac{\exp(\beta_0 + \beta_1 X_1 + ... + \beta_p X_p)}{1 + \exp(\beta_0 + \beta_1 X_1 + ... + \beta_p X_p)}
\]

In this paper we assume the outcome \(Y\) is continuous. Let

\[
e = Y - E[Y|X_1, ..., X_p]
\]

It is obvious that \(E[Y|X_1, ..., X_p] = 0\). We consider a stronger form of the linear regression model

\[
Y = \beta_0 + \beta_1 X_1 + ... + \beta_p X_p + \varepsilon
\]

and assume that given \(X_1, ..., X_p\), the variance of \(\varepsilon\)

\[
\text{Var}[\varepsilon|X_1, ..., X_p] = \text{Var}[Y|X_1, ..., X_p] = \sigma^2
\]

which does not depend on \((X_1, ..., X_p)\). This assumption is also used in most statistical literature on linear model. We further assume that \(X_k, k = 1, ..., p\), have finite second moments.

From (1) we have

\[
E[Y|X_1] = \beta_0 + \beta_1 X_1 + \sum_{k=2}^{p} \beta_k E[X_k|X_1].
\]

(2)

Let \(Z_k = E[X_k|X_1], k = 1, ..., p\). (It is clear that \(Z_k = X_k\).) Then the regression of \(Y\) on \(X_1\) is

\[
E[Y|X_1] = \beta_0 + \beta_1 Z_1 + ... + \beta_p Z_p + \eta
\]

which still has a linear form. Let Then

\[
Y = \beta_0 + \beta_1 Z_1 + ... + \beta_p Z_p + \eta
\]

(3)

Although (3) has the same form as (1), they are fundamentally different in the error terms. Note that \(E[\eta|X_1] = 0\), \(\text{Cov}(Z_k, \eta) = 0, k = 1, ..., p\). However, the conditional variance of \(\eta\) given \(X_1\) is

\[
\text{Var}[\eta|X_1] = \text{Var}[Y|X_1] = \sigma^2 + \text{Var}[\sum_{k=2}^{p} \beta_k X_k|X_1].
\]

Therefore, the conditional variance of \(\eta\) given \(X_1\) is no longer a constant. This violates the fundamental assumption used in linear regression model.

The univariate linear regression of \(Y\) on \(X_1\) assumes the following form of the model

\[
Y = \gamma_0 + \gamma_1 X_1 + \zeta
\]

(4)

From (3) we know that generally

\[
E[\zeta|X_1] = 0, \text{Cov}(\zeta, X_1) \neq 0.
\]

Suppose \((Y, X_{i1}, ..., X_{ip}), i = 1, ..., n\), is a random sample from (1). Let

\[
\bar{Y} = n^{-1} \sum_{i=1}^{n} Y_i, \quad \bar{X}_1 = n^{-1} \sum_{i=1}^{n} X_{i1}.
\]

Let \(\hat{Y}_1\) be the least square estimate of the univariate regression of \(Y_1\) on \(X_{i1}\) in (4). Then

\[
\hat{Y}_1 = \frac{\sum_{i=1}^{n} (X_{i1} - \bar{X}_1)(Y_i - \bar{Y})}{\sum_{i=1}^{n} (X_{i1} - \bar{X}_1)^2},
\]

and

\[
\text{Cov}(\hat{Y}_1, X_{i1}) = \frac{\sum_{k=2}^{p} \beta_k \text{Cov}(X_{i1}, X_k)}{\text{Var}(X_{i1})} \text{ a.s.}
\]

(5)

as \(n \to \infty\). Let \(\hat{\beta}_1\) be the least square estimator of \(\beta_1\) in (1). It is well known that \(E[\hat{\beta}_1] = \beta_1\) and \(\hat{\beta}_1 \to \beta_1\). Hence the estimates from the univariate regression and multiple regression usually converge to different limits. In a special case that and other covariates are uncorrelated, the limits are the same.
3. Two paradoxes in linear regression analysis

In this section, we show why the estimates of the coefficient of some covariates in the univariate regression and in the multiple regression do not match. More specifically, we show that in some cases, the estimate from the univariate regression is significant, but the result from the multiple regression is not. On the other hand, in some cases, the result is significant for the multiple regression but not for the univariate regression.

Suppose (1) is the true multiple regression model. The univariate regression model uses model (4) by assuming that \( E[X_k | X_1] = 0 \). This assumption is generally wrong unless \( E[X_k | X_1] \) is a constant \( (k = 2, \ldots, p) \). Hence, with a correct multiple regression model, the estimate of the univariate analysis is based on a wrong model. This is the reason why the results from univariate regression and multiple regression do not match. Furthermore, result (5) shows that there is no clear interpretation of the estimate in the univariate analysis.

We discuss two paradoxes related to univariate and multiple regressions through both theoretical derivations and simulation studies.

3.1 Significant covariate effect in multiple regression but not in univariate regression

Let \( X_1, X_2, X_3 \) and \( \varepsilon \) be independent random variables with standard normal distributions. Consider the following model

\[
Y = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \alpha_3 X_3 + \varepsilon
\]  

(6)

where \( \alpha_k \neq 0, k = 0,1,2,3 \), and \( X_1 = \beta_1 X_1 + \beta_2 X_2 \).

Then

\[
\frac{\text{Cov}(Y, X_1)}{\text{Var}(X_1)} = \alpha_1 + \frac{\alpha_2 \beta_1}{\beta_1^2 + \beta_2^2}
\]

which is 0 if and only if

\[
\alpha_1 = -\frac{\alpha_2 \beta_1}{\beta_1^2 + \beta_2^2}.
\]  

(7)

From (5) we know that if (7) is true, the least square estimator \( \hat{\beta}_1 \) of the coefficient of the univariate regression of \( Y \) on \( X_1 \) will not be significant, even though \( X_1 \) is necessary in specifying model (6).

**Example 1.** Let \( \alpha_1 = -3/5, \alpha_2 = 3, \alpha_3 = 4, \beta_1 = 1, \beta_2 = 2 \) in (6).

The true model is

\[
Y = 1 - 3/5X_1 + 3X_2 + 4X_3 + \varepsilon
\]  

(8)

Table 1 shows the simulation result of the estimates and standard deviations of the coefficient of \( X_1 \) in both univariate and multiple regressions after 10,000 replications. For a wide range of sample sizes, the least square estimator of the coefficient of \( X_1 \) in the multiple regression is very close to the true value, and the standard deviation decreases significantly with the sample size. However, the estimate of coefficient in the univariate analysis is very close to 0 in all cases.

According to the practice in medical publications \([4-24]\), \( X_1 \) will not enter the multiple regression. Table 2 shows the result of the least square estimates of the coefficients of \( X_2 \) and \( X_3 \) after \( X_1 \) is removed in (8). It is easy to see that the estimate of the coefficient of \( X_i \) is dramatically biased in the multiple regression after \( X_1 \) is removed due to the univariate analysis.

3.2 Significant covariate effect in univariate regression but not in multiple regression

Suppose \( X_1, X_2, X_3 \) and \( \varepsilon \) are independent standard normal random variables, and \( X_4 = \beta_1 X_1 + \beta_2 X_2 \), where \( \beta_1 \beta_2 \neq 0 \).

**Table 1. Estimate of the regression coefficient of \( X_1 \)**

| n   | Multiple regression | Univariate regression |
|-----|---------------------|-----------------------|
|     | Estimate SD         | Estimate SD           |
| 30  | -0.6010 0.0988      | -0.0005 0.4225        |
| 50  | -0.6003 0.0748      | -0.0016 0.3194        |
| 100 | -0.6003 0.0514      | -0.0009 0.2226        |
| 200 | -0.6002 0.0357      | 0.0002 0.1585         |
| 500 | -0.6005 0.0226      | -0.0005 0.0965        |
| 1000| -0.6000 0.0160      | -0.0002 0.0691        |

**Table 2. Estimates of the regression coefficients of \( X_2 \) and \( X_3 \) with \( X_1 \) being removed**

| Coefficient of \( X_2 \) | Coefficient of \( X_3 \) |
|---------------------------|---------------------------|
| \( \alpha_i = 3 \)       | \( \alpha_i = 4 \)       |
| n   | Estimate SD         | Estimate SD         | n   | Estimate SD         | Estimate SD         |
|-----|---------------------|---------------------|-----|---------------------|---------------------|
| 30  | 2.4074 0.3030       | 4.0028 0.3047       | 30  | 2.4074 0.3030       | 4.0028 0.3047       |
| 50  | 2.3990 0.2281       | 4.0014 0.2302       | 50  | 2.3990 0.2281       | 4.0014 0.2302       |
| 100 | 2.4020 0.1611       | 3.9992 0.1581       | 100 | 2.4020 0.1611       | 3.9992 0.1581       |
| 200 | 2.3999 0.1111       | 4.0019 0.1126       | 200 | 2.3999 0.1111       | 4.0019 0.1126       |
| 500 | 2.4002 0.0703       | 4.0005 0.0705       | 500 | 2.4002 0.0703       | 4.0005 0.0705       |
| 1000| 2.4002 0.0498       | 3.9993 0.0492       | 1000| 2.4002 0.0498       | 3.9993 0.0492       |
Consider the following true model is
\[ Y = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \varepsilon \]  \quad (9)

If (9) is expanded to include \( X_4 \) and the expanded model still satisfies the conditions of the linear regression, then the regression equation becomes
\[ Y = \delta_0 + \delta_1 X_1 + \delta_2 X_2 + \delta_3 X_3 + \varepsilon \]  \quad (10)

From (9) and (10) we have
\[ E[Y|X_1, X_2] = E[Y|X_1, X_2, X_3] \]

or
\[ \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 = \delta_0 + (\delta_1 + \delta_3 \beta_1) X_1 + \delta_2 X_2 + \delta_3 \beta_3 X_3. \]

Since \( \beta_3 \neq 0 \), we should have \( \delta_3 = 0 \), which means that \( X_3 \) has no role in the multiple regression. Let \( \hat{\beta} \) be the least square estimate of the coefficient of univariate linear regression of \( Y \) on \( X_3 \). Then
\[ \hat{\beta} \rightarrow \frac{\text{Cov}(Y, X_3)}{\text{Var}(X_3)} = \frac{\alpha_1 \beta_1}{\beta_1^2 + \beta_3^2}. \]

Hence if \( \alpha_1 \beta_1 \neq 0 \), when sample size \( \delta_3 = 0 \) is large enough, the result from the univariate is significant but the multiple regression is not.

**Example 2.** Let \( \alpha_0 = 0, \alpha_1 = 1, \alpha_2 = 2 \) in (9) and \( \beta_1 = \beta_3 = 1 \), Table 3 shows the least square estimates of the coefficient of \( X_3 \) in both univariate and multiple linear regressions after 10,000 replications. For all sample sizes, the univariate regression shows that \( X_3 \) has very significant effect on \( Y \). However, in the multiple regression, the effect is not significant.

### 4. Transitivity of correlation

Another issue around the regression analysis is the transitivity of the correlation in the interpretation.

**Table 3.** Estimate of the regression coefficient of \( X_4 \)

| \( n \) | Univariate regression | Multiple regression |
|-------|-----------------------|--------------------|
|       | Estimate | SD   | Estimate | SD   |
| 30    | 1.0024   | 0.4723 | 0.0038  | 0.2014 |
| 50    | 0.9975   | 0.3564 | -0.0008 | 0.1496 |
| 100   | 0.9995   | 0.2469 | -0.0015 | 0.1032 |
| 200   | 0.9982   | 0.1733 | 0.0005  | 0.0723 |
| 500   | 0.9999   | 0.1101 | 0.0005  | 0.0452 |
| 1,000 | 0.9995   | 0.0776 | 0.0004  | 0.0318 |

For example, some people may say like that: “Since factor \( A \) is highly correlated with outcome \( Y \), and factor \( A \) and factor \( B \) are highly correlated, then \( B \) should be correlated with \( Y \).” It seems very intuitive and reasonable that correlation is transitive. Unfortunately, this is not true. Here is a theoretical example. Suppose \( X \) and \( Z \) are independent standard normal random variables and \( Y = X + Z \). It’s clear that the correlation between \( X \) and \( Y \), and between \( Y \) and \( Z \) are both 0.707. However, the correlation between \( X \) and \( Z \) is 0.

In our Example 2, the correlations between \( X_1 \) and \( X_1, Y \) are 0.707 and 0.408, respectively. However, we proved in Section 3.2 shows that \( X_1 \) has no role in the multiple regression if \( X_1 \) and \( X_2 \) are in the model although \( X_4 \) is not a linear combination of \( X_1 \) and \( X_2 \).

### 5. Discussion

Regression analysis in medical research usually involves many predictors (independent variables). The model selection is needed to pick covariates having significant effect on the outcome. A widely used method in medical publications\(^{[4-24]}\) is first to screen those covariates through univariate analysis. If a covariate is not significant in the univariate regression analysis, it will not enter the multiple regression analysis. The underlying assumption of this method is that a covariate is significant in the multiple regression only if it is significant in the univariate regression analysis. Our results indicate that this assumption is wrong. A covariate may be very significant in the univariate regression but has no role in the multiple regression (see Example 2 in Section 3). On the other hand, a covariate is a necessary part of a multiple regression but may be not correlated with the outcome (see Example 1 in Section 3). The initial univariate screening method totally ignores the correlation among covariates. There is no theoretical work to support this method. Our simulation results clearly show that the multiple regression results after the univariate screening may be dramatically biased and misleading. The biomedical community should stop using this procedure in their research and publications.
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线性回归分析中的两个悖论
Feng G, Peng J, Dongke TU, Zheng JZ, Feng C

概述：回归是应用统计学中最受欢迎的工具之一。然而，回归分析结果的误用和误解在生物医学研究中是常见的。本文运用统计理论和模拟研究来说明有关这种普遍使用的统计方法的一些悖论。我们还特别指出在顶级医学期刊发表的很多文章中广泛使用的模型选择程序事实上是错误的。模型选择使用哪一种步骤化程序需基于可靠的统计理论。

关键词：向前选择，向后消除，单变量回归，多元回归
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