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Abstract

Formation control algorithms for multi-agent systems have gained much attention in the recent years due to the increasing amount of mobile and aerial robotic swarms. The design of safe controllers for these vehicles is a substantial aspect for an increasing range of application domains. However, parts of the vehicle’s dynamics and external disturbances are often unknown or very time-consuming to model. To overcome this issue, we present a safe formation control law for multiagent systems based on double integrator dynamics by using Gaussian Processes for an online learning of the unknown dynamics. The presented approach guarantees a bounded error to desired formations with high probability, where the bound is explicitly given. A numerical example highlights the effectiveness of the learning-based formation control law.

1 Introduction

Extending the concept of a single autonomous mobile robot performing a task to a group of robots has been an area of active research in last decades. One of the key elements in the operation of groups of mobile robots that require a specific spatial configuration is the control method used to coordinate the behavior of each robot [1].

Some of the most widely used concepts are based on virtual potential fields that generate attraction and repulsion forces between robots [2], or to react to objects in the environment [3]. Another proposed method makes use of the concept of a virtual articulated mechanism that can be rotated, deformed and scaled over time [4]. Others, based on the concept of swarms of self organized robot groups [5, 6], rely on the idea of reducing the problem to a lower dimensional representation to allow for scaling and abstraction. This fact provides a significant benefit for the control of groups with a great number of agents, but it is not well-suited for missions that require to take into account uncertainties or external disturbances in the dynamics of the agents to reach a desired collective behaviour.
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Formation control strategies are a powerful tool for the coordination of a team of robots in multi-robot systems where spatial constraints are defined among agents, as surveyed by [7]. However, these control approaches depend on exact models of the systems and exclude the effect of external disturbances in order to guarantee stability of the agents to a desired formation shape. In this paper we will show how to tackle the formation control problem when a multi-agent system is formulated under a double integrator dynamics and subject to unknown dynamics, in the case where agents only measure inter-agent distances.

One of the most popular distance-based formation stabilization techniques are the ones based on the negative gradient of potential functions [8] and also by rigidity theory [9]. In the case of rigidity theory, most of techniques to stabilize a set of agents to a desired shape using distance measurements are given for single integrator agents [10], [11]. Double integrator models have been extensively studied for flocking control since the pioneering works [12] and [13], but not for distance-based formation control, since a full characterization of the convergence analysis is still a challenging problem in the multi-agent systems literature [14]. To overcome the issue of unknown dynamics, learning-based control laws have been proposed but they are limited to iterative learning [15], leader-follower formations [16], [17] or lack of guarantees [18]. To the best of the authors’ knowledge, there are no available results for the design of a safe distance-based formation control law for double integrator agents under partially unknown dynamics, based on online learning data-driven models. These data-driven modeling tools have shown remarkable results in many different applications including control, machine learning and system identification [19]. In data-driven control, data of the unknown system dynamics is collected and used to predict the dynamics in areas without training data. In contrast to parametric models, these models are highly flexible and are able to reproduce a large class of different dynamics, see [20].

Within the past two decades, Gaussian process (GP) models [21] has been increasingly used for modeling dynamical system due to many beneficial properties such as the bias-variance trade-off and the strong connection to Bayesian mathematics. In contrast to many other techniques, GP models provide not only a prediction but also a measure for the uncertainty of the model. This powerful property makes them very attractive for many applications in control, e.g., model predictive control [22], feedback linearization [23], and tracking control [24], as the uncertainty measure allows to provide performance and safety guarantees. Recently, GP models have been employed for the control of multi-agent systems in [25], [26] but without convergence guarantees or online learning.

The purpose of this article is to employ the power of learning-based approaches, in particular, Gaussian processes, for the formation control of multi-agent systems with partially unknown double integrator dynamics. The main contribution of this article is a safe online learning-based formation control law for this class of multi-agent systems. The proposed decentralized control law guarantees the boundedness of the error to desired formation shapes, and specifies the ultimate bound.

We begin this work by reviewing the necessary background and definitions about GPs and rigidity theory for multi-agent formations in Section 2. Section 3 addresses the problem of modeling the partially unknown dynamics with GPs and the model error. Section 4 describes the online learning-based control law and the bounded error to desired formation shapes. Finally, a numerical example is presented in Section 5.

**Notation:** Vectors are denoted with bold characters and matrices with capital letters. The expression $\mathcal{N}(\mu, \Sigma)$ describes a normal distribution with mean $\mu$ and covariance $\Sigma$. The probability function is denoted by $P$. $\mathbb{E}[X]$ denotes the expected value of a random variable $X$. The set $\mathbb{R}_{>0}$ denotes the set of positive real numbers. The Euclidean norm is denoted by $|\cdot|$ and by $|\mathcal{X}|$ the cardinal of the set $\mathcal{X}$. 
2 Background and Definitions

We begin by introducing the necessary background on GP models (see [21] for more details) and the basics of rigidity theory for formation control (see [9] for more details).

2.1 Gaussian Process models

A Gaussian process is a stochastic process which is completely defined by a mean function \( m_{\text{GP}} : \mathbb{R}^p \rightarrow \mathbb{R} \) and a kernel function \( k : \mathbb{R}^p \times \mathbb{R}^p \rightarrow \mathbb{R} \). One of the main advantages of GPs is their combined use with Bayes’ Theorem to provide statistical inference with function regression [21]. In this regard, consider the output \( y \) of a function \( f : \mathbb{R}^p \rightarrow \mathbb{R}^p \), where

\[
\begin{align*}
    f(x) &= \begin{cases} 
    f_1(x) \sim \mathcal{GP}(0, k(x, x')) \\
    \vdots \\
    f_p(x) \sim \mathcal{GP}(0, k(x, x')). 
    \end{cases} 
\end{align*}
\]

The mean function is set to zero without loss of generality. The measurements might be affected by Gaussian noise such that \( y = f(x) + \eta \), where \( \eta \sim \mathcal{N}(0, \sigma^2 I_p) \) with the \( p \)-dimensional identity matrix \( I_p \). The training set \( D = \{ X, Y \} \) denotes the set of input data, \( X = [x^{(1)}, x^{(2)}, \ldots, x^{(m)}] \in \mathbb{R}^{p \times m} \) and measured output data, \( Y = [y^{(1)}, y^{(2)}, \ldots, y^{(m)}] \in \mathbb{R}^{p \times m} \). For a test input \( x^* \in \mathbb{R}^p \), the predictions of \( f(x^*) \) are provided by conditioning on the data which leads to the posterior distribution

\[
\begin{align*}
    \mu(f_i | x^*, D) &= k(x^*, X) \top (K + I \sigma^2)^{-1} Y_{:,i}, \\
    \text{var}(f_i | x^*, D) &= k(x^*, x^*) - k(x^*, X) \top (K + I \sigma^2)^{-1} k(x^*, X)
\end{align*}
\]

for all \( i \in \{1, \ldots, p\} \), where \( Y_{:,i} \) denotes the \( i \)-th column of the matrix of outputs \( Y \). The kernel \( k \) is a measure for the correlation of two inputs \((x, x')\). The function \( K : \mathbb{R}^{p \times m} \times \mathbb{R}^{p \times m} \rightarrow \mathbb{R}^{m \times m} \) is called the Gram matrix whose elements are given by \( K_{j',j} = k(X_{:,j'}, X_{:,j}) + \delta(j, j')\sigma^2 \) for all \( j', j \in \{1, \ldots, m\} \) with the delta function \( \delta(j, j') = 1 \) for \( j = j' \) and zero, otherwise. The vector-valued function \( k : \mathbb{R}^p \times \mathbb{R}^{p \times m} \rightarrow \mathbb{R}^m \), with the elements \( k_j = k(x^*, X_{:,j}) \) for all \( j \in \{1, \ldots, m\} \), expresses the covariance between \( x^* \) and the input training data \( X \). The selection of the kernel and the determination of the corresponding hyperparameters can be seen as degrees of freedom of the regression. A powerful kernel for GP models of physical systems is the squared exponential kernel.

An overview about the properties of different kernels can be found in [21].

**Remark 1** For simplicity, we consider identical kernels for each output dimension. However, the GP model can be easily adapted to different kernels for each output dimension.

2.2 Rigidity of formations

Consider \( n \geq 2 \) autonomous agents whose positions are denoted by \( p_i \in \mathbb{R}^d \), \( d = \{2, 3\} \) and denote by \( p \in \mathbb{R}^{dn} \) the stacked vector of agents’ positions.

The neighbor relationships between agents are described by an undirected graph \( G = (\mathcal{N}, \mathcal{E}) \) with the ordered edge set \( \mathcal{E} \subseteq \mathcal{N} \times \mathcal{N} \). The set of neighbors for \( i \in \mathcal{N} \), denoted by \( \mathcal{N}_i \), is defined by \( \mathcal{N}_i := \{ j \in \mathcal{N} : (i, j) \in \mathcal{E} \} \). Agents can sense the relative positions of its nearest neighbors, in particular, agents can measure its Euclidean distance from other agents in the subset \( \mathcal{N}_i \subseteq \mathcal{N} \). We
define the elements of the incidence matrix $B \in \mathbb{R}^{|\mathcal{N}| \times |\mathcal{E}|}$ that establish the neighbors’ relationships for $\mathcal{G}$ by

$$B_{i,k} = \begin{cases} +1 & \text{if } i = \mathcal{E}_k^{\text{tail}} \\ -1 & \text{if } i = \mathcal{E}_k^{\text{head}}, \\ 0 & \text{otherwise} \end{cases} \quad (3)$$

where $\mathcal{E}_k^{\text{tail}}$ and $\mathcal{E}_k^{\text{head}}$ denote the tail and head nodes, respectively, of the edge $\mathcal{E}_k$, i.e., $\mathcal{E}_k = (\mathcal{E}_k^{\text{tail}}, \mathcal{E}_k^{\text{head}})$. The stacked vector of relative positions between neighboring agents, denoted by $z \in \mathbb{R}^{d|\mathcal{N}|}$, is given by

$$z = \overline{B}^T p, \quad (4)$$

where $\overline{B} := B \otimes I_d \in \mathbb{R}^{d|\mathcal{N}| \times d|\mathcal{E}|}$ with $I_d$ being the $(d \times d)$ identity matrix, and $\otimes$ the Kronecker product. Note that $z_k \in \mathbb{R}^d$ and $z_{k+|\mathcal{E}|} \in \mathbb{R}^d$ in $z$ correspond to $p_i - p_j$ and $p_j - p_i$ for the edge $\mathcal{E}_k$. We can also define $p_{ij} := p_i - p_j$ to reduce unnecessary verbosity. A framework for $\mathcal{G}$ is then defined as the pair $(\mathcal{G}, p)$.

In this work, conditions to guarantee convergence to desired formations are based on the property called rigidity of the desired formation shape. According to this, the rigidity matrix for the framework $(\mathcal{G}, p)$ is defined as (see [9] for instance)

$$R(z) = \frac{1}{2} \frac{\partial^2 \ell_G(p)}{\partial p^2} = D(z)^T \overline{B} \in \mathbb{R}^{|\mathcal{E}| \times d|\mathcal{N}|}, \quad (5)$$

with $D(z) = \text{diag}(z_1, \ldots, z_{|\mathcal{E}|}) \in \mathbb{R}^{d|\mathcal{E}| \times |\mathcal{E}|}$ and distance measure function $\ell_G : \mathbb{R}^{d|\mathcal{N}|} \rightarrow \mathbb{R}^{|\mathcal{E}|}$ defined by

$$\ell_G(p) = \left( \|p_i - p_j\| \right)_{(i,j) \in \mathcal{E}} = D(z)^T z. \quad (6)$$

We consider the desired distance between neighboring agents over the edge $\mathcal{E}_k$ as $d_k$ and we further define the squared distance error for the edge $\mathcal{E}_k$ as

$$e_k = \|p_i - p_j\|^2 - d_k^2 = \|z_k\|^2 - d_k^2, \quad (7)$$

with the stacked squared distance vector error denoted by $e = [e_1, \ldots, e_{|\mathcal{E}|}]^T$. For $k \in \{1, \ldots, |\mathcal{E}|\}$, the set of desired shapes is then defined by

$$\mathcal{S} = \{ z \in \mathbb{R}^{d|\mathcal{N}|} \mid \|z_k\| = d_k \}. \quad (8)$$

A framework $(\mathcal{G}, p)$ is said to be rigid if it is not possible to smoothly move one node of the framework without moving the rest while maintaining the inter-agent distance given by $\ell_G(p)$, see [9].

An infinitesimally rigid framework is a rigid framework which is invariant under and only under infinitesimally transformations under $R(z)$, i.e., $\ell_G(p + \delta p) = \ell_G(p)$ where $\delta p$ denotes an infinitesimal displacement of $p$.

It is well known (see [9]) that a framework $(\mathcal{G}, p)$ is infinitesimally rigid in $\mathbb{R}^d$ if $p$ is a regular value of $\ell_G(p)$ and $(\mathcal{G}, p)$ is rigid in $\mathbb{R}^d$. In particular, $(\mathcal{G}, p)$ is infinitesimally rigid in $\mathbb{R}^2$ if rank $R(z) = 2n - 3$ (respectively, rank $R(z) = 3n - 6$ in $\mathbb{R}^3$). The framework $(\mathcal{G}, p)$ is said to be minimally rigid if it has exactly $2n - 3$ edges in $\mathbb{R}^2$ or $3n - 6$ edges in $\mathbb{R}^3$. This means that if we remove one edge from a minimally rigid framework $(\mathcal{G}, p)$, then it is not rigid anymore. Thus, the only motions over the
agents in a minimally rigid framework, while they are already in the desired shape, are the ones defining translations and rotations of the whole shape, see [7].

One important property for the stabilization to desired shapes in distance-based formation control is that the rigidity matrix $R(z)$ has full row rank if the framework $(G, p)$ is minimally and infinitesimally rigid, see [9] for more details.

3 Modeling formation control of double integrator agents with Gaussian Processes

Consider the set $N$ consisting of $n \geq 2$ free autonomous agents evolving on $\mathbb{R}^d$ with $d = \{2, 3\}$ as in Section 2.2 under a double integrator dynamics, that is

$$\begin{cases}
\dot{p} = v \\
\dot{v} = u.
\end{cases}$$

By considering the control law $u(t) = -Kv - R^T(z)e(z)$, the closed loop system is given by

$$\begin{cases}
\dot{p} = v \\
\dot{v} = -Kv - R^T(z)e(z).
\end{cases}$$

with $K = K \otimes I_d$ and $K$ the gain diagonal matrix with the $i$-th entry being $k_i > 0$. The closed-loop system (10) is called double integrator formation stabilization system, see [14] for instance. Note that the role of equations (10) is to stabilize a desired rigid shape and reach a stationary formation with zero velocities of the agents.

To reach a desired shape, for each edge $E_k = (i, j)$ in the infinitesimally and minimally rigid framework we introduce the artificial potential functions $V_k : \mathbb{R}^d \rightarrow \mathbb{R}$, given by

$$V_k(z_k) = \frac{1}{4}(|z_k|^2 - d_k^2)^2,$$

(11)

to provide a measure for the interaction between agents and their nearest neighbors (see [7] for a detailed discussion on the choices of elastic potential functions). In these potentials, $z_k$ denotes the relative position between agents for the edge $E_k$, and $d_k$ denotes the desired length for the edge $E_k$. Note also that the artificial potential (11) is not unique, and it can be given by other similar expressions as it was discussed by [7]. Therefore, we can define the artificial potential function $V_0 : \mathbb{R}^{d|N|} \rightarrow \mathbb{R}$ for the overall networked control system as

$$V_0(z) = \sum_{k=1}^{|E|} V_k(z_k).$$

(12)

In order to control the velocity of the agents, we consider the potential function $V_1 : \mathbb{R}^{d|N|} \rightarrow \mathbb{R}$ defined as

$$V_1(v) = \frac{1}{2} \sum_{i=1}^{|N|} ||v_i||^2.$$

(13)

By considering $V_0 + V_1$ as energy function of the networked control system with double integrator dynamics, one can show the local asymptotic convergence of the formation to the shape given by
with velocity zero for all the agents if the framework $(G, p)$ is rigid \[27\] (respectively, local exponential stability for infinitesimally and minimally rigid frameworks, see \[14\]).

Now, consider each agent $i \in \{1, \ldots, |\mathcal{N}|\}$ as double integrator system disturbed by an additive unknown dynamics given by

$$
\begin{aligned}
\dot{p}_i &= v_i, \\
v_i &= u_i + f_i(p_i, v_i),
\end{aligned}
$$

(14)

where $f_i : \mathbb{R}^{2d} \rightarrow \mathbb{R}^d$ is a state-dependent unknown function. Note that the time-dependency of the states is omitted for simplicity of notation and the time dependency of the unknown input forces $f_i$ might be also indirect, i.e., $f_i(p_i(t), v_i(t))$. The goal is to find a decentralized control law $u(t) \in \mathbb{R}^{|\mathcal{N}|}$ to converge to a desired formation of an infinitesimally and minimally rigid framework.

In the following, we propose an online learning strategy and an upper bound for the error estimation between the learned (i.e., the mean prediction of the GP) and the true dynamics. In preparation for the learning and control step, we introduce the estimate $\hat{f}_i$ for the unknown dynamics $f_i$, e.g., using off-the-shelf modeling or classical system identification. However, if no prior knowledge is available, the estimate $\hat{f}_i$ is set to zero.

Then, the system of agents (14) can be rewritten as

$$
\begin{aligned}
\dot{p} &= v, \\
\dot{v} &= u + \rho(q) + \hat{f}(p, v),
\end{aligned}
$$

(15)

with the stacked vector of estimating functions $\hat{f}(p, v) = [\hat{f}_i(p_i, v_i)^T, \ldots, \hat{f}_{|\mathcal{N}|}(p_{|\mathcal{N}|}, v_{|\mathcal{N}|})^T]^T$ and the unknown dynamics $\rho : \mathbb{R}^{2d|\mathcal{N}|} \rightarrow \mathbb{R}^{d|\mathcal{N}|}$ with elements defined by

$$
\rho_i(q_i) = f_i(p_i, v_i) - \hat{f}_i(p_i, v_i).
$$

(16)

where $q_i = [p_i^T, v_i^T]^T$. In the next step, we employ a GP model for the learning of the unknown dynamics $\rho$. For this purpose, each agent collects $m(t) \in \mathbb{N}$ training points of based on its own dynamics (14) such that data sets

$$
D_{i,m(t)} = \{q_i^{(j)}, y_i^{(j)}\}_{j=1}^{m(t)}
$$

are created. The output data $y_i \in \mathbb{R}^d$ are given by $y_i = \dot{v}_i - \hat{f}_i(p_i, v_i) - u_i$. The number of training points $m(t)$ of the data sets $D_{i,m(t)}$, $i \in \{1, \ldots, |\mathcal{N}|\}$ with $m : \mathbb{R}_{\geq 0} \rightarrow \mathbb{N}$ can change over time $t$, i.e., it allows online learning. Let $D_{m(t)} = \{D_{1,m(t)}, \ldots, D_{|\mathcal{N}|,m(t)}\}$ be a set that contains all training set.

Then, we introduce the following assumption on the data collection.

**Assumption 1** There are only finitely many switches of $m(t)$ over time and there exists a time $T \in \mathbb{R}_{\geq 0}$ where $D_{m(T)} = D_{m(t)}, \forall t \geq T, \forall i \in \{1, \ldots, |\mathcal{N}|\}$.

Assumption 1 is little restrictive since the number of sets is often naturally bounded due to finite computational power or memory limitations and since the unknown functions $\rho$ in (15) is not explicitly time-dependent, long-life learning is typically not required. Furthermore, Assumption 1 ensures that the switching between the data sets is not infinitely fast which is natural in real world applications. To model the error, an assumption has to be made about the kernel function $k$ of the GP model.

**Assumption 2** Let the continuous kernel $k$ be chosen in such a way that the functions $\rho_i, i \in \{1, \ldots, |\mathcal{N}|\}$ have a bounded reproducing kernel Hilbert Space (RKHS) norm on a compact set $\Omega \subset \mathbb{R}^{2d|\mathcal{N}|}$, i.e., $\|\rho_i\|_k < \infty$ for all $i \in \{1, \ldots, |\mathcal{N}|\}$. 
The norm of a function in a RKHS is a smoothness measure relative to a kernel $k$ that is uniquely connected with this RKHS. In particular, it is a Lipschitz constant with respect to the metric of the used kernel. A more detailed discussion about RKHS norms is given in [28]. Note that the previous assumption also requires that the kernel must be selected in such a way that the function $\rho$ is an element of the associated RKHS. This sounds paradoxical since this function is unknown. However, there exist some kernels, namely universal kernels, which can approximate any continuous function arbitrarily precisely on a compact set [29, Lemma 4.55] such that the bounded RKHS norm is a mild assumption.

Under the previous consideration on the model under study, the model error can be bounded as written in the following lemma.

**Lemma 1** Consider the system (15) and a GP model satisfying Assumptions 1 and 2. Then the model error is probabilistically bounded by

$$P\left\{ \| \mu(\rho | q, D_m) - \rho(q) \| \leq \| \beta^T \Sigma^{1/2}(\rho | q, D_m) \| \right\} \geq \delta$$

for $q \in \Omega \subset \mathbb{R}^{2d|N|}$ compact, with $\delta \in (0, 1), \beta, \gamma \in \mathbb{R}^d$ and denoting by $m$ the number of entries in the data set $D_m$,

$$\beta_j = \sqrt{2 \| \rho_j \|^2 + 300 \gamma_j \ln \left( \frac{m + 1}{1 - \delta^{1/|d|N|}} \right)}$$

(18)

The variable $\gamma_j \in \mathbb{R}$ is the maximum information gain

$$\gamma_j = \max_{q^{(1)},\ldots,q^{(m+1)} \in \Omega} \frac{1}{2} \log \left| \frac{1}{2} \left( I + \sigma_j^{-2} K(x,x') \right) \right|$$

(19)

$$x,x' \in \left\{ q^{(1)}, \ldots, q^{(m+1)} \right\}.$$

(20)

**Proof:** The results is a direct consequence of Lemma 1 given in [24].

**Remark 2** An efficient algorithm can be used to find $\beta$ based on the maximum information gain [30].

### 4 Learning formation control based on GPR

Before proposing the learning-based formation control law, we revisit some results on the dynamical equations we will consider. Denote by $V$ the potential function $V = V_0 + V_1 : \mathbb{R}^{2d|N|} \rightarrow \mathbb{R}$ given by

$$V(p, v) = \frac{1}{2} \sum_{i=1}^{|N|} ||v_i||^2 + \frac{1}{4} \sum_{k=1}^{|E|} (||z_k||^2 - d_k^2)^2.$$  

(21)

In the absence of unknown disturbances, $V$ allows to write the closed-loop system (10) as the system

$$\begin{aligned}
\dot{p} &= \nabla_p V \\
\dot{v} &= -K \nabla_v V - \nabla_p V,
\end{aligned}$$

(22)
see [27] for more details. Local asymptotic convergence and local exponential convergence for the system \((22)\) to the formation \((8)\) given by \(S\) with velocities of agents also driven to zero has been explored in [27], [14] and [31], by analyzing an equivalent decoupled gradient systems, all of them based on a result of [32], that we will also use for the design of the online, decentralized learning-based control law and described as follow.

Consider the following one-parameter family of systems with double integrator formation stabilization dynamics \(H_\lambda\) given by

\[
\begin{bmatrix}
\dot{p} \\
\dot{v}
\end{bmatrix} = \begin{bmatrix}
-\lambda I_{d|N|} & (1 - \lambda)I_{d|N|} \\
(\lambda - 1)I_{d|N|} & -KI_{d|N|}
\end{bmatrix} \begin{bmatrix}
\nabla_p V \\
\nabla_v V
\end{bmatrix},
\]

where \(\lambda \in [0, 1]\). Equation \((23)\) continuously interpolates all convex combinations between the dissipative system \((22)\) for \(\lambda = 0\) and a gradient system for \(\lambda = 1\). The family \(H_\lambda\) has two important properties summarized in the following Lemma from [32].

**Lemma 2** [32]

- For all \(\lambda \in [0, 1]\), the equilibrium set of \(H_\lambda\) is given by the set of the critical points of the potential function \(V\), and is independent of \(\lambda\).
- For any equilibrium of \(H_\lambda\) for all \(\lambda \in [0, 1]\), the numbers of the stable, neutral, and unstable eigenvalues of the Jacobian of \(H_\lambda\) are the same and independent of \(\lambda\).

Denote by \(E_{e,v} := (e, v)\) the stacked vector of relative positions errors and velocities for the formation stabilization, that is, the error in relative positions \((7)\) and velocities to achieve the desired formation described by \((8)\). The next theorem introduces the learning-based control law with guaranteed boundedness of the error for the formation stabilization.

**Theorem 1** Consider the system of agents \((15)\) with unknown dynamics and GP models with data sets \((17)\) satisfying Assumptions 1 and 2. Assume that the desired formation shape \(S\) given by \((8)\) is infinitesimally and minimally rigid. Then, the control law

\[
u(t) = -Kv - R^T(z)e(z) - \hat{f}(p, v) - \mu(\rho|q, D_m)
\]

guarantees that the error in the convergence to the desired shape \(S\) with zero velocity for all the agents, is uniformly ultimately bounded in probability by

\[
P\{||E_{e,v}(t)|| \leq \sqrt{2} \max_{q \in \Omega} \bar{\Delta}_{m(T)}(q), \forall t \geq T_\delta\} \geq \delta
\]

on \(\Omega\) with \(T_\delta \in \mathbb{R}_{\geq 0}\).

Note that the individual control law \(u_i(t)\) of each agent depends on the distance to its neighbors and the data set based on its own dynamics only.

**Proof:** Consider the squared distance error for the edge \(E_k\), that is, \(e_k = ||z_k||^2 - d_k^2\) and the stacked vector of squared distance errors denoted by \(e = [e_1, \ldots, e_{|E|}]^T\). Note that the time derivative of \(e_k\) is given by \(\dot{e}_k = 2z_k^T \dot{z}_k\). Denoting by \(E^{\lambda}_{e,v}\) the stacked vector of errors \(E_{e,v}\) from \((23)\) for any \(\lambda \in [0, 1]\), which includes the closed-loop system \((10)\) for \(\lambda = 1\), we know that as a consequence of Lemma 2, \(E^{\lambda}_{e,v}\) and \(E_{e,v}\) share the same stability properties. By using Lemma 2 we will study
Consider the Lyapunov candidate function for the system (15) with control law $u(t)$ given by (24).

$$V(e, v) = \frac{1}{2} \|e\|^2 + \|v\|^2. \quad (30)$$

Note that $V$ is positive definite and radially unbounded. Next, we derive an upper bound for the time derivative of $V$. The time derivative of $V$ along the closed-loop system is given by

$$\dot{V} = e^T \dot{e} + 2v^T \dot{v} \quad (31)$$

where $\Delta_m(q) : \Omega \to \mathbb{R}_{\geq 0}$ is a bounded function such that $\|\beta^T \Sigma(\rho | q, D_m)\| \leq \Delta_m(q)$, which exists because the kernel function is continuous and therefore it is bounded on a compact set $\Omega \subset \mathbb{R}^{2d \times 1}$, and then the variance $\Sigma(\rho | q, D_m)$ is bounded, see (33).

Then, the value of $\dot{V}$ is negative with probability $\delta$ for all $E_{e,v}$ with $\|E_{e,v}\| > \max_{q \in \Omega} \sqrt{2} \Delta_m(q)$, where the maximum exists since $\Delta_m(q)$ is bounded in $\Omega$. Finally, using Assumption 1, we define $T \in \mathbb{R}_{\geq 0}$ such that $D_m(T) = D_m(t)$ for all $t \geq T$. Then, $V$ is uniformly ultimately bounded in probability by

$$\mathbb{P}\{\|E_{e,v}\| \leq b, \forall t \geq T_\delta \in \mathbb{R}_{\geq 0}\} \geq \delta$$

with bound $b = \max_{q \in \Omega} \sqrt{2} \Delta_m(T)(q)$. \hfill $\square$

**Remark 3** Depending on prior knowledge about the unknown function $\rho$ the prediction error can vanish which leads to local asymptotic stability [27] if the framework describing the formation is rigid (resp, local exponential stability [31] if the framework is infinitesimally and minimally rigid). In order to achieve this, we must assume that a perfect model was available, that is $\Delta = 0$. Then, from the computation of $\dot{V}$ one deduce the local asymptotic (resp., local exponential) stability for the formation stabilization problem. Simply speaking, to achieve this, the GP must be able to reproduce the unknown dynamics with a certain probability without any prediction error. This might be possible for certain types of unknown dynamics that are element of a RKHS spanned by a kernel with finite dimensional feature space, for instance, by the linear or the polynomial kernel, see [21].

**Remark 4** In contrast to [20], we consider no communication between the agents and our proposed control law in Theorem 1 allows i) online learning and ii) heterogeneous dynamics for the agents.
5 Numerical example

In this section, we present a numerical example to evaluate the proposed control law. We consider \( n = 4 \) agents in a \( d = 2 \) dimensional space such that the position of each agent \( i \in \mathcal{N} \) is denoted by \( p_i = [x_i, y_i]^\top \). The neighbor’s relations and desired shape are depicted in Fig. 1. The graph defines a framework which is infinitesimally and minimally rigid, see Section 2.2. The double integrator dynamics are affected by an arbitrarily chosen unknown dynamics

\[
\begin{align*}
    f_1(p_1, v_1) &= [200 \sin(0.05 p_{1,y}), 200 \cos(0.05 p_{1,x})]^\top \\
    f_3(p_3, v_3) &= [50 \exp(-0.1(p_{3,y} - 600)^2), 100]^\top,
\end{align*}
\]

respectively. The gain matrix \( K \) of the proposed control law is set to \( K = 2 I_{2|\mathcal{N}|} \). The GP models to predict \( f_1, f_3 \) are equipped with a squared exponential kernel, see [21]. No prior model knowledge is assumed, i.e., \( \hat{f}_1 = 0, \hat{f}_3 = 0 \). At starting time \( t = 0 \), the data set \( D_m \) is empty. A training point is added to \( D_m \) every 0.2 s and the GP models are updated every 0.4 s until a simulation time of 2.6 s. During each update of the GP model, the hyperparameters are optimized by means of the likelihood function, see [29]. We arbitrarily choose the following initial position \( p(0) = [450, 450, 510, 610, 590, 590, 560, 550]^\top \). Figures 2 and 3 visualize the trajectories of the agents for the standard control law without GP model and the proposed control law with GP model, respectively. The initial position of each agent is denoted by a triangle whereas

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Neighbor’s relations and desired shape}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Trajectory with initial position (triangle) and final position (square) of the agents for the standard control law without learning.}
\end{figure}

\footnote{A video of the simulation is available here: https://youtu.be/WG8O8utmthA
Figure 3: Trajectory with initial position (triangle) and final position (square) of the agents for the proposed control law with GP model where the agents converge to the desired formation.

The position after the simulation time of 6 s is denoted by a square. The standard control approach fails to reach the desired formation as shown in Fig. 1. In contrast, the GP models allow the agents to converge to a tight set around the desired formation.

The evolution of the Lyapunov function in Fig. 4 highlights the superior of the proposed control law as it allows the Lyapunov function to converge to a tight set around zero. Note that the evolution of the Lyapunov function is not always decreasing but bounded in a neighborhood around zero, see (32). The size of the set shrinks with improved accuracy of the GP model. The online learning process for agent 1 and agent 3 is depicted in Fig. 5. The solid line represents the unknown dynamics (33) over time whereas the dashed line is given by the GP prediction. The jumps of the prediction occur due to the model update every 0.4 s. After 2 s, the GP model can accurately mimic the unknown dynamics.

Figure 4: Normalized Lyapunov function of the closed-loop with the standard control law (dashed) and the proposed, learning-based control law (solid) which converges to a tight set around zero.

Conclusion

We propose a safe online learning-based formation control law for double-integrator agents with partially unknown dynamics. In this scenario, the agents can measure inter-agent distances to neighbors only and collect their own training data online. By using online updated Gaussian process models and the proposed decentralized control law, we prove that the error to desired formation shapes is uniformly ultimately bounded in probability. In addition, the size of the bound is explicitly given and shrinks for improved GP model accuracy. Finally, a numerical example with 4 agents visualizes the effectiveness of the control law.
Figure 5: The x-component (red, solid) and y-component (blue, solid) of the unknown dynamics as ground truth and the prediction of the GP model (dashed) for agent 1 (top) and agent 3 (bottom). The GP model is updated every 0.4 s with new data.
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