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Abstract

Locating the promoter region in DNA sequences is of paramount importance in the field of bioinformatics. This is a problem widely studied in the literature, however, not yet fully resolved. Some researchers have presented remarkable results using convolution networks, that allowed the automatic extraction of features from a DNA chain. However, a universal architecture that could generalize to several organisms has not yet been achieved, and thus, requiring researchers to seek new architectures and hyperparameters for each new organism evaluated. In this work, we propose a versatile architecture, based on capsule network, that can accurately identify promoter sequences in raw DNA data from seven different organisms, eukaryotic, and prokaryotic. Our model, the CapsProm, could assist in the transfer of learning between organisms and expand its applicability. Furthermore the CapsProm showed competitive results, overcoming the baseline method in five out of seven of the tested datasets (F1-score). The models and source code are made available at https://github.com/lauromoraes/CapsNet-promoter.
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1. Introduction

The central dogma of molecular biology \cite{1} describes how DNA acts as a template and provides information to construct functional products, such as
proteins molecules. Two main processes are involved in the gene expression task: transcription and translation. Firstly, the transcription process encodes information from a gene, a sequence of DNA, into RNA molecules, or mRNA molecules in eukaryotes, using a similar RNA alphabet. The translation process decodes the information of these RNA molecules into new amino acid sequences of polypeptides.

Around the gene exists various regulatory regions involved in the translation process. These regions may contain DNA elements and motifs that can provide clues to the challenge of predicting where the gene is in the DNA strand. In this sense, understanding the structure of the gene is essential to molecular biology. The location where initiates the transcription of the first DNA nucleotide is called transcription start site (TSS) [2]. A relevant region related to the gene transcription process that is located along with upstream of the TSS is the promoter core region. The identification of this essential regulatory region enables the inference of the approximate start position of a gene; thus, many promoter prediction methods and systems have been proposed [3, 4, 5, 6, 7].

The promoter core regions may have some common subsequences that indicate where the transcription starts. A subsequence named “TATA-box” appears to be conserved in most eukaryotes organisms. It is a motif region with repeated T, and A base pairs (bps) that form a consensus sequence that allowed mismatches. It is related to the TATA-binding protein, found in the pre-initiation process that directs transcriptional starts. Generally, it is located at a position of about 25-35 bps downstream [8]. There are other motifs, like the CAAT-box [9], which occur at the location 80-110 bps upstream, and the GC-box [10], a transcriptional regulatory element in the position 100 upstream. Besides, another common signal is the CpG islands (CGIs); 300–3000 bps sequences of C and G base pairs that are located within and close to TSS [11].

Methods aiming promoter region identification can approach different types of informations [12]. The external information-based methods use a homologous sequence database to align similar sequences and use the matches to determine the region of known genes. The internal information-based methods extract
some features from DNA sequences and apply the principle that the properties of the features obtained from promoters are different from the properties of other functional regions \[7, 13\]. Some of these methods focus on specific signals to identify transcription related regions, like the TATA-box \[5\], the CAAT-box \[7\], and the CpG islands \[6, 14\].

Promoter sequences are complex and heterogeneous. A limited number of them match the consensus motifs \[15\]. Although, the internal information-based methods for promoter prediction can explore other features. Using slides windows is possible to extract distribution statistics from nucleotides in a subsequence \[16, 17, 18\]. Besides, there are the analysis of structural properties features. By the analysis of distinct biophysical functions in the internal interactions of dinucleotides and trimucleotides, it is possible to model nucleotides sequences as correlated structures sequences \[15, 19\] or use these biophysical functions to model compositional features \[18, 20\]. Since the start of the development of new computational methods for the promoter prediction research, several studies applied different classification methods, like Naive Bayes Approach \[21, 22\], K-Nearest Neighbors (KNN) \[15, 19, 22\], Support Vector Machine (SVM) \[15, 19, 23, 22\], Random Forest (RF) \[19, 21, 24\], feed-forward Artificial Neural Network (ANN) \[13, 25, 21, 22, 26\]. Although deep learning-based techniques achieved outstanding results, outperforming previous state-of-the-art machine learning methods for the promoter prediction problem \[3\].

Deep convolution networks, such as those presented in \[3\], have brought a significant advance to the problem. Therefore, in \[3\], the authors used one CNN architecture for each organism. The CNN architectures proposed in \[3\] did not generalize to different organisms, as also shown here in this work. That is, for each organism, a specific convolution network architecture is required. Here we aim to address this issue by using the CapsNet \[27\] architecture.

The CapsNet \[27\] is a novel approach to represent artificial neurons as capsules, sets of neurons organized as vectors to describe complex interactions between objects hierarchically. Using CapsNet concepts, we present the CapsProm (Figure 1), a CapsNet-based architecture to process raw DNA strings sequences
and classify these sequences as promoters or non-promoters. CapsProm achieved competitive results when compared to several convoluted network architectures. Therefore, we emphasize here the CapsProm’s ability to generalize well to seven different types of organisms.

In summary, the contributions of this work are:

- A competitive CapsNet architecture, the CapsProm, aiming promoter region identification;
- A unique model able to generalize well to seven different organisms;
- An open source promoter prediction framework;
- A fair and reproducible evaluation protocol;

The rest of this work is divided as follow. In Section 2 the background is presented based on the related works. The methodology is presented in Section 3 and the results along with a discussion in Section 4. Finally, a conclusion regarding this work is described in Section 5.
2. Related Works

Convolutional Neural Networks [28] (CNN) architectures automatically extract many features from input data through convolutional layers with shared weights, which employ artificial neurons to compute the discrete convolutional function [28] over an input field. The Rectified Linear Unit (ReLU) activation function [29] is used by neurons of CNNs to prevent the saturation of the training process and avoid the vanishing gradients problem [30]. In order to make the evidence of the most relevant information, a downsample strategy is performed by the pooling layers [31].

Capsule Neural Network [27] (CapsNet) is an architecture that encodes the properties and the relationships of the features in a hierarchical manner, which shows encouraging results on image classification. The capsule unit concept expands the representational power of a simple neuron unit, encoding information in a multidimensional vector instead of a single scalar. The learning process is made by a function called routing-by-agreement, an iterative process that the lower-level capsules prefer to send the most of activation outputs to higher-level capsules if they agree with the prediction. It is a model that grows in width instead of growing in-depth. More capsules or larger capsules are added to the model rather than add more layers. Unfortunately, it has an expensive computational cost and needs improvements.

Deep learning models have been successfully applied in genomics in several manners [32]. The DeMo Dashboard [33] toolkit proposed some strategies to visualize and understand learned patterns from deep learning models. Earlier layers from deep learning models can extract patterns that can be related to genomics motifs. Three architectures (a CNN, an RNN, and a CNN-RNN) were used for transcription factor binding (TFBS) site classification task, and the learned parameters were analyzed with the proposed method and compared with know motifs. The results suggest that known and new motifs can be effectively learned through deep learning models. Recurrent networks were explored in genomics too. A model named KEGRU [34] identifies TFBS using a combination
of Bidirectional Gated Recurrent Unit (GRU) network and explores different configurations for k-mer embedding using dense vectors. In the task of predicting RNA secondary structure, an adaptive sequence length based on an LSTM model with an energy-based filter [35] achieved excellent results.

The CapsNet architecture influenced the development of new capsule-inspired methods for genomics. iProDNA-CapsNet [36] presents a capsule network approach to determining the protein-DNA binding residues, a problem related to the understanding of protein functions and for drug discovery. The authors used the Position-Specific Iterative Basic Local Alignment Search Tool, or simply PSI-BLAST. [37] to compare 584 non-redundant protein sequences to the Swiss-Prot database [38] and generated several position-specific scoring matrices (PSSM) used as features to feed the network. Ten CapsNets were trained using a 10-fold stratified data splitting and ensembled together to create the final model. The method demonstrated improvements on several metrics than the state-of-the-art methods. The CapsNet-SSP [39] proposed a deep learning framework to identify human saliva-secretory proteins, a non-invasive biomarker. The PSI-BLAST tool converts each input protein sequence to a $1000 \times 20$ normalized PSSM. The architecture consists of an ensemble of eight CapsNet with a differently sized 1D convolutional kernel for automatic feature extraction. The reported results outperformed other state-of-the-art deep learning architectures for protein identification application on the tested datasets. The AC-Caps [40] is a hybrid architecture that starts with a joint processing layer formed by an attention mechanism followed by a convolutional layer that fed the capsule layer. The studied problem is predicting RNA-binding protein (RBP) binding sites on the Long non-coding RNA (lncRNA), a region longer than 200 nucleotides that have no protein-encoding function. The lncRNA is essential for many biological processes, and it enables the understanding of the physiological and pathological processes of cancer. The input nucleotides sequences are embedded through a high-order statistical-based encoding method to represent higher dimensional information. The results obtained testing on 31 different datasets showed that the AC-Caps architecture got the best performance over compared methods.
In the literature, we find some works applying deep learning to the promoter classification problem and achieving outstanding results. The CNNpromoter Data [3] is composed of eight datasets (Escherichia coli s70, Bacillus subtilis, Human TATA, Human non-TATA, Mouse TATA, Mouse non-TATA, Arabidopsis TATA, Arabidopsis non-TATA) of five distant organisms. A distinct CNN LeNet-like architecture is also proposed in [3], for each dataset, achieving state-of-art results. The DeeReCT-PromID [41] outperforms previous works for the exact identification of TSS in long human genomic sequences using a CNN and a novel method that creates a challenging negative dataset through an interactive selection of previous false positives examples. DeePromoter [4] is a promoter prediction tool that combines a CNN and an LSTM to process short eukaryotic sequences for the classification of human and mouse promoter sequences. The authors proposed a method to construct a new synthetic negative sample applying some random modifications to a positive sample copy. This technique enabled the creation of a new negative dataset that has a more similar sequence logo [42] to the positive dataset.

3. Proposed approach

In this section, it is presented the proposed approach, the datasets and the metrics used to report the results.

3.1. Datasets

All seven datasets used in this work are acquired from the supplementary materials of the CNNPromoter project[^1] in GitHub. The Bacillus subtilis (Bacillus), and the Escherichia coli s70 (Ecoli) datasets are from two different bacterias, that is, prokaryotic organisms. The remaining datasets are from eukaryotic organisms. The Arabidopsis _tata and Arabidopsis _non_tata datasets contains sequences from a plant specie, and Mouse_tata, Mouse_non_tata, and Human_non_tata datasets are from mammals species. The datasets present sequences with a

[^1]: https://github.com/solovictor/CNNPromoterData
length of 81bp for prokaryotic organisms and 251bp for eukaryotic. Consider the benchmark dataset \( D = D^+ \cup D^- \), where \( D^+ \) is the positive subset with all promoters sequences samples and the negative subset \( D^- \) contains all non-promoters examples.

Table 1 summarizes all the details about each dataset. It is possible to observe that all datasets are imbalanced, with a greater number of non-promoter sequences.

3.2. DNA Sequence Representation

Adenine (A), cytosine (C), guanine (G), and thymine (T) are the four nucleotides that compound the alphabet \( V = \{A, C, G, T\} \) which is the base for the deoxyribonucleic acid (DNA). A DNA sample compounded by \( l_S \in \mathbb{N}^* \) base pairs (bp) is denoted by \( S \in V^{l_S} \) and may be represented as a sequence \( S = s_1...s_i...s_{l_S} \), where \( s_i \) is the \( i \)-th nucleotide on sequence \( S \).

The neural networks only accept numerical values as inputs. Categorical data, such as nucleotides sequences, must be appropriately converted before feeding the network. Two principal representations can be used: one-hot-encoding vectors and embeddings.

The one-hot-encoding strategy is widely used to represent nucleotides sequences as sparse binary vectors for deep learning approaches [3, 36, 43]. To represent a sample, let be \( O \) a function that converts a single nucleotide character in a one-hot 4-dimensional vector. So, the representation of each nucleotide is: \( O(A) = <1, 0, 0, 0> \), \( O(C) = <0, 1, 0, 0> \), \( O(G) = <0, 0, 1, 0> \) and \( O(T) = <0, 0, 0, 1> \).

An embedding is a learned dense fixed size low-dimensional continuous vector that maps a discrete variable into a continuous one. Consider a vector length \( l_e \in \mathbb{N}^* \), and let be \( \epsilon \) an embed function to learn and convert a nucleotide to a \( l_e \)-dimensional continuous vector. In this manner, \( \epsilon(s) = <e_{i_1}^s, ..., e_{i_e}^s, ..., e_{i_{l_e}}^s> \), in which \( e_{i_s}^s \in \mathbb{R} \) is the \( i_s \)-th continuous learned value for the nucleotide \( s \in V \) in the embedded vector. The \( e_{i_s}^s \) value is learned during the training process, like other network parameters. Due to the great advance that embedding techniques
have brought to Natural Language Processing (NLP) problems, in this work, we propose the use of embeddings to encode the nucleotides sequences.

| Dataset               | $|S^-|$ | $|S^+|$ | bp | Type      |
|-----------------------|--------|--------|----|-----------|
| Arabidopsis non-TATA  | 11459  | 5905   | 251| Eukaryotic|
| Arabidopsis TATA      | 2879   | 1497   | 251| Eukaryotic|
| Bacillus subtilis     | 1000   | 373    | 81 | Prokaryotic|
| Escherichia coli s70  | 3000   | 839    | 81 | Prokaryotic|
| Human non-TATA        | 27731  | 19811  | 251| Eukaryotic|
| Mouse non-TATA        | 24822  | 16283  | 251| Eukaryotic|
| Mouse TATA            | 3530   | 1255   | 251| Eukaryotic|

3.3. Capsule networks

The Capsule Network (CapsNet) [27] deconstruct the input in a hierarchical manner, preserving the relationships between identified entities. CapsNet present an approach that group neurons into a vector structure called capsule, expanding the representational capabilities by performing a non-linear map from vector to vector.

The neurons’ activity in a capsule act as the instantiation parameters to represent a specific entity. The length or magnitude of the activation vector is associated with the probability of that entity’s existence.

The CapsNet does not use the pooling downsample strategy. Instead, the capsules capture the equivariance of the objects. This property can reduce the necessity for a large number of examples to be provided to the network, and the use of techniques like data augmentation [27].

The proposed CapsNet architecture is called CapsProm and be seen in Figure 1. In this new architecture, the input nucleotide sequence is provided to an embedding layer that learns and codifies the vectors to represent the sequence’s nucleotides. Further, a standard convolutional layer receives the
embedded vector representations and extracts the low-level local features from the encoded DNA input. It consists of 256 filters with size $1 \times 9$, stride of 1 and Rectified Linear Units (ReLU) as activation function. After this point, initiates a group of stages that characterizes the PrimaryCaps (PC) of the CapsNet.

On PrimaryCaps, a convolutional layer, with 256 filter with dimensions of $1 \times 9$ and stride 2, extracts high-level features, and then, the resulting volume is reshaped into 32 channels of 8-dimensional capsules. Each of these capsules of the PC is constituted of eight instantiations parameters and is represented by a vector in 8-dimensional space. A squash function is applied over these vectors, normalizing the lengths in the range of $[0, 1]$ without modifying the relative proportions between them. After the squash, a new reshape is applied, transforming the volume into a vector of capsules to be passed to the next group of stages, the DigitsCaps (DC).

On DigitsCaps, each capsule of the PrimaryCaps is associated with a weight matrix that expands its dimensions from 8 to 16. Each 16-dimensional vector is associated with a coupling coefficient for each capsule of the DigitsCaps. A weighted sum is performed between these coefficients and the new 16-dimensional capsules, and then a squash function normalizes the magnitudes, generating the resulting capsules of the DC. The DigitsCaps has a total of capsules equal to the number of different classes that the problem has, so in this work, the DC has two capsules (promoter and non-promoter sequence).

To adjust the coupling coefficients values, an approach proposed in [27], called routing by agreement algorithm, is considered. It verifies the conformity between the capsules in the PC and those related in the DC. The coefficients that link capsules with an agreement in the orientation are reinforced and those that disagree are lowered.

The capsules on the DigitsCaps are linked to a fully connected layer with 128 neurons with ReLU activation function, and then to a single neuron with a sigmoid activation function to output the network value. The margin loss function calculates the loss of this network [27]. Table 2 summarizes all the
stages of the proposed CapsProm and Figure 2 shows it graphically.

Table 2: Definition of the CapsProm architecture.

| Stage            | Definition                                                                 |
|------------------|----------------------------------------------------------------------------|
| Input            | Dimensions: (1 × 251) or (1 × 81)                                          |
| Embedding        | Dense vector dimensions: 9                                                 |
| Convolution      | 256 filters (1 × 9); Stride=1; ReLu                                        |
| PC - Convolution | 256 filters (1 × 9); Stride=2; ReLu                                        |
| PC - Reshape     | 8-dimensional vectors in 32 channels                                       |
| PC - Squash      | Squashing of 8-dimensional vectors                                         |
| DC - Weights     | Multiplication by the weight matrix                                       |
| DC - Coupling and sum | Weighted sum in each DC capsule                                |
| DC - Squash      | Squashing of 16-dimensional vectors                                       |
| Fully Connected  | 1 neuron; Sigmoid                                                          |

Figure 2: Proposed CapsProm architecture.

\[ \sigma(z) = \frac{1}{1 + e^{-z}} \]

Figure 2\textsuperscript{2} Transforms 8D vectors to 16D.
3.4. Convolutional Neural Network

In this work, we implemented the Convolutional Neural Networks (CNN) models based on the literature \[3\]. We use CNNProm to identify the re-implementation of the CNNs. These implemented models were used as baseline to our proposed capsule-network-based model. All CNN models are feed by a sequence of one-hot-encoded nucleotides. Following the guides in the literature, we implemented a unique CNN model for each tested dataset. We present all the specifics CNNProms configurations in Figure 3.
Figure 3: Proposed convolution architectures implemented to process: (a) Arabidopsis\_non\_tata dataset, (b) Arabidopsis\_tata dataset, (c) Bacillus\_subtilis dataset, (d) Escherichia\_coli\_s70 dataset, (e) Human\_non\_tata dataset, (f) Mouse\_non\_tata dataset, (g) Mouse\_tata dataset. Convolution stride is equal to one and in MaxPooling is two.
3.5. K-Fold Cross-Validation evaluation

As shown in Table 1, neither dataset utilized in this work has a large amount of available data, considering the machine learning context. A fair manner to evaluate the performance of an approach with unseen data by the models with limited and unbalanced data samples is to use the cross-validation procedure. Firstly, the dataset samples are shuffled. Defining a parameter \( k \in \mathbb{N}^* \), the original dataset is split into \( k \) disjoint stratified partitions of approximately equal size. In a process of \( k \) iterations, the \( k \)th partition is used for testing and all the remaining are used for training. In the experiments with CNNs and the CapsProm, a 5-fold cross-validation was used to evaluate the proposed approaches.

3.6. Evaluation Measures

After the evaluation scenario is described, the metrics used to report the results must be defined.

The Promoter Classification problem is a binary classification problem: 1 (one) for a predicted promoter sequence, 0 (zero) otherwise. The classification has four types of results: a true positive (\( TP \)) result, where the model predicts as promoter a promoter sequence; a true negative (\( TN \)), where the model predicts as non-promoter a non-promoter sequence; a false positive (\( FP \)), where the model predicts as promoter a non-promoter sequence; and a false negative (\( FN \)), where the model predicts as non-promoter a promoter sequence.

Based on the four types of results, five metrics are adopted. The precision

\[
Prec = \frac{TP}{TP + FP}
\]

measures the relevance of the predicted true positives. The recall or sensibility

\[
Sn = \frac{TP}{TP + FN}
\]

measures the proportion of the true positives. The F1-score metric

\[
F1 = 2 \times \frac{Prec \times Sn}{Prec + Sn}
\]
is a harmonic mean of the precision and recall, or sensibility. The specificity

$$Sp = \frac{TN}{TN + FP}$$

(4)

measures the proportion of the true negatives. The accuracy

$$Acc = \frac{TP + TN}{TP + TN + FP + FN}$$

(5)

reflects the proportion of the correct predictions. Finally, the Matthews correlation coefficient metric (also known as Pearson’s phi coefficient)

$$Mcc = \frac{TP \times TN + FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

(6)

considers all four classification results types and provides a balanced measure, even with a non-balanced amount of data by class in the test dataset.

The image of the metric function $Mcc$ is in the range $[-1, 1]$, where 1 means a perfect prediction, 0 indicates random prediction, and $-1$ designates a total disparity between the predictions and the true classes labels. All other metrics functions have images on the range $[0, 1]$, where 0 indicates a worse prediction performance of the evaluated model and 1 shows a good generalization of the model within the test dataset.

4. Results and Discussion

In this section, we compare the results among the CNN models (CNNProm) and the proposed CapsProm.

4.1. CNNProms analysis

Before comparing the capsule approach with the convolutional approach, we evaluated our CNN implementation (CNNProm) that follows the models proposed in the CNNPromoter project. Considering “M1” as the reported mean results of the CNNPromoter project and “M2” as mean results of our implementation (CNNProm), Table 3 compares $Sn$, $Sp$ and $Mcc$ metrics of these two models.
Table 3: Mean values of metrics obtained from 5-fold cross-validation on each dataset. “M1” shows results from the paper of CNNPromoter project and “M2” presents obtained results for our implementation of CNN model (CNNProm) based on CNNPromoter project specifications.

| Dataset             | Sn   |   | Sn   |   | Mcc  |   |
|---------------------|------|---|------|---|------|---|
|                     | M1   | M2| M1   | M2| M1   | M2|
| Arabidopsis_non_tata| 0.94 | 0.91| 0.94 | 0.96| 0.86 | 0.88|
| Arabidopsis_tata    | 0.95 | 0.97| 0.97 | 0.98| 0.91 | 0.95|
| Bacillus subtilis    | 0.91 | 0.88| 0.95 | 0.95| 0.86 | 0.83|
| Escherichia coli s70 | 0.90 | 0.87| 0.96 | 0.97| 0.84 | 0.86|
| Human_non_tata      | 0.90 | 0.90| 0.98 | 0.98| 0.89 | 0.90|
| Mouse_non_tata      | 0.88 | 0.88| 0.94 | 0.95| 0.83 | 0.84|
| Mouse_tata          | 0.97 | 0.94| 0.97 | 0.98| 0.93 | 0.92|

As one can see, our re-implemented convolutional models achieved close results to the ones reported in [3]. Our implementation achieved better figures on five out of seven evaluation scenarios. Thus, we consider that our implementation of the model inspired on the CNNPromoter is a fair candidate to be compared with our implementation of the CapsNet approach, the CapsProm. The CNNPromoter source code is available at [https://github.com/lauromoraes/CapsNet-promoter](https://github.com/lauromoraes/CapsNet-promoter).

4.2. CNNProms vs. CapsProms analysis

All metrics were obtained from 5-fold cross-validation. The same partitions subsets were used for both CNNProm and CapsProm training/test iterations. Using the boxplots, it is possible to observe the variation of both methods’ predictions performance on the tested partitions. Results for all six metrics presented in Subsection 3.6 are presented in the graphs.

Figure 4 presents metrics on the Arabidopsis_non_tata dataset. As one can see, the results for metrics Sn, Sp and Prec shows an apparently significant difference. The Mcc results are slightly higher for the CapsNet model.
Figure 4: Metrics obtained for CapsProm (red boxes) and for CNNProm (blue boxes) in 5-fold cross-validation on Arabidopsis_non_tata dataset.

The metrics calculated on the Arabidopsis_tata database are shown in Figure 5. The averages for the Mcc metrics are very close. However, analyzing the CNNProm model’s variance shows lower boundaries than those of CapsProm.

Regarding the metrics shown in Figure 6, the CapsProm model is less susceptible to variance em relation to the CNNProm. However, the CNNProm model averages show superiority.

The results shown in Figure 7 indicates larger variance in relation to the F1 and Mcc metrics of the CapsProm model. However, their averages are close to the CNNProm model.

Figure 8 shows the values of the metrics calculated for the Human_non_tata database. In this comparison, the difference between the CapsProm and CNNProm models is very evident. The CapsProm did not performed well in this evaluation. Perhaps this low performance is related to the high rate of false positives generated in the CapsProm model’s predictions for this database.

Concerning all the tests carried out in this work, it was in the database Human_non_tata that the biggest difference occurred between the metrics
Figure 5: Metrics obtained for CapsProm (red boxes) and for CNNProm (blue boxes) in 5-fold cross-validation on *Arabidopsis_tata* dataset.

Figure 6: Metrics obtained for CapsProm (red boxes) and for CNNProm (blue boxes) in 5-fold cross-validation on *Bacillus subtilis* dataset.
Figure 7: Metrics obtained for CapsProm (red boxes) and CNNProm (blue boxes) in 5-fold cross-validation on *Escherichia coli* s70 dataset.

The metrics $Sn$, $Sp$, and $Prec$ calculated on the dataset Mouse_non_tata database are quite different between the models evaluated. The $Mcc$ metric values for both are close, although the CNNProm model has a higher average and a smaller variance. Figure 9 shows the results obtained in the evaluation of this database.

The evaluation of the Mouse_tata database is shown in Figure 10. The averages of the $F1$ and $Mcc$ metrics of the CapsProm model are slightly higher than those of the CNNProm model, although their variances are greater.

This work results suggest that the capsule and convolutional architecture have very close predictive capabilities, with some databases standing out slightly more than the other. In just one database, the Human_non_tata, the convolutional model far surpassed the capsule model. In general, both models achieved outstanding results in their tests.
Figure 8: Metrics obtained for CapsProm (red boxes) and for CNNProm (blue boxes) in 5-fold cross-validation on dataset.

Figure 9: Metrics obtained for CapsProm (red boxes) and for CNNProm (blue boxes) in 5-fold cross-validation on dataset.
Figure 10: Metrics obtained for CapsProm (red boxes) and for CNNProm (blue boxes) in 5-fold cross-validation on dataset.

5. Conclusions

The capsules networks [27] has not yet been extensively evaluated in the current genomics literature. In this work, we presented an adaptation of the CapsNet architecture to classify promoter regions using raw DNA strands, called here as CapsProm. As far as the authors knowledge, this work presents the first application of the capsules approach in this scenario. We also re-implemented state-of-the-art CNN models, based on the CNNPromoter project [3], for literature comparison purposes. These CNN models were compared to our CapsProm to predict promoter sequences in seven datasets of distinct organism types. CapsProm achieved competitive performance and overcomes the CNNProm in five out of seven datasets (in terms of F1-score). However, CapsProm proved to be superior in one important aspect, which is greater generalization power. With just a single architecture, CapsProm achieved competitive results for all organisms. We believe that this greater generalization power can favor the transfer of
learning to other organisms and facilitate future use in the laboratory.
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