The high energy spectrum of internal positrons from radiative muon capture on nuclei
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The Mu2e and COMET collaborations will search for nucleus-catalyzed muon conversion to positrons ($\mu^- \to e^+$) as a signal of lepton number violation. A key background for this search is radiative muon capture where either: 1) a real photon converts to an $e^+e^-$ pair "externally" in surrounding material, or 2) a virtual photon mediates the production of an $e^+e^-$ pair "internally". If the $e^+$ has an energy approaching the signal region then it can serve as an irreducible background. In this work we describe how the near end-point internal positron spectrum can be related to the real photon spectrum from the same nucleus, which encodes all non-trivial nuclear physics.

I. INTRODUCTION

Charged lepton flavor violation (CLFV) is a smoking gun signature of physics beyond the Standard Model (SM) and is one of the most sought-after signals at the intensity frontier [1–4]. Important search channels involving the lightest two lepton generations are $\mu \to 3e$, $\mu \to e\gamma$, and nucleus-catalyzed $\mu \to e \ [1,\ 2]$. The current best limits on $\mu \to e$ come from SINDRUM-II [7, 8].

The upcoming Mu2e [9] and COMET [10] experiments, will either probe or discover CLFV at unprecedented levels of precision. Both experiments expect on the order of $10^{18}$ muon capture events, and plan to measure the ratio, $R_{\text{ee}}$, of $\mu \to e$ events, to total muon captures, at the level of $10^{-17}$.

Importantly, the Mu2e setup is “charge symmetric” such that the detection efficiencies for electrons and positrons are comparable. Thus, Mu2e will serve as a testing ground not just for the discovery of CLFV, but also for the discovery of lepton number violation (LNV). Specifically, on a nucleus (e.g. aluminum), the reaction

$$\mu^- + [A, Z] \to e^+ + [A, Z - 2] , \quad (1)$$

becomes a viable target for observation (see also [7]).

While neutrinoless double beta (0$\nu\beta\beta$) decay is often touted as the most promising direction for the discovery of LNV, there do exist extensions of the SM that predict a more competitive signal in the $\mu e$ sector than in the $ee$ sector (cf. [11–13] and references therein). There also remains the looming possibility that $m_{\nu\nu} \approx 0$ (cf. Fig. 4 of [14]), rendering $0\nu\beta\beta$ insensitive to LNV if it is mediated by a light Majorana neutrino. The fact that Mu2e is charge symmetric by design yields a new handle on LNV “for free”.

Unfortunately, the charge-changing nature of $\mu^- \to e^+$ can result in a substantially lower positron energy compared to the electron energy in the CLFV channel $\mu^- \to e^-$. This is primarily driven by the mass difference between $[A, Z]$ and $[A, Z - 2]$ [15], and causes the signal region to approach, or overlap with, poorly-understood SM backgrounds. The most important of these backgrounds is radiative muon capture (RMC),

$$\mu(k) + [A, Z](p) \to \nu_{\mu}(k') + [A, Z - 1](p) + \gamma(q) , \quad (2)$$

where for definiteness we assume the final state nucleus is in its ground state[1] (in the case of $^{27}$Al the final state would be $^{27}$Mg).

In searches for CLFV or LNV, incoming muons are the source of both the $\mu \to e$ signal and the RMC background. It is therefore critical to constrain the energy spectrum of electrons and positrons from RMC in order to discriminate signal from background.

There are two ways that RMC can contaminate the signal window in a CLFV or LNV search:

1. External conversion: a (real) photon is produced and interacts with surrounding material ultimately pair-producing an electron positron pair.

2. Internal conversion: a virtual photon mediates the production of an electron positron pair.

\[ \text{\textsuperscript{1}} \] This assumption can be easily relaxed and a generic set of final states summed over as discussed in Appendix D
FIG. 2: Spectrum of positrons/electrons as compared to real photons near the end-point assuming that the photon spectrum is given by \( d\Gamma/dE_\gamma \propto (1 - 2x + 2x^2)x(1 - x)^2 \) with \( x = E_\gamma/q_{\text{max}} \) and \( q_{\text{max}} = 95 \text{ MeV} \). This corresponds to the closure approximation spectrum used in the analysis of RMC data on various nuclear isotopes [20]. The electron/positron spectrum is computed using Eqs. (36) and (44). The spectrum is softened relative to photons because 1) the end-point is shifted by \( m_e = 0.511 \text{ MeV} \), and 2) the probability of producing an \( e^+e^- \) pair rises sharply as one moves further from the end-point as shown in Fig. 2.

These two possibilities are shown schematically in Fig. 1. Both cases are subject to nuclear model dependence.

In the case of external conversion, nuclear model uncertainties can be circumvented at either Mu2e or COMET by directly measuring the real photon spectrum from RMC on aluminium. With this information in hand, dedicated Monte Carlo simulations (including the full detector geometry) can be used to predict the resultant electron and positron spectra. In this sense, the collaborations (Mu2e and COMET) control their own fate and can empirically constrain the external RMC backgrounds relevant for their own experiment.

Internal conversion is a more formidable challenge. Early work by Kroll and Wada [23] investigated the ratio of internal conversion electron/positron production relative to single photon production for a \( 1 \rightarrow 2 \) process. The results of their investigation showed, unsurprisingly, that the ratio is not calculable without microscopic theoretical input. Rather, somewhat heuristically, they suggested that the infrared enhancement of the virtual photon favours small virtualities and argued for an approximation in terms of real photon matrix elements.

In this work we critically re-examine this problem focusing specifically on the viability of using measurements of the (real) photon spectrum to predict the internal positron (or electron) spectrum. The main conclusion of our work is that the real photon spectrum is sufficient to predict the internal spectrum of positrons near the end-point as shown in Fig. 2. This observation implies that if the real photon spectrum is measured, then the full (internal + external) electron and positron spectra can be predicted. If the photon spectrum cannot be measured, then Mu2e and COMET could use direct measurements of the total electron or positron spectrum to infer the RMC photon spectrum.

The rest of the paper is organized as follows. In Section II we define the non-perturbative matrix element that governs the emission of real photons and discuss how this same matrix element also governs the emission of electron positron pairs at leading order in \( \alpha \). Next, in Section III we provide an explicit formula for the real photon spectrum, which naturally leads into Section IV where we provide the corresponding expression for the positron spectrum. In Section V we discuss the near end-point spectrum and demonstrate how the real photon spectrum can be used to predict internally converted positrons. Finally, in Section VI we summarize our conclusions, and suggest future improvements.

We also provide four appendices. In Appendix A we discuss how one can parameterize sub-leading corrections to the near end-point approximation discussed above. In Appendix B we give a formal argument for some power counting details needed to justify the approximation of transversely polarized virtual photon matrix elements by their real photon counter parts. To facilitate a comparison between our work and that of Kroll and Wada we have provided a short discussion of the correspondence in Appendix C. We also discuss our disagreements with their conclusions there. Finally in Appendix D we describe how to generalize the analysis presented in the main text to the case of inclusive final states.

II. RADIATIVE MUON CAPTURE ON A NUCLEUS

The relevant S-matrix element for radiative muon capture is the overlap of an in-state, \( |A\mu, \text{atom}\rangle_{\text{in}} \) containing a muonic atom, with an out state \( |A'\nu_\mu \gamma\rangle_{\text{out}} \) containing a recoiling nuclear system \( A' \), a muon neutrino \( \nu_\mu \), and a photon \( \gamma \):

\[
S_\gamma = \langle \gamma | A' \nu_\mu \gamma | A\mu, \text{atom} \rangle_{\text{in}} .
\]

This can be expressed via the LSZ reduction formula as

\[
S_\gamma = (2\pi)^4 \delta^{(4)}(\Sigma \delta P)e^\mu_{\text{out}} \langle A' \nu_\mu | \hat{J}_\mu | A\mu, \text{atom} \rangle_{\text{in}} ,
\]

where \( \hat{J}_\mu \) denotes the electromagnetic current and the notation \( \Sigma \delta P \) signifies that this momentum conservation is for three on-shell particles in the final state.

The S matrix for internal pair production is given at leading order in \( \alpha \) by (we use \( \langle \hat{J}_\mu \rangle := \text{out} \)
\[ \langle A' \nu_\mu | \hat{J}_\nu | A_\mu, \text{atom} \rangle \text{ in from here on for brevity's sake) } \]
\[ S_{ee} = -(2\pi)^4 \delta^{(4)}(\Sigma_4 \mathcal{P}) \langle \hat{\mathbf{j}}_\mu \rangle \frac{\sqrt{4\pi \alpha}}{m_r^2} \hat{u} \gamma^\mu v . \]  \( (5) \)

Note that the in-out matrix element in \( (3) \) is evaluated “off-shell”, in that \( m_r^2 = (p_+ + p_-)^2 \neq 0 \), where \( p_\pm \) refer to the four momenta of \( e^+ \) and \( e^- \) respectively.

Stripping off the four-momentum conserving delta function, we can therefore identify the matrix elements as
\[ \mathcal{M}_\gamma = \langle \hat{\mathbf{j}}_\nu | 0 \rangle e^\mu . \]
\[ \mathcal{M}_{ee} = \langle \hat{\mathbf{j}}_\mu \rangle \frac{\sqrt{4\pi \alpha}}{m_r^2} \hat{u} \gamma^\mu v + O(\alpha^{3/2}) . \]  \( (7) \)

where the subscript reminds us whether the matrix element has been evaluated for real, \( \langle \hat{\mathbf{j}}_\mu \rangle =, \) or virtual, \( \langle \hat{\mathbf{j}}_\mu \rangle , \) photon kinematics.

To calculate the rate of decay we can make use of the standard formula
\[ \Gamma = \frac{1}{2M_{\text{atom}}} \int d\Phi_n \langle |\mathcal{M}|^2 \rangle . \]  \( (8) \)

where \( M_{\text{atom}} \) is the mass of the muonic atom (including binding energy), \( \langle |\mathcal{M}|^2 \rangle \) denotes an average over initial- and sum over final-state spins, and \( d\Phi_n \) is n-body Lorentz invariant phase space
\[ d\Phi_n = \left[ \frac{n!}{2E(2\pi)^3} \right] \times (2\pi)^4 \delta^{(4)}(\Sigma_4 \mathcal{P}) . \]  \( (9) \)

In what follows we consider the spin-averaged matrix element which is rotationally invariant. This allows us to choose our coordinate system to lie with the \( \hat{z} \) axis along the direction of the photon’s momentum without loss of generality.

### III. REAL PHOTON SPECTRUM

Let us introduce the tensor
\[ \mathcal{J}_\mu^\nu = \sum_{\text{spins}} \langle \hat{\mathbf{j}}_\mu \rangle \times (\hat{\mathbf{j}}_\nu) . \]  \( (10) \)

where an average over initial spin states, and sum over final spin states is performed.

The real photon matrix element squared, \( \langle |\mathcal{M}_\gamma|^2 \rangle \), can be expressed in terms of this tensor as
\[ \langle |\mathcal{M}_\gamma|^2 \rangle = (-g_{\mu\nu}) \mathcal{J}_0^{\mu\nu} , \]  \( (11) \)
where we have used \( \sum \epsilon_\mu \epsilon_\nu^* = -g_{\mu\nu} \) for the sum over physical photon polarizations. The differential rate (or spectrum) of real photons in the lab frame is then given by
\[ \frac{d\Gamma_{ee}}{dE_\gamma} = \frac{1}{2M_{\text{atom}}} \int d\Phi_3 \mathcal{J}_0^{11} + \mathcal{J}_0^{22} \delta(q_0 - E_\gamma) . \]  \( (12) \)

### IV. POSITRON SPECTRUM

The matrix element for \( e^+e^- \) creation can be expressed in terms of \( \mathcal{J}_\mu^\nu \) as
\[ \langle |\mathcal{M}_{ee}|^2 \rangle = \frac{4\pi \alpha}{m_r^2} L_{\mu\nu} \mathcal{J}_\mu^\nu , \]  \( (13) \)
where the lepton tensor \( L_{\mu\nu} \) is defined as
\[ L_{\mu\nu} = \text{Tr} \left( [\gamma_\mu + m_e \gamma_5] \gamma_\nu [\gamma_\mu - m_e \gamma_5] \right) . \]  \( (14) \)

The positron spectrum is then given by
\[ \frac{d\Gamma_{ee}}{dE_+} = \frac{1}{2M_{\text{atom}}} \int d\Phi_4 \frac{4\pi \alpha}{m_r^2} L_{\mu\nu} \mathcal{J}_\mu^\nu \delta(\mathcal{C}_+ - E_+) , \]  \( (15) \)
where \( \mathcal{C}_+ \) is a function of the phase space variables that will be specified explicitly below in Eq. \( (20) \).

At this point, to make contact with the real photon spectrum, it is important to decompose phase space appropriately. This can be done via \( (26) \)
\[ d\Phi_4 = d\Phi_3 \frac{d\mathcal{A}}{2\pi} d\Phi_2(\gamma_\rightarrow e^+e^-) , \]  \( (16) \)
where \( \Phi_3 \) is the three body phase space for \( A', \nu_\mu \) and a particle of mass \( m_\gamma \). Let us compare to the massless case. We will explicitly integrate over the \( A' \) system’s momentum such that only the energy conserving delta function, \( \delta(\Sigma_3, E) \) and the neutrino-photino phase space remain
\[ d\Phi_3 = \frac{1}{2E_{A'}} \frac{d^3 k'}{2k'(2\pi)^3} \frac{d^3 q}{2q(2\pi)^3} (2\pi)^3 \Delta k \delta(\Sigma_3, E) \]  \( (17) \)
\[ = \frac{1}{2E_{A'}} \frac{d^3 k'}{2k'(2\pi)^3} \frac{d\mathcal{O}_\gamma}{2\mathcal{O}_\gamma} \times q_0 d\epsilon_0 (2\pi)^3 \delta(\Sigma_3, E) \]  \( (18) \)
The energy conservation condition is (for a recoiling \( A' \) of mass \( M \))
\[ \sum_3 E = k + q_0 + \sqrt{q^2 + q_0^2 + \frac{k^2}{\gamma} \cos \theta_{\nu\gamma} + M^2 - M_{\text{atom}}} \]  \( (19) \)

---

\(^3\) The conventional muon capture formula (see e.g. [23]) written in terms of \( |\psi_{1s}(0)|^2 \) can be recovered in the non-relativistic limit by constructing the bound state \( |1s, A_0 \rangle \) out of plane-wave states \( |\mu(k)\rangle \) and \( |A(-k)\rangle \) as described in §5 of [22].
where \( q^2 = q_0^2 - m_e^2 \) and \( \theta_{\nu\gamma} \) is the opening angle between the photon and neutrino in the lab frame. Integrating over the neutrino energy introduces a factor of \( \left[ \frac{\partial \Sigma_2}{\partial k} \right]^{-1} \)

\[
\frac{1}{1 + \frac{2k + 2 \cos \theta}{E_A^*}} \frac{E_A^*}{E_A^*} \left( \frac{\beta^* \sin \theta}{M_{\text{atom}} - (1 - \beta^* \cos \theta)q_0} \right),
\]

[24]. The factor of \( E_A^* \) cancels against the factor of \( E_A \) in the denominator of Eqs. (17) and (18) such that the phase space for a massive photon can be related to the phase space for a massless photon via

\[
d\Phi_{3*} = d\Phi_3 \times \beta_e F_e,
\]

with \( \Phi_3 \) being independent of \( m_e \) and \( d\Phi_2 \), and the variable, \( F_e \), being given by (cf. Eq. (2) of [24])

\[
F_e = \left( \frac{\partial \Sigma_2 E}{\partial k} \right) \left( \frac{\partial \Sigma_2 E}{\partial k_e} \right) = \frac{M_{\text{atom}} - (1 - \beta_e \cos \theta_{\nu\gamma})q_0 \times k_e}{M_{\text{atom}} - (1 - \beta_e \cos \theta_{\nu\gamma})q_0 \times k_e},
\]

where the various energetic factors in the phase space measure are modified so that they satisfy Eq. (19).

In terms of these variables we can then write

\[
\int d\Phi_4 = \int d\Phi_3 \int_{4m_e^2/2\pi}^{\theta_0} d\beta_e F_e \int d\Phi_2,
\]

with \( \Phi_2 \) the two-body phase space for a virtual photon of mass \( m_e \) decaying into an \( e^+e^- \) pair. We have inserted the integral symbols explicitly to emphasize the order in which they must be performed.

Let us now study Eq. (15) performing the integrations sequentially from right to left as suggested by Eq. (23). Since the decomposed phase space is factorized into independently Lorentz invariant pieces we can carry out the integration in the frame of our choice. The quantity \( \mathcal{J}_{\mu\nu} \) is independent of the two-body phase space \( \Phi_2 \) and so we can first evaluate

\[
\int d\Phi_2 L_{\mu\nu} \delta(\mathcal{E} - E_+),
\]

in the rest frame of the photon. Two body phase space in this frame is given by

\[
d\Phi_2 = \frac{d\cos \vartheta d\varphi}{32\pi^2} \beta_e,
\]

where \( \beta_e = \sqrt{1 - 4m_e^2/m_0^2} \) and coordinates are defined such that \( z \) is parallel to the boost direction that connects the photon’s rest frame to the lab frame. As already discussed above, this choice can be made without loss of generality because of the spherical symmetry of the spin-averaged matrix element \( \langle |\mathcal{M}|^2 \rangle \).

In terms of these variables the function \( \mathcal{E}_+ \) that determines the positron’s energy is given by

\[
\mathcal{E}_+(q_0, \cos \vartheta) = \frac{q_0}{2} (1 + \beta_e \beta_e \cos \vartheta),
\]

where \( \beta_e = \sqrt{1 - m_e^2/q_0^2} \) is (as above) the velocity of the virtual photon.

The delta function is independent of \( \varphi \) and so it is convenient to define \( \langle L_{\mu\nu} \rangle_\varphi = \int \frac{d\varphi}{2\pi} L_{\mu\nu} \) given explicitly by

\[
\langle L_{\mu\nu} \rangle_\varphi = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 2 - (1 - \cos^2 \vartheta) \beta_e^2 & 0 & 0 \\
0 & 0 & 2 - (1 - \cos^2 \vartheta) \beta_e^2 & 0 \\
0 & 0 & 0 & 2 (1 - \cos^2 \vartheta \beta_e^2)
\end{pmatrix}
\]

(in photon rest frame). Then we find

\[
\int d\Phi_2 L_{\mu\nu} \delta(\mathcal{E}_+ - E_+) = \frac{\beta_e}{8\pi q_0 \beta_e \beta_e} \left. \langle L_{\mu\nu} \rangle_\varphi \right|_{\cos \vartheta}.
\]

where we have used (note the different fonts of \( \vartheta \) vs \( \theta \))

\[
\delta(\mathcal{E}_+ - E_+) = \frac{2}{q_0 \beta_e \beta_e} \delta(\cos \vartheta - \cos \theta).
\]

The emission angle of the positron, \( \cos \theta \), is found by solving \( E_+ = \mathcal{E}_+ \) being given explicitly by

\[
\cos \theta(E_+, q_0, m_e) = \frac{2E_+ - 1}{\beta_e \beta_e}.\]

Obviously, \( \cos \theta \) must lie in the interval \([-1, 1]\) and so Heaviside functions enforcing this condition should be included.
can be neglected. In this case Eq. (34) can be re-written
\[
\frac{d\Gamma_{ee}}{dE_+} = \frac{1}{2M_{\text{atom}}} \int d\Phi_3 \frac{dm_*^2}{2\pi} \times \beta_* F_* \times \frac{4\pi\alpha}{m_*^4} \times \frac{1}{8\pi q_0\beta_*} \langle L_{\mu\nu} \rangle \varphi \mathcal{J}^{\mu\nu} \Theta(1 - |\cos \theta|)
\]
\[
= \frac{1}{2M_{\text{atom}}} \int d\Phi_3 \frac{\alpha}{4\pi q_0} \int dm_*^2 F_* \left[ \frac{1}{m_*^4} \langle L_{\mu\nu} \rangle \varphi \mathcal{J}^{\mu\nu} \right] \Theta(1 - |\cos \theta|)
\]
\[
= \frac{1}{2M_{\text{atom}}} \int d\Phi_3 \frac{\alpha}{4\pi q_0} \int dm_*^2 F_* \left[ \left( 2 - [1 - \cos^2 \theta] \beta_\gamma^2 \right) \mathcal{J}_*^{11} + \mathcal{J}_*^{22} \right] + 2 \left( 1 - \cos^2 \theta \beta_\gamma^2 \right) \mathcal{J}_*^{33} \right] \Theta(1 - |\cos \theta|) .
\]

In Eq. (31) we have contracted \( \mathcal{J}^{\mu\nu} \) against the lepton tensor evaluated in the rest frame of the photon.

Now let us define auxiliary variables to condense the notation:
\[
T_*^2 = \left[ \mathcal{J}_*^{11} + \mathcal{J}_*^{22} \right] - \left[ \mathcal{J}_*^{01} \mathcal{J}_*^{02} \right],
\]
\[
L_*^2 = \frac{\mathcal{J}_*^{33}}{\mathcal{J}_*^{11} + \mathcal{J}_*^{22}} .
\]

The quantities \( T_*^2 \), and \( L_*^2 \) are related to the transverse and longitudinal matrix elements respectively. Notice that \( T_*^2 (m_* = 0) = 0 \) by construction such that \( T_*^2 \sim O(m_*^2) \) in the small \( m_* \) limit.

\[
P_{\text{int}}(E_+|q_0, \Pi) = \frac{1}{2M_{\text{atom}}} \left[ \int dm_*^2/m_*^2 F_* \left[ \left( 2 - [1 - \cos^2 \theta] \beta_\gamma^2 \right) (1 + T_*^2) + 2 \left( 1 - \cos^2 \theta \beta_\gamma^2 \right) \mathcal{J}_*^{33} \right] \Theta(1 - |\cos \theta|) ,
\]

where \( dq_0 \times \int P_{\text{int}}(E_+|q_0, \Pi) d\Pi \) can be interpreted as the probability for photons with energy between \( q_0 \) and \( q_0 + dq_0 \) to produce an electron positron pair.

The functions \( T_*^2 \) and \( L_*^2 \) are unconstrained by measurements of the on-shell photon spectrum. As discussed above, \( T_*^2 \sim O(m_*^2) \) for small virtualities, and so if \( m_* \ll q_0 \) then we can expect it to be small. In contrast, \( L_* \) is expected to be \( O(1) \) in the \( m_* \to 0 \) limit. Notice, however, that as \( \cos \theta \to 1 \) (or equivalently as \( E_+ \to q_0 - m_e \)) that the longitudinal matrix elements are suppressed. We will discuss this in more detail in Section V.

Our definition of \( P_{\text{int}} \) still depends on the unconstrained matrix elements \( L_*^2 \) and \( T_*^2 \). As we will show in the next section there exists a limit where \( L_*^2 \) and \( T_*^2 \) can be neglected. In this case Eq. (31) can be re-written

5 This is qualitatively different than the conclusion of [23]. We discuss the origin of these differences in Appendix.[18]

Having introduced all of the necessary ingredients, we can now write the positron spectrum as if it were produced by real photons converting “internally” via a probabilistic process described by a function \( P_{\text{int}}(E_+|q_0, \Pi) \).

\[
\frac{d\Gamma_{ee}}{dE_+} = \frac{1}{2M_{\text{atom}}} \int d\Phi_3 \left[ \mathcal{J}_*^{01} + \mathcal{J}_*^{02} \right] P_{\text{int}}(E_+|q_0, \Pi) .
\]

The symbol \( \Pi \) represents a set of 3-body phase space variables (e.g. the photon-neutrino opening angle \( \cos \theta_{\gamma\nu} \)), and we have introduced the internal conversion probability.

by carrying out the integration over all of the 3-body phase space except for \( dq_0 \) in which case we find

\[
\frac{d\Gamma_{ee}}{dE_+} = \int dE_\gamma \frac{d\Gamma_{ee}}{dE_+} P_{\text{int}}(E_+|E_\gamma) ,
\]

which allows us to construct the positron spectrum using the measured photon spectrum from the same nucleus, and the calculable function \( P_{\text{int}}(E_+|E_\gamma) \). We now turn our attention to the aforementioned limit in which \( P_{\text{int}} \) is independent of \( T_*^2 \) and \( L_*^2 \).

V. NEAR END-POINT SPECTRUM

As discussed in the introduction, for \( \mu \to e \) searches it is the high-energy tail of the RMC spectrum that is most important. This motivates studying the internal conversion probability in the limit where \( E_+ \to E_+^{(\text{max})} \). A related, but more convenient, limit to study is \( E_+ + m_e \to q_0 \) for fixed \( q_0 \). This is conveniently parameterized by

\[
\delta = \frac{q_0 - (E_+ + m_e)}{q - 0} ,
\]

4 If the longitudinal matrix element is evaluated in the lab frame then one finds \( (m_*/q_0) \times [L_*^2]_{\text{lab}} \). We can relate \( [L_*^2]_{\text{rest}} \) by boosting between frames, and one finds that \( [L_*^2]_{\text{lab}} = (q_0/m_*) \times [L_*^2]_{\text{rest}} \) such that the factor of \( m_*/q_0 \) is precisely canceled.
which we will refer to as the “end-point proximity”.

Let us now study the integral over \( m_* \) in Eq. (35) more carefully. Having restricted ourselves to a specific value of \( E_+ \), the limits of integration on \( m_* \) are supplied by the Heaviside function. This can be understood by plotting plotting \( \mathcal{E}_+ \) for \( \cos \theta = \pm 1 \), as a function of \( m_* \) at different fixed values of \( q_0 \) as depicted in Fig. 3. At a fixed positron energy \( E_0 \) as in Eq. (39), the limits of integration over \( m_* \) can be found by solving

\[
\mathcal{E}_+(m_*, q_0, \cos \vartheta = 1) = E_+ .
\]

These are given explicitly by

\[
m^{(+)}_* = \sqrt{2} \sqrt{\left(m_e^2 \pm \sqrt{(E_+^2 - m_e^2) \left(-m_e^2 - 2E_+q_0 + E_+^2 + q_0^2\right)}\right)} + E_+q_0 - E_+^2 .
\]

Notice that \( m^{(-)}_* \geq 2m_e \) and consequently \( m_e/m_* \leq 1 \) over the full range of integration. If we introduce the small parameter

\[
\epsilon = \frac{m_e}{q_0} ,
\]

then the largest \( m_* \) can be is set by

\[
m^{(+)}_* = 2q_0 \sqrt{(1-\delta)\delta + O(\epsilon^2)} .
\]

and so we find that \( m_*/q_0 \leq O(\sqrt{\delta}) \) in the small \( \delta \) limit (provided \( \epsilon \ll \delta \)). Similarly, for a high-energy positron to emerge from a virtual photon, it must be emitted collinear to the photon’s momentum, \( \cos \theta \approx 1 \). Explicitly,

\[
1 - \cos \theta = 1 - \frac{2E_+q_0 - 1}{\beta_e \beta_*} = \delta + O(\delta^2, \epsilon) .
\]

Thus, we can re-express the internal conversion probability for \( E_+ \to q_0 \) as

\[
P^{(0)}_{\text{int}} = \frac{1}{q_0} \int_{m^{(-)}_*}^{m^{(+)}_*} \frac{dm_*^2}{m_*^2} F_* \times \left[ 2 + 2T^2_* - O(\delta) + O(\delta) \times T^2_* \right] = P^{(0)}_{\text{int}}(E_+|q_0) + O(\delta) .
\]

where we have counted \( T^2_* \sim O(\delta) \) (see Appendix B for more details). The longitudinal matrix elements, by contrast, are taken to be \( O(1) \) in the \( m_* \to 0 \) limit, but are suppressed by \( (\cos^2 \theta \beta_e^2 - 1) = O(\delta) \). Therefore at leading order in \( \delta \) we find, using \( F_* \approx 1 \) (valid at our working level of precision), that

\[
P^{(0)}_{\text{int}}(E_+|q_0) = \frac{1}{q_0} \frac{2\alpha}{4\pi} \int_{m^{(-)}_*}^{m^{(+)}_*} \frac{dm_*^2}{m_*^2} \log \left( \frac{m^{(+)}_*}{m^{(-)}_*} \right) .
\]

The small-\( \delta \) form of \( m^{(+)}_* \) depends on the relative size of \( \epsilon \) and \( \delta \). Explicitly the various scaling limits are given by (always taking \( \delta, \epsilon \ll 1 \))

\[
\frac{m^{(+)}_*}{m^{(-)}_*} \sim \begin{cases} 
\frac{2\delta}{\epsilon} & \delta \gg \epsilon \\
\frac{\delta + 2\delta \sqrt{1 + 2\epsilon/\delta}}{\sqrt{1 + 2\epsilon/\delta}} & \delta \sim \epsilon \\
1 + \sqrt{2\delta/\epsilon} & \delta \ll \epsilon 
\end{cases} .
\]

If one wishes to straddle these various regimes then the exact expressions for \( m^{(\pm)}_* \), as presented in Eq. (39), should be used. This is important for applications at Mu2e and COMET where energy resolution is of \( O(100 \text{ keV}) \) such that electron mass effects can be resolved.

VI. CONCLUSIONS AND OUTLOOK

We have showed that given the photon spectrum from RMC on a nucleus, the spectrum of high energy positrons or electrons can be computed accurately with errors controlled by the end-point proximity \( \delta \). This allows for
FIG. 4. Probability per differential bin (i.e. of width $dE$) of producing a positron with energy $E_+$ given a photon energy of $E_\gamma$, Eqs. (39) and (44).

A robust characterization of the internal RMC positron and electron spectrum near the end-point. External positrons, stemming from real photons pair producing in surrounding detector material, can be calculated from the real-photon spectrum by dedicated Monte Carlo simulations that include the full detector geometry. Thus, with this present work, a measurement of the real-photon spectrum becomes entirely predictive for the purposes of determining the high-energy positron spectrum. Most importantly, this allows for nuclear physics effects, which have large theoretical uncertainties, to be included empirically with measured data.

While our study has emphasized the near end-point positron spectrum, it applies equally well to the near end-point electron spectrum. The reason that electrons and positrons can be treated on equal footing is that we have not included the influence of the nucleus’ strong Coulomb field, which, in reality, will influence the outgoing electron and positron. Near the end-point, for internal conversion, this approximate neglect of Coulomb corrections may be insufficient. A high-energy positron necessarily implies a low-energy electron whose outgoing wavefunction is then substantially distorted by the Coulomb field of the nucleus (as is well known in the theory of beta decay [27]). We plan to address this issue in future work [28], and anticipate that our formalism of an internal conversion probability can be readily adapted to account for Coulomb distortion effects.
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Appendix A: Error estimates

Here we consider corrections to the universal conversion probability $P_{\text{int}}$. As emphasized in Eq. [45], these corrections depend on the relative size of $\epsilon$ and $\delta$. In what follows we will consider the cases of $\epsilon \ll \delta$ (i.e. $2m_e \ll (E_\gamma - E_+)$), $\epsilon \sim \delta$ (i.e. $2m_e \sim (E_\gamma - E_+)$), and $\epsilon \gg \delta$ (i.e. $2m_e \gg (E_\gamma - E_+)$) separately.

For this section it is convenient to re-express Eq. (30) as

$$\cos \theta = \frac{2(1 - \delta - \epsilon) - 1}{\beta_+ \beta_e} \left( \begin{array}{l} 1 - 2 \delta - 2 \epsilon \end{array} \right).$$

(A1)

where we remind the reader that $\beta_+ = \sqrt{1 - m_+^2/q_0^2}$ and $\beta_e = \sqrt{1 - 4m_e^2/m_+^2}$. The ratio of $m_+^{(\pm)}$ to the photon energy $q_0$ will also be useful, and this can written in terms of $\beta$ and $\epsilon$ as

$$\frac{m_+^{(\pm)}}{q_0} = \sqrt{2} \sqrt{\epsilon + \delta(1 - \delta - 2 \epsilon) \pm \sqrt{\delta(1 - \delta)(1 - \delta - 2 \epsilon)(\delta + 2 \epsilon)}}.$$

(A2)

Sub-leading corrections to $P_{\text{int}}$ are model dependent, being determined by nuclear matrix elements, however we can
parameterize the corrections at next to leading order by defining
\[ C_T(\Pi) = g_0^2 \left( \frac{1}{2} \frac{\partial^2}{\partial m_*^2} T_*^2 \right)_{m_*=0} \]
\[ C_L(\Pi) = [L_*^2]_{m_*=0} \]  
where \( C_T \) and \( C_L \) depend on the other phase-space variables \( \Pi \) (\( \Pi = \cos \theta_{\gamma\gamma} \), the opening angle between the photon and neutrino, for RMC). The small-\( m_* \) behavior of the functions \( T_*^2 \) and \( L_*^2 \) can be expressed in terms of \( C_T \) and \( C_L \) via
\[ T_*^2 = C_T(\Pi) \times \left( \frac{m_*}{q_0} \right)^2 + O(m_*^4) \]
\[ L_*^2 = C_L(\Pi) + O(m_*^2) \]  
Depending on the relative sizes of \( m_*^{(\pm)} \), either of \( \beta_e \) or \( \beta_* \) can deviate from unity at NLO. We therefore expand both of them in a Taylor series.
\[ \beta_e = \begin{cases} \sqrt{1 - \frac{4m_*^2}{m^2}} & \sim 1 - \frac{2m_*^2}{m^2}, \\ 1 - \frac{m^2}{2q_0^2} & \sim 1 - \frac{m^2}{2q_0^2}. \end{cases} \]  
While the expansion in \( m_*^2/m^2 \) may look ill-behaved for small \( m_* \), recall that \( m_* \geq 2m_e \), and for \( \delta \ll 1 \) we always have that \( m_*/m_* \lesssim O(\sqrt{\delta}) \). Throughout the full region of phase space we find that \( F_* \sim 1 + O(\frac{m_*^2}{q_0^2 M_{\text{atom}}}^2) \) and for medium-heavy nuclei these deviations from unity are at the permille level since \( m_* \sim 10 \text{ MeV}, q_0 \sim 100 \text{ MeV}, \) and \( M_{\text{atom}} \sim 30 \text{ GeV} \); we therefore set \( F_* = 1 \) hereafter.
We may then expand Eq. (35) under the integral sign subtracting off the leading-order expression, \( \Delta P_{\text{int}} = P_{\text{int}} - P_{\text{int}}^{(0)} \),
\[ \Delta P_{\text{int}} = \frac{\alpha}{4\pi} \int \frac{dm_*^2}{m_*^2} \left\{ 2C_T(\Pi) \frac{m_*^2}{q_0^2} \left( 2\delta + 2\epsilon - \frac{m_*^2}{2q_0^2} - \frac{2m_e^2}{m_*^2} \right) + 2 \left( 2\delta + 2\epsilon - \frac{m_*^2}{2q_0^2} \right) C_L(\Pi) \right\} \]
\[ = \frac{1}{q_0^2} \frac{\alpha}{4\pi} \int \frac{dm_*^2}{m_*^2} \left\{ [2\delta + 2\epsilon][1 + 2C_L(\Pi)] + [2C_T(\Pi) - C_L(\Pi)] + \frac{1}{2} \frac{m_*^2}{q_0^2} + \frac{2m_e^2}{m_*^2} \right\}, \]  
where we have used
\[ (1 - \cos^2 \theta) \beta_e^2 = \frac{\beta_e^2}{\beta_*^2} \sim 2\delta + 2\epsilon - \frac{m_*^2}{2q_0^2} + O(\delta^2) \]
\[ (1 - \cos^2 \theta) \beta_*^2 = \frac{\beta_*^2}{\beta_e^2} \sim 2\delta + 2\epsilon - \frac{m_*^2}{2q_0^2} + O(\delta^2). \]  
If we integrate over \( m_* \) we then find
\[ \Delta P_{\text{int}} = \frac{1}{q_0^2} \frac{\alpha}{4\pi} \left\{ [2\delta + 2\epsilon][1 + 2C_L(\Pi)] [\log(m_*^{(+)} / m_*^{(-)})] + [2C_T(\Pi) - C_L(\Pi)] + \frac{1}{2} \frac{[m_*^{(+)}]^2 - [m_*^{(-)}]^2}{q_0^2} \right\} + 2 \left[ \left( \frac{m_*^{(-)}}{m_*^{(+)}} \right)^2 - \left( \frac{m_*^{(+)}}{m_*^{(-)}} \right)^2 \right]. \]  
Different terms in Eq. (A12) will be relevant or negligible depending on whether or not \( \epsilon \ll \delta, \epsilon \sim \delta, \) or \( \epsilon \gg \delta \). It is therefore useful to consider these limits separately.
1. **Case 1:** $\epsilon \ll \delta$

In this section we will power-count with $\epsilon \sim O(\delta^2)$ such that

$$\frac{m_\ast^+}{q_0} \sim 2\sqrt{\delta}, \quad (A13)$$

$$\frac{m_\ast^-}{q_0} \sim \frac{\epsilon}{\sqrt{\delta}} \sim O(\delta^{3/2}). \quad (A14)$$

We then find

$$\Delta P_{\text{int}} = \frac{1}{q_0} \frac{\alpha}{4\pi} \left\{ 4\delta [1 + C_L(\Pi)] \log(2\delta/\epsilon) + \delta [8C_T(\Pi) - 4C_L(\Pi) + 2] + 2\delta \right\}, \quad (A15)$$

where all contributions proportional to $\epsilon$ have been dropped because of the $\epsilon \sim \delta^2$ power counting. The final term in Eq. (A15) comes from $m_\ast^+ / m_\ast^- \sim O(\sqrt{\delta})$.

2. **Case 2:** $\epsilon \sim \delta$

In this section we treat $\epsilon \sim O(\delta)$ in our power counting, and find

$$\frac{m_\ast^+}{q_0} \sim \sqrt{2\delta} \times \left[ 1 + \frac{\epsilon}{\delta} \pm \sqrt{1 + \frac{2\epsilon}{\delta}} \right]^{1/2}. \quad (A16)$$

Notice that both $m_\ast^+$ and $m_\ast^-$ are parametrically of the same size, in contrast to the case where $\epsilon \ll \delta$ where we instead found that $m_\ast^+ \gg m_\ast^-$. We then find

$$\Delta P_{\text{int}} = \frac{1}{q_0} \frac{\alpha}{4\pi} \left\{ 4(\delta + \epsilon) [1 + C_L(\Pi)] \log \left( \frac{m_\ast^+}{m_\ast^-} \right) + \delta \sqrt{1 + 2\epsilon / \delta} \left[ 8C_T(\Pi) - 4C_L(\Pi) + 2 \right] + 2\delta \sqrt{1 + 2\epsilon / \delta} \right\}, \quad (A17)$$

where, for compactness, we have left the dependence of $m_\ast^{\pm}$ on $\epsilon$ and $\delta$ implicit inside the logarithm.

3. **Case 3:** $\epsilon \gg \delta$

In this section $\epsilon \sim O(\delta^{1/2})$ in our power counting.

$$\frac{m_\ast^{\pm}}{q_0} \sim \sqrt{2\epsilon} \pm \sqrt{\delta}. \quad (A18)$$

Much like in the previous section both roots are of roughly the same size.

We then find that

$$\Delta P_{\text{int}} = \frac{1}{q_0} \frac{\alpha}{4\pi} \left\{ 4\epsilon [1 + C_L(\Pi)] \sqrt{2\epsilon / \delta} + \left[ 8C_T(\Pi) - 4C_L(\Pi) + 2 \right] \sqrt{2\epsilon / \delta} + 2\sqrt{2\epsilon / \delta} \right\} \quad (A19)$$

$$= \left\{ 4[1 + C_L(\Pi)] \sqrt{2\epsilon / \delta} + \left[ 8C_T(\Pi) - 4C_L(\Pi) + 2 \right] \sqrt{2\epsilon / \delta} + 2\sqrt{2\epsilon / \delta} \right\},$$

where we have Taylor expanded $\log \left( \frac{m_\ast^+}{m_\ast^-} \right)$ taking advantage of the fact that $\delta \ll \epsilon$. In this regime the error scales parametrically like $O(\sqrt{\epsilon \delta})$. This should be compared to $P_{\text{int}}^{(0)}$ in the same regime which is $O(\sqrt{\delta / \epsilon})$. The relative error is therefore $O(\epsilon)$. This stems from the photon virtuality $m_\ast$ tending towards $m_\ast^2 \to 2m_\epsilon q_0$ in the limit that $\delta \to 0$ such that $m_\ast^2 / q_0^2 \sim O(m_\epsilon / q_0) \sim O(\epsilon)$. 

Appendix B: Virtuality dependence of the transverse electromagnetic current

In Eq. (43) we have assumed that corrections stemming from $L^2$ and $T^2$ are $O(\delta)$ or smaller. The longitudinal matrix elements, $L^2$, are suppressed explicitly by a factor of $(1-\beta^2 \cos^2 \theta) \sim O(\delta)$. In contrast, the transverse matrix elements, $T^2$, are not suppressed by explicitly $O(\delta)$ prefactors. For corrections from $T^2$ to be small, we therefore require that terms proportional to the virtual photon mass $m^2_\gamma$ are suppressed by energetic scales of $O(q^2_0) \sim O(m^2_{\gamma})$ such that $T^2 \sim m^2_\gamma/q^2_0 \sim O(\delta)$. One may be concerned that energy-level splittings (on the order of $\Delta E \sim \text{few MeV}$) from low-lying nuclear excited states could enhance $m_\gamma$ dependent contributions leading to $O(m^2_\gamma/\Delta E^2)$ corrections. In this section we study the structure of $\langle \gamma \mu \rangle$ by inserting a complete set of nuclear states, and deriving a time-ordered expression where energy-splitting denominators appear explicitly.

We will study the matrix element

\[
\langle \text{out}(\nu, A') | \hat{J}_\mu | \text{in}(\nu, A, \text{atom}) \rangle \approx \int \frac{d^3k}{(2\pi)^3} \tilde{\psi}_\mu(k) \langle \text{out}(\nu, A') | \hat{J}_\mu | A(-k) \rangle \langle A(k) | \text{in} \rangle \approx \tilde{\psi}_\mu(0) \langle \nu, A' | \hat{J}_\mu | A, \mu \rangle \text{in} (B1)
\]

where we have assumed a non-relativistic treatment of the muon-nucleus bound state in the first approximation, and approximated the plane-wave matrix element by its value at $k = 0$ in the second approximation; we have also used $\tilde{\psi}_\mu(0) = \int \tilde{\psi}_\mu(k) d^3k/(2\pi)^3$.

We are interested in this matrix element for real- and virtual-photon kinematics at fixed photon energy $q_0$. We take the initial state as having zero three-momentum and an energy (i.e. rest mass) of $m$.

Out of the leptons) we see that all the nuclear physics that could enhance terms proportional to $\nu, A$ are really interested in; in this case the nucleus radiates a photon and is excited by a weak current insertion. In this case the nucleus radiates a photon and is excited by a weak current insertion. In the second term is what we are really interested in; in this case the nucleus radiates a photon and is excited by a weak current insertion. In between these two current insertions a virtual excitation of some low-lying nuclear energy level could, naively, supply an energetic denominator that is $\Delta E \sim O(\text{few MeV})$. Our focus therefore shifts to this term.

Translating the lepton fields to $t = 0$ and $y = 0$ and introducing $Q_t = k - k'$ (the four momentum transferred out of the leptons) we see that all the nuclear physics that could enhance terms proportional to $m^2_\gamma$ is buried in current-current correlation function evaluated between two nuclear states

\[
W_{\mu\nu} = \int d^4y \langle A' | T \{ \hat{J}_\nu(y) \hat{J}_\mu(0) \} | A \rangle e^{-iq_{ty}} . (B6)
\]
In terms of this object the second term in Eq. (B5) can be expressed as $\frac{1}{\sqrt{2}} G_F \bar{u} \gamma^\nu (1 - \gamma_5) u W_{\mu \nu}$. Let us consider each time ordering separately.

$$W_{\mu \nu}^+ = \int_0^\infty dy_0 \int d^3y \, \langle A' | \hat{J}_\nu(y) \hat{J}_\mu(0) | A \rangle e^{-iQ_{\mu \nu}y}$$  \hspace{1cm} (B7)

$$W_{\mu \nu}^- = \int_{-\infty}^0 dy_0 \int d^3y \, \langle A' | \hat{J}_\mu(0) \hat{J}_\nu(y) | A \rangle e^{-iQ_{\mu \nu}y}$$  \hspace{1cm} (B8)

Our approach is to

1. Insert a complete set of energy eigenstates $\hat{X} | X \rangle = 1$; we will refer to these states as isobars.

2. Integrate over space to get a momentum conserving delta function.

3. Integrate over time to get denominators of $1/(E \pm i\eta)$.

We find

$$W_{\mu \nu}^+ = \sum_X (2\pi)^3 \delta^{(3)}(\tilde{Q}_\ell + \tilde{P}_X - \tilde{p}') \frac{\langle A' | \hat{J}_\nu | X \rangle \langle X | \hat{J}_\mu | A \rangle}{(Q_\ell + P_X - p')_0 - i\eta}$$  \hspace{1cm} (B9)

$$W_{\mu \nu}^- = -\sum_X (2\pi)^3 \delta^{(3)}(\tilde{Q}_\ell - \tilde{P}_X + \tilde{p}) \frac{\langle A' | \hat{J}_\mu | X \rangle \langle X | \hat{J}_\nu | A \rangle}{(Q_\ell + p - P_X)_0 + i\eta}.$$  \hspace{1cm} (B10)

Next, we can make use of Lorentz invariance to re-write $\hat{\chi}_X = \sum_n \int dp_n$ where states are now labeled by their quantum number $n$ (which determines the mass and spin of the isobar state) and their three momentum $|X\rangle = |n, \tilde{p}\rangle$; here $\tilde{d}p = \frac{1}{2E_p} d^3p/(2\pi)^3$. Let us introduce $|Z\rangle = |n, \tilde{P} = \tilde{p}' - \tilde{Q}_\ell\rangle$ and $|Y\rangle = |n, \tilde{P} = \tilde{Q}_\ell - \tilde{p}\rangle$ such that

$$W_{\mu \nu} = \sum_Z \left( \frac{\langle A' | \hat{J}_\nu | Z \rangle \langle Z | \hat{J}_\mu | A \rangle}{2E_Z(\Delta E_\ell + |E_Z - E_A|)} - i\eta \right) - \sum_Y \left( \frac{\langle A' | \hat{J}_\mu | Y \rangle \langle Y | \hat{J}_\nu | A \rangle}{2E_Y(\Delta E_\ell - |E_Y - E_A|)} + i\eta \right).$$  \hspace{1cm} (B11)

We have introduced $\Delta E_\ell = (Q_\ell)_0$ and the energies of the isobars $E_Y$ and $E_Z$. Notice that the isobars $|Z\rangle$ and $|Y\rangle$ are discrete states whose momentum is fixed by three-momentum conservation, $\tilde{P}_Z = \tilde{p}' - \tilde{Q}_\ell$ and $\tilde{P}_Y = \tilde{Q}_\ell - \tilde{p}$. Small nuclear energy level splittings from the ground state do not lead to small denominators in Eq. (B11). $\Delta E_\ell \sim O(q_0) \sim 100$ MeV is sufficiently large that any low-lying nuclear states are far off-shell. The only small denominators that can appear are in the second time ordering when $|E_Y - E_A| \approx \Delta E_\ell$; such considerations are beyond the scope of this work, and we do not consider them here.

Appendix C: Comparison with Kroll and Wada

The main difference between [23] (KW) and our study is that we focus on the end-point specifically and carefully consider the validity of approximating virtual photons by real ones. Since the authors of KW simply assume this approximation as an ansatz many of our results are similar to theirs. We disagree with the authors on certain technical points, and in particular on the validity of their advocated approximation in generic regions of phase space. We find, however, that the ansatz proposed in KW becomes a well controlled approximation as the end-point proximity, $\delta$, becomes small.

The notation of KW differs substantially from modern treatments and specifically this paper. Moreover, they consider a two-body system and so details of the phase space are slightly different between our works. For the benefit of the interested reader we spell out the differences in notation, derive the results of KW, and comment on typos and conceptual differences.

Kroll and Wada consider a system $A$, initially at rest, that emits a photon and recoils with energy $E_{AB}$ becoming system $B$ of mass $M$. The mass of system $A$ is therefore $M_A = M + E_{AB}$. An important identity is that

$$\frac{1}{2E_B} = \frac{E_{AB} + M}{(E_{AB} + M)^2 + M^2 - m^*_0},$$  \hspace{1cm} (C1)
In Eq. (2) of KW, the rate of photon emission is calculated. To emphasize the difference in definition we denote our equivalent expression by (P&H) and the expressions of KW by (K&W).

\[ \Gamma_\gamma = \frac{1}{8\pi^2} \frac{q_0 M_A}{E_B} \int d\Omega (J_0^{11} + J_0^{22}) \]  \hspace{1cm} \text{(K&W)} \tag{C2}

\[ \Gamma_\gamma = \frac{1}{2M_A \frac{q_0}{16\pi^2 M_A}} \int d\Omega (J_0^{11} + J_0^{22}) \]  \hspace{1cm} \text{(P&H)} \tag{C3}

\[ = \frac{1}{2M_A} \times \beta(M_A,0,M_B) \int d\Omega (J_0^{11} + J_0^{22}) , \]

where (borrowing notation from [26])

\[ \tilde{\beta}(s,m_1,m_2) = \sqrt{1 - \frac{2(m_1^2 + m_2^2)}{s} + \frac{(m_1^2 - m_2^2)^2}{s^2}} . \]  \hspace{1cm} \text{(C4)}

We therefore identify the (K&W) current with our (P&H) matrix element via

\[ (K&W) \quad J_\mu = \frac{\sqrt{E_B}}{2M_A} \langle \mathcal{M}_\mu \rangle \quad \text{(P&H)} . \]  \hspace{1cm} \text{(C5)}

This means that there are implicit factors of \( E_B^2 \) lying around in in the expressions in KW, with \( J_\mu^{\mu*} \propto E_B \times \mathcal{J}_\mu \).

Having identified the appropriate current we can now jump ahead to the internal conversion coefficient \( \rho \) which is defined as the rate of electron-positron pair production to photon emission. KW gives (with expressions adapted to our notation) in Eq. (8)

\[ \rho = \frac{\alpha}{2\pi} \int \frac{q_0}{2m_*, m_*} \int_{-1}^{1} d\cos \vartheta \frac{E_{B*} \lvert \vec{q}_* \rangle \langle \vec{q}_* \rvert}{E_B} \tilde{\beta}_e \left\{ \left[ 2 + 2(\cos^2 \vartheta - 1)\beta_e^2 \right] R_T(m_*) + 2 \left[ 1 - \beta_e^2 \cos^2 \vartheta \right] \frac{m_e^2}{q_0^2} R_L(m_*) \right\} \]  \hspace{1cm} \text{(K&W)} , \tag{C6}

where we have used

\[ q_0 = \frac{E_{AB}^2 + 2E_{AB} M + m_e^2}{2(E_{AB} + M)} . \]  \hspace{1cm} \text{(C7)}

Modifying our discussion in the main text to account for two-body phase space we find that

\[ \Phi_{2*} = \Phi_2 \times \tilde{\beta}_e / \tilde{\beta}_0 , \]  \hspace{1cm} \text{(C8)}

with

\[ \tilde{\beta}_e = \sqrt{1 - \frac{2(M^2_B + m_e^2)}{M_A^2}} \]  \hspace{1cm} \text{.}  \hspace{1cm} \text{(C9)}

One can check that \( \lvert \vec{q}_* \rvert / \lvert \vec{q}_0 \rvert = \tilde{\beta}_e / \tilde{\beta}_0 \). We therefore find [using \( dm_2 = 2m_2 dm_* \) and keeping in mind that we are not including the delta function \( \delta(E_* - E_+) \)]

\[ \rho = \frac{\alpha}{2\pi} \int \frac{q_0}{2m_*, m_*} \int_{-1}^{1} d\cos \vartheta \left| \frac{\vec{q}_*}{\vec{q}_0} \right| \times \tilde{\beta}_e \left\{ \left[ 2 + 2(\cos^2 \vartheta - 1)\beta_e^2 \right] \left( 1 + T_*^2 \right) + 2 \left[ 1 - \beta_e^2 \cos^2 \vartheta \right] L_*^2 \right\} \]  \hspace{1cm} \text{(P&H)} . \hspace{1cm} \text{(C10)}

The factor of \( E_{B*}/E_B \) obtained in KW is absent from our expression because our functions \( T_*^2 \) and \( L_*^2 \) are defined in terms of \( \mathcal{J} \) whereas \( R_T \) and \( R_L \) are defined in terms of KW’s \( J \). As emphasized in Eq. (C5), upon being squared these differ by a factor of \( E_B/E_{B*} \). and hence in KW’s expression there should be a ratio of \( E_B/E_{B*} \), instead of the factor of \( E_{B*}/E_B \) that appears; we ascribe this to a typo in KW. Despite appearances there is no discrepancy between our longitudinal matrix elements because KW have evaluated their matrix elements in the lab frame, whereas our expression is evaluated in the rest-frame of the virtual photon (or equivalently the electron positron pair). This accounts for the factor of \( m_e^2/q_0^2 \) in KW, which can be interpreted as arising from boosting the rest-frame expression into the lab-frame.

This final point is important since the naive \( m_e^2 \) suppression appearing in front of \( R_L(m_*) \) is artificial, but was used as a justification for the neglect of longitudinal matrix elements in KW. The fact that this is an artificial
suppression can be seen in a simple example such as $\ell^+\ell^- \rightarrow e^+e^-$. In this case a straightforward calculation shows that $\mathcal{J}_\mu^\ell = (k^\mu p^\nu + p^\mu k^\nu - \frac{2}{3} s g_{\mu\nu})$ such that $\mathcal{J}_{33}^\ell = 2m_f^2$ in the rest-frame (i.e. center of mass frame), whereas it equals $\mathcal{J}_{33} = 2\gamma_0^2 m_f^2$ in the lab frame, where $\gamma_0 = q_0/m_\ell^2$ is the boost of the virtual photon. Any frame-dependent “suppression” is compensated by a frame dependent “enhancement” such that the amplitude is frame-independent (as it must be). This example illustrates that there is no reason to expect the longitudinal matrix elements to decouple in the $m_\ell^* \rightarrow 0$ limit. Instead, as we have shown in Eqs. (27), (31) and (35), they decouple when $\beta_e \cos \theta \rightarrow 1$.

The neglect of finite-$m_\ell^*$ corrections to the transverse elements is only valid if $m_\ell^* \ll q_0^2$. The integration measure is logarithmic in $m_\ell^*$, and so all scales contribute equally. Therefore, unless $(m_\ell^*/q_0)^2 \ll 1$, there is no reason to expect a real-photon approximation to be accurate. Second, as we have emphasized in the paragraph above, there is no small-virtuality suppression of longitudinal matrix elements. Rather, these are suppressed when $\cos \theta$ is small.

Provided $q_0 - E_+ \ll q_0$, then the end-point proximity, $\delta$, is small and both approximations hold with their error having the same parametric $\sim O(\delta)$ scaling.

**Appendix D: Generalization to arbitrary final states**

In Eq. (2) we have assumed a definite exclusive final state. As mentioned in the first footnote of the paper this assumption can be easily relaxed to accommodate inclusive final states for reactions of the form

$$|A_\mu, \text{atom}\rangle \rightarrow \sum_X |\nu, \gamma, X\rangle.$$  

(D1)

The expressions for the real photon spectrum and internal $e^+e^-$ spectrum are given by

$$\Gamma_\gamma = \frac{1}{2M_{\text{atom}}} \sum_X \int d\Phi_3(X) \mathcal{J}_\mu^\ell(X)(-g_{\mu\nu}^\ell)$$  

(D2)

$$\Gamma_{e^+e^-} = \frac{1}{2M_{\text{atom}}} \sum_X \int d\Phi_4(X) \mathcal{J}_\mu^\ell(X)\frac{4\pi\alpha}{m_\ell^*} L_{\mu\nu},$$  

(D3)

where we have included an $X$ dependent evaluation of the electromagnetic current. Four-body phase space can be decomposed for each final state $X$ as described in the main text. If $X$ is has a multi-particle final state then an analogous decomposition for $n$-body phase space can be performed.

Working at leading order in $\delta$ the resultant $e^+e^-$ spectrum can then be related to the photon spectrum by the same internal conversion probability for every final state $X$

$$\frac{d\Gamma_{e^+e^-}}{dE_+} = \sum_X \int dE_\gamma \frac{d\Gamma_X}{dE_\gamma} P^{(0)}_{\text{int}}(E_+|E_\gamma).$$  

(D4)

The full differential photon flux is then easily identified as $d\Gamma = \sum_X d\Gamma_X$, such that

$$\frac{d\Gamma_{e^+e^-}}{dE_+} = \int dE_\gamma \frac{d\Gamma}{dE_\gamma} P^{(0)}_{\text{int}}(E_+|E_\gamma).$$  

(D5)

This agrees with Eq. (36).
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