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Introduction

The main motivation of this work is the description of classical and quantum dynamical systems in interaction by means of geometric reduction procedures.

It is possible, indeed, to obtain non-linear, interacting, dynamical systems starting from linear dynamics such as geodesic or harmonic motions and proceeding with reduction procedures.

This work has to be considered as a first step toward the wider (and non accomplishable in a master thesis) target of the description, by means of these techniques, of interacting quantum field theories. Therefore it is natural that we need to deal with two important extensions of particle dynamics.

The first is the passage to an arbitrary number of dimensions. In this sense, the intrinsic language of the modern Differential Geometry becomes an useful tool because it avoid us to deal with a particular system of coordinates, which may lead to cumbersome and not very fruitful computations, giving us the possibility to handle high dimensional systems without losing the general picture.

The second is the introduction in this picture of relativistic covariance. This step is needed because fundamental interactions are described by means of fields which are defined on spacetime. Therefore we will proceed to an accurate analysis of the structure of spacetime itself in terms of the language of Differential Geometry.

In this work we make a first step toward field theories by analysing the generalization of this paradigm to many-bodies dynamical system. Indeed, the investigation of aspects of field theories by means of many-bodies approximations is a well established approach in Physics.

The organization of the work is organized as follows. In the first Chapter we will motivate the use of reduction procedures as tools to generate interacting system out of free ones by means of several elementary examples. Furthermore, we will also give a formal definition of reduction procedure. In the second Chapter, instead, we will proceed to an analysis of spacetime devoted to tensorialize the concept of reference frame, we will study in great detail the free relativistic particle, we will generalize to a many-bodies system of relativistic particles and then we will analyse
the consequences of the No-Interaction Theorem.

A number of Appendices are added to elucidate some claims made in the main text.
Chapter 1

Geometric Reduction Procedures

Reduction procedures, to the best of our knowledge, were introduced in a systematic way, not dealing only with specific examples, for the first time by Sophus Lie in 1893 [1]. In Physics, they are used as an aid in trying to integrate dynamical systems by quadrature. Indeed, it is well known that within the Hamiltonian formalism an appropriate number of constants of the motion can be used to introduce action-angle variables which are used to analyse completely integrable systems [2][3].

From our point of view, however, we are interested in another interesting feature of reduction procedures. Indeed, it results that many non-linear systems can be related to linear ones in such a way that (obvious) integrability of the latter will entail integrability of the former. This is done by means of reduction procedures.

The aim of the first section is to motivate this proposition by means of a collection of elementary examples which are ubiquitous in many branches of Physics. In particular, we will show how to obtain very interesting dynamical systems in interaction (e.g., Riccati evolution, Calogero-Moser systems, etc.) starting from free dynamics.

The last section of this Chapter is devoted to the formal definition of reduction procedure.

1.1 Examples of Reduction from Particle Dynamics

In this Section we will sketch, by means of elementary examples, two different way of constructing nonlinear systems which are associated with a linear one and that, in addition, are integrable in the same sense as the original system is, namely:

- Restriction to invariant surfaces;
- Reduction and quotienting by equivalence relations.
To motivate our proposition that reduction procedures are able to describe interacting system out of free ones, without losing ourself in cumbersome technical details, we have chosen to present this collection of examples by using just elementary notions from calculus and the elementary theory of differential equations. The formal definition of reduction procedures will be outlined in the following Section.

1.1.1 Free System and Invariant Surfaces

In this subsection we will show, whitout any claim of generality, some examples in which we obtain interacting systems out of the free motion on $\mathbb{R}^3$. The main idea is to restrict Cauchy data to an invariant surface, say $\Sigma$, which is not a linear subspace of $\mathbb{R}^3$. It means that if $x_0$ and $x_1$ are Cauchy data on $\Sigma$, it will be not true in general that $x_0 + x_1 \in \Sigma$.

Let us start from Newton equations describing the free motion in $\mathbb{R}^3$ of a particle of unit mass:

$$\ddot{\mathbf{r}} = 0$$

which can be written in the form of a system:

$$\begin{cases}
\ddot{\mathbf{r}} = \mathbf{v} \\
\dot{\mathbf{v}} = 0
\end{cases}$$

and is therefore associated to the second-order vector field $\Gamma$ in $T\mathbb{R}^3$:

$$\Gamma = v^i \frac{\partial}{\partial r^i}. \tag{1.3}$$

This equation has large symmetry group$^1$ and has the constants of motion:

$$\frac{d}{dt}(\mathbf{r} \wedge \dot{\mathbf{r}}) = 0, \quad \frac{d}{dt} \mathbf{v} = 0. \tag{1.4}$$

Let us introduce spherical polar coordinates:

$$\mathbf{r} = r \mathbf{n}, \quad \mathbf{n} \cdot \mathbf{n} = 1, \quad r = ||\mathbf{r}|| \geq 0, \tag{1.5}$$

where $\mathbf{n} = \mathbf{r}/r$ is the unit vector in the direction of $\mathbf{r}$. By taking the time derivative we find:

$^1$The Lie symmetry group of linear point-transformations is of dimension 12, since it is the semi-direct product $\mathbb{R}^3 \rtimes GL(3, \mathbb{R})$. Additional symmetries are obtained if we allow also non-linear transformations and transformations which are not lifted from point-transformations.
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\[ \dot{\vec{r}} = \dot{r}\hat{n} + r\dot{\hat{n}}, \quad \ddot{\vec{r}} = \ddot{r}\hat{n} + 2\dot{r}\dot{\hat{n}} + r\ddot{\hat{n}}. \] (1.6)

By using the identities:

\[ \hat{n} \cdot \hat{n} = 1, \quad \hat{n} \cdot \dot{\hat{n}} = 0, \quad \dot{\hat{n}} = -\hat{n} \cdot \ddot{\hat{n}}, \] (1.7)

we obtain that the equations of motion (1.2), in spherical coordinates, split to two equations, one which describes the evolution "along the radius" and another "along the sphere". The radial equation and the angular momentum are:

\[ \ddot{r} = -r\dot{\hat{n}}^2 \]
\[ \frac{d}{dt}(\vec{r} \wedge \dot{\vec{r}}) = \frac{d}{dt}(r^2 \hat{n} \wedge \dot{\hat{n}}) = 0. \] (1.8)

By making use of the constants of the motion, we can make the first of Eqs. (1.8) depending only on the variable \( r \) and \( \dot{r} \) and therefore it will define a differential equation in only one degree of freedom. Indeed, by selecting a particular value of the angular momentum, say \( l \) for instance, we define an invariant submanifold \( \Sigma_l \), namely:

\[ l^2 = r^4\dot{\hat{n}}^2 \] (1.9)

Then, by restricting the radial equation of motion to this submanifold (i.e., by solving for \( \dot{\hat{n}}^2 \) the previous equation) we describe a family of one-dimensional dynamics with different initial data but with the same value of the angular momentum, i.e.:

\[ \ddot{r} = \frac{l^2}{r^3}. \] (1.10)

This is the first example of reduction procedure which "generates" interaction. Indeed, we have started from the free motion on \( \mathbb{R}^3 \) and, by constraining the radial dynamics to lie on an invariant submanifold defined by fixing a constant of the motion, we have obtained a nonlinear dynamical system in interaction which exhibits a non-linear term describing an interaction.

Obviously, we can proceed similarly by using other constants of motion, for instance energy. In this case we define an invariant surface \( \Sigma_E \) by fixing the value of the energy:

\[ 2E = \vec{r} \cdot \dot{\vec{r}} = r^2 + r^2\dot{\hat{n}} \cdot \dot{\hat{n}} \implies \dot{\hat{n}}^2 = \frac{1}{r^2}(2E - r^2) \] (1.11)

and the equation of motion of the radial part, restricted to the constant energy surface \( \Sigma_E \), will involve only \( r \) and \( \dot{r} \):
\[ \ddot{r} = \frac{2E}{r} - \frac{\dot{r}^2}{r} \quad (1.12) \]

where \( E \) plays the role of a coupling constant.

More generally, by means of a convex combination of energy and angular momentum, i.e. \( \alpha (\dot{r} \wedge \dot{r}^2) + (1 - \alpha) \dot{r}^2 = k \), where \( 0 \leq \alpha \leq 1 \), \( k \in \mathbb{R} \), we select and invariant submanifold \( \Sigma_k \), on which the radial equations of motion becomes:

\[ \ddot{r} = \frac{\alpha l^2 + (1 - \alpha)(2E - \dot{r}^2)r^2}{r^3}. \quad (1.13) \]

We can also select a time-dependent surface \( \Sigma_t \) by fixing the value of a time-dependent constant of the motion, for instance:

\[ r^2 + \tilde{v}^2 t^2 - 2\tilde{r} \cdot \tilde{v} t = k^2 \quad (1.14) \]

we find:

\[ \dot{\tilde{n}}^2 = \frac{1}{r^2} [(k^2 + 2\tilde{r} \cdot \tilde{v} - r^2)t^{-2} - \dot{r}^2]. \quad (1.15) \]

If we now replace Eq. (1.15) in the first of Eqs. (1.8), we find the time-dependent equation of motion:

\[ \ddot{r} = \frac{k^2}{rt^2} + 2\frac{\dot{r}}{t} - \frac{1}{rt^2} - \frac{\dot{r}^2}{r}. \quad (1.16) \]

which is again the equation of motion of a nonlinear system in interaction.

### 1.1.2 Calogero-Moser System

Calogero-Moser dynamics is a nonlinear, many-body, (super) integrable, dynamical system which describes \( N \) interacting particles on a line or on a circle. It is described by the following Lagrangian function:

\[ \mathcal{L} = \frac{1}{2} \sum_n q_n^2 - g^2 \sum_{m \neq n} (q_n - q_m)^{-2}, \quad (1.17) \]

where \( g \in \mathbb{R} \) is a coupling constant. We will show now how obtain, by means of a reduction procedure, the Calogero-Moser dynamical system for two particles out of free motion on \( \mathbb{R}^3 \).

Let us start from \( \mathbb{R}^3 \), parametrized in terms of symmetric \( 2 \times 2 \) matrices:
\[ \mathbb{R}^3 \ni (x_1, x_2, x_3) \mapsto X = \begin{pmatrix} x_1 & \frac{x_2}{\sqrt{2}} \\ \frac{x_2}{\sqrt{2}} & x_3 \end{pmatrix} \]  

(1.18)

The free motion equations becomes in this notation:

\[ \ddot{X} = 0. \]  

(1.19)

Therefore, the matrix:

\[ M = [X, \dot{X}] \]  

(1.20)

is a constant of the motion, indeed:

\[ \dot{M} = [\dot{X}, \dot{X}] + [X, \ddot{X}] = 0, \]  

(1.21)

where we have used Eq. (1.19). The matrix \( M \) is a matrix of constants of the motion whose non-zero elements are proportional to the third component \( l_3 \) of the angular momentum. In fact:

\[ M = -(x_2 \dot{x}_3 - \dot{x}_2 x_3)\alpha = l_3\alpha, \quad \alpha = i\sigma_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]  

(1.22)

We want to proceed in analogy with the previous example by introducing new coordinates for the symmetric matrix \( X \) by means of the rotation group. Indeed, \( X \) can be diagonalized by means of an orthogonal transformation \( G \), i.e.:

\[ X = G Q G^{-1}, \]  

(1.23)

where:

\[ Q = \begin{pmatrix} q_1 & 0 \\ 0 & q_2 \end{pmatrix}, \quad G = \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix}. \]  

(1.24)

In this picture, the diagonal matrix \( Q \) will plays the role of "radial coordinate" while \( G \) plays the role of "angular coordinate". As in the previous example, we will restrict the radial equation (i.e., the equation of motion of the diagonal matrix \( Q \)) to an invariant surface obtained by fixing the value of the constant of the motion. This procedure will yelds the evolution of the eigenvalues of the matrix \( X \) that, being related to the trace of the powers of \( X \), will be polynomial in time.

Let us show it explicitly. Since:
\[ GQG^{-1} = \begin{pmatrix} q_1 \cos^2 \phi + q_2 \sin^2 \phi & (q_2 - q_1) \sin \phi \cos \phi \\ (q_2 - q_1) \sin \phi \cos \phi & q_1 \sin^2 \phi + q_2 \cos^2 \phi \end{pmatrix} \]  

(1.25)

we obtain the relation:

\[ x_1 + x_3 = q_1 + q_2, \quad x_2 = \frac{1}{\sqrt{2}}(q_2 - q_1) \sin 2\phi, \quad x_1 - x_3 = (q_1 - q_2) \cos 2\phi. \]  

(1.26)

Then, by using the fact that:

\[ \frac{d}{dt} G^{-1} = -G^{-1} \dot{G} G^{-1} \]  

(1.27)

we can compute:

\[ \dot{X} = \dot{G} Q G^{-1} + G \dot{Q} G^{-1} - G Q G^{-1} \dot{G} G^{-1} \]

\[ = G([G^{-1} \dot{G}, Q]) G^{-1} \]

\[ = G(\dot{Q} + \dot{\phi}[\alpha, Q]) G^{-1} \]  

(1.28)

where we have used:

\[ G^{-1} \dot{G} = \dot{G} G^{-1} = \dot{\phi}\alpha. \]  

(1.29)

Consequently, the constant of the motion matrix \( M \) becomes:

\[ M = [X, \dot{X}] = -\dot{\phi}(q_2 - q_1)^2 \sigma_1, \quad \implies l_3 = \dot{\phi}(q_2 - q_1)^2, \]  

(1.30)

where we have used:

\[ [\alpha, Q] = (q_2 - q_1) \sigma_1, \quad [Q, \dot{\phi}] = 0. \]  

(1.31)

By taking another time derivative of Eq. (1.28), we obtain the following equation of motion for the diagonal matrix:

\[ \ddot{Q} - \dot{\phi}^2[\alpha, [\alpha, Q]] = 0, \]  

(1.32)

and the constant of the motion are such that:

\[ \frac{d}{dt} Tr(M\alpha) = 0. \]  

(1.33)
As in the previous example, by fixing the value of constant of the motion we define an invariant surface $\Sigma_l$:

$$\Sigma_l = \left\{ \frac{1}{2} Tr M \alpha = \dot{\phi}(q_2 - q_1)^2 \equiv g \right\}, \quad (1.34)$$

by solving for $\dot{\phi}$, the "radial" equation (1.32) becomes:

$$\ddot{Q} = \frac{g^2}{(q_2 - q_1)^4} [\alpha, [\alpha, Q]] \quad (1.35)$$

which describes a family of one-dimensional dynamics with different initial data but with the same value of $l$.

At the level of the eigenvalues of $X$, we find the equations of motion:

$$\ddot{q}_1 = -\frac{2g^2}{(q_2 - q_1)^3}, \quad \ddot{q}_2 = \frac{2g^2}{(q_2 - q_1)^3}, \quad (1.36)$$

which are the Euler-Lagrange equations associated with the Lagrangian (1.17) of the Calogero-Moser dynamics restricted at the case $N = 2$.

This example is of great interest for us because it shows that reduction procedures are able to describe also interacting systems of many bodies. In particular, it would be possible to replace matrices with selfadjoint operators on some infinite dimensional Hilbert spaces and proceed in the same manner to obtain an infinite dimensional dynamics which may describe field theories.

### 1.1.3 Rotationally Invariant Dynamics

Let us now consider an extension of the previous cases in which the invariant surfaces are obtained as quotient by some equivalence relation. Suppose a dynamical system which is invariant under the action of a Lie group $\mathcal{G}$. It is possible to determine invariant surfaces as level sets of functions or simply as subsets of the given manifolds. These sets were called invariant relations by Levi-Civita, to distinguish them from the level sets of constants of the motion. In order to clarify this kind of reduction procedure, we will devote the rest of this subsection to some relevant examples.

Let us consider a dynamical system on $T\mathbb{R}^3$ which is invariant under the action of the group $SO(3)$. If we assume that $\Gamma$ is of the second order, its expression will be:

$$\Gamma = \ddot{r} \cdot \frac{\partial}{\partial r} + \ddot{r} \cdot \dot{r} \cdot \frac{\partial}{\partial \dot{r}}. \quad (1.37)$$
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where for the moment we do not make any further specification on the explicit form of $\vec{f}$.

What we want to do is to project the dynamics (1.37) onto the space of the orbits of the group $SO(3)$. We can parametrize this space by using the following three invariant functions:

$$\xi_1 = \vec{r} \cdot \vec{r}, \quad \xi_2 = \vec{r} \cdot \vec{r}, \quad \xi_3 = \vec{r} \cdot \vec{r}. \quad (1.38)$$

The reduced dynamics is given by $L_\Gamma \xi_i = \dot{\xi}_i$, $i = 1, 2, 3$, i.e.:

$$\frac{d}{dt} \xi_1 = 2 \vec{r} \cdot \vec{r} = 2 \xi_3$$

$$\frac{d}{dt} \xi_2 = 2 \vec{r} \cdot \vec{r} = \vec{r} \cdot \vec{f} \quad (1.39)$$

$$\frac{d}{dt} \xi_3 = \xi_2 + \vec{r} \cdot \vec{r}.$$

As expected by the rotational invariance of the starting dynamics, $\dot{\xi}_i$ can be still expressed in terms of the $\xi_i$’s.

This example shows clearly that reduction procedures may not preserve the Hamiltonian or Lagrangian description which require additional structures to be defined. Indeed, it is possible to start from a space on which it is possible to define an Hamiltonian or Lagrangian function (in our example, we start from a dynamics of the second order on $T\mathbb{R}^3$) and we can reduce it to a space which cannot allow it (in our example, to the odd dimensional space $\mathbb{R}^3$, obtaining Eqs. (1.39)).

Let us specialize this example to the case in which the starting dynamics is the free one. In this case Eqs. (1.39) become:

$$\frac{d}{dt} \xi_1 = 2 \xi_3$$

$$\frac{d}{dt} \xi_2 = 0$$

$$\frac{d}{dt} \xi_3 = \xi_2. \quad (1.40)$$

Now, $\xi_2$ is a constant of the motion. Therefore, by fixing its value, we can select an invariant surface. For instance if we fix $\xi_2 = k$, on the corresponding invariant
surface $\Sigma_k$, the reduced dynamics\(^2\) will be a family of differential equations, each one depending on the value of $k$:

$$\frac{d}{dt}\xi_1 = 2\xi_3$$
$$\frac{d}{dt}\xi_3 = k.$$  \hspace{1cm} (1.41)

and the corresponding dynamical vector field will be:

$$\tilde{\Gamma} = v \frac{\partial}{\partial x} + 2k \frac{\partial}{\partial v}.$$  \hspace{1cm} (1.42)

Thus, the reduced dynamics (defined on $T\mathbb{R}$), obtained starting from a free particle on $\mathbb{R}^3$, describe a particle under the effect of a constant force, for instance a particle under the effect of a uniform gravitational field or an uniform electric field.

An alternative reduced dynamics can be obtained by fixing $\xi_2 = 1$ $\xi_1$ ($\xi_2^2 + l^2$), where $l^2 = \xi_1\xi_2 - \xi_3^2$ is the square of the angular momentum which is obviously a conserved quantity due to the rotational invariance. In this case Eqs. (1.40) becomes:

$$\frac{d}{dt}\xi_1 = 2\xi_3$$
$$\frac{d}{dt}\xi_3 = \frac{\xi_2^2 + l^2}{\xi_1}.$$  \hspace{1cm} (1.43)

If we now take as variables $\xi_1 = \eta^2$, the first of Eqs. (1.43) becomes $\xi_3 = \eta \dot{\eta}$ and the second becomes, after some algebra:

$$\frac{d}{dt}\dot{\eta} = \frac{l^2}{\eta^3}.$$  \hspace{1cm} (1.44)

This equation describes again two particles in interaction in the Calogero-Moser dynamical system, in the center of mass reference frame.

\(^2\)Since the dimension of the invariant surface is even, the resulting system may be described by a Lagrangian function. By redefining $\xi_1 = x$ and $2\xi_3 = v$, the resulting Lagrangian function will be $\mathcal{L} = \frac{1}{2}v^2 - 2kx$. 

---
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1.1.4 Riccati Evolution (Classical Setting)

In this subsection we will show, in both classical and quantum setting, how one can obtain the Riccati Equation out of a reduction procedure where invariant surfaces are obtained by taking the quotient by some equivalence relation.

Jacopo Riccati (and his son) in 1720 was interested in the description of the dynamical evolution of a point on the line, given by the following non-linear equation which is nowadays called Riccati Equation:

\[ \dot{\xi} = c + 2b\xi - a\xi^2, \]  

(1.45)

where \( a, b, c \in \mathbb{R} \) are time dependent functions. It is possible to show \(^4\) that the solutions of this equation satisfy a non-linear superposition rule. This suggests us that some reduction procedure from a linear system was unconsciously carried out.

Let us show how to obtain Riccati equation by reducing the following linear dynamics on \( \mathbb{R}^2 \):

\[ \frac{d}{dt} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} b & c \\ a & -b \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \]  

(1.46)

which is equivalent to the system:

\[
\begin{aligned}
\frac{dx}{dt} &= bx + cy \\
\frac{dy}{dt} &= ax - by
\end{aligned}
\]  

(1.47)

The first order vector field of the dynamics will be:

\[ \Gamma_A = ax \frac{\partial}{\partial y} + b \left( x \frac{\partial}{\partial x} - y \frac{\partial}{\partial y} \right) + cy \frac{\partial}{\partial x}. \]  

(1.48)

We are ready now to perform the reduction procedure. Indeed, since the vector field \( \Gamma_A \) is linear, it commutes with the Euler vector field:

\[ \Delta = x \frac{\partial}{\partial x} + y \frac{\partial}{\partial y}, \]  

(1.49)

i.e., the dilation vector field in \( \mathbb{R}^2 \). It means that the algebra of invariant functions will be such that \( \Delta(f) = 0 \), i.e. homogeneous of degree zero functions, namely \( \xi = x/y \), with \( y \neq 0 \) (or \( \zeta = y/x \), with \( x \neq 0 \)). These functions parametrize the one dimensional quotient space \[^3\] \( \mathbb{R}^2 - \{0,0\}/\Delta \approx S^1 \). We can now compute the dynamics.

[^3]: We have removed the origin from \( \mathbb{R}^2 \) in order to obtain a quotient manifold which is also an Hausdorff space.
restricted to the circle $S^1$ by taking the time derivative (or more precisely, by taking
the Lie derivative with respect to the dynamics) of the function $\xi$, namely:

\[
\frac{d}{dt} \xi = \frac{\dot{x}y - x\dot{y}}{y^2} = \frac{\dot{x}}{y} - \frac{x\dot{y}}{y^2} = \frac{bx + cy}{y} - \frac{x}{y^2}(ax - by) = c + 2b\xi - a\xi^2
\]  

which is exactly Eq. (1.45). The same procedure can be performed with the variable
$\zeta = y/x$ to obtain again a Riccati equation which then arises as the restriction of
the linear dynamics (1.46) on $\mathbb{R}^2$ to the circle $S^1$.

### 1.1.5 Riccati Evolution (Quantum Setting)

Riccati equation appears also in Quantum Mechanics when we consider the space
of pure states, i.e. the space of rays in a Hilbert space. It describes the quantum
evolution of a $N$-level quantum system in the ray space. Motivated by the pre-
vious example, we will show how the Riccati equation can be obtained from the
Shrödinger’s equation when we perform a reduction procedure [8].

Let us consider an $N$-level quantum system. The unitary evolution operator
$U(t) \in G \equiv \mathbb{U}(N)$ obeys to the Shrödinger equation:

\[
i\dot{U}(t) = H(t)U(t), \quad U(t_0) = 1.
\]  

The solution of this equation is given by the one parameter subgroup $H$ generated
by $iH$ (if $H$ does not depend on time) acting on $G$ from the left. Let consider the
following subgroup of the unitary group $G$:

\[
H = \mathbb{U}(n_1) \times \mathbb{U}(n_2) \subset G, \quad n_1 + n_2 = N.
\]  

A generic element of $H$ will be:

\[
\begin{pmatrix}
U_1 & 0 \\
0 & U_2
\end{pmatrix}
\]  

where $U_1$ is a $n_1 \times n_1$-dimensional and $U_2$ is a $n_2 \times n_2$-dimensional matrix.

We are interested in reducing the dynamics (1.51) on $G$ to the coset space $G/H$.
Let us consider a generic element of $G$:
\[
U = \begin{pmatrix} A_0 & B_0 \\ C_0 & D_0 \end{pmatrix} \begin{pmatrix} U_1 & 0 \\ 0 & U_2 \end{pmatrix} = \begin{pmatrix} A_0U_1 & B_0U_2 \\ C_0U_1 & D_0U_2 \end{pmatrix}
\] (1.54)

The time evolution of this matrix is given by Eq. \([1.51]\) where the Hamiltonian \(H\) has the form:

\[
H(t) = \begin{pmatrix} H_1(t) & V(t) \\ V(t)^\dagger & H_2(t) \end{pmatrix}
\] (1.55)

Then, we get (for brevity, we will omit the explicit dependence on time of the Hamiltonian):

\[
\begin{align*}
\frac{i}{\hbar} \frac{d}{dt} \begin{pmatrix} A_0 & B_0 \\ C_0 & D_0 \end{pmatrix} \begin{pmatrix} U_1 & 0 \\ 0 & U_2 \end{pmatrix} &= \begin{pmatrix} H_1 & V \\ V^\dagger & H_2 \end{pmatrix} \begin{pmatrix} A_0 & B_0 \\ C_0 & D_0 \end{pmatrix} \begin{pmatrix} U_1 & 0 \\ 0 & U_2 \end{pmatrix} \\
i \begin{pmatrix} \dot{A}_0 & \dot{B}_0 \\ \dot{C}_0 & \dot{D}_0 \end{pmatrix} \begin{pmatrix} U_1 & 0 \\ 0 & U_2 \end{pmatrix} + i \begin{pmatrix} \dot{A}_0 & \dot{B}_0 \\ \dot{C}_0 & \dot{D}_0 \end{pmatrix} \begin{pmatrix} U_1 & 0 \\ 0 & U_2 \end{pmatrix} &= \begin{pmatrix} H_1 & V \\ V^\dagger & H_2 \end{pmatrix} \begin{pmatrix} A_0 & B_0 \\ C_0 & D_0 \end{pmatrix} \begin{pmatrix} U_1 & 0 \\ 0 & U_2 \end{pmatrix} \\
i \begin{pmatrix} \dot{A}_0 & \dot{B}_0 \\ \dot{C}_0 & \dot{D}_0 \end{pmatrix} &= \begin{pmatrix} H_1 & V \\ V^\dagger & H_2 \end{pmatrix} \begin{pmatrix} A_0 & B_0 \\ C_0 & D_0 \end{pmatrix} - i \begin{pmatrix} \dot{A}_0 & \dot{B}_0 \\ \dot{C}_0 & \dot{D}_0 \end{pmatrix} \begin{pmatrix} U_1U_1^{-1} & 0 \\ 0 & \dot{U}_2U_2^{-1} \end{pmatrix}
\end{align*}
\] (1.56)

which yields:

\[
\begin{align*}
i\dot{A}_0 &= H_1A_0 + VC_0 - iA_0\dot{U}_1U_1^{-1} \\
i\dot{B}_0 &= H_1B_0 + VD_0 - iB_0\dot{U}_2U_2^{-1} \\
i\dot{C}_0 &= V^\dagger A_0 + H_2C_0 - iC_0\dot{U}_1U_1^{-1} \\
i\dot{D}_0 &= V^\dagger B_0 + H_2D_0 - iD_0\dot{U}_2U_2^{-1}
\end{align*}
\] (1.57)

Following the reduction procedure, we have to find the algebra of invariant functions under the right action of \(\mathbb{H}\). We note that any function of \(\bar{Z} = B_0D_0^{-1}\) (or \(\bar{Z} = C_0A_0^{-1}\)) is invariant under the right action of \(\mathbb{H}\), indeed:

\[
C_0A_0^{-1} \implies C_0U_1U_1^{-1}A_0^{-1} = C_0A_0^{-1}
\]

(1.58)

\footnote{Let us remark the analogy of the variable defined in the classical setting, \(\xi = x/y\).}
Remark: We are limiting our procedure to the subset of $G$ in which $A$ and $D$ are both non-singular matrices.

Now, by using Eq. (1.57) and the definition of $Z = B_0 D^{-1}_0$, we can obtain the dynamics reduced to the quotient space $G/H$ by computing:

$$i\dot{Z} = i\dot{B}_0 D^{-1}_0 - iB_0 D^{-1}_0 \dot{D} D^{-1}_0$$

$$= H_1 B_0 D^{-1}_0 + V - iB_0 \dot{U}_2 U_2^{-1} D^{-1}_0 - B_0 D^{-1}_0 V^\dagger B_0 D^{-1}_0 +$$

$$- B_0 D^{-1}_0 H_2 - iB_0 \dot{U}_1 U_1^{-1} D^{-1}_0$$

$$= H_1 Z + V - iB_0 \dot{U}_2 U_2^{-1} D^{-1}_0 +$$

$$- Z(V^\dagger B_0 D^{-1}_0 + H_2 + iD_0 \dot{U}_1 U_1^{-1} D^{-1}_0)$$

$$= V + H_1 Z - Z H_2 - Z V^\dagger Z$$

which yields a matrix Riccati evolution on the coset (projective) space.

1.2 Generalized Reduction Procedure

Since the main aim of this work is to make a step toward the description of fields in terms of geometric reduction procedures, we shall consider dynamical systems with a large number of degree of freedom. Therefore, keeping in mind the main features of reduction procedures outlined by means of the several elementary examples in the previous section, we will formalize these procedures in the language of differential geometry. Indeed, it allows us to deal with systems with a large number of degree of freedom without considering a particular system of coordinates.

1.2.1 Reduction Procedures in Geometrical Framework

Let consider a carrier space $M$ for the dynamical system represented by a vector field $\Gamma \in \mathfrak{X}(M)$. We suppose that its flow give raise to a one-parameter group of transformations:

$$\Phi_t : \mathbb{R} \times M \rightarrow M.$$  \hspace{1cm} (1.60)

In a general reduction procedure we may identify two main aspects:

i) We consider a submanifold $\Sigma \subset M$, invariant under the evolution, i.e.:
\[ \Phi_t(\mathbb{R} \times \Sigma) \subset \Sigma \quad \text{or} \quad \Gamma(m) \in T_m \Sigma, \quad \forall m \in \Sigma, \forall t \in \mathbb{R}. \quad (1.61) \]

ii) We search for an invariant equivalence relation \( \sim \) on subsets of \( \Sigma \) which is compatible with \( \Gamma \), i.e.:

\[ m \sim m' \iff \Phi_t(m) \sim \Phi_t(m'), \quad \forall m, m' \in \Sigma. \quad (1.62) \]

The reduced carrier space is the quotient manifold \( \hat{\Sigma} = \Sigma / \sim \) and the reduced dynamical system \( \hat{\Gamma} \) will be the projection of \( \Gamma \) on \( \hat{\Sigma} \) along the natural projection \( \pi_{\sim} : \Sigma \to \hat{\Sigma} \).

It is possible to proceed in the opposite order, firstly considering and invariant equivalence relation \( \sim \) on the whole manifold \( M \) and then selecting an invariant submanifold \( \Sigma \subset M \) for the reduced dynamics \( \hat{\Gamma} \) on the set of equivalence classes \( \bar{M} = M / \sim \). The geometrical reduction procedure is outlined in Fig. 1.1.

We can summarize the geometrical reduction procedure in the following:

**Theorem 1.1. (Geometrical Reduction Procedure):** Let \( \Gamma \) be a dynamical system defined on the carrier manifold \( M \). Let \( \Sigma \) be a \( \Gamma \)-invariant submanifold and \( \sim \) a \( \Gamma \)-invariant equivalence relation. Let us assume that the maps \( M \xrightarrow{\pi_M} \bar{M} \) and \( \Sigma \xrightarrow{\pi_{\Sigma}} \bar{\Sigma} \), where \( \bar{M} = M / \sim \) and \( \bar{\Sigma} = \Sigma / \sim \), are smooth submersions. We denote by \( \Gamma_{\Sigma} \) the restriction of the dynamics \( \Gamma \) to \( \Sigma \). The dynamical vector field \( \Gamma \) is \( \pi_M \)-projectable and its projection to \( \bar{\Sigma} \) will be denoted by \( \hat{\Gamma}_{\Sigma} \). Then \( \bar{\Sigma} \) is a \( \hat{\Gamma} \)-invariant submanifold in \( \bar{M} \) and the restriction of \( \hat{\Gamma} \) to it coincides with \( \hat{\Gamma}_{\Sigma} \), namely:

\[ \hat{\Gamma}_{\Sigma} = \hat{\Gamma} \big|_{\Sigma}. \quad (1.63) \]

**Remark:** Theorem 1.1 cannot provide us with general conditions which ensure that the reduced carrier space is a smooth manifold. This property has to be checked on each particular instance.

### 1.2.2 Reduction Procedures in Algebraic Framework

It is possible to dualize the previous description in terms of the associative and commutative algebra of functions on \( M \), \( \mathcal{F}(M) \).

We first notice that to any submanifold \( \Sigma \subset M \) embedded in \( M \) by means of an identification map \( i_{\Sigma} : \Sigma \hookrightarrow M \), we can associate an associative and commutative algebra of functions on \( \Sigma \), \( \mathcal{F}(\Sigma) \), defined by \( \mathcal{F}(\Sigma) = \mathcal{F}(M) / I_{\Sigma} \) where \( I_{\Sigma} \) is a bilateral
ideal defined by $\mathcal{I}_\Sigma = \ker i^*_\Sigma$. In other words, to any submanifold $\Sigma$ we can associate an exact sequence of associative algebras:

$$\begin{array}{c}
\cdots \\
0 \\ \mathcal{I}_\Sigma \\ \mathcal{F}(M) \\ \mathcal{F}(\Sigma) \\ 0
\end{array}$$

Thus, the two-steps procedure outlined in the previous subsection will be:

i) The invariance condition on $\Sigma$ is obtained considering the algebra $\mathcal{F}(\Sigma)$ defined above and a projection $\pi_\Sigma : \mathcal{F}(M) \to \mathcal{F}(\Sigma)$ defined by:

$$\pi_\Sigma(f) = i^*_\Sigma(f), \quad f \in \mathcal{F}(M).$$

In this algebraic framework a dynamical system is seen as an element $\Gamma \in \text{Der } \mathcal{F}(M)$ giving:

$$\dot{f} = \Gamma \cdot f, \quad \forall f \in \mathcal{F}(M).$$

We then consider a derivation $\Gamma_\Sigma \in \text{Der } \mathcal{F}(\Sigma)$ such that:

$$\pi_\Sigma(\Gamma \cdot f) = \Gamma_\Sigma \cdot \pi_\Sigma(f), \quad \forall f \in \mathcal{F}(M).$$

Figure 1.1: The geometrical reduction is sketched. The purple leaves represent the $\Gamma$-invariant equivalence relation while the green surfaces is the $\Gamma$-invariant submanifold $\Sigma$. The equivalent procedure in the opposite order is also outlined (Credits: [4]).
ii) In order to translate the compatibility condition we need an invariant subalgebra $\tilde{\mathcal{F}} \subset \mathcal{F}(\Sigma)$ such that:

$$\Gamma_\Sigma \cdot \tilde{\mathcal{F}} \subset \tilde{\mathcal{F}}.$$  \hspace{1cm} (1.68)

The restriction of $\Gamma_\Sigma$ to $\tilde{\mathcal{F}}$ can be denoted by $\tilde{\Gamma}$ and represents the reduced dynamics on the $\tilde{\Sigma}$ of the previous subsection. We should point out that the pulled-back functions need not coincide with the algebra of all functions defined on the manifold $\Sigma$, for this to be the case we need some regularity conditions on the submanifold.
Chapter 2

Covariant Description of Particle Dynamics

As we have seen in the previous Chapter, reduction procedures allow to obtain interacting systems out of linear ones. Since the aim of this work is to make a step toward the description in these terms of field theories for fundamental interactions, it is natural to worry about relativistic covariance. Indeed, it is well known that fundamental interactions are described by means of fields defined on spacetime. Moreover, since we would deal with systems with a large number of degree of freedom, it is preferable to use the intrinsic language of modern Differential Geometry.

Therefore, in this Chapter we will analyse the structure of spacetime itself to give a definition of reference frame in intrinsic terms. As an illustration, we shall discuss the simple example of free relativistic particle. This will be exploited to generalize to the case of many relativistic particles in interactions and we will show a way to evade the No-Interaction Theorem and its consequences.

2.1 Tensorial Characterization of Reference Frames

Let us start from one of the most important historical event of modern Physics. In 1905, Albert Einstein published his theory of Electrodynamics of moving bodies which was accepted in the body of physical science under the name of *special theory of relativity*. From this moment on, the concepts of space and time assumed a completely new meaning with great consequences on the further development of Physics. Einstein arrived at this new formulation through a deep epistemological

\[\text{[In Appendix A we will discuss also their behaviour under the action of the Poincaré group.]}\]
analysis of electromagnetic phenomena. The major merit of Einstein was the realization that the bearing of the Lorentz transformations transcended its connection with Maxwell’s equations and was concerned with the nature of space and time in general.

Another important contribution in the direction of a deeper understanding of the nature of space and time is the identification, due to Minkowski [36], of the carrier manifold of the perception of external word with space-time, or, in the words of Minkowski:

"Henceforth space by itself, and time by itself, are doomed to fade away into mere shadows, and only a kind of union of the two will preserve an independent reality".

Einstein himself, in his book "The Meaning of Relativity", states clearly that each "individual" should have a distinct notion of space and of time:

"The theory of relativity is intimately connected with the theory of space and time. [...] The experiences of an individual appear to us arranged in a series of events; in this series the single events which we remember appear to be ordered according to the criterion of "earlier" and "later", which cannot be analyzed further. There exists, therefore, for the individual, a subjective time. [...] it turns out that certain sense perceptions of different individuals correspond to each other, while for other sense perceptions no such correspondence can be established. We are accustomed to regard as real those sense perceptions which are common to different individuals, and which therefore are, in a measure, impersonal. [...] We cannot speak of space in the abstract, but only of the "space belonging to a body A". [...] We shall speak only of "bodies of reference", or "space of reference".

We shall identify the "individual" (or the "observer") with the mathematical notion of reference frame which, as emerges from the previous citation, will perform a "splitting" of space-time into space and time. The notion of mutual objective existence will be related to a subsequent definition of compatible reference frames. In particular we will regard as real those perceptions which are common to different individuals.

What we will show in the rest of the section is the covariant formalization of the concept of reference frames. Following [32, 33, 34] we will start with Weyl’s analysis of space, time and matter [37]:
"Time is the primitive form of the stream of consciousness. It is a fact, however obscure and perplexing to our minds, that the contents of consciousness do not present themselves simply as being, but as being now filling the form of the enduring present with a varying content. So that one does not say this is but this is now, yet now no more. If we project ourselves outside the stream of consciousness and represent its contents as an object, it becomes an event happening in time, the separate stages of which stand to one another in the relation of earlier and later. Just as time is the form of the stream of consciousness, so one may justifiably assert that space is the form of external material reality."

Existence is therefore perceived as here and now. The mathematical object which allows this splitting of space-time into space and time is called a reference frame, i.e. a rank $(1, 1)$ tensor field $R$ defined on the four dimensional continuum $M$ with the property:

$$R \circ R = R, \quad \text{(or equivalently, } Tr R = 1).$$

The fact that $R$ is a tensor, ensures that the previous definition does not depend on any specific system of coordinates. It is possible to write $R$ as the tensor product between a form $\theta \in \Omega^1(M)$ and a vector field $\Gamma \in \Lambda^1(M)$, i.e.:

$$R = \theta \otimes \Gamma, \quad \theta(\Gamma) = 1.$$ 

Time evolution is determined by one-dimensional line transverse to the spatial leaves which are the integral curves of $\Gamma$. Let us consider the tangent space $T_m M$ at a point $m \in M$. The reference frame induces a split of $T_m M$ in terms of the eigenspaces of $R(m)$ belonging to the zero eigenvalue and to the eigenvalue one, respectively:

$$T_m M = \text{Ker}(R(m)) \oplus \text{Im}(R(m)).$$

In terms of the expression (2.2), we have Ker $R \equiv \text{Ker } \theta$ and it defines a distribution of vector fields. Due to the Frobenius’ theorem, $R$ induces a foliation of space-time iff the distribution associated to the kernel of the one-form $\theta$ is involutive. Namely:

$$[X, Y] \in \text{Ker } \theta, \quad \forall X, Y \in \text{Ker } \theta$$

or, in dual way:

\[i.e., \text{the well-known world lines.}\]
\[ \theta \wedge d\theta = 0. \]  

(2.5)

In this case the reference frame produces a splitting of spacetime into time and space by means of a regular foliation which can be pictorially represented as a collection of pictures of the cosmos in given instants of time. It should be noticed that if we consider a different parametrization of the reference frame, for instance if the one-form becomes \( e^{-f}\theta \) and the vector field becomes \( e^f\Gamma \), this choice provides an equivalent splitting of spacetime and it does not affect the integrability condition (2.5), i.e. if \( \theta \wedge d\theta = 0 \) also \((e^{-f}\theta) \wedge d(e^{-f}\theta) = 0\).

Let us give the following:

**Definition 2.1. (Synchronizable Reference Frame):** A reference frame is said to be **synchronizable** (or to satisfy the **synchronizability condition**) if it admits a decomposition \( R = \theta \otimes \Gamma \) with \( \theta = d\tau \), where \( \tau \in \mathcal{F}(M) \) is s.t.: \( \tau : M \rightarrow \mathbb{R} \). Level sets of the function \( \tau \), \( \tau^{-1}(x) \in M \), \( x \in \mathbb{R} \) define **simultaneity leaves** (see Fig. 2.1).

![Figure 2.1: Simultaneity surfaces and time-axis.](image)

Finally, let us give the definition of **time-like** vectors as those \( v_m \in T_mM \) such that:

\[ R(m)(v_m) = \lambda_m \Gamma(m), \quad \lambda_m \neq 0. \]  

(2.6)

They will be **future oriented** if \( \lambda_m > 0 \). This allows us to distinguish between past and future, indeed we can say that a point \( p \in M \) is in the past of \( q \in M \) if \( p \) can be connected to \( q \) by means of a curve whose tangent vectors are future oriented.

In conclusion, we have given a sheer covariant definition of reference frame in terms of a tensor field \( R \in \mathcal{T}_M(1,1) \) and we have showed under which condition it
induces a splitting of space-time into time and space by means of a regular foliation. We have chosen this approach because it does not depend on a metric tensor and therefore makes sense also for any Lorentzian manifold and not just Minkowski space-time.

2.2 Relativistic Free Particle

In the previous section, we have given a tensorial characterization of the notion of reference frame. We are ready now to study a single free relativistic particle. This is a quite interesting system because, in spite of its simplicity, allows us to understand the "kinematics" of the problem, i.e. the geometric structures involved in its description.

2.2.1 The Inverse Problem

The equations of motion for a free particle on the Tangent Bundle $T\mathbb{R}^4$ are:

$$\begin{cases}
\frac{dx^\mu}{ds} = v^\mu \\
\frac{dv^\mu}{ds} = 0
\end{cases} (2.7)$$

where we have fixed the mass of the particle $m = 1$ and $s$ is the parameter along the trajectory of the particle. The corresponding dynamical vector field is:

$$\Gamma = v^\mu \frac{\partial}{\partial x^\mu}. (2.8)$$

The problem of whether or not a given dynamical vector field $\Gamma$ admits a Lagrangian description is usually known as the Inverse Problem. In particular, the Partial Differential Equation that we have to solve for a Lagrangian function $\mathcal{L} \in \mathcal{F}(T\mathbb{R}^4)$ is:

$$\frac{\partial^2 \mathcal{L}}{\partial \dot{x}^\mu \partial \dot{x}^\nu} \frac{d\dot{x}^\nu}{ds} + \frac{\partial^2 \mathcal{L}}{\partial \dot{x}^\mu \partial x^\nu} \frac{dx^\nu}{ds} - \frac{\partial \mathcal{L}}{\partial x^\mu} = 0. (2.9)$$

If the Lagrangian which solves the inverse problem is regular, i.e. its Hessian is not degenerate, $\left| \left| \frac{\partial^2 \mathcal{L}}{\partial \dot{x}^\mu \partial \dot{x}^\nu} \right| \right| \neq 0$, from Eq. (2.9) we can obtain the explicit form of

---

3In Appendix A we will discuss how the relativity group emerges as the group which preserves the mutual objective existence. Moreover, we will show that the Lorentz metric tensor is derived in this approach.

4The information on the relativistic nature of the particle is not contained at the level of equations of motion because they have an infinite dimensional symmetry group. The relativity group may emerge at the level of the Lagrangian if it contains the Lorentz metric tensor.
the equations of motion (2.7) and therefore replace the implicit differential equation associated with the Lagrangian with an explicit equation described by a vector field. Usually in the Literature (see for instance the Landau-Lifshitz book [17]) the free relativistic particle is described by a Lagrangian function of the form:

\[ L = \sqrt{\eta_{\mu\nu} \dot{x}^\mu \dot{x}^\nu}. \] (2.10)

This Lagrangian, defined on the full space-time and with the property that no time-parametrization is specified, i.e. it does not fix a particular splitting of space-time, solves the inverse problem (2.9) for the free motion. However, any Lagrangian function which depends only on the velocities solves it (for instance, one may consider \( L^2 \)).

From the Lagrangian (2.10), by selecting a particular time-parametrization, we can obtain other possible Lagrangians for the free relativistic particle. For instance, by defining the parameter along the trajectory of the particle as \( s = x_0/c \), we obtain a Lagrangian function of the form:

\[ L = -c^2 \sqrt{1 - \frac{\vec{v}^2}{c^2}}, \quad (\vec{v} = \dot{\vec{r}}). \] (2.11)

In this way we fix a splitting of space-time into time and space and explicit covariance is lost. It corresponds to make a gauge fixing and, obviously, it is a licit choice.

We will show now that the (gauge) freedom of time-reparametrization is allowed by the fact that the Lagrangian (2.10) is not regular. Indeed, if we compute its Hessian, it results degenerate. It means that we cannot invert Eq. (2.9) and we cannot exhibit a normal form of the equations of motion. What we can do is to look for a family of vector fields which characterizes the solution of the Euler-Lagrange equation, which in intrinsic terms, are:

\[ L_X \theta_L = dL \] (2.12)

where \( X \) is the vector field which we are looking for and \( \theta_L \) is the Cartan 1-form (see Appendix B). For the Lagrangian (2.10) it assumes the coordinate expression:

\[ \theta_L = \frac{\partial L}{\partial \dot{x}_\mu} dx^\mu = \frac{1}{L} (\eta_{\mu\nu} \dot{x}^\mu dx^\nu). \] (2.13)

The associated Lagrangian 2-form is:

---

5 Indeed, a problem emerges with the boost. Since they mix space and time they are not compatible with a splitting of spacetime. Obviously, they are still here and emerge as nonlinear transformations which do not preserve the Tangent Bundle structure.
\[ \omega_L = d\theta \stackrel{\text{def}}{=} \frac{1}{x^3} (\eta_{\mu\nu} \mathcal{L}^2 - \dot{x}^\mu \dot{x}^\nu) \, dx^\mu \wedge dx^\nu. \quad (2.14) \]

The kernel of this 2-form is generated by:

\[ \text{Ker} \omega_L = \{ \dot{x}^\mu \frac{\partial}{\partial x^\mu}, \dot{x}^\mu \frac{\partial}{\partial \dot{x}^\mu} \} \equiv \{ \Gamma, \Delta \} \quad (2.15) \]

where \( \Gamma \) is the vector field (2.8) and \( \Delta \) is the Euler vector field, i.e. the vector field which generates dilation transformations along the fibers. By using the Lie identity \( L_X = i_X d + di_X \) we can recast the Euler-Lagrange equation (2.12) in terms of the lagrangian energy:

\[ i_X \omega_L = -d \left( \frac{\partial \mathcal{L}}{\partial \dot{x}^\mu} \dot{x}^\mu - \mathcal{L} \right) \equiv -dE_L. \quad (2.16) \]

But we notice that the energy function is identically zero, i.e. \( E_L = 0 \). Therefore the Euler-Lagrange equations reduce to:

\[ i_X \omega_L = 0. \quad (2.17) \]

It means that the vector field that we are looking for is in the kernel of the Lagrangian 2-form and therefore no time parametrization is selected\(^6\). Indeed, since any vector field in the kernel of \( \omega_L \) multiplied by an arbitrary function is still in the kernel of \( \omega_L \), a priori there is no reason to choice a particular vector field (which of course will carry a particular time parametrization) among the many. Only an additional requirement, such as second order dynamics, will fix univocally a particular vector field in this family.

### 2.2.2 Newton - Wigner Positions

In the previous subsection, we have shown that, if we want to describe a free relativistic particle, we need to introduce a degenerate Lagrangian 2-form. This means that if we want to define canonical formalism\(^7\) on the presymplectic manifold\(^8\) \((T\mathbb{R}^4, \omega)\) we need to define the quotient space \((T\mathbb{R}^4)/\text{Ker} \omega_L\).

---

\(^6\)It is a consequence of the fact that the constraint \( E_L = 0 \) induces a gauge freedom, in this case time reparametrization.

\(^7\)See Appendix B for a detailed presentation of Poisson realization of a presymplectic manifold.

\(^8\)Parenthetically, we recall that a presymplectic manifold \((M, \omega)\) is a manifold \(M\) equipped with a closed and degenerate 2-form \(\omega\).
Taking the quotient by \( \text{Ker } \omega_L \) means that we are considering the involutive distribution generated by:

\[
\Gamma = \dot{x}^\mu \frac{\partial}{\partial x^\mu}, \quad \Delta = \dot{x}^\mu \frac{\partial}{\partial \dot{x}^\mu}.
\] (2.18)

By saying involutive we mean:

\[
[\Delta, \Gamma] = \Gamma.
\] (2.19)

Starting from \( \dim T\mathbb{R}^4 = 8 \) and removing two dimensions (because the integral leaves of the distribution (2.18) are 2-dimensional) we have:

\[
\dim T\mathbb{R}^4 / \text{Ker } \omega_L = 6,
\] (2.20)

Since we have taken the quotient w.r.t. the dynamics and the Euler vector field, this space is parametrized by constants of the motion with the additional requirement that they are homogeneous of degree zero with respect to the velocities.

Let us now analyze the constants of the motion\(^9\) associated with the equations of motion (2.7). It is easy to see that the functions:

\[
J^{\mu\nu} = \dot{x}^\mu x^\nu - \dot{x}^\nu x^\mu
\] (2.21)

are constants of the motion. Indeed, since \( \ddot{x}^\mu = 0 \), we have:

\[
\frac{d}{dt}(\dot{x}^\mu x^\nu - \dot{x}^\nu x^\mu) = \dot{x}^\mu \dot{x}^\nu - \dot{x}^\nu \dot{x}^\mu = 0.
\] (2.22)

Eq. (2.21), due to its skew-symmetry, identifies six constants of the motion which, together with the Lagrangian function (2.10), form a (maximal) set of seven functionally independent constants of the motion. Since \( \dim T\mathbb{R}^4 = 8 \), by fixing the value of these constants of the motion we identify a dimension one subset of \( T\mathbb{R}^4 \) which is the trajectory of the particle.

The parametrization of the quotient space \( T\mathbb{R}^4 / \text{Ker } \omega_L \) can be accomplished, for instance, by dividing the constants of the motion (2.21) by the Lagrangian, i.e.:

\[
\frac{1}{\mathcal{L}}(\dot{x}^\mu x^\nu - \dot{x}^\nu x^\mu).
\] (2.23)

Indeed, \( \mathcal{L} \) is homogeneous of degree one in the velocities.

\(^9\)It should be stressed that relation between constants of the motion and symmetries depends on a rank-2 tensor such as the Lagrangian 2-form or the symplectic form.
Since we have taken the quotient of $T\mathbb{R}^4$ w.r.t. the kernel of $\omega$, we can define a 2-form $\tilde{\omega}$, which is not degenerate, on $T\mathbb{R}^4/{\text{Ker}} \omega$ by:

$$\pi^*_\text{Ker} (\tilde{\omega}) = \omega,$$

where $\pi^*_\text{Ker}$ is the pull-back of the projection:

$$T\mathbb{R}^4 \xrightarrow{\pi^*_\text{Ker}} T\mathbb{R}^4/{\text{Ker}} \omega.$$  \hfill (2.24)

It means that the quotient space $T\mathbb{R}^4/{\text{Ker}} \omega$ is a symplectic manifold. Now, being $\tilde{\omega}$ symplectic, Darboux’s Theorem affirms that there will be a chart, called Darboux’s Chart on $T\mathbb{R}^4/{\text{Ker}} \omega$, such that:

$$\tilde{\omega} = \sum_{a=1}^3 dP_a \wedge dQ_a$$ \hfill (2.25)

where the sum goes from 1 to 3 because $\dim T\mathbb{R}^4/{\text{Ker}} \omega = 6$. As we will see in the next subsection, these coordinates $\{P, Q\}$ are "positions" and "momenta" only in the sense that they define canonical commutation relation w.r.t. the PB associated to the symplectic structure $\tilde{\omega}$. It results clearer if we express Darboux coordinates in terms of the variables of $T\mathbb{R}^4$:

$$Q^j = \mathcal{L}_{\dot{x}^0} G^j, \quad P^j = \dot{x}^j$$ \hfill (2.26)

where

$$G^j = \frac{1}{\mathcal{L}} (\dot{x}^j x^0 - \dot{x}^0 x^j).$$ \hfill (2.27)

If we write the first of Eqs. (2.27) explicitly, we find that the Newton-Wigner positions $Q$’s are given by:

$$Q^j = -x^j + \frac{\dot{x}^j}{\dot{x}^0} x^0$$ \hfill (2.28)

i.e., the expression of the Newton-Wigner positions $Q$ in terms of the Tangent Bundle variable contains also the physical velocities.

---

10 This symplectic manifold is sometimes called manifold of motions.
2.2.3 Poisson Brackets

We are ready to define Poisson Brackets on the presymplectic manifold $T\mathbb{R}^4$. Following Appendix B, we have to define a generalized Lorentz-invariant flat connection $A_L$, i.e. a $(1,1)$-tensor:

$$A_L = 1 - \left[ \frac{\dot{x}^\mu \dot{x}_\mu}{\mathcal{L}^2} \otimes \dot{x}_\rho \frac{\partial}{\partial \dot{x}^\rho} + \frac{1}{\mathcal{L}^2} d\left( \frac{\dot{x}^\mu x_\mu}{\mathcal{L}} \right) \otimes \dot{x}_\rho \frac{\partial}{\partial x^\rho} \right]$$

(2.30)

where we have used the fact that the identity minus a projector is still a projecton (then requirement (B.58) is satisfied). Since the connection must be invariant with respect to the involutive distribution generated by the Kernel of $\omega_L$, we have divided by $\mathcal{L}$ in order to obtain terms homogeneous of degree zero in the velocities. The role of this connection is to take a vector field on the quotient manifold $T\mathbb{R}^4/\text{Ker} \omega_L$ and fixing its vertical part as a vector in the kernel of $A_L$. In this way, with a slight abuse of notation, it maps $A_L : \mathfrak{X}(T\mathbb{R}^4/\text{Ker} \omega_L) \rightarrow \mathfrak{X}(T\mathbb{R}^4)$.

Now we can define a PB associated to the presymplectic structure $\omega_L$ by computing:

$$\Lambda_L = \mathcal{L} \left( A_L \left( \frac{\partial}{\partial \dot{x}^\mu} \right) \wedge A_L \left( \frac{\partial}{\partial x^\rho} \right) \right)$$

(2.31)

which is manifestly Lorentz-invariant. Here, $\mathcal{L}$ is a conformal factor and we could also remove it. In general this is not possible because by multiplying a Poisson tensor by a function it may happen that it does not satisfy the Jacobi identity anymore. However, in the case in exam, $\mathcal{L}$ is a Casimir for this PB and then it does not affect the Jacobi identity.

With this PB we have that the Darboux's coordinates are canonical (this is exactly the way we can define them), i.e.:

$$\begin{align*}
\{ Q^i, Q^j \} &= 0 \\
\{ Q^i, P^j \} &= \delta^{ij} \\
\{ P^i, P^j \} &= 0
\end{align*}$$

(2.32)

while the physical coordinates (positions and velocities) do not commute anymore. Indeed, if we now reintroduce the constants $m$ and $c$, in the Lagrangian and in the symplectic structure:

\footnote{Lorentz invariance does not fix uniquely the form of the connection $A_L$. Indeed, it is possible to multiply the vector fields in the connection by Lorentz invariant functions. Therefore, by choosing a particular connection we fix the gauge freedom on time reparametrization.}
\[ L = mc \sqrt{\eta_{\mu\nu} \dot{x}^\mu \dot{x}^\nu}, \quad \omega_L = \frac{cm}{v^3} (\eta_{\mu\nu} v^2 - \dot{x}^\mu \dot{x}^\nu) \, dx^\mu \wedge d\dot{x}^\nu \]  \tag{2.33}

we obtain the following Poisson Brackets:

\[ \{ \dot{x}^\rho, x^\sigma \} = L \left( g^{\rho\sigma} - m^2 c^2 \frac{\dot{x}^\rho \dot{x}^\sigma}{L^2} \right) \]

\[ \{ \dot{x}^\rho, \dot{x}^\sigma \} = 0 \]

\[ \{ x^\rho, x^\sigma \} = m^2 c^2 \frac{\dot{x}^\sigma x^\rho - \dot{x}^\rho x^\sigma}{L} \]  \tag{2.34}

It means that the price we pay to give a covariant description in terms of Poisson Brackets is that we lose localizability of the particle. However, although this result can embarrass, it plays a fundamental role when we want to describe the interaction between two or more relativistic particles. Indeed, as we will see in the next Section, it supplies us with a way to evade the No Interaction Theorem.

Moreover, this result can be extended to many particles and eventually to field theories, giving rise to what is known as Peierls Brackets which is a fully covariant bracket for fields and may be used for a covariant quantization of fields.

### 2.3 Relativistic Particles in Interaction

In this section we will investigate on the interaction between relativistic particles. The generalization w.r.t. the single particle case that we have discussed in the previous section is not trivial due to the No-Interaction Theorem. The aim of this section is to show one of the possible ways to evade this theorem.

#### 2.3.1 No-Interaction Theorem

The problem of describing relativistic interacting particles in the Hamiltonian formalism goes back to Dirac [24] which proposed a general framework to describe such systems, called Generator Formalism. In this approach, one considers a phase space structure on which the Poincaré group is realized by canonical transformations (i.e., transformations which preserve the symplectic structure). The fundamental idea is that one subsumes the question of dynamical evolution within the more general question of representing a change of inertial frame corresponding to any element of the Poincaré group. In this way, equation of motions were particular cases of more general equations describing the effect of infinitesimal Poincaré transformations. Thus
both Hamiltonian and "interactions" are contained among the ten generators of the Poincaré group.

Soon after Dirac’s work, several authors recognized that a fundamental ingredient to describe physical relativistic particles in interaction is the so-called World Line Condition (WLC). The idea here is that when the observations in two inertial frames are related by the canonical transformations representing the appropriate element of the Poincaré group, then in any particular state of motion, the two observers "see" the same set of world lines in spacetime. We shall refer to this requirement as WLC\textsuperscript{12} (a formal statement of WLC will be made in the following subsection).

However, if we assume that the Poincaré group acts as canonical transformations on the phase-space of a set of relativistic particles and that the WLC holds, a theorem, usually called No-Interaction Theorem\textsuperscript{13}, affirms that there cannot be interactions between the particles\textsuperscript{13}.

Therefore, if we want to describe a relativistic many-bodies system in interaction, we have to find a way to evade No-Interaction Theorem. Since it represents undeniably an interesting challenge for Physicists and Mathematicians, it should not surprise that in the Literature there are several models constructed to evade this theorem.

We will discuss a general method of dealing with all these models and then we will carry out an example.

### 2.3.2 World Line Condition and Poincaré Canonical Transformation

The aim of this subsection is to give a formal definition of the WLC in the Hamiltonian formalism for a free relativistic particle. It is a preparatory step to illustrate how to evade the No-Interaction Theorem. We will do it within the more general fashion of the Dirac constraints theory and reduction procedures. In particular, we will show that among the constraints that we will impose, we have to include one which explicitly depends on a parameter $\tau$, which will be identified with the evolution parameter. We have thus the curious situation in which motion is generated by constraints.

\textsuperscript{12} We should also require the so-called separability condition i.e. the requirement that if we move at infinity the particles from each others, each particle follows its own dynamics unaffected by the presence of the others. Since we will focus on the two-particle case, in which this condition is trivially satisfied, we will ignore this problem. However, for instance in scattering theory, this property plays a fundamental role. For further details see \textsuperscript{20}.

\textsuperscript{13} A proof of this theorem is given in Appendix C.
Let us consider a single relativistic free particle. The carrier space of such a dynamical system is, in the Hamiltonian framework, $T^*\mathbb{R}^4$ with independent variables $(x^\mu, p^\mu)$. Since the phase-space is obviously symplectic, there are canonical PB defined on it. With respect to these brackets, the variables of the phase-space satisfy the canonical commutation relations:

$$\{x^\mu, x^\nu\} = 0, \quad \{x^\mu, p^\nu\} = g^\mu\nu, \quad \{p^\mu, p^\nu\} = 0. \quad (2.35)$$

The Poincaré group acts preserving the PB structure as:

$$x^\mu - x'^\mu = \Lambda^\mu_\nu x^\nu + a^\mu, \quad p^\mu - p'^\mu = \Lambda^\mu_\nu p^\nu \quad (2.36)$$

and has the following set of infinitesimal generators:

$$J_{\mu\nu} = x_\mu p_\nu - x_\nu p_\mu, \quad P_\mu = p_\mu \quad (2.37)$$

which reproduce the Lie algebra of the Poincaré group w.r.t. the canonical PB structure.

Let us impose the constraint:

$$K = p^2 - m^2 = 0 \quad (2.38)$$

The constraints (2.38), which is the mass-shell relation for the particle, identify an hypersurface $\Sigma \subset T^*\mathbb{R}^4$ of codimension 1. This surface is clearly invariant under the action of the Poincaré group because

$$\{K, J_{\mu\nu}\} \approx 0, \quad \{K, P_\mu\} \approx 0. \quad (2.39)$$

Moreover, the constraint (2.38) is the generator of canonical transformations mapping $\Sigma$ in itself. Indeed, starting from a point $(x, p) \in \Sigma$ we can apply to it the one parameter family of canonical transformations generated by $K$. The orbits of these transformations will be all lines $L$ which lie in $\Sigma$. In particular we can set up a system of differential equation w.r.t. an unspecified independent parameter $\tau$:

$$\frac{dx^\mu(\tau)}{d\tau} \approx v\{x^\mu(\tau), K\}, \quad \frac{dp^\mu(\tau)}{d\tau} \approx v\{p^\mu(\tau), K\} \quad (2.40)$$

where $v$ is the parameter of the family of canonical transformations. This lines foliated $\Sigma$ and the conditions (2.39) affirms that the Poincaré group maps lines in $\Sigma$ in other lines in $\Sigma$.

\[14\] Parenetically, we recall that two functions $f, g$ on phase space are weakly equal, $f \approx g$, if they are equal on the surface defined by the constraints and not throughout the whole phase space.
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We have now to impose another constraint. Its purpose is to assign at each point on a line $L$ a definite value of the evolution parameter $\tau$. To serve this purpose, the constraint must depend explicitly on $\tau$ and it must vary along $L$ for a fixed value of $\tau$. Then, the functional form of this constraint will be:

$$\chi = \chi(x, p, \tau), \quad \{\chi, K\} \neq 0$$ \hspace{1cm} (2.41)

i.e., it is a second class constraint. When we impose both the constraints (2.38) and (2.41) we identify a six-dimensional hypersurface $\tilde{\Sigma} \subset T^* \mathbb{R}^4$. Since we have a set of second class constraints we can define the Dirac Bracket (DB) determined by $K$ and $\chi$:

$$\{f, g\}_D = \{f, g\} - \left( \{f, K\}\{\chi, g\} - \{f, \chi\}\{K, g\} \right) / \{\chi, K\}.$$ \hspace{1cm} (2.42)

Since the generators of the Poincaré group (2.37) have the same commutation relation also w.r.t. the DB we can realize the Poincaré group with transformations which are canonical w.r.t. the DB. The additional featuring which emerges is that with this new realization, the Poincaré group preserves the value of $\tau$ when it carries each point of a line $L$ to its image $L'$.

Having specified the evolution parameter, we can remove the arbitrariness on the parameter $v$ in Eqs. (2.40) by:

$$\frac{d\chi}{d\tau} = \frac{\partial \chi}{\partial \tau} + \frac{\partial \chi}{\partial x^\mu} \frac{dx^\mu}{d\tau} + \frac{\partial \chi}{\partial p^\mu} \frac{dp^\mu}{d\tau}$$

$$= \frac{\partial \chi}{\partial \tau} + \frac{\partial \chi}{\partial x^\mu} v\{x^\mu, K\} + \frac{\partial \chi}{\partial p^\mu} v\{p^\mu, K\}$$

$$= \frac{\partial \chi}{\partial \tau} + v \left\{ \left\{ \frac{\partial \chi}{\partial x^\mu} x^\mu + \frac{\partial \chi}{\partial p^\mu} p^\mu, K \right\} \right\}$$

$$= \frac{\partial \chi}{\partial \tau} + v\{\chi, K\} \approx 0$$ \hspace{1cm} (2.43)

and then:

$$v = \frac{\partial \chi}{\partial \tau} / \{\chi, K\}.$$ \hspace{1cm} (2.44)

Now we can define a new "Hamiltonian" function (in the sense that it acts as the generator of dynamical evolution via the DB) by setting:

$$\frac{df}{d\tau} \approx \frac{\partial f}{\partial \tau} - \{f, K\} / \{\chi, K\} \approx \partial f / \partial \tau + \{f, H\}_D$$ \hspace{1cm} (2.45)
where \( \partial'/\partial\tau \) means the derivation w.r.t. the explicit dependence on \( \tau \).

Now we are ready to discuss the WLC. Let \( O \) and \( O' \) be two inertial frames connected by an infinitesimal element \( (\Lambda, a) \) of the Poincaré group. This means that the spacetime coordinates \( x^\mu, x'^\mu \) are related geometrically by:

\[
x'^\mu = x^\mu + \omega^{\mu\nu} x_\nu + a^\mu \tag{2.46}
\]

where \( \omega^{\mu\nu} = -\omega^{\nu\mu} \) and \(|\omega|, |a| \ll 1\). Then we can write the generators of the Poincaré group as:

\[
G = \frac{1}{2} \omega^{\alpha\beta} J_{\alpha\beta} - a^\alpha P_a. \tag{2.47}
\]

We can construct the world lines in spacetime by using the canonical projection \( T^*\mathbb{R}^4 \rightarrow \mathbb{R}^4 \). Indeed, for a particle in a state of motion corresponding to the line \( L \subset \tilde{\Sigma} \subset T^*\mathbb{R}^4 \) we consider only the spacetime position vector \( x'^\mu(\tau) \). The world line is obtained by plotting the spatial positions \( \vec{x}(\tau) \) at the laboratory time \( x^0(\tau) \) (we have performed a splitting of spacetime into space and time). From the previous considerations about the realization of the Poincaré group w.r.t. the DB, we know that the line \( L \) is carried by the infinitesimal Dirac-canonical transformation generated by \( G \) into a line \( L' \) preserving the value of \( \tau \) by:

\[
x'^\mu(\tau) \approx x^\mu(\tau) + \{G, x^\mu(\tau)\}_D. \tag{2.48}
\]

We can now state the following fundamental [23]:

**Proposition 2.1. (World Line Condition):** The spacetime constructions carried out in \( O \) and \( O' \) describe one and the same objectively real world line if, for each \( \tau \), \( x^\mu(\tau) \) obtained by the canonical transformation \( (2.48) \) is related in the geometrical manner of Eq. \( (2.46) \) to \( x^\mu(\tau + \delta\tau) \) for some infinitesimal \( \delta\tau \), i.e.:

\[
x^\mu(\tau) \approx x^\mu(\tau + \delta\tau) + \omega^{\mu\nu} x_\nu(\tau + \delta\tau) + a^\mu. \tag{2.49}
\]

Here \( \delta\tau \) is permitted to be a linear expression in \( \omega^{\mu\nu} \) and \( a^\mu \) with coefficients that could depend on dynamical variables. By considering Eqs. \( (2.45) \), \( (2.48) \), and \( (2.49) \) we can give the following:

**Definition 2.2. (World Line Condition):** The WLC is the condition that there exists an expression for \( \delta\tau \) such that:

\[
\{G, x^\mu\}_D = \omega^{\mu\nu} x_\nu + a^\mu + \left( \frac{\partial' x^\mu}{\partial\tau} + \{x^\mu, \mathcal{H}\}_D \right) \delta\tau. \tag{2.50}
\]
In this form, the WLC is written only in terms of the Dirac Bracket and it is a condition on both $G$ and $H$.

### 2.3.3 Evading the No-Interaction Theorem

First, let us describe the general geometric picture of the models used in the Literature to evade the theorem [21]. Then, we will discuss an example.

On a given carrier space $T^*Q$ of dimension $2n$ a set of real functions $K_1, \ldots, K_k$ is given. By fixing their value, they identify an hypersurface $M \subset T^*Q$ of codimension $k$. In particular, if we consider the smooth map $\varphi : T^*Q \rightarrow \mathbb{R}^k$ by

$$\gamma \mapsto \left((K_1(\gamma), \ldots, K_k(\gamma))\right), \tag{2.51}$$

the surface $M$ is determined by:

$$M = \varphi^{-1}(0) \tag{2.52}$$

and if $0 \in \mathbb{R}^k$ is a regular value, then $M$ is a submanifold. By using the canonical symplectic structure $\omega$ it is possible to associate a vector field $X_j$ to the function $K_j$ by:

$$i_{X_j}\omega = dK_j. \tag{2.53}$$

It is possible to prove [21] that the set of the vector fields associated with the functions $K$ satisfy the condition of the Frobenius theorem, i.e. they constitute the tangent space of a submanifold.

Let consider the identification map:

$$i : M \rightarrow T^*Q. \tag{2.54}$$

We can consider a 2-form on $M$ which is the pull-back of the canonical symplectic 2-form by the identification map, namely:

$$\omega_M = i^*\omega. \tag{2.55}$$

In general $\omega_M$ will be degenerate. Let us suppose that the rank of $\omega_M$ is constant. In this case the set of vector fields, say $Y_j$, which are in the kernel of $\omega_M$ constitutes an involutive distribution $\mathcal{D}$ (i.e., they obey at the Frobenius theorem). These vector fields are a combinations of the Hamiltonian vector fields associated to the constraints $K$. Indeed, since they are in the kernel of $\omega_M$, we have:
\[ i_Y \omega_M = 0 \]  
(2.56)

and then

\[ i_Y \omega = c^i dK_i \implies Y = c_i X_{K_i}, \]  
(2.57)

where the \( c_i \) are functions on \( M \). This means that:

\[ c_i \{ K_i, K_j \} \approx 0 \]  
(2.58)

i.e., the \( K \)'s are first class constraints on \( M \). Let us foliate \( M \) by the involutive distribution \( \mathcal{D} \), namely:

\[ N = M/\mathcal{D}. \]  
(2.59)

We assume \( N \) to be a manifold whose dimension is \( 2n - k - \text{rank} \omega_M \). Being \( N \) a manifold, the map:

\[ \pi : M \longrightarrow N \]  
(2.60)

is a submersion. Since we have taken the quotient w.r.t. the kernel of the 2-form \( \omega_M \), \( N \) will be a symplectic manifold. It is the analogue of the manifold of motion that we have defined in the free relativistic particle case. On this manifold, no dynamics has been defined. This is done if we assume that there exists a one-parameter family of sections:

\[ N \times \mathbb{R} \xrightarrow{\sigma} M \]  
(2.61)

for the fiber bundle \( M \xrightarrow{\pi} N \). Therefore, the dynamics will be defined on \( \sigma(N \times \mathbb{R}) \subset M \), not on \( M \) itself, and the Cauchy surface will be \( \sigma(N \times \{0\}) \). Among all the possible dynamics that can be defined corresponding to different choices of \( \sigma \), we will consider interacting system.

We will show, in an example [23], that the No-Interaction Theorem can be evaded in this fashion because on \( \sigma(N \times \mathbb{R}) \) the fundamental requirement for the proof the theorem, i.e. the existence of a Lagrangian function for the dynamics, does not hold\(^\text{15}\).

\[ ^{15}\text{See Appendix C for the details.} \]

Let us consider the case of two relativistic particles. The carrier space of the dynamics is \( T^*\mathbb{R}^8 \) with variables \( x^\mu_\alpha, p^\mu_\alpha \), where \( \alpha = 1,2 \) labels the particle. On this
space it is defined a canonical symplectic structure and the non-zero commutation relation between the coordinates is:

$$\{x_\alpha^\mu, p_\beta^\nu\} = \delta_{\alpha\beta}g^{\mu\nu}. \quad (2.62)$$

The Poincaré groups acts canonically as:

$$x_\mu^\alpha \mapsto x'_\mu^\alpha = \Lambda^\nu_\mu x_\nu^\alpha + a_\mu, \quad p_\mu^\alpha \mapsto p'_\mu^\alpha = \Lambda^\nu_\mu p_\nu^\alpha, \quad (2.63)$$

and its generators are:

$$J_{\mu\nu} = \sum_\alpha (x_\mu^\alpha p_\nu^\alpha - x_\nu^\alpha p_\mu^\alpha), \quad P = \sum_\alpha p_\mu^\alpha. \quad (2.64)$$

Following the previous considerations, we have to choose two independent first class constraints, both invariant under the action of the Poincaré group. We consider [23]:

$$K_1 = p_1^2 - m_1^2 + V, \quad K_2 = p_2^2 - m_2^2 + V \quad (2.65)$$

where $V$ is a common interaction term. Since the constraints have to be invariant under the action of the whole Poincaré group, the most general interaction term $V$ must be some function of Lorentz scalars and of the difference $x_1 - x_2$ (which are invariants under the action of the Lorentz group and of the Translation group, respectively). Thus, we have that $V = V(\xi)$, where:

$$\xi = r^2 - \frac{(P \cdot r)^2}{p^2}, \quad P = p_1 + p_2, \quad r = \frac{1}{2}(x_1 - x_2). \quad (2.66)$$

In analogy with the single particle case, by fixing the value of the constraints $K_1$ and $K_2$ we identify a submanifold $\Sigma \subset T^*\mathbb{R}^8$. Furthermore, they generate transformations which maps $\Sigma$ into itself. The main difference with respect to the single particle case is that now the action of $K_1$ and $K_2$ foliates $\Sigma$ by bi-dimensional surfaces $S$. This means that, when we project the state of motion on the spacetime, we get bi-dimensional surfaces. Therefore, the pair of world lines which describes the motion of the two particles in the spacetime is not unambiguously determined. To remove this ambiguity, we have to choose a one-dimensional curve in $S$ and discard the rest of $S$ as being of no physical significance. Such a curve can be specified by choosing another constraint $\chi_1(x, p)$ with no explicit dependence on any parameter and with the only requirement that it is not constant over an $S$. To assign a value of an evolution parameter $\tau$ to each point of $C$ we must set up an explicitly dependence on $\tau$ by fixing another constraint $\chi(x, p, \tau)$. The four constraints:
\begin{align}
K_1 &= p_1^2 - m_1^2 + V(\xi) \approx 0, \quad \chi_1(x, p) \approx 0 \\
K_2 &= p_2^2 - m_2^2 + V(\xi) \approx 0, \quad \chi_2(x, p, \tau) \approx 0
\end{align}
(2.67)

define the physical interacting two-particle system. The set of this four constraints is of second class, i.e.:

\[ \text{det} |\{\chi_\alpha, K_\beta\}| \neq 0. \]  
(2.68)

Thus, we can define Dirac Brackets which support the twelve-dimensional phase space defined by Eqs. (2.67) and the state of motion is a curve $C$ on the sheet $S$. Poincaré group is realized in a canonical way w.r.t. these DB. Following our discussion in the previous subsection, the WLC is easy to set up. Indeed, the difference w.r.t. the single particle case is that now the condition (2.50) has to be satisfied separately by each particle.

It is possible to show [23] that if we choose the evolution parameter by setting the constraint $\chi_2(x, p, \tau)$ in a kinematical way (e.g., $\chi_2 = (x_1^0 - x_2^0)$), i.e., if it does not depend on the state of motion of the particles and we require the WLC to be satisfied, the No-Interaction Theorem reappears. Therefore, we have to choose the evolution parameter dynamically, i.e. by setting for instance:

\[ \chi_1 = P \cdot r, \quad \chi_2 = \frac{1}{2} P \cdot (x_1 + x_2) - \tau. \]  
(2.69)

If we now compute the explicit expression of the Dirac Brackets\footnote{See Appendix D for the explicit computations.} we obtain:

\[ \{f, g\}_D = \{f, g\} - \sum_{\alpha\beta} \{f, v_\alpha\} A_{\alpha\beta}^{-1} \{v_\beta, g\} \]  
(2.70)

where the $v$'s runs on the constraints set and the matrix $A_{\alpha\beta}^{-1}$ is defined in (D.8). With this choice of the constraints the WLC condition is satisfied [23].

By means of this construction, we were able to define a model of two physical relativistic interacting particles on a reduced carrier space on which a canonical realization of the Poincaré group is defined. Thus, ipso facto, we have evaded the No-Interaction Theorem. It is natural to ask now what hypothesis of the No-Interaction Theorem does not hold in this case. The answer is that in the reduced space the physical positions do not commute anymore w.r.t. the DB (2.70). More precisely, if we consider the canonical projection:
\[ T^* (\mathbb{R}^4 \times \mathbb{R}^4) \]
\[ \downarrow \pi \]
\[ \mathbb{R}^4 \times \mathbb{R}^4 \]

we can take the pull-back of the coordinates on the basis of this fiber bundle through the canonical projection and consider their commutation relation w.r.t. the DB, i.e.:

\[ \{ \pi^* (x^\mu_\alpha), \pi^* (x^{\nu}_\alpha) \}_D \neq 0, \quad \alpha = 1, 2. \]  

(2.72)

Therefore, the price that we have paid to evade the No-Interaction Theorem is that we have lost the localizability of the two particles. It implies that a Lagrangian function for this system cannot exist\(^{17}\) and then the No-Interaction Theorem does not hold\(^{18}\).

**Remark:** The consequences of this evasion, e.g. the loss of localizability of the particles, are the fundamental reasons that impose us to pass to a non-approximate description in terms of fields.

\(^{17}\)A proof of this proposition is given in Appendix E.

\(^{18}\)Remember that the fundamental hypothesis that we have used in Appendix C to prove the No-Interaction Theorem is the existence of Lagrangian (regular or not) for the system.
Outlook and Conclusions

The main result of this work lies in the fact that, to achieve a covariant description of relativistic particle dynamics in terms of Poisson Brackets, localizability of the particle has been lost. Indeed, as we have shown in Chapter 2 for both single particle and for many-bodies system, the Poisson description of the presymplectic manifolds which are the carrier spaces for the dynamics of such systems gives rise to a Poisson Brackets in which the positions do not commute anymore. Let us consider for instance the last of Eqs. (2.34) relative to the single relativistic particle case:

\[ \{x_\rho, x_\sigma\} = m^2 c^2 \frac{\dot{x}_\rho x_\sigma - \dot{x}_\sigma x_\rho}{L}. \] (2.73)

Since the r.h.s. of Eq. (2.73) is the ratio of a generator of the Lorentz group and of a Casimir function, we can set:

\[ m^2 c^2 \frac{\dot{x}_\rho x_\sigma - \dot{x}_\sigma x_\rho}{L} = \ell_{\rho\sigma} \] (2.74)

where \( K \in \mathbb{R} \) and \( \ell_{\rho\sigma} = -\ell_{\sigma\rho} \). By means of this identification (2.74), we can define a Poisson structure on the dual of the Poincaré algebra \( \mathcal{P}^* = \mathcal{L}^* \ltimes \mathbb{R}^4 \) as:

\[
\begin{align*}
\{x_\rho, x_\sigma\} &= \frac{\ell_{\rho\sigma}}{K}, \\
\{\ell_{\mu\nu}, x_\rho\} &= \eta_{\mu\rho} x_\nu - \eta_{\nu\rho} x_\mu, \\
\{\ell_{\mu\nu}, \ell_{\rho\sigma}\} &= \eta_{\mu\rho} \ell_{\nu\sigma} - \eta_{\nu\rho} \ell_{\mu\sigma} - \eta_{\nu\sigma} \ell_{\mu\rho} + \eta_{\mu\sigma} \ell_{\nu\rho} \end{align*}
\] (2.75)

It is possible to show that these Poisson Brackets satisfy the Jacobi identity. They reproduces a deformation of the Poincaré algebra where positions do not commute anymore but are proportional to the generators of the Lorentz group and in the limit \( K \rightarrow \infty \) one obtains the usual Poincaré algebra.

This bracket turn out to be related to what is usually done in non-commutative geometry and to what was done by Snyder [40] to introduce a quantum space-time.
Notice that, if we require that Poisson Brackets are associated with a dimensionless tensor, it means that the non-zero commutator between positions imply the existence of a fundamental length because in this case $\{x^\mu, x^\nu\}$ has the dimension of the square of a length$^{19}$.

Therefore, it is gratifying that our result of non-commuting positions stemming from Poincaré covariance suggests the existence of a fundamental length similar to what has been postulated in non-commutative geometry and in the approach of Snyder to quantum space-time.

This result suggests that we are on the right track to describe covariant Poisson Brackets for fields and, eventually, to construct by reduction procedure interacting field.

\footnote{It is the analogue of what one usually does in Quantum Mechanics when requires that Poisson Bracket is dimensionless and therefore introduces a fundamental constant with the dimension of an action, i.e. $\hbar$.}
Appendix A

Analysis of Space-Time

In this Appendix we will outline how, by means of the principle of mutual objective existence, the relativity group and the Lorentz metric tensor are derived.

A.1 Compatible Frames and Objective Existence

Let us consider two reference frames $R$ and $R'$ that can be decomposed as $R = \theta \otimes \Gamma$ and $R' = \theta' \otimes \Gamma'$, respectively. We will give now the following:

Definition A.1. (Compatibility condition): Two reference frames $R$ and $R'$ are called a compatible pair if:

\[ \text{Tr} \left( R \cdot R' \right) \neq 0 \]  \hspace{1cm} (A.1)

This condition means that two compatible systems will perceive the observers of each other as representing some existing physical object. For this reason, when condition (A.1) holds, $R$ and $R'$ are said to satisfy the so called mutual objective existence condition:

\[ \theta(\Gamma') \neq 0, \quad \theta'(\Gamma) \neq 0 \]  \hspace{1cm} (A.2)

Let us explain the physical meaning of this condition. When Eqs. (A.2) hold, the integral curves of the vector field $\Gamma'$ (associated with the reference frame $R'$), which represents the evolution of one observer, is not included into the simultaneity surfaces of the other frame $R$ and vice versa. In other words, by imposing Eqs. (A.2), we are excluding the possibility of a time-axis of one reference frame to be contained in the space-axes of the other reference frame. The physical reason is quite obvious. Indeed
if these conditions do not hold, then one observer will see the world lines associated with the other observer only at one instant of time (which is that of the leaf we are considering) and so they do not perceive the existence of the other neither in the past nor in the future.

**Remark:** From now on we will consider only the case in which \( \theta(\Gamma') > 0 \) and \( \theta'(\Gamma) > 0 \). Then, the compatibility condition (A.1) will be \( \text{Tr} (R \cdot R') > 0 \). However it should be stressed that the opposite case \( (< 0) \) still has a physical interpretation in terms of antiparticles which travel backwards in time rather than particles which travel forwards in time.

We will show now (in two dimensions, for simplicity) that the group connecting pairwise compatible reference frames is necessarily the Lorentz group.

**Theorem A.1.** Let \( R \) and \( R' \) be two compatible reference frames (i.e. \( \text{Tr}(R \cdot R') > 0 \)) and let \( \varphi \) be a (linear) transformation such that:

\[
\theta \mapsto \theta', \quad \Gamma \mapsto \Gamma' \tag{A.3}
\]

then the transformation \( \varphi \) belongs to the Lorentz group.

**Proof.** We are considering two compatible reference frames \( R \) and \( R' \) as shown in Fig A.1.

![Figure A.1: Representation of two compatible reference frames R and R' in a two-dimensional space-time.](image)

The most simple way to prove this theorem is to start with a fiducial reference frame, say \( \bar{R} \), and to consider the subgroup of the inhomogeneous linear group with the requirement, that out of \( \bar{R} \), all transformed reference frames are pairwise compatible. The subgroup selected by implementing the mutual objective existence condition will be the relativity group.
In a two-dimensional space-time, linear transformations from a reference frame to another will be given by the general linear group $GL(2, \mathbb{R})$. We have to remove dilations because they are only a change of scale and $R'$ would be only a reparametrization of $R$ (i.e., trivial compatibility). Thus, we remain with the special linear group $SL(2, \mathbb{R})$ which is formed by those transformations which preserve the volume. Since in two dimensions the volume form is defined by means of the symplectic structure, $SL(2, \mathbb{R})$ coincides with the symplectic group $Sp(2, \mathbb{R})$. This means that the generators of the transformations will be Hamiltonians and, in order to preserve mutual objective existence, the corresponding Hamiltonian functions will be quadratic. In two dimensions, the quadratic forms can only have the following expression:

i) $a^2X^2 + b^2Y^2$

ii) $a^2X^2 - b^2Y^2$

The level sets of these functions are the orbits of the group of transformations that we are looking for. Thus, in two dimensions, they can be an ellipse or an hyperbola. Let us examine these two cases separately.

i) $a^2X^2 + b^2Y^2$ is the case of the ellipse. In this case, with reference to Fig. A.2, it will rotate $\theta'$ starting from $\theta$ and it will also overlap with $\Gamma$. But then the mutual objective existence is violated because we rotate until we get the instant of time in which world lines exist only at that instant (i.e. $\theta' (\Gamma) = 0$).

![Figure A.2: The rotations group does not preserve the mutual objective existence condition.](image)

1Actually, there is also the case of couple of lines $aX^2$, $bY^2$ and the case $XY$. We will not treat these cases here because it may keep us too far away from our discussion. We refer to [32, 33, 34] for a detailed treatment.
So we have to exclude positive definite quadratic functions because they would generate rotations and therefore the transformed frame would not be compatible with the starting frame;

ii) $a^2X^2 - b^2Y^2$ is the case of the hyperbola. In Fig. A.3 are shown the orbits of the transformation. It is clear that, if the splitting are oriented as in Fig. A.3, then this case we will never violate the mutual objective existence condition because we can move $\Gamma'$ (or $\Gamma$) towards the hyperbola without reaching $\theta$ (or $\theta'$) for any value of the parameter of the transformation. Since the orbits is a hyperbola, we can identify the group that we are looking for with the Lorentz group.

![Figure A.3: The Lorentz group preserves the mutual objective existence condition.](image)

Thus, in our approach the Lorentz group emerges as the group which preserves the mutual objective existence, without making any reference to the Lorentz metric tensor.

The analysis for the four-dimensional space-time, which becomes more cumbersome without teaching us nothing new, can be repeated along the same lines.

A.2 Symmetric Tensors Associated with Equivalence Classes of Reference Frames

We will show now that the Lorentz metric tensor emerges as a consequence of the covariant formalization of reference frames. Let us consider the family of reference frames in the equivalence class identified by Lorentz transformations. More precisely, by using the Lorentz group, we can generate sets of couples $(\varphi_g(\alpha), \varphi_g(\Gamma))$, where
\(\varphi_g\), with a slight abuse of notation, is the transformation associated with the element \(g \in G\), where \(G\) is the Lorentz group. If \(\{\varphi_g(\alpha)\}_{g \in G}\) and \(\{\varphi_g(\Gamma)\}_{g \in G}\) are a basis of one-forms and vector fields respectively, we may define a symmetric covariant tensor field \(\eta\) by setting:

\[
\eta(\varphi_g(\Gamma)) = \varphi_g(\alpha) \tag{A.4}
\]
or, equivalently, a symmetric controvariant tensor:

\[
\tilde{\eta}(\varphi_g(\alpha)) = \varphi_g(\Gamma). \tag{A.5}
\]

It is easy to show (in coordinates) that this tensor is the Lorentz metric tensor:

\[
\eta = (dx_0)^2 - (d\vec{x})^2 = dx_0 \otimes dx_0 - d\vec{x} \otimes d\vec{x} \tag{A.6}
\]

which is preserved by the action of the Lorentz group. Its contravariant form is

\[
\tilde{\eta} = \frac{\partial}{\partial x_0} \otimes \frac{\partial}{\partial x_0} - \left( \frac{\partial}{\partial x} \otimes \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \otimes \frac{\partial}{\partial y} + \frac{\partial}{\partial z} \otimes \frac{\partial}{\partial z} \right), \tag{A.7}
\]

and they are one the inverse of the other.

In conclusion, starting from the covariant definition of reference frames we have shown how the Lorentz group emerges in this setting as the group which preserves the mutual objective existence and how the Lorentz metric tensor is derived in this contest.
Appendix B

Symplectic and Canonical Formalism on Tangent Bundle

In this Appendix we will briefly explain how to introduce canonical formalism directly on the Tangent Bundle. It is of interest for us because, once a manifold is given, the Tangent Bundle is naturally specified as the local model space of the manifold, also for infinite dimensions. It is not the case of the Cotangent Bundle, defined as the space of linear functionals over the vectors, because at infinite dimensions it is necessary to consider also the topology of the manifold. However, unlike what happens for the Cotangent Bundle, in which the symplectic structure is canonical, it is not the case of the Tangent Bundle.

In this Appendix we will show that on the Tangent Bundle it is possible to define a symplectic structure which depends on a Lagrangian function[1]. Moreover, we will study the case of a presymplectic manifold (i.e., a manifold equipped with a degenerate closed 2-form) and we will show how it is possible to define on it Poisson Brackets.

Let us consider an even dimensional and orientable manifold $\mathbb{M}$. We have the following [2][3]:

**Definition B.1. (Symplectic Manifold):** An even-dimensional orientable manifold $\mathbb{M}$ equipped with a symplectic structure $\omega$ on it is called a *symplectic manifold* and it is usually denoted by $(\mathbb{M}, \omega)$.

Let us recall what is a symplectic structure by means of the following [3]:

**Definition B.2. (Symplectic Form):** A symplectic form $\omega$ is a non-degenerate and closed two-form $\omega$, i.e. it is:

\[ \omega \]

\[ \text{In this sense, it is not a canonical structure.} \]
i) **Non-degenerate:**

\[ \omega(X, Y) = 0, \quad \forall Y \iff X = 0; \quad (B.1) \]

ii) **Closed :**

\[ d\omega = 0. \quad (B.2) \]

Moreover, since \( \omega(X, Y) \equiv i_Y i_X \omega \), the non-degeneracy condition (B.1) can be written in the following equivalent form:

\[ i_X \omega = 0 \iff X = 0. \quad (B.3) \]

**Remark:** A symplectic form on a manifold establishes a bijection between vector fields and 1-form. Indeed, by taking the contraction of \( \omega \) with a vector field \( X \) on \( \mathcal{M} \) we define a 1-form \( \alpha = i_X \omega \in \mathcal{X}^*(\mathcal{M}) \). Vice versa, given a 1-form \( \alpha \) on \( \mathcal{M} \), in virtue of the non-degeneracy of \( \omega \), the equation \( \alpha = i_X \omega \) uniquely determines the vector field \( X \in \mathcal{X}(\mathcal{M}) \).

Let now consider a function \( L \) on \( \mathcal{F}(TQ)^2 \) and the associated Cartan form \( \theta_L = \frac{\partial L}{\partial v_i} dq^i \). We define the following two-form on \( TQ \):

\[ \omega_L := -d\theta_L. \quad (B.4) \]

By using the local coordinate expression \( \theta_L \), we easily find the expression of the 2-form (B.4) in a local coordinate system as follows:

\[
\omega_L = -d \left( \frac{\partial L}{\partial v^i} dq^i \right) \\
= -d \left( \frac{\partial L}{\partial v^i} \right) \wedge dq^i \\
= - \left( \frac{\partial^2 L}{\partial v^i \partial v^j} dv^j \wedge dq^i + \frac{\partial^2 L}{\partial v^i \partial q^j} dq^j \wedge dq^i \right) \\
= \frac{\partial^2 L}{\partial v^i \partial v^j} dq^i \wedge dv^j + \frac{1}{2} \left( \frac{\partial^2 L}{\partial v^i \partial q^j} - \frac{\partial^2 L}{\partial v^j \partial q^i} \right) dq^i \wedge dq^j. \quad (B.5)
\]

The following Propositions list the properties satisfied by the 2-form \( \omega_L \) defined in Eq. (B.4).

---

2For the time being, this function \( \mathcal{L} \in \mathcal{F}(TQ) \) is not necessarily the Lagrangian function associated with a second-order vector field \( \Gamma \).
Proposition B.1. The 2-form $\omega_L = -d\theta_L$ whose local coordinate expression is given by (B.5) has the following properties:

i) $\omega_L$ is closed (i.e., $d\omega_L = 0$);

ii) $\omega_L$ does not contain terms proportional to $dv^i \wedge dv^j$;

iii) $L_\Gamma \omega_L = 0$ for a second-order vector field $\Gamma$.

Proof. The first property follows directly from the definition (B.4) which shows that $\omega_L$ is an exact 2-form. As regard the second property, by construction $\omega_L$ does not contain terms $dv^i \wedge dv^j$ as is evident from its local coordinate expression (B.5). Finally, by taking $\Gamma$ as a solution of the Euler - Lagrange equations:

$$L_\Gamma \theta_L - d\mathcal{L} = 0 \quad (B.6)$$

and taking the exterior derivative of these equations, we have:

$$d(L_\Gamma \theta_L - d\mathcal{L}) = 0 \quad \rightarrow \quad dL_\Gamma \theta_L = 0 \quad (B.7)$$

from which, by using Cartan’s identity $L_\Gamma = i_\Gamma d + d_i \Gamma$ and the property $d^2 = 0$ we obtain:

$$0 = di_\Gamma d\theta_L = -di_\Gamma \omega_L = L_\Gamma \omega_L \quad (B.8)$$

where in the last equality we have used property i). This proves the property iii) and closes the proof of the proposition.

Proposition B.2. The 2-form $\omega_L$ associated to $\mathcal{L} \in \mathcal{F}(TQ)$ and defined in Eq. (B.4) is symplectic iff $\mathcal{L}$ is regular.

Proof. Let $X$ be a vector field on $TQ$, i.e.:

$$X = f^i \frac{\partial}{\partial q^i} + g^i \frac{\partial}{\partial v^i} \in \mathfrak{X}(TQ). \quad (B.9)$$

Then, by using the coordinates expression (B.5) of $\omega_L$, we find by direct computation:

$$i_X \omega_L = \frac{\partial^2 \mathcal{L}}{\partial v^i \partial v^j} f^i dv^j + \left[ \frac{\partial^2 \mathcal{L}}{\partial v^i \partial v^j} g^i + \left( \frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} - \frac{\partial^2 \mathcal{L}}{\partial v^j \partial q^i} \right) f^j \right] dq^i. \quad (B.10)$$

Therefore, the non-degeneracy condition (B.3) for $\omega_L$ is equivalent to the condition of regularity of $\mathcal{L}$.
Indeed, the non-degeneracy condition means that \( i_X \omega_\mathcal{L} = 0 \) iff \( X = 0 \). Thus, if \( X = 0 \) it has vanishing components \((f^i = g^i = 0\) in Eq. \((B.9)\)) and the determinant of the Hessian is different from zero and \( \mathcal{L} \) is regular. Viceversa, if \( \omega_\mathcal{L} \) is degenerate the determinant of the Hessian must be zero. Therefore, due to the closure of \( \omega_\mathcal{L} \), saying that it is a closed non-degenerate 2-form (i.e., a symplectic form) is equivalent to say that the function \( \mathcal{L} \in \mathcal{F}(\mathcal{T}Q) \) associated with \( \omega_\mathcal{L} \) is regular. □

What we have said up to now is true for a generic function \( \mathcal{L} \) on \( \mathcal{T}Q \) without making reference to any dynamical problem. Let us now consider the case in which \( \mathcal{L} \) is exactly a regular Lagrangian function on \( \mathcal{T}Q \). The previous construction allows us to define a Lagrangian symplectic structure and therefore the Tangent Bundle \( \mathcal{T}Q \) becomes a symplectic manifold \((\mathcal{T}Q, \omega_\mathcal{L})\). Since we have a symplectic structure, it is natural to ask if it is possible to define the Hamiltonian formalism directly on the Tangent Bundle. Let us start with the Euler-Lagrange equations in their intrinsic form:

\[
L_\Gamma \theta_\mathcal{L} - d \mathcal{L} = 0. 
\]

(B.12)

By using Cartan’s identity\(^3\)

\[
L_\Gamma = i_\Gamma d + di_\Gamma 
\]

we have

\[
i_\Gamma d \theta_\mathcal{L} + di_\Gamma \theta_\mathcal{L} - d \mathcal{L} = 0
\]

(B.14)

i.e.:

\[
i_\Gamma d \theta_\mathcal{L} = d (\mathcal{L} - i_\Gamma \theta_\mathcal{L}).
\]

(B.15)

Now, if we express the quantity inside the brackets in local coordinates, by using the expressions:

\[
\Gamma = v^i \frac{\partial}{\partial q^i} + F^i \frac{\partial}{\partial v^i} 
\]

(B.16)

\[
\theta_\mathcal{L} = \frac{\partial \mathcal{L}}{\partial v^j} dq^j
\]

(B.17)

\(^3\)We stress that it is essentially the integration by part at an infinitesimal level.
we find that:
\[ L - i_\Gamma \theta \mathcal{L} = \mathcal{L} - v^i \frac{\partial \mathcal{L}}{\partial v^i}. \] (B.18)
But this is exactly the opposite of the lagrangian energy \( E_\mathcal{L} \) associated with the Lagrangian \( \mathcal{L} \). Thus, by defining
\[ E_\mathcal{L} \equiv i_\Gamma \theta \mathcal{L} - \mathcal{L} \] (B.19)
we see from the definition (B.4) of \( \omega_\mathcal{L} \) that Eqs. (B.15) can be written in the form:
\[ i_\Gamma \omega_\mathcal{L} = -dE_\mathcal{L}. \] (B.20)
This is another form of the Euler-Lagrange equation which can be regarded as an algebraic equation for the second-order vector field \( \Gamma \). The solution exists and is unique if and only if \( \omega_\mathcal{L} \) is non-degenerate (i.e., iff \( \mathcal{L} \) is regular). Moreover, Eq. (B.20) is of the Hamiltonian form. Indeed, let us recall that an \textbf{Hamiltonian vector field} \( X_H \) associated to a given smooth function \( H \) on a symplectic manifold \( (\mathcal{M}, \omega) \)
is the unique vector field \( X_H \) such that
\[ i_{X_H} \omega = dH. \] (B.21)
From Cartan’s identity \( (L_{X_H} = i_{X_H} d + di_{X_H}) \) and the closure property of \( \omega \) (\( d\omega = 0 \)) follows taht \( L_{X_H} \omega = 0 \) for any Hamiltonian vector field. Vice-versa, given a vector field \( X \in \mathfrak{X}(\mathcal{M}) \) such that \( L_X \omega = 0 \), then \( di_X \omega = 0 \) and so by Poincare’s Lemma there exists (at least locally) a function \( H \in \mathcal{F}(\mathcal{M}) \) such that \( i_X \omega = dH \), i.e., \( X = X_H \). A vector field \( X \) on \( \mathcal{M} \) satisfying the condition \( L_X \omega = 0 \) is called a \textit{locally Hamiltonian vector field}. Hence, in the case \( (TQ, \omega_\mathcal{L}) \) we see from Eq. (B.20) that \( \Gamma \) is the Hamiltonian vector field associated to \( E_\mathcal{L} \). Therefore we say that Eq. (B.20) together with Eq. (B.19) define the \textit{Hamiltonian (or Canonical) formalism directly on the tangent bundle} \( TQ \) without any need to go to the phase space \( T^*Q \).
As an example, let us consider the following Lagrangian function:
\[ L = \frac{1}{2} \delta_{ij} v^i v^j - U(q). \] (B.22)
Then, from Eq. (B.7) and Eq. (B.19), we have respectively:
\[ \omega_\mathcal{L} = \delta_{ij} dq^i \wedge dv^j \] (B.23)
\[ E_\mathcal{L} = \delta_{ij} v^j dv^i + dU(q) = \delta_{ij} v^j dv^i + \frac{\partial U}{\partial q^j} dq^j. \] (B.24)
Therefore, Eq. \((B.20)\) implies that:

\[
\Phi^i = -\delta^{ij} \frac{\partial U}{\partial q^j} = -\frac{\partial E}{\partial q^i}
\]  

(B.25)

The equations of motion become:

\[
\begin{align*}
\frac{dq^i}{dt} &= v^i = \frac{\partial E}{\partial v^i} \\
\frac{dv^i}{dt} &= \Phi^i = -\frac{\partial E}{\partial q^i}
\end{align*}
\]

(B.26)

which present the same structure of Hamilton’s canonical equations but written in the variables \((q^i, v^i)\) on \(TQ\) and not in the usual positions and (conjugate) momenta.

### B.1 Poisson Brackets on Symplectic Manifolds

What we would like to show in this section is that it is possible to construct Poisson Brackets (PB) directly on \(TQ\) in the case of non-degenerate Lagrangian 2-form. We will proceed in the following way: we first consider the case of a generic symplectic manifold and then we specialize our treatment to the case of the Tangent Bundle \(TQ\).

Let us consider a generic symplectic manifold \((\mathcal{M}, \omega)\). We can define PB on it in the following way:

- Given \(f, g \in \mathcal{F}(\mathcal{M})\), we solve \(i_{X_f} \omega = df\) and \(i_{X_g} \omega = dg\) to get the vector fields \(X_f\) and \(X_g\) associated with \(f\) and \(g\), respectively. In other words, given two (smooth) functions \(f\) and \(g\) on \(\mathcal{M}\), we consider the Hamiltonian vector field \(X_f\), \(X_g\) associated with them.

- The map:

\[
\{\cdot, \cdot\} : \mathcal{F}(\mathcal{M}) \times \mathcal{F}(\mathcal{M}) \longrightarrow \mathcal{F}(\mathcal{M})
\]

with

\[
(f, g) \longmapsto \{f, g\} := \omega(X_f, X_g)
\]

(B.27)

defines a Poisson Bracket\(^5\)

---

\(^4\)Let us recall that the definition of Hamiltonian vector fields requires the non-degeneracy of the 2-form \(\omega\).

\(^5\)Poisson Brackets defined in this way are often called Lagrangian Brackets. The "inverse" of this expression, i.e. \(\omega(\Lambda) = \mathbb{1}\) defines the so-called Poisson Tensor.
To proof that the map (B.28) effectively defines a PB we have to verify that it satisfies all the properties of a PB, i.e.:

**Definition B.3.** Let $(\mathcal{M}, \omega)$ be a symplectic manifold. The PB on $\mathcal{M}$ defined by (B.28) enjoys the following properties:

i) **Skew-symmetry:**

\[ \{f, g\} + \{g, f\} = 0, \quad \forall f, g \in \mathcal{F}(\mathcal{M}); \quad (B.29) \]

ii) **Bilinearity:**

\[ \{\alpha f + \beta g, h\} = \alpha \{f, h\} + \beta \{g, h\}, \quad \forall f, g, h \in \mathcal{F}(\mathcal{M}), \alpha, \beta \in \mathbb{R}; \quad (B.30) \]

iii) **Jacobi identity:**

\[ \{f, \{g, h\}\} + \{g, \{h, f\}\} + \{h, \{f, g\}\} = 0, \quad \forall f, g, h \in \mathcal{F}(\mathcal{M}). \quad (B.31) \]

iv) **Leibniz rule**:

\[ \{f, gh\} = \{f, g\} h + g \{f, h\}, \quad \forall f, g, h \in \mathcal{F}(\mathcal{M}); \quad (B.32) \]

**Proof.** The property i) follows directly by the definition (B.28) of $\{\cdot, \cdot\}$ and by the skew-symmetry of $\omega$. As regard property ii), it also derives from the definition and the fact that the association $f \mapsto -\rightarrow X_f$ is linear in $f$. To prove property iii) we first observe that the map (B.28) can be written in the following equivalent forms:

\[ \{f, g\} = \omega(X_f, X_g) = i_{X_g}i_{X_f}\omega = i_{X_g}df = -i_{X_f}dg = L_{X_g}f = -L_{X_f}g. \quad (B.33) \]

Therefore:

\[ \{f, gh\} = -L_{X_f}(gh) \quad (B.34) \]

and property iii) is immediately proved by using the Leibniz rule in the r.h.s. of (B.34) and again the last equality of Eqs. (B.33). As for iv) Pauli proved it by showing the equivalence between the Jacobi identity for the PB and the closure of the symplectic structure [31].

---

6This condition defines the compatibility between the Lie product and the associative and commutative product between functions. If this product is not commutative, we obtain the so-called q-Poisson Bracket.
Remark: Up to now we have not defined any dynamics on $\mathcal{M}$ and we have discussed PB on symplectic manifolds from the geometrical point of view. Let us now consider a function $H \in \mathcal{F}(\mathcal{M})$ as the Hamiltonian and let $X_H$ be the Hamiltonian vector field associated with it, i.e., $i_{X_H}\omega = dH$. Now, if $X_f$ is the Hamiltonian vector field associated with a given $f \in \mathcal{F}(\mathcal{M})$, we have:

$$L_{X_H}f = i_{X_H}df = i_{X_H}i_{X_f}\omega = \omega(X_f, X_H), \quad (B.35)$$

i.e.:

$$L_{X_H}f = \{f, H\}. \quad (B.36)$$

Since along the integral curves of $X_H$ we have $L_{X_H} = \frac{d}{dt}$, we find

$$\frac{df}{dt} = \{f, H\} \quad (B.37)$$

i.e., $f$ obeys the canonical equation of motion in PB notation or equivalently, $X_H$ is the dynamic vector field. Moreover, form Eqs. (B.36) and (B.37) it follows the well-known result [1][2] that constants of motion have vanishing PBs with the Hamiltonian and vice-versa. This, together with the Jacobi identity, implies that the PB of any two constants of the motion is itself a constant of the motion.

Let us now focus on the case of the Tangent Bundle $TQ$. If $\omega_\mathcal{L} = -d\theta_\mathcal{L}$ is not degenerate (i.e., if $\mathcal{L}$ is regular), the map

$$\{\cdot, \cdot\}_\mathcal{L} : \mathcal{F}(TQ) \times \mathcal{F}(TQ) \longrightarrow \mathcal{F}(TQ) \quad (B.38)$$

$$\{f, g\}_\mathcal{L} = \omega_\mathcal{L}(X_j, X_g), \quad \text{(with } i_{X_j}\omega_\mathcal{L} = df \text{ and } i_{X_j}\omega_\mathcal{L} = dg) \quad (B.39)$$

defines the PB directly on $TQ$.

Remark: We would like to stress that since the symplectic 2-form $\omega_\mathcal{L}$ depends on $\mathcal{L}$, the PB defined in Eq. (B.39) also depends on the Lagrangian function $\mathcal{L}$ (this is the reason why we have used the subscript $\mathcal{L}$ in the notation $\{\cdot, \cdot\}_\mathcal{L}$). Therefore, if a given dynamical system admits alternative Lagrangians, then different PBs are derived. Clearly, this has important consequences on quantization if we use the Dirac’s prescription of replacing PBs with commutators [15].

Let us now find the local coordinate expression of the PB defined in Eq. (B.39). The vector fields $X_f$ and $X_g$ on $TQ$ are generally represented as:
\[ X_f = X_f^i \frac{\partial}{\partial q^i} + Y_f^i \frac{\partial}{\partial v^i} \]  
\[ X_g = X_g^i \frac{\partial}{\partial q^i} + Y_g^i \frac{\partial}{\partial v^i}. \]

Then, by using the expression (B.10), we find:

\[
i_{X_f \omega} = df \Rightarrow \frac{\partial^2 \mathcal{L}}{\partial v^i \partial v^j} X_f^i dv^j - \left[ \frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} Y_f^i + \left( \frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} - \frac{\partial^2 \mathcal{L}}{\partial v^j \partial q^i} \right) X_f^j \right] dq^i
\]

\[ = \frac{\partial f}{\partial q^k} dq^k + \frac{\partial f}{\partial v^k} dv^k \]  
\[ = \frac{\partial f}{\partial q^k} dq^k + \frac{\partial f}{\partial v^k} dv^k \]

i.e.:

\[
\begin{align*}
\frac{\partial^2 \mathcal{L}}{\partial v^i \partial v^j} X_f^j = & \frac{\partial f}{\partial v^i} \tag{B.43a} \\
\frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} Y_f^j + & \left( \frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} - \frac{\partial^2 \mathcal{L}}{\partial v^j \partial q^i} \right) X_f^j = - \frac{\partial f}{\partial q^i} \tag{B.43b}
\end{align*}
\]

and the same for \(g\). Therefore, we find:

\[
\{f, g\} := \omega \omega(X_f, X_g) = i_{X_g} i_{X_f} \omega = X_g^i \frac{\partial f}{\partial q^i} + Y_g^i \frac{\partial f}{\partial v^i}
\]

\[ = -X_f^i \frac{\partial \mathcal{L}}{\partial v^i \partial v^j} Y_f^j - X_f^i \left( \frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} - \frac{\partial^2 \mathcal{L}}{\partial v^j \partial q^i} \right) X_f^j + Y_f^i \frac{\partial^2 \mathcal{L}}{\partial v^i \partial v^j} X_f^j. \]

Now, we consider the following three cases:

1) \(f \equiv \frac{\partial \mathcal{L}}{\partial \dot{v}^j}, g \equiv \dot{q}^k\). Then:

\[
\begin{align*}
\frac{\partial f}{\partial v^i} = & \frac{\partial^2 \mathcal{L}}{\partial v^i \partial v^j} \tag{B.45a} \\
\frac{\partial f}{\partial q^i} = & \frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} \tag{B.45b}
\end{align*}
\]

\[ \begin{align*}
X_f^j = & 1, \quad \forall j \\
Y_f^j = & -\frac{\partial^2 \mathcal{L}}{\partial v^j \partial q^i} \\
\end{align*} \]

and

\[
\begin{align*}
\frac{\partial q^i}{\partial v^j} = & 0 \tag{B.46a} \\
\frac{\partial q^i}{\partial q^j} = & \delta^i_j \tag{B.46b}
\end{align*}
\]

\[ X_g^j = 0, \quad \forall j \\
Y_g^j = -\delta^k_j \]
where we have used the nondegeneracy of $\mathcal{L}$. By substituting the Eqs. (B.45) and (B.46) into Eq. (B.44), we obtain:

$$\left\{ \frac{\partial \mathcal{L}}{\partial v^j}, q^k \right\}_\mathcal{L} = \delta^k_j; \quad (B.47)$$

2) $f \equiv q^j$, $g \equiv q^k$. In this case we find the result (B.46) for the components of both $X_f$ and $X_g$. Thus, from Eq. (B.44) we now find:

$$\{q^j, q^k\}_\mathcal{L} = 0; \quad (B.48)$$

3) $f \equiv \frac{\partial \mathcal{L}}{\partial v^j}$, $g \equiv \frac{\partial \mathcal{L}}{\partial v^k}$. In this case we find the result (B.45) for the components of both $X_f$ and $X_g$. Thus, from Eq. (B.44) we find

$$\left\{ \frac{\partial \mathcal{L}}{\partial v^j}, \frac{\partial \mathcal{L}}{\partial v^k} \right\}_\mathcal{L} = 0. \quad (B.49)$$

Hence, if we define the momenta as $p_j = \frac{\partial \mathcal{L}}{\partial v^j}$ (i.e., $p_j$ is only a different name for $\frac{\partial \mathcal{L}}{\partial v^j}$ and so it is still a function of $q$ and $v$), the Eqs. (B.47), (B.48) and (B.49) give the well-known canonical commutation relations:

$$\{p_j, q^k\}_\mathcal{L} = \delta^k_j$$

$$\{p_j, p^k\}_\mathcal{L} = 0$$

$$\{q^j, q^k\}_\mathcal{L} = 0.$$ 

(B.50)

These are the PB that we usually write in terms of position and momenta on the phase space but, being $p$ a function of $q$ and $v$, they are written directly on $TQ$ without passing to the Cotangent Bundle which is problematic in infinite dimensions.

### B.2 Poisson Brackets on Presymplectic Manifolds

In the previous section we have showed how to define canonical formalism on Tangent Bundle starting from a regular Lagrangian function. However, despite it is the general case, it is not case in which physicists are interested. Indeed, several physically interesting theories, such as theories of fundamental interactions, are described in terms of non-regular Lagrangians because it is the only way to accommodate constraints and deal with gauge theories. Therefore in this subsection we will show how
it is possible to define PB on Presymplectic Manifolds, i.e., manifolds equipped with a closed and degenerate 2-form $\omega$.

Let us go back to the canonical PBs on $TQ$ (B.47), (B.48) and (B.49). As the PB $\{\cdot, \cdot\}_L$ acts as a derivation w.r.t. the pointwise associative product (i.e., it satisfies Leibniz rule (B.32)), if we expand the derivation $\frac{\partial L}{\partial v}$ we find that (B.47) and (B.49) can be written respectively in the form:

$$\frac{\partial^2 L}{\partial v^j \partial v^m} \{v^m, q^k\}_L = \delta^k_j \quad \text{(B.51)}$$

$$\frac{\partial^2 L}{\partial v^j \partial q^m} \{q^m, \frac{\partial L}{\partial v^k}\}_L + \frac{\partial^2 L}{\partial q^j \partial v^m} \{v^m, \frac{\partial L}{\partial v^k}\}_L = 0. \quad \text{(B.52)}$$

By looking Eq. (B.51), we easily see that since the product of the two matrices on the l.h.s. gives the identity matrix, then the Lagrangian cannot be degenerate. Indeed, by taking the determinant of both sides of Eq. (B.51) and using the Binet Theorem on the l.h.s., we get:

$$\det \begin{vmatrix} \frac{\partial^2 L}{\partial v^j \partial v^m} \end{vmatrix} \cdot \det \begin{vmatrix} \{v^m, q^k\}_L \end{vmatrix} = 1. \quad \text{(B.53)}$$

From which, due to the nondegeneracy of $\omega_L$ and of $\{\cdot, \cdot\}_L$, we find

$$\det \begin{vmatrix} \frac{\partial^2 L}{\partial v^j \partial v^m} \end{vmatrix} \neq 0. \quad \text{(B.54)}$$

Therefore, if $L$ is regular, we can multiply Eq. (B.51) by the inverse of the Hessian and we get the PB for the variables parametrizing $TQ$, i.e., between $q$ and $v$. However, if $L$ is degenerate, we cannot invert Eq. (B.51) and we cannot solve it for the PB to get the canonical commutation relation.

Let us show how to define PB on a presymplectic manifold $(M, \omega)$. In this case, $\omega$ is a closed, degenerate 2-form, i.e. $\text{Ker} \omega \neq \emptyset$. Assume that this kernel $\mathfrak{X}_\omega = \{X \in \mathfrak{X}(M) \mid i_X \omega = 0\}$ defines a regular foliating distribution, i.e. $M$ is foliated in such a way that the natural projection of the fiber bundle $M \xrightarrow{\pi} \Sigma$ is a

---

\footnote{At the level of the Euler-Lagrange equations it implies that they are \textit{implicit} differential equations. If we want to formulate the evolution of a quantum system in terms of a one-parameter group of transformations, we need to pass to Hamilton equations, which are \textit{explicit}, and therefore are expressed in terms of a vector field which may be the generator of such transformation. This is the origin of the well-known Dirac-Bergmann Theory of Constraints.}
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smooth map, where $\Sigma = M/Ker\omega$ is the quotient manifold. By using this projection we can define a symplectic 2 form $\omega_\Sigma$ on $\Sigma$ as:

$$\pi^* \omega_\Sigma = \omega. \quad (B.55)$$

Since $\omega_\Sigma$ is non degenerate, it is possible to define on $\Sigma$ a Poisson structure $\{,\}_\Sigma$ associated with a bivector field $\Lambda_\Sigma = a^{ij} \frac{\partial}{\partial \xi^i} \wedge \frac{\partial}{\partial \xi^j}$. The problem of defining a Poisson structure on the presymplectic manifold $\tilde{M}$ can be now stated in saying that we look for all Poisson structures on $M$, say $\{,\}_M$, such that:

$$\{\pi^* f, \pi^* g\}_M = \pi^* \{f, g\}_\Sigma, \quad \forall f, g \in \mathcal{F}(\Sigma). \quad (B.56)$$

It is not difficult to show [16] that bivector fields $\Lambda_M$ giving rise to such Poisson structures can be obtained by taking the linear map $A : \mathfrak{X}(\Sigma) \longrightarrow \mathfrak{X}(M)$ (it is rather a 1-1 tensor on $M$) and setting\[8\]

$$\Lambda_M = a^{ij} A \left( \frac{\partial}{\partial \xi^i} \right) \wedge A \left( \frac{\partial}{\partial \xi^j} \right). \quad (B.57)$$

The map $A$ has the following properties:

$$A^2 = A, \quad ker A = ker \omega \quad (B.58)$$

and then it is a generalized connection for the fiber bundle $M \xrightarrow{\pi} \Sigma$. Now, we can give the following:

**Definition B.4. (Compatible Poisson Structure):** A Poisson structure $\Lambda_M$ on $M$ is called compatible with a presymplectic structure $\omega$ on it if:

$$\Lambda_M \omega \Lambda_M = \Lambda_M \quad (B.59)$$

and

$$ker \Lambda_M \cap Im \omega = \emptyset. \quad (B.60)$$

We will call any such $\Lambda_M$ compatible with $\omega$ a Poisson Bracket on a presymplectic manifold $(M, \omega)$.

It is possible to prove [16] the following:

---

8We recall that a vector field $X_M$ on $M$ is called $\pi$-projectable if a vector field $X_\Sigma$ on $\Sigma$ exists such that $L_{X_M} \pi^* f = \pi^* L_{X_\Sigma} f, \forall f \in \mathcal{F}(\Sigma)$. 
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**Proposition:** The Poisson Bracket \( \{ , \} \) \( M \) determined by a presymplectic structure \( \omega \) and by a generalized connection \( A \), satisfies the Jacobi identity iff the connection is flat.

**Remark:** The existence of a globally defined Poisson Bracket puts some topological conditions on the space. Indeed, if the fiber bundle \( M \xrightarrow{\pi} M/\text{Ker} \omega \) is a nontrivial fiber bundle, then there are no flat connections on \( M \) and therefore it is impossible to define a global Poisson Bracket on \( M \) compatible with the projection \( \pi \).

Let us now return to the case of the Tangent Bundle, i.e. we consider the presymplectic manifold \( (TQ, \omega_L) \). In this case the Lagrangian \( \mathcal{L} = \mathcal{L}(q, \dot{q}) \) is not regular, i.e.:

\[
\text{rank} \left( \frac{\partial^2 \mathcal{L}}{\partial \dot{q}^i \partial \dot{q}^j} \right) = 2h, \tag{B.61}
\]

where \( 2h < n = \text{dim} Q \), \( Q \) being the configuration space. It means that the Euler-Lagrange equations:

\[
i_\Gamma \omega_L = -dE_L \tag{B.62}
\]

do not determine a dynamical system on \( TQ \), i.e. it is not possible to solve Eqs. (B.62) for a vector field \( \Gamma \) such that:

\[
\Gamma = \frac{dq^i}{dt} \frac{\partial}{\partial q^i} + \frac{d\dot{q}^i}{dt} \frac{\partial}{\partial \dot{q}^i}. \tag{B.63}
\]

However, if we follow the previous construction, it is possible to define a PB on \( TQ \) associated with the presymplectic structure \( \omega_L \) and then we can find a vector field \( \Gamma \) associated with the Lagrangian energy \( E_L \). This dynamical system will be defined on a reduced surface of \( TQ \) defined by the constraints associated with the degenerate Lagrangian 2-form \( \omega \). If such a vector field \( \Gamma \) exists, we say that it provides an Hamiltonian regularization of the Euler-Lagrange equation. Therefore, we will conclude this Appendix with the following:

**Proposition:** The Euler-Lagrange system with a Lagrangian \( \mathcal{L}(q, \dot{q}) \) admits Hamiltonian regularization iff it has no secondary constraints.

---

9 Consider for example the Hopf fibration \( S^3 \rightarrow S^2 \).

10 For a proof of this proposition, see [10].
Appendix C

Lagrangian Proof of No-Interaction Theorem

In this Appendix, we will give an economic proof of the No-Interaction Theorem in the Lagrangian formalism. The fundamental assumption that we need to make to prove the theorem is the existence of a Lagrangian function for the system, whether it is degenerate or not. The strategy is to let act canonically the Poincaré group on the Lagrangian 2-form. This will fix at each step some features of the Lagrangian. At the last step of the proof we will be able to say that the Lagrangian has a completely separated form, i.e., it can be written in the form:

\[ L(q, \dot{q}) = \sum_a L^{(a)}(q_a, \dot{q}_a). \]  

where \( a \) is the particle’s label. Since the Lagrangian does not mix the particle’s label, each particle moves independently from the others and then there are not interactions.

First of all, we need to introduce the fundamental quantities in the Dirac Generator Formalism. The independent coordinates of \( Q \) will be written as \( q_{a j} \), where \( a \in (1, \ldots, N) \) is the particle label and \( j \in (1, 2, 3) \) is the Cartesian vector indices.

Let us consider a Lagrangian function \( \mathcal{L} = \mathcal{L}(q, \dot{q}) \) for this system of \( N \) relativistic particles. From the general form of the Lagrangian 2-form \( \omega_{\mathcal{L}} \) (see Eq. (B.5)) we have the following relations:
\[ \omega_L \left( \frac{\partial}{\partial q_{a_j}}, \frac{\partial}{\partial q_{b_k}} \right) = 0 \]
\[ \omega_L \left( \frac{\partial}{\partial q_{a_j}}, \frac{\partial}{\partial q_{b_k}} \right) = \frac{\partial^2 L}{\partial q_{a_j} \partial q_{b_k}} \]
\[ \omega_L \left( \frac{\partial}{\partial q_{a_j}}, \frac{\partial}{\partial q_{b_k}} \right) = \frac{1}{2} \left( \frac{\partial^2 L}{\partial q_{a_j} \partial q_{b_k}} - \frac{\partial^2 L}{\partial q_{b_k} \partial q_{a_j}} \right). \]

We suppose that dynamical vector field \( \Gamma \in \mathfrak{X}(TQ) \), solution of the Euler-Lagrange equations of motion (B.62), has the second-order form:

\[ \Gamma = \sum_a \Gamma^{(a)} \]
\[ \Gamma^{(a)} = \sum_j \left( \dot{q}_{a_j} \frac{\partial}{\partial q_{a_j}} + A_{a_j} \frac{\partial}{\partial \dot{q}_{a_j}} \right), \]  

where we have denoted the accelerations due to the interactions by \( A_{a_j} \).

We will assume that the entire Lie algebra of the Poincaré group \( \mathcal{P} \) is represented by vector fields on \( TQ \) which generates canonical transformations, namely:

\[ L_{X_{P_j}} \omega_x = L_{X_{J_j}} \omega_x = L_{X_{K_j}} \omega_x = L_{\Gamma} \omega_x = 0, \]  

where \( X_{P_j}, X_{J_j}, X_{K_j} \) are the vector fields generating spatial translations, spatial rotations and pure Lorentz transformations. Obviously, the dynamical vector field \( \Gamma \) generates "time" translations and it acts canonically because it satisfies the Euler-Lagrange equations. This set of ten generators obeys to the Lie algebra of the Poincaré group. While the expression of the vector fields for the spatial rotations and translations are the standard ones, the form of the boosts require more attention. Indeed, from the Lie algebra of the Poincaré group we have that:

\[ [X_{K_j}, X_{P_k}] = \delta_{jk} \Gamma. \]  

This means that, since on the r.h.s. there is the information on the interaction and the spatial rotations are the standard ones, the unique terms which can encode the interaction are the boosts. The explicit expression of the boosts can be obtained by implementing the WLC. In the form of the Tangent Bundle language, the WLC is the requirement that\(^1\)

\(^1\)See Sec. 2.3.2
This condition fixes completely the expression of the boosts vector fields:

\[ X_{K_j} = A_j \frac{\partial}{\partial q_j} + B_j \frac{\partial}{\partial \dot{q}_j}. \]

Indeed:

\[ L_{X_{K_j}} q_{a k} = i_{X_{K_j}} dq_{a k} = A_{a j} \dot{q}_{a k} \]

and

\[ L_{X_{K_j}} \dot{q}_{a k} = L_{X_{K_j}} L_{\Gamma} q_{a k} = L_{\Gamma}(L_{X_{K_j}} q_{a k}) = -\delta_{j k} + L_{\Gamma} q_{a j} q_{a k} \]

\[ B = -\delta_{j k} + \dot{q}_{a j} q_{a k} + q_{a j} A_{a k}, \]

where we have used the Poincaré Lie algebra relation \([X_{K_j}, \Gamma] = X_{P_j}\). Hence the generators of the boosts becomes:

\[ X_{K_j} = \sum_{a k} \left[ q_{a j} \dot{q}_{a k} \frac{\partial}{\partial q_k} + (\dot{q}_{a j} q_{a k} + q_{a j} A_{a k}) \frac{\partial}{\partial \dot{q}_k} \right] \]

which can be written in terms of the dynamical vector field \(\Gamma\) as:

\[ X_{K_j} = \sum_a q_{a j} \Gamma^a + \sum_{a k} (\dot{q}_{a j} q_{a k} - \delta_{j k}) \frac{\partial}{\partial \dot{q}_k}. \]

As expected the generators of the boosts include the information of the interaction and then we have to use these vector fields with the conditions (C.4) which define a canonical realization of the Poincaré group relative to the dynamical vector field \(\Gamma\).

We are ready to prove the No-Interaction Theorem.

**Proof.** The proof proceeds in three steps:

1. Apply \(L_{X_{K_m}}\) to the first of Eqs. (C.2). We get:

\[ \omega_{\mathcal{L}'} \left[ X_{K_m}, \frac{\partial}{\partial \dot{q}_{a j}}, \frac{\partial}{\partial \dot{q}_{b k}} \right] = 0, \]

where we have used Eq. (C.4). By using the boost vector field expression (C.10), Eq. (C.12) becomes:
\[(q_{am} - q_{bm}) \omega_{L} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{bk}} \right] = (q_{am} - q_{bm}) \frac{\partial^2 L}{\partial q_{aj} \partial q_{bk}} = 0. \quad (C.13)\]

From Eq. (C.13) we can conclude that for distinct particles \(a \neq b\) the second of Eqs. (C.2) vanishes and then we can decompose the Lagrangian w.r.t. the velocities:

\[L(q, \dot{q}) = \sum_a L^{(a)}(q, \dot{q}_a). \quad (C.14)\]

**Step II** To the result of the previous step (i.e., \(C.2\) b) vanishes for different particles) we apply \(L_{\Gamma}\). We then obtain:

\[\left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{bk}} \right] = -\sum_c A_{al} \omega_{L} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial \dot{q}_{al}} \right]. \quad (C.15)\]

From the result of the Step I we know that only the term with \(c = a\) survives on the r.h.s. and then Eq. (C.15) becomes:

\[\left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{bk}} \right] = -\sum_l A_{al} \omega_{L} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial \dot{q}_{al}} \right], \quad a \neq b. \quad (C.16)\]

Next, we apply \(L_{X_{\kappa_m}}\) on the result of the Step I and after some algebra we get:

\[q_{bm} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{bk}} \right] = -q_{am} \sum_l A_{al} \omega_{L} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial \dot{q}_{al}} \right], \quad a \neq b. \quad (C.17)\]

By comparing the results (C.16) and (C.17) we see that:

\[(q_{am} - q_{bm}) \omega_{L} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{bk}} \right] = 0, \quad (C.18)\]

from which we can conclude that:

\[\omega_{L} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{bk}} \right] = 0 \quad a \neq b. \quad (C.19)\]
From Eq. (C.19) and the already separated form of the Lagrangian (C.14) we can argue the following further decomposition of the Lagrangian:

\[ \mathcal{L}^{(a)}(q, \dot{q}) = \mathcal{L}^{(a)}_{nl}(q_a, \dot{q}_a) - V^{(a)}(q), \tag{C.20} \]

where the linear terms in Eq. (C.20) can be dropped because they amount to a total time derivative in \( \mathcal{L} \). This equation can be understood if one considers that in any non-linear dependence of the Lagrangian on the velocities, the positions cannot occur for different particles. Moreover, in any linear dependence of the Lagrangian on the velocities, it has to satisfy Eq. (C.20). Thus, the Lagrangian takes the completely separated form (C.20). Although at this stage the 2-form has achieved a completely separated form:

\[ \omega_{\mathcal{L}} = \sum_a \omega_{\mathcal{L}}^{(a)}, \]

\[ \omega_{\mathcal{L}}^{(a)} = \sum_j d \left( \frac{\partial \mathcal{L}^{(a)}_{nl}}{\partial \dot{q}_{aj}} \right) \wedge dq_{aj}, \tag{C.21} \]

we still have the arbitrary on defining each \( \mathcal{L}^{(a)}_{nl} \) up to a function which depends only on \( q_a \). This arbitrary could have some consequences on the \( V^{(a)} \) which can still generate some residual interaction.

**Step III** The strategy is similar to the Step II. We have to apply \( L_{\Gamma} \) and \( L_{X_{\kappa_m}} \) to Eq. (C.19) and then compare the results. After some algebra [22] we get the main result of the third step:

\[ \frac{\partial}{\partial q_{bk}} \sum_l \omega_{\mathcal{L}}^{(a)} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{al}} \right] A_{al} = 0, \quad a \neq b, \tag{C.22} \]

which is just equivalent to say that

\[ \sum_l \omega_{\mathcal{L}} \left[ \frac{\partial}{\partial q_{aj}}, \frac{\partial}{\partial q_{al}} \right] A_{al} \tag{C.23} \]

can depend on \( q_a, \dot{q}_a \) and possibly on \( q_b \) for \( b \neq a \) via \( A_{al} \). If we write Eq. (C.22) in local coordinates we get:
\[ -\frac{\partial \mathcal{L}^{(a)}_{nl}(q_a, \dot{q}_a)}{\partial q_{aj}} + \sum_k \left( \frac{\partial^2 \mathcal{L}^{(a)}_{nl}}{\partial \dot{q}_{aj} \partial \dot{q}_{ak}} A_{ak} + \frac{\partial^2 \mathcal{L}^{(a)}_{nl}}{\partial \dot{q}_{aj} \partial q_a k \dot{q}_{ak}} \right) = -\frac{\partial V(q)}{\partial q_{aj}}, \quad (C.24) \]

where \( V(q) = \sum_a V^{(a)}(q) \). Now, since the l.h.s. has no dependence on \( q_b \) for \( b \neq a \) we can conclude that the "potential" terms is completely separable, i.e.:

\[ V(q) = \sum_a V^{(a)}(q_a) \quad (C.25) \]

and we have arrived at a completely separated form for the Lagrangian function:

\[ \mathcal{L}(q, \dot{q}) = \sum_a \mathcal{L}^{(a)}_{nl}(q_a, \dot{q}_a) - V^{(a)}(q_a) \quad (C.26) \]

from which we conclude that there are no interactions.
Appendix D

Computation of the Dirac Brackets

Let us explicitly construct the DB for the set of constraints:

\[ K_1 = p_1^2 - m_1^2 + V(\xi), \quad \chi_1(x, p) = P \cdot r \]
\[ K_2 = p_2^2 - m_2^2 + V(\xi), \quad \chi_2(x, p, \tau) = P \cdot \frac{(x_1 + x_2)}{2} - \tau \]  \hspace{1cm} (D.1)

where \( P = p_1 + p_2, \, r = (x_1 - x_2)/2, \, \xi = r^2 - (P \cdot r)^2/p^2 \). We have to build the matrix of the constraints \( (2.68) \). We start from:

\[ \{\chi_1, K_1\} = \{(P \cdot r), p_1^2\} + \{(P \cdot r), \xi\}V' \]
\[ = 2\{\{P \cdot r\}, p_1\}p_1 + \left(\{P \cdot r, r^2\} - \left\{ P \cdot r, \frac{(P \cdot r)^2}{p^2} \right\}\right) V' \]
\[ = (p_1 + p_2)p_1 + \left[\{P \cdot r, x_1\} - \{\{P \cdot r, x_2\}, r\}\right] V' - \{P \cdot r, \frac{(P \cdot r)^2}{p^2}\} V' \]
\[ = p_1^2 + p_2 p_1 + V' \]  \hspace{1cm} (D.2)
\{ \chi_2, K_1 \} = \frac{1}{2} \left[ 2 \{ P \cdot (x_1 + x_2), p_1 \} p_1 + \{ P \cdot (x_1 + x_2), \xi \} V' \right] \\
= \frac{1}{2} \left[ 2(p_1 + p_2)p_1 + \{ P \cdot (x_1 + x_2), r^2 \} - \{ P \cdot (x_1 + x_2), \frac{(P \cdot r)^2}{p^2} \} \} V' \right] \\
= \frac{1}{2} \left[ 2(p_1^2 + p_2 p_1) - \{ P \cdot (x_1 + x_2), P \cdot (x_1 - x_2) \} \frac{1}{p^2} + 2\{ P \cdot (x_1 + x_2), p \} \frac{(P \cdot r)^2}{p^4} \right] \\
= p_1^2 + p_1 p_2 + \frac{(P \cdot r)^2}{p^4} \tag{D.3} \\

\{ \chi_1, K_2 \} = \{ P \cdot r, p_2^2 \} + \{ P \cdot r, \xi \} V' \\
= \{ P \cdot r, p_2 \} p_2 + \frac{2}{p^4} \{ P \cdot r, p \} V' \\
= p_1 p_2 + p_2^2 + \frac{2}{\pi^4} V' \tag{D.4} \\

\{ \chi_2, K_2 \} = \frac{1}{2} \left[ \{ P \cdot (x_1 + x_2), p_2^2 \} + \{ P \cdot (x_1 + x_2), \xi \} V' \right] \\
= \frac{1}{2} \left[ 2(p_1 p_2 + p_2^2) + 2\{ P \cdot (x_1 + x_2), \pi \} \frac{(P \cdot r)^2}{p^4} \right] \tag{D.5} \\
= p_1 p_2 + p_2^2 + \frac{(P \cdot r)^2}{p^4} \\

Then, the constraint matrix \( \mathcal{A} \) is \\
\[
\mathcal{A} = \begin{pmatrix}
    p_1^2 + p_2 p_1 + V' & p_1 p_2 + p_2^2 + \frac{2}{p^4} V' \\
    p_1^2 + p_1 p_2 + \frac{(P \cdot r)^2}{p^4} & p_1 p_2 + p_2^2 + \frac{(P \cdot r)^2}{p^4}
\end{pmatrix} \tag{D.6}
\]
Its determinant is:
\[
det \mathcal{A} = (p_1^2 - p_2^2) \left( \frac{(P \cdot r)^2}{p^4} - \frac{2}{p^4} V' \right) \tag{D.7}
\]
and then the inverse matrix \( \mathcal{A}^{-1} \) is:
\[
A^{-1} = \left( \begin{array}{cc}
p_2^2 + p_1 p_2 + \frac{(P \cdot p)^2}{p^2} & -p_2 - p_1 p_2 - \frac{2}{p^2} V' \\
-p_1^2 - p_1 p_2 - \frac{(P \cdot p)^2}{p^2} & p_1^2 + p_1 p_2 + \frac{2}{p^2} V' \end{array} \right) \frac{1}{\det A}
\]

Finally, we can define the DB:

\[
\{f, g\}_D = \{f, g\} - \sum_{\alpha \beta} \{f, v_\alpha\} A^{-1}_{\alpha \beta} \{v_\beta, g\}
\]

where the \(v\)'s runs on the constraints set.
Appendix E

From Commutation Relations to Lagrangian Function

In this Appendix we will show that if the commutation relations:

\[
\begin{align*}
\text{i)} & \qquad \{q^i, q^j\} = 0, \\
\text{ii)} & \qquad \{q^i, \dot{q}^j\} = g^{ij}, \\
\text{iii)} & \qquad \{\dot{q}^i, \dot{q}^j\} = f^{ij}(q, \dot{q}),
\end{align*}
\]

(E.1)

hold, where \(f^{ij}\) represents the component of a skew-symmetric tensor with the property that it satisfies the Jacobi identity, then a Lagrangian function must exist.\(^{1}\)

In Appendix B we show that, also on the Tangent Bundle, it is possible to write the PB in terms of a Poisson tensor:

\[
\{f, g\} = \Lambda(df, dg),
\]

(E.2)

Conditions i) and ii) imply that:

\[
\Lambda(\dq^i, \cdot) = \frac{\partial}{\partial \dot{q}^i}.
\]

(E.3)

Since the Poisson tensor is defined as the "inverse" of a non-degenerate Lagrangian 2-form \(\omega\), i.e.: \(\omega(\Lambda) = 1\), we can write Eq. (E.3) in a covariant form:

\[
\omega\left(\frac{\partial}{\partial \dot{q}^i}, \cdot\right) = dq^i.
\]

(E.4)

\(^{1}\)The problem of describing the evolution of a dynamical systems by giving just the right commutation relations w.r.t. the PB, without defining a Lagrangian function, was aimed by Richard Feynman for the first time (see [4] for details).
This means that vertical bivector field \( \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial q^j} \) is in the kernel of the 2-form \( \omega \) under contraction. Moreover, the vector field:

\[
\Gamma = g^{ij} \frac{\partial}{\partial q^i} + f^{ij} \frac{\partial}{\partial \dot{q}^i}
\]

(E.5)

satisfies the condition \( L_{\Gamma} \omega = 0 \). Therefore, the 2-form \( \omega \) satisfies all the requirement of Prop. (B.1) and then it can be written in terms of a function \( \mathcal{L} \) that we identify as the Lagrangian function, as:

\[
\omega = \frac{\partial^2 \mathcal{L}}{\partial v^i \partial v^j} dq^i \wedge dv^j + \frac{1}{2} \left( \frac{\partial^2 \mathcal{L}}{\partial v^i \partial q^j} - \frac{\partial^2 \mathcal{L}}{\partial v^j \partial q^i} \right) dq^i \wedge dq^j.
\]

(E.6)
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