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The TNEP literature reports expansion solutions using different network models: (i) the transportation model that enforces Kirchhoff’s current law (KCL) at all nodes [1], [6], [7]. (ii) the hybrid model that adds to the transportation model the Kirchhoff’s voltage law (KVL) equations only for existing circuits [8], (iii) the DC network model that adds to the hybrid model the KVL equations for new circuits [9], and (iv) the AC network model [10]. Both the DC and AC network models when employed in TNEP result in terms that have products of integer and continuous variables, which further contribute to the challenge in computing the solution. This can be circumvented by the use of the disjunctive formulation in TNEP problems that are based on DC [11] and AC [12] power flow models.

The solution techniques for TNEP can be classified into three categories: (i) the locally optimal search methods, (ii) the meta-heuristics, and (iii) the complete search methods based on conventional optimization theory. The constructive heuristic algorithm [1], [10] is one of the earliest local search methods applied to TNEP; it can give good quality solutions but which are unlikely to be optimal. The discrepancy-bounded local search [13] is a generalization of the constructive heuristic that gives better solutions with ACOPF models. The meta-heuristic methods are rooted in the processes of natural and physical systems [12]; these include simulated annealing, tabu search, and several variants of genetic algorithms that mimic the mechanisms of natural selection and evolution [2], [15]–[20]. Although meta-heuristics can avoid being trapped in locally optimal TNEP solutions, they do not give a rigorous indicator on the quality of the solution. The classical optimization algorithms tend to fall into two categories: (i) Benders decomposition type algorithms and (ii) Branch-and-Bound/Branch-and-Cut. Due to the non-convexity of the DC/AC-TNEP formulations, it is possible for the Benders to cut off a part of the feasible region that includes the global solution; for DC-TNEP, this can be circumvented either via the hierarchical decomposition method [21], [22] or by reformulating the TNEP problem as a disjunctive model [23], [24]. State-of-the-art implementations of branch-and-cut
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I. INTRODUCTION

The optimal transmission network expansion planning (TNEP) problem seeks to compute the specifications and locations of electrical transmission equipment so that the expanded system can meet the expected future load and generation patterns [1]. The planning problem can be carried out over a single stage, or it can be extended over multiple stages that represent a longer planning period; the optimal decision in multistage planning links the required investment in transmission equipment to a particular time period [2], [3]. In its most accurate representation, TNEP is a mixed-integer nonlinear program whose solution is computationally challenging. The application of computing techniques to solve the TNEP problem has been steadily increasing since the 1970s, and has passed through various accuracy levels of network representation that were adapted to the existing optimization solver technology [4]. This paper considers the solution of TNEP with the system being accurately represented via the AC network model; it employs the power network semidefinite-based relaxation [5] in a branch-and-cut optimization methodology that is specifically tailored to the TNEP problem. The outcome is a TNEP plan employing the AC network model, that is provably the globally optimal solution. It is worth noting that none of the existing AC-TNEP techniques can claim the global optimally of their solutions.

The TNEP literature reports expansion solutions using different network models: (i) the transportation model that enforces Kirchhoff’s current law (KCL) at all nodes [1], [6], [7]. (ii) the hybrid model that adds to the transportation model the Kirchhoff’s voltage law (KVL) equations only for existing circuits [8], (iii) the DC network model that adds to the hybrid model the KVL equations for new circuits [9], and (iv) the AC network model [10]. Both the DC and AC network models when employed in TNEP result in terms that have products of integer and continuous variables, which further contribute to the challenge in computing the solution. This can be circumvented by the use of the disjunctive formulation in TNEP problems that are based on DC [11] and AC [12] power flow models.

The solution techniques for TNEP can be classified into three categories: (i) the locally optimal search methods, (ii) the meta-heuristics, and (iii) the complete search methods based on conventional optimization theory. The constructive heuristic algorithm [1], [10] is one of the earliest local search methods applied to TNEP; it can give good quality solutions but which are unlikely to be optimal. The discrepancy-bounded local search [13] is a generalization of the constructive heuristic that gives better solutions with ACOPF models. The meta-heuristic methods are rooted in the processes of natural and physical systems [12]; these include simulated annealing, tabu search, and several variants of genetic algorithms that mimic the mechanisms of natural selection and evolution [2], [15]–[20]. Although meta-heuristics can avoid being trapped in locally optimal TNEP solutions, they do not give a rigorous indicator on the quality of the solution. The classical optimization algorithms tend to fall into two categories: (i) Benders decomposition type algorithms and (ii) Branch-and-Bound/Branch-and-Cut. Due to the non-convexity of the DC/AC-TNEP formulations, it is possible for the Benders to cut off a part of the feasible region that includes the global solution; for DC-TNEP, this can be circumvented either via the hierarchical decomposition method [21], [22] or by reformulating the TNEP problem as a disjunctive model [23], [24]. State-of-the-art implementations of branch-and-cut
approaches are currently provided in commercial packages for mixed-integer linear programming; these have been used in disjunctive models of DC-TNEP [3], in addition to enhanced linear representations that approximate network losses and reactive power constraints [25–28]; a recent extension includes modeling the choice of both HVAC and HVDC transmission equipment [29].

While the linear network models have been extensively used in TNEP, the strict AC model is rarely discussed due to the computational complexity that it introduces; only [10], [12], [13], [19], [20] from amongst the above surveyed methods use the AC power flow equations. However, TNEP solutions that are based on the DC network model can yield arbitrarily poor designs that require further reinforcement to satisfy the AC network feasibility [13], [27]. The main impediment to the use of the AC network model in TNEP based on classical optimization is the non-convexity of the AC power flow constraints; this has been circumvented in [30] by exploiting (i) the conic relaxation of the AC optimal power flow (OPF) over networks with virtual controllable phase shifters, and (ii) a state-of-the-art branch-and-cut algorithm for mixed-integer conic programming. Although [30] reports solutions that satisfy the AC network model constraints, these solutions may not be globally optimal due to the use of linear equations that are needed to alleviate the effect of the virtual phase shifters. To ascertain global optimality of the AC-TNEP solutions, this paper proposes the use of the semidefinite programming (SDP) relaxation of the AC optimal power flow problem [5]; the SDP relaxation does not entail the disadvantage associated with the virtual phase shifters, but it requires the development of a specialized branch-and-cut solver to handle SDP constraints. This paper contributes an SDP branch-and-cut method for AC-TNEP, provides details of valid inequalities, and proposes to utilize sparsity and problem structure to speed up the solution. The results are provably global, and serve as benchmarks against which the quality of approximated methods and heuristic solutions could be gauged.

II. MATHEMATICAL FORMULATION

In this section, the same notation is used as in [30]. The topology of the power system $P = (N, E)$ is represented as an undirected graph, where each vertex $n \in N$ is called a “bus” and each edge $e \in E$ is called a “branch” linking buses to one another. The parameter $|N|$ denotes the number of buses and $|E|$ denotes the number of branches. Let $G \subseteq N$ be the set of generators and $E \subseteq N \times N$ be the set of all branches and $N(l)$ are buses adjacent to bus $l$. Let $S^d_l = P^d_l + jQ^d_l$ be the active and reactive load (demand) at each bus $l \in N$ and $P^g_l + jQ^g_l$ represent the complex power of the generator at bus $l \in G$. Define $V_l = \Re V_l + j\Im V_l$ as the voltage at each bus $l \in N$ and $P^g_{lm} + jQ^g_{lm}$ as the apparent power flow on the line $(l, m) \in E$. The edge set $L \subseteq E$ contains the branches $(l, m)$ such that the apparent power flow limit is less than a certain given tolerance $\varepsilon$. The next section describes the formulation of the transmission network expansion planning problem in details.

A. SDP Formulation

To formulate the TNEP model, the ACOPF problem is first presented as it is the main building block of the TNEP formulation. In this work, the focus is on the rectangular power-voltage formulation of the OPF problem. In the rectangular formulation, the bus voltages are represented by the real and imaginary voltage components. The real and reactive power flows are quadratic functions of real and imaginary parts of the voltage. This results in the generator limits, the fixed loads and the apparent power line limits being non-convex constraints, and in addition the lower limits of bus voltage magnitudes are non-convex. Hence, the rectangular formulation is also non-convex. The following parameters are needed to formulate the problem:

- $P^l_{\min}$ and $P^l_{\max}$ are the limits on active generation capacity at bus $l$, where $P^l_{\min} = P^l_{\max} = 0$ for all $l \in N/G$.
- $Q^l_{\min}$ and $Q^l_{\max}$ are the limits on reactive generation capacity at bus $l$, where $Q^l_{\min} = Q^l_{\max} = 0$ for all $l \in N/G$.
- $P^d_l$ is the active power demand at bus $l$.
- $Q^d_l$ is the reactive power demand at bus $l$.
- $V^l_{\min}$ and $V^l_{\max}$ are the limits on the voltage at a given bus $l$.
- $S^l_{\max}$ is the limit on the absolute value of the apparent power of a branch $(l, m) \in L$.

Additionally, let $g_{lm} = g_{lm} + jb_{lm}$ be the series admittance in the $\pi$-model of line $(l, m)$ and $b_{lm}$ be the shunt susceptance in the $\pi$-model of line $(l, m)$.

Given a complex voltage $V_l$ at bus $l$, let $\Re V_l$ denote the real part of $V_l$ and $\Im V_l$ denote the imaginary part. In terms of power line flows, the following equations hold:

$$P_{lm} = b_{lm}(\Re V_l \Re V_m - \Re V_m \Im V_l) + \Im V_l \Im V_m - \Im V_l \Re V_m$$

$$Q_{lm} = b_{lm}(\Re V_l \Im V_m + \Im V_l \Re V_m - \Im V_l^2 - \Re V_l^2) + \Re V_l (\Im V_l \Im V_m - \Re V_m \Im V_l)$$

$$- \frac{b_{lm}}{2}(\Re V_l^2 + \Im V_l^2)$$

Let $\Re V_l$ and $\Im V_l$ be the variables in addition to the variables $P^g_l, P^l_{lm}$ and $Q^g_{lm}$. The aim of the optimal power flow problem is to satisfy demand at all buses with the minimum total production costs of generators such that the solution obeys the physical laws and other operational constraints such as transmission line flow limit constraints. The OPF can be formulated as the following quadratic non-convex problem:

$$\min \sum_{l \in G} c^0_l + c^1_l (P^g_l)^2 + c^2_l (P^g_l)^2$$

s.t. $P^l_{\min} \leq P^l_l \leq P^l_{\max}, \quad \forall l \in G,$

$Q^l_{\min} \leq Q^l_l \leq Q^l_{\max}, \quad \forall l \in G,$

$P^d_l - P^l_l = \sum_{m \in N(l)} P^l_{lm}, \quad \forall l \in N,$

$$P^g_l + jQ^g_l$$

$$S^l_{\max} \geq \sqrt{(P^l_l)^2 + (Q^l_l)^2}, \quad \forall l \in N,$$
\[ Q_l^t - Q_l^t l = \sum_{m \in N(l)} Q_{lm}, \forall l \in N, \]  
\[ (V_{l}^{\min})^2 \leq \Re(V_{l}^{t}) + \Im(V_{l}^{t}) \leq (V_{l}^{\max})^2, \forall l \in N, \]  
\[ P_{lm}^t + Q_{lm}^t \leq (S_{lm}^{\max})^2, \forall (l,m) \in E, \]  
\[ 1 - \mathbb{2} \]  

The objective function (3) minimizes the cost of power generation. Constraints (4), (5), and (6) set limits on the active power, reactive power and represent the real and reactive nodal balance. Constraints (7) restricts the voltage on each bus. Constraints (8) set a limit on the apparent power flow at every branch. While constraints (9) define the power generated and the active and reactive power flow. To apply SDP relaxation to the rectangular formulation (OPF), define a hermitian matrix \( X = VV^* \) that is \( X = X^* \), where \( X^* \) is the conjugate transpose of \( X \). The Hermitian matrix \( X \) is defined as:

\[
X = \begin{bmatrix}
|V_1|^2 & \cdots & V_1V_2^* & \cdots & V_1V_n^* \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
V_nV_1^* & \cdots & |V_n|^2 & \cdots & V_nV_1^* \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
V_nV_2^* & \cdots & V_nV_n^* & \cdots & |V_n|^2
\end{bmatrix}
\]

with \( X_{lm} \) the corresponding element in the \( l \)th row and \( m \)th column. By ignoring the rank constraints, the standard SDP relaxation of the OPF problem is obtained with the following set of constraints:

\[(\text{SDP-OPF})\]

\[ P_l^\min \leq P_l^t \leq P_l^\max, \forall l \in G, \]  
\[ Q_l^\min \leq Q_l^t \leq Q_l^\max, \forall l \in G, \]  
\[ P_l^t - P_l^t l = \sum_{m \in N(l)} P_{lm}, \forall l \in N \]  
\[ Q_l^t - Q_l^t l = \sum_{m \in N(l)} Q_{lm}, \forall l \in N \]  
\[ (V_{l}^{\min})^2 \leq X_{l} \leq (V_{l}^{\max})^2, \forall l \in N, \]  
\[ P_{lm}^2 + Q_{lm}^2 \leq (S_{lm}^{\max})^2, \forall (l,m) \in E, \]  
\[ P_{lm} = g_{lm}X_{lt} - g_{lm}X_{lt} - b_{lm}X_{lm} \]  
\[ Q_{lm} = -(b_{lm} + \frac{b_{lm}}{2})X_{lt} + b_{lm}X_{lt} - g_{lm}X_{lm} \]  
\[ X = X^* \geq 0 \]

The SDP relaxation in the complex domain is formulated in Bose et al. \[33\] and is widely used in the literature now for its notational simplicity. The SDP relaxation for OPF has been widely used since it was originally proposed by Bai et al. \[32\] and Lavaei and Low \[3\]. Because convex conic programs are polynomially solvable, the SDP relaxation offers an effective way for obtaining global optimal solutions to OPF problems whenever the relaxation is exact. Motivated by the success of SDP relaxations for OPF problems, an SDP approach is proposed to solve the TNEP problem.

TNEP consists of finding the minimum cost plan for the electrical system expansion so that the network adequately serves the forecasted system load over a given horizon; the OPF problem appears as the backbone of TNEP. In addition to the variables defined above, let

\[ \alpha_{lm} = \begin{cases} 1 & \text{if line } t \text{ is installed in transmission corridor } (l, m) \\ 0 & \text{otherwise.} \end{cases} \]

Two additional complex matrices are defined, \( X_{lm}^t \) and \( X_{lm}^t \), the values of \( X_{lm}^t \) and \( X_{lm}^t \) for the \( t \) line in transmission corridor \( (l, m) \) respectively. When line \( t \) is not installed in the transmission corridor \( (l, m) \), the corresponding \( X_{lm}^t = 0 \) and the real and imaginary parts of \( X_{lm}^t = 0 \). While when line \( t \) is installed, the corresponding \( X_{lm}^t = X_{lt} = |V_l|^2 \) and the real and imaginary parts of \( X_{lm}^t \) are equal to that of \( X_{lm} \) and are bounded by:

\[ 0 \leq \Re\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max} \]
\[ -V_{l}^{\max}V_{m}^{\max} \leq \Im\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max}. \]

Thus, the TNEP optimization model can be formulated as a mixed integer semidefinite program (MISDP) that is a relaxation of the mixed-integer ACOPF problem:

\[ \text{min } f(\alpha, P_l^t) = \sum_{(l,m) \in E} \sum_{t=1}^{n_{\max}} c_{lm} \alpha_{lm}^t + c_p \sum_{t=1}^{n_{\max}} P_l^t \]  
\[ \text{s.t. } P_l^t - P_l^t l = \sum_{m \in N(l)} P_{lm}, \forall l \in N \]  
\[ Q_l^t - Q_l^t l = \sum_{m \in N(l)} Q_{lm}, \forall l \in N \]  
\[ P_{lm}^t \leq P_{lm}^\max, \forall (l,m) \in E, \]  
\[ Q_{lm}^t \leq Q_{lm}^\max, \forall (l,m) \in E, \]  
\[ P_{lm} = g_{lm}X_{lt} - g_{lm}X_{lt} - b_{lm}X_{lm} \]  
\[ Q_{lm} = -(b_{lm} + \frac{b_{lm}}{2})X_{lt} + b_{lm}X_{lt} - g_{lm}X_{lm} \]  
\[ n_{lm}^\min \leq \sum_{t=1}^{n_{\max}} \alpha_{lm}^t \leq n_{lm}^\max \]  
\[ \alpha_{lm}^t \leq \alpha_{lm}^{t-1} \]  
\[ (V_{l}^{\min})^2 \leq X_{l} \leq (V_{l}^{\max})^2, \forall l \in N, \]  
\[ 0 \leq \Re\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max} \alpha_{lm}^t \]  
\[ -V_{l}^{\max}V_{m}^{\max} \alpha_{lm}^t \leq \Im\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max} \alpha_{lm}^t \]  
\[ \Re\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max}(1 - \alpha_{lm}^t) \]  
\[ 0 \leq \Re\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max}(1 - \alpha_{lm}^t) \]  
\[ -V_{l}^{\max}V_{m}^{\max}(1 - \alpha_{lm}^t) \leq \Im\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max}(1 - \alpha_{lm}^t) \]  
\[ \Im\{X_{lm}^t\} \leq \Re\{X_{lm}^t\} \leq V_{l}^{\max}V_{m}^{\max}(1 - \alpha_{lm}^t) \]  
\[ (P_{lm}^t)^2 + (Q_{lm}^t)^2 \leq (S_{lm}^{\max})^2 \alpha_{lm}^t \]  
\[ \alpha_{lm}^t \in \{0, 1\}, \quad X = X^* \geq 0. \]  

The objective function (26a) minimizes the expansion cost with a penalty term on the power losses (30). Constraints (26b), (26c) set limits on the active power and reactive power on each bus. Constraints (26d) compute the total real/reactive power flow along a transmission corridor which is obtained by summing the power flow over the distinct lines.
Constraints (20j) and (20k) enforce a limit on the number of lines added and ensure a sequential installation of circuits in each transmission line respectively. Constraints (20j)-(20k) enforce that when line \( t \) is not installed in the transmission corridor \((l, m)\) then \( \alpha^t_{lm} = 0 \) and the corresponding \( X^t_{l(lm)} = 0 \). In addition, the real and imaginary parts of \( X^t_{l(lm)} \) are equal to that of \( X_{lm} \) and are bounded by the voltage constraints. Finally, constraints (20l) set a limit on the apparent power flow at every line. The presence of the binary variables in addition to the SDP constraint in the TNEP formulation, (TNEP), results in a set of valid inequalities is introduced to attain a stronger relaxation of the feasible region of the TNEP problem. In order to obtain the inequalities, results from [33] are used to generate fencing constraints. Additionally, conic constraints are added to improve the quality of the relaxation. The resulting convex program is a strengthened SDP program with improved lower bounds.

The first set of constraints that are added are conic constraints:

\[
(P^t_{lm})^2 + (Q^t_{lm})^2 \leq (S^\text{max}_{lm})^2 \alpha^t_{lm} \quad \forall t, \forall (l, m) \in E. \quad (21a)
\]

The second set of constraints are referred to as the fence constraints. Fencing constraints are a generalization of Kirchhoff Current Law, KCL and form part of a heuristic methodology for transmission expansion planning [33]. Three kinds of fences are generated and added to the SDP relaxation: around a single node, around one node and neighboring node, and around a node and its entire neighborhood. To generate a fencing constraint:

- Place an imaginary fence around a portion of the power system.
- Calculate power delivered into or out of the fenced area.
- Compare the transmission capacity with the net load or net generation within the fenced area to determine if the transmission is adequate.

The constraints are written as:

\[
\bar{n}_m = \min\left\{n^\text{max}, \left[ \sum_l P^d_l - \sum_l P^\text{max}_l \right] S^\text{max}_{lm} \right\} \quad (22a)
\]

\[
\sum_{m \in N(l)} \sum_{t \in \min} \alpha^t_{lm} \geq \left[ \sum_{l} P^d_l - \sum_{l} P^\text{max}_l \right] \quad (22b)
\]

where \([\cdot]\) is the ceiling operator and \( S^\text{max}_{lm} = \max_{(l, m)} \{ S^\text{max}_{lm} \} \).

### III. VALID INEQUALITIES

To solve the above formulation of the TNEP problem, (TNEP), a specialized branch-and-bound algorithm is developed where the binary condition is relaxed and at every node a SDP relaxation is solved. Since SDP relaxations are typically expensive to solve, having a strong bound at the root node is critical to the computational efficiency of the algorithm. Thus, a set of valid inequalities is introduced to attain a stronger relaxation of the feasible region of the TNEP problem. In order to obtain the inequalities, results from [33] are used to generate fencing constraints. Additionally, conic constraints are added to improve the quality of the relaxation. The resulting convex program is a strengthened SDP program with improved lower bounds.

The first set of constraints that are added are conic constraints:

\[
(P^t_{lm})^2 + (Q^t_{lm})^2 \leq (S^\text{max}_{lm})^2 \alpha^t_{lm} \quad \forall t, \forall (l, m) \in E. \quad (21a)
\]

The second set of constraints are referred to as the fence constraints. Fencing constraints are a generalization of Kirchhoff Current Law, KCL and form part of a heuristic methodology for transmission expansion planning [33]. Three kinds of fences are generated and added to the SDP relaxation: around a single node, around one node and neighboring node, and around a node and its entire neighborhood. To generate a fencing constraint:

- Place an imaginary fence around a portion of the power system.
- Calculate power delivered into or out of the fenced area.
- Compare the transmission capacity with the net load or net generation within the fenced area to determine if the transmission is adequate.

The constraints are written as:

\[
\bar{n}_m = \min\left\{n^\text{max}, \left[ \sum_l P^d_l - \sum_l P^\text{max}_l \right] \right\} \quad (22a)
\]

\[
\sum_{m \in N(l)} \sum_{t \in \min} \alpha^t_{lm} \geq \left[ \sum_{l} P^d_l - \sum_{l} P^\text{max}_l \right] \quad (22b)
\]

where \([\cdot]\) is the ceiling operator and \( S^\text{max}_{lm} = \max_{(l, m)} \{ S^\text{max}_{lm} \} \).

### IV. SPARSITY OF THE SDP RELAXATION

Exploiting sparsity has been one of the essential tools for solving large-scale optimization problems in general and optimal power flow problems in particular [34], [35]. Solving existing semidefinite relaxations of large optimal power flow problems requires exploiting power system sparsity. Using a matrix completion decomposition, existing semidefinite relaxations of optimal power flow problems are computationally tractable for problems with hundreds of buses. Since the optimal power flow problem is a building block of transmission expansion network planning, to solve the latter a framework for exploiting the sparsity characterized in terms of a chordal graph structure via positive semidefinite matrix completion is used [36].

The computation time of solving the SDP relaxation can be significantly improved using SparseColO that is used as a preprocessor, which reduces the dimension of matrix variables in an SDP relaxation before applying the SDP solver. When applied to the semidefinite relaxation, SparseColO enhances the structured sparsity of the problem, i.e., the correlative sparsity. As a result, the resulting SDP can be solved more effectively by applying the sparse SDP relaxation. In a branch-and-cut framework, exploiting sparsity is important as it reduces the computational time at each node of the tree resulting in a significant decrease in the total solving time.

### V. SDP BRANCH-AND-CUT

To develop an efficient technique, we adopt a branch-and-bound approach to solve the TNEP problem using a SDP relaxation, combined with valid inequalities. The success and the computational efficiency of the branch-and-cut procedure strongly depends on the quality of the relaxation...
bounds, the early generation of binary feasible solutions to get good bounds, and the branching rules used to obtain the subproblems \cite{37}. Applying the SDP relaxation in addition to the valid inequalities can help speed up the branch-and-bound process by improving the bounds at each node, thus reducing the number of nodes of the tree. The following sections, describe the branch-and-bound algorithm that is implemented to solve TNEP. The general algorithm, feasible solution, and branching rules are described in details.

A. Feasible Solution

During a branch-and-bound procedure, it is of particular importance to find a feasible solution to be able to fathom nodes in the tree reducing the search space. In the described branch-and-bound algorithm, rounding the optimal solution \( \alpha^t_{lm} \) to obtain \( \tilde{\alpha}^t_{lm} \) is utilized for a feasible solution. The obtained rounded solution is checked for feasibility and the rank of the SDP matrix is checked. The incumbent is updated in case the solution is feasible and the rank of the SDP matrix is 1. For the branching strategy, depth first is used, that is, the next node to be solved of the branch-and-bound tree is one of the child nodes of the current node solved. Depth-first node selection goes deep into the branch and bound tree at each iteration, so it reaches the leaf nodes quickly. This is one way of achieving an early feasible solution and hence an incumbent.

B. Inequality Generation Scheme

Branch-and-cut methods combine the classical branch-and-bound with cutting plane techniques; they define valid linear inequalities to improve the lower bound of the solution and speed up the search. The branch-and-cut approach can be sped up considerably by the employment of an inequality generation scheme, either just at the root node of the tree, or at every node of the tree. In the case of the TNEP problem, the inequalities are only generated at the root node, but since they are valid to all the children nodes, they are added to each node of the tree.

C. Branch-and-Cut Algorithm

As discussed in the previous sections, the branch-and-cut algorithm for TNEP problem consists of solving SDP relaxations at every node of the tree. Since the variables are binary, the set of possible configurations of the variables is finite and equal to \( 2^{n_{\text{max}}} \cdot |E| \) thus the branch-and-bound procedure stops after a finite number of nodes. Given (TNEP) and the binary index set \( J \subseteq \{1, \ldots, n_{\text{max}}\} \), a sketch of the branch-and-cut algorithm is given as follows: Valid inequalities are added at the root node and are reused at the nodes of the branch-and-bound tree as they are also valid for the children nodes.

VI. Computational Results

In this section, the performance of the proposed branch-and-cut approach is evaluated for the TNEP problem on different test cases. The method was programmed in MATLAB and the computational experiments were conducted on a Lenovo Thinkstation P300 with 32GB of RAM. The MOSEK \cite{38} solver was used to solve the SDP relaxations and SparseCoO \cite{59} was used for exploiting sparsity at each node of the branch-and-bound tree. Four networks are considered, two 6-bus \cite{10}, 24-bus \cite{10}, and 46-bus systems \cite{30}. The 6-bus Graver system has six buses and 75 potential lines for the addition of new circuits. From the basic topology, two scenarios are taken into account: expansion with existing lines (instance 6-bus), and expansion without existing lines (instance 6gf-bus). The third instance is the IEEE 24-bus and the fourth test system is the 46-bus south Brazilian network.

Table II presents the computational results for the proposed branch-and-cut approach for the SDP relaxation with and without valid inequalities as well as with and without exploiting sparsity. The root node lower bound as well as the optimal solution (scaled objective value \( 20a \)) are reported in the table. Additionally, the computational time (in seconds) and the number of nodes of the branch-and-bound tree are given. From Table II it can be observed that the strengthened SDP relaxation with valid inequalities has a stronger lower bound at the root node and this translates to lower number of nodes as well as computational time. At the end of the branch-and-bound algorithm, the optimal solution is obtained for the original non-convex quadratic problems as the SDP relaxation produces a rank-1 solution. Notice the significant improvement in the root bound for 6gf instance where the root bound improved from 55.02 to 145.98. Furthermore,
the computational time of solving TNEP using sparsity is significantly lower than the computational time of solving the problem without exploiting sparsity. The solution time of the SDP relaxation of the instances with 24 and 46 buses are reduced by a factor of around 10 when exploiting sparsity. Table II summarizes the number of transmission corridors (TC) and the total number of existing (EL), potential (PL), and optimal lines (OL) for all test systems. The expansion plans for the four test systems are given in Tables II and V together with their expansion costs. By comparing with the results in [30], it becomes evident that the mixed-integer conic solver [30] did give a globally optimal solution for the same TNEP instances although it could not rigorously prove the optimality of the designs.

Also as in [30], a comparison with the scaled objective values in Table I shows that the losses are a small fraction of the total objective (20%) and are therefore not expected to affect the optimal design; in fact, the loss term is included in the objective function so as to induce a rank-1 solution.

VII. CONCLUSION

This paper presented the implementation details of a mixed-integer SDP method that is specialized to solve the AC-TNEP problem. The method is demonstrated on standard TNEP problems with 6, 24, and 46 nodes. Valid inequalities and exploiting the problem structure through sparsity are proposed to speed up the branch-and-bound search; without these cuts, the solution of the largest network is not even possible. The planning results are feasible with respect to the AC power flow constraints, and they are globally optimal; this is in contrast to many of the results that are obtained from simplified linear models, and which are not even feasible from an AC network standpoint. Although previous AC-TNEP methods reported some test results that are identical to the ones herein, the importance of this work is that it is the first to rigorously ascertain global optimality. This has value in checking the quality of heuristic and local search approaches, in addition to solutions that are based on simplified modeling.

Future directions include extending the model to deal with potential changes in the demand as well as uncertainties in the renewable power generation in transmission expansion planning. Furthermore, the same approach can be applied to operational problems such as operations with transmission switching.
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