Fermionic Many-Body Localization for Random and Quasiperiodic Systems in the presence of Short- and Long-Range Interactions
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We study many-body localization (MBL) for interacting one-dimensional lattice fermions in random (Anderson) and quasiperiodic (Aubry-Andre) models, focusing on the role of interaction range. We obtain the MBL quantum phase diagrams by calculating the experimentally relevant inverse participation ratio (IPR) at half-filling using exact diagonalization methods and extrapolating to the infinite system size. For short-range interactions, our results produce in the phase diagram a qualitative symmetry between weak and strong interaction limits. For long-range interactions, no such symmetry exists as the strongly interacting system is always many-body localized, independent of the effective disorder strength, and the system is analogous to a pinned Wigner crystal. We obtain various scaling exponents for the IPR, suggesting conditions for different MBL regimes arising from interaction effects.

Introduction.— Many-body localization (MBL), an extensively recently studied phenomenon in quantum statistical mechanics [1–4], deals with the important subject of thermalization in isolated disordered interacting quantum systems, where all eigenstates (i.e. the whole many-body spectrum, not just the ground state) may become localized for strong enough disorder even in the presence of interactions, thus preventing the system from achieving equilibrium although interaction among the particles should allow energy transport, in principle.

MBL, which is a generalization of the well-known ground-state Anderson localization [5] to the whole many-body interacting spectrum, is a counterexample to the quantum eigenstate thermalization hypothesis [6, 7], and as such, violates the basic premise of quantum statistical mechanics. Little is known about MBL theoretically, as the standard analytical tools of theoretical physics do not quite apply in dealing with the dynamics of interacting disordered systems in the nonequilibrium thermodynamic limit. However, an early work using perturbation theory on a Bethe lattice hinted at the existence of the MBL transition from extended thermal to localized nonthermal situation [8], and a rigorous argument exists for the existence of a localized spectrum (but, not for the MBL transition) in interacting spin chains for sufficiently large disorder [9, 10]. Most theoretical works on MBL therefore resort to small-system numerics on one-dimensional lattices, which clearly shows the existence of MBL in both purely random Anderson-type (A) disorder model and quasiperiodic Aubry-Andre-type (AA) quasiperiodic model [11], at least for finite systems [12–17]. In the current work we use exact diagonalization methods to study fermionic MBL in A and AA models, both for short-range (SR) and long-range (LR) interactions. Our physically motivated fermionic long-range interaction is qualitatively different from, but nevertheless, can be mapped to an anisotropic spin model with the long-range ZZ coupling. In contrast, the long-range XX and YY components do not have a physical fermionic counterpart because they intrinsically involve long-range hoppings, which are always suppressed exponentially in physical systems. In principle, long-range hopping can cause delocalization as discussed in Refs. [18–24]. This qualitatively distinguishes our study from previous works on spin models [22–25]. We also note that fermionic MBL with long-range interactions has been discussed in the context of Luttinger liquids [26, 27] and self-consistent mean field theory [28]. These treatments apply to at most moderate interaction, comparable to the energy scale of the non-interacting counterpart, but not to very strong interacting regime where the Hilbert space is immensely partitioned. Our study indeed shows that MBL persists longer for long-range interactions with weak to moderate strength, consistent with other theoretical approaches. However, as shown in our phase diagrams (see the $U \leq 5$ regime of Fig. 4), this effect is mostly quantitative compared to the much more apparent interaction-range dependence observed in the strongly interacting regime. This is the key advancement in our work. Finally, MBL has been reported in experimental studies of ultracold atoms on lattices [29–32], where our work applies directly.

In the current work we aim at the ambitious challenge of calculating the MBL quantum phase diagram in the disorder-interaction space for interacting fermions on a (half-filled) 1D lattice, separately considering both short-range and long-range inter-particle interactions. The key new features of our work are: (1) the consideration of the whole range of interaction, from weak to strong, in obtaining the MBL phase diagram, and (2) the consideration of LR interaction (in addition to the SR interaction, used extensively in the existing MBL literature). We find that for strong LR interactions,
MBL exists generically in both A/AA models for any disorder, no matter how small the disorder is. For SR interactions, we find an approximate symmetry between MBL properties at very weak and very strong interactions, which arises from the nature of the Hubbard model employed in our work. For weak to modest interaction, SR/LR interactions produce similar results even though, quantitatively, the MBL phase slightly extends for LR interaction. These two cases studied here can help us understand the localization property of a generic interaction case.

Model.— The physical systems in our paper are modeled by the following Hamiltonian of spinless electrons:

\[ H = \sum_i \left[ \left( c_i^\dagger c_{i+1} + \text{h.c.} \right) + V_i n_i \right] + \frac{1}{2} \sum_{i,j} U_{i,j} n_i n_j. \]  

Here the AA potential is \( V = V \cos(2\pi i/\beta + \phi) \) with \( \beta = (\sqrt{5} + 1)/2 \) and a random phase \( \phi \), while for the random A potential, each \( V_i \) is picked from a uniform distribution \([-V, V]\). The hopping is limited to nearest sites, reflecting the realistic situation in 1D fermionic systems including both solid state lattices and cold-atom arrays. The effect of electron-electron interaction is studied in two representative cases: the SR nearest-neighbor interaction \( U_{i,j} = U \delta_{i\pm 1,j} \), and the LR interaction

\[ U_{i,j} = U \left( \frac{L}{\pi} \sin \frac{\pi|i-j|}{L} \right)^{-\kappa}. \]  

For now we only consider \( \kappa = 1 \). Together, we present four 2D phase diagrams in the interaction-disorder plane: AA model (SR), AA model (LR), A model (SR) and A model (LR). Our goal is the localization/extension property in the thermodynamic limit. We expect that a qualitative picture can be systematically obtained from finite-size calculations. In particular, for each type of disorder and interaction, we exactly diagonalize finite-size Hamiltonians of different numbers of sites \( L \) and electrons \( N_e \) (with the filling fraction \( \nu = N_e/L \) fixed at \( 1/2 \)). The results are then extrapolated to the limit \( L \to \infty \), providing predictions about the half-filled system in the thermodynamic limit \([18, 33, 34]\). We impose the periodic boundary condition \( c_{L+1} = c_1 \) to eliminate the boundary effects in finite-size calculations.

After diagonalizing the finite-size Hamiltonian (1), the localization property of each eigenstate \( \psi_\lambda \) (\( \lambda \) is the label of many-body eigenstates) can be quantified by the scaled (inverse participation ratio) IPR \( \mathcal{I} \), defined as

\[ \mathcal{I}(\lambda) = \frac{1}{1 - \nu} \left( N_e^{-1} \sum_{i=1}^L |u_i(\lambda)|^2 - \nu \right), \]

where \( u_i(\lambda) = \langle \psi_\lambda | n_i | \psi_\lambda \rangle \) is the projected particle number of each state \( \psi_\lambda \) on site \( i \). In the maximally extended state, \( u_i = N_e/L \), resulting in \( \mathcal{I} = 0 \); while in the opposite limit, \( u_i = 1 \) (0) for an occupied (vacant) site, corresponding to \( \mathcal{I} = 1 \). Therefore, a generic eigenstate has \( 0 \leq \mathcal{I} \leq 1 \). To benchmark the degree of localization of the whole spectrum, we use the infinite-temperature (arithmetic mean) scaled IPR, \( \langle \mathcal{I} \rangle \equiv \sum_\lambda \mathcal{I}(\lambda)/d \), with \( d \) being the dimension of the Hilbert space. For brevity, we will refer to \( \langle \mathcal{I} \rangle \) simply as the mean IPR.

Quantum phase diagram.— By exact diagonalization, we compute the mean IPR as a function of \( U \) and \( V \) for five different system sizes, \( L = 8, \ldots, 16 \) at half filling, and extrapolate these results into the limit \( N_e \to \infty \) to obtain the phase diagram. The AA model results are averaged over six random phases, while the A model results are averaged over six random disorder realizations. This number of realizations is sufficient for our purpose, as confirmed by our numerical investigation. The calculated MBL phase diagrams are presented in Fig. 1.

It is well established that the noninteracting AA model has a critical point at \( V = 2 \), with the whole spectrum localized (extended) for \( V > 2 \). By contrast, the A model is always localized for any \( V > 0 \) (we refer to [33] or Figs. 2(c) and (d) for better visibility). Figure 1 shows that, for both models of interactions, this noninteracting localization persists in the regime \( U \ll 1 \), consistent with the statement that MBL exists for perturbatively weak interactions \([8, 28, 36]\). This might also apply to some cases of systems with mobility edge \([34]\). However, when \( U \sim O(1) \), there exists a transition from the MBL to the thermal phase (as a function of \( U \)) that depends highly on the underlying non-interacting model but quantitatively little on the interaction type.
Specifically, in the extrapolated thermodynamic limit, the thermal phase extends to $V \sim 4$ for the AA model and $V \sim 6$ for the A model, above which the corresponding interacting phase is always MBL. This transition might be understood from the reordering of Fock state energy levels (disorder plus interaction potential), resulting in level crossings as $U$ increases. Around such crossings, the Fock basis states can be strongly hybridized by the kinetic energy term. Even though these crossing points do not necessarily happen at the same $U$, their resonant regions, where the Fock basis hybridization is substantial, might be overlapping for sufficiently large electron hopping, leading to the delocalization of the whole spectrum. Importantly, the above argument becomes invalid if $V/U \gg 1$ (the weak hopping limit) and the resonant regimes are diluted, rendering MBL generic in the very weak hopping limit. A mathematically rigorous proof can be found in Refs. [9, 10, 37] for sufficiently large disorder, but it appears that this limit is reached already for $V \sim 4$ to $6$ in Fig. 1. We cannot rule out the possibility that the critical MBL disorder depends somewhat on the system size [15].

Up to the intermediate region $U \sim O(1)$, we find no qualitative differences between LR and SR results. However, this is no longer true for $U \gg 1$. Particularly, the strongly interacting phase with LR interaction is localized for all value of $V$ for both models of disorder [see Figs. 1(b) and (d)]. This suggests that for LR interactions, the nature of the strongly interacting regime is disconnected from the noninteracting regime. In fact, the localization of all eigenstates when $U \rightarrow \infty$ is entirely driven by interactions, which is reminiscent of the mechanism of a Wigner crystal where the role of disorder is to only break the translational symmetry to pin down the Wigner crystal. The picture is completely different for SR interactions, as there apparently exist both localized and extended phases in the large-$U$ limit [see Figs. 1(a) and (c)]. Obviously, disorder must play an important role in the phase transition for SR interactions. We emphasize that in Fig. 1 both A and AA models behave qualitatively similarly vis-a-vis SR and LR interaction dependence.

To understand the nature of various regions in the phase diagram, we perform a scaling analysis using the ansatz $(\mathcal{D})/(1-\langle \mathcal{D} \rangle) \propto N_e^\alpha$ (or equivalently $L^\alpha$ as $L/N_e = 2$) [33] and find that the phase diagrams can be partitioned, depending on the value of $\alpha$, into four zones: (i) marginal localized ($\alpha \sim 0$), (ii) reciprocal extended ($\alpha \sim -1$), (iii) relevant localized ($\alpha > 0$), and (iv) super-reciprocal-extended ($\alpha < -1$). The results are presented in Fig. 2. One can think of the system size scaling process as gluing identical lattice segments, thus the scaling behavior depends on how the bulk “communicates” with the boundary. The disorder-driven localized phase obviously does not know about the boundary, leading to the marginal scaling ($\alpha = 0$).

![FIG. 2. The effective scaling exponent $\alpha$ is divided into four color-coded regimes: (i) the marginal localized phase $\alpha \approx 0$ (yellow), (ii) the reciprocal extended phase $\alpha \approx -1$ (light blue), (iii) the relevant localized phase $\alpha > 0$ (red), and (iv) the super-reciprocal extended phase $\alpha < -1$ (dark blue).](image)

This is the standard MBL phase mostly discussed in the existing literature. On the other hand, for the extended or thermal phase, all electronic states can spread through the boundary to the extension lattice, suppressing the density fluctuations. Specifically, the density profile of a noninteracting many-body eigenstate is simply the sum of each constituent single-particle eigenstate, $n_{MB}(i) = \sum_j n_{\beta}(i)$, where MB stands for “many-body”, $i$ labels the lattice sites, and $\beta$ is the single-particle eigenstate index with $j = 1, \ldots, N_e$. Since all single-particle states are extended, we assume the form $n_{\beta}(i) = [1 + \phi_{\beta}(i)]/L$, where $\phi_{\beta}(i)$ is the oscillating part integrated to zero, analogous to the familiar Friedel oscillations. Because of the oscillating nature, $\sum_{i,j,k} \phi_{\beta}(i)\phi_{\beta}(j)$ must be subleading compared to $L^3$, thus

$$\sum_{i=1}^L n_{MB}(i)^2 = \nu N_e + O(1).$$

If we then replace $\sum_{i}^L |u_{i}^{(\alpha)}|^2$ in Eq. (3) by $\sum_{i} n_{MB}(i)^2$, we find that $\langle \mathcal{D} \rangle \sim N_e^{-\nu}$, consistent with the observed reciprocal scaling $\alpha = -1$ if the extended phase is adiabatically connected to the single-particle picture. However, the strongly interacting extended phase is more complicated. Numerical simulations show that this phase has a stronger decreasing scaling behavior. Compared to its noninteracting counterpart, an interacting many-body eigenstate cannot be expressed...
as a product of single-particle wavefunctions. In fact, from the level statistics information, we know that the interacting extended phase follows the Gaussian orthogonal ensemble (GOE) [33], i.e., no information of the original noninteracting product states can be retrieved from the interacting correlated states. As a result, the density fluctuations of the correlated extended eigenstates have higher order corrections (beside the homogeneous density distribution), leading to the super-reciprocal scaling exponent $\alpha < -1$. We do not rule out the possibility that $\langle \mathcal{I} \rangle$ might decay even faster than a power-law function of $L$.

**Strong-$U$ generic localization for LR interactions.**—We now turn to the localized phase with relevant scaling. We emphasize that this phase only appears in the LR interaction case for very large $U$, unambiguously establishing it as a strongly correlated phenomenon. In fact, the change from the extended to the interaction-induced MBL at $U \sim 10$ looks like a sharp phase transition. The absence of this phase in the SR interaction case is also an interesting point and will be discussed later. In the limit $U \to \infty$, only Fock basis states having the same interaction energies can hybridize; for the LR interaction, such states can only be related by a global translation operator, i.e. states are related by shifting all occupied sites by the same amount. This immediately rules out a direct coupling through a single electron hopping, as this process only moves one occupied site at a time. In fact, we find that the lowest-order intraband coupling must scale as $(1/U)^{N_e}$, while the band splitting only scales polynomially $\sim N_e^\gamma$. This suppresses the intra-band resonance as the system size grows [33], resulting in the apparent relevant scaling behavior. This scaling clearly establishes that the localization is driven by the interaction. Similar to Wigner crystal, the LR characteristic of the interaction is decisive here [38]. On the other hand, for SR interactions, the scaling is marginal at large interactions, similar to the noninteracting case, suggesting a qualitatively different physics.

**Symmetry between strong-$U$ and weak-$U$ limits for SR interactions.**—Compared with LR interactions, the constraints imposed by the SR interaction do not completely exclude direct coupling terms between Fock basis states. We can identify an occupied/vacant site with an up/down spin, effectively mapping the electron model to the Heisenberg spin chain where, in the strong-$U$ limit, dynamical processes must conserve the number of domain walls between one occupied and one vacant site. We consider two types of domain walls: a single domain wall (SW) with no other domain walls in its immediate vicinity, and double domain walls (DW) formed by two domain walls next to each other. Upon applying a single electron hopping to an SW, two additional domain walls are created, thus violating the conservation of domain wall number. Therefore, an SW is immobile when $U \to \infty$. On the other hand, the same operator moves the DW by one lattice constant without changing the total number of domain walls [see Figs. 3(a) and (b)] [39, 40]. This is the intra-band direct coupling that distinguishes between LR and SR cases when $U \to \infty$. A DW can thus propagate ballistically throughout the system like a free particle and is also subject to the disordered on-site potential. This simple picture suggests the symmetry between the $U \to 0$ and $U \to \infty$ limits for SR interactions [41].

The domain wall argument for SR interaction and the Fock state splitting for LR interaction that we presented above in the strongly interacting regime are actually forms of Hilbert space fragmentation [39, 40, 42, 43]. The striking differences between the LR and SR cases arise because the coupling within each fragment is suppressed by $U$ in the LR case while it is the original electron hopping in the SR case. In cold atom experiments, the hopping most likely occurs between nearest neighbors, while the interaction can assume a generic power-law function, e.g. $r^{-3}$ for dipole-dipole interaction. Therefore, it is natural to ask whether our results in the strong interaction limit can be generalized to other forms of interactions. To this end, we now consider a more general form of interaction with $1 < \kappa < \infty$ in Eq. (2). The results presented in Fig. 4 indicate that the phase boundaries with different $\kappa$ for $L = 14$ coincide with the SR case ($\kappa \to \infty$) until a critical value $U_c^{(\kappa)}$ then
eventually reduce to zero, similar to the LR case ($\kappa = 1$). The SR behavior should dominate when $U_{i,i+1} > U_c > U_{i,i+N_c}$ while the LR behavior starts to manifest when $U_{i,i+N_c} > U_c$ being some threshold value. As a result, the critical value in $U_c(\kappa) \sim \kappa$, which can be seen approximately in Fig. 4. Therefore, the two cases we study in depth in this work ($\kappa = 1$ and $\kappa = \infty$) can be thought of as two limiting cases between which lie other cases of generic interactions.

**Conclusion.**— We have presented the MBL quantum phase diagrams for SR and LR interactions in the random A and quasiperiodic AA models over a wide range of disorder and interaction strengths for interacting fermions in 1D tight-binding lattices. We establish that the interaction range plays a nontrivial role in MBL physics. Our findings include the generic MBL in both A and AA models when the disorder strength is $V > 4-6$ in lattice hopping units (and there is a generic symmetry between weak and strong interactions in the phase diagram for SR interactions), but MBL is generic for all disorder strengths in the strong LR interaction limit for both A and AA models. The phase diagram of a generic polynomially system should lie between these two limits. Experiments using cold atoms on optical lattices can verify our prediction of the generic interaction-driven MBL in LR interacting 1D systems.
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In this Supplemental Material, we present additional details on the thermodynamic extrapolation of mean IPR results, the level statistics results, and the domain wall theoretical description in the strong interaction limit.

I. THERMODYNAMIC EXTRAPOLATION AND SCALING CHARACTERISTICS

A. The extrapolation algorithm

In this section, we provide the algorithm for the extrapolation used in the main text. We first perform the exact diagonalization on half-filled finite systems with $L = 8, 10, \ldots, 16$. The Hamiltonian matrices are constructed in the Fock space, i.e. each basis is an occupancy configuration. The number of basis (the dimension of the Hilbert space) is thus $d = N! / ([N/2]!)^2$. The matrix is then diagonalized numerically, giving the full spectrum. We note that all the Hilbert space is included in the exact diagonalization. After obtaining the spectrum average IPR $\langle I \rangle$ at each finite size, we perform a linear fit in the logarithmic scale based on the ansatz

$$\log \left( \frac{\langle I \rangle}{1 - \langle I \rangle} \right) = \alpha \log N_e + \beta.$$  \hspace{1cm} (S1)

In Fig. S1(a), we present the scaling of a representative point for each scaling zones defined in the main text, all of which agree with the power law ansatz. The extracted exponents are shown in Figs. S1(c-e) as a compliment to Fig. (2) of the main text. However, the logarithmic scale does not allow extrapolation to the thermodynamic limit $N_e \rightarrow \infty$, so we apply the second data fitting defined piecewise with respect to the exponent $\alpha$

$$\alpha > 1 \hspace{1cm} 1 - \frac{\langle I \rangle}{1 - \langle I \rangle} = \beta^{-1} \left( \frac{1}{N_e} \right)^\alpha + \frac{A_1}{N_e} + A_0$$

$$1 \geq \alpha > 0 \hspace{1cm} 1 - \frac{\langle I \rangle}{1 - \langle I \rangle} = \frac{A_1}{N_e} + A_0$$

$$0 \geq \alpha > -1 \hspace{1cm} 1 - \frac{\langle I \rangle}{1 - \langle I \rangle} = \beta \left( \frac{1}{N_e} \right)^{-\alpha} + \frac{A_1}{N_e} + A_0,$$  \hspace{1cm} (S2)

This algorithm, by definition, makes all the transitions smooth. As a result, we cannot determine whether the phase transition involves a divergent derivative or a continuous crossover. However, away from the boundary, we expect the extrapolated algorithm to provide reasonable predictions. The exponent $\alpha$ is thus an effective exponent, which may indicate a crossover behavior.

B. Additional details on the scaling analysis

We now elaborate on the relevant scaling behavior of the strong LR interaction MBL phase. As mentioned in the main text, hybridization can only occur within bands comprised of translation-related configurations. The single-particle hopping can only shift one electron at a time, thus the possible intra-band configurations. For demonstration, we exemplify
one perturbative channel. The true hopping amplitude should be multiplied by an extra factor $\sim O(N_e)$ counting the number of similar-order channels. Beginning at an initial Fock basis state $|\psi_{\text{int}}\rangle = \{x_1, \ldots, x_{N_e}\}$, we apply one electron hopping at a time so that the intermediate states are $|\psi_n\rangle = \{x_1 + 1, \ldots, x_n + 1, x_{n+1}, \ldots, x_{N_e}\}$ ($n = 1, \ldots, N_e - 1$) until a global translation is obtained and the final state is $|\psi_{\text{fin}}\rangle = \{x_1, \ldots, x_{N_e}\} + 1$. We express this process through the unperturbed Hamiltonian (disorder potential and interaction energy) and the perturbation (electron hopping) as follows

$$
H_0 = \begin{pmatrix}
K_{\text{int}} & 0 & 0 \\
0 & \eta_1 U + K_1 & 0 \\
0 & 0 & \ddots \\
0 & 0 & 0 & \eta_{N_e-1} U + K_{N_e-1} & 0 \\
0 & 0 & 0 & 0 & K_{\text{fin}}
\end{pmatrix},
$$

$$
H_1 = \begin{pmatrix}
0 & t & 0 & \cdots & 0 \\
0 & t & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
t & 0 & t & \cdots & 0 \\
t & t & 0 & \cdots & t
\end{pmatrix}.
$$

(S3)

Here, the potential energy is $K_n = \langle \psi_n | V | \psi_n \rangle$ and the many-body interaction energy is expressed through $\eta_n = (U_n - U_{\text{int}})/U \sim O(1)$. We note that $U_{\text{fin}} = U_{\text{int}}$ by the translational symmetry. We assume the limit $U \gg K \gg t$. The effective coupling between $|\psi_{\text{int}}\rangle$ and $|\psi_{\text{fin}}\rangle$ can be obtained through the series with two projections $P = |\psi_{\text{int}}\rangle \langle \psi_{\text{int}}| + |\psi_{\text{fin}}\rangle \langle \psi_{\text{fin}}|$ and $Q = |\psi_n\rangle \langle \psi_n|$

$$
H_{\text{eff}} = PH_0 P + PH_1 P + P H_1 Q \sum_k \left[ \frac{Q H_1 Q - E + E_0}{E_0 - Q H_0 Q} \right]^k Q H_1 P.
$$

Due to the vanishing first order perturbation $E = E_0 \sim O(t') \ll t$ with $\epsilon > 1$. We also have $E_0 - Q H_0 Q \approx U 1$ (assuming $\eta_n = 1$ for simplicity). The lowest-order non-zero coupling, corresponding to $k = N_e - 2$, is then

$$
t_{\text{eff}} \approx t (t/U)^{N_e-1}.
$$

(S4)

There are other ways to construct the intermediate states but the order of perturbation (or the number of intermediate states) is the most important element.

On the other hand, the typical band splitting $\Delta K = K_{\text{fin}} - K_{\text{int}} \sim V N_e^{1/2}$ by the central limit theorem (we also verified this statement numerically). Suppose at $t = 0$, we have the pure state $|\psi_{t=0}\rangle = |\psi_{\text{int}}\rangle$, the corresponding IPR is obviously unity as the sites can have electron occupancy of either zero or unity. Upon turning on the hopping, we have a weakly mixed state $|\psi_{t=1}\rangle = \sqrt{1-\delta^2} |\psi_{\text{int}}\rangle + \delta |\psi_{\text{fin}}\rangle$ (other long-range couplings are subleading) with $\delta = t_{\text{eff}}/|\Delta K|$ obtained through the first-order perturbation theory. As a result, the occupied sites now have the electron occupancy $\approx 1 - \delta^2$ while some initially unoccupied sites may have the electron occupancy $\propto \delta^2$. Then $1 - \langle I \rangle \propto \delta^2 \sim U^{-2N_e}$. Here, we ignore the polynomial scaling of $|\Delta K|$ as it is much slower than the exponential decay of $t_{\text{eff}}$.

We note that the expression we derive is clearly not a power law as used in the scaling analysis and the extracted $\alpha$ is only meaningful for a small variation range of the scaling parameter; nevertheless, $\alpha$ must be positive, already distinguishing this phase with the disorder-driven localized phase. The exponent $\alpha$ should be considered as an effective exponent characterizing the various interaction regimes of MBL physics.

C. The many-body IPR in the $U \to 0$ limit

It is well known that in the noninteracting ($U \to 0$) limit Anderson localization in a 1D system takes place for an infinitesimal amount of disorder. However, one may be confused by Fig. 1(c) and 1(d) of the main text, for an infinitesimal amount of disorder. However, one may be confused by Fig. 1(c) and 1(d) of the main text, where the many-body IPR $\langle I \rangle$ with $U = 0.01$ seems to rise slowly from zero as $V$ is increased. This is in contrast to the AA model results shown in Fig. 1(a) and 1(b), where the many-body IPR $\langle I \rangle$ with $U = 0.01$ rises much more rapidly from zero at the single-particle localization transition point $V = 2$.

As we now argue, the observed differences between the two models are not just finite size effects, but are intrinsic to the two models, as shown in Fig. S2. Before we discuss the details of this figure, we first note that in the noninteracting limit ($U = 0$) the average many-body IPR [as we defined in Eq. (3) in the main text] is equal to the average single-particle IPR in the thermodynamic limit $L \to \infty$.

To prove this statement, we note that in the non-interacting case, the eigenstates of the system can be described by a unitary matrix

$$
|j\rangle = \langle \psi_j |,
$$

(S5)

FIG. S2. The mean single-particle IPR $\langle I_s \rangle$ in the Anderson and AA model in a system with $L = 10^3$ sites.
where \(|j\rangle\) denotes the \(j\)th lattice site and \(|\psi_i\rangle\) denotes the \(i\)th single-particle eigenstate. Consequently, the mean single-particle IPR \(\langle I_s \rangle\) is defined as

\[
\langle I_s \rangle = \frac{1}{L} \sum_{i,j} |w_{ij}|^4.
\] (S6)

Meanwhile, for a system with \(L\) sites containing \(N < L\) particles, the average many-body IPR is defined as

\[
\langle \Omega(L,N) \rangle = \frac{X - 1}{1 - \nu},
\] (S7)

where we introduced for convenience

\[
X = \frac{1}{N(L_N)} \sum_{i,\lambda} \langle \psi_\lambda | n_i | \psi_\lambda \rangle^2.
\] (S8)

In the above derivation \(\sum_{|\Omega|=N}\) denotes summation over all \(N\)-element subset \(\Omega\) of \(\{1,2,\ldots,L\}\). In addition, the third equality is obtained by counting how many \(\Omega\) contains a given pair of \((j,k)\). The last equality uses the unitarity of \(\psi_{ij}\). Consequently, we find that

\[
\langle \Omega(L,N) \rangle = \frac{1}{1 - \nu} (X - 1)
\]

\[
= \frac{L}{L - N} \frac{L - N}{L - 1} L \langle I_s \rangle + L \left( \frac{N - 1}{L - 1} - \frac{N}{L} \right)
\]

\[
= \frac{L - 1}{L - 1} \langle I_s \rangle + \frac{N - 1}{L - 1} \langle I_s \rangle.
\] (S11)

Therefore, we have

\[
\lim_{L \to \infty} \langle \Omega(L,N) \rangle = \langle I_s \rangle.
\] (S12)

The above result shows that when \(U = 0\) the average many-body IPR is equal to the average single-particle IPR in the thermodynamic limit.

With this relation established, we can now use the average single-particle IPR to understand the average many-body IPR in the \(U \to 0\) limit in Fig. 1 in the main text. Such a result is shown in Fig. S2. We can find that the average IPR in the Anderson model increases very slowly from zero as \(V\) is turned on. In contrast, the average IPR in the AA model increases very sharply from zero at the single-particle localization transition point \(V = 2\). Such a difference can help us understand why the average many-body IPR in the Anderson model does not increase very rapidly from zero when \(U = 0.01\).

### II. LEVEL STATISTICS

Complementary to the IPR results presented in the main text, the level statistics also indicates the localized or extended degrees of the system. Ideally, the system with all extended eigenstates should have a level spacing distribution close to the Gaussian Orthogonal Ensemble (GOE) distribution, featuring a strong level repulsion. By contrast, a localized system with uncorrelated eigenvalues should follow the Poisson distribution. The statistics can be studied using the normalized level spacing \(s\) or level uniformity \(r\), defined as

\[
s_n = \frac{E_n - E_{n-1}}{(s)}\quad r_n = \frac{\min(s_n, s_{n-1})}{\max(s_n, s_{n-1})},
\] (S13)

where \((s)\) is the average level spacing over all eigenstates. The GOE distributions as defined through \(s\) and \(r\) are...
FIG. S3. Level uniformity $⟨r⟩$ in an $L = 16$ system, corresponding to Fig. 1 in the main text. (a)-(d) show the results for AA model (SR), AA model (LR), A model (SR), and A model (LR), respectively.

approximately given by

$$f_G(s) = \frac{\pi}{2}se^{-\frac{s^2}{4}}, \quad f_G(r) = \frac{27}{4}r + \frac{r^2}{(1 + r + r^2)^{5/2}}. \quad (S14)$$

A more accurate expression can be found in Ref. [1].

The corresponding expressions for the Poisson distributions are

$$f_P(s) = e^{-s}, \quad f_P(r) = \frac{1}{(1 + r)^2}. \quad (S15)$$

We provide in Figs. S3 the level uniformity statistics for different models in a system with $L = 16$ sites. Specifically, $⟨r⟩ ≈ 0.53$ for GOE distribution and $⟨r⟩ ≈ 0.38$ for Poisson distribution. Therefore, $⟨r⟩$ is high (low) for extended (localized) system. It is easy to see the agreement between the region with GOE distribution and the super-reciprocal extended region with scaling exponent $\alpha < -1$.

III. DOMAIN WALL DESCRIPTION IN THE STRONGLY INTERACTING LIMIT

In this section, we elaborate on the domain wall picture used in the main text to explain the symmetry between $U \to 0$ and $U \to \infty$ limits in the SR interaction case. From Fig. 3 in the main text, it is clear that for a single domain wall (SW) a single electron hopping process (equivalently spin flip in the Heisenberg spin chain) necessarily creates two more walls, and thus is forbidden. In contrast, the same operator applied to a double wall (DW) only moves its position without changing the number of domain walls. In addition, each time a DW moves by one lattice site, a potential energy difference of $V_{i+1} - V_i$ is involved, similar to the hopping of a single electron across the disordered lattice. Therefore, the ballistic propagation of DWs leads to the $V$-dependence observed in $⟨I⟩$ at strong interaction and the symmetry with the zero-$U$ limit.

However, certain effects are unique in the strong SR interaction limit: (a) the contribution of immobile SWs to the density profile, overshadowing the signature of itinerant DWs, (b) a DW can scatter with an SW [see Fig. S4(a)], and (c) each band has a different number of domain walls. We anticipate that these factors make the finite-size effects so severe that the $⟨I⟩$s for the SR interaction at weak and strong $U$ in our phase diagrams are visibly different. As we now argue, these factors are only meaningful for small lattices and will vanish in sufficiently large systems, recovering the exact symmetry we hypothesize. Every time a propagating DW scatters with an SW, the latter is shifted by two lattice sites. As a result, if a band contains both itinerant SWs and DWs, such scattering events eventually delocalize all domain walls. Therefore, effect (a) is actually alleviated by (b), except for configurations containing only SWs, such configurations are statistically unlikely in the thermodynamic limit from the following argument. We consider a band having $n_D$ domain walls and relax the condition of fixed filling so that these domain walls can be placed on any sites. If there are no DWs, each SW must occupy at least 3 sites (no neighboring domain
walls to the left and right), leading to the number of configurations in the leading order $N_1 = LC_{nD-1}^{L/3}$ where $C_n^m$ is the binomial coefficient. Compared to the total number of configurations $N_2 = C_{nD}^L$, the ratio $N_1/N_2 < (1 + nD/L)^{nD}/nD \to 0$ in the limit $n, L \to \infty$. We expect this conclusion to hold even when the fixed filling constraint is imposed.

As shown in Fig. S4(b-e), there exist a quantitatively visible difference between the strong- and weak-$U$ limits that is less severe as the system size grows (comparing solid lines representing $L = 10$ and 16). From the first derivative of IPR (i.e., $\partial_V \langle I \rangle$), the strongly interacting system does inherit some features of the noninteracting model, particularly the prominent peak in $\partial_V \langle I \rangle$ for the AA model at $V = 2$. The agreement also improves with the increasing system size. To show that the finite size effect mostly stems from the immobile SWs manifesting , we remove them from the density profile (but still keep them in the Hamiltonian diagonalization). Specifically, each eigenstate is the superposition of basis states having the same number of DWs and SWs, since the hopping term cannot change their numbers but only move their positions. We thus keep the mixing coefficients, but only count for the DWs in each basis state to obtain the density profile of the superimposed eigenstate. This treatment excludes eigenstates comprised entirely from SWs. The results in Fig. S4(b-e) as dashed lines show a significant improvement. Specifically, the treated mean IPR now has a weaker finite-size effect and its value is closer to that of the noninteracting counterpart in both $\langle I \rangle$ and its first derivative with respect to $V$.
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