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Summary

This paper proposes a new methodology to design optimal antennas for MIMO (Multi-Input Multi-Output) communication systems by using spherical mode expansion. Given spatial channel properties of a MIMO channel, such as the angular profile at both sides, the optimal MIMO antennas should provide the largest channel capacity with a constraint of the limited implementation space (volume). In designing a conventional MIMO antenna, first the antenna structure (current distribution) is determined, second antenna directivity is calculated based on the current distribution, and thirdly MIMO channel capacity is calculated by using given angular profiles and obtained antenna directivity. This process is repeated by adjusting the antenna structure until the performance satisfies a predefined threshold. To the contrary, this paper solves the optimization problem analytically and finally gives near optimal antenna structure (current distribution) without any greedy search. In the proposed process, first the optimal directivity of MIMO antennas is derived by applying spherical mode expansion to the angular profiles, and second a far-near field conversion is applied on the derived optimal directivity to achieve near optimal current distributions on a limited surface. The effectiveness of the proposed design methodology is validated via numerical calculation of MIMO channel capacity as in the conventional design method while giving near optimal current distribution with constraint of an antenna structure derived from proposed methodology.
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1 Introduction

In the latest and future wireless communication systems, Multiple-Input Multiple-Output (MIMO) technology is important with respect to improving the system performance. In MIMO systems, both the receiver and transmitter are constructed with multiple antenna elements to increase the capacity in proportion to the number of antenna elements and to achieve better bit error rate performance by utilizing diversity and multiplexing gains [1][2].

Designing the array antenna is difficult in terms of the size, polarization, mutual coupling, and spatial correlation between antenna elements [3]. In order to reduce the antenna size, the antenna elements should be located in the smallest space possible. This, however, degrades the capacity because the mutual coupling and spatial correlation become high when the distance between antenna elements is small [4]. To decrease mutual coupling and spatial correlation, several solutions have been proposed. For example, by using a capacitor or conductor connected between antenna elements, the effect of mutual coupling can be canceled [5]. Another example is using orthogonal polarization, such as horizontal and vertical polarization. By using them, space diversity can be achieved with uncorrelated channels [6]. Conventionally, these problems are considered independently and the optimal antenna to achieve the best performance has not been found yet. Furthermore, the optimal radiation patterns have been derived by using an angular profile to improve diversity gain in the transmitter or receiver side [7][8]. However, for the MIMO system, the propagation
environments at the transmitter and receiver are not always independent. Thus the directivity optimization of both transmitter and receiver sides are needed for the MIMO system. To maximize the performance of MIMO systems, we should consider the problems comprehensively for designing the optimal antenna in both the transmitter and receiver sides. To address this issue, we have proposed a new approach for antenna’s design by using spherical mode expansion (SME) \cite{9}\cite{10}. SME has been used in many studies to analyze characteristics of antennas, circuits, propagation channels and so on \cite{11}-\cite{16}. However, in these previous works, SME is used to just describe directivity of special type of antennas to evaluate the performance of MIMO systems. On the other hand, we consider both the outer space expanded by SME (a propagation environment and antenna directivities) and the inner space (current distributions of antennas) by a far-near field conversion using SME in order to maximize the performance of MIMO systems.

The concept of our proposed antenna design scheme is shown in Fig. 1. First, the optimal directivity of each antenna element is derived from a power angular profile of departure and arrival waves. In SME, an electrical and magnetic field is expanded by spherical wave functions and spherical mode coefficients (SMCs). SMCs, which specify the antenna directivity, can be optimized from angular profiles of propagation environments drawn in Fig. 2 if the antenna volume is given. Thus, designing antenna directivities is equivalent to calculating optimal SMCs to maximize the channel capacity. Next, the current distribution to achieve the optimal directivity is calculated. SMCs also determine the current distribution on the surface of the antenna volume, therefore the current distribution for the optimal directivity can be calculated by projecting it on the conductor surface to be implemented. By using the above scheme, we can maximize channel capacity by matching antenna directivity to the propagation environment. In this paper, we will describe the detailed theory to derive optimal directivities and current distributions for MIMO antenna systems. We will confirm the validity of the proposed method by comparing the channel capacity of the optimal directivity and the directivity recalculated from the current distributions to that of a conventional half-wave length dipole antenna array.

This paper is organized as follows. In Sec. 2 spherical wave functions and SME of the antenna directivity are described. Section 3 describes the method of optimizing antenna directivities for the MIMO system. In Sec. 4 the derivation method of near optimal current distribution with constraint of an antenna structure is described. In Sec. 5 the validity of the proposed method is confirmed by comparing the performance of the optimal directivity and the recalculated directivity. In Sec. 6 the conclusions are summarized.
2 Spherical mode expansion

How to express the antenna directivity by using SME is introduced in this section. Additionally, truncation of the modes is described to define the number of effective SMCs in a limited antenna volume.

2.1 Spherical wave function

Spherical wave functions are canonical solutions of the Helmholtz equation in spherical coordinates. Since these functions have the orthogonality between different modes, linear analyses can be applied to any functions in the spherical coordinates as shown in Fig. 3. There are two groups of solutions, which are expressed as follows,

\[
\begin{align*}
\vec{f}^{s(1)}_{\text{1ms}}(r, \theta, \phi) &= \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{n(n+1)}} \left( \frac{m}{|m|} \right)^m \\
&\quad \times \begin{cases} 
z_n^{(c)}(kr) \frac{im \hat{P}_n^m(\cos \theta)}{\sin \theta} e^{im \hat{\phi}} \\
-\frac{z_n^{(c)}(kr)}{kr} \frac{\partial \hat{P}_n^m(\cos \theta)}{\partial \theta} e^{im \hat{\phi}} \\
+ \frac{1}{kr} \frac{d}{d(kr)} (krz_n^{(c)}(kr)) \frac{im \hat{P}_n^m(\cos \theta)}{\sin \theta} e^{im \hat{\phi}} \\
+ \frac{1}{kr} \frac{d}{d(kr)} (krz_n^{(c)}(kr)) \frac{\partial \hat{P}_n^m(\cos \theta)}{\partial \theta} e^{im \hat{\phi}} \end{cases}.
\end{align*}
\]

where \( k \) is the wave number in free space and \( i \) is the imaginary unit. \( \hat{P}_n^m(\theta) \) is the normalized associated Legendre function of \( n(=1,2,3,\cdots) \)-th degree and \( m(=-n,-n+1\cdots 0\cdots n-1,n) \)-th order, and \( z_n^{(c)}(kr) \) is the radial function shown in Table I defined by \( c = 1, 2, 3, 4 \). The radial function is specified by index \( c \) and degree \( n \). Spherical wave functions \( \vec{f}^{s(1)}_{\text{1ms}} \) have indices \( s(=1,2), m, n \) and \( c \), where index \( s \) identifies the solution of the Helmholtz equation. \( s = 1 \) means a Transverse electric (TE) wave and \( s = 2 \) means a Transverse magnetic (TM) wave. \( \theta \) is the elevation angle and \( \phi \) is the azimuth angle in spherical coordinate. \( \hat{r}, \hat{\theta}, \hat{\phi} \) are unit vectors for corresponding directions of the spherical coordinate. Table I shows types of the index \( c \). For example, electric and magnetic fields are expressed by using the index \( c = 3 \).
Table 1: Radial function $s_n^{(c)}(x)$.

| Index $c$ | $s_n^{(c)}(x)$ | Function |
|-----------|----------------|----------|
| $c = 1$  | $j_0(x)$       | Spherical Bessel function (a radial standing wave, finite at the origin) |
| $c = 2$  | $n_n(x)$       | Spherical Neumann function (a radial standing wave, infinite at the origin) |
| $c = 3$  | $h_n^{(1)}(x)$ | Spherical Hankel function of the first kind (a radial outgoing wave, infinite at the origin) |
| $c = 4$  | $h_n^{(2)}(x)$ | Spherical Hankel function of the second kind (a radial incoming wave, infinite at the origin) |

2.2 Far-field pattern function

Spherical wave function in far-field is called “Far-field pattern function”. Far-field pattern function is represented by the spherical wave function of $c = 3$ from the definition of Table 1.

$$\vec{k}_{mn}(\theta, \phi) = \lim_{kr \to \infty} \left\{ \sqrt{4\pi} \frac{kr}{e^{-ikr}} f_{mn}^{(3)}(r, \theta, \phi) \right\}. \quad (2)$$

And Eq. (2) becomes,

$$\vec{k}_{1mn}(\theta, \phi) = \sqrt{\frac{2}{n(n+1)}} \left\{ \frac{m}{|m|} e^{im\phi} (-i)^{n+1} \right\} \left\{ \frac{im\hat{P}_n^{(1)}(\cos \theta)}{\sin \theta} - \frac{d\hat{P}_n^{(1)}(\cos \theta)}{d\theta} \right\}, \quad (3)$$

$$\vec{k}_{2mn}(\theta, \phi) = \sqrt{\frac{2}{n(n+1)}} \left\{ \frac{m}{|m|} e^{im\phi} (-i)^n \right\} \left\{ \frac{d\hat{P}_n^{(1)}(\cos \theta)}{d\theta} + \frac{im\hat{P}_n^{(1)}(\cos \theta)}{\sin \theta} \right\}. \quad (4)$$
Since these functions contain the vertical and horizontal polarization expressed as terms of $\hat{\theta}$ and $\hat{\phi}$ respectively, SME enables to consider the two types of the polarization at the same time.

### 2.3 Spherical mode expansion of antenna directivity

The antenna directivity can be expressed by using far-field pattern functions as follows,

\[ \vec{g}(\theta, \phi) = \sum_{nm} q_{nm} \vec{k}_{nm}(\theta, \phi) \]

\( \vec{g}(\theta, \phi) \) is the antenna directivity including $\theta$ and $\phi$ polarization. We call $\theta$ and $\phi$ polarization as vertical and horizontal polarization respectively. By using SME, each directivity can be expressed as a superposition of far-field pattern functions. Thus, we can design the directivities by considering only coefficients $q_{nm}$ corresponding to the mode of far-field pattern function, which is called “spherical mode coefficient (SMC)”.

### 2.4 Truncation of modes

For convenience, the indices of SME $s, m, n$ are replaced by a single index $j$ from now on. Relationship between indices $s, m, n$ and the index $j$ is expressed as follows,

\[ j = 2(n^2 + n - 1 + m) + s \]

Since the maximum value of the index $m$ is determined by the index $n$, the number of index $j$ depends on the maximum value of index $n$. If the volume of target is limited, the number of index $n$ can be truncated at $n = N$ defined from the radius of the volume [9] because the function can be sampled and recalculated by using limited number of modes in the spherical coordinates like a sampling theorem. The number of modes depends on the truncation index $N$ as follows,

\[ N = \lfloor kr_0 \rfloor, \]

\[ J = 2N(N + 2), \]

where a symbol $\lfloor \cdot \rfloor$ means a floor function which indicates the largest integer smaller than or equal to $kr_0$. By using the index $j$, Eq. (5) can be rewritten into a vector form as follows.

\[ \vec{g}(\theta, \phi) = \sum_{j=1}^{J} q_j \vec{k}_j(\theta, \phi) = \vec{q}^T \vec{K}(\theta, \phi) \]

\[ \vec{q} = [q_1, \ldots, q_J]^T \]

\[ \vec{K}(\theta, \phi) = [\vec{k}_1(\theta, \phi), \ldots, \vec{k}_J(\theta, \phi)]^T, \]

where $\vec{q} \in \mathbb{C}^J$ is a vector of SMCs and $\vec{K}(\theta, \phi) \in \mathbb{C}^J$ is a vector of far-field pattern functions which are vector functions with $\theta$ and $\phi$ polarization components defined in Eq. (3) and (4). Since each of far-field pattern function is unique and does not depend on the propagation environments, designing the optimal antenna directivity is equivalent to deriving the vector of SMCs.

### 3 Optimization of MIMO antenna directivity

In this section, we shall derive the optimal antenna directivities of MIMO systems by using mathematical tools of SME shown in Sect. 2. The definition of optimization is to maximize the average channel capacity given a joint angular profile of the propagation channel.
3.1 MIMO system model

$N_t \times N_r$ MIMO system is shown in Fig. 4. The angle of departure and the angle of arrival are defined as $\psi_t = (\theta_t, \phi_t)$ and $\psi_r = (\theta_r, \phi_r)$. The vector of transmit antenna directivities $\bar{g}_t \in \mathbb{C}^{N_t}$ and that of receive antenna directivities $\bar{g}_r \in \mathbb{C}^{N_r}$ are defined as follows,

$$\bar{g}_t(\psi_t) = [\bar{g}_{t1}(\psi_t), \cdots, \bar{g}_{tN_t}(\psi_t)]^T,$$  \hspace{1cm} (12)

$$\bar{g}_r(\psi_r) = [\bar{g}_{r1}(\psi_r), \cdots, \bar{g}_{rN_r}(\psi_r)]^T,$$  \hspace{1cm} (13)

where $\bar{g}_{tn}(\psi_t)(n_t = 1, \cdots, N_t)$ is the $n_t$-th transmit antenna directivity and $\bar{g}_{rn}(\psi_r)(n_r = 1, \cdots, N_r)$ is the $n_r$-th receive antenna directivity which we would like to optimize in this paper. These directivities are vector functions with $\theta$ and $\phi$ polarization components defined in Eq. (3) and (4).

The received signal vector $y(t) \in \mathbb{C}^{N_r}$ is defined as

$$y(t) = \int_{\psi_t} \int_{\psi_r} \bar{g}_t(\psi_t) \cdot \hat{h}(\psi_t, \psi_r, t) \cdot \bar{g}_r^T(\psi_r) d\psi_t d\psi_r s(t) + n(t),$$

$$H(t) = \int_{\psi_t} \int_{\psi_r} \bar{g}_t(\psi_t) \cdot \hat{h}(\psi_t, \psi_r, t) \cdot \bar{g}_r^T(\psi_r) d\psi_t d\psi_r,$$  \hspace{1cm} (14)

where $H(t) \in \mathbb{C}^{N_r \times N_t}$ is a channel matrix including antenna directivities, $\hat{h}(\psi_t, \psi_r, t)$ is a channel response including polarization components of the transmit and receive antennas, where the symbol of the double arrow means the vector function determined four polarization components such as $\theta$ and $\phi$ polarizations in the transmitter and $\theta$ and $\phi$ polarizations in the receiver, and $s(t) \in \mathbb{C}^{N_t}$ is the transmit signal vector. The noise vector $n(t) \in \mathbb{C}^{N_r}$ is expressed as $n(t) = [n_{1}(t), \cdots, n_{N_r}(t)]^T$ and $E[n(t)n^H(t)] = P_n I_{N_r}$ is assumed, where $I_{N_r}$ is a $N_r \times N_r$ unit matrix. The total transmit power is $P = E[s^H(t)s(t)]$. It is noted that, in the MIMO system, the angular profile in the receiver side depends on the antenna directivity on the transmitter side and vice versa. These angular profiles are calculated using a joint angular
In this paper, we derive the optimal antenna directivity to maximize the average channel capacity. The channel capacity of the ratio (SNR) as shown in [19]. In this case, maximizing the average channel capacity is equivalent to maximize the infimum of average channel capacity is related to the channel correlation matrices for a large signal-to-noise ratio (SNR) as shown in Eq. (16). The angular profile in the transmitter side is defined and not depends on \( \mathbf{g}_t(\psi_t) \) in the similar way as shown in Eq. (17).

### 3.2 Correlation matrix and average channel capacity

In this paper, we derive the optimal antenna directivity to maximize the average channel capacity. The channel capacity of the \( N_t \times N_r \) MIMO system is derived in [1], and expressed as follows.

\[
\tilde{C} = \mathbb{E} \left[ \log_2 \det \left( \mathbf{I} + \gamma \mathbf{H}(\phi) \mathbf{H}^H(\phi) \right) \right],
\]

where \( \gamma = P_s / P_n \) is the ratio of the transmit power and the noise power, \( P_s = P / N_{\text{min}} \) is the transmit power per each stream and \( N_{\text{min}} = \min[N_t, N_r] \) is the number of streams. It is noted that the power is divided equally for all streams in this paper for simple analysis. Channel correlation matrix in the receiver side \( \mathbf{R}_{c,r} \in \mathbb{C}^{N_t \times N_t} \) is defined by using the channel matrix as follows.

\[
\mathbf{R}_{c,r} = \mathbb{E} \left[ \mathbf{H}(\phi) \mathbf{H}^H(\phi) \right].
\]

The infimum of average channel capacity is related to the channel correlation matrices for a large signal-to-noise ratio (SNR) as shown in [19]. In this case, maximizing the average channel capacity is equivalent to maximize the determinant of the correlation matrices including antenna directivities as follows.

\[
\max \tilde{C} \Leftrightarrow \max \inf \tilde{C} \\
\Leftrightarrow \max \log_2 \left( \det \mathbf{R}_{c,r} \right) \\
\Leftrightarrow \max \det \tilde{\mathbf{R}}_{c,r}.
\]

On the other hand, the channel correlation matrix of the receiver can be rewritten by using SME as follows.

\[
\tilde{\mathbf{R}}_{c,r} = \mathbb{E} \left[ \int_{\psi_t} \int_{\psi_r} \left( \mathbf{g}_t(\psi_t) \cdot \mathbf{h}(\psi_t, \psi_r, t) \cdot \mathbf{g}_r^H(\psi_r) \right) \right]
\]

\[
= \mathbb{E} \left[ \int_{\psi_t} \int_{\psi_r} \left( \mathbf{g}_t(\psi_t) \cdot \mathbf{h}^*(\psi_t, \psi_r, t) \cdot \mathbf{g}_r^H(\psi_r) \right) \right]
\]

\[
= \int_{\psi_t} \int_{\psi_r} \left[ \mathbf{g}_t(\psi_t) \cdot \mathbf{h}^*(\psi_t, \psi_r, t) \cdot \mathbf{g}_r^H(\psi_r) \right] d\psi_t d\psi_r
\]

\[
= \int_{\psi_t} \int_{\psi_r} \left[ \mathbf{g}_t(\psi_t) \cdot \mathbf{h}^*(\psi_t, \psi_r, t) \cdot \mathbf{g}_r^H(\psi_r) \right] d\psi_t d\psi_r.
\]
where the directivities of the receiver $\vec{g}_r(\psi_r)$ can be expressed by using a matrix of SMCs $Q_r \in \mathbb{C}^{J \times N_r}$ and the vector of the far-field pattern functions $\vec{h}_r(\psi_r) \in \mathbb{C}^J$ as

$$\vec{g}_r(\psi_r) = Q_r^H \vec{h}_r(\psi_r),$$

$$Q_r = [q_{11}, \ldots, q_{1N_r}],$$

$$\vec{h}_r(\psi_r) = [\vec{h}_1(\psi_r), \ldots, \vec{h}_J(\psi_r)].$$

By substituting Eq. (22) into (21), the channel correlation matrix can be expressed by quadratic form as,

$$\tilde{R}_{c,r} = Q_r^T \int_{\psi_r} \vec{h}_r(\psi_r) \cdot \vec{h}_r(\psi_r)^H d\psi_r Q_r^* \geq Q_r^T R_r Q_r^*.$$  (25)

$R_r \in \mathbb{C}^{J \times J}$ is called spherical mode correlation matrix at the receiver side which is calculated by a combination of the angular profile $\vec{h}_r(\psi_r)$ and the far-field pattern functions $\vec{h}_r(\psi_r)$. Therefore, the antenna directivities of the receiver can be optimally designed with the knowledge of $R_r$. Similarly, the antenna directivities of the transmitter can be optimized with the knowledge of spherical mode correlation matrix at the transmitter side $R_t$.

### 3.3 Optimal spherical mode coefficients and directivity

As a final step, the optimal antenna directivities to maximize the average channel capacity is explained. In this subsection, we’ll concentrate on expressions in the receiver side however, the directivities of the transmitter can be optimized similarly based on the given directivities at the receiver. From Eq. (20), maximizing the average channel capacity is equal to maximizing the determinant of the channel correlation matrix. By substituting Eq. (25) into (20), the determinant of the channel correlation matrix can be maximized by controlling the SMC matrix $Q_r$. Since the channel correlation matrix is semi-positive definite matrix, it can be transformed by the eigenvalue decomposition using the SMC matrix as shown in Eq. (22) and (25), where $|q_{11}|^2 = \cdots = |q_{N_r}|^2 = 1$. The maximum determinant of the channel correlation matrix is expressed by Hadamard inequality (20) as follows.

$$\max \det \tilde{R}_{c,r} = \max \det(Q_r^T R_r Q_r^*) \leq \prod_{j=1}^{N_r} |q_{j,j}| R_r q_{j,j}^*.$$  (26)

The equality is achieved when $q_{j,j}^* R_r q_{j,j}^* = 0 \ (i \neq j)$ is satisfied. Thus, the vectors to maximize the determinant of the channel correlation matrix are derived by the eigen vectors from the first to the $N_r$-th order of $R_r$.

$$[u_{c1}, \ldots, u_{cN_r}] = \arg \max_{\dot{q}_{c1}, \ldots, \dot{q}_{cN_r}} \det(Q_r^T R_r Q_r^*).$$  (27)

Therefore, the maximum determinant of the channel correlation matrix is derived as

$$\max \det \tilde{R}_{c,r} = \max \det(Q_r^T R_r Q_r^*)$$

$$= \prod_{j=1}^{N_r} (u_{j}^H R_r u_{j}) = \prod_{j=1}^{N_r} \lambda_{j}.$$  (28)

$\lambda_j (j = 1, \cdots, J)$ is an eigenvalue of the spherical mode correlation matrix $R_r$ that can be calculated as

$$R_r = U_r \Lambda_r U_r^H,$$

$$\Lambda_r = \text{diag} [\lambda_{1}, \cdots, \lambda_{J}].$$  (30)

$R_r$ is semi-positive definite matrix, therefore $\lambda_j \geq \lambda_{(J+1)} \geq 0$ for $j = 1, \cdots, J - 1$.

$$U_r = [u_{c1}, \cdots, u_{cJ}],$$  (31)
where $U_r \in \mathbb{C}^{J \times J}$ is an eigen matrix. Therefore, the optimal spherical coefficients $Q_{r, \text{opt}} \in \mathbb{C}^{J \times N_t}$ can be calculated as a set of eigen vectors corresponding to the $N_t$ largest eigenvalues as

$$Q_{r, \text{opt}} = [u_{1, r}^\dagger, \ldots, u_{N_t, r}^\dagger].$$  \hspace{1cm} (32)$$

Finally the optimal antenna directivities are derived by using the optimal spherical coefficients $Q_{r, \text{opt}}$ as follows.

$$\mathbf{g}_r(\psi_r) = Q_{r, \text{opt}}^\dagger \mathbf{k}_r(\psi_r)$$

$$=\begin{bmatrix} u_{1, r}^\dagger \mathbf{k}_r(\psi_r), \ldots, u_{N_t, r}^\dagger \mathbf{k}_r(\psi_r) \end{bmatrix}^\dagger.$$  \hspace{1cm} (33)

### 3.4 Optimization at both transmitter and receiver sides

In the case of optimization at either receiver or transmitter side, the optimal directivity is derived by the method in subsection [3.3]. On the other hand, when the optimization at both receiver and transmitter sides is needed, one of solutions is a sequential optimization as shown in Fig. 5. In this manuscript, we assume that the joint angular profile can be estimated ideally. Then, Fig. 5 shows an algorithm to derive optimal directivities at the transmitter and receiver in an iterative manner by using the given joint angular profile. Therefore, no iterative power angular profile estimation is needed.

First, initial SMCs $Q_r^{(0)}$ are defined at the transmitter. Next, the SMCs of the receiver side $Q_r^{(1)}$ can be calculated by Eq. (29) and (32) with the knowledge of angular profile containing $Q_r^{(0)}$. In the same way, the SMCs of the transmitter and receiver sides, $Q_r^{(2n)}$ and $Q_r^{(2n+1)}$, can be calculated with the knowledge of angular profile containing $Q_r^{(2n-1)}$ and $Q_r^{(2n)}$ alternately. These calculations should be repeated until the value of objective function converges. The convergence conditions at transmitter and receiver are indicated respectively as follows.

$$|\det R_c^{(2n)} - \det R_c^{(2n-1)}| < \epsilon$$ \hspace{1cm} (34)

$$|\det R_c^{(2n+1)} - \det R_c^{(2n)}| < \epsilon, $$ \hspace{1cm} (35)

where $\epsilon$ is a capable difference. Consequently, SMCs at both transmitter and receiver sides are calculated by the sequential optimization when the objective function converges as

$$\lim_{itr \rightarrow \infty} |\det R_c^{(itr+1)} - \det R_c^{(itr)}| = 0.$$ \hspace{1cm} (36)

### 4 Derivation of current distribution for optimal antenna directivity

In this section, we shall derive the near optimal current distribution with constraint of an antenna structure by using the far-near field conversion of the SME. For that purpose, a new matrix equation between coefficients of current distribution on an implementation surface and designed spherical mode coefficients in far-field pattern is developed. Since the same procedure is used at the transmitter and receiver sides, we shall discuss the derivation of the near optimal current distribution generally by using SMCs’ vector of the $n$-th antenna directivity $q_n$.

#### 4.1 Orthogonal basis functions and current distribution coefficients

The current distribution occurs on the implementation surface of antenna included in the antenna volume with the radius $r_0$. The current distribution has $r, \theta, \phi$ components in the spherical coordinate and expressed as the summation of the current on the minute region when the implementation surface is divided into $L$ minute regions. The current on the minute region is defined as $\delta_l b_l(r, \theta, \phi)$, where $\delta_l$ is a current distribution coefficient and $\tilde{b}_l(r, \theta, \phi)$ is an orthogonal basis function defined as

$$\tilde{b}_l(r, \theta, \phi) = b_l(r)\hat{r} + b_\theta(\theta)\hat{\theta} + b_\phi(\phi)\hat{\phi},$$  \hspace{1cm} (37)

$$\int_{V_0} b_l(u)\tilde{b}_l(u) dV_0 = \delta_{ll}, \hspace{1cm} (\text{for} \hspace{0.2cm} u = r, \theta, \phi)$$  \hspace{1cm} (38)
where $\delta_{ll'}$ indicates Kronecker’s delta and $V_0$ is the antenna volume and the index $l (l = 1, \cdots, L)$ indicates the $l$-th minute region in the antenna volume as shown in Fig. 6. Therefore, the current distribution on the implementation surface can be expanded by using orthogonal basis functions and current distribution coefficients as

$$
\vec{J}(r, \theta, \phi) = \sum_{l=1}^{L} \tilde{a}_l \tilde{b}_l(r, \theta, \phi)
$$

$$
= \sum_{l=1}^{L} \left( a_r^l b_r^l(r, \theta, \phi) \hat{r} + a_\theta^l b_\theta^l(r, \theta, \phi) \hat{\theta} + a_\phi^l b_\phi^l(r, \theta, \phi) \hat{\phi} \right).
$$

(39)
4.2 Current distribution for optimal antenna directivity

From [9], SMCs are derived from spherical wave functions of $c = 1$ and a current distribution as

$$ q_{mn} = (-1)^{m+1} \int_{V_0} \frac{k}{\sqrt{\eta}} j_{l',m,a}(r, \theta, \phi) \cdot \vec{J}(r, \theta, \phi) dV_0, $$

(40)

where $\eta$ is a characteristic admittance and $\vec{J}(r, \theta, \phi)$ is the current distribution in Eq. (39). From Eqs. (40) and (39), the SMC can be expressed as

$$ q_j = (-1)^{m+1} \int_{V_0} \frac{k}{\sqrt{\eta}} j_{l',m,a}(r, \theta, \phi) \left( \sum_{l=1}^{L} \bar{a}_l \bar{b}_l(r, \theta, \phi) \right) dV_0 $$

$$ = \sum_{l=1}^{L} (-1)^{m+1} \frac{k}{\sqrt{\eta}} \left( a_l' \int_{V_0} f_{l',m,a}(r, \theta, \phi) b_l(r) dV_0 \right) $$

$$ + a_l' \int_{V_0} f_{l',m,a}(r, \theta, \phi) b_l(\theta) dV_0 $$

$$ + a_l' \int_{V_0} f_{l',m,a}(r, \theta, \phi) (\partial b_l(\phi)/\partial \phi) dV_0, $$

(41)

where $f_{l',m,a}(r, \theta, \phi), f_{l',m,a}(r, \theta, \phi), f_{l',m,a}(r, \theta, \phi)$ are $r, \theta, \phi$ components of the spherical wave function respectively.

Again, the current distribution coefficients and the orthogonal basis functions in 3-D space are vectorized by using the index $l'$ ($l' = 1, \cdots, 3L$) as

$$ a_{l'} = \begin{cases} a_l' & (l' = 1, \cdots, L) \\ a_{l'+L} & (l' = L+1, \cdots, 2L) \\ a_{l'+2L} & (l' = 2L+1, \cdots, 3L) \end{cases} $$

(42)

$$ b_{l'}(u) = \begin{cases} b_l(r) & (l' = 1, \cdots, L) \\ b_{l+L}(\theta) & (l' = L+1, \cdots, 2L) \\ b_{l+2L}(\phi) & (l' = 2L+1, \cdots, 3L) \end{cases} $$

(43)

Substituting Eqs. (42) and (43) into (41), the SMC is expressed as

$$ q_j = \sum_{l'=1}^{3L} a_{l'} (-1)^{m+1} \frac{k}{\sqrt{\eta}} \int_{V_0} f_{l',m,a}(r, \theta, \phi) b_{l'}(u) dV_0 $$

$$ = \sum_{l'=1}^{3L} a_{l'} z_{j,l'}, $$

(44)

$$ z_{j,l'} = (-1)^{m+1} \frac{k}{\sqrt{\eta}} \int_{V_0} f_{l',m,a}(r, \theta, \phi) b_{l'}(u) dV_0, $$

(45)

where $z_{j,l'}$ is calculated from the $j$-th spherical wave function and the $l'$-th orthogonal basis function. Therefore, the $n$-th antenna’s SMC vector $\mathbf{q}_n$ is expressed by a matrix $\mathbf{Z} \in \mathbb{C}^{J \times 3L}$ whose $j$-th column and $l'$-th row component is $z_{j,l'}$ and the current distribution coefficient vector $\mathbf{a}_n \in \mathbb{C}^{3L}$ whose $l'$-th component is $a_{l'}$ as

$$ \mathbf{q}_n = \mathbf{Z} \mathbf{a}_n. $$

(46)

From Eq. (46), it can be concluded that, if optimal SMC vector $\mathbf{q}_n$ is given, the current distribution coefficient for the optimal antenna directivity can be derived by using a pseudo inverse matrix $\mathbf{Z}^* \in \mathbb{C}^{3L \times J}$ as follows

$$ \mathbf{a}_n = \mathbf{Z}^* \mathbf{q}_n. $$

(47)

It is noted that the pseudo inverse matrix is calculated by singular values of $\mathbf{Z}$ shown in [27].
5 Numerical analysis

It is noted that the antenna design procedure we proposed is applied for any frequency. The optimal directivity is derived by using the procedure when the design frequency is determined. In this section, assuming simple and symmetric angular profiles and sphere antenna volumes defined in wavelength at both sides, the optimal directivity and the current distribution are derived.

5.1 Analysis condition

In this analysis, a 2×2 MIMO system is considered and the analysis condition is shown in Table 2. We assume that the angular profile does not depend on the wave number \( k \) and define the antenna volume by \( kr_0 \). In this case, the analysis results also do not depend on \( k \).

The angular profile is strictly defined as a probability density function on the circle such as a von Mises distribution. Since the von Mises distribution is approximated by a Gaussian distribution [28], we define the angular profile by using a multivariate Gaussian distribution as follows.

\[
P_\theta(x) = \frac{1}{\sqrt{(2\pi)^4|\Sigma|}} \exp\left( -\frac{1}{2} (x - m)^H \Sigma^{-1} (x - m) \right)
\]

(48)

\[
x = [\theta_t, \phi_t, \theta_r, \phi_r]^T
\]

(49)

\[
m = [\mu_{\theta_t}, \mu_{\phi_t}, \mu_{\theta_r}, \mu_{\phi_r}]^T
\]

(50)

where the means of \( \theta \) components are \( \mu_{\theta_t}, \mu_{\theta_r} \), the means of \( \phi \) components are \( \mu_{\phi_t}, \mu_{\phi_r} \). A covariance matrix \( \Sigma \in \mathbb{C}^{4 \times 4} \) is positive definite as shown in [29] and defined as

\[
\Sigma = (cc^H) \circ P
\]

(51)

\[
ce = [\sigma_{\theta_t, \phi_t}, \sigma_{\theta_r, \phi_r}, \sigma_{\phi_t, \phi_t}, \sigma_{\phi_r, \phi_r}]^T
\]

(52)

\[
P = \begin{bmatrix}
1 & 0 & \rho_{\theta_t, \phi_t} & \rho_{\theta_t, \phi_r} \\
0 & 1 & \rho_{\phi_t, \phi_t} & \rho_{\phi_t, \phi_r} \\
\rho_{\theta_t, \phi_t} & \rho_{\theta_t, \phi_r} & 1 & 0 \\
\rho_{\phi_t, \phi_t} & \rho_{\phi_t, \phi_r} & 0 & 1
\end{bmatrix}
\]

(53)

where \( \circ \) means Hadamard product, the standard deviations of \( \theta \) components are \( \sigma_{\theta_t}, \sigma_{\theta_r} \), the standard deviations of \( \phi \) components are \( \sigma_{\phi_t}, \sigma_{\phi_r} \). It is assumed that \( \theta_t \) and \( \phi_t \), \( \theta_r \) and \( \phi_r \) are uncorrelated and other components are correlated. Correlation coefficients between transmitter and receiver sides are defined as \( \rho_{\theta_t, \phi_t}, \rho_{\theta_r, \phi_r}, \rho_{\phi_t, \phi_r}, \rho_{\phi_r, \phi_t} \). The propagation environments at the transmitter and receiver are not always independent in the MIMO system due to line-of-sight components, deterministic clusters, and so on, the correlation between the transmitter and receiver sides should be considered. For example, when the correlation coefficient between transmitter and receiver sides is zero, transmitter and receiver sides are independent. On the other hand, when the correlation coefficient becomes large, the transmitter and receiver sides are not independent and their angular profiles are determined each other. To simplify the analysis, it is assumed that all correlation coefficients have same values \( \rho_{\theta_t, \phi_t} = \rho_{\theta_r, \phi_r} = \rho_{\phi_t, \phi_r} = \rho_{\phi_r, \phi_t} = \rho_0 \geq 0 \). When the correlation coefficients between components of \( \psi \) are defined as \( \rho_0 = 0, 0.2, 0.4 \), Fig. 7 shows the angular profiles using the multivariate Gaussian distributions with an omni-directional antenna at transmitter or receiver side. Also, we assume that the angular profile shown in Fig. 7 has only \( \theta \) polarization component. Since the \( \theta \) polarization component of the angular profile is given, we should optimize only the \( \theta \) polarization components of directivities.

In this analysis, a planar antenna structure is considered shown in Fig. 5. The square of gray color indicates the conductor of the planar antenna and two types of current distributions are calculated on the same plane, which correspond to Antenna #1 and Antenna #2 respectively. A set of conductors including conventional multiple elements is considered as an overall antenna structure and different patterns of current distribution induced on the structure are called as antennas #1 and #2. Since we haven’t designed the current distributions element by element, the consideration
The number of antennas \( N_t = N_r = 2 \)

The angle of departure \( \mu_{t,\phi} = 0^\circ, \mu_{t,\theta} = 90^\circ \)

The angle of arrival \( \mu_{r,\phi} = 0^\circ, \mu_{r,\theta} = 90^\circ \)

The angular spread of the transmitter side \( 2\sigma_{t,\phi} = 60^\circ, 2\sigma_{t,\theta} = 30^\circ \)

The angular spread of the receiver side \( 2\sigma_{r,\phi} = 60^\circ, 2\sigma_{r,\theta} = 30^\circ \)

Polarization of angular profile Only \( \theta \) polarization

The radius of the antenna volume \( r_0 = \sqrt{2} \frac{\lambda}{4} \)

The number of modes \( J = 16 \)

The capable difference 1% of the difference

The number of minute regions \( L = 1600 \)

of coupling which conventionally occurs between antenna elements is not needed in this study. The length of one side of the planar antenna is \( \lambda/2 \), so the radius of the antenna volume is \( r_0 = \sqrt{2} \lambda/4 \). Orthogonal basis functions are defined by sine functions, which are expressed as

\[
\vec{b}_l(y, z) = b_l(y) \hat{y} + b_l(z) \hat{z},
\]

\[
b_l(u) = \begin{cases} 
\frac{\sinh(ku - (u_l - \Delta u))}{\sinh(ku_l)} & (u_l - \Delta u \leq u \leq u_l) \\
\frac{\sinh((u + \Delta u) - u)}{\sinh(k\Delta u)} & (u_l \leq u \leq u_l + \Delta u) \\
0 & \text{(elsewhere)}
\end{cases}
\]

\[
u_l = \frac{\lambda}{2} \frac{l}{L} - \Delta u,
\]

\[
\Delta u = \frac{\lambda}{4L}
\]

where \( L \) is the number of minute regions.

Furthermore, we derive the average channel capacity under the same condition in both of the transmitter and receiver and compare to the conventional antenna, which is half-wavelength dipole antenna array shown in Fig. 9. Conventional multiple planar antennas, like a microstrip antenna array, cannot be located within the spherical volume used in the analysis because its antenna array size is larger than the spherical volume. Therefore, we choose the half-wavelength dipole antenna array as the conventional antennas because it can be located in the spherical volume.

The improvement of the capacity is owing to received power gains with two orthogonal directivities. Thus, we evaluate the received power gains by calculating the determinant of the channel correlation matrix shown in Eq. (25).

5.2 Convergence of objective function

The maximum average channel capacity is achieved by maximizing the determinant of channel correlation matrix. Moreover, in our method, the transmit or receive antenna directivities are optimized iteratively by using the angular profile with receive or transmit antenna directivities. Thus, we should confirm the convergence of the objective function i.e. the determinant of the channel correlation matrix. Not only the increase of antenna gain but also the orthogonality of the antenna directivity weighted by the angular profile affects the increase of the objective function and results in improvement of channel capacity. Therefore, both the antenna gain and the orthogonality of the antenna directivity weighted by the angular profile should be considered at the same time. When the antenna gain increases, the diagonal components of the channel correlation matrix become large. And when the orthogonality of the antenna directivity weighted by the angular profile increases, the non-diagonal components of the channel correlation...
matrix decrease. Because these two factors increase the value of the determinant of correlation matrix, we compared the values of determinant in the next section.

Figure 10 shows the determinant of the channel correlation matrix calculating iteratively. In the analysis, the initial SMCs are defined as those of the half-wavelength dipole antenna array. The capable difference $\epsilon$ is defined as 1% of the difference of the determinant in the previous calculation, which is $0.01 |\det R_{ct}^{(itr-1)} - \det R_{ct}^{(itr-2)}|$ or $0.01 |\det R_{ct}^{(itr-1)} - \det R_{ct}^{(itr-2)}|$ for the $itr$-th times calculation. It is because the directivities are converged enough in the iterative calculation when the difference is within 1% in the analysis. The determinant is normalized by that with the half-wavelength dipole antenna array shown in Fig. 9. When the count is zero, the half-wavelength dipole antenna array is used at the transmitter and receiver. The odd count means the optimization of receive antennas and the even count means the optimization of transmit antennas. From the results, we confirmed that the determinant of the channel correlation matrix converges in the case of several correlation coefficients. From now, we shall use the case of $\rho_h = 0.2$ for analyses.

Figure 7: Angular profile with an omni-directional antenna at transmitter or receiver side normalized by the maximum value (Left: Horizontal plane, Right: Vertical plane).
5.3 Optimal antenna directivity and current distribution

The same directivities are derived at the transmitter and receiver because the angular profile is defined symmetry at the transmitter and receiver, thus we show the results at the receiver. Optimal directivities and optimal SMCs are derived in Figs. 11 and 12. The directivities are shown in the case of a horizontal plane ($\theta = 90^\circ$) and vertical planes ($\phi = 0^\circ, 45^\circ$). It is found that the directivity of Antenna #1 has a peak and that of Antenna #2 has a null toward direction from which waves with high intensity come in $\theta$ polarization. The directivity of Antenna #2 has a peak toward $\theta = 60^\circ$ and $\phi = 45^\circ$. In this case, the determinant of channel correlation matrix is 50 dB larger than that with the half-wavelength dipole antenna array.

The current distributions for planar antennas are calculated and shown in Figs. 13-16. Each contour line indicates the amplitude of current distribution and each color indicates the phase of current distribution on the planar antenna structure of Fig. 8. One method to realize the derived current distributions is to divide the surface into many small regions and to feed them with corresponding excitation coefficients by using spatial sampling theory of the current distribution. However, it’s obviously not efficient in terms of hardware cost. Therefore, we’d like to keep it as a future work and derive novel feeding structure with limited costs.

The directivity and the SMCs recalculated from each current distribution are shown in Figs. 17 and 18. The peak and null is almost the same with that of the optimal directivity in the vertical plane. However, the directivities in horizontal plane are different because of a symmetry of the planar antennas’ structures. The optimal directivity in Fig. 11 is derived without any limitation of the antenna configuration. On the other hand, the directivity in Fig. 17 is derived with the constraint of planar structure without thickness on $yz$-plane as in Fig. 8. Since this structure has a symmetrical property with respect to the $yz$-plane, the directivity must have the symmetrical pattern and therefore the gain for $\phi = 0^\circ$ is decreased.

It is also found that the effective modes of optimal directivities and recalculated planar antennas are the same. The determinant of the channel correlation matrix achieves 42 dB larger than that with the half-wavelength dipole antenna array.
Figure 10: Objective function of Eq. (28).

array.

5.4 Average channel capacity

Figure 19 indicates the average channel capacity in four cases as follows.

- Optimal Directivity: Proposed.
- Recalculated Planar antenna directivity: Proposed (Planar).
- Half-wavelength dipole antenna array: Dipole array.
- Single-Input Single-Output with Half-wavelength dipole antenna: SISO.

When the average signal-to-noise ratio (SNR) is 15 dB, the channel capacity with the optimal directivity that we proposed is 7.3 bps/Hz larger than that with Dipole array and 9.4 bps/Hz larger than that of SISO. The recalculated planar antenna directivity is degraded 2.3 bps/Hz compared to that with the optimal directivity. From the results shown in subsection 5.3, the determinant of the channel correlation matrix with the recalculated directivity is much larger than that with the dipole array because the directivity is matched to the angular profile and the loss of radiation power is minimized. Therefore, large channel capacity is achieved by the directivities matched to the angular profile.

6 Conclusion

We proposed a method to derive the optimal directivity and the current distribution by using spherical mode expansion in order to maximize the average channel capacity. Maximizing the capacity is equivalent to maximizing the determinant of the channel correlation matrix, thus the SMC vector can be derived from the eigen vector of the spherical mode correlation matrix. Using the proposed method, the orthogonal directivities are derived and lower correlation is achieved when the angular profile and the antenna volume are given. The SMCs can also be derived from the current distribution and spherical wave functions of $c = 1$. Consequently, the current distribution coefficients for the optimal directivity are derived by using a pseudo inverse matrix of $Z$ calculated from spherical wave functions of $c = 1$ and orthogonal basis functions.

In numerical analysis, we derived an example of the optimal directivity and recalculated planar antenna directivity. From the analysis results, we confirmed that the directivity optimization that we proposed improves the average channel capacity of MIMO systems.
Figure 11: Optimal antenna directivities ((a)-(c): $\theta$ polarization component, (d)-(f): $\phi$ polarization component).

Figure 12: Spherical mode coefficients of optimal antenna directivities.

Since the main contribution of this paper is the derivation of optimal directivities and corresponding current distributions, we would like to remain the design of feeding points as our future work. To determine the feeding points is necessary for actual antenna design, thus we would like to derive novel feeding structure with limited costs in our future work. For example, we will apply a theory about matrix of decoupling and matching networks [30] or an expanded design manner for massive MIMO antennas. Also, in a future study, we should figure out how to obtain joint angular profile when channels are varying.

References

[1] I. E. Telatar, “Capacity of Multi-antenna Gaussian Channels,” European Transactions on Telecommunications, vol.10, pp.585-595, 1999.
Figure 13: Current distribution for antenna #1 (Amplitude).

Figure 14: Current distribution for antenna #1 (Phase).

[2] G. J. Foschini, M. J. Gans, “On limits of wireless communications in a fading environment when using multiple antennas,” *Wireless Personal Commun.*, vol. 6, no. 3, pp. 311-335, 1998.

[3] C. A. Balanis, “Antenna theory : analysis and design,” New York, Wiley, 1997.

[4] D. W. Browne, M. Manteghi, M.P. Fitz, and Y. Rahmat-Samii, “Experiments With Compact Antenna Arrays for MIMO Radio Communications,” *IEEE Trans. on Antennas and Propagation*, vol.54, no.11, pp.3239-3250, Nov. 2006.

[5] Shin-Chang Chen, Yu-Shin Wang, and Shyh-Jong Chung, “A Decoupling Technique for Increasing the Port Isolation Between Two Strongly Coupled Antennas,” *IEEE Trans. on Antennas and Propagation*, vol.56, no.12, pp.3650-3658, Dec. 2008.

[6] J. P. Kermoal, L. Schumacher, F. Frederiksen, and P.E. Mogensen, “Polarization Diversity in MIMO Radio Channels: Experimental Validation of a Stochastic Model and Performance Assessment,” *IEEE Vehicular Technology Conference*, vol.1, pp. 22-26, Oct. 2001.

[7] B. T. Quist, M. A. Jensen, “Optimal antenna pattern design for MIMO systems,” IEEE Antennas and Propagation Society International Symposium (APS 2007), pp. 1905-1908, June 2007.
Figure 15: Current distribution for antenna #2 (Amplitude).

Figure 16: Current distribution for antenna #2 (Phase).

[8] B. T. Quist, M. A. Jensen, “Optimal antenna radiation characteristics for diversity and MIMO systems,” IEEE Trans. Antennas Propag., vol. 57, no. 11, pp. 3474-3481, Nov. 2009.

[9] J. E. Hansen, “Spherical near-field antenna measurements theory and practice,” Peter Peregrinus Ltd. IEEE electromagnetic waves series 26, 1988.

[10] A. A. Glazunov, M. Gustafsson, A. F. Molisch, F. Tufvesson, and G. Kristensson, “Spherical Vector Wave Expansion of Gaussian Electromagnetic Fields for Antenna-Channel Interaction Analysis,” IEEE Trans. on Antennas and Propagation, vol. 57, no. 7, July 2009.

[11] O. Klemp, S. K. Hampel, and H. Eul, “Study of MIMO Capacity for Linear Dipole Arrangements using Spherical Mode Expansions,” Proc. of the 14. IST Mobile & Wireless Comm. Summit, Dresden, 2005.

[12] J. Rubio, M. A. Gonzalez, J. Zapata, “Generalized-scattering-matrix analysis of a class of finite arrays of coupled antennas by using 3-D FEM and spherical mode expansion,” IEEE Trans. on Antennas and Propagation, vol. 53, no. 3, pp. 1133-1144, March 2005.

[13] O. Klemp, G. Armbrecht, and H. Eul, “Computation of antenna pattern correlation and MIMO performance by means of surface current distribution and spherical wave theory,” Adv. Radio Sci., vol. 4, pp. 33-39, 2006.
[14] G. Armbrecht, O. Klemp, and H. Eul, “Spherical mode analysis of planar frequency-independent multi-arm antennas based on its surface current distribution,” Adv. Radio Sci., U.R.S.I., vol. 4, 2006.

[15] S. Nordebo, A. Bernland, M. Gustafsson, C. Sohl and G. Kristensson, “On the Relation Between Optimal Wide-band Matching and Scattering of Spherical Waves,” IEEE Trans. on Antennas and Propagation, vol. 59, no. 9, pp. 3358-3369, Sept. 2011.

[16] Y. Miao, K. Haneda, M. Kim and J. Takada, “Antenna De-Embedding of Radio Propagation Channel With Truncated Modes in the Spherical Vector Wave Domain,” IEEE Trans. on Antennas and Propagation, vol. 63, no. 9, pp. 4100-4110, Sept. 2015.

[17] J. Driscoll, and D. Healy, Jr, “Computing Fourier transforms and convolutions on the 2-sphere,” J. Advanced in Applied Mathematics, vol.15, pp. 202-250, 1994.

[18] E. W. Weisstein, “Spherical Harmonic,” MathWorld—A Wolfram Web Resource. http://mathworld.wolfram.com/SphericalHarmonic.html.

[19] Q. T. Zhang, X.W. Cui, and X.M. Li, “Very tight capacity bounds for MIMO-correlated Rayleigh-fading channels,” IEEE Trans. Wireless Commun., vol.4, no.2, pp.681-688, Mar. 2005.

[20] E. F. Beckenbach, R. Bellman, “Inequalities,” Springer. p. 64, 1965.

[21] A. Goldsmith, “Wireless Communications,” Cambridge University Press, 2005.

[22] H. Iwai, A. Yamamoto, K. Ogawa, J. Takada, “Channel Capacity of a Handset MIMO Antenna Influenced by the Effects of 3D Angular Spectrum, Polarization and Human Operator,” IEICE Tech. Report, AP2005-107, vol. 105, no. 355, pp. 133-138, Oct. 2005 (in Japanese).

[23] Jue Wang, Jianing Zhao, and Xiqi Gao, “Modeling and Analysis of Polarized MIMO Channels in 3D Propagation Environment,” Personal Indoor and Mobile Radio Communications (PIMRC) 2010 IEEE 21st International Symposium on, pp.319-323, Sept. 2010.

[24] Navarat Lertsiripon, Gilbert Siy Ching, Mir Ghoraishi, Jun-ichi Takada, Ichiro Ida, and Yasuyuki Oishi, “Double directional channel characteristics of microcell environment inside university campus,” IEICE Tech. Report, AP2006-139, Feb. 2007.

[25] M. Iwabuchi, M. Arai, K. Sakaguchi, K. Araki, “Matched antenna directivity design based on spherical mode expansion in SISO and SIMO systems,” Proc. of International Symposium on Antennas and Propagation, 2009.

[26] M. Arai, M. Iwabuchi, K. Sakaguchi, and K. Araki, “Optimization of diversity antenna directivities based on spherical mode expansion,” Proc. of APMC, pp.1577-1580, Dec. 2010.

[27] G. Golub, W. Kahan, “Calculating the Singular Values and Pseudo-Inverse of a Matrix,” Journal of the Society for Industrial and Applied Mathematics Series B Numerical Analysis, 2(2), pp. 205-224, 1965.

[28] K. V. Mardia, P. E. Jupp, “Directional Statistics,” Springer Texts in Statistics, Chapter 5, pp., 2009.

[29] M. Bilodeau, D. Brenner, “Theory of multivariate statistics,” Wiley Series in Probability and Statistics, Chapter 3, pp. 58-59, 1999.

[30] K. Kagoshima, S. Takeda, A. Kagaya, and K. Ito, “Design and Analysis of Decoupling and Matching Feeding Networks for Array Antennas,” IEICE Trans. (B), vol. J97-B, no. 9, pp.699-713, Sept. 2014.

[31] M. Arai, K. Sakaguchi, K. Araki, Y. Koyanagi, T. Sotoyama, “Optimization of MIMO Antenna Directivities and Derivation of Current Distributions by Using Spherical Mode Expansion,” IEICE Tech. Report, AP2011-99, vol. 111, no. 288, pp. 57-62, Nov. 2011 (in Japanese).
Maki Arai received the B.E. and M.E. degrees in electrical and electronic engineering from the Tokyo Institute of Technology, in 2010 and 2012. She joined the NTT Network Innovation Laboratories, Nippon Telegraph and Telephone Corporation (NTT) in 2012. Her current research interests are high speed wireless communication systems and analysis and design of MIMO antennas. She received the Research Encouragement Award of the Institute of Electrical Engineers of Japan (IEEJ) in 2010, the Antenna and Propagation Research Commission Student Award from the Institute of Electronics, Information and Communication Engineers (IEICE) in 2012, and the Young Engineers Award from the IEICE in 2015. She is a member of IEEE and IEICE.

Masashi Iwabuchi received the B.E. and M.E. degrees from Tokyo Institute of Technology, Tokyo, Japan, in 2008 and 2010, respectively. In 2010, he joined NTT Access Network Service Systems Laboratories, Nippon Telegraph and Telephone Corporation (NTT), in Japan. He is engaged in the research of medium access protocol and resource management for next generation wireless communications. He received the young investigators award from IEICE in 2015.

Kei Sakaguchi received the B.E. degree in electrical and computer engineering from Nagoya Institute of Technology, Japan in 1996, and the M.E. degree in information processing from Tokyo Institute of Technology, Japan in 1998, and the Ph.D. degree in electrical and electronic engineering from Tokyo Institute of technology in 2006. From 2000 to 2007, he was an Assistant Professor at Tokyo Institute of Technology. Since 2007, he has been an Associate Professor at the same university. Since 2012, he has also joined in Osaka University as an Associate Professor. He received the Young Engineering Awards from IEICE and IEEE AP-S Japan Chapter in 2001 and 2002 respectively, the Outstanding Paper Awards from SDR Forum and IEICE in 2004 and 2005, respectively, the Tutorial Paper Award from IEICE Communication Society in 2006, and the Best Paper Awards from IEICE Communication Society in 2012, 2013, and 2015. He is currently playing roles of the General Chair in IEEE WDN-CN2015, the Honorary General Chair in IEEE CSCN2015, and the TPC Chair in IEEE RFID-TA2015. His current research interests are 5G cellular networks, sensor networks, and wireless energy transmission. He is a member of IEEE.

Kiyomichi Araki received the Ph.D. degree from Tokyo Institute of Technology, Japan, in 1978. In 1979-1980 and 1993-1994, he was a visiting research scholar at University of Texas, Austin and University of Illinois, Urbana, respectively. Since 1995 to 2014 he has been a Professor at Tokyo Institute of Technology, and now an Emeritus Professor. He has numerous journals and peer review publications in RF ferrite devices, RF circuit theory, electromagnetic field analysis, software defined radio, array signal processing, UWB technologies, wireless channel modeling, MIMO communication theory, digital RF circuit design, information security, and coding theory.
Figure 17: Recalculated planar antenna directivities ((a)-(c): $\theta$ polarization component, (d)-(f): $\phi$ polarization component).

Figure 18: Spherical mode coefficients of recalculated antenna directivities.
Figure 19: Comparison of average channel capacity.