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Abstract

A stunning range of substructures in the dust of protoplanetary disks is routinely observed across a range of wavelengths. These gaps, rings and spirals are highly indicative of a population of unseen planets, hinting at the possibility of current observational facilities being able to capture planet-formation in action. Over the last decade, our understanding of the influence of a young planet on the dynamical structure of its parental disk has progressed significantly, revealing a host of potentially observable features which would betray the presence of a deeply embedded planet. In concert, recent observations have shown that subtle perturbations in the kinematic structure of protoplanetary disks are found in multiple sources, potentially the characteristic disturbances associated with embedded planets. In this work, we review the theoretical background of planet-disk interactions, focusing on the kinematical features, and the current methodologies used to observe these interactions in spatially and spectrally resolved observations. We discuss the potential pit falls of such kinematical detections of planets, providing best-practices for imaging and analysing interferometric data, along with a set of criteria to use as a benchmark for any claimed detection of embedded planets. We finish with a discussion on the current state of simulations in regard to planet-disk interactions, highlighting areas of particular interest and future directions which will provide the most significant impact in our search for embedded planets. This work is the culmination of the ‘Visualizing the Kinematics of Planet Formation’ workshop, held in October 2019 at the Center for Computational Astrophysics at the Flatiron Institute in New York City.
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1 INTRODUCTION

Since the detection of the first exoplanet, 51 Pegasi b, in 1995 (Mayor & Queloz, 1995), a stunning variety of planets and planetary system architectures have been detected. With over 4,000 confirmed exoplanets and a comparable number of ‘objects of interest’ waiting to be followed up, we have arrived at the striking conclusion that the Solar System is distinctly atypical (see Fig. 1; Winn & Fabrycky, 2015). It is no longer the case that small, terrestrial planets inhabit the inner regions of planetary systems while the larger gas-giants slowly trundle through the outer regions.

To understand this diversity of planets and planetary systems, we must understand both the planet formation process and the formation environment, the protoplanetary disk. Recent developments in both sub-mm interferometry (e.g. the commissioning of the Atacama Large (sub-)Millimeter Array, ALMA) and several instruments pioneering extreme adaptive optics (for example GPI on Gemini, SPHERE on VLT, HI-CIAO on Subaru and MagAO(x) on Magellan) have revealed a comparable level of diversity in the physical structure of these potentially planet-hosting disks.

The most interesting possibility opened by these observations is that these disks might already contain young, nearly fully formed planets, giving us a new observational window into exoplanets. Of particular note is the ubiquity of concentric gaps and rings observed in the sub-mm continuum (ALMA Partnership et al., 2015; Andrews et al., 2016, 2018; Long et al., 2018), in addition to numerous spiral features, primarily detected in the sub-μm grains in the disk atmosphere (Hashimoto et al., 2011; Garufi et al., 2013; Benisty et al., 2015). These structures are routinely interpreted as evidence of unseen perturbers lurking within the disks, hinting at the possibility of tracing a population of recently formed planets.

1.1 Detecting young planets

The most direct way to detect these planets within their natal disk is through the detection of visible and near infrared (NIR) emission, either thermal emission from the gradually cooling planet themselves, or recombination line emission, such as Hα, indicative of localised accretion onto the planet and/or material falling onto the circumplanetary disk (CPD; Aoyama et al., 2018; Thanathibodee et al., 2019; Szulágyi & Ercolano, 2020). Extensive campaigns hunting for Hα emission (for example, Cugno et al., 2019; Zurlo et al., 2020), have only found one system with accreting planets: PDS 70 (PDS 70 b, PDS 70 c, Kepler et al., 2018; Müller et al., 2018; Wagner et al., 2018; Haffert et al., 2019). However, this source is somewhat special in that PDS 70 b is observed within a significant gap almost entirely devoid of material (Kepler et al., 2019). This lack of opacity from small grains plays an important role in how readily the planet can be detected in the infrared and suggests that the detection of planets which are still embedded within a disk with no clear gap can be challenging.

An alternative approach is to search for influences of the unseen planet on the physical structure of the disk itself. A long-standing prediction of embedded planets is their ability to open gaps in the gas distribution, inciting a comparable level of substructure in the dust distribution (Lin & Papaloizou, 1986). Generic simulations of disk-planet interactions can now reliably reproduce observed dust distributions (Zhang et al., 2018; Lodato et al., 2019). Figure 1 compares the planets used to model the observed substructures in the sub-mm continuum (green and blue symbols) to the confirmed exoplanet population (gray dots). Although concentric rings and gaps are compatible with an embedded planet scenario, they are not unique to that scenario. Various (magneto-) hydrodynamical instabilities, such as the magneto-rotational instability (Flock et al., 2015; Béthune et al., 2017; Riols & Lesur, 2019; Riols et al., 2020), zonal flows (Uribe et al., 2011), compositional baroclinic instabilities (Klahr & Bodenheimer, 2003) or radially variable magnetic disk winds (Suriano et al., 2018), have all been shown to produce comparable structure in both the gas and dust. Additionally, direct features of planet-disk interactions are therefore essential in confirming the presence of a planet.

The gaseous component may hold the multidimensional dynamic information required to test competing theories and mechanisms. Although substructures in molecular emission, suggestive of surface density perturbations, have been reported (for example, Isella et al., 2016; Teague et al., 2017; Huang et al., 2018), attributing these features to changes in the disk physical structure rather than from chemical effects (such as Óberg et al., 2015; Bergin et al., 2016; Cazzoli et al., 2018) remains a challenge. Even with a suite of molecular line observations, it is hard to infer the physical structure of potential gaps in the gas surface density from the line intensity alone (Facchini et al., 2018).

With current instrumentation enabling observations at spectral resolutions of 20 m s⁻¹, there is an exciting opportunity to search for kinematical features, bypassing the complexities of molecular excitation and underlying chemical structures. This possibility was first envisaged by theoretical work that predicted the observable features associated with embedded planets, namely how the locally perturbed velocity fields manifest in molecular line observations (Perez et al., 2015; Pérez et al., 2018). Excitingly, the possibility has become reality: two detections of embedded planets have already been claimed, one in HD 163296 (Pinte et al., 2018b) and one in HD 97048 (Pinte et al., 2019), where localised deviations in the gas velocities are best described by an embedded planet. These are included in Fig. 1 as the red lightning bolts. In addition, similar kinematical features have been reported in HD 100546 (Casassus & Pérez, 2019; Pérez et al., 2020)

---
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Figure 1. The population of exoplanets detected through conventional techniques (grey dots) in comparison with putative young planets in disks (see legend for details). We have also marked on the plot the approximate parameters space accessible to the different techniques (coloured lines). The topic of this review concerns the detection using kinematical information. Updated from Bae et al. (2018).

and 8 circumstellar disks observed by the DSHARP program (Pinte et al., 2020), although dedicated numerical modelling of these additional disks to infer planet masses has not yet been carried out and these objects are not shown in Fig. 1.

1.2 Constraining the Planet Formation Process

Detecting planets embedded in their parental disk offers an entirely unique opportunity to study the planet formation process; knowing where the planets are allows for a much more direct relation between properties of the disk and the planet. We give a few more specific examples below.

1.2.1 Formation Mechanism

Currently, two modes of planet formation are thought to be viable: a slow process of ‘core accretion’ (Safronov, 1972), wherein planets grow from the bottom up, or the rapid collapse of a region of the disk via gravitational instability (GI), directly forming a planet (Boss, 1997; Kratter & Lodato, 2016). The former has been shown to account for most of the observed exoplanet population at short (within a few au) separations (e.g. Benz et al., 2014), which is the population accessible through techniques such as radial velocity and transits. However, these mechanisms are exceptionally inefficient at radii of tens of au where dynamical timescales are prohibitively large for the core accretion scenario.

In the last few years, the theory of core accretion has seen a significant revision thanks to ‘pebble accretion’ (Ormel & Klahr, 2010; Lambrechts & Johansen, 2012). The growth of initial planetary seeds is much faster when considering that disks contain large amount of mm-sized grains (pebbles) rather than considering only km-sized bodies (planetesimals) as in traditional core accretion. This distinction is important as pebbles are subject to gas drag due, while planetesimals only feel gravity and therefore the gravitational focusing will greatly enhance the cross section of the planetesimal and thus enhancing the accretion rate onto it. The caveat is that some other process is needed to jump start pebble accretion by forming initial planetary seeds, required to have a mass comparable to Ceres ($\sim 5 \times 10^{-7} M_{\text{Jup}}$). Thanks to these revised timescales, pebble accretion remains a viable mechanism to form planets at large separations on Myr timescale (Johansen & Lambrechts, 2017).

These outer regions are also those where GI is typically active, in disks where the disk mass, a poorly constrained property at best, must be large enough such that the gravitational potential of the disk is comparable to that of the host star (Clarke, 2009; Rafikov, 2009). However, GI typically forms objects much more massive than the majority of known exoplanets. While analytical constraints show that the minimum planet mass that can be formed through GI can be as low as around $1 M_{\text{Jup}}$ (Cadman et al., 2020) in all parameter space the typical value is more like $\sim 10 M_{\text{Jup}}$ (Forgan & Rice, 2011). This is in agreement with both parameterised population synthesis models (Forgan & Rice, 2013; Forgan et al., 2018) and high resolution global hydrodynamics simulations (Hall et al., 2017). It also agrees with observations. A sample of 199 FGK stars found that between 1% and 8.6% of systems, at a confidence level of 95%, had objects that most likely formed through gravitational instability (Vigan et al.,
2017, 2020). This suggests that GI as a planet formation pathway is rare, but it is still statistically consistent with being the dominant formation pathway for rare systems such as HR 8799 (Marois et al., 2008), which have massive objects on wide orbits.

Identifying planets forming within \( \lesssim 10 \) au will therefore provide tight constraints on what dynamical processes must be involved in their formation. Furthermore, the planetary mass can be inferred by matching spectrally resolved kinematic features with hydrodynamical predictions. This dynamical measurement allows for a highly complimentary approach to masses derived by modelling the observed emission from the embedded planet. With more robust constraints on the mass of embedded planets to hand, a direct test between formation theories is possible; for example, GI tends to form planets with typical masses well above Jupiter, whereas pebble accretion has a preference for Neptune mass planets.

### 1.2.2 Planet Composition

The formation location of the planet determines the chemical composition of the material accreted onto the planet, resulting in highly variable atomic abundances (Öberg et al., 2011; Öberg & Bergin, 2016). Of particular importance, primarily as it can be measured in the atmospheres of exoplanets (e.g. Madhusudhan, 2019), is the ratio between the carbon and oxygen atomic abundances. With substantial progress made on measuring the local C/O ratio within the disk (Bergin et al., 2016; Cleeves et al., 2018; Miotello et al., 2019; Le Gal et al., 2019), it is in principle possible to trace the C/O ratio in the immediate vicinity of the forming planet.

The planet formation process is a highly complex process. It is still not clear specifically what and from where in the disk is material accreted onto the planet (Booth et al., 2017; Ilee et al., 2017; Cridland et al., 2019). Knowledge of the location of the forming planet is therefore essential if spatial changes in the C/O ratio are to be associated with compositional changes in the accreted material. For example, large scale radial variations in the CO abundance, a proxy of the local C/O ratio, are observed in a handful of sources (Zhang et al., 2019) in addition to theoretical models suggesting temporal changes (e.g. Krijt et al., 2018). Simultaneously, by characterising the gas velocity structure around the planet, it is possible to provide observational constraints on how the material is being transported from the disk to the planet which can be fed back into simulations of atmospheric formation (e.g. Tanigawa et al., 2012; Szulágyi et al., 2014; Morbidelli et al., 2014).

### 1.2.3 Migration

For planets embedded within a gas-rich disk, migration is a natural outcome necessary to preserve angular momentum (Kley & Nelson, 2012; Baruteau et al., 2014). This process plays an important part in rearranging exoplanetary systems during their formation, which can result in significantly different orbital configurations or system architectures which are inferred through planet-hunting campaigns. The detection of an embedded planet will therefore provide essential evidence with which to better understand the migratory patterns of young planets.

The initial detection of an embedded planet will allow for a better understanding of the formation location assuming that significant migration has not already taken place (see Fig. 1), delivering much-needed initial conditions for models of planet migration. In parallel, the radial dust morphology has been shown to be strongly influenced by migrating planets (Pérez et al., 2019; Meru et al., 2019; Nazari et al., 2019) and combining these two pieces of information we will be able to characterise the significance of migration.

Understanding the migratory path of a planet is also important to better understand which reservoir materials are accreted and thus how the atmospheric abundances can change (Cridland et al., 2016, 2017), linking to the previous point about planet composition. For example, for the case of the Solar System, core formation outside the N\(_2\) snowline at \( \sim 45 \) au and subsequent inward migration has been invoked to account for the abundances of atomic species in Jupiter (Owen et al., 1999; Öberg & Wordsworth, 2019; Bosman et al., 2019).

It is therefore clear that robust detections of embedded, still-forming planets will provide the planet-formation and exoplanet communities with much needed observational evidence for their modelling, and to provide essential context for the planetary demographics which are continually being revised.

### 1.3 Layout of This Article

This article is the culmination of a recent workshop on ‘Visualizing the Kinematics of Planet Formation’, hosted at the Center for Computational Astrophysics at the Flatiron Institute in New York during October 2019. We aim to present the current state of the field in terms of detecting planets through their influence on the dynamical structure of their parental disk. In §2 we will review the current techniques used to extract velocity information at the meters per second level required to detect planets, highlighting recent results using these methods and detailing current hurdles in the interpretation of these signals. We provide a set of criteria which we believe can be used to claim a detection of an embedded planet or not. §3 focuses on the problem of imaging high-angular resolution interferometric data, discussing known issues with current methods, and describing alternative approaches which are used in neighbouring fields. Much of our intuition is built upon theoretical models and simulations, §4 reviews the current state of the art of the simulations used to interpret the velocity disturbances and what improvements are needed to keep up with the significant leaps forward in quality of observational results. A summary will conclude in §5.
2 THE KINEMATICAL DETECTION OF EMBEDDED PLANETS

Until recently, the search for forming planets has centred on the search for emission associated with the young planet: forbidden transitions indicative of accretion or thermal emission in NIR or sub-mm emission associated with CPDs. Despite some high-profile exceptions, e.g. the PDS 70 system (Keppler et al., 2018; Haffert et al., 2019; Isella et al., 2019), these methods have proven to be exceptionally challenging, primarily owing to the column of gas and dust from the disk in which the planet is embedded or the small physical sizes expected for the continuum emission associated with the CPDs. With the advent of ALMA, and the possibility to image molecular line emission from the parental disk at both high spatial and spectral resolutions, we can approach the hunt for planets from another angle: by searching for the influence of the embedded planet on the host disk.

To trace the background gas structure, we must move to observations of molecular emission. Despite requiring significantly more sensitive observations than continuum emission (as continuum observations can be made over bandwidths many orders of magnitude broader than line emission), molecular emission enables an entirely different view of the protoplanetary disk. Primarily in that we can probe much larger regions of the disk, radially and vertically, than with dust continuum, but also in that we can trace the dynamical structure of the gas. Owing to the significant chemical stratification within the disk (different chemical species require different temperatures, densities and ionisation levels to form and remain abundant enough to be detected), a careful choice of molecular lines allows one to trace distinct vertical regions within the disk and thus trace a full $z/r$ range. A similar approach can be used by selecting a range of less abundant isotopologues such that the lines span a range of optical depths (a common selection are the low $J$ transitions of $^{12}$CO, $^{13}$CO and C$^{17}$O which typically trace $z/r \sim 0.3$, 0.2 and 0.1, respectively; e.g. Pinte et al., 2018a).

The dynamical structure can be inferred from the Doppler shift of the emission lines. With ALMA able to achieve a $30 \text{ kHz}$ resolution, equivalent to $\approx 20 \text{ m s}^{-1}$ at $340 \text{ GHz}$ ($R \sim 10^7$), the intrinsic line profiles, with typical FWHM $\sim 300 \text{ m s}^{-1}$ dominated by thermal broadening, are readily resolved. Offsets between the measured line center and the rest-frame frequencies of these lines can therefore be interpreted as the projected line of sight velocity. By being able to trace the dynamical structure of the gas at a range of heights in the disk, we are able to directly search for the dynamical signatures of the mechanisms which are driving the substructure observed in the dust and hence distinguish between potential scenarios.

2.1 Theoretical Expectations for Embedded Planets

In this section, we provide a brief overview of the dominant features expected.

2.1.1 Gaps

Embedded planets will excite waves at Lindblad resonances, transporting angular momentum which is deposited into the disk when the waves shock. These shocks exert torques on the local gas, carving a gap, as shown in the left panel of Fig. 2. The opening of the gaps will modulate the rotation of the gas, $v_{\phi}$, due to the sharp radial gradients in the gas pressure, leading to a hastening of the rotation at the outside
of the gap and slowing of the rotation inside (Kanagawa et al., 2015; Perez et al., 2015; Teague et al., 2018a), highlighted in the central panel. Grains will drift to local maxima in the gas pressure (Whipple, 1972), opening similar gaps in the dust.

2.1.2 Spiral Wakes

Although the planet-opened gaps will result in velocity perturbations around the full 2π azimuth of the disk, the largest deviations from the background rotation will be along the spiral wakes as shown in the right panel of Fig. 2 (Goldreich & Tremaine, 1980). In addition to changes in \( v_\phi \), the spiral wakes will induce significant radial and vertical velocities (Pinte et al., 2019) as gas is driven away from the embedded planet. These can reach deviations of up to ±10% (Pérez et al., 2018; Pinte et al., 2018b; Teague et al., 2018a; Zhang et al., 2018; Gyeol Yun et al., 2019). Peak deviations depend on background disk properties, such as the disk viscosity or equation-of-state (EOS), as well as planetary mass. Although contemporary studies suggest a clear link between the magnitude of the velocity deviation and the mass of the embedded planet, current simulations lack a full thermodynamic treatment of the shock heating associated with the spiral which may influence this relationship.

2.1.3 Vertical Motions

Unlike the large dust grains, those which emit at sub-mm wavelengths, and are confined to the disk midplane, the gas component extends over a large vertical extent over which embedded planets are expected to drive significant motions. The most distinctive of these vertical motions are the ‘meridional flows’ (Kley et al., 2001; Tanigawa et al., 2012; Szulágyi et al., 2014; Morbidelli et al., 2014), recently detected by Teague et al. (2019b). As the planet opens a gap, material viscously spreads from radii outside the gap towards the gap center, before falling towards the midplane at the gap center in order to maintain hydrostatic equilibrium. This results in a very characteristic flow around an opened gap, with eddies in the gas bounding the gap. It is yet unclear how azimuthally extended these flows are around the forming planet, however most simulations currently suggest that the vertical motions are strongest at the location of the planet. As the velocity of the vertical motions are directly related to the depth of the gap, the detection of gas flows towards the midplane at the radius of the planet would provide strong evidence that there is a significant perturbation in the gas surface density.

Furthermore, Zhu et al. (2012, 2015) demonstrated that when a vertical temperature gradient is present, an embedded planet will excite buoyancy resonances in addition to the Lindblad resonances discussed above. Such resonances will result in lower amplitude over-densities than a Lindblad resonance, but will drive higher velocity perturbations, predominantly in the vertical direction. These additional spirals will have a strong vertical dependence on both their pitch angles (how tightly wound the spirals are). Additionally, the strength of the velocity perturbations which are stronger at higher altitudes. Teague et al. (2019a) recently observed vertical velocity perturbations in the disk of TW Hya, tracing a tightly wound spiral morphology, unable to be fit by a Lindblad spiral wake. The coincidence of this feature with a large gap in the gas density (van Boekel et al., 2017; Teague et al., 2017) is highly suggestive of a planet-induced buoyancy spiral.

2.1.4 Turbulent Motions

In addition to large, ordered flows, an embedded planet will drive local turbulent motions. In terms of observations, large-scale, ordered flows will result in changes of the line center, while smaller scale, turbulent motions will broaden the observed molecular line. Dong et al. (2019) showed that an embedded \( 4 M_{\text{Jup}} \) planet in a disk with a mass of 0.001 \( M_{\odot} \), induces mildly supersonic vertical velocity dispersions in and around the opened gap, as shown in Fig. 3. While these simulations did show that there was enhanced velocity dispersion along the outer spiral arm, the largest dispersions did not coincide with the location of the planet, but were found around the entire azimuth of the gap. It could therefore be expected that in a planet-opened gap an enhancement in the local line width is observed. However, a significant caveat in these simulations is the assumption of some background viscosity which will scale the amplitude of these dispersions.

2.1.5 Circumplanetary Disks

At much smaller scales, material accreting onto the young planet will fall onto a circumplanetary disk. On scales of less than a Hill radius, a circumplanetary disk will form introducing an additional large velocity component to the gas (Kley, 1999; Lubow et al., 1999). Several theoretical works have shown that CPDs can be observed in the dust continuum, however this requires the highest spatial resolution of ALMA in order to resolve the Hill sphere, and extremely deep observa-
tions to catch the dust content of these disks (Isella & Turner, 2018; Szulágyi et al., 2018). Searches for emission associated to these disks have been made, however currently there are no clear detections (there is a tentative detection a CPD around PDS 70 c, however requires follow-up observations for confirmation; Isella et al., 2019). However, in the gas Perez et al. (2015) showed that this CPD rotation is sufficiently large to decouple the gas from the background rotation. At lower resolutions, this would manifest as a localised broadening in the emission line, similar the non-thermal broadening described in Dong et al. (2019), but localised to the location of the planet.

All these simulations suggest that embedded planets will resulting in numerous observable features which could betray their presence, most notably traced in molecular line emission. In particular, embedded planets should drive substantial and detectable flows in the gas on top of the background Keplerian rotation\(^2\). Such kinematic features potentially provide the most robust tracer as they are decoupled from excitation or abundance-related effects (driven either by the local chemistry for the case of molecular lines, or grain evolution for continuum emission) which could result in false-positive detections of embedded planets. Searching for small deviations relative to this background rotation is far easier than determining the absolute velocity structure of the disk. In the following section, we focus on the kinematical approaches to detecting embedded planets, discussing the current methods of extracting precise velocities structures from observations of molecular line emission necessary to uncovered the signatures of embedded planets.

### 2.2 Kinematic Observations of Planet-Hosting Disks: Methods and Techniques

In this section we will focus on line data from a sub-mm interferometer, such as ALMA, although in practice the techniques are applicable to any integral field unit (IFU) like observation (we discuss the additional step and technicalities of imaging the data taken with interferometers in §3). The end product of an ALMA observation of line emission is a data cube containing three axes (ignoring any polarisation): two spatial, representing the sky coordinates, and the spectral axis. Knowing the rest frequency of the observed line allows for a conversion from frequency to line-of-sight velocity through the Doppler shift of the line. It is more useful to work in velocity-space rather than frequency-space as these values are more directly relatable to the physical processes which we want to understand.

The data cube consists of multiple ‘channels’, each showing the emission integrated over a narrow frequency or velocity range (for typical observations of line emission these ranges are anywhere between 20 and 1000 m s\(^{-1}\)). Figure 4 shows example channel maps of \(^{12}\)CO emission in the disk around HD 163296 using the DSHARP data (Andrews et al., 2018; Isella et al., 2019). The emission is observed in a characteristic ‘butterfly’ pattern owing to the projected rotation of the disk,

\[
v_0(r, \phi) = v_\phi(r) \sin(i) \cos(\phi) + v_{\text{LSR}}
\]

where \(i\) is the inclination of the disk, \(i = 0^\circ\) being face-on and \(i = 90^\circ\) edge-on, \(r\) the radius in the disk, \(\phi\) the azimuthal angle measured from the red-shifted major axis of the disk, and \(v_{\text{LSR}}\) being the systemic velocity of the star. To remove the velocity dependence of the emission, one can integrate along the spectral axis, creating a ‘zereth-moment map’, as shown in the right-hand, large panel of Fig. 4, showing the overall morphology of the line emission.

To characterise the background rotation of a disk, the most typical analysis is to make a rotation map, detailing the line measured line center, \(v_0\), across the disk as shown in Fig. 5. The dipole morphology arises due the functional form of Equation 1, with the axis of symmetry being the major axis of the disk. Traditionally these maps are created with an intensity-weighted average velocity, more commonly known as a first-moment map, \(M_1 = \sum_i I_i v_i / \sum_i I_i\), where \(N\) is the number of velocity channels averaged over. This approach, however, is highly sensitive to noise in the data and often requires either user-defined masks or threshold masks which remove ‘noisy’ pixels to produce high quality maps. As such, alternative methods have been advocated for, including fitting a Gaussian component to each pixel (e.g. Casassus & Pérez, 2019), fitting a quadratic curve to to the velocity of peak intensity and the two neighbouring velocities (e.g. Teague & Foreman-Mackey, 2018), or just taking the velocity of the peak intensity (called a ‘ninth-moment’ map in CASA, despite bearing no relation to a true statistical moment).

These maps allow one to measure basic geometrical properties of the disk, such as the disk center, inclination, position angle, and, with some assumptions, the dynamical mass of the central star. With higher resolution observations it is also possible to resolve the 3D structure of the disk for the more inclined sources. This manifests as a bending of the dipole lobes away from the semi-major axis (most clearly seen in the HD 163296 panels of Fig. 5). As the lobes appear to bend towards the edge of the disk further from the observer, it is possible to fully determine the orientation of the disk on the sky (see, for example Piétu et al., 2007; de Gregorio-Monsalvo et al., 2013; Rosenfeld et al., 2013).

To measure a radially varying rotation profile, these \(v_0\) maps can be azimuthally averaged (most observations of molecular line emission in protoplanetary disks show azimuthally symmetric structure). Casassus & Pérez (2019) used a suite of nested annuli, each taking into account any projection effects of the 3D structure of the disk, to recover a radial profile of \(v_\phi\) by fitting Eqn 1 to the points in the annuli. Teague et al. (2018a,b) used a similar method, however

\(^{2}\)It is important to note that this current set of expected features combines work from several groups with different methodologies. Although the general outlook is consistent, more work is absolutely needed to bring these predictions together in a single cohesive picture.
rather than fitting the projected $v_0$ value in each pixel, shifted the spectrum in each pixel by the projected disk rotation, $v_φ \sin(\phi) \cos(\phi)$, such that each spectrum was centred on the systemic velocity, $v_{\text{LSR}}$. The aligned spectra could then be compared to find the most appropriate value of $v_φ$ in each annuli. These approaches allow for the inference of $v_φ(r)$ at a precision down to $\approx 10$ m s$^{-1}$, depending on the quality of the data. Note that this method has been used to detect weak emission lines in disks but assuming $a$ priori the velocity structure, such that lines can be efficiently stacked (e.g. Yen et al., 2016).

These methods assume that the projected velocities are purely rotational velocities, $v_φ$. However, they are easily extended to additionally account for radial and vertical velocities such that the projected velocity is the superposition of all three projected components,

$$v_0 = v_φ \sin(\phi) \cos(\phi) + v_r \sin(\phi) \sin(\phi) + v_z \cos(\phi) + v_{\text{LSR}}.$$  \hfill (2)

As demonstrated in Teague et al. (2019b), the three velocity components can be disentangled (under the assumption of an azimuthally symmetric velocity distribution) due to their differing dependence on the azimuthal angle, $\phi$. We note that similar methods are used in studies of galaxies (most notably with the kinemetry package; Krajnović et al., 2006), which consider a harmonic expansion of circular and radial terms for $v_0$. However, as the intrinsic line widths found in protoplanetary disks are much narrower and systematically broadened due to the finite resolution of the data (e.g. Teague et al., 2016), these techniques are not directly applicable to protoplanetary disks. Teague et al. (2019b) was able to use this technique to uncover significant radial and vertical flows, in addition to the previously detected radially varying rotational velocity, in the disk of HD 163296.

The assumption of an azimuthally symmetric disk breaks down when one aims to search for azimuthally localised deviations indicative of an embedded planet. The primary approach for doing this is to search for localised residuals from a background model, $v_0 - \langle v_0 \rangle_φ$ (Pérez et al., 2018). The largest uncertainty here is the choice of background model to use for the subtraction. The most simple approach is to assume a background model that is in Keplerian rotation, optimising the model parameters to find the best fit to the observations (e.g. Walsh et al., 2017; Teague et al., 2019a). The model can also include considerable amounts of complexity if the data warrants it, such as analytical prescriptions of the emission surface or disk warps, for example, as implemented in the Python package eddy (Teague, 2019). A more complex, or more source-specific, model would be a projection of the azimuthally averaged velocities profiles with a radially varying emission surface as used in Casassus & Pérez (2019). It is important to consider the flexibility of the model: too flexible and the observations will be over-fit, while if the model is inflexible, large systematic residuals will be produced.

A commonly predicted feature is a ‘Doppler flip’, due to the additional velocity components from the spiral shocks (Pérez et al., 2018; Pinte et al., 2018a,b; Teague et al., 2018a). This manifests as a positive residual following the outer trailing spiral arm and a negative residual tracing the inner leading spiral arm. Again, due to the projection effects and the superposition of radial and vertical motions also driven by the shock, the strength of this signal can vary significantly as a function of azimuth in the disk (see the appendix of Pinte et al., 2019, for example). Recently, Casassus & Pérez (2019) and Pérez et al. (2020) reported the detection of a significant feature resembling a ‘Doppler flip’ in the disk around HD 100546.

Such features are also visible in the channel maps of the data, but manifest in a different way. In a channel map, the emission traces out the iso-velocity contour of the central velocity of the channel. Thus, for a smooth velocity profile the emission is expected to trace out similarly smooth iso-velocity contours. The introduction of velocity perturbations will change the velocity of the gas the emission is tracing.

![Figure 4](Figure 4. Example channels of $^{12}$CO emission in the disk around HD 163296, with an integrated intensity map (zeroth moment) to the right (Andrews et al., 2018; Isella et al., 2019). The zeroth moment map was made with a 3σ clipping applied to the data. Note that the ringed structure visible in the zeroth moment map can be attributed to continuum absorption from the far side of the disk and continuum subtraction during the imaging process (e.g. Isella et al., 2018; Kepler et al., 2019).)
Figure 5. Comparison of the rotation maps for a close to face-on disk, TW Hya, $i \sim 5^\circ$, top, and a moderately inclined disk, HD 163296, $i = 47^\circ$, bottom. The maps were created using the ‘quadratic’ method described in Teague & Foreman-Mackey (2018). The right panels show a zoom-in of the center of each map with lined contours highlighting the high velocity lobes which bend away from the disk major axis, plotted with dashed lines, due to the elevated emission surface (a ‘flat’ disk would be perfectly symmetric about the major axis of the disk). This effect is far more clearly seen for HD 163296 due to the inclined viewing geometry. The beam sizes are shown in the bottom left of the zoom-in panels as hatched ellipses. The data is taken from Huang et al. (2018) for TW Hya and Isella et al. (2018) for HD 163296.
and thus shift that emission into an adjacent channel. This manifests as a discontinuity in the iso-velocity contours. Figure 6 demonstrates this for the feature in HD 163296. Various names have been given to this feature, notably twist (Pérez et al., 2015), kinks (Pinte et al., 2018b, 2019, 2020) and wiggle (Pérez et al., 2018, 2020). Here we advocate for the umbrella term ‘kinematic planetary signatures’ (KPS) to refer to all these features. Figure 3 from Pérez et al. (2020) provides a comparison of how these feature in the channel maps relate to those observed in the residual maps. Pinte et al. (2018b) was the first to find such a feature and attribute it to an unseen planetary perturber. Since then, Pinte et al. (2019) reported a similar feature in HD 97048 and Pinte et al. (2020) argues for tentative KPSs in nine of the DSHARP sources.

2.3 Caveats on the Interpretation of Observations

In the previous subsection, we have discussed the various approaches one can take to extract information about the local velocity field and infer the presence of a perturbation relative to some assumed background field. Recent works have shown that these analysis techniques have revealed a stunning array of KPSs, suggesting the presence of unseen planetary perturbers. In this subsection, we discuss the interpretation of these features, in particular their significance and how a strong case can be made for an unseen planet without the option to directly detect it.

One major problem is the inference of an emission height. For optically thick lines, such as the commonly used $^{12}$CO or $^{13}$CO, one expects the $\tau \approx 1$ layer to be relatively narrow such that describing the emission as an elevated 2D surface is appropriate. In this scenario, it is common to deproject the data taking this elevated surface into account, typically using a parameterised description of the emission surface,

$$z(r) = z_0 \left( \frac{r}{r_0} \right)^\psi - z_1 \left( \frac{r}{r_1} \right)^\psi,$$

as in Teague et al. (2019a). Taking $\psi = 1$ and $z_1 = 0$ recovers the conical emission surface described in Rosenfeld et al. (2013). However, when the lines become optically thin, as will be the case when aiming to trace closer to the midplane, the $\tau \approx 1$ layer may be extended in the vertical direction, or, for truly optically thin molecules, never reach $\tau \approx 1$ at all. In this regime it may not be applicable to describe the emission layer with such a parameterization, but rather requires the full disk model to be used.

A second hurdle which must be overcome is the interpretation of the residuals in the rotation maps. This is primarily because the projection of the velocities gives rise to azimuthally varying residuals for a constant model offset. For example, an annulus of gas rotating faster than the model predicts will give rise to a residual with an azimuthal modulation of $\cos(\phi)$ (Teague et al., 2019a). In addition, distinguishing between residuals due to true features in the observations, rather than model misspecification, poses a large challenge. Systematic residuals due to model misspecification will often present as having some order of rotational symmetry. For example, an incorrect inclination will result in a residual with three positive and three negative spokes, while a mis-specified dynamical mass will lead to dipole-shaped residuals. Continuing to explore the parameter space of background models and gain a stronger intuition about systematic residuals that can arise will help in identifying regions of interest.

To compound these issues, the data quality will strongly impact the conclusions that can be drawn from the data. In particular, the long baseline data needed to spatially resolve these features is often noisy over these small spatial scales. This will particularly impact how well an emission surface
can be inferred and may be sufficient to shift emission in a channel, yielding a false-positive detection of a localised velocity deviation. A simple solution to this problem is using observations which are designed for kinematic studies: namely very deep, high angular resolution observations with extensive $uv$-plane coverage. However, these are costly in relation to typical continuum observations which can exploit the full bandwidth of ALMA. Alternative techniques for imaging the data, as discussed later in §3 may additionally help to mitigate these issues.

Ultimately, without a direction detection of a protoplanet, a kinematical detection is not fully confirmed. There is a potential concern that such features are driven instead by hydrodynamical instabilities, such as the vertical shear instability or gravitational instability. Later, in §4, we discuss our current knowledge of the theory of planet-disk interactions and what simulations need to be developed and run to provide a better set of unique observables.

2.4 Proposed Criteria for a Kinematical Detection

Given the current techniques, caveats in interpreting images and predictions from simulations, we therefore advocate that the following features are required to claim an embedded planet:

1. The detection of a gap, or localised decrease, in the gas surface density. Such a feature would preferably observed in multiple tracers, such as mm-continuum, molecular line emission or scattered light, such that radiative transfer or chemical effects can be ruled out as the cause of the deficit in emission.
2. The detection of a velocity disturbance which is localised to the centre of the gap. This can be observed in either the rotation map or the channel maps.
3. The detection of the velocity disturbance in more than one molecular line, tracing different heights within the disk.
4. The detection in multiple channels of a single line such that the feature is resolved in velocity. This is essential for the modelling required to determine the planet mass.
5. Enhanced line broadening, ideally coincident with the velocity disturbance, but at least at the same orbital radius.

We note that HD 97048 b (Pinte et al., 2019) has already been ingested into NASA’s Exoplanet Database\(^1\) with an assigned detection method of ‘disk kinematics’ although currently this only satisfies the first two proposed points.

In order to roll out this search for embedded planets to a larger source sample, it is important to understand the scale of observations needed. A typical observation for planet hunting assuming a 1 $M_{\text{Jup}}$ planet at a separation of 100 au would require 0.1″ spatial resolution (15 au at typical source distance of 150 pc) and a spectral resolution of 100 m s\(^{-1}\). For moderately inclined disks, $i \gtrsim 20^\circ$, this would be sufficient to detect the localised deviations shown in Fig. 6 and agree with the proposed criteria for a kinematic detection. As many of these sources are very extended, therefore requiring multiple array configurations to prevent spatial filtering, such observations would require 10 to 20 hours depending on the brightness of the target molecule (note that much of this time is required to well sample the $uv$ space, required for high-fidelity imaging, discussed below, rather than for sensitivity reasons). While this represents a significant investment in terms of observation time, particularly for less abundant species that would trace closer to the midplane where the signatures are stronger, we stress that these are absolutely achievable with standard proposals with ALMA and should be strongly encouraged.

3 ROBUST INTERPRETATION OF SYNTHESIZED IMAGES

In the previous section we have discussed some of observable features which can be associated with embedded planets. However, these features are subtle and are pushing the limits of what can be discerned with contemporary interferometric data. In particular, as the spatial and spectra scales associated with these features are comparable to the spatial and spectral resolution of the data it is essential to make sure that artefacts are not introduced in the imaging of interferometric data.

An important aspect of working with interferometric data is the consideration of how the images were synthesised. Recent results from the Event Horizon Telescope have widely publicised many of the issues associated with imaging interferometric data and the features that such processes can inject into the final image (e.g. Event Horizon Telescope Collaboration et al., 2019). In this section we provide a short overview of the general problem faced when imaging interferometric data, and propose alternative checks which can be made, such that features observed in channel maps can be attributed to embedded planets rather than imaging artefacts.

3.1 The Visibility Plane

Interferometers like ALMA sample the visibility function $V$ of a source at a set of discrete spatial frequencies $(u, v)$ fundamentally dictated by the array configuration and observing frequency (Thompson et al., 2017). The visibility function is given by the Fourier transform of the sky brightness distribution $I(l, m)$,

$$V(u, v) = \int \int I(l, m) \exp \{-2\pi i (ul + vm)\} \, dl \, dm. \quad (4)$$

where $l$ and $m$ are the direction cosines on the sky corresponding to R.A. and declination. The fundamental interferometric data product is then a set of $N$ calibrated visibility measurements $V = \{V_i\}_{i=1}^N$ at various coordinates in the $uv$-plane (spectral line observations also have an additional frequency ($v$) dependence). These visibilities are complex-valued num-

\(^1\)https://exoplanets.nasa.gov/exoplanet-catalog/7593/hd-97048-b/
bers with Gaussian measurement uncertainties proportional to the thermal system noise. Historically, models have been fit in this native Fourier plane: a sky-brightness model \( I(l, m | \theta) \) is Fourier transformed to \( V(u, v | \theta) \), evaluated at the same spatial frequencies as the observations, and assessed using the (log-)likelihood function of the data

\[
\ln \mathcal{L} = \ln p(V|\theta) \propto -\frac{\chi^2(\theta)}{2}.
\]

For unresolved or marginally resolved sources, simple models like elliptical Gaussians are adequate and have the added benefit that \( V(u, v | \theta) \) can be specified analytically.

This analysis workflow is also appropriate for more complex astrophysical models, such as channel maps of CO protoplanetary disk emission generated by radiative transfer codes. The benefit of bringing these inherently image-plane models to the visibilities (via the FFT and band-limited interpolation; Schwab, 1984) is that the full information content of the dataset is utilised in assessing the probability of the model parameters \( \theta \) within a Bayesian framework and “nuisance” parameters can be marginalized out of final parameter estimates. For example, the Keplerian velocity pattern of a protoplanetary disk can be used to precisely constrain the mass of the central star(s), which dominates the gravitational potential, while marginalizing over disk structure parameters (e.g., Czekala et al., 2017). Directly fitting the measured visibilities has the benefit of avoiding beam sidelobe effects (e.g., the multiple rings of AS 209; Guzmán et al., 2018) and calibration artefacts can often be effectively remedied in a self-consistent manner (e.g., phase self-calibration; Hezaveh et al., 2013). The main drawback of visibility-plane fitting, however, is that it can be difficult to assess whether one has specified a sufficient model for the application at hand. Because the Fourier transform carries localised flux in the image plane to many spatial frequencies in the Fourier domain, a good visibility model must necessarily reproduce the observed emission at all positions in the disk and at all observed frequencies. This is challenging when optically thick and optically thin molecular line and continuum emission and absorption are present. For the purposes of detecting the kinematic signature of a protoplanet in a disk, correctly modeling the photodissociation layer, molecular abundance, and vertical temperature gradient may be second-order concerns relative to the (primarily Keplerian) velocity field. Yet, these features must be correctly modeled in order to produce a good-fitting visibility model, since signal from these features will appear at many spatial frequencies.

For several years now, ALMA has been observing protoplanetary disks with sufficient coverage at high spatial frequencies to produce richly detailed images indicative of gaps, rings, and a multitude of disk substructure. By shifting analysis to the image plane, geometrically motivated models of optically thick emitting surfaces and azimuthally-symmetric velocity fields can bypass many of these fine-grained modeling concerns by building localised model complexity where required. Difficult-to-model but otherwise irrelevant regions of the disk can simply be masked from the analysis.

Because interferometers do not sample all necessary spatial frequencies (and those that they do are corrupted by noise), constructing images, here represented as a flattened array of pixels, \( I = \{|I|^2_{\theta}\} \), from the visibility samples \( V \) requires making assumptions about the unsampled spatial frequencies. Shifting the analysis from the Fourier plane to the image plane also shifts concerns from model mis-specification (i.e., is the model parameterization \( I(l, m | \theta) \) sufficiently complex to capture the sky-brightness specification?) to image fidelity (i.e., is the image \( I = \{|I|^2_{\theta}\} \) a faithful representation of the true sky brightness \( I(l, m) \)?). Here we focus on examining the potential pitfalls of image-based analysis and present a robust analysis workflow to promote scientifically valid inferences about kinematically induced features in protoplanetary disks.

### 3.2 CLEAN

The basic spiral configuration of the ALMA array ensures dense \( uv \)-plane sampling for a majority of array configurations (Wootten & Thompson, 2009), even for short exposure times (and thus Earth rotation). In the most extended array configurations (which yield the highest spatial resolution), however, the density of \( uv \)-plane coverage drops, and care must be taken when synthesising images (Fig. 2 of Andrews et al., 2018, neatly demonstrates the relation between \( uv \) coverage, the resulting synthesised beam and the clean image). The more that the observational setup (i.e., the array configuration, observing frequency, and diversity of hour-angle execution) can be optimised to sample the \( uv \)-plane, the less that algorithmic complexity will be needed to synthesise quality images. Sometimes, due to low source elevation or the expense of integrating longer to achieve Earth rotation, sparse \( uv \) coverage is unavoidable.

The CLEAN family of algorithms work by iteratively deconvolving the dirty image (the inverse Fourier transform of the sampled visibilities) with the dirty beam (the inverse Fourier transform of the window function of the array) to build up a model image. In its simplest implementation, the model image is represented by a series of point sources (e.g., Högbom, 1974); more advanced algorithms use multi-scale basis sets (e.g., a series of approximately Gaussian functions of varying widths; Cornell, 2008). The deconvolution process is typically implemented as a procedure, whereby the regions to deconvolve are identified by the user with a CLEAN mask. The final CLEANed image will often look different depending on the choices of procedural parameters like loop gain and threshold level, underscoring the point that in such a framework there is no one optimal image, but rather a range of many possible images consistent with the data.

The spatially resolved molecular emission from protoplanetary disks, at once diffuse and concentrated (e.g., Figure 7), is generally not well-matched by the basis sets available in CLEAN algorithms today. Adequate images can sometimes be produced by extensive tuning of the procedural deconvolution loop at low gain levels such that enough Gaussians and/or
point sources of varying amplitudes are collected in the right proportions. However, this approach is far from optimal when the emission is faint, diffuse, and the $uv$ coverage is sparse. The mismatch between the actual dirty beam and the CLEAN beam (an elliptical Gaussian fit to the core of the dirty beam; used to restore a CLEAN model) makes attaining a decent CLEAN model difficult in practice without substantial user intervention (e.g. Jorsater & van Moorsel, 1995; Walter et al., 2008; Pinte et al., 2020). This can have disastrous consequences for image fidelity, especially at high dynamic range. Development is needed to identify more suitable CLEAN basis sets and regularization terms.

3.3 Regularized Maximum Likelihood (RML) Methods

An alternate family of imaging algorithms are the “maximum entropy” techniques (Cornwell & Evans, 1985; Narayan & Nityananda, 1986), or, more generally, regularized maximum likelihood methods (Event Horizon Telescope Collaboration et al., 2019). These techniques can be viewed through the same forward modeling framework as in §3.1 with the model being the set of pixel values comprising the image itself

$$
\ln \mathcal{L} = \ln p(V|I) \propto -\frac{\chi^2(I)}{2}.
$$

Because the Fourier transform is a linear operator, it should be noted that one maximum likelihood image is simply the inverse Fourier transform of the visibilities, i.e., the dirty image. Equivalent images that also maximize the likelihood are those that contain emission on spatial frequencies not sampled by the array. In addition, some implementations model the logarithm of the image (e.g., Junklewitz et al., 2016), making the likelihood function itself a non-linear function of the model parameters. The advantage of regularized maximum likelihood techniques is that priors $p(I)$ may be specified (also called regularization penalty terms) to promote certain image characteristics away from the dirty image. Together, the likelihood and prior yield the image posterior

$$
\ln p(I|V) \propto \ln p(V|I) + \ln p(I).
$$

Much of the variety among regularized maximum likelihood methods boils down to choice of the prior, $p(I)$. The most common prior in use is the image “entropy,”

$$
\ln p(I) = -\lambda \sum_i \frac{I_i}{G} \ln \frac{I_i}{G} + \text{constant}
$$

where $G$ is a constant approximately equal to the thermal noise in the image, and $\lambda$ is a scaling factor that controls the relative importance of the likelihood function and the entropy prior (Cárcamo et al., 2018). This form of prior also enforces strict positivity on the image pixel values, such that $I_i > 0, \forall i$. Image entropy is analogous to the same concept in statistical mechanics, where entropy is defined using the number of possible equivalent microstates of a macroscopic system. In the imaging case, an image with larger entropy is one that would look similar across as many possible pairings of specific pixels $i$ with intensity values $I_i$; a constant intensity image is one with maximal entropy (Narayan & Nityananda, 1986). Note that the entropy prior alone does not directly enforce a constraint on the image spatial “smoothness;” but in practice the entropy prior frequently promotes smoother solutions than CLEAN algorithms because more uniform (and therefore smoother) emission has a higher entropy than point source emission against an otherwise blank background.
Of course, priors that do explicitly favor spatial smoothness can also be used in addition to the entropy prior (e.g., Event Horizon Telescope Collaboration et al., 2019).

The entropy prior makes the full image posterior (Equation 7) non-linear, such that the maximum a posteriori image must be found via optimization rather than direct inversion. With GPU-accelerated maximum entropy implementations (GPUVMEM; Cárcamo et al., 2018), it is now computationally tractable to generate large image cubes of protoplanetary disk molecular line emission (Figure 7).

3.4 Recommended Workflow for Assessing Image Fidelity

With this in mind, we propose that for many of the subtle features which can be associated with an embedded planet, a test of robustness of the feature can be to image the data using an alternative imaging scheme. Although such methods are not implemented in the commonly used CASA package, there is a growing number of community-developed packages to perform such imaging: GPUVMEM (Cárcamo et al., 2018), PRIISM (Nakazato et al., 2019) and MPol (Czekala & Loomis, 2020), to name a few. If such packages are unavailable, different imaging schemes, for example different values of Briggs’ robust parameter, would provide first-order check that features are real (see the Appendix in Pinte et al., 2020, for example).

Understanding how far one can “trust” their synthesised images is vital to reaching valid scientific conclusions. One powerful, though potentially time-consuming, way to assess image fidelity is to construct an imaging cross-validation framework (e.g., Event Horizon Telescope Collaboration et al., 2019). In such a framework, several mock datasets are created using simulated disk emission structures from which synthesised observations are generated with realistic ALMA array configurations and integration times. A fraction (≈ 80%) of these mock datasets is used to test various imaging strategies and optimise imaging parameters to yield the “best” synthesised images, where best is defined relative to the application at hand. For the purposes of detecting protoplanets via their kinematic perturbations, a reasonable figure of merit would be the preservation of any non-Keplerian structures and resilience against introducing any artificial features which could be mistaken for perturbations. Finally, the systematic error budget of the tuned imaging algorithms are assessed using the remaining fraction (≈ 20%) of the mock datasets that were not used in training and propagated into analysis of the disk velocity field. Such a cross-validation methodology can be used in both CLEAN and RML frameworks.

4 THEORETICAL CONSIDERATIONS

From the plethora of observations made by ALMA (as well as other facilities, e.g., SPHERE on VLT), planet formation within the context of protoplanetary disks is clearly an ob-
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Kanagawa et al., 2015; Dong & Fung, 2017):

\[
\frac{\Sigma_0}{\Sigma_{\text{gap}}} - 1 \approx 0.043 q^2 \left( \frac{h}{r} \right)^{-5} \alpha^{-1},
\]

where \(\Sigma_0\) is the surface density of the disk, and \(\Sigma_{\text{gap}}\) is the surface density of the gap. This scaling can be understood as the global balance between the one-sided Lindblad torque and the disk viscous torque (Fung et al., 2014). The width of the gap is more difficult to determine because there is no definite edge to the gap. Depending on the definition, different scalings can be empirically derived from simulations (Kanagawa et al., 2015; Dong & Fung, 2017). These results are most applicable to isothermal disks, and refer only to the gaseous component.

The properties of planetary gaps in the dust distribution are less understood, despite being probed by continuum observations, primarily owing to the poorly constrained coupling of the dust to the gas. Some efforts have been made to systematically study the depth and width of dust gaps (Paardekooper & Mellema, 2004; Dipierro et al., 2015, 2016; Dipierro & Laibe, 2017; Dong et al., 2017; Zhang et al., 2018). A key point is to distinguish between gaps carved in both gas and dust, and gaps carved only in dust (Dipierro et al., 2016). In both cases, however, the results depend not only on dust properties, which are poorly constrained, but also on gas properties, assumed thermodynamics (Miranda & Rafikov, 2019; Facchini et al., 2020), the assumed mechanism for angular momentum transport. The origin of turbulence, if present, remains unclear (see review by Lyra & Umurhan, 2019). Few, if any, simulations have been performed of gap opening assuming angular momentum transport via winds, which may change the picture more substantially.

Following the ideas presented in Dullemond et al. (2018), Rosotti et al. (2020) demonstrated that the changes in \(\nu_\phi\) observed with current data can be used to quantify the changes in the local gas pressure gradient and thus the change in gas density, as shown in Fig. 8 (see also Teague et al., 2018b). Comparison with the dust distribution traced by the mm continuum allows for unique constraints on the coupling of the dust to the gas, enabling a far more robust probe of the depth and width of gap. Furthermore, observations of the molecular line emission with spatial resolutions matching that of the continuum emission will also allow for kinematical probes of the shape of such gaps, providing unique constraints on both the gap-opening mechanism or the mass of the embedded planet (e.g. Kanagawa et al., 2015; Zhang et al., 2018; Gyeol Yun et al., 2019).

Another key aspect of planetary gaps in the context of disk kinematics is the idea that there must be meridional circulation, movement in the \(r-z\) plane, present in them. 3D simulations have revealed that the disk is torqued by the planet more strongly in the midplane than at higher altitudes (Szulágyi et al., 2014; Fung & Chiang, 2016; Pinte et al., 2019). To reach steady state, disk gas must cycle through different altitudes and obtain a time-averaged torque that is net zero at all heights. This circulation may be already observed.
Figure 9. Simulated channel maps of $^{13}$CO emission from disks with a 1 $M_{\text{Jup}}$ planet, top, and a 5 $M_{\text{Jup}}$ planet, bottom using the simulations from Perez et al. (2015). The panels on the left show the characteristic twist in the emission morphology due to the local deviations in velocity due to the spiral wake of the embedded planet while the three right-most panels show an offset peak in emission from the CPD. Clearly the deviations are more significant for the larger 5 $M_{\text{Jup}}$ planet.

(Teague et al., 2019a). Although turbulent motion is present all around the gap (Szulágyi et al., 2014; Fung & Chiang, 2016; Dong et al., 2019; Teague et al., 2019a), it is fastest near the planet where the torque is strongest; in other words, the meridional circulation should be azimuthally localized. This meridional flow around gap edges is distinct from the planetary accretion flow, which is also meridional; we discuss that meridional flow in Section 4.3. Future observations that measure this, in particular those tracing different heights in the disk by targeting molecular line emission with different optical depths, would directly locate the planet, and be the definitive proof of the planetary origin of the gap.

4.2 Velocity Perturbations from Spirals

Even more direct is the localised velocity perturbation induced by the planet itself. Mock channel maps produced from 3D simulations by Perez et al. (2015), as shown in Fig. 9, demonstrate a clear twist in the channel maps due to the perturbed velocity structure. The rapid adoption of embedded planets to explain the twists and breaks observed in high resolution ALMA images was driven mainly by the relative simplicity of the model: a giant planet embedded in a gaseous disk. Varying the mass of the planet, while holding the disk physical properties fixed, resulted in significantly different features (Fig. 9 and Fig. 10) allowing for a constraint on the mass of the embedded planet. Added to this, matching the induced gap and ring structures observed in the sub-mm continuum provide a secondary test of the inferred planet mass (e.g. Pinte et al., 2019).

While observations of both the gas and the dust can be modelled by embedded planets, there are several issues which must be addressed in order for this to be more widely adopted as a new method for hunting for planets.

First, the precise origins of the kinematic features generated by the planet in channel maps are not yet well understood. Perez et al. (2015) assumed that the main observable feature would be the circumplanetary disk (CPD). The CPD shows the strongest deviation from the background Keplerian motion, but is too small to be spatially resolved in the observations. Their predicted maps (see Fig. 9) show the CPD as a bright point-like source in the channel maps, but the detections by Pinte et al. (2018b) are of the larger scale KPS in the emission contours (more readily seen in the left two rows of Fig. 9). This feature arises from a larger scale disturbance to the flow, most likely from the wake launched by the planet at the Lindblad resonances (Goldreich & Tremaine, 1979; Ogilvie & Lubow, 2002; Rafikov, 2002). Another possibility is that we are detecting motion in the ‘horseshoe orbits’ which are interior to the planet gap but outside of the Hill radius. Although obtaining high spatial and spectral observations would certainly help clarify what is being observed, achieving the sensitivity necessary to image these subtle deviations remains a challenge even for state-of-the-art instruments like ALMA and this particular question is best tackled from the theoretical side.

Second, matching against a suite of vertically isothermal 3D simulations, customised to the disk model, is currently the only way to measure the planet mass (e.g. Pinte et al., 2018b, 2019). It is unclear whether the planet mass measured in this way depends on, or is degenerate with, the disk model. A deeper understanding of the precise origin of the kinematic features caused by the planet wake would be valuable here, and would ideally lead to a more direct measurement of the
Figure 10. Comparison of the observed KPS in $^{13}$CO from the disk around HD 97048, presented in Pinte et al. (2019) in the left column. The right three columns show post-processed 3D hydrodynamic simulations with different mass planets, marked at the top of each column, to demonstrate how the mass of the planet results in more or less significant perturbations observed in the channel maps. In addition to the stronger perturbation in the gas emission, the gap in the continuum becomes more prominent with higher planet mass. Figure modelled after Fig. 4 from Pinte et al. (2019).
planet mass using analytic formulae (such as the relationship between gap depth and width frequently used to infer planet masses capable of opening gaps; e.g. Kanagawa et al., 2016).

In particular, the distinction between which velocity components are traced is essential. Currently simulations have focused on the rotational velocity, $v_\phi$, however Pinte et al. (2019) showed that both radial and vertical flows, $v_r$ and $v_z$, are driven by an embedded planet. A particularly interesting point is that these velocity components have different radial and vertical dependencies, suggesting that the use of multiple gas traces, each tracing separate vertical regions in the disk, would provide tighter constraints on the mass of the planet driving these perturbations, but also likely some information on the physical structure of the disk. The adoption of realistic temperature and density structures coupled with an accurate implementation of the local thermodynamics will be essential in relating the strength of velocity perturbations to a planet mass.

Third, one cannot yet assess the statistical significance of detections made in individual channel maps. This is mainly because the detection of KPS to date has been performed by eye (Pinte et al., 2018b, 2019). A more quantitative and automated procedure for detection of localised kinematic features is needed. Further to this, a detailed study is needed on the impact of various observing configurations to the sensitivity, particularly with regard to possible imaging artefacts (see Section 3), although the most obvious of these can already be ruled out (e.g. continuum subtraction, which affects all channels rather than just a few; Pinte et al. 2019). While this issue is primarily associated with the analysis of observations, a suite of 'expected' emission morphologies spanning a range of disk and planet properties is required for the development of such methods.

### 4.3 Meridional Flows

It was quickly established from early 3D simulations that, when a planet is massive enough to open a gap in the gas density, typically when the planet has reached the giant planet regime, a large vertical flow at the radius of the gap will be generated as the gas moves to maintain hydrostatic equilibrium in the gap (Kley et al., 2001; Crida et al., 2006, 2009). Such work prompted further exploration into the flow structure associated with an embedded planet, and in particular the way in which material is accreted onto the growing planet.

Tanigawa et al. (2012) used high resolution shearing-box simulations to demonstrate a complex system of flows around the embedded planet, noting in particular that the majority of the gas (up to $\sim 90\%$) is delivered through vertical flows onto the circumplanetary disks, rather than radially through the midplane. Szulágyi et al. (2014) and Morbidelli et al. (2014) further showed that this process drives meridional circulation: after falling towards the disk midplane, gas is driven radially away from the planet before returning to the surface in order to maintain hydrostatic equilibrium, a similar finding to Fung & Chiang (2016). The vertical motions were found to be strongest at the azimuthal location of the planet, extending between 60° and 120° behind the planet, although some vertical motion was found at the edge of the gap across the entire azimuthal extent of the disk (Fung & Chiang, 2016). Using ALMA observations of the disk around HD 163296, Teague et al. (2019b) observed gas flows comparable in morphology and velocity as predicted for meridional flows, attributing them to three previously detected embedded planets (Teague et al., 2018a; Pinte et al., 2018b). However, as the observations used $^{12}$CO emission which probes only atmospheric regions ($z/r \sim 0.3$), a full characterisation of the flows was not possible. Future observations will aim to trace these flows using less abundant molecules, such as the less abundant CO isotopologues, $^{13}$CO and C$^{18}$O, allowing for an unambiguous detection of an embedded planet.

Although current simulations all qualitatively agree with one another, there are still several aspects which can be improved, particularly if the detection and characterisation of meridional flows is to be used to constrain the mass of the embedded planet. Szulágyi et al. (2014) and Morbidelli et al. (2014) argued that the meridional circulation is governed by viscous timescale (rather than the dynamical timescale, which is much shorter), and so the velocity of the in-falling gas is proportional to the depth of the gap.

Including realistic gas density and temperature structures, obtained through observations of multiple molecular lines, would allow for a more direct comparison between the flow velocities and morphologies. Furthermore, it is essential to understand how these flows interact in the case of more than one planet embedded within the disk. This was touched upon in the simulations presented in Teague et al. (2019b), however absolutely requires additional work. Finally, synthetic observations of different molecular tracers are essential in designing the next wave of observations. For example, understanding if the vortex-like flows presented in Szulágyi & Ercolano (2020) can be spatially resolved, or results in only a non-thermal broadening component will help guide observational design.

### 4.4 Non-Planetary Scenarios

While the observational evidence is beginning to point towards embedded planets as the culprit for producing gaps and rings in protoplanetary disks, there are a number of other mechanisms put forth in the literature able to reproduce the observed substructures seen in the dust. Due to the scarcity of high resolution observations of molecular line emission, nearly all work thus far has, by necessity, focused on the reproduction of the substructures observed in the dust. However, these mechanisms will undoubtedly drive localised velocity perturbations which can manifest as features similar to those discussed above and it is therefore essential to make predictions about kinematical features from these mechanisms that would allow us to distinguish between planet-related or other structures.

Broadly speaking, it is possible to split mechanisms into...
those which are associated with large scale flows or significant perturbations in the kinematical structure of the disk, and those that are not. Those in the latter category, such ice-line related structures (e.g. Zhang et al., 2015) or secular gravitational instabilities (Ward, 1976; Ward, 2000), can readily be ruled out by the large kinematical perturbations detected (Pinte et al., 2018b, 2019; Casassus & Pérez, 2019; Teague et al., 2019b).

From those that do involve large dynamical flows, such as MHD zonal flows (e.g. Johansen et al., 2009; Dzyurkevich et al., 2010; Uribe et al., 2011; Simon et al., 2012; Lyra et al., 2008; Simon & Armitage, 2014; Bai & Stone, 2014; Bai, 2015; Béthune et al., 2017; Suriano et al., 2017; Simon et al., 2018; Suriano et al., 2018; Riols & Lesur, 2019), both with and without the presence of a vertical magnetic field, the break down of axis-symmetric rings into localised vorticies via the Rossby-Wave Instability (Lovelace et al., 1999; Lyra et al., 2009, 2015; Meheut et al., 2010, 2012a,b; Surville et al., 2016) or the vertical shear instability (e.g. Nelson et al., 2013; Lin & Youdin, 2015) or gravitational instability (e.g. Evans et al., 2019), it is essential that predictions are made for how these manifest in the observed velocity maps. We note that some work has been done in the context of searches for turbulence with non-thermal line broadening (e.g. Simon et al., 2015; Flock et al., 2017), however these should be extended to consider larger flows which can be spatially resolved.

In sum, such theoretical work is essential if we are to correctly interpret the observations, both for planet-related and non-planet-related mechanisms. More accurate simulations of the dynamical structures associated with planet-disk interactions will help observers map the morphology of the observed spiral wakes to properties of the embedded planet, and design highly optimised observations to search for embedded planets. In particular, we advocate for:

1. Focusing on 3D simulations as the flow structures we expect are inherently three dimensional in nature.
2. Including thermodynamics within the simulations as the temperature strongly affects the resulting velocities (higher temperatures result in higher gas pressure, in turn dampening gas velocities).
3. Using as high resolution as possible in order to resolve the physics near the planet. Too low resolutions will underestimate the torques which influence the gap size and the strength of the spiral wakes.

In tandem, a gallery of non-planet related instabilities will allow for non-detections and false-positives to be more readily removed and help in the development of image analysis techniques focused on the extraction of kinematical information from astronomical images.

5 CONCLUSIONS

It is without question that ALMA has revolutionised our view of the planet formation environment and challenged our understanding of the planet formation process. The gaps, rings and spirals routinely observed in the sub-mm continuum, coupled with the comparable level of substructure seen in the scattered NIR light, strongly suggest that we are witnessing planet formation in action. Although observations of the dust in protoplanetary disk, unlike the probes of the gas, are able to achieve unparalleled spatial resolutions, they lack the ability to map out the kinematical structure, essential context to understand the origins of these structures.

Over the last couple of years, it has been shown that it is possible to observe small, percent-level deviations in the velocity structure of protoplanetary disks. The coincidence of these features with structures observed in the dust is highly indicative that they are due to embedded planets; providing an entirely unique probe of planet formation and detecting planets.

In this paper, we have presented the current state of the field with regard to the kinematical features associated with planet-disk interactions. We have demonstrated that contemporary models predict planets to drive significant deviations relative to the background near-Keplerian rotation of the disk, such as spiral wakes or large, vertical flows. We further describe the current suite of analysis techniques which have been adopted in order isolate these features in interferometric maps of molecular line emission, demonstrating that, while this field is in its infancy, there is much fertile ground for exploration.

Further to the methods used to analyse data, we highlight caveats and assumptions which must be made in order to extract these values. In particular, caution must be taken when interpreting images synthesised from interferometers due to the non-linear imaging process. We propose a series of best practices to mitigate these issues and a checklist of features which we believe constitute a kinematical detection of an embedded planet.

In addition, we discuss the current state of theoretical works looking at planet-disk interactions. While a coherent picture of the flow structures excited by and associated with an embedded planet appears to have been reached, there is much work to be done on understanding the details of these flows: how they change with different assumptions on the equation of state or the inclusion of realistic thermodynamics, for example. Continued work in this field is essential in aiding the interpretation of observations, in particular the what the features associated with planets should look like, and how they can be distinguished from non-planet related structures.

The work summarised here points to a bright future; we believe that ALMA is poised and ready to realise its full planet-hunting potential. Recent results have only scratched the surface of what is possible with this instrument. Bringing together novel image synthesis techniques and methods to extract key kinematical information from data, supported by a comprehensive foundation of theoretical work and simulations, we can begin to truly understand the earliest stages of planet formation.
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