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SUMMARY This study presents a joint dictionary learning approach for speech emotion recognition named locality preserved joint nonnegative matrix factorization (LP-JNMF). The learned representations are shared between the learned dictionaries and annotation matrix. Moreover, a locality penalty term is incorporated into the objective function. Thus, the system’s discriminability is further improved.
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1. Introduction

An emotional state of a speaker’s speech is the hidden-important information, which is significantly useful for human-computer interaction, e.g., computer tutorial system, home health care systems, social networking, in-car board system, etc.\[1\], \[2\]. Therefore, many studies applied a number of approaches to recognize human speech emotions such as acoustic speech, facial expressions, and psychophysical data. Among the aforementioned strategies, speech emotion recognition has still been one of a challenge task [3].

Generally, the recognition process of speech emotions consists of feature extraction and classification. In the first step, prosody is the most common feature used in emotional speech processing. Instead of using prosodic information, spectral-based features such as Cepstral features, Mel-frequency Cepstral coefficients (MFCCs), linear predictive Cepstral coefficients (LPCCs), spectrogram, and Mel-spectrogram are the other well-known methods. The advantage that they can be used to refine energetic information of the speech spectrum make them can reveal the information of each emotional speech characteristics. Using spectral features for emotion recognition has indicated in previous studies [4]. In classification step, K-nearest neighbors (KNNs), hidden Markov models (HMMs) [5], Gaussian mixture models (GMMs), and support vector machines (SVMs) are the present favored speech emotion classifiers. To select the proper classifier to recognize speech emotion is crucial because it affects directly to the recognition performance.

Recently, supervised dictionary learning [6]–[8] played an important role as an effective approach to improve the performance of many recognition tasks. D-KSVD [8], a supervised dictionary learning, uses the combination of dictionary learning and classifier learning. Nonnegative matrix factorization (NMF) is another well-known dictionary learning method for many research fields including speech recognition. Komatsu et al. [9] developed an NMF method to detect acoustic events, which the NMF representations are used as features to train an SVM. Mesaros et al. [10] introduced a coupled NMF (C-NMF) that decomposes both spectral representation and the corresponding labels. The C-NMF then bypasses the supervised learning of the SVM.

To the best of our knowledge, there are no joint NMF approach that take advantage of using locality information of the acoustic features, especially emotional speech.

In this paper, we introduce a novel approach for speech emotion recognition named locality preserved joint NMF (LP-JNMF). Our hypotheses is that the locality information of acoustic signals can be used to promote the discriminative power of the joint-NMF dictionary. The main contributions are two-fold. Firstly, based on the proposed objective function, the discriminative power of the dictionary is increased and the linear classifier can be learned jointly. The recognition result can be obtained easily from the activation matrix of the test samples and the learned linear classifier. Secondly, the locality preserving term is incorporated into the objective function of the joint NMF. Consequently, the discriminability of the learned dictionary is further improved.

2. Related Works

2.1 Nonnegative Matrix Factorization

 Recently, NMF became a famous algorithm for speech emotion task [11], [12] since it can emphasize the difference between distinct emotions while de-emphasizes the diversity of linguistic meanings among various speakers [11]. Assume that the dictionary \( A \) is composed of \( I \) exemplars, then we have \( A = \{a_1, a_2, \ldots, a_I\} \in \mathbb{R}^{F \times I} \), where \( a_i \) is the \( i \)-th exemplar, and \( F \) is the basis dimension. Then, the acoustic sample at the \( l \)-th frame \( y_l \in \mathbb{R}^{F \times 1} \) can be represented as follows.

\[
y_l \approx Ah_l = \sum_{i=1}^{I} a_i h_{i,l} \quad s.t.A \succeq 0, h_l \geq 0,
\]

where \( h_{i,l} \) is the nonnegative weight of the \( i \)-th exemplar of
the activation vector $\mathbf{h}_t = [h_{1,t}, h_{2,t}, \ldots, h_{L,t}] \in \mathbb{R}^{L \times 1}$. Assume that each sample is modeled independently, the spectrogram of each utterance can be represented as follows.

$$
\mathbf{Y} \approx \mathbf{Y} = \mathbf{A} \mathbf{H},
$$

where $\mathbf{Y} \in \mathbb{R}^{F \times M}$ is the spectrogram, $M$ is the number of frames of the represented utterance, and $\mathbf{H} \in \mathbb{R}^{L \times M}$ is the corresponding activation matrix for which the column vector is an activation vector $\mathbf{h}_t$. The objective of NMF is to minimize the distance between the data $\mathbf{Y}$ and the approximation $\hat{\mathbf{Y}}$, i.e., $\mathcal{D}(\mathbf{Y}||\hat{\mathbf{Y}})$. $\mathbf{A}$ and $\mathbf{H}$ can be optimized by multiplicative updating rules based on gradient descent. Finally, the learned activation matrix $\mathbf{H}$ is used to train SVM [9].

### 2.2 Joint NMF (J-NMF)

Joint dictionary approach is another remarkable algorithm for speech and speech emotion problems. Wu et al. [13] introduced joint NMF (J-NMF) for voice conversion. This method used two types of features, multiple-frame low-resolution exemplars and single-frame high-resolution exemplars, to estimate the activation matrix simultaneously. Fu et al. [14] introduced joint dictionary learning-based NMF (JD-NMF) to improve patients’ speech intelligibility after oral surgery. The JD-NMF was designed to learn the source and the target dictionaries simultaneously from the common activation matrix.

The J-NMF objective function [10] can be presented as,

$$
\langle \mathbf{A}^{(1)}, \mathbf{A}^{(2)} \rangle = \arg \min_{\mathbf{A}^{(1)}, \mathbf{A}^{(2)} > 0} \{\eta_1 \mathcal{D}(\mathbf{Y}^{(1)}, \mathbf{A}^{(1)} \mathbf{H}) + \eta_2 \mathcal{D}(\mathbf{Y}^{(2)}, \mathbf{A}^{(2)} \mathbf{H})\},
$$

where $\mathcal{D}()$ is the Kullback-Leibler divergence, $\mathbf{Y}^{(1)} \in \mathbb{R}^{F \times M}$ is the spectrum and $\mathbf{Y}^{(2)} \in \mathbb{R}^{E \times M}$ is the class activity annotation matrix. $F$, $M$, and $E$ are the number of frequency bins, frames, and classes, respectively. $\eta_1$ and $\eta_2$ are the weights associated with divergences. This optimization problem can be solved by using generalized linear models [15]. After that, the estimated annotation matrix is obtained by $\hat{\mathbf{Y}}^{(2)} = \mathbf{A}^{(2)} \mathbf{H}_{test}$, where $\mathbf{H}_{test}$ is the minimizer of $\mathcal{D}(\mathbf{Y}^{(1)}||\hat{\mathbf{A}}^{(1)} \mathbf{H})$.

### 3. Locality Preserved NMF

#### 3.1 System Overview

Figure 1 presents the system overview of the proposed LP-JNMF, which is divided into two parts: the training step and the testing step. In the training step, speech signal inputs are extracted to be Mel-spectrograms $\mathbf{X}$, which are used to calculate their locality preserving projection $\mathbf{L}$. Then, the class annotations $\mathbf{V}$ are achieved. After that, all of them are fed into the J-NMF to decomposes a dictionary and its corresponding activation matrix $\mathbf{H}_{train}$. The dictionary composed of three parts: the feature-learned bases $\mathbf{A}$, the classifier $\mathbf{W}$, and the locality-learned bases $\mathbf{P}$, which the first two parts are shared in the testing step.

In the testing step, the test signals are extracted to be Mel-spectrograms as the testing features $\mathbf{Y}$ and fed into J-NMF along with the feature-learned bases from the training step to compute the testing activation matrix $\mathbf{H}_{test}$. Finally, the recognition result $\hat{\mathbf{V}}$ can be easily obtained by multiplying the classifier and the testing activation matrix.

#### 3.2 Locality Preserving Projection

The local structure of a distributed data point can be modeled by using a nearest neighbor graph. This geometric structure can be considered as locality information of the data, which can be used to promote the discriminability of a learned dictionary. Locality preserving projections (LPP) [16] is a method using geometric structure. LPP optimizes the neighborhood structure preserving to generate linear projective maps. The LPP objective function can be exhibitd as,

$$
\min \sum_{i} (x_i - y_i) L_{ij},
$$

where $x_i$ is the low-dimensional representation of the input signal $y_i$. The similarity matrix $\mathbf{L}$ is defined as,

$$
L_{ij} = \begin{cases} 
\exp \left( \frac{-\|y_i - y_j\|^2}{\rho} \right) &; e(y_i, y_j) = 1 \\
0 &; e(y_i, y_j) = 0
\end{cases},
$$

where $e(y_i, y_j) = 1$ for $k$-nearest $y_j$ according to $y_i$. The di-vider $\rho$ is a tunable parameter.
3.3 The Proposed LP-JNMF

Let $X \in \mathbb{R}^{F \times M}$ be the training Mel-spectrogram features, $V \in \mathbb{R}^{E \times M}$ be the class annotations, and $L \in \mathbb{R}^{F \times M}$ be the locality preserving term. The objective function of the proposed LP-JNMF can be calculated as follows.

$$\langle A, W, P \rangle = \arg \min _{A, W, P} \{ d(X, AH) + \lambda_1 d(V, WH)$$

$$+ \lambda_2 d(L, PH) \} \ s.t. \forall [a_i, w_j, p_i, h_i \geq 0],$$

(6)

where $\lambda_1$ and $\lambda_2$ are the parameters used to balance the influence among reconstruction error, annotation error, and locality preserving error. The locality-learned bases $P$ map the activation matrix $H$ into locality preserving code space. $W$ is the linear classifier. The target matrix $L$ is the locality preserving coefficient of $X$, which is calculated as,

$$L_{ij} = \begin{cases} 
\exp \left(-\frac{|x_i - x_j|^2}{\rho}\right) & ; e(x_i, x_j) = 1 \\
-(1 - \exp \left(-\frac{|x_i - x_j|^2}{\rho}\right)) & ; e(x_i, x_j) = 0 
\end{cases},$$

(7)

where $e(x_i, x_j) = 1$ for $k$-nearest $x_j$, which belongs to the same class as $x_i$, and $e(x_i, x_j) = 0$ for $k$-nearest $x_j$, which belongs to a different class of $x_i$. Practically, J-NMF can obtain the feature-learned bases $A$, the classifier $W$, and the locality-learned bases $P$ simultaneously. So that, (6) can be rewritten as,

$$\langle A, W, P \rangle = \arg \min _{A, W, P} \{ d \left( \frac{X}{A}^T, \frac{X}{A}^L \right)$$

$$- \frac{A}{W} ) H \} \ s.t. \forall [a_i, w_j, p_i, h_i \geq 0].$$

In the testing step, the corresponding activation code of a sample $y$ can be obtained as,

$$h_{test} = \arg \min _{h} d(y - Ah_{test}) \ s.t. \forall (h_{test}) \geq 0.$$ 

(9)

Finally, the recognition result is calculated as, $\hat{v} = Wh_{test}$.

4. Experiments

The experiments were conducted on the extended version of MHMC speech emotion database [17], which contains four emotional classes, i.e., angry, sad, happy, and neutral, each class has 600 samples. We compared the proposed LP-JNMF with five baseline methods including D-KSVD [8], LC-KSVD [18], LP-KSVD [19], J-NMF [10], and Gr-NMF [20]. The J-NMF and Gr-NMF are based on Kullback Leibler divergence. Moreover, there is no mixtures of local dictionaries in J-NMF and Gr-NMF, therefore, this issue is not be considered.

4.1 Effect of Different Sizes of Bases

Since the proposed LP-JNMF is a NMF-based method, which the number of bases can affect the recognition performance. In this experiment, the proper bases size of the proposed method was sought by performing 5-fold cross validation on different bases sizes, which are 10, 20, 30, 40, and 50. The iteration was fixed to 200.

The results in Table 1 indicate that the proposed LP-JNMF performs best when the number of bases is 50. Therefore, the size of bases was set to 50 in the rest experiments. Note that we also did the same way on the NMF baselines to seek for their fitting bases size used in the rest experiments.

4.2 Effect of Different Types of Features

As we mention in Sect. 1, generally the most common used feature in this task is prosody. In this experiment, we compared the performances of all comparable algorithms by using two kinds of acoustic features: prosody and Mel-spectrogram. For each comparable methods in this and the rest experiments, their parameters were tuned individually to achieve its best performance.

The results in Table 2 show that using Mel-spectrogram as features can achieves higher accuracy than using prosody for all approaches. This proves that the spectral representation approach, especially Mel-spectrogram, is suitable for the task of speech emotion recognition. Therefore, Mel-spectrogram was selected to perform all comparisons in the next experiment. The results for KSVD-based methods are quite similar except the case of LP-KSVD with prosody feature because the number of samples in the dataset is limit. Consequently, they cannot achieve much effect from their constraints and then achieve almost the same results.

4.3 Effect of Different Sizes of Training Data

To evaluate the effects of various sizes of the training sample per class on the recognition rate and computational time, the training sample were randomly selected to 5, 10, 20, 50,
per class
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