Blind Tone-Mapped Image Quality Assessment Based on Regional Sparse Response and Aesthetics
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Abstract: High dynamic range (HDR) images give a strong disposition to capture all parts of natural scene information due to their wider brightness range than traditional low dynamic range (LDR) images. However, to visualize HDR images on common LDR displays, tone mapping operations (TMOs) are extra required, which inevitably lead to visual quality degradation, especially in the bright and dark regions. To evaluate the performance of different TMOs accurately, this paper proposes a blind tone-mapped image quality assessment method based on regional sparse response and aesthetics (RSRA-BTMI) by considering the influences of detail information and color on the human visual system. Specifically, for the detail loss in a tone-mapped image (TMI), multi-dictionaries are first designed for different brightness regions and whole TMI. Then regional sparse atoms aggregated by local entropy and global reconstruction residuals are presented to characterize the regional and global detail distortion in TMI, respectively. Besides, a few efficient aesthetic features are extracted to measure the color unnaturalness of TMI. Finally, all extracted features are linked with relevant subjective scores to conduct quality regression via random forest. Experimental results on the ESPL-LIVE HDR database demonstrate that the proposed RSRA-BTMI method is superior to the existing state-of-the-art blind TMI quality assessment methods.
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1. Introduction

High dynamic range (HDR) imaging, as a popular image enhancement technology, aims at recovering the detail information in bright and dark regions of images by fusing multiple low dynamic range (LDR) images with varying exposure levels [1]. Consequently, HDR images have a powerful ability to acquire almost all brightness ranges in natural scenes, and have attracted attention from various multimedia signal processing fields, such as HDR compression, streaming and display [2]. Moreover, due to the limitations on popularization of HDR display devices, tone-mapping operators (TMOs) have been successively developed to ensure the visualization of HDR images on traditional LDR displays, which reduce brightness dynamic range of images as much as possible without destroying the original structure of scenes [3]. Unfortunately, there are no completely suitable TMOs for converting HDR images, so that the relevant visual quality degradation phenomena (e.g., detail loss especially in the bright and dark regions and color unnaturalness) will be inevitably introduced into tone-mapped images (TMIs) [4]. To distinguish the generalization ability of different TMOs accurately, objective image quality assessment (IQA) of TMIs is one of the most challenging problems to optimize the HDR processing pipeline.
Up to now, a large number of perceptual IQA methods designed for LDR images have been proposed [5,6], and can be usually divided into three categories: full-reference (FR), reduced-reference (RR) and no-reference/blind (NR). The FR methods are guided by a distortion-free reference image. The RR methods only require a part of the reference image, while the NR/blind methods do not. Among the classical FR-IQA methods, the structural similarity method (SSIM) [5] is one of the most influential methods in academic communities, which measures the difference between the reference image and distorted image from brightness, contrast and structure. Evidently, these IQA methods for LDR images are not applicable to TMIs due to the specific truth that reference and distorted images have different dynamic range. To solve this problem, Yeganeh et al. [7] proposed the tone-mapped quality index (TMQI) by combining multi-scale structure fidelity and statistical naturalness in the grayscale domain. Although the TMQI method outperforms the existing IQA methods designed for LDR images in terms of predicting the quality of TMIs, there is still large room for further improvement, such as perceptual analysis in chrominance domain. Afterwards, a few improved versions based on the TMQI method were put forward. Ma et al. [8] revised the related feature components in the TMQI method for the accuracy of evaluation. Nasrinpour et al. [9] integrated the importance of salient regions into the TMQI method to further improve the evaluation performance. Besides, Nački et al. [10] expended the existing feature similarity (FSIM) [11] method to form the feature similarity index for tone-mapped images (FSITM). Song et al. [12] utilized the exposure condition segmentation and extracted perceptual features to predict the quality of TMIs. Unfortunately, considering that the reference HDR images are usually unavailable and unintelligible in many practical cases, the above FR-IQA methods designed for TMIs are prone to defeat despite the advanced performance on the benchmark TMIs database.

Obviously, the development of blind IQA (BIQA) methods is more challenging compared with FR-IQA methods due to the lack of a reference image. Generally, most BIQA methods designed for ordinary 2D images (2D-BIQA) are based on the framework of supervised learning, that is, several quality-aware features are extracted from images and quality regression is conducted via the model trained by machine learning or deep learning algorithms [13–16]. Among the diverse quality-aware features, natural scene statistics (NSS) based features play a significant role in evaluating 2D images degraded with single distortion or multiple distortions. Moorthy et al. [13] presented the distortion identification-based image verity and integrity evaluation (DIIVINE) method by exploring the statistics between the sub-band coefficients obtained from steerable pyramid decomposition. Zhang et al. [14] extracted the additional complex phase statistics on the basis of the DIIVINE method. Saad et al. [15] and Mittal et al. [16] developed the BLIINDS-II and BRISQUE methods by using the NSS of discrete cosine transform (DCT) coefficients and mean subtracted contrast normalized (MSCN) coefficients, respectively. Moreover, there exist some aesthetic IQA methods. For example, Sun et al. [17] proposed an alternative set of features for aesthetic estimation based on a visual complexity principle. They extracted the visual complexity properties from an input image in terms of their composition, shape, and distribution. Mavridaki et al. [18] introduced five feature vectors for describing the photo’s simplicity, colorfulness, sharpness, pattern and composition to perform the aesthetic quality evaluation. Although these 2D-BIQA methods and aesthetic IQA methods have shown their performance superiority in predicting the quality of 2D images and aesthetic-related images addressed by common distortion types, e.g., blockiness, blurriness, noise and aesthetic drop, there is a large gap in predicting the quality of TMIs dominated by detail loss especially in the bright and dark regions and color unnaturalness. The reasons for performance deviation can be summarized as the following two aspects. First, NSS based features are extracted from the entire image or sub-band, and can be usually regarded as global features, so the relevant local features (e.g., local structure and texture information) are ignored. Remarkably, the detail loss of TMIs caused by structural degradation is mainly reflected in bright and dark regions of images. Another problem is that the extracted NSS features are based on luminance component of image, missing the crucial role of color information on the human visual system (HVS). Therefore, it is necessary to explore the special perceptual characteristics of TMIs to improve the performance of IQA methods.
Actually, some BIQA methods specialized for TMIs (TM-BIQA) have been presented in the past three years [19–26]. Gu et al. [19] designed a blind tone-mapped quality index (BTMQI) by analyzing information fidelity, naturalness and structure. Considering that the brightest and darkest regions of TMIs are prone to detail loss, Jiang et al. [20] proposed a blind TM-IQA (BTMIQA) method by combining the detail features with naturalness and aesthetic features. Kundu et al. [21] utilized the NSS features from the spatial domain and HDR gradient domain to form the HIGRADE method. Yue et al. [22] extracted multiple quality-sensitive features including colorfulness, naturalness, and structure to construct a TM-BIQA method. Jiang et al. [23] proposed a blind quality evaluator of tone-mapped images (BLIQUE-TMI) by considering the impact of visual information, local structure and naturalness on HVS, where the former two kinds of features are extracted based on sparse representation, and the other ones are derived from color statistics. Zhao et al. [24] proposed a method that is mainly based on local phase congruency, some statistical characteristics on the edge maps and opponent color space to measure the image sharpness, halo effect and chromatic distortion, respectively. Chi et al. [25] designed a new blind TM IQA method with image segmentation and visual perception, a feature clustering scheme was proposed to quantify the importance of features. Fang et al. [26] extracted features from global statistics model to characterize the naturalness and local texture features to capture the quality degradation. However, these TM-BIQA methods still have the following limitations: (1) The color information is completely ignored in the BTMQI and HIGRADE methods, and the aesthetic quality of TMIs cannot be evaluated in the BLIQUE-TMI method. (2) For the BTMIQA method, the extracted local features are too simple to characterize the visual perception for different brightness regions (DB-regions) in TMIs, and the detail loss phenomenon in regions of normal exposure is also omitted.

Towards a more accurate evaluation for TMIs, a blind TMI quality assessment method based on regional sparse response and aesthetics is proposed in this paper, denoted as RSRA-BTMI. The basic consideration of RSRA-BTMI is that we attempt to dig some quality-aware features from imaging and viewing properties of TMIs, i.e., we focus on exploring the specific perceptual characteristics for DB-regions in TMIs, so that extracting both local and global features to portray the detail loss and color unnaturalness. In summary, the main contributions of this paper are described as follows.

1. Inspired by the viewing properties in visual physiology, i.e., the quality of images is perceived by HVS from global to local regions, multi-dictionaries are specially designed for DB-regions of TMIs and entire TMIs via dictionary learning. Moreover, the self-built TMIs training dataset for dictionary learning in this study is available for the further research demand.

2. Each region is sparsely represented to obtain the corresponding sparse atoms activity for describing the regional visual information of TMIs, which is closely related to visual activity in the receptive fields of simple cells. In addition, a regional feature fusion strategy based on entropy weighting is presented to aggregate the above local features.

3. Motivated by the fact that HVS prefers an image with saturated and natural color, the relevant aesthetic features, e.g., contrast, color fidelity, color temperature and darkness, are extracted for global chrominance analysis. Besides, residual information of entire TMIs is fully utilized to simulate global perception of HVS, and the NSS based features extracted from residual images are combined with the aesthetic features to form the final global features.

The rest of the paper is organized as follows: The proposed RSRA-BTMI method is described in Section 2. The performance comparison results of RSRA-BTMI and other BIQA methods are presented in Section 3. Finally, the conclusion is given in Section 4.

2. The Proposed RSRA-BTMI Method

Figure 1 depicts the framework of the proposed RSRA-BTMI method, including regional sparse response feature extraction from DB-regions and global region of TMI in the sparse domain, and aesthetic features extraction for distinguishing color distortion. To be specific, to characterize the specific perceptual characteristics for DB-regions in TMIs, multi-dictionaries based on region segmentation via
entropy are first learned to extract regional sparse response features, i.e., sparse atoms activity for each region and global reconstruction residual statistics. Moreover, aesthetic features including contrast, color fidelity, color temperature and darkness are extracted to portray color unnaturalness. All extracted features are formed into a feature vector to predict the quality of TMI through random forest (RF). The specific implementation of the RSRA-BTMI method is stated in the following subsections.

**Figure 1.** Framework of the proposed blind tone-mapped image (TMI) quality assessment method based on regional sparse response and aesthetics (RSRA-BTMI).

### 2.1. Multi-Dictionary Learning Based on Region Segmentation

Different TMOs will inevitably cause detail loss in DB-regions of TMIs and this kind of distortion usually affects the TMIs’ quality with specific means, which indicates the importance of detail information in the DB-regions to IQA of TMI, especially in the bright and dark regions [20]. In the proposed method, multi-dictionaries are first designed to obtain the regional sparse response features via regional sparse representation and global reconstruction residual calculation. Remarkably, this section is the foundation of the following feature extraction in the sparse domain. From the perspective of neurophysiology [27], when visual neurons receive the external stimuli, the information carried by the stimulus can be correctly perceived, while sparse representation is exactly consistent with the perceptual process of the visual signal. Moreover, according to the previous studies about visual signal processing, it has been proven that sparse representation can effectively match the visual perception characteristics of mammalian organism and describe the image signals with their sparsity and redundancy [28–30]. Therefore, sparse representation is used to identify the specific distortion of TMI in this study, i.e., regional and global detail loss.

#### 2.1.1. Constructing Dataset for Multi-Dictionary Learning

To obtain the perceptual features in the sparse domain, a novel TMI training dataset is constructed as the basic of multi-dictionary learning. Specifically, we selected 20 pristine HDR images with different kinds of scenes from existing HDR image datasets [31,32] and generated the corresponding distorted versions processed with 15 classical TMOs [33]. To avoid the same TMI datasets used in dictionary learning and quality assessment stages, the image contents contained in TMI training dataset were distinct from those in the subsequent-used benchmark database for objective quality assessment (i.e., ESP-LIVE HDR database [34]), and Figure 2 depicts the partial scene contents, which includes the indoor, outdoor and night scenes. Moreover, we artificially eliminated some low-quality distorted
image under extreme conditions, such as abnormal exposure, annoying noise and indelible artifacts, so as to construct the final TMI training dataset for multi-dictionary learning.

![Figure 2](image-url) An example of the high dynamic range (HDR) image contents in the constructed TMI training dataset.

2.1.2. TMI Segmentation for Multi-Dictionaries

Inspired by viewing properties in visual physiology, HVS tends to perceive the detail information of TMIs from DB-regions, especially the bright and dark regions in an image. Therefore, an advanced brightness segmentation algorithm via entropy [35] is first applied to divide a TMI into three types of brightness regions, i.e., bright region, normal exposure region and dark region, denoted as $B_{reg}$, $N_{reg}$ and $D_{reg}$, respectively, and the whole TMI is denoted as $G_{reg}$. Figure 3 shows three TMIs from ESPL-LIVE HDR database [34] and the corresponding brightness segmentation images, where the parts of red, green and blue in images are $B_{reg}$, $N_{reg}$ and $D_{reg}$, respectively. Obviously, it can be found that different TMIs appeared to have detail loss with different degrees in the three brightness regions. Then, these segmented images were regarded as region masks for the following block extraction with DB-regions. Specifically, TMIs were divided into multiple non-overlapping blocks with the same size, and these blocks were categorized as three subsets via the obtained region masks. Finally, each image in the TMI training dataset contained four kinds of blocks, that is, $T = \{T_{B_{reg}}, T_{N_{reg}}, T_{D_{reg}}, T_{G_{reg}}\}$, where $T_{B_{reg}}$, $T_{N_{reg}}$, $T_{D_{reg}}$ and $T_{G_{reg}}$ are the blocks in $B_{reg}$, $N_{reg}$, $D_{reg}$ and $G_{reg}$, respectively.

![Figure 3](image-url) Three TMIs and their corresponding brightness segmentation images, where the parts of red, green and blue of images in the second row are the bright region, normal exposure region and dark region, respectively.
2.1.3. Multi-Dictionary Learning

To conduct regional sparse representation, multi-dictionaries based on brightness segmentation were obtained first, which contained three regional dictionaries and one global dictionary. At present, several dictionary learning algorithms have been proposed, and the principle idea is to find out a set of representative atoms that can approach the training data optimally on the condition of specific sparse constraint. Generally, let $D^r \in \mathbb{R}^{n \times m}$ denote an over-complete dictionary, where $m$ is the number of atoms and every atom is an $n$-dimensional vector. Let $T = \{T_i\}_{i=1}^N$ denote the predivided TMI blocks with the size of $\sqrt{n} \times \sqrt{n}$ from the collected multi-dictionary sets, where $T_i$ represents the $i$-th block of DB-regions or the global region, $T_i \in \mathbb{R}^{n}$, and $N$ is the total number of blocks. In short, the input source of dictionary learning is sampled from image block samples. In the proposed method, taking $T^r$ as the input, the multi-dictionaries $D^r$ are obtained by solving an optimization problem. Then, the optimization scheme can be defined as

$$\langle D^r, S^r \rangle = \arg\min_{S^r} \|s^r_{i}\|_0 \text{ s.t. } \|T^r - D^r S^r\|^2_2 \leq t$$

where $S^r = \{s^r_{i}\}_{i=1}^N$ are the sparse coefficient of $T^r$ acquired by $D^r$, $r \in \{B_{reg}, N_{reg}, D_{reg}, G_{reg}\}$ denotes the category of region and $t$ is the initial error threshold, which is set to 5 empirically. Here, the K-SVD algorithm [36] is selected to solve the optimization scheme in Equation (1) due to its fast solution and strong competitiveness.

To obtain the regional sparse responses, the multi-dictionaries about $B_{reg}$, $N_{reg}$, $D_{reg}$ and $G_{reg}$ were obtained as shown in Figure 4. It can be found that the dictionary trained by $T^{N_{reg}}$ contained more details than the global dictionary, while the dictionary of $T^{B_{reg}}$ had the minimal visual information, as well as the dictionary of $T^{D_{reg}}$. In conclusion, each atom in the multi-dictionaries captured visual information of DB-regions, which was in accordance with the perceptual characteristics of TMI. Remarkably, the learned multi-dictionaries were not required to be updated later and could be used directly as the target dictionaries for feature representation during the testing phase.

![Figure 4](image_url)

Figure 4. The learned multi-dictionaries. (a) The dictionary learned by normal exposure blocks; (b) the dictionary learned by bright blocks; (c) the dictionary learned by dark blocks and (d) the dictionary learned by all blocks.

2.2. Regional Sparse Response Feature Extraction

2.2.1. Sparse Atomic Activity in Each Region

Feature coding is an effective means to obtain a set of novel feature representations by transforming the original feature space into the target dictionary space, and the corresponding activity of each atom can be regarded as the final feature code. Here, we made a series of analyses to quantify the
detail distortion of DB-regions. Firstly, we divided the distorted TMI into multiple non-overlapping blocks with the same ways in the previous dictionary learning stage, and categorized them as four subsets $\mathcal{I}'$ via the calculated region masks. Each kind of block can be sparsely represented with the multi-dictionaries $\mathbf{D}'$ to obtain the corresponding feature codes, and the above process is expressed as

$$
\hat{\mathbf{X}}' = \arg\min_{\mathbf{X}'} \|\mathbf{x}'\|_0 \text{ s.t. } \|\mathbf{D}' \hat{\mathbf{X}}'\|_2^2 \leq t
$$

where $\hat{\mathbf{X}}'$ is the estimated sparse coefficient based on block representation. $r \in \{B_{reg}, N_{reg}, D_{reg}, G_{reg}\}$ denotes the category of region, and the orthogonal matching pursuit (OMP) algorithm is used to solve the optimization problem in Equation (2).

Actually, the obtained sparse coefficients can characterize the activity type of atoms in DB-regions, so exploring the potential statistical rules of sparse coefficients is considered as a meaningful way for feature representation. Since the sparse coefficients are made up of many values, for brevity, let $\mathbf{SC}_{\text{coeff}}$ denote the all sparse coefficients, $\mathbf{SC}_{\text{coeff, l}}$ denote the sparse coefficients of less than zero and $\mathbf{SC}_{\text{coeff, g}}$ denote the sparse coefficients of greater than zero. Moreover, $\mathbf{SC}_{\text{coeff, l}}$ and $\mathbf{SC}_{\text{coeff, g}}$ are extracted by setting the other type of coefficients (i.e., $\mathbf{SC}_{\text{coeff, g}}$ and $\mathbf{SC}_{\text{coeff, l}}$) to zero for analyzing their contributions on sparse representation, respectively. Then, image reconstruction was conducted by only using one type of coefficients to observe the restored TMIs and the corresponding histogram distribution.

Figure 5 depicts an example of the reconstructed results with different sparse coefficients obtained by the global dictionary. From Figure 5, it can be found that the image reconstructed by $\mathbf{SC}_{\text{coeff, l}}$ contained more information of the original TMI compared with the image reconstructed by $\mathbf{SC}_{\text{coeff, g}}$, which indicates that the atomic energy was mostly concentrated in $\mathbf{SC}_{\text{coeff, l}}$. To further illustrate the significant role of $\mathbf{SC}_{\text{coeff, l}}$ for identifying the detail loss of DB-regions in TMI, we selected three TMIs generated by different TMOs and reconstructed them with the corresponding $\mathbf{SC}_{\text{coeff, l}}$. The reconstructed results and histogram statistics are shown in Figure 6. Obviously, the better the quality of TMI (i.e., the higher mean opinion score (MOS)), the wider the histogram pixel range of reconstructed image, which was consistent with the fact that high-quality TMI could maintain the detail information of its original HDR image as much as possible. Since $\mathbf{SC}_{\text{coeff, l}}$ could reconstruct the image well, the distortion information will also be mainly reflected in $\mathbf{SC}_{\text{coeff, l}}$, and some redundancy could be eliminated by aggregating the features with $\mathbf{SC}_{\text{coeff, l}}$.

![Figure 5](image-url)  
**Figure 5.** Original TMI and its reconstructed versions with different sparse coefficients. (a) Original TMI; (b) the reconstructed image with sparse coefficients greater than 0; (c) the reconstructed image with sparse coefficients less than 0; (d) corresponding histogram of the image in (b); (e) corresponding histogram of the image in (c).
When they were stimulated by the visual primitive, these regions could not generate efficient responses. Therefore, gathering the features corresponding blocks were aggregated to obtain the matrices \( r \). Then, the entropy weight \( w \) for each region was computed as

\[
\hat{X} = \left[ \hat{x}_1, \hat{x}_2, \ldots, \hat{x}_N \right] \in \mathbb{R}^{m \times N}
\]

(3)

and the corresponding blocks were aggregated to obtain the matrices \( r \). Therefore, gathering the features corresponding blocks were aggregated to obtain the matrices \( r \). Then, the entropy weight \( w \) for each region was computed as

\[
F = \sum_{T=1}^{N} g(\hat{x}_T)
\]

(4)

where \( \hat{x} \) is the obtained sparse feature vector for each image block, \( r' \in \{B_{reg}, N_{reg}, D_{reg}\} \) denotes the category of region, \( g(.) \) is the function for counting the frequency of \( SC_{coeff} \). If \( \hat{x}_T \) is less than zero, \( g(\hat{x}_T) \) is 1, otherwise, \( g(\hat{x}_T) \) is 0. \( F \) is the calculated activity statistical features, and the smaller value of \( F \) indicates the lower activity of the corresponding region. For some TMIs without any dark or bright blocks, the corresponding sparse coefficients in the bright or dark region were zero. When they were stimulated by the visual primitive, these regions could not generate efficient responses. Therefore, gathering the features \( F \) of DB-regions is an effective means to solve the difficulty caused by no response.

To aggregate the sparse features extracted from three brightness regions, i.e., \( F_{reg}, F_{neg} \) and \( F_{deg} \), we also designed a novel regional feature fusion strategy based on entropy weighting, which was inspired by the evidence that entropy could reflect the visual information contained in images to some extent. First, each block in the DB-regions was rearranged into a vector with the length of \( n \) and the corresponding blocks were aggregated to obtain the matrices \( M \). Then, the entropy weight \( w' \) for each region was computed as

\[
w' = \frac{E'}{\sum E'}
\]

(5)

where \( E' \) is the obtained entropy of DB-regions by applying the entropy calculation operation to \( M \).

Finally, the optimized sparse atomic activity statistics features \( F_1 \) could be calculated as:

\[
F_1 = \sum w' F'
\]

(6)
where the dimension of $F_1$, namely $m$, was set to 128, and we will give the specific explanations in Section 3.

2.2.2. Global Reconstruction Residual Statistics

In general, HVS first focuses on the global perception of an image unconsciously, and gradually turns to some specific local regions [26]. In terms of global perception, high-quality TMI should contain rich detail components and high naturalness, which are especially reflected in high frequency information. Considering that residual information of images play a significant role in distortion recognition, we performed the statistical analysis on global residual image for perceiving global detail loss of TMI, and global residual image $I_g$ can be simply obtained by calculating the difference between the reconstructed TMI with pretrained global dictionary $D^{G\text{reg}}$ and original TMI.

Furthermore, the mean subtracted contrast normalized (MSCN) coefficients of the image appears to have a certain statistical rule, that is, when an image is impaired with single or multiple distortion, the relevant natural statistical distribution of the MSCN coefficient will be destroyed. Therefore, the MSCN operation was conducted first on the global residual image $I_g$ to quantize the distortion, which is expressed as

$$\hat{I}(i, j) = \frac{I_g(i, j) - \mu(i, j)}{\sigma(i, j) + 1}$$

where $\hat{I}(i, j)$ is the MSCN value of $I_g$ at the position of $(i, j)$, $\mu(i, j)$ and $\sigma(i, j)$ are the local mean and standard deviation of $I_g$, respectively.

Figure 7a depicts three histograms of MSCN coefficients under different TMOs (original images are shown in Figure 6a–c, respectively). It can be found that the histograms of MSCN coefficients of residual images present a statistical rule similar to Gaussian distribution, and have obvious distinguishing ability for different TMOs. Therefore, generalized Gaussian distribution (GGD) was utilized to match these MSCN coefficients effectively in this work, and the density function of GGD with zero mean is given by

$$f(x; \alpha, \sigma^2) = \frac{\alpha^2}{2\beta \Gamma(1/\alpha)} \exp\left[ -\left( |x|/\beta \right)^\alpha \right]$$

where $\beta = \sigma \sqrt{\Gamma(\alpha^{-1})/\Gamma(\alpha^{-3})}$, $\Gamma(.)$ is the standard Gamma function. $\alpha$ and $\sigma^2$ controls the shape and variance of Gaussian distribution, respectively. The two control parameters $(\alpha, \sigma^2)$ constitute the first set of compensation features for detecting the global detail loss of TMIs.

In addition, we also explored the statistical rules among the neighboring pixels of residual image, and the relevant pairwise products of neighboring MSCN coefficients along four directions were calculated as

$$H(i, j) = \hat{I}(i, j)\hat{I}(i, j + 1)$$

$$V(i, j) = \hat{I}(i, j)\hat{I}(i + 1, j)$$
\[ D_1(i, j) = \hat{I}(i, j)\hat{I}(i + 1, j + 1) \]
\[ D_2(i, j) = \hat{I}(i, j)\hat{I}(i + 1, j - 1) \]

where \( H(i, j), V(i, j), D_1(i, j) \) and \( D_2(i, j) \) characterize the statistical relationships along the horizontal, vertical, main diagonal and subdiagonal directions, respectively. Figure 7b is three histograms of paired products of MSCN coefficients under different TMOs, which also shows strong distortion identification of adjacent coefficients. To fit the above presented regular structure accurately, asymmetric generalized Gaussian distribution (AGGD) is applied in each pairwise product of coefficients, which is defined as

\[
f(x; \nu, \sigma_1^2, \sigma_2^2) = \begin{cases} 
\frac{\nu}{(\beta_l + \beta_r)\Gamma(\nu)} \exp\left(-\left(\frac{x}{\beta_l}\right)^\nu\right), & x < 0 \\
\frac{\nu}{(\beta_l + \beta_r)\Gamma(\nu)} \exp\left(-\left(\frac{x}{\beta_r}\right)^\nu\right), & x \geq 0 
\end{cases}
\]

\[ \eta = (\beta_r - \beta_l) \frac{\Gamma(2/\nu)}{\Gamma(1/\nu)} \]

where \( \beta_l = \sigma_l \sqrt{\nu^{-1}/\Gamma(\nu^{-3})} \) and \( \beta_r = \sigma_r \sqrt{\nu^{-1}/\Gamma(\nu^{-3})} \). \( \nu \) controls the shape of the distribution, \( \sigma_1^2 \) and \( \sigma_2^2 \) are two scale parameters. The control parameters \( \{\eta, \nu, \sigma_1^2, \sigma_2^2\} \) of each paired product yield the second set of compensation features, and are combined with \( \{a, \sigma^2\} \) to form the global reconstruction residual statistical features, denoted as \( F_2 \), whose dimension is 36.

In conclusion, the final regional sparse response features consist of two types of feature sets, i.e., sparse atomic activity and global reconstruction residual statistics, which describe the regional and global visual information in the sparse domain, respectively.

### 2.3. Aesthetic Feature Extraction

Although the trend of the presented regional sparse response features is roughly in accordance with the subjective perception of TMs caused by detail loss, the other perceptual factor in TMI (i.e., color) cannot be ignored due to the color unnaturalness of scenes, as depicted in the first row of Figure 6. It can be clearly observed that different visual effects would be produced by different TMOs under the same HDR image. For example, the MOS of TMI generated by DurandTMO with relatively bright but unnatural color was lowest, while the TMI obtained by ReinhardTMO reflected higher contrast than others and had the highest MOS value. Therefore, for the whole TMI, some perceptual features, such as global contrast, color fidelity, color temperature and darkness, were also extracted in this subsection, which are jointly called as aesthetics.

#### 2.3.1. Global Contrast

Contrast tends to reflect the relationship among pixels, which cannot be clearly expressed by the sparse coefficient in the sparse domain and HVS will pay more attention to the overall contrast of the image than the absolute brightness. Therefore, Michelson contrast \( C_m \) and root mean square \( C_{\text{rms}} \) were selected to characterize the overall contrast relating to the color naturalness of TMI, and the above features were extracted in the HSI color space, which is expressed as

\[ C_m = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} \]
\[ C_{\text{rms}} = \sqrt{\frac{1}{WH} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1} (I_{ij} - \bar{I})^2} \]

where \( I_{\text{max}} \) and \( I_{\text{min}} \) were the largest and smallest pixel values of the image, respectively. \( W \) and \( H \) are the width and height of TMI, respectively. \( \bar{I} \) is the average value of pixels. The two parameters \( (C_m, C_{\text{rms}}) \) form the global contrast feature set and denoted as 2-dimensional \( F_3 \).
2.3.2. Color Fidelity

When contrast is guaranteed, color fidelity is also considered as an important feature to capture the color saturation of TMIs, which can be simply calculated by image color invariance descriptors. Since LMS space can simulate the response of cones in the retina and the three types of LMS cones can correspond to two opposing colors, which is called antagonism [37], we transformed the image data into the logarithmic domain so that three major orthogonal non-correlated spines (denoted as \( l, \varsigma \) and \( \tau \)) were computed by

\[
\begin{align*}
    l &= \frac{\hat{L} + \hat{M} + \hat{S}}{\sqrt{3}}, \\
    \varsigma &= \frac{\hat{L} + \hat{M} - 2\hat{S}}{\sqrt{6}}, \\
    \tau &= \frac{\hat{L} - \hat{M}}{\sqrt{2}}
\end{align*}
\]

where \( \hat{L}, \hat{M} \) and \( \hat{S} \) are the L, M and S channels after logarithm operation, deaveraging and normalization, respectively. Surprisingly, similar statistic rules are presented in the histograms of \( l, \varsigma \) and \( \tau \) coefficients, which can also be fit by GGD. Therefore, six parameters (the shape and variance parameters of the three channels) form the color fidelity feature set and denoted as 6-dimensional \( F_4 \).

2.3.3. Color Temperature

Color temperature reflects the spectral composition of the light source and has been applied successfully in many fields, such as photography, video recording and publishing. Generally, the level of color temperature will directly affect the brightness and contrast of images, which is closely related to the color perception of the light source. Therefore, color temperature [38] is used to detect the color unnaturalness of TMIs in this study, and can be defined as

\[
C_{CCT} = \left(449p^3 + 3525p^2 + 6823.3p + 5520.33\right)
\]

where

\[
p = \frac{a - 0.3320}{0.1858 - b}, \quad a = \frac{X}{X + Y + Z}, \quad b = \frac{Y}{X + Y + Z}
\]

Among them, \( X, Y \) and \( Z \) represent the three-channel values of XYZ color space converted from RGB color space. Then, 5-bin histogram statistics were performed on the obtained color temperature map, and five frequency values were taken as the final color temperature feature set, denoted as \( F_5 \), whose dimension was 5.

2.3.4. Darkness

Darkness depicts the proportion of pixels with low brightness values in the image, and has a great impact on color unnaturalness. If the whole image looks dim, its subjective quality perceived by HVS is more terrible than ones with perfect brightness. Inspired by the three-point method in camera science, a TMI was first evenly divided into three blocks from top to bottom, and the mean pixel value of TMI was calculated. Then, the proportions of three blocks and the whole image whose brightness was less than the mean pixel value were computed and these four values were used as the final darkness feature set, denoted as 4-dimensional \( F_6 \).

2.4. Quality Regression

In brief, a total of 181-dimensional quality-aware features were extracted from a TMI via regional sparse response and aesthetics analysis, denoted as \( F = \{F_1, F_2, F_3, F_4, F_5, F_6\} \), where the former two were regional sparse response features and the other four are aesthetic features. After feature extraction, the feature space was mapped to predict the quality \( Q \) of TMI by quality regression, which is expressed as

\[
Q = \psi(F)
\]

where \( \psi(\cdot) \) is the mapping function achieved by machine learning. Due to the strong prediction accuracy of random forest (RF), RF was used to obtain the mapping function in this study.
3. Experiment Results and Discussion

To verify the performance of the proposed RSRA-BTMI method, the ESPL-LIVE HDR [34] database was used to make comparisons between the proposed method and existing state-of-the-art BIQA methods. The database was generated by three different types of HDR image processing algorithms, including TMO, multi-exposure fusion and post-processing. The images processed by TMOs and their corresponding subjective scores were utilized in the experiment. The basic situation of TMIs in the ESPL-LIVE HDR database is shown in Table 1. It contained a total of 747 TMIs degraded by TMOs.

| Database      | Tone-Mapping Operator | Number of Images | MOS  |
|---------------|-----------------------|------------------|------|
| ESPL-LIVE HDR | WardHistAdjTMO         | 181              | 0–100|
|               | DurandTMO              | 187              | 0–100|
|               | FattalTMO              | 187              | 0–100|
|               | ReinhardTMO            | 192              | 0–100|

In order to validate the accuracy of the method, 80% of the image samples in the database were selected as the training set to train a TM-IQA model, which was used to predict the quality of the remaining 20% image samples. The scenarios of the training set and testing set were independent of each other. Then, to evaluate whether the method is statistically consistent with visual perception, it is necessary to compare the predicted scores with subjective ratings. According to the objective IQA standard proposed by the Video Quality Expert Group (VQEG), Pearson linear correlation coefficient (PLCC), Spearman rank-order correlation coefficient (SROCC) and root mean squared error (RMSE) were employed to validate the consistence. With experience, a method correlates well with subjective scores if PLCC and SROCC are close to 1 and RMSE is close to 0. In addition, to get the reliable results of the proposed RSRA-BTMI method, the above procedure was repeated 1000 times using randomly divided training and testing sets. Finally, we reported the median value of performance index obtained from the 1000 random trails as the final performance index.

3.1. Parameter Setting and Feature Analysis of the Proposed RSRA-BTMI Method

As can be found from the feature extraction in Section 2, the size of some parameters needs to be set. Actually, the size of the presegmented block of TMI for dictionary learning will affect what the block contains. Specially, the larger the block, the greater the probability that the block contains different luminance content, and the operation of block based regional subset partition is more difficult. This will affect multi-dictionary learning and accurate extraction of sparse feature vector. However, the smaller of blocks will cause the higher complexity and lower efficiency of the proposed method. Therefore, the block size is set to a moderate value $8 \times 8$, and the dictionary size $m$ is set to 128. $m$ also determines the size of the final feature vector, so the feature size extracted from each region in the sparse domain is 128.

As described in Section 2, there were several types of features extracted in this work. Sparse atomic activity based on regional entropy weighting $F_1$ and auxiliary statistics based on global reconstruction residual $F_2$ represent regional sparse response features in the sparse domain. Contrast $F_3$, color fidelity $F_4$, color temperature $F_5$ and darkness $F_6$ constitute the aesthetic features. Actually, most of the components in the sparse eigenvector were zero, and the non-zero component justified that the sample TMI had a corresponding response in the pretrained dictionary prototype. From a biological point of view, there were a series of visual neurons in the mammalian visual system. Visual neurons can sparsely encode the stimulus, that is, when a specific external stimulus is received, the information carried by the stimulus can be correctly perceived, as long as a small number of corresponding neurons accept the stimulus. Therefore, the sparse representation coefficients based on multi-dictionaries characterize the neuron state under a particular stimulus. The non-zero positions indicate that the neuron receives the stimulus, and the zero portions indicate that the neuron is not stimulated. Therefore, the sparse
decomposition process of images is a sparse response of a neuron to a specific stimulus. A TMI to be assessed is transformed into sparse coefficients, and the sparse characteristics of each coefficient contain the essential features of the TMI. The feature extraction from the sparse domain will be more visually perceptible than the original image pixels. The more SCcoeff-l represents that the more stimuli are received. To percept the global distortion, the global reconstruction residual statistics feature \( F_2 \) was extracted to assist \( F_1 \). The aesthetic features \( F_3, F_4, F_5 \) and \( F_6 \) were also considered because color distortion is not negligible in TMIs.

To analyze the feature contribution, the performances of each type of features were separately evaluated on the ESPL-LIVE HDR database. In addition, the combination contribution of \( F_1 \) and \( F_2 \) in the sparse domain was also given to confirm the validity of the proposed features, as well as the combination of aesthetic features \( F_3, F_4, F_5 \) and \( F_6 \). PLCC, SROCC and RMSE were used as the performance criteria. These results are shown in Table 2. We could observe that the separate feature shows good performance alone, and a better performance could be achieved when the features were incorporated together. This makes us believe that the proposed features are complementary with each other.

| Features          | TMIs                        |
|-------------------|-----------------------------|
| \( F_1 \)         | 0.7163 0.6770 0.0435 7.1565 |
| \( F_2 \)         | 0.6542 0.6001 0.0494 7.7211 |
| \( F_1 + F_2 \)   | 0.7782 0.7365 0.0379 6.4265 |
| \( F_3 \)         | 0.7399 0.6916 0.0380 6.8578 |
| \( F_4 \)         | 0.6532 0.6111 0.0490 7.7180 |
| \( F_5 \)         | 0.6980 0.6272 0.0496 7.3233 |
| \( F_6 \)         | 0.7306 0.6272 0.0498 7.0143 |
| \( F_3 + F_4 + F_5 + F_6 \) | 0.8011 0.7678 0.0319 6.1003 |
| All               | 0.8266 0.7972 0.0312 5.7520 |

In the previous analyses in Section 2, it can be known that SCcoeff-g had less effect on sparse reconstruction, but whether it had the ability to distinguish a high or poor-quality of the image or not remains to be validated. By the same proposed process of sparse atomic activity feature extraction in Section 2, sparse atomic activity statistics of different portions, such as SCcoeff-g and the combination of SCcoeff-l and SCcoeff-g, were used to measure the performance for quality assessment. In Table 3, SCcoeff-lg is represented for the combination of SCcoeff-l and SCcoeff-g.

| Activity of Different Sparse Coefficients | TMIs                        |
|------------------------------------------|-----------------------------|
| SCcoeff-g                                | 0.7098 0.6706 0.0435 7.2417 |
| SCcoeff-lg                               | 0.7086 0.6698 0.0435 7.2410 |
| SCcoeff-l                                | 0.7163 0.6770 0.0435 7.1565 |

Table 3 lists three types of features about the activity of SCcoeff-g, SCcoeff-lg and SCcoeff-l. It can be found that SCcoeff-g and SCcoeff-lg also exhibited good quality discrimination performance, and even exceeded the performance of the methods such as BTMQI, which will be shown later. According to the comparison, the portion of SCcoeff-l was selected as the final fusion feature in the sparse domain.

In addition, to verify the advantage of multi-dictionaries in the proposed RSRA-BTMI method, Table 4 lists the experimental analysis of single dictionary and multi-dictionaries. In Table 4, the performance...
obtained by combining multi-dictionaries with aesthetic characteristics was better than that obtained by combining single dictionary with aesthetic characteristics, here, they were denoted as ‘M + A’ and ‘S + A’, respectively. It is mainly attributed that those multi-dictionaries take more account of the different characteristics of HDR images after the TM process in DB-regions. Together with aesthetics, it can better perceive the detail loss in the DB-regions and color unnaturalness.

Table 4. Performance comparison of multi-dictionaries and single dictionary with aesthetics.

| Features | TMIs       | PLCC  | SROCC | SROCC-STD | RMSE  |
|----------|------------|-------|-------|-----------|-------|
| S + A    |            | 0.8058| 0.7699| 0.0330    | 6.0572|
| M + A    |            | 0.8266| 0.7972| 0.0312    | 5.7520|

To clearly show a high correlation of aesthetic features with subjective scores, we trained a quality prediction model by aesthetic features. According to the trained quality prediction model, we used the aesthetic features of different distorted TMIs to predict the quality, the results are shown in the following Figure 8. It can be found that the more natural TMI is, the higher the predicted quality value (i.e., Q) will be, and also a companion with a higher MOS value.

Figure 8. The predicted quality (i.e., Q) of different TMIs with their corresponding MOS values. (a) MOS = 35.06; Q = 35.1305; (b) MOS = 44.61; Q = 48.3781; (c) MOS = 49.23; Q = 51.1368; (d) MOS = 35.14; Q = 34.1305; (e) MOS = 44.51; Q = 48.7145; (f) MOS = 52.41; Q = 53.9768; (g) MOS = 40.64; Q = 37.7629; (h) MOS = 54.86; Q = 51.2037 and (i) MOS = 59.71; Q = 56.8727.

3.2. Influence of Training Set Sizes

In order to study the influence of different training sets on quality prediction results, PLCC and SROCC values obtained via different training sets were also analyzed, as shown in Table 5. The training set size was set as 10–90%, and we could draw the following conclusions via the results in the Table 5: (1) with the increasing of the training set, PLCC and SROCC values also increased gradually, which is consistent with the conclusion of the existing learning-based BIQA method and (2) when the training
set was less than 20%, the performance dropped significantly, but it also had better performance than other existing methods, such as BTMQI shown in the Table 6.

Table 5. Performance with different train-test sizes.

| Train-Test | ESPL-LIVE |
|------------|-----------|
|            | PLCC      | SROCC    |
| 10–90%     | 0.7379    | 0.7054   |
| 20–80%     | 0.7714    | 0.7416   |
| 30–70%     | 0.7873    | 0.7562   |
| 40–60%     | 0.7961    | 0.7659   |
| 50–50%     | 0.7998    | 0.7684   |
| 60–40%     | 0.8056    | 0.7757   |
| 70–30%     | 0.8124    | 0.7813   |
| 80–20%     | 0.8266    | 0.7972   |
| 90–10%     | 0.8301    | 0.8043   |

Table 6. Performance comparison on the ESPL-LIVE HDR database.

| Type | Methods | PLCC | SROCC | RMSE |
|------|---------|------|-------|------|
| 2D-BIQA | C-DIVINE [14,21] | 0.453 | 0.453 | 9.167 |
|       | DIVINE [13,21] | 0.530 | 0.523 | 8.805 |
|       | BLINDS-II [15,21] | 0.4421 | 0.4120 | 9.330 |
|       | BRISQUE [16,21] | 0.3701 | 0.3402 | 9.535 |
|       | OGI [39] | 0.4993 | 0.4899 | 8.8637 |
| TM-BIQA | BTMQI [19,20] | 0.6914 | 0.6778 | /     |
|         | HIGRADE [20,21] | 0.7940 | 0.7600 | /     |
|         | Yue’s [22] | 0.7422 | 0.7356 | 6.713 |
|         | BTMIQA [20] | 0.8234 | 0.7935 | /     |
|         | BLIQUE-TMI [23] | 0.7120 | 0.7040 | /     |
|         | Chi’s [25] | 0.8301 | 0.7887 | 5.7193 |
|         | Proposed (RSRA-BTMI) | 0.8266 | 0.7972 | 5.7520 |
|         | Proposed with $F_c$ (RSRA-BTMI) | 0.8365 | 0.8076 | 5.5408 |

3.3. Feature Selection

Since the total 181-dimensional features may cause an overfitting situation, we made an experiment to eliminate redundancy from the total features. RF has an ability to detect the importance of features, so it can well guide the feature selection work. Specifically, we utilized RF to predict the importance of features extracted in the ESPL-LIVE HDR database as shown in Figure 9 [23]. It can be found that different features had different importance. To determine the best feature dimension, we utilized different dimension of features to build quality prediction model and evaluate the corresponding performance. As shown in Figure 10, it can be found that the performance of PLCC and SROCC was best when the dimension of feature was 56. For brevity, the feature set after importance selection is expressed by $F_c$ in the following description.

![Figure 9. Importance ranking of different features.](image-url)
3.4. Overall Performance Comparison

In order to prove the effectiveness of the proposed RSRA-BTMI method, it was compared with the existing advanced BIQA methods. Since the ESPL-LIVE HDR database did not provide the original HDR reference image, the FR-IQA methods designed for TMIs could not be utilized on the database directly. The proposed RSRA-BTMI method was not compared with the existing FR-IQA methods. Table 5 shows the performance comparisons between the proposed RSRA-BTMI method and two types of existing IQA methods. The first type is the 2D-BIQA methods specialized for ordinary LDR images based on natural scene statistical features, including C-DIIVINE [14], DIIVINE [13], BLIINDS-II [15], BRISQUE [16] and OG [39]. The other type is specifically designed for TM-BIQA, including BTMQI [19], HIGRADE [21], Yue’s [22], BTMIQA [20], BLIQUE-TMI [23] and Chi’s [25].

From Table 6, it can be found that the performance of the TM-BIQA methods was far superior to the 2D-BIQA methods for TMIs’ quality assessment because the TMIs’ distortion types were different from those of ordinary LDR images. In general, the distortion of LDR images included some common distortions, such as encoding distortion, and Gaussian noise. However for a TMI, its distortion mainly reflected in the color unnaturalness and the detail loss especially in its $B_{reg}$ and $D_{reg}$. Therefore, it is unsuitable to directly use the 2D-BIQA methods to evaluate the TMIs’ quality. First of all, obviously, as the 2D-BIQA methods, C-DIIVINE, DIIVINE, BLIINDS-II, BRISQUE and OG only consider the corresponding distortions of ordinary LDR images, such as JPEG, JP2K compression, blur, white noise, etc., the quality prediction performances of these 2D-BIQA methods used on TMIs were usually poor, and their PLCC and SROCC values were very low, only about 0.530 and 0.523 at the best. Secondly, the PLCC values of the existing TM-BIQA methods were much higher than those of the 2D-BIQA methods, as well as the SROCC values. Among the TM-BIQA methods, BTMQI mainly considered the details and structure preservation degree of TMIs, but did not consider the color distortion carefully,
which had a great impact on the TMIs’ quality. HIGRADE also spares more effects on the structure and naturalness, but neglects the color distortion. The BTMIQA method mainly uses the local entropy to perceive the detail loss of TMIs but it omits the information loss in the normal exposure region. The other methods also have room for improvement. The proposed method applies sparse perception with multi-dictionaries to extract main features of TMI’s DB-regions, which not only can reduce visual redundancy but also obtain the human visual perception response to different regions. Moreover, it is clear that the proposed RSRA-BTMI method had better performance than the other methods. It is mainly due to the truth that the proposed RSRA-BTMI method utilizes the compressed sensing. Combining the regional sparse response with aesthetics can obtain the detail loss especially in $B_{reg}$ and $D_{reg}$ of TMIs, as well as the color distortion. Therefore, the proposed RSRA-BTMI method outperformed the existing methods and was consistent with the subjective perception of the human vision. It is also attributed to the fact that the proposed RSRA-BTMI method simulated the distortion process of TM in the sparse domain.

Moreover, we also calculated the performance after feature importance selection based on the proposed RSRA-BTMI method. Clearly, the feature selection used further improved the performance of the proposed RSRA-BTMI method.

3.5. Discussion

Due to the particularity of TMIs in imaging and viewing properties, two kinds of perceptual factors ought to be considered in the TM-BIQA method, i.e., detail loss and color unnaturalness. In this paper, we proposed an RSRA-BTMI method by considering the impact of DB-regions and the global region of TMI on human subjective perception, whose performance on the ESPL-LIVE HDR database was better than other competing 2D-BIQA and TM-BIQA methods. From the perspective of semantic invariance in DB-regions of TMIs, multi-dictionaries were specially designed so that each brightness region could be sparsely represented to describe the regional visual information. Moreover, global reconstruction residual statistics were also conducted to identify the high frequency information loss and utilized as the compensation features in the sparse domain. For the color unnaturalness, several color related metrics, such as contrast, color fidelity, color temperature and darkness, were analyzed and discussed carefully. As an efficient metric, the proposed RSRA-BTMI method could not only serve as the quality monitor in the end-to-end TMI processing pipeline, but also promoted the development of some relevant technologies, such as tone mapping, image enhancement and denoising of TMI.

Although the proposed RSRA-BTMI method achieved excellent results in evaluating TMIs degraded with detail loss and color distortion, there were still limitations in some respects. First, several special distortions may appear in the actual imaging process, e.g., abnormal exposure, violent noise and indelible artifacts. Obviously, the introduction of an artifact or noise will greatly increase the high frequency information of the image, but it is not belonging to the component of positive detail information in images and usually causes terrible visual perception. Therefore, the presented global reconstruction residual statistics will produce the opposite result in this special case. Second, for the proposed method, there is a blocking operation on TMI before multi-dictionary learning for DB-regions. However, fixed size blocks may result in regions of different brightness within one TMI block, which is not conducive to multi-dictionary learning. Thus, a more reasonable and efficient way to improve the application scope of the proposed RSRA-BTMI method is worth being explored.

4. Conclusions

In this paper, a blind tone-mapped image quality assessment method based on regional sparse response and aesthetics (RSRA-BTMI) was proposed by designing novel local and global feature subsets. It is mainly inspired by the fact that the detail loss and color unnaturalness phenomena in tone-mapped images (TMIs) were perceived by human visual system from global to local patterns. In terms of local features, multi-dictionaries were first trained from different brightness regions (DB-regions) in TMIs.
Then the sparse atoms activities for DB-regions were calculated to portray regional visual information of TMIs. Finally, a regional feature fusion strategy based entropy weighting was designed to aggregate the above local features. In terms of global features, the statistics of residual information obtained by sparse representation was utilized as a compensation feature in the sparse domain, and a set of aesthetic features, such as contrast, color fidelity, color temperature and darkness, were also extracted to characterize the color unnaturalness of TMIs. Experimental results on the ESPL-LIVE HDR database demonstrated the superiority of the proposed RSRA-BTMI method. In future work, we are about to expand the practicability of dictionary learning and sparse representation for further exploring the perceptual factors in TMIs.

Author Contributions: Z.H. designed and realized the algorithm and drafted the manuscript. M.Y. co-designed the algorithm and polished the manuscript. F.C. and Z.P. analyzed the experimental data. H.X. and Y.S. validated the data and formal of manuscript. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Natural Science Foundation of China under Grant Nos. 61671258, 61871247, 61931022, 61671412 and 61620106012, and the Natural Science Foundation of Zhejiang Province under Grant Nos. LY19F010002, LY19F020009. It was also sponsored by the K.C. Wong Magna Fund of Ningbo University. Mei Yu is the corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Masia, B. Computational Imaging and Displays: Capturing and displaying richer representations of the world. *IEEE Comput. Graph. Appl.* 2018, 38, 112–120. [CrossRef]
2. Artusi, A.; Mantiuk, R.K.; Richter, T.; Hanhart, P.; Korshunov, P.; Agostinelli, M.; Ten, A.; Ebrahimi, T. Overview and evaluation of the JPEG XT HDR image compression standard. *J. Real Time Image Process.* 2019, 16, 413–428. [CrossRef]
3. Yang, X.; Xu, K.; Song, Y.; Zhang, Q.; Wei, X.; Lau, R.W.H. Image correction via deep reciprocating HDR transformation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 19–21 June 2018; pp. 1798–1807.
4. Kwon, H.J.; Lee, S.H. CAM-based HDR image reproduction using CA–TC decoupled JCh decomposition. *Signal Process Image Commun.* 2019, 70, 1–13. [CrossRef]
5. Wang, Z.; Bovik, A.C.; Sheikh, H.R.; Simoncelli, E.P. Image quality assessment: From error visibility to structural similarity. *IEEE Trans. Image Process.* 2004, 13, 600–612. [CrossRef] [PubMed]
6. Wang, Z.; Simoncelli, E.P.; Bovik, A.C. Multiscale structural similarity for image quality assessment. In Proceedings of the 37th Asilomar Conference on Signals, Systems & Computers, Pacific Grove, CA, USA, 9–12 November 2003; Volume 2, pp. 1398–1402.
7. Yeganeh, H.; Wang, Z. Objective quality assessment of tone-mapped images. *IEEE Trans. Image Process.* 2013, 22, 657–667. [CrossRef]
8. Ma, K.; Yeganeh, H.; Zeng, K.; Wang, Z. High dynamic range image tone mapping by optimizing tone mapped image quality index. In Proceedings of the 2014 IEEE International Conference on Multimedia and Expo (ICME), Chengdu, China, 14–18 July 2014.
9. Nasrinpour, H.R.; Bruce, N.D. Saliency weighted quality assessment of tone-mapped images. In Proceedings of the 2015 IEEE International Conference on Image Processing (ICIP), Quebec City, QC, Canada, 27–30 September 2015; pp. 4947–4951.
10. Nafchi, H.Z.; Shahkolaee, A.; Moghaddam, R.F.; Cheriet, M. FSITM: A feature similarity index for tone-mapped images. *IEEE Signal Process. Lett.* 2015, 22, 1026–1029. [CrossRef]
11. Zhang, L.; Zhang, L.; Mou, X.; Zhang, D. FSIM: A feature similarity index for image quality assessment. *IEEE Trans. Image Process.* 2011, 20, 2378–2386. [CrossRef]
12. Song, Y.; Jiang, G.; Yu, M.; Peng, Z.; Chen, F. Quality assessment method based on exposure condition analysis for tone-mapped high-dynamic-range images. *Signal Process.* 2018, 146, 33–40. [CrossRef]
13. Moorthy, A.K.; Bovik, A.C. Blind image quality assessment: From natural scene statistics to perceptual quality. *IEEE Trans. Image Process.* 2011, 20, 3350–3364. [CrossRef]
14. Zhang, Y.; Moorthy, A.K.; Chandler, D.M.; Bovik, A.C. C-DIIVINE: No-reference image quality assessment based on local magnitude and phase statistics of natural scenes. *Signal Process Image Commun.* 2014, 29, 725–747. [CrossRef]

15. Saad, M.A.; Bovik, A.C.; Charrier, C. Blind image quality assessment: A natural scene statistics approach in the DCT domain. *IEEE Trans. Image Process.* 2012, 21, 3339–3352. [CrossRef] [PubMed]

16. Mittal, A.; Moorthy, A.K.; Bovik, A.C. No-reference image quality assessment in the spatial domain. *IEEE Trans. Image Process.* 2012, 21, 4695–4708. [CrossRef]

17. Sun, L.; Yamasaki, T.; Aizawa, K. Photo aesthetic quality estimation using visual complexity features. *Multimed. Tools Appl.* 2018, 77, 5189–5213. [CrossRef]

18. Mavridaki, E.; Mezaris, V. A comprehensive aesthetic quality assessment method for natural images using basic rules of photography. In Proceedings of the 2015 IEEE International Conference on Image Processing (ICIP), Quebec City, QC, Canada, 27–30 September 2015; pp. 887–891.

19. Gu, K.; Wang, S.; Zhai, G.; Ma, S.; Yang, X.; Lin, W.; Zhang, W.; Gao, W. Blind quality assessment of tone-mapped images via analysis of information, naturalness, and structure. *IEEE Trans. Multimed.* 2016, 18, 432–443. [CrossRef]

20. Jiang, G.; Song, H.; Yu, M.; Song, Y.; Peng, Z. Blind Tone-Mapped Image Quality Assessment Based on Brightest/Darkest Regions, Naturalness and Aesthetics. *IEEE Access* 2018, 6, 2231–2240. [CrossRef]

21. Kundu, D.; Ghaediaram, D.; Bovik, A.C.; Evans, B.L. No-reference quality assessment of tone-mapped HDR pictures. *IEEE Trans. Image Process.* 2017, 26, 2957–2971. [CrossRef]

22. Yue, G.; Hou, C.; Zhou, T. Blind quality assessment of tone-mapped images considering colorfulness, naturalness, and structure. *IEEE Trans. Ind. Electron.* 2019, 66, 3784–3793. [CrossRef]

23. Jiang, Q.; Shao, F.; Lin, W.; Jiang, G. BLIQUE-TMI: Blind quality evaluator for tone-mapped images based on local and global feature analyses. *IEEE Trans. Circuits Syst. Video Technol.* 2019, 29, 323–335. [CrossRef]

24. Zhao, M.; Shen, L.; Jiang, M.; Zheng, L.; An, P. A Novel No-Reference Quality Assessment Model of Tone-Mapped HDR Image. In Proceedings of the 2019 IEEE International Conference on Image Processing (ICIP), Taipei, Taiwan, 22–25 September 2019; pp. 3202–3206.

25. Chi, B.; Yu, M.; Jiang, G.; He, Z.; Peng, Z.; Chen, F. Blind tone mapped image quality assessment with image segmentation and visual perception. *J. Vis. Commun. Image Represent.* 2020, 67, 102752. [CrossRef]

26. Liu, X.; Fang, Y.; Du, R.; Zuo, Y.; Wen, W. Blind quality assessment for tone-mapped images based on local and global features. *Inf. Sci.* 2020, 528, 46–57. [CrossRef]

27. Olshausen, B.A.; Field, D.J. Sparse coding with an overcomplete basis set: A strategy employed by V1? *Vis. Res.* 1997, 37, 3311–3325. [CrossRef]

28. Chang, H.W.; Yang, H.; Gan, Y.; Wang, M.H. Sparse feature fidelity for perceptual image quality assessment. *IEEE Trans. Image Process.* 2013, 22, 4007–4018. [CrossRef] [PubMed]

29. Ahar, A.; Barri, A.; Schellkens, P. From sparse coding significance to perceptual quality: A new approach for image quality assessment. *IEEE Trans. Image Process.* 2018, 27, 879–893. [CrossRef] [PubMed]

30. Jiang, Q.; Shao, F.; Lin, W.; Gu, K.; Jiang, G.; Sun, H. Optimizing multistage discriminative dictionaries for blind image quality assessment. *IEEE Trans. Multimed.* 2018, 20, 2035–2048. [CrossRef]

31. Korshunov, P.; Hanhart, P.; Richter, T.; Artusi, A.; Mantiuk, R.; Ebrahimi, T. Subjective quality assessment database of HDR images compressed with JPEG XT. In Proceedings of the 2015 Seventh International Workshop on Quality of Multimedia Experience (QoMEX), Pylos-Nestoras, Greece, 26–29 May 2015; pp. 1–6.

32. Narwaria, M.; da Silva, M.P.; Le Callet, P.; Pepion, R. Tone mapping-based high-dynamic-range image compression: Study of optimization criterion and perceptual quality. *Opt. Eng.* 2013, 52, 102008. [CrossRef]

33. Parraga, C.A.; Otazu, X. Which tone-mapping operator is the best? A comparative study of perceptual quality. *JOSA A* 2018, 35, 626–638.

34. Kundu, D.; Ghaediaram, D.; Bovik, A.; Evans, B. Large-scale crowd-sourced study for tone mapped HDR pictures. *IEEE Trans. Image Process.* 2017, 26, 4725–4740. [CrossRef]

35. Mohammadi, P.; Pourazad, M.T.; Nasiopoulos, P. An Entropy-based Inverse Tone Mapping Operator for High Dynamic Range Applications. In Proceedings of the 2018 9th IFIP International Conference on New Technologies, Mobility and Security (NTMS), Paris, France, 26–28 February 2018; pp. 1–5.

36. Aharon, M.; Elad, M.; Bruckstein, A. K-SVD: An algorithm for designing overcomplete dictionaries for sparse representation. *IEEE Trans. Signal Process.* 2006, 54, 4311–4322. [CrossRef]
37. Jraissati, Y.; Douven, I. Does optimal partitioning of color space account for universal color categorization? *PLoS ONE* **2017**, *12*, e0178083. [CrossRef]

38. McCamy, C.S. Correlated color temperature as an explicit function of chromaticity coordinates. *Color Res. Appl.* **1992**, *17*, 142–144. [CrossRef]

39. Liu, L.; Hua, Y.; Zhao, Q.; Huang, H.; Bovik, A.C. Blind image quality assessment by relative gradient statistics and adaboosting neural network. *Signal Process. Image Commun.* **2016**, *40*, 1–15. [CrossRef]