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ABSTRACT

In this paper, we propose decentralized and scalable algorithms for Gaussian process (GP) training and prediction in multi-agent systems. To decentralize the implementation of GP training optimization algorithms, we employ the alternating direction method of multipliers (ADMM). A closed-form solution of the decentralized proximal ADMM is provided for the case of GP hyper-parameter training with maximum likelihood estimation. Multiple aggregation techniques for GP prediction are decentralized with the use of iterative and consensus methods. In addition, we propose a covariance-based nearest neighbor selection strategy that enables a subset of agents to perform predictions. The efficacy of the proposed methods is illustrated with numerical experiments on synthetic and real data.
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1 Introduction

Teams of agents have received considerable attention in recent years, as they can address tasks that cannot be efficiently accomplished by a single entity. Multi-agent systems are attractive for their inherent property of collecting simultaneously data from multiple locations—a group of agents can collect more data than a single agent during the same time period. Central to machine learning (ML) methodologies is the collection of large datasets in order to ensure reliable training. To this end, networks of agents favor learning techniques, due to their data collection capabilities. However, they face major challenges including limited computational resources and communication restrictions. A typical approach to address these challenges relies on centralizing the collected data in a single node (e.g., cloud or data center), which requires high computational and storage resources. Yet, gathering data to a central server may lead to network traffic congestion and security or privacy issues. To ensure data privacy, a promising solution is federated learning (FL) [Konečný et al., 2016]. FL aims to implement ML techniques in centralized or decentralized networks, but with no communication of real data in order to comply to the EU/UK general data protection regulation (GDPR) [Horvitz and Mulligan, 2015]. For certain applications, such as in GPS-denied environments, it is unfeasible to implement ML algorithms in a centralized network, as distant nodes may not be able to establish communication directly with the central node due to communication range limitations or bandwidth. Such cases include autonomous vehicles and multi-robot systems. Finally, even if we manage to collect all the data in a central node, the time and space computational complexity for rapid updates of the ML models require resources that are not available to agents operating in the field. In this work, we propose methodologies for fully decentralizing Gaussian processes (GPs) [Rasmussen and Williams, 2006, Gramacy, 2020, Cressie, 1993] from training to prediction, so that they can be implemented efficiently on teams of agents. GPs are used in various multi-agent applications [Singh et al., 2009, Xu et al., 2011, Gu and Hu, 2012, Chen et al., 2015, Choi et al., 2015, Allamraju and Chowdhary, 2017, Pillonetto et al., 2018, Zhi et al., 2019, Hoang et al., 2019, Tavassolipour et al., 2020, Yuan and Zhu, 2020, Jang et al., 2020, Lin et al., 2020, Kepler and Stilwell, 2020, Kontoudis and Stilwell, 2021a, Kontoudis et al., 2021, Suryan and Tokekar, 2020, Kontoudis, 2022]. The major disadvantage of GPs is the poor scalability with the number of observations. Moreover, GPs are not easily
decentralized for implementation across multiple agents due to high communication requirements. Our aim in this work is to develop fully decentralized approximate methodologies that relax the communication and computation requirements of GPs, exchanging as little information as possible and by performing only local computations. We propose three distributed optimization techniques to implement GP hyperparameter training with maximum likelihood estimation (MLE), based on the alternating direction method of multipliers (ADMM) [Boyd et al., 2011]. Next, we synthesize 13 decentralized approximate methods to perform GP prediction with aggregation of GP experts [Liu et al., 2020], using iterative and consensus protocols [Bertsekas and Tsitsiklis, 2003, Olfati-Saber et al., 2007, Wang et al., 2016]. Two of the latter approximate methods for GP prediction (DEC-NPAE and DEC-NN-NPAE) have been discussed in our previous work [Kontoudis and Stilwell, 2021b].

Related work: Despite their effectiveness in function approximation and uncertainty quantification, GPs scale poorly with the number of observations. Particularly, provided \( N \) observations, the training entails \( O(N^3) \) computations and the prediction requires \( O(N^2) \) computations. Another limitation for the implementation of GPs in multi-agent systems is the communication. For centralized GPs, every agent has to communicate all observations to a central node. However, excessive communication is challenging in decentralized networks. Moreover, agents in networks can pass messages only within a communication range [Bullo et al., 2009] which may vary in space and time [Kontoudis and Stilwell, 2019].

To overcome the computational burden of hyper-parameter GP training with maximum likelihood estimation (MLE), a factorized GP training method is discussed in [Deisenroth and Ng, 2015]. That is a centralized method which is based on a server-client structure and distributes the computations to multiple entities. The main idea is to assume independence between sub-models, which results in the approximation of the inverse covariance matrix by the inverse of a block diagonal matrix. To this end, a significant reduction in computation of the inverse of multiple covariance matrices is achieved at the cost of excessive communication overhead. More specifically, every local entity transmits multiple inverted blocks of the covariance matrix per MLE iteration. Recently, Xu et al. [Xu et al., 2019] reformulated the factorized GP training method using the exact consensus alternating direction method of multipliers (ADMM) [Boyd et al., 2011], which is appealing in centralized multi-agent settings [Halsted et al., 2021]. Consensus ADMM reduces the communication overhead of GP training, but requires high computational resources to solve a nested optimization problem at every ADMM-iteration. Subsequently, the authors in [Xie et al., 2019] employed the inexact proximal ADMM [Hong et al., 2016] to alleviate the computation demand. However, both ADMM-based factorized GP training methods require a centralized network topology.

Two major research directions for GP prediction are based on global and local approximations [Liu et al., 2020]. Global approximation methods promote sparsity by using either a subset of \( N_{sub} \) observations or by introducing a set of \( N_{sub} \) pseudo-inputs, where \( N_{sub} \ll N \) [Quiñonero-Candela and Rasmussen, 2005, Snelson and Ghahramani, 2006, Hensman et al., 2013]. Sparse GPs have been used in mobile sensor networks to model spatial fields [Gu and Hu, 2012]. In [Xu et al., 2011], a GP with truncated observations in a mobile sensor network is proposed, and in [Chen et al., 2015] a subset of observations is used for traffic modeling and prediction. These methods require global knowledge of the observations, which increases inter-agent communications. Additionally, the methods that use pseudo-inputs do not retain the interpolation property.

Alternatively, the second research direction uses local approximation methods to reduce the computational burden of GP prediction. These are centralized algorithms with a server-client structure. The main idea is to aggregate local sub-models produced by local subsets of the observations [Tresp, 2000, Hinton, 2002, Deisenroth and Ng, 2015, Cao and Fleet, 2014]. In other words, every sub-model makes a local prediction, and then the central node aggregates to a single prediction. In comparison to global approximations, local methods do not require inducing inputs, they distribute the computational load to multiple agents, and they work with all observations. However, it is proved in [Bachoc et al., 2017, Proposition 1] that the local methods [Tresp, 2000, Hinton, 2002, Deisenroth and Ng, 2015] are inconsistent, i.e. as the observation size grows to infinity, the aggregated predictions do not converge to the true values. Subsequently, the authors in [Rullière et al., 2018] proposed the nested point-wise aggregation of experts (NPAE) that takes into account the covariance between sub-models and produces consistent predictions. The price to achieve consistency in NPAE comes with much higher computational complexity in the central node. Liu et al. [Liu et al., 2018a] introduced a computationally efficient and consistent methodology, termed as generalized robust Bayesian committee machine (grBCM). The latter entails additional communication between agents to enrich local datasets with a global random dataset. In addition, both NPAE and grBCM are centralized techniques—not well-suited for multi-agent systems [Bullo et al., 2009].

A decentralized method for the computation of spatio-temporal GPs is proposed in [Cortés, 2009]. In [Choi et al., 2015], a decentralized technique for spatial GPs with localization uncertainty is presented. Both [Cortés, 2009] and [Choi et al., 2015] employ the Jacobi over-relaxation (JOR), which requires a strongly complete graph topology, i.e. every node must communicate to every other node. That is a conservative topology and is not common in mobile sensor networks.
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[Bullo et al., 2009]. Essentially, for not strongly complete topologies, JOR entails flooding before every iteration. In flooding each node broadcasts all input packets to its neighbors [Topkis, 1985]. Thus, the communication requirements of JOR are high. Yuan and Zhu [Yuan and Zhu, 2020, 2021], proposed a methodology that combines nearest neighbor GPs [Datta et al., 2016] and local approximation [Cao and Fleet, 2014]. Although [Cao and Fleet, 2014] is consistent in terms of prediction mean, it produces overconfident prediction variances [Liu et al., 2018a, Proposition 1]. In addition, arbitrary selection of nearest neighbor sets may lead to poor approximations [Datta et al., 2016] and suffers from prediction discontinuities [Rullière et al., 2018]. Pillowetto et al. [Pillowetto et al., 2018] proposed sub-optimal methods to distributively estimate a latent function with a GP by employing orthonormal eigenfunctions, computed by the Karhunen-Loève expansion of a kernel. An extension of this work to multi-robot systems with online information gathering is discussed in [Jang et al., 2020]. This is a promising line of research for GPs in decentralized networks, but our focus is on decentralized and scalable GP training with MLE and GP prediction with aggregation methods. Nevertheless, computing orthonormal eigenfunctions in closed-form is not feasible for all kernels and may yield significant storage requirements.

**Contributions:** The contributions are as follows:

1. We extend a centralized GP training methodology [Xie et al., 2019] by devising augmented local datasets to equip local entities, so that the hyper-parameter estimation accuracy of large-scale multi-agent systems is improved.
2. We introduce three decentralized GP training methods for strongly connected graph topologies and we derive a closed-form solution on the decentralized inexact ADMM [Chang et al., 2014] that reduces the computational requirements of local agents.
3. We decentralize the implementation of multiple aggregation of GP experts methods (PoE [Hinton, 2002], gPoE [Cao and Fleet, 2014], BCM [Tresp, 2000], rBCM [Deisenroth and Ng, 2015], and grBCM [Liu et al., 2018a]) for strongly connected graph topologies, by using the discrete-time average consensus (DAC) [Olfati-Saber et al., 2007].
4. We decentralize the implementation of NPAE [Rullière et al., 2018] for strongly complete graph topologies, by combining Jacobi over-relaxation (JOR) [Bertsekas and Tsitsiklis, 2003, Chapter 2.4] and DAC. Moreover, we introduce a technique to recover the optimal relaxation factor of JOR [Udwadia, 1992] for strongly complete graph topologies by using the power method (PM) [Golub and Van Loan, 2013, Chapter 8]. The later ensures faster convergence.
5. We introduce a covariance-based nearest neighbor (CBNN) technique that selects statistically correlated agents for GP prediction on locations of interest, and provide a consistency proof. The CBNN is applicable to the decentralized versions of PoE, gPoE, BCM, rBCM, and grBCM introduced in 3). In addition, CBNN allows the use of a distributed algorithm to solve systems of linear equations (DALE) [Wang et al., 2016, Liu et al., 2018b] which replaces JOR in the decentralized NPAE of 4) and relaxes the graph topology from strongly complete to strongly connected.

**Structure:** In Section 2 we formulate the decentralized GP training and prediction problem, Section 3 discusses existing centralized GP training methods and extends one of them. In Section 4, we propose methods for decentralized GP training. Section 5 introduces multiple techniques for decentralized GP prediction, Section 6 provides numerical examples for both decentralized GP training and prediction, and Section 7 concludes the paper.

## 2 Preliminaries and Problem Statement

In this section, we discuss the foundations of algebraic graph theory, overview GPs, describe existing distributed approximate methods for scalable GPs, and define the problem of decentralized, scalable GP training and prediction.

### 2.1 Foundations

The notation here is standard. The set of all positive real numbers $\mathbb{R}_{>0}$ and the set of all non-negative real numbers $\mathbb{R}_{\geq 0}$. We denote by $I_n$ the identity matrix of $n \times n$ dimension. The vector of $n$ zeros is represented as $0_n$, and the matrix of $n \times m$ zeros as $0_{n \times m}$. The superscript in parenthesis $y^{(s)}$ denotes the $s$-th iteration of an estimation process. The cardinality of the set $K$ is denoted $\text{card}(K)$, the absolute values is denoted $| \cdot |$, the $L_2$ norm is denoted $\| \cdot \|_2$, and $\| \cdot \|_\infty$ denotes the infinity norm. The notation $\overline{\lambda}(F)$ and $\underbar{\lambda}(F)$ denote the maximum and minimum eigenvalue of matrix $F$ respectively. The $i$-th row of matrix $F$ is denoted $\text{row}_i(F)$, the $j$-th entry of the $i$-th row is denoted $[\text{row}_i(F)]_j$, and the $i$-th element of a vector $x$ is denoted $[x]_i$ or $x_i$. A collection of elements that comprise a vector $x \in \mathbb{R}^N$ is denoted $\{x_i\}_{i=1}^N$. 
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We employ the separable squared exponential covariance function, \( \theta \). A GP is trained to find the hyperparameters \( \sigma \) where
\[
\text{log-likelihood,}
\]
Let the observations be modeled by,
\[
\text{Assumption 1 [Liu et al., 2018b] There exists a positive integer } \gamma \in \mathbb{Z}_{\geq 0} \text{ such that for all time } t \text{ the graph } H = (V, \mathcal{E}(t) \cup \mathcal{E}(t \gamma + 1) \cup \ldots \cup \mathcal{E}(t + 1 \gamma - 1) \text{ is strongly connected.}

### 2.2 Gaussian Processes

Let the observations be modeled by,
\[
y(x) = f(x) + \epsilon,
\]
where \( x \in \mathbb{R}^D \) is the input location with \( D \) the input space dimension, \( f(x) \sim \mathcal{GP}(0, k(x, x')) \) is a zero-mean GP with covariance function \( k : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R} \), and \( \epsilon \sim \mathcal{N}(0, \sigma_n^2) \) is the i.i.d. measurement noise with variance \( \sigma_n^2 > 0 \). We employ the separable squared exponential covariance function,
\[
k(x, x') = \sigma_f^2 \exp \left\{ -\sum_{d=1}^{D} \frac{(x_d - x'_d)^2}{l_d^2} \right\},
\]
where \( \sigma_f^2 > 0 \) is the signal variance and \( l_d > 0 \) the length-scale hyperparameter at the \( d \)-th direction of the input space.
The goal of GPs is to infer the underlying latent function \( f \) given the data \( D = \{X, y\} \), where \( X = \{x_n\}_{n=1}^{N} \) the inputs, \( y = \{y_n\}_{n=1}^{N} \) the outputs, and \( N \) the number of observations.

#### 2.2.1 Training
A GP is trained to find the hyperparameters \( \theta = (l_1, \ldots, l_D, \sigma_f, \sigma_\epsilon) \in \Theta \subset \mathbb{R}^{D+2} \) that maximize the marginal log-likelihood,
\[
L = \log p(y \mid X) = -\frac{1}{2} (y^\top C_\theta^{-1} y + \log |C_\theta| + N \log 2\pi),
\]
where $C_\theta = K + \sigma^2 I_N$ is the positive definite (PD) covariance matrix with $K = k(X, X) \succeq 0 \in \mathbb{R}^{N \times N}$ the positive semi-definite (PSD) correlation matrix. The minimization problem employs the negative marginal log-likelihood (NLL) function,

$$
(P1) \quad \hat{\theta} = \arg \min_{\theta} \quad y^\top C_\theta^{-1} y + \log |C_\theta| \\
\text{s.t.} \quad \theta_j > 0, \quad \forall j = 1, \ldots, D + 2.
$$

(3)

The bound constraints (3) on the length-scales $l_d$ ensure that the correlation matrix is PSD. Additionally, in practice even small noise variance $\sigma^2$ is useful to avoid an ill-conditioned covariance matrix. First-order iterative methods (e.g., conjugate gradient descent) or second-order iterative methods with approximated Hessian (e.g., L-BFGS-B [Byrd et al., 1995]) are widely used to tackle (P1). Note that the NLL in (P1) is non-convex with respect to the hyperparameters $\theta$ and usually multiple starting locations are randomly selected to ensure global optimality [Chen and Wang, 2018]. Both optimization approaches require the computation of the gradient of (P1) which is given by,

$$
\frac{\partial L(\theta)}{\partial \theta_j} = \frac{1}{2} \text{tr} \left\{ (C_\theta^{-1} - C_\theta^{-1}yy^\top C_\theta^{-1}) \frac{\partial C_\theta}{\partial \theta_j} \right\},
$$

(4)

The partial derivative of the covariance matrix $\frac{\partial C_\theta}{\partial \theta_j}$ depends on the selected covariance function $k(\cdot,\cdot)$. For our selection (2), the partial derivative is provided in Appendix A.1.

### 2.2.2 Prediction

After obtaining the hyperparameters $\hat{\theta}$, the predictive distribution of the location of interest $x_\ast \in \mathbb{R}^D$ conditioned on the data $D$ yields $p(y_\ast \mid D, x_\ast) \sim \mathcal{N}(\mu(x_\ast), \sigma^2(x_\ast))$ with prediction mean and variance,

$$
\mu_{\text{full}}(x_\ast) = k_\ast^\top C_\theta^{-1} y,
$$

(5)

$$
\sigma^2_{\text{full}}(x_\ast) = k_{\ast\ast} - k_\ast^\top C_\theta^{-1} k_\ast,
$$

(6)

where $k_\ast = k(X, x_\ast) \in \mathbb{R}^N$ and $k_{\ast\ast} = k(x_\ast, x_\ast) \in \mathbb{R}$.

### 2.2.3 Complexity

The time complexity of the training is $O(N^3)$ for computing the inverse of the covariance matrix in (P1) and (4). Note that only the inverse of the covariance matrix $C_\theta^{-1}$ is required to be computed for the training (P1) and not the logarithm of its determinant $\log |C_\theta|$. That is because the covariance matrix is symmetric and PD, and thus the Cholesky decomposition can be employed to compute the logarithm of the covariance matrix determinant [Rasmussen and Williams, 2006, Appendix A.4]. The inverse computation of the covariance matrix is performed repeatedly in the optimization (P1) to find the hyperparameters $\hat{\theta}$. After solving (P1) and obtaining the hyperparameter vector $\theta$, we store the inverse of the covariance matrix $C^{-1}$ and $N$ observations, which results in $O(N^2 + DN)$ space complexity. For agents with limited RAM memory capacity, the space complexity may be more restrictive than the time complexity. The prediction mean (5) and variance (6) yield $O(N)$ and $O(N^3)$ computations respectively for matrix multiplications.

### 2.3 Centralized Scalable Gaussian Processes

Let us consider a network of $M$ agents that can perform local computations. Each agent $i$ collects local observations to form the local dataset $\{D_i = \{X_i, Y_i\}\}_{i=1}^M$ corresponding to $N_i$ observations for $M$ agents with $\sum_{i=1}^M N_i = N$. Thus, the global dataset is composed as $D = \cup_{i=1}^M D_i$. All local datasets have equal number of observations, i.e. $N_i = N_j = N/M$ for all $i, j \in V$ with $i \neq j$. For privacy reasons, for example, we presume that the local datasets $D_i$ should not be communicated to other agents. In practice, even if all agents have access to the global dataset $D$, the GP computational complexity (Section 2.2.3) is prohibitive if $D$ is large. Furthermore, in case we assume a centralized topology, where every entity $i$ communicates its dataset $D_i$ to a central node with significant computational and storage resources, then we face several problems. These problems comprise of: i) security and robustness, as the central node is vulnerable to malicious attacks or even failure; ii) traffic network congestion, when all agents communicate their local datasets with the central entity; and iii) privacy, because a single entity has access to the global dataset. In addition, for certain cases (e.g., autonomous vehicles and multi-robot systems), distant agents may be subject to communication range limitations. To this end, we make the following assumptions.

**Assumption 2** Every agent $i$ can communicate only with agents in its neighborhood $N_i$ and the communication shall not include any data exchange.
\[ \theta \]

where \( \theta \) and \( p \) are parameters. Assumption 2 prohibits the communication of any observation, while Assumption 3 allows the communication of a subset of the local dataset \( D_i \). This distinction has been made to propose different methodologies in case that partial communication of the local dataset is permitted.

### 2.3.1 Factorized Training

The factorized GP training [Ng and Deisenroth, 2014, Deisenroth and Ng, 2015], termed as FACT-GP, relies on the following assumption.

**Assumption 4** All local sub-models \( M_i \) are independent.

The independence in Assumption 4 is invoked to result in the approximation of the global marginal likelihood as,

\[
p(y | X) \approx \prod_{i=1}^{M} p_i(y_i | X_i),
\]

where \( p_i(y_i | X_i) \sim \mathcal{N}(0, C_{\theta,i}) \) is the local marginal likelihood of the \( i \)-th node with local covariance matrix \( C_{\theta,i} = K_i + \sigma^2 I_{N_i} \) and \( K_i = k(X_i, X_i) \in \mathbb{R}^{N_i \times N_i} \). The factorized approximation (7) implies that the covariance matrix is approximated by a block diagonal matrix that results in \( K^{-1} \approx \text{diag}(K_1^{-1}, K_2^{-1}, \ldots, K_M^{-1}) \). Subsequently, the global marginal log-likelihood is approximated by \( \mathcal{L} \approx \sum_{i=1}^{M} \mathcal{L}_i \) which yields,

\[
\log p(y | X) \approx \sum_{i=1}^{M} \log p_i(y_i | X_i),
\]

with local marginal log-likelihood,

\[
\mathcal{L}_i = \log p_i(y_i | X_i) = -\frac{1}{2} \left( y_i^T C_{\theta,i}^{-1} y_i + \log |C_{\theta,i}| + N_i \log 2\pi \right).
\]

The gradient of the global marginal log-likelihood in factorized training is computed by \( \nabla_{\theta} \mathcal{L} = \sum_{i=1}^{M} \nabla_{\theta} \mathcal{L}_i \) [Xu et al., 2019, Xie et al., 2019]. The minimization problem uses the local negative marginal log-likelihood (LNLL) function and takes the form of,

\[
\text{(P2)} \quad \hat{\theta} = \arg\min_{\theta} \sum_{i=1}^{M} y_i^T C_{\theta,i}^{-1} y_i + \log |C_{\theta,i}| \quad \text{s.t.} \quad \theta_i > 0_{D+2}, \quad \forall i \in V,
\]

where \( \theta_i = \{\theta_1, i, \ldots, \theta_{D+2,i}\} \). Similarly to (P1), constraint (9) imposes positivity on the agreed hyperparameters.

**Remark 1** A common approach to relax the positivity constraint (3) in (P1) and (9) in (P2) is to employ the logarithmic transformation on the hyperparameter vector that has strictly positive domain, i.e. \( \log(\theta) : \mathbb{R}_0^+ \rightarrow \mathbb{R} \). After convergence the inverse transformation, by using the exponential, yields the hyperparameter vector.
The computation of (8) for the FACT-GP training (P2) yields \( O(N_i^2) = O(N^3/M^3) \) time complexity for each local entity to invert the local covariance matrix \( C_{\theta,i}^{-1} \). Additionally, for the storage of the local inverted covariance matrix and the local observations \( O(N_i^2 + DN_i) = O(N^2/M^2 + D(N/M)) \) space is needed. The factorized training requires also communication from every node \( i \) to the central node. The communication complexity depends on the selection of the optimization algorithm. Provided that the central node implements gradient descent [Xie et al., 2019], every node communicates the local gradient of LNLL \( \nabla_{\gamma} \mathcal{L}_i \) at every iteration \( s \). That is \( O(s \times (D + 2)M) = O(s^2(DM + 2M)) \) total communications from all agents to the central node, where \( s^2 \) is the total number of iterations to reach convergence. Additionally, the central node needs to store at each iteration: i) the hyperparameter vector on the previous iteration \( \{ \theta_i^s \}_{i=1}^{M} \) from all \( M \) nodes; and ii) their gradient of LNLL \( \{ \nabla_{\gamma} \mathcal{L}_i \}_{i=1}^{M} \), which results in \( O((D + 2)M + (D + 2)) = O(DM + 2M) \) space complexity. Finally, after the optimization algorithm converges, each node communicates the local inverted covariance matrix \( C_{\theta,i}^{-1} \) that yields \( O(MN_i^2) = O(N^2/M) \) communications to the central node. All local inverted covariance matrices need to be stored in the central node to form the block diagonal approximation for GP prediction, i.e. \( O(N^2/M) \) space complexity. A computational complexity comparison between FULL-GP and FACT-GP is provided in Table 1. Since \( N_i = N/M < N \), the time and space complexity of FACT-GP (P2) is significantly less than the time and space complexity of FULL-GP (P1).

### 2.3.2 Aggregated Prediction

Provided the hyperparameter vector \( \hat{\theta} \), we shall employ multiple aggregation of GP experts methods to perform joint prediction with local data. These are the PoE [Hinton, 2002], gPoE [Cao and Fleet, 2014], BCM [Tresp, 2000], rBCM [Deisenroth and Ng, 2015], grBCM [Liu et al., 2018a], and NPAE [Rullière et al., 2018, Bachoc et al., 2017]. The main idea is that each local entity \( i \) develops a local GP sub-model \( M_i \) using its local dataset \( D_i \). Then, the agents communicate local models to make joint predictions. The local GP sub-model \( M_i \) conditioned on the local dataset is \( \mu_i(y_i | D_i, x_i) \sim GP(\mu_i(x_i), \sigma_i^2(x_i)) \) with local mean and local variance,

\[
\begin{align*}
\mu_i(x_i) &= k_{i,i}^T C_{\theta,i}^{-1} y_i, \\
\sigma_i^2(x_i) &= k_{i,i} - k_{i,i}^T C_{\theta,i}^{-1} k_{i,i},
\end{align*}
\]

where \( k_{i,i} = k(x_i, X_i) \in \mathbb{R}^{N_i} \).

A useful definition to study the properties of joint mean predictions for local aggregation methods is provided below.

**Definition 1** [Rullière et al., 2018] Provided \( N \) observations, an aggregate GP method with joint prediction mean \( \mu_A \), variance \( \sigma_A^2 \), full GP prediction mean \( \mu_{\text{full}} \), and variance \( \sigma_{\text{full}}^2 \) is consistent if,

\[
\begin{align*}
\lim_{N \to \infty} \mu_{\text{full}}(x) - \mu_A(x) &\to 0, \quad \forall x, \\
\lim_{N \to \infty} \sigma_{\text{full}}^2(x) - \sigma_A^2(x) &\to 0, \quad \forall x,
\end{align*}
\]

where subscript \( A \) denotes any aggregation method for GP prediction.

Definition 1 implies that as the number of observations tends to infinity, the prediction mean and variance of full GP (5) and the aggregated prediction mean and variance are identical.

**PoE Family:** After computing the local mean (10) and the local variance (11), the joint mean and precision of both PoE and gPoE \( M_A = M_{\text{gPoE}} \) is provided by,

\[
\begin{align*}
\mu_{\text{gPoE}}(x) &= \sigma_{\text{gPoE}}(x) \sum_{i=1}^{M} \beta_i \sigma_i^{-2}(x) \mu_i(x), \\
\sigma_{\text{gPoE}}^{-2}(x) &= \sum_{i=1}^{M} \beta_i \sigma_i^{-2}(x),
\end{align*}
\]

where \( \beta_i = 1 \) for PoE, and \( \beta_i = 1/M \) for gPoE. The original gPoE [Cao and Fleet, 2014] considers weight \( \beta_i \) to be the difference in differential entropy, but this approach limits the computational graph to have a single layer. To allow multiple layer GP aggregation, an average weight \( \beta_i \) is proposed in [Deisenroth and Ng, 2015]. Since for certain decentralized networks multiple layer GP aggregation is required, we find the average weight more suitable.

**Proposition 1** [Liu et al., 2018a, Proposition 1] For a disjoint partition of local datasets \( D_i \), the constant weight of PoE results in overconfident joint variance as the number of observations \( N \) tends to infinity, i.e. \( \lim_{N \to \infty} \sigma_{\text{PoE}}^{-2}(x) \to 0 \). The average weight of gPoE produces a conservative, yet finite joint variance as the number of observations \( N \) tends to infinity, i.e. \( \sigma_{\text{full}}^2 < \lim_{N \to \infty} \sigma_{\text{gPoE}}^{-2}(x) < \sigma_{\text{full}}^2 \), where \( \sigma_{\text{full}}^2 \) is the target variance of a full GP and \( \sigma_{\text{full}}^2 \) the prior variance.
Table 2: Time, Space, and Communication Complexity for Centralized GP Aggregated Prediction

|               | FULL-GP | (g)PoE & BCM | rBCM | grBCM | NPAE |
|---------------|---------|--------------|------|-------|------|
| **Local**     |         |              |      |       |      |
| Time          | -       | $O(\zeta)$  | $O(\zeta)$ | $O((5 + N/M)\zeta)$ | $O(N\zeta)$ |
| Space         | -       | $O(\xi)$    | $O(\xi)$  | $O(2\xi + 2N^2/M^2)$ | $O(\xi + DN)$ |
| **Global**    |         |              |      |       |      |
| Time          | $O(N^2)$| $O(M)$      | $O(M)$  | $O(M)$ | $O(M^3)$ |
| Space         | $O(N^2 + DN)$ | $O(2M)$ | $O(3M)$ | $O(5M)$ | $O(M^2)$ |
| Comm          | -       | $O(2M)$    | $O(3M)$ | $O(5M)$ | $O(M^2)$ |

$\zeta = N^2/M^2$, $\xi = N^2/M^2 + D(N/M)$.

**Remark 2** It is empirically observed that for a disjoint partition of local datasets $D_i$, both PoE and gPoE produce inconsistent mean predictions [Liu et al., 2018a]. Specifically, as the number of observations tends to infinity both methods recover the prior mean $\mu_{ss}$, i.e. $\lim_{N \to \infty} \mu_{(g)PoE}(x_*) \to \mu_{ss}$ for all $x_*$. 

**Proposition 2** The PoE and gPoE make identical mean predictions (12).

**Proof:** The proof is provided in Appendix B.1.

The local time computational complexity of both PoE and gPoE is governed by the local variance (11), that is $O(N_i^2) = O(N^2/M^2)$ for the multiplication of the quadratic term. Provided that the number of local observations is less than the observations from all local entities $N_i < N$, the PoE and gPoE alleviates the computations compared to the full GP $O(N^2)$. The space complexity requires $O(N^2 + DN_i) = O(N^2/M^2 + D(N/M))$ capacity to store the inverse of the local inverted covariance matrix $C^{-1}_{\theta_i}$ and the vector of local observations $y_i$. Thus, the space requirement is relaxed compared to full GP that occupies $O(N^2 + DN)$ memory. The total communication complexity from all entities to the central node is $O(2M)$ to transmit all local mean $\mu_i$ and local variance $\sigma^2_i$ values. A comparison of PoE and gPoE with other aggregation methods is presented in Table 2.

**BCM Family:** The BCM, rBCM, and grBCM make an additional assumption other than Assumption 4.

**Assumption 5** The dataset of every agent $i$ is conditionally independent from any other dataset of agent $j \neq i$ given the posterior distribution $f_*$, i.e. $D_i \perp \perp D_j \mid f_*$.

After computing the local mean (10) and the local variance (11), the joint mean and precision of the BCM and rBCM $M_{BA} = M_{(g)BCM}$ is provided by,

$$\mu_{(g)BCM}(x_*) = \sigma^2_{(g)BCM}(x_*) \sum_{i=1}^{M} \beta_i \sigma^2_i(x_*) \mu_i(x_*)$$

$$\sigma^2_{(g)BCM}(x_*) = \sum_{i=1}^{M} \beta_i \sigma^2_i(x_*) + \left(1 - \sum_{i=1}^{M} \beta_i \right) \sigma^2_{ss}$$

where $\beta_i = 1$ for BCM, and $\beta_i = 0.5[\log \sigma^2_i - \log \sigma^2_i(x_*)]$ for rBCM. For rBCM $\beta_i$ describes the difference in the differential entropy between the prior and the posterior distribution.

**Proposition 3** [Liu et al., 2018a, Proposition 1] For a disjoint partition of local datasets $D_i$, the BCM and rBCM result in overconfident joint variance as the number of observations $N$ tends to infinity, i.e. $\lim_{N \to \infty} \sigma^2_{(g)BCM}(x_*) \to 0$.

**Remark 3** It is empirically observed that for a disjoint partition of local datasets $D_i$, both BCM and rBCM produce inconsistent mean predictions [Liu et al., 2018a]. However, the joint prediction mean of BCM and rBCM converges to the prior mean slower than the PoE and gPoE.

The time and space complexity of BCM is identical to PoE and gPoE. In addition, BCM requires similar communications with the PoE family. However, the rBCM entails $O(3M)$ communication complexity to exchange the local mean $\mu_i$, the local variance $\sigma^2_i$, and the difference in the differential entropy between the prior and posterior distribution $\beta_i$. Note that $\beta_i$ in rBCM can be computed by the central node and recovers the communication complexity of PoE and gPoE. Yet, we prefer to express $\beta_i$ as part of the communication exchange, because in the ensuing discussion the central node is removed. A comparison of BCM and rBCM with other aggregation methods is illustrated in Table 2.
Decentralized, Scalable Gaussian Processes

A Preprint

NPAE: The main idea of NPAE is to use covariance between sub-models $M_i$ to ensure consistency. The local computations of NPAE for agent $i$ include: i) local prediction mean $\mu_i(x_s) \in \mathbb{R}$ (10); ii) $i$-th entry of the cross-covariance vector $[k_A(x_s)]_i \in \mathbb{R}$; and iii) $i$-th row of the covariance row$_i \{C_{\theta,A}(x_s)\} \in \mathbb{R}^M$. Thus, NPAE requires the local computation of two additional quantities other than (10). These are the cross-covariance and the covariance for each agent $i$,

\[
[k_A(X_i, x_s)]_i = k_i^T C_{\theta,i}^{-1} k_{i,s},
\]

\[
[\text{row}_i \{C_{\theta,A}(X_i, X_j, x_s)\}]_j = k_i^T C_{\theta,i}^{-1} C_{\theta,j} C_{\theta,j}^{-1} k_{j,s},
\]

where $C_{\theta,ij} = k(X_i, X_j) + \sigma^2_i I_{N_i} \in \mathbb{R}^{N_i \times N_i}$, $k_{i,s} = (X_i, x_s) \in \mathbb{R}^{N_i}$, and $k_{j,s} = (X_j, x_s) \in \mathbb{R}^{N_i}$ for all $j \neq i$. The next step is to aggregate the local sub-models and obtain the joint prediction mean and variance,

\[
\mu_{\text{NPAE}}(x_s) = k_i^T C_{\theta,i}^{-1} \mu_i,
\]

\[
\sigma^2_{\text{NPAE}}(x_s) = \sigma^2_i + k_i^T C_{\theta,i}^{-1} k_i,
\]

where $C_{\theta,A} = \{\text{row}_i \{C_{\theta,A}\}\}_{i=1}^M \in \mathbb{R}^{M \times M}$, $k_A = \{k_A(X_i, x_s)\}_{i=1}^M \in \mathbb{R}^M$, and $\mu = \{\mu_i\}_{i=1}^M \in \mathbb{R}^M$.

Proposition 5 [Bachoc et al., 2017, Proposition 2] For any collection of aggregated prediction mean values $\mu_1(x_s), \ldots, \mu_M(x_s)$ the NPAE is consistent.

The main idea of grBCM is to equip every agent with a new dataset that has global information on the underlying latent function to ensure consistency (Definition 1). Every agent $i$ selects randomly without replacement $N_i/M$ data from its local dataset $D_i$ to form the local sample dataset $D_{-i} \in \mathbb{R}^{N_i/M} \subset D_i$. Then, the local sample datasets are communicated to every other agent (Assumption 3) to compose the communication dataset $D_c = \{D_{-i}\}_{i=1}^M = \{X_c, y_c\}$. Next, every agent $i$ fuses the communication dataset $D_c \in \mathbb{R}^N$, with its local dataset $D_i$ to form the local augmented dataset $D_{+i} = D_i \cup D_c \in \mathbb{R}^{2N_i}$. The local augmented dataset $D_{+i}$ is a new dataset for every agent $i$ that includes the local dataset $D_i$ and the communication dataset $D_c$, providing a global perspective. Note that in [Liu et al., 2018a], the authors of grBCM suggest to select randomly the communication dataset $D_c$ from the full dataset $D$. In this paper, we consider a slight variation that does not violate any result towards a network implementation. Thus, the communication dataset $D_c$ is selected by the local datasets $D_i$ and then fused through information exchange.

The agents shall use the local augmented dataset $D_{+i}$ to compute the augmented local mean $\mu_{+i}$ (10) and the augmented local variance $\sigma^2_{+i}$ (11). In addition, grBCM requires the computation of the communication local mean $\mu_c$ (10) and the communication local variance $\sigma^2_c$ (11) using exclusively the communication dataset $D_c$. The joint mean and precision of grBCM $M_A = M_{\text{grBCM}}$ yield,

\[
\mu_{\text{grBCM}}(x_s) = \sigma^2_{\text{grBCM}}(x_s) \left( \sum_{i=1}^M \beta_i \sigma^{-2}_{+i}(x_s) \mu_{+i}(x_s) - \left( \sum_{i=1}^M \beta_i - 1 \right) \sigma^{-2}_{c}(x_s) \mu_c(x_s) \right),
\]

(16)

\[
\sigma^{-2}_{\text{grBCM}}(x_s) = \sum_{i=1}^M \beta_i \sigma^{-2}_{+i}(x_s) + \left( 1 - \sum_{i=1}^M \beta_i \right) \sigma^{-2}_c(x_s),
\]

(17)

where $\beta_1 = 1$ and $\beta_i = 1/2[\log \sigma^{-2}_{c}(x_s) - \log \sigma^{-2}_{+i}(x_s)]$ for $i > 2$.

Proposition 4 [Liu et al., 2018a, Proposition 3] For any collection of aggregated prediction mean values $\mu_1(x_s), \ldots, \mu_M(x_s)$ the grBCM is consistent.

The local time complexity for grBCM includes the computation of the augmented local variance $\sigma^2_{+i}$, the local communication variance $\sigma^2_c$, and the inversion of the communication dataset covariance matrix $K_c = k(X_c, X_c)$. That is $O((2N_i)^2 + N_i^3) = O(N_i^3)$, and the local augmented dataset $D_{+i}$ occupy $O((2N_i)^2 + D(2N_i)) = O((2N_i^2/M^2 + DN/M) + 2N^2/M^2)$ space. The total communications from all entities to the central node is $O(M)$ to transmit all local augmented means $\mu_{+i}$, local augmented variances $\sigma^2_{+i}$, local communication means $\mu_c$, local communication variances $\sigma^2_c$, and all differences in the differential entropy $\beta_i$ to the central node. A comparison of grBCM with other aggregation methods is shown in Table 2.
The local time complexity for NPAE is governed by the computation of all local inverted covariance matrices for every other agent $C_{\theta,j}^{-1}$, $j \neq i$ (18) which yields $O\left((M - 1)N_i^3\right) = O\left(N^3/M^2\right)$ computations. Additionally, the aggregated covariance $C_{\theta,A}$ needs to be inverted on the central node that entails $O\left(M^3\right)$ computations. The local memory footprint is $O\left(N_i^2 + D N_i + M D N_i\right) = O\left(N^2/M^2 + D(N/M) + DN\right)$, including the local inverted covariance matrix $C_{\theta,i}^{-1}$, the local dataset $D_i$, and the inputs of all other datasets $X_j$ for all $j \neq i$. The total communication complexity yields $O\left((M + 1)M\right) = O\left(M^2\right)$ governed by the transmission of the row aggregated covariance $\text{row}_i\{C_{\theta,A}\}$, for all $i \in V$. A major disadvantage of NPAE is the high global time complexity, yet in the ensuing discussion we remove this expensive computation by using decentralized iterative techniques. A comparison of NPAE with other aggregation methods is provided in Table 2.

2.4 Problem Definition

In this section we define the problems we seek to address.

**Problem 1** Under Assumption 1, 2, and 4, solve the optimization problem (P2) to estimate the hyperparameters $\hat{\theta}$ of the GP for a decentralized network topology.

**Problem 2** Under Assumption 1, 3, and 4, solve the optimization problem (P2) to estimate the hyperparameters $\hat{\theta}$ of the GP for a decentralized network topology.

The difference between Problem 1 and 2 is that the latter allows partial data exchange while the former prohibits any data exchange between agents. Both problems assume a strongly connected network of agents (Assumption 1) and make the independence approximation assumption between local datasets (Assumption 4). Recent advancements in distributed GP hyperparameter training [Xu et al., 2019; Xie et al., 2019] have addressed the centralized version of Problem 1. The focus of this paper is on decentralized networks without requiring a central coordinator with massive computational and storage capabilities. The decentralized setup is imposed by Assumption 2 and 3.

**Problem 3** Let Assumption 1, 2, 4, and 5 hold, decentralize the computation of the PoE, gPoE, BCM, rBCM, and NPAE using expertise from all agents. In addition, replace Assumption 2 with 3 and decentralize the computation of grBCM.

**Problem 4** Let Assumption 1, 2, 4, and 5 hold, decentralize the computation of the PoE, gPoE, BCM, rBCM, and NPAE using expertise from statistically correlated agents. In addition, replace Assumption 2 with 3 and decentralize the grBCM.

The difference between Problem 3 and 4 is that the latter involves the joint prediction of only statistically correlated agents. That is because we seek to reduce the communication from distant entities with insignificant statistic correlation to the aggregation.

3 Centralized GP Training

In this section, we discuss existing centralized methods and propose a centralized technique to address the factorized GP training problem (P2) based on the alternating direction method of multipliers (ADMM) [Boyd et al., 2011].

The following Assumption is required for first-order approximation methods.

**Assumption 6** A function $f: \mathbb{R}^N \rightarrow \mathbb{R}$ is Lipschitz continuous with positive parameter $L > 0$ if it satisfies,

$$
\|\nabla f(x) - \nabla f(y)\|_2 \leq L\|x - y\|_2, \quad \forall x, y.
$$

(22)

3.1 Existing Centralized GP Training Methods

To address the centralized factorized GP training problem (P2) an exact consensus ADMM (c-ADMM) and an inexact proximal consensus ADMM (px-ADMM) have been used in [Xu et al., 2019; Xie et al., 2019]. Using the relaxation of the positivity constraint in Remark 1, (P2) can be expressed as,

$$
\begin{align*}
(P3) \quad \hat{\theta} &= \arg \min_{\theta} \sum_{i=1}^{M} y_i^T C_{\theta,i}^{-1} y_i + \log |C_{\theta,i}| \\
s\text{to} \quad \theta_i &= z, \quad \forall i \in V,
\end{align*}
$$

(23)
Table 3: Time, Space, and Communication Complexity of Centralized Factorized GP Training with ADMM-based Optimization Methods

|            | c-GP | apx-GP | gapx-GP (proposed) |
|------------|------|--------|--------------------|
| Local      | $O(s_{nest}(N^3/M^3))$ | $O(N^3/M^3)$ | $O(8(N^3/M^3))$ |
| Space      | $O(s_{nest}(N^3/M^3))$ | $O(N^3/M^3)$ | $O(2s_{nest} + 2(N^2/M^2))$ |
| Global     | $O(s_{end}M(D + 2))$ | $O(s_{end}M(D + 2))$ | $O(s_{end}M(D + 2))$ |
| ADMM Comm  | $O(s_{end}M(D + 2))$ | $O(s_{end}M(D + 2))$ | $O(s_{end}M(D + 2))$ |
| Final Comm | $O(N^2/M)$ | $O(N^2/M)$ | $O(4(N^2/M))$ |

$\xi = N^2/M^2 + D(N/M)$.

where $\theta_i = \{\theta_{1,i}, \ldots, \theta_{D+2,i}\}$ is the local vector of hyperparameters and $z \in \mathbb{R}^{D+2}$ is an auxiliary variable. In other words, constraint (23) implies that every agent $i$ is allowed to have its own opinion for the hyperparameters $\theta_i$, yet at the end of the optimization all agents must agree on the global vector value $z$. Recognize that (P3) has the same problem formulation with the c-ADMM problem. After formulating the augmented Lagrangian, the c-GP iterative scheme [Boyd et al., 2011] takes the form,

$$z^{(s+1)} = \frac{1}{M} \sum_{i=1}^{M} \left( \theta_i^{(s)} + \frac{1}{\rho} \psi_i^{(s)} \right),$$  \hspace{0.5cm} (24a)

$$\theta_i^{(s+1)} = \arg \min_{\theta_i} \left\{ \mathcal{L}_i(\theta_i) + \psi_i^{(s)}^{\top} (\theta_i - z^{(s+1)}) + \frac{\rho}{2} \| \theta_i - z^{(s+1)} \|^2 \right\},$$  \hspace{0.5cm} (24b)

$$\psi_i^{(s+1)} = \psi_i^{(s)} + \rho (\theta_i^{(s+1)} - z^{(s+1)}),$$  \hspace{0.5cm} (24c)

where $\psi_i \in \mathbb{R}^{D+2}$ is the vector of dual variables of the $i$-th node, $s \in \mathbb{Z}_{\geq 0}$ is the iteration number, and $\rho > 0$ is the penalty constant term of the augmented Lagrangian. The steps of c-GP are the following: i) all agents transmit their $\theta_i^{(s)}$ to the central node; ii) the central node updates the global hyperparameter vector $z^{(s+1)}$ (24a); iii) the central node scatters the updated $z^{(s+1)}$ vector; iv) every agent $i$ solves locally the nested optimization problem (24b) to find the local hyperparameter vector $\theta_i^{(s+1)}$; and v) every agent $i$ updates the local dual vector $\psi_i^{(s+1)}$ (24c).

Let $s_{nest}$ be the number of iterations required from the nested optimization problem (24b) to converge. The computational complexity of c-GP is cubic in the number of local observations $O(s_{nest}(N^3/M^3))$. More specifically, the nested optimization problem (24b) requires the evaluation of the local log-likelihood $\mathcal{L}_i(\theta_i)$ at every internal iteration $s_{nest}$ which entails cubic computations to invert the local covariance matrix $C_{\theta,i}^{-1}$ (8). The communication complexity to transmit all local GP covariance matrices yields $O(s_{nest}(N^3/M^3))$. After convergence, every agent $i$ transmits the local inverted covariance matrix $C_{\theta,i}^{-1}$, which yields $O(MN^2) = O(N^2/M)$ communications. Every agent $i$ occupies $O(N^2 + 3(D + 2) + D(N/M)) = O(N^2/M^2 + D^2)$ memory to store the local inverted covariance matrix. The three quantities of c-GP at the previous iteration $\theta_i^{(s)}$, $z^{(s)}$, $\psi_i^{(s)}$, and the local dataset $D_i$.

The major disadvantage of c-GP is the time complexity of the nested optimization problem (24b). To address this issue, the authors in [Xie et al., 2019] employed the exact px-ADMM [Hong et al., 2016] and derived an analytical solution for the case of centralized factorized GP training to form the analytical px-ADMM-GP (apx-GP). Note that apx-GP employs a first-order approximation (linearization) on the local log-likelihood $\mathcal{L}_i$ around $z^{(s+1)}$ which yields,

$$\mathcal{L}_i(\theta_i) \approx \nabla_\theta \mathcal{L}_i \left( z^{(s+1)} \right) \left( \theta_i - z^{(s+1)} \right) + \frac{L_i}{2} \left\| \theta_i - z^{(s+1)} \right\|^2,$$  \hspace{0.5cm} (25)

where $L_i > 0$ is a positive Lipschitz constant that satisfies Assumption 6 of the local log-likelihood function $\mathcal{L}_i$ for all $i \in V$. The apx-GP iteration steps are given by,

$$z^{(s+1)} = \frac{1}{M} \sum_{i=1}^{M} \left( \theta_i^{(s)} + \frac{1}{\rho} \psi_i^{(s)} \right),$$  \hspace{0.5cm} (26a)

$$\theta_i^{(s+1)} = z^{(s+1)} - \frac{1}{\rho + L_i} \left( \nabla_\theta \mathcal{L}_i \left( z^{(s+1)} \right) + \psi_i^{(s)} \right),$$  \hspace{0.5cm} (26b)

$$\psi_i^{(s+1)} = \psi_i^{(s)} + \rho (\theta_i^{(s+1)} - z^{(s+1)}),$$  \hspace{0.5cm} (26c)
A disadvantage of both centralized methods (24) and (26) is that they are based on factorized GP training and thus they inherit poor approximation capabilities when the number of nodes increases. More specifically, for a bounded space of interest, Assumption 4 is violated as we increase the number of sub-models \( \mathcal{M}_i \).

### 3.2 Proposed Centralized GP Training

The first method we propose is a centralized factorized GP training technique that extends apx-GP with a local augmented dataset \( \mathcal{D}_{+i} \) for all \( i \in \mathcal{V} \). The goal is to limit the approximation error of factorized GP training inherited by Assumption 4 at the cost of allowing partial local data exchange (Assumption 3). A larger dataset entails more computations, thus we build on the computationally affordable apx-GP method. We term our methodology as generalized apx-GP (gpx-GP).

Let the communication dataset to be formed as discussed in Section 2.3.2-grBCM. Then, every agent \( i \) has access to a local augmented dataset which is the union of the corresponding local dataset and the communication dataset \( \mathcal{D}_{+i} = \mathcal{D}_i \cup \mathcal{D}_c \in \mathbb{R}^{2N_i} \). Next, we implement the apx-GP (26), but now every agent is equipped with the local augmented dataset \( \mathcal{D}_{+i} \). The implementation details are provided in Algorithm 1.

---

**Algorithm 1** gapx-GP

**Input:** \( \mathcal{D}_i(\mathbf{X}_i, \mathbf{y}_i), k(\cdot, \cdot), \rho, L_i, N_i, \mathcal{V}, \text{TOL-ADMM} \)

**Output:** \( \hat{\theta}, C_{\theta}^{-1}, \mathcal{D}_{+i} \)

1: for each \( i \in \mathcal{V} \) do
2: \( \mathcal{D}_{c,i} \leftarrow \text{Sample}(\mathcal{D}_i) \)
3: communicate \( \mathcal{D}_{c,i} \) to central node
4: end for
5: scatter \( \mathcal{D}_c = \{\mathcal{D}_{c,i}\}_{i=1}^{M} \) from central node to every agent
6: for each \( i \in \mathcal{V} \) do
7: \( \mathcal{D}_{+i} \leftarrow \mathcal{D}_i \cup \mathcal{D}_c \)
8: end for
9: repeat
10: communicate \( \theta_i^{(s)} \) to central node
11: \( \mathbf{z}^{(s+1)} \leftarrow \text{primal-2}(\theta_i^{(s)}, \psi_i^{(s)}, \text{card}(\mathcal{V})) \) (26a)
12: scatter \( \mathbf{z}^{(s+1)} \) from central node to every agent
13: for each \( i \in \mathcal{V} \) do
14: \( \theta_i^{(s+1)} \leftarrow \text{primal-1}(\theta_i^{(s)}, \mathbf{z}^{(s+1)}, \psi_i^{(s)}, \rho, L_i, \mathcal{D}_{+i}) \) (26b)
15: \( \psi_i^{(s+1)} \leftarrow \text{dual}(\theta_i^{(s+1)}, \mathbf{z}^{(s+1)}, \psi_i^{(s)}, \rho) \) (26c)
16: end for
17: until \( \|\theta_i^{(s+1)} - \mathbf{z}^{(s+1)}\|_2 < \text{TOL-ADMM} \), for all \( i \in \mathcal{V} \)
18: for each \( i \in \mathcal{V} \) do
19: \( \hat{\theta} \leftarrow \theta_i^{(s)} \)
20: \( C_{\theta,i+1}^{-1} \leftarrow \text{invert}(k, \mathbf{X}_i, \hat{\theta}) \)
21: communicate \( C_{\theta,i+1}^{-1} \) to central node
22: end for
23: \( C_{\theta}^{-1} \leftarrow \text{diag}(C_{\theta,i+1}^{-1}, C_{\theta,i+2}^{-1}, \ldots, C_{\theta,i+M}^{-1}) \) (Block Diagonal)
24: Return \( \hat{\theta}, C_{\theta}^{-1}, \mathcal{D}_{+i} \)

where the gradient of the local log-likelihood \( \nabla_{\theta} \mathcal{L}_i \) has similar structure to the gradient of the log-likelihood (4). The only difference on the workflow of apx-GP and c-GP is that step iv) is computed analytically (26b), while the former incorporates a nested optimization problem (24b) at every ADMM-iteration.

The space and communication complexity of apx-GP is identical to c-GP. The time complexity of apx-GP entails \( \mathcal{O}(N_i^3) = \mathcal{O}(N^3 / M^3) \) computations, significantly reduced from \( \mathcal{O}(s_{nest}^2 N^3 / M^3) \) of c-GP. In other words, there is no nested optimization problem in apx-GP (26) and thus requires just one inversion of the local covariance matrix \( C_{\theta,i}^{-1} \) per ADMM-iteration instead of \( s_{nest}^2 \) inversions per ADMM-iteration in c-GP. Both c-GP and apx-GP inherit the convergence properties of c-ADMM [Boyd et al., 2011] and px-ADMM [Hong et al., 2016] which result in much faster convergence than gradient descent.

A disadvantage of both centralized methods (24) and (26) is that they are based on factorized GP training and thus they inherit poor approximation capabilities when the number of nodes increases. More specifically, for a bounded space of interest, Assumption 4 is violated as we increase the number of sub-models \( \mathcal{M}_i \).
The local time complexity of gapx-GP yields $O((2N_i)^3) = O(8(N^3/M^3))$ computations to invert the local augmented covariance matrix $\mathbf{C}_{\theta,+i} = \mathbf{K}_{+i} + \sigma_r^2 I_{2N_i} \in \mathbb{R}^{2N_i \times 2N_i}$. The total communication overhead is the same with c-GP and apx-GP. After convergence, each agent $i$ communicates the local augmented covariance matrix $\mathbf{C}^{-1}_{\theta,+i}$ that entails $O(M (2N_i)^2) = O(4(N^3/M))$ communications. The space complexity of every agent $i$ yields $O((2N_i)^2 + 3(D + 2) + D(2N_i)) = O(4(N^2/M^2) + 2D(N/M))$ to store the local augmented covariance matrix, the optimization variables at the previous iteration, and the local augmented dataset.

In Table 3, we list the time, space, and communication complexity for all centralized factorized GP training methods based on ADMM. The proposed method is more demanding in space than c-GP. In terms of time complexity, gapx-GP is more affordable than c-GP, because the nested optimization of the latter (24b) takes on average more than eight iterations to converge, i.e., $s_{nest}^2 > 8$, but more demanding than apx-GP. The proposed method supports Assumption 4, and thus we expect to produce more accurate hyperparameters.

**Proposition 6** Let Assumption 4 and 7 hold for the local sub-model $\mathcal{M}_i$, then the gapx-GP converges, i.e., $\lim_{s \to \infty} \|\theta_{i}^{(s)} - z^{(s)}\|_2 = 0$ for all $i \in \mathcal{V}$, to a stationary solution $(\theta^*_i, z^*_i, \psi^*_i)$ of (P3).

**Proof:** The proof is direct consequence of [Hong et al., 2016, Theorem 2.10].

### 4 Proposed Decentralized GP Training

In this section, we propose solutions for Problem 1 and 2 based on the edge formulation of ADMM [Shi et al., 2014] that yields parallel updates and decentralizes the factorized GP training. Let Assumption 1 hold, then (P3) can be expressed as,

$$\begin{align*}
\text{(P4)} \quad \hat{\theta} &= \arg \min_{\theta} \sum_{i=1}^{M} \mathbf{y}_i^\top \mathbf{C}_{\theta,i}^{-1} \mathbf{y}_i + \log |\mathbf{C}_{\theta,i}| \\
\text{s.t.} \quad \theta_i &= \tau_{ij}, \quad \forall i \in \mathcal{V}, \ j \in \mathcal{N}_i, \\
\theta_j &= \tau_{ij}, \quad \forall i \in \mathcal{V}, \ j \in \mathcal{N}_i,
\end{align*}$$

where $\tau_{ij}$ are auxiliary variables. Constraints (27) and (28) imply that every agent $i$ is allowed to have its own opinion for the hyperparameters $\theta_i$, yet at the end of the optimization all agents in the neighborhood $\mathcal{N}_i$ must agree on the neighborhood values $\tau_{ij}$. The edge formulation requires each node $i$ to store and update variables for all of its neighbors $\mathcal{N}_i$. Conversely, one can employ the node formulation that relaxes the storage capacity, as each agent $i$ is required to store and update variables of itself [Makhdoumi and Ozdaglar, 2017]. In addition, the group ADMM [Elgabli et al., 2020] offers a decentralized optimization method, yet for a specific graph topology. Thus, we find the edge formulation more suitable for decentralized GP training.

Let us introduce an additional Assumption to study the convergence properties of the proposed methods.

**Assumption 7** A function $f : \mathbb{R}^N \to \mathbb{R}$ is strongly convex with positive parameter $m > 0$ if it satisfies,

$$\begin{align*}
(\nabla f(x) - \nabla f(y))^\top (x - y) \geq m \|x - y\|_2^2, \quad \forall x, y.
\end{align*}$$

| DEC-c-GP | DEC-apx-GP | DEC-gapx-GP |
|----------|------------|-------------|
| Local Time | $O(s_{nest}^2 (N^3/M^3))$ | $O(N^3/M^3)$ | $O(8(N^3/M^3))$ |
| Local Space | $O(\xi)$ | $O(\xi)$ | $O(2\xi + 2(N^2/M^2))$ |
| Local Comm | $O(s_{DEC-c-GP}^2 (D + 2))$ | $O(s_{DEC-apx-GP}^2 (D + 2))$ | $O(s_{DEC-gapx-GP}^2 (D + 2))$ |

$\xi = N^2/M^2 + D(N/M)$.
Algorithm 2 DEC-c-GP

Input: \(D_i(x_i, y_i), k(\cdot, \cdot), \rho, N, \alpha, s_{\text{end}}^{\text{DEC-c-GP}}\)

Output: \(\hat{\theta}, C^{-1}_{\theta,i}\)

1: initialize \(p_i^{(0)} = 0\)
2: for \(s = 1\) to \(s_{\text{end}}^{\text{DEC-c-GP}}\) do
3: for each \(i \in \mathcal{V}\) do
4: communicate \(\theta^{(s)}_i\) to neighbors \(N_i\)
5: \(p_i^{(s+1)} \leftarrow \text{duals}(\theta_i^{(s)}, \theta_j^{(s)}; \{\theta_j^{(s)}\}_{j \in N_i}, \rho)\) (30a)
6: \(\theta_i^{(s+1)} \leftarrow \text{primal}(p_i^{(s+1)}, \theta_i^{(s)}, \{\theta_j^{(s)}\}_{j \in N_i}, \rho, \alpha, D_i)\) (30b)
7: end for
8: end for
9: for each \(i \in \mathcal{V}\) do
10: \(\hat{\theta} \leftarrow \theta_i^{\text{end}}\)
11: \(C^{-1}_{\theta,i} \leftarrow \text{invert}(k, X_i, \hat{\theta})\)
12: end for
13: Return \(\hat{\theta}, C^{-1}_{\theta,i}\)

4.1 DEC-c-GP

This method is based on the decentralized consensus ADMM [Mateos et al., 2010]. After rendering the augmented Lagrangian for (P4) we obtain the decentralized consensus ADMM iterative scheme,

\[
p_i^{(s+1)} = p_i^{(s)} + \rho \sum_{j \in N_i} \left( \theta_i^{(s)} - \theta_j^{(s)} \right), \tag{30a}
\]

\[
\theta_i^{(s+1)} = \arg\min_{\theta_i} \left\{ L_i(\theta_i) + \theta_i^T p_i^{(s+1)} + \rho \sum_{j \in N_i} \left\| \theta_i - \frac{\theta_i^{(s)} + \theta_j^{(s)}}{2} \right\|_2^2 \right\}, \tag{30b}
\]

where \(\rho > 0\) is the penalty term of the augmented Lagrangian and \(p_i^{(s)} = \sum_{j \in N_i} (u_{ij}^{(s)} + v_{ij}^{(s)})\) is the sum of the dual variables \(u_{ij}^{(s)}\) and \(v_{ij}^{(s)}\) corresponding to constraints (27) and (28). Note that (30a) imposes initial values \(p_i^{(0)} = 0\).

The workflow is as follows. Every agent \(i\) communicates to its neighbors \(j \in N_i\) the current estimate of the hyperparameters \(\theta_i^{(s)}\). After each agent gathers all \(\theta_j^{(s)}\) vectors from its neighborhood, the sum of the dual variables vector is updated (30a) to obtain \(p_i^{(s+1)}\). Next, every agent \(i\) solves a nested optimization problem (30b) to compute \(\theta_i^{(s+1)}\). The method iterates until it reaches a predefined maximum iteration number \(s_{\text{end}}^{\text{DEC-c-GP}}\). The main routine of DEC-c-GP is provided in Algorithm 2. The proposed method is decentralized (executed in parallel), requiring exclusively neighbor-wise communication as shown in Fig. 2-(a). Note that the inter-agent communications do not involve any data exchange which satisfies Assumption 2. Provided that the graph topology is connected (Assumption 1), then DEC-c-GP (30) addresses Problem 1.

Let the total number of iterations for the nested optimization problem (30b) be \(s_{\text{nest}}\). The time complexity of every agent \(i\) is dominated by the inverse of the local covariance matrix \(C^{-1}_{\theta,i}\) for every iteration of the nested optimization problem (30b), which results in \(O(s_{\text{nest}} N_i^3) = O(s_{\text{nest}}^2 N_i^3/M^3)\) computations. The gradient for the nested optimization is provided in Appendix A.2. Moreover, every agent \(i\) occupies \(O(N_i^2 + D N_i + (D + 2) + (\text{card}(N_i) + 1)(D + 2)) = O(N_i^2/M^2 + D(N_i/M) + (\text{card}(N_i) + 2)(D + 2))\) memory to store the local inverted covariance matrix \(C^{-1}_{\theta,i}\), the local dataset \(D_i\), the sum of dual variables vector at the previous iteration \(p_i^{(s)}\), the hyperparameter vector at the previous iteration \(\theta_i^{(s)}\), and the hyperparameter vectors of all neighbors at the previous iteration \(\{\theta_j^{(s)}\}_{j \in N_i}\). The total number of communications for each agent is \(O(s_{\text{nest}}^{\text{DEC-c-GP}}(D + 2))\) to transmit the hyperparameters to its neighbors.

**Proposition 7** Let Assumption 1, 2, 4, and 7 hold for the local sub-model \(M_i\), then the DEC-c-GP (30) converges to a stationary solution \(\lim_{s \to \infty} \theta_i^{(s)} = \theta^*\) of (P4) for all \(i \in \mathcal{V}\).

**Proof:** The proof is direct application of [Mateos et al., 2010, Proposition 2].
Figure 2: The structure of the proposed decentralized factorized GP training methods. Blue dotted lines correspond to communication (strongly connected). a) Every agent $i$ has access to the local dataset $D_i$. The agents are allowed to have their own opinion on the hyperparameter $\theta_i$ using exclusively $D_i$, but after communicating they all agree on the same hyperparameters $\theta$. b) Every agent $i$ has access to $D_i$. Next, they communicate to form the local augmented dataset $D_i^+ + M$ which comprises of $D_i$ (local color) and the global communication dataset $D_c$ (gray color). The agents are allowed to have their own opinion on the hyperparameter $\theta_i$ using exclusively $D_i^+$, but after communicating they all agree on the same hyperparameters $\theta$.

**Remark 4** The main disadvantage of the proposed DEC-c-GP method is the cubic computations on the number of local observations for every iteration of the nested optimization (30b), which results in a computationally demanding process.

### 4.2 DEC-apx-GP

To address the computational complexity problem of DEC-c-GP (Remark 4) we consider an inexact proximal step based on a first-order approximation on the local log-likelihood $L_i$ around $\theta_i^{(s)}$ which yields,

$$L_i(\theta_i) \approx \nabla_\theta L_i(\theta_i^{(s)}) (\theta_i - \theta_i^{(s)}) + \frac{\kappa_i}{2} \|\theta_i - \theta_i^{(s)}\|^2,$$

where $\kappa_i > 0$ is a positive constant for all $i \in V$. To this end, we obtain the DEC-px-ADMM [Chang et al., 2014] iterative scheme,

$$p_i^{(s+1)} = p_i^{(s)} + \rho \sum_{j \in N_i} (\theta_i^{(s)} - \theta_j^{(s)}),$$

$$\theta_i^{(s+1)} = \arg \min_{\theta_i} \left\{ \nabla_\theta L_i(\theta_i^{(s)}) (\theta_i - \theta_i^{(s)}) + \frac{\kappa_i}{2} \|\theta_i - \theta_i^{(s)}\|^2 
+ \theta_i^T p_i^{(s+1)} + \rho \sum_{j \in N_i} \|\theta_i - \theta_j^{(s)} + \frac{\theta_i^{(s)} + \theta_j^{(s)}}{2}\|^2 \right\}. \tag{32}$$

Essentially, the linearization (31) allows the evaluation of the local log-likelihood function $L_i$ (8) at a fixed point $\theta_i^{(s)}$ and not at the optimizing variable $\theta_i$. To this end, the nested optimization of (32) entails significantly less computations than (30b). For the special case of factorized GP training problem (P4), an analytical solution of (32) can be derived.

**Theorem 1** Let Assumption 1, 2, 4, 6, and 7 hold for the local sub-model $M_i$. Suppose that the penalty term of the first-order approximation $\kappa_i$ is sufficiently large,

$$\kappa_i > \frac{L_i^2}{m_i^2} - \rho \Delta(D + A) > 0, \quad \forall i \in V. \tag{33}$$
Then, the hyperparameter update (32) admits a closed-form solution, resulting in the iterative scheme of DEC-apx-GP:

\[
\theta_i^{(s+1)} = \frac{1}{\kappa_i + 2\text{card}(N_i)\rho} \left( \rho \sum_{j \in N_i} \theta_j^{(s)} - \nabla_{\theta} L_i \left( \theta_i^{(s)} \right) + (\kappa_i + \text{card}(N_i) \rho) \theta_i^{(s)} - p_i^{(s+1)} \right),
\]

(34b)

that converges to a stationary solution \((\theta^*_i, p^*)\) of (P4) for all local entities \(i \in \mathcal{V}\).

**Proof:** The proof is provided in Appendix B.2.

The condition to select the penalty parameter \(\kappa_i\) (33) depends on the graph topology. This implies that the stronger the network the faster the convergence.

The workflow of DEC-apx-GP is identical to DEC-c-GP, yet the hyperparameter update step (34b) is performed analytically without requiring a nested optimization update as in (30b) or (32). Implementation details are given in Algorithm 3 and the structure is illustrated in Fig. 2-(a). The gradient of the local log-likelihood \(\nabla_{\theta} L_i\) can be computed similarly to (4). The proposed iterative method (34) tackles Problem 1.

The local time complexity of DEC-apx-GP is reduced to \(O(N^3) = O(N^3/M^3)\) for the inversion of the local covariance matrix \(C_{\theta,i}^{-1}\) just once at every ADMM iteration. The space complexity is identical to DEC-c-GP and the total communications entail \(O(s_{\text{DECC-ax-GP}}(D + 2))\) messages.

**Remark 5** A disadvantage of both decentralized methods DEC-c-GP and DEC-apx-GP is the poor approximation capabilities when the number of agents increases, similarly to Section 3.1. In particular, Assumption 4 is violated as we increase the number of sub-models \(\mathcal{M}_i\).

### 4.3 DEC-gapx-GP

We propose to extend the computationally efficient DEC-apx-GP method with a local augmented dataset \(D_{+i}\) for all \(i \in \mathcal{V}\) to address the poor approximation capabilities of (30) and (34) when the network has large number of nodes (Remark 5). The idea is similar to the centralized gapx-GP method as presented in Section 3.2. In order to reduce the approximation error, we relax Assumption 2 by allowing exchange of local subsets of data Assumption 3. We termed the proposed method as generalized DEC-apx-GP (DEC-gapx-GP).

Since the network has a decentralized topology, flooding [Topkis, 1985] is employed to broadcast the local sample datasets \(D_{c,i}\) and form the communication dataset \(D_c\). The rest is a direct application of DEC-apx-GP with the local augmented dataset \(D_{+i}\) for all \(i \in \mathcal{V}\). Algorithm 4 presents the implementation details of DEC-gapx-GP. In Fig. 2-(b)
the structure of the proposed method is illustrated. Larger circular objects indicate that the augmented covariance matrices \( C_{\theta_i} \) have double dimension, i.e., \( 2N_i \times 2N_i \) for all \( i \in V \). In addition, the larger rectangular blocks represent the double size local augmented datasets \( D_{i+1} \). The proposed method addresses Problem 2.

The local time complexity of gapx-GP entails \( \mathcal{O}(1) \) computations to invert the local augmented covariance matrix \( C_{\theta_i} + \sigma_i^2I_{2N_i} \in \mathbb{R}^{2N_i \times 2N_i} \). The proposed method requires \( \mathcal{O}(2N_i^2 + D(2N_i) + (\text{card}(N_i) + 2)(D + 2)) = \mathcal{O}(4(N_i^2/M^2) + 2D(N_i/M) + (\text{card}(N_i) + 2)(D + 2)) \) space to store the local augmented covariance matrix \( C_{\theta_i}^{-1} \), the local augmented dataset \( D_{i+1} \), the sum of dual variables vector at the previous iteration \( p_i^{(s)} \), the hyperparameter vector at the previous iteration \( \theta_i^{(s)} \), and the hyperparameter vectors of all neighbors at the previous iteration \( \{\theta_j^{(s)}\}_{j \in N_i} \). The total communication overhead is \( \mathcal{O}(s_{\text{DEC}} \cdot \text{gapx-GP} (D + 2)) \).

In Table 4, we list the time, space, and communication complexity for the proposed decentralized factorized GP training methods. The DEC-c-GP is the most computationally expensive method, but it requires less communications than the other methods to converge. Therefore, the DEC-c-GP method favors applications with significant computational resources on the local nodes. Note that this method can also be extended with local augmented dataset \( D_{i+1} \) for all \( i \in V \). Next, the DEC-apx-GP is the computationally most affordable method. The DEC-gapx-GP stands between the two former methods on time complexity, but requires more space. However, the latter can produce more accurate estimates of the hyperparameters.

**Remark 6** Assumption 7 requires the local log-likelihood function \( \mathcal{L}_i \) to be strongly convex. Similarly to the global log-likelihood \( \mathcal{L} \), this is not guaranteed for the local log-likelihoods \( \mathcal{L}_i \) for all \( i \in V \). Usually \( \mathcal{L}_i \) is nonconvex with respect to the hyperparameters \( \theta_i \) [Mackay, 1998, Rasmussen and Williams, 2006, Pérez-Cruz et al., 2013]. This is a well known issue of GP hyperparameter training with MLE. A common trick to address the nonconvexity problem is to use multiple starting points to the optimization problem [Rasmussen and Williams, 2006, Chen and Wang, 2018, Basak et al., 2021]. Consequently, in this work we follow a similar approach. Note that as we increase the observations the local log-likelihoods tend to be unimodal distributions around the hyperparameters, and thus Assumption 7 is satisfied [Mackay, 1998].

**Remark 7** There is no condition to evaluate the termination of the decentralized algorithms, c-GP, apx-GP, and gapx-GP. To this end, we resort to predetermined number of iterations \( s_{\text{end}} \) which imposes additional computations, storage, and neighbor-wise communications from each agent.

### 5 Proposed Decentralized GP Prediction

In this section, we discuss the discrete-time average consensus (DAC) method [Olfati-Saber et al., 2007], the Jacobi over-relaxation method (JOR) [Bertsekas and Tsitsiklis, 2003, Ch. 2.4], and a distributed algorithm to solve systems of linear equations (DALE) [Wang et al., 2016, Liu et al., 2018b]. In addition, we introduce a technique to identify statistically correlated agents for the location of interest. We combine these tools to approximate the aggregation of GP experts methods in a decentralized fashion.

#### 5.1 Decentralized Aggregation Methods

**DAC.** The DAC is an iterative and parallel method to compute the average of a vector \( \bar{w} \in \mathbb{R}^M \) within a network. More specifically, every agent \( i \) has access to one element \( w_i \in \mathbb{R} \) and the goal is to compute the average \( \bar{w} = (1/M) \sum_{i=1}^{M} w_i \). The DAC update law yields,

\[
\bar{w}_i^{(s+1)} = \bar{w}_i^{(s)} + \epsilon \sum_{j \in N_i(t)} a_{ij}(t) \left( w_j^{(s)} - \bar{w}_i^{(s)} \right),
\]

(35)

where \( \epsilon \) is the parameter of the Perron matrix and \( a_{ij}(t) \) is the \((i, j)\)-th entry of the adjacency matrix. Use of consensus protocols implicitly requires that each node can distributively determine convergence in the network. In other words, just because an agent converged, that does not imply that the network has reached consensus. We employ a maximin stopping criterion [Yadav and Salapaka, 2007] to locally detect convergence in the network. An additional assumption is required to implement the DAC.

**Assumption 8** The total number of agents \( M \) is known.

**Lemma 1** [Olfati-Saber et al., 2007, Theorem 2], [Olshevsky and Tsitsiklis, 2009, Corollary 5.2] Let Assumption 1 hold. If \( \epsilon \in (0, 1/\Delta) \), then the DAC (35) converges to the average \( \bar{w} \) for any initialization \( w_i^{(0)} \) with convergence time \( T_M(\epsilon) = \mathcal{O}(M^3 \log(M/\epsilon)) \).
**JOR**: The JOR is an iterative and parallel method to solve a system of linear algebraic equations in the form of $H q = b$, where $H = [h_{ij}] ∈ ℜ^{M×M}$ is a known non-singular matrix with non-zero diagonal entries $h_{ii} ≠ 0$, $b ∈ ℜ^M$ is a known vector, and $q ∈ ℜ^M$ is an unknown vector. More specifically, the $i$-th node knows: i) the $i$-th row of the known matrix $\{H\} ∈ ℜ^{1×M}$; and ii) the $i$-th element of the known vector $b_i ∈ ℜ$. The objective is to find $q_i ∈ ℜ$, the $i$-th element of the unknown vector $q$. The JOR iterative scheme yields,

$$q_i^{(s+1)} = (1 - \omega)q_i^{(s)} + \frac{\omega}{h_{ii}} b_i - \sum_{j ≠ i} h_{ij}q_j^{(s)} \tag{36}$$

where $\omega ∈ (0, 1)$ is the relaxation parameter.

**Remark 8** The limit of the summation in (36) requires communication with all agents, as it is computed over $j$ other than $i$. This means that each agent must know the update value (36) of every other agent $\{q_j^{(s)}\}_{j ≠ i}$, i.e. $j ≠ i \implies j ∈ V \backslash i$. That is a major restriction, as it imposes a strongly complete graph topology (Figure 1). Although in [Cortés, 2009, Choi et al., 2015, Choudhary et al., 2017] JOR is used for distributed networks, it is unrealistic for many network applications due to limited communication. However, we evaluate the use of JOR, as in some applications with a small fleet size, strongly complete networks are feasible. For not strongly complete network topologies, distributed flooding is required at every iteration to obtain $\{q_j^{(s)}\}_{j ≠ i}$ and implement (36). The number of inter-agent communications for distributed flooding is the diameter of the graph $diam(G)$. Thus, the total number of iterations yields $s_{JOR} = diam(G)s_{end}^{\text{end}}$. 

**Lemma 2** [Udwadia, 1992, Theorem 2] Let the graph $G$ be time-invariant and strongly complete. If $H$ is symmetric and PD, and $ω < 2/M$, then the JOR converges to the solution for any initialization $q_i^{(0)}$.

**Lemma 3** [Udwadia, 1992, Theorem 4] Let the graph $G$ be time-invariant and strongly complete. If $H$ is symmetric and PD, and $ω^* = 2/(\lambda(R) + \bar{\lambda}(R))$ where $R = diag(H)^{-1}H$, then the JOR converges to the solution for any initialization $q_i^{(0)}$ with the optimal rate.

**Remark 9** The difference between Lemma 2 and 3 is that the latter employs the optimal relaxation factor $ω^*$ which is characterized by the eigenvalues of $R$. In principle, the smaller the relaxation factor $ω$ the slower the convergence speed [Guo et al., 2015]. Since $ω^* > 2/M$, the optimal relaxation leads to faster convergence of JOR to the solution. To compute $ω^*$ in a network of agents, additional communication is required to distributively estimate the maximum and minimum eigenvalues of $R$. However, the sufficient condition for $ω$ of Lemma 2 can be locally computed with no communication. Let the distributed method for the computation of $ω^*$ entail $s_{end}^{\text{end}}$ iterations, JOR with $ω$ from Lemma 2 converge after $s_{end}^{\text{end}}$ iterations, and JOR with $ω^*$ from from Lemma 3 converge after $s_{end}^{\text{end}}$ iterations. Then, $ω^*$ is communication-wise more efficient in decentralized networks when $s_{end}^{\text{end}} + s_{end}^{\text{end}} < s_{end}^{\text{end}}$. 

**PM**: The optimal relaxation factor $ω^*$ involves the maximum eigenvalue $\lambda(R)$ and minimum eigenvalue $\bar{\lambda}(R)$ (Lemma 3). We employ the power method (PM) to compute $\lambda(R)$ and the inverse power method (IPM) to com-
The decentralized PoE (DEC-PoE) method makes use of two DAC algorithms (Figure 3-(a)). The first DAC computes the average sequential times. Let the first PM algorithm to converge after $s$ steps approximate the dominant eigenvalue $\| R \|_\infty$.

**Lemma 4** Let $G_\infty(t)$ be time-invariant and strongly connected. If $H$ is symmetric, then the PM converges to the dominant real eigenvalue $\lambda(R)$ with convergence rate $O((\lambda_2/\lambda_1)^{s_{\text{end}}})$, where $\lambda_2$ is the second largest eigenvalue.

### 5.1.1 DEC-PoE Family

The decentralized PoE (DEC-PoE) method makes use of two DAC algorithms (Figure 3-(a)). The first DAC computes the average $(1/M) \sum_{i=1}^{M} \beta_i \sigma_i^{-2}$ and the second $(1/M) \sum_{i=1}^{M} \beta_i \sigma_i^{-2} \mu_i$, where $\beta_i = 1$. At every iteration of DAC each

| Method       | Graph         | Communication Complexity |
|--------------|---------------|----------------------------|
| DEC-PoE      | SC            | $\mathcal{O}(2\chi)$      |
| DEC-μPoE     | SC            | $\mathcal{O}(2\chi)$      |
| DEC-BCM      | SC            | $\mathcal{O}(2\chi)$      |
| DEC-μBCM     | SC            | $\mathcal{O}(2\chi)$      |
| DEC-μrBCM    | SC            | $\mathcal{O}(3\chi)$      |
| DEC-μgrBCM   | SC            | $\mathcal{O}(3\chi)$      |
| DEC-NPAE     | SCC           | $\mathcal{O}(2M_{\text{end}}^{\text{dec}} + 2\chi + M\xi)$ |
| DEC-NPAE*    | SCC           | $\mathcal{O}(2M_{\text{end}}^{\text{dec}} + 2\chi + M\xi + M^2)$ |

$\chi = s_{\text{end}}^{\text{DAC}} \text{card}(N_i)$, $\xi = N^2/M^2 + D(N/M)$, SC: strongly connected, SCC: strongly complete connected.

**Algorithm 5 DEC-PoE**

**Input:** $D_i(x_i, y_i), \tilde{\theta}, C_{\tilde{\theta}, i}^{-1}, N_i, k, M, x_i, \Delta$

**Output:** $\mu_{\text{DEC-PoE}}, \sigma_{\text{DEC-PoE}}$

1: $\epsilon = 1/\Delta$
2: for each $i \in V$ do
3: $\mu_i \leftarrow \text{localMean}(x_i, k, \tilde{\theta}, D_i, C_{\tilde{\theta}, i}^{-1})$ (10)
4: $\sigma_i^{-2} \leftarrow \text{localVariance}(x_i, k, \tilde{\theta}, D_i, C_{\tilde{\theta}, i}^{-1})$ (11)
5: initialize $w^{(0)}_{\mu,i} = \beta_i \sigma_i^{-2} \mu_i, w^{(0)}_{\sigma^{-2}, i} = \beta_i \sigma_i^{-2}, \beta_i = 1$
6: repeat
7: communicate $w^{(s)}_{\mu,i}, w^{(s)}_{\sigma^{-2}, i}$ to agents in $N_i$
8: $w^{(s+1)}_{\mu,i} \leftarrow \text{DAC}(\epsilon, w^{(s)}_{\mu,i}, \{w^{(s)}_{\mu,j}\}_{j \in N_i,N_i})$ (35) $\triangleright$ DAC1
9: $w^{(s+1)}_{\sigma^{-2}, i} \leftarrow \text{DAC}(\epsilon, w^{(s)}_{\sigma^{-2}, i}, \{w^{(s)}_{\sigma^{-2}, j}\}_{j \in N_i,N_i})$ (35) $\triangleright$ DAC2
10: until maximin stopping criterion
11: $\sigma_{\text{DEC-PoE}} = M w^{(\text{end})}_{\sigma^{-2}, i}$ (13)
12: $\mu_{\text{DEC-PoE}} = \mu^{(\text{end})}_{\mu,i}$ (12)
13: end for

The PM is a two step iterative algorithm that follows,

\begin{align*}
g^{(s+1)} & = R e^{(s)} \\
e^{(s+1)} & = \frac{1}{\|g^{(s)}\|_\infty} g^{(s+1)},
\end{align*}

where $\| \cdot \|_\infty$ denotes the infinity norm. As the PM algorithm converges $\| e^{(s)} - e^{(s-1)} \|_2 \rightarrow 0$, the infinity norm approximates the dominant eigenvalue $\| g^{(s)} \|_\infty \approx \lambda(R)$. After obtaining $\lambda(R)$, we formulate the spectral shift of $R$, that is $B = R - \lambda(R)I_M$. The IPM is the application of PM (37) on $B$. Then, we derive the minimum eigenvalue as $\lambda(B) = [\lambda(B) - \lambda(R)]/M$. In order to obtain both $\lambda(R)$ and $\lambda(B)$, we need to execute the PM algorithm (37) two sequential times. Let the first PM algorithm to converge after $s_{\text{end}}^{\text{PM}}$ iterations and the second after $s_{\text{end}}^{\text{PM}}$ iterations. The use of the optimal relaxation is communication-wise more efficient if $s_{\text{end}}^{\text{PM}} + s_{\text{end}}^{\text{IPM}} + s_{\text{end}}^{\text{IPM}} < s_{\text{end}}^{\text{PM}}$ (Remark 9). Note that if $H$ is symmetric, then $R = \text{diag}(H)^{-1} H$ is also symmetric, as the only changes occur in the diagonal elements, with $\text{diag}(H)^{-1} = \{H_{ii}^{-1}\}_{i=1}^{M}$.

**Lemma 4** [Golub and Van Loan, 2013, Chapter 8] Let the graph $G$ be time-invariant and strongly connected. If $H$ is symmetric, then the PM converges to the dominant real eigenvalue $\lambda(R)$ with convergence rate $O((\lambda_2/\lambda_1)^{s_{\text{end}}^{\text{IPM}}})$, where $\lambda_2$ is the second largest eigenvalue.
We introduce the decentralized rBCM (DEC-rBCM) technique that employs three DAC algorithms to compute the averages

\[ \mu_{\text{DEC-rBCM}}, \sigma_{\text{DEC-rBCM}}^2 \]

Algorithm 7 DEC-BCM

**Input:** \( \mathcal{D}_i(x_i, y_i), \theta, C_{\theta, i}^{-1}, N_i, k, M, x_\star, \Delta \)

**Output:** \( \mu_{\text{DEC-BCM}}, \sigma_{\text{DEC-BCM}}^2 \)

1. Identical to Algorithm 5 with \( \beta_i = 1/M \) instead of \( \beta_i = 1 \) (line 5)

**Algorithm 6 DEC-gPoE**

**Input:** \( \mathcal{D}_i(x_i, y_i), \theta, C_{\theta, i}^{-1}, N_i, k, M, x_\star, \Delta \)

**Output:** \( \mu_{\text{DEC-gPoE}}, \sigma_{\text{DEC-gPoE}}^2 \)

agent communicates both computed values \( w_{\mu,i}^{(s)}, w_{\sigma^{-2},i}^{(s)} \) to its neighbors \( N_i \). After convergence, each DAC average is multiplied by the number of nodes \( M \) and follow (12), (13) to recover the DEC-PoE prediction mean and precision. The implementation details are given in Algorithm 5. The time and space complexity are identical to the local time and space complexity of the PoE family as listed in Table 2. Let \( s_{\text{end}}^{\text{DAC}} \) be the maximum number of iterations of the two DAC to converge. The total communications are \( O(2s_{\text{end}}^{\text{DAC}} \text{Card}(N_i)) \) for all \( i \in V \) (Table 5).

Next, we form the decentralized gPoE (DEC-gPoE) (Figure 3-(a)). The DEC-gPoE is identical to the DEC-PoE, but \( \beta_i = 1/M \) instead of \( \beta_i = 1 \) (Algorithm 6). The time, space, and communication complexity are identical to the DEC-PoE family. Both DEC-PoE and DEC-gPoE methods address Problem 3.

5.1.2 DEC-BCM Family

The decentralized BCM (DEC-BCM) method employs two DAC algorithms (Figure 3-(a)). The first DAC computes the average \( (1/M) \sum_{i=1}^{M} \beta_i \sigma^{-2}_i \) and the second \( (1/M) \sum_{i=1}^{M} \beta_i \sigma^{-2}_i \), where \( \beta_i = 1 \). At every iteration of DAC each agent communicates both computed values \( w_{\mu,i}^{(s)}, w_{\sigma^{-2},i}^{(s)} \) to its neighbors \( N_i \). After convergence, each DAC average is multiplied by the number of nodes \( M \) and follow (14), (15) to recover the DEC-BCM mean and precision. The implementation details are provided in Algorithm 7. The time, space, and communication complexity are identical to the DEC-PoE family. The DEC-BCM addresses Problem 3.

We introduce the decentralized rBCM (DEC-rBCM) technique that employs three DAC algorithms to compute the averages \( (1/M) \sum_{i=1}^{M} \beta_i \sigma^{-2}_i \), \( (1/M) \sum_{i=1}^{M} \beta_i \sigma^{-2}_i \), and \( (1/M) \sum_{i=1}^{M} \beta_i \), where \( \beta_i = 0.5[\log \sigma_c^2 - \log \sigma_\star^2] \). At every iteration of DAC each agent communicates \( w_{\mu,i}, w_{\sigma^{-2},i}, w_{\beta,i} \) to its neighbors \( N_i \). After convergence, each DAC average is multiplied by the number of nodes \( M \) and follow (14), (15) to recover the DEC-rBCM prediction mean and precision. Implementation details are given in Algorithm 8. The local time and space complexity are identical to the rBCM (Table 2). Let \( s_{\text{end}}^{\text{DAC}} \) be the maximum number of iterations of the three DAC to converge. The total communications are \( O(3s_{\text{end}}^{\text{DAC}} \text{Card}(N_i)) \) for all \( i \in V \) (Table 5). The DEC-rBCM addresses Problem 3.

We propose the decentralized GRBCM (DEC-GRBCM) method which employs three DAC algorithms (Figure 3-(b)) to compute the averages \( (1/M) \sum_{i=1}^{M} \beta_i \sigma^{-2}_i \), \( (1/M) \sum_{i=1}^{M} \beta_i \sigma^{-2}_i \), and \( (1/M) \sum_{i=1}^{M} \beta_i \), where \( \beta_i = 0.5[\log \sigma_c^2 - \log \sigma_\star^2] \).
Algorithm 8 DEC-rBCM

Input: \( \mathcal{D}_i(X_i, y_i), \theta, C_{\theta,i}^{-1}, N_i, k, M, x_s, \Delta \)

Output: \( \mu_{\text{DEC-rBCM}}, \sigma_{\text{DEC-rBCM}}^{-2} \)

1: \( \epsilon = 1/\Delta \)
2: for each \( i \in \mathcal{V} \) do
3: \( \mu_i \leftarrow \text{localMean}(x_s, k, \hat{\theta}, \mathcal{D}_i, C_{\theta,i}^{-1}) \) (10)
4: \( \sigma_i^{-2} \leftarrow \text{localVariance}(x_s, k, \hat{\theta}, \mathcal{D}_i, C_{\theta,i}^{-1}) \) (11)
5: \( \sigma_{ss}^2 = k(x_s, x_s) \)
6: initialize \( w_{\mu,i}^{(0)} = \beta_i \sigma_i^{-2} \mu_i, w_{\sigma^{-2},i}^{(0)} = \beta_i \sigma_i^{-2}, w_{\beta_i}^{(0)} = \beta_i, \quad \beta_i = 0.5[\log \sigma_{ss}^2 - \log \sigma_i^2] \)
7: repeat
8: communicate \( w_{\mu,i}^{(s)}, w_{\sigma^{-2},i}^{(s)}, w_{\beta_i}^{(s)} \) to agents in \( N_i \)
9: \( w_{\mu,i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\mu,i}^{(s)}, \{w_{\mu,j}^{(s)}\}_{j \in N_i}, N_i) \) (35) \( \triangleright \) DAC1
10: \( w_{\sigma^{-2},i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\sigma^{-2},i}^{(s)}, \{w_{\sigma^{-2},j}^{(s)}\}_{j \in N_i}, N_i) \) (35) \( \triangleright \) DAC2
11: \( w_{\beta_i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\beta_i}^{(s)}, \{w_{\beta_j}^{(s)}\}_{j \in N_i}, N_i) \) (35) \( \triangleright \) DAC3
12: until maximin stopping criterion
13: \( \sigma_{\text{DEC-rBCM}}^{-2} = Mw_{\mu,i}^{(\text{end})} + (1 - Mw_{\beta_i}^{(\text{end})})\sigma_{ss}^{-2} \) (15)
14: \( \mu_{\text{DEC-rBCM}} = \sigma_{\text{DEC-rBCM}}^2 Mw_{\mu,i}^{(\text{end})} \) (14)
15: end for

Algorithm 9 DEC-grBCM

Input: \( \mathcal{D}_{i+1}(X_{i+1}, y_{i+1}), \theta, C_{\theta,i+1}^{-1}, N_i, k, M, x_s, \Delta \)

Output: \( \mu_{\text{DEC-grBCM}}, \sigma_{\text{DEC-grBCM}}^{-2} \)

1: \( \epsilon = 1/\Delta \)
2: for each \( i \in \mathcal{V} \) do
3: \( \mu_i \leftarrow \text{localMean}(x_s, k, \hat{\theta}, \mathcal{D}_{i+1}, C_{\theta,i+1}^{-1}) \) (10)
4: \( \sigma_i^{-2} \leftarrow \text{localVariance}(x_s, k, \hat{\theta}, \mathcal{D}_{i+1}, C_{\theta,i+1}^{-1}) \) (11)
5: \( \sigma_c^2 = k(x_c, x_c) \)
6: initialize \( w_{\mu,i}^{(0)} = \beta_i \sigma_i^{-2} \mu_i, w_{\sigma^{-2},i}^{(0)} = \beta_i \sigma_i^{-2}, w_{\beta_i}^{(0)} = \beta_i, \quad \beta_i = 0.5[\log \sigma_c^2 - \log \sigma_i^2] \)
7: repeat
8: communicate \( w_{\mu,i}^{(s)}, w_{\sigma^{-2},i}^{(s)}, w_{\beta_i}^{(s)} \) to agents in \( N_i \)
9: \( w_{\mu,i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\mu,i}^{(s)}, \{w_{\mu,j}^{(s)}\}_{j \in N_i}, N_i) \) (35) \( \triangleright \) DAC1
10: \( w_{\sigma^{-2},i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\sigma^{-2},i}^{(s)}, \{w_{\sigma^{-2},j}^{(s)}\}_{j \in N_i}, N_i) \) (35) \( \triangleright \) DAC2
11: \( w_{\beta_i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\beta_i}^{(s)}, \{w_{\beta_j}^{(s)}\}_{j \in N_i}, N_i) \) (35) \( \triangleright \) DAC3
12: until maximin stopping criterion
13: \( \sigma_{\text{DEC-grBCM}}^{-2} = Mw_{\mu,i}^{(\text{end})} + (1 - Mw_{\beta_i}^{(\text{end})})\sigma_c^{-2} \) (17)
14: \( \mu_{\text{DEC-grBCM}} = \sigma_{\text{DEC-grBCM}}^2 Mw_{\mu,i}^{(\text{end})} - (Mw_{\beta_i}^{(\text{end})} - 1)\sigma_c^{-2} \mu_i \) (16)
15: end for

At every iteration of DAC each agent communicates \( w_{\mu,i}^{(s)}, w_{\sigma^{-2},i}^{(s)}, w_{\beta_i}^{(s)} \) to its neighbors \( N_i \). After convergence, each DAC average is multiplied by the number of nodes \( M \) and follow (16), (17) to recover the prediction mean and precision. Implementation details are given in Algorithm 9. The local time and space complexity are identical to the grBCM (Table 2). Let \( \epsilon_{\text{end}}^{\text{DAC}} \) be the maximum number of iterations of the three DAC to converge. The total communications are \( O(3\epsilon_{\text{end}}^{\text{DAC}} \text{card}(N_i)) \) for all \( i \in \mathcal{V} \) (Table 5). The DEC-grBCM addresses Problem 4.

Proposition 8 Let the Assumption 1, 3, 4, 5, 8 hold throughout the approximation. If \( \omega < 2/M \) then the DEC-grBCM is consistent for any initialization.

Proof: The proof is a direct consequence of Proposition 4 and Lemma 1.
Algorithm 10 DEC-NPAE

Input: $\mathcal{D}(X_i, y_i), X, \theta, C_{\theta, \hat{\theta}}^{-1}, N_i, k, M, x, \Delta$

Output: $\mu_{\text{DEC-NPAE}}, \sigma^2_{\text{DEC-NPAE}}$

1: initialize $\omega = 2/M; \epsilon = 1/\Delta$
2: for each $i \in V$ do
3: communicate $C_{\theta, i}^{-1}, X_i$ to agents in $V \setminus i$
4: $\mu_i \leftarrow \text{localMean}(x_i, k, \hat{\theta}, \mathcal{D}_i, C_{\theta, i}^{-1})$ (10)
5: $[k_A]_i \leftarrow \text{crossCov}(x_i, k, \hat{\theta}, X_i, C_{\theta, i}^{-1})$ (18)
6: $\text{row}_i\{C_{\theta, A}\} \leftarrow \text{localCov}(x_i, \theta, X_i, C_{\theta, i}^{-1}, \{C_{\theta, j}^{-1}\}_{j \neq i})$ (19)
7: $[H]_i = \text{row}_i\{C_{\theta, A}\}; b_{\mu, i} = \mu_i; b_{\sigma^2, i} = [k_A]_i$
8: initialize $q^{(0)}_{\mu, i} = b_{\mu, i}/[H]_{ii}, q^{(0)}_{\sigma^2, i} = b_{\sigma^2, i}/[H]_{ii}$
9: repeat
10: communicate $q^{(s)}_{\mu, i}, q^{(s)}_{\sigma^2, i}$ to agents in $V \setminus i$
11: $q^{(s+1)}_{\mu, i} \leftarrow \text{JOR}(\omega, [H]_{ii}, b_{\mu, i}, q^{(s)}_{\mu, i}, \{q^{(s)}_{\mu, j}\}_{j \neq i})$ (36)
12: $q^{(s+1)}_{\sigma^2, i} \leftarrow \text{JOR}(\omega, [H]_{ii}, b_{\sigma^2, i}, q^{(s)}_{\sigma^2, i}, \{q^{(s)}_{\sigma^2, j}\}_{j \neq i})$ (36)
13: until maximin stopping criterion
14: initialize $w_{\mu, i}^{(0)} = [k_A]_i q^{(0)}_{\mu, i}, w_{\sigma^2, i}^{(0)} = [k_A]_i q^{(0)}_{\sigma^2, i}$
15: repeat
16: communicate $w_{\mu, i}^{(s)}, w_{\sigma^2, i}^{(s)}$ to agents in $N_i$
17: $w_{\mu, i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\mu, i}^{(s)}, \{w_{\mu, j}^{(s)}\}_{j \in N_i, j \neq i})$ (35)
18: $w_{\sigma^2, i}^{(s+1)} \leftarrow \text{DAC}(\epsilon, w_{\sigma^2, i}^{(s)}, \{w_{\sigma^2, j}^{(s)}\}_{j \in N_i, j \neq i})$ (35)
19: until maximin stopping criterion
20: $\mu_{\text{DEC-NPAE}} = M w_{\mu, i}^{(\text{end})}$
21: $\sigma^2_{\text{DEC-NPAE}} = \sigma^2 (k_{* \times} - M w_{\sigma^2, i}^{(\text{end})})$
22: end for

5.1.3 DEC-NPAE Family

An additional assumption is required to implement the DEC-NPAF family methods.

Assumption 9 The graph topology is strongly complete, i.e. every agent $i$ can communicate with every other node $j \neq i$.

Assumption 9 is conservative, but mandatory for the implementation of the PM and JOR algorithms. In order to use the DEC-NPAF family with strongly connected graph topologies, flooding is required (Remark 8).

We present DEC-NPAF which combines JOR and DAC to decentralize the computations (20), (21) of NPAF (Figure 4-(a)). We execute two parallel JOR algorithms with known matrix $H = C_{\theta, A}$ and known vectors: i) $b = \mu$; and ii) $b = k_A$. The first JOR is associated with the prediction mean (20) and the second with the variance (21). Note that $C_{\theta, A}$ is a symmetric and PD covariance matrix. Implementation details are provided in Algorithm 10. We split up the computation in two parts. First, each entity computes three quantities: i) the local mean $\mu_i$ (10); ii) the local cross covariance $[k_A]_i$ (18); and iii) the local row covariance $\text{row}_i\{C_{\theta, A}\}$ (19). For the local computation of (19) the agents must know the inputs $\{X_j\}_{j \neq i}$ of all other agents, to find $C_{\theta, ij}$ and $k_{ij}$. The inputs $\{X_j\}_{j \neq i}$ are communicated between agents. The local inverted covariance matrices of all other agents $\{C_{\theta, j}^{-1}\}_{j \neq i}$ can be locally computed, but it is computationally very expensive to invert $M - 1$ matrices, i.e. $O(M^3) = O(N^3/M^2)$. Since every agent $i$ has already stored its local covariance matrix from the training step (Section 4), we select to exchange $\{C_{\theta, j}^{-1}\}_{j \neq i}$ between agents (Algorithm 10-[Line 3]). After every JOR iteration, each agent $i$ communicates the computed values $q^{(s)}_{\mu, i}, q^{(s)}_{\sigma^2, i}$ to its neighbors $N_i$ (Algorithm 10-[line 10]). Next, we compute an element of the unknown vectors $q^{(s)}_{\mu, i} = [C_{\theta, j}^{-1}]_i, q^{(s)}_{\sigma^2, i} = [C_{\theta, j}^{-1}]_i$ (Algorithm 10-[lines 11, 12]) with the JOR method. When JOR converges, each agent computes locally the $i$-th element of the resulting summation from: i) the multiplication between the vectors $k_A^T$ and $C_{\theta, \hat{\theta}}^{-1} \mu$ (20), that is $w_{\mu, i} = [k_A]_i q^{(\text{end})}_{\mu, i}$; and ii) the multiplication between the vectors
Algorithm 11 POWERMETHOD

Input: $R, N_i, M, \eta_{PM}$
Output: $\bar{\lambda}(R)$

1: initialize $e^{(0)} = 1/M$
2: repeat
3: $g_i^{(s+1)} = \text{row}_i\{R\}e^{(s)}$ (37a)
4: communicate $g_i^{(s+1)}$ to agents in $V \setminus i$
5: $\|g^{(s+1)}\|_{\infty} = \max\{\|g^{(s+1)}\|\}$
6: $e^{(s+1)} = g^{(s+1)}/\|g^{(s+1)}\|_{\infty}$ (37b)
7: until $\|e^{(s+1)} - e^{(s)}\|_2 < \eta_{PM}$
8: $\bar{\lambda}(R) = \|g^{(end)}\|_{\infty}$

Algorithm 12 DEC-NPAE*

Input: $D_i(X, y_i), X, \theta, C_{\theta,1}^{-1}, N_i, k, M, x_s, \Delta, \eta_{PM}$
Output: $\mu_{\text{DEC-NPAE}^*}, \sigma^2_{\text{DEC-NPAE}^*}$

1: for each $i \in V$ do
2: communicate row$_i\{C_{\theta,1}\}$ to agents in $V \setminus i$
3: diag$(C_{\theta,1})^{-1} = \text{diag}\{(C_{\theta,1})^{-1}\}$
4: $R = \text{diag}(C_{\theta,1})^{-1}C_{\theta,1}$
5: $\bar{\lambda}(R) \leftarrow \text{PowerMethod}(R, N_i, M, \eta_{PM})$ $\triangleright$ PM1
6: $B = R - \bar{\lambda}(R)I_M$
7: $\bar{\lambda}(B) \leftarrow \text{PowerMethod}(B, N_i, M, \eta_{PM})$ $\triangleright$ PM2
8: $\bar{\lambda}(R) = |\bar{\lambda}(B) - \bar{\lambda}(R)|$
9: $\omega^* = \frac{2}{(\bar{\lambda}(R) + \bar{\lambda}(R))}$
10: end for
11: DEC-NPAE$(D_i, X, \theta, C_{\theta,1}^{-1}, N_i, k, M, x_s, \Delta, \omega^*)$

$k_A^T$ and $C_{\theta,1}^{-1}k_A$ (21), that is $w_{\sigma^2,i} = [k_A]q_{\sigma^2,i}^{(end)}$. Second, since all agents have stored a part of the summations $w_{\mu,i}, w_{\sigma^2,i}$, we use the DAC to compute the averages $(1/M)\sum_{i=1}^{M}[k_A]q_{\mu,i}^{(end)}$ and $(1/M)\sum_{i=1}^{M}[k_A]q_{\sigma^2,i}^{(end)}$. After every DAC iteration, each agent $i$ communicates the computed values $w^{(s)}_{\mu,i}, w^{(s)}_{\sigma^2,i}$ to its neighbors $N_i$. When both DAC converge, each agent follows (20), (21) to recover the DEC-NPAE mean and variance. The local time and space complexity are identical to the local NPAE as shown in Table 2. Let $s^{end}_{\text{JOR}}$ and $s^{end}_{\text{DAC}}$ be the maximum number of iterations of the JOR and DAC to converge respectively. The total communications for a strongly complete topology yields $O(2s^{end}_{\text{JOR}}M + 2s^{end}_{\text{DAC}}\text{card}(N_i) + MN_i^2 + MDN_i) = O(2s^{end}_{\text{JOR}}M + 2s^{end}_{\text{DAC}}\text{card}(N_i) + M(N^2/M^2 + DN/M)$ for all $i \in V$ as listed in Table 5.

The decentralized NPAE* (DEC-NPAE*) method (Figure 4-(b)) is similar to the DEC-NPAE, but includes an additional routine (Algorithm 11) to compute the optimal relaxation factor $\omega^*$ (Lemma 3). More specifically, we employ the PM iterative scheme (37) to estimate the largest $\lambda$ and smallest $\Delta$ eigenvalues of $R$. The workflow is as follows. To compute the matrix of interest $R = \text{diag}(C_{\theta,1})^{-1}C_{\theta,1}$, each agent $i$ constructs $C_{\theta,1}$ after exchanging $\text{row}_j\{C_{\theta,1}\}$ $j \neq i$ (Algorithm 12-[Line 2]). Next, each agent $i$ executes the PM (Algorithm 11) to obtain the maximum eigenvalue $\lambda(R)$. Then, the spectral shift matrix $B$ is composed (Algorithm 12-[Line 6]). Using $B$ as an input to the PM algorithm, its maximum eigenvalue is obtained $\lambda(B)$. To this end, the minimum eigenvalue of $R$ can be computed (Algorithm 11-[Line 8]). Subsequently, the optimal relaxation $\omega^*$ is computed according to Lemma 3. Provided $\omega^*$, the DEC-NPAE (Algorithm 10) is executed. Let $s^{end}_{\text{PM}}$ be the iterations required for the PM to converge. Then, the total communications are $O(2s^{end}_{\text{PM}}M + M^2) + O(\text{DEC-NPAE})$ to exchange: i) the $g^{(s)}_i$ for two PM routines (Algorithm 11-[Line 4]); ii) the $\text{row}_i\{C_{\theta,1}\}$ (Algorithm 12-[Line 2]); and iii) the quantities of DEC-NPAE. A comparison of the communication complexity for all decentralized GP aggregation methods is presented in Table 5. In Figure 4 we illustrate the structure of the DEC-NPAE family. Both methods of the DEC-NPAE family address Problem 4.

Proposition 9 Let the graph $G$ be strongly complete during the JOR and PM iterations (Assumption 9), and strongly connected during the DAC iterations (Assumption 1). In addition, let Assumptions 3, 4, 8 hold throughout the approxima-
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Figure 4: The structure of the DEC-NPAE family. Blue dotted lines correspond to communication (strongly connected and strongly complete). (a) DEC-NPAE incorporates Jacobi over-relaxation (JOR) and discrete-time average consensus (DAC). (b) DEC-NPAE* makes use of the power method (PM) to obtain the optimal relaxation factor and execute JOR*, and DAC.

Theorem. If $\omega < 2/M$, $\epsilon \in (0, 1/\Delta)$, then the DEC-NPAE is consistent for any initialization. Provided that the conditions for JOR hold for the PM iterations and that $\omega^* = 2/(\bar{\lambda}(R) + \frac{1}{N})$, then the DEC-NPAE* is consistent for any initial conditions.

Proof: The proof for DEC-NPAE is a direct consequence of Proposition 5 and Lemma 1, 2. Similarly for DEC-NPAE*, the proof follows from Proposition 5 and Lemma 1, 3.

5.2 Nearest Neighbor Decentralized Aggregation Methods

DALE: An alternative method to solve a linear system of algebraic equations, but for strongly connected (Assumption 1) and not strongly complete topology (Assumption 9) is DALE. The latter is an iterative method with identical setup to JOR $Hq = b$, where $H$ is a known matrix, $b$ a known vector, and $q$ an unknown vector. The $i$-th node knows: i) $i$-th row of $H_i = \text{row}_i(H_i) \in \mathbb{R}^1 \times M$; and ii) $i$-th entry of $b_i \in \mathbb{R}$. In addition, DALE is formulated as a consensus problem, where the goal for all agents is to obtain the same solution $q_i \in \mathbb{R}^M$ and not just an element of the unknown vector as in JOR. The DALE follows,

$$q_i^{(s+1)} = H_i^T (H_i H_i^T)^{-1} b_i + \frac{1}{\text{card}({\mathcal N}_i(t))} \sum_{j \in {\mathcal N}_i(t)} q_j^{(s)},$$

where $P_i = I_M - H_i^T (H_i H_i^T)^{-1} H_i \in \mathbb{R}^{M \times M}$ is the orthogonal projection onto the kernel of $H_i$. In addition, DALE can be executed in a time-varying network under Assumption 1.

Assumption 10 Matrix $H$ is full row rank.

Lemma 5 [Liu et al., 2018b, Theorem 3] Let Assumption 1, 10 hold. There exists a constant $\phi \in (0, 1)$ such that all $q_i^{(s)}$ converge to the solution for any initialization $q_i^{(0)}$ with worst case convergence speed $\phi^s$.

Remark 10 The convergence speed constant $\phi$ depends on the number of agents $M$ and the diameter of the graph $\text{diam}(G)$. The larger the fleet size and the diameter the slower the convergence.

Remark 11 The $i$-th node using DALE (38) exchanges information only with its neighbors $j \in {\mathcal N}_i$ and not with the whole network (see in contrast Remark 8 for JOR). In addition, DALE is concurrently a consensus algorithm and
The covariance of the new GP (Proposition 10) yields,

\[ C_{\theta,\mu} = \text{Cov}[\mu(x_\star), y(x_\star)] = \begin{bmatrix} K_{\mu} & k_{\mu,*}^T \\ k_{\mu,*} & k_{*,*} \\ \end{bmatrix}, \]

Figure 5: The structure of the proposed nearest neighbor decentralized aggregation methods. Blue dotted lines correspond to communication (strongly connected). The covariance-based nearest neighbor (CBNN) method identifies statistically correlated agents—in this illustration the CBNN set is \( \mathcal{V}_{\text{NN}} \in \{2, M - 1\} \). Next, a decentralized aggregation method among the DEC-PoE and DEC-BCM families is executed within the \( \mathcal{V}_{\text{NN}} \) nodes. After convergence, the predicted values are communicated to the rest agents of the network.

Algorithm 13 DEC-NN-PoE

Input: \( D_i(\mathbf{X}_i, y_i), \hat{\theta}, C_{\hat{\theta}, i}^{1}, \mathcal{N}_i, k, M, x_\star, \Delta, \eta_{\text{NN}} \)

Output: \( \mu_{\text{DEC-NN-PoE}}, \sigma_{\text{DEC-NN-PoE}}^2 \)

1: for each \( i \in \mathcal{V} \) do
2: \( [k_{\mu, \star}]_i \leftarrow \text{CrossCovCBNN}(\mathbf{x}_\star, k, \hat{\theta}, \mathbf{X}_i, C_{\hat{\theta}, i}^{1}) \) (39)
3: for each \( j \in \mathcal{N}_i \) do
4: if \( [k_{\mu, \star}]_j < \eta_{\text{NN}} \) then
5: \( \mathcal{N}_{\text{NN}, i} = \mathcal{N}_i \setminus j \)
6: \( j \leftarrow \text{flooding}(\mathcal{V}) \)
7: \( \mathcal{V}_{\text{NN}} = \mathcal{V} \setminus j \)
8: end if
9: end for
10: \( M_{\text{NN}} = \text{card}(\mathcal{V}_{\text{NN}}) \)
11: end for
12: DEC-PoE\( (D_i, \hat{\theta}, C_{\hat{\theta}, i}^{2}, \mathcal{N}_{i, \text{NN}}, k, M_{\text{NN}}, x_\star, \Delta) \)
13: communicate \( \mu_{\text{DEC-NN-PoE}} \) and \( \sigma_{\text{DEC-NN-PoE}}^2 \) to agents in \( \mathcal{V} \setminus \mathcal{V}_{\text{NN}} \)

updates the whole vector \( \mathbf{q}_i^{(s)} \in \mathbb{R}^M \), while JOR updates just the corresponding entry \( q_i^{(s)} \in \mathbb{R} \). Thus, DALE is equivalent to the operation of both JOR and DAC.

CBNN: To identify statistically correlated agents for a location of interest \( x_\star \), we introduce the covariance-based nearest neighbor (CBNN) method. Let every agent \( i \) have its own opinion for the location of interest \( \{\mu_1, \ldots, \mu_M\} \), where \( \mu_i = \text{E}[y(x_\star) | D_i, \theta] \) computed as a GP local mean (10). In other words, every agent makes a prediction \( \mu_i \) for the location of interest \( x_\star \) based on its local dataset \( D_i \). Then, we use the local mean values to form the mean dataset \( D_\mu = \{\{\mathbf{X}_i\}_{i=1}^M, \{\mu_i\}_{i=1}^M\} \) = \( \mathbf{X}, \mu \), where \( \mathbf{X}_i \in \mathbb{R}^{D \times N_i}, \mathbf{X} \in \mathbb{R}^{D \times N}, \mu_i \in \mathbb{R}, \) and \( \mu \in \mathbb{R}^M \).

Definition 2 Let the vector of random variables \( (\mu_1(x_\star), \ldots, \mu_M(x_\star), y(x_\star))^T \in \mathbb{R}^{M+1} \) to form a random process, where the first two moments exist with zero mean \( \mu_\mu = 0 \) and a finite covariance \( C_{\theta, \mu} \).

Proposition 10 [Bachoc et al., 2017, Proposition 3] The random process (Definition 2) approximates a GP, \( (\mu_1(x_\star), \ldots, \mu_M(x_\star), y(x_\star))^T \sim \mathcal{G}(\mu, \phi) \) as \( N \rightarrow \infty \).

The covariance of the new GP (Proposition 10) yields,

\[ C_{\theta, \mu} = \text{Cov} [\mu(x_\star), y(x_\star)] = \begin{bmatrix} K_{\mu} & k_{\mu,*}^T \\ k_{\mu,*} & k_{*,*} \\ \end{bmatrix}, \]
Algorithm 14 DEC-NN-gPoE

Input: \( D_i(x_i, y_i), \theta, C^{-1}_{\theta,i}, N_i, k, M, x, \Delta, \eta_{NN} \)

Output: \( \mu_{DEC-gPoE}, \sigma^2_{DEC-gPoE} \)

1: Identical to Algorithm 13 with routine DEC-PoE replaced by DEC-gPoE

Algorithm 15 DEC-NN-BCM

Input: \( D_i(x_i, y_i), \theta, C^{-1}_{\theta,i}, N_i, k, M, x, \Delta, \eta_{NN} \)

Output: \( \mu_{DEC-BCM}, \sigma^2_{DEC-BCM} \)

1: Identical to Algorithm 13 with routine DEC-PoE replaced by DEC-BCM

Algorithm 16 DEC-NN-rBCM

Input: \( D_i(x_i, y_i), \theta, C^{-1}_{\theta,i}, N_i, k, M, x, \Delta, \eta_{NN} \)

Output: \( \mu_{DEC-rBCM}, \sigma^2_{DEC-rBCM} \)

1: Identical to Algorithm 13 with routine DEC-PoE replaced by DEC-rBCM

where \( k_{ij,*} \in \mathbb{R}^M \) is the cross-covariance. Interestingly, the cross-covariance element of the \( i \)-th agent represents the correlation of a local dataset \( D_i \) to the location of interest \( x_* \), with a positive scalar number \( |k_{ij,*}| \in \mathbb{R}_{>0} \). Essentially, this means that when the corresponding entry tends to zero \( |k_{ij,*}| \to 0 \), then agent \( i \) is statistically uncorrelated to the location of interest \( x_* \). Every agent \( i \) can compute locally its cross-covariance element as,

\[
[k_{ij,*}] = k(x_i, x_*) C^{-1}_{\theta,i} k_{ij,*}, \tag{39}
\]

where \( k_{ij,*} = k(X_i, x_*) \). The workflow of CBNN is as follows. Every agent \( i \) computes its cross-covariance \( [k_{ij,*}] \) (39). When the correlation of agent \( i \) to the location of interest is below a threshold \( |k_{ij,*}| < \eta_{NN} \), then the agent does not take place to the aggregation of GP experts. In other words, the agent is not allowed to have an opinion on \( y(x_*) \). After all agents compute their correlation, the nearest neighbor subset of nodes is derived \( V_{NN} \subseteq V \) with \( M_{NN} = \text{card}(V_{NN}) \leq M \).

Lemma 6: Let the agents to operate in a spatial environment with input space of dimension \( D = 2 \). Let each agent \( i \) to collect local data \( D_i \) from a disjoint partition in stripes along the \( y \)-axis (Figure 10-(b)) and the network of agents to form a path graph topology (Figure 1-(a)). Then, the exclusion of agents from the aggregation using CBNN preserves network connectivity.

Proof: The proof is provided in Appendix B.3.

The advantages of using CBNN to identify statistically correlated agents are: i) the selection of nearest neighbors is justified through a covariance not just by using an arbitrary radius; ii) only the local dataset \( D_i \) is required to compute (39) with no data exchange, which satisfies Assumption 2; iii) the total communications are reduced, as a subset of the agents takes part to the aggregation \( V_{NN} \); iv) the DAC converges faster (Lemma 1); and v) the DALE can be employed as \( H \) is ensured to be full row rank.

5.2.1 DEC-NN-PoE Family

The decentralized nearest neighbor PoE (DEC-NN-PoE) family is identical to the DEC-PoE family with a CBNN selection as shown in Figure 5. The implementation details for DEC-NN-PoE are given in Algorithm 13 and for DEC-NN-gPoE in Algorithm 14. The workflow is as follows. Every agent \( i \) computes the local cross-covariance of CBNN \( [k_{ij,*}] \) (39) and evaluates its involvement to the aggregation (Algorithm 13-[Line 4]). After the CBNN terminates, the remaining agents \( V_{NN} \) run the DEC-PoE family routines (Algorithm 5, 6). Finally, the predicted values are transmitted to the agents that did not take part to the aggregation \( V \setminus V_{NN} \). The time and space computational complexity is identical to the local PoE family (Table 2). The communication complexity for both methods is \( O(2s_{DAC} \text{card}(V_{NN})) \). Both methods address Problem 3.

5.2.2 DEC-NN-BCM Family

The decentralized nearest neighbor BCM (DEC-NN-BCM) family is identical to the DEC-BCM family with a CBNN selection (Figure 5). The implementation details for DEC-NN-BCM are given in Algorithm 15, for DEC-NN-rBCM
We introduce the decentralized nearest neighbor NPAE (DEC-NN-NPAE) method to distribute the computations (20). After every DALE iteration, each agent \(i\) of NPAE (Figure 6). The DEC-NN-NPAE employs the CBNN and DALE (38) methods. By using CBNN, one method. When both DALE converge, each agent follows (20), (21) to recover the DEC-NN-NPAE mean and variance.

Algorithm 17 DEC-NN-grBCM

| Input: | \(D_{+i}(X_{+i}, y_{+i}), \theta, C_{\theta_{+i}}^{-1}, N_i, k, M, x_s, \Delta, \eta_{NN}\) |
| Output: | \(\mu_{\text{DEC-NN-grBCM}}, \sigma_{\text{DEC-NN-grBCM}}\) |

1. Identical to Algorithm 13 with routine DEC-PoE replaced by DEC-grBCM

![Figure 6: The structure of the proposed nearest neighbor decentralized aggregation methods. Blue dotted lines correspond to communication (strongly connected). The covariance-based nearest neighbor (CBNN) method identifies statistically correlated agents—in this illustration the CBNN set is \(V_{NN} = [2, M - 1]\). Next, a distributed algorithm for solving a linear system of equations (DALE) is executed within the \(V_{NN}\) nodes. After convergence, the predicted values are communicated to the rest agents of the network.](image)

in Algorithm 16, and for DEC-NN-grBCM in Algorithm 17. The time and space complexity is identical to the local complexity of the DEC-BCM family (Table 2). The communication complexity for DEC-NN-BCM and DEC-NN-rBCM is \(O(2^{\text{end}}\text{DAC} \text{card}(N_{NN,i}))\), while for DEC-NN-grBCM is \(O(3^{\text{end}}\text{DAC} \text{card}(N_{NN,i}))\). The DEC-NN-BCM and DEC-NN-rBCM methods address Problem 3, while DEC-NN-grBCM addresses Problem 4.

**Proposition 11** Let the Assumption 1, 3, 4, 5, 8 hold throughout the approximation. If \(\omega < 2/M\) then the DEC-NN-grBCM is consistent for any initialization.

**Proof:** The proof is a direct consequence of Proposition 4 and Lemma 1, 6.

### 5.2.3 DEC-NN-NPAE

We introduce the decentralized nearest neighbor NPAE (DEC-NN-NPAE) method to distribute the computations (20), (21) of NPAE (Figure 6). The DEC-NN-NPAE employs the CBNN and DALE (38) methods. By using CBNN, one can satisfy Assumption 10 and use the DALE. Thus, the DEC-NN-NPAE relaxes the strongly complete topology (Assumption 9) to a strongly connected topology (Assumption 1) as discussed in Remark 11. Implementation details are given in Algorithm 18. The workflow is as follows. First, each entity computes: i) the local cross covariance \(k_{i,j}\), (18); and ii) the cross-covariance of CBNN \(k_{V_{NN},i}\), (39). Next, we execute the CBNN routine to select the nearest neighbors. During the CBNN, if a criterion is met for an agent \(j\) to stay in idle (Algorithm 18-[Line 5]), it is removed from the list of agents \(V_{NN} = V \setminus j\); and if not, the corresponding element of the local cross covariance \(k_{i,j}\) is communicated to all other agents \(V_{NN} \setminus i\). When the CBNN routine terminates, we execute the DALE method on the nearest neighbors \(V_{NN}\). Similarly to DEC-NPAE, the inputs \(\{X_j\}_j \neq i\) and the local inverted covariance matrices \(\{C_{\theta_{+i}}^{-1}\}_j \neq i\) are communicated between CBNN agents. Next, we execute two parallel DALE algorithms with known matrix \(H = C_{\theta_{+i}}\) and known vectors: i) \(b = \mu_i\); and ii) \(b = k_A\). The first DALE is associated with the prediction mean \(\mu_{\text{DEC-NN-NPAE}}\) (Algorithm 18-[Line 24]) and the second with the variance \(\sigma_{\text{DEC-NN-NPAE}}^2\) (Algorithm 18-[Line 25]).

After every DALE iteration, each agent \(i\) communicates the computed vectors \(q_{\theta_{+i}}, q_{\sigma^2_{+i}}\) to its neighbors \(N_{NN,i}\) (Algorithm 18-[Line 23]). Next, we update the vectors \(q_{\theta_{+i}}, q_{\sigma^2_{+i}}\) (Algorithm 10-[Lines 24, 25]) with the DALE method. When both DALE converge, each agent follows (20), (21) to recover the DEC-NN-NPAE mean and variance. The local time and space complexity are identical to the local NPAE as shown in Table 2. Let \(s_{\text{DAC}}\) be the maximum...
Algorithm 18 DEC-NN-NPAE

Input: \( D_i(X_i, y_i), X, \theta, C_{\theta,i}^{-1}, N_i, k, M, x_s, \Delta, \eta_{NN} \)

Output: \( \mu_{DEC-NN-NPAE}, \sigma_{DECP-NN-NPAE}^2 \)

1. for each \( i \in V \) do
   2. \( [k_{A}]_i \leftarrow \text{crossCov}(x_s, k, \dot{\theta}, X_i, C_{\theta,i}^{-1}) \) (18)
   3. \( [k_{\mu}]_i \leftarrow \text{CrossCovCBNN}(x_s, k, \dot{\theta}, X_i, C_{\theta,i}^{-1}) \) (39)
   4. for each \( j \in N_i \) do
      5. if \( [k_{\mu}]_j < \eta_{NN} \) then
         6. \( \mathcal{N}_{NN,i} = \mathcal{N}_i \setminus j; \mathcal{V}_{NN} = \mathcal{V} \setminus j \)
         7. \( j \leftarrow \text{flooding}(\mathcal{V}_{NN}) \)
      8. else
      9. \( [k_A]_j \leftarrow \text{flooding}(\mathcal{V}_{NN}) \)
   10. end if
   11. end for
   12. end for
   13. for each \( i \in \mathcal{V}_{NN} \) do
      14. \( \mu_i \leftarrow \text{localMean}(x_s, k, \dot{\theta}, D_i, C_{\theta,i}^{-1}) \) (10)
      15. \( C_{\theta,i}^{-1}, X_i \leftarrow \text{flooding}(\mathcal{V}_{NN}) \)
      16. \( k_{NN,A} = [k_A]_i \cup \{[k_A]_j \}_{j \in \mathcal{V}_{NN}} \)
      17. \( \text{row}_{NN,i}(C_{\theta,A}) \leftarrow \text{localCov}(x_s, k, X, \dot{\theta}, \mathcal{V}_{NN}) \) (19)
      18. \( H_i = \text{row}_{NN,i}(C_{\theta,A}); M_{NN} = \text{card}(\mathcal{V}_{NN}) \)
      19. \( b_{\mu,i} = \mu_{NN,i}; b_{\sigma^2,i} = k_{NN,A} \)
      20. \( P_i = I_{M_{NN}} - H_i^T(H_i H_i^T)^{-1} H_i \)
      21. initialize \( q_{\mu,i}^{(0)} = b_{\mu,i} \odot H_i; q_{\sigma^2,i}^{(0)} = b_{\sigma^2,i} \odot H_i \)
      22. repeat \( \triangleright 2 \times \text{DALE} \)
      23. communicate \( q_{\mu,i}^{(s)}, q_{\sigma^2,i}^{(s)} \) to neighbors \( \mathcal{N}_{NN,i} \)
      24. \( q_{\mu,i}^{(s+1)} \leftarrow \text{DALE}(P_i, H_i, b_{\mu,i}, \{q_{\mu,j}^{(s)}\}_{j \in \mathcal{N}_{NN,i}, \mathcal{N}_{NN,i}}) \) (38)
      25. \( q_{\sigma^2,i}^{(s+1)} \leftarrow \text{DALE}(P_i, H_i, b_{\sigma^2,i}, \{q_{\sigma^2,j}^{(s)}\}_{j \in \mathcal{N}_{NN,i}, \mathcal{N}_{NN,i}}) \) (38)
      26. until maximin stopping criterion
      27. \( \mu_{DEC-NN-NPAE} = k_{NN,A}^{T} q_{\mu,i}^{\text{end}} \)
      28. \( \sigma_{DEC-NN-NPAE}^2 = \sigma^2(k(x_s, x_s) - k_{NN,A} q_{\sigma^2,i}^{\text{end}}) \)
   29. end for

The number of iterations of DALE to converge. The total communications during the CBNN yields \( O(M_{NN}) \) and during \( \text{DALE} O(2^{\text{end}_{\text{DALE}}} \text{card}(\mathcal{N}_{NN,i}) + M_{NN} N_i^2 + M_{NN} D_i) = O(2^{\text{end}_{\text{DALE}}} \text{card}(\mathcal{N}_{NN,i}) + M_{NN}(N^2/M_{NN}^2 + DN/M_{NN})) \) for all \( i \in \mathcal{V}_{NN} \). DEC-NN-NPAE addresses Problem 4.

Proposition 12 Let Assumption 1, 3, 4, 8 hold throughout the approximation. Then, the DEC-NN-NPAE is consistent for any initialization of DALE.

Proof: The proof is a direct consequence of Proposition 5 and Lemma 5, 6.

6 Numerical Experiments

In this section, we perform numerical experiments to illustrate the efficiency of the proposed methods. Synthetic data with known hyper-parameters values are employed to evaluate the GP training methods in four aspects: i) hyperparameter estimation accuracy; ii) computation time per agent; iii) communications per agent; and iv) comparison with centralized GP training techniques. A real-world dataset of sea surface temperature (SST) [JPL MUR MEaSUREs Project, 2015, Chin et al., 2017] is used to assess the GP prediction algorithms in four aspects: i) prediction accuracy; ii) uncertainty quantification; iii) communications per agent; and iv) comparison with aggregation of GP experts methods. All numerical experiments are conducted in MATLAB using the GPML package [Rasmussen and Nickisch, 2010] on an Intel Core i7-6700 CPU @3.40 GHz with 32.0 GB memory RAM.
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Figure 7: Five replications of the synthetic GP with known hyper-parameter values \( \theta = (1.2, 0.3, 1.3, 0.1)^\top \) for \( N = 8, 100 \) data.

Figure 8: Accuracy of GP hyper-parameter training using \( N = 8, 100 \) data for four fleet sizes and 10 replications. The true values are demonstrated with a black dotted line. The existing GP training methods are shown in blue boxes (FULLGP, FACT-GP [Deisenroth and Ng, 2015], g-FACT-GP [Liu et al., 2018a], c-GP [Xu et al., 2019], apx-GP [Xie et al., 2019]) and the proposed in maroon boxes (gapx-GP, DEC-c-GP, DEC-apx-GP, and DEC-gapx-GP).

6.1 Decentralized GP Training

We generate two sets of data with total size \( N = 8, 100 \) and \( N = 32, 400 \) using the observation model (1) and the separable squared exponential covariance function (2) with hyper-parameter values \( \theta = (l_1, l_2, \sigma_f, \sigma_\epsilon)^\top = (1.2, 0.3, 1.3, 0.1)^\top \). For every set of random functions we perform 10 replications to avoid random assignment of data. An example of five replications for \( N = 8, 100 \) data is presented in Figure 7. Note that the smaller the length-scale \( l \), the more wiggly is the random function. Since \( l_2 < l_1 \), the profile of the produced random functions is more uneven along the \( y \)-axis rather than the \( x \)-axis. Next, we equally partition the space of interest \( S = [0, 2]^2 \) along the \( x \)-axis according to fleet sizes \( M = \{4, 10, 20, 40\} \), and assign local datasets that lie in the corresponding local space, e.g., for \( M = 10 \) agents see Figure 10-(b). We compare the centralized GP training methods FACT-GP [Deisenroth and Ng, 2015], g-FACT-GP [Liu et al., 2018a], c-GP [Xu et al., 2019], and apx-GP [Xie et al., 2019] to the proposed gapx-GP. In addition, we include in the comparison the proposed decentralized GP training methods DEC-c-GP, DEC-apx-GP, and DEC-gapx-GP. All decentralized GP training methods follow a path graph topology as depicted in Figure 1. Thus, the maximum degree of the graph is \( \Delta = 2 \) and its diameter \( \text{diam}(\mathcal{G}) = M - 1 \). All methods start from the same initial vector value \((l_1^{(0)}, l_2^{(0)}, \sigma_f^{(0)}, \sigma_\epsilon^{(0)})^\top = (2, 0.5, 1, 1)^\top \). The penalty parameter of the augmented Lagrangian is set to \( \rho = 500 \), the decentralized ADMM tolerance for convergence \( \text{TOL}_{\text{ADMM}} = 10^{-3} \), the positive Lipschitz constant of the approximation (25) \( L_i = 5,000 \), and the regulation positive constant of the approximation (31) \( \kappa_i = 5,000 \) for all \( i \in \mathcal{V} \). For the nested optimization problem of c-GP (24b) and DEC-c-GP (30b) we use gradient descent with
Table 6: Time & Communication Rounds of GP Training Methods

| M  | Method                      | $N = 8, 100$       | $N = 32, 400$       |
|----|-----------------------------|-------------------|---------------------|
|    | Time [s] | Comms $s_{\text{end}}$ | Time [s] | Comms $s_{\text{end}}$ |
|----|--------|--------------------------|--------|--------------------------|
| 4  | FULL-GP | 2,114.2 - - - - - - - - - | 2,361.9 | 196.0 - - - - - - - - - |
|    | FACT-GP [Deisenroth and Ng, 2015] | 75.9 186.0 | 2,361.9 | 196.0 - - - - - - - - - |
|    | g-FACT-GP [Liu et al., 2018a] | 332.1 160.0 | >3,000 | - - - - - - - - - - - |
|    | c-GP [Xu et al., 2019] | 404.1 141.4 | - - | - - - - - - - - - - - |
|    | apx-GP [Xie et al., 2019] | 26.8 43.6 | 817.6 | 45.2 - - - - - - - - - |
|    | gapx-GP | 67.3 39.7 | 2,074.2 | 42.1 - - - - - - - - - |
|    | DEC-c-GP | 414.1 100 | - - | - - - - - - - - - - - |
|    | DEC-apx-GP | 61.9 100 | 1,821.3 | 100 - - - - - - - - - |
|    | DEC-gapx-GP | 328.1 100 | >3,000 | - - - - - - - - - - - |

| 10 | FACT-GP [Deisenroth and Ng, 2015] | 9.8 179.6 | 228.2 | 194.2 - - - - - - - - - |
|    | g-FACT-GP [Liu et al., 2018a] | 31.8 131.8 | 1,035.6 | 155.2 - - - - - - - - - |
|    | c-GP [Xu et al., 2019] | 92.1 193.8 | - - | - - - - - - - - - - - |
|    | apx-GP [Xie et al., 2019] | 3.8 47.8 | 88.8 | 46.8 - - - - - - - - - |
|    | gapx-GP | 15.1 42.2 | 522.2 | 44.3 - - - - - - - - - |
|    | DEC-c-GP | 82.4 100 | - - | - - - - - - - - - - - |
|    | DEC-apx-GP | 8.4 100 | 188.8 | 100 - - - - - - - - - |
|    | DEC-gapx-GP | 38.5 100 | 1,123.4 | 100 - - - - - - - - - |

| 20 | FACT-GP [Deisenroth and Ng, 2015] | 2.6 172.6 | 46.6 | 226.2 - - - - - - - - - |
|    | g-FACT-GP [Liu et al., 2018a] | 7.0 127.2 | 199.4 | 167.6 - - - - - - - - - |
|    | c-GP [Xu et al., 2019] | 31.4 127.8 | - - | - - - - - - - - - - - |
|    | apx-GP [Xie et al., 2019] | 1.3 56.2 | 8.3 | 49.8 - - - - - - - - - |
|    | gapx-GP | 4.1 50.6 | 85.8 | 45.6 - - - - - - - - - |
|    | DEC-c-GP | 30.4 100 | - - | - - - - - - - - - - - |
|    | DEC-apx-GP | 2.2 100 | 36.9 | 100 - - - - - - - - - |
|    | DEC-gapx-GP | 8.1 100 | 185.8 | 100 - - - - - - - - - |

| 40 | FACT-GP [Deisenroth and Ng, 2015] | 0.5 139.6 | 9.1 | 160.0 - - - - - - - - - |
|    | g-FACT-GP [Liu et al., 2018a] | 1.8 112.2 | 30.9 | 128.6 - - - - - - - - - |
|    | c-GP [Xu et al., 2019] | 8.9 66.6 | - - | - - - - - - - - - - - |
|    | apx-GP [Xie et al., 2019] | 0.3 56.4 | 4.6 | 54.4 - - - - - - - - - |
|    | gapx-GP | 1.2 51.2 | 17.9 | 49.2 - - - - - - - - - |
|    | DEC-c-GP | 9.1 100 | - - | - - - - - - - - - - - |
|    | DEC-apx-GP | 0.5 100 | 8.2 | 100 - - - - - - - - - |
|    | DEC-gapx-GP | 2.5 100 | 36.4 | 100 - - - - - - - - - |

Note: All decentralized GP training methods terminate after $s_{\text{end}} = 100$ predetermined communication rounds (Remark 7), yielding identical communication complexity (Table 4). Any algorithm that takes over 3,000 s to be executed is terminated.
estimation of DEC-gapx-GP is the most accurate. Both DEC-apx-GP and DEC-c-GP provide reasonable estimates for all hyper-parameters other than $l_1$ which is inaccurate. The lowest computation per entity is measured for DEC-apx-GP, while the most accurate method DEC-gapx-GP requires four times more computations than DEC-apx-GP. For $M = 40$ agents, the proposed gapx-GP produces the most accurate hyper-parameter estimates with only g-FACT-GP competing with reasonable accuracy. However, g-FACT-GP requires more computation time per agent and exchanges double the amount of messages to converge than the proposed gapx-GP. From the proposed decentralized methods, only DEC-gapx-GP is accurate (Remark 5) and requires reasonable computation per agent.

We present the boxplots of the estimated hyper-parameters using $N = 32, 400$ data and for all fleet sizes in Figure 9, while in Table 6 we list the corresponding computation time per agent as well as the communication rounds. The FULL-GP, c-GP, and DEC-c-GP methods are not implemented for $N = 32, 400$ data, as we expect significantly high computation time (Remark 4) for convergence. Among the feasible centralized methods for $N = 32, 400$ data, apx-GP and gapx-GP are more accurate than FACT-GP. All methods are computationally expensive as each agent $i$ is assigned with $N_i = 32, 400/4 = 8, 100$ data, yet apx-GP is the fastest. Regarding the decentralized methods, DEC-apx-GP is the only feasible method and produces accurate hyper-parameter estimates. As we increase the number of agents ($M = 10$ and $M = 20$ agents), the number of data is distributed to local agents, and thus g-FACT-GP and DEC-gapx-GP can be implemented. Since the number of data is high, all centralized methods produce accurate hyper-parameters estimates. Yet, apx-GP is computationally more efficient. Although the proposed gapx-GP requires more time to converge, the communication overhead is the least. Among the decentralized methods, DEC-gapx-GP is more accurate, but computationally more demanding than DEC-apx-GP. For the case of $M = 40$ agents, the most accurate centralized hyper-parameter estimator is the gapx-GP with the lowest information exchange requirements. The fastest centralized method is the apx-GP, yet its accuracy is moderate. Regarding the decentralized methods, DEC-gapx-GP remains accurate and requires reasonable computation time.

Overall, for $N = 8, 100$ the proposed gapx-GP is the most accurate centralized GP training method, especially as the fleet size increases. Moreover, gapx-GP requires reasonable computations and it is the most efficient method with respect to communication. Among the proposed decentralized GP training methods, DEC-gapx-GP is the most accurate method, yet DEC-apx-GP produces competitive hyper-parameter estimates for medium and small fleet size. DEC-apx-GP is the fastest decentralized GP training method, while DEC-gapx-GP is more demanding, yet requires reasonable computational resources. In principle, as we increase the number of agents, the computation is distributed and thus yields lower computation time per agent. Note that the hyper-parameter estimation accuracy improves as we obtain more data which leads to higher accuracy for $N = 32, 400$ data (Remark 6). Some techniques are not scalable.
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Figure 10: (a) SST field [JPL MUR MEaSUREs Project, 2015]; (b) Observations of each agent for \( M = 10 \).

for the larger dataset \( N = 32,400 \), especially when the fleet size is small \( M = 4 \). However, for larger fleet size the distribution of data facilitates the execution of most methods. Among the centralized methods, apx-GP is accurate and requires significantly less computational time for small fleet size, but as we increase the number of agents the proposed gapx-GP becomes computationally more efficient and remains accurate. Similarly, DEC-apx-GP is accurate and computationally less demanding for small fleet size, but DEC-gapx-GP becomes more computationally efficient as we distribute the data to more agents.

6.2 Decentralized GP Prediction

We use a real-world dataset of sea surface temperature (SST) [JPL MUR MEaSUREs Project, 2015, Chin et al., 2017]. We extract 122,500 SST values from \((36.4^\circ, -73.0^\circ)\) to \((40.0^\circ, -69.4^\circ)\) measured in Kelvins. The area corresponds to \(400 \text{ km} \times 400 \text{ km}\) of the Atlantic ocean and for demonstration is normalized over \([0, 1]^2\) (Figure 10-(a)). Additionally, we add iid noise \( \epsilon \sim \mathcal{N}(0, 0.25) \) to the observations (1). We use 20,000 observations, equally distributed for four fleet sizes \( M = \{4, 10, 20, 40\} \). An example of data distribution assignment for \( M = 10 \) agents is shown in Figure 10-(b).

The GP training of the hyper-parameters is performed with the DEC-gapx-GP method. We employ 13 techniques over \( N_t = 100 \) prediction points: i) DEC-PoE with path graph; ii) DEC-NN-PoE with path graph; iii) DEC-gPoE with path graph; iv) DEC-NN-gPoE with path graph; v) DEC-BCM with path graph; vi) DEC-NN-BCM with path graph; vii) DEC-rBCM with path graph; viii) DEC-NN-rBCM with path graph; ix) DEC-grBCM with path graph; x) DEC-NN-grBCM with path graph; xi) DEC-NPAE with strongly complete graph; xii) DEC-NPAE* with path graph and strongly complete graph; and xiii) DEC-NN-NPAE with path graph, where the graph types are shown in Figure 1. For every scenario we perform 15 replications to avoid random assignment of data.

The quality assessment is accomplished with two metrics. The root mean square error RMSE = \[1/N \sum_{i=1}^{N} (\mu(x_i) - y(x_i))^2\] assesses the prediction mean. The negative log predictive density NLPD = \[-1/N \sum_{i=1}^{N} \log p(y_i | D, x_i)\] characterizes the prediction mean and variance, where \(p(y_i | D, x_i)\) is the predictive distribution [Quinonero-Candela et al., 2005].

In Figure 11, we show the average RMSE and NLPD values for four fleet sizes and 15 replications using the decentralized PoE-based methods. Since the proposed algorithms DEC-PoE, DEC-NN-PoE; DEC-gPoE, and DEC-NN-gPoE approximate the PoE; and gPoE respectively, the optimal RMSE and NLPD values are that of PoE [Hinton, 2002] and gPoE [Cao and Fleet, 2014]. All PoE-based methods produce identical RMSE accuracy, illustrating that the proposed decentralized methods converge with almost zero approximation error. Indeed, PoE and gPoE have identical mean prediction values, validating Proposition 2. In terms of uncertainty quantification, DEC-PoE and DEC-NN-PoE are characterised by the same NLPD values with the PoE. Moreover, they all fail to report NLPD values for larger fleet sizes \((M = 20)\) and \(M = 40 \) agents), as the predictive variance of PoE (13) is additive and leads to overconfident results which subsequently yield infinite values of NLPD. Similarly, DEC-gPoE and DEC-NN-gPoE report identical NLPD values with the gPoE. Both nearest neighbor methods (DEC-NN-PoE and DEC-NN-gPoE) produce results that are indistinguishable to PoE and gPoE respectively, even though 42.5% of agents were excluded on average from the aggregation (Table 7).

In Figure 12, we present the average RMSE and NLPD values for four fleet sizes and 15 replications using the decentralized BCM-based methods. Since the proposed algorithms DEC-BCM, DEC-NN-BCM; DEC-rBCM, DEC-NN-rBCM; DEC-grBCM, and DEC-NN-grBCM approximate the BCM [Tresp, 2000]; rBCM [Deisenroth and Ng,
2015]; and grBCM [Liu et al., 2018a] respectively, the optimal RMSE and NLPD values are that of BCM, rBCM and grBCM. We observe that DEC-BCM and DEC-NN-BCM converge to BCM as they report identical RMSE and NLPD values. Similarly, for the rest decentralized methods, i.e., DEC-rBCM, DEC-NN-rBCM converge to rBCM, and DEC-grBCM, DEC-NN-grBCM converge to grBCM with almost zero approximation error. All nearest neighbor methods DEC-NN-BCM, DEC-NN-rBCM, and DEC-NN-grBCM make identical predictions to BCM, rBCM, and grBCM, although a subset of agents are selected to participate in the prediction.

The average RMSE and NLPD values for four fleet sizes and 15 replications using the decentralized NPAE-based methods are presented in Figure 13, 14. The difference between Figure 13 and Figure 14 is that the latter demonstrates methods in a strongly connected network topology (path graph), while the former methods in a strongly complete network topology (see Figure 1 for differences). Since the proposed algorithms DEC-NPAE, DEC-NPAE*, and DEC-NN-NPAE approximate the NPAE, the optimal RMSE and NLPD values are that of NPAE [Rullière et al., 2018]. The main difference of DEC-NPAE and DEC-NPAE* lies in the estimation of the optimal relaxation factor rather than selecting the relaxation factor based on the fleet size (Remark 9). All DEC-NPAE, DEC-NPAE*, and DEC-NN-NPAE produce an approximation error, and thus they do not converge to the optimal RMSE and NLPD values of NPAE. More specifically, DEC-NPAE* has the smallest approximation error (Figure 13), while DEC-NN-NPAE reports high approximation error (Figure 14). Since $s_{end}^{e} + s_{end}^{JOR} < s_{end}^{e}$, the DEC-NPAE* converges faster than DEC-NPAE. This advocates that the proposed scheme to estimate the optimal relaxation factor before implementing the JOR, is more efficient both in speed and accuracy. Thus, the proposed method outperforms other approaches that employ the JOR [Cortés, 2009, Choi et al., 2015, Choudhary et al., 2017].

In Table 7, we compare the average computation time for each agent and the communication rounds of all nearest neighbor methods on a path graph network topology. In addition, we compute the average number of nearest neighbors.
from 15 replications that participate in the prediction $M_{NN}$ for all $N = 100$ prediction points of each fleet size. The results reveal a 42.5% agent reduction with no approximation error for DEC-NN-PoE, DEC-NN-gPoE, DEC-NN-BCM, DEC-NN-rBCM, and DEC-NN-grBCM (Figure 11, 12); and significant approximation error for DEC-NN-NPAE (Figure 14). The computation time per agent and the communication rounds are similar for all methods other than the DEC-NN-NPAE. Thus, DEC-NN-NPAE is insufficient in accuracy, computation time per agent, and communications, while all other decentralized nearest neighbor methods report optimal RMSE and NLPD values, scalable computation time, and require little information exchange.

In Figure 15, we compare five out of the 13 proposed methods that produce accurate predictions and properly quantify the uncertainty. The comparison includes the DEC-NN-gPoE, DEC-NN-rBCM, DEC-NN-grBCM, DEC-NPAE*, and DEC-NN-NPAE for all fleet sizes in a path graph topology. Accuracy is evaluated with RMSE, uncertainty quantification with NLPD, communication complexity with communication rounds, and scalability with computation time per agent. In terms of accuracy all methods perform well by producing low RMSE values for small fleet sizes. However, as we increase the the number of agents only DEC-NN-rBCM, DEC-NN-grBCM, and DEC-NPAE* recover good accuracy with the later being the most accurate. Similarly for uncertainty quantification, all methods quantify satisfactorily the uncertainty by reporting low NLPD values for small fleet size. Yet, as the fleet sizes increases only DEC-NN-gPoE, DEC-NN-grBCM, and DEC-NPAE* maintain good level of uncertainty quantification with DEC-NPAE* being the best. Inter-agent communication favors DEC-NN-gPoE, DEC-NN-rBCM, and DEC-NN-grBCM for all fleet sizes. Notably the most accurate method both in terms of RMSE and NLPD (DEC-NPAE*) requires signification information exchange to converge. In terms of scalability, DEC-NN-gPoE, DEC-NN-rBCM, and DEC-NN-grBCM are executed very fast, while DEC-NPAE* requires reasonable computations. A qualitative assessment of the comparison in Figure 15 for all four aspects is presented on Table 8. The results reveal that DEC-NN-grBCM is overall the best decentralized GP prediction method; DEC-NPAE* is an accurate method, quantifies the uncertainty well, and entails reasonable
### Table 7: Decentralized CBNN Aggregation Methods

| $M$ | Method          | Nearest Neighbors $M_{NN}$ | Time per Agent [s] | Comms $s_{emd}$ |
|-----|-----------------|-----------------------------|--------------------|-----------------|
| 4   | DEC-NN-PoE      | 2.3±0.1                     | 0.0312             | 3.6             |
|     | DEC-NN-gPoE     |                             | 0.0339             | 3.6             |
|     | DEC-NN-BCM      |                             | 0.0323             | 3.6             |
|     | DEC-NN-rBCM     |                             | 0.0469             | 3.6             |
|     | DEC-NN-grBCM    |                             | 0.0516             | 3.6             |
|     | DEC-NN-NPAE     |                             | 1.1683             | 69.4            |
| 10  | DEC-NN-PoE      | 5.7±0.2                     | 0.0122             | 7.2             |
|     | DEC-NN-gPoE     |                             | 0.0121             | 7.2             |
|     | DEC-NN-BCM      |                             | 0.0126             | 7.2             |
|     | DEC-NN-rBCM     |                             | 0.0172             | 7.2             |
|     | DEC-NN-grBCM    |                             | 0.0167             | 7.2             |
|     | DEC-NN-NPAE     |                             | 0.4844             | 247.2           |
| 20  | DEC-NN-PoE      | 11.3±0.4                    | 0.0087             | 6.8             |
|     | DEC-NN-gPoE     |                             | 0.0083             | 6.8             |
|     | DEC-NN-BCM      |                             | 0.0086             | 6.8             |
|     | DEC-NN-rBCM     |                             | 0.0126             | 7.0             |
|     | DEC-NN-grBCM    |                             | 0.0124             | 7.0             |
|     | DEC-NN-NPAE     |                             | 0.2698             | 625.6           |
| 40  | DEC-NN-PoE      | 23.6±1.1                    | 0.0052             | 7.4             |
|     | DEC-NN-gPoE     |                             | 0.0049             | 7.4             |
|     | DEC-NN-BCM      |                             | 0.0051             | 7.4             |
|     | DEC-NN-rBCM     |                             | 0.0073             | 7.4             |
|     | DEC-NN-grBCM    |                             | 0.0071             | 7.4             |
|     | DEC-NN-NPAE     |                             | 2.7009             | 1,824.1         |

### Table 8: Qualitative Assessment of Decentralized GP Methods

| Method          | RMSE Accuracy | NLPD Accuracy | Comms | Scalable |
|-----------------|---------------|---------------|-------|----------|
| DEC-NN-gPoE     | Moderate      | Moderate      | Excellent | Excellent |
| DEC-NN-rBCM     | Excellent     | Bad           | Excellent | Excellent |
| DEC-NN-grBCM    | Excellent     | Excellent     | Bad     | Moderate |
| DEC-NPAE*       | Excellent     | Excellent     | Bad     | Moderate |
| DEC-NN-NPAE     | Bad           | Moderate      | Moderate | Bad      |

computations, but requires significant communication; and DEC-NN-rBCM is accurate, scalable, requires little information exchange, but quantifies the uncertainty poorly.

### 7 Conclusion and Future Work

This paper proposes methods to implement GPs in decentralized networks that cover a broad spectrum of multi-agent learning applications. The proposed methods can be employed both for decentralized GP training and decentralized GP prediction on various fleet sizes with different computation and communication capabilities of local agents. We use distributed optimization methods of ADMM to perform accurate and scalable GP training in networks. More specifically, a closed-form solution of the decentralize ADMM is derived for the case of GP hyper-parameter training with maximum likelihood estimation. DEC-apx-GP is shown to achieve competitive accuracy in hyper-parameter estimates for small and medium fleet sizes, while DEC-gapx-GP produces accurate hyper-parameter estimates for all fleet sizes with reasonable computations of local entities. Additionally, we propose a centralized GP training method, the gapx-GP, that improves the accuracy of hyper-parameter estimates for medium and large fleet sizes, entails reasonable computations, and requires little information exchange. Next, we use iterative and consensus protocols to decentralize the implementation of various aggregation of GP experts methods. We propose 13 techniques that can be used in
Figure 15: Comparison of accuracy, uncertainty quantification, communication rounds \( s^{\text{end}} \), and computation time per agent for four fleet sizes and 15 replications on decentralized GP predictions at \( N t = 100 \) unknown locations using \( N = 20,000 \) observations in a path graph network topology. Lower RMSE and NLPD values indicate better accuracy and better uncertainty quantification respectively. The comparison includes the five best decentralized GP prediction methods out of the 13 proposed methods.

Various applications depending on the fleet size, the computational resources of local agents, and the communication capabilities. Moreover, we introduce a nearest neighbor selection method, namely CBNN, that excludes agents with no statistical correlation from the GP prediction. Although the CBNN achieves on average 42.5% agent reduction, it does not sacrifice prediction accuracy, and leads to significant computation and communication reduction. Most of the proposed decentralized GP prediction methods converge to the optimal values without reporting approximation error for all fleet sizes. The decentralized NPAE-based methods converge with approximation error, yet for DEC-NPAE\( ^* \) the error is insignificant. DEC-NPAE\( ^* \) and DEC-NN-grBCM are the most competitive methods for all fleet sizes both in terms of accuracy and uncertainty quantification, yet DEC-NN-grBCM is also scalable with low communication overhead.
A Gradients

A.1 Partial derivative of covariance matrix

The partial derivative of the covariance matrix in (4) is computed with respect to each hyperparameter as $\partial C_\theta / \partial \theta = (\partial C_\theta / \partial l_1, \partial C_\theta / \partial l_2, \ldots, \partial C_\theta / \partial l_D, \partial C_\theta / \partial \sigma_f, \partial C_\theta / \partial \sigma_e)^T \in \mathbb{R}^{(D+2)N \times N}$. In particular, for each length-scale $l_d$ we obtain,

$$
\left[ \frac{\partial C_\theta}{\partial l_d} \right]_{ij} = \sigma_f^2 \left[ \exp \left\{ - \sum_{d=1}^{D} \frac{(x_{di} - x_{dj})^2}{l_d^2} \right\} \frac{2(x_{di} - x_{dj})^2}{l_d^3} \right]_{ij}
$$

where $\partial C_\theta / \partial l_d \in \mathbb{R}^{N \times N}$. For the signal variance we get,

$$
\left[ \frac{\partial C_\theta}{\partial \sigma_f} \right]_{ij} = 2\sigma_f \left[ \exp \left\{ - \sum_{d=1}^{D} \frac{(x_{di} - x_{dj})^2}{l_d^2} \right\} \right]_{ij} = \frac{2[K]_{ij} (x_{di} - x_{dj})^2}{l_d^3},
$$

where $\partial C_\theta / \partial \sigma_f \in \mathbb{R}^{N \times N}$. Note that we express the partial derivatives as functions of the correlation matrix $K$, because it has already been computed to construct the covariance matrix, i.e., $C_\theta = K + \sigma^2_f I_N$. Lastly, for the noise variance $\partial C_\theta / \partial \sigma_e = 2\sigma_e I_N \in \mathbb{R}^{N \times N}$.

A.2 Gradient for nested problem of DEC-c-GP

Let the objective for the nested optimization problem (30b) of the DEC-c-GP to be $K = L_i(\theta_i) + \theta_i^T p_i^{(s+1)} + \rho \sum_{j \in N_i} \| \theta_i - (\theta_i^{(s)} + \theta_j^{(s)})/2 \|^2_2$, then its gradient yields,

$$
\frac{\partial K}{\partial \theta_i} = \nabla_{\theta_i} L_i(\theta_i) + p_i^{(s+1)} + 2\rho \sum_{j \in N_i} \theta_i - \frac{\theta_i^{(s)} + \theta_j^{(s)}}{2}.
$$

Note that $\nabla_{\theta_i} L_i$ can be computed as in Appendix A.1.

B Proofs

B.1 Proof of Proposition 2

The prediction mean value of any agent $i$ using PoE yields,

$$
\mu_{\text{PoE}}(x_*) = \sigma_{\text{PoE}}^2(x_*) \sum_{i=1}^{M} \beta_i \sigma_i^{-2}(x_*) \mu_i(x_*)
$$

$$
= \left( \sum_{i=1}^{M} \beta_i \sigma_i^{-2}(x_*) \right)^{-1} \sum_{i=1}^{M} \beta_i \sigma_i^{-2}(x_*) \mu_i(x_*)
$$

$$
= \sum_{i=1}^{M} \sigma_i^2(x_*) \sum_{i=1}^{M} \sigma_i^{-2}(x_*) \mu_i(x_*).
$$
The prediction mean of the $i$-th agent using gPoE yields,

$$\mu_{\text{gPoE}}(x_*) = \sigma^2_{\text{gPoE}}(x_*) \sum_{i=1}^{M} \beta_i \sigma^{-2}_i(x_*) \mu_i(x_*)$$

$$= \left( \sum_{i=1}^{M} \beta_i \sigma^{-2}_i(x_*) \right)^{-1} \sum_{i=1}^{M} \beta_i \sigma^{-2}_i(x_*) \mu_i(x_*)$$

$$= \left( \frac{1}{M} \right) \sum_{i=1}^{M} \frac{1}{M} \sum_{i=1}^{M} \sigma^2_i(x_*) \sum_{i=1}^{M} \sigma^{-2}_i(x_*) \mu_i(x_*)$$

$$= \sum_{i=1}^{M} \sigma^2_i(x_*) \sum_{i=1}^{M} \sigma^{-2}_i(x_*) \mu_i(x_*)$$

Hence, from (40), (41) $\mu_{\text{gPoE}}(x_*) = \mu_{\text{gPoE}}(x_*)$ for all $i \in \mathcal{V}$.

**B.2 Proof of Theorem 1**

Let us employ the local objective of (32) as,

$$Q_i(\theta_i) = \nabla^T_i \mathcal{L}_i \left( \theta_i^{(s)} \right) \left( \theta_i - \theta_i^{(s)} \right) + \frac{K_i}{2} \left\| \theta_i - \theta_i^{(s)} \right\|_2^2 + \theta_i \mathcal{P}_i^{(s+1)} + \rho \sum_{j \in \mathcal{N}_i} \left\| \theta_i - \frac{\theta_i^{(s)} + \theta_j^{(s)}}{2} \right\|_2^2,$$

where $Q_i : \mathbb{R}^{D+2} \rightarrow \mathbb{R}$. Next, factor out the optimizing parameter $\theta_i$ to obtain,

$$Q_i(\theta_i) = \nabla^T_i \mathcal{L}_i \left( \theta_i^{(s)} \right) \theta_i - c_1 + \frac{K_i}{2} \left( \theta_i^T \theta_i - 2 \theta_i^T \theta_i^{(s)} + c_2 \right) + \theta_i \mathcal{P}_i^{(s+1)} + T_i$$

$$= \theta_i^T \left( \nabla \mathcal{L}_i \left( \theta_i^{(s)} \right) - \kappa_i \theta_i^{(s)} + \mathcal{P}_i^{(s+1)} \right) + \frac{K_i}{2} \theta_i^T \theta_i + T_i,$$

where $T_i = \rho \sum_{j \in \mathcal{N}_i} \left\| \theta_i - (\theta_i^{(s)} + \theta_j^{(s)})/2 \right\|_2^2$, $c_1 = -\nabla \mathcal{L}_i \left( \theta_i^{(s)} \right) \theta_i^{(s)}$, and $c_2 = \theta_i^T \theta_i^{(s)}$. Note that $c_1$, $c_2$ are constants with respect to the optimizing parameter $\theta_i$ and thus irrelevant to the problem. For any strongly connected graph topology, the term $T_i$ can be expressed as,

$$T_i = \rho \sum_{j \in \mathcal{N}_i} \left\| \theta_i - \frac{\theta_i^{(s)} + \theta_j^{(s)}}{2} \right\|_2^2$$

$$= \rho \sum_{j \in \mathcal{N}_i} \theta_i^T \theta_i - \rho \sum_{j \in \mathcal{N}_i} \theta_i^T \theta_i^{(s)} + \theta_i^T \theta_j^{(s)}$$

$$= \rho \text{card}(\mathcal{N}_i) \theta_i^T \theta_i - \rho \text{card}(\mathcal{N}_i) \theta_i^T \theta_i^{(s)} - \rho \theta_i^T \sum_{j \in \mathcal{N}_i} \theta_j^{(s)}$$

$$= \text{card}(\mathcal{N}_i) \rho \theta_i^T \theta_i - \rho \theta_i^T \left( \text{card}(\mathcal{N}_i) \theta_i^{(s)} + \sum_{j \in \mathcal{N}_i} \theta_j^{(s)} \right).$$
where \( c_3 = (1/4)(\theta_i^{(s)} + \theta_j^{(s)})^T(\theta_i^{(s)} + \theta_j^{(s)}) \) is a constant for the optimizing parameter \( \theta_i \) and thus ignored. The local objective \( Q_i \) by combining (42), (43) results in,

\[
Q_i(\theta_i) = \theta_i^T \left( \nabla_{\theta_i} L_i \left( \theta_i^{(s)} \right) - \kappa_i \theta_i^{(s)} + p_i^{(s+1)} \right) + \frac{\kappa_i}{2} \theta_i^T \theta_i + \text{card}(N_i) \rho \theta_i^T \theta_i \\
- \rho \theta_i^T \left( \text{card}(N_i) \theta_i^{(s)} + \sum_{j \in N_i} \theta_j^{(s)} \right)
\]

\[
= \theta_i^T \left( \nabla_{\theta_i} L_i \left( \theta_i^{(s)} \right) - \left( \kappa_i + \text{card}(N_i) \rho \right) \theta_i^{(s)} + p_i^{(s+1)} - \rho \sum_{j \in N_i} \theta_j^{(s)} \right)
\]

\[
+ \left( \frac{\kappa_i}{2} + \text{card}(N_i) \rho \right) \theta_i^T \theta_i.
\]

(44)

Next, we show that the local objective \( Q_i \) (44) is a convex function in a quadratic form [Boyd et al., 2004] by computing its Hessian,

\[
\mathcal{H}_{Q_i} = \frac{\partial^2 Q_i}{\partial \theta_i^2} = (\kappa_i + 2\text{card}(N_i) \rho) I_{D+2} \succ 0.
\]

Since the local objective \( Q_i \) is convex and quadratic, we can obtain a closed-form solution by computing the first derivative,

\[
\frac{\partial Q}{\partial \theta_i} = \nabla_{\theta_i} L_i \left( \theta_i^{(s)} \right) - \left( \kappa_i + \text{card}(N_i) \rho \right) \theta_i^{(s)} + p_i^{(s+1)} - \rho \sum_{j \in N_i} \theta_j^{(s)} + 2 \left( \frac{\kappa_i}{2} + \text{card}(N_i) \rho \right) \theta_i,
\]

and then set \( \partial Q / \partial \theta_i = 0 \), which yields,

\[
\theta_i = \frac{1}{\kappa_i + 2\text{card}(N_i) \rho} \left( \rho \sum_{j \in N_i} \theta_j^{(s)} - \nabla_{\theta_i} L_i \left( \theta_i^{(s)} \right) + (\kappa_i + \text{card}(N_i) \rho) \theta_i^{(s)} - p_i^{(s+1)} \right).
\]

The rest proof is a direct consequence of [Chang et al., 2014, Theorem 1].

**B.3 Proof of Lemma 6**

First, we show that the separable squared exponential kernel (2) is a monotonically decreasing function. Let any two observations \( x_1, x_2 \) and a location of interest \( x^* \) with \( \|x^* - x_1\|^2 > \|x^* - x_2\|^2 \). The covariance function of the first observations takes the form of,

\[
k(x_1, x^*) = \sigma_f^2 \exp \left\{ - \frac{\sum_{d=1}^D (x_{1,d} - x_{1,d})^2}{l_d^2} \right\}
\]

\[
= \sigma_f^2 \exp \left\{ - \frac{(x_{1,1} - x_{1,1})^2}{l_1^2} + \frac{(x_{1,2} - x_{1,2})^2}{l_2^2} \right\}.
\]

(45)

Since the agents collect data in stripes along \( y \)-axis and the network topology is a path graph, the length-scales of the covariance function (2) are the same \( l_1 = l_2 = l \). Note that this applies only for the CBNN selection subroutine. Thus, the covariance function of the first observation (45) yields,

\[
k(x_1, x^*) = \sigma_f^2 \exp \left\{ - \frac{(x_{1,1} - x_{1,1})^2}{l^2} + \frac{(x_{1,2} - x_{1,2})^2}{l^2} \right\}
\]

\[
= \sigma_f^2 \exp \left\{ - \frac{\|x^* - x_1\|^2}{l^2} \right\}.
\]

Similarly, the covariance function of the second observation becomes,

\[
k(x_2, x^*) = \sigma_f^2 \exp \left\{ - \frac{\|x^* - x_2\|^2}{l^2} \right\}.
\]
Provided that if \( \| \mathbf{x} - \mathbf{x}_1 \|^2 > \| \mathbf{x} - \mathbf{x}_2 \|^2 \) then \( k(\mathbf{x}_1, \mathbf{x}_1) \leq k(\mathbf{x}_2, \mathbf{x}_2) \) for all \( \mathbf{x}_1, \mathbf{x}_2 \in \mathbb{R}^2 \), the covariance function \( k(\cdot, \cdot) \) used in CBNN calculation (39) is monotonically decreasing with the rate of decrease depending on the signal variance \( \sigma_f^2 \) and the length-scale \( l \).

The CBNN is described by a sub-graph \( G_{NN} = (V_{NN}, E_{NN}(t)) \), where \( V_{NN} = \{ i \in V : \| \mathbf{x}_i - \mathbf{x}_* \|_2 \leq r_{NN} \} \) for all \( \mathbf{x}_* \) with \( r_{NN} \) the nearest neighbor radius and \( E_{NN}(t) \subseteq V_{NN} \times V_{NN} \). In the current application setup for the CBNN selection, the separable squared exponential kernel (2) behaves as a squared exponential kernel with \( l_1 = l_2 = l \). This radial decay creates a circle with radius \( r_{NN} \) around the location of interest \( \mathbf{x}_* \) for the selection of nearest neighbors. Note that the radius is a function of the cross-covariance and the user-defined threshold \( r_{NN}(\| k_{\mu, \tau} \|, \tau_{NN}) \), thus inherits a covariance-based dependence. Next, due to fact that the path graph topology (Figure 1-(a)) includes only connected agents in the circular space, the connectivity in the nearest neighbor graph \( G_{NN} \) is preserved. Hence, the CBNN selection maintains strong connectivity.
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