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Abstract

Time-dependent structural reliability analysis of nonlinear dynamical systems is non-trivial; subsequently, scope of most of the structural reliability analysis methods is limited to time-independent reliability analysis only. In this work, we propose a Koopman operator based approach for time-dependent reliability analysis of nonlinear dynamical systems. Since the Koopman representations can transform any nonlinear dynamical system into a linear dynamical system, the time evolution of dynamical systems can be obtained by Koopman operators seamlessly regardless of the nonlinear or chaotic behavior. Despite the fact that the Koopman theory has been in vogue a long time back, identifying intrinsic coordinates is a challenging task; to address this, we propose an end-to-end deep learning architecture that learns the Koopman observables and then use it for time marching the dynamical response. Unlike purely data-driven approaches, the proposed approach is robust even in the presence of uncertainties; this renders the proposed approach suitable for time-dependent reliability analysis. We propose two architectures; one suitable for time-dependent reliability analysis when the system is subjected to random initial condition and the other suitable when the underlying system have uncertainties in system parameters. The proposed approach is robust and generalizes to unseen environment (out-of-distribution prediction). Efficacy of the proposed approached is illustrated using three numerical examples. Results obtained indicate supremacy of the proposed approach as compared to purely data-driven auto-regressive neural network and long-short term memory network.
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1 Introduction

Structural reliability can be defined as the ability of the structure to perform desirable tasks over a specified time under operational and environmental conditions. In general, reliability analyses are categorised into two based on the time-dependency of the performance function; (a) Time-independent reliability analysis and (b) Time-dependent reliability analysis. For the case of time-independent reliability analysis, the reliability and failure probability of a system remains unchanged over time. On the other hand, for time-dependent reliability analysis, the failure probability of the system varies with time as the system response measurements contributing to the limit state function change with time. Note that reliability by definition is time-dependent, and time-independence is only an assumption.

For determining time-independent reliability analysis, various established methods are available in the literature. Popular examples of such methods include the First Order Reliability Method (FORM) \cite{1}, Second-
Order Reliability Method (SORM) [2], Response Surface Methods (RSM) [3,4], Importance Sampling Method (ISM) [5], Monte-Carlo Simulations (MCS) [6,7] and surrogate model based approaches [8–13]. Nevertheless, these time-independent approaches cannot be employed for most of the realistic structures as the system responses are dynamic in nature and system parameters vary with time. This necessitates the development of efficient reliability methods for time-dependent systems. Generally, time-dependent reliability analysis problems are solved by converting it into a time-independent reliability analysis problem [14–16]; however, such a setup is restricted in the sense that one cannot compute first passage failure time. It is to be noted that first passage failure time is extremely important particularly in case of structural health monitoring [17,18] and residual life estimation [21,22]. Time-dependent reliability analysis methods have recently received much attention due to rising needs in practical problems. In this paper also, our focus is on time-dependent reliability analysis only and hence, the discussion hereafter is restricted to the same.

Several time-dependent reliability analysis methods have been proposed in various studies, however, the extreme value distribution method [23,24] is one of the simplest approaches employed in computing reliability of time-dependent systems. The method can be used when the distribution of the extreme value of the limit-state function over the given period is known prior. Nevertheless, in the majority of the cases, the distribution of extreme value may not be available in an explicit form. Another prominent approach is the out-crossing rate method [25,26], where the concept of first passage failure proposed by Rice [27] is utilized to compute failure rate. According to the Rice formulation for the outcrossing rate, the mean number of out-crossings per unit time is obtained as the first-time crossing rate or the failure rate. Here the notion of out-crossing is equivalent to the event of up crossing of limit state function or the dynamic response over the permissible threshold. Rice’s formulation outperforms other methods in terms of computing efficiency. Further, many improvements of Rice’s formulation based methods are proposed by researchers [28–31]. Hu and Mahadevan [32] devised a different approach, a surrogate-based approach for time-dependent reliability analysis known as a single-loop Kriging. Another meta-modelling technique proposed by Drignei et al. [33] calculates the time-dependent likelihood of failure by defining the stochastic process of output response in a dynamic system. Although several methods exist in the literature, the first-passage technique is the extensively used one to compute the first time out-crossing rate to obtain time-dependent reliability.

Analysis of dynamical systems is a key component in time-dependent reliability estimation. While analysis of the linear dynamical system is straightforward, the same cannot be said about the nonlinear dynamical system. Spectral methods, which facilitate the analysis of complex dynamical systems, gained wide popularity in recent times because of the abundance of data. Dynamic Mode Decomposition (DMD) is one such method, proposed by Schmidt [34] where one utilizes the computationally efficient proper Singular Value Decomposition (SVD). Another promising approach is Koopman operator-based approximation [35]. The unique feature of Koopman representations is that they can transform any nonlinear dynamical system into a linear dynamical system through Koopman observables. While DMD and the Koopman theory were first suggested independently, later a strong connection between DMD and the Koopman theory has been established by Rowley [36]. Although in theory, Koopman observables simplify the dynamics of any complex dynamical system, infinite-dimensional Koopman coordinates, as postulated, are not practically feasible. Even when coordinates are truncated to finite dimensions, identification of the coordinates is not straightforward.

Deep learning, in recent times, has been recognized as a potential solution in a broad range of applications including computer vision, natural language processing, Internet of Things (IoT), speech processing, neuroscience, autonomous driving car and so on. Motivated by these developments, the objective of this paper is to develop a data-driven deep learning framework that can learn the Koopman operator and use it for time-dependent reliability analysis. In this paper, two deep learning architectures are based on the Koopman operator. While the first architecture is suitable for problems with the random initial condition, the second one can incorporate uncertainty in system parameters. Some important features of the proposed approach include:

- The proposed framework incorporates Koopman based loss-function during training the deep learning model. This results in better generalization and higher accuracy.
- The method is scalable as the dictionaries of Koopman observables are automatically selected.
- When existing spectrum approaches, such as DMD and Extended DMD, are ideally suited to dynamical systems with given initial conditions and system parameters, the proposed Koopman framework effectively predict system states even when the initial conditions and system parameters are uncertain. This is particularly important as the objective is to use the proposed framework for time-dependent reliability analysis.
The remainder of the paper is organised as follows. The general problem statement is described in the Section 2. The proposed approach is elucidated in the following Section 3. Moreover, Numerical examples are presented subsequently in Section 4. Finally, the conclusion and final notes are provided in Section 5.

2 Problem statement

For a time-independent system having response \( g(Y) \) and threshold \( e_h \), failure probability \( P_f \) is given by:

\[
P_f = \mathbb{P}(g(Y) < e_h),
\]

where \( Y \) is an N-dimensional vector of random variables \( Y = (Y_1, Y_2, ..., Y_N) \) and \( \mathbb{P} \) is the probability. In the case of time-independent systems, output response, \( g \) depends only on the random parameters. The response of a time-dependent system, on the other hand, is governed by the random parameters \( (Y) \) as well as the time \( t \). Thus, failure probability can be expressed as:

\[
P_f(t) = \mathbb{P}(g(Y, t) < e_h(t)).
\]

Here it should be noted that the threshold of the system \( (e_h) \) may also vary with time. In the present work, we employ the first passage failure method to evaluate the time-dependent failure probability of dynamical systems, where we firstly focus on the First Time To Failure (FTTF), also known as first passage failure time. FTTF is defined as the time \( (\tau) \) at which the system response, \( g(.) \) exceeds the threshold for the first time. As a result, the failure probability is as follows:

\[
P_f = \mathbb{P}(g(Y, \tau) < e_h(\tau), \tau \in [t_0, t_s]),
\]

where \( t_0 \) and \( t_s \) are the initial and final points of the time interval under which the system is considered. Because of uncertainty in \( Y \), \( \tau \) is also a random variable. The objective here is to compute the Probability Density Function (PDF) of the first passage failure time.

3 Proposed approach

The data-driven Koopman approach presented in this study is described in detail in this section. Before delving into the specifics of our deep-learning approach for the Koopman operator, we briefly review the basic formulations of dynamical systems and Koopman dynamics.

3.1 Basic mathematical formulations

Here we consider a general dynamical systems of the form

\[
\frac{d}{dt} X(t) = f(X(t), t; Y),
\]

where \( X \) is the state variables such that \( X \in \mathbb{R}^n \), \( t \) is the time and \( \alpha \) is the system parameters. On the other hand, discrete dynamical system is represented as

\[
X_{k+1} = F(X_k).
\]

Here, \( x_k \) and \( x_{k+1} \) represent state variables of the system at \( k^{th} \) and \( k+1^{th} \) time steps, and \( F \) represents the mapping of the system variables in forward time. Discrete-time dynamics are often generated from the continuous dynamical system through time discrete sampling. Thus, for a given arbitrary time step, the system evaluation of through map can be represented as

\[
X(t + \Delta t) = F(X(t_0)) = X(t_0) + \int_t^{t + \Delta t} f(X(\tau)) \, d\tau
\]

For a linear dynamical system, the time evaluation map, \( F \) becomes a matrix that is characterised by eigenvalues. Thus, for linear dynamical systems, time evaluation can be achieved by the linear mapping matrix seamlessly. However, for nonlinear dynamical systems, the mapping can be arbitrarily complex. So, it is not straightforward to achieve the time evolution of the nonlinear systems. Koopman’s theory made it possible to analyze a nonlinear dynamical system through the Koopman representations. According to the
theory, any dynamical system can be represented using an infinite-dimensional linear operator acting on a Hilbert space of measurement functions,
\[ \mathcal{K}\psi(X) \triangleq \psi \circ F(X) \]  
where \( \psi \) is the measurement functions, known as the Koopman observables and \( \mathcal{K} \) is the linear operator, known as the Koopman operator. Here, \( \psi \circ F \) represents the action of the composite operator and is given by:
\[ \psi \circ F(X_k) = F(\psi(X_k)) = \psi(X_{k+1}) \]  
Once the Koopman representations are obtained, time evaluation can be obtained as:
\[ \psi(X_{k+1}) = \mathcal{K}^n \psi(X_k) \]  
The Koopman representations simplify the dynamics of complex nonlinear systems. However, as the theory states, lifting the state space variable into the infinite-dimensional observables is not practically feasible. Moreover, finite-dimensional approximation of the observables is also perhaps a challenging task.

3.2 Data driven Koopman representation

In this section, we propose two deep learning architectures for learning Koopman representation and time-dependent reliability analysis. The first architecture proposed is useful for systems with uncertainty in the initial conditions. The second architecture, on the other hand, is suitable for systems with uncertainty in the model parameters. Details on the two architectures are furnished below.

Consider \( X_k \) to be the state of a dynamical system at the \( k^{th} \) time step and \( X_{k+1} \) to be the state variable at \( k + 1^{th} \) time state. The objective here is to develop a deep learning model \( \mathcal{M} \) that can learn the mapping from \( X_k \) to \( X_{k+1} \),
\[ \mathcal{M} : X_k \mapsto X_{k+1} \]  
The obvious choices here are to either use auto-regressive deep learning models or sequence learning models such as recurrent neural network (RNN) and long-short term memory (LSTM). Literature suggests that both types of models perform reasonably well for time-series modeling; however, the objective here is to perform time-dependent reliability analysis of physical systems and direct application of these models are unlikely to work (illustrated numerically in Section 4). Therefore, we here propose an auto-regressive model constrained by the Koopman dynamics. To that end, the state vector, \( X_k \) is first lifted to the Koopman coordinates \( \psi_k \). Once the intrinsic coordinates are obtained, linear operator \( \mathcal{K} \), known as the Koopman operator, is subsequently applied on \( \psi_k \) to achieve \( \psi_{k+1} \), the time marched Koopman coordinates. The coordinates are then transformed back to the original state vector of \( k + 1^{th} \) time step through the inverse mapping, \( \psi^{-1} \). As already stated, we here propose two different deep learning architectures.

The schematic depiction of the proposed architecture for dynamical systems with uncertainty in the initial conditions is shown in Fig. 1. The framework is composed of three main parts: encoder, decoder, and Koopman operator. Function of the encoder is to enable a mapping from the state vector, \( X_k \) to the Koopman coordinates \( \psi_k(X) \). Further, a subsequent operation through \( \mathcal{K} \) yields the \( \psi_{k+1} \), where Koopman operator \( \mathcal{K} \) is designed as a linear network in the conjunction between the encoder block and decoder block. Finally, the decoder maps back the intrinsic coordinate vector \( \psi_{k+1} \) to system state vector \( X_{k+1} \). The second architecture, the framework to achieve the Koopman dynamics for the systems with uncertainty in the model parameters, is schematically represented in Fig. 2. The design of the framework is similar to the first architecture. Nonetheless, there is a significant difference in regards to inputs of the encoder and decoder. Instead of providing the state vector \( X_k \) alone as the input to the encoder, the resulting vector formed by concatenating parameters (\( Y \)) with the state vector is passed here. Additionally, the concatenated vector of the Koopman coordinates and the parameters are provided as input to the decoder.

To train the neural network, an appropriate loss function needs to be defined. The overarching goals of the network architecture includes identifying Koopman coordinates, Koopman operator and future state prediction. As discussed above, while the encoder is designed to identify latent variable as the intrinsic coordinates \( Z = \psi(X) \) corresponding to the physical states \( X_k \), the decoder seeks a inverse mapping \( X = \psi^{-1}(Z) \) to retrieve the actual state variables from intrinsic coordinates. Thus, the first components of the loss function can be defined as:
\[ \mathcal{L}_1 = \| X - \psi^{-1}(\psi(X)) \| \]  
This component of the loss is known as the reconstruction loss as this ensures the minimum loss is incurred during the to and fro transformation of state coordinates and the Koopman coordinates. Moving forward, the
Figure 1: Schematic representation of the proposed architecture for systems with uncertainty in the initial conditions, consists of encoder, decoder and Koopman operator. Training of encoder, Koopman operator and decoder are done simultaneously.

Figure 2: Schematic representation of the proposed architecture for systems with uncertainty in the parameters, consists of encoder, decoder and Koopman operator. State variables appended to system parameters is fed as input to the encoder. Input to the decoder is concatenated vector of Koopman coordinates of successive time step and system parameters

Linear prediction is achieved through the operator, $\mathcal{K}$, acting on the Koopman coordinates, i.e., $\psi_{k+1} = K\psi_k$. Thus, a constraint is imposed in between the latent variable to ensure the linear dynamics in the intrinsic coordinates. Therefore the loss function component can be expressed as:

$$L_2 = \|\psi(X_{k+1}) - \mathcal{K}(\psi(X_k))\|.$$  \hspace{1cm} (12)

The component of loss function guides the linear layer to learn the Koopman operator. Finally, it is also important to ensure the successive future predictions state are obtained through Koopman dynamics and hence the third component of loss function is defined as

$$L_3 = \|X_{k+1} - \psi^{-1}(\mathcal{K}(\psi(X_k))))\|.$$  \hspace{1cm} (13)
The total loss function imposed to train the network can be expressed as the sum of the three components of losses,

\[ L = \lambda_1 L_1 + \lambda_2 L_2 + \lambda_3 L_3 \]  

Once the loss functions are defined, optimum values of the network parameters are obtained from the minimization of the total loss \( L \). Here, multipliers of each component of the loss function, i.e., \( \lambda_1 \), \( \lambda_2 \), and \( \lambda_3 \) are the hyperparameters of the model and thus they are chosen based on the validation data. Also, it should be noted that, the operator, \( \| \cdot \| \) in the expressions of loss functions represents the mean-squared error loss.

Once the network is trained, we use it as a surrogate model for the underlying dynamical system and conduct reliability analysis employing MCS on the trained model. An algorithm depicting the steps involved are shown in Algorithm 1.

**Algorithm 1** Koopman operator based time-dependent reliability analysis  
**Requirements:** Training data set \( \{X_{0:t}, X_{1:t+1}\} \), multipliers of loss function \( \lambda_1 \), \( \lambda_2 \), and \( \lambda_3 \), and statistical distributions of the stochastic variables.  
**Output:** PDF of first passage failure time

1. **Initialize:** Network parameters \( \{w_i, b_i\} \)
2. **while** \( L > \epsilon \) **do**
   3. **Train the network:** \( \{w_i, b_i\} \leftarrow \{w_i, b_i\} - \delta \nabla_w b L(w, b) \)
   4. epoch = epoch + 1
5. **for** \( i = 1, \ldots, N_s \) **do**
   6. Draw \( i \)-th sample from the stochastic variables
   7. Obtain \( \hat{X}_{1:t+1} \) from the initial conditions \( X_0 \) and realization stochastic variable
   8. Obtain FTTP
   9. Obtain PDF/histogram of FTTP

### 4 Numerical examples

In this section, we evaluate the efficacy of the framework with three numerical examples. The overarching goal here is to evaluate the probability density function of the first passage failure time. For that, we consider randomness in the initial conditions and randomness in the system parameter. The numerical examples selected involve dynamical systems described by ordinary differential equations (ODEs) and partial differential equations (PDEs). While probability density function plot of first passage failure time depicts the failure probability of system over the service period, total failure probability \( (P_f) \) shows the first passage crossing rate, where corresponding reliability index \( (\beta) \) is given by:

\[ \beta = \Phi^{-1}(1 - P_f) \]

#### 4.1 Duffing oscillator

As the first numerical example, we illustrate the proposed framework for reliability analysis of the duffing oscillator, which is a benchmark nonlinear system that has drawn the attention of researchers due to its unique dynamical behaviour. The system is described by the differential equation:

\[ \ddot{x} + \delta \dot{x} + \alpha x + \beta x^3 = \gamma \cos(\omega t) \]

For the given system we employ the data-driven Koopman framework to predict the response. Once the response is obtained the first passage failure is evaluated. The efficacy of the model is evaluated for the two test cases; firstly, for random initial conditions with constant system parameters and secondly, for random system parameters with initial conditions kept invariable. For the first test case, random initial state are chosen as \( x \sim U(-5, 5) \) and \( \dot{x} \sim U(0, 10) \). The architecture for the proposed model is shown in [Fig. 3]. The schematic represents the fully connected auto-encoder model with Koopman coordinates of 32 dimensions. While the encoder block maps the current physical state of dimension 2 to 32, the decoder block transforms back the Koopman coordinates to physical states of dimension 2. Here, the ReLU activation function is applied on hidden layers. The additional linear layer that bridges the encoder-decoder blocks, constitutes the Koopman operator.

The framework is provided with training and validation data set of 1800 and 200 time series containing 100-time steps. The model is trained for 250 epochs and a learning rate of \( 10^{-5} \) is used. For the prediction
The number of training samples for the proposed framework are chosen based on the convergence study as shown in Fig. 5. We note that only 800 training samples are sufficient when the distribution of the random variable remains same for training and test data. However, for better generalization and to enable out-of-distribution capabilities in the proposed framework, 1800 training samples are needed.

Fig. 7 shows the probability density function (PDF) of the first passage failure time for the random initial condition case obtained using the proposed framework, auto-regressive fully connected neural network (FNN), and Long Short-Term Memory (LSTM). To illustrate the robustness of the proposed approach, different cases have been considered. Benchmark results have been generated using Monte-Carlo Simulation (MCS). The threshold here is $e_h = 6$ for all the sets of test samples and accordingly, failure is defined when the displacement response crosses the threshold for the first time. Though the framework can predict the two states of the duffing oscillator $x$ and $\dot{x}$, failure is defined only based on $x$. We observe that the proposed approach yield highly accurate results and matches almost exactly with the benchmark MCS results for all the cases. FNN and LSTM, on the other hand fails to capture the first mode of the PDF for both the cases.

For further examination, the PDF plots of first passage failure time is also obtained for four different sets of test samples chosen from different distribution (out-of-distribution). While the first two sets of test samples are generated in the support interval of $x \sim (-5, 5)$ and $\dot{x} \sim (0, 10)$ having distributions Gaussian and log-normal, the other two sets of test samples are generated in the support interval of $x \sim (-6, 6)$.
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Figure 5: Convergence of prediction error ($\epsilon$) with number of training samples $N_s$ for the case of duffing oscillator with random initial conditions

![Convergence of prediction error](image)

Figure 6: PDF of failure time obtained by MCS, FNN, LSTM and proposed framework for the case of uncertainties in the initial conditions, (a) with uniformly distributed samples of state variables generated in $x \sim (-5, 5)$ and $\dot{x} \sim (0, 10)$ (b) with samples generated in $x \sim (-6, 6)$ and $\dot{x} \sim (0, 12)$ having distributions Gaussian and log-normal. [Fig. 6] reinforces the efficacy the proposed framework in estimating the first passage failure time. In addition to probability distribution plots of first passage failure time, total failure probability and corresponding reliability index are obtained by fixing the threshold, $\epsilon_h = 6$ and considering the first 40 time steps. [Table 1] showcases the results of failure probability

![PDF of failure time](image)

and reliability index. The proposed method achieves excellent results in predicting the failure probability with a prediction error of 2.67%.

For the second test case, random parameters of the system are varied in the range of $\delta \sim U(0.02, 0.04)$, $\alpha \sim U(2, 6)$, $\beta \sim U(0.1, 0.3)$ and $\gamma \sim U(2, 8)$. A training data of 1800 time series and a validation data of 200 time series are utilised here. The architecture of the framework for the second case is also an auto-encoder with a ReLU activation and having Koopman coordinates of 32 dimensions. Nevertheless, it is slightly modified to accommodate the system parameters as discussed in Subsection 3.2. As the [Fig. 8]
Figure 7: PDF of failure time obtained by MCS and proposed framework for the case of uncertainties in the initial conditions, with samples state variables generated in $x \sim (-5, 5)$ and $\dot{x} \sim (0, 10)$ having distribution (a) uniform (b) Gaussian (c) lognormal, and with samples generated $x \sim (-6, 6)$ and $\dot{x} \sim (0, 12)$ having distribution (d) uniform (e) Gaussian (f) lognormal.

shows, the input layer of encoder and decoder consists of additional four neurons corresponding to the four system parameters. The prediction of responses by the proposed approach is illustrated in Fig. 9. The close agreement of the prediction with actual response data is seen in this case as well.

[Fig. 9] shows the PDF plots of first passage failure time in four different sets of test samples of system parameters variations. In regards to the test sets, the number of samples in the test set and length of the time series is chosen the same as that of the previous case. To illustrate robustness of the proposed approach, the range and distributions of the random variables are varied. For all the cases, the threshold is set at $\epsilon_h = 2.5$. The results of first passage failure estimated by the proposed method are demonstrated in [Fig. 10]. It can be observed from the plots that, in all four cases, the results obtained by the proposed framework outperforms auto-regressive FNN and is in close agreement with that of MCS.

Fixing the threshold $\epsilon_h = 2.5$, the total failure probability and accompanying reliability index as given in Table 2. A reasonable match between the results obtained using the proposed framework and MCS result is observed.

### 4.2 Lorenz system

The second numerical example we consider is the Lorenz system. This is a chaotic dynamical systems and is highly sensitive to the initial conditions; thus, trajectories of nearby initial states diverge rapidly. The
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Figure 8: Architecture of proposed Koopman framework for duffing oscillator example with uncertainty in the system parameters

Figure 9: State variables of duffing oscillator predicted for random system parameters; (a) variation of displacement \(x\) with time, (b) variation of velocity \(\dot{x}\) with time

Table 2: Results of first passage failure probability obtained using proposed-framework for the case of duffing oscillator with random system parameters. \(\beta_e\) indicates the reliability index obtained using MCS.

| Method     | Reliability Index | Failure Probability | \(N_s\) | \(\epsilon = \frac{\beta_e - \beta}{\beta_e} \times 100\) |
|------------|-------------------|---------------------|---------|-------------------------------------------------|
| MCS        | 0.540             | 0.295               | \(10^4\) |                                                 |
| Koopman    | 0.505             | 0.307               | \(1800\) | 6.4                                             |

system is expressed in terms of three ordinary differential equations,

\[
\begin{align*}
\dot{x} &= \sigma(y - x), \\
\dot{y} &= x(\rho - z) - y, \\
\dot{z} &= xy - \beta z.
\end{align*}
\] (17)

Similar to the previous numerical example, the model is evaluated for two cases, random initial conditions as well as random system parameters. Uncertainties in the initial conditions are taken such that \(x \sim \mathcal{U}(0, 20), y \sim \mathcal{U}(0, 20), z \sim \mathcal{U}(-10, 10)\). The proposed framework architecture is depicted in Fig. 11. The input layer of the autoencoder has three neurons as the Lorenz system has three state variables and Koopman coordinates are chosen to be of dimension 32. While the training set consists of 1800 time-series validation set consisting of 200 time series having 100-time steps. Once the model is trained for 150 epochs, initial conditions of the state variable are provided to the framework to predict time series. The results prediction of responses is shown in the Fig. 12. While excellent match is observed for the state variables \(x\) and \(y\), some deviations in \(z\) is observed.
Figure 10: PDF of failure time obtained by MCS and proposed framework for the case of uncertainties in the system parameters, with samples of parameters generated in $\delta \sim (0.02, 0.06), \alpha \sim (2, 6), \beta \sim (0.1, 0.4)$ and $\gamma \sim (2, 8)$ having distribution (a) uniform (b) gaussian (c) lognormal, and with samples generated $\delta \sim (0.02, 0.07), \alpha \sim (2, 7), \beta \sim (0.1, 0.5)$ and $\gamma \sim (2, 9)$ having distribution (d) uniform (e) gaussian (f) lognormal.

To exemplify the case of system with random initial conditions, probability density function of first passage failure time is computed for different sets of test samples. For defining the first passage failure, the up-crossing thresholds are set as $e_h = [20, 20, 25]$. Note that unlike the case of duffing oscillator example, the threshold is defined for all the three state variables here. Fig. 13 depicts the cases where PDF plots obtained...
Figure 12: State variables of Lorenz system predicted for random initial conditions; (a) variation of $x$ with time, (b) variation of $y$ with time, (c) variation of $z$ with time

for the test data generated in interval of $x \sim \mathcal{U}(0, 20), y \sim \mathcal{U}(0, 20)$ and $z \sim \mathcal{U}(-10, 10)$. We observe that the proposed approach yields the best result followed by auto-regressive FNN.

Figure 13: PDF of failure time obtained by MCS, FNN, LSTM and proposed framework for the case of uncertainties in the initial conditions, (a) with uniformly distributed samples of state variables generated in $x \sim (0, 20), y \sim (0, 20)$ and $z \sim (-10, 10)$ (b) with samples generated in $x \sim (-2, 20), y \sim (-2, 20)$ and $z \sim (-12, 10)$
To demonstrate efficacy of proposed method for Out-of-distribution prediction, PDF plots of four different sets of test samples by varying range and distribution are shown in Fig. 14. The results obtained by the proposed framework achieves an excellent agreement with the MCS results in all the cases.

Figure 14: PDF of failure time obtained by MCS and proposed framework for the case of uncertainties in the system parameters, with samples of parameters generated in $x \sim (0, 20), y \sim (0, 20)$ and $z \sim (-10, 10)$ having distribution (a) Gaussian (b) lognormal, and with samples generated $x \sim (-2, 20), y \sim (-2, 20)$ and $z \sim (-12, 10))$ having distribution (c) Gaussian (d) lognormal.

Total failure probability and the reliability index are calculated by fixing the threshold, $e_h = [20, 20, 25]$. The results are showcased in Table 3. The proposed approach yields accurate results with a prediction error of 1.25%.

Table 3: Results of first passage failure probability obtained using Proposed-framework for the case of Lorentz system with random initial conditions. $\beta_\varepsilon$ indicates the reliability index obtained using MCS.

| Method     | Reliability Index | Failure Probability | $N_s$ | $\epsilon = \frac{|\beta_\varepsilon - \beta_e|}{\beta_e} \times 100$ |
|------------|-------------------|---------------------|-------|--------------------------------------------------|
| MCS        | 0.966             | 0.170               | $10^4$| -                                                |
| Koopman    | 0.954             | 0.167               | 1800  | 1.25                                             |

In regards to the variation of the system parameters, unlike the duffing oscillator, which has four system parameters, the Lorenz system has only three system parameters, i.e., $\sigma, \rho$ and $\beta$. For the case, uncertainties of the parameters are chosen as follows: $\sigma \sim U(24, 32), \rho \sim U(8, 12), \beta \sim U(5/3, 11/3)$. The architecture of the framework is similar to Fig. 8 but modified to incorporate three Lorenz state variables and three
system parameters. The model is trained with a data of 1800 time series for 150 epochs and validated using data of 200 time series. The response obtained for the validation data is shown in Fig. 15. The up-crossing

![Graphs showing response vs time for different variables](image)

Figure 15: State variables of Lorenz system predicted for random system parameters; (a) variation of $x$ with time, (b) variation of $y$ with time, (c) variation of $z$ with time

limit are set to $e_h = [10, 10, 17]$, to define the first passage failure. By retaining the same threshold, first passage failure density plots obtained are shown in Fig. 15. Here, the four sets of test samples of system parameters are generated from uniform and normal distributions such that first two sets are in the support interval of $\sigma \sim (28,32)$, $\rho \sim (8,12)$, and $\beta \sim (5/3, 11/3)$ and other two sets are from the support interval of $\sigma \sim (27,33)$, $\rho \sim (7.5,12.5)$, and $\beta \sim (5/3, 14/3)$. The results are demonstrated in Fig. 16. As proposed approach outperforms the auto-regressive FNN and emulates the MCS results almost exactly. Fixing the limit state, $e_h = [10,10,17]$, we compute the total failure probability and reliability index in this case. The results presented in the Table 4 shows the efficacy of the proposed method where the reliability index obtained with a prediction error of 3.7%

| Method   | Reliability Index | Failure Probability | $N_s$ | $\epsilon = \frac{|\beta_e - \beta|}{\beta_e} \times 100$ |
|----------|-------------------|---------------------|-------|----------------------------------|
| MCS      | 0.831             | 0.203               | $10^4$| -                                |
| Koopman  | 0.800             | 0.212               | 1800  | 3.7                              |

4.3 Burger’s Equation

Burger’s equation [40,41] is well studied partial differential equation, applied in various problems in fluid mechanics such as fluid turbulence, acoustic waves, and heat conduction. Here we consider Burger’s equation for shock wave travelling in a viscous fluid medium as the third numerical example. The equation is given
Koopman operator for time-dependent reliability analysis

Figure 16: PDF of failure time obtained by MCS and proposed framework for the case of uncertainties in the system parameters, with samples of parameters generated in $\sigma \sim (24, 32), \rho \sim (8, 12)$ and $\beta \sim (5/3, 11/3)$ having distribution (a) uniform (b) Gaussian and with samples generated $\sigma \sim (23, 33), \rho \sim (7.5, 12.5)$ and $\beta \sim (5/3, 14/3)$ having distribution (c) uniform (d) Gaussian.

as:

$$\frac{\partial u}{\partial t} + u\frac{\partial u}{\partial x} + v\frac{\partial u}{\partial y} = \nu\left(\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}\right)$$

$$\frac{\partial v}{\partial t} + u\frac{\partial v}{\partial x} + v\frac{\partial v}{\partial y} = \nu\left(\frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2}\right)$$

where $u$ and $v$ are components of velocity in $x$ and $y$ directions respectively, $\nu$ represents the kinematic viscosity. For the given computational domain $D = \{(x, y) : 0 \leq x \leq 1, 0 \leq y \leq 1\}$, perturbation in the initial conditions \[41\] are given as:

$$u(x, y, 0) = x + \alpha y$$

$$v(x, y, 0) = x - \alpha y$$

Moreover, the kinematic viscosity is chosen to be constant for all the samples sets of simulation data, i.e. $\nu = 0.01$.

We have evaluated the efficacy of the framework to quantify the uncertainties, for the first two numerical examples, where the dynamical systems were described as ordinary differential equations (ODEs). This example, on the other hand, is more challenging as the system here is described as Partial Differential Equations (PDEs). Unlike the previous examples, where the uncertainty in initial conditions and system parameters were used to evaluate the framework, here only the uncertainties in the initial conditions are
considered. The initial conditions are obtained by varying $\alpha$ in Eq. (19) such that $\alpha \sim U(0.6, 1)$. Though there are different methods used to solve Burger’s equation, to generate training, validation and testing data a finite-difference formulation is utilised here. The domain, $D$ is discretized into 64 grid points in the x and y dimensions for this purpose.

The proposed framework architecture is depicted in Fig. 17. Instead of a fully connected network, the framework uses the 2-D convolutional network (CNN). Encoder block contains 5 convolutional layers followed by three linear layers having ReLU activation function. The corresponding Koopman coordinates are supplied by the last linear layer of dimension 128. Finally, the decoder is designed complementary to the encoder block. The input of the of the encoder is comprised of two velocity components $u$ and $v$: $\{u, v\} \in \mathbb{R}^{2 \times 64 \times 64}$. The training set and validation set consist of 80 and 20 time series data respectively, having 100-time steps with each time step of 10 milliseconds. The trained model predicts system evolution based on initial conditions. The model prediction of a random sample from the validation data after the completing 100 epochs of training are shown in Fig. 18 and Fig. 19. The model is able to accurately predict the time-marched states of the system. The results of first passage failure time for various limit states are shown in Fig. 20. The PDF plots obtained from MCS, an auto-regressive CNN and proposed method are compared here. While the PDF of the proposed framework closely matches with the PDF obtained from MCS, PDF obtained from auto-regressive CNN clearly shows the contrast in comparison with the benchmark results. Success of the proposed approach further demonstrated in Fig. 21, where the PDF plots are obtained by fixing velocity field $u$ at grid point 20 and 40 along x axis. The PDF plots show the close agreement of results of the proposed Koopman framework with the MCS. On the other hand, the results obtained by CNN is inconsistent in comparison with the benchmark results.

5 Conclusions

In this work, we have proposed a novel approach that exploits Koopman operator to evaluate time-dependent reliability analysis of dynamical systems. However, Koopman operators are not known a-priori. To address this issue, we propose a deep learning architecture that first learn the Koopman operator and then uses the same for predicting the dynamical. Unlike the popular data driven auto-regressive and forecasting models, the proposed approach yields accurate results even in the presence of uncertainty and generalizes to other
distributions; this renders the proposed framework suitable for solving time-dependent reliability analysis problems.

The proposed framework is designed to evaluate the first passage failure probability of the system in the presence of uncertainties in the initial conditions as well as the system parameters. In the present work, we have considered the two cases separately, though this can be also extended to the case where uncertainties in both initial conditions and system parameters exist concomitantly. Three numerical examples of dynamical systems described by ODES and PDE have been solved using the proposed method. The results are compared with the state-of-the-art surrogate methods and the benchmark MCS results. It is observed that the proposed approach outperforms the other methods, yielding accurate results for first passage failure time. The superiority of the proposed approach is particularly visible in case of uncertain parameters. Moreover the fact that the proposed approach yield accurate estimate of first passage failure time for chaotic Lorenz system is especially noteworthy. On the other hand, the scalability of the proposed approach to systems governed by PDE is evident from the two dimensional Burger’s equation illustrated in this paper.
Figure 20: PDF of failure time obtained by MCS and proposed framework, in Burger example having uncertainties in the initial conditions, for various limit states. The limit states of velocity fields $u$ and $v$ are (a) $[1.75, 0.862]$ (b) $[1.78, 0.862]$ (c) $[1.72, 0.865]$
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