Effect of mono corpus quantity on statistical machine translation Indonesian – Lampung dialect of nyo
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Abstract. Lampung Province is located on the island of Sumatera. For the immigrants in Lampung, they have difficulty in communicating with the indigenous people of Lampung. As an alternative, both immigrants and the indigenous people of Lampung speak Indonesian. This research aims to build a language model from Indonesian language and a translation model from the Lampung language dialect of nyo, both models will be combined in a Moses decoder. This research focuses on observing the effect of adding mono corpus to the experimental statistical machine translation of Indonesian - Lampung dialect of nyo. This research uses 3000 pair parallel corpus in Indonesia language and Lampung language dialect of nyo as source language and uses 3000 mono corpus sentences in Lampung language dialect of nyo as target language. The results showed that the accuracy value in bilingual evaluation under-study score when using 1000 sentences, 2000 sentences, 3000 sentences mono corpus show the accuracy value of the bilingual evaluation under-study, respectively, namely 40.97 %, 41.80 % and 45.26 %.
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1. Introduction
Lampung Province is a province located at the entrance gate to the island of Sumatera. Lampung Province has rich of culture, one of which is the Lampung language and Lampung script. In general, in Lampung province there are two main dialects, namely the dialect of api and the dialect of nyo. The Lampung provincial government has great concern for the Lampung language. The provincial government continues to make various efforts to preserve and maintain the Lampung language. The Government of Lampung through Governor Regulation number 39 of 2014 concerning Lampung Language and Literacy Subjects stipulates that the Lampung language is a mandatory local content at the primary to senior secondary education unit levels and is supported by the availability of textbooks ranging from elementary, junior high and high school, along with the Lampung language dictionary. The Lampung language, both the dialect of api and the dialect of nyo, is used by the people of
Lampung to communicate daily both in the family environment and at traditional events. The Lampung language belongs to the Austronesian class in the Polynesian Malay language family.

The two main dialects are dialect of api and dialect of nyo which refers to the word "what" [1]. Several research related to the Lampung language have been conducted by researchers. Research on the translation of the Lampung language in dialect of api uses the Neural Machine Translation (NMT) method without the Attention mechanism [2] and the Neural Machine Translation (NMT) method with the Attention mechanism [3]. Research on Statistical Machine Translation (SMT) in Lampung dialect of api sentences [4]. While the Lampung language research from the aspect of speech research was first carried out [5]. Most of the SMT research was carried out at the University of Tanjungpura, including SMT from Bugis Wajo to Indonesian [6] and SMT from Indonesian to Sundanese [7]. Experiment of Indonesian-Japanese SMT [8], Development of Indonesian-Japanese SMT with Lemma Translation and Additional Post Process [9] and English-Bengla SMT [10].

Based on observations of various published manuscripts related to SMT Indonesian to Lampung language dialect of nyo, research on SMT Indonesian into Lampung language dialect of nyo has never been carried out. The research of SMT Indonesian into Lampung dialect of nyo has the potential to be the initial foundation for machine translation for Indonesian to Lampung dialect of nyo. This research aims to build SMT model for the Indonesian - Lampung dialect of Nyo and observe the effect of adding mono corpus on translation accuracy with bilingual evaluation understudy (BLEU) score.

2. Statistical Machine Translation
The main components of SMT are the language model, the translation model and the decoder. The main raw material for SMT research is sentence pairs between the source language and the destination language. In this research, Indonesian as the source language and Lampung language dialect of nyo as the target language.

Source sentences are sentences in certain languages that will be used as input material in the SMT system. In this research, Indonesian language plays a role as the source sentence. Target sentences are sentences in a certain language that will be used as output in the SMT system. In this research, the Lampung language dialect of nyo acts as target sentence. The pair between the source sentence and the target sentence makes corpus parallel. SMT or statistical translation machines in general have an architecture with several components in it, namely the language model, the translation model and the decoder. The language model is used to find the fluency of translation [11]. Translation model serves to find the accuracy (faithfulness) of translation [11]. While the decoder functions to search for text in
the target language that has the highest probability value by considering the language model and the translation model [11].

2.1. Corpus Parallel and Mono Corpus
Lampung language is a language category that is difficult to be used as research material because of the absence of corpus. Efforts made by researchers to be able to meet the need for the existence of parallel corpus and mono corpus is by typing manually. The corpus material is obtained through the Lampung language textbook. The parallel corpus used in this research is 3000 sentences in the Indonesian - Lampung dialect of nyo and the mono corpus used are 3000 sentences in the Lampung language dialect of nyo.

2.2. Component of SMT
Statistical machine translation is a machine that uses statistical approach in processing the translation of a source language into the target language. The statistical approach used is the concept of probability. The concept of probability in a statistical translation machine assumes that each sentence T is a possible translation of the S sentence in the source language [12]. Through the approach that the translated text is based on the P (T | S) probability distribution, it can be done with the Bayes theorem namely:

$$P(T|S) = \frac{P(S|T) P(T)}{P(S)}$$ (1)

The parts that are the key elements in the language model are the probability of a series of words written as $P(w_1, w_2, ..., w_n)$ or $P(w_{1:n})$. The language model assigns probability $P(w_{1:n})$ to a series of n words by averaging a probability distribution. The sequences can be phrases or sentences and the probability can be estimated from a large corpus of documents. One example of a language model approach is the n-gram model. The n-gram language model is a type of probabilistic language model for predicting the next item in the sequence in (n-1) form. The conditional probability can be calculated from the sum of the n-gram frequencies:

$$P(w_i|w_{i-(n-1)}, ..., w_{i-1}) = \frac{\text{count}(w_{i-(n-1)}, w_{i-1}, ..., w_i)}{\text{count}(w_{i-(n-1)}, ..., w_{i-1})}$$ (2)

The following are examples of the n-gram model, namely:
1. Unigram (1-gram) : $P(w_1), P(w_2), ..., P(w_n)$.
2. Bigram (2-gram) : $P(w_1), P(w_2|w_1), ..., P(w_n|w_{n-1})$.
3. Trigram (3-gram) : $P(w_{1:n}) = P(w_1), P(w_2|w_1), P(w_3|w_{1:2}) ... P(w_{n-2}|w_{n-1})$

The translation model is used to match the input text in the source language with the output text in the target language. In statistical translation machine there are two translation models, namely the word-based translation model (word-based translation model) and phrase-based translation model (phrase-based translation model) [12]. The decoder is in charge of finding text in the target language that has the greatest probability by considering the translation model and language model factors [12]. The calculation for $\hat{T}$ (translation result) can be written as follows:

$$\hat{T} = \arg_T \max P(T|S) = \arg_T \max \frac{P(S|T)}{P(S)} P(T) = \arg_T \max P(S|T).P(T)$$ (3)

2.3. Automatic Evaluation
The evaluation of the translation results is done by comparing the translated sentences with the reference sentences using the Bilingual Evaluation Understudy (BLEU). BLEU is an algorithm that functions to evaluate the quality of the translation results that have been translated by machines from a source language to a destination language. BLEU measures a statistically-based precision score that
has been modified between the translation results, automatically, with a reference translation using a constant called a brevity penalty (BP) [13].

\[
BP_{\text{BLEU}} = \begin{cases} 
1 & \text{jika } c > r \\
\exp(1 - \frac{c}{r}) & \text{jika } c \leq r
\end{cases}
\]

\[p_n = \frac{\sum_{C \in \text{Candidates}} \sum_{n \text{ gram} \in C} \text{count}_{\text{clip}}(n \text{ gram})}{\sum_{C \in \text{Candidates}} \sum_{n \text{ gram} \in C} \text{count}_{\text{clip}}(n \text{ gram})} \]

\[
\text{BLEU} = BP \cdot \exp\left(\sum_{n=1}^{N} w_n \cdot \log p_n\right)
\]

BP is a symbol of brevity penalty, \(c\) is the number of words from the machine translation result, \(r\) is the length of the effective reference translation. \(P_n\) is the geometric mean of the modified \(n\)-gram precision. N values used are \(N = 4\) and \(w_n = \frac{1}{N}\) [14].

3. Research Methodology
The research methodology carried out is depicted in Figure 2 below:

![Figure 2. Research Flow Diagram](image)

3.1. Data Collection
The data used in this research are material documents in the Lampung language dialect of nyo which is translated into Indonesian. The documents are taken from the Lampung language book for elementary and junior high school levels in the province of Lampung. Document data is processed into text data in * .lg and * .id formats. The document data then will be processed into a parallel corpus in the Indonesian language - Lampung in the dialect of nyo and the mono corpus for the Lampung language in the dialect of nyo.
3.2. **Parallel and Mono Corpus Creation**

The document data that has been collected will then be manually typed to be made into a parallel corpus in Indonesian – Lampung dialect of nyo and mono corpus in Lampung dialect of nyo. There were 3000 parallel corpus sentences collected in Indonesian - Lampung dialect of nyo and 3000 mono corpus sentences in Indonesian - Lampung dialect of nyo. The corpus is saved in *.lg and *.id formats.

3.3. **Implementation of SMT**

The architecture of SMT Indonesian - Lampung dialect of nyo built in this research consists of (1) parallel corpus of 3000 pairs of Indonesian - Lampung dialect of nyo sentences, (2) 3000 sentences of mono corpus of Lampung in dialect of nyo (3) generating a language model with GIZA ++, GIZA ++ for word-aligning our parallel copus [15], (4) generating a translation model with KenLM, KenLM is included in Moses and the default in the Moses tool-chain [15]. The language model (LM) is used to ensure fluent output, so it is built with the target language. The KenLM documentation gives a full explanation of the commandline options, but the following will build an appropriate 3-gram language model [15]. (5) combining language models and translation models with Moses Decoder. The job of the Moses decoder is to find the highest scoring sentence in the target language (according to the translation model) corresponding to a given source sentence [15]. (6) conducting trials with Moses, (7) Assessing the translation results through the BLEU score.

![Figure 3. Architecture of SMT Indonesian-Lampung dialect of nyo](image)

Experiments in the research of SMT in Indonesian - Lampung dialect of nyo were carried out three times with the following conditions:

1. The first experiment was carried out with the conditions of 3000 pairs of sentences in Indonesian - Lampung dialect of nyo and 1000 mono corpus sentences in Lampung dialect of nyo.
2. The second experiment was carried out with the conditions of 3000 pairs of sentences in Indonesian - Lampung dialect of nyo and 2000 mono corpus sentences in Lampung dialect of nyo.
3. The third experiment was carried out with the conditions of 3000 pairs of sentences in Indonesian-Lampung dialect of nyo and 3000 mono corpus sentences in Lampung dialect of nyo.

Tests were performed on each experiment using 100 Indonesian new sentences that are not available in 3000 Indonesian languages-Lampung dialect of nyo and 3000 mono corpus sentences Lampung dialect of nyo. Evaluation of the results of each experiment is seen through the BLEU score. The research material in the form of 3000 sentence pairs in Indonesian-Lampung dialect of nyo and 3000 sentences of mono corpus in Lampung dialect of nyo and 100 test sentences in Indonesian, the syntax used for SMT research is also provided at the link or can be accessed at the following link: [https://drive.google.com/drive/folders/1oNpybrq5OJ4Ne0HS5w9eHqnZIZASpmC?usp=sharing](https://drive.google.com/drive/folders/1oNpybrq5OJ4Ne0HS5w9eHqnZIZASpmC?usp=sharing).

4. Experimental Results

The SMT experiment was carried out three times to observe the effect of adding the mono corpus quantity on the translation of Indonesian into the Lampung language dialect of nyo. At the end of each experiment the BLEU value and the translation results will be observed.

4.1. Implementation of SMT Indonesian – Lampung dialect of nyo

The pre-processing phase of SMT of the Moses Decoder consists of several parts, namely sentence alignment, tokenization, cleaning, lowercase filtering, and truecase. Sentence alignment is the process of aligning the parallel corpus of Indonesian-Lampung dialect of nyo. Tokenization is needed to provide spacing between words, including spacing between words and existing punctuation marks, while lowercase is a process to uniform the capitalization of letters. The commands used in tokenization at Moses are shown in figure 4 below.

**Figure 4. Syntax sample for tokenization and lower case filtering [15]**

In this truecasing process, each beginning of each sentence is converted to the most likely place. The commands used in truecasing at Moses are given in figure 5 below.

**Figure 5. Syntax sample for truecasing and lower case filtering**
Cleaning is the process of giving a sentence length limit. Cleaning also works to remove inconsistent sentences. The command used in the cleaning in Moses is shown in figure 6 below.

Figure 5. Syntax sample for truecasing [15]

The next phase is the training phase. It is in this phase that the language model and model translation are carried out. Language model using software, in this study used KenLM, which has been integrated into Moses. The commands used in the language model in Moses are given in Figure 7 below.

Figure 6. Syntax sample for cleaning [15]

Figure 7. Syntax sample for training phase [15]

Giza ++ software is used for translation model which implements the Expectation Maximization algorithm or the IBM model algorithm. The commands used in training at Moses are given in Figure 8 below.

Figure 8. Syntax sample for translation model [15]

Especially for the translation model, the approach used is phrase-based, in which there are several stages. This stage starts from the alignment of words to the creation of a configuration file that will be used in the decoding process. The testing phase is the phase in translating the source language into the target language. Input in the form of a sentence in the source language will be translated into the target language. This phase is also the decoding phase of the results of the training phase. The commands used in tuning in Moses are given in figure 9 below.
The last phase is the automatic evaluation phase of the translation results obtained from the testing phase. The instructions used in testing in Moses are given in figure 10 below.

Figures 4 to 10 above show the syntax for the first experiment. The second and third experiments used the same method except for a different number of parallel corpuses.
4.2. Testing of SMT Indonesian – Lampung dialect of nyo

Testing of automatic translation results is carried out using 100 sentences that are not in the parallel corpus based on the BLEU value. The model that has been built uses the Moses Decoder from 3000 sentences of parallel corpus pairs. The results of the Indonesian SMT Experiment - Lampung Dialect of Nyo can be seen in table 1 and figure 11 below.

| Experiment                              | BLEU (%) |
|-----------------------------------------|----------|
| 1000 sentences mono corpus              | 40.97    |
| 2000 sentences mono corpus              | 41.8     |
| 3000 sentences mono corpus              | 45.26    |

Figure 11. Results of SMT Indonesian-Lampung Dialect of nyo

4.3. Analysis of test results

Analysis of the test results was carried out to determine the characteristics of the machine translator and identify whether the results were in accordance with the needs based on the results of the accuracy test of the SMT Indonesian-Lampung dialect of nyo.

| Test Sentences in Indonesian | Reference Sentences in Lampung Dialect of nyo | The results of first experiment | The results of second experiment | The results of third experiment |
|------------------------------|-----------------------------------------------|--------------------------------|----------------------------------|--------------------------------|
|                              |                                               |                                |                                  |                                |
Information from table 2 shows five samples of the test sentences used in this research. The first column in table 2 is the test sentence in Indonesian language, the second column is the reference sentence for the translation of the test sentence in Lampung dialect of nyo, the third column is the translation result of the test sentence in the first experiment, the fourth column is the translation result of the test sentence in the second experiment and the fifth column is the translation result of the test sentence in the third experiment.

In the first sample sentence, all experiments show the same translation results. In the second sample sentence, the word ‘bertengkar’ was not translated successfully in all experiments. However, in the first experiment the SMT system gave the result that the translation was not as expected and word ‘bertengkar’ was considered as out-of-vocabulary. In the second and third experiments in the second sample sentence, the translation results are almost the same as in the first experiment except for the position of the word 'laho'. In the third sample sentence, all experiments show the same translation results. The word ‘bertemu’ in Indonesian is translated as the word ‘tumbuk’, whereas it should have been ‘tunggo’. In the fourth sample sentence, the results of the third experiment show better translation results and the first experiment and the second. In the fifth sample sentence, all experiments show the same translation results.

5. Conclusion and future work
In this research, the translation of Indonesian into Lampung in the nyo dialect can be done using the Moses Decoder. This research focuses on observing the effect of adding mono corpus. From the experimental results, it can be seen that the addition of a mono corpus contributes to an increase in the accuracy of the translation results. When using 1000 mono corpus, the BLEU value was 40.97%, 2000 mono corpus obtained a BLEU value of 41.80%, while 3000 mono corpus obtained a BLEU value of 45.26%. This research still has the potential to be further developed in the aspect of investigating the quality of the corpus used, adding POS tags to the target language.
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