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Abstract
It is desirable, and often a necessity, for machine learning models to be robust against adversarial attacks. This is particularly true for Bayesian models, as they are well-suited for safety-critical applications, in which adversarial attacks can have catastrophic outcomes. In this work, we take a deeper look at the adversarial robustness of Bayesian Neural Networks (BNNs). In particular, we consider whether the adversarial robustness of a BNN can be increased by model choices, particularly the Lipschitz continuity induced by the prior. Conducting in-depth analysis on the case of i.i.d., zero-mean Gaussian priors and posteriors approximated via mean-field variational inference, we find evidence that adversarial robustness is indeed sensitive to the prior variance.

Introduction
Adversarial attacks (i.e. input points intentionally crafted to trick a model into misclassification) have raised serious concerns about the safety and security of models learned from data (Biggio and Roli 2018). In the case of safety-critical applications, such as healthcare (Finlayson et al. 2018) or autonomous driving (McAllister et al. 2017), the impact of adversarial attacks could be catastrophic. For such applications, Bayesian machine learning models, such as Bayesian Neural Networks (BNNs) are a natural choice, as they allow the incorporation of predictive uncertainty into decision making (Fan et al. 2020). While the robustness of models against adversarial attacks (adversarial robustness) has been extensively studied for non-Bayesian neural networks (Katz et al. 2017; Huang et al. 2017; Biggio and Roli 2018; Yang et al. 2019), the robustness of BNNs has been little understood so far. In particular, it remains unclear which model choices can be made to increase the adversarial robustness of Bayesian models. Drawing on the established link between Lipschitz continuity and adversarial robustness (Yang et al. 2020; Szegedy et al. 2013), we investigate this question by analysing the effect the Lipschitz continuity, induced by the prior distribution over neural network parameters, has on the adversarial robustness of the resulting BNN. This results in the following contributions.

Contributions
The specific question we address in this work is:

- Can the adversarial robustness of BNNs be increased by specific model choices concerning the Lipschitz continuity induced by prior distributions?

We focus on the case of i.i.d. Gaussian priors over neural network parameters and posteriors approximated by mean-field variational inference (MFVI).

Firstly, we show both in theory and empirically, that a lower prior Lipschitz constant, induced by a lower prior variance, decreases the posterior global Lipschitz constant of a BNN. Secondly, we investigate empirically if this decreased posterior Lipschitz constant leads to increased adversarial robustness. Our findings are mixed. While the adversarial loss does generally decrease as the posterior Lipschitz constant decreases, the adversarial accuracy does not necessarily increase.

Related Work
Despite being well-suited for safety-critical applications (Mobiny, Singh, and Van Nguyen 2019), the question of the adversarial robustness of BNNs and Bayesian models in general has been the subject of relatively few works compared to the literature for deterministic neural networks (DNNs). There are some papers that derive probabilistic or statistical adversarial robustness guarantees for BNNs (Cardelli et al. 2019; Wicker et al. 2020) and other Bayesian models such as Gaussian process classification models (Blaas et al. 2020). Yet, unlike our work, these approaches do not analyse ways to increase the adversarial robustness of a BNN. Closest to this approach is the work of (Liu et al. 2018), who establish that adversarial training can increase the adversarial robustness of mean-field variational inference approximated BNNs. Our work differs from their approach in that we look at approaches to increase the adversarial robustness of BNNs through model choices, rather than via data manipulation (adversarial training in effect being a form of data augmentation).

Background
Bayesian Neural Networks
Let $D_n$ be a training data set consisting of tuples $(x_i, y_i)_{1 \leq i \leq n}$. Unlike DNNs, which work on the assumption that a single parameter configuration, namely the one which best explains $D_n$, should be used for prediction,
Bayesian neural networks (BNNs) [Denker and Lecun 1991; MacKay 1992] use a weighted set of parameter configurations, which all explain $D_n$ to different extents. This provides predictions as well as associated uncertainty over function behaviour, with uncertainty increasing naturally in unobserved parts of the domain. The weighting of parameter configurations is performed using Bayesian inference, namely specifying a prior distribution, $p_0(\theta)$, over the parameters of a neural network, as well as defining likelihood of the data under the model, $p(D_n|\theta)$. For classification, categorical distributions with class probabilities given by the neural network (NN) output are assumed, i.e.

$$p(D_n|\theta) = \prod_{i=1}^{n} p(y_i|x_i, \theta),$$  \hspace{1cm} (1)

where

$$p(y_i|x_i, \theta) = f^{c=y_i}(x_i|\theta)$$  \hspace{1cm} (2)

with $f^c$ being the NN output in dimension $c$. Applying Bayes’ formula allows us to derive the posterior distribution over the parameters $\theta$:

$$p(\theta|D_n) = \frac{\prod_{i=1}^{n} f^{c=y_i}(x_i|\theta)p_0(\theta)}{\int \prod_{i=1}^{n} f^{c=y_i}(x_i|\theta)p_0(\theta)d\theta}.$$  \hspace{1cm} (3)

For prediction, the parameter configurations, $\theta$, are then weighted by this posterior distribution:

$$p(y_s = c|x_s, D_n) = \int f^{c}(x_s|\theta)p(\theta|D_n)d\theta.$$  \hspace{1cm} (4)

**Approximating the posterior:** Unfortunately, the posterior distribution $p(\theta|D_n)$ in Eq. (3) is typically analytically intractable for NNs and thus needs to be approximated. For this work, we focus on the commonly used mean-field variational inference (MFVI) approximation method [Blundell et al. 2015]. MFVI approximates $p(\theta|D_n)$ with a simple multivariate Gaussian distribution $q_{m,s}(\theta) = \mathcal{N}(\theta|m, \text{diag}(s)I)$ by maximising the evidence lower bound

$$\text{ELBO}(m, s) = \int \prod_{i=1}^{n} f^{c=y_i}(x_i|\theta)q_{m,s}(\theta)d\theta - \text{KL}(q_{m,s}(\theta)||p_0(\theta)), \hspace{1cm} (5)

where \text{KL}(q_{m,s}(\theta)||p_0(\theta)) is the KL-divergence between $q_{m,s}(\theta)$ and the prior $p_0(\theta)$. The ELBO (Evidence Lower Bound) allows the equivalence between maximising $\log p(D_n) - \text{KL}(q_{m,s}(\theta)||p_0(D_n))$, (i.e. simultaneously maximising log-evidence) and minimising the KL-divergence between $q_{m,s}(\theta)$ and the posterior $p(\theta|D_n)$. Despite the seemingly simple structure of the functional $q$, it can be shown that MFVI can have universal approximation properties [Farquhar, Smith, and Gal 2020].

**Adversarial Robustness**

Adversarial robustness can be defined in multiple ways, particularly for Bayesian models. Definitions include detection mechanisms based on model outputs, such as predictive uncertainty [Smith and Gal 2018] and density estimators [Feinman et al. 2017]. Since, however, it has been demonstrated that including such artifacts into the attack objective can circumvent these mechanisms [Grosse et al. 2018], we choose to restrict our analysis to the traditional definition of adversarial robustness [Croce and Hein 2020].

**Definition 1** (Adversarial robustness). The robustness of a BNN classifier at point $x$ belonging to class $c$ with respect to an $L_p$-norm $\parallel \cdot \parallel$ is defined as

$$r_p(x) = \min_{\delta} \parallel \delta \parallel$$  \hspace{1cm} (6)

s.t. $\max_{b \neq c} p(y = b|x + \delta, D_n) \geq p(y = c|x + \delta, D_n)$

The general adversarial robustness of a classifier for a given data set is then usually classified as the minimum or mean adversarial robustness across all test points.

**Lipschitz Continuity and Adversarial Robustness**

Multiple works have established the model independent link between Lipschitz continuity and adversarial robustness [Szegedy et al. 2013; [Hein and Andriushchenko 2017; Yang et al. 2020]. We here briefly review the concept of Lipschitz continuity and outline its relation to adversarial robustness.

**Definition 2** (Lipschitz continuity). A function $g : \mathcal{X} \rightarrow \mathcal{Y}$ is called (globally) Lipschitz continuous with respect to metrics $d_X : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}$ and $d_Y : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}_{\geq 0}$ if there exists a constant $L \in \mathbb{R}_{\geq 0}$ for which

$$\forall x, x' \in \mathcal{X} : \parallel d_Y(g(x), g(x')) \parallel \leq L \parallel d_X(x, x') \parallel \hspace{1cm} (7)

A constant $L \in \mathbb{R}_{\geq 0}$ that fulfills Eq. (7) is called a (global) Lipschitz constant of $g$, and the smallest such constant is called the best (global) Lipschitz constant of $g$, denoted by $L^*(g)$. If Eq. (7) only holds for a subset $U \subset \mathcal{X}$, we say that $g$ is locally Lipschitz continuous with local Lipschitz constant $L$ in $U$. In the context of adversarial robustness we are in particular interested into $L_p$-norm induced metrics of the form $d_X : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}$ and $d_Y : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}_{\geq 0}$ if for some $L_p$-norm $\parallel \cdot \parallel$, a small (global or local) Lipschitz constant $L$ of a model prediction function $g$ hence implies high adversarial robustness, since from $\parallel \delta \parallel \leq \gamma$ it follows $\parallel g(x + \delta) - g(x) \parallel \leq L \gamma$.

**The Adversarial Robustness of Bayesian Neural Networks**

The adversarial robustness of a BNN is entirely determined by its predictive distribution $p(y_s = c|x_s, D_n)$ in Eq. (4). It is thus a combination of the functional form of $f^c(\cdot)$ (the NN architecture) and the posterior $p(\theta|D_n)$. From Eq. (3) we see that the posterior, in turn, is entirely determined by the NN architecture, the observed data $D_n$ and the prior distribution, $p_0(\theta)$. Assuming the data $D_n$ to be given and excluding its manipulation from the inference procedures under inspection, this leaves two components that determine the adversarial robustness of a BNN: the NN architecture and the prior distribution $p_0(\theta)$. The analysis of the impact of NN architecture is important, but not the main focus of our work, as its impact is identical for DNNs and BNNs and has already been extensively researched for DNNs [Guo et al. 2020; Hendrycks and Dietterich 2019; Xie et al. 2020].
We thus primarily focus on the impact of $p_0(\theta)$ on adversarial robustness. We consider here if certain priors on the parameters induce higher adversarial robustness of the posterior prediction function $p(y_0 = c|x_0, D_n)$. To simplify the analysis, we restrict the NN architectures under consideration to be a fully connected feed-forward NNs of the form:

$$f^c(x|\theta) = \text{sm}(W^D \phi(W^{D-1} \phi(\ldots \phi(W^1 x + b^1) \ldots ) + b^{D-1}) + b^D)$$

where sm is the softmax function, $\phi$ the activation function (e.g. ReLu) and $\theta = (W^D, W^{D-1}, \ldots W^1, b^D, b^{D-1}, \ldots , b^1)$. We write $f^c_\theta$ for $f^c(\cdot|\theta)$.

**Effect of the Prior on Adversarial Robustness: Lipschitz Continuity by Prior Variance Reduction**

Given the link between Lipschitz continuity and adversarial robustness, we focus on the effect of inducing Lipschitz continuity properties, on functions drawn from the prior, on the adversarial robustness of the prediction function $p(y_0 = c|x_0, D_n)$. As a starting point, we consider the most commonly used tractable prior $p_0(\theta) = \mathcal{N}(\theta|0, \alpha^2 I)$ (Wilson and Izmailov 2020, Wenzel et al. 2020, Gal 2016).

For a fixed NN architecture, the Lipschitz continuity of $f^c(\cdot|\theta)$ for $\theta \sim p_0(\theta)$ is then only controlled by the prior variance scaling factor, $\alpha^2$. The following two results show that the relationship between $\alpha^2$ and the Lipschitz continuity of $\int f^c(\cdot|\theta)p_0(\theta)d\theta$ is monotonic. Proofs can be found in the Appendix.

**Proposition 1.** Let $f^c_\theta$ be a feed-forward NN as defined in Eq. (5), with activation functions $\phi$ that are $\ell$-Lipschitz continuous. For $g(x) = \int f^c(x|\theta)p(\theta)d\theta$ with some probability density function $p(\theta)$ it holds that:

$$|g(x) - g(x')| \leq k^\ell \prod_{i=1}^D \mathbb{E}_{p}[||W||]|x - x'|,$$

i.e. $g$ is Lipschitz continuous with constant $k^\ell \prod_{i=1}^D \mathbb{E}_{p}[||W||]$.

**Proposition 2.** For $p(\theta)$ with $W^l \sim \mathcal{N}(W^l|M^l|, \alpha^2 I)$, the Lipschitz constant of $g$ in Proposition 1 decreases monotonically with $\alpha^2$ and with $||M^l||$.

**Remark 1.** Note that the last equation implies that for $\alpha^2 \rightarrow 0$, $L(g) \rightarrow \prod_{i=1}^D ||M^l||$.

We thus conclude that for the tractable prior $p_0(\theta) = \mathcal{N}(\theta|0, \alpha^2 I)$, we can analyse the effect of varying Lipschitz continuity inducing prior distributions on adversarial robustness of the posterior predictive model by analysing the effect of the prior variance $\alpha^2$, as smaller $\alpha^2$ implies smaller Lipschitz constants of the resulting mean prior function $g(x) = \int f^c(x|\theta)p(\theta)d\theta$.

Intuitively, properties of the prior transfer to the posterior and we would thus expect that a smaller variance $\alpha^2$ of the prior also implies a smaller Lipschitz constant of the posterior which in turn implies higher adversarial robustness. If the posterior is inferred using MFVI, this can actually be shown theoretically.

**Lemma 1.** Let $p_0(\theta) = \mathcal{N}(\theta|0, \alpha^2 I)$ and $f^c_\theta$ defined as in Eq. (5). For $p(\theta|D_n) \approx q_{\text{MFVI}}(\theta) = \mathcal{N}(\theta|m, \text{diag}(\delta I))$ obtained by maximising Eq. (5), we have that both $||m||_2$ as well as all elements of $\delta$ are monotonic functions of $\alpha^2$.

**Corollary 1.** For $p_0(\theta)$ and $f^c_\theta$ defined as above, the Lipschitz constant defined in Proposition 1 of BNNs with MFVI approximated posterior distribution is a monotonic function of the prior variance $\alpha^2$.

For MFVI approximated posteriors with i.i.d. Gaussian priors $p_0(\theta) = \mathcal{N}(\theta|0, \alpha^2 I)$, we thus conclude that a decrease in prior variance $\alpha^2$ decreases the Lipschitz constant of the resulting BNN. As a low Lipschitz constant is a sufficient condition for high adversarial robustness (Szegedy et al. 2013), of course at the price of potentially lower accuracy, lowering the prior variance $\alpha^2$ should thus increase adversarial robustness. However, there is one crucial condition that this conclusion relies on - namely that the Lipschitz constant derived above is reasonably tight. While it is guaranteed to converge to 0 if $\alpha^2 \rightarrow 0$, we don’t have a result that describes the rate of convergence. If infinitesimal values of $\alpha^2$ are required in practice to obtain fairly low values of the Lipschitz constant of the posterior, the results above only tell us the obvious result that falling back to a constant predictor with essentially 0 mean and 0 variance results in low Lipschitz continuity. In order to see how the established relationships behave in practice, we thus conduct some experiments in the next section.

**Experiments**

We conduct experiments on two datasets: MNIST (LeCun 1998), and FashionMNIST (Xiao, Rasul, and Vollgraf 2017). All inputs are scaled to $[0,1]$. For both data sets, we limit the training data set size to 5’000 and the test data set size to 1’000 for computational reasons. We set $f^c_\theta$ to be a small feed-forward neural network with ReLu activation functions and three hidden layers of [32, 64, 32] neurons respectively. For each experiment, we use MFVI to approximate the BNN that results from combining $f^c_\theta$ with Gaussian i.i.d. priors $p_0(\theta) = \mathcal{N}(\theta|0, \alpha^2 I)$ and the data. To this end, we maximise the ELBO (Eq. (5)) using SGD for 100 epochs. The BNN prediction function is then approximated using the Monte Carlo (MC) estimate $\hat{p}(y_0 = c|x_0, D_n) \approx \frac{1}{T} \sum_{t=1}^T f^c(x_0|\theta_t)$ with $\theta \sim q(\theta|m, \text{diag}(\delta I))$ using $T = 100$ samples. By varying the values $\alpha^2$, we inspect the effect of the Lipschitz continuity of $p_0$ on the adversarial robustness of the BNN. We measure adversarial robustness empirically using three different variants of PGD with 20 iterations (see Appendix). The perturbation budget is set to 0.1 in the $L_\infty$-norm.

Also, we calculate an estimate of the global Lipschitz...
### Table 1: Effect of prior Lipschitz continuity (as controlled by prior variance \( \alpha^2 \)) on posterior adversarial robustness for MNIST

| Training Acc. | Prior variance \( \alpha^2 \) | 0.01 | 0.1 | 1.0 | 10.0 |
|--------------|-------------------------------|------|-----|-----|------|
| Clean Test Acc. | 10 | 94.5 | 94.8 | 93.3 |
| \( L_2 \) prior Lip. const. | 0.0 | 0.9 | 126.2 | 13416.7 |
| \( L_{\infty} \) prior Lip. const. | 0.0 | 4.8 | 591.1 | 60513.4 |
| \( L_2 \) post. Lip. const. | 0.0 | 3.7 | 7.6 | 32.6 |
| \( L_{\infty} \) post. Lip. const. | 0.0 | 28.4 | 55.8 | 224.7 |
| Adv. Test Loss | 2.3 | 3.6 | 6.6 | 18.5 |
| Adv. Test Acc. | 10.0 | 23.6 | 30.9 | 20.5 |
| Net Adv. Test Acc. | 100.0 | 28.3 | 35.7 | 25.4 |

### Table 2: Effect of prior Lipschitz continuity (as controlled by prior variance \( \alpha^2 \)) on posterior adversarial robustness for FashionMNIST

| Training Acc. | Prior variance \( \alpha^2 \) | 0.01 | 0.1 | 1.0 | 10.0 |
|--------------|-------------------------------|------|-----|-----|------|
| Clean Test Acc. | 8.8 | 83.4 | 82.7 | 80.5 |
| \( L_2 \) prior Lip. const. | 0.0 | 1.7 | 203.3 | 20818.4 |
| \( L_{\infty} \) prior Lip. const. | 0.0 | 8.8 | 1004.6 | 102553.9 |
| \( L_2 \) post. Lip. const. | 0.0 | 3.6 | 12.7 | 32.3 |
| \( L_{\infty} \) post. Lip. const. | 0.0 | 26.8 | 75.3 | 177.4 |
| Adv. Test Loss | 2.3 | 6.9 | 19.0 | 17.5 |
| Adv. Test Acc. | 8.8 | 6.2 | 8.3 | 8.8 |
| Net Adv. Test Acc. | 100.0 | 16.0 | 17.1 | 18.2 |

### Discussion

We here investigate the question as to whether the adversarial robustness of BNNs can be increased by specific model choices concerning the Lipschitz continuity induced by prior distributions. For the case of i.i.d. zero-mean Gaussian priors, we have shown that a lower prior Lipschitz constant, induced by a lower prior variance \( \alpha^2 \), reduces the posterior Lipschitz constant of a BNN whose posterior is approximated using MFVI. The desired increase in adversarial robustness was, however, only partially observed. This could be due to the fact that the obtained adversarial robustness is empirical, i.e. the values presented give an upper bound to the theoretical adversarial accuracy over the test set. Another, more interesting explanation is that adversarial robustness is not driven by the Lipschitz constant alone, but also by the margin (i.e. difference between largest and second largest class outputs \( f^* \)). Potentially, the effect of the prior variance has an effect on the margin which offsets the increased Lipschitz constant. However, the fact that the relationship between Lipschitz constant and adversarial test loss is mostly monotonic speaks against this explanation. More experiments involving a larger variety of data sets and exact verification methods will be needed. Also, there are some other limitations to our work that call for further analysis. Firstly, we have only analysed the effect of the Lipschitz continuity induced by the prior for i.i.d. zero-mean Gaussian priors. While this is a commonly used prior (Wenzel et al., 2020; Wilson and Izmailov, 2020), it would be interesting to see if similar results also hold for other parameter prior distributions (or even functional priors (Sun et al., 2019)). Secondly, we have only analysed the effect of this Lipschitz continuity on the adversarial robustness of BNNs with MFVI approximated posteriors. We are currently conducting similar analyses for BNNs with HMC approximated posteriors, which should be closer to the exact posterior for the relatively small NN architectures considered here (Farquhar, Smith, and Gal, 2020).

\[ L(g) = \max_{x_i, x_j \in T_m} \frac{\|g(x_i) - g(x_j)\|_p}{\|x_i - x_j\|_p} \]

which is a lower bound to the true global Lipschitz constant (Blasch et al., 2019). We analyse Lipschitz continuity with respect to both the \( L_2 \) – and the \( L_{\infty} \) – norm as they have been described as corresponding the most to human perception (Madry et al., 2017; Goodfellow, Shlens, and Szegedy, 2014).

**Experiment 1: MNIST**

The results are shown in Table 1. It can be seen that a lower prior variance, \( \alpha^2 \), corresponding to a lower prior Lipschitz constant, indeed leads to a lower posterior Lipschitz constant. As hoped, this does correspond to a higher adversarial robustness when measured by the cross-entropy loss of the perturbed images (`Adv. Test Loss`). Also, as predicted by the theory, for small enough \( \alpha^2 \), the BNN stays a constant function which naturally has the highest net adversarial test accuracy (at the price of lowest clean accuracy). However, while the adversarial test loss is monotonic in \( \alpha^2 \), this is not true for the (net) adversarial test accuracy, as \( \alpha^2 = 1.0 \) yields better (net) adversarial accuracy than \( \alpha^2 = 0.1 \).

**Experiment 2: FashionMNIST**

The results are shown in Table 2. Again, we see that as theory predicts, a lower prior variance \( \alpha^2 \) corresponding to a lower prior Lipschitz constant indeed leads to a lower posterior Lipschitz constant. However, for FashionMNIST, this does not necessarily translate to a higher adversarial robustness even when adversarial test loss is considered, as the test loss for \( \alpha^2 = 10 \) is slightly lower than the one for \( \alpha^2 = 1 \). In terms of net adversarial robustness, the relationship to prior variance is the inverse of what one would hope for, as larger prior variance (beyond 0.1) leads to higher net adversarial accuracy, even though the increase is only marginal.
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Appendix

Proof of Proposition I

Proof. By observing that, for $k$-Lipschitz continuous activation functions, a Lipschitz constant to $f^k(x;\theta)$ is given by $\prod_{l=1}^{D}||W_l||$ (Szegedy et al. 2013), it can quickly be established that:

$$|g(x) - g(x')| = \left| \int (f^c(x;\theta) - f^c(x';\theta)) p(\theta) d\theta \right| \leq \int |f^c(x;\theta) - f^c(x';\theta)| p(\theta) d\theta \leq \int k^D \prod_{l=1}^{D} ||W_l|| ||x - x'|| p(\theta) d\theta \leq k^D \prod_{l=1}^{D} \mathbb{E}_p[||W_l||] ||x - x'||$$

Proof of Lemma I

Proof. Expanding out the KL term in Eq. (5), we obtain:

$$\text{ELBO}(m, s) = F(m, s) - \frac{1}{2} \left( \log \prod_{i=1}^{P} \frac{\alpha^2}{s_i^2} - P + \sum_{i=1}^{P} \frac{s_i^2}{\alpha^2} + 1 - \alpha^2 \|m\|_2^2 \right) (15)$$

We thence get:

$$\frac{\delta \text{ELBO}(m, s)}{\delta s_i^2} (\alpha^2) = \frac{\delta F(m, s)}{\delta s_i^2} + \frac{1}{s_i^2} - \frac{1}{\alpha^2} (16)$$

and

$$\frac{\delta \text{ELBO}(m, s)}{\delta m_i} (\alpha^2) = \frac{\delta F(m, s)}{\delta m_i} - \frac{m_i}{\alpha^2} (17)$$

Let $\bar{m}(\alpha^2), \bar{s}(\alpha^2)$ be the optimal solutions to maximising the ELBO for a given prior variance $\alpha^2$, i.e. the ELBO gradients in Eqs. (16) and (17) equal 0. For $\bar{s}^2 < \alpha^2$ we then get from Eq. (16) that $\frac{\delta \text{ELBO}(\bar{m}(\alpha^2), \bar{s}(\alpha^2))}{\delta s_i^2} (\bar{s}(\alpha^2)) < 0$ and thus $\bar{s}(\alpha^2) < \bar{s}_i(\alpha^2)$. Analogously, from Eq. (17) we get that if $\bar{m}_i(\alpha^2) > 0$ then $\bar{m}_i(\alpha^2) < \bar{m}_i(\alpha^2)$ and if $\bar{m}_i(\alpha^2) < 0$ then $\bar{m}_i(\alpha^2) > \bar{m}_i(\alpha^2)$, and thus in either case $\bar{m}_i(\alpha^2) < \bar{m}_i(\alpha^2)$

Proof of Corollary I

Proof. This follows directly from combining Lemma I with Propositions I and II: the squared Frobenius norm of a mean weight matrix $M^I$ is a subset of the summands of $\|\bar{m}\|_2^2$. 
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Details of PGD Attack on BNNs

An attack BNNs using PGD in its original formulation was performed by drawing a new sample of parameters from the posterior at each attack iteration (Liu et al. 2018). However, this leads to sub-optimal results as it is based on a noisy version of the mean gradient. To correct for this, a modified version which calculates the expected gradient at each PGD iteration has been suggested (Zimmermann 2019). We further improve this modified attack by two modifications. Firstly, we initialise the PGD starting point based on a random uniform draw in the perturbation ball instead of the original test point, as previous research has shown this to be more efficient for attacks on DNNs (Wong, Rice, and Kolter 2020). Also, other research indicates that the expected gradient might be 0 at original test points for MFVI approximated BNNs (Carbone et al. 2020). Secondly, we reintroduce the originally proposed sign function on the gradient to the attack formulation, as we find that the attacks are consistently stronger using the sign of the gradient rather than its value at each iteration (we run both versions in each experiment). Motivated by the fact that the expected gradient might be 0 at or near test points (Carbone et al. 2020), we additionally run the original PGD attack (Madry et al. 2017) on the posterior parameter mean \( \bar{m} \) directly. So in total, we run 3 attacks (BNN PGD with and without sign function + original PGD on \( \bar{m} \)). We only report the results of the strongest attack.