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Abstract—We demonstrate that merely analog transmissions and match filtering can realize the function of an edge server in federated learning (FL). Therefore, a network with massively distributed user equipments (UEs) can achieve large-scale FL without an edge server. We also develop a training algorithm that allows UEs to continuously perform local computing without being interrupted by the global parameter uploading, which exploits the full potential of UEs’ processing power. We derive convergence rates for the proposed schemes to quantify their training efficiency. The analyses reveal that when the interference obeys a Gaussian distribution, the proposed algorithm retrieves the convergence rate of a server-based FL. But if the interference distribution is heavy-tailed, then the heavier the tail, the slower the algorithm converges. Nonetheless, the system run time can be largely reduced by enabling computation in parallel with communication, whereas the gain is particularly pronounced when communication latency is high. These findings are corroborated via excessive simulations.

Index Terms—Federated learning, wireless network, analog over-the-air computing, zero-wait training, convergence rate.

I. INTRODUCTION

A. Motivation

A federated learning (FL) system [1]–[3] generally consists of an edge server and a group of user equipments (UEs). The entities collaboratively optimize a common loss function. The training process constitutes three steps: (a) each UE conducts local training and uploads the intermediate parameters, e.g., the gradients, to the server, (b) the server aggregates the gradients to improve the global model, and (c) the server broadcasts the global parameter back to the UEs for another round of local computing. This procedure repeats until the model converges. However, edge services are yet widely available in wireless networks as deploying such computing resources on the access points (APs) is costly to the operators. And even if possible, using the precious edge computing unit to perform global model improvement—which are simply additions and/or multiplications—results in significant resource underuse. That leads to a natural question:

Question-1: Can we run FL in a wireless network without an edge server while maintaining scalability and efficiency?

A possible strategy is to change the network topology from a star connection into a decentralized one [4], [5]. In this fashion, every UE only exchanges intermediate parameters with its geographically proximal neighbors in each communication round. If the network is fully connected, i.e., any pair of UEs can reach each other via finite hops, the training algorithm is able to eventually converge. Nonetheless, such an approach bears two critical setbacks: (i) the communication efficiency is low because UEs’ parameters can only be exchanged within local clusters in each global iteration, which results in a large number of communication rounds before the model can reach a satisfactory performance level; and (ii) the privacy issue is severe, as UEs may send their information to a deceitful neighbor without the authentication from a centralized entity. Therefore, completely decentralizing the network is not a desirable solution to the posed question.

Apart from putting the server in petty use, another disadvantage of the conventional FL algorithm is that once the local parameters are uploaded to the edge, UEs need to wait for the results before they can proceed to the next round of local computing. Since the UEs are obliged to freeze their local training during each global communication, where the latter can be orders of magnitudes slower than the former [6], the system’s processing power is highly underutilized. As such, the second question arises:

Question-2: Can UEs continue their local computing during global communication and use these extra calculations to reduce the system run time?

B. Main Contributions

In light of the above challenges, we propose a new architecture, as well as the model training algorithm, that (a) attains a similar convergence rate of FL under the master-slave framework but without the help of an edge server and (b) allows local computations to be executed in parallel with global communication, therefore enhance the system’s tolerance to high network latency. The main contributions of the present paper are summarized as follows:

- We develop a distributed learning paradigm that in each communication round, allows all the UEs to simultaneously upload and aggregate their local parameters at the AP without utilizing an edge server, and later use the global model to rectify and improve the local results. This is accomplished through analog gradient aggregation [7] and replacing the locally accumulated gradients with the globally averaged ones.
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We derive the convergence rate for the proposed training algorithm. The result reveals that the convergence rate is primarily dominated by the level of heavy tailedness in the interference’s statistical distribution. Specifically, if the interference obeys a Gaussian distribution, the proposed algorithm retrieves the convergence rate of a conventional server-based FL. When the interference distribution is heavy-tailed, then the heavier the tail, the slower the algorithm converges.

We improve the developed algorithm by enabling UEs to continue their local computing in concurrence with the global parameter updating. We also derive the convergence rate for the new scheme. The analysis shows that the proposed method is able to reduce the system run time, and the gain is particularly pronounced in the presence of high communication latency.

We carry out extensive simulations on the MNIST and CIFAR-10 data set to examine the algorithm under different system parameters. The experiments validate that SFWFL achieves a similar, or even outperforms the convergence rate of a server-based FL, if the interference follows a Gaussian distribution. It also confirms that the convergence performance of SFWFL is sensitive to the heavy tailedness of interference distribution, where the convergence rate deteriorates quickly as the tail index decreases. Yet, as opposed to conventional FL, under the SFWFL framework, an increase in the number of UEs is instrumental in accelerating the convergence. And the system run time is shown to be drastically reduced via pipelining computing with communication.

C. Outline

The remainder of this paper is organized as follows. We survey the related works in Section II. In Section III, we introduce the system model. We present the design and analysis of a server-free FL paradigm in Section IV. We develop an enhanced version of the training algorithm in Section V, that allows UEs to execute local computations in parallel with global communications. Then, we show the simulation results in Section VI to validate the analyses and obtain design insights. We conclude the paper in Section VII.

In this paper, we use bold lower case letters to denote column vectors. For any vector $w \in \mathbb{R}^d$, we use $\|w\|$ and $w^T$ to denote the $L_2$ norm and the transpose of a column vector, respectively. The main notations used throughout the paper are summarized in Table I.

II. RELATED WORKS

The design and analysis of this work stem from two prior arts: Analog gradient descent and delayed gradient averaging. In the following, we elaborate on these two aspects’ related works.

1) Analog gradient descent: This method capitalizes on the superposition property of electromagnetic waves for fast and scalable FL tasks [7]–[10]: Specifically, during each global iteration, the edge server sends the global parameter to all the UEs. After receiving the global parameter, each UE conducts a round of local computing and, once finished, transmits an analog function of its gradient using a set of common shaping waveforms, one for each element in the gradient vector. The edge server receives a superposition of the analog transmitted signals, representing a distorted version of the global gradient. The server then updates the global model and feedbacks the update to all the UEs. This procedure repeats for a sufficient number of rounds until the training converges – the convergence is guaranteed if the loss function has nice structures (i.e., strong convexity and smoothness), even if the aggregated parameters are severely jeopardized by channel fading and interference noise [10]. The main advantage of analog gradient descent is that the bandwidth requirement does not depend on the number of UEs. As a result, the system not only scales easily but also attains significant energy saving [7]. Moreover, the induced interference noise can be harnessed for accelerating convergence [11], enhancing privacy [12], efficient sampling [13], or improving generalization [10]. In addition to these benefits, the present paper unveils another blessing from the analog gradient descent, that using this method, we can get rid of the edge server – as the old saying goes, “Render unto Caesar the things which are Caesar’s, and unto God the things that are God’s.”
TABLE I
NOTATION SUMMARY

| Notation | Definition |
|----------|------------|
| $N$: $s(t)$ | Number of UEs in the network; a set of orthonormal waveforms |
| $M$: $D$ | Number of SGD iterations in one local computing round; number of local computing rounds in a global communication round |
| $f(w)$; $\nabla f(w)$ | Global loss function; and its gradient |
| $f_n(w)$; $\nabla f_n(w)$ | Local loss function of UE $n$; and its gradient |
| $x_k^n(t)$; $y_k^n(t)$ | Analog signal sent out by UE $n$ in the $k$-th communication round; analog signal received by the AP in the $k$-th communication round |
| $P_n$; $h_{n,k}$ | Transmit power of UE $n$; channel fading experience by UE $n$ |
| $g_i$; $\xi_k$ | Noisy gradient received at the AP; electromagnetic interference that follows $\alpha$-stable distribution |
| $\eta_k$ | Learning rate of the algorithm |
| $\alpha$ | Tail index of the heavy-tailed interference |
| $w(\alpha)$; $\|w\|_\alpha$ | Signed power $\alpha$ of a vector $w$; $\alpha$-norm of a vector $w$ |

2) Delayed gradient averaging: On a separate track, delayed gradient averaging [14] is devised by recognizing that the gradient averaging in FL can be postponed to a future iteration without violating the federated computing paradigm. Under delayed gradient averaging, the UEs send their parameters to each other at the end of each computing round and immediately start the next round of local training. The averaging step is belated to a later iteration when the aggregated result is received, upon which a gradient correction term is adopted to compensate for the staleness. In this manner, the communication can be pipelined with computation, hence endowing the system with a high tolerance to communication latency. However, [14] requires each UE to pass its parameter to every other UE for gradient aggregation, which incurs hefty communication overhead, especially when the network grows in size. Even by adopting a server at the edge to take over the aggregation task, communication efficiency remains a bottleneck for the scheme. Toward this end, we incorporate analog gradient descent to circumvent the communication bottleneck of delayed gradient averaging, and show that such a marriage yields very fruitful outcomes.

III. SYSTEM MODEL

We consider a wireless network consisting of one AP and $N$ UEs, as depicted in Fig. 1(b). Each UE $n$ holds a loss function $f_n: \mathbb{R}^d \rightarrow \mathbb{R}$ that is constructed based on its local dataset. The goal of all the UEs is to jointly minimize a global objective function. More formally, they need to cooperatively find a vector $w \in \mathbb{R}^d$ that satisfies the following:

$$\min_{w \in \mathbb{R}^d} f(w) = \frac{1}{N} \sum_{n=1}^{N} f_n(w).$$  \(1\)

The solution to (1) is commonly known as the empirical risk minimizer, denoted by

$$w^* = \arg \min_{w \in \mathbb{R}^d} f(w).$$  \(2\)

Algorithm 1 Server Free Wireless Federated Learning

1: **Parameters:** $M =$ number of steps per local computing, $\eta_k =$ learning rate for the $k$-th round stochastic gradient descent.
2: **Initialize:** Each agent sets $w_n^{0,1} = w_0 \in \mathbb{R}^d$ where $w_0$ is a randomly generated vector and $n \in \{1, \cdots, N\}$.
3: for $k = 1, \cdots, K$ do
4: for each UE $n$ in parallel do
5: Set the initial local parameter as follows:

$$w_{k,1}^n = w_{k-1,1}^n + \eta_k\nabla f_n(w_{k-1,1}^n; \gamma_i)$$  \(3\)

in which $w_{k,1}^n$ denotes the $j$-th iteration at round $i$. $\gamma_i$ is the parameters received from the AP, and $\bar{g}_{k-1}$ is the locally aggregated gradient.
6: for $i = 1$ to $M$ do
7: Sample $\gamma_i \in \mathcal{D}_k$ uniformly at random, and update the local parameter $w_{k,i}^n$ as follows

$$w_{k,i+1}^n = w_{k,i}^n - \eta_k\nabla f_n(w_{k,i}^n; \gamma_i)$$  \(4\)

8: end for
9: Compute the aggregated local gradients at round $k$ as

$$\bar{g}_k^n = \frac{1}{N} \sum_{n=1}^{N} h_{n,k} \bar{g}_k^n + \xi_k$$  \(5\)

where $h_{n,k}$ is the channel fading experienced by UE $n$ and $\xi_k$ is the electromagnetic interference. The AP feeds back $\bar{g}_k$ to all UEs in a broadcast manner.
10: end for
11: The AP passes the received signal to a bank of matched filters and arrives at the following

$$\bar{g}_k = \frac{1}{N} \sum_{n=1}^{N} h_{n,k} \bar{g}_k^n$$  \(6\)

In order to obtain the minimizer, the UEs need to conduct local training and periodically exchange the parameters for a global update. Because the AP is not equipped with a computing unit, conventional FL training schemes that rely on an edge server to perform the intermediate global aggregation and model improvement seem inapplicable in this context. That said, we will show in the sequel that by adopting analog over-the-air computing [15], one can devise an FL-like model training method that is communication efficient, highly scalable, and has the same convergence rate as the paradigms that have an edge server.

IV. SERVER FREE FEDERATED MODEL TRAINING: VANILLA VERSION

In this section, we detail the design and analysis of a model training paradigm that achieves similar performance to FL without the help of an edge server. Owing to such a salient feature, we coin this scheme as Server Free Wireless...
Federated Learning (SFWFL). We summarize the general procedures of SFWFL in Algorithm 1 and elaborate on the major components below.

A. Design

Similar to the conventional FL, SFWFL requires local trainings at the UEs, global communications of intermediate parameters, and feedback of the aggregated results.

1) Local Training: Before the training commences, all UEs negotiate amongst each other on an initial parameter $w_0$ that is randomly generated. Then, every UE conducts $M$ steps of SGD iteration based on its own dataset and updates the locally aggregated gradient to the AP. The AP (automatically) aggregates the UEs’ gradients by means of analog over-the-air computing—which will be elucidated soon—and feeds back the resultant parameters to all the UEs. Upon receiving the globally aggregated gradient, every UE replaces the locally aggregated gradient by this global parameter, as per (3), and proceeds to the next round of local computing in accordance with (4).

It is important to note that by replacing the local gradients with the global one, the UEs’ model parameters \( \{w^n_k\}_{n=1}^{N} \) are aligned at the beginning of each local computing stage. As such, if the model training converges, every UE will have its parameters approach the same value.

2) Global Communication: During the \( k \)-th round of global communication, UE \( n \) gathers the stochastic gradients calculated in the current computing round as \( \bar{g}^{n}_k = \sum_{i=1}^{N} \nabla f_n(w^n_k, \gamma_i) \), and constructs the following analog signal:

\[
x^n_k(t) = \langle s(t), \bar{g}^n_k \rangle \tag{6}
\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product between two vectors and \( s(t) = (s_1(t), s_2(t), \ldots, s_d(t)), \quad 0 < t < T \), is a set of orthonormal baseband waveforms that satisfies:

\[
\int_{0}^{T} s^2_i(t) dt = 1, \quad i = 1, 2, \ldots, d \tag{7}
\]

\[
\int_{0}^{T} s_i(t) s_j(t) = 0, \quad \text{if} \quad i \neq j. \tag{8}
\]

In essence, operation (6) modulates the amplitude of \( s_i(t) \) according to the \( i \)-th entry of \( \bar{g}^n_k \) and superpositions the signals into an analog waveform. Once the transmit waveforms \( \{x^n_k(t)\}_{n=1}^{N} \) have been assembled, the UEs send them out concurrently into the spectrum. We consider the UEs employ power control to compensate for the large-scale path loss while the instantaneous channel fading are unknown.

Notably, since the waveform basis are independent to the number of UEs, this architecture is highly scalable. In other words, all the UEs can participate in every round of local training and global communication regardless of how many UEs are there in the network.

3) Gradient Aggregation: The analog signals go through wireless medium and accumulated at the AP’s RF front end. The received waveform can be expressed as follows:

\[
y_k(t) = \sum_{n=1}^{N} h_{n,t} x^n_k(t) + \xi(t) \tag{9}
\]

where \( h_{n,t} \) is the channel fading experienced by UE \( n \) and \( \xi(t) \) stands for the interference. Without loss of generality, we assume the channel fading is independent and identically distributed (i.i.d.) across the agents and communication rounds, with a unit mean and variance \( \sigma^2 \). Furthermore, we consider \( \xi(t) \) follows a symmetric \( \alpha \)-stable distribution [17], which is widely used in characterizing interference’s statistical property in wireless networks [18]–[20].

The AP passes the analog signal \( y_k(t) \) to a bank of matched filters, where each branch is tuned to one element of the waveform basis, and outputs the vector in (5), where \( \xi_k \) is a \( d \)-dimensional random vector with each entry being i.i.d. and following an \( \alpha \)-stable distribution. The AP then broadcasts \( \tilde{g}_k \) back to all the UEs. Owing to the high transmit power of the AP, we assume the global parameters can be received without error by all the UEs. Then, the UEs move to step-1) and launch a new round of local computing.

The most remarkable feature of this model training paradigm is that it does not require an edge server to conduct global aggregation and/or model improvement. Instead, the AP exploits the superposition property of wireless signals to achieve fast gradient aggregation through a bank of matched filters. At the UEs side, they replace the locally aggregated gradient with the global one at the beginning of each local computing round to align the model parameters. As will be shown next, the training algorithm converges albeit the global gradients are highly distorted. Apart from server-free, it is noteworthy that since the UEs do not need to compensate for the channel fading, they can transmit at a relatively constant power level to save the hardware cost. Additionally, the random perturbation from fading and interference provides inherent privacy protection to the UEs’ gradient information [12].

B. Analysis

In this part, we derive the convergence rate to quantify the training efficiency of SFWFL.

1) Preliminary Assumptions: To facilitate the analysis, we make the following assumptions.

**Assumption 1:** The objective functions \( f_n : \mathbb{R}^d \rightarrow \mathbb{R} \) are \( \mu \)-strongly convex, i.e., for any \( \mathbf{w}, \mathbf{v} \in \mathbb{R}^d \) it is satisfied:

\[
f_n(\mathbf{w}) \geq f_n(\mathbf{v}) + \langle \nabla f_n(\mathbf{v}), \mathbf{w} - \mathbf{v} \rangle + \frac{\mu}{2} \| \mathbf{w} - \mathbf{v} \|^2. \tag{10}
\]

**Assumption 2:** The objective functions \( f_n : \mathbb{R}^d \rightarrow \mathbb{R} \) are \( \lambda \)-smooth, i.e., for any \( \mathbf{w}, \mathbf{v} \in \mathbb{R}^d \) it is satisfied:

\[
f_n(\mathbf{w}) \leq f_n(\mathbf{v}) + \langle \nabla f_n(\mathbf{v}), \mathbf{w} - \mathbf{v} \rangle + \frac{\lambda}{2} \| \mathbf{w} - \mathbf{v} \|^2. \tag{11}
\]

1In this paper, we consider the waveforms of different UEs are synchronized. Note that the issue of signal misalignment can be addressed via [16].
Assumption 3: The stochastic gradients are unbiased and have bounded second moments, i.e., there exists a constant $G$ such that the following holds:

$$
E \left[ \| \nabla f_n(w^n_{k,i}; \gamma_i) \|^2 \right] \leq G^2.
$$

(12)

Because the interference follows an $\alpha$-stable distribution, which has finite moments only up to the order $\alpha$, the variance of the globally aggregated gradient in (5) may be unbounded. As such, conventional approaches that rely on the existence of second moments cannot be directly applied. In order to establish a universally applicable convergence analysis, we opt for the $\alpha$-norm as an alternative. Based on this metric, we introduce two concepts, i.e., the signed power and $\alpha$-positive definite matrix [21], in below.

Definition 1: For a vector $w = (w_1, \ldots, w_d)^T \in \mathbb{R}^d$, we define its signed power as follows

$$w^{(\alpha)} = (\text{sgn}(w_1)|w_1|^{\alpha}, \ldots, \text{sgn}(w_d)|w_d|^{\alpha})^T
$$

(13)

where $\text{sgn}(x) \in \{-1, +1\}$ takes the sign of the variable $x$.

Definition 2: A symmetric matrix $Q$ is said to be $\alpha$-positive definite if $\langle v, Qv^{(\alpha-1)} \rangle > 0$ for all $v \in \mathbb{R}^d$ with $\|v\|_\alpha > 1$.

Armed with the above definitions, we make another assumption as follows.

Assumption 4: For any given vector $w \in \mathbb{R}^d$, the Hessian matrix of $f(w)$, i.e., $\nabla^2 f(w)$, is $\alpha$-positive definite.

Furthermore, since each element of $\xi_k$ has a finite $\alpha$ moment, we consider the $\alpha$ moment of $\xi_k$ is upper bounded by a constant $C$, i.e., $E[\|\xi_k\|_\alpha^\alpha] \leq C$.

2) Convergence Rate of SFWFL: We lay out two technical lemmas that we would use extensively in the derivation.

Lemma 1: Given $\alpha \in [1, 2]$, for any $w, v \in \mathbb{R}^d$, the following holds:

$$\|w + v\|_\alpha^\alpha \leq \|w\|_\alpha^\alpha + \alpha(w^{(\alpha-1)} - v) + 4\|v\|_\alpha^\alpha.
$$

(14)

Proof: Please refer to [22].

Lemma 2: Let $Q$ be an $\alpha$-positive definite matrix, for $\alpha \in [1, 2]$, there exists $\kappa, L > 0$, such that

$$\|I - kQ\|_\alpha\alpha \leq 1 - Lk, \quad \forall k \in [0, \kappa)
$$

(15)

Proof: Please see Theorem 10 of [21].

Since the UEs’ model parameters are aligned at the beginning of each local computing round, i.e., $w^1_{k,1} = w^2_{k,1} = \cdots = w^N_{k,1}$, we denote such a quantity as $w_k$ and present the first theoretical finding below.

Theorem 1: Under the employed wireless system, if the learning rate is set as $\eta_k = \theta/k$ where $\theta > \frac{\sigma^2}{M\lambda}$, then Algorithm-1 converges as:

$$E[\|w_k - w^*\|_\alpha^\alpha] \leq \frac{4G^\alpha(C + d^{1/\alpha} G^\alpha M^\alpha (\lambda^\alpha M^\alpha + \sigma^\alpha N^{-\alpha/2}))}{\mu ML - \alpha + 1} \cdot \frac{1}{k^{\alpha-1}}.
$$

(16)

Proof: See Appendix A.

We highlight a few important observations from this result.

Remark 1: If the interference follows a Gaussian distribution, i.e., $\alpha = 2$, the SFWFL converges in the order of $\mathcal{O}(\frac{1}{k})$, which is identical to those run under federated edge learning systems [7]. As such, the proposed model training algorithm can attain the same efficacy of conventional edge learning without the requirement of a server.

Remark 2: The interference’s tail index, $\alpha$, plays an essential role in the convergence rate. Specifically, the smaller the value of $\alpha$, the heavier the tail in the interference distribution. And that leads to slower convergence of the learning algorithm.

Remark 3: Advanced signal processing techniques can be adopted for denoising the aggregated gradient, which results in reducing the variance of channel fading, $\sigma$, and accelerating the model training process. The effect is reflected in the multiplier of the convergence rate.

Remark 4: An increase in the number of UEs, $N$, can mitigate the impact of channel fading and speedup the convergence rate. Therefore, scaling up the system is, in fact, beneficial to the model training under SFWFL.
local computing, each UE during the communication. Specifically, in the first round of computing, which is in total \( MD \) SGD iterations. In order to better illustrate the concepts, we slightly abuse the notation use, let us assume every UE in the network spent the same amount of time in parameter uploading and downloading during each round of global communication. The communication time spreads over \( D \) local computing rounds, which is in total \( MD \) SGD iterations. In order to better illustrate the concepts, we slightly abuse the notation \( k \) in this section by referring to it as the \( k \)-th computing round. Then, as outlined in Algorithm 2, the Zero-Wait SFWFL no longer freezes the local computation power during the communication. Specifically, in the first round of local computing, each UE \( n \) executes \( M \) SGD iterations and arrives at the following:

\[
\begin{align*}
\mathbf{w}^{n}_{1,M+1} &= \mathbf{w}^{n}_{1,M} - \eta_1 \nabla f_n(\mathbf{w}^{n}_{1,M}; \gamma_{1,M}) \\
&= \cdots = \mathbf{w}_0 - \eta_1 \sum_{i=1}^{M} \nabla f_n(\mathbf{w}^{n}_{1,i}; \gamma_{1,i}) \\
&= \mathbf{w}_0 - \eta_1 \mathbf{g}^n_{1}.
\end{align*}
\]

Upon finishing the first computing round, the UEs simultaneously send their accumulated gradients \( \{\mathbf{g}^n_{1}\}^{N}_{n=1} \) to the AP via analog transmissions. Then, unlike SFWFL, the UEs do not wait for the return of the global aggregation but immediately proceed to the next round of local computation. By the time the globally aggregated gradients are received, UE \( n \) has already performed \( D \) extra rounds of local updates and its model parameter can be written as:

\[
\begin{align*}
\mathbf{w}^{n}_{1+D,1} &= \mathbf{w}^{n}_{D,M} - \eta_D \nabla f_n(\mathbf{w}^{n}_{D,M}; \gamma_{D,M}) \\
&= \mathbf{w}^{n}_{D,1} - \eta_D \mathbf{g}^n_{D} \\
&= \mathbf{w}_0 - \eta_D \mathbf{g}^n_{D} - \eta_D \mathbf{g}^n_{D-1} - \cdots - \eta_1 \mathbf{g}^n_{1}.
\end{align*}
\]

As the aggregated gradient, \( \mathbf{g}^n_{1} \), of the first round is now available, UE \( n \) can substitute all the first round local gradients by the global one, which yields:

\[
\begin{align*}
\mathbf{w}^{n}_{1+D,1} &= (\mathbf{w}_0 - \eta_1 \mathbf{g}^n_{1}) - \eta_D \mathbf{g}^n_{D} - \cdots - \eta_2 \mathbf{g}^n_{2} \\
&= \mathbf{w}^{n}_{D,1} - \eta_D \mathbf{g}^n_{D} - \eta_1 (\mathbf{g}^n_{1} - \mathbf{g}^n_{1}).
\end{align*}
\]

This operation serves as the cornerstone of Algorithm 2. By successively replacing the local gradients \( \mathbf{g}^n_{k} \) by the globally averaged \( \tilde{g}^n_{k} \), where \( k \geq 2 \), the UE \( n \) model parameters \( \mathbf{w}^n_{k} \) approach to that in (3). As such, the local models converge to the global optimality.

A comparison between the sequential training procedure where computations are suspended during global communications and the zero wait learning scheme that pipelines the on-device computing and parameter updating is provided in Fig. 2(a) and Fig. 2(b). This figure shows that the zero wait

V. SERVER FREE FEDERATED MODEL TRAINING: ZERO-WAIT VERSION

This section improves the learning algorithm, allowing UEs to continue their local training without waiting for the global parameters. As a result, the system run time can be largely reduced. Due to the property that UEs no longer need to wait for the global results, we call the proposed scheme Zero Wait SFWFL. More details are provided below.

A. Design

To simplify the notation use, let us assume every UE in the network spent the same amount of time in parameter uploading and downloading during each round of global communication. The communication time spreads over \( D \) local computing rounds, which is in total \( MD \) SGD iterations. In order to better illustrate the concepts, we slightly abuse the notation \( k \) in this section by referring to it as the \( k \)-th computing round. Then, as outlined in Algorithm 2, the Zero-Wait SFWFL no longer freezes the local computation power during the communication. Specifically, in the first round of local computing, each UE \( n \) executes \( M \) SGD iterations and arrives at the following:

\[
\begin{align*}
\mathbf{w}^{n}_{1,M+1} &= \mathbf{w}^{n}_{1,M} - \eta_1 \nabla f_n(\mathbf{w}^{n}_{1,M}; \gamma_{1,M}) \\
&= \cdots = \mathbf{w}_0 - \eta_1 \sum_{i=1}^{M} \nabla f_n(\mathbf{w}^{n}_{1,i}; \gamma_{1,i}) \\
&= \mathbf{w}_0 - \eta_1 \mathbf{g}^n_{1}.
\end{align*}
\]
operation moves the gradient averaging to a later stage. Since the UEs no longer need to wait for the global model, they can compute local updates restlessly. In this sense, the devices’ processing powers are fully exploited, which significantly accelerates the training process.

B. Analysis

In this part, we formally demonstrate the convergence of Zero-Wait SFWFL based on the assumptions made in Section IV-B-1). To facilitate the presentation, we denote the initialized model parameter of UE \( n \) in computing round \( k \) as \( \bar{w}_k^n \), i.e., \( \bar{w}_k^n = w_{k,1}^n \). We further denote \( \bar{w}_k \) as the averaged model parameter, given by

\[
\bar{w}_k = \frac{1}{N} \sum_{n=1}^{N} w_k^n. \tag{20}
\]

Then, according to Algorithm 2, the following holds

\[
\bar{w}_{k+1} = \bar{w}_k - \frac{\eta_k}{N} \sum_{n=1}^{N} \tilde{g}_{k-D}^n - \eta_k \cdot \left( \bar{g}_{k-D} - \frac{1}{N} \sum_{n=1}^{N} \tilde{g}_{k-D}^n \right). \tag{21}
\]

This result indicates that the UEs’ gradients are aligned from round \((k-D)\) backwards via replacing the locally accumulated gradients by the global one, which is reflected by the gradient correction in (21). As such, parameters of the UEs only differ on the most recent \( D \) local gradients, which can be characterized formally as follows.

**Lemma 3:** The difference between the model parameter of UE \( n \) and that averaged across all UEs is uniformly bounded by the following:

\[
\mathbb{E} \left[ \|\bar{w}_k^n - \bar{w}_k\|^2 \right] \leq 4\alpha^2 D M^2 D^2 G^2. \tag{22}
\]

**Proof:** See Appendix B.

From (22), we can see that if the system adopts a diminishing learning rate, the UEs’ local parameters will converge to the same global average. In this regard, we can concentrate on the convergence performance of \( \bar{w}_k \), which is given by the following theorem.

**Theorem 2:** Under the employed wireless system, if the learning rate is set as \( \eta_k = \theta/k \) where \( \theta > \frac{\alpha-1}{ML} \), then Algorithm-2 converges as:

\[
\mathbb{E} \left[ \|\bar{w}_k - \bar{w}^*\|^2 \right] \leq 4\alpha^2 D M^2 D^2 G^2. \tag{23}
\]

**Proof:** See Appendix C.

We can conclude the following observations from this result.

**Remark 5:** While an increase in the communication latency, \( D \), will slow down the model training, Zero-Wait SFWFL converges in the order of \( \mathcal{O}\left(\frac{1}{\sqrt{k}}\right) \), which is the same as those in conventional wireless FL systems. Additionally, since the communication is fully covered by local computing, the total run time can be reduced by a factor of \( D \). Such an improvement is particularly pronounced in mobile applications where communication delays are orders of magnitudes higher than the on-device computing [6].

**Remark 6:** The proposed algorithm can be further accelerated by running the local SGD iterations in tandem with the momentum method [10]. And one shall adequately adjust the momentum controlling factor to achieve the best training performance.

C. Special Case

We can further reap the potential of the zero-wait learning method in Algorithm 2 for fast model training. Particularly, as depicted in Fig. 2(c), the UEs collaboratively train the model on the basis of Zero-Wait SFWFL. In lieu of uploading local gradients to the AP only when global parameters are received, the UEs send their accumulated gradients upon completing each round of local training. As such, the UEs can always replace a local gradient by the global average in the subsequent computing rounds, making the local parameters differ from the global one in only one round of computation. Consequently, the convergence rate can be obtained as the following.

**Corollary 1:** Under the setting in this section, if the learning rate is set as \( \eta_k = \theta/k \) where \( \theta > \frac{\alpha-1}{ML} \), then Algorithm-2 converges as:

\[
\mathbb{E} \left[ \|\bar{w}_k - \bar{w}^*\|^2 \right] \leq 4\alpha^2 D M^2 D^2 G^2. \tag{24}
\]

**Proof:** The result follows by substituting \( D = 1 \) in (23).

Following Corollary 1, we can see that the convergence rate does not depend on the communication latency \( D \). This observation implies that by aggressively uploading local parameters in each computing round, Zero-Wait SFWFL can mitigate the straggler issue of FL, at the cost of additional communication expenditure.

VI. Simulation Results

In this section, we conduct experimental evaluations of the proposed SFWFL algorithm. Particularly, we examine the performance of the proposed algorithm for two different tasks: (i) training a multi layer perceptron (MLP) on the MNIST dataset which contains the hand-written digits [23] and (ii) learning a convolutional neural network (CNN) on the CIFAR-10 dataset [24]. The MLP is consisted of 2 hidden layers, each has 64 units and adopts the ReLu activations. We extract 60,000 data points from the MNIST dataset for training, where each UE is assigned with an independent portion that contains 60,000 data points from the MNIST dataset for training, where each UE is assigned with an independent portion that contains 600 data samples. For the non-IID setting on MNIST dataset, we use the 2-class configuration [1], in which each UE is assigned with images from at most 2 classes. The CIFAR-10 dataset consists of 60,000 colour images in 10 classes, with 6000 images per class. And the CNN has two convolutional layers with a combination of max pooling, followed by two fully-connected layers, then a softmax output layer. We extract 50,000 data points from the CIFAR-10 dataset for training,
where each agent is assigned with an independent portion that contains 500 data samples. We allocate 10,000 data points for testing. Furthermore, we adopt the Rayleigh fading to model the channel gain. Unless otherwise stated, the following parameters will be used: Tail index $\alpha = 1.6$, number of agents $N = 100$, average channel gain $\mu = 1$. The experiments are implemented with Pytorch on Tesla P100 GPU and averaged over 3 trials.

A. Numerical Results

Fig. 3 compares the convergence performance between SFWFL and the conventional setting of FL based on an edge server. Specifically, a typical server-based FL has an architecture as Fig. 1(a): In each communication round $k$, an edge server collects the gradients from a subset of UEs, denoted as $S_k$, to improve the global model and feeds back the update back to them. In this experiment, we set the total number of UEs to be $N = 100$ and the tail index as $\alpha = 2$, namely, the interference obeys a Gaussian distribution. We consider the server-based FL employs digital communication (which involves encoding/decoding and modulation/demodulation processes) to transmit the parameters. Hence, the UEs’ gradients can be received by the server without error in the conventional FL setting. We vary the size of $S_k$ to reflect the constraint of communication resources of the system. From this figure, we observe that the convergence rates of SFWFL and server-based FL with full communication resources (i.e. $S_k = 100$) closely match with each other. As such, SFWFL attains the exhaustive power of server-based FL in the absence of a costly edge server. Another, perhaps more strikingly, message conveyed by Fig. 3 is that, when there are insufficient communication resources, SFWFL that adopts analog transmissions (hence resulting in noisy gradients) can even outperform an FL that is based on digital communications (which promote error-free gradients) in terms of convergence rate. Since analog transmissions can be achieved by elementary communication components such as amplitude modulation and match filtering, the conclusion from this observation seems to put in vain all the efforts we have spent in developing better communication and signal processing technologies that enhance the quality of
aggregated gradients. The following simulation result shows that it is not necessarily true.

Fig. 4 plots the training loss of SFWFL as a function of the communication rounds for a varying value of the tail index. The figure shows that (a) the training loss decays steadily along with the communication rounds, regardless of the heaviness of the tail in the interference distribution, and (b) the tail index $\alpha$ plays a critical role in the rate of convergence. Notably, an increase in the tail index leads to a significant speedup in the convergence rate, whereas the improvement is non-linear with respect to $\alpha$. These observations are in line with Remark 2. Therefore, interference is the dominating factor in the performance of SFWFL. In networks with adequate interference, this algorithm has a delicate convergence rate. However, in the presence of strong interference, the convergence performance quickly deteriorates.

Because of analog transmissions, the aggregated gradients in SFWFL is perturbed by random channel fading. We investigate such an effect in Fig. 5. Particularly, the figure draws the convergence curve under different conditions of the channel fading. We observe that (a) a high variance in the channel fading increases the chance of encountering deep fade in the transmission, which inflicts the model training process and (b) unlike the effect of interference, variance in the channel fading only brings a mild influence on the convergence rate. This observation coincides with the theoretical finding in Remark 3.

Fig. 6 evaluates the scaling effect of SFWFL, in which the training loss versus communication rounds curve is depicted under different numbers of UEs in the network. We can see that the algorithm’s convergence rate increases with respect to $N$, confirming the conclusion in Remark 4 that enlarging the number of UEs is beneficial for the system. The reason can be ascribed to two crucial facts: (a) as each UE owns an individual dataset, an increase in $N$ allows the aggregated gradient to ingest more data information in every round of global iteration, because all the UEs can concurrently access the radio channel and upload their locally trained parameters, and (b) more UEs participating in the analog transmission can reduce the impact of channel fading, as explained in Remark 4. Nevertheless, we shall also emphasize that such an effect is less significant compared to the tail index because it only influences the multiplier in the convergence rate.

Finally, we put the spotlight on the Zero-Wait SFWFL. Since the notion of global iteration refers to different time scales under the zero wait and compute-and-wait versions of SFWFL, we define the speedup via restless computing as follows:

$$\text{Speedup} = \frac{K(M + D + \tau_L)}{K(M + \tau_G)}$$

where $\tau_L$ and $\tau_G$ represent the local and global aggregation times, respectively. Then, we summarize the accuracy and run time comparison under different scales of communication latency in Table II. The results amply demonstrate that upon reaching the same accuracy, Zero-Wait SFWFL attains a substantial speedup in the high latency regime. Such an improvement mainly attributes to that (a) Zero-Wait SFWFL maintains the same communication frequency as conventional
FL system availed with an edge server. The scheme attains a convergence performance comparable to the currently available infrastructure. And surprisingly, the paper demonstrates a new way to build large-scale FL on us from realizing a collaboratively intelligent system from signal processing functions. That said, it shall not discourage hot spots, APs, or base stations, can only perform elementary computing resources may be abundantly available. The mere fact is that end-user devices, e.g., smartphones, tablets, or laptops, already have substantial processing powers. At the same time, most of the network edge elements, e.g., WiFi hot spots, APs, or base stations, can only perform elementary signal processing functions. That said, it shall not discourage us from realizing a collaboratively intelligent system from the present wireless networks. The SFWFL developed in this paper demonstrates a new way to build large-scale FL on the currently available infrastructure. And surprisingly, the scheme attains a convergence performance comparable to an FL system availed with an edge server.

B. Discussions

The main takeaways from this section are outlined as follows.

1) Federated edge learning is readily achievable, do not procrastinate: Speaking of FL, we often identify it as one of the future technologies. We assume FL will only occur in wireless systems beyond 5G or near 6G, where edge computing resources may be abundantly available. The mere fact is that end-user devices, e.g., smartphones, tablets, or laptops, already have substantial processing powers. At the same time, most of the network edge elements, e.g., WiFi hot spots, APs, or base stations, can only perform elementary signal processing functions. That said, it shall not discourage us from realizing a collaboratively intelligent system from the present wireless networks. The SFWFL developed in this paper demonstrates a new way to build large-scale FL on the currently available infrastructure. And surprisingly, the scheme attains a convergence performance comparable to an FL system availed with an edge server.

2) No free lunch is (still) the first principle: Although SFWFL removes the edge server from the overall system and can be implemented by low-cost hardware, its functionality is accomplished at the expense of (a) additional occupation in UEs’ local memory, as they need to store both the local model parameter and accumulated gradient so as to replace the later with the globally averaged ones and remedy the former. Such an expenditure in storage becomes more critical in the Zero-Wait version of SFWFL, since the UEs need to cache multiple accumulated gradients along the local computing process; and (b) the potential of dreadful degradation in the performance rate, as the tail index of interference distribution is directly affecting the exponential factor of the convergence rate. The model training process may be severely slowed down in the presence of strong electromagnetic interference.

3) Elephant in the room: To boost communication efficiency in FL, a plethora of techniques have been developed, ranging from compressing the local parameters, pruning the computing architecture, to developing better UE scheduling policies. The common goal of these methods is to reduce the parameter transmission time such that UEs do not need to wait for too long before they can receive the improved global model and perform a new round of local training. The proposed Zero-Wait SFWFL points out that the on-device computing can be executed in parallel to the parameter updating. Therefore, the bottleneck of wireless FL is not in the communication but the algorithm design. We expect disclosing this fact future can promote further research pursuits to develop better algorithms that enhance the FL system.

| Algorithm          | Compute-and-Wait M = 5 | Zero Wait M = 5, D = 1 | Zero Wait M = 5, D = 2 | Zero Wait M = 5, D = 4 |
|--------------------|------------------------|------------------------|------------------------|------------------------|
| MNIST IID          | 85.9                   | 1×                     | 85.6                   | 1.9×                   |
| MNIST non-IID      | 75.7                   | 1×                     | 75.5                   | 1.8×                   |
| CIFAR-10 IID       | 76.1                   | 1×                     | 76.2                   | 2.0×                   |

TABLE II PERFORMANCE COMPARISON OF ZERO WAIT AND COMPUTE-AND-WAIT

VII. Conclusion

In this paper, we established the SFWFL architecture, which exploits the superposition property of analog waveform to achieve FL training in a wireless network without using an edge server. Unlike the fully decentralized version of FL, we do not abandon the star connection. Instead, we lean on such a centralized structure for fast and scalable learning in a network with massively distributed UEs. The proposed SFWFL not only boasts a very high communication efficiency, but also can be implemented in low-cost hardware and has a built-in privacy enhancement. We also improved the training algorithm to parallel the UEs’ local computing with global parameter transmissions.

In order to evaluate the developed framework, we derived the convergence rates for both SFWFL and its improved version, coined as Zero-Wait SFWFL. The analytical results revealed that SFWFL can attain a similar, or even outperform the convergence rate of a server-based FL, if the interference has a Gaussian distribution. It also showed that the convergence performance of SFWFL is sensitive to the heavy tailedness of interference distribution, whereas the convergence rate deteriorates quickly as the interference tail index decreases. Yet, running local computation in concurrence with global communications is always beneficial to reducing the system run time, and the gain is particularly pronounced in high communication latency. These theoretical findings have been validated through excessive simulations.

The architecture, algorithm, and analysis developed in this paper have set up a new distributed learning paradigm in which many future researches can nest and grow. For instance, one can explore the effects of adopting multiple antennas at the AP, which can be used to manoeuvre power boosting and/or interference cancellation [25], on the performance of SFWFL. Investigating the impacts of UEs’ mobility on the system’s performance is also a concrete direction [26]. Another future extension of the present study is to reduce the sensitivity of SFWFL to heavy-tailed interference via, e.g., the gradient clipping schemes [27].
APPENDIX

A. Proof of Theorem 1
For ease of exposition, we denote \( \Delta_k = w_k - w^* \). According to (17), we have
\[
    w_{k+1} = w_k - \eta_k \left( \frac{1}{N} \sum_{n=1}^{N} h_{n,k} \bar{g}_{k}^n + \xi_k \right).
\] (25)

Then, using Lemma 1, we can expand the expectation on the \( \alpha \)-moment of \( \Delta_{k+1} \) via the following:
\[
    \mathbb{E} \left[ \| \Delta_{k+1} \|^\alpha \| \alpha \right] = \mathbb{E} \left[ \| \Delta_k - \eta_k \left( \frac{1}{N} \sum_{n=1}^{N} h_{n,k} \bar{g}_{k}^n + \xi_k \right) \| \alpha \right]
\leq \mathbb{E} \left[ \| \Delta_k - \eta_k M \nabla f(w_k) \| \alpha \right] \quad Q_1
+ 4\eta_k^2 \mathbb{E} \left[ \| M \nabla f(w_k) - \frac{1}{N} \sum_{n=1}^{N} \bar{g}_k^n \| \alpha \right] \quad Q_2
+ 4\eta_k^2 \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{n=1}^{N} (h_{n,k} - 1) \bar{g}_k^n \right\| \alpha \right] + 4CN\eta_k^2. \quad Q_3
\] (26)

By leveraging Lemma 2, we bound \( Q_1 \) as follows:
\[
    Q_1 = \mathbb{E} \left[ \| \Delta_k - \eta_k M \nabla f(w_k) \| \alpha \right] \leq \mathbb{E} \left[ \| \Delta_k - M \eta_k \nabla^2 f(w_k^*) \| \alpha \right] \quad (a)
= \mathbb{E} \left[ \| \Delta_k - \mu \eta_k \nabla^2 f(w_k^*) \| \alpha \right] \quad (b)
\leq \left\| \mathbf{I} - \mu \eta_k \nabla^2 f(w_k^*) \right\| \alpha \times \mathbb{E} \left[ \| \Delta_k \| \alpha \right] \quad (c)
= \left( 1 - \eta_k M \mu L \right) \times \mathbb{E} \left[ \| \Delta_k \| \alpha \right] \quad (d)
\] (27)

where (a) holds because \( \nabla f(w^*) = 0 \).

Next, we establish the following bound for \( Q_2 \):
\[
    Q_2 = \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{M} \left( \nabla f_n(w_{k,i}^n; \gamma_i) - \nabla f_n(w_k) \right) \right\| \alpha \right]
\leq d^{1 - \frac{1}{\alpha}} \cdot \mathbb{E} \left[ \left\{ \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{M} \left( \nabla f_n(w_{k,i}^n; \gamma_i) - \nabla f_n(w_k) \right) \right) \right\}^2 \right] \quad (a)
\leq d^{1 - \frac{1}{\alpha}} \cdot \left( \frac{1}{N} \sum_{n=1}^{N} \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{i=1}^{M} \left( \nabla f_n(w_{k,i}^n; \gamma_i) - \nabla f_n(w_k) \right) \right\| \right] \right)^2 \quad (b)
\leq d^{1 - \frac{1}{\alpha}} \cdot \left( \frac{2M}{N} \sum_{n=1}^{N} \sum_{i=1}^{M} \mathbb{E} \left[ \left\| w_{k,i}^n - w_k \right\| \right] \right)^2 \quad (c)
= d^{1 - \frac{1}{\alpha}} \cdot \left( \frac{2M}{N} \sum_{n=1}^{N} \sum_{i=1}^{M} \mathbb{E} \left[ \left\| \eta_k \sum_{j=1}^{i} \nabla f_n(w_{k,j}^n; \gamma_j) \right\| \right] \right)^2 \quad (d)
\leq d^{1 - \frac{1}{\alpha}} \lambda^2 M^2 \eta_k \alpha \quad (28)
\]
in which (a) and (b) follow from the Holder’s inequality and Jensen’s inequality, respectively, and (c) is owing to smoothness property of \( f_n(\cdot) \) as per Assumption 2.

In a similar vein, \( Q_3 \) can be bounded as:
\[
    Q_3 = \frac{d^{1 - \frac{1}{\alpha}}}{N \alpha} \cdot \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{n=1}^{N} (h_{n,k} - 1) \bar{g}_k^n \right\| \right]^2 \quad (a)
\leq \frac{\lambda^2 M^2 \eta_k \alpha}{N \alpha} \cdot \left( \frac{\mathbb{E} \left[ \left\| \sum_{n=1}^{N} \nabla f_n(w_{k,i}^n; \gamma_i) \right\| \right] \right)^2 \quad (b)
\leq \frac{\lambda^2 M^2 \eta_k \alpha}{N \alpha} \cdot \frac{d^{1 - \frac{1}{\alpha}}}{N \alpha} \quad (c)
\] (29)

Finally, we substitute (27), (28), and (29) into (26), which results in:
\[
    \mathbb{E} \left[ \| \Delta_{k+1} \|^\alpha \| \alpha \right] \leq \left( 1 - \eta_k M \mu L \right) \times \mathbb{E} \left[ \| \Delta_k \| \alpha \right]
+ 4\eta_k^2 \left( C + d^{1 - \frac{1}{\alpha}} \lambda^2 M^2 \eta_k \alpha \right) + \frac{\lambda^2 M^2 \eta_k \alpha}{N \alpha} \quad (30)
\]

The proof is completed by invoking Lemma 3 in [10] to the above inequality.

B. Proof of Lemma 3
Following the update process of local parameters in Algorithm 2, we have
\[
    w^n_k = w_{k-D} - \eta_k \bar{g}_{k-D}^n
- \eta_k \bar{g}_{k-D+1}^n - \cdots - \eta_k \bar{g}_{k-1}^n. \quad (31)
\]
For any two UEs \( m \) and \( n \), the following holds:
\[
    \mathbb{E} \left[ \| w^n_k - w^n_m \| \right] \leq \left\| w^n_k - \eta_k \bar{g}_{k-D}^n + \cdots + \eta_k - \eta_k \bar{g}_{k-1}^n \right\| \quad (a)
\leq 4\eta_k^2 \bar{D} M^2 \bar{D}^2 G^2. \quad (32)
\]
where (a) follows from the fact that the local parameters of UE \( m \) and UE \( n \) differ by at most \( D \) SGD iterations.

The proof then follows by using Jensen’s inequality in the following way:
\[
    \mathbb{E} \left[ \| w^n_k - w^n_m \| \right] \leq \mathbb{E} \left[ \| w^n_k - \frac{1}{N} \sum_{n=1}^{N} w^n_k \| \right] \quad (a)
\leq \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{n=1}^{N} (w^n_k - w^n_m) \right\| \right] \quad (b)
\leq \frac{1}{N} \sum_{n=1}^{N} \mathbb{E} \left[ \left\| (w^n_k - w^n_m) \right\| \right] \quad (c)
\leq 4\eta_k^2 \bar{D} M^2 \bar{D}^2 G^2. \quad (33)
\]

C. Proof of Theorem 2
Similar to the proof of Theorem 1, we denote by \( \tilde{\Delta}_k = \bar{w}_k - w^* \). The model training procedure in Algorithm 2 stipulates the following relationship:
\[
    \tilde{\Delta}_{k+1} = \tilde{\Delta}_k - \eta_k \sum_{n=1}^{N} \bar{g}_n + \eta_k \bar{D} \left( \frac{1}{N} \sum_{n=1}^{N} \bar{g}_{k-D} - \bar{g}_{k-D} \right). \quad (34)
\]
Taking similar steps as (26), we arrive at the following:

$$E \left[ \| \Delta_{k+1} \|_\alpha^\alpha \right] \leq E \left[ \| \Delta_k - \eta_k M \nabla f(\bar{w}_k) \|_\alpha^\alpha \right]_{Q_4} + 4\eta_k^\alpha \Delta_{k-D} \left[ \frac{1}{N} \sum_{n=1}^N \nabla f_n(w^{n}_{k-D}) \right]_{Q_6} \leq d^{1-\frac{1}{\alpha}} (\frac{1}{N} \sum_{n=1}^N E \left[ \| \Delta_k - \eta_k M \nabla f(\bar{w}_k) \|_\alpha^\alpha \right]_{Q_6})^{\frac{1}{2}}$$

where (a) results from Lemma 3. Putting the above bounds into (35), we obtain the following:

$$E \left[ \| \Delta_{k+1} \|_\alpha^\alpha \right] \leq (1 - \eta_k M L) \times E \left[ \| \Delta_k \|_\alpha^\alpha \right]_\alpha + 4\eta_k^\alpha \Delta_{k-D} C + 4\eta_k^\alpha d^{1-\frac{1}{\alpha}} \lambda^2 \| \alpha \|^2 (1 + D)^{\alpha} G^\alpha M^2 \alpha$$

where (a) results from Lemma 3. Putting the above bounds into (35), we obtain the following:

$$E \left[ \| \Delta_{k+1} \|_\alpha^\alpha \right] \leq (1 - \eta_k M L) \times E \left[ \| \Delta_k \|_\alpha^\alpha \right]_\alpha + 4\eta_k^\alpha \Delta_{k-D} C + 4\eta_k^\alpha d^{1-\frac{1}{\alpha}} \lambda^2 \| \alpha \|^2 (1 + D)^{\alpha} G^\alpha M^2 \alpha + 4\eta_k^\alpha \Delta_{k-D} \frac{\sigma^\alpha G^\alpha M^2 \alpha^{d-\frac{1}{2}}}{N^{\alpha/2}} \right].$$

By assigning $\eta_k = \theta/k$, we have $\eta_k \approx \eta_k$ for $k \gg 1$. Then, Theorem 2 follows by applying Lemma 3 of [10] to the above.
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