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Abstract. Let \( R \) be a polynomial ring in \( m \) variables over a field of characteristic zero. We classify all rank \( n \) twisted generalized Weyl algebras over \( R \), up to \( \mathbb{Z}^n \)-graded isomorphisms, in terms of higher spin 6-vertex configurations. Examples of such algebras include infinite-dimensional primitive quotients of \( U(\mathfrak{g}) \) where \( \mathfrak{g} = \mathfrak{gl}_n, \mathfrak{sl}_n, \) or \( \mathfrak{sp}_{2n} \), algebras related to \( U(\hat{\mathfrak{sl}}_2) \) and a finite W-algebra associated to \( \mathfrak{sl}_4 \). To accomplish this classification we first show that the problem is equivalent to classifying solutions to the binary and ternary consistency equations. Secondly, we show that the latter problem can be reduced to the case \( n = 2 \), which can be solved using methods from previous work by the authors [17], [15]. As a consequence we obtain the surprising fact that (in the setting of the present paper) the ternary consistency relation follows from the binary consistency relation.

1. Introduction and motivation

Generalized Weyl algebras (GWAs) form a class of noncommutative rings introduced by Bavula [1] and, under the name hyperbolic rings, by Rosenberg [26]. They have been subject to intense research in the last few decades [1, 2, 3, 4] due to their many pleasant properties. Many rings of interest in ring theory (Weyl algebras, ambiskew polynomial rings [19], generalized down-up algebras [6]), representation theory (\( U(\mathfrak{g}) \) and \( U_q(\mathfrak{g}) \) where \( \mathfrak{g} = \mathfrak{sl}_2, \mathfrak{gl}_2, \) or the positive part of \( \mathfrak{sl}_3 \)) and noncommutative geometry (quantum spheres, quantum lens spaces [4] and references therein) are examples of GWAs. In addition the class is closed under taking tensor products, and taking the ring of invariants with respect to finite order graded automorphisms.

When algebraic structures are given by presentations, the question arises whether two different presentations give rise to isomorphic algebras. This is known as the isomorphism problem. In general, answering this question can be very difficult. For example, to determine whether two presented groups are isomorphic is known to be an NP hard problem. The isomorphism problem for GWAs has been studied in [2, 5, 9, 28, 30, 21].

Despite the variety of interesting examples of GWAs, there are some algebras that “should” be GWAs but are not, for example multiparameter quantized Weyl algebras defined by Maltsev in [22] and studied in [20]. To remedy this deficiency, as well as including examples related to higher rank Lie algebras, Mazorchuk and Turowska introduced the class of twisted generalized Weyl algebras (TGWAs). Their structure and representation theory
have been extensively studied. See for example [24, 25, 23, 27, 12, 13, 16, 7, 8, 17, 15, 14] and references therein. Besides quantized Weyl algebras, examples include quotients of enveloping algebras of simple Lie algebras by annihilators of completely pointed (i.e. multiplicity-free) simple weight modules [18].

An additional difficulty arise for TGWAs, as they are not in general free as left modules over their degree zero subring. In particular, for some choices of input data the relations will be contradictory, i.e. the algebra will be trivial, consisting of a single element $0 = 1$, see [7].

To show that the algebra is nontrivial, the strategy was to show that the degree zero subring is isomorphic to the base ring $R$. This question can be seen as a weak isomorphism problem, because we are asking for the structure of the degree zero subring. The full isomorphism problem for TGWAs has only been studied for special classes such as multiparameter quantized Weyl algebras [11, 10, 29].

In this paper we solve the graded isomorphism problem for a natural class of TGWAs. First we show that the graded isomorphism problem is equivalent to classifying solutions to the binary and ternary consistency equations, up to a natural equivalence that we define. The latter amounts to the following polynomial problem, which is a higher rank and multivariate generalization of the problem addressed in [17].

**Problem 1.1.** Let $k$ be a field of characteristic zero, $m$ a positive integer and let $R = k[u_1, u_2, \ldots, u_m]$ be the polynomial algebra over $k$ in $m$ commuting independent indeterminates $u_j$. Find all pairs $(\alpha, p)$, where $\alpha = (\alpha_{ij}) \in M_{m \times n}(k)$ is a matrix and $p = (p_1, p_2, \ldots, p_n) \in R^n$ is an $n$-tuple of polynomials satisfying the following equations:

\begin{align}
  p_i(u - \alpha_{ij})p_j(u - \alpha_{ji}) &= p_i(u + \alpha_{ij})p_j(u + \alpha_{ji}) \quad \forall i \neq j \tag{1.1a} \\
  p_k(u - \alpha_{ij} - \alpha_{jk} + \alpha_{ki})p_k(u + \alpha_{ij} + \alpha_{jk} - \alpha_{ki}) &= p_k(u - \alpha_{ij} + \alpha_{jk} - \alpha_{ki})p_k(u + \alpha_{ij} - \alpha_{jk} + \alpha_{ki}) \quad \forall i \neq j \neq k \neq i \tag{1.1b}
\end{align}

where $u = (u_1, u_2, \ldots, u_m)$ and $\alpha_{ij} = (\alpha_{1j}, \alpha_{2j}, \ldots, \alpha_{mj})$ for $j = 1, 2, \ldots, n$.

In [17], we solved this problem in the case of $(m, n) = (1, 2)$ and $k = \mathbb{C}$.

Secondly, generalizing results from [17], we prove that any solution can be factored into orbital solutions, i.e. solutions all of whose irreducible factors belong to a given $\mathbb{Z}^n$-orbit in $R$. (In [17], where $(m, n) = (1, 2)$, orbital solutions were called integral solutions.) Next we prove that any orbital solution is essentially rank two (see Corollary [17]). Finally, we extend the methods of [17, 15] to give a combinatorial classification of all essentially rank two solutions in terms of vertex configurations on a square lattice.

As a surprising consequence, we deduce that, when $R$ is a polynomial ring and the automorphisms are given by additive shifts, the binary consistency relation actually implies the ternary consistency relation. In general, as shown in [7], these relations are independent.

**Future directions.** It is natural to ask what will happen in finite characteristic. Some solutions to the consistency equations in finite characteristic were given in [24]. Another direction would be to study this question when the base algebra is not a polynomial algebra, for example a Laurent polynomial ring. This case is expected to be related to quantum
analog of the algebras from this paper. Lastly we remark that the problem of determining consistency equations necessary and sufficient for a given TGWA to be consistent is still open in the case when certain elements $t_i$ (see Definition 2.1) are allowed to be zero divisors. Such TGWAs appear naturally as matrix algebras that are finite-dimensional primitive quotients of enveloping algebras $\mathfrak{g}\mathfrak{sl}_n$, or as algebras of differential operators with $C^\infty$-function coefficients.

2. On the graded isomorphism problem for twisted generalized Weyl algebras

2.1. Definition of twisted generalized Weyl algebra. We use slightly different notation from other papers in the literature. Specifically, our use of $\sigma_i^{1/2}$ comes from the fact that we want to write the equations (2.1) in a symmetric way. This system of notation is equivalent to the original one from [24] by simple substitutions, see Section 6.3 for details.

Definition 2.1. Let $n$ be a positive integer.

(i) A twisted generalized Weyl datum (TGWD) of rank $n$ is a triple $(R, \sigma, t)$ where $R$ is a ring, $\sigma = (\sigma_1^{1/2}, \sigma_2^{1/2}, \ldots, \sigma_n^{1/2})$ is an $n$-tuple of commuting ring automorphisms of $R$, and $t = (t_1, t_2, \ldots, t_n)$ is an $n$-tuple of nonzero elements from the center of $R$.

(ii) $(R, \sigma, t)$ is regular if $t_i$ is regular (i.e. not a zero-divisor) in $R$ for all $i$.

(iii) $(R, \sigma, t)$ is consistent if the following equations hold:

\[
\begin{align}
\sigma_j^{1/2}(t_i) \cdot \sigma_i^{1/2}(t_j) &= \sigma_j^{1/2}(t_i) \cdot \sigma_i^{-1/2}(t_j) \quad (i \neq j) \\
\sigma_i^{1/2} \sigma_j^{1/2}(t_k) \cdot \sigma_i^{-1/2} \sigma_j^{-1/2}(t_k) &= \sigma_i^{1/2} \sigma_j^{-1/2}(t_k) \cdot \sigma_i^{-1/2} \sigma_j^{1/2}(t_k) \quad (i \neq j \neq k \neq i)
\end{align}
\]

(iv) Let $(R, \sigma, t)$ be a TGWD of rank $n$. The associated twisted generalized Weyl construction (TGWC), $\mathcal{O}(R, \sigma, t)$, is the $\mathbb{Z}^n$-graded $R$-ring generated by $2n$ indeterminates $X_1^+, X_1^-, \ldots, X_n^+, X_n^-$ subject to:

\[
\begin{align}
X_i^+ X_j^+ &= \sigma_i^{1/2}(t_i) 1, \\
X_i^+ X_j^- &= X_j^+ X_i^+ \quad (i \neq j), \\
X_i^+ \sigma_i^{1/2}(r) &= \sigma_i^{1/2}(r) X_i^+ \quad (\forall r \in R), \\
\deg(X_i^+) &= \pm e_i, \\
\deg(r1) &= 0 \quad (\forall r \in R),
\end{align}
\]

where $\oplus_{i=1}^n \mathbb{Z} e_i = \mathbb{Z}^n$.

(v) Let $(R, \sigma, t)$ be a TGWD of rank $n$. The associated twisted generalized Weyl algebra (TGWA), $\mathcal{A}(R, \sigma, t)$, is the quotient ring $\mathcal{O}(R, \sigma, t)/\mathcal{I}$ where $\mathcal{I}$ is the sum of all graded ideals $J = \oplus_{d \in \mathbb{Z}^n} J_d$ such that $J_0 = \{0\}$.

A basic problem for rings given by generators and relations is whether the ring is non-trivial. The following result, which was the main theorem from [7], gives a sufficient condition in the case of TGWCs and TGWAs. This motivates the terminology in Definition 2.1(iii).
Definition 2.5. We will need the following definitions.

\( \phi \) is a ring isomorphism if there exists a \( \psi \) such that \( \psi(\phi(r)) = r \) for all \( r \) in the ring. Let \( R, \sigma, t \) are graded isomorphic if and only if their respective TGWAs are graded isomorphic. Then \( A \) is a ring isomorphism such that \( \psi \) isomorphism such that \( \psi(r) = \phi(r) \) for all \( r \) in \( R \).

Relation (2.2) is preserved by \( \psi \). Thus \( \psi \) extends to a ring homomorphism.

**Theorem 2.2** ([7]). Let \( (R, \sigma, t) \) be a regular TGWD of rank \( n \), let \( C = \mathcal{C}(R, \sigma, t) \) and \( A = \mathcal{A}(R, \sigma, t) \) be the associated TGWC and TGWA respectively, with \( \mathbb{Z}^n \)-gradation \( C = \bigoplus_{d \in \mathbb{Z}^n} C_d, A = \bigoplus_{d \in \mathbb{Z}^n} A_d \). Then the following are equivalent:

1. \( (R, \sigma, t) \) is consistent,
2. the canonical map \( R \rightarrow C_0 \) is an isomorphism,
3. the canonical map \( R \rightarrow A_0 \) is an isomorphism.

In particular, if \( (R, \sigma, t) \) is regular and consistent, then \( C \) and \( A \) are both non-trivial rings.

**Lemma 2.3.** Let \( (R, \sigma, t) \) be a TGWD of rank \( n \). Let \( C = \mathcal{C}(R, \sigma, t) \) and \( A = \mathcal{A}(R, \sigma, t) \) be the corresponding TGWC and TGWA. Then:

\[
C_{\pm i} = C_0 X_{i}^\pm = X_{i}^\pm C_0 \quad (2.3)
\]
\[
A_{\pm i} = A_0 X_{i}^\pm = X_{i}^\pm A_0 \quad (2.4)
\]

**2.2. Graded isomorphism problem.** Let \( A = \mathcal{A}(R, \sigma, t) \) and \( A' = \mathcal{A}(R', \sigma', t') \) be two TGWAs of the same rank \( n \). We say that \( A \) and \( A' \) are graded isomorphic if there exists a ring isomorphism \( \varphi : A \rightarrow A' \) such that \( \varphi(A_d) \subseteq A_d' \) for all \( d \in \mathbb{Z}^n \).

Put \( \sigma_i = (\sigma_i)^{1/2} \). In this section we show that, under certain conditions, two TGWAs are graded isomorphic if and only if their respective TGWAs \( (R, \sigma, t) \) and \( (R', \sigma', t') \) are equivalent in the following sense.

**Definition 2.4.** Two TGWAs \( (R, \sigma, t) \) and \( (R', \sigma', t') \), are equivalent if there exists a ring isomorphism \( \psi : R \rightarrow R' \) such that \( \psi \circ \sigma_i = \sigma_i' \circ \psi \) and \( \psi(t_i) \in (R')^\times \cdot t_i' \) for all \( i \).

Here \( R^\times \) denotes the group of units (invertible elements) in a ring \( R \). To state the result, we will need the following definitions.

**Definition 2.5.** Let \( (R, \sigma, t) \) be a TGWD.

1. \( (R, \sigma, t) \) is commutative if the ring \( R \) is commutative;
2. \( (R, \sigma, t) \) has scalar units if \( \sigma_i(u) = u \) for every \( u \in R^\times \) and every \( i \).

**Proposition 2.6.** Let \( (R, \sigma, t) \) and \( (R', \sigma', t') \) be two regular, consistent, commutative, TGWAs of rank \( n \) having scalar units. Let \( A = \mathcal{A}(R, \sigma, t) \) and \( A' = \mathcal{A}(R', \sigma', t') \) be the corresponding TGWAs. Then \( A \) and \( A' \) are graded isomorphic if and only if \( (R, \sigma, t) \) is isomorphic to \( (R', \sigma', t') \).

**Proof.** Suppose that \( (R, \sigma, t) \) and \( (R', \sigma', t') \) are equivalent and let \( \psi : R \rightarrow R' \) be a ring isomorphism such that \( \psi \circ \sigma_i = \sigma_i' \circ \psi \) and \( \psi(t_i) = r_i \cdot t_i' \) for all \( i \), where \( r_i \in R^\times \). Define \( \Psi(X_i^+) = X_i^{i'+} \), \( \Psi(X_i^-) = r_i X_i^{i'-} \), and \( \Psi(r) = \psi(r) \) for all \( r \in R \). It is straightforward to verify that Relations (2.2) are preserved by \( \Psi \). Thus \( \Psi \) extends to a ring homomorphism.
ψ : C(R, σ, t) → C(R', σ', t'). Clearly ψ is a graded homomorphism. Replacing ψ by ψ⁻¹ we obtain a graded homomorphism which is the inverse of ψ. Thus ψ is an isomorphism of \( \mathbb{Z}^n \)-graded rings. Since ψ is graded we have \( \Psi(J) \subseteq J' \) where \( J \) and \( J' \) are as in the definition of TGWA. Thus ψ induces a graded isomorphism of the quotients \( A(R, σ, t) \rightarrow A(R', σ', t') \).

Conversely, suppose \( \Psi : A \rightarrow A' \) is a graded isomorphism. That is, \( \Psi \) is a ring isomorphism such that \( \Psi(A_d) = (A')_d \) for every \( d \in \mathbb{Z}^n \). By Theorem 2.2 we can identify \( A_0 \cong R \) and \( (A')_0 \cong R' \). Thus taking \( d = 0 \) we get a ring isomorphism \( \psi = \Psi|_R : R \rightarrow R' \). To show that \( \psi \) satisfies the required properties we also need to consider the case \( d = \pm e_i \).

By Lemma 2.3, \( A_{\pm e_i} = RX_i^{\pm} \) and \( (A')_e = R'X_i^{\pm} \) (denoting the generators of \( A' \) by \( X_i^{\pm} \)). From \( \Psi(A_{\pm e_i}) = (A')_e \), we conclude that \( \Psi(X_i^{\pm}) = r'^{\pm}_iX_i^{\pm} \) for some \( r'^{\pm}_i \in R' \), and \( \Psi^{-1}(X_i^{\pm}) = r_i^{\pm}X_i^{\pm} \) for some \( r_i^{\pm} \in R \). Combining these equalities we get

\[
X_i^{\pm} = \Psi^{-1}(\Psi(X_i^{\pm})) = \psi^{-1}(r'^{\pm}_i)r_i^{\pm}X_i^{\pm}.
\]

Multiplying from the right by \( X_i^{\mp} \) and using (2.2a) we get

\[
\sigma_i^{\pm 1/2}(t_i) = \psi^{-1}(r'^{\pm}_i)r_i^{\pm}\sigma_i^{\pm 1/2}(t_i)
\]

hence

\[
\sigma_i^{\pm 1/2}(t_i) \cdot (1 - \psi^{-1}(r'^{\pm}_i)r_i^{\pm}) = 0
\]

Since \( t_i \) is regular in \( R \), the same is true for \( \sigma_i^{\pm 1/2}(t_i) \). Hence

\[
\psi^{-1}(r'^{\pm}_i)r_i^{\pm} = 1
\]

i.e. \( r_i^{\pm} \) and \( r'^{\pm}_i \) are units.

Next, applying \( \Psi \) to the relation \( X_i^{\pm}\sigma_i^{\pm 1/2}(r) = \sigma_i^{\pm 1/2}(r)X_i^{\pm} \) we obtain:

\[
r_i^{\pm}X_i^{\pm}\psi(\sigma_i^{\pm 1/2}(r)) = \psi(\sigma_i^{\pm 1/2}(r))r_i^{\pm}X_i^{\pm}
\]  \hspace{1cm} (2.5)

Dividing both sides by the unit \( r'^{\pm}_i \) and multiplying from the right by \( X_i^{\mp} \) and using (2.2a) and (2.2b), we get

\[
\sigma_i^{\prime \pm 1/2}(t'_i) \cdot \sigma_i^{\prime \pm 1} \circ \psi \circ \sigma_i^{\pm 1/2}(r) = \psi(\sigma_i^{\pm 1/2}(r))\sigma_i^{\prime \pm 1/2}(t'_i)
\]  \hspace{1cm} (2.6)

Since \( t'_i \) is central and not a zero-divisor, the same is true for \( \sigma_i^{\prime \pm 1/2}(t'_i) \) and we may cancel it from both sides. Furthermore since the equation holds for all \( r \in R \) we obtain

\[
\sigma_i^{\prime \pm 1} \circ \psi = \psi \circ \sigma_i^{\pm 1}
\]  \hspace{1cm} (2.7)
for all $i$. Therefore

$$\psi(t_i) = \sigma_i^{\pm 1/2} \circ \omega \circ \sigma_i^{\pm 1/2}(t_i)$$

$$= \sigma_i^{\pm 1/2} \circ \Psi(X_i^\pm X_i^\mp)$$

$$= \sigma_i^{\pm 1/2}(t_i^\pm X_i^\pm t_i^\mp X_i^\mp)$$

$$= \sigma_i^{\pm 1/2}(r_i^\pm r_i^\mp \cdot \sigma_i^{\pm 1/2}(t_i))$$

$$= \sigma_i^{\pm 1/2}(r_i^\pm r_i^\mp \cdot t_i')$$

$$\in (R')^\times \cdot t_i'$$

This proves that $\psi$ gives an equivalence between $(R, \sigma, t)$ and $(R', \sigma', t')$. \qed

**Remark 2.7.** Notice that, as a consequence, if we have two TGWAs satisfying the hypotheses of the theorem, defined respectively over the rings $R$ and $R'$, that are graded isomorphic, then the rings are isomorphic, so we can identify $R$ and $R'$.

Our goal is to classify TGWAs defined over a polynomial ring, up to graded isomorphism, so we introduce the following definition.

**Definition 2.8.** Let $\mathbb{k}$ be a field of characteristic zero, and $R = \mathbb{k}[u_1, u_2, \ldots, u_m]$. Let $p = (p_1, \ldots, p_n)$ (resp. $p' = (p'_1, \ldots, p'_n)$) be an $n$-tuple of nonzero monic elements of $R$, and $\alpha = (\alpha_{ij}) \in M_{m \times n}(\mathbb{k})$ (resp. $\alpha' = (\alpha'_{ij}) \in M_{m' \times n}(\mathbb{k})$) and $\sigma_i \in \text{Aut}_\mathbb{k}(R)$ given by $\sigma_i(u_j) = u_j - \alpha_{ji}$ (resp. $\sigma'_i \in \text{Aut}_\mathbb{k}(R')$, given by $\sigma'_i(u_j) = u'_j - \alpha'_{ji}$). We say that the pairs $(\alpha, p)$ and $(\alpha', p')$ are equivalent is there exists an automorphism $\psi \in \text{Aut}(R)$ such that $\psi \circ \sigma_i = \sigma'_i \circ \psi$ and $\psi(p_i) \in \mathbb{k}^\times \cdot p'_i$ for all $1 \leq i \leq n$.

**Example 2.9.** Let $g \in \text{GL}_m(\mathbb{k}) = \text{Aut}(\oplus_{i=1}^m \mathbb{k}u_i)$ be an invertible $m \times m$ matrix, then $g$ gives an automorphism $\psi_g \in \text{Aut}(R)$ by acting linearly on the variables. In this case, we have that if $\psi_g \circ \sigma_i = \sigma'_i \circ \psi_g$, then $\alpha' = g \alpha$ and $p' = (p'_1, \ldots, p'_n) = (p_1 \circ g, \ldots, p_n \circ g)$. This shows that there is a $\text{GL}_m(\mathbb{k})$-action on the set of pairs $(\alpha, p)$ as defined in Def. 2.8 and that $\text{GL}_m(\mathbb{k})$-orbits are contained in the equivalence classes.

**Example 2.10.** Let $\alpha = 0$, and $\psi \in \text{Aut}(R)$ be any automorphism of the polynomial ring, then $\psi \circ \sigma_i = \sigma'_i \circ \psi$ is always satisfied, so $(0, p)$ and $(0, \psi(p))$ are always equivalent no matter what $\psi$ is. For example, we could choose $\psi \in \text{Aut}(R)$ defined by $\psi(u_j) = u_j + q_j(u_{j+1}, \ldots, u_m)$ for some polynomials $q_j$, $1 \leq j \leq m$. In particular, this shows that the equivalence classes of pairs $(\alpha, p)$ are bigger in general than the $\text{GL}_m(\mathbb{k})$-orbits described in Example 2.9.

In the case of polynomial rings $R$, Proposition 2.6 gives us the following.

**Corollary 2.11.** Let $R, \sigma, \sigma', p, p'$ as in Definition 2.8 such that $(R, \sigma, p)$ and $(R, \sigma', p')$ are consistent TGWAs.

Then the TGWAs $A = A(R, \sigma, p)$ and $A' = A(R, \sigma', p')$ are isomorphic as graded $\mathbb{k}$-algebras if and only if $(\alpha, p)$ and $(\alpha', p')$ are equivalent.
Proof. This follows directly from Proposition 3.1 with the observation that, given our setup, the TGWDs \((R, \sigma, p)\) and \((R, \sigma', p')\) are also regular, commutative and have scalar units. In addition, the automorphism \(\psi\) giving the equivalence has to be \(k\)-linear. \(\square\)

3. ORBITAL SOLUTIONS

In this section, unless otherwise stated, \(k\) is any field with \(\text{char } k \neq 2\). Equipping the gradation monoid \(N^m\) with an order, such as lexicographical, each nonzero element of \(R\) has a unique leading monomial. We say an element of \(R\) is monic if its leading monomial has coefficient 1. Note that the set of monic elements of \(R\) is invariant under the automorphisms \(\sigma_i\). We say that \(p = (p_1, \ldots, p_n) \in R^n\) is monic if \(p_i\) is (nonzero and) monic for each \(i\).

Let \(\text{Irr}(R)\) denote the set of monic irreducible polynomials in \(R\). The commuting automorphisms \(\sigma_i\) induce an action of the group \(\mathbb{Z}^n\) on \(\text{Irr}(R)\) via

\[
(a_1, a_2, \ldots, a_n) \cdot p = \sigma_1^{a_1} \circ \sigma_2^{a_2} \circ \cdots \circ \sigma_n^{a_n}(p) \tag{3.1}
\]

Since \(\text{char } k \neq 2\), \(\sigma_i\) have square roots in \(\text{Aut}_k(R)\) given by \(\sigma_i^{1/2}(u_j) = u_j - \frac{1}{2} \alpha_{ji}\).

**Definition 3.1.** Let \(\mathcal{O} \in \text{Irr}(R)/\mathbb{Z}^n\) be an orbit of monic irreducible polynomials with respect to the \(\mathbb{Z}^n\) action defined in (3.1). A monic element \(p = (p_1, p_2, \ldots, p_n) \in R^n\) is \(\mathcal{O}\)-orbital if for each \(i \in \{1, 2, \ldots, n\}\), every irreducible factor of \(p_i\) belongs \(\sigma_i^{1/2}(\mathcal{O}) = \{\sigma_i^{1/2}(q) \mid q \in \mathcal{O}\}\).

**Theorem 3.2.** Let \(p\) be any monic solution to (1.1). Then there exists a unique finite subset

\[
\{(\mathcal{O}_1, p^{(1)}), (\mathcal{O}_2, p^{(2)}), \ldots, (\mathcal{O}_k, p^{(k)})\} \subseteq (\text{Irr}(R)/\mathbb{Z}^n) \times R^n \tag{3.2}
\]

such that

(i) \(p = p^{(1)} p^{(2)} \cdots p^{(k)}\) as an equality in the direct product ring \(R^n\),
(ii) \(p^{(i)}\) is a monic solution to (1.1) for each \(i \in \{1, 2, \ldots, k\}\),
(iii) \(p^{(i)}\) is \(\mathcal{O}_i\)-orbital for each \(i \in \{1, 2, \ldots, k\}\),
(iv) \(\mathcal{O}_i \neq \mathcal{O}_j\) for all \(i \neq j\).

Proof. Let \(\mathcal{O} \in \text{Irr}(R)/\mathbb{Z}^n\) be any orbit. Let \(p^0 = (p_1^0, p_2^0, \ldots, p_n^0) \in R^n\), where \(p_i^0\) is the product of all monic irreducible factors of \(p_i\) belonging to \(\sigma_i^{1/2}(\mathcal{O})\). By convention \(p_i^0 = 1\) if there are no such irreducible factors. Then clearly \(p = \prod p^0\) where \(\mathcal{O}\) ranges over all orbits in \(\text{Irr}(R)/\mathbb{Z}^n\). Moreover each \(p^0\) is \(\mathcal{O}\)-orbital. So it remains to prove that \(p^0\) is a solution to (1.1) for each \(\mathcal{O}\).

Fix \(i, j \in \{1, 2, \ldots, n\}, i \neq j\). Let \(f\) be any irreducible factor of \(p_i^0(u - \alpha_j/2)p_j^0(u - \alpha_i/2)\). Without loss of generality suppose that \(f\) divides \(p_i^0(u - \alpha_j/2)\). Then \(\sigma_j^{-1/2}(f)\) divides \(p_i^0(u)\). Hence \(f\) belongs to \(\sigma_i^{1/2} \sigma_j^{1/2}(\mathcal{O})\). On the other hand \(f\) divides \(p_i(u - \alpha_j/2)\), and hence since \(p\) solves (1.1), \(f\) divides \(p_i(u + \alpha_j/2)p_j(u + \alpha_i/2)\). Since \(f\) is irreducible, \(f\) divides either \(p_i(u + \alpha_j/2)\) or \(p_j(u + \alpha_i/2)\). If \(f\) divides \(p_i(u + \alpha_j/2)\) then \(\sigma_j^{1/2}(f)\) divides \(p_i(u)\), hence \(f\) divides \(p_i^0(u + \alpha_j/2)\). Similarly in the other case \(f\) divides \(p_j^0(u + \alpha_i/2)\).
This shows that any irreducible factor in the left hand side of (1.1a) for \( p^0 \) divides the right hand side. Symmetrically the right hand side divides the left hand side. Thus \( p^0 \) solve (1.1a).

An analogous argument shows that \( p^0 \) also satisfies the relation (1.1b). \( \square \)

4. Reduction to Rank Two

In this section, unless otherwise stated, \( k \) is an arbitrary field of characteristic not two.

**Proposition 4.1.** Let \( p \) be a monic \( \mathcal{O} \)-orbital solution to (1.1a), where \( \mathcal{O} = \mathbb{Z}^n q_0 \) (\( q_0 \in \text{Irr}(R) \)) and let \( i, j \in \{1, \ldots, n\} \), \( i \neq j \), such that \( p_i \) and \( p_j \) are not constant. Then there exists a pair of nonnegative integers \((r_{ij}, s_{ij}) \neq (0,0)\) such that

\[
\sigma_{ij}^{r_{ij}} \sigma_{ij}^{s_{ij}} q_0 = q_0. \tag{4.1}
\]

**Proof.** Let \( f \) be an irreducible factor of \( p_i \). Then \( \sigma_j^{1/2} f \) divides the LHS of (1.1a), which means that \( \sigma_j^{1/2} f \) divides the RHS of the same equation. We have then that \( \sigma_j^{1/2} f | \sigma^{-1/2}_j p_i \) or \( \sigma_j^{1/2} f | \sigma_{ij}^{-1/2} p_j \). Say that \( \sigma_j^{1/2} f | \sigma_j^{-1/2} p_i \), then \( \sigma_j f | p_i \) (in the other case we get that \( \sigma_j^{1/2} f | p_j \)). Iterating the argument, we have a sequence \( \{\sigma_i^k \sigma_j^s f \} \) of irreducible factors of \( p_i \), and a sequence \( \{\sigma_i^{r_{ij} + 1/2} \sigma_j^{s_{ij} + 1/2} f \} \) of irreducible factors of \( p_j \), with \( r_k, s_k, r_\ell, s_\ell \) nonnegative integers. Since \( R \) is a UFD, the sequence \( \{\sigma_i^k \sigma_j^s f : k \geq 1\} \) will have repetitions, which implies that there is a pair of nonnegative integers \((r, s) \neq (0,0)\) such that \( \sigma_i^r \sigma_j^s f = f \). This argument can be repeated for all irreducible factors of \( p_i \) and \( p_j \) and, by taking the least common multiple of the powers, we have that for each pair \((i, j)\), \( i, j \in \{1, \ldots, n\} \), \( i \neq j \) there is a pair of nonnegative integers \((r_{ij}, s_{ij}) \neq (0,0)\) such that \( \sigma_{ij}^{r_{ij}} \sigma_{ij}^{s_{ij}} \) acts as the identity on all the irreducible factors of \( p_i \) and \( p_j \). Since \( \mathcal{O} = \mathbb{Z}^n q_0 \), with \( q_0 \in \text{Irr}(R) \), any irreducible factor \( q_i \) of \( p_i \) is in \( \sigma_i^{1/2} \mathcal{O} \), so it is of the form \( q_i = \sigma_i^{1/2} \sigma_1 a_1 \cdots \sigma_n a_n q_0 \). Then

\[
\sigma_i^{r_{ij}} \sigma_j^{s_{ij}} q_i = q_i \\
\sigma_i^{r_{ij}} \sigma_j^{s_{ij}} \sigma_i^{1/2} a_1 \cdots \sigma_n a_n q_0 = \sigma_i^{1/2} a_1 \cdots \sigma_n a_n q_0 \\
\sigma_i^{1/2} a_1 \cdots \sigma_n a_n \sigma_i^{r_{ij}} \sigma_j^{s_{ij}} q_0 = \sigma_i^{1/2} a_1 \cdots \sigma_n a_n q_0 \\
\sigma_i^{r_{ij}} \sigma_j^{s_{ij}} q_0 = q_0.
\]

\( \square \)

**Proposition 4.2.** Suppose char \( k = 0 \). Let \( p \) be a monic \( \mathcal{O} \)-orbital solution to (1.1a), with \( \mathcal{O} = \mathbb{Z}^n q_0 \). Let \( i \neq j \) be two indices such that \( p_i = 1 \) and \( p_j \neq 1 \), then \( \sigma_i q_0 = q_0 \). Viceversa, let \( i \neq j \) be two indices such that \( \sigma_i q_0 = q_0 \) and \( \sigma_j q_0 \neq q_0 \), then \( p_i = 1 \).
Proof. If there are two indices such that \( p_i = 1 \) and \( p_j \neq 1 \), then by (1.1a) we get
\[
\sigma_i^{1/2} p_j^{1/2} p_i = \sigma_i^{-1/2} p_j^{1/2} p_i \\
\sigma_j^{1/2} p_j = \sigma_j^{-1/2} p_j \\
\sigma_i p_j = p_j.
\]
Since \( p_j \) is non trivial, this implies that \( \sigma_i q_0 = q_0 \).

Viceversa, suppose that \( \sigma_i q_0 = q_0 \), and that there is an index \( j \) such that \( \sigma_j q_0 \neq q_0 \), then by (1.1a) we get
\[
\sigma_i^{1/2} p_j^{1/2} p_i = \sigma_i^{-1/2} p_j^{1/2} p_i \\
p_j^{1/2} p_j = p_j^{-1/2} p_i \\
\sigma_j p_i = p_i.
\]
Since \( p_i \) is a product of shifts of \( q_0 \), and \( \sigma_j q_0 \neq q_0 \), then the only possibility is that \( p_i = 1 \), because \( \text{char} \ k = 0 \).

Lemma 4.3. Suppose \( \text{char} \ k = 0 \), and let \( \sigma(u) = u - \beta \), that is \( \sigma(u_1, \ldots, u_m) = (u_1 - \beta_1, \ldots, u_m - \beta_m) \). For \( q_0 \in \text{Irr}(R) \)
\[
\sigma q_0 = q_0 \quad \text{if and only if} \quad \langle \nabla q_0, \beta \rangle \equiv 0.
\]
Here \( \nabla q_0 = \left( \frac{\partial q_0}{\partial u_1}, \ldots, \frac{\partial q_0}{\partial u_m} \right) \) is the gradient and
\[
\langle \gamma, \beta \rangle : R^m \times k^m \to R^m, \quad \langle (\gamma_k), (\beta_k) \rangle = \sum_{k=1}^{m} \gamma_k \beta_k.
\]

Proof. The irreducible polynomial \( q_0 \) is invariant under the automorphism \( \sigma \) if and only if \( q_0(u - \beta) = q_0(u) \), which is equivalent to \( q_0(u + r\beta) = q_0(u) \) for all \( r \in Z \). Since \( q_0 \) is a polynomial and \( \text{char} \ k = 0 \), this is the same as \( q_0(u + t\beta) = q_0(u) \) for all \( t \in k \), which is indeed equivalent to \( \langle \nabla q_0, \beta \rangle \equiv 0 \) (as can be easily seen by considering \( q_0(u + t\beta) \) as a polynomial function of the variable \( t \)).

Theorem 4.4. Let \( \text{char} \ k = 0 \) and let \( p \) be a monic \( \mathcal{O} \)-orbital solution to (1.1a), with \( \mathcal{O} = \mathbb{Z}^n q_0 \). Then there are at most two distinct indices \( 1 \leq i \leq n \) such that \( p_i \) is not constant and \( \sigma_i q_0 \neq q_0 \).

Proof. By Proposition 4.1, for each pair of indices \( i, j \) such that \( p_i \) and \( p_j \) are not constant, we have (4.1). By Lemma 4.3 we have that
\[
\sigma_i^{r_{ij}} \sigma_j^{s_{ij}} q_0(u) = q_0(u - r_{ij} \alpha_i - s_{ij} \alpha_j) = q_0(u_1 - r_{ij} \alpha_{1i} - s_{ij} \alpha_{1j}, \ldots, u_n - r_{ij} \alpha_{ni} - s_{ij} \alpha_{nj})
\]
is equal to \( q_0(u) \) if and only if
\[
\langle \nabla q_0, r_{ij} \alpha_i + s_{ij} \alpha_j \rangle = 0 \\
r_{ij} \langle \nabla q_0, \alpha_i \rangle + s_{ij} \langle \nabla q_0, \alpha_j \rangle = 0
\]
(4.2)
Now suppose that $i \neq j$ are such that $\sigma_i q_0 \neq q_0 \neq \sigma_j q_0$, i.e., $\langle \nabla q_0, \alpha_i \rangle \neq 0 \neq \langle \nabla q_0, \alpha_j \rangle$. Then we have $r_{ij}, s_{ij} > 0$ and (4.2) becomes
\[
 r_{ij} \langle \nabla q_0, \alpha_i \rangle + s_{ij} \langle \nabla q_0, \alpha_j \rangle = 0
\]
\[
 r_{ij} \langle \nabla q_0, \alpha_i \rangle = -s_{ij} \langle \nabla q_0, \alpha_j \rangle
\]
\[
 \langle \nabla q_0, \alpha_i \rangle = -\frac{s_{ij}}{r_{ij}} \langle \nabla q_0, \alpha_j \rangle.
\]

Now suppose that $i, j, k$ are three distinct indices as in the statement of the Theorem, then by (4.3), we have negative rational numbers $r_1, r_2$ and $r_3$ such that
\[
 \langle \nabla q_0, \alpha_i \rangle = r_1 \langle \nabla q_0, \alpha_j \rangle
\]
\[
 = r_1 (r_2 \langle \nabla q_0, \alpha_k \rangle)
\]
\[
 = r_1 r_2 (r_3 \langle \nabla q_0, \alpha_i \rangle)
\]
\[
 = (r_1 r_2 r_3) \langle \nabla q_0, \alpha_i \rangle
\]
which is impossible.

Notice that if there is a single index $i$ such that for all other indices $j \neq i$ we have $p_j = 1$ and $\sigma_j q_0 = q_0$, then for any value of $\alpha_i$ and any choice of $p_i$ we trivially get a solution.

As a consequence of Proposition 4.2 and Theorem 4.4, we have the following immediate consequence.

**Corollary 4.5.** Suppose that $\text{char } k = 0$. For $O = Z^n q_0$, any monic $O$-orbital nontrivial solutions $p$ of (1.1a) satisfies the following: there are two indices $i, j \in \{1, \ldots, n\}$, $i \neq j$ such that $p_i \neq 1 \neq p_j$, $\sigma_i q_0 \neq q_0 \neq \sigma_j q_0$ and for all $k \in \{1, \ldots, n\} \setminus \{i, j\}$ we have $p_k = 1$ and $\sigma_k q_0 = q_0$.

We can then also conclude as follows.

**Corollary 4.6.** For $R = \mathbb{k}[u_1, \ldots, u_m]$, char $\mathbb{k} = 0$ and $\sigma_i = u - \alpha_i$, any monic solution $p$ to (1.1a) also satisfies (1.1b).

**Proof.** If $p$ is a solution to (1.1a), then by Theorem 3.2 $p = p^{(1)} \cdots p^{(k)}$ with $p^{(i)}$ being a monic $O_i$-orbital solution. By Corollary 4.5 each $p^{(i)}$ is either a trivial solution or it is only nontrivial in two components. It follows immediately that for all $1 \leq i \leq k$, $p^{(i)}$ trivially satisfies (1.1b), hence so does $p$. \hfill \Box

5. **Rank two solutions via higher spin 6-vertex configurations**

In this section we generalize the rank two solutions obtained in [17] from univariate complex polynomials to multivariate polynomials. In Theorem 5.2 $\mathbb{k}$ can be an arbitrary field of characteristic not equal to two. To extend the results to higher rank in Corollary 5.3 we need to assume char $\mathbb{k} = 0$. Although the explicit solutions are quite different, the combinatorics from [17] [15] can still be adopted. Let $R = \mathbb{k}[u_1, u_2, \ldots, u_m]$, and consider two automorphisms $\sigma_1, \sigma_2$ of $R$ given by $\sigma_i(u_j) = u_j - \alpha_{ij}$ for some $m \times 2$-matrix $\alpha = (\alpha_{ij})$. 
Let $f$ be a monic irreducible element of $R$, and let $\mathcal{O} = \{\sigma_1^k \sigma_2^l(f) \mid k, l \in \mathbb{Z}\} \subset \text{Irr}(R) / \mathbb{Z}^2$ be an orbit of irreducible elements of $R$ with respect to the $\mathbb{Z}^2$-action given by $\sigma_1, \sigma_2$. We think of elements of $\mathcal{O}$ as the midpoints of the faces of a square lattice, see Figure 4. Applying $\sigma_i$ corresponds to taking a unit step in the $i$:th direction. Thus taking a half-step in the $i$:th coordinate direction takes us from the midpoint of a face to the midpoint of an edge with normal vector in the $i$:th direction. We consider configurations where edges have been assigned a non-negative multiplicity.

**Definition 5.1.** Fix $\mathcal{O} \in \text{Irr}(R) / \mathbb{Z}^2$. Put $E_i = E_i(\mathcal{O}) = \sigma_i^{1/2}(\mathcal{O})$ and $V_{12} = V_{12}(\mathcal{O}) = \sigma_1^{1/2} \sigma_2^{1/2}(\mathcal{O})$. Elements of $E_i$ are edges of $\mathcal{O}$ and $V_{12}$ are the vertices of $\mathcal{O}$.

By a *higher spin* 6-vertex configuration $\mathcal{L} = (\mathcal{L}_1, \mathcal{L}_2)$ in $\mathcal{O}$ we mean a pair of functions $\mathcal{L}_i : E_i \to \mathbb{Z}_{\geq 0}$ such that for any $v \in V_{12}$:

$$\mathcal{L}_1(\sigma_2^{1/2}(v)) + \mathcal{L}_2(\sigma_1^{1/2}(v)) = \mathcal{L}_1(\sigma_2^{-1/2}(v)) + \mathcal{L}_2(\sigma_1^{-1/2}(v)).$$

\(\mathcal{L}\) is finite if $\# \{e \in E_i \mid \mathcal{L}_i(e) \neq 0\} < \infty$ for $i = 1, 2$.

More generally, we can replace the index set $\{1, 2\}$ in the above definition by an arbitrary 2-subset $\{i, j\} \subseteq \{1, 2, \ldots, n\}$, in which case we say that $\mathcal{L}$ has *index set* $\{i, j\}$.

The following theorem shows that there is a bijective correspondence between the set of monic $\mathcal{O}$-orbital solutions $p = (p_1, p_2)$ to (1.1a) and the set of finite higher spin 6-vertex configurations $\mathcal{L}$ in $\mathcal{O}$.

**Theorem 5.2.** (a) Given any finite higher spin 6-vertex configuration $\mathcal{L}$ in $\mathcal{O}$, define $p_1, p_2 \in R$ by

$$p_i = \prod_{e \in E_i} f_{\mathcal{L}_i(e)} \quad \forall i \in \{1, 2\}$$

Then $p = (p_1, p_2)$ is a monic $\mathcal{O}$-orbital solution to (1.1a).
(b) Conversely, given any monic $\mathcal{O}$-orbital solution $p = (p_1, p_2)$ to (1.1a), then there exists a unique finite cell configuration $\mathcal{L}$ such that (5.2) holds.

Proof. Let $i \in \{1, 2\}$. Since $R$ is a UFD we can uniquely factor $p_i$ as follows:

$$p_i = \xi_i \cdot \prod_{g \in \text{Irr}(R)} g^{m_i(g)}$$

for some unit $\xi_i$ and some non-negative integers $m_i(g)$. Since $p$ is $\mathcal{O}$-orbital, each irreducible factor of $p_i$ belongs to $E_i = \sigma^{1/2}(0)$. In other words $m_i(g) = 0$ if $g \notin E_i$ and hence we have

$$p_i = \xi_i \cdot \prod_{e \in E_i} e^{m_i(e)}.$$ 

Define $\mathcal{L}_i(e) = m_i(e)$ and let $\mathcal{L} = (\mathcal{L}_1, \mathcal{L}_2)$. It remains to show that $\mathcal{L}$ is a finite higher spin 6-vertex configuration. Substituting (5.2) into (1.1a) we get

$$\prod_{e \in E_i} \sigma_j^{1/2}(e)^{\mathcal{L}_i(e)} \prod_{e \in E_j} \sigma_j^{1/2}(e)^{\mathcal{L}_j(e)} = \prod_{e \in E_i} \sigma_j^{-1/2}(e)^{\mathcal{L}_i(e)} \prod_{e \in E_j} \sigma_j^{-1/2}(e)^{\mathcal{L}_j(e)}$$

(5.3)

$$\prod_{e \in E_k} \sigma_j^{1/2}(e)^{\mathcal{L}_k(e)} \sigma_j^{-1/2}(e)^{\mathcal{L}_k(e)} = \prod_{e \in E_k} \sigma_j^{1/2}(e)^{\mathcal{L}_k(e)} \sigma_j^{-1/2}(e)^{\mathcal{L}_k(e)}$$

(5.4)

Making appropriate substitutions to write each side as a product over $f \in \mathcal{O}$ and identifying powers of $f$ in each side, the claim follows. □

Corollary 5.3. Suppose $\text{char} \ k = 0$. Let $m$ and $n$ be positive integers. Let $R = k[u_1, u_2, \ldots, u_m]$, $(\alpha_{ij})$ be an $m \times n$-matrix, $\sigma_i(u_j) = u_j - \alpha_{ji}$, $p = (p_1, p_2, \ldots, p_n)$ be a monic $\mathcal{O}$-orbital solution to (1.1a). Then there exists two distinct indices $i, j \in \{1, 2, \ldots, n\}$ and a finite higher spin 6-vertex configuration $\mathcal{L}$ with index set $\{i, j\}$ such that

$$p_i = \prod_{e \in E_i} e^{\mathcal{L}_i(e)}, \quad p_j = \prod_{e \in E_j} f^{\mathcal{L}_j(e)}, \quad p_k = 1 \text{ for } k \notin \{i, j\}.$$ 

Proof. Apply Corollary 4.5 and Theorem 5.2 □

We summarize the results of the paper in the following statement.

Main Theorem. Let $m$ and $n$ be positive integers, $n \geq 2$. Let $k$ be a field of characteristic zero. Let $R = k[u_1, u_2, \ldots, u_m]$ and let $(\alpha_{ij}) \in M_{m \times n}(k)$.

Let $(p_1, p_2, \ldots, p_n) \in R^n$ be an $n$-tuple of monic polynomials satisfying the following system of equations:

$$p_i(u - \alpha_j) \cdot p_j(u - \alpha_i) = p_i(u + \alpha_j) \cdot p_j(u + \alpha_i) \quad \forall i \neq j,$$ 

(5.5)

where $u = (u_1, u_2, \ldots, u_n)$ and $\alpha_i = (\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{im})$. Then there exist

(i) a finite set of (distinct) orbits $\mathcal{O}^{(1)}, \mathcal{O}^{(2)}, \ldots, \mathcal{O}^{(d)} \in \text{Irr}(R)/\mathbb{Z}^n$ in the set of monic irreducible elements $\text{Irr}(R)$ with respect to the action of $\mathbb{Z}^n$ by $k$-algebra automorphisms on $R$ determined by $x. u_j = u_j - \sum_{i=1}^n x_i \alpha_{ji}$ for all $x = \sum_{i=1}^n x_k e_k \in \mathbb{Z}^n$;

(ii) for each orbit $\mathcal{O}^{(a)}$, a 2-subset $\{i_a, j_a\} \subseteq \{1, 2, \ldots, n\}$ such that for all $k \in \{1, 2, \ldots, n\} \setminus \{i_a, j_a\}$ we have $e_k \cdot q = q$ for all $q \in \mathcal{O}^{(a)}$.
(iii) for each orbit $\mathcal{O}^{(a)}$, a finite higher spin 6-vertex configuration $\mathcal{L}^{(a)}$, with index set \{i_a, j_a\}, in $\mathcal{O}^{(a)}$ such that
\[
p_k = p_k^{(1)} p_k^{(2)} \cdots p_k^{(d)} \quad \forall k \in \{1, 2, \ldots, n\},
\]
where
\[
p_k^{(a)} = \begin{cases} 
\prod_{f \in E_k} f_{k}^{(a)}, & \text{if } k \in \{i_a, j_a\}, \\
1, & \text{otherwise}.
\end{cases}
\]

Conversely, given orbits $\mathcal{O}^{(a)}$, 2-subsets $\{i_a, j_a\}$ and vertex configurations $\mathcal{L}^{(a)}$ as in (i)–(iii), then $(p_1, p_2, \ldots, p_n)$ defined by (5.6), satisfies equations (5.5).

Moreover, the following relations hold (non-vacuously when $n \geq 3$):
\[
p_k(u - \frac{\alpha_i}{2} - \frac{\alpha_j}{2})p_k(u + \frac{\alpha_i}{2} + \frac{\alpha_j}{2}) = p_k(u - \frac{\alpha_i}{2} + \frac{\alpha_j}{2})p_k(u + \frac{\alpha_i}{2} - \frac{\alpha_j}{2}) \quad \forall i \neq j \neq k \neq i.
\]

where $u = (u_1, u_2, \ldots, u_n)$ and $\alpha_i = (\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_n})$.

Proof. By combining Theorem 3.2 and Corollary 5.3 The last claim then follows from Corollary 4.6.

5.1. Examples.

Example 5.4. Let $(m, n) = (2, 3)$, $\alpha = \begin{bmatrix} -1 & 1 & 0 \\ 0 & -1 & 1 \end{bmatrix}$, $R = \mathbb{C}[u_1, u_2]$ and $\sigma_i(u_j) = u_j - \alpha_{ji}$. Then
\[
p = (p_1, p_2, p_3) = (u_1 - \frac{1}{2}, (u_1 + \frac{1}{2})(u_2 - \frac{1}{2}), u_2 + \frac{1}{2})
\]
is a solution to the consistency equations (1.1) related to the Lie algebra $\mathfrak{gl}_1$, see [27]. It is a monic solution and its factorization into orbital solutions is $p = p^{(1)}p^{(2)}$ where $p^{(i)}$ is $(\mathbb{Z}^3 \cdot u_i)$-orbital and given by
\[
p^{(1)} = (u_1 - \frac{1}{2}, u_1 + \frac{1}{2}, 1), \quad p^{(2)} = (1, u_2 - \frac{1}{2}, u_2 + \frac{1}{2}).
\]

Also note that $\{i_1, j_1\} = \{1, 2\}$ and $\{i_2, j_2\} = \{2, 3\}$.

Example 5.5. Let $(m, n) = (3, 4)$, $R = \mathbb{Q}[u_1, u_2, u_3]$,
\[
f(u_1, u_2, u_3) = (u_2 + u_3)^2 - (u_1^2 - u_1 + 1), \quad \alpha = \begin{bmatrix} 2 & -3 & 0 & 0 \\ 4 & -5 & 1 & -3 \\ -2 & 2 & -1 & 3 \end{bmatrix}.
\]

Notice that we have $\sigma_3f = \sigma_4f = f = \sigma_1^2\sigma_2^2f$. We can then define a higher spin 6-vertex configuration, with index set \{1, 2\}, given by
\[
\mathcal{L}_1(e) = \begin{cases} 1, & \text{if } e \in \{\sigma_1^{1/2}(f), \sigma_1^{3/2}(f)\} \\
0, & \text{otherwise}
\end{cases}
\]
\[
\mathcal{L}_2(e) = \begin{cases} 1, & \text{if } e \in \{\sigma_1\sigma_2^{1/2}(f), \sigma_1^2\sigma_2^{3/2}(f), \sigma_1^3\sigma_2^{3/2}(f)\} \\
0, & \text{otherwise}
\end{cases}
\]
Figure 2. Diagram depicting a lattice configuration $L$ corresponding to the solution from Example 5.5. Edges $e$ for which $L_i(e) = 1$ are blue (solid).

From Figure 2, it is clear that this configuration satisfies (5.1) and hence corresponds to an orbital solution, which can be written as $p = (p_1, p_2, p_3, p_4)$, where

$p_1 = \sigma_{1/2}^1 f \sigma_{3/2}^2 f$

$= f(u_1 - \frac{1}{2} \alpha_{11}, u_2 - \frac{1}{2} \alpha_{21}, u_3 - \frac{1}{2} \alpha_{31}) \cdot f(u_1 - \frac{3}{2} \alpha_{11} - \alpha_{12}, u_2 - \frac{3}{2} \alpha_{21} - \alpha_{22}, u_3 - \frac{3}{2} \alpha_{31} - \alpha_{32})$

$= ((u_2 + u_3 - 1)^2 - ((u_1 - 1)^3 - u_1 + 2)) \cdot ((u_2 + u_3 - 1)^2 - ((u_1 + 1)^3 - u_1))$

$p_2 = \sigma_1^2 \sigma_2^{1/2} f \cdot \sigma_1^{3/2} \sigma_2^3 f \cdot \sigma_3^{3/2} \sigma_2^3 f$

$= ((u_2 + u_3 + \frac{3}{2})^2 - ((u_1 + \frac{3}{2})^3 - u_1 - \frac{1}{2})) \cdot ((u_2 + u_3 + \frac{1}{2})^2 - ((u_1 + \frac{1}{2})^3 - u_1 - \frac{3}{2}))$

$\cdot ((u_2 + u_3 - \frac{5}{2})^2 - ((u_1 - \frac{5}{2})^3 - u_1 + \frac{5}{2}))$

$p_3 = 1, \quad p_4 = 1.$

6. Irreducible factorization of multiquiver solutions

In this section we show how the solutions to the consistency equations obtained in [18] fit into our classification scheme.

6.1. Input matrix. Let $\beta = (\beta_{ij})$ be an $m \times n$-matrix satisfying the following conditions:

$\beta_{ij} \in \mathbb{Z}$ for all $i, j,$

$\beta_{ij} \beta_{ik} \leq 0$ for all $i, j, k$ with $j \neq k.$

Condition (6.2) is equivalent to

Every row of $\beta$ contains at most one positive and at most one negative integer.
Moreover \( \beta \) can be interpreted as the incidence graph of certain multiquivers, see [18] for details.

6.2. **Solution attached to \( \beta \).** Let \( R = \mathbb{k}[u_1, u_2, \ldots, u_m] \) and \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \) be given by \( \sigma_i(u_j) = u_j - \beta_{ji} \) and define \( p = (p_1, p_2, \ldots, p_n) \in R^n \) by

\[
p_i(u_1, u_2, \ldots, u_m) = \prod_{j=1}^{m} p_{ji}(u_j), \quad (6.6a)
\]

where

\[
p_{ji}(u_j) = \begin{cases} u_j(u_j+1) \cdots (u_j+\beta_{ji}-1) & \text{if } \beta_{ji} > 0, \\ 1 & \text{if } \beta_{ji} = 0, \\ (u_j-1)(u_j-2) \cdots (u_j-|\beta_{ji}|) & \text{if } \beta_{ji} < 0. \end{cases} \quad (6.5)
\]

**Theorem 6.1 ([18]).** \( \sigma \) and \( p \) satisfy the TGWA consistency relations from [7]. That is,

\[
\begin{align*}
\sigma_i \sigma_j(p_{ji}) &= \sigma_i(p_i) \sigma_j(p_j) \quad \forall i \neq j, \quad (6.6a) \\
\sigma_i \sigma_k(p_{j} \sigma_j(p_j) &= \sigma_i(p_j) \sigma_k(p_j) \quad \forall i \neq j \neq k \neq i. \quad (6.6b)
\end{align*}
\]

6.3. **Symmetrized version.** We write (6.6) in the symmetric form. Applying \( \sigma_i^{-1/2} \sigma_j^{-1/2} \) to equation (6.6a) and putting \( \bar{p}_i = \sigma_i^{1/2}(p_i) \) gives

\[
\sigma_i^{1/2} \sigma_j^{1/2}(\bar{p}_i) = \sigma_i^{1/2}(\bar{p}_i) \sigma_j^{1/2}(\bar{p}_j) \quad (6.7)
\]

That is, \( \bar{p} := (\bar{p}_1, \bar{p}_2, \ldots, \bar{p}_n) \) satisfies the symmetrized binary TGWA consistency equation. Similarly applying \( \sigma_i^{-1/2} \sigma_k^{-1/2} \) to equation (6.6b) gives the equivalent relation

\[
\sigma_i^{1/2} \sigma_k^{1/2}(\bar{p}_j) \sigma_i^{-1/2} \sigma_k^{-1/2}(\bar{p}_j) = \sigma_i^{1/2} \sigma_k^{1/2}(\bar{p}_j) \sigma_i^{-1/2} \sigma_k^{-1/2}(\bar{p}_j) \quad (6.8)
\]

which shows that \( \bar{p} \) also satisfies the symmetrized ternary TGWA consistency equation. In [18], relation (6.6b) was proved separately. But in fact, as we showed in Corollary 4.6 equation (6.8) actually follows from (6.7), hence (6.6b) follows from (6.6a).

Explicitly, we have

\[
\bar{p}_i = \sigma_i^{1/2}(p_i) = p_i(u_1 - \frac{\beta_{1i}}{2}, u_2 - \frac{\beta_{2i}}{2}, \ldots, u_m - \frac{\beta_{mi}}{2}) = \prod_{j=1}^{m} p_{ji}(u_j - \frac{1}{2} \beta_{ji})
\]

To write a closed formula we also make an overall shift by 1/2. Put \( q_{ji}(u_j) = p_{ji}(u_j - \frac{1}{2} \beta_{ji} + \frac{1}{2}) \). Then

\[
q_{ji}(u_j) = \begin{cases} (u_j - \frac{1}{2} \beta_{ji} + \frac{1}{2})(u_j - \frac{1}{2} \beta_{ji} + \frac{3}{2}) \cdots (u_j + \frac{1}{2} \beta_{ji} - \frac{1}{2}), & \text{if } \beta_{ji} > 0 \\ 1, & \text{if } \beta_{ji} = 0 \\ (u_j - \frac{1}{2} |\beta_{ji}| + \frac{1}{2})(u_j - \frac{1}{2} |\beta_{ji}| + \frac{3}{2}) \cdots (u_j + \frac{1}{2} |\beta_{ji}| - \frac{1}{2}), & \text{if } \beta_{ji} < 0 \end{cases} \quad (6.9)
\]

We can summarize these observations as follows.
Proposition 6.2. Let $\beta$ be an $m \times n$ matrix satisfying conditions (6.1) and (6.2). Put
\[
\tilde{\beta}_{ji} = \frac{1}{2}(|\beta_{ji}| - 1) \quad (6.10)
\]
Define polynomials for $(i, j) \in [1, n] \times [1, m]$:
\[
q_{ji}(u_j) = (u_j - \tilde{\beta}_{ji})(u_j - \tilde{\beta}_{ji} + 1) \cdots (u_j + \tilde{\beta}_{ji}) \quad (6.11)
\]
then for all $j \in [1, m]$ the $n$-tuple
\[
q_j = (q_{j1}(u_j), q_{j2}(u_j), \ldots, q_{jn}(u_j))
\]
is a solution to the consistency equations (1.1).

Proof. It suffices to observe that if $j \neq j'$, then
\[
(q_{j1}(u_j), q_{j2}(u_j), \ldots, q_{jn}(u_j))
\]
and
\[
(q_{j'1}(u_{j'}), q_{j'2}(u_{j'}), \ldots, q_{j'n}(u_{j'}))
\]
belong to different orbits with respect to the action of $\mathbb{Z}^n$ via $\sigma$. More precisely, given $j \neq j'$ in $[1, m]$ and $i, i' \in [1, n]$ then there are no integers $k$s such that some irreducible factor of $\sigma_1^{k_1}\sigma_2^{k_2}\cdots\sigma_n^{k_n}(q_{ji})$ divides $q_{j'i'}$. This is obvious since the former is a univariate polynomial in $u_j$ and the latter a univariate polynomial in $u_{j'}$. \qed

6.4. Factorization into irreducibles. By [17, Prop. 6.2], for each $j \in [1, m]$ the solution $q_j$ factors into a product of $\gcd(\beta_{j1}, \beta_{j2})$ solutions, where $\{i_1, i_2\} = \{i \in [1, n] \mid \beta_{ji} \neq 0\}$ (assume without loss of generality that all rows in $\beta$ are nonzero). So in total the solution from [18], corresponding to a matrix $\beta$, factors into
\[
\prod_{j=1}^{m} \gcd(\beta_{j1}, \beta_{j2}, \ldots, \beta_{jn})
\]
orbits. Each orbit factor is actually irreducible and corresponds to a (unique) zero area generalized Dyck path. Explicitly, let $\gamma_j = \gcd(\beta_{j1}, \beta_{j2}, \ldots, \beta_{jn})$. We have
\[
(q_{j1}(u_j), q_{j2}(u_j), \ldots, q_{jn}(u_j)) = (1, \ldots, q_{ji1}(u_j), \ldots, q_{ji2}(u_j), \ldots, 1)
\]
i.e. all entries are 1 except possibly 2 places. Then, following [17], we can further factor
\[
(q_{ji1}(u_j), q_{ji2}(u_j)) = \prod_{k=0}^{\gamma_j-1} (q_{ji1}^{(k)}(u_j), q_{ji2}^{(k)}(u_j))
\]
where $q_{ji}^{(k)}(u_j)$ is the product of all factors of the form $(u_j - l)$ where $l \equiv k \pmod{\gamma_j}$. The factors $q_{ji}^{(k)}(u_j)$ were expressed using zero area generalized Dyck paths in [17].
References

[1] V.V. Bavula, *Generalized Weyl algebras and their representations*, Algebra i Analiz 4 Issue 1 (1992) 75–97; English transl. in St Petersburg Math. J. 4 (1993) 71–92.

[2] V.V. Bavula, D.A. Jordan, *Isomorphism problems and groups of automorphisms for generalized Weyl algebras*, Trans. Amer. Math. Soc. 353 Issue 2 (2000) 769–794.

[3] G. Benkart, M. Ondrus, *Whittaker modules for generalized Weyl algebras*, Represent. Theory 13 (2009) 141–164.

[4] T. Brzeziński, *Noncommutative Differential Geometry of Generalized Weyl Algebras*, Symmetry, Integrability and Geometry: Methods and Applications SIGMA 12 (2016), 059, 18 pages.

[5] P.A.A.B. Carvalho, S.A. Lopes *Automorphisms of Generalized Down-Up Algebras*, Communications in Algebra 37 Issue 5 (2009).

[6] T. Cassidy, B. Shelton, *Basic properties of generalized down-up algebras*, J. Algebra 279 No. 1 (2004) 402–421.

[7] V. Futorny, J.T. Hartwig, *On the consistency of twisted generalized Weyl algebras*, Proc. Amer. Math. Soc. 140 (2012) 3349–3363; arXiv:1103.4374.

[8] V. Futorny, J.T. Hartwig, *Multiparameter twisted Weyl algebras*, J. Algebra 357 (2012) 69–93.

[9] J. Gaddis, *Isomorphisms of some quantum spaces*, in: Ring Theory and its Applications, Contemporary Mathematics, Vol. 609, American Mathematical Society, Providence, RI, 2014, pp. 107–116.

[10] J. Gaddis, *The isomorphism problem for quantum affine spaces, homogenized quantized Weyl algebras, and quantum matrix algebras*, Journal of Pure and Applied Algebra 221 (2017) 2511–2524.

[11] K.R. Goodearl, J.T. Hartwig, *The isomorphism problem for multiparameter quantized Weyl algebras*, São Paulo J. Math. Sci. 9 Issue 1 (2015) 53–61.

[12] J.T. Hartwig, *Locally finite simple weight modules over twisted generalized Weyl algebras*, J. Algebra 303 Issue 1 (2006) 42–76.

[13] J.T. Hartwig, *Twisted generalized Weyl algebras, polynomial Cartan matrices and Serre-type relations*, Comm. Algebra 38 Issue 12 (2010) 4375–4389.

[14] J.T. Hartwig, *Unitarizability of weight modules over noncommutative Kleinian fiber products*, Preprint arXiv:1702.08168v1.

[15] J.T. Hartwig, *Noncommutative singularities and lattice models*, J. Algebra 508 (2018) 35–80.

[16] J.T. Hartwig, J. Öinert, *Simplicity and maximal commutative subalgebras of twisted generalized Weyl algebras*, J. Algebra 373 (2013) 312–339.

[17] J.T. Hartwig, D. Rosso, *Cylindrical Dyck paths and the Mazorchuk-Turowska equation*, J. Algebraic Combin. 44 Issue 1 (2016), 223–247.

[18] J.T. Hartwig, V. Serganova, *Twisted Generalized Weyl Algebras and Primitive Quotients of Enveloping Algebras*, Algebr. Represent. Theory 19 Issue 2 (2016) 277–313.

[19] D.A. Jordan, *Primitivity in skew Laurent polynomial rings and related rings*, Math. Z. 213 (1993) 353–371.

[20] D.A. Jordan *A simple localization of the quantized Weyl algebra*, J. Algebra 174 Issue 1 (1995) Pages 267–281.

[21] A.P. Kitchin and S. Launois *On the automorphisms of quantum weyl algebras*, Journal of Pure and Applied Algebra 223 (2019) 1514–1530.

[22] G. Maltsiniotis, *Groupes quantiques et structures différentielles*, C. R. Acad. Sci. Paris Sér. I Math. 311 No. 12 (1990) 831–834.

[23] V. Mazorchuk, M. Ponomarenko, L. Turowska, *Some associative algebras related to $U(g)$ and twisted generalized Weyl algebras*, Math. Scand. 92 Issue 1 (2003) 5–30.

[24] V. Mazorchuk, L. Turowska, *Simple weight modules over twisted generalized Weyl algebras*, Comm. Algebra 27 Issue 6 (1999) 2613–2625.

[25] V. Mazorchuk, L. Turowska, *Representations of twisted generalized Weyl algebras*, Algebras and Representation Theory 5 (2002) 163–186.
CLASSIFICATION OF TWISTED GENERALIZED WEYL ALGEBRAS OVER POLYNOMIAL RINGS

[26] A.L. Rosenberg, *Noncommutative algebraic geometry and representations of quantized algebras*, Kluwer, 1995.

[27] A. Sergeev, *Enveloping algebra $U(gl(3))$ and orthogonal polynomials in several discrete indeterminates* in: “Noncommutative structures in mathematics and physics” Proc. NATO Advanced Research Workshop, Kiev 2000, Kluwer (2001) 113–124. [arXiv:math/0202182]

[28] M. Surez-Alvarez, Q. Vivas, *Automorphisms and isomorphisms of quantum generalized Weyl algebras*, Journal of Algebra, Volume 424, 15 February 2015, Pages 540–552.

[29] X. Tang *Automorphisms for some “symmetric” multiparameter quantized Weyl algebras and their localizations*, [arXiv:1610.01848] [math.RA].

[30] X. Tang, *The automorphism groups for a family of generalized Weyl algebras*, Journal of Algebra and Its Applications Vol. 17, No. 08, 1850142 (2018).

DEPARTMENT OF MATHEMATICS, IOWA STATE UNIVERSITY, AMES, IA-50011, USA

E-mail address: jth@iastate.edu

DEPARTMENT OF MATHEMATICS AND ACTUARIAL SCIENCE, INDIANA UNIVERSITY NORTHWEST, GARY, IN-46408, USA

E-mail address: drosso@iu.edu