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ABSTRACT. We consider 1D discrete Schrödinger operators with aperiodic potentials given by a Sturmian word, which is a natural generalisation of the Fibonacci Hamiltonian. Via a standard approximation by periodic potentials, we establish Hausdorff convergence of the corresponding spectra for the Schrödinger operators on the axis as well as for their compressions to the half-axis.

Based on the half-axis results, we study the finite section method, which is another operator approximation, now by compressions to finite but growing intervals, that is often used to solve operator equations approximately. We find that, also for this purpose, the aperiodic case can be studied via its periodic approximants. Our results on the finite section method of the aperiodic operator are illustrated by confirming a result on the finite sections of the special case of the Fibonacci Hamiltonian.

1. INTRODUCTION

We study the spectrum and the sequence of so-called finite sections of an aperiodic discrete Schrödinger operator via its periodic approximants. With focus on an expository presentation, we show how to recover results of Sütő [45], Bellissard [3], and Kellendonk [24] on the spectral approximation on the axis as well as on the half-axis by different means. Precisely, we demonstrate an approach via the method of limit operators and the corresponding toolbox [28, 40], large parts of which are not limited to normal, let alone self-adjoint operators – see e.g. [19] for extensions of our results and further details.

Knowledge about the half-axis case for the whole subshift allows us to characterise the stability of the sequence of compressions to finite but growing intervals – the finite sections – in both the periodic [18] and the aperiodic case. The consequences of this analysis generalise results on the finite sections of the Fibonacci Hamiltonian [31] and are illustrated in this special case.

Our presentation is in large parts self-contained, including detailed discussions about the situation in $\ell^p$ with $p \in [1, \infty]$, a precise derivation of the periodic approximants and the steps from zero to one and then two boundary points with homogeneous Dirichlet conditions.

Discrete Schrödinger operators are used to describe physical systems on lattices and, therefore, play an important role in theoretical solid-state physics. One mostly finds two important physically motivated cases here. On the one hand, a periodic potential function describes a periodic system such as a periodic tight-binding model.
On the other hand, disordered solid media correspond to random potentials. A very interesting mathematical model between these two cases is the one that describes so-called quasicrystals, which is an ordered structure without any periodicity in it. They were first found by Shechtman in 1982, see [43], who received the Nobel Prize in Chemistry 2011 for this discovery.

Quasicrystals can be modelled by Schrödinger operators with aperiodic potentials. The most famous example of an aperiodic structure for such a two-dimensional quasicrystal is the so-called Penrose tiling, cf. [44]. Here, we will study a standard one-dimensional quasicrystal model on the spaces $\ell^p(\mathbb{Z})$, $p \in [1, \infty]$, where the Fibonacci Hamiltonian, cf. [26, 36], serves as one well-understood example, see, e.g., [14, 31].

Throughout this work, we consider the discrete one-dimensional Schrödinger operator $H_{\lambda, \alpha, \theta} : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z})$, $p \in [1, \infty]$, with Sturmian potential, namely,

$$ (H_{\lambda, \alpha, \theta} x)_n = x_{n+1} + x_{n-1} + \lambda v_{\alpha, \theta}(n) x_n, \quad n \in \mathbb{Z}, $$

where

$$ v_{\alpha, \theta}(n) = \chi_{[1-\alpha, 1]}(n\alpha + \theta \mod 1) $$

with coupling constant $\lambda \in \mathbb{R}$, irrational slope $\alpha \in [0, 1]$, and $\theta \in [0, 1)$, cf. [34, 42]. The already mentioned Fibonacci Hamiltonian arises when setting $\alpha = \frac{1}{2}(\sqrt{5} - 1)$.

The following picture explains the construction process for the potential $v_{\alpha, \theta}(n)$ in (1):

Since $\alpha$ is irrational, this potential is not periodic. In the same way, we also consider a similar operator,

$$ (\tilde{H}_{\lambda, \alpha, \theta} x)_n = x_{n+1} + x_{n-1} + \lambda \tilde{v}_{\alpha, \theta}(n) x_n, \quad n \in \mathbb{Z}, $$

where

$$ \tilde{v}_{\alpha, \theta}(n) = \chi_{[1-\alpha, 1] \cup \{0\}}(n\alpha + \theta \mod 1). $$

Note that, compared to $v_{\alpha, \theta}$, only the interval boundaries have changed in terms of switching from $[\cdot, \cdot)$ to $(\cdot, \cdot]$.

We will study the following problem in the numerical analysis of aperiodic Schrödinger operators: Each discrete Schrödinger operator acts on the space $\ell^p(\mathbb{Z})$ via multiplication with a two-sided infinite tridiagonal matrix $A$. If $A$ is invertible, in order to find the unique solution of the system $Ax = b$, one often uses a truncation technique which replaces the original (infinite-dimensional) system by a sequence of finite linear systems: the finite section method (FSM). In a nutshell, with respect
to the standard basis, the operator \(A\) and the right-hand side \(b\) correspond to a two-sided infinite matrix \((a_{ij})_{i,j \in \mathbb{Z}}\) and vector \((\beta_i)_{i \in \mathbb{Z}}\), respectively. The FSM replaces \(Ax = b\) by \(A_{n}x_n = b_n\), where \(A_{n} = (a_{ij})_{i,j = -n}^{n}\) and \(b_n = (\beta_i)_{i = -n}^{n}\). As natural as this method seems at first glance, are the projected/truncated equations uniquely solvable (assuming \(Ax = b\) is so) and do the solutions actually approximate the solution \(x\) as \(n \to \infty\)? If the answers to these questions are positive, we call the FSM for the Schrödinger operator applicable.

The applicability of the FSM is strongly related to Fredholm properties of \(A\) and its one-sided infinite restrictions \(A_+\) and \(A_-\). In numerous works over the last two decades, see, e.g., \([3, 13, 15, 45]\), these operators have been studied and interesting results about their spectra have been found. In this article, we will use the special tool of limit operators, see e.g., \([28, 40]\), in order to explain and reinterpret some of these well-known results in a framework tailored for our applicability analysis.

The following classical approximation of aperiodic Schrödinger operators by periodic operators will form the basis of our approach to the spectrum of \(H_{\lambda,\alpha,\theta}\) but also to the applicability of its FSM: Expand the irrational slope \(\alpha\) as a continued fraction,

\[
\alpha = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ddots}}} \quad \text{with} \quad a_1, a_2, \ldots \in \mathbb{N}.
\]

Truncating this infinite expression after \(m\) divisions, yields a rational number \(\alpha_m \defeq \frac{p_m}{q_m}\) that we will refer to as the \(m\)-th rational approximant to \(\alpha\). Then define the periodic (!) Schrödinger operators \(H_{\lambda,\alpha_m,\theta}\), again by equation (1). One can see that, as \(m \to \infty\), not only goes \(\alpha_m \to \alpha\) but also \(H_{\lambda,\alpha_m,\theta} \to H_{\lambda,\alpha,\theta}\) in the strong operator topology for \(p = 2\).

Using our techniques from \([19]\), we first show convergence of the spectra of \(H_{\lambda,\alpha_m,\theta}\) to that of \(H_{\lambda,\alpha,\theta}\) and, secondly, we show that the same holds for the spectra of their half-axis compressions. Finally, via a study of the FSM of the periodic operators \(H_{\lambda,\alpha_m,\theta}\), as prepared in \([18]\), we conclude a test procedure for the applicability of the FSM of the aperiodic operator, \(H_{\lambda,\alpha,\theta}\), and easily confirm, as a special case, the main result of \([31]\) about the FSM of the Fibonacci Hamiltonian.

The paper is organised as follows. In Section 2, we introduce the reader to the finite section method and prove several auxiliary results that will be needed in the sections to follow. Next, we give an overview about Sturmian potentials in Section 3 and also go into detail for continued fraction expansions of irrational numbers, thereby, laying the groundwork for the spectral and approximation theory of aperiodic Schrödinger operators to be presented in subsequent sections. Finally, in Section 4 and 5, we analyse the spectrum of the aperiodic Schrödinger operator \(H_{\lambda,\alpha,\theta}\), characterise applicability of the FSM, and derive a numerical method to verify the applicability.

## 2. Approximation Methods for Band Operators

In order to motivate the finite section method, let us consider a discrete Schrödinger operator \(H : l^p(\mathbb{Z}) \to l^p(\mathbb{Z})\) for a fixed parameter \(p \in [1, \infty]\) given by

\[
(Hx)_n = x_{n+1} + x_{n-1} + v(n)x_n, \quad n \in \mathbb{Z},
\]

where the potential \(v\) is a real-valued function defined on \(\mathbb{Z}\).
2.1. Motivation of the Finite Section Method. The operator $H$ can analogously be described by a two-sided infinite tridiagonal matrix $A = (a_{ij})_{i,j \in \mathbb{Z}}$ which is defined by

$$
A = \begin{pmatrix}
\ddots & \ddots & & & \\
\ddots & v(0) & 1 & & \\
& 1 & v(1) & 1 & \\
& & 1 & v(2) & \ddots \\
& & & \ddots & \ddots
\end{pmatrix}.
$$

The so-called finite section method (FSM) for $H$ or $A$ considers the sequence of finite submatrices

$$(2) \quad A_n = (a_{ij})_{i,j=-n}^n, \quad n \in \mathbb{N},$$

and asks the following:

Are the matrices $A$ and $A_n$ invertible for all sufficiently large $n$ and are their inverses (after embedding them into a two-sided infinite matrix) strongly convergent to the inverse of $A$?

In the case of a positive answer, we call the FSM (for $A$) applicable. This approximation of $A^{-1}$ can be used for solving equations $Ax = b$ approximately via the solutions of growing finite systems $A_n$. First rigorous treatments of this natural approximation can be found in [1, 20]. In case that the FSM is not applicable in the above sense, it may still be possible to establish an applicability result by passing to suitable modifications $A_n = (a_{ij})_{i,j=l_n}^{r_n}$ with well-chosen sequences $l_n \to -\infty$ and $r_n \to \infty$, see [29, 40, 41].

Neither the FSM nor the following tools and results in Chapter 2 require self-adjointness (unless we explicitly say so).

Operators like the Schrödinger operator $H$ whose infinite matrix representation only exhibits finitely many non-zero diagonals are a well-known subject of investigation regarding the applicability of the FSM. Operators of this type are summarised in the class of band operators, which we introduce next. We follow the definitions given in [28, Section 1.3.6].

For nonempty $U, V \subset \mathbb{Z}$, we define $\text{dist}(U, V) := \min\{|u - v| : u \in U, v \in V\}$ and the projection $P_U : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z})$ by

$$
(P_U x)_n := \begin{cases} x_n & \text{if } n \in U, \\ 0 & \text{if } n \notin U. \end{cases}
$$

Definition 2.1 (Band-width and band operator). Let $A$ be a bounded operator on $\ell^p(\mathbb{Z})$ with $p \in [1, \infty]$. We say that $A$ has band-width less than $w \in \mathbb{N}$ if $P_U AP_V = 0$ for all $U, V \subset \mathbb{Z}$ with $\text{dist}(U, V) > w$, and in this case, $A$ is called a band operator.

Note that the notion band operator makes also sense for unbounded operators on $\ell^p(\mathbb{Z})$ but, in this work, all band operators will be bounded.

By definition, a band operator $A$ with band-width less than $w$ is only supported on the $k$-th diagonals with $|k| \leq w$. In the following, we will identify an operator $A$ on $\ell^p(\mathbb{Z})$ with its usual matrix representation $(a_{ij})_{i,j \in \mathbb{Z}}$ with respect to the canonical basis in $\ell^p(\mathbb{Z})$ as we did before.
Remark 2.2. Whenever necessary, we consider for some index set $\mathbb{I} \subset \mathbb{Z}$ the space $\ell^p(\mathbb{I})$ as a subspace of $\ell^p(\mathbb{Z})$. Then, the terms in Definition 2.1 naturally carry over to operators $A$ on $\ell^p(\mathbb{I})$ by associating $A$ with its restriction $A|_\mathbb{I}: \ell^p(\mathbb{I}) \to \ell^p(\mathbb{Z})$.

Assuming invertibility of $A$ on $\ell^p(\mathbb{Z})$, the applicability of the FSM is equivalent to the uniform boundedness of the inverses $A_n^{-1}$, a concept that is also known as stability.

Definition 2.3 (Stability). A sequence of operators $(A_n)_{n \in \mathbb{N}}$ defined on $\ell^p(\mathbb{Z})$ for $p \in [1, \infty]$ is called stable if there exists $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$ the operators $A_n$ are invertible and their inverses are uniformly bounded.

The basic result connecting the notions of applicability and stability is known as Polski’s theorem, cf. [21, Theorem 1.4], and it says that $(A_n)$ is applicable to $A$ if and only if it is stable and $A$ is invertible.

Now, stability, and hence, applicability, of the FSM sequence $(A_n)$ in (2) is closely connected to the following entrywise limits

\[(a_{i+n,j+l_n,j=0}^{i,n\to\infty} B_+ \quad \text{and} \quad (a_{i+n,j+l_n,j=0}^{0})_{i,n\to\infty}^{i+n\to\infty} C_- \]

of one-sided infinite submatrices of $A$, where we consider sequences $(l_n)$ and $(r_n)$ with $\lim_{n \to \infty} l_n = -\infty$ and $\lim_{n \to \infty} r_n = \infty$, such that the limits in (3) exist. The following result summarises the aforementioned connections and is a standard outcome regarding the applicability of the FSM for band operators.

Lemma 2.4 ([7, Lemma 1.2]). Let $A$ be a band operator on $\ell^p(\mathbb{Z})$ for $p \in [1, \infty]$. Then the following are equivalent:

(i) The FSM is applicable.

(ii) The sequence $(A_n)$ with $A_n = (a_{ij})_{i,j=-n}^{n}$ is stable.

(iii) The operator $A$ and the limits $B_+$ and $C_-$ from (3) are invertible for all suitable sequences $(l_n)$ and $(r_n)$.

2.2. Invertibility and Limit Operators. We now focus on an operator-theoretical tool in order to ensure condition (iii) of Lemma 2.4: the so-called limit operators, cf. [28, 39, 40].

Definition 2.5 (Limit operators and compressions). Let $A$ be a band operator on $\ell^p(\mathbb{I})$ for $p \in [1, \infty]$ and $\mathbb{I} \in \{\mathbb{N}, \mathbb{Z}\}$. An operator $B \in \ell^p(\mathbb{Z})$ with matrix representation $(b_{ij})_{i,j \in \mathbb{Z}}$ is called a limit operator of $A$ if there is a sequence \( (h_n)_{n \in \mathbb{N}} \subset \mathbb{Z} \) with $\lim_{n \to \infty} |h_n| = \infty$ and

\[a_{i+n,j+l_n,j=0}^{i,n\to\infty} b_{ij} \]

for all $i, j \in \mathbb{Z}$. In this case, we also write $A_h := B$ and say that $h$ is the corresponding sequence to $B$. We denote the set of all limit operators of $A$ by $\text{Lim}(A)$. For $A_h \in \text{Lim}(A)$, we write $A_h \in \text{Lim}_+(A)$ or $A_h \in \text{Lim}_-(A)$ if the corresponding sequence $h$ tends to $+\infty$ or $-\infty$, respectively. Moreover, if $\mathbb{I} = \mathbb{Z}$, we call both operators

\[A_+ := (a_{ij})_{i,j=0}^{i,n\to\infty} \quad \text{and} \quad A_- := (a_{ij})_{i,j=-\infty}^{0} \]

(one-sided) compressions of $A$. Then we have the identities $\text{Lim}_\pm(A) = \text{Lim}(A_\pm)$.

In fact, the operators $B_+$ and $C_-$ from (3) correspond to the one-sided compressions of the limit operators $A(l_n)$ and $A(r_n)$. Evidently, a limit operator $A_h$ of a band operator $A$ is again a band operator with the same bandwidth.
We now reformulate Lemma 2.4 in the language of limit operators and, therefore, from now on, we will use the index sets $\mathbb{Z}_-, \mathbb{Z}_+$, which both include zero, and the index set $\mathbb{N}$, which excludes zero.

**Proposition 2.6.** Let $A$ be a band operator on $\ell^p(\mathbb{Z})$ for $p \in [1, \infty]$. Then, the FSM for $A$ is applicable if and only if

(a) $A$ is invertible on $\ell^p(\mathbb{Z})$,

(b) for all $B \in \text{Lim}_+(A)$ the compressions $B_-$ are invertible on $\ell^p(\mathbb{Z}_-)$, and

(c) for all $C \in \text{Lim}_-(A)$ the compressions $C_+$ are invertible on $\ell^p(\mathbb{Z}_+)$.

The restriction to a particular choice of $p$ in Proposition 2.6 can be dropped without loss of generality as the following proposition shows. In subsequent parts of this article, this result will allow us to fall back onto the Hilbert space case $p = 2$ whenever needed.

**Proposition 2.7.** Let $B$ be a band operator on $\ell^p(\mathbb{I})$ for some $\mathbb{I} \subset \mathbb{Z}$ and $p \in [1, \infty]$. If $B$ is invertible, then $B$ is also invertible as an operator on $\ell^q(\mathbb{I})$ for all $q \in [1, \infty]$.

**Proof.** First, we identify the Banach space $\ell^p(\mathbb{Z})$ with the $p$-direct sum $\ell^p(\mathbb{J}) \oplus \ell^p(\mathbb{I})$ where $\mathbb{J} := \mathbb{Z} \setminus \mathbb{I}$ and the norm is given by

$$
\|x \oplus y\| := \begin{cases} (\|x\|_{\ell^p(\mathbb{J})} + \|y\|_{\ell^p(\mathbb{I})})^{\frac{1}{p}} & \text{if } p < \infty, \\
\max\{\|x\|_{\ell^\infty(\mathbb{J})}, \|y\|_{\ell^\infty(\mathbb{I})}\} & \text{if } p = \infty.
\end{cases}
$$

Now, assume that $B$ is invertible on $\ell^p(\mathbb{I})$. We extend the operator $B$ to an invertible operator $A$ on $\ell^p(\mathbb{Z})$ via

$$
A := \begin{pmatrix} 1_{\mathbb{J}} & 0 \\
0 & B \end{pmatrix}
$$

with respect to the direct decomposition $\ell^p(\mathbb{Z}) = \ell^p(\mathbb{J}) \oplus \ell^p(\mathbb{I})$. Here, $1_{\mathbb{J}}$ denotes the identity on $\ell^p(\mathbb{J})$. Note that, as a band operator, $A$ is an element of the so-called Wiener algebra $\mathcal{W}$, see [28, Definition 1.43]. Due to [40, Corollary 2.5.4] on the inverse closedness of $\mathcal{W}$, the inverse $A^{-1}$ is in $\mathcal{W}$ again and, hence, acts boundedly on every space $\ell^q(\mathbb{Z})$, $q \in [1, \infty]$, so that the operator $A$ is invertible on all spaces $\ell^q(\mathbb{Z})$, $q \in [1, \infty]$. Moreover, we have

$$
A^{-1} = \begin{pmatrix} 1_{\mathbb{J}} & 0 \\
0 & B^{-1} \end{pmatrix}.
$$

Consequently, $B^{-1}$ is a bounded operator on $\ell^q(\mathbb{I})$ for all $q \in [1, \infty]$. $\square$

Recall that a bounded linear operator $A : X \rightarrow Y$ between Banach spaces $X$ and $Y$ is called a Fredholm operator if the kernel $\text{Ker}(T)$ and the cokernel $Y/\text{Ran}(T)$ are finite-dimensional. Furthermore, we define the essential spectrum of $A$ by

$$
\sigma_{\text{ess}}(A) := \{ E \in \mathbb{C} : A - E \text{ is not a Fredholm operator} \}.
$$

The next lemma establishes the equivalence of the Fredholmness of a band operator $A$, the invertibility of its limit operators, see [30, 39], or, alternatively, their injectivity on the space $\ell^\infty(\mathbb{Z})$, see [5, 6]. The lemma previously appeared in this form in [31].

**Lemma 2.8** ([31, Lemma 2.6]). Let $\mathbb{I} \in \{\mathbb{Z}, \mathbb{Z}_+, \mathbb{Z}_-, \mathbb{N}\}$ and $p \in [1, \infty]$. For a band operator $A$, the following are equivalent:

(i) $A$ is a Fredholm operator on $\ell^p(\mathbb{I})$. 

(ii) All limit operators of $A$ are invertible on $\ell^p(\mathbb{Z})$.
(iii) All limit operators of $A$ are injective on $\ell^\infty(\mathbb{Z})$.

**Remark 2.9.** Actually, it is Lemma 2.8, whose first versions go back to [39] and somehow finalise in [5, 30], where limit operators naturally enter the scene, and they only reappear in theorems on applicability and stability of operator sequences because the latter is equivalent to Fredholmness of an associated operator.

Lemma 2.8 is particularly useful when dealing with a band operator $A$ that additionally has the property $A \in \text{Lim}(A)$. All subsequent examples of Schrödinger operators will have this property, which is sometimes referred to as self-similarity, cf. [2, 5]. The combination of Proposition 2.7 with Lemma 2.8 leads to the following results that allow us to translate the invertibility problem of an operator into an injectivity problem of its limit operators.

**Corollary 2.10.** Let $A$ be a band operator with $A \in \text{Lim}(A)$. Then the following are equivalent:

(i) All limit operators of $A$ are injective on $\ell^\infty(\mathbb{Z})$.
(ii) $A$ is invertible on $\ell^p(\mathbb{Z})$ for all $p \in [1, \infty]$.
(iii) $A$ is invertible on $\ell^p(\mathbb{Z})$ for some $p \in [1, \infty]$.

**Proof.** The equivalence (ii)$\iff$(iii) is immediately given by Proposition 2.7. Since $A \in \text{Lim}(A)$, the implication (i)$\implies$(ii) follows from Lemma 2.8. Using that an invertible operator is a Fredholm operator, we also have (iii)$\implies$(i) by Lemma 2.8.

Note that Corollary 2.10 only handles operators that are defined on $\ell^p(\mathbb{Z})$. However, Lemma 2.4 also relies on the invertibility of one-sided compressions. The next corollary gives the corresponding result. For this, we consider only the case $p = 2$ because, there, we are able to use the Hilbert space adjoint $A^*$ for an operator $A$ on the Hilbert space $\ell^2(\mathbb{I})$ with $\mathbb{I} \subset \mathbb{Z}$.

**Corollary 2.11.** Let $A$ be a self-adjoint invertible band operator on $\ell^2(\mathbb{Z})$ and $B \in \text{Lim}(A)$.

(a) If the compression $B_-$ is injective on $\ell^\infty(\mathbb{Z}_-)$, then $B_-$ is invertible on $\ell^p(\mathbb{Z}_-)$ for all $p \in [1, \infty]$.
(b) If the compression $B_+$ is injective on $\ell^\infty(\mathbb{Z}_+)$, then $B_+$ is invertible on $\ell^p(\mathbb{Z}_+)$ for all $p \in [1, \infty]$.

**Proof.** We only prove (a) since the proof of (b) works completely analogously. For the proof of (a), we note that, due to Proposition 2.7, it suffices to consider $p = 2$. As $B_-$ is injective on $\ell^\infty(\mathbb{Z}_-)$, it is also injective on the subset $\ell^2(\mathbb{Z}_-) \subset \ell^\infty(\mathbb{Z}_-)$. We will show that $B_-$ has a dense and closed range making $B_-$ also surjective.

The range of $B_-$ is dense in $\ell^2(\mathbb{Z}_-)$: As $A$ is self-adjoint, all limit operators of $A$ are self-adjoint, see [28, Proposition 3.4.e)]. In particular, $B$ and its compression $B_-$ are self-adjoint. Therefore the adjoint $(B_-)^*$ is also injective on $\ell^2(\mathbb{Z}_-)$ which implies that the range of $B_-$ is dense in $\ell^2(\mathbb{Z}_-)$. The range of $B_-$ is closed in $\ell^2(\mathbb{Z}_-)$: By assumption, $A$ is also a Fredholm operator on $\ell^p(\mathbb{Z})$. By the implication (i)$\implies$(ii) in Lemma 2.8, with $p = 2$, all limit operators of $A$ are invertible on $\ell^2(\mathbb{Z})$. In particular, $B$ is invertible on $\ell^2(\mathbb{Z})$. As this implies that $B$ is Fredholm on $\ell^2(\mathbb{Z})$, Lemma 2.8 again gives that all operators in $\text{Lim}(B) \supset \text{Lim}(B_-)$ are invertible on $\ell^2(\mathbb{Z})$. As all limit operators of $B_-$ are invertible on $\ell^2(\mathbb{Z})$, the implication (ii)$\implies$(i) in Lemma 2.8 gives that $B_-$ is Fredholm. In particular, $B_-$ has a closed range.
We close this first part of the section about limit operators with an important result regarding (essential) spectra of band operators and their limit operators, see also [30, Corollary 12].

Proposition 2.12. Let $A$ be a band operator on $\ell^p(\mathbb{I})$ with $\mathbb{I} \in \{\mathbb{Z}, \mathbb{Z}_+, \mathbb{Z}_-, \mathbb{N}\}$. Then

$$\sigma_{\text{ess}}(A) = \bigcup_{B \in \text{Lim}(A)} \sigma(B).$$

In particular, we have:

(a) If $\sigma(B) = \sigma(B')$ for all $B, B' \in \text{Lim}(A)$, then $\sigma_{\text{ess}}(A) = \sigma(B)$.

(b) If $A \in \ell^p(\mathbb{Z})$ and $A \in \text{Lim}(A)$, then $\sigma(A) = \sigma_{\text{ess}}(A)$.

Proof. By definition, $E \in \sigma_{\text{ess}}(A)$ if and only if $A - E$ is not Fredholm. By the equivalence $(i) \iff (ii)$ in Lemma 2.8, this is equivalent to $B - E$ not being invertible, i.e. $E \in \sigma(B)$, for some $B \in \text{Lim}(A)$. \hfill \Box

2.3. Stability of Approximation Sequences and Invertibility. Now we analyse the stability of an approximation sequence $(A_n)$ more closely. Keeping in mind the introductory example of the FSM for a bounded operator $A \in \ell^p(\mathbb{Z})$, we now consider more general sequences of approximants $(A_n)$ with $A_n x \to Ax$ for all $x \in \ell^p(\mathbb{Z})$. We refer to this as strong convergence (or convergence in the strong operator topology) and simply write $A_n \to A$.

A convenient tool to study the norm of $A$ is the so-called lower norm. We call it so, by abuse of notation (it's not a norm), just like [28, Definition 2.31], [40, Definition 7.1.6], and others do. In Hilbert space, while $\|A\|$ is the largest singular value of $A$, $\nu(A)$ is the smallest.

Definition 2.13 (Lower norm). Let $\mathbb{I} \subset \mathbb{Z}$ and $A$ be a bounded operator on $\ell^p(\mathbb{I})$. We define the lower norm of $A$ by

$$\nu(A) := \inf \{ \|Ax\| : \|x\| = 1 \}.$$  

Whenever necessary, we write $\nu^p(A) := \nu(A)$ to clarify which norms are used.

The connection between $\nu(A)$ and $\|A^{-1}\|$ is fairly straightforward:

Lemma 2.14 ([23, Lemma 2.10], [28, Lemma 2.35]). Let $p \in [1, \infty], \mathbb{I} \subset \mathbb{Z}$ and $A$ be a bounded operator on $\ell^p(\mathbb{I})$. Then it holds that

$$\|A^{-1}\|^{-1} = \min \{ \nu(A), \nu(A') \}.$$  

In particular, $A$ is invertible if and only if $\nu(A) > 0$ and $\nu(A') > 0$. In that case, $\nu(A) = \nu(A')$, so that $\|A^{-1}\|^{-1} = \nu(A)$.

Above, we use the conventions that $\|A^{-1}\| = \infty$ if $A$ is not invertible, that $\frac{1}{\infty} := 0$, and that $A'$ is the dual operator of $A$. If $p < \infty$, $A'$ acts on $\ell^p(\mathbb{I})$ with $p'$ referring to the conjugated Hölder exponent of $p$, i.e. $\frac{1}{p} + \frac{1}{p'} = 1$. Interpreting $A'$ for $p = \infty$ is more difficult. We start with a little technical build-up that we will need at some point anyway:

Definition 2.15 (Support, diameter, finite sequences and null sequences). For a sequence $x \in \ell^p(\mathbb{Z})$, we define its support by $\text{supp}(x) := \{ k \in \mathbb{Z} : x_k \neq 0 \}$ and, for any $U \subset \mathbb{Z}$, we call $\text{diam}(U) := \sup_{k, j \in U} |k - j|$ its diameter. Then, for $\mathbb{I} \subset \mathbb{Z}$, the space of all finite sequences on $\mathbb{I}$ is denoted by

$$c_{00}(\mathbb{I}) := \{ x \in \ell^\infty(\mathbb{I}) : \text{diam(supp}(x)) < \infty \}$$
and its closure, the set of all null sequences on $\mathbb{I}$, is denoted by

$$c_0(\mathbb{I}) := \text{clos}_{\ell^1(\mathbb{I})} c_0(\mathbb{I}).$$

Now, the dual space of $\ell^\infty(\mathbb{I})$ contains $\ell^1(\mathbb{I})$ but also a lot more (that we do not want to study). Its subspace $c_0(\mathbb{I})$, though, has exactly $\ell^1(\mathbb{I})$ as its dual space. Now, if $A$ is a band operator and we let it act on $\ell^\infty(\mathbb{I})$, it leaves the subspace $c_0(\mathbb{I})$ invariant, so that its restriction $A_0 := A|_{c_0(\mathbb{I})}$ acts $c_0(\mathbb{I}) \to c_0(\mathbb{I})$. We will then interpret $A'$ from Lemma 2.14 as the dual operator $(A_0)' : \ell^1(\mathbb{I}) \to \ell^1(\mathbb{I})$. As it turns out, $((A_0)')' = A$, which is why $(A_0)'$ is also called predual operator of $A$, cf. [28, Section 1.3.2].

Maybe it is interesting in its own right (see [23, Lemma 3.8]) that $A_0$ and $A$ have the same norm, lower norm, spectrum, and that $(A_0)^{-1} = (A^{-1})_0$.

So, thanks to Lemma 2.14, we are down to the lower norms of $A$ and $A'$. For self-adjoint operators (and $p = 2$, or not) this will simplify further.

Recall that a band operator that is bounded on $\ell^p(\mathbb{I})$ for some $p \in [1, \infty]$, is also bounded on $\ell^q(\mathbb{I})$ for all $q \in [1, \infty]$. If the two band operators, $A$ and its dual $A'$, agree on one $\ell^p(\mathbb{I})$ (say, $A = A'$ on $\ell^2(\mathbb{I})$), they will agree on all $\ell^p(\mathbb{I})$. In this case, we will say that $A$ is its own dual operator.

For convenience, we formulate the following immediate result:

**Lemma 2.16.** Let $\mathbb{I} \subset \mathbb{Z}$ and $p \in [1, \infty]$. Let further $A$ and $(A_n)_{n \in \mathbb{N}}$ be band operators on $\ell^p(\mathbb{I})$ that are their own dual operators. Additionally, let $\nu^p(A_n) \xrightarrow{n \to \infty} \nu^q(A)$ for all $q \in \{p, p'\}$. Then $A$ is invertible if and only if $(A_n)$ is stable. In that case,

$$\|A^{-1}\| = \lim_{n \to \infty} \|A_n^{-1}\|.$$

**Proof.** The invertibility of $A$ is equivalent to $\nu^p(A) > 0$ and $\nu^{p'}(A') > 0$ by Lemma 2.14. By assumption $\nu^p(A_n) \to \nu^p(A)$ and $\nu^{p'}(A_n') \to \nu^{p'}(A')$. Hence, using Lemma 2.14 again, we get for sufficiently large $n$ that $A_n$ is invertible. The identity $\|A^{-1}\|^{-1} = \nu(A)$ gives that $(A_n)$ is also stable and $\|A^{-1}\| = \lim_{n \to \infty} \|A_n^{-1}\|$ holds. Similarly, the other direction follows. 

For band operators, the following lemma provides a useful tool to analyse the lower norm via the approximate lower norms.

**Lemma and Definition 2.17 ([30, Proposition 6]).** Let $p \in [1, \infty]$ and $\mathbb{I} \subset \mathbb{Z}$. Furthermore, let $\varepsilon > 0$, $r > 0$ and $w \in \mathbb{N}$. Then there is a constant $D \in \mathbb{N}$ such that, for all band operators $A$ on $\ell^p(\mathbb{I})$ with $\|A\| < r$ and band-width less than $w$, we have:

$$\nu(A) \leq \nu_D(A) \leq \nu(A) + \varepsilon,$$

where we set for $D \in \mathbb{N}$

$$\nu_D(A) := \inf \left\{ \|Ax\| : \|x\| = 1, \text{diam}(\text{supp}(x)) \leq D \right\}$$

and call it the approximate lower norm (for diameter $D$) of $A$.

The following result is an improvement of [28, Corollary 2.37] for band operators.

**Lemma 2.18.** Let $\mathbb{I} \subset \mathbb{Z}$ and $p \in [1, \infty]$. Further let $A$ and $(A_n)_{n \in \mathbb{N}}$ be band operators on $\ell^p(\mathbb{I})$ with $A_n x \to Ax$ and $A_n y \to A'y$ for all $x, y \in c_0(\mathbb{I})$. If $(A_n)$ has a stable subsequence, then $A$ is invertible and

$$\|A^{-1}\| \leq \liminf_{n \to \infty} \|A_n^{-1}\|.$$
In particular, if $p = 2$ and $A$ and $(A_n)_{n \in \mathbb{N}}$ are self-adjoint operators on $\ell^2(\mathbb{I})$ with $A_n x \to Ax$ for all $x \in c_{00}(\mathbb{I})$, then the above conclusion remains valid.

**Proof.** We follow the proof in [28] but also involve Lemma 2.17.

Let $(A_{n_k})_{k \in \mathbb{N}}$ be a stable subsequence such that

$$\lim_{k \to \infty} ||A_{n_k}^{-1}|| = \liminf_{n \to \infty} ||A_n^{-1}||.$$

This gives that, for all $x \in c_{00}(\mathbb{I})$ and all $k \geq k_0$ such that $A_k$ is invertible,

$$||x|| = ||A_{n_k}^{-1}A_{n_k} x|| \leq ||A_{n_k}^{-1}|| ||A_{n_k} x|| \to \liminf_{n \to \infty} ||A_{n_k}^{-1}|| ||Ax|| \quad \text{for } k \to \infty.$$

In particular, we have

$$\left( \liminf_{n \to \infty} ||A_n^{-1}|| \right)^{-1} \leq \nu_D(A), \quad \text{for all } D \in \mathbb{N}.$$

From Lemma 2.17, we deduce that,

$$\left( \liminf_{n \to \infty} ||A_n^{-1}|| \right)^{-1} \leq \nu(A) + \varepsilon, \quad \text{for all } \varepsilon > 0,$$

and, consequently,

$$\left( \liminf_{n \to \infty} ||A_n^{-1}|| \right)^{-1} \leq \nu(A).$$

Similarly, we obtain

$$\left( \liminf_{n \to \infty} ||A_n^{-1}|| \right)^{-1} \leq \nu(A').$$

Now, Lemma 2.14 allows us to conclude (4). \(\Box\)

### 3. Basic Properties of Sturmian Words

In order to study discrete aperiodic Schrödinger operators $H : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z})$ with

$$(Hx)_n = x_{n+1} + x_{n-1} + v(n)x_n, \quad n \in \mathbb{Z},$$

we start by introducing the class of Sturmian potentials $v$. For this we leave the operator theoretic setting and only consider the potential as a two-sided infinite word over the alphabet $\Sigma = \{0, 1\}$. The combinatorial properties, proved in this section, will be the groundwork for our main results.

For $\alpha \in [0, 1]$ and $\theta \in [0, 1)$, we consider, as in (1), the two-sided infinite words $v_{\alpha, \theta}$ and $\tilde{v}_{\alpha, \theta}$ defined by

$$v_{\alpha, \theta}(k) := \chi_{[1-\alpha, 1)}(k\alpha + \theta \mod 1)$$

and

$$\tilde{v}_{\alpha, \theta}(k) := \chi_{[1-\alpha, 1)}(k\alpha + \theta \mod 1)$$

for $k \in \mathbb{Z}$.

For irrational $\alpha$, the words $v_{\alpha, \theta}$ and $\tilde{v}_{\alpha, \theta}$ are called Sturmian words and $\theta$ is called the associated offset. Observe that these two words satisfy a symmetry property, namely, for all $k \in \mathbb{Z}$, we have

$$v_{\alpha, \theta}(k) = \chi_{[1-\alpha, 1)}(k\alpha + \theta \mod 1)$$

$$= \chi_{[1-\alpha, 1)}(-k\alpha - \alpha - \theta \mod 1)$$

$$= \tilde{v}_{\alpha, (-\alpha - \theta \mod 1)}(-k).$$

If $\theta = 0$, we use the shorthand notation $v_\alpha := v_{\alpha, 0}$ and $\tilde{v}_\alpha := \tilde{v}_{\alpha, 0}$. 
For irrational $\alpha$, we consider its continued fraction expansion, cf. [25],

$$\alpha = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots}}} =: [a_1, a_2, a_3, \ldots] \quad \text{with} \quad a_1, a_2, \ldots \in \mathbb{N}.$$  

If we terminate this infinite fraction expansion for a given $m \in \mathbb{N}$, i.e. we remove the term $\frac{1}{a_m + \ldots}$, we get a rational number $\alpha_m := \frac{p_m}{q_m}$ which is called the $m$-th rational approximant of $\alpha$. It satisfies the following recursion

$$p_{-1} := 1, \quad p_0 := 0, \quad p_m := a_m p_{m-1} + p_{m-2},$$
$$q_{-1} := 0, \quad q_0 := 1, \quad q_m := a_m q_{m-1} + q_{m-2}.$$  

One can show, see [27, Theorem 5] or [25, Theorem 9, Theorem 13], that the approximation of $\alpha$ with the rational numbers $\frac{p_m}{q_m}$ satisfies

$$(8) \quad \frac{1}{q_m (q_{m+1} + q_m)} \leq |\alpha - \frac{p_m}{q_m}| < \frac{1}{q_m q_{m+1}} \leq \frac{1}{m(m+1)}$$

and also

$$\frac{p_0}{q_0} < \frac{p_2}{q_2} < \cdots < \alpha < \cdots < \frac{p_3}{q_3} < \frac{p_1}{q_1}.$$  

The rational approximant $\alpha_m := \frac{p_m}{q_m}$ is a best approximation, in the sense that

$$\|q_m \alpha\| = |q_m \alpha - p_m| \quad \text{and} \quad \|q \alpha\| > \|q_m \alpha\| \quad \text{for} \quad 1 \leq q < q_m,$$

where $\|x\| := \inf \{|x - k| : k \in \mathbb{Z}\}$ denotes the distance of $x$ to $\mathbb{Z}$.

**Example 3.1.** For $\alpha = (\sqrt{5} - 1)/2$, the corresponding sequence of $m$-th rational approximants yields

$$0 < \frac{1}{2} < \frac{3}{5} < \frac{8}{13} < \frac{21}{34} < \cdots < \alpha < \cdots < \frac{34}{55} < \frac{13}{21} < \frac{5}{8} < \frac{2}{3} < 1.$$  

Let us summarise these notations and assumptions in the following hypothesis:

**Hypothesis 3.2.** Let $\alpha \in [0, 1]$ irrational, $\theta \in [0, 1)$, and let $\alpha_m := \frac{p_m}{q_m}$ denote the $m$-th rational approximant to $\alpha$. In addition, let $v_{\alpha, \theta}$ and $\tilde{v}_{\alpha, \theta}$ be Sturmian words as in (5) and (6). Further, the periodic words $v_{\alpha_m, \theta}$ and $\tilde{v}_{\alpha_m, \theta}$ are defined by

$$v_{\alpha_m, \theta}(k) := \chi_{[1-\alpha, 1)}(k \alpha_m + \theta \mod 1) \quad \text{and} \quad \tilde{v}_{\alpha_m, \theta}(k) := \chi_{[1-\alpha, 1)}(k \alpha_m + \theta \mod 1).$$

In Section 3.1, we use the properties of the rational approximants $\alpha_m$, to relate the words $v_{\alpha_m, \theta}$ and $\tilde{v}_{\alpha, \theta}$ for particular values of $\theta$. In Section 3.2, we consider subshifts generated by the word $v_{\alpha}$ and their finite subwords.

### 3.1. Rational Approximations

Given an irrational $\alpha \in [0, 1]$ with corresponding continued fraction expansion $[a_1, a_2, a_3, \ldots]$, we define words $s_m$ of finite length over the alphabet $\Sigma = \{0, 1\}$ by the recursion:

$$(9) \quad s_{-1} := 1, \quad s_0 := 0, \quad s_1 := s_0^{-1}s_{-1}, \quad s_m := s_{m-1}s_{m-2}.$$  

Note that, for all $m \geq 0$, the length of the word $s_m$ is equal to $q_m$, where $\frac{p_m}{q_m}$ is the $m$-th rational approximant to $\alpha$. 


Proposition 3.3 ([4, Proposition 4.5]). Let \( \alpha \in [0, 1] \) be irrational and consider the words \( s_m \) defined by (9). Then there exist palindromes \( \pi_m, m \geq 2 \), such that
\[
s_m = \begin{cases} 
\pi_m 10, & m \text{ even,} \\
\pi_m 01, & m \text{ odd.}
\end{cases}
\]

For \( m \geq 2 \), the word \( s_{m-1} \) is a prefix of \( s_m \). Therefore the following limit from the left exists in an obvious sense:
\[
v_+ = \lim_{m \to \infty} s_m.
\]

The finite words \( s_m \) are in particular important, since, for the offset \( \theta = 0 \), the Sturmian word \( v_{\alpha,0} \), restricted to \( \{1, 2, 3, \ldots\} \), coincides with the one-sided infinite word \( v_+ \), see [3]. Due to this equality and the recursive definition of \( s_m \), Sturmian words are locally periodic. This, together with a symmetry property, is stated in the following lemma by Bellissard et al. in [3]. Note that the original result is only formulated for \( v_\alpha \) but the proof for \( \tilde{v}_\alpha \) is analogous.

Lemma 3.4. Let \( \alpha \in [0, 1] \) be irrational, \( m \geq 2 \). Then, for \( v \in \{v_{\alpha}, \tilde{v}_{\alpha}\} \), the following holds:
(a) For all \( 1 \leq k \leq q_{m+1} - 2 \), we have \( v(q_{m+1} + k) = v(k) \).
(b) For all \( k \geq 2 \), we have \( v(-k) = v(k - 1) \).

Due to the symmetry property (b) in Lemma 3.4, and since one can decompose the words \( s_m \) using a palindrome, we obtain that the Sturmian word \( v_{\alpha,0} \), restricted to \( \{\ldots, -2, -1, 0\} \), is equal to the one-sided infinite word \( v_- \) given by the following limit from the right
\[
v_- := \lim_{m \to \infty} s_{2m}.
\]

Note that this limit exists since the word \( s_{2m-2} \) is a suffix of \( s_{2m} \).

The following result will be useful to prove the next lemmata in this section. Note that here we do not assume \( \alpha \) to be irrational unless explicitly stated.

Lemma 3.5. Let \( \alpha \in [0, 1], k \in \mathbb{Z}, \) and \( |\theta| < \frac{1}{2} \). We have
\[
v_{\alpha,0}(k) = v_{\alpha,\pm \theta \mod 1}(k) \quad \text{and} \quad \tilde{v}_{\alpha,0}(k) = \tilde{v}_{\alpha,\pm \theta \mod 1}(k)
\]
if one of the following conditions is fulfilled:
(a) \(|k\alpha| > |\theta| \) and \(|(k + 1)\alpha| > |\theta|\).
(b) \(|k\alpha| \geq |\theta|, \quad |(k + 1)\alpha| > |\theta|, \quad \text{and} \quad k\alpha \pm \theta \notin \mathbb{Z}\).
(c) \(|k\alpha| > |\theta|, \quad |(k + 1)\alpha| \geq |\theta|, \quad \text{and} \quad (k + 1)\alpha \pm \theta \notin \mathbb{Z}\).

Proof. We only show the result for \( v_{\alpha,\theta} \) because, for \( \tilde{v}_{\alpha,\theta} \), the proof works completely analogously. For part (a), let \( |\theta| < \frac{1}{2} \) and \( k \in \mathbb{Z} \) be such that \(|k\alpha| > |\theta| \) and \(|(k + 1)\alpha| > |\theta|\). Then we have the following equivalences:
\[
\begin{align*}
\text{Part (b) and (c) follow from part (a) by using the fact that, from } & k\alpha \pm \theta \notin \mathbb{Z} \text{ or } \\
& (k + 1)\alpha \pm \theta \notin \mathbb{Z}, \text{ we conclude } ||k\alpha|| \neq \pm \theta \text{ or } ||(k + 1)\alpha|| \neq \pm \theta, \text{ respectively. } \blacksquare
\end{align*}
\]
We now use Lemma 3.5(a) to derive the identity
\[ v_{\alpha_n}(k) = v_\alpha(k) \quad \text{for all} \quad \begin{cases} -q_n + 1 \leq k \leq q_{n+1} - 2, & n \text{ even}, \\ -q_{n+1} - 1 \leq k \leq q_n - 2, & n \text{ odd}, \end{cases} \]
and
\[ \tilde{v}_{\alpha_n}(k) = \tilde{v}_\alpha(k) \quad \text{for all} \quad \begin{cases} -q_{n+1} - 1 \leq k \leq q_n - 2, & n \text{ even}, \\ -q_n + 1 \leq k \leq q_{n+1} - 2, & n \text{ odd}. \end{cases} \]

**Proof.** We first show that \( v_{\alpha_n}(k) = v_\alpha(k) \) for \( 1 \leq k \leq q_n - 2 \). To this end, let us fix \( 1 \leq k \leq q_n - 2 \) and set \( \theta_k := k(\alpha - \alpha_n) \). Using the estimates (8), yields
\[ |\theta_k| < \frac{1}{2} \quad \text{and} \quad \min \left\{ \|k\alpha_n\|, \|(k+1)\alpha_n\| \right\} \geq \frac{1}{q_n} > |\theta_k|. \]

We now use Lemma 3.5(a) to derive the identity
\[ (10) \quad v_{\alpha_n,0}(k) = v_{\alpha,\theta_k \mod 1}(k) = v_{\alpha,0}(k) \quad \text{for all} \quad 1 \leq k \leq q_n - 2. \]

By using the recurrence properties of \( v_\alpha \), we now extend the validity of (10) to a larger set. Recall that, by Proposition 3.3, there is a palindrome \( \pi_n \) such that \( s_n = \pi_n 10 \) if \( n \) is even and \( s_n = \pi_n 01 \) if \( n \) is odd. Since \( v_{\alpha_n}(0) = v_\alpha(0) = 0 \) and \( v_{\alpha_n}(-1) = v_\alpha(-1) = 1 \) and since both words coincide for \( 1 \leq k \leq q_n - 2 \), we get that the period of \( v_{\alpha_n} \) is equal to \( \pi_n 10 \). Now, using Lemma 3.4 for \( v_\alpha \), we get for \( n \) even the following diagramme:

| \( k \) | \( -1 - q_n \ldots \) | \( -1 \) | \( 0 \) | \( 1 \ldots q_n \) | \( \ldots a_{n+1} q_n \) | \( \ldots q_n+1 \) |
|---|---|---|---|---|---|---|
| \( v_\alpha(k) \) | \( s_n^R \) | 1 | 0 | \( s_n \ldots \) | \( s_n \) | \( s_{n+1} \) |
| \( v_\alpha(k) \) | 0 | 1 | \( \pi_n \) | 1 | \( \pi_n 10 \ldots \) | \( \pi_n 10 \) | \( \pi_n-1 01 \) |

Here, \( s_n^R \) denotes the reversed word of \( s_n \). The bold numbers mark the first positions where \( v_\alpha \) does not coincide with the periodic word \( v_{\alpha_n} \). For \( n \) odd, we have \( s_n = \pi_n 01 \) and the period of \( v_{\alpha_n} \) is now equal to \( s_n^R \). Hence, \( v_{\alpha_n}(k) = v_\alpha(k) \) for \( -q_{n+1} - 1 \leq k \leq q_n - 2 \). This proves the first part of the lemma.

The proof for \( \tilde{v}_{\alpha_n} \) and \( \tilde{v}_\alpha \) works similarly. Here, we have to use that \( \tilde{v}_{\alpha_n}(k) \) and \( v_\alpha(k) \) only differ for \( k \in \{-1, 0\} \) and that the period of \( \tilde{v}_{\alpha_n} \) now is equal to \( \pi_n 01 \).

**Remark 3.7.** Note that, by the recursion \( s_n = s_{n-1}^a s_{n-2} \) and the above reasoning, we have \( v_\alpha(k) = v_\alpha(k - q_n) \) for \( n \) even and all \( 1 \leq k \leq q_{n+1} - 1 \).

Combining Lemma 3.5 and Lemma 3.6, we can show the following:

**Lemma 3.8.** Assume Hypothesis 3.2 with \( m \geq 2 \).

(a) If \( \theta = k_0 \alpha \mod 1 \) for some \( k_0 \in \mathbb{Z} \) choose \( m \) sufficiently large such that \( |k_0| \leq q_{m-1} \). Then for \( -q_m + 1 \leq k \leq q_m - 2 \), the following holds:
\[ v_{\alpha,\theta}(k) = \begin{cases} \tilde{v}_{\alpha,\theta}(k) & \text{if } m \text{ is even}, \\ v_{\alpha,\theta}(k) = v_{\alpha,\theta}(k) & \text{if } m \text{ is odd}. \end{cases} \]

(b) If \( \theta \notin \{k_0 \alpha \mod 1 : k_0 \in \mathbb{Z}_{-}\} \) then for each \( D \in \mathbb{N} \) there is an \( m_0 \) such that for all \( m \geq m_0 \) and for all \( k = 0, \ldots, D \)

\[ v_{\alpha,\theta}(k) = v_{\alpha,\theta}(k). \]

**Proof.** Let \( k_0 \in \mathbb{Z} \) with \( q_{m-1} \geq |k_0| \), and set \( \theta_m := k_0 \alpha_m \mod 1 \). Then, for all \( k \in \mathbb{Z} \),

\[ v_{\alpha,\theta}(k) = v_{\alpha,0}(k + k_0) \quad \text{and} \quad v_{\alpha,\theta_n}(k) = v_{\alpha,0}(k + k_0), \]

and, by Lemma 3.6, we conclude

\[ v_{\alpha,0}(k + k_0) = v_{\alpha,0}(k + k_0) \quad \text{for } -q_n + 1 \leq k + k_0 \leq q_n - 2. \]

As \( q_n \geq n \geq 2 \) by assumption, identity (11) implies that the \( q_n \)-periodic word \( v_{\alpha,0} \) coincides with \( v_{\alpha,0} \) for at least one full period. This fact and Lemma 3.4 allow us to extend the region of indices specified in (11) to the left and right by one further period such that the assumption \( q_{n-1} \geq |k_0| \) implies

\[ v_{\alpha,\theta}(k) = v_{\alpha,\theta_n}(k) \quad \text{for } -q_n + 1 \leq k \leq q_n - 2. \]

Similar to the proof of Lemma 3.6, we use a perturbation argument to pass from \( v_{\alpha,\theta_n} \) to \( v_{\alpha,\theta} \). We consider two cases.

**Case 1:** assume that \( (k + k_0)\alpha_m \notin \mathbb{Z} \) and \( (k + k_0 + 1)\alpha_m \notin \mathbb{Z} \). We define \( x := k_0(\alpha - \alpha_m) \). Then the approximation rate estimates (8) give that

\[ |x| < \frac{1}{q_n} \leq \min \{ \| (k_0 + k)\alpha_m \|, \|(k_0 + k + 1)\alpha_m \| \}. \]

Now, Lemma 3.5(a) yields

\[ v_{\alpha,\theta_n}(k) = v_{\alpha,0}(k + k_0) = v_{\alpha,\theta}(k + k_0) = v_{\alpha,\theta}(k). \]

This shows

\[ v_{\alpha,\theta}(k) = v_{\alpha,\theta}(k) \quad \text{for } -q_n + 1 \leq k \leq q_n - 2. \]

Note that, for this range of \( k \), we also have \( v_{\alpha,\theta}(k) = \tilde{v}_{\alpha,\theta}(k) \).

**Case 2:** assume that \( (k + k_0)\alpha_m \in \mathbb{Z} \) or \( (k + k_0 + 1)\alpha_m \in \mathbb{Z} \). We first check the case \( k + k_0 = jq_{m} \) for \( j \in \mathbb{Z} \). Then \( v_{\alpha,\theta_m} = 0 \) and \( \tilde{v}_{\alpha,\theta_m} = 1 \). We get that

\[ v_{\alpha,\theta}(k) = \chi_{[-\alpha_m,0]}((jq_{m} - k_0)\alpha_m + k_0 \alpha \mod 1) \]

\[ = \chi_{[1-\alpha_m,1]}(k_0(\alpha - \alpha_m) \mod 1) \]

\[ = \begin{cases} \chi_{[-\alpha_m,0]}(k_0(\alpha - \alpha_m)) & \text{if } m \text{ even}, \\ \chi_{[-\alpha_m,0] \cup [1-\alpha_m,1]}(k_0(\alpha - \alpha_m)) & \text{if } m \text{ odd}, \end{cases} \]

holds. For \( k + k_0 + 1 = jq_{m} \) for \( j \in \mathbb{Z} \), we compute

\[ v_{\alpha,\theta}(k) = \chi_{[-\alpha_m,0]}((jq_{m} - k_0 - 1)\alpha_m + k_0 \alpha \mod 1) \]

\[ = \chi_{[1-\alpha_m,1]}(k_0(\alpha - \alpha_m) - \alpha_m \mod 1) \]

\[ = \begin{cases} \chi_{[-\alpha_m,0]}(k_0(\alpha - \alpha_m) - \alpha_m) & \text{if } m \text{ even}, \\ \chi_{[-\alpha_m,0] \cup [1-\alpha_m,1]}(k_0(\alpha - \alpha_m) - \alpha_m) & \text{if } m \text{ odd}. \end{cases} \]

This proves the case (a).
Finally, we prove (b), i.e. the case that $\theta \not\in \{k_0\alpha \mod 1 : k_0 \in \mathbb{Z}_-\}$. Let $D \in \mathbb{N}$ and set $\varepsilon := \min_{0 \leq k \leq D} \|k\alpha + \theta\| > 0$. Choose $n_0$ sufficiently large such that $\|(D + 1)(\alpha - \alpha_m)\| < \varepsilon$. Then, for $n \geq n_0$ and $0 \leq k \leq D$,
\[
v_{\alpha, \theta}(k) = \chi_{[1-\alpha, 1)}(k\alpha + \theta \mod 1) \\
= \chi_{[1-\alpha, 1)}(k\alpha + \theta - (k + 1)(\alpha - \alpha_n) \mod 1) \\
= \chi_{[1-\alpha, 1)}(k\alpha_n + \theta - \alpha + \alpha_m \mod 1) \\
= v_{\alpha_n, \theta}(k). \quad \Box
\]

### 3.2. Subwords and Limit Words

In this subsection, we analyse subshifts of the potential similar to [31] and their finite subwords. The observations we make will translate to a characterisation of limit operators of the Schrödinger operator with Sturmian potential and their spectra, see Section 4.1.

Let $v := (v_{\alpha, \theta}(n))_{n \in \mathbb{Z}}$ be the Sturmian potential. Then we can write
\[
H_{\lambda, \alpha, \theta} = S^{-1} + S + \lambda M_v, \quad x \in \ell^p(\mathbb{Z}),
\]
where $S$ denotes the right shift operator, i.e. $(Sx)(n) = x(n - 1)$, and $M_v$ denotes the multiplication operator by $b \in \ell^\infty(\mathbb{Z})$. Let $h = (h_1, h_2, \ldots)$ be a sequence in $\mathbb{Z}$ with $h_k \to \pm\infty$, so that the limit operator $(H_{\lambda, \alpha, \theta})_h$ of $H_{\lambda, \alpha, \theta}$ exists. Then
\[
(H_{\lambda, \alpha, \theta})_h = S^{-1} + S + \lambda M_{v_h}
\]
with a new potential
\[
v_h := \lim_{k \to \infty} S^{-h_k} v
\]
where the limit is taken w.r.t. pointwise convergence. The set
\[
\mathcal{F}_v := \left\{ \lim_{k \to \infty} S^{-h_k} v : h_k \to \pm\infty \right\}
\]
of all such potentials $v_h$ is the so-called subshift generated by the sequence $v$. The same can be done for periodic words $v = v_{\alpha, m, \theta}$. In that case, the subshift generated by $v$ is finite.

For Sturmian potentials, the subshift is explicitly known, see, e.g., [12, Theorem 2.14] and the appendix of [11].

**Proposition 3.9.** Assume Hypothesis 3.2. Then we have the following:

(i) The subshift of $v_{\alpha, \theta}$ is given by
\[
\mathcal{F}_{v_{\alpha, \theta}} = \left\{ v_{\alpha, \psi}, \tilde{v}_{\alpha, \psi} : \psi \in [0, 1) \right\}.
\]
In particular, $\mathcal{F}_{v_{\alpha, \theta}} = \mathcal{F}_{v_{\alpha, 0}} = \mathcal{F}_{\tilde{v}_{\alpha, \theta}}$.

(ii) The subshift of $v_{\alpha_m, \theta}$ is given by
\[
\mathcal{F}_{v_{\alpha_m, \theta}} = \left\{ v_{\alpha_m, \psi}, \tilde{v}_{\alpha_m, \psi} : \psi \in [0, 1) \right\}.
\]
In particular, $\mathcal{F}_{v_{\alpha_m, \theta}} = \mathcal{F}_{v_{\alpha_m, 0}} = \mathcal{F}_{\tilde{v}_{\alpha_m, \theta}}$.

As equation (12) shows, the subshift $\mathcal{F}_{v_{\alpha, \theta}}$ does not depend on $\theta$ and also does not change when switching to the potential $\tilde{v}_{\alpha, \theta}$. Therefore, the shorthand notation $\mathcal{F}_v = \mathcal{F}_{v_{\alpha, \theta}}$ is well defined. The same is true for $\mathcal{F}_{v_{\alpha_m, \theta}} = \mathcal{F}_{v_{\alpha_m, \theta}}$.

Next, we examine the finite subwords of words in the subshifts $\mathcal{F}_v$ and $\mathcal{F}_{v_{\alpha_m}}$. For a word $v$ over $\mathbb{Z}$, we define $v_+$ to be the restriction of $v$ onto $\mathbb{N}$ and $v_-$ to be the restriction onto $\mathbb{Z} \setminus \mathbb{N}$. We write $w \prec v$ when $w$ is a subword of $v$, cf. [31, Section 3.1].
Lemma 3.10. Assume Hypothesis 3.2. Let $F$ be either $F_\alpha$ or $F_{\alpha,m}$. Then for $v \in F$ and $w \prec v$ we have that

(i) $w \prec u$ for all $u \in F$ and $w$ occurs infinitely many times in $u$,
(ii) $w \prec v_+$ and $w$ occurs infinitely many times in $v_+$,
(iii) $w \prec v_-$ and $w$ occurs infinitely many times in $v_-$. 

Proof. Part (i) follows from [35, Proposition 2.1.18]. For part (ii), take $w \prec v_{\alpha,\theta}$ and pick $l$, $r \in \mathbb{Z}$ such that $\text{supp}(w) \subset [l, r]$. Choose $k_n \in \mathbb{N}$ such that $k_n \alpha + \psi \mod 1$ converges to $l \alpha + \theta \mod 1$ from above. Since $\chi_{[1-\alpha,1)}$ is right-continuous, there is an $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$, $j \in [0, r - l]$ we have that

$$v_{\alpha,\psi}(k_n + j) = \chi_{[1-\alpha,1)}((k_n + j)\alpha + \psi \mod 1) = \chi_{[1-\alpha,1)}((l + j)\alpha + \theta \mod 1) = v_{\alpha,\theta}(l + j).$$

Hence, $w \prec (v_{\alpha,\psi})_+$. The proof for (iii) is analogous. \hfill \Box

For an infinite word $v$, let $W_D(v)$ denote the set of all subwords of $v$ that have length $D \in \mathbb{N}$.

Lemma 3.11. Assume Hypothesis 3.2. Let $v \in F_\alpha$ and $v_m \in F_{\alpha,m}$. Then, for each $D \in \mathbb{N}$, there exists $N \in \mathbb{N}$, such that, for all $m \geq N$, we have $W_D(v) = W_D(v_m)$.

Proof. We only prove the case $v = v_{\alpha,\theta}$ since the other cases follow by Lemma 3.10.

Let $D \in \mathbb{N}$ and choose $m \in \mathbb{N}$ such that $q_m \geq 2D$ and $W_D(v) \subset W_D(v_m)$. Note that this is possible since $v$ has precisely $D + 1$ subwords of length $D$, see [4]. Now let $w \in W_D(v_m)$. Since $v_m$ is periodic, we may assume that

$$w \prec (v_m(q_m + 1), \ldots, v_m(q_m - 2)).$$

Now the claim follows from Lemma 3.6. \hfill \Box

Lemma 3.12. Assume Hypothesis 3.2. For $n \in \mathbb{N}$, let $v_n \in F_\alpha$. Let further $\theta_n$ denote the offset of $v_n$.

(i) Then there is a subsequence $(v_{n_j})$ that converges pointwise, i.e. $v_{n_k}(i)$ converges for every $i \in \mathbb{Z}$.
(ii) If $\{\theta_n : n \in \mathbb{N}\}$ is dense in $[0, 1]$, then, for each $v \in F_\alpha$, there is a subsequence $(v_{n_j})$ that converges pointwise to $v$.

Proof. To prove part (i), set $v_n = v_{\alpha,\theta_n}$ or $v_n = \tilde{v}_{\alpha,\theta_n}$ with $\theta_n \in [0, 1)$ for all $n \in \mathbb{N}$. Now, pass to a subsequence $v_{n_j}$ such that $\theta_{n_j}$ converges to some $\psi \in [0, 1]$ either from the left or from the right.

If there is a constant subsequence in $\theta_{n_j}$ then the assertion is immediate. For the other case, fix $k \in \mathbb{Z}$ and take $j_0$ sufficiently large such that

$$k \alpha - \theta_{n_j} \mod 1 \not\in \{0, 1 - \alpha\} \quad \text{for} \quad j > j_0.$$

If the convergence $\theta_{n_j} \to \psi$ is from the right, then, due to the right-continuity of $\chi_{[1-\alpha,1)}(k \alpha - \cdot \mod 1)$, we find that

$$v_{n_j}(k) = \chi_{[1-\alpha,1)}(k \alpha - \theta_{n_j} \mod 1) \to \chi_{[1-\alpha,1)}(k \alpha - \psi \mod 1) = v_{\alpha,\psi}(k).$$

If the convergence is from the left and $\psi < 1$, then we find that $v_{n_j}(k) \to \tilde{v}_{\alpha,\psi}(k)$, using the left-continuity of $\chi_{[1-\alpha,1)}(k \alpha - \cdot \mod 1)$. If $\psi = 1$, then $v_{n_j}(k) \to \tilde{v}_{\alpha,0}(k)$ with the same ideas.

For part (ii), let $\psi \in [0, 1)$ be the offset of $v$. If $v = v_{\alpha,\psi}$, we choose a subsequence $(\theta_{n_j})$ that converges to $\psi$ from the right and argue as in the proof...
of part (i) that \( v_{n_j} \to v \) pointwise. For the case that \( v = \tilde{v}_{\alpha, \psi} \), we do the same with convergence from the left. If \( \psi = 0 \), then we take a subsequence \( (\theta_{n_j}) \) that converges to 1. 

\[ \square \]

4. Spectrum of \( H_{\lambda, \alpha, \theta} \)

In this section, we further develop the framework to be used in order to characterise the applicability of the FSM. Recall that the generic FSM described in Section 2 is an approximation method resembling the classical strategy of using finite rank operators to approximate an infinite rank operator \( H_{\lambda, \alpha, \theta} \). In order to tackle the invertibility problem of limit operators that lies at the core of the FSM, see Proposition 2.6, we will work with a different approximation method which, nevertheless, also comes natural in our setting: the approximation of aperiodic Schrödinger operators via periodic operators of infinite rank. This method resembles the operator theoretic consequence of the periodic approximation \( v_{\alpha m, \theta} \) of Sturmian words \( v_{\alpha, \theta} \) from Section 3.1.

There are three types of results in this section: We start by characterising the limit operators of aperiodic Schrödinger operators \( H_{\lambda, \alpha, \theta} \) and examine the spectral quantities of them and their one-sided compressions. We follow this up with Section 4.2, where we give a condition for an energy \( E \) to lie in the resolvent set \( \rho(H_{\lambda, \alpha, \theta}) \) that can be checked directly. Finally, in Section 4.3, we prove results for the approximation of the spectrum of aperiodic Schrödinger operators with Sturmian potentials, both one- and two-sided, via their periodic counterparts.

For the remainder of this section, let us always assume the hypothesis below, which collects the notations we use.

**Hypothesis 4.1.** Let \( p \in [1, \infty] \), \( \alpha \in [0, 1] \) be irrational, and let \( \alpha_m = \frac{p_m}{q_m} \) denote the \( m \)-th rational approximant to \( \alpha \) from Section 3.1. In addition, let \( \lambda \in \mathbb{R} \) and \( H_{\lambda, \alpha, \theta} : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z}) \) be the aperiodic Schrödinger operator

\[
(H_{\lambda, \alpha, \theta}x)_n = x_{n+1} + x_{n-1} + \lambda v_{\alpha, \theta}(n)x_n, \quad n \in \mathbb{Z},
\]

with Sturmian potential

\[
v_{\alpha, \theta}(n) = \chi_{[1-\alpha, 1]}(n\alpha + \theta \mod 1).
\]

Moreover, let \( \tilde{H}_{\lambda, \alpha, \theta} : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z}) \) denote the aperiodic Schrödinger operator given by

\[
(\tilde{H}_{\lambda, \alpha, \theta}x)_n = x_{n+1} + x_{n-1} + \lambda \tilde{v}_{\alpha, \theta}(n)x_n, \quad n \in \mathbb{Z},
\]

where

\[
\tilde{v}_{\alpha, \theta}(n) = \chi_{(1-\alpha, 1]}(n\alpha + \theta \mod 1).
\]

The sequence \( (\alpha_m) \) of \( m \)-th rational approximants to \( \alpha \) gives rise to sequences of periodic Schrödinger operators \( (H_{\lambda, \alpha_m, \theta}) \) and \( (\tilde{H}_{\lambda, \alpha_m, \theta}) \) which are defined as for irrational \( \alpha \) above.

4.1. The (Operator) Spectrum of Aperiodic Schrödinger Operators. The results of Section 3.2 can be directly elevated to the level of operators, as the following result shows. As a consequence of Proposition 3.9, we get a characterisation for the limit operators of \( H_{\lambda, \alpha, \theta} \).
Corollary 4.2. Assume Hypothesis 3.2. Then 
\[ L_{\lambda,\alpha} := \{ H_{\lambda,\alpha,\psi}, \tilde{H}_{\lambda,\alpha,\psi} : \psi \in [0, 1) \} = \text{Lim}(\tilde{H}_{\lambda,\alpha,\theta}) = \text{Lim}(H_{\lambda,\alpha,\theta}) \]
and 
\[ L_{\lambda,\alpha,m} := \{ H_{\lambda,\alpha,m,\psi}, \tilde{H}_{\lambda,\alpha,m,\psi} : \psi \in [0, 1) \} = \text{Lim}(\tilde{H}_{\lambda,\alpha,m,\theta}) = \text{Lim}(H_{\lambda,\alpha,m,\theta}) \].

In particular, all elements of \( L_{\lambda,\alpha} \), i.e. all aperiodic Schrödinger operators, are self-similar. Moreover, the set \( L_{\lambda,\alpha,m} \) is finite.

Note, in particular, that \( \text{Lim}(H_{\lambda,\alpha,\theta}) \) and \( \text{Lim}(\tilde{H}_{\lambda,\alpha,\theta}) \) are independent of \( \theta \). Corollary 4.2 says in short that 
\[ \text{Lim}(H) = L_{\lambda,\alpha} \quad \text{for all} \quad H \in L_{\lambda,\alpha}. \]

In the language of dynamical systems, this fact corresponds to so-called minimality. It has far-reaching consequences, cf. [32]. Here is a first one:

Proposition 4.3. Assume Hypothesis 3.2. For all \( H \in L_{\lambda,\alpha} \), we have 
\[ L_{\lambda,\alpha} = \text{Lim}(H) = \text{Lim}_-(H) = \text{Lim}_+(H). \]

Proof. Let \( H \in L_{\lambda,\alpha} \) and \( A \in \text{Lim}_+(H) \). Then, by [5, Lemma 3.3a], \( \text{Lim}(A) \subset \text{Lim}_+(H) \), so that by Corollary 4.2 
\[ L_{\lambda,\alpha} = \text{Lim}(A) \subset \text{Lim}_+(H) \subset \text{Lim}(H) = L_{\lambda,\alpha}, \]
whence both inclusions must be equalities. In particular, \( \text{Lim}_+(H) = \text{Lim}(H) \). The proof of \( \text{Lim}_-(H) = \text{Lim}(H) \) is the same. \( \square \)

Note that it is straightforward to prove that the statement of Proposition 4.3 also holds for all \( H \in L_{\lambda,\alpha,m} \). We continue with some further consequences of (13):

Proposition 4.4. Assume Hypothesis 3.2, and let \( L \in \{ L_{\lambda,\alpha}, L_{\lambda,\alpha,m} \} \). For all \( A, B \in L \), the following statements hold:

(a) \( A \in \text{Lim}(B) \) and \( B \in \text{Lim}(A) \).

(b) \( \|A\| = \|B\| \) and \( \nu(A) = \nu(B) \)

(c) \( \sigma(A) = \sigma(B) \). In particular, \( A \) and \( B \) are invertible at the same time and \( B^{-1} \in \text{Lim}(A^{-1}) \) and \( A^{-1} \in \text{Lim}(B^{-1}) \).

Proof. \( B \in \text{Lim}(A) \) implies \( \|B\| \leq \|A\| \), see [39, Proposition 1.a], \( \nu(B) \geq \nu(A) \), see [23, Proposition 3.9] and \( \sigma(B) \subset \sigma(A) \subset \sigma(B) \) by Lemma 2.12. Since \( B \in \text{Lim}(A) \) for all \( A, B \in L_{\lambda,\alpha} \), see (13), the assertion follows. \( \square \)

Let us turn our attention to the one-sided compressions of elements in \( L_{\lambda,\alpha} \). The next result, which is a consequence of the symmetry property (7) of Sturmian words, will allow us to restrict ourselves to studying only one-sided compressions in \( \ell^p(\mathbb{Z}_+) \). A similar result also holds for periodic Schrödinger operators, cf. [18, Lemma 3.7].

Corollary 4.5. Assume Hypothesis 4.1. Then
\[ \sigma((H_{\lambda,\alpha,\theta})^+) = \sigma((\tilde{H}_{\lambda,\alpha,\alpha-\theta \mod 1})^+) \].

Moreover,
\[ \bigcup_{A \in L_{\lambda,\alpha}} \sigma(A^+) = \bigcup_{B \in L_{\lambda,\alpha}} \sigma(B^-). \]
Further, a similar condition for the spectrum was first given by Sütő [45] for the Fibonacci Sturmian potential. The scalar three-term recurrence in (15) can be written as the vector-valued two-term recursion
\[
0 = ((H_{\lambda,\alpha,\theta} - E)x)_n = x_{n+1} + x_{n-1} + (\lambda v_{\alpha,\theta}(n) - E)x_n, \quad n \in \mathbb{Z}.
\]
The scalar three-term recurrence in (15) can be written as the vector-valued two-term recursion
\[
\begin{pmatrix}
x_{n+1} \\
x_n
\end{pmatrix}
= \begin{pmatrix}
E - \lambda v_{\alpha,\theta}(n) & -1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
x_n \\
x_{n-1}
\end{pmatrix}, \quad n \in \mathbb{Z}.
\]
The 2 × 2-matrix in (16) is called transfer matrix and here denoted by
\[
T_{\lambda,\alpha,\theta}(n, E) := \begin{pmatrix}
E - \lambda v_{\alpha,\theta}(n) & -1 \\
1 & 0
\end{pmatrix}, \quad n \in \mathbb{Z}.
\]
The transfer matrices lie in the symplectic group, which means that they satisfy the relation
\[
T_{\lambda,\alpha,\theta}(n, E)^T \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} T_{\lambda,\alpha,\theta}(n, E) = \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}.
\]
Especially, one knows that eigenvalues of a symplectic matrix always come in pairs \(\{\lambda_i, \lambda_i^{-1}\}\) and, therefore, their determinant is 1. Hence, the sequence \((x_n)_{n \in \mathbb{Z}}\) is determined by two consecutive values, say \(x_0\) and \(x_1\), and all other values \(x_n, n > 0\), are determined by applying the corresponding monodromy matrix
\[
M_{\lambda,\alpha,\theta}(n, E) := T_{\lambda,\alpha,\theta}(n, E) \cdots T_{\lambda,\alpha,\theta}(1, E)
\]
to the vector \((x_1, x_0)^T\). Values \(x_n, n < 0\), are calculated via \(M_{\lambda,\alpha,\theta}(n, E)^{-1}\).

**Proof.** Due to (7), we get \((H_{\lambda,\alpha,\theta})_+ = \Phi^{-1}(\tilde{H}_{\lambda,\alpha,\theta} - \theta \mod 1) - \Phi\) with the canonical isomorphism \(\Phi: \Theta(\mathbb{Z}_+) \to \Theta(\mathbb{Z}_-).\) This immediately yields the first equality. Now, equality (14) follows from Corollary 4.2.

For two-sided infinite operators \(H_{\lambda,\alpha,\theta}\), we know from Proposition 4.4 that their spectrum is independent of \(\theta\). For the corresponding one-sided compressions, we obtain a similar result for the essential spectra.

**Proposition 4.6.** Assume Hypothesis 4.1 and \(A, B \in L_{\lambda,\alpha}\) or \(A, B \in L_{\lambda,\alpha,m}\). Then,
\[
\sigma_{\text{ess}}(A_+) = \sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(A_-) = \sigma_{\text{ess}}(B).
\]

Further,
\[
\sigma(A) \subset \sigma(A_+) \quad \text{and} \quad \nu(A_+) \leq \nu(A).
\]

**Proof.** From Proposition 4.3 we know that
\[
\text{Lim}(A_+) = \text{Lim}(A) = \text{Lim}(A_-) = \text{Lim}(H_{\lambda,\alpha,0}).
\]
The equality of the essential spectra then follows from Proposition 2.12. The rest follows from the fact that \(A \in \text{Lim}_+ A_+\) and [23, Proposition 3.9].

**Remark 4.7.** As Example 5.6 will show, the inclusion \(\sigma(H_{\lambda,\alpha,\theta}) \subset \sigma(H_{\lambda,\alpha,\theta})_+\) is strict. For examples of periodic Schrödinger operators \(H\) with \(\sigma(H) \subset \sigma(H_+)\) see [18, Example 4.2, Example 4.4].

4.2. **Trace Condition for the Spectrum.** In this section, we characterise the invertibility of the limit operators of \(H_{\lambda,\alpha,\theta}\) via traces of products of transfer matrices. A similar condition for the spectrum was first given by Sütő [45] for the Fibonacci Hamiltonian and later generalised by Bellissard [3] to Schrödinger operators with Sturmian potential.

We start with the basic definitions and notation. For an energy \(E \in \mathbb{R}\) and a vector \(x \in \ker(H_{\lambda,\alpha,\theta} - E)\), we study generalised eigenfunctions, that is, solutions of
\[
0 = ((H_{\lambda,\alpha,\theta} - E)x)_n = x_{n+1} + x_{n-1} + (\lambda v_{\alpha,\theta}(n) - E)x_n, \quad n \in \mathbb{Z}.
\]
The scalar three-term recurrence in (15) can be written as the vector-valued two-term recursion
\[
\begin{pmatrix}
x_{n+1} \\
x_n
\end{pmatrix}
= \begin{pmatrix}
E - \lambda v_{\alpha,\theta}(n) & -1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
x_n \\
x_{n-1}
\end{pmatrix}, \quad n \in \mathbb{Z}.
\]

The 2 × 2-matrix in (16) is called transfer matrix and here denoted by
\[
T_{\lambda,\alpha,\theta}(n, E) := \begin{pmatrix}
E - \lambda v_{\alpha,\theta}(n) & -1 \\
1 & 0
\end{pmatrix}, \quad n \in \mathbb{Z}.
\]
The transfer matrices lie in the symplectic group, which means that they satisfy the relation
\[
T_{\lambda,\alpha,\theta}(n, E)^T \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} T_{\lambda,\alpha,\theta}(n, E) = \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}.
\]
Especially, one knows that eigenvalues of a symplectic matrix always come in pairs \(\{\lambda_i, \lambda_i^{-1}\}\) and, therefore, their determinant is 1. Hence, the sequence \((x_n)_{n \in \mathbb{Z}}\) is determined by two consecutive values, say \(x_0\) and \(x_1\), and all other values \(x_n, n > 0\), are determined by applying the corresponding monodromy matrix
\[
M_{\lambda,\alpha,\theta}(n, E) := T_{\lambda,\alpha,\theta}(n, E) \cdots T_{\lambda,\alpha,\theta}(1, E)
\]
to the vector \((x_1, x_0)^T\). Values \(x_n, n < 0\), are calculated via \(M_{\lambda,\alpha,\theta}(n, E)^{-1}\).
The following proposition resembles a well-known result about the resolvent of periodic Schrödinger operators, which can be described by a trace condition of the monodromy matrix, cf., e.g., [38].

**Proposition 4.8.** Assume Hypothesis 4.1, let \( E \in \mathbb{R} \), and consider \( \alpha_m = \frac{\nu_m}{q_m} \). Then \( E \in \rho(H_{\lambda,\alpha_m,0}) \) if and only if the so-called trace condition
\[
|\text{tr}(M_{\lambda,\alpha_m,0}(q_m, E))| > 2
\]
holds.

The following proposition gives a description of the resolvent set of aperiodic Schrödinger operators in terms of traces of \( M_{\lambda,\alpha,0}(n, E) \). Note that, in contrast to Proposition 4.8, it is not sufficient to consider only one matrix \( M_{\lambda,\alpha,0}(n, E) \).

**Proposition 4.9** ([3, Proposition 4]). Assume Hypothesis 4.1, and let \( E \in \mathbb{R} \). Then \( E \in \rho(H_{\lambda,\alpha,0}) \) if and only if the trace condition
\[
\exists m \geq 0 : |\text{tr}(M_{\lambda,\alpha,0}(q_m, E))| > 2 \quad \text{and} \quad |\text{tr}(M_{\lambda,\alpha,0}(q_{m+1}, E))| > 2
\]
holds, where \( q_m \in \mathbb{N} \) is given by the \( m \)-th rational approximant \( \frac{\nu_m}{q_m} \) to \( \alpha \) for \( m \in \mathbb{N} \). In this case,
\[
|\text{tr}(M_{\lambda,\alpha,0}(q_k, E))| > 2
\]
for all \( k \geq m \).

Note that the trace condition (17) in Proposition 4.9 only considers the monodromy matrices with \( \theta = 0 \) while the conclusion about the resolvent set is for general \( \theta \). This reflects the fact that \( \sigma(H_{\lambda,\alpha,0}) \) is independent of \( \theta \in [0, 1) \) as shown Proposition 4.4.

**Remark 4.10.** In the trace condition (17) in Proposition 4.9, we can also use the monodromy matrices of the periodic Schrödinger operators \( H_{\lambda,\alpha_m,0} \) and \( H_{\lambda,\alpha_{m+1},0} \) for calculating the trace because of the relation
\[
\text{tr}(M_{\lambda,\alpha_{m+1},0}(q_m, E)) = \text{tr}(M_{\lambda,\alpha_m,0}(q_{m+1}, E)).
\]

Let us verify (18) for \( m \) even and \( m \) odd separately.

For \( m = 2 \) this follows directly from Lemma 3.6. For \( m \geq 4 \) even, \( T_{\lambda,\alpha_m,0}(k, E) = T_{\lambda,\alpha_0,0}(k, E) \) for all \( k \in \{1, \ldots, q_m\} \) as a consequence of Lemma 3.6. The equality of the transfer matrices then directly implies relation (18).

For \( m \geq 3 \) odd, we use the translation of the potential given in Remark 3.7 with \( k = q_m \) and \( n = m - 1 \) which allows the calculation
\[
M_{\lambda,\alpha,0}(q_m, E) = T_{\lambda,\alpha,0}(q_m, E) \cdots T_{\lambda,\alpha,0}(1, E)
= T_{\lambda,\alpha,0}(q_m - q_{m-1}, E) \cdots T_{\lambda,\alpha,0}(1 - q_{m-1}, E)
= T_{\lambda,\alpha_m,0}(q_m - q_{m-1}, E) \cdots T_{\lambda,\alpha_m,0}(1 - q_{m-1}, E).
\]
The last equality holds again by Lemma 3.6. Now, taking the trace on both sides and using the periodicity of \( \nu_{\alpha_m} \) while reordering the product, we arrive also in this case at the claimed relation (18).

In [3], Proposition 4.9 was only shown for positive coupling constant \( \lambda \). It can, however, be extended to \( \lambda \in \mathbb{R} \), where \( \lambda = 0 \) is just the periodic case. We will postpone this extension to Remark 4.17.

In the following corollary, we connect Proposition 4.9 to the invertibility problem of all limit operators of a given aperiodic Schrödinger operator.
Corollary 4.11. Assume Hypothesis 4.1. All limit operators of $H_{\lambda,\alpha,\theta}$ are invertible if and only if
\begin{equation}
\exists m \geq 0 : \left| \text{tr} \left( M_{\lambda,\alpha,0}(q_m, 0) \right) \right| > 2 \quad \text{and} \quad \left| \text{tr} \left( M_{\lambda,\alpha,0}(q_{m+1}, 0) \right) \right| > 2.
\end{equation}

Proof. Let $A \in \lim(H_{\lambda,\alpha,\theta})$. Due to Corollary 4.2, there exists $\psi \in [0, 1)$ such that either $A = H_{\lambda,\alpha,\psi}$ or $A = \tilde{H}_{\lambda,\alpha,\psi}$. By Proposition 4.4, we have $\sigma(H_{\lambda,\alpha,\theta}) = \sigma(H_{\lambda,\alpha,\psi}) = \sigma(\tilde{H}_{\lambda,\alpha,\psi})$. Consequently, $A$ is invertible if and only if $H_{\lambda,\alpha,\theta}$ is invertible. Since by Proposition 2.7 the spectrum is independent of $p \in [1, \infty]$, the claim then follows by Proposition 4.9.

We close this section by verifying the trace condition (19) for the Fibonacci Hamiltonian with energy $E = 0$.

Example 4.12. Assume Hypothesis 4.1. Let $\alpha = (\sqrt{5} - 1)/2$ and $\lambda \in \mathbb{R}$. Then,
\[
\text{tr}(M_{\lambda,\alpha,0}(q_6, 0)) = \lambda(18\lambda^2 - 8),
\]
\[
\text{tr}(M_{\lambda,\alpha,0}(q_7, 0)) = \lambda(-108\lambda^4 + 84\lambda^2 - 13).
\]
For $\lambda > \frac{1}{3}(3 + \sqrt{3}) =: \lambda_0 \approx 0.788675$, we have
\[
\text{tr}(M_{\lambda,\alpha,0}(q_6, 0)) > 2 \quad \text{and} \quad \text{tr}(M_{\lambda,\alpha,0}(q_7, 0)) < -2.
\]
Hence, by Corollary 4.11, for $\lambda > \lambda_0$, all limit operators of the Fibonacci Hamiltonian $H_{\lambda,\alpha,\theta}$ are invertible. The bound $\lambda_0$ may be further improved by considering higher orders of approximation. Considering the polynomial $\text{tr}(M_{\lambda,\alpha,0}(q_8, 0))$, however, does not improve the result despite being algebraically solvable as well.

Figure 1 visualises the spectra of the periodic approximations for $m = 5, 6, 7, 8$ with special emphasis on the previously derived bound $\lambda_0$, see also [13, Section 7.1].

4.3. Approximation of the Spectrum. In this section, we introduce the approximation theory for both one- and two-sided aperiodic Schrödinger operators. As described in Hypothesis 4.1, every irrational number $\alpha$ with rational approximants $(\alpha_m)$ gives rise to aperiodic Schrödinger operators $H_{\lambda,\alpha,\theta}$, $\tilde{H}_{\lambda,\alpha,\theta}$ and sequences $(H_{\lambda,\alpha,\theta})$, $(\tilde{H}_{\lambda,\alpha,\theta})$ of periodic Schrödinger operators. The following proposition, which originally appeared in [45], shows in which sense the aforementioned approximation sequences can be considered a periodic approximation of aperiodic Schrödinger operators.

Proposition 4.13 ([45, Proposition 4]). Assume Hypothesis 4.1. Then,
\[
H_{\lambda,\alpha,0} x = \lim_{m \to \infty} H_{\lambda,\alpha_m,0} x \quad \text{and} \quad \tilde{H}_{\lambda,\alpha,0} x = \lim_{m \to \infty} \tilde{H}_{\lambda,\alpha_m,0} x
\]
for all $x \in c_0(\mathbb{Z})$. Furthermore, if $p < \infty$, then
\[
H_{\lambda,\alpha,0} = \lim_{m \to \infty} H_{\lambda,\alpha_m,0} \quad \text{and} \quad \tilde{H}_{\lambda,\alpha,0} = \lim_{m \to \infty} \tilde{H}_{\lambda,\alpha_m,0}
\]
in the strong operator topology.

Proof. We only prove the claim for the sequence $(H_{\lambda,\alpha_m,0})$. The proof for $(\tilde{H}_{\lambda,\alpha_m,0})$ is completely analogous.

Recall that the rational number $\alpha_m$ induces the periodic two-sided word $v_{\alpha_m}$. Furthermore, by Lemma 3.6, we know that $v_{\alpha}(k) = v_{\alpha_m}(k)$ for all $k \in \mathbb{Z}$ with $|k| \leq q_m - 2$ and $m \geq 2$. This shows the first part. The second part then follows from the fact that $c_0(\mathbb{Z})$ is dense in $\ell^p(\mathbb{Z})$ for $p < \infty$.

□
**Figure 1.** Spectra of the periodic approximations $H_{\lambda,\alpha_m,0}$ for $m = 5, 6, 7, 8$ of the scaled Fibonacci Hamiltonian $H_{\lambda,\alpha,0}$, where $\alpha = (\sqrt{5} - 1)/2$ and $\lambda > 0$. If $\lambda > \lambda_0$, then $0 \notin \sigma(H_{\lambda,\alpha,0})$ as $\sigma(H_{\lambda,\alpha,0}) \subseteq \sigma(H_{\lambda,\alpha_m,0}) \cup \sigma(H_{\lambda,\alpha_{m+1},0})$ by Corollary 4.9 and all limit operators of $H_{\lambda,\alpha,0}$ are invertible by Corollary 4.11.
It is easy to see that the assertion of Proposition 4.13 also holds mutatis mutandis for the one-sided compressions \((H_{\lambda,\alpha,0})_+\) and \((H_{\lambda,\alpha,0})_−\) and, for a certain choice of subsequences \((\alpha_m)_k\), also for \(H_{\lambda,\alpha,\theta}\) and \((H_{\lambda,\alpha,\theta})_\leq\), \(\theta \in [0,1]\), see Lemma 3.8.

In the following, we analyse how the approximation result of Proposition 4.13 translates into convergence of the respective spectra. We start with a general approximation result. When stating results concerning one-sided operators, recall that, due to Corollary 4.5, we only need to treat compressions \(A_+\).

Similar to Section 3.2, for a Schrödinger operator \(A\) with diagonal \(v\), let \(W_D(A), D \in \mathbb{N}\), denote the list of all subwords of the diagonal of \(A\) that have length \(D\), i.e. \(W_D(A) = W_D(v)\). Furthermore, let \(W(A) := \bigcup_{D \in \mathbb{N}} W_D(A)\) denote the list of all finite subwords of the diagonal of \(A\).

**Lemma 4.14.** Let \(A, A_m, m \in \mathbb{N}\), and \(B\) be Schrödinger operators on \(\ell^p(\mathbb{Z})\), \(p \in [1,\infty]\).

(a) If \(W_D(A) \subset W_D(B)\) for some \(D \in \mathbb{N}\), then \(\nu_D(A) \geq \nu_D(B)\). In particular, if \(W(A) = W(B)\), then \(\nu(A) = \nu(B)\).

(b) If \(W_D(A) \subset W_D(A_+)\), then

\[
\nu_D(A_+) = \min \left\{ \nu_{0,D}(A_+), \nu_D(A) \right\},
\]

where \(\nu_{0,l}(A) := \inf \{ \|Ax\| : \text{supp}(x) \subset \{k,\ldots,l\}, \|x\| = 1 \}\).

(c) Assume that \((A_m)\) is uniformly bounded and, for each \(D \in \mathbb{N}\), we have \(W_D(A_m) = W_D(A)\) eventually. Then

\[
\lim_{m \to \infty} \nu(A_m) = \nu(A).
\]

(d) If, in addition to (c), \((A_m)_+ \to A_+x\) for all \(x \in c_{00}(\mathbb{Z}_+)\), we have

\[
\lim_{m \to \infty} \nu((A_m)_+) = \nu(A_+).
\]

**Proof.** (a): Let \(x \in \ell^p(\mathbb{Z})\) with \(\|x\| = 1\) and \(\text{diam}(\text{supp}(x)) \leq D\). As \(W_D(A) \subset W_D(B)\), there exists \(k \in \mathbb{Z}\) such that \(\|Ax\| = \|BS^kx\|\). This implies \(\nu_D(A) \geq \nu_D(B)\).

(b): As the approximate lower norm \(\nu_D\) considers only sequences with finite support, the following decomposition is evident:

\[
\nu_D(A_+) = \min \left\{ \nu_{0,D}(A_+), \inf_{d \in \mathbb{N}} \nu_{d,d+D}(A_+) \right\}.
\]

In order to verify identity (20), we need to show that

\[
\nu_D(A) = \inf_{d \in \mathbb{N}} \nu_{d,d+D}(A_+).
\]

To this end, let \(x \in c_{00}(\mathbb{Z})\) with \(\text{diam}(\text{supp}(x)) \leq D\). As by assumption \(W_D(A) \subset W_D(A_+)\), there exists \(k \in \mathbb{N}\) such that \(\text{supp}(S^kx) \subset \mathbb{N}\) and \(Ax = AS^kx = A_+S^kx\).

This gives that

\[
\nu_D(A) \geq \inf_{d \in \mathbb{N}} \nu_{d,d+D}(A_+).
\]

The estimate \(\nu_D(A) \leq \nu_{d,d+D}(A_+)\) trivially holds for all \(d \in \mathbb{N}\). This proves (21).

(c): Let \(\varepsilon > 0\) and take \(D\) from Lemma 2.17. By part (a),

\[
\nu(A) \leq \nu_D(A_m) \leq \nu(A_m) + \varepsilon \quad \text{and} \quad \nu(A_m) \leq \nu_D(A) \leq \nu(A) + \varepsilon
\]
eventually. As $\varepsilon > 0$ was arbitrary, the first part of (22) gives
\[ \nu(A) \leq \liminf_{m \to \infty} \nu(A_m) \]
while the second part of (22) gives
\[ \limsup_{m \to \infty} \nu(A_m) \leq \nu(A). \]
\[ (23) \]
(d): From $(A_m)_+ x \to A_+ x$ for $x \in c_{\mathbb{U}}(\mathbb{Z}_+)$, we directly get that
\[ \nu_0.D((A_m)_+) = \nu_0.D(A_+) \]
eventually. Furthermore, by part (a),
\[ \nu_D(A_m) = \nu_D(A) \]
eventually. Now, part (b) gives
\[ \nu_D((A_m)_+) = \min \left\{ \nu_0.D((A_m)_+), \nu_D(A_m) \right\} \]
\[ = \min \left\{ \nu_0.D(A_+), \nu_D(A) \right\} = \nu_D(A_+) \]
eventually. Arguing as in the proof of part (c), the claim follows. \qed

Remark 4.15. By inspecting the proof of Lemma 4.14(c), one gets, for the case in which, for all $D \in \mathbb{N}$, only one of the assumptions
\[ \mathcal{W}_D(A_m) \subset \mathcal{W}_D(A) \quad \text{or} \quad \mathcal{W}_D(A) \subset \mathcal{W}_D(A_m) \]
holds, eventually the estimate
\[ \nu(A) \leq \liminf_{m \to \infty} \nu(A_m) \quad \text{or} \quad \limsup_{m \to \infty} \nu(A_m) \leq \nu(A), \]
respectively. For more details on this observation see [19].

In the case of Schrödinger operators $H_{\lambda,\alpha,\theta}$ and $H_{\lambda,\alpha_m,\theta}$, Lemma 4.14 gives the following result.

Proposition 4.16. Assume Hypothesis 4.1. Set $A = H_{\lambda,\alpha,\theta}$ and $A_m = H_{\lambda,\alpha_m,\theta}$, and let $E \in \mathbb{R}$. Then,
\[ (i) \quad \nu(A - E) = \lim_{m \to \infty} \nu(A_m - E), \]
\[ (ii) \quad (A_m - E)_{m \in \mathbb{N}} \text{ is stable if and only if } A - E \text{ is invertible. In which case,} \]
\[ \lim_{m \to \infty} \|(A_m - E)^{-1}\| = \| (A - E)^{-1} \|. \]
\[ (iii) \quad \sigma(A_m) \to \sigma(A) \text{ as } m \to \infty \text{ in the Hausdorff metric.} \]

Proof. Part (i) follows directly from Lemma 3.11 and Lemma 4.14(c). Part (ii) follows from part (i) by using Lemma 2.16. Now part (iii) is standard, see also [33]. \qed

Recall that the Hausdorff distance of two compact sets $S, T \subset \mathbb{C}$ is defined by
\[ d_H(S, T) := \min \left( \inf_{s \in S} \text{dist}(s, T), \inf_{t \in T} \text{dist}(t, S) \right) \]
and that $d_H$ is a metric on the set of all compact subsets of $\mathbb{C}$. 

Remark 4.17. In [3], Proposition 4.9 was only shown for positive coupling constant $\lambda$. The extension to $\lambda \leq 0$, where $\lambda = 0$ is just the periodic case, works as follows. Let $\lambda < 0$, and observe that $T_{-\lambda,\alpha,\theta}(k,-E) = -T_{\lambda,\alpha,\theta}(k,E)^T$. As a consequence of the simplicity of the monodromy matrices, one gets the identity
\[
\left| \text{tr} \left( M_{-\lambda,\alpha,0}(q_m,-E) \right) \right| = \left| \text{tr} \left( M_{\lambda,\alpha,0}(q_m,E) \right) \right|.
\]
See [18, Lemma 3.7] for details.

Due to Remark 4.10 and Proposition 4.8, we have $\sigma(H_{\lambda,\alpha,m,\theta}) = -\sigma(H_{-\lambda,\alpha,m,\theta})$. Thus, we also have
\[-\sigma(H_{\lambda,\alpha,\theta}) = \sigma(H_{-\lambda,\alpha,\theta}),\]
i.e. the spectrum for $H_{-\lambda,\alpha,\theta}$ is already determined by $H_{-\lambda,\alpha,\theta}$ which in turn is characterised by Proposition 4.9.

In order to get result similar to Proposition 4.16 for the one-sided case, we have to assure that the condition
\[(A_m)_+ x \to A_+ x \text{ for } x \in c_0((\mathbb{Z}^+))\]
in Lemma 4.14(d) is satisfied. This requires a careful choice of sequences $A_m$ depending on $\theta$. Fortunately, Lemma 3.8 yields the following sequences:

| $\theta$ | $A = H_{\lambda,\alpha,\theta}$ | $A = \tilde{H}_{\lambda,\alpha,\theta}$ |
|----------|-----------------------------|-----------------------------|
| $\theta = 0$ | $H_{\lambda,\alpha,m,0}$ | $\tilde{H}_{\lambda,\alpha,m,0}$ |
| $\theta = -k_0\alpha \text{ mod 1 with } k_0 \in \mathbb{N}$ | $H_{\lambda,\alpha,2m+1,\theta}$ | $H_{\lambda,\alpha,2m,\theta}$ |
| $\theta \neq -k_0\alpha \text{ mod 1 for all } k_0 \in \mathbb{N}$ | $H_{\lambda,\alpha,m,\theta}$ | $H_{\lambda,\alpha,m,\theta}$ |

Table 1. Given a periodic Schrödinger operator $A$ and a condition on the offset $\theta$, the corresponding table entry gives sequence $(A_m)$ used for approximation.

Proposition 4.18. Assume Hypothesis 4.1. Let $A$ and $A_m$ be defined as in Table 1 and $E \in \mathbb{R}$. Then

(i) $\nu(A_+) = \lim_{m \to \infty} \nu((A_m)_+)$,

(ii) $(A_m - E)_+ m \in \mathbb{N}$ is stable if and only if $(A - E)_+$ is invertible,

(iii) $\sigma((A_m)_+) \to \sigma(A_+)$ as $m \to \infty$ in the Hausdorff metric.

Moreover, if $E \notin \sigma(A)$ then
\[
\| (A - E)_+^{-1} \| = \lim_{m \to \infty} \| (A_m - E)_+^{-1} \|.
\]

Proof. It follows from Lemma 3.6, Lemma 3.8, and Lemma 3.11 that the conditions in Lemma 4.14(d) are satisfied. Hence, we immediately arrive at (i).

Part (ii) and (iii) follow exactly as in Proposition 4.16. \qed

The results of Proposition 4.18 allow us to check the invertibility of all operators $(H_{\lambda,\alpha,\theta})_+$ for $\theta \in [0, 1)$. The following proposition shows that it is sufficient to only check this for $\theta \in \{k_0\alpha \text{ mod 1 : } k_0 \in \mathbb{Z}\}$ if a uniform boundedness condition is satisfied.
Proposition 4.19. Assume Hypothesis 4.1. Then
\[
\inf_{B \in L_{\lambda,\alpha}} \nu(B_+) = \min_{B \in L_{\lambda,\alpha}} \nu(B_+) = \inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) .
\]

In particular, all operators $B_+$ for $B \in L_{\lambda,\alpha}$ are invertible if and only if for all $k \in \mathbb{Z}$ the operators $(H_{\lambda,\alpha,\theta_k})_+$ are invertible and their inverses are uniformly bounded in $k$. In that case,
\[
\sup_{B \in L_{\lambda,\alpha}} \left( \|B^{-1}\| \right) = \sup_{k \in \mathbb{Z}} \|H_{\lambda,\alpha,\theta_k}^{-1}\| .
\]

Proof. We only show (24). For the first identity, take a sequence $(A_n) \subset L_{\lambda,\alpha}$ such that $\lim_{n \to \infty} \nu((A_n)_+) = \inf_{B \in L_{\lambda,\alpha}} \nu(B_+)$. By Lemma 3.12(i), there exists $C \in L_{\lambda,\alpha}$ such that for every $x \in c_00(\mathbb{Z}_+) \, A_n x \to Cx$ as $n \to \infty$. Together with Lemma 3.10, we find that the conditions of Lemma 4.14(d) are satisfied and therefore $\nu(C_+) = \inf_{B \in L_{\lambda,\alpha}} \nu(B_+)$. Hence, the infimum in (24) is indeed a minimum.

Since $\{H_{\lambda,\alpha,\theta_k} : k \in \mathbb{Z}\}$ is a subset of $L_{\lambda,\alpha}$, we immediately get
\[
\min_{B \in L_{\lambda,\alpha}} \nu(B_+) \leq \inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) .
\]

For the other inequality, take $C \in L_{\lambda,\alpha}$ with $\nu(C_+) = \min_{B \in L_{\lambda,\alpha}} \nu(B_+)$. By Lemma 3.12(ii), we find a subsequence $(\theta_{k_j})$ such that $C_+ x = \lim_{j \to \infty} (H_{\lambda,\alpha,\theta_{k_j}})_+ x$ for all $x \in c_00(\mathbb{Z}_+)$. As $(H_{\lambda,\alpha,\theta_k})_+$ is uniformly bounded, by Lemma 4.14(d), we find $\nu((H_{\lambda,\alpha,\theta_{k_j}})_+) \to \nu(C_+)$ which proves that
\[
\min_{B \in L_{\lambda,\alpha}} \nu(B_+) \geq \inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) .
\]

Remark 4.20. With the same method as in the proof of Proposition 4.19, one can also check that $(H_{\lambda,\alpha,\theta})_+$ and $(\tilde{H}_{\lambda,\alpha,\theta})_+$ are invertible for every $\theta \in [0, 1)$ if and only if, for all $k \in \mathbb{Z}$, the operators $(\tilde{H}_{\lambda,\alpha,\theta_k})_+$ are invertible and their inverses are uniformly bounded in $k$.

In particular, we have that the operators $(H_{\lambda,\alpha,\theta_k})_+, k \in \mathbb{Z}$, are all invertible and their inverses are uniformly bounded in $k$ if and only if the same holds for $(\tilde{H}_{\lambda,\alpha,\theta_k})_+$.

The results of Section 4 have shown that both the spectrum of one- and two-sided aperiodic Schrödinger operators with Sturmian potential can be approximated via the spectra of their respective periodic approximations. Since the periodic approximations are periodic Schrödinger operators, their spectra can be explicitly computed, as shown in the following result that is based on [22, Theorem 4.42(i)] and [18, Proposition 3.8].

Proposition 4.21. Let $H : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z})$ be a periodic Schrödinger operator with period $K \geq 2$. Then $\mathbb{C} \setminus \sigma_{\text{ess}}(H_+)$ contains no bounded connected components and
\[
\sigma(H_+) = \sigma(H) \cup \left\{ E \in \sigma((H_{i,j})_{i,j=0}^{K-2}) : |\det \left( ((H_0 - EI)_{i,j})_{i,j=0}^{K-1} \right) | < 1 \right\} .
\]

In particular, $H$ is invertible if $H_+$ is invertible.

Now we are in the position to carry over these observations to applicability conditions for the FSM.
5. Finite Section Method for \( H_{\lambda,\alpha,\theta} \)

In the previous section, we have used an approximation method with periodic operators that has been properly tailored for the aperiodic Schrödinger operators. By using the periodic approximations, we are able to approximate spectra and lower norms of \( H_{\lambda,\alpha,\theta} \). However, these approximants are still operators of infinite rank. Therefore, when it comes to solving a linear system \( H_{\lambda,\alpha,\theta} x = b \) for \( x, b \in \ell^p(\mathbb{Z}) \), the FSM is better suited since it allows to pass to finite-dimensional systems, which are usually easier to solve.

5.1. Characterisation of Applicability. Recall from Proposition 2.6 that the applicability of the FSM depends on the invertibility of all one-sided limit operators. Therefore, the results of Section 4.1 about the spectrum of these operators immediately translate to conditions for the applicability of the FSM.

**Proposition 5.1.** Let \( p \in [1, \infty] \), \( \alpha \in [0, 1] \) be irrational, \( \theta \in [0, 1) \), and \( \lambda \in \mathbb{R} \). Then the FSM for \( H_{\lambda,\alpha,\theta} \) is applicable if and only if the operators \( (H_{\lambda,\alpha,\psi})_+ \) and \( (\tilde{H}_{\lambda,\alpha,\psi})_+ \) are invertible for every \( \psi \in [0, 1) \). The same equivalence holds for the applicability of the FSM for \( \tilde{H}_{\lambda,\alpha,\theta} \).

**Proof.** Let us the abbreviation \( A := H_{\lambda,\alpha,\theta} \). From Proposition 2.6, we know that the FSM is applicable if and only if all the following operators are invertible:

- (a) The operator \( A \),
- (b) the compressions \( B_- \) for all \( B \in \text{Lim}_+(A) \), and
- (c) \( C_+ \) for all \( C \in \text{Lim}_-(A) \).

Recall from Corollary 4.2 and Proposition 4.3 that the limit operators of \( A \), as well as \( \text{Lim}_+(A) \) and \( \text{Lim}_-(A) \), are given by \( \{ H_{\lambda,\alpha,\psi}, \tilde{H}_{\lambda,\alpha,\psi} : \psi \in [0, 1) \} \). Moreover, from Corollary 4.5 and Proposition 4.3 we know that the invertibility of all operators in (c) implies the invertibility of all operators in (b). According to Proposition 4.6, the invertibility of \( C_+ \) implies the invertibility of all limit operators of \( A \). In particular, this implies the invertibility of \( A \), since \( A \in \text{Lim}(A) \) by Corollary 4.2. Hence, the invertibility of all operators in (c) is already equivalent to the applicability of the FSM. \( \square \)

Now we are able to present a collection of different conditions that guarantee the applicability of the FSM for the aperiodic Schrödinger operator. Here, in the case that an operator \( A \) is not invertible, we simply define \( \|A^{-1}\| := \infty \) for the operator norm.

**Theorem 5.2.** Let \( p \in [1, \infty] \), \( \alpha \in [0, 1] \) be irrational, \( \theta \in [0, 1) \), \( \lambda \in \mathbb{R} \), and \( H_{\lambda,\alpha,\theta} \) be the aperiodic Schrödinger operator given by (1). For any \( k \in \mathbb{Z} \), we set \( \theta_k := k\alpha \mod 1 \). Then the following are equivalent:

(i) The finite section method for \( H_{\lambda,\alpha,\theta_k} \) is applicable.
(ii) The operators \( (H_{\lambda,\alpha,\psi})_+ \) and \( (\tilde{H}_{\lambda,\alpha,\psi})_+ \) are invertible for every \( \psi \in [0, 1) \).
(iii) The operators \( (H_{\lambda,\alpha,\theta_k})_+ \) are invertible for all \( k \in \mathbb{Z} \) and their inverses are uniformly bounded.
(iv) The operators \( (\tilde{H}_{\lambda,\alpha,\theta_k})_+ \) are invertible for all \( k \in \mathbb{Z} \) and their inverses are uniformly bounded.
(v) For all \( k \in \mathbb{Z} \), the sequence \( (H_{\lambda,\alpha,m,\theta_k})_+ \) is stable and

\[
\lim_{m \to \infty} \max_{k \in \mathbb{Z}} \left\| (H_{\lambda,\alpha,m,\theta_k})_+^{-1} \right\| < \infty.
\]
Proof. The equivalence (i) ⇔ (ii) is exactly Proposition 5.1. From Proposition 4.19 and the subsequent Remark 4.20, we know that the invertibility of all \((H_{\lambda,\alpha,\psi})_+\) and \((\tilde{H}_{\lambda,\alpha,\psi})_+\) for \(\psi \in [0, 1)\) can be checked by only looking at \(\theta_k\) for \(k \in \mathbb{Z}\) (paying the price of having the uniform boundedness condition). Therefore, we have (ii) ⇔ (iii) ⇔ (iv). Recall that for the operators \((H_{\lambda,\alpha,\theta_k})_+\) and \((\tilde{H}_{\lambda,\alpha,\theta_k})_+)\, k \in \mathbb{Z}\) we have the approximation result Proposition 4.18. It gives that (iii) and (iv) together are equivalent to
\[
\sup_{k \in \mathbb{Z}} \left( \limsup_{m \to \infty} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \| \right) < \infty.
\]
Therefore it only remains to show that
\[
\sup_{k \in \mathbb{Z}} \left( \limsup_{m \to \infty} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \| \right) = \limsup_{m \to \infty} \left( \max_{k \in \mathbb{Z}} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \| \right).
\]
In order to prove this, note that \(H_{\lambda,\alpha,m,\theta_k}\) is a \(q_m\)-periodic Schrödinger operator and hence we find that
\[
\sup_{k \in \mathbb{Z}} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \| = \max_{k \in \mathbb{Z}} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \|.
\]
Moreover, observe that
\[
\sup_{k \in \mathbb{Z}} \left( \limsup_{m \to \infty} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \| \right) \leq \limsup_{m \to \infty} \left( \sup_{k \in \mathbb{Z}} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \| \right).
\]
For the other inequality, we use that the inverse of the lower norm is the norm of the inverse operator. Therefore, we want to show
\[
(26) \quad \inf_{k \in \mathbb{Z}} \left( \liminf_{m \to \infty} \nu(H_{\lambda,\alpha,m,\theta_k}) \right) \leq \liminf_{m \to \infty} \inf_{k \in \mathbb{Z}} \nu(H_{\lambda,\alpha,m,\theta_k}^+) .
\]
Let \(\delta\) denote the right-hand side of (26). Then for all \(N \in \mathbb{N}\) there are integers \(k(N)\) and \(m(N)\) such that \(q_m(N) - 1 > k(N)\) and
\[
\nu(B_{\lambda,\alpha,m(N),\theta_k(N)}^+) \leq \delta + \frac{1}{N} .
\]
Then Lemma 3.8 yields \(v_{\alpha,m(N),\theta_k(N)}(l) = v_{\alpha,\theta_k(N)}(l)\) for \(-q_{m(N)} + 1 \leq l \leq q_{m(N)} - 2\).
Arguing as in the proof of Proposition 4.19, we obtain a \(B \in L_{\lambda,\alpha}\) with
\[
\delta + \frac{1}{N_j} \geq \nu(H_{\lambda,\alpha,m(N_j),\theta_k(N_j)}^+) \to \nu(B^+) .
\]
Hence, \(\nu(B^+) \leq \delta\). Now Proposition 4.18 and Proposition 4.19 give
\[
\inf_{k \in \mathbb{Z}} \left( \liminf_{m \to \infty} \nu((H_{\lambda,\alpha,m,\theta_k})^+) \right) \leq \delta ,
\]
which proves (26).
\(\square\)

Remark 5.3. The applicability of the FSM for \(\tilde{H}_{\lambda,\alpha,\theta}\) is equivalent to the applicability of the FSM for \(H_{\lambda,\alpha,\theta}\), and therefore to any of the conditions (i)–(v). Furthermore, in part (v), the operators \((H_{\lambda,\alpha,\theta_k})_+\) can be replaced by \((\tilde{H}_{\lambda,\alpha,\theta_k})_+\).

Remark 5.4. Let \(A_n\) denote the finite submatrices that are obtained by applying the FSM to \(H_{\lambda,\alpha,\theta}\). Combining [23, Theorem 6.6] with the above proof, one obtains
\[
\| A_n^{-1} \| \leq \sup_{k \in \mathbb{Z}} \left( \limsup_{m \to \infty} \| (H_{\lambda,\alpha,m,\theta_k})^{-1} \| \right)
\]
if the FSM is applicable.
Corollary 5.5. Let $p \in [1, \infty]$, $\lambda \in \mathbb{R}$, $\alpha \in [0, 1]$ be irrational with rational approximants $\alpha_m = \frac{p_m}{q_m}$, $\theta \in [0, 1)$, and $H_{\lambda, \alpha, \theta}$ be the aperiodic Schrödinger operator given by (1). Then, the finite section method for $H_{\lambda, \alpha, \theta}$ is applicable if and only if there exists $m_0 \geq 0$ such that

$$\text{(27)} \quad \left| \text{tr} \left( M_{\lambda, \alpha, 0}(q_{m_0}) \right) \right| > 2 \quad \text{and} \quad \left| \text{tr} \left( M_{\lambda, \alpha, 0}(q_{m_0+1}) \right) \right| > 2$$

and

$$\text{(28)} \quad \lim_{m \to \infty} \inf \text{dist}(0, G_m) \neq 0$$

with

$$G_m := \bigcup_{k=1}^{q_m} \left\{ E \in \sigma \left( \left( (A_m)_{ij} \right)_{q_m+k-2}^{q_m+k-1} : \left| \det \left( \left( (A_m)_{ij} - E \delta_{ij} \right)_{i,j=k}^{q_m+k-1} \right) \right| < 1 \right) \right\}$$

where $A_m$ denotes the two-sided infinite matrix representing $H_{\lambda, \alpha, 0}$.

Proof. We start by proving the statement for $p = 2$. By Theorem 5.2 part (v), the finite section method for $H_{\lambda, \alpha, \theta}$ is applicable if and only if for all $k \in \mathbb{Z}$ the sequence $(H_{\lambda, \alpha, \theta}^m)_{m \in \mathbb{N}}$ is stable and (25) holds.

From (27) it follows there is an $\varepsilon > 0$ such that for all $E$ with $|E| < \varepsilon$ we have

$$\left| \text{tr} \left( M_{\lambda, \alpha, 0, \theta}(q_{m_0}, E) \right) \right| > 2 \quad \text{and} \quad \left| \text{tr} \left( M_{\lambda, \alpha, 0, \theta}(q_{m_0+1}, E) \right) \right| > 2,$$

Due to Proposition 4.8 and Remark 4.10 we have that (27) is equivalent to $E \notin \sigma(H_{\lambda, \alpha, 0})$ for $m \geq m_0$. By Proposition 4.4 and the fact that $\nu(A) = \text{dist}(0, \sigma(A))$ for a self-adjoint operator $A$, this is equivalent to

$$0 \notin \lim_{m \to \infty} \sup_{k \in \mathbb{Z}} \sigma(H_{\lambda, \alpha, \theta}^m).$$

Further, by Proposition 4.21, $E \in \sigma(H_{\lambda, \alpha, \theta}^m)$ if and only if $E \in \sigma(H_{\lambda, \alpha, \theta}^m)$ or both $E \in \sigma(H_{\lambda, \alpha, \theta}^m)$ and $|\det((H_{\lambda, \alpha, \theta}^m)_{i,j})_{i,j=0}^{q_m-2}| < 1$.

Now let the set $G_m$ be defined by

$$\bigcup_{k \in \mathbb{N}} \left\{ E \in \sigma \left( \left( (H_{\lambda, \alpha, \theta}^m)_{i,j} \right)_{i,j=0}^{q_m-2} : \left| \det \left( \left( (H_{\lambda, \alpha, \theta}^m)_{i,j} - E \delta_{ij} \right)_{i,j=0}^{q_m-1} \right) \right| < 1 \right) \right\}.$$

Observe that, for all $k \in \mathbb{Z}$, the operators $H_{\lambda, \alpha, \theta}^m$ are $q_m$-periodic Schrödinger operators over the same alphabet. Even more is true: their corresponding Sturmian words $v_{\alpha, \theta}$ only differ by a circular shift. Hence in fact $G_m^\prime = G_m$. Consequently, (27) and (28) together are equivalent to

$$0 \notin \lim_{m \to \infty} \sup_{k \in \mathbb{Z}} \sigma(H_{\lambda, \alpha, \theta}^m).$$

Now, we use that $\|A^{-1}\| = \text{dist}(0, \sigma(A))$ for an invertible self-adjoint operator $A$ and obtain that (29) is equivalent to (v) in Theorem 5.2.

Having shown this, the statement indeed holds for all $p \in [1, \infty]$ because, by Proposition 2.7, both the set $G_m$ and the applicability of the FSM are independent of $p \in [1, \infty]$. \hfill \Box

Example 5.6. In Figure 2, the spectra of the periodic approximations are displayed for the case $\lambda = 1$, $\alpha = (\sqrt{5} - 1)/2$ and $\theta = 0$. As the applicability of the finite section method is concerned about excluding the spectral value 0, the visualisation is restricted to parts of the spectrum that reside in the interval $[-1, 1]$. The grey
bars display the spectra of $H_{\lambda,\alpha,0}$, which coincide with their essential spectra due to Proposition 2.12. Furthermore, recall from Proposition 4.4 that $\sigma(H_{\lambda,\alpha,\theta}) = \sigma(H_{\lambda,\alpha,0})$ for all offsets $\theta \in [0, 1)$. The green points represent the sets $G_m$ which contain the discrete spectra of the one-sided periodic operators $(H_{\lambda,\alpha,\theta})_+$ according to Proposition 4.21. Consequently, the whole spectrum of $(H_{\lambda,\alpha,\theta})_+$ for fixed $m$ is given by the union of the grey bands and the green points.

The figure allows to draw conclusions for the spectrum of the two-sided aperiodic case in the sense of Proposition 4.9: If an energy $E \in \mathbb{R}$ is not contained in a grey band for two consecutive values of $m$, then it will not be contained in any grey band for larger $m$, and also not in the spectrum of $H_{\lambda,\alpha,\theta}$. For instance from observing the bands for $m = 4$ and $m = 5$, one can already deduce that $0 \notin \sigma(H_{\lambda,\alpha,\theta})$ and hence (27) is satisfied. For the spectrum of $(H_{\lambda,\alpha,\theta})_+$, however, the results of Section 4 do not guarantee that no green points approach 0 for larger $m$. This observation will be further pursued and resolved in Section 5.2.

**Figure 2.** Approximation of the spectrum of the one-sided Fibonacci Hamiltonian and its limit operators restricted to energies $E \in [-1, 1]$. The band spectrum of the two-sided periodic Schrödinger operators $H_{1,\alpha,\theta}$ is represented by the colour grey. The point spectrum of the one-sided periodic Schrödinger operators, given by $G_m$ in Corollary 5.5, is represented by the colour green.

### 5.2. Checking the Applicability of the FSM Numerically

In order to examine the applicability of the FSM for aperiodic Schrödinger operators, we have to check the invertibility of all one-sided Schrödinger operators with the same slope $\alpha$, see Theorem 5.2 above. In this section, we describe a method to verify the invertibility of all these operators, see Algorithm 1 and the code in [17] for an implementation. Again, we investigate the invertibility via the lower norm. Recall from (20) that the approximate lower norm of a one-sided Schrödinger operator $A_+$ is attained either with an element supported at 0 or it is also attained by the two-sided operator $A$. We will see that, for the applicability of the FSM, we only need to look at elements with
support at 0. Hence, for $D \in \mathbb{N}$, we write $[A]_D : \mathbb{C}^{D+1} \to \mathbb{C}^{D+2}$ for the restriction $A + \chi_{[0,D]}$ with the natural embeddings. As in Section 4, we set $\theta_k := k\alpha \mod 1$ for $k \in \mathbb{Z}$.

As the following results will show, a key tool to investigate the applicability of the FSM for $H_{\lambda,\alpha,\theta}$ is the set $\Gamma_D := \{(H_{\lambda,\alpha,\theta_k})_D : k \in \mathbb{Z}\} \subset \mathbb{C}^{(D+2)\times(D+1)}$. Since $\nu_{\alpha,\theta}$ has only $D + 2$ different subwords of length $D + 1$, see [4], we find that $|\Gamma| = D + 2$. See [37] for an efficient algorithm to generate these subwords.

The foundation of our methods is a quantified version of Lemma 2.17. While explicit bounds for the truncation error can be found for all $p \in [1, \infty]$ in [30], the sharpest results are known for the case $p = 2$, see [8, 9, 10]. Thus, in all what follows, we set $p = 2$.

**Lemma 5.7.** Let $\alpha \in [0,1]$ be irrational, $\theta \in [0,1)$, and $\lambda \in \mathbb{R}$. For $D \in \mathbb{N}$ and $\varepsilon_D > 0$ satisfying

$$(30) \quad \varepsilon_D > 4 \sin \frac{\pi}{2D + 2}$$

we have that

$$\inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) \geq \min_{B \in \Gamma_D} \nu(B) - \varepsilon_D.$$ 

**Proof.** For $k \in \mathbb{Z}$, let us write $A_k := H_{\lambda,\alpha,\theta_k}$. Using the bounds obtained in [10, Corollary 4.4], we get the lower norm estimate $\nu((A_k)_+) \geq \nu_D((A_k)_+) - \varepsilon_D$. Now we take the infimum over $k \in \mathbb{Z}$ and apply Lemma 4.14(b):

$$\inf_{k \in \mathbb{Z}} \nu((A_k)_+) \geq \inf_{k \in \mathbb{Z}} \min \{\nu([A_k]_D), \nu_D(A_k)\} = \nu_D(A_j)$$

It is easy to verify that, for all $j \in \mathbb{Z}$,

$$\nu_D(A_j) \geq \inf_{k \in \mathbb{Z}} \nu([A_k]_D) = \min_{B \in \Gamma_D} \nu(B)$$

holds. $\square$

Let us put the previous result into the context of the FSM.

**Theorem 5.8.** Let $\alpha \in [0,1]$ be irrational, $\theta \in [0,1)$, and $\lambda \in \mathbb{R}$. Then the FSM is applicable to $H_{\lambda,\alpha,\theta}$ if and only if there are $D \in \mathbb{N}$ and $\varepsilon_D$ satisfying (30) such that

$$(31) \quad \min_{B \in \Gamma_D} \nu(B) > \varepsilon_D.$$

In that case, we have that

$$(32) \quad \limsup_{n \to \infty} \left\|((H_{\lambda,\alpha,\theta})_D)^n_{i,j=0}\right\|^{-1} \leq \frac{1}{\min_{B \in \Gamma_D} \nu(B) - \varepsilon_D}.$$ 

**Proof.** We use Theorem 5.2, namely the equivalence (i)$\iff$(iii). Hence, the FSM is applicable to $H_{\lambda,\alpha,\theta}$ if and only if $\inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) > 0$. Here we replaced the norms of the inverses by the lower norms.

Now we can apply Lemma 5.7 and obtain

$$\inf_{k \in \mathbb{Z}} \nu([H_{\lambda,\alpha,\theta_k}]_D) - \varepsilon_D \leq \inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) \leq \inf_{k \in \mathbb{Z}} \nu([H_{\lambda,\alpha,\theta_k}]_D).$$

On the one hand, this shows that the FSM is applicable if $\nu([H_{\lambda,\alpha,\theta_k}]_D) > \varepsilon_D$. On the other hand, if the FSM is applicable, then $\inf_{k \in \mathbb{Z}} \nu([H_{\lambda,\alpha,\theta_k}]_D)$ is bounded from below by $\inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) > 0$. Then, for sufficiently large $D$, the corresponding $\varepsilon_D$ becomes smaller than this bound. Hence, $\nu([H_{\lambda,\alpha,\theta_k}]_D) > \varepsilon_D$. This concludes the proof of the first statement.
To prove \((32)\), it can be found in [23, Theorem 6.6] that the bound on the inverses of the finite sections for an operator \(A\) is equal to the supremum of the norms of the inverses of the following operators:

(a) \(A\),  
(b) \(B_-\) for all \(B \in \text{Lim}_+(A)\),  
(c) \(C_+\) for all \(C \in \text{Lim}_-(A)\).

Again, we use that the norms of the inverses are the inverses of the lower norms. The identity \((32)\) then follows from above considerations. \(\square\)

As a consequence of the above, Algorithm 1 can be used to check the applicability of the FSM.

**Algorithm 1** Algorithm to check the applicability of the FSM for \(H_{\lambda,\alpha,\theta}\) based on Theorem 5.8. For an efficient way of implementing \(\text{generateAllWords}\), see [37]. The function \(\text{constructMatrix}\) returns the \((D+2) \times (D+1)\) matrix with \(w\) on its main diagonal and 1 on the first sub- and superdiagonal and \(\text{minSVD}\) returns the smallest singular value.

```plaintext
1: procedure CHECK_APPLICABILITY(\(\lambda, \alpha, D\))
2: \(\varepsilon_D = 4 \sin \frac{\pi}{2(D+2)}\)
3: \(\text{words} = \text{generateAllWords}(\lambda, \alpha, D)\) \(\triangleright\) generates all subwords of length \(D\)
4: \(N = \emptyset\)
5: for \(w \in \text{words}\) do
6: \(H = \text{constructMatrix}(w)\)
7: \(\nu = \text{minSVD}(H)\)
8: \(N = N \cup \{\nu\}\)
9: if \(\min(N) \leq \varepsilon_D\) then
10: return false
11: else
12: return true
```

In the following example, we use Algorithm 1 to recover and extend the results of [31] where a different approach was used. In particular, we show that the FSM for the Fibonacci Hamiltonian is applicable.

**Example 5.9.** We consider the case \(\lambda = 1\) and set \(D = 100\). With \(\varepsilon_D := 4 \sin \frac{\pi}{2D^2} \approx 0.062\), we check whether \(\nu((H_{\lambda,\alpha,\theta_k})_{j=0}^D) = \|(H_{\lambda,\alpha,\theta_k})_{j=0}^D\|^{-1}^{-1} > \varepsilon_D\) holds for every \(k \in \mathbb{Z}\). Take any \(\alpha\) with a continued fraction expansion
\[(33) \quad \alpha = [a_1, a_2, \ldots] \quad \text{with} \quad a_1 = a_2 = \cdots = a_{11} = 1.
\]

Using these digits in the recursion formula \((9)\), we obtain a word \(s_{11}\) of length 144. Since we are only interested in subwords of length \(D+1 = 101\), all other \(a_j\) for \(j > 11\) yield the same result. Computing the smallest singular values, i.e. the lower norms for all 102 subwords of \(v_{\alpha,0}\) of length 101, we find that
\[
\min_{B \in \Gamma_D} \nu(B) \geq 0.126 > \varepsilon_D.
\]

Therefore, \((31)\) holds and we can use Lemma 5.7 to conclude that
\[
\inf_{k \in \mathbb{Z}} \nu((H_{\lambda,\alpha,\theta_k})_+) \geq 0.126 - \varepsilon_D \geq 0.063 > 0.
\]

By Theorem 5.2 we find that \((H_{\lambda,\alpha,\theta})_+\) is invertible for every \(\theta \in [0, 1)\). Now Theorem 5.8 implies that the FSM is applicable to \(H_{\lambda,\alpha,\theta}\) for all \(\alpha\) of the form \((33)\).
and all \( \theta \in [0, 1) \). Moreover, due to (23),
\[
\limsup_{n \to \infty} \|((H_{\lambda,\alpha,\theta})_{i,j=0}^n)^{-1}\| \leq \frac{1}{0.063} \approx 15.87.
\]

The above computations also reveal that there is a \( k \in \mathbb{Z} \) (in fact, this is the case for most \( k \)) such that \( \nu([H_{\lambda,\alpha,\theta_k}]) \approx 0.127 \). However, is clear from Proposition 4.9 and Figure 2 that \( \text{dist}(0, \sigma_{\text{ess}}((H_{\lambda,\alpha,\theta_k}))) \geq 0.2 \). Since
\[
\nu((H_{\lambda,\alpha,\theta_k})_+) \leq \nu([H_{\lambda,\alpha,\theta_k}]) < \text{dist}(0, \sigma_{\text{ess}}((H_{\lambda,\alpha,\theta_k}))_+),
\]
we find that \((H_{\lambda,\alpha,\theta_k})_+\) has to have an eigenvalue \( E_0 \) in the gap around 0 with \( 0.127 - \varepsilon_D < |E_0| < 0.127 \). Note how Figure 2 also shows positive eigenvalues in this range for the periodic approximants.

Figure 3 compares \( \min_{B \in \Gamma_D} \nu(B) \) and \( \varepsilon_D \) for \( D = 1, \ldots, 100 \). We can see that the crucial condition (31), i.e. \( \min_{B \in \Gamma_D} \nu(B) > \varepsilon_D \) holds for \( D \geq 49 \).

\[
\begin{array}{c}
\text{FIGURE 3. Comparison of the quantities involved in condition (31)} \\
\text{with } \alpha \text{ and } \lambda \text{ from Example 5.6 and } D \in \{1, \ldots, 100\}. \text{ It can be seen that the conditions of Theorem 5.8 hold for } D \geq 49. \\
\end{array}
\]
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