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Abstract—Learning performant robot manipulation policies can be challenging due to high-dimensional continuous actions and complex physics-based dynamics. This can be alleviated through intelligent choice of action space. Operational Space Control (OSC) has been used as an effective task-space controller for manipulation. Nonetheless, its strength depends on the underlying modeling fidelity, and is prone to failure when there are modeling errors. In this work, we propose OSC for Adaptation and Robustness (OSCAR), a data-driven variant of OSC that compensates for modeling errors by inferring relevant dynamics parameters from online trajectories. OSCAR decomposes dynamics learning into task-agnostic and task-specific phases, decoupling the dynamics dependencies of the robot and the extrinsics due to its environment. This structure enables robust zero-shot performance under out-of-distribution and rapid adaptation to significant domain shifts through additional finetuning. We evaluate our method on a variety of simulated manipulation problems, and find substantial improvements over an array of controller baselines. For more results and information, please visit https://cremebrule.github.io/oscar-web/.

I. INTRODUCTION

Robust robot manipulation for real-world tasks is challenging as it requires controlling robots with many degrees of freedom to perform contact-rich interactions that can quickly adapt to varying conditions. While general reinforcement learning algorithms\cite{1-3} can be employed for designing robot controllers from experiences, a crucial and often neglected design choice is the action space for specifying the desired motions of robots\cite{4}. Recent work has shown promise in using abstract action representations, rather than low-level torque actuation, for expediting manipulation learning. A broad range of action representations have been examined, including task-space commands\cite{4-9}, latent-space action embeddings\cite{10-13}, and high-level goal specifications\cite{14,15}. These action abstractions have been shown to ease the exploration burdens of reinforcement learning and improve its sample efficiency.

Among these action representations, Operational Space Control (OSC)\cite{16} has emerged as an effective task-space controller for contact-rich manipulation tasks\cite{4,6}. OSC parameterizes motor commands by end-effector displacement and maps these commands into deployable joint torques. It has many advantages with its dynamically consistent formalism, including modeling compliance, compressing the higher-dimensional non-linear $N$-DOF force control into orthogonal 6-DOF actions, and accelerating learning by enabling agents to reason directly in the task space.

However, OSC’s benefits are not always realized. As a model-based controller, its practical strength heavily relies on a high-fidelity model of the mass matrix. This time-varying quantity accounts for the robot’s mass distribution at its current configuration and is crucial for calculating torques. In the presence of inaccuracies in dynamics modeling, OSC’s performance quickly deteriorates\cite{17}. We illustrate this problem in a simple path tracing task in Fig. 1, where unmodeled extrinsics parameters such as friction and external forces significantly reduce the fidelity of the analytical mass matrix and deteriorate the tracking accuracy. The problem with modeling errors is exacerbated by the fact that controller design is often decoupled from policy learning, and becomes especially pronounced during task transfer settings such as simulation-to-real where there can be significant domain shifts. While a policy can finetune itself, mass matrix quality cannot be improved with data due to its analytical formulation.

How can we overcome the key limitation of OSC? We observe that its key element, the mass matrix, is subject to physics-based constraints as expressed by robot dynamics differential equations\cite{18} in classical mechanics. Recent advances in physics-informed machine learning has developed a new family of neural networks\cite{19-21} that learn such differential equations from data. In particular, Lutter et al.\cite{22,23} introduced Deep Lagrangian Networks (DeLAN) that

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.png}
\caption{Adapting to Changing Dynamics. Path Tracing is an example of a task requiring accurate trajectory motion and can be sensitive to dynamics parameters. For example, while in-distribution performance may be similar across multiple models (left), changing the train distribution end-effector weight (blue) and trajectories (circles) to unseen values (yellow, squares) can degrade performance if modeling errors are not accounted for. In contrast, OSCAR directly learns a dynamics representation online from scratch, enabling it to more robustly perform under zero-shot transfer conditions (middle) and quickly finetune under more extreme domain shifts, such as handwritten cursive (right).}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Action & Description & Examples \\
\hline
OM & Oscillatory Motion & Swing, Bobble \\
\hline
CT & Contact Transition & Push, Pull \\
\hline
WL & Whole Body & Walk, Run \\
\hline
GL & Goal Level & Reach, Grasp \\
\hline
\end{tabular}
\caption{Examples of abstract action representations.}
\end{table}
directly infers the mass matrix from sampled trajectories. However, despite promising results on real robots, DelAN is limited by its modeling capacity and underlying assumptions, viz., that robots move in free space with constant mass and no external disturbances. This is unrealistic for most robot manipulation tasks, which require contact interaction with the environment. Hence, we need a more versatile and robust model for contact-rich manipulation tasks.

**Our Approach:** To this end, we introduce OSC for Adaptation and Robustness (OSCAR), a data-driven variant of DelAN that leverages a neural network-based physics model to infer relevant modeling parameters and enable online adaptation to changing dynamics. OSCAR addresses DelAN’s limitations by extending its formulation to be amenable to general dynamic settings such as robot manipulation.

Concretely, we introduce latent extrinsics inputs that capture task-specific environment factors and robot parameters, and design an encoder to infer these extrinsics from the state-action history. These extrinsics allow the model to infer wide variations in dynamics during training, and robustly work in out-of-distribution settings. Furthermore, we augment the dynamics model with a residual component. This design factorizes the dynamics model into a canonical task-agnostic component learned online from scratch using free-space motion and a constrained task-specific residual, allowing for fast adaptation to dynamics change through residual learning.

We evaluate OSCAR in three diverse manipulation tasks: Path Tracing, Cup Pouring, and Puck Pushing, all of which become especially challenging due to varying degrees of dynamics variations. We evaluate extensive baselines, and find that OSCAR is much more stable, being the only model to achieve task success on all tasks when evaluated on training distributions, robust, exhibiting significantly less policy degradation when evaluated in zero-shot under out-of-distribution, and adaptive, being the only model to reconverge to similar levels of task performance across all tasks when quickly finetuned under significant domain shifts.

**II. BACKGROUND**

**A. Preliminaries**

We model robot manipulation tasks as an infinite-horizon discrete-time Markov Decision Process (MDP) \( \mathcal{M} = (S, A, T, R, \gamma, \rho_0) \), where \( S \) is the state space, \( A \) is the action space, \( T(s_{t+1}|s_t, a_t) \) is the state transition probability distribution, \( R(s_t, a_t, s_{t+1}) \) is the reward function, \( \gamma \in [0, 1] \) is the reward discount factor, and \( \rho_0(\cdot) \) is the initial state distribution. Per timestep \( t \), an agent observes \( s_t \), deploys policy \( \pi \) to choose an action \( a_t \sim \pi(a_t|s_t) \), and executes the action in the environment, observing the next state \( s_{t+1} \sim T(\cdot) \) and receiving reward \( r_t = R(\cdot) \). We seek to learn policy \( \pi \) that maximizes the discounted expected return \( \mathbb{E}[\sum_{t=0}^{\infty} \gamma^t R(s_t, a_t, s_{t+1})] \).

**B. Operational Space Control (OSC)**

OSC is a dynamically consistent controller that models compliant task-space motion. It is particularly useful for robot manipulation, where the robot’s end-effector is often the critical task point and must produce compliant behavior for either safety or task-specific reasons. The control law is:

\[
\tau = J_e^T(q)\Lambda_{ee}(q)[k_p(x_d - x) - k_v((x_d - \dot{x}))]
\]  

where the inertial matrix \( \Lambda_{ee} \in \mathbb{R}^{6 \times 6} \) and the Jacobian \( J_e \) both specified in the end-effector frame maps the desired PD \( k_p, k_v \in \mathbb{R}^6 \) control of desired end-effector pose and velocity \( x_d, \dot{x}_d \in \mathbb{R}^6 \) to joint-space control torques \( \tau \in \mathbb{R}^N \), where \( N \) is the number of robot joints. \( k_p \) and \( k_v \) specify the relative compliance of the controller [16]. These values can be either defined a priori or learned as part of the action space (VICES [4]). For VICES, the action space is \( \mathbb{R}^{18} \), instead of the usual \( \mathbb{R}^6 \) with \( x_d = 0 \). This choice of action space has been shown to be especially advantageous for contact-rich manipulation [24]. For this reason, we apply VICES to all OSC-based models unless otherwise noted.

Crucially, \( \Lambda_{ee} \) depends on the mass matrix \( H(q) \), which in turn depends on the joint state \( q \) and potentially time if...
The problem is precisely the challenge that we seek to address, and our dynamics model builds on this foundation. We achieve this by learning a model capable of leveraging the strengths of its controller formulation using fully-connected layers ("Lagrangian Layers") which make the loss computations require analytical first-order derivative calculations and energy conservation dynamics loss (Fig 3).

\[
L_{\text{dyn}} = L_{\text{forward}}(\dot{q}_{\text{pred}}, \ddot{q}) + L_{\text{inverse}}(\tau_{\text{pred}}, \dot{\tau}) + L_{\text{energy}}(\dot{E}_{\text{pred}}, \ddot{q}^T \tau)
\]

Fig. 3: DELAN Architecture. DELAN takes robot joint states \( q, \dot{q}, \text{ and } \ddot{q} \) as inputs, and outputs coriolis-gravity compensation torques \( \tau_{cg} \) and mass matrix \( H \). A shared linear layer core utilizes separate output heads to bootstrap different dynamics parameters: \( H = L + L^T + L_d \), and \( \dot{\tau} = \frac{\partial}{\partial q} V \). These values are manipulated using forward (Eq 2) and inverse (Eq 3) dynamics equations to generate predicted values used in the dynamics loss \( L_{\text{dyn}} \).

\[
f(q, \dot{q}, \tau, H, g) = H^{-1} \left( \tau - Hq + \frac{1}{2} \left( \frac{\partial}{\partial q} \left( (q^T Hq) \right) \right)^T - g \right) \tag{2}
\]

\[
f^{-1}(q, \dot{q}, \dot{H}, g) = Hq + \frac{\partial}{\partial t} (H)q - \frac{1}{2} \left( \frac{\partial}{\partial q} \left( (q^T Hq) \right) \right)^T + g \tag{3}
\]

where \( q, \dot{q}, \text{ and } \ddot{q} \) are the system’s generalized coordinates and their first- and second-order time derivatives, respectively, and \( g \) is the time-varying sum of potential forces. DELAN parameterizes unknown functions \( H, g \) with neural networks.

Given known values \( q, \dot{q}, \ddot{q}, \tau \), DELAN predicts current torques \( \tau_{\text{pred}} \) using Eq. 3, and additionally uses observed torques \( \tau \) to predict joint accelerations \( \ddot{q}_{\text{pred}} \) using Eq. 2. DELAN is trained with L2 regression loss with respect to known observed quantities, and includes forward, inverse, and energy conservation dynamics losses (Fig 3).

In order to allow efficient off-the-shelf back-propagation, the loss computations require analytical first-order derivative calculations of \( \frac{\partial}{\partial q} H \). Since \( H \) is parameterized by a neural network with \( q \) as inputs, this can be achieved by exclusively using fully-connected layers ("Lagrangian Layers") which allow analytical first-order partial derivatives to be computed during the forward pass.

C. Deep Lagrangian Networks (DELAN)

Lutter et al. [22, 23] have shown that arbitrary rigid body dynamics can be inferred from free space motion via the Lagrangian mechanics, captured by the following forward and inverse dynamics equations:

\[
f(q, \dot{q}, \tau, H, g) = H^{-1} \left( \tau - Hq + \frac{1}{2} \left( \frac{\partial}{\partial q} \left( (q^T Hq) \right) \right)^T - g \right)
\]

\[
f^{-1}(q, \dot{q}, \dot{H}, g) = Hq + \frac{\partial}{\partial t} (H)q - \frac{1}{2} \left( \frac{\partial}{\partial q} \left( (q^T Hq) \right) \right)^T + g
\]

where \( q, \dot{q}, \text{ and } \ddot{q} \) are the system’s generalized coordinates and their first- and second-order time derivatives, respectively, and \( g \) is the time-varying sum of potential forces. DELAN parameterizes unknown functions \( H, g \) with neural networks.

Given known values \( q, \dot{q}, \ddot{q}, \tau \), DELAN predicts current torques \( \tau_{\text{pred}} \) using Eq. 3, and additionally uses observed torques \( \tau \) to predict joint accelerations \( \ddot{q}_{\text{pred}} \) using Eq. 2. DELAN is trained with L2 regression loss with respect to known observed quantities, and includes forward, inverse, and energy conservation dynamics losses (Fig 3).

In order to allow efficient off-the-shelf back-propagation, the loss computations require analytical first-order derivative calculations of \( \frac{\partial}{\partial q} H \). Since \( H \) is parameterized by a neural network with \( q \) as inputs, this can be achieved by exclusively using fully-connected layers ("Lagrangian Layers") which allow analytical first-order partial derivatives to be computed during the forward pass.

III. OUR METHOD (OSCAR)

We now propose OSCAR, a data-driven variant of OSCAR capable of leveraging the strengths of its controller formulation while removing the modeling burden of the high-fidelity and pre-defined mass matrix. We achieve this by learning a dynamics model that directly infers the mass matrix from online trajectories. Crucially, our dynamics model builds upon DELAN and concretely improves its modeling capacity by (a) introducing latent extrinsics inputs that capture task-specific environment factors and robot parameters, which can be inferred directly from the state-action history, and (b) augmenting the dynamics model with a residual component, enabling fast adaptation to dynamics changes through residual learning (Fig. 2). Together, OSCAR enables end-to-end joint learning of the dynamics model and the policy, and can adapt to out-of-distribution environment variations. We describe each of these key features below.

A. Capturing Latent Extrinsics

A key limitation of DELAN resides in its modeling capacity, which is bottlenecked by its dependency exclusively on \( q, \dot{q}, \text{ and } \ddot{q} \). While these values may be sufficient to model dynamics for a robot moving through free space in steady state, it can be problematic for settings where these values are not constant, such as during extended external impedance like grasping or applying the same model across a fleet of robots with varying individual dynamical properties.

OSCAR addresses this problem by implicitly inferring relevant extrinsic parameters directly from a robot’s state-action history via learned latent embeddings. This follows the intuition that states are jointly dependent on both actions and underlying dynamics. Thus, learning correlations between recent states and actions can be a viable proxy for inferring extrinsic variations. This hypothesis has been validated by recent work [25] that has shown a similar method robust enough for direct simulation-to-real transfer.

To this end, we add an additional module to our dynamics model, which takes in the robot’s recent joint states \( q, \dot{q}, \text{ and } \ddot{q} \) and low-level torques \( \tau \), and generates low-dimensional latent embeddings \( z \) that are directly fed into the DELAN residual (Sec. III-B). Because the base network is restrained to inferring relevant dynamics from \( q, \dot{q}, \text{ and } \ddot{q} \), augmenting inputs with \( z \) can increase the fidelity of the learned dynamics by allowing additional information flow from the state-action history. We use a shallow 4-layer MLP network as our encoder.

In order to leverage automatic differentiation for calculating the dynamics loss, we must analytically compute the first-order partial derivative \( \frac{\partial}{\partial q} z \). However, we crucially assume that these latent embeddings capture environment extrinsics that are independent of \( q \), such that \( \frac{\partial}{\partial q} z = 0 \). This makes forward and gradient computations much simpler and also encourages the learned embeddings to be agnostic to spurious correlations with \( q \).

B. Residual-Augmented Mass Matrices

Under domain shifts that substantially change the system dynamics, it would be advantageous for a pretrained but possibly inaccurate dynamics model to quickly adapt in an online fashion. Therefore, OSCAR decouples dynamics learning into task-agnostic and task-specific components, inferring an initial reference estimate of the dynamics that can be applied to many models and finetuned on task-specific dynamics. We achieve this by decomposing the learned mass
where \( \hat{\mathbf{H}} \) is parameterized by a multi-layered neural network similar to DE\( \mathcal{L} \)AN, \( \phi \) are the learned network weights, and \( \odot \) is the element-wise multiplication operator. We choose this multiplicative structure instead of an additive one because we observe that the individual mass matrix elements span multiple orders of magnitude, thereby increasing the optimization difficulty for additive residuals whose outputs must similarly span such a large range of values.

We provide joint states \( \mathbf{q} \), base estimate \( \hat{\mathbf{H}} \), and latent extrinsics \( \mathbf{z} \) (Sec. III-A) as the residual’s inputs. \( \mathbf{z} \) is included because we observe that environment extrinsics are often unique to the task at hand, and do not necessarily generalize across domains. For this same reason, we choose to exclude the latent extrinsics dependency during the \( \hat{\mathbf{H}} \) pretraining process, which is meant to capture task-agnostic information about the mass matrix.

To enforce the residual’s bounded influence, the residual neural network’s output is passed sequentially through a scaled Tanh and Exponential layers. In this way, we can achieve a residual that is centered at 1 (no change to the base model) with symmetric log scale bounds.

A final requirement is to ensure that both the positive definiteness of \( \mathbf{H} \) is preserved, and that \( \mathbf{H} \)'s first-order partial derivative \( \frac{\partial}{\partial \mathbf{q}} \mathbf{H} \) can be analytically computed so that off-the-shelf auto-differentiation packages can still be used. The former is achieved by using a similar decomposition as \( \hat{\mathbf{H}} \) and setting \( \hat{\mathbf{H}} = \mathbf{L} + \mathbf{L}^\top + \mathbf{L}_d \), where \( \mathbf{L} \) is a lower diagonal matrix with zeros along the diagonal and \( \mathbf{L}_d \) is a sparse matrix with only non-zero elements along its diagonal. For the latter, \( \frac{\partial}{\partial \mathbf{q}} \mathbf{H} \) can be computed from Equation (4) using chain rule:

\[
\frac{\partial}{\partial \mathbf{q}} \mathbf{H} = \frac{\partial}{\partial \mathbf{q}} \hat{\mathbf{H}} \odot \mathbf{H} + \mathbf{H} \odot \left( \frac{\partial}{\partial \mathbf{q}} \mathbf{L} + \frac{\partial}{\partial \mathbf{q}} \mathbf{L}^\top + \frac{\partial}{\partial \mathbf{q}} \mathbf{L}_d \right) \tag{5}
\]

By defining \( \hat{\mathbf{L}} \) and \( \hat{\mathbf{L}}_d \) as Lagrangian Layers [22], we can tractably compute each of their first-order partial derivatives \( \frac{\partial}{\partial \mathbf{q}} (\cdot) \) directly during the forward pass. We train our model using the same dynamics loss as DE\( \mathcal{L} \)AN (Fig. 3).

C. Training OSCAR

We seek to decompose our model into a task-agnostic core for maximizing modeling efficiency and a task-specific residual for improved per-task fidelity. We achieve this by splitting learning into pretrain and train phases:

Task-Agnostic Pretraining: We first learn an initial estimate of the mass matrix \( \hat{\mathbf{H}} \) from scratch by training the core DE\( \mathcal{L} \)AN model in conjunction with a policy trained follow randomly generated straight line trajectories in free space. As this is intended to be a reference network, we do not utilize environment randomization nor end-effector masses in order to decouple these influences from initial dynamics learning.

Task-Specific Training: After pretraining, we discard the original policy and freeze the core DE\( \mathcal{L} \)AN backbone. For a new task, we proceed to train our residual extrinsics-aware model in conjunction with a new policy to learn residual mass matrix \( \hat{\mathbf{H}} \) to better capture the task-specific dynamics.

Our dynamics model runs at the same policy frequency (20Hz), and uses residual scaling limit of \( \varepsilon = 0.1 \).

IV. EXPERIMENTS

A. Experimental Setup

Tasks. We propose a set of simulated manipulation tasks that highlight the benefits of robust compliant control (Fig. 4). All experiments are conducted using the Franka Panda robot. We implement our environments using Isaac Gym [26], a high-fidelity simulator that has been shown to enable simulation-to-real transfer learning to physical hardware [27, 28].

Path Tracing: The robot must follow a set of procedurally generated way-points defining a parameterized path. Sampled paths during training include circles of varying sizes with randomized positions and orientations. The robot also has a sealed container attached to its end-effector containing an unknown mass of randomized weight. Task observations include agent end-effector and goal poses. This task focuses on the robot’s ability to accurately follow desired trajectories while being robust to varying impedance.
controllers, including joint-space options Joint Position, Joint Velocity, Joint Torque and task-space options Inverse Kinematics (IK), OSC (no VICES), OSC. Among these controllers, the joint-space controllers must operate in the highly nonlinear joint actuation, and IK cannot model compliance.

The torque-based controller baselines are automatically provided with rough estimations of gravitational compensation torques $\tau_g = \sum_{i=1}^{N} \mathbf{J}_i^T \mathbf{m}_i$, where $\mathbf{J}_i$ is the Jacobian and $\mathbf{m}_i$ is the mass for the $i$-th robot link. For OSCAR, $\tau_g$ is generated directly from the learned dynamics model. In contrast, the IK, Joint Velocity, and Joint Position controllers do not operate in torque space, and so we disable gravity for these controllers. They have a distinct advantage over the torque-based controllers because their learned policies do not have to account for the dynamics influences from gravity. OSC baselines are provided the analytical mass matrix. whereas OSCAR does not have access to any analytical dynamics parameters from the robot model.

**B. Performance: Train-Distribution Evaluation**

We first consider the normal training performance of each controller on each task. We train our policies using PPO [29] with 2048 parallelized environments using 3 random seeds, and utilize identical hyperparameters across all models for fair comparison (Fig. 5). We find that OSC is often the strongest baseline across all tasks and consistently outperforms OSC without VICES. This result validates OSC’s strengths as a task-space compliant controller and highlights the advantages of dynamically choosing compliance gains to enable policy adaptation to changing dynamics.

OSCAR outperforms all baselines across all tasks, with significant improvements in the more complex Cup Pouring (over 90%) and Puck Pushing tasks (over 60%) compared to the next best baseline. This result indicates that policy learning is not hindered by the OSCAR’s learned dynamics model, and in fact benefits from the learned task-specific dynamics. We also note that while the decomposition of $\tau_g$ is not supervised during training, the learned values are sufficiently stable for OSCAR to succeed at each task and still significantly outperform other baselines.

**C. Robustness: Out-of-Distribution Zero-Shot Evaluation**

After training, we examine each trained model’s robustness to novel task instances in a zero-shot setting. We modify each task’s parameters to out-of-distribution combinations previously unseen during training. We maximize the influence of these extrinsics by setting dynamics parameters to their maximum training range values, and significantly increasing relevant masses over the training maximum value. We measure relevant success metrics for each task, and find that OSCAR is the most robust to policy degradation, outperforming the next best baseline by 63% on the Puck Pushing task and 3780% on the Cup Pouring task (Table I). These results show that OSCAR can be readily deployed in previously unseen dynamics while maintaining high task performance.

**D. Adaptability: Out-of-Distribution Finetuning**

Finally, we evaluate each model’s ability to rapidly adapt to distribution shifts. In this experiment, we aggressively
modify the task parameters and then allow each trained model to finetune under the new settings. To reflect more realistic transfer settings with limited resource bandwidth, we train using only 4 parallel environments instead of 2048 as before. We find that OSCAR re-converges much more quickly compared to all other baselines and also achieves over 500% for Cup Pouring and 90% for Puck Pushing performance improvements over the next best baseline (Fig. 5). These results suggest that OSCAR helps overcome the exploration burden for difficult task instances by leveraging a previously trained model and further adapting it online. This property is appealing for task transfer, where OSCAR can leverage the advantages of large-scale simulations while quickly adjusting to new environment conditions in a sample-efficient manner.

E. Ablation Study

Lastly, we compare OSCAR against multiple ablative self-baselines on the Cup Pouring task to validate some key design decisions. We report both the training distribution performance and zero-shot out-of-distribution degradation (Table II). We find that while our model is marginally outperformed by some other variant during training, it is the most robust under zero-shot domain shift and results in 34.7% less degradation compared to the next strongest ablative model. These results validate the key modeling components of OSCAR: namely, the multiplicative residual (vs. additive), extrinsics encoder (vs. no extrinsics), and two-step task-agnostic task-specific method used (vs. using no residual and manipulating the base DELAN structure instead).

V. RELATED WORK

Action Space for Learning Robot Control. Choosing an appropriate action space for learning methods in robotics can be nontrivial. While joint-space commands can be immediately deployed on a robot, they are high-dimensional and nonlinear. Recent work has demonstrated that the abstraction provided by task-space controllers, such as inverse kinematics (IK) [30] and operational space control (OSC) [16], can improve policy performance and reduce sample complexity [4, 6, 24, 31]. Nonetheless, these approaches are heavily model-based and require parameter tuning to overcome kinematic redundancies and modeling errors [32, 33]. Despite OSC’s more expressive formulation that models compliance, prior work has primarily focused on improving IK [34–37]. A few works exploring OSC have sought to learn its parameters in data-driven ways, such as applying reinforcement learning (RL) to track desired trajectories [38] or learning the impedance gains for adapting to task-specific dynamics [4]. Unlike these methods which are limited to gain tuning and require knowledge of the underlying dynamics, we seek to completely eliminate the modeling burdens and infer dynamics from trajectories.

Deep Learning for Dynamical Systems. In contrast to policy learning methods that seek to adapt to environment dynamics, a parallel line of work has explored directly modeling these system dynamics as learnable ordinary differential equations (ODEs) with deep neural networks. While the majority of these works seek to model arbitrary physical dynamics [22, 23, 39, 40], some have explored specific complex physical phenomena such as contact [41–43] and fluid dynamics [44, 45]. These works leverage strong physical priors to enforce model plausibility. While these works have demonstrated promising results in restrictive domains, they have yet to show success for realistic contact-rich dynamics, such as high degree-of-freedom robot arms physically interacting with objects. Our work builds upon Lutter et al. [22, 23]’s DELAN model. We augment its modeling capacity to perform joint policy and dynamics learning end-to-end for contact-rich manipulation tasks.

System Identification in Robotics. Our work is also relevant to methods for system identification (sysID), which seek to estimate accurate models of dynamics from data. Classical methods on sysID [46–48] define a priori models and seek to estimate its unknown parameters from sampled data. More recent data-driven methods have relaxed the modeling burdens and proposed to train deep neural networks to capture relevant task dynamics parameters either directly [27, 49] or via latent representations [25, 50]. Recent work on simulation-to-real transfer has focused on estimating distributions of simulated dynamics parameters [51] or allowing end-to-end differentiation through simulation [52, 53] for tuning the simulation model’s fidelity. In a similar vein as these works, we leverage simulation with varied dynamics to allow our learned dynamics model to infer both direct and latent representations of these parameters. However, in contrast to most of these works that infer relevant parameters in an end-to-end fashion, we decouple the process into task-agnostic and task-specific phases, allowing our model to generate a reference representation that can be tuned to specific tasks.

VI. CONCLUSION

We showcased OSCAR, a data-driven method online learning of dynamics parameters for OSC from scratch, removing OSC’s modeling burden and accelerating simultaneous end-to-end training of a task policy and a dynamics model. We showed that compared to extensive baselines, OSCAR shows better performance during training, less degradation in zero-shot out-of-distribution, and better adaptation when finetuned under significant domain shifts. While we were only able to validate OSCAR’s sim2sim transfer due to limited hardware access during the pandemic, we hope to soon evaluate on sim2real transfer and further develop our method as a means to deploying data-driven OSC control to real robots.
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