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Abstract
Advanced analytics are fundamental to transform large manufacturing data into resourceful knowledge for various purposes. In its very nature, such “industrial big data” can relay its usefulness to reach further utilitarian applications. In this context, Machine Learning (ML) is among the major predictive modeling approaches that can enable manufacturing researchers and practitioners to improve the product quality and achieve resource efficiency by exploiting large amounts of data (which is collected during manufacturing process). However, disposing ML algorithms is a challenging task for manufacturing industrial actors due to the prior specification of one or more algorithms hyperparameters (HPs) and their values. Moreover, manufacturing industrial actors often lack the technical expertise to apply advanced analytics. Consequently, it necessitates frequent consultations with data scientists; but such collaborations tends to cost the delays, which can generate the risks such as human-resource bottlenecks. As the complexity of these tasks increases, so does the demand for support solutions. In response, the field of automated ML (AutoML) is a data mining-based formalism that aims to reduce human effort and speedup the development cycle through automation. In this regard, existing approaches include evolutionary algorithms, Bayesian optimization, and reinforcement learning. These approaches mainly focus on providing the user assistance by automating the partial or entire data analysis process, but they provide very limited details concerning their impact on the analysis. The major goal of these conventional approaches has been generally focused on the performance factors, while the other important and even crucial aspects such as computational complexity are rather omitted. Therefore, in this paper, we present a novel meta-learning based approach to automate ML predictive models built over the industrial big data. The approach is leveraged with development of, AMLBID, an Automated ML tool for Big Industrial Data analyses. It attempts to support the manufacturing engineers and researchers who presumably have meager skills to carry out the advanced analytics. The empirical results show that AMLBID surpasses the state-of-the-art approaches and could retrieve the usefulness of large manufacturing data to prosper the research in
Introduction

The fourth industrial revolution or Industry 4.0 field is increasingly relying on machine learning algorithms. These are generally used to conduct predictive analytics and gain greater insights into the complex manufacturing processes [1]. For example, ML algorithms have been applied with great success at the process, machine, shop floor and supply chain levels, and have proven effectiveness in predictive maintenance field by predicting the occurrence and severity of machinery failures [2, 3]. Recently, a predictive model [4] based on machine learning has been used to estimate and predict the gradual degradation of such machinery, allowing the operators to make informed decisions regarding maintenance operations. These results, among others, indicate heavy interest in ML development and analysis for manufacturing applications.

As machine learning has proven its benefits and efficiency in many fields, its successful implementation in the context of manufacturing industry requires a large effort from human experts and practitioners since there is no one size fits all algorithm that can perform well on all possible problems [5]. Even though being familiar with manufacturing data, industrial researchers are still lacking the machine learning expertise required to handle these industrial big data sources [6].

To overcome such a lack, they often cooperate with data science experts. Nevertheless, for this interactive process to converge, a lot of effort and time is required from both sides. This is due to the fact that devising and deploying ML solutions needs to be started from scratch. This long journey has to start from a lengthy data provisioning process. It continues with finding the right collaborators which requires a continuous back-and-forth exchange between ML experts and industrial actors. Hence, automating activities often require human expertise that would allow smart factories actors and researchers to rapidly build, validate, and deploy machine learning solutions.

Motivated by this goal, Automated Machine Learning (AutoML) [7] has emerged as a new research field aiming to automatically select, compose, and parameterize machine learning models, which are able to achieve an optimal performance on a given task. Owing to the immense potential of AutoML, various learning paradigms have been applied to this task and tools are available to the research community such as TPOT [8], AutoWEKA [9], Auto-sklearn [10], as well as commercially ones such as Rapid-Miner [11], Big ML [12], and Data Robot [13]. However, the computational complexity, the huge time required to get the results, and the technical expertise required to deploy them, have prevented many applications of these techniques in the manufacturing field [14, 15]. Hence, the industrial needs are yet to be fulfilled [6, 15].

In this paper, we present AMLBID, a novel meta-learning based tool with the advantage of a computational complexity near O(1), intended for automating the selection and parametrization of ML models that deal with industrial big data. Therefore, the proposed solution may improve their quality of service, productivity, and more importantly, reduce the need for ML human experts.
Given a dataset, and an evaluation metric (e.g., predictive accuracy, precision, recall), AMLBID produces a ranked list of all candidate pipelines based on their expected performance with respect to the desired metric. This list is produced based on a meta-knowledge base gained from previously analyzed manufacturing datasets and combinations of pipelines, without executing individual candidate pipelines. We compare the performance of AMLBID to those of current state-of-the-art pipeline generation approaches [8, 10]. The results of the evaluation, conducted on real-world manufacturing classification problems, show that our system achieves comparatively better results to the baselines in terms of predictive performance and run-time.

The remainder of this paper is structured as follows: in “Related work” section, we discuss the closely related works with respect to ML-based data analytics in industry 4.0 and discuss most relevant works on the Automated Machine Learning. “AutoML in manufacturing industry” section briefly review the use of AutoML technology in the manufacturing industry. In “Framework and methodology” section, we provide an overview of our Meta-Learning (MtL) based framework and methodology for supporting the model selection and parametrization in the AutoML process and present its core features. In addition, we discuss in detail the materialization of our proposed tool in terms of a prototype validation solution. In “Evaluation results and discussion” section, we show the results of the empirical evaluations. Finally, “Conclusion and future work” section summarizes the paper and outlines the future perspectives.

**Related work**

**Industrial data analytics**

This section presents an overlapped overview of advanced data analytics applications in the manufacturing industry. Various manufacturing levels including process, machine, shop floor and supply chain levels are examined to assess the internal mechanisms of advanced analytics techniques which are applied across different contexts to understand the nature of machine states and anomalies.

**Advanced analytics practices at the process level**

The process level has a wide-range of advanced analytics applications. Researchers have applied machine learning techniques to improve the products quality control and increase the efficiency of manufacturing processes [14, 16].

Predicting the product quality helps manufacturing engineers to anticipate faulty products and improve the products design. Asif et al. [17] present a machine learning based approach to predict different weld qualities in real-time using weld input parameters and Acoustic Emission to overcome the post production evaluation stage that often results in disposal of expensive material or lengthy repair processes. The Logistic Regression (LR) and Sequence Tagging algorithms are used to predict the presence of five weld states good, excessive penetration, burn-through, porosity and porosity-excessive as penetration for decision-making. Their prediction accuracy of LR and Sequence Tagging algorithms has been of 82.35% and 91.18%, respectively.

Similarly, aiming to classify castings of steel wires for tire reinforcement depending on the number and properties of non-metallic inclusions, Cuartas et al. [18] conducted a study based on 855 observations obtained from the quality control of the steel. Their
comparative study on Logistic Regression, K-Nearest Neighbors, Support Vector Classifier, Random Forests, AdaBoost, Gradient Boosting and Artificial Neural Networks algorithms forecasts whether the casting will be rejected or not. It qualifies Random Forest as the most successful algorithm providing an Area Under the Curve (AUC) in the test set of 85%.

**Advanced analytics practices at the machine level**

In some research works, the machine learning applications are deployed to monitor and understand machine behaviors. Tools conditions, for example, have been monitored using machine learning techniques. Monitoring tools conditions involves the tracking of the evolution of the tools states and detect a fault or breakage [19–21]. Existing literature features the applications of Support Vector Machines (SVM) for the condition monitoring of tools. Medina et al. [22] proposed a machine learning based approach for fault classification in two mechanical equipment (i.e. gearbox and roller bearings). The faults classification is obtained by using a multi-class SVM. The proposed approach has been tested using a 10-fold cross-validation strategy on the vibration signals of these equipment. Their final results show that the proposed approach could achieve a classification accuracy of 99.3% for the gearbox dataset and 100% for the roller bearings. Similarly, an adapted deep neural network strategy [19] has been proposed for condition monitoring of an in-wheel motor (classification of the wear of inner race and outer race). The classification results of the approach achieved a classification accuracy of 99.8%.

**Advanced analytics practices at the shop floor and supply chain levels**

The advanced analytics are also applied in the manufacturing industry at a higher level. It is aimed at the correct production planning and control which can lead towards the global improvement in manufacturing production systems [23].

The utility of applied analytics has also proven to resolve the supply chain problems which are often complex np-hard combinatorial optimisation problems. Carbonneau et al. [24] used Neural Networks (NNs) to forecast demands in a supply chain to optimize the polynomial time costs and resource usage to fulfill the orders. They compared this technique with regular regression and SVM, concluding that SVMs and NNs are faster, but not more accurate than regular regression models. Likewise, Wu [25] proposed a hybrid intelligent system combining the wavelet support vector machine and particle swarm optimization for forecasting car sales. The obtained simulation results demonstrate the proposed approach as an effective solution in dealing with uncertain data and finite samples.

**Common practices to apply advanced analytics for manufacturing-related problems**

Predictive analytics have gained significant interest among the industry 4.0 community. Machine learning based data analytics techniques are widely applied across different levels of the manufacturing industry. Wuest et al. [26] summarized the ability of machine learning techniques to meet manufacturing requirements. According to their work, expressively not every machine learning technique is applicable to every manufacturing problem. As manufacturing stakeholders do not possess the necessary expertise to achieve these tasks, they often collaborate with data scientists who may provide
guidelines for applying machine learning techniques. In most cases, these collaborations are complex causing excessive consumption of time and effort.

Capabilities to perform advanced analytics without strong data science knowledge are highly desired to facilitate the application of advanced analytics in manufacturing. In our previous work [6], we presented an overview of a manufacturing-specific framework to equip the manufacturing researchers and actors with these capabilities. We discussed different requirements and challenges to build such a system while in this paper, we present a prototype validation tool in order to automate the selection and parametrization of machine learning models and the implementation of the framework to resolve the manufacturing-related problems.

Automated machine learning

The Automated Machine Learning is the process of applying the machine learning techniques, without special assistance or intervention, on the real-world problems [27]. The goal of this research field is usually to enable non-ML experts to effectively utilize “off-the-shelf” solutions and thus save the time and effort for knowledgeable practitioners. AutoML systems follow the no free lunch theorem as “no single solution fits best for every domain and use case” [5]. At its core, the AutoML attempts to solve the problem as follows: given a dataset, a machine learning task (e.g. classification, regression, clustering) and a performance criterion (e.g. accuracy, recall, F1 score), perform the task based on the dataset while optimizing the performance criterion [28].

A number of approaches have been proposed to support the machine learning automation. These approaches range from automatic data pre-processing [29] to automatic model selection [30, 31]. Some approaches [8, 9] attempt to automatically and simultaneously select the right learning algorithm and find the optimal configuration of its hyperparameters. These approaches are also referred as Combined Algorithm Selection and Hyperparameters optimization problem (CASH).

Owing to the immense potential of AutoML, a number of different learning paradigms have been applied to this task. Similarly, several tools are available to the research community such as Auto-sklearn [10], AutoWEKA [9], TPOT [8] as well as commercially ones such as RapidMiner [11], and Google AutoML [32]. An ongoing competition [33] around this goal has been running since 2015 focusing on various budget-limited tasks for supervised learning. A brief comparison among the most popular AutoML systems and platforms, in terms of cost, coding requirements, processing location, input data requirements, and supported Operating Systems is given in Table 1.

Auto-WEKA [9] is an AutoML framework with ongoing improvements [36] for building the machine learning pipelines based on the Weka [37] ML library. Auto-Weka addresses the CASH problem using the Bayesian optimization.

Auto-Sklearn [10] is an AutoML toolkit implemented on top of the Scikit-Learn\footnote{https://scikit-learn.org.} data-mining library. It uses the meta-learning, together with the ensemble construction and Bayesian optimization search procedures to address the CASH problem.
The Tree-based Pipeline Optimization Tool (TPOT) [8] employs the genetic programming algorithms to optimize ML pipelines by exploring many different possible pipelines. Each pipeline consists of a machine learning model and their hyperparameters configuration. While their evolutionary strategy can cope with this irregular search space, many of the randomly assembled candidate pipelines evaluated by TPOT end up as invalid. It thus result in wasting the valuable time that could have been spent for training the valid models.

Among the big market actors, Google Cloud Platform recently released the AutoML Tables2, a supervised learning service that handles end-to-end AutoML, but it is only available on Cloud as a managed service of the commercial framework.

While all of these tools provide partial or complete ML process automation, each one works differently, and targets different dataset structures, platforms, algorithms, or end-users, thus posing unique advantages and disadvantages at the same time. For instance, Auto-Sklearn is embedded in Python, however, it only operates on structured data using Linux Operating System. Auto-WEKA supports Weka ML algorithms with the advantage of a graphical user interface, but it is limited to statistical algorithms. RapidMiner is among the tools that provide features engineering capability but it requires expert guidance. Whereas, Google AutoML supports most datasets and algorithms but the service is only cloud-based, and it is mostly commercial for dedicated data processing.

### AutoML in manufacturing industry

Although AutoML has been applied to a range of purposes and applications [6], few attempts have been made to apply these techniques in the manufacturing field. It is largely observed that the industrial needs are yet to be satisfied as the industrial actors mostly use traditional ML processes rather than AutoML [38].

As mentioned in [6], there are several challenges that tackle the application of machine learning in the manufacturing space. One of the main challenges is concerned with the construction of a high-quality and representative data set. This is a difficult task, as in a manufacturing unit, data are oftenly in heterogeneous formats and each process generates different amounts of data in various formats (CPS data, images, text etc.) along with different quality levels (data variety/skew) [39–41]. Another reason for
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2 https://cloud.google.com/automl-tables.
the low adoption rate of AutoML solutions in the industrial space is that current methods for the ML pipeline optimization are inefficient on the large datasets derived from the manufacturing environment.

In order to overcome some of these issues, Lechevalier et al. [14] proposed a framework for semi-automatic generation of analytical models in manufacturing. They also proposed a proof-of-concept prototype that allows practitioners to generate artificial neural networks for prediction tasks through a user interface. Similarly, Villanueva Zacarias et al. [15] present a framework that automatically recommends suitable analytics techniques with respect to a domain-specific problem at hand. Both frameworks have represented promising approaches to tackle the problem of automated-analytics technique configuration in the manufacturing domain. However, these frameworks do not achieve the required goal of identifying the promising combinations of analytics and the application areas in the first place. Therefore, they cannot be used as decision-making tools at the managerial level [42].

**Framework and methodology**

Meta-learning or learn to learn is a general approach used for predicting how an algorithm will perform on a given task. It is a method that aims at finding the correlation between datasets meta-features (characteristics) and learning algorithms. Given the characteristics of a dataset, a predictive meta-model can be used to forecast the performance of particular ML pipelines. As discussed earlier, the ability to implement knowledge extraction using ML techniques tend to be increasingly complex and time consuming for non-expert users. AMLBID, in this respect, is a meta-learning based AutoML system in the form of a Python package. It attempts to automate the process of the algorithms selection and the tuning of hyperparameters in supervised ML.

**Conceptual description**

The global architecture of the proposed framework is depicted in Fig. 1. The algorithms recommendation and parametrization is provided by the *Suggestion Engine* through the use of a collaborative knowledge base (KB) which is an inherent part of the system. The KB is simply a collection of inductive meta-features that describe the datasets, the
pipelines and their inter-dependencies. Whenever a new dataset is presented to the system, the suggestion engine provide a suggestion of the most appropriate pipelines (classifiers with their hyperparameters configuration). AMLBID has been developed on the meta-learning concept, consequently, it consists of two main phases which are the learning phase and the recommendation one.

In the **learning phase**, a meta-learning space is established using meta-data about prior learning tasks and previously learned models. It consists of datasets characteristics (*meta-features*) and the performance measures for 08 machine learning algorithms on those particular datasets. The first step is to create a meta-dataset for the selection of a set of datasets to perform machine learning experiments. In the second step, two actions have to be performed on each dataset. On the one hand, the meta-features (characteristics) of the dataset must be calculated. Meta-features describe the dataset in various ways. For instance, it includes the number of attributes, instances and classes in the dataset, the skewness of numerical features. More information about the various meta-features is described in the next section. On the other hand, machine learning experiments have to be run on the datasets. Following these requirements, the results of this step are combined into a single meta-dataset, and as final result of the MtL process, a meta-model is induced. This meta-model represents the mapping between meta-features describing the dataset, and the predictive performance obtained by the group of learning algorithms when applied to these datasets.

The **recommendation phase** is initiated when a new dataset to be analyzed arrives. At this point, a set of meta-features describing the dataset are extracted and fed to the meta-model for the suggestion of the top modeling pipeline(s). Existing automated machine learning tools are not tailored to industrial practitioners and researchers' needs [6, 42]. This work addresses the gaps in existing tools and it can be considered innovative for the following reasons:

1. **We present the pioneer framework system that is capable to automate ML predictive models building and configuration over industrial big data.** The software may enable manufacturing actors to rapidly build well performing predictive models to improve outcomes and reduce costs for various tasks such as machine's failures prediction as well as the need of classical collaborations.

2. **We present a tool to automatically select ML algorithms and hyperparameters configuration for a given machine learning problem which is comparatively more quick than the currently available methods with a computational complexity near O(1).**

3. **We develop an open source python package that can be used by engineers, researchers and data analysts to automatically generate well performing ML pipelines.**

**Prototypical implementation**
We attempt a novel tool to assist the industrial actors during the selection and configuration process of empirically most suitable ML model. For this purpose we adapted the meta-learning paradigm along with the meta-data which are stored in form of a
meta-knowledge base. It principally maintains the results of different classification algorithms on datasets and meta-features of datasets. In this context, an adequate ML pipeline for a fresh dataset can be selected with the help of the past training experiences. For selection, different distance functions are available to match meta-features of the freshly introduced problem with ones that are available in the meta-knowledge base. In the following section, we discuss in detail the used datasets and their meta-features along with the performance evaluation and the meta-knowledge base construction.

**Datasets**

In this study, we used 400 real-world manufacturing classification datasets that have been collected from the popular Kaggle, KEEL, UCI, and OpenML platforms. These datasets represent a mix of binary (76%) and multiclass (24%) classification tasks, which are highly diverse in terms of dimensionality, and class imbalance. The meta-features of these datasets are summarized in Table 2.

It is worth noting that the used datasets cover a broad range of application areas, including process level studies, machine related problems and supply chain level, among others (see Table 3). In order to ensure the fairness in our performance comparison, we have not performed any preprocessing operation on the datasets to avoid any potential bias or impact on the classifiers performances.

**Meta-features**

A meta-feature, also considered as a characterization measure, is a function that extracts relevant characteristics from a dataset to characterize its complexity. The description of a dataset by a set of meta-features produces a numerical values vector. During the
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Table 2 Statistics about the used datasets according to the number of classes, predictive attributes and instances

| Classes | Attributes | Instances |
|---------|------------|-----------|
| Min     | 2          | 5         | 1800      |
| Max     | 18         | 1000      | 105908    |

Table 3 Statistics about the used datasets according to related tasks

| Task              | # Dataset | µ Attributes | µ Instances | µ Classes |
|-------------------|-----------|--------------|-------------|-----------|
| Process level     | 78        | 29           | 30529       | 3         |
| Machine level     | 248       | 53           | 13942       | 2         |
| Supply chain level| 74        | 17           | 21726       | 2         |

The "#" symbol denotes "number of", and "µ" denotes "average of".

---

1 https://www.kaggle.com/
2 https://sci2s.ugr.es/keel/datasets.php.
3 https://archive.ics.uci.edu/.
4 https://www.openml.org/.
current study, we considered 42 meta-features from each dataset (Table 4). These meta-features can be organized into three main classes:

**General measures** that include general information related to the problem (dataset) at hand. To an extent, their purpose is to measure the complexity of the underlying dataset (e.g., number of instances, dataset dimensionality, ratio of missing values, attributes and classes, etc.).

**Statistical and information-theoretic measures** that describe the numerical properties of data distribution in a dataset sample. They include different summary statistics per attribute like mean, standard deviation, etc.

**Landmarking** that characterize the predictive problems (datasets) when basic machine learning algorithms (with default hyperparameters configuration) are performed on them. In our system, the K-Nearest Neighbor (KNN), Gaussian Naive Bayes (GNB), Decision Trees (DT), and the Linear Discriminant Analysis (LDA) were used as landmarks.

**Pipelines generation**

We used 08 classifiers from the popular Python-based machine learning library, Scikit-learn in order to build the meta-knowledge base. These classifiers are *Support Vector Machines, Logistic Regression, Decision Tree, Random Forest, Extra Trees, Gradient Boosting, AdaBoost*, and *Stochastic Gradient Descent* classifier.

To better understand the execution scenario of the proposed framework, the algorithm 1 shows the construction process of the knowledge base. We actually generate at least 1000 different combinations of the hyperparameters configurations for every single execution of a classifier over each dataset. This execution process results in an average of 8000 pipelines for each dataset. It might be useful to note that during the training of this pipeline, we use a 5-fold stratified cross-validation strategy to construct the meta-datasets. As a result, the knowledge base consist of more than 4 millions evaluated classification pipelines. It can be observed that the number of configurations/evaluations of any considered algorithm is not the same due to the different variations of algorithms hyperparameters.

| Meta-feature         | Description                                    |
|----------------------|------------------------------------------------|
| Nbr_Instances        | Number of dataset instances                    |
| Nbr_Classes          | Number of classes                              |
| Class_Entropy        | Class entropy                                  |
| Nbr_Features         | Number of features                             |
| Skew_min/max/mean    | Min, max and mean skewness of numerical features|
| Kurtosis_min/max/mean| Min, max and mean kurtosis of numerical features|
| Class/Attr kurtosis  | The distribution probability of classes/attributes|
In general, during an AutoML optimization process, the main goal is to efficiently reduce the search space in order to make an effective use for allocated time and resource budget. In particular, it is significant for the optimization process to select, or at least start with, only few classifiers or pipelines, which have the highest potential to provide the optimal performance on the input dataset.

In order to tackle this challenge, we develop a Meta-Model for the prediction of the most appropriate classifier(s) for a given dataset as well as combination of the related hyperparameters configuration. It is based on meta-features, given the fact that we already have the previous knowledge regarding the performance of the classifiers on datasets with similar characteristics.

Let us consider an execution flow in order to better understand the in-depth detail of the functional construction of meta-model. The training process of the meta-model is initiated, for each considered performance measure (i.e., accuracy, precision, recall, and F1-score). We retrieve the set of all the best predicted results of all considered evaluation metrics in compliance to the rule given in algorithm 2.

**Algorithm 1** Establish the meta-knowledge base.

```plaintext
1: Input: ClassificationAlgs[...], HpSpace[...], PerfMeasures[...]
2: Output: metaKB[#measure][#metadata]
3: function CREATEMETAKB(datasets[])
4:     metadata[#] = []
5:     for each measure in PerfMeasures do
6:         for each dataset DS in datasets do
7:             ds.mf = ComputeMetaFeatures(DS);
8:             for each algorithm Alg in ClassificationAlgs do
9:                 for each hyperparameters configuration Hp in HpSpace do
10:                    ds.pm = GetPerformanceWithHoldCV(Alg, Hp, DS);
11:                    metadata[#] ← ds.mf ∪ ds.pm;
12:     return meta_KB
```

**Meta-model**

In general, during an AutoML optimization process, the main goal is to efficiently reduce the search space in order to make an effective use for allocated time and resource budget. In particular, it is significant for the optimization process to select, or at least start with, only few classifiers or pipelines, which have the highest potential to provide the optimal performance on the input dataset.

In order to tackle this challenge, we develop a Meta-Model for the prediction of the most appropriate classifier(s) for a given dataset as well as combination of the related hyperparameters configuration. It is based on meta-features, given the fact that we already have the previous knowledge regarding the performance of the classifiers on datasets with similar characteristics.

Let us consider an execution flow in order to better understand the in-depth detail of the functional construction of meta-model. The training process of the meta-model is initiated, for each considered performance measure (i.e., accuracy, precision, recall, and F1-score). We retrieve the set of all the best predicted results of all considered evaluation metrics in compliance to the rule given in algorithm 2.

**Algorithm 2** The functional construction of meta-model.

```plaintext
1: D: set of training datasets
2: P: set of evaluated pipelines
3: for each d ∈ D do
4:     for each p ∈ P do
5:         if performance_result(p) = max(performances) then
6:             p ← class1
7:     else
8:         p ← class0
```

It can be observed that in the case of the best prediction result for a given dataset if the result is above the maximum accuracy achieved by all other classifiers for each dataset then we denote the identified classifier as the top performer classifier (Class 1), otherwise we denote the classifier as the low performer classifier (Class 0) for the concerned dataset. In other words, the Class 1 label reflects that the classifier has the
potential to be among the best performing classifiers on the given dataset, whereas a classifier labeled as \textit{Class 0} indicates that the identified classifier could not be among the top performers.

For each treated dataset and subsequently evaluated pipelines, we extract the set of characteristics of the dataset (meta-features) and the characteristics of pipelines (either top performer class or low performer class). The set of meta-features vectors are then used to fit a Decision Tree prediction model for the top performing classifiers, using the meta-feature variables as predictors and the classifiers labels as targets of the meta-model. We use the decision tree to build the prediction model because of its good interpretability and the better ability to understand the coefficients of feature importance of the model \cite{6}. For the current Meta-Model, we have mainly focused on the optimization of the recall of \textit{Class 1} as the classifier has the potential to be among the best performing classifiers. Therefore, we were bound to consider different levels of the decision tree model hyperparameters configurations. For instance, the following configuration provided the best meta-model result (among all the considered configuration):

\begin{verbatim}
'class_weight': (1: 1, 0: 0.7), 'criterion': 'gini'.
\end{verbatim}

\textbf{Evaluation results and discussion}

In the following sections, we describe the empirical study of the performance achieved by the experiments with AMLBID on various manufacturing datasets. Following the eventual experimental configuration, we demonstrate the ability of AMLBID to effectively search the generated enormous hyperparameters space to find the optimal algorithms and hyperparameters with low computational complexity. Finally, it leads us to a comparative evaluation of the performance of AMLBID to those of the currently available the state-of-the-art (i.e. the TPOT \cite{8} and Autosklearn \cite{10}) ML pipelines generation tools.

\textbf{Experimental configuration}

To ensure meaningful comparison, we benchmark on a highly varied selection of 30 datasets that cover both binary and multiclass classification problems from the perspectives of different industry 4.0 levels. These data are gathered broadly from two major sources:

- OpenML AutoML benchmark: Datasets curated to serve as representative benchmark for AutoML frameworks \cite{43}. These datasets span various binary and multiclass classification problems and exhibit substantial heterogeneity in sample size and dimensionality.
- State-of-the-art papers: Datasets collected from research papers dealing mainly with industry 4.0 related problems using machine learning solutions.

These 30 fresh datasets were not previously exploited by any learning method during the offline phase in our framework. These are introduced to AMLBID to evaluate the pipeline recommendations (Table \ref{5}).
Evaluation method

The recommended ML pipelines were trained on the benchmark datasets. Subsequently, the performances of AMLBID are compared to those of the TPOT and Auto-sklearn frameworks and also to the results of the related research papers (that served as the source of original data). For TPOT, we used the default settings (i.e. generate and evaluate 120 pipeline for each dataset). While for Auto-sklearn, we compared AMLBID with two versions, as the Auto-sklearn has a “Vanilla” version that produces a single optimal pipeline (Auto-sklearn(V)) and the other version that creates a set of 50 best pipelines (Auto-sklearn(E)).

It is important to note that the both baseline frameworks evaluate each generated pipeline by running that on the given dataset, whereas AMLBID immediately produces, at an imperceptible computational cost, a list of potential top pipelines configurations using its meta-knowledge base.

Experimental results

We refer to the Table 6 to consult the comparative evaluation of the results obtained by exposing the 30 datasets to the AMLBID, TPOT, and both versions of Auto-sklearn. It can be observed that AMLBID performances are comparatively better than those of the baseline even though any pipeline on the dataset was not executed, prior to the recommendation. We can also observe and position the results obtained by AMLBID as more accurate than the results obtained by the TPOT, Auto-sklearn, and the related research papers on the same datasets in Table 7.

As shown in Table 7 and illustrated in Fig. 2, the results of some ML solutions, oriented from manufacturing industry, can be improved simply through the use of better models and related hyperparameters configuration. It can be useful to note that
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**Table 5** List (sample) of datasets used in the evaluation

| Dataset     | Num Class. | Num Inst. | Task                      |
|-------------|------------|-----------|---------------------------|
| [44]        | 4          | 995       | Failure risk analysis     |
| [45]        | 3          | 2000      | Chatter prediction        |
| [46]        | 2          | 61000     | RUL prediction            |
| APSFailure  | 2          | 60000     | APS system failure prediction |
| Higgs       | 2          | 110000    | Predictive maintenance    |
| CustSat     | 2          | 76020     | Customer satisfaction     |

**Table 6** Performance of AutoML systems on the 30-benchmark datasets

| System             | >  | < |
|--------------------|----|---|
| AMLBID             | 19 | 2 |
| TPOT               | 6  | 5 |
| Auto-sklearn(V)    | 2  | 17|
| Auto-sklearn(E)    | 3  | 6 |
evaluating only the top-1 recommended pipeline makes AMLBID more efficient than Auto-sklearn and TPOT.

In most of the state-of-the-art AutoML systems, one of the shortcomings is their computational complexity. Often, they require huge time and resources budget on non-conventional datasets. On the contrary, AMLBID has the advantage of the $O(1)$ computational complexity, generating the recommendation in significantly the negligible amount of time. This argument can be further testified by the proven results shown in Table 8, which presents the performance of AMLBID, TPOT and Autosklearn in terms of execution time on the same machine for the benchmarked datasets.

The landscape performance difference of AMLBID is accomplished because the other AutoML systems consume massive time to train the multiple algorithms with various configurations on the same dataset to produce the recommendation. As they require to train the ML model from scratch for the fresh datasets prior to generate the list of recommendation configurations. Whilst, as stated in the previous section, the AMLBID

| Dataset | AMLBID | TPOT | Auto-sklearn(V) | Auto-sklearn(E) | Original paper result |
|---------|--------|------|-----------------|-----------------|-----------------------|
| [44]    | 0.9374 | 0.9120 | 0.8215         | 0.9283          | 0.85                  |
| [45]    | 0.9706 | 0.9517 | 0.9632         | 0.9356          | 0.95                  |
| [46]    | 0.9941 | 0.9907 | 0.9782         | 0.99            | 0.9895                |
| [47]    | 0.9205 | 0.9991 | 0.9357         | 0.6863          | 0.9984                |
| [48]    | 0.8971 | 0.6711 | 0.908          | **0.9723**      | 0.9677                |
| [49]    | 0.9706 | 0.7767 | 0.678          | 0.9843          | 0.9278                |
| [50]    | 0.8967 | 0.8899 | 0.6783         | 0.7952          | 0.884                 |
| [51]    | 0.8748 | 0.7826 | 0.6702         | 0.7727          | 0.8659                |
| Wafer-ds | 0.8571 | 0.7312 | 0.8033         | 0.8953          | –                     |
| HTRU    | 0.8880 | 0.8415 | **0.9027**     | 0.6591          | –                     |
| Cnae-9  | 0.9671 | 0.8803 | 0.7922         | 0.8365          | –                     |
| Gas_Sens| 0.9739 | **0.9843** | 0.9256       | 0.9468          | –                     |
| Covertype| 0.8344 | 0.7307 | 0.7890         | 0.6521          | –                     |
| Kc1     | 0.8793 | 0.7097 | 0.7697         | 0.8552          | –                     |
| jannis  | 0.6719 | **0.7229** | 0.6171       | 0.6845          | –                     |
| MiniBooNE| 0.9645 | 0.9423 | 0.8343         | 0.8903          | –                     |
| KDDCup  | 0.9740 | 0.8934 | 0.9331         | 0.95            | –                     |
| segment | 0.9735 | 0.9681 | 0.9337         | 0.9542          | –                     |
| Higgs   | 0.713  | 0.726  | 0.7135         | **0.729**       | –                     |
| Credi-g | 0.7921 | 0.7188 | 0.5739         | 0.6121          | –                     |
| shuttle | 0.9649 | **0.9905** | 0.8429       | 0.9362          | –                     |
| APS Failure | 0.9910 | **0.9933** | 0.9716       | 0.984           | –                     |
| nomao   | 0.9708 | 0.9570 | 0.6995         | 0.7987          | –                     |
| CustSat | 85.59  | 0.8276 | 0.8072         | 0.8290          | –                     |
| kr-vs-kp| 0.9976 | 0.9209 | 0.6532         | 0.7593          | –                     |
| car     | 0.9754 | **0.9999** | 0.8549       | 0.9462          | –                     |
| albert  | 0.8759 | 0.8005 | 0.8288         | 0.7981          | –                     |
| airlines| 0.6982 | 0.6758 | **0.7094**     | 0.5927          | –                     |
| Numerai28.6 | 0.5207 | 0.4229 | 0.4836         | 0.4433          | –                     |

The best performances among all AutoML frameworks are highlighted in bold.

In most of the state-of-the-art AutoML systems, one of the shortcomings is their computational complexity. Often, they require huge time and resources budget on non-conventional datasets. On the contrary, AMLBID has the advantage of the $O(1)$ computational complexity, generating the recommendation in significantly the negligible amount of time. This argument can be further testified by the proven results shown in Table 8, which presents the performance of AMLBID, TPOT and Autosklearn in terms of execution time on the same machine for the benchmarked datasets.

The landscape performance difference of AMLBID is accomplished because the other AutoML systems consume massive time to train the multiple algorithms with various configurations on the same dataset to produce the recommendation. As they require to train the ML model from scratch for the fresh datasets prior to generate the list of recommendation configurations. Whilst, as stated in the previous section, the AMLBID
Fig. 2 The cumulative gains chart of AMLBID and the baseline AutoML tools over the state-of-the-art datasets.

Table 8 The run-time (in HH:MM:SS format) of the AMLBID, Auto-sklearn and TPOT tools on the benchmark datasets.

| Dataset     | Dataset size | AMLBID   | Auto-sklearn | TPOT   |
|-------------|--------------|----------|--------------|--------|
| [44]        | 959          | 00:00:05 | 01:23:47     | 00:08:14 |
| [45]        | 2000         | 00:00:12 | 01:49:21     | 00:13:57 |
| [46]        | 61000        | 00:05:29 | 04:19:05     | 03:42:09 |
| [47]        | 274627       | 00:11:43 | 08:19:37     | 06:09:51 |
| [48]        | 5000         | 00:01:27 | 02:31:07     | 01:38:36 |
| [49]        | 1567         | 00:00:53 | 01:33:45     | 00:19:47 |
| [50]        | 5388         | 00:00:57 | 01:56:50     | 00:55:51 |
| [51]        | 1567         | 00:00:33 | 00:58:50     | 00:21:12 |
| Wafer-ds    | 7306         | 00:02:17 | 03:44:26     | 01:42:21 |
| HTRU        | 54641        | 00:06:59 | 03:42:09     | 02:57:11 |
| vehicle     | 8463         | 00:02:28 | 02:12:40     | 01:45:40 |
| Cnarc-9     | 63260        | 00:05:47 | 04:07:39     | 03:24:52 |
| Gas_Sens    | 4188         | 00:01:14 | 02:47:20     | 00:42:36 |
| Covertypet  | 25524        | 00:03:04 | 01:28:31     | 01:36:14 |
| kc1         | 2108         | 00:00:38 | 04:19:26     | 04:51:02 |
| jannis      | 8641         | 00:01:41 | 02:31:07     | 01:41:51 |
| Miniboone   | 52147        | 00:04:23 | 03:59:56     | 02:11:01 |
| Kddcup      | 49402        | 00:05:06 | 03:47:20     | 02:37:38 |
| segment     | 2310         | 00:00:25 | 01:15:45     | 00:33:02 |
| Higgs       | 110000       | 00:06:16 | 07:37:55     | 05:43:24 |
| Credi-g     | 30000        | 00:04:39 | 02:03:34     | 05:33:03 |
| shuttle     | 57999        | 00:05:48 | 05:15:45     | 04:26:03 |
| APS Failure | 60000        | 00:05:39 | 03:58:39     | 05:23:35 |
| nomaq       | 31772        | 00:04:08 | 03:01:15     | 02:49:36 |
| CustSat     | 76200        | 00:06:06 | 05:07:03     | 04:09:36 |
| kr-vs-kp    | 3196         | 00:00:54 | 01:17:19     | 00:22:44 |
| car         | 1728         | 00:00:38 | 01:38:30     | 00:40:07 |
| albert      | 43824        | 00:06:27 | 04:09:17     | 03:01:03 |
| airlines    | 5473         | 00:01:40 | 02:18:27     | 00:57:52 |
| Numerai28.6 | 6574         | 00:03:22 | 02:07:39     | 01:16:17 |

The best performances among all AutoML frameworks are highlighted in bold.
meta-knowledge base is equipped with more than 4 millions of evaluated pipelines hence, it is capable to generate the recommendation by comparative search of meta-features with most similar existing dataset. Furthermore, with each iteration of fresh dataset, the meta-knowledge base of AMLBID is further enriched with evolutionary training. The confidentiality of the fresh dataset is respected by the fact that the knowledge base of AMLBID consists of the meta-features of dataset and not the data.

We can evidently conclude, from any of these obtained results, that AMLBID is significantly more accurate than all the baseline AutoML frameworks.

AMLBID software package
AMLBID has been implemented as a Python-package. The AMLBID API is subjected to automate the algorithms selection and related hyperparameters tuning for supervised machine learning through the proposed meta-learning based framework. The tool broadly has the AMLBID_Recommender module for recommending and building highly tuned ML pipelines according to the desired predictive metric.

Script 1 summarizes the interactions required to use AMLBID to recommend a ML pipeline. Subsequently, it attributes a score to the chosen pipelines and export the optimal one to a dynamically stored Python (.py) file.

```python
from AMLBID.recommender import AMLBID_Recommender
from AMLBID.loader import *

#Load dataset
Data, X_train, Y_train, X_test, Y_test = load_data("Dataset.csv")

#Generate the optimal configuration
model = AMLBID_Recommender.recommend(Data, metric="Accuracy", mode="Recommender")
model.fit(X_train, Y_train)

print(model.score(X_test, Y_test))

#Export configuration’s corresponding Python code
model.export("Recommended_pipeline.py")
```

Script 1: Illustrative code example of recommendation module.

As shown on line 5, the root directory of the dataset to be loaded is specified. The recommend function (as shown on line 8) initiates the meta-learning process to identify the top performing recommendations (ML algorithm with related hyperparameters configuration) based on the given performance criteria. Next, the recommended pipeline is evaluated on the provided test-set samples (as shown on line 12). Once this code completes its execution, the export function (as shown on line 15) is used to generate and export, Recommended_pipeline.py (shown in script 2), which is the corresponding Python implementation of the recommended ML pipeline.
Despite being in its early stages, the AMLBID package has been already appealed by the community as can be witnessed on the PyPI's Python packages index. Feedback from the community is highly positive, and several new applications have been proposed in addition to multiple research requests.

### Conclusion and future work

To enhance the production quality and improve the manufacturing industry, new techniques and technologies are being developed consistently. The machine learning techniques has been promising for the interests of the fourth industrial revolution. However, the customised knowledge required to use ML during the training process has been among the major obstacles to incorporate and advance ML models in manufacturing industrial domains. The dependence on manual crafting of ML models to produce desired performance makes it a difficult task despite the proven potential of ML models to improve the production.

The current work has been focused on the design, implementation, and evaluation of an automated ML system for manufacturing industry. AMLBID, in this context, is a novel Mtl-based tool that address the problematic of automated selection and configuration of ML algorithms. The proposed tool uses a recommendation engine that incorporates a meta-knowledge base maintained by the previous and ongoing

```python
import numpy as np
import pandas as pd
from sklearn.tree import DecisionTreeClassifier
from sklearn.metrics import classification_report
from sklearn.model_selection import train_test_split

data = pd.read_csv("Dataset.csv")
X = data.drop('class', axis=1)
Y = data['class']

X_train, X_test, Y_train, Y_test = train_test_split(X, Y, test_size=0.3, random_state=42)

model = DecisionTreeClassifier(criterion='entropy', max_features=0.5672564, min_samples_leaf=5, min_samples_split=20)
model.fit(X_train, Y_train)

Y_pred = model.predict(X_test)
score = model.score(X_test, Y_test)

print(classification_report(Y_test, Y_pred))
print('Pipeline test accuracy %.3f' % score)
```

Script 2: Generated python file.

https://pypi.org/project/AMLBID/.
recommendation results in manufacturing domain. The AMLBID explicitly train meta-models which are capable of identifying effective pipelines by exploring the interactions between datasets and pipelines topology without performing expensive computational analysis. In this regard, we presumably prevail the major limitations of AutoML-based systems which have been the computational complexity and excessive run-time performance losses. The presented comprehensive empirical evaluations reveal that AMLBID is significantly more accurate than popular AutoML frameworks. In the future, we are planning to extend the proposed framework in several directions. We have set the short-term goal to expand AMLBID to include datasets and models for regression problems. Furthermore, we are also aiming to extend the analysis to include the classifiers of distributed ML libraries since we encounter the analysis of industrial big data. In addition, further analysis and Meta-Models can also be developed.
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