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Abstract We consider the dynamics of a freely movable wall of mass $M$ with one degree of freedom that separates a long tube into two regions, each of which is filled with rarefied gas particles of mass $m$. The gases are initially prepared at equal pressure but different temperatures, and we assume that the pressure and temperature of gas particles before colliding with the wall are kept constant over time in each region. We elucidate the energetics of the setup on the basis of the local detailed balance condition, and then derive the expression for the heat transferred from each gas to the wall. Furthermore, by using the condition, we obtain the linear response formula for the steady velocity of the wall and steady energy flux through the wall. By using perturbation expansion in a small parameter $\epsilon \equiv \sqrt{m/M}$, we calculate the steady velocity up to order $\epsilon$.
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1 Introduction

Nonequilibrium transport phenomena in many cases have been investigated based on the linear response theory or the Onsager theory [6]. Although it had been difficult to obtain useful relations for fluctuations beyond the linear response regime, non-trivial relations that are generally valid far from equilibrium, including the fluctuation theorem [4,7,10,21,25,26,29,37] and the Jarzynski equality [20], were developed for the last two decades as a result of the time-reversal symmetry of microscopic mechanics. Thanks to such universal relations, we can easily derive the well-known relations, such as the second law of thermodynamics, the McLenman ensembles, the Green–Kubo relations, and the Kawasaki nonlinear response relation [5,16]. Moreover, the newly discovered universal relations were confirmed by the laboratory experiments [3,28,42] using small systems which are strongly influenced by fluctuations in their environment. It should be noted that the universal relations were also utilized to estimate the rotary torque of F$_1$-ATPase [17].

One of the important problems in small systems is to provide an energetic interpretation of phenomena. In macroscopic systems, the thermodynamics is established with operationally identifying work as the energy transferred to a system accompanied with macroscopic volume change of the system caused by a macroscopic force and heat as the other energy transferred to the system through microscopic degrees of freedom. On the other hand, although we can consider the energy transferred to a small system, it is still unsolved in the small system how to decompose the transferred energy into work and heat so as to be consistent with the results of the thermodynamics. Sekimoto provided
a reasonable definition of heat in Langevin systems \cite{39,40}, while there are other stochastic systems where the energetics is still not fully understood.

In this paper, we consider the energetics of the following adiabatic piston problem \cite{1,2,8,13,27}. A freely movable wall of mass $M$ with one degree of freedom separates a long tube into two regions, each of which is filled with rarefied gas particles of mass $m$. The wall is assumed to be thermally insulating and frictionless. It is also assumed that $\epsilon \equiv \sqrt{m/M}$ is a small parameter, which controls the amount of energy transferred through the wall. It should be noted that we need to work with a very small system for observing the motion of the wall in a laboratory experiment because $\epsilon$ in macroscopic systems is too small (less than $10^{-10}$). If the wall were fixed, the energy could not be transferred through the wall. Such a wall is referred to as “adiabatic” in the thermodynamic sense. However, we note that the wall is not strictly adiabatic because the energy is transferred from the hot side to the cold side through the fluctuation of the wall, which is sometimes pointed out in the previous papers \cite{24,33}. Thus, the wall can be regarded as a “Brownian” wall \cite{41}. The gases in the left and right regions are initially prepared at the same pressure $p$ but different temperatures $T_L$ and $T_R$, respectively. Each gas is well approximated by an ideal gas, and it is also assumed that the pressure and temperature of gas particles before colliding with the wall are kept constant over time in each region. In this case, the standard hydrodynamic equations suggest that the wall does not move due to the equal pressure. However, perturbation methods for kinetic equations and molecular dynamics simulations \cite{12,14,15,24,34} reveal that the wall moves towards the hot side owing to the energy transfer from the hot side to the cold side through the fluctuation of the wall. Recently, a phenomenological mechanism for the emergence of the motion from the cross-coupling between momentum and heat flux has been proposed in Refs. \cite{9,23}.

The local detailed balance condition can be helpful in defining heat in small systems where heat is not identified yet. The local detailed balance condition states that when the system in contact with a single heat bath obeys the canonical distribution at the temperature of the heat bath, the ratio of probability density of the forward path and of the backward path is quantitatively related to the entropy production in the heat baths. The local detailed balance condition holds in many systems including Hamiltonian systems \cite{21} and Langevin systems \cite{37}. Thus, by using a model with the local detailed balance condition, we can define heat in the model. Furthermore, since the local detailed balance condition immediately leads to most of the non-trivial relations that are generally valid far from equilibrium \cite{5,38}, it plays a fundamental role in analyzing nonequilibrium systems. Nevertheless, it should be noted that the local detailed balance condition is not obviously valid because the entropy production depends on a level of description \cite{22}.

In this paper, we provide a model for the adiabatic piston problem by using a continuous-time Markov jump process. By correctly calculating the local detailed balance condition, we clarify that the entropy production depends on waiting times between jumps. Furthermore, we provide the definition of heat in our model, and then elucidate the energetics.

This paper is organized as follows. In Sect. 2, we explain our model. In Sect. 3, we elucidate the energetics of our model on the basis of the local detailed balance condition. In Sect. 4, we derive several types of fluctuation theorems and the formal expression of the steady-state distribution. In Sect. 5, we first show the Onsager theory for the adiabatic piston problem, and after that we derive the linear response formula. We finally calculate one of the time-correlation functions explicitly, and derive the steady velocity of the wall up to order $\epsilon$. The final section is devoted to a brief summary and remarks. In Appendix, we confirm the validity of our model on the basis of Hamiltonian systems. Throughout this paper, $\beta$ represents the inverse temperature and the Boltzmann constant $k_B$ is set to unity. The subscripts or superscripts L and R represent quantities on the left and right side, respectively.

2 Model

2.1 Setup

We introduce a model for studying the adiabatic piston problem. A schematic illustration is shown in Fig. 1. First, we provide a mechanical description of the wall of mass $M$. We take the $x$-axis along
the axial direction of an infinitely long tube of cross-sectional area $S$, and assume that the wall moves without friction along $x$-axis. We denote by $V$ the velocity of the wall, which is the only degree of freedom of the wall. When discussing time evolution of $V$, we denote by $V(t)$ its value at time $t$, and by $\hat{V} = (V(t))_{t \in [0, \tau]}$ its path during the time interval $[0, \tau]$.

Next, we provide an effective description of rarefied gas particles of mass $m$. The gases in the left and right regions separated by the wall are initially prepared at equal pressure $p$ but different temperatures $T_L$ and $T_R$, respectively. In the following, we focus on the gas on the left side; the gas on the right side can be described similarly. We study a rarefied gas such that the characteristic time of the dissipation process inside each gas is much longer than the time during which we observe the steady state motion of the wall. Therefore, gas particles that have yet to collide with the wall are in equilibrium at the temperature $T_L$, the pressure $p$, and the number density $n_L = p\beta_L$. We also assume that the gas particles elastically and instantaneously collide with the wall only once. Furthermore, for simplicity, we assume that the surface of the wall is perpendicular to the $x$-axis, so that we consider only the $x$-component of the velocity of each gas particle.

For this setup, the interaction between the wall and the gas on the left side can be described by random collisions with the collision rate $\lambda_L(v, V)$ for the gas particle velocity $v$ and the wall velocity $V$. The collision rate is explicitly written as

$$\lambda_L(v, V) = n_L S(v - V)\theta(v - V)f_{eq}^L(v),$$

where $f_{eq}^L(v) = \sqrt{\beta_L m/2\pi} \exp(-\beta_L m v^2/2)$ is the Maxwell-Boltzmann distribution and $\theta$ represents the Heaviside step function. Similarly, the collision rate of the gas on the right side is given by

$$\lambda_R(v, V) = n_R S(V - v)\theta(V - v)f_{eq}^R(v).$$

By these effective descriptions of the gases, our model becomes a continuous-time Markov jump process.

### 2.2 Time Evolution Equations

We explicitly write an equation of motion of the wall. When, due to collision, the velocities of a gas particle and the wall change from $v$ to $v'$ and from $V$ to $V'$, respectively, the laws of the conservation of energy and momentum are written as

$$v - V = -v' + V',$$

$$mv + MV = mv' + MV'.$$
Then, the impulse of the collision is given by
\[ I(v, V) = MV' - MV = \frac{2mM}{m + M}(v - V). \] (5)

The \( i \)-th collision time of a gas particle and the wall at the left side is determined according to the Poisson process with the rate function, \( \int dv \lambda_i(v, V) \). Suppose that a gas particle in the left side with a velocity \( v^i \) collides with the wall at \( t = t^i \). The equation of motion of the wall is
\[ M \frac{dV}{dt} = F_L + F_R, \] (6)

with
\[ F_L = \sum_i I(v^i, \tilde{V}) \delta(t - t^i), \] (7)

where \( F_L \) is the force exerted by the elastic collisions of the gas particles on the left side and \( \tilde{V}(t) \equiv \lim_{t' \to t} V(t') \) the velocity just before the collision when \( t = t^i \). \( F_R \) is determined as well. (6) describes the time evolution of \( V(t) \) (or the path of \( V(t) \)).

Then, we derive a time evolution equation of the velocity distribution function at time \( t \), \( P(V, t) \), based on the equation of motion (6). By using (1), (2), (3), and (4), we obtain the following transition rate density from a state \( V \) to another state \( V' \):
\[ \omega(V \to V') = \lambda(v, V) \frac{dv}{dV}, \] (8)

where
\[ \lambda(v, V) \equiv \lambda_L(v, V) + \lambda_R(v, V), \] (9)

and
\[ v = \frac{(M + m)V' - (M - m)V}{2m}. \] (10)

Moreover, by using (8), the escape rate is given by
\[ \kappa(V) = \int dV' \omega(V \to V') = \int dv \lambda(v, V). \] (11)

In terms of the transition rate density and the escape rate, we express the time evolution equation of \( P(V, t) \) as
\[ \frac{\partial P(V, t)}{\partial t} = \int dV'' \omega(V'' \to V)P(V'', t) - \kappa(V)P(V, t). \] (12)

By using (8), we can rewrite (12) as
\[ \frac{\partial P(V, t)}{\partial t} = \int dv \lambda(v, V'') \frac{dV''}{dV}P(V'', t) - \kappa(V)P(V, t), \] (13)

where
\[ V'' = V - \frac{2m}{M - m}(v - V). \] (14)

(13) is called the master-Boltzmann equation. It should be noted that, when \( T_L = T_R = T \), (11), (2), (3), (4), and (8) lead to the detailed balance condition:
\[ P_{eq}(V)\omega(V \to V'') = P_{eq}(-V'')\omega(-V'' \to -V), \] (15)

where we denote the Maxwell–Boltzmann distribution by
\[ P_{eq}(V) = \frac{\beta M}{2\pi} e^{-\beta \frac{1}{2}Mv^2}. \] (16)

This supports the validity of our model in equilibrium.
### 2.3 Notations

For later convenience, we define physical quantities. Given a path $\hat{V}$, we denote the total number of collisions as $n$, the time at the $i$-th collision as $t_i$, and the velocity after the $i$-th collision as $V_i$, where $t_0 \equiv 0$, $t_{n+1} \equiv \tau$, and $V(0) \equiv V_0$. We write the time reversal of $V$ and $\hat{V}$ as $\tilde{V} = -V$ and $\tilde{\hat{V}} = (V^*(\tau - t))_{t \in [0, \tau]}$, respectively. In the following, we denote the mean inverse temperature and the degree of nonequilibrium by $\beta \equiv (\beta_L + \beta_R)/2$ and $\Delta \equiv (\beta_L - \beta_R)/\beta$, respectively. Throughout this paper, calligraphic fonts mean that its quantity depends on the path $\hat{V}$.

### 3 Local Detailed Balance Condition

#### 3.1 Naïve Consideration

In order to elucidate the energetics of this model, we first calculate $\omega(V \to V')/\omega(V'^* \to V'^*)$ because it has been known that the ratio is related to the entropy production of the heat baths in many cases.

We consider the case where, due to collision, the velocities of a gas particle and the wall change from $v$ to $v'$ and from $V$ to $V'$, respectively. Then, by using (2) and (3), we can show that the velocity of the wall changes from $V'^*$ to $V'^*$ when that of the bath particle changes from $v'^*$ to $v'^*$. Furthermore, we obtain

$$V - v = \frac{m + M}{2m} (V - V') = V'^* - v'^*, \quad (17)$$

which means that $V < v \Leftrightarrow V' < V' \Leftrightarrow V'^* < v'^*$. Thus, (8) leads to

$$\frac{\omega(V \to V')}{\omega(V'^* \to V'^*)} = \frac{\lambda_L(v, V)}{\lambda_L(v'^*, V'^*)} \theta(v - V) + \frac{\lambda_R(v, V)}{\lambda_R(v'^*, V'^*)} \theta(V - v)$$

$$= e^{-\beta_L \left[ \frac{MV^2}{2} - \frac{MV'^2}{2} \right] + \beta_R \left[ \frac{MV^2}{2} - \frac{MV'^2}{2} \right] \theta(v - V) - \beta_R \left[ \frac{MV^2}{2} - \frac{MV'^2}{2} \right] \theta(V - v)}$$

$$= e^{-\beta_L \left[ \frac{MV^2}{2} - \frac{MV'^2}{2} \right] \theta(v - V) - \beta_R \left[ \frac{MV^2}{2} - \frac{MV'^2}{2} \right] \theta(V - v)}, \quad (18)$$

where we have used the conservation of kinetic energy in elastic collisions. Therefore, given a path $\hat{V}$, we obtain

$$\prod_{i=1}^{n} \frac{\omega(V_{i-1} \to V_i)}{\omega(V_{i-1}' \to V_{i}')} = e^{-\beta_L \mathcal{K}_L(\hat{V}) - \beta_R \mathcal{K}_R(\hat{V})}, \quad (19)$$

with

$$\mathcal{K}_L(\hat{V}) \equiv \sum_{i=1}^{n} \left( \frac{MV_i^2}{2} - \frac{MV_{i-1}^2}{2} \right) \theta(V_i - V_{i-1}), \quad (20)$$

$$\mathcal{K}_R(\hat{V}) \equiv \sum_{i=1}^{n} \left( \frac{MV_{i-1}^2}{2} - \frac{MV_i^2}{2} \right) \theta(V_{i-1} - V_i),$$

where we denote the total increment of the kinetic energy of the wall by the collisions of the gas particles on the left and right side during the time interval $[0, \tau]$ by $\mathcal{K}_L(\hat{V})$ and $\mathcal{K}_R(\hat{V})$, respectively. They satisfy

$$\mathcal{K}_L(\hat{V}) + \mathcal{K}_R(\hat{V}) = \frac{MV_0^2}{2} - \frac{MV_{\tau}^2}{2}. \quad (21)$$

Since collisions between the wall and each gas particle are elastic, $\mathcal{K}_L(\hat{V})$ is equal to the decrease in the total kinetic energy of the gas particles on the left side. Thus, in this model, $\mathcal{K}_L(\hat{V})$ and $\mathcal{K}_R(\hat{V})$ are the energy transferred from the left and right side to the wall during the time interval $[0, \tau]$, respectively.

If the wall is fixed, which is a case considered in many examples, the energy transferred $\mathcal{K}_L(\hat{V})$ may be interpreted as the heat transferred from the left side to the wall. Indeed, it was assumed that the ratio of the transition rates $\omega(V \to V')$ and $\omega(V'^* \to V'^*)$ is equal to the exponential of the
entropy production in the formal arguments \[35\]. However, since the wall can move in the model under consideration, work is done by the gas particles on each side. In order to obtain the proper entropy production, instead of the transition rate \(\omega(V \to V')\), we have to precisely consider the probability density of the path \(\hat{V}\) under the condition that \(V_0\) is given.

### 3.2 True Expression

The probability density of the path \(\hat{V}\) for a given \(V_0\) is expressed as

\[
\mathcal{P}_\Delta(\hat{V}|V_0) = e^{-\kappa(V_0) \times (t_1 - t_0)} \prod_{i=1}^{n} \omega(V_{i-1} \to V_i) e^{-\kappa(V_i) \times (t_{i+1} - t_i)}.
\]  

(22)

By using a certain initial distribution, \(P_{ini}(V_0)\), the expectation of any path-dependent quantity \(A(\hat{V})\) over all paths is given by

\[
\langle A \rangle_\Delta = \int D\hat{V} P_{ini}(V_0) \mathcal{P}_\Delta(\hat{V}|V_0) A(\hat{V}),
\]

(23)

where we denote the integral over all paths by

\[
\int D\hat{V} = \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} dV_0 \int_{-\infty}^{\infty} dV_1 \int_{0}^{t_1} dt_1 \int_{0}^{t_2} dt_2 \cdots \int_{0}^{t_n} dt_n.
\]

(24)

which satisfies \(D\hat{V} = D\hat{V}^\dagger\). We also denote the probability density in equilibrium \((T_L = T_R)\) by \(\mathcal{P}_0(V|V_0)\) and the expectation of \(A(\hat{V})\) in equilibrium by

\[
\langle A \rangle_0 = \int D\hat{V} P_{ini}(V_0) \mathcal{P}_0(\hat{V}|V_0) A(\hat{V}).
\]

(25)

Here, the escape rate \(\kappa(V)\) is calculated as

\[
\kappa(V) = \int dv \lambda(v, V)
= pS\beta_L \int_{V}^{\infty} dv (v - V) f^L_{eq}(v) + pS\beta_R \int_{-\infty}^{V} dv (V - v) f^R_{eq}(v).
\]

(26)

This leads to

\[
\kappa(V) - \kappa(V^*) = pS\beta_L \int_{V}^{\infty} dv (v - V) f^L_{eq}(v) + pS\beta_R \int_{-\infty}^{V} dv (V - v) f^R_{eq}(v)
= -(\beta_L - \beta_R)pSV.
\]

(27)

It should be noted that \(\kappa(V) \neq \kappa(V^*)\) when \(\beta_L \neq \beta_R\).

Thus, by using (19), (22), and (27), we obtain

\[
\frac{\mathcal{P}_\Delta(\hat{V}|V_0)}{\mathcal{P}_\Delta(\hat{V}^*|V^*_0)} = \prod_{i=1}^{n} \frac{\omega(V_{i-1} \to V_i)}{\omega(V'_{i-1} \to V'_i)} \prod_{i=0}^{n} e^{-[\kappa(V_i) - \kappa(V'_i)] \times (t_{i+1} - t_i)}
= e^{-\beta_L[\mathcal{X}(\hat{V}) - pSX(\hat{V})]} - \beta_R[\mathcal{X}(\hat{V}) + pSX(\hat{V})],
\]

(28)

where we have defined

\[
\mathcal{X}(\hat{V}) = \sum_{i=0}^{n} V_i (t_{i+1} - t_i).
\]

(29)
which represents the displacement of the wall during the time interval \([0, \tau]\). Here, we define
\[
\mathcal{Q}_L(\hat{V}) \equiv \mathcal{K}_L(\hat{V}) - pS\hat{X}(\hat{V}),
\]
\[
\mathcal{Q}_R(\hat{V}) \equiv \mathcal{K}_R(\hat{V}) + pS\hat{X}(\hat{V}).
\]
If \(\mathcal{Q}_L\) and \(\mathcal{Q}_R\) are the heat transferred from the left and right side to the wall during the time interval \([0, \tau]\), the equality \((28)\) is called the local detailed balance condition, the microscopically reversible condition \([4]\), or the detailed fluctuation theorem \([21]\). When the system in contact with a single heat bath obeys the canonical distribution at the temperature of the heat bath, we can expect that the local detailed balance condition is valid. Indeed, these definitions of the heat transferred are reasonable, because the work done by the gas particles in the left side is equal to \(pS\hat{X}(\hat{V})\) and \((30)\) corresponds to the first law of thermodynamics. Once we derive the true expression of the local detailed balance condition, there is no difficulty of the understanding. Nevertheless, we wish to emphasize that it is not easy to conjecture that the difference of the escape rates, \(\kappa(V) - \kappa(V^\ast)\), contributes to the entropy production in a concrete physical model although it is known in general cases \([31]\). By studying a concrete example on the basis of the local detailed balance condition, we have reached the consistent decomposition of the energy transferred into the heat transferred and the work.

Furthermore, we define the heat transferred from right to left by
\[
\mathcal{Q}(\hat{V}) \equiv \frac{\mathcal{Q}_R(\hat{V}) - \mathcal{Q}_L(\hat{V})}{2}. \tag{31}
\]
Then, by using
\[
\mathcal{Q}_L(\hat{V}) + \mathcal{Q}_R(\hat{V}) = \mathcal{K}_L(\hat{V}) + \mathcal{K}_R(\hat{V}) = \frac{MV^2}{2} - \frac{MV^2_0}{2}, \tag{32}
\]
we can rewrite the local detailed balance condition \((28)\) as
\[
\frac{P_{eq}(V_0)P_\Delta(\hat{V}|V_0)}{P_{eq}(V_0^\ast)P_\Delta(\hat{V}^\ast|V_0^\ast)} = e^{\Delta\mathcal{Q}(\hat{V})}. \tag{33}
\]
This expression of the local detailed balance condition leads to several types of fluctuation theorems and the formal expression of the steady-state distribution, which are useful for easily deriving the well-known relations \([4]\). It should be noted that the local detailed balance condition can also be derived from Hamiltonian systems, where the degrees of freedom of the gas particles are explicitly considered. See Appendix for a detailed explanation.

4 Fluctuation Theorem

In order to obtain concise expressions, we assume that the initial distribution of the velocity of the wall, \(P_{in}(V_0)\), is given by the Maxwell–Boltzmann distribution, \(P_{eq}(V_0)\). For any path-dependent quantity \(\mathcal{A}(\hat{V})\), we define its time reversal by \(\mathcal{A}^\dagger(\hat{V}) \equiv \mathcal{A}(\hat{V}^\dagger)\).

First, by using \((33)\), we obtain
\[
\langle \mathcal{A} \rangle_\Delta = \int D\hat{V} P_{eq}(V_0)P_\Delta(\hat{V}|V_0)\mathcal{A}(\hat{V})
= \int D\hat{V}^\dagger P_{eq}(V_0^\ast)P_\Delta(\hat{V}^\dagger|V_0^\ast)\mathcal{A}^\dagger(\hat{V}^\dagger)e^{\Delta\mathcal{Q}(\hat{V}^\dagger)}
= \langle \mathcal{A}^\dagger e^{\Delta\mathcal{Q}(\hat{V}^\dagger)} \rangle_\Delta. \tag{34}
\]
By setting $A(\hat{V}) \equiv 1$ and using $Q'(\hat{V}) = -Q(\hat{V})$, we obtain the integral fluctuation theorem:

$$\langle e^{-\Delta \beta Q} \rangle_{\Delta} = 1.$$  \hspace{1cm} (35) 

Jensen’s inequality leads to

$$\Delta \beta \langle Q \rangle_{\Delta} \geq 0.$$  \hspace{1cm} (36) 

Next, we derive the symmetry of the generating function \([25,26]\). We define the energy transferred from right to left by

$$\mathcal{K}(\hat{V}) \equiv K_R(\hat{V}) - K_L(\hat{V}),$$  \hspace{1cm} (37) 

and the scaled cumulant generating function by

$$G(h_1, h_2) \equiv \lim_{\tau \to \infty} -\frac{1}{\tau} \log \langle e^{-h_1 \mathcal{K} - h_2 X} \rangle_{\Delta}.$$  \hspace{1cm} (38) 

By using \([34]\) with $A(\hat{V}) = e^{-h_1 \mathcal{K}(\hat{V}) - h_2 X(\hat{V})}$, $K^*(\hat{V}) = -K(\hat{V})$, and $\mathcal{X}^*(\hat{V}) = -\mathcal{X}(\hat{V})$, we obtain

$$G(h_1, h_2) = G(\Delta \beta - h_1, \Delta \beta pS - h_2).$$  \hspace{1cm} (39) 

Finally, we derive the steady-state distribution of the velocity of the wall. We denote the path ensemble average of $A(\hat{V})$ in equilibrium with the initial condition $V_0 = V$ as

$$\mathcal{A}(V) \equiv \lim_{\tau \to \infty} \int D\hat{V} \delta(V_0 - V) P_0(\hat{V} | V_0) A(\hat{V}).$$  \hspace{1cm} (40) 

The steady state distribution function $P_{st}(V)$ is formally obtained as

$$P_{st}(V) = \lim_{\tau \to \infty} \langle \delta(V(\tau) - V) \rangle_{\Delta}.$$  \hspace{1cm} (41) 

Thus, by using \([34]\) with $A(\hat{V}) = \delta(V(\tau) - V)$, $\delta(V_0^* - V) = \delta(V_0 - V^*)$, and space-reflection symmetry in equilibrium that leads to $Q(V^*) = -Q(V)$, we obtain

$$P_{st}(V) = \lim_{\tau \to \infty} \langle \delta(V_0 - V^*) e^{-\Delta \beta Q} \rangle_{\Delta}$$

$$= P_{eq}(V^*) e^{-\Delta \beta Q(V^*) + O(\Delta^2)}$$

$$= P_{eq}(V) e^{\Delta \beta Q(V) + O(\Delta^2)},$$  \hspace{1cm} (42) 

which is called the McLennan ensemble \([16,30,32,43]\).

5 Linear Response Theory

5.1 Onsager Theory for Adiabatic Piston Problem

In this subsection, we denote the pressures of the gases on the left and right sides by $p_L$ and $p_R$, respectively. In the following, we assume that the system settles to a unique nonequilibrium steady state when it evolves for a sufficiently long time. Furthermore, we assume that thermodynamic forces, $\beta_L - \beta_R$ and $\beta_L p_L - \beta_R p_R$, are small compared to respective reference values. We define by $J_K$ and $J_V$ the steady energy flux from right to left and the steady velocity of the wall in the linear response regime, respectively. Within the linear response regime, Onsager’s phenomenological equations relate the thermodynamic forces and fluxes as

$$\begin{align*}
J_K &= L_{11}(\beta_L - \beta_R) + L_{12}(\beta_L p_L - \beta_R p_R), \\
J_V &= L_{21}(\beta_L - \beta_R) + L_{22}(\beta_L p_L - \beta_R p_R),
\end{align*}$$  \hspace{1cm} (43)
where $L_{ij}$ are Onsager coefficients. Onsager’s reciprocity relation states that $L_{12} = L_{21}$. Considering $Q = K + pS\lambda$, we define the steady heat flux from right to left in the linear response regime by

$$J_Q \equiv J_K + \overline{p}J_V,$$

with

$$\overline{p} \equiv \frac{p_L + p_R}{2}.$$

Then, we obtain

$$\begin{cases}
J_Q = L_{11}(\beta_L - \beta_R) + L_{12}p_L - L_{21}p_R, \\
J_V = L_{21}(\beta_L - \beta_R) + L_{22}p_L - L_{22}p_R,
\end{cases}$$

with

$$\begin{pmatrix}
\tilde{L}_{11} \\
\tilde{L}_{12} \\
\tilde{L}_{21} \\
\tilde{L}_{22}
\end{pmatrix} = \begin{pmatrix}
L_{11} + L_{12}\overline{p} + L_{21}\overline{p} + L_{22}\overline{p}^2 & L_{12} + L_{22}\overline{p} \\
L_{21} + L_{22}\overline{p} & L_{22}
\end{pmatrix},$$

where we have used

$$\beta_L p_L - \beta_R p_R = \overline{p}(\beta_L - \beta_R) + \beta(p_L - p_R).$$

In this form, the reciprocity relation, $\tilde{L}_{12} = \tilde{L}_{21}$, is also satisfied. In order to calculate $J_Q$ and $J_V$, we express the Onsager coefficients in terms of the time correlation functions. It should be noted that $p_L = p_R = p$ in our model.

### 5.2 Linear Response Formula

By using (34) with $A(\hat{\mathbf{V}}) = K(\hat{\mathbf{V}})/\tau_S$, we obtain

$$\lim_{\tau \to \infty} \left< \frac{K}{\tau S} \right>_\Delta = \lim_{\tau \to \infty} \left< -\frac{K}{\tau S} e^{-\Delta \beta Q} \right>_\Delta$$

$$= \lim_{\tau \to \infty} \left[ -\left< \frac{K}{\tau S} \right>_\Delta + \frac{\Delta \beta}{\tau S} \left< KQ \right>_0 + O(\Delta^2) \right].$$

This leads to

$$\lim_{\tau \to \infty} \left< \frac{K}{\tau S} \right>_\Delta = \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau S} \left< KQ \right>_0 + O(\Delta^2)$$

$$= \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau S} \left< K[K + pS\lambda] \right>_0 + O(\Delta^2).$$

Similarly, by using (54) with $A(\hat{\mathbf{V}}) = \mathcal{X}(\hat{\mathbf{V}})/\tau$, we obtain

$$\lim_{\tau \to \infty} \left< \frac{\mathcal{X}}{\tau} \right>_\Delta = \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau} \left< \mathcal{X}Q \right>_0 + O(\Delta^2)$$

$$= \Delta \beta \lim_{\tau \to \infty} \frac{1}{2\tau} \left< \mathcal{X}[K + pS\lambda] \right>_0 + O(\Delta^2).$$

It should be noted that these universal relations, (50) and (51), hold for any $\epsilon = \sqrt{m/M}$. Considering (33), (50), and (51), we obtain

$$\begin{pmatrix}
L_{11} \\
L_{12} \\
L_{21} \\
L_{22}
\end{pmatrix} = \begin{pmatrix}
\lim_{\tau \to \infty} \frac{1}{2\tau S} \left< KK \right>_0 \\
\lim_{\tau \to \infty} \frac{1}{2\tau} \left< KQ \right>_0 \\
\lim_{\tau \to \infty} \frac{1}{2\tau} \left< K\mathcal{X} \right>_0 \\
\lim_{\tau \to \infty} \frac{1}{2\tau} \left< \mathcal{X}Q \right>_0 \\
\lim_{\tau \to \infty} \frac{1}{2\tau} \left< \mathcal{X}\mathcal{X} \right>_0
\end{pmatrix}.$$
Furthermore, (17) and (22) lead to
\[
\begin{pmatrix}
\bar{L}_{11} & \bar{L}_{12} \\
\bar{L}_{21} & \bar{L}_{22}
\end{pmatrix}
= 
\begin{pmatrix}
\lim_{\tau \to \infty} \frac{1}{2\tau S} \langle \mathcal{Q} \rangle_0 \\
\lim_{\tau \to \infty} \frac{1}{2\tau} \langle \mathcal{X} \rangle_0
\end{pmatrix}
\begin{pmatrix}
\lim_{\tau \to \infty} \frac{1}{2\tau S} \langle \mathcal{Q}^2 \rangle_0 \\
\lim_{\tau \to \infty} \frac{1}{2\tau} \langle \mathcal{X}^2 \rangle_0
\end{pmatrix}.
\]

(53)

We note that (50) and (51) can be derived by the symmetry of the generating function (39). By considering
\[
\frac{\partial G(h_1, h_2)}{\partial h_1} \bigg|_{h_1 = h_2 = 0} = \frac{\partial G(\Delta \beta - h_1, \Delta \beta pS - h_2)}{\partial h_1} \bigg|_{h_1 = h_2 = 0},
\]

(54)
we obtain
\[
\lim_{\tau \to \infty} \frac{\mathcal{K}}{\tau S} \Delta = \lim_{\tau \to \infty} - \frac{1}{\tau S} \frac{\langle \mathcal{K} \mathcal{e}^{-\Delta \beta \mathcal{Q}} \rangle_\Delta}{\langle \mathcal{Q} \rangle_\Delta}.
\]

(55)

By using (39), this equation is the same as (49). Similarly, by considering
\[
\frac{\partial G(h_1, h_2)}{\partial h_2} \bigg|_{h_1 = h_2 = 0} = \frac{\partial G(\Delta \beta - h_1, \Delta \beta pS - h_2)}{\partial h_2} \bigg|_{h_1 = h_2 = 0},
\]

(56)
we obtain the same equation as (51).

Moreover, the McLennan ensemble (42) provides another expression of (51). We denote by \(\langle \rangle_{st}\) and \(\langle \rangle_{eq}\) the ensemble averages defined by \(P_{st}\) and \(P_{eq}\), respectively. Then, by using (42) and \(\langle V \rangle_{eq} = 0\), we obtain
\[
\langle V \rangle_{st} = \Delta \beta \langle V \rangle_{eq} + O(\Delta^2)
\]

(57)
which is equivalent to (51). Thus, \(\bar{L}_{21}\) is also expressed as
\[
\bar{L}_{21} = \langle V \rangle_{eq}.
\]

(58)

By evaluating the dynamics of \(V(t)\) and \(\mathcal{K}(\mathcal{V})\) in equilibrium, one can calculate the Onsager coefficients.

5.3 Calculation of \(\bar{L}_{21}\)

First, by using perturbation expansion in the small parameter \(\epsilon = \sqrt{m/M}\), we can derive the Fokker–Planck equation from (13), and we obtain the time evolution equation of \(V(t)\). In this subsection, we consider the case where \(\beta_L = \beta_R\). By using a test function, \(\Phi(V)\), and the fact that \(2\epsilon^2/(1 + \epsilon^2) \ll 1\), (13) leads to
\[
\int dV \Phi(V) \frac{\partial P(V, t)}{\partial t} = \int dv \int dV'' \Phi(V) \lambda(v, V'') P(V'', t)
\]
\[
- \int dV \Phi(V) \kappa(V) P(V, t)
\]
\[
= \int dv \int dV'' \sum_{i=1}^{\infty} \frac{1}{i!} \left( \frac{I(v, V'')}{M} \right)^i \frac{\partial^i \Phi(V'')}{\partial V''^i}
\]
\[
\times \lambda(v, V'') P(V'', t)
\]
\[
= \int dV'' \Phi(V'') \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \times
\]
\[
\frac{\partial^i}{\partial V''^i} \left[ \int dv \left( \frac{I(v, V'')}{M} \right)^i \lambda(v, V'') P(V'', t) \right],
\]

(59)
where we have used
\[ V = V'' + \frac{I(v, V'')}{M}. \] (60)

Thus, we can rewrite (13) as the following formal series in powers of \( 2\epsilon^2/(1 + \epsilon^2) \):
\[
\frac{\partial P(V, t)}{\partial t} = \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \frac{\partial^i}{\partial V^i} \left[ \int dv (I(v, V) - V)P(V, t) \right]
\]
\[ = \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \left( \frac{2 \epsilon^2}{1 + \epsilon^2} \right)^i \frac{\partial^i}{\partial V^i} \left[ \int dv (v - V)^i \lambda(v, V)P(V, t) \right]. \] (61)

By considering \( f_{eq}^L(v) = f_{eq}^R(v) = \epsilon \sqrt{\beta M/(2\pi)} e^{-\epsilon^2 \beta M v^2}/\sqrt{\pi} \), we obtain the following formula:
\[
\int_{-\infty}^{\infty} dv v^l f_{eq}^L(v) = \int_{0}^{\infty} dv v^l f_{eq}^L(v) + O(\epsilon)
\]
\[ = \epsilon^{-l} \frac{1}{2\sqrt{\pi}} \left( \frac{2}{\beta M} \right)^{l/2} \Gamma \left( \frac{l+1}{2} \right) + O(\epsilon), \] (62)
\[
\int_{-\infty}^{\infty} dv v^l f_{eq}^R(v) = \int_{0}^{\infty} dv v^l f_{eq}^R(v) + O(\epsilon)
\]
\[ = \epsilon^{-l} \frac{(-1)^l}{2\sqrt{\pi}} \left( \frac{2}{\beta M} \right)^{l/2} \Gamma \left( \frac{l+1}{2} \right) + O(\epsilon), \] (63)

where \( l \) is a non-negative integer. Then, using (1), (2), (61), (62), and (63), we obtain the Fokker–Planck equation up to order \( \epsilon^2 \) as
\[
\frac{\partial P(V, t)}{\partial t} = - \frac{\partial}{\partial V} \left[ \left( \frac{\gamma V}{M} \right) P(V, t) \right] + \frac{\gamma}{\beta M^2} \frac{\partial^2 P(V, t)}{\partial V^2}, \]
(64)

with
\[
\gamma \equiv \epsilon(n_L + n_R)S\frac{8M}{\pi\beta} = 4\epsilon p S\frac{2\beta M}{\pi}, \]
(65)

where \( \gamma \) is interpreted as a friction constant. It should be noted that the friction effect originates from the change in the collision rate due to the motion of the wall. (64) leads to the following time evolution equation of \( V(t) \):
\[
M \frac{dV(t)}{dt} = -\gamma V(t) + \sqrt{\frac{2\gamma}{\beta}} \xi(t), \]
(66)

where \( \xi \) is Gaussian white noise with \( \langle \xi(t)\xi(t') \rangle = \delta(t - t') \). By solving (66), we obtain
\[
V(t) = V(0)e^{-\gamma t} + \sqrt{\frac{2\gamma}{\beta M^2}} \int_0^t ds e^{-\gamma(t-s)}\sqrt{2\beta} \xi(s). \]
(67)

Next, we derive the time evolution equation of \( \mathcal{K}(\dot{V}) \). We define the energy and heat flux from the gas particles on the left side to the wall by
\[
k_{L}(\tau; \dot{V}) \equiv \frac{1}{S} \frac{d\mathcal{K}_{L}(\dot{V})}{d\tau}, \]
(68)
and
\[ q_L(\tau; \hat{V}) \equiv \frac{1}{S} \frac{dQ_L(\hat{V})}{d\tau} = k_L(\tau; \hat{V}) - pV(\tau), \]  
respectively. \( k_R(\tau; \hat{V}) \) and \( q_R(\tau; \hat{V}) \) are defined as well. We denote the energy and heat flux from right to left by
\[ k(\tau; \hat{V}) \equiv \frac{k_R(\tau; \hat{V}) - k_L(\tau; \hat{V})}{2}, \]  
and
\[ q(\tau; \hat{V}) \equiv \frac{q_R(\tau; \hat{V}) - q_L(\tau; \hat{V})}{2}, \]  
respectively. We also denote by \( K(v, V) \) the change in the kinetic energy of the wall for the elastic collision of the wall of velocity \( V \) with a gas particle of velocity \( v \), which is given by
\[ K(v, V) = -\frac{2\epsilon^2}{(1 + \epsilon^2)^2} M(V - v)(V + \epsilon^2 v). \]  
By considering the time evolution equation of the joint distribution function for \( V \) and \( K_L \), we obtain in the same way as in deriving (66)
\[ k_L(t) \simeq \int dv \lambda_L(v, V(t))K(v, V(t))/S, \]  
where \( \simeq \) means that we ignore the fluctuation terms, which vanish when we take the average value of them. It should be noted that when we ignore the fluctuation terms, \( k_L(t) \) is determined uniquely by \( V(t) \). By using (62), we can rewrite (73) up to order \( \epsilon^2 \) as
\[ k_L(t) \simeq \left( 1 - 4\epsilon^2 + \epsilon^2 \beta MV(t)^2 \right) pV(t) - \frac{\gamma}{MS} \left( \frac{1}{2} MV(t)^2 - \frac{1}{2\beta} \right). \]  
Similarly, we obtain up to order \( \epsilon^2 \)
\[ k_R(t) \simeq -\left( 1 - 4\epsilon^2 + \epsilon^2 \beta MV(t)^2 \right) pV(t) - \frac{\gamma}{MS} \left( \frac{1}{2} MV(t)^2 - \frac{1}{2\beta} \right). \]  
Thus, (74) and (75) lead to
\[ k(t) = \frac{k_R(t) - k_L(t)}{2} \simeq -\left( 1 - 4\epsilon^2 + \epsilon^2 \beta MV(t)^2 \right) pV(t) + O(\epsilon^3), \]  
and
\[ q(t) = k(t) + pV(t) \simeq \epsilon^2 \left( 4 - \beta MV(t)^2 \right) pV(t) + O(\epsilon^3). \]  
Finally, we calculate \( \tilde{L}_{21} \) explicitly. To lowest order in \( \epsilon \), (77) and (78) lead to
\[ \mathcal{X}(V) = \lim_{\tau \to \infty} \left\langle \int_0^\tau dt \left. V(t) \right|_{V(0)=V} \right\rangle_0 \]
\[ = \frac{MV}{\gamma}, \]  
respectively.
and

\[ \mathcal{Q}(V) = \lim_{\tau \to \infty} \left\langle \int_0^\tau dt \, Sg(t)|_{V(0)=V} \right\rangle_0
= 2\epsilon^2 pSMV - \epsilon^2 pS\beta M^2 V^3 \gamma. \] (79)

Using (79), \( \langle V^2 \rangle_{eq} = 1/(\beta M) \), and \( \langle V^4 \rangle_{eq} = 3/(\beta^2 M^2) \), we obtain to lowest order in \( \epsilon \)

\[ \tilde{L}_{21} = \langle VQ \rangle_{eq}
= \frac{\epsilon^2 pS}{\beta \gamma}. \] (80)

Using (46), (65), and (80), we obtain up to order \( \epsilon \)

\[ J_V = \tilde{L}_{21} \Delta \beta
= \Delta \frac{\epsilon^2 pS}{\gamma}
= \frac{\Delta}{4} \sqrt{\frac{\pi}{2\beta M}}. \] (81)

Within the linear response regime, this result is consistent with the previous study [15].

6 Concluding Remarks

In this paper, we elucidate the energetics of the adiabatic piston problem on the basis of the local detailed balance condition. Owing to the condition, we can decompose the energy transferred from each gas to the wall into the work and the heat transferred. In the course of the calculation of the condition, we find that the difference of the escape rates, \( \kappa(V_i) - \kappa(V^*_i) \), contributes to the entropy production. In addition, by using the condition, we obtain the linear response formula for the steady velocity of the wall and steady energy flux through the wall. By using perturbation expansion in the small parameter \( \epsilon \equiv \sqrt{m/M} \), we derive the steady velocity up to order \( \epsilon \). It should be noted that we can derive the local detailed balance condition for the more general case where the wall consists of many atoms [18].

The adiabatic piston problem will be important in future studies. First, since the wall moves despite the same pressure on both sides, this phenomenon cannot be described by the standard hydrodynamic equations, and thus this problem will provide a good example for studying the hydrodynamic equations more deeply. In particular, the determination of the boundary condition of the fluctuating hydrodynamic equations may be directly related to the description of the observed phenomenon. Second, since this problem is the simplest example of two interacting systems, one may obtain a mechanical representation of the information exchange process in two interacting stochastic systems [19,36]. As seen in these two examples, one can deepen the understanding of nonequilibrium statistical mechanics by developing the analysis of the adiabatic piston problem.

Before ending the paper, we discuss the force from the bath \( \tilde{F}_L \), which plays an essential role on the phenomenon. The simplest model of \( \tilde{F}_L \) that yields the \( T-p \) ensemble of the system in equilibrium is give by a Langevin force [39,40]

\[ \tilde{F}_L = pS - \gamma_L V + \sqrt{2T_L \gamma_L} \xi_L, \] (82)

where \( \xi_L \) is Gaussian white noise with unit variance [11] and \( \gamma_L \) a friction constant. \( \tilde{F}_R \) is similarly defined. In this case, we can write the equation of motion of the wall as

\[ M \frac{dV}{dt} = \tilde{F}_L + \tilde{F}_R
= -(\gamma_L + \gamma_R)V + \sqrt{2T_L \gamma_L} \xi_L + \sqrt{2T_R \gamma_R} \xi_R. \] (83)
Fig. 2 (color online) Schematic illustration of our total system, which consists of a wall and two heat baths. The wall consists of only one degree of freedom and separates the left heat bath from the right heat bath. The left and right heat bath consist of $N_L$ and $N_R$ particles, and are initially prepared at different inverse temperatures, $\beta_L$ and $\beta_R$, respectively.

Then, by considering $\langle dV/dt \rangle_{st} = \langle \xi_L \rangle_{st} = \langle \xi_R \rangle_{st} = 0$, it is easily confirmed that $\langle V \rangle_{st} = 0$. 

That is, the steady state velocity depends on the type of stochastic force. This result raises the question what is the condition of proper description of the baths. To understand the proper bath model in nonequilibrium is of great importance.
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Appendix: Local Detailed Balance Condition for Hamiltonian Systems

We provide the microscopic description of our model. The model is illustrated in Fig. 2. The system consists of a wall and two heat baths. We assume that the wall of area $S$ consists of only one degree of freedom and separates the left heat bath from the right heat bath. The wall moves freely along a long tube and we take $x$-axis as the direction of movement of the wall. The position and momentum of the wall are denoted as $\gamma = (X, P)$. We also assume that the left and right heat bath consist of $N_L$ and $N_R$ particles, respectively. A collection of the positions and momenta of $N_L$ particles in the left heat bath is denoted as $\Gamma_L = (r_{L1}, \ldots, r_{LN_L}, p_{L1}, \ldots, p_{LN_L})$, and that of $N_R$ particles in the right heat bath is similarly denoted as $\Gamma_R$. Then, the microscopic state of the total system is expressed as a point of the phase space $\Gamma = (\gamma, \Gamma_L, \Gamma_R)$. For any state $\Gamma$, we denote by $\Gamma^*$ its time reversal, namely, the state obtained by reversing all the momenta, and denote the time reversal of $p_i$ as $p_i^* = -p_i$. We assume that all interactions are short-range, and ignore the interaction between the left and right heat bath particles for simplicity. We denote by $H(\gamma)$, $H_L(\Gamma_L; \gamma)$, and $H_R(\Gamma_R; \gamma)$ the Hamiltonian of the wall, the left heat bath, and the right heat bath, respectively, where $H_L(\Gamma_L; \gamma)$ and $H_R(\Gamma_R; \gamma)$ include the interaction potential between the particles in each heat bath and the wall. Then, the time evolution of $\Gamma$ is determined by the following total Hamiltonian:

$$H(\Gamma) \equiv H(\gamma) + H_L(\Gamma_L; \gamma) + H_R(\Gamma_R; \gamma).$$

We denote by $\Gamma_1$ the solution of the Hamiltonian equations at time $t$ for any initial state $\Gamma$. We assume that the total Hamiltonian satisfies the time-reversal symmetry:

$$H(\Gamma) = H(\Gamma^*).$$

In this setup, we obtain Liouville’s theorem:

$$\frac{\partial \Gamma_1}{\partial \Gamma} = 1,$$

and the law of conservation of energy:

$$H(\Gamma_1) = H(\Gamma).$$
In the following, we consider the time evolution in the time interval $[0, \tau]$.

Next, we determine initial conditions. We fix the initial state of the wall as $\gamma = \gamma_i$ and the final state of the wall as $\gamma_f = \gamma_f$. We initially prepare the left and right heat baths at different inverse temperatures, $\beta_L$ and $\beta_R$, respectively. Thus, the initial states of the heat baths are sampled according to the probability density

$$P_B(I^L, I^R; \gamma) = e^{\beta_L [F_L(\gamma) - H_L(I^L; \gamma)] + \beta_R [F_R(\gamma) - H_R(I^R; \gamma)]},$$

with

$$F_L(\gamma) = -\frac{1}{\beta_L} \log \left[ \int dI^L e^{-\beta_L H_L(I^L; \gamma)} \right],$$

$$F_R(\gamma) = -\frac{1}{\beta_R} \log \left[ \int dI^R e^{-\beta_R H_R(I^R; \gamma)} \right],$$

where $F_L(\gamma)$ and $F_R(\gamma)$ represent the Helmholtz free energies of the left and right heat baths, respectively. By using the Helmholtz free energy, we can define the pressure of the left heat bath to the wall by

$$p_L(\gamma) \equiv \frac{\partial F_L(\gamma)}{\partial (S \chi)} = \int dI^L e^{\beta_L [F_L(\gamma) - H_L(I^L; \gamma)]} \left[ \frac{\partial H_L(I^L; \gamma)}{\partial (S \chi)} \right].$$

The pressure of the right heat bath to the wall is similarly defined by

$$p_R(\gamma) \equiv \frac{\partial F_R(\gamma)}{\partial (S \chi)}.$$
Thus, according to Liouville’s theorem, we obtain
\[
\mathcal{W}(\gamma_l \to \gamma_t) \langle A \rangle_{\gamma_l \to \gamma_t} = \int d\Gamma \ P_B(\Gamma^L, \Gamma^R; \gamma) \delta(\gamma - \gamma_l) \delta(\gamma_t - \gamma_t) A(\Gamma)
\]
\[
= \int d\Gamma^* \ P_B(\Gamma^{L*}, \Gamma^{R*}; \gamma^*) \delta(\gamma^* - \gamma_l) \delta(\gamma^* - \gamma_t) A(\Gamma^*)
\times e^{\beta L \left[ F_l(\gamma^*) - F_l(\gamma_l) - U^L_l(\Gamma^*) \right] + \beta_R \left[ F_R(\gamma^*) - F_R(\gamma_t) - U^R_R(\Gamma^*) \right]}.
\]
(100)

Here we assume that the displacement of the wall is much shorter than the length of the long tube in the $x$-direction, and therefore that the pressures of the left and right heat bath are kept constant over time. Furthermore, $F_L$ depends only on $X$. Then, by using (92), we obtain
\[
P_L(\gamma_t) = F_L(\gamma_t) - p_L(\gamma) S(X_t - X).
\]
(101)
$p_L(\gamma) S(X_t - X)$ is the work done by the particles in the left heat bath. Here, with the following definitions
\[
\begin{cases}
Q_L(\Gamma) \equiv U_L(\Gamma) - p_L(\gamma) S(X_t - X), \\
Q_R(\Gamma) \equiv U_R(\Gamma) + p_R(\gamma) S(X_t - X),
\end{cases}
\]
(102)
leads to
\[
\mathcal{W}(\gamma_l \to \gamma_t) \langle A \rangle_{\gamma_l \to \gamma_t} = \mathcal{W}(\gamma_l \to \gamma_t) \left\langle A^T e^{-\beta L Q_L - \beta_R Q_R} \right\rangle_{\gamma_l \to \gamma_t}.
\]
(103)

From the first law of thermodynamics, $Q_L(\Gamma)$ and $Q_R(\Gamma)$ are interpreted as the heat transferred from the left and right heat bath to the wall, respectively. Now, we define the mean inverse temperature by $\beta = (\beta_L + \beta_R)/2$, the degree of nonequilibrium by $\Delta = (\beta_L - \beta_R)/\beta$, and the Helmholtz free energy for the wall by
\[
F \equiv -\frac{1}{\beta} \log \left[ \int d\gamma \ e^{-\beta H(\gamma)} \right].
\]
(104)
By using (88), we obtain
\[
U_L(\Gamma) + U_R(\Gamma) = \mathcal{H}(\gamma_t) - \mathcal{H}(\gamma).
\]
(105)
Thus, by setting $p_L(\gamma_t) = p_R(\gamma_l) = p$, we can rewrite (103) as
\[
\tilde{P}_{eq}(\gamma_l) \mathcal{W}(\gamma_l \to \gamma_t) \langle A \rangle_{\gamma_l \to \gamma_t} = \tilde{P}_{eq}(\gamma^*_l) \mathcal{W}(\gamma_l \to \gamma^*_t) \left\langle A^T e^{\Delta \beta \left[ Q_L(\gamma^*_l) - Q_R(\gamma^*_t) \right]} \right\rangle_{\gamma^*_l \to \gamma^*_t},
\]
(106)
with
\[
\tilde{P}_{eq}(\gamma) \equiv e^{\beta \left[ F - \mathcal{H}(\gamma) \right]}.
\]
(107)

By setting $A = 1$, (100) and (106) are consistent with the local detailed balance conditions in the main text and (33), respectively. The form of the heat transferred and the work from each gas to the wall in our stochastic model is also consistent with that in the description of Hamiltonian systems under the assumption that gas regions are so large that thermodynamic quantities of the heat baths are kept constant over observation time.
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