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Abstract
Social media platforms like Twitter have become an easy portal for billions of people to connect and exchange their thoughts. Unfortunately, people commonly use these platforms to share misinformation which can influence other people adversely. The spread of misinformation is unavoidable in an extraordinary situation like Covid-19, and the consequences can be dreadful. This paper proposes a two-step ranking-based misinformation detection (RMiD) technique. Firstly, a novel ranking-based approach leveraging the scalable information retrieval infrastructure is applied to detect misinformation from a huge collection of unlabelled tweets based on a related but very small labelled misinformation data set. Secondly, the identified misinformation tweets are represented as a coupled matrix tensor model and Nonnegative Coupled Matrix Tensor Factorization is applied to learn their spatio-temporal topic dynamics. The experimental analysis shows that RMiD is capable of detecting misinformation with better coverage and less noise in comparison with existing techniques. Moreover, the coupled matrix tensor representation has improved the quality of topics discovered from unlabelled data up to 4% by leveraging the semantic similarity of terms in labelled data.
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1 Introduction
Social media has become an acceptable medium of information consumption and exchange where users express them without inhibition. During the Covid-19 pandemic, users commonly rely on social media for social connectedness and news consumption. With the increasing use of social media such as Twitter for information sharing, mining of this abundant and freely available data can provide valuable insights such as conversion topics, community opinion, and sentiments (Bashar et al. 2020; Mohotti et al. 2019; Tennakoon et al. 2019; Chen et al. 2020).

Given the freedom of speech, there is high possibility of misinformation presence and their spread on social media sites. Especially in events like Covid-19 pandemic, people will not only spread but also react to the misinformation unintentionally. The misinformation tweets can lead to unwanted behaviour such as fear and racism which can put social well-being at risk and impose further liability to already stressed authorities (Heverin and Zach 2012; Shimizu 2020). Therefore, it becomes important to detect misinformation tweets as well as misinformation topics (Wu et al. 2019). Identifying misleading topics with their spatial and temporal context will help authorities to appropriately respond to the information on time.

There exist several supervised machine learning techniques that build an automatic detection model using the
labelled data and its features (Yu et al. 2017; Guo et al. 2018; Wu et al. 2019; Zhang et al. 2019). However, these methods face challenges due to the variations and uncertainty on misinformation topic as well as the lack of labelled misinformation data (Shahi and Nandini 2020). This makes it difficult to apply a supervised machine learning technique on labelled data to build a classifier to detect misinformation tweets (Yang et al. 2019). Due to the continuous generation of tweets, the labelling of a huge volume of tweets is not feasible. A misinformation detection technique without depending heavily on labelled data are inevitable. Using a very small amount of labelled misinformation data, this paper proposes a novel ranking-based approach leveraging the scalable information retrieval infrastructure (Gormley and Tong 2015) to identify misinformation tweets from a large collection of tweet data.

Understanding insight on misinformation tweets can be attained by applying text mining methods, especially, topic modelling or clustering (Allcott and Gentzkow 2017; Debnath and Bardhan 2020). A challenge in applying these methods is to deal with high-dimensional short text data that normally embed unstructured words. To detect misinformation topics from a Covid-19 corpus, Latent Dirichlet Allocation (LDA), one of the most popular topic modelling techniques (Blei et al. 2003), has been used (Han et al. 2020). LDA, in general, does not work with short, highly sparse, and low word co-occurrence text which are the common characteristics of social media data (Zhao et al. 2011; Mohotti et al. 2019).

A dimensionality reduction technique can be applied to learn the low-dimensional embedded space of the data before exploring the embedded topics. Nonnegative Matrix Factorization (NMF) is known as the prominent dimensionality reduction technique for text data which returns low-rank factor matrices that uncover the underlying structures and/or patterns in the data (Lee and Seung 1999; Berry et al. 2007; Luong et al. 2018). Specifically, NMF factorizes the original high-dimensional tweet-term data matrix into two low-rank matrices that represent the intensity of tweets per topic and the intensity of terms per topic (Xu et al. 2003). These two-dimensional topic modelling approaches, NMF and LDA, are limited to represent the tweets with terms only (Sun and Axhausen 2016). They fail to associate these tweets with spatial and temporal dimensions that facilitate useful insights for misinformation topics (Balasubramaniam et al. 2020a).

Identifying these spatial-temporal patterns associated with topics uncover useful information demonstrating the occurrence of misinformation topics over time and locations. We propose to present this data with a 3-mode tensor model to represent terms in the tweets, their time-stamp and their location and fuse the tensor with more auxiliary information in matrix form. We present a coupled matrix tensor model for modelling the misinformation tweet data and propose an efficient Nonnegative Coupled Matrix Tensor Factorization (N-CMTF) process to identify latent factors in the data to highlight misinformation topic patterns.

More specifically, the contributions of the paper are as below:

1. We frame the problem of detecting misinformation topics over time and space based on an unlabelled Covid-19 Australian Sphere Tweets (CAST) data set (more details of the data set is provided in Sect. 5).
2. We propose a novel ranking-based method to identify misinformation tweets in the CAST data set, a collection of 6.4 million tweets on Covid-19. With the unavailability of labels on this data, we utilize a small labelled misinformation data (Poynter2) and identify misinformation topics on this data. These misinformation topics are then used to identify misinformation tweets in CAST using a novel and effective ranking-based misinformation detection (RMiD) technique.
3. We model the identified misinformation data in CAST as a coupled matrix tensor where the tensor has three modes term, time, and location, and the term mode is coupled and shared with a matrix whose second mode is topics from the Poynter data. We then extend the tensor factorization method, Saturating Coordinate Descent (SaCD) (Balasubramaniam et al. 2020b), to solve the N-CMTF problem. With this high-dimensional modeling and factorization, we effectively extract latent relationships of misinformation terms/topics and simultaneously learn the time and location where the topic is discussed.
4. Finally, extensive experiments are conducted to evaluate the quality of misinformation tweet detection and their spatio-temporal topics representation.

2 Related works

This section reviews literature related to two main contributions made in this paper: (1) misinformation detection; and (2) topic modelling.

2.1 Misinformation detection techniques

The problem of misinformation detection generally falls into the group of supervised learning problem based on text features, except for only a handful of methods that use visual features (Gupta et al. 2013; Jin et al. 2017). Methods to identify misinformation posts can be based on shallow learning
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2 https://www.poynter.org/ifcn-covid-19-misinformation/.
or deep learning which include at least two steps of training and testing the detection system. These methods attempt to build a binary classification which use different types of features and auxiliary attributes in the training process to decide if a post is a misinformation.

Most shallow learning-based misinformation detection methods utilize content-based features such as lexical features, syntactic features and/or topic features, or use social context-based features to consider all user profile-related information such as interactions among features or contents (Wu et al. 2019; Guo et al. 2020). For example, authors in Castillo et al. (2011, 2013) use various types of features including tweet’s content, users’ posting and retweeting behaviours and citations from external sources to build an annotated data set and extract corresponding features to decide different levels of credibility of tweets.

Authors in Qazvinian et al. (2011) not only attempt to collect rumour-related tweets but also identify tweets that users trust or question. They used three different sets of features, which are extracted from tweets’ content, user behaviour and memes, to identify rumours. The method builds different Bayes classifiers to learn feature importance and then learn a linear function of these Bayes classifiers to conduct the above two main tasks. Authors in Hu et al. (2014) use content, network information and users’ sentiment information to build a classifier detecting spammers. The sentiment information is computed using a supervised sentiment analysis model which relies on a labelled data set. The content features are obtained as topics using NMF, the well-known topic extraction technique for high-dimensional text data.

In the last few years, deep learning-based misinformation detection methods have attracted much attention (Shu et al. 2019; Qian et al. 2018). These methods vary by the use of input data (such as post text content or social context information of users) and network architectures [such as convolutional neural networks (CNN) (Yu et al. 2017; Chen et al. 2017) or recurrent neural network (RNN) (Ma et al. 2016; Guo et al. 2018) or Bayesian deep learning model (Zhang et al. 2019)]. The ultimate goal is to identify the complex and nonlinear latent features embedded in the data to achieve an accurate data representation for detecting misinformation.

These supervised learning methods heavily depend on a large labelled data set for training a misinformation model (Yang et al. 2019). Only a handful of works have been proposed that can detect misinformation when a small or no labelled data are available (Jin et al. 2017; Le and Mikolov 2014). In cases where the labelled data consist of only one class (misinformation), misinformation detection is treated as a problem of single class classification (Manevitz and Yousef 2001) or text matching (Jin et al. 2017). A few researches focus on learning the representation of single class using auto-encoders (Padnekar et al. 2020) and use the learned representation on unlabelled data to identify data points that match/mismatch with the learned representation. Data points matching the learned representation can be considered as inliers and those that mismatch can be considered as outliers/anomalies.

A recent work (Jin et al. 2017) compared many similarity-based text matching techniques and the term frequency-inverse document frequency (TF-IDF)-based text matching found superior. To perform the semantic text matching Doc2Vec (Le and Mikolov 2014) is used instead of TF-IDF. Authors in Yang et al. (2019) propose to extract users’ opinions via their behaviour such as posting a tweet, replying, and retweeting and use this information as an umbrella for an unsupervised model based on the collapsed Gibbs sampling approach (Robert and Casella 2013). An unsupervised graph-based approach is used to detect fake news in three steps starting from labelling seeds using biclique graph, to spreading labels within bicliques and ending with having the data set labelled (Hosseinimotlagh and Papalexakis 2018; Gangireddy et al. 2020).

Distinct from these existing works, we leverage a relevant small misinformation data set and propose a ranking-based approach using an information retrieval system to identify misinformation tweets (documents) on a large collection of tweets.

### 2.2 Topic modelling approaches

LDA (Blei et al. 2003) and NMF (Lee and Seung 1999) are well-known techniques for extracting topics from the text data. They have been applied to the Twitter data in recent years (Montenegro et al. 2018; Qomariyah et al. 2019; Nugroho et al. 2015a, b). Comparatively, NMF is known to produce improved outcomes for sparse and short text data like microblogging sites due to its ability to extract the compact low-rank feature matrix that uncovers the most important features for each topic (Yan et al. 2013; Mohotti and Nayak 2018b).

Researchers have started to apply topic modelling approaches on social media posts to understand people behaviours during Covid-19 pandemic (Yin et al. 2020; Han et al. 2020). LDA was used to discover the topics from a twitter-like social media platform, Sina-Weibo and relate the topics to temporal and spatial occurrences separately (Han et al. 2020). Due to the inability of LDA to represent multi-dimensional data, these patterns were not simultaneously identified. In our recent work (Balasubramaniam et al. 2020a), we model a Covid-19 pandemic data as a tensor model and by applying Nonnegative Tensor Factorization (NTF) we show the temporal and spatial information associated with the topics. Similarly, Kassab et al. (2020) compares NMF and NTF to understand the Covid-19 twitter dynamics. However, the analysis is restricted to temporal patterns alone.
While there exist many applications of NTF in discovering spatio-temporal patterns of users or other entities (Balasubramaniam et al. 2019; Sapienza et al. 2018), the applications on text or social media domain are scarce, and especially misinformation text is scarce. To our best knowledge, this is the first method that represents the social media data (i.e., misinformation tweets) with a coupled matrix tensor model to embed as much as the information it can and learn the spatio-temporal topic dynamics.

3 Ranking-based Misinformation Detection (RMiD)

To understand the topic dynamics of misinformation, the misinformation detection is treated as a problem of text matching. The objective is to identify existing misinformation in a huge collection of documents that are similar to a set of known (labelled) misinformation. Let $D_1 = \{d_1, d_2, \ldots, d_q\}$ be the small set of labelled misinformation documents and $d_i = \{w_1, w_2, \ldots, w_p\}$ be the $i$th document with $P$ unique terms/words. Let $D_2 = \{d_1, d_2, \ldots, d_c\}$ be the huge collection of documents that may include misinformation. With the availability of scarce labelled data $D_1$, we propose an information retrieval-based approach, RMiD, to identify a ranked list of documents that contain misinformation words/topics, $M_i$, from $D_2$. Figure 1 details the overall process that involves the following three steps: (1) document indexing; (2) querying; and (3) filtering.

3.1 Document indexing

Indexing facilitates storing and allows a search engine to retrieve the data quickly. The indexing will optimize and increase the run-time performance; thus finding ranked relevant information from a large data collection can be achieved within a few milliseconds (Chen et al. 2016). We use Elasticsearch (Gormley and Tong 2015), an open-source tool as a local search engine to facilitate indexing and information retrieval. Since the objective is to identify the misinformation data in $D_2$, only the documents from $D_2$ are indexed.

3.2 Querying

To retrieve a ranked list of misinformation related documents from the indexed $D_2$, each document in $D_1$ is used as a search query. For each search query, a set of relevant misinformation documents from $D_2$ are identified.

Let, $q_i \rightarrow d_i$ be the query formed from the terms or topics of $d_i \in D_1$. Let, $M_j = \{d_1, d_2, \ldots, d_E\} \in D_2$ be the set of top-$E$ relevant (misinformation) documents that are identified by a search engine in response to query $q_i$, where $E < C$.

3.2.1 Document ranking

A ranked list of top-$E$ documents $M_i$ from $D_2$ with the corresponding relevance score vector $s_i$ is identified that are relevant to $d_i$ according to the terms/topics used in $q_i$ as per the ranking function (Sutanto and Nayak 2018; Mohotti and Nayak 2018a),

$$R_j : q \rightarrow D_2 = \{(M_j', s_j')\} \forall j \in \{1, 2, \ldots, E\},$$

where $M_j'$ indicates $j$th document in $M_i$, and $s_j' \in s_i$ indicates the relevance score of $j$th document in $M_i$.

The relevance score $s_i$ is used to rank the documents. A higher relevance score indicates the high relatedness of the returning document for the given query. The relevance score of $j$th document in $M_i$ with $q_i$ is calculated using term frequency * inverse document frequency (tf*idf) (Fuhr et al. 2012) as,

$$s_j' = \text{relevance score}(q_i, M_j') = \sum_{w \in q_i} \sqrt{tf_{w,M_j'} \times idf_{w}^2 \times \text{norm}(w, D_2)},$$

where $tf_{w,M_j'}$ is the frequency of term $w$ in document $M_j'$, $idf_w$ is the frequency of term $w$ in the document collection $D_2$, and $\text{norm}(w, D_2)$ is a normalization controlling the importance of terms based on term frequency (Gormley and Tong 2015).

---

3 Each tweet is considered as a document in this paper. Therefore, terms “document” and “tweet” are used interchangeably throughout the paper.
3.2.2 Topic querying

Using terms of each document \( d_i \in D_1 \) explicitly as a search query \( q_i \) may not perform the search \( D_2 \) semantically and will focus on finding the terms present in the search query. Let us consider the following two misinformation documents example.

Drinking a bleach solution will prevent you from getting the coronavirus.
Gargling with bleach can cure coronavirus.

Though these two misinformation tweets do not use the same terms, they convey the same information. Searching using these two tweets as query terms will retrieve many noisy results due to the presence of unimportant terms like *getting* and *solution*. To semantically enrich a search query, we propose to apply topic modelling on the collection \( D_1 \) and use the terms representing a topic as a query (i.e. query terms) on \( D_2 \), instead of using the terms of each document in \( D_1 \). In the above example, these two documents will form a topic where only the important terms like *drinking*, *gargling*, and *bleach* will be highlighted.

Nonnegative Matrix Factorization: NMF is a well-known dimensionality reduction technique that factorizes a high-dimensional matrix into two smaller, low-dimensional factor matrices, especially for sparse and short text data such as tweets (Xu et al. 2003). Let \( Z \in \mathbb{R}^{(P \times Q)} \) be an input matrix that represents a collection of \( P \) unique terms and \( Q \) columns as the number of unique documents. The entries in this matrix are populated using term-frequency. The objective function of NMF can be formulated as (Berry et al. 2007),

\[
\min_{W,H \geq 0} f(W,H) = \left\| Z - WH^T \right\|^2, \tag{4}
\]

where \( W \in \mathbb{R}^{(P \times J)} \) and \( H \in \mathbb{R}^{(Q \times J)} \) are the factor matrices, \( J \) is the rank (number of topics), and \( \left\| . \right\| \) indicates the Frobenius norm.

Factor matrix \( W \) represents the topics in \( D_1 \). Each column, \( w_i \in \mathbb{R}^{P \times 1} \), represents a topic and the magnitude of the elements in it determines the importance of the terms in that topic. Using the internal measures like Pattern Distinctiveness (Balasubramaniam et al. 2019) and Silhouette Index (Rousseeuw 1989) (more details provided in Sect. 5.1.1), the rank \( R \) (i.e. the number of topics) can be identified.

Using topics as queries instead of documents, the number of queries will be reduced from \( Q \) to \( J \) as \( J < Q \). This reduces the redundancies in the returning documents set identified as the misinformation data set \( M \). Each of the \( J \) search queries is defined by selecting the top-10 terms based on the magnitude value from each of the \( J \) topics as,

\[
q_i = -W_i^{10}, \tag{5}
\]

where \( W_i^{10} = \{w_i^1, w_i^2, \ldots, w_i^{10}\} \). The documents retrieved based on the query defined in Equation (5) will be ranked as per Eqs. (2) and (3). Suppose, NMF outputs 25 topics, each topic in \( W \) will represent \( P \) terms and their weightage. The top – 10 terms based on their weightage will make a single query. Therefore, we will have a total of 25 queries each with a length of 10 terms.

Not all topics (i.e. search queries) of \( D_1 \) will have equally relevant documents in \( D_2 \). For instance, one topic of \( D_1 \) may find 100 relevant documents, whereas another may find 600 relevant documents in \( D_2 \). Fixing the same number of search results to top-\( E \) for all the search queries will introduce a lot of noise in the search results or will miss useful data during information retrieval. Consequently, this will affect the quality of relevant search results. Therefore, we propose a relevance score-based filtering approach that selects the appropriate number of top-\( E \) relevant documents for each query.

3.3 Filtering

The range of relevance score of identified documents varies for each query. Hence, the relevance score of documents for different queries cannot be compared (Gormley and Tong 2015). We use the relevance scores to filter the search results to include only the top-\( E \) misinformation related documents and find the value of \( E \) dynamically.

Suppose using a query \( q_i \), we retrieve \( M_i \) relevant documents that are ranked according to their relevance score \( s_i \).

During the investigation phase, it was noted that the search results for all the queries are right-skewed in terms of relevance score. It indicates that only a very few results are very relevant and most of the results are moderately/
less relevant to the search query. An example of the right-skewed relevance score distribution is shown in Fig. 2. While the query has returned a maximum relevance score of 35, most of the results are within the range of 5 to 20, returning less relevant documents to the search query.

Therefore, to retrieve only the top-E misinformation documents for each query, we set a threshold automatically based on the relevance score $s_i$. Only the documents $(M_i)$ with relevance score greater than the threshold will be selected. Because of the right-skewness, we set the threshold to select only the outliers towards the right side of the distribution (Howell et al. 1998) as,

$$\text{threshold} = \mu(s_i) + \sigma(s_i) \times 3,$$

where $\mu(s_i)$ is the mean of $s_i$ and $\sigma(s_i)$ is the standard deviation of $s_i$. While we set this threshold which is suitable for the data set investigated, the retrieval of top-E misinformation related documents can be controlled by selecting other threshold values. However, this is beyond the scope of this paper.

The above process is repeated for each search query to get the final misinformation document collection $M$.

4  N-CMTF-based spatio-temporal topic dynamics discovery

The proposed N-CMTF-based spatio-temporal topic dynamics discovery method consists of three components: (1) data model, (2) factorization, and (3) spatio-temporal topic dynamics, as shown in Fig. 3.

4.1 Data representation—coupled matrix tensor model

We use a coupled matrix tensor model to represent the misinformation related tweets. Since, each term in $M$ is associated with location and time, a tensor representation is used to model the data by preserving the association among the modes term, location, and time. The time mode can be defined according to the analysis requirement. For example, it can be days, weeks, or months.

Let $U = \{u_1, u_2, \ldots, u_M\}$, $L = \{l_1, l_2, \ldots, l_N\}$ and $T = \{t_1, t_2, \ldots, t_O\}$ be the set of unique terms, locations and time periods in $M$, respectively. The traditional approach is to populate the tensor $X$ with term frequency. For example, if term 1 is used/tweeted at location 4 at time 5, and if this has occurred 3 times, the $X_{1,4,5}$th entry of tensor will be populated with the value 3. However, in recent researches (Guecho et al. 2018; Abdali et al. 2020) binary representation has proven to capture the nuance patterns better than term frequency. Therefore, in this paper we use binary representation which gives value 1 to $X_{1,4,5}$th if term 1 is used/tweeted at location 4 at time 5 or else 0. For a more detailed empirical comparison, please refer to the supplementary material.

While a tensor model (term $\times$ location $\times$ time) is successful in capturing the spatio-temporal association through multi-dimensional representation, it does not guarantee to capture the semantic relatedness between the terms, especially according to their relation to misinformation topics as present in $D_1$. A tensor model encoding (tweet $\times$ term $\times$ term) or (tweet $\times$ term $\times$ topic) can capture the co-occurrence and latent relationships between the terms (Abdali et al. 2020). However, the proposed tensor model
represented as (term × time × location) has no explicit way to capture the semantic relatedness (or co-occurrences) of terms in the tweets.

We propose to combine the tensor model (term × time × location) $\mathcal{X}$ with a matrix that can embed the terms relatedness in $\mathcal{M}$ and present a coupled matrix tensor model. An auxiliary matrix $Y \in \mathbb{R}^{M \times J}$ is generated where $M$ is the number of unique terms in $\mathcal{M}$ and $J$ is the number of topics identified using NMF on $D_1$.

The value of elements in $Y$ is calculated as,

$$Y_{mj} = \begin{cases} 1 & \text{if } u_m \in e_j \\ 0 & \text{else,} \end{cases} \quad (7)$$

where $e_j$ is the $j$th topic of $D_1$ (refer to Sect. 3.2.2). The value for entry $(m,j)$ in matrix $Y$ represents the existence of term $u_m$ in topic $e_j$.

Since the tensor $\mathcal{X}$ and matrix $Y$ share some of the common terms, the fusion of $\mathcal{X}$ and $Y$ will happen only on the term mode.

An alternative of using semantic information in the tensor model (term × location × time) $\mathcal{X}$ is the addition of topics as 4th mode. However, this model will be meaningful when the topics are derived from the same data set $\mathcal{M}$, which is used to model the tensor model $\mathcal{X}$, by relating each term to at least one of the topics. When the topics are derived from a different data set, say $D_1$ as in this paper, there is no guarantee that all the terms in $\mathcal{M}$ will be associated with at least one of the topics of $D_1$. $D_1$ and $\mathcal{M}$ will have different terms dictionaries with only some terms occurring in both dictionaries. This would pose difficulties in learning spatio-temporal topic dynamics of misinformation tweets. Firstly, the 4-mode tensor will be sparse lacking co-occurrences and present difficulty in deriving latent term dependencies. Secondly, the terms that do not belong to any topics will be left out in the 4-mode tensor representation. Consequently, it will not be possible to learn the spatio-temporal topic dynamics of the left out terms. Let us consider a toy example to understand this.

Suppose $D_1$ has 2,000 terms and $\mathcal{M}$ has 50,000 terms with only a total of 1,000 terms occurring in both the data sets. If we model $\mathcal{M}$ as a 3D tensor (term × location × time) and add topics derived from $D_1$ as 4th mode, only 1000 terms from $\mathcal{M}$ will have an association with topics from $D_1$. The majority of terms will not learn the spatio-temporal topic dynamics as they do not belong to a topic.

One possible way to overcome this issue is by introducing a surrogate topic that includes all the remaining (50,000-1,000 = 49,000) terms of $\mathcal{M}$ that are not present in $D_1$. By adding this additional topic, we will be able to learn the spatio-temporal topic dynamics of all the 50,000 terms of $D_1$. However, this will be misleading as those 49,000 terms have a forced relatedness in the model that does not exist.

On the other hand, the proposed coupled matrix tensor model has a natural capability to represent the topics from a different data set. The term × topic matrix $Y$ that is coupled with tensor $\mathcal{X}$ along the shared term mode will have entries populated with 1 if a term does appear in a topic as per Equation (7). For terms that do not belong to any topic, the entire row of $Y$ will be populated with 0. Since topic-term association is handled independently in this coupled model, the term’s association with other modes (i.e. time and location) of the tensor will remain unaffected. Hence, learning spatio-temporal topic dynamics of terms using the coupled matrix tensor model will be complete for all terms present in $\mathcal{M}$.

Additionally, this is an innovative use of transfer learning from one data set ($D_1$) to another data set ($\mathcal{M}$). We learned the topics on $D_1$ (a smaller data set with misinformation data) and used them in $\mathcal{M}$ (a large data set with thousands of tweets) to transfer semantic information. The data represented in this fused model will preserve the closeness of the terms based on the topics learned from $D_1$ leading to a better topic learning in $\mathcal{M}$ (Bahargam and Papalexakis 2018).

### 4.2 Nonnegative Coupled Matrix Tensor Factorization (N-CMTF)

N-CMTF is the fusion of NMF and NTF on any shared dimension.

For matrix $Y \in \mathbb{R}^{(M \times J)}$, the objective function of NMF can be formulated as,

$$\min_{U,V \geq 0} f_1(U, V) = \|Y - UV^T\|^2,$$  \quad (8)

where $U \in \mathbb{R}^{(M \times R)}$ and $V \in \mathbb{R}^{(J \times R)}$ are the factor matrices, $R$ is the rank, and $\|\cdot\|$ indicates the Frobenius norm (Table 1).

| Symbol | Definition |
|--------|------------|
| $\mathcal{X}$ | Tensor (Euler script letter) |
| $U$, $L$, $T$ | 3 modes of $\mathcal{X}$ |
| $U$, $V$ | 2 modes of $Y$ |
| $M$, $N$, $O$, $J$ | Length of mode $U$, $L$, $T$, $V$, respectively |
| $\mathcal{U}$ | Matrix (upper case. bold letter) |
| $\mathcal{U}$ | Vector (lower case. bold letter) |
| $u$ | Scalar (lower case, italic letter)/element |
| $X_n$ | Mode-n matricization of tensor |
| $R$ | Rank of tensor |
| $\otimes$ | Kronecher product |
| $\otimes$ | Khatri-Rao product |
| $*$ | Hadamard product |
| $\circ$ | outer product |
| $\|\|_F$ | Frobenius norm |
For a third-order tensor \( \mathbf{X} \in \mathbb{R}^{(M \times N \times O)} \), Candecomp/Parafac (CP) (Carroll and Chang 1970) factorization decomposes the tensor into multiple rank-1 tensors as shown in Fig. 4. Each rank-1 tensor comprises of three components representing each mode of the tensor. The mode-wise components are grouped to form the factor matrices representing each mode of the tensor. CP factorization is formulated as,

\[
\mathbf{X} \cong \sum_{r=1}^{R} u_r \otimes l_r \otimes t_r,
\]

(9)

where \( \mathbf{U} \in \mathbb{R}^{(M \times R)} \), \( \mathbf{L} \in \mathbb{R}^{(N \times R)} \), and \( \mathbf{T} \in \mathbb{R}^{(O \times R)} \) are the factor matrices representing three modes. In our case, it is term, location, and time.

\( R \) is the rank of the tensor, indicating the hidden features in the lower dimension. For term mode, it represents the topics. For location and time mode, it represents the spatial and temporal patterns, respectively.

NTF imposes nonnegativity constraint on the factor matrices, and the values for factor matrices are derived by solving the optimization minimization problem defined as,

\[
\min_{\mathbf{U}, \mathbf{L}, \mathbf{T} \geq 0} f_2(\mathbf{U}, \mathbf{L}, \mathbf{T}) = \| \mathbf{X} - [\mathbf{U}, \mathbf{L}, \mathbf{T}] \|^2.
\]

(10)

Factorization algorithms like alternating least square (ALS) (Cichocki et al. 2009) is usually used to solve Equation (10) and derive the values for factor matrices.

It can be noted from Eqs. (8) and (10) that the factor matrix \( \mathbf{U} \) is shared with both NMF and NTF. Therefore, the fused objective function can be defined as,

\[
f = f_1 + f_2.
\]

(11)

By substituting Eqs. (8) and (10) in (11), the objective function of N-CMTF becomes,

\[
\min_{\mathbf{U}, \mathbf{V}, \mathbf{L}, \mathbf{T} \geq 0} f(\mathbf{U}, \mathbf{V}, \mathbf{L}, \mathbf{T}) = \| \mathbf{Y} - \mathbf{UV} \|^2 + \| \mathbf{X} - [\mathbf{U}, \mathbf{L}, \mathbf{T}] \|^2.
\]

(12)

Because of this fused objective function, the factor matrix \( \mathbf{U} \) will learn more cohesive topics in \( \mathcal{M} \), taking advantage of the similarity of the existing terms based on the topics in \( \mathcal{D}_1 \).

### 4.3 Spatio-temporal topic dynamics

The misinformation subset \( \mathcal{M} \) is obtained from \( \mathcal{D}_2 \) after applying RMiD using small misinformation labelled data \( \mathcal{D}_1 \). We represent \( \mathcal{M} \) as a coupled matrix tensor (CMT) model.

![Fig. 4 CP Tensor Factorization](image1)

![Fig. 5 Spatio-temporal topic dynamics using N-CMTF. Each column in a factor matrix (i.e. middle row) represents a pattern](image2)
and decompose it to obtain factor matrices that learns latent dependencies in the data. Algorithm 1 details the overall process of the SaCD algorithm for learning spatio-temporal topic dynamics in $\mathcal{M}$ using N-CMTF.

The factorization of $\mathcal{M}$ with N-CMTF using SaCD will result in $R$ rank-1 coupled matrix tensors as shown in Fig. 5. Each of the rank-1 coupled matrix tensors consists of four vectors (or components), where each component represents a mode (i.e. topic, location, time). Each vector is a feature/pattern which reveals a distinct characteristic of the respective mode. Because of the rank-1 components, the features are learned with the dependencies among them preserved. These rank-1 coupled tensors are used to understand the spatio-temporal topic dynamics.

5 Experimental analysis

Experiments are conducted to answer the following questions:

1. How effectively RMiD can detect Covid-19 misinformation tweets from a huge collection of unlabelled data using a very small set of labelled data?
2. How good the spatio-temporal topic dynamics of Covid-19 misinformation are learned using N-CMTF with SaCD? What are those spatio-temporal topic dynamics?

data sets: Two Covid-19 related data sets are used to understand spatio-temporal misinformation topics dynamics.

1. An online fact checking organization, Poynter has collected posts from different social media platforms (e.g., Facebook, YouTube, and Instagram) and performed fact checks on their content. These posts are then annotated with the label for misinformation (True or False). It also collects the location where the misinformation is originated. We filtered this labelled data to include only the misinformation that originated within Australia as our focus is to discover misinformation topic dynamics in Australian Twitter-sphere during Covid-19. This has lead to the selection of 119 facts labelled “True” for misinformation. Applying NMF as the topic modelling approach on this data set, a total of 49 topics are identified. A close investigation of 119 misinformation posts and 49 topics reveal that most of the misinformation posts are unique and there exists less association among each of misinformation. This resulted in the formation of a high number of topics.

2. The Covid-19 Australian Sphere Tweets (CAST) data set, collected with the help of QUT Digital Observatory,4 consists of Covid-19 related tweets collected based on the keywords like Covid, Covid-19, Covid19, Coronavirus, for the period between 27th November 2019 and 7th September 2020. It is a huge collection of 6.4 million tweets posted by Australian Twitter users along with their location and time.

The data sets are pre-processed using standard social media data pre-processing library (ekphrasis) (Baziotis et al. 2017).

5.1 Performance analysis of misinformation identification

Using the posts and topics in Poynter data set, the objective is to detect misinformation in CAST data set by applying the proposed RMiD technique. These results are compared with the results obtained by three state-of-the-art misinformation detection techniques.

5.1.1 Benchmarks and experimental settings

We mainly select the benchmarks that are closely associates with the problem of detecting misinformation from a huge collection of unlabelled data using a small set of labelled data. Since all the samples in labelled data belong to the same class indicating misinformation, single class classification and similarity-based approaches are identified as suitable benchmarks.

1. Since the Poynter data set consists of facts belonging to only one class, One-Class Support Vector Machine (OCSVM) (Manevitz and Yousef 2001) is trained on it and the trained model is used to predict the misinformation in CAST data set.

2. A TF-IDF (Jin et al. 2017) similarity-based misinformation detection technique is implemented that detects misinformation in the CAST data set by the pair-wise similarity comparison. Any tweet in CAST that has the similarity score $\geq 0.5$ with a post in Poynter can be considered a misinformation tweet.

3. Doc2Vec (Le and Mikolov 2014) is also a similarity-based misinformation detection technique that attempts to find the similarity based on the semantic closeness of terms. A Doc2Vec model is built on Poynter data set and used to represent each tweet in CAST data set as a numeric vector. Then, cosine similarity is applied to the CAST data set detecting the misinformation tweets. Any

---

4 https://www.qut.edu.au/institute-for-future-environments/facilities/digital-observatory.
tweet in CAST that has the similarity score $\geq 0.4$ with any post in Poynter can be considered as a misinformation tweet.

4. AE-LSTM and AE-DNN (Padnekar et al. 2020) are autoencoders build with LSTM and DNN layers, respectively. Firstly an autoencoder is pre-trained using the Poynter data set to capture the representation of misinformation. Then, the CAST data set is passed into the autoencoder. The final loss value indicates how much each tweets deviates from the learned representation. A threshold of $\leq 0.5$ is set to select the tweets that highly matched with the misinformation.

To evaluate the effectiveness of topic querying and relevance score-based filtering in RMiD, we introduce four variations of RMiD.

1. RMiD-DQ—Terms in each misinformation post from Poynter are directly used as the search query terms to detect misinformation in the CAST data set. Top-1000 misinformation tweets are retrieved for each search query.

2. RMiD-DQF—Filtering is applied to the misinformation tweets detected using the RMiD-DQ data set. This will select the most relevant misinformation tweets from the CAST data set.

3. RMiD-TQ—The total of 49 topics obtained from the Poynter data set is used as the search query. However, instead of identifying top-$E$ misinformation tweets in the CAST data set, the top-$1000$ misinformation tweets are retrieved for each query.

4. RMiD-TQF - Filtering is applied to the misinformation tweets detected using RMiD-TQ.

The misinformation identified using OCSVM, TFIDF, Doc2Vec, RMiD-DQ, RMiD-DQF are represented in a tensor model $\mathcal{X}$ and the topics are learned using NTF SaCD. On the other hand, misinformation identified using RMiD-TQ and RMiD-TQF are represented using coupled matrix tensor model because of the availability of auxiliary matrix $\mathbf{Y}$ and the topics are learned using N-CMTF SaCD.

The number of topics (rank of NTF/N-CMTF) is identified based on the evaluation measures like Pattern Distinctiveness (Balasubramaniam et al. 2019) and Silhouette Index (Rousseeuw 1989). The Silhouette Index (SI) (Rousseeuw 1989) is calculated as the ratio of inter-cluster to intra-cluster distances to measure the separability and compactness of clustering and similarly with topic modelling. The higher the value, the better the topic modelling. Pattern Distinctiveness (PD) (Balasubramaniam et al. 2019) is generally used to evaluate the quality of patterns learned i.e. clusters or topics. It computes the similarity among patterns, therefore, the lower the value, the more unique the patterns and is the goal.

For each technique, the number of topics (or rank in the tensor) ranging from 2 to 49 was tested. The number of topics for which the SI is at the maximum and PD is at the minimum is selected as the optimal number of topics. Figure 6 shows the sensitivity analysis on the choice of rank/optimal number of topics. For CMTF variants, since matrix $\mathbf{Y}$ and tensor $\mathcal{X}$ shares same terms mode, both $\mathbf{Y}$ and $\mathcal{X}$ are set the same rank. For example, if the rank of tensor is set to 5, the rank of matrix is also set to 5.

The details of misinformation tweets identified in the CAST data set using these techniques are summarized in Table 2.

5.1.2 Evaluation measures

Five evaluation measures are used to assess the quality of misinformation detection and to answer Question 1. Since the CAST data set does not contain labelled tweets, the following intrinsic measures are used.

1. **Terms coverage** measures the percentage of unique terms present in the Poynter data that are also present in the misinformation tweets identified in the CAST data.

2. **Potential Noise** measures the percentage of unique terms present in the misinformation data that are not present in the Poynter data.

3. **Topic-terms coverage** measures the percentage of unique terms present in the topics of misinformation data that are also present in the Poynter data set.

4. **Topic-terms avg. similarity** measures the average cosine similarity between the topics of misinformation data and the misinformation posts in the Poynter data set. For each topic of misinformation data, a most similar post in Poynter is found and the average similarity score of all the topics is calculated.

5. **Topics with $\geq 50\%$ similarity** measures the percentage of topics in misinformation data that have more than $50\%$ cosine similarity with any of the misinformation post in Poynter data set.

While terms coverage and potential noise are used to evaluate the quality of identified misinformation tweets in the CAST data set, topic-terms coverage, topic-terms avg. similarity, and topics with $\geq 50\%$ similarity evaluate the quality of topics learned from the identified misinformation tweets from CAST data sets.

5.1.3 Results and discussion

A key point to note in Table 2 is sparsity of the tensor model $\mathcal{X}$ representing misinformation tweets with their time and location. The representation of misinformation data detected using OCSVM, TF-IDF, Doc2Vec, AE-LSTM, and
Fig. 6  Sensitivity analysis on setting ranks (i.e. the number of topics). Red point indicates the optimal number of topics where SI is high and PD is low.

Table 2  Insight on the misinformation tweets identified in the CAST data set

|                  | OCSVM | TF-IDF | Doc2Vec | AE-LSTM | AE-DNN | RMiD-DQ | RMiD-DQF | RMiD-TQ | RMiD-TQF |
|------------------|-------|--------|---------|---------|--------|---------|---------|---------|---------|
| # Query          | –     | –      | –       | –       | –      | 119     | 119     | 49      | 49      |
| # Misinfo. tweets| 80149 | 177498 | 6940    | 8943    | 23787  | 119000  | 2263    | 49000   | 974     |
| Avg. s           | –     | –      | –       | –       | –      | 17.20   | 27.30   | 15.48   | 25.14   |
| # Unique terms   | 77000 | 108503 | 22254   | 23277   | 77838  | 32120   | 4184    | 23038   | 2476    |
| # Unique days    | 239   | 246    | 233     | 214     | 232    | 245     | 223     | 243     | 188     |
| # Unique locations| 7566  | 12882  | 2104    | 2365    | 4001   | 9051    | 715     | 5916    | 373     |
| # Observations in $\mathbf{X}$ | 1259485 | 1659810 | 103263 | 84928 | 578587 | 1657422 | 31115 | 666796 | 13769 |
| Sparsity of $\mathbf{X}$ (%) | 0.999991 | 0.999995 | 0.999991 | 0.999993 | 0.999992 | 0.999984 | 0.999961 | 0.999984 | 0.999931 |
| Matrix (Y) size  | –     | –      | –       | –       | –      | –       | –       | 23038 × 49 | 2476 × 49 |
| Rank (# topics)  | 16    | 26     | 25      | 26      | 15     | 20      | 13      | 33      | 22      |
AE-DNN as a tensor $\mathbf{X}$ is sparser than any of the RMiD variations. For instance, OCSVM identified a total of 80149 misinformation tweets out of the 6.4 million CAST tweets collection. These 80149 misinformation tweets contain 77000 unique terms, 239 unique days, and 7566 unique locations and are represented in a tensor of size (77000 × 239 × 7566) (i.e. $\approx 1.3e^{16}$ cells). The populated tensor has 1259485 entries (0.000009%), making the tensor 0.999991% sparse.

Identification of many unique terms during misinformation detection using OCSVM is the key reason for high sparsity, whereas AE-LSTM and AE-DNN fail to identify misinformation due to very small training data set.

On the other hand, RMiD variations like RMiD-TFQ generates tensor $\mathbf{X}$ with 0.999931% sparsity. High sparsity of $\mathbf{X}$ in OCSVM, TF-IDF, Doc2Vec, AE-LSTM, and AE-DNN also indicates that there are fewer similarities within the misinformation tweets detected, which makes the spatio-temporal topic dynamics learning process harder. This is supported by the results in Table 3 which presents the performance analysis of misinformation tweets coverage. Results in Table 3 show that RMiD variations outperform all other benchmarks in terms of terms and topic-terms coverage. Next, we will focus on the effectiveness of topic querying and relevance score-based filtering in RMiD.

RMiD-TQF (including topic querying and relevance filtering) has shown superiority over all the variations of RMiD with less noise being introduced and the term coverage is at the lowest. Figure 7 shows the terms in Poynter that are not covered in the search results in CAST. A careful investigation reveals that the terms that are not covered as misinformation are not important terms. Moreover, even without topic querying, significant low potential noise % can be seen for RMiD-DQF when compared to RMiD-DQ and RMiD-TQ in Table 3. It shows the importance of relevance score-based filtering.

The importance of topic querying can also be seen with the higher topic-terms coverage for RMiD-TQ when compared to RMiD-DQ. Though RMiD-TQ and RMiD-TQF tend to share approximately the same number of topic-terms coverage, RMiD-TQ tends to attract more noise (irrelevant terms) in the topic. In other words, topics from RMiD-TQ highly deviates from the misinformation as irrelevant terms in the topic attracting high weightage. This indicates that a topic may be related to misinformation, but does not represent misinformation. On the other hand, the topics from RMiD-TQF do not deviate much from the Poynter misinformation. Moreover, 77% of topics discovered in RMiD-TQF are more than 50% similar to the Poynter misinformation. These results ascertain the superiority of RMiD-TQF in identifying misinformation tweets in CAST.

### 5.2 Performance analysis of spatio-temporal topic dynamics

This section presents the spatio-temporal topic dynamics of the misinformation tweets identified using RMiD. The performance analysis is conducted to answer Question 2.

#### 5.2.1 Evaluation measures and benchmarks

We compare the proposed N-CMTF SaCD technique with three NTF variations: (1) NTF ALS (Kassab et al. 2020) (NTF solved using ALS); (2) NTF SaCD Balasubramaniam et al. (2020a) (NTF solved using SaCD); and (3) NTF 4D where topic is added as fourth dimension to NTF ALS. As discussed in Sect. 4.1, there are two ways a topic learned
from the Poynter data set can be included in the tensor model populated with the CAST data. The NTF 4D version in this comparison includes a surrogate topic to include all CAST terms that do not belong to any Poynter topics. Please refer to supplemental material for a detailed comparison between 4D NTF with and without the additional topic holding all nontopic inclusive tweets. We also compare N-CMTF SaCD with ACMTF (Acar et al. 2017) which is an advanced CMTF without nonnegative constraint. This would help to evaluate the performance of SaCD and N-CMTF in discovering spatio-temporal topic dynamics.

In addition to SI and PD, we use three measurement criteria for evaluating topic modelling task, including Fit Score (FS), Calinski–Harabasz (CH), and Davies–Bouldin (DV).

Fit Score (FS) (Bro et al. 1999) is a general-purpose evaluation measure, assessing the quality of factorization approximation. The higher the FS, the better is the quality of factor matrices to recreate the input tensor/matrix.

Calinski–Harabasz (CH) index (Calinski and Harabasz 1974) evaluates the different number of clusters and topics. It is computed as the distances between clusters and centroids.

The Davies–Bouldin (DV) index (Davies and Bouldin 1979) is normally used as a clustering measurement criterion, which aims to maximize between-cluster distance and to minimize the distance between centroids of clusters and the other data points. For the topic extraction task, it is used to evaluate the cohesiveness of terms in each topic and the separation among topics that are learned. Lower the value, the better is the result.

5.2.2 Results and discussion

Table 4 presents the performance of the proposed N-CMTF and other benchmarks for understanding the topic dynamics of the misinformation detected using RMiD variations.
It can be seen that NTF SaCD outperforms NTF ALS in all the RMiD variations which proves the capability of SaCD in generating topics with more distinctiveness (i.e. supported by lower PD). Lower PD means each pattern is distinct from the other and there is no repeating pattern. Therefore, the issue of the simultaneous elimination problem, which is a hindrance to benchmarking methods, is addressed. This is one of the main reasons for adapting SaCD to solve N-CMTF.

The FS values of all the methods are the same which indicates that the quality of factorization approximation is not compromised. On the other hand, SI, CH, DV, and PD confirm that N-CMTF consistently outperforms other benchmarks in learning quality topics while NTF 4D comes as the second best. Factorization is a nonconvex optimization problem where multiple local minima solutions can be found (Lee and Seung 2000). While the local minimum found by NTF ALS and NTF SaCD are better for factorization approximation, the augmented topic matrix $Y$ in N-CMTF SaCD help to find the local minimum that is better for factorization as well as topic modelling. Moreover, the runtime performance indicates that N-CMTF SaCD does not bring significant complexity with the augmented topic matrix $Y$.

By comparing the performance of NTF ALS and NTF 4D in Table 4, we can find that the addition of topics as the 4th dimension is improving the performance of learning spatio-temporal topic dynamics by capturing the semantic similarity (or co-occurrences) between the terms based on the topics. The model is able to include dependencies based on semantic similarity in relating spatio-temporal topic dynamics. On the other hand, N-CMTF SaCD learns the semantic similarity and dependencies through coupling of dimensions. As shown in Table 4, the spatio-temporal topic
dynamics learned by N-CMTF SaCD are of improved quality than of NTF 4D. An increase of sparsity caused by the addition of fourth dimension in NTF 4D could be a reason behind this performance. Please refer to the supplemental material for the sparsity details of NTF 4D.

Figures 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19 present the top-3 topics based on the topic-terms similarity score, along with spatio-temporal patterns for all the RMiD variations (refer to respective figure caption for the average similarity score of top-3 topics). Table 5 maps
the misinformation topics of RMiD variations to the most similar misinformation from Poynter data set. While RMiD-TQF succeeds to find a match for all the topics, other RMiD variations struggle to find a misinformation topic. This is because of the identification of common topics, where irrelevant terms gets high weightage than the terms related to misinformation.

In some cases, the misinformation from Poynter is referring to a video or an image, where the analysis of text becomes insignificant. For example, the misinformation “This is a video of panicked shoppers storming a supermarket amid the coronavirus pandemic”. sounds
to be true unless the video referred in it says otherwise. Therefore, the identification of misinformation based on the proposed and benchmarked approaches will fail. In such cases, video or image source should also be included in the process. This is a potential future direction of this paper.

### 6 Conclusion

Misinformation about highly sensitive events like Covid-19 can have many impacts and sometimes they can be life-threatening. The continued discussion of such misinformation over time and location will worsen the situation. Therefore, identification of misinformation tweets and topics in the Covid-19 situation is crucial which can help governments and organizations to control the spread and mitigate the effects. The RMiD approach proposed in this paper will help to identify misinformation tweets present in a huge collection of tweets. Moreover, the N-CMTF technique will help to extract and understand the spatio-temporal topic dynamics of misinformation. The framework proposed in this paper reduces human effort in identifying misinformation tweets and learning their spatio-temporal topic dynamics, thus making it a feasible automated task to perform.

**Supplementary Information** The online version supplementary material available at [https://doi.org/10.1007/s13278-021-00767-7](https://doi.org/10.1007/s13278-021-00767-7).
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