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Abstract—A typical trajectory planner of self-driving vehicles commonly relies on predicting the future behavior of surrounding obstacles. Recently, deep learning technology has been widely adopted to design prediction models due to their impressive performance. However, such models may fail in the “long-tail” driving cases where the training data is sparse or unavailable, leading to planner failures. To this end, this work proposes a trajectory planner to consider the prediction model uncertainty arising from insufficient data for safer performance. Firstly, an ensemble network structure estimates the prediction model’s uncertainty due to insufficient training data. Then a trajectory planner is designed to consider the worst-case arising from prediction uncertainty. The results show that the proposed method can improve the safety of trajectory planning under the prediction uncertainty caused by insufficient data. At the same time, with sufficient data, the framework will not lead to overly conservative results. This technology helps to improve the safety and reliability of self-driving vehicles under the long-tail data distribution of the real world.
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I. INTRODUCTION

Self-driving technology is believed to improve traffic efficiency and safety in the future [1]. A typical self-driving system can be divided into several modules: perception, planning, control. Among them, the task of the trajectory planner is to compute a feasible trajectory for self-driving vehicles (SDVs) using the estimated status of surrounding objects (provided by the perception module). Then the control module will drive the SDV following the output trajectory.

A trajectory planner commonly relies on the future prediction of surrounding objects in finding the optimal trajectory [2] [3]. Such prediction task is typically accomplished by a deep learning-based model trained with collected real-world driving data [4]. However, the real-world scenarios are usually “long-tail” distributed [5], leading to low model performance in the data-sparse cases [6] [7]. It is because the model “lacks knowledge” about the environment due to insufficient data, also described as high model uncertainty [8] [9]. As a result, the downstream trajectory planner may make risky decisions in “long-tail” cases.
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the insufficient data in the “long-tail” cases is still a problem.

The probabilistic prediction methods model and consider prediction uncertainty for safer planning performance. The planner takes into account the probabilistic prediction results for safer performance [19] [13]. Such probabilistic results can be obtained from pre-modeled distribution [20], probabilistic learning-based models [16], etc. These methods achieve safer performance by considering the prediction’s uncertainty. However, the probabilities output by learning-based models are also learned from a “long-tail” distributed dataset. Thus the wrong prediction probability may still happen in data-sparse cases and cause planning failures.

Unlike the previous methods, this work proposed a planning framework to consider prediction uncertainty arising from the “long-tail” data distribution. Such uncertainty is related to data amount and varies in different driving cases. Thus, the pre-design models/rules are challenging to handle. This work will estimate the prediction uncertainty using collected training data and design a planning framework to account for the estimated uncertainty for safer performance.

The contributions include:

1) A method to estimate prediction model uncertainty due to insufficient training data in different driving cases from collected training data.

2) A planning framework considers the estimated prediction uncertainty for safer performance.

The rest of the paper is structured as follows: Section II introduces the preliminaries and problem definition. Section III presents the proposed planning method. Section IV evaluates the algorithm’s performance, and Section V summarizes the work with a brief discussion of future work.

II. PRELIMINARIES AND PROBLEM DEFINITIONS

We first define some basic notions. In this work, a snapshot at time $t$ of the environment’s status is defined as a state $s^{(t)}$. Each state is defined including status of ego SDV $s^{(t)}_e$ and $i$ surrounding vehicles $s^{(t)}_i$.

$$s^{(t)} = \{s^{(t)}_e, s^{(t)}_1, s^{(t)}_2, ..., s^{(t)}_i\}$$  \hspace{1cm} (1)

The current state $s^{(t)}_i$ of an agent with its histories for the previous $H$ timesteps is denoted as $x^{(t)}_i = s^{(t-H)}_i \rightarrow s^{(t)}_i$. A “driving case” is defined as:

$$x^{(t)}_i = \{x^{(t)}_e, x^{(t)}_1, x^{(t)}_2, ..., x^{(t)}_i\}$$  \hspace{1cm} (2)

Similarly, the distribution over all surrounding agents’ future states for the next $T$ timesteps is defined as:

$$y^{(t)} = \{y^{(t)}_1, y^{(t)}_2, ..., y^{(t)}_i\}$$

$$y^{(t)}_i = s^{(t+H)}_i \rightarrow s^{(t+H+T)}_i$$  \hspace{1cm} (3)

This work aims to solve the following problem: an SDV should plan a safe trajectory under prediction uncertainty caused by “long-tail” training data distribution. A typical planning process in a driving case can be described as:

$$T = f(y^{(t)}_i, x_e)$$  \hspace{1cm} (4)

where $T$ denotes the generated trajectory. The trajectory planner $f$ is driving the SDV using the prediction results $y^{(t)}_i$ as well as the ego SDV information $x_e$. The prediction results $y^{(t)}_i$ is estimated from a prediction model $p_0$ that takes $x^{(t)}_i$ as input.

$$y^{(t)} = p_0(x^{(t)}_i)$$  \hspace{1cm} (5)

In this work, the prediction model $p_0$ is a deep learning-based model with parameters $\theta$ learned from collected driving data $\theta \leftarrow D$. 

Fig. 2. In “long-tail” driving cases, typical trajectory planners directly use prediction results without considering uncertainty arising from insufficient data, thus producing risky planning results. The proposed planning method first estimates such uncertainty using ensemble methods: train several randomly initialized prediction models independently. Then an uncertainty-aware planner will output safe planning results by considering the prediction uncertainty arising in “long-tail” driving cases.
The “long-tail” challenge of the described planning process is that the trained model $p_\theta$ might be far from optimal in the data-sparse driving cases, leading to a large error of $y^{(t)}$ then sub-optimal or risky $T$.

This work will first estimate the model uncertainty $U(p_\theta(x^{(t)}))$ to know “how bad the performance of $p_\theta$ is in the current driving case $x^{(t)}$”. Then we will design a trajectory planner $f_s$ to consider the estimated uncertainty for more safety performance:

$$T_s = f_s(U(p_\theta(x^{(t)})), x_e) \tag{6}$$

In addition, the specific implementation and type of the prediction model will not be restricted in this work, for example, LSTM [21], Graph neural network [22]. Moreover, this work will not improve the accuracy of the prediction model. We also assume that a control module uses PID or preview control to track the desired trajectory with an acceptable bounded tracking error [23].

III. METHODS

A. Framework

The framework of the proposed prediction-uncertainty-aware planner is shown in Fig. 2. The algorithm includes two main parts: 1) an uncertainty estimator for prediction model outputs in different driving cases. 2) a planning framework designed to account for the uncertainty for safer performance.

B. Prediction Model Uncertainty Estimation

This section describes the method of prediction uncertainty estimation for deep learning-based models trained on a “long-tail” distributed dataset. Commonly, a prediction model is trained to give a maximum likelihood estimate $y^{(t)} = p_\theta(x^{(t)})$ of ground truth $y^{(t)}$ [16] [22]. However, the training dataset $D$ has a “long-tail” of rare driving cases in our problem setting. It means that the data amount of these specific driving cases $N(x^{(t)})$ is low. From a deep learning perspective, the prediction model will be considered to have high epistemic uncertainty under such inputs [8]. Furthermore, previous works have also shown that a deep learning-based model has a higher prediction error in these “long-tail” cases (compared to the cases with more data) [6].

To quantify such uncertainty in “long-tail” driving cases, we design an ensemble network structure to give a distribution over the estimated prediction results $y^{(t)}$, as shown in Fig. 2. The ensemble method efficiently captures the uncertainty of deep learning models without modifications to the original network structure [24]. Here, we assume a learning-based prediction model $p_\theta$ exists. Then the ensemble network will contain $n$ prediction models $p_{\theta_1}, p_{\theta_2}, ... p_{\theta_n}$, in parallel, each of which has the same structure with $p_\theta$. To train the ensemble network, each prediction network contained will be initialized randomly. Then, we can obtain a set of $n$ prediction models that indicate the uncertainty arising from “long-tail” data distribution. The $n$ prediction model is defined as a prediction model uncertainty set:

$$P = \{p_{\theta_1}, p_{\theta_2}, ... p_{\theta_n} \} \tag{7}$$

We adopt a GNN-based prediction model as $p_\theta$ in this work. Such type of model is widely used because of its state-of-art performance. The chosen model has a similar structure with [16]. More specific, the model takes historically observed states (e.g., position, velocity) of surrounding obstacles as input. It contains a self-attention layer to capture the interaction between agents. Then a decoder outputs each object’s future probability distribution trajectory. Note that the chosen GNN-based prediction model is only an example.

The proposed uncertainty estimation and planning method is not limited to a specific model structure. Other learning-based prediction models are also working but were not explored in this work.

**Algorithm 1:** Prediction Model Uncertainty Estimation

| Input: | Training Dataset $D$, Prediction Model $p_\theta$ |
|-------|-----------------------------------------------|
| Output: | A Set of Prediction Model Heads $p_{\theta_1}, p_{\theta_2}, ... p_{\theta_n}$ with prediction model $p_\theta$ |
| 1 | Build ensemble network included $p_{\theta_1}, p_{\theta_2}, ... p_{\theta_n}$ with prediction model $p_\theta$ |
| 2 | Train each model in ensemble network with dataset $D$ independently |

C. Prediction Model Uncertainty-aware Trajectory Planner

In this section, a planning framework that accounts for the estimated prediction model uncertainty is designed. The idea is to consider the worst-case of given prediction uncertainty set instead of a single prediction model result.

The proposed planner is based on lattice planner [25]. The lattice planner works on Frenét frame built on each lane/reference path, as shown in Fig. 3. The idea of lattice planner is first to sample a group of candidate trajectories, then choose the optimal solution using a pre-defined cost function $C$. In this work, we keep the candidate trajectory.
generation part and redesign the second part to account for prediction uncertainty for safer performance.

In first step, the planner will first sample a certain number of trajectory end states \( T_1, T_2, \ldots T_k \). Those end states vary in lateral and longitudinal distances under the Frenet frame. Then a candidate trajectory will be generated using a quintic polynomial with ego vehicle state \( x_e(t) \) as start and \( T_k \) as the end state, as shown in Fig. 3. In [25], the authors proved that such a quintic polynomial is the optimal solution to the minimization problem of the cost function:

\[
C = k_j J_t + k_t g(T) + k_p h(b)
\]

where \( J_t \) denotes the time integral of the square of jerk, \( T \) denotes the expected time consume from start state to end state, \( b \) denotes the lateral offset of end state, \( g \) and \( h \) are arbitrary functions and \( k_j, k_t, k_p > 0 \). As a result, polynomials for different end states are grouped as candidate trajectories \((T_1, T_2, T_3 \ldots T_k)\).

In the original lattice planner, the final solution is obtained by choosing the trajectory with the lowest cost as well as passing the collision checking:

\[
T_{\text{opt}} = \arg \min_C (T_1, T_2, \ldots T_k)
\]

\[
C(T_k, p_0) = k_j J_t + k_t g(T) + k_p h(b) + \phi(T_k, p_0((x^{(t)})))
\]

\[
\phi(T_k, p_0((x^{(t)}))) = \begin{cases} +\infty, & \text{collision}, \\ 0, & \text{else}. \end{cases}
\]

The safety performance is guaranteed by collision checking (Eq. 11), which uses the prediction model results \( p_0((x^{(t)})) \) directly. The candidate trajectory \( T_k \) and the prediction results of surrounding objects are checked sequentially in time to see if they will collide in the future. As mentioned above, the prediction results might be wrong in “long-tail” driving cases. Thus the chosen trajectory (that passed the collision checking) might lead to accidents.

To account for the prediction model uncertainty for safer performance, we redesign the method of choosing the optimal solution from candidate trajectories:

\[
C_w(T_k, p_{\theta_n}) = \arg \max_{p_{\theta_n} \in P} k_j J_t + k_t g(T) + k_p h(b) + \phi(T_k, p_{\theta_n}((x^{(t)})))
\]

\[
T_{\text{w}} = \arg \min_C (T_1, T_2, \ldots T_k)
\]

\[
= \arg \max_{p_{\theta_n}} (T_1, T_2, \ldots T_k)
\]

The idea of Eq. 12 is to consider the worst-case in the prediction uncertainty set (described in Eq. 7). More specific, general practice for trajectory planners is to directly use prediction results as Eq. 9. This work further considers the uncertainty arising from insufficient training data in “long-tail” cases. The “max” in Eq. 13 considers the worst-case in the estimated prediction uncertainty. It is easy to find that when \( n = 1 \), our method is equal to the original lattice planner (Eq. 9).

In this way, the safe performance of the trajectory planner can be improved and not lead to unnecessarily over-conservative behaviors because 1) When the SDV is driving in “long-tail” cases with high prediction uncertainty, directly using the (maybe significantly wrong) prediction results might lead to a collision. Our method considers the prediction model uncertainty through the prediction model set. The variance of \( p_{\theta_1}, p_{\theta_2}, \ldots p_{\theta_n} \) is expected to be high in these cases and more likely to cover the true value than a single estimation (\( n = 1 \) as the original planner). Thus the planner considered “worst-case” more likely to consider the risk brought by the true value and output a safe trajectory conservatively. 2) When the SDV is driving in driving cases with enough training data, the uncertainty of the prediction model is expected to be low, reflected in closed outputs of \( p_{\theta_1}, p_{\theta_2}, \ldots p_{\theta_n} \). In this case, the “worst-case” estimated from prediction results is similar to one single model (baseline). Thus, the proposed planner would not lead to over-conservative trajectories because it works similar to Eq. 9.

The proposed method is based on but not limited to the lattice planner. The idea of considering the “worst-case” from the estimated prediction uncertainty set can be applied to other planners that optimize a specific cost function using the prediction results. The way to apply the “worst-case” idea is straightforward as from Eq. 10 to Eq. 12.

**Algorithm 2: Safe Planning under Prediction Uncertainty Set**

**Input:** Ego Vehicle State \( x_e \), Surrounding Objects State \( x_1, x_2, \ldots x_n \), Prediction Model Set \( p_{\theta_1}, p_{\theta_2}, \ldots p_{\theta_n} \)

**Output:** Safe Planning Trajectory \( T_{\text{w}} \)

1. **Sample candidate trajectories with lattice planner**
   \( T_1, T_2, \ldots T_k \leftarrow x_e \)

2. **for** \( T_k \) in \( T_1, T_2, \ldots T_k \) **do**

3. **Calculate cost** \( C_w \) of \( T_k \) using Eq. 12

4. **end**

5. **Find** \( T_{\text{w}} \) with lowest cost \( C_w \) in all trajectories using Eq. 13

**IV. EXPERIMENT**

**A. Environment Setting**

To train and verify the algorithm, we set up an unprotected left-turn scenario in the CARLA simulator [26], as shown in Fig. 4.

The goal of the test SDV is to complete the left-turn task safely considering the surrounding vehicles. The surrounding vehicles going through the intersection will drive without
considering traffic lights. Those vehicles are randomly generated with random driving intentions and born positions to generate natural and diverse test cases. The number of agents is also random.

![Figure 5. The “long-tail” data distribution of generated test samples of the unprotected left-turn scenario. The vertical axis is the count for each driving case. The data will also be used to train the prediction model.

B. Evaluation Metrics

We use the following metrics to evaluate the performance of our system:

1) Prediction Error Decrease Rate: This metric measures how much the prediction model uncertainty set results are likely to cover the ground truth. We use two popular metrics in the agent prediction area:

a. Average Displacement Error (ADE): Mean \( \ell_2 \) distance between the ground truth and predicted trajectories.

b. Final Displacement Error (FDE): \( \ell_2 \) distance between the predicted final position and the ground truth final position at the prediction horizon \( T \).

The decrease rate of ADE (FDE) is defined as \( D_{ADE} (D_{FDE}) \) to quantify how much the ensemble prediction models help to decrease the prediction error by covering the ground truth. In our experiment, we will calculated the minimum ADE (FDE) value of all prediction models \( p_0_1, p_0_2, ... p_0_n \) in the prediction model uncertainty set:

\[
D_{ADE} = 1 - \frac{\arg \min_{p_0_n \in P} (ADE(p_0_n))}{ADE(p_{0_1})} \tag{14}
\]

\[
D_{FDE} = 1 - \frac{\arg \min_{p_0_n \in P} (FDE(p_0_n))}{FDE(p_{0_1})} \tag{15}
\]

2) Safety of Planning Results: The safety of planning results (under different driving cases) is evaluated as:

\[
P_{safe}(x(t)) = \frac{n_{safe}(x(t))}{n_{all}(x(t))} \tag{16}
\]

where \( n_{safe} \) denotes the safe planning times (that not lead to collision), \( n_{all} \) denotes the total planning times.

3) Efficiency of Planning Results: The driving efficiency is quantified by two average metrics for planning results of a driving case.

\[
P_{ev}(x(t)) = \frac{\sum_{n=1}^{N} \tau_T \tau_T}{N(x(t))} \tag{17}
\]

where \( N(x(t)) \) denotes how much time the SDV encounters the driving cases in test, \( \tau_T \) denote the average expected velocity of a planned trajectory.

C. Baseline

The baseline used for comparison is the lattice planner [25]. In fact, the proposed planner is equal to the baseline when the number \( n \) of prediction models in the ensemble network structure is set to 1. In this case, there is only one prediction model in the ensemble structure, and the worst-case consideration (Eq. 13) is equal to baseline (Eq. 9).

D. Algorithm Parameters and Training

We will first train the prediction models during the test using the collected data as shown in Fig. 5. Then reconstruct these driving cases to test the proposed planner and baseline (\( n = 1 \)). The parameters of the two planners are the same, as shown in the table II.

E. Computational Performance

We implemented our planner on a computer with Intel Xeon(R) E5-2620 CPU, 128Gb RAM, and GeForce GTX 1080 Ti. The planner runs at 10Hz when the number of the prediction model is ten (\( n = 10 \)). Theoretically, the computational cost of the proposed method is \( n \) times of the baseline. Though not explored in this work, the \( n \) models can be designed to work in parallel for acceleration in the future. The parallel design will not affect the planning performance. More specific, the \( n \) models make predictions and calculate cost (in Eq. 8) in parallel. In this way, the proposed method can work with potential larger \( n \) numbers and not reduce real-time planning performance too much (compared to baseline).
TABLE I
QUANTITATIVE TEST RESULTS OF PROPOSED PLANNING METHOD

| Number of Prediction Models | $n = 1$ (baseline) | $n = 2$ | $n = 5$ | $n = 10$ |
|-----------------------------|-------------------|--------|--------|---------|
| Average planning success rate $P_{safe}$ (%) | 98.09 | 99.23 | 99.61 | 99.65 |
| Average planning velocity $P_{ev}$ (m/s) | 6.89 | 6.66 | 5.91 | 5.63 |
| Average planning velocity $P_{ev}$ (normal cases) (m/s) | 6.38 | 6.35 | 6.33 | 6.27 |
| Prediction Error Decrease Rate $D_{ADE}$ (%) | 0 | 0.29 | 15.01 | 23.58 |
| Prediction Error Decrease Rate $D_{FDE}$ (%) | 0 | 2.22 | 15.65 | 23.88 |

TABLE II
PARAMETERS IN PROPOSED TRAJECTORY PLANNER

| Parameters          | Symbol | Value |
|---------------------|--------|-------|
| Cost weights of comfort | $k$ | 0.1   |
| Cost weights of efficiency | $k_t$ | 0.1   |
| Cost weights of offset | $k_p$ | 1.0   |
| Planning time step   | $\Delta t$ | 0.1s  |
| Sample number       | $k$ | 10    |

F. Results

1) Quantitative results: We test the proposed uncertainty-aware planner and baseline. The quantitative results are shown in Table I. Different value of $n$ (number of prediction models in ensemble model structure) is obtained and tested. Note that the proposed uncertainty-aware planner is equal to baseline when $n$ equals 1.

The results show that the proposed planner can improve safety performance. The planning success rate in different driving cases increases from 98.09% to 99.65%. Fig. 6 compares the planning safety metrics $P_{safe}$ of proposed method ($n = 10$) and baseline in different driving cases. The driving cases in Fig. 6 are arranged in the same order as Fig. 5, which means that the right-hand side is the data-sparse “long-tail” cases. The figure shows that the baseline planner not considering prediction uncertainty leads to numerous collisions (leading to a low planning success rate) in “long-tail” driving cases. The proposed uncertainty-aware planner significantly reduces the number of risky planning results in “long-tail” driving cases.

Different values of $n$ also affect the performance of the proposed uncertainty-aware planner. The larger $n$ is, the higher the planning success rate is. It is because $n$ increases come with a more accurate estimation of prediction uncertainty arising from “long-tail” data sparsity, leading to safer planning results. It can be seen that just considering one more prediction uncertainty sampling ($n = 2$) can significantly improve planning safety. When $n > 5$, the improvement gradually decreases with further increasing $n$ value.

The cost of accounting for prediction uncertainty is reducing the driving efficiency. The average planning velocity will be lower with larger $n$. That is because a larger $n$ means more accurate uncertainty estimates and more coverage of environmental space (in the future), which leads to more conservative decision outputs.

Besides, the efficiency of the proposed planner will not be affected too much in typical driving cases. We define the top 10% of all cases with the largest amount of data as “non-long-tail cases.” The planning efficiency of the proposed method in these cases (6.27 m/s for $n = 10$) is close to baseline (6.38 m/s), as shown in Table I. Thus, the proposed planner would not lead to overly conservative results in “non-long-tail” driving cases.

It also can be seen in Table I that the prediction error can be decreased with a prediction uncertainty set. A larger $n$ leads to a higher prediction error decrease rate. This is...
because the outputs from the uncertainty prediction set can be seen as samples from the probability distribution of true value. More samples mean a higher probability of including (or approaching) the truth value. Thus the minimum error in the prediction uncertainty set will be lower (with higher $D_{ADE}, D_{FDE}$). Furthermore, the proposed planner considers the worst-case from the entire prediction uncertainty set. So when the set is more likely to include the true value, the planner will likely plan a safe trajectory that considers the true value.

2) Typical Cases: This section will introduce two example cases to explain how the proposed planner works in “long-tail” and “non-long-tail” driving cases. The example is shown in Fig. 7. In the figures, the blue curves denote candidate trajectories of ego SDV ($T_1, T_2, T_3 \ldots T_k$), the black points indicate the reference path of unprotected left-turn task, the light red curves are the prediction results from the prediction model uncertainty set $p_1, p_2, \ldots p_n$, the deep red curves are the ground truth of agents’ future trajectories.

The upper two figures show how the proposed method improves planning safety in “long-tail” driving cases. In this case, the environmental agent makes an unexpected left turn after completing a regular right turn at an intersection. With few training data, a single prediction model (even with probabilistic output) may have high prediction error (for example, predict the vehicle to keep turning right with different speeds), leading to a collision of baseline planner. Here, the prediction uncertainty set gives diverse prediction results, samples from the possible ground truth distribution. As seen from the figure, the results from prediction uncertainty are set to cover most of the ground truth future. Therefore, the uncertainty-aware planner can avoid the potential future of the agent and achieve safe performance.

The experiment results show that the proposed planner can significantly improve the safety of SDV in “long-tail” driving cases where the data is sparse. At the same time, the proposed planner will not lead to overly conservative results in “non-long-tail” driving cases where data is sufficient. In the two cases, the environmental agents drive to follow a straight line. The outputs of the prediction uncertainty set are closed around the ground truth. More specifically, the output of a single prediction model result ($n = 1$, baseline) and results from our proposed prediction uncertainty set are similar with both low errors. Thus, the planning results of the baseline planner (using a single prediction result) and proposed uncertainty-aware planner are similar and both safe. In this case, the proposed planner does not decrease the planning efficiency.

The figure below shows how the proposed method improves planning safety in “long-tail” driving cases. In this case, the environmental agent makes an unexpected left turn after completing a regular right turn at an intersection. With few training data, a single prediction model may have high prediction error (for example, predict the vehicle to keep turning right with different speeds), leading to a collision of baseline planner. Here, the prediction uncertainty set gives diverse prediction results, samples from the possible ground truth distribution. As seen from the figure, the results from prediction uncertainty are set to cover most of the ground truth future. Therefore, the uncertainty-aware planner can avoid the potential future of the agent and achieve safe performance.

V. CONCLUSION

In this paper, we proposed a trajectory planning method to consider the prediction model uncertainty arising from the “long-tail” distribution of the training dataset. The deep learning-based prediction model may have a high error in data-sparse “long-tail” driving cases. We defined a notion of prediction model uncertainty to quantify the potential high errors. The model uncertainty is estimated by an ensemble network structure. This network contains several parallel prediction models to output a prediction uncertainty set. We also designed an uncertainty-aware planning method, which considers the worst-case arising from the set for safer planning performance.

The experiment results show that the proposed planner can significantly improve the safety of SDV in “long-tail” driving cases where the data is sparse. At the same time, the proposed planner will not lead to overly conservative results in “non-long-tail” driving cases where data is sufficient. Besides, the technology can make the SDV more reliable in real-world “long-tail” driving cases.

In the future, other methods of estimating deep learning model uncertainty can be employed for better planning performance.
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