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Abstract

In this paper, we prove that if \( u \) is a solution to the Liouville equation

\[
\Delta u + e^{2u} = 0 \quad \text{in} \quad \mathbb{R}^2,
\]

then the diameter of \( \mathbb{R}^2 \) under the conformal metric \( g = e^{2u} \delta \) is bounded below by \( \pi \). Here \( \delta \) is the Euclidean metric in \( \mathbb{R}^2 \). Moreover, we explicitly construct a family of solutions to (0.1) such that the corresponding diameters of \( \mathbb{R}^2 \) range over \([\pi, 2\pi)\). We also discuss supersolutions to (0.1). We show that if \( u \) is a supersolution to (0.1) and \( \int_{\mathbb{R}^2} e^{2u} \, dx < \infty \), then the diameter of \( \mathbb{R}^2 \) under the metric \( e^{2u} \delta \) is less than or equal to \( 2\pi \). For radial supersolutions to (0.1), we use both analytical and geometric approaches to prove some inequalities involving conformal lengths and areas of disks in \( \mathbb{R}^2 \). We also discuss the connection of the above results with the sphere covering inequality in the case of Gaussian curvature bounded below by 1. Higher dimensional generalizations are also discussed.
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1 Introduction

In this paper, we study some geometric properties of the conformally flat Riemannian manifold \((M, g) = (\mathbb{R}^2, e^{2u} \delta)\), where \( u \) being considered is either a solution or a supersolution to (0.1) and \( \delta \) is denoted as the Euclidean metric. By \( u \) being a supersolution to (0.1), we mean that

\[
\Delta u + e^{2u} \leq 0 \quad \text{in} \quad \mathbb{R}^2.
\]
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The research in this paper consists of the following parts.

1.1 Diameter estimates and examples for solutions to (0.1)

It is well known that if \( u \) is a solution to (0.1), then either \( \text{vol}_g(R^2) = 4\pi \) or \( \text{vol}_g(R^2) = \infty \), where \( g = e^{2u}\delta \) and \( \text{vol}_g \) denotes the volume function under the metric \( g \). In the former case, \( u \) must be a radial solution up to translations. This was first proved in the seminal paper by Chen–Li [6] using the moving plane method, and later by Chou–Wan [8] using Liouville’s formula (see [26]): any entire solution \( u \) to (0.1) must be of the form

\[
u(x, y) = \ln \frac{2|f'(z)|}{1 + |f(z)|^2}, \tag{1.2}\]

where \( f \) is a meromorphic function in the complex plane, \( f \) has only simple poles and \( f' \) is nonvanishing. Such \( f \) is called the developing function of solution \( u \) to (0.1). In particular, if \( f(z) = \lambda z \) for some positive constant \( \lambda \), i.e.,

\[
u(x, y) = \ln \frac{2\lambda}{1 + \lambda^2|z|^2}, \tag{1.3}\]

then we call them the standard bubble solutions, for which \( g = e^{2u}\delta \) represent the scaled metrics of the standard metric on the unit sphere after identifying the sphere with the complex plane compactified at infinity.

Motivated by the above results, we are interested in studying the diameter of \( R^2 \) under the conformal metric \( g = e^{2u}\delta \) for \( u \) being a solution to (0.1). Throughout this paper we use \( \text{diam}_g(R^2) \) to denote the diameter of \( R^2 \) under metric \( g \).

We first prove the following diameter lower bound estimate in Sect. 2.

**Theorem 1.1** Let \( u \) be a solution to (0.1) in \( R^2 \), then \( \text{diam}(R^2) \geq \pi \) under the metric \( g = e^{2u}\delta \).

We also prove a stronger version, see Proposition 2.2 in the section below, which indicates that there are uncountably many pairs of points such that the conformal distances between any of the pairs are bigger than or equal to \( \pi \).

Next, we construct a family of solutions to (0.1) such that the corresponding diameters can be attained at any value in \([\pi, 2\pi)\).

More precisely, we show:

**Proposition 1.2** Let \( u_t \) be a family of functions given as

\[
u_t(x, y) = \frac{2e^x}{1 + t^2 + 2te^x \cos y + e^{2x}}, \tag{1.4}\]

then for each \( t \geq 0 \), \( u_t(x, y) \) solves (0.1). Moreover, \( \text{diam}_g(R^2) = \pi + 2\tan^{-1}(t) \), where \( g = e^{2u_t}\delta \).

One can see from the above proposition that if \( t \) ranges over \([0, \infty)\), then the diameters of \( R^2 \) corresponding to \( u_t \) ranges over \([\pi, 2\pi)\). This is somehow interesting, since unlike that the range of conformal volume is discrete regarding solutions to (0.1), it turns out that the range of conformal diameter contain an interval.

**Remark 1.3** Actually in our forthcoming paper [10], we can show if a solution \( u \) is bounded from above, then up to translation, rotation and scaling, either \( u \) is radial, or \( u \) is given by
(1.4). Hence we essentially proved when \( u \) has an upper bound, the range of diameter of \( \mathbb{R}^2 \) under \( e^{2u} \delta \) is \([\pi, 2\pi)\).

We also construct a solution in Example 3.2, where we show that the corresponding conformal diameter can be greater than or equal to \( 2\pi \).

The difficulty of exactly computing the conformal diameters lies in two aspects. First, generally given two points in \( \mathbb{R}^2 \) and a solution \( u \), there is no standard way to compute the conformal distance between the two points under the metric \( g = e^{2u} \delta \), since there are infinitely many paths connecting them. Second, generally it is not clear how to choose pairs of points such that their conformal distances are approximating the conformal diameter of \( \mathbb{R}^2 \). The method we use to prove Proposition 1.2 and illustrate Example 3.2 is by finding the link between the conformal metrics with respect to solutions to (0.1) and the standard metric on sphere, and we also employ some complex analysis ideas to carefully proceed the argument.

1.2 Diameter estimates for general supersolutions

All the above results are obtained using complex function theory. However, from a geometric point of view, (0.1) is equivalent to \( K = 1 \), where \( K \) is the Gaussian curvature of \((\mathbb{R}^2, g)\), where \( g = e^{2u} \delta \). Similarly, when considering supersolutions, (1.1) is equivalent to \( K \geq 1 \).

Note that (1.1) is also equivalent to \( Ric_g \geq g \), where \( Ric_g \) is the Ricci curvature of \((\mathbb{R}^2, g)\). This naturally reminds us of Myer’s Theorem in Riemannian geometry.

Recall that Meyer’s Theorem says that if \((M, g)\) is a complete \( n \)-dimensional manifold such that \( Ric_g \geq (n - 1)g \), then \( diam_g(M) \leq \pi \). This is not true for incomplete manifold, and Proposition 1.2 actually serves as a counterexample since in such case \( Ric_g = (2 - 1)g \) while \( diam_g(\mathbb{R}^2) > \pi \) if \( t > 0 \).

Even though nothing can be said in general on diameter bound for incomplete Riemannian manifolds, surprisingly, we can prove that if \( g \) is a globally conformally flat metric in \( \mathbb{R}^2 \) with \( Ric_g \geq g \) and \( vol_g(\mathbb{R}^2) < \infty \), then \( diam_g(\mathbb{R}^2) \leq 2\pi \). We state this result in the following theorem in PDE language:

**Theorem 1.4** Let \( u \) satisfy (1.1). If we also assume that \( \int_{\mathbb{R}^2} e^{2u} dx < \infty \), then \( diam_g(\mathbb{R}^2) \leq 2\pi \), where \( g = e^{2u} \delta \).

This theorem will be proved in Sect. 4, and the argument of our proof does apply Myer’s Theorem in some situation while borrows the idea of proof of Hopf–Rinow Theorem. A key observation is Proposition 4.2, where no finiteness of volume assumption is needed.

We note that given the assumptions in Theorem 1.4, we do not know whether or not the \( 2\pi \) upper bound for the conformal diameter is sharp. It is interesting to find a supersolution \( u \) satisfying all assumptions in Theorem 1.4 such that the conformal diameter is strictly between \( \pi \) and \( 2\pi \), or to prove that the upper bound should be \( \pi \). So far we haven’t had an answer yet.

1.3 Geometric inequalities related to radial supersolutions

We also study radial supersolutions to (0.1). This is essentially an ordinary differential inequality problem. Let us define the conformal perimeter and area of balls in \( \mathbb{R}^2 \) by \( l(r) = \int_{\partial B_r} e^u ds \) and \( A(r) = \int_{B_r} e^{2u} dx \), where \( B_r \) is the ball of radius \( r \) in \( \mathbb{R}^2 \) centered at the origin and \( ds \) is the length element. It turns out that many inequalities involving \( l(r) \) and \( A(r) \) can be derived. We prove:
Theorem 1.5 Let $u$ be a radially symmetric function satisfying (1.1), and $g = e^{2u} \delta$ where $\delta$ is the Euclidean metric, then we have

$$\text{vol}_g(\mathbb{R}^2) \leq 4\pi$$

(1.5)

and

$$\text{diam}_g(\mathbb{R}^2) \leq \pi.$$  

(1.6)

Furthermore, there exists $r_0 > 0$ such that $l$ is increasing when $r < r_0$ and $l$ is decreasing when $r > r_0$. Moreover,

$$\max_{r>0} l(r) = l(r_0) \leq 2\pi,$$

(1.7)

and

$$\lim_{r \to \infty} l(r) = 0.$$  

(1.8)

Also, for any $r > 0$,

$$A(A_\infty - A) \leq l^2 \leq 4\pi A - A^2,$$

(1.9)

where $A_\infty = \int_{\mathbb{R}^2} e^{2u} dx$. In addition, let $R = R(r) = \int_0^r e^{u(\rho)} d\rho$, then

$$R(r_0) \leq \frac{\pi}{2},$$

(1.10)

$$A_\infty (1 - \cos R) \leq 2A,$$

(1.11)

and

$$\frac{A}{l} \geq \frac{1 - \cos R}{\sin R}.$$  

(1.12)

Moreover, if $r \leq r_0$, we also have

$$\frac{A}{l} \leq \sin R.$$  

(1.13)

In particular, if $r \leq r_0$, then

$$A(r) \leq l(r),$$

(1.14)

and if $R \geq \frac{\pi}{2}$, then

$$A \geq \frac{A_\infty}{2}.$$  

(1.15)

Note that when $u$ is a radial solution for the equality case (0.1), then $(\mathbb{R}^2, e^{2u} \delta)$ becomes the standard unit sphere minus a point, and $l(r)$ then corresponds to the length of the latitudes and $A(r)$ corresponds to the area of the spherical caps. Then one can see geometrically that all the inequalities (1.5)–(1.12) become equalities.

Let us make some comments of the proofs of Theorem 1.5. (1.5) can be derived from either of the two inequalities in (1.9). (1.6) is proved using the idea of proof of Myer’s Theorem and Proposition 1.4. (1.7)–(1.8), together with the second inequality in (1.9) are proved analytically, while the rest of the inequalities are proved using geometric argument. In particular, the first inequality in (1.9), (1.10) and (1.13) are all obtained by exploiting the Heintze–Karcher inequality (see [21]), which gives a control of the Jocobian of the exponential map starting from the boundary of domain in Riemannian manifold with strictly
positive Ricci curvature lower bound. (1.12) is derived from Bishop–Gromov inequality, while (1.11) is a consequence of (1.9) and (1.12). (1.14) is a consequence of (1.13), and it can also be derived from Alexandrov inequality. All of these are presented in Sect. 5.

We also discuss some higher dimensional generalizations for radial cases in Sect. 6.

1.4 Connection with sphere covering inequality

Our study of supersolutions to the Liouville equation (0.1) is also motivated by the famous sphere covering inequality recently discovered by Gui–Moradifam [18], which is a very powerful inequality that has been successfully applied to solve various problems on symmetry and uniqueness properties of solutions of semilinear elliptic equations with exponential nonlinearity in $\mathbb{R}^2$. In particular, it was applied to prove a longstanding conjecture of Chang–Yang [5] concerning the best constant in Moser–Trudinger-type inequalities, see [18], and has led to several symmetry and uniqueness results for mean field equations, Onsager vortices, SinhGordon equation, cosmic string equation, Toda systems, and rigidity of Hawking mass in general relativity. References include but not limited to [9, 14, 15, 17–20, 24, 30, 33], etc.

A simple version of the sphere covering inequality states as follows:

**Theorem 1.6 ([16, Theorem 1.1])** Let $u_1$ be a smooth function defined in a simply connected domain $\Omega_0$ such that

$$\Delta u_1 + e^{2u_1} \geq 0 \text{ in } \Omega_0, \quad \int_{\Omega_0} e^{2u_1} \leq 4\pi. \tag{1.16}$$

Let $u_2$ be another smooth function defined in $\Omega_0$ and suppose that in a subdomain $\Omega \subset \Omega_0$ such that

$$\Delta u_2 + e^{2u_2} \geq \Delta u_1 + e^{2u_1} \text{ in } \Omega, \quad u_2 > u_1 \text{ in } \Omega \quad \text{and} \quad u_2 = u_1 \text{ on } \partial\Omega. \tag{1.17}$$

Then

$$\int_{\Omega} e^{2u_1} dx + \int_{\Omega} e^{2u_2} dx \geq 4\pi. \tag{1.18}$$

This Theorem was first proved by Gui–Morodifam [18], and later proved by Gui–Hang–Morodifam [16] in a simpler but more intrinsic way. However, both proofs use the crucial assumption (1.16), since (1.16) means that $(\Omega, e^{2u_1} g)$ is a Riemannian surface with $K \leq 1$, where $K$ is the Gaussian curvature. Only with this assumption, the following Alexander–Bol inequality can be applied:

$$l^2(\partial\Omega) \geq 4\pi A(\Omega) - A^2(\Omega), \tag{1.19}$$

where $l(\partial\Omega)$ is the conformal length of $\partial\Omega$ under the metric $e^{2u_1} g$, and $A(\Omega)$ is the conformal area. The inequality (1.19) is essential in both proofs of Theorem 1.6 in [16, 18].

The main step in proving Theorem 1.6 in [16] is the following theorem:

**Theorem 1.7 ([16, Theorem 1.4])** Let $(M, g)$ be a simply connected Riemannian surface with $\mu(M) \leq 4\pi$ and $K \leq 1$, where $\mu$ is the measure of $(M, g)$ and $K$ is the Gaussian curvature. Let $\Omega$ be a domain with compact closure and nonempty boundary, and $\lambda$ is a constant. Then if $u \in C^2(\overline{\Omega})$ satisfying

$$\begin{cases} -\Delta_g u + 1 \leq \lambda e^{2u}, & u > 0 \text{ in } \Omega \\ u = 0 & \text{on } \partial\Omega \end{cases} \tag{1.20}$$

\(\square\)
Then
\[
4\pi \int_{\Omega} e^{2u} \, d\mu - \lambda \left( \int_{\Omega} e^{2u} \, d\mu \right)^2 \leq 4\pi \mu(\Omega) - \mu^2(\Omega).
\] (1.21)

In particular, if \( \lambda \in (0, 1] \), then
\[
\int_{\Omega} e^{2u} \, d\mu + \mu(\Omega) \geq \frac{4\pi}{\lambda}.
\] (1.22)

For the case when Gaussian curvature \( K \geq 1 \), the above result is no longer true. Actually the Alexander–Bol inequality goes in the complete opposite direction, because of the second inequality in (1.9). However, we can still say something. The following are the results we proved:

First, we prove the following counterpart of Theorem 1.7 in the case when \( M \) is a closed surface and \( K \geq 1 \). In fact, we prove a slightly more general version.

**Theorem 1.8** Let \((M, g)\) be a closed Riemannian surface with \( K \geq 1 \), where \( K \) is the Gaussian curvature. Let \( \mu \) be the volume measure of \((M, g)\) and \( \Omega \) be a domain with nonempty boundary. If \( u \) satisfies
\[
\begin{cases}
-\Delta_g u + 1 \leq h(u), & u > 0 \text{ in } \Omega \\
u = 0 & \text{on } \partial\Omega
\end{cases}
\] (1.23)

where \( h(t) \) is a nonnegative function such that
\[
0 \leq h'(t) \leq 2h(t),
\] (1.24)

then
\[
\mu(M) \int_{\Omega} h(u) \, d\mu - \left( \int_{\Omega} h(u) \, d\mu \right)^2 \leq h(0)\mu(\Omega)\mu(M \setminus \Omega).
\] (1.25)

Moreover, if \( h_0 \in (0, 1] \), then
\[
\int_{\Omega} h(u) \, d\mu + h(0)\mu(\Omega) \geq \mu(M).
\] (1.26)

In particular, if \( h(u) = \lambda e^{2u} \), then (1.25) and (1.26) become the following forms similar to (1.21) and (1.22):
\[
\mu(M) \int_{\Omega} e^{2u} \, d\mu - \lambda \left( \int_{\Omega} e^{2u} \, d\mu \right)^2 \leq \mu(M)\mu(\Omega) - \mu^2(\Omega),
\] (1.27)

and
\[
\int_{\Omega} e^{2u} \, d\mu + \mu(\Omega) \geq \frac{\mu(M)}{\lambda}.
\] (1.28)

Note that when \( K = 1 \), then \( \mu(M) = 4\pi \) and hence (1.28) recovers (1.22). If \( K > 1 \), then \( \int_{\Omega} e^{2u} \, d\mu + \mu(\Omega) \) has a smaller lower bound, since \( \mu(M) < 4\pi \).

The proof of Theorem 1.8 is motivated by that of Theorem 1.7, and the new ingredient is the application of Lévy–Gromov inequality instead of Alexander–Bol inequality. Similarly as in [16], we also prove the dual form of Theorem 1.8, see Theorem 7.2 in Sect. 7.

The closedness assumption of \( M \) is crucial in Theorem 1.8, since it is crucial in either of the two proofs of Lévy–Gromov inequality so far we have known, see [13] for the original
proof by Gromov and [1] by Bayle for a different proof. As one can see from example 8.4 and
the comment right after, even for radial supersolution $u$, one cannot expect that $(\mathbb{R}^2, e^{2u}\delta)$
can be completed as a closed Riemannian surface. Hence a sphere covering inequality for
the case $K \geq 1$ cannot be directly obtained from Theorem 1.8.

However, by the first inequality of (1.9) obtained in Theorem 1.5 and by a similar argument
in the proof of Theorem 1.8, the following counterpart to Theorem 1.6 for radial functions
is obtained.

**Theorem 1.9** Let $u_1$ be a radially symmetric function such that
\[ \Delta u_1 + e^{2u_1} \leq 0 \quad \text{in} \quad \mathbb{R}^2. \]

Let $u_2$ be another radially symmetric function defined in $\mathbb{R}^2$. If for some disk $B_r$ we have
\[ \Delta u_2 + e^{2u_2} \geq \Delta u_1 + e^{2u_1} \quad \text{in} \quad B_r, \quad u_2 > u_1 \quad \text{in} \quad B_r \quad \text{and} \quad u_2 = u_1 \quad \text{on} \quad \partial B_r, \quad (1.29) \]
then
\[ \int_{B_r} e^{2u_1} + \int_{B_r} e^{2u_2} \geq \int_{\mathbb{R}^2} e^{2u_1} \, dx. \quad (1.30) \]
The equality holds if and only if $(B_r, e^{2u_1}\delta)$ and $(B_r, e^{2u_2}\delta)$ are two complementary spherical caps on the unit sphere.

Similarly, we state the dual form for Theorem 1.9.

**Theorem 1.10** Let $u_1$ be a radially symmetric function such that
\[ \Delta u_1 + e^{2u_1} \leq 0 \quad \text{in} \quad \mathbb{R}^2. \]

Let $u_2$ be another radially symmetric function defined in $\mathbb{R}^2$. If for some disk $B_r$ we have
\[ \Delta u_2 + e^{2u_2} \leq \Delta u_1 + e^{2u_1} \quad \text{in} \quad B_r, \quad u_2 < u_1 \quad \text{in} \quad B_r \quad \text{and} \quad u_2 = u_1 \quad \text{on} \quad \partial B_r, \quad (1.31) \]
then
\[ \int_{B_r} e^{2u_1} + \int_{B_r} e^{2u_2} \geq \int_{\mathbb{R}^2} e^{2u_1} \, dx. \quad (1.32) \]
Moreover, the equality holds if and only if $(B_r, e^{2u_1}\delta)$ and $(B_r, e^{2u_2}\delta)$ are two complementary spherical caps on the unit sphere.

These results are proved in Sect. 7.

We conjecture that the above theorem holds for nonradial solutions and for general smooth
domains, but so far we cannot validate this conjecture. In Sect. 8, we list a series of important
unsolved problems related to the results in this paper for future research.

To the end, we remark that one of the essentials in the proof of Lévy–Gromov isoperimetric inequality requires the diameter bounded above by $\pi$, which is guaranteed by Myer’s Theorem
on complete Riemannian manifolds with $\text{Ric}_g \geq (n - 1)g$. For $n = 2$, this is equivalent
to $K \geq 1$. Hence in order to develop new sphere covering inequality related to incomplete
globally conformally flat surface with $K \geq 1$, the first step is to try to prove some diameter bound. This has been another motivation for us to study diameter estimates for solutions and supersolutions to the Liouville equation (0.1).
2 Diameter lower bound for solutions to (0.1)

In this section, we first prove Theorem 1.1. Before proving this, we state the following well-known lemma which is essentially proved in [8]. Here we include a proof for readers’ convenience.

Lemma 2.1 Let $f(z)$ be the developing function for the solution $u$ to (0.1), then $f$ is either a Mobiüs transform or transcendental meromorphic. For the former case, $u$ is radially symmetric up to translations.

Proof If $f$ is rational, then write $f = \frac{P}{Q}$ where both $P$ and $Q$ are polynomials over $\mathbb{C}$. We assume $P$ and $Q$ have no common factors. Since $f$ has at most simple poles, $Q$ has distinct simple roots. We claim that

$$P'Q - PQ' \equiv C \neq 0. \quad (2.1)$$

Indeed, $f' = \frac{P'Q - PQ'}{Q^2}$. If $P'Q - PQ'$ and $Q^2$ have common factors, say $z - z_0$, then since $Q(z_0) = 0$, $(P'Q - PQ')(z_0) = 0$, and thus $P(z_0)Q'(z_0) = 0$. Since $Q$ has simple roots, $Q'(z_0) \neq 0$, and thus $P(z_0) = 0$. This contradicts our assumption that $P$ and $Q$ have no common factors. Therefore, $P'Q - PQ'$ and $Q^2$ have no common factors, and since $f'$ is nonvanishing, it is necessary that $P''Q - PQ''$ is a constant.

Take one more derivative of (2.1), we have

$$P''Q = PQ''. \quad (2.2)$$

Note that $f'$ nonvanishing also implies that $P$ has only simple roots. Let $z_0$ be any root of $Q$, then from (2.2) and since $P(z_0)$ cannot be zero, $Q''(z_0) = 0$. Hence the number of roots of $Q''$ is less than or equal to the number of roots of $Q$. Since $Q$ is polynomial, it is necessary that $Q''$ must be zero, and thus $Q$ is linear.

Similarly, $P'' = 0$ and thus $P$ is linear. Therefore, $f$ is a Mobiüs transform. In this case, by (1.2), direct computation implies that $u$ is a radial solution up to translation. \qed

If $f$ is not rational, then by Liouville’s result, it is transcendental meromorphic. This finishes the proof.

Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1 Any solution $u$ to (0.1) can be written in the form

$$u = \ln \left( \frac{2|f'(z)|}{1 + |f(z)|^2} \right), \quad (2.3)$$

where $f$ is a meromorphic function such that $f'(z) \neq 0$ and $f$ has simple poles. As discussed before, if $f$ is rational, then $f$ must be a Mobiüs transformation and hence $u$ is a bubble solution, and thus $g$ is the standard sphere metric. Hence $\text{diam}(\mathbb{R}^2) = \pi$ under such metric.

If $f$ is transcendental meromorphic, then by value distribution theory, $f$ takes the value in the complex plane infinitely many times except for two points. In particular, for any $\epsilon > 0$ we can choose $z_1 = (x_1, y_1)$ and $z_2 = (x_2, y_2)$ such that $|f(z_1)| < \epsilon$ and $|f(z_2)| > 1/\epsilon$. Let $\gamma(t) = z(t); \ a \leq t \leq b$ be a curve starting at $z_1$ and ending at $z_2$, and hence the length of $\gamma$ under the Euclidean metric is larger than $1/\epsilon - \epsilon$. Let $\mathcal{H}^0(S)$ denote the 0-Hausdorff measure of a set $S \in \mathbb{R}^2$, i.e. the number of points in $S$ if it is a finite set. Then the length of $\gamma$ under the conformal metric $e^{2u} \delta$ is given by
that their conformal distance under the metric \( g \).

Clearly the conformal metric \( g \) exists a set \( S \) such that Proposition 2.2 Let \( u \) be a solution to (0.1) and \( f(z) \) be its developing function. Then there exists a set \( S \) such that \( \mathcal{H}^0(\mathbb{C} \setminus S) \leq 5 \) and that for any point \( A \in S \), we can find point \( P \in f^{-1}(\{A\}) \) and \( Q \in \mathbb{C} \) such that \( d_g(P, Q) \geq \pi \), where \( d_g \) is the distance function under the conformal metric \( g = e^{2u} \).

Proof Let \( \Pi \) be the stereographic projection map from the north pole of unit sphere to the extended complex plane \( \mathbb{C} \cup \{\infty\} \). Let

\[
X_1 = \{ A \in \mathbb{C} : f^{-1} \circ \Pi (\text{the antipodal of } \Pi^{-1}(A)) \neq \emptyset \},
\]

\[
X_2 = \{ A \in \mathbb{C} : \text{the antipodal of } \Pi^{-1}(A) \text{ is not the north pole} \},
\]

and

\[
X = X_1 \cap X_2.
\]

Clearly \( \mathcal{H}^0(\mathbb{C} \setminus X) \leq 2 \) if \( f \) is a Möbius transform, and \( \mathcal{H}^0(\mathbb{C} \setminus X) \leq 3 \) if \( f \) is transcendental meromorphic, by value distribution theory. Let \( S = f(\mathbb{C}) \cap X \), and thus \( \mathcal{H}^0(\mathbb{C} \setminus S) \leq 5 \). For any \( A \in S \), we can find \( P \in f^{-1}(A) \). Moreover, by definition of \( S \) we can find

\[
Q \in f^{-1} \circ \Pi (\text{the antipodal of } \Pi^{-1}(A)).
\]

Let \( \gamma \) be any curve in \( \mathbb{C} \) from \( P \) to \( Q \), then the length of \( \gamma \) is given by

\[
\int_{\gamma} \frac{2|f'(z)|}{1 + |f(z)|^2}ds = \int_{f(\gamma)} \frac{2}{1 + |\omega|^2} \mathcal{H}^0 \left( f^{-1}(\omega) \cap \gamma \right) |d\omega|
\]

\[
\geq \int_{f(\gamma)} \frac{2}{1 + |\omega|^2} |d\omega|
\]

\[
= l_{S^2}(\Pi^{-1}(f(\gamma)))
\]

\[
\geq d_{S^2}(\Pi^{-1} \circ f(P), \Pi^{-1} \circ f(Q))
\]

\[
= d_{S^2}(\Pi^{-1}(A), \text{the antipodal of } \Pi^{-1}(A)) = \pi.
\]

Hence \( d_{H}(\mathbb{R}^2) \geq \pi \) under the metric \( g = e^{2u} \).

\( \square \)

The proof above does not quite tell whether or not there exist two point \( P, Q \in \mathbb{R}^2 \) such that their conformal distance under the metric \( g = e^{2u} \) is bigger than or equal to \( \pi \). Actually we have the following even stronger conclusion.

**Proposition 2.2** Let \( u \) be a solution to (0.1) and \( f(z) \) be its developing function. Then there exists a set \( S \) such that \( \mathcal{H}^0(\mathbb{C} \setminus S) \leq 5 \) and that for any point \( A \in S \), we can find point \( P \in f^{-1}(\{A\}) \) and \( Q \in \mathbb{C} \) such that \( d_g(P, Q) \geq \pi \), where \( d_g \) is the distance function under the conformal metric \( g = e^{2u} \).

**Proof** Let \( \Pi \) be the stereographic projection map from the north pole of unit sphere to the extended complex plane \( \mathbb{C} \cup \{\infty\} \). Let

\[
X_1 = \{ A \in \mathbb{C} : f^{-1} \circ \Pi (\text{the antipodal of } \Pi^{-1}(A)) \neq \emptyset \},
\]

\[
X_2 = \{ A \in \mathbb{C} : \text{the antipodal of } \Pi^{-1}(A) \text{ is not the north pole} \},
\]

and

\[
X = X_1 \cap X_2.
\]

Clearly \( \mathcal{H}^0(\mathbb{C} \setminus X) \leq 2 \) if \( f \) is a Möbius transform, and \( \mathcal{H}^0(\mathbb{C} \setminus X) \leq 3 \) if \( f \) is transcendental meromorphic, by value distribution theory. Let \( S = f(\mathbb{C}) \cap X \), and thus \( \mathcal{H}^0(\mathbb{C} \setminus S) \leq 5 \). For any \( A \in S \), we can find \( P \in f^{-1}(A) \). Moreover, by definition of \( S \) we can find

\[
Q \in f^{-1} \circ \Pi (\text{the antipodal of } \Pi^{-1}(A)).
\]

Let \( \gamma \) be any curve in \( \mathbb{C} \) from \( P \) to \( Q \), then the length of \( \gamma \) is given by

\[
\int_{\gamma} \frac{2|f'(z)|}{1 + |f(z)|^2}ds = \int_{f(\gamma)} \frac{2}{1 + |\omega|^2} \mathcal{H}^0 \left( f^{-1}(\omega) \cap \gamma \right) |d\omega|
\]

\[
\geq \int_{f(\gamma)} \frac{2}{1 + |\omega|^2} |d\omega|
\]

\[
= l_{S^2}(\Pi^{-1}(f(\gamma)))
\]

\[
\geq d_{S^2}(\Pi^{-1} \circ f(P), \Pi^{-1} \circ f(Q))
\]

\[
= d_{S^2}(\Pi^{-1}(A), \text{the antipodal of } \Pi^{-1}(A)) = \pi.
\]

In the above \( l_{S^2} \) is the length function on the unit sphere \( S^2 \) and \( d_{S^2} \) is the sphere distance function. From the above estimate we immediately conclude that \( d_g(P, Q) \geq \pi \).
Remark 2.3 If \( u \) is a radial solution to (0.1), then \( \text{diam}_g(\mathbb{R}^2) = \pi \), since \((\mathbb{R}^2, e^{2u}\delta)\) is the standard unit sphere minus a point.

One can also check that if \( u \) is a 1D solution to (0.1), say \( u(x, y) = \ln(\text{sech} \ x) \), then under the corresponding conformal metric, \( \text{diam}_g(\mathbb{R}^2) = \pi \), as we will see in the examples in next section.

We make one more remark on the 1D solutions:

Remark 2.4 It is easy to prove that if \( u \) is a 1D solution, then its developing function \( f(z) \) must have the form \( f(z) = \frac{pe^{\zeta}-q}{qe^{\zeta}+p} \), where \( p, q \in \mathbb{C} \) and \( |p|^2 + |q|^2 = 1 \). The converse is also true.

To the end of this section, we also remark that the diameter of \( \mathbb{R}^2 \) does not change under translation, rotation and scaling of solutions to the Liouville equation (0.1), that is, if \( g = e^{2u}\delta \) and \( g_1 = e^{2u_{\lambda,c,0}}\delta \) where \( \lambda > 0 \), \( c \in \mathbb{R}^2 \), \( \omega \) is a unit vector in \( \mathbb{R}^2 \) and

\[
   u_{\lambda,c,0} = u(\lambda(\omega \cdot ((x, y) - c))) + \ln \lambda,
\]

then \( \text{diam}_g(\mathbb{R}^2) = \text{diam}_{g_1}(\mathbb{R}^2) \).

3 Examples and Proof of Proposition 1.2

In this section, we first show that for the family of solutions given by (1.4), the diameters of \( \mathbb{R}^2 \) under the corresponding metrics can take all numbers in the interval \( [\pi, 2\pi] \). Note that \( u_t \) corresponds to the developing function \( t + e^z \), and when \( t = 0 \), \( u_t \) is 1D.

Proof of Proposition 1.2 Since \( u_t \) corresponds to the developing function \( f(z) = t + e^z \), \( u_t \) solves (0.1).

To prove the diameter equality, first we note that

\[
   \int_{-\infty}^{\infty} e^{u_t(x,y)}dx = \frac{2}{\sqrt{1 + t^2 \sin^2 y}} \left| \tan^{-1} \left( \frac{t \cos y + e^x}{\sqrt{1 + t^2 \sin^2 y}} \right) \right|_{-\infty}^{\infty} = \frac{2}{\sqrt{1 + t^2 \sin^2 y}} \left( \frac{\pi}{2} - \tan^{-1} \left( \frac{t \cos y}{\sqrt{1 + t^2 \sin^2 y}} \right) \right).
\]

Hence

\[
   \sup_{y \in \mathbb{R}} \int_{-\infty}^{\infty} e^{u_t(x,y)}dx = \pi + 2 \tan^{-1}(t). \tag{3.1}
\]

Given arbitrary two points \( P_1, P_2 \in \mathbb{R}^2 \), for each point \( P_i \) \((i = 1, 2)\), we let \( \gamma^i_R \) be the horizontal line segment passing through \( P_i \) with \( Q^1_{-R} \) and \( Q^2_{-R} \) as the left and right end points of \( \gamma^i_R \), such that \( Q^1_{-R}Q^1_RQ^2_RQ^2_{-R} \) is a rectangle with length \( 2R \). Let \( \Gamma_R \) be the vertical line segments connecting \( Q^1_R \) and \( Q^2_R \), and \( \Gamma_{\pm R} \) be the vertical line segment connecting \( Q^1_{-R} \) and \( Q^2_{-R} \). By (3.1), \( l(\gamma^i_R) \leq \pi + 2 \tan^{-1}(t) \) for \( i = 1, 2 \). Also, it is easy to see that \( \lim_{R \to \pm \infty} l(\Gamma_{\pm R}) = 0 \). Now that

\[
   2d_g(P_1, P_2) \leq \sum_{i=1}^{2} l(\gamma^i_R) + l(\Gamma_R) + l(\Gamma_{-R}).
\]
by letting $R \to \infty$, we have that $d_g(P_1, P_2) \leq \pi + 2\tan^{-1}(t)$. Since $P_1$ and $P_2$ are arbitrary, we have that $\text{diam}_g(\mathbb{R}^2) \leq \pi + 2\tan^{-1}(t)$.

To show that the equality holds, we choose $P_1 = (a, \pi)$ and $P_2 = (a, -\pi)$, where $a$ satisfies
\[ e^a - t = \tan \left( \frac{\pi}{4} - \frac{1}{2} \tan^{-1}(t) \right). \quad (3.2) \]

Such $a$ exists since $t + \tan \left( \frac{\pi}{4} - \frac{1}{2} \tan^{-1}(t) \right) \in [1, \infty)$ if $t \in [0, \infty)$. Let $\Pi$ be the stereographic projection map from the north pole of the unit sphere. Since $f(P_1) = f(P_2) = (t - e^a, 0)$, by (3.2) and double angle formula, for $i = 1, 2$ we have
\[ \Pi^{-1}(f(P_i)) = \left( \frac{2(t - e^a)}{1 + (t - e^a)^2}, 0, \frac{(t - e^a)^2 - 1}{(t - e^a)^2 + 1} \right) = \left( -\sin \left( \frac{\pi}{2} - \tan^{-1}(t) \right), 0, -\cos \left( \frac{\pi}{2} - \tan^{-1}(t) \right) \right). \]

Let $\alpha = \tan^{-1}(t)$, hence $\alpha \in [0, \frac{\pi}{2})$ and
\[ \Pi^{-1}(f(P_1)) = \Pi^{-1}(f(P_2)) = (-\cos \alpha, 0, -\sin \alpha). \quad (3.3) \]

Let $\gamma$ be a curve connecting $P_1$ and $P_2$, then $\gamma$ must intersect the $x$-axis. Let us assume that $\gamma$ passes through $P_3 = (b, 0)$, and thus $f(b) = t + e^b > t$. Let $f(b) = \tan \beta$ for some $\beta \in (0, \frac{\pi}{2})$. So $\beta > \alpha$. and
\[ \Pi^{-1}(f(P_3)) = \left( \frac{2 \tan \beta}{1 + \tan^2 \beta}, 0, \frac{\tan^2 \beta - 1}{1 + \tan^2 \beta} \right) = (\sin(2\beta), 0, -\cos(2\beta)). \quad (3.4) \]

Let $\theta \in (0, \pi)$ be the angle between $\Pi^{-1}(f(P_1))$ and $\Pi^{-1}(f(P_3))$. Then by (3.3) and (3.4),
\[ \cos \theta = -\cos \alpha \sin(2\beta) + \sin \alpha \cos(2\beta) = \cos \left( \frac{\pi}{2} + 2\beta - \alpha \right). \quad (3.5) \]

If $\pi/2 + 2\beta - \alpha < \pi$, then by (3.5) we know $\theta = \pi/2 + 2\beta - \alpha > \pi/2 + \alpha$. If $\pi/2 + 2\beta - \alpha > \pi$, then since $\beta < \frac{\pi}{2}$, we still have
\[ \theta = 2\pi - (\pi/2 + 2\beta - \alpha) = \frac{3\pi}{2} + \alpha - 2\beta > \frac{\pi}{2} + \alpha. \]

Therefore,
\[ d_{g_{S^2}}(\Pi^{-1}(f(P_1)), \Pi^{-1}(f(P_3))) \geq \frac{\pi}{2} + \alpha. \quad (3.6) \]

By (1.2), we have
\[ l(\gamma) = \int_{f(\gamma)} \frac{2}{1 + |\omega|^2} \mathcal{H}^0(f^{-1}(\omega) \cap \gamma) |d\omega| \geq \int_{f(\gamma)} \frac{2}{1 + |\omega|^2} |d\omega|. \quad (3.7) \]

Note that the metric of the unit sphere is given by $g_{S^2} = \frac{4}{(1 + |\omega|^2)^2} \delta$, where $\omega$ denotes the coordinate of point on sphere obtained using stereographic projection map from the north pole. Hence from (3.7),
\[ l(\gamma) \geq l_{g_{S^2}}(\Pi^{-1}(f(\gamma))). \quad (3.8) \]

where $l_{g_{S^2}}$ is the length function on the unit sphere.
Since \( \Pi^{-1} \circ f(\gamma) \) is a curve in \( S^2 \) such that it starts from \( \Pi^{-1}(f(P_1)) \), goes through \( \Pi^{-1}(f(P_3)) \) and then goes back to \( \Pi^{-1}(f(P_2)) = \Pi^{-1}(f(P_1)) \), by (3.6) and (3.8) we know that the length of \( \gamma \) satisfies

\[
I(\gamma) \geq 2d_{gS^2}(\Pi^{-1}(f(P_1)), \Pi^{-1}(f(P_3))) \geq \pi + 2\alpha.
\]

That is, \( I(\gamma) \geq \pi + 2 \tan^{-1}(t) \). Hence \( diam_g(\mathbb{R}^2) \geq \pi + 2 \tan^{-1}(t) \).

Therefore, we have shown that \( diam_g(\mathbb{R}^2) = \pi + 2 \tan^{-1}(t) \).

Here we make a remark. At the beginning of this project, we only knew that there exist a family of solutions given by (1.4), and by just naively looking at the horizontal integrals, we figured out the upper bound for the corresponding diameters. It is quite straightforward up to this step. However, it took us quite a while to find out a way of exactly computing the conformal diameters corresponding to these functions \( u_t \). Let us use the following example to geometrically illustrate the case \( t = 1 \). In fact, this example is so important to us, that only after understanding it did we observe Proposition 2.2 and have a better understanding of the conformal diameters corresponding to solutions to Liouville equation (0.1). So we will present the full details including some numerical computations as motivations in the example.

**Example 3.1** Let

\[
u(x, y) = u_1(x, y) = \ln \left( \frac{2e^x}{2 + 2e^x \cos y + e^{2x}} \right).
\]

Then clearly \( u \) solves (0.1). In the following, we will gradually show that \( diam_g(\mathbb{R}^2) = \frac{3\pi}{2} \) if \( g = e^{2u} \delta \) for such \( u \).

First, note that

\[
\int_{-\infty}^{\infty} e^{u(x, y)} \, dx = \frac{2}{\sqrt{1 + \sin^2 y}} \tan^{-1} \left( \frac{\cos y + e^x}{\sqrt{1 + \sin^2 y}} \right) + C
\]

and that

\[
\int_0^{\pi} e^{u(x, y)} \, dy = \frac{\pi}{\sqrt{(e^{-x} + \frac{1}{2})^2 - 1}}.
\]

By (3.10), we have that

\[
\sup_{y \in \mathbb{R}} \int_{-\infty}^{\infty} e^{u(x, y)} \, dx = \frac{3\pi}{2},
\]

and hence by exact argument in the proof of Proposition 1.2, we have that \( diam_g(\mathbb{R}^2) \leq \frac{3\pi}{2} \).

So the question is, can the equality be attained?

Let us consider somehow the worst case. By (3.10), the supremum of (3.12) is attained at \( y = (2k + 1)\pi, k \in \mathbb{Z} \). Let us choose two points \( P_1 = (a, \pi) \) and \( P_2 = (a, -\pi) \), where \( a \in \mathbb{R} \) such that

\[
\int_{-\infty}^{a} e^{u(x, \pm \pi)} \, dx = \int_{a}^{\infty} e^{u(x, \pm \pi)} \, dx = \frac{3\pi}{4}.
\]

One can see that \( P_1 \) is chosen to lie in the “middle” way of the horizontal line from \((-\infty, \pi)\) to \((\infty, \pi)\), and similarly for \( P_2 \). From the choices, we can expect that the distance between
Example 3.2 Let \( \pi \geq 2 \) under the metric \( g = e^{2u} \delta \). This guess can be supported by computing the length of ellipses connecting the two points:

Let \( C_s (s > 0) \) be the right half of the ellipses to connect \((a, \pi)\) and \((a, -\pi)\), and thus the equation of \( C_s \) is given by:

\[
\frac{(x-a)^2}{s^2} + y^2 = \pi^2.
\]

By setting \( x = a + \pi \cos \theta \) and \( y = \pi \sin \theta \), the length of \( C_s \) under metric \( g \) is given by

\[
l(C_s) = \int_{-\pi/2}^{\pi/2} \frac{2e^{a+\pi \cos \theta}}{2 + 2e^{a+\pi \cos \theta} \cos(\pi \sin \theta) + e^{2a+2\pi \cos \theta}} \sqrt{s^2 \sin^2 \theta + \cos^2 \theta} \, d\theta.
\]

By (3.10) and (3.13), we have

\[
\tan^{-1}(e^a - 1) = \frac{\pi}{8}.
\]

The graph of the function \( l(C_s) - \frac{3\pi}{2} \) obtained by Mathematica indicates that \( l(C_s) \geq \frac{3\pi}{2} \), \( \forall s \), and \( \lim_{s \to \infty} l(C_s) = \frac{3\pi}{2} \). This suggests that \( d_{g}(P_1, P_2) = \frac{3\pi}{2} \). To rigorously prove it, we proceed with the exact same proof as in that of Proposition 1.2, for \( t = 1 \).

**Proof** Let \( \gamma \) be a curve starting at \( P_1 \) and ending at \( P_2 \), then \( \gamma \) must pass through some point on \( x \)-axis, which is given by \( P_3 = (b, 0) \). Let \( P'_i = f(P_i) \), where \( f(z) = 1 + e^z \), which is the developing function for the solution \( u \). By (3.15), \( P'_1 = P'_2 = (-\tan(\pi/8), 0) \). Also, \( P'_3 = (b', 0) \), where \( b' = 1 + e^b > 1 \). Then as in the proof of Proposition 1.2, we have \( l(\gamma) \geq l_{gS_2}(\Pi^{-1}(f(\gamma))). \)

By direct computation, \( \Pi^{-1}(P'_1) = \Pi^{-1}(P'_2) = (-\sqrt{2}/2, 0, -\sqrt{2}/2) \), and we denote the point by \( A \). Hence \( \Pi^{-1}(f(\gamma)) \) must be a closed curve on the unit sphere such that it starts and ends at the point \( A \), and it must passes through the point \( B = \Pi^{-1}(P'_3) \), which lies in the circle connecting \((1, 0, 0)\) and the north pole in the northern hemisphere. Therefore, \( \Pi^{-1}(\gamma) \geq 2dist_{gS_2}(A, B) \geq \frac{3\pi}{2} \). Hence \( diam_g(S^2) = \frac{3\pi}{2} \).

An interesting fact is that, from the proof above, we can now rigorously prove that

\[
\lim_{s \to \infty} l(C_s) = \frac{3\pi}{2}.
\]

Indeed, when \( s \) goes to \( +\infty \), \( \Pi^{-1}(f(C_s)) \) is getting closer and closer to the curve that starts from \((-\sqrt{2}/2, 0, -\sqrt{2}/2)\), goes along the great circle to the north pole, and then goes back to \((-\sqrt{2}/2, 0, -\sqrt{2}/2)\). Hence the total length is closer and closer to \( \frac{3\pi}{2} \).

Without using the geometry on unit sphere, it seems very difficult to handle the “monster” integral (3.14).

This finishes the discussion of Example 3.1.

Next, we construct a solution to (0.1) such that the corresponding conformal diameter can be greater than or equal to \( 2\pi \).

**Example 3.2** Let

\[
u(x, y) = \ln \left( \frac{2e^{x+e^y \cos y}}{1 + e^{2e^y \cos y}} \right).
\]

We will show that \( u \) solves (0.1), and that \( diam_g(S^2) \geq 2\pi \), where \( g = e^{2u} \delta \).
**Proof** First, such \( u \) given by (3.16) corresponds to the developing function

\[
f(z) = e^{e^z}.
\]

Hence \( u \) is a solution to (0.1).

Next, note that

\[
f(z) = e^{e^z \cos y} \left( \cos(e^z \sin y) + i \sin(e^z \sin y) \right).
\]

We consider the distance between the point \( P = (\ln \pi, \frac{\pi}{4}) \) and point \( Q = (\ln \pi, -\frac{3\pi}{4}) \). We have \( f(P) = f(Q) = -1 \) and \( P' := \Pi^{-1}(f(P)) = \Pi^{-1}(f(Q)) = (-1, 0, 0) \), where \( \Pi \) is the stereographic projection map from the north pole. Let \( \gamma \) be a curve starting from \( P \) to \( Q \), then \( \gamma \) must pass through a point \( P_1 = (b, 0) \) and another point \( P_2 = (c, -\pi) \). Since \( f(P_1) = e^b > 1 \), \( P'_1 := \Pi^{-1} \circ f(P_1) \) lies between the arc from \((1, 0, 0)\) to the north pole. Since \( f(P_2) = e^{-c} \in (0, 1) \), \( P'_2 := \Pi^{-1} \circ f(P_2) \) lies between the arc from \((1, 0, 0)\) to the south pole.

Let \( d_g \) be the distance function under the metric \( g = e^{2u} \delta \), \( d_{S^2} \) be the distance function on the unit sphere \( S^2 \), and \( l_{S^2} \) be the length function on the unit sphere. By the proof of Proposition 2.2 or Proposition 1.2, and since \( \Pi^{-1} \circ f(\gamma) \) is a curve on the unit sphere starting from \( P' \), passing through \( P'_1, P'_2 \) and ending at \( P'' \), we have

\[
d_g(P, Q) \geq l_{S^2}(\Pi^{-1} \circ f(\gamma)) \geq d_{S^2}(P'_1, P'_2) + d_{S^2}(P'_2, P'').
\]

By the location of \( P', P'_1, P'_2 \), we have

\[
d_g(P, Q) \geq 2\pi.
\]

Hence \( \text{diam}_g(\mathbb{R}^2) \geq 2\pi \). \qed

## 4 Diameter upper bound for supersolutions to (0.1)

In this section, our main goal is prove Theorem 1.4.

In the following, we will constantly use \( d_g(x, y) \) to denote the distance between two points \( x \) and \( y \) under the metric \( g \), that is, the infimum of the lengths of piecewise smooth curves starting at \( x \) and ending at \( y \). Unlike previous sections, in this section \( x \) and \( y \) are denoted as points in Euclidean spaces, not coordinate components.

First, for the noncompact Riemannian manifold \((\mathbb{R}^n, g)\), it is convenient to introduce the following definition.

**Definition 4.1** For any \( p \in \mathbb{R}^n \), \( d_g(p, \infty) \) is defined as

\[
\inf \{ l(\gamma) : \gamma \text{ is a piecewise smooth curve from } [0,1) \text{ to } \mathbb{R}^n \text{ with } \gamma(0) = p \text{ and } |\gamma(1^-)| = \infty\},
\]

where \( l \) is the length function under metric \( g \) and \(|\cdot|\) is the Euclidean norm.

Before stating certain geometric results related to \((\mathbb{R}^2, e^{2u} \delta)\), we first prove the following key observation, which does not rely on finiteness assumption on conformal volume. Actually the statement can be made in \( \mathbb{R}^n \) as follows:

**Proposition 4.2** Let \( g \) be a Riemannian metric on \( \mathbb{R}^n \) with \( \text{Ric}_g \geq (n-1)g \), then we have \( d_g(x, \infty) \leq \pi \) for all \( x \in \mathbb{R}^n \).
Proposition 4.2 is related to Myer’s Theorem. Recall that Myer’s Theorem states that if $(M, g)$ is a geodesically complete manifold with $\text{Ric} \geq (n - 1)$, then $\text{diam}(M) \leq \pi$. Moreover, if the diameter is equal to $\pi$, then by Cheng’s rigidity result in [7], $M$ must be isometric to sphere.

However, the proof of Myer’s theorem requires that for any $x, y \in M$, there is a minimizing geodesic connecting $x$ and $y$. For incomplete manifolds, generally two points cannot be connected by a length minimizing curve. So in order to prove Proposition 4.2, we need to somehow overcome the non-completeness issue. The proof is motivated by the idea in the proof of Hopf–Rinow theorem.

**Proof of Proposition 4.2** Fix $x \in \mathbb{R}^n$ and $r > 0$, and $B_r(x)$ be the Euclidean $r$-neighborhood of $x$. Let $y \in \partial B_r(x)$ such that $d_g(x, y) = d_g(x, \partial B_r(x)) = T$. Let $\gamma : [0, b]$ be the unit speed curve starting at $x$. We say $\gamma'|_{[0,b]}$ aims at $y$ if $\gamma$ starts at $x$ and that for any $0 < t < b$, $l(\gamma|[0,t]) + d_g(\gamma(t), y) = d_g(x, y)$. Clearly $b \leq T$. We claim that there exists such a curve starting at $x$ and aiming at $y$ with length equal to $T$.

We prove this claim by modifying the proof of Hopf–Rinow Theorem. Let

$$S = \{b \in [0, T] : \text{there exists a unit speed curve } \gamma \text{ starting at } x \text{ such that } \gamma'|_{[0,b]} \text{ aims at } y\}$$

and let $T_0 = \sup S$.

First, note that $S$ is not empty. This is because we can always choose a small geodesic $\epsilon$-neighborhood of $x$, denoted $B'_{\epsilon}(x)$. Since $d_g(\cdot, y)$ is continuous, there is $z \in \partial B'_\epsilon(x)$ such that $d_g(z, y) = d_g(y, \partial B'_\epsilon)$. Let $\gamma$ be the minimizing geodesic connecting $x$ and $z$, and thus $\gamma'|_{[0,\epsilon]}$ aims at $y$.

If $T_0 < T$, then we claim that $\gamma'|_{[0,T_0]}$ lies in a compact subset of $B_r(x)$. Indeed, if this is not the case, then there exists $w \in \partial B_r(x)$ such that $\gamma(t) = w$ for some $t \leq T_0$. Then $d_g(x, w) \leq T_0 < T = d_g(x, y)$, which is a contradiction for the choice of $y$ above. Therefore, $\gamma'|_{[0,T_0]} \Subset B_r(x)$. Hence again we can choose a small geodesic neighborhood of $\gamma(T_0)$ and this extends the length of the curve starting at $x$ aiming at $y$. Therefore, eventually we conclude that $T_0 = T$.

Note that such $\gamma$ is actually a length minimizing geodesic connecting $x$ and $y$. Therefore, by the proof of Myer’s Theorem, see for example [23], we have $l(\gamma) \leq \pi$. Hence $d_g(x, \partial B_r(x)) \leq \pi$. Since $r$ arbitrary, let $r \to \infty$ we have $d_g(x, \infty) \leq \pi$.

**Remark 4.3** The essential observation in the proof of of Proposition 4.2 is that for any $x \in \mathbb{R}^n$ and $r > 0$, we can find a point $y \in \partial B_r(x)$ such that there is a length minimizing curve connecting $x$ and $y$. We will use this fact often times in this paper. Note that this is generally not true for every $y \in \partial B_r(x)$.

**Remark 4.4** Also from the proof above we know for any $x \in \mathbb{R}^n$, there exists a unit speed curve $\gamma$ starting at $x$ and aiming at $\infty$, that is, for any $0 < t < d_g(x, \infty), l(\gamma|[0,t]) + d_g(\gamma(t), \infty) = d_g(x, \infty)$.

**Remark 4.5** The other triangle inequality $d_g(x, \infty) + d_g(y, \infty) \geq d_g(x, y)$ generally does not hold. This can be seen in $(\mathbb{R}^2, e^{2u}g)$, where $u(t) = \ln(\text{sech } t)$ is the 1D solution to (0.1). Let $x = (-R, 0)$ and $y = (R, 0)$, then $d_g(x, y) \to \pi$ as $R \to \infty$ while both $d_g(x, \infty)$ and $d_g(y, \infty)$ converge to 0.

Applying Proposition 4.2 and assuming the finiteness of volume of $(\mathbb{R}^2, g)$, we now prove Theorem 1.4.
Proof of Theorem 1.4  We first show there exists a sequence \( r_k \to \infty \) such that \( \int_{\partial B_{r_k}} e^u ds \to 0 \). Suppose this is not the case, then there is \( c > 0 \) such that for any \( r > 0 \), \( \int_{\partial B_{r}} e^u ds > c \). Hence by Hölder’s inequality,

\[
2\pi r \int_{\partial B_{r}} e^{2u} ds \geq \left( \int_{\partial B_{r}} e^u ds \right)^2 \geq c^2.
\]

Hence \( \int_{\partial B_{r}} e^{2u} ds \geq \frac{c^2}{2\pi r} \), and this would imply \( \int_{\mathbb{R}^2} e^u dx = \infty \). Thus we get a contradiction.

For any \( x, y \in \mathbb{R}^2 \), by Proposition 4.2 and Remark 4.4, we can choose curves \( \gamma_1 \) and \( \gamma_2 \) starting at \( x \) and \( y \) respectively aiming at \( \infty \) with lengths less than or equal to \( \pi \). Let \( z_{k_i} = \partial B_{r_k} \cap \gamma_i, i = 1, 2 \), where \( r_k \) is the sequence above. Hence we have

\[
dist g(x, y) \leq dist(x, z_{k_1}) + dist(y, z_{k_2}) + dist_g(z_{k_1}, z_{k_2}) \leq 2\pi + \int_{\partial B_{r_k}} e^u \to 2\pi
\]
as \( k \to \infty \). Therefore, \( diam(\mathbb{R}^2) \leq 2\pi \). \( \square \)

5 Geometric inequalities for radial supersolutions to (0.1)

We first prove the following ordinary differential inequality results.

Proposition 5.1  Let \( u = u(r) \) be a function satisfying

\[
u'' + \frac{u'}{r} + e^{2u} \leq 0, \tag{5.1}
\]
then

\[
\int_0^\infty e^{u(r)} dr \leq \pi. \tag{5.2}
\]

Unfortunately so far we cannot give a analytic proof of this result, so we use geometric argument to prove this proposition.

Proof  At any \( x \in \mathbb{R}^2 \), we consider \( g_x = e^{2u(|x|)} \delta_x \), where \( u \) is a solution to (5.1). This gives a metric \( g \) in \( \mathbb{R}^2 \) with \( Ric_g \geq g \).

First note that all the rays starting from the origin are geodesics. This is because, given any curve \( \gamma \), the geodesic curvature of \( \gamma \) is given by \( \kappa_g = e^{-u} (\kappa + \partial u / \partial v) \), where \( \kappa \) is the curvature of \( \gamma \) in the Euclidean metric, and \( v \) is the unit normal to \( \gamma \). So if \( \gamma \) is a ray, then since \( u \) is radial, \( \partial u / \partial v \) is zero, and of course \( \kappa \) is also zero, so \( k_g \) is zero. Hence rays starting from origin are geodesics.

By local uniqueness of geodesics, all geodesics starting from the origin must be the rays.

Next, we claim that for any \( x \in \mathbb{R}^2 \), there is a minimizing geodesic connecting 0 and \( x \). Indeed, by Remark 4.3, there is a minimizing geodesic connecting 0 and \( \partial B_{|x|} \). Since \( u(|x|) \) is a radial function, by symmetry there is a minimizing geodesic connecting 0 and \( x \).

Since all the geodesics from 0 are rays and no two rays intersect at other points except 0, such minimizing geodesic must be part of the rays starting from 0 and passing through \( x \). Therefore, by the proof of Myer’s Theorem, \( \int_0^{|x|} e^{u(r)} dr \leq \pi \). Sending \(|x| \to \infty \), we have (5.2).

Recall that \( l(r) := \int_{\partial B_r} e^u ds \), which is the conformal length of \( \partial B_r \), and that \( A(r) := \int_{B_r} e^{2u} dx \), which is the conformal area of \( B_r \). Now we prove Theorem 1.5.
Proof of Theorem 1.5  We first prove the second inequality in (1.9): Since $u$ is radial, we may write $u(x) = u(r)$, where $r = |x|$. By (1.1) and integration by part, we have

$$A \leq -u'2\pi r. \quad (5.3)$$

Since $A' = 2\pi re^{2u}$, by (5.3) we have

$$2AA' \leq -2u'e^{2u}(2\pi r)^2 = -(e^{2u})'4\pi^2r^2$$

$$= -(e^{2u}4\pi^2r^2)' + e^{2u}8\pi^2r$$

$$= -(e^{2u}4\pi^2r^2)' + 4\pi A'.$$

Hence

$$(4\pi A - A^2)' \geq (e^{2u}4\pi^2r^2)' .$$

Integrating the above from 0 to $r$, we have

$$4\pi A(r) - A^2(r) \geq \left(2\pi re^{u(r)} \right)^2 = I^2(r). \quad (5.4)$$

This proves the second inequality of (1.9).

Next, we prove (1.5). This is actually from the above inequality, since it immediately implies that $A(r) \leq 4\pi$ for any $r > 0$. Let $r \to \infty$, we conclude that $\text{vol}_g(\mathbb{R}^2) = \int_{\mathbb{R}^2} e^{2u} \leq 4\pi$.

Next, we prove the results related to properties of $l(r)$: First, (1.7) also follows from (5.4), since $4\pi A - A^2 \leq \left(\frac{4\pi - A + A}{2}\right)^2 = 4\pi^2$. Hence $l(r) \leq 2\pi$ for any $r > 0$.

Note that $l'(r) = 2\pi e^{2u}(1+ru'(r))$ and that $(1+ru'(r))' \leq -re^{2u} < 0$. If $1+ru'(r) \geq 0$ for all $r > 0$, then $l'(r) \geq 0$ and hence $l(r)$ is increasing. This cannot happen since by the proof of Theorem 1.4 we can choose a sequence $r_k$ such that $l(r_k) \to 0$. Hence there exists $r_0 > 0$ such that when $r \leq r_0$, $1+ru'(r) \geq 0$ and when $r > r_0$, $1+ru'(r) \leq 0$. Hence $l(r)$ is increasing when $r < r_0$, reaches its maximum at $r_0$ and then decreasing when $r > r_0$.

Since $l(r_k) \to 0$ as $k \to \infty$ and $l(r)$ is decreasing when $r > r_0$, (1.8) is also proved.

Next, we prove (1.10) by applying the Heintze–Karcher inequality, which is originally obtained in [21], see also [11, Theorem 4.21]: For any $0 < r \leq r_0$, we have

$$l(r) \leq \int_{\partial B_{r_0}} \left( \cos(R(r_0) - R(r)) - \eta(r_0) \sin(R(r_0) - R(r)) \right) e^{u(r_0)} ds, \quad (5.5)$$

where the function $\eta(\rho)$ is the mean curvature of $\partial B_{\rho}$ under the metric $g = e^{2u}\delta$. Note that even though the statement of Heintze–Karcher inequality is for domains in complete manifolds, the proof only requires that any point inside the domain can be connected to the boundary along exponential map. This is true in our case since as shown in the proof Proposition 5.1, any line segment belonging to the ray starting from the origin must be a minimizing geodesic.

From (5.5) we have that for any $0 < r \leq r_0$,

$$\cos(R(r_0) - R(r)) - \eta(r_0) \sin(R(r_0) - R(r)) \geq 0. \quad (5.6)$$

Since $\eta = e^{-u}(u' + \frac{1}{r})$ and $l'(r_0) = 0$, $\eta(r_0) = 0$. Hence $\cos(R(r_0) - R(r)) \geq 0$ for any $0 < r \leq r_0$. Therefore, $R(r_0) \leq \frac{\pi}{2}$. This is (1.10).

Now let us prove the first inequality of (1.9), which is also a consequence of Heintze–Karcher inequality. We prove as follows. For any $r > 0$, applying Heintze–Karcher inequality
on \((B_r, e^{2u})\) and integrating from 0 to \(r\), we have
\[
A(r) \leq l(r) \int_0^R (\cos t - \eta(r) \sin t) dt, \tag{5.7}
\]
where \(R = R(r) = \int_0^r e^{u(\rho)} d\rho\). Hence \(\eta(r) \leq \cot r\) for \(r \leq R\). Let \(\eta(r) = \cot \xi\), where \(\xi \in [0, \pi]\), and thus \(\xi \geq R\) and when \(0 \leq t \leq \xi\), \(\cos t - \eta(r) \sin t \geq 0\). Hence from (5.7) we have
\[
A(r) \leq l(r) \int_0^\xi (\cos t - \eta(r) \sin t) dt. \tag{5.8}
\]
Since all the radial rays starting \(\partial B_r\) exhausts \(\mathbb{R}^2 \setminus B_r\), we can also apply Heintze–Karcher inequality on \(\mathbb{R}^2 \setminus B_r\) to get
\[
A(\infty) - A(r) \leq l(r) \int_0^{R_\infty - R} (\cos t + \eta \sin t) dt, \tag{5.9}
\]
where \(R_\infty = \int_0^\infty e^{u(\rho)} d\rho\). By Proposition 5.1, \(R_\infty \leq \pi\). Suppose that \(t \in [0, \pi]\), then \(\cos t + \eta(r) \sin t = \sin t (\cot t + \cot \xi) \geq 0\) if and only if \(0 \leq t \leq \pi - \xi\). Note also that from (5.9) we have that
\[
\cos t - \eta(r) \sin t \geq 0, \quad \forall 0 \leq t \leq R_\infty - R. \tag{5.10}
\]
Then since \(\eta(r) = \cot \xi\) and the integrand is nonnegative, we have
\[
R_\infty - R \leq \pi - \xi. \tag{5.11}
\]
Therefore, we have
\[
A(\infty) - A(r) \leq l(r) \int_0^{\pi - \xi} (\cos t + \eta \sin t) dt. \tag{5.12}
\]
Multiplying (5.8) and (5.12), we have
\[
A(A(\infty) - A) \leq l^2 \left( \int_0^\xi (\cos t - \eta(r) \sin t) dt \right) \left( \int_0^{\pi - \xi} (\cos t + \eta \sin t) dt \right)
= l^2 (\sin \xi + \cot \xi (\cos \xi - 1)) (\sin \xi + \cot \xi (\cos \xi + 1))
= l^2 \frac{1 - \cos \xi}{\sin \xi} \frac{1 + \cos \xi}{\sin \xi} = l^2.
\]
This proves the first inequality of (1.9).

Next, we prove (1.12). It is actually a consequence of Bishop–Gromov inequality: Let \(B'_R\) denote the geodesic ball of radius \(R\) centered at the origin, where \(R = R(r) = \int_0^r e^{u(\rho)} d\rho\), then
\[
f(r) := \frac{\text{vol}_g(B'_R)}{\text{vol}_{S^2}(B'_R)} = \frac{\int_{B'_R} e^{2u} dx}{2\pi (1 - \cos R(r))}
\]
is a non-increasing function. Note that even if \((\mathbb{R}^n, e^{2u})\) is not complete, we can still apply this inequality because the proof only requires that for any point on \(\partial B_R\), there is a minimizing geodesic connecting the origin and the point. This is true since \(u\) is radial. We have also used the fact that the line segment starting from the origin to any point on \(\partial B_r\) is a minimizing geodesic, as shown in the proof of proposition 5.1.
Now that \( f(r) \) is non-increasing, \( f'(r) \leq 0 \). By directly computing \( f'(r) \), we have
\[
2\pi re^{2u(r)}2\pi(1 - \cos R) - \left( \int_{B_r} e^{2u} dx \right) 2\pi(\sin R)e^{u(r)} \leq 0 \tag{5.13}
\]
Since \( A(r) = \int_{B_r} e^{2u} dx \) and \( l(r) = 2\pi re^{u(r)} \), (5.13) therefore implies (1.12).

Next, we prove (1.13) and (1.14). Recall that by the Heintze–Karcher inequality, we have
\[
A(r) \leq \int_0^R \int_{\partial B_r} (\cos t - \eta \sin t) ds dt,
\]
where \( R = R(r) = \int_0^r e^{u(\rho)} d\rho \) and \( \eta \) is the geodesic curvature of \( \partial B_r \), which is equal to \( e^{-u}(1/t + u'(r)) \). Hence by (5.14) we have
\[
A \leq l \sin R - \eta l(1 - \cos R) \tag{5.15}
\]
\[
= l \sin R - e^{-u}(1/r + u'(r))2\pi re^{u(r)}(1 - \cos R) \tag{5.16}
\]
\[
= l \sin R - e^{-u}l'(1 - \cos R). \tag{5.17}
\]
Since \( l' \geq 0 \) when \( r \leq r_0 \), hence \( A \leq l \sin R \), and this proves (1.13), (1.14) is a direct consequence of (1.13).

Next, we prove (1.11) and (1.15). By (1.12) and the first inequality of (1.9), we have
\[
\left( \frac{1 - \cos R}{\sin R} \right)^2 \leq \frac{A^2}{l^2} \leq \frac{A^2}{(A_\infty - A)}.
\]
Hence
\[
\frac{1 - \cos R}{1 + \cos R} \leq \frac{A}{A_\infty - A}.
\]
After simplification, we obtain (1.11), and (1.15) is just a direct consequence of (1.11).

It remains to show (1.6). This can be proved by using argument similar to that used in the proof of Proposition 4.2:

For any \( x, y \in \mathbb{R}^n \), we let \( \gamma_1, \gamma_2 \) be the rays staring from 0 and passing through \( x \) and \( y \) respectively. Let \( \gamma_x \) be the line segment connecting 0 and \( x \), and let \( \gamma^x = \gamma_1 \setminus \gamma_x \). Similarly, let \( \gamma_y \) be the line segment connecting 0 and \( y \), and let \( \gamma^y = \gamma_2 \setminus \gamma_y \). We proceed similarly as the proof of Theorem 1.5:

If \( l(\gamma_x) + l(\gamma_y) \leq \pi \), then this already implies \( d_g(x, y) \leq \pi \) by triangular inequality.

If \( l(\gamma_x) + l(\gamma_y) \geq \pi \), then since \( l(\gamma_i) \leq \pi, i = 1, 2 \) as we proved in Proposition 5.1, we have
\[
l(\gamma^x) + l(\gamma^y) \leq \pi. \tag{5.18}
\]
Also, by (1.8) which we already proved, we know that for any \( \epsilon > 0 \), we can choose \( x_R = \gamma^x \cap \partial B_R \) and \( y_R = \gamma^y \cap \partial B_R \) such that \( d_g(x_R, y_R) \leq \int_{\partial B_R} e^u ds < \epsilon \). Therefore, by (5.18),
\[
d_g(x, y) \leq d_g(x, x_R) + d_g(x_R, y_R) + d_g(y_R, y) \leq \pi + \epsilon.
\]
Let \( \epsilon \to 0 \), we have \( d_g(x, y) \leq \pi \).

**Remark 5.2** From the proof, one can see that if either of the inequalities in (1.9) becomes equalities for some value \( r > 0 \), then \( u \) must be a solution to (0.1) and then \( (\mathbb{R}^2, e^{2u(\delta)}) \) is a sphere minus a point.
Some alternative proofs of some of the inequalities in Theorem 1.5

- (1.5) is proved as a consequence of the second inequality of (1.9). Actually the first inequality of (1.9) also implies (1.5), since

\[ A_\infty - A \leq \frac{l^2}{A}. \]

Let \( r \to 0 \) on both sides of the above inequality, we have \( A_\infty \leq 4\pi \), which is exactly (1.5).

- (1.14) can also be proved by applying Alexandrov inequality.

**Proof** (Second proof of (1.14)) To show that \( l(r) \geq A(r) \) for \( r \leq r_0 \), we first exploit the following Alexandrov inequality (see [32] for a proof): For any \( K_0 \in \mathbb{R} \),

\[ 4\pi A \leq L^2 + K_0 A^2 + 2A \int_\Omega (K - K_0)_+ dvol_g. \tag{5.19} \]

Let \( K_0 = 1 \), and we apply (5.19) to \((B_r, g)\). Note that

\[ (K - 1)_+ = (-\Delta u)e^{-2u} - 1)_+ = (e^{-2u}(-\Delta u - e^{2u}))_+ = e^{-2u}(-\Delta u - e^{2u}), \]

hence we have

\[ 4\pi A - A^2 \leq l^2 + 2A \int_{B_r} (-\Delta u - e^{2u})dx \]

\[ = l^2 + 2A \left( 2\pi \int_0^r (-\rho u' \rho)'d\rho - A \right) \]

\[ = l^2 + 2A \left( -2\pi ru'(r) - A \right). \]

Hence

\[ l^2 \geq 4\pi A(1 + ru'(r)) + A^2 \geq A^2, \text{ when } r \leq r_0 \]

since \( ru'(r) \geq -1 \) when \( r \leq r_0 \).

**Proof** (Alternative proof of (1.7)) If \( l(r) \) achieves its maximum at \( r_0 \), then \( l'(r_0) = 0 \), and thus \( 1 + r_0 e^{u(r_0)} = 0 \). Hence \( \partial B_{r_0} \) is a geodesic under the metric \( g = e^{2u} \). Applying Toponogov’s Theorem, we have \( l(r_0) \leq l_{S^2}(\partial B^r_{R(r_0)}) \), where \( R(r) \) is the function defined above. Therefore,

\[ l(r_0) \leq 2\pi \sin R(r_0) \leq 2\pi. \]

In the end of this section, we remark that if \( u \) satisfies (1.1) and \((\mathbb{R}^2, e^{2u} \delta)\) can be completed as a closed Riemannian surface, then the first inequality of (1.9) is exactly the Lévy–Gromov isoperimetric inequality, while the second inequality is equivalent to that of [28, Corollary 3.2], provided one can show that any minimizer to the functional

\[ h_\beta(\Omega) := \left\{ \int_{\partial \Omega} e^u ds : \Omega \subset \mathbb{R}^2, \int_{\mathbb{R}^2} e^{2u} ds = \beta \right\} \]

must be a ball centered at the origin.
6 Higher dimensional results for radial solutions to generalized Liouville equation

There are a few directions to extend the study of solutions or supersolutions to Liouville equation \((0.1)\) in \(\mathbb{R}^2\) to higher dimensional spaces.

A possible generalization of Liouville equation is the \(Q\)-curvature type equation:

\[
(-\Delta)^n u = Q e^{nu}, \quad \text{in} \quad \mathbb{R}^n,
\]

where \(Q\) is the \(Q\)-curvature introduced in [4]. In particular, for \(n\) even and \(n \geq 4\), recently partial results of our Theorem 1.5 is extended in [25].

Another possible generalization of \((0.1)\) can be viewed as the equation describing globally conformally flat Einstein manifolds with \(Ric_g = (n-1)g\) where \(n = 2\) is the dimension of the manifold. In higher dimensional case, it is natural to consider corresponding solutions to equation \(Ric_g = (n-1)g\), \(g = e^{2u}\delta\) where \(\delta\) is the classical metric in \(\mathbb{R}^n\).

By [3, Page 58], we have the formula for Ricci tensor

\[
Ric_g = (2-n)(\nabla du - du \otimes du) + (-\Delta u - (n-2)|\nabla u|^2)\delta.
\]

Therefore, the higher dimensional Liouville equation reads

\[
(2-n)(\nabla du - du \otimes du) + (-\Delta u - (n-2)|\nabla u|^2)\delta = (n-1)e^{2u}\delta. \tag{6.1}
\]

Let \(u\) be a radial solution to \(Ric_g \geq (n-1)g\). We first recall the equation when \(u\) is radially symmetric.

Let \(h\) be the unit round metric on \(S^{n-1}\), then

\[
\delta = dr^2 + r^2 h
\]

and thus

\[
\delta_{ij} - \frac{x_i x_j}{r^2} = r^2 h_{ij} \tag{6.3}
\]

where \(h_{ij} = h(\partial_i, \partial_j)\). Hence if \(u\) is radially symmetric, then we have

\[
u_i u_j = u_r^2 \frac{x_i x_j}{r^2} = u_r^2 dr^2(\partial_i, \partial_j)
\]

and

\[
u_{ij} = u_r \frac{x_j x_i}{r} + u_r \left( \delta_{ij} - \frac{x_i x_j}{r^2} \right) = [u_r dr^2 + ru_r h](\partial_i, \partial_j), \quad \text{by} \ (6.3).
\]

Since \(du = \sum_i u_i dx_i\) and \(\nabla du = \sum_{i,j} u_{ij} dx_i \otimes dx_j\), we have

\[
\nabla du = u_r dr^2 + ru_r h, \tag{6.4}
\]

and

\[
du \otimes du = u_r^2 dr^2, \tag{6.5}
\]

and thus (6.1) reads

\[
Ric_g = -(n-1)(u'' + \frac{u'}{r}) dr^2 - \left(u'' + (2n-3)\frac{u'}{r} + (n-2)(u')^2\right) r^2 h.
\]
Hence \( R_{icg} \geq (n - 1)g \) is equivalent to
\[
\begin{cases}
  u'' + \frac{u'}{r} + e^{2u} \leq 0 \\
  u'' + (2n - 3)\frac{u'}{r} + (n - 2)(u')^2 + (n - 1)e^{2u} \leq 0.
\end{cases}
\tag{6.6}
\]

Motivated by Theorem 1.5, it is natural to ask: If \((M, g) = (\mathbb{R}^n, e^{2u}\delta)\) where \(u\) is a radial function satisfying (6.6), is it true that \(\text{diam}(\mathbb{R}^2) \leq \pi\) and \(\text{vol}(\mathbb{R}^n) \leq \text{vol}(S^n)\)?

The answer is yes. Actually, even assuming the weaker assumption (5.1), we still have the same diameter upper bound \(\pi\). The proof of this is almost identical to the proof of (1.6).

**Proposition 6.1** If \(u\) satisfies (5.1), and let \(g = e^{2u(\cdot)}\delta\) where \(\delta\) is the classical metric in \(\mathbb{R}^n\), then \(\text{diam}(\mathbb{R}^n) \leq \pi\).

**Proof** Let \(x\) and \(y\) be two points in \(\mathbb{R}^n\), and let \(\gamma_1, \gamma_2\) be the rays staring from 0 and passing through \(x\) and \(y\) respectively. Let \(\gamma_x\) be the line segment connecting 0 and \(x\), and let \(\gamma_x = \gamma \setminus \gamma_x\). Similarly, let \(\gamma_y\) be the line segment connecting 0 and \(y\), and let \(\gamma^y = \gamma \setminus \gamma_y\).

If \(l(\gamma_x) + l(\gamma_y) \leq \pi\), then this already implies \(d_g(x, y) \leq \pi\) by triangular inequality.

If \(l(\gamma_x) + l(\gamma_y) \geq \pi\), then by Proposition 5.1,
\[
l(\gamma^x) + l(\gamma^y) \leq \pi.
\tag{6.7}
\]

Since \(\lim_{r \to \infty} 2\pi re^{u(r)} = 0\) as proved in Theorem 1.5, we know that for any \(\epsilon > 0\), we can choose \(x_R = \gamma^x \cap \partial B_R\) and \(y_R = \gamma^y \cap \partial B_R\) such that \(d_g(x_R, y_R) \leq 2\pi Re^{u(R)} < \epsilon\). Therefore, by (6.7),
\[
d_g(x, y) \leq d_g(x, x_R) + d_g(x_R, y_R) + d_g(y_R, y) \leq \pi + \epsilon.
\]

Let \(\epsilon \to 0\), we have \(d_g(x, y) \leq \pi\).

Now let us state the higher dimensional result for radially symmetric solutions.

**Proposition 6.2** Let \(u\) be the function satisfying (6.6), then under the metric \(g = e^{2u(\cdot)}\delta\), where \(\delta\) is the Euclidean metric in \(\mathbb{R}^n\), then
\[
\text{diam}(\mathbb{R}^n) \leq \pi
\tag{6.8}
\]
and
\[
\text{vol}(\mathbb{R}^n) \leq \text{vol}(S^n).
\tag{6.9}
\]

**Proof** (6.8) is proved in Proposition 6.1.

(6.9) follows from Bishop–Gromov Theorem. Indeed, as discussed in the proof of (1.12), Bishop–Gromov Theorem can be applied in \((\mathbb{R}^n, g)\) for \(g\) to be a radially symmetric conformally flat metric.

At the end of the section, we remark that any solution to (6.2) must be radially symmetric about a point. This is because any solution to (6.2) is also a solution to the Yamabe equation, and hence by [6], such solution is radially symmetric about a point.

## 7 Connection with sphere covering inequality for the case \(K \geq 1\)

In this section, we prove Theorem 1.8 and Theorem 1.9.

First, let us state an equivalent version of Lévy–Gromov isoperimetric inequality in closed Riemannian manifold of dimension 2, which gives a simple algebraic relation between length and area.
**Proposition 7.1** Let $M$ be a closed Riemannian manifold of dimension $2$ and the Guassian curvature on $M$ is bounded below by $1$, then for any smooth domain $\Omega$ in $M$, we have

$$l^2(\partial \Omega) \geq \text{vol}(\Omega) \text{vol}(M \setminus \Omega).$$

(7.1)

The equality holds if and only if $M$ is a unit sphere and $\Omega$ is a spherical cap (geodesic disk).

**Proof** Let $\beta = \frac{\text{vol}(\Omega)}{\text{vol}(M)}$, then by Lévy–Gromov isoperimetric inequality, we have

$$I(\partial \Omega) \geq \frac{I(\partial B_r)}{\text{vol}(S^2)},$$

(7.2)

where $S^2$ is the unit 2-sphere and $B_r$ is the geodesic ball in $S^2$ such that $\frac{\text{vol}(B_r)}{\text{vol}(S^2)} = \beta$. Hence $\text{vol}(B_r) = 4\pi \beta$ and thus $I(\partial B_r) = 4\pi \sqrt{\beta - \beta^2}$. Therefore, (7.2) becomes

$$\frac{l^2(\partial \Omega)}{\text{vol}^2(M)} \geq \beta(1 - \beta) = \frac{\text{vol}(\Omega)}{\text{vol}(M)} \left( 1 - \frac{\text{vol}(\Omega)}{\text{vol}(M)} \right).$$

This implies (7.1). Since from the original proof of (7.2), it becomes equality for some $r > 0$ if and only if $M$ is a sphere, we prove the equality case of (7.1).

Now we prove Theorem 1.8.

**Proof** (Proof of Theorem 1.8) Let $\lambda(t) = h(t)e^{-2t}$, hence (1.24) implies $\lambda'(t) \leq 0$. Set $\alpha(t) = \int_{|u| > t} \lambda(u)e^{2u}d\mu$ and $\beta(t) = \mu\left(\{u > t\}\right)$. Hence

$$\beta'(t) = -\int_{|u| = t} \frac{1}{|\nabla u|}ds \quad \text{and} \quad \alpha'(t) = \lambda(t)e^{2t}\beta'(t).$$

We integrate (1.23) over $\{u > t\}$, and by divergence theorem we have

$$\int_{|u| = t} |\nabla u|ds + \beta \leq \alpha.$$  

Hence

$$-\beta'(\alpha - \beta) \geq \left( \int_{|u| = t} |\nabla u|ds \right) \left( \int_{|u| = t} \frac{1}{|\nabla u|}ds \right) \geq l^2(\partial \{u > t\}),$$

where $l$ is the length function on $M$. We multiply the above by $\lambda(t)e^{2t}$, and using $\alpha' = \lambda e^{2t} \beta'$ and applying (7.1), we have

$$-\alpha \alpha' + \alpha' \beta \geq \lambda e^{2t}(\mu(M)\beta - \beta^2)$$

$$= \lambda e^{2t} \mu(M)\beta - \frac{\left(\lambda e^{2t}\beta^2\right)' - \lambda' e^{2t}\beta^2 - 2\beta\alpha'}{2}.$$  

Hence

$$-2\alpha \alpha' \geq 2\mu(M)\lambda e^{2t}\beta - (\lambda e^{2t}\beta^2)' + \lambda' e^{2t}\beta^2.$$  

(7.3)

Note that

$$2\lambda e^{2t}\beta = (\lambda e^{2t}\beta)' - \lambda' e^{2t}\beta - \alpha',$$

where we have again used that $\alpha' = \lambda e^{2t} \beta'$. Hence (7.3) becomes

$$-2\alpha \alpha' \geq \left(\lambda e^{2t}(\mu(M) - \beta)\right)' - \mu(M)\alpha' + \lambda' e^{2t}(\beta^2 - \mu(M)\beta).$$  

(7.4)
Since \( \lambda' \leq 0 \) and \( \beta^2 - \mu(M) \beta \leq 0 \), we have
\[
-2\alpha\alpha' \geq (\lambda e^{2t} \beta (\mu(M) - \beta))' - \mu(M)\alpha'.
\] (7.5)
Then we integrate (7.5) from \( t = 0 \) to \( \infty \), and using the fact that \( \lim_{t \to \infty} \alpha(t) = 0 \) and \( \lim_{t \to \infty} \lambda e^{2t} \beta (\mu(M) - \beta) \leq \mu(M) \lim_{t \to \infty} \alpha(t) = 0 \), we have
\[
\mu(M)\alpha(0) - \alpha(0)^2 \leq \lambda(0)\beta(0) (\mu(M) - \beta(0)).
\]
That is,
\[
\mu(M) \int_{\Omega} h(u) d\mu - \left( \int_{\Omega} h(u) d\mu \right)^2 \leq h(0) \left( \mu(M)\mu(\Omega) - \mu^2(\Omega) \right).
\]
In particular, if \( h(0) \leq 1 \), then
\[
\mu(M) \int_{\Omega} h(u) d\mu - \left( \int_{\Omega} h(u) d\mu \right)^2 \leq \mu(M)h(0)\mu(\Omega) - h^2(0)\mu^2(\Omega).
\]
Hence
\[
\mu(M) \left( \int_{\Omega} h(u) d\mu - h(0)\mu(\Omega) \right) \leq \left( \int_{\Omega} h(u) d\mu - h(0)\mu(\Omega) \right) \left( \int_{\Omega} h(u) d\mu + h(0)\mu(\Omega) \right).
\]
Hence
\[
\int_{\Omega} h(u) d\mu + h(0)\mu(\Omega) \geq \mu(M).
\]
The proof is complete.

Theorem 1.8 also has its dual form:

**Theorem 7.2** Let \((M, g)\) be a closed Riemannian surface with and \( K \geq 1 \), where \( \mu \) is the measure of \((M, g)\) and \( K \) is the Gaussian curvature. Let \( \Omega \) be a domain with compact closure and nonempty boundary. If \( u \) satisfies
\[
\begin{align*}
-\Delta_g u + 1 &\geq h(u), \quad u < 0 \text{ in } \Omega \\
u &\equiv 0 \text{ on } \partial\Omega
\end{align*}
\]
(7.6)
where \( h(t) \) is a nonnegative function satisfying (1.24), i.e.,
\[
0 \leq h'(t) \leq 2h(t),
\]
then
\[
\mu(M) \int_{\Omega} h(u) d\mu - \left( \int_{\Omega} h(u) d\mu \right)^2 \leq h(0)\mu(\Omega)\mu(M \setminus \Omega).
\]
Moreover, if \( h_0 \geq 1 \), then
\[
\int_{\Omega} h(u) d\mu + h(0)\mu(\Omega) \geq \mu(M).
\]
**Proof** We still let \( \lambda(t) = h(t)e^{-2t} \), \( \alpha(t) = \int_{[u < t]} \lambda(u)e^{2u} d\mu \) and \( \beta(t) = \int_{[u < t]} d\mu \). Then \( \beta'(t) = \int_{[u = t]} \frac{1}{|\nabla u|} d\mu \) and \( \alpha'(t) = \lambda(t)e^{2t}\beta'(t) \). We integrate (7.6) over \( \{u < t\} \) and by divergence theorem, we have
\[
\int_{[u = t]} |\nabla u| ds - \beta \leq -\alpha.
\]
Hence
\[
\beta' (\beta - \alpha) \leq \left( \int_{\{u = t\}} |\nabla u| ds \right) \left( \int_{\{u = t\}} \frac{1}{|\nabla u|} ds \right) \geq s^2 (\partial \{u < t\}).
\]
Multiply the above by \( \lambda(t) e^{2t} \), using \( \alpha'(t) = \lambda(t) e^{2t} \beta'(t) \) and the isoperimetric inequality, we have
\[
\alpha'(\beta - \alpha) \geq \lambda e^{2t} (\mu(M) \beta - \beta^2).
\]
Then arguing similarly as the proof of Theorem 1.8, we still get (7.5), that is,
\[
-2\alpha \alpha' \geq (\lambda e^{2t} (\mu(M) - \beta))^{' - \mu(M) \alpha'}.
\]
Then we integrate the above inequality from \(-\infty\) to 0 and thus obtain
\[
\mu(M) \alpha(0) - \alpha^2(0) \geq \lambda(0) \beta(0) (\mu(M) - \beta(0)).
\]
That is,
\[
\mu(M) \int_{\Omega} h(u) d\mu - \left( \int_{\Omega} h(u) d\mu \right)^2 \geq h(0) (\mu(M) \mu(\Omega) - \mu^2(\Omega)).
\]
If \( h(0) \geq 1 \), then
\[
\mu(M) \int_{\Omega} h(u) d\mu - \left( \int_{\Omega} h(u) d\mu \right)^2 \geq \mu(M) h(0) \mu(\Omega) - h^2(0) \mu^2(\Omega).
\]
Hence
\[
\mu(M) \left( \int_{\Omega} h(u) d\mu - h(0) \mu(\Omega) \right) \geq \left( \int_{\Omega} h(u) d\mu - h(0) \mu(\Omega) \right) \left( \int_{\Omega} h(u) d\mu + h(0) \mu(\Omega) \right).
\]
Since \( u < 0 \) in \( \Omega \), \( h(u) < h(0) \) and thus \( \int_{\Omega} h(u) d\mu - h(0) \mu(\Omega) \leq 0 \). Therefore,
\[
\int_{\Omega} h(u) d\mu + h(0) \mu(\Omega) \geq \mu(M).
\]
This completes the proof. \( \square \)

**Remark 7.3** If the Gaussian curvature \( K \) of \((M, g)\) satisfies \( a^2 \leq K \leq 1 \) for some positive constant \( a < 1 \), and \( u \) satisfies conditions of Theorem 1.8 with \( h(0) \leq a^2 \), then the conclusions of Theorem 1.8 still hold with \( \mu, h(u), \lambda \) replaced by \( \tilde{\mu} = a^2 \mu, \tilde{h}(u) := h(u)/a^2, \tilde{\lambda} = \lambda/a^2 \) respectively, after applying Theorem 1.8 with a proper scaling of the metric \( g \) by \( ag \). In particular, if \( \lambda \leq a^2 \), then (1.28) becomes
\[
\int_{\Omega} e^{2u} d\mu + \mu(\Omega) \geq \frac{a^2 \mu(M)}{\lambda}. \quad (7.10)
\]
It is interesting to compare this with the lower bound obtained from (1.22) of Theorem 1.7, where \( \lambda \) is allowed to be in \((0, 1)\). Note that \( a^2 \mu(M) \leq 4\pi \) by the Gauss–Bonnet theorem. It turns out that under the same curvature conditions \( a^2 \leq K \leq 1 \), (1.22) in Theorem 1.7 requires less constraints and has a better lower bound. Nevertheless, Theorem 1.8 gives a similar lower bound but under a complete opposite curvature condition. Similar remark can also be made for Theorem 7.2, the dual form of Theorem 1.8.

Next, we prove Theorem 1.9.
Proof of Theorem 1.9 First, let \( u = u_2 - u_1 \), and hence \( u > 0 \) in \( B_r \) and \( u = 0 \) on \( \partial B_r \). Note that for any \( t > 0 \), \( \{ u > t \} \) is a radially symmetric domain.

We claim that if \( \omega \) is a radially symmetric domain, then

\[
P^2(\omega) \geq A(\omega)(A_\infty - A(\omega)), \tag{7.11}
\]

where \( P(\omega) = \int_{\partial \omega} e^{u_1} dx, A(\omega) = \int_{\omega} e^{2u_1} dx \) and \( A_\infty = \int_{\mathbb{R}^2} e^{2u_1} dx \).

Indeed, if \( \omega \) is connected, then \( \omega \) is either a disk or an annulus centered at origin. For the disk case, (7.11) is exactly the first inequality of (1.9). If \( \omega \) is an annulus, then \( \omega = \omega_1 \setminus \omega_2 \), where \( \omega_1 \supseteq \omega_2 \) are two disks. Then by (1.9), we have

\[
P^2(\omega) - A(\omega)(A_\infty - A(\omega))
\geq P^2(\omega_1) + P^2(\omega_2) - (A(\omega_1) - A(\omega_2))(A_\infty - A(\omega_1) + A(\omega_2))
\geq \sum_{i=1}^{2} A(\omega_i)(A_\infty - A(\omega_i)) - A_\infty (A(\omega_1) - A(\omega_2)) + (A(\omega_1) - A(\omega_2))^2
= 2A_\infty A(\omega_2) - 2A(\omega_1)A(\omega_2) \geq 0.
\]

Hence we proved (7.11) for connected radially symmetric domains. If \( \omega \) has more than 1 component, then set \( \omega = \bigcup_i \omega_i \), where \( \omega_i \) are disjoint component. Hence \( \omega_i \) satisfies (7.11).

We have

\[
P^2(\omega) - A(\omega)(A_\infty - A(\omega))
\geq \sum_i P^2(\omega_i) - \left( \sum_i A(\omega_i) \right) (A_\infty - \sum_i A(\omega_i))
\geq \sum_i A(\omega_i)(A_\infty - A(\omega_i)) - \left( \sum_i A(\omega_i) \right) (A_\infty - \sum_i A(\omega_i))
= \left( \sum_i A(\omega_i) \right)^2 - \sum_i A^2(\omega_i) \geq 0.
\]

Hence (7.11) holds for general radially symmetric domains.

Since \( u \) satisfies (1.23) for \( g = e^{2u_1} \delta \), applying (7.11) for the radially symmetric domain \( \{ u > t \} \) instead of (7.1) in the proof of Theorem 1.8, and proceeding the same argument, we have

\[
\int_{B_r} e^{2u} d\mu + \mu(\mathbb{R}^2) \geq \mu(\mathbb{R}^2).
\]

Since \( \mu = e^{2u_2} dx \) and \( u_2 = u_1 + u \), the above inequality becomes

\[
\int_{B_r} e^{2u_2} dx + \int_{B_r} e^{2u_1} dx \geq \int_{\mathbb{R}^2} e^{2u_1} dx.
\]

When the equality holds, then by tracing the equality cases, especially by Remark 5.2, we conclude that \((\mathbb{R}^2, e^{2u_1} \delta)\) is punctured sphere. In such case, we have

\[
\Delta u_2 + e^{2u_2} = \Delta u_1 + e^{2u_1} = 0 \text{ in } B_r, \ u_2 > u_1 \text{ in } B_r \text{ and } u_2 = u_1 \text{ on } \partial B_r.
\]

Hence as shown in [18], \((B_r, e^{2u_1} \delta)\) and \((B_r, e^{2u_2} \delta)\) are two complementary spherical caps on the unit sphere.

\[\square\]
The proof of Theorem 1.10 is similar because of Theorem 7.2, so we omit it.

8 Some further problems and remarks

In this section, we present some further problems related to the results proved in this paper.

The following question is on conformal diameter corresponding to solutions to (0.1).

**Question 8.1** Let \( u \) be a solution to (0.1) and \( g = e^{2u} \delta \), where \( \delta \) is the Euclidean metric. Is it true that there exists a universal constant \( C \geq 20 \) such that

\[
\pi \leq diam_g(\mathbb{R}^2) \leq C\pi
\]

Moreover, is it true that \( diam_g(\mathbb{R}^2) = \pi \) if and only if \( u \) is radial up to translation, or \( u \) is a 1D solution to (0.1)?

We remark that in our forthcoming paper [10], we can prove if \( u \) has an upper bound, then under the metric \( e^{2u} \delta \), diameter of \( \mathbb{R}^2 \) equal to \( \pi \) if and only if \( u \) is either radial about a point, or \( u \) is one-dimensional. More recently, in [2], it is proved that when the diameter reaches the lower bound \( \pi \), then \( u \) is truly either radial or one-dimensional. Also, the diameter can be arbitrarily large.

The following question is on conformal diameter corresponding to supersolutions to (0.1).

**Question 8.2** On general supersolutions, let \( u \) satisfy (1.1) and \( g = e^{2u} \delta \), where \( \delta \) is the Euclidean metric. Suppose that \( \int_{\mathbb{R}^2} e^{2u} dx < \infty \), is it true that \( diam_g(\mathbb{R}^2) \leq \pi \)? Recall that in Proposition 1.4, we can only prove the \( 2\pi \) upper bound.

Recently, in [27], Lytchak proves that the \( 2\pi \) upper bound is indeed sharp. This was also pointed out earlier by Dmitri Panov via a very nice example [29].

The following question is on conformal volume estimate corresponding to supersolutions to (0.1).

**Question 8.3** let \( u \) satisfy (1.1) and \( g = e^{2u} \delta \), where \( \delta \) is the Euclidean metric. Suppose that \( \int_{\mathbb{R}^2} e^{2u} dx < \infty \), then is it true that

\[
\int_{\mathbb{R}^2} e^{2u} dx \leq 4\pi
\]

Note that if the completion of \((\mathbb{R}^2, e^{2u} \delta)\) is a closed surface, then by Gauss–Bonnet theorem, (8.1) is true. Let \( K(x) \) be the Gaussian curvature at \( x \), then a necessary condition for this to be true is that

\[
\int_{\mathbb{R}^2} K(x)e^{2u(x)} = 4\pi,
\]

where \( K \) is the Gaussian curvature, \( K = -e^{-2u}\Delta u \). However, generally this is not true even for radial supersolutions to (0.1), even if the metric can be smoothly extended at \( \infty \), as we shall see immediately in the next example:

**Example 8.4** Let \( u \) be the radial function \( u = -r^2 \), then \((\mathbb{R}^2, e^{2u} \delta)\) is a Riemannian manifold with Gaussian curvature \( K = -\Delta u e^{-2u} = 4e^{2r^2} \geq 1 \). Using the conformal change of variable \( z \mapsto \frac{1}{r} \), the metric at \( \infty \) is equivalent to \( h(r) := e^{2u(1/r)} \frac{1}{r^2} dr^2 \) at 0. Clearly, \( h(r) \) is smooth at 0, but

\[
\int_{\mathbb{R}^2} Kdvol_g = \int_{\mathbb{R}^2} (-\Delta u)dx = \infty \neq 4\pi.
\]
Actually, the answer to Question 8.3 is negative, due to Lytchak [27]. Nevertheless, if the inequality (1.1) goes in the other direction, we do have the following counterpart for general cases:

**Proposition 8.5** If

\[ \Delta u + e^{2u} \geq 0, \quad (8.3) \]

then

\[ \int_{\mathbb{R}^2} e^{2u} \, dx \geq 4\pi. \quad (8.4) \]

The proof of the proposition follows exactly from the proof of [6, Lemma 1.1]. For the convenience of the reader, we include the proof here.

**Proof** It suffices to prove (8.4) by assuming \( \int_{\mathbb{R}^2} e^{2u} \, dx < \infty \).

Let \( \Omega_t \) be the superlevel set of \( u \). Since \( |\Omega_t| < \infty \) because of Chebyshev’s inequality, we have

\[ \int_{\Omega_t} e^{2u} \, dx \geq - \int_{\Omega_t} \Delta u \, dx = \int_{\partial \Omega_t} |\nabla u| \, dx \quad (8.5) \]

and

\[ - \frac{d}{dt} |\Omega_t| = \int_{\partial \Omega_t} \frac{1}{|\nabla u|} \quad (8.6) \]

Using

\[ \left( \int_{\partial \Omega_t} \frac{1}{|\nabla u|} \, dx \right) \left( \int_{\partial \Omega_t} |\nabla u| \, dx \right) \geq |\partial \Omega_t|^2 \geq 4\pi |\Omega_t|, \]

we have

\[ - \frac{d}{dt} |\Omega_t| \int_{\Omega_t} e^{2u} \, dx \geq 4\pi |\Omega_t|. \]

Hence

\[ \frac{d}{dt} \left( \int_{\Omega_t} e^{2u} \, dx \right)^2 = 2e^{2t} \left( \frac{d}{dt} |\Omega_t| \right) \int_{\Omega_t} e^{2u} \, dx \leq -8\pi e^{2t} |\Omega_t|. \]

Integrating from \(-\infty\) to \(\infty\), and since

\[ \int_{-\infty}^{\infty} 2e^{2t} |\Omega_t| \, dt = \int_{\mathbb{R}^2} e^{2u} \, dx, \]

we proved (8.4).

\[ \square \]

**Question 8.6** On radial supersolutions, recall that we have applied several geometric argument to prove the inequalities in Theorem 1.5. Can we give a proof from pure analytic point of view?

The following question is on generalization of Proposition 7.1 to the case \( M = (\mathbb{R}^2, e^{2u} \delta) \) such that \( u \) is a supersoluton to (0.1) and that \( vol_g(M) < \infty \).
**Question 8.7** If $u$ satisfies (1.1) and $\int_{\mathbb{R}^2} e^{2u} \, dx < \infty$, then for any smooth domain $\Omega \subset \mathbb{R}^2$, is it true that

$$\left( \int_{\partial \Omega} e^{u} \, ds \right)^2 \geq \left( \int_{\Omega} e^{2u} \, dx \right) \left( \int_{\mathbb{R}^2 \setminus \Omega} e^{2u} \, dx \right)? \quad (8.7)$$

We note that (8.7) already implies (8.1). However, even (8.1) is not true as mentioned above, the answer to Question 8.7 is also negative.
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