Spin-wave resonances in bismuth orthoferrite at high temperatures
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Spin-wave resonances in pelletized powder of bismuth orthoferrite (BiFeO3) were studied in transmission spectroscopy at frequencies of 0.1–0.75 THz and in the temperature range of 300–650 K. A vector network analyzer with frequency extenders was used in conjunction with temperature scans. We extended the experimental coverage of spin-wave resonances in BiFeO3 up to almost the Néel temperature. We observed that $\Psi_1$ and $\Psi_2$ modes are degenerate around 420 K due to the temperature dependences of the magnetic anisotropy and the Dzyaloshinskii-Moriya interaction.
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I. INTRODUCTION

Bismuth orthoferrite BiFeO3 (BFO) has been studied intensively over the past few years because it promises multiple possible uses, including spintronic devices or memristors [1]. It is a room-temperature multiferroic, showing simultaneously magnetic and ferroelectric orders [2]. Bismuth ferrite crystallizes in the rhombohedrally distorted perovskite structure in the space group $R3c$. The Néel temperature of bismuth ferrite is 643 K, and the ferroelectric Curie temperature is about 1100 K [3]. There are reports showing magnetoelectric coupling in BFO [4–7]. Iron atoms form a monoclinic lattice with spins in $G$-type antiferromagnetic order [8]. To a first approximation, spins are oriented ferromagnetically within hexagonal layers and antiferromagnetically between adjacent layers. What differentiates BFO from most of the other rare-earth orthoferrites is that its magnetic order is periodic—the antiferromagnetic axis is rotating with an incommensurate period of 62 nm [9]. This static structure, known as the spin cycloid, results from the Dzyaloshinskii-Moriya (DM) interaction [10]. The wave vector of the spin cycloid has three possible directions within a hexagonal layer of Fe atoms. The rotation plane of the spin cycloid is defined by its wave vector and the direction of the electrical polarization ([1,1,1] in the pseudocubic notation). As the spins are locally canted [11], there is a local ferromagnetic moment that has the same period of 62 nm. Bismuth ferrite spin structure might be changed to a nonperiodic, weakly ferromagnetic state, either by applying high magnetic fields [12], high pressure [13], or strain [14].

The existence of a periodic spin structure allows for an optical excitation of multiple modes of spin waves. A thermodynamic model was developed by de Sousa et al., which describes these modes as wavelike distortions of the spin cycloid [15]. A quantum-mechanical model of magnons in BFO has been developed by Fishman et al. [16–18]. The Hamiltonian, describing spin-wave modes in BFO, contains five parameters: $J_1$, nearest-neighbor exchange interaction; $J_2$, next-nearest-neighbor exchange interaction; $K$, anisotropy; $D_1$, DM interaction between atoms within a hexagonal iron plane; and $D_2$, DM interaction between atoms in adjacent hexagonal layers. Two families of magnon modes can be excited: $\Phi$ waves with spins oscillating in the plane of the cycloid, and $\Psi$ waves with an oscillation out of the plane of the cycloid. The dispersion relation of $\Psi$ modes is $\sim\sqrt{1+k^2}$, while that of $\Phi$ is $\sim|k|$. The spin cycloid wave vector $2\pi/62$ nm$^{-1}$ is small enough for frequencies of $\Phi$ and $\Psi$ magnon modes in BFO to be distinct. Additionally, modes are split due to the presence of higher harmonics of the spin cycloid caused by the anisotropy and $D_2$ interaction [17]. There is an ongoing debate on the amplitude of the anharmonicity of the spin cycloid in BiFeO3 [19–21]. The investigation of spin-wave modes presented in this paper is sustained by the theoretical model from Refs. [16–18].

Magnon modes in BiFeO3 were under investigation in recent years using either inelastic neutron scattering [11,14,22,23], Raman scattering spectroscopy [7,13,24–26], THz time-domain spectroscopy [27], or far-infrared Fourier spectroscopy [28,29]. Most of these studies focused on phenomena at low temperatures, even though BFO shows multiferroic behavior up to almost 400 °C. Our experimental system provides us with stability, high dynamic range, and high spectral resolution, which allows us to characterize these spin-wave resonances at high temperatures.

II. EXPERIMENT

The sample preparation process was explained in Ref. [30]. X-ray diffractometry measurements confirmed samples to be rhombohedral BFO without detectable parasitic inclusions. X-ray fluorescence spectroscopy confirmed that our samples are stoichiometric with 0.3% uncertainty. This BiFeO3 powder was pressed into ceramic pellets of about $12 \times 12 \times 2$ mm$^3$, then cut into smaller pieces of about $7 \times 5 \times 2$ mm$^3$. 
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The experimental setup uses a vector network analyzer (VNA) and Virginia Diodes (VDI) frequency extenders. In the current setup it was possible to cover three bands, 100–175, 200–350, and 470–750 GHz. A similar setup was used in the investigation of resonances at low temperatures [30]. We also performed measurements at the University of Bern with 345–415 and 415–470 GHz bands to cover the intermediate frequency region. The VNA with frequency extenders measures the amplitude and phase of the electric field of the incoming radiation. We measured transmission, which was affected mostly by the absorption in the case of investigated samples. We report on a logarithmic scale the amplitude of the $S_{21}$ signal normalized to the source output. The schematic of the experimental setup is presented in Fig. 1. The sample was placed in a cylindrical ceramic furnace 20 cm in length mounted on an optical bench. Terahertz radiation was guided to the sample using oversized metallic waveguides of 6 mm diamater and 20 cm length. The source and detector mixers were coupled to the waveguide using corrugated horn antennas. The high-temperature part of the setup was separated from the mixers by Teflon windows. The sample was mounted in the middle of the furnace.

During the measurement, the power supplied to the furnace heater wire was slowly increased producing a temperature ramp. The temperature was measured using a $K$-type thermocouple placed close to the sample. A typical run from room temperature to 400°C took 2–3 h. During the time taken to measure one spectrum, the temperature of the sample was changing by less than 1.0 K.

Figure 2(a) shows an exemplary result obtained at $T = 445$ K. Such data hardly show any resonances due to multiple interferences that strongly modulate the spectra as a function of $f$ but independent of sample temperature. To overcome this issue, data must be analyzed to reveal temperature dependencies. This was done by calculation of temperature-differential transmission spectra:

$$\frac{\partial S_{21}}{\partial T}(f,T) = \frac{S_{21}(f,T + \Delta T) - S_{21}(f,T)}{\Delta T}.$$  \hspace{1cm} (1)

To simplify this process, $S_{21}(f,T)$ were interpolated as a function of temperature $T$ with a step $\Delta T$. This step was chosen to be of the order of the mean temperature step between measured spectra, i.e., in the case of data presented in Fig. 2(b), $\Delta T$ was 1.0 K. Calculation of temperature derivative spectra reveals only phenomena that depend on temperature. Since frequencies of magnetic resonances in BFO are expected to go to zero when approaching the Néel temperature, this method of data treatment is expected to produce clear results at temperatures above 300 K.

### III. RESULTS

Temperature-differential transmission results are presented in Fig. 3. Such a presentation of subsequent differential spectra allows us to distinguish four resonant lines superimposed over a temperature-dependent interference. The interference is due to a dependence of the sample dielectric constant on temperature. The identification of modes, as presented in the following paragraphs, is based on their frequencies at room temperature as compared with other experimental data [27,31,32].

---

1 We drove the VNA system a little out of the ranges specified by the manufacturer. We found that the signal was stable enough for our purpose, 10–20 GHz out of the designed range.
To obtain quantitative results from these data, we fitted a simple model describing the differential signal. We assumed that resonance is a derivative of the Lorentzian distribution superimposed over a phenomenological function describing an oscillatory background. Fits were performed for fixed temperatures $T_f(T_0)$ as a function of frequency. In the case of data in the 100–175 GHz band, fits were performed as a function of temperature, because resonant features were very weak. Such a procedure allowed for their examination over a smoother background, with the cost of a loss of accuracy in determining amplitudes and widths. A similar procedure was used at around 490 and 200 GHz to obtain resonance positions, when fits in the frequency direction failed due to a partial coverage of features.

Two strong resonant features, visible at room temperature at 500–600 GHz (Fig. 4), are $\Psi_1^{(1)}$ and $\Psi_1^{(2)}$ modes. They appear to intersect at $T_0 \approx 422 \pm 2$ K, $f \approx 456.4 \pm 1.6$ GHz. The question arises as to the identification of these modes above this temperature. To answer it, we analyzed the amplitudes and widths of these resonances. The low-frequency mode has greater amplitude in the $f > 470$ GHz, $T_0 \leq 410$ K region, whereas in the $f \leq 470$ GHz, $T_0 \geq 410$ K region the high-frequency mode amplitude is larger [Fig. 5(b)]. The widths of both resonances are similar above 420 K [Fig. 6(b)]. Thus we concluded that $\Psi_1^{(2)}$ and $\Psi_1^{(1)}$ modes have crossed at $T = 422$ K.

The amplitudes of $\Psi_1^{(2)}$ and $\Psi_1^{(1)}$ modes start dropping at around 400 K [Fig. 5(b)], which is in the frequency range not covered by our results (Fig. 3). In the case of results in the 100–175 GHz band (above 625 K), only a single weak resonance was observed. It is unknown whether this resonance is $\Psi_1^{(2)}$, $\Psi_1^{(1)}$, or both being convoluted. Therefore, for these temperatures, only results regarding the position of this single feature are presented (Fig. 4).

The lowest frequency mode is identified as degenerate $\Phi_1^{(1)}$ and $\Psi_0$ modes (Fig. 4). Although there are no experimental data for this mode above 5 K, this is the only optically active mode below $\Psi_1$ modes. The amplitude of this resonance is roughly constant until $\approx 510$ K, above which it starts dropping.

![FIG. 4. Frequencies of observed resonant features as a function of sample temperature (small dots). Points of different shapes represent data imported from D. Talbayev et al. (Ref. [27]), G. Komandin et al. (Ref. [31]), and I. Kezsmári et al. (Ref. [32]).](attachment:image.png)

![FIG. 5. Amplitudes of observed resonances as a function of resonance temperature $T_0$: (a) for $\Phi_2$ mode, (b) for $\Psi_1^{(1)}$ and $\Psi_1^{(2)}$ modes, and (c) for degenerated $\Psi_0$ and $\Phi_1^{(1)}$ modes.](attachment:image.png)

![FIG. 6. Widths of observed resonant features as a function of resonance temperature $T_0$: (a) for $\Phi_2$ mode, (b) for $\Psi_1^{(1)}$ and $\Psi_1^{(2)}$ modes, and (c) for degenerated $\Psi_0$ and $\Phi_1^{(1)}$ modes.](attachment:image.png)
on the frequencies of the spin-wave modes (Fig. 7). As long as the spin cycloid has no higher harmonics at this temperature, it is in a canted state and its symmetry is lower than in an ideal linear dispersion.

The temperature at which $\Psi_1$ modes cross is weakly reflected in the behaviors of two other observed modes. The $\Phi_1^{(2)}$ mode is optically inactive and indeed it is not observed in our results. It should cross with $\Phi_1^{(1)}$ at the same value of anisotropy as $\Psi_1$ modes do (Fig. 7) [17], but no disturbance of $\Phi_1^{(1)}$ at this temperature is observed [Figs. 5(c) and 6(c)]. On the other hand, the $\Phi_2$ mode amplitude increases at the temperature corresponding to the intersection of $\Psi_1^{(1)}$ and $\Psi_1^{(2)}$ modes [Fig. 5(a)]. There are reports of a dielectric anomaly in BFO appearing at $T_D \approx 460$ K, referred to as the Polomska transition [3,33–36]. The proximity of the observed crossing suggests that the Polomska transition might be related to magnetism, as suggested in Ref. [3], and that it is connected with a change of the magnetic anisotropy.

The dependence of mode frequencies on temperature sharpens slowly when approaching $T_N$. For example, $\Phi_1^{(1)}$ and $\Psi_0$ modes at 99% of $T_N$ have still $\approx 21\%$ of their frequencies at $T = 0$ K. This value does not contradict with the strength of the internal magnetic fields in rare-earth orthoferrites as determined by Mössbauer spectroscopy within the experimental uncertainty [37]. Considering widths of resonances, an almost vertical frequency-temperature dependence is expected at frequencies below 100 GHz. As amplitudes drop very fast when approaching the Néel temperature, an observation of magnon modes so close to it becomes a very demanding experimental task.

V. CONCLUSIONS

We have characterized spin-wave resonances in bismuth ferrite at high temperatures using a vector network analyzer with frequency extenders. We detected resonances by determining the temperature derivative of the transmission. Our results extend the investigation of excitations of the spin cycloid to low frequencies and high temperatures by approaching the Néel temperature. We show that two of the spin-wave resonances in BFO are degenerate at $T = 422$ K, which is explained as the result of the dependence of the spin cycloid anharmonicity on temperature.
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