Fatigue Detection on Face Image Using FaceNet Algorithm and K-Nearest Neighbor Classifier
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Abstract

Background: The COVID-19 pandemic has made people spend more time on online meetings more than ever. The prolonged time looking at the monitor may cause fatigue, which can subsequently impact the mental and physical health. A fatigue detection system is needed to monitor the Internet users well-being. Previous research related to the fatigue detection system used a fuzzy system, but the accuracy was below 85%. In this research, machine learning is used to improve accuracy.

Objective: This research examines the combination of the FaceNet algorithm with either k-nearest neighbor (K-NN) or multiclass support vector machine (SVM) to improve the accuracy.

Methods: In this study, we used the UTA-RLDD dataset. The features used for fatigue detection come from the face, so the dataset is segmented using the Haar Cascades method, which is then resized. The feature extraction process uses FaceNet's pre-trained algorithm. The extracted features are classified into three classes—focused, unfocused, and fatigue—using the K-NN or multiclass SVM method.

Results: The combination between the FaceNet algorithm and K-NN, with a value of K = 1 resulted in a better accuracy than the FaceNet algorithm with multiclass SVM with the polynomial kernel (at 94.68% and 89.87% respectively). The processing speed of both combinations of methods has allowed for real-time data processing.

Conclusion: This research provides an overview of methods for early fatigue detection while working at the computer so that we can limit staring at the computer screen too long and switch places to maintain the health of our eyes.
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I. INTRODUCTION

The COVID-19 pandemic requires office workers to work from home (WFH), which means more exposure to computer or laptop screens. Teachers or lecturers also have to conduct teaching and learning activities virtually. Looking at the computer or laptop screen in a prolonged period may strain the eyes and make people feel tired. The average adult maximum screen time is two hours [1]. After that, it is advisable to move to distant viewing or to look at green objects. Staring at a computer screen for a long period of time can affect brain development [2] and may cause visual impairment [3]. Some signs of fatigue due to spending too much time in front of a computer are face and eye fatigue or the computer vision syndrome (CVS) [4], which may start to appear after two hours. Based on a survey [4], 75% of computer users who work at the computer for too long often complain of CVS symptoms, such as eyestrain, blurred vision, and dry eyes. Therefore, a face-based fatigue detection system is needed as an early warning of fatigue in viewing the screen [5][6][7]. This system can also help doctors in early detection analysis of CVS symptoms to take action on patients.

Fatigue can be seen from the facial expressions [8] and so the features can be used to detect fatigue when people are sitting in front of a screen. Recently, researchers have developed a fatigue detection system by using facial data and the findings are used, for example, to avoid accidents among drivers [9][10][11][12]. Kong and Li [13] developed a fatigue detection system based on facial data by using a fuzzy system. The research examined the face data from
online learning classes. The performance accuracy of the fatigue detection system developed was still below 85%. This indicates that the system is not effective enough. For example, the face or eyes may look tired, but the system detects that the person is still focused. Therefore, we need a method that can improve the accuracy in the system. The novelty of this research is to replace the feature extraction methods with machine learning techniques for data classification in order to increase the accuracy of the system.

The key is on the feature extraction and the classification stages. A common feature extraction algorithm is the FaceNet pre-trained models, which is commonly used, for example, to detect a face presence by searching for the facial features [14][15]. The use of the FaceNet algorithm for such a system results in an accuracy of above 90%. The FaceNet algorithm’s ability to detect facial data has been trained by Google researchers, and this has been tested for verification and recognition of people’s identities with an accuracy of above 95% [16].

Classification is also an important stage to group the features according to their class. Artificial intelligence (AI) applies supervised machine learning techniques to labeled data. K-NN algorithm [17] and SVM [18][19] can classify identities based on the facial data. These systems result in an accuracy of above 90%. In this research, we propose a combination between the FaceNet algorithm for facial feature extraction and the K-NN or multiclass SVM classification methods for the fatigue detection system. This study uses data that consist of three classes, namely focused, unfocused, and fatigue.

This paper is organized as follows. Section 2 describes the fatigue detection system’s architecture, namely data acquisition, face detection, data pre-processing, feature extraction, and classification. Section 3 presents the results of fatigue detection by examining the results of K-NN or multiclass SVM methods. Section 4 presents a discussion of this system regarding the improved results compared to the previous research. Section 5 concludes the discussion and provides suggestions for future work.

II. METHODS

The fatigue detection system starts with the dataset acquisition consisting of three classes of person’s expression, namely focused, unfocused, and fatigue. Haar Cascades method [20] is used because this is suitable to detect facial features. Next, the face image is pre-processed by resizing it into 160 x 160 before being extracted by using the FaceNet algorithm. The features obtained are classified accordingly by using the K-NN and multiclass SVM method. The best results will be the conclusion of our research. Fig. 1 shows the fatigue detection architecture.

A. Fatigue Facial Dataset

This research uses the UTA-RLDD dataset [21]. Actors in the dataset were volunteers, consisting of undergraduate or graduate students, and staff members. Participants were aged over 18 years and consisted of 51 men
and nine women from various ethnicities. The dataset consists of three classes, namely focused, unfocused, and fatigue. The image from the dataset is Full HD (1080x1920) resolution. All image datasets contain photos of people sitting in front of the computer. The training data were 1000 training data and the validation data were 100 for each class. Fig. 2 shows an example of the UTA-RLDD dataset.

![Fig. 2 The example of UTA-RLDD dataset](image)

**B. Face Detection using Haar Cascades**

Since fatigue detection systems use facial features, the Haar Cascades is used. This method uses a machine learning approach with a cascade function that has been trained with many positive and negative datasets [22]. Fig. 3 shows an example of face detection results.

![Fig. 3 The example of face detection](image)

**C. Pre-processing Facial Data**

The pre-processing stage aims to prepare data before extraction. In this study, facial data was resized into a resolution of 160 x 160. We made a function to convert all images into a uniform size format. The results of face detection using Haar Cascades vary in resolution sizes (more than 160x160), as shown in Fig. 3, so we needed to make them uniform. The square size of 160 x 160 was chosen because the feature-extraction process using the FaceNet algorithm requires conversion to that size. Fig. 4 shows an example of the results of pre-processing images into uniform size.

![Fig. 4 The example result of pre-processing on facial data](image)

**D. Feature Extraction using FaceNet Algorithm**

In the FaceNet model, there is a triplet loss function, a set of three images [16] which consists of an anchor image, a positive image (an identical image to the anchor image), and a negative image (image that is different from the anchor image). Fig. 5 illustrates an example of a triplet.
A triplet set is said to be valid if it has the anchor, positive (same class), and negative (different class) images. The triplet’s objective function is the distance between the embedding anchors with a positive smaller than the negative anchor distance. An illustration of learning triplet loss is shown in Fig. 6.

The model must be trained to produce a distance of an anchor that is closer to the positive image than the negative image. This research uses the FaceNet algorithm that uses RGB images with the size of 160 x160 with three channel colors. The result is a face embedding vector with 128 dimensions.

E. Classification using K-NN or Multiclass SVM
In this research, two supervised learning methods are studied: the K-NN and multiclass SVM.

1) K-Nearest Neighbor
The K-Nearest Neighbor (K-NN) method classifies objects based on the learning data that are the closest to the object. K-NN is a supervised classification method where input data are labeled before training. This method is often used in the fields of pattern recognition [23] and image processing [24]. Learning data will be projected into multiple dimensional spaces, with each dimension representing a feature of the data. This space is divided into sections based on the learning data classification, namely focused, unfocused, and fatigue. Fig. 7 shows an illustration of the K-NN method.

The dots this space are marked as a focused class if the focused class is the most common classification for the K-Nearest Neighbor at that point. Near or far, neighbors are usually calculated based on the Euclidean distance with the formula:

$$dist(X, Y) = \sqrt{\sum_{i=1}^{n} (X_i - Y_i)^2}$$  \hspace{1cm} (1)
2) Multiclass SVM

Multiclass SVM is a method for dividing classes of more than two. The technique used in this multiclass SVM is one-vs-all, or often called one-vs-rest, which is a method of training one classifier in each class, with one class sample as a positive class and all other samples as a negative sample [25]. There are three classes used in this system, namely focused, unfocused, and fatigue. Fig. 8 represents the implementation of multiclass SVM in this research. Focused class is a positive class, and this is compared with unfocused class and fatigue class. Then the unfocused class data is compared with focused class and fatigue class. Likewise, the fatigue class is compared with the focused class and unfocused class.

![Multiclass SVM Illustration](image)

SVM is a linear classifier so it can be separated linearly. However, SVM can be developed to work on non-linear problems by incorporating the kernel concept in a high-dimensional workspace. A hyperplane will be sought in high-dimensional space that can maximize the distance (margin) between data classes. Multiclass SVM in this study uses (2). In the prediction of multiclass SVM, a maximum value is calculated from each class comparison [26]. Fig. 9 is an illustration of multiclass SVM in this research.

\[
[W_{11} W_{12} W_{13} \ldots W_{1D} W_{21} W_{22} W_{23} \ldots W_{2D} \ldots W_{K1} W_{K2} W_{K3} \ldots W_{KD}] [X_1 X_2 X_3 \ldots X_D] = [s_1 s_2 s_3 \ldots s_K] \quad (2)
\]

where:

- \(W_{KD}\) : Feature vector of the generated model
- \(X_D\) : Feature vector of testing image
- \(s_K\) : Class prediction results

![Multiclass SVM Illustration](image)
III. RESULTS

The fatigue detection system is run on a computer with an Intel Core i3-9100F CPU @ 3.60 GHz, 8192 MB of RAM, and a 64-bit Windows 10 Pro operating system. This research tested the accuracy of the model building after the model is formed. Then, new data testing will be carried out to test the speed and accuracy.

A. Learning using K-Nearest Neighbor

The feature classification experiment to detect fatigue uses the Euclidean distance to calculate the closest distance. Calculation of the closest distance is both for testing or validation data against all training data. This experiment’s K value uses odd values 1, 3, 5, 7, and 9. The odd K value is used to avoid the appearance of the same number of distances in the classification process. Fig. 10 shows the experimental results of variations in the K value on K-NN.

Fig. 10 The result of the experiment on various K value on K-NN toward accuracy

Based on Fig. 10, the higher the K value has the effect of a decreasing accuracy. The decrease in accuracy is because the features in each class are close from each other. The proximity of this feature makes it difficult for the system to differentiate between classes and detect fatigue. In this experiment, the best accuracy results were obtained at K = 1 because there is only one closest neighbor to determine the class. From the results of the accuracy of the variation in the K value, it can be seen that the accuracy value tends to decrease with the increasing value of K. At K = 1, the training accuracy value is 100%, then at K = 9 the training accuracy value is 95.86%. Similarly, the testing accuracy value tends to decrease. The decrease in this accuracy value is due to the distribution of image data features that are closely together between classes. A higher K value can reduce noise because there are several features in the same class (not just one feature) to cover the noise feature. However, the increased K value causes the boundaries between classes to become increasingly blurred, especially in image data with very complex features. Therefore, the K-NN method with K = 1 is used for experiments on new testing data.

B. Learning using Multiclass SVM

The three-class classification uses the one-vs-all SVM method. The SVM kernel is used to separate data between classes. This research studies three kernels, namely radial basis function (RBF), polynomial, and linear. The role of the kernel in SVM greatly affects the accuracy value. Fig. 11 shows the results of the modelling accuracy of with SVM kernel variations.
Fig. 11 shows that a multiclass SVM with a linear kernel produces the worst accuracy compared to the RBF and polynomial kernels. The linear kernel precisely divides the three classes of fatigue detection systems with a straight line. There are many image features and in the dimensional space, not all of them are clustered in their respective classes. Therefore, straight lines cannot separate them. Meanwhile, the RBF kernel and polynomial separation do not use a straight line. In this experiment, the best result is obtained using the polynomial kernel. Therefore, multiclass SVM using the polynomial kernel is used for experiments on new testing data.

IV. DISCUSSION

AI helps humans solve everyday life problems. One of the COVID-19 pandemic’s effects is that the teaching and learning activities are required to be online. Staring at the screen for too long in front of the screen may cause fatigue. People who are too long in front of the computer can trigger Computer Vision Syndrome (CVS), which is caused by visual fatigue. People can prevent CVS symptoms by creating an early fatigue detection system to limit staring at computer screens. We propose fatigue detection systems based on facial expressions. One application development uses a fuzzy system approach, but the accuracy results are less than 85%.

Testing using new data aims to test the accuracy and the processing time in fatigue detection of one image. The latest data used in this test amounted to 100 facial images in each class. Table 1 shows the accuracy and processing time of fatigue detection testing in the multiclass SVM and K-NN classification methods.

| Methods                  | Accuracy (%) | Processing Time (s) |
|--------------------------|--------------|---------------------|
| FaceNet + Multiclass SVM | 89.87        | 0.058               |
| FaceNet + K-NN           | 94.66        | 0.061               |

The FaceNet algorithm depends on the similarity of facial features in each class [16]. Therefore, two faces with focused expressions have more similarity than two faces with focused and fatigue expressions. The Euclidean distance at the anchor between the two faces with focused expression is smaller (positive) than the face with a fatigue expression (negative). Thus, the embeddings of all faces from the same class are grouped. The facial embeddings for fatigue detection are calculated to produce three clusters based on facial expressions (focused, unfocused, and fatigue). Fig. 11 shows an example of the results of matching the fatigue detection on the image.

Table 1 shows that the combination of FaceNet and K-NN algorithms results in better accuracy than using multiclass SVM as a classifier. The speed of using the K-NN method as a classifier is not much different from the multiclass SVM. The difference in speed is due to the K-NN method comparing the new data features with all the training data features. However, the combination of FaceNet and K-NN with a value of \( K = 1 \) has an accuracy value of 94.68%, which is much better than the multiclass SVM. This accuracy result is obtained from the combination of new data from video recordings with data on the UTA-RLDD reference [21]. The addition of new data consists of 10 facial images in each focused, unfocused, and fatigue class. The addition of this data does not change the accuracy value significantly either in the combination of FaceNet and multiclass SVM or FaceNet and K-NN. These results are consistent with the accuracy of training and testing as shown in Fig. 9 and 10, where the K-NN method with a value of \( K = 1 \) has a better accuracy than the SVM method with a polynomial kernel. The accuracy of the fatigue detection system using the K-NN method is better than the multiclass SVM because the classification on the K-NN uses the closest neighbors that do not need to separate the data into three classes. Whereas in the multiclass SVM method, features need to be separated according to the kernel and this can cause certain class features to be positioned incorrectly. This subsequently causes errors in the classification results. This result is better than the previous study [13], which resulted in an accuracy of below 85%. Moreover, in the combination of our proposed methods, the processing speed of one image for fatigue detection is only 0.061 seconds. Therefore, the use of a combination of the FaceNet algorithm with K-NN can be used for real-time video data processing. In this study, there are still weaknesses in face detection. The detected face still has a background that is not the face area, as shown in Fig. 12. Future research can use dynamic face detection so that only the face area is detected.
V. Conclusions

In this paper, the fatigue detection system uses the FaceNet algorithm for feature extraction and examines two classifiers (K-NN and multiclass SVM) to get the best accuracy results. The combination of FaceNet and K-NN algorithms with a value of $K = 1$ produces the best accuracy of 94.68%, and the speed in processing one image of 0.061 seconds. These results allow for real-time data processing using video data. Meanwhile, the method we propose still has weaknesses in face detection, that is the captured background area. Future work can make modifications in the face detection so that the features obtained are only from the face area.
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