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Abstract—We consider statistical graph signal processing (GSP) in a generalized framework where each vertex of a graph is associated with an element from a Hilbert space. This general model encompasses various signals such as the traditional scalar-valued graph signal, multichannel graph signal, and discrete- and continuous-time graph signals, allowing us to build a unified theory of graph random processes. We introduce the notion of joint wide-sense stationarity in this generalized GSP framework, which allows us to characterize a graph random process as a combination of uncorrelated oscillation modes across both the vertex and Hilbert space domains. We elucidate the relationship between the notions of wide-sense stationarity in different domains, and derive the Wiener filters for denoising and signal completion under this framework. Numerical experiments on both real and synthetic datasets demonstrate the utility of our generalized approach in achieving better estimation performance compared to traditional GSP or the time-vertex framework.

Index Terms—Graph signal processing, Hilbert space, wide-sense stationarity, power spectral density.

I. INTRODUCTION

In many applications such as those involving the brain network [1], sensor networks [2]–[4] and image processing [5], data may be naturally embedded within an underlying graph structure, which makes it beneficial for one to model such data as graph signals, i.e., a map from a vertex set to the Euclidean space of real values \( \mathbb{R} \) or complex values \( \mathbb{C} \). Graph signal processing (GSP) theories and methods [7], [8] have been developed to leverage the graph structure to deal with the irregularities inherent in the graph domain, leading to new approaches to signal processing tasks for graph signals, including denoising [6], sampling and recovery [4], [9]–[13], and graph topology inference [14]–[16]. GSP techniques like filters and wavelets also provide new insights, and improve efficiency and interpretability in machine learning [17].

Central to the theory of GSP is the concept of a graph shift operator (GSO) and its resulting graph Fourier transform (GFT) [7], [18]–[21], which is nothing but the “frequency” representation of a graph signal in a basis induced by the GSO (typically, we assume a complete orthonormal eigen-basis consisting of eigenvectors of the GSO). A GSO and its corresponding GFT are graph-based counterparts of the translation operator and the discrete Fourier transform for a discrete time series. There are multiple choices of GSOs and GFTs, which admit different properties and interpretations. For example, when the graph Laplacian is chosen as the GSO, its eigenvectors represent signals of certain frequencies, i.e., each eigenvector is a representor of what a graph signal with a specific degree of “smoothness” along its edges looks like, with lower frequencies corresponding to smoother signals [7].

Analogies of signal processing concepts in the discrete time domain have been developed for graph domains in [20]. For instance, similar to the time domain counterpart, a graph signal is bandlimited if its GFT support is within a proper subset of frequencies. Corresponding sampling theories on the graph domain have been developed [9]–[13]. Although the graph domain is irregular compared to the time domain, the concept of a wide-sense stationary (WSS) graph signal or wide-sense stationarity (WSS) in the vertex domain can be defined analogously as that for a time domain signal [18], [22], [23]. To be specific, the set of WSS signals is a family of signals with statistically uncorrelated spectral modes. The power spectral density (PSD) of a graph signal characterizes its energy distribution among different frequency components, and is also a crucial ingredient for constructing Wiener filters.

Traditional GSP deals with information in the graph or vertex domain rather than the time domain. To exploit information in both the graph and discrete-time domains, a time-vertex GSP theory [24]–[26] was introduced. It includes the concepts of joint Fourier transform, joint WSS, joint PSD, and sampling strategies [27]. A further generalization to include vertex signals from a possibly infinite dimensional, separable Hilbert space was given in [28], which also developed the concepts of joint Fourier transform, filtering and sampling over the joint graph and Hilbert space domains. This framework encompasses a broad range of vertex signals including multi-channel signals and continuous-time signals. In the sequel, we refer to this as the generalized GSP (GGSP) framework. Since we work only with separable Hilbert spaces, without loss of generality, we investigate only the Hilbert spaces \( L^2(\mathcal{T}, \mathcal{G}, \nu) \), where \( \mathcal{T}, \mathcal{G} \) and \( \nu \) are, respectively, a suitably defined set, \( \sigma \)-algebra and measure, depending on the application of interest.

The GGSP framework by [28] does not consider randomness in the graph signal. In this paper, we fill this gap by introducing statistical elements to the GGSP framework, including the notion of WSS graph signals over both the vertex and Hilbert space domains. In the accompanying supplementary material, we give a brief overview of the definitions and concepts of random elements in a Hilbert space and its moments. The main contributions of this paper are the following:
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1) We establish a probabilistic model for the GGSP framework by introducing the concept of a graph random process. We define the notion of joint WSS with respect to (w.r.t.) the GGSP shift operator. This framework includes the notion of graph or vertex WSS and joint WSS under the traditional GSP and time-vertex frameworks, respectively, as special cases. We show that joint WSS implies WSS in both the vertex and Hilbert space domains.

2) We derive analytical forms for the Wiener filters for denoising and signal completion, which are the best linear unbiased estimator (BLUE) for signal recovery under the joint WSS assumption. We also derive the theoretical mean-square error (MSE) of the Wiener filters as a criterion for sample set selection.

3) We verify our proposed framework on real and synthetic datasets and demonstrate the utility of working with more general assumptions under our framework. In particular, the Hilbert space shift operator under our proposed framework can be learned from the data, instead of having to be fixed in advance.

The rest of this paper is organized as follows. In Section II, we model a random graph signal as a random element in a specific Hilbert space under the GGSP framework. In particular, we provide conditions for a stochastic process on a graph to be a random element. In Section III we extend the joint WSS and joint power spectral density (JPSD) concepts from the time-vertex framework to the GGSP framework. Similar to [24], we investigate the relationship between joint WSS, vertex WSS and Hilbert space WSS. Section IV provides a Wiener filter design for denoising and signal completion. In Section V we verify the effectiveness of our framework and techniques by numerical experiments on both synthetic and real-world datasets. Finally, we conclude in Section VI.

Notations. We write matrices and operators as boldface capital letters to distinguish them from scalars and vectors, which are written in plain lower cases. Random elements in a Hilbert space are denoted using plain capital letters. For any matrix $A$, we use $A^T$, $A^*$ and $\text{vec}(A)$ to denote its transpose, conjugate transpose or adjoint and vectorization (columns stacked together to form a single-column vector), respectively. For a vector $a$, $\text{diag}(a)$ is a diagonal matrix whose main diagonal is $a$. The matrix $I_n$ is the $n \times n$ identity matrix, $I_H$ is the identity operator on a Hilbert space $H$, and the $n$-dimensional all-ones column vector is $1_n$. We use the notation $\otimes$ to denote tensor product: $H_1 \otimes H_2$ is the tensor product space of the vector spaces $H_1$ and $H_2$, which is spanned by the tensors $x \otimes y$ for $x \in H_1$ and $y \in H_2$. For operators $A_i$ on $H_i$, $i = 1, 2$, let $A_1 \otimes A_2(x \otimes y) = A_1(x) \otimes A_2(y)$. Given two operators $C_1$ and $C_2$, $C_1 \circ C_2$ (or abbreviated as $C_1; C_2$) denotes their composition. The space of square integrable functions, $L^2(\mathcal{Y}, \mathcal{G}, \mu)$, where $\mathcal{Y}$ is a set, $\mathcal{G}$ a $\sigma$-algebra and $\mu$ a measure, is often abbreviated as $L^2(\mathcal{Y})$. The operator $\Pi_w$ is the projection operator on the subspace spanned by $w$.

Common acronyms’ full names and their first appearances in this paper are listed in Table I for the reader’s convenience.

| Acronym | Full name | First appearance |
|---------|-----------|-----------------|
| GRP | Graph random process | Definition 1 |
| JWSS | Joint wide-sense stationary | Definition 2 |
| VWSS | Vertex wide-sense stationary | Definition 3 |
| HWSS | Hilbert space wide-sense stationary | Definition 4 |
| JPSD | Joint power spectral density | Definition 2 |
| LCE | Linear conditional expectation | Section IV-A |

II. GGSP Statistical Model

In this section, we present our model and assumptions. We define a graph random process (GRP) in the GGSP framework as a random element and provide conditions under which it exists. Under the same conditions, the covariance operator of the GRP is an integral operator. As a matrix kernel, its closed form enables us to interpret its trace via the generalized kernel method [29].

Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be an undirected (weighted) graph, where $\mathcal{V} = \{1, \ldots, n\}$ is the vertex set, and $\mathcal{E} \subseteq \{(i, j) \in \mathcal{V} \times \mathcal{V} : i < j \}$ denotes the edge set. Suppose that each vertex of $\mathcal{G}$ is associated with an element from a separable Hilbert space $\mathcal{H}$. A generalized graph signal [28] has the form $x = (x_1, x_2, \ldots, x_n)$ where for each $v \in \mathcal{V}$, we have $x_v \in \mathcal{H}$. For example, if $\mathcal{H} = L^2[a, b]$ the space of square integrable functions on a bounded interval $[a, b]$ (with the Borel $\sigma$-algebra and a given measure), then at each vertex $v$ of the graph $\mathcal{G}$, we have associated with it a function $x_v = x_v(\cdot)$.

It is shown in [28] that the space of all generalized graph signals can be identified with the Hilbert space $\mathbb{C}^n \otimes \mathcal{H}$ via the isomorphism

$$x \cong \sum_{v=1}^n \delta_v \otimes x_v,$$

where $\{\delta_v : v = 1, \ldots, n\}$ is the standard basis in $\mathbb{C}^n$. Let $\|\cdot\|$ denote the norm of $\mathbb{C}^n \otimes \mathcal{H}$.

Suppose $\mathcal{H} = L^2(\mathcal{Y})$ for some set $\mathcal{Y}$. For $x \in \mathbb{C}^n \otimes \mathcal{H}$ and each $t \in \mathcal{Y}$, we write

$$x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^\top,$$

(1)

a vector-valued function.

We next utilize the notion of a random element on a Hilbert space [30]–[32] to define a GRP.

Definition 1. Consider a probability space $(\Omega, \mathcal{F}, \mu)$, where $\Omega$ is a sample space, $\mathcal{F}$ a $\sigma$-algebra and $\mu$ a probability measure. A GRP $X$ is a measurable map (i.e., a random element) from $(\Omega, \mathcal{F})$ to $(\mathbb{C}^n \otimes \mathcal{H}, \mathcal{B})$, where $\mathcal{B}$ is the Borel $\sigma$-algebra induced by the norm of $\mathbb{C}^n \otimes \mathcal{H}$.

Definition 1 formally introduces the concept of random elements on the generalized graph signal space $\mathbb{C}^n \otimes \mathcal{H}$, which was not studied in [28].

To ensure the existence of a GRP $X$’s first and second moments, we only consider those $X$ satisfying the following assumption. $X$ induces a probability measure $\mathbb{P}$ on $(\mathbb{C}^n \otimes \mathcal{H}, \mathcal{B})$ given by

$$\mathbb{P}(B) = \mu(X^{-1}(B)), \ \forall B \in \mathcal{B}.$$
Assumption 1.
\[ \mathbb{E}\|X\|^2 = \int_{C^n \otimes H} \|x\|^2 \, d\mathbb{P}(x) < \infty. \]

Under Assumption 1, \( X \)’s mean element \( m_X \) and covariance operator \( C_X \) are defined as follows: for all \( u, v \in \mathcal{H} \),
\[ \langle m_X, u \rangle = \mathbb{E}[X, u] = \int_{C^n \otimes H} \langle \xi, u \rangle \, d\mathbb{P}(\xi), \quad (2) \]
\[ \langle C_X u, v \rangle = \mathbb{E}[X - m_X, u] \langle X - m_X, v \rangle = \int_{C^n \otimes H} \langle (\xi - m_X), u \rangle \langle (\xi - m_X), v \rangle \, d\mathbb{P}(\xi). \quad (3) \]

By the Riesz representation theorem [33, Theorem 3.7.7], \( m_X \) and \( C_X(u) \) exist uniquely and are hence well-defined. To preclude the pathological cases (e.g., an uncorrelated complex random process’ real and imaginary parts can be correlated), in this paper we only consider those random elements that are proper, i.e., satisfy the equivalent conditions in [34, Theorem 1]. It can be shown that covariance operators are bounded, trace-class and self-adjoint (cf. Definitions 6 and 7 in the supplementary).

The generalized concept of cross-covariance also appears as an operator. Suppose two random elements \( X : \Omega \mapsto \mathcal{C}_1 \) and \( Y : \Omega \mapsto \mathcal{C}_2 \), where \( \mathcal{C}_1, \mathcal{C}_2 \) are Hilbert spaces, induce a joint probability measure \( \mathbb{P}_{XY} \) on \( \mathcal{C}_1 \times \mathcal{C}_2 \). If \( \mathbb{E}\|(X,Y)\|^2 < \infty \), the cross-covariance operator \( C_{XY} : \mathcal{C}_2 \mapsto \mathcal{C}_1 \) is defined as
\[ \langle C_{XY} u, v \rangle = \mathbb{E}[Y - m_Y, u] \langle Y - m_Y, v \rangle = \int_{\mathcal{C}_1 \times \mathcal{C}_2} \langle (\xi - m_Y), u \rangle \langle (\xi - m_Y), v \rangle \, d\mathbb{P}_{XY}(\xi, \zeta), \quad (4) \]
for all \( u \in \mathcal{C}_2 \) and \( v \in \mathcal{C}_1 \). We say that \( X \) and \( Y \) are uncorrelated if \( C_{XY} = 0 \). In this paper, we will only come across the case where \( \mathcal{C}_1 = \mathcal{C}_2 = C^n \otimes \mathcal{H} \).

Without loss of generality, we assume that any GRP \( X \) of interest has mean element \( m_X = 0 \) unless otherwise specified. Filters on \( C^n \otimes \mathcal{H} \), as in [28], are defined as bounded linear operators on \( C^n \otimes \mathcal{H} \).

As an example, in Definition 1, \( X \) can represent a multichannel signal. For instance, each vertex in a graph may correspond to a sensor station that records PM2.5, temperature and humidity levels, so that the recorded signal at each vertex is in \( \mathcal{H} = \mathbb{R}^3 \). If we take \( X \) to be the random vector observations at all vertices, it satisfies Definition 1 and is a GRP.

From the perspective of time-vertex analysis, it is also natural to suppose that each vertex signal can be a discrete- or continuous-time signal. We next investigate conditions under which the following stochastic process on \( \mathcal{G} \) can be modeled as a GRP as in Definition 1: let \( \mathcal{H} = L^2(\mathcal{T}) \), where \( \mathcal{T} \) is a set like \([a, b]\), and
\[ X : \Omega \times \mathcal{T} \mapsto C^n, \quad (\omega, t) \mapsto X(\omega, t). \quad (5) \]

If \( t \) is treated as an index so that \( X(\cdot, t) \) is a function of \( \omega \), and \( X(\cdot, t) \) is measurable (w.r.t. \( \omega \)) for every \( t \), then \( \{X(\cdot, t) : t \in [a, b]\} \) is a family of \( n \)-dimensional random vectors. We abbreviate \( X(\cdot, t) \) as \( X(t) \). On the other hand, if \( \omega \) is treated as an index so that \( X(\omega, \cdot) \) is a function of \( t \), \( X(\omega, \cdot) \) can be interpreted as an \( n \)-dimensional trajectory under the outcome \( \omega \). An immediate problem arises when no restrictions are imposed on \( X \). In this case, the trajectory \( X(\omega) = X(\omega, \cdot) \) can be arbitrarily irregular, and is not guaranteed to belong to \( C^n \otimes L^2(\mathcal{T}) \). Besides, even if the trajectories are restricted to \( C^n \otimes L^2(\mathcal{T}) \), without further constraints, \( X(\omega) \) is not necessarily a measurable map from \( \Omega \) to \( C^n \otimes L^2(\mathcal{T}) \), and hence may not fit the definition of a GRP in Definition 1. To overcome these problems, we provide a sufficient condition in Theorem 1 to model \( X \) as a random element in \( C^n \otimes L^2(\mathcal{T}) \). In Theorem 2, we derive the mean element and covariance operator. The proofs of Theorem 1 and Theorem 2 are in Appendix A.

**Theorem 1.** Suppose \( \mathcal{H} = L^2(\mathcal{T}, \mathcal{G}, \nu) \), where \( \mathcal{G} \) is a σ-algebra and \( \nu \) a measure. The map \( \tilde{X}(\omega) = X(\omega, \cdot) \) for \( \omega \in \Omega \), where \( X(\cdot, t) \) is a map of the form (5), is a GRP for \( C^n \otimes \mathcal{H} \) if the following conditions hold:

(a) \( X(\omega, t) \) is jointly measurable on \( \Omega \times \mathcal{T} \) w.r.t. the product measure \( \mu \times \nu \).

(b) \( X(\omega, \cdot) \in C^n \otimes \mathcal{H} \) for every \( \omega \in \Omega \).

(c) For every \( s, t \in \mathcal{T} \), the pointwise mean \( m_X(t) := \mathbb{E}[X(t)] \in C^n \) and cross-covariance \( K_X(s, t) := \text{cov}(X(s), X(t)) \in C^{n \times n} \) are well-defined. Every entry of \( K_X(s, t) \) as a function of \( s, t \in \mathcal{T} \times \mathcal{T} \) belongs to \( L^1(\mathcal{T} \times \mathcal{T}) \).

Theorem 1 encompasses a broad range of signals that can be modeled as GRPs on \( C^n \otimes \mathcal{H} \). For instance, let \( \mathcal{T} = \mathbb{R}^+, \mathcal{G} \) the Borel σ-algebra and \( \nu \) the Lebesgue measure. Let \( \{X(\omega, t) : t \geq 0\} \) be a family of random variables indexed by \( t \). If \( X(\omega, \cdot) \) is continuous and condition (c) in Theorem 1 is met, then all conditions in Theorem 1 are satisfied (see [35, Proposition 1.13]). In another example, if \( \mathcal{T} = \{1, 2, \ldots, d\} \) (i.e., \( \mathcal{H} = \mathbb{R}^d \)), the conditions in Theorem 1 are met as long as \( X(t) \) is a random vector with finite second moments for each \( t = 1, \ldots, d \). Hereafter where there is no confusion, we will not distinguish the maps \( X \) and \( \tilde{X} \), and simply write \( X \) for both of them.

We next show that the mean element \( m_X \) and covariance operator \( C_X \) of \( X \) in (2) and (3) follow from Theorem 1. In particular, \( C_X \) is an integral operator with kernel \( K_X \).

**Theorem 2.** Suppose the conditions in Theorem 1 hold. Then, the mean element of \( X \) as defined in (2) coincides with \( m_X(t) \) in Theorem 1, and the covariance operator of \( X \) as defined in (3) is given by
\[ (C_X f)(s) = \int_{\mathcal{T}} K_X(s, t) f(t) \, d\nu(t) \]
for all \( f \in C^n \otimes \mathcal{H} \), where \( f(t) \) in the integral is in the form (1). Furthermore, suppose \( \mathcal{T} \) is a separable metric space and \( \nu \) is a finite measure on the Borel σ-algebra \( \mathcal{B}(\mathcal{T}) \) of \( \mathcal{T} \). If \( K_X(s, t) \) is continuous in \( (s, t) \), the operator trace of \( C_X \) agrees with the integral of its trace, i.e.,
\[ \text{tr}(C_X) = \int_{\mathcal{T}} \text{tr}(K_X(t, t)) \, d\nu(t). \]
From Proposition 3 in the supplementary, the deviation of a random element from its mean can be measured by $\text{tr}(C_X)$. To interpret Theorem 2, suppose $Y$ represents time domain. Then we have shown that this deviation amounts to performing integration of the pointwise variance on the time domain first, and then summing them up over all vertices, which also naturally measures the overall deviation.

III. Generalized Joint Wide-sense Stationarity

In this section, we develop the notion of WSS w.r.t. a shift operator for a GRP. We define WSS in different domains and study their relationships.

A. Joint WSS

Before we define the concept of joint WSS for a GRP, we briefly review the analogous concept of WSS for a time domain scalar-valued stochastic process $x = (x_1, \ldots, x_m)$. This stochastic process $x$ is said to be WSS if $\text{cov}(x_i, x_j)$ only depends on $j - i$. Let $A_T$ be the one-step shift right operator, with wrapping to the front. The eigendecomposition of $A_T$ yields the discrete time Fourier transform (DFT) matrix with columns being its eigenvectors. Then WSS can be equivalently defined as $x$’s covariance matrix being diagonalizable by the DFT matrix.

In the same spirit as the scalar case and noting that $A_T$ is the adjacency matrix of a directed cyclic graph, the analogous concept of graph wide-sense stationarity (GWSS) [18], [22], [23] based on the GSO [19], [20] have been proposed. Due to the intrinsic irregularity of the graph domain, there are multiple ways to define a GSO. Widely-used choices include the graph adjacency matrix [20], Laplacian matrix [7] and an isometric GSO design [19]. For GWSS, [22] provided equivalent definitions analogous to the aforementioned statements for WSS of time domain scalar-valued signals. In [23], GWSS is defined by localization of a graph kernel.

In this paper, to motivate a reasonable shift operator on $\mathbb{C}^n \otimes \mathcal{H}$, we first investigate the product graph model. This model assumes the signal on each vertex to be a graph signal, hence by localization of a graph kernel. For GWSS, [22] provided equivalent definitions analogous to the aforementioned statements for WSS of time domain scalar-valued signals. In this paper, we adopt $A_G \otimes A_H$ as the shift operator for $\mathbb{C}^n \otimes \mathcal{H}$.

Suppose $A_G$ has eigenvalues $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$ with corresponding eigenvectors $\{\phi_k\}_{k=1}^n$ and $A_H$ has eigenvalues $\{\nu_\tau\}_{\tau=1}^\infty$ with corresponding eigenvectors $\{\psi_\tau\}_{\tau=1}^\infty$. Then, $A_G \otimes A_H$ has eigenvalues $\{\lambda_k \nu_\tau : k = 1, \ldots, n, \tau \geq 1\}$ and eigenvectors $\{\phi_k \otimes \psi_\tau : k = 1, \ldots, n, \tau \geq 1\}$.

The joint Fourier transform of a signal $x \in \mathbb{C}^n \otimes \mathcal{H}$ can be defined as its inner product with an eigenvector of the shift operator [28]: for $k = 1, \ldots, n$ and $\tau \geq 1$,

$$ F_x(\phi_k \otimes \psi_\tau) = \langle x, \phi_k \otimes \psi_\tau \rangle. \quad (10) $$

To simplify the exposition and to obtain a unique orthonormal eigenbasis (up to multiples of ±1), similar to most of the GSP literature [20], [22], we make the following assumption throughout this paper.

Assumption 2. The geometric multiplicity of each eigenvalue of $A_G \otimes A_H$ is one.

The convolution filter with coefficients $\{g_{k,\tau} : k = 1, \ldots, n, \tau \geq 1\}$ is defined as the pointwise multiplication operator in the frequency domain:

$$ G(x) = \sum_{k,\tau} g_{k,\tau} F_\phi(\phi_k \otimes \psi_\tau) \phi_k \otimes \psi_\tau = \sum_{k,\tau} g_{k,\tau} \Pi_{\phi_k \otimes \psi_\tau}(x), \quad (11) $$

where we recall that $\Pi_w$ is the projection operator onto the subspace spanned by $w$.

Definition 2. A GRP $X$ is joint wide-sense stationary (JWSS) if

$$ C_X \circ (A_G \otimes A_H) = (A_G \otimes A_H) \circ C_X. \quad (12) $$

In other words, from Assumption 2 and [39, Chapter 4, Exercise 35 (a)], $C_X$ and the shift operator $A_G \otimes A_H$ have the same complete orthonormal set of eigenvectors with

$$ C_X = \sum_{k,\tau} p_X(k,\tau) \Pi_{\phi_k \otimes \psi_\tau}. \quad (13) $$

In the case where $\mathcal{F} = \mathcal{G} \times \mathcal{H}$, they become

$$ W_{\mathcal{G} \times \mathcal{H}} = W_{\mathcal{G}} \otimes W_{\mathcal{H}}, \quad (8) $$

$$ L_{\mathcal{G} \times \mathcal{H}} = D_{\mathcal{G}} \otimes L_{\mathcal{H}} + L_{\mathcal{G}} \otimes D_{\mathcal{H}} - L_{\mathcal{G}} \otimes L_{\mathcal{H}}. \quad (9) $$
where \( \{ p_X(k, \tau) : k = 1, \ldots, \tau \geq 1 \} \) are the eigenvalues of \( C_X \), also known as the IPSD of \( X \). If \( \{ (k, \tau) : p_X(k, \tau) > 0 \} \) is a finite set, \( X \) is said to be bandlimited.

In the following, we give two examples to illustrate Definition 2.

**Example 2** (Time-vertex model). Suppose each vertex of a graph \( \mathcal{G} \) observes a time series with \( T \) discrete time steps. Then, the signal can be represented as a graph signal whose underlying graph \( \mathcal{F} \) is the Cartesian product graph of \( \mathcal{G} \) and a directed cyclic graph \( \mathcal{H} \) with \( T \) vertices [26]. Under this framework, we choose as the GSO the Laplacian matrix \( L_{\mathcal{G}} \) of \( \mathcal{F} \). In [23], a time-vertex WSS signal is defined as WSS on the graph \( \mathcal{F} \) w.r.t. \( L_{\mathcal{G}} \).

From (9), the product graph Laplacian is \( L_{\mathcal{G}} = L_{\mathcal{G}} \otimes I_T + I_n \otimes L_{\mathcal{H}}, \) which is different from the shift operator used in (12). Furthermore, \( L_{\mathcal{G}} \) is not a shift operator and has the DFT matrix columns as eigenvectors. Therefore, the Fourier transform induced by \( L_{\mathcal{G}} \) is the same as that induced by \( L_{\mathcal{G}} \). Thus, a time-vertex WSS signal as defined in [25] fits Definition 2.

The time-vertex model is a special case in which the signal on each vertex belongs to a Euclidean space. In the next example, we will see that in a more general setting, the shift operator in the joint domain can also be defined in a meaningful way.

**Example 3** (Euclidean-vertex model). Suppose each vertex \( v \) observes a \( d \)-dimensional random vector \( x_v \), having identical distribution over vertices \( v \in \mathcal{V} \). The signal can be written as a matrix \( X = (x_1, \ldots, x_n) \subset \mathbb{C}^{d \times n} \), where the \( v \)-th column is the observation by vertex \( v \) while the \( i \)-th row represents the \( i \)-th measurement or feature among all vertices. We choose the graph shift operator \( A_H = L_{\mathcal{G}} \) and \( A_H \) as the covariance matrix \( C_H = \mathbb{E}[x_v x_v^\top] \) of \( x_v \). In the context of Definition 2, we let the shift operator be \( L_{\mathcal{G}} \otimes C_H \).

In this case, we note that the shift operator \( L_{\mathcal{G}} \otimes C_H \) has a physical meaning. Suppose \( L_{\mathcal{G}} = \Phi A_{\mathcal{G}} \Phi^\top \) and \( C_H = \Psi A_{\mathcal{H}} \Psi^\top \) are eigendecompositions. The joint Fourier transform on the signal \( X \) can be written as

\[
F_X = \Phi^\top X \Phi, \tag{14}
\]

which in vectorized form \( \text{vec}(F_X) = \Phi^\top \otimes \Psi^\top \text{vec}(X) \) corresponds to (10). The transform (14) can be interpreted as a two-step Fourier transform: first we multiply \( \Psi^\top \) on \( X \) on the left-hand side, so that each graph signal \( x_v \) is transformed into its principal component scores. Next, we multiply \( \Phi \) on \( \Psi^\top X \) on the right-hand side to transform each row into the graph frequency domain.

If \( X \) is WSS w.r.t. \( L_{\mathcal{G}} \otimes C_H \), the covariance \( C_X = \mathbb{E}[\text{vec}(X) \text{vec}(X)^\top] \) of \( X \) has eigenvectors given by the eigenbasis \( \Phi \otimes \Psi \). From Proposition 4 in the supplementary, the entries of \( F_X \) are uncorrelated random variables. This implies that \( X \) can be decomposed into different oscillation modes of its vertex signals’ principal component scores along the edges of \( \mathcal{G} \). In practice, \( C_H \) can be estimated by the sample covariance of the vertex signal observations. Therefore, the shift operator and Fourier transform are deduced from both the graph topology and training data. Compared to the traditional GSP and time-vertex framework that construct the principal axes from the domain structures, this framework is closer to a data-driven approach.

Although we have assumed that every vertex observes a \( d \)-dimensional random vector, our model is not equivalent to the product graph model, because \( L_{\mathcal{G}} \otimes C_H \) does not correspond to any kind of graph product in Example 1. However, one may adopt the shift operator \( W_{\mathcal{G}} \otimes C_H \) to obtain a tensor product graph model. In this case, \( C_H \) is treated as the adjacency matrix of a weighted graph with \( d \) vertices. But in this case, this model’s physical meaning is unclear compared to the construction in this example.

Finally, we note that this model can be generalized such that the vertex signals \( x_v, \ v \in \mathcal{V} \), are not identically distributed. In fact, we only need to assume that every \( x_v \) has the same set of principal axes, and regard \( L_{\mathcal{G}} \otimes C_H \) as the shift operator. It can be shown that this yields the same Fourier transform and physical meaning as discussed above.

An example with infinite dimensional \( H = L^2[{-\pi, \pi}] \) is presented in Section III-B. In the numerical experiments in Section V, we employ the models in Example 2 and Example 3 to compare the effectiveness of their corresponding Wiener filters, which are discussed in Section IV.

**B. WSS in different domains**

In the time-vertex framework of [24], [25], stationarity in the time domain (TWSS), vertex domain and joint domain are related in the sense that JWSS implies stationarity in both the time and vertex domains. In this subsection, the corresponding concepts and relations are generalized to the GGSP framework.

**Definition 3.** Given a GRP \( X \) satisfying the conditions in Theorem 1, we say that \( X \) is vertex wide-sense stationary (VWSS) if

\[
K_X(t,t)A_H = A_HK_X(t,t) \tag{15}
\]

\( \nu \)-almost everywhere (a.e.).

Note that Definition 3 implicitly requires \( H = L^2(\mathcal{Y}) \) (an assumption in Theorem 1) so that \( K_X(t,t) \) can be defined. This does not result in loss of generality since we work only with separable Hilbert spaces. Definition 3 requires each measurement \( X(t) \) at each “time” \( t \in \mathcal{Y} \) to be VWSS as a vector-valued graph signal. For example, if \( \mathcal{Y} \) represents the time domain, this definition implies that the graph signal observed at every time instance is VWSS as a random vector.

**Definition 4.** A GRP \( X \) is said to be Hilbert space wide-sense stationary (HWSS) if

\[
\delta_m^H C_X \delta_m^H \circ (I_n \otimes A_H) = (I_n \otimes A_H) \circ \delta_m^H C_X \delta_m^H \tag{15}
\]

for all \( m = 1, \ldots, n \). Here, \( \delta_m^H := \text{diag}(\delta_m) \otimes I_H \) where \( \delta_m \) is the \( m \)-th standard basis vector in \( \mathbb{C}^n \) consisting of all zeros except a one at the \( m \)-th entry.
In Definition 4, the operator $\delta_m^H$ keeps the vertex signal at vertex $m$ unchanged while nullifying the other vertex signals. Suppose $X$ satisfies all conditions in Theorem 1. For $y(t) = (y_1(t), ..., y_n(t))^T \in \mathbb{C}^n \otimes L^2(\mathcal{Y})$, the left-hand side of (15) can be computed step by step as follows:

$$I_n \otimes A_H(y)(t) = (A_H(y_1)(t), ..., A_H(y_n)(t))^T,$$

$$\delta_m^H C_X \delta_m^H (I_n \otimes A_H(y))(s) = \int_{\mathcal{Y}} K_X(s, t)_{m, m} A_H(y_m)(t) \, dt \cdot \delta_m,$$

where $K_X(s, t)_{m, m}$ is the $(m, m)$-th entry of $K_X(s, t) \in \mathbb{C}^n \times \mathbb{C}^n$. Similarly, the right-hand side of (15) can be derived as

$$(I_n \otimes A_H) \circ \delta_m^H C_X \delta_m^H (y)(s) = A_H\left( \int_{\mathcal{Y}} K_X(\cdot, t)_{m, m} y_m(t) \, dt \right)(s) \cdot \delta_m.$$

Let $K_m$ be the integral operator with kernel $K_X(s, t)_{m, m}$ in the right-hand side of (18). Comparing (17) and (18), for $X$ to be HWSS, the operator $A_H$ commutes with the integral operator $K_m$.

Consider the example where $\mathcal{Y} = [-\pi, \pi]$ with $A_H$ being a convolution operator,

$$A_H(y) = \sum_{k=-\infty}^{\infty} \nu[k] \Pi_{\psi_k},$$

where $\{\nu_k\}_{k=0}^\infty$ is a positive sequence converging to 0, and $\{\psi_k : k \in \mathbb{Z}\}$ denotes the standard Fourier basis $\{e^{ikt}/2\pi : k \in \mathbb{Z}\}$, where $i = \sqrt{-1}$. Suppose $K_X(s, t)$ is continuous on $\mathcal{Y} \times \mathcal{Y}$. In this case, both $A_H$ and $K_m$ are compact and self-adjoint operators on $L^2(\mathcal{Y})$. If $A_H$ commutes with $K_m$, then since the standard Fourier basis $\{\psi_k\}_{k=-\infty}^{\infty}$ are eigenvectors of $A_H$, they are also the eigenvectors of $K_m$. Since

$$\sum_{i,j} c_i c_j K_X(s_i, s_j)_{m, m} = \sum_{i} c_i X_m(s_i) \geq 0$$

for arbitrary $\{c_i\}_{i=1}^n \subset \mathbb{C}$ and $\{s_i\}_{i=1}^n \subset \mathcal{Y}$, $K_X(s, t)_{m, m}$ is a positive definite symmetric kernel on $\mathcal{Y}$. Utilizing Mercer’s theorem we obtain that

$$K_X(s, t)_{m, m} = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \sigma_k e^{iks} e^{-ikt} = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \sigma_k e^{ik(s-t)},$$

where $\{\sigma_k : k \in \mathbb{Z}\}$ are $K_m$’s eigenvalues associated with $\{\psi_k : k \in \mathbb{Z}\}$. This infinite sum uniformly converges on $\mathcal{Y} \times \mathcal{Y}$, indicating that $K_X(s, t)_{m, m}$ is actually a univariate function of $s - t$ for each $m$. This result agrees with the classical definition of stationarity in the time domain.

Definitions 3 and 4 can be regarded as traditional WSS definitions embedded in the GGSP framework. In the following theorem we show that JWSS implies WSS in both the vertex and Hilbert space domains.

**Theorem 3.** A JWSS GRP $X$ that satisfies the conditions in Theorem 1 is both VWSS and HWSS.

**Proof:** We first show that $X$ is VWSS. Since every $\Pi_{\phi_k} \otimes \psi_r$, commutes with $A_{\phi} \otimes I_\mathcal{H}$, from the fact that $X$ is JWSS, (cf. Definition 2), we obtain that $C_X$ commutes with $A_{\phi} \otimes I_\mathcal{H}$. To be specific, for any $y \in \mathbb{C}^n \otimes L^2(\mathcal{Y})$,

$$C_X \circ (A_{\phi} \otimes I_\mathcal{H})(y)(s) = \int_{\mathcal{Y}} K_X(s, t) A_{\phi} y(t) \, dt,$$

$$A_{\phi} \otimes I_\mathcal{H} \circ C_X(y)(s) = A_{\phi} \int_{\mathcal{Y}} K_X(s, t) y(t) \, dt,$$

hence

$$\int_{\mathcal{Y}} (K_X(s, t) A_{\phi} - A_{\phi} K_X(s, t)) y(t) \, dt = 0.$$

Therefore, $K_X(s, t) A_{\phi} = A_{\phi} K_X(s, t)$ $\nu$-a.e., indicating that $X$ is VWSS.

We can show that $X$ is HWSS by a similar approach. It suffices to notice from (13) that

$$\delta_m^H C_X \delta_m^H = \sum_{k, \tau} p_X(k, \tau) \cdot \delta_m^H \Pi_{\phi_k} \otimes \psi \cdot \delta_m^H,$$

and each $\delta_m^H \Pi_{\phi_k} \otimes \psi \cdot \delta_m^H$ commutes with $I_n \otimes A_H$, $\blacksquare$

From the proof of Theorem 3, we note that JWSS is strictly stronger than VWSS, since we actually show that JWSS implies $K_X(s, t) A_{\phi} = A_{\phi} K_X(s, t)$, which is a stronger condition than the VWSS condition of $K_X(s, t) A_{\phi} = A_{\phi} K_X(s, t)$. In fact, JWSS is strictly stronger than both VWSS and HWSS.

This can be seen from [23], which introduces MTWSS (multivariate time WSS) and MVWSS (multivariate vertex WSS) so that JWSS is equivalent to simultaneously satisfying these conditions. These two concepts require not only the covariance but also the cross-covariance in their respective domains to admit certain forms of eigen decomposition. Our definitions of VWSS and HWSS extend the concept of VWSS and TWSS defined in [24], which only require the covariance matrices to satisfy the conditions in Definitions 3 and 4.

**IV. Wiener Filters**

In this section, we investigate the denoising and recovery problems in the GGSP framework. In traditional GSP, these problems are formulated as regularized regression problems, whose regularization terms depend on the PSD values of the signal and noise [23]. This optimization framework is also adopted under the time-vertex framework [24]. The Wiener filters of these frameworks are the BLUE in their respective frameworks. In the GGSP framework, the observed signal on each vertex may come from an infinite-dimensional Hilbert space. In the sequel, we see that the Wiener filter takes the same form as the aforementioned formulations.

**A. Wiener filter for denoising**

Consider the model

$$Y = X + \mathcal{E},$$

(19)

where $X$ and $\mathcal{E}$ denote the signal and noise, respectively. Suppose $X$ and $\mathcal{E}$ are independent JWSS GRPs. From Proposition 5 in the supplementary, $Y$ is then a JWSS GRP with its JPSD given by $\{p_X(k, \tau) + p_{\mathcal{E}}(k, \tau) : k = 1, ..., n, \tau \geq 1\}$. We further assume that $m_X = m_{\mathcal{E}} = 0$ for simplicity.

Deriving the Wiener filter, in this case, amounts to deriving the BLUE for $X$ given $Y$. In Hilbert space, this corresponds
to linear conditional expectation (LCE) (see Section D of the supplementary or [40]). These results enable us to derive an explicit formula for the Wiener filter.

**Theorem 4.** The Wiener filter $G$ corresponding to the model (19) is a convolution filter of the form (11) with coefficients

$$g_{k,\tau} = \frac{p_X(k,\tau)}{p_X(k,\tau) + p_E(k,\tau)}. \quad (20)$$

**Proof:** From Proposition 9 in the supplementary, $G$ can be asymptotically approximated by a sequence of bounded finite-rank operators $\{G^{(m)}\}_{m\geq 1}$ as follows: Let $\gamma^{(m)} = \text{span}\{\phi_k \otimes \psi_{\tau} : k = 1, \ldots, n, \tau = 1, \ldots, m\}$ and $Y^{(m)} = \Pi_{\gamma^{(m)}} Y$, then for any $y \in \mathbb{C}^n \otimes \mathcal{H}$,

$$G^{(m)}(y) = (C^{(m)}_Y)^* y, \quad (21)$$

where $^*$ denotes the Moore-Penrose pseudoinverse. Since $Y$ is JWSS, $C_Y$ has the eigendecomposition

$$C_Y = \sum_{\tau=1}^{\infty} \sum_{k=1}^{n} (p_X(k,\tau) + p_E(k,\tau)) \Pi_{\phi_k \otimes \psi_{\tau}},$$

Using Proposition 5 in the supplementary, the terms on the right-hand side of (21) can be written as

$$C^{(m)}_Y = \sum_{\tau=1}^{m} \sum_{k=1}^{n} (p_X(k,\tau) + p_E(k,\tau))^{-1} \Pi_{\phi_k \otimes \psi_{\tau}},$$

$$C^{(m)}_Y X = \Pi^{(m)}_X C_X = \sum_{\tau=1}^{m} \sum_{k=1}^{n} p_X(k,\tau) \Pi_{\phi_k \otimes \psi_{\tau}}.$$

By substituting these into (21), we obtain

$$G^{(m)}(y) = \sum_{\tau=1}^{m} \sum_{k=1}^{n} \frac{p_X(k,\tau)}{p_X(k,\tau) + p_E(k,\tau)} \Pi_{\phi_k \otimes \psi_{\tau}}(y).$$

From Proposition 9 in the supplementary, $\|G^{(m)}(y) - G(y)\| \to 0$ as $m \to \infty$ for $\mathbb{P}_Y$-almost surely all $y \in \mathbb{C}^n \otimes \mathcal{H}$. Therefore, the Wiener filter $G$ can be chosen to be

$$G(y) = \lim_{m \to \infty} G^{(m)}(y) = \sum_{\tau=1}^{\infty} \sum_{k=1}^{n} \frac{p_X(k,\tau)}{p_X(k,\tau) + p_E(k,\tau)} \Pi_{\phi_k \otimes \psi_{\tau}}(y), \quad (22)$$

yielding the result in (20).

Before concluding the proof, we remark that (22) may not converge with respect to the operator norm induced topology. However, this infinite sum is still well-defined in terms of the strong operator topology, i.e., $\|G^{(m)}(y) - G(y)\| \to 0$ for all $y \in \mathcal{H}$. Finally, it is straightforward to see that $G$ is a bounded linear operator with $\|G\| \leq 1$.

**B. Wiener filter for signal completion**

We now consider the case where only signals from a subspace $\mathcal{A} \subset \mathbb{C}^n \otimes \mathcal{H}$ are observable, i.e.,

$$Y = \Pi_\mathcal{A}(X + \mathcal{E}), \quad (24)$$

where $\Pi_\mathcal{A}$ denotes the projection operator onto $\mathcal{A}$.

In this case it may not be possible to give an explicit formula for the Wiener filter. However, if we assume that the signal is bandlimited (cf. Definition 2), the noise can be assumed to be bandlimited as well without loss of generality. This is because we can apply the finite-rank projection operator on the observed signal, projecting it to the subspace where the original signal lies. By doing this, the frequencies that do not involve $X$ are discarded. Under this assumption, there is an explicit characterization of the Wiener filter as follows.

**Theorem 5.** Suppose $X$ and $\mathcal{E}$ are bandlimited. The Wiener filter $G$ for signal completion can be written as

$$G(y) = ((\Pi_\mathcal{A}(C_X + C_\mathcal{E})) \Pi_\mathcal{A})^* y, \quad (25)$$

for $y \in \mathbb{C}^n \otimes \mathcal{H}$. In particular, when $\mathcal{H}$ is finite-dimensional, $X$ and $\mathcal{E}$ are trivially bandlimited.

**Proof:** Since $X$ and $\mathcal{E}$ are bandlimited, their covariance operators are finite-rank. Notice that $C_Y = \Pi_\mathcal{A}(C_X + C_\mathcal{E})\Pi_\mathcal{A}$, hence $C_Y$’s range is also finite-rank, thus closed. From Proposition 8 in the supplementary, the formula for the compatible case (cf. Proposition 7 in the supplementary) can be applied to directly obtain the result in (25).

When $X$ and $\mathcal{E}$ are not bandlimited, the Wiener filter can be approximated by a sequence of operators as in the proof of Theorem 4.

**Theorem 6.** The Wiener filter $G$ for signal completion can be asymptotically approximated by

$$G_m(y) = ((\Pi_{\gamma^{(m)}} \Pi_\mathcal{A}(C_X + C_\mathcal{E}) \Pi_\mathcal{A})^* \Pi_{\gamma^{(m)}} \Pi_\mathcal{A} C_X)^* y, \quad (26)$$

where $\gamma^{(m)} = \text{span}\{\phi_k \otimes \psi_{\tau} : k = 1, \ldots, n, \tau = 1, \ldots, m\}$, and $\|G_m(y) - G(y)\| \to 0$ for almost surely all $y \in \mathbb{C}^n \otimes \mathcal{H}$.

**Proof:** This theorem is a direct result of Proposition 9 in the supplementary.

In the specific case that $\mathcal{A}$ is the subspace of signals that annihilate on a set of vertices (i.e., only signals on a subset of vertices $\mathcal{U}$ is observable), the analytical form of the signal completion error can be computed. Let $\Phi$ be the matrix whose columns are $\{\phi_1, \ldots, \phi_n\}$, the eigenvectors of $A_\mathcal{G}$. To obtain the MSE of $G$, we define the following matrices $A_\tau$ and $\Gamma_\tau$ whose $(k,l)$-th elements are respectively:

$$(A_\tau)_{k,l} = \begin{cases} p_X(k,\tau) + p_E(k,\tau), & \text{if } k = l, \\ 0, & \text{if } k \neq l, \end{cases} \quad (27)$$

$$(\Gamma_\tau)_{k,l} = \begin{cases} p_X(k,\tau)^2, & \text{if } k = l, \\ 0, & \text{if } k \neq l. \end{cases} \quad (28)$$

Let $\Phi_\mathcal{U}$ be the submatrix of $\Phi$ that contains the rows with index set $\mathcal{U}$.

**Theorem 7.** Assume that there exists $\tau_0 < \infty$ such that whenever $\tau < \tau_0$, $p_X(k,\tau) + p_E(k,\tau) > 0$ for all $k = 1, \ldots, n$; and whenever $\tau \geq \tau_0$, $p_X(k,\tau) + p_E(k,\tau) = 0$ for all
Throughout, we let the graph shift operator $A$ admits a large value of $\sum_{\tau=1}^{\tau_{0}} \text{tr}( (\Phi_{\text{GRP}} \Lambda_{\tau}, \Phi_{\text{GRP}}^{\top} )^{-1} \Phi_{\text{GRP}} \Gamma_{\tau} \Phi_{\text{GRP}}^{\top} )$.

(26)

Proof: The basic idea of the proof is to characterize the image and kernel space of $C_{Y}$ first (i.e. Lemma 1 in the supplementary), and then compute the MSE via Proposition 3 in the supplementary. See Section E of the supplementary for details.

Theorem 7 indicates a method to measure the quality of a sampling strategy. When the statistical properties of the signal and noise are fixed, one can choose the sampling set $U$ that admits a large value of $\sum_{\tau=1}^{\tau_{0}} \text{tr}( (\Phi_{\text{GRP}} \Lambda_{\tau}, \Phi_{\text{GRP}}^{\top} )^{-1} \Phi_{\text{GRP}} \Gamma_{\tau} \Phi_{\text{GRP}}^{\top} )$ to obtain a small MSE.

V. NUMERICAL EXPERIMENTS

In this section, we verify the performance of our proposed GRP framework on four datasets. We compare its performance with the time-vertex and traditional GSP frameworks, and demonstrate that with its more general assumptions, the GRP can fit data better, thus achieving better performance. We also illustrate the optimality of the proposed Wiener filter and the criterion of sample set selection through the experiments.

Each dataset used can be organized into samples $\{X_{i} : i = 1, \ldots, m_{a}\}$, where $X_{i} \in \mathbb{R}^{n \times d}$, $n$ is the number of vertices in a graph $\mathcal{G}$, and $d$ is the dimension of each data feature vector. We assume that $X_{i}$ are the matrix form of independent and identically distributed (i.i.d.) realizations of a JWSS GRP $X$.

Each of the GSP frameworks has different statistical model assumptions, under which PSD estimation or covariance estimation from a training set of size $m_{a}$ samples is performed. Throughout, we let the graph shift operator $A_{\mathcal{G}}$ be the graph Laplacian with eigenbasis $\{ \phi_{k} : k = 1, \ldots, n \}$. In the following, we present the concrete implementation of the PSD estimator under each framework when $d < \infty$. The case $d = \infty$ is discussed in Section V-C.

1) GRP. The datasets we test on contain vertex signals from finite-dimensional real spaces, which fit the Euclidean-vertex model in Example 3. To estimate the vertex signal covariance $C_{H}$, we use the sample covariance matrix $\hat{C}_{H} \in \mathbb{R}^{d \times d}$ of a set of training samples. Let the eigenbasis induced by $\hat{C}_{H}$ be $\hat{\Psi} = \{ \hat{\psi}_{\tau} : \tau = 1, \ldots, d \}$. The JPSD values of the GRP $X$ is estimated by its empirical mean squared Fourier coefficients through

$$\hat{\rho}_{X}(k, \tau) = \frac{1}{m_{a}} \sum_{i=1}^{m_{a}} |\phi_{k}^{\top} X_{i} \hat{\psi}_{\tau}|^{2}, \quad (27)$$

for $k = 1, \ldots, n$ and $\tau = 1, \ldots, d$. The covariance $C_{X}$ is estimated by

$$\hat{C}_{X} = \sum_{k,\tau} \hat{\rho}_{X}(k, \tau)(\phi_{k} \otimes \hat{\psi}_{\tau})(\phi_{k} \otimes \hat{\psi}_{\tau})^{\top}. \quad (28)$$

2) Time-vertex (TV) [25]. The JWSS model and sample JPSD estimator proposed in [25] are adopted. Specifically, the JPSD and $C_{X}$’s estimators are the same as those for the GRP model, with the exception that the eigenbasis $\hat{\Psi}$ is replaced by the column vectors of the DFT matrix rather than learned from the sample set.

3) Traditional GSP. Since the number of features $d > 1$ at each vertex, to adopt the traditional GSP framework that assumes scalar-valued vertex signals, we process the $d$ features separately. To be specific, write each sample $X_{i} = (F_{i,1}, \ldots, F_{i,d})$, where $F_{i,j} \in \mathbb{R}^{n}$, $j = 1, \ldots, d$, is the $j$-th column and contains the $j$-th feature of all vertices. We use the periodogram [22] to estimate $\hat{p}_{X}(k, \tau)$, $k = 1, \ldots, n$, $\tau = 1, \ldots, d$:

$$\hat{p}_{X}(k, \tau) = \frac{1}{m_{a}} \sum_{i=1}^{m_{a}} |\phi_{k}^{\top} F_{i,\tau}|^{2}.$$

The covariance estimator for feature $\tau = 1, \ldots, d$ is constructed similarly as (28):

$$\hat{C}_{X,\tau} = \sum_{k} \hat{p}_{X}(k, \tau) \phi_{k} \phi_{k}^{\top}.$$

A separate Wiener filter for each feature is then constructed.

In the experiments, all Wiener filter forms are applied with full bandwidth for fair comparison unless otherwise specified.

A. Wiener filter for denoising

We investigate the denoising performance of the Wiener filter on an epilepsy dataset [41], which is collected by monitoring a patient’s brain signal.\footnote{https://math.bu.edu/people/kolaczyk/datasets.html} The dataset is collected from 76 electrodes, during ictal and pre-ictal periods. In our experiments, due to the assumption of stationarity, we only make use of the pre-ictal data, which contains 8 pre-ictal periods. Each period lasts for 10s, and we partition it into non-overlapping 125ms periods due to the intrinsic long-term instability of a brain signal. Since the sampling rate is 400Hz, this partition means that each signal sample $X_{i} \in \mathbb{R}^{76 \times 50}$, where $i = 1, \ldots, 640$. We use the samples from the first 4 pre-ictal periods as training and the rest of them for testing.

In order to embed a signal sample in a graph structure, we use a simpler but similar strategy as that in [41] to determine the connections between electrodes. Specifically, 4.5-5.5s of data in the first pre-ictal period is extracted. Then the correlation matrix of this sample set is computed. Assuming that a large absolute value of correlation indicates strong connection, we treat each node pair as connected with an edge if the absolute value of their correlation coefficient is larger than 0.75. Otherwise, they are not connected.

To compare the performance of different denoising strategies, the pre-ictal datasets are divided into training and test sets with the same size. Additive white Gaussian noise (AWGN) with different energies is added to both of these sets to obtain different input SNRs. Here, SNR in dB is defined as

$$\text{SNR} = 10 \log_{10}\frac{\mathbb{E}[\|X\|^{2}]}{\mathbb{E}[\|X - \hat{X}\|^{2}]}.$$
where \( X \) is the original signal. For input SNR, \( \hat{X} \) is the noisy version of \( X \); for output SNR, \( \hat{X} \) denotes the estimate of \( X \).

By learning the signal spectrum from the training set, we aim to recover the signal from the noisy test set. The corresponding output SNR is taken as a measurement of performance. We compare the GRP Wiener filter’s performance with the time-vertex joint Wiener filter corresponding to the solution of the optimization framework proposed in [25], which has been shown to outperform both purely time-based and graph-based Wiener filters. In this experiment we also include the traditional GSP Wiener filter as a benchmark method. We have tested the purely time-based Wiener filter on this dataset, but the performance is much worse than the other methods, and is omitted here.

From Fig. 1, we observe that the GRP framework produces the highest output SNR compared to the other benchmark methods. This result indicates that the strategy of learning \( \Psi \) from the training set provides a better fit than using the DFT basis.

We want to test the denoising performance of the GRP Wiener filter versus other parameterized filters. A common strategy (see e.g., Example 2 in [7]) in traditional GSP is to solve the following problem:

\[
\hat{X}(Y) = \arg \min_{X \in \mathbb{R}^n} \|\text{vec}(X) - \text{vec}(Y)\|^2 + \rho \text{vec}(X)^\top (L \otimes C_H^1) \text{vec}(X),
\]

under the GRP model:

\[
\hat{X}(Y) = \arg \min_{X \in \mathbb{R}^n} \|\text{vec}(X) - \text{vec}(Y)\|^2 + \rho \text{vec}(X)^\top L \text{vec}(X),
\]

which is equivalent to applying the convolution filter with coefficients

\[
\hat{g}_{k,\tau} = \frac{\nu_{\tau}}{\nu_{\tau} + \rho \lambda_k},
\]

where \( \{\nu_{\tau}\} \) and \( \{\lambda_k\} \) are the eigenvalues of \( C_H \) and \( L \), respectively. We select the optimal parameter \( \rho \) with the best performance, and compare it with the Wiener filter \( G \) in Theorem 4 under the same setting as Fig. 1. From Fig. 2, we see that the Wiener filter \( G \) derived in (20) outperforms the parameterized filter in (29) as it is BLUE.
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\]

\[
\text{(29)}
\]

\[
\text{which is equivalent to applying the convolution filter with coefficients}
\]

\[
\hat{g}_{k,\tau} = \frac{\nu_{\tau}}{\nu_{\tau} + \rho \lambda_k},
\]

\[
\text{where } \{\nu_{\tau}\} \text{ and } \{\lambda_k\} \text{ are the eigenvalues of } C_H \text{ and } L, \text{ respectively. We select the optimal parameter } \rho \text{ with the best performance, and compare it with the Wiener filter } G \text{ in Theorem 4 under the same setting as Fig. 1. From Fig. 2, we see that the Wiener filter } G \text{ derived in (20) outperforms the parameterized filter in (29) as it is BLUE.}
\]
so that \( n = 30 \) sensors are left. Then we fill in the remaining missing values by taking the average of the nearest two days’ records.

We embed the sensors in a weighted graph using their geographical coordinates and a \( K \)-NN method as in [25]. To be specific, we employ the 5-NN strategy to determine the connectivity between vertices. Next, we accord each edge the weight \( \exp(-d(i, j)^2/\sigma^2) \), where \( d(i, j) \) is the geographic distance between sensors \( i \) and \( j \), and \( \sigma^2 \) the variance of all distances between pairs of sensors.

We randomly choose 57 days’ records as the training set. The remaining days’ records form the test set. We randomly remove some data, and then try to recover these values. To this end, we use the training set to estimate the JPSD and covariance operators as described at the beginning of Section V, then apply the Wiener filter to recover the missing values in the test set. In this experiment, we take the normalized error

\[
\frac{\mathbb{E}\|\hat{X} - X\|}{\mathbb{E}\|X\|}
\]

as the performance metric.

The dataset is indexed by three dimensions: vertex, feature and time in hourly intervals. To illustrate the effectiveness of the JWSS assumption, we test different frameworks under two missing data models:

1) Consecutive missing model. For each day in the dataset, we randomly choose a set of (vertex, feature) indices, and remove their corresponding data during a time period whose length is a geometric random variable. This model reflects the original dataset, which contains missing values over a continuous time period. Since both training and test sets have missing values, we test two methods for the TV framework to recover JPSD: either zero-pad missing values, or perform linear interpolation to recover the training set first and then estimate JPSD. Both TV and GSP process the three features separately.

2) Uniform missing model. For each day in the test set, we randomly choose a set of (vertex, feature, time) indices and remove their data. In this model, the training set contains no missing values. Therefore, for GRP, we use the Cartesian product of the spatial graph and time graph (the cyclic graph with 24 vertices) as the underlying graph. On this graph, each vertex contains three features. In this case, applying TV is equivalent to applying GSP on this product graph, in which the three features are processed separately.

From Fig. 3a, we observe that the GRP Wiener filter dominates the traditional GSP Wiener filter and TV Wiener filter under the consecutive missing model. This is due to the fact that the GRP incorporates the correlation between features via (28) while the other methods regard them as independent. In fact, the features we use (i.e., PM1, PM2.5 and PM10) are strongly correlated as indicated by their correlation coefficient matrix estimated empirically from the whole dataset:

\[
\begin{pmatrix}
1.0000 & 0.9954 & 0.9898 \\
0.9954 & 1.0000 & 0.9955 \\
0.9898 & 0.9955 & 1.0000
\end{pmatrix}.
\]

Furthermore, the consecutive missing values along the time domain in the training set cause difficulties for TV JPSD estimation. Since the GRP model has the flexibility to ignore the missing period and to use only the complete data to learn JPSD, it is more accurate than TV methods.

From Fig. 3b, we observe that the GRP Wiener filter outperforms the TV Wiener filter, which is also due to the incorporation of correlation between features in GRP.

C. Continuous-time signal recovery

In this subsection, we evaluate the recovery performance on continuous-time graph signals under the GRP framework, and compare it with both TV and the traditional time stationary (TS) framework. The graph is generated by the Erdős-Rényi model with 30 vertices and edge probability 0.5. We enforce the graph to be connected. The generalized graph signal is generated as a randomized linear combination of the tensor products of the graph Fourier basis and sinusoids:

\[
X(t) = \sum_{k,l} d_{kl} \phi_k \otimes \sin(\beta_l t), \quad t \in [-\pi, \pi],
\]

Fig. 3. Recovery performance by Wiener filters under different frameworks. In Fig. 3a, the lengths of missing periods are generated by Geo(1/12). Each point is the average of 40 repetitions in Fig. 3a, and 50 repetitions in Fig. 3b.
where \( d_{kl} \) are independently generated by the Gaussian distribution \( \mathcal{N}(0, \sigma^2_{k,l}) \), and \( \beta_l \) are real-valued constants. We note that \( X(t) \) is not bandlimited as long as there exists a \( \beta_l \) that is not integer. Both training and test sets consist of noisy observations sampled from different vertices at different time instances.

To recover the continuous-time signal, we first apply the variational EM algorithm on the training set to estimate the PSD and noise power. To be specific, no matter what framework we use, the observation model can be written as

\[
y = \mathbf{B}c + e, \quad (31)
\]

where each column of \( \mathbf{B} \) contains the values of a basis function at the sample points, and \( c = (c_1, c_2, \ldots, c_n)^T \) are the Fourier coefficients that are assumed to be independent and have distribution \( \mathcal{N}(0, p_j) \). The observation error vector \( e \) has components independently generated by \( \mathcal{N}(0, \sigma^2) \).

For instance, in the GRP framework, the basis \( \{f_{k,r}\} \) is \( \{\phi_k \otimes \sin(\tau t) : k = 1, \ldots, n, \tau \in \mathbb{N}\} \cup \{\phi_k \otimes \cos(\tau t) : k = 1, \ldots, n, \tau \in \mathbb{N}\} \). In practice, we only use a subset of them so that \( 1 \leq \tau \leq m_0 \) for some \( m_0 \). Suppose the sampled time instances on the \( i \)-th vertex are \( \{t_{i1}, t_{i2}, \ldots, t_{in}\} \). Then for each basis function \( f \in \{f_{k,r}\} \), its values at the sample points can be written as a vector

\[
b = (f_1(t_{i1}), \ldots, f_1(t_{i4}), \ldots, f_n(t_{in}), \ldots, f_n(t_{inq}))^T, \quad (32)
\]

where \( f_i \) denotes the \( i \)-th vertex signal of \( f \). (Recall that \( f(t) \) is an \( n \)-dimensional vector valued function.) By concatenating all \( b \) into a matrix we obtain the matrix \( \mathbf{B} \).

For the TV framework, we use the basis \( \{\phi_k \otimes \psi_{\tau} : k = 1, \ldots, n, \tau = 1, \ldots, m_0\} \), where \( \{\psi_{\tau}\} \) denotes the Fourier basis induced by a cyclic graph. After recovering all values on the time grid, we apply linear interpolation to recover the continuous signal. Under the time stationary assumption, every vertex signal is stationary in the time domain. Each vertex signal is processed separately, with model (31) and basis functions \( \{\sin(\tau t) : \tau = 1, \ldots, m_0\} \cup \{\cos(\tau t) : \tau = 0, \ldots, m_0\} \).

Now that \( y \) and \( \mathbf{B} \) are known, we apply the EM algorithm to solve for the estimates of \( \{p_j\} \) and \( \sigma^2 \). However, since the PSD values \( \{p_j\} \) are not assumed to be equal, the posterior \( p(c, \sigma^2, p_1, \ldots, p_n \mid y) \) cannot be computed analytically. Therefore, we apply variational EM [42], which admits explicit analytical optimal values at each iterative step, to estimate these hidden values.

On the test set, the continuous-time signals are recovered based on the sample values and the information learned from the training set. Since we have assumed the regression model (31) in which \( \{c_i\} \) and \( e \) are normal random variables, it suffices to use the posterior mean as the estimator of the Fourier coefficients.

In this experiment we consider two sampling schemes:

1) Equally spaced sampling: The samples are collected from a subset of equally spaced points of \([-\pi, \pi]\). To be specific, on each vertex we randomly choose \( m \) points from the time grid \( \{t_i : t_i = -\pi + 2(i - 1)\pi/(2m - 1), \quad i = 1, \ldots, 2m\} \). The graph signals are generated via (30) given \( \tilde{\beta} = (\beta_1, \beta_2, \beta_3) \), and \( \sigma^2_{k,l} = 10/(kl) \) such that the signals are smooth over the graph.

We investigate the performance of different frameworks under varying grid density (represented by the number of samples \( m \)) and noise energy (represented by SNR in dB). For each fixed pair of \((m, \text{SNR})\), we uniformly generate 100 \( \beta \) vectors via \( \text{Unif}(1, 15) \). Then, for each \( \beta \), we generate a training set and test set, each containing 60 realizations of continuous data from (30). To measure the recovery performance, for each \( \beta \), we compute the relative error

\[
\frac{\mathbb{E}\|\hat{X} - X\|}{\mathbb{E}\|X\|},
\]

where the expectation denotes averaging over the test set.

We summarize the results as box plots (Fig. 4 and Fig. 5), where each box reflects the distribution of recovery error with 100 different \( \beta \). To recover the test signal, we set \( m_0 = 20 \). From Fig. 4, we observe that GRP outperforms both TS and TV. Compared with pure time domain based methods like TS, GRP makes use of the graph structure, which provides additional information. In addition, GRP uses a basis of continuous functions, while the interpolation step in TV fails to recover the high-frequency variations in the signal. Therefore, the performance of TV is largely affected by the choice of \( \beta \).

2) Uniformly distributed sampling: In this setting, the sampled time instances on each vertex are uniformly distributed on \([-\pi, \pi]\). Since the time instances are not placed in a time grid, the TV framework cannot be applied in this setting. The graph signals are generated the same way as Section V-C1. The performance is measured by (33). We investigate the performance of different frameworks under varying number of samples and noise energy. We observe from Fig. 5 that GRP outperforms TS.

D. Comparing sampling strategies

In this subsection, we illustrate the usefulness of Theorem 7 in comparing the MSEs of different sampling methods. To this end, we first estimate the JPSD from the training set. On the test set, we randomly generate sampling sets with different sizes. We compute the theoretical MSE values for all the sampling sets via (26), and compare them with the empirical MSE. If the empirical MSE is close to the theoretical value (computed based on the estimated JPSD), this experiment demonstrates that it is possible to estimate the quality of a sampling set.

The experiment is done on the Molene weather dataset\(^3\) published by the French national meteorological service. It contains hourly weather records in the region of Brest, France in January 2014. The temperature records we use are measured by 32 stations. We split the data into 31 periods, so that each period contains 24 hourly records. The graph is constructed similarly as in Section V-B: we use 5-NN to connect the vertices according to their geographic distances \( d(i, j) \), and assign the edges with weight \( \exp(-d(i, j)^2/\sigma^2) \). Here, \( \sigma^2 \) denotes the variance of all distances between pairs of sensors.

\(^3\)https://donneespubliques.meteo-france.fr/donnees lire/Hackathon/RADOMEH.tar.gz
VI. CONCLUSION

We have introduced the concepts of a GRP and JWSS processes. These concepts generalize the existing stationarity models for GSP to the more general GGSP setting. Concrete cases such as the time-vertex model, continuous-time graph signal, and multichannel graph signal are encompassed in this

We randomly sample 20 days’ records among 31 days as the training set, and the remaining 11 days’ records form the test set. We aim to recover the test set from noisy observations on the sampled vertices. The noise energy is set to be 1/5 of the signal energy. In order to simulate different sampling strategies, we randomly generate the sample sets $W \subset V$ with different sizes $(1/5, 2/5, 3/5, 4/5)n$. For each sample size, we generate 20 sample sets. To recover the original signal and compute the theoretical MSE, we employ the Euclidean-vertex model. We observe from Fig. 6 that the empirical MSE is aligned with the theoretical MSE, hence (26) can be utilized to measure the quality of sampling sets.
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We randomly sample 20 days’ records among 31 days as the training set, and the remaining 11 days’ records form the test set. We aim to recover the test set from noisy observations on the sampled vertices. The noise energy is set to be 1/5 of the signal energy. In order to simulate different sampling strategies, we randomly generate the sample sets $W \subset V$ with different sizes $(1/5, 2/5, 3/5, 4/5)n$. For each sample size, we generate 20 sample sets. To recover the original signal and compute the theoretical MSE, we employ the Euclidean-vertex model. We observe from Fig. 6 that the empirical MSE is aligned with the theoretical MSE, hence (26) can be utilized to measure the quality of sampling sets.
framework. The stationarity models in the graph and Hilbert space domains are related in the sense that JWSS implies wide-sense stationarity in the respective domains. The explicit and approximate forms of Wiener filters to denoise and signal completion are also derived. The implementation of the GRP framework is illustrated via several numerical experiments. In the case of a finite-dimensional feature space, the shift operator in the Hilbert space can be learned from data without prior knowledge. When dealing with finite samples of GRPs taking values in a Hilbert space that may be infinite-dimensional, a variational EM algorithm is proposed to simultaneously estimate the PSD and noise energy, allowing the recovery of continuous signals with finite and noisy observations.

An alternative approach to inference for graph signals is machine learning data-driven methods like graph neural network (GNNs). For example, graph auto-encoder (GAE) [43] has been used to denoise graph signals. In general, the training complexity of GRP is lower than GNN and a GRP model has fewer parameters than GNN. For GRP, it suffices to determine the filter coefficients and bandwidth, while a GNN’s weights depend on the number of layers, and the number of channels in different layers. In addition, the Wiener filter for GNN has an explicit solution (20), while a GNN depends on training data to optimize its weights. The Wiener filters we have proposed are linear transformations, while for a GNN, the test complexity depends on the number of hidden layers, feature dimension and connection settings. Finally, it is easier to interpret GRP as it is a statistical model. On the other hand, GNNs can learn nonlinear relationships and do not require the assumption of JWSS. The pros and cons of statistical parametric models versus data-driven models are expounded in [44], [45]. Comparison of GRP and GNN in different applications is an interesting future research direction.

APPENDIX A

PROOF OF THEOREM 1 AND THEOREM 2

This appendix contains the proofs of Theorems 1 and 2, which assume $\mathcal{H} = L^2(\Upsilon)$. The proofs generalize the ones given in [30], which assumes a one-dimensional stochastic process. The condition of continuity of trajectories and compactness of $\Upsilon$ are also relaxed here compared to [30].

Proof of Theorem 1: From Proposition 2 in the supplementary and condition (b), it suffices to show that for any $y \in \mathbb{C}^n \otimes \mathcal{H}$, the map $\langle X(\omega, \cdot), y \rangle: \Omega \mapsto \mathbb{C}$ is measurable. Because $\mathbb{C}^n$ is finite dimensional, it suffices to consider $y$ such that for each $t \in \Upsilon$, $y(t) = y(\cdot, t) \in \mathbb{C}^n$. From Cauchy–Schwarz inequality, we have

$$\int_{\Upsilon} \int_{\Omega} |y(t)^{*} X(\omega, t)| \, d\mu(\omega) \, d\nu(t) \leq \int_{\Upsilon} \int_{\Omega} \|X(\omega, t)||y(t)|| \, d\mu(\omega) \, d\nu(t) = \int_{\Upsilon} \mathbb{E}[\|X(\omega, t)||y(t)||] \, d\nu(t) \leq \left( \int_{\Upsilon} \mathbb{E}[\|X(\omega, t)||^2] \, d\nu(t) \right)^{1/2} \left( \int_{\Upsilon} \|y(t)||^2 \, d\nu(t) \right)^{1/2} \leq \left( \int_{\Upsilon} \mathbb{E}[\|X(\omega, t)||^2] \, d\nu(t) \right)^{1/2} \left( \int_{\Upsilon} \|y(t)||^2 \, d\nu(t) \right)^{1/2}. \tag{34}$$

From condition (c), we have

$$\int_{\Upsilon} \mathbb{E}[\|X(\omega, t)||^2] \, d\nu(t) < \infty.$$  

In addition, since $y(\cdot, \cdot) \in L^2(\Upsilon)$ for each $v \in \Upsilon$, the right-hand side (R.H.S.) of (34) is finite. By Fubini’s theorem, we obtain that the following integral, as a function of $\omega$,

$$\langle X(\omega, \cdot), y \rangle = \int_{\Upsilon} y(t)^{*} X(\omega, t) \, d\nu(t)$$

is measurable (in fact, integrable). This concludes the proof.

Proof of Theorem 2: We first verify that the pointwise mean defined in Theorem 1, $m_X(\cdot) \in \mathbb{C}^n \otimes L^2(\Upsilon)$ as follows:

$$\int_{\Upsilon} \|m_X(t)||^2 \, d\nu(t) \leq \int_{\Upsilon} \mathbb{E}[\|X(\omega, t)||^2] \, d\nu(t) = \int_{\Upsilon} \mathbb{E}[\text{tr}(K_X(t, t))] \, d\nu(t) < \infty.$$

We then have for any $u \in \mathbb{C}^n \otimes \mathcal{H}$ with $u(t) \in \mathbb{C}^n$ written in the form (1),

$$\langle m_X(\cdot), u(\cdot) \rangle = \int_{\Upsilon} u(t)^{*} m_X(t) \, d\nu(t) = \int_{\Upsilon} \int_{\Omega} u(t)^{*} X(\omega, t) \, d\mu(\omega) \, d\nu(t).$$

Using the same argument as in the proof of Theorem 1, the integrals can be interchanged, so that

$$\langle m_X(\cdot), u(\cdot) \rangle = \int_{\Omega} \int_{\Upsilon} u(t)^{*} X(\omega, t) \, d\nu(t) \, d\mu(\omega) = \mathbb{E}[(X, u)],$$

which is the definition of the mean element of $X$ in (2).

In the rest of the proof, without loss of generality, we assume $m_X = 0$. By definition (3), we have for any $f, g \in \mathbb{C}^n \otimes \mathcal{H}$,

$$\langle C_X f, g \rangle = \mathbb{E}[\overline{\langle X, f \rangle} \langle X, g \rangle] = \mathbb{E}[\int_{\Upsilon \times \Upsilon} f(t)^{*} X(\cdot, t) X(\cdot, s)^{*} g(s) \, d\nu(t) \, d\nu(s)]. \tag{35}$$

In the proof of Theorem 1, we have shown that the function $\|X(\omega, t)||y(t)||$ is integrable on $\Upsilon$. We use this fact with Fubini’s theorem to interchange the expectation and integral in (36) to obtain

$$\langle C_X f, g \rangle = \int_{\Upsilon \times \Upsilon} f(t)^{*} K_X(t, s) g(s) \, d\nu(t) \, d\nu(s) = \left\langle \int_{\Upsilon} K_X(s, t) f(t) \, d\nu(t), g(s) \right\rangle.$$

Note that the first element in the above inner product is an integral operator on $f(t)$, therefore $C_X$ coincides with this operator by definition.

To prove the second part of Theorem 2, we employ the generalized Mercer’s theorem in terms of a matrix-valued kernel [29]. From [29, Theorem A.1], there exists a sequence $\{f_i(t) : i = 1, 2, \ldots \} \subset \mathbb{C}^n \otimes L^2(\Upsilon)$ such that
1) \( C_X f_i = \sigma_i f_i \) with \( \sigma_i > 0 \);
2) \( \{ f_i(t) \} \) forms an orthonormal basis of \( \ker(C_X) = \text{im}(C_X^*) \);
3) \( \{ f_i(t) \} \subset \mathcal{H}_K \), where \( \mathcal{H}_K \) is the reproducing kernel Hilbert space induced by the kernel \( K_X(s,t) \).

Using [29, Remark 3.3], since \( \{ f_i(t) \} \subset \mathcal{H}_K \), \( f_i(t) \) are also continuous w.r.t. the topology induced by \( K_X(s,t) \). Then according to [29, Theorem 3.4], the kernel function \( K_X(s,t) \) can be decomposed as follows

\[
K_X(s,t) = \sum_{i=1}^{\infty} \sigma_i f_i(s)f_i(t)^\top,
\]
for all \( s,t \in \Upsilon \) except on a zero-measure set. Let \( f_i(t) = (f_i^{(1)}(t), \ldots, f_i^{(n)}(t))^\top \). Therefore, we can compute the integral of \( \text{tr}(K_X(t,t)) \) as

\[
\int_{\Upsilon} \text{tr}(K_X(t,t)) \, d\nu(t) = \int_{\Upsilon} \sum_{i=1}^{n} \sum_{l=1}^{\infty} \sigma_l |f_i^{(l)}(t)|^2 \, d\nu(t) = \int_{\Upsilon} \sum_{i=1}^{\infty} \sum_{l=1}^{n} |f_i^{(l)}(t)|^2 \, d\nu(t) = \sum_{i=1}^{\infty} \int_{\Upsilon} |f_i(t)|^2 \, d\nu(t) = \sum_{i=1}^{\infty} \sigma_i = \text{tr}(C_X),
\]
which concludes the proof.

**APPENDIX B**

**A BRIEF INTRODUCTION TO HILBERT SPACES AND THE BOCHNER INTEGRAL**

In this section, we provide a brief overview of some concepts related to Hilbert spaces and the Bochner integral. Readers are referred to [30]–[33] for further details.

A Hilbert space \( \mathcal{H} \) is a complete normed space (i.e., Banach space), whose norm \( \| \cdot \| \) is induced by an inner product \( \langle \cdot, \cdot \rangle \) so that \( \|x\| = \sqrt{\langle x, x \rangle} \). Examples of Hilbert spaces include \( L^2(\Upsilon) \) and the Euclidean spaces. Here \( \Upsilon \) can be any measure space.

The norm \( \| \cdot \| \) naturally induces a topology on \( \mathcal{H} \) whose topological basis consists of the open balls centered at each \( y \in \mathcal{H} \) with radius \( \delta > 0 \), denoted as

\[
B(y,\delta) = \{ x \in \mathcal{H} : \|x-y\| < \delta \}.
\]

This topology defines the Borel \( \sigma \)-algebra \( \mathcal{B} \) of \( \mathcal{H} \) as the smallest \( \sigma \)-algebra containing all the open subsets of \( \mathcal{H} \), so that \( (\mathcal{H}, \mathcal{B}) \) becomes a measurable space.

Two Hilbert spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are said to be isomorphic \( (\mathcal{H}_1 \cong \mathcal{H}_2) \) if there exists a bijective map \( \psi : \mathcal{H}_1 \rightarrow \mathcal{H}_2 \) such that:

\[
\psi(ax + by) = a\psi(x) + b\psi(y),
\]
\[
\langle \psi(x), \psi(y) \rangle = \langle x, y \rangle,
\]
for arbitrary \( a, b \in \mathbb{C}, x, y \in \mathcal{H}_1 \).

An operator \( C \) on \( \mathcal{H} \) is a linear map from \( \mathcal{H} \) to itself. In this paper we only consider bounded operators, i.e.,

\[
\sup_{\|x\|=1} \|C(x)\| < \infty.
\]

An operator \( C \) is bounded if and only if it is continuous. When \( \dim \mathcal{H} = d < \infty \), an operator can be represented as a \( d \times d \) matrix \( C \). Symmetric matrices form a notable class of matrices in linear algebra, since its eigenvectors form an orthonormal basis for the whole space. The counterparts of these in Hilbert spaces are the compact self-adjoint operators, defined as follows.

**Definition 5.** An operator \( C \) is compact if for any bounded sequence \( (x_k)_{k \geq 1} \subset \mathcal{H} \), there exists a subsequence \( (x_{k_i})_{i \geq 1} \) such that \( (C(x_{k_i}))_{i \geq 1} \) converges.

**Definition 6.** The operator \( C^* \) defined by

\[
\langle u, C^* v \rangle = \langle C(u), v \rangle
\]
for all \( u, v \in \mathcal{H} \) is called the adjoint operator of \( C \). An operator \( C \) is called self-adjoint if \( C = C^* \).

If an operator \( C \) satisfies both Definition 5 and Definition 6, then it admits an eigendecomposition.

**Proposition 1.** [33, Corollary 4.10.2, 4.10.3] Let \( C \) be a compact self-adjoint operator on \( \mathcal{H} \). Then \( \mathcal{H} \) has an orthonormal basis \( \{ \psi_k \}_{k=1}^{\infty} \) consisting of the eigenvectors of \( C \). Furthermore, we have

\[
C(x) = \sum_{k=1}^{\infty} \lambda_k \langle x, \psi_k \rangle \psi_k.
\]

In other words, \( C \) can be decomposed into finite-rank projection operators:

\[
C = \sum_{k} \lambda_k \Pi_{\psi_k}.
\]

**Definition 7.** An operator \( C \) on \( \mathcal{H} \) is trace-class if

\[
\text{tr}(C) = \sum_{k=1}^{\infty} \langle (C^* C)^{1/2} e_k, e_k \rangle
\]
converges for some orthonormal basis \( \{ e_k \}_{k=1}^{\infty} \) of \( \mathcal{H} \). \( \text{tr}(C) \) is known as the operator trace of \( C \).

It can be shown that Definition 7 is independent of the choice of orthonormal basis \( \{ e_k \}_{k=1}^{\infty} \).

For a function taking values in a Hilbert space, its Bochner integral is defined by the limit of a series of simple functions, which is similar to the definition of the Lebesgue integral. Let \( (\Omega, \mathcal{F}, \mu) \) be a measure space. In the following, we define the Bochner integral of a measurable function \( f : \Omega \rightarrow \mathcal{H} \). We start with the definition of a simple function.

**Definition 8.** A simple function \( g \) is a linear combination of characteristic functions:

\[
g = \sum_{k=1}^{n} x_k 1_{\{A_k\}},
\]
wherein $A_k \in \mathcal{F}$, $A_k \cap A_l = \emptyset$ for $k \neq l$, and $x_k \in \mathcal{H}$, for all $k \geq 1$. The Bochner integral of $g$ is defined to be
\[ \int g \, d\mu = \sum_{k=1}^{n} \mu(A_k)x_k \in \mathcal{H}. \]

**Definition 9.** A measurable function $f : \Omega \rightarrow \mathcal{H}$ is Bochner integrable if there exists simple functions $\{f_k\}_{k=1}^{\infty}$ such that
\[ \lim_{k \rightarrow \infty} \int_{\Omega} \| f - f_k \| \, d\mu = 0. \]
Its integral on any set $E \in \mathcal{F}$ is defined as
\[ \int_{E} f \, d\mu := \lim_{k \rightarrow \infty} \int_{E} f_k \, d\mu. \]

It can be shown that Definition 9 is independent of the sequence of converging simple functions chosen. One may also note that neither Definition 8 nor Definition 9 directly makes use of the inner product but only the norm. In fact, the Bochner integral is also applicable to functions taking values in Banach spaces. Alternative definitions and properties of Bochner integral can be found in [46]–[48].

**APPENDIX C**

**RANDOM ELEMENTS IN A HILBERT SPACE**

In this section, we introduce the definition of a random element and its moments. We provide interpretation of a random element’s moments via the Bochner integral, and explain why they are the generalizations of the mean and covariance in a Euclidean space to a Hilbert space.

Consider a probability space $(\Omega, \mathcal{F}, \mu)$, where $\Omega$ is a sample space, $\mathcal{F}$ a $\sigma$-algebra and $\mu$ a probability measure. Let $\mathcal{H}$ be a complex separable Hilbert space with inner product $\langle \cdot, \cdot \rangle$. Since $\mathcal{H}$ is a Banach space, it is naturally endowed with the norm-induced topology. This topology defines the Borel $\sigma$-algebra $\mathcal{B}$ as the smallest $\sigma$-algebra containing all the open subsets of $\mathcal{H}$, so that $(\mathcal{H}, \mathcal{B})$ is a measurable space. A random element is defined as a measurable map $X : \Omega \rightarrow \mathcal{H}$, which induces a probability measure $\mathbb{P}$ on $(\mathcal{H}, \mathcal{B})$ given by
\[ \mathbb{P}(B) = \mu(X^{-1}(B)), \ \forall B \in \mathcal{B}. \]
A sufficient and necessary condition for $X$ to be measurable (i.e., $X^{-1}(B) \in \mathcal{F}$ for all $B \in \mathcal{B}$) is as follows.

**Proposition 2.** [30, Theorem 7.1.2] $X$ is measurable if and only if $(X, u)$ is measurable for all $u \in \mathcal{H}$.

Proposition 2 enables us to verify the measurability of $X$ by investigating that of a family of complex-valued functions. In Section II, we utilize Proposition 2 to model continuous-time graph processes as random elements.

In the paper, Assumption 1 ensures the existence of a random element’s mean and covariance operators:
\[ \langle m_X, u \rangle = \mathbb{E}[\langle X, u \rangle] = \int_{\mathcal{H}} \langle \xi, u \rangle \, d\mathbb{P}(\xi), \]
\[ \langle C_X u, v \rangle = \mathbb{E}[\langle X - m_X, u \rangle \langle X - m_X, v \rangle] = \int_{\mathcal{H}} \langle \xi - m_X, u \rangle \langle \xi - m_X, v \rangle \, d\mathbb{P}(\xi). \]

Suppose two random elements $X : \Omega \rightarrow \mathcal{H}_1$ and $Y : \Omega \rightarrow \mathcal{H}_2$ induce a joint probability measure $\mathbb{P}_{XY}$ on $\mathcal{H}_1 \times \mathcal{H}_2$, and $\mathbb{E}\| (X, Y) \|^2 < \infty$, their cross-covariance operator is given by
\[ \langle C_{XY} u, v \rangle = \mathbb{E}[\langle Y - m_Y, u \rangle \langle X - m_X, v \rangle] = \int_{\mathcal{H}_1 \times \mathcal{H}_2} \langle \xi - m_Y, u \rangle \langle \xi - m_X, v \rangle \, d\mathbb{P}_{XY}(\xi, \zeta). \]

Let $x \otimes_1 y$ denote the operator $A$ that maps $u$ to $Au = \langle u, y \rangle x$. This is the Kronecker product matrix $A = xy^*$ of $x$ and $y$ when both are finite dimensional column vectors. An alternative and more direct way to define the mean element and covariance operator is via the Bochner integral (cf. Definition 9 and [30]):
\[ m_X = \int_{\Omega} X \, d\mu, \]
\[ C_X = \int_{\Omega} (X - m_X) \otimes_1 (X - m_X) \, d\mu. \]

We can interpret $m_X$ as the (generalized) mean of $X$ defined as $m_X = \mathbb{E}X = \mathbb{E}[X, X]$. Similarly, this is called the Kronecker product of $X$ and $Y$. This is the Kronecker product matrix $A = xy^*$ of $x$ and $y$ when both are finite dimensional column vectors. An alternative and more direct way to define the mean element and covariance operator is via the Bochner integral (cf. Definition 9 and [30]):
\[ C_{XY} = \int_{\mathcal{H}_1 \times \mathcal{H}_2} (X - m_X) \otimes_1 (Y - m_Y) \, d\mathbb{P}_{XY}. \]

Similarly, it can be verified that this definition also degenerates to the standard definitions of mean and covariance of random vectors in finite dimensional Hilbert spaces. By Assumption 1, the covariance and cross-covariance operators are well-defined as Bochner integrals.

Due to the fact that $C_X$ is self-adjoint and trace-class, its trace can be computed given an arbitrary orthonormal basis $\{e_k\}_{k=1}^{\infty}$ of $\mathcal{H}$:
\[ \text{tr}(C_X) = \sum_{k=1}^{\infty} \langle C_X e_k, e_k \rangle. \]

The trace of the covariance matrix of a random vector in a finite dimensional space equals to the expectation of its squared norm. Analogously, this fact holds true for a random element, as shown below. Proposition 3 is needed in the MSE analysis in the main paper.

**Proposition 3.** For a random element $X$ with $m_X = 0$, $\mathbb{E}\|X\|^2 = \text{tr}(C_X)$. 
Proof: Suppose that \( \{e_k\}_{k=1}^{\infty} \) is an orthonormal basis of \( \mathcal{H} \). Then,

\[
\mathbb{E}\|X\|^2 = \int_{\mathcal{H}} \sum_{k=1}^{\infty} |\langle x, e_k \rangle|^2 \, d\mathbb{P}(x)
= \sum_{k=1}^{\infty} \mathbb{E} |\langle x, e_k \rangle|^2 
= \sum_{k=1}^{\infty} \mathbb{E} \langle C_X e_k, e_k \rangle
= \text{tr}(C_X),
\]

where the second inequality follows from the monotone convergence theorem, and the third equality from (3). \( \blacksquare \)

For a random vector \( X \) in a finite dimensional space, one can obtain principal axes by eigendecomposition of its covariance matrix \( C_X \) to perform PCA. By projecting \( X \) onto different principal axes, it is decomposed into uncorrelated components. For a random element \( X \) we have the same result as follows.

**Proposition 4.** [30, Theorem 7.2.6, Theorem 7.2.7] \( C_X \) admits the eigendecomposition

\[
C_X = \sum_{i=1}^{\infty} \lambda_i h_i \otimes_1 h_i,
\]

where \( \{\lambda_i\}_{i=1}^{\infty} \) are eigenvalues of \( C_X \) and \( \{h_i\}_{i=1}^{\infty} \) the corresponding orthonormal eigenvectors. The eigenvectors \( \{h_i\}_{i=1}^{\infty} \) form an orthonormal basis for the closure of the image of \( C_X \), \( \text{im}(C_X) \). The random element \( X \in \text{im}(C_X) \) almost surely, and can be written as

\[
X = \sum_{i=1}^{\infty} \langle X, h_i \rangle h_i,
\]

where \( \{\langle X, h_i \rangle\}_{i=1}^{\infty} \) are uncorrelated random variables with zero means and variances \( \lambda_i \).

The covariance operator behaves similarly as the covariance matrix under linear transformation. We list a few of their properties here.

**Proposition 5.** Suppose \( X : \Omega \rightarrow \mathcal{H}_1 \) and \( Y : \Omega \rightarrow \mathcal{H}_2 \) have zero means, and \( T_1 \) and \( T_2 \) are bounded linear operators on \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), respectively.

(a) Let \( L_1 = T_1 X \). Then \( C_{L_1} = T_1 C_X T_1^* \).

(b) Let \( L_2 = T_2 Y \). Then \( C_{L_1 L_2} = T_1 C_{XY} T_2^* \).

(c) If \( X \) and \( Y \) are independent, then \( C_{X+Y} = C_X + C_Y, C_{XY} = 0 \).

Proof: From the definition of a covariance operator, for any \( u, v \in \mathcal{H} \) we have

\[
\langle C_{L_1} u, v \rangle = \mathbb{E}[\langle L_1 u, L_1 v \rangle] 
= \mathbb{E}[\langle T_1 X, T_1 v \rangle] 
= \mathbb{E}[\langle X, T_1^* u \rangle] 
= \langle C_X T_1^* u, T_1 v \rangle 
= \langle T_1 C_X T_1^* u, T_1 v \rangle,
\]

yielding the result of claim (a). The proof of claim (b) is similar and omitted here.

For claim (c), due to the independence of \( X \) and \( Y \), we have

\[
\langle C_{XY} u, v \rangle = \mathbb{E}[\langle Y, u \rangle \langle X, v \rangle] 
= \mathbb{E}[\langle Y, u \rangle] \mathbb{E}[\langle X, v \rangle] 
= 0.
\]

This implies that \( C_{XY} = 0 \). By plugging this result into the definition of \( C_{X+Y} \) to eliminate the cross terms, we obtain \( C_{X+Y} = C_X + C_Y \). \( \blacksquare \)

**APPENDIX D**

**LINEAR CONDITIONAL EXPECTATION IN HILBERT SPACE**

In this section, we present the concept of a LCE in Hilbert spaces, and theorems from [40] that characterize it. The contents are simplified to fit this paper. Readers are referred to [40] for details.

Let \( L^2(\Omega, \mathcal{F}, \mu; \mathcal{H}) \) be the space of random elements taking value in \( \mathcal{H} \). Consider two random elements \( X \) and \( Y \) belonging to \( L^2(\Omega, \mathcal{F}, \mu; \mathcal{H}) \). Let \( L(\mathcal{H}; \mathcal{H}) \) be the set of all bounded linear operators on \( \mathcal{H} \). We first define several specific operator spaces:

- \( \mathcal{A}(\mathcal{H}; \mathcal{H}) := \{ L : \mathcal{H} \rightarrow \mathcal{H} | L(h) = b + A(h) \text{ for some } b \in \mathcal{H}, A \in L(\mathcal{H}; \mathcal{H}) \} \)
- \( \mathcal{L}(\mathcal{Y}; \mathcal{H}) := \{ L : \mathcal{H} \rightarrow \mathcal{H} | L \text{ is linear and } L(Y) \in L^2(\Omega, \mathcal{F}, \mu; \mathcal{H}) \} \)
- \( \mathcal{A}_Y(\mathcal{H}; \mathcal{H}) := \{ L : \mathcal{H} \rightarrow L^2(\Omega, \mathcal{F}, \mu; \mathcal{H}) \} \)

**Definition 10.** The LCE \( \mathbb{E}^A[XY] \) is defined to be

\[
\mathbb{E}^A[XY] = \Pi_{\mathcal{A}_Y(\mathcal{H}; \mathcal{H})}(X),
\]

wherein \( \Pi_{\mathcal{A}_Y(\mathcal{H}; \mathcal{H})} \) is the closure of the space \( \{ U | U = L(Y) \text{ for some } L \in \mathcal{A}(\mathcal{H}; \mathcal{H}) \} \) in \( L^2(\Omega, \mathcal{F}, \mu; \mathcal{H}) \). Recall that \( \Pi_{\mathcal{A}_Y(\mathcal{H}; \mathcal{H})} \) denotes the projection operator onto \( \mathcal{A}_Y(\mathcal{H}; \mathcal{H}) \).

**Proposition 6.** \( \mathbb{E}^A[XY] \) is of the form \( \mathbf{G}(Y) \), where \( \mathbf{G} \in \mathcal{A}_Y(\mathcal{H}; \mathcal{H}) \).

If the range inclusion \( \text{im}(C_{XY}) \subset \text{im}(C_Y) \) holds, we call it the compatible case.

**Proposition 7** (Formula for the LCE: compatible case). Under the compatible case, the LCE has the explicit formula

\[
\mathbf{G}(y) = m_X + (C_Y^* C_{XY})^{-1} (y - m_Y).
\]

**Proposition 8.** The condition \( \text{im}(C_{XY}) \subset \text{im}(C_Y) \) holds if \( \text{im}(C_Y) \) is closed. This condition is trivially met when \( \dim \mathcal{H} < \infty \).

In the non-compatible case, \( \mathbb{E}^A[XY] \) can be approximated by a sequence of finite-rank operators composed with \( Y \).
According to Proposition 4, suppose $C_Y$ admits the eigen-decomposition

$$C_Y = \sum_{i=1}^{\infty} \lambda_i h_i \otimes_1 h_i.$$ 

For every $m \in \mathbb{N}$, let $\mathcal{H}^{(m)} := \text{span}\{h_1, \ldots, h_m\}$, and $Y^{(m)} := \Pi_{\mathcal{H}^{(m)}} Y$. We define a sequence of operators $\{G^{(m)}\}_{m \geq 1}$ as

$$G^{(m)}(y) := m_X + (C_{Y^{(m)}}^t C_{Y^{(m)}})^* (y - m_Y).$$

It can be shown that the sequence $\{G^{(m)}(Y)\}_{m \geq 1}$ is a good approximation of $E^A[XY]$, as captured in the following result.

**Proposition 9** (Formula for the LCE: incompatible case). $\{G^{(m)}(Y)\}_{m \geq 1}$ converges to $E^A[XY]$ in $L^2$ norm, i.e.,

$$E\left\|E^A[XY] - G^{(m)}(Y)\right\|^2 \to 0,$$

as $m \to \infty$. Let $P_Y$ denote the probability measure induced by $Y$ on $\mathcal{H}$. Then,

$$\left\|G^{(m)}(y) - E^A[XY] = y\right\| \xrightarrow{a.s.} 0$$

$P_Y$-almost surely.

We can define and measure the estimation error of the LCE as the average linear conditional operator (ALCC).

**Definition 11.** Let $R^A[X \mid Y] := X - E^A[XY]$. The ALCC of $X$ given $Y$ is defined as

$$\text{cov}^A_X[X] := E[R^A[X|Y] \otimes_1 R^A[X|Y]].$$

In the compatible case, $\text{cov}^A_X[X]$ can be computed as

$$\text{cov}^A_X[X] = C_X - C_{XY}^t C_Y C_{YX}.$$ 

**APPENDIX E**

**PROOF OF THEOREM 7**

In this section, we prove Theorem 7. We start off with a lemma. Recall that $Y$ is restricted to a subset of vertices $\mathcal{W}$.

**Lemma 1.** The null space and image space of $C_Y$ are respectively

$$\begin{align*}
\ker C_Y &= \text{span}\{v_i \otimes \psi_\tau : i \in \mathcal{W}, \text{ or } \tau \geq \tau_0\} := V_0, \\
\text{im} C_Y &= \text{span}\{v_i \otimes \psi_\tau : i \in \mathcal{W}, \tau < \tau_0\} := V_1.
\end{align*}$$

**Proof:** Note that $C_Y = \Pi_A(C_X + C_E) \Pi_A$. First notice that $C_Y(v_i \otimes \psi_\tau) = 0$ when $i \in \mathcal{W}$ or $\tau \geq \tau_0$. Then the continuity of $C_Y$ implies that $V_0 \subset \ker C_Y$. When $i \in \mathcal{W}$ and $\tau < \tau_0$, we have

$$C_Y(v_i \otimes \psi_\tau) = \Pi_A(C_X + C_E)(v_i \otimes \psi_\tau)$$

$$= \Pi_A(\sum_{k=1}^{\infty} (p_X(k, l) + p_E(k, l))(\phi_k \otimes \psi_\tau)(v_i \otimes \psi_\tau))$$

$$= \Pi_A(\sum_{k=1}^{n} (p_X(k, \tau) + p_E(k, \tau))(\phi_k \otimes \psi_\tau)$$

$$= \sum_{k=1}^{n} (p_X(k, \tau) + p_E(k, \tau))(\phi_k \otimes \psi_\tau)$$

$$= \sum_{j \in \mathcal{W}} \sum_{k=1}^{n} (p_X(k, \tau) + p_E(k, \tau))(\phi_k \otimes \psi_\tau)$$

$$= \sum_{j \in \mathcal{W}} O_{i j, \tau} v_j \otimes \psi_\tau,$$

where $O^{(\tau)} = \Phi_{\mathcal{W}} A_{\tau} \Phi_{\mathcal{W}}^t$. In order to simplify notations, we let the row and column indices of $O^{(\tau)}$ be consistent with $\mathcal{W}$. This result indicates that $\text{im} C_Y \subset V_1$. We note that when $\tau < \tau_0$, $O^{(\tau)}$ is invertible as a principal submatrix of a positive definite matrix $\Phi A_{\tau} \Phi^t$. This implies that for $\tau < \tau_0$, when restricted on

$$\tilde{V}_\tau := \text{span}\{v_i \otimes \psi_\tau : i \in \mathcal{W}\},$$

$C_Y$ can be represented as an invertible matrix $O^{(\tau)}$. Therefore, the basis of $V_1$ is a subset of $\text{im} C_Y$. Since $\text{im} C_Y$ is closed, it follows that $V_1 \subset \text{im} C_Y$, i.e., $\text{im} C_Y = V_1$. Since $V_0 = V_1^\perp$ and $\ker C_Y = \text{im} C_Y$, we obtain $\ker C_Y = V_0$. The lemma is now proved.

We now return to the proof of Theorem 7. Define $\hat{X} = G(Y)$ as the Wiener filter (i.e., BLUE) and $R := X - \hat{X}$ as the estimation error. According to Proposition 3, $E\|R\|^2 = \text{tr}(C_R)$. In the sequel, we are going to compute it as a function of $\mathcal{W}$.

From Definition 11, $C_R$ equals the ALCC $\text{cov}^A_X[X]$. Therefore, it can be written as

$$C_R = C_X - C_{XY}^t C_Y C_{YX}$$

$$= C_X - C_X \Pi_A(\Pi_A(C_X + C_E)\Pi_A)^t \Pi_A C_X$$

$$:= C_X - C_0.$$ 

Next, we compute $\text{tr}(C_R)$, the main step of which is to deal with $\text{tr}(C_0)$. By the operator trace definition in (44),

$$\text{tr}(C_0) = \sum_{\tau=1}^{\infty} \sum_{k=1}^{\infty} \langle C_0(\phi_k \otimes \psi_\tau), \phi_k \otimes \psi_\tau \rangle$$

$$= \sum_{\tau=1}^{\infty} \sum_{k=1}^{\infty} \langle (\Pi_A(C_X + C_E)\Pi_A)^t \Pi_A C_X(\phi_k \otimes \psi_\tau), \Pi_A C_X(\phi_k \otimes \psi_\tau) \rangle.$$
To simplify this expression, we compute the elements in the inner products as follows:

\[\Pi_{A}C_{X}(\phi_{k} \otimes \psi_{\tau}) = \]

\[p_{X}(k, \tau)\Pi_{A}(\phi_{k} \otimes \psi_{\tau}) = p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \Phi_{ik} v_{i} \otimes \psi_{\tau},\]

\[(\Pi_{A}(C_{X} + C_{E})\Pi_{A})^{t}\Pi_{A}C_{X}(\phi_{k} \otimes \psi_{\tau}) = \]

\[p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \Phi_{ik} (\Pi_{A}(C_{X} + C_{E})\Pi_{A})(v_{i} \otimes \psi_{\tau}).\]

Note that \(\Pi_{A}(C_{X} + C_{E})\Pi_{A} = C_{Y}\), hence it is guaranteed to be compact and self-adjoint. To compute \(C_{Y}(v_{i} \otimes \psi_{\tau})\), we utilize the result from Lemma 1, which characterizes the restriction of \(C_{Y}\) on \(V_{\tau}\) as an invertible matrix \(O(\tau)\). Therefore, \(\sum_{j \in \mathcal{W}} (O(\tau)^{-1})_{ij} v_{j} \otimes \psi_{\tau}\) is the preimage of \(v_{i} \otimes \psi_{\tau}\). Besides, since it also belongs to \((\ker C_{Y})^{\perp}\), we have \(C_{Y}(v_{i} \otimes \psi_{\tau}) = \sum_{j \in \mathcal{W}} (O(\tau)^{-1})_{ij} v_{j} \otimes \psi_{\tau}\). Hence,

\[(\Pi_{A}(C_{X} + C_{E})\Pi_{A})^{t}\Pi_{A}C_{X}(\phi_{k} \otimes \psi_{\tau}) = \]

\[p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \Phi_{ik} C_{Y}(v_{i} \otimes \psi_{\tau}) = \]

\[p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \sum_{j \in \mathcal{W}} \Phi_{ik} (O(\tau)^{-1})_{ij} v_{j} \otimes \psi_{\tau}.\]

By substituting this result into each term in the double sum of (47), we obtain

\[\langle (\Pi_{A}(C_{X} + C_{E})\Pi_{A})^{t}\Pi_{A}C_{X}(\phi_{k} \otimes \psi_{\tau}), \Pi_{A}C_{X}(\phi_{k} \otimes \psi_{\tau}) \rangle = \]

\[p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \sum_{j \in \mathcal{W}} \Phi_{ik} (O(\tau)^{-1})_{ij} \Phi_{jk} \]

\[= p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \sum_{j \in \mathcal{W}} \Phi_{ik} (O(\tau)^{-1})_{ij} \Phi_{jk} = \]

\[= p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \Phi_{ik} (O(\tau)^{-1})_{ik} \Phi \]

where \(\Phi_{ik}(k,:)\) denotes the \(k\)-th row of \(\Phi_{ik}\).

Then, we have

\[\text{tr}(C_{0}) = \sum_{\tau=1}^{\tau_{0}} \sum_{k=1}^{n} p_{X}(k, \tau) \sum_{i \in \mathcal{W}} \Phi_{ik} (O(\tau)^{-1})_{ik} \Phi_{ik}(k,:) \]

\[= \sum_{\tau=1}^{\tau_{0}} \sum_{k=1}^{n} p_{X}(k, \tau) \text{tr}(O(\tau)^{-1}) \Phi_{ik}(k,:) \Phi_{ik}(k,:) \]

\[= \sum_{\tau=1}^{\tau_{0}} \sum_{k=1}^{n} \text{tr}((\Phi_{ik} \Lambda_{\tau} \Phi_{ik})^{-1}) \Phi_{ik} \Gamma_{\tau} \Phi_{ik}^{-1} \]

Finally, we obtain the MSE of the Wiener filter \(G\) as

\[\mathbb{E}[\|R\|^{2}] = \text{tr}(C_{X}) - \sum_{\tau=1}^{\tau_{0}} \text{tr}((\Phi_{ik} \Lambda_{\tau} \Phi_{ik})^{-1}) \Phi_{ik} \Gamma_{\tau} \Phi_{ik}^{-1} \]

\[= \sum_{\tau=1}^{\tau_{0}} \sum_{k=1}^{n} p_{X}(k, \tau) \sum_{\tau=1}^{\tau_{0}} \text{tr}((\Phi_{ik} \Lambda_{\tau} \Phi_{ik})^{-1}) \Phi_{ik} \Gamma_{\tau} \Phi_{ik}^{-1}.\]

The proof is now complete.
A. Loukas and N. Perraudin, “Stationary time-vertex signal processing,” EURASIP J. Adv. Signal Process, vol. 2019, no. 1, pp. 1–19, Aug. 2019.

F. Grassi, A. Loukas, N. Perraudin, and B. Ricaud, “A time-vertex signal processing framework: Scalable processing and meaningful representations for time-series on graphs,” IEEE Trans. Signal Process., vol. 66, no. 3, pp. 817–829, Nov. 2018.

J. Yu, X. Xie, H. Feng, and B. Hu, “On critical sampling of time-vertex graph signals,” in Proc. IEEE Int. Conf. Acoustics, Speech, and Signal Processing, Ottawa, Canada, Nov. 2019.

F. Ji and W. P. Tay, “A Hilbert space theory of generalized graph signal processing,” IEEE Trans. Signal Process., vol. 67, no. 24, pp. 6188–6203, Nov. 2019.

E. De Vito, V. Umanità, and S. Villa, “An extension of Mercer theorem to matrix-valued measurable kernels,” Applied and Computational Harmonic Analysis, vol. 34, no. 3, pp. 339–351, May 2013.

T. Hsing and R. Eubank, Theoretical Foundations of Functional Data Analysis, With an Introduction to Linear Operators, John Wiley & Sons, 2015.

C. R. Baker, “Joint measures and cross-covariance operators,” Transactions of the American Mathematical Society, vol. 186, pp. 273–289, Dec. 1973.

N. N. Vakhania, V. I. Tarieladze, and S. A. Chobanyan, Probability distributions on Banach spaces. Springer Science & Business Media, 1987.

L. Debnath and P. Mikusinski, Introduction to Hilbert Spaces with Applications, 3rd ed. London, UK: Elsevier Academic Press, 2000.

N. N. Vakhania and N. P. Kandelaki, “Random vectors with values in complex Hilbert spaces,” Theory Prob. and its Applications, vol. 41, no. 1, pp. 116—131, Feb. 1995.

I. Karatzas and S. E. Shreve, Brownian Motion and Stochastic Calculus, 2nd ed. Springer, 1998.

A. Sandryhaila and J. M. Moura, “Big data analysis with signal processing on graphs: Representation and processing of massive data sets with irregular structure,” IEEE Signal Process. Mag., vol. 31, no. 5, pp. 80–90, Aug. 2014.

R. Hammack, W. Imrich, and S. Klavžar, Handbook of Product Graphs, 2nd ed. Boca Raton, US: CRC Press, 2011.

S. Barik, R. B. Bapat, and S. Pati, “On the Laplacian spectra of product graphs,” Applicable Analysis and Discrete Mathematics, vol. 9, no. 1, pp. 39–58, Apr. 2015.

E. M. Stein and R. Shakarchi, Real Analysis. Princeton, US: Princeton, 2005.

I. Klebanov, B. Sprungk, and T. Sullivan, “The linear conditional expectation in Hilbert space,” Bernoulli, vol. 27, no. 4, pp. 2267–2299, Nov. 2021.

M. A. Kramer, E. D. Kolaczyk, and H. E. Kirsch, “Emergent network topology at seizure onset in humans,” Epilepsy Research, vol. 79, no. 2, pp. 173–186, May 2008.

D. G. Trikas, A. C. Likas, and N. P. Galatsanos, “The variational approximation for Bayesian inference,” IEEE Signal Process. Mag., vol. 25, no. 6, pp. 131–146, Dec. 2008.

T. H. Do, D. Minh Nguyen, and N. Deligiannis, “Graph auto-encoder for graph signal denoising,” in Proc. IEEE Int. Conf. Acoustics, Speech, and Signal Processing, Barcelona, Spain, May 2020.

L. Breiman, “Statistical modeling: the two cultures (with comments and a rejoinder by the author),” Statistical Science, vol. 16, no. 3, pp. 199 –231, 2001.

K. M. Bzdok D, Altman N, “Statistics versus machine learning,” Nature methods, vol. 15, Apr. 2018.

K. Yosida, Functional Analysis, 6th ed. Berlin Heidelberg: Springer-Verlag, 1980.

J. Mikusiński, The Bochner Integral. Basel, Switzerland: Springer, 1978.

P. Mikusiński, “Integrals with values in Banach spaces and locally convex spaces,” arXiv preprint arXiv:1403.5209, 2014.