Joint Waveform/Receiver Design for Vital-Sign Detection in Signal-Dependent Interference
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Abstract—This paper presents the joint design of discrete slow-time radar waveform and receive filter, with the aim of enhancing the Signal to Interference and Noise Ratio (SINR) in phase coded radar systems for vital-sign monitoring. Towards this, we consider maximizing the SINR at the input of the vital-sign estimation block, when transmitting hardware efficient M-ary Phase Shift Keying (MPSK) sequences. This multi-variable and non-convex optimization problem is efficiently solved based on a Minimum Variance Distortionless Response (MVDR) filter, with the Coordinate Descent (CD) approach for the sequence optimization, and the obtained results have shown attractive interference suppression capabilities, even for the simple binary case.

I. INTRODUCTION

The non-contact monitoring of the cardiorespiratory activity provides several advantages over standard devices. It neither confines nor inhibits the subject, and does not cause any discomfort, skin damage or irritation as electrodes, adhesive sensors or straps could do [1]. This is especially important in the case of neonates and people with sensitive skin, as well as for long-term monitoring. Additionally, the reliability can also be increased since patients are unaware of the measurements and, therefore, less likely to, intentionally or not, alter their breathing and heartbeat rates [2]. In this context, several applications using Doppler radars have been recently proposed. Besides monitoring newborns and infants [3], this type of system can also be applied for driver monitoring [4]–[6], occupancy detection [7] and human location [8].

The activity of the cardiovascular and respiratory systems causes some physical and physiological effects on the human body [9]. The volumetric changes of the heart muscle when pumping blood through the circulatory system can be transmitted to the chest leading to a subtle movement. The chest also moves during the inspiration/expiration cycle, as a result of the diaphragm muscle movement. These small and periodic movements can be detected by the radar, allowing accurate estimation of the breathing and heartbeat rates in certain conditions. However, due to the reduced amplitudes, the receiving signal can be easily buried in the background noise [10], or masked by strong interference arising from the external environment, or even from the body itself [11].

In this context, many techniques have been proposed for improving vital-signs detection and estimation [12]–[15]. However, most of them are focused exclusively on signal processing techniques on the receiver side and, despite promising results, there are still some open questions. Joint waveform and receiver design is one of the key techniques that allows to fully explore the capabilities of future radar systems [16]–[18], and, until now, it has not yet been formally addressed for vital-sign monitoring.

Based on the previous work from [19], this paper attempts to fill this relevant gap by proposing a slow-time joint waveform and receiver filter design for maximizing the Signal to Interference and Noise Ratio (SINR) for breathing or heartbeat estimation, in the presence of signal dependent interference. Additionally, further motivated by many recent work [20], [21], we are imposing the use of a discrete M-ary Phase Shift Keying (MPSK) alphabet, which is an attractive constraint from a practical point-of-view.

The remainder of this paper is organized as follows. In section II, we introduce the system model and problem formulation. Section III presents the proposed joint design of waveform and receive filter, and its performance is numerically assessed in section IV. Finally, in Section V, some conclusions are drawn.

A. Notation

We are adopting the following notation: boldface for vectors $x$ (lower case), and for matrices $X$ (upper case). $\odot$ denotes the Hadamard product. The transpose, the conjugate, and the conjugate transpose operators are denoted by the symbols $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^H$, respectively, while $\mathbb{C}^N$ and $\mathbb{R}^N$ are the sets of N-dimensional vectors of complex and real numbers. The $\text{diag}(x)$ indicates the diagonal matrix of $x$, and $I$ denotes the identity matrix with size determined from the context. The Euclidean norm of the vector $x$ is denoted by $||x||$. The letter $j$ represents the imaginary unit (i.e., $j=\sqrt{-1}$), $\mathbb{E}[..]$ denotes the statistical expectation. Finally, for any optimization problem $\mathcal{P}$, $\nu(\mathcal{P})$ represents its optimal value.
Fig. 1: Standard phase-coded pulse-based radar block diagram.

II. SYSTEM MODEL

Radar-based remote monitoring of vital signs usually relies on the phase analysis of the received signal from a given target of interest. In the specific case of breathing and heartbeat monitoring, the transmitted waveform is phase-modulated by the chest-wall displacement caused by the periodic movement of the diaphragm and the heart. Figure 1 shows the standard block diagram for the receiver of a phase coded pulse-based radar system. Following the transmission of \( N \) pulses during a Coherent Processing Interval (CPI), the received waveform is down-converted to baseband and sampled at the receiver front end. The resultant I/Q samples usually undergo some pre-processing operations before the range/angle matched filtering and detection.

The received baseband signal corresponding to the \( m^{th} \) transmitted pulse can be written as [22]

\[
y_m(t) = k a_m [t - mT_I - \frac{2R(t)}{c}] e^{j[\phi_m(t) - \frac{2\pi R(t)}{c}]} \tag{1}
\]

where \( k \) is a complex parameter accounting for the channel propagation and backscattering effects from the target, \( a_m(t) \) and \( \phi_m(t) \) are respectively the amplitude and phase of the transmitted fast-time pulse, \( T_I \) is the Pulse Repetition Interval (PRI) and \( R(t) \) denotes the target range. Additionally, \( c \) is the speed of light and \( \lambda \) the operating wavelength. After range matched filtering, assuming no range migration during the CPI, and further assuming no appreciable phase change during fast-time [23], the \( m^{th} \) sample in the target range-azimuth cell can be expressed as

\[
y(m) = \hat{k} e^{-j \frac{2\pi}{c} R_0 s(m)} e^{-j \frac{2\pi}{\lambda} x(mT_I)} \tag{2}
\]

where the constant \( \hat{k} \) combines \( k \) and the amplitude of the matched filter output, \( s(m) \) is the \( m^{th} \) slow-time transmitted complex sample (with phase \( \phi_m \)), \( R_0 \) is the target nominal range and \( x(mT_I) \) represents the chest-wall displacement over time. Therefore, the \( N \)-dimensional slow-time column vector, containing the target information from the range-azimuth cell under test, can be written as [19]

\[
y = \alpha_x s \odot p_x + \mathbf{i}(s) + n, \tag{3}
\]

where \( \alpha_x \) now accounts for \( \hat{k} \), and also for the constant phase term in (2), \( s = [s(1), s(2), \ldots, s(N)]^T \in \mathbb{C}^N \) is the transmitted radar code over the slow-time dimension and

\[
p_x = [1, e^{-j \frac{2\pi}{\lambda} x(T_I)}, \ldots, e^{-j \frac{2\pi}{\lambda} x((N-1)T_I)}]^T \in \mathbb{C}^N \tag{4}
\]

is the target spatial Doppler vector, containing the desired breathing or heartbeat signal. According to previous work [24]–[26], the displacement signal is usually assumed to be sinusoidal with constant amplitude and frequency for the duration of one CPI. Standard amplitude values are in the range of 4 mm to 12 mm for breathing [27] and 0.2 mm to 0.5 mm for heartbeat [28]. Breathing rates of healthy adults can vary from 5 to 20 breaths per minute (0.08-0.5 Hz), while the heartbeat can range from 60 to 120 beats per minute (1-2 Hz) [28].

While the noise vector \( n \) is being modeled as a zero-mean white Gaussian process, with autocorrelation matrix \( \mathbb{E}[nn^H] = \sigma_n^2 I \), the vector \( \mathbf{i}(s) \) contains the superposition of the returns from different scatterers, each from the \( (r, k)^{th} \) range-azimuth bin, representing different subjects or moving objects in the same space, or even random movements from the body itself. It can be written as [29]

\[
\mathbf{i}(s) = \sum_{r=0}^{N_c-1} \sum_{k=0}^{L-1} \alpha_{r(k)} \mathbf{J}_r (s \odot p_t), \tag{5}
\]

where \( N_c \leq N \) is the number of range rings that interfere with the range-azimuth bin of interest \((0, 0)\), \( L \) is the number of discrete azimuth sectors, \( \alpha_{r(k)} \) and \( p_t = [1, e^{j2\pi \nu_t(r, k)}, \ldots, e^{j2\pi (N-1)\nu_t(r, k)}]^T \in \mathbb{C}^N \) are respectively the scatter complex amplitude and spatial Doppler vector in the range-azimuth bin \((r, k)\), with \( \nu_t(r, k) \) its normalized Doppler frequency. Additionally, \( \forall r \in [0, \ldots, N-1] \), \( \mathbf{J}_r \) is a Toeplitz matrix with the \( r^{th} \) diagonal being 1 and 0 elsewhere [30], responsible for time-shifting the interference signal according to the specific range position.

A. Problem Formulation

If the complex-signal demodulation [31] is used, the slow-time vector \( y \) can be used as the direct input to the vital-sign estimation block. Assuming that \( y \) is filtered with \( w \), the SINR at the output of the filter can be written as

\[
\text{SINR} = \frac{\|\alpha_x\|^2 \|w^H (s \odot p_x)\|^2}{w^H \Sigma_\xi(s) w + \sigma_n^2 \|w\|^2}, \tag{6}
\]

where \( \Sigma_\xi(s) \) accounts for the signal-dependent interference covariance matrix. If the scatterers are uncorrelated, with \( \mathbb{E}[\alpha_{r(k)}] = 0 \), and normalized Doppler frequency uniformly distributed around a mean value \( \nu_t \), with some uncertainty \( \epsilon/2 \), i.e. \( \nu_t \sim \mathcal{U}(|\nu_t - \epsilon/2, |\nu_t + \epsilon/2|) \), \( \Sigma_\xi(s) \) can be calculated as [29]

\[
\Sigma_\xi(s) = \mathbb{E}[\mathbf{i}\mathbf{i}^H] = \sum_{r=0}^{N_c-1} \sum_{k=0}^{L-1} \sigma_{r(k)}^2 \mathbf{J}_r (s, (r,k))\mathbf{J}_r^H, \tag{7}
\]

with \( \sigma_{r(k)}^2 = \mathbb{E}[|\alpha_{r(k)}|^2] \) the mean interfering power at the \((r, k)^{th}\) range-azimuth cell, and

\[
\mathbf{J}(s, (r,k)) = \text{diag}(s) \mathbf{F}_{r(k)} \text{diag}(s)^H, \tag{8}
\]
where $\Phi^{T(r,k)}_{e}$ is the covariance matrix of $p_{i}(\nu_{(r,k)})$, given by

$$\Phi^{T(r,k)}_{e}(l, m) = \begin{cases} 1, & \text{if } l = m \\ \frac{\sin \pi(l - m)}{\pi(l - m)}, & \text{if } l \neq m \end{cases}$$

(9)

with $(l, m) \in \{1, ..., N\}^{2}$. We propose the joint design of the slow-time radar code and the receive filter, with the aim of maximizing the SINR (in the presence of undesired interference), under the practical constraint of using discrete phase sequences from an MPSK alphabet. Our design can thus be formulated as the following constrained optimization problem

$$P_{1} \left\{ \begin{array}{l} \max_{s, w} g(s, w), \\ \text{s.t. } s \in \Omega_M \end{array} \right. \tag{10}$$

where $\Omega_M = \{s|s_i \in \Psi_M, i = 1, ..., N\}$ represents the feasible set, i.e. the alphabet, and $\Psi_M = \{1, e^{j2\pi \frac{2m}{M}}, e^{j4\pi \frac{2m}{M}}, ..., e^{j2\pi (M-1)\frac{2m}{M}}\}$ defines MPSK sequences, with $M$ being the alphabet size.

III. JOINT WAVEFORM AND RECEIVER DESIGN

In this section, we deal with the joint design of the radar code and the corresponding receive filter under a practical constraint on the phase of the transmit code sequences. Notice this is a multi-variable non-convex constrained optimization, and the technique we adopt is based on a sequential optimization procedure, iteratively optimizing the SINR [32]. Specifically, starting from an admissible radar code $s^{(0)}$, we design the receive filter $w^{(0)}$ which maximizes the SINR corresponding to the transmitted sequence $s^{(0)}$. Once $w^{(0)}$ is found, we search in the alphabet for an alternative sequence $s^{(1)}$, and subsequently recalculate $w^{(1)}$ for increasing the SINR and so on.

The problem $P_{w}^{(n)}$ of finding the receive filter $w^{(n)}$ for a specific code $s^{(n)}$ can thus be written as

$$P_{w}^{(n)} \left\{ \max_{w} \frac{|\alpha_{r}|^2 w^{H}(s^{(n)} \odot p_{x})|^2}{w^{H} \Sigma_{i}^{-1}(s^{(n)})w + \sigma^2_{n}||w||^2} \right. \tag{11}$$

$$\left. \right. \\text{s.t. } s \in \Omega_M$$

In the same way, the problem $P_{s}^{(n)}$ of finding the best sequence $s^{(n)}$ for an specific receive filter $w^{(n)}$ can thus be written as

$$P_{s}^{(n)} \left\{ \max_{s} \frac{|\alpha_{r}|^2 (w^{(n)})^{H}(s \odot p_{x})|^2}{(w^{(n)})^{H} \Sigma_{i}^{-1}(s)w^{(n)} + \sigma^2_{n}||w^{(n)}||^2} \right. \tag{12}$$

$$\left. \right. \\text{s.t. } s \in \Omega_M$$

Note that (11) is the well-known Minimum Variance Distortionless Response (MVDR) problem [33], and its solution can be obtained as

$$w^{(n)} = (\Sigma_{i}^{-1}(s^{(n)}) + \sigma^2_{n}I)^{-1}(s^{(n)} \odot p_{x}). \tag{13}$$

Regarding to the Problem $P_{s}^{(n)}$, we consider the design of its entries consecutively, using the Coordinate Descent (CD)

approach [34]–[37], which enables such an optimization by assuming one entry of the code vector $s \in \mathbb{C}^{N}$ as the variable, keeping all the others fixed. By examining all the possible alphabet for the chosen variable, it selects the option which, with the correspondent filter, leads to the best SINR.

Mathematically, let $s_{d}$ be the $d^{th}$ code entry ($d = 1, ..., N$) and assume that it is the only variable, while the remaining $N - 1$ entries are kept fixed and stacked into the $s_{-d}$ vector as

$$s_{-d} = [s_{1}, ..., s_{d-1}, s_{d+1}, ..., s_{N}]^{T} \in \mathbb{C}^{N-1}. \tag{14}$$

The design Problem $P_{s}^{(k)}$, with respect to the variable $s_{d}$, can be expressed as

$$P_{s}^{(k)} \left\{ \max_{s_{d}} f(s_{d}, s_{-d}), \right. \tag{15}$$

$$\left. \text{s.t. } s_{d} \in \Omega_M \right.$$}

which is still a non-convex, however, unlike the earlier formulation, it involves only one variable. Towards solving this, we calculate the SINR for each possible alphabet entry in $\Omega_M$, and choose the one that results in the best value. In the next step, we perform this procedure for the next pulse $s_{d+1}$, and the process is repeated till all pulses are optimized at least once. The algorithm repeats the aforementioned steps until the stopping criteria is met. A good choice for that is when the SINR improvement, over one full optimization cycle of the code vector, is less than a pre-defined positive threshold, i.e. $(\text{SINR}^{(d)} - \text{SINR}^{(d-N)}) < \zeta$. Therefore, the optimized sequence $s^{k}$ can be obtained by

$$s^{(k)} = [s^{(k)}_{1}, s^{(k)}_{2}, ..., s^{(k)}_{N}]^{T}. \tag{16}$$

Due to the iterative improvement, this framework guarantees that the SINR converges to the local optimum value [34], [38].

The general joint optimization procedure is described in Algorithm 1. It is important to notice that the calculation of the optimum filter coefficients $w$ requires the specification of the target spatial Doppler vector $p_{x}$ and the interference covariance matrix. Therefore, some previous knowledge about the desired signal is necessary, as well as the statistical characterization of the interfering signal. It is reasonable to assume that this knowledge can be provided from a previous Coherent Process Interval (CPI), with an uncoded (or possibly standard coded) transmission [19], and coarse estimation of the breathing and/or heartbeat frequencies. Then, our proposed joint optimization algorithm can be used for improving the SINR and, consequently, the estimation accuracy.

IV. PERFORMANCE ANALYSIS

In this Section we address the performance analysis of the proposed joint optimization algorithm by providing some numerical examples of its application. We consider a phase-coded 2.4 GHz radar system, with an uniform linear array of $N_{a} = 11$ elements, uniformly spaced $(d = \lambda/2)$ and weighted. The number of interfering range and azimuth cells are assumed to be $N_{r} = 3$ and $L = 5$, respectively. The Signal to Noise Ratio (SNR) has been set up to be 10 dB,
Algorithm 1 Joint MPSK waveform and filter design, with CD approach

**Input:** \( s^{(0)}, P_x, \sigma_i^2(r), \{ \mu_i, \epsilon \}, \sigma^2_x \) and \( \zeta > 0 \);

**Output:** Optimized waveform \( s^* \) and correspondent filter \( w^* \);

1) **Initialization.**
   - Calculate \( \Sigma_i(s^{(0)}) \) from (7);
   - Calculate \( w_i(s^{(0)}) \) from (13);
   - Calculate \( \text{SINR}^{(0)} \) from (6);

2) **Improvement.**
   - for each code entry \( d \) in \( s \):
     - for each alphabet entry \( i \) in \( \Psi_M \):
       * Select \( s_i \) from \( \Psi_M \), update \( \Sigma_i(s) \), and calculate \( w_{(d,i)} \) and \( \text{SINR}_{(d,i)} \);
       - Select \( \text{SINR}^*_d \) as the maximum of \( \text{SINR}_{(d,i)} \);
       - \( s^{(d)} = s^*_d \);
       - \( w^{(d)} = w^*_d \);
       - \( \text{SINR}^{(d)} = \text{SINR}^*_d \);

3) **Stopping Criterion.**
   - If \( (\text{SINR}^{(d)} - \text{SINR}^{(d-N)}) < \zeta \), stop. Otherwise go to step 2;

4) **Output.**
   - Set \( s^* = s^{(d)} \) and \( w^* = w^{(d)} \).  

while the Interference to Noise Ratio (INR) is 30 dB. The starting slow-time sequence is constant, which corresponds to the conventional design on the receiver side only. The stopping condition for the CD algorithm is set up to \( \zeta = 10^{-3} \).

First, let us investigate the convergence behavior of the proposed algorithm, for different alphabet sizes. We consider a CPI of 5 seconds, with a Pulse Repetition Frequency (PRF) of 10 Hz. Therefore, the sequence size is \( N = 50 \). Fig. 2 shows the obtained SINR values versus the number of iterations, for a desired signal frequency of 12 bpm, which is a typical breathing rate. The interference mean Doppler is \( \mu_i = 0 \), with uncertainty \( \epsilon / 2 = 10 \) bpm, representing, for example, some random body motion in the vicinity of the chest-wall region. It can be seen that in each iteration, by performing the CD optimization procedure, the SINR increases monotonically and converges to a certain value. As expected, by increasing the alphabet size, the convergence behavior is improved. On the other hand, the variation of the final optimized SINR values is very small between the alphabets. This means that the optimization procedure is robust, even with very small alphabet sizes, including the binary case. Up to 4 dB of improvement could be obtained, even though this is an ideal case and, in a practical scenario, much smaller gains would be expected due to all the inaccuracies related to using the a priori information.

Fig. 3 shows the convergence behavior for different sequence sizes, and an alphabet size of \( M = 4 \). Due to the low frequency content of the breathing and heartbeat signals, large CPIs (usually 3 to 10 seconds) are required in order to acquire at least a few complete cycles of the desired signal and, therefore, long sequences are expected. It can be seen that the performance still improves up to 1.5 dB with the sequence increasing from \( N = 50 \) to \( N = 100 \), at the cost of an increasing convergence time as we will show soon.

The previous obtained SINR values are a composite result of the improvements from both the filter and sequence design. The behavior is also a function of the relative frequency between the desired signal and the interference. Those relations can be seen in the following analysis. Fig. 4 shows the SINR improvement exclusively due to the filter design using the MVDR approach, as a function of the desired signal frequency, for different variances of the interference Doppler. As an example, let us consider a frequency range from 0 bpm to 50 bpm, which fully covers the breathing region. The improvement is being calculated as the ratio of the SINR after and before the optimization procedure, i.e. the total improvement over all the iterations. It can be seen that when the desired signal and interference are well separated, the obtained improvement approaches the initial SINR, which means that the MVDR alone is able to totally suppress the interference. For those cases, the waveform optimization makes little difference to the final result, as depicted in Fig.
5, which shows the improvements only due to the slow-time waveform design. However, when the signal and interference are close to each other, a few extra dBs of improvement can be obtained by the sequence design, which then becomes an attractive solution.

Finally, Table I shows the convergence time for different alphabet sizes and sequence lengths, averaged over 10 independent trials. The reported values are obtained with a standard PC with Intel(R) Core(TM) i7-8650U CPU @ 1.90 GHz, with installed memory (RAM) 16.0 GB. Observe that within a specific sequence size, by increasing the alphabet size the convergence-time of proposed method increases. This behavior is expected, since the proposed method uses an entry by entry search strategy to find the optimum solution. It can also be seen that the convergence time also increases significantly with the sequence size as mentioned before.

![Fig. 4: MVDR improvement as a function of the desired signal frequency, for different interference variances.](image)

| M      | N=50   | N=75   | N=100  |
|--------|--------|--------|--------|
| 2      | 0.47   | 1.89   | 4.36   |
| 4      | 1.12   | 3.37   | 8.47   |
| 8      | 1.63   | 6.51   | 15.83  |
| 16     | 3.91   | 10.98  | 32.59  |
| 32     | 8.06   | 27.48  | 65.61  |

![Fig. 5: Waveform design improvement as a function of the desired signal frequency, for different interference variances.](image)

V. Conclusion

This paper proposed a joint waveform and filter design for vital-sign estimation in phase-coded radar systems, with the objective of maximizing the SINR under signal-dependent interference. Through the modeling of the slow-time receiving signal, the design problem has been formulated as a multi-variable non-convex constrained optimization, and, as a solution to that, we used an MVDR filter with the Coordinate Descent approach to iteratively optimize the radar code, under the practical constraint of a discrete MPSK alphabet. The simulation results have shown monotonic increase of the SINR, with high suppression of the interference, and up to 4 dB of additional improvement with the sequence optimization, if compared to the conventional design on the receiver side only.
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