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Abstract
We consider the acoustic flow field of rotationally symmetric systems, like an annular combustor and the flow in a round duct, in absence of a mean azimuthal flow field. We focus on azimuthal instabilities, which manifest as either spinning (rotating) waves or standing waves, or a linear combination of the two. These instabilities are often excited by some level of background noise that makes the system randomly change between spinning and standing states, undergo amplitude variations and changes to the azimuthal orientation of the solution. To account for this random change, we make use of a novel ansatz to track as a function of time the amplitude, orientation, nature (standing/spinning) and temporal phase of these instabilities. To capture the effect of the background noise, we apply stochastic averaging on the governing equations and obtain a novel differential equation. The equation allows to study the effects of acoustic sources and sinks on the statistics of the solution, and of explicit and spontaneous symmetry breaking and noise intensity. We focus on this last effect and show how the noise intensity affects the system preference for spinning and/or standing states. We find for example that, when present, background noise pushes the system away from spinning states and towards standing states, consistently with experiments and numerical simulations.
Nomenclature

\( \alpha \) acoustic damping coefficient, appearing in (4), defined in \( \text{(A.20)} \), modelling non-reflective boundary conditions, volumetric damping and other losses

\( \chi(t) \) nature angle, defined in \( \text{(1)} \). The angle \( 2\chi \) is the latitude angle in Fig. 1a

\( \gamma \) adiabatic index or heat capacity ratio, appearing in \( \text{(2)} \)

\( \kappa \) nonlinear saturation constant of the describing function \( Q \) considered in \( \text{§3} \)

\( \Lambda \) norm of the axial mode shape \( \psi(x) \). Introduced in \( \text{(A.26)} \)

\( \mu_z(t) \) quaternion valued noise term discussed in \( \text{(2.5.5)} \)

\( \nu \) linear growth rate of the example presented in \( \text{§3} \)

\( \Omega \) spatial domain of the problem

\( \omega \) thermoacoustic frequency, accounting for the effect of acoustic damping, flame response and nonlinear dynamics. See section \( \text{§2.5.3} \)

\( \omega_0 \) frequency of oscillation, at which the system would oscillate at constant amplitude and at zero growth rate, appearing in \( \text{(6a)} \)

\( \phi(t) \) fast varying temporal phase, defined in \( \text{(B.30b)} \)

\( \psi(x) \) axial acoustic mode shape at the limit cycle, such that \( \psi(x_b) = 1 \)

\( \rho_0(x) \) mean density, appearing in \( \text{(2)} \)

\( \sigma \) background noise intensity, appearing in \( \text{(2)} \)

\( \theta \) azimuthal coordinate in a cylindrical frame of reference, between 0 and \( 2\pi \)

\( \theta_0(t) \) see \( \text{ub}_0 \)

\( \varepsilon \) formal smallness parameter in the fast stochastic differential equation \( \text{(B.12)} \)

\( \varphi(t) \) slowly varying temporal phase, defined in \( \text{(1)} \) and reintroduced in \( \text{(18)} \)

\( \xi(\theta,t) \) stochastic source term \( q_s \) projected on the axial mode of interest, appearing in \( \text{(4a)} \), modelling the effect of non-coherent combustion noise. Defined in \( \text{(A.32)} \), see also \( \text{§2.3} \)

\( \xi_{pr}(t) \) stochastic source term \( \xi \) projected on the mode shape \( e^{i\theta b} \). Defined in \( \text{(10)} \), appearing in \( \text{(14)} \), complex valued

\( \zeta(t) \) quaternion-valued analytic signal of the problem. Introduced in \( \text{(11)} \), see also \( \text{II} \)

\( A(t) \) amplitude of oscillation, defined in \( \text{(1)} \), non-negative. Radius of the sphere in Fig. 1a

\( A_p(\theta,t) \) amplitude of pressure oscillation at the azimuthal angle \( \theta \) at the flame position, introduced in \( \text{(23)} \). See also Fig.2.b in \( \text{II} \)

\( B \) integer number of noise terms in the averaged system \( \text{(B.14)} \). \( B \) is set to 4 after \( \text{(B.65)} \)

\( b \) integer index with possible values \( 0,\ldots,B-1 \)

\( c^2 \) mean square of the speed of sound weighted on the mode shape, appearing in \( \text{(4)} \), defined in \( \text{(A.29)} \)

\( c(x) \) speed of sound, appearing in \( \text{(2)} \)

\( c_f \) notation for \( \cos(f) \), employed only in \( \text{Appendix B} \)

\( D \) in the main text, mean diameter of the annular combustor, appearing just before \( \text{(4)} \). In \( \text{Appendix B} \) diffusion matrix of the Fokker-Planck equation of the averaged system, defined in \( \text{(B.15b)} \)

\( D_{\text{eq}} \) equivalent diameter, such that a short, thin annular combustor with diameter \( D_{\text{eq}} \) with fully reflective axial boundary conditions would have the same acoustic eigenfrequency of the studied annular combustor with partially reflective boundary conditions. See discussion after \( \text{A.37} \)

\( f \) drift function in the equations before averaging, appearing in its three terms in \( \text{(B.11)} \) and in \( \text{(B.12)} \)

\( g \) diffusion function in the equations before averaging, appearing in \( \text{(B.11)} \) and in \( \text{(B.12)} \)

\( h \) diffusion function in the averaged equations, appearing in \( \text{(B.14)} \), defined in \( \text{(B.15c)} \), calculated in \( \text{Appendix B.6} \)

\( i, j, k \) three imaginary units of the quaternion numbers, introduced after \( \text{(11)} \)

\( L \) upper bound of the axial domain. See also \( x \)

\( m \) drift function in the averaged equations, appearing in \( \text{(B.14)} \), defined in \( \text{(B.15a)} \), and split into two terms in \( \text{(B.17)} \)
part of the drift function $m$ arising from deterministic terms, which is present also in absence of noise, i.e. for $\sigma = 0$. Defined in (B.17b) and calculated in §Appendix B.4

part of the drift function $m$ arising from stochastic terms, which is present only for $\sigma \neq 0$. Defined in (B.17c) and calculated in §Appendix B.5

azimuthal order of the instability, positive integer, see (4) and (11)

azimuthal location of the pressure antinode of the standing component of the acoustic pressure. Introduced in (4) and then reintroduced in (18). It is the longitude angle of the system state on the Poincaré sphere of Fig. 1.a, between 0 and $2\pi$

acoustic pressure at the axial location $x_b$ of the burners’ exit in the combustion chamber. See (1), (3) and (11)

acoustic pressure of a point in the spatial domain $\Omega$. See (2), (3)

deterministic fluctuating heat release rate of a point in the whole domain $\Omega$, appearing in (2)

deterministic fluctuating heat release rate $q_1(x, \theta, t)$, projected on the axial mode of interest, appearing in (4a), defined in (A.30)

deterministic rescaled source term in the fluctuating pressure equation, accounting for both $q$ and the acoustic losses, defined in (5b)

deterministic source term $\tilde{q}$ in the fluctuating pressure equation, projected on the mode shape $e^{i\theta}$. Introduced in (15), complex valued

stochastic fluctuating heat release rate of a point in the spatial domain $\Omega$, modelling the effect of non-coherent combustion noise, appearing in (2)

time-domain nonlinear operator modelling the source term $\tilde{q}$ appearing in (6) as function of the azimuthal position $\theta$ in the annulus and of the local acoustic field. Introduced in (8)

describing function of the nonlinear operator $Q_\theta$, depending on the azimuthal position $\theta$ and on the local acoustic pressure amplitude $A$. Defined in (9)

radial coordinate in a cylindrical frame of reference

integer index with possible values 0, 1

notation for $\sin(f)$, employed only in §Appendix B

time variable

time averaging operator, defined in (B.16)

acoustic velocity in the azimuthal direction at the axial location $x_b$ of the burners’ exit in the combustion chamber

rescaled acoustic velocity in the azimuthal direction, defined in (5a), see also (11b), (B.1)

acoustic velocity of a point in the domain $\Omega$. See (2)

integer indices with possible values 0, 1, 2, 3

axial coordinate in a cylindrical frame of reference, appearing in (3), between 0 and $L$

axial location just downstream of the burners, $0 < x_b < L$

Displacement-equivalent accessory variable in §Appendix B, introduced in (B.2)

velocity-equivalent accessory variable in §Appendix B, introduced in (B.2)

nondimensional acoustic admittance at the upstream and downstream boundary of the combustor domain, introduced in (A.2)

scalar introduced in (A.10) defined only at $x = 0$ and $x = L$. It matches $Y$ up to a sign difference

generic quaternion-valued number

generic v-th real-valued variable, introduced in (B.12)

1. Introduction

In fluid dynamics, azimuthal instabilities occur as fluctuations of the pressure and velocity fields in geometries that exhibit a full rotational symmetry. This symmetry can be exact or approximate, as is common in real-world applications. We focus in particular on applications where the fluctuating field is acoustic in nature, but a connection with hydrodynamic instabilities is drawn in the conclusions. In this
section, we briefly review the applications in §1.1, discuss the existing literature in §1.2, and present the novelty of this work and the structure of the paper in §1.3.

1.1. Typical applications

Annular combustors exhibit a discrete rotational symmetry, and can sustain thermoacoustic instabilities due to the coupling of the acoustics with the heat release rate of the flames. These instabilities are often azimuthal of order \( \pm n \), and travel at the speed of sound in the azimuthal direction in the annulus.

Can-annular combustors consist instead of a set of equal cans, acoustically weakly communicating at the turbine inlet. In these systems azimuthal thermoacoustic instabilities can either occur as a set of synchronized states of pulsation between the different cans, or be localized in each round can separately, as perturbations of the acoustic modes of the round duct, at a frequency \( \omega_0 \) above the cut-on frequency of the duct. In this latter case, they are often azimuthal of order \( n \) or mixed radial-azimuthal.

In both applications, the system exhibits a pair of azimuthal eigenmodes that are degenerate, sharing the same eigenfrequency \( \omega \), or close to degenerate, with very close frequencies. These modes are either linearly unstable or stable and close to the boundary of stability and are often subject to a random noise forcing term, due to turbulent heat release rate fluctuations.

We will neglect to consider situations where more than one thermoacoustic mode is excited at the same time, see e.g. [12, Fig. 8]. We will instead focus on the case where only one dominant peak at the frequency \( \omega \) is present in the spectrum of the fluctuating field, plus other peaks at the multiples of \( \omega \). We will also consider only the case where the mean velocity in the azimuthal direction is zero, i.e. in absence of mean azimuthal flow, because in the applications mentioned in this introduction this is usually negligible (see e.g. [13, 14] for theoretical works discussing this effect).

1.2. Literature review

Because in this paper the focus is on capturing the instabilities as function of time, works that tackle the problem in the frequency domain only, e.g. the works of [15, 16, 17] do not strictly apply.

In the time domain, one often chooses as ansatz for the acoustic field a linear combination of eigenmodes of the problem, where the coefficients of the combination depend on time and the eigenmode depends only on space. One often chooses as ansatz the combination of two spinning (rotating) waves travelling in the azimuthal direction, one clockwise and one counter-clockwise. In the same way, one can also express an ansatz as the combination of two standing waves with pressure antinodes fixed in space. Depending on the coefficients of these equivalent linear combinations, the solution describes a spinning state, a standing state, or a mixed state between the two. The choice of either basis depends on the application at hand. For the symmetric case, this is usually just a matter of preference, and many works [18, 19, 20, 2] make use of standing modes as basis. Often systems that undergo an explicit symmetry breaking that depends on space are studied with a projection on standing modes [21, 22, 23], while systems with a mean azimuthal flow are studied with a projection on spinning waves [14, 24], although there is no general rule on this, see e.g. [25, 26].

Annular combustors can be noisy environments, and experimental works with different level of noise are discussed later in §4. The effect of the noise can be observed in terms of how broad the probability density functions of the observed quantities are, see e.g. Fig. 10 of [27]. The level of background noise \( \sigma \) affects the dynamics of the fluctuating acoustic fields, which can then switch between standing and spinning states [25, 29, 30], as also presented in Fig. 1.

In some of the theoretical works earlier mentioned, the method of stochastic averaging is then applied to capture the effect of the noise. The resulting equations describe the slow time evolution of a three-dimensional phase space. The three dimensions are either \((A, B, \hat{\varphi})\) in the case of a projection on standing modes [18] or \((F, G, \hat{\varphi})\) in the case of a projection on spinning modes [14, 24], where in both cases the first two variables are the amplitudes of the two modes and the third is their phase difference. However both phase spaces are ill-posed, i.e. there exist physical states to which more than one point correspond to in the phase space [1]. Also, it is not possible to judge whether the system switches between standing or spinning states by just looking at the three variables \((A, B, \hat{\varphi})\), as was argued by [22]. To judge this, it is required instead to quantify how much the system is standing or spinning.
1.3. Proposed approach

A quantitative indicator of the nature of the solution, i.e. how much the system is standing or spinning, was devised by [31] and called the spin ratio $s$. This indicator has been used only in experimental works so far, and only recently has been proven by [33] that it is a state-space variable of the system, and not just an observable, as we discuss next. We propose this new ansatz for the fluctuating field:

$$p(\theta, t) = A \cos(n(\theta - \theta_0)) \cos(\chi) \cos(\omega t + \varphi) + A \sin(n(\theta - \theta_0)) \sin(\chi) \sin(\omega t + \varphi)$$ (1)

In (1), $p(\theta, t)$ is the fluctuating pressure field as function of the time $t$ and of the azimuthal coordinate $\theta$. The positive integer $n$ is the azimuthal order of the instability and the four variables $\{A, \theta_0, \chi, \varphi\}$ depend all on the time $t$. One advantage of (1) is that the variables $\{A, \theta_0, \chi, \varphi\}$ have a simple physical interpretation: $A$ is the non-negative amplitude of the solution, $\chi$ is the non-negative phase, $\theta_0$ is the location of the pressure antinode of the standing component of the acoustic field, and $\varphi$ is the slowly varying temporal phase of the oscillation. These four state-space variables $\{A, \chi, n\theta_0, \varphi\}$ can be used in low order models, as done later in [2] and can be reconstructed from numerical/experimental time series, allowing a direct validation of theoretical results. The three variables $\{A, n\theta_0, 2\chi\}$ can be interpreted as spherical coordinates on the Poincaré sphere, as presented in Fig. 1.a.

To the knowledge of the authors, no theoretical nor experimental work to date has discussed the effect of the noise intensity $\sigma$ on the nature of the solution, i.e. on whether the system prefers spinning or standing solutions. The ansatz (1), where the noise intensity $\sigma$ is bounded in $[0, 2\pi)$ and is the location of the pressure antinode of the standing component of the acoustic field. The angle $\chi$ is bounded in $[-\pi/4, \pi/4]$ and is called the nature angle because it quantifies the nature of the solution, i.e. whether the system is standing ($\chi = 0$), spinning ($\chi = \pm\pi/4$), or in a state between standing and spinning. In particular, it is related to the spin ratio $s$ by the relation $s = \arctan(\chi)$. Finally, $\varphi$ is the slowly varying temporal phase of the oscillation.

We present in this paper a theory that allows studying azimuthal instabilities in the presence of noise and loss of rotational symmetry. In the simpler case where the system is rotationally symmetric and noise contribution is negligible, only the pure states (standing and spinning) can be limit-cycle solutions, and the theory reduces to existing theoretical criteria that prove, in agreement with the experiments, that either or both standing and spinning solutions can be stable limit-cycle, depending on certain conditions on the flame response [2] [32]. In the general case, a differential equation capturing the effect of noise and symmetry breaking on the amplitude $A$, orientation $n\theta_0$, phase $\varphi$ and nature angle $\chi$ of the azimuthal instabilities is discussed. This has already been published as a preprint by the authors in [33], albeit without details.

In [3] the ansatz (1) is substituted into the governing equations and a new differential equation is derived. The equation is discussed and general predictions on the effect of background noise are drawn. In [2] the theory is applied to an academic problem, and with the help of numerical calculations the theoretical predictions are verified. In [4] a comparison with experimental evidence is presented, with good qualitative agreement. Conclusions are drawn in [5].

2. Theory

In [2] we briefly recall the fluctuating momentum and pressure equations for azimuthal instabilities. In [2.2] and [2.3] we discuss the heat release rate model, based on the concept of nonlinear time-invariant operators. In [2.4] we project the partial differential equations on the azimuthal mode of interest and obtain a complex-valued oscillator equation. In [2.5] we apply the method of stochastic averaging and discuss one by one the physical interpretation of the different terms in the resulting equations. In [2.6] we focus on the effect of the noise and show that it pushes the system away from spinning states. In [2.7] we draw a parallel between the degenerate thermoacoustic instabilities discussed in this paper and degenerate hydrodynamic instabilities behind the turbulent wake of an axisymmetric object, showing how results discussed here apply there too.
2.1. Governing equations

The governing equations are the fluctuating pressure and momentum equations, assuming inviscid flow, linear acoustics, zero mean flow, as reviewed e.g. by Clavin et al. [34, Appendix §A]:

\[
\frac{\partial p_1}{\partial t} + \rho_0 c^2 \nabla \cdot \mathbf{u}_1 = (\gamma - 1) q_1 + \sigma q_s \tag{2a}
\]

\[
\frac{\partial \mathbf{u}_1}{\partial t} + \frac{1}{\rho_0} \nabla p_1 = 0 \tag{2b}
\]

where a 0 in the subscript denotes a steady quantity, e.g. \( \rho_0 \) is the mean density, and a 1 in the subscript denotes unsteady quantities, e.g. \( p_1 \) is the acoustic pressure field and \( \mathbf{u}_1 \) is the acoustic velocity field. These two acoustic variables depend on the cylindrical coordinates \( x, r, \theta \) and on the time \( t \). To conclude the description of (2), \( c \) is the speed of sound and \( \gamma \) is the adiabatic index. The right hand side of (2a) is the source term of the fluctuating pressure equation, which in thermoacoustics is the fluctuating heat release rate, in its deterministic component \( q_1 \) and its stochastic component \( \sigma q_s \), both depending on \( \{x, r, \theta, t\} \), respectively discussed later in §2.2 and §2.3.

We focus on systems that exhibit either a full rotational symmetry, like a round duct, or a discrete rotational symmetry, like an annular combustor. We also consider systems that depart somewhat from this exact symmetry state, as is common in applications.

We consider the solution in cylindrical coordinates, and apply the method of separation of variables in the axial \( x \), radial \( r \) and azimuthal \( \theta \) direction. We also assume for simplicity that the solution has a negligible dependence on the radial coordinate \( r \), as the annulus is typically thin and azimuthal instabilities are to a very good approximation constant in the radial direction [35], even in laboratory annular combustors that exhibit a large annulus thickness compared to industrial combustors. We will also assume that the density \( \rho_0 \), and then also the speed of sound \( c \), depend on the axial coordinate \( x \) only. This allows to capture the steep gradient of temperature, density and velocity across the flame in the axial direction. We choose as ansatz for the acoustic pressure:

\[
p_1(x, \theta, t) = p(\theta, t) \psi(x) \tag{3}
\]
where $\psi(x)$ describes the mode shape in the axial direction of the corresponding acoustic problem, and is interpreted as a Galerkin series expansion of the solution truncated to the first leading term. Without any loss of generality, we set the value of the axial shape $\psi$ to one at the axial location $x_b$ just downstream of the burners in the combustion chamber, so that from $p(\theta, t)$ is the acoustic pressure field at the same axial location.

The governing equations (2) are two-dimensional in space in $x$ and $\theta$. In §Appendix A it is shown how there exists a simpler set of equations that is one-dimensional in space in the azimuthal coordinate $\theta$, which is equivalent to the equations (2) once the ansatz (3) is chosen. These simpler, equivalent equations can be obtained here informally by retaining only the azimuthal component of the momentum equation (2b), for which \( \nabla \cdot \mathbf{u}_1 \approx 2/Du/\partial \theta \) where $u$ is the azimuthal component of the velocity $\mathbf{u}_1$:

$$\frac{\partial p}{\partial t} + \frac{2 \rho_0(x_b) \bar{c}^2}{D_{eq}} \frac{\partial u}{\partial \theta} = (\gamma - 1)q - \alpha p + \sigma \xi$$  \hspace{1cm} (4a)

$$\frac{\rho_0(x_b) D}{D_{eq}} \frac{\partial u}{\partial t} + \frac{1}{n} \frac{\partial p}{\partial \theta} = 0$$  \hspace{1cm} (4b)

where we multiplied both sides of (2b) by $\rho_0 D/2n$, and $n$ is the order of the azimuthal instability under consideration. The mode shape $\psi$ does not appear in (4a), because (4a) characterize the acoustic field at the location $x_b$ just downstream of the burners, where the mode shape $\psi(x_b) = 1$ simplify. To account for the axial extent of the acoustic field, in (4a) the equivalent diameter $D_{eq}$ substitutes the geometrical diameter $D$, and the mean square of the speed of sound $c^2$ is found in place of $c^2$. Similarly on the right hand side of (4a) the additional term $-\alpha p$ appears because of the acoustic losses at the inlet and outlet of the combustor and/or other acoustic losses like volumetric damping. Completing the description of (4a), $q$ denotes the projection of the heat release rate $q_1$ in (2a) on the azimuthal coordinate $\theta$ only, and similarly for $\xi$ in place of $q_s$. All equivalent and projected quantities are defined in the appendix in §Appendix A.6. We introduce for convenience the rescaled acoustic velocity $\tilde{u}$ and rescaled source term $\tilde{q}$ as

$$\tilde{u} := \frac{\rho_0(x_b) D}{2n} u$$  \hspace{1cm} (5a)

$$\tilde{q} := (\gamma - 1)q - \alpha p$$  \hspace{1cm} (5b)

where we use the symbol $:=$ to define the quantity on the left hand side. We substitute (5) into (4) and obtain

$$\frac{\partial p}{\partial t} + \omega_0^2 \frac{1}{n} \frac{\partial \tilde{u}}{\partial \theta} = \tilde{q} + \sigma \xi$$  \hspace{1cm} (6a)

$$\frac{\partial \tilde{u}}{\partial t} + \frac{1}{n} \frac{\partial p}{\partial \theta} = 0$$  \hspace{1cm} (6b)

where $\omega_0 := 2n \sqrt{\bar{c}^2/(DD_{eq})}$ is the acoustic frequency of the azimuthal instability of interest when acoustic sources and sinks are set to zero. For a thin annular chamber with wall-like boundary conditions and a mode shape $\psi(x)$ homogeneous in the axial direction, $D_{eq}$ matches the mean diameter of the annulus $D$.

Eq. (6) is a system of two coupled partial differential equations in the unknowns $p$ and $u$ as function of the independent variables time $t$ and azimuthal angle $\theta$. We discuss next individually the two source terms on the right hand side of (6a), to then come back to (6) in §2.4.

2.2. The deterministic flame response model

We assume that the fluctuating heat release rate $q_1(x, r, \theta, t)$ appearing in (2a) depends on the position $\theta$ and on the acoustic field at the same position $\theta$. Conversely this then applies also to $q(\theta, t)$ appearing in (4a) and to $\tilde{q}(\theta, t)$ appearing in (6a):

$$\tilde{q}(\theta, t) = Q_0 \left[ p(\theta, t), u(\theta, t) \right]$$  \hspace{1cm} (7)
\(Q_\theta\) is a nonlinear, time-invariant operator that depends parametrically on the azimuthal coordinate \(\theta\) to describe systems where burners positioned at different azimuthal locations have a different flame response, e.g. [12] [83]. It also depends on the acoustic field just upstream of the flames, in terms of both acoustic pressure \(p\) and azimuthal acoustic velocity \(u\) as briefly discussed next.

The acoustic pressure \(p\) in the combustion chamber excites, by means of the acoustic impedance of the whole system just upstream of the flame, the axial acoustic velocity \(u_{\text{axial}}\) just upstream of the flame and in general the axial acoustic velocity in the burner. This velocity \(u_{\text{axial}}\) is often used as a reference acoustic quantity by means of which the heat release rate \(q_1\) is expressed [39] [10] [41] [42] [43] [44] [45] [46] [47]. One can however exploit the link between \(p\) and \(u_{\text{axial}}\) and express the fluctuating heat release rate \(q_1 = q_1(u_{\text{axial}}(p)) = q_1(p)\) as function of the acoustic pressure \(p\) [2] [48], as verified experimentally by [49]. The response of the flame to fluctuations of the acoustic pressure \(p\) in the annular chamber is the main driver of the instability (see e.g. Fig. 18 in [50]), and are present in the linear and in the nonlinear regime.

The azimuthal acoustic velocity \(u\) sweeps the flames transversally [51] [52] [53] [54] [55] and induces negligible axial velocity fluctuations [56]. Ghirardo and Juniper [20] consider a heat release model where the dependence on \(u\) is nonlinear, and show that such dependence affects the nature angle \(\chi\) and the stability of standing and spinning limit cycle solutions. It is proven theoretically by Acharya and Lieuwen [57] that, in absence of a mean azimuthal flow and for axisymmetric flames, the dependence on \(u\) can in fact only be nonlinear. Consistently, experiments show that in the nonlinear regime both the amplitude and the phase of \(u\) affect the flame response [58] [59] [60]. We refer to [61] [62] for two recent works modelling this nonlinear effect. In the following we neglect this dependence on the azimuthal velocity and employ a simpler formulation where \(Q_\theta\) depends only on the acoustic pressure \(p\):

\[
\dot{q}(\theta, t) = Q_\theta[p(\theta, t)]
\]  

(8)

A useful notion used in the following is the concept of describing function \(Q_\theta\) of the operator \(Q_\theta\). For the single-input operator [8] this is defined as [63]:

\[
Q_\theta(A, \omega) := \frac{1}{A} \frac{1}{\pi/\omega} \int_0^{2\pi/\omega} Q_\theta[A \cos(\omega t)] e^{-j\omega t} dt
\]  

(9)

In the definition [9], an acoustic pressure sinusoid with amplitude \(A\) and frequency \(\omega\) is substituted as the argument of \(Q_\theta\). The function \(Q_\theta(A, \omega)\) is called the sinusoidal-input describing function of the operator \(Q_\theta\), and quantifies the response of the operator \(Q_\theta\) at the frequency \(\omega\) and input amplitude \(A\). \(Q_\theta(A, \omega)\) is an extension of the concept of the transfer function \(Q_\theta(\omega)\), where the operator \(Q_\theta\) is not assumed to be linear in the amplitude \(A\), and the nonlinear dependence on the amplitude \(A\) is accounted for. We leave to a future investigation the discussion of the results in terms of the double-input model [7], and employ in the following the model [8] that depends only on the acoustic pressure and its describing function [9].

Since the focus of this paper is on the dynamics of one azimuthal instability at an approximately constant thermoacoustic frequency \(\omega\), we fix \(\omega\) in \(Q_\theta\) and neglect to mention the dependence on \(\omega\) in the following, as done elsewhere [18] [64] [20]. If one focuses on one azimuthal mode with a wavelength much larger than the spacing between consecutive burners in the azimuthal direction, a distributed heat release model can be used, as carried out for example in [18] [64] [20], and later in [8]. If instead one considers the flames to be compact sources, the integral over \(\theta\) becomes a summation over each flame, as done in [19] [2].

These hypotheses on the deterministic flame response allow the derivation of analytical expressions for the deterministic part of the flame response but do not affect the results on the stochastic part of the flame response, which is discussed next.

2.3. The stochastic flame contribution

In the last term on the right hand side of (2a), \(q_s(x, \theta, t)\) models the random component of the fluctuating heat release rate due to turbulent fluctuations at the flame, and the real valued \(\sigma\) denotes its intensity [65] [66] [67] [68]. We assume that this noise source term is additive and delta correlated in space and time, as modelled for example by [69]. The projection of \(q_s(x, \theta, t)\) on the azimuthal direction leads to the source
term \(\xi(\theta,t)\) that appears in (11) and (13). We assume also that \(q_s\) and \(\xi\) do not depend on \(\theta\). This allows to manipulate the projection of \(\xi\) on the mode shape \(e^{in(\theta-\theta_0)}\) as follows:

\[
\xi_{pr}(t) := \frac{1}{\pi} \int_0^{2\pi} e^{in(\theta-\theta_0)} \xi(\theta,t) d\theta = \xi_0(t) + i\xi_1(t)
\]  

(10)

The complex-valued quantity \(\xi_{pr}\) is called the projected noise because it is the spatial projection of the noise field \(\xi(\theta,t)\) on the azimuthal mode shape \(e^{in(\theta-\theta_0)}\), and will appear later in the text. Because the field is random and we assume that \(\xi\) does not depend on \(\theta\), the projections on \(\cos(n\theta)\) and on \(\sin(n\theta)\) are two independent noise processes \(\xi_0(t)\) and \(\xi_1(t)\) that are white Gaussian sources with the same unit variance. Eq. (10) holds regardless of the value of \(n\theta_0\) because one can make the change of variable \(\theta - \theta_0 \rightarrow \theta\) in the integral and obtain the same result. In an annular combustor, (10) is equivalent to assuming that each flame emits the same intensity of background heat release rate due to turbulent fluctuations, and that a distributed flame model can be used with regards to this stochastic component.

2.4. Oscillator equation

In this section we simplify the governing equations (6) to the equation of an oscillator, by projecting them on the mode of interest. To do so, we choose this ansatz for the acoustic variables \(p, \tilde{u}\), which was proposed in [11]:

\[
2\rho(\theta, t) = e^{-in\theta} \xi'_s(t) + \text{q.c.} = 2\text{Re} \left[ e^{-in\theta} \xi'_s(t) \right] \quad (11a)
\]

\[
2\tilde{u}(\theta, t) = ie^{-in\theta} \xi_a(t) + \text{q.c.} \quad (11b)
\]

where a prime denotes a time derivative. In the ansatz, the dependence on the azimuthal direction \(\theta\) is encoded in the complex exponential, while \(\xi_s\) and its time derivative \(\xi'_s\) depend on time only, are quaternion valued, and are kept generic for the time being. We show later in §2.5 that (11) is equivalent to the ansatz [11] for a suitable choice of \(\xi_a\). An introduction to quaternion algebra can be found in the book of Doran and Lasenby [70]. A generic quaternion number can be written as \(\zeta_a(t) = \zeta_{a,0}(t) + i\zeta_{a,1}(t) + j\zeta_{a,2}(t) + k\zeta_{a,3}(t)\), where the \(\zeta_{a,v}(t), v = 0, 1, 2, 3\) are real valued numbers and \(i, j, k\) are three imaginary units defined by \(i^2 = j^2 = k^2 = -1\) and \(ij = k, jk = i, ki = j\). In (11), the expression q.c. denotes the quaternion conjugate of the quantity to its left: given a quaternion number \(z = z_0 + iz_1 + jz_2 + kz_3\), its quaternion conjugate is \(z^* = z_0 - iz_1 - jz_2 - kz_3\). In quaternion algebra the product of two quaternions is not commutative, so that the order of the complex exponential and of the quaternion number in (11) matters. One can deduce from (11) that the imaginary unit \(i\) is linked to a spatial (azimuthal) phase information. We will discuss the physical interpretation of the other imaginary units \(j, k\) when the ansatz for \(\zeta_a\) is introduced. Exhaustive information on (11) is presented in [11].

Since the ansatz (11) solves (6b) by construction, we focus on (6a) next. We substitute (11) into (6a) multiplied by two and obtain

\[
e^{-in\theta} \left[ \xi'_a + \omega_0^2 \zeta_a \right] + \text{q.c.} = 2\tilde{q} + 2\sigma \xi
\]

(12)

We multiply (12) on the left by \(e^{in\theta}\) and obtain

\[
\xi''_a + \omega_0^2 \zeta_a + e^{in\theta} \left( \xi''_s + \omega_0^2 \zeta_s^* \right) e^{in\theta} = 2e^{in\theta} \tilde{q} + 2\sigma e^{in\theta} \xi
\]

(13)

where the asterisk denotes quaternion conjugation. The third term on the left hand side of (13) originates from the q.c. in (12), exploiting that for any two quaternion numbers \(a, b\) the property \((ab)^* = b^*a^*\) holds. We average both sides of (13) over \(\theta\) in \([0, 2\pi]\) to obtain

\[
\xi''_a + \omega_0^2 \zeta_a + \frac{1}{2\pi} \int_0^{2\pi} e^{in\theta} \left( \xi''_s + \omega_0^2 \zeta_s^* \right) e^{in\theta} d\theta = q_{pr} + \sigma \xi_{pr}
\]

(14)
where \( \xi_{pr} \) was introduced in (10) and the projected heat release rate \( q_{pr} \) is defined as:

\[
q_{pr} := \frac{1}{\pi} \int_0^{2\pi} e^{in\theta} \, \hat{q} \, d\theta
\]

We simplify next the left hand side of (13) and observe that for any quaternion \( z = z_0 + iz_1 + jz_2 + kz_3 \) not dependent on \( \theta \) we have that

\[
z + \frac{1}{2\pi} \int_0^{2\pi} e^{in\theta} z^* e^{in\theta} \, d\theta = z - jz_2 - kz_3 = z_0 + iz_1 = z - \frac{iz^*}{2} \quad \forall n = 1, 2, \ldots
\]

We substitute the identity (10) with \( z = \zeta_a'' + \omega_0^2 \zeta_a \) into the left hand side of (13), and then multiply both sides by 2:

\[
\zeta_a'' + \omega_0^2 \zeta_a - i \left( \zeta_a'' + \omega_0^2 \zeta_a \right) i = 2q_{pr} + 2\sigma \xi_{pr}
\]

Equation (17) describes a complex-valued oscillator with natural frequency \( \omega_0 \), where \( 2\pi/\omega_0 \) is the acoustic period of the acoustic mode of interest, which is the fast time scale of the problem. For this reason, we call \( \zeta_a \) a fast oscillating variable. Refer to [71] for a discussion of a similar, complex-valued oscillator equation.

Averaged equations

In this section we map the oscillator equation (17) in terms of the quaternion-valued variable \( \zeta_a \) to a new equation in terms of a novel ansatz. We then apply the method of stochastic averaging and interpret the resulting equation.

We introduce this ansatz for \( \zeta_a' \):

\[
\zeta_a'(t) = A(t)e^{in\theta_h(t)}e^{-k\chi(t)}e^{j(\omega t + \varphi(t))}
\]

The variables \( \{A, n\theta_h, 2\chi\} \) are the same variables discussed in 13 and can be interpreted as spherical coordinates on the sphere of Fig. 1.a. From here onwards, for ease of notation we drop the explicit dependence of the four variables \( \{A, n\theta_h, \chi, \varphi\} \) on the time \( t \). We notice that (18) and (11a) are fully equivalent to the ansatz (1) introduced in [1]. In fact if we substitute (18) into (11a) divided by two we recover the ansatz (1). Equation (18) allows the discussion of the physical interpretation of the three imaginary units. As discussed after (11), also in (18) the imaginary unit \( i \) encodes spatial (azimuthal) information. The imaginary unit \( j \) appearing in \( e^{j(\omega t + \varphi(t))} \) encodes a temporal phase. The imaginary unit \( k \) appears only in relation to the nature angle \( \chi \) and we can say that it encodes nature information, as \( \chi \) is the nature angle. The imaginary units \( i \) and \( k \) can also be interpreted in relation to the Poincaré sphere representation of Fig. 1 where they encode longitude and latitude information respectively. The ansatz (18) offers the following advantages in comparison with a standard projection on standing and spinning modes [4]: 1) invariance of the representation with respect to a change of the frame of reference; 2) well-posedness of the phase space: the trajectory of the system on the Poincaré sphere of Fig. 1.b is always a continuous path; 3) direct physical interpretation of the state space variables appearing in the ansatz, without any need to resort to additional quantities to characterize the system in a physically meaningful way [6].

The next step is to substitute (18) into (17) and to apply the method of stochastic averaging. The application of the method is detailed in Appendix B and only an overview of the assumptions and a discussion is presented in the main text here. The method simplifies a set of differential equations that depend directly on the time \( t \) and exhibit a fast oscillation in time that is modulated at a slower timescale.
In the case at hand, the fast oscillation consists of the term $e^{j\omega t}$ in (18), which oscillates at the fast timescale of the thermoacoustic period of oscillation $2\pi/\omega$. The slow modulation consists of the variations in time of the four variables $\{A, n\theta_0, \chi, \varphi\}$, which are called slow variables because they change with a larger timescale than the period. One then averages in time the original equations over the period $2\pi/\omega$. The resulting simplified equations do not depend directly on the time $t$ (while in the original equations the dependence on $t$ is direct because of the term $e^{j\omega t}$ in (18)) and describe the time derivatives of the slow variables. The accuracy of the averaged equations depends on how weakly nonlinear is the system. This means that in the governing equations the energy sources (usually the flames), the energy sinks (usually the acoustic damping), and the stochastic term should not be too large on the right-hand side of (17). This is often the case in thermoacoustic applications, as reviewed by [48] in terms of linear growth rates of the whole systems, with flame switched on and off. Under this assumption, averaging the complex-valued, second order equation and the stochastic term should not be too large on the right-hand side of (17). This is often the case in thermoacoustic applications, as reviewed by [48] in terms of linear growth rates of the whole systems, with flame switched on and off. Under this assumption, averaging the complex-valued, second order equation (17) leads to the following quaternion-valued equation for the slow variables:

\[
\begin{align*}
&\left(\ln A\right)' + (n\theta_0 + \varphi' \sin(2\chi))i + \varphi' \cos(2\chi)j - \chi'k = \\
&\quad + \frac{1}{2} \frac{1}{2\pi} \int_0^{2\pi} \left( e^{2i(n\theta - \theta_0)} e^{kx} + e^{-kx} \right) Q_\theta(A_p(\theta)) d\theta e^{kx} \\
&\quad + \left( -\frac{\omega}{2} + \frac{\omega_0^2}{2\omega} \right) e^{-kx} j e^{kx} + \frac{\sigma^2}{4A^2} (1 + \tan(2\chi)k) + \frac{\sigma}{\sqrt{2}A} \mu_z \tag{19}
\end{align*}
\]

Equation (19) is discussed in the rest of this section, from left to right, for an arbitrary function $Q_\theta$. It is later simplified for an academic test case in (21).

### 2.5.1. Left hand side

The left hand side of (19) characterizes the rate of change of the variables $\{A, n\theta_0, \chi, \varphi\}$, which all depend on the time $t$ only. The real part of this rate of change is $(\ln A)' = A'(t)/A(t)$, which describes how the amplitude changes with time. The $k$-imaginary part of the left-hand side of (19) describes the rate of change of the nature angle $\chi$. The $i$-imaginary and $j$-imaginary parts of the left hand side of (19) are not pure time derivative of quantities, because of the $\sin(2\chi)$ and $\cos(2\chi)$ terms. These two terms can, however, be interpreted parametrically in the nature angle $\chi$. For a fixed angle $\chi$, they describe together both the change of the location $n\theta_0$ of the pressure antinode of the standing component of the pressure field and the temporal phase $\varphi$. The variable $\chi$ directly affects to what extent the two derivatives $n\theta_0$ and $\varphi'$ are related, because of the $\sin(2\chi)$ and $\cos(2\chi)$ terms.

If $\chi = 0$, the $i$- and $j$- parts of the left hand side of (19) describe the change of $n\theta_0$ and $\varphi$ respectively. In this case, by substituting $\chi = 0$ into (1) we obtain:

\[
p(\theta, t) = A \cos(n(\theta - \theta_0)) \cos(\omega t + \varphi) \tag{20}
\]

which corresponds to a standing mode. In the solution (20) of the standing mode, $n\theta_0$ is the spatial phase and $\varphi$ is a temporal phase.

If instead $\chi = \pm \pi/4$, substituting it into (1) we obtain

\[
p(\theta, t) = A \sqrt{2} \cos [\omega t \mp (n\theta - (n\theta_0 \pm \varphi))] \tag{21}
\]

In (21) we observe that for a purely spinning state, the spatial phase $n\theta_0$ and the temporal phase $\varphi$ appear together in the same trigonometric function, with total spatio-temporal phase $n\theta_0 + \varphi$. The time derivative of this total phase is described by the $i$-imaginary part of the left hand side of (19) for this spinning case.

In the general case in which the system is not in a pure spinning or standing state, the rates of change $n\theta_0'$ and $\varphi'$ are linked by the nature angle $\chi$.

### 2.5.2. Fluctuating heat release rate and acoustic losses term

The first term on the right hand side of (19) describes the flame response:

\[
\frac{1}{2} \frac{1}{2\pi} \int_0^{2\pi} \left( e^{2i(n\theta - \theta_0)} e^{kx} + e^{-kx} \right) Q_\theta(A_p(\theta)) d\theta e^{kx} \tag{22}
\]
where the describing function $Q_\theta$ was introduced in (9), and depends nonlinearly on the local amplitude $A_p$ of the acoustic pressure at the flame location $\theta$:

$$A_p(\theta) := A \sqrt{\cos^2(n\theta - n\theta_0) \cos^2(\chi) + \sin^2(n\theta - n\theta_0) \sin^2(\chi)}$$  \hspace{1cm} (23)

The amplitude $A_p$ was introduced (as function of different variables) in [2] called $R$ in their eq. (3.6) and exemplified for standing and spinning states in Fig. 2 therein. If the flame model [7] were used, the describing function $Q_\theta$ would depend more generally on all three variables $A, n\theta_0, \chi$. This would allow one for example to model the dependence of the heat release rate on the nature angle $\chi$, as suggested by [72], who concluded that different flame responses may need to be defined in order to characterize CW and ACW spinning modes. The describing function response is integrated over the annulus in the azimuthal variable $\theta$, to account for the contribution of all the flames.

2.5.3. Frequency shift term

The second term on the right hand side of (19) is $\left(-\frac{k^2}{2} + \frac{k^2}{2}\right) e^{-k\chi} j e^{k\chi}$. This term has only $i$- and $j$-imaginary non-zero parts. This means that in the equations, together with the part of the heat release rate not in phase with the pressure, affect the rates of change of $\varphi$ and $n\theta_0$, which appear in the $i$- and $j$-imaginary parts. To determine the mean frequency of thermoacoustic oscillation $\omega$, one looks for a value $\omega$ such that the mean value of $\varphi'$ is zero, simply because a steady drift trend like $\varphi = \Delta \omega t$ is by definition an increase $\Delta \omega$ of frequency. One then sets to zero the derivative $\varphi'$ and looks for a value of $\omega$ solution of the governing equations, averaged over an observation time longer than the acoustic period. When making predictions, usually the acoustic frequency $\omega_0$ is known and one estimates the thermoacoustic frequency $\omega$ as just described. When processing experimental time series, $\omega$ can be calculated as the mean slope of the reconstructed phase, while $\omega_0$ is not known.

2.5.4. Deterministic term due to the noise

The third term on the right hand side of (19) is $\frac{\sigma^2}{4A^2} (1 + \tan(2\chi)) k$. It is easier to discuss the term in its two parts, real and $k$-imaginary.

The real part is a force acting on the variable $\ln(A')$ on the left-hand side. This term is always positive and then pushes the system to higher amplitudes, and is largest close to the origin $A = 0$, where it tends to $\infty$. It is the same term appearing for axial instabilities.

The $k$-imaginary part $\sigma^2 \tan(2\chi)/4A^2$ becomes singular not just at $A = 0$, but also at $\chi \equiv \pm\pi/4$, and is one key result of the paper, discussed later in §2.6. This is exemplified in the example of [3].

2.5.5. Stochastic term due to the noise

The last term on the right hand side of (19) is $\frac{\sigma}{\sqrt{2A}} \mu_z = \frac{\sigma}{\sqrt{2A}} (\mu_0 + i\mu_1 + j\mu_2 + k\mu_3)$, where $\mu_z(t)$ is a quaternion-valued random stochastic process, and $\mu_v(t)$ for $v = 0, 1, 2, 3$ are independent, real-valued white Gaussian processes with unit variance. Their cross-correlation function is $R_{vw}(\tau) = \delta(\tau) \delta_{vw}$ $\forall v, w \in \{0, 1, 2, 3\}$ where $\tau$ is the correlation time, $\delta(\tau)$ is the Dirac distribution and $\delta_{vw}$ is the Kronecker delta. The whole term scales linearly with the background noise intensity $\sigma$.

2.6. Effect of the background noise $\sigma$ on the nature angle

The dynamics of the nature angle $\chi$ are described by the $k$-imaginary part of the system (19):

$$\chi' = \left[ \frac{1}{4\pi} \int_0^{2\pi} \left(e^{i2n(\theta-\theta_0)} e^{k\chi} + e^{-k\chi} \right) Q_\theta(A_p(\theta)) d\theta e^{k\chi} \right] - \frac{\sigma^2 \tan(2\chi)}{4A^2} + \frac{\sigma \mu_3}{\sqrt{2A}}$$  \hspace{1cm} (24)

where the subscript on the square bracket denotes the $k$-imaginary part.

In the deterministic case, $\sigma$ is zero, and only the first term on the right hand side of (24) is left. This term then determines alone the fixed points of $\chi$, i.e. whether standing ($\chi = 0$) and spinning ($\chi = \pm\pi/4$) states are fixed points of (24) and if they are stable or not. It describes the effect of explicit symmetry
breaking, where $Q$ directly depends on $\theta$, and spontaneous symmetry breaking, which occurs due to the term $e^{i2n(\theta-\theta_0)}$ and was discussed in detail by [2] leading to the $N_{2n}$ criterion for the stability of standing solutions.

In the stochastic case, i.e. when the level $\sigma$ of background noise is not negligible, the last two terms in (24) are not zero. They are functions of the ratio $\sigma/A$ and discussed next separately. The second to last term $-\sigma^2 \tan(2\chi)/4A^2$ tends to $\mp\infty$ for $\chi \to \pm \pi/4$, and then spinning states $\chi = \pm \pi/4$ cannot be fixed points of the system in the stochastic case. This term pushes the system state towards positive values when $\chi$ is negative, and towards negative values when $\chi$ is positive. This effect is proportional to the square of the noise intensity $\sigma$. In other words, the noise pushes the state variable $\chi$ away from the boundaries $\pm \pi/4$ of the domain for $\chi$, which are spinning states, towards standing states at $\chi = 0$, as in Fig. 1.c.

The last term on the right hand side of (24) is large at small amplitudes, at which the nature angle of the system can change very quickly. This is expected, since when the pressure field is really small even a small perturbation can completely change the solution, and hence the nature angle $\chi$. However, as the system state approaches the spinning states at $\chi = \pm \pi/4$, the second-to-last term dominates because it scales like $A^{-2}$. This term guarantees that the variable $\chi$ stays in the bounded domain $(-\pi/4, \pi/4)$.

2.7. Applicability to hydrodynamic instabilities behind a turbulent axisymmetric wake

In this section, we draw a link with hydrodynamic azimuthal instabilities, in particular with the problem of a wake behind an axisymmetric round object. This problem exhibits oscillating azimuthal hydrodynamic instabilities of order $m = \pm 1$ above a critical Reynolds number at which a Hopf bifurcation occurs [73, 74]. These global modes are large-scale vortex-shedding motions, which persist also at high Reynolds numbers [75], where turbulence acts as a noise source in the governing equations [76]. The transferability of the results presented in this paper to the case of these hydrodynamic instabilities should follow from normal form theory [77], though the actual equations would need to be re-derived for the hydrodynamic case. The scaling of the equivalent noise intensity $\sigma$ as a function of the Reynolds number is deemed of interest, ultimately allowing to discuss the preference of hydrodynamic instabilities for standing and spinning states as a function of Reynolds.

3. A numerical example

In this section we consider an example to which the averaged equations (19) apply. The example is of relevance in applications, and allows us both to verify numerically the predictions of the previous section, and to present a simple case for which the equations simplify.

We consider an annular combustor that is rotationally symmetric and a distributed heat release rate model, for increasing values of the noise intensity $\sigma$. We choose this expression for $\tilde{q}$ in (25):

$$\tilde{q}[p(t)] = 2\nu p(t) - \kappa p^3(t)$$

(25)

In this case, the coefficient $\nu$ is the linear growth rate of the system and can be written as the difference of $\nu = \nu_{\text{HRR}} - \alpha/2$ where $\nu_{\text{HRR}}$ accounts for the positive contribution of the heat release rate as energy source. Equation (25) is the simplest heat release rate model possible and can be interpreted as the truncation to the third order of a power expansion of any heat release model that has a structure like $q = Q[p]$, see e.g. [78, 79, 64] where a similar polynomial expansion has been applied to thermoacoustic problems. The model (25) also accounts only for the part of the heat release rate that is in phase with the pressure $p$, which contributes to the Rayleigh criterion. We also restrict to the more common case of a supercritical instability, i.e. assume that $\kappa > 0$, neglecting to consider the subcritical case.

The describing function $Q$ of the time domain operator (25) is calculated by means of (6):

$$Q(A) = 2\nu - \frac{3}{4}\kappa A^2$$

(26)
where we dropped the subscript $\theta$ from $Q$ since we assume rotational symmetry. Substituting (23) into (26), and in turn (26) into (22), after some manipulations we obtain:

$$
\frac{1}{2} \sum_{n=1}^{\infty} \left( e^{i2n(\theta-\theta_0)} e^{k_x} + e^{-k_x} \right) Q(A_p(\theta)) d\theta e^{k_x} = \nu - \frac{3}{16} A^2 - \frac{3}{32} A^2 \cos(2\chi) e^{2k_x}
$$

(27)

We substitute (27) into (19). The real and $k$-imaginary parts of the resulting equation are:

$$(\ln A)' - \chi' = \nu - \frac{3k}{16} A^2 - \frac{3k}{32} A^3 \cos(2\chi) e^{2k_x} + \frac{\sigma^2}{4A^2} (1 + \tan(2\chi)k) + \frac{\sigma}{\sqrt{2A}} (\mu_0 + k\mu_4)
$$

(28)

In this case, these two parts are decoupled from the equations of the $i$- and $j$-imaginary parts of (19). One can solve at each time instant $t$ the equations (28) in the two variables $A$ and $\chi$, and then in a second step make use of the $i$- and $j$-imaginary parts of (19) to solve for $n\theta_0$ and $\varphi$. Because the system is symmetric and ergodic, as long as the noise intensity $\sigma \neq 0$, the steady probability density function (PDF) of $n\theta_0$ is uniform. We leave to future investigations the study of the PDF of $\varphi$, and focus on (28) next. We multiply both sides of (28) by $A$ and obtain

$$A' - A\chi' = \nu A - \frac{3k}{16} A^3 - \frac{3k}{32} A^3 \cos(2\chi) e^{2k_x} + \frac{\sigma^2}{4A^2} (1 + \tan(2\chi)k) + \frac{\sigma}{\sqrt{2A}} (\mu_0 + k\mu_4)
$$

(29)

We finally split (29) into real and $k$-imaginary parts:

$$A' = \nu A - \frac{3k}{16} A^3 - \frac{3k}{32} A^3 \cos(2\chi) e^{2k_x} + \frac{\sigma^2}{4A^2} (1 + \tan(2\chi)k) + \frac{\sigma}{\sqrt{2A}} \mu_0
$$

(30a)

$$\chi' = \frac{3k}{64} A^2 \sin(4\chi) - \frac{\sigma^2}{4A^2} \tan(2\chi) + \frac{\sigma}{\sqrt{2A}} \mu_4
$$

(30b)

where we further manipulated the second equation. In both equations, the second to last term on the right hand side arises because the system is stochastic with a non-zero noise intensity $\sigma$, as described in §2.6.4. These terms guarantee that the variables $(A, \chi)$ stay in the bounded domain $R^+ \times (-\pi/4, \pi/4)$ regardless of the noise sources $\mu_0$ and $\mu_4$.

The equations (30) describe the evolution of the state variables $(A, \chi)$ as function of time. We study next what happens to the system at different levels $\sigma$ of background noise. For this purpose, we fix the value of the growth rate $\nu/\omega_0$ to 0.04.

We discuss next the two-dimensional vector field $(v_A, v_\chi)$, i.e. the right hand sides of (30) except the last random term proportional to $\sigma/\sqrt{2}$, as the background noise intensity is varied. To this aim, in the first frame of Fig. 2 we consider the case with $\sigma = 0$ and draw with black arrows the streamlines of the state of the system, i.e. the trajectories $(A(t), \chi(t))$ as function of time starting from a set of points collocated on an equispaced grid. In this deterministic case, after an initial transient, the state of the system converges to either of the stable spinning solutions marked with red fixed points at amplitude $A = A_0$.

We then increase the level of background noise $\sigma$ from zero, in four steps, in terms of the nondimensional noise intensity $\sigma/(A_0\sqrt{2})$. The value of the nondimensional noise intensity is presented in the title of each frame of Fig. 2. Because the system is stochastic, the system state $(A(t), \chi(t))$ does not converge to the red stable fixed point. However, the probability density function (PDF) $P(A,\chi)$ of the system state converges to a steady solution, which is presented in colour from white (zero value) to dark blue (maximum value in each frame). The PDF of each frame is obtained from running a single stochastic simulation of the original equations (17) for approximately 100’000 limit cycles, exploiting ergodicity and stationarity of the system.

---

3the slight asymmetries with respect to the axis $\chi = 0$ of mirror symmetry are due to the slow convergence of the PDF.
Figure 2: Vector field (arrows) and probability density function (PDF, color) of the system state for increasing values of the nondimensional background noise $\sigma_{nd} = \sigma/(A_{fp}\sqrt{\omega_0})$ from left to right, as specified in the title of each frame. The black arrows describe the deterministic vector field on the right hand side of (30a). The stable fixed points of the vector field are reported with a red dot, and move from a perfect spinning solution ($2\chi = \pm \pi/2$) towards a mixed mode for intermediate levels of noise, and towards a standing solution ($2\chi = 0$) at high noise amplitudes. In the first frame on the left, the noise intensity is zero and the deterministic dissipative system converges to the red point after an initial transient. In all subsequent frames the system is stochastic and the state keeps changing with time. In these cases we overlay on the vector field the PDF of the system state from numerical simulations, presented with the colour. The peak of the PDF is close to the stable fixed point. The vector field and the PDF are mirror symmetric around the line $\chi = 0$, despite the streamlines not being exactly symmetric. The amplitude $A_{fp}$ is the amplitude of the stable red fixed point.
The peaks of $P(A, \chi)$, occurring where the blue is darkest, are very close to the red fixed points. As noise is increased from left to right, the position of the peaks of $P(A, \chi)$ and of the red fixed points move from spinning states towards standing states. We also observe from left to right how the large values of the noise intensity make $P(A, \chi)$ broader, as expected for a system subject to additive noise. This broadening of the PDF is larger in the vertical direction of the nature angle $\chi$ than on the horizontal direction of the amplitude $A$.

4. Comparison to experiments

In this section, we compare the prediction of the last section with experimental results of nominally rotationally symmetric combustors for which a discussion of the standing and spinning nature of the system is available. Notice however that the equations presented describe also how the system may converge to mixed spinning/standing states because of a loss of rotational symmetry, i.e. explicit symmetry breaking. This may occur for example because of the introduction of baffles [80] or dampers [81, 82, 83, 84, 7, 85, 86, 23, 87, 88].

There are currently no experiments that only change the level of background noise $\sigma$ and keep all other relevant parameters the same (one can in the future force an annular system with increasing white noise intensity employing loudspeakers). We can, however, discuss if experiments of annular combustors are noisy or not and if they manifest a preference for standing or spinning states.

To start with, we review the case of combustors exhibiting a low level of background noise. To the knowledge of the authors, this regards only the MICCA combustor equipped with matrix burners [89]. This experiment exhibits a low level of background noise, based on the fact that the system can converge to spinning or standing states and lingers in the vicinity of these solutions with very tiny variations. We neglect the observed states of the slanted mode [90], which can be explained as a higher-order degeneracy [91, 92, 93], which goes beyond the scope of this paper. Also, other dynamical states, e.g. chaotic solutions, are not discussed. In this case, one can assume that the effect of the background noise is negligible and treat the problem in a deterministic setting, i.e. by setting $\sigma$ to zero in the equations here discussed. One proves that, neglecting the effect of the azimuthal velocity on the flame response, both standing and spinning solutions can be attractors [2], depending on the flame saturation.

Theoretical conditions for stable limit-cycle solutions in a deterministic framework have been proposed by [2], ignoring the effect of transverse forcing on the flames. They have been validated on experimental results of the MICCA combustor in this configuration for spinning modes in the same reference [2], and for standing modes by Laera et al. [32]. Spinning solutions are predicted to always exist and be stable limit cycles, while standing limit-cycles do not always exist, and when they exist they are stable only if the $N_{2n}$ criterion is respected [2]. This allows for hysteresis and bistability, as observed in experiments [83, 94]. The key element for the stability of these modes is the term discussed in §2.5.2, from which the $N_{2n}$ criterion arises. In (22), it is the describing function $Q$, and in particular the structure of its projection on the second harmonic $e^{i2(\theta-\theta_0)}$ of the spatial azimuthal structure of the mode, which governs whether standing modes are stable or not.

We turn our attention to the case of combustors where the background noise $\sigma$ is not negligible. In the annular rig of Worth and Dawson [30, Fig. 8], [95, Fig. 2], [96, Fig. 5], [72, Fig. 2], modes are never purely spinning, but always between spinning and standing states, or dominantly standing, depending on the specific configuration and operating condition considered. We argue that the level of the background noise of this combustor is not negligible because the system keeps switching between states in a stochastic manner. In the MICCA combustor equipped with swirl-stabilized flames [31, Fig. 14], the system state is dominantly standing, with a slight preference for mixed states between standing and spinning counter-clockwise. Also here the level of background noise is not negligible, because the PDF of the spin ratio $s$ in their Fig. 14 is heavy-tailed. The spin ratio can be defined as a monotonic function of $\chi$ as $s = \arctan \chi$, and was modified by [31] on the definition of [97] to characterize the nature of azimuthal instabilities. It serves the same purpose of the nature angle $\chi$.

The MICCA combustor equipped with liquid spray flames shows strongly standing states [98, Fig. 8]. This experiment should be however considered with caution, due to the occurrence of a blow-off phenomenon that occurs at a much slower timescale and that governs the system dynamics. The industrial annular
combustor discussed by Ghirardo and Bothien [1, Fig. 6], and here reported in Fig. 1c, shows a system state that is never fully spinning. This combustor exhibits a non-negligible level of background noise, as depicted by the trajectories of the system state on the Poincaré sphere in Fig. 1b.

All this evidence shows that nominally symmetric annular combustors exhibiting non-negligible levels of background noise are never exactly on a spinning state. This is consistent with the theory presented in §2.6, which shows that the noise pushes the system away from spinning solutions and towards standing solutions.

Since the first submission of this manuscript, other works have been published on the subject. [99] has derived a similar set of equations to [33] and presented here in (19), albeit under the more restrictive assumption of a cubic flame response and no acoustic coupling with the plenum. They consider how several variations of the system parameter affect the system dynamics of their simplified model, considering also a mean azimuthal flow. In the numerical example of §2 we observe that as the nondimensional noise intensity $\sigma_{nd}$ grows, the two red spinning attractors get closer, and the probability of the system state being between the two grows, as recently argued numerically by [100, Fig. 7], by further simplifying equations (30) and using a different definition of nondimensional noise intensity. Other works have focused on the identification of the equations proposed in this paper [61] and on the modelling of the flame response and its effects on the dynamics [62]. A recent work [101] considers an azimuthal instability of order $n = 1$ that is dominantly spinning in one direction. The authors present also for the first time how the first spatial harmonic ($n = 2$) of the same instability travels systematically in the opposite direction, fact that shall be considered to further validate this theory.

5. Conclusions

We make use of a novel ansatz in the governing equations of acoustic azimuthal instabilities. We apply the method of averaging and obtain a differential equation governing the amplitude $A$, the orientation angle $n\theta_0$, the nature angle $\chi$ and the temporal phase $\phi$ of the azimuthal instability. These quantities offer a straightforward physical interpretation, and the resulting equation can be used to study the effect of explicit and spontaneous symmetry breaking in the linear and nonlinear regime, with and without noise. The equations capture for example the effect of a loss of rotational symmetry and the effect of arbitrary nonlinear, time-invariant flame models that depend on acoustic pressure and azimuthal acoustic velocity too. We draw links to the case of hydrodynamic instabilities behind a turbulent rotationally symmetric wake, showing that the same equations apply also in that case.

We then focus on the effect of the background noise and show that it pushes the system away from spinning solutions, towards standing solutions. We present a numerical example where we consider increasing values of the intensity $\sigma$ of the background noise. As $\sigma$ increases, the system nature angle, describing whether the state is standing or spinning, steps away from spinning states towards standing states, consistently with the prediction. We show how this prediction is consistent also with existing experimental results. In particular, only experiments subject to a negligible level of noise exhibit purely spinning solutions. Conversely, experiments that are noisy never experience purely spinning solutions, but either states between spinning and standing solutions or mostly standing solutions.

The presented equations apply both to rotationally symmetric and slightly non-symmetric configurations in absence of mean azimuthal flow. Future works can investigate the effect of both explicit and spontaneous symmetry breaking on the solution, in the deterministic or stochastic case. The inclusion in the model of a noise source that depends on the azimuthal coordinate may also be of use in applications.

Appendix A. Derivation of the equivalent 1D equations

This appendix discusses how to embed, in a one-dimensional equivalent differential equation in the azimuthal direction $\theta$ and time $t$, the effects of the axial dimension of the problem. One can then tackle the equivalent problem, as discussed in the main text of this paper, which has the advantage of having just one spatial dimension.
Apart for some manipulations that are specific to the mapping from a two-dimensional to a one-dimensional periodic problem, the key techniques employed in this appendix are separation of variables and a standard Galerkin series expansion of the solution. We define the problem in Appendix A.1, discuss the ansatz in Appendix A.2, introduce the Galerkin basis in Appendix A.3, project the governing equations on it in Appendix A.4, truncate the series expansion of the solution to the leading term in Appendix A.5, introduce some terms in Appendix A.6 and derive the final equations in Appendix A.7.

Appendix A.1. Problem definition

In this section we start from the governing equations (2), here reported for convenience, which apply in the combustor domain $\Omega = [0, 2\pi) \times [0, L]$ with spatial variable $x = (x, \theta)$:

\begin{align}
\frac{1}{\gamma p_0} \frac{\partial p_1}{\partial t} + \nabla \cdot u_1 - \frac{\gamma - 1}{\gamma p_0} q_1 - \frac{\sigma}{\gamma p_0} q_3 &= 0 \\
p_0(x) \frac{\partial u_1}{\partial t} + \nabla p_1 &= 0
\end{align}

(A.1a, A.1b)

where $\gamma p_0$ was divided by $\rho_0 c^2$ and $\rho_0 c^2 = \gamma p_0$ was substituted, with $p_0$ the steady mean pressure that is homogeneous in the domain. The solution variables are the acoustic field variables $p_1$ and the two-dimensional velocity field $u_1$, both depending on the axial coordinate $x$, on the azimuthal coordinate $\theta$ and on the time $t$. We consider the usual case where the density $\rho_0$ and speed of sound $c$ depend on the axial variable $x$ only. The acoustic boundary conditions, which apply on $\partial \Omega$, are:

$$u_1 \cdot n = \tilde{Y} \frac{p_1}{\rho_0 c}$$

(A.2)

where $\tilde{Y}$ is the nondimensional acoustic admittance, assumed real-valued, and $n$ is the versor normal to the boundary and pointing outwards from the inside of the domain $\Omega$ to the outside, parallel to the versor $\vec{r}$ of the axial component. The boundary $\partial \Omega$ consists of the two circles $\theta \in [0, 2\pi)$ at $x = 0$ and at $x = L$.

Appendix A.2. Proposed ansatz

The ansatz (3) is then substituted into the equations (2) to obtain the one-dimensional equations (4). We first substitute (3) into (A.1b):

\begin{align}
\frac{\partial u_1(x, \theta, t)}{\partial t} &= - \frac{1}{\rho_0(x)} \nabla p_1 \\
\frac{u_1(x, \theta, t)}{2 \rho_0(x)} &= - \frac{1}{\rho_0(x)} \nabla \left[ \psi(x) \int_0^t p(\theta, t) dt \right] \\
&= - \frac{1}{\rho_0(x)} \frac{\partial \psi(x)}{\partial x} \int_0^t p(\theta, t) dt \vec{r} - \frac{\psi(x)}{\rho_0(x)} \int_0^t \frac{2}{D} \frac{\partial p(\theta, t)}{\partial \theta} d\theta \vec{\theta}
\end{align}

(A.3)

where we approximate the derivative in the azimuthal direction $1/r(\partial/\partial \theta)$ as constant in the radial direction, by approximating $1/r \approx 2/D$ where $D$ is the mean diameter of the annulus. We choose the following ansatz for the acoustic velocity field:

\begin{align}
u_1(x, \theta, t) &= \frac{D \rho_0(x) \psi(x)}{2 \rho_0(x)} \int_0^\theta u(\theta, t) d\theta \\
&= \frac{D \rho_0(x) \psi(x)}{2 \rho_0(x)} \int_0^\theta u(\theta, t) d\theta \vec{r} + \frac{\rho_0(x) \psi(x)}{\rho_0(x)} u(\theta, t) \vec{\theta}
\end{align}

(A.4)
where $\theta$ denotes the versor of the azimuthal component. The structure (A.4a) is chosen so that the azimuthal acoustic velocity just downstream of the burners is $u(\theta,t)$. In fact, by evaluating (A.4b) just downstream of the burners at $x = x_b$ where $\psi(x_b) = 1$, we obtain

$$ u_1(x = x_b, \theta, t) = \frac{D}{2} \frac{\partial \psi(x_b)}{\partial x} \int_0^\theta u(\theta,t) d\theta \sin \theta + u(\theta,t) \theta $$

By comparing either the axial or azimuthal components of (A.4b) with the respective components of (A.3), we obtain

$$ \rho_0(x_b) \frac{D}{2} \frac{\partial u(\theta,t)}{\partial t} + \frac{\partial p(\theta,t)}{\partial \theta} = 0 $$

where in (A.7) we derived both sides by the time $t$ and by the azimuthal coordinate $\theta$. Equation (A.7) can be rewritten in terms of the rescaled acoustic velocity defined in (5a):

$$ \frac{\partial \tilde{u}(\theta,t)}{\partial t} + \frac{1}{n} \frac{\partial p(\theta,t)}{\partial \theta} = 0 $$

Before proceeding further, we substitute into (A.2) the expression of $p_1$ from (3) and $u_1 \cdot n$ as the axial component of $u_1$ from (A.3):

$$ \frac{1}{\rho_0(x)} \frac{\partial \psi(x)}{\partial x} \int_0^t p(\theta,t) dt = - \frac{Y}{\rho c} \psi(x) p(\theta,t) \quad \text{in } \partial \Omega $$

where the final expression has been multiplied by $-1$, and we introduced for convenience the scalar

$$ Y(x) = \begin{cases} +\bar{Y} & \text{if } x = 0 \\ -\bar{Y} & \text{if } x = L \end{cases} $$

(A.10)

to account for the change of sign of $u_1 \cdot n$ in (A.2) at the two extremes of the domain. The boundary conditions (A.9) characterize the one-dimensional acoustic field and will be needed later. The divergence of the velocity field $u_1$ from (A.4b) evaluates to:

$$ \nabla \cdot u_1 = \left[ \frac{\partial}{\partial x} \bar{\theta} + \frac{2}{D} \frac{\partial}{\partial \theta} \bar{\theta} \right] \cdot \left[ \frac{D \rho_0(x_b)}{2 \rho_0(x)} \frac{\partial \psi(x)}{\partial x} \int_0^\theta u(\theta,t) d\theta \sin \theta \right] + \frac{\rho_0(x_b) \psi(x)}{\rho_0(x)} u(\theta,t) \bar{\theta} $$

$$(A.11)$$

where also (A.6) was substituted in the last step. One then substitutes (3) and (A.11) into (A.1a):

$$ \frac{\partial p(\theta,t)}{\partial t} \psi(x) - \gamma p_0 \frac{\partial}{\partial x} \left( \frac{1}{\rho_0(x)} \frac{\partial \psi(x)}{\partial x} \right) \int_0^t p(\theta,t) dt + \frac{2 \rho_0(x_b)}{D} c^2(x) \psi(x) \frac{\partial u(\theta,t)}{\partial \theta} = (\gamma - 1) q_1 + \sigma q_x $$

(A.12)

where both sides have been multiplied by $\rho_0(x) c^2(x) = \gamma p_0$.

**Appendix A.3. Galerkin basis**

The mode shape $\psi(x)$ respects the boundary condition (A.9) but has not been characterized yet. In this section we study the general exact solution of the problem as a series expansion on a Galerkin basis \[36, 37\]. See also \[102\] for recent developments in the search for an optimal basis for the series expansion. The ansatz (A.9) will be just the first term of this series expansion, and we will truncate the series after the first term \[23\]. This is sometimes referred to as a one-mode Galerkin expansion.
This means that the mode shape $\psi$ is the leading Galerkin mode in the expansion. We choose as Galerkin basis the set of eigenfunctions of the respective pure acoustic problem, obtained from the thermoacoustic problem (A.1) by setting to zero the acoustic sources and sinks:

$$\begin{align*}
\frac{1}{\gamma p_0} \frac{\partial p_1}{\partial t} + \nabla \cdot \mathbf{u}_1 &= 0 \\
p_0(x) \frac{\partial \mathbf{u}_1}{\partial t} + \nabla p_1 &= 0
\end{align*}$$

and applying homogeneous boundary conditions:

$$\mathbf{u}_1 \cdot \mathbf{n} = 0 \quad \text{in } \partial \Omega$$

by taking the divergence of (A.13b), and subtracting it to the time derivative of (A.13a), one obtains the wave equation:

$$\frac{1}{\gamma p_0} \frac{\partial^2 p_1}{\partial t^2} - \nabla \cdot \left( \frac{1}{\rho_0} \frac{\partial \psi(x)}{\partial x} \right) = 0 \quad (A.14)$$

One looks for a solution by means of the technique of separation of variables with structure $p_1 = e^{-i\omega \theta} \psi(x) e^{i\omega t}$. By substituting this into (A.14) one obtains:

$$\frac{-\omega^2}{\gamma p_0} \psi(x) e^{-i\omega \theta} e^{i\omega t} - \left[ \frac{\partial}{\partial x} \frac{\partial}{\partial x} + 2 \frac{\partial}{\partial \theta} \frac{\partial}{\partial \theta} \right] \left[ \left( \frac{1}{\rho_0} \frac{\partial \psi(x)}{\partial x} \right) e^{-i\omega \theta} e^{i\omega t} \right] = 0 \quad (A.15)$$

One then further simplifies (A.15) and multiplies it by $-\gamma p_0 e^{-i\omega \theta} e^{-i\omega t}$ to obtain:

$$\omega^2 \psi(x) + \gamma p_0 \frac{\partial}{\partial x} \left( \frac{1}{\rho_0} \frac{\partial \psi(x)}{\partial x} \right) - c^2 \frac{4n^2}{D^2} \psi(x) = 0$$

with boundary conditions

$$\frac{\partial \psi}{\partial x} = 0 \quad \text{in } \partial \Omega \quad (A.16a)$$

For the considered azimuthal order $n$, there exists a set of axial acoustic mode shapes $\{\psi_1(x), \psi_2(x), \ldots\}$ with respective eigenfrequencies $\{\omega_1, \omega_2, \ldots\}$ that are solutions of (A.16), which are called Galerkin modes. Of all these, we choose the mode shape $\psi$ that appears in the ansatz (3) as the one acoustic Galerkin mode that is closest to the thermoacoustic eigenmode of the original problem (A.1) at the amplitude representative of the nonlinear state of the system. These two modes are usually rather similar because the source and sink terms in the thermoacoustic problem are small, and the thermoacoustic mode is a perturbation of the acoustic mode. Under this circumstance, one considers the ansatz (3) as a Galerkin series expansion, truncated to the first leading term $\psi$, with a small truncation error. We point out however that there exist some cases, related to intrinsic thermoacoustic modes (ITA), where the acoustic mode and the nonlinear thermoacoustic mode may differ substantially, although this has not yet been quantitatively assessed [103, 104, 105, 106, 107].

We can rewrite (A.16) for the $n$-th eigenmode as:

$$\gamma p_0 \frac{\partial}{\partial x} \left( \frac{1}{\rho_0} \frac{\partial \psi_n(x)}{\partial x} \right) = -\omega_n^2 \psi_n(x) + c^2 \frac{4n^2}{D^2} \psi_n(x) \quad (A.17a)$$

$$\frac{\partial \psi_n}{\partial x} = 0 \quad \text{in } \partial \Omega \quad (A.17b)$$

This expression will be used later.
Appendix A.4. Projection of the governing equations on the Galerkin basis

One then projects the equations on the basis of modes \{ψ₁, ψ₂, ψ₃, …\} that are the eigenfunctions of the acoustic problem. This is reviewed for example in [23 §2.3 and §2.4]. By truncating the series to the first leading term [3], only the projection on ψ is maintained, and the others on ψ₁, ψ₂, … are discarded. This projection is calculated by multiplying (A.12) by the n-th mode shape ψₙ and integrating over the whole domain Ω:

\[
\frac{\partial p(\theta, t)}{\partial t} \int_{\Omega} \psi(x) \psi_n(x) dV - \gamma p_0 \int_{\Omega} \frac{\partial}{\partial x} \left( \frac{1}{\rho_0(x)} \frac{\partial \psi(x)}{\partial x} \right) \psi_n(x) dV \int_{t}^{R} p(\theta, t) dt + \ldots
\]

\[
\ldots - \frac{2p_0(x_s)}{D} \int_{\Omega} c^2(x) \psi(x) \psi_n(x) dV \frac{\partial u(\theta, t)}{\partial \theta} = (\gamma - 1) \int_{\Omega} q_1 \psi_n(x) dV + \int_{\Omega} \sigma q_s \psi_n(x) dV \tag{A.18}
\]

Integration by parts is applied twice to the second term \(R\) in (A.18):

\[
R = -\gamma p_0 \int_{\partial\Omega} \rho_0(x) \frac{\partial \psi(x)}{\partial x} \psi_n(x) dS \int_{t}^{R} p(\theta, t) dt + \gamma p_0 \int_{\Omega} \frac{\partial \psi(x)}{\partial x} \frac{1}{\rho_0(x)} \frac{\partial \psi_n(x)}{\partial x} dV \int_{t}^{R} p(\theta, t) dt
\]

\[
= -\gamma p_0 \int_{\partial\Omega} \rho_0(x) \frac{\partial \psi(x)}{\partial x} \psi_n(x) dS \int_{t}^{R} p(\theta, t) dt + \gamma p_0 \int_{\partial\Omega} \frac{1}{\rho_0(x)} \frac{\partial \psi_n(x)}{\partial x} dS \int_{t}^{R} p(\theta, t) dt \ldots
\]

\[
\ldots - \gamma p_0 \int_{\Omega} \psi(x) \frac{\partial}{\partial x} \left( \frac{1}{\rho_0(x)} \frac{\partial \psi_n(x)}{\partial x} \right) dV \int_{t}^{R} p(\theta, t) dt \tag{A.19}
\]

The first integral \(R_1\) in (A.19) evaluates to:

\[
R_1 = -\gamma p_0 \int_{\partial\Omega} \rho_0(x) \frac{\partial \psi(x)}{\partial x} \psi_n(x) dS \int_{t}^{R} p(\theta, t) dt = \int_{\partial\Omega} Y c(x) \psi(x) \psi_n(x) dS p(\theta, t) \tag{A.20}
\]

where the boundary condition (A.9) was substituted. The second integral \(R_2\) in (A.19) is zero because of the boundary conditions (A.17a). We substitute (A.17a) into the third integral \(R_3\) in (A.19):

\[
R_3 = \int_{\Omega} \left( \omega_n^2 \psi_n(x) - c^2 \frac{4n^2}{D^2} \psi_n(x) \right) \psi(x) dV \int_{t}^{R} p(\theta, t) dt \tag{A.21}
\]

Substituting (A.20) and (A.21) into (A.19) we obtain:

\[
R = Y \int_{\partial\Omega} c(x) \psi(x) \psi_n(x) dS p(\theta, t) + \left( \omega_n^2 \int_{\Omega} \psi_n(x) \psi(x) dV - \int_{\Omega} c^2(x) \frac{4n^2}{D^2} \psi_n(x) \psi(x) dV \right) \int_{t}^{R} p(\theta, t) dt \tag{A.22}
\]

We substitute (A.22) into (A.18):

\[
\frac{\partial p(\theta, t)}{\partial t} \int_{\Omega} \psi(x) \psi_n(x) dV + \int_{\partial\Omega} Y c(x) \psi(x) \psi_n(x) dS p(\theta, t) + \omega_n^2 \int_{\Omega} \psi_n(x) \psi(x) dV \int_{t}^{R} p(\theta, t) dt \ldots
\]

\[
\ldots - \frac{4n^2}{D^2} \int_{\Omega} c^2(x) \psi_n(x) \psi(x) dV \int_{t}^{R} p(\theta, t) dt + \frac{2p_0(x_s)}{D} \int_{\Omega} c^2(x) \psi(x) \psi_n(x) dV \frac{\partial u(\theta, t)}{\partial \theta} = \ldots
\]

\[
(\gamma - 1) \int_{\Omega} q_1 \psi_n(x) dV + \int_{\Omega} \sigma q_s \psi_n(x) dV \tag{A.23}
\]

Equation (A.23) is the projection of the governing equations on each of the eigenmodes \(\psi_n\) for a fixed \(n\).
Appendix A.5. Truncation of the solution to the leading term

One then chooses a solution for \( p_1 \) as a series expansions on the Galerkin basis with the following structure:

\[
p_1 = \sum_{s=1}^{\infty} p_s(\theta, t) \psi_s(x)
\]  
(A.24)

and re-derives the expression for the velocity field \( u_1 \) as in [Appendix A.2], and the expression for the projection of the governing equations on the Galerkin basis as in [Appendix A.4]. This leads to an equation for each of the terms in the series expansion (A.24). An example of this new set of equations is presented in [23, eq. (2.22)] for a similar case. In the case at hand, we truncate the series (A.24) to just the leading term, which we denote as

\[
p_1 \approx p(\theta, t) \psi(x)
\]  
(A.25)

as in the main text in (3), for which (A.23) holds. We also denote simply with \( \omega_0 \) its corresponding eigenfrequency. Of all the projections described by (A.23), we consider the one on the same mode \( \psi_n = \psi \), and introduce

\[
\Lambda := \int_{\Omega} \psi^2(x) dV
\]  
(A.26)

We then substitute \( \psi_n = \psi \) and \( \omega_n = \omega_0 \) into (A.23) and divide both sides by \( \Lambda \):

\[
\frac{\partial p(\theta, t)}{\partial t} + \frac{1}{\Lambda} \int_{\partial\Omega} Yc(x)\psi^2(x) dS p(\theta, t) + \omega_0^2 \int_{t_0}^t p(\theta, t) dt - \frac{1}{\Lambda} \int_{\Omega} c^2(x)\psi^2(x) dV \int_{t_0}^t p(\theta, t) dt + \ldots
\]

\[
= \frac{\gamma - 1}{\Lambda} \int_{\Omega} q_1 \psi(x) dV + \frac{\sigma}{\Lambda} \int_{\Omega} q_s \psi(x) dV
\]

(A.27)

We introduce some spatially averaged quantities in the next section, to then substitute them into (A.27) in [Appendix A.7].

Appendix A.6. Introduction of spatially averaged quantities

We introduce the equivalent acoustic damping coefficient

\[
\alpha := \frac{1}{\Lambda} \int_{\partial\Omega} Yc(x)\psi^2(x) dS
\]  
(A.28)

that appears in the second term on the left hand side of (A.27). We introduce the averaged square of the speed of sound that appears in the fourth and fifth term of (A.27):

\[
c^2 := \frac{1}{\Lambda} \int_{\Omega} c^2(x)\psi^2(x) dV
\]  
(A.29)

On the right hand side of (A.27), in the first term we introduce the projected deterministic flame response:

\[
q(\theta, p(\theta, t)) := \frac{1}{\Lambda} \int_{\Omega} q_1(x, \theta, p(\theta, t)) \psi(x) dV
\]  
(A.30)

\( q \) is the heat release rate fluctuations on an infinitesimal segment \( d\theta \) of the domain, projected on the axial mode shape \( \psi \). In (A.30), the operator \( q_1 \) has an explicit dependence on the axial coordinate to account for a flame that may not be compact in the axial direction. For a compact flame in a rotationally symmetric combustor, the expression is \( q_1(x, \theta, p(\theta, t)) = \delta(x - x_b)q_{\text{compact}}(p(\theta, t)) \) and (30) simplifies to

\[
q(p(\theta, t)) = \frac{\psi(x_b)}{\Lambda} q_{\text{compact}}[p(\theta, t)]
\]  
(A.31)
We maintain instead the equivalent one-dimensional equation:
\[
\frac{\sigma}{\Lambda} \int_{\Omega} q_s(x, \theta, t) \psi(x) dV = \frac{\sigma}{\Lambda} \int_{\Omega} \psi_{\xi}(x) \psi(x) dV \xi(\theta, t) = \sigma \xi(\theta, t)
\]  
(A.32)
where we assumed without loss of generality that \(q_s = \psi_{\xi}(x)\xi(\theta, t)\) is separable, and \(\psi_{\xi}(x)\) is scaled such that in the last step \(\int_{\Omega} \psi_{\xi}(x) \psi(x) dV = \Lambda\). Equation (A.32) serves as a definition of the noise field \(\xi(\theta, t)\).

Appendix A.7. Equivalent one-dimensional equation

One then substitutes (A.28), (A.29), (A.30) and (A.32) into (A.27):
\[
\frac{\partial p(\theta, t)}{\partial t} + \alpha p(\theta, t) + \left(\omega_0^2 - \frac{4n^2 c^2}{D^2}\right) \int_0^t p(\theta, t) dt + \frac{2\rho_0(x_c)}{D} \frac{d}{d\theta} \frac{\partial u(\theta, t)}{\partial \theta} = (\gamma - 1) q + \sigma \xi
\]  
(A.33)
One then substitutes the expression of the acoustic velocity \(u\) in terms of the rescaled acoustic velocity \(\tilde{u} = \rho_0(x_c) Du/2n\), and \(q\) in terms of \(\tilde{q} = (\gamma - 1) q - \alpha p\) by means of (5):
\[
\frac{\partial p(\theta, t)}{\partial t} + \left(\omega_0^2 - \frac{4n^2 c^2}{D^2}\right) \int_0^t p(\theta, t) dt + \frac{4nc^2}{D^2} \left(\frac{\partial \tilde{u}(\theta, t)}{\partial \theta}\right) = \tilde{q} + \sigma \xi
\]  
(A.34)
The ansatz (11) for \(p\) and \(\tilde{u}\), here reported for convenience,
\[
\begin{align*}
2p(\theta, t) &= e^{-i n \theta} \zeta_\lambda'(t) + q.c. = 2\text{Re} [e^{-i n \theta} \zeta_\lambda'(t)] \quad (A.35a) \\
2\tilde{u}(\theta, t) &= ie^{-i n \theta} \zeta_\lambda(t) + q.c. \quad (A.35b)
\end{align*}
\]
is then substituted into (A.34):
\[
e^{-i n \theta} \left[\zeta_\lambda''(t) + \omega_0^2 \zeta_\lambda(t)\right] + q.c. = 2\tilde{q}[e^{-i n \theta} \zeta_\lambda'(t) + q.c.] + 2\sigma \xi(\theta, t)
\]  
(A.36)
where both terms have been multiplied by 2. Equation (A.36) matches (12) of the main text. Finally, one observes that (A.36) can be obtained in the same manner also from the following one-dimensional equation:
\[
\frac{\partial p(\theta, t)}{\partial t} + \frac{\omega_0^2}{n} \frac{1}{n} \frac{\partial \tilde{u}(\theta, t)}{\partial \theta} = \tilde{q} + \sigma \xi(\theta, t)
\]  
(A.37)
Equations (A.37) and (A.8) are reported in (6) in the main text, and consist of equivalent partial differential equations in \(\theta\) and \(t\), where the effect of the axial coordinate on the problem is embedded in the equivalent frequency term \(\omega_0\) and in the equivalent loss term \(-\alpha p\) present in \(\tilde{q}\) on the right hand side of (A.37). By substituting back the expressions of \(\tilde{u}\) and \(\tilde{q}\) from (5) into (6) one recovers (11), which were informally derived in the main text.

Appendix B. Derivation of the averaged equations

In this appendix we discuss the mathematical application of the method of stochastic averaging to the fast ordinary differential equations (17) to obtain the system of ordinary differential equations (19) presented in the paper. No physical interpretation is provided nor additional assumptions are made in this appendix. These materials should be of interest to readers that need to check the results or apply stochastic averaging to similar problems themselves.

In Appendix B.1 we change variables and express the system dynamics in terms of the slow variables. We then briefly introduce in Appendix B.2 the method of stochastic averaging, specialized for the case of interest. In Appendix B.3 we recast our problem to a structure suitable for applying the method. We then calculate some intermediate results in Appendix B.4, Appendix B.5 and Appendix B.6. Finally in Appendix B.7 all intermediate results lead to the final equation. A nomenclature is provided at the beginning of the paper to ease the reading.
Appendix B.1. Initial setup

We choose this ansatz for $\zeta_a(t)$:

$$\zeta_a(t) = A(t)e^{in\theta_0(t)}e^{-k x(t)}e^{i\omega t + \varphi(t)}/j\omega = -A(t)e^{in\theta_0(t)}e^{-k x(t)}e^{i\omega t + \varphi(t)}j/\omega,$$

(\text{B.1})

which would be the indefinite time integral of \[18\] if the four variables \{A, n\theta_0, x, \varphi\} did not depend on time. We point out that quaternion numbers are not commutative, so that the \( j \) at the end of (\text{B.1}) cannot be moved to the beginning of the expression. We introduce the complex-valued variables:

$$\begin{aligned}
x &= \zeta_a - i\zeta_a i \\
y &= \zeta'_a - i\zeta''_a i
\end{aligned}
$$

(\text{B.2})

We recast the second order ordinary differential equation (\text{17}) as two first order equations in terms of \( x, y \)

$$\begin{aligned}
\omega x' &= \omega y \\
y' + \omega_0^2 x &= 2\sigma_{pr} + 2\sigma_{pr}
\end{aligned}
$$

(\text{B.3a, b})

We calculate the time derivative of (\text{B.6a}) to later substitute it into the left hand side of (\text{B.3a}):

$$\begin{aligned}
\omega x &= -Ae^{in\theta_0}e^{-k x e^{i(\omega t + \varphi)}}j - i\left[-Ae^{in\theta_0}e^{-k x e^{i(\omega t + \varphi)}}j\right] i \\
y &= Ae^{in\theta_0}e^{-k x e^{i(\omega t + \varphi)}} - i\left[Ae^{in\theta_0}e^{-k x e^{i(\omega t + \varphi)}}j\right] i
\end{aligned}
$$

(\text{B.4a, b})

Equations (\text{B.4a, b}) define a change of variables from the two complex-valued fast variables \{x, y\} to the four real-valued slow variables \{A, n\theta_0, x, \varphi\}.

Appendix B.1.2. Expressions for $\omega x'$ and $y'$

We calculate the time derivative of (\text{B.6a}) to later substitute it into the left hand side of (\text{B.3a}):

$$\begin{aligned}
\omega x' &= Ae^{in\theta_0}(-A' - A in\theta_0' + Ak\chi') e^{-k x e^{i(\omega t + \varphi)}}j + Ae^{in\theta_0}e^{-k x e^{i\omega t + \varphi}}e^{i(\omega t + \varphi)}j + \Gamma_1 e^{-j(\omega t + \varphi)}
\end{aligned}
$$

(\text{B.7a})

where $\Gamma_1$ consists of all the terms deriving from the second term of (\text{B.6a}), which are all multiplied on the right by the term $e^{-j(\omega t + \varphi)}$. In all the following, terms denoted as $\Gamma_\alpha, \alpha = 1, 2, \ldots, 5$ are always multiplied by $e^{-j(\omega t + \varphi)}$ on the right and do not depend directly on the time variable $t$. They are not reported in full length because they will lead to a zero contribution in Appendix B.4.2 when the time averaging is carried out on them.

We calculate the time derivative of (\text{B.6b}) to later substitute it into the left hand side of (\text{B.3b}):

$$\begin{aligned}
y' &= Ae^{in\theta_0}(-A' + A in\theta_0' - Ak\chi') e^{-k x e^{i(\omega t + \varphi)}} + Ae^{in\theta_0}e^{-k x e^{i\omega t + \varphi}}e^{j(\omega t + \varphi)}j + \Gamma_2 e^{-j(\omega t + \varphi)}
\end{aligned}
$$

(\text{B.7b})
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Appendix B.1.3. Equations in terms of the slow variables \( \{A,n\theta_0,\chi,\varphi\} \)

We substitute (B.7a) and (B.6a) into (B.3b). We then multiply both sides on the left by \( e^{-in\theta_0} \) and on the right by \( e^{-j(\omega t+\varphi)}e^{k\chi} \). Two terms cancel out and we obtain

\[-(A' + Ain\theta'_0 - Ak\chi') e^{-k\chi} j e^{k\chi} + A\varphi' + e^{-in\theta_0} \Gamma_4 e^{-j(\omega t+\varphi)} e^{k\chi} = 0 \]  \hspace{1cm} (B.8a)

We substitute (B.7b) and (B.6b) into (B.3b). We then multiply both sides on the left by \( e^{-in\theta_0} \) and on the right by \( e^{-j(\omega t+\varphi)}e^{k\chi} \):

\[ (A' + Ain\theta'_0 - Ak\chi') + A \left( \omega + \varphi' - \frac{\omega^2}{2\omega} \right) e^{-k\chi} j e^{k\chi} + e^{-in\theta_0} \Gamma_4 e^{-j(\omega t+\varphi)} e^{k\chi} = \]
\[ + 2e^{-in\theta_0} q_{pr} e^{-j(\omega t+\varphi)} e^{k\chi} + 2e^{-in\theta_0} \sigma_{\xi_{pr}} e^{-j(\omega t+\varphi)} e^{k\chi} \]  \hspace{1cm} (B.8b)

We now multiply (B.8a) on the right by \( e^{-k\chi} j e^{k\chi} \), sum it to (B.8b), and divide the resulting equation by two:

\[ (A' + Ain\theta'_0 - Ak\chi') + A \left( \frac{\omega}{2} + \frac{\omega^2}{2\omega} \right) e^{-k\chi} j e^{k\chi} + e^{-in\theta_0} \Gamma_4 e^{-j(\omega t+\varphi)} e^{k\chi} = \]
\[ + e^{-in\theta_0} q_{pr} e^{-j(\omega t+\varphi)} e^{k\chi} + e^{-in\theta_0} \sigma_{\xi_{pr}} e^{-j(\omega t+\varphi)} e^{k\chi} \]  \hspace{1cm} (B.9)

We can divide by \( A \) both sides of (B.9) and obtain

\[ \frac{A'}{A} + in\theta'_0 - k\chi' + \varphi' e^{-k\chi} j e^{k\chi} = f(q) + f(\omega) + f(T) + g(\xi) \]  \hspace{1cm} (B.10)

where we introduce

\[ f(q) = \frac{1}{A} e^{-in\theta_0} q_{pr} e^{-j(\omega t+\varphi)} e^{k\chi} \]  \hspace{1cm} (B.11a)

\[ f(\omega) = -\frac{\omega}{2} + \frac{\omega^2}{2\omega} \]  \hspace{1cm} (B.11b)

\[ f(T) = -\frac{e^{-in\theta_0} \Gamma_4}{A} e^{-j(\omega t+\varphi)} e^{k\chi} \]  \hspace{1cm} (B.11c)

\[ g(\xi) = \frac{\sigma}{A} \xi_{pr} e^{-j(\omega t+\varphi)} e^{k\chi} \]  \hspace{1cm} (B.11d)

where \( q_{pr} \) and \( \xi_{pr} \) were defined in (15) and (10) respectively. In this section, by means of a change of variables, we obtained the new equation (B.10) in terms of the slow variables \( \{A,n\theta_0,\chi,\varphi\} \). To apply the method of stochastic averaging on them, we briefly review the method next.

Appendix B.2. Brief review of the stochastic averaging method

This section briefly presents known results, reviewed by [108], specialised for the specific case at hand. We consider a system of real valued stochastic differential equations written in the Stratonovich sense:

\[ (T) \]

\[ A \]

\[ q \]

\[ v \]

\[ A \]

\[ f \]

\[ g \]

\[ v \]

\[ A \]

\[ f \]

\[ g \]

where \( \varepsilon \) is a real valued smallness parameter, \( f_v \) is the drift vector and \( g_v \) is the diffusion vector:

\[ g_v(z,t,\xi) = g_{vr}(z,t) \xi_v(t) \]  \hspace{1cm} (B.13)

where we make use of Einstein summation notation and the \( \xi_v(t) \) are independent, white Gaussian noise sources with zero expected value. The integer indices \( v, r \) can span an arbitrary interval in the general case, and are here already specialized to the problem at hand. The function \( f \) and \( g \) are periodic in \( t \) with period \( T \), i.e. \( f(x(t),t) = f(x(t),t+T) \), and similarly for \( g \). The symbols \( f(q), f(\omega), g(\xi) \) introduced in (B.11),
consistently classify the functions in drift terms $f$ and diffusion terms $g$. The resulting system of averaged equations must be interpreted in the Itô sense and are:

$$z_v'(t) = \varepsilon^2 m_v(z) + \varepsilon h_{v0}(z)\mu_0(t) \quad v = 0, 1, 2, 3$$  \hspace{1cm} (B.14)

where $\mu_0$ are independent, white Gaussian noise sources with unit variance and zero mean, and $m_v$ and $h_{v0}$ are defined as

$$m_v(z) = T_t^{av} \left\{ f_v(z, t) + \frac{1}{2} \frac{\partial g_{wv}(z, t)}{\partial z_w} g_{wv}(z, t) \right\}$$  \hspace{1cm} (B.15a)

$$D_{wv}(z) = T_t^{av} \left\{ g_{wv}(z, t) g_{wv}(z, t) \right\}$$  \hspace{1cm} (B.15b)

$$h_{v0}(z)h_{v0}(z) = D_{wv}(z)$$  \hspace{1cm} (B.15c)

where $v, w$ can have value 0, 1, 2, 3 and $T_t^{av}$ is the time averaging operator, defined as:

$$T_t^{av} \{ f(z(t), t) \} = \frac{1}{T} \int_t^{t+T} f(z(t), s) \, ds$$  \hspace{1cm} (B.16)

where $f$ is periodic in $t$ as discussed earlier. In the integral $[B.16]$ the fast dependence of $f$ on time is by means of the integration variable $s$, while the slow dependence of $f$ on time, indirect through the dependence on $z(t)$, is not accounted for in the averaging integral.\footnote{indeed $z$ is calculated at time $t$, which is not an integration variable} In other words, the time averaging is carried out only on the fast timescale, and in the averaging integral the value of the slow variables is frozen.

Notice that the stochastic differential equations (B.14) and (B.12) are not equivalent, and we make use of the same variable $z$ only for ease of notation. One proves however that the stochastic process (B.12) tends to the stochastic process (B.14), in a weakly nonlinear sense. From (B.15b), we observe that the functions $h$ are defined indirectly through the matrix $D$ and the integer $B$, which is the number of noise sources in the averaged system, which will be set later to 4. For convenience, we rewrite (B.15a) as the sum of two terms:

$$m_v(z) := m_v^{from f}(z) + m_v^{from g}(z)$$  \hspace{1cm} (B.17a)

$$m_v^{from f}(z) := T_t^{av} \{ f_v(z, t) \}$$  \hspace{1cm} (B.17b)

$$m_v^{from g}(z) := T_t^{av} \left\{ \frac{1}{2} \frac{\partial g_{wv}(z, t)}{\partial z_w} g_{wv}(z, t) \right\}$$  \hspace{1cm} (B.17c)

We consider next how to apply stochastic averaging to a quaternion-valued case. Consider the quaternion-valued stochastic differential equation:

$$z'(t) = \varepsilon^2 f(z, t) + \varepsilon g(z, t, \xi)$$  \hspace{1cm} (B.18)

with $z = z_0 + iz_1 + jz_2 + kz_3$. By substitution we have

$$z_0' + iz_1' + jz_2' + kz_3' = \varepsilon^2 f(z, t) + \varepsilon g(z, t, \xi)$$  \hspace{1cm} (B.19)

We can split (B.19) into the real and three imaginary parts and obtain

$$z_0' = \text{Re} \left[ \varepsilon^2 f(z_0 + z_1i + z_2j + z_3, t) + \varepsilon g(z_0 + z_1i + z_2j + z_3, t, \xi) \right]$$  \hspace{1cm} (B.20a)

$$z_1' = \text{Im}_1 \left[ \varepsilon^2 f(z_0 + z_1i + z_2j + z_3, t) + \varepsilon g(z_0 + z_1i + z_2j + z_3, t, \xi) \right]$$  \hspace{1cm} (B.20b)

$$z_2' = \text{Im}_j \left[ \varepsilon^2 f(z_0 + z_1i + z_2j + z_3, t) + \varepsilon g(z_0 + z_1i + z_2j + z_3, t, \xi) \right]$$  \hspace{1cm} (B.20c)

$$z_3' = \text{Im}_k \left[ \varepsilon^2 f(z_0 + z_1i + z_2j + z_3, t) + \varepsilon g(z_0 + z_1i + z_2j + z_3, t, \xi) \right]$$  \hspace{1cm} (B.20d)

Eq. (B.20) is a system of real-valued equations equivalent to (B.18). It has the same structure of (B.12) and stochastic averaging can be applied to it.
Appendix B.4. Calculation of the part of the drift arising from the deterministic terms

We divide (B.21c) and (B.22) by cos(2χ). The system (B.21) becomes:

\[
\begin{align*}
\ln(A)' &= f_1^{(q)} + f_1^{(ω)} + f_1^{(T)} + g_1^{(ε)} \\
nθ_0' + ϕ' sin(2χ) &= f_1^{(q)} + f_1^{(ω)} + f_1^{(T)} + g_1^{(ε)} \\
ϕ' cos(2χ) &= f_2^{(q)} + f_2^{(ω)} + f_2^{(T)} + g_2^{(ε)} \\
−χ' &= f_3^{(q)} + f_3^{(ω)} + f_3^{(T)} + g_3^{(ε)}
\end{align*}
\]

Eq. (B.21) does not have the structure (B.18), because the left hand sides of (B.21) are not derivatives of state space variables. We multiply (B.21c) by sin(2χ), and subtract it to (B.21b) multiplied by cos(2χ). We obtain:

\[
nθ_0' cos(2χ) = \left( f_1^{(q)} + f_1^{(ω)} + f_1^{(T)} + g_1^{(ε)} \right) cos(2χ) - \left( f_2^{(q)} + f_2^{(ω)} + f_2^{(T)} + g_2^{(ε)} \right) sin(2χ)
\]

We divide (B.21c) and (B.22) by cos(2χ). The system (B.21) becomes:

\[
\begin{align*}
\ln(A)' &= f_1^{(q)} + f_1^{(ω)} + f_1^{(T)} + g_1^{(ε)} \\
nθ_0' &= f_1^{(q)} + f_1^{(ω)} + f_1^{(T)} - (f_2^{(q)} + f_2^{(ω)} + f_2^{(T)}) tan(2χ) + g_1^{(ε)} - g_2^{(ε)} tan(2χ) \\
ϕ' &= (f_2^{(q)} + f_2^{(ω)}) / cos(2χ) + g_2^{(ε)} / cos(2χ) \\
χ' &= -f_3^{(q)} - f_3^{(ω)} - g_3^{(ε)}
\end{align*}
\]

The system (B.23) now matches exactly the structure (B.12) with ε = 1, with these definitions:

\[
\begin{align*}
z_0 &= \ln(A/p_0) \\
z_1 &= nθ_0 \\
z_2 &= ϕ \\
z_3 &= χ
\end{align*}
\]

where we exploited the fact that \( f_1^{(ω)} = f_3^{(ω)} = 0 \). The terms on the right hand sides are defined in (B.11). In the definition of \( z_0 = \ln(A/p_0) \) appears a normalizing factor \( p_0 \) so that the argument of the logarithm is non-dimensional. Notice however that its time derivative \( \ln(A/p_0)' = A'/A \) is independent of \( p_0 \).

The equations resulting from stochastic averaging appear to be (B.14). The terms appearing in the equations can be calculated by means of (B.17) and of (B.15b) and (B.15c). We calculate next in Appendix B.4 the deterministic part of the drift term \( m^{\text{from } f}_{\text{deterministic}} \) defined in (B.17b), in Appendix B.5 the the stochastic part of the drift term \( m^{\text{from } f}_{\text{stochastic}} \) defined in (B.17c), and finally the diffusion matrix \( D \) defined in (B.15c) in Appendix B.6.

Appendix B.5. Manipulation of the system to make it amenable of averaging

We rewrite the system (B.10) in its real and three imaginary parts, respectively indexed with 0, 1, 2, 3:

\[
A'/A = f_0^{(q)} + f_0^{(ω)} + f_0^{(T)} + g_0^{(ε)} \quad (B.21a)
\]

\[
nθ_0' + ϕ' sin(2χ) = f_1^{(q)} + f_1^{(ω)} + f_1^{(T)} + g_1^{(ε)} \quad (B.21b)
\]

\[
ϕ' cos(2χ) = f_2^{(q)} + f_2^{(ω)} + f_2^{(T)} + g_2^{(ε)} \quad (B.21c)
\]

\[
−χ' = f_3^{(q)} + f_3^{(ω)} + f_3^{(T)} + g_3^{(ε)} \quad (B.21d)
\]

Appendix B.4. Calculation of the part of the drift arising from the deterministic terms

We substitute the components of \( f \) from (B.24) into (B.17b):

\[
m_0^{\text{from } f} = T^\text{av} \left\{ f_0^{(q)} \right\} + T^\text{av} \left\{ f_0^{(T)} \right\} \quad (B.25a)
\]

\[
m_1^{\text{from } f} = \left( T^\text{av} \left\{ f_1^{(q)} \right\} + T^\text{av} \left\{ f_1^{(ω)} \right\} + T^\text{av} \left\{ f_1^{(T)} \right\} \right) 
\]

\[
− \left( T^\text{av} \left\{ f_2^{(q)} \right\} + T^\text{av} \left\{ f_2^{(ω)} \right\} + T^\text{av} \left\{ f_2^{(T)} \right\} \right) tan(2χ) \quad (B.25b)
\]

\[
m_2^{\text{from } f} = \left( T^\text{av} \left\{ f_2^{(q)} \right\} + T^\text{av} \left\{ f_2^{(ω)} \right\} + T^\text{av} \left\{ f_2^{(T)} \right\} \right) / cos(2χ) \quad (B.25c)
\]

\[
m_3^{\text{from } f} = −T^\text{av} \left\{ f_3^{(q)} \right\} − T^\text{av} \left\{ f_3^{(ω)} \right\} \quad (B.25d)
\]
where we exploited that \( \chi \) is a slow variable and that the operator \( T_{av} \) is linear. Next, instead of calculating separately the four terms \( T_{av} \{ f(v) \} \) for \( v = 0, 1, 2, 3 \), we can make use of the linearity of the operator \( T_{av} \) and write that

\[
T_{av} \left\{ f_0(q) + i f_1(q) + j f_2(q) + k f_3(q) \right\} = T_{av} \left\{ f(q) \right\}
\]

(B.26)

and then consider later the four components, e.g. we can extract \( T_{av} \{ f_0(q) \} \) as the \( j \)-th imaginary part of \( T_{av} \{ f(q) \} \) once that has been calculated. We calculate first the average of \( f(q) \) in \( \text{Appendix B.4.1} \), then the average of \( f(\omega) \) in \( \text{Appendix B.4.2} \) and finally the average of \( f(\Gamma) \) in \( \text{Appendix B.4.3} \).

### Appendix B.4.1. Averaging \( f(q) \)

We substitute first (B.11a), and then (15)

\[
T_{av} \left\{ f(q) \right\} = \frac{1}{A} e^{-in\theta_0} q_{pr} e^{-j(\omega t + \varphi)} e^{k\chi} \quad \text{(B.27a)}
\]

\[
= \frac{e^{-in\theta_0}}{A} \int_{0}^{2\pi} e^{in\theta} \tilde{q}_1 d\theta e^{-j\omega t} e^{k\chi} \quad \text{(B.27b)}
\]

\[
= e^{-in\theta_0} \frac{\omega}{2\pi A} \left\{ \int_{0}^{2\pi/\omega} \frac{2\pi/\omega}{\pi} \left[ \int_{0}^{2\pi} e^{in\theta} \tilde{q}_1 d\theta \right] e^{-j\omega t} dt \right\} e^{-j\varphi} e^{k\chi} \quad \text{(B.27c)}
\]

We reorder the terms in (B.27c) to obtain:

\[
T_{av} \left\{ f(q) \right\} = e^{-in\theta_0} \frac{1}{\pi} \int_{0}^{2\pi} e^{in\theta} \frac{\omega}{2\pi A} \int_{0}^{2\pi/\omega} \tilde{q}_1 [p(t)] e^{-j\omega t} dt d\theta e^{-j\varphi} e^{k\chi} \quad \text{(B.28)}
\]

We rewrite (1) as

\[
p = \alpha \cos \phi + \beta \sin \phi \quad \text{(B.29)}
\]

where

\[
\begin{align*}
\alpha & := A \cos(n\theta - n\theta_0) \cos \chi \\
\beta & := A \sin(n\theta - n\theta_0) \sin \chi \\
\end{align*}
\]

(B.30a)

\[
\phi = \omega t + \varphi 
\]

(B.30b)

and \( \phi \) is the fast varying phase. We introduce

\[
\begin{align*}
\alpha & = A_p \cos \gamma \\
\beta & = A_p \sin \gamma \\
\end{align*}
\]

(B.31)

and its inverse transformation

\[
A_p := A \sqrt{\cos^2(n\theta - n\theta_0) \cos^2(\chi) + \sin^2(n\theta - n\theta_0) \sin^2(\chi)} \quad \text{(B.32a)}
\]

\[
\gamma := \text{Arg}[\alpha + j \beta] = \text{Arg}[\cos(n\theta - n\theta_0) \cos(\chi) + j \sin(n\theta - n\theta_0) \sin(\chi)] 
\]

(B.32b)

where the definition (B.32a) is reported also in (23) and a physical interpretation is provided there. We substitute (B.31) into (B.29) and obtain this expression for the pressure field:

\[
p = A_p \cos(\omega t + \varphi - \gamma) 
\]

(B.33)
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We substitute (B.33) into (B.28):
\[
T_{av} \left\{ f(q) \right\} = e^{-in0_i} \frac{1}{\pi} \int_0^{2\pi} e^{in\theta} \frac{\omega}{2\pi A} \int_0^{2\pi/\omega} \tilde{q}_1[A_p \cos(\omega t + \varphi - \gamma)] e^{-j\omega t} dt \ d\theta e^{-j\varphi} e^{kx} \tag{B.34}
\]

We apply the change of variable \( s = t + \varphi/\omega - \gamma/\omega \) to (B.34):
\[
T_{av} \left\{ f(q) \right\} = e^{-in0_i} \frac{1}{\pi} \int_0^{2\pi} e^{in\theta} \frac{\omega}{2A} \int_0^{2\pi/\omega} \tilde{q}_1[A_p \cos(\omega s)] e^{-j(\omega s - \varphi + \gamma)} ds \ d\theta e^{-j\varphi} e^{kx} \tag{B.35}
\]

We split and reorder the terms in (B.35):
\[
T_{av} \left\{ f(q) \right\} = e^{-in0_i} \frac{1}{\pi} \int_0^{2\pi} e^{in\theta} \frac{\omega}{2A} \int_0^{2\pi/\omega} \tilde{q}_1[A_p \cos(\omega s)] e^{-j\omega s} ds e^{-j\gamma} Q_\theta(A_p) d\theta e^{kx} \tag{B.36}
\]

The term within square brackets in (B.36) is the definition (9) of the describing function \( Q_\theta(A_p) \):
\[
T_{av} \left\{ f(q) \right\} = e^{-in0_i} \frac{1}{\pi} \int_0^{2\pi} e^{in\theta} \frac{\omega}{2A} e^{-j\gamma} Q_\theta(A_p) d\theta e^{kx} \tag{B.37}
\]

We now observe from (B.31) that
\[
A_p e^{-j\gamma} = \alpha - j\beta \tag{B.38}
\]

We substitute (B.30a) into (B.38), (B.38) into (B.37), and reorder the terms:
\[
T_{av} \left\{ f(q) \right\} = \frac{1}{2} \frac{1}{2\pi} \int_0^{2\pi} e^{i(n\theta - n\theta_0)} [\cos(n\theta - n\theta_0) \cos \chi - j \sin(n\theta - n\theta_0) \sin \chi] Q_\theta(A_p) d\theta e^{kx} \tag{B.39}
\]

We focus on the term \( K \), which respects the identity
\[
K = e^{i(n\theta - n\theta_0)} [\cos(n\theta - n\theta_0) \cos \chi - j \sin(n\theta - n\theta_0) \sin \chi] = \frac{1}{2} e^{5i(n\theta - n\theta_0)} e^{kx} + \frac{1}{2} e^{-kx} \tag{B.40}
\]

We substitute (B.40) into (B.39)
\[
T_{av} \left\{ f(q) \right\} = \frac{1}{2} \frac{1}{2\pi} \int_0^{2\pi} \left( e^{2i(n\theta - n\theta_0)} e^{kx} + e^{-kx} \right) Q_\theta(A_p) d\theta e^{kx} \tag{B.41}
\]

We keep the result (B.41) for later.

**Appendix B.4.2. Averaging \( f(\omega) \)**

We substitute the expression for \( f(\omega) \) from (B.11b):
\[
T_{av} \left\{ f(\omega) \right\} = T_{av} f \left\{ \left( -\frac{\omega}{2} + \frac{\omega_0^2}{2\omega} \right) e^{-kx} j e^{kx} \right\} \tag{B.42}
\]

The argument of the averaging operator does not depend directly on the time \( t \), so that trivially
\[
T_{av} \left\{ f(\omega) \right\} = f(\omega) = \left( -\frac{\omega}{2} + \frac{\omega_0^2}{2\omega} \right) e^{-kx} j e^{kx} \tag{B.43}
\]
Appendix B.4.3. Averaging $f^{(T)}$

We substitute the expression for $f^{(T)}$ from (B.11c):

$$T_{av}^{T^w} \{ f^{(T)} \} = T_{av}^{T^w} \left\{ -e^{-i\beta_0} \frac{\Gamma_0}{A} e^{-2j(\omega t + \varphi)} e^{k\chi} \right\} = -e^{-i\beta_0} \frac{\Gamma_0}{A} T_{av}^{T^w} \left\{ e^{-2j(\omega t + \varphi)} \right\} e^{k\chi} = 0 \quad (B.44)$$

where in the first step we take out of the averaging operator all variables that do not directly depend on the time $t$, and in the second step we exploit the fact that, by definition (B.16) of averaging,

$$T_{av}^{T^w} \left\{ e^{-2j(\omega t + \varphi)} \right\} = \frac{\omega}{2\pi} \int_0^{2\pi/\omega} e^{-2j(\omega t + \varphi)} dt = 0 \quad (B.45)$$

Appendix B.5. Calculation of the part of the drift arising from the stochastic terms

In this section we calculate the term (B.17e). We substitute (10) into (B.11d):

$$g^{(T)} = \frac{\sigma}{A} [\xi_0(t) + i\xi_1(t)] e^{-j(\omega t + \varphi)} e^{k\chi} \quad (B.46)$$

We explicitly split (B.46) into components:

$$g^{(T)} = \left\{ \frac{\sigma}{A} (\xi_0(t) + i\xi_1(t)) (\cos(\omega t + \varphi) - j \sin(\omega t + \varphi)) (\cos \chi + k \sin \chi) \right\}$$

$$= \left\{ \frac{\sigma}{A} c_0 c_x \right\} \xi_0 + \left\{ \frac{\sigma}{A} c_0 c_x \right\} \xi_1 + \left\{ -\frac{\sigma}{A} s_0 c_x \right\} \xi_0 j + \left\{ -\frac{\sigma}{A} s_0 c_x \right\} \xi_1 k$$

$$= \left\{ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right\} i + \left[ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right\] j$$

$$= \left[ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right] j + \left[ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right] k \quad (B.47a)$$

where we make use of the notation $c_f = \cos(f)$ and $s_f = \sin(f)$ for brevity. The functions $g_v$ for $v = 0, 1, 2, 3$ from (B.24) become

$$g_0 = \left\{ \frac{\sigma}{A} c_0 c_x \right\} \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1$$

$$g_1 = \left\{ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right\} - \left[ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right] \tan(2\chi)$$

$$g_2 = \left\{ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right\} / \cos(2\chi)$$

$$g_3 = \left\{ \left[ \frac{\sigma}{A} c_0 c_x \right] \xi_0 + \left[ \frac{\sigma}{A} s_0 s_x \right] \xi_1 \right\} \tan(2\chi) \quad (B.48)$$

From (B.48) we now express the various terms $g_{vr}$ appearing on the right hand side of (B.17e):

$$g_{00} = \frac{\sigma}{A} c_0 c_x \quad g_{01} = \frac{\sigma}{A} s_0 s_x \quad (B.49a)$$

$$g_{10} = -\frac{\sigma}{A} s_0 c_x + \frac{\sigma}{A} s_0 c_x \tan(2\chi) \quad g_{11} = \frac{\sigma}{A} c_0 c_x + \frac{\sigma}{A} c_0 c_x \tan(2\chi) \quad (B.49b)$$

$$g_{20} = -\frac{\sigma}{A} c_0 c_x \cos(2\chi) \quad g_{21} = -\frac{\sigma}{A} c_0 c_x \cos(2\chi) \quad (B.49c)$$

$$g_{30} = -\frac{\sigma}{A} c_0 c_x \quad g_{31} = +\frac{\sigma}{A} s_0 s_x \quad (B.49d)$$

We observe that $g_{vr}$ depend only on $A$, $\varphi$ and $\chi$, so that the summation over $w$ in (B.17c) counts only these three terms:

$$m_{av}^{T^w} = T_{av}^{T^w} \left\{ \frac{1}{2} \frac{\partial g_{vr}}{\partial z_w} g_{wr} \right\} = \frac{1}{2} T_{av}^{T^w} \left\{ \frac{\partial g_{vr}}{\partial \ln A} g_{0v} + \frac{\partial g_{vr}}{\partial \varphi} g_{1v} + \frac{\partial g_{vr}}{\partial \chi} g_{3v} \right\} \quad v = 0, 1, 2, 3 \quad (B.50)$$
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We then expand the summation over \( r = 0, 1 \) in (B.50), and express the derivative by \( \ln A \) in terms of the derivative by \( A \):

\[
m_v^{\text{from } g} = \frac{1}{2} T_t^{\text{av}} \left\{ A \frac{\partial g_v}{\partial A} g_0 + \frac{\partial g_v}{\partial \varphi} g_20 + \frac{\partial g_v}{\partial \chi} g_30 + A \frac{\partial g_v}{\partial A} g_1 + \frac{\partial g_v}{\partial \varphi} g_{21} + \frac{\partial g_v}{\partial \chi} g_{31} \right\} \quad v = 0, 1, 2, 3
\]

(B.51)

We substitute (B.49) into (B.51) and obtain:

\[
m_v^{\text{from } g} = \frac{1}{2} T_t^{\text{av}} \left\{ A \frac{\partial g_v}{\partial A} \sigma c_\phi c_\chi - \frac{\partial g_v}{\partial \varphi} \cos(2\chi) - \frac{\partial g_v}{\partial \chi} c_\phi s_\chi \
+ A \frac{\partial g_v}{\partial A} \sigma s_\phi c_\chi + \frac{\partial g_v}{\partial \varphi} \cos(2\chi) + \frac{\partial g_v}{\partial \chi} s_\phi c_\chi \right\}
\]

(B.52a)

\[
m_v^{\text{from } g} = \frac{1}{2} T_t^{\text{av}} \left\{ A \frac{\partial g_v}{\partial A} \sigma c_\phi c_\chi + \frac{\partial g_v}{\partial \varphi} \cos(2\chi) + \frac{\partial g_v}{\partial \chi} c_\phi s_\chi \
+ A \frac{\partial g_v}{\partial A} \sigma s_\phi c_\chi - \frac{\partial g_v}{\partial \varphi} \cos(2\chi) - \frac{\partial g_v}{\partial \chi} s_\phi c_\chi \right\}
\]

(B.52b)

For the specific structure of \( g_v \) of (B.49) we also observe that

\[
\frac{\partial g_v}{\partial A} = -\frac{1}{A} g_v \quad v = 0, 1, 2, 3
\]

(B.53a)

\[
\frac{\partial g_v}{\partial \varphi} = -\frac{1}{A} g_v \quad v = 0, 1, 2, 3
\]

(B.53b)

We substitute (B.53) into (B.52b) and obtain:

\[
m_v^{\text{from } g} = \frac{1}{2} T_t^{\text{av}} \left\{ - g_v c_\phi c_\chi - \frac{\partial g_v}{\partial \varphi} \cos(2\chi) - \frac{\partial g_v}{\partial \chi} c_\phi s_\chi \
g_v s_\phi c_\chi - \frac{\partial g_v}{\partial \varphi} \cos(2\chi) + \frac{\partial g_v}{\partial \chi} s_\phi c_\chi \right\} \quad v = 0, 1, 2, 3
\]

(B.54)

Here and in the following, it is important to observe that only the variable \( \phi \), appearing in \( c_\phi \) and \( s_\phi \) in (B.54), depends directly on the time \( t \) (see definition (B.30b)). By direct substitution into (B.16), one proves the following identities:

\[
T_t^{\text{av}} \left\{ c_\phi^2 \right\} = T_t^{\text{av}} \left\{ s_\phi^2 \right\} = \frac{1}{2}
\]

(B.55a)

\[
T_t^{\text{av}} \left\{ c_\phi s_\phi \right\} = 0
\]

(B.55b)

All the other variables are slow variables of the time \( t \), and are constant with regards to the averaging operator, as discussed just after (B.16). By making use of the identities (B.55) the drift functions \( m_v^{\text{from } g} \) are calculated:

\[
m_0^{\text{from } g} = \frac{\sigma^2}{4A^2}
\]

\[
m_1^{\text{from } g} = 0
\]

\[
m_2^{\text{from } g} = 0
\]

\[
m_3^{\text{from } g} = -\frac{\sigma^2}{4A^2} \tan(2\chi)
\]
Appendix B.6. Calculation of the diffusion term

We calculate the diffusion matrix \( D \) first. We expand the summation in (B.15b) over \( r \)

\[
D_{cvw}(z) = T^w_t \{ g_{cv}(z,t)g_{vw}(z,t) \} + T^w_t \{ g_{v1}(z,t)g_{w1}(z,t) \} \quad \forall v, w = 0, 1, 2, 3 \quad (B.60)
\]

Also in this section, the identities (B.55) are used at length to simplify the expressions. We calculate each term individually next. We start with the first row of \( D \), from (B.60):

\[
D_{00}(z) = T^w_t \{ g_{00}(z,t)g_{00}(z,t) \} + T^w_t \{ g_{01}(z,t)g_{01}(z,t) \} = \frac{\sigma^2}{2A^2} c^2 + \frac{\sigma^2}{2A^2} s^2 = \frac{\sigma^2}{2A^2} \quad (B.61a)
\]

\[
D_{01}(z) = T^w_t \{ g_{00}(z,t)g_{10}(z,t) \} + T^w_t \{ g_{01}(z,t)g_{11}(z,t) \} = 0 \quad (B.61b)
\]

\[
D_{02}(z) = T^w_t \{ g_{00}(z,t)g_{20}(z,t) \} + T^w_t \{ g_{01}(z,t)g_{21}(z,t) \} = 0 \quad (B.61c)
\]

\[
D_{03}(z) = T^w_t \{ g_{00}(z,t)g_{30}(z,t) \} + T^w_t \{ g_{01}(z,t)g_{31}(z,t) \} = -\frac{\sigma^2}{2A^2} c x + \frac{\sigma^2}{2A^2} s x = 0 \quad (B.61d)
\]

We proceed with the second row of \( D \). Since \( D \) is symmetric, we calculate only terms of the upper triangular matrix. From (B.60):

\[
D_{11}(z) = T^w_t \{ g_{10}(z,t)g_{10}(z,t) \} + T^w_t \{ g_{11}(z,t)g_{11}(z,t) \} \quad (B.62a)
\]

\[
= \frac{\sigma^2}{2A^2} (-s + c \tan(2\chi))^2 + \frac{\sigma^2}{2A^2} (c + s \tan(2\chi))^2 \quad (B.62b)
\]

\[
= \frac{\sigma^2}{2A^2} \left[ s^2 + c^2 \tan^2(2\chi) - 2s c \tan(2\chi) + c^2 + s^2 \tan^2(2\chi) + 2s c \tan(2\chi) \right] \quad (B.62c)
\]

\[
= \frac{\sigma^2}{2A^2} \left( 1 + \tan^2(2\chi) \right) = \frac{\sigma^2}{2A^2 \cos^2(2\chi)} \quad (B.62d)
\]

\[
D_{12}(z) = T^w_t \{ g_{10}(z,t)g_{20}(z,t) \} + T^w_t \{ g_{11}(z,t)g_{21}(z,t) \} \quad (B.62e)
\]

\[
= \frac{\sigma^2}{2A^2} \left[ -s + c \tan(2\chi) \right] \left( -\frac{c}{\cos(2\chi)} \right) + (c + s \tan(2\chi)) \left( -\frac{s}{\cos(2\chi)} \right) \quad (B.62f)
\]

\[
= \frac{\sigma^2}{2A^2} \left[ -c^2 \sin(2\chi) - s^2 \sin(2\chi) \right] = -\frac{\sigma^2}{2A^2 \cos^2(2\chi)} \quad (B.62g)
\]

\[
D_{13}(z) = T^w_t \{ g_{10}(z,t)g_{30}(z,t) \} + T^w_t \{ g_{11}(z,t)g_{31}(z,t) \} = 0 \quad (B.62h)
\]

We proceed with the third row of \( D \). Since \( D \) is symmetric, we calculate only terms of the upper triangular matrix. From (B.60):

\[
D_{22}(z) = T^w_t \{ g_{20}(z,t)g_{20}(z,t) \} + T^w_t \{ g_{21}(z,t)g_{21}(z,t) \} \quad (B.63a)
\]

\[
= \frac{\sigma^2}{2A^2 \cos^2(2\chi)} + \frac{\sigma^2}{2A^2 \cos^2(2\chi)} = \frac{\sigma^2}{2A^2 \cos^2(2\chi)} \quad (B.63b)
\]

\[
D_{23}(z) = T^w_t \{ g_{20}(z,t)g_{30}(z,t) \} + T^w_t \{ g_{21}(z,t)g_{31}(z,t) \} = 0 \quad (B.63c)
\]

On the fourth row we need to calculate just the last term. From (B.60):

\[
D_{33}(z) = T^w_t \{ g_{30}(z,t)g_{30}(z,t) \} + T^w_t \{ g_{31}(z,t)g_{31}(z,t) \} \quad (B.64a)
\]

\[
= \frac{\sigma^2}{2A^2 \chi} + \frac{\sigma^2}{2A^2 \chi} = \frac{\sigma^2}{2A^2} \quad (B.64b)
\]

Substituting (B.61), (B.62), (B.63), (B.64) into the expression (B.60) for the matrix \( D \), and exploiting the symmetry of \( D \), we obtain:

\[
D = \frac{\sigma^2}{2A^2} \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1/\cos^2(2\chi) & -\sin(2\chi)/\cos^2(2\chi) & 0 \\
0 & -\sin(2\chi)/\cos^2(2\chi) & 1/\cos^2(2\chi) & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \quad (B.65)
\]
Now that $D$ is known, we look for a solution of the nonlinear equation $B.15c$. One such solution for $B = 4$ is

$$h = \frac{\sigma}{\sqrt{2A}} \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & -\tan(2\chi) & 0 \\
0 & 0 & 1/\cos(2\chi) & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{B.66}
$$

The noise on the averaged equations is additive in the equations for $A$ and $\chi$ (first and last row in $B.66$), and multiplicative in the equations for $n\theta_0$ and $\varphi$ (second and third row in $B.66$).

**Appendix B.7. Collection of the intermediate results in the final equation**

From $B.17a$ for $v = 0$ we have

$$m_0 = m_0^{\text{from } f} + m_0^{\text{from } g} = T^\text{av} \left\{ f^{(q)}_0 \right\} + \frac{\sigma^2}{4A^2} \tag{B.67a}
$$

where in the second passage $B.25a$ and (B.56) were substituted. From (B.17a) for $v = 1$ we have

$$m_1 = m_1^{\text{from } f} + m_1^{\text{from } g} = \left( T^\text{av} \left\{ f^{(q)}_1 \right\} + T^\text{av} \left\{ f^{(\omega)}_1 \right\} \right) - \left( T^\text{av} \left\{ f^{(q)}_2 \right\} + T^\text{av} \left\{ f^{(\omega)}_2 \right\} \right) \tan(2\chi) \tag{B.67b}
$$

where in the second passage $B.57$, (B.25b) and (B.44) were substituted in this order. From (B.17a) for $v = 2$ we have

$$m_2 = m_2^{\text{from } f} + m_2^{\text{from } g} = \left( T^\text{av} \left\{ f^{(q)}_2 \right\} + T^\text{av} \left\{ f^{(\omega)}_2 \right\} \right) / \cos(2\chi) \tag{B.67c}
$$

where in the second passage $B.58$, (B.25d) and (B.44) were substituted. From (B.17a) for $v = 3$ we have

$$m_3 = m_3^{\text{from } f} + m_3^{\text{from } g} = -T^\text{av} \left\{ f^{(q)}_3 \right\} - \frac{\sigma^2}{4A^2} \tan(2\chi) \tag{B.67d}
$$

where in the second passage $B.59$, (B.25d) and (B.44) were substituted. The system of averaged equations $B.14$, with $z_v$ defined in $B.24$ reads:

$$(\ln A)' = T^\text{av} \left\{ f^{(q)}_0 \right\} + \frac{\sigma^2}{4A^2} + \frac{\sigma}{\sqrt{2A}} \mu_0 \tag{B.68a}
$$

$$n\theta_0' = \left( T^\text{av} \left\{ f^{(q)}_1 \right\} + T^\text{av} \left\{ f^{(\omega)}_1 \right\} \right) - \left( T^\text{av} \left\{ f^{(q)}_2 \right\} + T^\text{av} \left\{ f^{(\omega)}_2 \right\} \right) \tan(2\chi) + \frac{\sigma}{\sqrt{2A}} \mu_1 - \frac{\sigma}{\sqrt{2A}} \tan(2\chi) \mu_2 \tag{B.68b}
$$

$$\varphi' = \frac{T^\text{av} \left\{ f^{(q)}_2 \right\} + T^\text{av} \left\{ f^{(\omega)}_2 \right\}}{\cos(2\chi)} + \frac{\sigma}{\sqrt{2A}} \mu_2 - \frac{\sigma}{\sqrt{2A}} \tan(2\chi) \tag{B.68c}
$$

$$\chi' = -T^\text{av} \left\{ f^{(q)}_3 \right\} - \frac{\sigma^2}{4A^2} \tan(2\chi) - \frac{\sigma}{\sqrt{2A}} \mu_3 \tag{B.68d}
$$

We now undo the steps of section Appendix B.3 where we made the system to fit the structure needed for the stochastic averaging. We multiply (B.68c) by $\cos(2\chi)$ and (B.68d) by $-1$:

$$\varphi' \cos(2\chi) = T^\text{av} \left\{ f^{(q)}_2 \right\} + T^\text{av} \left\{ f^{(\omega)}_2 \right\} + \frac{\sigma}{\sqrt{2A}} \mu_2 \tag{B.69}
$$

$$-\chi' = T^\text{av} \left\{ f^{(q)}_3 \right\} + \frac{\sigma^2}{4A^2} \tan(2\chi) + \frac{\sigma}{\sqrt{2A}} \mu_3 \tag{B.70}
$$
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We then add (\ref{eq:B.68c}) multiplied by \( \sin(2\chi) \) to (\ref{eq:B.68b}):

\[
n\theta'_0 + \varphi' \sin(2\chi) = \left( T^av_t \left\{ f^q_1 \left( q \right) \right\} + T^av_t \left\{ f^{(\omega)}_1 \left( \omega \right) \right\} \right) + \frac{\sigma}{\sqrt{2A}} \mu_0
\]

(\ref{eq:B.71})

We keep as final equations (\ref{eq:B.68a}), (\ref{eq:B.71}), (\ref{eq:B.69}) and (\ref{eq:B.70}) for the real and \( i,j,k \) imaginary components:

\[
\ln(A)' = T^av_t \left\{ f^q_0 \left( q \right) \right\} + \frac{\sigma^2}{4A^2} + \frac{\sigma}{\sqrt{2A}} \mu_0
\]

(\ref{eq:B.72a})

\[
n\theta'_0 + \varphi' \sin(2\chi) = \left( T^av_t \left\{ f^q_0 \left( q \right) \right\} + T^av_t \left\{ f^{(\omega)}_1 \left( \omega \right) \right\} \right) + \frac{\sigma}{\sqrt{2A}} \mu_0
\]

(\ref{eq:B.72b})

\[
\varphi' \cos(2\chi) = T^av_t \left\{ f^q_2 \left( q \right) \right\} + T^av_t \left\{ f^{(\omega)}_2 \left( \omega \right) \right\} + \frac{\sigma}{\sqrt{2A}} \mu_2
\]

(\ref{eq:B.72c})

\[
-\chi' = T^av_t \left\{ f^q_3 \left( q \right) \right\} + \frac{\sigma^2}{4A^2} \tan(2\chi) + \frac{\sigma}{\sqrt{2A}} \mu_3
\]

(\ref{eq:B.72d})

We can then recompose (\ref{eq:B.72}) as a single quaternion-valued stochastic differential equation, to be interpreted in the Itô sense:

\[
\ln(A)' + (n\theta'_0 + \varphi' \sin(2\chi)) i + \varphi' \cos(2\chi) j - \chi' k = T^av_t \left\{ f^q \left( q \right) + f^{(\omega)} \right\} \ldots
\]

\[
\ldots + \frac{\sigma^2}{4A^2} (1 + \tan(2\chi))k + \frac{\sigma}{\sqrt{2A}} \mu_z
\]

(\ref{eq:B.73})

where \( \mu_z \) is a quaternion-valued white Gaussian noise, i.e. \( \mu_z(t) = \mu_0 + i\mu_1 + j\mu_2 + k\mu_3 \) and each \( \mu_v(t) \), \( v = 0,1,2,3 \) are real-valued white Gaussian noise processes. Finally, substituting \( T^av_t \left\{ f^q \left( q \right) \right\} \) and \( T^av_t \left\{ f^{(\omega)} \right\} \)

from (\ref{eq:B.41}) and (\ref{eq:B.43}) into (\ref{eq:B.73}) we obtain (\ref{eq:19}) presented in the main text.
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