The role of media coverage on the dynamical behavior of smoking model with and without spatial diffusion
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Abstract: The spread of epidemic diseases still a major threat to the life of communities. Therefore, with the great development of the technology, the spread of diseases can be reduced by using media coverage awareness. In this paper a smoking model incorporating media coverage for warranting the population is proposed and studied. The dynamics of the model is investigated in two different cases: nonexistence and existence of diffusion. The existence, positivity and bounded-ness of solutions are investigated. The local and global stability by the help of Lyapunov function of all possible equilibrium points are investigated. Moreover, numerical simulations are carried out to validate the analytical results and specify the effect of varying the parameters.
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1. Introduction

The smoke from the Cigarette is a very complex chemical mixture that is dangerous to human health and all the elements of the environment. It contains more than 3,800 toxic chemicals, the most important of which is the carbon monoxide (Co), which is one of the poisonous and dangerous gases on human life, ammonia (NH₃), Hydrogen sulfide (H₂S), formaldehyde (HCHO), Acetaldehyde (CH₂CHO), hydrogen cyanide (HCN), in addition to a large number of acids including: Carbonic acid (H₂CO₃), nitric acid (HNO₃), acetic acid (CH₃COOH) and formic acid (HCOOH), see [1].

Cigarette smoke also carries a huge range of organic compounds, which have proved dangerous, classified globally as highly dangerous. These substances include benzopyrene, which works to destroy the mucous membranes of the respiratory tract of smokers, and also destroys the airways of smokers. In one of the statistics from 2013, the number of premature deaths due to smoking to 5950 deaths, as well as 200,000 cases of hospitalization. And there are many diseases caused by smoking such as 44% Cancer, 30% Circulatory diseases, 25% Respiratory diseases and other [2-3]. All these reasons have invited many authors to understand and study the smoking epidemic for example: In [4], Castillo-Garsow et al. suggested the tobacco model with recovery. Lahrouz, et al [5] proposed and studied mathematical model of smoking. Al-Shareef and Batarfi studied the effect of chain, mild and passive smoke see [6]. In [7], Sharomi and Gumel provided a rigorous mathematical study for assessing the dynamics of smoking and their impact on public health in a community. Zaman, studied the smoking dynamics with control strategy, he discussed qualitative behavior of tobacco model [8, 9]. Erturk and Momani [10] proposed analytic method for approximating a giving up smoking model. Zainab et al [11] studied global dynamics of a mathematical model on Smoking. Moreover many researchers proposed and studied models showed how the media effect of the spread of the diseases for example: Misra et al [12] studied the effects of awareness programs by media on the spread of infectious diseases. Smith et al [13] investigated the impact of media coverage on the influenza disease. Cui and Zhu [14] studied the impact of media on control of infectious disease. On the other hand, it is well known that location play a critical role in disease dynamics see for example [15-19]. In this work, we proposed and studied a mathematical model describing the effect of awareness through media program on the spread of smoking. Further, the effect of location on outbreak the smoking in
the population is also considered through studying the model with reaction diffusion. Finally, local as well as global stability analysis of the proposed model are also investigated.

2. Construction of the model

The mathematical model offers us more understanding about spreading the infection disease, we know that the disease is transmitted by direct contact between healthy individuals with infected individuals. In fact, outbreak the smoking is very similar to the spread of epidemic and hence some populations start smoking due to contact with smokers. Consider a population of size \( N \) at time \( t \). It is assumed that, the population divided into four classes: the 1st class consisting of individuals who do not smoke tobacco and maybe become smokers in future (potential smokers) and the size of individuals at time \( t \) for this class denoted by \( P(t) \); 2nd class involving the smoker individuals and denoted their size at time \( t \) by \( S(t) \); \( Q(t) \) represents the size of individuals at time \( t \) in the 3rd class that contains individuals who temporarily quit smoking; \( R(t) \) stands for the size of individuals at time \( t \) in the 4th class, which contains the recovery from smoking. On the other hand, the efficiency of awareness by media coverage to reducing the number of smokers (or smoking prevention) at time \( t \) will be denoted by \( M(t) \). Accordingly, the dynamics of smoking model with the effect of awareness by media coverage to outbreak the smoking can be describe by the following system of nonlinear ODEs.

\[
\begin{align*}
\dot{P} &= \psi - \beta PS - \mu P - \gamma PM \\
\dot{S} &= \beta PS + \sigma \gamma PM - \mu S - \gamma SM + \epsilon \delta Q \\
\dot{Q} &= \epsilon \gamma SM - \mu Q - \delta Q \\
\dot{R} &= \gamma(1-\sigma)PM + \gamma(1-\epsilon)SM - \mu R + \delta(1-\epsilon)Q \\
\dot{M} &= \alpha(S + P) - \theta M
\end{align*}
\]

As the fourth equation is a linear differential equation with respect to variable \( R(t) \), which is not appear in the other equations of system (1), hence system (1) can be reduced to the following system:

\[
\begin{align*}
\dot{P} &= \psi - \beta PS - \mu P - \gamma PM \\
\dot{S} &= \beta PS + \sigma \gamma PM - \mu S - \gamma SM + \epsilon \delta Q \\
\dot{Q} &= \epsilon \gamma SM - \mu Q - \delta Q \\
\dot{M} &= \alpha(S + P) - \theta M
\end{align*}
\]

with initial condition \( P(0) > 0, S(0) \geq 0, Q(0) \geq 0 \) and \( M(1) > 0 \). Therefore, by solving system (2) and substituting the solution, say \( (P^*, S^*, Q^*, M^*) \), it in the fourth equation of system (1) and solving the obtained linear differential equation we get for \( t \to \infty \) that:

\[
R = \frac{\gamma((1-\sigma)P^* + (1-\epsilon)S^*)M^* + \delta(1-\epsilon)Q^*}{\mu}
\]

Moreover, all the parameters are assumed to be nonnegative with, \( \psi > 0 \) represents the recruitment of potential smokers population, \( \mu > 0 \) represents the natural death rate of the human populations. The parameter \( \beta > 0 \) is the contact rate between potential smokers and smokers. On other hand, the awareness level through media coverage that reached to the individuals is denoted by \( \gamma > 0 \), however portion of individuals who received awareness transfers to smoker class and temporarily quit smoking class with rates \( (0 \leq \sigma \leq 1) \) and \( (0 \leq \epsilon \leq 1) \) respectively. The parameter \( \delta > 0 \) represents the rate of losing the temporary quitters smoking individuals, in fact fraction of them with rate \( (0 \leq \epsilon \leq 1) \) transfers to smoker’s class while the rest of individuals will transfer to recovery from smoking class. The parameter \( \alpha > 0 \) represents media campaigns rate performed by both smokers and nonsmokers, however the rate of disappearance of media coverage represented by \( \theta > 0 \).
Keeping the above description of variables and parameters, it is easy to prove that system (1), and hence system (2), is defined on the following positively invariant set:

$$\Gamma = \{(P, Q, S, R, M) \in \mathbb{R}^5_+: 0 \leq N \leq \frac{\psi}{\mu}, 0 \leq M \leq \frac{\alpha \gamma \phi}{\theta \mu}\}$$

where $N = P + S + Q + R$.

3. The existence of equilibrium points of system (2)

In this section, the existence conditions of all possible equilibrium points are determine. It is easy to shows that system (2) has three equilibrium points. The points and their existence conditions can be described as following:

- In the absence of smokers, that is $S = 0$. Then, system (2) has a unique positive equilibrium point in the interior of positive quadrant of $PM$-plane, namely smoking free equilibrium point (SFEP), which denoted by $E_0 = (P_0, 0, 0, M_0)$ where

$$F_0 = \frac{\psi_0}{2\gamma \theta_0}$$

$$M_0 = \frac{\psi_0 + \theta_0 - \theta_0 \psi_0 + \theta_0 \psi_0}{2\gamma \theta_0}$$

provided that the following condition holds

$$\sigma = 0$$

- In the absence of temporarily quit smokers ($Q = 0$). Hence, system (2) has an equilibrium point is the interior of positive octant of $PSM$-space, namely free temporarily quit smoking equilibrium point (FTQSEP), which denoted by $E_1 = (P_1, S_1, 0, M_1)$ where

$$M_1 = \frac{\alpha \sigma (S_1 + P_1)}{\sigma}$$

while $(P_1, S_1)$ is a positive root to the following two isoclines:

$$f(P, S) = \theta \psi - \theta \psi - \theta \psi + \alpha \gamma \psi S \psi - \theta \psi - \alpha \gamma \psi = 0$$

$$g(P, S) = (\theta \psi + \alpha \gamma (\sigma - 1))\psi S + \alpha \gamma \psi^2 - \theta \psi - \alpha \gamma S = 0$$

Clearly, as $S \to 0$, the two isoclines reduced to:

$$\theta \psi - \theta \psi - \alpha \gamma \psi^2 = 0$$

$$\alpha \gamma \psi^2 = 0$$

- The coexistence equilibrium point or endemic equilibrium point (EEP), which denoted by $E_2 = (P_2, S_2, Q_2, M_2)$ where

$$M_2 = \frac{\alpha \sigma (S_2 + P_2)}{\sigma}$$

while $(P_2, S_2)$ represents a positive intersection point of the two isoclines $f(S, P) = 0$, which is given by Eq. (5b), while the other isocline is given by

$$g_1(S, P) = [(\theta \psi + \alpha \gamma (\sigma - 1))\psi S + \alpha \gamma \psi^2 - \theta \psi - \alpha \gamma S^2] (\mu + \delta) + \alpha \gamma \psi \delta S (S + P) = 0$$

Clearly, as $S \to 0$, the last two isocline reduced to the same polynomial equation given in Eq. (5d) and (5e). Hence they have the same nonnegative roots fall on the $P$-axis. Accordingly, $(P_2, S_2)$ exists uniquely in the interior of positive quadrant $PS$-plane provided that
Hence the EEP exists uniquely in the interior of positive octant of $PSM$ space under the condition (7b).

4. Stability analysis of system (2)

In this section, the stability analysis of all equilibrium points of system (2) is studied. The Jacobian matrix of system (2) at $E_0$ can be written in the following form.

$$J(E_0) = \begin{pmatrix}
0 & -\gamma P_0 & 0 & 0 \\
0 & -\beta P_0 & 0 & 0 \\
0 & 0 & -\mu & -\delta \\
0 & 0 & -\mu & 0
\end{pmatrix}$$

where

- $a_{11} = -\beta S - \mu - \gamma M, a_{12} = -\beta P, a_{13} = 0, a_{14} = -\gamma P$
- $a_{21} = \beta S + \gamma M, a_{22} = \beta P - \mu - \gamma M, a_{23} = 0, a_{24} = \gamma P - \gamma S$
- $a_{31} = 0, a_{32} = \gamma M, a_{33} = -\mu - \delta, a_{34} = \gamma S$
- $a_{41} = 0, a_{42} = 0, a_{43} = 0, a_{44} = 0$

Consequently, the local stability of SFEP is investigated in the following theorem.

Theorem 1: The SFEP of system (2) is locally asymptotically stable (LAS) if the following sufficient conditions hold

$$0 < \mu + \gamma M_0$$

$$0 < (\mu + \delta)P_0 + \gamma \mu \delta M_0$$

Proof: The Jacobian matrix of system (2) at $E_0$ can be written as:

$$J(E_0) = \begin{pmatrix}
0 & -\beta P_0 & 0 & 0 \\
0 & -\gamma P_0 & 0 & 0 \\
0 & 0 & -\mu & -\delta \\
0 & 0 & -\mu & 0
\end{pmatrix}$$

Hence, the characteristic equation can be written as

$$\lambda^4 + B_1 \lambda^3 + B_2 \lambda^2 + B_3 \lambda + B_4 = 0$$

Such that

- $B_1 = -[B_{11} + b_{22} + b_{33} + b_{44}]$
- $B_2 = b_{11} (b_{22} + b_{33}) + b_{12} (b_{23} + b_{32}) + b_{13} b_{23} + b_{44} (b_{22} + b_{33})$
- $B_3 = -(b_{11} + b_{44}) (b_{23} + b_{32}) + (b_{22} + b_{33})(b_{11} b_{44} - b_{13} b_{24})$
- $B_4 = (b_{22} b_{33} - b_{23} b_{32}) (b_{11} b_{44} - b_{13} b_{24})$

while by using some algebraic computation we obtain that

$$B_1 = b_{11} (b_{22} + b_{33}) + b_{12} (b_{23} + b_{32}) + b_{13} b_{23} + b_{44} (b_{22} + b_{33})$$

and

$$B_2 = -[b_{11} b_{44} (b_{22} + b_{33}) (b_{23} + b_{32}) - (b_{11} + b_{44}) (b_{23} + b_{32}) (b_{22} + b_{33})]$$

$$B_3 = -(b_{11} b_{44}) (b_{23} + b_{32}) (b_{22} + b_{33}) - (b_{22} + b_{33}) (b_{11} b_{44} - b_{13} b_{24})$$

$$B_4 = (b_{22} b_{33} - b_{23} b_{32}) (b_{11} b_{44} - b_{13} b_{24})$$

However $\Delta = B_1 (B_2 - B_3) - B_2 (B_1 - B_4)$ can be written as:

$$\Delta = -B_1 [B_{11} + b_{44}] (b_{23} + b_{32}) (b_{22} + b_{33}) - B_1 b_{11} b_{44} (b_{22} + b_{33})$$

Note that, according to the Routh-Hurwitz criterion, all the eigenvalues of $J(E_0)$ have negative real parts and then the SFEP of system (2) is locally asymptotically stable provided that $B_1 > 0$ for $i = 1, 2, 3, 4; B_1 B_2 - B_3 > 0$ and $\Delta > 0$. It is easy to verify that condition (11a) guarantees that the term $b_{22} b_{33} - b_{23} b_{32} > 0$ Hence due to the sign of matrix elements and the sufficient conditions (11a) and (11b) all the Routh-Hurwitz conditions are satisfied. Therefore, the proof is complete.
**Theorem 2:** The FTQSEP of system (2) is LAS if the following sufficient conditions hold
\begin{align}
\beta P_1 < \mu + \gamma M_2 \\
\sigma P_1 < \xi \\
\alpha \gamma S_1 < \alpha \gamma P_1 + \theta \delta S_1 + \theta \gamma M_1 \\
\alpha \gamma P_1 [\beta P_1 + \gamma M_1] < 2 \theta \delta S_1 (\mu + \gamma M_1) - \beta F_1
\end{align}

**Proof:** The Jacobian matrix of system (2) at $E_1$ can be written:
\begin{equation}
J(E_1) = (c_{ij})_{4 \times 4} =
\begin{pmatrix}
\beta P_1 & 0 & -\gamma F_1 \\
0 & \beta P_1 - (\mu + \gamma M_1) & \alpha \\
\alpha & \alpha & 0 \\
0 & 0 & -\theta
\end{pmatrix}
\end{equation}

Hence, the characteristic equation can be written as
\begin{equation}
(c_{32} - \lambda)(\lambda^3 + C_1 \lambda^2 + C_2 \lambda + C_3) = 0
\end{equation}

where the eigenvalue in the $G$ direction is given by $\lambda_G = - (\mu + \delta) < 0$, while $C_1 = -\{c_{11} + c_{22} + c_{44}\}$, $C_2 = \{c_{11}c_{22} - c_{12}c_{21} + c_{14}c_{44} - c_{14}c_{41} + c_{22}c_{44} - c_{24}c_{42}\}$, $C_3 = -\{c_{11}c_{22}c_{44} - c_{12}c_{21}c_{44} + c_{14}c_{24}c_{42} + c_{16}c_{24}c_{42} - c_{24}c_{42}\}$

Note that, according to the Routh-Hurwitz criterion, all the eigenvalues of $J(E_1)$ have negative real parts and then the FTQSEP of system (2) is locally asymptotically stable provided that $C_i > 0$ for $i = 1, 3$ and $C_1C_2 - C_3 > 0$.

It is easy to verify that condition (14a) guarantees that the element $c_{22}$ is negative and condition (14b) guarantees that the element $c_{24}$ is negative, while condition (14c) guarantees that the term $c_{24}c_{42} - c_{22}c_{44} > 0$. On the other hand condition (14d) ensure that $-2c_{11}c_{22}c_{44} + c_{12}c_{24}c_{42} + c_{14}c_{24}c_{42} > 0$. Hence due to the sign of matrix elements and the sufficient conditions (14a)-(14d) all the Routh-Hurwitz conditions are satisfied. Therefore, the proof is complete.

**Theorem 3:** The EEP of system (2) is LAS if the following sufficient conditions hold
\begin{align}
\beta P_1 < \mu + \gamma M_2 \\
\sigma P_1 < \xi \\
\beta (\mu + \delta) P_2 + \epsilon \delta c M_2 < (\mu + \gamma M_2) (\mu + \delta) \\
P_2 (\gamma S_2 + \sigma \gamma M_2) + \epsilon \delta S_2 < \gamma P_2 (\beta S_1 + \mu + \gamma M_2 + \theta)
\end{align}

**Proof:** The Jacobian matrix of system (2) at $E_2$ is written as
\begin{equation}
J(E_2) = (z_{ij})_{4 \times 4}
\end{equation}

where $z_{ij} = a_{ij} (P_j, \gamma S_2, Q_0, M_2)$. For $i, j = 1, 2, 3, 4$. Hence, the characteristic equation can be written as
\begin{equation}
\lambda^4 + Z_1 \lambda^3 + Z_2 \lambda^2 + Z_3 \lambda + Z_4 = 0
\end{equation}

where
\begin{align}
Z_1 &= -[Z_{11} + Z_{22} + Z_{33} + Z_{44}] \\
Z_2 &= Z_{11}Z_{22} - Z_{12}Z_{21} + Z_{13}Z_{33} + Z_{14}Z_{44} - Z_{14}Z_{41} + Z_{22}Z_{33} - Z_{23}Z_{32} - Z_{23}Z_{32} \\
Z_3 &= -[(Z_{11} + Z_{44})(Z_{22}Z_{33} - Z_{23}Z_{32}) + (Z_{12} + Z_{33})(Z_{14}Z_{44} - Z_{14}Z_{41})] \\
Z_4 &= (Z_{14}Z_{44} - Z_{14}Z_{41})(Z_{22}Z_{33} - Z_{23}Z_{32}) + (Z_{11}Z_{44} - Z_{12}Z_{21})(Z_{22}Z_{33} - Z_{23}Z_{32})
\end{align}

Moreover, we have that
\[ Z_1 Z_2 - Z_3 = -(z_{11} + z_{22})(z_{11} z_{22} - z_{14} z_{21}) - z_{11} z_{33}(z_{11} + z_{22} + z_{13}) \\
- z_{14} z_{14}(z_{11} + z_{22} + z_{13} + z_{44})(z_{11} + z_{22} + z_{13} + z_{44}) + z_{14} z_{24} z_{41} \\
- (z_{12} + z_{13})(z_{12} z_{33} - z_{23} z_{12}) + z_{14} z_{14}(z_{11} + z_{44}) \\
+ z_{14} z_{41}(z_{12} + z_{44}) + z_{14} z_{14} z_{21} - z_{23} z_{34} \]

and

\[ \Delta = Z_3 (Z_1 Z_2 - Z_3) - Z_1 Z_4 \] can be written as:

\[ \Delta = X_1 (X_2 + X_1) - X_3 \]

where

\[ X_1 = (z_{11} + z_{44})(z_{22} z_{33} - z_{23} z_{12}) + (z_{22} + z_{33})(z_{11} z_{44} - z_{14} z_{41}) \\
- z_{12} z_{21}(z_{33} + z_{44}) + z_{22} z_{12}(z_{11} + z_{33}) + z_{22} z_{12}(z_{44}) - z_{12} z_{21} - z_{14} z_{41} \\
+ z_{14} z_{24}(z_{22} + z_{33}) - z_{14} z_{13} z_{33} + z_{23} z_{32} \]

\[ X_2 = (z_{21} + z_{22} + z_{44})(z_{11} z_{33} + z_{44} + z_{14} z_{21}) - z_{12} z_{21} - z_{14} z_{41} \]

\[ X_3 = z_{11} + z_{32} + z_{33} - z_{22} \]

Note that, according to the Routh-Hurwitz criterion, all the eigenvalues of \( J(F_2) \) have negative real parts and then the EEP of system (2) is locally asymptotically stable provided that \( z_i > 0 \) for \( i = 1, 2, 3; Z_1 - Z_3 > 0 \) and \( \Delta > 0 \).

It is easy to verify that conditions (17a) and (17b) guarantees that the elements \( z_{22} \) and \( z_{24} \) are negative respectively and condition (17c) guarantees that the term \( z_{22} z_{33} - z_{23} z_{32} > 0 \) while the term \( z_{14} z_{24} (z_{11} + z_{44}) - z_{14} z_{13} z_{33} > 0 \) if the conditions (17c) holds. Hence due to the sign of matrix elements and the sufficient conditions (17a) and (17d) all the Routh-Hurwitz conditions are satisfied. Therefore, the proof is complete.

It is well known that, for each equilibrium point there is a specific basin of attraction and the point will be a globally asymptotically stable if and only if their basin of attraction is the total domain. Therefore, in the following theorems, the basin of attraction or the global stability conditions of each point is determined.

**Theorem 4:** Assume that the SFEP is LAS. Then it has a basin of attraction that satisfies the following conditions

\[ \left( \frac{\alpha P - \beta P_0}{PM} \right)^2 \leq 4 \left( \frac{\mu + \frac{M}{P} \gamma}{P} \right) \left( \frac{\theta}{M} \right) \]  

(20a)

\[ (\alpha + \beta P_0) < \mu \]  

(20b)

**Proof:** Consider the following positive definite Lyapunov function, which is defined for all \( P > 0 \) and \( M > 0 \) in the domain of system (2),

\[ V_1 = \left( P - P_0 - P_0 \ln \frac{P}{P_0} \right) + S + Q \left( M - M_0 - M_0 \ln \frac{M}{M_0} \right) \]

Clearly, by differentiating \( V_1 \) with respect to \( t \) along the solution curve of system (2), it’s obtaining that:

\[ V_1' = -\left( \frac{\alpha P - \beta P_0}{P} \right)^2 (P - P_0)^2 + \left( \frac{\alpha P - \beta P_0}{PM} \right) (P - P_0)(M - M_0) \]

\[ - \left( \mu + (1 - \epsilon) \delta \right) Q - \gamma (1 - \epsilon) y S M \]

\[ - \left( \mu + (1 - \epsilon) \delta \right) S \]

\[ - \left( \mu + (1 - \epsilon) \delta \right) S - \frac{M_0}{M} S \]

Therefore by using the above conditions, it’s observed that

\[ V_1' < \left[ \frac{\alpha P - \beta P_0}{P} - \left( \frac{\mu + (1 - \epsilon) \delta}{\sqrt{M - M_0}} \right)^2 \right] (P - P_0)^2 - \left( \mu + (1 - \epsilon) \delta \right) Q - \gamma (1 - \epsilon) y S M \]

\[ - \left( \mu + (1 - \epsilon) \delta \right) \frac{M_0}{M} S \]

Obviously, \( V_1' = 0 \) at \( F_0 = (P_0, 0, 0, M_0) \), moreover \( V_1' < 0 \) otherwise. Hence \( V_1' \) is negative definite and then the solution starting from any initial point satisfy the above conditions will approaches asymptotically to SFEP. Hence the proof is complete.
Theorem 5: Assume that the \( \text{FTQSEP} \) is LAS. Then it has a basin of attraction that satisfies the following conditions

\[
\begin{align*}
\beta P_1 &< \gamma M_1 + \mu \quad \text{(21a)} \\
\left( \frac{\alpha \gamma M}{S} \right)^2 &< \left( \frac{\beta^2 + \beta P_1 + M}{\mu} \right) (\gamma M + \mu - \beta P_1) \\
\left( \frac{\alpha}{M} \right)^2 &< \left( \frac{\beta \gamma M}{S} + \mu \right) (\gamma M + \mu - \beta P_1) \\
\left( \frac{\alpha}{M} \right)^2 &< \left( \frac{\gamma M + \mu - \beta P_1}{S} \right) (\gamma M + \mu - \beta P_1) \\
(21d)
\end{align*}
\]

Proof: Consider the following positive definite Lyapunov function, which is defined for all \( P > 0, S > 0 \) and \( M > 0 \) in the domain of system (2)

\[
V_2 = \left( P - P_1 - P_1 \ln \frac{P}{P_1} + (S - S_1 - S_1 \ln \frac{S}{S_1}) + Q + (M - M_1 - M_1 \ln \frac{M}{M_1}) \right)
\]

Clearly, by differentiating with respect to \( t \) along the solution curve of system (2), it’s obtaining that:

\[
\begin{align*}
V_2' &= \left( \frac{\beta S + \beta P + \gamma M}{S} \right) (P - P_1)^2 - \left( \frac{\gamma M + \mu - \beta P_1}{S} \right) (P - P_1) (S - S_1) \\
&\quad - \left( \frac{\beta S + \beta P + \gamma M}{S} \right) (P - P_1) (S - S_1)^2 - \left( \frac{\gamma M + \mu - \beta P_1}{S} \right) (P - P_1) (M - M_1) \\
&\quad + \left( \frac{\alpha}{M} \right) (P - P_1) (M - M_1) - \frac{6}{2M} (M - M_1)^2 \\
&\quad - \left( \frac{\gamma M + \mu - \beta P_1}{S} \right) (S - S_1)^2 + \left( \frac{\alpha}{M} \right) (P - P_1) (M - M_1) \\
&\quad - \frac{\alpha}{2M} (M - M_1)^2 - (\mu + (1 - \delta) \varphi) Q - \frac{\varepsilon \delta S^2}{S}
\end{align*}
\]

Therefore by using the above conditions, it’s observed that

\[
V_2' < -\left[ \frac{x_{11}}{\varepsilon} \right] \left( P - P_1 \right)^2 - \left( \frac{x_{22}}{\varepsilon} \right) (S - S_1)^2 - \left( \frac{x_{44}}{\varepsilon} \right) (M - M_1)^2 - (\mu + (1 - \delta) \varphi) Q - \frac{\varepsilon \delta S^2}{S}
\]

where \( x_{11} = \left( \frac{\beta S + \beta P + \gamma M}{S} \right) \); \( x_{22} = \left( \frac{\gamma M + \mu - \beta P_1}{S} \right) \); \( x_{44} = \frac{\alpha}{2M} \).

Obviously, \( V_2 = 0 \) at \( E_1 = (P_1, S_1, 0, M_1) \), moreover \( V_2' < 0 \) otherwise. Hence \( V_2' \) is negative definite and then the solution starting from any initial point satisfy the above conditions will approaches asymptotically to \( \text{FTQSEP} \). Hence the proof is complete.

Furthermore, in the following theorem the conditions that specify the basin of attraction of \( \text{EEP} \) are established.

Theorem 6: Assume that the \( \text{EEP} \) is LAS. Then it has a basin of attraction that satisfies the following conditions

\[
\begin{align*}
\beta P_2 &< \mu + \gamma M \quad \text{(22a)} \\
(\sigma M + \beta S - \beta P_2)^2 &< \frac{2}{3} (\beta S + \beta P_2 + \mu) (\gamma M + \mu - \beta P_2) \quad \text{(22b)} \\
(\alpha - \gamma P_2)^2 &< \frac{2}{3} \theta (\beta S + \beta P_2 + \mu) \quad \text{(22c)} \\
(\varepsilon \delta + \sigma M)^2 &< \frac{2}{3} (\mu + \delta) (\gamma M + \mu - \beta P_2) \quad \text{(22d)} \\
(\alpha + \sigma M)^2 &< \frac{4}{9} \theta (\gamma M + \mu - \beta P_2) \quad \text{(22e)} \\
(\varepsilon \delta)^2 &< \frac{2}{3} \theta (\mu + \delta) \quad \text{(22f)}
\end{align*}
\]

Proof: Consider the following positive definite Lyapunov function

\[
V_3 = \left( \frac{P - P_2}{2} \right)^2 + \left( \frac{S - S_2}{2} \right)^2 + \left( \frac{Q - Q_2}{2} \right)^2 + \left( \frac{M - M_2}{2} \right)^2
\]
Hence, by differentiating $V_3$ with respect to $t$ along the solution curve of system (2), we get that
\[
V_3' = -\frac{g_1 + g_3}{g_2} (P - P_2)^2 - \frac{g_1 + g_2}{g_3} (S - S_2)^2 - \frac{g_1 + g_3}{g_2} (P - P_2)(S - S_2)
\]
\[
+ (\alpha + \gamma S_2)(S - S_2)^2 + (\delta + \delta M + M S - S_2)(S - S_2)
\]
\[
= -\frac{g_1 + g_3}{g_2} (Q - Q_2)^2 - \frac{g_1 + g_2}{g_3} (S - S_2)^2
\]
\[
+ (\alpha + \gamma S_2)(S - S_2)^2 - \frac{g_1 + g_3}{g_2} (Q - Q_2)^2 + \gamma S_2 (M - M_2)^2 - \frac{g_1 + g_3}{g_2} (M - M_2)^2
\]
Therefore by using the above conditions, it's observed that
\[
V_3' = -\left[\frac{g_1 + g_3}{g_2} (P - P_2)^2 - \frac{g_1 + g_2}{g_3} (S - S_2)^2\right] - \left[\frac{g_1 + g_3}{g_2} (P - P_2)^2 - \frac{g_1 + g_2}{g_3} (M - M_2)^2\right]
\]
\[
= \frac{g_1 + g_3}{g_2} (Q - Q_2)^2 - \frac{g_1 + g_2}{g_3} (S - S_2)^2 - \frac{g_1 + g_3}{g_2} (M - M_2)^2
\]
\[
\frac{g_1 + g_3}{g_2} (Q - Q_2)^2 + \gamma S_2 (M - M_2)^2 - \frac{g_1 + g_3}{g_2} (M - M_2)^2
\]
\[
\text{Here } \quad \frac{g_1 + g_3}{g_2} = \beta S + \beta P_2 + \mu; \quad \frac{g_2}{g_3} = \gamma M + \mu - \beta P_2; \quad \frac{g_1 + g_3}{g_2} = \mu + \delta; \quad \frac{g_1 + g_3}{g_2} = \theta.
\]
Obviously, $V_3' = 0$ at $P_2 = (P_2, S_2, Q_2, M_2)$, moreover $V_3' < 0$ otherwise. Hence $V_3'$ is negative definite and then the solution starting from any initial point satisfy the above conditions will approaches asymptotically to EEP. Hence the proof is complete.

5. Smoking model with diffusion

Obviously, system (1) does not consider the structure of smokers spreading and hence it is not suitable to understand the transmission of smoking in case of moving the individuals. Therefore, it is important to consider the diffusion terms in the model structure in order to investigate whether and how spatial heterogeneity can affect the smoking transmission dynamics. Consequently, the smoking model with diffusion is considered in this section, which is extended to the smoking model given in Eq. (1). Let $\Omega$ is a bounded domain in $\mathbb{R}^n_+$ with smooth boundary $\partial \Omega$ and $\eta$ is the outward unit normal vector on the boundary, then the smoking model with diffusion can be written as:
\[
\frac{\partial P}{\partial t} = \psi - \beta PS - \mu P - \gamma PM + D_1 \Delta P
\]
\[
\frac{\partial S}{\partial t} = \beta PS + \sigma \gamma PM - \mu S - \gamma SM + e \delta Q + D_2 \Delta S
\]
\[
\frac{\partial Q}{\partial t} = e \gamma SM - \mu Q - \delta Q + D_3 \Delta Q
\]
\[
\frac{\partial R}{\partial t} = \gamma (1 - \sigma) PM + \gamma (1 - \epsilon) SM - \mu R + \delta (1 - \epsilon) Q + D_4 \Delta R
\]
\[
\frac{\partial M}{\partial t} = \alpha (S + P) - \theta M + D_5 \Delta M
\]
with homogeneous Neumann boundary condition
\[
\frac{\partial P}{\partial \eta} = \frac{\partial S}{\partial \eta} = \frac{\partial Q}{\partial \eta} = \frac{\partial R}{\partial \eta} = \frac{\partial M}{\partial \eta} = 0, \quad x \in \partial \Omega, \quad t > 0
\]
and initial conditions
\[
\frac{\partial P}{\partial t} = \frac{\partial S}{\partial t} = \frac{\partial Q}{\partial t} = \frac{\partial R}{\partial t} = \frac{\partial M}{\partial t} = 0, \quad x \in \partial \Omega, \quad t = 0
\]
\begin{align}
\frac{\partial P}{\partial t} &= \psi - \beta P - \mu P + \gamma M + D_1 \Delta P \\
\frac{\partial S}{\partial t} &= \beta PS - \mu S - \phi S + \sigma P + D_2 \Delta S \\
\frac{\partial Q}{\partial t} &= e \gamma SM - \mu Q - \delta Q + D_3 \Delta Q \\
\frac{\partial M}{\partial t} &= \alpha (S + P) - \theta M + D_5 \Delta M
\end{align}

So that \( R \) can be determined from
\[
R(x,t) = N - \left[ P(x,t) + S(x,t) + Q(x,t) \right], \quad x \in \Omega, \ t > 0
\]

As the initial values are positive and the growth functions in the interaction functions of system (26) are assumed to be sufficiently smooth in \( \mathbb{R}^+ \), then standard partial differential equations theory shows that the solution of (26) is unique and continuous for all the positive time in \( \Omega \). Furthermore, we recall the positivity lemma in order to using it to proof the positivity and the uniformly bounded of the solution of (26).

**Lemma 7 [17]:** Suppose \( K \in C(\overline{\Omega} \times [0,\tau]) \cap C^{2,1}(\Omega \times (0,\tau]) \) and satisfies
\[
K_t - D \Delta K \geq c(z,t) K, \quad z \in \Omega, \quad 0 < t \leq \tau,
\]
\[
\frac{\partial K}{\partial \eta} \geq 0, \quad z \in \partial \Omega, \quad 0 < t \leq \tau,
\]
\[
K(z,0) \geq 0, \quad z \in \overline{\Omega}
\]

where \( c(z,t) \in C(\overline{\Omega} \times [0,\tau]) \). Then \( K(z,t) \geq 0 \) on \( \overline{\Omega} \times [0,\tau] \). Moreover, \( K(z,t) > 0 \) or \( K \equiv 0 \) in \( \Omega \times [0,\tau] \).

Hence, according to lemma (7), we have the following theorem.

**Theorem 8:** Any solution of system (26) with a positive initial condition is positive.

**Proof:** Assume that \((P, S, Q, M)\) be a solution of system (26) in \( \Omega \times [0,T_{\text{max}}) \). Then for any \( \tau \) with \( 0 < \tau < T_{\text{max}} \), we get from 1st equation of system (26) that:
\[
P_t - D_1 \Delta P \geq - (\beta S + \mu + \gamma M) P, \quad x \in \Omega, \ 0 < t \leq \tau
\]

Since \(- (\beta S + \mu + \gamma M)\) is bounded due to the boundedness of the population in \( \Omega \times [0,\tau] \), then by using the Lemma (7) we obtain \( P > 0 \) in \( \Omega \times (0,\tau] \). By the same way we have \( S > 0 \) in \( \Omega \times [0,\tau] \) since that
\[
S_t - D_2 \Delta S \geq - (\mu + \gamma M) S, \quad x \in \Omega, \ 0 < t \leq \tau
\]

Similarly, we have \( Q > 0 \), due to the following
\[
Q_t - D_3 \Delta Q \geq - (\mu + \delta) Q, \quad x \in \Omega, \ 0 < t \leq \tau
\]

Again we applied the same lemma on last equation of system (26) we obtain that
\[
M_t - D_5 \Delta M \geq \theta M, \quad x \in \Omega, \ 0 < t \leq \tau
\]
Hence, \(M > 0\). Now, since \(\tau\) is arbitrary in \((0, T_{\text{max}})\), we obtain that \(P > 0\), \(S > 0\), \(Q > 0\) and \(M > 0\) in \(\Omega \times [0, T_{\text{max}})\).

Now, we show the boundedness of solution of system (26) and investigate that in following theorem

**Theorem 8:** Let \((P, S, Q) \in [C([0, T_{\text{max}}]]) \cap C^2 \Omega \times [0, T_{\text{max}})]^3\) be the solution of system (26) with non-negative non-trivial initial values. Then \(T = \infty\) and \(P(x, t) + S(x, t) + Q(x, t) \leq \max \{N, \|P_0(x) + S_0(x) + Q_0(x)\|_\infty\}\), where \(N = \frac{\psi}{\mu}\).

**Proof:** We show that \(P(x, t), S(x, t)\) and \(Q(x, t)\) are bounded by \(\Omega \times [0, T_{\text{max}}]\). Since \(0 < P(x, 0) + S(x, 0) + Q(x, 0) \leq \|P_0(x) + S_0(x) + Q_0(x)\|_\infty\) and
\[
(P + S + Q)_t - D\Delta (P + S + Q) \leq \psi - \mu (P + S + Q)
\]
with \(D = \max \{D_1, D_2, D_3\}\), then for \(t \in [0, \infty)\), we have that
\[
P(x, t) + S(x, t) + Q(x, t) \leq \left[\frac{\psi}{\mu} + \left(\|P_0(x) + S_0(x) + Q_0(x)\|_\infty - \frac{\psi}{\mu}\right)e^{-\mu t}\right]
\]
is the solution of the inequalities
\[
\frac{dL(t)}{dt} = \psi - \mu L(t); \quad L(0) = \|P_0(x) + S_0(x) + Q_0(x)\|_\infty
\]
Such that, \(L = (P + S + Q)\), hence, we have
\[
0 < L(t) \leq \max \left\{\frac{\psi}{\mu} \left\|P_0(x) + S_0(x) + Q_0(x)\right\|_\infty\right\}, \text{ for } t \in [0, \infty) \text{ and thus,}
\]
\[
P(x, t) + S(x, t) + Q(x, t) \leq L(x, t) \leq \max \left\{\frac{\psi}{\mu} \left\|P_0(x) + S_0(x) + Q_0(x)\right\|_\infty\right\}
\]
As well, by the same way we have shown that the media equation is bounded by \(\Omega \times [0, T_{\text{max}}]\). Such that, \(M(x, 0) \leq \left\|M_0(X)\right\|_\infty\), then
\[
M_t - D\Delta M \leq \alpha (P + S) - \theta M
\]
We have
\[
M(x, t) \leq \frac{\alpha (P + S)}{\theta} + \left(\left\|M_0(X)\right\|_\infty - \frac{\alpha (P + S)}{\theta}\right)e^{-\mu t}
\]
If \(t \to \infty\), we get
\[
M(x, t) \leq \max \left\{\frac{\alpha \psi}{\theta \mu} \left\|M_0(X)\right\|_\infty\right\}
\]
Thus the proof is complete.

6. **Stability analysis of system (26)**

In this section, the local and global stabilities of the equilibrium points of diffusion system (26) are discussed. It is easy to verify that the equilibrium points of diffusion system (26) and those of system (2) are the same. Then the stability analysis for each of them can be studied as in the following theorems

**Theorem 9:** The SFEp of diffusion system (26) is LAS if the following sufficient conditions hold
\[
\begin{align}
\beta R_0 &< \mu + \gamma M - kD_2 \\
(\mu + \delta + kD_3)\delta P_0 + \epsilon \gamma &\leq (\mu + \delta + kD_3)(\mu + \gamma M_0 + kD_2)
\end{align}
\]

**Proof:** The Jacobian matrix of system (26) at the SFEp is given by
where $b_{ij}; i,j = 1,2,3,4$ are given by Eq. (12). Then the characteristic equation can be written as
\[ \lambda^4 + \tilde{b}_1 \lambda^3 + \tilde{b}_2 \lambda^2 + \tilde{b}_3 \lambda + \tilde{b}_4 = 0 \]  
(30b)\)

Such that
\[ \tilde{b}_1 = -(\tilde{b}_{11} + \tilde{b}_{22} + \tilde{b}_{33} + \tilde{b}_{44}) \]
\[ \tilde{b}_2 = \tilde{b}_{11}(\tilde{b}_{22} + \tilde{b}_{33}) + \tilde{b}_{11} \tilde{b}_{44} - \tilde{b}_{12} \tilde{b}_{33} - \tilde{b}_{13} \tilde{b}_{22} + \tilde{b}_{14}(\tilde{b}_{22} + \tilde{b}_{33}) \]
\[ \tilde{b}_3 = -(\tilde{b}_{11} + \tilde{b}_{44})(\tilde{b}_{22} \tilde{b}_{33} - \tilde{b}_{23} \tilde{b}_{32}) + (\tilde{b}_{22} + \tilde{b}_{33})(\tilde{b}_{11} \tilde{b}_{44} - \tilde{b}_{14} \tilde{b}_{41}) \]
\[ \tilde{b}_4 = (\tilde{b}_{12} \tilde{b}_{33} - \tilde{b}_{23} \tilde{b}_{32})(\tilde{b}_{11} \tilde{b}_{44} - \tilde{b}_{14} \tilde{b}_{41}) \]

As well
\[ \tilde{b}_1 \tilde{b}_2 - \tilde{b}_3 = -(\tilde{b}_{11} + \tilde{b}_{44})(\tilde{b}_{22} + \tilde{b}_{33})(\tilde{b}_{11} + \tilde{b}_{22}) \]
\[ -(\tilde{b}_{11} + \tilde{b}_{44})(\tilde{b}_{22} + \tilde{b}_{33})(\tilde{b}_{12} + \tilde{b}_{44}) \]
\[ -(\tilde{b}_{11} + \tilde{b}_{44})(\tilde{b}_{14} \tilde{b}_{44} - \tilde{b}_{14} \tilde{b}_{41}) \]
\[ -(\tilde{b}_{22} + \tilde{b}_{33})(\tilde{b}_{22} \tilde{b}_{33} - \tilde{b}_{23} \tilde{b}_{32}) \]

while $\Delta = \tilde{b}_3(\tilde{b}_1 \tilde{b}_2 - \tilde{b}_3) - \tilde{b}_1^2 \tilde{b}_4$ can be written as
\[ \Delta = -\tilde{b}_1(\tilde{b}_{11} + \tilde{b}_{44})^2 (\tilde{b}_{22} + \tilde{b}_{33})(\tilde{b}_{22} \tilde{b}_{33} - \tilde{b}_{23} \tilde{b}_{32}) \]
\[ -\tilde{b}_1(\tilde{b}_{11} + \tilde{b}_{44})^2 (\tilde{b}_{12} + \tilde{b}_{44})^2 (\tilde{b}_{11} \tilde{b}_{44} - \tilde{b}_{14} \tilde{b}_{41}) \]
\[ + (\tilde{b}_{11} + \tilde{b}_{44})(\tilde{b}_{22} + \tilde{b}_{33})[(\tilde{b}_{22} \tilde{b}_{12} - \tilde{b}_{23} \tilde{b}_{32}) - (\tilde{b}_{11} \tilde{b}_{44} - \tilde{b}_{14} \tilde{b}_{41})]^2 \]

where
\[ \tilde{b}_{11} = -(\mu + \gamma M_4 + kD_1) ; \quad \tilde{b}_{22} = (\beta P_0 - \mu - \gamma M_0 - kD_2) \]
\[ \tilde{b}_{33} = -(\mu + \delta + kD_3) ; \quad \tilde{b}_{44} = -(\theta + kD_5) \]

Note that, all the Routh-Hurwitz conditions that guarantee the LAS of the SFEP of system (26) are satisfied provided that the conditions (29a)-(29b) hold.

**Theorem 10:** The FTQSEP of diffusion system (26) is LAS if in addition to condition (14b) the following sufficient conditions hold
\[ \beta P_1 < (\mu + \gamma M_1 + kD_2) \]  
(31a)\)
\[ \alpha_2 S_1 < \alpha \gamma P_1 + (\theta + kD_1) \gamma S_1 + (\delta + kD_2) \gamma M_1 \]  
(31b)\)
\[ \alpha_2 S_1 [\beta P_1 + \gamma M_1] < 2(\theta + kD_1)(\gamma S_1 + \mu + \gamma M_1 + kD_1) \]  
(31c)\)

**Proof:** The Jacobian matrix of system (26) at FTQSEP can be written:
\[ J(E_1) = \begin{pmatrix} c_{11} - kD_1 & c_{12} & 0 & c_{14} \\ c_{21} & c_{22} - kD_2 & c_{23} & c_{24} \\ 0 & 0 & c_{33} - kD_3 & 0 \\ c_{41} & c_{42} & 0 & c_{44} - kD_5 \end{pmatrix} \]  
(32a)\)

where $c_{ij}; i,j = 1,2,3,4$ are given in Eq. (15). Hence, the characteristic equation can be written as
\[ (\tilde{c}_{33} - i)(\lambda^3 + \tilde{c}_1 \lambda^2 + \tilde{c}_2 \lambda + \tilde{c}_3) = 0 \]  
(32b)\)

here the eigenvalue in the $Q$ direction is given by $\lambda_0 = -(\mu + \delta + kD_3) < 0$, while the other three eigenvalues are the roots of the third degree polynomial, where
\[ \tilde{c}_1 = -[c_{11} + c_{22} + c_{44}] \]
\[ \tilde{c}_2 = c_{11} c_{22} - c_{12} c_{21} + c_{11} c_{44} - c_{14} c_{41} + c_{22} c_{44} - c_{24} c_{42} \]
\[ \tilde{c}_3 = -[c_{11} c_{22} c_{44} - c_{24} c_{42}] + c_{12} (c_{24} c_{41} - c_{21} c_{44}) + c_{14} (c_{21} c_{42} - c_{22} c_{41}) \]
\[ \dot{c}_1 \dot{c}_2 - \dot{c}_3 = -(c_{11} + c_{22})(c_{11}c_{22} - c_{12}c_{11}) - (c_{11} + c_{44})(c_{31}c_{44} - c_{14}c_{31}) - (c_{12} + c_{44})(c_{22}c_{44} - c_{24}c_{42}) - 2(c_{11}c_{22}c_{44} + c_{12}c_{24}c_{41} + c_{14}c_{21}c_{42}) \]

Here
\[ \dot{c}_{11} = -(\beta S_1 + \mu + \gamma M_1 + k D_1) \]
\[ \dot{c}_{22} = (\beta P_1 - \mu - \gamma M_1 - k D_2) \]
\[ \dot{c}_{33} = -(\mu + \delta + k D_3) \]
\[ \dot{c}_{44} = -(\theta + k D_5) \]

Note that, it is easy to verify that all the Routh-Hurwitz conditions that guarantee the LAS of the \textit{FTQSEP} of system (26) are satisfied provided that the conditions (31a)-(31c) and (14b) hold.

**Theorem 11:** The \textit{EEP} of diffusion system (26) is LAS if in addition to condition (17b) the following sufficient conditions hold:

\[ \beta P_2 < \mu + \gamma M_2 + k D_2 \]  \quad (33a)
\[ \beta (\mu + \delta + k D_1) P_2 + e \delta M_1 < (\mu + \gamma M_2 + k D_2)(\mu + \delta + k D_5) \]  \quad (33b)
\[ P_2(S_{21} + \gamma M_2) + e \delta S_2 < \beta P_2(\beta S_2 + \mu + \gamma M_2 + k D_1 + \theta + k D_5) \]  \quad (33c)

**Proof:** The Jacobian matrix of system (26) at \textit{EEP} can be written:

\[ J(\dot{E}_2) = \begin{bmatrix}
    z_{21} & z_{22} - kD_2 & z_{23} & z_{24} \\
    z_{31} & z_{32} - kD_3 & z_{33} & z_{34} \\
    z_{41} & z_{42} & z_{44} - kD_5 & 0
\end{bmatrix} \]  \quad (34a)

where \(z_{ij}, i, j = 1, 2, 3, 4\) are given in Eq. (18). So the characteristic equation can be written as:

\[ \hat{X}^4 + \hat{Y}_1 \hat{X}^3 + \hat{Y}_2 \hat{X}^2 + \hat{Y}_3 \hat{X} + \hat{Y}_4 = 0 \]  \quad (34b)

where
\[ \hat{Y}_1 = -[[z_{11} + z_{22} + z_{33} + z_{44}]] \]
\[ \hat{Y}_2 = \left[ z_{11}z_{22} - z_{12}z_{21} + z_{13}z_{31} + z_{14}z_{41} - z_{21}z_{32} - z_{22}z_{42} + z_{23}z_{34} + z_{24}z_{34} \right] \]
\[ \hat{Y}_3 = 
\left( \left( z_{11} + z_{44} \right) z_{22}z_{33} - z_{22}z_{44} + \left( z_{11}z_{23} - z_{12}z_{31} \right) \right) 
\left( z_{11}z_{22} + z_{12}z_{21} - z_{11}z_{23} + z_{12}z_{24} \right) 
\left( z_{11}z_{33} - z_{13}z_{31} \right) 
\left( z_{11}z_{44} - z_{14}z_{41} \right) 
\left( z_{12}z_{34} - z_{13}z_{41} \right) 
\left( z_{14}z_{23} - z_{12}z_{34} \right) - z_{33}z_{44} \]
\[ \hat{Y}_4 = \hat{X}_1 \hat{X}_2 \hat{X}_3 \hat{X}_4 \]

Moreover, we have that
\[ \hat{Z}_1 \hat{Z}_2 - \hat{Z}_3 = 
\left( \left( \left( z_{11} + z_{22} \right) \left( z_{11} + z_{22} - z_{12}z_{21} \right) \right) \right) 
\left( z_{11}z_{22} - z_{12}z_{21} + z_{13}z_{31} + z_{14}z_{41} - z_{21}z_{32} - z_{22}z_{42} + z_{23}z_{34} + z_{24}z_{34} \right) 
\left( \left( z_{11} + z_{33} \right) z_{22}z_{33} - z_{22}z_{33} + \left( z_{11}z_{23} - z_{13}z_{21} \right) \right) 
\left( z_{11}z_{33} - z_{13}z_{31} \right) \]
\[ \hat{Z}_4 \]
\[ \text{and } \Delta = \hat{Z}_1 (\hat{Z}_2 - \hat{Z}_3) - \hat{Z}_4 \text{ can be written as:} \]
\[ \Delta = \hat{X}_1 \hat{X}_2 \hat{X}_3 \hat{X}_4 \]

Such that
\[ \hat{Z}_{11} = -(\beta S_2 + \mu + \gamma M_2 + k D_1) \]
\[ \hat{Z}_{22} = (\beta P_2 - \mu - \gamma M_2 - k D_2) \]
\[ \hat{Z}_{33} = -(\mu + \delta + k D_3) \]
\[ \hat{Z}_{44} = -\theta + k D_5) \]

Note that, it is easy to verify that all the Routh-Hurwitz conditions that guarantee the LAS of the \textit{FTQSEP} of system (26) are satisfied provided that the conditions (31a)-(31c) and (14b) hold.
Again by using Routh-Hurwitz criterion, we get that the EEP is LAS if the sufficient conditions (33a)-(33c) with (17b) hold.

Note that, according to the above theorems it’s clear that, the equilibrium points of diffusion system (26) are always LAS if they are stable in system (2), that is mean without diffusion, but the converse is not necessarily true.

Next, in following theorems the globally asymptotically stability (GAS) of diffusion system (26) at SFEP, FTQSEP and EEP is carried out using the method described in [15].

**Theorem 12:** Assume that the SFEP of the diffusion system (26) is LAS, then it is GAS if the conditions (20a)-(20b) hold.

**Proof:** Consider the following candidate Lyapunov function with \( u(x,t) \) is a solution of diffusion system (26)

\[
W_1 = \int_{\Omega} V(u(x,t)) \, dx
\]

where \( V(u) \) is a continuously differentiable function defined on some \( \mathbb{R}_+^4 \). Then the time derivative of \( W_1 \) along the positive solution of system (26) is written as

\[
\frac{dW_1}{dt} = \int_{\Omega} \nabla V(u) \cdot (f(u) + D\Delta u) \, dx
\]

where \( f(u) \) is the vector field that given in right hand side of system (26) without diffusion, while \( D\Delta u \) is the diffusion term with \( D = (D_1, D_2, D_3, D_5) \) and \( D_i \geq 0 \). Therefore, we obtain that

\[
\frac{dW_1}{dt} = \int_{\Omega} \nabla V(u) \cdot f(u) \, dx + \int_{\Omega} \nabla V(u) \cdot D\Delta u \, dx
\]

which gives

\[
\frac{dW_1}{dt} = \int_{\Omega} \nabla V(u) \cdot f(u) \, dx + \sum_{i=1}^{4} D_i \int_{\Omega} \frac{\partial V}{\partial u_i} \Delta u_i \, dx
\]

Assume that, the integrand of the first term in Eq. (36) is already calculated as that for the system (2) given by theorem (4). However, the second term is simplified by using Green’s formula, and we obtain

\[
\int_{\Omega} \frac{\partial V}{\partial u_i} \Delta u_i \, dx = - \int_{\Omega} \nabla u_i \cdot \nabla \left( \frac{\partial V}{\partial u_i} \right) \, dx
\]

Therefore, Eq. (37) becomes

\[
\int_{\Omega} \frac{\partial V}{\partial u_i} \Delta u_i \, dx = - \int_{\Omega} \nabla u_i \cdot \nabla \left( \frac{\partial V}{\partial u_i} \right) \, dx
\]

Accordingly, by using Eq. (38) in Eq. (36), it’s obtain that

\[
\frac{dW_1}{dt} = \int_{\Omega} \nabla V(u) \cdot f(u) \, dx - \sum_{i=1}^{4} D_i \int_{\Omega} \nabla u_i \cdot \nabla \left( \frac{\partial V}{\partial u_i} \right) \, dx
\]

Therefore, in order to construct the function \( V \) we should have

\[
D_i \int_{\Omega} \nabla u_i \cdot \nabla \left( \frac{\partial V}{\partial u_i} \right) \, dx \geq 0, \text{ for all } i = 1, 2, 3, 4
\]

Now by using the function \( V = V_1 \), that given in theorem (4)

\[
V = (P - P_0 - P_0 \ln \frac{P}{P_0} + S + Q + (M - M_0 - M_0 \ln \frac{M}{M_0})
\]

Hence, in this case we have that...
Consequently, we obtain that
\[
\frac{dW_1}{dt} = -\left(\frac{\mu+\gamma M}{p} (F - P_0)^2 + \frac{(\alpha P - \beta P_0)}{pM} (P - P_0)(M - M_0) \right)
- \frac{\theta}{M} (M - M_0)^2 - \left[\mu + (1 - \varepsilon)\delta\right](Q - \gamma(1 - \varepsilon)\delta)SM
- \left[\mu - (\alpha + \beta P_0)S - \frac{\alpha M_0}{M}\right]S - D \int_\Omega \left[ \frac{\left[|\nabla p|^2\right]}{p^2} + M_0 \frac{|\nabla M|^2}{M^2} \right] dx
\]
where \(D = \min\{\rho_1, D_3\}\). Therefore by using the conditions (20a)-(20b), it's observed that
\[
\frac{dW_3}{dt} < -\left[\frac{\mu+\gamma M}{p} (P - P_0)^2 - \frac{\left[\mu+\gamma M\right]}{p} \left( M - M_0 \right) \right]^2 - \left[\mu + (1 - \varepsilon)\delta\right]Q
- \left[\mu - (\alpha + \beta P_0)S - \frac{\alpha M_0}{M}\right]S - D \int_\Omega \left[ \frac{\left[|\nabla p|^2\right]}{p^2} + M_0 \frac{|\nabla M|^2}{M^2} \right] dx
\]
Obviously, \(W_1' = 0\) at \(E_0 = (P_0, 0, 0, M_0)\), moreover \(W_1' < 0\) otherwise. Hence \(W_1'\) is negative definite and then the solution starting from any initial point satisfy the above conditions will approaches asymptotically to SFEP. Hence the proof is complete. \(\square\)

**Theorem 13:** Assume that the FTQSEP of the diffusion system (26) is LAS, then it is GAS if the conditions (21a)-(21d) hold

**Proof:** Similarly as in proof of theorem (12), we consider the following candidate Lyapunov function with \(u(x, t)\) be a solution of diffusion system (26).

\[
W_2 = \int_\Omega \frac{1}{2} (u(x, t))^2 dx
\]
with the function \(V_2\) that given in theorem (5). Therefore, direct computation gives that
\[
W_2' = -\left(\frac{\left[|\nabla p|^2\right]}{p^2} + M_0 \frac{|\nabla M|^2}{M^2} \right) (P - P_0)^2 - \frac{\left[\mu+\gamma M\right]}{p} \left( M - M_0 \right)
- \frac{\alpha}{M} \left( P - P_1 \right) (M - M_1) - \frac{\theta}{2M} \left( S - S_1 \right)^2
- \frac{\gamma M_0}{p} \left( S - S_1 \right) - \frac{\alpha}{M} \left( P - P_1 \right) (M - M_1) - \frac{\theta}{2M} \left( S - S_1 \right)^2 + \frac{\alpha}{M} \left( P - P_1 \right) (M - M_1)
- D \int_\Omega \left[ \frac{\left[|\nabla p|^2\right]}{p^2} + M_0 \frac{|\nabla M|^2}{M^2} \right] dx
\]
where \(D = \min\{D_1, D_2, D_3\}\). Therefore by using the conditions (21a)-(21d), it's observed that
\[
W_2' < -\left[\frac{x_{11}}{2} (P - P_1) - \frac{x_{22}}{2} (S - S_1) \right]^2 - \left[\frac{x_{44}}{2} (M - M_1) \right]^2
- \left[\frac{x_{22}}{2} (S - S_1) - \frac{x_{44}}{2} (M - M_1) \right]^2 - \left(\mu + (1 - \varepsilon)\delta\right)Q - \frac{\left[\nabla S, Q\right]_Q}{\delta}
- D \int_\Omega \left[ \frac{\left[|\nabla p|^2\right]}{p^2} + M_0 \frac{|\nabla M|^2}{M^2} \right] dx
\]
where \(x_{11}, x_{22}, x_{44}\) and \(x_{44}\) are given theorem (5). Obviously, \(W_2' = 0\) at \(E_1 = (P_1, S_1, 0, M_1)\), moreover \(W_2' < 0\) otherwise. Hence \(W_2'\) is negative definite and then the solution starting from any initial point satisfy the above conditions will approaches asymptotically to FTQSEP. Hence the proof is complete. \(\square\)
Theorem 14: Assume that the EEP of the diffusion system (26) is LAS, then it is GAS if the conditions (22a)-(22f) hold

Proof: Consider the following candidate Lyapunov function with \( u(x,t) \) be a solution of diffusion system (26).

\[
W_3 = \int_{I_2} V_3(u(x,t))dx
\]

with the function \( V_3 \) that given in theorem (6). Therefore, direct computation gives that

\[
W_3' = -\frac{(\beta S + \beta P_2 + \mu)}{2}(P - P_2)^2 + (\sigma \gamma M + \beta S - \beta P_2)(P - P_2)(S - S_2)
\]

\[
+ (\alpha - \gamma P_2)(P - P_2)(M - M_2) - \frac{\theta}{3}(M - M_2)^2
\]

\[
- \frac{(\gamma M + \mu - \beta P_2)}{3}(S - S_2)^2 + (\epsilon \delta + \epsilon \gamma M)(S - S_2)(Q - Q_2)
\]

\[
- \frac{\mu - \delta}{2}(Q - Q_2)^2 - \frac{(\gamma M + \mu - \beta P_2)}{3}(S - S_2)^2
\]

\[
+ (\alpha + \sigma \gamma P_2 - \gamma S_2)(S - S_2)(M - M_2) - \frac{\theta}{3}(M - M_2)^2
\]

\[
- \frac{\mu - \delta}{2}(Q - Q_2)^2 + \epsilon \gamma S_1(Q - Q_2)(M - M_2) - \frac{\theta}{3}(M - M_2)^2
\]

\[
- \frac{\mu - \delta}{2}(Q - Q_2)^2 + \epsilon \gamma S_1(Q - Q_2)(M - M_2) - \frac{\theta}{3}(M - M_2)^2
\]

\[
- D \left[ \frac{|\nabla u|^2}{p^2} + \frac{|\nabla S|^2}{2} + \frac{|\nabla Q|^2}{Q^2} + \frac{\|\nabla M\|^2}{M^2} \right]dx
\]

where \( D = \min(\Omega_1, \Omega_2, D_3, E_5) \). Therefore by using the conditions (22a)-(22f), it’s observed that

\[
W_3' = -\left[ \frac{q_{11}}{2}(P - P_2) - \sqrt{\frac{q_{22}}{S}}(S - S_2) \right]^2 - \left[ \frac{q_{11}}{2}(P - P_2) - \sqrt{\frac{q_{44}}{3}}(M - M_2) \right]^2
\]

\[
- \left[ \frac{q_{22}}{S}(S - S_2) - \sqrt{\frac{q_{44}}{3}}(M - M_2) \right]^2
\]

\[
- \left[ \frac{q_{44}}{3}(S - S_2) - \sqrt{\frac{q_{44}}{3}}(M - M_2) \right]^2
\]

\[
- D \left[ \frac{|\nabla u|^2}{p^2} + \frac{|\nabla S|^2}{2} + \frac{|\nabla Q|^2}{Q^2} + \frac{\|\nabla M\|^2}{M^2} \right]dx
\]

here \( q_{11}, q_{22}, q_{33}, \) and \( q_{44} \) are given in theorem (6). Obviously, \( W_3' = 0 \) at \( E_2 = (P_2, S_2, Q_2, M_2) \), moreover \( W_3' < 0 \) otherwise. Hence \( W_3' \) is negative definite and then the solution starting from any initial point satisfy the above conditions will approaches asymptotically to EEP. Hence the proof is complete.

8. Numerical simulation of systems (1)

In a bid to check our computation, some numerical simulations are carried out. The objective is to understand the global dynamics if system (1) and then study the effects of varying the parameters values. For the following set of hypothetical values of the parameters with different initial conditions the dynamical behavior of system (1) is investigated using the following sets of initial conditions \((0.7, 0.9, 0.6, 0.5, 0.5), (1, 2, 3, 1, 4), \) and \((3, 0.5, 5, 3, 1)\) respectively. The obtained trajectories are drawn in Fig. (1) below.

\[
\psi = 3, \beta = 0.03, \mu = 0.1, \gamma = 0.1, \sigma = 0, \epsilon = 0.03, \epsilon = 0.1
\]

\[
\delta = 0.1, \alpha = 0.05, \theta = 0.02
\]

(43)
Fig. 1: The trajectory of system (1) approaches asymptotically to a globally stable SFEP given by $E_0 = (3.2, 0.026, 7.8, 1)$. (a) Trajectory of $P(t)$, (b) Trajectory of $S(t)$, (c) Trajectory of $Q(t)$, (d) Trajectory of $R(t)$, (e) Trajectory of $M(t)$.

Clearly, as shown in Fig. (1), system (1) has a globally asymptotically stable SFEP for the data (43). Now, for the following set of hypothetical parameters values with the same initial sets of values used in Fig. (1), the trajectories of system (1) are drawn in Fig. (2) below.

$$\psi = 3, \beta = 0.3, \mu = 0.1, \gamma = 0.1, \sigma = 0.1, \epsilon = 0.03, e = 0.1$$

$$\delta = 0.1, \alpha = 0.05, \theta = 0.02$$

(44)
Fig. 2: The trajectory of system (1) approaches asymptotically to a globally stable EEP given by $E_2 = (2.4, 0.95, 0.6, 25.9, 8.4)$. (a) Trajectory of $P(t)$, (b) Trajectory of $S(t)$, (c) Trajectory of $Q(t)$, (d) Trajectory of $R(t)$, (e) Trajectory of $M(t)$.

Now, we used the same set of hypothetical parameters values in Eq. (44) with $\epsilon = 0$, and the same initial sets of values used in Fig. (1), then system (1) has a globally asymptotically stable FTQSEP, hence the trajectories of system (1) are drawn in Fig. (3) below.
Fig. 3: The trajectory of system (1) approaches asymptotically to a globally stable FTQSEP given by $E_1 = (2.4,0.95,0.26,6.8,4)$. (a) Trajectory of $P(t)$, (b) Trajectory of $S(t)$, (c) Trajectory of $Q(t)$, (d) Trajectory of $R(t)$, (e) Trajectory of $M(t)$.

Now, for the data set (44) with different values of contact rate $\beta$ given by the parameters values $0.0001, 0.3, 0.5, 0.0001$ respectively, system (1) is solved numerically and the obtained trajectories are drawn in Fig. (4) below.

Fig. (4): Time series of the trajectory of system (1) for the data (44) with different values of contact rate. (a) Trajectory of system (1) for $\beta = 0.3$, (b) Trajectory of system (1) for $\beta = 0.5$, (c) Trajectory of system (1) for $\beta = 0.0001$.

According to Fig. (4), as the contact rate between the potential smoker individuals and smoker individuals increases, then the trajectory of system (1) approaches asymptotically to the $(EEP)$ point as shown in the typical figure given by Fig. (4). In fact as $\beta$ increases, it is observed that the populations of smoker, quit smoker and media coverage increase while the populations of potential smokers and recovered decrease. On the other hand, as the contact rate $\beta$ decreases then the trajectory of system (1) still approaches asymptotically to the $(EEP)$ but with opposite size of populations.
Now, for the data (44) with awareness level given by $\gamma = 0.2$ and different values of response to media coverage from the potential smoker individuals such that $1 - \sigma = 0.99999, 0.8, 0$ respectively, system (1) is solved numerically and the obtained trajectories are drawn in Fig. (5) below.

![Graphs showing trajectories](image)

**Fig. (5):** Time series of the trajectory of system (1) for the data (44) with $\gamma = 0.2$ and different values of response rate to the media coverage. (a) Trajectory of system (1) for $1 - \sigma = 0.99999$, (b) Trajectory of system (1) for $1 - \sigma = 0.8$, (c) Trajectory of system (1) for $1 - \sigma = 0$.

Clearly, as shown in Fig. (5), increase the efficiency rate of the media coverage makes the trajectory of system (1) approaches asymptotically to the (SFEP) gradually and vice versa.

Similarly, for the data (44) with awareness level given by $\gamma = 0.2$ and different values of response to media coverage from the smoker individuals such that $1 - \epsilon = 1, 0.5, 0$ respectively, system (1) is solved numerically and the obtained trajectories are drawn in Fig. (6) below.

![Graphs showing trajectories](image)
Fig. (6): Time series of the trajectory of system (1) for the data (44) with $\gamma = 0.2$ and different values of response rate of smoker individuals to the media coverage. (a) Trajectory of system (1) for $1 - e = 1$, (b) Trajectory of system (1) for $1 - e = 0.5$, (c) Trajectory of system (1) for $1 - e = 0$.

Clearly, as shown in Fig. (6), increase the efficiency rate of the media coverage on the smoker individuals makes the trajectory of system (1) approaches asymptotically to the (FTQSEP) gradually and vice versa.

9. Discussion

In this paper, a mathematical model has been studied and analyzed to study the effect of a warning by media on the dynamical behavior of smoking epidemic model. The existence and the stability analysis of all possible equilibrium points are studied analytically as well as numerically. Finally according to the numerically simulation the following results are obtained:

1. As the contact rate between the individuals of potential smokers and smokers increase the trajectory of system (1) approaches asymptotically to the (EEP).
2. As the response to the media coverage from the potential smokers increases then the trajectory of system (1) approaches asymptotically to the (SFEP). Otherwise the trajectory still approaches asymptotically to (EEP).
3. As the response to the media coverage from the smokers increases then the trajectory of system (1) approaches asymptotically to the (SFEP). Otherwise the trajectory still approaches asymptotically to (EEP).
4. The stability of the smoking system in presence of diffusion follows if the smoking system without diffusion is stable, but the converse is not necessarily true.
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