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ABSTRACT: In chemistry and physics, machine learning (ML) methods promise transformative impacts by advancing modeling and improving our understanding of complex molecules and materials. Each ML method comprises a mathematically well-defined procedure, and an increasingly larger number of easy-to-use ML packages for modeling atomistic systems are becoming available. In this Perspective, we discuss the general aspects of ML techniques in the context of creating ML force fields. We describe common features of ML modeling and quantum-mechanical approximations, so-called global and local ML models, and the physical differences behind these two classes of approaches. Finally, we describe the recent developments and emerging directions in the field of ML-driven molecular modeling. This Perspective aims to inspire interdisciplinary collaborations crossing the borders between physical chemistry, chemical physics, computer science, and data science.

A central part of any problem in physics and chemistry is a model, a set of equations, plus initial and boundary conditions. The traditional scientific approach consists of writing down the model, solving it using some (hopefully reasonable) approximations, analyzing the calculations, and verifying the obtained results with reference data from higher-level calculations or experiments. Unfortunately, when the system under study is too complicated and our knowledge and intuition are insufficient to formulate reliable models, such an approach is obviously inapplicable. An alternative way was provided with the development of sophisticated machine learning (ML) methods. The first step of model formulation is avoided because ML models are data-driven rather than based on human intuition. However, predicting the behavior of a given system is far from the coveted goal of achieving a mechanistic understanding of the important processes that underlie the phenomenon of interest. Detectable scientific progress typically arises from a practical combination of ML and human (chemical and physical) intuition.

Many problems in chemistry and physics that eluded practical solutions for a long time have now been solved or are in the process of being solved by including ML models into the simulator’s toolbox. These problems include the design of new materials,5–13 large-scale simulations,1,2,14 predicting new chemical reactions,15–17 and understanding a complex interplay of interatomic and intermolecular interactions.18,19 Among this large variety of applications, the construction of accurate and efficient ML force fields (MLFFs) for molecules and materials is of particular interest.20–28

The combination of chemistry, physics, and ML is a true symbiosis. Increasingly powerful ML methods help in the development of more accurate and more transferable MLFFs. Similarly, we learn how to develop better and more data-efficient ML methods by incorporating prior knowledge into the construction of these sophisticated models.
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numerous units, possessing varying scales, and so on. The availability of data led to the development of powerful but “heavy-weighted” methods, such as deep neural networks (NN). As typical examples we can mention the NNs developed for playing video games or speech and text recognition. The common feature of these approaches is a complex architecture with millions of training parameters, which require enormous reference data sets for their adjustment. Collecting such data sets in natural sciences, where each training point is a result of computationally expensive ab initio calculations or challenging experimental measurements, is often impossible. Hence, the data efficiency of the ML models becomes a crucial factor. This led to the emergence of a novel direction in ML, where the basic physical laws or knowledge are directly implemented into the architecture of ML models. Such models demonstrate superior performance when using limited reference data sets compared to the ML methods relying solely on brute force (deep architectures). Also, knowledge-based ML models can provide insights into complex physical and chemical processes, becoming truly novel scientific approaches in their own right.

Combining ML methods with analytical and computational physics/chemistry has allowed a substantial extension in the range of accessible applications, and we highlight some of the prominent applications in Figure 1:

1. **Accelerated statistical sampling:** ML-driven Boltzmann generators were developed to obtain unbiased equilibrium samples of condensed-matter systems and proteins, which allow accurate computation of free-energy differences without prior knowledge of reaction coordinates and avoiding time-demanding simulations (Figure 1a).

2. **Essentially exact MLFFs for small molecules:** The data-efficient sGDMML MLFF approach enables the construction of essentially exact molecular force fields by learning atomic forces at the coupled-cluster level of quantum mechanics for molecules with up to dozens of atoms (Figure 1b).

Figure 1. Examples of practical modeling applications for molecules and solids which would be computationally prohibitive without employing ML methods. Examples include an accurate sampling of the atomic configurations as well as simulation of the folding process of proteins (a and d), constructing and using accurate coupled-cluster potential energy surfaces for small molecules (b), and reproducing the phase diagram of silicon with density-functional theory accuracy (c). Images used with permission from refs 1–4. Copyright 2019 (AAAS), 2020 (Springer Nature), 2019 (AIP Publishing), and 2018 (the authors), respectively.
3. **Accurate phase diagrams from a unified FF**: A single ML model for silicon accurately reproduces experimental reference results for a wide range of observable properties, including crystal, liquid, and amorphous bulk phases (Figure 1c).

4. **Data-driven protein folding**: A deep ML model is able to predict folded conformations for complex proteins from amino acid sequences providing potential insights into the function and malfunction of proteins (Figure 1d).

All these applications were considered to be out of reach for molecular simulation methods just a decade ago. However, the sheer variety of existing ML models for constructing MLFFs may be overwhelming even for specialists. Widely used examples include sGDML, SchNet, GAP, DPMD, HDNN,
PhysNet,\textsuperscript{25} and ANI\textsuperscript{37,38} and one can continue this list with their favorite options. At this point, understanding the basic concepts behind these models as well as their limitations becomes essential to advance the field of ML-enabled computational chemistry and physics.

We remark that this Perspective is not a detailed review of ML methods but is rather aimed at providing a concise perspective on recent advances and remaining challenges for MLFF methods. One can find many more details and comprehensive discussions about state-of-the-art ML models in recent review articles (see refs 39–46). Also, we heavily refer to the sGDML model to demonstrate different challenges throughout the text. This by no way means that the discussed challenges are inherent problems of only the sGDML model. The choice is dictated by the fact that we try to be as self-critical as possible when discussing fundamental challenges that many MLFF models face.

ML models often employ some knowledge from the relevant application domain. Therefore, understanding similarities between traditional methods and ML models is the key to develop efficient and accurate ML-enabled modeling techniques. Below we describe our perspective on the similarity between modern ML methods used in computational chemistry and physics and traditional approximate techniques widely employed to study large quantum-mechanical systems in practice (see Figure 2). We start with the direct similarity between computing an observable using the corresponding operator and many-particle wave function and predicting this property using a global ML model based on some global descriptor

\[ \tilde{O} = \langle \Psi(\vec{x}) | \hat{O} | \Psi(\vec{x}) \rangle \Rightarrow \tilde{O} = \mathbf{m}(\vec{d}) \]

Here \( \tilde{O} \) is the corresponding quantum-mechanical operator; \( \Psi \) is the system wave function depending on all degrees of freedom (DOFs) \( \vec{x} \); \( \mathbf{m} \) is the ML model, and \( \vec{d} \) is the descriptor employed to encode the DOFs.

The global model and descriptor mean that the entire system is treated as a single object without approximating the range of interactions or partitioning the system into independent building blocks. Formally, global ML models should be capable of learning any mapping between the descriptor \( \mathcal{D} \) and target \( \mathcal{P} \) spaces, whenever enough reference data are provided and the model contains sufficient number of adjustable parameters. The drawback of global models is that as they are trained for specific systems, global models lose their suitability whenever the compound, size, or environment of these systems undergo any noticeable changes. Because any real system is a smaller part of another more extended system, any global ML model is formally a special case of a more general ML model. Mathematically this means that the function \( \mathbf{m}(\vec{d}) \) is just a special case of an extended function \( \mathbf{M}(\vec{d}, \vec{\xi}) \), with \( \vec{\xi} \) being a descriptor for environment variables, additional particles, etc. Knowing the function \( \mathbf{m} \) is not enough to predict the results of the function \( \mathbf{M} \). For this reason, the transferability and scalability of global ML models is an open challenge requiring novel ideas and breakthroughs.

To make ML models transferable and scalable, the assumption of locality was introduced. Local ML models divide a system into subregions by introducing either explicit cutoff radii or direct partitioning into building blocks. Then, instead of solving the entire problem in one go, each ML model deals with a simplified learning task. The global properties are reconstructed by summation over the contribution from individual ML models. This idea is very similar to the approximated solution of the Schrödinger equation, when the full wave function is approximated by a product of “local” wave functions or orbitals

\[ \Psi(\vec{x}) = \prod_{\alpha} \psi_{\alpha}(\vec{x}_{\alpha}) \Rightarrow \mathbf{m}(\vec{d}) = \sum_{\alpha} \mathbf{m}_{\alpha}(\vec{d}_{\alpha}) \]

Here \( \vec{x}_{\alpha} \) describes only a part of the quantum system (local descriptor \( \vec{d}_{\alpha} \)), and the wave functions \( \psi_{\alpha}(\mathbf{m}_{\alpha}) \) depend solely upon a corresponding subset of DOFs. A well-known example of such an approach is the Born–Oppenheimer approximation where the nuclei and electronic variables are decoupled. In principle, the assumption of locality should make ML models applicable to systems of varying size and composition. In practice, these aspects require careful assessment for each class of systems of interest.

Similar to corresponding quantum-mechanical approximations, which can be quite reliable in many cases, local ML models also not only demonstrate high accuracy but also may provide direct insights into the physics of the studied systems. In Figure 2, one can see the direct similarity between the total charge densities reproduced using density-functional calculations with FHI-aims software package\textsuperscript{48} using the Perdew–Burke–Ernzerhof (PBE) exchange–correlation functional\textsuperscript{39} with tight settings and the Tkatchenko–Scheffler (TS) method\textsuperscript{49} for a set of small molecules and the local chemical potentials computed using the SchNet ML model.\textsuperscript{36} To achieve such results, state-of-the-art ML models must embed global information into local descriptors and employ intelligent ways to combine local models (beyond simple summation). This can be likened to approximately solving the Schrödinger equation when the trial wave functions are dressed by additional terms accounting for missing DOFs (starting with a mean-field approach, adding a Jastrow correlation factor, etc.). Unfortunately, local ML models also inherit the weaknesses of approximate quantum-mechanical solutions. Namely, local ML models have problems describing long-range interactions that naturally violate the partitioning scheme. Moreover, employing local descriptors leads to an incomplete representation of the system’s quantum-mechanical states. This can affect the resulting ML models’ predictive capabilities as much as or even more than the choice of the regression method.\textsuperscript{1,52}

Finally, some approximations are unavoidable when solving quantum equations in practice using both QM and ML methods. The first and the most obvious one is truncating the wave function basis to perform practical calculations, which is similar to choosing a finite training set. Here, the main factor defining the accuracy of the resulting solution is not just the size of the basis (training) set, but the particular choice of the wave functions (training points). For instance, plane-wave basis sets, Gaussian basis functions, or numeric atom-centered basis functions could be employed to solve density-functional theory (DFT) equations with a desired performance and accuracy depending on the type of systems under study. Similarly, a particular choice of the training set may substantially improve or worsen the ML model predictions, everything else being equal.\textsuperscript{1,53}

Another common approximation in quantum mechanics is related to simplifying the potential-energy operator. An example is the dipole approximation to describe interactions between atoms and radiation. It essentially consists of neglecting the spatial variation of the electromagnetic field over the atom; instead, one uses the field at the location of the nucleus. Such approximations substantially simplify the mathematics and computations but restrict the capability to describe a certain
class of effects. This is analogous to specifying a particular architecture of the NN or defining the kernel and the metric for ridge-regression methods in ML. As soon as such choices are made, the maximum complexity of the mapping function between the descriptor and target spaces is predefined. This limits the potential predictive power of the ML models. While ML models can be employed for predicting any chemical or physical property, creating efficient and accurate models requires accounting for the specific nature of a target property.

ML models can be employed for predicting any chemical or physical property, creating efficient and accurate models requires accounting for the specific nature of a target property. Therefore, before discussing the challenges in existing MLFFs, we briefly review the main features of interatomic interactions. In quantum mechanics, a system of interacting particles is described by a wave function \( \Psi(\vec{r}_1, \ldots, \vec{r}_n, \vec{R}) \), which depends on the position of all electrons (\( \vec{r} \)) and nuclei (\( \vec{R} \)). As a result, the interaction energy between any two atoms \( a \) and \( b \)

\[
U_{ab}(\vec{R}_{1a}, \ldots, \vec{R}_{na}) = \langle \Psi(\vec{r}_1, \ldots, \vec{r}_n, \vec{R}_1, \ldots, \vec{R}_n) | \Psi(\vec{r}_1, \ldots, \vec{r}_n, \vec{R}_1, \ldots, \vec{R}_n) \rangle
\]

also depends on the coordinates of all nuclei even when the interaction potential is a pairwise operator, like the Coulomb potential. Indeed, after integrating out the electronic DOFs, the dependence on all atomic positions emerges through the wave functions. This global nature of the effective potential energy experienced by the atoms is responsible for nonlocal many-body effects present in molecules and materials. Because the Schrödinger equation is exactly solvable in practice only for a small number of particles, introducing approximations for the wave function is an unavoidable step. Subsequently, approximate wave functions are amenable to perturbative decompositions in terms of interatomic or interelectronic distances, which allow the definition of different chemical and physical forces. Understanding various types of forces and the approximations which they involve is crucial for developing chemical and physical intuition and accurately modeling realistic molecular systems. The same idea holds true for the development of MLFFs. Here, the understanding of different interactions relevant for the system of interest is key for developing accurate and data-efficient ML models.

There is no unique classification of interactions as short- or long-ranged, as such definition greatly depends on the particular problem under study. For instance, short-range interactions at a nanometer level can be considered long-range interactions from the perspective of atomistic simulations. In this work, we take a chemical perspective in terms of interaction ranges and define short-range interactions as those that decay exponentially and become negligible at distances a few times larger than the average equilibrium interatomic distances between the nearest covalently bonded neighbors. Such examples are covalent bonds involving sharing of electron pairs between atoms or a single hydrogen bond, describing the attraction between a hydrogen atom, which is covalently bound to a more electronegative atom or group, and another electronegative atom bearing a lone pair of electrons. The bond lengths in both cases are within a few angstroms, and such interactions become negligible at distances larger than 5–7 Å. In contrast, the screened electrostatic interactions in ionic liquids, despite their exponential decay, cannot be considered as short-ranged, because the corresponding effective Debye length is a few nanometers, substantially exceeding covalent-bond or hydrogen-bond distances. On the other hand, electrostatic interactions in semiconductors are effectively short-ranged given the relatively high dielectric constant of these materials.

Accounting only for short-range interactions is rarely sufficient for a reliable description of molecules and materials at the atomistic level. Both electrostatic and electrodynamic (e.g., van der Waals dispersion) interactions often play an important role in defining structural, dynamic, thermodynamic, and optical properties. A general feature of long-range interactions is their nonadditivity, which leads to a plethora of distinct effects, both thermodynamic and kinetic, such as slow relaxation or broken ergodicity. Complex wave functions of systems containing hundreds and thousands of atoms result in nontrivial functional forms of long-range forces. The many-body nature of long-range interactions also leads to a strong dependence of these interactions upon the environment of interacting objects. In contrast to pairwise forces, long-range interactions involve feedback effects, with a cascade of distance scales implicated in a given interaction. Hence, long-range forces can propagate to distances much larger than one would expect based on their asymptotic functional form for two objects. For instance, in biomolecules surrounded by water, the contribution of vdW dispersion interactions to the solvation energy extends to at least 25 Å from the protein surface involving multiple shells of water molecules (see Figure 3). At the nanoscale, the range of vdW interactions can become even larger, reaching hundreds of angstroms with a very peculiar dependence of their functional form on the dimensionality and topology of interacting objects, substantially deviating from the expected pairwise-additive asymptote (see Figure 4). The same is true for all other types of long-range forces. Classical electrostatic interactions can become nontrivial in systems such as organic semiconductors and organic solar cells, induced electrostatics or polarization interactions demonstrate peculiar behavior in the presence of surfaces or ionic liquids and so on. In summary, while short-range forces are well-described and understood, accounting for long-range interactions is still an open challenge in both theory and simulations. In order to accurately describe the plethora of long-range interactions, the physical or ML models must have significant flexibility without employing strictly predefined functional forms or imposing characteristic length scales.

The concept of global and local models plays a crucial role in MLFF developments. This forms the basis for how ML models treat interactions in the studied system. On the one hand, the widely quoted nearsightedness approximation tells us that only neighbors within some cutoff radius may significantly contribute to the forces acting on a given atom. This allows splitting the learning of the interatomic interactions into blocks, introducing localized descriptors used by local ML models. Whenever such an approach is applicable (and its applicability can be tested only a posteriori), it provides many practical benefits. Namely, as a result of the approximation of locality, the ML models can be trained using small reference molecules or a set of reference structures representing various possible local configurations without sampling the entire configurational space (CS). After training, the obtained MLFFs are applicable to
reproduce multiple complex processes under different conditions or even for the systems with different size and composition (scalability and transferability). For an example, see Figure 1c, where the entire phase diagram of silicon is obtained from a single ML model, or ref 28, where the dihedral rotation energy profiles of a simple peptide bond and glycine molecule are reproduced without having these molecules in the training set. The transferability and scalability of local ML models make them very attractive for large-scale applications. As a result, the majority of state-of-the-art MLFFs employ the nearsightedness approximation in one form or another. More details about local ML models can be found in ref 44.

On the other hand, as clearly discussed in the seminal work of Prodan and Kohn,61 the nearsightedness approximation is formally fulfilled only for ideal metals. In insulators and semiconductors, nonlocal (long-range) interactions often render the interatomic forces complex nonlinear functions of atomic positions, which then exhibit many-atom and multiscale nature. Obviously, short-range forces remain important. No local ML model with any reasonable cutoff radius, typically between 5–10 Å to avoid high computational costs, can accurately describe both local and nonlocal interactions on equal footing. Hence, additional steps are needed to extend the applicability of local ML models to describe long-range interactions. Alternatively, one should switch to global ML models removing the nearsightedness approximation.

Figure 3. Highly nonlocal contribution to van der Waals (vdW) dispersion interaction in biomolecules surrounded by water. (A) Illustration of low-frequency plasmon-like dispersion fluctuations in solvated Fip35-WW protein, which show the largest contribution to the protein–water vdW interactions (solvent shown in atomistic detail: oxygen, red; hydrogen, white). The arrows (blue) depict the direction of simultaneous electron density deformations (eigenmode of the electron density). If no arrow is shown, the given atom does not contribute notably to the eigenmode. (B) Contributions to vdW solvation energy within the pairwise vdW(TS) approach50 and the many-body dispersion (MBD) formalism as radial distribution functions. (C) Structure of the Fip35-WW protein. Image used with permission from ref 55. Copyright 2019 (the authors).

Figure 4. Long-ranged nature and nontrivial functional forms of vdW interactions in nanosystems. Interaction energy power-law exponents computed using the many-body dispersion (MBD) method54 to account for vdW interactions for two parallel carbon nanotubes and a wire-protein nanostructure (depicted in insets) as a function of the respective center-of-mass separations D. The pairwise-additive asymptote of D−6 is denoted by the dotted line.7 The numbers above the curves indicate the growing ratios between MBD and pairwise dispersion energies as a function of D. Image used with permission from ref 56. Copyright 2016 (AAAS).

Unfortunately, switching to a global ML model is not a silver bullet. The first issue global models inevitably face is the multiscale nature of real interactions. Namely, optimal hyperparameters and the choice of a descriptor for a ML model are different for short- and long-range interactions. Mixing both types of interactions within one MLFF requires a compromise to be made, limiting the accuracy of the predictions. Figure 5 shows the results for the predicted close-to-equilibrium potential energy surface (PES) of a water tetramer. The reference data set has been generated using ORCA62 4.2.0 ab initio molecular dynamics trajectories of nine different runs starting from the same geometry (equilibrium structure) with different initial velocities. The simulation temperatures were 100, 300, and 500 K (three trajectories per temperature with different random initial velocities). The time step was set to 1 fs with 100 steps per trajectory. Second-order Möller–Plesset perturbation theory63 calculations with def2-TZVP basis set were employed to compute energy and forces. sGDML models were created using 300 data points for training and validation. First, we train a single global model to reproduce the entire PES of a water tetramer (see Figure 5a). Second, we constructed a multiscale ML model using four sGDML models. To do so, we started with a sGDML model, M1, for a single water molecule. Then we computed the 2-body intermolecular interaction forces, F2_body, as a difference between the forces, F_dimer, acting in the dimers constituting the tetramer (the forces were recomputed for each dimer configuration to avoid the effect from the other two water molecules) and the predictions of the M1 model for each water molecule in the dimer

\[
\vec{F}_{2\text{-body}} = \vec{F}_{\text{dimer}} - \vec{M}_1(\text{water}_1) - \vec{M}_1(\text{water}_2)
\]

A new sGDML model, M2, is trained afterward to reproduce F2_body forces. A similar procedure is repeated for 3-body and 4-body intermolecular interactions, resulting in four sGDML models used to predict the forces shown in Figure 5b. One sees
Multiscale nature of realistic interactions. Comparison between the predictions for the close-to-equilibrium part of the PES of four water molecules obtained within a single sGDML model (a) and by consequentially learning n-body interaction from a single molecule and up to the tetramer with individual sGDML models (b). The optimal value of the hyperparameter \( \sigma \), defining the model’s scale in the descriptor space, is shown for each case.

The challenges shown in Figures 5–7 originate from different sources, despite the same fundamental reason—the multiscale nature of interatomic (interelectronic) interactions. Figure 5 demonstrates the limitation of a single kernel hyperparameter to describe simultaneously inter- and intramolecular interactions. In contrast, the errors in Figures 6 and 7 come mainly from the limitations of the employed descriptors to describe short- and long-range neighborhoods equally accurately. Because the short-range forces are typically much stronger than long-range ones, relevant descriptors tend to emphasize the nearest neighbors, diminishing the importance of mutual correlations between separated atoms. This happens with both physical descriptors.

Figure 6. Long-ranged interactions within a molecule. Energy profiles of different ML-based PESs for a rotation of the dihedral angle between the terminal methylene groups of cumulenes (C\( \text{2+n}\)H\( \text{4} \)) of different sizes (0 \( \leq n \leq 7 \)). Image reprinted from ref 44. Copyright 2021 (American Chemical Society).
are also indicated (solid blue line, arbitrary units). Image used with permission from ref 53. Copyright 2021 (AIP Publishing).

Figure 7. Detailed analysis of the accuracy of ML models trained for small molecules. Force prediction RMSE for sGDML, SchNet, and GAP/SOAP (with 12 radial and 6 angular functions) models on the same ethanol, uracil, toluene, and salicylic acid data sets (y-axis, scale adapted for each model for better visibility), split into 50 clusters of similar configurations (x-axis) ordered by ascending error. RMSE (bars) is given on a per-cluster basis in contrast to the RMSE over the entire data set (solid horizontal black line). Relative cluster populations are also indicated (solid blue line, arbitrary units). Image used with permission from ref 53. Copyright 2021 (AIP Publishing).

(sGDML) and descriptors constructed by ML models (SchNet and PhysNet). Indeed, an MLFF training process starts by fitting the parameters of the model to capture the main contributions to the PES in terms of the descriptor components. On an atomistic level, these are typically local contributions that depend upon distances and angles between neighboring atoms. When the amount of reference data is not excessively large, ML models cannot build arbitrarily complex mappings between the employed descriptors and target spaces. Hence, ML models benefit from having a descriptor consisting of the leading DOFs for the PES function. On the other hand, the overemphasizing of local DOFs in descriptors restricts the ML models’ capability to learn realistic PESs. As an example, we consider here the inverse interatomic distances, the default descriptor for the sGDML model. Figure 8a shows the distribution of the Euclidean distances in the descriptor space between different geometries of an azobenzene molecule within trans- (trans→trans), cis- (cis→cis), and between cis- and trans-like configurations. The data sets are the results of classical MD simulations at 500 K. The energy prediction error distribution in sGDML models trained on 500 (b) and 700 (c) molecular geometries.

Given this analysis, the errors for cis-like configurations should be noticeably larger than those for trans-like, which is supported by Figure 8b. An increase in the density of training points in the descriptor space (larger training sets) will obviously solve the problem (see Figure 8c), but the resulting models will be data-inefficient. Instead of learning the PES, one feeds the ML model with data to avoid overlapping between cis- and trans-like configurations in our predictions. Indeed, the improvement of predictions for cis-like configurations with increasing the training set size from 500 to 700 points is larger than that for the trans-like geometries. With an increase in system size and flexibility, the problem described above will become increasingly pronounced. The definition of similarity in a high-dimensional space is an open challenge affecting most ML tasks, including regression, classification, clustering, and nearest-neighbor search algorithms. For constructing MLFFs, the situation is complicated even further because of the PESs’ complex structures containing multiple wells, saddle points, and peaks of different scale and shape. Consequently, the similarity in the descriptor space, characterizing how similar the geometry of molecular configurations is, may not represent the similarity in the property space (energy, forces, dipole moment, polarizability, etc.). Namely, whenever the difference in geometry is small, similar geometry does not always mean similar forces and energy. For instance, a small change of a bond length in the repulsion region may result in a large change in the potential energy. In contrast, the same geometrical deformation in the close-to-equilibrium region can be negligible in terms of energy change.

Finally, the major drawback of existing global ML models is that their applicability range is limited because they are trained for specific systems. Whenever the compound, size, or environment of these systems undergoes any noticeable
changes, the global models must be retrained. This raises the question, can the global ML models be useful for large-scale simulations, or is their applicability limited to only small- or moderate-size systems? At this point, we come back to the beginning of this section, where the local models were discussed. Strictly speaking, none of the realistic systems is a closed one. Any molecule, nanosystem, solid, liquid, etc., dwells in some environment. Hence, all global ML models are, in fact, local models with a large cutoff radius. This radius is indirectly introduced to generate the reference data when we ignore the interaction of the model system with the rest of the world. Hence, both local and global ML models’ advancement is necessary to develop a unified and efficient approach for accurate large-scale simulations.

Multiple research efforts aim to make accurate simulations of systems containing hundreds and thousands of atoms as trivial as those for small rigid molecules or solids with simple bonding patterns. Schematically, one can loosely subdivide existing challenges into the four groups shown in Figure 9.

**Figure 9.** Important research directions to be undertaken to extend the applicability of existing MLFF models to large systems and long time scales.

**Widening the Applicability of ML Models to the Fullest Capabilities of Datasets.** The backbone of any ML model is the reference data in general and the training set in particular. In fact, a good training set may be more critical than the ML model by itself. With the increasing size and complexity of the studied systems, generating the reference data and choosing an optimal training set becomes a challenging task. The situation is further complicated because the reference data are often collected using multiple different methods, for example, MD simulations, meta-dynamics, or sampling of normal modes. 65 These extensive samplings are performed using low-cost methods of computational chemistry/physics, generating hundreds of thousands of data-points. While novel adaptive sampling techniques substantially improve the situation, the final data sets are still massive and nonoptimal. Before training ML models, one should choose a much smaller subset of training and validation configurations and then recompute them using more accurate computational chemistry methods. Thereby, efficient techniques for optimizing the reference data sets become of particular interest. One example is a recently developed self-consistent training set optimization scheme, flattening the prediction error across the configuration space (Figure 10). 53 This approach not only makes ML models equally reliable for all parts of the PES covered by the reference data set but also stabilizes the behavior of the MLFFs in actual simulations (see ref 53 for more details). Still, more work is needed to make such methods applicable to arbitrary large systems, which require novel approaches for handling the “curse of dimensionality” problem. Indeed, locating representative points of the PES and distinguishing between different system geometries become more and more problematic with the increasing size of the system’s descriptor space. Any advances in this direction will have a significant impact on ML models in computational chemistry/physics and other fields.

**Incorporating Physical Laws into ML Models’ Architecture.** The main advantage of ML models over traditional methods of computational chemistry is their reduced computational cost. The specific value of this speed-up highly depends on the reference quantum-mechanical method, but also the ML models by themselves can demonstrate a rather varied computational efficiency and hardware requirements. As an example, for predicting the forces shown in Figures 10 and 11, GAP/SOAP models need approximately an order of magnitude more time than sGDML or SchNet models, using the same hardware. Whereas for molecules containing only a few tens of atoms such a difference is irrelevant considering how fast the MLFFs are, going to large-scale simulations requires not only highly accurate but also computationally efficient ML models. These are mutually exclusive requirements. To achieve better accuracy, one needs more complex architectures for ML models. To be faster, one should use simpler architectures. To be fast and accurate simultaneously, state-of-the-art MLFFs went beyond traditional ML approaches and directly incorporated physical laws into their architecture. Contrary to the general-purpose ML models, where the data can be of any nature, physical systems...
and corresponding ML models obey specific laws, which are the same for any molecule or material. For instance, the permutation of identical atoms cannot change the system properties. The same is true for the rotation and translation of the system as a whole in the absence of external fields: interatomic forces must be conservative, the total energy of two noninteracting molecules must be additive, and many more. Incorporating all such features on a model’s architecture or descriptor level substantially improves the accuracy of the ML model, without making its architecture computationally demanding. Examples are sGDML and GDML models. The sGDML model, where spatial symmetries are implemented as part of the similarity measure, demonstrates significantly reduced requirements for the number of training points compared to the same model without these symmetries (GDML) (see Figure 11). The number of training points is crucial for kernel-based models, defining their evaluation speed and computational costs for both training and prediction. Thus, sGDML models are potentially applicable to larger systems as compared to GDML ones. In fact, including correct physical constraints and symmetries directly into ML models became a must-have feature for any modern MLFF.

Unfortunately, the benefits coming from employing symmetries are often lost while learning a complex global PES within a single ML model. Multiple local symmetries that a system possesses often disappear on the global scale. This suggests that the learning problem should be split into pieces. Just as one introduces a cutoff radius in local models to effectively reduce the complexity of system configurations, one can split the CS into domains holding the same symmetries to simplify the learning problem for each particular ML model, thereby substantially improving the overall data-efficiency.64

**Accurately Accounting for Long-Range Interactions.** While for small rigid molecules and solids with simple bonding patterns, many modern ML models demonstrate excellent results, the situation changes drastically when noncovalent interactions play a role in the phenomena of interest. Obviously, local models based on partitioning schemes are not able to reproduce long-range interactions accurately. It is essential to introduce nonlocal representations of a system into local ML models. Figure 12 shows an example of how to do this for six molecular dimers: (a) DFT reference calculations, (b) local SOAP predictions, (c) combined SOAP and LODE(1) predictions, and (d) combined SOAP and LODE(2) predictions. All the plots show the binding energy as a function of the distance between the two molecules. The shaded background represents the range of distances that is comparable to the geometries included in the training set. Dashed lines refer to predictions carried out in an extrapolative (long-range) regime. Panels a and c correspond to repulsive charge–charge interactions; panels b and e correspond to attractive charge–charge interactions; panel d corresponds to an attractive charge–dipole interaction, and panel e corresponds to repulsive charge–dipole interaction. Images reused with permission from ref 67. Copyright 2019 (AIP Publishing).

---

**Figure 11.** Data efficiency gains by using spatial symmetries in building ML models. Energy and force prediction accuracy (in terms of the mean absolute error (MAE)) as a function of training set size of sGDML and GDML models trained on DFT forces: the gain in efficiency and accuracy is directly linked to the number of symmetries in the system.66 Image used with permission from ref 66. Copyright 2018 (the authors).

**Figure 12.** Improving the description of long-ranged interactions by introducing nonlocal representations of a system into local ML models. Comparison of reference and predicted binding curves of six molecular dimers:67 (black dots) DFT reference calculations, (red lines) local SOAP predictions, (green lines) combined SOAP and LODE(1) predictions, and (blue lines) combined SOAP and LODE(2) predictions. Full lines and the shaded background represent the range of distances that is comparable to the geometries included in the training set. Dashed lines refer to predictions carried out in an extrapolative (long-range) regime. Panels a and c correspond to repulsive charge–charge interactions; panels b and e correspond to attractive charge–charge interactions; panel d corresponds to an attractive charge–dipole interaction, and panel e corresponds to repulsive charge–dipole interaction. Images reused with permission from ref 67. Copyright 2019 (AIP Publishing).
range forces. Fixing this weakness is a hot topic in modern research. One approach is the long-distance equivalent (LODE) framework,67 which substantially extends the applicability of the smooth overlap of atomic positions (SOAP) descriptor for charged organic molecular dimers and liquid water (see Figure 12). As an alternative, one can introduce a multiscale approach, that is, splitting the problem into “local” and “nonlocal” parts, by, for instance, combining density-functional tight-binding with a deep tensor NN for the localized many-body interatomic repulsive energy,68 building the NN PES based on environment-dependent atomic energies and charges,69 combining a charge equilibration scheme employing environment-dependent atomic electronegativities with accurate atomic energies,69 or combining a high-dimensional NN potential with the D3 scheme70 to account for nonlocal vdW interactions.71 All in all, the development of a general and reliable scheme to describe long-range interactions within the ML framework is a critical element required to construct accurate and efficient MLFFs for nanoscale applications.

Avoiding Unphysical Predictions and False Discoveries. A risk that all MLFF models face when being employed to perform atomistic simulations is reaching their extrapolation regime. This can happen when a system undergoes structural changes and drifts away from the CS regions included in the training set. In this case, the predictions become unreliable and can lead to “novel” false discoveries. In this context, the estimation of the reliability of MLFF models is crucial. This task is difficult to achieve for systems containing thousands of atoms, when taking into account the high-dimensionality of their descriptor spaces. Importantly, not only the dimensionality of the CS but also the complexity of the PES is essential. As we have shown in Figure 8, the commonly used efficient inverse-distance descriptor becomes inadequate in distinguishing between cis- and trans-like configurations of azobenzene molecule, which contains only 24 atoms and has just two minima on its PES. For more complex systems, such as proteins, appropriate similarity measures need to be worked out. Indeed, with increasing system size, Euclidean distance measures become unreliable. This problem is actively investigated within the field of adaptive sampling, where the ability to detect qualitatively new states is a crucial aspect for the development of new methods.72,73 Other studies that would benefit from improved distance measures are dimensionality reduction techniques aimed at analyzing or enhancing atomistic simulations.74,75 Here, the aim is to maximize the sampling of CS beyond the already visited regions represented in the reference data set. Similar techniques should become a common practice also for MLFFs, where the reliability of predictions should be estimated and reported for each simulation step (see ref 4 as an example).

Another useful way to make ML models stable for practical applications is the incorporation of known asymptotic terms, which enforce physically relevant behavior in extrapolation regions, such as for covalent-bond breaking. Such an approach is intensively employed for adding proper treatment of long-range interactions to local ML models,25 within range-separation methods,28 or when applying Δ-learning techniques.6,77 Nevertheless, enforcing specific asymptotic behavior does not guarantee overall correct performance. For example, kernel-based ML models yield, by construction, a constant interaction energy at a sufficiently large distance from all training points. This value can be set to zero, giving the correct result for noninteracting systems. However, at intermediate distances from the training points in the descriptor space (for finite values that are larger than those in the training set), one can obtain artificial minima or maxima with large energy gradients. This can lead to wrong bond-breaking behavior and qualitatively incorrect simulation results. Therefore, implementing estimators for the reliability prediction of MLFFs is essential even when the correct asymptotic behavior is fulfilled.

Finally, we would like to mention a direction in the development of MLFFs that goes beyond learning of observables. This includes approaches where ML models are used as architectures for solving physical equations. Examples include the FermiNet78 and PauliNet79 approaches, where deep NNs are used as variational wave functions for solving the many-electron Schrödinger equation. In principle, these wave functions could provide access to calculating different quantum-mechanical observables. They can also be used as input for variational quantum Monte Carlo calculations, able to approximate the exact solution of the Schrödinger equation. The computational cost of FermiNet or PauliNet models scales as N4 (N being the number of explicit electrons), in contrast to highly accurate methods of quantum chemistry having N7 or steeper scaling. Achieving such efficiency requires physically motivated ML architectures, accounting for the antisymmetric nature and correct asymptotic behavior of valid electronic wave functions.

Summarizing our discussion, we can state that recent advances in the development of MLFFs in physics and chemistry have substantially expanded the horizons of atomistic modeling. The state-of-the-art MLFF models can be simultaneously data-efficient, accurate, and applicable to various classes of molecules and materials and can be evaluated with a rather low computational cost. Moreover, recent developments have concentrated on incorporating an increasing amount of physical covariances and invariances, as well as conservation laws, and knowledge about intramolecular and intermolecular interactions. Fulfilling these requirements transforms ML techniques into unique and novel approaches, contributing to the advancement of both natural sciences and the ML models themselves.

Despite substantial progress in the field of MLFFs, many challenges remain to be addressed on the path toward broadly applicable models and universally accurate predictions. Multiple aspects of MLFF models should be revised and further improved. For example, we need rigorous estimation of applicability ranges of different MLFFs, moving from good overall predictions to models equally reliable for all the relevant parts of the configuration space, improving the training-data selection schemes, incorporating many different types of long-range interactions, improving atomistic representations, understanding the metric in descriptor spaces, refining loss functions, and developing novel dimensionality reduction schemes. Of particular importance are anomaly detection techniques to prevent extrapolations and a stronger embedding of ML models into existing computational protocols. Solutions to these and
many more remaining challenges require creative methods that combine expertise in physics, chemistry, and machine learning.
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