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This paper presents new links among net foreign assets (NFA), financial liberalization, and the real exchange rates in Sub-Saharan Africa (SSA), utilizing a testable theoretical model inspired by Lane and Milesi-Ferreti (2004) and newly constructed data sets for real exchange rates, net foreign assets, and financial liberalization. First, we check for the existence of a transfer problem – the hypothesis that increases in NFA strengthen the real exchange rates. Second, we examine how real exchange rates have reacted to financial liberalization in SSA. Finally, we explore whether financial liberalization dampens the effects of a transfer problem. Empirical analysis, using cross-country data, confirms the existence of a transfer problem that decreases with increases in trade openness in SSA. We also find that, overall, countries with financial liberalization have more depreciated real exchange rates and that financial liberalization dampens the transfer problem so that the semi-elasticity of NFA becomes negative, implying that financially liberalized SSA countries that experience an increase in net external liabilities would eventually require an appreciated, rather than depreciated, real exchange rate. The results are robust to various model specifications and estimation techniques, inclusion of other determinants of real exchange rates and consideration of endogeneity.
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1 Introduction

The real exchange rates, though an important variable in international macroeconomics, remain a tough nut to crack because a full grasp of its determinants or drivers has often eluded researchers for decades. Despite much research, there is no consensus on which variables explain or drive real exchange rates movements. The paragraph below, an excerpt from Baxter (1994), remains as relevant today as it was several decades ago.
“Second, there is the empirical problem of discovering the underlying causes of movements in real exchange rates. An early contribution to this literature is Barro (1983); Baxter (1993) also investigated whether an array of policy variables could explain movements in these variables. Both of these studies failed to find policy variables or other macroeconomic variables which could explain movements in real exchange rates. Thus, it remains an open empirical problem to discover the underlying determinants/drivers of real exchange rates.”

Economists widely document and collectively agree that the evolution of real exchange rates provides useful information about important characteristics of economies and serves as a leading indicator of economic strength because important economic variables such as foreign investment, capital flows or international trade, among others, are influenced by the consequences that movements in real exchange rates confer on goods and financial markets. Although interesting, it is not our aim in this paper to study the important and lasting consequences of real exchange rates’ evolution on macroeconomic variables. Instead, we are more interested in what drives the real exchange rates and how these factors drive the real exchange rates. Understanding real exchange rates drivers and determinants can help explain the root causes of their behavior. Moreover, our interest becomes even more pronounced when one realizes that an often-asked question ‘what variables determine the behavior of real exchange rates in SSA’ has yet to receive an answer. Thus, this paper empirically explores real exchange rates drivers in SSA, utilizing a theoretical benchmark model that builds on existing real exchange rates determinants, particularly examining the factors responsible for real exchange rates behavior in SSA. Two major questions this paper answers are whether there is an evidence of a transfer effect in SSA and how the adoption of financial liberalization in SSA has impacted real exchange rates in countries in the region.

Our empirical results show that while financial liberalization has significantly weakened real exchange rates, net foreign asset has led to real exchange rates appreciation in SSA, confirming the presence of a significant transfer effect. Also, we find that real interest rates differentials increase real exchange rates and since our data samples are low frequency, i.e. yearly data, this result agrees with the findings of Baxter (1994). In addition, the results provide evidence that financial liberalization shrinks and reverses the positive impact of net foreign assets on real exchange rates. This suggests that financial liberalization dampens the impact of a transfer effect. That is, with more financial liberalization, SSA countries are purged of the influence of the transfer effect as a net external liabilities position, for instance, which would normally attract a real depreciation in the presence of a functional transfer effect, would no more do so. These results are robust to different empirical specifications and estimation techniques employed. Thus, consideration of financial liberalization is crucial in the study of
transfer effects, and to the best of our knowledge this has not been shown before. The panel regressions also show that the size of the transfer effect is related to country characteristics such as trade openness; on average, the transfer effect decreases as SSA countries become more open, as predicted by the theory model presented in the paper. Less promising are our results on the response of real exchange rates to terms of trade and relative real output. Although we find sparse evidence that terms of trade and relative per capita output each increases real exchange rates in line with the model, in general this result is either inconsistent, non-robust and switches signs across different specifications and estimation techniques employed or is outright insignificant.

At its core, the process of financial liberalization involves the removal of government restrictions or interventions in the financial markets. This process is often gradual. The rationale for removal of restrictions include a desire to foster financial development and enhance growth, amongst others. In general, a large amount of studies has investigated the consequences of financial liberalization on an almost exhaustive list of macroeconomic variables and their policy implications for countries especially following the eschewing of financial repression and adoption of financial liberalization by a large number of countries in Europe, Africa, Asia and South America. In most of these studies, economic growth has been the main macroeconomic variable on which the impact of financial liberalization is studied. For instance, see McKinnon (1973) and Shaw (1973), Bekaert et al. (2005), Stiglitz (2000) and Gehringer (2013), among very many others. The rationale behind these studies is to determine whether adopting financial liberalization has directly led to higher growth and economic prosperity in different countries and regions. Another strand of studies, such as Ranciere, Tornell and Westermann (2005), Tornell et.al (2003) and Kaminsky and Reinhart (1999), have looked at the role of financial liberalization in financial crises.

There are also studies which have examined the response of real exchange rates to economic variables, including productivity differentials, foreign aid, real interest rates, current account and its constituents as well as international payments, see Balassa, Samuelson (1964,1964), Krugman (1987), Meese and Rogoff (1988) and Lane and Milesi-Ferretti (2002). However, despite the growing global influence of financial liberalization, beginning from the 1970’s at the minimum in developed countries and the 1980’s and 1990’s in developing countries, as well as the highly reactive nature of real exchange rates to new policies and reforms, especially in developing countries such as those in SSA, a detailed study on how financial liberalization influences real exchange rates is scarce and, in most extreme instances, non-existent. To further buttress this scarcity, comprehensive studies on the drivers of real exchange rates, especially

---

1 It is important to note that the relative per capita output variable used in this study is the per capita output of a country relative to the weighted values of those of its trading partners, where the weights sum to 1 and the highest trading partner is assigned the largest weight while the least trading partner assigned the least weight.
their fundamental drivers and determinants, have received much less attention, more so in sub-Saharan Africa (SSA).

Regarding the existence of transfer effects, most existing studies have focused almost exclusively on Keynes’s original argument that, in investigating the existence of a transfer effect, terms of trade are endogenous rather than exogenous determinant of real exchange rates. Using data samples for Latin American countries, Broner et al. (1997) estimate real exchange rates regressions to ascertain the determinants of real exchange rates. Their theoretical model allows net foreign assets as a fraction of GNP to affect real exchange rates through its effect on terms of trade. Thus, they consider terms of trade as an endogenous determinant of real exchange rates. Under this specification, they find a significant positive relationship between real exchange rates and net foreign assets for some, but not all, countries in their sample. The positive link between net foreign assets and real exchange rates confirms the existence of a transfer problem – the hypothesis that countries with net foreign assets have more appreciated real exchange rates. The appreciation, which stems from inflows - the receipt of principal and interest on net foreign assets from debtor countries (see Girardi and Paesani (2008)), implies that the value of the net foreign assets would decrease, in domestic terms, causing a fall in external wealth, in domestic terms, for creditor countries. The transfer problem also implies a negative relationship between net foreign liabilities and real exchange rates, so that countries with net foreign liabilities have more depreciated real exchange rates stemming from outflows - the repayment of principal and interest on net foreign liabilities to creditor countries. The depreciation causes the value of net foreign liabilities to swell even further, in domestic terms, making debtor countries to appear more debt-burdened.

Following a specification like Broner et al. (1997), Alberola et al. (1999) estimate equilibrium exchange rates for a set of industrial countries under the assumption that terms of trade, in large parts, are endogenously determined. The issue with such an assumption is that, for small open economies such as SSA, the assumption appears too strong and somewhat unrealistic – the reason being that the degree of endogeneity of terms of trade for small open economies is extremely low or non-existent given the small sizes of these economies and consequently their inability to enact domestic policies that influence international prices significantly. Hence, they are price takers. For these small open economies, terms of trade are largely determined exogenously and thus should be conveniently included as exogenous.

---

2 Keynes’s original argument considers terms of trade as the main mechanism through which international payments affect real exchange rates.

3 The problem of establishing positive long-run relationship between international payments, proxied by net foreign assets, and real exchange rates is known as the transfer problem. It is a problem because its presence can lead to consistent real appreciations and might cause countries' net foreign assets to be worth less, in domestic terms, or tradable sectors to lose their edge. Although popular, it is a problem which very few studies have attempted to address in different regions. Moreover, it remains to be studied in the context of SSA as no study, to the best of our knowledge, has addressed the link between real exchange rates and net foreign assets of SSA countries.
determinants of real exchange rates whilst controlling for their effects. This way, any identified determinants of real exchange rates will impact real exchange rates not through terms of trade, which have been taken as exogenously determined and duly controlled for, but through other mechanisms such as the relative price of non-tradables. This idea, emphasized in Lane and Milesi-Ferretti (2004), forms the foundation of the model on which our empirical analysis is benchmarked in this paper.

There are other earlier studies that have examined the net foreign assets and real exchange rate nexus. In an influential study, Obstfeld and Rogoff (1995, 1996) estimate a cross-sectional bivariate regression of real exchange rates on net foreign assets for industrial countries. Their results yield a significantly positive coefficient of net foreign assets, around unity, implying that net foreign assets positively drive real exchange rates in industrial countries. Faruquee (1995), in a time series framework, estimates a set of real exchange rates equations on post-war data of United States and Japan. The set-up includes variables such as real exchange rates, terms of trade, CPI-to-WPI ratio and net foreign assets as a proportion of GDP. The results obtained suggest a positive and significant relationship between net foreign assets and real exchange rates. Because they control for both terms of trade and relative price of nontraded goods, their results suggest that net foreign assets must be impacting real exchange rates through other mechanisms – other than through terms of trade and/or relative price of nontradables since both variables are held fixed, included in the regression and controlled for as exogenous determinants. Thus, they conclude that structural factors underlying each country's net trade and net foreign asset positions determine the behaviour of real exchange rates, meaning these variables explain exchange rates behaviour through the underlying structural factors. Gagnon (1996) studies the long-run relationship between real exchange rates and net foreign assets in a panel data context with a focus on industrial countries. He finds a positive relationship between real exchange rates and net foreign assets, suggesting that net foreign assets are a positive determinant of real exchange rates behaviour. However, similar to Faruquee (1995), Gagnon (1996) hold fixed the relative price of nontraded goods by controlling for its effect via including it as an exogenous determinant of real exchange rates in their analysis.

Other studies such as Kakkar and Yan (2014) show that productivity differential, or the Balassa-Samuelson hypothesis, alongside real interest rate differential and real value of gold, is responsible for the observed behaviour of real exchange rates in OECD countries. Christopoulous et al (2012) find that real exchange rates are driven by productivity and net foreign assets in financially constrained countries, and productivity alone in financially unconstrained countries. While Lane and Milesi-Ferretti (2004) conclude that real exchange rates behaviour in industrialized economies is related to changes in net foreign assets, terms of trade and productivity differential, they are unable to find a conclusive evidence for such relationships for developing economies.
In this paper, rather than allow identified economic variables to determine real exchange rates through terms of trade while holding fixed the relative price of nontradedables, we instead emphasize the relative price of nontradedables as the mechanism through which identified economic variables and factors impact real exchange rates. This framework, which is in the spirit of Lane and Milesi-Ferretti (2004), differs from other studies because it highlights the relative price of nontradedables channel as the medium through which identified variables explain real exchange rates. Thus, in our setup, terms of trade are taken as exogenously determined.

Our empirical analysis focuses on SSA because to date no comprehensive research addressing the questions posed in this paper currently exists even though net foreign assets have grown or shrunk over time and decades have passed since financial liberalization gained prominence and acceptance in SSA countries. We suspect the paucity of data on real exchange rates hitherto is partly responsible for the lack of comprehensive research contributions in this area. We therefore seek to fill this void by turning to the newly constructed real exchange rates data sets and samples in Darvas (2012, 2016). Darvas (2012, 2016) provides a comprehensive database of CPI-based real effective exchange rates for 178 countries covering well over three decades. The estimates are good – in the few instances where real effective exchange rates data samples are available from the World Bank and IMF Databases for SSA countries, they match the estimates in Darvas (2012, 2016) almost perfectly. We also use the updated and extended version of Lane and Milesi-Ferretti (2007) newly constructed dataset on countries’ net external positions, to shed new light on the question of determining real exchange rates drivers in SSA.

By exploiting these new data samples, this paper fills a void and analyses the impact of financial liberalization and determinants of the real exchange rates across SSA.

To perform the aforesaid analysis, we utilize a 2-sector model of real exchange rates, the Lane and Milesi-Ferretti (2004) model that contains three determinants of real exchange rates – relative productivity, net foreign assets and terms of trade, representing real shocks, asset-market shocks, and trade shocks, respectively. While these variables serve as potential drivers of real exchange rates, they do not capture other possible economic variables that could influence real exchange rates in SSA. Considering this, we include into our empirical analysis financial liberalization and real interest rate differentials as possible determinants of real exchange rates behavior in SSA. We proxy financial liberalization using a dummy variable which takes a value of one from the year in which countries adopt financial liberalization and zero elsewhere. Our model thus considers possible variables that can influence real exchange rates in SSA. How these variables link with real exchange rates in SSA is ultimately an
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4 The need to emphasize the relative price of nontradedables stems from the implications of the traditional real exchange rate theory, whose origin dates back to the work of Cassel (1918) and Pigou (1923), which finds that movements in real exchange rates are due to endogenous fluctuations in the relative price of non-traded to traded goods. Also, Betts and Kehoe (2008), Burstein et al (2005) and Ouyang and Rajan (2013) all find that much of the directional movements of the relative price of non-traded goods and the real exchange rates tend to be similar, although the finding might be sensitive to countries considered.
empirical question which we answer in this paper. We perform an empirical analysis to study the determinants of real exchange rates in SSA, where we choose countries based, among others, on data availability which allows us to analyze the economic variables in terms of their short-run and long-run effects on real exchange rates.

To summarize the results, this paper sheds light and offers a new insight on the drivers of real exchange rates in SSA by combining two strands of empirical and theoretical work. The first strand focuses on real economic variable, relative per capita output, as suggested by the Balassa-Samuelson model, whereas the second strand emphasizes global demand, goods and asset-market variables such as terms of trade, net foreign assets, and real interest rates differentials. We propose a third factor, financial liberalization, which may affect real exchange rates and proxy this factor using dummy variables which take 1 when countries embraced liberalization and zero otherwise, where financial liberalization can be regarded as a source of shocks to global financial system/capital flows. Four major issues are then addressed in this paper. One, we test and then extend, in an empirical set up, the Lane and Milesi-Ferretti (2004) model to include financial liberalization and real interest rates differentials and empirically investigate the determinants of real exchange rates behavior in SSA under this framework. Two, we use a broad range of SSA countries which allow us to investigate the hypothesized drivers of real exchange rates. Third, we control for terms of trade and emphasize the relative price of nontradables as the main channel of transmission of the effects of the identified variables, determinants or factors to real exchange rates. Controlling for terms of trade allows the identified variables to impact real exchange rates not through the terms of trade as is customary in some studies but through the relative price of nontradables in the spirit of Lane and Milesi-Ferreti (2004).

Our findings have presented evidence supporting the existence of a small but significant transfer effect in SSA and that adoption of financial liberalization has depreciated the real exchange rates across SSA. Even after controlling for real interest rates differentials, relative output levels and the terms of trade, empirical evidence continues to suggest the existence of a robust positive relationship between net foreign assets and real exchange rates and a negative relationship between financial liberalization and real exchange rates, with net debtor countries having a more depreciated real exchange rates ceteris paribus and a more appreciated real exchange rates with the adoption of financial liberalization. Furthermore, we empirically confirm the theoretical postulates in Lane and Milesi-Ferreti (2004) that the magnitude of transfer effects varies with country characteristics such as openness. An especially interesting finding is that financial liberalization reduces and ultimately eliminates and reverses the effects of a transfer problem. This evidence is relevant to the current and ever ongoing policy debates on financial liberalization in many SSA countries. The rest of the paper is organized as follows. Section 2.2 - 2.6 presents the theoretical framework. Section 2.7 - 2.9 describes in detail the
newly constructed data that enabled the empirical research presented in this paper, presents and discusses the empirical results for cross-section and panel data and provides comparison with similar existing empirical studies. Section 2.10 concludes with pointers to possible future extension.

2.2 The Model

In this section, we briefly describe the two-sector model of Lane and Milesi-Ferreti (2004) which we use for analyzing the behavior of real exchange rates. The model is an intertemporal optimizing model in which an endogenous relative price of nontradables is the mechanism linking the real exchange rates to their determinants. We derive the steady state model based on this framework and test the implications of the theoretical model in an empirical setting. Our main addition to the model is in explicitly deriving the sensitivity of the transfer effect to variations in openness for different scenarios of the intertemporal and intratemporal elasticities of substitution.

To begin, consider a small open economy (SOE) that produces goods and has a representative infinitely-lived household that consumes goods according to established preferences represented by a utility function in an objective function $\mathbb{K}_t$. The small open economy comprises tradable and nontradable sectors and thus produces tradable and nontradable goods. The output of the tradable sector is an endowment $Y_t$ that trades on the international market at an export price $P^*_F$, where $P^*_F$ is in units of the imported tradable consumption good, which is the numeraire. As a result, $P^*_F$ represents terms of trade, i.e. ratio of export to import prices. Export goods are not consumed domestically, so domestic consumption of export goods is zero. Although labour can be supplied across traded and nontraded sectors, it is assumed that labour is supplied competitively only to the nontraded sector. This assumption ensures that it is possible to emphasize the main relationships which are to endogenize the relative price of nontradables and use it as the mechanism linking the real exchange rates to their identified determinants. Following Lane (1999), we model utility as having a CRRA form in aggregate consumption while aggregate consumption is itself taken to be a CES index over consumption of traded and nontraded goods. As will be made clear in the subsequent sections, this general specification ensures that we are able to capture the different kinds of responses of current and future consumption, as well as substitutability between traded and nontraded goods, to changes in current and future aggregate price levels.

---

5 We illustrate how real exchange rates might be influenced by their determinants by briefly describing the Lane and Milesi-Ferreti (2004) model, which we use as the benchmark for our extended empirical work.
2.2.1 Households

The infinitely-lived household with a perfect foresight derives utility from consumption $C_t$ and disutility from labour $L_{NT}$ supplied to the competitive nontraded sector. The lifetime objective function of the infinitely-lived household is thus

$$N_t = \sum_{t=0}^{\infty} \beta^t \left[ \frac{\sigma}{\sigma - 1} C_t^\frac{\sigma - 1}{\sigma} - \frac{\theta}{1 + \varphi} L_{NT}^{1+\varphi} \right], \quad 0 < \beta < 1 \quad \text{and} \quad \sigma, \theta, \varphi > 0$$

(2.0)

where $L_{NT}$ represents the actual amount of labour supplied to the nontraded sector, $\sigma$ is the constant relative risk aversion (CRRA) parameter and $\beta$ is the household’s discount factor. All parameters are positive and the last term in the utility function captures the disutility, in terms of reduced leisure, of supplying an amount $L_{NT}$ of labour to the nontraded sector. Specifically, the last term captures the disutility of labour or work effort, where $\varphi > 0$ represents the inverse of the Frisch elasticity of labour supply with respect to the real wage.

The household can invest in international real bonds, denominated in units of imported goods, in the world markets, without restrictions. Suppose the household invests in a combination of international real bonds. Let $B_t$ denote net real bond holdings, in units of tradable goods, which generate an exogenously determined real return $r$. The household supplies labour $L_{NT}$ to the nontraded sector at a nominal rate of $w_t$ per unit labour and thus earns a nominal wage of $w_t L_{NT}$ for labour supplied. The representative household faces a flow budget constraint given by

$$B_{t+1} = (1 + r)B_t + w_t L_{NT} + P^1_T Y_T - P_t C_t$$

(2.1)

where $C_t$ represents the consumption index, while $B_{t+1}$ is the real bond holdings in the next period and $B_t$ denotes real bonds that pay off an exogenously given real return $r$. Obstfeld and Rogoff (1996) timing convention is adopted so that $C_t$ denotes the consumption index between period $t$ and period $t+1$, while $B_t$ denotes bonds between period $t-1$ and $t$.

The aggregate consumption index $C_t$ is a composite of traded $C_{TT}$ and nontraded $C_{NT}$ goods. The consumption index is defined as

$$C_t = \left[ \frac{1}{\mu^\rho} C_{TT}^{\rho-1} + (1 - \mu) \frac{1}{\nu^\rho} C_{NT}^{\rho-1} \right]^{\frac{\rho}{\rho - 1}}, \quad \rho > 0$$

(2.2)

---

6 Intertemporal elasticity of substitution is the reciprocal of the CRRA parameter given by $\frac{1}{\sigma}$.
where $\rho$ measures the constant elasticity of substitution (CES) between traded ($C_{t,t}$) and nontraded ($C_{nt,t}$) goods, and $\mu$ is the share of tradable goods in the domestic consumption basket. In this context, the price index that corresponds to the consumption index is the consumption price index $P_t$ given by

$$P_t = \left[ \mu + (1 - \mu) P_{nt}^{1-\rho} \right]^{\frac{1}{1-\rho}},$$

(2.3)

where $P_{nt}$ is the price of nontradable goods. From (2.2) and (2.3), the demand functions for the tradable and nontradable goods are given by

$$C_{t,t} = \mu \left( \frac{1}{P_t} \right)^{-\rho} C_t, \quad C_{nt,t} = (1 - \mu) \left( \frac{P_{nt}}{P_t} \right)^{-\rho} C_t,$$

(2.4)

The real exchange rate is then defined as in Lane and Milesi-Ferreti (2004) as the ratio of domestic consumption price index (CPI) to foreign consumption price index (CPI)

$$RER_t \equiv \frac{P_t}{P_{f}} = P_t,$$

(2.5)

where the foreign CPI is normalized to unity and held at this level throughout the analysis.

As (2.5) shows, the CPI-based real exchange rate is independent of terms of trade. Nonetheless, it is possible for terms of trade to affect the CPI-based real exchange rates if there were an unusually high home bias in consumption of tradables. In such a scenario, domestic price levels would largely reflect price levels of tradable goods, because of the high home bias for the consumption of tradables, so that $P_t \sim P_{nt}^\frac{1}{\rho}$. In this model, however, it is assumed that tradable goods are not consumed domestically, so no such bias exists. Instead, the real exchange rates may be influenced by terms of trade only indirectly, through a wealth effect on the relative price of nontradables. Indeed, a transfer from home to foreign country reduces domestic wealth and hence raises labour supply to the nontradables sector. The increase in labour supply to the nontradables sector increases the supply of nontradables, thereby affecting relative prices of nontradables and hence the CPI-based real exchange rates.

---

7 Notice that the consumption price index does not include the price of the traded goods because the export goods, though consumed, is not consumed domestically, so its price cannot impact the domestic consumption price index; moreover, we want to emphasize that the real exchange rate is affected through the relative price of nontradables.

8 Prices are for goods sold in the home country, in home currency and at the consumer level, for nontradable goods, since domestic consumption of export, tradable goods is zero.
Output supplied at time $t$ in the competitive nontraded sector is taken as a production function that is linear in labour,

$$Y_{Nt} = L_{Nt}$$  \hspace{1cm} (2.6)

while the nominal price of the nontradable good is taken as equivalent to the nominal wage

$$P_{Nt} = w_t$$  \hspace{1cm} (2.7)

### 2.3 First-order conditions

The intertemporal problem of the infinitely-lived household is to maximize lifetime objective function, $\xi_t$, subject to (2.1) – (2.6). To simplify the model and option tractable first order optimality conditions, it is assumed the economy faces no uncertainty, which makes for a deterministic case in which there is a substantial amount of perfect foresight. We derive the optimality conditions as follows. The Lagrangian $L$ is given by

$$L = \max_{\xi} \sum_{t=0}^{\infty} \left\{ \beta^t \left[ \frac{\sigma}{\sigma - 1} C_t^{\frac{\sigma - 1}{\sigma}} - \frac{\varphi}{1 + \varphi} L_{Nt}^{1 + \varphi} \right] \right. \\
+ \beta^t \lambda_t \left[ (1 + r)B_t + w_t L_{Nt} + P_{Tt} Y_T - P_t C_t \\
- B_{t+1} \right\}$$  \hspace{1cm} (2.8)

which yields the following first-order conditions

$$\begin{align*}
\frac{\partial L}{\partial C_t} &= C_t^{-\frac{1}{\sigma}} - P_t \lambda_t = 0 \\
\frac{\partial L}{\partial B_{t+1}} &= -\lambda_t + \beta (1 + r) \lambda_{t+1} = 0 \\
\frac{\partial L}{\partial \lambda_t} &= (1 + r)B_t + w_t L_{Nt} + P_{Tt} Y_T - P_t C_t - B_{t+1} = 0 \\
\frac{\partial L}{\partial L_{Nt}} &= -\varphi L_{Nt}^\varphi + \lambda_t w_t = 0
\end{align*}$$  \hspace{1cm} (2.9)

Under the simple assumption that $\beta (1 + r) = 1$, so that the desire to borrow and lend in the steady state is ruled out, the optimal consumption and labour supply decisions generate the following first order relationships
The first order conditions provide several important insights. The first equation in (2.10) is the Euler equation of the dynamic evolution of consumption under perfect foresight. It says that consumption grows at a rate proportional to the sequence of relative aggregate prices; the dependence of consumption growth on the sequence of relative prices is a well-known result which is the consumption-based real interest rate effect. In particular, if the aggregate price level relative to the price of traded goods is currently below its future value, this induces increases in present consumption relative to future consumption due to lower consumption-based real interest rate. However, depending on the values of the intertemporal and intratemporal substitution, the low aggregate price level might encourage substitution from traded to nontraded goods. This substitution would occur and be more dominant when the intratemporal elasticity of substitution is greater than the intertemporal elasticity of substitution. Otherwise, the former effect dominates. The second equation in (2.10) provides a link between consumption of traded and nontraded goods, as well as the relative price of nontraded goods and the intratemporal elasticity of substitution. If the relative price of nontradables is normalized to unity, the relative consumption of traded goods would increase the greater the value of $\mu$ as $\frac{\partial C_{tt}}{\partial \mu} = \frac{c_{nt}}{(1-\mu)^2} > 0$, which implies higher $\mu$ gives rise to higher consumption of tradable goods, where $\mu$ represents the size of the tradable sector. Whereas it decreases the smaller is the value of $\mu$, leading to an increase in the relative consumption of nontraded goods. Put differently, the relative consumption of nontraded goods decreases as the size of the tradable sector increases, and it increases as the size of the tradable sector reduces, since $\frac{\partial C_{nt}}{\partial \mu} = -\frac{C_{tt}}{\mu^2 < 0}$. Finally, the last equation in (2.10) gives the equilibrium supply of nontraded goods alongside labour supply to the nontraded sector. It shows that as consumption index increases, whether due to an increase in the consumption of nontraded goods, labour supplied to the nontraded sector decreases and hence the level of production of nontradables also decreases. Plausible explanation for this outcome is that household increases leisure and consumption of other goods. The increase in leisure reduces the amount of labour supplied to the nontraded sector. Since production in the nontraded sector is linear in labour, the decrease in labour, together with the increase in consumption of other goods, causes a scale-back in the level of production.
### 2.4 The Steady State Analysis

As in Ganelli (2004) and Lane and Milesi-Ferreti (2004), we first consider a benchmark steady state where the variables are constant. To preserve symmetry, we consider an initial steady state in which all variables are constant. In this reference steady state, we assume the stock of net foreign assets is zero and we normalise the endowment of the traded goods in such a way that \( P_N \), the relative price of nontraded goods in terms of traded goods, is unity. Furthermore, it is assumed that the terms of trade is unity (\( P^T_1 = 1 \)). A summary of the implications of the benchmark steady-state assumptions is given below

\[
\begin{align*}
  B_0 &= 0, \quad P_N = 1, \quad P = 1, \quad P^T_1 = 1 \\
  C_T &= Y_T, \quad C_N = Y_N
\end{align*}
\]  

(2.11)

After normalizing the endowment of traded goods, so that the relative price of nontraded goods in terms of traded goods \( P_N \) is unity, and assuming the terms of trade is unity, then the steady-state production and consumption of traded and nontraded goods in this symmetric equilibrium are given by

\[
\begin{align*}
  C_T &= Y_T = \frac{\mu}{1 - \mu} Y_N \\
  Y_N &= C_N = \left(\frac{1}{\vartheta}\right)^{\frac{\varphi}{\varphi + 1}} \frac{1}{(1 - \mu)^{1 + \varphi}}
\end{align*}
\]  

(2.12)

The first equation of (2.12) follows from using the second equation of (2.10) together with the assumptions in (2.11). The second equation of (2.12) uses the assumptions in (2.11) together with the budget constraint in (2.1) and the first equation of (2.12).

We note that \( \vartheta \) measures how tasking is work effort, so higher (lower) values of \( \vartheta \) imply work effort is more (less) tasking. The second equation in the benchmark steady state in (2.12) shows that production of nontraded goods will be larger when work effort is less tasking as, \( \frac{\partial Y_N}{\partial \vartheta} = -\frac{\sigma}{\varphi \sigma + 1} \frac{Y_N}{\vartheta} < 0 \). It also implies that production of nontraded goods will expand when either the size of the tradable sector shrinks or the size of the nontradable sector expands. This follows from the result that for \( \mu < 1 \), \( \frac{\partial Y_N}{\partial \mu} = -\frac{1}{\varphi \sigma + 1} \frac{Y_N}{1 - \mu} < 0 \) and \( \frac{\partial Y_N}{\partial (1 - \mu)} = \frac{1}{\varphi \sigma + 1} \frac{Y_N}{1 - \mu} > 0 \), where \( \mu \) and \( 1 - \mu \) represent the size of tradable and nontradable sector, respectively.

The above benchmark specification allows us to derive the steady state variations in important variables of the model. To do this, we take a linear approximation around the benchmark to derive the impact of steady state variations in net foreign assets, \( B \), tradable
output, \( Y_T \), and terms of trade \( P_T^T \). Let \( \tilde{C}_T, \tilde{B}, \tilde{Y}_T, \tilde{P}_T^T \) represent changes (in percentage terms) in these variables relative to the benchmark steady state, such that

\[
\tilde{C}_T = r \tilde{B} + \tilde{Y}_T + \tilde{P}_T^T
\]  

(2.13)

where the benchmark steady state provides a frame of reference and

\[
\begin{aligned}
\tilde{X} &= \frac{1}{X^*}(X - X^*), \\
\tilde{X} &= \begin{bmatrix} \tilde{C}_T, \tilde{Y}_T, \tilde{P}_T^T \end{bmatrix} \\
\tilde{B} &= dB \\
C_0 &= Y_0
\end{aligned}
\]  

(2.14)

where \( X^* \) represents the benchmark steady state of \( X \). It should be noted that \( \tilde{B} \) is as defined because the benchmark steady state of \( B \) is assumed to be zero. As our empirical analysis will show, it does not enter the empirical model in logarithm. Moreover, net foreign assets can take negative values, making it undefined in logarithmic terms.

In the above specification, three factors drive steady-state consumption of tradables – net foreign assets, level of tradable output endowment, and terms of trade. To obtain steady state variations in production and consumption of nontradables, we linearize equations in 2.10 in the neighbourhood of the benchmark steady state defined in 2.12. This yields

\[
\begin{aligned}
\tilde{Y}_N = \tilde{C}_N &= \tilde{C}_T - \rho \tilde{P}_N \\
\tilde{Y}_N = \tilde{C}_N &= \mu(\sigma - \rho) \frac{1}{1 + \sigma \varphi} \tilde{P}_N
\end{aligned}
\]  

(2.15)

The first equation in 2.15 is obtained via direct linearization of the second equation in 2.10. The second equation of 2.15 follows from linearization of consumption index \( C_t \) and finally by substituting the expression for \( \tilde{C}_T \) from the first equation of 2.15 into the linearized consumption index\(^9\). Combining the two equations in 2.15 together with 2.13, we obtain an expression for the percentage change in the relative price of nontradables in relation to its benchmark steady state as

\[
\tilde{P}_N = \frac{1 + \sigma}{\rho(1-\mu) + \sigma(\mu + \rho \varphi)} \tilde{C}_T = \frac{1 + \sigma}{\rho(1-\mu) + \sigma(\mu + \rho \varphi)} \left( r \tilde{B} + \tilde{Y}_T + \tilde{P}_T^T \right)
\]  

(2.16)

---

\(^9\): Linearization of \( Y_{Nt} \) around benchmark steady state yields \( \tilde{Y}_N = -\frac{1}{\sigma \varphi} \tilde{C} + \frac{\varepsilon}{\sigma \varphi} \tilde{P}_N \). Linearization of the consumption index around the benchmark steady state yields \( \tilde{C} = \mu \tilde{C}_T + (1 - \mu) \tilde{C}_N \), where \( \tilde{C}_T = \tilde{C}_N + \rho \tilde{P}_N \).
We next derive the log-level equation that gave rise to 2.16. To achieve this, we use Taylor approximation (in reverse format) around the benchmark steady state. This yields

\[
\log P_N^* + \frac{1}{P_N^*} (P_N - P_N^*) = \log \Omega + \psi r \frac{dB}{Y_0} + \psi \left( \log Y_T^* + \frac{1}{Y_T^*} (Y_T - Y_T^*) + \log P_T^1 + \frac{1}{P_T^1} (P_T^1 - P_T^1^*) \right)
\]

or

\[
\log P_N = \log \Omega + \frac{\psi r B}{\mu Y_0} + \psi \log Y_T + \psi \log P_T^1
\]  

(2.17)

where \(\Omega\) is a constant, \(\psi = \frac{1+\sigma}{\rho (1-\mu) + \sigma (\mu + \rho \phi)}\), \(dB = \frac{B}{\mu}\) and \(C_0 = Y_0\). Equation (2.17) illustrates important implications. The right hand side of the equation suggests that the relative price of nontradables is increasing in the level of net foreign assets, tradable output, and terms of trade. Together with previous equations, equation (2.17) suggests that factors which raise the consumption of tradables generate a positive wealth effect that reduces labour supply to the nontradable sector. As production in the nontraded sector is linear in labour supply, this cuts production of nontradable goods, pushing up the relative price of nontradable goods, with an attendant appreciation of the real exchange rate.

Lastly, we derive the variation in real exchange rate. To do this, we linearize (2.3) and (2.5) and obtain

\[
\overline{RER} = \hat{P} = (1-\mu)\hat{P}_N
\]  

(2.18)

which, in log levels as in (2.17), yields

\[
\log (RER) = (1-\mu) \log P_N = (1-\mu) \log \Omega + (1-\mu) \frac{\psi r B}{\mu Y_0} + (1-\mu) \psi \log P_T^1
\]

\[
+ (1-\mu) \psi \log Y_T
\]

\[
= \delta_0 + \delta_1 \frac{B}{Y_0} + \delta_2 \log Y_T + \delta_3 \log P_T^1
\]  

(2.19)

where \(\delta_1, \delta_2, \delta_3 > 0\). Equation (2.18) shows that variations in relative price of nontradables are scaled to give variations in real exchange rate. Thus, the real exchange rate is a monotonic transformation of the relative price of nontradables, so the relative price of nontradables serves
as the mechanism linking the real exchange rate to its determinants. We use equation (2.19) as the basis for the empirical analysis presented in the subsequent sections.

### 2.5 Openness and the Transfer Effect

How does the degree of openness to international trade alter the magnitude of the transfer effect and influence the impact of net foreign assets on real exchange rates? In this section, we examine the theoretical impact that variations in openness could potentially have on 1) the magnitude of the transfer effect and 2) the magnitude of the coefficients of the other real exchange rates determinants highlighted in the benchmark model. To achieve this, we examine how each of these coefficients responds to changes in the relative size $\mu$ of the traded sector, a proxy for openness.

From equations (2.17) – (2.19), we know that the factors which drive steady-state relative price of nontradables and real exchange rates are net foreign assets, tradable output, and terms of trade. Thus, these variables each has two coefficients – one in the log relative price of nontradables equation, i.e. equation (2.17), and the other in the log real exchange rates equation, i.e. equation (2.19). To determine the effect of openness on the impact of these variables on real exchange rates, we check how the variables’ coefficients behave with respect to changes in $\mu$. We do this for both equations (2.17) and (2.19).

From (2.17), the coefficient on net foreign assets $B$, can be written as

$$C_{1B} = \frac{\psi r}{\mu} = \frac{r(1 + \sigma)}{\mu[(1 - \mu)\rho + (\varphi \rho + \mu)\sigma]} = \frac{r(1 + \sigma)}{\mu[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]}$$  \hspace{1cm} (2.20)

where $\mu$ measures the relative size of the traded sector and hence the extent of openness of an economy. To determine how trade openness alters the impact of $B$ on the real exchange rate, we deduce the sensitivity of $C_{1B}$ to $\mu$. As the relative size of the traded sector $\mu$ captures the extent of openness to trade, a high $\mu$ implies high openness and vice versa. Meanwhile, the coefficient $C_{1B}$ on net foreign assets $B$ captures the magnitude of the transfer effect for a given $\mu$. Thus, the sensitivity of $C_{1B}$ to $\mu$ indicates how the transfer effect is altered when openness changes and this is obtained by differentiating $C_{1B}$ with respect to $\mu$ as follows

$$\frac{\partial C_{1B}}{\partial \mu} = -\frac{2(\sigma - \rho) + (1 + \varphi \sigma)\rho}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2}$$  \hspace{1cm} (2.21)

and
\[ \frac{\partial C_{1B}}{\partial \mu} = \begin{cases} \frac{-2\mu(\sigma - \rho) + (1 + \varphi \sigma)\rho}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} < 0, & \sigma > \rho \\ \frac{-2\mu(\sigma - \rho) + (1 + \varphi \sigma)\rho}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} > 0, & \sigma < \rho \end{cases} \] (2.22)

From (2.19), the coefficient of net foreign assets, representing the magnitude of the transfer effect, is

\[ C_{2B} = (1 - \mu) \frac{\psi r}{\mu} = (1 - \mu) C_{1B} \] (2.23)

As in the preceding case, sensitivity of \( C_{2B} \) to \( \mu \) is determined as follows

\[ \frac{\partial C_{2B}}{\partial \mu} = (1 - \mu) \frac{\partial C_{1B}}{\partial \mu} - C_{1B} \]

\[ = -(1 - \mu) \frac{2\mu(\sigma - \rho) + (1 + \varphi \sigma)\rho}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} - \frac{r(1 + \varphi \sigma)}{\mu[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]} \]

\[ = -(1 - \mu) \frac{2\mu(\sigma - \rho) + (1 + \varphi \sigma)\rho}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} - \frac{r^2(1 + \varphi \sigma)^2}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} \]

\[ = -(1 - \mu) \frac{2\mu(\sigma - \rho) + (1 + \varphi \sigma)\rho}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} + \frac{r^2(1 + \varphi \sigma)^2}{(1 - \mu)} \] (2.24)

Thus,

\[ \frac{\partial C_{2B}}{\partial \mu} = \begin{cases} \frac{(1 - \mu)}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} \left[ 2\mu(\sigma - \rho) + (1 + \varphi \sigma)\rho + \frac{r^2(1 + \varphi \sigma)^2}{(1 - \mu)} \right] < 0, & \sigma > \rho \\ \frac{(1 - \mu)}{\mu^2[(\sigma - \rho)\mu + (1 + \varphi \sigma)\rho]^2} \left[ 2\mu(\sigma - \rho) + (1 + \varphi \sigma)\rho + \frac{r^2(1 + \varphi \sigma)^2}{(1 - \mu)} \right] > 0, & \sigma < \rho \end{cases} \] (2.25)
The results of the sensitivity analysis in (2.22) and (2.25) suggest a smaller effect of net foreign assets on real exchange rates as openness increases if $\sigma > \rho$ and a possibly larger effect as openness increases if $\sigma < \rho$. That is, high openness decreases the impact of net foreign assets on real exchange rates when the intertemporal elasticity of substitution dominates the intratemporal elasticity of substitution. On the other hand, high openness could possibly increase the size of the transfer effect when the intratemporal elasticity of substitution dominates the intertemporal elasticity of substitution. Thus, the intertemporal and intratemporal elasticities of substitution are two central parameters that determine the sensitivity of the relationship between net foreign assets and real exchange rates to openness.

As the theoretical model suggests, there is some congruency in behaviour, at least in theory, in the coefficients of terms of trade and relative per capita output. Let $C_1$ represent the common coefficient of terms of trade and relative per capita output in (2.17) and $C_2$ represent the common coefficient of terms of trade and relative per capita output in (2.19). From (2.17) and (2.19), coefficients $C_1$ and $C_2$ can be written as

$$\begin{align*}
C_1 &= \frac{1 + \sigma}{\rho(1 - \mu) + \sigma(\mu + \rho\varphi)} \\
C_2 &= \frac{(1 - \mu)(1 + \sigma)}{\rho(1 - \mu) + \sigma(\mu + \rho\varphi)}
\end{align*}$$

and the sensitivity of $C_1$ and $C_2$ to $\mu$ is determined as follows

$$\frac{\partial C_1}{\partial \mu} = \begin{cases} 
\frac{(\sigma - \rho)(1 + \sigma)}{[(\sigma - \rho)\mu + (1 + \varphi\sigma)\rho]^2} < 0, & \sigma > \rho \\
\frac{(\sigma - \rho)(1 + \sigma)}{[(\sigma - \rho)\mu + (1 + \varphi\sigma)\rho]^2} > 0 & \sigma < \rho
\end{cases}$$

(2.26)

$$\frac{\partial C_2}{\partial \mu} = \frac{\sigma(1 + \sigma)(1 + \varphi\sigma)}{[(\sigma - \rho)\mu + (1 + \varphi\sigma)\rho]^2} < 0 \quad \forall \sigma, \rho > 0$$

(2.27)

The results for the sensitivity analysis of the variables are presented in (2.26) and (2.27). For the sensitivity analysis of the real exchange rates equation, i.e. (2.27), the result suggests that for all plausible values of the intertemporal and intratemporal elasticity of substitution, the impact of terms of trade and relative per capita output on real exchange rates, no matter the magnitude of the impact, will eventually diminish as openness increases. Meanwhile, for the sensitivity analysis of relative price of nontradables equation, i.e. (2.26), it is seen that there is a decreasing effect as openness increases if $\sigma > \rho$ and this is similar to the result obtained in
the preceding sensitivity analysis for the impact of net foreign assets on relative price of nontradables as in (2.22) for $\sigma > \rho$. However, in the case where $\sigma < \rho$, the model suggests a larger impact of terms of trade and relative per capita output on the relative price of nontradables as openness increases, i.e. an increase in openness enlarges the impact of terms of trade and relative output on the relative price of nontradables if $\sigma < \rho$ – if intertemporal elasticity of substitution is below the intratemporal elasticity of substitution.

2.6 Data and Empirical Analysis

2.6.1 Data

This section describes the data samples used in the empirical analysis, specifically the measures of real exchange rates, net foreign assets, relative per capita income, and terms of trade. Our sample includes SSA countries selected based on the availability of data. The data samples for the analysis come from multiple sources which are - The World Bank, IMF, Lane and Milesi-Ferretti (2001, 2004, 2007) and Darvas (2012, 2016). The data samples for net foreign assets come from Lane and Milesi-Ferretti (2001, 2004) and the updated and extended version of Lane and Milesi-Ferretti (2007) which is a newly constructed dataset on countries’ net external positions. We draw data from diverse sources as no one source provides data for a considerable number of SSA countries for an extended period. The way in which the datasets for net foreign assets are defined and constructed are in Lane and Milesi-Ferretti (2001, 2004).

Most studies on Balassa-Samuelson hypothesis use total factor or labour productivity differentials between traded and nontraded sectors to explain the dynamics of real exchange rates. However, data samples on sectoral output, total factor productivity or labour productivity differentials are unavailable for a broad range of developing countries, most especially SSA. Thus, we draw on Lane and Milesi-Ferretti (2004) and proxy productivity differentials with relative per capita output. The relative per capita output is based on per capita output levels in dollars, sourced from World Bank, and is defined as the per capita output level of each SSA country $i$ relative to its major trading partners. Lastly, terms of trade are computed as ratio of export prices to import prices, where export and import prices are expressed in dollars; dates for financial liberalization come from countries’ recent and official news fillings and from sources such as Reinhart and Tokatlidis (2000), Seek and El Nil (1993), Fowowe (2008).

2.7.2 Empirical Analysis

The empirical analysis presented in this paper is in two parts. In the first part, we directly analyse the implications of the theoretical model, with a focus on countries’ net foreign assets.
position and the transfer problem. In the second part, we extend the empirical analysis to include financial liberalization as a possible determinant of real exchange rates behaviour in SSA and we test the validity of such hypothesis. We begin now with the first part. In this part, we examine two dimensions of the data: cross-sectional and panel specifications. As is standard in the empirical literature, we begin the first part of our analysis with the cross-sectional specification, which is the first step in our quest to examine all dimensions of our data. Findings from our empirical analysis would not be based solely on cross-sectional analysis. One benefit of considering cross-sectional correlations is that they provide preliminary insight into the existence and extent of empirical issues such multicollinearity among variables across countries. Any loss of information due to considering differences of variables is made up for in the panel analysis presented subsequently.

2.7.3 Cross-sectional Empirical Specification

Following Lane and Milesi-Ferretti (2004), we specify the cross-sectional regression model as follows

\[
 RER_{t+T} - RER_{t+ST} = \alpha + \beta_1 (NFA_{t+T} - NFA_{t+ST}) + \\
 \beta_2 (REL_{t+T} - REL_{t+ST}) + \beta_3 (TT_{t+T} - TT_{t+ST}) + \varepsilon_t, \tag{2.28}
\]

where \( s_t \) and \( t_T \) denote average values over the closed intervals \([s, t]\) and \([t, T]\). In this cross-sectional specification, we use differences on differences rather than levels, the reason being that levels are not directly comparable across countries because real exchange rates and terms of trade are index-based. Moreover, differences of period averages, rather than end year averages, are used because of the tendency of real exchange rates to deviate from fundamental values in the short term.

As a starting exercise, we address whether changes in average real exchange rates across countries are correlated with changes in net foreign assets, relative GDP per capita and terms of trade. To do this, we first calculate mean values of each variable for the periods 1980 – 1995 and 1996-2011 and then take the difference of both means. This yields the variables that enter our cross-sectional analysis. Below, we present the bivariate correlations between changes in average real exchange rates, net foreign assets, relative GDP per capita and terms of trade, and we also present the multivariate regression analysis.

2.7.4 Bivariate Correlations

We present below the bivariate correlations between changes in average real exchange rates \( \Delta RER \), relative GDP per capita \( \Delta REL \), net foreign assets \( \Delta NFA \) and terms of trade \( \Delta TT \).
Table 2.0a – Cross Sectional Correlations – Sub-Saharan Africa

|       | $\Delta RER$ | $\Delta NFA$ | $\Delta REL$ | $\Delta TT$ |
|-------|--------------|--------------|--------------|-------------|
| $\Delta RER$ | 1.00         |              |              |             |
| $\Delta NFA$ | 0.18         | 1.00         |              |             |
| $\Delta REL$ | 0.27         | 0.33         | 1.00         |             |
| $\Delta TT$  | 0.10         | 0.15         | 0.38         | 1.00        |

Notes: Cross sectional correlation estimates for countries in sub-Saharan Africa are computed using data samples of real exchange rates, net foreign assets, relative income and terms of trade from the sources described in the previous section. The data samples for the observations are all drawn from sub-Saharan Africa.

Table 2.0a lists bivariate correlations between changes in average real exchange rates ($\Delta RER$) and changes in average NFA to GDP ratio ($\Delta NFA$), relative GDP per capita ($\Delta REL$) and the terms of trade ($\Delta TT$). $\Delta RER$ and $\Delta NFA$ are positively correlated for SSA countries, providing a very preliminary confirmation of the predictions of the theoretical model. However, the correlation coefficient is rather weak, implying that a positive but weak association exists between $\Delta RER$ and $\Delta NFA$. This result agrees with Lane and Milesi-Ferretti (2004) who also find a weak correlation between the two variables for the broader developing countries. The weak positive correlation suggests that the transfer effect in SSA, if it occurs, is likely to have a relatively low magnitude. The correlation result also shows that $\Delta RER$ bears a low and positive correlation with $\Delta REL$, in line with previous studies which find that $\Delta RER$ and $\Delta REL$ are weakly correlated in developing countries, possibly signifying a weak evidence of the Balassa-Samuelson hypothesis.

The correlation between $\Delta RER$ and $\Delta TT$, though positive, is even lower, the weakest of all, suggesting that changes in terms of trade have very little positive association with changes in real exchange rates. In contrast, $\Delta TT$ has a strong and positive correlation with $\Delta REL$. Furthermore, $\Delta TT$ is positively correlated with $\Delta NFA$, while $\Delta NFA$ and $\Delta REL$ are strongly and positively correlated. This strong and positive correlation between $\Delta NFA$ and $\Delta REL$ suggests that changes in net foreign assets are in lockstep with relative productivity growth. As a direct interpretation of the result, for instance, SSA countries with accelerated growth patterns compared to their trading partners also see significant improvements in net foreign assets. The six correlations, which are well-depicted graphically in Fig.2, are compared with those obtained for developing and industrial countries in the literature (in Table 2b). Overall, compared to developing and industrial countries, correlation coefficients between the variable pairs for SSA countries are generally smaller. Notwithstanding, the correlation coefficients all point to a positive association, although of varying strength, between the six variable pairs.
Figure 2.0: Real exchange rates, net foreign assets, relative GDP per capita and terms of trade – Cross-sectional Correlations
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Table 2.0b – Comparison of Cross-Sectional Correlations

| Correlation                  | SSA   | Developing Countries | Industrial Countries |
|------------------------------|-------|----------------------|----------------------|
| $(\Delta RER, \Delta NFA)$  | 0.18  | 0.40                 | 0.48                 |
| $(\Delta RER, \Delta REL)$  | 0.27  | 0.17                 | 0.45                 |
| $(\Delta RER, \Delta TT)$   | 0.09  | 0.30                 | 0.56                 |
| $(\Delta NFA, \Delta TT)$   | 0.15  | 0.55                 | 0.12                 |
| $(\Delta NFA, \Delta REL)$  | 0.33  | 0.49                 | 0.76                 |
| $(\Delta TT, \Delta REL)$   | 0.38  | 0.57                 | 0.14                 |

Notes: Cross sectional correlation estimates for countries in sub-Saharan Africa are computed using data samples of real exchange rates, net foreign assets, relative income and terms of trade from the sources described in the previous section. The cross-sectional correlations for developing and industrial countries are obtained from Lane and Milesi-Ferretti (2004) as that is the only comprehensive study to date where such cross-sectional correlation analyses are performed for different countries.

2.7.5 Cross-sectional Multivariate Regression

We turn now to results from multivariate cross-country regression analysis based on the empirical specification presented in equation (2.28). As argued in the introduction, terms of trade is an important exogenous component for SSA countries because these countries are involved in vast amounts of international trade in which prices are exogenously determined. Finally, we include relative output per capita to eliminate any indirect effects of net foreign assets on real exchange rates emanating from their impact on the growth performance of relative output per capita. The results obtained are presented in Table 2.1 below. We report results from the regression using changes in CPI-based real exchange rates $\Delta RER$ as dependent variable and $\Delta NFA$ as our explanatory variable of interest.

The results in Table 2.1, which report regressions using changes in the CPI-based real exchange rates as the dependent variable, present step-by-step findings obtained by a) excluding from the list of explanatory variables one of $\Delta TT$, $\Delta REL$ and $\Delta NFA$ (as in columns (1), (2), and (3) respectively) and b) including all explanatory variables $\Delta TT$, $\Delta REL$ and $\Delta NFA$ as regressors (as in column (4)). The aim of this exercise is to ascertain how the magnitude of the transfer effect and impact of other explanatory variables on real exchange rates in the cross-sectional analysis may be altered when the correlation between $\Delta TT$ and $\Delta REL$ is taken into consideration. As a final note, we include results when the three explanatory variables $\Delta TT$, $\Delta REL$ and $\Delta NFA$ are simultaneously present.
Table 2.1: Real Exchange Rates Determinants (Change Between Averages For 1980-1995 And 1996 – 2011)

|       | (1) Exclude ΔTT | (2) Exclude ΔREL | (3) Exclude ΔNFA | (4) Include All |
|-------|-----------------|------------------|-----------------|-----------------|
| ΔNFA  | 0.03*           | 0.03*            | -               | 0.02**          |
|       | (2.02)          | (2.09)           | -               | (2.59)          |
| ΔREL  | 0.24***         | -                | 0.70            | 0.60            |
|       | (3.61)          | -                | (1.03)          | (1.72)          |
| ΔTT   | -               | 0.33             | -1.20           | -0.96           |
|       | -               | (1.46)           | (0.71)          | (1.26)          |
| Adj. R² | 0.30          | 0.19             | 0.34            | 0.40            |
| Observations | 33              | 33               | 33              | 33              |

Notes: In columns (1)–(4), the test statistic associated with each variable is in parenthesis. The estimates in the first three columns are included as a form of robustness checks to see how the results are affected by the independent variables that are correlated. Including both ΔTT and ΔREL in a regression dilutes the significance of each of them. When both are not included simultaneously, at least one of them turns out significant. This is not surprising because the highest correlated recorded in our correlation analysis is exactly that between both variables. *, ** and *** indicate statistical significance at 10%, 5% and 1% significance level, respectively, as * p<.1; ** p<.05; *** p<.01.

In the instances where ΔNFA is included in the regression (see columns (1), (2) and (4)), we find that the transfer effect is unaltered – changes in net foreign assets are found to have a positive and significant impact on changes in real exchange rates in SSA. However, the results for the other hypothesized determinants of real exchange rates are not as robust. Indeed, when both ΔTT and ΔREL are included in the regression (columns (3) and (4)), we find that neither of them is significant, but when either of them is included (as in column (1)), the result suggests that changes in relative per capita GDP ΔREL positively impacts changes in real exchange rates ΔRER and the relationship is significant. As for ΔTT, the results suggest that in none of the regressions is it significant, even when ΔREL is excluded (column (2)). When no discrimination is made and all explanatory variables are included in the regression (column (4)), we find that the positive and significant relationship between ΔNFA and ΔRER survives, while ΔREL, though retains its positive relationship with ΔRER, loses its significance. The relationship between ΔTT and ΔRER remains insignificant and surprisingly becomes negative, perhaps confirming the weak positive correlation between both variables earlier obtained in the correlation analysis.
As previously mentioned, we consider terms of trade as an exogenous determinant of real exchange rates, especially for small open economies such as SSA countries, and thus include them in our regressions as a control variable. We find that the transfer effect holds as changes in net foreign assets continue to bear a positive relationship with changes in real exchange rates. The rationale for controlling for terms of trade is that any evidence of a transfer effect must operate via the relative price of nontradables. We also control for relative output per capita so that it does not generate a relative output growth performance that serves as a mechanism or conduit linking the indirect effects of net foreign assets on real exchanges rates. Furthering our sensitivity analysis, we reanalyze the relationship by omitting terms of trade as well as relative output per capita, one after the other. Interestingly, we find that omitting the terms of trade or relative output per capita does not alter the economic and statistical significance of the link between real exchange rates and net foreign assets in SSA.

On the whole, we conclude that changes in CPI-based real exchange rates are positively related to changes in net foreign assets in all instances, positively related to changes in relative output per capita in one instance but, somewhat surprisingly, unrelated to changes in terms of trade in all instances. Excluding changes in either net foreign assets or relative output per capita over the sample period does not seem to alter this finding substantially. The result agrees with some previous studies\(^{10}\) that surprisingly find that changes in terms of trade do not have a statistically and economically significant impact on real exchange rates changes in developing countries. Meanwhile, the correlation between changes in terms of trade and changes in relative GDP per capita perhaps partly explains why the positive correlations of these variables with changes in real exchange rates do not fully survive in a multivariate regression. Overall, the cross-sectional analysis presented in this section resoundingly suggests some evidence of a transfer problem in SSA.

Despite their convenience, we note that cross-sectional analysis is constrained with respect to sample size, is unable to analyze patterns over a period of time and can be fraught with empirical issues inclusive of lower degrees of freedom that potentially limits estimation power and efficiency, especially for developing countries with rapidly changing macroeconomic fortunes over time, and thus may not adequately capture the patterns that are of interest to us due to, for instance, ignoring the presence of potential unobserved heterogeneity. Furthermore, Lane and Milesi-Ferreti (2004) find that the overall fit for cross sectional regression is weak. In light of these limitations, we turn now to a panel empirical analysis which is more elaborate and blends inter-country differences and intra-country dynamics, creating a greater capacity to

\(^{10}\) Lane and Milesi-Ferreti (2004) find that terms of trade have a statistically and economically significant impact on the real exchange rate in industrial countries; however, somewhat surprisingly, not in developing countries and excluding countries with large changes in the black-market premium over their sample does not alter this finding substantially.
capture the complexity of the behavior of variables across countries than can be achieved with cross-sectional analysis, Hsiao (2007)\textsuperscript{11}.

### 2.8 Panel Empirical Specification

In this section, we extend our investigation of real exchange rates determinants and perform a panel empirical analysis. As in the previous section, the empirical specification for the panel analysis follows from the testable theoretical model presented in (2.19). Accordingly, the panel specification, estimated in each regression as a dynamic panel estimation, where the dynamic term is the one-period lagged dependent variable, is given by

\[
RER_{it} = \alpha_i + \beta_1 NFA_{it} + \beta_2 TT_{it} + \beta_3 REL_{it} + \epsilon_{it} \tag{2.29}
\]

where \(RER\) is the real effective exchange rates\textsuperscript{12}, \(\alpha_i\) is the country-specific fixed effect, \(NFA\), \(TT\) and \(REL\) measure the net foreign assets position, terms of trade and relative output per capita, respectively, and \(\epsilon_{it}\) is the idiosyncratic error term. Unlike real exchange rates, terms of trade and relative output per capita, it is important to note that net foreign assets are not expressed in logarithm in order to accurately specify the panel regression in line with the theory model in (2.19) and as is standard in the literature. Consequently, \(\beta_2\) and \(\beta_3\) denote terms of trade and relative output per capita elasticities of real exchange rates, while \(\beta_1\) denotes semi elasticity of net foreign assets with respect to real exchange rates. The expected signs of the elasticities are \(\beta_1 > 0\), \(\beta_2 > 0\) and \(\beta_3 > 0\). Baxter (1994) argues that at lower frequencies, a positive relationship exists between real exchange rates and real interest rates differentials, so that real interest rates differentials possibly play a role in determining real exchange rates. Accordingly, we empirically augment the base model in (2.29) to include real interest rates differentials as a potential real exchange rates determinant. This yields (2.30) below, which enables us to observe variations in behavior and significance of the variables hypothesized as real exchange rates determinants.

\[
RER_{it} = \alpha_i + \beta_1 NFA_{it} + \beta_2 TT_{it} + \beta_3 REL_{it} + \beta_4 RIRD_{it} + \epsilon_{it} \tag{2.30}
\]

\textsuperscript{11} Hsiao (2007) reports that ‘Advantages of panel data over time series data or cross-section data is more degrees of freedom, less multicollinearity, and more variation in the data that results in more efficiency of the estimators. In addition, panel data allows us to control for heterogeneity, study dynamics, and test more complicated behavioural hypotheses than is possible with a single time series or cross-section. Panel data generate better predictions and provide micro-foundations for aggregate data analysis….

\textsuperscript{12} We use real effective exchange rates and real exchange rates interchangeably. The real exchange rates data used for the analysis is the real effective exchange rates. See the data description section.
To remain in line with the literature, the real interest rates differential, $RIRD_t$, like net foreign assets, is not expressed in logarithm in (2.30). As a result, its coefficient, $\beta_4$, which is expected to be positive, $\beta_4 > 0$, is a semi-elasticity. Both regression specifications in (2.29) and (2.30) include country fixed effects which are important because variables such as real exchange rates etc. are index numbers and thus their levels are not necessarily comparable across countries. Moreover, they also account for other time-invariant, unobservable factors, country-specific effects, thus reducing the omitted variable bias and ensuring that estimated coefficients are able to consistently capture long-run variations in the data.

As stated in Lane and Milesi-Ferretti (2004), it is likely that there exists a plausible endogeneity running from real exchange rates to the regressors, for instance from real exchange rates to net foreign assets, and this might potentially affect the estimated coefficients. Accordingly, we estimate the panel models in (2.20) and (2.30) with the generalized method of moments (GMM) technique which uses appropriate instruments to address such endogeneity concerns. Another attraction of the GMM estimator is its ability to work well with unbalanced panels – and our datasets are unbalanced panels. The estimated coefficients of the variables in (2.29) and (2.30) are presented in Table 2.2a below.

Table 2.2a presents results of panel regressions for the empirical specifications in equations (2.29) and (2.30). We report the average short and long run results and diagnostic statistics based on different instruments count. One of the advantageous features of GMM is that it enables the computation of long run coefficients from short run coefficients in a dynamic panel data setting. Also, as stated in Bond (2002), even in estimations where the coefficient of the lagged dependent variable, the dynamic variable, is not of direct focus, allowing for such dynamic variable in empirical specifications is important for recovering consistent estimates of other model parameters. If the coefficient of the dynamic variable, the one-period lagged dependent variable, is $\theta$ then the long run coefficient of a regressor within the model, having coefficient $\omega$ in the model, is given by $\delta = \frac{\omega}{1-\theta}$. Meanwhile, the diagnostic statistics reported confirm that our instruments are valid and model is appropriately specified.

Moving on to the main results in Table 2.2a, we find that overall, several important features emerge. First, and most important, there is a positive and significant relationship between real exchange rates and NFA, providing evidence of a significant transfer effect in SSA. However, the magnitude of the transfer effect is quite weak given that the estimated NFA coefficient is low, ranging between 0.02-0.03. The implied interpretation of the low coefficient is as follows: a 10-percentage point growth in net foreign assets in SSA would require and implies a long-run real appreciation of 0.2 to 0.3 percent; alternatively, a 50-percentage point decline in net foreign assets implies a real depreciation of 1 to 1.5 percent – suggesting that the size of the transfer
Table 2.2a: Real Exchange Rates, Net Foreign Assets and other Determinants: Panel Regressions

|                                | Difference GMM (I) | Difference GMM (II) |
|--------------------------------|--------------------|--------------------|
| $RER_{t-1}$                    | 0.58***            | 0.53***            |
|                                | (36.21)            | (15.17)            |
| Short Run                      |                    |                    |
| NFA                            | 0.01***            | 0.02***            |
|                                | (3.81)             | (3.75)             |
| Long Run                       |                    |                    |
| TT                             | 0.01**             | 0.04***            |
|                                | (2.21)             | (2.77)             |
| REL                            | 0.09***            | 0.23***            |
|                                | (5.46)             | (3.41)             |
| RIRD                           | 0.0004***          | 0.001***           |
|                                | (3.23)             |                    |

Diagnostic Tests

|                                | Observations | Instruments |
|--------------------------------|--------------|-------------|
| Observations                   | 1,068        | 1,006       |
| Instruments                    | 153          | 117         |
| Wald Test                      | 0.000        | 0.000       |
| Arellano-Bond Test (p-value)   | 0.1877       | 0.1680      |
| Sargan Test                    | [0.6582]     | [0.9999]    |

Notes: Dependent variable is the log of CPI based RER. ***, **, * denote statistical significance at the 1%, 5%, and 10% levels, respectively. The figures in parenthesis ( ) are modulus z ratios while figures in brackets [ ] are p-values. P-values more than 0.10 indicates non-rejection of the null. Arellano-Bond Test is the serial correlation/autocorrelation test of Arellano and Bond and Sargan Test is the test of over identifying restriction proposed by Sargan. Estimation by difference generalized method of moments’ estimation technique, model is well specified, over identifying restrictions are satisfied and instruments are valid.

The effect is low in SSA\textsuperscript{13}. The results also propose that terms of trade and relative output per capita improvements are associated with real exchange rates appreciation and this contrasts with

\textsuperscript{13} This turns out advantageous for SSA. Indeed, many SSA countries suffer from dollarization and have a significant component of their external liabilities/debts denominated in foreign currencies. Excessive real exchange rates depreciation is not very welcome because it has the potential to elevate the size of the external liabilities in domestic terms and consequently debt-burden these countries. The consequences of such outcome are far-reaching, and can include depressed growth and debt crises, among others, which proceeds from the resulting exports on the back of depreciated real exchange rates.
earlier cross-sectional analysis and some previous studies such as Lane and Milesi-Ferretti (2004) that find no clear relation between real exchanges rates and terms of trade for developing countries. With respect to earlier studies, our results suggest that such a lack of evidence might be attributable to the characteristics of the developing countries included in the samples analyzed in the past studies. Meanwhile, the magnitudes of long-run real appreciations for terms of trade and relative output per capita, particularly for relative output per capita, are several times that of NFA. They are statistically significant and have reasonable economic significance. For terms of trade, the long-run coefficient, though above the coefficient of net foreign assets, is below that of relative per capita output and could explain why SSA countries have recorded only minor real appreciation despite running healthy terms of trade. It also provides insights on how several SSA countries have been able to maintain a not-so-depreciated level of real exchange rates despite having weak or sometimes deteriorating levels of terms of trade, and this possibly explains why these countries can still afford to import essential units of capital and consumer goods while some can afford to be import dependent.

As a robustness check, and to test the hypothesis that increases in real interest rates differentials appreciate real exchange rates in SSA, we estimate the extended panel specification that includes real interest rates differentials, where the world real interest rate is taken as that of the US and the real interest rates differential is the real interest rate of each SSA country less the world real interest rate. The result, presented in the second column of Table 2.2a, continues to show that the initial findings remain unaltered. In particular, we continue to find evidence supportive of a significant transfer effect in SSA, though the size of the transfer effect remains low. The result also confirms that the hypothesis that real interest rates differential appreciates real exchange rates, is true in SSA. Thus, as a by-product, our result confirms Baxter (1994) findings that real interest rates differentials relate positively with real exchange rates for low-frequency samples, but our estimated coefficient, though positive and significant, is infinitesimal, making the established relationship not economically significant. This leads us to conclude that the relationship between real interest rates differential and real exchange rates does not have much economic significance in SSA. While including real interest rate differential could potentially interact with terms of trade, we note that such an inclusion is a form of robustness checks or sensitivity analysis and does not alter the finding of our main question which is to empirically investigate the existence of a transfer problem in SSA. On the whole, the estimated coefficients of net foreign assets, whether or not real interest rates differential is included, are remarkably similar and in line with those obtained in the cross-sectional analysis. The results obtained from the panel empirical analysis are thus

might not be able to cover, especially given that the demand for these exports might not be elastic, i.e. might not be very responsive to weaker exchange rates or lower prices or both.
consistent with those from cross-sectional analysis, particularly the evidence of the existence of a small but significant transfer effect in SSA. On average, estimated coefficients that are less significant in the cross-sectional analysis become more significant in the panel analysis while those not significant become significant.

Below we compare our results to those obtained in previous studies for developing and industrial economies. This is shown in Table 2.2b. Terms of trade has the same effect on real exchange rates in SSA as it does in industrial and large sample economies, but the relationship is statistically insignificant only in developing countries. The magnitude of transfer effect is considerably smaller in SSA compared to the developing and industrial economies and similar to the large sample economies. It is 10 times and 6 times smaller compared to the developing and industrial economies, respectively. For relative per capita output, the coefficient is largely similar to that of developing economies but less than that of industrial and large sample economies. This suggests that the Balassa Samuelson effect, wherever it holds, is stronger in the industrial economies than in the developing economies, inclusive of SSA.

Overall, the main inference from these results, and an answer to a research question posed in this paper, is that the hypothesis of a transfer effect in SSA is supported empirically. However, compared to other economies analyzed in some previous studies (see Gagnon (1996), Lane and Milesi-Ferrett i (2004) and Ricci et.al (2008) for developing, industrial and large sample economies), the magnitude of transfer effect in SSA is small. An important inference from this finding is that, like other economies, a rise in net external liabilities will eventually require a real depreciation in SSA; however, this depreciation is relatively low in SSA when compared to other economies, implying that the transfer problem is small in SSA. In this instance, a small transfer problem indicates a relatively less magnified level of external debt burden, in domestic terms, and a possibly low likelihood of default on debt.

2.8.1 Empirical Link for Openness and the Transfer Effect

So far, in our panel regressions, we have been implicitly silent on the influence that trade openness could have on the coefficients of the variables that explain the behavior of real exchange rates in SSA. As shown in the original benchmark model, the coefficients of NFA, the transfer effect, and other real exchange rates determinants, can change with changes in openness14. In particular, the benchmark model predicts that the transfer effect is decreasing in

---

14 Previous studies, e.g. Lane (2002) and Lane and Milesi-Ferrett i (2004) sometimes find that effects of variables particularly terms of trade on real exchange rates are not significant for developing countries. However, in this paper, we find some preliminary evidence that the effect is in fact positive and significant for SSA countries, a subset of developing countries. This suggests to us that (developing) countries might exhibit some difference or heterogeneity due to certain economic characteristics and
openness so that more openness reduces the size of the transfer effect. As such, the transfer effect should be smaller, the more open is an economy. Is this empirically supported for SSA data?

To answer this question, we adopt the procedure in Lane and Milesi-Ferretti (2004) and partition the panel into three groups, with each group comprising countries with either high, medium or low openness to trade, and then we estimate the model for each group. We define

Table 2.2b: Comparison with Developing and Industrial Economies

|                | (1)            | (2)            | (3)             | (4)             |
|----------------|----------------|----------------|-----------------|-----------------|
| **NFA**        | 0.03***        | 0.29***        | 0.19***/0.11**  | 0.04***         |
|                | (3.75)         | (6.56)         | (3.97)          | (0.00)          |
| **REL**        | 0.16***        | 0.14**         | 0.22***         | 0.19***         |
|                | (3.41)         | (2.57)         | (3.13)          | (0.00)          |
| **TT**         | 0.09***        | 0.02           | 0.17***         | 0.55***         |
|                | (2.77)         | (0.51)         | (4.12)          | (0.00)          |

Note: The estimates for DE and IE are obtained using DOLS (-1,1) method which includes one lead and one lag for each variable in the regressions while the ones for SSA, presented in this paper, are obtained from GMM estimator which is a more suitable estimator for unbalanced panels with potentially endogenous regressors. The test statistics are reported in parentheses and estimates for developing economies and industrial economies coefficients are obtained from Lane and Milesi-Ferretti (2004). Moreover, *, ** and *** indicate statistical significance at 10%, 5% and 1% significance level, respectively, as * p<.1; ** p<.05; *** p<.01. The second NFA coefficient for industrial economies is that obtained in Gagnon (1996). Coefficients for LS economies come from Ricci et.al (2008) and, unlike the estimates for the other economies, the number in parenthesis are p-values, not test statistics like the others as p-values rather than test statistics are reported in the Ricci et.al paper. The large sample economies in Ricci et.al (2008) are a combination of emerging and industrial economies. The developing economies comprises all economies that are the nascent stages of industrialization while the industrial economies comprise all developed economies as recognized by the IMF and World Bank. See Lane and Milesi-Ferretti (2004) for a list of the developing and industrial economies included in their study.

SSA countries are not excluded or immune to this. The economic characteristic we have chosen to study this difference is the degree of openness to trade. This economic characteristic is chosen because it is a variable in the benchmark model and so we can have a theory to compare results with, making our analysis comparable; for instance, with the benchmark theoretical model.
The high openness group is defined as one where countries have an average openness which exceeds the global average openness. The low openness group comprises countries whose average openness is below 20 percentage points less than the global average openness, while the medium openness group is composed of countries with average openness more than 20 percentage points below the global average. For instance, if the global average openness is 60%, then the high, medium, and low openness groups would be countries with openness of >60%, >40% and <40% respectively. The global average openness is the average trade openness of all countries that participate in international trade over the years while the average trade openness of each country is the country’s mean openness over the years it has participated in global trade. A summary of the countries in the high, medium, and low openness groups can be found in the appendix.

In Table 2.3, the sample is partitioned into three distinct groups, according to the levels of openness. First, our result confirms the existence of a transfer effect when SSA countries are partitioned according to their levels of openness and the result is statistically significant at all levels of openness, with the significance being strongest at low trade openness levels and least at high openness levels. Thus, the level of openness is an important factor that determines the existence and magnitude of a transfer effect in SSA. The theoretical model presented in this paper provides predictions that relate trade openness to the transfer effect, suggesting that for most values of model parameters, the transfer effect, that is the magnitude of the positive impact of NFA on real exchange rates, should decrease as trade openness increases. This prediction has some empirical support in Table 2.3 which shows that the transfer effect is indeed decreasing as we move from low openness to medium and then to high openness. In particular, for the least open group, the near-term point estimate is 0.05, but for the most open it shrinks to 0.02 and is less significant statistically. To put things in perspective, our findings suggest that on average the magnitude of transfer effect in the least open SSA countries is about three times larger compared to the most open SSA countries.

Nonetheless, the estimated coefficient of the transfer effect remains low and our results continue to confirm that the magnitude of the transfer effect in SSA is generally low when compared to the developed markets, for instance. Reasoning in line with Ricci et. al (2008), this weak or low transfer effect likely reflects the surge in the size of domestic-currency liabilities in most SSA countries in recent decades. The effect of relative per capita output also shows some variation with openness and is significantly negative for the most open group of SSA countries and positive for the least open group. What this suggests is that the Balassa-Samuelson (BS) effect is more likely to hold in SSA with the least openness to trade.
Table 2.3: Sample Splits Based on Openness

|               | Low Openness | Medium Openness | High Openness |
|---------------|--------------|-----------------|---------------|
| \( RER_{it-1} \) | 0.37***      | 0.04            | 0.65***       |
|               | (8.84)       | (0.16)          | (6.71)        |
| Short Run     |              |                 |               |
| Long Run      |              |                 |               |
| \( NFA        \) | 0.05***      | 0.08***         | 0.02**        |
|               | (8.30)       | (2.65)          | (2.00)        |
| Short Run     | 0.09         | 0.10            | -0.15         |
| Long Run      | (0.54)       | (1.30)          | -0.42         |
| \( REL        \) | 0.25***      | 0.40***         | -0.64**       |
|               | (2.96)       | (2.22)          | (2.39)        |
| Short Run     | 0.29**       | 0.30**          | -1.82**       |
| Long Run      | (1.12)       | (2.26)          |               |
| \( RIRD       \) | 0.0007***    | 0.001***        | 0.0005**      |
|               | (3.37)       | (1.12)          | (2.26)        |
|               | -0.0003      | -0.0003         | 0.002**       |

Diagnostic Test

|               |            |            |            |
|---------------|------------|------------|------------|
| Observations  | 417        | 206        | 389        |
| Instruments   | 36         | 21         | 77         |
| Wald Test     | [0.000]    | [0.000]    | [0.000]    |
| Arellano-Bond Test (p-value) | 0.3026 | 0.1416 | 0.5086 |
| Sargan Test   | [0.9988]   | [0.9963]   |            |

\[15\] In fitting each group’s data to the model, we are faced with a large time dimension. In this scenario, the traditional wisdom will be less predisposed towards using GMM. In fact, Roodman (2006) finds that if time dimension is large, a more straightforward fixed effects estimator works as a suitable estimator. But the reality of our case is that we are faced with not only a high time dimension but at least one of the variables in the model is endogenous. Consequently, a choice must be made between estimators that address endogeneity and those that accept higher time dimensions, all within an unbalanced panel, as estimators that simultaneously address these concerns for unbalanced panels are yet to be developed. Given the nature of our investigation, and the fact that the occurrence of endogeneity is not something we can wish away, we err with caution and favour results from GMM estimation. Our position is also supported by Judson and Owen (1999) who find that if endogeneity is an issue and the time dimension is large, then GMM can still be used to produce good estimates, albeit with some computational issues which we attempted to contain by lag-limiting to reduce the instrument count. Nonetheless, we also estimate the model using fixed effects and bias-adjusted least square dummy variables techniques that are suitable for higher time dimensions but do not directly address issues of endogeneity. The results give support and validation, albeit in parts, to the conclusions reached with GMM.
Notes: Dependent variable is the log of CPI based RER. ***, **, * denote statistical significance at the 1%, 5%, and 10% levels, respectively. The figures in parenthesis ( ) are modulus z ratios while figures in brackets [ ] are p-values. P-values more than 0.10 indicates non-rejection of the null. Arellano-Bond Test is the serial correlation/autocorrelation test of Arellano and Bond, where null hypothesis is no serial correlation. Estimation by difference generalized method of moments’ estimation technique, model well specified, over identifying restrictions satisfied and instruments valid.

Thus, studies such as Genius and Tzouvelekas (2008) which have found no evidence of the BS effect in SSA have most likely been performed on samples comprising mainly countries with higher-than-average levels of trade openness16.

2.9 Financial Liberalization and Real Exchange Rates

If financial repression, according to McKinnon (1973) and Shaw (1973), is characterized by extensive government interventions mostly in the financial markets of developing countries, then financial liberalization is the resolve to remove government intervention from financial markets. This process itself is gradual. However, provided there is no contrary policy to limit or eliminate the process, a country is deemed to have adopted financial liberalization once the process is ongoing. According to Akinsola and Odhiambo (2017), most countries in SSA have embraced financial reforms since the mid-1980s in the form of abolishing administrative credit allocation, liberalizing interest rates, improving financial infrastructure and bank regulations and shifting from direct to indirect monetary policy.

More than two decades have passed since financial liberalization gained prominence and acceptance in SSA. Since adopting financial liberalization, the real exchange rates of several SSA countries have exhibited dissimilar characteristics. The possible role of financial liberalization as a driver of the real exchange rates is an important theme that has not been formally studied. Such

16 An intuitive explanation for failure to find the BS effect for highly open SSA countries is that studies such as Kassim (2013) have found that increased participation in international trade on the back of trade liberalization have accelerated import at a higher pace that export, which in turn deteriorates the trade balance of SSA countries over the last decades. Although this deterioration may not necessarily stifle domestic real output, and hence relative output per capita, especially if the imports are capital goods, nonetheless it weakens the real exchange rates as significant portions of the finished goods are not even traded externally due to the sizable amount of nontradable goods in the aggregate output of SSA countries. For terms of trade, we surprisingly fail to find any significant evidence that its effects on real exchange rates varies with the degree of openness to trade in SSA. Finally, our results confirm that where significant, real interest rate differentials have a positive and statistically significant effect on real exchange rates in SSA, in line with Baxter (1994), and this is true for both high and low levels of trade openness. However, the estimated coefficient remains stubbornly infinitesimal as in the previous section; this continues to suggest that real interest rates differentials’ impact on real exchange rates in SSA is not economically significant. Thus, we exclude real interest rates differentials from our analysis in the subsequent sections where we analyse how financial liberalization has impacted real exchange rates in SSA.
studies are important because it is central for SSA policymakers to understand the consequences of adopting financial liberalization, and whether such a policy should be continued or eschewed. Furthermore, examining the role of financial liberalization as a real exchange rate driver improves our understanding of the behavior of the real exchange rates, reducing uncertainty in the domestic economy and thus enabling investors to make the right decision on current and future investment plans. Financial liberalization reduces barriers to capital flows and enhances financial integration. These consequences of financial liberalization are the possible mechanisms through which it affects the real exchange rates. In this section, we present empirical evidence on the impact of financial liberalization on real exchange rates in SSA. Our aim is to elucidate the linkages between financial liberalization and the real exchange rates. As a starting exercise, we provide below some descriptive statistics which offer a preliminary insight into the behavior of real exchange rates across some SSA countries following the adoption of financial liberalization.

Table 2.4 shows the average real exchange rates for a selected number of SSA countries before and after financial liberalization. The averages are determined solely to help us understand the relative magnitude of the real exchange rates before and after liberalization. Our inferences are based on formal econometric investigation and not these averages. From the table, it is seen that real exchange rates depreciated on average following the adoption of financial liberalization in most of the SSA countries in our sample. This position is also supported by the graphs detailing a downward evolution of real exchange rates in SSA post financial liberalization.

The rate of change of real exchange rates post financial liberalization varies among countries. Figure 2.1 shows that the fall in average real exchange rate post financial liberalization is largest in Ghana and smallest in Kenya. Overall, the unanimous preliminary result from the summary statistics is that on average the real exchange rates have weakened in SSA since adopting financial liberalization. Although interesting and revealing, this outcome only provides a preliminary or merely descriptive information on real exchange rates behaviour post financial liberalization. It neither provides a proper evidence nor investigate the relationship empirically, using econometric methods, to formally ascertain if there indeed exists a link between real exchange rates and financial liberalization and the validity of such links in the light of other real exchange rates determinants. Motivated by this vacuum, we are interested in empirically investigating whether the behaviour of real exchange rates in SSA following financial liberalization was just a mere coincidence or whether it can in parts be attributable to the adoption of financial liberalization. Thus, in the empirical analysis that follows, we formally investigate and test whether there exists a significant link between financial liberalization and real exchange rates in SSA.
Meanwhile, the highly persistent and possibly nonstationary nature of the real exchange rate is well known and documented in the literature. However, we note that even with nonstationary, it is still possible to describe its movements, in light of its drivers, provided its one period lag is included in the empirical specification as it cointegrates with its one period lag, implying that its one period difference is stationary. Thus, we follow Sims (2013) and include lagged one-period real exchange rate as a regressor in our empirical model.

Table 2.4: Average Real Effective Exchange Rates Before and After Financial Liberalization

| Country         | Average Real Exchange Rate Before Financial Liberalization | Average Exchange Rate After Financial Liberalization |
|-----------------|----------------------------------------------------------|-----------------------------------------------------|
| Angola          | 102.78                                                   | 92.76                                               |
| Botswana        | 106.23                                                   | 101.92                                              |
| Burkina Faso    | 192.5                                                    | 106.04                                              |
| CAF             | 176.37                                                   | 108.31                                              |
| Congo           | 251.93                                                   | 105.68                                              |
| Gabon           | 182.64                                                   | 116.82                                              |
| Gambia          | 240.46                                                   | 134.92                                              |
| Ghana           | 504.6                                                    | 104.68                                              |
| Guinea-Bissau   | 163.98                                                   | 95.97                                               |
| Kenya           | 93.48                                                    | 92.04                                               |
| Madagascar      | 187.69                                                   | 104.15                                              |
| Malawi          | 206.03                                                   | 135.65                                              |
| Mali            | 169.82                                                   | 112.16                                              |
| Mauritania      | 209.72                                                   | 115.81                                              |
| Mauritius       | 118.65                                                   | 112.22                                              |
| Mozambique      | 248.345                                                  | 105.11                                              |
| Namibia         | 108.99                                                   | 97.85                                               |
| Niger           | 174.49                                                   | 106.89                                              |
| Senegal         | 152.28                                                   | 106.65                                              |
| South Africa    | 168.94                                                   | 115.13                                              |
| Togo            | 140.23                                                   | 101.65                                              |
| Uganda          | 154.81                                                   | 113.02                                              |
| Zambia          | 158.57                                                   | 106.98                                              |
Figure 2.1: Comparison of Average Real Effective Exchange Rates before and After Liberalization
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Figure 2.2: Differences in Average Real Effective Exchange Rates before and After Liberalization

![Differences in Average Real Effective Exchange Rates](image2)

Note: The real effective exchange rates data used for plotting these bar charts comes from Davas (2012, 2016). The countries presented here are illustrative and are a subset of the countries used for this study. They represent the two extremes – countries with the highest and lowest change, fall, in average real exchange rates before and after fnlib – and all other countries in-between. The full sample of countries, alongside their exchange rates behaviours before and after financial liberalization, including liberalization dates, can be found in the Appendix.

As Sims (2013) notes, including lagged dependent variable as a regressor rids of spurious coefficients and makes it possible to escape the problem of spurious estimation because the cointegration between the variable and its lagged value ensures that estimated coefficients are
super consistent, with faster than normal convergence. Although standard inference becomes
 distorted, Sims (2013) also notes that test statistics from specifications which include lagged
dependent variable will not result in large biases that sabotage inference.

2.9.1 Empirical Model Specification

We will test the hypothesis that financial liberalization is linked with real exchange rates in
SSA. To achieve this, we combine disparate strands of previous empirical work that has
identified the different determinants of real exchange rates and empirically extend the Lane and
Milesi-Ferreti (2004) model to include financial liberalization. Accordingly, we include
financial liberalization to the list of real exchange rates determinants and estimate a simple
panel model of the form

\[
RER_{i,t} = \alpha_i + \beta_1 FLIB_{i,t} + \beta_2 NFA_{i,t} + \beta_3 TOT_{i,t} + \beta_4 REL_{i,t} + \epsilon_{i,t}
\]  (2.31)

where \(RER\) is the real effective exchange rate, \(\alpha_i\) is the country-specific fixed effect, \(NFA, TOT\)
and \(REL\) measure the net foreign assets, terms of trade and relative per capita output,
respectively, and \(\epsilon_{i,t}\) is the idiosyncratic error term. Also, \(\beta_3\) and \(\beta_4\) denote elasticities with
respect to real exchange rates of terms of trade and relative per capita output, while the rest
coefficients are semi elasticities of their respective variables. \(FLIB\) is a dummy variable
representing financial liberalization and assumes a value of 1 from the year a given SSA country
adopted financial liberalization and 0 otherwise. It is unclear what impact \(FLIB\) would have on
real exchange rates, although the preceding descriptive statistics suggests a weakening of the
real exchange rates after financial liberalization, implying that \(FLIB\) in that sense bears a
negative impact on \(RER\), so that \(\beta_1 < 0\). This is the main question this section sets out to
answer.

Another pertinent question to be answered in this section is how financial liberalization
impacts the transfer effect in SSA. In this instance, we ask whether financial liberalization alters
the sufficiently overwhelming evidence of the existence of a (low) transfer effect in SSA
obtained in the previous sections. That is, how financial liberalization influences the coefficient
\(\beta_2\) – the \(NFA\) semi elasticity of real exchange rates. Hence, we interact \(FLIB\) and \(NFA\) and use
this interaction term as a regressor to examine whether financial liberalization significantly
influences the responsiveness of \(RER\) to \(NFA\). Based on this, the appropriate empirical
specification is given by

\[^

^17\text{Net foreign assets and financial liberalization dummy are not expressed in logarithm in order to be agreement with/match the original theory model in section 2.2}
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\[ RER_{it} = \alpha_i + \beta_1 FLIB_{it} + \beta_2 NFA_{it} + \beta_3 TOT_{it} + \beta_4 REL_{it} + \beta_5 (NFA_{it} \times FLIB_{it}) + \epsilon_{it} \]  

(2.32)

where \( NFA_{it} \times FLIB_{it} \) represents the interaction between net foreign assets and financial liberalisation. Following Alfaro et al. (2004), we add each variable in the interaction term to the regression to ensure that the interaction term proxies for neither financial liberalization nor net foreign assets. Based on the theory model, previous studies and some results obtained in the earlier section, the expected signs of coefficients are \( \beta_2, \beta_3, \beta_4 > 0 \). Although we expect that \( \beta_1 < 0 \) based on the preliminary descriptive statistics, it is largely unclear what \( \beta_1 \) and \( \beta_5 \) should be. It is this lack of clarity that forms the basis of the empirical analysis presented in this section.

2.9.2 Panel Data Results

Table 2.5 presents the results of the estimated coefficients on the variables in (2.32). To provide some form of results comparison or robustness checks, we perform the estimation using both GMM and bias-adjusted LSDV, where ‘bias-adjusted’ implies that any bias emanating from \( N \) not being significantly larger than \( T \) has been corrected, implying that the bias-adjusted LSDV works well with panels for which \( N \) is moderate. The adjusted LSDV calculates bias-corrected LSDV estimators for the standard autoregressive panel data model using the bias approximations in Bruno (2005a), who extends the results by Bun and Kiviet (2003) and Kiviet (1995, 1999). Both GMM and bias-adjusted LSDV estimators also help in specifying a dynamic panel model to examine the effect of financial liberalisation on real exchange rates in SSA and enables the computation of long run coefficients from short run coefficients. We also include for further comparison the standard fixed effects estimator of our parameter of interest.

Although the bias-adjusted and fixed effects estimators require exogeneity of regressors, we can utilise them because our variable of interest, being financial liberalization, for the most part is taken as exogenous as it does not bear a reverse simultaneous relationship with real exchange rates. For the other variables, however, we rely more on results from GMM since this estimator removes any bias emanating from potential endogeneity. Meanwhile, all 3 estimators have a common, joint advantage in that they are appropriate for different kinds of panels, including unbalanced panels. Results are presented below.

All estimated coefficients obtained using GMM, corrected LSDVC and fixed effects (FE) estimators are presented in columns I, II and III respectively and reported in Table 2.5 above. For column III, we have used the FE estimator rather than random effects (RE) estimator because the Hausman test indicates that FE is more appropriate.
Table 2.5: Financial Liberalization and Real Exchange Rates

| Variable | (I) GMM | (II) Corrected LSDV | (III) Fixed Effects |
|----------|---------|---------------------|---------------------|
| $RER_{it-1}$ | 0.700 | 0.830 | - |
| | (16.33) | (53.02) | - |
| Short Run | Long Run | Short Run | Long Run |
| $FLIB$ | -0.10** | -0.33** | -0.04*** | -0.24*** | -0.20** |
| | (2.53) | (4.23) | (12.09) |
| $NFA$ | 0.08** | 0.27** | 0.02*** | 0.19*** | 0.05*** |
| | (2.11) | (2.79) | (3.10) |
| $TT$ | 0.13*** | 0.43*** | 0.04** | 0.24** | 0.10*** |
| | (3.28) | (2.14) | (2.74) |
| $REL$ | -0.06 | -0.20 | 0.002 | 0.012 | 0.13*** |
| | (0.98) | (0.10) | (3.22) |
| $(NFA_{it} \times FLIB_{it})$ | -0.08** | -0.27** | -0.02** | -0.106** | -0.04** |
| | (2.26) | (2.28) | (2.68) |

Diagnostics Test

| R² | - | - | 0.10 |
| F-stat (p-value) | - | - | [0.000] |
| Hausman FE/RE Test | - | - | [0.026] |
| Instruments | 72 | - | - |
| Wald Test | [0.0000] | - | - |
| Arellano-Bond Test | [0.1820] | - | - |
| Sargan Test | [0.2570] | - | - |

Notes: Dependent variable is the log of CPI based RER, ***, **, * denote statistical significance at the 1%, 5%, and 10% levels, respectively. The figures in parenthesis ( ) are modulus z ratios while figures in brackets [ ] are p-values. P-values more than 0.10 indicates non-rejection of the null. Arellano-Bond Test is the serial correlation/autocorrelation test of Arellano and Bond, and Sargan Test is the test of over identifying restriction proposed by Sargan. Estimation by difference generalized method of moments estimation technique, model is well specified, over identifying restrictions are satisfied and instruments are valid. Hausman test for FE/RE rejects the null of RE at 5% level, so the FE is favoured.

The GMM results in column (I) shows that lagged dependent variable has a relatively high coefficient of 0.70, implying a substantial difference between short run and long run estimates.
Financial liberalization depreciates real exchange rates by 10 percent in the short run and 33 percent in the long run, and the finding is statistically significant.

Moreover, as expected, net foreign asset bears a positive relationship with real exchange rates, so that a 10 percentage point increase in net foreign assets position appreciates the real exchange rates by around 1 percent in the short run and 2.7 percent in the long run. For terms of trade and relative per capita output, the results are different. While terms of trade are in line with expectations, the findings for relative per capita output are at best largely mixed. Specifically, a 10 percentage point rise in terms of trade strengthens real exchange rates by 1.3 percent in the short run while it increases real exchange rates by more than three times as much, at 4.3 percent, in the long run. However, no evidence exists that relative per capita output bears a significant relationship with real exchange rates, both in the short and long run. Finally, we find that financial liberalization dampens the effect of net foreign assets on real exchange rates – in the presence of financial liberalization, a 10 percentage point rise in net foreign assets, rather than strengthen, actually weakens the real exchange rates by 0.8 percent in the short run and 2.7 percent in the long run. The p-value of the serial correlation test shows that the error term is not serially correlated of the second degree and our model is on average well specified while the validity of instruments used is confirmed by the p-value of the Sargan test.

In the LSDVC results in column II, like the GMM, the short run impact represents the coefficients on the variables while the long run impact is obtained by scaling or dividing the short run coefficients by one minus the coefficient of the dynamic term which is the lagged dependent variable. This scaling factor represents the speed of adjustments. The results in column II show that the estimated coefficient on lagged dependent variable is high, at 0.83, and this again implies a significant difference between short run and long run estimates of the variables under study. As in column I, the results suggest that financial liberalization deteriorates real exchange rates by 4 percent in the short run and 24 percent in the long run, clearly accentuating the significant gap or difference between the short and long run effects. Moreover, net foreign assets and terms of trade impact real exchange rates positively while, as in column I, there is no evidence of a relationship between relative per capita output and real exchange rates. For net foreign assets and terms of trade, the result suggests that a 10 percentage point increase in net foreign assets and a 10 percent rise in terms of trade appreciate the real exchange rates by 0.2 and 0.4 percent in the short run and 1.9 and 2.4 percent in the long run, respectively. For relative per capita output, the result is both statistically and economically insignificant. Again, the interaction term is negative and significant and we find evidence that financial liberalization dampens the transfer effect in SSA. The evidence is such that, with financial liberalization, a 10 percentage point increase in net foreign assets weakens real exchange rates by 0.2 and 1.1 percent in the short and long run, respectively.

In column (III), we find that the main results are mostly similar to those in columns I and II with respect to signs and statistical significance. Essentially, financial liberalization is
statistically significant and depreciates real exchange rates by 20 percent. Net foreign assets again remain statistically significant, reiterating the presence of a transfer effect, with its coefficient increasing marginally. In addition, a 10 percent increase in terms of trade is associated with a 1 percent rise in real exchange rates. Column (III) also indicates that a 10 percent increase in relative per capita output (the per capita output of SSA countries relative to trading partners) raises real exchange rates by 1.3 percent. In addition, the interaction term remains negative and significant so that the conclusion that a move to financial liberalization dampens the transfer effect continues to remain valid.

Put together, the results provided by all estimators unanimously confirm that financial liberalization is an important variable that possibly drives the behavior of real exchange rates in SSA. In column I, the GMM estimator suggests that financial liberalization significantly depreciates real exchange rates by up to 33 percent in the long run. In column II, the bias-adjusted LSDV estimator shows that adopting financial liberalization weakens the real exchange rates by around 24 percent in the long run while the FE estimator suggest that the fall in real exchange rates following the adopting of financial liberalization in SSA is about 20 percent. Another interesting and consistent finding is that the evidence of a transfer effect in SSA is unaltered and continues to remain valid in that, for the main effect, we continue to find that an increase in net foreign assets strengthens real exchange rates in SSA – though the magnitude of the transfer effect remains small. In addition, keeping all factors constant, the results suggest that increases in terms of trade lead to appreciation of real exchange rates in SSA. However, against earlier results, we surprisingly find that the hypothesis that increases in relative per capita output strengthen real exchange rates is no more unanimously supported. Of the three estimators, only the FE estimator finds a positive and significant relationship between relative per capita output and real exchange rates, the other estimators provide conflicting signs and are not significant. Thus, the evidence that relative per capita output strengthens real exchange rates is weak in SSA when other plausible real exchange rates determinants are controlled for.

Moving to the interaction term, which is the interaction between financial liberalization and net foreign assets, we find that the coefficient on the interaction term turns out negative, with strong levels of statistical significance, in all three columns. It is significant at the 5% level for the entire range of estimators. This provides some evidence that financial liberalization is a real exchange rates determinant that dampens the transfer effect in SSA. In particular, the GMM estimator suggests that financial liberalization reduces the magnitude of transfer effect by 27 percent in the long run while the adjusted LSDV and FE estimators imply a reduction of 11 and 0.4 percent, respectively, following a 10 percentage point rise in net foreign assets.

On the whole, three main inferences, on the back of the above findings, emerge from the empirical exercise conducted in this section. First, and foremost, we find some links between financial liberalization and the real exchange rates in SSA; financial liberalization relates to a
real depreciation in SSA. Second, we find that the evidence of the existence of a small but significant transfer effect in SSA is strong and remains true and unaltered even after controlling for other possible real exchange rate determinants. Third, our finding suggests that financial liberalization dampens the impact of a transfer effect in SSA. Although we place more emphasis on estimates from the GMM estimator given the estimator’s many advantages, nevertheless our central findings are robust across estimators and largely unaltered by the choice of estimators as the three estimators, in most instances, reach similar conclusions.

Taken together, what we learn from the result - that further adoption of financial liberalization dampens the transfer effect in SSA - can be interpreted as follows: financial liberalization reduces barriers to capital inflows so that, although an increase in net foreign assets in SSA via further foreign asset purchases is still possible, the plausible increase in capital inflows or foreign liabilities implies larger outflows of interest on foreign liabilities than inflows on foreign assets; this is because of the historically higher rate of return required to attract capital inflows to SSA countries to compensate for the higher risk in the region, and the significantly lower rate of return demanded(required) to attract capital outflows away from SSA into more advanced climes. The higher interest payment on foreign liabilities, or negative net investment income, possibly has a dominating effect in the presence of financial liberalization, leading to a real depreciation in SSA even with a rise in net foreign assets.

2.10 Conclusion

Does financial liberalization tell us anything about the behavior of real exchange rates in SSA? Put differently, how has financial liberalization impacted the real exchange rates in SSA? Such a question has become increasingly prominent and relevant as ever, especially since the outset of financial liberalization in the 1980’s and 1990’s in SSA. Additionally, lurking behind this question is yet another no less important question — is there an evidence of a transfer effect in SSA?

The literature so far has not considered the way in which financial liberalization affects the real exchange rates of SSA countries. The literature on the determinants of real exchange rates has made some progress in studying the productivity effects, terms of trade effects and the transfer problem. And even then, such studies are sparse for developing countries and largely non-existent for SSA. Existing studies mostly concentrate on the euro area, and other industrialized economies. Other recent studies have examined how real exchange rates movements impact a host of macroeconomic variables, as well as their respective policy implications, but not as much studies have examined in good depth the response of real exchange rates to macroeconomic fundamentals, especially in SSA. Motivated by this vacuum, the aim of this paper has been to establish the determinants of real exchange rates in SSA – particularly to assess the existence of a transfer effect in SSA as well as to investigate the impact that a move to financial liberalization has on real exchange rates in SSA.
To this end, we extend existing studies in an empirical setting to include financial liberalization and apply established empirical techniques to estimate model coefficients. Our goal has been to answer a question for which convincing empirical evidence appears to be largely missing, namely “how has financial liberalization collectively impacted the real exchange rates of SSA countries” Our focus on SSA is motivated by the fact that many countries in the region were the last to adopt financial liberalization and there were heated debates that preceded the launch of financial liberalization in the region, notable of which was the fear that if SSA countries were to adopt financial liberalization, they could become more exposed to shocks to the global economy which could have rippling effects on the economy, some of which could be asymmetric effects by nature, and the resulting diverging patterns of macroeconomic performances could have adverse implications on economic variables, inclusive of real exchange rates, and further stunt economic prosperity and performance and impoverish the region. Over two decades have passed since adoption of financial liberalization, and we believe it is now time to assess whether some of the earlier held and hotly debated concerns were justified, particularly the links between financial liberalization and the real exchange rates.

We also look at the impact on real exchange rates of movements in net foreign assets which allow us to test for the existence of a transfer effect in SSA. One notable reason we have focused on real exchange rates is that they are a major measure of external positioning and are thus an important consideration when analyzing macroeconomic conditions in open economies and are crucial in the current debate on SSA region’s future, notably since the planned launch by SSA policy makers of a scheme aimed at stabilizing benign economic conditions, given the composition and sometimes comparability of economies in the region.

Our broad findings are as follows. The first key result of the paper is that there is an evidence of a transfer effect in SSA. This means that increases in net foreign assets positions are accompanied by appreciation of real exchange rates while decreases in net foreign assets are accompanied by real exchange rates depreciation. Moreover, the transfer effect is decreasing in openness. We find that the sign of the estimated coefficient on net foreign assets, which provides the evidence of a transfer effect, is robust to controlling for other plausible real exchange rates determinants and the estimation technique utilized. We also find that this relationship depends on whether or not financial liberalization is adopted. Indeed, with financial liberalization, we find, as one of the paper’s key highlights, that the estimated response of real exchange rates to net foreign assets changes. Specifically, with financial liberalization, the transfer problem is reversed as an increase in net foreign assets position depreciates, rather than appreciates, the real exchange rates. This finding is robust to different methods of estimation, although the magnitude of depreciation tends to vary slightly across estimators. A policy implication of this finding is that for countries to have a non-zero increase in net foreign assets
position and yet be unburdened by the transfer problem, they would need to be well liberalized financially.

Another notable result in this paper is that financial liberalization has weakened real exchange rates in SSA. In order words, financial liberalization is negatively related to real exchange rates in SSA as the adoption of financial liberalization has significantly depreciated real exchange rates in SSA. Our results suggest that a move to financial liberalization depreciates the real exchange rates by up to 20-33 percent. Our empirical results also suggest that contrary to some highlighted studies, the effects of terms of trade and relative per capita output on real exchange rates are overall not consistently robust. We note that it remains a puzzle that many SSA countries were constrained by weak economic growth for the most part of the previous decades despite the weakening pressure of financial liberalization on real exchange rates which should feed positively to the export sector and possibly boost growth. This seems to suggest a weak export sector and the existence of a sizable amount of nontradables in SSA output, so that a depreciated or undervalued real exchange rates does not necessary boost growth via improved exports, a view that is in line with Magud and Sosa (2010) who posit that positive evidence of undervaluation of real exchange rates on growth is mixed and inconclusive. Although our focus in the present paper has nothing to do with growth, yet it is interesting and important to mention what a depreciated real exchange rate is expected to achieve, at least in theory, but has not achieved, at least in the context of SSA. This in some ways may not be unconnected with the import dependent nature, on average, of many SSA countries.

In summary, this paper has presented financial liberalization and net foreign assets position, among others, as determinants of real exchange rates in Sub-Saharan Africa (SSA). Utilizing a testable theoretical model inspired by Lane and Milesi-Ferretti (2004), and newly constructed data sets for real exchange rates, net foreign assets, and financial liberalization, we uncover the response patterns of SSA countries’ real exchange rates to financial liberalization and net foreign assets movements. This enables us to argue that financial liberalization is an important determinant of real exchange rates in SSA, show that real exchange rates have depreciated since adoption of financial liberalization, and confirm the existence of a small but robust and significant transfer effect that decreases with increases in openness. Our result also provides evidence that financial liberalization dampens the positive semi-elasticity of net foreign assets with respect to real exchange rates, so that the transfer effect is reversed, implying that a decrease in net foreign assets position leads to real exchange rates appreciation, rather than depreciation, when there is a move to financial liberalization.

Looking ahead, the findings presented in this paper suggest possible dissimilarities in the impact of the identified real exchange rates determinants for different economic characteristics. For instance, without considering openness as an economic characteristic, the variation in severity of the transfer problem in SSA would not have been visible. When openness is
considered, the results show that the transfer effect is decreasing in openness, as suggested by the theoretical model, hinting that other economic characteristics that can alter the magnitude of the impact of the identified drivers of real exchange rates might exist. Therefore, future research could consider identifying and modelling such economic characteristics in a theoretical framework perhaps similar to the one presented in this paper. The framework could be extended to include adjustment costs on external asset holding in a dynamic general equilibrium framework that incorporates features such as wealth effects and imposes varying characteristics of bonds that can be held or issued. Another important area of possible extension for future work, currently constrained by lack of data, is to analyze the impact of valuation (the effects of changes in valuation) on net investment income in SSA whenever relevant datasets become available in the near future.

Importantly, SSA countries are in general not completely homogeneous. This is due to differences in factors such as geopolitics, institutional quality and the rule of law, among many others. Potentially, these differences could alter how financial liberalization evolves across countries and its influence on the transfer effect. For example, it could be that countries with saner geopolitics, better rule of law and higher institutional quality are able to better reap the benefits of financial liberalization than those with less developed systems. Bruneau et al. (2017) have argued that large capital flows and their links to asset markets varies across countries and depend, among others, on a host of factors that include the depth of the domestic financial systems and the quality of institutions. Alfaro et al. (2004) have shown that a well-developed domestic financial system releases the benefits of FDI inflows. In view of the foregoing, a potential area for future research examining the transfer effect in SSA would be to account for potential heterogeneity across countries, both in terms of differences in the 1) stages of political advancement and 2) real and financial institutional quality.
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## Appendix

### B.1 SSA countries according to openness to trade

| Low Openness (%) | Medium Openness (%) | Large Openness (%) |
|------------------|---------------------|--------------------|
| Country          | Openness            | Country            | Openness           | Country               | Openness |
| Burundi          | 27.62               | Rwanda             | 52.28              | Angola               | 115.60   |
| Benin            | 32.33               | Sudan              | 52.81              | Botswana             | 98.70    |
| Burkina Faso     | 32.47               | Senegal            | 55.13              | Cote d'Ivoire        | 73.50    |
| CAF              | 35.28               | Sierra Leone       | 55.19              | Congo, Rep.          | 111.32   |
| Cameroon         | 37.63               | Chad               | 58.47              | Eritrea              | 70.95    |
| Ethiopia         | 42.60               | Tanzania           | 59.86              | Gabon                | 91.74    |
| Ghana            | 43.04               | Uganda             | 59.97              | Gambia               | 79.26    |
| Guinea           | 44.10               | Yemen, Rep.        | 60.84              | Equatorial Guinea    | 204.38   |
| Guinea-Bissau    | 45.51               | South Africa       | 61.46              | Liberia              | 139.26   |
| Kenya            | 47.53               | DRC                | 62.73              | Lesotho              | 133.27   |
| Madagascar       | 47.62               | Zambia             | 65.12              | Mauritania           | 90.84    |
| Mali             | 47.68               | Zimbabwe           | 65.34              | Mauritius            | 117.50   |
| Mozambique       | 47.93               | Namibia            |                    |                      | 99.16    |
| Malawi           | 48.13               | South Sudan        |                    |                      | 75.94    |
| Niger            | 51.19               | Swaziland          |                    |                      | 142.94   |
| Nigeria          | 51.62               | Seychelles         |                    |                      | 116.85   |
|                  |                     | Togo               |                    |                      | 87.01    |

Note: Openness, in %, is computed as \( \frac{Exp+IMP}{GDP} \). We define high openness group as one where countries have an average openness which exceeds global average openness. The low openness group comprises countries whose average openness is below 20 percentage points less than the global average openness while the medium openness group is composed of countries with average openness more than 20 percentage points below the global average. The global average openness is the average trade openness of all countries that participate in international trade while the average trade openness of each country is the country’s average openness since actively participating in global trade. See the appendix for a summary of the countries in the high, medium and low openness groups. Global average is 71.96%. The number of countries listed here is clearly more than the number of countries considered in our analysis. We have just listed the countries in order to compare their openness to the global average.
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### B.2 Country and Year of Financial Liberalization

| S/N | Country          | FLIB Year | S/N | Country      | FLIB Year |
|-----|------------------|-----------|-----|--------------|-----------|
| 1   | Angola           | 1991      | 19  | Malawi       | 1986      |
| 2   | Benin            | 1989      | 20  | Mali         | 1987      |
| 3   | Botswana         | 1991      | 21  | Mauritania   | 1988      |
| 4   | Burkina Faso     | 1987      | 22  | Mauritius    | 1993      |
| 5   | Burundi          | 1990      | 23  | Mozambique   | 1992      |
| 6   | Cameroon         | 1990      | 24  | Namibia      | 1991      |
| 7   | Central Africa Rep. | 1988   | 25  | Niger        | 1987      |
| 8   | Chad             | 1990      | 26  | Nigeria*     | 1987      |
| 9   | Congo Rep        | 1988      | 27  | Rwanda       | 1994      |
| 10  | Côte d'Ivoire    | 1989      | 28  | Senegal      | 1987      |
| 11  | Equatorial Guinea| 1995      | 29  | Seychelles   | 1992      |
| 12  | Ethiopia         | 1992      | 30  | Sierra Leone | 1992      |
| 13  | Gabon            | 1988      | 31  | South Africa | 1980      |
| 14  | Gambia           | 1988      | 32  | Swaziland    | 1994      |
| 15  | Ghana            | 1986      | 33  | Tanzania     | 1991      |
| 16  | Guinea-Bissau    | 1995      | 34  | Togo         | 1987      |
| 17  | Kenya            | 1993      | 35  | Uganda       | 1985      |
| 18  | Madagascar       | 1992      | 36  | Zambia       | 1992      |

Note: Dates of financial liberalization (FLIB Year) come from a combination of different sources which include countries’ websites, news fillings, and other internet sources, and from multiple previous studies such as Reinhart and Tokatlidis (2000), Seek and El Nil (1993), Fowowe (2008). Some countries such as Nigeria adopted financial liberalization in 1987, reversed the policy a few years later in 1992 and then finally readopted it in 1995. For those years in which financial liberalization was reversed, the financial liberalization variable takes a value of zero, and one otherwise. Of course, because we pull data from multiple sources, there are conflicting information on the adoption of financial liberalization and some of the countries have some discrepancies in the financial liberalization adoption dates, but these dates are not far apart for the countries, so deviations are negligible.
### B.3: Average Real Exchange Rates Before and After Financial Liberalization – Full Countries in the Sample

| Country          | Average Real Exchange Rate Before FLIB | Average Real Exchange Rate After FLIB | Country          | Average Real Exchange Rate Before FLIB | Average Real Exchange Rate After FLIB |
|------------------|----------------------------------------|--------------------------------------|------------------|----------------------------------------|---------------------------------------|
| Angola           | 102.78                                 | 92.76                                | Benin            | 118.57                                 | 95.36                                 |
| Botswana         | 106.23                                 | 101.92                               | Burundi          | 212.32                                 | 125.95                                |
| Burkina Faso     | 192.5                                  | 106.04                               | Cameroon         | 134.59                                 | 101.68                                |
| CAF              | 176.37                                 | 108.31                               | Chad             | 162.78                                 | 109.02                                |
| Congo            | 251.93                                 | 105.68                               | Côte d'Ivoire    | 115.72                                 | 98.01                                 |
| Gabon            | 182.64                                 | 116.82                               | Equip. Guinea    | 75.33                                  | 85.23                                 |
| Gambia           | 240.46                                 | 134.92                               | Ethiopia         | 215.89                                 | 103.52                                |
| Ghana            | 504.6                                  | 104.68                               | Nigeria          | 1451.00                                | 3022.00                               |
| Guinea-Bissau    | 163.98                                 | 95.97                                | Rwanda           | 177.15                                 | 114.61                                |
| Kenya            | 93.48                                  | 92.04                                | Seychelles       | 130.99                                 | 122.92                                |
| Madagascar       | 187.69                                 | 104.15                               | Sierra Leone     | 172.83                                 | 118.08                                |
| Malawi           | 206.03                                 | 135.65                               | Swaziland        | 106.48                                 | 97.63                                 |
| Mali             | 169.82                                 | 112.16                               | Tanzania         | 282.65                                 | 120.85                                |
| Mauritania       | 209.72                                 | 115.81                               | Senegal          | 152.28                                 | 106.65                                |
| Mauritius        | 118.65                                 | 112.22                               | South Africa     | 168.94                                 | 115.13                                |
| Mozambique       | 248.345                                | 105.11                               | Togo             | 140.23                                 | 101.65                                |
| Namibia          | 108.99                                 | 97.85                                | Uganda           | 154.81                                 | 113.02                                |
| Niger            | 174.49                                 | 106.89                               | Zambia           | 158.57                                 | 106.98                                |
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i. RER, FLIB, and NFA with real gold price (G) and two additional estimators – FE and System GMM.

|                | Fixed Effect | Random Effect | Bias corrected LSDV | System GMM | Difference GMM |
|----------------|--------------|---------------|---------------------|------------|----------------|
| **Lag RER**    |              |               | 0.84***             | 0.87***    | 0.83***        |
|                |              |               | (53.06)             | (120.82)   | (66.61)        |
| **FLIB**       | -0.17***     | -0.17***      | -0.024***           | -0.02***   | -0.03***       |
|                | (14.99)      | (15.44)       | (3.73)              | (2.47)     | (3.03)         |
| **NFA**        | 0.01*        | 0.01**        | 0.01**              | 0.003**    | 0.004          |
|                | (1.84)       | (2.10)        | (2.10)              | (2.07)     | (1.42)         |
| **REL**        | 0.15***      | 0.04*         | 0.013               | -0.001     | 0.03*          |
|                | (3.97)       | (1.82)        | (0.66)              | (0.50)     | (1.90)         |
| **TT**         | 0.10***      | 0.14***       | 0.04**              | 0.04***    | 0.042**        |
|                | (2.64)       | (3.94)        | (2.03)              | (3.47)     | (2.33)         |

| Adj. $R^2$     | 7.36         | 14.46         |
|----------------|--------------|---------------|
| Observation    | 1099         | 1099          |
|                | 1006         | 996           |
| AR-2           |              | 0.151         |
|                |              | 0.149         |
| Hausman Test   | 0.0161       |
| Sargan Test    |              | 0.499         |
|                |              | 0.096         |
### B4 i. Continued

|                  | Fixed Effect | Random Effect | Bias corrected LSDV | System GMM | Difference GMM |
|------------------|--------------|---------------|---------------------|------------|----------------|
| AR-2             |              |               | 0.15                | 0.148      |                |
| Sargan Test      |              |               | 0.488               | 0.089      |                |
| Adj. $R^2$       | 7.45         | 14.46         |                     |            |                |
| Observation      | 1,099        | 1,099         | 1,006               | 966        |                |
| Hausman Test     | 0.0134       |               |                     |            |                |

### ii. RER, FLIB and NFA with interaction terms and two additional estimators – FE and System GMM

|                  | Fixed Effect | Random Effect | Bias-corrected LSDV | System GMM | Difference GMM |
|------------------|--------------|---------------|---------------------|------------|----------------|
| $Lag RER$        |              |               | 0.83                | 0.87       | 0.77           |
|                  |              |               | (53.02)             | (89.19)    | (52.55)        |
| $FLIB$           | -0.20***     | -0.21***      | -0.04***            | -0.03***   | -0.04***       |
|                  | (12.09)      | (13.12)       | (4.23)              | (3.04)     | (3.17)         |
| $NFA$            | 0.05***      | 0.06***       | 0.02***             | 0.02***    | 0.03**         |
|                  | (3.10)       | (3.84)        | (2.79)              | (2.55)     | (2.19)         |
| $REL$            | 0.13**       | 0.03          | 0.002               | 0.000016   | 0.0089         |
|                  | (3.22)       | (1.28)        | (0.10)              | (0.09)     | (0.23)         |
| $TT$             | 0.10***      | 0.14***       | 0.04**              | 0.04***    | 0.084***       |
|                  | (2.74)       | (3.93)        | (2.14)              | (4.34)     | (2.85)         |
| $(NFA \times FLIB)$ | -0.04***     | -0.05***      | -0.019**            | -0.01**    | -0.023**       |
|                  | (2.68)       | (3.36)        | (2.28)              | (2.13)     | (2.08)         |
| Adj $R^2$        | 9.38         | 16.02         | 9.38                | 16.02      |                |
| Observation      | 1,099        | 1,099         | 1,099               | 1,099      |                |
| AR-2             |              |               | 0.18                | 0.18       |                |
| Hausman Test     | 0.026        |               |                     |            |                |
| Sargan Test      |              |               | 0.134               | 0.074      |                |

|                  | Fixed Effect | Random Effect | Bias-corrected LSDV | System GMM | Difference GMM |
|------------------|--------------|---------------|---------------------|------------|----------------|
| $Lag RER$        |              |               | 0.84***             | 0.87***    | 0.78***        |
|                  |              |               | (51.83)             | (102.86)   | (67.71)        |
### Robustness checks by varying instrument counts and controlling for additional variables.

***, **, * denote statistical significance at the 1%, 5%, and 10% levels respectively. The figures in parenthesis ( ) are modulus z ratios while figures in brackets [ ] are p-values.
Real exchange rates, represented as real effective exchange rates, terms of trade and relative output per capita are expressed in logarithm while financial liberalization takes 1 in the year financial liberalization begins, 0 otherwise, and net foreign assets position and real interest rates differentials are not expressed in logarithm to specify the reduced form empirical model in line with the theoretical structural model.