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Abstract

This study is aimed at answering the famous question of how the approximation errors at each iteration of Approximate Dynamic Programming (ADP) affect the quality of the final results considering the fact that errors at each iteration affect the next iteration. To this goal, convergence of Value Iteration scheme of ADP for deterministic nonlinear optimal control problems with undiscounted cost functions is investigated while considering the errors existing in approximating respective functions. The boundedness of the results around the optimal solution is obtained based on quantities which are known in a general optimal control problem and assumptions which are verifiable. Moreover, since the presence of the approximation errors leads to the deviation of the results from optimality, sufficient conditions for stability of the system operated by the result obtained after a finite number of value iterations, along with an estimation of its region of attraction, are derived in terms of a calculable upper bound of the control approximation error. Finally, the process of implementation of the method on an orbital maneuver problem is investigated through which the assumptions made in the theoretical developments are verified and the sufficient conditions are applied for guaranteeing stability and near optimality.

I. Introduction

Approximate (or adaptive) dynamic programming (ADP) or reinforcement learning (RL) has been investigated extensively by different researchers as a powerful tool for approximating solutions to mathematically intractable problems seeking optimum, [1]–[12]. ADP has shown its great potential in aerospace applications as well, [5], [13]–[17], from control of agile missiles to spacecraft rendezvous. The most popular algorithm for ADP is Value Iteration (VI), [3], [18]. The convergence of VI for problems subject to this study, i.e., problems with undiscounted cost functions and continuous state and action spaces, was analyzed in [19], [20] for linear systems and in [21], [9], [23] for nonlinear systems. A crucial assumption in the cited convergence proofs is perfect function approximation, i.e., neglecting function approximation errors. However, this assumption rarely holds in nonlinear problems. The concern with the existence of the approximation errors is due to the fact that the errors propagate throughout the iterations, i.e., their consequences may grow in future iterations. In other words, a ‘resonance’ type phenomenon may happen, regardless of how small each single error term is, which would lead to unreliability of the solution.

Incorporating the approximation errors in the analysis of VI, i.e., analyzing approximate VI (AVI), is a challenging area and the appeared results, to the best of the knowledge of the author, are limited to [4], [11], [24]–[26]. Problems with discounted cost functions were the subject of Refs. [4], [24]–[26]. These results however, are not extendable to undiscounted cost-functions, because, the ‘forgetting’ nature of discounted problems plays a critical role in the derivations and if the discount factor converges to one, i.e., the problem becomes undiscounted, the developed bounds go to infinity. Ref. [11], however, investigated AVI for undiscounted cost functions and provided some interesting results. However, the utilized assumptions are relatively more restrictive and not easily verifiable, compared to this study. Assuming the approximation errors can be written in a multiplicative form, instead of an additive form, i.e., assuming $\hat{V}(x) \leq \sigma V(x)$ holds uniformly for some positive constant $\sigma$, instead of assuming $\hat{V}(x) = V(x) + \varepsilon(x)$, for a function $\varepsilon(.)$, where $V(.)$ and $\hat{V}(.)$ denote the exact and the approximated functions, is one of such assumptions. Moreover, the developed results require $\sigma$ to be upper bounded by a term which involves the optimal value function. As for non-value iteration based approaches in which the approximation errors are not neglected, interested readers are referred to [27]–[29].

Considering the scarcity of the available studies, the prevalence of approximation errors, and the dramatic success of value iteration in solving optimal control problems in different applications, including aerospace systems [5], [14]–[16], rigorous theoretical analyses in the area are of interest to the controls community. This study is aimed at this pursuit, i.e., contributing to the mathematical rigor of the field of intelligent control, more specifically, ADP for control. This is done through developing a sufficient condition for boundedness/convergence of the iterations under the presence of the approximation errors. The sufficient condition can be easily checked for general deterministic
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nonlinear systems. Moreover, the stability of the system operated using the approximate solution, obtained through a finite number of iterations of AVI, is investigated and required conditions for guaranteeing stability are derived in terms of known and calculable parameters for general systems. It should be noted that the presence of the approximation errors and also possibly immature conclusion of iterations not only lead to the deviation of the results from optimality, but also, can potentially lead to instability/unreliability of the system operated using the resulting solution, which may lead to catastrophic outcomes when utilized in aerospace systems. Therefore, investigation of the stability and deriving sufficient conditions for guaranteeing stability are required. Moreover, the important concern that a neurocontroller is valid only when the state trajectory remains within the domain for which the controller is trained is addressed through finding an estimation of the region of attraction (ROA) for the result obtained through the AVI. It should be noted that in the general case, if a neurocontroller is trained for a given domain, it is not guaranteed that any state trajectory initiated from the domain remains inside the domain. If it exists the domain, then the neurocontroller becomes invalid. However, once an estimation of the ROA is found any state trajectory initiated from the domain, will remain within the domain and therefore, the controller remains valid for use. Finally, interested readers are referred to [30] for some recent developments of the author regarding stabilizing value iteration, i.e., the exact or approximate VI which is initiated from a stabilizing initial guess. Such a scheme guarantees the stability of the system during online learning.

The rest of this study is organized as follows. The optimal control problem is presented in Section II and the exact VI scheme is revisited in Section III. Section IV presents the approximate VI, followed by the theoretical analyses in section V. Afterward a famous aerospace example is numerically investigated in Section VI. Finally, concluding remarks are given in Section VII.

II. Optimal Control Problem

The nonlinear discrete-time dynamics of the system are assumed to be given by
\[ x_{k+1} = f(x_k, u_k), k \in \mathbb{N}, \]
where \( x \) and \( u \) are the state and control vectors, respectively, with the dimensions of \( n \) and \( m \). Function \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is assumed to be smooth versus its inputs and \( f(0, 0) = 0 \). Sub-index \( k \) is the time-index and \( \mathbb{N} \) denotes the non-negative integers. The problem is defined as finding a feedback control policy \( h : \mathbb{R}^n \rightarrow \mathbb{R}^m \), i.e., \( u_k = h(x_k) \), such that the cost function given below is minimized subject to dynamics (1) and given any initial conditions \( x_0 \).

\[ J = \sum_{k=0}^{\infty} U(x_k, u_k). \]  
(2)

It is assumed that \( U(x_k, u_k) := Q(x_k) + u_k^T R u_k \) for a convex and smooth positive definite function \( Q : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) and a positive definite \( m \times m \) real matrix \( R \). The set of non-negative reals is denoted with \( \mathbb{R}_+ \).

Let the cost-to-go or value function of a control policy \( h(.) \), denoted by \( V_h : \mathbb{R}^n \rightarrow \mathbb{R}_+ \), be defined as
\[ V_h(x_0) = \sum_{k=0}^{\infty} U(x^h_k, h(x^h_k)). \]  
(3)

In (3) one has \( x^h_k := f(x^h_{k-1}, h(x^h_{k-1})) \), \( \forall k \in \mathbb{N} - \{0\} \), and \( x^h_0 := x_0 \), i.e., \( x^h_k \) denotes the \( k \)th element on the state history initiated from \( x_0 \) and generated using \( h(.) \).

Definition 1: An admissible control policy within a set is defined as a control policy which is a continuous function and leads to a finite value function for any \( x_0 \) in the set.

Remark 1: The defined admissibility is different from the usual definition, including [9], in the sense that the control policy is not required to asymptotically stabilize the system [31] or to have \( h(0) = 0 \) besides being continuous and leading to a finite value function. However, the assumed two features (continuity and finiteness of the value function) lead to those (not explicitly assumed) characteristics, as the tail of a convergent series can be made arbitrarily small (cf. p. 59 [37]).

Assumption 1: Considering \( \Omega \subset \mathbb{R}^n \) as a compact set containing the origin, there exists at least one admissible control policy for the system within \( \Omega \).

This assumption is made for guaranteeing that there is no state vector in \( \Omega \) for which the value function associated with the optimal control policy is infinite. Because, otherwise, the optimal control policy will not be ‘optimal’ compared with the existing admissible control policy.

\[ \text{It must be added that the current version of this study has overlaps with the first version of [30] on Theorem 1 and Lemma 1.} \]
III. Exact Value Iteration

The value function of a policy $h(.)$ satisfies

$$V_h(x) = U(x, h(x)) + V_h(f(x, h(x))), \forall x \in \mathbb{R}^n,$$

based on Eq. (3). Let the optimal value function, denoted with $V^*(.)$, be defined as the value function of the optimal control policy. The optimal value function satisfies the Bellman equation [32]

$$h^*(x) = \arg \min_{u \in \mathbb{R}^m} \left( U(x, u) + V^*(f(x, u)) \right),$$

$$V^*(x) = \min_{u \in \mathbb{R}^m} \left( U(x, u) + V^*(f(x, u)) \right).$$

However, the famous curse of dimensionality [32] leads to the intractability of the approach of using Bellman Eq. for solving the problem in the general case. The idea in ADP is approximating the optimal value function for remedying the problem of curse of dimensionality. The approximation is typically done using look-up tables or function approximators, e.g., neural networks. Critic, in the ADP/RL literature, is the term used for the optimal value function approximator. One selects a set, called the domain of interest, which is compact, connected, and contains the origin, within which the value function will be approximated. Denoting the domain of interest with $\Omega$, it needs to be selected based on the given system and its operation envelope, as the ADP solution is valid only if the state trajectory entirely remains within $\Omega$.

Value iteration (VI) is one of the learning schemes for finding the optimal value function. The VI process starts with an initial guess $V_0(\cdot)$ and iterates through

$$V^{i+1}(x) = \min_u \left( U(x, u) + V^i(f(x, u)) \right), \forall x \in \Omega,$$

for $i = 0, 1, ...$ until the iterations converge. As one of the available convergence proofs, [23] shows that if the initial guess on $V_0(\cdot)$ is smooth and $0 \leq V^0(x) \leq U(x, 0), \forall x \in \Omega$, then the VI converges monotonically to the optimal solution. Utilizing the converged value function, denoted with $V^*(\cdot)$, the optimal control policy can be obtained using Eq. (5).

IV. Approximate Value Iteration

VI is based on the assumption that one can exactly approximate/reconstruct the right hand side of Eq. (7). However, this is rarely the case for general nonlinear problems. Parametric function approximators are used in practice for this purpose. The approximation process leads to some approximation errors. Incorporating the errors, Eq. (7) leads to

$$\hat{V}^{i+1}(x) = \min_u \left( U(x, u) + \hat{V}^i(f(x, u)) \right) + \epsilon^i(x), \forall x \in \Omega.$$

Function $\epsilon^i(\cdot)$, in (8), denotes the approximation error at the $i$th iteration and $\hat{V}^i(\cdot)$ denotes the approximate value function at this iteration. It should be noted that the right hand side of Eq. (8) also contains an approximate quantity, generated from the previous iteration. The previously cited convergence proofs of exact VI are not applicable to the approximate VI (AVI) when $\epsilon^i(\cdot) \neq 0$, as discussed before.

It should be mentioned that one typically trains a control approximator (actor) as well at each iteration of AVI, to approximate the solution to the minimization problem given by (5), in which $V^*(\cdot)$ is replaced with $\hat{V}^i(\cdot)$. The actor will give rise to another approximation error term in the solution process, as seen in [11]. However, the effect of the actor’s approximation error can be removed from the convergence analysis of AVI, as the actor training can be postponed till after the conclusion of the value function learning through Eq. (7) or (8) in offline learning. In other words, one can learn the optimal value function and then use the result for training the actor. The detailed algorithm is presented in [23]. However, one might be interested in online learning, as it leads to the feature of not needing the perfect knowledge of the internal dynamics of the system [9], [33]. Even in case of online learning the effect of the actor’s approximation error can be removed from the convergence analysis, as the control will be directly calculated from the minimization of the right hand side of Eq. (8) and applied on the system. The point is, the actor’s approximation accuracy does not affect the critic training, even though the actor will be updated simultaneously along with the critic in online learning. Of course, once the offline or online learning is concluded, the system will be operated using the control resulting from the trained actor, hence, the stability of the system could be at risk due to the actor’s approximation errors. After the convergence analysis, this concern will be investigated in this study.
V. Theoretical Analyses

A. Continuity Analysis

Smooth function approximators are shown to uniformly approximate a function if the function is continuous, [34], [35]. Otherwise, the approximation accuracy is not guaranteed to be suitable on new states which were not used in the training. On the other hand, the minimization operation in (8) may lead to discontinuity of the right hand side versus \( x \), since, the \( u \) which minimizes the term is given by

\[
u = \arg \min_u \left(U(x, u) + \bar{V}^i(f(x, u))\right),
\]

and hence, may change discontinuously, since \( \arg \min_u (.) \) is \textit{not} a continuous function generally. Therefore, an important step is analyzing the continuity of the function subject to approximation, that is, the former, i.e., \( \bar{V}^{i+1}(.) = \bar{V}^i(\cdot) + e_i(\cdot) \).

Let \( C(x) \) (respectively, \( C(\Omega) \)) denote the set of continuous functions at point \( x \) (respectively, within \( \Omega \)). The following theorem establishes the desired continuity.

\textbf{Theorem 1:} If the approximate value iteration scheme is initiated using a continuous initial guess, then the function subject to approximation by the critic will be continuous at any finite iteration.

\textbf{Proof:} The theorem can be proved by showing that if \( \bar{V}^i(.) \in C(\Omega) \) then \( \bar{V}^{i+1}(.) \in C(\Omega) \). Let \( W(x, u) := U(x, u) + \bar{V}^i(f(x, u)) \) and \( h(x) = \arg \min_{u \in \Omega} W(x, u) \). Note that functions \( f(.) \) and \( U(.) \) are smooth, hence, continuous. Since, \( W(., h(.)) = \bar{V}^{i+1}(.) \) the proof of continuity of \( W(., h(.)) \) suffices. This proof is motivated by a previous work in [36] where a \textit{switching} problem was investigated and is extended to conventional problems in here.

Let \( \bar{x} \) be an arbitrary point in \( \Omega \). Set

\[
\bar{u} := h(\bar{x}).
\]

Select an open set \( \alpha \subset \mathbb{R}^n \) such that \( \bar{x} \) belongs to the boundary of \( \alpha \) and limit

\[
\hat{u} := \lim_{x \to \bar{x}, x \in \alpha} h(x),
\]

exists. If \( \bar{u} = \hat{u} \), for every such \( \alpha \), then \( h(.) \in C(\bar{x}) \). In this case the continuity of \( W(., h(.)) \) at \( \bar{x} \) follows from the continuity of its forming functions, [37].

Now assume \( \bar{u} \neq \hat{u} \), for some \( \alpha \) denoted with \( \alpha_0 \). From \( W(., \bar{u}) \in C(\Omega) \) for the given \( \bar{u} \), one has

\[
W(\bar{x}, \bar{u}) = \lim_{x \to \bar{x}, x \in \alpha_0} W(x, \bar{u}),
\]

If it can be shown that, for every selected \( \alpha_0 \), one has

\[
W(\bar{x}, \bar{u}) = W(\bar{x}, \hat{u}),
\]

then the continuity of \( W(., h(.)) \) at \( \bar{x} \) follows, because from (13) and (14) one has

\[
W(\bar{x}, \bar{u}) = \lim_{x \to \bar{x}} W(x, \bar{u}),
\]

and (15) leads to the continuity by definition, [37]. The proof that (14) holds is done by contradiction. Assume that for some \( \bar{x} \) and some \( \alpha_0 \) one has

\[
W(\bar{x}, \bar{u}) < W(\bar{x}, \hat{u}),
\]

then, due to the continuity of both sides of (16) at \( \bar{x} \) for the fixed \( \bar{u} \) and \( \hat{u} \), there exists an open set \( \gamma \) containing \( \bar{x} \), such that

\[
W(x, \bar{u}) < W(x, \hat{u}), \forall x \in \gamma.
\]

Inequality (17) implies that at points which are \textit{close enough} to \( \bar{x} \), one has \( h(x) \neq \hat{u} \). But, this contradicts Eq. (12) which implies that there always exists a point \( x \) \textit{arbitrarily close} to \( \bar{x} \) at which \( h(x) = \hat{u} \). Therefore, equality (17) cannot hold. Now, assume that

\[
W(\bar{x}, \bar{u}) > W(\bar{x}, \hat{u}).
\]
Inequality (18) leads to $h(\bar{x}) \neq \bar{u}$. But, this is against (11), hence, (18) also cannot hold. Therefore, (13) holds and hence, $W(., h(\cdot)) \in C(\bar{x})$. Finally, the continuity of the function subject to investigation at any arbitrary $\bar{x} \in \Omega$, leads to the continuity of the function in $\Omega$. ■

B. Convergence Analysis

Analysis of boundedness and convergence of sequence $\{\bar{V}^i(x)\}_{i=0}^{\infty}$ resulting from the approximate VI given by Eq. (8) and its relation versus the optimal value function is presented in this subsection. Define $\hat{\Omega}$ on Lemma 2.

Lemma 2: Let $|e^i(x)| \leq e^iU(x, 0), \forall i \in \mathbb{N}$ for some $c \in [0, 1)$. If the recursive relations given by Eqs. (8), (19), and (20) are initialized such that $\bar{V}^0(x) \leq \bar{V}_0^0(x), \forall x \in \Omega$, then, one has $\bar{V}^i(x) \leq \bar{V}^i(x) \leq \bar{V}(x), \forall x \in \Omega, \forall i \in \mathbb{N}$. Moreover, $\bar{V}^i(x)$ and $\bar{V}(x)$ are, respectively, the greatest lower bound and the least upper bound of $\bar{V}(x)$ if $\bar{V}^0(x) = \bar{V}_0^0(x) = \bar{V}(x)$.

Proof: The lemma can be proved using mathematical induction. Initially $\bar{V}^0(x) \leq \bar{V}^0(x) \leq \bar{V}(x), \forall x \in \Omega$ by assumption. Let $\bar{V}^i(x) \leq \bar{V}^i(x) \leq \bar{V}(x), \forall x \in \Omega$ hold for some $i$. Comparing Eq. (19) with Eq. (8) it follows that $\bar{V}^i(x) \leq \bar{V}^i(x)$, since $e^i(x) \leq e^iU(x, 0)$ and $\bar{V}^i(x) \leq \bar{V}(x)$. Therefore, one has $\bar{V}^i(x) \leq \bar{V}(x), \forall i \in \mathbb{N}$.

The proof of $\bar{V}_0^i(x) \leq \bar{V}_0^i(x), \forall i \in \mathbb{N}$ is similar through comparing Eq. (20) with Eq. (8) and using mathematical induction. Proof of the last part of the lemma follows from assuming $e^i(x) = e^iU(x, 0), \forall i$ (respectively, $e^i(x) = -e^iU(x, 0), \forall i$) which leads to $\bar{V}^i(x) = \bar{V}(x)$ (respectively, $\bar{V}^i(x) = \bar{V}_0^i(x)$). Therefore, there are no other ‘tighter’ bounds for $\bar{V}^i(x)$.

It can be seen that functions $\bar{V}_i(\cdot)$ and $\bar{V}_0(\cdot)$ are the value functions at the $i$th iteration of exact VI for cost functions

$$\mathcal{J} = \sum_{k=0}^{\infty} \left( U(x_k, u_k) + cU(x_k, 0) \right),$$

$$\mathcal{J}_0 = \sum_{k=0}^{\infty} \left( U(x_k, u_k) - cU(x_k, 0) \right),$$

respectively, subject to dynamics (1), considering recursive relations (19) and (20). The following lemma provides the sufficient conditions for their convergence to the respective optimal value functions.

Lemma 2: The exact value iterations given by Eqs. (19) and (20) converge to the optimal value functions of cost functions (21) and (22), respectively, if they are initialized by smooth functions $\bar{V}_i(\cdot)$ and $\bar{V}_0(\cdot)$ such that $0 \leq \bar{V}_i(x) \leq (1 - c)U(x, 0), \forall x \in \Omega$ and $0 \leq \bar{V}_0(x) \leq (1 + c)U(x, 0), \forall x \in \Omega$, where $c \in [0, 1)$. Proof: The proof follows from [23], since, iterations given by (19) and (20) are exact VIs. ■

Considering Lemmas 1 and 2 the following theorem proves the boundedness of the elements of $\{\bar{V}^i(x)\}_{i=0}^{\infty}$ resulting from the approximate VI.

Theorem 2: Let $|e^i(x)| \leq e^iU(x, 0), \forall x \in \Omega, \forall i \in \mathbb{N}$ for some $c \in [0, 1)$. If the approximate value iteration given by Eq. (8) is initialized such that $0 \leq \bar{V}_0(x) \leq (1 - c)U(x, 0), \forall x \in \Omega$, then, the elements of sequence $\{\bar{V}^i(x)\}_{i=0}^{\infty}$ as $i \to \infty$ are bounded by the optimal value functions of cost functions (21) and (22) denoted with $\bar{V}(x)$ and $\bar{V}_0(x)$, respectively, in the sense that the greatest lower bound of $\bar{V}^i(x)$ converges to $\bar{V}(x)$ and the least upper bound of $\bar{V}^i(x)$ converges to $\bar{V}_0(x)$ as $i \to \infty$.

Proof: The proof follows from the boundedness of $\{\bar{V}^i(x)\}_{i=0}^{\infty}$ given in Lemma 1 and the convergence of the bounds for smooth $\bar{V}_0(x)$ and $\bar{V}(x)$ which satisfy $0 \leq \bar{V}_0(x) = \bar{V}_0(x) \leq (1 - c)U(x, 0), \forall x \in \Omega$ based on Lemma 2. ■

Moreover, the following result can be achieved, with the uniformness feature which will be used in stability analysis.
**Theorem 3:** Let \(|e^i(x)| \leq cU(x,0), \forall x \in \Omega, \forall i \in \mathbb{N}\) for some \(c \in [0,1]\). Also, let the approximate value iteration given by Eq. (3) be initialized such that \(0 \leq \hat{V}^0(x) \leq (1 - c)U(x,0), \forall x \in \Omega\). As \(c \to 0\), the results from the approximate value iteration (3) converges uniformly to the results from the exact value iterations given by (2) corresponding to cost function (2) in compact set \(\Omega\). More specifically, the least upper bound and the greatest lower bound of \(\hat{V}^i(x)\) for \(i \to \infty\) converge uniformly to the optimal value function associated with cost function (2) as \(c \to 0\).

**Proof:** The proof is given in the appendix.

*Theorem 2* proves that sequence \(\{\hat{V}^i(x)\}_0^\infty\) is upper and lower bounded. Then, *Theorem 3* proves the uniform convergence of these bounds to the desired optimal solution if \(c \to 0\). However, when the approximation error does not vanish, the mere fact that the sequence is upper bounded does not prove its convergence (the elements of a sequence can be upper bounded but oscillatory). The established boundedness resembles the ‘convergence to a neighborhood’ or interval presented in [11], however, besides the idea behind the analysis which is different in here, the assumptions are also different and less restrictive in this study.

### C. Stability Analysis

Even though it is proved that the AVI result remains bounded (Theorem 2), it is not necessarily optimal, due to the presence of the approximation error. Once the solution is not optimal with respect to the selected cost function, it may not even stabilize the system. Therefore, stability analysis of the control resulting from the AVI is non-trivial. This subsection is aimed at this pursuit.

Let the AVI be terminated at the \(i\)th iteration, once a convergence tolerance, denoted with positive (semi-)definite function \(\delta(x)\), is achieved, i.e., when

\[
|\hat{V}^{i+1}(x) - \hat{V}^i(x)| \leq \delta(x), \forall x \in \Omega.
\]  

(23)

Note that if approximation errors do not exist, the convergence of VI to a finite limit function, [9], [21], [23], guarantees the satisfaction of the convergence criterion (23) for a large enough, but finite \(i\) for any given arbitrary positive definite \(\delta(.)\). However, if the errors exist, an arbitrarily selected \(\delta(.)\) can be achieved only when the approximation errors are small enough, per the uniform convergence result of *Theorem 3*.

Once the convergence criteria is achieved, the resulting value function \(\hat{V}^i(.)\) can be used for calculating the feedback control, denoted with \(h^i(.)\) through solving the minimization problem given by

\[
h^i(x) = \arg\min_u \left(U(x,u) + \hat{V}^i(f(x,u))\right),
\]

(24)

in online operation (i.e., on the fly) based on the instantaneous state of the system, denoted with \(x\). This approach, however, leads to a considerable computational load during the online operation of the system. Another approach, widely used by ADP practitioners, is training another function approximator, called *actor*, for approximating the solution to the minimization problem given by Eq. (24), for different states within the domain of operation. Denoting the approximation of \(h^i(.)\) with \(\hat{h}^i(.)\), the approximation error of the actor, denoted with \(\mu(.)\), will be introduced to the process.

\[
\hat{h}^i(x) = \arg\min_u \left(U(x,u) + \hat{V}^i(f(x,u))\right) + \mu(x), \forall x \in \Omega.
\]

(25)

The next theorem provides a sufficient condition for asymptotic stability of \(\hat{h}^i(.)\) in a subset of \(\Omega\) which is an estimation of its region of attraction, [31].

*Theorem 4:* Let the value function be approximated using a smooth function approximator with an approximation error upper bounded by \(|e^i(x)| \leq cU(x,0), \forall x \in \Omega, \forall i \in \mathbb{N}\), for some \(c \in [0,1]\). Also, let the Lipschitz constants of functions \(U(x,.)\) and \(\hat{V}^i(f(x, .))\), whose existence follows from the smoothness of the functions, be given by \(L_U\) and \(L_V\). If the approximation error of the actor is upper bounded by

\[
\|\mu(x)\| \leq \frac{(1 - c)U(x,0) - \delta(x)}{L_U + L_V}, \forall x \in \Omega,
\]

(26)

with the equality holding only at the origin, then the control policy \(\hat{h}^i(.)\) resulting from the approximate value iteration, terminated with the tolerance of \(\delta(x)\), asymptotically stabilizes the system for any initial state selected in

\[\Box\]

1To be more precise, satisfaction of (23) after a finite \(i\) for an arbitrary \(\delta(.)\) needs uniform convergence of exact VI. While, the cited proofs provide its pointwise convergence. However, uniform convergence also can be proved, for example assuming boundedness of \(\hat{V}^i(x)\) in \(\Omega\), the result given in [21] leads to the desired uniform convergence, [38].
compact domain \( B_r \subset \Omega \) containing the origin, where \( B_r := \{ x \in \mathbb{R}^n : \tilde{V}^i(x) \leq r \} \), \( \tilde{r} \) is the largest \( r \) for which \( B_r \subset \Omega \) holds, and \( \| \cdot \| \) denotes vector norm.

**Proof:** The proof is given in the appendix.

Inequality (26) provides an upper bound for the norm of the actor’s approximation error. However, it is important to note that the upper bound has to be positive definite, otherwise no non-zero approximation error can satisfy it. In other words, one needs the numerator of the right hand side of (26) to be positive for \( x \neq 0 \). Therefore, it is required to have

\[
\delta(x) < (1 - c)U(x, 0), \forall x \in \Omega - \{0\}.
\]

(27)

On the other hand, one has

\[
\delta(x) \leq c(\tilde{V}^*(x) + \tilde{V}^i(x)).
\]

(28)

if the number of iterations of AVI is large enough, where upper bounded positive definite functions \( \tilde{V}^*(x) \) and \( \tilde{V}^i(x) \) were defined in the proof of Theorem 3. The reason is the least upper bound and the greatest lower bound of \( \tilde{V}^i(x_0) \), as \( i \to \infty \), satisfy (22) and (43), given in the appendix. Therefore, considering inequality (28), if the critic’s approximation error is small enough, leading to a small \( c \), inequality (27) can always be achieved, which will then lead to a positive definite right hand side in (26), that determines the upper bound of the actor’s approximation error.

Note that, \( \delta(x) \) can be explicitly obtained from the results of the concluded AVI, e.g., \( \delta(x) := |\tilde{V}^i(x) - \tilde{V}^{i+1}(x)| \). Therefore, in practice, one can check the validity of inequality (27) before training the actor and if not satisfied, will need to increase the approximation capability/richness of the critic, e.g., by increasing the number of neurons. It is an interesting feature of the upper bound of the actor approximation error given by Theorem 4 that it can be calculated for any general nonlinear system, because, all the parameters are either known or calculable for a given system. For example, besides checking the validity of inequality (27), which was discussed, the Lipschitz constants \( L_U \) and \( L_V \) can be calculated analytically or numerically through examining the trained critic and actor. Note that, in order to find the Lipschitz constants \( L_U \) and \( L_V \), one needs \( \Gamma \), unless the functions are globally Lipschitz. Set \( \Gamma \) can be obtained using the pointwise values obtained for (24) and the trained actor. The former corresponds to \( \tilde{h}^i(.) \) and the latter is \( \tilde{h}^i(.) \). Utilizing these data, set \( \Gamma \), i.e., the union of the images of \( \Omega \) under \( h^i(.) \) and \( \tilde{h}^i(.) \), can be found (see the next section for an example).

Another interesting feature of the given stability result is the point that it admits termination of the learning process after a finite number of iterations, through admitting the convergence criterion given by (23). This holds for both cases of having or not having the approximation errors.

**VI. Numerical Example: Orbital Maneuver Problem**

**A. Problem Setup**

The orbital maneuver problem with continuous thrust simulated in [17], [39] is selected for numerical analyses in this study. A rigid spacecraft is orbiting around the Earth. It needs to perform a maneuver to move to a given destination orbit. The regulation of the states corresponds to positioning the spacecraft in the destination orbit, with the desired velocity, to stay in the orbit after the maneuver. Assuming planar motion, the non-dimensionalized displacement vector of the center of mass of the spacecraft from the center of the orbital frame positioned at the destination orbit is denoted by \([X, Y]^T\), where real numbers \( X \) and \( Y \) are the components of the vector in the orbital frame. The equations of motion of the spacecraft in the gravity field are given by [39]

\[
\begin{align*}
\dot{X} - 2\dot{Y} + (1 + X)(1/r^3 - 1) &= u_X \\
\dot{Y} + 2\dot{X} + Y(1/r^3 - 1) &= u_Y
\end{align*}
\]

where \( u_X \) and \( u_Y \) denote the components of the non-dimensionalized total force applied on the spacecraft and \( r := \sqrt{(1 + X)^2 + Y^2} \). For non-dimensionalizing, a reference length, \( \mathcal{R} \), and a reference time, \( \mathcal{T} \), are selected. The radius of the destination orbit is selected for \( \mathcal{R} \) and the inverse of the angular velocity of the spacecraft orbiting in the destination orbit, i.e., \( \sqrt{(\mathcal{R}^3/\mu_E)} \), is selected for \( \mathcal{T} \), where \( \mu_E \) denotes the gravitational parameter for the Earth.
Selecting the state vector as 
\[ x = [X, Y, \dot{X}, \dot{Y}]^T \]
and the control vector as 
\[ u = [u_X, u_Y]^T, \]
the state equation of the orbital maneuver problem can be written as
\[
\dot{x} = \begin{bmatrix}
    x(3) \\
    x(4) \\
    2x(4) - (1 + x(1))(1/r^3 - 1) \\
    -2x(3) - x_2(1/r^3 - 1)
\end{bmatrix} + \begin{bmatrix}
    0 & 0 \\
    0 & 0 \\
    1 & 0 \\
    0 & 1
\end{bmatrix} u,
\]
(29)

Note that the elements of vector \( x \) are denoted with \( x(i), i = 1, 2, 3, 4 \), as opposed to the customary notation of \( x_i \), to avoid mistaking them with the discrete time steps, i.e., in \( x_k \) used throughout the paper.

Minimizing cost function \( J = \int_0^\infty (100u^T x + u^T u) dt \) leads both positioning the spacecraft in the destination orbit and having it orbit with the desired orbital velocity, since both the relative position and the relative velocity will be forced to converge to zero.

### B. Implementation of ADP-based Solution

The dynamics of the problem given by \( (29) \) is in the continuous-time from. Using the (non-dimensionalized) sampling time of \( \Delta t = 0.01 \) the continuous-time problem is discretized to

\[
x_{k+1} = F(x_k) + g u_k, \quad F(x) := x + \Delta t \begin{bmatrix}
    x(3) \\
    x(4) \\
    2x(4) - (1 + x(1))(1/r^3 - 1) \\
    -2x(3) - x_2(1/r^3 - 1)
\end{bmatrix}, \quad g := \Delta t \begin{bmatrix}
    0 & 0 \\
    0 & 0 \\
    1 & 0 \\
    0 & 1
\end{bmatrix}.
\]

\[ Q(x) = 100\Delta t x^T x, \quad R = \text{diag}(1, 1, 1)\Delta t. \]

Since the system is control affine, and the utility function is quadratic in \( u \), the minimum of the term in the right hand side of \( (8) \) can be simply found by setting its gradient to zero, which leads to

\[
u = -\frac{1}{2} R^{-1} g^T \nabla \hat{V}^i(f(x, u)),
\]
(30)

where \( \nabla \hat{V}^i(x) := \partial \hat{V}(x)/\partial x \). [40], Note that Eq. \( (30) \) is implicit, as \( u \) exists on the right hand side as well. Ref. [23] proves that selecting any finite \( u^0 \) and conducting the successive approximation given by

\[
u^{j+1} = -\frac{1}{2} R^{-1} g^T \nabla \hat{V}^i(f(x, u^j)),
\]
(31)
u^j converges to the solution to Eq. \( (30) \), if the sampling time, \( \Delta t \), is small enough. Note that a complete set of iterations on \( (31) \), called inner loop in [23], needs to be done at each single iteration of \( (8) \), called outer loop. However, selecting a small enough sampling time, the inner loop iterations are observed to converge very quickly, [23]. This approach is used for finding the minimum of \( (8) \) during the critic training and also for training the actor using Eq. \( (24) \), which due to inevitable approximation errors, leads to \( (25) \).

The linear-in-parameter structures \( \hat{V}^i(\cdot) = W^T c^i \phi(\cdot) \) and \( \hat{h}^i(\cdot) = W^T a^i \sigma(\cdot) \) are selected for function approximation, where \( \phi : \mathbb{R}^n \rightarrow \mathbb{R}^{n_c} \) and \( \sigma : \mathbb{R}^n \rightarrow \mathbb{R}^{n_a} \) are the nonlinear smooth basis functions to be selected, \( W^j \in \mathbb{R}^{n_a \times n}, \forall i \), and \( W_a \in \mathbb{R}^{n_c \times m} \) are the unknown parameters to be found. Positive integers \( n_c \) and \( n_a \) denote the number of neurons or basis functions in the critic and the actor, respectively. It should be noted that each iteration of AVI leads to a new set of weights for the critic, i.e., the weights of the critic evolve with the iterations. Therefore, they are denoted with superscript \( i \) to relate them to their respective iterations. However, only one actor will be trained to learn the resulting control policy, denoted with \( \hat{h}^i(\cdot) \). So, the actor’s weight matrix, \( W_a \), is not iteration dependent.

Denoting the vector whose elements are all the non-repeating polynomials made up through multiplying the polynomial elements of vector \( A \) by those of vector \( B \) with \( A \otimes B \), the following basis functions are selected for the function approximators

\[
\phi(x) = [(x \otimes x)^T, (x \otimes x \otimes x)^T]^T, \quad \sigma(x) = [x^T, (x \otimes x)^T]^T.
\]
(32)

(33)

500 random state vectors, denoted with \( x^{[p]}, p \in \{1, 2, \ldots, 500\} \), were selected from \( \Omega_1 := \{ x \in \mathbb{R}^4 : -0.3 \leq x(i) \leq 0.3, i = 1, 2, 3, 4 \} \), for learning the value function using Eq. \( (8) \). Selecting a constant convergence tolerance of 0.01 the convergence was evaluated in a fashion similar to [23]. Starting with \( \hat{V}^0(\cdot) = 0 \) as the initial guess, the
C. Analysis of the Results

For evaluation of the function approximation accuracy, i.e., to quantify the approximation error \( \epsilon^i(x), \forall i, \) another set of sample states were selected. The point is, the approximation error at the sample states used in the training, \( x^{[p]}, p \in \{1, 2, \ldots, 20000\} \), may be very low, but, it is important to evaluate the error at other states, to evaluate the generalization accuracy of the function approximator. To this goal, 20000 equidistant states were selected by gridding \( \Omega_1 \), denoted with \( y^{[p]}, p \in \{1, 2, \ldots, 20000\} \). Function \( \epsilon^i(x) \) is then given by

\[
\epsilon^i(y^{[p]}) := W_c^{i+1T} \phi(y^{[p]}) - \left( U(y^{[p]}, u^{i, [p]}) + W_c^T \phi(f(y^{[p]}, u^{i, [p]})) \right), \forall p \in \{1, 2, \ldots, 20000\}, \forall i, \tag{36}
\]

where \( u^{i, [p]} \) is the converged value of \( (31) \) evaluated at the respective sample state \( y^{[p]} \).

Having the pointwise values of function \( \epsilon^i(y^{[p]}), \forall p, \forall i, \) constant \( c \) used in \( \| \epsilon^i(x) \| \leq c U(x, \cdot), \forall i, \forall x, \) can be found using

\[
c \approx \max_{i \in \{1, 2, \ldots, 330\}} \frac{|\epsilon^i(y^{[p]})|}{U(y^{[p]}, 0)}
\]

which led to \( c = 0.15 \). If the \( c \) was obtained using \( x^{[p]} \)'s, that is, at the states utilized in the training, the result would be \( c \approx 0.10 \), which is close to what was achieved using new set of states. This demonstrates the good generalization capability of the function approximator. Note that a value less than 1 is desired per the theory presented in this work, e.g., for proof of boundedness as in Theorem 2. However, the iteration has already converged, therefore, the concern of divergence does not exist in here. But, the existing concern is the quality of the result compared with the optimal solution and the reliability of the controller.

If the assumptions of Theorem 4 hold, asymptotic stability of the controller can be concluded. The main issue is verification of inequality (25), for which, function \( \mu(.) \) is needed. The process of evaluation of the approximation accuracy of the critic at the new state vectors \( y^{[p]} \) are done for quantifying \( \mu(.) \) as well. As for the upper bound of this error given by Eq. (26), functions \( U(y^{[p]}, 0) \) and \( \delta(y^{[p]}) = |W_c^T \phi(y^{[p]}) - W_c^{i-1T} \phi(y^{[p]})| \) evaluated at \( i = 330 \) are used. But, the Lipschitz constants \( L_U \) and \( L_V \) are also required, cf. Eqs. (49) and (50) given in the appendix. Note that the respective functions are smooth, hence, differentiable. So, finding the maximum of their gradient with respect to \( u \) leads to their Lipschitz constants, [41].

\[
\frac{\partial \hat{V}^i(f(x, u))}{\partial u} = \frac{\partial \hat{V}^i(x)}{\partial x}_{x=f(x, u)} \frac{\partial f(x, u)}{\partial u} = W_c^T \nabla \phi(f(x, u))g
\]

therefore

\[
L_V \approx \max_{p \in \{1, 2, \ldots, 20000\}} W_c^{330T} \nabla \phi(f(y^{[p]}, u^{330, [p]}))g = 0.186
\]

To be more accurate, \( L_V \) is the maximum number between the result of the foregoing equation and

\[
L_V \approx \max_{p \in \{1, 2, \ldots, 20000\}} W_c^{330T} \nabla \phi(f(y^{[p]}, W_a \sigma(y^{[p]})))g
\]
where the difference is one is evaluated at \(w_{300,1}^{300}\)'s and the other one at \(W_{T}^{T}\sigma(y[p])\)'s. Note that the former is \(h_i(y[p])\) and the latter is \(h_i(y[p])\), for \(i = 330\). But, considering the maximum norm of the actor approximation error given by \(\mu_{\text{max}} := \max_{p \in \mathbb{R}^{1.2,\ldots,20000}} \|\mu(y[p])\| = 0.02\) compared with the maximum norm of the control which was observed to be around 10, the difference between the two evaluations of \(L_U\) turned out to be negligible.

Similarly, \(\partial U(x, u) / \partial u = 2u^{T}R\) therefore

\[
L_U \approx \max_{p \in \mathbb{R}^{1.2,\ldots,20000}} 2w_{300,1}^{300}p^{T}R \approx \max_{p \in \mathbb{R}^{1.2,\ldots,20000}} 2\sigma^{T}(y[p])W_{a}R = 0.186
\]

Evaluating \(\mu(x)\) and its upper bound given by (26), it turned out that \(\|\mu(x)\|\) never exceeds the bound. As a matter of fact, it remains smaller than 22% of the upper bound. Therefore, the asymptotic stability of the controller about the origin follows.

Selecting the initial condition of \(x_0 := [0.05, 0.15, 0.3, -0.3]^{T}\), the system is operated using the trained neurocontroller and the resulting state trajectories are presented in Fig. 2. For comparison purposes, the (open loop) cost-to-go for the numerical open loop solution (the optimal cost-to-go) turned out to be (21) and (22), per Theorem 2. The upper and lower cost-to-go’s were numerically found to be 4.1161, which is slightly less than the cost-to-go resulting from the close-loop controller, 4.1168. Note that the latter is the actual resulting cost-to-go using the trained neurocontroller, not the one approximated by \(\hat{V}_{330}(x_0) = 4.1023\). This approximation, however, is supposed to be upper and lower bounded by the optimal cost-to-go’s corresponding to cost functions (21) and (22), per Theorem 2. The upper and lower cost-to-go’s were numerically found to be 4.6094 and 3.6148, respectively, which confirm the analytical result given by the theorem and provide an idea of the near optimality of the AVI results.

Considering the previous simulated initial conditions, it is seen that the state trajectory did not exit \(\Omega\), as no state element ever exited the interval of \([-0.3, 0.3]\). Therefore, the control calculated by the neurocontroller was valid. However, this was not guaranteed or obvious from the given initial condition. But, per Theorem 4 one can find an estimation of the ROA for the trained neurocontroller, in order to guarantee such a desired behavior.

As for finding the estimation of the ROA, numerically analyzing \(B_{\tilde{r}}\) it was observed that \(\tilde{r} = 1.05\) for the selected \(\Omega_1\), where \(\tilde{r}\) is the largest \(r\) using which \(B_{\tilde{r}} \subset \Omega_1\). But, evaluating the converged critic at the selected initial condition, one has \(\hat{V}_{330}(x_0) = 4.1023\), which means \(x_0 \notin B_{\tilde{r}}\). Therefore, it was not guaranteed that \(x_k \in \Omega_1, \forall k\). If interested to utilize the trained neurocontroller with guaranteed stability, one needs to select smaller initial conditions, such that they belong to \(B_{\tilde{r}}\). Note that \(\hat{V}_{330}(\cdot)\) is continuous and vanishes at the origin. Therefore, \(B_{1,05}\) is a compact set with the origin as an interior point, [37]. Details of this conclusion are given in the proof of Theorem 5 in the appendix. However, if controlling larger initial conditions, like the selected \(x_0\), is of interest, one needs to re-train the neurocontroller using a larger domain of interest. To this purpose, \(\Omega_2 := \{x \in \mathbb{R}^{3} : -0.5 \leq x(i) \leq 0.5, i = 1, 2, 3, 4\}\) was selected and the neurocontroller was retrained. Note that as the training domain is expanded it is advisable to pick more random sample states as well. For this training 2000 random states were selected from \(\Omega_2\), instead of 500 used earlier. Once the training is concluded, evaluating the critic upper bound constant \(c\) using the discussed method, it was observed to be around 0.7, which is close to the critical value of 1. Such a large critic approximation error led to the norm of the actor approximation error \(\|\mu(x)\|\) exceeding its upper limit by 20%. Therefore, not only we didn’t expand \(B_{\tilde{r}}\), but also, the asymptotic stability of the origin is no longer guaranteed. Note that, simulating this controller one still gets good results as in Fig. 2 at least for that specific \(x_0\), however, such a good result is not theoretically guaranteed using the presented analyses in this study, due to the violation of (26).

The problem can be resolved by improving the approximation capability of the function approximators. An option is using multi-layer neural networks. Another option is using richer basis functions. For example, instead of the basis function (32) and (33), one may select the richer sets of basis functions given by

\[
\phi(x) = [(x \otimes x)^{T}, (x \otimes x \otimes x)^{T}, (x \otimes x \otimes x \otimes x)^{T}, (x \otimes x \otimes x \otimes x \otimes x)^{T}]^{T},
\]

(37)

\[
\sigma(x) = [x^{T}, (x \otimes x)^{T}, (x \otimes x \otimes x)^{T}, (x \otimes x \otimes x \otimes x)^{T}]^{T}.
\]

(38)

Selecting this new set of basis functions the training was redone over \(\Omega_2\) and the critic upper bound constant, \(c\), turned out to be 0.26, with \(\|\mu(x)\|\) never exceeding 0.24% of its upper bound. This new neurocontroller lead to \(\tilde{r} = 4.16\), therefore, \(x_0 \in B_{\tilde{r}}\) and one can be assured that the trajectory will not exit the domain on which the
neurocontroller is trained. Using this new neurocontroller for the given initial conditions, it was observed that the results are extremely similar to what presented in Fig. 2. This similarity may mean that the developed sufficient conditions for guaranteed stability and ROA are still conservative and milder conditions for the approximation bounds can probably be obtained.

Fig. 1. Evolution of the weights of the critic during the AVI.

Fig. 2. Simulation results for the neurocontroller, denoted with $x_{CL}$, and for the open loop optimal controller, denoted with $x_{OL}$.

VII. CONCLUSIONS

Analytical investigations of the effects of the approximation errors on the quality of the result of approximate dynamic programming were conducted. It was observed through verifiable assumptions and conditions that the learning results remain bounded. Once the learning is terminated after a finite number of iterations, it was shown that the stability of the result can be verified and an estimation of the domain of attraction can be obtained. The comprehensive numerical analysis of the theoretical results through a non-trivial fourth-order aerospace problem demonstrated the process of utilizing the theory in practice. These results lay the foundation for and push the state of the art in improving the mathematical rigor of the field of intelligent/bio-inspired control.

APPENDIX

The proofs of Theorems 3 and 4 are given in this appendix.

Proof of Theorem 3 Let the optimal value function associated with cost function (2) be given by $V^*(x)$. Let $\tilde{V}^*(x)$ be defined as

$$\tilde{V}^*(x_0) := \sum_{k=0}^{\infty} U(x^*_k, 0), \forall x_0 \in \mathbb{R}^n,$$

(39)
where \( x_k^* := f(x_{k-1}^*, h^*(x_{k-1}^*)) \), \( \forall k \in \mathbb{N} \setminus \{0\} \), and \( x_0^* := x_0 \). In other words, the summation in (39) is evaluated along the ‘optimal’ trajectory with respect to (2). One has

\[
V^*(x) \leq \tilde{V}^*(x), \forall x \in \mathbb{R}^n,
\]

(40)

where \( \tilde{V}^*(x) \) is optimal value function associate with cost function (21), otherwise, the control resulting from \( \tilde{V}^*(x) \) will be the optimal control for cost function (2). Moreover,

\[
\tilde{V}^*(x) \leq V^*(x) + cV^*(x), \forall x \in \mathbb{R}^n,
\]

(41)

otherwise \( V^*(x) \) will not be the optimal value function for cost function (21). Note that, both sides of inequality (41) include infinite sums of \( U(x_k, u_k) + cU(x_k, 0) \) terms, but, they are evaluated along different trajectories, i.e., the applied controls are different. The summation in the left hand side is based on the control which minimizes (21) and the summation in the right hand side is based on the control that minimizes cost function (2).

By inequalities (40) and (41), one has

\[
|V^*(x) - \tilde{V}^*(x)| \leq cV^*(x), \forall x \in \mathbb{R}^n.
\]

(42)

Let \( \tilde{V}_{\text{max}}^* := \sup_{x \in \Omega} \tilde{V}^*(x) \). Note that \( \tilde{V}_{\text{max}}^* \) is a finite constant, by Assumption 1. Therefore, the foregoing inequality leads to

\[
|V^*(x) - \tilde{V}^*(x)| \leq c\tilde{V}_{\text{max}}^*, \forall x \in \mathbb{R}^n.
\]

(43)

Inequality (43) proves the convergence of \( \tilde{V}^*(x) \) to the optimal value function associated with cost function (2) as \( c \to 0 \). Moreover, since the right hand side of (43) is independent of \( x \), this convergence is uniform, [37].

Let \( \tilde{V}^*(x) \) be defined as

\[
\tilde{V}^*(x_0) := \sum_{k=0}^{\infty} U(\tilde{h}^*(x_k^*), 0), \forall x_0 \in \mathbb{R}^n,
\]

(44)

where \( \tilde{h}^*(\cdot) \) is the optimal control policy for cost function \( \tilde{J} \), i.e., the summation in the right hand side of (44) is evaluated along the trajectory which is optimal with respect to \( \tilde{J} \) given by (22). Through a similar argument it can be seen that \( V^*(x) \leq \tilde{V}^*(x) \) and \( V^*(x) \leq V^*(x) + c\tilde{V}^*(x) \) which leads to

\[
|V^*(x) - \tilde{V}^*(x)| \leq c\tilde{V}^*(x), \forall x \in \mathbb{R}^n.
\]

(45)

Defining \( \tilde{V}_{\text{max}}^* := \sup_{x \in \Omega} \tilde{V}^*(x) \) a similar uniform convergence can be concluded as the right hand side of (45) will be upper bounded by the \( x \)-independent term \( c\tilde{V}_{\text{max}}^* \). It should be noted that \( \tilde{V}_{\text{max}}^* \) will be finite as long as \( c \in [0, 1) \). The reason is the finiteness of \( V^*(x), \forall x \in \Omega \) which leads to a finite \( \tilde{V}^*(x) \), because \( \tilde{V}^*(x) \leq V^*(x), \forall x \in \Omega \). One has \( U(x, u) = Q(x) + u^T Ru, \) hence,

\[
\tilde{V}^*(x_0) = \sum_{k=0}^{\infty} (\{1 - c\}Q(x_k^*) + h^*(x_k^*)^T R h^*(x_k^*))
\]

(46)

being finite leads to a finite \( \sum_{k=0}^{\infty} (1 - c)Q(x_k^*) \) and the finiteness of the latter leads to a finite \( \tilde{V}^*(x_0) = \sum_{k=0}^{\infty} Q(x_k^*) \) when \( 0 \leq c < 0 \). Finally, these uniform convergence results along with Theorem 2 prove this theorem.

**Proof of Theorem 2** The idea for the proof is using \( \hat{V}^i(.) \) as a Lyapunov function for the system, [31]. From the boundedness of \( \hat{V}^i(x) \) per Lemma 1 and the positive definiteness of the bounds (they are value functions of the respective finite-horizon cost functions as shown in [23]) for \( i > 0 \) it follows that \( \hat{V}^i(x) \) is a positive definite function.

Considering (23) one has

\[
\hat{V}^i(x) + \delta(x) \geq \hat{V}^{i+1}(x), \forall x \in \Omega,
\]

(47)

Using (47) in Eq. (3), considering (24), leads to

\[
\hat{V}^i(x) \geq U(x, h^i(x)) + \hat{V}^i(f(x, h^i(x))) + \epsilon^i(x) - \delta(x), \forall x \in \Omega.
\]

(48)

Note that equation (48) is based on \( h^i(.) \), i.e., it is independent of the actor’s approximation error, see remarks at the end of section IV. So the next step is replacing \( h^i(.) \) with \( h^i(.) \), since the system will be operated using \( h^i(.) \).
From the Lipschitz continuity of $f(x, \cdot), U(x, \cdot)$, and $\hat{V}^i(\cdot)$ within compact sets $\Omega$ and $\Gamma$, which follows from their smoothness in the respective compact domains [41], one has

$$\|U(x, u) - U(x, v)\| \leq L_U \|u - v\|, \forall x \in \Omega, \forall u, v \in \Gamma,$$

$$\|\hat{V}^i(f(x, u)) - \hat{V}^i(f(x, v))\| \leq L_V \|u - v\|, \forall x \in \Omega, \forall u, v \in \Gamma,$$

where $\Gamma$ is a compact subset of $\mathbb{R}^m$ such that $\hat{h}^i(x) \in \Gamma$ and $h^i(x) \in \Gamma, \forall x \in \Omega$. In other words, $\Gamma$ is the union of the images of $\Omega$ under $h^i(\cdot)$ and $\hat{h}^i(\cdot)$. From inequalities (49) and (50) one has

$$U(x, h^i(x)) \geq U(x, h^i(x) + \mu(x)) - L_U \|\mu(x)\|, \forall x \in \Omega,$$

$$\hat{V}^i(f(x, h^i(x))) \geq \hat{V}^i(f(x, \hat{h}^i(x) + \mu(x))) - L_V \|\mu(x)\|, \forall x \in \Omega.$$

After replacing $U(x, h^i(x))$ and $\hat{V}^i(f(x, h^i(x)))$ in the right hand side of Eq. (48) using inequalities (51) and (52), one has

$$\Delta \hat{V}^i(x) := \hat{V}^i(f(x, \hat{h}^i(x))) - \hat{V}^i(x) \leq 0, \forall x \in \Omega,$$

with the equality holding only at $x = 0$. Considering (53), condition (54) holds if

$$\|\mu(x)\| \leq \frac{U(x, h^i(x)) + \epsilon(x)}{L_U + L_V}, \forall x \in \Omega,$$

with the possible equality only at the origin. Using $U(x, 0) \leq U(x, u), \forall u \in \Gamma$ and $|\epsilon(x)| \leq cU(x, 0)$, which leads to $-cU(x, 0) \leq \epsilon^i(x)$ one has

$$(1 - c)U(x, 0) \leq U(x, h^i(x)) + \epsilon^i(x), \forall x \in \Omega.$$
