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Abstract

In this paper, we study the nonlinear inverse problem of estimating the spectrum of a system matrix, that drives a finite-dimensional affine dynamical system, from partial observations of a single trajectory data. In the noiseless case, we prove an annihilating polynomial of the system matrix, whose roots are a subset of the spectrum, can be uniquely determined from data. We then study which eigenvalues of the system matrix can be recovered and derive various sufficient and necessary conditions to characterize the relationship between the recoverability of each eigenvalue and the observation locations. We propose various reconstruction algorithms with theoretical guarantees, generalizing the classical Prony method, ESPRIT, and matrix pencil method. We test the algorithms over a variety of examples with applications to graph signal processing, disease modeling and a real-human motion dataset. The numerical results validate our theoretical results and demonstrate the effectiveness of the proposed algorithms, even when the data did not follow an exact linear dynamical system.

1 Introduction

Many physical processes in science and engineering are modeled as linear dynamical systems with a state-space formulation. For example, the linear time-invariant systems are widely used to characterize electrical systems and their properties [25]. Another common example is provided by the diffusion processes over the graphs, which have found wide applications including modeling rumor propagation in social networks [51], traffic movement in transportation network [19], spatial temperature profiles over sensor networks [48], and neural activities at different regions of the brain [42]. In these applications, the states of the dynamical system at different time instances refer to signals of interest. In practice, a network of sensors is often placed to measure the values of evolving signals with varying locations, and the collected data are called samples. A fundamental inverse problem is to recover the dynamical system from samples of evolving signals.

In the case of known dynamics, the inverse problem reduces to the recovery of the initial state and is also called source localization problem. But in many cases, the dynamics are also unknown and need to estimate from the data. Recently, this type of inverse problem has attracted a lot of attention in the graph signal processing community [30, 33, 29, 20, 48, 11, 32, 34]: the system matrices of the underlying dynamical systems are related to the topology of the underlying graph, such information is not available in many applications, and needs to be estimated. This
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is not only for enhancing data processing tasks but also for data interpretability, i.e., the graph topology provides an abstraction for the underlying data dependencies.

The previous methods typically assume the signals are fully observed. However, one may only afford to measure the values of the signals at a subset of coordinates, due to the high cost of building accurate sensors and application-specific restrictions. As a result, there is a possible significant loss of spatial information in each step of data acquisition. The inverse problem becomes in general ill-posed. In particular, in certain situations, we are only able to measure the dynamical system from a single trajectory, since the measurement process results in the destruction or alteration of the system under study. In such scenarios, the exact recovery of the dynamical systems is in general infeasible. However, one may still hope to recover the key information of the dynamical system.

The spectrum of the system matrix provides valuable information about the underlying dynamical system. For example, for linear autonomous systems, the spectrum plays a crucial role in analyzing the stability of the dynamical system. For random walks or diffusion processes over the graphs, the spectrum reveals the structure information of the underlying graphs [49]. This connection has been extensively studied in the field of spectral graph theory. The notable examples include the complete graphs and finite star-like trees, which are completed determined by the spectrum. That is to say, any graphs with the same spectrum are isomorphic [49]. Quoting the sentences in [17]: “We will see that eigenvalues are closely related to almost all major invariants of a graph, linking one extremal property to another. There is no question that eigenvalues play a central role in our fundamental understanding of graphs.”

In this paper, we are interested in recovery of spectrum of the system matrix that generates the dynamical system from partial observations of a single trajectory. Affine dynamical systems are a natural starting point because they have a simple structure yet broad applications, including random walks on graphs [31], diffusion processes [48], linear mechanical and electronic systems [25], compartmental models in biological modeling such as pharmacodynamics, gene regulation [23, 12, 26]. The inverse problem in this setting is nonetheless nontrivial because the solution to such a system depends nonlinearly on the system matrix. We shall begin with a discrete finite dimensional affine system:

\[
\begin{align*}
x_{t+1} &= Ax_t + c, t = 0, 1, 2, \ldots, \\
x_0 &= b.
\end{align*}
\]  

In [49], \(x_t \in \mathbb{C}^d\) is the state of the system at time \(t\), the vector \(b \in \mathbb{C}^d\) is the unknown initial state and the vector \(c \in \mathbb{C}^d\) can be viewed as an unknown control or external force term. The system matrix \(A \in \mathbb{C}^{d \times d}\) is unknown. We shall also consider the continuous-times analogue of (1):

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + c, t \geq 0 \\
x(0) &= b;
\end{align*}
\]  

We then formulate the inverse problem in the most general setting, which we call the dynamical sampling problem, as follows:

**Problem 1** (Dynamical sampling problem). Suppose that we observe the affine dynamical system at time instances \(\tau\), for each \(t \in \tau\), only part of the state \(x_t\) is observed, \(\{x_t(i) : i \in \Omega_t\}\) where \(\Omega_t \subset \{1, \ldots, d\}\), under what conditions on observed locations \(\{\Omega_t\}_{t \in \tau}\), the initial condition \(b\) and the control term \(c\) such that the key parameters of \(A\) can be recovered from the space-time samples? If so, what are algorithms that perform efficient reconstructions?
Problem 1 exhibits features that are similar to many fundamental problems in the interface of signal processing, machine learning, and control theory of dynamical systems: observability of the dynamical systems, network topology identification, super-resolution, deconvolution, completion of the low-rank matrices. However, even in the most basic cases, the dynamical sampling problems are different and necessitate new theoretical and algorithmic techniques.

In this paper, we investigate the case where \( \Omega_t \equiv \Omega \subset [d] := \{1, 2, \ldots, d\} \) and restrict our attention to the recovery of eigenvalues of \( A \). We define by \( S_\Omega \) the observation matrix that

\[
S_\Omega x_t = \sum_{i \in \Omega} x_t(i) e_i
\]

where \( \{e_i\}_{i=1}^d \) is the standard orthonormal basis in \( \mathbb{C}^d \). Given the partial observation of a single trajectory

\[
\{S_\Omega x_t, t = 0, 1, \cdots\},
\]

we develop theory and algorithms for solving the inverse problem of recovering eigenvalues of \( A \).

\[\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_r\]

Partial Observations of Dynamical System  | Prony-like Method  | Recovered Eigenvalues of Operator

1.1 Summary of contributions

We begin by showing that, an annihilating polynomial of \( A \) related to \( \Omega \) and system parameters can be uniquely determined from (5), whose roots are a subset of eigenvalues of \( A \). We then derive necessary and sufficient conditions on the interplay between \( \Omega \) and the system parameters to characterize which eigenvalues of \( A \) are \( \Omega \)-recoverable. In particular, we provide characterizations on the universal construction of \( \Omega \) that allows the recovery of all eigenvalues of \( A \) almost surely. Our theorems shed light on the minimal cardinality of \( \Omega \) and guide constructions of \( \Omega \) to recover the target eigenvalues. For numerical algorithms, our proofs provide a Prony-type method to reconstruct eigenvalues. We also generalize the classical matrix pencil method and estimation of signal parameters via rotational invariant techniques (ESPRIT) to recover eigenvalues and provide theoretical guarantees. Finally, we perform a systematic numerical study to examine the accuracy of the reconstruction and compare the performance of the proposed algorithms for various observational parameters on a variety of examples. We also test the effectiveness of our approach on a real human motion data set.

In summary, the main contributions of this paper are (i) characterizing the uniqueness of annihilating polynomial and the relationship between \( \Omega \) and recoverable eigenvalues for affine systems; (ii) characterization of universal constructions of observational locations (iii) proposing various algorithms based on the Prony-method, matrix pencil, and ESPRIT with superior numerical performance.

Our work is built upon recent progress in studying dynamical sampling problems where \( A \) is known and the goal is to recover the initial state ([2, 17, 7], see [3, 5, 11, 4, 1, 14, 5, 10] for recent developments) and the work on system identification aspect [6] and [46]. In [6], Aldroubi et al studied the homogeneous case when \( c = 0 \) and \( A \) is diagonalizable. They propose Prony-type methods but no numerical examples were presented. In this work, we extend their analysis to
affine systems with general system matrices, and propose various algorithms. This extension allows broad applications, such as random walks and diffusion process on directed graphs, and compartmental model in disease modeling. We further derive results for universal selection of observation locations and the continuous-time systems.

During the finalization of our work, we noticed the recent work [10] where they propose approximate Prony method to recover the eigenvalue of \( A \) in the homogeneous linear dynamical system when the data samples lose the sign information. They prove results on uniqueness for the cases where \( A \) is diagonalizable and the eigenvalues of \( A \) are collision-free. Our results hold for arbitrary matrix \( A \) and we allow the multiplicities of eigenvalues greater than 1. We would expect that our method can be extended to the phaseless samples case.

1.2 Connection with other fields/Related work

**Connection to system identification problem**

Consider a time-invariant linear dynamical system

\[
x_{t+1} = Ax_t + Bc_t
\]

\[
y_t = Cx_t
\]

where \( c_t \in \mathbb{R}^d \) is the input vector and \( y_t \in \mathbb{R}^s \) is the output vector. The parameter estimation problem considered in control theory aim to recover the parameter matrices \( A, B \in \mathbb{R}^{d \times d}, C \in \mathbb{R}^{s \times d} \) from the output vectors \( \{y_t\} \), provided a set of input vectors \( \{x_t\} \). The classical results show that \( C \) has to be full-rank (i.e., the states are all observed) to make identifiability of parameter matrices possible, see the survey in [50] as well as the introduction section in [18]. In the special case of \( B = 0 \), and \( C = I \), i.e., \( \Omega_t \equiv \{1, \cdots, d\} \) in our setting, the identifiability of \( A \) from a single trajectory with a fixed initial condition has been studied in [43] and later been studied in affine dynamical system (\( B = I, C = I, c_t \equiv c \)) in [21]. It has been show the sufficient and necessary condition is that \( \{x_0, Ax_0, \cdots, A^Lx_0\} \) needs to span \( \mathbb{C}^d \), which means that \( A \) has only one Jordan block for each of its eigenvalues and impose constraints on \( x_0 \), we refer to [43, 21] for more details. This tells us why in the case of partial observations from single trajectory, one should not hope for the full reconstruction of matrix \( A \) in general. It is also mentioned in [21] that one can predict the time-dependence for any observable component of the state variable, as long as a Hankel matrix constructed from data is invertible. This claim now becomes a special case of Proposition 2.1 developed in this paper. Our result further characterizes when this Hankel matrix is invertible.

**Connection to structured signal recovery problem**

Parameter estimation problems of structured signals have been extensively studied in signal processing. In [36], the authors present a abstract formulation: let \( V \) be a normed vector space over \( \mathbb{C} \) and \( A \) be a known linear operator from \( V \) to \( V \), one is interested in recovering a signal \( b \in V \) that is \( M \)-sparse with respect to eigenfunctions of \( A \)

\[
b = \sum_{j \in J} c_j v_j, \text{ with } |J| = M.
\]

The goal is to recover \( \{c_j\} \) and \( \{v_j\} \) from data samples \( \mathcal{F}(A^l b) \) for \( l = 0, 1, \cdots, L \) where \( \mathcal{F} : V \to \mathbb{C} \) is a linear functional. The specific instances include the super-resolution, blind deconvolution, recovery of signals with finite rate innovations, and we refer to [36] for more details. The keys behind successful recovery of the structured signal \( b \) are (1) the eigenvalues \( \{\lambda_j\}_{j \in J} \) of \( A \) corresponding to \( \{v_j\}_{j \in J} \) can be recovered from data under suitable assumptions on \( \mathcal{F} \).
$A$ is known and its eigenvalues are assumed to have geometric multiplicity 1, therefore finding eigenvectors suffices to finding their corresponding eigenvalues. In [36], the authors proposed generalized Prony method to recover the eigenvalues for $L = 2M - 1$.

Back to our setting, assume that $A$ is diagonalizable and $c = 0$ in (1), and we take $\Omega_l \equiv \{e_i\}$ for some $i \in [d]$ so that the observational functional $F(x_l) = \langle x_l, e_i \rangle = x_l(i)$. In this case, we use eigenvectors of $A$ as basis and represent the initial condition $b$ as in (9). Then the structured signal recovery problem becomes a special case of the dynamical sampling problem considered here. The Theorem 1 developed in this paper generalizes the main results Theorem 2.1 and Theorem 2.3 in [36] in two aspects: (i) our result implies the sufficient conditions on $F$ is also necessary (ii) our result provided various sufficient and necessary characterizations to answer which eigenvalues of $A$ are $\Omega$-recoverable for arbitrary $\Omega \subset \{1, 2, \cdots, d\}$.

1.3 Notation

In the following, we use standard notations. By $\mathbb{N}$, we denote the set of all positive integers. For a positive integer $d$, we use the notation $[d]$ to represent the set $\{1, 2, \cdots, d\}$. The linear space of all column vectors with $M$ complex components is denoted by $\mathbb{C}^M$. The linear space of all complex $M \times N$ matrices is denoted by $\mathbb{C}^{M \times N}$. For a matrix $A = (a_{ij}) \in \mathbb{C}^{M \times N}$, its transpose is denoted by $A^T$, its conjugate-transpose by $A^*$ and its Moore-Penrose pseudoinverse by $A^+$. For a vector $z = (z_i) \in \mathbb{C}^M$, the $M \times M$ diagonal matrix built from $z$ is denoted by $\text{diag}(z)$.

Further, we use submatrix notation similar to that of MATLAB. For example, if $A \in \mathbb{C}^{M,M+1}$, then $A(1 : M, 2 : M+1)$ is the submatrix of $A$ obtained by extracting rows 1 through $M$ and columns 2 through $M+1$, and $A(1 : M, M+1)$ means the last column vector of $A$.

1.4 Preliminaries

Throughout the paper, we assume that the system matrix $A \in \mathbb{C}^{d \times d}$ and it has distinct eigenvalues $\lambda_1, \ldots, \lambda_n$. Consider the Jordan decomposition $A = UJU^{-1}$, where $U \in \mathbb{C}^{d \times d}$ is invertible and the Jordan matrix $J \in \mathbb{C}^{d \times d}$ is block diagonal defined as follows:

$$J = \begin{pmatrix}
J_1 & O & \cdots & O \\
O & J_2 & \cdots & O \\
\vdots & \vdots & \ddots & \vdots \\
O & O & \cdots & J_n
\end{pmatrix}.$$  \hfill (10)

In (10), for $s = 1, \cdots, n$, the Jordan block $J_s$ corresponds to $\lambda_s$ and $J_s = \lambda_s I_s + N_s$ where $I_s$ is the identity matrix of dimension $h_s$, and $N_s$ is a nilpotent block-matrix of dimension $h_s$:

$$N_s = \begin{pmatrix}
N_{s1} & 0 & 0 & 0 \\
0 & N_{s2} & 0 & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & 0 & N_{s_{rs}}
\end{pmatrix}.$$  \hfill (11)

where each $N_{si}$ is a $t_i^{(s)} \times t_i^{(s)}$ cyclic nilpotent matrix of the form [12],

$$N_{si} = \begin{pmatrix}
0 & 0 \\
I_{t_i^{(s)} - 1} & 0
\end{pmatrix} = \begin{pmatrix}
0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & \cdots & 0 & 1 & 0
\end{pmatrix}. \hfill (12)$$
with \( t_1^{(s)} \geq t_2^{(s)} \geq \ldots \geq t_r^{(s)} \) and \( t_1^{(s)} + t_2^{(s)} + \ldots + t_r^{(s)} = h_s \). Also \( h_1 + \ldots + h_n = d \).

Each Jordan block \( J_s \) corresponds to an invariant subspace \( V_s \) of \( A \) and the Jordan form \( J \)

we denote by \( E_s \) the invariant subspace of \( J \) corresponding to

\[
J_s = \lambda_s + N_s, \quad \text{we will use } \, Jf_s = (\lambda_s + N_s)f_s \text{ by viewing the vector } \, f_s \in \mathbb{C}^{h_s} \text{ and interpreting the vector } (\lambda_s + N_s)f_s \text{ as its canonical embedding in } \mathbb{C}^d.
\]

With the abuse of notation, if \( N_s \equiv 0 \) for \( s = 1, \ldots, n \), then \( J \) in (10) reduced to a diagonal matrix of the form

\[
D = \begin{pmatrix}
D_1 & O & \cdots & O \\
O & D_2 & \cdots & O \\
\vdots & \vdots & \ddots & \vdots \\
O & O & \cdots & D_n
\end{pmatrix}. \tag{13}
\]

In this case, \( A \) is diagonalizable.

**Definition 1.** Let \( k_i^s \) denote the row index corresponding to the entry \( i \) in the last nonzero column of the block \( N_{s_i} \) from the matrix \( J \), and let \( d_{k_i^s} \) be the corresponding elements of the standard basis of \( \mathbb{C}^n \), so that each \( d_{k_i^s} \) is the cyclic vector associated to \( N_{s_i}^* \). We also define \( W_s = \text{span}\{d_{k_i^s} : i = 1, \ldots, r_s\} \), for \( s = 1, \ldots, n \), and \( P_s \) will denote the orthogonal projection onto \( W_s \). The family \( P_J = \{P_j : j = 1 \ldots n\} \) comprised of these projections will be called the penthouse family of the matrix \( J \).

Let us give an example to illustrate the definition above. Consider a Jordan matrix as

\[
J = \begin{pmatrix}
J_1 \\
J_2
\end{pmatrix} = \begin{pmatrix}
3 & 1 & 3 \\
1 & 3 & \text{3} \\
1 & 3 & 2
\end{pmatrix}. \tag{14}
\]

It has 3 nilpotent blocks given as \( N_{11}, N_{12} \) and \( N_{21} \). The cyclic vectors associated to \( N_{11}^*, N_{12}^* \) and \( N_{21}^* \) are \( e_3, e_5 \) and \( e_6 \), respectively.

**Definition 2.** We introduce three kinds of minimal polynomials that are useful in the paper.

- For \( A \in \mathbb{C}^{d \times d} \), the minimal polynomial \( q^A \) is the monic polynomial of the smallest degree, such that \( q^A(A) \equiv 0 \), and we denote its degree as \( r^A = \deg(q^A) \).

- For any matrix \( S \in \mathbb{C}^{m \times d} \), the \( S \)-altered minimal polynomial of \( A \), denoted by \( q^A_S \), is the monic polynomial of smallest degree among all the polynomials \( p \) such that \( Sp(A) = 0 \) and \( r^A_S := \deg(q^A_S) \).

- The \( A \)-minimal polynomial \( q^A_b \) for a vector \( b \in \mathbb{C}^d \) is the monic polynomial of the smallest degree, such that \( q^A_b(A)b \equiv 0 \), and we denote its degree as \( r^A_b = \deg(q^A_b) \).
Definition 3. A Krylov space of order $r$ generated by $A \in \mathbb{C}^{d \times d}$ and $b \in \mathbb{C}^d$, is defined by

$$\mathcal{K}_r(A, b) := \text{span}\{b, Ab, \ldots, A^{r-1}b\}. \quad (15)$$

In particular, for any $r \geq r_b^A - 1$, we will denote $\mathcal{K}_r(A, b) = \mathcal{K}_\infty(A, b)$.

Definition 4. Let $S \in \mathbb{C}^{m \times d}, A \in \mathbb{C}^{d \times d}$ and $f \in \mathbb{C}^d$. The $(S, A, b)$-annihilating polynomials are all polynomials $q$ such that $Sq(A)\mathcal{K}_{r_b^A}(A, b) = \{0\}$. We denoted by $r_{S,b}^A$, the smallest degree among all monic $(S, A, b)$-annihilating polynomials.

1.5 Solution formulas to affine systems

In this section, we present the explicit solution formulas in terms of $A, b$ and $c$ for system (49) and its continuous-time counterpart, which will be useful in our analysis. Let $x_t$ be the solution of discrete system (49). Then using the recursive relation, we obtain that

$$x_t = A^t b + (A^{t-1} + \cdots + I)c, \quad t = 1, 2, \cdots, \quad (16)$$

For the continuous-time system (3), we let $x_{\text{cont}}^t$ be the solution of system (3). Then the solution can be obtained by differentiating (3) and solving corresponding linear initial value problem for $\dot{x}_t$:

$$x_{\text{cont}}^t = e^{tA}b + g(t; A)c, \quad t \geq 0 \quad (17)$$

where

$$g(t; A) = \sum_{k=0}^{\infty} \frac{t^{k+1}}{(k+1)!} A^k = tI + \frac{t^2}{2} A + \frac{t^3}{3!} A^2 + \cdots \quad (18)$$

We also list several useful properties of $g(t; A)$:

$$\frac{d}{dt} g(t; A) = e^{tA}, \quad A g(1; A) = g(1; A)A = e^A - I.$$  

In particular, if $A$ is invertible, then $g(1; A) = (e^A - I)A^{-1}$.

2 Main Results

2.1 Discrete-time affine dynamical systems

2.1.1 Case $c = 0$.

We will begin with the homogeneous linear dynamical system with $c = 0$. In this case, the discrete dynamical system reduces to

$$x_t = A^tx_0, \quad x_0 = b. \quad (19)$$

Given the observation locations $\Omega \subset [d]$, we show that the minimal $(S_{\Omega}, A, b)$-annihilating polynomial $q_{S_{\Omega},b}^A$ can be uniquely recovered from $\{S_{\Omega}(x_t) : t = 0, 1, \cdots, \}$ and the roots of $q_{S_{\Omega},b}^A$ are eigenvalues of $A$. Here by uniqueness, we mean that if $S_{\Omega}x_t = S_{\Omega}\tilde{x}_t$ for $t = 0, 1, \cdots$, where $\tilde{x}_t$ is the trajectory of the system (19) with a system matrix $\tilde{A}$ and an initial state $\tilde{b}$, then $q_{S_{\Omega},\tilde{b}}^\tilde{A} = q_{S_{\Omega},b}^A$.  

7
Proposition 1. Given partial observations of trajectory data determined by \( \Omega \subset [d] \)
\[
S_\Omega(x_t), t = 0, \cdots, 2r-1, r = r^A_{S_\Omega,b},
\]
we construct a Hankel matrix
\[
H := \begin{bmatrix}
S_\Omega b & \cdots & S_\Omega A^{r-1} b \\
\vdots & \ddots & \vdots \\
S_\Omega A^{r-1} b & \cdots & S_\Omega A^{2r-2} b
\end{bmatrix}.
\]
Then \( H \) is of full column rank and there exist a unique solution \( q = [q_1, \cdots, q_r]^T \in \mathbb{C}^r \) to the linear system
\[
H q = -h_{\Omega,r}, h_{\Omega,r} = \begin{bmatrix} S_\Omega A^r b \\
\vdots \\
S_\Omega A^{2r-1} b
\end{bmatrix}.
\]
We have that, \( q^A_{S_\Omega,b}(z) = z^r + \sum_{i=1}^{r} q_i z^{r-i} \). In addition, the roots of \( q^A_{S_\Omega,b}(z) \) are eigenvalues of \( A \).

Proof. Suppose that \( H q = -h_r \). Let the polynomial \( q(z) = z^r + \sum_{k=0}^{r-1} q_{k+1} z^k \). Then it follows that \( S_\Omega q(A) A^t b = 0, t = 0, \cdots, r-1 \).

By Lemma 3 in Appendix, the solution is unique and \( q = q^A_{S_\Omega,b}(z) \). It follows from the equation (57) in Lemma 3 (see Appendix), that the roots of \( q^A_{S_\Omega,b}(z) \) are eigenvalues of \( A \).

Proposition 1 in fact provides us with a Prony-type algorithm to reconstruct the annihilating polynomial \( q^A_{S_\Omega,b}(z) \) from data, by solving the Hankel-type equation (21). Then we find roots of \( q^A_{S_\Omega,b}(z) \) which are a part of eigenvalues of \( A \). However, a key question still not addressed is that which eigenvalues of \( A \) can be recovered. Our goal is to find the relationship between \( \Omega \) and recoverable eigenvalues. Such results are useful in the selection of \( \Omega \) to recover the target eigenvalues.

Theorem 1. Assume that the evolution matrix \( A \in \mathbb{C}^{d \times d} \) and its Jordan decomposition can be written as \( A = U J U^{-1} \) where \( J \) is a Jordan matrix as in (10). Let \( b \in \mathbb{C}^d \) be the initial state. Then the polynomial \( q^A_{S_\Omega,b}(z) \) can be uniquely determined from \( \{S_\Omega x_t : t = 0, 1, \cdots \} \). In addition, the following statements are equivalent: for \( s = 1, \cdots, n \),

1. \( \lambda_s \) is not a root of \( q^A_{S_\Omega,b}(z) \).
2. \( (U^{-1} b)_s \bot \mathcal{K}_\infty(\mathbb{N}^*_s, (U^* e_i)_s) \) for all \( i \in \Omega, \) where \( (U^{-1} b)_s = P(\lambda_s; J) U^{-1} b, \) \( (U^* e_i)_s = P(\lambda_s; J) U^* e_i \).
3. \( P^*(\lambda_s; A) e_i \bot \mathcal{K}_\infty(A, b) \) for all \( i \in \Omega, \) where \( P^*(\lambda_s; A) \) denotes the adjoint operator of \( P(\lambda_s; A) \).

Proof. The proof is based on Lemma 2-Lemma 4 in the Appendix.

- Claim 1: the polynomial \( q^A_{S_\Omega,b}(z) \) has \( \lambda_s \) as one of its roots if and only if \( \deg(q^A_{S_\Omega,b}(z)) := r^J_{S_\Omega U (U^{-1} b)_s} \geq 1 \).
On one hand, $q_{S\Omega}^d = q_{S\Omega}^d (U b U^{-1} b)$. On the other hand, by Lemma 3 we have $q_{S\Omega}^d (U b U^{-1} b) = \prod_{s=1}^{n} q_{S\Omega}^d (U b U^{-1} b)$, where $(U b U^{-1} b) = P(\lambda_s; J) U b$ and $q_{S\Omega}^d (U b U^{-1} b) (z) = (z - \lambda_s) j_{S\Omega}^d (U b U^{-1} b)$. Therefore Claim 1 is proved.

- **Claim 2:** $r_{S\Omega}^d (U b U^{-1} b) = 0$ if and only if

$$r_{S\Omega}^d (U b U^{-1} b) = 0, t = 0, 1, \cdots, r_{S\Omega}^d (U b U^{-1} b) - 1. \quad (22)$$

Note that $(U b U^{-1} b) \in E_s := P(\lambda_s; J)$ and therefore $J|_{E_s} = \lambda_s + N_s$. By the proof of Lemma 3, we have $q_{S\Omega}^d (U b U^{-1} b) |_{E_s} = N_s$, the equations in (22) are equivalent to

$$S\Omega U q_{S\Omega}^d (U b U^{-1} b) = 0, t = 0, 1, \cdots, r_{S\Omega}^d (U b U^{-1} b) - 1, \quad (23)$$

which can be further simplified as

$$S\Omega U N_s q_{S\Omega}^d (U b U^{-1} b) = 0, t = 0, 1, \cdots, r_{S\Omega}^d (U b U^{-1} b) - 1. \quad (24)$$

Representing each equation in (24) using the inner product, we obtain that, for $i \in \Omega$

$$\langle \tilde{u}_{s,i} \mid \mathcal{N}_s^t (U b U^{-1} b), t = 0, 1, \cdots, r_{S\Omega}^d (U b U^{-1} b) - 1 \rangle, \quad (25)$$

where $\tilde{u}_{s,i} = P(\lambda_s; J) U^* e_i$.

- **Claim 3:** the equations in (22) are equivalent to

$$\langle P^* (\lambda_s; J) A e_i, A b \rangle = 0, t = 0, 1, \cdots, \quad (P^* (\lambda_s; J) A e_i, A b).$$

Note that

$$\langle \tilde{u}_{s,i}, J_s (U b U^{-1} b) \rangle = \langle \lambda_s; J U^* e_i, J_s (U b U^{-1} b) \rangle
$$

$$= \langle e_i, U^* (\lambda_s; J) j_{S\Omega}^d (U b U^{-1} b) \rangle = \langle e_i, U P(\lambda_s; J) U b \rangle
$$

$$= \langle e_i, U P(\lambda_s; J) J U b \rangle = \langle e_i, U P(\lambda_s; J) U^{-1} U J U b \rangle
$$

$$= \langle e_i, P(\lambda_s; A) U b \rangle = \langle P^* (\lambda_s; J) A e_i, A b \rangle,$$

where we used the facts that $P(\lambda_s; J)^2 = 0$, $P(\lambda_s; J) J = J P(\lambda_s; J)$ and $P(\lambda_s; A) = U P(\lambda_s; J) U^{-1}$. Then the conclusion follows in a similar way as in the proof of Claim 2.
In Theorem 1 we view \( \Omega \) as a set of functionals \( \{e_i : i \in \Omega\} \) in the dual space. Part (2) characterizes the recoverability of the eigenvalue \( \lambda_s \) by checking the local orthogonality of the vector \((U^{-1}b)_s\) with the Krylov subspace generated by \( N_s^* \) and \( \{(U^*e_i)_s : i \in \Omega\} \). Part (3) provides an equivalent geometric characterization on the global Krylov subspace generated by the trajectory of the system and the projection of the vectors \( \{U^*e_i : i \in \Omega\} \) onto the invariant subspace \( E_s \). In this way, we find the interplay between \( A, b \) and \( \Omega \) that allows the recovery of the eigenvalue \( \lambda_s \).

Remark 1. Theorem 1 also holds for a diagonalizable matrix \( A \). Suppose that \( A = UDU^{-1} \) where \( D \) is a diagonal matrix as in (13). By setting \( N_s = 0 \), the part (2) in this case can be simplified as

\[
(U^{-1}b)_s \perp (U^*e_i)_s
\]

for all \( i \in \Omega \), where \((U^{-1}b)_s = P(\lambda_s; D)U^{-1}b_s \), and \((U^*e_i)_s = P(\lambda_s; D)U^*e_i \). This condition was proved in Theorem 3.7 in [6]. In particular, when \( P(\lambda_s; D) \) is a rank one projection, \( \lambda_s \) is recoverable if and only if \((U^{-1}b)_s(U^*e_i)_s \neq 0 \) for some \( i \in \Omega \), which was listed as a sufficient condition in Theorem 2.1 in [6] for \( \Omega = \{e_i\} \).

Universal constructions of \( \Omega \) From Theorem 1, we know that if \((U^{-1}b)_s = P(\lambda_s; J)U^{-1}b = 0 \), then \( \lambda_s \) can not be recovered no matter what choice of \( \Omega \) is. However, the set consisting of this kind of initial conditions is of measure zero. Let us consider a generic set of \( \mathbb{C}^d \) defined by \( \mathcal{S} = \{b \in \mathbb{C}^d : (U^{-1}b)_s \neq 0 \text{ for } s = 1, \cdots, n\} \). If the initial state \( b \) is sampled from a non-degenerate probability measure on \( \mathbb{C}^d \), then \( b \in \mathcal{S} \) almost surely. One may ask: how to choose \( \Omega \) such that all eigenvalues of \( A \) can be recovered from partial observations of a single trajectory starting from \( b_0 \in \mathcal{S} \). This question yields the following definition.

Definition 5 (Universal sampling set). A set \( \Omega \) is said to be universal for the system (19) if all eigenvalues of \( A \) can be recovered from the partial observation of the trajectory data \( S_{t \Omega^*x_0}^d \) for \( t = 0, 1, \cdots, 2rA \Delta t - 1 \) with \( x_0 = b \in \mathcal{S} \).

Based on Theorem 1, we derive various characterizations on universal sampling sets \( \Omega \) that can guide their constructions.

Theorem 2. Assume that the evolution matrix \( A \in \mathbb{C}^{d \times d} \) and its Jordan decomposition can be written as \( A = UJU^{-1} \) where \( J \) is a Jordan matrix as in (10). The following statements are equivalent

1. \( \Omega \) is universal for the system (19).

2. The set of vectors \( \{e_i, A^*e_i, \cdots, (A^*)^{r-1}e_i : i \in \Omega\} \) span \( \mathbb{C}^d \). In other words, \( \sum_{i \in \Omega} \mathcal{K}_\infty(A^*; e_i) = \mathbb{C}^d \).

3. The set of vectors \( \{P_sU^*e_i, i \in \Omega\} \) spans \( \text{Range}(P_s) \) for \( s = 1, \cdots, n \), where \( P_J = \{P_s : s = 1, \cdots, n\} \) is the penthouse family for \( J \) introduced in Definition 2, in other words, \( P_s \) is the orthogonal projection onto the span of cyclic vectors corresponding to the nilpotent block \( N_s^* \).

Proof. Note that \( A^* = (U^*)^{-1}J^*U^* \), we have that

\[
\sum_{i \in \Omega} \mathcal{K}_\infty(A^*; e_i) = \mathbb{C}^d \iff \sum_{i \in \Omega} \mathcal{K}_\infty(J^*; U^*e_i) = \mathbb{C}^d,
\]
which is also equivalent to

\[ \sum_{i \in \Omega} P(\lambda_i^s; J^*)K_\infty(J^*; U^*e_i) = E_s := \text{Range}(P(\lambda_i^s; J^*)), \quad s = 1, \ldots, n. \]

The first equivalence is due to the invertibility of \( U \) and the second equivalence is due to the facts that \( \sum_{s=1}^n P(\lambda_i^s; J^*) = I \) and the projections are mutual orthogonal.

The equivalence between (1) and (2) can then be proved using part (3) of Theorem 1. Note that

\[
\langle P^*(\lambda_i^s; A)e_i, A^t b \rangle = (P(\lambda_i^s; A^*)e_i, A^tb) = (P(\lambda_i^s; A^*)^t e_i, b) = (((U^*)^{-1}P(\lambda_i^s; J^*)U^*)^t((U^*)^{-1}J^*))^tU^*e_i, b) = (P(\lambda_i^s; J^*)^tU^*e_i, U^*U^{-1}b) = (P(\lambda_i^s; J^*)^tU^*e_i, P(\lambda_i^s; J^*)U^{-1}b),
\]

where we used the facts that \( P(\lambda_i^s; A^*) = P^*(\lambda_i^s; A) \), \( P(\lambda_i^s; A^*)A^* = A^*P(\lambda_i^s; A^*) \), and \( P(\lambda_i^s; J^*) = P(\lambda_i; J) \).

(2) \( \Rightarrow \) (1): for any \( b \in S \), and any \( s \in [n] \), we have that \( P(\lambda_i^s; J)U^{-1}b = P(\lambda_i^s; J^*)U^{-1}b \neq 0 \). From (26), we see that it is impossible to have

\[ \langle P^*(\lambda_i^s; A)e_i, A^t b \rangle = 0 \text{ for all } i \in \Omega, \]

since \( \sum_{i \in \Omega} P(\lambda_i^s; J^*)K_\infty(J^*; U^*e_i) = E_s \) and \( P(\lambda_i^s; J^*)U^{-1}b \) is a nonzero vector in \( E_s \). According to part (c) of Theorem 1, \( \lambda_i \) is a root of \( q^t_{E_S,b} \). Therefore, all eigenvalues of \( A \) can be recovered.

(1) \( \Rightarrow \) (2): if there exists a \( s \in [n] \), such that \( \sum_{i \in \Omega} P(\lambda_i^s; J^*)K_\infty(J^*; U^*e_i) \) is a proper subspace of \( E_s \). Let the nonzero vector \( f_s \in E_s \) be orthogonal to \( \sum_{i \in \Omega} P(\lambda_i^s; J^*)K_\infty(J^*; U^*e_i) \). Then for any \( b \in S \), the vector \( \tilde{b} = b - U P(\lambda_i; J) b + U f_s \in S \), and we have

\[ \langle P^*(\lambda_i^s; A)e_i, A^t \tilde{b} \rangle = 0 \text{ for all } i \in \Omega, \]

which yields a contradiction for the universality of \( \Omega \).

Now we prove the equivalence of (2) and (3). We use Theorem 6 in the appendix, which is a slight modification of the theorem 2.6 in [2].

Part (2) of Theorem 2 relates the universal construction of \( \Omega \) to the trajectory behaviour of a conjugate dynamical system to (19): consider trajectories starting with initial conditions \( \{e_i : i \in \Omega\} \), they should not belong to any proper subspace. Part (3) of Theorem 2 indicates that the universal construction only depends on the invertibility of certain submatrices of \( U \). It guides us to construct universal sampling set according to the spectral structure of \( A \). For simplicity, we present an example for a diagonalizable matrix.

If \( A = UDU^{-1} \) where \( D \) is a diagonal matrix as in (13), then the part (3) can be simplified as \( \{P(\lambda_i; D)U^*e_i, i \in \Omega\} \) spans \( \text{Range}(P(\lambda_i; D)) = E_s \). That is to say, the submatrix of \( U^* \) formed by selecting column indices according to \( \Omega \) and row indices according to \( E_s \) needs to have full row rank. If we know \( \dim(E_s) \equiv 1 \) for \( s = 1, \ldots, d \), then it suffices to finding a column of \( U^* \) which is nonzero everywhere. This example can be immediate to generalize to the Jordan case where there is only one cyclic vector for each nilpotent block. Below, we present a more complicated example.
Example 2.1. [Diffusion process over circulant graphs.] In this system, the dynamics is generated by a circulant matrix $A$. It is well-known that $A$ admits the spectral decomposition $A = UDU^{-1}$, where $U$ is the discrete Fourier matrix and $D$ is a diagonal matrix, with eigenvalues $\lambda_1, \ldots, \lambda_n$. Note that in this case, $D$ is similar to the standard diagonal form in $[13]$ up to a permutation of the diagonal entries. Let $E_s := \text{Range}(P(\lambda_s; D))$ and $s_{\text{max}} := \max_{s=1,\ldots,n} \dim(E_s)$. Let us choose $\Omega = \{1, \cdots, s_{\text{max}}\}$, and denote by $(U^*)_{\Omega}$ the submatrix of $U^*$ formed by choosing columns according to $\Omega$. Then the matrix $(U^*)_{\Omega}$ satisfies the full spark property: any $s_{\text{max}}$ rows of $(U^*)_{\Omega}$ will form a Vandermonde matrix with distinct nodes, and therefore is invertible. As a result, $\{P(\lambda_s; D)U^*e_i, i \in \Omega\}$ spans $E_s$ for $s = 1, \cdots, n$ and $\Omega$ is a universal construction.

Example 2.1 reveals a connection of universal sampling sets with full-spark submatrices of $U^*$, and the latter problem has been extensively studied in the field of compressed sensing. For discrete Fourier matrix, Chebotarëv showed that every square submatrix of the discrete Fourier matrices is invertible if the dimension $d$ is prime $[45]$. In this case, an arbitrary set $\Omega \subset [d]$ with $|\Omega| = s_{\text{max}}$ is universal. In general, the deterministic construction is very difficult. As is done in compressed sensing, one can look for the random constructions of $\Omega$ at uniform such that any $s_{\text{max}}$ rows of $(U^*)_{\Omega}$ satisfies the restricted isometry property. It is shown that the cardinality of $\Omega$ which will be slightly more than $s_{\text{max}}$, with proportional factor mainly depending on the coherence of the columns $U^*$, a quantity measuring the dependence. We refer the readers $[15, 47]$ for more details.

2.1.2 Case $c \neq 0$.

In this subsection, we deal with the affine systems with $c \neq 0$. Inspired by the idea in $[21]$, we show that the affine systems can be transformed to a homogeneous system by a linear transformation. In this way, we are able to extend the previous results to the affine systems. For the sake of the conciseness, we only state the generalization of Theorem 1. Other results in section 2.1.1 can be derived similarly.

Now let us consider the affine system:

$$x_{t+1} = Ax_t + c, x_0 = b, t = 0, 1, \cdots,$$

Using the solution formula (16), we have $x_{t+1} - x_t = A^t((A - I)b + c)$. Now we denote $y_t = x_{t+1} - x_t$, then we have

$$y_t = A^t y_0, t = 0, 1, 2, \cdots$$

(27)

$$y_0 = (A - I)b + c;$$

(28)

Now we apply Theorem 1 to the homogeneous system (27), we obtain the following theorem:

Theorem 3. Assume that the evolution matrix $A \in \mathbb{C}^{d \times d}$ and its Jordan decomposition can be written as $A = UJU^{-1}$ where $J$ is a Jordan matrix as in (10). Let $b \in \mathbb{C}^d$ be the initial state and $c$ be the force term of the system. Define the vector $w = (A - I)b + c$. Then the polynomial $q_{S_{\Omega}, w}^A$ can be uniquely determined from $\{S_{\Omega}x_t : t = 0, 1, \cdots\}$. In addition, the following statements are equivalent: for each $s \in [n]$

(1) $\lambda_s$ is not a root of $q_{S_{\Omega}, w}^A$.

(2) $w_s \perp K_\infty(N^*_s, \hat{u}_{s,i})$ for all $i \in \Omega$ where $w_s = P(\lambda_s; J)U^{-1}w$, $\hat{u}_{s,i} = P(\lambda_s; J)U^*e_i$.

(3) $P^*(\lambda_s; A)e_i \perp K_\infty(A; w)$ for all $i \in \Omega$. 
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Now we compare Theorem 3 with Theorem 1. The only difference is to replace the vector $b$ in Theorem 1 with $w$. Note that $w = (A - I)b + c$, so the nonzero external vector $c$ change the geometry of vectors and Krylov spaces. As a result, for $\Omega \subset [d]$, $\lambda_s$ could be recovered in the affine system but may not in its homogeneous counterpart. In particular, when $A$ is the identity matrix, the initial condition $b$ plays no role in determining the recoverability of the eigenvalues in affine systems. This can also be seen from the solutions to the systems: the initial condition $b$ just add a simple translation on the solutions. However, universal sampling sets for both affine systems and its homogeneous counterpart are the same, since it only depends on the spectral matrix $U$ by Theorem 2.

2.2 Extension to continuous-time affine dynamical systems

In this section, we consider the continuous-time systems:

$$\dot{x}(t) = Ax(t) + c, t \geq 0$$
$$x(0) = b;$$

Suppose that observation time instances are uniform, without loss of generality, say at $t = 0, 1, 2, \cdots$, we define $B = e^A$, and introduce $y_t = x_{t+1}^{\text{cont}} - x_t^{\text{cont}}$, then we have

$$y_t = B^ty_0$$
$$y_0 = (B - I)b + g(1; A)c,$$

where we used the properties

$$g(t; A) = tg(1; tA),$$
$$tg(1; (t+1)A) - tg(1; tA) = e^{tA}g(1; tA).$$

Therefore, we can apply the results of discrete-time systems to system (29) generated by the evolution matrix $B$. In general, the mapping $A \rightarrow e^A$ does not preserve the Jordan decomposition of $A$ except for the case when $A$ is similar to a diagonal matrix. For easy presentation, we state the result for diagonalizable case.

**Theorem 4.** Assume that the evolution matrix $A = U D U^{-1}$ where $D$ is a diagonal matrix. Let $b \in \mathbb{C}^d$ be the initial state and $c$ be force term of the system. Define the matrix $B = e^A$ and the vector $w = (B - I)b + g(1; A)c$. Then the polynomial $q_{\Omega, w}^B$ can be uniquely determined from $\{S_{\Omega, t}^{\text{cont}} : t = 0, 1, \cdots \}$. In addition, the following statements are equivalent: for each $s \in [n]$

(a) $e^{\lambda_s}$ is **not** a root of $q_{\Omega, w}^B$.

(b) $w_s \perp \text{span}\{\hat{u}_{s,i}, i \in \Omega\}$, where the vector

$$w_s = \begin{cases} P(\lambda_s; D)U^{-1}(b + \frac{1}{\lambda_s}c), & \text{if } \lambda_s \neq 0 \\ P(\lambda_s; D)U^{-1}c, & \text{otherwise}. \end{cases}$$

and the vector $\hat{u}_{s,i} = P(\lambda_s; D)U^*e_i$.

(c) $P^*(\lambda_s; B)e_i \perp K_{\infty}(B; w)$ for all $i \in \Omega$.

Furthermore, if $A$ has a real eigenvalue $\lambda$, then one can recover $\lambda$ from $e^{\lambda}$. However, this is not true for complex eigenvalues, since $e^z$ is not a injective mapping on the complex domain $\mathbb{C}$. 
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3 Numerical Algorithms

In this section, we propose various algorithms to recover the eigenvalues of $A$ from data. Recall that Proposition 1 in fact provides us with a Prony-type algorithm to reconstruct the annihilating polynomial $q_{S_{\Omega},b}^A$. The original Prony method was proposed centuries ago to recover a vector with an $s$-sparse Fourier transform from $2s$ of its consecutive components. In recent years, the Prony method has been widely applied to different inverse problems including the approximation of Green functions in fluid dynamics [11], the inverse scattering problem [24], the parameter estimation in signal processing [13]. The renaissance of Prony method originates from its stabilized variants, such as the ESPRIT method [40], the matrix pencil method [27], or the parameter estimation in signal processing [13]. The renaissance of Prony method originates from its stabilized variants, such as the ESPRIT method [40], the matrix pencil method [27], or the parameter estimation in signal processing [13].

Determining the number of $\Omega$-recoverable eigenvalues. In applications, the degree $r$ of the annihilator $q_{S_{\Omega},b}^A$ is sometimes not known as a priori. The information of $r$ is crucial in applying the Prony-typed method proposed in Proposition 1.

Algorithm 1. Determining the number of $\Omega$-recoverable eigenvalues.

Input: $M \in \mathbb{N}$ s.t. $M > 3d$, observed samples $\{S_{\Omega}A^tb, t = 0, \ldots , M - 1\}$.

Step 1. Construct Hankel like matrix. Construct $H_{\Omega,M-L,L+1}$ from (33) and compute its singular values in descending order by taking SVD as $H_{\Omega,M-L,L+1} = U_{\Omega,M-L,L+1}W_{\Omega,M-L,L+1}^*$. 

Step 2. Determine the numerical rank. We have different methods to determine the numerical rank including: (i) Count the maximum number of singular values $r_1$ such that $\sigma_i \in \mathbb{R}, i = 1, 2, \ldots , r$ are greater than a given positive threshold $\epsilon$. (ii) Compute the quotient of singular values as $q_r = \frac{\sigma_r}{\sigma_{r+1}}$ and find the maximum quotient index $r_2 = \max_r q_r$. (iii) Reorder the quotient $q_r$ in descending order as $q_r, find the maximum gap $\hat{q}_r - \hat{q}_{r+1}$, and determine the original order of $\hat{q}_r$ in quotients $\{q_r\}$ as $r_3$.

Output: The number of recoverable eigenvalues $r_1, r_2, r_3$ produced by three criterions.

We can estimate $r$ by calculating the numerical rank of the Hankel matrix $H_{\Omega,M-L,L+1}$, given sufficient large $L$ and $M$. For example, $L = d$ and $M \geq 2d$. We then compute the SVD (Singular Value Decomposition) of $H_{\Omega,M-L,L+1}$ and find $r$ as the number of singular values being larger.
than a threshold \( c \), which could be a fixed constant or the largest spectral gap among singular values, see Algorithm 1 for more details.

In the following subsections, we will further investigate the data structure of the Hankel-like matrix \( H_{\Omega,M-L,L+1} \) and present various algorithms based on the ideas from classical Prony, matrix pencil method and ESPRIT estimation method. The latter two classical methods are well known for their better numerical stability than the original Prony method.

### 3.1 The Prony LS and TLS Algorithm

The Prony-type method contained in the proof of Proposition 1 is summarized as follows.

**Algorithm 2. Prony LS and TLS Method.**

**Input:** \( M \in \mathbb{N} \) s.t. \( M > 3d \), observed samples \( \{ S_{\Omega}A^t b, t = 0, \cdots, M - 1 \} \) and the number of recoverable eigenvalues \( r \).

1. **Step 1. Construct and solve Hankel-like matrix equation.** Construct \( H_{\Omega,M-r,r+1} \) from (33) and compute its SVD as \( H_{\Omega,M-r,r+1} = U_{\Omega,M-r,r+1}D_{\Omega,M-r,r+1}V_{\Omega,r+1}^* \). Construct the linear equation in [21]: \( H_{\Omega,M-r,r}(0)\tilde{q} = -h_{\Omega,r} \) from (33) and \( (34) \) and compute its Least Square solution and Total Least Square solution \( \tilde{q} = (q_0, q_1, \ldots, q_{r-1}) \) as

\[
\tilde{q}^{LS} = -H_{\Omega,M-r,r}(0)^+h_{\Omega,r+1},
\tilde{q}^{TLS} = W_{\Omega,r+1}(1: r, r + 1)/W_{\Omega,r+1}(r + 1, r + 1).
\]

2. **Step 2. Find the roots of the polynomial.** Compute all zeros \( z_j^{LS}, z_j^{TLS} \in \mathbb{C}, j = 1, 2, \ldots, r \) of \( q(z) = \sum_{k=0}^{r-1} q_k z^k + z^r \) with \( \tilde{q}^{LS} \) and \( \tilde{q}^{TLS} \), respectively.

**Output:** \( \{ z_j^{LS} \in \mathbb{C}, j = 1, 2, \ldots, r \} \) and \( \{ z_j^{TLS} \in \mathbb{C}, j = 1, 2, \ldots, r \} \).

### 3.2 Generalized Matrix Pencil Method

In this section, we show that one can generalize the idea of Matrix pencil to recover the eigenvalues of \( A \). We first present a decomposition of Hankel matrices \( H_{\Omega,M-L,L}(t), t = 0, 1 \) for the case when \( \Omega \) has a single point.

**Lemma 1.** Let \( \Omega = \{ i \} \subset [d] \). Denote by \( r = r_{S_0,b}^d \) and \( r_s = r_{S_0,b}^d \) for \( s = 1, \ldots, n \). Then the rectangular Hankel matrices can be factorized in the following form for \( t = 0, 1 \):

\[
H_{M-L,L}(t) = V_{r,M-L}^T \hat{\Lambda} J^t V_{r,L}
\]

where

\[
V_{r,L} := \begin{bmatrix}
V_{r_1,L} \\
V_{r_2,L} \\
\vdots \\
V_{r_n,L}
\end{bmatrix},
V_{r,L} = \begin{bmatrix}
C_0^0 & C_0^1 & \cdots & C_0^{r_s-1} & 0 & 0 & \cdots & 0 \\
0 & C_1^1 & \cdots & C_1^{r_s-1} & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_{r_s-1}^0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\in \mathbb{C}^{r_s \times L},
\]

and a \( r \)-by-\( r \) matrix \( \Lambda \):

\[
\Lambda := \begin{bmatrix}
\Lambda_1 & 0 & \cdots & 0 \\
0 & \Lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Lambda_n
\end{bmatrix},
\Lambda_s = \begin{bmatrix}
\langle (U^{1-b})_s, (U^e_i)_s \rangle & \cdots & \langle N_s^{r_s-1}(U^{1-b})_s, (U^e_i)_s \rangle \\
\langle N_s(U^{1-b})_s, (U^e_i)_s \rangle & \cdots & 0 \\
\vdots & \ddots & \vdots \\
\langle N_s^{r_s-1}(U^{1-b})_s, (U^e_i)_s \rangle & \cdots & 0
\end{bmatrix}
\in \mathbb{C}^{r_s \times r_s},
\]
and a Jordan matrix $\hat{J}$:

$$\hat{J} := \begin{bmatrix}
\lambda_1 + \hat{N}_1 & 0 & \cdots & 0 \\
0 & \lambda_2 + \hat{N}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_n + \hat{N}_n
\end{bmatrix}, \hat{N}_s = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix} \in \mathbb{C}^{r_s \times r_s}.
$$

**Proof.** We prove this lemma by the matrices in (33) are entrywise identical. The $(m, l)$ th entry of the Hankel matrix $H_{\Omega,M-L,L}(0)$ is given by

$$\langle A^{m+l-2}b, e_i \rangle = \langle J^{m+l-2}(U^{-1}b), (U^*e_i)s \rangle = \sum_{s=1}^{n} \sum_{k_s=0}^{r_s-1} \binom{m+l-2}{k_s} \lambda_s^{m+l-2-k_s} \langle N_s^b(U^{-1}b), (U^*e_i)s \rangle.$$

Then by using the identity

$$\binom{m+l-2}{k_s} = \sum_{i=0}^{k_s} \binom{m-1}{i} \binom{l-1}{k_s-i},$$

and comparing the coefficients for $\langle N_s^b(U^{-1}b), (U^*e_i)s \rangle$ for $i = 0, \ldots, r_s - 1$, one can show that it is the same with the $(m, l)$ th entry of the matrix $V_{r,M-L,L}^A \Lambda V_{r,L}$. Similarly, we can prove for the Hankel matrix $H_{\Omega,M-L,L}(1)$.

Recall that the superscripts "*" and "+" will denote the conjugate transpose and the psuedoinverse. The following lemma provides a theoretical foundation for the Generalized Matrix Pencil method.

**Proposition 2.** Let $\Omega = \{i\} \subset [d]$. Denote by $r = r_{S_1,b}^A$ and $r_s = r_{S_0,b_s}^A$ for $s = 1, \ldots, n$. Without loss of generality, assume that $r_s \geq 1$. Let $M, L$ be two positive integers such that $r \leq L \leq M - r$. The solutions to the generalized singular eigenvalue problem:

$$(z H_{M-L,L}(0) - H_{M-L,L}(1))v = 0 \quad (36)$$

subject to $b \in \text{Col}(H^*_{\Omega,M-L,L}(0))$, denoting the column space of $H^*_{\Omega,M-L,L}(0)$, are

$$z_s = \lambda_s$$

$$v = \text{the } r_1 + \cdots + r_s \text{th column of } V_{r,L}^+$$

for $s = 1, \ldots, n$.

**Proof.** Using the factorization (33), we re-write the equation (36) as

$$V_{r, M-L}^T \Lambda (z - \hat{J}) V_{r,L}v = 0.$$

Since the matrix $V_{r,L}$ has linearly independent rows, every $x$ in $\text{Col}(H^*_{\Omega,M-L,L}(0))$ can be represented as $v = V_{r,L}^+ c$ for some vector $c \in \mathbb{C}^r$ due to the property of psuedo-inverse. We also note that the matrix $V_{r,M-L}^T$ has linearly independent columns, and the matrix $\Lambda$ is invertible (by Proposition 1). Therefore, it suffices to solving

$$(z - \hat{J})c = 0.$$

We then know the possible values for $z$ such that the linear equations have nonzero solution are $\lambda_1, \ldots, \lambda_n$. The conclusion follows by solving the corresponding linear system of equations. □
The general case. Let $\Omega = \{i_1, \ldots, i_k\} \subset [d]$, and assume that $r_s = r_{S_{i_1,\ldots,i_k}} \geq 1$ for $s = 1, \ldots, n$. By appropriate permutations of rows, the Hankel-like matrix $H_{\Omega,M-L,L+1}$ defined in (33) can be transformed as

$$
\tilde{H}_{\Omega,M-L,L+1} := \begin{bmatrix}
H_{\{i_1\},M-L,L+1} \\
\vdots \\
H_{\{i_k\},M-L,L+1}
\end{bmatrix}.
$$

Then each Hankel matrix $H_{\{i_j\},M-L,L+1}$ can be still factorized in the form of (35)

$$
H_{\{i_j\},M-L,L}(t) = V_{r,M-L}^T A_{\{i_j\}} \tilde{j}^t V_{r,L}, t = 0, 1.
$$

In particular, if $r_{s_{i_1,i_2},bs} = 0$, then the corresponding $\Lambda_{\{i\}}$ in (1) will be a $r_s \times r_s$ zero matrix.

The solutions to the generalized singular eigenvalue problem:

$$
(z H_{\Omega,M-L,L}(0) - H_{\Omega,M-L,L}(1))v = 0
$$

subject to $x \in \text{Col}(H^*_{\Omega,M-L,L}(0))$, denoting the column space of $H^*_{\Omega,M-L,L}(0)$ are the same with the problem

$$
(z \tilde{H}_{\Omega,M-L,L}(0) - \tilde{H}_{\Omega,M-L,L}(1))\tilde{v} = 0
$$

subject to $\tilde{v} \in \text{Col}(\tilde{H}_{\Omega,M-L,L}(0)))$, in the sense that $\tilde{v}$ is a permutation of $v$. Due to the factorization (35) and that $r_s = \max_{j=1,\ldots,k} r_{s_{i_1,i_2},bs}$, we have that $\text{Col}(\tilde{H}_{\Omega,M-L,L}^*(0)) = \text{Range}(V_{r,L}^+)$. Therefore the solution to (40) is equivalent to

$$
\Lambda_{\{i\}}(z - \hat{j})\tilde{c} = 0, j = 1, \ldots, k.
$$

Since for each $s = 1, \ldots, n$, there is at least one $\Lambda_{\{i\}}$ in (1) is invertible, therefore the values of $z$ to solve (41) with nonzero $\tilde{c}$ are $\lambda_1, \ldots, \lambda_n$. We therefore obtain the following conclusion:

**Theorem 5.** Let $\Omega \subset [d]$, and denote $r := r_{\Omega}$. Let $M, L$ be two positive integers such that $r \leq L \leq M - r$. The $L \times L$ matrix $H^*_{\Omega,M-L,L}(0)H_{\Omega,M-L,L}(1)$ has the same eigenvalues with roots of $q_{\Omega}^A$ and $L - r$ zeros as eigenvalues.

**Proof.** Left multiplying (39) by $H_{\Omega,M-L,L}$, we have

$$
H_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(0)H_{\Omega,M-L,L}(0)x = zH_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(0)x.
$$

By property of the pseudoinverse, $H_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(0)$ is the orthogonal projection onto $\text{Col}(H_{\Omega,M-L,L}^*(0))$. Since $x \in \text{Col}(H_{\Omega,M-L,L}(0))$, it is easy to see that $\lambda_1, \ldots, \lambda_n$ are $n$ eigenvalues of $H_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(1)$. Since the rank of $H_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(1)$ is $r \leq L$, $H_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(1)$ has $L - r_{S_{i_1,i_2},bs}$ zero eigenvalues.

It is evident that one advantage of the matrix pencil method is the fact that there is no need to compute the coefficients of the minimal annihilating polynomial $q_{\Omega}^A$. In this way, we need only solve a standard eigenvalue problem of a square matrix $H_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(1)$. In order to compute $H_{\Omega,M-L,L}^*(0)H_{\Omega,M-L,L}(1)$. Inspired by the idea of Algorithm 5 in [28], we can employ the Singular Value Decomposition (SVD) based Matrix Pencil Method for Hankel-like matrices.
Proposition 3. In addition to the conditions of Theorem 3, given the SVD of the Hankel-like matrix, 

\[ H_{\Omega,M-L,L+1} = U_{\Omega,M-L} \Sigma_{\Omega,M-L,L+1} W_{\Omega,L+1}^T. \]

then 

\[ H_{\Omega,M-L,L}^+ H_{\Omega,M-L,L}(1) = (W_{\Omega,L+1}^+(1 : r, 1 : L))^+ (W_{\Omega,L+1}^+(1 : r, 2 : L + 1)). \]

We now summarize the Generalized Matrix Pencil Method as below.

Algorithm 3. Matrix Pencil Method

**Input:** \( M \in \mathbb{N} \) s.t. \( M > 3d \), observed samples \( \{ S_{\Omega} A^i b, t = 0, \cdots, M - 1 \} \) and the number of recoverable eigenvalues \( r \).

**Step 1. Construct and Solve Hankel-like Matrix Equation.** Construct the matrix equation in as \( H_{\Omega,M-L,L}(0) C = H_{\Omega,M-L,L}(1) \) from Equations (33) and (34) and compute SVD of augmented matrix \( [H_{\Omega,M-L,L}(0) \ H_{\Omega,M-L,L}(1)] = U_{\Omega,M-L}^T \Sigma_{\Omega,M-L} W_{\Omega,L} \) and compute its least square solution, total least square solution and SVD-based solution by

\[
C_{LS} = (H_{\Omega,M-L,L}(0))^+ H_{\Omega,M-L,L}(1), \\
C_{TLS} = (W_{\Omega,L+1}(1 : L, 1 : 2L))^+ W_{\Omega,L+1}(L+1 : 2L, L+1 : 2L), \\
C_{SVD} = (W_{\Omega,L+1}^+(1 : r, 1 : L))^+ W_{\Omega,L+1}^+(1 : r, 2 : L + 1). 
\]

**Step 2. Find the Eigenvalues of Companion Matrix.** Compute all eigenvalues \( \lambda_j^{LS}, \lambda_j^{TLS}, \lambda_j^{SVD} \in \mathbb{C}, j = 1, 2, \ldots, L \) of the companion matrix \( C_{LS}, C_{TLS}, C_{SVD} \) respectively.

**Step 3. Remove redundant zeros.** Remove the eigenvalues with sufficiently small norm, i.e., \( \| \lambda_j \| \leq \eta \) for a small positive number \( \eta \in \mathbb{R}^+ \).

**Output:** \( \{ z_j^{LS} \in \mathbb{C}, j = 1, 2, \ldots, L \mid \| \lambda_j^{LS} \| \geq \eta \}, \{ z_j^{TLS} \in \mathbb{C}, j = 1, 2, \ldots, L \mid \| \lambda_j^{TLS} \| \geq \eta \}, \{ z_j^{SVD} \in \mathbb{C}, j = 1, 2, \ldots, L \mid \| \lambda_j^{SVD} \| \geq \eta \}. \)

### 3.3 Generalized ESPRIT Method

The original ESPRIT Method relies on a particular property of Vandermonde matrices known as rotational invariance [40]. By the factorization [55], and the permutation argument in (37), we have seen that the Hankel-like data matrix \( H_{\Omega,M-L,L+1} \) is rank-deficient and that its range space, spanned by columns of \( V_{\Omega,r,M-L}^T \), satisfies a generalized rotation invariance property:

\[ V_{\Omega,r,M-L}(2 : M-L,:) = V_{\Omega,r,M-L}(1 : M-L-1,:) \tilde{J}^T, \quad (43) \]

where the matrix \( V_{\Omega,r,M-L} \) and the Jordan matrix \( \tilde{J} \) is defined in [35]. Hence, we can generalize the ESPRIT algorithm based on SVD for estimating the eigenvalues of \( \tilde{J} \) in our setting. We summarize this method below:

Algorithm 4. ESPRIT Method

**Input:** \( M \in \mathbb{N} \) s.t. \( M > 3d \), observed samples \( \{ S_{\Omega} A^i b, t = 0, \cdots, M - 1 \} \) and the number of recoverable eigenvalues \( r \).

**Step 1. Construct and Solve Matrix Equation.** Construct the generalized rotation invariance matrix equation as in (43) and compute its solution by

\[ \tilde{J} = (U_{\Omega,M-L}(1 : M-L-1, 1 : r))^+ U_{\Omega,M-L}(2 : M-L, 1 : r). \]

**Step 2. Find the Eigenvalues of Matrix.** Compute all eigenvalues \( \lambda_j^{ES} \in \mathbb{C}, j = 1, 2, \ldots, r \) of matrix \( \tilde{J} \).

**Output:** \( \{ \lambda_j^{ES} \in \mathbb{C}, j = 1, 2, \ldots, r \}. \)
4 Empirical evaluations

In this section, we examine and compare the performance of Algorithm 1-4 on estimating spectrum of various affine systems (see Section 3). Our focus is the noise-free data and consider the system matrix $A$ whose operator norm is no greater than 1. Denote by $r$ the number of recoverable eigenvalues, and we let $\Lambda = \{\lambda_1, \cdots, \lambda_r\}$ be $\Omega$-recoverable eigenvalue set, and $\hat{\Lambda} = \{\hat{\lambda}_1, \cdots, \hat{\lambda}_r\}$ be the eigenvalue set obtained by our numerical algorithms. The performance of the algorithms is measured by the root mean squared error (RMSE) and the infinity norm error (INE) defined as

$$
\text{RMSE}(\Omega, M, \sigma) = \sqrt{\frac{1}{r} \sum_{i=1}^{r} (\lambda_i - \hat{\lambda}_i)^2},
$$

$$
\text{RINF}(\Omega, M, \sigma) = \max_{i=1,\cdots,r} |\lambda_i - \hat{\lambda}_i|.
$$

In each example, we obtain the observational trajectory data of the form $\{S_{\Omega}x_t : t = 0, 1, \cdots, M - 1\}$, where $\Omega \subset [d]$. In numerical experiments, we get an estimation $\hat{r}$ of the number of recoverable eigenvalues using Algorithm [4] and then use the Hausdorff distance to match the recoverable eigenvalues with the exact ones as

$$
\lambda_i = \arg\min_{\lambda \in \hat{\Lambda}} (\lambda - \hat{\lambda}_i), \text{for } \lambda_i \in \hat{\Lambda}.
$$

The results and details are listed below.

**Example 1. Discrete Affine System.** Recall that a discrete state-time affine system is given by

$$
x_{t+1} = Ax_t + c.
$$

We consider a system of dimension 8. Denote by $J = \text{diag}(0.3I_3 + \hat{N}_3, 0.5I_2 + \hat{N}_2, 0.6, -0.2I_2)$, and $U = \text{diag}(I_3, \text{toeplitz}([1, 0, 0], [1, 1, 1]), \text{hankel}([1, 2], [2, 1]))$, where $I_s$ denotes the $s \times s$ identity matrix, and $\hat{N}_s$ denotes $s \times s$ nilpotent matrix with one cyclic block as in Lemma [3]. We have that $A = UJU^{-1}$ with the initial condition $x_0 = [8, 7, \cdots, 1]^T$ and $c = [1, 1, \cdots, 1]^T$. To illustrate the reconstruction flows, we first depict the observations of the discrete affine system for the choice of $\Omega = \{1, 2, 4, 7\}$ in Figure [1] (left). Note that by introducing $y_t = x_t + (A - I_8)^{-1}c$, the discrete affine system is reduced to the linear dynamical system. We can then apply Algorithm [4] to construct Hankel-type matrix $H_{\Omega, M-L, L}$ and compute its quotients of singular values $\sigma_i/\sigma_{i+1}$ for $i = 1, 2, \cdots, 8$ as shown in Figure [1] (right). In this case, 6 eigenvalues are $\Omega$-recoverable, matching the analytical results in Theorem [1]. To further compare the performance of various algorithms and investigate the impact of $\Omega, M$, we conduct the reconstruction with various choices of $\Omega$ and $M$ as shown below in Table 1 and 2.

| $\Omega$ | $M$ | $r$ | Prony | Matrix Pencil | Matrix Pencil SVD | ESPRIT |
|---------|-----|-----|-------|--------------|-------------------|---------|
|         |     |     | RMSE  | INE          | RMSE             | INE     |
| (1)     | 24  | 1   | 3.9 - 10^{-5} | 1.1 - 10^{-9} | 3.9 - 10^{-10} | 1.1 - 10^{-9} |
| (1, 4)  | 24  | 4   | 4.3 - 10^{-5} | 8.9 - 10^{-5} | 1.2 - 10^{-2}  | 1.2 - 10^{-2} |
| (1, 4, 7)| 24  | 5   | 6.0 - 10^{-8} | 1.2 - 10^{-5} | 4.0 - 10^{-8}  | 4.0 - 10^{-8} |
| (1, 2, 4, 7)| 24  | 6   | 5.5 - 10^{-8} | 9.9 - 10^{-8} | 1.5 - 10^{-8}  | 1.5 - 10^{-8} |
|         |     |     | RMSE  | INE          | RMSE             | INE     |
| (1)     | 24  | 1   | 2.0 - 10^{-1} | 5.6 - 10^{-1} | 2.0 - 10^{-1}  | 5.6 - 10^{-1} |
| (1, 4)  | 24  | 4   | 3.4 - 10^{-8} | 8.7 - 10^{-8} | 1.7 - 10^{-8}  | 1.7 - 10^{-8} |
| (1, 4, 7)| 24  | 5   | 3.3 - 10^{-8} | 6.5 - 10^{-8} | 4.8 - 10^{-8}  | 4.8 - 10^{-8} |
| (1, 2, 4, 7)| 24  | 6   | 5.7 - 10^{-8} | 9.5 - 10^{-8} | 4.8 - 10^{-8}  | 4.8 - 10^{-8} |

Table 1: Example 1. Numerical rank and errors for various algorithms and choices of $\Omega$. 
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Figure 1: Example 1. (Left) State-time plot of observations of the trajectory with $\Omega = \{1, 2, 4, 7\}$. (Right) Spectrum quotient of Hankel-type matrix for the choice of $\Omega = \{1, 2, 4, 7\}$.

### Table 2: Example 1. Errors for various algorithms and choices of $M$.

| $\Omega$          | $M$ | $r$ | $t$ | Prony RMSE | INE | Matrix Pencil LS RMSE | INE | Matrix Pencil SVD RMSE | INE | ESPRIT RMSE | INE |
|-------------------|-----|-----|-----|------------|-----|----------------------|-----|------------------------|-----|-------------|-----|
| $\{1, 2, 4, 7\}$  | 24  | 6   | 6   | $5.5 \times 10^{-1}$ | $9.2 \times 10^{-1}$ | $1.5 \times 10^{-1}$ | $2.9 \times 10^{-1}$ | $5.7 \times 10^{-1}$ | $9.5 \times 10^{-1}$ | $4.8 \times 10^{-1}$ | $9.7 \times 10^{-1}$ |
| $\{1, 2, 4, 7\}$  | 32  | 6   | 6   | $8.7 \times 10^{-1}$ | $1.5 \times 10^{-1}$ | $9.1 \times 10^{-1}$ | $1.7 \times 10^{-1}$ | $6.2 \times 10^{-1}$ | $1.2 \times 10^{-1}$ | $4.3 \times 10^{-1}$ | $8.7 \times 10^{-1}$ |
| $\{1, 2, 4, 7\}$  | 40  | 6   | 6   | $1.1 \times 10^{-1}$ | $2.2 \times 10^{-1}$ | $7.6 \times 10^{-1}$ | $1.5 \times 10^{-1}$ | $1.3 \times 10^{-1}$ | $2.5 \times 10^{-1}$ | $8.7 \times 10^{-1}$ | $1.7 \times 10^{-1}$ |
| $\{1, 2, 4, 7\}$  | 48  | 6   | 6   | $1.1 \times 10^{-1}$ | $2.2 \times 10^{-1}$ | $8.3 \times 10^{-1}$ | $1.8 \times 10^{-1}$ | $1.1 \times 10^{-1}$ | $2.1 \times 10^{-1}$ | $8.3 \times 10^{-1}$ | $1.6 \times 10^{-1}$ |

**Dynamical processes on graphs.** Graph learning arises in a wide range of applications. We consider a weighted graph $G = (V, E, W)$ in which $V = \{v_1, \cdots, v_d\}$ is set of $d$ vertices and $E \subset V \times V$ is a set of edges. The weighted adjacent matrix $W$ is defined as

$$W(i, j) \triangleq \begin{cases} \alpha_{ij} & \text{if the directed pair } (v_i, v_j) \in E \\ 0 & \text{otherwise} \end{cases} \quad \forall i, j \in V. \quad (47)$$

The degree $\deg(v_i)$ of a vertex $v_i \in V$ is defined as $\deg(v_i) = \sum_{j=1}^{n} W(i,j)$. In the following, we introduce important operators associated with the graph $G$.

**Definition 6.** The normalized diffusion operator of a graph $G$ with the weighted adjacent matrix $W \in \mathbb{R}^{d \times d}$ is defined by $A \triangleq (D^{-1})^{\frac{1}{2}} W (D^{-1})^{\frac{1}{2}}$, where $D := \text{diag}(\deg(v_i))_{v_i \in V}$ and $D^{-1}$ denote its psedoinverse. The normalized graph Laplacian operator is $L = I - A$. The random walk transition matrix $P$ is defined by $D^{-1} W$.

Note that if the vertex $v_i$ in a graph is isolated, then the degree matrix $D(i, i) = 0$. In this case, we use pseduo-inverse of $D$ to calculate the transition matrix $P$ and set $P(i, i) = 1$.

**a Random walk over graphs.** A random walk on graph is a dynamical process comprised of a series of random steps by moving to an adjacent vertex at each step: if $v(t)$ represents the vertex of the random walk at the timestep $t$ then we moves to the next one $v(t + 1)$ by picking one of its neighbours with probability,

$$\mathbb{P}(v(t+1)|v(t)) = \begin{cases} \frac{1}{\deg(v(t))}, & \text{if } (v(t), v(t + 1)) \in E, \\ 0, & \text{otherwise}, \end{cases} \quad (48)$$

where $\deg(v(t))$ denotes the number of edges starting from $v(t)$ in digraph $G$. Let $x_t$ denote the probability distribution at time $t$

$$x_t(i) = \mathbb{P}(v(t) = v_i).$$
By rule of random walk, we have the following linear evolution system,

\[ x_t = A^t x_0, A = \mathcal{P}^T. \]

The eigenvalues of \( A \) reveal useful information about the underlying graph: the multiplicity of eigenvalue 1 is equal to the number of (strongly) connected components; the second largest eigenvalue \( \lambda_2 \) that describes the mixing rate of the random walks; the spectral gap \( |\lambda_1 - \lambda_2| \) represents how well the graph is connected. We refer the readers to the book [17] for more connections between them.

**Example 2: a directed unweighted graph.** We consider a simple directed unweighted graph of 20 nodes. Its weighted adjacent matrix \( W \) (its nonzero entries are all 1s) is randomly generated with 80 edges and we then remove the self-loops. The initial state \( x_0 \) is a non-degenerate discrete probability distribution on \( \{1, \ldots, 20\} \). The matrix \( A \) in our example is an invertible diagonalizable matrix with 20 distinct eigenvalues and its eigen-matrix \( U \) is entrywise nonzero. We summarize the reconstruction results below. In particular, we recovered the multiplicity of 1 in this case, indicating that the graph has only 1 strongly connected component.

![Graph illustration](image)

Figure 2: **Example 2.** (Left) An illustration of vertices and edges in the directed unweighted graph. (Right) Spectrum quotient of Hankel-type matrix for the choice of \( \Omega = \{1, 2, \ldots, 7\} \). In this case, 20 eigenvalues are \( \Omega \)-recoverable.

| \( \Omega \) | \( M \) | \( \tilde{r} \) | Prony | INE | RMSE | Prony | INE | RMSE | Prony | INE | RMSE | Prony | INE | RMSE | Prony | INE | RMSE |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \{1\} | 60 | 10 | 2.8 \times 10^{-2} | 8.1 \times 10^{-2} | 4.0 \times 10^{-2} | 1.3 \times 10^{-2} | 2.8 \times 10^{-2} | 8.1 \times 10^{-2} | 2.7 \times 10^{-2} | 7.8 \times 10^{-2} |
| \{1, 2\} | 60 | 19 | 7.6 \times 10^{-2} | 8.3 \times 10^{-2} | 4.2 \times 10^{-2} | 1.8 \times 10^{-2} | 7.6 \times 10^{-2} | 8.3 \times 10^{-2} | 5.5 \times 10^{-2} | 5.1 \times 10^{-2} |
| \{1, 2, 3\} | 60 | 20 | 7.3 \times 10^{-2} | 2.0 \times 10^{-1} | 7.1 \times 10^{-2} | 3.1 \times 10^{-2} | 1.2 \times 10^{-1} | 5.1 \times 10^{-2} | 8.9 \times 10^{-2} | 1.8 \times 10^{-2} |
| \{1, 2, 3, 4\} | 60 | 20 | 2.0 \times 10^{-2} | 7.7 \times 10^{-2} | 6.4 \times 10^{-2} | 2.7 \times 10^{-2} | 1.1 \times 10^{-1} | 3.9 \times 10^{-2} | 6.7 \times 10^{-2} | 1.3 \times 10^{-2} |

Table 3: **Example 2.** Numerical rank and errors of various algorithms and choices of \( \Omega \).

| \( \Omega \) | \( M \) | \( \tilde{r} \) | Prony | INE | RMSE | Prony | INE | RMSE | Prony | INE | RMSE | Prony | INE | RMSE | Prony | INE | RMSE |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \{1, 2, 3, 4\} | 60 | 20 | 2.0 \times 10^{-2} | 7.7 \times 10^{-2} | 6.3 \times 10^{-2} | 2.7 \times 10^{-2} | 1.1 \times 10^{-1} | 3.9 \times 10^{-2} | 6.7 \times 10^{-2} | 1.3 \times 10^{-2} |
| \{1, 2, 3, 4\} | 80 | 20 | 2.7 \times 10^{-1} | 1.1 \times 10^{-1} | 1.3 \times 10^{-1} | 5.8 \times 10^{-1} | 4.9 \times 10^{-1} | 2.2 \times 10^{-1} | 6.3 \times 10^{-1} | 1.3 \times 10^{-1} |
| \{1, 2, 3, 4\} | 100 | 20 | 1.3 \times 10^{-1} | 5.7 \times 10^{-2} | 2.5 \times 10^{-2} | 1.0 \times 10^{-1} | 6.1 \times 10^{-1} | 3.7 \times 10^{-1} | 5.4 \times 10^{-1} | 1.2 \times 10^{-1} |
| \{1, 2, 3, 4\} | 120 | 20 | 3.5 \times 10^{-2} | 3.7 \times 10^{-2} | 2.9 \times 10^{-2} | 1.3 \times 10^{-1} | 1.7 \times 10^{-1} | 7.0 \times 10^{-1} | 4.6 \times 10^{-1} | 8.8 \times 10^{-1} |

Table 4: **Example 2.** Errors of various algorithms and choices of \( M \).
Example 3. Ring Graph\textsuperscript{[35]}. An undirected graph with 30 nodes uniformly distributed on a ring-shaped structure and each vertex has 8 neighbors. The edge weights are all equal to 1. The matrix $A$ in this example is a diagonalizable matrix with 13 distinct eigenvalues. Unlike Example 1, in this case, there is no repeating roots in the annihilating polynomial and therefore we can not recover their geometric multiplicities by our algorithms. We summarize the results below.

![Ring Graph](image)

Figure 3: Example 3. (Left) An illustration of vertices and edges in the ring-shaped graph. (Right) Spectrum quotient of Hankel-type matrix for the choice of $\Omega = \{1, 2, \ldots, 5\}$. In this case, 13 eigenvalues are $\Omega$-recoverable.

| $\Omega$ | $M$ | $\delta$ | Prony | Matrix Pencil | Matrix Pencil SVD | ESPRIT |
|---|---|---|---|---|---|---|
| (1) | 90 | 6 | 6.5 $\times$ 10$^{-3}$ | 2.7 $\times$ 10$^{-4}$ | 1.8 $\times$ 10$^{-4}$ | 7.2 $\times$ 10$^{-3}$ | 9.0 $\times$ 10$^{-3}$ | 2.8 $\times$ 10$^{-4}$ | 5.7 $\times$ 10$^{-3}$ | 2.2 $\times$ 10$^{-2}$ |
| (1, 2) | 90 | 7 | 4.0 $\times$ 10$^{-3}$ | 1.9 $\times$ 10$^{-4}$ | 2.2 $\times$ 10$^{-4}$ | 1.2 $\times$ 10$^{-3}$ | 4.2 $\times$ 10$^{-4}$ | 2.0 $\times$ 10$^{-3}$ | 1.5 $\times$ 10$^{-3}$ | 5.4 $\times$ 10$^{-3}$ |
| (1, 2, 3) | 90 | 13 | 3.7 $\times$ 10$^{-3}$ | 1.4 $\times$ 10$^{-4}$ | 1.5 $\times$ 10$^{-4}$ | 7.1 $\times$ 10$^{-3}$ | 1.2 $\times$ 10$^{-3}$ | 4.7 $\times$ 10$^{-4}$ | 5.2 $\times$ 10$^{-3}$ | 1.3 $\times$ 10$^{-3}$ |
| (1, 2, 3, 4) | 90 | 13 | 3.6 $\times$ 10$^{-3}$ | 1.3 $\times$ 10$^{-4}$ | 1.3 $\times$ 10$^{-4}$ | 6.3 $\times$ 10$^{-3}$ | 4.1 $\times$ 10$^{-4}$ | 1.7 $\times$ 10$^{-3}$ | 1.6 $\times$ 10$^{-3}$ | 5.4 $\times$ 10$^{-3}$ |

Table 5: Example 3. Numerical rank and errors of various algorithms and choices of $\Omega$.

| $\Omega$ | $M$ | $\delta$ | Prony | Matrix Pencil | Matrix Pencil SVD | ESPRIT |
|---|---|---|---|---|---|---|
| (1, 2, 3, 4, 5) | 90 | 13 | 1.8 $\times$ 10$^{-3}$ | 8.4 $\times$ 10$^{-4}$ | 2.3 $\times$ 10$^{-4}$ | 1.2 $\times$ 10$^{-3}$ | 1.7 $\times$ 10$^{-5}$ | 8.8 $\times$ 10$^{-3}$ | 1.8 $\times$ 10$^{-4}$ | 8.3 $\times$ 10$^{-2}$ |
| (1, 2, 3, 4, 5) | 120 | 13 | 1.2 $\times$ 10$^{-3}$ | 5.9 $\times$ 10$^{-5}$ | 3.0 $\times$ 10$^{-5}$ | 1.4 $\times$ 10$^{-4}$ | 2.4 $\times$ 10$^{-4}$ | 1.2 $\times$ 10$^{-3}$ | 1.4 $\times$ 10$^{-3}$ | 4.8 $\times$ 10$^{-3}$ |
| (1, 2, 3, 4, 5) | 150 | 13 | 2.2 $\times$ 10$^{-3}$ | 1.1 $\times$ 10$^{-4}$ | 1.9 $\times$ 10$^{-4}$ | 5.4 $\times$ 10$^{-3}$ | 3.1 $\times$ 10$^{-3}$ | 1.5 $\times$ 10$^{-3}$ | 1.1 $\times$ 10$^{-3}$ | 3.6 $\times$ 10$^{-3}$ |
| (1, 2, 3, 4, 5) | 180 | 13 | 5.1 $\times$ 10$^{-4}$ | 2.1 $\times$ 10$^{-5}$ | 2.8 $\times$ 10$^{-5}$ | 1.4 $\times$ 10$^{-4}$ | 5.1 $\times$ 10$^{-5}$ | 1.6 $\times$ 10$^{-4}$ | 8.3 $\times$ 10$^{-5}$ | 2.4 $\times$ 10$^{-3}$ |

Table 6: Example 3. Errors of various algorithms and choices of $M$.

(b) Heat diffusion process over graphs. We consider a non-homogeneous heat diffusion process over the graph $\mathcal{G}$ is governed by a continuous affine system

$$x^{cont}_{t+1} = e^{-tL} x^{cont}_{t} + c, \ t \geq 0.$$  \hspace{1cm} (49)

We observe the system at uniform time instances $0, \Delta t, 2\Delta t, \cdots$. In this subsection, we explore the reconstruction of eigenvalues when the system matrix is relatively large.

Example 4. Sphere Graph\textsuperscript{[35]}. An undirected graph with 150 nodes sampled on a hypersphere and each vertex is connected to its 10 nearest neighbors. In this example, $x^{cont}_{t}(0)$ is
randomly generated from the uniform distribution and \( c \) is in the image of a random Gaussian vector under the map \( e^{-tL} \). We observe the system at \( t_l = l\Delta t \) for \( l = 0, \ldots, M-1 \) and \( \Delta t = 20 \). The matrix \( A = e^{-20tL} \) is approximately low rank: only 10 eigenvalues are greater than \( 10^{-3} \) (see the left bottom panel of Figure 4). The largest gap happens between 7th eigenvalue 0.0455 and 8th eigenvalue 0.0097. We summarize the spectral plot of the numerical rank estimation (the top right panel of Figure 4) and reconstruction results in the Table 7 (various \( \Omega \)) and Table 8 (various \( M \)). It shows that our algorithms can recover significant eigenvalues very well. We also investigate various choice of \( \Delta t \). When \( \Delta t \) is relatively small, all eigenvalues of \( A \) lie in \([0,1]\) and form clusters. Two eigenvalues in the same cluster are very close to each other and can be identified with the same value "numerically". Below, we show that our algorithms can recover the representative eigenvalues in each cluster (the right bottom panel of Figure 4).

Figure 4: Example 4. (Top Left) An illustration of vertices and edges in the sphere-shaped graph. (Top Right) Spectrum quotient of Hankel-type matrix for the choice of \( \Omega = \{1,2,3,4\} \). In this case, 7 eigenvalues are \( \Omega \)-recoverable. (Bottom left) The eigenvalue of \( A \) when \( \Delta t = 20 \). (Bottom right) The ground truth spectrum (filled points) and reconstructed spectrum (hollow points) for \( \Delta t = 10 : 5 : 25 \) where we set the rank \( \hat{r} = 10 \) in all cases.

Table 7: Example 4. Numerical rank and errors of various algorithms and choices of \( \Omega \) for \( \Delta t = 20 \).

| \( \Omega \) | \( M \) | \( \hat{r} \) | Prony | INE | Matrix Pencil | INE | Matrix Pencil SVD | INE | ESPIRIT | INE |
|---|---|---|---|---|---|---|---|---|---|---|
| \( 1,2 \) | 450 | 5 | \( 8.8 \cdot 10^{-3} \) | \( 8.3 \cdot 10^{-3} \) | \( 2.4 \cdot 10^{-3} \) | \( 2.8 \cdot 10^{-3} \) | \( 8.8 \cdot 10^{-3} \) | \( 8.3 \cdot 10^{-3} \) | \( 7.3 \cdot 10^{-4} \) | \( 6.3 \cdot 10^{-4} \) |
| \( 1,2,3 \) | 450 | 6 | \( 1.5 \cdot 10^{-3} \) | \( 1.8 \cdot 10^{-3} \) | \( 1.8 \cdot 10^{-3} \) | \( 1.6 \cdot 10^{-3} \) | \( 1.5 \cdot 10^{-3} \) | \( 1.8 \cdot 10^{-3} \) | \( 1.5 \cdot 10^{-4} \) | \( 1.8 \cdot 10^{-4} \) |
| \( 1,2,3,4 \) | 450 | 7 | \( 2.8 \cdot 10^{-3} \) | \( 9.6 \cdot 10^{-4} \) | \( 6.8 \cdot 10^{-3} \) | \( 7.7 \cdot 10^{-3} \) | \( 7.8 \cdot 10^{-3} \) | \( 9.4 \cdot 10^{-4} \) | \( 7.6 \cdot 10^{-4} \) | \( 9.2 \cdot 10^{-4} \) |
| \( 1,2,3,4,5 \) | 450 | 7 | \( 8.1 \cdot 10^{-3} \) | \( 9.8 \cdot 10^{-4} \) | \( 9.4 \cdot 10^{-3} \) | \( 1.4 \cdot 10^{-3} \) | \( 8.1 \cdot 10^{-3} \) | \( 9.8 \cdot 10^{-4} \) | \( 7.8 \cdot 10^{-4} \) | \( 9.5 \cdot 10^{-4} \) |

In the last subsection, we consider the case where the time series data can be well-approximated.
by a discrete linear dynamical system governed by $A$. We use partial observations of the original time series data and compare the reconstruction results with the eigenvalues of $A$.

**Example 5. Non-linear LIP model.** In this example, we consider a 3 dimensional discrete homogeneous dynamical system that serves as an approximation to the LIP model of influenza virus infection model:

$$
\begin{align*}
\dot{V} &= rI - cV \\
\dot{H} &= -\beta HV \\
\dot{I} &= \beta HV - \delta I
\end{align*}
$$

As mentioned in paper [21], we used rescaled model for convenience, with parameters $\beta = 10.8$, $r = 12$, $c = 3$, $\delta = 4$ and initial state $V(0) = 0.093/(4 \times 10^5)$, $H(0) = 1$, $I(0) = 0$. We use Matlab built-in function ode45 to obtain the solution.

We consider the time series data when $t \in [1.8, 2.1]$ as the underlying noise-free observations (with $\Delta t = 0.01$), where the number of uninfected cells is rapidly decreasing due to the increasing number of infected cells and their released virus (see the top right panel of Figure 5). We consider the least square approximation to obtain a discrete homogeneous linear system as

$$
A = \begin{bmatrix}
x_0 & x_1 & \cdots & x_{N-2} \\
x_1 & x_2 & \cdots & x_{N-1}
\end{bmatrix}
$$

where $x_t$ for $t = 0, 1, \ldots, N - 1$ are the discrete time-state observation and $N = 30$. Then we simulate the linear dynamical system with the initial state as $x_0$ and the system matrix $A$. The relative mean squared error is of $O(1e-3)$. Algorithms 1-4 are performed with the original data from LIP, and we compare the estimated eigenvalues with those of $A$. The result is presented as below.

| $\Omega$ | $M$ | $\hat{r}$ | Proxy RMSE | InE | Matrix Pencil RMSE | InE | Matrix Pencil SVD RMSE | InE | ESPIRT RMSE | InE |
|---------|-----|-----------|------------|-----|-------------------|-----|------------------------|-----|------------|-----|
| (1)     | 30  | 3         | 7.7 $10^{-13}$ | 1.3 $10^{-12}$ | 2.7 $10^{-13}$ | 4.2 $10^{-13}$ | 9.7 $10^{-13}$ | 1.6 $10^{-12}$ | 8.8 $10^{-14}$ | 1.5 $10^{-13}$ |
| (1, 2)  | 30  | 3         | 1.4 $10^{-13}$ | 1.1 $10^{-13}$ | 1.1 $10^{-13}$ | 1.1 $10^{-13}$ | 7.7 $10^{-14}$ | 8.1 $10^{-14}$ | 5.5 $10^{-12}$ | 3.6 $10^{-12}$ |
| (1, 2, 3)| 30  | 3         | 1.8 $10^{-13}$ | 2.0 $10^{-13}$ | 4.4 $10^{-14}$ | 5.3 $10^{-14}$ | 1.7 $10^{-13}$ | 2.1 $10^{-13}$ | 6.4 $10^{-10}$ | 7.7 $10^{-9}$ |

Table 9: Example 5. Numerical rank and errors of various algorithms and choices of $\Omega$.

**Example 6. Human Walk Motion.** In this example, we consider the captured motion of a walking human. We used the one that is available in Yuying Liu’s github. The data set is of size $54 \times 316$, which is collected by 18 sensors and each sensor provides $(x, y, z)$ information of motion. The total number of time frames is 316 (the gap between each time frame is 1/120

2The data set was obtained from mocap.cs.cmu.edu, which is the first trial of CMU Mocap subject 07 and created with funding from NSF EIA-0196217.
seconds). We first normalize the real data set so their mean is 0 and standard deviation is 1. We then apply the Dynamic Decomposition method to obtain $A$. The relative mean square error is $O(10^{-3})$. We use the real motion data in our algorithm and compare the outputs with the eigenvalues of $A$. We report its result as follows. We see that Matrix-Pencil-SVD algorithm has the best performance.

| $\Omega$ | $M$ | $r$ | Prony | Matrix pencil | Matrix pencil SVD | ESPRIT |
|----------|-----|-----|------|--------------|------------------|--------|
| (1)      | 316 | 10  | $2.2 \times 10^{-4}$ | $7.9 \times 10^{-4}$ | $2.3 \times 10^{-4}$ | $9.8 \times 10^{-4}$ |
| (1,3,9)  | 316 | 12  | $2.6 \times 10^{-4}$ | $8.3 \times 10^{-4}$ | $3.5 \times 10^{-4}$ | $9.7 \times 10^{-4}$ |
| (1,2,3,9) | 316 | 12  | $2.4 \times 10^{-4}$ | $7.7 \times 10^{-4}$ | $3.5 \times 10^{-4}$ | $9.7 \times 10^{-4}$ |
| (1,2,3,5,9) | 316 | 12  | $2.4 \times 10^{-4}$ | $7.5 \times 10^{-4}$ | $3.5 \times 10^{-4}$ | $9.7 \times 10^{-4}$ |

Table 10: Example 6. Root Mean square errors and infinity errors for various algorithms. In this table, $\hat{r}$ is the estimator of algorithm 1 using (i) in step 2 with relative threshold $\epsilon = 10^{-3}$.

**Summary.** In the case of noise-free data, we have seen that all algorithms provide accurate reconstruction of the eigenvalues of various affine systems in $\Lambda$, matching our theoretical results developed in Section 2. They can also provide faithful approximation of eigenvalues when the time series data is approximately generated by a linear system. For comparison of algorithms, we found that the Matrix Pencil method has the best performance in most cases when $|\Omega|$ is small and in the real human motion data, demonstrating its robustness. When $|\Omega|$ increases and the data is exact, the Prony method has the best performance in most cases. In particular,

- As $|\Omega|$ increases, more eigenvalues could be recovered and the reconstruction accuracy got improved until $|\Omega|$ is sufficiently large. This is because larger $|\Omega|$ would yield a larger matrix that is sensitive to perturbation caused by numerical round off errors.

- For the temporal steps, setting $M = 3d$ is typically enough since the dynamical systems considered in our numerical examples have reached equilibrium (See the state plot in Example 1). In these cases, increasing more temporal samples does not bring any new information and did not help in improving the accuracy. An exception case is that the performance of ESPRIT still got improved.
The difficulty that affects the reconstruction accuracy for large affine systems is caused by the clustering phenomenon of eigenvalues, i.e., the minimal gap between eigenvalues is close to zero. The round-off errors prevented us from recovering eigenvalues that prove in theory, but the numerical example in sphere graph shows that we are able to recover significant eigenvalues or representative eigenvalue in a cluster.

Finally, we have also numerically demonstrate that the algebraic multiplicities of eigenvalues can be recovered when $A$ is similar to a Jordan matrix (see Example 1), while we lost this information when $A$ is diagonalizable (see Example 3).

5 Conclusion and future work

This paper studied estimating the spectrum of affine systems from partial observations of a single trajectory data. We derived various characterizations on the interplay among the observational locations, the behavior of the dynamical systems, and the spectral properties of the system matrix for the recoverability of eigenvalues. We propose several algorithms, which allow the usage of space-time samples with flexible temporal length and have been applied to a wide variety of examples on both synthetic and real data sets.

Several interesting questions are left for future investigations. First, we would like to address the "optimal selection" of observational locations. Given a fixed number of sensors, some choices of locations perform better than others in terms of numerical stability. We would like to find a characterization. Second, devising denoising algorithm when the observation data is corrupted by noise. One direction we would like to pursue is, when we have multiple observation locations, how to make use of the temporal correlation between them to denoise the Hankel-type matrix. Third, we only consider the recovery of eigenvalues in this paper. It would be interesting to explore when the corresponding eigenspace projections can also be recovered. This problem is related to the completion of the low-rank matrix. We would like to derive conditions under which the recovery is feasible and propose robust algorithms to find a faithful approximation to the original system.

6 Appendix

Lemma 2. Let $A = UJU^{-1}$ be its Jordan decomposition as in (10) and $\{V_s\}_{s=1}^n$ be its corresponding invariant subspaces. For any $b \in \mathbb{C}^d$, we have $q_b^{A} = \prod_{s=1}^{n} q_{b_s}^{A_s}$, where $b_s = P(\lambda_s; A)b \in V_s$ with $P(\lambda_s; A)$ the projection onto $V_s$ and the polynomials $\{q_{b_s}^{A_s}\}_{s=1}^n$ are coprime with each other.

Proof. One one hand, we prove that $\prod_{s=1}^{n} q_{b_s}^{A_s}$ divides $q_b^{A}$. Note the annihilating polynomials of $A$ of $b_s$ form an ideal generated by $q_{b_s}^{A_s}$:

$$\mathcal{I}_{b_s}^A := \{p(z) \in \mathbb{C}[z] \mid p(A)(b_s) = 0\} = \langle q_{b_s}^{A_s} \rangle.$$  

Denote by $A|_{V_s}$ the restriction of $A$ on the invariant space $V_s$ and by $A_s$ its matrix form under standard basis. Let $q^{A_s}(t) = (t - \lambda_s)^{r_{A_s}}$ denote the minimal polynomial of $A_s$ and then $q^{A_s}(A_s) \equiv 0$, which implies

$$q^{A_s}(A_s)b_s = 0,$$
so from the ideal property it follows that $q_b^A$ divides $q^A_s$. So $q_b^A(z) = (z - \lambda_i)^{r_b^s}$. Since eigenvalues $\{\lambda_i\}_{i=1}^n$ are distinct, we know that $q_b^A$ are coprime to each other.

Note that $\sum_{s=1}^n q_b^A(A) b_s = q_b^A(A)b = 0$ and $q_b^A(A)b_s \in V_s$. It follows that $q_b^A(A)b_s = 0$. By the property of ideal (52), we know that $q_b^A$ divides $q^A_s$ for $s = 1, \ldots , n$. Therefore, $\prod_{s=1}^n q_b^A$ divides $q_b^A$.

On the other hand, we show that $q_b^A$ divides $\prod_{s=1}^n q_b^A$. Define

$$I_b^A = \{ p \in \mathbb{C}[z] \mid p(A)b = 0 \} = \langle q_b^A \rangle. \quad (54)$$

Note that

$$\prod_{s=1}^n q_b^A(A)b = \prod_{s=1}^n q_b^A(A) \sum_{s=1}^n b_s = \sum_{s=1}^n \prod_{s=1}^n q_b^A(A)b_s = 0, \quad (55)$$

it follows that $q_b^A$ divides $\prod_{s=1}^n q_b^A$. Hence the conclusion follows.

**Lemma 3.** For $S \in \mathbb{C}^{m \times d}$, we have that $q_{S,b}^A = \prod_{s=1}^n q_{S,b_s}^A$, where $q_{S,b_s}^A$ are coprime to each other. As a result, $r_{S,b}^A = \sum_{s=1}^n r_{S,b_s}^A$.

**Proof.** First, for each $s$, we claim that $(S, A, b_s)$-annihilating polynomial forms an ideal generated by $q_{S,b_s}^A$, i.e.,

$$I_{S,b_s}^A = \{ p \in \mathbb{C}[z] \mid Sp(A)K_{r_{S,b_s}}(A, b_s) = \{0\} \} = \langle q_{S,b_s}^A \rangle. \quad (56)$$

This is due to the fact (see the proof of Lemma 2.3 in [6]) that

$$S q_{S,b_s}^A(A)K_{r_{S,b_s}}(A, b_s) = \{0\} \iff S q_{S,b_s}^A(A)h(A)b_s = 0, \text{ for any polynomial } h(z).$$

From the definition, it is straightforward to see that $q_{S,b_s}^A$ divides $q_{S,b_s}^A$. So by Lemma 2 we have

$$q_{S,b_s}^A(z) = (z - \lambda_i)^{r_{S,b_s}^A} \quad (57)$$

and it follows that $q_{S,b_s}^A$ is coprime to $q_{S,b_j}^A$ if $s \neq j$.

Now for each $s = 1, \ldots , n$, let $p_s(A) = \prod_{j=1, j \neq s}^n q_{b_j}^A$. Then $p_s(A)b = p_s(A)b_s$. For any polynomial $h$, we have

$$S q_{S,b}^A(A)h(A)p_s(A)b_s = S q_{S,b}^A(A)h(A)p_s(A)b = 0 \quad (58)$$

holds true. So from the property of ideal (56), we have $q_{S,b_s}^A$ divides $q_{S,b}^A p_s(A)$. Since $q_{S,b_s}^A$ is coprime to $p_s(A)$, we have $q_{S,b_s}^A$ divides $q_{S,b_s}^A$. Combining the fact that $q_{S,b_s}^A$ is coprime to $q_{S,b_j}^A$ if $s \neq j$, we have that $\prod_{s=1}^n q_{S,b_s}^A$ divides $q_{S,b}^A$.

On the other hand, for $(S, A, b)$-annihilating polynomials, we have the ideal

$$I_{S,b}^A = \{ p \in \mathbb{C}[z] \mid Sp(A)K_{r_{S,b}}(A, b) = \{0\} \} = \langle q_{S,b}^A \rangle. \quad (59)$$
Note that for any polynomial \( h[z] \), we have
\[
S \prod_{j=1}^{n} q_{S,b_j}^A(A)h(A)b = S \prod_{j=1}^{n} q_{S,b_j}^A(A)b = \sum_{s=1}^{n} Sh(A) \prod_{s=1, s \neq j}^{n} q_{S,b_s}^A(A)q_{S,b_j}^A(A)b_j = 0,
\]
(60)
it follows that \( q_{S,b}^A \) divides \( \prod_{s=1}^{n} q_{S,b_s}^A \).
Therefore
\[
q_{S,b}^A = \prod_{s=1}^{n} q_{S,b_s}^A.
\]
(61)

**Lemma 4.** Let \( b \in \mathbb{C}^d \), \( A \in \mathbb{C}^{d \times d} \) and \( S \in \mathbb{C}^{m \times d} \). Given \( r_{S,b}^A \), then \( q_{S,b}^A \) is the unique monic polynomial \( q \) satisfying \( \deg(q) \leq r_{S,b}^A \) and the following system of linear equations:
\[
Sq(A)A^t b = 0, t = 0, \cdots, r_{S,b}^A - 1.
\]
(62)

**Proof.** First of all, we claim that the solutions to (62) is the same with the solutions to the system of linear equations:
\[
Sq(A)A^t b = 0, t = 0, \cdots, r_{b}^A - 1.
\]
(63)

Suppose that \( q \) is a solution to (62), then for any \( j \geq r_{S,b}^A \),
\[
A^t = p_j(A)q_{S,b}(A) + h_j(A), \deg(h_j(A)) \leq r_{S,b}^A - 1.
\]
Therefore,
\[
Sq(A)A^t b = Sq(A)p_j(A)q_{S,b}(A)b + Sq(A)h_j(A)b
\]
\[
= Sq_{S,b}(A)q(A)p_j(A)b + Sq(A)h_j(A)b
\]
\[
= 0 + 0 = 0,
\]
(64)
where we use the property of \( q_{S,b}(A) \) in (65) to obtain that \( Sq_{S,b}(A)q(A)p_j(A)b=0 \). The claim is proved. Therefore, \( q = q_{S,b}^A \) by \( \deg(q) \leq r_{S,b}^A \) and the definition of \( q_{S,b}^A \).

**Theorem 6** (Theorem 2.6 in [2]). Let \( J \in \mathbb{C}^{d \times d} \) be a matrix in Jordan form as in (10). Let \( \{f_i : i = 1, \cdots, m\} \subset \mathbb{C}^d \) be a finite subset of vectors, recall that \( r_{J_i}^f \) is the degree of the \((J, f_i)\) annihilator, \( l_i = r_i - 1 \), and \( P_J = \{P_s : s = 1, \cdots, n\} \) be the penthouse family for \( J \) introduced in Definition 4.

Then the following statements are equivalent:
(i) The set of vectors \( \{J^j f_i : i = 1, \cdots, m, j = 0, \cdots, l_i\} \) spans \( \mathbb{C}^d \).
(ii) The set of vectors \( \{P(\lambda_j)J^{l_j} f_i : i = 1, \cdots, m, j = 0, \cdots, l_i\} \) spans \( V_J \) for \( j = 1, \cdots, n \).
(ii) For every \( s = 1, \cdots, n \), the set \( \{P_s f_i, i = 1, \cdots, m\} \) spans \( E_s = P_s \mathbb{C}^n \).
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