Abstract

Introduction. Range Cell Migration (RCM) is a source of image blurring in synthetic aperture radars (SAR). There are two groups of signal processing algorithms used to compensate for migration effects. The first group includes algorithms that recalculate the SAR signal from the "along-track range – slant range" coordinate system into the "along-track range – cross-track range" coordinates using the method of interpolation. The disadvantage of these algorithms is their considerable computational cost. Algorithms of the second group do not rely on interpolation thus being more attractive in terms of practical application.

Aim. To synthesize a simple algorithm for compensating for RCM without using interpolation.

Materials and methods. The synthesis was performed using a simplified version of the Chirp Scaling algorithm.

Results. A simple algorithm, which presents a modification of the Keystone Transform algorithm, was synthesized. The synthesized algorithm based on Fast Fourier Transforms and the Hadamard matrix products does not require interpolation.

Conclusion. A verification of the algorithm quality via mathematical simulation confirmed its high efficiency. Implementation of the algorithm permits the number of computational operations to be reduced. The final radar image produced using the proposed algorithm is built in the true Cartesian coordinates. The algorithm can be applied for SAR imaging of moving targets. The conducted analysis showed that the algorithm yields the image of a moving target provided that the coherent processing interval is sufficiently large. The image lies along a line, which angle of inclination is proportional to the projection of the target relative velocity on the line-of-sight. Estimation of the image parameters permits the target movement parameters to be determined.
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Простой алгоритм компенсации миграций светящихся точек по дальности для режима бокового обзора ПСА
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Аннотация

Введение. Миграции светящихся точек по дальности являются источником расфокусировки радиолокационных изображений в радиолокаторах с синтезированной апертурой (ПСА). Существует две группы алгоритмов обработки сигналов для компенсации миграций. Первая группа включает алгоритмы, в которых на основании методов функциональной интерполяции осуществляется пересчет принятых сигналов из системы координат "продольная дальность – наклонная дальность" в систему "продольная дальность – поперечная дальность". Недостатком алгоритмов данной группы является их высокая вычислительная сложность. Алгоритмы второй группы не используют интерполяционные методы и являются поэтому более привлекательными для практического использования.

Цель. Синтезировать простой алгоритм компенсации миграций без применения функциональной интерполяции.

Материалы и методы. Синтез алгоритма осуществлен на основании упрощенной версии алгоритма ЛЧМ-фильтрации (Chirp Scaling Algorithm).

Результаты. Синтезирован простой алгоритм, являющийся модификацией алгоритма "замкового камня". Алгоритм основан на использовании быстрых преобразований Фурье и поземельных матричных умножений. В алгоритме не применяются методы интерполяции.

Заключение. Проверка качества алгоритма на основе математического моделирования подтвердила его высокую эффективность. Использование алгоритма позволяет уменьшить количество вычислительных операций. Финальное радиолокационное изображение, полученное с помощью алгоритма, строится в инстинктивной декартовой системе координат. Алгоритм может быть применен для построения ПСА изображений движущихся целей. Данный в статье анализ показал, что алгоритм позволяет построить хорошо сфокусированное изображение движущейся цели, когда интервал синтезирования достаточно велик. Изображение движущейся цели выстраивается вдоль отрезка прямой, угол наклона которой пропорционален проекции относительной скорости цели на линию визирования. Оценка параметров изображения позволяет определить параметры движения цели.
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Introduction. The Range Cell Migration (RMC) takes place in synthetic aperture radar (SAR) of high range resolution due to the range walk of the compressed signal through range resolution cells. The RCM causes significant image blurring [1, 2]. Nowadays there are a number of signal processing algorithms to compensate for its negative influence on the SAR image quality. These algorithms can be subdivided into two groups. Algorithms of the first group use the function interpolation. The SAR 2D signal matrix undergoes the transformation from the "along-track range – slant range" coordinate system to the "along-track range – cross-track range" system. The Range – Doppler Algorithm [3–6], the Wave Number Algorithm [7–10] and the Keystone Transform (KT) [11, 12] belong to this group. When...
A Simple Algorithm for Compensation for Range Cell Migration in a Stripmap SAR

The received signal matrix is large, the nonlinear transformation from the first coordinate system to the second one is a burdensome computational problem that requires significant computing power. Besides, the interpolation can cause the appearance of spurious targets in SAR images. Algorithms of the second group do not implement the interpolation and, in this sense, they are more attractive for implementation. The Chirp Scaling Algorithm [13–17], the Extended Chirp Scaling Algorithm [18] and the Frequency Scaling Algorithm [19, 20] are in this group. Quality of algorithms of the second group is not worse, but they are faster due to the Fast Fourier Transforms (FFT) used for their realization.

The KT, which was firstly introduced in [11], occupies a special position among algorithms of the first group because it can be adopted for SAR imaging of moving targets [12]. Extension of the KT for the moving target imaging is based on the assumption that the range curvature is not large during the coherent processing interval and the range walk can be considered only velocity-based (linear). The success of the algorithm gave rise to additional search of efficient signal processing algorithms to compensate for the RMC. In [21] the second order KT algorithm was suggested especially for the moving target imaging. This algorithm permits to compensate the range walk in case of large range curvature. In [22] the second order double-Keystone Transform is presented. This algorithm can correct for both velocity-based and acceleration-based (quadrature) range walk.

Later the KT without interpolation, which is named the ZLZ-algorithm in the paper using the first letters of the authors’ names, was proposed in [23]. The Chirp Scaling (CS) developed in [24] is used in this algorithm to avoid the interpolation. The algorithm combines the KT simplicity with a high efficiency of the CS. Although this algorithm was synthesized to compensate for the linear component of the range walk for the moving target, it can be used for SAR imaging of stationary targets too.

In this paper the synthesis and the analysis of a new algorithm to compensate for the RCM in a stripmap SAR are presented. The algorithm is based on a reduced version of the CS to get rid of the interpolation. The algorithm is computationally simpler than the ZLZ-algorithm and has the same image quality. In case of stationary target imaging the final radar image is built in the "along-track range – cross-track range" coordinate system, thus avoiding geometrical distortions that appear in the image constructed in the "along-track range – slant range" coordinates by the ZLZ-algorithm. Analysis of moving target imaging of the algorithms is performed in the paper using the approach firstly implemented in [25] and based on the theory of distributions (generalized functions). It is proved that the proposed algorithm and the ZLZ-algorithm yield different radar images of a moving target. Particularly the image produced by the proposed algorithm has a noticeable inclination in the "along-track range – cross-range range" coordinate plane and the inclination angle depends to the projection of the target relative velocity on the target line-of-sight.

**Development of the algorithm.** Let us suppose the transmitted signal is a wideband pulse with the spectrum \( S(\omega) \) uniform in the frequency band \([-\pi \Delta F, \pi \Delta F]\). Neglecting a time delay in the matched filter, the output signal spectrum is \( A(\omega) = |S(\omega)|^2 \). All calculation in the paper are performed in a 2D Cartesian coordinate system \( XOY \), which is stationary relating the SAR vehicle. The \( X \) axis is directed along the vehicle velocity \( V \), and the \( Y \) axis looks along the antenna beam. Then the signal received from a surface point \((x_0, y_0)\) is

\[
ss(t, \tau) = a \left( \tau - \frac{2R(t)}{c} \right) \exp\left[ -i k_0 R(t) \right],
\]

where \( a(\tau) = (2\pi)^{-1} \int A(\omega) e^{i \omega \tau} d\omega \) is a complex envelop of the pulse at the output of the matched filter; \( \tau \in [0, T_r] \) is the "fast" time; \( t \in [0, T_a] \) is the "slow" time; \( T_r \) is a pulse repetition interval; \( T_a \) is a coherent processing interval (CPI);

\[
R(t) = \sqrt{(x_0 - vt)^2 + y_0^2}
\]

is the slant range of the point; \( v = |V| \) is the vehicle speed; \( c \) is the speed of light; \( k_0 = \frac{2\omega_0}{c} = \frac{4\pi}{\lambda_0} \) is the wave number; \( \omega_0 \) and \( \lambda_0 \) are the carrier frequency...
and the wavelength correspondingly. For further calculations it is more convenient to represent the 2D signal \( s_s(t, x) \) in coordinates "along-track range – cross-track range":

\[
ss(x, y) = a[y - R(x)]\exp[-ik_0R(x)],
\]

where \( x = vt \in [0, vT_a] \) is the along-track range; \( y = ct \in [0, cT_r] \) is the cross-track range; \( R(x) = \sqrt{(x_0 - x)^2 + y_0^2} \).

The direct Fourier transform of signal (1) over \( y \) is

\[
S_S(x, k) = \int ss(x, y)e^{-i ky}dy = A(k)\exp[-ik_0(k_0 + k)R(x)],
\]

where \( k = \frac{2\omega}{c} \) is the range wavenumber corresponding to the spectral frequency \( \omega \); \( A(k) = A(\omega) = e^{i\omega k_0/2} \) is the spectrum of the signal complex envelop \( a(t) \) written as a function of \( k \).

Let us suppose that the cross-track range of the point is much larger than the length of the CPI, i.e. \( y_0 \gg vT_a \). Then the following equation is true for the slant range:

\[
R(x) = R_0 + R'_0 + \frac{1}{2} R''_0 x^2,
\]

where \( R_0 = R(0), R'_0 = R'(0), R''_0 = R''(0) \) are the values of \( R(x) \) and its first two derivatives in the point \( x = 0 \). Equation (2) can be rewritten as,

\[
S_S(x, k) = A(k)e^{-i(k_0 + k)R_0} \times \exp[-i(k_0 + k)\left(R'_0x + \frac{1}{2} R''_0 x^2\right)].
\]

Presence of \( k \) in the argument of the second exponent in (3) is a result of the RCM. Transition to a new along-track range

\[
x' = \frac{k_0 + k}{k_0} x,
\]

permits to factorize phasors of \( sS(x, k) \) depending on the range wavenumber \( k \) and the along-track range \( x \). In the KT-algorithm transition (4) is performed via the function interpolation, and in this way the RCM compensation is realized.

Translation (4) is a scale transform. To perform it without interpolation let us use the following identity:

\[
\exp[-i \alpha x^2] \otimes \exp[-i \beta x^2] = C \exp[-i \alpha \beta x^2/\alpha + \beta],
\]

where \( \alpha \) and \( \beta \) are arbitrary scalars, \( \otimes \) is the convolution operator. The constant \( C = C(\alpha, \beta) \) depends on \( \alpha \) and \( \beta \), but does not depend on the variable \( x \).

Let \( \alpha = \frac{1}{2}(k_0 + k)R^*_0 \) and \( \gamma = \alpha \beta = \frac{1}{2} k_0R^*_0 \), then

\[
\beta = \frac{\alpha \gamma}{\alpha - \gamma} = \frac{R^*_0}{2} \left( \frac{1}{k_0} - \frac{1}{k_0 + k} \right)^{-1}.
\]

Thus, the convolution of \( sS(x, k) \) with the function

\[
h_1(x, k) = \exp\left[\frac{-R^*_0 x^2}{2}ight] \left( \frac{1}{k_0} - \frac{1}{k_0 + k} \right)^{-1}
\]

yields the desired scale transform. This convolution can be done in the azimuth wavenumber domain, if one takes into account that the direct Fourier transforms of \( sS(x, k) \) and \( h_1(x, k) \) over the along-track range \( x \) are:

\[
SS(K, k) = \int sS(x, k)e^{-iKx}dx =

= C_1 A(k)e^{-i(k_0 + k)R_0} \exp\left[\frac{\left[K + (k_0 + k)R^*_0\right]^2}{2(k_0 + k)R^*_0}\right];
\]

\[
H_1(K, k) = \int h_1(x, k)e^{-iKx}dx =

= C_2 \exp\left[\frac{K^2}{2R^*_0}\left( \frac{1}{k_0} - \frac{1}{k_0 + k} \right)\right].
\]

where \( C_1 \) and \( C_2 \) are constants independent on the range and azimuth wavenumbers \( k \) and \( K \).

It is easy to prove that the product

\[
SS_1(K, k) = SS(K, k)H_1(K, k) =

= CA(k)\exp\left[-i(k_0 + k)\left(R_0 - \frac{R^*_0}{2}\right)\right]\times

\times \exp\left[iK\frac{R^*_0}{R^*_0}\right] \exp\left[iK\frac{K^2}{2k_0R^*_0}\right]
\]

where \( C \) is a slowly varying function of \( K \) and \( k \), has necessary form, since the inverse Fourier transform over the azimuth wavenumber \( K \) amounts to
where $sS_1(x, k) = (2\pi)^{-1} \int sS_1(K, k) e^{ik\phi} dK = CA(k) \exp [-i(k_0 + k) \left( \frac{R_0^2}{2R_0^*} \right)] \times \exp [-i \frac{k_0 R_0^*}{2} (x + \frac{R_0^*}{R_0} y)^2]. \quad (6)

Introduction of $C$, which is considered constant in further calculation, is very important because it "consumes" all other constants and slowly varying terms that will appear.

The last phasor in equation (6) corresponds to the square phase error, which can be compensated easily by the multiplication of $sS_1(x, k)$ to the complex conjugate phasor

$$H_2(x) = \exp \left[ i \frac{k_0 R_0^*}{2} x^2 \right]. \quad (7)$$

After this multiplication

$$sS_2(x, k) = sS_1(x, k) H_2(x) = CA(k) \exp [-ik_0 R_0^* x] \exp [-i(k_0 + k) \left( \frac{R_0^2}{2R_0^*} \right)].$$

Finally, it is necessary to calculate the Fourier transforms over $x$ and $k$ that yield

$$Ss_2(K, y) = C\delta \left\{ K + k_0 R_0^* y, y - \left( \frac{R_0^2}{2R_0^*} \right) \right\}. \quad (8)$$

where $\delta\{\cdot, \cdot\}$ is the 2D delta-function.

For a stripmap SAR

$$R_0 \approx y_0 + \frac{x_0^2}{2y_0};$$

$$R_0^* = \frac{x_0}{R_0};$$

$$R_0^* = \frac{y_0^2}{R_0^3}; \quad (9)$$

Substitution of (9) into (8) yields

$$Ss_2(K, y) = C\delta \left\{ K - k_0 \frac{x_0}{R_0}, y - y_0 \right\}. \quad (8)$$

A flowchart of the synthesized algorithm is shown in Fig. 1, a. In Fig. 1, b a flowchart of the ZLZ-algorithm is depicted and its notation is adapted to the present article. Comparing the algorithms, it is easy to realize that they are almost similar. The difference is the additional multiplications of the 2D spectra $sS(x, k)$ and $SS_2(K, k)$ with the complex functions

$$H_0(x, k) = \exp \left[ i(k_0 + k) \frac{R_0^* x^2}{2} \right];$$

$$H_3(K, k) = \exp \left[ -i \frac{kK^2}{2k_0^2 R_0^*} \right].$$

in the ZLZ-algorithm. It is possible to show that these multiplications change the final 2D signal matrix to

$$SS_3(K, y) = (2\pi)^{-1} \int SS_2(K, k) H_3(K, k) e^{ik\phi} dk =$$

$$= C\delta \left\{ K - k_0 \frac{x_0}{R_0}, y - R_0^* \right\}.$$  

Hence, the SAR image is constructed by this algorithm in the coordinates "along-track range – slant range". This is the difference between the algorithms, since the proposed one constructs the radar image in the "along-track range – cross-track range", which is a true Cartesian coordinate system. The synthesized algorithm has one more advantage: it requires two Hadamard matrix products less. If the received signal is a $N \times M$-matrix, where $M$ and $N$ are the numbers of the range and azimuth resolution cells correspondingly, implementation of the proposed algorithm allows to save $2MN$ complex multiplications.

**SAR imaging of moving targets.** Let us consider the case when the point is uniformly moving. Suppose that its velocity is $\mathbf{U} = \hat{x} U_x + \hat{y} U_y$ where $\hat{x}$ and $\hat{y}$ are the unit vectors along the $X$ and $Y$ axes, $U_x$ and $U_y$ are the velocity projections. Then in equation (1)

$$R(x) = \sqrt{(x_0 + u_x x - x)^2 + (y_0 + u_y x)^2} \approx$$

$$\approx R_0 + R_0^* x + \frac{1}{2} R_0^* u_y x^2,$$

where $u_x = U_x / v$ and $u_y = U_y / v$;
Then equation (3) can be rewritten as,

\[ s(x, k) = A(k) e^{-i(k_0+k)R_0} \times \exp \left[ -i \left( k_0 + k \right) \left( \beta + \frac{x^2}{2R_0} \right) \right] \] (11)

Let us apply the designed algorithm starting from the step, which corresponds to the calculation of the spectrum \( SS(K,k) \). In further computations it is supposed that the stationary phase method (see, e.g. [26]) can be applied the perform necessary integrations.

The Fourier transformation over the variable \( x \) in (11) yields

\[ SS(K,k) = C \exp \left[ -i \left( k_0 + k \right) \left( 1 - \frac{\beta^2}{2\gamma^2} \right) \right] \times \exp \left[ i \frac{K^2 R_0}{\gamma^2} \right] \exp \left[ i \frac{2\gamma^2 (k_0 + k)}{2} \right]. \]

---

Then equation (3) can be rewritten as,

\[ s(x, k) = A(k) e^{-i(k_0+k)R_0} \times \exp \left[ -i \left( k_0 + k \right) \left( \beta + \frac{x^2}{2R_0} \right) \right] \] (11)

Let us apply the designed algorithm starting from the step, which corresponds to the calculation of the spectrum \( SS(K,k) \). In further computations it is supposed that the stationary phase method (see, e.g. [26]) can be applied the perform necessary integrations.

The Fourier transformation over the variable \( x \) in (11) yields

\[ SS(K,k) = C \exp \left[ -i \left( k_0 + k \right) \left( 1 - \frac{\beta^2}{2\gamma^2} \right) \right] \times \exp \left[ i \frac{K^2 R_0}{\gamma^2} \right] \exp \left[ i \frac{2\gamma^2 (k_0 + k)}{2} \right]. \]
After multiplication of $SS(K,k)$ to $H_{1}(K,k)$ of (5) the spectrum $SS_{1}(K,k)$ can be written as,

$$SS_{1}(K,k) = C \exp \left[-i(k_{0} + k)R_{0} \left(1 - \frac{\beta^{2}}{2\gamma^{2}}\right)\right] \times \exp \left[iKR_{0} \gamma^{2}k_{0}(k_{0} + k)\right].$$

The inverse Fourier transformation of $SS_{1}(K,k)$ over the azimuth wavenumber $K$ produces

$$sS_{1}(x,k) = C \exp \left[-i(k_{0} + k)R_{0} \left(1 - \frac{\beta^{2}}{2\gamma^{2}}\right)\right] \times \exp \left[-i\gamma^{2}k_{0}(k_{0} + k)\left(x + \frac{\beta R_{0}}{2\gamma^{2}}\right)^{2}\right].$$

Multiplying $sS_{1}(x,k)$ with $H_{2}(x)$ of (7) and performing some simplifications, the following equation can be received:

$$sS_{2}(x,k) = C \exp \left[-i(k_{0} + k)R_{0} \left(1 - \frac{\beta^{2}}{2\gamma^{2}}\right)\right] \times \exp \left[-i\gamma^{2}k_{0}(k_{0} + k)\left(x + \frac{\beta R_{0}}{2\gamma^{2}}\right)^{2} + i\frac{k_{0}x^{2}}{2R_{0}}\right].$$

Then

$$SS_{2}(K,k) = C \exp \left[-iK^{2}R_{0} \frac{2k_{0}}{2\gamma^{2}}\right] \times \exp \left[-i(k_{0} + k)R_{0} \left(1 - \frac{\beta^{2}}{2\gamma^{2}} + \frac{1}{2(1 - \gamma^{2})}\left(\gamma K + \frac{\beta^{2}}{\gamma}\right)^{2}\right)\right].$$

Finally, performing the inverse Fourier transformation over the range wavenumber $k$ we have

$$Ss_{2}(K,y) = Ce^{-ik_{0}y} \exp \left[-iK^{2}R_{0} \frac{2k_{0}}{2\gamma^{2}}\right] \times \delta \left[y - R_{0} \left(1 - \frac{\beta^{2}}{2\gamma^{2}} + \frac{1}{2(1 - \gamma^{2})}\left(\gamma K + \frac{\beta^{2}}{\gamma}\right)^{2}\right)\right],$$

where $\delta (\cdot)$ is the Dirac delta-function. The function $Ss_{2}(K,y)$ should be considered as a distribution (generalized function), i. e. a linear functional over the space $D(\mathbb{R}^{2})$ of infinitely differentiable complex-valued functions with compact support [27]. Suppose an arbitrary function $\varphi(K,y)\in D(\mathbb{R}^{2})$ and let us calculate the scalar product

$$\langle Ss_{2},\varphi \rangle = \int_{\mathbb{R}^{2}} Ss_{2}(K,y)\varphi(K,y)dK dy.$$ (12)

To perform the calculation, it necessary to do integration in (12) sequentially over $y$ and $K$ variables. Integration over $y$ is very easy

$$\langle Ss_{2},\varphi \rangle = C \int_{\mathbb{R}} dK \varphi \left(K, R_{0} \left(1 - \frac{\beta^{2}}{2\gamma^{2}} + \frac{1}{2(1 - \gamma^{2})}\left(\gamma K + \frac{\beta^{2}}{\gamma}\right)^{2}\right)\right) \times \exp \left[-iK^{2}R_{0} \frac{2k_{0}}{2\gamma^{2}}\right] \times \exp \left[-ik_{0}R_{0} \left(1 - \frac{\beta^{2}}{2\gamma^{2}} + \frac{1}{2(1 - \gamma^{2})}\left(\gamma K + \frac{\beta^{2}}{\gamma}\right)^{2}\right)\right].$$

The second integration over $K$ can be done by the stationary phase method

$$\langle Ss_{2},\varphi \rangle = C\varphi \left[-k_{0}R_{0} \left(1 - \frac{1}{2\beta^{2}}\right)\right].$$

Since the function $\varphi\{K,y\}$ is chosen arbitrary it can be argued that

$$Ss_{2}(K,y) \propto \delta \left[K + k_{0}\beta, y - R_{0} \left(1 - \frac{\beta^{2}}{2}\right)\right],$$ (13)

where $\propto$ designates the equivalence. It means that the function $Ss_{2}(K,y)$ belongs to the same equivalence class in $L_{2}$ functional space that contains the Dirac delta-function standing in the right hand side of (13). Hence, the image of a moving target is concentrated in the point with coordinates $[-k_{0}\beta, R_{0} \left(1 - 0.5\beta^{2}\right)]$. For a stationary target equation (13) coincides with equation (8). Since the azimuth wavenumber
where \( x \) is the cross-track range, the image position is \( \left[ \tilde{x}_0 = -\beta R_0, \tilde{y}_0 = R_0 \left( 1 - 0.5 \beta^2 \right) \right] \). Therefore, in case of a moving target its image is shifted from the true position. The shift depends on the relative projection of the target velocity on the line-of-sight.

Analysis in this section shows that the proposed algorithm produces the well-focused image of a moving target if the CPI is infinitely large. In case of a finite CPI, as it is shown in the next section, the image looks like a crossing of two ridges. One ridge is parallel to the \( y \) axis, the other one is inclined to the \( x \) axis. The focused image lays along the second ridge. It is possible to show that this ridge approximately lies along the line

\[
y = R_0 \left( 1 - \frac{\beta^2}{2} \right) + \beta \left( x + \beta R_0 \right) + \frac{\gamma^2 (x + \beta R_0)^2}{2 R_0 (1 - \gamma^2)} = \tilde{y}_0 + \beta (x - \tilde{x}_0) + \frac{\gamma^2 (x - \tilde{x}_0)^2}{2 R_0 (1 - \gamma^2)}. \tag{14}
\]

The line passes the point \( \left[ \tilde{x}_0, \tilde{y}_0 \right] \) and the tangent of its inclination angle is \( \tan \psi = \beta \). Therefore, estimating the three parameters \( \tilde{x}_0, \tilde{y}_0, \tan \psi \) directly from the image it is possible to determine the three \textit{a priori} unknown movement parameters \( \Theta_0, U_x, U_y \) of the target.

Similar analysis can be performed for the ZLZ-algorithm. It is possible to show that in this case

\[
S_{s3} (K, y) = C e^{-iky} \delta \left\{ y - R_0 \left[ 1 + \frac{1}{2(2-\gamma)} \left( K + \beta \right)^2 \right] \right\}.
\]

Treating \( S_{s3} (K, y) \) as a distribution it is straightforward to show that

\[
S_{s3} (K, y) \propto \delta \left\{ K + 3 \beta k_0, y - R_0 \right\}.
\]

Hence, if the CPI is infinitely large the image produced by the ZLZ-algorithm is well focused too and its position is \( \left[ \tilde{x}_0 = -\beta R_0, \tilde{y}_0 = R_0 \right] \). When the CPI is finite the image lays along the line

\[
y = R_0 + \frac{(x + \beta R_0)^2}{2(2-\gamma) R_0}.
\]

This is a parabola passing through the point \( \left[ \tilde{x}_0, \tilde{y}_0 \right] \) and the tangent of its inclination angle is \( \tan \psi = 0 \). Estimation of the moving parameters in this case is more difficult.

**Results of the computer simulation.** Computer simulation of the synthesized algorithm was executed with the following scenario parameters:

- wavelength \( \lambda = 5.6 \) cm;
- real antenna aperture length \( L = 1 \) m;
- pulse bandwidth \( \Delta F = 200 \) MHz;
- vehicle speed \( v = 40 \) m/s;
- distance to the nearest image border \( y_b = 10 \) km;
- length of the synthesized aperture \( D = 410 \) m;
- number of range resolution cells \( M = 512 \);
- number of azimuth resolution cells \( N = 4096 \).

The simulation results are presented in Fig. 2. Fig. 2, \( a \) shows the image contours of a point with coordinates \( x_0 = 529 \) m and \( y_0 = 10,086 \) m \( (R_0 = 10,100 \) m) obtained by the standard SAR algorithm [1], which includes sequential execution of the matched filtering of the received signal at each repetition period, quadratic term compensation and harmonic signal analysis using the Fast Fourier Transform over the "slow" time \( t \). From the figure it follows that signal compression is not effective. The radar image of the source is "smeared" in the along-track and the cross-track ranges.

Fig. 2, \( b \) shows similar contours for the synthesized algorithm and Fig. 2, \( c \) for the ZLZ-algorithm. Simultaneous compression of the image along the along-track and cross-track ranges is observed and the quality of the radar images are similar. At the same time the point image for the proposed algorithm has the true Cartesian coordinates \( (x_0, y_0) \). The ZLZ-algorithm focused the image in the point \( (x_0, y_0) \), as it was indicated above. Thus, the simulation proves the efficiency of the synthesized algorithm in case of stationary targets.

In Fig. 3 there are similar radar images for a moving target with the velocity \( U = 4.4 \) m/s.
Quality of the radar image of the standard SAR algorithm (Fig. 3, a) deteriorates significantly in comparison with the image in Fig. 2, a: it is much more blurred and shifted from the true target position. Qualities of the images of the proposed algorithm (Fig. 3, b) and the ZLZ-algorithm (Fig. 3, c) are much better. They are slightly "smeared" and shifted, as it was predicted in the previous section. It is worth to note that the shape of the target image of the ZLZ-algorithm lays along the dashed magenta line that corresponds to the parabola (15) and the envelope of the image is parallel to the axis $x$. At the same time the image of the proposed algorithm changes its shape: the ridge that was parallel to the axis $x$ in Fig. 2, b has changed its inclination and lays along the dashed magenta line, which equation is (14). This inclination can be used to estimate the target radial speed although such estimation can be realized via implementation of complicate algorithms using the Wigner-Ville Distribution [28, 29], the Fractional Fourier Transform [30, 31] or the Radon Transform [32, 33]. These algorithm permit to estimate the transverse target speed, as well. Estimating of the image position $[\hat{x}_0, \hat{y}_0]$ and parameters $\beta$ and $\gamma$ it is possible to determine the initial coordinates and the velocity of the target.

**Conclusion.** The range cell migrations (RCM) is one of the main factors that deteriorates the quality of SAR images. The article synthesizes an RCM compensation algorithm without interpolation. The synthe-
sized algorithm is a new variant of the Keystone Transform algorithm without interpolation. The basis of the proposed algorithm are the reduced Chirp Scaling and the Fast Fourier Transforms. The proposed algorithm is simpler than the Keystone Transform. It does not need any functional interpolation and yields the radar image in the true Cartesian "along-track range – cross-track range" coordinates. Computer simulation proves high efficiency of the algorithm. The proposed algorithm can be used for SAR imaging of moving targets. In this case the algorithm would produce a focused image of the moving target that is shifted from the target true position and slightly rotated. The shift and the inclination angle of the image depend on the projection of the target relative velocity on the line-of-sight, i. e. the radial speed of the target. Estimation of the image parameters permits to determine the target movement parameters – its true position and velocity.
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