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Abstract
Understanding the relationships between large-scale, low-frequency climate variability modes, fire weather conditions and lightning-ignited wildfires has implications for fire-weather prediction, fire management and conservation. This article proposes a Bayesian network framework for quantifying the influence of climate modes on fire weather conditions and occurrence of lightning-ignited wildfires. The main objectives are to describe and demonstrate a probabilistic framework for identifying and quantifying the joint and individual relationships that comprise the climate-wildfire system; gain insight into potential causal mechanisms and pathways; gauge the influence of climate modes on fire weather and lightning-ignition relative to that of local-scale conditions alone; assess the predictive skill of the network; and motivate the use of techniques that are intuitive, flexible and for which user-friendly software is freely available. A case study illustrates the application of the framework to a forested region in southwest Australia. Indices for six climate variability modes are considered along with two hazard variables (observed fire weather conditions and prescribed burn area), and a 41-year record of lightning-ignited wildfire counts. Using the case study data set, we demonstrate that the proposed framework: (1) is based on reasonable assumptions provided the joint density of the variables is converted to multivariate normal; (2) generates a parsimonious and interpretable network architecture; (3) identifies known or partially known relationships between the variables; (4) has potential to be used in a predictive setting for fire weather conditions; and (5) climate modes are more directly related to fire weather conditions than to lightning-ignition counts.
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1 Introduction
Protecting human life and health, economic infrastructure, natural ecosystems and resources from wildfire is a key challenge for fire management agencies. In many parts of the world there is ongoing interest in (concern about) wildfire activity, its impacts, social perceptions of risk, and risk communication efficacy (Gordon et al. 2013; Fairman et al. 2016; McGee et al. 2015; Zhang et al. 2018; Menezes et al. 2019; Messier et al. 2019; Silva et al. 2019). Weather and climate strongly influence wildfire activity across space and time scales including the occurrence of lightning ignition (see, e.g., Jolly et al. 2015; Earl and Simmonds 2017; Holz et al. 2017; Abatzoglou et al. 2016; Bates et al. 2018) and their relationships with climate variability modes (Trouet et al. 2010; Úbeda and
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Perusal of the literature cited above (and references therein) suggests that assessments of the strength of relationships between climate modes and fire weather and lightning ignitions are often based on one or more of the following approaches: (1) graphical methods; (2) simple and partial correlation analyses, (3) conventional linear regression; and (4) time series data mining techniques such as superposed epoch analysis and wavelets. While useful for data exploration such methods have several limitations. A graph can only depict a few characteristics of the data and may not sufficiently represent key interrelationships between factors. This is the case for dangerous wildfires which are typically caused by a combination of different factors (i.e., a compound event). Correlation measures the extent to which a pair of variables is linearly related. It neither explains the causal relationship between the variable pair nor accounts for the effects of additional explanatory variables. Generally, regression-based approaches relate one outcome variable of interest to one or more explanatory variables. However, there may be situations that involve multiple outcome variables, multiple dependencies between explanatory variables and variables that are both an explanatory and an outcome variable (e.g. Sect. 4). Also, it can be a difficult process to build models in the absence of complete or partial knowledge of the processes that produce the observations. Any potential interactions between variables need to be specified a priori as an input feature. Moreover, predictions made outside the range of the original variables have the tendency to be poor. Superposed epoch analysis (also known as compositing) can be used to link discrete events to continuous time or space–time processes. For large sample sizes, it can separate small signals from noise. The limitations of the method are discussed by Rao et al. (2019 and references therein). They include: one or more events might have very high leverage on the mean response; the implicit assumption that all event signals are equal rather than unique, and the same kind of events might differ due to climate variability and the influence of antecedent background states. Wavelet analysis is a useful tool for revealing time–frequency localization information in time series (Torrance and Compo 1998). However, one of its disadvantages is that it is intended for examining the frequency spectrum over time for an individual variable rather than considering more complex interrelationships between multiple variables. It also requires user-specification of the shape and width of the wavelet function so that it reflects the features present in a time series. Once the wavelet function is selected, a set of scales must also be specified for use in the wavelet transform.

This study differs from previous research in four respects. First, it seeks to identify and characterize the joint as well as the individual contributions of six large-scale, low-frequency climate variability modes to fire weather conditions and to lightning-ignited wildfires. Moreover, emphasis is placed on the physical basis of the relationships found. A better understanding of the interactions between these modes, forest fire danger (as indicated from weather conditions and fuel moisture measures), prescribed burn area and lightning ignition counts has the potential to inform fire-weather forecasting, fire management decisions and conservation strategies. Second, we use model-based machine learning and statistical approaches to investigate these interactions. The main technique used (dynamic Bayesian network analysis) provides a graphical probabilistic framework for modeling and reasoning under uncertainty, and a useful communication device for supporting decision-making processes that can be easily updated as new data and knowledge become available. Third, an extensive assessment is made of the assumptions underlying the various steps of the analysis. Remedial methods for violations of these assumptions are described. Fourth, rolling origin evaluation is used to assess the potential predictive skill of the proposed model for lead times of interest to wildfire managers. This skill was compared to that of an alternative prediction scheme that uses local-scale information only. This assessment provides a crucial baseline to which the effect of accounting for the behavior of climate variability modes on predictive skill can be compared.

Our main objectives are to: propose a probabilistic framework for identifying and quantifying the joint and individual relationships of key factors that comprise the climate-wildfire system; consider a larger number of relevant climate modes than in previous studies using a multivariate framework; gain insight into potential causal pathways from climate variability modes to fire weather and to lightning ignition in a forested region subjected to prescribed burning; gauge the influence of climate modes on fire weather and lightning-ignitions relative to that of local-scale conditions; and motivate the use of techniques that are intuitive, flexible and for which user-friendly software is freely available. The remainder of this article is organized as follows: Sect. 2 gives a brief introduction to Bayesian networks. Section 3 describes the design, building and testing of the proposed framework. Section 4 presents a real case study where the relationships between climate mode indices, fire weather conditions and lightning-ignitions are identified, quantified, and tested. A discussion of our findings and an examination of their physical plausibility are presented in Sect. 5. Finally, Sect. 6 provides a summary and conclusions of the study.

### 2 Bayesian networks

Bayesian networks (BNs) are an increasingly popular tool for representing and reasoning with uncertain knowledge. They are based on well-established theoretical foundations...
of probability calculus and most often used to represent the state of a system at an instant in time. There are other applications that focus on a network of interacting processes that drive the temporal evolution of the system state. There, quantification of any underlying structure requires modeling and analysis of multiple time series. BNs are also useful for investigating and constructing probable explanations for observed events. In what follows we provide some background on Bayesian networks for the sake of completeness and convenience. We use uppercase letters to denote random variables (e.g., $Y$), lowercase letters for their fixed values ($y$), boldfaced uppercase letters for variable sets ($Y$), and boldfaced lowercase letters for column vectors ($y$).

### 2.1 Basic concepts and terminology

BNs provide a means for combining prior (background) expert knowledge of the underlying domain with observational data. They enable the compact representation and efficient computation of the joint probability distribution of a set of random variables based on a set of conditional independence assumptions. The graphical representation of a BN is a directed acyclic graph (DAG) in which each random variable corresponds to a node (vertex) and the direct influence of one node (the parent) on another (a child) corresponds to a directed arc (edge). Thus, arc directions represent conditional dependencies (directions of statistical influence). Unconnected nodes are conditionally independent of each other in the BN. Four classes of node types exist: root nodes have no parent nodes; intermediate nodes have parent and child nodes; leaf or terminal nodes are only connected to their parents; and orphan nodes are not connected to any other node in the network. Thus, a DAG exhibits a topological ordering. The acyclic requirement means that it is impossible to start at any node in the DAG, follow a sequence of directed arcs, and return to the same node.

The notion of conditional independence is central to BNs. Let $Y = \{Y_1, Y_2, \ldots, Y_p\}$ denote the ordered set of random variables under consideration. By using the chain rule in probability theory, the full joint probability distribution can be expressed as

$$P(Y_1, Y_2, \ldots, Y_p) = \prod_{i=1}^{p} P(Y_i|\text{par}(Y_i)).$$

(2)

where $\text{par}(Y_i) \subset \{Y_1, Y_2, \ldots, Y_{i-1}\}$ is called the parent function. For completeness, we note that if all random variables are mutually independent the joint distribution is simply

$$P(Y_1, \ldots, Y_p) = P(Y_1)P(Y_2)P(Y_3) \ldots P(Y_p).$$

(3)

The way BNs are defined means that a network structure must be a DAG. Otherwise, the network parameters cannot be estimated because the factorization of the joint probability distribution (Eq. (2)) is not completely known. If a network structure contains one or more undirected arcs, their direction can be set by the analyst. However, we prefer the more objective approach of letting ‘the data speak for itself’ as the strength and direction of the interdependencies between the variables are not well known and may be time variant.

Multivariate data sets may be composed of random variables that are continuous (real-valued), discrete (integer-valued) or a mixture of both. It is commonly assumed that the random variables in a BN are discrete, as many algorithms for building network structures do not handle continuous variables efficiently. However, there are many applications that require the use of both discrete and continuous data (including the study herein, in which nine of the eleven random variables considered are continuous). There are common approaches for extending the use of these algorithms to continuous variables (Cobb et al. 2007; Chen et al. 2017a, b): (1) automatic discretization; (2) modeling the conditional distributions using nonparametric methods, and (3) modeling the conditional probability distributions of each continuous variable using specific families of parametric distributions. The discretization of continuous variables leads to a loss of information. The definition of the discretization breakpoints is a major challenge as the choice of discretization policy can have a significant impact on the accuracy, speed, and interpretability of the resulting models. Automatic discretization methods exist, but the basis for selection of one method over another is not clear and their use may result in a discretization inappropriate for the model purpose and user needs (Lara-Estrada et al. 2018). For extreme events such as wildfires the upper tail of a distribution might be most important detail to represent, a task for which automatic methods may not be ideally suited. Moreover, while a nonparametric model can often fit any
underlying distribution the number of parameters grows with the amount of data used to fit the model. This can be computationally expensive/limiting and increases the potential for overfitting which leads to the fitting of noise in the data set. In contrast, parametric models have a fixed number of parameters.

### 2.2 Gaussian Bayesian networks

Gaussian BNs are widely used for modeling the behavior of continuous random variables. In contrast, the construction of non-Gaussian networks remains a topic of active research. Gaussian BNs assume that the joint probability density of \( Y \) is a multivariate Gaussian (normal) distribution \( N_p(\mu, V) \) where \( \mu \) is the \( p \)-dimensional mean vector and \( V \) is the \( p \times p \) symmetric and positive definite covariance matrix (Appendix A.1). It is well known that the marginals and conditionals of a joint Gaussian distribution are also Gaussian. Thus, the joint density function can be factorized using the conditional probability densities of \( Y_i (i = 1, \ldots, p) \) given its parents in the DAG. These are univariate Gaussian distributions with densities:

\[
f(y_i | \text{par}(y_i)) = N(y_i | \mu_i + \sum_{j=1}^{p} b_{ji}(y_j - \mu_j), \nu_i),
\]

where \( \mu_i \) is the unconditional mean of \( Y_i \), \( b_{ji} \) are the unknown regression coefficients of \( Y_i \) given \( Y_j \in \text{par}(Y_i) \) and \( \nu_i \) is the conditional variance of \( Y_i \) given its parents in the DAG. Thus, a Gaussian BN is equivalent to a set of multivariate linear regression equations, and the distribution of each node can be viewed as a linear regression. The number of parameters in each regression is equal to the number of the parents of the node plus one (the intercept term). Importantly, the information from factorizations such as (4) can be used for making predictions of the most probable values of any node (including the terminal node).

Gaussian BNs are computationally efficient because they offer exact algorithms for prediction and inference. However, they impose the restriction that discrete nodes cannot have continuous nodes as parents. To avoid this restriction, we use an appropriate transformation to ensure that the joint probability distribution is approximately Gaussian (Appendix A.2).

### 2.3 Dynamic Bayesian networks

Dynamic Bayesian networks (DBNs) are a useful tool for compactly describing the structure of statistical relationships and dependencies among multiple time series (Murphy 2002; Sucar 2015, Chap. 9). DBNs involve the discretization of the temporal range of interest into a finite number of slices (time points) and creating an instance of each random variable for each slice. Each temporal slice has the same set of nodes, and the dependency structure between the nodes at that slice is defined (the base network). This represents the system’s complete state at a single time point. The same set of arcs are placed between nodes from different slices to capture temporal relations, with their directions following the direction of time (the transition network). Thus, it is possible to accommodate possible loops and feedbacks in the network over time points (Nagarajan et al. 2013, Chap. 3). Common key assumptions are that the network structure and the probability distributions and associated parameters describing the temporal dependencies are time invariant; and that the system state follows a first-order Markov process. That is, the DBN is usually specified using only two consecutive time slices \( t-1 \) and \( t \). This is because DBNs involving higher order and non-stationary processes pose computational challenges in structure learning (see below) and parameter estimation. It can also lead to a deterioration in the performance of model selection criteria (as was found to be the case here).

### 2.4 Structure learning

The first task in a BN analysis is to seek a DAG that best explains a given dataset. When enough prior knowledge exists the structure of the BN can be based on current process understanding. In cases where there is limited knowledge and little information available about the physical mechanisms that affect the system under examination, it is possible to infer an appropriate network structure directly from the data. This process is called structure learning. Learning the DAG from data alone is a challenging problem. The two primary methods for structure learning are constraint-based and score-based algorithms. Constraint-based algorithms start with a fully connected DAG and rely on conditional independence tests to learn the dependence structure of the data. A score-based search assigns goodness-of-fit scores to candidate networks (DAGs) and uses an optimization algorithm to maximize the fit. Scutari et al. (2019) suggest that constraint-based algorithms are often less accurate than the score-based algorithm tabu search (TS) for both small and large sample sizes. They also found that TS is often faster than its alternatives. Briefly, TS is an iterative procedure that can be superimposed on local search methods to enable a more thorough exploration of the solution space, escape from local optima and convergence towards the global or a near global optimum. From a feasible initial solution, the algorithm explores its neighborhood while using knowledge held in its tabu list. This list marks previously visited solutions as either temporarily or permanently forbidden. It improves the efficiency of the search and discourages the phenomenon called cycling which involves the reversal or repetition.
of selected moves near a local optimum. The exploration continues until a stopping criterion is met. Further details can be found in Fouskakis and Draper (2002) and Gendreau and Potvin (2019).

In many situations there are known structural constraints which if ignored can result in unrealistic networks with respect to certain characteristics such as child-parent relationships, the presence or absence of arcs and arc directions. The imposition of these constraints reduces the size of the search space and improves the performance and convergence of the search algorithm. Two common types of structural constraints relevant to this study are: ancestral—directed arcs from local- to large-scale variables are forbidden; and 2) temporal—arcs directed backwards in time are forbidden since the value of a variable at time \( t \) is determined by the values of a set of variables at \( t \) or previous time points. Such constraints can be imposed via so-called whitelist and blacklist arguments in the call to the learning algorithm. A whitelist can be used to force the inclusion of specific arcs in the solution. A blacklist can be used to force the exclusion of specific arcs.

Typically, the initial network is large and may contain orphan or redundant nodes and substructures that have negligible impact on network performance. Pruning is a popular technique for eliminating regions of the search space that can be safely ignored. It can quickly find an initial feasible solution and then, given more computation time, move the solution towards optimality by improving the score. Potential benefits of pruning are reduction in network size without unduly losing predictive performance, reduction in the number of parameters (which makes overfitting less likely), and improved network robustness and predictive reliability for data not used for structure learning. Once a BN has been learned, its DAG can be used to ascertain what variables remain and gain insight into the relationships between them and their strength. Importantly, it can also be used to perform probabilistic inference for diagnostic purposes and prediction.

### 3 Design, construction and testing of the model

#### 3.1 Framework design

Figure 1 illustrates the framework’s components and their interfaces in the physical (climate-wildfire) system under consideration. The data sets consist of lightning-ignited wildfire counts (LICs), climate mode indices and hazard variables (such as an index of fire weather conditions and prescribed burn area). An exploratory data analysis is performed to identify the distributional and temporal characteristics of the data. The probability integral transform and the inverse transform are used convert the distributions of continuous and discrete variables to standard normal (Appendix A.2). This step is needed because the Bayesian networks considered herein are predicated on the assumption that all variables are normally distributed (Gaussian). Structure learning is undertaken to estimate the DAG that best describes the dependencies in the data set. A consequence of the analysis is that it provides insight into how the potential causal mechanisms operate and control fire weather conditions and lightning-ignition counts over time. Finally, the predictive performances of the selected network and a reference model are assessed and compared using rolling origin evaluation (Sect. 3.5). By exploiting the factorization described in Sect. 2.2, predictions can be obtained for LICs and a measure of fire weather conditions.

#### 3.2 Model design

Our goal is to identify a compact representation of the system dynamics without incurring an undue loss of information. Our approach represents an attempt to provide as much explanatory power and predictive power as possible. Explanatory power refers to the extent to which an existing theory or competing theories provide a description of system behavior. In the absence of a theoretical foundation for the
relationships that comprise the physical system, it can refer to the extent to which a learned network can provide a causal explanation for any observed impact of the system attributes.

A simplified variant of a DBN is a sparse DBN (sDBN), where the term sparse means that a sizeable portion of the model parameters in (4) are zero. This translates to a more compact DAG than what might have been expected. For the intended purposes of this study we make the following assumptions for our sDBN: (1) the network structure and the probability distributions and associated parameters describing the temporal dependencies are time invariant (while noting that the temporal patterns of residuals from the models are examined for trend); (2) the joint probability distribution of the random variables is Gaussian; (3) the DAG is not required to be fully connected, and (4) the system behaves like a low-order autoregressive process (i.e., the current value of a time series is dependent on one or more past observations in that series, plus noise). A DAG that is not fully connected contains independence assumptions. The more such assumptions are made and found to be reasonable, the more compact the network structure becomes.

While a focus on the optimization of the scoring function can lead to performance improvements on the training set, it can also compromise the stability of the final network (i.e., its robustness to small perturbations of the data set). As outlined below, bootstrap resampling is a useful means to assess the stability of selected networks. A learned network with high explanatory power does not necessarily possess high predictive power. Predictive power refers to the performance of the network with new data previously unseen during structure learning and parameter estimation. While the focus of predictive modeling is typically on association rather than causation, our focus is on model transparency (i.e., being able to understand the concepts captured by a learned network and the reasons behind them). In this context, the use of predictive modeling and testing can help to: uncover and confirm potential causal mechanisms and pathways, lead to the generation of new hypotheses, suggest improvements to existing explanatory models, compare competing theories and ascertain practical relevance (Shmueli 2010; Heinze et al. 2018).

DAGs are a particularly useful tool for identifying redundant variables. Given that the networks considered herein are not complex, in the sense that the number of observations is much larger than the number of nodes, we used seven heuristic pruning steps:

1. Build an initial network (fully connected DAG)
2. Remove any orphan nodes and isolated subnetworks in the DAG to obtain a candidate network. Repeat as necessary.
3. Compare the candidate network score to the local scores for the remaining nodes. Prune nodes that make a relatively small fractional contribution to the network score. Repeat step two as necessary, then proceed to step four.
4. Use a nonparametric bootstrap procedure with 500 replications to assess arc strength and arc direction for each possible arc in the candidate network. Here:
   (a) Arc strength is the probability of observing an arc between two nodes (i and j) across the bootstrapped networks, regardless of the arc’s direction.
   (b) Arc direction is the probability of an arc directed from node i to node j across the bootstrapped networks, conditional on the presence of an arc between the two nodes regardless of its direction.
5. Remove any non-terminal leaf nodes and associated arcs in the DAG that have low values of arc strength and arc direction.
6. Repeat steps two to five as necessary until no non-terminal leaf nodes remain and arc strengths exceed a specific threshold value to prevent spurious or weak node connections. A threshold value of 0.7 seemed appropriate for the task at hand.

The introduction of randomization in the data transformation step (Fig. 1 and Appendix A.2) can affect the trajectory of the pruning process. However, while different trajectories were identified in our experiments, they all led to the same compact network structure.

A key assumption underpinning our analysis is that the data are generated by underlying stochastic processes that are stationary. Therefore, it is important to investigate the robustness of the network structure over time. We adopted an ad hoc approach in which individual sDBNs are constructed for three splits of the available data. The minimum number of observations in each training set is given by \[ \lceil f_m \times N \rceil \] where \( f_m \) is the minimum proportion of observations for model training, \( N \) is the total number of available observations and the ceiling brackets indicate rounding up to the nearest integer. We set \( f_m = 0.7, 0.85 \) and 1.0. The similarity of the corresponding DBNs is judged by comparing the frequencies of the nodes and directed arcs present in the three DAGs.

### 3.3 Data pre-processing and exploratory data analysis

We chose a monthly time step for our calculations given most of the variables considered are available as monthly series. Therefore, the lightning-ignition series was aggregated by month. We applied the Euclidean norm to daily
continuous series to characterize the magnitude of these variables at a monthly time step.

Application of the univariate Shapiro–Wilk test to the pre-processed data indicated that all but one of the marginal distributions exhibited marked departures from normality (Sect. 4.3). This result indicates the need for data transformation. We used a dual transformation approach to convert the marginal distributions of the variables to standard normal (Appendix A.2). Normality in the marginal distributions of a multivariate population is a necessary but insufficient condition for multivariate normality. Numerous statistical tests and graphical approaches are available to check the multivariate normality (MVN) assumption. Different MVN tests may give with different results as they are based on different measures of non-normality and there are many types of departures from MVN (Thode 2002, Chap. 9). Consequently, we use the chi-square Q-Q plot (Appendix A.3) which allows for a visual assessment of multivariate normality analogous to the normal quantile–quantile plot for univariate data. It is also useful for identifying atypical points or outliers. Similarly, the validity of the linearity assumption in (4) is assessed using pairwise scatter plots of the random variables.

### 3.4 Software

All analyses were carried out in the R computing environment (https://www.r-project.org/). Our Bayesian networks were built, refined, and evaluated using the R package bnlearn (Scutari 2010). The package supports structure learning, parameter learning and prediction. The structure learning algorithms in bnlearn permit the imposition of structural constraints by specifying a whitelist and/or a blacklist. We used the tabu search algorithm and a score-equivalent Gaussian posterior density (also known as the Bayesian Gaussian equivalent score, BGe) to guide the learning procedure. The BGe can be decomposed into a sum of all local scores that depends only on each node and its parents. This is useful information for pruning the network structure (Sect. 3.2). The bnlearn package was also used for conditional independence tests, nonparametric bootstrapping and to obtain maximum likelihood estimates of the unknown parameters of a network given its structure (Eq. (4)). Another R package, bnviewer, was used for network visualization (Fernandes 2019).

### 3.5 Rolling origin evaluation

Assessments of predictive power are typically based on out-of-sample measures. The available sample is split into two parts: the training set (in-sample) and the test set (out-sample or holdout sample). The model is then fitted to the training set and its predictive skill is evaluated using one or more error measures on the test data. The overall aim is to minimize the combined bias and variance by sacrificing some bias in exchange for reducing sampling variance. If network performance is noticeably better during training, overfitting might be an issue (Shumeli 2010).

Evaluating model performance based on a single split may provide a biased estimate of model performance due to the presence of outliers and changes in the mean level of the response variable. Application of more sophisticated conventional techniques (such as k-fold cross-validation) to time series can be problematic in three respects: (1) there is an implicit temporal dependence in such data (which might include seasonality and a chronic trend); (2) data leakage from the response to lagged variables is more likely to occur (i.e., information from the test set is inappropriately incorporated into the training set); and (3) the possible presence of non-stationarity in the series (due, for example, to temporal variations in the mean and variance).

Rolling origin evaluation is a resampling method in which the origin of the test set is updated successively, and model predictions are produced from each origin (Tashman 2000; Petropoulos et al. 2017). There are different options of how this can be done. Our approach is illustrated in Fig. 2. Each circle represents h observations corresponding to the length of the prediction horizon. For convenience assume that N is exactly divisible by h. Let M denote the number of observations in the training set for each iteration (red circles). It follows that there are h observations in each test set (blue circles). During the first iteration, the network structure and parameter estimates learned using the first M observations are used to make predictions for FDI, and LIC, \( t = M + 1, M + 2, \ldots, M + h \). These predictions are stored for later retrieval. During the second iteration the first h observations are discarded, and the training set is moved forward to maintain the training set size (M). The model parameter estimates are updated using the new training set with a view to improve the accuracy of network predictions and reduce their uncertainty. Predictions are then obtained for next h observations and stored. This process is repeated until the last observation is used for testing. Model predictive skill is evaluated by applying six different measures to stored predictions and the corresponding observations (Appendix A.4). They are: mean bias error (MBE); maximum absolute error (MAE); Manhattan distance (MANH); Euclidean distance (EUC); cross-validated coefficient of determination (often written as \( Q^2 \)); and the proportion of variation in the test set explained by model predictions based on cross-validation (VECV; Li 2016).

As a benchmark, a reference model (rDBN) was constructed using (local-scale) hazard variables and their lag-one time series, and the structure learning approach described above. Including the rDBN in the rolling origin procedure permits an assessment of the additional predictive
skill offered by a more complicated sDBN that incorporates both local-scale and climate mode information.

4 Case study

4.1 Overview of the study region

The proposed method was applied to the Warren region (1.6 M ha) in the southwest corner of Australia (Fig. 3). The following description parallels that of Bates et al. (2018), and the text below is derived from there with minor modification. The region has a warm-summer Mediterranean climate with cool moist winters and an extended dry summer and autumn. Annual rainfall varies from 1400 mm near the Southern Ocean to 700 mm in the northeast. The region’s terrain is undulating. Sixty percent of the Warren Region is public land managed by the Department of Biodiversity, Conservation and Attractions (DBCA). Public land includes State forest, forest plantations, national parks, and other conservation land tenures. Most of the public land is relatively remote and offers limited access to fire-fighting operations. The peak wildfire season occurs in the austral summer (December to February), extending into autumn months.

4.2 Data description

Modeling should start with defensible assumptions on the possible roles of variables based on previous studies, expert knowledge, or common sense (Heinze et al. 2018). Our analysis is based on indices for six climate modes that are known to either individually or jointly influence atmospheric circulation across Australia (see, e.g., Power et al. 1999; Min et al. 2013; Marshall et al. 2014; Hendon and Abhik 2018). The indices and modes considered are: (1) the Niño3.4 index (N34) of the El Niño-Southern Oscillation (ENSO), where N34 is defined by area-mean sea surface temperature (SST) over the central equatorial Pacific Ocean bounded by (5° S–5° N, 170° W–120° W); (2) the dipole mode index (DMI) of the Indian Ocean Dipole (IOD) which is represented by an anomalous SST gradient between the western equatorial Indian Ocean bounded by (50° E–70° E, 10° S–10° N) and the southeastern equatorial Indian Ocean bounded by (90° E–110° E, 10° S–Equator) (Saji et al. 1999; Saji 2019); (3) the tripole index (TPI) of the Interdecadal Pacific Oscillation (IPO) where TPI is based on the difference between SST anomalies averaged over the central equatorial Indian Ocean bounded by (50° E–70° E, 10° S–10° N) and the south eastern equatorial Indian Ocean bounded by (90° E–110° E, 10° S-Equator) (Saji et al. 1999; Saji 2019); (4) the real-time multivariate indices of the Madden–Julian Oscillation (MJO) proposed by Wheeler and Hendon (2004), herein designated by RM1 and RM2; (5) the stratospheric Quasi-Biennial Oscillation (QBO) of mean zonal winds at 30 hPa (U30) and
50 hPa (U50) over Singapore, and (6) Marshall’s (2003) observation-based index of the Southern Annular Mode (SAM, which refers to the north–south movement of a belt of westerly winds that circles Antarctica, and is measured by the monthly difference in normalized zonal-mean sea level pressure at six stations close to 40° S and six stations close to 65° S).

Three out of the six climate modes listed above (ENSO, IOD, and SAM) have been considered in previous studies linking climate modes with fire weather conditions and lightning-ignited wildfire in Australia (see cited references in Sect. 1). The remaining modes (IPO, MJO and QBO) were considered here for the sake of completeness. The spatial configuration of the climate modes is displayed in supplementary Figure S1. Time series plots and boxplots showing data distributions by month appear in supplementary Figure S2(a–i) and S2(l–t), respectively. Further details are provided in Table 1.

We also consider two local-scale hazard variables: fire weather and fuel moisture conditions, and prescribed burn area. The McArthur Mark V forest fire danger index (FDI, see McArthur (1967) and Noble et al. (1980)) was used to characterize the first hazard variable. The index combines several meteorological factors with fuel moisture information and is commonly used in Australia for forecasting the influence of weather on fire behavior. It is based on an empirical relationship comprising daily maximum temperature, relative humidity, wind speed and a longer-term estimate of fuel availability based on soil dryness and recent rainfall. The construction of the FDI data set used here is described in detail by Dowdy (2018) and is primarily based on a gridded analysis of observations. The second hazard variable (prescribed burn area, PBA) was included to control for the potential effect of fire management on lightning ignitions. Since 1961 DBCA has used prescribed fire to lower fuel loads across large areas of southwest Australia and reduce the severity and size of wildfire (Burrows and McCaw 2013 and references therein). The decision to burn is dependent on suitable daily weather conditions and fuel moisture. DBCA maintains a database of the annual prescribed burn area for entire forest region of southwest Western Australia. We included this annual series in our study since prescribed burns may mitigate the potential hazard of lightning ignition. Given the lack of detailed spatial and temporal information about prescribed burn area, expert opinion is that about one-third of that annual burn area takes place in the Warren region. Prescribed burns are typically conducted in the austral autumn and spring. Burns can also take place in winter months (June–August) in more open vegetation types subject to prevailing conditions. To disaggregate the annual series to monthly, we assumed that the intra-annual burn area can be represented by a bimodal Gaussian mixture distribution with modes at April and October, variances equal to 1, and the probabilities for mixture component equal to 0.5. While this constitutes a set of ad hoc assumptions, it is not unreasonable in the absence of data at a finer temporal scale. Time series plots for FDI and PBA, and boxplots showing data distributions by month, appear in supplementary Figure S2(j–k) and S2(u–v), respectively.

The lightning ignition data for the Warren region covers the period from April 1976 to December 2016. The monthly record consists of 489 observations, 95 of which are non-zero lightning-ignition counts. Observation platforms for fire detection and reporting protocols have
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**Table 1** Summary statistics and probability-values (p values) obtained from the Shapiro–Wilk test for departures from univariate normality before and after dual transformation (Sources key: BoM = Bureau of Meteorology; DBCA = Department of Biodiversity, Conservation and Attractions, Western Australia; NOAA/ESRL = National Oceanic and Atmospheric Administration/Earth System Research Laboratory)

| Data details                          | Pre-processed data | Transformed data |
|---------------------------------------|--------------------|------------------|
|                                       | Mean   | Variance  | p value | Mean   | Variance  | p value |
| Lightning-ignition counts             |        |           |         |        |           |         |
| LIC                                   | 0.759  | 6.24      | 0.000   | 0.0156 | 0.975     | 0.741   |
| Dipole Mode Index                     |        |           |         |        |           |         |
| DMI                                   | 0.155  | 0.101     | 0.000   | 0.00143| 0.980     | 1.00    |
| McArthur forest fire danger index     |        |           |         |        |           |         |
| FDI                                   | 0.229  | 0.0263    | 0.000   | <1 × 10^6| 0.980     | 1.00    |
| Madden–Julian Oscillation—RMM1       |        |           |         |        |           |         |
| RM1                                   | 5.22   | 3.64      | 0.000   | 0.00000| 0.980     | 1.00    |
| Madden–Julian Oscillation—RMM2       |        |           |         |        |           |         |
| RM2                                   | 5.18   | 4.11      | 0.000   | 0.00000| 0.980     | 1.00    |
| Niño 3.4 SST                          |        |           |         |        |           |         |
| N34                                   | 27.1   | 0.941     | 0.005   | 0.0056 | 0.980     | 1.00    |
| Prescribed burn area                  |        |           |         |        |           |         |
| PBA                                   | 5.5 × 10^7| 27.8 × 10^6| 0.000   | 0.00835| 0.988     | 1.00    |
| Quasi-Biennial Oscillation (mean wind components at 50 and 30 hPa) |        |           |         |        |           |         |
| U50                                   | -0.193 | 163       | 0.000   | 0.00930| 0.987     | 1.00    |
| U30                                   | -6.73  | 330       | 0.000   | 0.00773| 0.983     | 1.00    |
| Southern Annular Mode                 |        |           |         |        |           |         |
| SAM                                   | 0.231  | 3.06      | 0.015   | 0.00286| 0.981     | 1.00    |
| Tripole Index                         |        |           |         |        |           |         |
| TPI                                   | 0.0275 | 0.555     | 0.088   | 0.611 × 10^3| 0.980     | 1.00    |
remained stable over the period of record, and changes in land use are unlikely to have altered the pattern of lightning ignition. The spatial pattern of ignition locations is displayed in Fig. 3.

### 4.3 Examination of modeling assumptions and remedial action

We used a variety of techniques to maximize insight into the features of the available data. The specific tasks undertaken (and methods used) included: (1) detection of potential outliers (boxplots and dot charts); (2) calculation of summary statistics (mean and variance); (3) testing the distributional assumptions underlying the analysis described below (Shapiro–Wilk test for univariate normality and the chi-squared quantile–quantile plot to visually assess departures from multivariate normality); (4) testing the assumption of linear relationships among the variables (scatter plots and cursory multivariate normality); and (5) characterization of the underlying temporal patterns (autocorrelation and partial autocorrelation plots for the remaining series revealed that their temporal structures are well-described by low-order autoregressive processes. The temporal structure of the PBA series is far more complicated. We postpone consideration of this issue to Sect. 5 at which time a more informed judgement can be made about the contribution of PBA to network performance.

#### 4.4 sDBN structure and features

Time series plots of the residuals obtained from the rDBN and sDBN exhibited a random pattern around zero (see supplementary Figures S3a, c for the sDBN case). This suggests that the DBNs provide reasonable representations of the temporal patterns of these data including trends and seasonality (cf. Bates et al. 2018). The quantile–quantile plot of observed and fitted FDI values for the sDBN is shown in supplementary Figure S3b. Overall, the model fit is good. A disparity exists in the upper half of the corresponding quantile–quantile plot of observed and fitted LICs in the training set (see supplementary Figure S3d). This issue is discussed further below (Sect. 4.4).

The DAG for the sDBNs for the $f_m=0.7$ and 1.0 cases is displayed in Fig. 5. It represents a generalization of the structure of the final sDBNs for $f_m=0.85$, and corresponds to the following factorization of the joint density:

$$
P(Y) = P(DMI_{t-1})P(RM1_{t-1})P(U50_{t-1})
     P(RM2_{t-1}|RM1_{t-1})P(N34_{t-1}|DMI_{t-1})
     P(U30_{t-1}|U50_{t-1})P(TPI_{t-1}|N34_{t-1})
     (FDI_{t-1}|RM2_{t-1},U30_{t-1})P(FDI_t|DMI_{t-1},
     N34_{t-1},TPI_{t-1},FDI_{t-1})P(LIC_t|FDI_t).
$$

There are six main features in the DAG. First, it comprises ten nodes and eleven directed arcs whereas the DAG for the $f_m=0.85$ case contains eight nodes and nine directed arcs. All three DAGs have no undirected arcs. Second, the
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nodes corresponding to climate mode indices are all lag-one series (cf Eq. (5)). This indicates that the interactions between climate modes, FDI and LIC are characterized not by immediate but slight delayed responses. Third, there are no nodes for PBA and SAM. During the pruning process for each sDBN, either the initial network contained the isolated arc SAM \rightarrow SAM, or both nodes emerged early as leaf nodes. Consequently, the SAM nodes were removed from the analysis leading to higher values of BGe. Pruning of the PBA nodes followed the same pattern as that for SAM. This indicates that PBA is not influential in the determination of fire weather or the occurrence of lightning-ignited wildfires. (It does not follow, however, that prescribed burning is an ineffective tool for fire management.) Fourth, while the set of nodes comprising DMI, N34, and TPI are interconnected they are not individually or jointly connected to members of the set RM1, RM2, U50, and U30. Instead, these sets are connected to the FDI and FDI nodes, respectively. Also, RM1, U50, and DMI are all root nodes and therefore are independent of each other. Fifth, there are no direct interactions between LIC and the climate mode indices. There is the directed arc FDI \rightarrow LIC, but no arc from FDI to LIC. This suggests that the lightning-ignition process is itself conditioned on concurrent weather and fuel moisture conditions. Sixth, inspection of Fig. 5 or Eq. (5) reveals that network contains two variables that are measured simultaneously: FDI and LIC. While this might be useful for explanatory purposes, it could present a problem for predicting LIC in an operational environment because the FDI at the time of prediction is unknown. However, LIC is only conditionally dependent on FDI, and after processing the data for FDI and its parents the network can be used to compute LIC.

Table 2 summarizes the characteristics of the DAGs for the three final sDBNs. The table’s contents are arranged as a matrix. Diagonal terms represent nodes and off-diagonal terms directed arcs. The numerals in the table cells are the number of instances of each node or directed arc in the three DAGs. The number of used table cells is 21 with 10 representing nodes. Seventeen of the 21 cells represent nodes and arcs that appear in the three DAGs. Eight out of the ten nodes shown occur in all sDBNs. The two exceptions are RM1 (appears in the DAGs for \( f_m = 0.7 \) and 1.0) and U50 (which also appears in the DAGs for \( f_m = 0.7 \) and 1.0).

In all three DAGs, FDI is the only immediate parent to the terminal node LIC. Across the three DAGs, the number of
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Table 2 Agreement between sDBN DAGs for three data splits (\( f_m = 0.7, 0.85, 1.0 \))

| Parent | Child |
|--------|-------|
| DMI | FDI | FDI | RM1 | RM2 | N34 | TPI | U30 | U50 | LIC |
| DMI | 3  | 3  | 3  | 2  | 3  | 3  | 3  | 2  | 3  | 3  |
| FDI | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  |
| FDI | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  |
| RM1 | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  |
| RM2 | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  |
| N34 | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  |
| TPI | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  |
| U30 | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  | 3  |
| U50 | 2  | 2  | 2  | 2  | 2  | 2  | 2  | 2  | 2  | 2  |

Node names denote dual transformed variables. Numerals indicate the number of times nodes and directed arcs appear in the three DAGs. Bold represent nodes, and italics off-diagonal cells directed arcs.
directed arcs is 31. The minimum, median and maximum arc strengths are 0.498, 0.999 and 1.000. The direction probabilities for 21 of the 31 arcs are all 1.0 to four significant figures. The direction probabilities for seven of the remaining ten arcs fall in the closed interval [0.37, 0.66], but their arc strengths are all 1.0 to four significant figures. The directed arcs concerned are: N34_{t-1} → TPI_{t-1} (three instances); RM1_{t-1} → RM2_{t+1} (two instances); and U50_{t-1} → U30_{t+1} (two instances). These results indicate that while the directions of dependency are not well established for these arcs the relationships are (very) strong. The situation for the arc DMI_{t-1} → TPI_{t+1} (3 instances) is somewhat different in that while the direction probabilities are all close to 0.5 the arc strengths increase from 0.50 to 0.90 as \( f_m \) increases. Taken overall, the results suggest that the structure of the sDBN has only a slight sensitivity to temporal fluctuations in the full data set.

There are no arcs connecting any of the climate mode indices directly to the terminal node. Therefore, it follows that

\[
P(LIC_t|DMI_{t-1},FDI_{t-1},FDI_t,MJA_{t-1},MJP_{t-1},N34_{t-1},TPI_{t-1},U30_{t-1}) = P(LIC_t|FDI_t).\] (6)

Equation (6) indicates that, for the case study region, local-scale fire weather conditions influence lightning-ignition occurrence much more so than large-scale climate variability modes. It also dictates that the fitted and predicted values of LIC, using either the rDBN or the sDBN are identical. Second, as noted above, the only nodes at time slice \( t \) are FDI, and LIC. This peculiar configuration is distinctly different to that of a conventional DBN in that there is no common base network for the temporal slices \( t-1 \) and \( t \). Third, the parent nodes for FDI_{t-1} are not directly connected to the parent nodes for FDI_t. This result indicates an absence of direct interaction between the parent node sets.

4.5 Rolling interaction evaluation

The rolling interaction evaluation is performed under the following settings: \( N = 489 \) (the number of months in the period April 1976 to December 2016); \( h = 12 \) months (covering July to June of the following year), \( f_m = 0.7 \), and \( M = 351 \approx [f_m \times N] \) which ensures that the last observation in all training sets corresponds to the month of June. The size of the complete test data set is, of course, \( N - M = 138 \).

Table 3 lists the values of the model performance measures for the FDI data only. Separate results for the LIC data are not reported since the rDBN and sDBN provide the same predictions (Sect. 4.3). Perusal indicates that the sDBN is superior to the rDBN for five out of the six predictive skill measures examined, with the exception being MBE. The MBE obtained for the rDBN (−0.00338) is close to zero and smaller than that for the sDBN (−0.0237). Nevertheless, the latter value of MBE is small relative to the standard deviation of FDI observations (0.169). For the sake of comparison, the MBEs obtained at the end of the structure learning task (i.e. for \( f_m = 1.0 \)) were −0.000135 for the rDBN and −0.000507 for the sDBN. Put together, these results suggest that the rDBN and sDBN provide a good fit to the data and produce reliable predictions in terms of bias. However, the sDBN produces predictions that are more precise (cf. MAE, MANH, EUC, \( Q^2 \) and VECV values in Table 3).

Figure 6 displays quantile–quantile plots of mean predicted versus observed series obtained from the sDBN during rolling origin evaluation versus observed. The predicted distribution of FDI_t is close to the observed with a small additive bias (Fig. 6a). This indicates the sDBN predictions can be improved by a simple (and small) additive bias correction. For both DBNs, time series plots of the residuals obtained from the evaluation procedure exhibited a random pattern around zero (see supplementary Figures S4a, b for the sDBN case). These findings indicate that

\[
\text{Table 3 Comparison of predictive skills offered by rDBN and sDBN for FDI}
\]

| Model   | MBE    | MAE   | MANH  | EUC   | \( Q^2 \) | VECV |
|---------|--------|-------|-------|-------|-----------|------|
| rDBN    | −0.00338 | 0.0804 | 11.1  | 1.26  | 0.63      | 0.592|
| sDBN    | −0.0237 | 0.0622 | 8.58  | 1.08  | 0.74      | 0.700|

Best values of model performance measures are presented in boldface type
the DBNs provide reliable predictions for FDI despite their slight sensitivity to temporal fluctuations in the full data set (Sect. 4.3). The equivalent rDBN and sDBN predictions of LIC, exhibit a slight underestimation for the interval 0 ≤ LIC, < 5, where 126 of the 138 observations in the test set lie (Fig. 6b). However, both DBNs underestimate the upper tail of the LIC, distribution. A similar but smaller disparity exists in the quantile–quantile plot of observed and predicted LIC, in the training set (see supplementary Figure S3c). Since time series plots of the residuals obtained from the evaluation procedure exhibited a random pattern around zero (see above), this suggests that the disparity evident in Fig. 6b is due to a failure to adequately predict high ignition counts rather than the increasing trend in the data (Bates et al. 2018). Taken together, these results may be indicative of a relationship between LIC, and one or more missing synoptic-scale variables related to dry season storminess including convective available potential energy, convective inhibition and cloud top height (e.g. Riemann-Campe et al. 2009; Clark et al. 2017).

5 Discussion

The climate-wildfire system considered herein is not well understood from either a theoretical or observational standpoint. Our analysis is based on observational data containing measurement errors, probabilistic properties, and conditional independence relationships in the presence of limited background knowledge. Therefore, it cannot be guaranteed that: (1) all the important processes and phenomena are included properly in the learned network; (2) the directed arcs in the network represent actual cause-and-effect relationships, or (3) that the network possesses an appropriate level of complexity. To some extent, the impact of such issues on a Bayesian network can be examined using a sensitivity analysis approach. Bayesian networks provide a sensitivity analysis capability in a natural way. For example, the effects of different types and levels noise in the data on network parameters, structure, and performance can be easily investigated. Also, structure transformations such as node removal, arc removal and arc reversal can also be explored. For the case study reported herein, we found that changes in the sequence of node deletions during a pruning process had no impact on the configuration of the nodes comprising the final network. Arc reversal was sometimes observed for those arcs where the directions of dependency were not well established (Sect. 4.4). However, our results suggest that such arc reversals are not critical to model performance. A comprehensive sensitivity analysis will be undertaken in future research.

A result worthy of further investigation is that PBA was not found to be influential in the determination of fire weather conditions or the occurrence of lightning-ignited wildfire. Fuel condition and loading would be expected to more strongly influence fire intensity and resistance to containment than it would the likelihood of ignition (McCaw et al. 2012), particularly given the observation that lightning strikes may ignite dead wood in standing trees resulting in fires that persist for many weeks (Bates et al. 2018). While PBA was the only human-induced variable considered in our study, the potential exists to apply our approach to aid historical analyses in which it can be difficult to disentangle human and climate influences on wildfire processes.

Further research involving theoretical modeling and numerical simulation, together with observational data, is necessary to test the veracity of our results and findings. However, many of our findings withstand scrutiny from a variety of perspectives. All the climate mode indices included in the sDBN are lag-one time series that highlight the importance of tropical-extratropical teleconnection patterns. These patterns fluctuate over a wide range of time scales, from synoptic (e.g., regional clusters of enhanced or decreased convective processes near Australia can be associated with different phases and amplitudes of the MJO) to multidecadal (e.g., variations in Pacific Ocean conditions similar to ENSO but for low-frequency components as indicated by the IPO). The node and directed arcs depicted in Fig. 5 are broadly consistent with current knowledge about the relationships between climate modes and fire weather conditions in Australia such as for the influence of ENSO and IOD on FFDI (Harris and Lucas 2019). They also provide potential insight into the climate mode interactions that are relevant to fire weather conditions and the occurrence of lightning ignitions in the case study region. There is also scope for further investigations into physical processes such as the role of QBO and MJO on antecedent weather conditions of relevance for lightning-ignited fires. These claims do not pertain to all climate mode interactions in the global climate system.

The ENSO is an oscillation of the coupled atmosphere and ocean and is the strongest interannual signal in the global climate system (Halpert and Ropelewski 1992; McPhaden et al. 2006). It has been shown to exert a strong (moderate) influence on fire activity in southeast (southwest) Australia (Harris et al. 2014; Mariani et al. 2016; Harris and Lucas 2019, and references therein). This is associated with ENSO’s influence on fire weather conditions in the southeast as well as in the southwest particularly during summer (Dowdy 2018). The Interdecadal Pacific Oscillation (IPO) has a dominant period of roughly 20–30 years whereas the El Niño and La Niña phases of ENSO tend to last less than one year. Disentangling the dependence relationship between the ENSO and IPO is a challenging and ongoing research topic as the two are intertwined (Santoso et al. 2015). Our results are broadly consistent with this current
general understanding of IPO/ENSO relationships including that the direction of dependency is not well established even though the relationship is strong.

The Indian Ocean dipole (IOD) is a major mode of inter-annual climate variability in the tropical Indian Ocean. Inspection of Fig. 5 in Harris and Lucas (2019) indicates weak to moderate correlations (0.36–0.40) between the 90th percentile of December–February FDI in southwest Australia and the DMI lagged by three and six months. The existence, strength and direction of the relationship between the IOD and ENSO has been the subject of extensive debate (Zhou and Nigam 2015; Lestari and Koh 2016 and references therein). In the context of our case study, we have found that while the relationship is strong (for \( f_m = 0.7 \) and 1.0) the direction of dependency is not well established. This result is consistent with the current state of knowledge about the IOD-ENSO interaction. Yamagata et al. (2004) and Dowdy (2016) found that the strongest correlation between ENSO and IOD indices occurs in the austral spring (September–November) \((r = 0.53\) and 0.68, respectively). The strength probabilities for the arc \( \text{DMI}_1 \rightarrow \text{N34}_1 \) were 0.50, 0.81 and 0.90 for the \( f_m = 0.7, 0.85 \) and 1.0 cases, respectively. This result indicates a marginal to moderate increase in the strength of the relationship in the latter part of the study period. While this result may be attributable to noise, it is also consistent with recent evidence that the strength of the relationship is not time invariant (Lim et al. 2017). Furthermore, the results depicted in Fig. 5 and listed in Table 2 indicate that the IOD and ENSO have individual and joint effects on fire weather and fuel moisture conditions, and hence the occurrence of lightning-ignited fires.

The Madden Julian Oscillation (MJO) is an eastward-moving intra-seasonal (20- to 90-day) oscillation in tropical winds and convection. It is the most dominant mode of variability in the tropical atmosphere and is strongest during the months of November to April (Madden and Julian 1994; Zhang 2013). It is known to cause variations in weather in far-reaching extratropical locations around the globe (Wheeler and Hendon 2009 and references therein). The results depicted in Fig. 5 and Table 2 suggest a lack of direct dependency between ENSO and the MJO. Zhang et al. (2001) note the lack of a strong statistical relationship between ENSO indices and conventional MJO indices based on global winds and convection. Similarly, Moon et al. (2011) state that the roles of changes in MJO convection and the mean circulation in accounting for the differences between El Niño and La Niña are difficult to find. Harris and Lucas (2019) recommend that future work should consider analyses of the role of the MJO on fire weather variability in northern Australia. Our results suggest that the MJO also influences fire weather even further afield, in southwest Australia.

The QBO is a quasi-periodic oscillation of the equatorial zonal wind in the tropical stratosphere. Between 3 and 100 hPa, zonal wind at the Equator is characterized by a pattern of alternating easterly and westerly wind regimes that propagate downward with time. The wind direction changes about every 14 months. There is increasing evidence from observations and numerical models that stratospheric anomalies (such as the QBO) affect the extratropical troposphere at or near the Earth’s surface (Baldwin et al. 2001; Thompson et al. 2005; Marshall and Scaife 2009; Kuroda and Yamazaki 2010). There is also a growing body of literature on interactions between the QBO and ENSO (Schirber 2015; Hansen et al. 2016; Gao et al. 2017 and references therein). Similarly, recent studies have found evidence of an interconnection between the QBO and MJO during the austral summer, when the relationship is at its strongest (Abhik and Hendon 2019; Kim et al. 2019 and references therein). However, for the data and study region at hand, there is no clear evidence that interactions between the QBO and the other modes of climate variability affect the prediction skill of fire weather conditions and lightning-ignited wildfires.

There is a paucity of observations-based research on the relationships between climate variability modes, lightning-ignitions, and wildfire in the southern hemisphere (Mariani et al. 2018 and references therein). Typically, previous Australian studies have focused on one or more of the following climate modes: ENSO, IPO and SAM. We are neither aware of any wildfire studies that have considered climate mode interactions in a formal quantitative sense beyond correlation and regression methods, nor are we aware of any similar studies that have included both the IPO and MJO. We have also considered the contributions of the QBO to fire weather conditions and lightning-ignited wildfires.

The use of statistical or machine learning models in climate change impact assessments is often questioned on the basis that they are likely to miss emerging signals of changes in variable distributions and the temporal evolution of climate modes and local weather. This is true if the model is frozen in terms of its current structure and parameter values. As new knowledge and observations become available, it is a simple matter to add new nodes, set or reset arc directions, relearn the network and re-estimate its parameters. For example, the sparse DBN is ideally placed to examine teleconnection processes at time scales longer than one month. This is because new nodes can be added to the network for the variables and lags that are of particular interest alone. Results from rolling origin evaluations of the current and new model can be used to compare their predictive skills and assess the practical significance of changes in network structure and parameters. This updating process can be repeated multiple times in the future. With each update, the model judged to be the best representation of the data is retained and used until at least the next update.
6 Summary and conclusions

This article proposes and demonstrates a probabilistic framework for investigating the relationships between modes of climate variability, fire weather conditions and the occurrence of lightning-ignited wildfires. The sparse dynamic Bayesian network (sDBN) at the heart of the framework is directed primarily towards identifying potential causal mechanisms and pathways, assessing the nature and magnitude of the contribution of climate modes to fire weather conditions and the occurrence of lightning-ignited wildfire episodes, and evaluating the skill of short-term forecasts. Within the framework, the sDBN is assumed to follow a low-order Markov process. A dual transformation approach is used to convert the distributions of continuous and discrete random variables to standard normal. Linear regression is used to estimate the relationship between a child node and its parents. An initial sDBN structure is learned from data using a scoring function approach. This structure is pruned by a set of heuristic rules that in a systematic way leads to a simpler structure without unduly sacrificing network performance. The predictive skill of the sDBN was assessed using rolling origin evaluation and six common error measures for time series that are based on the notions of statistical distance and similarity. The proposed methodology could be applicable to a wide range of problems in pure climate science such as emergent constraint studies as well as applied studies involving the natural environment and climate sensitive industries.

The case study demonstrates the applicability of the proposed framework to a real climate-wildfire system. It illustrates how the results can provide analysts with key insights into the physically plausibility and complex nature of the causal mechanisms and pathways that influence fire weather conditions and the occurrence of lightning-ignited wildfires. All the climate mode indices included in the sDBN are lagged one-month time series. This indicates that the interactions between climate modes, FDI and LIC are characterized not by immediate but slight delayed responses. These responses could help precondition the environment so that it is more conducive to the occurrence of lightning-ignited wildfires (e.g., through influences on fuel state such as moisture content, load and availability). The structure for the sDBN and its prediction skill were found to be largely insensitive to temporal fluctuations in the available data. The Southern Annular Mode was found not to have a strong influence on either FDI or LIC. It is known to influence cool season rainfall in southern Australia. However, the focus of our study is on the warmer months of the year when antecedent moisture is low. The generality of these findings needs to be established. The causal mechanisms and pathways postulated above are tentative and should be subjected to verification by suitable theoretical and modeling studies. Further consideration of plausible physical processes that might be associated with these findings is also needed.

Another interesting result is that the relationship between ignition counts and climate modes may be indirect, via fire weather and fuel moisture conditions. We have demonstrated that the use of information about the behavior of climate modes can reduce uncertainty in predictions of such conditions. Predictions of high ignition counts are not convincing as they exhibit a systematic departure from the corresponding observations. These are the cases of most interest to fire managers and planners. This points to the importance of including summary statistics of synoptic-scale processes and examining the interactions of these processes with atmospheric teleconnection patterns in determining the probable number of severe thunderstorm events. Such an investigation may give a wider view of the causal mechanisms and the system response, and lead to improved predictions for lightning-ignition counts. This topic will be the subject of future research.

Appendix A. Technical notes on methods

Multivariate Gaussian density function

The multivariate Gaussian joint density function \( f_Y \) of \( Y = \{ Y_1, Y_2, \ldots, Y_p \} \) is defined by

\[
f_Y(y) = \frac{1}{(2\pi)^{p/2} \det(V)^{1/2}} \exp \left(-\frac{1}{2} (y - \mu)^T V^{-1} (y - \mu) \right),
\]

where \( y = (y_1, y_2, \ldots, y_p) \) and \( -\infty < y_i < \infty \) (\( i = 1, \ldots, p \)). As noted in Sect. 4.3.2, \( \mu \) is the \( p \)-dimensional mean vector and \( V \) is the \( p \times p \) symmetric and positive definite covariance matrix.

Dual transformation method

The dual transformation method draws directly from the concept of randomized quantile residuals (Dunn and Smyth 1996). The intent of this concept was to find residuals whose empirical distribution is close to normality in non-normal regression situations. Here we use the same approach to transform discrete data or continuous non-normal data to normality. Let \( F(Y, \theta) \) be the cumulative distribution function for a random variable \( Y \). Suppose

\[
F_i^* = \begin{cases} 
F(y_i; \theta) & \text{if } Y_i \text{ is continuous} \\
F(y_i - 1; \theta) + u_i p(y_i; \theta) & \text{if } Y_i \text{ is discrete}
\end{cases},
\]

where the subscript \( i \) denotes the data point, \( \theta \) is the vector of estimated distributional parameters and \( u_i \) is a random variable drawn from the standard uniform distribution on the interval \( (0, 1] \). (The randomization in Eq. (8) is used
to convert discrete to continuous values.) Then, the corresponding standard normal quantile is defined by
\[ z_i = \phi^{-1}\left\{ F_{i}^n \right\}, \quad (9) \]
where \( \phi^{-1}(\cdot) \) is the cumulative distribution for the standard normal distribution. The \( z_i \) are exactly standard normal, apart from sampling variability in \( \theta \).

For thoroughness, we note Anscombe (1948) suggested two inverse hyperbolic sine transformations to convert negative binomial to more ‘nearly’ normally data. The ignition counts data in our case study are well described by a negative binomial distribution. However, the maximum likelihood estimates of the distribution’s parameters (mean = 0.759 and shape = 0.100) do not confirm with Anscombe’s requirements (mean is large, and shape is either > 2 or ≥ 1).

**Chi-square Q-Q plot**

When \( Y \sim N_p(\mu, \Sigma) \), the squared Mahalanobis distances defined by
\[ d_j^2 = (y - \mu)^T \Sigma^{-1} (y - \mu), \quad j = 1, \ldots, n, \quad (10) \]
are distributed as \( \chi^2_p \) (chi-square distribution with \( p \) degrees of freedom). This result can be used to evaluate whether a data point may be an outlier and whether the observed data exhibit departures from multivariate normality. A chi-square Q-Q plot is an informal, but useful, way to assess whether \( d^2 \) is distributed as \( \chi^2_p \). If the data indeed follow the assumed distribution, then the points in a plot of the sample quantiles (quantiles of \( d^2 \)) versus the theoretical quantiles (quantiles of \( \chi^2_p \)) will fall approximately on a straight line through the origin with slope equal to 1.

**Statistical distance and similarity measures**

Let \( y \) denote the \( n \)-dimensional vector of observations and \( z \) the corresponding \( n \)-dimensional vector of Bayesian network predictions obtained from cross validation, where in this instance \( n \) is the length of the test set.

The mean bias error (MBE) is used primarily to estimate average bias in a predictive model. It is defined by
\[ \text{MBE} = \frac{1}{n} \sum_{k=1}^{n} (z_k - y_k). \quad (11) \]

The mean absolute error (MAE) measures the average magnitude of the errors in the set of predictions without considering their sign:
\[ \text{MAE} = \frac{1}{n} \sum_{k=1}^{n} |y_k - z_k|. \quad (12) \]

The Manhattan (or city block) distance (MANH) is defined by
\[ \text{MANH} = \sum_{k=1}^{n} |y_k - z_k|. \quad (13) \]

The Euclidean distance is defined by
\[ \text{EUC} = \left( \sum_{k=1}^{n} (y_k - z_k)^2 \right)^{1/2}. \quad (14) \]

The MAE, MANH EUC have the same scale as the data. The cross-validated coefficient of determination \( (Q^2) \) can be written as
\[ Q^2 = \frac{(\sum_{k=1}^{n} (y_k - \bar{y})(z_k - \bar{z}))^2}{\sum_{k=1}^{n} (y_k - \bar{y})^2 \sum_{k=1}^{n} (z_k - \bar{z})^2}. \quad (15) \]

Unlike the conventional \( R^2 \) which measures goodness-of-fit, \( Q^2 \) is a reliable measure of model quality.

The proportion of variation in the test set explained by model predictions based on cross-validation (VECV, Li 2016) is defined by
\[ \text{VECV} = \left( 1 - \frac{\sum_{k=1}^{n} (y_k - z_k)^2}{\sum_{k=1}^{n} (y_k - \bar{y})^2} \right). \quad (16) \]
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