Roughness of the Controllability for Time Varying Systems Under the Influence of Impulses, Delay, and Nonlocal Conditions

Abstract: In this paper, we prove that the controllability of time varying linear system is preserved if we add impulses, delay and nonlocal conditions as perturbations. Specifically, we shall prove that the controllability of the associated time varying linear systems is preserved by the following semilinear time varying system of differential equations with impulses, delay, and nonlocal conditions:

\[
\begin{cases}
    z'(t) = A(t)z(t) + B(t)u(t) + f(t, z_t, u(t)), & t \in (0, \tau), \quad t \neq t_k \\
    z(s) + g(z_{t_1}, z_{t_2}, \ldots, z_{t_p})(s) = \phi(s), & s \in [-r, 0], \\
    z(t_k^+) = z(t_k^-) + I_k(z(t_k), u(t_k)), & k = 1, 2, 3, \ldots, p.
\end{cases}
\]

where \(0 < t_1 < t_2 < \cdots < t_p < \tau\), \(0 < t_1 < t_2 < \cdots < t_q < \tau\), \(z(t) \in \mathbb{R}^n\), \(u(t) \in \mathbb{R}^m\), \(z_t\) defined as a function from \([-r, 0]\) to \(\mathbb{R}^n\) by \(z_t(s) = z(t + s), -r \leq s \leq 0\), \(A(t), B(t)\) are continuous matrices of dimension \(n \times n\) and \(n \times m\) respectively, the control function \(u\) belongs to \(C([0, \tau]; \mathbb{R}^m)\), \(g : \mathcal{P} \mathcal{W}_q([-r, 0]; \mathbb{R}^n) \to \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n)\), \(\phi \in \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n)\), \(f : [0, \tau] \times \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n) \times \mathcal{P} \mathcal{W}_r \to \mathbb{R}^n\), \(I_k \in C(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R}^n)\), \(k = 1, 2, 3, \ldots, p\), such that

\[
\|f(t, \phi, u)\|_{\mathbb{R}^n} \leq a_0\|\phi(-r)\|_{\mathbb{R}^n}^{\gamma_0} + b_0\|u\|_{\mathbb{R}^m}^{\beta_0} + c_0, \quad u \in \mathbb{R}^m, \quad \phi \in \mathcal{P} \mathcal{W}_r, \quad t \in [0, \tau],
\]

\[
\|I_k(t_k, z, u)\|_{\mathbb{R}^n} \leq a_k\|z\|_{\mathbb{R}^n}^{\gamma_k} + b_k\|u\|_{\mathbb{R}^m}^{\beta_k} + c_k, \quad k = 1, 2, 3, \ldots, p, \quad u \in \mathbb{R}^m, \quad z \in \mathbb{R}^n,
\]

\[
\|g(z)\| \leq e\|z\|_{\mathcal{P} \mathcal{W}_r}^{\gamma}, \quad z \in \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n)^q,
\]

1 Introduction

This paper is concerned with the controllability of time varying semilinear systems under the influence of impulses, delay and nonlocal conditions as perturbations. Specifically, we shall prove that the controllability of the associated time varying linear systems is preserved by the following semilinear time varying system of differential equations with impulses, delay, and nonlocal conditions:

\[
\begin{cases}
    z'(t) = A(t)z(t) + B(t)u(t) + f(t, z_t, u(t)), & t \in (0, \tau), \quad t \neq t_k \\
    z(s) + g(z_{t_1}, z_{t_2}, \ldots, z_{t_p})(s) = \phi(s), & s \in [-r, 0], \\
    z(t_k^+) = z(t_k^-) + I_k(z(t_k), u(t_k)), & k = 1, 2, 3, \ldots, p.
\end{cases}
\]

where \(0 < t_1 < t_2 < \cdots < t_p < \tau\), \(0 < t_1 < t_2 < \cdots < t_q < \tau\), \(z(t) \in \mathbb{R}^n\), \(u(t) \in \mathbb{R}^m\), \(z_t\) defined as a function from \([-r, 0]\) to \(\mathbb{R}^n\) by \(z_t(s) = z(t + s), -r \leq s \leq 0\), \(A(t), B(t)\) are continuous matrices of dimension \(n \times n\) and \(n \times m\) respectively, the control function \(u\) belongs to \(C([0, \tau]; \mathbb{R}^m)\), \(g : \mathcal{P} \mathcal{W}_q([-r, 0]; \mathbb{R}^n) \to \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n)\), \(\phi \in \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n)\), \(f : [0, \tau] \times \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n) \times \mathcal{P} \mathcal{W}_r \to \mathbb{R}^n\), \(I_k \in C(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R}^n)\), \(k = 1, 2, 3, \ldots, p\), such that

\[
\|f(t, \phi, u)\|_{\mathbb{R}^n} \leq a_0\|\phi(-r)\|_{\mathbb{R}^n}^{\gamma_0} + b_0\|u\|_{\mathbb{R}^m}^{\beta_0} + c_0, \quad u \in \mathbb{R}^m, \quad \phi \in \mathcal{P} \mathcal{W}_r, \quad t \in [0, \tau],
\]

\[
\|I_k(t_k, z, u)\|_{\mathbb{R}^n} \leq a_k\|z\|_{\mathbb{R}^n}^{\gamma_k} + b_k\|u\|_{\mathbb{R}^m}^{\beta_k} + c_k, \quad k = 1, 2, 3, \ldots, p, \quad u \in \mathbb{R}^m, \quad z \in \mathbb{R}^n,
\]

\[
\|g(z)\| \leq e\|z\|_{\mathcal{P} \mathcal{W}_r}^{\gamma}, \quad z \in \mathcal{P} \mathcal{W}_r([-r, 0]; \mathbb{R}^n)^q,
\]
\[ \|g(z) - g(w)\| \leq K\|z - w\|_{P^t_{\mathbb{R}^q}}, \quad z, w \in P^t_{\mathbb{R}^q}([-r, 0]; (\mathbb{R}^n)^q), \]

with \(0 < \eta \leq 1, 0 < \alpha_k \leq 1, k = 0, 1, 2, 3, \ldots, p, \) and

\[ z(t_k) = z(t_k^i) = \lim_{t \to t_k} z(t), \quad z(t_k) = \lim_{t \to t_k} z(t). \]

In order to set this problem, we shall consider the following natural Banach spaces:

The space \( P^t_{\mathbb{R}^r} \) of all functions \( \varphi : [-r, 0] \to \mathbb{R}^n \) such that \( \varphi(\cdot) \) is continuous on \([-r, 0]\) except in a finite number of point \( S_i, i = 1, 2, \ldots, N \) where the side limits exist \( \varphi(S_i^-) = \varphi(S_i^+) \) for all \( i = 1, 2, \ldots, N, \) endowed with the uniform norm denoted by \( \| \cdot \|_{P^t_{\mathbb{R}^r}}. \)

\[ P^t_{\mathbb{R}^r}([-r, \tau]; \mathbb{R}^n) = \{ z : [-r, \tau] \to \mathbb{R}^n : z \big|_{[-r, 0]} \in P^t_{\mathbb{R}^r}, \quad z^f \in C(f'; \mathbb{R}^n), \exists z(t_i^i), \]

\[ z(t_k) = z(t_k^i) \text{ and } z(t_k) = z(t_k^i), \]

where \( f = [0, \tau] \) and \( f' = f \setminus \{ t_1, t_2, \ldots, t_p \}, \) endowed with the norm

\[ \|z\|_0 = \sup_{t \in [-r, \tau]} \|z(t)\|_{\mathbb{R}^n}. \]

The following notation will be used:

\[ (\mathbb{R}^n)^q = \mathbb{R}^n \times \mathbb{R}^n \times \cdots \mathbb{R}^n = \prod_{k=1}^q \mathbb{R}^n, \]

equipped with the norm

\[ \|z\|_q^q = \sum_{i=1}^q \|z_i\|_{\mathbb{R}^n}, \quad z = (z_1, z_2, \ldots, z_q)^T \in (\mathbb{R}^n)^q. \]

Analogously, we define the space \( P^t_{\mathbb{R}^r}([-r, 0]; (\mathbb{R}^n)^q) \) endowed with the norm

\[ \|z\|_{P^t_{\mathbb{R}^r}} = \sup_{t \in [-r, 0]} \|z(t)\|_q^q = \sup_{t \in [-r, 0]} \left( \sum_{i=1}^q \|z_i(t)\|_{\mathbb{R}^n} \right), \quad \forall z \in P^t_{\mathbb{R}^r}([-r, 0]; (\mathbb{R}^n)^q). \]

On the other hand, the following Banach space is considered as well

\[ P^t_{\mathbb{R}^r}([-r, \tau]; \mathbb{R}^n) \times C([0, \tau]; \mathbb{R}^m), \]

equipped with the norm

\[ \|(z, u)\| = \|z\|_0 + \|u\|_0. \]

In \( \mathbb{R}^n \times \mathbb{R}^m \) the following norm is considered:

\[ \|(z, u)\|_1 = \|z\|_{\mathbb{R}^n} + \|u\|_{\mathbb{R}^m} = \|z\| + \|u\|, \quad \forall (z, u) \in \mathbb{R}^n \times \mathbb{R}^m. \]

Given an arbitrary \( (z, u) \in P^t_{\mathbb{R}^r}([-r, \tau]; \mathbb{R}^n) \times C([0, \tau]; \mathbb{R}^m), \) the following quantity is also considered:

\[ \|f(\cdot, z, u)\|_0 = \sup_{t \in [0, \tau]} \|f(t, z, u(t))\|_{\mathbb{R}^n}. \]

Also we consider the norm of \( B \) as follows

\[ \|B\| = \sup_{t \in [0, \tau]} \|B(t)\|_{\mathbb{R}^m}. \]

In addition, in concordance with the semilinear system (1.1), the following linear system is considered:

\[
\begin{cases}
    z'(t) = A(t)z(t) + B(t)u(t), & t \in (0, \tau], \\
    z(0) = z_0.
\end{cases}
\]

Now, we give the most important definition of this work, which itself is the main objective of it, to study the controllability of the semilinear system (1.1):
**Definition 1.1. (Controllability)** The system (1.1) is said to be controllable on \([0, \tau]\) if for every \(\phi \in \mathcal{P}_{W_{r}}([-r, 0]; \mathbb{R}^m), z_1 \in \mathbb{R}^n\), there exists \(u \in C([0, \tau]; \mathbb{R}^m)\) such that the solution \(z(t)\) of (1.1) verifies:

\[
\begin{align*}
    z(0) + g(z_{r_1}, z_{r_2}, \ldots, z_{r_q})(0) &= \phi(0) & \text{and} & \quad z(\tau) = z_1.
\end{align*}
\]

There are a lot of works about the controllability of the linear (1.6), perhaps one can see [4], [18] and [34]. Nevertheless, the reference for semilinear systems is not extensive, in this regard, we can refer to the papers done by Lukes in [27], J.C. Coron in [10] (see Theorem 3.40 and Corollary 3.41). On the other hand, Vidyasager in [35] proved the controllability by using Schauder Fixed Point Theorem and \(f\) does not depend \(u \in \mathbb{R}^m\).

However, Dauer in [13] found conditions on \(f\) to prove the controllability of the semilinear system (without impulses and nonlocal conditions). But, V. N. Do [14] weaker the conditions on \(f\) and prove the controllability of the system (1.1) (without impulses, delay and non local conditions) containing Dauer’s conditions; it is good to recall that all these conditions depends strongly on the linear system (1.6); especially, on the fundamental matrix \(\Phi(t)\) of the linear system (2.9), which is in general not available in closed form.

There are others concepts of controllability, perhaps, the local controllability, which has been studied by [4], [5], [6], [7], [8], [9], [28], [29], and [31], but as far as we know, without impulses and non local conditions. The controllability of differential equation with impulses is in effervescence now; for evolution equations there are papers by [30] by J.J. Nieto and C.C. Tiesdell, and in [15] by Zhi-Qing Zhu and Qing-Wen Lin. Moreover, in [22] and [23], the Rothe’s fixed point theorem, which has been applied to prove the controllability of semilinear systems with impulses, is the essential motivation for doing this work.

S. Selvi and M. Malika Arjunan in [32] studied the controllability of impulsive differential systems with finite delay by using measures of noncompactness and Monch’s Fixed Point Theorem. For infinite dimensional spaces, we are sure that some ideas presented here can be used to address also the controllability of evolution equations with impulses, delay and nonlocal conditions simultaneously, and the nonlinear terms involving all the variables, the time, the state and the control. On the other hand, some results from [3],[21], [24] and [25], can be used.

To conclude this section, we shall state Rothe’s Fixed Theorem:

**Theorem 1.1.** (Rothe’s Fixed Theorem, [1],[16], [33]) Let \(E\) be a Banach space. Let \(B \subset E\) be a closed convex subset such that the zero of \(E\) is contained in the interior of \(B\). Let \(\Psi: B \to E\) be a continuous mapping with \(\Psi(B)\) relatively compact in \(E\) and \(\Psi(\partial B) \subset B\). Then there is a point \(x^* \in B\) such that \(\Psi(x^*) = x^*\).

Our main hypotheses will be: The controllability of the linear system (1.6), the continuity of the fundamental matrix of the uncontrolled linear system and the conditions (1.2)-(1.5) satisfied by the nonlinear terms \(f, g, I_k\).

2 Controllability of Linear Systems

In this section, we shall present some known characterization for the controllability of linear systems (1.6) without impulses, delay and nonlocal conditions. To this end, we note that for all \(z_0 \in \mathbb{R}^n\) and \(u \in\)
\[ L_2([0, \tau]; \mathbb{R}^m) \text{ the initial value problem} \]
\[
\begin{cases}
    \dot{z}(t) = A(t)z(t) + B(t)u(t), & z \in \mathbb{R}^n, \quad t \in [0, \tau], \\
    z(0) = z_0,
\end{cases} \tag{2.7}
\]

admits only one solution given by
\[
z(t) = \mathcal{U}(t, 0)z_0 + \int_0^t \mathcal{U}(t, s)B(s)u(s)ds, \quad t \in [0, \tau], \tag{2.8}
\]

where \( \mathcal{U}(t, s) = \Phi(t)\Phi^{-1}(s) \) and \( \Phi(t) \) is the fundamental matrix of the uncontrolled linear system
\[
\dot{z}(t) = A(t)z(t). \tag{2.9}
\]
i.e., the matrix \( \Phi(t) \) satisfies:
\[
\begin{cases}
    \Phi'(t) = A(t)\Phi(t), \\
    \Phi(0) = I_{\mathbb{R}^n},
\end{cases} \tag{2.10}
\]
where \( I_{\mathbb{R}^n} \) is the \( n \times n \) identity matrix. Therefore, there exist constants \( M \geq 1 \) and \( \omega \geq 0 \) such that
\[
\|\mathcal{U}(t, s)\| \leq Me^{\omega(t-s)}, \quad 0 \leq s \leq t \leq \tau. \tag{2.11}
\]

**Definition 2.1.** For the system (1.6) we define the following concept: The controllability maps (for \( \tau > 0 \)) \( \mathcal{G} : L_2([0, \tau]; \mathbb{R}^m) \rightarrow \mathbb{R}^n \) is given by
\[
\mathcal{G}u = \int_0^\tau \mathcal{U}(\tau, s)B(s)u(s)ds. \tag{2.12}
\]

The adjoint operators \( \mathcal{G}^* : \mathbb{R}^n \rightarrow L_2([0, \tau]; \mathbb{R}^m) \) of the operator \( \mathcal{G} \) is given by
\[
(\mathcal{G}^*z)(s) = B^*(s)\mathcal{U}^*(\tau, s)z, \quad \forall s \in [0, \tau], \quad \forall z \in \mathbb{R}^n. \tag{2.13}
\]
and the Controllability Gramian operator \( \mathcal{W} : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is given by
\[
\mathcal{W}z = \mathcal{G}\mathcal{G}^*z = \int_0^\tau \mathcal{U}(\tau, s)B(s)B^*(s)\mathcal{U}^*(\tau, s)zds. \tag{2.14}
\]

**Proposition 2.1.** The systems (1.6) is controllable on \( [0, \tau] \) if, and only if, \( \text{Ran}(\mathcal{G}) = \mathbb{R}^n. \)

Also, we shall use the following result from [11], pp 55, and [12].

**Lemma 2.1.** Let \( Y \) and \( Z \) be Hilbert space, \( \mathcal{G} \in L(Y, Z) \) and \( \mathcal{G}^* \in L(Z, Y) \) the adjoint operator. Then the following statements holds,
\[
(i) \quad \text{Ran}(\mathcal{G}) = Z \iff \exists \gamma > 0 \quad \|\mathcal{G}^*z\|_W \geq \gamma \|z\|_Z, \quad z \in Z.
\]
\[
(ii) \quad \text{Ran}(\mathcal{G}) = Z \iff \ker(\mathcal{G}^*) = \{0\} \iff \mathcal{G}^* \text{ is } 1 - 1.
\]

**Lemma 2.2.** (see [17]) Then the following statements are equivalent
\[
a) \quad \text{Ran}(\mathcal{G}) = \mathbb{R}^n.
\]
\[
b) \quad \ker(\mathcal{G}^*) = \{0\}.
\]
\[
c) \quad \exists \gamma > 0 \quad \langle \mathcal{G}\mathcal{G}^*z, z \rangle > \gamma \|z\|^2, \quad z \neq 0 \text{ in } \mathbb{R}^n
\]
\[
d) \quad \exists W^{-1} \in L(\mathbb{R}^n).
\]
\[
e) \quad B^*(s)\mathcal{U}^*(\tau, s)z = 0, \quad \forall s \in [0, \tau] \Rightarrow z = 0.
\]
Therefore, the operators $Y : \mathbb{R}^n \rightarrow L_2([0, \tau]; \mathbb{R}^m)$ defined by

$$YZ = B'(\cdot)\mathcal{U}'(\tau, \cdot)\mathcal{W}^{-1}z = \mathcal{G}'(\mathcal{G}^*)^{-1}z,$$  

is called the steering operator and it is a right inverse of $\mathcal{G}$, in the sense that

$$\mathcal{G}Y = I. \quad (2.16)$$

Moreover,

$$\|\mathcal{W}^{-1}\| \leq \gamma^{-1}, \quad (2.17)$$

such that

$$\|\mathcal{W}^{-1}z\| \leq \|\mathcal{G}'(\mathcal{G}^*)^{-1}z\| \leq \gamma^{-1}\|z\|, \quad z \in \mathbb{R}^n,$$  

and a control steering the system (1.6) from initial state $z_0$ to a final state $z_1$ at time $\tau > 0$ is given by

$$u(t) = B'(t)\mathcal{U}'(\tau, t)\mathcal{W}^{-1}(z_1 - \mathcal{U}(\tau, 0)z_0) = Y(z_1 - \mathcal{U}(\tau, 0)z_0)(t), \quad t \in [0, \tau]. \quad (2.19)$$

**Lemma 2.3.** (See [23]) Let $S$ be any dense subspace of $L_2([0, \tau]; \mathbb{R}^m)$. Then, system (1.6) is controllable with control $u \in L_2([0, \tau]; \mathbb{R}^m)$ if, and only if, it is controllable with control $u \in S$. i.e.,

$$\text{Ran}(\mathcal{G}) = \mathbb{R}^n \iff \text{Ran}(\mathcal{G}|_S) = \mathbb{R}^n,$$

where $\mathcal{G}|_S$ is the restriction of $\mathcal{G}$ to $S$.

**Remark 2.1.** According to the previous Lemma, if the system is controllable, it is controllable with control functions in the following dense spaces of $L_2(0, \tau; \mathbb{R}^m)$:

$$S = \mathcal{C}([0, \tau]; \mathbb{R}^m), \quad \mathcal{S} = \mathcal{C}^{\infty}([0, \tau]; \mathbb{R}^m), \quad \mathcal{S} = \mathcal{W}([0, \tau]; \mathbb{R}^m).$$

Moreover, the operators $\mathcal{G}, \mathcal{W}$ and $Y$ are well defined in the space of continuous functions: $\mathcal{G} : \mathcal{C}([0, \tau]; \mathbb{R}^m) \rightarrow \mathbb{R}^n$ by

$$\mathcal{G}u = \int_0^\tau \mathcal{U}(\tau, s)B(s)u(s)ds, \quad (2.20)$$

and $\mathcal{G}^* : \mathbb{R}^n \rightarrow \mathcal{C}([0, \tau]; \mathbb{R}^m)$ by

$$\mathcal{G}^*z(s) = B'(s)\mathcal{U}'(\tau, s)z, \quad \forall s \in [0, \tau]. \quad \forall z \in \mathbb{R}^n. \quad (2.21)$$

Also, the Controllability Gramian operator still the same $\mathcal{W} : \mathbb{R}^n \rightarrow \mathbb{R}^n$

$$\mathcal{W}z = \mathcal{G}\mathcal{G}^*z = \int_0^\tau \mathcal{U}(\tau, s)B(s)B'(s)\mathcal{U}'(\tau, s)zds. \quad (2.22)$$

Finally, the operators $Y : \mathbb{R}^n \rightarrow \mathcal{C}([0, \tau]; \mathbb{R}^m)$ defined by

$$Yz = B'(\cdot)\mathcal{U}'(\tau, \cdot)\mathcal{W}^{-1}z = \mathcal{G}'(\mathcal{G}^*)^{-1}z,$$  

is a right inverse of $\mathcal{G}$, in the sense that

$$\mathcal{G}Y = I. \quad (2.24)$$
3 Main Results

In this section, we shall prove the controllability of the nonlinear system (1.1) with impulses, delay, and nonlocal conditions. To this end, for all \( \phi \in \mathcal{P}\mathcal{W}_T([-r, 0]; \mathbb{R}^n) \) and \( u \in C([0, r]; \mathbb{R}^m) \) according to [19] and [2] the initial value problem

\[
\begin{aligned}
    z'(t) &= A(t)z(t) + B(t)u(t) + f(t, z_t, u(t)), \quad t \in (0, r), t \neq t_k \\
    z(s) + g(z_{t_1}, z_{t_2}, \ldots, z_{t_p}) &= \phi(s), \quad s \in [-r, 0], \\
    z(t_k^+) &= z(t_k^-) + I_k(z(t_k), u(t_k)), \quad k = 1, 2, 3, \ldots, p,
\end{aligned}
\tag{3.25}
\]

admits only one solution given by

\[
    z(t) = \mathcal{U}(t, 0)\{\phi(0) - g(z_{t_1}, z_{t_2}, \ldots, z_{t_p})\}(0) + \int_0^t \mathcal{U}(t, s)B(s)u(s)ds
\tag{3.26}
\]

\[
    + \mathcal{U}(t, s)f(s, z_s, u(s))ds \\
    + \sum_{0 < t_k < t} \mathcal{U}(t, t_k)I_k(z(t_k), u(t_k)), \quad t \in [0, r].
\]

Now, we define the operator

\[
S : \mathcal{P}\mathcal{W}_{t_1, t_p}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m) \to \mathcal{P}\mathcal{W}_{t_1, t_p}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m)
\]

by the following formula:

\[
(y, v) = (S_1(z, u), S_2(z, u)) = S(z, u),
\]

where \( S_1 \) and \( S_2 \) are defined as follows:

\[
S_1 : \mathcal{P}\mathcal{W}_{t_1, t_p}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m) \to \mathcal{P}\mathcal{W}_{t_1, t_p}([-r, r]; \mathbb{R}^n),
\]

and

\[
S_2 : \mathcal{P}\mathcal{W}_{t_1, t_p}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m) \to C([0, r]; \mathbb{R}^m),
\]

such that:

\[
y(t) = S_1(z, u)(t) \\
    = \mathcal{U}(t, 0)\{\phi(0) - g(z_{t_1}, z_{t_2}, \ldots, z_{t_p})\}(0) \\
    + \int_0^t \mathcal{U}(t, s)B(s)(Y\mathcal{L}(z, u))(s)ds \\
    + \int_0^t \mathcal{U}(t, s)f(s, z_s, u(s))ds + \sum_{0 < t_k < t} \mathcal{U}(t, t_k)I_k(z(t_k), u(t_k)), \quad t \in [0, r],
\tag{3.27}
\]

\[
y(t) = \phi(t) - g(\ldots, \ldots, \ldots)(t), \quad t \in [-r, 0],
\]

and

\[
v(t) = S_2(z, u)(t) = (Y\mathcal{L}(z, u))(t) = \mathcal{B}^r(t)\mathcal{U}^r(t)W^{-1}\mathcal{L}(z, u),
\tag{3.28}
\]

with

\[
\mathcal{L}(z, u) = z_1 - \mathcal{U}(t, 0)\{\phi(0) - g(z_{t_1}, z_{t_2}, \ldots, z_{t_p})\}(0) \\
    - \int_0^t \mathcal{U}(t, s)f(s, z_s, u(s))ds \\
    - \sum_{0 < t_k < t} \mathcal{U}(t, t_k)I_k(z(t_k), u(t_k)).
\tag{3.29}
\]
The following proposition follows trivially from the definition of the operator $S$.

**Proposition 3.1.** The Semilinear System (1.1) with impulses, delay, and nonlocal conditions is controllable if, and only if, for all initial state $\phi \in \mathcal{P}W\ell([-r, 0]; \mathbb{R}^n)$ and a final state $z_1$ the operator $S$ given by (3.27)-(3.29) has a fixed point. i.e.,

$$\exists (z, u) \in \text{Dom}(S) \quad \text{such that} \quad S(z, u) = (z, u).$$

**Theorem 3.1.** Suppose that conditions (1.2)-(1.5) hold and the linear system (1.6) is controllable on $[0, \tau]$. If $0 \leq \alpha_k < 1$, $0 \leq \beta_k < 1$, $k = 0, 1, 2, 3, \ldots, p$, $0 \leq \eta < 1$, then the nonlinear system (1.1) is controllable on $[0, \tau]$. Moreover, exists a control $u \in C([0, \tau]; \mathbb{R}^n)$ such that for a given $\phi \in \mathcal{P}W\ell([-r, 0]; \mathbb{R}^n)$, $z_1 \in \mathbb{R}^n$ the corresponding solution $z(t)$ of (1.1) satisfies:

$$z_1 = \mathcal{L}(r, 0)\{\phi(0) - g(z_{r_1}, \ldots, z_{r_p})0)\} + \int_0^r \mathcal{L}(t, s)B(s)u(s)ds$$

$$+ \int_0^r \mathcal{L}(t, s)A(s)u(s)ds + \sum_{0 \leq t_k < \tau} \mathcal{L}(t, t_k)I_k(t_k, z(t_k), u(t_k)),$$

and

$$u(t) = B^*(t)u^*(t)\mathcal{L}(z, u),$$

with

$$\mathcal{L}(z, u) = z_1 - \mathcal{L}(t, 0)\{\phi(0) - g(z_{r_1}, \ldots, z_{r_p})0)\} - \int_0^r \mathcal{L}(t, s)B(s)u(s)ds$$

$$- \sum_{0 \leq t_k < \tau} \mathcal{L}(t, t_k)I_k(z(t_k), u(t_k)).$$

**Proof** We shall prove this theorem by claims.

**Claim 1.** The operator $S$ is continuous. In fact, to prove the continuity of $S$, it is enough to prove the continuity of the operators $S_1$ and $S_2$ defined above.

The continuity of $S_1$ follows from the continuity of the nonlinear functions $f(t, z, u)$, $I_k(z, u)$, $g(z)$ and the following estimate

$$\|S_1(z, u) - S_1(w, v)\| \leq \|\mathcal{L}(t, 0)\|\left\|g(z_{r_1}, \ldots, z_{r_p})0) - g(w_{r_1}, \ldots, w_{r_p})0)\right\|$$

$$+ \int_0^t \|\mathcal{L}(t, s)B(s)\|\|B^*(s)\|\|\mathcal{L}(t, s)\|\mathcal{L}(z, u) - \mathcal{L}(w, v)\|ds$$

$$+ \int_0^t \|\mathcal{L}(t, s)\|\|f(s, z, u(s)) - f(s, w, v(s))\|ds$$

$$+ \sum_{0 \leq t_k < \tau} \|\mathcal{L}(t, t_k)\|\|I_k(z(t_k), u(t_k)) - I_k(w(t_k), v(t_k))\|,$$

$$\leq M_{\omega}e^{\omega t}\|z - w\| + \frac{M^2_{\omega}}{\omega}(e^{2\omega t} - 1)\|B^2\|\mathcal{L}(z, u) - \mathcal{L}(w, v)\|$$

$$+ \frac{M_{\omega}}{\omega}(e^{\omega t} - 1)\sup_{s \in J}\|f(s, z, u(s)) - f(s, w, v(s))\|$$

$$+ M_{\omega}e^{\omega t}\sum_{0 \leq t_k < \tau} \|I_k(t_k, z(t_k), u(t_k)) - I_k(t_k, w(t_k), v(t_k))\|,$$

$$\leq K_1\|z - w\| + K_2\sup_{s \in J}\|f(s, z, u(s)) - f(s, w, v(s))\|. $$
equicontinuity of each one of its components and the following estimates

\[ PW = \text{continuity of the operator} \]

and,

\[ t \ldots t_p (\| S_z, w(t) \|) = M^{\omega t} \hat{K} \]

with,

\[ \hat{K} = 1 + \frac{M^2}{\omega} (e^{2\omega t} - 1) \| B \|_2^{-1}, \text{ and } K_4 = Me^{\omega t} K. \]

The continuity of the operator \( S \) follows from the continuity of the operators \( \mathcal{L} \) and \( Y \) defined above.

**Claim 2**. \( S \) maps bounded sets of \( \mathcal{PW}_{t_0 \ldots t_p}([-\tau, \tau]; \mathbb{R}^n) \times C([0, \tau]; \mathbb{R}^m) \) into equicontinuous sets of \( \mathcal{PW}_{t_0 \ldots t_p}([-\tau, \tau]; \mathbb{R}^n) \times C([0, \tau]; \mathbb{R}^m) \).

Consider the following equality

\[
\| S_z, u(t_2) - S_z, u(t_1) \|_1 = \| S_1(z, u(t_2) - S_1(z, u(t_1)) \| + \| S_2(z, u(t_2) - S_2(z, u(t_1)) \|.
\]

Let \( D \subset \mathcal{PW}_{t_0 \ldots t_p}([-\tau, \tau]; \mathbb{R}^n) \times C([0, \tau]; \mathbb{R}^m) \) be a bounded set. The equicontinuity for \( S(D) \) is given by the equicontinuity of each one of its components \( S_1(D), S_2(D), \) which are obtained from the continuity of \( \mathcal{U}(t, s) \) and the following estimates

\[
\| S_1(z, u(t_2) - S_1(z, u(t_1)) \| \leq \| \mathcal{U}(t_2, 0) - \mathcal{U}(t_1, 0) \| \left\{ \| \mathcal{H}(z, t_2, z, t_1, \ldots, z, t) \| \right\} \\
+ \int_0^{t_2} \| \mathcal{U}(t_2, s) - \mathcal{U}(t_1, s) \| \| B(s) \| \| Y \mathcal{L}(z, u(s)) \| ds \\
+ \int_{t_1}^{t_2} \| \mathcal{U}(t_2, s) \| \| B(s) \| \| Y \mathcal{L}(z, u(s)) \| ds \\
+ \int_0^{t_1} \| \mathcal{U}(t_2, s) - \mathcal{U}(t_1, s) \| \| f(s, z, u(s)) \| ds \\
+ \int_{t_1}^{t_2} \| \mathcal{U}(t_2, s) \| \| f(s, z, u(s)) \| ds \\
+ \sum_{0 \leq t \leq t_1} \| \mathcal{U}(t_2, t_k) - \mathcal{U}(t_1, t_k) \| \| J_k(t_k, z(t_k), u(t_k)) \|
+ \sum_{t_1 \leq t \leq t_2} \| \mathcal{U}(t_2, t_k) \| \| J_k(t_k, z(t_k), u(t_k)) \|, \forall (z, u) \in D.
\]

and

\[
\| S_2(z, u(t_2) - S_2(z, u(t_1)) \| \leq \| B^*(t) \mathcal{U}^*(t_2, t_2) - B^*(t_1) \mathcal{U}^*(t_2, t_1) \| \| W^{-1} \mathcal{L}(z, u) \|, \forall (z, u) \in D,
\]

Since \( \mathcal{U}(t, s) \) is continuous, \( \| \mathcal{U}(t_2, s) - \mathcal{U}(t_1, s) \| \) goes to zero as \( t_2 \to t_1 \), and so does the sum and the integral.
from $t_1$ to $t_2$, which implies that $S_1(D)$ is equicontinuous. Moreover, the equicontinuity of $S_2(D)$ follows from the continuity of the evolution operator $\mathcal{U}(t, s)$. Hence, $S$ maps bounded sets into equicontinuous sets.

**Claim 3.** The set $S(D)$ is relatively compact. Indeed, let $D$ be a bounded subset of $\mathcal{P}W_{t_1..t_f}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m)$. By the continuity of $f$, $\mathcal{L}$, and $\mathcal{J}_k$, it follows that

$$\|\mathcal{L}(z, u)\| \leq M_5, \quad \|\mathcal{W}^{-1}(z, u)\| \leq M_6, \quad \|\mathcal{J}_k(z, u)\|_{\mathbb{R}^n} \leq T_k, \quad k = 1, 2, \ldots, p; \forall (z, u) \in D,$$

where $M_5, M_6, T_1, T_2, \ldots, T_k \in \mathbb{R}$. Therefore, $S(D)$ is uniformly bounded. Now, we consider a sequence $\{\psi_n = (\psi_{1n}, \psi_{2n}) : n = 1, 2, \ldots\}$ in $S(D)$. Since $\{\psi_{2n} : n = 1, 2, \ldots\}$ is contained in $S_2(D) \subset C([0, r]; \mathbb{R}^m)$ and $S_2(D)$ is uniformly bounded and equicontinuous, by Arzelà-Ascoli Theorem, we can assume, without loss of generality, that $\{\psi_{2n} : n = 1, 2, \ldots\}$ converges.

On the other hand, since $\{\psi_{1n} : n = 1, 2, \ldots\}$ is contained in $S_1(D) \subset \mathcal{P}W_{t_1..t_f}([-r, r]; \mathbb{R}^n)$, then $\psi_{1n} |_{[-r, 0]} = \phi, n = 1, 2, \ldots$. Baring in mind that $\{\psi_{1n} : n = 1, 2, \ldots\}$ is bounded and equicontinuous in $[0, t_1]$, we can apply Arzelà-Ascoli Theorem again to ensure the existence of a subsequence $\{\psi_{1n}^1 : n = 1, 2, \ldots\}$ of $\{\psi_{1n} : n = 1, 2, \ldots\}$, which is uniformly convergent on $[-r, t_1]$. Now, consider the sequence $\{\phi_{1n}^1 : n = 1, 2, \ldots\}$ on the interval $[t_1, t_2]$. On this interval the sequence $\{\psi_{1n}^1 : n = 1, 2, \ldots\}$ is uniformly bounded and equicontinuous, and for the same reason, it has a subsequence $\{\phi_{1n}^2\}$ uniformly convergent on $[-r, t_2]$. In this way, for the intervals $[t_2, t_3], [t_3, t_4], \ldots, [t_p, r]$, we see that the sequence $\{\phi_{1n}^{p+1} : n = 1, 2, \ldots\}$ converges uniformly on the interval $[-r, t]$. Therefore, the subsequence $\{\phi_{1n}^{p+1} = (\phi_{1n}^{p+1}, \phi_{2n}^{p+1}) : n = 1, 2, \ldots\}$ converges in $S(D)$. This means that $S(D)$ is compact, i.e., $S(D)$ is relatively compact.

**Claim 4.** for $0 < \alpha_k < 1, 0 < \beta_k < 1, k = 0, 1, 2, 3, \ldots, p, 0 < \eta < 1$, the following limit holds.

$$\lim_{\|\mathcal{L}(z, u)\| \to \infty} \frac{\|\mathcal{S}(z, u)\|}{\|\mathcal{L}(z, u)\|} = 0,$$

where $\|\mathcal{L}(z, u)\| = \|z\|_0 + \|u\|_0$ is the norm in the space $\mathcal{P}W_{t_1..t_f}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m)$. Using the conditions (1.2)-(1.5), we get that

$$\|\mathcal{L}(z, u)\| \leq M_1 + M_2 \{e\|z\|^q + a_0\|z\|^{\alpha_0} + b_0\|u\|^{\beta_0} + c_0\} + M_3 \sum_{0 < c_1 < r} \{a_k\|z\|^\alpha + b_k\|u\|^\beta + c_k\},$$

where

$$M_1 = \|z\|_1 + M_3 \|\phi(0)\|, \quad M_2 = M_3 + \frac{M}{\omega}(e^{\alpha r} - 1) \quad \text{and} \quad M_3 = Me^{\alpha r}.$$

$$\|\mathcal{S}_2(z, u)\| \leq \|B\| M_1 \gamma^{-1} + \|B\| M_2 \gamma^{-1}\{e\|z\|^q + a_0\|z\|^{\alpha_0} + b_0\|u\|^{\beta_0} + c_0\}$$

$$+ \|B\| M_3 \gamma^{-1} \sum_{0 < c_1 < r} \{a_k\|z\|^\alpha + b_k\|u\|^\beta + c_k\},$$

and

$$\|\mathcal{S}_1(z, u)\| \leq M_3 \|\phi(0)\| + \frac{M^2}{\omega}(e^{2\alpha r} - 1)\|B\|^{2\gamma^{-1}} \mathcal{M}_1$$

$$+ M_2 \mathcal{K} \{e\|z\|^q + a_0\|z\|^{\alpha_0} + b_0\|u\|^{\beta_0} + c_0\}$$

$$+ M_3 \mathcal{K} \sum_{0 < c_1 < r} \{a_k\|z\|^\alpha + b_k\|u\|^\beta + c_k\}.$$

Therefore,

$$\|\mathcal{S}(z, u)\| = \|\mathcal{S}_1(z, u)\| + \|\mathcal{S}_2(z, u)\|$$

$$\leq M_3 + \{\|B\| M_1 \gamma^{-1} + M_2 \mathcal{K}\} \{e\|z\|^q + a_0\|z\|^{\alpha_0} + b_0\|u\|^{\beta_0} + c_0\}$$
Consequently, suppose the linear system (1.6) is controllable on \(M_3 \R\) in Claim 4. Hence, applying Proposition 3.1, we get that the nonlinear system (1.1) is controllable on \(M_3 \R\) if one of the following statements holds:

\[
M_3 = M_3 ||\phi(0)|| + ||B||^{-1} M_1 (M_3 + \frac{M^2}{\omega} (e^{2\omega r} - 1)||B||).
\]

Hence, if we denote by \(S(z, u)\) the fixed point, we have:

\[
\frac{||S(z, u)||}{||(z, u)||} \leq \frac{M_3}{||z|| + ||u||} + \left( ||B|| M_3 M_2^{-1} + M_2 K \right) \times \left( e ||z||^{\eta-1} + a_0 ||z||^{\alpha - 1} + b_0 ||u||^{\beta - 1} + \frac{c_0}{||z|| + ||u||} \right) + \left( ||B|| M_3^{-1} + M_2 K \right) \sum_{0 < t_k < r} \left( a_k ||z||^{\alpha - 1} + b_k ||u||^{\beta - 1} + \frac{c_k}{||z|| + ||u||} \right).
\]

Consequently,

\[
\lim_{||(z, u)|| \to \infty} \frac{||S(z, u)||}{||(z, u)||} = 0.
\]

**Claim 5.** The operator \(S\) has a fixed point. In fact, by Claim 4, we know that for a fixed \(0 < \rho < 1\) there exists \(R > 0\) big enough such that

\[
||S(z, u)|| \leq \rho ||(z, u)||, \quad ||(z, u)|| \geq R.
\]

Hence, if we denote by \(B(0, R)\) the closed ball of center zero and radius \(R > 0\), we get that \(S(\partial B(0, R)) \subset B(0, R)\). Since \(S\) is a compact operator, \(S(B)\) is relatively compact in \(\mathcal{P}W_{t_1, t_2}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m)\), and maps the sphere \(\partial B(0, R)\) into the interior of the ball \(B(0, R)\), we can apply Rothe’s fixed point theorem 1.1 to ensure the existence of a fixed point \((z, u) \in B(0, R) \subset \mathcal{P}W_{t_1, t_2}([-r, r]; \mathbb{R}^n) \times C([0, r]; \mathbb{R}^m)\) such that

\[
S(z, u) = (z, u).
\]

Hence, applying the Proposition 3.1, we get that the nonlinear system (1.1) is controllable on \([0, r]\). Moreover, \(u = Yz(z, u) = B'(\cdot)u' W^{-1} z(z, u)\), such that for a given \(\phi \in C([-r, 0]; \mathbb{R}^n)\), \(z_1 \in \mathbb{R}^n\) the corresponding solution \(z(t) = z(t, u)\) of (1.1) satisfies:

\[
z_1 = \int_{0}^{r} u(\tau, 0)(\phi(0) - \mathcal{G}(z_{t_1}, z_{t_2}, \ldots, z_{t_5}))(0) + \int_{0}^{r} u(\tau, s)B(s)u(s)ds
\]

\[
+ \int_{0}^{r} u(\tau, s)f(s, z_5, u(s))ds + \sum_{0 < t_k < r} u(\tau, t_k)J_k(t_k, z(t_k), u(t_k)).
\]

It finishes the proof.

Now, we present another version of the previous theorem, which follows from the estimates considered in Claim 4.

**Theorem 3.2.** Suppose the linear system (1.6) is controllable on \([0, r]\). Then the nonlinear system (1.1) is controllable if one of the following statements holds:
Hence, there exists 

\[ \|B\| \|M_3M_2\gamma^{-1} + M_2\hat{K}\|a_0 < 1. \]

b) \( \beta_0 = 1, \max\{\beta_k : k = 1, 2, \ldots, p\} < 1, \max\{a_k : k = 0, 1, 2, \ldots, p\} < 1 \quad \eta < 1 \)

and

\[ \|B\| \|M_3M_2\gamma^{-1} + M_2\hat{K}\|b_0 < 1. \]

c) \( \beta_0 = a_0 = 1, \max\{\beta_k : k = 1, 2, \ldots, p\} < 1, \max\{a_k : k = 1, 2, \ldots, p\} < 1 \quad \eta < 1 \)

and

\[ \|B\| \|M_3M_2\gamma^{-1} + M_2\hat{K}\|(a_0 + b_0) < 1. \]

d) \( \beta_0 = a_0 = \eta = 1, \max\{\beta_k : k = 1, 2, \ldots, p\} < 1, \max\{a_k : k = 1, 2, \ldots, p\} < 1 \)

and

\[ \|B\| \|M_3M_2\gamma^{-1} + M_2\hat{K}\|(e + a_0 + b_0) < 1. \]

e) \( \beta_0 < 1, a_0 < 1, \max\{\beta_k : k = 1, 2, \ldots, p\} < 1, \max\{a_k : k = 1, 2, \ldots, p\} = 1 \quad \eta < 1 \)

and

\[ \|B\| \|M_3^2\gamma^{-1} + M_3\hat{K}\| \sum_{k \in S_a} a_k < 1, \]

where \( S_a = \{k : a_k = 1\}. \)

g) \( \beta_0 < 1, a_0 < 1, \max\{\beta_k : k = 1, 2, \ldots, p\} = 1, \max\{a_k : k = 1, 2, \ldots, p\} = 1 \quad \eta < 1 \)

and

\[ \|B\| \|M_3^2\gamma^{-1} + M_3\hat{K}\| (\sum_{k \in S_a} a_k + \sum_{k \in S_b} b_k) < 1, \]

where

\[ M_2 = M_3 + \frac{M}{\omega}(e^{\omega r} - 1), \quad \hat{K} = 1 + \frac{M^2}{\omega^2}(e^{2\omega r} - 1)\|B\|\gamma^{-1}, \quad \text{and} \quad M_3 = Me^{\omega r}. \]

**Proof** Let us consider any of the conditions a) – g). Then, from the estimates obtained in Claim 4, we get that

\[ \lim_{\|\delta(z, u)\| \to \infty} \frac{\|\delta(z, u)\|}{\|\delta(z, u)\|} < \rho < 1. \]

Hence, there exists \( R > 0 \) such that

\[ \|\delta(z, u)\| \leq \rho \|\delta(z, u)\|, \quad \|\delta(z, u)\| = R. \]

Then, analogously to the previous theorem the proof of Theorem 3.2 immediately follows by applying Proposition 3.1. \( \square \)
4 Application

In this section we shall consider an example as an application of theorem (3.1). To this end, we consider the following semilinear time varying control system with impulses, delay and nonlocal conditions

\[
\begin{aligned}
\begin{cases}
    \dot{z}(t) = A(t)z(t) + B(t)u(t) + f(t, z_t, u(t)), & t \in (0, \tau], t \neq t_k \\
    z(s) + g(z_{r1}, z_{r2}, \ldots, z_{rn})(s) = \phi(s), & s \in [-r, 0], \\
    z(t_k) = z(t_k) + I_k(z(t_k), u(t_k)), & k = 1, 2, 3, \ldots, p,
\end{cases}
\end{aligned}
\]  

(4.30)

where \(A(t) = a(t)A, B(t) = b(t)B\) with \(A\) and \(B\) \(n \times n\) and \(n \times m\) constant matrices, respectively.

\(a \in L^1[0, \tau], b \in C[0, \tau]\) and

\[
\int_0^\tau a(s)ds \neq 0, \quad b(t) \neq 0, \quad t \in [0, \tau]
\]

From [26], we know that the Kalman's rank conditions

\[\text{Rank}[B; AB; \cdots; A^{n-1}B] = n,\]

if, and only if, the time-varying linear system given by

\[
\dot{z}(t) = A(t)z(t) + B(t)u(t), \quad t \in [0, \tau]
\]

with \(A(t) = a(t)A, B(t) = b(t)B\), is exactly controllable on \([0, \tau]\).

In this example we shall assume that the Kalman's rank conditions holds. The nonlinear terms and the impulsive functions are all given as follows

\(f : [0, \tau] \times \mathcal{P}W([-r, 0]; \mathbb{R}^n) \times \mathbb{R}^m \to \mathbb{R}^n,\)

\[
f(t, \phi, u) = \begin{pmatrix}
\sqrt{|u| + 1} \\
\sqrt{|u| + 1} \\
\vdots \\
\sqrt{|u| + 1}
\end{pmatrix} 
\begin{pmatrix}
\sqrt{\phi_1(-r)} \\
\sqrt{\phi_2(-r)} \\
\vdots \\
\sqrt{\phi_n(-r)}
\end{pmatrix},
\]

\(g : \mathcal{P}W_0([-r, 0]; (\mathbb{R}^n)^q) \to \mathcal{P}W_0([-r, 0]; \mathbb{R}^n),\)

given by

\[g(\phi_1, \phi_2, \cdots, \phi_1) = \sum_{i=1}^q \begin{pmatrix}
sin(\phi_{i1}) \\
sin(\phi_{i2}) \\
\vdots \\
\sin(\phi_{in})
\end{pmatrix},\]

\(I_k : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n, k = 1, 2, \cdots, p,\)

given by

\[I_k(z, u) = \cos(\sqrt{|u| + 1}) \begin{pmatrix}
sin(z_{11}) \\
sin(z_{12}) \\
\vdots \\
sin(z_{1n})
\end{pmatrix},\]

Then

\[\|f(t, \phi, u)\| \leq \sqrt{n}\|
\phi(-r)\|^{2/3} + 2\sqrt{n}\|u\|^{2/3} + 2\sqrt{n},\]

and since \(g\) and \(I_k, k = 1, 2, \cdots, p\) are bounded, the conditions (1.2)-(1.5) are satisfied. Hence, the system (4.30) is exactly controllable on \([0, \tau].\)
5 Final Remark

Some of the ideas presented in this work can be used to prove that under certain conditions the controllability of many control systems is not destroyed if the system is influenced by impulses, nonlocal conditions and delay simultaneously. In other words, we proved that the controllability is robust in the presence of impulses, delay, and nonlocal conditions. This happens for many real life control systems where impulses, delay, and nonlocal conditions are intrinsic phenomena of the system. Moreover, in several papers we have shown that the influence of impulses do not destroy the controllability of some known systems like the heat equation, the wave equation and the strongly damped wave equation([3, 23–25]).
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