TurboFold II: RNA structural alignment and secondary structure prediction informed by multiple homologs
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ABSTRACT

This paper presents TurboFold II, an extension of the TurboFold algorithm for predicting secondary structures for multiple RNA homologs. TurboFold II augments the structure prediction capabilities of TurboFold by additionally providing multiple sequence alignments. Probabilities for alignment of nucleotide positions between all pairs of input sequences are iteratively estimated in TurboFold II by incorporating information from both the sequence identity and secondary structures. A multiple sequence alignment is obtained from these probabilities by using a probabilistic consistency transformation and a hierarchically computed guide tree. To assess TurboFold II, its sequence alignment and structure predictions were compared with leading tools, including methods that focus on alignment alone and methods that provide both alignment and structure prediction. TurboFold II has comparable alignment accuracy with MAFFT and higher accuracy than other tools. TurboFold II also has comparable structure prediction accuracy as the original TurboFold algorithm, which is one of the most accurate methods. TurboFold II is part of the RNAstructure software package, which is freely available for download at http://rna.urmc.rochester.edu under a GPL license.

INTRODUCTION

RNA is critical in cellular function. In addition to being the template for translation, RNA has been shown to be catalytic (1–3). Additionally, with increasing numbers of non-coding RNA (ncRNA) families being identified (4,5), there is strong interest in developing computational methods to estimate sequence alignment and secondary structure (6–12). These methods are key to detecting conserved regions (13–15), to understanding gene evolution (16) and to finding novel ncRNAs (17,18).

In protein alignment, homologous amino acids often conserve physical properties, such as polarity or hydrophobicity, even if the amino acid identity changes (19). Detecting homologous nucleotides in RNA is more difficult because of the simpler alphabet composition. A notable property of RNA alignments, however, is that they reflect the fact that secondary structure is conserved to a greater extent than sequence identity (20). Canonical base pairs between nucleotides are preserved by compensating mutations, for instance, from a GC pair to an AU pair or from a GC to a CG pair (21). Therefore, to increase accuracy, leading RNA alignment methods use secondary structure information (22–25).

There are several strategies for structural information-guided sequence alignment. One strategy is to solve the alignment and structure problems simultaneously, for example via dynamic programming using the Sankoff algorithm (26). The Sankoff algorithm is, however, computationally expensive, requiring $O(N^3H)$ time and $O(N^2H)$ memory, given $H$ sequences with the average length $N$. A number of approaches have been used to accelerate these calculations, including restriction of the alignment (27,28) or structure space (29,30) or a simpler approximation to the problem using precomputed pair probabilities (22,31,32).

Alternative structural alignment methods implement score function calculations based on sequence and structure similarity by comparison of upstream and downstream base pairing probabilities (33–35).

Another approach for improving multiple sequence alignments is to take the advantage of the homology across multiple sequences by using consistency among pairwise alignments (36,37). Probabilistic consistency, introduced by ProbCons (37), combines Hidden Markov Model (HMM)-
based posterior probabilities with a heuristic that aims at three-way alignment consistency. The scoring of pairwise alignments is adjusted to favor the alignment of nucleotides to common nucleotides in the third sequence. In other words, given three homologous sequences, A, B and C, the alignment of A and C can be improved by having an alignment of A and B and also of B and C. Likewise, the other two pairwise alignments can be improved by such consistency. This can be extrapolated to consistency for a set of any number of sequences using three-way consistency of all sequence triples. ProbCons provides high alignment accuracy while maintaining fast computation speed (with complexity $O(N^3)$ in time, given $N$ sequences with the average length $N$).

This paper describes TurboFold II, which is an extension of the original TurboFold algorithm (38). TurboFold predicts secondary structures for a set of homologous RNA sequences. Specifically, TurboFold iteratively estimates base pairing probabilities for each sequence using two types of information for sequence folding: intrinsic information, which is derived from the thermodynamic nearest neighbor model (39–41), and extrinsic information, which is inferred from other homologous sequences. The extrinsic information for a sequence is a proclivity for base pairing inferred from the posterior base pairing probabilities for other homologous sequences, mapped to the sequence of interest by the posterior probabilities of nucleotide co-incidence of the other sequences to that sequence. Two nucleotides are defined as co-incident when either they are aligned or when a nucleotide in one sequence occurs directly in a sequence of inserts following a nucleotide that aligns with a nucleotide in the other sequence (28). The posterior co-incidence probabilities are obtained with a Hidden Markov Model (HMM) for pairwise alignments (42). The estimated base pairing probabilities from TurboFold can be used to predict secondary structure for each sequence by three optional methods: thresholding the probabilities to compose a structure with base pairs with estimated base pairing probabilities higher than threshold, using the maximum expected accuracy (MEA) secondary structure prediction algorithm (43–45), or the ProbKnot method (46,47). TurboFold is iterative, with the extrinsic information being updated with each iteration, and the iterations were shown to improve the accuracy of the base pairing probability estimates. Because TurboFold does not strictly enforce the commonality among predicted structures, it also performs well on structurally diverged sequences.

TurboFold II makes several improvements upon the original TurboFold algorithm. Whereas TurboFold only provided secondary structure predictions, TurboFold II also provides a multiple sequence alignment that incorporates information from secondary structure conservation. In contrast with TurboFold that used fixed posterior coincidence probabilities computed at the start using only sequence information, TurboFold II updates the posterior coincidence probabilities for inter-sequence alignment at each iteration. The updates incorporate secondary structure conservation information in the alignment by using a match score, calculated from estimated base pairing probabilities to represent the secondary structural similarity between nucleotide positions in the two sequences. Upon completion of the iterations, in addition to structure predictions computed as in TurboFold, TurboFold II computes a multiple sequence alignment that is progressively computed using a sum-of-pairs scoring based on a probabilistic consistency transformation, adopted from ProbCons (37).

To assess the performance of TurboFold II, the accuracy of sequence alignment and structure predictions were compared with several leading alignment tools, including pure sequence alignment methods, Clustal Omega (48), ClustalW (49), ProbCons (37), and also methods that do both alignment and structure prediction, LocARNa (22), MAFFT (50), MXSCARNA (23), and R-Coffee (51). In the comparison, TurboFold II shows significantly better alignment accuracy over other tools in the benchmark test for RNase P and telomerase RNA families. TurboFold II also outperforms several alignment methods except MAFFT on the SRP RNA family and except Clustal Omega and MAFFT on the small subunit ribosomal RNA (rRNA) family (where all tools are highly accurate). Furthermore, the structure prediction accuracy of TurboFold II is comparable to that of the original TurboFold algorithm.

**MATERIALS AND METHODS**

**Base pairing probabilities and extrinsic information**

TurboFold II uses an iterative framework analogous to TurboFold (38), taking homologous RNA sequences as input and providing estimates of base pairing probabilities for each sequence and alignment posterior probabilities for each pair of sequences as output (38). Prior to the iterations, pairwise posterior co-incidence probabilities and pairwise sequence identities are computed for each pair of sequences. Subsequent iterations compute updated estimates of: (a) base pairing probabilities using two sources of information: the nearest neighbor thermodynamic model of the sequence itself (called intrinsic information) and a combination of the estimated base pairing probabilities of other input sequence from previous iteration and the pairwise sequence alignment probabilities (called extrinsic information) and (b) posterior probabilities for alignment between nucleotide positions for each pair of sequences, again using two sources of information: the nucleotide identities for the sequence and a match score that quantifies the secondary structure similarity of nucleotide positions using the base pairing probabilities. For brevity, in the following description we drop the qualifier ‘estimated’ when referring to various probabilities.

As illustrated in Figure 1, TurboFold II comprises eight main steps: (1) computing pairwise posterior co-incidence probabilities using an HMM, (2) estimating base pairing probabilities using a partition function, (3) calculating an alignment match score ($\rho$) for each possible pair of nucleotide positions for each pair of sequences, (4) re-computing posterior co-incidence probability matrices that incorporate the match score, (5) calculating extrinsic information for each sequence by combining base pairing probabilities from other input sequences using the posterior co-incidence probabilities, (6) re-computing estimated base pairing probabilities by a partition function, using extrinsic information by combining updated posterior co-incidence probabilities and base pairing probabilities, (7) re-
Figure 1. Flowchart for TurboFold II. The input is a set of homologous RNA sequences. In step 1, the pairwise posterior co-incidence probabilities (rectangular matrices) are calculated by pairwise HMM alignment. In step 2, base pairing probabilities (lower triangular matrices) are calculated using a partition function. In step 3, a match score is calculated for each sequence using the base pairing probabilities. In step 4, the coincidence probabilities are re-estimated using the match scores. In step 5, the base pairing probabilities and coincidence probabilities are used to calculate extrinsic information for each sequence, and, in step 6, the base pairing probabilities are re-estimated using the extrinsic information. Steps 3, 4, 5 and 6 form a loop that is used for multiple iterations. At step 7, a probabilistic consistency transformation is used to estimate a multiple sequence alignment. And at step 8, structures are estimated for each sequence.

estimating the pairwise comparison score by probabilistic consistency transformation, building a guide tree, and performing progressive alignment and (8) predicting final secondary structures. Steps (3), (4), (5) and (6) form a loop that is iterated through multiple times. Each step is described below in more detail. The $H$ homologous sequences are denoted by $X_1, X_2, ..., X_H$ with corresponding lengths $N_1, N_2, ..., N_H$, respectively.

**Initial posterior co-incidence probability.** Pairwise posterior co-incidence probabilities are estimated for all pairs of sequences with an HMM as implemented by Harmanci et al. (28). In the HMM, an alignment between two sequences is specified by a sequence of three states: aligned nucleotide positions (ALN); an insertion in the first sequence (INS1), a nucleotide in first sequence but no corresponding nucleotide in the second sequence; and an insertion in the second sequence (INS2). HMM parameters are the state transition probabilities for these three states that represent the pairwise alignment and the emission probabilities for the nucleotides in the sequences. Using the forward-backward algorithm, matrices of posterior co-incidence probabilities for two nucleotides (one from each sequence) are calculated. Detailed descriptions of co-incidence, posterior probabilities for pairwise alignment, and HMM parameter optimization can be found in (28).

**Base pairing probabilities.** Base pairing probabilities are calculated using the partition function method in RNAsstructure (52).

**Match score ($\rho$).** TurboFold II improves upon TurboFold by updating the pairwise posterior co-incidence probabilities during the iterations instead of using a static set of pre-computed probabilities. To provide sequence alignments that conform better with predicted secondary structures, the pairwise posterior co-incidence probabilities are recomputed during each iteration while incorporating a prior probability for base pairings based on a match score that encourages alignment between nucleotide positions where both nucleotides are either upstream paired, downstream paired, or unpaired. A nucleotide position in a sequence is said to be upstream or downstream paired, respectively, if it is paired with another nucleotide that is closer to the 5’ or 3’ end of the sequence. The details of the match score follow.

A match score for alignment based on base pairing probabilities was proposed in PMcomp (35), and this is adapted and utilized here as a prior. For the $m$th sequence, based on estimated base pairing probabilities between all pairs of nucleotide positions obtained from the partition function calculation, for a nucleotide at position $i$, the estimated probability of downstream pairing is $P_{m^+}(i) = \sum_{j=i} P_{m}^{ij}$, of upstream pairing is $P_{m^-}(i) = \sum_{j<i} P_{m}^{ij}$, and of being unpaired is $P_{m^\circ}(i) = 1 - P_{m^+}(i) - P_{m^-}(i)$. In alignments between two homologous sequences with conserved secondary struc-
turer, aligned nucleotide positions typically have the same status: both aligned nucleotides are upstream paired, downstream paired, or unpaired. Therefore, to encourage alignments that conform better with estimated base pairing probabilities for secondary structures, an alignment match score between nucleotides $i$ and $k$ in sequences $m$ and $n$, respectively, is formulated as

$$
\rho(i, k) = \alpha_1 \left( \sqrt{P_m(i) P_n(k)} + \sqrt{P_m(i) P_n(k)} \right) + \alpha_2 \left( \sqrt{P_m(i) P_n(k)} \right) + \alpha_3
$$

where $\alpha_1$ and $\alpha_2$ are nonnegative weight parameters that determine the emphasis placed on requiring that paired and unpaired nucleotides are aligned, respectively, and $\alpha_3$ is the nonnegative parameter that controls the ratio of match scores between the situation where a paired nucleotide aligns with an unpaired nucleotide and the situation where two paired or unpaired nucleotides align. Both of these situations are encountered near the boundary of stems and loops in RNA structures, and the introduction of $\alpha_3$ can therefore improve the overall alignment accuracy. This computation step scales $O(H^2 N^2)$ in time, where $H$ is the number of sequences and $N$ is the length of each sequence.

Maximization of the alignment match score in Equation (1) encourages alignments that conform better with predicted base pairing probabilities for secondary structure and therefore can be used to inform alignment based on secondary structures. This was first proposed in PMcomp (35), which used a specific instance of the match score of Equation (1) obtained by setting $\alpha_1 = \alpha_2 = 1$ and $\alpha_3 = 0$. Whereas PMcomp utilized the match score directly in a dynamic programming-based maximization, here we incorporate the match score as a prior in the HMM based computation of posterior probabilities for alignment between nucleotide positions, which are then iteratively updated.

**Updating posterior co-incidence probabilities.** In step 4, information from prior iterations is utilized to re-estimate alignment posterior probabilities and base pairing probabilities for secondary structures. The iterative re-estimation of alignment posterior probabilities is new to TurboFold II and uses the standard HMM alignment model (42), but with the match score of Equation (1) incorporated as a prior. This is complementary, yet analogous, to the incorporation of extrinsic information, in TurboFold, as a prior for the partition function based re-estimation of base pairing probabilities. The framework for HMM based pairwise alignment of homologous sequences is already extensively covered in (42). The description here highlights the new elements in TurboFold II following the notational conventions from Harmanci et al. (28).

The pairwise alignment HMM modeling the two homologous RNA sequences $X_m$ and $X_n$ progresses through a series of stochastic state transitions between states in the set $\{ALN, INS_1, INS_2\}$ corresponding to alignment, insertion in sequence 1, and insertion in sequence 2, respectively. Nucleotides observed in the sequences arise from HMM emissions where in the ALN state, a nucleotide is emitted for each sequence and in the insertion states, a nucleotide is emitted for the sequence with the insertion and an unobserved gap symbol ‘-’ for the other sequence. The HMM enables efficient computation of the posterior co-incidence probability $P(i \sim k | X_m, X_n)$ that nucleotide $i$ in sequence $X_m$ is co-incident with nucleotide $k$ in sequence $X_n$ via the recursive computation of the so-called forward and backward variables. The forward-variable $\alpha_S(i, k)$ is the probability the HMM produces the first $i$ and $k$ nucleotides, respectively, from the first and second sequence and is in state $S$, where $S \in \{ALN, INS_1, INS_2\}$. The backward variable $\beta_S(i, k)$ is the probability that conditioned on starting in the state $S$ the HMM produces the nucleotides $i+1$ through $N_m$ and $k+1$ through $N_n$, respectively, from the first and second sequence.

TurboFold II computes the forward variable using the recursions

$$
\alpha_{ALN}(i, k) = \begin{cases} 
\tau(S_i \mid Y_{ALN}) \gamma_{ALN}(X_i^m, X_i^n) \rho(i, k) \alpha_{ALN}(i - 1, k - 1) 
+ \tau(S_i \mid Y_{INS_1}) \gamma_{INS_1}(i, \sim) \alpha_{INS_1}(i - 1, k) 
+ \tau(S_i \mid Y_{INS_2}) \gamma_{INS_2}(\sim, k) \alpha_{INS_2}(i, k - 1) 
\end{cases} 
$$

where $\tau(S_{i+1}, S)$ denotes the conditional probability that the next state is $S_{i+1}$ given the current state is $S_i$, $\gamma_Y(Y, Z)$ for $Y, Z \in \{A, C, G, U, \sim\}$ is probability for emission of the pair $Y, Z$ in the state $S_i$ and, as described earlier, $\rho(i, k)$ is the match score for secondary structure similarity between nucleotide positions $i$ and $k$, which incorporates the estimated structural information into the HMM alignment process. The backward variable recursions in TurboFold II are given by

$$
\beta_S(i, k) = \tau(S_i \mid Y_{ALN}) \gamma_{ALN}(X_i^m, X_i^n) \rho(i, k) \beta_{ALN}(i + 1, k + 1) 
+ \tau(S_i \mid Y_{INS_1}) \gamma_{INS_1}(\sim, i) \beta_{INS_1}(i, k + 1) 
+ \tau(S_i \mid Y_{INS_2}) \gamma_{INS_2}(\sim, k) \beta_{INS_2}(i, k + 1)
$$

Compared with TurboFold the new component in Equations (2) and (3) is the introduction of the match score, $\rho(i, k)$. In the HMM framework, the match scores $\rho(i, k)$ in Equations (2) and (3) correspond (after normalization) to a prior probability for pairing of nucleotide positions $i$ in sequence with nucleotide positions and $k$. Incorporation of the score, $\rho(i, k)$, increases the likelihood of alignment of nucleotide positions $i$ and $k$ if both positions have higher probability of being in the same structural pairing state (both upstream-paired, downstream-paired, or unpaired) compared with the case when the structural pairing states of positions $i$ and $k$ are different.

Once the forward and backward variables have been recursively computed, the posterior co-incidence probability can be obtained from these as (28)

$$
P(i \sim k | X_m, X_n) = \frac{\sum_{S \in \{ALN, INS_1, INS_2\}} \alpha_S(i, k) \beta_S(i, k)}{\sum_{S \in \{ALN, INS_1, INS_2\}} \alpha_S(N_m, N_n)}
$$

Alignment posterior probabilities required for the probabilistic consistency transformation in Step (7) are also obtained from the forward and backward variables as

$$
P(i \sim k | X_m, X_n) = \frac{\alpha_{ALN}(i, k) \beta_{ALN}(i, k)}{\sum_{S \in \{ALN, INS_1, INS_2\}} \alpha_S(N_m, N_n)}
$$

**Extrinsic information.** The extrinsic information calculation begins with computing base pairing proclivity for each sequence, inferred from every other sequence. For each sequence, a lower triangular matrix is calculated. Specifically,
the probability \( P^{(m-n)}(i, j) \) for base pairing between nucleotide positions \( i \) and \( j \) in sequence \( m \) inferred from sequence \( n \) is computed as

\[
P^{(m-n)}(i, j) = \sum_{k,l} P^p(k,l) \times P^{(m-n)}(i \sim k) \times P^{(m-n)}(j \sim l)
\]  

(6)

where \( P^p(k,l) \) is the probability of pairing between nucleotide positions \( k \) and \( l \) in sequence \( n \), \( i \sim k \) indicates the alignment between the nucleotides at indices \( i \) and \( k \) in the two sequences with \( P^{(m-n)}(i \sim k) \) denoting the corresponding probability, and \( C_{m,n}^i \) and \( C_{m,n}^j \) denote the sets of indices outside of which the posterior co-incidence alignment probabilities \( P^{(m-n)}(i \sim k) \) and \( P^{(m-n)}(j \sim l) \), respectively, are smaller than 0.01. Exclusion of indices outside of the sets \( C_{m,n}^i \) and \( C_{m,n}^j \) from the summation in Equation (6) saves computation time without a significant accuracy performance penalty.

The extrinsic information \( \tilde{P}^m \) for sequence \( m \) is then obtained as the normalized sum of the probabilities for the sequence \( m \) inferred from all other sequences, where the probabilities are inversely weighted by the pairwise sequence identity. That is,

\[
\tilde{P}^m = \alpha^m \sum_{n \in N, n \neq m} (1 - \psi_{m,n}) \times P^{(m-n)}
\]  

(7)

where \( \psi_{m,n} \) is the identity between sequences \( m \) and \( n \) computed from the HMM alignment, and \( \alpha^m \) is a normalizing factor that sets the maximum value in \( \tilde{P}^m \) as one. The extrinsic information for each sequence is then normalized by the maximum pair extrinsic information for that sequence. A detailed description is in Harmanci et al. (38).

Updating extrinsic information and base pairing probabilities. The extrinsic information (the normalized sum of the base pairing probabilities for all pairs of each sequence with other sequences) is recomputed as in step (5), using updated posterior co-incidence probabilities (from step 4) and base pairing probabilities (from step 2). Repeating step (2), the partition function is recomputed with the extrinsic information. The extrinsic information is incorporated as a pseudo free energy term in the partition function calculation. A detailed description is in Harmanci et al. (38).

Probabilistic consistency transformation, guide tree computation, progressive alignment, and computing final multiple sequence alignment. Upon completion of the iterations, using the posterior co-incidence probabilities obtained with the most recent match scores through step (3) are used to obtain a multiple sequence alignment.

Probabilistic consistency, which was described in ProbCons (37), is based on three-way alignment consistency of pairwise HMM posterior probabilities. From the pairwise HMM alignments, for each pairwise alignment, between sequences \( X_m \) and \( X_n \), the alignment score between two nucleotides \( i \) and \( k \) (the \( i \)th nucleotide of sequence \( X_m \), and \( k \)th nucleotide of sequence \( X_n \)) are calculated based on probabilistic consistency transformation

\[
P^M(i \sim k | X_m, X_n) = \frac{1}{3} \sum_{q \in \{0, 1, 2\}} P(i \sim q | X_m, X_n) P(q \sim k | X_m, X_n)
\]  

(8)

where \( P(i \sim k | x^* | X_m, X_n) \) is the re-estimated alignment score of sequences \( X_m \) and \( X_n \), \( q \) is the \( q \)th nucleotide in sequence \( X_n \). Re-estimated alignment scores are used in progressive alignments, which are processed hierarchically according to a guide tree as described in ProbCons (37).

Structure prediction using updated base pair probabilities. The structures are predicted by the maximum expected accuracy algorithm. Given the base pair probabilities \( P^m(i, j) \) for sequence \( X_m \), the maximum expected accuracy structure is defined as

\[
S_m^* = \operatorname{argmax}_{S_m} \left[ \sum_{(i,j) \in S_m} 2 \cdot P^m(i, j) + \sum_{i \text{ unpaired in } S_m} P^m(i) \right]
\]  

(9)

where \( P^m(i) \) is the probability that nucleotide position \( i \) is not base paired, which is computed as

\[
P^m(i) = 1 - \sum_{j=1}^{N_m} P^m(i, j) - \sum_{j=i+1}^{N_m} P^m(j, i)
\]  

(10)

The MEA structure is obtained with a dynamic programming algorithm as described in (38).

Parameter optimization

For parameter optimization and benchmarking, an RNA alignment and structure database, named RNAStalign (http://rna.urmc.rochester.edu), was aggregated from available online databases of RNA structure and alignment. Compared with the pre-existing BRAliBase dataset (53), RNAStalign has greater diversity of sequences; in particular, several sequence families longer than 320 nucleotides are included.

Structures for each family in RNAStalign are categorized into homologous families based on the classifications in the original databases. If available, further categorization into subfamilies was also included in RNAStalign. Only sequences with known alignments and secondary structures were included. The families included are 5S ribosomal RNA (54), Group I intron (55), tmRNA (56), tRNA (57), 16S ribosomal RNA (58), Signal Recognition Particle (SRP) RNA (59), tRNA P RNA (60), and telomerase RNA (61).

To train the three parameters in the match score scheme (\( \alpha_1 \), \( \alpha_2 \), and \( \alpha_3 \)), 40 groups of input sequences, comprising three, five and seven homolog sets, were randomly chosen from RNAStalign for the 5S ribosomal RNA (Eubacteria subfamily), group I intron (IC1 subfamily), tmRNA, and tRNA families. A search was performed to find optimal parameter values for these selected sequences over a 3D grid with \( \alpha_2 \) and \( \alpha_3 \) for values 0, 0.6, 0.8, 1.0, 2.0, 3.0, 4.0, and 5.0, and \( \alpha_3 \) for values 0, 0.3, 0.5, 0.7 and 1.0. The resulting optimal parameters (\( \alpha_1 = 1.0, \alpha_2 = 0.8, \alpha_3 = 0.5 \)) were then used as the defaults for the TurboFold II. Supplementary Figure S2 illustrates the landscape for the grid search.
The HMM parameters and the alignment constraint thresholds (the cutoff value below which co-incidence probabilities were excluded from the extrinsic information sum in order to reduce computational time) were kept identical to those used for TurboFold II (38).

Benchmarks

Default options and parameters were used for the other programs used in the benchmarking. For RNAaliFold (2.1.9), separate benchmarks were run using Clustal Omega (1.2.1), (48) or ClustalW (2.1) (49) to predict input alignments (62).

For benchmarking, groups of sequence homologs were randomly selected from families distinct from those used for estimation of the parameters. Specifically, 200 groups of 5, 10 or 20 sequence homologs were selected from the small subunit ribosomal RNA (Alphaproteobacteria subfamily), SRP RNA (Protozoan subfamily), RNase P RNA (bacterial type A subfamily) and telomerase RNA. For SRP RNA, sequences shorter than 200 nucleotides were excluded because their structures are not consistent with those of longer sequences. All methods were benchmarked on the same groups of sequences, except for the single-sequence predictions, which were obtained by running MaxExpect from RNAstructure 5.7 (45,63) on each available sequence.

To allow for comparison against previous evaluations, benchmarks for the commonly used BRAliBase dataset (53), which provides multiple sequence alignments categorized by sequence identity, are included in the Supplementary Materials (Supplementary Figure S3). BRAliBase differs from a bias in the ‘twilight zone’ sequence identities ranging from 40% to 60%, caused by the fact that a majority of sequences in BRAliBase for this range of sequence identities are tRNAs (64). Therefore, alignment methods with a performance advantage for tRNA demonstrate better performance in the low similarity region for BRAliBase.

Comparison with other methods that align sequences with structure as auxiliary information

Like TurboFold II, the MAFFT (50) and R-Coffee (51) RNA alignment methods align sequences using predicted structure as auxiliary information, but these methods also have significant differences with TurboFold II.

For MAFFT, the X-INS-i option provides the capability for incorporating structural information in a multiple sequence alignment (MSA); henceforth, MAFFT refers to the program used with this option. To obtain a multiple sequence alignment, MAFFT first calculates pairwise structural alignments using either the SCARNA (65) or LaRA (66) methods. Using a guide tree and consistency score, an initial MSA is computed progressively from the pairwise structural alignments. This MSA is then iteratively refined to incorporate structural information represented as base pairing probabilities for each sequence computed using the McCaskill algorithm (39). The iterative refinement optimizes an alignment score that combines a weighted sum of pairs term (67) that assesses sequence conservation, a consistency term (68) that assesses consistency of the MSA with the pairwise alignments, and a ‘four-way consistency’ term that encourages alignment of nucleotides in the two sequences whose paired nucleotides are aligned. The ‘four-way’ consistency incorporates the structural information in the alignment.

While both MAFFT and TurboFold II iteratively incorporate structural information in computing an MSA, the approaches differ fundamentally. The TurboFold II iterations alternate between structural predictions (updating base pairing probabilities) and alignment predictions (updating alignment probabilities). Both the structural and alignment prediction steps utilize probabilistic models and exchange information as prior probabilities. TurboFold II also refines the pairwise sequence alignments using structural information, in contrast to MAFFT using structural information at the MSA refinement.

R-Coffee is a variant of T-Coffee (36). It starts by generating pairwise sequence alignments, called a library, and then estimates a MSA from the pairwise alignment library using the individually aligned nucleotide positions from the library as ‘weighted constraints’. RNA secondary structure information is also included in the refinement in the form of local base pairing probabilities, which are calculated by RNAplfold (69,70).

In R-Coffee, the MSA is assembled from library of nucleotide alignments in a way that favors a 4-way-consistency, i.e. nucleotides are more likely to align if they align to common nucleotide in a third sequence and if they have high probability of base pairing with nucleotides that are also aligned in the library. Sequences are aligned pairwise (71) with a score that favors 4-way consistency, a tree is built (72), and the multiple alignment assembled (49).

A major difference between TurboFold II and both MAFFT and R-Coffee is that the match score in TurboFold II reflects the general similarity of base pairing conditions (being paired upstream, paired downstream, or unpaired) rather than restraints as being paired with particular nucleotides. The advantage of the match score is not to limit the potential alignment partners in too narrow a range. By combining with sequence identity in the HMM calculation, it can be useful to improve the overall alignments based on imperfect structure prediction, particularly at the beginning of the iterations.

Scoring of prediction accuracy

For both predicted alignments and structures, sensitivity and positive predictive value (PPV) were calculated. For the alignment benchmark, sensitivity is the fraction of aligned nucleotide pairs in the database that are correctly predicted by the methods. PPV is the fraction of predicted aligned nucleotide pairs that also occur in the accepted alignment (53,73,74). For the secondary structure benchmark, sensitivity is the fraction of base pairs annotated in the database that are correctly predicted. PPV is the fraction of the predicted base pairs that also occur in the accepted structures in the database. Predicted base pairs are considered correct if a nucleotide either on 5′ or 3′ end of the correct base is off by one position (75). For instance, a predicted base pair \((i, j)\) is correct if base pair \((i, j), (i±1, j)\) or \((i, j±1)\) exists in database. This is important because of uncertainty in the determination of secondary structure by comparative analysis (76) and also because of thermodynamic fluctuations of
local structures (77–79). The scorer program of RNAstructure was used.

Significance testing
To assess the statistical significance of the differences in sensitivity and PPV, paired t-tests were performed using R 3.0.2 (URL: http://www.R-project.org/) (80) between TurboFold II and each of the other methods (81). Alpha, the type I error rate, was set to 0.05. The figures summarizing the benchmarking results are annotated to indicate the results of the significance tests.

RESULTS
Algorithm overview
Fundamentally, TurboFold II is an extension of TurboFold (38), which takes multiple homologous RNA sequences as input and outputs estimated base pair probabilities, where the estimates for each sequence are informed by the other sequences. The main enhancement from TurboFold to TurboFold II is that, in the iterations, the pairwise posterior co-incidence probabilities for alignments are also updated, guided by estimated base pairing probabilities, and, upon completion of iterations, a multiple sequence alignment is obtained via the probabilistic consistency-based progressive alignment method of ProbCons (37). Just like TurboFold, TurboFold II does not enforce predictions into a single common structure, therefore, it is able to predict diverged structures for homologous sequences.

Comparison to other programs
Alignment Prediction. The accuracy of TurboFold II was compared to those of seven leading multiple alignment methods: Clustal Omega (1.2.1) (48), a method that uses HMM alignment that is based on the HHalign package (82) and guide tree computation that utilizes an enhanced version of mBed (83) and can cluster large numbers of sequences rapidly; ClustalW (2.1) (49), a method that is based on pairwise dynamic programing alignments (84) and a neighbor joining clustering algorithm (72); LocARN A (1.8.7) (22); RNAalifold (2.1.9) (62), a method that reads aligned RNA sequences and computes minimum free energy conserved structures as allowed by the input alignment; MXSCARNA (2.1) (23), which predicts a consensus structure by Rfold and input from ClustalW (2.1) (49); and TurboFold (38). MaxExpect (45,63), a single sequence structure prediction method, is used as a control calculation because it also predicts structure with the maximum expected accuracy algorithm, which is same as the mode chosen in TurboFold II and TurboFold. The required alignment input for RNAalifold was calculated by ClustalW, Clustal Omega (1.2.1) (48), or MAFFT (X-INS-i). The results are shown in Figure 2.

For each family, TurboFold II had a sensitivity and PPV comparable to TurboFold and performed well in comparison with other methods (Figure 2). Except for the small subunit rRNA family, TurboFold II and TurboFold are the top two methods when considering the average of sensitivity and PPV. Among the methods compared, MXSCARNA has the highest accuracy for the small subunit rRNA. The accuracy of RNAalifold depended on the alignment quality. For sequences of small subunit rRNA, RNase P RNA, and telomerase RNA, RNAalifold performs better structure predictions with input alignments from Clustal Omega and MAFFT than from ClustalW, which corresponded with the relative alignment accuracy of the methods (Figure 2).

DISCUSSION
TurboFold offered a breakthrough by predicting conserved RNA secondary structures using probabilistic alignment information rather than fixed input alignments. It lacked, however, a mechanism for estimating the alignments using structural information. TurboFold II fills this lacuna by incorporating iterative refinement of the alignment probabilities in addition to that of the base pairing probabilities. This additional functionality is introduced in TurboFold II by using a match score function that represents the secondary structural similarity between two nucleotides (in
two sequences) based on estimated base pairing probabilities. Thus, the computation of extrinsic information for structures also uses updated posterior co-incidence probabilities to re-estimate base pairing probabilities for each sequence. The final predicted alignment additionally benefits from the consistency transformation introduced by ProbCons (37). The pairwise comparison scores are used in progressive alignment to output a final multiple sequence alignment.

Structural alignment methods, like TurboFold II, take advantage of predicted structural information to inform sequence alignments. In contrast, sequence alignment methods rely solely on nucleotide identity, which is problematic because of the relatively poor sequence conservation compared to structure conservation in RNA.

As with other structural alignment tools, a limitation of TurboFold II is that its alignment accuracy heavily relies on the accuracy of secondary structure prediction. When a sequence has variable structure elements that are absent in the other input sequences, the extrinsic information computed from other sequences for the corresponding regions is not as useful as when there are similar structural elements in at least one other input sequence. These structural inserts are common in several RNA families, such as RNase P RNA and SRP RNA (77). A detailed example of such a case in RNase P is shown in Supplementary Figure S4, with the known secondary structures for five RNase P sequences, *Nocardioides albus*, *Propioniferax innocua*, *Salt Marsh A26*, *Mycobacterium tuberculosis* and *Lake Griffy A #8* in Supplementary Figure S4(a–e). The known structure for *Nocardioides albus* in Supplementary Figure S4(a) was different from other two structures *Propioniferax innocua* in Sup-

Figure 2. Sensitivity and PPV of alignment (left) and structure (right) predictions. Sensitivity and PPV of alignment predictions obtained by running the methods with 5, 10 or 20 input sequences on the small subunit rRNA, RNase P RNA, SRP RNA and telomerase RNA test datasets. The star (*) above the bar for a method indicates that the difference in sensitivity (or PPV) between the method and TurboFold II is statistically significant, as determined by a paired t-test. Numerical sensitivity and PPV values corresponding to the plots in the figures are provided in the Supplementary Materials in Tables S1 and S2 for alignment and structure prediction, respectively.
Figure 3. Predicted structures and alignments for *Nocardioides albus*, *Propioniferax innocua* and *Salt Marsh A26*. Structures for *Nocardioides albus* (A), *Propioniferax innocua* (B) and *Salt Marsh A26* (C) as predicted by TurboFold II. (D) Database alignments for *Nocardioides albus*, *Propioniferax innocua* and *Salt Marsh A26*. Alignments predicted by TurboFold II (E), ProbCons (F), ClustalW (G), Clustal Omega (H), LocARNA (I), MXSCARNA (J), MAFFT (K) and R-Coffee (L). The alignment accuracy is indicated as sensitivity and PPV for each method. The colored nucleotides correspond to helices in database structures.

Supplementary Figure S4(b) and *Salt Marsh A26* in Supplementary Figure S4(c), with a three-arm multibranch loop (helices are marked by colors). On the other hand, structures for *Propioniferax innocua* and *Salt Marsh A26* contain a bulge loop in the corresponding position. Therefore, an inserted hairpin structure in *Nocardioides albus* makes the secondary structure different from those for *Propioniferax innocua* and *Salt Marsh A26*.

TurboFold II inherits the beneficial capability of TurboFold that allows variable structural elements within individual structures. For these RNase P sequences, the flexibility of the model of structural conservation is clear. Figure 3 (panels a–c) shows the structures for *Nocardioides albus*, *Propioniferax innocua* and *Salt Marsh A26* as predicted by TurboFold II. The multibranch loop and bulge loops are correctly predicted. Figure 3d shows the known alignment of nucleotides of the variable structure elements for *Nocardioides albus*, *Propioniferax innocua* and *Salt Marsh A26*. The nucleotides of the aligned helices alignments are colored according to their secondary structures. Figure 3 (panels e–l) shows the predicted sequence alignments and prediction accuracies for TurboFold II, ProbCons, ClustalW, Clustal Omega, LocARNA, MXSCARNA, MAFFT, and R-Coffee. The multiple sequence alignments output by TurboFold II achieved the highest prediction accuracy (both sensitivity and PPV) among all methods. The helix of the inserted structural domain (indicated by magenta coloring in Figure 3, panels a–c) in *Nocardioides albus* is correctly predicted as an insertion by TurboFold II, by two other structural alignment methods, LocARNA and MXSCARNA, and by the purely sequence-based method, Clustal Omega. Without the benefit of structural information, this helical region is aligned incorrectly with nucleotides in 5'-end of another helix in the ProbCons prediction and with nucleotides in 3'-end of another helix in the ClustalW prediction. Supplementary Figures S6–S13 in the Supplementary Materials show the complete predicted sequence alignments from TurboFold II, Clustal Omega, LocARNA, MXSCARNA, ProbCons, MAFFT and R-Coffee, respectively. Supplementary Figures S14–S20 show the predicted structures by TurboFold II, LocARNA, MaxExpect, MXSCARNA, RNAalifold (using Clustal Omega alignment), RNAalifold (using ClustalW alignment) and TurboFold, respectively.

TurboFold II uses a relatively simple match score scheme to incorporate structural information into HMM alignments so that the computational demands remain comparable to TurboFold. Although the match score does not
Figure 4. An example from the alignment of tRNA sequence homologs that illustrates how the update of posterior coincidence probabilities introduced in TurboFold II can improve alignments by incorporating structural information. tRNA structures of (A) *Halorubrum lacusprofundi* (tdbD00000003) and (B) *Streptococcus pneumoniae* TIGR4 (tdbD00009726) (57,85) by TurboFold II with three other tRNAs. (C) Predicted alignment of the two sequences. The nucleotides in predicted helices are indicated by corresponding colors in both the alignment and the structures. (D) The posterior coincidence probabilities calculated by pairwise HMM alignment. The coincidence probabilities are color coded as shown by the adjacent key. (E) The posterior coincidence probabilities of pairwise HMM alignment incorporating the match score. (F–H) Posterior coincidence probabilities by incorporating match score after first (F), second (G) and third (H) iterations, respectively. (I) The alignment from the Sprinzl database (48,68). The colored blocks along the axes in the alignment probability plots (D–I) identify the nucleotides for helices shown in (A), (B) and (C).

distinguish between nucleotides in same structure components (5’ stem, 3’ stem or unpaired), by combining with pairwise HMM alignments and probabilistic constraints, the nucleotides with relatively high posterior coincidence probabilities are aligned and incorrect alignments at the border of stem and loop regions are excluded. An example of such a case in tRNA is shown in Figure 4. Figure 4A and D depicts the predicted structures of two homologous tRNA sequences *Halorubrum lacusprofundi* (database ID: tdbD00000003, anticodon: UGC, amino acid: Ala) and *Streptococcus pneumoniae* TIGR4 (database ID: tdbD00009726, anticodon: GCU, amino acid: Ser), respectively. Figure 4C is the predicted alignment. Compared with the relatively diffuse posterior coincidence probabilities for the variable hairpin loop structure from the initial pairwise HMM alignment (Figure 4D), the posterior coincidence probabilities obtained with TurboFold II (Figure 4H) are sharper for the second hairpin loop structure and the variable region is more distinguishable as an insertion in the second sequence. The gradually change in the posterior coincidence probabilities during the iterations (Figure 4E–H) shows that distribution of the probability mass becomes more consistent with the database alignment (Figure 4I) as the iterations proceed.

TurboFold II now iteratively refines multiple sequence alignments and estimated secondary structures, estimating both nucleotide alignment probabilities for sequence pairs and base pairing probabilities for base pairs. Dynamic programming algorithms accomplish both steps, but the simultaneous folding and alignment problem is avoided, and thus TurboFold II accomplishes sequence alignment and structure prediction with much better overall scaling, $O(H^2N^2 + HN^3)$ for $H$ sequences of average length $N$. The time performance on select sequence families is provided in the Supplementary Materials in Table S3.

DATA AVAILABILITY

TurboFold II is a component of the RNAstructure software package and is available for download from http://rna.urmc.rochester.edu. Source code and binaries are available. Additionally, a C++ class is available for incorporating TurboFold II into other software packages.
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Supplementary Data are available at NAR Online.
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