Efficient Source of Shaped Single Photons Based on an Integrated Diamond Nanophotonic System
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An efficient, scalable source of shaped single photons that can be directly integrated with optical fiber networks and quantum memories is at the heart of many protocols in quantum information science. We demonstrate a deterministic source of arbitrarily temporally shaped single-photon pulses with high efficiency (detection efficiency = 14.9%) and purity (g(2)(0) = 0.0168) and streams of up to 11 consecutively detected single photons using a silicon-vacancy center in a highly directional fiber-integrated diamond nanophotonic cavity. Combined with previously demonstrated spin-photon entangling gates, this system enables on-demand generation of streams of correlated photons such as cluster states and could be used as a resource for robust transmission and processing of quantum information.

Single optical photons play an essential role in quantum information tasks ranging from quantum communication [1] to measurement-based quantum computing [2, 3]. Many protocols in quantum communication use single photons as information carriers between remote locations since photons experience little decoherence while propagating in an optical fiber or free space over long distances. An efficient, scalable source of single photons is therefore extremely useful in quantum information science and technology [4, 5].

The most promising approaches for realizing single-photon sources are based on single atoms, ions [6–8], or artificial atoms [9–11] coupled to optical cavities. The underlying idea is that by promoting an atom to its excited state in a controlled way, only one photon is emitted per excitation cycle. Meanwhile, the encapsulating optical cavity ensures a high probability of photon collection into a well-defined optical mode. Numerous state-of-the-art demonstrations of single-photon sources have utilized solid-state, cavity-integrated self-assembled quantum dots [4, 12–15], which have recently been used in an experiment demonstrating in-fiber single-photon detection efficiencies of above 50% [16].

However, in addition to single photons and linear optical elements, key quantum communication applications such as complex quantum networks will eventually require the use of more advanced components such as quantum memories and quantum repeaters to correct loss errors in communication channels [17, 18] or serve as a deterministic nonlinearity to enable quantum logic gates between itinerant photons [19, 20]. The necessity of integrating single photons with other components of future quantum networks creates additional requirements that many present-day single-photon sources do not meet: control over the photon frequency, bandwidth, and temporal profile. In particular, leading quantum memory systems have limited bandwidths, often on the MHz scale, which is several orders of magnitude smaller than the bandwidths of typical state-of-the-art single-photon sources [21, 22]. While bandwidth-tailored sources have been realized with neutral-atoms [23], trapped ions [24], and quantum dots [25, 26], such systems with high end-to-end efficiencies, compatibility with scalable device fabrication, and photonic integration have yet to be demonstrated.

In this Letter, we present a versatile, fiber-coupled single-photon source based on a silicon-vacancy center in diamond which features high efficiency, purity, temporal control, integrability, and access to auxiliary spin memory registers. It can also directly interface with existing quantum memories, enabling future compatibility with repeater-based quantum networks as well as protocols for generation of streams of entangled photonic graph states, which are key resources in rapid one-way quantum communication and measurement-based quantum computation protocols [27–32].

Our system consists of a single negatively charged silicon-vacancy center (SiV) in a diamond nanophotonic cavity. The SiV is an inversion-symmetric point defect which features an optically accessible quantum memory that can be embedded in nanofabricated structures.
while maintaining excellent spin and optical coherence [33, 34]. Our cavity-quantum electrodynamics (CQED) system exhibits strong light-matter coupling, characterized by the single-photon Rabi frequency and cavity and atomic energy decay rates \( \{ g, \kappa, \gamma \} = 2\pi \times (6.81 \text{ GHz}, 329 \text{ GHz}, 0.1 \text{ GHz}) \), resulting in a cooperativity of \( C \approx 6 \) [35](I.4.2). Unlike in previous experiments where the magnetic field was oriented along the main symmetry axis of the SiV, we apply a magnetic field nearly orthogonal to the SiV’s symmetry axis, giving rise to a four-level system corresponding to the ground \((|\downarrow\rangle, |\uparrow\rangle)\) and optically excited \((|\downarrow'\rangle, |\uparrow'\rangle)\) states of the SiV’s electronic hole spin [36, 37]. The orthogonal field orientation results in spin-flipping optical transitions becoming allowed, hence enabling fast spin initialization and photon generation [38, 39].

The protocol for single-photon generation in this system is illustrated schematically in Fig. 1a. First, the four-level system is initialized in \(|\uparrow\rangle\) by optically pumping the spin flipping transition \(|\downarrow\rangle \rightarrow |\uparrow'\rangle\) using a classical driving field with Rabi frequency \(\Omega_{\text{init}}\). Then, the population is coherently transferred to a single photon using a control pulse with Rabi frequency \(\Omega_{\text{cont}}\) to drive the transition \(|\uparrow\rangle \rightarrow |\downarrow'\rangle\). Repeated application of this pulse sequence generates streams of single photons.

The temporal profile of the single-photon wavepackets can be tuned on timescales much longer than the excited state \(|\downarrow'\rangle\) lifetime due to the long-lived quantum memory of the SiV spin. In the limit of weak driving \(|\Omega_{\text{cont}}| \ll \Gamma\), where \(\Gamma\) is the cavity-enhanced decay rate along \(|\downarrow'\rangle \rightarrow |\downarrow\rangle\), the dynamics of the excited state \(|\downarrow'\rangle\) adiabatically follows the excitation process [35](II) and the photon linewdth is limited only by the coherence of the spin-levels \(|\downarrow\rangle, |\uparrow\rangle\) and the control laser’s linewidth, rather than the intrinsic lifetime of the SiV excited state \(|\uparrow'\rangle\). By modulating the strength and shape of the control pulse \(\Omega_{\text{cont}}(t)\), we temporally shape the single photon.

The schematic of our experimental setup is shown in Fig. 1b. Devices are placed in a dilution refrigerator at \(T \approx 50 \text{ mK}\) to reduce the population of phonons which cause thermal mixing between orbital states [38, 40]. This extends the coherence of the ground-state spin, enabling generation of temporally longer photon pulse shapes. Optical control pulses are delivered, and single photons are collected via a tapered optical fiber, which is coupled to the device [41]. On the return path, the generated single photons are filtered from the control pulses by a free space Fabry–Pérot cavity (linewidth = 160 MHz, finesse = 312) before being detected by superconducting nanowire single-photon detectors (SNSPDs).

In order to maximize the photon collection efficiency from the emitter, we implement a novel asymmetric nanophotonic cavity design which strikes a balance between high quality factor of the cavity and strong waveguide damping. In this design, for a given unwanted cavity loss rate \(\kappa_a\) set by fabrication imperfections, there is an optimal choice of waveguide coupling \(\kappa_w\) (Fig. 2a). We achieve this optimal trade-off in the asymmetric diamond nanophotonic cavity as pictured in the scanning electron micrograph (SEM) of Fig. 2b, which preferentially sends light to the coupling waveguide (i.e. to the right side).

These devices are designed using the analogy between a massive particle tunneling through a potential barrier

FIG. 1. (a) Photon Creation Schematic. The four-level system of the SiV spin is coherently driven by alternating initialization (\(\Omega_{\text{init}}\)) and photon generation (\(\Omega_{\text{cont}}\)) optical pulses, producing a train of temporally shaped photons which are efficiently collected with an overcoupled nanophotonic cavity. (b) Measurement Setup Schematic. A nanophotonic cavity containing an SiV is cooled to 50 mK in a dilution refrigerator and pumped to coherently create single, arbitrarily-shaped photons. Pump pulses are shaped using an acousto-optic modulator, and pump light is filtered out of the single-photon stream by a free space Fabry–Pérot cavity.

FIG. 2. (a) Photon extraction efficiency is shown in the color plot as a function of cavity-waveguide coupling \(\kappa_w\) and unwanted cavity loss rate \(\kappa_a\). Contours aid readability of color map. Optimal extraction efficiency is maximized by trading off atom-photon interaction probability, proportional to \((\kappa_a + \kappa_w)^{-1}\), for a higher cavity-waveguide coupling rate \(\kappa_w\). The dashed-dot line cut corresponds to \(\kappa_a = 98 \text{ GHz}\), the unwanted loss rate of this device, which is determined by fabrication imperfections. The red star highlights this device with waveguide coupling rate \(\kappa_w = 240 \text{ GHz}\), which is nearly optimal for the given \(\kappa_a\). (b) A scanning electron micrograph (SEM) of the nanophotonic cavity is overlaid with the simulated electric field, and loss rates are labeled, where \(\kappa_a = \kappa_{\text{scatter}} + \kappa_{\text{left}}\). (c) The simulated quasipotential shape of the cavity [35](I.1) shows that there is a lower and shorter potential barrier on the weak mirror side. This corresponds to the coupling to the right waveguide being the dominant loss rate \((\kappa_w \gg \kappa_a)\).
and the evanescent decay of a photon in a photonic band gap [42]. The asymmetric “quasipotential” for a photon in this device is shown in Fig. 2c. It illustrates both the preferential coupling to the measurement port through the lower and narrower barrier on the right side of the cavity as well as a deep well needed for the tight confinement of the optical mode. The simulated electric field overlay in Fig. 2b illustrates this wavelength scale confinement (mode volume = 0.67 $(\lambda n)^3$). An in-depth discussion of the new photonic crystal cavity design techniques used here is provided in section I of the Supplementary Information [35].

We demonstrate generation of bandwidth-tailored photons with this platform in Fig. 3. We start by applying a 1 µs square pump pulse (Fig. 3a), and observing an exponentially shaped emitted photon, directly illustrating the optical pumping dynamics from $|\uparrow\rangle$ into $|\downarrow\rangle$ expected from a time-independent pump pulse. The photon duration of $\sim 1$ µs compared to the $\sim 1$ ns excited state lifetime highlights the ability of this protocol to generate narrow-bandwidth photons, which is independently verified using a separate narrow filter cavity with linewidth below 5 MHz (Fig 5b). To ensure the presence of only a single photon in each wavepacket, we measure the second order correlation, $g^{(2)}$, of the generated photon stream by using a beam splitter and recording the arrival times of photons on a pair of SNSPDs. The results of these measurements are shown in the lower panels of Fig. 3. A value of $g^{(2)}(0) = 0.1689 < 0.5$ (Fig. 3b) of the exponentially shaped photon confirms the quantum nature of the measured state of light and the presence of a single excitation.

Next, we apply shorter and more powerful Gaussian control pulses to create Gaussian single photons with full-width half-maxima of $\sim 20$ ns (Fig. 3c) and observe a substantially reduced $g^{(2)}(0) = 0.0168$ (Fig. 3d). We note that photons of this approximate duration are optimal for interfacing with existing SiV quantum memories [35, 43].

We confirm our understanding of the system using a density matrix model [35](III) to predict the photon shapes resulting from the applied Gaussian control pulse. Fig. 3c confirms that our model matches the measured photon shape well. By inverting this model, we can calculate the control pulse $\Omega_{\text{cont}}(t)$ required to generate arbitrarily shaped photon wavepackets. For example, in Fig. 3e, we demonstrate a ten-peaked single photon, which could be useful for time-binned multiplexing [43] and efficient high-dimensional quantum communication [44, 45]. Auto-correlation measurements again demonstrate the single-photon nature of the ten-peaked photon with a low $g^{(2)}(0) = 0.0642$. The difference in single-photon purity between the three generated photon shapes can be attributed to optically-induced heating, which results in a reduced spin lifetime and increased value of $g^{(2)}(0)$ for longer-duration photons [35](VI.2).

Next, we measure the total system efficiency by generating short Gaussian photons (as in Fig. 3c) continuously over a 24 hour period. The repetition rate of the pump pulses is 405 kHz. We record the number of consecutive $n$-photon streams detected (Fig. 4) as a proxy for the complexity of multi-photon states that are necessary for...
FIG. 4. Statistics of consecutive n-photon streams detected during a 24-hour acquisition at a 405 kHz repetition rate and 57% average duty cycle, showing detection of up to 11 photons in a row. Exponential decay fit indicates a total source-to-detector efficiency of 14.9%.

implementation of quantum information protocols such as one-way quantum communication or computing with photonic cluster states [27–32]. Notably, the experiment was operating autonomously during this 24-hour run. Our experiment control software [46] automatically handles SiV ionization and spectral diffusion events, as well as filter cavity locking [35](IV.2), making this a realistic demonstration of a practical single-photon source.

The exponential decay fit to the n-photon event rates reveals a single-photon detection efficiency of 14.9% [35](V.1). This decrease compared to the ideal photon extraction efficiency of 62% is primarily due to losses in the filtering setup (0.5-0.6), waveguide-fiber coupling efficiency (0.7), and finite detuning of the cavity [35](IV.3). Despite these extra losses, this single-photon efficiency is competitive with state-of-the-art single-photon sources [4, 12, 47]. A single-photon detection rate of 31 kHz is achieved, indicating an average duty cycle of 57%, which is primarily limited by ionization of the SiV and software overhead [35](V.2).

As a first step toward generation of spin-photon entangled states and more complex multi-photon entangled states, we next explore the light-matter interface with the auxiliary nuclear spin memory associated with the $^{29}$Si isotope. The hyperfine coupling between the electronic hole spin and the nuclear spin additionally splits the electronic-hole Zeeman ground state manifold creating four levels in the ground-state manifold (Fig. 5a). As a result, the $^{29}$SiV system can emit photons with two nuclear-state dependent photon frequencies, $\nu_{\text{g}}$ and $\nu_{\text{g}}$. Such a system can be used to generate complex multi-photon entangled states such as cluster states or graph states, as proposed in [30, 32], by coherently manipulating the nuclear state in between emissions of subsequent photons.

In order to probe the nuclear spin dependent emission frequency of a cavity-integrated $^{29}$SiV, we filter the single-photon signal using a significantly narrower 5 MHz linewidth filter cavity, locked close to the $|\downarrow\rangle \rightarrow |\downarrow\rangle$ transition. The photons are generated via the same scheme as before, whereby a single initialization pulse is used to initialize the electron regardless of the initial nuclear spin state due to the small hyperfine splitting as compared to the optical transition bandwidth. The filter cavity frequency is held constant while the frequency of the pump laser is swept tuning the frequency of the emitted photons. This selectively tunes $\nu_{\text{g}}$ and $\nu_{\text{g}}$ into resonance with the filter cavity, enabling the measurement of the spectrum of the emitted photons. Two narrow peaks are observed in the detected single-photon spectrum with a splitting of 52 MHz (Fig. 5b), as expected from the hyperfine splitting from the $^{29}$Si nuclear spin [48].

An initial step toward generating multi-photon states with entanglement mediated by the $^{29}$SiV nuclear spin is to show that multiple photons can be generated while preserving the nuclear spin state. Therefore, we measure correlations between subsequently emitted photons at the two different nuclear spin dependent emission frequencies, $\nu_{\text{g}}$ and $\nu_{\text{g}}$ (Fig. 5c). We measure the degree of second-order correlations $g^{(2)}_{\text{gg}}(\tau)$ of photons emitted at frequency $\nu_{\text{g}}$, observing bunching on long timescales. We then measure the intensity cross-correlation $g^{(2)}_{\text{gg}}(\tau) = \langle I_{\text{g}}(t)I_{\text{g}}(t + \tau) \rangle / \langle I_{\text{g}}(t) \rangle^2$, where $I_{\text{g}}$ and $I_{\text{g}}$ are the intensities of the $\nu_{\text{g}}$ and $\nu_{\text{g}}$ emissions, respectively, and observe anti-bunching on the same timescale. These measurements indicate a 16-fold higher probability of detect-
ing subsequently emitted photons at the same frequency, as opposed to opposite frequencies.

The bunching (antibunching) in $g_{\text{uu}}^{(2)}(\tau)$ ($g_{\text{dd}}^{(2)}(\tau)$) decays after emission of $113.8 \pm 3.8$ (110.6 ± 2.4) photons. We attribute this decay to relaxation of the nucleus due to the single-photon generation process. Relaxation of the nucleus after emission of $113.8 \pm 3.8$ photons would correspond to each generated photon inducing a nuclear spin flip with a probability of $(0.9 \pm 0.03)\%$. These measurements directly demonstrate that classical correlations between the $^{29}$Si nuclear spin state and the frequency of the emitted photon can persist for more than 100 consecutively emitted photons, making this a promising approach for the generation of large-scale photonic graph states [32].

Our experiments demonstrate an on-demand source of streams of shaped photons generated from a silicon-vacancy center in an asymmetric nanophotonic cavity in diamond. The challenge of producing a nanophotonic cavity in diamond with arbitrary coupling ratios was resolved through the development of a quasipotential design heuristic, which we believe will be of general use to the nanophotonics community. We showed that the system can generate single photons with highly tunable temporal wavepackets and high spectral purity, detecting streams of up to 11 sequential photons at experimentally useful rates due to a high source-to-detector efficiency and efficient fiber-nanophotonic integration. Given the measured $g_{\text{uu}}^{(2)}(0) = 0.0168$, we estimate this source would provide more than a thirty-fold improvement in the single-photon detection rate when used as a replacement for a weak coherent source with equivalent two-photon detection infidelity [35](V.3). Furthermore, this advantage results in an exponential improvement for higher $n$-photon stream events, as demonstrated by the detection of 28 total 11-photon events in a 24 hour period, which is comparable to state-of-the-art [49].

Additionally, this single-photon source should enable the generation of multi-photon entangled states when efficiently interfaced with a second cavity-coupled SiV [43], which would be used as a quantum memory to deterministically entangle subsequent photons [32]. By demonstrating classical correlations between the built-in $^{29}$Si nuclear spin state and emitted photon frequency, we also illustrate the possibility to directly generate streams of entangled photons mediated by nuclear memory. In order to demonstrate quantum correlations (i.e. entanglement) between nuclear spin and photon frequency, additional coherent control of the nucleus would be necessary, which should be possible using RF fields supplied by on-chip coplanar waveguides [33, 34]. Moreover, in order to realize large entangled states, mitigation of $^{29}$Si memory decoherence arising from heating, which shortens the electron lifetime, will be required [35](VI.1). This work builds on our previous demonstration of the SiV-based quantum memory node [43]. The photons generated by our source can be bandwidth and wavelength matched to existing SiV-nanophotonic quantum memory devices, which will be required for complex quantum networking schemes involving stationary repeaters or quantum memories. Combined with the demonstrated ability to create large multi-photon streams on demand, this method should enable the production and detection of high photon number linear cluster states with only moderate improvements to the setups demonstrated here and in [35, 43]. For these reasons, our platform demonstrates promise as a versatile single-photon source which can be interfaced with quantum memories for the realization of quantum networking and quantum information processing tasks.
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I. NANOPHOTONIC CAVITY

In order to be widely useful, the high-purity single photons must be generated and outcoupled efficiently, ideally into a single-mode fiber. This is especially true when generating large multi-photon states for which generation probability scales exponentially with single-photon efficiency. Single photon generation and outcoupling efficiency for an atom-cavity system $\eta$ is determined by both the atom-cavity cooperativity $C$ as in $p_c = \frac{C}{C+1}$ and the overcoupling of the cavity to the waveguide as in $p_w = \frac{\kappa_w}{\kappa_w+\kappa_s}$, as well as additional system losses from imperfect optical elements:

$$\eta = p_c \ast p_w \ast p_o$$

(1)

Where $p_c$ is the probability of emission into the cavity, and $p_w$ is the probability that a photon in the cavity couples into the probe waveguide. Systemic optical losses ($p_o$), although crucial in practical systems and often dependent on the physical platform, are not fundamental to the cavity quantum electrodynamics (CQED) system design, so we do not include them in our optimization of source efficiency $\eta_s$. Instead, we focus on the first two terms, $\eta_s = p_c \ast p_w$.

When the emitter is close to resonance with the cavity, the probability of emission of a single photon into the cavity is given by the cooperativity as $p_c = \frac{C}{C+1}$ [1] with $C = \frac{4g^2}{\kappa \gamma}$ where $g$ is the atom-cavity coupling rate, $\kappa$ is the full width at half max (FWHM) cavity energy decay rate, and $\gamma$ is the quantum emitter’s spontaneous decay rate (FWHM). Meanwhile, the probability that a photon in the cavity will decay into the waveguide is given by $p_w = \frac{\kappa_w}{\kappa_w+\kappa_s}$, where $\kappa_s$ represents all unwanted cavity loss, such as scattering into free-space or coupling into the unprobed waveguide. In terms of CQED parameters, the source efficiency is

$$\eta_s = \frac{4g^2\kappa_w}{(\kappa_s + \kappa_w)(4g^2 + (\kappa_s + \kappa_w)\gamma)}$$

(2)

Maximizing this function optimizes the photon generation efficiency. Thus, the optimal decay rate into the waveguide is given by

$$\kappa_w^{\text{opt}} = \sqrt{\frac{\kappa_s(4g^2 + \kappa_s\gamma)}{\gamma}}$$

(3)

Notably, device performance, in this case single-photon generation efficiency, is not maximized by simply maximizing device cooperativity, as is often the case in other CQED protocols [2–5]. In fact, as illustrated by equation 3 and fig. 2a in the main text, optimal overall photon generation efficiency is achieved by trading off some cooperativity for a better balance between relative cavity coupling rates $\kappa_w$ and $\kappa_s$. This is distinct from earlier diamond nanophotonic cavities which were designed to maximize cooperativity and be nearly critically coupled in order to maximize spin-dependent reflection contrast. [5] This underscores the importance of creating a cavity with well-controlled coupling rates.

The nanophotonic cavities used in this experiment are similar to those used in the previous CQED experiments with silicon-vacancy centers in diamond (SiV) [4–7]. However, while previous generations of cavities were designed to maximize cooperativity (or equivalently Purcell enhancement), these nanophotonic cavities were designed to balance maximizing cooperativity with ensuring directional waveguide coupling. This additional constraint forced us to expand the design parameter space. The resulting design is asymmetric throughout the cavity, which is different from traditional photonic crystal cavity design. We discuss the subtle but fundamental difference below after some brief background on photonic crystal cavities.

The original concept of a photonic crystal cavity was realized as a defect within an otherwise perfect Bragg mirror. For example, so-called L3 cavities in air hole-based photonic crystals create a defect by replacing three adjacent air holes with completely filled dielectric (fig. S1a) [8]. The defect region supports optical modes that are forbidden elsewhere in the photonic crystal by a photonic band gap, thus a symmetric cavity is formed. In 1-D nanophotonic cavities (fig. S1b), index guiding confines the light in y and z while the one-dimensional photonic crystal acts as a cavity along x, but the fundamental principle is identical to the L3 case. Most modern nanophotonic cavity designs exchange the abrupt introduction of a defect in favor of smoothly deforming the mirror region to create an extended defect that allows for gentle confinement and reduces scattering losses (fig. S1c) [9, 10]. Additionally, to further reduce scattering in 1-D nanophotonic cavities, a region that transitions from the cavity mirrors to the coupling waveguide is typically appended to the cavity. The smooth defect and waveguide transitions are the essential elements of the
modern nanophotonic cavity that offers a high Quality factor and wavelength scale mode volume $V \sim \left(\frac{\lambda}{n}\right)^3$ in many material platforms. If an undercoupled or overcoupled cavity is desired, “mirror” unit cells are added or removed on each side of the defect, allowing for directional coupling. Importantly, while this modern design differentiates the device into characteristic regions (mirror region, waveguide transition region, defect region) (fig. S1d), it still relies on the original concept of a defect in an otherwise perfect Bragg mirror to create a cavity.

The nanophotonic cavities used in this experiment go beyond this “three-region” design by allowing the mirror regions and their corresponding transition regions to be different on the left and right sides of the defect region. Figure S2c depicts a top-down view of this cavity. Since the mirror regions do not have identical unit cells, the defect region serves both as a localizing defect and a transition between the different mirror regions. Furthermore, the cavity is no longer simply a defect in an otherwise perfect Bragg mirror. Instead, each side of the cavity is a different Bragg mirror. This is similar to a Fabry–Pérot cavity with different mirror strengths on either side, but the cavity mode is still determined by the supported modes of the defect regions in traditional photonic crystal cavities.

While our asymmetric cavity design does not correspond to the traditional picture of a defect in an otherwise perfect Bragg mirror, the additional design freedom proves useful for designing high cooperativity overcoupled nanophotonic cavities. Specifically, as we explain in the next section, we are able to create a mirror region that is effectively weaker for the cavity mode due to its relative detuning. Moreover, the quasipotential description we use to understand this unorthodox design reveals new insights into the limitations of the traditional approach.

We note that similar Purcell enhancement may be possible by operating in a slow-light nanophotonic waveguide coupled to a nanophotonic mirror instead of an overcoupled nanophotonic cavity. In fact, the enhancement theoretically diverges for 1-D systems as the group velocity goes to zero[11]. Preliminary calculations based on [12] confirm that the enhancement could be comparable to within two orders of magnitude. Certain experimental challenges such as nanophotonic design, fabrication process development, directionality of emission, and other implementation details remain to be solved. Nevertheless, this offers potential for exciting future work.

I.1. Quasipotential

This asymmetric cavity is best understood by analogy to a quantum particle in a finite potential well. The idea is based on the similarity between a massive particle tunneling through a potential barrier and the evanescent decay of a photon in a photonic band gap [8]. For our cavity design, the transmissivity of a mirror region is analogous to the tunneling probability through a potential barrier. The barrier height is given by the detuning of the mode from the dielectric band edge of each unit cell, and the barrier width is given by the number of unit cells in the
FIG. S2. (a) Quasipotential for this device (b) Relative hole geometry parameters in units of the nominal lattice constant, $a_{\text{nom}}$. $h_{y_{\text{nom}}} = 161$ nm, $h_{x_{\text{nom}}} = 114$ nm, $a_{\text{left}} = 272$ nm, $a_{\text{right}} = 250$ nm. $h_{y_{\text{nom}}}$ and $h_{x_{\text{nom}}}$ correspond the cavity and mirror region holes’ major and minor axes respectively. $a_{\text{left}}$ and $a_{\text{right}}$ are the lattice constants of the mirror regions on the left and right side of the cavity respectively. (c) Scale depiction of cavity top view. Waveguide width = 482 nm, triangle apex half-angle = $50^\circ$, maximum defect = 0.1392. (d) Simulated photonic bandstructure diagrams for representative unit cells from each cavity section. The color code indicates where the corresponding unit cell is located in the cavity. Quasipotential barrier height is defined as the detuning, $\Delta$, of the cavity resonance frequency (horizontal black lines) from the dielectric band edge at $k = 0$. Note the low potential barrier on the right side (orange) is due to the proximity of the dielectric band to the optical mode and not a smaller band gap between the dielectric and air bands. Light white shaded regions represent the frequencies which would evanescently decay in both mirror regions.

In this picture, important design targets like overcoupling and mode volume are made intuitive by the shape of the quasipotential. For example, the asymmetric quasipotential of the cavity used in these experiments is shown in fig. S2a, and it illustrates that the optimal cavity has both a lower and narrower barrier on the side which preferentially couples to the waveguide while maintaining a deep potential well necessary for the tight mode confinement characteristic of nanophotonic cavities. The simulated electric field overlay in fig. 2b of the main text illustrates this wavelength scale confinement (mode volume = 0.67 ($\lambda_n$)³).

On one side, we create an unusually weak mirror region to achieve good waveguide damping, while the other side has a strong mirror region with a high barrier to maintain low mode volume and effectively eliminate coupling to the unprobed waveguide. Using different unit cells in each mirror region is a departure from the traditional idea of a defect region contained within a uniform Bragg mirror [8], but it enables the cavity parameters to approach the best possible efficiency as defined by eqn. 3 and maintain the same small mode volumes seen in previous device designs.

We design the cavity to support a dielectric mode. (The electric field is concentrated in the diamond, not in the air). Therefore, we define the quasipotential barrier as the detuning of the dielectric band (lower band) from the resonance frequency of the cavity. Then, using Lumerical FDTD, we simulate the photonic band structure for each unit cell. We plot the detuning at each unit cell to reveal the quasipotential landscape of the nanophotonic cavity (fig. S2).

In fig. S2, we see the band structures corresponding to representative unit cells from the left mirror region, the
defect region, and the right mirror region. Traversing the cavity from right to left, we see that the dielectric band starts very close to the optical mode. This small detuning corresponds to the low potential barrier visible in the orange section of fig. S2a, and it enables the tunneling that gives rise to the high coupling rate into the waveguide on this side of the cavity. Moving left to the blue indicated unit cell, the lattice constant decreases (fig. S2b), which shifts the bands to a higher frequency. This causes the dielectric band to overlap the resonant frequency of the cavity. Thus, the unit cells in the defect region support a propagating mode. Finally, we get to the purple, left mirror region. Here, the lattice constant has increased, shifting the bands down which results in the resonance frequency being far from the dielectric band near the center of the band gap. Thus, only evanescent modes are supported in this region, and they decay quickly. Similar to a particle in a finite well, the decay constant is proportional to the square root of the detuning.

Importantly, the detuning which weakens the mirror on the right side is only possible because the mirror region on the left side is significantly red detuned relative to the right mirror region, as illustrated by fig. S2d. Traditionally, a cavity’s resonant frequency is near the center of the band gap of the mirror regions, as this is where the mirrors are strongest. In that case, the band structure for both mirror regions would be similar to the purple highlighted band structure in fig. S2d. On the other hand, in this cavity, modes that would have frequencies near the center of the band gap for the mirror region on the right side approach the air band for the mirrors on the left side. This is illustrated by the white shading in the three panels of fig. S2d. The upper edge of this shading is defined by the lowest air band in the mirror regions, that of the left side mirror cells, and the lower edge of this shading is defined by the highest dielectric band in the mirror regions, that of the right side mirror cells. Thus, any mode that could be formed by this combination of mirror cells would have to have a frequency in the white shading. In other words, the only modes which are allowed by the band structure of the left side force the mirrors of the right side to be weaker. This fine-tuning of the barrier height by tuning the frequency of the bands relative to the resonant mode is a novel and useful feature of this asymmetric design approach.

While the quasipotential is a useful tool for understanding an optimized design, it’s important to note that it is a simplification of the nanophotonic cavity that neglects important degrees of freedom, namely, it does not capture information about the transverse mode profile. Therefore, a cavity should not be designed solely by concatenating unit cells to create a desired quasipotential. Care should also be taken to ensure that the transverse mode profile of each subsequent unit cell does not differ significantly from its neighbors as this would induce significant scattering, reducing the cavity quality factor. In our cavity design, we ensure this smooth changing mode profile by smoothly changing the unit cell parameters.

### 1.2. Mode Volume Trade-off

In a highly overcoupled cavity, the coupling rate to one side is much higher than the coupling rate to the other side and to free space. In traditional nanophotonic cavities, this coupling rate difference is achieved simply by putting a different number of mirror unit cells on each side of the defect region. This approach was used successfully in [13]. However, there is a minimum number of mirror unit cells below which the cavity suffers increased scattering losses. (In our system, the minimum number is typically three unit cells.) Therefore, if the directional coupling rate is too low at the minimum barrier width, the barrier height of the mirror unit cells needs to be lowered. Lowering the barriers increases the mode volume of the cavity, as illustrated in fig. S3e.

Atom-Cavity cooperativity depends on both the cavity quality factor $Q$ and the mode volume $V$ as given by the Purcell enhancement $\frac{Q}{Q_0}$. Thus, in order to maximize cooperativity, one must maximize the cavity quality factor and minimize the mode volume. Conversely, for a given quality factor, a cavity with a larger mode volume will have lower cooperativity, and, in this case, a lower single-photon generation efficiency.

In a cavity with the same height barrier on each side of the defect region, there is an intrinsic trade-off between overcoupling and mode volume. This trade-off is intuitively obvious from the fact that the field decay is stronger in a high barrier (fig. S3c) than in a low barrier (fig. S3d). Thus, when using lower barriers to allow for better waveguide coupling, mode confinement is worse, causing an increase in mode volume.

The quasipotential of this cavity (fig. S3a) compared with that of a traditional overcoupled cavity (fig. S3b) shows that allowing the cavity to have different barrier heights on each side of the defect enables both small mode volume (due to the strong mode confinement of the high barrier) and good overcoupling (due to the low barrier on the coupling side). On the other hand, the traditionally designed cavity must sacrifice confinement on the strong mirror side in order to enable good coupling on the weak mirror side.

In fig. S3e, simulation data from cavities from several optimization runs illustrate the increasing mode volume for lower barriers. Each of the data points represents a single cavity with seven mirror unit cells on the left side of the cavity and between one and five mirror unit cells on the right side of the cavity. Given that the field decay rate is determined by the total barrier area, we define an effective barrier height as the directional quality factor $Q_{21}$ (dimensionless inverse coupling rate to the right) divided by the number of mirror unit cells.
FIG. S3. Mode volume increases for lower potential barriers due to slower decay within the mirror region. (a) The asymmetric quasipotential of the cavities used in this experiment takes advantage of both the tight confinement of a high barrier on the left-hand side for low mode volume and the fast coupling of a low barrier on the right-hand side for good overcoupling. (b) In order to make an overcoupled cavity with identical unit cells in each mirror region, the barrier must be low, to allow for good waveguide coupling, but long on one side to enable asymmetric coupling. This restrictive design creates a trade-off between overcoupling and mode volume because a high barrier (c) strongly suppresses the evanescent field, while a low barrier (d) suppresses the field more weakly. (e) Simulation data of many cavities accumulated during a geometry optimization sweep illustrate that low barrier heights correspond to larger mode volumes.

I.3. Fabrication and Design Details

The nanophotonic cavities used for this work were fabricated with the methods described in [7]. One notable subtlety is that the fabrication procedure of a new cavity design must be tuned up for optimal resist thickness. The resist has to be thin enough to allow the holes to completely clear during the top-down etch but thick enough that the holes are protected during the angled etch. Historically, we found that fabrication of cavities with wildly varying hole sizes was challenging because the appropriate resist thickness for holes of a particular size would not work for holes of different size in the cavity. With this in mind, we restricted our design space to maintain identical hole dimensions throughout the defect and mirror regions. Then, the defect and mirror asymmetry were facilitated by a changing lattice constant.

One may note that in the mirror-waveguide transition regions, we relax the hole dimension restriction. Here we have both a linearly decreasing lattice constant and linearly decreasing hole dimensions as illustrated in fig. S2b and fig. S4. This is necessary to facilitate low-loss transitions between the waveguide and the cavity. The final lattice constant before the waveguide is chosen to match the periodicity of the standing wave formed by the incoming and reflected light as set by the effective refractive index of the waveguide and the optical frequency of the mode. In choosing this lattice constant, we aim to have the electric field nodes centered on the holes, so that the incident electric field is initially minimum when encountering an interface, thereby reducing scattering. The complementary view from the perspective of the outgoing cavity light is that the smooth reduction of these holes and the decreasing...
lattice constant effectively pushes the mode back into the dielectric band before closing the gap entirely.

The varied hole size does result in more significant fabrication error. Indeed, the outer most holes of the taper often do not come out in the fabricated structures. These fabrication errors could be mitigated through improved Proximity Effect Correction or manual adjustments and iterative fabrication. Nevertheless, we empirically find that the presence of an imperfect transition region in the fabricated structures reduces scattering as compared with having no transition region. Because the field intensity is much lower in these regions, the performance of the device is less sensitive to fabrication errors there.

As in [7], the cavity design is optimized using gradient ascent. However, the figure of merit in this case is more complicated than simple Purcell enhancement so that cavity fitness additionally accounts for the cavity overcoupling. Therefore, the figure of merit used in the optimization which produced this experiment’s design is

$$\text{Fitness} = \frac{Q_{\text{scat}}}{Q_{\text{wvg}}} * \frac{Q_{\text{left}}}{Q_{\text{right}}} * \frac{Q_{*} Q_{\text{scat}}}{V^2} * e^{-(5^{-2}(\lambda_0-\lambda)^2)}$$

Here, $\frac{Q_{\text{scat}}}{Q_{\text{wvg}}}$ captures the relative waveguide damping rate versus scattering loss rate, with $Q_{\text{wvg}} = (Q_{\text{left}}^{-1} + Q_{\text{right}}^{-1})^{-1}$. $\frac{Q_{\text{left}}}{Q_{\text{right}}}$ captures how directional the waveguide damping is. $\frac{Q_{*} Q_{\text{scat}}}{V^2}$, with $Q = (Q_{\text{wvg}}^{-1} + Q_{\text{scat}}^{-1})^{-1}$ is effectively Purcell enhancement but weighted to value improvements in scattering quality factor as well as total quality factor. Note that $Q \equiv \frac{\nu}{\kappa}$ with $\nu_{\text{res}}$ the resonant frequency of the cavity, which is about 407 THz here. Finally, $e^{-(5^{-2}(\lambda_0-\lambda)^2)}$ is a smooth penalty that restricts the optimizer to find results near the target resonance wavelength. Although ad hoc, it was necessary to add the Gaussian resonance penalty to constrain the optimizer to produce useful results. Without the resonance penalty, the cavity mode volumes would artificially be reduced to zero because the optimizer would create cavities with resonances outside of the source bandwidth. Similar Gaussian penalties may be promising in future work for targeting specific cavity parameters, for example, a specific value of $Q_{\text{right}}$.

The cavity geometry parameters varied during optimization were the lattice constant on the left side (aL), the lattice constant on the right side (aR), the hole height in the mirror regions (hy), the hole width in the mirror region (hx), and the maximum defect (max_def). The functional form of the defect is identical to that described in [7] except we multiply the defect by a linear slope term to make a smooth transition between the different lattice constants on each side of the cavity.

The design and optimization process is computationally very expensive. Each full 3D cavity simulation is performed in Lumerical FDTD with a manual 12 nm resolution mesh region around the whole cavity as well as a high auto mesh accuracy = 5 for the remainder of the cavity simulation region. Simulations were performed using the Harvard University Research Computing cluster ODYSSEY (now known as CANNON). Though the gradient ascent proceeds serially, the time for each cavity simulation step is greatly reduced by exploiting the FDTD MPI. Typical optimizations are performed with 64 GB of RAM and up to 50 cores, reducing individual cavity simulation times from $\sim 20$ minutes on a typical laptop to $\sim 3$ minutes.
FIG. S5. (a) Reflection spectrum of the nanophotonic cavity coupled to six SiV centers. The fact that some SiV features dip below the cavity minimum is a signature feature of an overcoupled cavity. The slow modulation of the cavity reflection is due to interference created by reflections within the fiber network. (b) Measured minimum reflection of the SiV spectral feature normalized to the cavity dip versus its detuning from the cavity resonance. Dips below the cavity minimum (grey dashed line) are again observed, demonstrating overcoupling of a cavity. For comparison, theoretical SiV to cavity dip ratios, as obtained by fitting eq. (4), for an equivalent overcoupled (blue) or undercoupled (orange) cavity are shown.

I.4. Cavity Fit / Overcoupling

I.4.1. Evidence of Overcoupling

In CQED, whether the cavity is undercoupled, critically coupled, or overcoupled qualitatively changes how the cavity interacts with incident light and thus how a coupled emitter can modify the cavity’s spectrum. In this experiment, we probe the cavity in reflection, monitoring the intensity of the light that returns from the cavity. Of the three regimes, a critically coupled cavity is easiest to distinguish because it exhibits a characteristic full contrast reflection dip, a Lorentzian feature that goes from the cavity reflection maximum when the probe light is off-resonant with the cavity to approximately zero photons reflected when the probe light is resonant with the cavity. This dip results from the destructive interference between the light directly reflected from the front mirror of the cavity and the reemitted cavity field. In reflection, a bare overcoupled and bare undercoupled cavity can have the same intensity spectrum, a Lorentzian dip that does not go to zero. However, the cause of the partial contrast dip is different for these complementary regimes. In the undercoupled cavity, the reflection dip does not go all the way to zero because the reemitted cavity field is always weaker than the directly reflected light. Thus, perfect destructive interference can never occur. On the other hand, for an overcoupled cavity, the reemitted cavity field always has a larger amplitude than the directly reflected light, and thus perfect destructive interference can never occur. Importantly, these distinct mechanisms result in different reflection spectra for overcoupled and undercoupled cavities coupled to emitters. Namely, only emitters in overcoupled cavities can produce spectral features that dip below the cavity minimum.

It is instructive to consider the electric field of resonant light reflected from a cavity. The reflected field of the bare cavity is $E_{\text{refl}} = 1 - \frac{2\kappa_w}{\kappa_s + \kappa_w}$. Thus, when $\kappa_w \neq \kappa_s$, there is not a full contrast dip. Putting an emitter in the cavity introduces a new loss channel which is $g^2/\gamma$ when the emitter is resonant with the cavity. Then, the reflected field is $E_{\text{refl}} = 1 - \frac{2\kappa_w}{\kappa_s + \kappa_w + g^2/\gamma}$, and full contrast is possible when the cavity is overcoupled ($\kappa_w > \kappa_s$).

Figure S5a shows a reflection spectrum of the nanophotonic cavity used for this experiment. Sharp reflection dips due to SiVs which dip below the cavity minimum are clearly observed. Thus, we conclude that this cavity is, in fact, overcoupled. We note that there is a slow modulation in the cavity spectrum which we attribute to interference from stray reflections in the fiber network. However, these interferences are much broader than the SiV features we observe in the reflection spectrum and the photons generated from the SiV ($\sim 50$ GHz vs 10-100's MHz) and thus do not significantly impact the experiment.

To provide further evidence of cavity overcoupling, the SiV’s minimum reflection dip was measured as a function of its detuning from the cavity for a different device (Figure S5b). The detuning was varied via gas tuning of the cavity...
In addition to observing the SiV dip below the cavity dip, we observe that the SiV reflection dip is minimized at a finite detuning away from the cavity. This behavior is also indicative of an overcoupled cavity (see calculated model curves in Figure S5b). We note the discrepancy between the theoretical overcoupled cavity dip versus detuning and the measured values is due to a combination of spectral diffusion, stray reflections, and dark counts limiting the minimum reflection observable in our system.

**I.4.2. Estimation of Cooperativity**

The total cavity damping rate $\kappa_{\text{tot}}$ along with the waveguide damping rate $\kappa_w$ were determined by fitting a broad cavity reflection spectrum taken with a spectrometer (Horiba iHR-550). For this fit, we assume the cavity is over-coupled (see section I.4.1). The single photon Rabi rate $g$ was determined by fitting the reflection spectrum of the atom-cavity system near the frequency of the SiV’s to the following intensity reflection coefficient expression. This expression is derived using input-output formalism applied to our Jaynes-Cummings Hamiltonian [1]:

$$ R(\omega) = \left| 1 - \frac{2\kappa_w}{2i(\omega - \omega_c) + \kappa_{\text{tot}} + 4g^2/(2i(\omega - \omega_a) + \gamma)} \right|^2 \tag{4} $$

Here, $\omega_C$ is the resonance frequency of the nanophotonic cavity, $\omega_a$ is the SiV resonance frequency, and $\gamma$ is the linewidth of the SiV (FWHM). The complete set of cavity-QED parameters

$$ \{g, \kappa, \gamma\} = 2\pi \times \{(6.81 \pm 0.06) \text{ GHz}, (328.74 \pm 3.43) \text{ GHz}, 100 \text{ MHz}\} \tag{5} $$

gives rise to the fit shown in fig. S6 and results in cooperativity $C = \frac{4g^2}{\kappa\gamma}$ = 5.64 ± 0.12.

**II. THEORETICAL DESCRIPTION OF SINGLE-PHOTON GENERATION**

To gain intuition for single-photon generation by slow optical pumping, we model the SiV as a Λ-system coupled to a continuum of modes, neglecting the coupling to the nanophotonic cavity for now. In the rotating frame of the laser frequency $\nu$ of the control pulse, and by making the rotating frame approximation, we can express the system Hamiltonian as

$$ H = -\Delta \left| \downarrow', 0 \right\rangle \left\langle \downarrow', 0 \right| - \Omega \left| \uparrow', 0 \right\rangle \left\langle \uparrow', 0 \right| + \sum_k \left( \omega_k \left| \downarrow, 1_k \right\rangle \left\langle \downarrow, 1_k \right| - g_k \left| \downarrow', 0 \right\rangle \left\langle \downarrow', 1_k \right| \right) + \text{h.c} \tag{6} $$
Here, $\Delta$ is the detuning of the control pulse from the $|\uparrow\rangle \rightarrow |\downarrow'\rangle$ transition, $k$ indexes the environmental photon modes with energies $\omega_k$ (in the rotating basis) expressed as $\omega_k = \nu_k - \nu - \omega_{\uparrow\downarrow}$, with $\nu_k$ being the frequency of the environmental photon and $\omega_{\uparrow\downarrow}$ being the energy splitting between the $|\downarrow\rangle \rightarrow |\uparrow\rangle$ transition, and $g_k$ is the single photon Rabi frequency.

Applying the Wigner-Weisskopf approximation for spontaneous emission [14] and writing out the equations of motion for the diagonal density-matrix element $\rho_{\downarrow',\downarrow'} = |\downarrow',0\rangle \langle \downarrow',0|$, $\rho_{\uparrow,\uparrow} = |\uparrow,0\rangle \langle \uparrow,0|$, we get

$$\dot{\rho}_{\uparrow,\uparrow} = i\Omega(t) \rho_{\downarrow',\downarrow'}$$
$$\dot{\rho}_{\downarrow',\downarrow'} = i\Delta \rho_{\downarrow',\downarrow'} + i\Omega(t) \rho_{\uparrow,\uparrow} - \gamma \rho_{\downarrow',\downarrow'}$$

With the spontaneous emission rate

$$\gamma = \frac{2\omega_{\uparrow\downarrow}^3 |\mu_{\downarrow\rightarrow\downarrow'}|^2}{3\pi \epsilon_0 \hbar c}$$

Here, $\mu_{\downarrow\rightarrow\downarrow'}$ is the transition dipole element for the $|\downarrow\rangle \rightarrow |\downarrow'\rangle$ transition. We now assume that we drive the $|\uparrow\rangle \rightarrow |\downarrow'\rangle$ transition on resonance ($\Delta = 0$) and get

$$\dot{\rho}_{\downarrow',\downarrow'} = i\Omega(t) \rho_{\uparrow,\uparrow} - \gamma \rho_{\downarrow',\downarrow'}$$

If we now assume a time-independent Rabi drive $\Omega(t) = \Omega$ with $\Omega \ll \gamma$, we can adiabatically eliminate the time dynamics of the exited state $|\downarrow',0\rangle$ and can write

$$\rho_{\downarrow',\downarrow'} = \frac{i\Omega}{\gamma} \rho_{\uparrow,\uparrow}$$

It should be noted that the adiabaticity condition can easily be fulfilled, since $\Omega \propto \mu_{\uparrow\rightarrow\downarrow'}$, and the cross transition $|\uparrow\rangle \rightarrow |\downarrow'\rangle$ is much weaker than the spin conserving transition $|\downarrow\rangle \rightarrow |\downarrow'\rangle$: $|\mu_{\downarrow\rightarrow\downarrow'}|^2 \gg |\mu_{\uparrow\rightarrow\downarrow'}|^2$.

Assuming $\rho_{\uparrow,\uparrow}(t = 0) = 1$, one can now define a modified fluorescence rate $\Gamma_\parallel$ as

$$\Gamma_\parallel = \gamma |\rho_{\downarrow',\downarrow'}|^2 = \gamma \left( \frac{\Omega^2}{\gamma^2} \right) \ll \gamma$$

The photon emission now occurs at timescales dictated by $\Gamma_\parallel$, which are much slower than the spontaneous emission rate $\gamma$. Notably, the timescales are only limited by the coherence properties of the $|\uparrow\rangle, |\downarrow\rangle$ qubit levels and the noise of the drive laser.

So far, this treatment does not explicitly take the coupling between the SiV center and the nanophotonic cavity into account. Assuming a cavity decay rate $\kappa$, the Purcell regime [1] is characterized by:

$$\kappa \gg g \gg \gamma$$

In this regime, the linewidth of an SiV close to the cavity’s resonance frequency broadens and becomes $\Gamma = (C + 1)\gamma$, with $C = \frac{4g^2}{\kappa\gamma^2}$. Working with relatively broad cavities ($\kappa \approx 2\pi \times 300$ GHz) facilitates the satisfaction of eq. (14) and motivates borrowing the intuition for scattering into a continuum of modes. For $C > 1$, the adiabaticity condition is thus relaxed to $\Omega \ll \Gamma$. Using our simulation results for the Gaussian photon, we can independently verify that the adiabaticity condition is met, see fig. S8 (b).

## III. DENSITY MATRIX SIMULATIONS OF PHOTON GENERATION

### III.1. Model Setup

In the rotating frame of the frequency of the control pulse, we can express our Hamiltonian in the joint atom-cavity basis:
FIG. S7. Level diagram of our system whose dynamics are encoded in Eq. 15. The Zeeman interaction lifts the degeneracy of the $|\uparrow\rangle$ and $|\downarrow\rangle$ ($|\uparrow\rangle'$ and $|\downarrow\rangle'$) states.

\[
H_S = \Delta |\downarrow',0\rangle \langle \downarrow',0| + (\Delta - \Delta_C) |\downarrow,1\rangle \langle \downarrow,1| + \Omega(t) |\downarrow',0\rangle \langle \uparrow,0| + g |\downarrow,1\rangle \langle \downarrow',0| + \text{h.c.} \tag{15}
\]

Here, $\Delta$ is the detuning of the control pulse from the $|\uparrow\rangle \rightarrow |\downarrow\rangle'$ transition, $\Delta_C$ is the detuning between the $|\uparrow\rangle \rightarrow |\downarrow\rangle'$ transition and the cavity resonance, $\Omega(t)$ is the time-dependent Rabi drive induced by the control pulse, $g$ is the coupling rate to the cavity mode, and $\hbar$ is set to 1.

The following Lindblad collapse operators are used to describe the interaction between the system and the environment:

\[
L_1 = \sqrt{\kappa} |\downarrow,0\rangle \langle \downarrow,1|, L_2 = \sqrt{\gamma} |\downarrow,0\rangle \langle \downarrow',0|, L_3 = \sqrt{\gamma t} |\downarrow,0\rangle \langle \uparrow,0| \tag{16}
\]

Here, $\kappa$ is the rate at which the photon leaks out of the cavity. For the purpose of this model, we assume that we collect all photons emitted from the cavity, such that it is not necessary to distinguish between the cavity decay rate $\kappa$ and the waveguide decay rate $\kappa_w$. $\gamma$ is spontaneous emission rate for the optical $|\downarrow\rangle \rightarrow |\downarrow\rangle$ transition, and $\gamma_t$ is the decay rate within the spin-qubit. The level diagram for this system is shown in fig. S7.

We can now use the Lindblad-form of the Master equation to describe the time-dynamics of the the density operator of the system:

\[
\dot{\rho} = -i[H_S, \rho] + \sum_i (L_i \rho L_i^\dagger - \frac{1}{2} L_i^\dagger L_i \rho - \frac{1}{2} \rho L_i L_i^\dagger) \tag{17}
\]

This master equation can be numerically evaluated using Python’s QuTiP package [15], an open-source software for simulating the dynamics of open quantum systems.

III.2. Simulation Results: Photon Pulseshape

We encode our effective Hamiltonian (Eq. 15) and collapse operators (Eq. 16) with the appropriate parameters and simulate how the system evolves when being driven by an arbitrary time-dependent Rabi pulse $\Omega(t)$. For the example of the Gaussian photon depicted in the main text, fig. 3 (b), we can parameterize the Rabi drive as a Gaussian pulse:

\[
\Omega(t) = \Omega_0 \exp \left[ -\frac{1}{2} \left( \frac{t - \mu}{\sigma} \right)^2 \right] \tag{18}
\]
FIG. S8. (a) Model fit of a Gaussian photon generated from the given pulse, including photon and pulse data also shown in main text fig. 3 (b) Simulated expectation values of operators for the same simulation as in (a). As population is fully transferred out of the initial spin state (blue curve), the population of the excited state (green curve) remains low. Arrows indicate relevant y-axis.

| Variable          | Description                                                                 | Value       |
|-------------------|----------------------------------------------------------------------------|-------------|
| ΔC/2π             | SiV - cavity detuning                                                      | 19.88 GHz   |
| g/2π              | Single photon Rabi frequency                                               | 6.81 GHz    |
| Ω0/2π             | Rabi drive peak amplitude                                                  | 194 MHz     |
| κ/2π              | FWHM of nanophotonic cavity                                                | 329 GHz     |
| γ/2π              | Spontaneous emission rate for |↑⟩→|↓′⟩ transition | 100 MHz     |
| γt/2π             | Decay rate of spin qubit                                                   | 50 kHz      |

TABLE I. Numerical values of model parameters used in simulations results shown in fig. S8

Using this expression for Ω(t), we can use the mesolve function in QuTip to solve the master equation and obtain the state of the system ρ at each given time step. To extract the intensity profile of the emitted photon, we then find $\sqrt{\kappa} \langle \downarrow, 1 | \rho | \downarrow, 1 \rangle$, where $\langle \downarrow, 1 | \rho | \downarrow, 1 \rangle$ is the population of the cavity $|\downarrow, 1\rangle$.

This numerical model enables us to design pulse shapes to produce a desired photon waveform. By optimizing over pulse parameters to fit a target photon shape, we can use our dynamical model of the atom-cavity system to predict pulses that will generate a specific photon. We can also use our model to replicate experimentally obtained photon and pulse data, as shown in fig. S8 (a). This is accomplished by first fitting photon data to obtain a predicted pulse shape, then inputting the experimental pulse data into our model to generate a photon, and finally averaging the two results. Table I shows the numerical values of the CQED parameters for the simulation depicted in fig. S8.

Figure S8 (b) confirms through the results of a density matrix simulation with realistic parameters that the excited state is only slightly populated during the photon generation sequence as expected. The dominance of κ and g over the spontaneous decay rate γ allows coherent population transfer from the spin ground state to the single photon without suffering significant decoherence from γ.

### III.3. Simulation Results for Correlation Functions

The second order correlation of photon arrivals, $g^{(2)}$, can be calculated using a slightly modified version of the numerical model. Measuring $g^{(2)}$ requires a re-initialization pulse $\Omega'(t)$ that pumps the population from $|\downarrow, 0\rangle$ to an additional energy level $|\uparrow', 0\rangle$. The population is then restored to the initial state $|\uparrow', 0\rangle$ through a spontaneous decay channel at a rate γ. Thus, the Hamiltonian becomes

$$H_S = \Delta |\uparrow', 0\rangle \langle \uparrow', 0 | + (\Delta - \Delta_C) |\downarrow, 1\rangle \langle \downarrow, 1 | + \Omega(t) |\downarrow, 0\rangle \langle \uparrow, 0 | + g |\downarrow, 1\rangle \langle \downarrow, 1 | + \Omega'(t) |\uparrow', 0\rangle \langle \downarrow, 0 | + \text{h.c.}$$

and another Lindblad collapse operator $L_4 = \sqrt{\gamma} |\uparrow, 0\rangle \langle \uparrow, 0 |$ is added to the calculation. The master equation can then be solved using the Monte Carlo (MC) method, which keeps track of the times at which a photon is emitted.
FIG. S9. Experimental data and model prediction of the $g^{(2)}$ of Gaussian photon arrivals for the $\tau \approx 0$ region (a) and the first pulse region (b).

from the cavity ($L_1$). The MC solver is encoded in the `solnmc` function of QuTip. Given the pulse sequence of a Gaussian pulse from $|\uparrow, 0\rangle \rightarrow |\downarrow', 0\rangle$, a re-initialization pulse from $|\downarrow, 0\rangle \rightarrow |\uparrow', 0\rangle$, and another Gaussian pulse from $|\uparrow, 0\rangle \rightarrow |\downarrow', 0\rangle$, photon counts occurring after the initial (expected) photon contribute to the $g^{(2)}$-function. Thus, using the MC simulation results, a histogram of photon arrival times can be compiled. In this histogram, we measure photon arrival times relative to the arrival time of the primary photon. These simulations reproduce the experimental $g^{(2)}$-function, as shown in fig. S9.

The MC simulation can furthermore be used to investigate the influence of the qubit decay rate $\gamma_t$ on the single-photon purity. As shown in fig. S10, increased values of $\gamma_t$ result in a higher contribution of coincidences for short time delays $\tau \approx 0$. This can be explained by the fact that a high coupling between the two qubit states can result in a re-initialization of the electron in the $|\downarrow\rangle$ state while the control pulse is still applied, which can result in the emission of a photon. Since this is the second photon emitted during the time-window of the first photon, the coincidence counts in this initial time-window around $\tau = 0$ are increased, and the single-photon purity is decreased. This is supported by our measurements, which show a significantly decreased single-photon purity for the exponentially-shaped photon (main text fig. 3 (a)) and the ten-peaked photon (main text fig. 3 (e)), which both are comparatively long compared to the Gaussian-shaped photon. Furthermore, the coincidence counts close to $\tau = 0$ mirror the temporal shape of the primary photon, which is indicative of a secondary photon emission. As discussed in VI.2, we attribute the enhancement of the $\gamma_t$ to instantaneous control laser induced heating.

IV. EXPERIMENTAL SETUP

IV.1. Hardware Overview

The full system is detailed in fig. S11. Three primary lasers are used (2 Toptica DLC DL PRO, M Squared SolsTiS-2000-PSX-XF). Two lasers are used to resonantly drive the initialization and photon generation optical transitions, while the third is used to lock the filter cavity. All three were locked to a wavemeter (High Finesse WS7).

The nanophotonic cavity is situated in a dilution refrigerator (DR, BlueFors BF-LD250) with a base temperature of 50 mK. The DR is equipped with a superconducting vector magnet (American Magnets Inc.), a home-built free-space wide-field microscope with piezo positioners (SmarACT SLC-2430 and SLC-1720 series) and fiber feedthroughs. Piezo positioners are used to move the tapered fiber with respect to the diamond sample, and the imaging system is used to facilitate alignment between the tapered fiber and the tapered section of the diamond wave-guide at cryogenic temperatures. This alignment procedure, as well as the subsequently performed tuning of the nanocavity resonance is described in detail in [4]. The SiV-cavity system is optically interrogated through the fiber network without any free-space optics [6].

Pulsing of the lasers is done via acousto-optic modulators (AOMs) controlled by a 2.4 GSa/s arbitrary waveform generator (AWG, Zurich Instruments HDAWG). The digital output lines of the AWG are connected to a custom buffer box to buffer the digital signals, which then modulate the AOMs.
To detect and process single photon events, superconducting nanowire single-photon detectors (SNSPDs, Photon Spot) are used. The outputs of the SNSPDs are routed to a time tagger (Swabian Instruments Time Tagger Ultra). The time tagger is used not only to count photon detection events but also to perform real time calculations of the cross-correlation of detection events between the two SNSPDs.

IV.2. Software Overview and 24 Hour-Long Run

In order to run the sequence for generating photons at a high duty cycle and process the data in real-time with a minimum software overhead, a hybrid approach using the custom python suite pylabnet [16] and logic on the AWG is performed. First, the python program locks the filter cavity to our desired transmission wavelength by turning on (via an AOM) a heavily attenuated lock laser tuned to our single photon frequency and modulating the voltage of the piezo in the cavity until a transmission maximum is achieved as measured by counts on the SNSPDs. The python program then signals to the AWG to run the single-photon generation sequence.

When signaled, the AWG applies the initialization and control pulses to the device via the AOMs. The AWG applies the pulses 250 times for a given sequence. In order to check if the SiV ionized during the applied pulses, a built-in counter gated to the single photon in the AWG is used to count the number of actually detected single photons within that sequence and compare to a minimum ionization threshold. If the number of detected single photons is below the ionization threshold, the SiV is assumed to be ionized, and a green diode laser is applied to the device for 500μs to return the SiV to the negative charge state. This enables ionization events to be detected quickly and have minimal impact on the total duty cycle of the source. The number of pulses within a given sequence is optimized to maximize the total duty cycle while still quickly catching ionization events to prevent artificial degradation of the efficiency. This entire sequence is repeated 10000 times before the AWG finishes.

In order to communicate to the time tagger whether the last sequence of data passed the ionization check or not, a digital bit sent from the AWG to the time tagger is used as an ionization flag. The time tagger gates the incoming single photon counts based on the ionization flag, with an appropriate digital delay of approximately a full sequence length added onto the photon click events within the time tagging module so that the AWG will have updated the ionization flag for a given sequence before the events are processed by the time tagger.

Once the AWG runs the 10000 sequences, control is returned to the python program, which then polls the time tagger for the data, updates the GUI with the new data, and periodically relocks the filter cavity.

This enables real-time processing of the single photon events and autocorrelation measurements by the time tagging module without significantly impacting the duty cycle.
FIG. S11. Diagram of the (a) optical setup and (b) control flow used in this experiment.

Table II. Summary of system losses.

| Loss                          | Value          |
|------------------------------|----------------|
| Initialization probability   | 0.8 – 1        |
| SiV to Waveguide Efficiency  | 0.62           |
| Tapered Fiber Coupling Efficiency | 0.7          |
| Filtering Setup Efficiency   | 0.5 – 0.6      |
| Fiber Network Efficiency     | 0.92           |
| Detector Efficiency          | 0.85 – 0.9     |
| Overall photon detection efficiency | 0.13 – 0.22 |
V. EXPERIMENTAL RESULTS

V.1. Single Photon Efficiency Metric

Two different methods can be used to compute the efficiency of the single photon source. First, the ratio of detection events versus the total number of single-photon generation attempts made (i.e., number of times the control pulse was applied) can be used. Alternatively, as in fig. 4 of the main text, an exponential decay fit to the multi-photon event rates can be used.

In our experiment, the ratio gives an efficiency of 13.5%, whereas the exponential decay fit gives a slightly higher efficiency of 14.9%. This discrepancy can be explained by the fact that the exponential decay relationship assumes that each photon detection event is mutually independent and uncorrelated with the other detection events. However, in this system, there is a slow MHz scale diffusion of the SiV qubit splitting over time. Due to the narrow filter cavity, this diffusion results in changes to the detection efficiency. Therefore, there are short term correlations in the detection efficiencies of subsequent photons, making multi-photon detection events more likely than if there was no diffusion. Nevertheless, the efficiency value as determined by the exponential decay fit is the useful metric here because it better represents the multi-photon event rates which is a key figure of merit in photonic quantum information applications.

V.2. Experimental Duty Cycle

Given a control pulse repetition rate of 405 kHz, an average single-photon efficiency of 13.5%, and a single photon rate of 31 kHz, an average duty cycle (defined as the portion of time which single photons are actually being generated) of 57% is extracted.

We estimate that 56% of the down-time is due to the ionization of the SiV. This relatively long portion is due to the comparatively long pulse of green required to deionize the SiV (500µs). This can be improved in the future, potentially through the use of higher green power or using SiVs less prone to ionization.

Of the rest, we attribute a small portion (9%) to relocking of the Fabry–Pérot filter cavity. This can be improved through using persistent locking techniques at a detuned wavelength or through optimizing the stability of the cavity and its surrounding environment. The rest (35%) is attributed to the software overhead for the python portion of the experimental software, which is responsible for initially starting the sequence, reading the photon detection data from the time tagging module, and updating the GUI appropriately. This can be further improved through software optimization, particularly of the data transfer between the time tagger and the software through performing local processing of the data prior to transfer to the computer running the GUI.

V.3. Comparison to Weak Coherent States

To benchmark the gain from using the single photons generated in this work as opposed to a weak coherent source, we compared the gain in rate when using this source as opposed to a weak coherent source with a 100% duty cycle and an equivalent repetition rate and two photon-infidelity to our source, where the latter is defined by the ratio between the \( n = 2 \) and \( n = 1 \) components of the wavepacket. This gain is given by \( D/g^2(0) \), where \( D \) is the duty cycle of the source demonstrated here, which gives a 35x enhancement.

To explicitly derive this, we note that for a coherent source, the probability of detection of two photons in the wavepacket is given by \( P(n = 2)_{wcs} = \frac{1}{2} P(n = 1)^2_{wcs} \) where \( P(n = 1)_{wcs} \) is the probability of detecting 1 photon in the wavepacket. Thus, we can estimate the infidelity from the higher order component (where we assume the source is weak enough such that higher photon number detection probabilities can be neglected) to be \( 1 - F_{wcs} = \frac{P(n=2)}{P(n=1)} = \frac{1}{2} P(n = 1)_{wcs} \).

Similarly, for a single photon source with purity \( g^2(0) \), the two photon component can be written as \( P(n = 2)_{sps} \approx \frac{1}{2} g^2(0) P(n = 1)^2_{sps} \) [17], thus giving a corresponding infidelity of \( 1 - F_{sps} = \frac{P(n=2)}{P(n=1)} = \frac{1}{2} g^2(0) P(n = 1)_{sps} \). We again note that we assume that higher photon component probabilities are negligible.

We now observe that setting \( P(n = 1)_{wcs} \) so that the infidelity of the weak coherent source is equal to that of the single photon source \( (F_{wcs} = F_{sps}) \), requires that \( P(n = 1)_{wcs} = g^2(0) P(n = 1)_{sps} \).

From this, if we assume a weak coherent source operated at the same repetition rate as the single photon source, a single photon rate enhancement of our single photon source versus a comparable weak coherent source could be estimated as \( \frac{P(n=1)_{sps}}{P(n=1)_{wcs}} = 1/g^2(0) \). However, in order to provide a fair comparison, we note that our single photon source has a non-unity duty cycle \( D \) due to a variety of experimental imperfections (see V.2), whereas as typical coherent sources can be operated continuously. Thus, a better estimation of the rate enhancement provided by the
single photon source is given by $D \frac{P(n=1)_{\nu_{\text{ss}}}}{P(n=1)_{\nu_{\text{ss}}}} = D / g^2(0)$. From this expression, we estimate the 35x gain reported in the main text.

VI. LIMITATIONS

VI.1. Si$^{29}$ Readout Limited Lifetime

In the main text, a decay of the nuclear spin population after photon generation is observed through the photon autocorrelation measurements. The observed nuclear spin lifetime is significantly shorter than the expected. This suggests a shortening of the nuclear spin lifetime due to the photon generation process.

To further verify this, the photon bunching curve is measured at varying photon generation repetition rates (fig. S12). We see that despite the varying time between generated photons involved, the bunching decay constant is more or less constant as a function of the number of photons. This indicates that the photon generation process itself is inducing the nuclear spin flip.

The exact mechanism for this shortening of the nuclear spin lifetime via the generation of photons is still under investigation. Despite this, we note that the number of scattered photons is significantly higher than the largest measured multi-photon stream, and thus in the near term, the limit to generating large multi-photon entangled states will be efficiency as opposed to the lifetime of the nucleus.

VI.2. Heating Limited Electron $T_1$

The photon generation scheme relies on applying a strong control pulse $\Omega_{\text{control}}$ along the weak spin-flipping transition. Our nanophotonic cavity is embedded in a free-standing waveguide. It was shown previously that this free-standing structure is prone to microwave-driving induced heating [7]. In order to analyze the impact of the strong control pulse $\Omega_{\text{control}}$ on the lifetime of the excited state |↑⟩, we first carry out a optical-pumping based lifetime measurement [18]. This is done by applying a pulse along the |↓⟩$' \rightarrow$ |↓⟩$'$ transition, which optically pumps the electron into the |↓⟩ state (fig. S13 (a)). After a dark time $\tau$, this optical pumping pulse is repeated. The timetrace of the SNSPD counts during this sequence (fig. S13 (b)) show a fluorescence peak, which decays over the course of the pulse. This decay is indicative of the optical pumping from |↓⟩ to |↑⟩. If the electron spin has relaxed back to |↓⟩ during the dark period, the second application of the optical pumping pulse will show a similar decaying fluorescence feature. Thus, by plotting the ratio of the counts of the first and second optical pumping pulse, the lifetime of the excited state |↑⟩ can be extracted (fig. S13 (c)).

To analyze the impact of a strong control pulse $\Omega_{\text{control}}$ on the electron lifetime, we re-run the $T_1$ measurement while applying a strong pulse during the dark time. This pulse is identical to the $\Omega_{\text{control}}$ pulse used to generate single photons with the exception of the frequency, which is detuned from any optical SiV transition. This is done to ensure that the strong pulse does not resonantly interact with the SiV. We can see that upon application of this

---

**FIG. S12.** $g_{\nu_0}^{(2)}$ auto-correlation measurements of the photons emitted at frequency $\nu_0$ at varying repetition rates, showing an approximately constant bunching time scale.
FIG. S13. (a) Pulse sequence used for $T_1$ measurements. A pulse along the optical spin-conserving transition optically pumps the electron spin from the $|\downarrow\rangle$ to the $|\uparrow\rangle$ level. After a dark period $\tau$, the same pumping pulse is applied. An optional strong off-resonant pulse is applied to emulate the heating induced by the strong control pulse $\Omega_{\text{control}}$. (b) Exemplary time trace resulting from the pulse sequence in (a). To probe relaxation from $|\uparrow\rangle$ to $|\downarrow\rangle$, the ratio of the two shaded regions is plotted for different dark times $\tau$ both assuming no heating pulse (c) and with applied heating pulse (d). The spin-lifetime $T_1$ is extracted by fitting the obtained data to an exponential proportional to $\exp(-t/T_1)$.

strong pulse, the measured $T_1$ decreases more than three-fold. This decrease in $T_1$ persists even if the repetition rate is lowered by an order of magnitude. Since we can exclude resonant interactions, we attribute this decrease in $T_1$ to instantaneous heating induced by the control laser pulse. During single-photon generation, this decrease in $T_1$ can be overcome by ensuring the single photon is generated on timescales faster than $T_1$ (see discussion in III.3). For application where radio-frequency control of the $^{29}$Si nucleus is needed, this heating induced deterioration of $T_1$ will need to be overcome in order to allow for nuclear operations which extend over multiple $\mu$s.

One strategy to mitigate the SiV’s susceptibility to heating induced $T_1$ reduction is to work with strained emitters, which can show an increased ground-state splitting $\Delta_{gs}$. Large values of $\Delta_{gs}$ result in a decreased probability of phonon-induced depopulation and can increase $T_1$ times by an order of magnitude [19]. The necessary strain can either be obtained by pre-selecting suitable emitters, or by integrating nanophotonic cavities into previously demonstrated strain tuning devices [20]. Alternatively, the heat load introduced by radio-frequency driving of the nucleus can be reduced by re-engineering the co-planar waveguide (CPW) used to drive the SiV nucleus. Previously, gold CPW’s have been used to deliver radio-frequency pulses to the SiV [6]. Changing the CPW material to a suitable superconducting material could result in lower losses at radio frequencies, which would reduce the heat load on the emitter.

VII. HIGH TEMPERATURE OPERATION

The ability to generate single photons with the SiV at elevated temperatures ($\sim$ 1K) would significantly relax the cryogenic experimental overhead required for operating the source. Normally SiV quantum memories cannot be operated at these temperatures due to their susceptibility to phonon processes. Interestingly, the photon generation protocol demonstrated here is fairly immune to these requirements due to the ability to generate short photons, and thus, theoretically, should be operable at 1K.

There are three main sources of degradation of the SiV’s spin properties at 1K. First, the $T_2^*$ of the spin levels significantly degrades. We estimate it to be around $\sim$ 400 ns based on extrapolation from data from [21]. With generated photons with a width of $\sim$ 20 ns, and assuming a Markovian-limited $T_2^*$, a small increase of the linewidth 2.5% is expected based on the convolution of the spectral intensity of the Gaussian photon and the dephasing. The second potential pathway for degradation is the drop in the spin lifetime, extrapolated to be $\sim$ 1.2$\mu$s. Given our
photon width of 20 ns, we would expect approximately a population decrease of \(\sim 2\%\), which would degrade the efficiency by that amount and also potentially limit the \(g^2(0)\) similarly. Finally, we expect an increased population trapped in the upper branch of the ground state manifold, which would decrease the efficiency of the source. Given a ground state splitting of 46 GHz, we would expect a population of \(\sim 11\%\) in the steady state at 1K, which is the largest impact of operating at higher temperatures but is not prohibitive and could be improved via optically pumping the upper branch during initialization.

Thus even given the degraded spin properties, we would still be able to generate bandwidth-matched \(\sim 20\) ns photons at 1K, with only a small degradation in efficiency, highlighting the versatility of this protocol.

[1] A. Reiserer and G. Rempe, Rev. Mod. Phys. 87, 1379 (2015).
[2] M. J. Kastoryano, F. Reiter, and A. S. Sørensen, Physical Review Letters 106, 2 (2011).
[3] J. Borregaard, P. Kómár, E. M. Kessler, M. D. Lukin, and A. S. Sørensen, Physical Review A 92, 1 (2015).
[4] R. E. Evans, M. K. Bhaskar, D. D. Sukachev, C. T. Nguyen, A. Sipahigil, M. J. Burek, B. Machielse, G. H. Zhang, A. S. Zibrov, E. Bielejec, H. Park, M. Lončar, and M. D. Lukin, Science 362, 662 (2018).
[5] M. K. Bhaskar, R. Riedinger, B. Machielse, D. S. Levonian, C. T. Nguyen, E. N. Knall, H. Park, D. Englund, M. Lončar, D. D. Sukachev, and M. D. Lukin, Nature 580, 60 (2020).
[6] C. T. Nguyen, D. D. Sukachev, M. K. Bhaskar, B. Machielse, D. S. Levonian, E. N. Knall, P. Stroganov, R. Riedinger, H. Park, M. Lončar, and M. D. Lukin, Physical Review Letters 123, 1 (2019).
[7] C. T. Nguyen, D. D. Sukachev, M. K. Bhaskar, B. Machielse, D. S. Levonian, E. N. Knall, P. Stroganov, C. Chia, M. J. Burek, R. Riedinger, H. Park, M. Lončar, and M. D. Lukin, Physical Review B 100, 1 (2019).
[8] J. D. Joannopoulos, S. G. Johnson, J. N. Winn, and R. D. Meade, Photonic Crystals: Molding the Flow of Light (Second Edition) (2008).
[9] Y. Akahane, T. Asano, B. S. Song, and S. Noda, Nature 425, 944 (2003).
[10] Q. Quan, P. B. Deotare, and M. Lončar, Applied Physics Letters 96, 17 (2010).
[11] M. Lobet, I. Liberal, E. N. Knall, M. Z. Alam, O. Reshef, R. W. Boyd, N. Engheta, and E. Mazur, ACS Photonics 7, 1965 (2020).
[12] P. Lodahl, S. Mahmoudian, and S. Stobbe, Rev. Mod. Phys. 87, 347 (2015).
[13] T. G. Tiecke, J. D. Thompson, N. P. De Leon, L. R. Liu, V. Vuletić, and M. D. Lukin, Nature 508, 241 (2014).
[14] V. Weisskopf and E. Wigner, in Part I: Particles and Fields. Part II: Foundations of Quantum Mechanics (Springer, 1997) pp. 30–49.
[15] J. Johansson, P. Nation, and F. Nori, Computer Physics Communications 184, 1234 (2013).
[16] C. M. Knaut, M. Bhaskar, P. Stroganov, Y. Q. Huan, P.-J. Stas, D. Assumpcao, and W. Gong, pylabnet - Client-server, python-based laboratory software (2021).
[17] P. Senellart, G. Solomon, and A. White, Nature Nanotechnology 2017 12:11 12, 1026 (2017).
[18] K. D. Jahnke, A. Sipahigil, J. M. Binder, M. W. Doherty, M. Metsch, L. J. Rogers, N. B. Manson, M. D. Lukin, and F. Jelezko, New Journal of Physics 17, 043011 (2015).
[19] S. Meesala, Y.-I. Sohn, B. Pingault, L. Shao, H. A. Atikian, J. Holzgrafe, M. Gündoğan, C. Stavrakas, A. Sipahigil, C. Chia, R. Evans, M. J. Burek, M. Zhang, L. Wu, J. L. Pacheco, J. Abraham, E. Bielejec, M. D. Lukin, M. Atatüre, and M. Lončar, Phys. Rev. B 97, 205444 (2018).
[20] B. Machielse, S. Bogdanovic, S. Meesala, S. Gauthier, M. Burek, G. Joe, M. Chalupnik, Y. Sohn, J. Holzgrafe, R. Evans, C. Chia, H. Atikian, M. Bhaskar, D. Sukachev, L. Shao, S. Maity, M. Lukin, and M. Lončar, Physical Review X 9, 031022 (2019).
[21] B. Pingault, D.-D. Jarasch, C. Hepp, L. Klintberg, J. N. Becker, M. Markham, C. Becher, and M. Atatüre, Nature Communications 2017 8:1 8, 1 (2017).