Simulation of the Jahn–Teller–Dicke magnetic structural phase transition with trapped ions
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Abstract

We study theoretically the collective E\textsuperscript{\perp}\textsubscript{e} Jahn–Teller–Dicke distortion in a system of trapped ions. In a previous work (Porras et al 2012 Phys. Rev. Lett. 108 235701) we have focused on cooperative Jahn–Teller models consisting of an ensemble of effective spins coupled to a set of many vibrational modes. Here, we show that under suitable conditions the spin ensemble may interact only with a single vibrational mode in each radial direction with U(1) symmetric couplings. Our model is exactly solvable in the thermodynamical limit and it is amenable to be solved by exact numerical diagonalization for a moderate number of ions. We show that trapped ions are ideally suited to study the spontaneous breaking of a continuous symmetry as well as magnetic structural phase transitions in a mesoscopic spin–boson system.

( Some figures may appear in colour only in the online journal)

1. Introduction

Physical systems where bosonic modes interact with electronic or pseudospin degrees of freedom reveal a rich variety of phenomena in condensed matter and atomic physics. A prominent example is given by Jahn–Teller (JT) models [1, 2] which describe the interaction of electronic orbital degrees of freedom with vibrational modes either in molecules or solids. The JT effect is formulated as a structural instability of molecular configurations in electronically degenerate states. In particular, the electron–phonon coupling shifts the potential minima of the nuclei, which leads to position reordering and molecular distortion. Similar to molecular systems, the properties of some crystals are also strongly affected by the JT coupling that induces symmetry breaking and structural phase transitions [3]. Furthermore, the strong electron–phonon coupling in cooperative JT models is an important factor in the description of colossal magneto-resistance in manganites and high $T_c$-superconductivity [4, 5].

Atomic systems such as ultracold atoms and trapped ions allow experimentalists to implement JT models in a controllable way that is not possible in solid-state or molecular setups. This is a motivation to push the current quantum technology towards the realization of analogical quantum simulators (AQS). The latter are controllable systems where interactions between particles can be tuned and quantum states can be accurately prepared and measured with high efficiency. Recently, physical realizations of JT couplings have been discussed in terms of two-level systems coupled to a bimodal cavity [6] and Bose–Einstein condensates in the presence of spatially dependent laser fields [7]. These systems pave the way for studying quantum phenomena such as ground-state entanglement [8, 9] and the creation of artificial non-Abelian magnetic fields [10]. Quantum chaotic behaviour in the energy spectrum of multi-spin lattice JT model was discussed in [11].

Among the most promising physical systems for implementing AQS are linear ion crystals interacting with
external lasers or magnetic fields [12, 13]. The main advantages of trapped ions are their addressability, long coherence times and high fidelity readout. The current available ion trapping technology allows us to explore the physics of quantum phase transitions in complex spin systems [14–18], interacting bosons [19–23], relativistic effects, [24, 25] and quantum open systems [26].

In this work we propose an implementation of AQS of an infinite range E\(\otimes\) JT model based on a trapped ion crystal. The doublet of electronic states is replaced here by two internal metastable states of the ions. The pair of molecular vibrational modes is represented by the two degenerate orthogonal center-of-mass (c.m.) modes, respectively, in the two radial directions. We show that the U(1) symmetric JT spin–phonon coupling can be provided by applying a magnetic field with time-oscillating gradient, which couples the collective spin ensemble to the two orthogonal c.m. modes [27–29], with time-oscillating gradient, which couples the collective spin ensemble to the two orthogonal c.m. modes in the two radial directions. We show that an oscillating magnetic field gradient could be used to implement experimentally a single qubit rotation and multi-qubit quantum gates [30], which shows that our model could be realized with the current state-of-the-art ion trap setup. In a previous work [21] we have focused on cooperative JT models in which all vibrational modes are coupled to the effective spins, something that leads to the reordering of the ion positions and the formation of a spin–phonon quasi-condensate. In contrast, here we study the interactions between the spin ensemble and a single vibrational mode in each radial direction. We will use the denomination Jahn–Teller–Dicke (JTD) model for the single-mode Hamiltonian studied here, to distinguish it from the cooperative many-mode systems. The JTD model is quasi-exactly solvable in the sense that the total collective spin operator is \(\langle \hat{J}_z \rangle / J = -1\). Increasing \(\lambda > \lambda_c\) the system undergoes a magnetic structural phase transition, wherein the radial ions’ equilibrium positions are displaced by \(x_0 = q_0\sqrt{2\alpha_i}/j\) and \(y_0 = q_0\sqrt{2\alpha_i}/j\), accompanied by a spin ordering with \(\langle \hat{J}_z \rangle \neq 0\).

The first term in \(\hat{H}_0\) describes the energy of the two-level systems with \(\sigma_i^\beta\) being the Pauli matrices for ion \(i\). \(\hat{H}_{\text{vib}}\) is the vibrational Hamiltonian, which contains the ions’ kinetic energy and the potential energy of the ion crystal. The latter term for the amount of distortion and the spin ordering of the system. The experimental requirements for the physical implementation and readout of the final state of our model are discussed in section 4. Finally, in section 5 we conclude our findings and present further interesting phenomena to be explored.

2. The trapped-ion E\(\otimes\)e Jahn–Teller–Dicke model

2.1. Trapped-ion radial vibrational Hamiltonian

We consider a crystal of \(N\) identical ions with mass \(M\) and charge \(e\) confined in a linear Paul trap along the \(z\) axis. Each ion has two metastable internal levels with energy separation \(\Delta_0\). The system is described by the Hamiltonian (\(\beta = x, y, z\) and \(\hbar = 1\) from now on)

\[
\hat{H}_0 = \hat{H}_{\text{spin}} + \hat{H}_{\text{vib}},
\]

\[
\hat{H}_{\text{spin}} = \sum_{i=1}^{N} \frac{\Delta_0}{2} \sigma_i^z, \quad \hat{H}_{\text{vib}} = \sum_{\beta} \sum_{i=1}^{N} \frac{P_{\beta,i}^2}{2M} + \hat{V}. \tag{1}
\]

The first term in \(\hat{H}_0\) describes the energy of the two-level systems with \(\sigma_i^z\) being the Pauli matrices for ion \(i\). \(\hat{H}_{\text{vib}}\) is the vibrational Hamiltonian, which contains the ions’ kinetic energy and the potential energy of the ion crystal. The latter

Figure 1. (a) Exemplary geometry for the realization of the collective Jahn–Teller–Dicke model with a time-varying magnetic field gradient produced by a surface–electrode trap. A linear ion crystal is oriented along the \(z\) axis. Oscillating currents in two wires \(W_1\) and \(W_2\) parallel to the linear ion crystal are used to provide the symmetric spin–phonon coupling. (b) A magnetic structural phase transition. For spin–phonon coupling \(\lambda < \lambda_c\), the equilibrium positions of the ions, \(z_0\), are aligned along the \(z\) axis, i.e. \(x_0 = y_0 = 0\) and the only non-zero projection of the total collective spin operator is \(\langle \hat{J}_z \rangle / j = -1\). Increasing \(\lambda > \lambda_c\) the system undergoes a magnetic structural phase transition, wherein the radial ions’ equilibrium positions are displaced by \(x_0 = q_0\sqrt{2\alpha_i}/j\) and \(y_0 = q_0\sqrt{2\alpha_i}/j\), accompanied by a spin ordering with \(\langle \hat{J}_z \rangle \neq 0\).
consists of the effective harmonic potential and the mutual Coulomb repulsion [35]

\[
\hat{V} = \frac{M}{2} \sum_{\beta} \sum_{i=1}^{N} \omega^2_{\beta} \hat{r}^2_{\beta,i} + \sum_{i=1}^{N} \frac{e^2}{|\hat{r}_i - \hat{r}|},
\]

(2)

where \( \hat{r}_i \) is the position vector operator of ion \( i \) and \( \omega_{\beta} \) denote the trapping frequencies. In this work we consider the symmetry condition \( \omega^s = \omega^x = \omega^y \), which can be achieved by proper adjustment of the trapping voltages or by special design of the trap geometry [34]. For sufficiently strong radial confinement \( \omega^r \gg \omega^s \) ions occupied equilibrium positions \( \hat{r}_{\beta} = (0, 0, z_\beta) \) along the \( z \) axis. The latter are determined by the balance between the Coulomb repulsion and the harmonic trapping force, which yields \( (\hat{A}/\partial \hat{r}_i)_{\hat{r}_i = z_\beta} = 0 \). At low temperature the ions undergo only small oscillations around the equilibrium positions, namely

\[
\hat{r}_i = \delta \hat{r}_{\beta,i} \hat{e}_x + \delta \hat{r}_{\gamma,i} \hat{e}_y + (z_\beta + \delta \hat{r}_{\gamma,i}) \hat{e}_z,
\]

(3)

where \( \delta \hat{r}_{\beta,i} \) are the displacement operators.

The radial vibrational spectrum is essential for the implementation of our idea. For that reason we discuss here its main characteristics, a more complete discussion can be found, for example in [35–37]. First we notice that a suitable length scale is given by \( l_0 = e^2/(\text{Mo}^2) \). Accordingly, we define a dimensionless equilibrium position, \( \hat{z}_0 = z_\beta/l_0 \). Making a Taylor expansion of the potential \( (2) \) around \( \hat{z}_0 \) and neglecting \( \delta \hat{r}_{\beta,i} \delta \hat{r}_{\alpha,j}, \delta \hat{r}_{\beta,i} \delta \hat{r}_{\gamma,i}, \delta \hat{r}_{\gamma,i} \delta \hat{r}_{\alpha,j} \) and higher order terms, the radial vibration is described by the Hamiltonian \( (\alpha = x, y \text{ from now on}) \)

\[
\hat{H}_{\text{rad}} = \sum_{a} \sum_{i=1}^{N} \frac{\hat{p}_{\alpha,i}^2}{2M} + \frac{M\omega_{\alpha}^2}{2} \sum_{a} \sum_{i=1}^{N} K_{a\alpha} \delta \hat{r}_{\alpha,a,i} \delta \hat{r}_{\alpha,a,i},
\]

(4)

Note that within harmonic approximation of the potential \( (2) \) the radial motion is decoupled from the axial motion. The collective vibrational frequencies \( \omega_\alpha = \omega_\gamma \sqrt{K_\alpha} \) can be found by solving the eigenvalue problem,

\[
\sum_{a}^{N} K_{a\beta} \delta \hat{r}_{\beta,a,i} \delta \hat{r}_{\alpha,a,i} = \frac{\omega_{\alpha}^2}{M} \delta \hat{r}_{\beta,a,i},
\]

(5)

where \( b_{a,i}^\beta \) are the normal mode eigenvectors and \( K_{a\beta} \) are the corresponding eigenvalues. The matrix \( K_{a\beta} \) is given by

\[
K_{a\beta} = \begin{cases} 
1 - \sum_{\beta \neq \gamma} \frac{\omega_{\beta}^2}{\omega_{\gamma}^2} \left[ |\hat{z}_{\gamma} - \hat{z}_{\beta}| / |\hat{z}_{\gamma} - \hat{z}_{\gamma}| \right]^3, & (i = \beta), \\
\frac{\omega_{\beta}^2}{\omega_{\gamma}^2} \left[ |\hat{z}_{\beta} - \hat{z}_{\beta}| / |\hat{z}_{\gamma} - \hat{z}_{\gamma}| \right]^3, & (i \neq \beta).
\end{cases}
\]

(6)

The equilibrium positions for the ions in natural units depend on the number of ions \( N \) only, and thus, the radial vibrational modes are governed solely by the ratio \( \omega_{\beta}/\omega_{\gamma} \).

The vibrational Hamiltonian \( \hat{H}_{\text{rad}} \) can be diagonalized by defining

\[
\delta \hat{r}_{\alpha,i} = \sum_{a,n} b_{a,i}^\beta d_{a,n} \hat{a}_{a,n} + \hat{\bar{a}}_{a,n},
\]

\[
\hat{p}_{\alpha,i} = i \sum_{a,n} b_{a,i}^\beta p_{n} \hat{a}_{a,n} - \hat{\bar{a}}_{a,n},
\]

(7)

Figure 2. (a) Eigenfrequencies \( \omega_\alpha \) of the radial collective vibrational spectrum for a linear ion crystal with \( N = 20 \) ions and \( \omega_\beta/\omega_\gamma = 0.1 \). The highest and second highest vibrational frequency is the \( \omega_{\text{cm}} \) and the rocking mode \( \omega_{\text{roc}} \), respectively. (b) The lowest vibrational frequency \( \omega_0 \), as a function of the number of ions for various aspect ratios \( \omega_{\beta}/\omega_{\gamma} = 0.2, 0.15, 0.1 \). Note that for a given aspect ratio, there is a maximum value for the number of ions above which the frequency \( \omega_0 \) becomes imaginary. The latter condition signals the transition from the linear into the zagzig structural phase. The critical \( N \) varies for different aspect ratio \( \omega_{\beta}/\omega_{\gamma} \), with \( d_0^0 = 1/\sqrt{2M\omega_{\beta}} \) and \( p_0^0 = \sqrt{M\omega_{\gamma}/2} \). By substituting (7) in \( \hat{H}_{\text{rad}} \) we obtain a set of uncoupled collective vibrational modes

\[
\hat{H}_{\text{rad}} = \sum_{a} \sum_{n=1}^{N} \omega_n \left( \hat{a}_{a,n}^\dagger \hat{a}_{a,n} + \frac{1}{2} \right).
\]

(8)

Here \( \hat{a}_{a,n}^\dagger \) and \( \hat{a}_{a,n} \) are the creation and annihilation operators of phonon in the \( n \)th vibrational mode and direction \( \alpha \), respectively.

2.2. Scaling of the vibrational modes with N

In this work we will focus on a range of parameters such that internal states are coupled only to the c.m. mode and we can neglect all the other vibrational modes. To understand the validity of this approximation, it is essential to calculate the energy splitting from the c.m. mode to the energetically nearest vibrational mode, since that gap determines the time scales upon which the c.m. mode can be resolved. Obviously, the c.m. energy addressability imposes a restriction on \( N \), since energy levels get energetically closer for longer ion chains.

For the radial modes considered in this work, the c.m. energy, \( \omega_{\text{cm}} \) is the highest one. The next nearest vibrational energy, \( \omega_{\text{roc}} \) corresponds to the rocking mode, see figure 2(a). The relevant energy for finding the regime of validity of the JTD Hamiltonian is thus the difference in energy between those radial modes, \( \Delta_{\text{c.m.}} = \omega_{\text{cm}} - \omega_{\text{roc}} \). Remarkably, that difference can be exactly calculated, and it only depends on the ratio \( \omega_{\beta}/\omega_{\gamma} \) (see [35]),

\[
\Delta_{\text{c.m.}} = \omega_\beta - \omega_\gamma \sqrt{1 - \left( \frac{\omega_\beta}{\omega_\gamma} \right)^2}.
\]

(9)

Apparently equation (9) suggests that the vibrational gap does not depend on the number of ions \( N \). However, for a fixed ratio \( \omega_{\beta}/\omega_{\gamma} \), there is a maximum number of ions, \( N_{\text{max}} \), for which the
ion chain undergoes a structural transition into a zigzag phase [38, 39], see figure 2(b). This effect is the main limitation for the scalability of our proposal. We estimate first the scaling of \( \omega / \omega_0 \) with \( N_{\text{max}} \). For this we follow the definitions in [40] and define

\[
\beta_c = 2 \omega_0^2 / (M \omega_0^2 \Delta_1^2),
\]

\[
\beta_z = \omega_0^2 / (M \omega_0^2 \Delta_1^2),
\]

where \( \omega_0 \) is the average distance between ions. For a value \( \beta_c \approx 1 \), the radial trapping energy becomes comparable to the Coulomb interaction energy. This effect is the main limitation for the onset of the transition to a zigzag phase. In figure 3 we show a numerical exact calculation which confirms that scaling with a value \( 12 \times 10^3 \) ions. In figure 3 we show a numerical exact calculation which confirms that scaling with a value \( 12 \times 10^3 \) ions is still possible.

\[
\Delta_{\text{c.m.}} / \omega_0 \approx 12 \beta_{c,c} \log (6N_{\text{max}}) / (N_{\text{max}}^2).
\]

That is, up to logarithmic corrections, the vibrational gap scales like the inverse of the maximum possible number of ions. In figure 3 we show a numerical exact calculation which confirms that scaling with a value \( 12 \beta_{c,c} = 0.6228 \). To find \( N_{\text{max}} \) we have calculated the number of ions at which the smallest vibrational energy becomes negative, which signals the onset of the transition to a zigzag phase.

The scaling imposed by equation (11) poses severe limitations for our proposal to be scaled up. For example, consider a moderate chain with \( N = 15 \), which leads to \( \Delta_{\text{c.m.}} \approx 0.013 \omega_0 \). However, we note, that the limitation results in a trade-off between the length of the chain, and the speed of the quantum simulation, being mesoscopic systems with a high number of entangled ions is still possible.

2.3. John–Teller E\( \delta \)e spin–phonon coupling

We describe the interaction of the trapped ion spin ensemble with the collective vibrational modes. Those interactions can be induced either by laser dipole forces or by magnetic field gradients. Here we focus on the latter technique since it naturally implements symmetric couplings in the \( x-y \) plane, and it also avoids undesired effects like high-order terms in the Lamb–Dicke expansion and the spontaneous emission decoherence [28, 29]. Let us assume that the ion crystal interacts with an oscillating magnetic quadrupole of the form

\[
\vec{B}(t; x, y) = B(t)(\vec{e}_x x - \vec{e}_y y).
\]

Such a field can be created in a micro-structured planar ion trap, recently experimentally demonstrated [30], which contains two wires parallel to the linear ion crystal (figure 1(a)) [42]. The magnetic field affects only the radial motion of the ion crystal and thus the motion along the \( z \) axis can be safety neglected. We consider a time modulation \( f(t) = (\cos vt + \cos vt) \) to control the couplings. The magnetic dipole interaction is described by the interaction Hamiltonian

\[
\hat{H}_I = -\sum_{i=1}^{N} \vec{\mu}_i \cdot \vec{B}(t; \delta r_{x,i}, \delta r_{y,i}),
\]

where \( \vec{\mu}_i = \mu_i \sigma_i^x + \mu_i \sigma_i^y \) is the magnetic dipole moment operator of the ion \( i \), and we assume the condition \( \mu_x = \mu_y = \mu \). To control the spin–phonon couplings we choose driving frequencies

\[
\nu_{b,x} = (\omega_0 - \omega_0) \pm (\omega_{\text{c.m.}} - \omega).
\]

The goal is to drive spin-flip transitions with detuning \( \omega_0 \) as well as blue- and red-sideband transitions of the c.m. mode \( \omega_{\text{c.m.}} \) with detuning \( \pm \omega_0 \). The applied bichromatic magnetic field in \( x-y \) plane, establishes Jaynes–Cummings and anti-Jaynes–Cummings interactions, which couple the internal and the motional states of the ions [30, 43]. The Hamiltonian in the interaction picture with respect to \( \hat{H}_0 \) is given by

\[
\hat{H}_I = -\mu B \sum_{i=1}^{N} \hat{\delta} \hat{r}_{x,i}(t)(\sigma_i^x e^{\imath \omega_{b,x} t} + \sigma_i^x e^{-\imath \omega_{b,x} t}) f(t)
\]

\[
-\mu B \sum_{i=1}^{N} \hat{\delta} \hat{r}_{y,i}(t)(\sigma_i^y e^{\imath \omega_{b,y} t} - \sigma_i^y e^{-\imath \omega_{b,y} t}) f(t)
\]

where \( \sigma_i^\pm \) are the Pauli spin-flip operators. The displacement operators \( \hat{\delta} \hat{r}_{x,i} \) are recast in terms of collective operators by means of equation (7) such that we can in a controlled way choose the driving frequencies to pick the radial c.m. mode as the only resonant one. For this, the following set of conditions has to be satisfied,

\[
\omega_0 \ll \omega_0, \lambda, \omega, \omega_0 \ll \Delta_{\text{c.m.}},
\]

where \( \lambda = -\mu q_B B / \sqrt{2} \) is the spin–phonon coupling with \( q_0 \equiv q_0^0 \) being the size of the c.m. wave packet. The latter conditions ensures the approximation that any vibrational mode but the only resonant one. For this, the following set of conditions has to be satisfied,
of the off-resonant terms in equation (15) to be neglected. Under those assumptions we can approximate the interaction Hamiltonian by

\[ \hat{H}_i = \frac{\lambda}{\sqrt{2N}} (\hat{a}_{i}^{\dagger} e^{i\omega t} + \hat{a}_i e^{-i\omega t}) (\hat{J}_+ e^{i\omega t} + e^{-i\omega t} \hat{J}_-) + i \frac{\lambda}{\sqrt{2N}} (\hat{a}_{i}^{\dagger} e^{i\omega t} + \hat{a}_i e^{-i\omega t}) (\hat{J}_+ e^{i\omega t} - \hat{J}_- e^{-i\omega t}). \]  

(17)

Here \( \hat{a}_i \) and \( \hat{a}_{i}^{\dagger} \) correspond to the annihilation and creation operators of the c.m. phonon, respectively. Note that the factor \( N^{-1/2} \) in (17) appears due to the excitation of the radial c.m. modes, wherein the spin–phonon coupling scales as \( b_j^2 \sim N^{-1/2} \) [35]. Since the ions are equally coupled with the phonons we have introduced the collective spin operators \( \hat{J}_r = \sum_{j=1}^{N} \sigma_j^r \) (\( \hat{J}_x = \hat{J}_y = \hat{J}_r \)) and \( \hat{J}_s = 1/2 \sum_{j=1}^{N} \sigma_j^s \), which describe the combined ionic pseudospin of length \( j = N/2 \). The collective spin basis is spanned by the Dicke states \( | j, m \rangle \), which are eigenvectors of \( \hat{J}_+^2 | j, m \rangle = j(j+1) | j, m \rangle \) and \( \hat{J}_z | j, m \rangle = m | j, m \rangle \), respectively. The Hilbert space of the total system is spanned by the states \( \{ j, m \} \otimes \{ n_x, n_y \} \), where \( \{ n_x, n_y \} \) is the Fock state with \( n_x, n_y \) phonons. After performing the time-dependent unitary transformation \( \hat{F} = e^{i\omega t(\hat{\phi} + \hat{\phi}^\dagger)} + i\omega t \hat{\omega} \), such that \( \hat{H}_{\text{TJD}} = \hat{F}^\dagger \hat{H}_i \hat{F} - i\hbar \hat{F}^\dagger \partial_t \hat{F} \), we express the Hamiltonian (17) as

\[ \hat{H}_{\text{TJD}} = \omega (\hat{a}_s + \hat{a}_s^\dagger) + \omega_0 \hat{J}_r + \frac{\lambda}{\sqrt{2j}} (\hat{J}_+ + \hat{J}_-) (\hat{a}_{i}^{\dagger} + \hat{a}_i) + \frac{\lambda}{\sqrt{2j}} (\hat{J}_+ - \hat{J}_-) (\hat{a}_{i}^{\dagger} - \hat{a}_i). \]  

(18)

Hence we arrive at the realization of the collective JTD model, which describes a two-degenerate vibrational modes coupled to the effective spin ensemble by the symmetric JT coupling. The Hamiltonian (18) is a multi-particle extension of the E\( \otimes \)e model in molecular and solid-state physics. The trapped ion realization of the JTD model allows for easy tuning of the effective spin and phonon frequencies by adjusting the detuning and the spin–phonon coupling via the magnetic gradient.

It is convenient to rewrite the Hamiltonian (18) in terms of right and left chiral operators [24]

\[ \hat{a}_i = \frac{1}{\sqrt{2}} (\hat{a}_r + i\hat{a}_l), \quad \hat{a}_{i}^{\dagger} = \frac{1}{\sqrt{2}} (\hat{a}_r + i\hat{a}_l). \]  

(19)

which can be used to express the \( z \) component of the total angular momentum \( \hat{L}_z = \sum_{j=1}^{N} \hat{L}_j = \hat{n}_z - \hat{n}_\bar{z} \). Using (19), the Hamiltonian (18) is expressed in the form

\[ \hat{H}_{\text{TJD}} = \omega (\hat{a}_r + \hat{a}_l) + \omega_0 \hat{J}_r + \frac{\lambda}{\sqrt{2j}} (\hat{J}_+ (\hat{a}_r + \hat{a}_l) + \hat{J}_- (\hat{a}_r - \hat{a}_l)) \]

\[ + \frac{\lambda}{\sqrt{2j}} (\hat{J}_+ + \hat{J}_-) (\hat{a}_r + \hat{a}_l). \]  

(20)

which shows that in the JTD model the creation of collective atomic excitation is accompanied by the creation (annihilation) of right (left) quantum of angular momentum and vice versa.

2.4. Symmetries

Due to the symmetry in the spin–phonon interaction the JTD Hamiltonian (18) is invariant under the combined application of a rotation in the \( x-y \) plane

\[ \begin{bmatrix} \hat{a}_r \\ \hat{a}_l \end{bmatrix} = \begin{bmatrix} \cos \phi & -\sin \phi \\ \sin \phi & \cos \phi \end{bmatrix} \begin{bmatrix} \hat{a}_r' \\ \hat{a}_l' \end{bmatrix} \]  

(21)

and a phase shift \( \hat{J}_r \rightarrow e^{-i\phi} \hat{J}_r \). Hence, the JTD model is \( U(1) \) invariant, with the charge \( \hat{C} = \hat{L}_z - \hat{J}_r \) being the group generator, \([H, \hat{C}] = 0\). This implies that the Hilbert space is decomposed into subspaces with a well-defined quantum number \( n_r - n_l - m \), figure 4. Because the Hamiltonian (18) is quadratic in the spin and phonon operators, it is also invariant under the application of the parity operator \( \Pi = \exp[i\pi (\hat{n}_r + \hat{n}_l + \hat{J}_z + j)] \). The Hilbert space of the total system is thus additionally decomposed into two noninteracting subspaces with an even and odd number of total excitations [44].

2.5. Holstein–Primakoff representation

In order to study the critical behaviour of a collective JTD model (18) in the thermodynamical limit \( j \rightarrow \infty \), we use the Holstein–Primakoff transformation [45], whereby the spin-N/2 degree of freedom is expressed in terms of single mode bosonic operators, namely \( \hat{J}_+ = \hat{b}^\dagger \sqrt{2j} - \hat{b} \hat{b}^\dagger \hat{b} \), \( \hat{J}_- = \sqrt{2j - b^\dagger b} \hat{b} \) and \( \hat{J}_z = \hat{b}^\dagger \hat{b} - j \). This transformation preserves the spin algebra and allows the JTD Hamiltonian (18) to be converted into the Hamiltonian
\[ \hat{H}_{\text{TD}} = \omega(\hat{n}_x + \hat{n}_y) + \omega_0(b \hat{b} - j) \]
\[ + \frac{\lambda}{\sqrt{2}} \left( \hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} + \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i \right) \]
\[ + \frac{1}{\sqrt{2}} \lambda \left( \hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} - \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i \right). \]  

(22)

which describes three coupled bosonic field modes. This approach is the basis for the theoretical discussion in the following section.

3. Magnetic structural phase transition

We make a Taylor expansion of the square roots in the Hamiltonian (22) and assume \((b \hat{b})/j \ll 1\), which yields

\[ \hat{H}_{\text{TD}}^{(1)} = \omega(\hat{n}_x + \hat{n}_y) + \omega_0(b \hat{b} - j) + \lambda \frac{1}{\sqrt{2}} \left( \hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} + \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i \right) \]
\[ + \frac{1}{\sqrt{2}} \lambda \left( \hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} - \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i \right) + E_G^{(1)}, \]  

(23)

where \(E_G^{(1)}/j = -\omega_0\) in the ground-state energy in the limit \(j \to \infty\). The validity of the condition \((b \hat{b})/j \ll 1\) will be checked self-consistently below. We diagonalize (23) by a Bogoliubov transformation, and get (see appendix A.1)

\[ \hat{H}_{\text{TD}}^{(1)} = \sum_{p=1}^3 \epsilon_p' \hat{c}_p^\dagger \hat{c}_p + \frac{1}{2} - (\omega + \omega_0 \frac{\alpha}{2}) + E_G^{(1)}. \]  

(24)

The eigenfrequencies \(\epsilon_p'\) can be found by solving the eigenvalue problem

\[ \sum_{i=1}^3 B'^{ij}_p \epsilon_i^{(p)} = \epsilon_p' \delta^{ij}, \]

(25)

with the matrix

\[ B'^{ij}_p = \begin{pmatrix} \omega^2 & -\lambda \sqrt{\frac{\omega \omega_0}{m_+}} & \lambda \sqrt{\frac{\omega \omega_0}{m_-}} \\ -\lambda \sqrt{\frac{\omega \omega_0}{m_+}} & \omega^2 + \omega_0^2 & \omega - \omega_0 \\ \lambda \sqrt{\frac{\omega \omega_0}{m_-}} & \omega - \omega_0 & \omega + \omega_0 \\ \end{pmatrix}. \]  

(26)

where \(m_{\pm} = (1 \pm \sqrt{2(\omega_0 \omega)})^{-1}\). We obtain a non-negative real \(\epsilon_p'\) \((p = 1, 2, 3)\) for \(\lambda \leq \sqrt{\omega \omega_0}/2\), which allows us to define a critical coupling \(\lambda_c = \sqrt{\omega \omega_0}/2\). We note that the condition for the matrix (26) to be Hermitian holds for \(\lambda \leq \lambda_c\). The vacuum state \(\ket{0}_1\) of Hamiltonian (24) is defined by the condition \(\hat{c}_p \ket{0}_1 = 0\).

In this phase the expectation values of the operators \(\hat{a}_a\) and \(b\) do not depend on the number of atoms and they grow as \(\lambda \) approach \(\lambda_c\) \([46]\). Thus, the mean value \(\langle b \hat{b} \rangle\) is an intensive quantity, and in the thermodynamical limit we get \(\langle b \hat{b} \rangle/\langle j \rangle \to 0\), within the phase \(\lambda \leq \lambda_c\). In that limit, the phase is characterized with vanishing density of phonon excitations \(\langle \hat{a}^\dagger \hat{a}_a \rangle/\langle j \rangle = 0\) and collective spin pointing along the \(z\) axis, \(\langle \hat{J}_z \rangle/\langle j \rangle = -1\).

We may find a simple physical interpretation of the critical spin–phonon coupling \(\lambda_c\). Indeed, it is well known that in the presence of spin–orbit coupling, the minima of the lower adiabatic potential surface APS (effective nuclei potential in the molecular physics) for \(\lambda \leq \lambda_c\) appears at the origin, while for \(\lambda > \lambda_c\) APS has a sombrero shape. Increasing the spin–phonon coupling, the energy is minimized by breaking some spatial symmetry and thus leads to a JT distortion \([2]\).

In order to quantify the amount of distortion and the spin ordering in the ion crystal above the critical coupling \(\lambda_c\), we follow the general procedure introduced by Emary and Brandes in \([31]\) for the quantum Dicke model. We displace each of the bosonic modes \(\hat{a}^\dagger \to \hat{a}^\dagger + \sqrt{\alpha^2}, \hat{a}^\dagger \to \hat{a}^\dagger + \sqrt{\alpha^2}\) and \(\hat{b}^\dagger \to \hat{b}^\dagger - \sqrt{\gamma^2}\), where \(\alpha, \gamma\), and \(\gamma\) are generally complex parameters in the order of \(j\). By using the Holstein–Primakoff representation and by substituting the displaced operators, the Hamiltonian (22) becomes

\[ \hat{H}_{\text{TD}}^{(2)} = \omega(\hat{a}^\dagger \hat{a}_a + \sqrt{\alpha^2} \hat{a}_a + \sqrt{\alpha^2} \hat{a}^\dagger \hat{a}^\dagger_{a'} + |\alpha|) \]
\[ + \omega_0(b \hat{b} - \sqrt{\gamma^2}(\hat{b}^\dagger + |\gamma|) - j) \]
\[ + \frac{\lambda}{\sqrt{2}} \left( \hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} + \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i \right) \]
\[ + \sqrt{\alpha^2} (\hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} + \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i) \]
\[ + \lambda \sqrt{\frac{k}{2j}} (\hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} + \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i) \]
\[ - \sqrt{\alpha^2} (\hat{b}^\dagger \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} + \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}} \hat{a}^\dagger + \hat{a}_i), \]

(27)

where

\[ k = 2j - |\gamma|; \quad \sqrt{\xi} = \frac{1 - \sqrt{1 - \frac{\hat{b}^\dagger \hat{b}}{2j}}}{k}. \]

(28)

The parameters \(\alpha, \gamma\), and \(\gamma\) can be found from the condition that all terms linear in the bosonic field operators in equation (27) are cancelled

\[ \sqrt{\alpha} = \frac{\lambda}{\omega} \sqrt{j(1 - s^2)} \cos \phi, \quad \sqrt{\gamma} = \frac{\lambda}{\omega} \sqrt{j(1 - s^2)} \sin \phi, \]
\[ \sqrt{|\gamma|} = \sqrt{j(1 - s)}, \]

(29)

with \(s = \lambda^2/\lambda_c^2\). The phase \(\phi = \arg(\sqrt{\gamma})\) remains undetermined which is a result of the arbitrariness in the choice of a direction in spontaneous symmetry breaking. Again, making a Taylor expansion of \(\sqrt{\xi}\) and neglect, the terms with \(j\) in the denominator the Hamiltonian (27) can be brought to the diagonal form (see appendix A.2)

\[ \hat{H}_{\text{TD}}^{(2)} = \sum_{p=2}^3 \epsilon_p^\prime \left( \hat{c}_p^\dagger \hat{c}_p + \frac{1}{2} - \omega_0 \frac{\alpha}{4s} (1 + s) \right) \]
\[ - \frac{\lambda^2}{2 \omega} (1 - s) + E_G^{(2)}. \]

(30)
where $E^{(2)}_G/j = -\left(\xi^2 + \frac{\omega_0}{\sqrt{\omega^2}}\right)$ is the ground-state energy in the limit $j \to \infty$. The new excitation frequencies $\epsilon^{\prime}_{p}$ are solution of the eigenvalue problem

$$
\sum_{i=1}^{3} B^{(p)}_{ij} \epsilon^{n_{(p)}}_{i} = \epsilon^{n_{(p)}}_{p} v_{i},
$$

for the matrix

$$
B^{(p)}_{ij} = \begin{pmatrix}
\xi^2 M_+ - \lambda^2 \sqrt{2M_-} & \nu \sqrt{M_+ M_-} \\
\nu \sqrt{M_+ M_-} & \omega^2 - \lambda^2 \sqrt{2M_+}
\end{pmatrix},
$$

with $\xi^2 = \left(\frac{\omega^2}{\omega^2} + \frac{\omega_0}{\omega^2}\right)$, $\nu = \left(\xi^2 - \frac{\omega_0}{\omega^2}\right)$ and $M_{\pm} = (1 \pm s)$, respectively. In contrast to (25), now the frequencies $\epsilon^{\prime}_{p}$ are positively defined in the region $\lambda \geq \lambda_c$, figure 5.

The mean-value phonon number with respect to the new vacuum state $|0\rangle$ of the Hamiltonian (30) with $\langle \hat{p}_{i} |0\rangle = 0$ is $\langle \hat{n}_{i} / j \rangle = (\lambda^2 / \omega^2) (1 - s^2) \cos^2 \phi$ and $\langle \hat{n}_{i} / j \rangle = (\lambda^2 / \omega^2) (1 - s^2) \sin^2 \phi$, indicating a non-zero radial phonon excitation, figure 6. The collective displacement of the c.m. mode implies a position reordering of the ions’ equilibrium positions in the radial $x$–$y$ plane. Indeed, from equations (3) and (7) it follows that the new radial equilibrium positions are $x_0 = q_0 \sqrt{2\alpha s / J}$ and $y_0 = q_0 \sqrt{2\alpha s / J}$. The structural transition also is accompanied with the ferromagnetic spin ordering, $\langle \hat{S}_x^2 / j \rangle^2 = (1 - s^2) \cos^2 \phi$, $\langle \hat{S}_z^2 / j \rangle^2 = (1 - s^2) \sin^2 \phi$, respectively, figure 7. We note that, the magnetic structural transition breaks the continuous $U(1)$ symmetry of the JTD model, which reflects to the energy spectrum, namely one of the eigenfrequencies corresponds to the gapless Goldstone mode, $\epsilon^{\prime}_{1} = 0$, see figure 5.

4. Preparation and detection of the magnetic structural phase transition

In the following we discuss the implementation of our model in a realistic trapped ion experiment. Consider an ion crystal which consists of $^{40}\text{Ca}^+$ ions with qubit states encoded at the Zeeman $S_{1/2}$ levels, $|\uparrow\rangle$ and $|\downarrow\rangle$. The experimental sequence is started by initializing the ion crystal in the ground state of the normal phase by laser cooling of the radial c.m. modes and pumping spins to $|\downarrow\rangle = |\downarrow \downarrow \ldots \downarrow\rangle$. The proposed method for realization of the JTD model is based on magnetic field interaction, such that the spectator modes could be only Doppler cooled. This is a key advantage compared to the laser-ion interaction, where the spin–phonon coupling would depend on the spectator modes by the Debye–Waller factor, which is a significant source of decoherence [47]. After the preparation of the initial state, the coupling $\lambda$ is slowly increased, relatively.
to the energy gap $\Delta E_{\text{JTD}}$ between the first excited state and ground state. In figure 8 we show the numerical result for $\Delta E_{\text{JTD}}$ calculated at the critical coupling $\lambda_c$ as a function of $N$ for $\omega = \omega_0$.

The magnetic structural phase transition can be detected by laser induced fluorescence, which is imaged on a CCD camera. The detection of the magnetic ordering can be performed by measuring either the radial displacement or the spin population. Considering spin–phonon coupling $\lambda/2\pi = 5 \text{ kHz}$ at the end of the quantum simulation and direction of spontaneous symmetry breaking $\phi = \pi/4$, the equilibrium positions are displaced in the radial $x$–$y$ directions by $x_0 = y_0 \approx q_0$. Such a structural transition can be detected by laser induced fluorescence, which is imaged on a CCD camera. The detection of the magnetic ordering can be performed by measuring the expectation value of the projection operator $\hat{P} = (\uparrow \uparrow \uparrow \ldots \uparrow)(\uparrow \uparrow \uparrow \ldots \uparrow)$. We note that because $[\hat{H}_0, \hat{P}] = 0$, the projection operator is not affected under the rotating frame transformation and consequently of it the readout of the spin states does not introduce additional error. For particular ion species, an illumination of the crystal with resonant light near 397 and 866 nm would provide a spin-dependent laser fluorescence, namely all spins up emit light and appear bright while spins down remain dark.

5. Conclusion

We have presented a proposal for the physical realization of the collective JTD model based on a linear ion crystal. We have shown that the JTD model exhibits a magnetic structural phase transition in the thermodynamical limit. Beyond the critical coupling the continuous U(1) symmetry is spontaneously broken which leads to collective motional displacement of the radial coordinates and creation of macroscopic spin-coherence. The features of the magnetic structural transition can be easily measured in the mesoscopic ion crystal by laser induced fluorescence. All parameters can be tuned by changing the detuning and the magnetic field gradient. In future we will investigate the JTD effects in 2D ion crystals, which are relevant to orbital physics in solids. Furthermore, the ion crystal also can serve as a platform for studying non-equilibrium phenomena and effects of decoherence in such complex many-body systems, which are computationally intractable.
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Appendix A. Diagonalization of the mean-field Hamiltonian

A.1. Normal phase

We start with the diagonalization of the Hamiltonian (23). It is convenient to work in the position–momentum representation by introducing position and momentum operators for each of the bosonic modes,

$$\hat{a}_x = \sqrt{\frac{m}{\epsilon_0\omega}} \hat{x} + \frac{i}{\sqrt{2\omega}} \hat{p}_x, \quad \hat{a}_y = \sqrt{\frac{m}{\epsilon_0\omega}} \hat{y} - \frac{1}{\sqrt{2\omega}} \hat{p}_y,$$

$$\hat{b} = \sqrt{\frac{m}{\epsilon_0\omega}} \hat{z} + \frac{i}{\sqrt{2\omega_0}} \hat{p}_z, \quad (A.1)$$

with the quantum oscillators have frequency $\omega$ in the $x$–$y$ plane and $\omega_0$ in the $z$ direction. The transformation gives

$$\hat{H}_{\text{JTD}}^{(1)} = \frac{\omega^2}{2} (\hat{x}^2 + \hat{y}^2) + \frac{\alpha^2}{2} \hat{z}^2 + \frac{1}{2} (\hat{p}_x^2 + \hat{p}_y^2 + \hat{p}_z^2) + \lambda \sqrt{2\omega_0\omega} \hat{x} - \lambda \sqrt{2\omega_0\omega} \hat{p}_z - e_0, \quad (A.2)$$

and $e_0 = \omega_0 (j + 1/2) + \omega$. The effective Hamiltonian (A.2) describes a system of three quantum harmonic oscillators which are coupled through position and momentum dependent couplings. To express (A.2) as a set of uncoupled oscillators we need first to eliminate the momentum dependent interaction term. To achieve that first we rotate the coordinate system along the $x$ axis with the matrix

$$R_x = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ 0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \end{bmatrix} \quad (A.3)$$

such that $(\hat{x}, \hat{y}, \hat{z})^T = R_x (\hat{q}_1, \hat{q}_2, \hat{q}_3)^T$ and $(\hat{p}_x, \hat{p}_y, \hat{p}_z)^T = R_x (\hat{p}_1, \hat{p}_2, \hat{p}_3)^T$. The transformed Hamiltonian is given by

$$\hat{H}_{\text{JTD}}^{(1)} = \frac{1}{2} (\omega^2 \hat{q}_1^2 + \hat{p}_1^2) + \frac{1}{2} \left( \epsilon^2 \hat{q}_2^2 + \hat{p}_2^2 \right) \frac{1}{m_2} + \frac{1}{2} \left( \epsilon^2 \hat{q}_3^2 + \hat{p}_3^2 \right) \frac{1}{m_3} + \lambda \sqrt{\omega_0\omega \epsilon} (\hat{q}_1 - \hat{q}_2) + (\omega^2 - \epsilon^2) \hat{q}_3 \hat{p}_3 - e_0. \quad (A.4)$$
with $\epsilon^2 = (\omega^2 + \omega_0^2)/2$. Hence, the momentum dependent coupling vanishes but as a consequence two of the effective harmonic oscillators acquire different effective masses

$$m_+ = \left(1 + \lambda \sqrt{\frac{2}{\omega_0^2 + \omega^2}} \right)^{-1}, \quad m_- = \left(1 - \lambda \sqrt{\frac{2}{\omega_0^2 + \omega^2}} \right)^{-1}. \quad (A.5)$$

The Hamiltonian (A.4) can be rewritten in a compact form as follows

$$\hat{H}_{\text{JTD}}^{(3)} = \frac{\hat{p}^2}{2} + \frac{\hat{p}_1^2}{2m_+} + \frac{\hat{p}_2^2}{2m_-} + \frac{3}{2} \sum_{i,l=1}^{3} B_{il}^{(3)} \hat{q}_i \hat{q}_l - \epsilon_0. \quad (A.6)$$

Here $B_{il}^{(3)}$ is $(3 \times 3)$ real and symmetric matrix, given by

$$B_{il}^{(3)} = \begin{bmatrix} \omega^2 - \lambda \sqrt{\omega_0^2 + \omega^2} & \lambda \sqrt{\omega_0^2 + \omega^2} \\ -\lambda \sqrt{\omega_0^2 + \omega^2} & \omega^2 + \omega_0^2 \\ \lambda \sqrt{\omega_0^2 + \omega^2} & \omega_0^2 - \omega_0^2 \end{bmatrix}. \quad (A.7)$$

Still, Hamiltonian (A.6) is not in the desirable normal mode form, because the quantum oscillators have different effective masses. To overcome this problem we normalize the position operators $\hat{q}_i = \hat{q}_1, \hat{q}_2 = \sqrt{m_+} \hat{q}_2, \hat{q}_3 = \sqrt{m_-} \hat{q}_3$ and momentum operators $\hat{p}_1 = \hat{p}_1, \hat{p}_2 = \hat{p}_2/\sqrt{m_+}, \hat{p}_3 = \hat{p}_3/\sqrt{m_-}$, respectively, to obtain

$$\hat{H}_{\text{JTD}}^{(3)} = \frac{1}{2} \sum_{i,l=1}^{3} \hat{p}_i^2 + \frac{3}{2} \sum_{i,l=1}^{3} B_{il}^{(3)} \hat{q}_i \hat{q}_l - \epsilon_0. \quad (A.8)$$

where

$$B_{il}^{(3)} = \begin{bmatrix} \omega^2 - \lambda \sqrt{\omega_0^2 + \omega^2} & \lambda \sqrt{\omega_0^2 + \omega^2} \\ -\lambda \sqrt{\omega_0^2 + \omega^2} & \omega^2 + \omega_0^2 \\ \lambda \sqrt{\omega_0^2 + \omega^2} & \omega_0^2 - \omega_0^2 \end{bmatrix}. \quad (A.9)$$

To find the collective spin–phonon modes, we solve the eigenvalue problem

$$\sum_{i=1}^{3} B_{il}^{(3)} v_l^{(p)} = \epsilon^2 v_l^{(p)}, \quad (A.10)$$

for the eigenfrequencies $\epsilon^2$ and the eigenvectors $\overline{v}_l^{(p)}$ with $p = 1, 2, 3$. Finally, we introduce a new set of bosonic field operators by the relation

$$\hat{q}_i = \sum_{p=1}^{3} \frac{1}{\sqrt{2\epsilon_p}} (\epsilon_p^* \hat{c}_p + \hat{c}_p), \quad \hat{p}_i = \sum_{p=1}^{3} \frac{\epsilon_p}{2\epsilon_p} v_l^{(p)} (\epsilon_p^* - \epsilon_p), \quad (A.11)$$

and arrive at the diagonal Hamiltonian

$$\hat{H}_{\text{JTD}}^{(1)} = \sum_{p=1}^{3} \epsilon_p^2 \left(\frac{\epsilon_p^* \hat{c}_p + \hat{c}_p}{2} - \omega_0 \left(\frac{j + 1}{2}\right)ight) - \omega. \quad (A.12)$$

### A.2. Magnetic structural phase transition

In order to diagonalize Hamiltonian (27) in the limit $j \to \infty$ we perform the following two steps. (i) Expand the Hamiltonian (27) as a power series in $1/k$ and neglect the terms in order of $j$ in the denominator. (ii) Eliminate the terms in (27) which are linear in the bosonic operators by the condition, equation (29). The resulting Hamiltonian becomes

$$\hat{H}_{\text{JTD}}^{(2)} = \omega (\hat{n}_s + \hat{n}_s) + \frac{\omega_0}{2s} (1 + s) \hat{b}_s \hat{b}_s + \frac{\lambda}{2} \sqrt{1 + s} \times \left[ (\hat{a}_s^* \hat{a}_s + \hat{a}_s \hat{a}_s^*) \hat{b}_s \hat{b}_s + i \frac{\lambda}{2} \sqrt{1 + s} (\hat{a}_s^* \hat{a}_s + \hat{a}_s \hat{a}_s^*) (\hat{b}_s^* - \hat{b}_s) \right]$$

$$- \frac{\lambda}{2} \sqrt{1 + s} (\epsilon^2 \hat{b}_s \hat{b}_s + e^{-i\phi} \hat{b}_s \hat{b}_s) \cos (\hat{a}_s^* \hat{a}_s + \hat{a}_s \hat{a}_s^*)$$

$$+ \hat{a}_s + \sin \phi (\hat{a}_s^* + \hat{a}_s)) + \frac{\lambda^2}{4} \frac{(1 - s)(3 + s)}{(1 + s)} \times \left( \epsilon^2 \hat{b}_s \hat{b}_s + e^{-i\phi} \hat{b}_s \hat{b}_s \right) - \epsilon_0, \quad (A.13)$$

with

$$\epsilon_0 = f \left( \frac{\lambda^2}{\omega} + \frac{\omega_0^2 \omega}{4s^2} \right) + \frac{\lambda^2}{4\omega} (1 - s). \quad (A.14)$$

We can further simplify (A.13) by applying the following transformations

$$\hat{a}_s = \hat{d}_s \cos \phi - \hat{d}_s \sin \phi, \quad (A.15)$$

$$\hat{a}_s = \hat{d}_s \sin \phi + \hat{d}_s \cos \phi, \quad (A.16)$$

and $e^{i\phi} \hat{b}_s \rightarrow \hat{b}_s$. Then, the Hamiltonian reads

$$\hat{H}_{\text{JTD}}^{(2)} = \omega (\hat{n}_s \hat{d}_s^* + \hat{d}_s \hat{d}_s^*) + \frac{\omega_0}{2s} (1 + s) \hat{b}_s \hat{b}_s$$

$$+ \frac{\lambda s}{\sqrt{1 + s}} (\hat{b}_s^* + \hat{b}_s) (\hat{d}_s^* + \hat{d}_s) + i \frac{\lambda}{2} \sqrt{1 + s} (\hat{b}_s^* - \hat{b}_s) (\hat{d}_s^* + \hat{d}_s)$$

$$+ \frac{\lambda^2}{4\omega} \frac{(1 - s)(3 + s)}{(1 + s)} (\hat{b}_s^* + \hat{b}_s) - \epsilon_0. \quad (A.17)$$

Following the standard procedure, we introduce the position and momentum operators for each of the bosonic modes

$$\hat{d}_s = -i \sqrt{\frac{\omega}{2}} \hat{X} + \frac{1}{\sqrt{2\omega}} \hat{P}_x, \quad \hat{d}_s = \sqrt{\frac{\omega}{2}} \hat{Y} + \frac{i}{\sqrt{2\omega}} \hat{P}_y, \quad (A.17)$$

with $\lambda = (\omega_0/2s)(1 + s)$. The Hamiltonian (A.16) in the position–momentum representation is given by

$$\hat{H}_{\text{JTD}}^{(2)} = \frac{\omega_0^2}{2} \left( \hat{X}^2 + \hat{Y}^2 \right) + \frac{\omega_0}{2} \left( \hat{Z}^2 + \frac{1}{2} (\hat{P}_x^2 + \hat{P}_y^2) + \frac{\hat{P}_z^2}{2m} \right)$$

$$+ \frac{2s}{1 + s} \hat{P}_x \hat{P}_y - \lambda^2 \frac{1}{2s} \hat{Z}^2 - \omega - \frac{\omega_0}{2} - \epsilon_0. \quad (A.18)$$

with $m = (1 + s)/4$. It is convenient to normalize the position and momentum operators in $x$ and $y$ directions as follows

$$\sqrt{m} \hat{P}_x \rightarrow \hat{X}, \quad \sqrt{\frac{m}{\omega}} \hat{X} \rightarrow \hat{X},$$

$$\sqrt{m} \hat{P}_y \rightarrow \hat{Y}, \quad \sqrt{\frac{m}{\omega}} \hat{Y} \rightarrow \hat{Y}. \quad (A.19)$$
Then the Hamiltonian reads
\[ \hat{H}_{TD}^{(2)} = \frac{m \omega^2}{2} (\hat{x}^2 + \hat{y}^2) + \frac{\omega^2}{2} \hat{z}^2 \\
+ \frac{1}{2m} (\hat{P}_x^2 + \hat{P}_y^2 + \hat{P}_z^2) + \frac{s}{m} \hat{P}_x \hat{P}_x - 2\lambda^2 m \hat{z} \hat{y} \\
- \omega - \frac{\omega}{2} - \epsilon_0. \]  
(A.20)

Similar as before, the diagonalization proceeds by nullifying the momentum dependent interaction term in (A.20), which is achieved by rotating the coordinate system along the \( y \) axis with the matrix
\[ R_y = \begin{bmatrix} \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\ 0 & 1 & 0 \\ -\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \end{bmatrix}, \]
(A.21)

such that \( (\hat{X}, \hat{Y})^T = R_y (\hat{Q}_x, \hat{Q}_y, \hat{Q}_z)^T \) and \( (\hat{P}_x, \hat{P}_y, \hat{P}_z)^T = R_y (\hat{P}_1, \hat{P}_2, \hat{P}_3)^T \). After performing the rotation we obtain
\[ \hat{H}_{TD}^{(2)} = \frac{m \omega^2}{2} \hat{Q}_1^2 + \frac{m \omega^2}{2} \hat{Q}_2^2 + \frac{m \omega^2}{2} \hat{Q}_3^2 \\
+ \frac{\hat{P}_1^2}{2m_1} + \frac{\hat{P}_2^2}{2m_2} + \frac{\hat{P}_3^2}{2m_3} + m\nu\hat{Q}_1 \hat{Q}_3 \\
- \sqrt{\lambda^2 M_2 \hat{Q}_2 (\hat{Q}_2 - \hat{Q}_1)} - \omega - \frac{\omega}{2} - \epsilon_0, \]  
(A.22)

with \( \xi^2 = \left( \frac{\omega^2}{4} + \frac{\omega^2}{16} \right) \) and \( \nu = (\xi^2 - \frac{\omega^2}{16}) \), respectively. Two of the quantum oscillators acquire new effective masses
\[ m_1 = \frac{m}{M_2}, \quad m_3 = \frac{m}{M_2}, \]  
(A.23)

with \( M_2 = (1 \pm \epsilon) \). Again as before to express the Hamiltonian (A.6) in normal mode form we normalize the position and momentum operators, namely, \( \hat{Q}_1' = \sqrt{M_2} \hat{Q}_1, \hat{Q}_2' = \sqrt{m} \hat{Q}_2 \) and \( \hat{Q}_3' = \sqrt{m} \hat{Q}_3 \) and, respectively, \( \hat{P}_1' = \hat{P}_1/\sqrt{m}, \hat{P}_2' = \hat{P}_2/\sqrt{m} \) and \( \hat{P}_3' = \hat{P}_3/\sqrt{M_2} \). Then the Hamiltonian becomes
\[ \hat{H}_{TD}^{(2)} = \frac{1}{2} \sum_{i=1}^{3} \hat{P}_i'^2 + \frac{1}{2} \sum_{i=1}^{3} \beta_{ij}'' \hat{Q}_i' \hat{Q}_j' - \omega - \frac{\omega}{2} - \epsilon_0, \]  
(A.24)

where
\[ \beta_{ij}'' = \begin{bmatrix} \xi^2 M_2 & \frac{\lambda^2 \sqrt{2M_2}}{\nu \sqrt{M_2 M_3}} & \nu \sqrt{M_2 M_3} \\ \frac{\lambda^2 \sqrt{2M_2}}{\nu \sqrt{M_2 M_3}} & \frac{\omega^2}{2 \lambda^2} - \frac{\lambda^2 \sqrt{2M_2}}{\nu \sqrt{M_2 M_3}} & \xi^2 M_2 \\ \nu \sqrt{M_2 M_3} & \nu \sqrt{M_2 M_3} & \frac{\xi^2 M_2}{2} \end{bmatrix}. \]  
(A.25)

The new eigenfrequencies are obtained by solving the eigenvalue problem,
\[ \sum_{i=1}^{3} \beta_{ij}'' v_{ij}'' n''(p) = \epsilon_{ij}'' v_{ij}'' n''(p). \]  
(A.26)

We find that one eigenvalue \( \epsilon_{ij}'' = 0 \) corresponds to a free mode. The latter is the Goldstone mode related to the breaking of the U(1) symmetry. We may define bosonic creation \( \hat{r}_b \) and annihilation \( \hat{r}_b \) operators for the nonzero energy modes \( \epsilon_{ij}'' \) by the relation
\[ \hat{Q}'' = \sum_{p=2}^{3} \frac{1}{\sqrt{2p}} (\hat{r}_p' + \hat{r}_p''), \quad \hat{P}'' = i \sum_{p=2}^{3} \frac{\epsilon_{ij}''}{2} v_{ij}'' (\hat{r}_p - \hat{r}_p''), \]  
(A.27)

Submitting (A.27) in (A.24) we obtain the following diagonal Hamiltonian, which refers to two decoupled oscillators,
\[ \hat{H}_{TD}^{(2)} = \sum_{p=2}^{3} \epsilon_{ij}'' (\hat{r}_p' \hat{r}_p + \frac{1}{2}) - \omega - \frac{\omega}{4} (1 + s) - j \left( \frac{\lambda^2 \omega}{\nu^2} + \frac{\omega^2 \omega}{4 \lambda^2} \right) - \frac{\lambda^2}{2 \omega} (1 - s), \]  
(A.28)

References

[1] Engelman R 1972 The Jahn–Teller Effect in Molecules and Crystals (New York: Wiley).
[2] Bersuker I B 2006 The Jahn–Teller Effect (Cambridge: Cambridge University Press).
[3] Engelman R and Halperin B 1970 Phys. Rev. B 275
[4] Millis A J, Shaikman Boris I and Mueller R 1996 Phys. Rev. Lett. 77175
[5] Tokura Y and Nagaosa N 2000 Science 288462
[6] Larson J 2008 Phys. Rev. A 78033383
[7] Larson J and Sjöqvist E 2009 Phys. Rev. A 79043627
[8] Hines A P, Dawson C M, McKenzie R H and Milburn G J 2004 Phys. Rev. A 70022303
[9] Liberti G, Zaffino R L, Piperno F and Plastina F 2007 Phys. Rev. A 76042332
[10] Larson J and Levin S 2009 Phys. Rev. Lett. 103013602
[11] Majernikova E and Shytko S 2011 J. Phys. A: Math. Theor. 44065101
[12] Schneider Ch, Porras D and Schaez T 2012 Rep. Prog. Phys. 75024401
[13] Johanning M, Varon A F and Wunderlich C 2009 J. Phys. B: At. Mol. Opt. Phys. 42154009
[14] Porras D and Cirac J I 2004 Phys. Rev. Lett. 92207901
[15] Ivanov P A and Schmidt-Kaler F 2011 New J. Phys. 13125008
[16] Friedenauer A, Schmitz H, Glueckert J, Porras D and Schaez T 2008 Nature Phys. 4757
[17] Islam R et al 2011 Nature Commun. 2377
[18] Britton J W, Sawyer B C, Keith A C, Joseph Wang C C, Freericks J K, Uys H, Biercuk M J and Bollinger J J 2012 Nature 484489
[19] Porras D and Cirac J I 2004 Phys. Rev. Lett. 93263602
[20] Ivanov P A, Ivanov S S, Vitanov N V, Mering A, Fleischhauer M and Singer K 2009 Phys. Rev. A 80060301
[21] Porras D, Ivanov P A and Schmidt-Kaler F 2012 Phys. Rev. Lett. 108235701
[22] Bermudez A and Plenio M B 2012 Phys. Rev. Lett. 109010501
[23] Bermudez A, Martin-Delgado M A and Porras D 2010 New J. Phys. 12123016
[24] Bermudez A, Martin-Delgado M A and Luis A 2008 Phys. Rev. A 77063815
[25] Gerritsma R, Kirchmair G, Zähringer F, Solano E, Blatt R and Roos C 2010 Nature 46368
[26] Barreiro J T, Müller M, Schindler P, Nigg D, Monz T, Chwalla M, Henrich M, Roos C F, Zoller P and Blatt R 2011 Nature 470486
[27] Ospelkaus C, Langer C E, Amini J M, Brown K R, Leibfried D and Wineland D J 2008 Phys. Rev. Lett. 101090502
[28] Johanning M, Braun A, Timoney N, Elman V, Neuhauser W and Wunderlich C 2009 Phys. Rev. Lett. 102073004
[29] Timoney N, Baumgart I, Johanning M, Varom A F, Plenio M B, Retzker A and Wunderlich C 2011 Nature 476185
[30] Ospelkaus C, Warring U, Colombé Y, Brown K R, Amini J M, Leibfried D and Wineland D J 2011 Nature 476 181
[31] Emary C and Brandes T 2003 Phys. Rev. Lett. 90 044101
[32] Baumann K, Guerlin C, Brennecke F and Esslinger T 2010 Nature 464 1301
[33] Baumann K, Mottl R, Brennecke F and Esslinger T 2011 Phys. Rev. Lett. 107 140402
[34] Singer K, Poschinger U, Murphy M, Ivanov P, Ziesel F, Calarco T and Schmidt-Kaler F 2010 Rev. Mod. Phys. 82 2609
[35] James D F V 1998 Appl. Phys. B 66 181
[36] Steane A 1997 Appl. Phys. B 64 623
[37] Deng X-L, Porras D and Cirac J I 2008 Phys. Rev. A 77 033403
[38] Fishman S, De Chiara G, Calarco T and Morigi G 2008 Phys. Rev. B 77 064111
[39] Bermudez A, Almeida J, Ott K, Kaufmann H, Ulm S, Schmidt-Kaler F, Retzker A and Plenio M B 2012 New J. Phys. 14 093042
[40] Deng X-L, Porras D and Cirac J I 2005 Phys. Rev. A 72 063407
[41] Dubin D H E and O'Neil T M 1999 Rev. Mod. Phys. 71 87
[42] Welzel J, Bautista-Salvador A, Abarbanel C, Wineman-Fisher V, Wunderlich C, Folman F and Schmidt-Kaler F 2011 Eur. Phys. J. D 65 285
[43] Molmer K and Sorensen A 1999 Phys. Rev. Lett. 82 1835
[44] Casanova J, Romero G, Lizuain I, Garcia-Ripoll J and Solano E 2010 Phys. Rev. Lett. 105 263603
[45] Holstein T and Primakoff H 1949 Phys. Rev. 75 1098
[46] Navado P and Porras D 2013 Eur. Phys. J. Spec. Top. 217 29
[47] Wunderlich C, Hannemann T, Körber T, Häffner H, Roos C, Hänsel W, Blatt R and Schmidt-Kaler F 2007 J. Mod. Opt. 54 1541