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1 Introduction

Noncommutative geometry has, in its numerous motivations, the conceptual understanding of different aspects of physics [14, 21]. In particular, the spectral approach which is deeply encoded in the notion of a spectral triple, is not only motivated by the algebra of quantum observables \( \mathcal{A} \) acting on the Hilbert space \( \mathcal{H} \) of physical states, but also by classical physics like general relativity. For instance, a Riemannian compact spin manifold can be reconstructed only via the spectral triple and the noncommutative integral

\[ S(\mathcal{D}_A, \Phi, \Lambda) = \sum_{k \in S^d} \Phi_k \Lambda^k \int |\mathcal{D}_A|^{-k} + \Phi(0) \zeta_{\mathcal{D}_A}(0) + \mathcal{O}(\Lambda^{-1}) \]

where \( \Phi_k = \frac{1}{2} \int_0^\infty \Phi(t) t^{k/2-1} dt \), \( S^d \) is the strictly positive part of the dimension spectrum of the spectral triple and the noncommutative integral \( \mathcal{D}_A \) for \( X \) in the algebra \( \Psi(\mathcal{A}) \) of pseudodifferential operators, is defined by

\[ \oint X := \text{Res} \int_{s=0} \text{Tr} (X|\mathcal{D}|^{-s}) \]

Since \( \oint \) is a trace on \( \Psi(\mathcal{A}) \) (non necessarily positive), it coincides (up to a scalar) with the Wodzicki residue [38, 39] in the case of a commutative geometry where \( \mathcal{A} \) is the algebra of \( C^\infty \) functions on a manifold \( M \) without boundary: in a chosen coordinate system and local trivialization \((x, \xi) \) of \( T^*M \), this residue is

\[ Wres(X) := \int_M \int_{S^d_M} \text{Tr} (\sigma_{X_d}(x, \xi)) b d\xi |dx|, \]

where \( \sigma_{X_d} \) is the symbol of the classical pseudodifferential operator \( X \) which is homogeneous of degree \( -d := -\dim(M) \), \( d\xi \) is the normalized restriction of the volume form to the unit sphere \( S^d_M \simeq S^{d-1} \). The Dixmier’s trace \( \text{Tr}_{\omega} \) [23] concerns compact operators \( X \) with singular values \( \{ \mu_k \} \) satisfying \( \sup_{N \to \infty} a_N < \infty \) where \( a_N = \log(N)^{-1} \sum_{k=1}^N \mu_k \) and \( \text{Tr}_{\omega}(X) \) is defined after a choice of an averaging procedure \( \omega \) such that \( \text{Tr}_{\omega}(X) = \lim_N a_N \) when \( a_N \) converges. As shown in [18], \( \oint \) coincides (still up to a universal scalar) with \( \text{Tr}_{\omega} \) when \( X \) has order \( -d \).

When \( M \) has a boundary, the choice of an appropriate differential calculus is delicate. In the noncommutative framework, the links between Boutet de Monvel’s algebra, Wodzicki’s residue, Dixmier’s trace or Kontsevich–Vishik’s trace [42] have been clarified [1, 25, 26, 33, 45, 52] including the case of log-polyhomogeneous symbols [45].

From a physics point of view, applications of noncommutative integrals on manifolds to classical gravity has begun with Connes’ remark that \( \oint \mathcal{D}^{-2} \) coincides in dimension 4 with Einstein–Hilbert action, a fact recovered in [40, 41]. Then, a generalization to manifolds with boundaries was proposed in [53, 55, 57]. From the quantum side, a noncommutative approach of the unit disk is proposed in [10].

Nevertheless, a construction of spectral triples in presence of boundary is not an easy task, although a general approach of boundary spectral triples has been announced in [20]. First examples appear with isolated conical singularity in [10], a work related to some extend to [44, 51] when the spectrum dimension is computed. The difficulty is to find an appropriate
boundary condition which preserves not only the selfadjointness of the realization of \( \mathcal{D} \) but also the ellipticity. A special case of boundary also appears in non-compact manifolds when one restricts the operator \( \mathcal{D} \) to a bounded closed region: for instance, this trick was used in [50,60]. The choice of a chiral boundary condition, already considered in [8] for mathematical reasons, is preferred in [13] for physical reasons: firstly, it is consistent with a selfadjoint and elliptic realization, and secondly, it is a local boundary condition contrary to the standard APS’ one which is global [2]. Thirdly, it gives a similar ratio and signs for the second term of the spectral action (the first one being the cosmological constant), namely the scalar curvature of the manifold and the extrinsic curvature of the boundary, as in the Euclidean action used in gravitation [34].

Since there are a lot of possible choices, this last consideration deserves attention.

Here, we first show a construction for manifolds with boundary that actually produces a spectral triple, and then give conditions on the algebra of functions on that manifold to get a regular triple (remark that the spectral action has only been computed, until now, for spectral triples which are regular). While in field theory, the one-loop calculation divergences, anomalies and different asymptotics of the effective action are directly obtained from the heat kernel method [26,27,54], we try to avoid this perturbation approach already used in [39] to prove that there are no tadpoles when a reality operator \( J \) exists. Tadpoles are the \( A \)-linear terms in (1), like for example \( \int A \mathcal{D}^{-1} \).

In quantum field theory, \( \mathcal{D}^{-1} \) is the Feynman propagator and \( A \mathcal{D}^{-1} \) is a one-loop graph with fermionic internal line and only one external bosonic line \( A \) looking like a tadpole.

In section 2, we derive a technical result on regularity of spectral triples which is sufficient to avoid the use of Sobolev spaces of negative order. Then, we recall few basics on the realization of boundary pseudodifferential operators and their stability by powers using the Grubb’s approach [30]. In section 4, we define an algebra \( \mathcal{A}_{P,T} \) compatible with the realization of an elliptic pseudodifferential boundary system \( \{ P, T \} \). A condition on \( P \) is given which guarantees the regularity of the associated spectral triple. The motivating example of a classical Dirac operator is considered in section 4.2. Moreover, the construction of a spectral triple on the boundary is revisited in section 4.3. Section 5 is devoted to a reality operator \( J \) on a spectral triple with boundary and some consequences on the tadpoles like \( \int A \mathcal{D}^{-1} \) which can appear in spectral action.

2 Regularity

Let \( \mathbb{N} \) be the non-negative integers and \( B(\mathcal{H}) \) be the set of bounded operator on a separable Hilbert space \( \mathcal{H} \).

We shall use the following definition of a spectral triple:

**Definition 2.1.** A spectral triple of dimension \( d \) is a triple \( (\mathcal{A}, \mathcal{H}, \mathcal{D}) \) such that \( \mathcal{H} \) is a Hilbert space and

- \( \mathcal{A} \) is an involutive unital algebra faithfully represented in \( B(\mathcal{H}) \),
- \( \mathcal{D} \) is a selfadjoint operator on \( \mathcal{H} \) with compact resolvent and its singular values \( (\mu_n(|\mathcal{D}|))_n \) are \( O(n^{-1/d}) \),
- for any \( a \in \mathcal{A} \), \( \text{Dom} \mathcal{D} \subseteq \text{Dom} \mathcal{D} \) and the commutator \( [\mathcal{D}, a] \) (with domain \( \text{Dom} \mathcal{D} \)) as an extension in \( B(\mathcal{H}) \) denoted \( da \).

Note that \( \text{Dom} |\mathcal{D}| = \text{Dom} \mathcal{D} \). We set \( \delta(T) := ||[\mathcal{D}], T|| \), where \( \mathcal{A} \) is the closure of the operator \( A \), with domain

\[ \text{Dom} \delta := \{ T \in B(\mathcal{H}) : T \text{Dom} \mathcal{D} \subseteq \text{Dom} \mathcal{D} \text{ and } ||[\mathcal{D}], T|| \text{ has closure in } B(\mathcal{H}) \} . \]
Definition 2.2. A spectral triple \((\mathcal{A}, \mathcal{H}, \mathcal{D})\) is said to be regular if \(\mathcal{A}\) and \(d\mathcal{A}\) are included in \(\cap_{n \in \mathbb{N}} \text{Dom} \, \delta^n\).

As seen in next lemma, it is quite convenient to introduce the following

Definition 2.3. Given a selfadjoint operator \(P\) on a Hilbert space \(\mathcal{H}\), let
\[
\mathcal{H}_P^\infty := \cap_{k \geq 1} \text{Dom} |P|^k = \cap_{k \geq 1} \text{Dom} P^k.
\]
A linear map from \(\mathcal{H}_P^\infty\) into itself which is continuous for the topologies induced by \(\mathcal{H}\) is said to be \(\mathcal{H}_P^\infty\)-bounded.

Note that \(\mathcal{H}_P^\infty\) is a core for any power of \(P\) or \(|P|\). In particular it is a dense subset of \(\mathcal{H}\) and \(|P|\) is the closure of the essentially selfadjoint operator \(|P|_{\mathcal{H}_P^\infty}\). Note also that for any \(k \in \mathbb{N}\), \((1 + P^2)^{k/2}\) is a bijection from \(\text{Dom} P^k\) onto \(\mathcal{H}\), and thus, \((1 + P^2)^{-k/2}\) is a bijection from \(\mathcal{H}\) onto \(\text{Dom} P^k\). As a consequence, for any \(p \in \mathbb{Z}\), the operators \((1 + P^2)^{p/2}\) send bijectively \(\mathcal{H}_P^\infty\) onto itself, and for any \(k \in \mathbb{N}\), \(|P|^k\) send \(\mathcal{H}_P^\infty\) into itself.

Given a selfadjoint \(P\), let \(\delta', \delta_1\) be defined on operators by
\[
\delta'(T) := ||P||T, \quad \delta_1(T) := [P^2, T] (1 + P^2)^{-1/2}
\]
with domains
\[
\text{Dom} \, \delta' \ (\text{resp. Dom} \, \delta_1) := \{ T \in \mathcal{H}_P^\infty\text{-bounded operators} : \delta'(T) \ (\text{resp.} \, \delta_1(T)) \ \text{is} \ \mathcal{H}_P^\infty\text{-bounded} \}.
\]

We record the following lemma, proven by A. Connes:

Lemma 2.4. [13 Lemma 13.1 and 13.2].
(i) If \(T \in \text{Dom} \, \delta'\), then the bounded closure \(\overline{T}\) of \(T\) is in \(\text{Dom} \, \delta\) and \(\delta(\overline{T}) = \overline{\delta'(T)}\).
(ii) Let \(T\) be a \(\mathcal{H}_P^\infty\)-bounded operator. If \(T \in \cap_{n \in \mathbb{N}} \text{Dom} \, \delta'^n\), then \(T \in \cap_{n \in \mathbb{N}} \text{Dom} \, \delta^n\).

In particular the bounded closure \(\overline{T}\) of \(T\) belongs to \(\cap_{n \in \mathbb{N}} \text{Dom} \, \delta^n\).

Definition 2.5. Given a Hilbert space \(\mathcal{H}\) and a selfadjoint (possibly unbounded) operator \(P\), we call Sobolev scale on \(\mathbb{N}\), a family \((\mathcal{H}^k)_{k \in \mathbb{N}}\) of Hilbert spaces such that
- \(\mathcal{H}^0 = \mathcal{H}\),
- \(\mathcal{H}^{k+1}\) is continuously included in \(\mathcal{H}^k\) for any \(k \in \mathbb{N}\),
- for any \(k \in \mathbb{N}\), \(\text{Dom} P^k\) is a closed subset of \(\mathcal{H}^k\).

By closed graph theorem, the last point implies that \(P^k\) is continuous from \(\text{Dom} P^k\) endowed with the \(\mathcal{H}^k\)-topology into \(\mathcal{H}\).

Similar abstract Sobolev scales, defined as domains of the powers of an abstract differential operator, have been considered in [36]. A corresponding criterion for regularity has been obtained in [36] 4.26 Theorem]. The scale we consider here will correspond in section 4 to the Sobolev spaces (on the manifold with boundary) and not to the domains of the powers of the realization of a first order pseudodifferential operator. In the case without boundary, these scales coincide.

When \(T\) is a \(\mathcal{H}_P^\infty\)-bounded operator, we shall denote \(T^{(k)} := [P^2, \cdot]^k(T)\) for any \(k \in \mathbb{N}\).

Lemma 2.6. Let \(P\) be a selfadjoint operator and \(T\) be a \(\mathcal{H}_P^\infty\)-bounded operator. Suppose that there is a Sobolev scale \((\mathcal{H}^k)_{k \in \mathbb{N}}\) such that for any \(k \in \mathbb{N}\), \(T^{(k)}\) is continuous from \(\mathcal{H}_P^\infty\) with the \(\mathcal{H}^k\)-topology into \(\mathcal{H}_P^\infty\) with the \(\mathcal{H}\)-topology. Then \(\overline{T} \in \cap_{n \in \mathbb{N}} \text{Dom} \, \delta^n\).
Proof. The operator \((P - i)^k = \sum_{j=0}^k \binom{k}{j} (-i)^{k-j} P^j\) is continuous from \(\text{Dom } P^k\) with the \(H^k\)-topology into \(\mathcal{H}\). Since \(P\) is selfadjoint, \(P - i\) is a bijection from \(\text{Dom } P\) onto \(\mathcal{H}\), and by composition, \((P - i)^k\) is a bijective map from \(\text{Dom } P^k\) onto \(\mathcal{H}\). The inverse mapping theorem now implies that \((P - i)^{-k}\) is continuous from \(\mathcal{H}\) onto \(\text{Dom } P^k\) with the \(H^k\)-topology. Moreover, \((1 + P^2)^{-k/2} = (P - i)^{-k}B\) where \(B := (P - i)^k(1 + P^2)^{-k/2}\) is, by spectral theory, a bijective operator in \(B(\mathcal{H})\). As a consequence, \((1 + P^2)^{-k/2}\) is continuous from \(\mathcal{H}\) onto \(\text{Dom } P^k\) with the \(H^k\)-topology. In particular, \((1 + P^2)^{-k/2}\) is continuous from \(\mathcal{H}^\infty\) with the \(\mathcal{H}\)-topology, into \(\mathcal{H}^\infty\) with the \(H^k\)-topology.

So the hypothesis gives that \(T(k)(1 + P^2)^{-k/2} = \left([P^2, \cdot](1 + P^2)^{-1/2}\right)^k(T) = \delta_1(T)\) is a \(\mathcal{H}^\infty\)-bounded operator. The result follows from Lemma 2.4. 

The previous lemma essentially implies that, in order to prove the regularity of a spectral triple \((\mathcal{A}, \mathcal{H}, \mathcal{D})\), it is sufficient to construct a Sobolev scale \((H^k)^{k\in\mathbb{N}}\) adapted to \(\mathcal{H}\) and \(\mathcal{D}\), such that the operators \(\mathcal{D}^k\) and \(T^{(k)}\) behave respectively as operators of “order” \(k\) with respect to the Sobolev scale, when \(k\) is an element of \(\mathcal{A} \cup \text{dA}\).

Remark 2.7. By Lemma 2.4, it is possible to obtain regularity without using Sobolev spaces of negative order, implicitly used for instance in [29, Theorem 11.1] which follows the original argument of [17]. This shall considerably simplify the proof of the regularity of the spectral triple on manifolds with boundary, since the continuity of realizations of elliptic boundary differential operators is usually established on Sobolev spaces of positive order [17,30,38]. Note however that it may be possible to deal with negative orders by using the technique of transposition described in [17].

Another approach of regularity can be found in [35,36,49].

3 Background on elliptic systems on manifolds with boundary

We review in this section a few definitions and basic properties about Sobolev spaces in manifolds with and without boundary and boundary pseudodifferential operators choosing Boutet de Monvel’s calculus. More details and proofs can be found in classical references like [30,38].

Let \(\tilde{M}\) be a smooth compact manifold without boundary of dimension \(d\) and \(\tilde{E}\) be a smooth hermitian vector bundle on \(\tilde{M}\). Let \(M\) be an open submanifold of \(\tilde{M}\) of dimension \(d\) such that \(\overline{\tilde{M}}\) (topological closure) is a compact manifold with nonempty boundary \(N := \partial \overline{\tilde{M}} = \overline{\tilde{M}} \setminus \tilde{M}\).

As a consequence, \(N\) is a smooth compact submanifold of \(\tilde{M}\) without boundary of dimension \(d - 1\).

The sub-bundle of \(\tilde{E}\) on \(\overline{\tilde{M}}\) (resp. \(N\)) is denoted \(\tilde{E}\) (resp. \(E_N\)). We denote \(H^s(\tilde{E}), H^s(E)\) the Sobolev spaces of order \(s \in \mathbb{R}\) respectively on \(\tilde{M}\) with bundle \(\tilde{E}\) and \(M\) with bundle \(E\). Recall that by definition

\[H^s(E) := \mathcal{H}^s(\overline{\tilde{M}}, E) := r^+(H^s(\tilde{E}))\]

where \(r^+\) is the restriction to \(M\). We refer to [30, p. 496] for the definition of the topology of \(H^s(E)\).

Remark that, for a given manifold \(\overline{\tilde{M}}\) with boundary \(\partial \overline{\tilde{M}}\), it is always possible to construct \(\overline{\tilde{M}}\) with previous properties. Moreover, there exist constructions of invertible double for Dirac operators and more general first order elliptic operators on closed double of \(\overline{\tilde{M}}\) [4,4].

We denote \(\Psi^k(\tilde{E})\) (resp. \(\text{Diff}^k(\tilde{E})\)) the space of pseudodifferential (resp. differential) operators of order \(k\) on \((\tilde{M}, \tilde{E})\). Any element of \(\Psi^k(\tilde{E})\) is a linear continuous operator from \(H^s(\tilde{E})\) into \(H^{s-k}(\tilde{E})\), for any \(s \in \mathbb{R}\).
We set
\[ C^\infty(M, E) := r^+ (C^\infty(M, E)) \quad \text{and} \quad C^\infty(M) := r^+(C^\infty(M)). \]

Despite notations, note that the spaces \( H^s(E), C^\infty(M, E) \) and \( C^\infty(M) \) are spaces of functions defined on \( M \), and not on \( \overline{M} \), as \( r^+ \) is the restriction on \( M \). Remark that \( C^\infty(M) \) is identified to \( C^\infty(M) \text{Id}_{E|M} \), so that \( C^\infty(M) \) can be seen as an algebra of bounded operators on \( H^0(E) \), and in particular on \( H^0(E) = L^2(M, E) = r^+ L^2(\overline{M}, \tilde{E}) \).

A differential operator \( P \) on \( \overline{M} \) is by definition a differential operator on \( M \) with coefficients in \( C^\infty(M, E) \). We denote \( \text{Diff}^k(M, E) \) the space of differential operators of order \( k \in \mathbb{N} \) on \( \overline{M} \).

Any element of \( \text{Diff}^k(M, E) \) can be extended uniquely as a linear continuous operator from \( H^s(E) \) into \( H^{s-k}(E) \), for any \( s \in \mathbb{R} \).

Finally, note that \( C^\infty(M, \tilde{E}) \) is dense in any \( H^p(\tilde{E}) \) and \( C^\infty(M, E) \), and \( C^\infty(M) \) is also dense in any \( H^p(E) := r^+ H^p(\tilde{E}) \), and moreover,
\[ \bigcap_{p \in \mathbb{N}} H^p(\tilde{E}) = C^\infty(M, \tilde{E}), \quad \bigcap_{p \in \mathbb{N}} H^p(E) = C^\infty(M, E). \]

The extension by zero operator \( e^+ \) is a linear continuous operator from \( H^s(E) \) into \( H^{s+k}(E) \) for any \( s \in ]-\frac{1}{2}, \frac{1}{2}[, \] such that \( e^+(u) = u \) on \( M \) and \( e^+(u)(x) = 0 \) for any \( u \in C^\infty(M, E) \) and \( x \in \overline{M}\setminus M \).

For any \( P \in \Psi^k(\tilde{E}) \), we define its truncation to \( M \) by
\[ P_+ := r^+ P e^+. \]

Recall that \( P \in \Psi^k(\tilde{E}), k \in \mathbb{Z}, \) is said to satisfy the transmission condition if \( P_+ \) maps \( C^\infty(\overline{M}, E) \) into itself which means that ”\( P_+ \) preserves \( C^\infty \) up to the boundary”. In particular, any differential operator satisfies this condition.

It turns out that if \( P \) satisfies the transmission condition, \( P_+ \) can be seen as linear continuous operator from \( H^s(E) \) into \( H^{s-k}(E) \) for any \( s > -\frac{1}{2} \) (\([30] 2.5.8 \text{ Theorem, } 2.5.12 \text{ Corollary} \))

We refer to \([30, 31]\) for all definitions of elliptic boundary system, normal trace operator and singular Green operator but to fix notations, we recall the Green formula \([30] 1.3.2 \text{ Proposition}]\): for \( P \in \Psi^k(\tilde{E}), k \in \mathbb{N} \) and for any \( u, v \in C^\infty(M, E) \),
\[ (P_+ u, v)_M = (u, (P^*)_+ v)_M = (\mathcal{A}_P \rho u, \rho v)_N \]
(2)

where \((u, v)_X := \int_X u(x)v(x) \, dx \) (if defined) and \( \rho = \{ \rho_0, \cdots, \rho_{k-1} \} \) is the Cauchy boundary operator given by \( \gamma_j u = (-i\partial_d)^j u|_N \) (\( \partial_d \) being the interior normal derivative) and \( \mathcal{A}_P \) is the Green matrix associated to \( P \).

Here, \( x = (x', x_d) \) is an element of \( \overline{M} = N \sqcup M \) with \((x', 0) \in N \) and \( x_d \) denotes a normal coordinate. By \([30] \text{Lemma } 1.3.1], P = A + P^* \) with \( A = \sum_{l=0}^k S_l (-i\partial_d)^l \), where \( S_l \) is a tangential differential operator of order \( k - l \) supported near \( N = \partial M \), and \( P^* \) is a pseudodifferential operator of order \( k \) satisfying \((P^*_+ u, v)_M = (u, (P^*)_+ v)_M = 0 \). The Green matrix satisfies
\[ \mathcal{A}_P = (\mathcal{A}_{j,l})_{j,l=0,\cdots,k-1} \text{ with } \mathcal{A}_{j,l}(x', D') := iS_{j+l+1}(x', 0, D') + \text{lower-order terms}. \]

and \( \mathcal{A}_{j,l} \) is zero if \( j + l + 1 > k \).

**Remark 3.1.** When \( P \) is a pseudodifferential operator of order \( 1, \mathcal{A}_P \) is an endomorphism on the boundary \( N \). For instance, if \( P \) is a classical Dirac operator acting on a Dirac bundle, then \( \mathcal{A}_P = -i\gamma_d \) where \( \gamma \) is the (selfadjoint) Clifford action and \( \{e_i\}, i = 1, \ldots, d \) is a (local) orthonormal frame of \( TM \) such that \( e_d \) is the inward pointing unit normal, and \( \gamma_i := \gamma(e_i) \). This \( \mathcal{A}_P \) corresponds to \(-J_0\) in \([4, 5] \).
When $P \in \Psi^n(E)$, $n \in \mathbb{N}$, satisfies the transmission condition, $G$ is a singular Green operator of order $n$ and class $\leq n$ and $T := \{ T^0, \ldots , T^{n-1} \}$ is a system of normal trace operators associated with the order $n$, each $T^i$ going from $E$ to $E_N$, then the $(H^n)$ realization of the system $\{ P_+ + G, T \}$ is the operator $(P + G)_T$ defined as the operator acting like $P_+ + G$ with domain

$$\text{Dom}(P + G)_T := \{ \psi \in H^n(M, E) : T\psi = 0 \}.$$  

These realizations are always densely defined, and since $T$ is continuous from $H^n(E)$ into $\prod_{j=0}^{n-1} H^{n-j-\frac{1}{2}}(E_N)$, $\text{Dom}(P + G)_T$ is a closed subset of $H^n(E)$. Recall that $P_+ + G$ is continuous from $H^s(E)$ into $H^{s-n}(E)$ for any $s > n - \frac{1}{2}$.

We shall assume that all pseudodifferential operators satisfy the transmission property at the boundary.

We record here the following proposition, which is a direct application of [30, 1.4.6 Theorem, Corollary 2.5.12, 2.7.8 Corollary]:

**Proposition 3.2.** Let $\{ P_+ + G, T \}$ be an elliptic system of order $n$ ($G$ being with class $\leq n$) with $T$ a system of normal trace operators associated with the order $n$.

Then for any $k \in \mathbb{N}$, there exist a singular Green operators $G_k$ of class $\leq nk$, and a system of normal trace operators $T_k$ associated with the order $nk$ such that $((P + G)_T)_k$ is the realization of the elliptic system $\{ (P^k)_+ + G_k, T_k \}$ of order $nk$.

Moreover, $\text{Dom}((P + G)_T)_k$ is a closed subset of $H^{nk}(E)$, and $(P^k)_+ + G_k$ is continuous from $H^s(E)$ into $H^{s-nk}(E)$ for $s > nk - \frac{1}{2}$.

When $P, P'$ are in $\Psi^\infty(\tilde{E})$, the leftover of $P$ and $P'$

$$L(P, P') := (PP')_+ - P_+ P'_+$$

is a singular Green operator of order $k + k'$ and class $\leq k + k'$ when the order of $P$ and $P'$ are $k$ and $k'$.

The following result is a consequence of [30 (2.6.27)], but we give a short proof.

**Lemma 3.3.** Let $P, P' \in \Psi^\infty(\tilde{E})$.

(i) If $P$ is differential, then $L(P, P') = 0$.

(ii) If $P'$ is an endomorphism on $(\tilde{M}, \tilde{E})$ (differential operator of order 0), then $L(P, P') = 0$.

**Proof.** (i) From the locality of differential operators, we see that $e^+ r^+ Pe^+ r^+ = r^+ P$. It follows that $L(P, P') = 0$.

(ii) Since $e^+ r^+ P' e^+ = P' e^+$, the result follows. 

\[\square\]

4 Spectral triples on manifolds with boundary

4.1 Spectral triples on $\tilde{M}$ and $\overline{M}$

Since it is a first step to the main theorem of this section, we record the following known fact in noncommutative geometry [22]: any elliptic pseudodifferential operator of first order on compact manifolds, whose square has a scalar principal symbol, yields a regular spectral triple with the algebra of smooth functions.

Recall that the principal symbol $\sigma_d(P)$ of $P \in \Psi^d(\tilde{E})$ is said to be scalar when it is of the form $\sigma \text{Id}_E$ with $\sigma \in C^\infty(T^*M, \mathbb{C})$. 
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Proposition 4.1. Let \( P \in \Psi^1(\tilde{\mathcal{E}}) \) be an elliptic symmetric pseudodifferential operator of order one on \( \tilde{\mathcal{M}} \) such that the principal symbol of \( P^2 \) is scalar. Then \( (C^\infty(\tilde{\mathcal{M}}), L^2(\tilde{\mathcal{E}}), P) \) is a regular spectral triple of dimension \( d \).

Proof. Since \( P \in \Psi^1(\tilde{\mathcal{M}}) \) is an elliptic symmetric operator on \( L^2(\tilde{\mathcal{E}}) \), it is selfadjoint with domain \( H^1(\tilde{\mathcal{E}}) \). Any \( a \in C^\infty(\tilde{\mathcal{M}}) \) is represented by the left multiplication operator on \( L^2(\tilde{\mathcal{E}}) \) which is bounded. Since \( a \) is scalar, the commutator \([P, a]\) is a pseudodifferential operator of order 0 and thus can be extended as a bounded operator on \( L^2(\tilde{\mathcal{E}}) \).

Ellipticity implies that \( \text{Dom} \ P^k = H^k(\tilde{\mathcal{E}}) \) for any \( k \in \mathbb{N} \), where here \( P^k \) is the composition of operators \( P : H^1(\tilde{\mathcal{E}}) \to L^2(\tilde{\mathcal{E}}) \) as unbounded operators in \( L^2(\tilde{\mathcal{E}}) \). The operator \( (P - i)^d \) is thus continuous and bijective from \( H^d(\tilde{\mathcal{E}}) \) onto \( \mathcal{H} \), and by inverse mapping theorem \( (P - i)^{-d} \) is continuous from \( \mathcal{H} \) onto \( H^d(\tilde{\mathcal{E}}) \). By a classical result (see for instance \[30\] A.4 Lemma]), \( (P - i)^{-d} \) is compact, and the dimension of the given triple is \( d \).

It remains to check the regularity. By Sobolev lemma, \( \mathcal{H}_P^\infty = C^\infty(\tilde{\mathcal{M}}, \tilde{\mathcal{E}}) \) so that, for any \( a \in C^\infty(\tilde{\mathcal{M}}) \), \( a|_{\mathcal{H}_P^\infty} \) and \( da|_{\mathcal{H}_P^\infty} \), are \( \mathcal{H}_P^\infty \)-bounded operators. Since the principal symbol of \( P^2 \) is scalar, \( (a|_{\mathcal{H}_P^\infty})^k \) and \( (da|_{\mathcal{H}_P^\infty})^k \) are pseudodifferential operators of order \( k \) defined on \( \mathcal{H}_P^\infty \).

Applying now Lemma 2.6 with the Sobolev scale \( (H^k(\tilde{\mathcal{E}}))_{k \in \mathbb{N}} \), we have

\[
\mathcal{H}_P^\infty \subseteq \mathcal{H}^\infty_{\mathcal{P}}, \quad a^* \mathcal{H}_P^\infty \subseteq \mathcal{H}^\infty_{\mathcal{P}}. 
\]

Remark 4.3. Note that for any \( a \in C^\infty(\tilde{\mathcal{M}}) \), we have \( \text{Dom} \ P_T \subseteq \text{Dom} \ P_T \). As a consequence, when \( a \in \mathcal{A}_{P_T} \), \([P_T, a]\) is an operator with domain \( \text{Dom} \ P_T \), which sends \( \mathcal{H}^\infty_{P_T} \) into itself.

The following lemma provides some lower bounds to \( \mathcal{A}_{P_T} \).

Lemma 4.4. (i) \( \mathcal{A}_{P_T} \) contains the algebra

\[
\mathcal{B} := \{ a \in C^\infty(\mathcal{M}) : T d^k a, T d^k a^* \in \Psi^\infty(\mathcal{E}_N) T, \text{ for any } k \in \mathbb{N} \}
\]

where \( d^k := [P_+, \cdot]^k \).

(ii) If \( P \) is a differential operator, \( \mathcal{A}_{P_T} \) contains the smooth functions that are constant near the boundary.

Proof. (i) Suppose that \( a \in \mathcal{B} \). Since \( Ta = a|_{\mathcal{N}} T \), we directly check that \( a \text{Dom} \ P_T \subseteq \text{Dom} \ P_T \).

By induction, for any \( j \in \mathbb{N} \), \( [P_+, j, a] = \sum_{i=1}^j c_{ij} d^i(a) P_+^{j-i} \) where \( c_{ij} \) are scalar coefficients. Choose \( k \in \mathbb{N} \) and \( \psi \in \text{Dom} P_T^k \). Thus, \( \psi \in H^k(\mathcal{E}) \) and for any \( 0 \leq j \leq k - 1 \), \( T(P_+^j \psi) = 0 \).

So, there are \( R_i \in \Psi^\infty(\mathcal{E}_N) \) such that

\[
T(P_+^j \psi) = \sum_{i=1}^j c_{ij} T(d^i(a) P_+^{j-i} \psi) = \sum_{i=1}^j c_{ij} R_i T P_+^{j-i} \psi = 0.
\]
which proves that \( a \psi \in \text{Dom} \, P^k_T \) since \( a \psi \in H^k(E) \). The same can be obtained for \( a^* \).

(ii) If \( a \) is a smooth function constant near the boundary, there is \( \lambda \in \mathbb{C} \) and \( f \in C^\infty_c(M) \) with compact support such that \( a = \lambda 1_M + f \), where \( 1_M \) is the function equal to 1 on \( M \). The result follows from inclusions \( C^\infty_c(M) \, \text{Dom} \, P^k_T \subseteq H^k_c(E) \subseteq \text{Dom} \, P^k_T \). □

Here is the main result of this section:

**Theorem 4.5.** Let \( P \in \Psi^1(\hat{E}) \) be a symmetric pseudodifferential operator of order one on \( \hat{M} \) satisfying the transmission condition.

Let \( S \in C^\infty(N, \text{End}(E_N)) \) be an idempotent selfadjoint endomorphism on the boundary such that the system \( \{ P^+ , T := S \gamma_0 \} \) is an elliptic pseudodifferential boundary operator. Then

(i) \( P_T \) is selfadjoint if and only if

\[
(1 - S) \mathcal{A}_P (1 - S) = 0 \quad \text{and} \quad S \mathcal{A}_P^{-1} S = 0. \tag{3}
\]

(ii) When \( P_T \) is selfadjoint, \( (C^\infty(\hat{M}), L^2(E), P_T) \) is a spectral triple of dimension \( d \).

(iii) When \( P \) is a differential operator such that \( P^2 \) has a scalar principal symbol and \( P_T \) is selfadjoint, the spectral triple \( (\mathcal{A}_P, L^2(E), P_T) \) is regular.

(iv) Under the hypothesis of (iii), \( \mathcal{A}_P \) is the largest algebra \( A \) in \( C^\infty(\hat{M}) \) such that the triple \( (A, L^2(E), P_T) \) is regular.

**Proof.** (i) Since \( \{ P^+ , T \} \) is elliptic and \( P^* = P \) (viewed as defined on \( H^1(\hat{M}) \)), we can apply [30] 1.6.11 Theorem] with the same notations, except that \( S \) is here not surjective: it is an endomorphism only surjective on \( E^+_N := S(E_N) \) with kernel \( E^-_N := (1 - S)(E_N) \), so \( E_N \) is the direct orthogonal sum of \( E^+_N \) and \( E^-_N \) and our \( S \) is just replaced by the notation \( S \) where \( \hat{R} \) is the surjective morphism associated to the endomorphism \( R \) from its domain to its range \( R(E) \) to avoid confusion. In the notation of [30], we take \( B = P_T \), \( 0 = G = K = G' = \hat{G} = T' \), \( \rho = \gamma_0 \).

Thus, \( P_T \) is selfadjoint if there is a homeomorphism \( \Psi \) from \( H^s(E^+_N) \) onto \( H^s(E^-_N) \), such that since \( P = P^* \) yields \( \mathcal{A}_P = -\mathcal{A}_P \)

\[
-C^* \mathcal{A}_P \gamma_0 = \Psi \hat{S} \gamma_0, \tag{4}
\]

with \( C' \) satisfying \((1 - S)C' = \text{Id}_{E^-_N}\) and \( C' (1 - S) = (1 - S) \). In other words, \( C' \) is the injection from \( E^-_N \) into \( E_N \) and \( C'' = (1 - S) \).

By [30] (1.6.52)], when this is the case, \( \Psi \) has the form \( \Psi = C^* \mathcal{A}_P C \) with \( \hat{S} C = \text{Id}_{E^-_N} \) and \( C' \) is the matrix \( 1 \) here. Note that \( \mathcal{A}_P \) is invertible as a consequence of the ellipticity of \( P \).

Now, suppose that \((1 - S) \mathcal{A}_P (1 - S) = 0 \) and \( S \mathcal{A}_P^{-1} S = 0 \). We define \( \Psi = -(1 - S) \mathcal{A}_P C \). This is a homeomorphism from \( H^s(E^+_N) \) onto \( H^s(E^-_N) \). Indeed, if we set \( \Psi^{-1} = -\hat{S} \mathcal{A}_P^{-1} C' \), we get

\[
\Psi \circ \Psi^{-1} = (1 - S) \mathcal{A}_P C \hat{S} \mathcal{A}_P^{-1} C' = (1 - S) \mathcal{A}_P S \mathcal{A}_P^{-1} C' = (1 - S) (S + (1 - S)) \mathcal{A}_P^{-1} C' = (1 - S) C' = \text{Id}_{E^-_N}
\]

and we also have \( \Psi^{-1} \circ \Psi = \text{Id}_{E^-_N} \) using \( S \mathcal{A}_P^{-1} S = 0 \). Moreover,

\[
\hat{S} = -(1 - S) \mathcal{A}_P S = -C^* \mathcal{A}_P (S + (1 - S)) = -C^* \mathcal{A}_P.
\]
As a consequence, (4) is satisfied and the if part of the assertion follows.

Conversely, suppose that \( P_T \) is selfadjoint. From Green’s formula (2), we get \( (A_P \gamma u, \gamma v)_N = 0 \) for any \( u, v \in \text{Dom } P_T \). Since \( \gamma \) \( : H^1(E) \to H^{1/2}(E_N) \) is surjective, \((A_P (1-S)\psi, (1-S)\phi)_N = 0\) for any \( \psi, \phi \in H^{1/2}(E_N) \) and thus \((1-S)\gamma A_P (1-S) = 0\). Again, from [30] Theorem 1.6.11 we get that \( \Pi := C^0 \alpha A_P C \) is a homeomorphism from \( H^s(E_N) \) onto \( H^s(E_N) \) and we check as before that \( \Psi^{-1} := -\hat{\mathcal{S}} A^{-1}_P C' \) is a right-inverse of \( \Pi \), and thus, is the inverse of \( \Pi \). The equation \( \Psi^{-1} \circ \Psi = 1d_{E_N} \) yields \( \hat{\mathcal{S}} A^{-1}_P S \gamma A_P C = 0 \), which gives \( \hat{\mathcal{S}} A^{-1}_P S \gamma A_P S = 0 \). Thus,

\[
\hat{\mathcal{S}} A^{-1}_P S \gamma A_P = \hat{\mathcal{S}} A^{-1}_P S \gamma A_P (1-S) = \hat{\mathcal{S}} A^{-1}_P (S + (1-S)) \gamma A_P (1-S) = \hat{\mathcal{S}} (1-S) = 0
\]

so \( S \gamma A_P^{-1} S = 0 \).

(ii) Clearly, \( C^\infty(M) \) is represented as bounded operators on \( L^2(E) \) by left multiplication. Since \( P_T \) is a selfadjoint unbounded operator on \( L^2(E) \), \( (P_T - i)^d \) is a bijective operator from \( \text{Dom } P_T^d \) onto \( L^2(E) \).

The system \( \{ P_+, T \} \) being elliptic, it follows from Proposition [32] that \( \text{Dom } P_T^d \) is a closed subset of \( H^d(E) \) and \( P_T^d \) is continuous from \( \text{Dom } P_T^d \), with the topology of \( H^d(E) \), into \( L^2(E) \). Using the inverse mapping theorem as in the proof of Lemma 2.6 (ii), we see that \( (P_T - i)^{-d} \) is a topological isomorphism from \( L^2(E) \) onto \( \text{Dom } P_T^{-d} \) (with the induced topology of \( H^d(E) \)).

Again, [30] A.4 Lemma implies that \( (P_T - i)^{-d} \) is compact, and the singular values \( \mu_n(|P_T|) \) are \( O(n^{-1/d}) \).

Let \( a \in C^\infty(M) \). In particular \( \text{Dom } |P_T|, a = \text{Dom } P_T \) and if \( \psi \in \text{Dom } P_T \), \( |P_T, a| \psi = |P_+, a| \psi \). By Lemma 3.3 \( [P_+, a] = [P, \tilde{a}]_+ \) where \( \tilde{a} \in C^\infty(M) \) is such that \( (\tilde{a})_+ = a \). Thus, since \([P, \tilde{a}]\) is a pseudodifferential operator of order 0 in \((\tilde{M}, \tilde{E})\) satisfying the transmission property, \([P_+, a]\) is continuous from \( H^s(E) \) into \( H^s(E) \) for any \( s > -1/2 \). In particular, \([P_T, a]\) extends uniquely as a bounded operator \( da \) on \( L^2(E) \).

(iii) By (ii) \((C^\infty(M), L^2(E), P_T)\) is a spectral triple. Thus, since \( A_{P_T} \) is a \(*\)-subalgebra of \( C^\infty(M) \), \((A_{P_T}, L^2(E), P_T)\) is also a spectral triple (of the same dimension).

Let \( A \in A_{P_T} \cup dA_{P_T} \). It is clear that \( A \) sends \( H^\infty_{P_T} \) into itself. We denote \( B \) the associated \( H^\infty_{P_T} \)-bounded operator (so \( \overline{B} = A \)).

Clearly, \( H^k(E) \) is a Sobolev scale associated to \( L^2(E) \) and \( P_T \). The result will follow by Lemma 2.6 if we check that for any \( k \in \mathbb{N} \), \( B^{(k)} := [P_+, \cdot]^k(B) \) is continuous from \( H^\infty_{P_T} \) with the \( H^k(E) \)-topology, into \( H^\infty_{P_T} \) with the \( L^2(E) \)-topology. Since \( P \) is differential, Lemma 3.3 yields for any \( \psi \in H^\infty_{P_T} \)

\[
B^{(k)}(\psi) = [P_T^k, \cdot]^k(B)\psi = [\{P_+\}^k, \cdot]^k(B)(\psi) = ([P^2, \cdot]^k(\tilde{B}))_+(\psi)
\]

where \( \tilde{B} \) is a differential operator of order 0 on \((\tilde{M}, \tilde{E})\) satisfying \( \tilde{B}_+ = \overline{B} = A \). Since \( P^2 \) has scalar principal symbol, \([P^2, \cdot]^k(\tilde{B}) \) is a differential operator of order \( k \). The claim follows.

(iv) Suppose that \( A \) is a subalgebra of \( C^\infty(M) \) such that \( (A, L^2(M), E), P_T \) is a regular spectral triple, \( A \) acting on \( L^2(M, E) \) by left multiplication. By regularity, a direct application of the proof of (3) \( \Rightarrow \) (4) in [19] Lemma 2.1 yields \( aH^\infty_{P_T} \subseteq H^\infty_{P_T} \) for any \( a \in A \). This shows that \( A \subseteq A_{P_T} \).

\( \square \)

Note that if \( S = 1 \) or \( S = 0 \) then by previous theorem (i), \( P_T \) is not selfadjoint.

**Remark 4.6.** The hypothesis “\( P \) is a differential operator” in Theorem 4.2 (iii) is crucial in the sense that if \( P \) is a non-differential pseudodifferential operator, some non-vanishing leftovers may appear in \( B^{(k)} \) and destroy the continuity of order \( k \).
This phenomenon does not appear in the boundaryless case since it stems from the singularities generated by the cut-off operator $e^\pm r^\pm$ at the boundary.

We conclude this section with a simple one-dimensional example:

**Remark 4.7.** Let $\tilde{M} = S^1$ and $\overline{M} = \{(x, y) \in S^1 : x \geq 0 \} \simeq [-\frac{\pi}{2}, \frac{\pi}{2}]$. Define $P$ on $H^1(\overline{M}, \mathbb{C}^2)$ by $\begin{pmatrix} 0 & \frac{d}{d\theta} \\ \frac{d}{d\theta} & 0 \end{pmatrix}$, where $\theta$ is the polar coordinate $\theta \mapsto (\cos \theta, \sin \theta)$, and let $T = S\gamma_0$ where $S = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$. The system $(P_+, T)$ is elliptic of order 1 and $P_T$ is selfadjoint since $A_P = \varepsilon \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = -A_P^{-1}$ and $(1 - S)A_P = A_PS$ where $\varepsilon$ is the function on $N = \partial\overline{M}$ such that $\varepsilon(0, 1) = 1$ and $\varepsilon(0, -1) = -1$.

By Theorem 4.5, $(A_{P_T}, L^2(\overline{M}, \mathbb{C}^2), P_T)$ is a regular spectral triple of dimension 1. The smooth domain $\mathcal{H}_{P_T}^\infty$ is equal to the set of all $\psi = (\psi_1, \psi_2) \in C^\infty(\overline{M}, \mathbb{C}^2)$ such that for all $k \in \mathbb{N}$, $(\psi_1^{(2k)})|_N = 0$ and $(\psi_2^{(2k+1)})|_N = 0$, where $\phi^{(p)}$ for all $p \in \mathbb{N}$ denotes $(\frac{d}{d\theta})^p \phi$.

Moreover, the algebra $A_{P_T}$ is equal to the set of all smooth functions $a \in C^\infty(\overline{M})$ such that for all $k \in \mathbb{N}$, $(a^{(2k+1)})|_N = 0$. For example, $\theta \mapsto \sin \theta \in A_{P_T}$ while $\theta \mapsto \cos \theta \notin A_{P_T}$. In particular $A_{P_T}$ is strictly included in $C^\infty(\overline{M})$.

We conjecture that $A_{P_T}$ is different from $C^\infty(\overline{M})$ for any differential operator of first order $P$ and any normal trace operator $T = S\gamma_0$ such that $P_T$ is selfadjoint and $\{P_+, T\}$ is elliptic.

### 4.2 Case of a Dirac operator

We now assume that $\tilde{M}$ is a riemannian manifold with metric $g$, $d = \dim \tilde{M}$ is even and $\tilde{E}$ has a Clifford module structure. This means that there is a smooth map $\gamma : T\tilde{M} \to \text{End}(\tilde{E})$ such that for any $x, y \in T\tilde{M}$, $\gamma(x)\gamma(y) + \gamma(y)\gamma(x) = 2g(x, y)$.

We also fix on $\tilde{E}$ a Hermitian inner product $(\cdot, \cdot)$ such that $\gamma(x)^* = \gamma(x)$ for any $x \in T\tilde{M}$. Note that for a given $\gamma$, such Hermitian inner product always exists. We fix a connection $\nabla$ on $\tilde{E}$ such that for any $x, y \in T\tilde{M}$ and $v, w \in \tilde{E}$,

$$
\nabla_x (\gamma(y)v) = \gamma(\nabla^LC_x(y))v + \gamma(y)\nabla_x v.
$$

where $\nabla^LC$ is the Levi-Civita connection of $(\tilde{M}, g)$. By [27] Lemma 1.1.7, such connection always exists. The Dirac operator associated to the connection $\nabla$ is locally defined by $D := i \sum_{j} \gamma_j \nabla_j$, where our conventions are the following: $(e) := \{e_1, \ldots, e_d\}$ is a local orthonormal frame of the tangent space where $e_d$ is the inward pointing unit vector field, $\gamma_j := \gamma(e_j)$ and $\nabla_j := \nabla_{e_j}$.

The chiral boundary operator $\chi$ investigated in [13, 39] is defined in the following way: choose $\chi := (-i)^{d/2+1}\gamma_1 \cdots \gamma_{d-1}$, so $\chi_m := i\chi \gamma_d$ (also sometimes denoted $\gamma_{d+1}$) is the natural chirality of $\tilde{M}$. Then $\{\chi, \gamma_n\} = 0$ while $[\chi, \gamma_n] = 0$, $\forall n \in \{1, \ldots, d-1\}$. Let $\Pi_\pm$ be the projections associated to eigenvalues $\pm 1$ of $\chi$ ($\chi^* = \chi$ and $\chi^2 = 1$). This defines a particular case of elliptic boundary condition [27] Lemma 1.4.9, Theorem 1.4.11, Lemma 1.5.3. The map $S := \Pi_-$ is an idempotent selfadjoint endomorphism on $N$ and $1 - S = \Pi_+$. Since $A_D = -i\gamma_d = -A_D^{-1}$ by Remark 3.1, we get $(1 - S)A_P = A_D S$ and $D_T$, where $T := S|_{N\gamma_0}$, is selfadjoint by [3]. This type of boundary condition is chosen of course to obtain a selfadjoint boundary Dirac operator, which is not the case if we choose a Dirichlet or a Neumann–Robin condition.

In this framework, Theorem 4.5 shows the following, a fact not considered in [13]:
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Theorem 4.8. The triple \((A_{D_T}, L^2(M, E), \mathcal{D}_T)\) is a regular spectral triple of dimension \(d\).

4.3 A spectral triple on the boundary \(N := \partial M\)

We intend here to construct a spectral triple on the boundary of the manifold \(\tilde{M}\). The idea is to define a transversal differential elliptic operator on the boundary from a differential elliptic operator on \(\tilde{M}\) and a Riemannian structure.

Let \(\mathcal{D}\) be an elliptic symmetric differential operator of order one on \(\tilde{M}\). Recall that a pair \((g, h)\) where \(g\) is a metric on \(\tilde{M}\) and \(h\) is an hermitian pairing on \(E\) is said of the product-type near the boundary \(N\) if there exists a tubular neighborhood \(U\) of \(N\) in \(\tilde{M}\) such that \((U, g_U)\) is isometric to \([-\varepsilon, \varepsilon] \times N\) for some \(\varepsilon > 0\) with metric \(dx^2 \otimes g_N(x)\) where \(g_N(x)\) is a smooth family of metrics on \(N\), and \(h\) is such that \(h(x) := \mathcal{F}_x h_1|_{\{x\} \times N}\) is independent of \(x \in [-\varepsilon, \varepsilon]\), where \(\mathcal{F}\) is the bundle isomorphism between \(\tilde{E}_U\) and \([-\varepsilon, \varepsilon] \times E_N\).

As observed in [5, Section 2.1], we can always suppose that the pair \((g, h)\) on \(\tilde{M}\) is of the product type near the boundary \(N\). The idea is to let the coefficients of \(\mathcal{D}\) to absorb any non-product behavior of \((g, h)\). More precisely, if we start with a general pair \((g, h)\) on \(\tilde{M}\) and if \((g_1, h_1)\) is pair of product type near the boundary, we can define \(s \in C^\infty(\tilde{M}, L(E))\) such that for any \(p \in \tilde{M}\), \(s(p)\) is the isomorphism between the two equivalent quadratic spaces \((\tilde{E}_p, h(p))\) and \((\tilde{E}_p, h_1(p))\). We then define the following application
\[
\Psi : u \in C^\infty(\tilde{M}, E) \rightarrow \rho^{-1/2} s^{-1} u \in C^\infty(\tilde{M}, \tilde{E})
\]
where \(\rho := d\omega(g_1)/d\omega(g)\) and \(d\omega(g)\) (resp. \(d\omega(g_1)\)) is the volume form associated to the metric \(g\) (resp. \(g_1\)). This map extends as an isometry between \(L^2(\tilde{M}, E, g, h)\) and \(L^2(\tilde{M}, \tilde{E}, g_1, h_1)\).

Thus, we can deal with the differential operator \(\Psi \mathcal{D} \Psi^{-1}\) which is unitarily equivalent to \(\mathcal{D}\).

From now on, we suppose that \((g, h)\) on \((\tilde{M}, \tilde{E})\) is of product-type.

Thus, \(\mathcal{D}\), as an operator in \(L^2(U, E|_U)\), is unitarily equivalent (see for instance [2, 5, 9]) to an operator of the form
\[
I_x \circ (\frac{\partial}{\partial x} + A_x)
\]
where \(I \in C^\infty([-\varepsilon, \varepsilon], GL(E_N))\), \(A \in C^\infty([-\varepsilon, \varepsilon], \text{Diff}^1(N, E_N))\), each \(A_x\) being elliptic and each \(I_x\) being an anti-self-adjoint endomorphism. Note that, when \(\mathcal{D}\) is a Dirac type operator (in the sense that its square \(\mathcal{D}^2\) has \(g_\varepsilon(\xi, \xi)\) \(\text{Id}\) for principal symbol), \(I\) can be chosen as constant \(I_x = I_0\) with \(I_0^2 = -1\).

We then define the tangential operator
\[
\mathcal{D}_N := I_0 \circ A_0,
\]
which is an elliptic symmetric first-order differential operator on \((N, E_N)\).

Note that \(\mathcal{D}_N^2\) has a scalar principal symbol if \(\mathcal{D}^2\) has. By Proposition 4.41, we directly obtain a spectral triple on the boundary:

Proposition 4.9. Let \(\mathcal{D}\) be an elliptic symmetric differential operator of order one on \(\tilde{M}\) such that \(\mathcal{D}^2\) has a scalar principal symbol. Then \((C^\infty(N), L^2(E_N), \mathcal{D}_N)\) is a regular spectral triple of dimension \(d - 1\).

Remark that if \(\mathcal{D}\) is a classical Dirac operator associated to a Clifford module, \(\mathcal{D}_N\) corresponds to the hypersurface Witten–Dirac operator and has been intensively studied in [28, 37].
5 Reality and tadpoles

5.1 Conjugation operator and dimension spectrum on a commutative triple

Definition 5.1. A commutative spectral triple \((\mathcal{A}, \mathcal{H}, \mathcal{D})\) provided with a chirality operator \(\chi\) (a \(\mathbb{Z}/2\) grading on \(\mathcal{H}\) which anticommutes with \(\mathcal{D}\)) is said to be real if there exists an antilinear isometry \(J\) on \(\mathcal{H}\) such that \(JaJ^{-1} = a^*\) for any \(a \in \mathcal{A}\), \(J\mathcal{D} = \epsilon \mathcal{D} J\), \(J\chi = \epsilon' \chi J\), and \(J^2 = \epsilon''\) where \(\epsilon, \epsilon', \epsilon''\) are signs given by the table quoted in \([16,17,29]\).

As we shall see, it turns out that the existence of an operator \(J\) only satisfying \(J\mathcal{D} = \pm \mathcal{D} J\) and \(JaJ^{-1} = a^*\) is enough to impose vanishing tadpoles at any order. We thus introduce a weak definition of conjugation operator:

Definition 5.2. A conjugation operator on a commutative spectral triple \((\mathcal{A}, \mathcal{H}, \mathcal{D})\) is an antilinear isometry \(J\) on \(\mathcal{H}\) such that \(JaJ^{-1} = a^*\) for any \(a \in \mathcal{A}\) and \(J\mathcal{D} = \varepsilon \mathcal{D} J\) with \(\varepsilon \in \{-1, 1\}\).

In order to be able to compute the spectral action and the corresponding tadpoles on the spectral triples \((\mathcal{A}_T, L^2(E), \mathcal{P}_T)\), we shall need the noncommutative integral and a characterization of the dimension spectrum. We first recall a few definitions of the Chamseddine–Connes pseudodifferential calculus \([12]\). From now on, \((\mathcal{A}, \mathcal{H}, \mathcal{D})\) is a regular commutative spectral triple of dimension \(d\) endowed with conjugation operator \(J\). We shall use the following convention: \(X^{-s}\) when \(\Re(s) > 0\) actually means \((X + P_0)^{-s}\) where \(P_0\) is the orthogonal projection on the kernel of \(X\). Note that in our case, \(J\mathcal{A}J^{-1} = \mathcal{A}\), by definition of \(J\).

For any \(\alpha \in \mathbb{R}\), we define \(\mathcal{O}^\alpha := \{ T : |D|^{-\alpha} T \in \cap_k \text{Dom} \delta^k \}\), where \(\delta = |D|^{1/2}\) as defined in section 2.

Lemma 5.3. Suppose that the triple \((\mathcal{A}, \mathcal{H}, \mathcal{D})\) satisfies the first-order condition \([da, b] = 0\) for any \(a, b \in \mathcal{A}\) and let \(A\) be a one-form (a finite sum of terms of the form \(ad_b\), for \(a, b \in \mathcal{A}\)). Then \(A^* = -\varepsilon JAJ^{-1}\). In particular, if \(A\) is selfadjoint, \(A + \varepsilon JAJ^{-1} = 0\).

Proof. Direct computation. \(\square\)

Definition 5.4. Let \(\mathcal{D}(\mathcal{A})\) be the polynomial algebra generated by \(\mathcal{A}, \mathcal{D}\). The operator \(T\) is said to be pseudodifferential if there exists \(d \in \mathbb{Z}\) such that for any \(N \in \mathbb{N}\), there exist \(p \in \mathbb{N}\), \(P \in \mathcal{D}(\mathcal{A})\) and \(R \in \mathcal{O}^{\alpha N}\) (\(p, P\) and \(R\) may depend on \(N\)) such that \(P \mathcal{D}^{-2p} \in \mathcal{O}^{d}\) and

\[T = P \mathcal{D}^{-2p} + R.\]

Define \(\Psi(\mathcal{A})\) as the set of pseudodifferential operators and \(\Psi^k(\mathcal{A}) := \Psi(\mathcal{A}) \cap \mathcal{O}^k\).

Remark 5.5. We use here the algebra of pseudodifferential operators defined by Chamseddine–Connes in \([12]\) and denoted \(\Psi_1(\mathcal{A})\) in \([24,39]\). This algebra does not a priori contain the operators of type \(|\mathcal{D}|^k\) or \(|\mathcal{D} + A|^k\) (A one-form) for \(k\) odd, contrarily to the larger algebra considered in \([27]\).

The dimension spectrum \(Sd(\mathcal{A}, \mathcal{H}, \mathcal{D})\) of a spectral triple has initially been defined in \([15,22]\) and is adapted here to the definition of pseudodifferential operator.

Definition 5.6. A spectral triple \((\mathcal{A}, \mathcal{H}, \mathcal{D})\) is said to be simple if all generalized zeta functions \(\zeta^\mathcal{D}(s) := s \mapsto \text{Tr} (P |\mathcal{D}|^{-s})\), where \(P\) is any pseudodifferential operator in \(\mathcal{O}^d\), are meromorphic on the complex plane with only simple poles. The set of these poles is denoted \(Sd(\mathcal{A}, \mathcal{H}, \mathcal{D})\), and called the dimension spectrum of \((\mathcal{A}, \mathcal{H}, \mathcal{D})\).
When $(A, \mathcal{H}, D)$ is simple, $\mathcal{F}T := \text{Res}_{s=0} \text{Tr} (T|D|^{-s})$ is a trace on the algebra $\Psi(A)$. Note that for $k \in \mathbb{N}$,
\[
\text{Res}_{s=d-k} \text{Tr}|D + A|^{-s} = \int K(A)|D|^{-(d-k)} = \int |D + A|^{-(d-k)}
\]
where $K(A)$ is a pseudodifferential operator in the sense of Definition 5.4 (see [21] Lemma 4.6, Proposition 4.8).

Suppose now that $(A, \mathcal{H}, D)$ is simple and that $Sd(A, \mathcal{H}, D) \subseteq d - N$. Moreover, we suppose, as in [21] p. 197 that for all selfadjoint one-forms $A$, $\text{Tr} e^{-t(D + A)^2}$ has a complete asymptotic expansion in real powers of $t$ when $t \downarrow 0$. Thus, $S(D + A, \Phi, \Lambda) = \text{Tr} \Phi((D + A)^2/\Lambda^2)$ satisfies (1) where $\zeta_A(0) = \zeta_D(0) + \sum_{q=1}^d \frac{(-1)^q}{q} f(AD^{-1})^q$ (see [12]).

We now obtain from [39]:

**Proposition 5.7.** Let $A$ be a selfadjoint one-form. The linear term in $A$ in the $\Lambda^{d-k}$ coefficient of (1) denoted $\text{Tad}_{D+A}(d-k)$ and called tadpole of order $d-k$, satisfies:
\[
\text{Tad}_{D+A}(d-k) = -(d-k) \int A\Lambda|D|^{-(d-k)-2}, \quad \forall k \neq d,
\]
\[
\text{Tad}_{D+A}(0) = -\int A\Lambda^{-1}.
\]

If the triple satisfies the first-order condition $[da, b] = 0$ for any $a, b \in A$, then (see [39] Corollary 3.7) and Lemma 5.3 $\text{Tad}_{D+A}(d-k) = 0$ for any $k \in \mathbb{N}$.

### 5.2 Tadpoles on $(A_{D_T}, L^2(\overline{M}, E), D_T)$

It is known that real the commutative spectral triple based on the classical Dirac operator on a compact spin manifold of even dimension $d$ has no tadpoles [39]. In fact, as we shall see, the same result applies in presence of a boundary.

We now work in the setting of section 4.2. We suppose moreover that $\overline{M}$ is a spin manifold, $\overline{E}$ is the spin bundle and $D$ is the classical Dirac operator in the sense of Atiyah–Singer. The spin structure brings us an antilinear isometry $J$ (the ordinary conjugation operator) satisfying $DJ = JD$, $JbJ^{-1} = b^*$ for all $b \in C^\infty(\overline{M})$, and $J\gamma_i = -\gamma_i J$ for any $i \in \{1, \ldots, d\}$ [29] Theorem 9.20]. Moreover, $J\chi_{\overline{M}} = \varepsilon \chi_{\overline{M}} J$, and thus $J\chi = \varepsilon' \chi J$, where $\varepsilon' = -1$ if $d/2$ is odd and $\varepsilon' = 1$ if $d/2$ is even.

In particular, if $d/2$ is even then $JS = SJ$.

If we set
\[
\tilde{J} := J\chi_{\overline{M}}
\]
then $\tilde{J}$ is an antilinear isometry satisfying $D\tilde{J} = -\tilde{J}D$, $\tilde{J}b\tilde{J}^{-1} = b^*$ for all $b \in C^\infty(\overline{M})$, and $\tilde{\chi} = -\varepsilon' \chi \tilde{J}$. As a consequence, if $d/2$ is odd, then $\tilde{J}S = S\tilde{J}$.

**Theorem 5.8.** The spectral triple $(A_{D_T}, L^2(\overline{M}, E), D_T)$ of Theorem 4.8 has no tadpoles.

**Proof.** By Theorem 4.8 we know that $(A_{D_T}, L^2(\overline{M}, E), D_T)$ is a regular spectral triple of dimension $d$. In order to prove it is a simple spectral triple with dimension spectrum included $\{d-k : k \in \mathbb{N}\}$, it is enough to check that for any $B \in D(A_{D_T})$, the function $\zeta^{\frac{B}{D_T}}_D(s) := \text{Tr} (B|D_T|^{-s})$ has only simple poles in $\mathbb{Z}$. Since $D$ is differential, by Lemma 5.3 $B$ is a differential operator on $A_{D_T}$. Since $s \mapsto \text{Tr} (A|D_T|^{-s})$ has a meromorphic extension on $\mathbb{C}$ with only simple poles in $\{d+n-k : k \in \mathbb{N}\}$, when $A$ is a differential operator of order $n$
on $(\overline{M}, E)$ (see for instance [26, Theorem 1.12.2]), we can conclude that $(A_{DT}, L^2(\overline{M}, E), D_T)$ is simple with dimension spectrum included in $d - N$. Moreover, if $A$ is a selfadjoint one-form, $\text{Tr} e^{-t(D_T + A)^2}$ has a complete asymptotic expansion in real powers of $t$ when $t \to 0$ [27, Theorems 1.4.5 and 1.4.11].

Note that the first order condition $[da, b] = 0$ for any $a, b \in A_{DT}$ is clearly satisfied since $da$ is a differential operator of order 0 on $(\overline{M}, E)$.

It only remains to prove that there is conjugation operator (Definition 5.2) on the simple spectral triple $(A_{DT}, L^2(\overline{M}, E), D_T)$. We define $J'_+ := J$ if $d/2$ is even, and $J'_+ := \tilde{J}$ if $d/2$ is odd.

The operator $J'_+ := r^+ J e^+$, is an endomorphism on $L^2(\overline{M}, E)$. Clearly, $J'_+$ is an antilinear isometry satisfying $J'_+ a J'_+^{-1} = a^*$ for any $a \in A_{DT}$. By Lemma 3.3, $L(J', D) = L(D, J') = 0$ and thus, $J'_+ D_+ = (J'D)_+ = (-1)^{d/2} (D J')_+ = (-1)^{d/2} D_+ J'_+$. Moreover $J'_+|_N S|_N J'_+^{-1}|_N = S|_N$ and thus

$$T J'_+ = S|_N J'_+ = S|_N J'_+^{-1} = J'_+ S|_N J'_+ = J'_+ T.$$

In particular, $J'_+$ preserves $\text{Dom} D_T$, and thus $J'_+ D_T = (-1)^{d/2} D_T J'_+$. As a consequence, $J'_+$ is a conjugation operator on $(A_{DT}, L^2(\overline{M}, E), D_T)$. Proposition 5.7 now yields the result.
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