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Abstract
The Frank-Wolfe (FW) algorithm has been widely used in solving nuclear norm constrained problems, since it does not require projections. However, FW often yields high rank intermediate iterates, which can be very expensive in time and space costs for large problems. To address this issue, we propose a rank-drop method for nuclear norm constrained problems. The goal is to generate descent steps that lead to rank decreases, maintaining low-rank solutions throughout the algorithm. Moreover, the optimization problems are constrained to ensure that the rank-drop step is also feasible and can be readily incorporated into a projection-free minimization method, e.g., FW. We demonstrate that by incorporating rank-drop steps into the FW algorithm, the rank of the solution is greatly reduced compared to the original FW or its common variants.

1 Introduction
The Frank-Wolfe algorithm has been widely used for many machine learning applications due to its projection-free property, particularly when linear minimization on the domain is easy but projection is difficult. A particularly interesting problem in machine learning is the nuclear norm constrained problem,

\[
\min_{X \in \mathbb{R}^{m \times n}} f(X) \quad \text{s.t.} \quad \|X\|_{NN} \leq \delta \tag{1}
\]

where \(\|\cdot\|_{NN}\) is the nuclear norm, which is a typical convex relaxation for rank constrained optimization problems [Fazel et al., 2001]. Common applications of nuclear-norm constrained problems are matrix completions, multivariate regression, multi-task learning, and clustering with missing information. For (1), a projection operation onto the nuclear norm ball will require a full singular value decomposition (SVD), which can be too expensive to perform at each iteration, but is required by methods such as the projected gradient descent.

Without any projection, the FW iterate is guaranteed to be feasible. For (1), the linear subproblem used by FW only requires computing the singular vector pair corresponding to the largest singular value of the gradient at each iteration [Jaggi, 2013]. This is significantly cheaper than computing the full SVD when the dimension of the matrix is large. A challenge when using FW for (1) is that the nuclear norm ball is a convex hull of an infinite number of rank-one matrices, referred to as the atoms of the set of feasible points. Since an atom is added at each iteration, the solution is expressed as a convex combination of an arbitrarily large atomic set, which lacks the crucial low-rank property we desire from nuclear norm constrained problems.

While other methods exist for solving instances of (1), e.g., Active Subspace Selection [Hsieh and Olsen, 2014] or Redistributing Nonconvex Regularizers [Yao et al., 2016], implementations of these methods utilize specific properties of \(f(\cdot)\). In [Yao et al., 2016], it appears that for each choice of \(f(\cdot)\), a specialized solver must be written, and in [Hsieh and Olsen, 2014], knowledge of special structures using \(\nabla f(\cdot)\) and \(\nabla^2 f(\cdot)\) is necessary to use the approach efficiently. In contrast, the FW can be readily used for a general \(f(\cdot)\) without special modifications.

One of our main goals is to devise a new way to efficiently generate descent feasible steps which also decrease the rank of the current iterate when solving (1) without assuming a specific form for \(f(\cdot)\). We propose a new nonconvex optimization formulation to determine the steepest descent rank-drop steps. By further considering the interior rank-drop step and exterior rank-drop step cases separately, we obtain formulations which lead to efficient feasible rank-drop step computation.

We establish theoretical properties of the proposed formulations. In addition we demonstrate computationally that the proposed rank-drop FW method can obtain much lower rank solutions than previous FW alternatives, greatly improving computational efficiency.

1.1 Notation
In this paper, \(\sigma_i(A)\) denotes the \(i\)th singular value of \(A\), with \(\sigma_1 \geq \ldots \geq \sigma_{\min(m,n)}\). For a matrix \(A = [a_{ij}] \in \mathbb{R}^{m \times n}\), \(\|A\|_{NN} := \sum_i \sigma_i(A)\) denotes the nuclear norm and \(\|A\|_{sp} := \sigma_1(A)\) denotes the spectral norm. Let \(B(\|A\|, \epsilon) := \{X \in \mathbb{R}^{m \times n} : \|A - X\| \leq \epsilon\}\) be the closed norm-ball with a specified norm. We use the term thin SVD to mean the SVD with strictly positive singular values, i.e., if \(A = U\Sigma V^T\) is a thin SVD and \(\text{rank}(A) = r\), then \(U \in \mathbb{R}^{m \times r}\), \(\Sigma \in \mathbb{R}^{r \times r}\), and \(V \in \mathbb{R}^{n \times r}\). Finally, \(\langle A, B \rangle := \text{tr}(A^T B)\) denotes the usual trace inner product.
2 The Frank-Wolfe Algorithm and Away Step

We briefly review FW along with its common variants. Here FW is described for a general problem,

$$\min_{x \in \mathcal{S}} f(x)$$  \hspace{1cm} (2)

where $\mathcal{S}$ is a closed and bounded convex set.

The FW algorithm can be summarized in Algorithm 1. We denote the FW direction as $d_{fw} := s_k - x_k$.

Algorithm 1 Frank-Wolfe (FW)

Let $x_0 \in \mathcal{S}$

for $k = 0$ do

\[ s_k \leftarrow \arg \min_{s \in \mathcal{S}} \langle s, \nabla f(x_k) \rangle \]

\[ d_{fw} \leftarrow s_k - x_k \]

\[ x_{k+1} \leftarrow x_k + \tau d_{fw} \text{ for } \tau \in [0, 1] \]

end for

There are many choices for the stepsize $\tau$ which ensure convergence. We will assume in this paper that the optimal step-size is used since the stepsize choice is not the focus of this work.

Away steps have been introduced in [Wolfe, 1970] and analyzed in [Guélat and Marcotte, 1986] to move away from “bad atoms” to accelerate convergence. The away step method maintains a set of active atoms, $A_k$, such that the current iterate $x_k$ is decomposed into an atomic decomposition, i.e., $x_k = \sum_{a_i \in A_k} a_i = \sum_{a_i \in A_k} a_i x_i$, where the weight satisfy $\alpha_i > 0$ and $\sum_{a_i \in A_k} \alpha_i \leq 1$.

The away step provides a direction that moves away from one of the active atoms which yields a better descent direction than the current FW direction. This direction solves the following optimization problem,

$$v_k := \arg \min_{v \in A_k} \langle \nabla f(x_k), x_k - v_k \rangle$$  \hspace{1cm} (3)

To ensure convergence, the away direction $d_{away} := x_k - v_k$ is only taken if $\langle \nabla f(x_k), d_{away} \rangle \leq \langle \nabla f(x_k), d_{fw} \rangle$. Algorithm 2 summarizes the away step FW method (AFW) in [Lacoste-Julien and Jaggi, 2015].

2.1 In-Face Steps

In [Freund et al., 2015], In-Face Steps are proposed to gener- 

alize away-steps. Instead of generating descent directions by moving away from bad atoms, the in-face step selects the best descent direction along the minimal face containing the current iterate. By aiming to move along the minimal face to the boundary of the feasible region to reach a lower dimensional face, the algorithm explicitly maintains a low-rank structure without compromising convergence. For [1], as in [Freund et al., 2015], the minimal face $\mathcal{F}(X_k)$ of $B_{NN}(0, \delta)$ containing a point $X_k$ is given by the set,

$$\mathcal{F}(X_k) = \begin{cases} B_{NN}(0, \delta), & \text{when } \|X_k\| < \delta < 1 \\ U\Sigma V^T, & \text{otherwise}, \end{cases}$$  \hspace{1cm} (4)

where $X_k$ has a thin $r$ rank SVD, $U\Sigma V^T$, $M$ is a real positive semidefinite matrix with $\text{tr}(M) = \delta$.

Algorithm 2 (Atomic) Away Steps Frank-Wolfe (AFW)

Let $x_0 \in \mathcal{S}$ and $A_0 \leftarrow \{x_0\}$.

Initialize $\alpha_s := 0, \forall s \in \mathcal{S}$.

for $k = 0$ do

\[ s_k \leftarrow \arg \min_{s \in \mathcal{S}} \langle s, \nabla f(x_k) \rangle, d_{fw} \leftarrow s_k - x_k \]

\[ v_k \leftarrow \arg \max_{v \in A_k} \langle v, \nabla f(x_k) \rangle, d_{away} \leftarrow x_k - v_k \]

if $\langle -\nabla f(x_k), d_{fw} \rangle \geq \langle -\nabla f(x_k), d_{away} \rangle$ then

\[ d_k \leftarrow d_{fw} \]

\[ \tau^* \leftarrow \arg \min_{\tau \in [0, 1]} \langle x_k + \tau d_k \rangle \]

\[ \alpha_{v_i} \leftarrow (1 - \tau^*) \alpha_{v_i}, \forall v_i \in A_k \]

\[ \alpha_{s_k} \leftarrow \alpha_{s_k} + \tau^*, A_k \leftarrow A_k \cup \{s_k\} \]

else

\[ d_k \leftarrow d_{away} \]

\[ \tau^* \leftarrow \arg \min_{\tau \in [0, 1]} \langle x_k + \tau d_k \rangle \]

\[ \alpha_{v_i} \leftarrow (1 + \tau^*) \alpha_{v_i}, \forall v_i \in A_k \]

\[ \alpha_{s_k} \leftarrow \alpha_{s_k} - \tau^* \]

end if

\[ x_{k+1} \leftarrow x_k + \tau^* d_k \]

\[ A_{k+1} \leftarrow \{a \in A_k : \alpha_a > 0\} \]

end for

In particular, for comparison, we consider the In-Face step from the Away-step Strategy described in [Freund et al., 2015], which uses the following direction,

$$Z_k := \arg \max_{z \in \mathcal{F}(X_k)} \langle \nabla f(X_k), z \rangle.$$  \hspace{1cm} (5)

3 Rank-Drop Steps

One significant issue with the FW method for nuclear norm constrained problems is that the rank of the intermediate solution often steadily increases [Freund et al., 2015], and frequently yielding a high rank solution upon termination. In Figure 1, we highlight this phenomenon. For very large problems, we cannot store the matrix $X_k$, and instead, only maintain the rank-one factors. Thus, computing the gradient at each iteration can be computationally prohibitive. For matrix completion, as an example, if $\Omega$ is the set of observed entries, then forming the gradient requires at least $|\Omega| \cdot r$ inner product calculations. Since the number of observed entries, $|\Omega|$, is typically very large, any increase in the rank of the solution greatly increases the computational time in each iteration.

To address this issue, we propose to search over the set of rank-one matrices which decrease the rank of the iterate by one. The proposed optimization formulation for determining such a rank-one matrix is motivated by the following theorem.

Theorem 3.1 (Egerváry, 1960). Let $u \in \mathbb{R}^m$, $v \in \mathbb{R}^n$, $A \in \mathbb{R}^n \times \mathbb{R}^m$, and $B = A - \sigma^{-1}uv^T$. Then $\text{rank}(B) = \text{rank}(A) - 1$ if and only if there are vectors $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$ such that $u = Ax$, $v = A^Ty$ and $\sigma = y^TAx \neq 0$.

3.1 The Rank-Drop Optimization Framework

Assume that $\text{rank}(X_k) > 1$. Our goal is to determine a rank-drop step which reduces the rank of $X_k$ but has a comparable objective value. We restrict our attention to the rank-one matrices that can decrease the rank of a matrix; let $\mathcal{R}(A)$ denote,
for a matrix $A$, the set of rank-drop steps, which are these rank-one matrices, are

$$\mathcal{R}(A) := \{ \sigma^{-1}uv^T : \exists x \in \mathbb{R}^n, y \in \mathbb{R}^m \\
\text{s.t. } u = Ax, v = A^Ty, \sigma = y^TAx \neq 0 \}.$$  

Since $u$ and $v$ must be in the column and row spans of $A$ respectively, Lemma 3.2 shows that the set of rank-drop steps can be expressed in a more concise form. Let $A \in \mathbb{R}^{m \times n}$ with a thin SVD $A = U\Sigma V^T$. Then we can rewrite the set of rank-drop steps as

$$\mathcal{R}(A) = \left\{ \frac{Ust^TV^T}{s^T\Sigma^{-1}t}, s^T\Sigma^{-1}t > 0 \right\}. \tag{7}$$

Let $Z_k \in \mathcal{R}(X_k)$ and $\tilde{Z}_k := Z_k/\|Z_k\|_{NN}$. Then, similar to away steps, we consider iterates in the following form,

$$X_{k+1} := X_k + \tau D_{rd}, \quad \text{where } D_{rd} := X_k - \delta \tilde{Z}_k. \tag{8}$$

Our goal is to find a rank-drop step that results in a feasible iterate which best minimizes the objective. Since not all rank-drop steps lead to feasible iterates and testing for feasibility at each iteration is computationally expensive, we want to establish a verifiable sufficient condition for rank-drop steps that ensure feasibility. In Lemma 3.3 we first establish a lower bound on the nuclear norm of the rank-drop step.

**Lemma 3.3.** Let $A \in \mathbb{R}^{m \times n}$ with rank $r$ and let $Z \in \mathcal{R}(A)$ be an arbitrary rank-drop step. Then $\|Z\|_{NN} \geq \sigma_r(A)$.

To ensure feasibility of the iterate after a rank-drop step, we consider two distinct cases. Let $\kappa(X_k)$ be half of the distance between $X_k$ and the boundary of the nuclear norm ball,

$$\kappa(X_k) := \frac{\delta - \|X_k\|_{NN}}{2} \tag{9}$$

We consider $\kappa(X_k) \geq \sigma_r(X_k)$, the interior case, and $\kappa(X_k) < \sigma_r(X_k)$, the exterior case. For each case, we will motivate a rank-drop step formulation to guarantee feasibility of the next iterate and provide a method for its computation.

---

### 3.2 The Interior Rank-Drop Problem

Assume that $\kappa(X_k) \geq \sigma_r(X_k)$, where $\kappa(X_k)$ is defined in (9). Theorem 3.4 below establishes an easily verifiable condition guaranteeing that $X_{k+1}$, after taking the rank-drop step, remains in the interior of the nuclear ball.

**Theorem 3.4.** Let $X_k \in \mathbb{R}^{m \times n}$ with $\|X_k\|_{NN} < \delta$, $Z_k \in \mathcal{R}(A)$, and $\tilde{Z}_k := Z_k/\|Z_k\|_{NN}$. If $\|Z_k\| \leq (\delta - \|Z_k\|_{NN})/2$, then $X_{k+1} = X_k + \tau(X_k - \delta \tilde{Z}_k) \in B_{NN}(0, \delta)$ for every $\tau \in [0, \tau^*]$, where $\tau^* = \|Z_k\|_{NN}/(\delta - \|Z_k\|_{NN})$. Moreover, if $\tau = \tau^*$, then $\text{rank}(X_{k+1}) = \text{rank}(X_k) - 1$.

Theorem 3.4 motivates the following formulation,

$$\min_Z \langle -Z, \nabla f(X_k) \rangle \tag{10}$$

s.t. $Z \in B_{NN}(0, \kappa(X_k)) \cap \mathcal{R}(X_k)$.

Problem (10) determines, in the interior case, the best rank-drop step for solving (1) based on the first order approximation to the objective. The constraint on $Z$ guarantees that the next iterate is feasible if a rank-drop step is taken.

**Theorem 3.5.** If $\text{rank}(X_k) \geq 1$ with $\sigma_r(X_k) \leq \kappa(X_k)$, then the feasible region for (10) is non-empty.

Assume that a thin SVD for $X_k$, $X_k = U\Sigma V^T$, is given. Using Lemma 3.2, the constraint in (10) can be made explicit,

$$\min_{s,t \in \mathbb{R}^r} \left\{ X_k + \frac{Ust^TV^T}{s^T\Sigma^{-1}t}, \nabla f(X_k) \right\} \tag{11}$$

s.t. $\frac{Ust^TV^T}{s^T\Sigma^{-1}t} \in B_{NN}(0, \kappa(X_k))$

$$s^T\Sigma^{-1}t > 0.$$ 

To make (11) more amenable to computation, we remove the fraction using the normalization constraint $s^T\Sigma^{-1}t = \kappa(X_k)^{-1}$ and formulate the problem equivalently as follows,

$$\min_{s,t \in \mathbb{R}^r} q(s, t) := \langle \nabla f(X_k), -\kappa(X_k)Us^TV^T \rangle \tag{12}$$

s.t. $s^T\Sigma^{-1}t = \kappa(X_k)^{-1}$

$$\|s\|_2 = 1, \|t\|_2 \leq 1$$

Note that the constraints in (12) also ensure that $s$ and $t$ cannot be rescaled to obtain a different solution yielding an identical rank-drop step. The equivalence of (10) and (12) is formally established in Theorem 3.6.

**Theorem 3.6.** If $X_k$ is a feasible point of (1) and $\kappa(X_k) \geq \sigma_r(X_k)$, then an optimal solution to (12) is an optimal solution to (11). Moreover, an optimal to (11) can always be rescaled into an optimal solution to (12).

---

### 3.3 The Exterior Rank-Drop Problem

Now consider the case $\kappa(X_k) < \sigma_r(X_k)$. If $\kappa(X_k)$ is relatively large and $X_k$ is not nearly rank deficient, rank-drop is less important. If $\kappa(X_k)$ is small, however, then $X_k$ is close to the boundary of the nuclear ball. In this case, we are interested in rank-drop descent directions that move inside the nuclear norm ball. We establish the following theorems to facilitate formulating appropriate optimization problems for this case. Subsequently $\partial g(X)$ denotes the subdifferential of $g(X)$ at $X$. [4285]
Theorem 3.7. Let \( X_k \in B_{NN}(0, \delta) \) have the thin SVD \( X_k = USV^\top \). Define \( D_k = X_k - \delta Z_k \) with \( Z_k \in \mathcal{R}(X_k) \) and \( \hat{Z}_k = Z_k/\|Z_k\|_{NN} = U_{st}^\top V^\top \), for some \( s \) and \( t \) with \( \|s\| = \|t\| = 1 \). Then,

\[
\max_{G \in \partial\|X_k\|_{NN}} \langle D_k, G \rangle \leq 0,
\]

if and only if \( \delta s^\top t \geq \|X_k\|_{NN} \).

Following Theorem 3.7, \( D_k \) will be a descent direction for the nuclear norm at \( X_k \) if \( \delta s^\top t \geq \|X_k\|_{NN} \).

When \( X_k \) is on the boundary of the nuclear norm ball, Corollary 3.7.1 below states a simpler and useful characterization.

Corollary 3.7.1. Let \( X_k \) have the thin SVD \( X_k = USV^\top \) with \( \|X_k\|_{NN} = \delta \). Define \( D_k = X_k - \delta Z_k \) with \( Z_k \in \mathcal{R}(X_k) \) and \( \hat{Z}_k = Z_k/\|Z_k\|_{NN} = U_{st}^\top V^\top \), for some \( s \) and \( t \) with \( \|s\| = \|t\| = 1 \). Then,

\[
\max_{G \in \partial\|X_k\|_{NN}} \langle D_k, G \rangle \leq 0
\]

if and only if \( s = t \).

When \( X_k \) is on the boundary of the nuclear ball, \( \kappa(X_k) = 0 \). Lemma 3.8 below shows that \( X_k \) is close to the boundary when either \( r \) is large or when \( \sigma_r(X_k) \) is small, assuming \( \kappa(X_k) < \sigma_r(X_k) \).

Lemma 3.8. If \( \kappa(X_k) < \sigma_r(X_k) \), then \( \|X_k\|_{NN} \geq \frac{1}{1 + \sigma_r(X_k)} \).

For the exterior case, \( \kappa(X_k) < \sigma_r(X_k) \), we are mostly interested in the situation when \( X_k \) is close to the boundary of the nuclear norm ball. Consequently, we motivate the next formulation assuming \( \|X_k\|_{NN} = \delta \) as a good approximation.

When \( X_k \) is on the boundary of the nuclear norm ball, we consider all directions which move into the nuclear norm ball, hence feasible directions, as candidate solutions. From Corollary 3.7.1, this can be reduced to searching over directions \( D_k = X_k - \delta U_{st}^\top V^\top \). Let \( W = U_{st}^\top \nabla f(X_k)V \). Note that \( \frac{1}{2} s^\top (W^\top W) s = (\nabla f(X_k), U_{st}^\top V^\top) \).

When \( X_k \) is on the boundary of the nuclear norm ball, the next iterate also guarantees that the next iterate is feasible.

Theorem 3.9. Let \( s \) be an optimal solution to \( \text{(15)} \) and let \( D_k = X_k - \delta U_{st}^\top V^\top \), where \( X_k = USV^\top \) is a thin SVD with \( \|X_k\|_{NN} \leq \delta \). If \( \tau^* = (\delta s^\top \Sigma^{-1} s - 1)^{-1} \) and \( X_{k+1} = X_k + \tau^* D_k \), then rank \((X_{k+1}) = \text{rank}(X_k) - 1 \) and \( \|X_{k+1}\|_{NN} \leq \delta \).

We observe that \( \tau^* \) matches the upper bound on the step-size for in-face steps when an away-step method is used and when \( \|X_k\| = \delta \).

Comparison with In-Face Steps

Lemma 3.10 and 3.11 below show that the rank-drop steps derived from \( \text{(12)} \) and \( \text{(15)} \) lie on the minimal face of \( B_{NN}(0, \delta) \) containing \( X_k \), denoted as \( \mathcal{F}(X_k) \).

Lemma 3.10. Suppose \( \|X_k\|_{NN} < \delta \) and \( \kappa(X_k) \geq \sigma_r(X_k) \), with thin SVD \( X_k = USV^\top \). Then \( Z = \kappa(X_k) U_{st}^\top V^\top \in \mathcal{F}(X_k) \), where \( (s, t) \) is the solution to \( \text{(12)} \).

Lemma 3.11. Suppose \( \kappa(X_k) < \sigma_r(X_k) \), with thin SVD \( X_k = USV^\top \). Then \( Z = \delta U_{st}^\top V^\top \in \mathcal{F}(X_k) \), where \( s \) is the solution to \( \text{(15)} \).

We emphasize, however, that the rank-drop steps are constructed explicitly to decrease the rank of the current iterate. Specifically, we highlight the following differences between rank-drop steps and the in-face direction (5) suggested in [Freund et al., 2015]. Firstly, when the iterate is in the interior of the nuclear norm ball, the in-face steps often do not lead to rank-drop steps. Moreover, at each iteration when the iterate is in the interior, a binary search is required to determine the maximum feasible step length once the direction is computed. This requires several SVD updates, leading to very expensive intermediate iterates. Thus, it is critical for the iterates of the in-face method to reach the boundary of the nuclear norm ball quickly. Secondly, the parametrization suggested in [Freund et al., 2015] (i.e. \( \gamma_1 = 0 \) and \( \gamma_2 = \infty \)) for large datasets corresponds to only taking the maximum step length. On the boundary of the nuclear norm ball, this is equivalent to only accepting iterates with rank decreased. Since our proposed rank-drop is determined optimally to decrease the objective (up to the first order) among all rank-drop steps explicitly, we believe that this is a better optimization formulation when the iterate approaches the boundary.

Solving the Optimization Problem in the Interior Case

Now we discuss how to solve the Rank-Drop optimization problem \( \text{(12)} \) in the interior case. Let \( W := U_{st}^\top \nabla f(X_k)V \).

The Lagrangian for \( \text{(12)} \) is

\[
L(s, t, \lambda, \alpha, \beta) := s^\top W t + \lambda(s^\top \Sigma^{-1} s - \kappa(X_k)^{-1} ) + \alpha(s^\top s - 1) + \beta(t^\top t - 1).
\]

Theorem 3.12. Suppose \((s, t, \lambda, \alpha, \beta)\) satisfies the KKT conditions of \( \text{(12)} \) with \( \|t\|_2 < 1 \). Then \( \alpha = \beta = 0 \), \( \lambda \) is an eigenvalue of \(-\Sigma W\), and \( M_\lambda := -\frac{1}{2}(W + \lambda \Sigma^{-1}) \) has zero as a singular value. Conversely, assume that \((\hat{s}, \hat{t})\) forms a singular vector pair of \( M_\lambda \) associated with the singular value zero and \( \kappa(X_k) \hat{s}^\top \Sigma^{-1} \hat{t} > 1 \), then the KKT conditions of \((12)\) are satisfied at \((\hat{s}, \hat{t})/\kappa(X_k)^{\hat{s}^\top \Sigma^{-1} \hat{t}}\), \( \lambda, 0, 0 \).

Since problem \( \text{(12)} \) is nonconvex and generally difficult to solve, we only consider candidate KKT points characterized in Theorem 3.12. For each eigenvalue \( \lambda \) of \(-\Sigma W\), we fix \( \alpha = \beta = 0 \) and choose \((\hat{s}, \hat{t})\) that corresponds to the singular vector pair of \(-0.5(W + \lambda \Sigma^{-1}) \) with the singular value zero. If \((s, t) = (\hat{s}, \hat{t}/\kappa(X_k)^{\hat{s}^\top \Sigma^{-1} \hat{t}})\) is feasible with respect to \( \text{(12)} \) and \( \|t\|_2 < 1 \), then by Theorem 3.12 \((s, t, \lambda, 0, 0)\) satisfies the KKT conditions.

In the event that no feasible candidate is found, we solve \( \text{(15)} \) instead and obtain a feasible rank-drop step, guaranteed
We validate the rank-drop steps on a matrix completion task. The total complexity per iteration is \(O(flops)\) required to compute the largest eigenvalue. Thus, we compare the proposed Rank-Drop Frank-Wolfe (RDFW) against the aforementioned FW variants, FW [Frank and Wolfe, 1956], AFW [Lacoste-Julien and Jaggi, 2015], and IF [Olsen, 2014]. We first center and scale each data set to have mean 0 and standard deviation 1. We compare the proposed Rank-Drop Frank Wolfe (RDFW) against the aforementioned FW variants, FW [Frank and Wolfe, 1956], AFW [Lacoste-Julien and Jaggi, 2015], and IF [Olsen, 2014], as well as a state-of-the-art nuclear norm regularized solver in ActiveALT [Hsieh and Olsen, 2014].

### 3.4 Step Selection Criteria

The criteria in [Freund et al., 2015] for away-steps require solving the regular FW linear subproblem at each iteration even when the FW step is not taken. In the rank-drop framework, we accept any rank-drop step that does not increase the objective. This allows the algorithm to maintain a lower rank SVD as well as allows the algorithm to skip computing a FW step unnecessarily. Additionally, for the rank-drop step, we observe that it is very rare that the algorithm chooses a rank-drop step two iterations in a row. Thus, we only generate the rank-drop direction when the previous iterate is a regular FW step, avoiding unnecessary rank-drop step computations.

### 4 Convergence Analysis

Following the proof for Theorem 4 in [Guélat and Marcotte, 1986], we show that the iterates, from Rank Drop FW in Algorithm 4, converge to the global optimum of (1).

**Theorem 4.1.** Let \(\{X_k\}\) be a sequence generated by Algorithm 4 and let \(f^*\) be the optimal value for problem (1). Assume \(\nabla f(X)\) is Lipschitz continuous in the feasible region. Then \(f(X_k) - f^* \leq \frac{4k^2}{\tau m_n} N_f\), where \(N_f\) is the number of FW steps taken up to the iteration \(k\).

### 5 Complexity Per Iteration

When computing the rank-drop steps, we note that the dimension of the subproblems is \(r\), the rank of the current iterate. First, forming the matrix \(W := U^\top \nabla f(X_k) V\) requires \(O(r^2 h \min\{m, n\})\) operations, where \(h\) is the maximum number of nonzero elements in any row or column. In the interior case, we must compute an eigen-decomposition of an \(r \times r\) matrix which takes \(O(r^3)\) time. Then, each eigenvalue \(\lambda\) is used to form the matrix \(-0.5(W + \lambda \Sigma^{-1})\) where the singular vector pair corresponding to the zero singular value is computed. The total time required for the interior case is \(O(r^3 + r^2 h \min\{m, n\})\). In the exterior case, \(O(r^2)\) flops are required to compute the largest eigenvalue. Thus, the total complexity per iteration is \(O(r^3 + r^2 h \min\{m, n\})\).

### 6 Experimental Results

We validate the rank-drop steps on a matrix completion task using various datasets from MovieLens [Eisenstein et al., 2016]. We first center and scale each data set to have mean 0 and standard deviation 1. We compare the proposed Rank-Drop Frank Wolfe (RDFW) against the aforementioned FW variants, FW [Frank and Wolfe, 1956], AFW [Lacoste-Julien and Jaggi, 2015], and IF [Olsen, 2014], as well as a state-of-the-art nuclear norm regularized solver in ActiveALT [Hsieh and Olsen, 2014].

---

[http://grouplens.org/datasets/movielens/](http://grouplens.org/datasets/movielens/)
a maximum iteration count of 150. Thus, ActiveALT terminates when
\( f(X_{k+1}) - f(X_k) < 10^{-4} \), to match with the criterion suggested in [Yao et al., 2016] with a maximum iteration count of 150.
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A.1 Proof of Lemma 3.2

Proof. Assume that $\sigma^{-1}uv^\top \in \mathcal{R}(A)$. Then $u = Ax$ and $v = A^\top y$ for some $x$ and $y$ and $u,v \neq 0$. Let $A = USV^\top$ be a thin SVD and write $u = Us$ and $v = Vt$ for some $s,t \in \mathbb{R}^r$.

We have,

$$Vt = A^\top y = V\Sigma U^\top y \Rightarrow \Sigma^{-1}t = U^\top y.$$  (16)

Consequently,

$$\sigma = y^\top A x = y^\top (Us) = (U^\top y)^\top s = t^\top \Sigma^{-1}s.$$  (17)

Finally, we note that $t^\top \Sigma^{-1}s$ can always be made positive by replacing $s$ with $-s$.

\[\square\]

A.2 Proof of Lemma 3.3

Proof. Let $Z = \sigma^{-1}uv^\top$. Without loss of generality, we can assume that $\sigma^{-1} > 0$ since we can always substitute $u$ with $-u$ to make $\sigma^{-1}$ positive. Let $\alpha = \sigma^{-1}||u||_2 ||v||_2$. We need to show that $\alpha \geq \sigma_r(A)$.

From Lemma 3.2, we know that $\sigma^{-1}uv^\top = Us^\top V^\top s$ for some $s,t \in \mathbb{R}^r$. Then,

$$\sigma^{-1}||u||_2 ||v||_2 = \frac{||Us||_2 ||Vt||_2}{||s^\top \Sigma^{-1}t||_2} \geq \frac{||s||_2 ||t||_2}{||s||_2 ||\Sigma^{-1}t||_2} \geq \frac{1}{\max_{z:||z||_2 = 1} ||\Sigma^{-1}z||_2} = \sigma_r(A)$$

\[\square\]

A.3 Proof of Theorem 3.4

Proof. Define $R_k = X_k - Z_k$. Note that,

$$\|R_k\|_{NN} + ||Z_k||_{NN} = \|X_k - Z_k\|_{NN} + ||Z_k||_{NN} \leq \|X\|_{NN} + 2||Z_k||_{NN} \leq \delta$$

where the last inequality uses $||Z_k||_{NN} \leq (\delta - \|X_k\|_{NN})/2$.

Let $R_k$ have the thin SVD, $R_k = \sum_{i=1}^{r-1} \sigma_i u_i v_i^\top$. We can express $X_k$ as,

$$X_k = \alpha_0 \delta \hat{Z}_k + \sum_{i=1}^{r-1} \alpha_i \delta u_i v_i^\top \tag{18}$$

where $\alpha_0 = ||Z_k||_{NN}/\delta$ and $\alpha_i = \sigma_i / \delta$ for $i \in \{1, \ldots, r-1\}$.

Note that $\alpha_i \geq 0$, $i = 0, \ldots, r-1$, and

$$\|R_k\|_{NN} + ||Z_k||_{NN} \leq \delta \Rightarrow \delta \left( \sum_{i=1}^{r-1} \alpha_i \right) + \delta \alpha_0 \leq \delta \tag{19}$$

$$\Rightarrow \sum_{i=0}^{r-1} \alpha_i \leq 1$$

Next, we wish to show that $X_{k+1} \in \mathcal{B}_NN(0, \delta)$. Rewrite $X_{k+1}$ as,

$$X_{k+1} = X_k + \tau X_k - \tau \delta \hat{Z}_k$$

$$= (1 + \tau)R_k + (1 + \tau)\alpha_0 \delta \hat{Z}_k - \tau \delta \hat{Z}_k \text{ (using (18))}$$

$$= (1 + \tau)R_k + (\alpha_0 + \alpha_0 \tau - \tau) \delta \hat{Z}_k$$

$$= \sum_{i=1}^{r-1} (1 + \tau)\alpha_i \delta u_i v_i^\top + (\alpha_0 + \alpha_0 \tau - \tau) \delta \hat{Z}_k$$

$$= \sum_{i=1}^{r-1} \beta_i \delta u_i v_i^\top + \beta_0 \delta \hat{Z}_k$$

for some $\beta_i, \beta_0 \geq 0$. Then

$$\|X_{k+1}\|_{NN} \leq \delta$$

and

$$\|X_{k+1}\|_{NN} \leq \delta$$

Theorem 3.4 holds.
where $\beta_0 = (\alpha_0 + \alpha_0 \tau - \tau)$ and $\beta_i = (1 + \tau)\alpha_i, \forall i \in \{1, \ldots, r - 1\}$.

If $\tau \in [0, \tau^*]$, then $\alpha_0 + \alpha_0 \tau - \tau \geq 0$, with equality at $\tau = \tau^*$. Thus, $\beta_i \geq 0, \forall i \in \{0, 1, \ldots, r - 1\}$. Next, we have that,

$$\sum_{i=0}^{r-1} \beta_i = (1 + \tau) \sum_{i=1}^{r-1} \alpha_i + (1 + \tau)\alpha_0 - \tau$$

$$= (1 + \tau) \sum_{i=0}^{r-1} \alpha_i - \tau$$

$$\leq (1 + \tau) - \tau$$

$$= 1.$$

Thus, $\beta_i \geq 0, i = 0, \ldots, r - 1$, and $\sum_{i=0}^{r-1} \beta_i \leq 1$. This implies that $X_{k+1} \in B(0, \delta)$ if $\tau \in [0, \tau^*]$.

Finally, when $\tau = \tau^*$, we have that $(\alpha_0 + \alpha_0 \tau^* - \tau^*) = 0$. Hence, $X_{k+1}$ is a sum of $r - 1$ rank one matrices and $\text{rank}(X_{k+1}) \leq r - 1$. Since $X_{k+1}$ is a rank one perturbation of $X_k$, the most the rank can decrease by is 1, thus $\text{rank}(X_{k+1}) = r - 1$.

\[\Box\]

### A.4 Proof of Theorem 3.5

**Proof.** Assume that $X_k$ has the thin SVD $X_k = U\Sigma V^T$. We show that the smallest singular vector pair can be made into a rank-drop step. Let $s = c_r$, where $c_r$ is the $r$th elementary basis vector, $t = (\sigma_r(X_k)/\kappa(X_k))c_r$, and $Z = Us^T V^T / s^T \Sigma^{-1} t$. Since $\sigma_r(X_k) \leq \kappa(X_k)$, $\|t\|_2 \leq 1$. We conclude that,

$$\|Z\|_{NN} = \left\| \frac{Us^T V^T}{s^T \Sigma^{-1} t} \right\|_{NN}$$

$$\leq \frac{\|Us\|_2 \|Vt\|_2 (\|\Sigma^{-1}s\|_2 \|t\|_2)}{\kappa(X_k)}$$

$$\leq \frac{\sigma_r(X_k)}{\kappa(X_k)}$$

Thus $Z \in B_{NN}(0, \kappa(X_k)) \cap \mathcal{R}(X_k)$, and the feasible region to (10) is non-empty. More generally, we can see that any singular vector pair with singular value $\sigma_i(X_k) \leq \kappa(X_k)$ will be feasible to (10) as well.

### A.5 Proof of Theorem 3.6

**Proof.** First we will show that for any feasible solution $(s, t)$ to (11), there exists a corresponding feasible solution to (12) with the same objective value.

Let $(s, t)$ be a feasible solution to (11). Define $\hat{s} := \frac{s}{\|s\|_2}$ and $\hat{t} := \frac{\kappa(X_k)^{-1}}{s^T \Sigma^{-1} t} t$. We will show $(\hat{s}, \hat{t})$ is feasible for (12) and the objective values of (11) and (12) are equal at $(s, t)$ and $(\hat{s}, \hat{t})$. To see this, note that,

$$Us^T V^T$$

$$= \frac{\sigma_r(X_k)}{\|s\|_2 \|\Sigma^{-1} t\|} \cdot Us^T V^T$$

$$= \frac{\hat{s} \hat{t} V^T}{\|\hat{t}\|_2^2}$$

But,

$$\hat{s}^T \Sigma^{-1} \hat{t} = \frac{\kappa(X_k)^{-1}}{s^T \Sigma^{-1} t} \kappa(X_k)^{-1} s^T \Sigma^{-1} t = \kappa(X_k)^{-1},$$

satisfying the first constraint of (12). We can also conclude,

$$Us^T V^T$$

$$= \frac{\kappa(X_k) Us^T V^T}{s^T \Sigma^{-1} t}$$

showing the objective values will be equal.

For the norm constraint, $\|\hat{s}\|_2 = 1$ by construction. Next, to see that the solution satisfies the last constraint, the fact that $(s, t)$ is feasible gives us,

$$\|Us^T V^T\|_{NN} \leq \kappa(X_k)$$

$$\Rightarrow \kappa(X_k) \|Us^T V^T\|_{NN} \leq \kappa(X_k)$$

$$\Rightarrow \|Us^T V^T\|_{NN} \leq 1$$

where the first implication uses the result from (23). Next, using the fact that the nuclear norm of a rank-one matrix is equivalent to its Frobenius norm, we have,

$$\|Us^T V^T\|_{NN} = \|Us^T V^T\|_F$$

$$= \sqrt{\text{tr}((Us^T V^T)^T(Us^T V^T))}$$

$$= \sqrt{\text{tr}(Us^T V^T Us^T V^T)}$$

$$= \sqrt{\text{tr}(Us^T V^T)}$$

$$= \sqrt{\text{tr}(\hat{t} V^T V \hat{t})}$$

$$= \|\hat{t}\|_2$$

Thus, the results from (24) and (25) jointly imply that $\|\hat{t}\|_2 \leq 1$. It is readily seen that any feasible solution to (12) is a feasible solution to (11). Since there exists a mapping from feasible points in (11) to (12) and vice versa preserving objective values, the optimal values must be equal. Thus, an optimal solution to (12) is an optimal solution to (11) and the converse result holds as stated.

### A.6 Proof of Theorem 3.7

**Proof.** From [Watson, 1992], the subdifferential of the nuclear norm is,

$$\partial\|X_k\|_{NN} := \{UV^T + H : U^T H = H V = 0, \|H\|_{sp} \leq \delta\}.$$
This implies that $\max_{\theta \in \theta} X_{\theta} = (D_k, G) \preceq 0$ if and only if $\delta s^T t \geq \|X_k\|_N$. Since $D_k$ has a negative inner product with all elements in the subdifferential, it must be a descent direction for the nuclear norm at $X_k$.

A.7 Proof of Corollary 3.7.1
Proof. From Theorem 3.7, we must have that $\delta s^T t \geq \|X_k\|_N = \delta$. This implies that $\delta s^T t \geq 1$. Since $\|s\|_2 = \|t\|_2 = 1$, we have that $\delta s^T t \leq 1$, where equality is attained only when $s = t$. Thus, $\delta s^T t \geq \|X_k\|_N$ if and only if $s = t$, completing the proof.

A.8 Proof of Lemma 3.8
Proof. Note that $\sigma_\tau(X_k) = \|X_k\|_N/r$. Then, the inequality can be rearranged as follows.

$$\delta - \|X_k\|_N < 2 \frac{\|X_k\|_N}{r} \quad \delta \|X_k\|_N > \frac{r}{r + 2} \frac{r}{r} \delta$$

A.9 Proof of Theorem 3.9
Proof. From the definition of $X_{k+1} = (1 + \tau^*)U\Sigma V^\top - \tau^* U \delta s s^\top V^\top = U((1 + \tau^*)\Sigma - \tau^* \delta s s^\top) V^\top$. Let $M = (1 + \tau^*)\Sigma - \tau^* \delta s s^\top$. It is clear that $\text{rank}(X_{k+1}) = \text{rank}(M)$.

From Theorem 3.1 it is straightforward to verify that $\tau^* \delta s s^\top \in \mathcal{R}(1 + \tau^*) \Sigma$, so $\text{rank}(M) = \text{rank}(X_k) - 1$.

Let $\lambda_i(M)$ be the $i$th eigenvalue of $M$, then,

$$\sum_i \lambda_i(M) = \text{tr}(M) \quad = (1 + \tau^*) \text{tr}(\Sigma) - \tau^* \text{tr}(\delta s s^\top) \quad \leq \delta.$$

We require the following Theorem from [Chu et al., 1998].

Theorem A.1 (Chu et al., 1998). Suppose that $D$ is symmetric positive semidefinite, $S$ is symmetric, and $\text{rank}(D - S) = \text{rank}(D) - \text{rank}(S)$. Then $D - S$ is positive semidefinite.

From Theorem A.1, $\lambda_i(M)$ is symmetric positive semidefinite, so $\sum_i \lambda_i(M) = \sum_i \sigma_i(M) \geq \|M\|_N \leq \delta$. Since $X_{k+1} = UMV^\top$, it follows that $\|X_{k+1}\|_N \leq \delta$.

A.10 Proof of Lemma 3.10
Proof. If $\kappa(X_k) > \sigma_\tau(X_k)$, then $\|X_k\|_N < \delta$, and $\mathcal{F}(X_k) = \mathcal{B}_N(0, \delta)$. Then $Z = \kappa(X_k) U M t^\top V^\top$ where $\|s\|_2 = 1$ and $\|t\|_2 \leq 1$. This implies that $\|Z\|_N \leq \kappa(X_k) < \delta$ and $Z \in \mathcal{F}(X_k)$.

A.11 Proof of Lemma 3.11
Proof. If $s$ is a solution to (15), then $\|s\|_2 = 1$ and $\|Z\|_N \leq \delta$. If $\|X_k\|_N < \delta$, then $Z \in \mathcal{B}_N(0, \delta) = \mathcal{F}(X_k)$.

Otherwise, $\|X_k\|_N \geq \delta$ and $\mathcal{F}(X_k) = \mathcal{F}(X_k) = \{UMV^\top : M \succeq 0, \text{tr}(M) = \delta\}$, as defined in (4). Clearly, $\delta s s^\top$ is symmetric positive semidefinite, and since $\text{tr}(\delta s s^\top) = \delta^2 s^\top s = \delta$, we can set $M = \delta s s^\top$ and $Z = UMV^\top \in \mathcal{F}(X_k)$.

A.12 Proof of Lemma 3.12
Proof. Since $(s, t, \lambda, \alpha, \beta)$ satisfies the KKT conditions, we have,

$$W^\top s + \lambda \Sigma^{-1} s = -2\beta t \quad (27)$$

$$W t + \lambda \Sigma^{-1} = -2\alpha s. \quad (28)$$

Following these equations, we conclude that $\alpha = \beta = 0$, for any feasible solution, since $s^\top s = 1$.

Since $(s, t, \lambda, \alpha, \beta)$ satisfies the KKT conditions, from the complementary slackness and the additional assumption $t^\top t < 1$, we must have $\beta = 0$. This implies that $0 = \beta = \alpha$, since $\alpha = \beta = \|t\|^2$. Thus, $M_\lambda$ must be rank deficient. In other words, there exists $\lambda \in \mathbb{R}$ and a vector $x \in \mathbb{R}^r$ such that,

$$(W + \lambda \Sigma^{-1}) x = 0 \iff -\Sigma W x = \lambda x.$$  

Hence $\lambda$ is an eigenvalue of $-\Sigma W$.

With $\alpha = \beta = 0$, for each real $\lambda$ in $\text{eigs}(-\Sigma W)$, (27) is satisfied by setting $s$ and $t$ to any singular value pair of $M_\lambda$ with associated singular value of 0. Conversely, assume that $(s, t)$ forms a singular vector pair of $-\frac{1}{2}(W + \lambda \Sigma^{-1})$ associated with the singular value zero, and $\kappa(X_k) s^\top t > 1$. Then $(s, t) = \left(s, t/(\kappa(X_k) s^\top t)\right)$ is a feasible point of (12) and $(s, t, \lambda, \alpha, \beta)$ satisfies the KKT condition of (12).

Thus, we have characterized all possible points that can satisfy the KKT conditions such that $t^\top t < 1$.

A.13 Proof of Theorem 4.1
Proof. We will use a similar proof as [Guélat and Marcotte, 1986]. Since rank-drop steps always decrease the rank of the solution, the number of rank-drop steps is bounded by the number of Frank-Wolfe steps. Thus, any sequence $\{X_k\}$ contains an infinite number of Frank-Wolfe steps. Since rank-drop steps can only decrease the objective, the convergence is guaranteed by the same arguments as the regular Frank-Wolfe algorithm.