A Reversed and Shift Sparse Array Scheme Based on the Difference and Sum Co-array

Yan Zhou

Abstract—The reversed and shift (RAS) sparse array scheme, which is based on the difference and sum co-array (DSCA) and remarkably enhances the capability of identifying sources, is proposed. For the original nested array (NA) or co-prime array (CPA), there exists a large overlap between its difference co-array and sum co-array, which prevents it from obtaining high degrees of freedom (DOFs). Motivated by this fact, the RAS scheme is designed for reducing the overlap while increasing the DOFs for direction of arrival (DOA) estimation. The proposed scheme is effective for both NA and CPA. The closed-form expression for the relationship between the number of physical sensors and the number of consecutive DSCA sensors is derived. Compared with some representative DSCA based sparse arrays, the proposed one can achieve longer consecutive virtual array. Simulation experiments are carried out to exhibit the enhanced DOA estimation performance of RAS scheme.

Index Terms—Direction of arrival (DOA) estimation, nested array (NA), co-prime array (CPA), difference and sum co-array (DSCA).

I. INTRODUCTION

In radar system, wireless communication, speech processing and so on, direction of arrival (DOA) estimation has been always receiving significant attention [1]-[5]. According to the parameter identification theory, by uniform linear array (ULA) with \( T \) sensors, less than \( T \) sources can be resolved by the classical DOA estimation techniques. Recently, the co-array, which consists of virtual sensors generated by the sparse array with physical sensors, has attracted a great number of related researchers and practitioners due to its ability of resolving more sources than sensors. Based on this concept, plenty of difference co-array (DCA) based sparse arrays, including nested array (NA) [6] and co-prime array (CPA) [7], have been developed [8]-[14]. By combining the sum co-array (SCA) with DCA, the degrees of freedom (DOFs) available for DOA estimation can be further improved [15]-[20]. In [17], by virtual of adopting the vectorized conjugate augmented MUSIC (VCAM) algorithm, the difference and sum co-array(DSCA), which consists of DCA, non-negative SCA and non-positive SCA, is utilized to increase the DOFs.

In this paper, based on the concept of DSCA, a reversed and shift (RAS) sparse array scheme, which is effective for both NA and CPA, is designed for further increasing DOFs. We start from RAS scheme for NA (RAS-NA). For the original NA, there is a large overlap between its DCA and SCA. Based on this fact, NA is designed to be reversed and then shifted to a position for reducing the overlap while increasing the DOFs. Here, it is found that the most appropriate shifted distance is equal to the largest spacing in NA. The same scheme can also be applied into CPA and the RAS scheme for CPA (RAS-CPA) is configured as well. By comparing RAS-NA and RAS-CPA with other representative sparse arrays, such as NADiS [19] and DsCAMpS [20], the proposed scheme can achieve higher DOFs, which means that more resolved sources and higher DOA estimation accuracy can be realized. Finally, the numerical experiments, mainly with regard to the ability for resolving sources and the estimation accuracy, are carried out to verify the performance of RAS scheme.

Notation: We denote superscript \( [\bullet]^T \) as transpose. \( \max (\bullet) \) means the maximum value in a set. For any two sets of sensor positions \( \mathcal{P} \) and \( \mathcal{Q} \), the set operations with regard to them are listed here for a more appropriate understanding of the paper

\[
\text{Sum set: } \mathcal{P} + \mathcal{Q} = \{p + q | \forall p \in \mathcal{P}, q \in \mathcal{Q}\},
\]

\[
\text{Difference set: } \mathcal{P} - \mathcal{Q} = \{p - q | \forall p \in \mathcal{P}, q \in \mathcal{Q}\},
\]

\[
\text{Translation Set: } c + \mathcal{P} = \{c + p | \forall p \in \mathcal{P}, c \in \mathbb{Z}\}
\]

where \( c \) is a constant and \( \mathbb{Z} \) represents the integer set. The set \( \{n : m\} \) represents a consecutive set ranging from \( n \) to \( m \).

II. SIGNAL MODEL

The sensor positions of a \( T \) sensor array subject to the following set

\[
\mathcal{P} = \{p_1d, p_2d, \ldots, p_t d, \ldots, p_Td, t = 1, 2, \ldots, T\}
\]

where \( p_t d \) represents the position of a sensor, \( d = \lambda/2 \) with \( \lambda \) denoting wavelength. The array output for \( L \) far-field narrowband sources is

\[
x(t) = \sum_{i=1}^{L} a(\theta_i)s_i(t) + \varepsilon(t) = As(t) + \varepsilon(t)
\]

in which \( s(t) = [s_1(t), \ldots, s_L(t)]^T \) contains the source signals, \( \varepsilon(t) \) represents the Gaussian noise, \( a(\theta_i) = [e^{-j2\pi p_1 d \sin(\theta_i)/\lambda}, \ldots, e^{-j2\pi p_T d \sin(\theta_i)/\lambda}]^T \) is the steering vector with \( \theta_i, l = 1, 2, \ldots, L \) being the incident angle and \( A = [a(\theta_1), \ldots, a(\theta_L)]^T \) [1]. The sources are mutually uncorrelated. By utilizing the VCAM algorithm, a new virtual snapshot \( z \), whose elements correspond to the signal received at the DSCA of \( \mathcal{P} \), can be extracted from the covariance matrix of \( x(t) \). The detailed introduction to VCAM can be seen in [17]. For a sparse array, its DSCA is defined as [15]

\[
\mathcal{D} = \{\mathcal{P} + \mathcal{P} \} - \{\mathcal{P} + \mathcal{P} \} \cup \{\mathcal{P} - \mathcal{P}\}
\]
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As the expression in (4), DSCA includes DCA, non-negative SCA and non-positive SCA. In VCAM, the consecutive segment in DSCA determines the virtual ULA or the DOFs available for DOA estimation. In the following, a new sparse array scheme that enhances the DOA estimation performance by using DSCA is proposed. For convenience, $d$ is omitted in equations.

III. THE PROPOSED RAS SCHEME

A. The design of RAS-NA

In general, with the total of $T = N + M$ sensors, the sensor positions in a NA subject to $\mathcal{P}_{N,A} = \mathcal{P}_1 \cup \mathcal{P}_2$ [7], where

$$\mathcal{P}_1 = \{0 : N - 1\},$$

$$\mathcal{P}_2 = \{N, 2(N + 1) - 1, \cdots, M(N + 1) - 1\}$$

(5)

As commonly known, the DCA of a NA is hole-free and ranging from $-(MN + M - 1)$ to $(MN + M - 1)$. Though the SCA of a NA is not hole-free, it still poises a consecutive segment ranging from $-(M + 1)(N + 1) + 2$ to $(M + 1)(N + 1) + 2$. Due to a large overlap between DCA and SCA, the consecutive segment in the DSCA of a NA is not much longer than that in its DCA or SCA, which is not beneficial to the DOA estimation. Here, for further improving the DOFs, the RAS scheme will be created to fully exploit the relationship between the consecutive segments in DCA and SCA. The main motivation behind the proposed RAS scheme is that the SCA can be shifted according to the length of the consecutive segment in DCA to reduce the overlap. Based on the idea, let $\alpha = M(N + 1) - 1 = \max(\mathcal{P}_{N,A})$ be the shift factor, then the shift NA (S-NA) is deployed as $\mathcal{P}_{S,N} = \mathcal{P}_1' \cup \mathcal{P}_2' \cup \mathcal{P}_3'$, where

$$\mathcal{P}_1' = \{0\}, \quad \mathcal{P}_2' = \{0 : N - 1\} + (\alpha + 1)/2,$$

$$\mathcal{P}_3' = \{N, 2(N + 1) - 1, \cdots, M(N + 1) - 1\} + (\alpha + 1)/2$$

(6)

Compared with the original NA, the DCA of S-NA maintains the original position since the shift factor is inactive for the DCA. The SCA of S-NA is shifted to the end of DCA to increase the DOFs. Unfortunately, since the reference sensor in the original NA is shifted, a reference sensor must be added in S-NA. The new added sensor increases the number of sensors the original position since the shift factor is inactive for the DCA. The SCA of S-NA is shifted to the end of DCA to increase the DOFs. Unfortunately, since the reference sensor in the original NA is shifted, a reference sensor must be added in S-NA. The new added sensor increases the number of sensors

$$\mathcal{P}_{RN} = \mathcal{P}_1'' \cup \mathcal{P}_2''$$

(7)

Based on this structure, the number of sensors maintains the same as in NA while the SCA of RAS-NA is shifted to reduce the overlap. The DCA of RAS-NA is still consecutive and ranging from $-(MN + M - 1)$ to $(MN + M - 1)$. By shifted, the consecutive parts in SCA are $\{-2M(N + 1) + 2 : -(M + 1)(N + 1)\}$ and $\{(M - 1)(N + 1) : 2M(N + 1) - 2\}$. The number of consecutive DSCA sensors in RAS-NA is $4MN + 4M - 3$, which is considerably larger than that in NA. For clearly showing the improvement, RAS-NA is compared with NA and NADiS [19] in Fig. 1. Among the sparse arrays considered here, RAS-NA can always outperform its counterparts.

B. The design of RAS-CPA

As the definition, with the total of $T = 2N + M - 1$ sensors, the array deployment in CPA is $\mathcal{Q}_{C,A} = \mathcal{Q}_1 \cup \mathcal{Q}_2$, where

$$\mathcal{Q}_1 = \{0 : M - 1\} \cup N, \quad \mathcal{Q}_2 = \{0 : 2N - M\}$$

(8)

$N$ and $M$ are co-prime numbers satisfying $N < M$ [9]. It is well-known that the DCA of a CPA can generate a consecutive virtual ULA ranging from $-MN - N + 1$ to $MN + N - 1$. Though the SCA of a CPA is well illustrated in [16]-[17], it is not sufficiently exploited to improve the DOFs. Here, inspired by the design of RAS-NA, the RAS-CPA is arranged as

$$\mathcal{Q}_{RC} = \beta - \mathcal{Q}_{C,A}$$

(9)

where $\beta = \max(\mathcal{Q}_{C,A}) = (2N - 1)M$ is the shift factor for RAS-CPA. For demonstrating that the proposed scheme will remarkably outperform CPA in the number of consecutive DSCA sensors, the Proposition 1 is introduced first.

Proposition 1: The SCA of a CPA, which is generated according to co-prime numbers $N$ and $M$ and $N + M = 1$, contains a consecutive virtual array ranging from $(N - 1)N$ to $(2N - 1)(M + 1) + 1$.

Proof: All elements in $\mathcal{Q}_1 + \mathcal{Q}_2$ can be listed in a matrix as

$$\begin{bmatrix}
(2N - 1)M & \cdots & M & 0 \\
N + (2N - 1)M & \cdots & N + M & N \\
\vdots & \ddots & \vdots & \vdots \\
(M - 1)N + (2N - 1)M & \cdots & (M - 1)N + M & (M - 1)N \\
\end{bmatrix}$$

(10)

It should be noted that the elements along every diagonal can be expressed in the set $\mathcal{M} = \bigcup_{i=1}^{2N-1} \mathcal{M}_1(i) \cup M_2(i')$, where

$$\mathcal{M}_1(i) = \{(i - k)N + kM, \text{sgn}(i - M + 1) \leq k \leq i, k \in \mathbb{Z}\}$$

(11)
\[ M_2(i') = \{ k'N + (2N - 1 + i' - k')M, i' \leq k' \leq M - 1, k' \in \mathbb{Z} \}, \]  
(12)
in which the function \( sgn(x) = \begin{cases} x, & \text{if } x \geq 0 \\ 0, & \text{else} \end{cases} \). Obviously, \( M_1(i) \) and \( M_2(i') \) are both consecutive sets since the difference of adjacent elements in each set is
\[
(i-k)N+kM-(i-k+1)N+(k-1)M = M-N = 1
\]  
(13)
Based on this fact, as long as \([i+1-\text{sgn}(i-M+2)]N+\text{sgn}(i-M+2)M-iM \leq 1\), i.e. \( i \geq N-1 \), \( \bigcup_{i=1}^{2N-1} M_1(i) \) contains a consecutive virtual array ranging from \(-M^2\) to \(-M\). Consequently, it
contains a consecutive virtual array ranging from \((N-1)N : (2N-1)M\). In addition, it is noted that by combining \( M_2(1) \) and \( M_2(2) \), namely \( \{(M-1)N + (2N - M + 1)M, \ldots, N + (2N - 1)M\} \) and \( \{(M-1)N + (2N - M + 2)M, \ldots, 2N + (2N - 1)M\} \)
, with \( \{(N-1)N : (2N-1)M\} \) and the element \( \{2NM\} \) in \( Q_1+Q_2 \) together, one can find that they actually form a consecutive set \( \{(N-1)N : 2N + (2N - 1)M\} \). Therefore, the SCA of the CPA with \( M-N=1 \) contains a consecutive segment from \((N-1)N\) to \(2N+2M-N(N-1)\), and the proof is completed. Next, the DSCA of RAS-CPA will be illustrated.

**Proposition 2:** The DSCA of RAS-CPA with \( M-N=1 \), contains a consecutive virtual array ranging from \(-4MN+2M+N(N-1)\) to \(4MN-2M-N(N-1)\). 

**Proof:** As the above analysis, for RAS-CPA, the union of its DCA and SCA is not necessarily a consecutive set since \( 2MN+2N-M > MN+N-1 \) when \( N > 4 \). For completing the proof, some short consecutive sets exist in DCA and SCA are required. As the beginning, the items in the difference set of two subsets, namely \( \{N+1 : 2N-1\}M \) and \( \{0 : M-1\}N \), in CPA is listed in a matrix as
\[
NM + \begin{bmatrix}
M &=& M \\
2M &=& 2M-N \\
\vdots &=& \vdots \\
(N-1)M &=& (N-1)M-N \\
(N-1)M-N &=& (N-1)M-(M-1)N
\end{bmatrix}
\]  
(14)
Note that \( M-N=1 \) and hence the items along the diagonals located at the lower triangle area form the following short consecutive sets
\[
M_3(i''') = \{ NM + i'''M + N - 1 - k''', i''' \leq k''' \leq N - 1, k''' \in \mathbb{Z} \},
1 \leq i''' \leq N-1, i''' \in \mathbb{Z}
\]  
(15)
Now, recall the short consecutive sets in (12) and the shifted non-negative SCA subsets corresponding to (12) can be rearranged as
\[
M_4(i'') = \{ NM + (i''-1)M + k', N - i' \leq k' \leq N, k' \in \mathbb{Z} \},
1 \leq i'' \leq N-1, i'' \in \mathbb{Z}
\]  
(16)
Let \( i''' = i'' \), the union of \( M_3(i') \) and \( M_4(i'') \) is expressed as
\[
M_4(i' - 1) \cup M_4(i') \cup M_3(i' - 1) \cup M_3(i') = \{ NM + (i'-2)M + N - i' + 1 : NM + i'M + N - i' - 1 \},
2 \leq i' \leq N-1, i' \in \mathbb{Z}
\]  
(17)
Evidently, the set in (17) ranging from \( NM+N-1 \) to \( 2NM-M \) can fill the gap between the DCA of RAS-CPA and the non-negative SCA of it. Due to the symmetry of DCSA, a consecutive set ranging from \(-2NM+M\) to \(-NM-N+1\) can also be found in the DCSA of RAS-CPA, which can fill the gap between the DCA of RAS-CPA and the non-positive SCA of it. As a consequence, the proof is completed.

With the total of \( T = 2N + M - 1 \) sensors, the number of consecutive DSCA sensors in RAS-CPA with \( M-N=1 \) can reach as many as \( 8MN - 4M - 2N(N-1)+1 \). For clearly exhibiting the advantage of RAS-CPA, it is compared with CPA and DS-CAMpS [20] in Fig. 2. Except when \( T = 6 \) RAS-CPA can always outperform its counterparts.

**IV. Simulation Results**

In the simulations, \( Q \) sources are uniformly located from \(-50^\circ \) to \(50^\circ \). The VCAM algorithm is employed here to resolve sources [17]. The number of consecutive DSCA sensors in NA, NADiS, RAS-NA, CPA, DS-CAMpS and RAS-CPA is denoted as \( u_{NA}, u_{ND}, u_{RN}, u_{CA}, u_{DC} \) and \( u_{RC} \), respectively.

**A. The NA based sparse array comparison**

In this subsection, 8 physical sensors are deployed. Accordingly, \( u_{NA} = 47 \), \( u_{ND} = 71 \) and \( u_{RN} = 77 \). The MUSIC spectrum is shown in Fig. 3. There are 26 sources with \( 0dB \) SNR (signal to noise ratio) and the red dot lines exhibit the true incident angle of each source. The number of snapshots is 300. It is clearly shown that RAS-NA correctly resolves all the 26 sources while NADiS fails to achieve it. In addition, the MUSIC spectrum of NA cannot be plotted here due to the insufficient noise subspace dimension.

For evaluating the estimation accuracy of each sparse array, the DOA estimation root mean-square error \( RMSE = \sqrt{\frac{1}{L} \sum_{l=1}^{L} (\hat{\theta}_l - \theta_l)^2/L} \), where \( \hat{\theta}_l \) is the estimate of \( \theta_l \), is averaged through 100 independent Monte Carlo runs. Here, 20 sources and 300 snapshots are considered. Apparently, the estimation
accuracy improves with the increase of SNR in Fig. 4. For the full range of SNR, RAS-NA can always reach the lowest RMSE.

B. The CPA based sparse array comparison

In this subsection, 9 physical sensors are exploited in each sparse array. Accordingly, $u_{CA} = 53$, $u_{DC} = 61$ and $u_{RC} = 69$. The MUSIC spectrum is demonstrated in Fig. 5, where 27 uncorrelated sources with $0 \text{dB SNR}$ are considered and the number of snapshots is 300. Under this condition, RAS-CPA has succeeded in resolving the 27 sources while DsCAMpS have failed to resolve all the sources. Finally, for evaluating the estimation accuracy of the CPA based sparse array, the DOA estimation RMSE is obtained through 100 independent Monte Carlo runs. Here, 20 sources are considered. As shown in Fig. 6, during the full range of SNR, the proposed RAS-CPA can always reach the lowest RMSE.

V. CONCLUSIONS

A new sparse array scheme, which is based on the concept of DSCA, has been proposed for increasing the consecutive DSCA elements in NA and CPA. By properly utilizing the relationship between the DCA and SCA, the original NA is reversed and then shifted to a position such that more consecutive DSCA elements can be achieved. The same structure has been found to be effective for CPA. Given the same number of physical sensors, RAS scheme possesses larger number of consecutive DSCA elements, hence higher DOFs available for DOA estimation than its counterparts. Simulation results verify the performance of the proposed RAS scheme. In the future work, we will try to embed other explicitly expressed sparse arrays into RAS scheme.

REFERENCES

[1] H. L. Van Trees, “Optimum array processing: Part IV of detection, estimation and modulation theory,” New York, NY, USA: Wiley, 2002.
[2] R. O. Schmidt, “Multiple emitter location and signal parameter estimation,” *IEEE Trans Antennas Propag.*, vol. 34, no. 3, pp. 276–280, 1986.
[3] H. Krim, and M. Viberg, “Two decades of array signal processing research: the parametric approach,” *IEEE Signal Process. Mag.*, vol. 13, no. 4, pp. 67–94, 1996.
[4] R. Roy, and T. Kailath, “ESPRIT-estimation of signal parameters via rotational invariance techniques,” *IEEE Trans. Acoust., Speech, Signal Process.*, vol. 37, no. 7, pp. 984-995, 2002.
[5] S. Sedighi, B. S. M. R. Rao, and B. Ottersten, “An asymptotically efficient weighted least squares estimator for co-array-based DOA estimation,” *IEEE Trans. Signal Process.*, vol. 68, pp. 589-604, 2020.
[6] P Pal, and P P Vaidyanathan, “Nested arrays: A novel approach to array processing with enhanced degrees of freedom,” *IEEE Trans. Signal Process.*, vol. 58, no. 8, pp. 4167-4181, 2010.
[7] P P Vaidyanathan, “Sparse sensing with co-prime samplers and arrays,” *IEEE Trans. Signal Process.*, vol. 59, no. 2, pp. 573-586, 2011.
[8] C.-L. Liu and P. P. Vaidyanathan, “Remarks on the spatial smoothing step in coarray MUSIC,” *IEEE Signal Process. Lett.*, vol. 22, no. 9, pp. 1438–1442, Sep. 2015.
[9] S. Qin, Y. D. Zhang, and M. G. Amin, “Generalized coprime array configurations for direction-of-arrival estimation,” *IEEE Trans. Signal Process.*, vol. 63, no. 6, pp. 1377-1390, 2015.
[10] M. Yang, L. Sun, X. Yuan, et al, “A new nested MIMO array with increased degrees of freedom and hole-free difference coarray,” *IEEE Signal Process. Lett.*, vol. 25, no. 1, pp. 40-44, 2017.
[11] J. Cai, W. Liu, R. Zong, and Q. Shen, “An expanding and shift scheme for constructing fourth-order difference coarrays,” *IEEE Signal Process. Lett.*, vol. 24, no. 4, pp. 480–484, 2017.
[12] G. Qin, Y. D. Zhang, M. G. Amin, "DOA estimation exploiting moving dilated nested arrays," *IEEE Signal Process. Lett.*, vol. 26, no. 3, pp. 460-464, 2019.
[13] X. Wang, and X. Wang, "Hole identification and filling in k-times extended co-prime arrays for highly efficient DOA estimation," *IEEE Trans. Signal Process.*, vol. 67, no. 10, pp. 2693-2706, May, 2019.
[14] Y. Zhou, Y. Li, and C. Wen, "The multi-level dilated nested array for direction of arrival estimation," *IEEE Access*, vol. 8, pp. 43134-43144, 2020.
[15] S. Iwazaki and K. Ichige, “Sum and difference composite co-array: An extended array configuration toward higher degree of freedom,” in *Proc. Int. Conf. Adv. Elect.*, Electron. Syst. Eng., 2016, pp. 333–338.
[16] L. Liu, J. Xu, Z. Huang, and G. Wang, “Adjacent co-prime array for DOA estimation of real-valued sources,” in *Proc. IEEE Radar Conf.*, 2017, pp. 862–866.
[17] X. Wang, Z. Chen, S. Ren, et al., "DOA estimation based on the difference and sum coarray for coprime arrays," *Digital Signal Process.*, vol. 69, pp. 22-31, 2017.
[18] Z. Chen, Y. Ding, S. Ren, and Z. Chen, “A novel nested configuration based on the difference and sum co-array concept,” *Sensors*, vol. 18, p. 2988, 2018.
[19] P. Gupta, and M. Agrawal, "Design and analysis of the sparse array for DOA estimation of noncircular signals," *IEEE Trans. Signal Process.*, vol. 67, no. 2, pp. 460–473, 2019.
[20] Z. Chen, Y. Ding, S. Ren, et al., “A novel noncircular MUSIC algorithm based on the concept of the difference and sum coarray,” *Sensors*, vol. 18, p. 344, 2018.