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Abstract: Rolling bearings are critical to the normal operation of mechanical systems, which often undergo time-varying working conditions. When the local defects appear on a rolling bearing, the transient impulses will generate and be covered by the strong background noise. Therefore, extracting the rolling bearing weak fault feature with time-varying speed is critical to mechanical system diagnosis. A weak fault feature extraction strategy of rolling bearing under time-varying working conditions is proposed. Firstly, the order-frequency spectral correlation (OFSC) is computed for transferring the measured signal into a higher dimensional space. Then, the joint sparsity and low-rankness constraint is imposed on OFSC to detect the time-varying faulty characteristics. An algorithm in the alternating direction method of multipliers (ADMM) framework is derived. Finally, the enhanced envelope order spectrum (EEOS) is applied to further detect the defective features, which can make the fault features more obvious. The feasibility of the proposed method is confirmed by simulations and an experimental case.
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1. Introduction

Rolling bearings are among the most vital rotating elements in a mechanical system (wind turbine [1], centrifuges, helicopters, washing machines, and so on [2,3]), which may be a direct failure for machines breakdown [4]. When rolling bearings are in normal operation, the vibration will generate, caused by raceway waviness, radial play, friction and so on [5,6]. Once the local defects occur, the transient impulses in vibration signals will generate (quite different from the vibration signals in normal operation), covered by a strong background noise [7]. Thus, the vibration-based analysis can be used for the rolling bearing fault diagnosis, and the fault feature extraction task aims to extract the feature of weak transient impulses from the noisy signal, which is valuable for fault diagnosis [8–10] and equipment maintenance.

When the rotating speed is stationary, several methods can be used to identify the stable fault characteristic frequency (FCF) to determine the types of faults (inner race, outer race and rollers). Different techniques have been developed to identify the fault types according to different FCFs, like envelope analysis [11] (shift the higher resonance frequency band into a lower fault frequency band to achieve a higher resolution), wavelet analysis [12] (denoise the vibration signal via wavelet decomposition), spectral kurtosis [13,14] (adaptively choose the resonance frequency band via kurtosis), empirical mode decomposition and its development [15–17] (denoise the vibration signal via mode decomposition).
frequency band entropy [18] (adaptively choose the resonance frequency band via the frequency band entropy), time-frequency analysis (TFA) [19,20] (extract the fault feature in both time domain and frequency domain). Moreover, the time-frequency analysis method can transfer the measured vibration signal into a higher-dimensional space, which can highlight fault characteristics. Yang et al. [21] introduced the sparsity constraint in the time-frequency domain to extract the rolling bearing fault feature. Unfortunately, the weak fault feature is always hidden by the strong background noise, increasing the difficulty of extracting the fault feature in time frequency representation (TFR) [22]. Note that extracting the fault feature via single sparsity in the time frequency domain is hard to achieve a pleasant performance. In order to denoise the TFR, Yu et al. [23] revealed the sparsity of the fault feature and low-rankness of the background noise in the time-frequency domain. The TFR is denoised and the expected fault feature is obtained according to the robust principal component analysis (RPCA) [24]. However, in this case, the fault feature is also low-rank [25,26], not just sparse. If the parameter selection is unreasonable, the obtained fault feature will be confused with the noise component. To tackle this issue, a periodical sparse low-rank model was proposed [27,28] to consider the faulty characteristics in the time-frequency domain as a simultaneously sparse and low-rank component [29]. Actually, most of the abovementioned methods only consider the stable rotating speed conditions and are invalid to variable speed conditions.

When the rolling bearing undergoes the time-varying working condition, the FCFs will also be time-varying. The time-varying FCFs also increase the difficulty of the fault feature extraction task [30]. If the shaft rotating speed can be determined, the measurement can be resampled into the angular domain [31]. Then, the order tracking technique [32] enables the FCFs to be transferred into a fixed order. Thus, the system kinematics of the rolling bearings (periodical impulses and modulations) are reflected in the angular domain. Moreover, the system dynamics of the rolling bearings (system resonances) are still shown in the time domain [33]. Along these lines of thought, a concept of angle-time cyclostationary (AT-CS) signal [34] was proposed to describe the rolling bearing fault signal in both time and angular domain. A useful tool named order-frequency spectral correlation (OFSC) [35] was also proposed to transfer the signal into the cyclic order-frequency domain via double Fourier transform, which transfers the angle to cyclic order domain and the time to frequency domain. When calculating the OFSC, the shaft rotating speed is needed and the vibration signal is resampled into the angular domain. Thus, the time-varying FCF in OFSC is transferred into a specific order. By identifying this specific order, the type of fault feature may be difficult to identify. Thus, the problem of how to successfully extract the time-varying rolling bearing fault feature in the heavy interference should be investigated.

In this paper, a weak fault feature extraction strategy of rolling bearing with variable speed is proposed. The measured vibration signal is firstly transformed into the cyclic order-frequency domain, which is analyzed by OFSC. Then, the fault feature contained in the OFSC is extracted according to the joint sparsity and low-rankness model via an ADMM based algorithm. Finally, the EEO is further used to enhance the extracted fault feature, making the fault feature more obvious to identify. The following are the primary contributions of this paper:

- The OFSC is calculated by converting the measurement of a rolling bearing with variable speed into the cyclic order-frequency domain. The joint sparsity and low-rankness of the fault feature in OFSC is firstly revealed in this paper, which can be utilized to extract weak fault features of rolling bearings under variable speed conditions;
- A joint sparsity and low-rankness constraint is imposed on the OFSC to model the fault feature. To optimize the proposed model, an algorithm named ADMM-SLRJEM is developed to extract the fault feature in OFSC.

The rest of this paper is structured as follows. The measurement of a faulty rolling bearing with variable speed is considered, and the corresponding concepts of AT-CS signal
are presented in Section 2. Then, the fault feature in OFSC is revealed to possess the joint sparsity and low-rankness and an ADMM based algorithm is derived in Section 3. Finally, in Sections 4 and 5, The feasibility of the proposed method is confirmed by simulations and an experimental case, respectively.

2. The Signal of Faulty Rolling Bearing with Variable Speed: An Angle-Time Cyclostationary View

2.1. Problem Statement

The most prevalent places for rolling bearing local defaults are the inner race, outer race, and rollers. The measured vibration signal \( z(t) \) can be considered as the superposition of transient impulses by local defects and background noise as

\[
z(t) = x(t) + n(t),
\]

(1)

where \( x(t) \) denotes transient impulses and \( n(t) \) is the strong background noise. The faulty characteristics detection is devoted to separating the features of \( x(t) \) from \( z(t) \). When the rolling bearing undergoes the time-varying working conditions, the feature of \( x(t) \) is time-varying as well. Moreover, the background noise \( n(t) \) is very strong in the real scenarios, i.e., the signal-to-noise ratio (SNR) is very low even negative, which increases the difficulty of the extraction task. Overall, this paper aims to extract the fault features of the rolling bearing with variable speed and heavy interference.

2.2. The Angle-Time Cyclostationarity of the Faulty Bearing with Variable Speed

The vibration signal generated by a rolling bearing with constant speed is typically cyclostationary. However, the transient impulses and the carriers related to time are no longer constant when the rotating speed is time-varying. The system kinematics of rolling bearings (periodical impulses and modulations) is reflected in the angular domain. Moreover, the system dynamics of the rolling bearings (system resonances) are still shown in the time domain. Therefore, the measurement should be evaluated by combining the time domain and angular domain, which can employ the concept of angle-time cyclostationary (AT-CS) signal.

An effective tool for AT-CS signal analysis is called order-frequency spectral, which can transfer the analyzed signal into the (cyclic) order-frequency domain. Due to the periodic characteristics of rolling bearings in the angle domain, which are contained in the process of variable speed rotation, this tool can be used to effectively extract the cyclic orders of the fault characteristics. Let \( Z \) denote the measured signal transferred from \( z(t) \) in the OFSC, which can be decomposed as

\[
Z = X + N,
\]

(2)

where \( X \) and \( N \) in OFSC are related to \( x(t) \) and \( n(t) \) respectively. When the noise \( N \) is strong, the expected fault feature may be overwhelmed in \( Z \). Hereafter, the problem can be re-described as how to feasibly extract the time-varying fault feature \( X \) from the measurement \( Z \).

2.3. The Calculation of the Order-Frequency Spectral Correlation

The angle-time autocorrelation function (ATCF) \( R_{2x}(\tau, \theta) \) of \( x(t) \) can be computed by the Fourier series at cyclic orders \( i/\Theta \) as

\[
R_{2x}(\theta, \tau) = \mathbb{E}\{x(t(\theta))x^*(t(\theta) - \tau)\} = \sum_i R_{2x}^i(\tau) e^{j2\pi i \theta / \Theta},
\]

(3)

where \( \mathbb{E}\{\cdot\} \) is the statistic means, \( \tau \) represents the time-lag, \( (\cdot)^* \) denotes the complex conjugation, \( R_{2x}^i(\tau) \) is the angle-time cyclic correlation function and \( \theta(t) = \int_0^t \omega(t)dt \)
stands for the angular variable with \( \omega \) the angular frequency. Equation (3) is a periodic function with a cyclic period \( \Theta \).

Similar to the spectral correlation (SC), the bispectral counterpart contained in the order-frequency spectral correlation (OFSC) can be obtained by double Fourier transform of ATCF as

\[
S_x^{2x}(\alpha, f) = F_{\theta \rightarrow \alpha, \tau \rightarrow f} \{ R_x(\theta, \tau) \},
\]

where \( R_x(\theta, \tau) \) is the angle-time autocorrelation function, \( F_{\theta \rightarrow \alpha} \) denotes the Fourier transform from the variable \( \theta \) to \( \alpha \), \( f \) is the spectral frequency and \( \alpha \) is the cyclic order. The enhanced envelope order spectrum (EEOS) is also introduced to further highlight the faulty characteristics, and the EEOS is defined as

\[
S_x^{EEOS}(\alpha) = \frac{1}{f_2 - f_1} \int_{f_1}^{f_2} |S_x(\alpha, f)| df,
\]

where \( f_1 \) and \( f_2 \) are the upper and lower limits of the given spectral frequency band.

3. The Proposed Rolling Bearing Fault Feature Extraction Method under Variable Speed Conditions

The sparsity and low-rankness of the rolling bearing fault feature in the OFSC are first demonstrated in this section. Then, an algorithm in the ADMM framework is derived to optimize the proposed model.

3.1. The Joint Sparsity and Low-Rankness of the Fault Feature in OFSC

In this subsection, a specific example is given to illustrate the sparsity and low-rankness of the faulty rolling characteristics in OFSC. According to the previous study, the faulty rolling bearing signal with variable speed is

\[
z(t) = A(t) \sum_{i=1}^{L_m} e^{-\beta(t-T_i)} \sin[2\pi f_{\text{resonance}}(t-T_i)]u(t-T_i) + n(t),
\]

\[
A(t) = 1 + \mu \cos \left( 2\pi \int_{0}^{t} f_r(\tau) d\tau \right),
\]

where \( L_m \) represents the impulses count, \( A(t) \) is the amplitude modification with \( \mu \) the amplitude modification magnitude, \( \beta \) is the coefficient related to damping, \( T_i \) is the duration of \( i \)-th impulse, \( u(t-T_i) \) denotes the step signal with \( T_i \) as the starting point, and \( f_{\text{resonance}} \) is the resonance frequency.

Here, a simulated signal of the outer race fault in a speeding up condition and its OFSC are displayed in Figure 1a,b. The detailed parameters are introduced in Section 4. It can be seen that the intervals between two fault impulses are variable with time. The feature of the fault is sparse in the obtained OFSC. Meanwhile, the singular value decomposition (SVD) is applied on the simulated OFSC, as seen in Figure 1c. It can be seen that the faulty characteristic is relatively large on only several singular values. Hence, the joint sparsity and low-rankness can be used for the extraction of the fault feature.

Combined with Equation (2), the optimization problem of the sparsity and low-rankness jointly enforced \( X \) is

\[
\min_X \lambda_0 \|X\|_s + \lambda_1 \|X\|_{L^1}, \text{ subject to } \|Z - X\|_F \leq \delta,
\]

where \( \lambda_0 \) and \( \lambda_1 \) can be used to adjust the weight of the low-rank and sparse component, \( \| \cdot \|_s \) is the nuclear norm, \( \| \cdot \|_{L^1} \) denotes the L1 norm, \( \| \cdot \|_F \) is the Frobenius norm and \( \delta \) is the upper bound of the noise \( \mathbf{N} (\|\mathbf{N}\|_F) \). Once the optimization problem (8) is solved, the joint sparsity and low-rankness fault feature \( X \) in the OFSC can be extracted.
3.2. The Optimization Algorithm Derivation

Equation (8) can be further expressed as an unconstrained optimization problem as

$$\min_X \frac{1}{2} \|Z - X\|_F^2 + \lambda_0 \|Y\|_s + \lambda_1 \|X\|_{L1}. \quad (9)$$

The three terms in Equation (9) are all convex, which means the whole optimization problem is convex and has a globally optimal solution. The ADMM is a high-efficiency computational framework, which allows parallel computing [36]. The convergence of ADMM has been proved in ref. [37]. It can be seen from Equation (9) that the sparsity and low-rankness of the expected fault feature are simultaneously constrained, which makes the optimization more difficult. To decouple the sparsity and low-rankness constraint, an additional constraint $X = Y$ should be introduced, which can be further written as

$$\min_{X,Y} \frac{1}{2} \|Z - X\|_F^2 + \rho \|X - (Y + D)\|_F^2 + \lambda_0 \|Y\|_s + \lambda_1 \|X\|_{L1}, \quad \text{subject to } X = Y. \quad (10)$$

Then, the argumented Lagrangian function $L$ is

$$L(X, Y, D) = \frac{1}{2} \|Z - X\|_F^2 + \frac{\rho}{2} \|X - (Y + D)\|_F^2 + \lambda_0 \|Y\|_s + \lambda_1 \|X\|_{L1}, \quad (11)$$

where $D$ is the Lagrange multiplier, $\rho$ is the plenty parameter related to the convergence speed. The problem (9) can be solved according to Equation (11) by alternatively solving three sub-problems by iteration as follows:

$$X^{(k+1)} = \arg \min_{X^{(k)}} L \left( X^{(k)}, Y^{(k)}, D^{(k)} \right)$$

$$X^{(k+1)} = \arg \min_{X^{(k)}} \frac{1}{2} \|Z - X^{(k)}\|_F^2 + \frac{\rho}{2} \|X^{(k)} - (Y^{(k)} + D^{(k)})\|_F^2 + \lambda_1 \|X^{(k)}\|_{L1}, \quad (12)$$

$$Y^{(k+1)} = \arg \min_{Y^{(k)}} L \left( X^{(k+1)}, Y^{(k)}, D^{(k)} \right)$$

$$Y^{(k+1)} = \arg \min_{Y^{(k)}} \frac{\rho}{2} \|X^{(k+1)} - (Y^{(k)} + D^{(k)})\|_F^2 + \lambda_0 \|X^{(k+1)}\|_s. \quad (13)$$
\[ D^{(k+1)} = D^{(k)} - (X^{(k+1)} - Y^{(k+1)}), \]  

(14)

where \((\cdot)^k\) denotes the \(k\)-th iteration.

3.2.1. The Solution of Sub-Problem (12)

Combining similar terms and ignoring constant terms (the detailed process can be found in Appendix A), the sub-problem of Equation (12) is rewritten as

\[ X^{(k+1)} = \arg \min_{X^{(k)}} \frac{1}{2} \left\| \frac{1}{1+\rho} (Z + \rho (Y^{(k)} + D^{(k)})) - X^{(k)} \right\|_F^2 + \frac{\lambda_1}{1+\rho} \| X^{(k)} \|_{L1}. \]  

(15)

To minimize the \(L1\) norm, the soft-threshold function [38] is used, which can be defined as

\[ \text{soft}(a, T) = \begin{cases} 
  a + T & a \leq -T \\
  0 & |a| \leq T \\
  a - T & a \geq T 
\end{cases}, \]  

(16)

where \(a\) can be regarded as an element in matrix \(A\) and \(T\) is the threshold. Thus, \(X^{(k+1)}\) can be calculated as

\[ X^{(k+1)} = \text{soft} \left( \frac{1}{1+\rho} (Z + \rho (Y^{(k)} + D^{(k)})) - X^{(k)}, \frac{\lambda_1}{1+\rho} \right). \]  

(17)

3.2.2. The Solution of Sub-Problem (13)

Before minimizing the nuclear norm, the SVD of \(X^{(k+1)} - D^{(k)}\) should be firstly operated, which can be marked as

\[ [U, S, V] = \text{SVD} \left( X^{(k+1)} - D^{(k)} \right), \]  

(18)

where \(U\) and \(V\) are the unitary matrices, \(S\) is a diagonal matrix composed of singular values. The nuclear norm can be defined as the total of all elemental absolute values in \(S\), i.e., \(\|S\|_{L1}\). Therefore, the iteration step of sub-problem (13) is

\[ Z^{(k+1)} = U \cdot \text{soft} \left( S, \frac{\lambda_0}{\rho} \right) \cdot V^T. \]  

(19)

Hereafter, the Algorithm 1 can be concluded to optimize the sparsity and low-rankness jointly enforced model (SLRJEM).

Algorithm 1 ADMM-SLRJEM.

Input: measured vibration signal in OFSC \(Z\), \(\lambda_0\), \(\lambda_1\), \(\rho\), \(K\) (\(K\) is the maximum number of iterations), \(\epsilon\) (\(\epsilon\) is the stopping rule)

1: Initialization: \(X = O, D = O\) (\(O\) is the zero matrix), \(k = 1\)

2: loop

3: \(X^{(k+1)} = \text{soft} \left( \frac{1}{1+\rho} (Z + \rho (Y^{(k)} + D^{(k)})) - X^{(k)}, \frac{\lambda_1}{1+\rho} \right)\) % according to Equation (17)

4: \([U, S, V] = \text{SVD} \left( X^{(k+1)} - D^{(k)} \right)\) % according to Equation (18)

5: \(Z^{(k+1)} = U \cdot \text{soft} \left( S, \frac{\lambda_0}{\rho} \right) \cdot V^T\) % according to Equation (19)

6: \(D^{(k+1)} = D^{(k)} - (X^{(k+1)} - Y^{(k+1)})\) % according to Equation (14)

7: if \(L(X^{(k+1)}, Y^{(k+1)}, D^{(k+1)}) - L(X^{(k)}, Y^{(k)}, D^{(k)}) \leq \epsilon\) or \(k > K\) then

8: break

9: end if

10: \(k = k + 1\)

11: end loop

Output: sparsity and low-rankness jointly constrained fault feature \(X^{(k)}\)
3.3. Process of the Proposed Extraction Method of Rolling Bearing Fault Feature

Figure 2 depicts the flowchart based on all of the preceding analyses. The OFSC of the measured vibration signal is firstly calculated. Then, the obtained OFSC is constrained as jointly sparse and low-rank and the derived algorithm is used to detect the time-varying faulty characteristic. Finally, the EEOS is computed to further enhance the fault feature in OFSC and the fault characteristic order can be further analyzed. The detailed process is:

- **Step 1**: Resample the obtained vibration measurement into the angular domain and calculate the OFSC via Equation (4).
- **Step 2**: Separate the fault feature $X$ from the obtained OFSC $Z$ via the proposed algorithm. The obtained OFSC is constrained as jointly sparse and low-rank, which is explained in Section 3.1. The derived algorithm in Section 3.2 named ADMM-SLRJEM is applied to separate the time-varying fault feature in the obtained OFSC.
- **Step 3**: Calculate the EEOS according to Equation (5) to further enhance the separated fault feature in OFSC. Then, the enhanced fault feature can be more obvious for fault diagnosis of rolling bearing with variable speed.

![Flowchart of the proposed extraction method](image)

4. Simulation Study

In this section, several cases are simulated to confirm the performance of the proposed method. Firstly, three parameters $\lambda_0, \lambda_1$ and $\rho$ of the Algorithm 1 should be determined. The parameters $\lambda_0, \lambda_1 \in [0, 1]$ are related to the ratio of sparse and low-rank component. The more sparse and low-rank $X$ is, the larger $\lambda_0$ and $\lambda_1$ are. The parameter $\rho > 1$ is related to the convergence speed and guarantee convergence, which has little impact on the extraction performance. Thus, $\lambda_0 = 0.29, \lambda_1 = 0.2$ and $\rho = 1.5$ is adopted in this paper.
to achieve a better performance and proper speed for fault feature extraction in OFSC. The simulations in this section are carried out by MATLAB R2019b on Intel(R) Core(TM) i7-7700 CPU @ 3.60 GHz system with 16 GB-RAM. Note that there are few relevant studies focusing on the fault feature extraction in the cyclic order-frequency domain. Inspired by refs. [21,25] in the time-frequency domain, the proposed method is compared with methods imposing the single sparsity constraint and single low-rankness constraint on noisy OFSCs. Then, the outer and inner race fault (following the Equations (6) and (7)) is simulated in this section as two specific cases.

4.1. Case 1: Outer Race Fault

Two rotation speeds with linear function \((40t + 10)\) and quadratic function \((40t^2 + 10)\) are used with the ball-pass-order on the outer race (BPOO) of fault feature cyclic orders \(a_{\text{BPOO}} = 2.5\) and \(a_{\text{BPOO}} = 5\) respectively are studied in this case. Other parameters are arranged as follows: the sampling frequency \(f_s = 51,200\) Hz, the sampling length \(N = 51,200\) (a signal with one second), the resonance frequency \(f_{\text{resonance}} = 4000\) Hz and coefficient of resonance damping attenuation \(\beta = 2000\). The intervals between two transient impulses are decreasing with the increasing speed, which can be founded in Figure 3a,c. The Gaussian white noise (SNR = −16 dB) is added in simulated signals, which can be seen that the fault transient impulses are covered by the strong background noise (seen in Figure 3b,d).

![Figure 3](image)

Figure 3. The simulated signals in Case 1. (a) the transient impulses and rotation speed with linear function (line in blue: the signal waveform adhering the left y-axis and line in black: the shaft rotating speed adhering the right y-axis); (b) the noisy signal with linear function; (c) the transient impulses and rotation speed with quadratic function (line in blue: the signal waveform adhering the left y-axis and line in black: the shaft rotating speed adhering the right y-axis); (d) the noisy signal with quadratic function.

Then, OFSC is computed to transfer the time-domain signal into the cyclic order-frequency domain. The time costs of the three methods are listed in Table 1, which can be seen that the computation burdens are similar. The OFSCs of the two simulated signals are shown in Figure 4. The fault cyclic orders (fault feature) can be found in the OFSCs of the pure transient impulses clearly. However, the strong background noise almost completely covers the fault feature as shown in Figure 4b,d. Then, the EEOs of the two noisy OFSCs are tried to enhance the fault feature. Figure 5 shows that the fault cyclic orders are more pronounced compared with that in OFSCs, especially at the condition...
of \( a_{BPOO}^Q = 5 \). The first order component at the condition of \( a_{BPOO}^L = 2.5 \) is obvious. However, its multipliers are still covered by the strong background noise, which needs to be effectively extracted.

Table 1. Time costs of the three methods.

| Constraint                        | Time  |
|-----------------------------------|-------|
| Joint sparsity and low-rankness    | 6.04 s|
| Single sparsity                   | 6.23 s|
| Single low-rankness               | 6.11 s|

Figure 4. The OFSCs of simulated signals in Case 1. (a) the OFSC of pure signal with linearly changing rotation speed; (b) the OFSC of noisy signal with linearly changing rotation speed; (c) the OFSC of pure signal with quadratically changing rotation speed; (d) the OFSC of noisy signal with quadratically changing rotation speed.

Figure 5. The EEOSs of noisy OFSCs in Case 1. The dash lines in red indicate the corresponding BPOO and its multipliers. (a) the EEOS of noisy OFSC with linearly changing rotation speed; (b) the EEOS with noisy OFSC with quadratically changing rotation speed.

Hereafter, the three methods are applied to the noisy OFSCs. The denoised results can be seen in Figures 6 and 7. The fault feature can be effectively extracted with the proposed method for its joint sparsity and low-rankness inducing capability, as shown in Figures 6a and 7a. The proposed method can effectively extract the outer race fault feature in OFSCs under variable speed conditions. As described in Section 3.1, the fault feature in OFSC is modeled as joint sparsity and low-rankness component. Thus, the components which mismatch the joint sparsity and low-rankness are unexpected (i.e., the strong back-
ground noise). The extraction result (seen in Figures 6c and 7c) via single sparsity constraint can not extract the fault feature well, because the low-rankness of the fault feature in OFSC are not fully considered. Moreover, compared with the other two methods, the extraction results are the worst (seen in Figures 6e and 7e). Similar to the noise component in the time-frequency domain, the noise component in the cyclic order-frequency domain also shows the low-rankness property. Thus, the noise component is also contained in the extraction result.

To make the fault cyclic order more clear, the EEOSs of the denoised OFSCs obtained by the proposed method are demonstrated in Figures 6b and 7b. It can be seen that the noise near the fault cyclic order is significantly suppressed, which makes the fault feature more obvious. In the EEOSs obtained by the other two methods, the unseparated noise components in OFSC interfere the clear identification of $\alpha_{BPOO}$, especially in Figures 6f and 7d.

From all the above analyses, the proposed algorithm can effectively extract the outer race fault feature from strong background noise-contaminated OFSC with its superior sparsity and low-rankness inducing capability. The proposed method can achieve a better extraction performance than the other two methods in Case 1. Combined with EEOS, the fault cyclic order can be shown more obviously, which makes the determination of the fault type handier.

![Figure 6](image_url)

**Figure 6.** The extraction results of Case 1 under the linearly changing rotation speed condition. The dash lines in red indicate the corresponding BPOO and its multipliers. (a) the denoised OFSC obtained by the proposed joint sparsity and low-rankness constraint; (b) the EEOS obtained by the proposed joint sparsity and low-rankness constraint; (c) the denoised OFSC obtained by single sparsity constraint; (d) the EEOS obtained by single sparsity constraint; (e) the denoised OFSC obtained by single low-rankness constraint; (f) the EEOS obtained by single low-rankness constraint.
Figure 7. The extraction results of Case 1 under the quadratically changing rotation speed condition. The dash lines in red indicate the corresponding BPOO and its multipliers. (a) the denoised OFSC obtained by the proposed joint sparsity and low-rankness constraint; (b) the EEOS obtained by the proposed joint sparsity and low-rankness constraint; (c) the denoised OFSC obtained by single sparsity constraint; (d) the EEOS obtained by single sparsity constraint; (e) the denoised OFSC obtained by single low-rankness constraint; (f) the EEOS obtained by single low-rankness constraint.

4.2. Case 2: Inner Race Fault

Similar to Section 4.1, the inner race fault is simulated to further confirm the proposed method. The ball-pass-order on the inner race (BPOI) of fault feature cyclic orders are set to $\alpha_{BPOI}^{L} = 2.5$ and $\alpha_{BPOI}^{Q} = 5$ respectively with the rotating shaft order 1. The rest of the parameter settings keep the same with Case 1. The simulated signals in Case 2 are displayed in Figure 8. One of the most obvious differences from Case 1 (Figure 8a,c) is that the transient impulses in Case 2 are modulated by the rotating frequency. The transient impulses are also covered by strong background noise from simulated signals.

Then, OFSCs in Case 2 are calculated and shown in Figure 9. The cyclic order one appears on the OFSCs in Case 2 as shown in Figure 9a,c, which indicates the shaft rotating order. The side cyclic order with the width two (BPOI ±1) is also appeared and can be viewed as a characteristic of inner race fault. The OFSCs of the noisy signals are shown in Figure 9b,d, where the fault features are almost completely covered as well. The EEOSs of the noisy OFSCs in Case 2 are shown in Figure 10. The cyclic order of the inner race fault is relatively obvious on the single and double BPOI. The amplitude on triple BPOI tends to be covered by the noise. Moreover, the side cyclic orders are covered by the strong background noise, which are hard to identify.
Figure 8. The simulated signals in Case 2. (a) the transient impulses and rotation speed with linear function (line in blue: the signal waveform adhering the left y-axis and line in black: the shaft rotating speed adhering the right y-axis); (b) the noisy signal with linear function; (c) the transient impulses and rotation speed with quadratic function (line in blue: the signal waveform adhering the left y-axis and line in black: the shaft rotating speed adhering the right y-axis); (d) the noisy signal with quadratic function.

Figure 9. The OFSCs of simulated signals in Case 2. (a) the OFSC of pure signal with linearly changing rotation speed; (b) the OFSC of noisy signal with linearly changing rotation speed; (c) the OFSC of pure signal with quadratically changing rotation speed; (d) the OFSC of noisy signal with quadratically changing rotation speed.

The results after operating the three methods are shown in Figures 11 and 12. At the quadratically changing speed condition ($\alpha_{\text{Q}} = 5$), the proposed algorithm can effectively extract the fault feature (seen in Figure 12a, and the corresponding EEOS in Figure 12b shows it more clear. At the linearly changing speed condition ($\alpha_{\text{L}} = 2.5$), the fault cyclic orders and their multipliers are effectively extracted. In comparison, the side cyclic orders are not obvious in Figure 11a. This may be due to the relatively lower amplitude on the side cyclic orders. From the EEOS of the denoised OFSC with linearly changing speed (seen in Figure 11b), the amplitude on the BPOI and its sides are larger than the components
around them, which is more obvious. Compared with the other two methods, the noise components in OFSCs are not greatly eliminated due to the inadequate constraints, which make the time-varying fault features not clear enough to identify. Even according to EEOs, the noise components interference the accurate judgment of the fault feature, especially in Figures 11d and 12f.

Figure 10. The EEOs of noisy OFSCs in Case 2. The dash lines in green, red and blue indicate the shaft rotating cyclic order, corresponding BPOO and its multipliers and side cyclic orders. (a) the EEOs of noisy OFSC with linearly changing rotation speed; (b) the EEOs with noisy OFSC with quadratically changing rotation speed.

Figure 11. The extraction results of Case 2 under the linearly changing rotation speed condition. The dash lines in green, red and blue indicate the shaft rotating cyclic order, corresponding BPOO and its multipliers and side cyclic orders. (a) the denoised OFSC obtained by the proposed joint sparsity and low-rankness constraint; (b) the EEOs obtained by the proposed joint sparsity and low-rankness constraint; (c) the denoised OFSC obtained by single sparsity constraint; (d) the EEOs obtained by single sparsity constraint; (e) the denoised OFSC obtained by single low-rankness constraint; (f) the EEOs obtained by single low-rankness constraint.
Figure 12. The extraction results of Case 2 under the quadratically changing rotation speed condition. The dash lines in green, red and blue indicate the shaft rotating cyclic order, corresponding BPOO and its multipliers and side cyclic orders. (a) the denoised OFSC obtained by the proposed joint sparsity and low-rankness constraint; (b) the EEOS obtained by the proposed joint sparsity and low-rankness constraint; (c) the denoised OFSC obtained by single sparsity constraint; (d) the EEOS obtained by single sparsity constraint; (e) the denoised OFSC obtained by single low-rankness constraint; (f) the EEOS obtained by single low-rankness constraint.

From the above analysis, the proposed method is suitable for not only outer race fault but also inner race fault. The fault feature in OFSC can be effectively extracted via the proposed method. With the help of EEOS, the fault type can be further identified.

5. Experimental Validation

5.1. Experimental Layout

An outer-race fault experiment in a gearbox is carried out at Shanghai Jiao Tong University, of which the test layout is demonstrated in Figure 13. The shaft rotating frequency (SRF) is controlled by the inverter motor (YVP80M1) to generate the time-varying rotating speed signal. Four acceleration sensors (manufactured by Wuxi Houde Automation Meter Co., Ltd. with the type of HD-YD-221 and the sensitivity of 100 mV/g) are arranged on the test points as shown in Figure 13a. The sampling frequency is set as 51,200 Hz. There are two shafts in the gearbox, where three healthy bearings (corresponding to test points 1, 2 and 4) and one fault bearing (corresponding to test point 3) are illustrated as displayed in Figure 13a,b. Thus, the vibration signal measured on test point 3 is used for outer race fault feature extraction. Two standard spur gears with tooth numbers 28 and 39 respectively are meshed in the gearbox, which means that the measured signal on the measuring point will contain not only the rolling bearing fault component but also the gears meshing component.
In this experiment, the rolling bearing (type: 6203) with the outer race point corrosion defect (seen in Figure 13c) is processed by electric discharge machining (EDM). The tested rolling bearing parameters are listed in Table 2. Note that the $\alpha_{BPOO}$ in this experiment can be calculated as

$$\alpha_{BPOO} = \frac{n}{2} \left(1 - \frac{d}{D} \cos \theta\right),$$  \hspace{1cm} (20)

where $n$ is number of rolling balls, $\theta$ is the contact angle, $d$ and $D$ denote the pitch diameter and rolling element diameter respectively.

![Diagram](image1)

**Figure 13.** The layout of the experiment. (a) the experiment rig; (b) two shafts in the gearbox; (c) the point corrosion defect on the outer race.

**Table 2.** The parameters of the rolling bearing that is tested.

| Type  | Rolling Balls Number | Rolling Element Diameter | Pitch Diameter | $\alpha_{BPOO}$ |
|-------|----------------------|--------------------------|---------------|----------------|
| 6203  | 8                    | 6.747 mm                 | 28.5 mm       | 3.05           |

5.2. Data Preprocessing

As mentioned in Section 5.1, the measurement in this experiment contains the gear meshing component, which may have a great impact on the result of the proposed method. Therefore, the band-pass filtering should be carried out for the resonance frequency band. Figure 14b shows that the components of the gears meshing are focused on the lower frequencies and the centers of the resonance frequency band can be chosen as 6000 Hz, 12,000 Hz, 18,000 Hz and 24,000 Hz. In this paper, the filter band is set as $[12,000 - 1000, 12,000 + 100]$ Hz. The filtered signal can be seen in Figure 14c. The impulses generated by the outer race fault are relatively clear compared with that unfiltered (seen in Figure 14a). The spectrum of the filtered signal is displayed in Figure 14d, which turns out the feasibility of the filtering. Then, the filtered signal with fewer gear meshing components can be used for fault feature extraction.
Figure 14. The time domain waveform and spectrum of the measured signal before and after band-pass filtering. (a) the time domain waveform and rotating speed before band-pass filtering (line in blue: the signal waveform adhering the left y-axis and line in black: the shaft rotating speed adhering the right y-axis); (b) the spectrum before band-pass filtering; (c) the time domain waveform and rotating speed after band-pass filtering (line in blue: the signal waveform adhering the left y-axis and line in black: the shaft rotating speed adhering the right y-axis); (d) the spectrum after band-pass filtering.

5.3. Extraction Results of the Outer Race Fault

In this subsection, the filtered signal is used for the outer race fault feature extraction. Figure 15a shows that the OFSC of the filtered signal can remain not to identify the BPOO, which is covered by the strong noise. The EEOS of the filtered signal’s OFSC is displayed in Figure 15b. The $\alpha_{BPOO}$ and $2\alpha_{BPOO}$ is clear, while $3\alpha_{BPOO}$ covered by the noise is hard to identify. The OFSC and its EEOS of the proposed method are displayed in Figure 15c,d. Figure 15c illustrates that the fault feature in the OFSC is effectively extracted. Although the component of $3\alpha_{BPOO}$ is weak overall, it is still stronger than the nearby components. This point of view can be also be confirmed in Figure 15d. Moreover, the noise in Figure 15c is also weakened by the joint sparsity and low-rankness constraint, which can make the target fault component more obvious. Compared with the other two methods, the noise components in OFSC are still greater than the denoised OFSC obtained by the joint sparsity and low-rankness constraint. The noise components in OFSC make the $3\alpha_{BPOO}$’s hard to identify, which are covered by noise-generated cyclic orders nearby.

According to the experiment results, it turns out that the proposed method is capable of extracting the rolling bearing fault feature in OFSC. Moreover, the noise components in not only OFSC but also EEOS can be weakened, which is consistent with the results of simulation studies.
Figure 15. The extraction results of experimental data. The dash lines in red indicate the corresponding BPOO and its multipliers. (a) the noisy OFSC; (b) the noisy EEOS; (c) the denoised OFSC obtained by the proposed joint sparsity and low-rankness constraint; (d) the EEOS obtained by the proposed joint sparsity and low-rankness constraint; (e) the denoised OFSC obtained by single sparsity constraint; (f) the EEOS obtained by single sparsity constraint; (g) the denoised OFSC obtained by single low-rankness constraint; (h) the EEOS obtained by single low-rankness constraint.

6. Conclusions

This paper proposes a weak fault feature extraction method for rolling bearings under variable speed circumstances. In the proposed method, the measured vibration signal is transferred into the (cyclic) order frequency domain and visualized by OFSC. Then, the joint sparsity and low-rankness of the fault feature in the OFSC is then exposed, which is utilized to extract the fault feature. Moreover, an algorithm is developed based on the ADMM framework to optimize the sparsity and low-rankness jointly enforced fault feature in the noisy OFSC. Finally, using EEOS, the fault feature of the rolling bearing is improved and the fault type can be more easily justified. In the simulation study, the proposed method can extract the fault feature under the strong background noise with SNR = −16 dB. In addition, an experimental case is carried out to validate the practicality of the proposed method. It shows that the proposed method can effectively extract the rolling bearing fault feature under variable speed conditions in a complex gearing system. However, there are some shortages of the proposed model and the algorithm needs to be further improved. For example, the adaptive selection of parameters $\lambda_0$ and $\lambda_1$ is still worth studying.
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Abbreviations

The following abbreviations are used in this manuscript:

- OFSC: Order-frequency spectral correlation
- LRJEM: Low-rankness jointly enforced model
- ADMM: Alternating direction method of multipliers
- STFT: Short-time Fourier transform
- EES: Enhanced envelope spectrum
- EEOS: Enhanced envelope order spectrum
- FCF: Fault characteristic frequency
- TFA: Time-frequency analysis
- RPCA: Robust principal component analysis
- SNR: Signal-to-noise ratio
- CNS: Cyclic non-stationary
- AT-CS: Angle-time cyclostationary
- ATCF: Angle-time autocorrelation function
- SC: Spectral correlation
- SVD: Singular value decomposition
- SRF: Shaft rotating frequency

Appendix A. The Detailed Process to Obtain Equation (15) from Equation (12)

\[
X^{(k+1)} = \arg \min_{X^{(k)}} \frac{1}{2} \left( \| Z - X^{(k)} \|^2_F + \frac{\rho}{2} \| X^{(k)} - \left( Y^{(k)} + D^{(k)} \right) \|^2_F + \lambda_1 \| X^{(k)} \|_1 \right)
\]

\[
= \arg \min_{X^{(k)}} \frac{1}{2} \left( \| Z - X^{(k)} \|^2_F + \frac{\rho}{2} \left( \| Y^{(k)} + D^{(k)} \|^2_F - \| X^{(k)} \|^2_F + \lambda_1 \| X^{(k)} \|_1 \right) \right)
\]

\[
= \arg \min_{X^{(k)}} \frac{1}{2} \left( \| Z - X^{(k)} \|^2_F + \frac{1}{2} \rho \| X^{(k)} + D^{(k)} \|^2_F - \| X^{(k)} \|^2_F + \lambda_1 \| X^{(k)} \|_1 \right)
\]

\[
= \arg \min_{X^{(k)}} \frac{1}{2} \left( \| Z - X^{(k)} - \rho X^{(k)} + \rho \left( Y^{(k)} + D^{(k)} \right) \|^2_F + \lambda_1 \| X^{(k)} \|_1 \right)
\]

\[
= \arg \min_{X^{(k)}} \frac{1}{2} \left( \| Z + \rho \left( Y^{(k)} + D^{(k)} \right) - (1 + \rho) X^{(k)} \|^2_F + \lambda_1 \| X^{(k)} \|_1 \right)
\]

\[
= \arg \min_{X^{(k)}} \frac{1}{1 + \rho} \left( \left( Z + \rho \left( Y^{(k)} + D^{(k)} \right) \right) - X^{(k)} \right) \|_F^2 + \frac{\lambda_1}{1 + \rho} \| X^{(k)} \|_1
\]
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