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Abstract The tasks would fail to be assigned to any robots in the task allocation phase as a consequence of the inherent communication constraints in multi-robot systems (MRS). This negative effect becomes even more serious in tasks with temporal constraints. We therefore propose the constraint-based approach (CoBA), a market-based task allocation approach to enable multi-robot coordination in domains with temporal constraints between subtasks of a complex task and network constraints between robots. We handle network constraints by having each robot maintain a dynamic acquaintance network of robots that it knows about, and allowing a robot to submit a bid on behalf of another robot during a task auction (“indirect bidding”). In order to model the complex task, we introduce the AND/OR task tree with temporal constraints. An auction-clearing routine, which supports the AND/OR task tree with temporal constraints and direct/indirect task auction, is proposed to enable effective multi-robot task allocation in spite of various constraints. The solution was validated in both simulation and physical environments by a series of experiments in disaster response domains. Specifically, we study the system performance by separately varying the number of robots, the expected rate of task issuance, the communication reliability factor, the compositions of MRS, as well as the acquaintance relationship parameter, in simulation experiments. The results suggest that our solution outperforms others, that is, robots were able to complete the tasks more promptly and effectively.
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1. Introduction

It seems that robots, which are being charged with increasingly varied and difficult tasks, will become a ubiquitous part of our daily lives in the future [1]. Researchers generally agree that multi-robot systems (MRS) with inherently distributed character may behave more robustly and effectively, and accomplish coordinated tasks that are not possible for single robot systems [2-5]. Gustafson [6] has suggested that blindly
increasing robots, targets and sensor range will be harmful without efficient cooperation models. Thus, suitable strategies are required to organize and control these systems. The problem of assigning tasks to a group of robots is a fundamental issue for MRS and several techniques have been studied [7, 8]. A multi-robot robot system can be considered as a multi-agent system (MAS); the techniques for coordination and cooperation in MAS are often not well suited for dealing with the typical uncertainty and modelling incompleteness of robotics [9, 10]. The problem becomes more difficult when a cooperative situation must accommodate various constraints on the goals, tasks, resources and robots themselves. Hence, this topic has received significant and increasing interest in the research community.

In many domains, tasks are temporally constrained with respect to one another [11, 12]. In the case of partially ordered tasks, a marked-based central allocator can be used to auction only when those tasks’ predecessors have been completed [13, 14]. Robots can alternatively incorporate the cost of meeting constraints into their bids during assignment [15]. Frequently, robots must also coordinate during execution to reschedule and accommodate changes that occur after the initial allocation [16]. Petri-net-based cooperative frameworks [17-19] are also sometimes used owing to the Petri net’s inherent capabilities of handling concurrency. In addition, a complex task can be introduced using a task tree representation, and subtasks are related with logic operators, precedence constraints and joint actions [20].

Recent works have focus on the time-extended allocation in domains where the constraints introduce coupling between robots’ schedules. A time-extended multi-robot coordination method was proposed by Jones et al. for domains with intra-path constraints [21]. They used tiered auctions and two heuristic techniques (i.e., clustering and opportunistic path planning) to perform a bounded search of possible time-extended schedules and allocations. The problem raised by temporal constraints between tasks in the COMETS project was addressed by dynamically specifying temporary hierarchies among the tasks [22]. These researchers chose to put the constraint “execution around date d” on the tasks, and constraint-link two tasks (i.e., mother/child tasks). Koës et al. described a Constraint Optimization Coordination Architecture (COCoA) which mapped the team planning problem to a mixed integer linear programming problem and then combined domain specific heuristics and standard integer programming algorithms to efficiently generate optimal or near optimal plans [23, 24]. Kalra et al. employed a market-based framework named Hoplites to provide tight coordination and planned coordination in security sweep domain [25].

A vast majority of coordination approaches strictly depend on team-wide (i.e., global) connectivity, while robots also face communication challenges. The cooperative back-off adaptive scheme (COBOS) was proposed for task allocation amongst a team of heterogeneous robots in regions with limited communication ranges, i.e., disjoint sub-networks may exist at different locations [26]. Therefore, in the absence of team-wide communications robots are still able to respond appropriately. Frequently, few domains are so benign that the initial plans can be successfully executed, and the plans must be revised during execution while communication failures hamper this replanning. Hence, care must be taken to minimize disruption to the schedule of other robots when the fractured subteam carries out replanning [27, 28]. On the one hand, it is sometimes worth trying to maintain connectivity while performing the assigned task [29-31] or using techniques with no direct inter-robot communication [32].

Some work has also been carried out on solving the constraints in coalition formation [33-35], path/trajectory schedule [36, 37], cooperative transport [38], pursuit-evasion [39], etc. However, until now there are very few studies simultaneously addressing cases where tasks have temporal constraints and where robots have communication constraints. We consider a scenario where complex tasks are perceived by robots when they observe new information about their surroundings. These tasks are interdependent and temporally constrained and are distributed over the agents. Moreover, the broadcasting of each robot is limited and finite, since the dynamic environment is divided into several disjoint sub-networks (or sections). Robots in a sub-network are able to communicate with each other, directly or indirectly, but not with the rest of the team outside the sub-network.

Most existing works implicitly assume that there are always some robots to which current tasks can be assigned (sooner or later); however, no work has been done so far to explicitly discuss a situation where sufficient robots cannot be found to perform the current task. We therefore introduce the terminology candidate absent to refer to the situation where robots able to implement the task in question alone or with other robots are unable to receive the message of task announcement due to the limitation of network range. Consequently, tasks that could be successfully completed can fail to be assigned to any robots in the task allocation phase; this challenge is common but unfortunately disregarded. This detrimental effect becomes more serious in tasks with temporal constraints, because the delay of a basic task may result in the failure of the whole complex task.

Our market-based solution to multi-robot coordination, which we call CoBA (Constraint-based Approach for MRS), enables tasks to be traded among a team of
heterogeneous robots in a complex environment with task and communication constraints. More specifically, complex tasks are modelled with an AND/OR task tree with temporal constraints and traded at variable levels of abstraction. Given a task node at a certain level, the robot supports both direct evaluation of whether it can accomplish the node by itself and indirect evaluation of whether one of its acquaintances is able to do so. As a result, the mechanism of the acquaintance network indirectly involves robots in other sub-networks to enter the phase of task allocation. Then, an auction clearing routine is provided to find the optimal allocation of the tasks to the robots when all evaluations have been received or a preset auction deadline elapses. We also implement a preliminary version of an accountability system, in which the manager of every task takes responsibility for dynamic constraint and satisfaction of the corresponding tasks. The CoBA was validated in both simulation and physical environments by using a series of experiments in disaster response domains.

The rest of this paper is structured as follows. Section 2 briefly illustrates the problem with task and communication constraints. Section 3 describes a model of a dynamic acquaintance network. Section 4 presents detailed discussion on the task model and evaluation. An auction clearing routine which is executed to find the optimal allocation of the offered tasks to the bidders is also introduced in section 4. Simulated and experimental evaluations of the approach are given in section 5, and we conclude the paper with a summary and a description of the outlook for the future in section 6.

2. Problem Statements

Market-based techniques [14, 40] have been used by many researchers [5, 20, 25, 29, 41-44] to solve multi-robot coordination problems since Smith [45] first introduced the Contract Net Protocol, addressing the problem of how agents can negotiate to collectively solve a set of tasks. In a market economy, robots receive revenue and incur costs when trying to accomplish tasks, and act as greedily as possible to maximize their individual rewards and minimize their individual costs. The goal for robots is to trade tasks through auctions/negotiations so that self-interests lead to globally efficient solutions. A technical goal of the market-based approach is to opportunistically optimize resource utilization.

The traded tasks in the market can be simple tasks or complex tasks. In this paper, we focus on a complex task, which is further decomposed into tree tasks. A tree task is defined as a rooted set of task nodes connected by directed edges that specify parent-child and constraint relationships between the tasks. Contracts can be sold for executing tasks at variable levels of abstraction, and every robot can perform its own decomposition of the abstract task when the new decomposition is better. Given the mentioned aspects, we can pose the cooperation scenario as the following optimization problem.

**Definition 1 (Multi-robot coordination)** Given a complex task $T$, let $\mathcal{T}$ be a set of task tree representation of $T$, $\text{NODES}(\mathcal{T})$ represent the nodes of tree $\mathcal{T}^i (i = 1, ..., |\mathcal{T}|)$, and $C_{\mathcal{T}^i}$ represent the temporal constraints in tree $\mathcal{T}^i$; given a set of robots $R$, let $\mathcal{R} = 2^R$ the set of all possible robot sub-teams. For each $\mathcal{T}^i \in \mathcal{T}$, a cost function $A_{\mathcal{T}^i} : 2^{\text{NODES}(\mathcal{T})} \rightarrow \mathbb{R}^+ \cup \{\infty^*\}$ for each subset of robots $\mathcal{R}_j$ specifying the utility of performing each sub-tree of tasks, which measures the quality and cost factors of the resulting actions. Hence, if we define $A_{\mathcal{T}^i}^\text{NODES}(\mathcal{T})$ as the set of all possible allocations of the task tree $\mathcal{T}^i$ to the team of robots $R$, the goal is to find an allocation $A \in U_{i=1,|\mathcal{T}|} A_{\mathcal{T}^i}^\text{NODES}(\mathcal{T})$ which assigns all tasks to the robots to maximize the global objective function $u : U_{i=1,|\mathcal{T}|} A_{\mathcal{T}^i}^\text{NODES}(\mathcal{T}) \rightarrow \mathbb{R}^+ \cup \{\infty^*\}$ subject to the constraints $C_{\mathcal{T}^i}$.

A team of robots will perform more efficiently if team members can communicate with each other [46]. However, communication failures occur in a variety of domains, especially in outdoor environments, and range from occasional loss of messages to complete loss of touch. Most recent approaches for MRS suppose present team-wide communication; even if the packet loss is considered, a simple acknowledgment protocol or reallocation of tasks is often applied, which may allocate one task to many robot teams in duplicate. In this paper, we deal with a situation where the robot team is partitioned into several disjointed sections.

In order to deal with the candidate absent problem, we further extend the market-based approach [20] to support task tree auction with direct and/or indirect bids. Once a new task is found by a robot, it decomposes the task into a local task tree, refining an abstract task into a set of hierarchical and temporal constrained tasks. As soon as the decomposition is complete, the robot holds a task tree auction, expecting to distribute the tasks among the team and potentially to allow other robots to perform their own re-decomposition of the tasks appropriately.

On hearing the auction announcement, each candidate robot performs direct and/or indirect evaluation of tasks. The direct evaluation is performed for the robot itself while the indirect evaluation is performed on behalf of other robots. Specifically, upon direct evaluation, a robot uses the individual utility function specified for each robot to quantify the robot’s preferences for its individual resource usage and contribution to the team, given its current state. Given a task node $T$ at an arbitrary level of abstraction, the direct bid submitted by robot $r$ is given by:
An indirect evaluation is then performed, but only when the direct evaluation is infinite, that is, the robot cannot complete the task on its own. We suppose that some robots inside its dynamic acquaintance network, who may be not able to hear the auction announcement, are competent for the task. The indirect bid of task $T$ submitted by robot $r$ is given by:

$$b^i_r(T) = \min_{s \in AC_r} \left\{ \frac{c_r(s) + c(s)}{n_{r,s}} \right\}$$  \hspace{1cm} (2)$$

where $a_r$ is the degree of acquaintanceship between robot $r$ and robot $s$, $c_r(T)$ is the estimated cost of complete task $T$ by robot $s$, $c(s)$ is the additional cost for robot $r$ to subcontract the task to robot $s$, and $AC_r$ is the dynamic acquaintance network maintained by robot $r$. Actually, locally each robot maintains a dynamic acquaintance network, which is a dynamically updated knowledge base that describes the other robots’ sensing and behavioural capabilities, as well as action plans. The degree of acquaintanceship reflects the level of dependability of knowledge. More details on the acquaintance network will be discussed in the next section.

The indirect evaluation is only a potential suggestion, and considered inferior to direct evaluation. In fact, some partially malfunctioning robots which still can move may devote themselves to some particularly tough tasks while passing other tasks to potential robots in other disjoint sub-networks, acting as relay robots.

An auction clearing routine is executed to find the optimal allocation of the offered tasks to the bidders when all bids have been received or a preset auction deadline elapses. Hence, robots are able to respond appropriately in the absence of team-wide communication, as illustrated in Figure 1. In this simple example, robot $A$ initially finds a complex task to be executed in location $L_5$, and then publishes it to all the robots in the network section $I$, i.e., robots $B$ and $C$. However, the three robots in the current section cannot complete this task without other robots’ help, and all the other robots are outside of this network section. Consequently, robot $B$ resorts to its acquaintance network and invites robot $D$ to their mission. Eventually, these robots successfully carry out the complex task through the cooperation.

$$b_r(T) = \min\{c_{r}^{\text{val}}(T), c_{r}^{\text{dec}}(T)\} \hspace{1cm} (1)$$

where $c_{r}^{\text{val}}(T)$ is the cost of completing $T$ by robot $r$ based on the auctioneer’s original decomposition, while $c_{r}^{\text{dec}}(T)$ is based on the bidder’s new decomposition. Note that the task node $T$ may be still a complex task with several temporal constraints, except with leaf nodes.

3. Dynamic Acquaintance Network

The environment in which robots operate is modelled as several disjoint sub-networks (or sections). Robots in a sub-network are able to communicate with each other, directly or indirectly, but not with the rest of the team outside the sub-network.

Definition 2 (Disjoint Sub-networks) Let $N = \{N_j|N_j \in W, for \ j = 1,\cdots,n_{\#}\}$ be the disjoint sub-networks of the workspace $W$, and $n_{\#}$ be the number of sub-networks.

Definition 3 (Candidate Absent) Given a complex task $T$, and $L_T \in N_j$, where $L_T$ is the location of task $T$. An allocation of a set of tasks $T$ to $R$ is a function, $F:T \rightarrow 2^R$ mapping each task to a subset of robots responsible for completing it. We define the set of all possible allocations of the tasks $T$ to the team of robots $R$ as $U_{i=1,\ldots,|R|}A^\text{NODES}(T^i)$, where $R = 2^R$. Equivalently, $U_{i=1,\ldots,|R|}A^\text{NODES}(T^i)$ is the set of all allocations of the tasks $T$ to the team of robots $S^i_j$ in sub-network $N_j$ at time $t$, where $S = 2^S$. It is called candidate absent for task $T$ at time $t$ when $U_{i=1,\ldots,|R|}A^\text{NODES}(T^i) = \emptyset$ and $U_{i=1,\ldots,|R|}A^\text{NODES}(T^i) \neq \emptyset$ hold.

Therefore, we put forward a dynamic acquaintance network to facilitate the maintenance of inter-robot relationships, and the degree of acquaintanceship can be used in the indirect task bid. As mentioned in the previous section, each robot locally maintains a dynamic acquaintance network, a dynamically updated knowledge base that describes the other robots’ sensing and behavioural capabilities and action plans. As a result, the mechanism of acquaintance network indirectly involves robots in other sub-networks to enter the task allocation phase.

Definition 4 (Dynamic Acquaintance Network) Let dynamic acquaintance network $G = (V,E,A)$ be a weighted digraph (or directed graph) of order $n$ with the set of
nodes $V = R = \{r_1, \ldots, r_n\}$, set of edges $E \subseteq V \times V$, and a weighted adjacency matrix $A = (a_{ij})$ with non-negative adjacency elements $a_{ij}$. An edge of $G$ is denoted by $e_{ij} = (r_i, r_j)$, representing the acquaintanceship between robots.

The adjacency elements associated with the edges of the graph are positive, representing the degree of acquaintanceship, and $a_{ij} \in [0,1]$. For notational simplicity, let $e_{ii} \in E$ and $a_{ii} = 1$ for $i = 1, \ldots, n$, that is, a robot is its own acquaintance. Hence, every robot $r_i$ locally maintains the matrix $A[i,:]$ and the set of acquaintances of robot $r_i$ is denoted by $G_i = \{r_j | r_j \in R \land a_{ij} > 0\}$.

The acquaintance network simply defines the awareness links that exist between robots; an arc $r_i \rightarrow r_j$ indicates that robot $r_i$ is aware of robot $r_j$ with the degree $a_{ij}$, but not necessarily that robot $r_j$ is aware of robot $r_i$. Hence, $e_{ij} \in E \not\Rightarrow e_{ji} \in E$ and $e_{ij} \in E \not\Rightarrow a_{ij} = a_{ji}$, because acquaintanceships are not always symmetrical. For example, the degree of acquaintanceship between $r_5$ and $r_4$ in Figure 2 (top right corner) are 0 and 0.91, respectively.

![Figure 2](image)

**Figure 2.** An illustration of a dynamic acquaintance network with 20 robots. The squares represent robots, and lines between robots represent acquaintanceships. The degrees of acquaintanceships are marked on corresponding lines.

Robots use Algorithm 1 for the exchange and management of dynamic acquaintance network among robots to enlarge the acquaintance scope. The degree of acquaintanceship declines over time according to a sigmoid function, which is defined as follows:

$$z(t) = \frac{1}{1 + e^{-(t-\mu)/\sigma}}$$  \hspace{1cm} (3)

where $(\mu, \sigma)$ are adjustable parameters and the argument $t$ is the elapsed time since the direct establishment of acquaintanceship between two robots. When the degree of acquaintanceship drops below a threshold $\tau$, the robot will give up the acquaintanceship with the corresponding robot. According to equation (3) and Algorithm 1, the expiration interval of the acquaintance relationship is then calculated by:

$$\Delta t = \mu + \frac{1}{2} \sigma_1 \cdot \ln \left(\frac{1}{1 - 1/t} \right)$$  \hspace{1cm} (4)

1: Robot $r_i$ broadcasts $G_i$ when it is arriving at or departing from sub-network $N_i$;
2: for all $r_k \in S_j$ do
   3: Robot $r_k$ and $r_i$ mark each other as acquaintances and update the information;
4: $a_{ki} = a_{ik} = 1$;
5: for all $r_m \in G_i$ do
6: if $a_{km} < a_{im}$ then
7: Robot $r_m$ marks $r_i$ as its acquaintance and updates the information;
8: $a_{gm} = a_{im}$;
9: end if
10: end for
11: end for
12: When $a_{xy}$ drops below the specified threshold $\tau$ (e.g., 0.2), the robot $r_x$ will give up the acquaintance relationship with the corresponding robot $r_y$.

**Algorithm 1.** Management of dynamic acquaintance network

4. **Coordination with Complex Task**

4.1 **Task Model and Evaluation**

Complex tasks are modelled as AND/OR task trees with temporal constraints, which is inspired by the work of Zlot and Stentz [20]. The tree is defined as a rooted set of task nodes connected by directed edges that specify parent-child and constraint relationships between the tasks, as illustrated in Figure 3. To execute an AND task, all of its subtasks must be executed; to execute an OR task, any one of its subtasks may be executed. Each successive level of the tree represents a further refinement of a complex task: the root is the most abstract description, and the lowest level contains basis tasks (or actions) that can be executed directly in the system. As mentioned in the previous section, every robot may have its own decomposition of the abstract task. For example, robot $A$ may decompose the task $f_A$ into $e_1$ and $e_2$ while robot $B$ may decompose the same task into $f_1$ and $f_2$, as shown in Figure 3.

![Figure 3](image)

**Figure 3.** An example of an AND/OR task tree with temporal constraints. At the AND nodes, shown as circles, every subtask must be dealt with, as indicated by the arc linking the subtasks. Square nodes are OR nodes where any one of the subtasks may be executed. The dotted lines with arrow ends represent various temporal constraints, and the shaded zones show different decompositions of the task node.
To stop the problem becoming excessively complicated, the temporal relationships are restricted in siblings under the AND node in the task tree, that is, if task A and B are siblings under OR nodes or from different parents, then there are no direct temporal constraints upon them. The temporal constraints used are qualitative interval constraints and qualitative interval-point constraints [47].

The combined costs of a node’s children are calculated according to the node’s type. If we let S be the set of children of a task node \( N_p \), \( op(x) \) be the node type of \( x \), \( P(x) \) be the lowest cost bid, and \( P'(x) \) be the lowest indirect cost bid, then

$$P(S) = \begin{cases} \sum_{\text{children}} P(C) & \text{if } \text{op}(N_p) = \text{AND}, \\ \min_{\text{children}} P(C) & \text{if } \text{op}(N_p) = \text{OR}. \end{cases}$$

(5)

$$P'(S) = \begin{cases} \sum_{\text{children}} \min \{ P(C), P'(C) \} & \text{if } \text{op}(N_p) = \text{AND}, \\ \min_{\text{children}} \min \{ P(C), P'(C) \} & \text{if } \text{op}(N_p) = \text{OR}. \end{cases}$$

(6)

In order to determine whether to accept the combination of the node’s children or the node itself at each level, we can compare the costs between them. When any of the following equations (7)(8)(9) holds true, the node itself can be considered to have an advantage over the combination of its children, and \( P(N_p) \) and \( P'(N_p) \) remain unchanged.

$$P(S) \neq \infty \Rightarrow \text{AP}(N_p) < P(S) \quad \text{[condition 1]}$$

(7)

$$P(S) = \infty \Rightarrow \text{AP}(N_p) \neq \infty \quad \text{[condition 2]}$$

(8)

$$P(S) = \infty \Rightarrow \text{AP}(N_p) = \infty \Rightarrow \text{AP}(N_p) < P'(S) \quad \text{[condition 3]}$$

(9)

Otherwise, the combination of the children nodes should be chosen over the parent node; meanwhile, \( P(N_p) \) and \( P'(N_p) \) are reassigned with \( P(S) \) and \( P'(S) \), respectively. \( P(X) \neq \infty \) indicates that at least one feasible solution exists for \( X \), because the bid (i.e., cost) for \( X \) is initialized to infinity and the value remains fixed when no robots bids for it.

Algorithm 2 illustrates a task tree traversal algorithm, where in-degree \( R^+(t) \) is the number of constraints that end at \( t \) and out-degree \( R^-(t) \) is the number of constraints that start at \( t \). In the traversal procedure, we firstly calculate the priority level \( \Phi(N) \) of task node \( N \) to evaluate the constraint conditions, and then determine the lowest cost of task nodes and the corresponding robots to carry out the task nodes.

1: Firstly breadth-first traversal of the tree, and set \( \Phi(N) := 10 \cdot R^+(\text{parent}(N)) + R^+(N) \) for every task node \( N \);
2: while \( T \neq \emptyset \) do
3: Let \( L \) be the set of tasks on leaves;
4: \( N_{ms} := \{ N|\Phi(N) = \max_{M \in L} \Phi(M), N \in L \} \);
5: for all \( N_{min} \in N_{ms} \) do
6: Let \( N_p \) be the parent of \( N_{min} \), and \( S \) be the set of children of \( N_p \);
7: Determine whether to accept \( S \) or \( N_p \);
8: \( T := T - S \);
9: end for
10: end while

Algorithm 2. Traversal of task tree \( T \)

Although the issue of job constraints is addressed by the scheduling literature, the addition of such constraints generally increases the difficulty of the problem, and tractable algorithms exist for only the simplest kinds of constraints [7]. A possible way to approach this problem is using techniques for dynamic constraint satisfaction. In this paper, we implement a preliminary version of an accountability system. For example, as shown in Figure 3, suppose that the manager of the task \( T \) is robot \( R_0 \), and robot \( R_i \) locally form a subgroup together with other robots. They win the sub-tree \( T_i \) (including node \( T_i \) and its descendant nodes), \( R_2 \) wins \( T_2 \), and \( R_3 \) wins \( T_3 \) respectively. Then, \( R_i \) is responsible for supervising the execution or reallocation of the subtasks of \( T_i \) when necessary. When all sub-tasks of \( T_i \) are successfully finished, \( R_i \) will report the completion of \( T_i \) to \( R_0 \) because \( R_0 \) is the manager of task \( T \), which is the parent node of task \( T_i \). \( R_0 \) is aware of the fact that \( R_2 \), which is the manager of task \( T_2 \), is waiting for \( T_1 \) to be finished; hence, \( R_0 \) will notify \( R_2 \) of the completion of \( T_i \). Consequently, \( R_2 \) receives the message and realizes that all constraints of \( T_2 \) are satisfied; it then begins to start \( T_2 \). In other words, the manager of every task should take responsibility for dynamic constraint satisfaction of the corresponding tasks.

4.2 Task Auction and Allocation

An auction clearing routine is executed to find the allocation of the offered tasks to the bidders when all bids have been received or a preset auction deadline elapses. Unfortunately, clearing a general task tree, even in a relatively simplified case, is NP-hard. Therefore, we have designed a polynomial-time heuristic auction clearing algorithm. First of all, it may be possible that a robot \( r \) submits an indirect bid on behalf of one of its acquaintances named robot \( s \), while robot \( s \) is also in the same sub-network and has submitted direct bids on its own. Thus, the invalid indirect bids should be firstly cleaned up before proceeding. Afterwards, the solution is initialized by marking all the leaf nodes of the task tree as won by the auctioneer, and it is determined whether to accept the combination of the children of a node or the node itself at each level through a traversal according to Algorithm 2.

Finally, there are dependencies between the prices of any combination of awardable bids; the algorithm should ensure that no bidder wins multiple nodes. Algorithm 3
handles examination and elimination of multiple awards according to priorities. For easy notation, we let $T_0$ be a set of nodes in a task tree with root $R$, $B$ be a set of direct bids on task nodes, $b_r(N)$ be the direct bid of robot $r$ on node $N$, $B'$ be a set of indirect bids on task nodes, and $b_s(N)$ be an indirect bid of robot $r$ on node $N$ on behalf of robot $s$. In order to clear the entire tree, multiple auction rounds must usually be held. Award messages are sent to the auction winners after the winners are determined.

1: for all $r$ in $\{1, \cdots, |B|\}$ do
2: Find set $W$ contains nodes which are won by bidder $r$;
3: if $W \neq \emptyset$ then
4: $W_{\text{tmp}} = \{C|C \in W, \Phi(C) = \max_{w \in W} \Phi(w)\}$; //a set of nodes with maximal priority;
5: $F_r := \arg \max_{w \in W_{\text{tmp}}} \left(\left(\min_{C \in \{1, \cdots, |B|\}, \Phi(C)} b_r(C) - P(w)\right) - P_w\right)$; //largest difference between best & second-best;
6: mark the node corresponding to $F_r$ in $T_R$;
7: end if
8: end for
9: for all $s$ in $\{1, \cdots, |B'|\}$ do
10: Find set $W'$ contains nodes which are indirectly won by bidder $s$ via other robots;
11: if $W' \neq \emptyset$ then
12: $W'_{\text{tmp}} = \{C|C \in W', \Phi(C) = \max_{w \in W} \Phi(w)\}$; //a set of nodes with maximal priority;
13: $W'_{\text{tmp2}} = \emptyset$; //initialize set $W'_{\text{tmp2}}$;
14: for all $w' \in W'_{\text{tmp}}$ do //check whether the robot corresponding to $w'$ is free;
15: if $F_{w'-\text{tmp}} = \emptyset$ then
16: $W'_{\text{tmp2}} := W'_{\text{tmp2}} \cup \{w'\}$;
17: end if
18: end for
19: if $W'_{\text{tmp2}} = \emptyset$ then //all the robots corresponding to nodes in $W'_{\text{tmp}}$ are not free;
20: for all $w' \in W'_{\text{tmp}}$ do
21: if $\Phi(w') > \Phi(F_{w'-\text{tmp}})$ then //compare the priority;
22: $W'_{\text{tmp2}} := W'_{\text{tmp2}} \cup \{w'\}$;
23: end if
24: end for
25: end if
26: $F'_w := \arg \max_{w \in W_{\text{tmp2}}} \left(\left(\min_{C \in \{1, \cdots, |B|\}, \Phi(C)} b_r(C) - P(w)\right)\right)$;
27: mark the node corresponding to $F'_w$ in $T_R$;
28: unmark the node corresponding to $F_{w'-\text{tmp}}$ in $T_R$;
29: end if
30: end for

Algorithm 3. Examination and elimination of multiple awards

When award messages arrive at bidders, robots can choose to accept or reject the awarded tasks depending on whether their own states or the states of others and the environment have significantly changed since the time of the bid. When a directly awarded task is accepted, the robot simply inserts the task into its commitments list, and re-optimizes its schedule according to the task’s constraint. However, the robot is responsible for passing the indirectly awarded task to an appropriate robot in some disjoint sub-networks when this type of task is accepted. The responsible robot can easily reach the appropriate robot because it maintains a dynamic acquaintance network and knows the appropriate approximate state. Of course, the robot should assume the risks that the appropriate robot may reject the task due to significant changes in states (e.g., malfunction, unknown environment). Consequently, the responsible robot needs to seek out another appropriate candidate from its dynamic acquaintance network, or re-decompose and subcontract the task to other robots; otherwise, it will be punished. Note that a new incoming task is not the prerequisite to hold an auction; robots can subcontract or re-decompose on the task tree during execution at any moment, if necessary.

5. Experimental Results

5.1 Experiments in Simulated Environment

Our approach has been validated in both simulation environments and physical robots by a series of experiments in disaster response domains. In the simulation setup, a number of sites are distributed in an unknown environment. A team of heterogeneous robots is required to accomplish the tasks in a site, which may involve finding the victim, clearing scattered garbage and obstacles, transporting the victim to safety, etc. A site is considered satisfied when all the tasks in this site are completed timely, and this requires three types of robots (TYPE1, TYPE2, and TYPE3) working together.

Performing experiments with a large team of robots, to achieve statistical significance we evaluated our approach in the realistic simulation experiments on USARSim [48]. A set of typical sites in the simulated environment is shown in Figure 4. In order to make it more suitable for our scenario, we have extended the simulation with two additional functions. Firstly, we developed a lossy communication model that generated Gaussian packet loss probability distribution for each distance. Secondly, we employed a Poisson process to represent the stochastic task arrival. The parameter $\lambda$ represents the expected rate or intensity of task issuance; the number of tasks in time interval $(t, t + \tau)$ follows a Poisson probability distribution with associated parameter $\lambda t$:

$$P[N(t + \tau) - N(t) = k] = \frac{\lambda^k e^{-\lambda t}}{k!}, \quad k = 0, 1, \cdots \quad (10)$$

where $N(t + \tau) - N(t)$ describes the number of events in time interval $(t, t + \tau)$. Here, a task arrival means the task is injected into the system and waiting to be discovered by some robots.
Figure 4. A set of typical sites in the simulated environment.

The experimental setup consisted of a 400×400 arena with three types of mobile robots, which simulate realistic Talon, P2AT, and Soryu robots, respectively. The Talon is a lightweight tracked vehicle built by Foster-Miller for missions ranging from reconnaissance and weapons delivery to rescue. The P2AT is a four-wheel drive all-terrain pioneer robot from ActivMedia Robotics. The IRS Soryu is a serpentine robot used for search and rescue, developed by the Tokyo Institute of Technology and the International Rescue System Institute, which has the ability to easily intrude narrow spaces as well as traverse rough terrain.

For a quantitative evaluation, the aforementioned scenario was run separately by varying some particular parameter settings while keeping other parameters fixed, with each persisting for 100,000 steps. The fixed parameter settings used during experiments are shown in Table 1. The first row of this table indicates that the 20 robots comprise eight TYPE1 robots, eight TYPE2 robots, and four TYPE3 robots. Each case was run 20 times to determine the mean and standard deviation of the total number of completed tasks (NCT) as well as the total number of failed tasks (NFT) in experiments. The sum of NCT and NFT is not a constant due to the stochastic task arrival; hence, they are counted separately.

| Parameter | Description | Default value |
|-----------|-------------|---------------|
| n_r       | number of robots | 20 (8/8/4) |
| λ          | expected rate of task issuance | 8 |
| (µ_r, σ_r) | acquaintance relationship parameter | (300, 20) |
| (µ_r, σ_r) | communication reliability factor | (120, 10) |

Table 1. Parameter settings used during experiments

The benefits of using our constraint-based approach for MRS were investigated in a series of experiments. This is aimed to assess the robustness of the approach in terms of different parameters and the improvement of the team’s performance to other approaches. We compared this approach with other two typical approaches: TraderBots [43] and COBOS (the cooperative back-off adaptive scheme) [26]. TraderBots is a market-based coordination approach. It is inherently distributed, but also opportunistically forms centralized sub-groups to improve efficiency. The COBOS operates in regions with limited communication ranges, and is robust against robot malfunctions and uncertain task specifications, with each task potentially requiring multiple robots. Both TraderBots and COBOS are implemented in a distributed manner, and are extended to support the allocation of tasks with temporal constraints.

In Figure 5, we present the results obtained by varying the number of robots n_r involved in the tasks. The number of each type of robot is n_r/3. The results suggest that the differences between approaches can be considered negligible when the robot team is small. Not surprisingly, in Figure 5 we can see an upward trend of the percentage of successful tasks proportional to the number of robots. It shows that all three approaches are able to scale with the team size, to ensure an acceptable task assignment.

However, CoBA demonstrates significantly higher percentage of successful tasks than the other two approaches, regardless of whether the team size is small or large. The performances of COBOS and TraderBots are very similar with respect to the number of completed and failed tasks. Nevertheless, the standard deviation of COBOS is lower than that of TraderBots. This indicates that COBOS is more stable.

We measured the system performance imposed by the rate of task issuance λ, which is illustrated in Figure 6. When the tasks are sporadic, a number of robots are idle. Consequently, these idle robots can take part in the indirect auction to improve the overall solution quality. On the other hand, while the number of tasks increases to the extent that almost every robot is busy executing tasks, it is not worth carrying out the indirect auction.
Figure 5. Comparison of solution qualities among the three approaches with changes in the number of robots $n_r$.

Figure 6 shows an interesting behaviour with respect to the number of failed tasks: the number of failed tasks can be reduced to a relatively low level with our approach; however, they could never be minimized to zero. Task failure occurred for two main reasons: 1) candidate absent problem; 2) tasks were not found by robots. This oversight is inevitable in a large environment because tasks are injected into the system anywhere, waiting to be discovered. This shows that, to a certain extent, our approach is able to ensure an efficient task allocation from a low up to a high expected rate of task issuance.

As shown in Figure 6, CoBA achieves and maintains the number of completed tasks at about 30 from $\lambda$ equals 4 to 10. In other words, 30 is the maximum number of tasks that robots can complete under the current parameter settings. This indicates that our approach can quickly get robots busy on tasks instead of standing idle, while the other two approaches cannot fully utilize available robots until tasks are extremely saturated. This confirms the intuition that adding more tasks does not heavily influence performance in terms of number of completed tasks.

Figure 6. Comparison of solution qualities among the three approaches with changes in the number of robots $\lambda$.

Figure 7 shows that the system performance is imposed by the parameter $\mu$ of the lossy communication model. A higher communication reliability factor implies a better communication condition. We used communication reliability factors from 80 to 200 for a meaningful comparison because all three approaches are based on an intentional cooperation model. With extremely low communication reliability, robots cannot communicate, let alone cooperate. The solution quality of all approaches other than our approach is heavily influenced by the communication condition, according to the experimental results. The advantage of our approach is evident in the absence of team-wide communication.

One interesting observation is that CoBA completes fewer tasks than the other two approaches when the communication reliability factor is at 180. In fact, indirect auctions may be costly and unworthy when the communication is nearly team-wide. The candidate absent problem can be transient because some candidates may enter the current section by themselves in the near future. Hence, we can discard some costly indirect auctions unless the task is emergent to improve the overall system performance.
It has to be emphasized that each robot may have a different work capacity. The degree of heterogeneity within an MRS can be measured in an information-theoretical way using Balch’s social entropy [49]:

\[
p_i = \frac{|C_i|}{\sum_j|C_j|}
\]

(11)

\[
\text{Het}(R) = -\sum_{i=1}^{c} (p_i \cdot \log_2(p_i))
\]

(12)

where \(c\) is the number of classes of robots and \(p_i\) is the proportion of robots in the \(i\)th class. In our experiments, these differences are the work capacity of each robot; therefore, two robots belong to the same group if they have the same work capacity.

Figure 8 reports the results obtained by varying the compositions of MRS with the total robot number \(n\) fixed at 20. In order to reduce the complexity, experiments were performed on eight selected compositions (the total number of compositions is 33). The eight selected compositions of MRS used are given in Table 2, and the numbers of the three types are subject to:

\[
n_{\text{TYPE1}} = n_{\text{TYPE2}} = \frac{n - n_{\text{TYPE1}}}{2}
\]

(13)
Finally, Figure 9 suggests that our approach is slightly affected by the acquaintance relationship parameter $\mu_1$. It appears that the parameter $\mu_1$ should not be set too small in case the acquaintance relationship becomes invalid too early, and that means robots cannot use this relationship sufficiently. However, an unreasonably long acquaintance relationship implies the information is more likely to be inconsistent. The robots can resort to subcontracting or re-decomposition to compensate for the inconsistency. We note that the parameters controlling the acquaintance relationship under the CoBA architecture can be adapted over time based upon learning. Although some progress has been made in methods for learning and improving these parameters, further work is required.

![Figure 9. Comparison of solution qualities of CoBA with changes in the acquaintance relationship parameter $\mu_1$.](image)

5.2 Implementation on Physical Robots

In order to further evaluate the advantage of our approach, the aforementioned scenario has also been implemented and tested on a team of physical robots with different capabilities. The set of robots forming our application scenario is composed of three P3-AT robots as illustrated in Figure 10(a) and the two types of our self-made mobile robots (three CCNT-A robots and three CCNT-T robots) as illustrated in Figure 10(b). The P3-AT and CCNT-A robots are medium sized, while the CCNT-T robot is small, which enables it to easily intrude narrow spaces. Table 3 briefly shows the onboard sensors of these three types of robots, respectively. The software architecture on our robot platforms is essentially the same as that used in simulation experiments.

| Sensors   | P3-AT | CCNT-A | CCNT-T |
|-----------|-------|--------|--------|
| Camera    | √     | √      | ×      |
| Bumper    | √     | √      | √      |
| Sonar     | √     | ×      | ×      |
| Infrared  | ×     | √      | √      |
| Odometry  | √     | ×      | √      |
| Sound     | ×     | √      | √      |
| Network   | √     | √      | ×      |

Table 3. Different capabilities of the physical robots.

In the experiment, robots are charged with a disaster response mission, in which six sites are specified in an outdoor environment. Three sites are introduced at the beginning, and another three sites are introduced 600 seconds later. For the sake of convenience and simplicity, obstacles and victims are represented with different coloured boxes. Due to the lack of gripper, robots choose to push the objects. Initially, all the robots spread out from starting positions to find the sites. Once a site is observed, the robot subsequently holds an auction to allocate tasks to others.

![Figure 10. Robots in the start positions: (a) P3-AT robots; (b) CCNT-A and CCNT-T robots.](image)
In order to successfully cooperate in this scenario, a mica mote is mounted on every robot acting as a communication module. The mote utilizes a powerful ATMega128L micro-controller and a frequency-tunable radio with extended range. In this way, it is possible to obtain a different communication condition via tuning transmittance power.

Figure 11 shows the results obtained by varying the communication distance of the mobile robot. The results clearly coincide with those observed in the simulated environment. The results suggest that CoBA demonstrates relatively stable performance under different communication settings. In contrast, the performances of the other two approaches are heavily influenced by communication settings. However, the numbers of completed tasks of the three approaches are similar when global communication is possible (i.e., communication distance is 60 m).

![Figure 11. Comparison of solution qualities among the three approaches with changes of communication distance.](image)

We also compared the performance of our approach under constrained communication with that under perfect communication. Figure 12 shows the variation in the number of tasks that remain in the environment over time for two different communication conditions running separately. The completion times of tasks may be longer under constrained communication than that under perfect communication. These additional time costs are due to acquaintance recruitment across different sub-networks. Nevertheless, our approach enables robots to ultimately complete all the tasks successfully. As expected, the experimental results show that our approach is able to gracefully degrade its performance and maximize the efficiency in the absence of team-wide communication.

![Figure 12. Comparison of solution qualities of CoBA between constrained communication and perfect communication.](image)

6. Conclusions

Large-scale coordination tasks in hazardous, uncertain, and time-stressed environments are becoming increasingly important for fire, rescue, and military operations. Substituting robots for people in the most dangerous activities could greatly reduce the risk to human life. We present a novel, robust, and effective multi-robot coordination approach, CoBA, to meet this demand. The approach is validated in both a simulation environment and on physical robots by a series of experiments in disaster-response domains.

Although the work presented in this paper is preliminary, it proves that it is feasible to employ an improved market-based approach, which supports an AND/OR task tree with temporal constraints and direct/indirect task auction to enable effective multi-robot coordination in spite of various constraints. As future work, several interesting extensions could be considered in order to realize a more robust system: enhancing the dynamic temporal constraint satisfaction process, replanning teamwork with selective disruption minimization to others, etc. We also plan to carry out experiments with a large heterogeneous mobile robot team.
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