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Abstract

Breast cancer is one of the appalling diseases among the middle-aged women and it is the foremost threatening death possibility cancer in women throughout the world. Earlier prognosis and preclusion reduces the conceivability of death. The proposed system beseeches various data mining techniques together with a real-time input data from a biosensor device to determine the disease development proportion. Surface acoustic waves (SAW) biosensor empowers a label-free, worthwhile and straight detection of HER-2/neu cancer biomarker. The output from the biosensor is fed into the proposed system as an input along with data collected from Wisconsin dataset. The complete dataset are processed using data mining classification algorithms to predict the accuracy. The exactness of the proposed model is improved by ranking attributes with the Ranker algorithm. The results of the proposed model are highly gifted with an accuracy of 79.25% with SVM classifier and an ROC area of 0.754 which is better than other existing systems. The results are used in designing the proper drug thereby improving the survivability of the patients.
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Introduction

Cancer, one of the appalling diseases in the world. Though lot of treatment facilities available for cancer these days the survival rate is very poor. The reason behind poor survival is identifying cancer only at their final stage. Breast Cancer is one of the appalling diseases among women. The influence of the disease depends upon the type of cancer, age of the patient and the disease extent. Worldwide breast cancer is the most common means of cancer among 25% of women. The diagnosis techniques are examining the breast physically by a health care specialist, biopsy in the tumor region and mammography. The various aftercare techniques of breast cancer include manual surgery of the affected part, chemotherapeutic treatments and radiotherapy in which surgery is always the best and first option. There is an urgent need of diagnosing and detecting the disease in advance effectively and accurately. The various genetic factors and environmental factors have to be considered while developing a novel method for cancer diagnosis. Therefore data mining techniques like clustering and decision tree are combined for building a multilayered novel platform for breast cancer risk prediction system.

The proposed system helps to identify the risk of breast cancer among the patients in advance using data mining techniques. The predicted results are compared with patient’s prior medical data for validation. A biosensor device is used to detect the breast cancer biomarkers more accurately. This biosensor data is one of an input for the proposed system. The main aim of the proposed system is to provide advance warning to the patients and diagnosing the treatment cost effectively. This system helps in detection of a person’s predisposition for cancer before going for clinical and lab tests which is cost and time consuming. The machine learning algorithms are used to learn and classify cancer. The classifier is tested with training examples and the accuracy of predicting the disease is evaluated.

In recent years’ lot of new techniques have been proposed to develop Point-of-Care devices to detect cancer growth in advance. The future of healthcare industry is transformed by Point-of-care technologies (POCT) (Joshi et al., 2016). College of American Pathologists (COA) defined “POCT is a means of testing which go about near or at the site of a patient which results in a big revolution in patients care”. With the remarkable growth and advancements in POCT, the future of health care industry is imagined as patients diagnosing their disease themselves based on the corresponding bio-marker using a small and handy biosensor kit. Mohanty et al., (2014) proposed a fabrication method and usage of silicon nanochannel FET devices as biosensors for diagnosing and monitoring the breast cancer. For successful treatment the disease has to be diagnosed earlier. Identifying the appropriate disease biomarker which differentiates healthy and affected states
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in humans is a burgeoning research field.

Chandra (2013) from IIT have proposed a biosensor for detecting the breast cancer biomarker namely Human Epidermal Growth Receptor (HER2) by using electrochemical immunosensor combined with hydrazine and aptamer-conjugated gold nanoparticles (AuNPs). Similarly, Malhotra (2016) from Delhi Technological University have discussed about the prospects of CP based biosensors for cancer biomarker detection which was proved to be flexible, cost effective, light weight and can be easily disposed. Vikas et al., (2014) et al proposed a novel approach for detecting the cancer using data mining techniques. The results are evaluated by comparing with three different classification algorithms like IBK, BF Tree and Sequential Minimal Optimization (SMP). He also suggested the most important attributes for breast cancer survival. Goreti et al., (2015) have proposed an effective toolkit for diagnosing the breast cancer disease by intending a decision support system for identifying the correct and important features on mammograms. This toolkit serves as a learning platform for practitioners and students for better understanding of the disease.

Materials and Methods

The dataset used in our proposed work is collected from Wisconsin Repository. Totally 198 findings with two probable results (Re-Recur (151 distribution) and Nr-Non Recur (47 distributions)) are there. 30 features describes about the uniqueness of nucleus cell of the cancer tissue. Using that ten features are calculated for each cell-nuclei. Some of the calculated features are radius, softness, mean, concavity, symmetry, perimeter, firmness, fractal dimension and contour’s concave portions. Then for each feature mean, standard deviation and comparative mean value (best mean value for four attributes) are computed. Thus 30 features are obtained as result. The other features considered are ID, Outcome result (Re, Ne), size of the tumour, lymph node appearance. Totally 35 features are collected along with the result from biosensor. The dataset is divided into two subsets: training set and test set. In training set there are 65% and in test set there are 34% of our dataset. Both training set and test set are independent to each other. The following Figure-1 illustrates the proposed system.

The biosensor taken was designed to detect the HER-2 protein which is a major biomarker for breast cancer. SAW (Surface Acoustic Wave) biosensor which was developed in real time by Gruhul et al., (2010) is used in our proposed system. Breast serum is given as input to the biosensor. The target molecules binding in the biosensor are determined by measuring the variation in velocity of the surface wave. This helps in direct detection of HER-2 protein which is a major biomarker for breast cancer. The output from the biosensor is also fed into the proposed system as an input and it decode, transform and format the data for proper analysis. The biosensor data along with other attributes are processed and stored in the database as Intelligent data. The Data Cleaning and Pre-processing Module automatically processes the data stored in the database in order to correct and remove any inconsistencies between the data records. After this operation, the data are ready for analysis by the IDA (Intelligence Data Analysis) databases. The Intelligent Analysis Module is the core of the system. Its job is to interpret the sensor and test data of the database using the system expert knowledge.

For creating a training dataset, our proposed system uses three data mining classification algorithms, SVM, C4.5 Decision Tree and Naïve Bayes. Weka tool has been used for classification. The smart performance of the classifier to retrieve the intelligent training data is increased by using 10 fold cross validation methodology for each classification algorithms. In this cross validation methodology, our original data samples are partitioned erratically into k equal size sub samples. Out of the k subsamples, 1 subsample is used as a validation data for testing and the remaining k-1 samples are used for training.

The accuracy of the proposed model is increased by selecting the best feature and by removing the irrelevant attributes and redundant attributes. Ranker algorithm is used to select the good feature among the 35 features available. For Decision Tree method and Naïve Bayes’ method the attribute assessor chosen is InfoGainEval. The attribute accessor chosen for SVM is SVMAttributeEval which evaluates the attribute worth for using in a classifier.

Attributes are ranked in order to overcome the problem of choosing attributes for multi-class problem. High ranked attributes like lymph node growth, softness etc. plays a vital role in controlling the accuracy of the disease prediction whereas low-ranked attributes like id, concavity etc. contribute lesser in disease prediction.

Results

Accuracy for three classification algorithms is calculated first without applying any ranking to the attributes. The accuracy obtained is 76% for SVM and 72% for C4.5 and 68% for Naïve Bayes classification Algorithm. This shows that classifying the attributes without any feature selection will provide approximate results. Among the other classifiers SVM produces the
attributes are provided. The following Table 1 shows the classification accuracy obtained from three different classifiers.

| Criteria for Evaluation | SVM          | Naïve Bayes  | C4.5 Decision Tree |
|-------------------------|--------------|--------------|--------------------|
| Time (in sec)           | 23.4         | 24.7         | 24.6               |
|                        | 0.0955       | 0.0855       | 0.045              |
| Instances that are correctly classified | 154         | 152          | 152                |
|                        | 150          | 147          | 134                |
| Instances that are incorrectly classified | 45          | 47           | 47                 |
|                        | 48           | 53           | 66                 |
| Classification Accuracy | 79.25%       | 77.25%       | 77.25%             |
|                        | 76%          | 68%          | 72%                |

Table 1. Classification Accuracy of 3 Classifiers

The accuracy of the result is improved by selecting the attributes more appropriately and by removing the redundant attributes. So, Ranker algorithm is used to rank the attributes and N best chosen attributes is given as input to each classifiers. The aim of ranking the attributes is to choose best attributes to maximize the classification accuracy. From the 35 attributes, 11 best attributes are chosen and remaining are considered as less valuable. Classification with best 11 attributes are performed in SVM and the classification accuracy gained is 79.25%. For Naïve Bayes and C4.5 Decision tree the accuracy improved by 9.2%. For C4.5 classifier 10 best attributes are provided as input whereas for Naïve Bayes 8 best attributes showed improvement. The Table 2 shows the error rate for all three classifiers.

Table 2. Different Error Rates Obtained Using Three Classifiers

| Evaluation Criteria                  | SVM          | Naïve Bayes  | C4.5 Decision Tree |
|-------------------------------------|--------------|--------------|--------------------|
| Mean Absolute Error Rate (MAER)     | 0.221        | 0.323        | 0.0342             |
| Relative Absolute Error Rate (RAER) | 63.70%       | 87%          | 99.50%             |
| Root Relative Squared Error Rate (RRSE) | 84%         | 102.20%      | 99.98%             |
| Root Mean Squared Error Rate (RMSE) | 0.432        | 0.439        | 0.432              |

Further, true positive and true negative rates are calculated.

![Figure 2. Comparative Study of the Classification Accuracy](image2)

![Figure 3. Comparative Result of ROC in SVM Classifier (With and Without Ranking of Attributes)](image3)

![Figure 4. Comparative Result of ROC in Naive Bayes Classifier (With and Without Ranking of Attributes)](image4)

![Figure 5. Comparative Result of ROC in C4.5 Decision Tree Classifier (With and Without Ranking of Attributes)](image5)
for all the three classifiers. Then a ROC curve is generated. ROC stands for Receiver Operating Curve and it is drawn against TP and TN rate. ROC is a diagnostic tool for predicting the disease accurately. The ROC curve is very meagre when it is plotted without ranking of the attributes.

After ranking the attributes the ROC curve holds good for C4.5 Decision Tree classifier. For Naïve Bayes and SVM, the ROC curve is not significantly good. Thus plotting of ROC curve reveals the importance of ranking the best features. Figure 3,4,5 clarifies the comparative results of the three classifiers.

**Discussion**

In conclusion, in this proposed system earlier prognosis of breast cancer to improve the survivability of patients is emphasized. Data collected from Wisconsin dataset along with biosensor output are stored in database and processed to produce Intelligent Data. Real-time output from a biosensor device improves the accuracy of disease prediction. The best possible features are chosen and fed into the three different types of classifiers like C4.5 Decision tree, Naïve Bayes and Support Vector Machine (SVM) to achieve a comparative accuracy result. Among the three classifiers the accuracy obtained from SVM is fairly better. A ROC Curve area holds better for C4.5 Decision Tree Classifier. Thus the trained intelligent data obtained from the proposed model is used by the drug designers to improve the treatment of the breast cancer patients.
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