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Abstract. In this paper we solve the eigenvalue problem of stochastic Hamiltonian system with boundary conditions. Firstly, we extend the results in Peng [12] from time-invariant case to time-dependent case, proving the existence of a series of eigenvalues \( \{ \lambda_m \} \) and construct corresponding eigenfunctions. Moreover, the order of growth for these \( \{ \lambda_m \} \) are obtained: \( \lambda_m \sim m^2 \), as \( m \to +\infty \).

As applications, we give an explicit estimation formula about the statistic period of solutions of Forward-Backward SDEs. Besides, by a meticulous example we show the subtle situation in time-dependent case that some eigenvalues appear when the solution of the associated Riccati equation does not blow-up, which does not happen in time-invariant case.

1. Introduction. Let \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) be a complete filtered probability space, on which a standard 1-dimensional Brownian motion \( B = \{ B_t \}_{t \geq 0} \) is defined, and \( \mathbb{F} = \{ \mathcal{F}_t \}_{t \geq 0} \) is the natural filtration of \( B \) augmented by all the \( \mathbb{P} \)-null sets in \( \mathcal{F} \). Let \( T > 0 \) be any fixed time horizon.

In this paper we consider the eigenvalue problem of stochastic Hamiltonian system with time-dependent coefficients with boundary conditions. In general, it can be formulated as finding \( \lambda \in \mathbb{R} \) such that the following system has nontrivial solutions:

\[
\begin{align*}
 dx_t &= \partial_x h^\lambda(x_t, y_t, z_t) dt + \partial_z h^\lambda(x_t, y_t, z_t) dB_t, \quad t \in [0, T], \\
-dy_t &= \partial_x h^\lambda(x_t, y_t, z_t) dt - z_t dB_t, \quad t \in [0, T], \\
x(0) &= 0, \quad y(T) = 0,
\end{align*}
\]

where \( h^\lambda = h + \lambda \tilde{h} \) and \( h, \tilde{h} : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) belong to \( C^1 \) with \( \partial_x h = \partial_x \tilde{h} = \partial_y h = \partial_y \tilde{h} = \partial_z h = \partial_z \tilde{h} = 0 \) for \((x, y, z) = (0, 0, 0)\). The above problem is a stochastic counterpart of the classical eigenvalue problem of mechanic systems (see Remark 1). The latest progress in this topic can be found in [6, 14].

The stochastic Hamiltonian system was originally introduced in the optimal control theory as a necessary condition for optimality. [2, 3, 11] are pioneer results in this topic. The eigenvalue problem of stochastic Hamiltonian system is closely related to the solvability of Forward-Backward Stochastic Differential Equations
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(FBSDEs in short), about which there are mainly three methods in literature. Firstly, the Contraction Mapping Method [1, 10, 19], which is a ‘local’ result to some extent and additional uniform estimation is needed if one wants to further obtain global results. Secondly, the Decoupling Method [4, 7, 8, 17, 19], which always appears whenever FBSDEs and PDEs are linked. Thirdly, the Continuation Method [5, 13, 15] based on the Monotonicity Condition. See also the comments and references in the monograph [18, Chapter 8].

In addition to the monotonicity condition, the method of decoupling for linear FBSDEs also plays an important role in this paper (see Lemma 2.4 and the comments there). A similar idea appears in [16, Section 5] and [9, Chapter 2, §4].

Note that the eigenvalue problem for the stochastic Hamiltonian system with boundary conditions is different from and much more complicated than its counterpart in deterministic framework. Since the eigenfunctions in stochastic case should be progressively measurable, most of the techniques in dealing with deterministic eigenvalue problem do NOT work anymore. In particular, it is totally different from the associated deterministic system by taking expectation directly, which can be observed from the example in Appendix 9.1.

In [12], Peng considered the following eigenvalue problem,
\[
\begin{aligned}
dx_t &= \begin{bmatrix} H_{21} \lambda x_t + H_{22} \lambda y_t + H_{23} \lambda z_t \end{bmatrix} dt + \begin{bmatrix} H_{31} \lambda x_t + H_{32} \lambda y_t + H_{33} \lambda z_t \end{bmatrix} dB_t, & t \in [0, T], \\
dy_t &= \begin{bmatrix} H_{11} \lambda x_t + H_{12} \lambda y_t + H_{13} \lambda z_t \end{bmatrix} dt - z_t dB_t, & t \in [0, T], \\
x(0) &= 0, & y(T) &= 0,
\end{aligned}
\]

where \(H = \begin{bmatrix} H_{11} & H_{12} & H_{13} \\ H_{21} & H_{22} & H_{23} \\ H_{31} & H_{32} & H_{33} \end{bmatrix}\) and \(\tilde{H} = \begin{bmatrix} \tilde{H}_{11} & \tilde{H}_{12} & \tilde{H}_{13} \\ \tilde{H}_{21} & \tilde{H}_{22} & \tilde{H}_{23} \\ \tilde{H}_{31} & \tilde{H}_{32} & \tilde{H}_{33} \end{bmatrix}\) are constant matrices, moreover, \(H_{ij}^\lambda = H_{ij} - \lambda \tilde{H}_{ij}\), \(H_{ij} = H_{ij}^\top\), and \(\tilde{H}_{ij} = \tilde{H}_{ij}^\top\), \(i, j = 1, 2, 3\).

For 1-dimensional case, when
\[
\tilde{H} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \tilde{H}_{22} & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]
Peng proved the following

**Theorem 1.1** ([12], Theorem 3.2). Under assumption (16) and condition \(H_{23} = -H_{33} H_{13}\), all the eigenvalues \(\{\lambda_m\}\) of (2) are positive and \(\lambda_m \to +\infty\) as \(m \to +\infty\). Moreover, all the eigenspaces associated with each \(\lambda_m\) are 1-dimensional.

Based on the above theorem, by rather exhaustive analysis, we obtained in [6] the following

**Theorem 1.2** ([6], Theorem 1.3). Under the same assumptions in Theorem 1.1, let \(\{\lambda_m\}\) be the eigenvalues, then
\[
\lambda_m = O(m^2), \quad \text{as} \quad m \to +\infty.
\]

In detail,
\[
\frac{\pi^2}{-2H_{11} H_{22} T^2} \leq \lim_{m \to +\infty} \frac{\lambda_m}{m^2} \leq \lim_{m \to +\infty} \frac{\lambda_m}{m^2} \leq \frac{4\pi^2}{-H_{11} H_{22} T^2}.
\]
Remark 1. (1). Recall the following eigenvalue problem of a special Hamiltonian system in deterministic framework
\[
\frac{dx}{dt} = \lambda y(t), \quad t \in [0,T],
\]
\[-\frac{dy}{dt} = x(t), \quad t \in [0,T],
\]
\[x(0) = 0, \quad y(T) = 0.\]
Its eigenvalues are \((\frac{(2m-1)\pi}{2T})^2, m = 1, 2, 3, \cdots\). From the theoretical value aspect, the conclusions in Theorem 1.2 and Theorem 1.3 for stochastic systems can be considered as an analogue.

(2). Note that in [6] the coefficients of the corresponding systems are time-independent, while in this paper we consider eigenvalue problems for systems with time-dependent coefficients.

As a corollary of Theorem 1.2, we have

Proposition 1 ([6], Corollary 1.5). Let \(\lambda\) be an eigenvalue of the stochastic Hamiltonian system in Theorem 1.2. for sufficiently large \(m\), if
\[
\lambda < \frac{m^2\pi^2}{-2H_{11}H_{22}T^2}, \quad \text{resp.} \quad \lambda > \frac{4m^2\pi^2}{-H_{11}H_{22}T^2}
\]
the statistic period of the associate eigenfunctions (i.e., the solutions of FBSDEs) is less (resp. greater) than \(m\).

In this paper, we study the eigenvalue problem (2) in 1-dimensional case with time-dependent coefficients:
\[
dx_t = [H_{21}x_t + (H_{22} - \lambda h_{22})y_t + H_{23}z_t] dt \\
+ [H_{31}x_t + H_{32}y_t + H_{33}z_t] dB_t, \quad t \in [0,T],
\]
\[-dy_t = [H_{11}x_t + H_{12}y_t + H_{13}z_t] dt - z_t dB_t, \quad t \in [0,T],
\]
\[x(0) = 0, \quad y(T) = 0.\] \(3\)
where \(H_{ij}, h_{22} \in C[0,T], i,j = 1, 2, 3, H_{23}(t) = -H_{33}(t)H_{13}(t), h_{22}(t) < 0, \forall t \in [0,T].\)

The following theorems, detailed content of which are given in Theorem 4.7, Theorem 6.1 and Theorem 7.1, are the main results in this paper. The technical ingredients of their proof consist of Legendre transformation, the method of decoupling for FBSDEs, several concrete kinds of comparison theorems, constructing proper auxiliary systems, analyzing the blow-up time of associated Riccati equations, and many other elementary tools in ODE theory.

Theorem 1.3. Let \(\lambda_b\) be a positive constant defined in (34). Under Assumption 3.1, there exists \(\{\lambda_m\}_{m=1}^\infty \subset (\lambda_b, +\infty)\), all those eigenvalues of problem (19) contained in \((\lambda_b, +\infty)\), satisfying \(\lambda_m \to +\infty\) as \(m \to +\infty\). Besides, the eigenspace associated with each \(\lambda_m\) is of 1 dimension. Moreover,
\[
\lambda_m = O(m^2), \quad \text{as} \ m \to +\infty.
\]

It is worth noting that the results in Theorem 1.3, together with Proposition 1, can be utilized to estimate the statistic period of solutions of FBSDEs directly by its time-dependent coefficients and time duration, which is a nontrivial generalization of the result in [6].
Theorem 1.4. Let $\lambda_m$ be an eigenvalue in Theorem 1.3, then for sufficiently large $m \in \mathbb{N}_+$,

$$\begin{align*}
\frac{\dot{H}_{22} - H_{32}}{h_{22}} - \frac{\pi^2 m^2}{2H_{11}h_{22}T^2} \leq \lambda_m \leq \frac{4\pi^2 m^2}{-H_{11}h_{22}T^2}.
\end{align*}$$

Therefore, if

$$\lambda > \frac{4\pi^2 m^2}{-H_{11}h_{22}T^2}, \quad \text{resp. } \lambda < \frac{\dot{H}_{22} - H_{32}}{h_{22}} + \frac{\pi^2 m^2}{-2H_{11}h_{22}T^2}$$

the statistic period of the eigenfunctions associated with $\lambda$ is greater (resp. less) than $m$.

Remark 2. The eigenvalue problem for the stochastic Hamiltonian system with time-dependent coefficients is much more complicated than the time-independent coefficients case. Because in the latter case, by [12], all the eigenvalues come from the blow-up of the associated Riccati equation and dual Riccati equation. However, for the time-dependent coefficients case, the example in Section 8 shows that some eigenvalues appear when the solution of the Riccati equation does not blow-up.

As a byproduct, the study on the eigenvalue problem of this topic provides actual examples for multi-solution phenomenon in stochastic Hamiltonian system. The multi-solution corresponds to the non-uniqueness of the optimal states.

In this paper, $m$ is used to denote the second part of solution $(k, m)$ to the Riccati equation (23) and the index of eigenvalues $\{\lambda_m\}_{m=1}^\infty$. $n$ is used to denote both the dimension of Hamiltonian system and the index in (45). We believe that it will not cause ambiguity.

Similar results of this paper hold for the eigenvalue problem of stochastic Hamiltonian system driven by Poisson processes. In order to keep this paper in a suitable length, we postpone those results to another paper.

The paper is organized as follows. In Section 2, several lemmata are introduced which will be used repeatedly. In Section 3, the main problem in this paper is formulated. In Section 4, we prove the existence of all the eigenvalues located in $(\lambda_b, +\infty)$ and then all the eigenvalues in $\mathbb{R}$ under some sharper conditions in Section 5. Moreover, the increasing order of these $\{\lambda_m\}_{m=1}^\infty$ are studied in Section 6. Most importantly, apart from its theoretical value, as an interesting application, this result can be utilized to obtain an estimation about statistic period of solutions of FBSDEs, which is investigated in Section 7. In Section 8, by a concrete example, we show how the eigenvalue problem of stochastic Hamiltonian system with time-dependent coefficients is far more subtler than its time-independent counterpart. At last, several examples, the proof of several lemmata, the review of the viewpoint from functional analysis and Legendre transformation are gathered in the Appendix.

2. Preliminaries.

2.1. Comparison theorems. Let $S_n$ denote the set of all $n \times n$ symmetric matrices, and $S_0^+$ the set of all nonnegative matrices in $S_n$. For $K \in S_0^+$, $K \geq 0$ means that $K$ is positive definite while $K > 0$ strictly positive definite. Given two nonlinear $S_n$-value ODEs: for $i = 1, 2$,

$$-\frac{dK_i}{dt} = K_i A(t) + A^\top(t)K_i + C^\top K_i C + R_i(t) + K_i N_i(t)K_i$$
Lemma 2.1 ([12], Lemma 8.1). Denote by $K$ the solution to
\[ -\frac{dK}{dt} = A^\top(t)K + KA(t) + C^\top(t)K(t) + R_1(t), \quad t \leq T, \]
\[ K(T) = Q_1, \]
where $A, B, C, D \in C([0, T], \mathbb{R}^{n \times n})$, $R_i, N_i \in C([0, T], S_n)$, and $F_i : S_n \to S_n$, $i = 1, 2$ are locally Lipschitz.

Lemma 2.2 ([12], Lemma 8.2). Assume that $K_i, \ i = 1, 2,$ are the solutions to (4) separately and
\[ Q_1 \geq Q_2, \quad R_1(t) \geq R_2(t), \quad N_1(t) \geq N_2(t), \quad \forall t \in [0, T]; \]
\[ F_1(K) \geq F_1(K'), \quad \forall K \geq K'; \quad F_1(K) \geq F_2(K), \quad \forall K \in S_n. \]
Then
\[ K_1(t) \geq K_2(t). \]

Lemma 2.3. Assume that $\psi_1, \psi_2, \psi_3 \in C([0, T], \mathbb{R})$, and $\psi_1 \geq c > 0$ ($\psi_1 \leq -c < 0$, resp.). Denote by $\Phi$ the solution to the following equation:
\[ -\frac{d\Phi}{dt} = \psi_1 + \psi_2\Phi + \psi_3\Phi^2, \quad t \leq T, \]
\[ \Phi(T) = 0. \]
Then $\Phi(t) > 0, \ t < T$ ($\Phi(t) < 0, \ t < T$, resp.).

2.2. Decoupling method for linear FBSDEs. By the method introduced in [12], every linear FBSDE:
\[ dx_t = [H_{21}x_t + H_{22}y_t + H_{23}z_t]dt \]
\[ + [H_{31}x_t + H_{32}y_t + H_{33}z_t]dB_t, \quad t \in [T_1, T_2], \]
\[ -dy_t = [H_{11}x_t + H_{12}y_t + H_{13}z_t]dt - z_t dB_t, \quad t \in [T_1, T_2], \]
\[ x(T_1) = x_0, \quad y(T_2) = K_{T_2}x(T_2), \]
corresponds to a Riccati type ODE:
\[ -\frac{dK}{dt} = K(H_{21} + H_{22}K + H_{23}M) + H_{11} + H_{12}K + H_{13}M, \quad t \in [T_1, T_2]; \]
\[ M = K(H_{31} + H_{32}K + H_{33}M), \quad t \in [T_1, T_2], \]
\[ K(T_2) = K_{T_2} \in S_n, \]
where $(K, M) \in C^1([T_1, T_2]; S_n^+ \times L^\infty([T_1, T_2]; \mathbb{R}^{n \times n}))$, $[T_1, T_2] \subset [0, T]$.

Riccati equation (7)-(9) is introduced in a fantastic manner: it transfers the fully-coupled FBSDEs (6) into decoupled one. Lemma 2.4 depicts the detail.

The following lemma is a generalization of [12, Lemma 4.2], from constant coefficients case to time-dependent coefficients case. However, since the proof is standard, we put it in appendix.
Lemma 2.4. Assume that on some interval \([T_1, T_2] \subseteq (-\infty, T]\), Riccati equation (7)-(9) has a solution \((K, M)\). Then stochastic Hamiltonian system with boundary conditions (6) has an explicit solution:

\[
(x(t), y(t), z(t)) = (x(t), K(t)x(t), M(t)x(t)), \quad t \in [T_1, T_2],
\]

where \(x(t)\) is solved by

\[
\begin{align*}
\dot{x}_t &= [H_{21} + H_{22}K + H_{23}M]x_t dt \\
&\quad + [H_{31} + H_{32}K + H_{33}M]x_t dB_t, \quad t \in [T_1, T_2], \quad x(T_1) = x_0.
\end{align*}
\]

Further, for \(t \in [T_1, T_2]\), if \(\det(I_n - K(t)H_{33}(t)) \neq 0\), or more weakly, there is a constant \(c > 0\), such that

\[
(I_n - K(t)H_{33}(t))^\top (I_n - K(t)H_{33}(t)) \geq c(H_{13}(t) + K(t)H_{23}(t))^\top (H_{13}(t) + K(t)H_{23}(t)),
\]

then the solution to (6) is unique.

2.3. Investigation of the coefficients of the derived Riccati equations.

Since (8) can be rewritten as \([I_n - K(t)H_{33}(t)]M(t) = K(t)(H_{31}(t) + H_{32}(t)K(t)), \)
condition \(\det(I_n - K(t)H_{33}(t)) \neq 0, \forall t \in [T_1, T_2]\) is necessary for the unique existence of solution \((K, M)\) to (7)-(9).

Lemma 2.5. Let \(\beta_1 > \beta > 0\) such that

\[\beta_1 I_n \leq H_{33}(t) \leq \beta I_n, \quad t \in [0, T].\]

Then

1. For \(K \in S_n\) and \(K > -\frac{1}{2\beta_1} I_n\), there is a constant \(c > 0\), such that

\[
\left\| (I_n - KH_{33}(t))^{-1} \right\| \leq c, \quad \forall t \in [0, T].
\]

2. For \(K > 0\), we have \((F_0(K))^\top = F_0(K)\) and

\[
0 \leq F_0(K) = (I_n - KH_{33}(t))^{-1} K \leq -H_{33}^{-1}(t) \leq \frac{1}{\beta} I_n, \quad \forall t \in [0, T].
\]

3. For \(K_1, K_2 \in S_n^+, \quad K_1 \geq K_2\), we have \(F_0(K_1) \geq F_0(K_2), \forall t \in [0, T].\)

Proof. 1. Since \(-\beta_1 I_n \leq H_{33}(t) \leq -\beta I_n < 0, \quad t \in [0, T]\),

\(H_{33}(t)\) is invertible and

\[
0 < \frac{1}{\beta_1} I_n \leq -H_{33}^{-1}(t) \leq \frac{1}{\beta} I_n.
\]

It follows that

\[
(I_n - KH_{33}(t))^{-1} = -H_{33}^{-1}(t) (-H_{33}^{-1}(t) + K)^{-1}.
\]

Noting that \(K > -\frac{1}{2\beta_1} I_n\), then \(0 \leq (-H_{33}^{-1}(t) + K)^{-1} \leq 2\beta_1 I_n\). Then for \(\forall t \in [0, T]\),

\[
\left\| (I_n - KH_{33}(t))^{-1} \right\| \leq \left\| -H_{33}^{-1}(t) \right\| \left\| (H_{33}^{-1}(t) + K)^{-1} \right\| \leq \frac{2\beta_1}{\beta}.
\]

2. For \(K > 0\),

\[
F_0(K) = (I_n - KH_{33}(t))^{-1} K = (K^{-1} - H_{33}(t))^{-1}.
\]
Then \((F_0(K))^T = F_0(K)\). Besides, by \(K^{-1} \geq 0\) and \(-H_{33}(t) \geq \beta I_n > 0, t \in [0, T]\), we obtain
\[
0 \leq F_0(K) = (K^{-1} - H_{33}(t))^{-1} \leq \frac{1}{\beta} I_n.
\]

3. At first, assume that \(K_1 \geq K_2 > 0\), then \(K_1^{-1} \leq K_2^{-1}\), and hence
\[
0 < K_1^{-1} - H_{33}(t) \leq K_2^{-1} - H_{33}(t).
\]

It follows that
\[
F_0(K_1) = (K_1^{-1} - H_{33}(t))^{-1} \geq (K_2^{-1} - H_{33}(t))^{-1} = F_0(K_2).
\] (14)

For general case, \(K_1, K_2 \in S_n^+\) and \(K_1 \geq K_2\), by (13), \(I_n - K_i H_{33}\) are invertible, and hence \(F_0(K_i)\) can be defined. By (14),
\[
F_0(K_1 + \epsilon) = ((K_1 + \epsilon)^{-1} - H_{33}(t))^{-1} \geq ((K_2 + \epsilon)^{-1} - H_{33}(t))^{-1} = F_0(K_2 + \epsilon).
\]

It follows that
\[
F_0(K_1) = \lim_{\epsilon \to 0^+} F_0(K_1 + \epsilon) \geq \lim_{\epsilon \to 0^+} F_0(K_2 + \epsilon) = F_0(K_2).
\]

Besides, \(F_0(0) = 0\), then \(F_0(K)\) is a mapping from \(S_n^+\) to \(S_n^+\). \(\square\)

2.4. **Monotonicity condition.** For linear FBSDEs with constant coefficients (2) without perturbation, i.e., \(H = 0\), the classical monotonicity condition is as follows:
\[
\begin{bmatrix}
-H_{11} & -H_{12} & -H_{13} \\
H_{21} & H_{22} & H_{23} \\
H_{31} & H_{32} & H_{33}
\end{bmatrix} \leq -\beta I_{3n},
\] (15)

where \(\beta > 0\) is a constant. That is, for \((x, y, z) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n\),
\[
\begin{bmatrix}
x^T & y^T & z^T
\end{bmatrix}
\begin{bmatrix}
-H_{11} & -H_{12} & -H_{13} \\
H_{21} & H_{22} & H_{23} \\
H_{31} & H_{32} & H_{33}
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} \leq -\beta (\|x\|^2 + \|y\|^2 + \|z\|^2).
\] (16)

By taking \((x, y, z) = (x, 0, 0), (0, y, 0), (0, 0, z)\) in (16),
\[
H_{11} \geq \beta I_n, \quad H_{22} \leq -\beta I_n, \quad H_{33} \leq -\beta I_n.
\] (17)

Besides,
\[
H_{22} - H_{23} H_{33}^{-1} H_{32} < 0.
\] (18)

*In this paper, we always assume that the monotonicity condition (16) holds true.*

3. **Formulation.** In this section, we formulate the eigenvalue problem:
\[
dx_t = \begin{bmatrix}
H_{21} x_t + (H_{22} - \lambda h_{32}) y_t + H_{23} z_t \\
H_{31} x_t + H_{32} y_t + H_{33} z_t
\end{bmatrix} dt + \begin{bmatrix}
H_{31} x_t + H_{32} y_t + H_{33} z_t
\end{bmatrix} dB_t, \quad t \in [0, T],
\]
\[
-dy_t = \begin{bmatrix}
H_{11} x_t + H_{12} y_t + H_{13} z_t
\end{bmatrix} dt - z_t dB_t, \quad t \in [0, T],
\]
\[
x(0) = 0, \quad y(T) = 0.
\]

**Assumption 3.1.** Assume that \(n = 1\) and \(H_{ij} \in C([0, T], \mathbb{R})\), \(i, j = 1, 2, 3\). Besides, \(H\) satisfy (16) uniformly for \(t \in [0, T]\). Moreover,
\[
H_{23}(t) = -H_{33}(t) H_{13}(t), \quad t \in [0, T].
\] (20)

*Besides, \(h_{22} \in C([0, T], \mathbb{R})\) and \(h_{22}(t) < 0, t \in [0, T]\).*
Remark 3. (1). Note that if we take $H_{ij}, h_{22}, i, j = 1, 2, 3$ as constant functions and let $H_{22} = h_{22}$, then the problem (19) will exactly go back to the case considered in [12].

(2). Let
\[
\tilde{H} = \begin{bmatrix}
0 & 0 & 0 \\
0 & h_{22} & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]
(21)

Then $\tilde{H} \leq 0_{3 \times 3}$. By Remark 6, all the eigenvalues of problem (19) are located in $\mathbb{R}^+ = [0, +\infty)$. Such a fact can also be deduced from the following viewpoint. From (16), we have $H_{22}(t) - H_{33}(t)H_{13}^{-1}(t) < 0, t \in [0, T]$. Then, when $\lambda h_{22} \geq 0$, there is no finite blow-up time for solution $k(\cdot, \lambda)$ to (29). By Lemma 2.4, there is none negative eigenvalue for the eigenvalue problem (19).

(3). Some conditions in Assumption 3.1 (Assumption 5.1) looks artificial. Its reason is that our results heavily rely on the decoupling method for FBSDEs, and further on the wellposedness of the related Riccati equation (7)-(9), which is exactly guaranteed by the conditions in Assumption 3.1. Besides, since the non-existence of eigenvalue is guaranteed by the non-existence of blow-up time for the solution to associated Riccati equation, Assumption 5.1 is presented to get rid of the blow-up time located on $[0, \lambda_1]$. We believe that these artificial conditions can never be necessary in reality but it is technically needed.

(4). It is natural to ask whether the methods in this paper can be applied to the high dimension setting. However, the answer may be negative, because the blow-up time of the solutions to the corresponding Riccati equations as well as the comparison theorems play essential roles among deriving the main results, which are difficult to be generalized to high dimension setting.

(5). The perturbation $\tilde{H}$ should never be casually determined. For example, it should basically be presented within the symmetric setting to keep the Hamiltonian structure, and technically within the monotonicity condition. But for all that there are indeed other formulations for eigenvalue problems of stochastic Hamiltonian systems with boundary conditions. Some results will appear in our follow-up papers.

Recall that by (16), $H_{22}(t) - H_{23}^2(t)H_{33}^{-1}(t) < 0, t \in [0, T]$. Then by (20),
\[
H_{22}(t) - H_{33}(t)H_{13}^2(t) < 0, \quad t \in [0, T].
\]
(22)

In what follows, $H_{ij} (h_{22}, resp.)$ can be seen as continuous functions on $(-\infty, T]$, with $H_{ij}(t) = H_{ij}(0), (h_{22}(t) = h_{22}(0), resp.), t \in (-\infty, 0]$.

As in (7)-(9), corresponding to (19), we introduce the following Riccati equation:
\[
-\frac{dk}{dt} = k(H_{21} + (H_{22} - \lambda h_{22})k + H_{23}m) + H_{11} + H_{12}k + H_{13}m, \quad t \in [T_1, T_2],
\]
\[
m = k(H_{31} + H_{32}k + H_{33}m), \quad t \in [T_1, T_2],
\]
\[
k(T_2) = k_{T_2} \in S_n,
\]
(23)
and a forward SDE similar to (10):
\[
dx_t = [H_{21} + (H_{22} - \lambda h_{22})k + H_{23}m]x_t dt + [H_{31} + H_{32}k + H_{33}m]x_t dB_t, \quad t \in [T_1, T_2],
\]
x$(T_1) = x_0$.
(24)
To investigate eigenvalues of (19), we borrow the method in [12] to introduce a dual Hamiltonian system (about which we give a concise introduction in Appendix 9.6) of (19):

\[
\begin{align*}
\mathrm{d}\tilde{x}_t &= \left[ H_{21}\tilde{x}_t + \tilde{H}_{22}\tilde{y}_t + \tilde{H}_{23}\tilde{z}_t \right] \mathrm{d}t + \left[ \tilde{H}_{31}\tilde{x}_t + \tilde{H}_{32}\tilde{y}_t + \tilde{H}_{33}\tilde{z}_t \right] \mathrm{d}B_t, \quad t \in [0,T], \\
-\mathrm{d}\tilde{y}_t &= \left[ H_{11}\tilde{x}_t + \tilde{H}_{12}\tilde{y}_t + \tilde{H}_{13}\tilde{z}_t \right] \mathrm{d}t - \tilde{z}_t \mathrm{d}B_t, \quad t \in [0,T], \\
\tilde{x}(0) &= 0, \quad \tilde{y}(T) = 0,
\end{align*}
\]

whose coefficients matrices are as follows:

\[
(\tilde{H}_{ij})_{3 \times 3} = \begin{pmatrix}
H_{23}H_{33}^{-1}H_{32} - H_{22} + \lambda h_{22} & H_{23}H_{33}^{-1}H_{31} - H_{21} & -H_{23}H_{33}^{-1} \\
H_{13}H_{33}^{-1}H_{32} - H_{12} & H_{13}H_{33}^{-1}H_{31} - H_{11} & -H_{13}H_{33}^{-1} \\
-H_{33}^{-1}H_{32} & -H_{33}^{-1}H_{31} & H_{33}^{-1}
\end{pmatrix},
\]

where the equality in (26) is from (20).

Note that the boundary condition in Legendre dual transformation (25) is degenerate.

Corresponding to (25), similar to (7)-(9) again, there is a dual Riccati equation:

\[
\begin{align*}
-\frac{\mathrm{d}\tilde{k}}{\mathrm{d}t} &= \tilde{k} \left( H_{21} + \tilde{H}_{22}\tilde{k} + \tilde{H}_{23}\tilde{m} \right) + \tilde{H}_{11} + \tilde{H}_{12}\tilde{k} + \tilde{H}_{13}\tilde{m}, \quad t \in [T_1,T_2], \\
\tilde{m} &= \tilde{k} \left( \tilde{H}_{31} + \tilde{H}_{32}\tilde{k} + \tilde{H}_{33}\tilde{m} \right), \quad t \in [T_1,T_2], \\
\tilde{k}(T_2) &= \bar{k}_{T_2},
\end{align*}
\]

and forward SDE in the form of (10):

\[
\begin{align*}
\mathrm{d}\tilde{x}_t &= \left[ \tilde{H}_{21} + \tilde{H}_{22}\tilde{k} + \tilde{H}_{23}\tilde{m} \right] \tilde{x}_t \mathrm{d}t \\
&\quad + \left[ \tilde{H}_{31} + \tilde{H}_{32}\tilde{k} + \tilde{H}_{33}\tilde{m} \right] \tilde{x}_t \mathrm{d}B_t, \quad t \in [T_1,T_2], \\
\tilde{x}(T_1) &= x_0.
\end{align*}
\]

For any \( \bar{t} \in [0,T] \), in (23) and (27), take \( T_2 = \bar{t}, k_{T_2} = 0 \) and \( \bar{k}_{T_2} = 0 \). Then by (20), (23) can be simplified to:

\[
-\frac{\mathrm{d}\bar{k}}{\mathrm{d}\bar{t}} = (2H_{21} + H_{13}^2) \bar{k} + H_{11} + (H_{22} - H_{33}H_{13} - \lambda h_{22}) \bar{k}^2, \quad \bar{t} \leq \bar{t},
\]

and (27) can be simplified to:

\[
-\frac{\mathrm{d}\bar{k}}{\mathrm{d}\bar{t}} = -(2H_{21} + H_{13}^2) \bar{k} - H_{11} \bar{k}^2 - (H_{22} - H_{33}H_{13}^2 - \lambda h_{22}) \bar{k}, \quad \bar{t} \leq \bar{t},
\]

\[
\bar{k}(\bar{t}) = 0.
\]

**Notations.** We give the following notations about the blow-up time of solutions to Riccati equations:

\[
t_{k,\lambda,\bar{t}}^k = \sup \left\{ t_0 \bigg| t_0 < \bar{t}, k(\bar{t}; \lambda) = 0, \lim_{\bar{t} \to t_0} k(t; \lambda) = +\infty \right\}
\]
with respect to (29), and
\[ t_{\lambda,\bar{\ell}}^k \triangleq \sup \left\{ t_0 \mid t_0 < \bar{\ell}, \hat{k}(\bar{\ell}; \lambda) = 0, \lim_{t \to t_0} \hat{k}(t; \lambda) = -\infty \right\} \]
with respect to (30).

From Legendre transformation, \( k = \bar{k}^{-1} \) whenever both of them are not equal to 0, then
\[ t_{\lambda,\bar{\ell}}^k = \sup \left\{ t_0 \mid t_0 < \bar{\ell}, k(\bar{\ell}; \lambda) = 0, \lim_{t \to t_0} k(t; \lambda) = 0 \right\} \]
and
\[ t_{\lambda,\bar{\ell}}^{\hat{k}} = \sup \left\{ t_0 \mid t_0 < \bar{\ell}, \hat{k}(\bar{\ell}; \lambda) = 0, \lim_{t \to t_0} k(t; \lambda) = 0 \right\}. \]

To simplify the notation, we will write \( t_{\rho,\bar{\ell}}^k \) (\( t_{\rho,\bar{\ell}}^{\hat{k}}, \) resp.) as \( t_{\rho}^k \) (\( t_{\rho}^{\hat{k}}, \) resp.) whenever without confusion.

4. The existence of eigenvalues. Analysing the property of blow-up time of solutions of Riccati equations with respect to its parameter \( \lambda \) plays an important role, which is an enhanced version of the idea in [12]. However, the proofs are more complicated due to the time-dependent coefficients.

**Lemma 4.1.** The blow-up time \( t_{\lambda}^k \) of solution \( k(\cdot; \lambda) \) to (29) is increasing with respect to \( \lambda \). Besides,
\[ \lim_{\lambda \searrow +\infty} t_{\lambda}^k = \bar{\ell}. \tag{31} \]

**Proof.** We firstly prove (31). By (17) and (18), there is a \( \beta > 0 \), such that for \( t \in [0, T] \),
\[ H_{11}(t) \geq \beta, \quad H_{22}(t) \leq -\beta, \quad H_{33}(t) \leq -\beta, \quad \text{and} \quad H_{22}(t) - H_{33}(t)H_{13}^2(t) < 0. \]

By Assumption 3.1, \( h_{22} \) is continuous and \( h_{22}(t) < 0, \ \forall t \in [0, T] \). Then we can choose two constants \( \hat{h}_{22}, \bar{h}_{22} \), such that
\[ \hat{h}_{22} \leq h_{22}(t) \leq \bar{h}_{22} < 0, \quad \forall t \in [0, T]. \]

Denote by \( k_1(\cdot; \lambda) \) the solution to the following equation:
\[ -\frac{dk_1}{dt} = \left( 2H_{21} + H_{13}^2 \right) k_1 + \beta + \left( H_{22} - H_{33}H_{13}^2 - \lambda \hat{h}_{22} \right) k_1^2, \quad t \leq \bar{\ell}, \tag{32} \]

Since \( \beta > 0 \), by Lemma 2.3, for \( t \leq \bar{\ell}, k_1(t; \lambda) \geq 0. \) Since \( H_{11}(t) \geq \beta \) and \( -\lambda \hat{h}_{22} \geq -\lambda \bar{h}_{22}, t \in [0, T] \), by Lemma 2.1, \( k(t; \lambda) \geq k_1(t; \lambda) \geq 0, \ \forall t \leq \bar{\ell} \), whence \( t_{\lambda}^k \leq t_{\lambda}^{\hat{k}} < \bar{\ell}. \)

Moreover, denote by \( k_2(\cdot; \lambda) \) the solution to the following equation:
\[ -\frac{dk_2}{dt} = \frac{1}{2} \beta - \frac{1}{2} \lambda \hat{h}_{22}k_2^2, \quad t \leq \bar{\ell}, \tag{33} \]

Subtracting (33) from (32):
\[ -\frac{d(k_1 - k_2)}{dt} = -\frac{1}{2} \lambda \hat{h}_{22}(k_1 + k_2)(k_1 - k_2) + \frac{\beta}{4} \]
\[ + (2H_{21}(t) + H_{13}^2(t)) k_1 + \frac{\beta}{4} - \frac{\lambda}{4} \hat{h}_{22} k_1^2 \]
\[ + \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \frac{\lambda}{4} \hat{h}_{22} \right) k_1^2, \quad t \leq \bar{t}, \]

\((k_1 - k_2)(\bar{t}) = 0.\)

Since \(H_{22}(t) - H_{33}(t)H_{13}^2(t)\) is bounded, for sufficiently large \(\lambda\),
\[H_{22}(t) - H_{33}(t)H_{13}^2(t) - \frac{\lambda}{4} \hat{h}_{22} \geq 0, \quad \forall t \in [0, T].\]

Moreover, for sufficiently large \(\lambda\) and sufficiently large \(t\) (denoted \(\bar{t}\)),
\[
\left( \frac{\sqrt{-\lambda \hat{h}_{22} k_1}}{2} + (2H_{21}(t) + H_{13}^2(t)) k_1 (t; \lambda) + \frac{\beta}{4} - \frac{\lambda}{4} \hat{h}_{22} k_1^2 (t; \lambda) \right)^2 + \frac{\beta}{4} + \frac{(2H_{21}(t) + H_{13}^2(t))^2}{\lambda \hat{h}_{22}} \geq 0.
\]

Then for \(t \leq \bar{t}\) and sufficiently large \(\lambda\),
\[
\frac{1}{4} \beta + \left( (2H_{21}(t) + H_{13}^2(t)) k_1 (t; \lambda) + \frac{\beta}{4} - \frac{\lambda}{4} \hat{h}_{22} k_1^2 (t; \lambda) \right) + \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \frac{\lambda}{4} \hat{h}_{22} \right) k_1^2 (t; \lambda) \geq \frac{\beta}{4} > 0.
\]

By Lemma 2.1, \(k_1(t; \lambda) \geq k_2(t; \lambda) \geq 0, t \leq \bar{t}\), whence \(t^k_{k_2} \leq t^k_{k_1}\). It follows that, for sufficiently large \(\lambda\),
\[t^k_{k_2} \leq t^k_{k_1} \leq t^k_{\bar{t}} < \bar{t}.\]

Moreover, (33) is an equation with constant coefficients, and
\[k_2(t) = \sqrt{-\frac{\lambda}{\hat{h}_{22}}} \tan \left[ \frac{\sqrt{\lambda \beta (-\hat{h}_{22})}}{2} (\bar{t} - t) \right], \quad \lambda > 0, \ t \leq \bar{t}.\]

Then
\[\sqrt{\frac{\lambda \beta (-\hat{h}_{22})}{2}} (\bar{t} - t^k_{\bar{t}}) = \frac{\pi}{2},\]
from which we get
\[\lim_{\lambda \to \infty} t^k_{\bar{t}} = \bar{t}.
\]

Then \(\lim_{\lambda \to \infty} t^k_{\lambda} = \bar{t}\), which is (31).

For any \(\lambda_1 > \lambda_2 > 0\), since \(h_{22}(t) < 0\),
\[\lambda_1 h_{22}(t) > -\lambda_2 h_{22}(t), \quad t \in [0, T].\]

By Lemma 2.2 and Lemma 2.3,
\[k(t; \lambda_1) \geq k(t; \lambda_2) \geq 0, \quad t \leq \bar{t}.\]

Therefore, for \(0 < \lambda_2 < \lambda_1, \ t^k_{\lambda_2} \leq t^k_{\lambda_1}.\)

Since \(t^k_{\lambda}\) is increasing in \(\lambda\) and \(\lim_{\lambda \to \infty} t^k_{\lambda} = \bar{t}\), we can define
\[\lambda_0 (\bar{t}, k) \triangleq \inf \left\{ \lambda \mid \lambda \geq 0, t^k_{\lambda} > -\infty, k(\bar{t}; \lambda) = 0 \right\}.\]
Set
\[
\lambda_b = \frac{\min_{t \in [0,T]} \{H_{22}(t) - H_{33}(t)H_{13}^2(t)\}}{\max_{t \in [0,T]} \{h_{22}(t)\}}.
\] (34)

Then obviously
\[
H_{22}(t) - H_{33}(t)H_{13}^2(t) - \lambda h_{22}(t) > 0, \quad t \in [0,T], \quad \lambda \geq \lambda_b.
\] (35)

**Lemma 4.2.** Following the notations above, the blow-up time \(t^k_{\lambda'}\) is continuous and strictly increasing in \((\lambda_0(t,k) \vee \lambda_b, +\infty)\).

*Proof.* Firstly, we prove that \(t^k_{\lambda'}\) is continuous in \((\lambda_0(t,k) \vee \lambda_b, +\infty)\). Recall that for \(\lambda' \in (\lambda_0(t,k) \vee \lambda_b, +\infty)\), the blow-up time \(t^k_{\lambda'}\) satisfies\(\lim_{\lambda \searrow \lambda_0(t,k)} k(t; \lambda') = +\infty\).

Then in (29), there is a \(\delta_1 > 0\), such that
\[
H_{22}(t^k_{\lambda'}) - H_{33}(t^k_{\lambda'})H_{13}^2(t^k_{\lambda'}) - \lambda h_{22}(t^k_{\lambda'}) > \delta_1 > 0.
\]

Moreover, in (30), since \(\tilde{k}(t^k_{\lambda'}; \lambda') = 0\),
\[
- \frac{d\tilde{k}}{dt} \bigg|_{t=t^k_{\lambda'}} = - \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \lambda h_{22}(t) \right) \bigg|_{t=t^k_{\lambda'}} < - \delta_1.
\]

Further, by the continuity of \(- \frac{d\tilde{k}}{dt}\) and \(\tilde{k}(t^k_{\lambda'}; \lambda') = 0\), there is a \(\delta_2 > 0\), such that
\[
- \frac{d\tilde{k}}{dt} \bigg|_{t=t_0} < - \frac{\delta_1}{2} < 0, \quad \forall t_0 \in [t^k_{\lambda'} - \delta_2, t^k_{\lambda'} + \delta_2].
\]

Then for \(\forall \epsilon_1 \in (0, \delta_2)\), by Lagrangian Middle-Value Theorem,
\[
\tilde{k}(t^k_{\lambda'}, - \epsilon_1; \lambda') < - \frac{\delta_1 \epsilon_1}{2} < 0.
\]

By the continuous dependence of solution \(\tilde{k}\) to (30) with respect to parameter \(\lambda'\):
\[
\lim_{\lambda' \to \lambda'} \tilde{k}(t^k_{\lambda'}, - \epsilon_1; \lambda') - \tilde{k}(t^k_{\lambda'}, - \epsilon_1; \lambda) = 0,
\]
there is a \(\delta_{\epsilon_1} > 0\), such that for \(\forall \lambda \in (\lambda' - \delta_{\epsilon_1}, \lambda' + \delta_{\epsilon_1})\), \(\tilde{k}(t^k_{\lambda'}, - \epsilon_1; \lambda) < 0\). Then by the definition of \(t^k_{\lambda'}\),
\[
t^k_{\lambda'} > t^k_{\lambda'}, - \epsilon_1.
\] (36)

On the other hand, choose \(\overline{t}_1 \in (t^k_{\lambda'}, \bar{t}).\) Recall that from Legendre transformation, \(k^{-1}(t; \lambda) = \tilde{k}(t; \lambda)\) whenever both of them are not 0. Besides, \(\tilde{k}(t; \lambda') > 0, t \in (t^k_{\lambda'}, \overline{t}_1]\). Then we consider (30) with terminal condition \(\tilde{k}(\overline{t}_1; \lambda') = k^{-1}(\overline{t}_1; \lambda')\):
\[
\begin{align*}
- \frac{d\tilde{k}}{dt} &= - (2H_{21} + H_{13}^2) \tilde{k} - H_{11} \tilde{k}^2 - (H_{22} - H_{33}H_{13}^2 - \lambda h_{22}) \tilde{k}, \quad t \leq \overline{t}_1, \\
\tilde{k}(\overline{t}_1) &= k^{-1}(\overline{t}_1; \lambda').
\end{align*}
\] (37)

Solution \(\tilde{k}(\cdot; \lambda')\) to (37) can be extended to \([\overline{t}_2, \overline{t}_1] \supseteq [t^k_{\lambda'}, \overline{t}_1]\) due to its local Lipschitz coefficients. From the continuous dependence of solution \(\tilde{k}\) to (30) with respect to parameter \(\lambda'\),
\[
\lim_{\lambda' \to \lambda'} \sup_{t \in [\overline{t}_2, \overline{t}_1]} \left| \tilde{k}(t; \lambda') - \tilde{k}(t; \lambda) \right| = 0.
\]


For any sufficiently small $\epsilon_2 > 0$, $\tilde{k}(t; \lambda')$ have uniform strictly positive lower bound for $t \in [t^k_{\lambda'} + \epsilon_2, \bar{t}]$. Then there is a $\delta_{\epsilon_2} > 0$, such that for $\forall \lambda \in (\lambda' - \delta_{\epsilon_2}, \lambda' + \delta_{\epsilon_2})$ and $\forall t \in [t^k_{\lambda'} + \epsilon_2, \bar{t}]$, $\tilde{k}(t; \lambda) > 0$. Then by the definition of $t^k_{\lambda}$,

$$t^k_{\lambda} < t^k_{\lambda'} + \epsilon_2. \quad (38)$$

From (36) and (38), $t^k_{\lambda}$ is continuous in $\lambda$.

At last, we prove that $t^k_{\lambda}$ is strictly increasing with respect to $\lambda$. For $\lambda > \lambda'$,

$$-\lambda h_{22}(t) > -\lambda' h_{22}(t), \quad t \in [0, T].$$

Then by Lemma 2.1, $k(t; \lambda) > k(t; \lambda')$, $t < \bar{t}$. In particular, $k(\bar{t}_1; \lambda) > k(\bar{t}_1; \lambda')$, whence $\tilde{k}(\bar{t}_1; \lambda) < \tilde{k}(\bar{t}_1; \lambda')$. Consider the following two ODEs with terminal time $\bar{t}_1$:

$$-\frac{d\tilde{k}}{dt} = -(2H_{21} + H_{13}^2) \tilde{k} - H_{11} \tilde{k}^2 - (H_{22} - H_{33} H_{13}^2 - \lambda h_{22}) , \quad t \leq \bar{t}_1,$$

where $\tilde{k}(\bar{t}_1) = \tilde{k}(\bar{t}_1; \lambda)$,

and

$$-\frac{d\tilde{k}}{dt} = -(2H_{21} + H_{13}^2) \tilde{k} - H_{11} \tilde{k}^2 - (H_{22} - H_{33} H_{13}^2 - \lambda' h_{22}) , \quad t \leq \bar{t}_1,$$

where $\tilde{k}(\bar{t}_1) = \tilde{k}(\bar{t}_1; \lambda')$.

From $\tilde{k}(\bar{t}_1; \lambda) < \tilde{k}(\bar{t}_1; \lambda')$ and $-\lambda h_{22}(t) > -\lambda' h_{22}(t), t \in [0, T], \lambda > \lambda'$, $k(\bar{t}_1; \lambda) > k(\bar{t}_1; \lambda')$, $t \leq \bar{t}_1$. In particular, $\tilde{k}(\bar{t}_1; \lambda) < \tilde{k}(\bar{t}_1; \lambda') = 0$, and hence for $\lambda > \lambda'$, $t^k_{\lambda} > t^k_{\lambda'}$.

Next, we also need the similar results of $t^k_{\lambda}$ with respect to $\lambda$, the proofs of which are similar to that of Lemma 4.1 and Lemma 4.2. We will write down the proofs in appendix for readers’ convenience.

\textbf{Lemma 4.3.} The blow-up time $t^k_{\lambda}$ of solution $\tilde{k}(\cdot; \lambda)$ to (30) is increasing in $\lambda$, and

$$\lim_{\lambda \to +\infty} t^k_{\lambda} = \bar{t}. \quad (39)$$

Since $t^k_{\lambda}$ is increasing and $\lim_{\lambda \to +\infty} t^k_{\lambda} = \bar{t}$, we can define

$$\lambda_0(\bar{t}, \tilde{k}) \triangleq \inf \left\{ \lambda | \lambda \geq 0, t^k_{\lambda} > -\infty, \tilde{k}(t; \lambda) = 0 \right\} .$$

\textbf{Lemma 4.4.} Following the above notations, the blow-up time $t^k_{\lambda}$ is continuous and strictly increasing in $\left( \lambda_0(\bar{t}, \tilde{k}) \cup \lambda_0(\bar{t}, \tilde{k}) + \lambda_0(\bar{t}, \tilde{k}) + \infty \right)$.

To get eigenvalues of (19), we also need property of $t^k_{\lambda, i}$ and $t^k_{\lambda, i}$ in $\bar{t}$ depicted by the following two lemmas.

\textbf{Lemma 4.5.} For $0 \leq \bar{t}_2 < \bar{t}_1 \leq T$, denote separately by $k_i(\cdot; \lambda)$, $i = 1, 2$ the solution to (40)

$$-\frac{dk_i}{dt} = (2H_{21} + H_{13}^2) k_i + H_{11} + (H_{22} - H_{33} H_{13}^2 - \lambda h_{22}) k_i^2 , \quad t \leq \bar{t}_1,$$

$k_i(\bar{t}_1) = 0$.

Then $t^k_{\lambda, i} \leq t^k_{\lambda, i}$ (if finite). Besides, $t^k_{\lambda, i}$ is continuous dependent on $\bar{t}_i$, $i = 1, 2$. 

Proof. By (17), there is a $\beta > 0$, such that $H_{11} > \beta > 0$. Then by Lemma 2.3, $k_i(t; \lambda) \geq 0$, $t \leq t_i$. If $t_2 \leq t_i$, then obviously $t^{k_i}_{\lambda} \leq t_2 \leq t_i$. If $t_2 > t^{k_i}_{\lambda}$, then $k_2(t_2; \lambda) = 0 < k_1(t_2; \lambda) < \infty$. By Lemma 2.2, for $t \leq t_2$, we have

$$0 \leq k_2(t; \lambda) \leq k_1(t; \lambda),$$

whence $t^{k_2}_{\lambda} \leq t^{k_1}_{\lambda}$. That $t^{k_i}_{\lambda}$ is continuous dependent on $t_i$ is from local Lipschitz condition of (40).

Lemma 4.6. For $0 \leq \tilde{t}_2 < \tilde{t}_1 \leq T$ and $\lambda \geq \lambda_b$, assume that $k_i(\cdot; \lambda)$, $i = 1, 2$ is separately the solution to (41):

$$\begin{align*}
-\frac{d\tilde{k}_i}{dt} &= -(2H_{21} + H_{13}^2)\tilde{k}_i - H_{11}\tilde{k}_i^2 - (H_{22} - H_{33}H_{13}^2 - \lambda h_{22}), \quad t \leq \tilde{t}_i, \\
n\tilde{k}_i(\tilde{t}_i) &= 0.
\end{align*}$$

Then $t^{k_2}_{\lambda} \leq t^{k_1}_{\lambda}$ (if finite). Besides, $t^{k_i}_{\lambda}$ is continuous dependent on $\tilde{t}_i$, $i = 1, 2$.

By (35), when $\lambda \geq \lambda_b$, $H_{22}(t) - H_{33}(t)H_{13}^2(t) - \lambda h_{22}(t) > 0$, $t \in [0, T]$. The proof of Lemma 4.6 is similar to that of Lemma 4.5 and is omitted.

Theorem 4.7. Under Assumption 3.1, there exists $\{\lambda_m\}_{m=1}^{\infty} \subset (\lambda_b, +\infty)$, all those eigenvalues of problem (19) contained in $(\lambda_b, +\infty)$, satisfying $\lambda_m \to +\infty$ as $m \to +\infty$. Moreover, the eigenfunction space corresponding to each $\lambda_m$ is of 1 dimension.

Proof. At first, consider the Riccati equation (29) and take $\tilde{t} = T$:

$$\begin{align*}
-\frac{dk}{dt} &= (2H_{21} + H_{13}^2) k + H_{11} + (H_{22} - H_{33}H_{13}^2 - \lambda h_{22}) k^2, \quad t \leq T, \\
k(T) &= 0,
\end{align*}$$

Denote by $t_1(\lambda)(< T)$ the blow-up time of solution $k(\cdot; \lambda)$ to (42). Then by Lemma 4.1 and Lemma 4.2,

$$t_1(\cdot) : (\lambda_0(T, k) \lor \lambda_b, +\infty) \to \left(\lim_{\lambda \to \lambda_0(T, k) \lor \lambda_b} \frac{\lambda^{k_i}_{\lambda}}{T}, T \right)$$

is a strictly increasing and continuous bijective mapping of $\lambda$.

Then consider the dual Riccati equation (30) and take $\tilde{t} = t_1(\lambda)$:

$$\begin{align*}
-\frac{\tilde{k}}{dt} &= -(2H_{21} + H_{13}^2) \tilde{k} - H_{11}\tilde{k}^2 - (H_{22} - H_{33}H_{13}^2 - \lambda h_{22}), \quad t \leq t_1(\lambda), \\
\tilde{k}(t_1(\lambda)) &= 0.
\end{align*}$$

Let $t_2(\lambda)$ be the blow-up time of the solution $\tilde{k}(\cdot; \lambda)$ to (43). By Lemmas 4.1 to 4.6,

$$\lim_{\lambda \to +\infty} t_2(\lambda) = T,$$

and $t_2(\cdot)$ is a strictly increasing and continuous bijective mapping once it is finite for sufficiently large $\lambda$.

Then consider the Riccati equation (29) and take $\tilde{t} = t_2(\lambda)$:

$$\begin{align*}
-\frac{dk}{dt} &= (2H_{21} + H_{13}^2) k + H_{11} + (H_{22} - H_{33}H_{13}^2 - \lambda h_{22}) k^2, \quad t \leq t_2(\lambda), \\
k(t_2(\lambda)) &= 0,
\end{align*}$$

for sufficiently large $\lambda$. Theorem 4.7 is proved.

\[\Box\]
Let \( t_3(\lambda) < t_2(\lambda) \) be the blow-up time of solution \( k(\cdot; \lambda) \) to (44). Then by Lemmas 4.1 to 4.6,

\[
\lim_{\lambda \to +\infty} t_3(\lambda) = T,
\]

and \( t_3(\cdot) \) is a strictly increasing continuous bijective mapping once it is finite for sufficiently large \( \lambda \).

By induction, we can define \( t_m(\cdot) \), \( m = 1, 2, 3, \cdots \) as above, such that for sufficiently large \( \lambda \),

\[
\cdots < t_4(\lambda) < t_3(\lambda) < t_2(\lambda) < t_1(\lambda) < t_0(\lambda) \equiv T.
\]

Since for any fixed \( \lambda' > \lambda_b \), \( \inf \{ \bar{t} - t_{k, t'i, i}^\varepsilon | \bar{t} \in [0, T] \} \) and \( \inf \{ \bar{t} - t_{k, t'i, i}^\varepsilon | \bar{t} \in [0, T] \} > 0 \), then there is \( n \in \mathbb{N}_+ \cup \{0\} \) and \( \lambda \geq \lambda_b \), such that

\[
T - t_{1+2n}(\lambda) = \sum_{i=1}^{1+2n} [t_{i-1}(\lambda) - t_i(\lambda)]
\]

\[
= \sum_{i=0}^n [t_{2i}(\lambda) - t_{\lambda, t_{2i}(\lambda)}^\varepsilon] + \sum_{i=1}^n [t_{2i-1}(\lambda) - t_{\lambda, t_{2i-1}(\lambda)}^\varepsilon]
\]

\[
> T.
\]

It deduces that for the above \( n \) and \( \lambda \),

\[
t_{1+2n}(\lambda) < 0.
\]

Further, because \( t_{1+2n}(\cdot) \) is a strictly increasing continuous bijective mapping and

\[
\lim_{\lambda \to +\infty} t_{1+2n}(\lambda) = T,
\]

there is a unique minimal \( \lambda_1 > \lambda_b \) and certain unique minimal \( 2n \in \mathbb{N}_+ \cup \{0\} \), such that

\[
t_{1+2n}(\lambda_1) = 0.
\]

Moreover, by Lemmata 4.1-4.6 again, those functions

\[
t_{2m+1+2n}(\lambda), \quad m = 0, 1, 2, \cdots
\]

are also strictly increasing continuous bijective mapping and

\[
\lim_{\lambda \to +\infty} t_{2m+1+2n}(\lambda) = T, \quad m = 0, 1, 2, \cdots
\]

Then there is a unique \( \lambda_{m+1} \in (\lambda_m, +\infty) \), such that \( t_{2m+1+2n}(\lambda_{m+1}) = 0, \quad m = 0, 1, 2, \cdots \). This derives a series of \( \lambda_m, \quad m = 0, 1, 2, \cdots \), satisfying \( \lambda_b < \lambda_1 < \lambda_2 < \lambda_3 < \cdots \) and \( t_{2m+1+2n}(\lambda_{m+1}) = 0 \).

We claim that this series of \( \lambda_m, \quad m = 1, 2, \cdots \), are exactly all the eigenvalues of problem (19) which are contained in \( (\lambda_b, +\infty) \).

To prove the claim, for \( \lambda_m, \quad m = 1, 2, 3, \cdots \), we construct the associated eigenfunctions. By the above procedure,

\[
0 = t_{2m-1+2n}(\lambda_m) < t_{2m-2+2n}(\lambda_m) < \cdots < t_2(\lambda_m) < t_1(\lambda_m) \equiv T.
\]
Divide the interval $[0, T]$ into $2m + 2n$ parts:

$$I_1 = \left[0, \frac{t_{2m-2+2n}(\lambda_m)}{2}\right],$$

$$I_2 = \left[\frac{t_{2m-2+2n}(\lambda_m)}{2}, \frac{t_{2m-2+2n}(\lambda_m) + t_{2m-3+2n}(\lambda_m)}{2}\right],$$

$$I_{2m-1} = \left[\frac{t_{2m-2+2n}(\lambda_m) + t_{1}(\lambda_m)}{2}, \frac{t_{1}(\lambda_m) + T}{2}\right],$$

$$I_{2m+1} = \left[\frac{t_{1}(\lambda_m) + T}{2}, T\right].$$

Recall that by Legendre transformation, $k(\cdot; \lambda)\tilde{k}(\cdot; \lambda) = 1$ whenever both of them are nonzero. By the above procedure, $\tilde{k}(\cdot; \lambda_m)$ exists on $I_1 \cup I_3 \cup \cdots \cup I_{2m-1+2n}$, while $k(\cdot; \lambda_m)$ exists on $I_2 \cup I_4 \cup \cdots \cup I_{2m+2n}$, and $\tilde{k}(0; \lambda_m) = k(T; \lambda_m) = 0$. Next, we will use Lemma 2.4 to get the eigenfunctions. Take $\tilde{x}_0 \neq 0$ and solve (28) on $I_1$ with initial value condition $\tilde{x}(0) = \tilde{x}_0$:

$$\frac{d\tilde{x}}{dt} = \left[\tilde{H}_{21} + \tilde{H}_{22}\tilde{k} + \tilde{H}_{23}\tilde{m}\right] \tilde{x}(t)dt + \left[\tilde{H}_{31} + \tilde{H}_{32}\tilde{k} + \tilde{H}_{33}\tilde{m}\right] \tilde{x}(t)dB_t, \quad t \in I_1, \quad (47)$$

$$\tilde{x}(0) = \tilde{x}_0.$$  

By (26),

$$\tilde{H}_{23} = -\tilde{H}_{33}\tilde{H}_{13} \quad \text{and} \quad \tilde{H}_{13} = \tilde{H}_{13}.$$  

Let

$$c = \frac{1}{2(\max \{|H_{13}(t)|, \quad t \in [0, T]| + 1)^2.}$$  

Then

$$\left(1 - k(t)H_{33}(t)\right)^2 \geq cH_{13}^2(t) \left(1 - k(t)H_{33}(t)\right)^2$$

and

$$\left(1 - \tilde{k}(t)\tilde{H}_{33}(t)\right)^2 \geq c\tilde{H}_{13}^2(t) \left(1 - \tilde{k}(t)\tilde{H}_{33}(t)\right)^2.$$  

It follows that condition (11) holds true. By Lemma 2.4, $(\tilde{x}, \tilde{y}, \tilde{z})$ uniquely exist on $I_1$ and $\tilde{y} = \tilde{k}\tilde{x}$. In particular, we get $\tilde{y} \left(\frac{t_{2m-2+2n}(\lambda_m)}{2}\right)$ and $\tilde{x}(0) = \tilde{y}(0) = \tilde{k}(0)\tilde{x}(0) = 0$.

Similarly, we can solve (24) on $I_2$ with initial value condition:

$$\frac{dx}{dt} = \left[H_{21} + (H_{22} - \lambda h_{22}) k + H_{23}m\right] x(t)dt + \left[H_{31} + H_{32}k + H_{33}m\right] x(t)dB_t, \quad t \in I_2,$$

$$x \left(\frac{t_{2m-2+2n}(\lambda_m)}{2}\right) = \tilde{y} \left(\frac{t_{2m-2+2n}(\lambda_m)}{2}\right).$$

By Lemma 2.4, $(x, y, z)$ uniquely exist on $I_2$ and $y = kx$.

In particular, we get $y \left(\frac{t_{2m-2+2n}(\lambda_m)+t_{2m-3+2n}(\lambda_m)}{2}\right)$. Then we consider (28) on $I_3$ with initial value condition:

$$\frac{d\tilde{x}}{dt} = \left[H_{21} + H_{22}\tilde{k} + H_{23}\tilde{m}\right] \tilde{x}(t)dt$$

$$+ \left[H_{31} + H_{32}\tilde{k} + H_{33}\tilde{m}\right] \tilde{x}(t)dB_t, \quad t \in I_3,$$

$$\tilde{x} \left(\frac{t_{2m-2+2n}(\lambda_m) + t_{2m-3+2n}(\lambda_m)}{2}\right) = y \left(\frac{t_{2m-2+2n}(\lambda_m) + t_{2m-3+2n}(\lambda_m)}{2}\right).$$
By Lemma 2.4 again, \((\tilde{x}, \tilde{y}, \tilde{z})\) uniquely exist on \(I_3\) and \(\tilde{y} = \dot{\tilde{x}}\). By induction, we can solve (24) on \(I_{2m+2n}\) with initial value condition:

\[
\begin{align*}
\text{d}x_t &= [H_{21} + (H_{22} - \lambda h_{22})k + H_{23}m]x_t \text{d}t \\
&\quad + [H_{31} + H_{32}k + H_{33}m]x_t \text{d}B_t, \quad t \in I_{2m+2n},
\end{align*}
\]

where \(\tilde{y}\left(\frac{t_1(\lambda_m) + T}{2}\right)\) is obtained from the previous step on \(I_{2m-1+2n}\). By Lemma 2.4, \((x, y, z)\) uniquely exists on \(I_{2m-1+2n}\) and \(y = kx\). In particular, \(y(T) = k(T)x(T) = 0\).

Up to now, we get the unique \((x, y, z)\) on \(I_2 \cup I_4 \cup \cdots \cup I_{2m+2n}\), and the unique \((\tilde{x}, \tilde{y}, \tilde{z})\) on \(I_1 \cup I_3 \cup \cdots \cup I_{2m-1+2n}\). By Legendre dual transformation and Lemma 2.4, the triple \((x_t, y_t, z_t), t \in [0, T]\) defined by

\[
(x_t, y_t, z_t) = \begin{cases}
(\tilde{y}, \tilde{x}, \tilde{H}_{31}\tilde{x} + \tilde{H}_{32}\tilde{y} + \tilde{H}_{33}\tilde{z}) (t), & t \in I_1, I_3, \cdots, I_{2m-1+2n}, \\
(x, y, z)(t), & t \in I_2, I_4, \cdots, I_{2m+2n},
\end{cases}
\]

(48)
is exactly the nontrivial solution to (19) corresponding to eigenvalue \(\lambda_m\).

Next, we will show that the space of eigenfunctions associated with each \(\lambda_m\) are 1-dimensional. By Lemma 2.4, every nontrivial solution \((x, y, z)\) to (19) satisfies \(\tilde{k}(0)y_0 = 0\). In (47), taking

\[
\tilde{x}_0' = \mu \tilde{x}_0 = \mu y_0, \quad \mu \in \mathbb{R} \setminus \{0\},
\]

we get the unique solution \((x', y', z')\) by the above procedure. On the other hand, \((\mu x, \mu y, \mu z)\) is a nontrivial solution to (19) satisfying \(\tilde{k}(0)y_0 = 0\). Moreover, by the uniqueness in Lemma 2.4,

\[
(x', y', z') = (\mu x, \mu y, \mu z).
\]

That is to say, the dimension of eigenfunction space corresponding to each \(\lambda_m\) is 1.

At last, we interpret why there are not other eigenvalues. For any \(\lambda > \lambda_b\), \(\lambda \neq \lambda_m, \forall m \geq 1\), by the above procedure, \((k, m)\) and \((\tilde{k}, \tilde{m})\) exist in turn on the whole \([0, T]\). Then by Lemma 2.4, corresponding to \(\lambda > \lambda_b\), \(\lambda \neq \lambda_m, \forall m \geq 1\), the eigenvalue problem (19) has unique solution. On the other hand, for any \(\lambda > \lambda_b\), \(\lambda \neq \lambda_m, \forall m \geq 1\), by the above procedure, \(\tilde{k}(0; \lambda) \neq 0\). Then we have \(y(0) = 0\) from the following equality:

\[
x(0) = \tilde{y}(0) = \tilde{k}(0; \lambda)\tilde{x}(0) = \tilde{k}(0; \lambda)y(0) = 0.
\]

Then trivial solution is the unique one to (19) corresponding to any \(\lambda > \lambda_b\), \(\lambda \neq \lambda_m, \forall m \geq 1\).

**Remark 4.** In Theorem 4.7, we can say nothing about those eigenvalues in \((0, \lambda_b]\). However, in Section 5, under some proper additional conditions, we can discover all the eigenvalues of problem (19).

5. **A sufficient condition to find out all the eigenvalues.** In Theorem 4.7, under some proper conditions, all the eigenvalues of problem (19) located in \((\lambda_b, +\infty)\) are discovered. On the other hand, the example in Section 8 indicates that how subtle cases can be when the coefficients are time-dependent and that it is a tough problem to find out all the eigenvalues. However, in this section, we will show that
under some sharper conditions, actually all the eigenvalues in $\mathbb{R}$ can also be discovered in time-dependent eigenvalue problem of stochastic Hamiltonian system with boundary conditions.

**Assumption 5.1.** Apart from Assumption 3.1, assume that

$$4\|H_{11}\|_\infty \|H_{22} - H_{33}H_{13} - \lambda h_{22}\|_\infty \leq \|2H_{21} + H_{13}^2\|_\infty^2 < \frac{4}{T^2}. \quad (49)$$

After taking $\tilde{t} = T$, (29) becomes

$$- \frac{dk}{dt} = (2H_{21} + H_{13}^2) k + H_{11} + (H_{22} - H_{33}H_{13} - \lambda h_{22}) k^2, \quad t \leq T, \quad (50)$$

The following (51) is also considered:

$$- \frac{d(k - k_1)}{dt} = \|2H_{21} + H_{13}^2\|_\infty k_1 + \|H_{11}\|_\infty$$

$$+ \|H_{22} - H_{33}H_{13} - \lambda h_{22}\|_\infty k_1^2, \quad t \leq T,$$

$$k_1(T) = 0, \quad \lambda \geq \lambda_b,$$

From (17), $H_{11}(t) \geq \beta > 0, t \in [0, T]$ and then $\|H_{11}\|_\infty > 0$. By Lemma 2.3, $k(t; \lambda) \geq 0, k_1(t; \lambda) \geq 0, \ t \leq T$.

By subtracting (51) from (50), we have

$$- \frac{d(k - k_1)}{dt} = (2H_{21} + H_{13}^2)(k - k_1)$$

$$+ (H_{22} - H_{33}H_{13} - \lambda h_{22})(k + k_1)(k - k_1)$$

$$+ H_{11} - \|H_{11}\|_\infty + [(2H_{21} + H_{13}^2) - \|2H_{21} + H_{13}^2\|_\infty]k_1$$

$$+ [(H_{22} - H_{33}H_{13} - \lambda h_{22}) - \|H_{22} - H_{33}H_{13} - \lambda h_{22}\|_\infty]k_1^2$$

$$t \leq T,$$

$$(k - k_1)(T) = 0.$$

Since for $t \leq T, \lambda \geq \lambda_b$,

$$H_{11} - \|H_{11}\|_\infty \leq 0,$$

$$[(2H_{21} + H_{13}^2) - \|2H_{21} + H_{13}^2\|_\infty]k_1 \leq 0,$$

$$[(H_{22} - H_{33}H_{13} - \lambda h_{22}) - \|H_{22} - H_{33}H_{13} - \lambda h_{22}\|_\infty]k_1^2 \leq 0,$$

by Lemma 2.1,

$$0 \leq k(t; \lambda_b) \leq k_1(t; \lambda_b) \leq k_1(t; \lambda), \quad \lambda \geq \lambda_b, \ t \leq T.$$

Then

$$t^{k}_{\lambda_b, T} \leq t^{k}_{\lambda_b, T} \leq t^{k}_{\lambda, T}, \quad \lambda \geq \lambda_b.$$ \quad (52)

Moreover,

**Lemma 5.2.** Under Assumption 5.1,

$$\lim_{\lambda \searrow \lambda_b} t_{\lambda, T}^{k_1} < 0,$$

**hence**

$$\lim_{\lambda \searrow \lambda_b} t^{k}_{\lambda_b, T} = \lim_{\lambda \searrow \{\lambda_0 \vee \lambda_0 (T, k)\}} t^{k}_{\lambda, T} < 0.$$ \quad (53)
Proof. For \( \lambda'_1 \geq \lambda'_2 \geq \lambda_b \),
\[
\|H_{22} - H_{33}H_{13}^2 - \lambda'_1 h_{22}\|_{\infty} \geq \|H_{22} - H_{33}H_{13}^2 - \lambda'_2 h_{22}\|_{\infty}.
\]
Then by Lemma 2.2,
\[
k_1(t; \lambda'_1) \geq k_1(t; \lambda'_2) \geq 0, \quad t \leq T,
\]
and then
\[
t_{\lambda'_1, T}^{k_1} \geq t_{\lambda'_2, T}^{k_1}, \quad (54)
\]
Under Assumption 5.1,
\[
4\|H_{11}\|_{\infty} \|H_{22} - H_{33}H_{13}^2 - \lambda_b h_{22}\|_{\infty} - \|2H_{21} + H_{13}^2\|_{\infty} \leq 0.
\]
Since for \( \lambda \geq \lambda_b \), \( \|H_{22} - H_{33}H_{13}^2 - \lambda_b h_{22}\|_{\infty} \) is increasing in \( \lambda \), there is certain sufficiently large \( \lambda_{b1} \geq \lambda_b \), such that
\[
4\|H_{11}\|_{\infty} \|H_{22} - H_{33}H_{13}^2 - \lambda_{b1} h_{22}\|_{\infty} - \|2H_{21} + H_{13}^2\|_{\infty} = 0,
\]
and for \( \forall \lambda > \lambda_{b1} \),
\[
4\|H_{11}\|_{\infty} \|H_{22} - H_{33}H_{13}^2 - \lambda h_{22}\|_{\infty} - \|2H_{21} + H_{13}^2\|_{\infty} = 0.
\]
By [6, (2.8)], L'Hospital Formula, and Assumption 5.1,
\[
T - t_{\lambda_b, T}^{k_1} = \lim_{\lambda \to \lambda_b} \frac{\frac{\pi}{2} + \arctan \left( -\frac{\|2H_{21} + H_{13}^2\|_{\infty}}{\sqrt{4\|H_{11}\|_{\infty} \|H_{22} - H_{33}H_{13}^2 - \lambda h_{22}\|_{\infty} - \|2H_{21} + H_{13}^2\|_{\infty}}} \right)}{2 \|2H_{21} + H_{13}^2\|_{\infty}} > T,
\]
which implies that \( t_{\lambda_b, T}^{k_1} < 0 \). Then by (54), \( t_{\lambda_b, T}^{k_1} < 0 \). Then by (52), \( t_{\lambda_b, T}^{k_1} < 0 \).

By (53), \( k(\cdot; \lambda_b) \), hence \( k(\cdot; \lambda_b), m(\cdot; \lambda_b) \), exists on the whole \([0, T]\). Besides, since
\[
H_{22}(t) - H_{33}(t)H_{13}(t) - \lambda h_{22}(t) \leq H_{22}(t) - H_{33}(t)H_{13}(t) - \lambda_b h_{22}(t), \quad t \in [0, T], \lambda \in [0, \lambda_b],
\]
by Lemma 2.2,
\[
0 \leq k(t; \lambda) \leq k(t; \lambda_b), \quad \lambda \in [0, \lambda_b].
\]
Then for any \( \lambda \in [0, \lambda_b] \), \( k(\cdot; \lambda), m(\cdot; \lambda) \) exist on the whole \([0, T]\). Then by Lemma 2.4, there is none non-trivial solution to problem (19) corresponding to any \( \lambda \in [0, \lambda_b] \), i.e., there is not any other eigenvalue in \([0, \lambda_b] \) of problem (19) and the \( \lambda_1 \) in (45) is indeed the first positive eigenvalue of (19). In other words,

**Theorem 5.3.** Under Assumption 5.1, there exists \( \{\lambda_m\}_{m=1}^{\infty} \subset \mathbb{R} \), all those eigenvalues of problem (19), satisfying \( \lambda_m \to +\infty \) as \( m \to +\infty \). Moreover, the eigenfunction space corresponding to each \( \lambda_m \) is 1-dimensional.
The order of growth for the eigenvalues of problem (19). For the eigenvalues \( \{ \lambda_m \}_{m=1}^{+\infty} \) in Theorem 4.7, furthermore, we have the following

**Theorem 6.1.** Under the same conditions of Theorem 4.7, let \( \{ \lambda_m \}_{m=1}^{+\infty} \) be all the eigenvalues of problem (19) located in \((\lambda_0, +\infty)\), then

\[
\lambda_m = O(m^2), \quad \text{as } m \to +\infty.
\]

**Proof.** For \( \varphi = H_{21}, H_{11}, H_{22}, H_{33}, h_{22}, |H_{13}| \) and \( \forall t \in [0, T] \), denote by \( \tilde{\varphi} \) and \( \tilde{\varphi} \) the constants satisfying:

\[
0 < \dot{H}_{11} < H_{11}(t) < \ddot{H}_{11}, \quad \dot{H}_{22} < H_{22}(t) < \ddot{H}_{22} < 0,
\]

\[
0 \leq \dot{H}_{13} \leq |H_{13}(t)| \leq \ddot{H}_{13}, \quad \dot{H}_{33} < H_{33}(t) < \ddot{H}_{33} < 0,
\]

\[
\dot{H}_{21} \leq H_{21}(t) \leq \ddot{H}_{21}, \quad \dot{h}_{22} < h_{22}(t) < \ddot{h}_{22} < 0.
\]

Besides, we may assume that

\[
\dot{H}_{23} \triangleq -\dddot{H}_{33}H_{13}, \quad \dddot{H}_{23} \triangleq -\dddot{H}_{33}H_{13}.
\]

The proof is divided into two steps.

**Step 1.** We will prove that there are \( \{ \tilde{\lambda}_m \} \), such that \( \lambda_m \leq \tilde{\lambda}_m \) and \( \tilde{\lambda}_m \sim m^2 \) as \( m \to +\infty \).

It is easy to verify that matrix

\[
\begin{bmatrix}
\dot{H}_{11} & \dot{H}_{12} & \dot{H}_{13} \\
\dot{H}_{21} & \dot{H}_{22} & \dot{H}_{23} \\
\dot{H}_{31} & \dot{H}_{32} & \dot{H}_{33}
\end{bmatrix}
\]

satisfies the assumption in Theorem 1.2. We consider the following eigenvalue problem of time-independent coefficients:

\[
\begin{align*}
&dx_t = \left[ H_{21}x_t + \dot{H}_{22} \left( 1 - \frac{\lambda h_{22}}{H_{22}} \right) y_t + \dot{H}_{23}z_t \right] dt \\
&\quad + \left[ \dot{H}_{31}x_t + \dot{H}_{32}y_t + \dot{H}_{33}z_t \right] dB_t, \quad t \in [0, T], \\
&-dy_t = \left[ H_{11}x_t + \dot{H}_{12}y_t + \dot{H}_{13}z_t \right] dt - z_t dB_t, \quad t \in [0, T], \\
&x(0) = 0, \quad y(T) = 0.
\end{align*}
\]

Denote by \( \tilde{\lambda}_m \) the eigenvalue of problem (57). Corresponding to (57), similar to (29) and (30), for any \( \bar{t} \in [0, T] \), there is a Riccati equation (58) and a dual Riccati equation (59):

\[
-\frac{d\tilde{k}}{dt} = (2\ddot{H}_{21} + \dddot{H}_{13}) \tilde{k} + \dot{H}_{11} + \left( \dddot{H}_{22} - \dddot{H}_{33}H_{13} - \lambda \dot{h}_{22} \right) \tilde{k}^2, \quad t \leq \bar{t},
\]

\[
\tilde{k}(\bar{t}) = 0,
\]

and

\[
-\frac{d\dot{\tilde{k}}}{dt} = -\left( 2\ddot{H}_{21} + \dddot{H}_{13} \right) \dot{\tilde{k}} - \dddot{H}_{11}\dot{k}^2 - \left( \dddot{H}_{22} - \dddot{H}_{33}H_{13} - \lambda \dot{h}_{22} \right), \quad t \leq \bar{t},
\]

\[
\dot{\tilde{k}}(\bar{t}) = 0.
\]
Subtracting (58) from (29):
\[
-\frac{d}{dt} (k - \bar{k}) = \left( \dot{H}_{22} - \dot{H}_{33} \bar{H}_{13}^2 - \lambda \dot{h}_{22} \right) (k + \bar{k}) (k - \bar{k}) + \left( 2\dot{H}_{21} + \bar{H}_{13}^2 \right) (k - \bar{k}) \\
+ \left[ \left( H_{22}(t) - H_{33}(t) H_{13}^2(t) - \lambda h_{22}(t) \right) \right. \\
- \left( \dot{H}_{22} - \dot{H}_{33} \bar{H}_{13}^2 - \lambda \dot{h}_{22} \right) \right] \bar{k}^2 \\
+ \left( [2H_{21}(t) + H_{13}^2(t)] - (2\dot{H}_{21} + \bar{H}_{13}^2) \right) k + H_{11}(t) - \bar{H}_{11}, \quad t \leq \bar{t},
\]
\[(k - \bar{k}) (\bar{t}) = 0.\]

By (17), \(H_{11}(t) \geq \beta > 0\), then by Lemma 2.3, \(k(t; \lambda) > 0, t < \bar{t}\). Moreover, by (55) and (56), for \(t \leq \bar{t}\),
\[
\left[ (H_{22}(t) - H_{33}(t) H_{13}^2(t) - \lambda h_{22}(t)) - \left( \dot{H}_{22} - \dot{H}_{33} \bar{H}_{13}^2 - \lambda \dot{h}_{22} \right) \right] \bar{k}^2 (t; \lambda) \geq 0,
\]
\[
\left( [2H_{21}(t) + H_{13}^2(t)] - (2\dot{H}_{21} + \bar{H}_{13}^2) \right) k (t; \lambda) \geq 0,
\]
\[H_{11}(t) - \bar{H}_{11} \geq 0.\]

By Lemma 2.1, \(k(t; \lambda) \geq \bar{k}(t; \lambda), t \leq \bar{t}\). Besides, by \(\dot{H}_{11} > 0\) in (55) and Lemma 2.3, \(\bar{k}(t; \lambda) \geq 0, t \leq \bar{t}\). Then
\[
t_{\lambda, \bar{t}}^k \geq t_{\lambda, \bar{t}}^{\bar{k}}. \tag{60}
\]

Subtracting (59) from (30):
\[
-\frac{d}{dt} (\bar{k} - \bar{k}) = - \left( 2\dot{H}_{21} + \bar{H}_{13}^2 \right) \bar{k} + \bar{H}_{11} \left( \bar{k} - \bar{k} \right) \left( \bar{k} - \bar{k} \right) \\
- \left[ (H_{22}(t) - H_{33}(t) H_{13}^2(t)) - \left( \dot{H}_{22} - \dot{H}_{33} \bar{H}_{13}^2 \right) \right] \bar{k}^2 + \lambda \left( h_{22}(t) - \bar{h}_{22} \right) \\
- \left( [2H_{21}(t) + H_{13}^2(t)] - (2\dot{H}_{21} + \bar{H}_{13}^2) \right) \bar{k}, \quad t \leq \bar{t},
\]
\[(\bar{k} - \bar{k}) (\bar{t}) = 0.\]

By (55) and (56), for \(t \leq \bar{t}\), we have
\[
- \left[ (H_{22}(t) - H_{33}(t) H_{13}^2(t)) - \left( \dot{H}_{22} - \dot{H}_{33} \bar{H}_{13}^2 \right) \right] \leq 0.
\]

By (35) and Lemma 2.3,
\[
\bar{k}(t; \lambda) \leq 0, \quad \bar{k}(t; \lambda) \leq 0, \quad t \leq \bar{t}.
\]

Moreover, for \(t \leq \bar{t}\),
\[
- \left( H_{11}(t) - \bar{H}_{11} \right) \bar{k}^2 (t; \lambda) + \lambda \left( h_{22}(t) - \bar{h}_{22} \right) \\
- \left( [2H_{21}(t) + H_{13}^2(t)] - (2\dot{H}_{21} + \bar{H}_{13}^2) \right) \bar{k} (t; \lambda)
\]
\[= - \left( \sqrt{H_{11}(t) - \bar{H}_{11}} \bar{k} (t; \lambda) + \frac{[2H_{21}(t) + H_{13}^2(t)] - (2\dot{H}_{21} + \bar{H}_{13}^2)}{2\sqrt{H_{11}(t) - \bar{H}_{11}}} \right)^2 \\
+ \left( \frac{[2H_{21}(t) + H_{13}^2(t)] - (2\dot{H}_{21} + \bar{H}_{13}^2)}{2\sqrt{H_{11}(t) - \bar{H}_{11}}} \right)^2 + \lambda \left( h_{22}(t) - \bar{h}_{22} \right).\]
Since \( \left( \frac{(2H_{21}(t)+H_{12}^2(t))-(2\bar{H}_{21}+\beta_{13}^2)}{2\sqrt{H_{11}(t)-\beta_{11}}} \right)^2 \) is bounded and \( h_{22}(t) - \hat{h}_{22} < 0, \ t \in [0, T], \)
for sufficiently large \( \lambda, \)
\begin{align*}
&- \left( H_{11}(t) - \bar{H}_{11} \right) \hat{k}^2 (t; \lambda) + \lambda \left( h_{22}(t) - \hat{h}_{22} \right) \\
&- \left[ (2H_{21}(t)+H_{12}^2(t)) - (2\bar{H}_{21} + \beta_{13}^2) \right] \hat{k} (t; \lambda) \leq 0.
\end{align*}
By Lemma 2.1, \( \hat{k}(t; \lambda) \leq \hat{k}(t; \lambda) \leq 0, \ t \leq t. \)
Then for sufficiently large \( \lambda, \)
\begin{equation}
t^k_{\lambda, t} \geq t^k_{\lambda, t}.
\end{equation}
Moreover, for \( t^k_{\lambda, t}, t^k_{\lambda, t}, t^k_{\lambda, t} \), Lemma 4.5 and Lemma 4.6 hold. Then by (60) and (61), thanks to the procedure in Theorem 4.7, for large enough \( \lambda, \)
\begin{equation}
t_{2m+1+2n}(\lambda) \geq t_{2m+1+2n}(\lambda), \ m = 0, 1, 2, \ldots
\end{equation}
where \( \{t_{2m-1+2n}(\cdot)\}, \{t_{2m-1+2n}(\cdot)\} \) are functions in (46) corresponding to problem (19) and (57) respectively. Then for large enough index \( m, \)
\begin{equation}
\lambda_m \leq \hat{\lambda}_m.
\end{equation}
In addition, by Theorem 1.2, in problem (57),
\begin{equation}
\frac{\hat{\lambda}_m h_{22}}{H_{22}} = O(m^2) \quad \text{as} \quad m \to +\infty.
\end{equation}
\textbf{Step 2.} We will prove that there are \( \{\hat{\lambda}_m\}, \) such that \( \lambda_m \geq \hat{\lambda}_m \) and \( \hat{\lambda}_m \sim m^2 \) as \( m \to +\infty. \)
It is easy to verify that for sufficiently large \( -H_{22} > 0, \) matrix
\begin{equation*}
\begin{bmatrix}
\hat{H}_{11} & \hat{H}_{12} & \hat{H}_{13} \\
\hat{H}_{21} & \hat{H}_{22} & \hat{H}_{23} \\
\hat{H}_{31} & \hat{H}_{32} & \hat{H}_{33}
\end{bmatrix}
\end{equation*}
\text{satisfies the assumption in Theorem 1.2.} Next, consider eigenvalue problem (65):
\begin{equation}
\begin{aligned}
dx_t &= \begin{bmatrix}
\hat{H}_{21} x_t + (1-\lambda)\hat{H}_{22} y_t + \hat{H}_{23} z_t \\
\hat{H}_{31} x_t + \hat{H}_{32} y_t + \hat{H}_{33} z_t
\end{bmatrix} dt \\
&\quad + \begin{bmatrix}
\hat{H}_{31} x_t + \hat{H}_{32} y_t + \hat{H}_{33} z_t
\end{bmatrix} dB_t, \quad t \in [0, T], \\
-dy_t &= \begin{bmatrix}
\hat{H}_{11} x_t + \hat{H}_{12} y_t + \hat{H}_{13} z_t
\end{bmatrix} dt - z_t dB_t, \quad t \in [0, T], \\
x(0) = 0, \quad y(T) = 0.
\end{aligned}
\end{equation}
Denote by \( \lambda_{m} \) the eigenvalue of problem (65). To continue, we use the change of variable
\begin{equation*}
\frac{\hat{H}_{22}}{H_{22}} \left( 1 - \mu \hat{h}_{22} \right) = (1 - \lambda).
\end{equation*}
Then problem (65) becomes (66):
\begin{equation}
\begin{aligned}
dx_t &= \begin{bmatrix}
\hat{H}_{21} x_t + (\hat{H}_{22} - \mu \hat{h}_{22}) y_t + \hat{H}_{23} z_t \\
\hat{H}_{31} x_t + \hat{H}_{32} y_t + \hat{H}_{33} z_t
\end{bmatrix} dt \\
&\quad + \begin{bmatrix}
\hat{H}_{31} x_t + \hat{H}_{32} y_t + \hat{H}_{33} z_t
\end{bmatrix} dB_t, \quad t \in [0, T], \\
-dy_t &= \begin{bmatrix}
\hat{H}_{11} x_t + \hat{H}_{12} y_t + \hat{H}_{13} z_t
\end{bmatrix} dt - z_t dB_t, \quad t \in [0, T], \\
x(0) = 0, \quad y(T) = 0.
\end{aligned}
\end{equation}
It follows that all the \( \hat{\lambda}_m \) satisfying
\[
\frac{H_{22}}{H_{22}} \left( 1 - \lambda_m \frac{\tilde{h}_{22}}{H_{22}} \right) = (1 - \Delta_m)
\]
are eigenvalues of problem (66).

Corresponding to (66), for any \( \bar{t} \in [0, T] \), there is a Riccati equation (67) and a dual Riccati equation (68) in the form of (29) and (30):
\[
- \frac{d\hat{k}}{dt}(\bar{t}) = 0, \\
\hat{k}(\bar{t}) = 0.
\]
and
\[
- \frac{d\hat{k}}{dt}(\bar{t}) = - \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) \hat{k} - \hat{H}_{11}\hat{k}^2 - \left( \left( \hat{H}_{22} - \lambda h_{22} \right) - \hat{H}_{33}\hat{H}_{13}^2 \right) \hat{k}^2, \quad t \leq \bar{t},
\]
Subtracting (29) from (67):
\[
- \frac{d}{dt} \left( \hat{k} - k \right) = \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \lambda h_{22}(t) \right) \left( \hat{k} + k \right) \left( \hat{k} - k \right) \\
+ \left( 2H_{21}(t) + H_{13}^2(t) \right) \left( \hat{k} - k \right) \\
+ \left[ \left( \hat{H}_{22} - \lambda h_{22} - \hat{H}_{33}\hat{H}_{13}^2 \right) \\
- \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \lambda h_{22}(t) \right) \right] \hat{k}^2 \\
+ \left[ \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) - \left( 2H_{21}(t) + H_{13}^2(t) \right) \right] \hat{k} \\
+ \hat{H}_{11} - H_{11}(t), \quad t \leq \bar{t},
\]
\[
\left( \hat{k} - k \right) (\bar{t}) = 0.
\]
By (55), \( \hat{H}_{11} > 0 \), then by Lemma 2.3, \( \hat{k}(t; \lambda) \geq 0, \quad t \leq \bar{t} \), and similarly, \( k(t; \lambda) \geq 0, \quad t \leq \bar{t} \). Then by (55) and (56), for \( t \leq \bar{t} \),
\[
\left[ \left( \hat{H}_{22} - \lambda h_{22} - \hat{H}_{33}\hat{H}_{13}^2 \right) - \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \lambda h_{22}(t) \right) \right] \hat{k}^2 (t; \lambda) \geq 0,
\]
\[
\left[ \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) - \left( 2H_{21}(t) + H_{13}^2(t) \right) \right] \hat{k} (t; \lambda) \geq 0,
\]
\[
\hat{H}_{11} - H_{11}(t) \geq 0.
\]
By Lemma 2.1, \( \hat{k}(t; \lambda) \geq k(t; \lambda) \geq 0, \quad t \leq \bar{t} \), whence
\[
k_{k}^{\hat{k}, \bar{t}} \geq t_{k}^{\lambda, \bar{t}}. \tag{69}
\]
Subtracting (30) from (68):
\[
- \frac{d}{dt} \left( \hat{k} - k \right) = - \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) \left( \hat{k} - k \right) - \hat{H}_{11} \left( \hat{k} + k \right) \left( \hat{k} - k \right) \\
- \left[ \left( \hat{H}_{22} - \hat{H}_{33}\hat{H}_{13}^2 \right) - \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) \right) \right] \hat{k} (t; \lambda) \geq 0,
\[
- \left[ \hat{H}_{11} - H_{11}(t) \right] \hat{k}^2 + \lambda \left( \hat{h}_{22} - h_{22}(t) \right)
- \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) - \left( 2H_{21}(t) + H_{13}^2(t) \right) \hat{k}, \quad t \leq \tilde{t},
\]
\[(\hat{k} - \hat{k})(\tilde{t}) = 0.\]

By (55) and (56), for \(t \leq \tilde{t}\):
\[- \left[ \hat{H}_{22} - \hat{H}_{33} \hat{H}_{13}^2 \right] - \left( H_{22}(t) - H_{33}(t) H_{13}^2(t) \right) \leq 0.\]
Moreover, for \(t \leq \tilde{t}\),
\[- \left[ \hat{H}_{11} - H_{11}(t) \right] \hat{k}^2 (t; \lambda) + \lambda \left( \hat{h}_{22} - h_{22}(t) \right)
- \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) - \left( 2H_{21}(t) + H_{13}^2(t) \right) \hat{k}(t; \lambda)
= - \left( \frac{\sqrt{\hat{H}_{11} - H_{11}(t)} \hat{k}(t; \lambda) + \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) - \left( 2H_{21}(t) + H_{13}^2(t) \right)}{2\sqrt{\hat{H}_{11} - H_{11}(t)}} \right)^2
+ \left( \frac{\left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) - \left( 2H_{21}(t) + H_{13}^2(t) \right)}{2\sqrt{\hat{H}_{11} - H_{11}(t)}} \right)^2 + \lambda \left( \hat{h}_{22} - h_{22}(t) \right).\]

Since \(\left( \frac{(2\hat{H}_{21} + \hat{H}_{13}^2) - (2H_{21}(t) + H_{13}^2(t))}{2\sqrt{\hat{H}_{11} - H_{11}(t)}} \right)^2\) is bounded and \(\hat{h}_{22} - h_{22}(t) < 0, \forall t \in [0, T]\), for sufficiently large \(\lambda > 0\),
\[- \left[ \hat{H}_{11} - H_{11}(t) \right] \hat{k}^2 (t; \lambda) + \lambda \left( \hat{h}_{22} - h_{22}(t) \right)
- \left( 2\hat{H}_{21} + \hat{H}_{13}^2 \right) - \left( 2H_{21}(t) + H_{13}^2(t) \right) \hat{k}(t; \lambda) \leq 0.\]

By Lemma 2.1, \(\hat{k}(t; \lambda) \leq \hat{k}(t; \lambda), \quad t \leq \tilde{t}\). Besides, by (35) and Lemma 2.3, \(\hat{k}(t; \lambda) \leq 0, \forall t \leq \tilde{t}\). Hence when \(\lambda\) is large enough,
\[t^k_{\lambda, \tilde{t}} \geq t^k_{\lambda, \tilde{t}}.\]

Moreover, for \(t^k_{\lambda, \tilde{t}}, t^k_{\lambda, \tilde{t}}\) and \(t^k_{\lambda, \tilde{t}}\), Lemma 4.5 and Lemma 4.6 hold. Then by (69), (70), and Theorem 4.7, as we have done in (62), for sufficiently large index \(m\),
\[\hat{\lambda}_m \leq \lambda_m,\]
where \(\hat{\lambda}_m = \left( 1 - \frac{H_{22}}{H_{22}} (1 - \Delta_m) \right) \frac{H_{22}}{h_{22}}, \quad m = 1, 2, 3, \ldots\)
and \(\lambda_m\) is the eigenvalue of problem (65). By Theorem 1.2 again,
\[\Delta_m = O(m^2), \quad \text{as} \ m \to +\infty,\]
and hence
\[\hat{\lambda}_m = O(m^2), \quad \text{as} \ m \to +\infty.\]

By (63), (64), (71), (73),
\[\lambda_m = O(m^2), \quad \text{as} \ m \to +\infty.\]
7. Application: Estimation of statistic period of solutions to FBSDEs.
In this section, based on Theorem 4.7 and Theorem 6.1, together with Proposition 1, we can estimate the statistic period of solutions of FBSDEs directly by its time-dependent coefficients and time duration:

**Theorem 7.1.** Let \( \lambda \) be an eigenvalue in Theorem 4.7, then for sufficiently large \( m \in \mathbb{N}_+ \), for
\[
\lambda > \frac{4\pi^2m^2}{-\hat{H}_{11}\hat{h}_{22}T^2}, \quad \text{resp.} \quad \lambda < \frac{\hat{H}_{22} - H_{22}}{\hat{h}_{22}} + \frac{\pi^2m^2}{-2\hat{H}_{11}\hat{h}_{22}T^2}
\]
the statistic period of associate eigenfunctions is greater (resp. less) than \( m \).

**Proof.** By (63) and (71),
\[
\hat{\lambda}_m \leq \lambda_m \leq \hat{\lambda}_m. \tag{74}
\]
On the one hand, applying Proposition 1 to system (57),
\[
\hat{\lambda}_m \leq \frac{4\pi^2m^2}{-\hat{H}_{11}\hat{h}_{22}T^2}. \tag{75}
\]
On the other hand, applying Proposition 1 to system (65),
\[
\hat{\lambda}_m \geq \frac{\pi^2m^2}{-2\hat{H}_{11}\hat{h}_{22}T^2}. \tag{76}
\]
Together with relation (72),
\[
\hat{\lambda}_m = \frac{\hat{H}_{22} - H_{22}}{\hat{h}_{22}} + \frac{H_{22}}{\hat{h}_{22}} \lambda_m \geq \frac{\hat{H}_{22} - H_{22}}{\hat{h}_{22}} + \frac{\pi^2m^2}{-2\hat{H}_{11}\hat{h}_{22}T^2}. \tag{77}
\]
From (74), (75) and (76), we have
\[
\frac{\hat{H}_{22} - H_{22}}{\hat{h}_{22}} + \frac{\pi^2m^2}{-2\hat{H}_{11}\hat{h}_{22}T^2} \leq \lambda_m \leq \frac{4\pi^2m^2}{-\hat{H}_{11}\hat{h}_{22}T^2}.
\]
Besides, by combining the procedure in [12, Section 6.1, Proof of Theorem 3.2] for time-invariant case and the auxiliary systems in our proof of Theorem 6.1, the statistic period of eigenfunctions associated with \( \lambda_m \) is \( m \), from which and (77) the proof is finished. Note that the index \( m \) of \( \lambda_m \) in this section differs from the one in the proof of Theorem 4.7 and the difference of them is \( n \).

8. Example illustrating the subtle difficulty emerges in the time dependent problem. In time-dependent case, when \( \lambda \) is not large enough or perturbation \( h_{22} \) is degenerate, things can be quite subtle. We show how situation goes different by the following meticulous example.

Consider a stochastic Hamiltonian system with the following coefficients \( H \):
\[
H = \begin{bmatrix}
3 & 0 & 1 \\
0 & -4 & 2 \\
1 & 2 & -2
\end{bmatrix}.	ag{78}
\]
For any $\xi = (x, y, z) \in \mathbb{R}^3$, we have

$$
\begin{bmatrix}
    x & y & z
\end{bmatrix}
\begin{bmatrix}
    -3 & 0 & -1 \\
    0 & -4 & 2 \\
    1 & 2 & -2
\end{bmatrix}
\begin{bmatrix}
    x \\
    y \\
    z
\end{bmatrix}
\leq
-3x^2 - \left[4 - 16 \left(\sqrt{2} - 1\right)^2\right]y^2
- \left[2 - \frac{\left(\sqrt{2} + 1\right)^2}{4}\right]z^2.
$$

Taking $\beta = 2 - \frac{(\sqrt{2}+1)^2}{4}$ (not optimal but not matter), (78) satisfies monotonicity condition (16).

The following technical lemma is needed.

**Lemma 8.1.** The first negative root of the solution to the following equation

$$
-\frac{dk}{dt} = -\tilde{k} - 3\tilde{k}^2 - 30t - 1, \quad t \leq 0,
\tilde{k}(0) = 0,
$$

(79)

uniquely exists, denoted as $-T_1$.

Besides, denote

$$
T_2 = \left(\frac{\pi}{2} - \arctan \frac{1}{\sqrt{11}}\right) \frac{2}{\sqrt{11}},
T = T_1 + T_2.
$$

**Proof of Lemma 8.1.** Note that the purpose is to find out the maximal negative root of $\tilde{k}$ (if it exists). Once it appears, the following procedure stops immediately. Otherwise, the following procedure can be carried out properly with $\tilde{k} < 0$.

$$
-\frac{dk}{dt}\big|_{t=0} = -1 < 0. \quad \text{When } \tilde{k} \in [-1, 0] \text{ and } t \leq 0,
$$

$$
\frac{dk}{dt} = \tilde{k} + 3\tilde{k}^2 + 30t + 1 \leq 4.
$$

Then for $t \in \left[-\frac{1}{4}, 0\right]$, $\tilde{k} \geq 4t \geq -1$. In particular, $\tilde{k}\big|_{t=-\frac{1}{4}} \geq -1$. However, for $\forall t \leq -\frac{1}{4}$ and $\tilde{k} \in [-1, 0]$,

$$
\frac{d\tilde{k}}{dt} = \tilde{k} + 3\tilde{k}^2 + 30t + 1 \leq -\frac{7}{2} < 0,
$$

and

$$
\tilde{k}(t)\big|_{t=\frac{1}{4}} \geq \left(-\frac{7}{2}t - \frac{15}{8}\right)\bigg|_{t=-\frac{1}{4}} \geq -1.
$$

Besides,

$$
\left(\frac{7}{2}t - \frac{15}{8}\right)\bigg|_{t=-\frac{1}{4}} = 0.
$$

So the maximal negative root of $\tilde{k}$ exists indeed.\qed

Consider the following eigenvalue problem of stochastic Hamiltonian system with boundary conditions:

$$
dx_t = [(4 - \lambda_2)z_t + 2z_t]dt + [x_t + 2y_t - 2z_t]dB_t, \quad t \in [0, T],
$$

$$
dy_t = [3x_t + z_t]dt - z_t dB_t, \quad t \in [0, T],
$$

where $\lambda_2 = \frac{1}{2}(\sqrt{2} - 1)$.
where
\[ h_{22}(t) = \begin{cases} 
-10(t - T_1) - 1, & t \in [0, T_1), \\
-1, & t \in [T_1, T].
\end{cases} \]

Corresponding to problem (80), Riccati equation (29) becomes
\[
-\frac{dk}{dt} = k + 3 + (-2 - \lambda h_{22})k^2, \quad t \leq T,
\]
\[ k(T) = 0. \quad \text{(81)} \]

The solution to (81) with \( \lambda = 3 \) is

\[ k = \sqrt{\frac{11}{2}} \tan \left[ \sqrt{\frac{11}{2}} (T - t) + \arctan \frac{1}{\sqrt{11}} \right] - \frac{1}{2}. \]

The length of existing interval of \( k \) is \( T_2^2 \). Then \((k, m)\) exist on \([T_1, T]\).

On the other hand, dual Riccati equation (30) becomes
\[
-\frac{d\tilde{k}}{dt} = -\tilde{k} - 3\tilde{k}^2 + (2 + \lambda h_{22}(t)), \quad t \leq T_1,
\]
\[ \tilde{k}(T_1) = 0. \quad \text{(82)} \]

After taking \( \lambda = 3 \), (82) becomes:
\[
-\frac{d\tilde{k}}{dt} = -\tilde{k} - 3\tilde{k}^2 - 30(t - T_1) - 1, \quad t \leq T_1,
\]
\[ \tilde{k}(T_1) = 0. \quad \text{(83)} \]

Since the property of solution to (83) coincides with that of (79), by Lemma 8.1, \( \tilde{k} \), thus \((\tilde{k}, \tilde{m})\), exist on \([0, T_1]\) and \( \tilde{k}(0) = 0 \).

Furthermore, by Lemma 2.4, with \( \lambda = 3 \) and any given \( y(0) \neq 0 \), (80) has unique nontrivial solution. Then \( \lambda = 3 \) is an eigenvalue of (80).

Corresponding eigenfunctions can be constructed as follows. Firstly, solve stochastic differential equation with initial condition:
\[
d\tilde{x}_t = \left[ -1 - \frac{T}{2} \tilde{k} + \frac{1}{2} \tilde{m} \right] \tilde{x}_t dt + \left[ 1 + \frac{1}{2} \tilde{k} - \frac{1}{2} \tilde{m} \right] \tilde{x}_t dB_t, \quad t \in \left[ 0, \frac{T_1 + T_2}{2} \right],
\]
\[ \tilde{x}(0) = \tilde{x}_0 \neq 0, \]

where \((\tilde{k}, \tilde{m})\) is continuous and bounded on \([0, \frac{T_1 + T_2}{2}]\), then we get \((\tilde{x}, \tilde{y}, \tilde{z})\) on \([0, \frac{T_1 + T_2}{2}]\) and \( x(0) = \tilde{y}(0) = \tilde{k}(0) \tilde{x}(0) = 0 \). Let \( x \left( \frac{T_1 + T_2}{2} \right) = \tilde{y} \left( \frac{T_1 + T_2}{2} \right) \). Then solve the following equation
\[
dx_t = \left[ -4 + 3h_{22}(t) \right] k + 2m] x_t dt + \left[ 1 + 2k - 2m \right] x_t dB_t, \quad t \in \left[ \frac{T_1 + T_2}{2}, T \right],
\]
\[ x \left( \frac{T_1 + T_2}{2} \right) = y \left( \frac{T_1 + T_2}{2} \right), \]

where \((k, m)\) is continuous and bounded on \( \left[ \frac{T_1 + T_2}{2}, T \right] \). Then we get \((x, y, z)\) on \( \left[ \frac{T_1 + T_2}{2}, T \right] \) and \( y(T) = k(T)x(T) = 0 \). Moreover, eigenfunction \((x, y, z), \quad t \in [0, T] \) comes from the similar method in (48).
Remark 5. In the case depicted by this example, eigenvalue emerges when corresponding solution to dual Riccati equation get back to zero, rather than blowing up to +∞. This case is beyond the scope of [12] and this paper. To characterize the property of \( t^k_\lambda \) and \( t^l_\lambda \) in \( \lambda \) is far from easy. Further study demands new methods.

9. Appendix.

9.1. Example denying the naive expectation.

Example 9.1. In (2), assume that \( n = 1 \) and

\[
\tilde{H} = \begin{bmatrix}
-H_{11} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

then the eigenvalue problem is rewritten as

\[
dx_t = [H_{21}x_t + H_{22}y_t + H_{23}z_t]dt + [H_{31}x_t + H_{32}y_t + H_{33}z_t]dB_t, \quad t \in [0, T],
\]

\[-dy_t = [(1 + \lambda)H_{11}x_t + H_{12}y_t + H_{13}z_t]dt - z_t dB_t, \quad t \in [0, T],
\]

\[x(0) = 0, \quad y(T) = 0. \tag{84}\]

On one hand, since \( \tilde{H} \) is negative, by [12, Section 7], all the eigenvalues of (84) should be positive. On the other hand, apparently, for \( \lambda \geq 0 \), the coefficient matrix of (84) satisfies the monotonicity condition (16), i.e., there is a constant \( \beta > 0 \), such that for any \((x, y, z) \in \mathbb{R}^3\),

\[
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} \begin{bmatrix}
-(1 + \lambda)H_{11} & -H_{12} & -H_{13} \\
H_{21} & H_{22} & H_{23} \\
H_{31} & H_{32} & H_{33}
\end{bmatrix} \begin{bmatrix}
x \\
y \\
z
\end{bmatrix} \leq -\beta (x^2 + y^2 + z^2).
\]

By [12, Proposition 2.1], the solution \((x, y, z)\) of (84) is unique, which is \((0, 0, 0)\). Then any \( \lambda \in \mathbb{R} \) is not an eigenvalue of problem (84).

Now, if feasible, by taking expectation on the stochastic Hamiltonian system (84), we have the following ODE with two-points boundary conditions:

\[
dE x_t = [H_{21}E x_t + H_{22}E y_t + H_{23}E z_t]dt, \quad t \in [0, T],
\]

\[-dE y_t = [(1 + \lambda)H_{11}E x_t + H_{12}E y_t + H_{13}E z_t]dt, \quad t \in [0, T],
\]

\[E x(0) = 0, \quad E y(T) = 0. \tag{85}\]

Assume \( H_{13}(t) \neq 0, \forall t \in [0, T] \) and let \( E y_t \equiv 0, E z_t = -H_{13}^{-1}(t)(1 + \lambda)H_{11}E x_t \). Then obviously all the \( \lambda \in \mathbb{R} \) are eigenvalues of (85). This means that, we can not study the eigenvalue problem of stochastic Hamiltonian system merely by taking expectation.

9.2. Proof of Lemma 2.4.

Proof of Lemma 2.4. By differentiating \( K(\cdot)x(\cdot) \) directly, we get that

\[(x(t), K(t)x(t), M(t)x(t)), \quad t \in [T_1, T_2]\]

is exactly a solution to (6). We now prove the uniqueness.

Let \((x(t), y(t), z(t)), \ t \in [T_1, T_2]\) be a solution to equation (6), and denote

\[(\tilde{y}_t, \tilde{z}_t) = (K_tx_t, M_tx_t), \quad (\tilde{y}_t, \tilde{z}_t) = (\tilde{y}_t - y_t, \tilde{z}_t - z_t). \]
Differentiating $\dot{y}_t$:

$$-d\dot{y}_t = -K_t x_t dt - K_t x_t$$

$$= [K_t (H_{22} \dot{y}_t + H_{23} \dot{z}_t) + H_{11} x_t + H_{12} \dot{y}_t + H_{13} \dot{z}_t] dt$$

$$= [K_t (H_{22} \dot{y}_t + H_{23} \dot{z}_t) dt - K_t (H_{31} x_t + H_{32} y_t + H_{33} z_t) dB_t$$

$$= [K_t (H_{22} \dot{y}_t + H_{23} \dot{z}_t) + H_{11} x_t + H_{12} \dot{y}_t + H_{13} \dot{z}_t] dt$$

$$- K_t (H_{31} x_t + H_{32} y_t + H_{33} z_t) dB_t, \quad t \leq T_2.$$ 

To equation $M = K(H_{31} + H_{33} K + H_{33} M)$, multiplied by $x_t$ from right, we have $K_t H_{31} x_t = \dot{z}_t - K (H_{32} \dot{y}_t + H_{33} \dot{z}_t)$. Then

$$-d\dot{y}_t = [K (H_{22} \dot{y}_t + H_{23} \dot{z}_t) + H_{12} \dot{y}_t + H_{13} \dot{z}_t] dt$$

$$- |\dot{z}_t - K_t (H_{32} \dot{y}_t + H_{33} \dot{z}_t)| dB_t$$

$$= [(H_{12} + K H_{22}) \dot{y}_t + (H_{13} + K H_{23}) \dot{z}_t] dt$$

$$- [-K_t H_{32} \dot{y}_t + (I_n - K H_{33}) \dot{z}_t] dB_t, \quad t \leq T_2.$$ 

$$\hat{y}(T_2) = 0.$$ 

Let $z'_t = -K_t H_{32} \dot{y}_t + (I_n - K H_{33}) \dot{z}_t$. Assume that $I_n - K H_{33}$ is invertible and its inverse is uniformly bounded. Then $\dot{z}_t = (I_n - K H_{33})^{-1} (z'_t + K_t H_{32} \dot{y}_t)$, and the above equation becomes

$$-d\dot{y}_t = [(H_{12} + K H_{22}) \dot{y}_t + (H_{13} + K H_{23}) (I_n - K H_{33})^{-1} (z'_t + K_t H_{32} \dot{y}_t)] dt$$

$$- z'_t dB_t, \quad t \leq T_2,$$ 

$$\hat{y}(T_2) = 0.$$ 

The above typical linear backward stochastic differential equation has a unique solution $(\hat{y}_t, z'_t) = 0$. Thus, $y_t = \hat{y}_t = K_t x_t$, $z_t = \hat{z}_t = M_t x_t$.

If $I_n - K H_{33}$ is not invertible, by using Itô’s formula to $|\hat{y}|^2$ directly, we have

$$E[|\hat{y}_t|^2] + \int_t^{T_2} E[H_{32} \hat{y}_s, (I_n - K H_{33}) \hat{z}_s] ds$$

$$= 2E \int_t^{T_2} \langle \hat{y}_s, (H_{12} + K H_{22}) \hat{y}_s \rangle ds - 2E \int_t^{T_2} \langle K H_{32} \hat{y}_s, K H_{32} \hat{y}_s \rangle ds$$

$$+ 2E \int_t^{T_2} \langle K H_{32} \hat{y}_s, (I_n - K H_{33}) \hat{z}_s \rangle ds + 2E \int_t^{T_2} \langle \hat{y}_s, (K H_{12} + K H_{22}) \hat{z}_s \rangle ds$$

$$\leq \left(1 + \frac{1}{c_2^2} \max_{t \in [T_1, T_2]} \|K H_{32}\|^2 + \max_{t \in [T_1, T_2]} \|H_{12} + K H_{22}\|^2 \right) E \int_t^{T_2} \langle \hat{y}_s, \hat{y}_s \rangle ds$$

$$+ c_1 E \int_t^{T_2} \langle (I_n - K H_{33}) \hat{z}_s, (I_n - K H_{33}) \hat{z}_s \rangle ds$$

$$+ c_2 E \int_t^{T_2} \langle (H_{13} + K H_{23}) \hat{z}_s, (H_{13} + K H_{23}) \hat{z}_s \rangle ds, \quad t \in [T_1, T_2],$$

where $c_1, c_2 > 0$ can be adjusted. In addition, both $K$ and $H_{ij}, i, j = 1, 2, 3$ are continuous on $[T_1, T_2]$, so their maximum of norm exists. As a result, if the condition (11) is satisfied with some $c > 0$, we can take $c_1 = \frac{1}{c}$ and $c_2 = \frac{c}{c}$, resulting in $\dot{y} = \dot{z} = 0$ from Gronwall inequality. This proves the uniqueness. \qed
9.3. Proof of Lemma 4.3.

Proof of Lemma 4.3. Firstly, we prove (39). Denote by \( \tilde{k}_1(\cdot; \lambda) \) the solution to the following equation:

\[
- \frac{d\tilde{k}_1}{dt} = - \left( 2H_{21} + H_{13}^2 \right) \tilde{k}_1 - \beta \tilde{k}_1^2 - \left( H_{22} - H_{33}H_{13}^2 - \lambda \hat{h}_{22} \right), \quad t \leq \bar{t},
\]

\( \tilde{k}_1(\bar{t}) = 0. \)

By (17) and Assumption 3.1, for \( t \in [0, T] \),

\[-H_{11}(t) \leq -\beta < 0 \quad \text{and} \quad h_{22}(t) \leq \hat{h}_{22} < 0.\]

Applying Lemma 2.2,

\[\tilde{k}(t; \lambda) \leq \tilde{k}_1(t; \lambda), \quad t \leq \bar{t}.\]

Denote by \( \tilde{k}_2(\cdot; \lambda) \) the solution to the following equation:

\[
- \frac{d\tilde{k}_2}{dt} = - \frac{\beta}{2} \tilde{k}_2^2 + \frac{\lambda}{4} \hat{h}_{22}, \quad t \leq \bar{t},
\]

\( \tilde{k}_2(\bar{t}) = 0. \)

Subtracting (87) from (86):

\[
- \frac{d}{dt} \left( \tilde{k}_1 - \tilde{k}_2 \right) = - \frac{\beta}{2} \left( \tilde{k}_1 + \tilde{k}_2 \right) \left( \tilde{k}_1 - \tilde{k}_2 \right) + \frac{\lambda}{4} \hat{h}_{22}
\]

\[\quad - \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \frac{\lambda}{4} \hat{h}_{22} \right)
\]

\[\quad - \left( (2H_{21}(t) + H_{13}^2(t)) \tilde{k}_1 + \frac{\beta}{2} \tilde{k}_2^2 - \frac{\lambda}{4} \hat{h}_{22} \right), \quad t \leq \bar{t},
\]

\[\left( \tilde{k}_1 - \tilde{k}_2 \right)(\bar{t}) = 0.\]

Since \( H_{22}(t) - H_{33}(t)H_{13}^2(t) \) is bounded for \( \forall t \in [0, T] \), for sufficiently large \( \lambda \),

\[- \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \frac{\lambda}{4} \hat{h}_{22} \right) \leq 0.\]

Besides, since \( \frac{1}{2\beta} \left( 2H_{21}(t) + H_{13}^2(t) \right)^2 \) is bounded, for sufficiently large \( \lambda, t \leq \bar{t}, \)

\[- \left( (2H_{21}(t) + H_{13}^2(t)) \tilde{k}_1(t; \lambda) + \frac{\beta}{2} \tilde{k}_2^2(t; \lambda) - \frac{\lambda}{4} \hat{h}_{22} \right)
\]

\[\quad = - \left( \sqrt{\frac{\beta}{2}} \tilde{k}_1 - \frac{1}{\sqrt{2\beta}} (2H_{21}(t) + H_{13}^2(t))^2 \right) + \frac{\lambda}{4} \hat{h}_{22} + \frac{\beta}{2} \tilde{k}_2^2 \left( 2H_{21}(t) + H_{13}^2(t) \right)^2 \leq 0.
\]

As a result, for \( t \leq \bar{t} \) and sufficiently large \( \lambda \),

\[\frac{\lambda}{4} \hat{h}_{22} - \left( H_{22}(t) - H_{33}(t)H_{13}^2(t) - \frac{\lambda}{4} \hat{h}_{22} \right)
\]

\[\quad - \left( (2H_{21}(t) + H_{13}^2(t)) \tilde{k}_1(t; \lambda) + \frac{\beta}{2} \tilde{k}_2^2(t; \lambda) - \frac{\lambda}{4} \hat{h}_{22} \right) \leq \frac{\lambda}{4} \hat{h}_{22} < 0.\]
By Lemma 2.1, \( \tilde{k}_1(t; \lambda) \leq \tilde{k}_2(t; \lambda), \ t \leq \bar{t} \). Since \( \frac{\lambda}{2} \tilde{h}_{22} < 0 \), by Lemma 2.3, \( \tilde{k}_2(t; \lambda) \leq 0, \ t \leq \bar{t} \), then \( t_{\lambda}^{k_2} \leq \bar{t}_{\lambda}^{k_1} \). It follows that, for sufficiently large \( \lambda \),

\[
t_{\lambda}^{k_2} \leq \bar{t}_{\lambda}^{k_1} \leq \bar{t}_{\lambda}^{k} < \bar{t}.
\]

On the other hand, (87) is an equation of constant coefficients, as we have done in Lemma 4.1,

\[
\lim_{\lambda \to +\infty} t_{\lambda}^{k_2} = \bar{t},
\]

whence

\[
\lim_{\lambda \to +\infty} t_{\lambda}^{k} = \bar{t},
\]

which is (39).

Next, we will prove that \( t_{\lambda}^{k} \) is increasing. For any \( \lambda_1 > \lambda_2 > \lambda_0(t, \bar{k}) \lor \lambda_b \), since \( h_{22}(t) < 0 \), we have

\[
-\lambda_1 h_{22}(t) > -\lambda_2 h_{22}(t), \quad t \in [0, T].
\]

Applying Lemma 2.2 to (30), we get \( \tilde{k}(t; \lambda_1) \leq \tilde{k}(t; \lambda_2), \ t \leq \bar{t} \). Besides, by (35) and Lemma 2.3, \( \tilde{k}(t; \lambda) \leq 0, \ t \leq \bar{t}, \lambda > \lambda_0(t, \bar{k}) \lor \lambda_b \). Therefore, for \( \lambda_1 > \lambda_2 > \lambda_0(t, \bar{k}) \lor \lambda_b, t_{\lambda_1}^{k} \geq t_{\lambda_2}^{k} \). \( \square \)

9.4. Proof of Lemma 4.4.

Proof. Firstly, we will prove that \( t_{\lambda}^{k} \) is continuous in \( \lambda \in \left( \lambda_0 \left( t, \bar{k} \right) \lor \lambda_b, +\infty \right) \). For any \( \lambda' \in \left( \lambda_0 \left( t, \bar{k} \right) \lor \lambda_b, +\infty \right) \), the blow-up time \( t_{\lambda'}^{k} \) satisfies \( \lim_{\lambda \to \lambda'} t_{\lambda'}^{k} = +\infty \). Consider (29) with terminal condition \( k (\cdot; \lambda') \big|_{t=t_{\lambda'}^{k}} = 0 \):

\[
-\frac{dk}{dt} = \left( 2H_{21} + H_{13}^2 \right) k + H_{11} + \left( H_{22} - H_{33}H_{13}^2 - \lambda' h_{22} \right) k^2, \quad t \leq t_{\lambda'}^{k},
\]

\[
k (\cdot; \lambda') \big|_{t=t_{\lambda'}^{k}} = 0.
\]

Then for (88),

\[
-\frac{dk}{dt} \big|_{t=t_{\lambda'}^{k}} = H_{11} \left( t_{\lambda'}^{k} \right) \geq \beta.
\]

By the continuity of \( -\frac{dk}{dt} \), there is a \( \delta_1 > 0 \), such that

\[
-\frac{dk}{dt} \big|_{t=t_0} > \frac{\beta}{2}, \quad \forall t_0 \in \left[ t_{\lambda'}^{k} - \delta_1, t_{\lambda'}^{k} + \delta_1 \right].
\]

Then for \( \forall \epsilon_1 \in (0, \delta_1) \), by Lagrangian Middle-Value Theorem,

\[
k \left( t_{\lambda'}^{k} - \epsilon_1; \lambda' \right) > \frac{\beta \epsilon_1}{2} > 0.
\]

Besides, the solution \( k \) to (88) is continuous dependent on parameter \( \lambda' \):

\[
\lim_{\lambda \to \lambda'} \left| k \left( t_{\lambda'}^{k} - \epsilon_1; \lambda' \right) - k \left( t_{\lambda'}^{k} - \epsilon_1; \lambda \right) \right| = 0,
\]

then there is a \( \delta_{\epsilon_1} > 0 \), such that \( \forall \lambda : |\lambda - \lambda'| < \delta_{\epsilon_1}, k \left( t_{\lambda'}^{k} - \epsilon_1; \lambda \right) > 0 \). By the definition of \( t_{\lambda}^{k} \),

\[
t_{\lambda}^{k} > t_{\lambda'}^{k} - \epsilon_1.
\]
Next, choose \( \bar{t}_1 \in \left( t^k, \bar{t} \right) \). Recall that from Legendre transformation, \( k^{-1}(t; \lambda) = \bar{k}(t; \lambda) \) whenever both of them are not 0. Besides, \( k(t; \lambda') < 0, \ t \in \left( t^k, \bar{t}_1 \right] \). Then we check (29) with terminal condition \( k(\bar{t}_1; \lambda') = k^{-1}(\bar{t}_1; \lambda') \). Solution \( k(\cdot; \lambda') \) to (29) can be extended to \([\bar{t}_2, \bar{t}_1] \supseteq [t^k, \bar{t}_1] \) due to its local Lipschitz coefficients. From the continuous dependence of solution \( k \) to (29) with respect to parameter \( \lambda' \),

\[
\lim_{\lambda \to \lambda'} \sup_{t \in [\bar{t}_2, \bar{t}_1]} |k(t; \lambda') - k(t; \lambda)| = 0.
\]

Then for any sufficiently small \( \epsilon_2 > 0 \), \( k(t; \lambda') \) have uniform strictly negative upper bound for \( t \in [t^k + \epsilon_2, \bar{t}_1] \). There is a \( \delta_2 > 0 \), such that for \( \forall \lambda : |\lambda - \lambda'| < \delta_2 \), \( \forall t \in [t^k + \epsilon_2, \bar{t}_1] \), \( k(t; \lambda) < 0 \). Then by the definition of \( t^k \),

\[
t^k < t^k + \epsilon_2. \tag{90}
\]

By (89) and (90), \( t^k \) is continuous in \( \left[ \lambda_0 \left( \bar{t}, \bar{k} \right) \right] \cup [\lambda_b, +\infty) \).

At last, we prove that \( t^k \) is strictly increasing with respect to \( \lambda \). For \( \lambda > \lambda' \),

\[-\lambda h_{22}(t) > -\lambda' h_{22}(t), \quad t \in [0, T].\]

By Lemma 2.2 and Lemma 2.3, \( \bar{k}(t; \lambda) < \bar{k}(t; \lambda') < 0, \ t < \bar{t} \). In particular, for the above \( \bar{t}_1 \), \( \bar{k}(\bar{t}_1; \lambda) < \bar{k}(\bar{t}_1; \lambda') < 0 \). Then \( \bar{k}^{-1}(\bar{t}_1; \lambda') < \bar{k}^{-1}(\bar{t}_1; \lambda) < 0 \). Then for the following two equations:

\[
-\frac{dk}{dt} = (2H_{21} + H_{13}^2) k + H_{11} + (H_{22} - H_{33}H_{13}^2 - \lambda h_{22}) k^2, \quad t \leq \bar{t}_1,
\]

\[
k(\bar{t}_1) = \bar{k}^{-1}(\bar{t}_1; \lambda),
\]

and

\[
-\frac{dk}{dt} = (2H_{21} + H_{13}^2) k + H_{11} + (H_{22} - H_{33}H_{13}^2 - \lambda' h_{22}) k^2, \quad t \leq \bar{t}_1,
\]

\[
k(\bar{t}_1) = \bar{k}^{-1}(\bar{t}_1; \lambda'),
\]

from \( \bar{k}^{-1}(\bar{t}_1; \lambda') < \bar{k}^{-1}(\bar{t}_1; \lambda) < 0 \) and \( -\lambda h_{22}(t) > -\lambda' h_{22}(t), t \in [0, T] \), by Lemma 2.2, \( k(t; \lambda) > k(t; \lambda'), t \leq \bar{t}_1 \). In particular, \( k \left( t^k; \lambda \right) > k \left( t^k; \lambda' \right) = 0 \), whence \( t^k > t^k \).

\( \square \)

9.5. Review of Peng’s viewpoint from functional analysis. Consider eigenvalue problems in the form of (2) with time-dependent coefficients and negative definite perturbation matrix \( \bar{H} \), then \( -\bar{H} \) is positive. Denote by \( M^2(0, T; \mathbb{R}^n) \) the Hilbert space of all the \( \mathbb{R}^n \)-valued \( \mathcal{F}_t \)-adapted and mean square-integrable processes. Let \( g \) be the square root of \( -\bar{H} \), that is, \( g^2 = -\bar{H} \). Now, write the \( 3n \times 3n \) matrix \( g \) as \( g_{3n \times 3n} = \left( -g_1^T, g_2^T, g_3^T \right) \). For any \( \eta \in M^2(0, T; \mathbb{R}^{3n}) \), let \( \xi_\eta = (x, y, z) \) be the solution to the following FBSDE:

\[
\frac{dx_t}{dt} = [H_2(t)\xi_\eta + g_2(t)\eta] dt + \xi_\eta [H_3(t)\xi_\eta + g_3(t)\eta] dB_t, \quad t \in [0, T],
\]

\[
-\frac{dy_t}{dt} = [H_1(t)\xi_\eta + g_1(t)\eta] dt - z_t dB_t, \quad t \in [0, T],
\]

\[
x(0) = 0, \quad y(T) = 0.
\]
As given in S. Peng [12], we can define an operator
\[ A_g : M^2(0, T; \mathbb{R}^{3n}) \rightarrow M^2(0, T; \mathbb{R}^{3n}) \]
\[ A_g \eta = g^\top \xi_\eta, \tag{91} \]

Then we have the following two lemmata.

**Lemma 9.2** ([12], Lemma 7.2). The operator \( A_g \) defined in (91) is a linear bounded operator with the following monotonicity:
\[ \langle A_g \eta, \eta \rangle_{M^2(0, T; \mathbb{R}^{3n})} \geq \alpha \| A_g \eta \|^2_{M^2(0, T; \mathbb{R}^{3n})}. \]

**Lemma 9.3** ([12], Lemma 7.3). The linear operator \( A_g \) defined on \( M^2(0, T; \mathbb{R}^{3n}) \) in (91) is self-adjoint:
\[ \langle A_g \eta, \eta' \rangle_{M^2(0, T; \mathbb{R}^{3n})} = \langle \eta, A_g \eta' \rangle_{M^2(0, T; \mathbb{R}^{3n})}, \quad \forall \eta, \eta' \in M^2(0, T; \mathbb{R}^{3n}). \]

Lemma 9.2 and Lemma 9.3 means that the operator \( A_g \) is a positive operator on \( M^2(0, T; \mathbb{R}^{3n}) \) and it has only positive eigenvalues. The eigenvalue problem (2) is closely related to the eigenvalue problem of the operator \( A_g \). In fact, for \( \lambda \in \mathbb{R} \) such that
\[ \eta = \lambda A_g \eta = \lambda g^\top \xi_\eta, \]
by the definition of \( \xi_\eta, \xi_\eta \) is the solution to the following FBSDE:
\[
\begin{align*}
\mathrm{d}x_t &= \left[ H_2(t) \xi + \lambda g_2(t)g^\top(t)\xi \right] \mathrm{d}t \\
&\quad + \left[ H_3(t) \xi + \lambda g_3(t)g^\top(t)\xi \right] \mathrm{d}B_t, \quad t \in [0, T], \\
-\mathrm{d}y_t &= \left[ H_1(t) \xi + \lambda g_1(t)g^\top(t)\xi \right] \mathrm{d}t - z_t \mathrm{d}B_t, \quad t \in [0, T], \\
x(0) &= 0, \quad y(T) = 0.
\end{align*}
\tag{92}
\]

This means that \( \lambda \) is an eigenvalue of problem (2).

**Remark 6.** By the above reasoning, \( \lambda \) is an eigenvalue of (2) with negative perturbation \( \bar{H} \) if and only if \( \frac{1}{\lambda} \) is an eigenvalue of \( A_g \). By Lemma 9.2 and Lemma 9.3, only a positive real number can be an eigenvalue of operator \( A_g \). It follows that, for negative perturbation \( \bar{H} \), all the eigenvalues of (2) are positive.

9.6. **Legendre transformation of stochastic Hamiltonian system.** The material in this subsection is from [12]. For the convenience of readers, we give a brief introduction. Consider the following stochastic Hamiltonian system:
\[
\begin{align*}
\mathrm{d}x_t &= \partial_y h(x_t, y_t, z_t) \mathrm{d}t + \partial_z h(x_t, y_t, z_t) \mathrm{d}B_t, \quad t \in [0, T], \\
-\mathrm{d}y_t &= \partial_x h(x_t, y_t, z_t) \mathrm{d}t - z_t \mathrm{d}B_t, \quad t \in [0, T], \\
x(0) &= x_0, \quad y(T) = \partial_x \Phi(x_T),
\end{align*}
\tag{93}
\]
where \( h : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) is a \( C^2 \) real function of \( (x, y, z) \), \( \Phi : \mathbb{R}^n \mapsto \mathbb{R} \) is a \( C^2 \) real function of \( x \). We also assume that \( \partial^2_{zz} h(x, y, z) \leq -\beta I_n \) and \( \partial^2_{zz} \Phi(x) \geq \beta I_n \) uniformly for \( (x, y, z) \in \mathbb{R}^{3n} \).

On one hand, change the role of \( (x_t, y_t) \), such that \( (\tilde{x}_t, \tilde{y}_t) = (y_t, x_t) \). On the other hand, take Legendre transformation for \( h \) with respect to \( z \), and for \( \Phi \) with respect to \( x \) as follows:
\[
\begin{align*}
\tilde{h}(\tilde{x}, \tilde{y}, \tilde{z}) &= \inf_{z \in \mathbb{R}^n} \{ (z, \tilde{z}) - h(\tilde{y}, \tilde{x}, z) \}, \\
\tilde{\Phi}(\tilde{x}) &= \sup_{x \in \mathbb{R}^n} \{ (x, \tilde{x}) - \Phi(x) \},
\end{align*}
\]
The above two steps derive a dual Hamiltonian $\tilde{h}$ of original system (93). Further, we have the following relations:

$$\tilde{z} = \partial_z h(\tilde{y}, \tilde{x}, z(\tilde{x}, \tilde{y}, \tilde{z})), \quad \tilde{x} = \partial_x \Phi(x(\tilde{x})), \quad \forall \tilde{x}, \tilde{y}, \tilde{z} \in \mathbb{R}^n.$$  

Most importantly, $(\tilde{x}_t, \tilde{y}_t, \tilde{z}_t) \triangleq (y_t, x_t, \partial_x h(x_t, y_t, z_t))$ satisfies the following stochastic Hamiltonian system:

$$\begin{align*}
d\tilde{x}_t &= \partial_y \tilde{h}(\tilde{x}_t, \tilde{y}_t, \tilde{z}_t)dt + \partial_z \tilde{h}(\tilde{x}_t, \tilde{y}_t, \tilde{z}_t)dB_t, & t & \in [0, T], \\
-d\tilde{y}_t &= \partial_x \tilde{h}(\tilde{x}_t, \tilde{y}_t, \tilde{z}_t)dt - \tilde{z}_tdB_t, & t & \in [0, T], \\
\tilde{x}(0) &= y_0, \quad \tilde{y}(T) = \partial_x \Phi(\hat{x}(T)).
\end{align*}$$

(94)

If, conversely, performing Legendre transformation to dual system (94):

$$\tilde{h}(x, y, z) = \inf_{\tilde{z} \in \mathbb{R}^n} \{ \langle z, \tilde{z} \rangle - \tilde{h}(y, x, \tilde{z}) \},$$

$$\Phi(x) = \sup_{\tilde{x} \in \mathbb{R}^n} \{ \langle x, \tilde{x} \rangle - \tilde{\Phi}(\tilde{x}) \},$$

$$z = \partial_z \tilde{h}(y, x, \tilde{z}(x, y, z)), \quad x = \partial_x \tilde{\Phi}(\hat{x}(x)), \quad \forall x, y, z \in \mathbb{R}^n,$$

we will reach the original Hamiltonian system (93).

In particular, for linear case, through Legendre transformation, the dual Hamiltonian $\tilde{H}$ of original Hamiltonian $H$ is

$$\begin{align*}
(\tilde{H}_{ij})_{3 \times 3} &= \\
&= \begin{bmatrix}
H_{23}^{-1}H_{32} - H_{22} & H_{23}^{-1}H_{31} - H_{21} & -H_{23}^{-1}H_{33}^{-1} \\
H_{33}^{-1}H_{32} - H_{32} & H_{33}^{-1}H_{31} - H_{31} & -H_{33}^{-1}H_{33}^{-1} \\
-H_{33}^{-1}H_{32} & -H_{33}^{-1}H_{31} & H_{33}^{-1}
\end{bmatrix},
\end{align*}$$

where each block $\tilde{H}_{ij}, i, j = 1, 2, 3,$ is a $n \times n$ matrix. The relation between $z(t)$ and $\tilde{z}(t)$ is:

$$z(t) = -H_{33}^{-1}H_{32}\tilde{x}(t) - H_{33}^{-1}H_{31}\tilde{y}(t) + H_{33}^{-1}\tilde{z}(t).$$
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