THE HILBERT TRANSFORM AND ORTHOGONAL MARTINGALES IN BANACH SPACES
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Abstract. Let $X$ be a given Banach space and let $M$, $N$ be two orthogonal $X$-valued local martingales such that $N$ is weakly differentially subordinate to $M$. The paper contains the proof of the estimate

$$E\Psi(N_t) \leq C_{\Phi, \Psi, X} E\Phi(M_t), \quad t \geq 0,$$

where $\Phi, \Psi : X \to \mathbb{R}_+$ are convex continuous functions and the least admissible constant $C_{\Phi, \Psi, X}$ coincides with the $\Phi, \Psi$-norm of the periodic Hilbert transform. As a corollary, it is shown that the $\Phi, \Psi$-norms of the periodic Hilbert transform, the Hilbert transform on the real line, and the discrete Hilbert transform are the same if $\Phi$ is symmetric. We also prove that under certain natural assumptions on $\Phi$ and $\Psi$, the condition $C_{\Phi, \Psi, X} < \infty$ yields the UMD property of the space $X$. As an application, we provide comparison of $L^p$-norms of the periodic Hilbert transform to Wiener and Paley-Walsh decoupling constants. We also study the norms of the periodic, nonperiodic and discrete Hilbert transforms, present the corresponding estimates in the context of differentially subordinate harmonic functions and more general singular integral operators.
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1. Introduction

The purpose of this paper is to study a certain class of estimates for singular integral operators acting on Banach-space-valued functions. Let us start with a related classical problem which has served as a motivation for many mathematicians for almost a century. The question is: how does the size of a periodic function control the size of its conjugate? Formally, assume that $f$ is a trigonometric polynomial of the form

$$f(\theta) = \frac{a_0}{2} + \sum_{k=1}^{N} (a_k \cos(k\theta) + b_k \sin(k\theta)), \quad \theta \in \mathbb{T} \simeq [-\pi, \pi],$$

with real coefficients $a_0, a_1, a_2, \ldots, a_N, b_1, b_2, \ldots, b_N$, and define the conjugate to $f$ as

$$g(\theta) = \sum_{k=1}^{N} (a_k \sin(k\theta) - b_k \cos(k\theta)), \quad \theta \in [-\pi, \pi].$$

Alternatively, the conjugate function can be defined as $g = \mathcal{H}_R^T f$, where $\mathcal{H}_R^T$ is the periodic Hilbert transform given by

$$\mathcal{H}_R^T f(\theta) = \frac{1}{2\pi} \text{p.v.} \int_{-\pi}^{\pi} f(s) \cot \frac{\theta - s}{2} \, ds, \quad \theta \in [-\pi, \pi],$$

and the symbol $\mathbb{R}$ in the lower index of $\mathcal{H}_R^T$ indicates that the operator acts on real-valued functions. We can state the problem as follows. For a given $1 \leq p \leq \infty$, does there exist a universal constant $C_p$ (that is, not depending on the coefficients or the number $N$) such that

$$\left( \int_{[-\pi,\pi]} |g(\theta)|^p d\theta \right)^{1/p} \leq C_p \left( \int_{[-\pi,\pi]} |f(\theta)|^p d\theta \right)^{1/p}?$$

Furthermore, if the answer is yes, what is the optimal value of $C_p$ (i.e., what is the $L^p$-norm of $\mathcal{H}_R^T$)? The first question was answered by M. Riesz in [45]: the inequality does hold if and only if $1 < p < \infty$. The best value of $C_p$ was determined by Pichorides [42] and Cole (unpublished): the constant $\cot(\pi/(2p^*))$ is the best possible, where $p^* = \max\{p, p/(p-1)\}$. There is a natural further question concerning the version of the above result for Banach-space-valued functions (it is not difficult to see that the formula (1.1) makes perfect sense in the vector setting, at least for some special $f$, see Section 2 below). Few years after the results of Riesz, it was realized that not all spaces are well-behaved: Bochner and Taylor [3] showed that $||\mathcal{H}_R^T||_{L_p \to L_p} = \infty$ for all $p$. The problem of characterizing the ‘good’ Banach spaces was solved over forty years later: Burkholder [8] and Bourgain [6] showed that the so-called UMD spaces form a natural environment to the study

\footnote{UMD stands for “unconditional martingale differences”}
of the $L^p$-boundedness ($1 < p < \infty$) of the periodic Hilbert transform, and more generally, for the $L^p$-boundedness of a wider class of singular integral operators.

The above problems, though expressed in an analytic language, have a very strong connection with probability theory, especially with the theory of martingales (see e.g. [1, 3, 4, 6, 20, 22, 28, 40, 41]). Let us provide some necessary definitions. Suppose that $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space, equipped with a continuous-time filtration $(\mathcal{F}_t)_{t \geq 0}$. Let $M = (M_t)_{t \geq 0}$, $N = (N_t)_{t \geq 0}$ be two adapted real-valued local martingales, whose trajectories are right-continuous and have limits from the left. Let $|M|$, $|N|$ stand for the associated quadratic variation (square brackets) of $M$ and $N$, see [17] and (2.4) below. Furthermore, $M^* = \sup_{t \geq 0} |M_t|$, $N^* = \sup_{t \geq 0} |N_t|$ denote the corresponding maximal functions. Following Bañuelos and Wang [3] and Wang [52], $N$ is \textit{differentially subordinate} to $M$ (which we denote by $N \ll M$) if, with probability 1, the process $t \mapsto |M_t| - |N_t|$ is a nondecreasing and nonnegative function of $t \geq 0$. Furthermore, we say that $M$ and $N$ are \textit{orthogonal}, if $|M, N| := \lim_{t \to \infty} (|M_t| - |N_t|) = 0$ almost surely.

One of the remarkable examples of the aforementioned connection between the theory of singular integral operators and martingale theory was provided by Bañuelos and Wang in [3]. They have shown that the $L^p$-norm of $H^T$ acting on real-valued functions is equal to the sharp constant in the corresponding $L^p$-inequality

$$
(1.2) \quad (\mathbb{E}|N_t|^p)^{\frac{1}{p}} \leq C_p(\mathbb{E}|M_t|^p)^{\frac{1}{p}}, \quad t \geq 0,
$$

where $N$ is assumed to be differentially subordinate and orthogonal to $M$. The goal of the current article is to show that this interplay between the norm of $H^T$ and the martingale inequality (1.2) can be extended to i) more general $\Phi, \Psi$-norms (see the beginning of Section 3 for the definition) and ii) more general Banach spaces in which the functions and processes take values.

Let us say a few words about the structure of the paper. The next Section is devoted to the introduction of the background which is needed for our further study. In particular, we recall there the notion of UMD spaces, define appropriate analogues of Banach-space-valued differential subordination and orthogonality, formulate the vector extensions of stochastic calculus and provide some basic information about plurisubharmonic functions, fundamental objects in the complex analysis of several variables. Section 3 contains the main result of the paper, connecting the best constants in certain $\Phi, \Psi$-estimates for the periodic Hilbert transform and their counterparts in martingale theory. Though the rough idea of the proof can be tracked back to the classical works [3, 12, 20, 42] (the validity of a given estimate for the Hilbert transform / orthogonal differentially subordinate martingales is equivalent to the existence of a certain special plurisubharmonic function), there are several serious technical problems to be overcome, due to the fact that we work in the Banach-space-valued setting. Section 4 is devoted to some applications. The first and the most notable one connects together the $\Phi, \Psi$-norms of the periodic Hilbert transform $H^T_X$, the Hilbert transform $H^T_X$ defined on a real line, and the discrete Hilbert transform $H^\text{dis}_X$ (for the definition of the latter object, consult Definition 4.1 and 4.2 below). It turns out that all these norms coincide for quite general class of $\Phi$ and $\Psi$. This in particular generalizes the recent result of Bañuelos and Kwaśnicki [1] on the discrete Hilbert transform $H^\text{dis}_\mathbb{R}$, which asserts
that
\[ \| \mathcal{H} \|_{L^p(\mathbb{R}) \rightarrow L^p(\mathbb{R})} = \| \mathcal{H} \|_{L^p(\mathbb{T}) \rightarrow L^p(\mathbb{T})} = \cot\left(\frac{\pi}{2p^*}\right), \quad 1 < p < \infty. \]

This used to be an open problem for 90 years (see [1, 35, 49]). In Subsection 4.2 we present the vector-valued extension of the classical results of Hardy concerning Hilbert operators. Subsection 4.3 is devoted to the comparison of \( L^p \)-norms of the periodic Hilbert transform to Wiener and Paley-Walsh decoupling constants. Application in Subsection 4.4 is concerned with UMD Banach spaces and can be regarded as an extension of Bourgain’s result [6]: we show that under some mild assumption on \( \Phi \) and \( \Psi \), the validity of the corresponding \( \Phi, \Psi \)-estimate (with some finite constant) implies the UMD property of \( X \). In Subsection 4.5 we prove that the results obtained in this paper can be applied to obtain sharper estimates for weakly differentially subordinate martingales (not necessarily satisfying the orthogonality assumption). Subsection 4.6 contains the study of related estimates in the context of harmonic functions on Euclidean domains. Our final application, described in Subsection 4.7, discusses the possibility of extending the estimates to the more general class of singular integral operators.

2. Preliminaries

This section contains the definitions of some basic notions and facts used later. Here and below, the scalar field is assumed to be \( \mathbb{R} \), unless stated otherwise.

2.1. Periodic Hilbert transform. In what follows, the symbol \( \mathbb{T} \) will stand for the torus \( \{z \in \mathbb{C} : |z| = 1\} \) equipped with the natural multiplication. Sometimes, passing to the argument of a complex number, we will identify \( \mathbb{T} \) with the interval \( [-\pi, \pi) \). Let \( X \) be a Banach space. A function \( f : \mathbb{T} \rightarrow X \) is called a step function, if it is of the form
\[ f = \sum_{k=1}^{N} x_k 1_{A_k}(s), \quad -\pi \leq s < \pi, \]
where \( N \) is finite, \( x_k \in X \) and \( A_k \) are intervals in \( \mathbb{T} \). The periodic Hilbert transform \( \mathcal{H}_X^T \) of a step function \( f : \mathbb{T} \rightarrow X \) is given by the singular integral
\[ \mathcal{H}_X^T f(t) = \frac{1}{2\pi} \text{p.v.} \int_{-\pi}^{\pi} f(s) \cot\frac{t-s}{2} \, ds, \quad -\pi \leq t < \pi. \]

2.2. UMD Banach spaces. Suppose that \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a nonatomic probability space. A Banach space \( X \) is called a UMD space if for some (or equivalently, for all) \( p \in (1, \infty) \) there exists a finite constant \( \beta \) such that the following holds. If \( (d_n)_{n=1}^\infty \) is any \( X \)-valued martingale difference sequence (relative to some discrete-time filtration) contained in \( L^p(\Omega; X) \) and \( (\varepsilon_n)_{n=1}^\infty \) is any deterministic sequence of signs, then
\[ \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n d_n \right\|_p^p \right)^{\frac{1}{p}} \leq \beta \left( \mathbb{E} \left\| \sum_{n=1}^{N} d_n \right\|_p^p \right)^{\frac{1}{p}}. \]
The least admissible constant \( \beta \) above is denoted by \( \beta_{p,X} \) and is called the UMD constant of \( X \). It is well-known that UMD spaces enjoy a large number of useful properties, such as being reflexive. Examples of UMD spaces include all finite dimensional spaces, Hilbert spaces (then \( \beta_{p,X} = p^* - 1 \) with \( p^* = \max\{p, p/(p - 1)\} \)), the reflexive range of \( L^q \)-spaces, Sobolev spaces, Schatten class spaces, and
Orlicz spaces. On the other hand, all nonreflexive Banach spaces, e.g. \( L^1(0,1) \) and \( C([0,1]) \), are not UMD. We refer the reader to [14, 28, 43] for further details.

**Remark 2.1.** As we have already mentioned in the introductory section, UMD Banach spaces form a natural environment for the \( L^p \)-boundedness of the periodic Hilbert transform. It follows from [4, 9] that for every \( 1 < p < \infty \) we have

\[
\sqrt{\beta_{p,X}} \leq \|H_X^T\|_{L^p(T,X) \to L^p(T,X)} \leq \beta_{p,X}^2.
\]

It is not known whether the quadratic dependence can be improved on either of the sides (see e.g. [14, 25, 28]). Notice that if \( X = \mathbb{R} \), then the dependence becomes linear: indeed,

\[
\frac{2}{\pi} \beta_{p,\mathbb{R}} = \frac{2}{\pi} (p^* - 1) \leq \cot \left( \frac{\pi}{2p} \right) = \|H_X^T\|_{L^p(T,X)} \leq p^* - 1 = \beta_{p,\mathbb{R}},
\]

where, as above, \( p^* := \max\{p, p/(p-1)\} \).

We will see later that the context of UMD is also natural from the viewpoint of more general \( \Phi, \Psi \)-estimates for the periodic Hilbert transform (see Subsection 4.4).

### 2.3. Stochastic integration and Itô's formula.

For given Banach spaces \( X, Y \), the symbol \( \mathcal{L}(X,Y) \) will denote the classes of all linear operators from \( X \) to \( Y \). We will also use the notation \( \mathcal{L}(X) = \mathcal{L}(X,X) \). Suppose that \( H \) is a Hilbert space. For each \( h \in H \) and \( x \in X \), we denote by \( h \otimes x \) the associated linear operator given by \( g \mapsto \langle g, h \rangle x \), \( g \in H \). The process \( \phi : \mathbb{R}_+ \times \Omega \to \mathcal{L}(H,X) \) is called elementary progressive with respect to the filtration \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \) if it is of the form

\[
\phi(t,\omega) = \sum_{k=1}^{K} \sum_{m=1}^{M} 1_{(t_{k-1},t_k]}(t,\omega) \sum_{n=1}^{N} \beta_{mk} \otimes x_{mn}, \quad t \geq 0, \omega \in \Omega.
\]

Here \( 0 \leq t_0 < \ldots < t_K < \infty \) is a finite increasing sequence of nonnegative numbers, the sets \( B_1, \ldots, B_M \) belong to \( \mathcal{F}_{t_{k-1}} \) for each \( k = 1, 2, \ldots, K \), and the vectors \( h_1, \ldots, h_N \) are assumed to be orthogonal. Suppose further that \( M \) is an adapted local martingale taking values in \( H \). Then the stochastic integral \( \phi \cdot M : \mathbb{R}_+ \times \Omega \to X \) of \( \phi \) with respect to \( M \) is defined by the formula

\[
(\phi \cdot M)_t = \sum_{k=1}^{K} \sum_{m=1}^{M} 1_{B_{mk}} \sum_{n=1}^{N} ((M(t_k \wedge t) - M(t_{k-1} \wedge t)), h_n) x_{mn}, \quad t \geq 0.
\]

In what follows, we will also need a version of Itô formula, which is a variation of [32, Theorem 26.7] that does not use the Euclidean structure of a finite-dimensional Banach space. The proof can be found in [54].

**Lemma 2.2** (Itô formula). Let \( d \geq 1 \), \( X \) be a \( d \)-dimensional Banach space, \( f \in C^2(X) \), \( M : \mathbb{R}_+ \times \Omega \to X \) be a martingale. Let \( (x_n)_{n=1}^d \) be a basis of \( X \), \( (x_n^*)_{n=1}^d \)
be the corresponding dual basis. Then for each \( t \geq 0 \)
\[
    f(M_t) = f(M_0) + \int_0^t \langle \partial_x f(M_{s-}), dM_s \rangle 
    \begin{equation}
    2.3)
    + \frac{1}{2} \int_0^t \sum_{n,m=1}^d \frac{\partial^2 f(M_{s-})}{\partial x_n \partial x_m} \ d([\langle M, x_n^* \rangle_s, \langle M, x_m^* \rangle_s]_s^c) 
    + \sum_{s \leq t} (\Delta f(M_s) - \langle \partial_x f(M_{s-}), \Delta M_s \rangle).
    \end{equation}
\]

Here \( \partial_x f(y) \in X^* \) is the Fréchet derivative of \( f \) in point \( y \in X \). Recall that \((x_n^*)_{n=1}^d \subset X^* \) is called the corresponding dual basis of \((x_n)_{n=1}^d \) if \( \langle x_n, x_m^* \rangle = \delta_{nm} \) for each \( m, n = 1, \ldots, d \).

2.4. Quadratic variation. Let \((\Omega, F, \mathbb{P})\) be a probability space with a filtration \( F = (F_t)_{t \geq 0} \) that satisfies the usual conditions. Let \( M : \mathbb{R}_+ \times \Omega \to \mathbb{R} \) be a local martingale. We define a quadratic variation of \( M \) in the following way:
\[
    |M|^2_t := |M_0|^2 + \mathbb{P} \lim_{\text{mesh} \to 0} \sum_{n=1}^N \|M(t_n) - M(t_{n-1})\|^2,
\]
where the limit in probability is taken over partitions \( 0 = t_0 < \ldots < t_N = t \). Note that \(|M|\) exists and is nondecreasing a.s. The reader can find more on quadratic variations in [17, 52, 44]. For any martingales \( M, N : \mathbb{R}_+ \times \Omega \to \mathbb{R} \) we can define a covariation \([M, N] : \mathbb{R}_+ \times \Omega \to \mathbb{R}\) as \([M, N] := \frac{1}{2}([M + N] - [M - N])\). Since \( M \) and \( N \) have càdlàg versions, \([M, N] \) has a càdlàg version as well (see e.g. [30, Theorem I.4.47]).

2.5. Weak differential subordination and orthogonal martingales. We have defined the notions of differential subordination and orthogonality of real-valued local martingales in the introductory section. We turn our attention to their vector analogues.

**Definition 2.3.** Let \( M, N \) be local martingales taking values in a given Banach space \( X \). Then \( N \) is said to be weakly differentially subordinate to \( M \) (which will be denoted by \( N \ll M \)) if \( \langle N, x^* \rangle \ll \langle M, x^* \rangle \) for any functional \( x^* \in X^* \).

It is known (see [53]) that if \( N \) is weakly differentially subordinate to \( M \), then
\[
    (\mathbb{E}|N_t|^p)^{\frac{1}{p}} \leq \beta_p(X)(\beta_{p,X} + 1)(\mathbb{E}|M_t|^p)^{\frac{1}{p}}, \quad t \geq 0.
\]
This estimate can be improved under some additional assumptions on \( M \) and \( N \) (see [54, 55]). Here we will show such an improvement for \( M \) and \( N \) being orthogonal (see Section 4). Moreover, using this improvement we will strengthen (2.5) (see Remark 4.28).

**Definition 2.4.** Let \( M, N \) be local martingales taking values in a given Banach space \( X \). Then \( M, N \) are said to be orthogonal, if \([\langle M, x^* \rangle, \langle N, x^* \rangle] = 0 \) almost surely for all functionals \( x^* \in X^* \).

**Remark 2.5.** Assume that \( M, N \) are local martingales taking values in some Banach space \( X \). If \( M, N \) are orthogonal and \( N \) is weakly differentially subordinate to \( M \), then \( N_0 = 0 \) almost surely (which follows immediately from the above definitions). Moreover, under these assumptions, \( N \) must have continuous trajectories.
with probability 1. Indeed, in such a case for any fixed \( x^* \in X^* \) the real-valued local martingales \( \langle M, x^* \rangle, \langle N, x^* \rangle \) are orthogonal and we have \( \langle N, x^* \rangle \ll \langle M, x^* \rangle \). Therefore, \( \langle N, x^* \rangle \) has a continuous version for each \( x^* \in X^* \) by [39, Lemma 3.1] (see also [4, Lemma 1]), which in turn implies that \( N \) is continuous: any \( X \)-valued local martingale has a càdlàg version (see [54] and [50, Proposition 2.2.2]).

**Remark 2.6.** The requirement \( \langle M_0, x^* \rangle \cdot \langle N_0, x^* \rangle = 0 \) for all \( x^* \in X^* \) in Definition 2.4 is usually omitted (see e.g. [3, 4, 30]). Nevertheless we need this requirement in order to simplify all the statements in the sequel concerning orthogonal martingales.

Weakly differentially subordinate orthogonal martingales appear naturally while working with the periodic Hilbert transform, which can be seen by exploiting the classical argument of Doob (the composition of a harmonic function with a Brownian motion is a martingale). Indeed, suppose that \( X \) is a given Banach space. Suppose that \( f \) is a simple function and put \( g = \mathcal{H}_X^T f \). Let \( u_f, u_g \) denote the harmonic extensions of \( f \) and \( g \) to the unit disc, obtained by the convolution with the Poisson kernel. In particular, the equality \( g = \mathcal{H}_X^T f \) implies that \( u_g(0,0) = 0 \) and for any functional \( x^* \in X^* \), the function \( \langle u_f, x^* \rangle + i \langle u_g, x^* \rangle \) is holomorphic on the disc.

Next, suppose that \( W = (W^1, W^2) \) is a planar Brownian motion started from \((0,0)\) and stopped upon leaving the unit disc. Then the processes \( M = (M_t)_{t \geq 0} = (u_f(W_t))_{t \geq 0}, N = (N_t)_{t \geq 0} = (u_g(W_t))_{t \geq 0} \) are \( X \)-valued martingales such that \( N_0 = 0 \). For any functional \( x^* \in X^* \), we apply the standard, one-dimensional Itô’s formula to obtain, for any \( t \geq 0 \),

\[
\langle M_t, x^* \rangle = \langle M_0, x^* \rangle + \int_0^t \nabla \langle u_f(W_s), x^* \rangle \, dW_s
\]

and

\[
\langle N_t, x^* \rangle = \langle N_0, x^* \rangle + \int_0^t \nabla \langle u_g(W_s), x^* \rangle \, dW_s.
\]

By the aforementioned connection to analytic functions, the gradients \( \nabla \langle u_f, x^* \rangle, \nabla \langle u_g, x^* \rangle \) are orthogonal and of equal length, so

\[
[\langle M, x^* \rangle, \langle N, x^* \rangle]_t = \left( \int_0^t \nabla \langle u_f(W_s), x^* \rangle \cdot \nabla \langle u_g(W_s), x^* \rangle \, ds \right) = 0,
\]

and

\[
[\langle M, x^* \rangle]_t - [\langle N, x^* \rangle]_t = |\langle M_0, x^* \rangle|^2 + \int_0^t \nabla \langle u_f(W_s), x^* \rangle^2 - \nabla \langle u_g(W_s), x^* \rangle^2 \, ds
\]

\[
= |\langle M_0, x^* \rangle|^2 \geq 0.
\]

Hence \( M, N \) are orthogonal and satisfy the weak differential subordination \( N \ll M \).

Since the distribution of \( W_\infty \) is uniform on the unit circle \( \mathbb{T} \), essentially any estimate of the form

\[
EV(M_t, N_t) \leq 0, \quad t \geq 0,
\]

for weakly differentially subordinate orthogonal martingales leads to the analogous bound

\[
\int_\mathbb{T} V(f, \mathcal{H}_X^T f) \, dx \leq 0
\]

for the periodic Hilbert transform, at least when restricted to the class of simple functions. (Later in Theorem 3.1 we will show that the reverse holds true).
2.6. Subharmonic and plurisubharmonic functions. A function $f : \mathbb{R}^d \to \mathbb{R} \cup \{-\infty\}$ is called subharmonic if for any ball $B \subset \mathbb{R}^d$ and any harmonic function $g : B \to \mathbb{R}$ such that $f \leq g$ on $\partial B$ one has the inequality $f \leq g$ on the whole $B$.

The following lemma follows from [36, Proposition I.9].

**Lemma 2.7.** Let $d \geq 1$ and let $f : \mathbb{R}^d \to \mathbb{R} \cup \{-\infty\}$ be a subharmonic function. Then either $f \equiv -\infty$, or $f$ is locally integrable.

Let $X$ be a Banach space. The function $F : X + iX \to \mathbb{R} \cup \{-\infty\}$ is called plurisubharmonic if for any $x,y \in X + iX$ the restriction $z \mapsto F(x + yz)$ is subharmonic in $z \in \mathbb{C}$.

**Remark 2.8.** Notice that $X + iX$ is a Banach space equipped with the norm $\|x + iy\|_{X + iX} := \sup_{x^* \in X^*, \|x^*\| \leq 1} (\langle x,x^* \rangle)^2 + (\langle y,x^* \rangle)^2)^{\frac{1}{2}}$, $x,y \in X$ (see [28, Subsection B.4]).

**Remark 2.9.** Let $X$ be finite-dimensional. Then any plurisubharmonic function defined on $X + iX$ is subharmonic (see [36, Proposition I.9] and [23, Theorem 39]). Therefore, by Lemma 2.7, a plurisubharmonic function either identically equals $-\infty$, or is locally integrable.

Let $F : X + iX \to \mathbb{R}$ be $k$-times differentiable, $u_1, \ldots, u_k \in X + iX$. Then we denote

$$\frac{\partial^k F(v)}{\partial u_1 \cdots \partial u_k} := \left. \frac{\partial^k}{\partial t_1 \cdots \partial t_k} F(v + t_1 u_1 + \cdots + t_k u_k) \right|_{t_1, \ldots, t_k = 0}, \ v \in X + iX.$$ 

In particular, for any $u \in X + iX$,

$$\frac{\partial^k F(v)}{\partial u_k} := \left. \frac{\partial^k}{\partial t_k} F(v + tu) \right|_{t = 0}, \ v \in X + iX.$$ 

**Remark 2.10.** Note that if $X$ is finite-dimensional, $F$ is plurisubharmonic and twice differentiable, then for all $z_0 \in X + iX$ and $x \in X$ we have

$$\frac{\partial^2 F(z_0)}{\partial x^2} + \frac{\partial^2 F(z_0)}{\partial x^2} = \left. \left( \frac{\partial^2 F(z_0 + zx)}{\partial x^2} + \frac{\partial^2 F(z_0 + zx)}{\partial z^2} \right) \right|_{z = 0} = \Delta_x F(z_0 + zx) |_{z = 0} \geq 0.$$

Later on we will need the following result.

**Proposition 2.11.** Let $X$ be a Banach space and let $F : X + iX \to \mathbb{R} \cup \{-\infty\}$ be plurisubharmonic. Assume further that $y \mapsto F(x + iy)$ is concave in $y \in X$ for any fixed $x \in X$. Then $x \mapsto F(x + iy)$ is convex in $x \in X$ for any $y \in X$, and $F$ is continuous.

For the proof we will need the following lemma.
Lemma 2.12. Let $X$ be a finite-dimensional Banach space and let $V : X + iX \to \mathbb{R}$ be a continuous twice differentiable plurisubharmonic function. Let $y \mapsto V(x + iy)$ be concave in $y \in X$ for all $x \in X$. Then $t \mapsto V(tx + z)$ is convex in $t \in \mathbb{R}$ for all $x \in X$ and $z \in X + iX$. In particular, $t \mapsto V(tx + z)$ is differentiable, so
\begin{equation}
V(tx + z) \geq V(sz + z) + \partial_s V(sz + z)(t - s), \quad t, s \in \mathbb{R}.
\end{equation}

Proof. The first part follows from the fact that $V$ is plurisubharmonic and twice differentiable. Indeed, we have
\[
\frac{\partial^2 V(tx + z)}{\partial t^2} = \left( \frac{\partial^2 V(tx + z + isx)}{\partial t^2} + \frac{\partial^2 V(tx + z + isx)}{\partial s^2} \right) \Big|_{s=0} - \left( \frac{\partial^2 V(tx + z + isx)}{\partial s^2} \right) \Big|_{s=0} 
\]
and
\[
\frac{\partial^2 V(tx + z + isx)}{\partial t^2} + \frac{\partial^2 V(tx + z + isx)}{\partial s^2} \bigg|_{s=0} \geq 0
\]
by plurisubharmonicity and $\frac{\partial^2 V(tx + z + isx)}{\partial s^2} \leq 0$ by concavity of $y \mapsto V(x + z + iy)$. The inequality (2.6) follows immediately from the convexity of $t \mapsto V(tx + iy)$ and twice differentiability of $V$.

For the proof we will need the following observation which will allow us to integrate over a Banach space.

Remark 2.13. Let $X$ be a finite dimensional Banach space. Then due to [19, Theorem 2.20 and Proposition 2.21] there exists a unique translation-invariant measure $\lambda_X$ on $X$ such that $\lambda_X(\mathbb{B}_X) = 1$ for the unit ball $\mathbb{B}_X$ of $X$. We will call $\lambda_X$ the Lebesgue measure. In the sequel we will omit the Lebesgue measurement notation while integrating over $X$ (i.e. we will write $\int_X F(s) \, ds$ instead of $\int_X F(s) \lambda_X(ds)$).

Proof of Proposition 2.14. Without loss of generality we can assume that $X$ is finite-dimensional and that $f \neq -\infty$. Let $\phi : X + iX \to \mathbb{R}_+$ be a $C^\infty$ function with bounded support such that
\[
\int_{X + iX} \phi(s) \, ds = 1.
\]
(This integral is well-defined due to Remark 2.8 and 2.13.) For each $\varepsilon > 0$ we define $F_\varepsilon : X + iX \to \mathbb{R}$ in the following way:
\begin{equation}
F_\varepsilon(s) = \int_{X + iX} F(s - \varepsilon t) \phi(t) \, dt, \quad s \in X + iX.
\end{equation}
Then $F_\varepsilon$ is plurisubharmonic due to [24, Theorem 4.1.4]. Moreover, again by [24, Theorem 4.1.4], we have $F_\varepsilon \searrow F$ as $\varepsilon \searrow 0$. On the other hand, $F_\varepsilon$ is well-defined and of class $C^\infty$. Furthermore, the function $y \mapsto F_\varepsilon(x + iy)$ is concave in $y \in X$ for any $x \in X$ by (2.4): here we use the fact that $F$ is locally integrable (see Remark 2.9) and the concavity of $y \mapsto F(x + iy)$ for any fixed $x \in X$. Therefore by Lemma 2.14, the function $x \mapsto F_\varepsilon(x + iy)$ is convex for any fixed $y \in X$; hence so is $F$, being the pointwise limit of $(F_\varepsilon)_{\varepsilon > 0}$ as $\varepsilon \to 0$.

Let us now show that $F > -\infty$. Assume that there exists $x_0, y_0 \in X$ such that $F(x_0 + iy_0) = -\infty$. Since the function $y \mapsto F(x_0 + iy)$ is concave, the set $A = \{ y \in X : F(x_0 + iy) > \infty \} \subset X$ is convex and open; moreover, $y_0 \notin A$, so $X \setminus A$ is of positive measure. Now fix $(x, y) \in X \times (X \setminus A)$. Notice that $F(x_0 + iy) = -\infty$. On the other hand $x \mapsto F(x + iy)$ is convex, so $F(x + iy) = -\infty$ as well (if a
convex function equals $-\infty$ in one point, it equals $-\infty$ on the whole $X$). Therefore $F = -\infty$ in the set $X \times (X \setminus A)$ of positive measure; hence $F \equiv -\infty$ by Remark 2.9, which leads to a contradiction.

Finally, note that $F < \infty$: we have $F \leq F_1$ with $F_1$ defined in (2.7). Therefore $F$ is continuous as a finite concave-convex function (see [48, Proposition 3.3] and [31, Corollary 4.5]). □

For further material on subharmonic and plurisubharmonic functions, we recommend the works [23, 27, 36, 46, 47].

2.7. **Meyer-Yoeurp decomposition.** Let $X$ be a Banach space and let $M$ be a local martingale with values in $X$. Then $M$ is called purely discontinuous if $[M]$ is a.s. a pure jump process (see [30, 32] for details). $M$ is said to have the Meyer-Yoeurp decomposition if there exist an $X$-valued continuous local martingale $M^c$ and an $X$-valued purely discontinuous local martingale $M^d$ such that $M^c = 0$ and $M = M^c + M^d$ a.s. It was shown by Meyer in [38] and by Yoeurp in [57] that any real-valued martingale has the Meyer-Yoeurp decomposition. Later in [56] it was shown that any $X$-valued local martingale has the Meyer-Yoeurp decomposition if and only if $X$ has the UMD property. See [30, 32, 55] for further details.

The following result shows the connection between the Meyer-Yoeurp decomposition and the weak differential subordination.

**Proposition 2.14.** Let $X$ be a Banach space and let $M, N$ be local $X$-valued martingales possessing the Meyer-Yoeurp decompositions $M = M^c + M^d$, $N = N^c + N^d$. Then $N \ll M$ if and only if $N^c \ll M^c$ and $N^d \ll M^d$. Moreover, if $M$ and $N$ are orthogonal, then $M^c$ and $N^c$, $M^d$ and $N^d$ are pairwise orthogonal.

**Proof.** The first part can be found in [57] (see also [52, Lemma 1]). Due to Remark 2.9 we know that $N^d = 0$, so it is sufficient to show that $M^c$ and $N^c$ are orthogonal. The latter is equivalent to the fact that $(M^c, x^*)$ and $(N^c, x^*)$ are orthogonal for any $x^* \in X^*$, which holds true by [4, Lemma 1]. □

3. **Main theorem**

Having introduced all the necessary notions, we turn to the study of our new results. For given two nonnegative and continuous functions $\Phi, \Psi : X \to \mathbb{R}_+$, we define the associated ‘$\Phi, \Psi$-norm’ of $\mathcal{H}_X^T$ by the formula

$$|\mathcal{H}_X^T|_{\Phi, \Psi} := \inf \left\{ c \in [0, \infty] : \int_T \Psi(\mathcal{H}_X^T f(s)) \, ds \leq c \int_T \Phi(f(s)) \, ds \right\}$$

for all step functions $f : T \to X$.

Notice that if $\Psi \equiv 0$, then $|\mathcal{H}_X^T|_{\Phi, \Psi} = 0$, and if $\Phi \equiv 0$, then $|\mathcal{H}_X^T|_{\Phi, \Psi} \in \{0, +\infty\}$. Throughout the paper we exclude these trivial cases: we will assume that both $\Phi$ and $\Psi$ are not identically zero. Furthermore, for any $1 < p < \infty$, we will denote the $L^p$-norm of $\mathcal{H}_X^T$ by $h_{p,X}$ (in the language of $\Phi, \Psi$-norms, we have $h_{p,X} = |\mathcal{H}_X^T|_{\Phi, \Psi}$ with $\Phi(x) = \Psi(x) = ||x||^p$).

The following theorem is the main result of this section.
Theorem 3.1. Let $X$ be a Banach space with a separable dual and let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous convex functions such that $\Psi(0) = 0$ and $|\mathcal{H}_X^p|_{\Phi, \Psi} < \infty$. Let $M, N$ be two orthogonal $X$-valued local martingales such that $N \lesssim M$. Then

$$
\mathbb{E}\Psi(N_t) \leq C_{\phi, \psi} X \mathbb{E}\Phi(M_t), \quad t \geq 0,
$$

and the least admissible $C_{\phi, \psi} X$ equals $|\mathcal{H}_X^p|_{\Phi, \Psi}$.

The idea behind the proof of (3.1) can be roughly described as follows. First, we will show that the condition $|\mathcal{H}_X^p|_{\Phi, \Psi} < \infty$ (i.e., the validity of a $\Phi, \Psi$-estimate for the periodic Hilbert transform) implies the existence of a certain special function.

Corollary 3.3. Let $X$ be a separable Banach space and let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous convex functions such that $\Psi(0) = 0$ and $|\mathcal{H}_X^p|_{\Phi, \Psi} < \infty$. Then there exists a plurisubharmonic function $U_{\phi, \psi} : X + iX \to \mathbb{R}$ such that $U_{\phi, \psi}(x) \geq 0$ for all $x \in X$ and

$$
U_{\phi, \psi}(x + iy) \leq |\mathcal{H}_X^p|_{\Phi, \Psi} \Phi(x) - \Psi(y), \quad x, y \in X.
$$

Moreover, if $\Phi$ is convex, then $y \mapsto U_{\phi, \psi}(x + iy)$ is concave in $y \in X$ for all $x \in X$.

Proof (sketch). We repeat the reasoning presented in [26, Theorem 2.3] (the separability of $X$ is a key part of the construction $U_{\phi, \Psi}$). The last property follows from the construction of $U_{\phi, \psi}$, the fact that $y \mapsto |\mathcal{H}_X^p|_{\Phi, \Psi} \Phi(x) - \Psi(y)$ is a concave function in $y \in X$, and the fact that a minimum of concave functions is a concave function as well. □

Theorem 3.2. Let $X$ be a separable Banach space and let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous convex functions such that $\Psi(0) = 0$ and $|\mathcal{H}_X^p|_{\Phi, \Psi} < \infty$. Then there exists a plurisubharmonic function $U_{\phi, \psi} : X + iX \to \mathbb{R}$ such that $U_{\phi, \psi}(x) \geq 0$ for all $x \in X$ and

$$
U_{\phi, \psi}(x + iy) \leq |\mathcal{H}_X^p|_{\Phi, \Psi} \Phi(x) - \Psi(y), \quad x, y \in X.
$$

Moreover, if $\Phi$ is convex, then $y \mapsto U_{\phi, \psi}(x + iy)$ is concave in $y \in X$ for all $x \in X$.

Proof (sketch). We repeat the reasoning presented in [26, Theorem 2.3] (the separability of $X$ is a key part of the construction $U_{\phi, \Psi}$). The last property follows from the construction of $U_{\phi, \psi}$, the fact that $y \mapsto |\mathcal{H}_X^p|_{\Phi, \Psi} \Phi(x) - \Psi(y)$ is a concave function in $y \in X$, and the fact that a minimum of concave functions is a concave function as well. □

Corollary 3.3. Let $X$ be a Banach space, $1 < p < \infty$. Then $X$ is a UMD Banach space if and only if there exists a plurisubharmonic function $U_{p, X} : X + iX \to \mathbb{R}$ such that $U_{p, X}(x) \geq 0$ for all $x \in X$ and

$$
U_{p, X}(x + iy) \leq h_{p, X}^p \|x\|^p - \|y\|^p, \quad x, y \in X.
$$

Moreover, if this is the case, then $y \mapsto U_{p, X}(x + iy)$ is concave in $y \in X$ for all $x \in X$.

Proof. It is sufficient to take $\Phi(x) = \Psi(x) = \|x\|^p$, $x \in X$, and apply Theorem 3.2 and the fact that $h_{p, X} < \infty$ if and only if $X$ is a UMD Banach space (see [2, 3]). □
Lemma 3.4. Let $X$ be a Banach space, let $M$ be an $X$-valued local martingale and let $(\tau_n)_{n \geq 1}$ be a sequence of stopping times increasing to infinity almost surely. Let $\Phi : X \to \mathbb{R}_+$ be a convex function such that $\mathbb{E} \Phi(M_t) < \infty$ for some $t \geq 0$. Then $\mathbb{E} \Phi(M_{t \wedge \tau_n}) \nearrow \mathbb{E} \Phi(M_t)$ as $n \to \infty$.

Proof. Notice that $(\mathbb{E} \Phi(M_{t \wedge \tau_n}))_{n \geq 1}$ is an increasing sequence which is less then $\mathbb{E} \Phi(M_t)$ by the conditional Jensen’s inequality, [32, Theorem 7.12], and [32, Lemma 7.1(iii)]. On the other hand $\Phi(M_{t \wedge \tau_n}) \to \Phi(M_t)$ a.s. since $\tau_n \to \infty$ as $n \to \infty$. It suffices to apply Fatou’s lemma to get the assertion. \hfill \qed

The next statement contains the proof of a structural property of orthogonal martingales. We need an additional notion. A linear operator $T$ acting on a Hilbert space $H$ is called skew-symmetric (or antisymmetric) if $(Th, h) = 0$ for all $h \in H$.

Proposition 3.5. Let $d \geq 1$, $W$ be a $d$-dimensional standard Brownian motion, let $X$ be a finite-dimensional Banach space and let $\phi, \psi : \mathbb{R}_+ \times \Omega \to \mathcal{L}(\mathbb{R}^d, X)$ be progressively measurable processes such that $M := \phi \cdot W$ and $N := \psi \cdot W$ are well-defined orthogonal martingales. Assume further that $N \ll M$. Then there exists an operator-valued progressively-measurable process $A : \mathbb{R}_+ \times \Omega \to \mathcal{L}(\mathbb{R}^d)$ such that $\|A\| \leq 1$, $\psi^* = A\phi^*$ a.s. on $\mathbb{R}_+ \times \Omega$, and $P_{\text{Ran}(\phi^*)}(s, \omega)A(s, \omega)$ is skew-symmetric for all $s \geq 0$ and $\omega \in \Omega$, where $P_{\text{Ran}(\phi^*)} \in \mathcal{L}(\mathbb{R}^d)$ is the orthoprojection on $\text{Ran}(\phi^*)$.

Proof. Let $(x_n^*)_{n \geq 1}$ be a dense sequence in $X^*$. Then by the orthogonality of $M$, $N$ and the condition $N \ll M$, we have

\[ \|\psi^*(t, \omega)x_n^*\| \leq \|\phi^*(t, \omega)x_n^*\|, \]

\[ \langle \psi^*(t, \omega)x_n^*, \phi^*(t, \omega)x_n^* \rangle = 0 \]

for almost all $\omega \in \Omega$, all $t \in \mathbb{R}_+$ and all $n \geq 1$. Hence by the density argument, for any $x^* \in X^*$, almost all $\omega \in \Omega$ and all $t \in \mathbb{R}_+$,

\[ \|\psi^*(t, \omega)x^*\| \leq \|\phi^*(t, \omega)x^*\|, \]

\[ \langle \psi^*(t, \omega)x^*, \phi^*(t, \omega)x^* \rangle = 0. \]

Fix $t \in \mathbb{R}_+$ and $\omega \in \Omega$ such that (3.2) and (3.3) hold for any $x^* \in X^*$. Define $A(t, \omega) : H \to H$ in the following way (we omit $(t, \omega)$ for the convenience of the reader):

\[ A_h := \begin{cases} \psi^*x^*, & \text{if } \exists x^* \in X^* \text{ such that } h = \phi^*x^*; \\ 0, & \text{if } h \perp \text{Ran}(\phi^*). \end{cases} \]

Then $A$ is well-defined since if $h = \phi^*(t, \omega)x_1^* = \phi^*(t, \omega)x_2^*$ for some different $x_1^*, x_2^* \in X^*$, then by (3.2),

\[ \|\psi^*(t, \omega)x_1^* - \psi^*(t, \omega)x_2^*\| = \|\psi^*(t, \omega)(x_1^* - x_2^*)\| \leq \|\phi^*(t, \omega)(x_1^* - x_2^*)\| = \|\phi^*(t, \omega)x_1^* - \phi^*(t, \omega)x_2^*\| = \|h - h\| = 0. \]

Moreover, $A$ is linear on both Ran$(\phi^*)$ and $(\text{Ran}(\phi^*))^\perp$, so it can be extended to a linear operator $A \in \mathcal{L}(H)$. Notice that then we have $\psi^* = A\phi^*$. Furthermore, the conditions (3.2) and (3.3) imply that $\|A\| \leq 1$, while (3.3) and (3.4) give that $P_{\text{Ran}(\phi^*)}A$ is skew-symmetric ($P_{\text{Ran}(\phi^*)}$ being the orthoprojection on $\text{Ran}(\phi^*)$). \hfill \qed

In our later considerations, we will also need the following technical result.
Proposition 3.6. Let $X$ be a finite-dimensional Banach space and let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous functions such that $\Psi$ is convex, $\Psi(0) = 0$ and $|\mathcal{H}_X^p|_{\Phi, \Psi} < \infty$. Let $U_{\Phi, \Psi} : X + iX \to \mathbb{R}$ be the special function from Theorem 3.2. Assume additionally that $U_{\Phi, \Psi}$ is twice differentiable. Then for any $x, y \in X$, $z_0 \in X + iX$ and any $\lambda \in [-1, 1]$ we have

\[
\frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} + 2\lambda \left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x \partial y} - \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y \partial x} \right) + \lambda^2 \left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} \right) \geq 0.
\]

(3.5)

Proof. Notice that the function

\[
\lambda \mapsto \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} + 2\lambda \left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x \partial y} - \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y \partial x} \right) + \lambda^2 \left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} \right)
\]

is concave due to the fact that $\frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2}, \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} \leq 0$ by the last part of Theorem 3.2. Therefore it is sufficient to show (3.5) for $\lambda = 1$ and $\lambda = -1$. We will consider the first possibility only, the second can be handled analogously. We have

\[
\frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} + 2\left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x \partial y} - \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y \partial x} \right) + \lambda^2 \left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} \right)
\]

\[
= \frac{\partial^2 U_{\Phi, \Psi}(z_0 + t(x + iy))}{\partial t^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0 + t(y - ix))}{\partial t^2}
\]

\[
= \Delta z U_{\Phi, \Psi}(z_0 + z(y - ix)) \geq 0,
\]

since $U_{\Phi, \Psi}$ is plurisubharmonic (here $\Delta z$ is the Laplace operator acting with respect to the $z$-variable). \qed

Corollary 3.7. Under the assumptions of the previous Proposition, for any $x, y \in X$, $z_0 \in X + iX$, $\lambda \in [-1, 1]$ and any $\mu \in [-|\lambda|, |\lambda|]$ we have

\[
\frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} + 2\mu \left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x \partial y} - \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y \partial x} \right) + \lambda^2 \left( \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial x^2} + \frac{\partial^2 U_{\Phi, \Psi}(z_0)}{\partial y^2} \right) \geq 0.
\]

(3.6)

Proof. The left-hand side of (3.6) is linear in $\mu$, so it is sufficient to check the estimate for $\mu = \pm \lambda$. \qed

The following lemma can be found in [5].

Lemma 3.8. Let $d$ be a natural number, $E$ be a $d$-dimensional linear space. Let $V : E \times E \to \mathbb{R}$ and $W : E^* \times E^* \to \mathbb{R}$ be two bilinear functions. Then the expression

\[
\sum_{n,m=1}^d V(e_n, e_m)W(e^*_n, e^*_m)
\]
does not depend on the choice of basis \((e_n)^d_{n=1}\) of \(E\) (here \((e^*_n)_{n=1}^d\) is the corresponding dual basis of \((e_n)^d_{n=1}\)).

**Corollary 3.9.** Let \(d\) be a natural number, \(E\) be a \(d\)-dimensional linear space. Let \(V: E \times E \to \mathbb{R}\) and \(W_1, W_2: E^* \times E^* \to \mathbb{R}\) be bilinear functions. Assume additionally that \(V\) is symmetric nonnegative (i.e. \(V(x, x) \geq 0\) for all \(x \in E\)) and that \(W_1(x^*, x^*) \leq W_2(x^*, x^*)\) for all \(x^* \in X^*\). Then

\[
\sum_{n,m=1}^d V(e_n, e_m)W_1(e^*_n, e^*_m) \leq \sum_{n,m=1}^d V(e_n, e_m)W_2(e^*_n, e^*_m)
\]

for any basis \((e_n)^d_{n=1}\) of \(E\) (here \((e^*_n)_{n=1}^d\) is the corresponding dual basis of \((e_n)^d_{n=1}\)).

**Proof.** Since \(V\) is symmetric and nonnegative it defines an inner product on \(E \times E\). Let \((\tilde{e}_n)^d_{n=1}\) be an orthogonal basis of \(E\) under the inner product \(V\) (i.e. \(V(\tilde{e}_n, \tilde{e}_m) = 0\) for all \(n \neq m\), and \(V(\tilde{e}_n, \tilde{e}_n) \geq 0\) for all \(n = 1, \ldots, d\)). Then we have that

\[
\sum_{n,m=1}^d V(\tilde{e}_n, \tilde{e}_m)W_1(\tilde{e}^*_n, \tilde{e}^*_m) = \sum_{n=1}^d V(\tilde{e}_n, \tilde{e}_n)W_1(\tilde{e}^*_n, \tilde{e}^*_n) \leq \sum_{n,m=1}^d V(\tilde{e}_n, \tilde{e}_m)W_2(\tilde{e}^*_n, \tilde{e}^*_m) = \sum_{n=1}^d V(\tilde{e}_n, \tilde{e}_n)W_2(\tilde{e}^*_n, \tilde{e}^*_n),
\]

where \((\tilde{e}^*_n)^d_{n=1}\) is the corresponding dual basis of \((\tilde{e}_n)^d_{n=1}\). Consequently, the desired follows from (3.7) and Lemma 3.8. \(\Box\)

The next few statements aim at establishing an appropriate “localization” procedure: we will prove how to deduce the general, possibly infinite-dimensional context from its finite-dimensional counterpart. We need some additional notation. Let \(X\) be a Banach space with a dual \(X^*\), \(Y \subset X^*\) be a linear subspace. Let \(P: Y \to X^*\) be the continuous embedding operator. Then \(P^*\) is a well-defined bounded linear operator from \(X^{**}\) to \(Y^* := Y^*\) such that \(\text{Ran}(P^*) = Y^*\). Moreover, if \(Y\) is finite-dimensional, then \(\text{Ran}(P^*|_X) = Y^*\), where \(P^*|_X: X \to Y^*\) is a well-defined restriction of \(P^*\) on \(X\) due to the natural embedding \(X \hookrightarrow X^{**}\). For any function \(\phi: X \to \mathbb{R}_+\), we can define \(\phi_Y: Y \to \mathbb{R}_+\) by the formula

\[
\phi_Y(\tilde{x}) = \inf \{ \phi(x) : x \in X, P^*x = \tilde{x}\}, \quad \tilde{x} \in Y^*.
\]

**Lemma 3.10.** Let \(X\) be a Banach space with a dual \(X^*\) and let \(Y \subset X^*\) be a linear subspace. Let \(\phi: X \to \mathbb{R}_+\) be a convex function. Then \(\phi_Y: Y \to \mathbb{R}_+\) defined by (3.8) is convex and we have \(\phi_Y(P^*x) \leq \phi(x)\) for all \(x \in X\).

**Proof.** Fix \(\tilde{x}_1, \tilde{x}_2 \in Y^*\), \(\lambda \in [0, 1]\) and set \(\tilde{x} = \lambda \tilde{x}_1 + (1 - \lambda) \tilde{x}_2\). Then

\[
\phi_Y(\tilde{x}) = \inf_{\tilde{x} \in X^*} \phi(x) = \inf_{x_1 \in X, P^*x_1 = \tilde{x}_1, x_2 \in X, P^*x_2 = \tilde{x}_2} \phi(\lambda x_1 + (1 - \lambda) x_2) \leq \inf_{x_1 \in X, P^*x_1 = \tilde{x}_1, x_2 \in X, P^*x_2 = \tilde{x}_2} \lambda \phi(x_1) + (1 - \lambda) \phi(x_2) = \lambda \inf_{x_1 \in X, P^*x_1 = \tilde{x}_1} \phi(x_1) + (1 - \lambda) \inf_{x_2 \in X, P^*x_2 = \tilde{x}_2} \phi(x_2) = \lambda \phi_Y(\tilde{x}_1) + (1 - \lambda) \phi_Y(\tilde{x}_2),
\]

so \(\phi_Y\) is convex. The last part of the lemma follows from the definition of \(\phi_Y\). \(\Box\)
Lemma 3.11. Let $X$ be a separable Banach space, $\phi : X \to \mathbb{R}_+$ be convex lower semi-continuous. Then there exists an increasing sequence of finite-dimensional subspaces $(Y_n)_{n \geq 1}$ of $X^*$ such that the following holds. If $P_n : Y_n \to X^*$ is the corresponding embedding for each $n \geq 1$ and $\phi_n : Y_n^* \to \mathbb{R}_+$ satisfies

$$
\phi_n(\tilde{x}) = \inf \{ \phi(x) : x \in X, P_n^* x = \tilde{x} \}, \quad \tilde{x} \in Y_n^*,
$$

then for each $x \in X$ the sequence $(\phi_n(P_n^* x))_{n \geq 1}$ increases to $\phi(x)$ as $n \to \infty$.

Proof. By Lemma 1.2.10 there exist a sequence $(x_n^*)_{n \geq 1}$ in $X^*$ and a sequence $(a_n)_{n \geq 1}$ of real numbers such that

$$
\phi(x) = \sup_n \langle x, x_n^* \rangle + a_n, \quad x \in X.
$$

Let $Y_n := \text{span}(x_1^*, \ldots, x_n^*)$ for each $n \geq 1$. Fix $x \in X$. First notice that $\phi_n(P_n^* x) \leq \phi(x)$ by Lemma 3.10. Moreover, $\phi_n(P_n^* x) \leq \phi_{n+1}(P_{n+1}^* x)$ for each $n \geq 1$ since $Y_n \subset Y_{n+1}$ (see (3.9)). Fix $n \geq 1$. Then for any $y \in X$ such that $P_n^* x = P_n^* y$ we have $\langle x, x_k^* \rangle = \langle y, x_k^* \rangle$ for any $k = 1, \ldots, n$, so by (3.10),

$$
\phi_n(P_n^* x) = \inf \{ \phi( y) : y \in X, P_n^* y = P_n^* x \}
\geq \inf \{ \sup_{1 \leq k \leq n} \langle y, x_k^* \rangle + a_k : y \in X, P_n^* y = P_n^* x \}
= \inf \{ \sup_{1 \leq k \leq n} \langle x, x_k^* \rangle + a_k : y \in X, P_n^* y = P_n^* x \}
= \sup_{1 \leq k \leq n} \langle x, x_k^* \rangle + a_k.
$$

Since the latter expression tends to $\phi(x)$ as $n \to \infty$, we obtain the desired monotone convergence $\phi_n(P_n^* x) \uparrow \phi(x)$.

\[ \square \]

Proposition 3.12. Let $X$ be a Banach space with a dual $X^*$ and let $Y \subset X^*$ be a finite-dimensional linear subspace. Assume further that $\Phi, \Psi : X \to \mathbb{R}_+$ are convex continuous functions and let $\Phi_Y, \Psi_Y : X_Y \to \mathbb{R}_+$ be defined by (3.8). Then

$$
|\mathcal{H}_{X^*}^2|_{\Phi, \Psi_Y} \leq |\mathcal{H}_{X^*}^2|_{\Phi, \Psi}.
$$

Proof. Recall that

$$
|\mathcal{H}_{X^*}^2|_{\Phi, \Psi_Y} = \sup_{f \in F_{X_Y}^{\text{step}}} \frac{\int_{\mathbb{T}} \Psi_Y(\mathcal{H}_{X_Y}^2 f) \, d\mu}{\int_{\mathbb{T}} \Phi_Y(f) \, d\mu},
$$

where $\mu$ is the Lebesgue measure on $\mathbb{T}$. Fix $f \in F_{X_Y}^{\text{step}}$ and $\varepsilon > 0$. Let $(\tilde{x}_n)_{n=1}^N \subset X_Y$ be the range of $f$. For each $n = 1, \ldots, N$ we define $x_n \in X$ to be such that $P^* x_n = \tilde{x}_n$ and $\Phi(x_n) \leq (1 + \varepsilon) \Phi_Y(\tilde{x}_n)$ (existence of such $x_n$ follows from the fact that $\text{Ran}(P^*) = X_Y$; we define $g : \mathbb{T} \to X$ to be such that $f(s) = \tilde{x}_n$ if and only if $g(s) = x_n$, $s \in \mathbb{T}$). Then $\Phi_Y(f) = \Phi_Y(P^* g)$ and $\Psi_Y(\mathcal{H}_{X_Y}^2 f) = \Psi_Y(\mathcal{H}_{X_Y}^2 P^* g) = \Psi_Y(P^* \mathcal{H}_{X_Y}^2 g)$ for any $s \in \mathbb{T}$ by the definition of the Hilbert transform on the torus. Therefore

$$
\frac{\int_{\mathbb{T}} \Psi_Y(\mathcal{H}_{X_Y}^2 f) \, d\mu}{\int_{\mathbb{T}} \Phi_Y(f) \, d\mu} \leq \frac{\int_{\mathbb{T}} \Psi_Y(\mathcal{H}_{X_Y}^2 P^* g) \, d\mu}{\int_{\mathbb{T}} \Phi_Y(P^* g) \, d\mu}
\leq (1 + \varepsilon) \frac{\int_{\mathbb{T}} \Psi_Y(\mathcal{H}_{X_Y}^2 g) \, d\mu}{\int_{\mathbb{T}} \Phi(Y) \, d\mu}
\leq (1 + \varepsilon)|\mathcal{H}_{X_Y}^2|_{\Phi, \Psi_Y}.
$$
where (*) follows from the fact that $\Phi(g(s)) \leq (1+\varepsilon)\Phi_Y(f(s))$ for any $s \in \mathbb{T}$ and from the fact that $\Psi_Y(P^\ast \cdot) \leq \Psi(\cdot)$ on $X$, while (***) follows from the definition of $|H_X|_{\Phi,\Psi}$. Since $f \in F^{\text{step}}_{\mathcal{X}_V}$ and $\varepsilon > 0$ were arbitrary, the claim follows. \hfill $\square$

The final ingredient is the following well-known statement from the theory of stochastic integration.

**Lemma 3.13.** Let $d \geq 1$ and let $M$ be a martingale with values in $\mathbb{R}^d$ satisfying the condition $\mathbb{E}M_n^\ast < \infty$. Let $V : \mathbb{R}_+ \times \Omega \to \mathbb{R}^d$ be a predictable and bounded process. Then $V \cdot M := \int (V, \, dM)$ is a well-defined martingale and $\mathbb{E}(V \cdot M)^\ast_\infty < \infty$.

Equipped with the above statements, we are ready for the study of our main result. We should point out that the main difficulty lies in proving the inequality \eqref{eq:3.1} for finite-dimensional Banach spaces. The novelty in comparison to other results from the literature is that we work under slightly different condition of weak differential subordination and orthogonality; therefore, though at some places the arguments might look similar to, for instance, those appearing in \cite{3}, there is no apparent connection between them.

**Proof of \eqref{eq:3.1} for finite-dimensional $X$.** We split the reasoning into several intermediate parts.

**Step 1. Some reductions.** First assume that the function $U_{\Phi,\Psi}$ (defined in Theorem \ref{thm:3.2}) is continuous and twice differentiable. Since $N$ has continuous paths almost surely, we may assume that $N$ is a bounded martingale: this is due to a simple stopping time argument combined with Lemma \ref{lem:3.4}. Moreover, we may assume that $\mathbb{E}\Phi(M_t) < \infty$, since otherwise there is nothing to prove. Let $d$ be the dimension of $X$. Then analogously to \cite[Section 4]{55} we can find a continuous time-change $\tau = (\tau_s)_{s \geq 0}$ and redefine $M := M \circ \tau$ and $N := N \circ \tau$, so that the following holds. For some $2d$-dimensional standard Brownian motion $W$ on an extended probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ equipped with an extended filtration $\tilde{\mathbb{F}} = (\tilde{\mathcal{F}}_t)_{t \geq 0}$, there exist progressively measurable processes $\phi, \psi : \mathbb{R}_+ \times \tilde{\Omega} \to \mathcal{L}(\mathbb{R}^{2d},X)$ such that $M^c = \phi \cdot W$ and $N = \psi \cdot W$, where $M = M^c + M^d$ is the Meyer-Youep decomposition of $M$ (see \cite{52, 53, 54}). In addition, the arguments in \cite[Section 4]{55} also yield the identities $[M \circ \tau] = [M] \circ \tau$, $[N \circ \tau] = [N] \circ \tau$ and $[M \circ \tau, N \circ \tau] = [M, N] \circ \tau$, so the weak differential subordination and orthogonality are not ruined under the time-change.

Now, for each $n \geq 1$, introduce the stopping time
$$\sigma_n := \inf \{t \geq 0 : M_t > n \}.$$ By Lemma \ref{lem:3.4} it is sufficient to show that
$$\mathbb{E}\Psi(N_{t \wedge \sigma_n}) \leq |H^\ast_X|_{\Phi,\Psi} \mathbb{E}\Phi(M_{t \wedge \sigma_n})$$
for any $n \geq 1$. Actually, passing to $M/n, N/n$, we see that it is enough to show the above estimate for $n = 1$. For the sake of notational convenience, we redefine $M := M^{\sigma_1}$ and $N := N^{\sigma_1}$ and observe that it suffices to show $\mathbb{E}U_{\Phi,\Psi}(M_t + iN_t) \geq 0$, since then \eqref{eq:3.12} follows at once from the majorization property of $U_{\Phi,\Psi}$.

**Step 2. Application of Itô’s formula.** Let $(e_n)_{n=1}^d$ be a basis of $X$, and $(e_n^*)_{n=1}^d$ be the corresponding dual basis. Then by the Itô formula \eqref{eq:2.3}, we get
$$\mathbb{E}U_{\Phi,\Psi}(M_t + iN_t) = \mathbb{E}U_{\Phi,\Psi}(M_0 + iN_0) + \mathbb{E} \int_0^t \langle \partial_x U_{\Phi,\Psi}(M_{s-} + iN_{s-}), dM_s \rangle$$
easy to see that

\[ (3.13) \]

\[ \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-), dM_s \rangle + E \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-), dN_s \rangle \]

where \( \partial_{x} U_{\Phi,\Psi}(\cdot), \partial_{x} U_{\Phi,\Psi}(\cdot) \in X^* \) are the corresponding Fréchet derivatives of \( U_{\Phi,\Psi} \) in the real and the imaginary subspaces of \( X + iX \) respectively,

\[ I_1 = \sum_{0 \leq s \leq t} \{ \Delta U_{\Phi,\Psi}(M_s + iN_s) - \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_{s^-}), \Delta M_s \rangle \} \]

and

\[ I_2 = \frac{1}{2} \int_0^t \sum_{i,j=1}^d \frac{\partial^2 U_{\Phi,\Psi}(M_{s^-} + iN_{s^-})}{\partial e_i \partial e_j} \langle (M^c, e_i^c), (M^c, e_j^c) \rangle ds \]

Step 3. Analysis of the terms on the right of (3.13). Let us first show that

\[ E \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-), dM_s \rangle = \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-), dN_s \rangle \]

exists and equals zero. First notice that since \( M = M^c \), the variable \( M_{s^-} \) is bounded by 1 for any \( 0 \leq s \leq \sigma_1 \). Furthermore, as we have assumed above, the process \( N \) is also bounded. Since \( U_{\Phi,\Psi} \) is twice differentiable, both \( \partial_{x} U_{\Phi,\Psi}(\cdot) \) and \( \partial_{x} U_{\Phi,\Psi}(\cdot) \) are continuous functions, so \( s \mapsto \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_{s^-}) \) and \( s \mapsto \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_{s^-}) \) define bounded processes on \( 0 \leq s \leq \sigma_1 \). Furthermore, it is easy to see that

\[ EM^*_s = EM^*_{t \wedge \sigma_1} \leq E \| M_{t \wedge \sigma_1} \| + 1 \leq E \| M_t \| + 1 < \infty, \]

and hence by Lemma 3.13

\[ t \mapsto \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-)1_{s \in [0,\sigma_1]}, dM_s \rangle, \quad t \geq 0, \]

\[ t \mapsto \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-)1_{s \in [0,\sigma_1]}, dN_s \rangle, \quad t \geq 0, \]

define martingales. Moreover, with probability 1,

\[ \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-)1_{s \in [0,\sigma_1]}, dM_s \rangle = \int_0^t \langle \partial_{x} U_{\Phi,\Psi}(M_{s^-} + iN_s^-), dM_s \rangle, \]
\[
\int_0^d (\partial_x U_\phi(M_{s-} + iN_{s-})1_{s\in[0,\sigma]}), \ dN_s) = \int_0^d (\partial_x U_\phi(M_{s-} + iN_{s-}), \ dN_s),
\]

since \( M = M^* \) and \( N = N^* \), and consequently the expectations of the above integrals vanish. Let us now show that \( I_1, I_2 \geq 0 \) almost surely. For the first term, the argument is simple: by (2.6), each summand in \( I_1 \) is nonnegative. The analysis of \( I_2 \) is slightly more complex. By Proposition 2.14, we get that

\[
(3.15) \quad \Phi = 1 + 2 \sum_{i,j=1}^d \frac{\partial^2 U_\phi(M_{s-} + iN_{s-})}{\partial e_i \partial e_j} (\phi^*(s)e_i^*, \phi^*(s)e_j^*) \ ds
\]

By the spectral theory of skew-symmetric matrices (see e.g. [58, Corollary 2]), there exist \( L \geq 0 \), positive numbers \( \lambda_n \) and an orthonormal basis \( (h_n)_{n=1}^{2d} \) of \( \mathbb{R}^{2d} \) such that \( P_{\text{Ran}(\phi^*)} A h_{2n-1} = \lambda_n h_{2n} \) and \( P_{\text{Ran}(\phi^*)} A h_{2n} = -\lambda_n h_{2n-1} \) for all \( n = 1, \ldots, L \), and \( P_{\text{Ran}(\phi^*)} A h_n = 0 \) for all \( 2L < n \leq d \). Moreover, the condition \( \|A\| \leq 1 \) implies that \( |\lambda_1|, \ldots, |\lambda_L| \leq 1 \), and since \( \text{Ran}(\phi^*)^\perp \) is a zero eigenspace of \( P_{\text{Ran}(\phi^*)} A \) (see the construction of \( A \) in the proof of Proposition 3.3), we conclude that \( h_n \in \text{Ran}(\phi^*) \) for \( n = 1, 2, \ldots, 2L \). By a usual orthogonalization procedure, we may assume that there exists \( K \geq 2L \) such that \( h_n \in \text{Ran}(\phi^*) \) for \( 2L < n \leq K \) and \( h_n \perp \text{Ran}(\phi^*) \) for \( K < n \leq 2d \) (then \( K \) is the dimension of \( \text{Ran}(\phi^*) \)). Notice that \( X^* \) is \( d \)-dimensional, so \( \text{Ran}(\phi^*) \) is at most \( d \)-dimensional and hence obviously \( K \leq d \). Due to Lemma 3.3, the expression (3.15) does not depend on the basis \( (e_n)_{n=1}^d \) (and the corresponding dual basis \( (e_n^*)_{n=1}^d \)), so we can choose a basis \( (e_n^*)_{n=1}^d \) such that \( \phi^* e_n^* = h_n \) for all \( n = 1, \ldots, K \) and \( \phi^* e_n^* = 0 \) for all \( K < n \leq d \) (such a basis exists since \( \text{span}\{h_1, \ldots, h_K\} = \text{Ran}(\phi^*) \)). Then (3.15) becomes

\[
(3.16) \quad \sum_{i,j=1}^K \frac{\partial^2 U_\phi(M_{s-} + iN_{s-})}{\partial e_i \partial e_j} (h_i, h_j) + \sum_{i,j=1}^K \frac{\partial^2 U_\phi(M_{s-} + iN_{s-})}{\partial e_i \partial e_j} (\phi^* e_i^*, \phi^* e_j^*)
\]

\[
\quad + 2 \sum_{i,j=1}^K \frac{\partial^2 U_\phi(M_{s-} + iN_{s-})}{\partial e_i \partial e_j} \langle h_i, P_{\text{Ran}(\phi^*)} A h_j \rangle \geq 0
\]

(The second sum is up to \( K \) due to the fact that \( \phi^* x^* = 0 \) implies \( \psi^* x^* = 0 \) for any \( x^* \in X^* \), see [3.2]). Notice that the bilinear form \( V : X \times X \to \mathbb{R} \) defined by

\[
V(x, y) := -\frac{\partial^2 U_\phi(M_{s-} + iN_{s-})}{\partial x \partial y}, \quad x, y \in X,
\]
is nonnegative by Theorem 3.2 and symmetric by the definition. Moreover, by (3.2),
\[
\langle \psi^* x^*, \psi^* x^* \rangle = \| \psi^* x^* \|^2 \leq \| \phi^* x^* \|^2 = \langle \phi^* x^*, \phi^* x^* \rangle, \quad \text{for } x^* \in X^*.
\]
Therefore Corollary 3.9 yields
\[
\sum_{i,j=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_j} \langle \psi^* e_i^*, \psi^* e_j^* \rangle \geq \sum_{i,j=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_j} \langle \phi^* e_i^*, \phi^* e_j^* \rangle
\]
\[
= \sum_{i,j=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_j} \langle h_i, h_j \rangle,
\]
so (3.10) is not less than
\[
\sum_{i,j=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_j} \langle h_i, h_j \rangle + \sum_{i,j=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_j} \langle h_i, h_j \rangle
\]
\[
+ 2 \sum_{i,j=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_j} \langle h_i, P_{\text{Ran}(\Phi^t)} A h_j \rangle
\]
\[
= \sum_{i=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i} \langle h_i, h_i \rangle + \sum_{i=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i} \langle h_i, h_i \rangle
\]
\[
+ 2 \sum_{i,j=1}^{K} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_j} \langle h_i, P_{\text{Ran}(\Phi^t)} A h_j \rangle.
\]

The latter expression consists of two parts:
\[
\sum_{i=1}^{2L} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i} + \sum_{i=1}^{2L} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i}
\]
\[
+ 2 \sum_{n=1}^{L} \lambda_n \left( \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n-1} \partial e_{2n}} - \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n} \partial e_{2n-1}} \right)
\]
\[
= \sum_{n=1}^{L} \left\{ \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n-1} \partial e_{2n}} + \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n} \partial e_{2n}}
\]
\[
+ 2 \lambda_n \left( \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n-1} \partial e_{2n}} - \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n} \partial e_{2n-1}} \right)
\]
\[
+ \left( \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n-1} \partial e_{2n}} + \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_{2n} \partial e_{2n}} \right) \right\}
\]
\[
(3.17)
\]
and
\[
\sum_{i=1}^{2L+1} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i} + \sum_{i=1}^{2L+1} \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i}
\]
\[
= \sum_{i=1}^{2L+1} \left( \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i} + \frac{\partial^2 U_{\Phi^t}(M_{s^*} + iN_{s^*})}{\partial e_i \partial e_i} \right).
\]
\[
(3.18)
\]
Now, the expression (3.17) is nonnegative by Corollary 3.7 and (3.18) is nonnegative by Remark 2.10. This gives \( I_2 \geq 0 \). Putting all the above facts together, we obtain
\[
\mathbb{E} U_{\Phi^t}(M_{i} + iN_{i}) \geq \mathbb{E} U_{\Phi^t}(M_{0} + iN_{0}).
\]
However, by Remark 2.9, we have \( N_0 = 0 \) almost surely, so Theorem 3.2 implies

\[
\mathbb{E} U_{\Phi, \Psi}(M_0 + iN_0) = \mathbb{E} U_{\Phi, \Psi}(M_0) \geq 0,
\]

which completes the proof.

Step 4. Now we assume that \( U_{\Phi, \Psi} \) is general (i.e., not necessarily twice integrable). We will use a standard mollification argument. Let \( \phi : X + iX \to \mathbb{R}_+ \) be a \( C^\infty \) radial function with compact support such that \( \int_{X + iX} \phi(s) \, ds = 1 \). For each \( \varepsilon > 0 \), define \( U^\varepsilon_{\Phi, \Psi} : X + iX \to \mathbb{R} \) via the convolution

\[
U^\varepsilon_{\Phi, \Psi}(x + iy) := \int_{X + iX} U_{\Phi, \Psi}(x + iy - \varepsilon s) \phi(s) \, ds, \quad x,y \in X.
\]

Then \( U^\varepsilon_{\Phi, \Psi} \) is of class \( C^\infty \) and for any \( x \in X \) we have

\[
(3.19) \quad U^\varepsilon_{\Phi, \Psi}(x) = \int_{X + iX} U_{\Phi, \Psi}(x - \varepsilon s) \phi(s) \, ds \geq U_{\Phi, \Psi}(x) \geq 0,
\]

since \( U_{\Phi, \Psi} \) is subharmonic (see Remark 2.9). Therefore, repeating the arguments from the above steps, we get

\[
(3.20) \quad \mathbb{E} \int_{X + iX} \left[ |\mathcal{H}^T_X|_{\Phi, \Psi} \Phi(M_t - \varepsilon r) - \Psi(N_t - \varepsilon u) \right] \phi(r + iu) \, ds \\
\geq \mathbb{E} U^\varepsilon_{\Phi, \Psi}(M_t + iN_t) \geq \mathbb{E} U^\varepsilon_{\Phi, \Psi}(M_0) \geq 0,
\]

where the latter bound follows from (3.19). Note that \( \Psi(N_t + \varepsilon u) \) is uniformly bounded (when \( r + iu \) runs over the support of \( \phi \)) and notice that for any \( x, \varepsilon \mapsto \frac{\Phi(x - \varepsilon) + \Phi(x + \varepsilon)}{2} \) is an increasing function of \( \varepsilon > 0 \). Furthermore, we have \( \phi(r + iu) = \phi(-r + iu) \geq 0 \) and hence

\[
\varepsilon \mapsto \int_{X + iX} \Phi(M_t - \varepsilon r) \phi(r + iu) \, d(r + iu) = \int_{X + iX} \frac{\Phi(M_t - \varepsilon r) + \Phi(M_t + \varepsilon r)}{2} \phi(r + iu) \, d(r + iu),
\]

decreases as \( \varepsilon \downarrow 0 \). Combining these observations with standard limiting theorems, we deduce the desired claim. \( \square \)

Now we prove our main result in full generality. Of course, we will exploit an appropriate limiting procedure, which enables us to deduce the claim from its finite-dimensional version just established above.

**Proof of (3.21) for infinite-dimensional \( X \).** We may assume that \( \mathbb{E} \Phi(M_t) < \infty \), since otherwise the claim is obvious. Suppose that \( (Y_n)_{n \geq 1} \) is a sequence of finite-dimensional subspaces of \( X^* \) such that \( Y_n \subset Y_{n+1} \) for any \( n \geq 1 \) and \( \bigcup_{n \geq 1} Y_n = X^* \). For each \( n \geq 1 \) define \( X_n := Y^*_n \), let \( P_n : Y_n \to X^* \) be the corresponding embedding operator and let \( P^*_n : X \to X_n \) be its adjoint (recall that \( X \) is reflexive). Finally, define \( \Phi_n, \Psi_n : X_n \to \mathbb{R}_+ \) by the formulae

\[
\Phi_n(x) = \inf \{ \Phi(x) : x \in X, P^*_n x = \tilde{x} \}, \quad \Psi_n(x) = \inf \{ \Psi(x) : x \in X, P^*_n x = \tilde{x} \},
\]

for \( \tilde{x} \in X_n \). In the light of Lemma 3.10 both \( \Phi_n \) and \( \Psi_n \) are convex functions. Moreover, by Proposition 3.12

\[
|\mathcal{H}^T_{X_n}|_{\Phi_n, \Psi_n} \leq |\mathcal{H}^T_X|_{\Phi, \Psi}.
\]

(3.22)
Let us show that the processes $P^*_n M$ and $P^*_n N$ are orthogonal for each $n \geq 1$. By the very definition, we must prove that for a fixed functional $x^* \in X^*_k$, the local martingales $\langle P^*_n M, x^* \rangle$ and $\langle P^*_n N, x^* \rangle$ are orthogonal. This follows at once from orthogonality of $M$, $N$ and the identities

\[(3.23) \quad \langle P^*_n M, x^* \rangle = \langle M, P^*_n x^* \rangle, \quad \langle P^*_n N, x^* \rangle = \langle N, P^*_n x^* \rangle.
\]

These identities also immediately give the weak differential subordination $P^*_n N \ll P^*_n M$, since $M$, $N$ enjoy this condition. Finally, observe that by Lemma 3.10 we have $\mathbb{E} \Phi_n (P^*_n M_t) \leq \mathbb{E} \Phi(M_t) < \infty$. Therefore, applying the finite-dimensional version of (3.1), we see that for each $n \geq 1$,

\[(3.24) \quad \mathbb{E} \Phi_n (P^*_n N_t) \leq |\mathcal{H}^n_X| \Phi_n \mathbb{E} \Phi_n (P^*_n M_t) \leq |\mathcal{H}^n_X| \Phi_n \mathbb{E} \Phi_n (P^*_n M_t),
\]

where the second passage is due to (3.22). Note that with probability 1 we have $\Phi_n (P^*_n M_t) \uparrow \Phi(M_t)$ and $\Phi_n (P^*_n N_t) \uparrow \Phi(N_t)$ monotonically as $n \to \infty$ by Lemma 3.11. This establishes the desired estimate, by Lebesgue’s monotone convergence theorem.

It remains to handle the sharpness of (3.1).

Proof of the estimate $|\mathcal{H}^T_X| \Phi \leq C_{\Phi, X}$. This follows immediately from the reasoning presented in Section 2.5: indeed, (3.1) implies the corresponding bound

\[
\int_T \Psi (\mathcal{H}^T_X f) dx \leq C_{\Phi, X} \int_T \Phi(f) dx
\]

for any step function $f : T \to X$.

Remark 3.14. It is easy to see that if $X$ is finite dimensional, then there is no need for $\Phi$ to be convex. The limiting argument presented in the above proof does not need this requirement. (The only place where the convexity of $\Phi$ is used is (3.21); we leave to the reader the question how to avoid this issue).

4. Applications

4.1. Hilbert transforms on $T$, $\mathbb{R}$, and $\mathbb{Z}$. Let $X$ be a Banach space and let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous functions. Let $(S, \Sigma, \mu)$ be a measure space, with $S$ equal to $T$, $\mathbb{R}$, or $\mathbb{Z}$. A function $f : S \to X$ is called a step function, if it is of the form

\[
f(t) = \sum_{k=1}^N x_k \mathbf{1}_{A_k}(t), \quad t \in S,
\]

where $N$ is finite, $x_k \in X$ and $A_k$ are intervals in $S$ of a finite measure.

Definition 4.1. The Hilbert transform $\mathcal{H}^T_X$ is a linear operator that maps a step function $f : \mathbb{R} \to X$ to the function

\[(4.1) \quad (\mathcal{H}^T_X f)(t) := \frac{1}{\pi} \text{p.v.} \int_{\mathbb{R}} \frac{f(s)}{t - s} ds, \quad t \in \mathbb{R}.
\]

The associated $\Phi, \Psi$-norms $|\mathcal{H}^T_X|_{\Phi, \Psi}$ are given by a formula similar to that used previously:

\[
|\mathcal{H}^T_X|_{\Phi, \Psi} := \inf \left\{ c \in [0, \infty] : \int_{\mathbb{R}} \Psi (\mathcal{H}^T_X f(s)) ds \leq c \int_{\mathbb{R}} \Phi(f(s)) ds \right\}
\]
Definition 4.2. The discrete Hilbert transform \( \mathcal{H}^\text{dis}_X \) is a linear operator that maps a step function \( f : \mathbb{Z} \to X \) to the function
\[
(\mathcal{H}^\text{dis}_X f)(t) := \frac{1}{\pi} \sum_{s \in \mathbb{Z} \setminus \{t\}} \frac{f(s)}{t-s}, \quad t \in \mathbb{Z}.
\]
The associated \( \Phi, \Psi \)-norms \( |\mathcal{H}^\text{dis}_X|_{\Phi, \Psi} \) are given by
\[
|H^\text{dis}_X|_{\Phi, \Psi} := \inf \left\{ c \in [0, \infty] : \sum_{s \in \mathbb{Z}} \Psi(\mathcal{H}^\text{dis}_X f(s)) \leq c \sum_{s \in \mathbb{Z}} \Phi(f(s)) \right\}
\]
for all step functions \( f : \mathbb{Z} \to X \).

We will also need a certain variant of \( \Phi, \Psi \)-norm in the periodic setting. Namely, define \( |\mathcal{H}^T_{X,0}|_{\Phi, \Psi} \) by
\[
|\mathcal{H}^T_{X,0}|_{\Phi, \Psi} := \inf \left\{ c \in [0, \infty] : \int_T \Psi(\mathcal{H}^T_{X,0} f(s)) \, ds \leq c \int_T \Phi(f(s)) \, ds \right\}
\]
for all step functions \( f : T \to X \) with \( \int_T f(s) \, ds = 0 \).

The following theorem demonstrates that the norm of the Hilbert transform does not depend whether it is defined on \( T, \mathbb{R}, \) or \( \mathbb{Z} \).

Theorem 4.3. Let \( X \) be a Banach space and let \( \Phi, \Psi : X \to \mathbb{R} \) be continuous convex functions such that \( \Phi(0) = 0 \). Then
\[
|\mathcal{H}^T_{X,0}|_{\Phi, \Psi} = |\mathcal{H}^R_{X,0}|_{\Phi, \Psi} \leq |\mathcal{H}^\text{dis}_X|_{\Phi, \Psi} \leq |\mathcal{H}^T_{X,0}|_{\Phi, \Psi}.
\]
Moreover, if \( \Phi \) is symmetric, then
\[
|\mathcal{H}^T_{X,0}|_{\Phi, \Psi} = |\mathcal{H}^R_{X,0}|_{\Phi, \Psi} = |\mathcal{H}^\text{dis}_X|_{\Phi, \Psi} = |\mathcal{H}^T_{X,0}|_{\Phi, \Psi}.
\]
The proof will consist of several steps.

Proposition 4.4. Let \( X \) be a Banach space and let \( \Phi, \Psi : X \to \mathbb{R}_+ \) be convex functions. Then we have
\[
|\mathcal{H}^R_{X}|_{\Phi, \Psi} \leq |\mathcal{H}^\text{dis}_X|_{\Phi, \Psi} \leq |\mathcal{H}^T_{X,0}|_{\Phi, \Psi}.
\]

Proof. Introduce yet another Hilbert-type operator acting on step functions \( f : \mathbb{R} \to \mathbb{R} \) by
\[
(\mathcal{H}^R_{X, \text{dis}} f)(t) := \frac{1}{\pi} \sum_{s \in \mathbb{Z} \setminus \{0\}} \frac{f(t-s)}{s}, \quad t \in \mathbb{R},
\]
and define its \( \Phi, \Psi \)-norm analogously. We will first prove that \( |\mathcal{H}^R_{X,0}|_{\Phi, \Psi} \leq |\mathcal{H}^\text{dis}_X|_{\Phi, \Psi} \).

To this end, fix a step function \( f \) on \( \mathbb{R} \) and define its \( \varepsilon \)-dilation by \( f_\varepsilon(\cdot) := f(\varepsilon \cdot) \).

Then similarly to [33, Theorem 4.3], we have
\[
\frac{\int_R \Psi((\mathcal{H}^R_{X, \text{dis}} f_\varepsilon)(s)) \, ds}{\int_R \Phi(f_\varepsilon(s)) \, ds} = \frac{\int_R \Psi(\pi^{-1} \sum_{k \in \mathbb{Z} \setminus \{0\}} f_\varepsilon(s-k)/k) \, ds}{\int_R \Phi(f_\varepsilon(s)) \, ds}
\]
Clearly, the latter is a step function. Consequently, by Fatou's lemma and the periodic Hilbert transform of the function $x$, this gives us the first inequality of the assertion. The proof of the estimate (3.1).

Since $\frac{1}{\pi} \sum_{k \in \mathbb{Z} \setminus \{0\}} f(\frac{s-k}{\pi}) \to \mathcal{H}^R_X f(s)$ for a.e. $s \in \mathbb{R}$, Fatou's lemma yields

$$|\mathcal{H}^R_X|_{\phi, \psi} = \sup_{f \in F_X^{\text{step}}} \int_{\mathbb{R}} \Psi(\mathcal{H}^R_X f(s)) \, ds \leq \sup_{f \in F_X^{\text{step}}} \liminf_{\varepsilon \to 0} \int_{\mathbb{R}} \Psi((\mathcal{H}^R_X \text{dis}) f_\varepsilon(s)) \, ds \leq |\mathcal{H}^R_X|_{\phi, \psi},$$

where the latter equality follows from the direct repetition of the arguments from Theorem 4.2. This gives us the first inequality of the assertion. The proof of the fact that $|\mathcal{H}^R_X|_{\phi, \psi} \leq |\mathcal{H}^R_X|_{\phi, \psi}$ follows word-by-word from the infinite-dimensional analogue of the recent approach of Bañuelos and Kwaśnicki [1] combined with the estimate (3.1).

**Theorem 4.5.** Let $X$ be a Banach space and let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous functions. Then $|\mathcal{H}^R_X|_{\phi, \psi} \leq |\mathcal{H}^R_X|_{\phi, \psi}$.

**Proof.** Fix a step function $f : \mathbb{R} \to X$. It takes only a finite number of values, so we may assume that $X$ is finite dimensional (which will guarantee the validity of the reasoning below). For any $n \geq 1$, introduce the function $g_n : \mathbb{R} \to X$ by

$$g_n(x) = \frac{1}{2\pi n} \int_{-\pi/n}^{\pi/n} f(t) \cot \frac{x-t}{2n} \, dt, \quad x \in \mathbb{R}.$$  

It follows from the observation of Zygmund [59, p. 256] that $g_n \to \mathcal{H}^R_X f$ a.e. as $n \to \infty$. On the other hand, the function $x \mapsto g_n(nx), |x| \leq \pi$, is precisely the periodic Hilbert transform of the function $x \mapsto f(nx), |x| \leq \pi$ (see (2.1)). Therefore, it is also the periodic Hilbert transform of the centered function

$$x \mapsto f(nx) - \frac{1}{2\pi} \int_{-\pi}^{\pi} f(ns) \, ds, \quad |x| \leq \pi.$$  

Clearly, the latter is a step function. Consequently, by Fatou’s lemma and the definition of $|\mathcal{H}^R_X|_{\phi, \psi}$,

$$\int_{\mathbb{R}} \Psi(\mathcal{H}^R_X f) \, dx \leq \liminf_{n \to \infty} \int_{-\pi/n}^{\pi/n} \Psi(g_n) \, dx
= \liminf_{n \to \infty} \int_{-\pi/n}^{\pi/n} \Psi(g_n(nx)) \, dx
\leq |\mathcal{H}^R_X|_{\phi, \psi} \liminf_{n \to \infty} \int_{-\pi}^{\pi} \Phi(f(nx) - \frac{1}{2\pi} \int_{-\pi}^{\pi} f(ns) \, ds) \, dx
= |\mathcal{H}^R_X|_{\phi, \psi} \liminf_{n \to \infty} \int_{-\pi/n}^{\pi/n} \Phi(f(s) - \frac{1}{2\pi n} \int_{-\pi/n}^{\pi/n} f(s) \, ds) \, dx.$$  

However, $\frac{1}{2\pi n} \int_{-\pi/n}^{\pi/n} f(s) \, ds \to 0$ by the fact that $f$ is a step function. Therefore, again using this property of $f$ and the continuity of $\Phi$, the last expression of the above chain equals

$$|\mathcal{H}^R_X|_{\phi, \psi} \int_{\mathbb{R}} \Phi(f) \, dx.$$
Since $f$ was arbitrary, the result follows.

Now we turn our attention to the estimate in the reverse direction. We start from the observation that it does not hold true if $\Phi(0) > 0$ and $\Psi \neq 0$. Indeed, if $\Phi(0) > 0$, then $\int_{\mathbb{R}} \Phi(f)dx = \infty$ for any step function and hence $|\mathcal{H}_X^{T,0}|_{\Phi,\Psi} = 0$.

On the other hand, the condition $\Psi \neq 0$ implies that $|\mathcal{H}_X^{T,0}|_{\Phi,\Psi} > 0$: it is easy to construct a step function $f : \mathbb{T} \to X$ of mean zero for which $\int_{\mathbb{R}} \Psi(\mathcal{H}_X f)dx > 0$.

In other words, the inequality $|\mathcal{H}_X^{T,0}|_{\Phi,\Psi} \leq |\mathcal{H}_X^{R} \Phi|_{\Phi,\Psi}$ fails, because of obvious reasons, if $\Phi(0) > 0$ and $\Psi \neq 0$. If $\Psi$ is identically 0, then the estimate holds true; the reason is even more trivial – both sides are zero. It remains to study the key possibility when $\Phi(0) = 0$ and $\Psi \neq 0$.

**Theorem 4.6.** Let $X$ be a Banach space and let $\Phi, \Psi : X \to \mathbb{R}_+$ be arbitrary continuous functions such that $\Phi(0) = 0$ and $\Psi \neq 0$. Then $|\mathcal{H}_X^{T,0}|_{\Phi,\Psi} > 0$.

**Proof.** As was mentioned above, the assumption $\Psi \neq 0$ implies $|\mathcal{H}_X^{T,0}|_{\Phi,\Psi} > 0$. For the sake of clarity, we split the reasoning into a few separate parts.

**Step 1. Auxiliary analytic maps.** Let $D$ denote the open unit disc of $\mathbb{C}$ and let $H = R \times (0,\infty)$ be the upper halfplane. Define $K : D \cap H \to H$ by the formula $K(z) = -(1 - z)^2/(4z)$. It is not difficult to verify that $K$ is conformal and hence so is its inverse $L$. Let us extend $L$ to the continuous function on $\mathbb{T}$. It is easy to see that $L(z) \to 0$ as $z \to \infty$. Furthermore, $L$ maps the interval $[0,1]$ onto $\{e^{i\theta} : 0 \leq \theta \leq \pi\}$. More precisely, we have the following formula: if $x \in [0,1]$, then

$$L(x) = e^{i\theta}, \quad \text{where } \theta \in [0,\pi] \text{ is uniquely determined by } x = \sin^2(\theta/2).$$

In addition, $L$ maps the set $\mathbb{R} \setminus [0,1]$ onto the open interval $(-1,1)$; precisely, we have the identity

$$L(x) = \begin{cases} 1 - 2x - 2\sqrt{x^2 - x} & \text{if } x < 0, \\ 1 - 2x + 2\sqrt{x^2 - x} & \text{if } x > 1. \end{cases}$$

In particular, we easily check that for any $\delta > 0$, the function $L$ is bounded away from 1 outside any interval of the form $[-\delta, 1+\delta]$ and $|L(x)| = O(|x|^{-1})$ as $x \to \pm \infty$.

**Step 2. A function on $\mathbb{T}$ and its extension to a disc.** Fix a positive number $\varepsilon$ and pick a step function $\Phi : \mathbb{T} \to X$ of integral 0 such that

$$\int_{\mathbb{T}} \Psi(\mathcal{H}_X^T f)dx > (|\mathcal{H}_X^{T,0}|_{\Phi,\Psi} - \varepsilon) \cdot \int_{\mathbb{T}} \Phi(f)dx.$$

We may assume that $X$ is finite-dimensional, restricting to the range of $f$ if necessary. Given a big number $R > 0$, consider a continuous function $\kappa^R : X \to [0,1]$ equal to 1 on $B(0, R)$ and equal to 0 outside $B(0, 2R)$. Set $\Psi^R(x) = \Psi(x) \cdot \kappa^R(x)$ for $x \in X$. Note that $\Psi^R$ is uniformly continuous, since it is continuous and supported on the compact ball $B(0,2R)$ (recall that $X$ is finite dimensional). By Lebesgue’s monotone convergence theorem, if $R$ is sufficiently big, we also have

$$\int_{\mathbb{T}} \Psi^R(\mathcal{H}_X^T f)dx > (|\mathcal{H}_X^{T,0}|_{\Phi,\Psi} - \varepsilon) \cdot \int_{\mathbb{T}} \Phi(f)dx.$$

There is an analytic function $F : D \to X + iX$ with the property that the radial limit $\lim_{r \to 1-} F(re^{i\theta})$ is equal to $f(e^{i\theta}) + i\mathcal{H}_X^T f(e^{i\theta})$ for almost all $|\theta| \leq \pi$. Note that we have

$$F(0) = \frac{1}{2\pi} \int_{\mathbb{T}} f dx + i \cdot 0 = 0$$
and that the “real part” of $F$ is bounded (by the supremum norm of $f$). Consider the analytic function $M_n : H \to X + iX$ given by the composition

$$M_n(z) = F(L^{2n}(z))$$

and decompose it as $M_n(z) = \Re M_n(z) + i\Im M_n(z)$, with $\Re M_n$ and $\Im M_n$ taking values in $X$. Observe that for each $n$ the function $\Re M_n$ is bounded by the supremum norm of $f$ (which is directly inherited from the “real part” of the function $F$). In addition, the function $h = 1_{[0,1]} \Re M_n$ is a step function (with the number of steps depending on $n$ and going to infinity). Since $\lim_{z \to \infty} L(z) = 0$, we have $\lim_{z \to \infty} M_n(z) = 0$ and therefore $\mathcal{H}_X^R \Re M_n(x) = \Im M_n(x)$ for $x \in \mathbb{R}$.

**Step 3. Calculations.** We compute that

$$\int_{\mathbb{R}} \Phi(h(x)) \, dx = \int_0^1 \Phi(\Re M_n(x)) \, dx$$

$$= \int_0^1 \Psi(f(L^{2n}(x))) \, dx$$

$$= \frac{1}{2} \int_0^{2\pi} \Phi(f(e^{i\theta})) \sin \theta d\theta$$

$$= \frac{1}{2} \int_0^{2\pi} \Phi(f(e^{i\theta})) \sin \left(\frac{\theta}{2n}\right) \frac{d\theta}{2n}$$

$$= \frac{1}{2} \int_0^{2\pi} \Phi(f(e^{i\theta})) \sum_{k=0}^{n-1} \sin \left(\frac{k\pi}{n} + \frac{\theta}{2n}\right) \frac{d\theta}{2n}$$

$$\xrightarrow{n \to \infty} \frac{1}{2\pi} \int_0^{2\pi} \Phi(f(e^{i\theta})) \, d\theta.$$

Now, let us similarly handle the integral $\int_{\mathbb{R}} \Psi^R(\mathcal{H}_X h) dx$. We have

$$\int_{\mathbb{R}} \Psi^R(\mathcal{H}_X h(x)) \, dx$$

$$\geq \int_0^1 \Psi^R(\mathcal{H}_X^R h(x)) \, dx$$

$$= \int_0^1 \Psi^R(\mathcal{H}_X^R \Re M_n - \mathcal{H}_X^R (1_{\mathbb{R}[0,1]} \Re M_n)) \, dx$$

$$= \int_0^1 \Psi^R(\mathcal{H}_X^R \Re M_n) \, dx$$

$$+ \int_0^1 \left[ \Psi^R(\mathcal{H}_X^R \Re M_n - \mathcal{H}_X^R (1_{\mathbb{R}[0,1]} \Re M_n)) - \Psi^R(\mathcal{H}_X^R \Re M_n) \right] \, dx.$$

Now, we have $\mathcal{H}_X^R \Re M_n(x) = \Im M_n(x) = \mathcal{H}_X^R f(L^{2n}(x))$, so a calculation similar to that in (4.6) gives

$$\int_0^1 \Psi^R(\mathcal{H}_X^R \Re M_n) \, dx \xrightarrow{n \to \infty} \frac{1}{2\pi} \int_0^{2\pi} \Psi^R(\mathcal{H}_X^R f(e^{i\theta})) \, d\theta.$$
To deal with the last integral in (4.7) we will first show that $H_X^R(1_{\mathbb{R}\setminus[0,1]} \mathbb{R} M_n)$ converges to 0 in $L^2$, as $n \to \infty$. To this end, recall that $X$ is finite-dimensional and hence it has the UMD property. Consequently, by [28, Corollary 5.2.11]

$$
(4.8) \quad \int_{\mathbb{R}} |H_X^R(1_{\mathbb{R}\setminus[0,1]} \mathbb{R} M_n)|^2 \, dx \leq C_X \int_{\mathbb{R}\setminus[0,1]} |\mathbb{R} M_n|^2 \, dx
$$

for some constant $C_X$ depending only on $X$. Fix an arbitrary $\eta > 0$. As we have already noted above, $\mathbb{R} M_n$ is bounded by the supremum norm of $f$. Setting $\delta = \eta/(C_X \sup_{x} |f|^2)$, we see that

$$
(4.9) \quad \int_{(-\delta,0)} |\mathbb{R} M_n(x)|^2 \, dx + \int_{(1,1+\delta)} |\mathbb{R} M_n(x)|^2 \, dx \leq 2\eta C_X^{-1}.
$$

Furthermore, recall that $L$ maps $\mathbb{R} \setminus [0,1]$ onto $(-1,1)$, it is bounded away from 1 outside $[-\delta, 1+\delta]$ and $|L(x)| = O(|x|^{-1})$ as $x \to \pm \infty$. Since $F$ is analytic and vanishes at 0, we conclude that $M_n(x) = F(L^{2n}(x)) = O(|x|^{-2n})$ and hence

$$
(4.10) \quad \lim_{n \to \infty} \int_{\mathbb{R}\setminus[-\delta,1+\delta]} |\mathbb{R} M_n(x)|^2 \, dx = 0.
$$

Putting (4.8), (4.9) and (4.10) together, we see that if $n$ is sufficiently large, then $\int_{\mathbb{R}} |H_X^R(1_{\mathbb{R}\setminus[0,1]} \mathbb{R} M_n)|^2 \, dx \leq 3\eta$ and the aforementioned convergence in $L^2$ holds. In particular, passing to a subsequence if necessary, we see that $H_X^R(1_{\mathbb{R}\setminus[0,1]} \mathbb{R} M_n) \to 0$ almost everywhere. However, as we have already mentioned above, the function $\Psi^R$ is uniformly continuous, so the expression in the square brackets in the last term in (4.7) converges to zero almost everywhere. In addition, this expression is bounded in absolute value by $\sup \Psi^R$. Consequently, by Lebesgue’s dominated convergence theorem, the last integral in (4.7) converges to 0 as $n \to \infty$. Putting all the above facts together, we see that if $n$ is sufficiently large, then

$$
\int_{\mathbb{R}} \Psi^R (H_X^R h(x)) \, dx \geq (1 - \varepsilon) \cdot \frac{1}{2\pi} \int_{0}^{2\pi} \Psi^R (H_X^R f(e^{i\theta})) \, d\theta.
$$

Combining this with (4.4) and (4.6), we obtain that for $n$ large enough we have

$$
\int_{\mathbb{R}} \Psi(H_X^R h(x)) \, dx \geq \int_{\mathbb{R}} \Psi^R (H_X^R h(x)) \, dx \geq (1 - \varepsilon)(|H_X^T |_{\Phi, \psi} - \varepsilon) \int_{\mathbb{R}} \Phi(h) \, dx.
$$

Since $h$ is a step function and $\varepsilon$ was arbitrary, the claim follows.

**Remark 4.7.** Note that if $\Psi(0) \neq 0$ then Theorem 4.5 and 4.6 do not make any sense. Indeed, if this is the case, then there exists $\varepsilon > 0$ and $R$ such that $\Psi(x) \geq \varepsilon$ for any $x \in X$ with $|x| \leq R$. Since for any step function $f : \mathbb{R} \to X$ the function $H_X^R f$ is in $L^2(\mathbb{R}; X)$, the set $\{ \|H_X^R f\| \leq R\} \subset \mathbb{R}$ is of infinite measure, so

$$
\int_{\mathbb{R}} \Psi(H_X^R f(s)) \, ds \geq \int_{\mathbb{R}} \Psi^R (H_X^R f(s)) \, ds \geq (1 - \varepsilon)(|H_X^{T,0} |_{\Phi, \psi} - \varepsilon) \int_{\mathbb{R}} \Phi(h) \, ds
$$

so $|H_X^R |_{\Phi, \psi} \geq |H_X^{T,0} |_{\Phi, \psi} = |H_X^R |_{\Phi, \psi} = \infty$.

**Remark 4.8.** The finiteness of $|H_X^{T,0} |_{\Phi, \psi}$ implies the existence of a plurisubharmonic function $U_{\Phi, \psi} : X + iX \to \mathbb{R}$ such that $U_{\Phi, \psi}(0) \geq 0$. Hence, modifying the proof of Theorem 4.1, we see that the inequality (4.11) holds, with $|H_X^R |_{\Phi, \psi}$ replaced with $|H_X^{T,0} |_{\Phi, \psi}$, if the dominating martingale $M$ is additionally assumed to start from 0.
Theorem 4.9. Let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous such that $\Phi$ is symmetric (i.e., $\Phi(x) = \Phi(-x)$ for all $x \in X$) and $\Psi$ is convex. Then $|\mathcal{H}_X^{T,0}|_{\Phi, \Psi} = |\mathcal{H}_X^{T}|_{\Phi, \Psi}$.

Proof. It suffices to show the estimate $|\mathcal{H}_X^{T,0}|_{\Phi, \Psi} \geq |\mathcal{H}_X^{T}|_{\Phi, \Psi}$. Fix $\varepsilon > 0$. By the definition of $|\mathcal{H}_X^T|_{\Phi, \Psi}$, there is a step function $f : T \to X$ such that

\begin{equation}
\int_T \Phi(|\mathcal{H}_X^{T,0}f|)d\tau > (|\mathcal{H}_X^T|_{\Phi, \Psi} - \varepsilon) \int_T \Phi(f)d\tau.
\end{equation}

Let $F = F_1 + iF_2$ be the analytic extension of $f + i\mathcal{H}_X^Tf : T \to X + iX$ to the unit disc and suppose that $B = (B^1, B^2)$ is the planar Brownian motion started at 0 and stopped upon reaching the boundary of the strip $S = \{(x, y) : |x| \leq 1\}$. Let $\tau = \inf\{t \geq 0 : |B_t| = 1\}$ be the lifetime of $B$. The processes $M_t = F_1(B_t), N_t = F_2(B_t)$ are orthogonal martingales such that $N$ is weakly differentially subordinate to $M$. By Fatou’s lemma and Lebesgue’s monotone convergence theorem (observe that $f$, being a step function, is bounded) we see that if $t$ is sufficiently large, then

$$
\mathbb{E}\Psi(N_t) > (|\mathcal{H}_X^{T,0}|_{\Phi, \Psi} - \varepsilon)\mathbb{E}\Phi(M_t).
$$

If the expectation of $M$ is zero, then by Remark 4.20 we know that

$$
\mathbb{E}\Psi(N_t) \leq |\mathcal{H}_X^{T,0}|_{\Phi, \Psi}\mathbb{E}\Phi(M_t)
$$

and hence we obtain that

\begin{equation}
|\mathcal{H}_X^{T,0}|_{\Phi, \Psi} \geq |\mathcal{H}_X^{T}|_{\Phi, \Psi} - \varepsilon.
\end{equation}

We will show that this is also true if the expectation $x = \mathbb{E}M_t$ does not vanish. To this end, consider another Brownian motion $W = (W^1, W^2)$ in $\mathbb{R}^2$ started at 0 and stopped upon reaching the boundary of the strip $S = \{(x, y) : |x| \leq 1\}$. Let $\sigma = \inf\{t : |W^1_t| = 1\}$ denote its lifetime. We may assume that $W$ is constructed on the same probability space as $B$ and that both processes are independent. We splice these processes as follows: set

$$
\tilde{M}_s = \begin{cases} xW^1_s & \text{if } s \leq \sigma, \\ \text{sgn}(W^1_\sigma)M_{s-\sigma} & \text{if } s > \sigma \end{cases}
$$

and

$$
\tilde{N}_s = \begin{cases} xW^2_s & \text{if } s \leq \sigma, \\ xW^2_\sigma + N_{s-\sigma} & \text{if } s > \sigma. \end{cases}
$$

In other words, the pair $(\tilde{M}, \tilde{N})$ behaves like a Brownian motion evolving in the strip $Sx$ until its first coordinate reaches $x$ or $-x$, and then it starts behaving like the pair $(M, N_\sigma + N)$ or $(-M, N_\sigma + N)$, depending on which side of the boundary of $Sx$ the process $\tilde{M}$ reaches. Note that $\tilde{M}, \tilde{N}$ are orthogonal martingales such that $\tilde{N}$ is weakly differentially subordinate to $\tilde{M}$ and $\tilde{M}_0 = 0$. Consequently, by Remark LS for any $t$,

\begin{equation}
\mathbb{E}\Psi(\tilde{N}_t) \leq |\mathcal{H}_X^{T,0}|_{\Phi, \Psi}\mathbb{E}\Phi(\tilde{M}_t).
\end{equation}

Now,

$$
\mathbb{E}\Psi(\tilde{N}_t) \geq \mathbb{E}\Psi(\tilde{N}_t)1_{\{t \geq \sigma\}} = \mathbb{E}\Psi(xW^2_\sigma + N_{t-\sigma})1_{\{t \geq \sigma\}}.
$$

However, $W$ and $B$ are independent, and the random variable $xW^2_\sigma$ is symmetric. Therefore, using the fact that $\Psi$ is convex, we see that

$$
\mathbb{E}\Psi(\tilde{N}_t) \geq \mathbb{E}\Psi(N_{t-\sigma})1_{\{t \geq \sigma\}}.
$$
Furthermore, using the symmetry of $\Phi$, we have
\[ \mathbb{E}(\tilde{M}_t)1_{t \geq \sigma} = \mathbb{E}(\Phi(\text{sgn}(W)^1_{\sigma})M_{t-\sigma})1_{t \geq \sigma} = \mathbb{E}(M_{t-\sigma})1_{t \geq \sigma}. \]
As previously, combining (4.11) with Fatou’s lemma and Lebesgue’s dominated convergence theorem, if $t$ is sufficiently large, then
\[ \mathbb{E}(N_{t-\sigma})1_{t \geq \sigma} > (|H_X^T| \phi, \psi - \varepsilon)\mathbb{E}(M_{t-\sigma})1_{t \geq \sigma} \]
and hence also
\[ \mathbb{E}(\tilde{N}_t) > (|H_X^T| \phi, \psi - \varepsilon)\mathbb{E}(\tilde{M}_t)1_{t \geq \sigma}. \]
But $\lim_{t \to \infty} \mathbb{E}(\tilde{M}_t)1_{t \geq \sigma} = 0$, by Lebesgue’s dominated convergence theorem (we have $1_{t \geq \sigma} \to 0$ and the norm of $\tilde{M}_t$ is bounded by $\|x\|$ for $t \in [0, \sigma]$). Therefore, the preceding estimate gives
\[ \mathbb{E}(\tilde{N}_t) > (|H_X^T| \phi, \psi - \varepsilon)\mathbb{E}(\tilde{M}_t) \]
if $t$ is sufficiently big. By (4.13), this gives (4.12) and completes the proof of the theorem, since $\varepsilon$ was arbitrary.

**Remark 4.10.** Assume that $|H_X^T| \phi, \psi = |H_X^T,0| \phi, \psi$ (this holds true under some additional assumptions on $\Phi$ and $\Psi$, see Theorem 4.9). Then the plurisubharmonic function $U_{\phi, \psi}$ considered in Remark 4.8 coincides with the one considered in Theorem 4.2 and hence we automatically have that $U_{\phi, \psi}(x) \geq 0$ for all $x \in X$.

**Proof of Theorem 4.3.** The theorem follows from Proposition 4.4, Theorem 4.5, 4.6, 4.7, and the fact that $|H_X^T,0| \phi, \psi \leq |H_X^T| \phi, \psi$.

**Remark 4.11.** Notice that Theorem 4.3 can not be applied to more general norms. For example, if $X$ is a UMD Banach space, $1 < q < p < \infty$, then
\[ \|H_X^T\|_{\mathcal{L}(L^p(T, X), L^q(T, X))} < \infty, \]
and
\[ \|H_X^R\|_{\mathcal{L}(L^p(\mathbb{R}, X), L^q(\mathbb{R}, X))} = \infty. \]

**4.2. Hilbert operators.** Let $X$ be a Banach space, let $d$ be a positive integer and pick $j \in \{1, \ldots, d\}$. Let $f : \mathbb{R}^d_{j+} \to X$ be locally integrable function, where $\mathbb{R}^d_{j+} = \{x \in \mathbb{R}^d : x_j > 0\}$. We define $T_j f : \mathbb{R}^d_{j+} \to X$ by the formula
\[ T_j f(x) := \frac{\Gamma(d+1)}{\pi(2d+1)^2} \int_{\mathbb{R}^d_{j+}} \frac{f(y)(x_j + y_j)}{[x + y]^{d+1}} \, dy, \quad x \in \mathbb{R}^d_{j+}. \]
This type of operators resembles Riesz transforms, but due to the domain restrictions the use of principal value is not necessary. Note that if $d = 1$, then $T_j$ is the Hilbert operator $T$ given by
\[ T f(x) := \frac{1}{\pi} \int_{\mathbb{R}+} \frac{f(y)}{x + y} \, dy, \quad x \in \mathbb{R}_+. \]

We have the following statement. The proof is the mere repetition of the arguments from [11, Theorem 1.1] (see pages 552–554 there), combined with the estimate (4.1). We leave the details to the reader.

**Theorem 4.12.** Let $X$ be a UMD Banach space, $d \geq 1$, $j \in \{1, \ldots, d\}$, $1 < p < \infty$. Then $T_j$ defines a bounded linear operator on $L^p(\mathbb{R}^d_{j+}, X)$. Moreover, then
\[ \|T_j\|_{\mathcal{L}(L^p(\mathbb{R}^d_{j+}, X))} \leq h_{p, X}. \]
4.3. Decoupling constants. We turn our attention to the next important application. We need some additional notation. Consider the probability space \(([0,1],\mathcal{B}(0,1),\mathbb{P})\), equipped with the dyadic filtration \((\mathcal{F}_n)_{n \geq 0}\) (i.e., generated by the Haar system \((h_n)_{n \geq 0}\), see e.g. [28]). A martingale \(f\) adapted to this filtration is called a Paley-Walsh martingale.

**Definition 4.13.** Let \(X\) be a Banach space and let \(1 < p < \infty\) be a fixed parameter. Then we define \(\beta_{p,X}^{\Delta,+}\) and \(\beta_{p,X}^{\Delta,-}\) to be the smallest \(\beta^+\) and \(\beta^-\) such that

\[
\frac{1}{(\beta^-)^p}E\left[\sum_{n=0}^\infty |d_n|^p\right] \leq E\left[\sum_{n=0}^\infty |\rho_n d_n|^p\right] \leq (\beta^+)^p E\left[\sum_{n=0}^\infty |d_n|^p\right]
\]

for any finite Paley-Walsh martingale \((f_n)_{n \geq 0}\) and any independent Rademacher sequence \((r_n)_{n \geq 0}\). Furthermore, we define \(\beta_{p,X}^{\gamma,+}\) and \(\beta_{p,X}^{\gamma,-}\) to be the least possible values of \(\beta^+\) and \(\beta^-\) for which

\[
\frac{1}{(\beta^-)^p}E\left[\int_0^\infty |\phi dW|^p\right] \leq E\left[\int_0^\infty |\phi \tilde{d}W|^p\right] \leq (\beta^+)^p E\left[\int_0^\infty |\phi dW|^p\right],
\]

where \(W\) is a standard Brownian motion, \(\phi : \mathbb{R}_+ \times \Omega \to X\) is an elementary progressive process, and \(\tilde{W}\) is another Brownian motion independent of \(\phi\) and \(W\).

Decoupling constants appear naturally while working with UMD Banach spaces (see e.g. [13, 16, 20, 24, 28, 37, 51]). The following result, a natural corollary of Theorem 3.1 for \(\Phi(x) = \Psi(x) = \|x\|^p\), exhibits the direct connection between decoupling constants and \(h_{p,X} := \||H^\gamma_X\|_{\mathcal{L}(L^p(T,X))}\) (see Corollary 3.3).

**Corollary 4.14.** Let \(X\) be a Banach space and let \(1 < p < \infty\) be a fixed parameter. Then we have

\[
h_{p,X} \geq \max\{\beta_{p,X}^{\gamma,+}, \beta_{p,X}^{\gamma,-}\}
\]

and hence

\[
h_{p,X} \geq C \max\{\beta_{p,X}^{\Delta,+}, \beta_{p,X}^{\Delta,-}\}.
\]

Here \(C = E|\gamma|E\sqrt{\tau}\), where \(\gamma\) is a standard normal random variable and \(\tau = \inf\{t \geq 0 : |W_t| = 1\}\) for a standard Brownian motion \(W\).

Note that \(E\tau \leq (E\sqrt{\tau})^2 (E\tau^2)^{\frac{1}{2}}\) by Hölder’s inequality, so \(C\) in (4.15) is bounded from below by \((E\tau^2)^{\frac{1}{2}}(E\tau^2)^{\frac{1}{2}}E|\gamma|\sqrt{\tau} \approx 0.618\) (since \(E\tau = 1\) and \(E\tau^2 = \frac{5}{3}\)).

**Proof.** The inequality (4.14) follows directly from the definition of \(\beta_{p,X}^{\gamma,+}\) and \(\beta_{p,X}^{\gamma,-}\). Indeed, for any Brownian motion \(W\), elementary progressive process \(\phi\), and a Brownian motion \(\tilde{W}\) independent of \(\phi\) and \(W\) we have, for any \(x^* \in X^*\),

\[
\left[\left\langle \int_0^t \phi dW, x^* \right\rangle, \left\langle \int_0^t \phi d\tilde{W}, x^* \right\rangle\right] = \left[\int_0^t \langle \phi(s), x^* \rangle |dW|, \int_0^t |\langle \phi(s), x^* \rangle|^2 d\tilde{W}\right],
\]

so \(\int \phi dW \ll \int \phi d\tilde{W} \ll \int \phi dW\). Moreover, by [32, Lemma 17.10],

\[
\left[\left\langle \int_0^t \phi \tilde{d}W, x^* \right\rangle, \left\langle \int_0^t \phi d\tilde{W}, x^* \right\rangle\right] = \left[\int_0^t \langle \phi(s), x^* \rangle d\tilde{W}, \int_0^t |\langle \phi(s), x^* \rangle|^2 d\tilde{W}\right].
\]
where the latter holds since $W$ and $\tilde{W}$ are independent. Therefore $\int \phi \, dW$ and $\int \phi \, d\tilde{W}$ are orthogonal local martingales satisfying the differential subordination (“in both directions”), so by Theorem 4.14
\[
\frac{1}{(h_{p,X})^p} \mathbb{E} \left\| \int_{\mathbb{R}_+} \phi \, dW \right\|^p \leq \mathbb{E} \left\| \int_{\mathbb{R}_+} \phi \, d\tilde{W} \right\|^p \leq (h_{p,X})^p \mathbb{E} \left\| \int_{\mathbb{R}_+} \phi \, dW \right\|^p.
\]

Let us now turn to the second part. First notice that $\beta_{p,X}^{\gamma,+} \geq C \beta_{p,X}^{\Delta,+}$ (see [51, (2.5)]) and the discussion thereafter), so $h_{p,X} \geq \beta_{p,X}^{\gamma,+} \geq C \beta_{p,X}^{\Delta,+}$. On the other hand, $X$ can be assumed UMD (and hence reflexive), so by the discussion above we have $h_{p,X} \geq C \beta_{p,X}^{\Delta,+}$. But $h_{p',X} = h_{p,X}$ (since $(H_X^p)^* = H_X^{p'})$, and $\beta_{p',X}^{\Delta,+} \geq \beta_{p,X}^{\Delta,-}$ analogously to [21, Theorem 1], so $h_{p,X} \geq C \beta_{p,X}^{\Delta,-}$.

\[\square\]

**Remark 4.15.** Notice that (4.14) together with [21, Theorem 3] yields the related estimate $\max \{\beta_{p,X}^{\gamma,+}, \beta_{p,X}^{\gamma,-}\} \leq h_{p,X} \leq \beta_{p,X}^{\gamma,+}/\beta_{p,X}^{\gamma,-}$.

**Remark 4.16.** Let $X$ be a UMD Banach function space. Then inequality (4.15) together with [33] provide the lower bound for $h_{p,X}$ in terms of $\beta_{p,X}$ of the same order as (2.2). Indeed, by [32] thanks to Banach function space techniques one can show that

\[\beta_{p,X} \lesssim_p q(c_{q,X} \beta_{p,X}^{\Delta,+})^2,
\]

where $q$ is the cotype of $X$ and $c_{q,X}$ is the corresponding cotype constant. Therefore by applying (4.15) we get the following square root dependence:

\[\sqrt{\beta_{p,X}} \lesssim_p \sqrt{q}c_{q,X}h_{p,X}.
\]

4.4. **Necessity of the UMD property.** Our next result answers a very natural question about the link of the number $|H_X^{T,0}|_{\Phi, \Psi}$ to the UMD property.

**Theorem 4.17.** Let $\Phi, \Psi : X \to \mathbb{R}_+$ be continuous convex functions such that $\Psi(0) = 0$. Assume in addition that there is a positive number $C$ such that the sets $\{x \in X : \Psi(x) < C\}$ and $\Phi(B(0,C))$ are bounded. If $|H_X^{T,0}|_{\Phi, \Psi} < \infty$, then $X$ is UMD.

**Remark 4.18.** It is easy to see that the assumption $\Psi(0) = 0$ combined with the boundedness of $\{\Psi < C\}$ enforces the function $\Psi$ to explode “uniformly” in the whole space. That is, if $B(0,R)$ is the ball containing $\{\Psi < C\}$, then the convexity of $\Psi$ implies $\Psi(x) \geq C \|x\|/R$ for all $x \notin B(0,R)$. Some condition of this type is necessary, as the following simple example indicates. Take $X = \ell_{\infty}$ and set $\Phi(x) = |x_1|^2 = \Psi(x)$. Then $|H_X^{T,0}|_{\Phi, \Psi} = 1 < \infty$, while $X$ is not UMD. The reason is that the function $\Psi$ controls only the subspace generated by the first coordinate.

**Remark 4.19.** Note that $X$ being UMD does not imply $|H_X^{T,0}|_{\Phi, \Psi} < \infty$. Indeed, if $\Phi$ and $\Psi$ are of different homogeneity (i.e., $\Phi(ax) = a^\alpha \Phi(x)$, $\Phi(ax) = a^\delta \Phi(x)$ for any $x \in X$, $a \geq 0$, and for some fixed positive $\alpha \neq \beta$), then for any nonzero step function $f : \mathbb{T} \to X$ such that $\int_\mathbb{T} f(s) \, ds = 0$ and for any $a \geq 0$ we have that

\[\int_\mathbb{T} \Psi(H_X^{p}(f(s))) \, ds = \frac{1}{a^\alpha} \int_\mathbb{T} \Psi(H_X^{p}(af(s))) \, ds \leq \frac{1}{a^\beta} |H_X^{T,0}|_{\Phi, \Psi} \int_\mathbb{T} \Phi(af(s)) \, ds
\]
Lemma 4.20. Under the assumptions of Theorem 4.17, there exists a constant $c_1$ depending on $\Phi$, $\Psi$, and $X$, such that if $M$, $N$ are orthogonal martingales such that $N$ is weakly differentially subordinate to $M$, $M_0 = 0$ and $\|M\|_\infty \leq c_1$, then $\mathbb{P}(N^* \geq 1) < 1$.

Proof. Let $R$ be as in Remark 4.18 and suppose that $\Phi(B(0,C)) \subseteq [-R', R']$. Then for any $\lambda \geq 1$ we have, in the light of Remark 4.8,

$$
\mathbb{P}(|N_t| \geq 1) = \mathbb{P}(R\lambda |N_t| \geq R\lambda) \leq \frac{\mathbb{E}(R\lambda N_t)}{C\lambda} \leq \frac{|H^T_\lambda|_{X, \Phi, \Psi} \mathbb{E}(R\lambda M_t)}{C\lambda}.
$$

It suffices to take $\lambda = \frac{2R|H^T_\lambda|_{X, \Phi, \Psi}}{C}$ and $c_1 = C/(R\lambda)$. \hfill $\square$

Lemma 4.21. Suppose that the assumptions of Theorem 4.17 are satisfied. Let $M$ and $N$ be continuous-path orthogonal martingales such that $N$ is weakly differentially subordinate to $M$, $M_0 = 0$ and $\mathbb{P}(N^* > 1) = 1$. Then there exist continuous-path martingales $\tilde{M}$, $\tilde{N}$ such that $\tilde{N}$ is weakly differentially subordinate to $\tilde{M}$, $\tilde{M}_0 = 0$, $\mathbb{P}(\tilde{N}^* < 1) \geq 1/2$ and $\|\tilde{M}\|_\infty \leq 2\|M\|_1$.

Proof. Define $\tau = \inf\{t \geq 0 : \|M_t\| \geq 2\|M\|_1\}$ (as usual, $\inf \emptyset = +\infty$) and put $\tilde{M} = M^\tau$, $\tilde{N} = N^\tau$. Since $M$ has continuous paths and starts from 0, we have $\|\tilde{M}\|_\infty \leq 2\|M\|_1$. Furthermore, $\mathbb{P}(\tilde{N}^* > 1) \geq \mathbb{P}(\tilde{N} = N) \geq 1/2$, since $\mathbb{P}(\tilde{N} \neq N) = \mathbb{P}(\tau < \infty) = \mathbb{P}(M^* \geq 2\|M\|_1) \leq 1/2$ by [34, Theorem 1.3.8(ii)]. \hfill $\square$

Lemma 4.22. Suppose that the assumptions of Theorem 4.17 are satisfied. Then there exists a constant $c > 0$ such that if $M$, $N$ are continuous-path orthogonal martingales such that $N$ is weakly differentially subordinated to $M$, $M_0 = 0$ and $N^* > 1$ almost surely, then $\|M\|_1 \geq c$.

Proof. Let $c_1$ be the number guaranteed by Lemma 4.20. Suppose that such a $c$ does not exist. Then for any positive integer $j$ there exist a pair $(M^j, N^j)$ of orthogonal martingales such that $N^j$ is weakly differentially subordinated to $M^j$, $M^j_0 = 0$, $\mathbb{P}((N^j)^* > 2) = 1$ and $\|M^j\|_1 \leq 2^{-j-1} c_1$. By Lemma 4.21 for each $j$ there is a pair $(\tilde{M}^j, \tilde{N}^j)$ of orthogonal, weakly differentially subordinate martingales satisfying $\tilde{M}^j_0 = 0$, $\mathbb{P}((\tilde{N}^j)^* > 2) \geq 1/2$ and $\|\tilde{M}^j\|_\infty \leq 2^{-j} c_1$. We may assume that the underlying probability space is the same for all pairs and that all the pairs are independent. For each $j$ there is a positive number $t_j$ such that the event $A_j = \{\|\tilde{N}^j_t\| > 2 \text{ for some } t \leq t_j\}$
has probability greater than 1/3. Set \( t_0 = 0 \) and consider the martingale pair \((M, N)\) defined as follows: if \( t \in [t_0 + t_1 + \ldots + t_n, t_0 + t_1 + \ldots + t_{n+1}) \) for some \( n \), then
\[
(4.16) \quad M_t = \widetilde{M}_{t_1}^1 + \widetilde{M}_{t_2}^2 + \ldots + \widetilde{M}_{t_n}^n + \widetilde{M}_{t_{n+1}}^{n+1},
\]
and analogously for \( N \). Then \( M \) and \( N \) are orthogonal, \( N \) is weakly differentially subordinate to \( M \), \( M_0 = 0 \) and
\[
\|M\|_\infty \leq \sum_{j=1}^\infty \|\widetilde{M}_j\|_\infty \leq \sum_{j=1}^\infty 2^{-j}c_1 = c_1.
\]
Furthermore, by Borel-Cantelli lemma,
\[
\mathbb{P}(N^* \geq 1) \geq \mathbb{P} \left( \limsup_{j \to \infty} A_j \right) = 1,
\]
since the events \( A_j \) are independent and \( \sum_{j=1}^\infty \mathbb{P}(A_j) = \infty \). Therefore we have that \( \|M\|_\infty \leq c_1, \mathbb{P}(N^* \geq 1) = 1, N \ll M \), and \( M \) and \( N \) are orthogonal, which contradicts the assertion of Lemma 4.20.

**Lemma 4.23.** Suppose that the assumptions of Theorem 4.17 are satisfied. Then there exists a positive constant \( C \) such that if \( M \), \( N \) are continuous-path orthogonal martingales such that \( N \) is weakly differentially subordinate to \( M \) and \( M_0 = 0 \), then
\[
(4.17) \quad \mathbb{P}(N^* > 1) \leq C\|M\|_1.
\]

**Proof.** Let \( c \) be the constant guaranteed by the previous lemma. Suppose that the assertion is not true. Then for any positive integer \( j \) there is a martingale pair \((M^j, N^j)\) satisfying the usual structural properties such that
\[
(4.18) \quad \mathbb{P}\left((N^j)^* > 2\right) > 2^{j+1}c^{-1}\|M^j\|_1.
\]
We splice these martingale pairs into one pair \((M, N)\) as previously, however, this time we allow pairs to appear several times. More precisely, denote \( a_j = \mathbb{P}\left((N^j)^* > 2\right) \). Consider \( \lfloor 1/a_1 \rfloor \) copies of \((M^1, N^1)\), \( \lfloor 1/a_2 \rfloor \) copies of \((M^2, N^2)\), and so on (all the pairs are assumed to be independent). Let \( t_j \) be positive numbers such that the events \( A_j = \{\|N^j_t\| > 2 \text{ for some } t \leq t_j\} \) have probability greater than \( a_j/2 \). Splice the aforementioned independent martingale pairs (with multiplicities) into one pair \((M, N)\) using a formula analogous to (4.16). Then, by (4.18),
\[
\|M\|_1 \leq \sum_{j=1}^\infty \|M^j\|_1 \leq \sum_{j=1}^\infty \left\lfloor \frac{1}{a_j} \right\rfloor \|M^j\|_1 \leq \sum_{j=1}^\infty 2a_j^{-1}a_jc2^{-j-1} = c
\]
ad and, again by Borel-Cantelli lemma, \( \mathbb{P}(N^*_1 > 1) = 1 \). Here we use the independence of the events \( A_j \) and
\[
\sum_{j=1}^\infty \mathbb{P}(A_j) = \sum_{j=1}^\infty \frac{1}{a_j} a_j^{-1} = \infty.
\]
This contradicts Lemma 4.22.

**Proof of Theorem 4.17.** We will prove that theorem using the well-known extrapolation technique (good-\( \lambda \) inequalities) of Burkholder [7].
Step 1. First we show that for any fixed $0 < \delta < 1$ and $\beta > 1$ there exists $\varepsilon > 0$ depending only on $\delta$, $\beta$, and $X$ such that for any orthogonal continuous-path martingales $M, N : \mathbb{R}_+ \times \Omega \to X$ with $M_0 = N_0 = 0$ and $N \ll M$,

\[
P(N^* > \beta \lambda, M^* \leq \delta \lambda) \leq \varepsilon P(N^* > \lambda)
\]

for any $\lambda > 0$. Without loss of generality assume that both martingales take their values in a finite-dimensional subspace of $X$. Define three stopping times

\[
\mu := \inf\{t \geq 0 : \|N_t\| > \lambda\},
\]

\[
\nu := \inf\{t \geq 0 : \|M_t\| > \delta \lambda\},
\]

\[
\sigma := \inf\{t \geq 0 : \|N_t\| > \beta \lambda\}.
\]

All the stopping times are predictable since $M$ and $N$ are continuous. Therefore, the equation $U(t) = 1_{[\mu, \nu \wedge \sigma]}(t)$ defines a predictable process, which in turn gives rise to the martingales

\[
\tilde{M} := \int U \, dM = M^\mu - M^\nu \wedge \delta, \quad \text{and} \quad \tilde{N} := \int U \, dN = N^\mu - N^\nu \wedge \delta.
\]

Notice that by (4.20) and (4.21), $M^* \leq 2 \delta \lambda$ on $\{\mu < \infty\}$ and $M^* = 0$ on $\{\mu = \infty\}$, so

\[
\|\tilde{M}\|_1 \leq 2 \delta \lambda P(N^* > \lambda).
\]

Since $\tilde{N} \ll \tilde{M}$, $\tilde{M}_0 = \tilde{N}_0 = 0$ and $\tilde{M}$ and $\tilde{N}$ are orthogonal,

\[
P(N^* > \beta \lambda, M^* \leq \delta \lambda) \leq P(\tilde{N}^* > (\beta - 1) \lambda) \leq \frac{C}{(\beta - 1) \lambda} \|\tilde{M}\|_1 \leq \frac{2 \delta C}{(\beta - 1) \lambda} P(N^* > \lambda),
\]

where (i) follows from (4.17) with the same constant $C$ depending only on $X$, and (ii) follows from (4.22). Therefore (4.19) holds with $\varepsilon = 2 \delta C/(\beta - 1)$.

Step 2. Now a straightforward integration argument (cf. [3], Lemma 7.1), together with Doob’s maximal inequality, yield the $L^p$ estimate

\[
\sup_{t \geq 0} \|N_t\|_p \leq \|N^*\|_p \leq C_{p,X} \|M^*\|_p \leq \frac{p C_{p,X}}{p - 1} \sup_{t \geq 0} \|M_t\|_p, \quad 1 < p < \infty,
\]

for any pair of continuous, orthogonal, differentially subordinated martingales such that $M_0 = 0$. Here

\[
C_{p,X}^p = \frac{\delta^{-p} \beta^p}{1 - \beta^p} \cdot 2 \delta C/(\beta - 1),
\]

which, if we let $\beta = 1 + p^{-1}$ and $\delta = (10 Cp)^{-1}$, depends only on $p$ and the constant in (4.17). This in turn yields the corresponding $L^p$ inequality for the periodic Hilbert transform for functions of integral 0. By Theorem 4.3 the assumption on the zero-average can be omitted, and hence $X$ is UMD by [28, Corollary 5.2.11].}

Now we will take a closer look at the classical “LlogL” estimates of Zygmund [59]. For a Banach space $X$ and a step function $f : \mathbb{T} \to X$, we define

\[
\|f\|_{L_{\log L}(\mathbb{T}; X)} := \int_\mathbb{T} (\|f(s)\| + 1) \log(\|f(s)\| + 1) \, ds
\]
and denote
\[ h_{L \log L,X} = \| \mathcal{H}_X \|_{L^1(\mathbb{T};X) \to L^1(\mathbb{T};X)} : = \sup_{f: \mathbb{T} \to X \text{ step}} \frac{\| \mathcal{H}_X f \|_{L^1(\mathbb{T};X)}}{\| f \|_{L^1(\mathbb{T};X)}} \]

**Remark 4.24.** In the light of Theorem 4.3 we have
\[ h_{L \log L,X} = \| \mathcal{H}_X \|_{L^1(\mathbb{T};X) \to L^1(\mathbb{T};X)} = \| \mathcal{H}_X \|_{L^1(\mathbb{R};X) \to L^1(\mathbb{R};X)} = \| \mathcal{H}_X \|_{L^1(\mathbb{Z};X) \to L^1(\mathbb{Z};X)} \]
for any Banach space \( X \).

We will establish the following statement.

**Theorem 4.25.** Let \( X \) be a Banach space. Then \( X \) has the UMD property if and only if \( h_{L \log L,X} < \infty \).

For the proof we will need the following lemma.

**Lemma 4.26.** Let \( X \) be a UMD Banach space. Then there exists a constant \( C_X \) depending only on \( X \) such that \( h_{p,X} \leq C_X \frac{p}{p-1} \) for all \( 1 < p < 2 \).

**Proof.** Let \( M, N : \mathbb{R}^+ \times \Omega \to X \) be continuous orthogonal martingales such that \( N \leq M \) and \( N_0 = 0 \). As we have already seen above,
\[ \sup_{t \geq 0} (\mathbb{E}\|N_t\|^p)^{\frac{1}{p}} \leq \frac{p}{p-1} C_{p,X} \sup_{t \geq 0} (\mathbb{E}\|M_t\|^p)^{\frac{1}{p}}, \]
where \( C_{p,X} \leq 10Cpe(1 - e/5)^{-1/p} \) (see (4.23) and the discussion following it). Therefore, if \( 1 < p < 2 \), we may assume that this constant depends only on \( C \) (which essentially depends only on \( X \)). The claim follows from the sharpness part of Theorem 3.1. \( \square \)

**Proof of Theorem 4.27** The inequality \( h_{L \log L,X} < \infty \) implies UMD by Theorem 4.17 applied to \( \Phi(x) = (\| x \| + 1) \log(\| x \| + 1) \) and \( \Psi(x) = \| x \|, x \in X \). The converse holds true by Lemma 4.26 and Yano’s extrapolation argument (see e.g. [13, 53]). \( \square \)

**4.5. Weak differential subordination of martingales: sharper \( L^p \)-inequalities.** As it was noticed in (2.5), for a UMD Banach space \( X \), any \( 1 < p < \infty \) and any \( X \)-valued local martingales \( M \) and \( N \) such that \( N \leq M \), we have
\[ \mathbb{E}\|N_t\|^p \leq c_{p,X}^p \mathbb{E}\|M_t\|^p, \quad t \geq 0, \]
with \( c_{p,X} \leq \beta_{p,X}^2 (\beta_{p,X} + 1) \). The purpose of this subsection is to show that the upper bound can be substantially improved.

**Theorem 4.27.** Let \( X \) be a Banach space, let \( 1 < p < \infty \) and assume that \( M, N \) are local martingales satisfying \( N \leq M \). Then
\[ \mathbb{E}\|N_t\|^p \leq (\beta_{p,X} + h_{p,X})^p \mathbb{E}\|M_t\|^p \]
for any \( t \geq 0 \).

**Remark 4.28.** Note that \( h_{p,X} \leq \beta_{p,X}^2 \) (see (2.2)), so (4.24) gives
\[ (\mathbb{E}\|N_t\|^p)^{\frac{1}{p}} \leq \beta_{p,X} (\beta_{p,X} + 1)(\mathbb{E}\|M_t\|^p)^{\frac{1}{p}} \]
which is better than (2.2).

For the proof of Theorem 4.27 we will need the notion of the **Burkholder function**.
Definition 4.29. Let \( E \) be a linear space. A function \( f : E \to \mathbb{R} \) is called concave if for any \( x, y \in E \) and any \( \lambda \in [0, 1] \) we have \( f(\lambda x + (1-\lambda)y) \geq \lambda f(x) + (1-\lambda)f(y) \). A function \( f : E \times E \to \mathbb{R} \) is called zigzag-concave if for each \( x, y \in E \) the function \( z \mapsto f(x + z, y + \varepsilon z) \) is concave.

The following theorem can be found in [11, 28, 54].

Theorem 4.30 (Burkholder). For a Banach space \( X \) the following conditions are equivalent:

1. \( X \) is a UMD Banach space;
2. for each \( p \in (1, \infty) \) there exists a constant \( \beta \) and a zigzag-concave function \( U : X \times X \to \mathbb{R} \), convex in the second variable, such that

\[
U(x, y) \geq \|y\|^{p} - \beta^{p}\|x\|^{p}, \quad x, y \in X.
\]

The smallest admissible \( \beta \), for which such \( U \) exists, is equal to \( \beta_{p,X} \).

Any function \( U \) as in the above theorem will be called a Burkholder function.

Remark 4.31. Suppose that the Banach space \( X \) is finite-dimensional and let \( U : X \times X \to \mathbb{R} \) be a zigzag-concave function. Let \( \rho : X \times X \to \mathbb{R}_{+} \) be a compactly supported nonnegative function of class \( C^{\infty} \). Then the convolution \( U_{\rho} := U * \rho : X \times X \to \mathbb{R} \) is zigzag-concave and of class \( C^{\infty} \) (see e.g. [2]).

While working with the Burkholder function \( U : X \times X \to \mathbb{R} \) we will use the following notation: for given vectors \( x, y \in X \) instead of writing

\[
\frac{\partial^{2}U}{\partial(x, 0)^{2}} \quad \frac{\partial^{2}U}{\partial(0, y)^{2}} \quad \frac{\partial^{2}U}{\partial(x, 0)\partial(0, y)}
\]

we will write

\[
\frac{\partial^{2}U}{\partial x^{2}} \quad \frac{\partial^{2}U}{\partial y^{2}} \quad \frac{\partial^{2}U}{\partial x\partial y}.
\]

Therefore for the convenience of the reader throughout this subsection we always assume that the first coordinate of any vector in \( X \times X \) is \( x \) (perhaps with a subscript), while the second coordinate is \( y \) (perhaps with a subscript). The same holds for partial derivatives.

We also will need the following lemma.

Lemma 4.32. Let \( X \) be a finite-dimensional Banach space, let \( F : X \times X \to \mathbb{R} \) be a zigzag-concave function and let \( (x_{0}, y_{0}) \in X \times X \) be such that \( F \) is twice Fréchet differentiable at \( (x_{0}, y_{0}) \). Let \( (x, y) \in X \times X \) be such that \( y = x \). Then for each \( \lambda \in [-1, 1] \),

\[
\frac{\partial^{2}F(x_{0}, y_{0})}{\partial x^{2}} + 2\lambda \frac{\partial^{2}F(x_{0}, y_{0})}{\partial x\partial y} + \frac{\partial^{2}F(x_{0}, y_{0})}{\partial y^{2}} \leq 0.
\]

Proof. Since the function

\[
\lambda \mapsto \frac{\partial^{2}F(x_{0}, y_{0})}{\partial x^{2}} + 2\lambda \frac{\partial^{2}F(x_{0}, y_{0})}{\partial x\partial y} + \frac{\partial^{2}F(x_{0}, y_{0})}{\partial y^{2}}
\]

is linear in \( \lambda \in [-1, 1] \), it is sufficient to check the cases \( \lambda = \pm 1 \). To this end notice that

\[
\frac{\partial^{2}F(x_{0}, y_{0})}{\partial x^{2}} \pm 2\frac{\partial^{2}F(x_{0}, y_{0})}{\partial x\partial y} + \frac{\partial^{2}F(x_{0}, y_{0})}{\partial y^{2}} = \frac{\partial^{2}}{\partial t^{2}}F(x_{0} + tx, y_{0} + ty) \big|_{t=0} \leq 0,
\]

where the latter follows from Definition 4.29. \( \Box \)
Proof of Theorem 4.27. We begin with similar reductions as in the proof of Theorem 3.1. First, we may assume that $X$ is a finite-dimensional Banach space. Let $d \geq 1$ be the dimension of $X$. Let $M = M^c + M^d$ and $N = N^c + N^d$ be the Meyer-Yoeurp decompositions (see Subsection 2.7). Then by Proposition 2.14 $N^c \ll M^c$ and $N^d \ll M^d$. Let $\tau = (\tau_t)_{t \geq 0}$ be the time-change constructed in Step 1 of the proof of Theorem 3.1 (see Section 4). So, there exists a 2-dimension standard Brownian motion $W$ on an extended probability space $(\Omega, \mathcal{F}, \mathbb{P})$ equipped with an extended filtration $\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}$, and there exist two progressively measurable processes $\phi, \psi : \mathbb{R}_+ \times \Omega \to \mathcal{L}(\mathbb{R}^d, X)$ such that $M^c \circ \tau = \phi \cdot W$ and $N^c \circ \tau = \psi \cdot W$. Let us redefine $M := M \circ \tau$ and $N := N \circ \tau$ (hence $M^c := M^c \circ \tau$, $M^d := M^d \circ \tau$, $N^c := N^c \circ \tau$, and $N^d := N^d \circ \tau$, see [56, Subsection 2.6]). Without loss of generality we may further assume that $M$ and $N$ terminate after some deterministic time: $M_t = M_{t \wedge T}$ and $N_t = N_{t \wedge T}$ for some fixed parameter $T \geq 0$. Analogously to Proposition 3.3 there exists a progressively measurable $A : \mathbb{R}_+ \times \Omega \to \mathcal{L}(\mathbb{R}^{2d})$ which satisfies $\|A\| \leq 1$ on $\mathbb{R}_+ \times \Omega$ and $\psi = \phi A$. Let us define $A^{sym} := \frac{A + A^T}{2}$, $A^{asym} := \frac{A - A^T}{2}$. If we set

$$N^{sym} := N^d + (\phi A^{sym}) \cdot W,$$

$$N^{asym} := (\phi A^{asym}) \cdot W,$$

then $N^{sym} \ll M$ and $N^{asym} \ll M$. Indeed, if $N^{sym} = N^{sym,c} + N^{sym,d}$ and $N^{asym} = N^{asym,c} + N^{asym,d}$ are the corresponding Meyer-Yoeurp decompositions, then $N^{sym,d} = N^d \ll M^d$, $N^{asym,d} = 0 \ll M^d$, and for any $x^* \in X^*$ and $t \geq 0$, we have

$$[(N^{sym,c}, x^*)]_t = \int_0^t \|\frac{A(s) + A^T(s)}{2}\phi^* (s)x^*\|^2 \, ds \leq \int_0^t \|\phi^*(s)x^*\|^2 \, ds \leq \int_0^t \|\phi^*(s)x^*\|^2 \, ds = [(M^c, x^*)]_t.$$

Here $\|\frac{A(s) + A^T(s)}{2}\| \leq 1$ by the triangle inequality. Therefore $N^{sym,c} \ll M^c$ and, analogously, $N^{asym,c} \ll M^c$, so the weak differential subordination holds by virtue of Proposition 2.14.

Let us now show that

$$(4.26) \quad \mathbb{E}\|M_t\|^p \leq r_p X \mathbb{E}\|M_t\|^p \quad \text{for } t \geq 0.$$ 

We have $N^{asym} = 0$ and $N^{asym} \ll M$; we will prove in addition that $M$ and $N^{asym}$ are orthogonal. For fixed $x^* \in X^*$ and $t \geq 0$ we may write

$$[(M, x^*), (N^{asym}, x^*)]_t = [(M^c, x^*), (N^{asym,c}, x^*)]_t + [(M^d, x^*), (N^{asym,d}, x^*)]_t$$

$$= [(M^c, x^*), (N^{sym,c}, x^*)]_t = [(\phi \cdot W, x^*), ((\phi A^{asym}) \cdot W, x^*)]_t$$

$$= [(\phi, x^*) \cdot W, ((\phi A^{asym}) \cdot x^*) \cdot W]_t$$

$$= \int_0^t (\phi^*(s)x^*, A^{asym}(s)\phi^*(s)x^*) \, ds = 0,$$

where the second equality is a consequence of pure discontinuity of $M^d$ and continuity of $N^{sym}$, while the last equality follows from the fact that $A^{asym}$ is antisymmetric. This gives the orthogonality of the processes and (4.26) follows from (3.1).
The next step is to show that
\[(4.27) \quad E\|N_t^\text{sym}\|^p \leq \beta^p_{p,X} E\|M_t\|^p \quad \text{for } t \geq 0.
\]
Let \( U : X \times X \to \mathbb{R} \) be the Burkholder function guaranteed by Theorem 4.30. Using the same argument as in [2], we may assume that \( U \) is of class \( C^\infty \) (see also Remark 4.31). Applying Itô’s formula (2.3) for a fixed basis \( (x_i)_{i=1}^d \) of \( X \) with the dual basis \( (x_i^*)_{i=1}^d \) of \( X^* \), we get
\[
E(U(M_t, N_t^\text{sym})) = E(U(M_0, N_0^\text{sym})) + \frac{1}{2} E I_1 + E I_2,
\]
where
\[
I_1 := \int_0^t \sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial x_i \partial x_j} \text{d}[(M, x_i^*), (M, x_j^*)]^c_s
\]
\[
+ \int_0^t \sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial y_i \partial y_j} \text{d}[(N^\text{sym}, x_i^*), (N^\text{sym}, x_j^*)]^c_s
\]
\[
+ 2 \int_0^t \sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial x_i \partial y_j} \text{d}[(M, x_i^*), (N^\text{sym}, x_j^*)]^c_s
\]
and
\[
I_2 := \sum_{0 \leq s \leq t} (\Delta U(M_s, N_s^\text{sym}) - \langle \partial_x U(M_s, N_s^\text{sym}), \Delta M_s \rangle
\]
\[- \langle \partial_y U(M_s, N_s^\text{sym}), \Delta N_s^\text{sym} \rangle) \quad \text{for } t \geq 0.
\]
Here \( \partial_x U(\cdot), \partial_y U(\cdot) \in X^* \) are the corresponding Fréchet derivatives of \( U \) in the first and the second \( X \)-subspace of the product space \( X \times X \). Let us first show that \( EI_1 \leq 0 \). Observe that
\[
\sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial x_i \partial x_j} (\phi^* x_i^*, \phi^* x_j^*)
\]
\[
+ \sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial y_i \partial y_j} (A^\text{sym} \phi^* x_i^*, A^\text{sym} \phi^* x_j^*)
\]
\[
+ 2 \sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial x_i \partial y_j} (\phi^* x_i^*, A^\text{sym} \phi^* x_j^*) \leq 0.
\]
Note that by Corollary 4.39 and convexity of \( U \) in the second variable,
\[
\sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial y_i \partial y_j} (A^\text{sym} \phi^* x_i^*, A^\text{sym} \phi^* x_j^*)
\]
\[
\leq \sum_{i,j=1}^d \frac{\partial^2 U(M_s, N_s^\text{sym})}{\partial y_i \partial y_j} (\phi^* x_i^*, \phi^* x_j^*).
\]

The operator \( P_{\text{Ran}(\phi^*)} A^\text{sym} P_{\text{Ran}(\phi^*)} \) is symmetric and
\[
\|P_{\text{Ran}(\phi^*)} A^\text{sym} P_{\text{Ran}(\phi^*)}\| \leq 1.
\]
Therefore by the spectral theorem there exist a \([-1, 1]\)-valued sequence \((\lambda_i)_{i=1}^{2d}\) and an orthonormal basis \((\tilde{h}_i)_{i=1}^{2d}\) of \( (\mathbb{R}^{2d})^* \) such that \( P_{\text{Ran}(\phi^*)} A^\text{sym} P_{\text{Ran}(\phi^*)} \tilde{h}_i = \lambda_i \tilde{h}_i \).
Moreover, since \( \text{Ran}(P_{\text{Ran} (\phi^*)} A_{\text{sym}}) \subset \text{Ran}(\phi^*) \) if \( \lambda_i \neq 0 \), so we may assume that there exists a basis \((\tilde{x}_i)_{i=1}^d\) of \( X \) with the dual basis \((\tilde{\phi}^*_i)_{i=1}^d\) such that \( \tilde{\phi}^*_i \tilde{x}_i = \tilde{h}_i \) for \( 1 \leq i \leq m \) and \( \tilde{\phi}^*_i \tilde{x}_i = 0 \) for \( m < i \leq d \), where \( m \in \{0, \ldots, d\} \) is the dimension of \( \phi^* \). By Lemma 4.32, the expression on the left-hand side of (4.24) does not depend on the choice of the basis of \( X \) and the corresponding dual basis. Therefore, using (4.31), it is not bigger than

\[
\sum_{i=1}^m \frac{\partial^2 U(M_{s-}, N_{s-}^{\text{sym}})}{\partial x_i \partial x_i} + \sum_{i=1}^m \frac{\partial^2 U(M_{s-}, N_{s-}^{\text{sym}})}{\partial y_i \partial y_i} + 2 \sum_{i=1}^m \lambda_i \frac{\partial^2 U(M_{s-}, N_{s-}^{\text{sym}})}{\partial x_i \partial y_i},
\]

which is bounded from above by 0 (see Lemma 4.32). Thus, (4.29) follows. Therefore by (4.28) and (4.29), we see that

\[
I_1 = \int_0^t \sum_{i,j=1}^d \frac{\partial^2 U(M_{s-}, N_{s-}^{\text{sym}})}{\partial x_i \partial x_j} (\phi^* x_i^*, \phi^* x_j^*) \, ds
\]

\[
+ \int_0^t \sum_{i,j=1}^d \frac{\partial^2 U(M_{s-}, N_{s-}^{\text{sym}})}{\partial y_i \partial y_j} (A_{\text{sym}} \phi^* x_i^*, A_{\text{sym}} \phi^* x_j^*) \, ds
\]

\[
+ 2 \int_0^t \sum_{i,j=1}^d \frac{\partial^2 U(M_{s-}, N_{s-}^{\text{sym}})}{\partial x_i \partial y_j} (\phi^* x_i^*, A_{\text{sym}} \phi^* x_j^*) \, ds \leq 0,
\]

and hence the expectation of \( I_1 \) is nonpositive. The inequality \( I_2 \leq 0 \) can be proved by repeating the arguments from [54, Proof of Theorem 3.18], while for the estimate \( U(M_{0}, N_0^{\text{sym}}) \leq 0 \), consult [54, Remark 3.10]. Therefore, we have

\[
\mathbb{E}\|N_s^{\text{sym}}\| - \beta_p \mathbb{E}\|M_{s}^{\text{sym}}\| \leq \mathbb{E}U(M_{0}, N_0^{\text{sym}}) \leq \mathbb{E}U(M_{0}, N_0^{\text{sym}}) \leq 0,
\]

so (4.24) holds. The general inequality (4.24) follows from (4.26), (4.27), and the triangle inequality. \( \square \)

**Remark 4.33.** It is an open problem whether there exists a Burkholder function \( U \) such that \( -U \) is plurisubharmonic (note that \( X \times X \simeq X + iX \), so the plurisubharmonicity condition is well-defined). If it exists, then \( h_{p,X} \leq \beta_{p,X} \) by Theorem 3.22 and so the open problem outlined in Remark 2.1 is solved. Unfortunately, plurisubharmonicity of \( -U \) is discovered only in the Hilbert space case (see [52 and 54, Remark 5.6]).

### 4.6. Weak differential subordination of harmonic functions

Let \( X \) be a Banach space, let \( d \geq 1 \) be a fixed dimension and let \( \mathcal{O} \) be an open subset of \( \mathbb{R}^d \). A function \( f : \mathcal{O} \to X \) is called **harmonic** if it takes its values in a finite-dimensional subspace of \( X \), is twice-differentiable, and

\[
\Delta f(s) := \sum_{i=1}^d \partial_i^2 f(s) = 0, \quad s \in \mathcal{O}.
\]

For each \( s \in \mathcal{O} \), we define \( \nabla f(s) \in L(\mathbb{R}^d, X) \) by

\[
\nabla f(s)(a_1 e_1 + \cdots + a_d e_d) = \sum_{i=1}^d a_i \partial_i f(s), \quad a_1, \ldots, a_d \in \mathbb{R},
\]

where \((e_i)_{i=1}^d\) is the basis of \( \mathbb{R}^d \).
Definition 4.34. Let \( X, d, \mathcal{O} \) be as above and assume that \( f, g : \mathcal{O} \to X \) are harmonic functions. Then

1. \( g \) is said to be weakly differentially subordinate to \( f \) (which will be denoted by \( g \preceq f \)) if

\[
|\langle \nabla g(s), x^* \rangle| \leq |\langle \nabla f(s), x^* \rangle|, \quad s \in \mathcal{O}, x^* \in X^*;
\]

2. \( f \) and \( g \) are said to be orthogonal if

\[
\langle \nabla f(s), x^* \rangle, \langle \nabla g(s), x^* \rangle = 0, \quad s \in \mathcal{O}, x^* \in X^*.
\]

Here \( |\cdot| \) in (4.31) is assumed to be the usual Euclidean norm in \((\mathbb{R}^d)^* \cong \mathbb{R}^d\), and \( \langle \cdot, \cdot \rangle \) in (4.32) is the usual scalar product in \((\mathbb{R}^d)^* \cong \mathbb{R}^d\).

The notion of weak differential subordination of vector-valued harmonic functions extends the concept originally formulated in the one-dimensional case by Burkholder [13]. As shown in that paper, the differential subordination of harmonic functions lead to the corresponding \( L^p \)-inequalities for \( 1 < p < \infty \). The aim of this subsection is to show the extension of that result to general weakly differentially subordinated harmonic functions and to show more general \( \Phi, \Psi \)-type estimates under the orthogonality assumption. We start with recalling the definition of a harmonic measure.

Definition 4.35. Let \( \mathcal{O} \subset \mathbb{R}^d \) be an open set containing the origin and let \( \partial \mathcal{O} \) be the boundary of \( \mathcal{O} \). The probability measure \( \mu \) on \( \partial \mathcal{O} \) is called a harmonic measure with respect to the origin, if for any Borel subset \( A \subset \partial \mathcal{O} \) we have

\[
\mu(A) := P\{W_\tau \in A\}.
\]

Here \( W : \mathbb{R}_+ \times \Omega \to \mathbb{R}^d \) is a standard Brownian motion starting from \( 0 \) and \( \tau \) is the exit-time of \( W \) from \( \mathcal{O} \).

Theorem 4.36. Let \( X \) be a Banach space, let \( d \geq 1 \) be a fixed dimension and let \( \mathcal{O} \) be an open, bounded subset of \( \mathbb{R}^d \) containing the origin. Assume further that \( \Phi, \Psi : X \to \mathbb{R} \) are continuous functions such that \( \Psi \) is convex and \( \Psi(0) = 0 \). Then for any continuous functions \( f, g : \overline{\mathcal{O}} \to X \) harmonic and orthogonal on \( \overline{\mathcal{O}} \) satisfying \( g \preceq f \) and \( g(0) = 0 \) we have

\[
\int_{\partial \mathcal{O}} \Psi(g(s)) \, d\mu(s) \leq \int_{\partial \mathcal{O}} \Phi(f(s)) \, d\mu(s).
\]

Here \( \mu \) is the harmonic measure on \( \partial \mathcal{O} \) with respect to the origin and the least admissible \( C_{\Phi, \Psi, X} \) equals \( |\mathcal{H}_X^\Phi|_{\Phi, \Psi} \).

Remark 4.37. We do not assume that \( \Phi \) is convex because both \( f \) and \( g \) take their values in a finite-dimensional subspace of \( X \), see Remark [3.13].

Proof of Theorem 4.36. Let \( W : \mathbb{R}_+ \times \Omega \to \mathbb{R}^d \) be a standard Brownian motion and let \( \tau := \inf\{t \geq 0 : W_t \notin \mathcal{O}\} \). Then both \( M := f(W^\tau) \) and \( N := g(W^\tau) \) are martingales since both \( f \) and \( g \) are harmonic on \( \mathcal{O} \) (see e.g. [32, Theorem 18.5]). By Itô’s formula and the fact that both \( f \) and \( g \) are harmonic we have

\[
M_t = f(W^\tau_t) = f(0) + \int_0^t \nabla f(W^\tau_s) \, dW^\tau_s, \quad t \geq 0,
\]

\[
N_t = g(W^\tau_t) = \int_0^t \nabla g(W^\tau_s) \, dW^\tau_s, \quad t \geq 0,
\]
where in the second line we have used the equality $g(0) = 0$. Therefore for any $x^* \in X^*$ and any $0 \leq u \leq t$ we have

$$\langle N, x^* \rangle_t - \langle N, x^* \rangle_u = \int_u^t \|\nabla g(W^*_s), x^*)\|^2 \, ds$$

$$\leq \int_u^t \|\nabla f(W^*_s), x^*)\|^2 \, ds = \langle M, x^* \rangle_t - \langle M, x^* \rangle_u,$$

and

$$\langle M, x^* \rangle_t - \langle N, x^* \rangle_t = \int_0^t \langle \nabla g(W^*_s), x^* \rangle \rangle - \langle \nabla f(W^*_s), x^* \rangle \rangle \rangle \, ds = 0.$$ 

Consequently, $M$ and $N$ are orthogonal and $N \ll M$, so

$$\int_{\partial D} \Psi(g(s)) \, d\mu(s) = \lim_{t \to \infty} \mathbb{E}[\Psi(g(W^*_t))]$$

$$\leq \lim_{t \to \infty} |H^2_X|_{\Phi, \Psi} \mathbb{E}[\Psi(f(W^*_t))] = |H^2_X|_{\Phi, \Psi} \int_{\partial D} \Phi(f(s)) \, d\mu(s).$$

Here the first and the last equality follow from the dominated convergence theorem and the definition of $\mu$, while the middle one is due to Theorem 3.1.

The sharpness of the constant $C_{\Phi, \Psi, X} = |H^2_X|_{\Phi, \Psi}$ follows from the case $d = 2$, $D \subseteq \mathbb{R}^2$ being the unit disc, $f$ and $g$ being such that $g|_{\partial D} = H^2_X(f|_{\partial D})$ (in this case $\mu$ becomes the probability Lebesgue measure on the unit circle $\partial D$).

**Remark 4.38.** Sharpness of the estimate

$$\int_{\partial D} \Psi(g(s)) \, d\mu(s) \leq |H^2_X|_{\Phi, \Psi} \int_{\partial D} \Phi(f(s)) \, d\mu(s)$$

for a fixed domain $D$ remains open. Nevertheless, in the case $d = 2$ and $D$ being rounded with a Jordan boundary (e.g. polygon-shaped) the sharpness follows immediately from the Carathéodory’s theorem (see e.g. [22, Subsection I.3 and Appendix F]).

Let us turn to the corresponding result for $L^p$-estimates for differentially subordinate harmonic functions (i.e., not necessarily orthogonal).

**Theorem 4.39.** Let $X$, $d$ and $D$ be as in the previous statement. Assume further that $f, g : \overline{D} \to X$ are continuous functions harmonic on $D$ satisfying $g \ll f$ and $g(0) = a_0 f(0)$ for some $a_0 \in [-1, 1]$. Then for any $0 < p < \infty$ we have

$$(4.33) \quad \left( \int_{\partial D} \|g(s)\|^p \, d\mu(s) \right)^{\frac{1}{p}} \leq C_{p,X} \left( \int_{\partial D} \|f(s)\|^p \, d\mu(s) \right)^{\frac{1}{p}},$$

where $\mu$ is the harmonic measure of $\partial D$, and the least admissible constant $C_{p,X}$ is within the segment $[h_{p,X}, \beta_{p,X} + h_{p,X}]$.

**Remark 4.40.** In the scalar-valued setting it is known that the optimal $C_{p,R}$ is within the range $[\cot(\frac{\pi}{2p}), p^*/p - 1]$. The precise identification of $C_{p,R}$ is an open problem formulated by Burkholder in [13].

**Proof of Theorem 4.39.** This is quite similar to the proof of the latter statement, so we will be brief and only indicate the necessary changes which need to be implemented. For the lower bound $C_{p,X} \geq h_{p,X}$, modify appropriately the last sentence of the proof of Theorem 4.36. To show the upper bound for $C_{p,X}$, consider
the martingales \( M := f(W^\tau) \) and \( N := g(W^\tau) \), where \( W \) and \( \tau \) are as previously.

Arguing as in the proof of Theorem 4.36, we show that \( N \ll M \) and hence
\[
\left( \int_{\partial \Omega} \|g(s)\|^p \, d\mu(s) \right)^{1/p} = \lim_{t \to \infty} (E\|N_{t}\|^p)^{1/p} \leq \limsup_{t \to \infty} (E\|M_{t}\|^p)^{1/p} \\
\leq \lim_{t \to \infty} (E\|M_{t}\|^p)^{1/p} \leq (\beta_{p,X} + h_{p,X}) \left( \int_{\partial \Omega} \|f(s)\|^p \, d\mu(s) \right)^{1/p}.
\]

This completes the proof.

\( \square \)

**Remark 4.41.** Note that any significant improvement for the upper bound of \( C_{p,X} \) in (4.38) could automatically solve an open problem. Let us outline two remarkable examples. If one could show that \( C_{p,X} \leq C\beta_{p,X} \) for some universal constant \( C > 0 \), then the open problem outlined in Remark 2.1 will be solved. On the other hand, if one could show that \( C_{p,X} = h_{p,X} \), then the question of Burkholder concerning the optimal constant \( C_{p,R} \) in the real-valued case would be answered (see Remark 4.40).

### 4.7. Inequalities for singular integral operators.

Our final application concerns the extension of \( \Phi, \Psi \)-estimates from the setting of nonperiodic Hilbert transform to the case of odd-kernel singular integral operators on \( \mathbb{R}^d \). We start with the notion of a **directional Hilbert transform**: given a unit vector \( \theta \in \mathbb{R}^d \), we define the operator \( \mathcal{H}_\theta \) by

\[
\mathcal{H}_\theta f(x) = \frac{1}{\pi} \text{p.v.} \int_{\mathbb{R}} f(x - t\theta) \frac{dt}{t}, \quad x \in \mathbb{R}^d,
\]

where \( f \) is a sufficiently regular real-valued function on \( \mathbb{R}^d \), and call it the Hilbert transform of \( f \) in the direction \( \theta \). For example, if \( e_1 \) stands for the unit vector \((1,0,\ldots,0) \in \mathbb{R}^d \), then \( \mathcal{H}_{e_1} \) is obtained by applying the Hilbert transform in the first variable followed by the identity operator in the remaining variables. Consequently, by Fubini’s theorem, we see that for any functions \( \Phi, \Psi : X \to [0, \infty) \) and any step function \( f : \mathbb{R}^d \to X \) (finite linear combination of characteristic functions of rectangles) we have

\[
\int_{\mathbb{R}^d} \Phi(\mathcal{H}_{e_1} f) \, dx \leq |\mathcal{H}_X|_{\Phi,\Psi} \int_{\mathbb{R}^d} \Phi(f) \, dx.
\]

Now, if \( A \) is an arbitrary orthogonal matrix, we have

\[
\mathcal{H}_{Ac_1}(f)(x) = \mathcal{H}_{c_1}(f \circ A)(A^{-1}x), \quad x \in \mathbb{R}^d,
\]

so the above inequality holds true for any directional Hilbert transform \( \mathcal{H}_\theta \).

Suppose that \( \Omega : S^{d-1} \to \mathbb{R} \) is an odd function satisfying \( ||\Omega||_{L^1(S^{d-1})} = 1 \) and define the associated operator

\[
T_\Omega f(x) = \frac{2}{\pi} \text{p.v.} \int_{\mathbb{R}^d} \frac{\Omega(y/|y|)}{|y|^d} f(x - y) \, dy, \quad x \in \mathbb{R}^d.
\]

Then \( T_\Omega \) can be expressed as an average of directional Hilbert transforms:

\[
T_\Omega f(x) = \int_{S^{d-1}} \Omega(\theta) \mathcal{H}_\theta f(x) \, d\theta, \quad x \in \mathbb{R}^d.
\]
(Sometimes this identity is referred to as the method of rotations.) Consequently, if $\Psi$ is convex and even, we get
\[
\int_{\mathbb{R}^d} \Psi(T_{\Omega}f)dx = \int_{\mathbb{R}^d} \Psi \left( \int_{S^{d-1}} \Omega(\theta) f(x) d\theta \right) dx \\
\leq \int_{S^{d-1}} |\Omega(\theta)| \int_{\mathbb{R}^d} \Psi(H_\theta f(x)) dx d\theta \leq |\mathcal{H}_{X,\Psi}^\mathbb{R}| \int_{\mathbb{R}^d} \Phi(f)dx.
\]
In particular, if we fix $d$ and $j \in \{1, 2, \ldots, d\}$, then the kernel
\[
\Omega_{j,d}(\theta) = \frac{\pi \Gamma \left( \frac{d+1}{2} \right)}{2 \pi (d+1/2) \theta^j}, \quad \theta \in S^{d-1},
\]
gives rise to the Riesz transform $R_j$. Therefore, we see that any $\Phi, \Psi$-estimate for the nonperiodic Hilbert transform (where $\Psi$ is assumed to be a convex and odd function on $X$) holds true, with an unchanged constant, also in the context of Riesz transforms.

The following theorem connects the $\Phi, \Psi$-norm of an odd power of a Riesz transform with the $\Phi, \Psi$-norm of the Hilbert transform.

**Theorem 4.42.** Let $X$ be a Banach space, $d \geq 1$, $j \in \{1, \ldots, d\}$, $m \geq 1$ be odd. Let $R_{j,X}$ be the corresponding Riesz transform acting on $X$-valued step functions, $\Phi, \Psi : X \to \mathbb{R}_+$ be convex continuous such that $\Psi$ is even. Then
\[
|R_{j,X}^m|_{\Phi, \Psi} \leq \left| \frac{2 \Gamma \left( \frac{m+d}{2} \right)}{\Gamma \left( \frac{m}{2} \right) \Gamma \left( \frac{d}{2} \right)} \right| \mathcal{H}_{X,\Phi,\Psi}^\mathbb{R}.
\]

**Proof.** The proof follows from the discussion above, the fact that $R_{j,X}^m$ is a singular integral of the following form (see e.g. [29, p. 33]):
\[
R_{j,X}^m f(x) = \frac{\Gamma \left( \frac{m+d}{2} \right)}{\pi \Gamma \left( \frac{m}{2} \right) \Gamma \left( \frac{d}{2} \right)} \int_{\mathbb{R}^d} \frac{f(x-y) y^m}{|y|^{m+d}} dy, \quad x \in \mathbb{R}^d,
\]
where $f : \mathbb{R}^d \to X$ is a step function, and the fact that the volume of $S^{d-1}$ equals $2\pi^{d/2}/\Gamma \left( \frac{d}{2} \right)$.

Notice that if $d$ is fixed, then $\frac{2 \Gamma \left( \frac{m+d}{2} \right)}{\Gamma \left( \frac{m}{2} \right) \Gamma \left( \frac{d}{2} \right)}$ is of the order $m^{d/2}$, so in particular we have that for all $1 < p < \infty$
\[
\|R_{j,X}^m\|_{L^p(\mathbb{R}^d; X) \to L^p(\mathbb{R}^d; X)} \lesssim_d m^{d/2} \|\mathcal{H}_{X,\Phi,\Psi}^\mathbb{R}\|_{L^p(\mathbb{R}; X) \to L^p(\mathbb{R}; X)}.
\]

**Acknowledgment**

The authors would like to thank Mark Veraar for pointing out the estimate (4.15) to them.

**References**

[1] R. Bañuelos and M. Kwaśnicki. On the $l^p$-norm of the Discrete Hilbert transform. [arXiv:1709.07427], 2017.
[2] R. Bañuelos and A. Osękowski. Martingales and sharp bounds for Fourier multipliers. *Ann. Acad. Sci. Fenn. Math.*, 37(1):251–263, 2012.
[3] R. Bañuelos and G. Wang. Sharp inequalities for martingales with applications to the Beurling-Ahlfors and Riesz transforms. *Duke Math. J.*, 80(3):575–600, 1995.

[4] R. Bañuelos and G. Wang. Orthogonal martingales under differential subordination and applications to Riesz transforms. *Illinois J. Math.*, 40(4):678–691, 1996.

[5] S. Bochner and A.E. Taylor. Linear functionals on certain spaces of abstractly-valued functions. *Ann. of Math. (2)*, 39(4):913–944, 1938.

[6] J. Bourgain. Some remarks on Banach spaces in which martingale difference sequences are unconditional. *Ark. Mat.*, 21(2):163–168, 1983.

[7] D.L. Burkholder. Distribution function inequalities for martingales. *Ann. Probability*, 1:19–42, 1973.

[8] D.L. Burkholder. A geometrical characterization of Banach spaces in which martingale difference sequences are unconditional. *Ann. Probab.*, 9(6):997–1011, 1981.

[9] D.L. Burkholder. A geometric condition that implies the existence of certain singular integrals of Banach-space-valued functions. In *Conference on harmonic analysis in honor of Antoni Zygmund, Vol. I, II (Chicago, Ill., 1981)*, Wadsworth Math. Ser., pages 270–286. Wadsworth, Belmont, CA, 1983.

[10] D.L. Burkholder. Boundary value problems and sharp inequalities for martingale transforms. *Ann. Probab.*, 12(3):647–702, 1984.

[11] D.L. Burkholder. Martingales and Fourier analysis in Banach spaces. In *Probability and analysis (Varenna, 1985)*, volume 1206 of *Lecture Notes in Math.*, pages 61–108. Springer, Berlin, 1986.

[12] D.L. Burkholder. Sharp inequalities for martingales and stochastic integrals. *Astérisque*, (157-158):75–94, 1988. Colloque Paul Lévy sur les Processus Stochastiques (Palaiseau, 1987).

[13] D.L. Burkholder. Differential subordination of harmonic functions and martingales. In *Harmonic analysis and partial differential equations (El Escorial, 1987)*, volume 1384 of *Lecture Notes in Math.*, pages 1–23. Springer, Berlin, 1989.

[14] D.L. Burkholder. Martingales and singular integrals in Banach spaces. In *Handbook of the geometry of Banach spaces, Vol. I*, pages 233–269. North-Holland, Amsterdam, 2001.

[15] S.G. Cox and S. Geiss. On decoupling in Banach spaces. *Preprint*, 2018.

[16] S.G. Cox and M.C. Veraar. Vector-valued decoupling and the Burkholder-Davis-Gundy inequality. *Illinois J. Math.*, 55(1):343–375 (2012), 2011.

[17] C. Dellacherie and P.-A. Meyer. *Probabilities and potential. B*, volume 72 of *North-Holland Mathematics Studies*. North-Holland Publishing Co., Amsterdam, 1982. Theory of martingales, Translated from the French by J. P. Wilson.

[18] D.E. Edmunds and M. Krbez. Variations on Yano’s extrapolation theorem. *Rev. Mat. Complut.*, 18(1):111–118, 2005.

[19] G.B. Folland. *A course in abstract harmonic analysis*. Studies in Advanced Mathematics. CRC Press, Boca Raton, FL, 1995.

[20] D.J.H. Garling. Brownian motion and UMD-spaces. In *Probability and Banach spaces (Zaragoza, 1985)*, volume 1221 of *Lecture Notes in Math.*, pages 36–49. Springer, Berlin, 1986.
[21] D.J.H. Garling. Random martingale transform inequalities. In Probability in Banach spaces 6 (Sandbjerg, 1986), volume 20 of Progr. Probab., pages 101–119. Birkhäuser Boston, Boston, MA, 1990.

[22] J.B. Garnett and D.E. Marshall. Harmonic measure, volume 2 of New Mathematical Monographs. Cambridge University Press, Cambridge, 2008. Reprint of the 2005 original.

[23] P.M. Gauthier. Lectures on several complex variables. Birkhäuser/Springer, Cham, 2014.

[24] S. Geiss. A counterexample concerning the relation between decoupling constants and UMD-constants. Trans. Amer. Math. Soc., 351(4):1355–1375, 1999.

[25] S. Geiss, S. Montgomery-Smith, and E. Saksman. On singular integral and martingale transforms. Trans. Amer. Math. Soc., 362(2):553–575, 2010.

[26] B. Hollenbeck, N.J. Kalton, and I.E. Verbitsky. Best constants for some operators associated with the Fourier and Hilbert transforms. Studia Math., 157(3):237–278, 2003.

[27] L. Hörmander. Notions of convexity, volume 127 of Progress in Mathematics. Birkhäuser Boston, Inc., Boston, MA, 1994.

[28] T.P. Hytönen, J.M.A.M. van Neerven, M.C. Veraar, and L. Weis. Analysis in Banach spaces. Vol. I. Martingales and Littlewood-Paley theory, volume 63 of Ergebnisse der Mathematik und ihrer Grenzgebiete. Springer, 2016.

[29] T. Iwaniec and G. Martin. Riesz transforms and related singular integrals. J. Reine Angew. Math., 473:25–57, 1996.

[30] J. Jacod and A.N. Shiryaev. Limit theorems for stochastic processes, volume 288 of Grundlehren der Mathematischen Wissenschaften. Springer-Verlag, Berlin, second edition, 2003.

[31] M. Jouak and L. Thibault. Directional derivatives and almost everywhere differentiability of biconvex and concave-convex operators. Math. Scand., 57(1):215–224, 1985.

[32] O. Kallenberg. Foundations of modern probability. Probability and its Applications (New York). Springer-Verlag, New York, second edition, 2002.

[33] N. Kalton, E. Lorist, and L. Weis. Euclidean structures. In preparation.

[34] I. Karatzas and S.E. Shreve. Brownian motion and stochastic calculus, volume 113 of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1991.

[35] E. Laeng. Remarks on the Hilbert transform and on some families of multiplier operators related to it. Collect. Math., 58(1):25–44, 2007.

[36] P. Lelong and L. Gruman. Entire functions of several complex variables, volume 282 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1986.

[37] T.R. McConnell. Decoupling and stochastic integration in UMD Banach spaces. Probab. Math. Statist., 10(2):283–295, 1989.

[38] P.-A. Meyer. Un cours sur les intégrales stochastiques. Springer, Berlin, 1976.

[39] A. Osękowski. Strong differential subordination and sharp inequalities for orthogonal processes. J. Theoret. Probab., 22(4):837–855, 2009.

[40] A. Osękowski. Sharp inequalities for Hilbert transform in a vector-valued setting. Math. Inequal. Appl., 18(4):1561–1573, 2015.

[41] A. Osękowski. Inequalities for Hilbert operator and its extensions: the probabilistic approach. Ann. Probab., 45(1):535–563, 2017.
[42] S.K. Pichorides. On the best values of the constants in the theorems of M. Riesz, Zygmund and Kolmogorov. Studia Math., 44:165–179. (errata insert), 1972. Collection of articles honoring the completion by Antoni Zygmund of 50 years of scientific activity, II.

[43] G. Pisier. Martingales in Banach spaces, volume 155. Cambridge University Press, 2016.

[44] P.E. Protter. Stochastic integration and differential equations, volume 21 of StochasticModelling and Applied Probability. Springer-Verlag, Berlin, 2005. Second edition. Version 2.1, Corrected third printing.

[45] M. Riesz. Sur les fonctions conjuguées. Math. Z., 27(1):218–244, 1928.

[46] L.I. Ronkin. Vvedenie v teoriyu tselykh funktsii mnogikh peremennykh. Izdat. “Nauka”, Moscow, 1971.

[47] L.I. Ronkin. Introduction to the theory of entire functions of several variables. American Mathematical Society, Providence, R.I., 1974. Translated from the Russian by Israel Program for Scientific Translations, Translations of Mathematical Monographs, Vol. 44.

[48] L. Thibault. Continuity of measurable convex and biconvex operators. Proc. Amer. Math. Soc., 90(2):281–284, 1984.

[49] E.C. Titchmarsh. Reciprocal formulae involving series and integrals. Math. Z., 25(1):321–347, 1926.

[50] M.C. Veraar. Stochastic integration in Banach spaces and applications to parabolic evolution equations. PhD thesis, TU Delft, Delft University of Technology, 2006.

[51] M.C. Veraar. Randomized UMD Banach spaces and decoupling inequalities for stochastic integrals. Proc. Amer. Math. Soc., 135(5):1477–1486, 2007.

[52] G. Wang. Differential subordination and strong differential subordination for continuous-time martingales and related sharp inequalities. Ann. Probab., 23(2):522–551, 1995.

[53] S. Yano. Notes on Fourier analysis. XXIX. An extrapolation theorem. J. Math. Soc. Japan, 3:296–305, 1951.

[54] I.S. Yaroslavtsev. Fourier multipliers and weak differential subordination of martingales in UMD Banach spaces. [arXiv:1703.07817]. To appear in Studia Math., 2017.

[55] I.S. Yaroslavtsev. Martingale decompositions and weak differential subordination in UMD Banach spaces. [arXiv:1706.01731]. To appear in Bernoulli, 2017.

[56] I.S. Yaroslavtsev. On the martingale decompositions of Gundy, Meyer, and Yoeurp in infinite dimensions. [arXiv:1712.00401]. 2017.

[57] Ch. Yoeurp. Décompositions des martingales locales et formules exponentielles. In Séminaire de Probabilités, X (Seconde partie: Théorie des intégrales stochastiques, Univ. Strasbourg, Strasbourg, année universitaire 1974/1975), pages 432–480. Lecture Notes in Math., Vol. 511. Springer, Berlin, 1976.

[58] D.C. Youla. A normal form for a matrix under the unitary congruence group. Canad. J. Math., 13:694–704, 1961.

[59] A. Zygmund. Trigonometric series. Vol. I, II. Cambridge Mathematical Library. Cambridge University Press, Cambridge, third edition, 2002. With a foreword by Robert A. Fefferman.
Department of Mathematics, Informatics and Mechanics, University of Warsaw, Banacha 2, 02-097 Warsaw, Poland
E-mail address: ados@mimuw.edu.pl

Delft Institute of Applied Mathematics, Delft University of Technology, P.O. Box 5031, 2600 GA Delft, The Netherlands
E-mail address: I.S.Yaroslavtsev@tudelft.nl