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Abstract: This paper presents a fuzzy system approach to the prediction of nonlinear time-series and dynamical systems. To do this, the underlying mechanism governing a time-series is perceived by a modified structure of a fuzzy system in order to capture the time-series behaviour, as well as the information about its successive time derivatives. The prediction task is carried out by a fuzzy predictor based on the extracted rules and on a Taylor ODE solver. The approach has been applied to a benchmark problem: the Mackey-Glass chaotic time-series. Furthermore, comparative studies with other fuzzy and neural network predictors were made and these suggest equal or even better performance of the herein presented approach.
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1. INTRODUCTION

A time-series is a discrete sequence of measured quantities $x_1, x_2, ..., x_n$, of some physical system (taken at regular intervals of time) or from human activity data. Here, the time-series prediction problem is formulated as a system identification problem, where the system input is its past values and its desired output its future values. Much effort has been devoted over the past several decades to the development and improvement of time-series forecasting models. Recently, has been an increasing interest in extending the classical framework of Box-Jenkins to incorporate nonstandard properties, such as nonlinearity, non-Gaussianity, and heterogeneity. So far, these solutions present a congenital shortcoming due to their lack of capability to incorporate directly the natural linguistic information in their modelling or in their strategies, or even to extract relevant linguistic information from the data series.

Moreover, neural networks and fuzzy logic modelling have been applied to the problem of forecasting complex time-series with advantages over the traditional statistical approaches with flexible nonlinear modelling capability through linguistic rules or weighted neurone network.

From a computational point of view, fuzzy systems (FS) are inherently nonlinear and have the capability to approximate nonlinear functions. However, the classical FS is based on the belief that there are static linear or non-linear relationships between historical data and future values of a time-series system, here referred as a zero order system. Unfortunately, in many practical situations, the zero order approximation capability of the FS is not sufficient to approximate temporal series. In other situations, it will be useful to know the series of derivatives from the original time-series, since the derivative of FS seldom is an approximate of the derivatives’ series.

More recently, other works have appeared that aim at approximating time-series using FS with advantages over the traditional statistical approaches with flexible nonlinear modelling capability through linguistic rules or weighted neurone network.

This paper models the time-series data, exploring the dynamic relationship between the variables, using a suitable FS representation. In particular, the problem of future prediction uses a Disturbed Fuzzy Modelling (DFM) approach, which is a generalised FS capable of approximating regular functions as well as their derivatives on compact domains with linguistic information. Its rules are extracted from available past data or local Taylor series (TS) ex-
pansion using a new least-square multivariate rational approximation. This linguistic information is related to the translation process of Fuzzy sets (Fsets) within the fuzzy relationships, which, when modelled, are capable of describing the local trend of the fuzzy models (time or space derivatives). With derivatives’ models of time-series, for regions of interest, a TS is able to approximate either a solution of ordinary differential equations (ODE) or time-series in distinct regions of the space. The terms of this TS are now a set of FS which are derivative functions of the DFS. Such representation is designated as the TS of Fuzzy Functions (TSFF), which are the time-series approximates.

This work is organised as follows: Section 2 describes the disturbed fuzzy system (DFS); Section 3 explains the learning methods to approximate a function and its derivatives by the DFS. Section 4 presents an ODE Fuzzy method based on the DFS. Section 5 applies the proposed algorithm to a benchmark problem and compares the simulation results with other approaches. Finally, conclusions are drawn and some directions for future work are outline in Section 6.

2. THE DISTURBED FUZZY SYSTEM

FS models provide a framework for modelling complex nonlinear relations using a rule-based methodology. To do this, consider a system \( y = f(x) \), where \( y \) is the output (or consequent) variable and \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \) is the input vector (or antecedent) variable. Let \( U = U_1 \times \cdots \times U_n \) be the domain of the input vector \( x \in \mathbb{R}^n \), and \( V \) the output space. A linguistic model, relating variables \( x \) and \( y \), can be written as a collection of rules that link terms \( A_j \in U_i, i = 1, \ldots, n \), and \( B_i \in V, j = 1, \ldots, N \), where \( A_j(x) = (A_j(x_1), \ldots, A_j(x_i), \ldots, A_j(x_n)) \) and \( B_j(y) \) represent the \( j \)-descriptor sets associated to variables \( x \) and \( y \), respectively. In FS modelling, this relationship is represented by a collection \( T \) of fuzzy IF–THEN rules:

\[
R_j : \text{IF } x_1 \in A_{j_1} \text{ and } \ldots \text{ and } x_i \in A_{j_i} \ldots \text{ and } x_n \in A_{j_n} \quad \text{THEN } y \in B_j
\]

where the rule index \( j \) belongs to set \( J = \{j | j = (j_1, \ldots, j_n), j_1 = 1, N, i = 1, n, j = 1, N\} \).

The input space \( U \) and the output space \( V \) are completely partitioned into \( N \) fuzzy regions, where \( N \) fuzzy rules of form (1) can be defined (for \( U, N = \bigcup_{i=1}^{n} N_i \)). The rule-base can be represented by the fuzzy relation defined on the Cartesian product \( A \times B \). If each input space \( U_i, i = 1, n \), is completely partitioned into \( N_i \) Fsets, then there always exists at least one active rule.

Next, some relevant concepts are introduced.

**Definition 1.** (Completeness). The collection of FSets \( \{A_j\}_{j=1}^{N} \) in \( U \) is said to be complete on \( U \) if \( \forall x \in U, \exists j | A_j(x) > 0 \).

**Definition 2.** (Support). The support of a Fset \( A \) on \( U \) is \( \text{Supp}(A) = \{x \in U | A(x) > 0\} \).

**Definition 3.** (Core). The core of a Fset \( A \) on \( U \) is \( C(A) = \{x \in U | A(x) = 1\} \).

**Definition 4.** (Consistency). The collection of FSets \( \{A_j\}_{j=1}^{N} \) in \( U \) is said to be consistent if \( A_j(x) = 1 \) for some \( x \in U \) implies that \( A_j(x') = 0, \forall x' \neq j \).

**Assumption 1.**

(i) FSets \( \{A_j\}_{j=1}^{N} \) are convex, normal, consistent, and complete in \( U_i \);

(ii) FSets \( A_j \), are ordered between themselves, i.e., \( A_j \prec A_{j_k} \prec A_{j_k} \prec j_k \);

(iii) \( A_j \) has a membership function \( A_j(x) \) whose value is zero outside \( [\bar{x}_{ji-1}, \bar{x}_{ji+1}] \). It increases monotonically on \( [\bar{x}_{ji-1}, \bar{x}_{ji}] \), reaches 1 at \( x_i = \bar{x}_{ji} \), decreases monotonically next, and becomes zero at \( x_i = \bar{x}_{ji+1} \);

(iv) The antecedent of rule \( R_j \) is a Fset whose membership function is \( A_j(x) \) that is obtained by \( T \)-norm aggregations (\( \ast \)) of \( A_j(x) \), as explained in (2).

\[ A_j(x) = 1 \text{ for } x_i = \bar{x}, (\bar{x}_i, \ldots, \bar{x}_j) \in U \text{ and zero for regions outside of the multi-dimensional interval} \]

\[ x \in [\bar{x}_{ji-1}, \bar{x}_{ji+1}] \].

Since FSets \( A_{11}, A_{12}, \ldots, A_{1N} \in U_i, i = 1, N \), use membership functions which are normal, consistent, and complete, thus at least one and at most the \( 2^n \) \( A_j(x) \) are nonzero for every \( j \in J \).

**Remark 1.** As \( \{A_j\}_{j=1}^{N} \) in \( U \) are consistent, there is a collection of special points, equal to the corresponding central point of \( A_j(x) \), where only one rule can be fired. We define the collection of these special points as \( S = \{x_j = (\bar{x}_{j1}, \bar{x}_{j2}, \ldots, \bar{x}_{jn}) | j \in J\} \).

Given the value for the input variables, \( x = x^* \), the value of \( y \) is calculated as a fuzzy subset \( G \) using a fuzzy inference process Wang (1997):

1. For every rule \( R_j \), find its firing level:

\[ A_j(x) = A_{j_1}(x_1) \ast A_{j_2}(x_2) \ast \cdots \ast A_{j_n}(x_n). \quad (2) \]

With the linguistic connective “\( \ast \)” and in the antecedent of rule (1) defined as a \( T \)-norm operation, \( \ast \), and \( A_j \) can be viewed as the Fset \( x \in U \times V \) which is defined as \( R_j : A_j \rightarrow B_j(x, y) = A_j(x) \times B_j(y) \) where “\( \times \)” is an operator rule of fuzzy implication, usually min-max inference or arithmetic inference. For each rule \( R_j \), calculate the effective output value \( G_j \), based on sup-star composition

\[ G_j = \sup_{x \in U} [A'(x) \ast R_j A_j \rightarrow B_j(x, y)], \quad (3) \]

where \( \ast \) could be any operator in the class of \( T \)-norm. \( A'(x) \) is generally considered as a singleton set (in the singleton fuzzifier we have \( A'(x) = 1 \)).

3. Combine the individual outputs of the activated rules to find the overall system output \( G \). It uses the union of these outputs to get the overall output:

\[ G = \bigcup_{i=1}^{n} G_j. \quad (4) \]

For the arithmetic inference process, the output of each \( R_j \), \( G_j(y) = A_j(x) \times B_j(y) \).

In many situations, e.g. in series prediction and modelling applications, it is desirable to have a crisp value \( y^* \) for the output of a FS instead of a fuzzy value \( G(y) \). This process
is accomplished by a defuzzification mechanism that performs a mapping from the Fsets in \( V \) to crisp points that are also in \( V \). In this paper, a center-average defuzzifier according to Wang (1997) is used and the FS output expression is

\[
g(x) = \frac{\sum_{j=1}^{N} A_j(x) \theta_j}{\sum_{j=1}^{N} A_j(x)}, \tag{5}
\]

where \( \theta_j \) is the centroid point in \( V \) for which the membership function \( B_j(y) \) achieves its maximum value, assuming that \( B_j(y) \) is a normal Fset, i.e., \( B_j(\theta_j) = 1 \).

**Remark 2.** As the Fset collection \( \{A_j\}_{j=1}^{N} \) in (5) is complete for every \( x \in U \), the denominator is always nonzero.

### 2.1 Design of FS

**Step 1** For each input \( i \), define Fsets \( A_{i,j} \in U_i, j = 1, N \), with membership functions which are normal, consistent, and complete. From the combinatorial aggregation of these Fsets, results \( N = \prod_{i=1}^{n} N_i \) multidimensional Fsets \( A_j(x) = \{A_{j1}(x_1), A_{j2}(x_2), \ldots, A_{jn}(x_n)\} \), with a central point \( \bar{x}_j \).

**Step 2** Construct \( N \) fuzzy IF-THEN rules of form (1), where Fset \( B_j \), \( j \in J \), and \( \theta_j \) is chosen as \( \theta_j = f(\bar{x}_j) \).

**Step 3** Construct the FS \( g(x) \) from the \( N \) rules using product inference engine, the singleton fuzzifier, and the centre average defuzzifier of the form (5).

### 2.2 Disturbed FS

Fuzzy identification systems are able to integrate information from different sources, namely from human experts and experimental observation, expressing knowledge by linguistic IF \( \ldots \) THEN rules. However, this translation process of the knowledge into the linguistic IF-THEN rules is made as a static or instantaneous picture of the modelled process, where the dynamical information is discarded. The result is a FS able to approximate the process transfer function but not of modelling the derivatives’ information.

The state variables of a dynamic process or of a time-series are not static, because in each instant they possess an instantaneous value and a trend of evolution. The evolution trend, whose information is contained in the derivatives, must also be modelled by the FS. A simple way to accomplish this is to add to each Fset an input and output movement trend, here named as disturbed trends. The main difference between the traditional Fset and the disturbed Fset lies mainly in the fact that the first is only characterised by its static position and shape while the second has the potential to contain in its structure also the velocity, acceleration, etc., of its trends. In this work, the DFS reflects a natural trend of FS for modelling time-series. So, the time-series higher order trends can be modelled by increasing the liberty degrees of the Fsets by a set of transformation operations, for example as result of either its translation in space or a deformation shape, or even both. In the context of this paper, we are concerned with a special type of disturbed Fset: the translation and the additive disturbed transformation.

**Definition 5.** (nonlinear translation). The nonlinear translation of a Fset \( A \) on \( U \) by \( h \in U \), denoted \( A_h \), is the Fsubset of \( U \) defined as \( A_h(x) = A(x - \sigma_x(h)) \), where \( \sigma_x(h) \) is a nonlinear homogeneous translation function of the disturbance variable \( h \), i.e., \( \lim_{h \to 0} \sigma_x(h) = 0 \).

Moreover, its values are limited, \( \sigma_x(h) \leq 1 - A(x) \), in order to preserve normality of \( A_h(x), x \in C(A) \). For convenience of representation sake, we consider \( \sigma_x(h) := \sigma(x,h) \) and \( A_h(x) := A(x,h) \). Disturbance \( h \) moves Fset \( A \) from its natural position to another position in the neighbourhood. As a special and well-known case we have that \( \sigma_x(h) = h \).

**Definition 6.** (additive disturbance). Let \( \rho(x,h) \) be an additive disturbance function such that \( \rho(x,h) = \sigma_x(h)A(x) \). The additive disturbed Fset of \( A \) is \( A_h(x) = A(x)f(x,h) \), where \( f(x,h) = 1 + \sigma_x(h) \).

Both previously defined disturbed Fsets obey the following lemma.

**Lemma 1.** \( A_h(x), h \in \mathbb{R}^n \), is the disturbed membership function of Definition 5 and 6, that is continuous with respect to \( h \), i.e., \( \lim_{h \to 0} ||A_h(x) - A(x)|| = 0 \).

**Proof.** - From Definition 5 and 6, it follows directly that \( A_h(x) \) is continuous in \( h \) on the \( \text{Supp}(A) \).

Remember that \( A(x) \) is a combination of the component membership functions based on \( T \)-norm \( \star \). Then, its disturbed counterpart functions are \( A_{h,j}(x) = A_j(x_1) \ast \cdots \ast A_{hn}(x_n) \). Moreover, for the arithmetic product \( T \)-norm operation and disturbances of additive type, we have: \( A_{h,j}(x) = A_j(x)f_j(x,h) \), where \( f_j(x,h) = \varphi_j(x,h) = \varphi_{h_1,j_1}(x_1,h_1) \cdots \varphi_{h_n,j_n}(x_n,h_n) \) and \( h = (h_1, \ldots, h_n)^T \) is the disturbance vector. Consequently, the fuzzy relationships that involve Fset \( A \) are also disturbed, and this reflects on FS. The result is also a DFS that is equal to the static FS when the disturbance variables \( h \) are null.

**Definition 7.** A DFS results from the disturbance of the input and output Fsets of (5). Let the input Fsets of rules be of additive type, i.e., \( A_{h,j}(x) = A_j(x)f_j(x,h) \), and the output Fset of rules of nonlinear translation type, i.e., \( B_{h,j}(y) = B_j(y + \sigma_x(j)) \). Hence, the DFS (5) is:

\[
g(x,h) = \frac{\sum_{j=1}^{N} A_{h,j}(x)(\theta_j + \sigma_x(j))}{\sum_{j=1}^{N} A_{h,j}(x)}. \tag{6}
\]

The next objective is to prove that whenever \( f \in C^v(U) \) with \( U \in \mathbb{R}^n \) a compact set that is completely partitioned into \( N \) Fsets, then for an arbitrary \( \varepsilon > 0 \) there exists a DFS \( g(x,h) \) (6) that approximates \( f(x) \) up to the \( \nu \)th order derivative if

\[
\varepsilon, i = 0, \nu. \quad \text{That is, the DFS of type (6) is the \( \nu \)th order approximate.}
\]

**Assumption 2.** The FS on \( U \) is given by (5) and its disturbed counterpart by (6).

The next step is to propose a method to design a FS that claims this property and then study the accuracy of the approximate.
Further on, adopting the previous notation, concepts/definitions, the following assumptions are in place.

3. SUFFICIENT CONDITION FOR A DFS AS A DERIVATIVES’ APPROXIMATE

The purpose of this section is to prove a sufficient condition for DFS as a universal approximate of a real continuous and differentiable function up to the \( r \)th order derivative. Before starting, some notation and definitions are in place.

\( \mathbb{R}^d \) is the \( d \)-dimensional Euclidean space. Vectors are represented in bold font. \( \mathbb{Z}_n^d \) is the set of all non-negative multi-integers.

\[ \alpha = (\alpha_1, \ldots, \alpha_d) \] is a multi-index where \( \alpha_j \) are nonnegative integers. Also \( |\alpha| = \alpha_1 + \cdots + \alpha_d \) and \( \alpha! = \alpha_1! \cdots \alpha_d! \).

Let \( \alpha \) and \( \beta \) be two multi-indices. If \( \beta_k \geq \alpha_k \), \( \forall k \geq 1, \) then \( \beta \geq \alpha \). \( \alpha, \beta \in \mathbb{R}^n \) and \( x = \sum_{i=1}^n |x_i| \). Then, for \( d = (d_1, d_2, \ldots, d_n)^T \in \mathbb{Z}_n^d \), let \( x^d = x_1^{d_1} \cdots x_n^{d_n} \), and for a smooth function \( f \) on \( \mathbb{R}^n \), let \( f^{(d)}(x) = \frac{\partial^d f(x)}{\partial x_1^{d_1} \cdots \partial x_n^{d_n}} \), with \( \sum_{i=1}^n d_i = d \), be the partial \( d \)th order derivative of \( f \). Given an open set \( U \subset \mathbb{R}^n \), let \( f \in C^d(U) \) be the set of functions with its first \( k \) partial derivatives continuous in \( U, k \in \mathbb{Z}_n^d, k \leq d \). The \( \delta \)-neighbourhood centered in \( \bar{x} \in U \) is defined as

\[ N_\delta = \{ x = \bar{x} + h : |h| < \delta, \bar{x}, x \in U \}. \] (7)

The multivariate polynomial \( T \) of degree \( t \) defined on a compact set \( U \) can be expressed as:

\[ T_t(x) = \sum_{|d| \geq 0} \sum_{d_i=0}^t \cdots \sum_{d_n=0}^t z_{d_1, d_2, \ldots, d_n} h_{d_1}^{d_1} h_{d_2}^{d_2} \cdots h_{d_n}^{d_n} \] (8)

The design of static FS \( g(x) \) by choosing the appropriate partition of the input space, the shape function and its position in the input space \( U \), as well as in the output space \( V \), is relevant to approximate function \( f(x) \). The derivative information could be included in the fuzzy modelling by associating the potential disturbance of its membership function. Without loss of generality, we consider the additive disturbance function \( \varphi_j(x, h) = \varphi_j(h) \) to be independent of variable \( x \). Furthermore, it is assumed that the disturbance functions are approximated by multivariate polynomials of the multivariate variable disturbance \( h \).

Definition 8. Let the disturbance functions \( \sigma_j(h) \) and \( \varphi_j(x, h) \) be as in Definition 5 and 6, respectively, in a form of multivariate polynomials of degree \( r \) and \( s \) (with \( s \leq r \)), respectively, defined on a compact set \( U \subset \mathbb{R}^n \), i.e.:

\[ Q_{s,j}(h) = \varphi_j(h) = \sum_{d_1=0}^{s_1} \cdots \sum_{d_n=0}^{s_n} a_{d_1, \ldots, d_n}^{j} h_{d_1}^{d_1} \cdots h_{d_n}^{d_n} \] (9)

\[ P_{r,j}(h) = \theta_j + \sigma_j(h) = \sum_{d_1=0}^{r_1} \cdots \sum_{d_n=0}^{r_n} b_{d_1, \ldots, d_n}^{j} h_{d_1}^{d_1} \cdots h_{d_n}^{d_n} \] (10)

where \( \sum_{i=1}^n r_i = r, \sum_{i=1}^n s_i = s, a_{d_0, \ldots, d_0}^{j} = 0, b_{d_0, \ldots, d_0}^{j} = \theta_j, j = 1, \ldots, N \). DFS (6) becomes now a rational function of variable \( h \):

\[ g(x, h) = \sum_{j=1}^N A_j(x)Q_{s,j}(h)P_{r,j}(h) \]

\[ \sum_{j=1}^N A_j(x)Q_{s,j}(h) \] (11)

Remark 3. The numerator of (11) is a weighted sum of polynomials of maximum order \( r+s \) while the denominator is a weighted sum of polynomials of maximum order \( s \). The total number of parameters of polynomials is \( N \times (r+s) \).

Remark 4. The \( i \)th partial derivative of the disturbed functions of Definition 8 when \( h \to 0 \) can be calculated iteratively using rules:

\[ \frac{1}{i!} g^{(i)}(x) = \frac{\sum_{j=1}^N A_j(x)c_i^j}{\sum_{j=1}^N A_j(x)} \left( \sum_{|k|\leq i} \sum_{j=1}^N A_j(x)a_{i-k}^{j} \frac{1}{k!} g^{(k)}(x) \right) \] (12)

From Assumption 1 and Remark 3, for the points \( \bar{x}_j \) we have that \( g^{(i)}(\bar{x}_j) = b_{i,j}^{r,s} = \begin{cases} 1, & i = 1, N, \vspace{1em} \sum \bar{x}_j, \vspace{1em} \bar{x}_j \end{cases} \)

From Assumption 1 and Remark 3, for the points \( \bar{x}_j \) we have that \( g^{(i)}(\bar{x}_j) = b_{i,j}^{r,s} = \begin{cases} 1, & i = 1, N, \vspace{1em} \sum \bar{x}_j, \vspace{1em} \bar{x}_j \end{cases} \)

(i) Define \( E^{(i)}_h(\bar{x}_j) := \lim_{h \to 0} E^{(i)}_h(\bar{x}_j) = 0 \).

(ii) \[ E^{(i)}_h(\bar{x}_j) = \left| \frac{\partial^i T_{r,x}(h)}{\partial h^i} \right| \lim_{h \to 0} \frac{\partial g(x, h)}{\partial h} \leq \left| \frac{\partial^{i+1} T_{r,x}(h)}{\partial h^{i+1}} \right| \lim_{h \to 0} \frac{\partial g(x, h)}{\partial h} \]

Proof. (i) Let \( T_{r,x}(h) = \sum_{i=1}^{r} \sum_{|k|\leq i} \frac{1}{i!} \sum_{j=1}^N a_{i-k}^{j} h_{d}^{d} \) the polynomial in variable \( h = x - \bar{x}, x \in S \). Then \( \partial h = \partial x \). The aim is to find polynomials \( Q_{s,j}(h), P_{r,j}(h) \) as in (11) to guarantee the approximate of \( T_{r,x}(h) \).

Let \( \bar{x}_j \in S \). In the neighborhood of \( \bar{x}_j \) the error of the derivative approximation is:
where

$$E_h^{(i)}(\bar{x}) = \frac{\partial^i}{\partial h^i} \left( T_{r, \bar{x}}(h)(x) - g(\bar{x}, h) \right)$$

or

$$E_h^{(i)}(\bar{x}) = \frac{\partial^i}{\partial h^i} \left( T_{r, \bar{x}}(h) - \sum_{j=1}^N A_j(\bar{x}) Q_{s,j}(h) P_{r,j}(h) \right).$$

Considering $\theta_i = f(\bar{x}_j)$ and Definition 8, we immediately have $b_0^j = f(\bar{x}_j)$, so that $\lim_{h \to 0} E_h^{(i)}(\bar{x}_j) = 0$. If $P_{r,j}(h)$ is chosen to coincide with $T_{r, \bar{x}}(h)$, then $\lim_{h \to 0} E_h^{(i)}(\bar{x}_j) = 0, i = 0, \nu$. Next, consider the DFS approximation of $T_{r, \bar{x}}(h)$ and its successive derivatives when $h \to 0$, i.e.:

$$E_h^{(i)}(x) = \frac{\partial^i}{\partial h^i} \left( T_{r, \bar{x}}(h) - \sum_{j=1}^N A_j(\bar{x}) Q_{s,j}(h) P_{r,j}(h) \right),$$

or

$$x = h + x_j.$$ As (12) is equivalent to

$$g^{(i)}(x) = \sum_{j=1}^N A_j(x)b_j^i = \sum_{j=1}^N A_j(x)\frac{\partial^i}{\partial h^i} \left( b_j^i - \frac{1}{k!} g^{(k)}(x) \right)$$

Substituting (13) above, it becomes:

$$E_h^{(i)}(x) = \frac{\partial^i}{\partial h^i} \left( T_{r, \bar{x}}(h) - \sum_{j=1}^N A_j(x)b_j^i \right)$$

Or

$$E_h^{(i)}(x) = \frac{\partial^i}{\partial h^i} \left( T_{r, \bar{x}}(h) - \sum_{j=1}^N A_j(x)Q_{s,j}(h) P_{r,j}(h) \right),$$

where $e^{(i)}$ is the error of the $i$th derivative approximation. After simple algebraic manipulation, we have:

$$e^{(i)} = \sum_{j=1}^N p_j(x) \left( b_j^i - f^{(i)}(x) \right),$$

or

$$e^{(i)} = \sum_{j=1}^N p_j(x) \left( b_j^i - f^{(i)}(x) \right).$$

From the theory of fuzzy approximation Nguyen et al. (1996); Zeng and Singh (1995), we finally have:

$$\left| e^{(i)} \right| \leq \frac{h}{i!} \sup_{\bar{x} \in S} \left| f^{(i+1)}(\xi) \right|.$$
4. FUZZY TAYLOR SERIES ODE METHOD

A continuous autonomous stationary and nonlinear dynamic system can be described by a set of ODEs

\[ \frac{dx(t)}{dt} = F(x(t)), \]

where \( x(t) \) is the vector of the system states and \( F \) the system vector field. Takens (1980) has proven that such a system can be well described in an Euclidean reconstruction state-space by means of a static mapping \( F \) which transforms \( n \) past values of a sampled observable \( x_k = x(kT) \) into the next future samples, i.e., \( x_{k+1} = f(x_k, x_{k-1}, \ldots, x_{k-n}) \).

Considering the solution of the initial value problem, (17) together with \( x(t_0) = x_0 \), one may expand a TS around \( t_0 \) and obtain a local solution which is valid within its radius of convergence \( R_0 \). Once the series is evaluated at \( t_1 < R_0 \), one obtains an approximation for \( x(t_1) \). The solution may then be extended to point \( t_2 \), and so forth, so that by a process of “analytical continuation” one obtains a piecewise polynomial solution to (17). Whenever the derivatives of \( x \) can be easily obtained (analytically or numerically), the TS method offers several advantages over other methods. Namely, it provides more information than numerically), the TS method offers several advantages over other methods. Namely, it provides more information than numerically), the TS method offers several advantages over other methods. Namely, it provides more information than numerically), the TS method offers several advantages over other methods. Namely, it provides more information than numerically), the TS method offers several advantages over other methods. Namely, it provides more information than numerically), the TS method offers several advantages over other methods. Namely, it provides more information than numerically), the TS method offers several advantages over other methods. Namely, it provides more information than numerically), the TS method offers several advantages over other methods.

Definition 9. Consider the TS expansion of \( f(x_k), x_k \in U, \)

\[ f(x_k + h) = \sum_{|t|=0}^{\infty} c_t(x_k) h^t. \]  

The DFS approximate \( g(x, h) \) is a fuzzy rational function of degree \( \nu = r + s \) in the numerator and \( s \) in the denominator as in (11), and whose power series expansion agrees with a power series to the highest possible value of \( f \). Hence \( g(x, h) \) is said to be a fuzzy disturbed approximate series (19) if \( g(x, 0) \approx f(x) \) and also \( \frac{\partial g(x + h)}{\partial h^t} \bigg|_{h=0} \approx \frac{\partial}{\partial x^t} f(x + h) \bigg|_{h=0}, 0 \leq i \leq r \). The errors, \( \mathcal{E}_i \), of these approximations are as in (14).

This problem can be seen as an optimisation problem. That is, find parameters \( a \) and \( b \) that minimise the sequence of functions:

\[ \min_{a, b} \sum_k \| \mathcal{E}_i(x_k) \|_2, \quad i = 0, r, \]  

where

\[ \mathcal{E}_i(x_k) := \sum_{j=1}^{N} p_j(x_k) \left[ b^i_j - f^{(i)}(x_k) \right], \]

and

\[ -\sum_{|t|>0} p_j(x_k) a_t \left[ b^{j-r} - \frac{1}{(i-r)!} g^{(i-r)}(x_k) \right]. \]

The solution to this problem can be implemented using the following algorithm.

DFS Learning Algorithm—DFSLA

Let \( S \) be the training data set. For each point \( x \in S \), we have the value of the function and its \( r \) derivatives, \( C = \{ f^{(i)}(x), i = 0, \overline{r} \} \). 

Step-1 Choose \( N \) appropriate points \( \bar{x}_j \in S \). These are the centres of the fuzzy input membership functions, i.e., \( A_j(\bar{x}_j) = 1 \). Parameters \( b_j = : f^{(i)}(\bar{x}_j), i = \overline{0, r} \) and \( j = \overline{0, N} \).

Step-2 Find parameters \( a \), that approximate the following relationship in mean square sense:

\[ \sum_{j=1}^{N} p_j(x) a^i_j \left[ b^i_j - g(x) \right] = \mathcal{E}_i(x). \]

Step-3 \( i \leftarrow i + 1; \) if \( i \leq r \) go to Step-2 else End.

Step-1 is the solution of the zero order approximation problem of function \( f \). In this case, \( a_0 \) is a vector of unity value. The combination of the DFSLA algorithm with the ODE Taylor Fuzzy solver Algorithm is here designed as ODE-DFS algorithm.
5. NUMERICAL EXAMPLE

Find a function \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) to obtain an estimate of \( x \) at time \( k + h \), from the \( n \) past time steps:
\[
x(k + h) = f_h(y(k), u(k)),
\]
where \( u(k) \in \mathbb{R}^m \) is an independent variable vector, assumed to be known, and \( y(k) := (x(k), \ldots, x(k - n))^T \).

If function \( f(y) \in C(\mathbb{R}) \) in (21) can be written as (18), where the DFS model is used to represent the nonlinear derivatives’ functions of dynamic systems with nonlinear autoregressive exogenous input (NARX) structure. The disturbed fuzzy model identified by the DFSLA algorithm was used in the ODE Taylor fuzzy solver to iteratively generate the model output \( \hat{x}(k) \). Given the same initial condition of the real model, this method was used to generate iteratively the model output \( \hat{x}(k + 1) \), for the input \( y(k) \) where the past system output terms \( x(\cdot) \) were replaced by model predictions \( \hat{x}(\cdot) \). This approach has been evaluated for the problem of Mackey-Glass chaotic time-series prediction.

5.1 Mackey-Glass chaotic time-series

The Mackey-Glass time-series has been widely used as a standard benchmark to assess prediction algorithms. This time-series is generated by integrating the delay differential equation, \( \dot{x}(t) = f(y(t)) \), where
\[
f(y(t)) = ax(t - \tau) (1 + x(t - \tau)) - bx(t)
\]
and \( y(t) = (x(t) - x(t - \tau))^T \). With \( c = 10, a = 0.2, b = 0.1 \) and \( \tau = 17 \), the time-series is chaotic, exhibiting a cycle but not periodic behaviour. The upper order time derivatives of the state variable \( x(t) \) can be defined recursively as:
\[
x^{(n)}(t) = f_x(t)x(t) + f_{x(t-\tau)}x(t - \tau)
\]
and
\[
x^{(m)}(t) = f_{x(t)}x^{(n)}(t) + f_{x(t-\tau)}x^{(m)}(t - \tau)^2 + f_{x(t-\tau)}x^{(m)}(t - \tau).
\]

The numerical solution of the ODE is obtained by the fourth-order Runge-Kutta method with time step 0.1, initial condition \( x(0) = 1.2 \) and assuming \( x(t) = 0, t < 0 \). The generated time-series has 1000 data points, 500 of which were used as training patterns and the other 500 as test data. To build the fuzzy model of Mackey–Glass time Series four variables, \( x(t - 18), x(t - 12), x(t - 6), x(t) \), were selected as input variables of the fuzzy model. The interval of these input variables, \([0, 40, 1.32]\), was partitioned with 3 triangular membership functions. From a total of \( 3^4 \) possible rules, we select the 61 fuzzy rules more fired to describe the fuzzy model. The DFS model had \( r = 3 \) and \( s = 3 \), with capabilities of approximating \( f \) until the 3rd derivative term, which was used in the ODE-DFS algorithm.

The results of computational simulation are given in Fig. 1. The top figure shows the comparison between the output of the ODE-DFS model and the training points, where the blue line represents the training points and the black line represents the series forecasting. The bottom figure shows the diagram error between the output of ODE-DFS model and the training points.

| Method                      | Prediction Error (RMSE) |
|-----------------------------|------------------------|
| Proposed algorithm ODE-PFS | 0.0036                 |
| Lee & Kim                   | 0.0816                 |
| Wang (product operator)     | 0.0907                 |
| Wang (min operator)         | 0.0904                 |
| ANFIS                       | 0.007                  |
| Auto Regressive Model       | 0.19                   |
| Cascade Correlation NN      | 0.06                   |
| Back-Prop.NN                | 0.02                   |
| 6th-order Polynomial        | 0.04                   |
| Linear Predictive Method    | 0.55                   |

Table 1 reports the comparison of our fuzzy prediction method with other prediction methods, using the same data Crowder (1991). For this example, it can be seen that the performance of the presented method is superior to all the others listed on the table. Even so, our proposed method does not realise the optimisation of the partition of the input space. This methodology provides also the forecasting of the derivatives’ time-series. Fig. 2 represents the derivative time-series \( x'(t), x''(t) \) and \( x'''(t) \), whose respective approximation MSE errors are \( 8.964 \times 10^{-7}, 2.353 \times 10^{-6} \) and \( 9.713 \times 10^{-7} \).

6. CONCLUSIONS AND FUTURE WORK

This paper presents a new methodology for prediction of complex discrete time systems or time-series. The approach is based on a DFS, combined with the ODE Taylor method. The DFS is a generalisation of the traditional FS that can incorporate relationships of the series in its linguistic fuzzy. In this way, DFS is capable of approximating regular functions, as well as the derivatives up to a given order, on compact domains. When the DFS model and its derivatives’ models are combined with the ODE Taylor method, the result is a capable algorithm to solve
forecasting problems. This methodology was tested with the Mackey–Glass chaotic time-series forecasting problem. Comparative studies were carried out with other fuzzy and neural network predictors that suggest that our approach can offer comparable or even better performance. From our study, we conclude that efficiency in accurate and robust forecasting cannot rest solely on a good algorithm. For this reason, the method proposed in this work has the advantage of capturing and making explicit the derivatives of the time-series, which seems to us to be a quite desirable feature.

To continue the work, further comparison studies need to be done using other benchmark examples. Also, the performance of Taylor methods of higher order need to be investigated.
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