Mitigating Covariate Shift in Imitation Learning via Offline Data Without Great Coverage
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Abstract

This paper studies offline Imitation Learning (IL) where an agent learns to imitate an expert demonstrator without additional online environment interactions. Instead, the learner is presented with a static offline dataset of state-action-next state transition triples from a potentially less proficient behavior policy. We introduce Model-based IL from Offline data (MILO): an algorithmic framework that utilizes the static dataset to solve the offline IL problem efficiently both in theory and in practice. In theory, even if the behavior policy is highly sub-optimal compared to the expert, we show that as long as the data from the behavior policy provides sufficient coverage on the expert state-action traces (and with no necessity for a global coverage over the entire state-action space), MILO can provably combat the covariate shift issue in IL. Complementing our theory results, we also demonstrate that a practical implementation of our approach mitigates covariate shift on benchmark MuJoCo continuous control tasks. We demonstrate that with behavior policies whose performances are less than half of that of the expert, MILO still successfully imitates with an extremely low number of expert state-action pairs while traditional offline IL methods such as behavior cloning (BC) fail completely. Source code is provided at https://github.com/jdchang1/milo.

1 Introduction

Covariate shift is a core issue in Imitation Learning (IL). Traditional IL methods like behavior cloning (BC) [49], while simple, suffer from covariate shift, learning a policy that can make arbitrary mistakes in parts of the state space not covered by the expert dataset. This leads to compounding errors in the agent’s performance [57], hurting the generalization capabilities in practice.

Prior works have presented several means to combat this phenomenon in IL. One line of thought utilizes an interactive expert, i.e. an expert that can be queried at an arbitrary state encountered during the training procedure. Interactive IL algorithms such as DAgger [59], LOLS [15], DART [40], and AggreVaTe(D) [58; 66] utilize a reduction to no-regret online learning and demonstrate that under certain conditions, they can successfully learn a policy that imitates the expert. These interactive IL algorithms, however, cannot provably avoid covariate shift if the expert is not recoverable. That is,
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Figure 1: (Left) Frames at timesteps 200, 400, 600, 800, and 1000 for Humanoid-v2 from policies trained with BC on 100 state-action pairs from the expert (blue), BC on 1M offline samples plus 100 expert samples (yellow), and our algorithm MILO (red). The expert has a performance of 3248 and the behavior policy used to collect the offline dataset has performance of $1505 \pm 473$ ($\approx 46\%$ of the expert’s). (Right) Expert performance normalized scores averaged across 5 seeds.

\[ A_{\pi^e}(s, a) = \Theta(H) \]

where $\pi_e$ is the expert, $A^\pi$ is the usual (dis)advantage function, and $H$ is the planning horizon [52; 4, Chapter 15]. A second line of work that avoids covariate shift utilizes either a known transition dynamics model [2; 86] or uses real world interactions [27; 10; 65; 38; 56; 33]. Prior works have shown that with known transition dynamics or real world interactions, agents can provably avoid covariate shift in both tabular and general MDPs [4; 52] even without a recoverable expert. While these results offer strong theoretical guarantees and empirical performance, online interactions are often costly and prohibitive for real world applications where active trial-and-error exploration in the environment could be unsafe or impossible. A third perspective towards addressing this issue is to assume that the expert visits the entire state space [62], where the expert effectively informs the learner what actions to take in every state. Unfortunately, such a full coverage expert distribution might be rare and holds only for special MDPs and expert policies (for e.g. an expert that induces ergodicity in the MDP).

In this work, we consider a new perspective towards handling the covariate shift issue in IL. In particular, we investigate a pure offline learning setting where the learner has access to neither the expert nor the environment for additional interactions. The learner, instead, has access to a small pre-collected dataset of state-action pairs sampled from the expert and a large batch offline dataset of state-action-next state transition triples sampled from a behavior policy that could be highly sub-optimal (see Figure 1 where BC on the offline data results in a low-quality policy). Unlike prior works that require online interactions, our proposed method, MILO performs high fidelity imitation in an offline, data-driven manner. Moreover, different from interactive IL, we do not require the expert to be present during learning, significantly relieving the expert’s burden. Finally, in contrast to the prior work [62] that assumes the expert distribution covers the entire state-action space (i.e., $\max_{s,a} d^\pi(s,a)/\rho(s,a) < \infty$ where $d^\pi$ denotes the state-action distribution of policy $\pi$), we require the offline dataset to provide partial coverage, i.e., it only needs to cover the expert’s state-actions (i.e., $\max_{s,a} d^\pi(s,a)/\rho(s,a) < \infty$ where $\rho$ is the offline distribution of some behavior policy).

In summary, we list our main contributions below:

1. We propose Model based Imitation Learning from Offline data, MILO: a model-based framework that leverages offline batch data with only partial coverage (see Section 4.1 for definition) to overcome covariate shift in IL.

---

3in this work, we use cost instead of reward, thus we call $A^\pi$ the disadvantage function.

4In our analysis, we refine the density ratio $d^\pi(s,a)/\rho(s,a)$ via the concept of relative conditional number which allows us to extend it to large MDPs where the ratio is infinite but the relative condition number is finite.
2. Our analysis is modular and covers common models such as discrete MDPs and linear models. Notably, our new result on non-parametric models (e.g., Gaussian Processes) with relative condition number is new even considering all existing results in offline RL (see Remark 4.7.11).

3. The practical instantiation of our general framework leverages neural network models ensembles, and demonstrates its efficacy on benchmark MuJoCo continuous control problems. Specifically, even under low-quality behavior policies, our approach can successfully imitate using an extremely small number of expert samples while algorithms like BC completely fail (Figure 1).

1.1 Related work

Imitation Learning As summarized above, avoiding covariate shift in IL is an important topic. Another relevant line of research is IL algorithms that use offline or off-policy learning. ValueDICE [38] presents a principled way to leverage off-policy data for IL. In theory, the techniques from ValueDICE (and more broadly, DICE [46; 84]) require the data provided to the agent to have global coverage. Moreover in practice, ValueDICE uses online interaction and maintains an increasing replay buffer which may eventually provide global coverage. Instead, we aim to study offline IL without any online interactions and are interested in the setting where offline data does not have global coverage. Another line of work [29; 14] studies IL in an offline setting by only using the expert dataset. In contrast to these works, our goal is to study the use of an additional offline dataset collected from a behavior policy to mitigate covariate shift, as information theoretically any algorithm that relies solely on expert data will still suffer from covariate shift in the worst case [52].

Similar in setting, Cascaded Supervised IRL (CSI) [35] performs imitation offline with both an expert dataset and a static offline dataset by first fitting a reward function that is then used in Least Squares Policy Iteration. CSI, however, requires the expert data to have global coverage and does not mitigate covariate shift with partial coverage like MIILO does. Finally, Variational Model-Based Adversarial IL (V-MAIL) [50] learns a dynamics model from a static offline dataset and performs offline imitation within the model. V-MAIL, however, studies zero-shot IL where the static offline data is samples from a variety of source tasks, and the expert dataset is samples from the transfer target task. In contrast, MIILO investigates avoiding covariate shift in IL with an offline dataset collected by a potentially suboptimal policy from the same task.

Offline RL In offline RL, algorithms such as FQI [22] have finite-sample error guarantees under the global coverage [45; 5]. Recently, many algorithms to tackle this problem have been proposed from both model-free [76; 68; 43; 26; 23; 39] and model-based perspectives [82; 34; 44] with some pessimism ideas. The idea of pessimism features in offline RL with an eye to penalize the learner from visiting unknown regions of the state-action space [54; 31; 79; 12]. We utilize pessimism within the IL context where, unlike RL, the learner does not have access to an underlying reward signal. Our work expands prior theoretical results by (a) formalizing the partial coverage condition using a notion of a relative condition number, and (b) offering distribution-dependent results when working with non-parametric models including gaussian processes. See Appendix C for a detailed literature review.

2 Setting

We consider an episodic finite-horizon Markov Decision Process (MDP), $\mathcal{M} = \{\mathcal{S}, \mathcal{A}, P, H, c, d_0\}$, where $\mathcal{S}$ is the state space, $\mathcal{A}$ is the action space, $P : \mathcal{S} \times \mathcal{A} \rightarrow \Delta(\mathcal{S})$ is the MDP’s transition, $H$ is the horizon, $d_0$ is an initial distribution, and $c : \mathcal{S} \times \mathcal{A} \rightarrow [0, 1]$ is the cost function. A policy $\pi : \mathcal{S} \rightarrow \Delta(\mathcal{A})$ maps from state to distribution over actions. We denote $d_{\pi}^{H} \in \Delta(\mathcal{S} \times \mathcal{A})$ as the average state-action distribution of $\pi$ under transition kernel $P$, that is, $d_{\pi}^{H} = 1/H \sum_{t=1}^{H} d_{\pi,t}^{T}$, where $d_{\pi,t}^{T} \in \Delta(\mathcal{S} \times \mathcal{A})$ is the distribution of $(s^{(t)}, a^{(t)})$ under $\pi$ at $t$. Given a cost function $f : \mathcal{S} \times \mathcal{A} \rightarrow [0, 1]$, $V_{\pi}^{f}$ denotes the expected cumulative cost of $\pi$ under the transition kernel $P$ and cost function $f$. Following a standard IL setting, the ground truth cost function $c$ is unknown. Instead, we have the demonstrations by the expert specified by $\pi_{e} : \mathcal{S} \rightarrow \Delta(\mathcal{A})$ (potentially stochastic and not necessarily optimal). Concretely, we have an expert dataset in the form of i.i.d tuples $D_{e} = \{(s_{i}, a_{i})\}_{i=1}^{n_{e}}$ sampled from distribution $d_{\pi_{e}}^{T}$.

In our setting, we also have an offline static dataset consisting of i.i.d tuples $D_{o} = \{(s_{i}, a_{i}, s_{i}^{'}\}_{i=1}^{n_{o}}$ s.t. $(s, a) \sim \rho(s, a), s^{'} \sim P(s, a)$, where $\rho \in \Delta(\mathcal{S} \times \mathcal{A})$ is an offline distribution resulting from some behavior policies. Note behavior policy could be a much worse policy than the expert $\pi_{e}$. Our goal is
Algorithm 1 Framework for model-based Imitation Learning with offline data (MIL0)

1: **Require:** IPM class $\mathcal{F}$, model class $\mathcal{P}$, policy class $\Pi$, datasets $\mathcal{D}_c = \{s, a\}$, $\mathcal{D}_o := \{s, a, s'\}$
2: **Train Dynamics Model and Bonus:** $\hat{P}: S \times A \rightarrow S$ and $b: S \times A \rightarrow \mathbb{R}^+$ on offline data $\mathcal{D}_o$
3: **Pessimistic model-based min-max IL:** with $\hat{P}$, $b$, $\mathcal{D}_c$, obtain $\hat{\pi}_{\text{IL}}$ by solving the following:

$$\hat{\pi}_{\text{IL}} = \arg\min_{\pi \in \Pi} \max_{f \in \mathcal{F}} \left[ E_{(s,a) \sim \mathcal{D}_c}[f(s,a) + b(s,a)] - E_{(s,a) \sim \mathcal{D}_o}[f(s,a)] \right]$$  \hspace{1cm} (1)

We use Integral Probability Metric (IPM) as a distribution distance measure, i.e., given two distributions $\rho_1$ and $\rho_2$, IPM with $\mathcal{F}$ is defined as $\max_{f \in \mathcal{F}} \left[ E_{(s,a) \sim \rho_1}[f(s,a)] - E_{(s,a) \sim \rho_2}[f(s,a)] \right]$.  

3 Algorithm

The core idea of MIL0 is to imitate the expert by optimizing an IPM distance between the agent and the expert with a penalty term for pessimism over the policy class. MIL0 consists of three steps:

1. **Model learning:** fit a model $\hat{P}$ from the offline data $\mathcal{D}_o$ to learn $P$,
2. **Pessimistic penalty design:** construct penalty function $b(s,a)$ such that there is a high penalty on state-action pairs that are not covered by the offline data distribution $\rho$.
3. **Offline min-max model-based policy optimization:** optimize Eq. (1)

Algorithm 1 provides the details of MIL0. We explain each component in detail as follows.

**Model learning and Penalty:** Our framework assumes we can learn a calibrated model $(\hat{P}, \sigma)$ from the dataset $\mathcal{D}_o$, in the sense that for any $s, a$, we have: $\left\| \hat{P}(s'|s,a) - P(s'|s,a) \right\|_1 \leq \min\{2, \sigma(s,a)\}$. Such model training is possible in many settings including classic discrete MDPs, linear models (KNR [32]), and non-parametric models such as GP. In practice, it is also common to train a model ensemble based on the idea of bootstrapping and then use the model-disagreement to approximate $\sigma$. With such a calibrated model, the penalty will simply be $b(s,a) = O(H\sigma(s,a))$. We will formalize this model learning assumption in Section 4. We give several examples below.

For any discrete MDP, we use the empirical distribution, i.e., $\hat{P}(s'|s,a) = N(s', s,a)/(N(s,a) + \lambda)$, where $N(s,a)$ is the number of $(s,a)$ in $\mathcal{D}_o$, and $N(s', s,a)$ is the number of $(s,a,s')$ in $\mathcal{D}_o$, and $\lambda \in \mathbb{R}^+$. In this case, we can set $\sigma(s,a) = \tilde{O}\left(\sqrt{\frac{1}{N(s,a)}}\right)$. See example 1 for more details.

For continuous Kernelized Nonlinear Regulator (KNR [32]) model where the ground truth transition $P(s'|s,a)$ is defined as $s' = W^* \phi(s,a) + \epsilon$, $\epsilon \sim N(0, \Sigma)$, with $\phi$ being a (nonlinear) feature mapping, we can learn $\hat{P}$ by classic Ridge regression on offline dataset $\mathcal{D}_o$. Here we can set $\sigma(s,a) = \tilde{O}\left(\beta \sqrt{\phi(s,a)\Sigma^{-1}\phi(s,a)}\right)$ for some $\beta \in \mathbb{R}^+$, where $\Sigma$ is the data covariance matrix $\Sigma^{-1} := \sum_{i=1}^{n_o} \phi(s_i, a_i)\phi(s_i, a_i)^\top + \lambda I$. See example 2 for more details.

For non-parametric nonlinear model such as Gaussian Process (GP), under the assumption that $P$ is in the form of $s' = \mu(s,a) + \epsilon \sim N(0, \Sigma)$ (here $s \subset \mathbb{R}^d$), we can simply represent $\hat{P}$ using GP posteriors induced by $\mathcal{D}_o$, i.e., letting GP posterior be $GP(\hat{\mu}, k_{\Sigma_o})$, we have $\hat{P}(s'|s,a)$ being
represented as \( s' = \hat{g}(s, a) + \epsilon \). Then, we can set \( \sigma(s, a) = O(\beta k_{n_o} ((s, a), (s, a))) \) with some parameter \( \beta \in \mathbb{R}^+ \) (see example 3 for more details). GP is a powerful model and has been being widely used in robotics problems, see [36; 18; 8; 71; 25] for examples.

In practice, we can also use a model ensemble of neural networks with the maximum disagreement between models as \( \sigma \). This has been widely used in practice (e.g., [47; 6; 48]). We leave the details to Section 5 where we instantiate a practical version of MILO, and the experiment section. As we can see from the examples mentioned above, in general, the penalty \( b(s, a) = O(H \sigma(s, a)) \) is designed such that it has a high value in state-action space that is not covered well by the offline data \( \mathcal{D}_o \), and has a low value in space that is covered by \( \mathcal{D}_o \). Adding such a penalty automatically forces our policy to stay away from these regions where \( \tilde{P} \) is not accurate. On the other hand, for regions where \( \rho \) has good coverage (thus \( \tilde{P} \) is accurate), we force \( \pi \) to stay close to \( \pi^* \).

**Pessimistic model-based min-max IL**: Note Eq. 1 is purely computational, i.e., we do not need any real world samples. To solve such min-max objective, we can iteratively (1) perform the best response on the max player, i.e., compute the argmax discriminator \( f \) given the current \( \pi \), and (2) perform incremental update on the min player, e.g., use policy gradient (PG) methods (e.g. TRPO) inside the learned model \( \hat{P} \) with cost function \( f(s, a) + b(s, a) \). We again leave the details to Section 5.

### 3.1 Specialization to offline RL

In RL, the cost function \( c \) is given. The goal is to obtain \( \pi^* = \arg\max_{\pi \in \Pi} V_{\tilde{P}, c}^\pi \). The pessimistic policy optimization procedure [81; 31] is \( \hat{\pi}_{\text{RL}} = \arg\min_{\pi \in \Pi} \mathbb{E}_{(s, a) \sim \sigma^o}(c(s, a) + b(s, a)) \). While this is not our main contribution, we will show a byproduct of our result is a novel non-parametric analysis for offline RL which does not assume \( \rho \) has global coverage (see Remarks 4,7,11).

### 4 Analysis

Our algorithm depends on the model \( \hat{P} \) estimated from the offline data. We provide a unified analysis assuming that \( \hat{P} \) is calibrated in that its confidence interval is provided. Specifically, we assume:

**Assumption 2.** With probability \( 1 - \delta \), the estimate model \( \hat{P} \) satisfies the following: \( \| \hat{P} (\cdot | s, a) - P (\cdot | s, a) \|_1 \leq \min(\sigma(s, a), 2) \) \( \forall (s, a) \in \mathcal{S} \times \mathcal{A} \). We set the penalty as \( b(s, a) = H \min(\sigma(s, a), 2) \).

We give the following three examples. For details, refer to Appendix A.

**Example 1 (Discrete MDPs).** Set uncertainty measure \( \sigma(s, a) = \sqrt{\frac{\kappa(s, a) + \lambda}{N(s, a) + 1}} + \lambda I \).

**Example 2 (KNRs).** In KNRs, the ground truth model is \( s' = W^* \phi(s, a) + \epsilon, \epsilon \sim \mathcal{N}(0, \zeta^2 I) \), where \( s \in \mathbb{R}^d s, a \in \mathbb{R}^d A \), \( \phi : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}^d \) is some known state-action feature mapping. The estimator is

\[
\hat{g}(\cdot) = \hat{W} \phi(\cdot), \quad \hat{W} = \arg\min_{W \in \mathbb{R}^{d \times d_{x \times A}}} \frac{1}{n_o} \sum_{(s, a) \in \mathcal{D}_o} \| W \phi(s, a) - s' \|_2 + \lambda \| W \|_F^2,
\]

where \( \| \cdot \|_F \) is a frobenius norm. We set the uncertainty measure \( \sigma(s, a) \):

\[
\sigma(s, a) = (1/\zeta) \beta_{n_o} \sqrt{\phi^\top(s, a) \Sigma_{n_o}^{-1} \phi(s, a)}, \quad \Sigma_{n_o} = \sum_{i=1}^{n_o} \phi(s_i, a_i) \phi^\top(s_i, a_i) + \lambda I
\]

with \( \beta_{n_o} = \{2\lambda\|W^*\|_F^2 + 8\zeta^2 d_s \log(5) + \log(1/\delta) + \bar{I}_{n_o}\} \}^{1/2} \), where \( \bar{I}_{n_o} = \log(\det(\Sigma_{n_o}/\lambda I)) \).

**Example 3 (GPs).** In GPs, the ground truth model is defined as \( s' = g^*(s, a) + \epsilon, \epsilon \sim \mathcal{N}(0, \zeta^2 I) \) where \( g^* \) belongs to an RKHS \( \mathcal{H}_k \) with a kernel \( k(\cdot, \cdot) \). Denote \( x := (s, a) \), we have GP posterior as \( \hat{g}(\cdot) = S(K_{n_o} + \zeta^2 I)^{-1} k_{n_o}(\cdot, \cdot) \), \( S = [s_1, \ldots, s_{n_o}] \in \mathbb{R}^{d_s \times n_o} \), \( k_{n_o}(x) = [k(x_1, x), \ldots, k(x_{n_o}, x)]^\top \), \( K_{n_o,j} = k(x_j, x_j) (1 \leq j \leq n_o) \), \( \bar{k}_{n_o}(x, x') = k(x, x') - k_{n_o}(x) K_{n_o} + \zeta^2 I)^{-1} k_{n_o}(x') \), with \( \sigma(\cdot) \leq \beta_{n_o} k_{n_o}(\cdot, \cdot)/\zeta, \beta_{n_o} = O((d_s \log^3(d_s n_o/\delta) I_{n_o})^{1/2}), I_{n_o} = \log(\det(I + \zeta^{-2} K_{n_o})).

**General results** We show our general error bound results. For the proof, refer to appendix B. For analytical simplicity, we assume \( |\mathcal{F}| \) is finite (but the bound only depends on \( \ln(|\mathcal{F}|) \))^3.
Theorem 3 (Bound of MILo). Suppose assumptions 1,2. Then, with probability $1 - 2\delta$,
$$V_{P,c} - V_{P,c}^\pi \leq \text{Err}_o + \text{Err}_e, \quad \text{Err}_o = 8H^2E_{(s,a)\sim d_P^\pi}[\min(\sigma(s,a),1)], \quad \text{Err}_e = 2H\sqrt{\frac{\log(2F/\delta)}{2n_o}}.$$ 

We will show through a set of examples where $E_{(s,a)\sim d_P^\pi}[\min(\sigma(s,a),1)]$ shrinks to zero as $n_o \to \infty$ under the partial coverage, i.e., when $\rho$ covers $d_P^\pi$. Asymptotically, $\text{Err}_e$ will dominate the bound. Note that $\text{Err}_e$ has two components, a linear $H$ and a term that corresponds to the statistical error related to expert samples and function class complexity. Comparing to BC, which has a rate $O(H^2\sqrt{\log(||H||)/n_e})$ [4, Chapter 14], we see that the horizon dependence is improved.

Before going to each analysis of $\text{Err}_o$, we highlight two important points in our analysis. First, our bound requires only the partial coverage, i.e., it depends on $\pi_o$-concentrability coefficient which measures the discrepancy between the offline data and expert data. This is the first work deriving the bound with $\pi_o$-concentrability coefficient in IL with offline data. Second, our analysis covers non-parametric models. This is a significant contribution as previous pessimistic offline RL finite-sample error results have been limited to the finite-dimensional linear models or discrete MDPs [31; 54].

Remark 4 (Implications on offline RL). As in theorem 3, we have $V_{P,c} - V_{P,c}^\pi = O(H^2E_{(s,a)\sim d_P^\pi}[\sigma(s,a)])$ (appendix B). Note similar results have been obtained in [82; 34]. Since this term is $\text{Err}_o$ by just replacing $\pi_o$ with $\pi^*$, this offline RL result is a by-product of our analysis.

4.1 Analysis: Discrete MDPs

We start from discrete MDP as a warm up. Denote $C^\pi_e = \max_{(s,a)} d_P^\pi(s,a)/\rho(s,a)$.

Theorem 5. Suppose $\lambda = \Omega(1)$ and the partial coverage $C^\pi_e < \infty$. With probability $1 - \delta$,
$$\text{Err}_o \leq c_1 H^2 \left( \sqrt{\frac{C^\pi_e ||S|||A|}{n_o}} + \frac{C^\pi_e |S||A|}{n_o} \right) \cdot \log(||S|||A|c_2/\delta),$$
where $c_1, c_2$ are universal constants.

The error does not depend on $\sup_{\pi \in \Pi} C^\pi$ or $\tilde{C} = \sup_{\pi \in \Pi} \max_{(s,a)} d_P^\pi(s,a)/d_P^\pi(s,a)$. We only require the partial coverage $C^\pi_e < \infty$, which is much weaker than $\sup_{\pi \in \Pi} C^\pi < \infty$ ($\rho$ has global coverage) and $\tilde{C} < \infty$ ($d_P^\pi$ has global coverage [62]). When $C^\pi_e$ is small and $n_o$ is large enough, $\text{Err}_e = O\left(H \sqrt{|S||A|/n_e}\right)$ dominates $\text{Err}_o$ in theorem 3. Then, the error is linear in horizon $H$.

4.2 Analysis: KNRs and GPs for Continuous MDPs

Now we move to continuous state-action MDPs. In continuous MDPs, assuming the boundedness of density ratio $C^\pi_e$ is still a strong assumption. As we dive into the KNR and the nonparametric GP model, we will replace the density ratio with a more refined concept relative condition number.

KNRs Let $\Sigma_\rho = E_{(s,a)\sim \rho}[\phi(s,a)\phi(s,a)^\top]$ and $\Sigma_{\pi_e} = E_{(s,a)\sim d_P^\pi}[\phi(s,a)\phi(s,a)^\top]$. We define the relative condition number as $C^\pi_e = \sup_{\phi \in \mathbb{R}^{|S||A|}} \left( \frac{\pi_e \Sigma_{\pi_e} \pi_e}{\pi \Sigma_\rho \pi_e} \right)$. Even when density ratio is infinite, this number could still be finite as it concerns subspaces on $\phi(s,a)$ rather than the whole $S \times A$.

To further gain its intuition, we can consider discrete MDPs and the feature mapping $\phi(s,a) \in \mathbb{R}^{|S||A|}$ which is a one-hot encoding vector that has zero everywhere except one at the entry corresponding to the pair $(s,a)$. In this case, the relative condition number is reduced to $\max_{(s,a)} d_P^\pi(s,a)/\rho(s,a)$.

Theorem 6 (Error for KNRs). Suppose $\sup_{s,a} \|\phi(s,a)\| \leq 1, \lambda = \Omega(1), \zeta^2 = \Omega(1), \|W^+\|_2 = \Omega(1)$ and the partial coverage $C^\pi_e < \infty$. With probability $1 - \delta$,
$$\text{Err}_o \leq c_1 H^2 \left( \text{rank}(\Sigma_\rho) + \text{rank}(\Sigma_{\pi_e}) \log\left(\frac{C^\pi_e}{\rho}\right) \right) \sqrt{\text{rank}(\Sigma_{\pi_e}) \log\left(\frac{C^\pi_e}{\rho}\right) / n_o},$$
where $c_1$ and $c_2$ are some universal constants.

Theorem 6 suggests $\text{Err}_o$ is $\tilde{O}(H^2\text{rank}(\Sigma_\rho)^2 \sqrt{d_P^\pi(C^\pi_e/n_o)})$. In other words, when $C^\pi_e, \text{rank}(\Sigma_\rho)$ are small and the offline sample size $n_o$ is large enough, $\text{Err}_e$ dominates $\text{Err}_o$ in theorem 3. Again, in this case, $\text{Err}_e = O\left(H \sqrt{\log(F)/n_e}\right)$, and we see that it grows linearly w.r.t horizon $H$.
Our result is distribution dependent and captures the possible low-rankness of the offline data, i.e., \( \text{rank}[\Sigma_p] \) depends on \( \rho \) and could be much smaller than the ambient dimension of feature \( \phi(s,a) \).

The quantity \( C'^\pi \) corresponds to the discrepancy measured between the batch data and expert data. This is much smaller than the worst-case concentrability coefficient: \( C = \sup_{\pi \in \Pi} C'^\pi \).

**Remark 7.** In RL, a similar quantity has been analyzed in \[31\], which studies the error bound of linear FQI with pessimism. Comparing to our result only requiring partial coverage, \[31\], Corollary 4.5] assumes the global coverage, i.e., \( \Sigma_p \) is full-rank, which is stronger than \( C < \infty \).

**GPs** Now we specialize our main theorem to non-parametric GP models. For simplicity, following \[63\], we assume \( S \times A \) is a compact space. We also suppose the following. Recall \( x := (s,a) \).

**Assumption 8.** \( k(x,x) \leq 1, \forall x \in S \times A. \) \( k(\cdot, \cdot) \) is a continuous and positive semidefinite kernel.

Under the assumption 8, we can use Mercer’s theorem \[73\], which shows that there exists a set of pairs of eigenvalues and eigenfunctions \( \{\mu_i, \psi_i\}_{i=1}^\infty \), where \( \int \rho(x) \psi_i(x) \psi_j(x) dx = 1 \) for all \( i \) and \( \int \rho(x) \psi_i(x) \psi_j(x) dx = 0 \) for \( i \neq j \). Eigenfunctions and eigenvalues essentially defines an infinite-dimensional feature mapping \( \phi(x) := [\sqrt{\mu_1} \psi_1(x), \ldots, \sqrt{\mu_\infty} \psi_\infty(x)]^\top \). Here, \( k(x,x) = \phi(x)^\top \phi(x) \), and any function \( f \in H_k \) can be represented as \( f(\cdot) = \alpha^\top \phi(\cdot) \). Note that the eigenvalues and eigenfunctions are defined w.r.t the offline data \( \rho \), thus our result here is still distribution dependent rather than a worst case analysis which often appears in online RL/IL settings \[63; 32; 78; 17\].

Assume eigenvalues \( \{\mu_1, \ldots, \mu_\infty\} \) are in non-increasing order, we define the effective dimension,

**Definition 9** (Effective dimension). \( d^* = \min\{j \in \mathbb{N}: j \geq B(j+1)n_o/\zeta^2\} \), \( B(j) = \sum_{k=j}^\infty \mu_k \).

The effective dimensions \( d^* \) is widely used and calculated for many kernels \[85; 7; 72; 28\]. In finite-dimensional linear kernels \( \{x \mapsto a^\top \phi(x) : a \in \mathbb{R}^d\} \) \( (k(x,x) = \phi(x)^\top \phi(x)) \), we have \( d^* \leq \text{rank}[\Sigma_p] \). Thus, \( d^* \) is considered to be a natural extension of \( \text{rank}[\Sigma_p] \) to infinite-dimensional models.

**Theorem 10** (Error for GPs). Let \( \Sigma_{\pi_e} = \mathbb{E}_{x \sim \mathbb{D}^o} [\phi(x) \phi(x)^\top], \Sigma_p = \mathbb{E}_{x \sim \rho} [\phi(x) \phi(x)^\top] \). Suppose assumption 8, \( \zeta^2 = \Omega(1) \) and the partial coverage \( C'^\pi = \sup_{\|x\|_2 \leq 1} (x^\top \Sigma_{\pi_e} x/x^\top \Sigma_p x) < \infty \). With probability \( 1 - \delta \),

\[
\text{Err}_{o} \leq c_1 H^2 ((d^*)^2 + d^* \log(c_2/\delta)) \sqrt{\frac{d_2 C'^\pi}{n_o}} \cdot \sqrt{\log^3(c_2 d_2 n_o/\delta) \log(1+n_o)},
\]

where \( c_1, c_2 \) are universal constants.

The theorem suggests that \( \text{Err}_{o} \) is \( \tilde{O}(H^2 d^2 n^\frac{1}{2} C'^\pi /n_o) \). Thus, when \( C'^\pi, d^* \) are not so large and \( n_o \) is large enough, \( \text{Err}_{o} \) asymptotically dominates \( \text{Err}_{e} \) in theorem 3 (again \( \text{Err}_{e} \) is linear in \( H \)).

While we defer the detailed proof of the above theorem to Appendix C.3, we highlight some techniques we used here. The analysis is reduced to how to bound the information gain \( I_{n_o} \) and \( \mathbb{E}_{x \sim \mathbb{D}^o} [k_{n_o}(x,x)] \). In both cases, we analyze them into two steps: transforming them into the variational representation and then bounding them via the uniform low with localization (Lemma 39).

**Remark 11** (Implication to Offline RL). As related literature, in model-free offline RL, \[70; 21\] obtain the finite-sample error bounds using nonparametric models. Though their bounds can be characterized by the effective dimension, their bounds assume full coverage, i.e., \( \max_{(s,a)} 1/\rho(s,a) < \infty \).

5 Practical Algorithm

In this section we instantiate a practical version of MILO using neural networks for the model class \( P \) and policy class \( \Pi \). We use the Maximum Mean Discrepancy (MMD) with a Radial Basis Function kernel as our discriminator class \( \mathcal{F} \). Note using MMD as our discrepancy measure allows us to compute the exact maximum discriminator \( \arg\max_{f \in \mathcal{F}} \) in closed form (and is detailed in appendix).

We use a KL-based trust-region formulation for incremental policy update inside the learned model \( \hat{P} \). Based on Eq. (1), we first formalize the following constrained optimization framework:

\[
\begin{align*}
\min_{\pi \in \Pi} \max_{f \in \mathcal{F}} \left( \mathbb{E}_{(s,a) \sim \mathbb{D}^e} [f(s,a) + b(s,a)] - \mathbb{E}_{(s,a) \sim \mathbb{D}_e} [f(s,a)] \right) \quad \text{s.t.} \quad \mathbb{E}_{(s,a) \sim \mathbb{D}_e} [\ell(a, s, \pi)] \leq \delta,
\end{align*}
\]

where \( \ell : A \times S \times \Pi \to \mathbb{R} \) is a loss function (e.g., negative log-likelihood or any supervised learning loss one would use in BC). Essentially, since we have \( \mathbb{D}_e \) available, we use it together with any
We aim to answer the following questions with our experiments: (1) How does the behavior policy’s coverage impact MILO’s performance? (2) What is the impact of pessimism on MILO’s performance? (3) How does the value function of the policy class but does not eliminate the expert policy, and our analysis in Section 4 still applies.

In our practical instantiation, we replace the hard constraint instead by a Lagrange multiplier, i.e. we use the behavior cloning objective as a regularization term when solving the min-max problem:

$$\min_{\pi \in \Pi} \max_{f \in F} \left[ \mathbb{E}_{(s,a) \sim dt} [f(s,a) + b(s,a)] - \mathbb{E}_{(s,a) \sim dt} [f(b(s,a))] + \lambda \mathbb{E}_{(s,a) \sim dt} [\nabla \ell(a,s,\pi)] \right]$$

Given policy $\pi_\theta$, ($\theta$ denotes the parameters), we update the discriminator $f_t$. Then, with a fixed $f_t$, in order to update policy $\pi$ we use NPG as in line 6 in Algorithm 2, where $A_{f_{t+1}}$ is the disadvantage function of $\pi_\theta$ and $F_{\theta_t} := \mathbb{E}_{(s,a) \sim dt} [\nabla \ln \pi_{\theta_t}(s) \nabla \ln \pi_{\theta_t}(a) \nabla \theta]$ is the fisher information matrix.

6 Experiments

We aim to answer the following questions with our experiments: (1) How does MILO perform relative to other offline IL methods, (2) What is the impact of pessimism on MILO’s performance? (3) How does the behavior policy’s coverage impact MILO’s performance? (4) How does MILO’s result vary when we increase the number of samples drawn from the expert policy?

We evaluate MILO on five environments from OpenAI Gym [11] simulated with MuJoCo [67]: Hopper-v2, Walker2d-v2, HalfCheetah-v2, Ant-v2, and Humanoid-v2. We compare MILO against the following baselines: (1) ValueDICE [38], a state-of-the-art off-policy IL method modified for the offline IL setting; (2) BC on the expert dataset; and (3) BC on both the offline and expert dataset.

Figure 2: Learning curves across five seeds for MILO plotted against the best performance of BC after 1000 epochs of training on the expert/offline+expert data and the best performance of ValueDICE after 10 thousand iterations. The bottom right bar graph shows the expert performance normalized scores where we plot the performance at the last iteration for MILO.
Table 1: Performance for expert and behavior policy used to collect expert and offline datasets respectively.

| Environment       | Expert Performance | Behavior Performance |
|-------------------|--------------------|----------------------|
| Hopper-v2         | 3012               | 752 (25%)            |
| Walker2d-v2       | 5182               | 1383 (45%)           |
| HalfCheetah-v2    | 5986               | 3972 (66%)           |
| Ant-v2            | 3072               | 1208 (40%)           |
| Humanoid-v2       | 3248               | 1505 (46%)           |

For the expert dataset, we first train expert policies and then randomly sample \((s, a)\)-pairs from a pool of 100 expert trajectories collected from these expert policies. We randomly sample to create very small expert \((s, a)\)-pair datasets where BC struggles to learn. Note that BC is effective at imitating the expert for MuJoCo tasks even with a single trajectory; prior works [27; 37; 38] have used similar sub-sampling strategies to create expert datasets to make it harder for BC to learn. The offline datasets are collected building on prior Offline RL works [76; 34]; each dataset contains 1 million samples from the environment. We first train behavior policies with mean performances often less than half of the expert performance (Table 1, column 2). All results are averaged over five random seeds. See appendix for details on hyperparameters, environments, and dataset composition.

6.1 Evaluation on MuJoCo Continuous Control Tasks

Figure 2 presents results comparing MIL0 against benchmarks. MIL0 is able to achieve close to expert level performance on three out of the five environments and outperforms both BC and ValueDICE on all five environments. Both MIL0 and ValueDICE were warmstarted with one epoch of BC on the offline dataset. We significantly outperform BC’s performance when trained on the expert dataset, suggesting MIL0 indeed mitigates covariate shift through the use of a static offline dataset of \((s, a)\)-pairs. BC on both the offline and expert dataset does improve the performance, but this still cannot successfully imitate the expert since BC has no way of differentiating random/sub-optimal trajectories from the expert samples. ValueDICE, on the other hand, does explicitly aim to imitate the expert samples; however, in theory, it would require either the offline data (i.e. the replay buffer) or the expert samples to have full coverage over the state-action space. Since our offline dataset is mainly collected from a sub-optimal behavior policy and our expert samples are from a high quality expert, neither our offline nor our expert dataset is likely to have full coverage globally; thus potentially hurting the performance of algorithms like ValueDICE. Note that MIL0 is still able to perform reasonably well across environments even with these offline and expert datasets.

6.2 Ablation

Impact of Pessimism  Figure 3 (Left 2) presents MIL0’s performance on two representative environments with and without pessimism (i.e., setting penalty to be zero) added to the imitation objective. Pessimism stabilizes and improves the final performance for MIL0. In general, MIL0 consistently outperforms benchmarks and/or achieves expert level performance for a given set of hyperparameters. See the Appendix for evaluation on other environments.

Behavior with more expert samples  We investigate whether MIL0 is able to achieve expert performance with more expert samples in the two environments (walker and humanoid) that it did not
solve with very small expert datasets in Figure 2. Figure 3 (Right 2) shows that with one trajectory worth of expert samples, MILØ is able to achieve expert performance on walker and humanoid.

**Impact of Coverage**  As our analysis suggests, MILØ’s performance degrades as the offline data’s coverage over the expert’s state-action space decreases. We use the behavior policy’s value as a surrogate for lower coverage, i.e. a lower value suggests lower coverage. We generate two additional offline datasets for each environment by lowering the performance of the behavior policy. The three datasets are: (1) the original offline datasets used in Table 1 (≈ 25% for Hopper-v2 and ≈ 50% for others); (2) ones that have roughly half the performance of (1) (12% for Hopper-v2 and ≈ 25% for others); and (3) ones collected from a random behavior policy (Random). Table 2 shows that MILØ performs reasonably on three environments even with a lower coverage dataset (second column) and achieves more than 20% of the expert performance on three environment even with the Random dataset.

| Environment    | ≈ 50%     | ≈ 25%     | Random  |
|----------------|-----------|-----------|---------|
| Hopper-v2      | 0.95 ± 0.01 | 0.66 ± 0.33 | 0.42 ± 0.36 |
| Walker2d-v2    | 0.72 ± 0.02 | 0.27 ± 0.06 | 0.23 ± 0.12 |
| HalfCheetah-v2 | 0.96 ± 0.01 | 0.01 ± 0.02 | 0.01 ± 0.02 |
| Ant-v2         | 1.02 ± 0.02 | 0.99 ± 0.01 | 0.21 ± 0.02 |
| Humanoid-v2    | 0.88 ± 0.10 | 0.72 ± 0.03 | 0.08 ± 0.01 |

**7 Conclusion**

MILØ investigates how to mitigate covariate shift in IL using an offline dataset of environment interactions that has partial coverage of the expert’s state-action space. We show the effectiveness of MILØ both in theory and in practice. In future works, we hope to scale to image-based control.

We want to highlight the potential negative societal/ethical impacts our work. An IL algorithm is only as good as the expert that it is imitating, not only in terms of performance but also with regards to the negative biases and intentions that the demonstrator has. When designing real-world experiments/applications for MILØ we believe the users should do their due diligence on removing any negative bias or malicious intent in the demonstrations that they provide.
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A Penalty Designs

We show that the penalty design in section 4 is valid, i.e., the model is well-calibrated for tabular MDPs, KNRs, and GPs.

A.1 Tabular models

Lemma 12. With probability $1 - \delta$,
\[
\| \hat{P}(|s, a) - P(|s, a)| \|_1 \leq \sqrt{\frac{|S| \log 2 + \log(2|S||A|/\delta)}{2\{N(s, a) + \lambda\}}} + \frac{\lambda}{N(s, a) + \lambda} \quad \forall (s, a) \in S \times A.
\]

Proof. When $N(s, a) > 0$, we use the concentration inequality of discrete distributions [30]. Then, with probability $1 - \delta$,
\[
\left\| \frac{N(|s, a)}{N(s, a)} - P(|s, a) \right\|_1 \leq \sqrt{\frac{|S| \log 2 + \log(2|S||A|/\delta)}{2N(s, a)}} \quad \forall (s, a) \in \{(s, a) : N(s, a) > 0\}.
\]

Thus, noting $0 < N(s, a)/(N(s, a) + \lambda) < 1$, with probability $1 - \delta$, we have $\forall (s, a) \in \{(s, a) : N(s, a) > 0\}$,
\[
\left\| \frac{N(|s, a)}{N(s, a) + \lambda} - P(|s, a) \times \frac{N(s, a)}{N(s, a) + \lambda} \right\|_1 \leq \sqrt{\frac{|S| \log 2 + \log(2|S||A|/\delta)}{2\{N(s, a) + \lambda\}}}.
\]

Besides, the above inequality is still well-defined and holds including the case $N(s, a) = 0$. Thus, with probability $1 - \delta$, we have $\forall (s, a) \in S \times A$, we have eq. (4).

Recall the estimator $\hat{P}$ is $N(s'|s, a)/(N(s, a) + \lambda)$. Therefore,
\[
\| \hat{P}(|s, a) - P(|s, a)| \|_1 \leq \left\| \hat{P}(|s, a) - P(|s, a) \times \frac{N(s, a)}{N(s, a) + \lambda} \right\|_1 + \left\| P(|s, a) - P(|s, a) \times \frac{N(s, a)}{N(s, a) + \lambda} \right\|_1
\]
\[
\leq \sqrt{\frac{|S| \log 2 + \log(2|S||A|/\delta)}{2\{N(s, a) + \lambda\}}} + \frac{\lambda}{N(s, a) + \lambda}.
\]

This concludes the proof. \qed

A.2 KNRs

In KNRs, the ground truth model is $s' = W^* \phi(s, a) + \epsilon, \epsilon \sim N(0, \zeta^2 I)$, where $s \in \mathbb{R}^{d_S}, a \in \mathbb{R}^{d_A}, \phi : S \times A \rightarrow \mathbb{R}^d$. We define
\[
\|\phi(s, a)\|_{\Sigma_n^{-1}} := \phi^T(s, a)\Sigma_n^{-1}\phi(s, a).
\]

Lemma 13. With probability at least $1 - \delta$, we have:
\[
\left\| \hat{P}(|s, a) - P(|s, a) \right\|_1 \leq \min \left\{ \frac{\beta_n}{\zeta} \|\phi(s, a)\|_{\Sigma_n^{-1}}, 2 \right\} \quad \forall (s, a) \in S \times A,
\]
where
\[
\beta_n = \sqrt{2\lambda\|W^*\|^2 + 8\zeta^2 (d_S \ln(5) + \ln(1/\delta) + \bar{I}_n)} \quad \bar{I}_n = \ln \left(\det(\Sigma_n)/\det(\lambda I)\right).
\]

Proof. The proof directly follows the confidence ball construction and proof from [32]. Specifically, from Lemma B.5 in [32], we have that with probability at least $1 - \delta$,
\[
\left\| \left(\hat{W} - W^*\right)(\Sigma_n)^{1/2} \right\|_2^2 \leq \beta_n^2.
\]

Thus, with Lemma 34, we have:
\[
\left\| \hat{P}(|s, a) - P(|s, a) \right\|_1 \leq \frac{1}{\zeta} \left\| \left(\hat{W} - W^*\right)\phi(s, a) \right\|_2 \leq \|\phi(s, a)\|_{\Sigma_n^{-1}} \leq \frac{\beta_n}{\zeta} \|\phi(s, a)\|_{\Sigma_n^{-1}}.
\]

This concludes the proof. \qed
A.3 Gaussian processes

Let $H_k$ be the RKHS with the kernel $k(\cdot, \cdot)$. We denote the associated norm and inner product by $\| \cdot \|_k$ and $\langle \cdot, \cdot \rangle_k$. In GPs, the ground truth model is defined as $s' = g^*(s, a) + \epsilon, \epsilon \sim \mathcal{N}(0, \zeta^2 I)$, where $g^*$ belongs to an RKHS $H_k$.

Lemma 14. With probability $1 - \delta$, 
\[
\| \hat{P}(\cdot|s, a) - P(\cdot|s, a) \|_1 \leq \min \left( \frac{\beta_{n_o}}{\z} \sqrt{k_{n_o}((s, a), (s, a)), 2} \right) \quad \forall (s, a) \in \mathcal{S} \times \mathcal{A},
\]
and 
\[
\beta_{n_o} = \sqrt{d_S (2 + 150 \log^3(d_S n_o / \delta) I_{n_o})}, \quad I_{n_o} = \log(\det(I + \zeta^{-2} K_{n_o})).
\]

Proof. Let $\hat{g}_i$ and $g^*$ be $i$-th component of $\hat{g}$ and $g^*$. We have 
\[
\| \hat{P}(\cdot|s, a) - P(\cdot|s, a) \|_1 \leq \frac{1}{\z} \| \hat{g}(s, a) - g^*(s, a) \|_2 \quad \text{(Lemma 34)}
\]
\[
= \frac{1}{\z} \left( \sum_{i=1}^{d_S} \| \hat{g}_i(s, a) - g^*_i(s, a) \|^2 \right)^{1/2}
\]
\[
\leq \frac{1}{\z} \left( \sum_{i=1}^{d_S} k_{n_o}((s, a), (s, a)) \| \hat{g}_i - g^*_i \|^2_{k_{n_o}} \right)^{1/2}. \quad \text{(CS inequality and } g = \langle g(\cdot), k((s, a), \cdot) \rangle_{k_{n_o}})\]

By [63, Theorem 6], with probability $1 - \delta$, we have 
\[
\| \hat{g}_i(s, a) - g^*_i \|_{k_{n_o}} \leq \beta_{n_o} \quad \forall i \in [1, \cdots, d_S].
\]
This concludes the statement.

B Proof of theorem 3

In this section, we prove Theorem 3. We also prove the RL version of Theorem 3 when the cost $c$ is given and the goal is policy optimization. Before that, we prepare several lemmas.

Lemma 15. With probability $1 - \delta$, we have $\forall f \in \mathcal{F}$,
\[
|E_{(s, a) \sim d^}\mathcal{T}, f(s, a) - E_{D_c} f(s, a) | \leq \epsilon_{\text{stat}}, \quad \epsilon_{\text{stat}} = \sqrt{\log(2|\mathcal{F}| / \delta) / 2n_e}.
\]

Proof. From Hoeffding’s inequality and a union bound over $\mathcal{F}$.

Lemma 16 (Pessimistic Policy Evaluation 1). Suppose Assumption 2 holds and $\max_{f \in \mathcal{F}} \| f \|_{\infty} \leq 1$. With probability at least $1 - \delta$, $\forall \pi \in \Pi, \forall f \in \mathcal{F}$,
\[
0 \leq V_{\hat{P}, f+b}^{\pi} - V_{\hat{P}, f}^{\pi}.
\]

Proof of Lemma 16. We denote the expected total cost of $\pi$ under $\hat{P}$ and cost function $f$ by $V_{\hat{P}, f}\pi(s, a)$. In this proof, we condition on the event 
\[
\| \hat{P}(\cdot|s, a) - P(\cdot|s, a) \|_1 \leq \min(\sigma(s, a), 2) \quad \forall (s, a) \in \mathcal{S} \times \mathcal{A}.
\]
We use the inductive hypothesis argument. We start from $h = H + 1$, where $V_{\hat{P}, f+b:H+1}^{\pi} = V_{\hat{P}, f:H+1}^{\pi} = 0$. Assume the inductive hypothesis holds at $h + 1$, i.e., 
\[
0 \leq V_{\hat{P}, f+b:h+1}^{\pi}(s) - V_{\hat{P}, f:h+1}^{\pi}(s), \quad \forall s \in \mathcal{S}, \forall \pi \in \Pi, \forall f \in \mathcal{F}.
\]
Then, $\forall \pi \in \Pi, \forall f \in \mathcal{F}$,

$$Q_{\hat{P}, f}^\pi(s, a) - Q_{\hat{P}, f + b; h}^\pi(s, a) = -b(s, a) + \mathbb{E}_{s' \sim P(\cdot|s, a)}[V_{\hat{P}, f + b; h}^\pi(s')] - \mathbb{E}_{s' \sim P(\cdot|s, a)}[V_{\hat{P}, f + b; h + 1}^\pi(s')] \leq -b(s, a) + \mathbb{E}_{s' \sim P(\cdot|s, a)}[V_{\hat{P}, f + b; h}^\pi(s')] - \mathbb{E}_{s' \sim P(\cdot|s, a)}[V_{\hat{P}, f + b; h + 1}^\pi(s')]$$

(Inductive hypothesis assumption)

$$\leq -b(s, a) + H\|\hat{P}(\cdot|s, a) - P(\cdot|s, a)\|_1 \leq -b(s, a) + H \min(\sigma(s, a), 2) = 0. \quad (\|\mathcal{F}\|_\infty \leq 1)$$

Then, noting $Q_{\hat{P}, f; h}^\pi(s, \pi(s)) - Q_{\hat{P}, f + b; h}^\pi(s, \pi(s)) = V_{\hat{P}, f; h}^\pi(s) - V_{\hat{P}, f + b; h}^\pi(s)$, we have

$$V_{\hat{P}, f; h}^\pi(s) - V_{\hat{P}, f + b; h}^\pi(s) \leq 0 \quad \forall \pi \in \Pi, \forall f \in \mathcal{F}.$$ 

This concludes the induction step.

Then, we have

$$V_{\hat{P}, f}^\pi - V_{\hat{P}, f + b}^\pi = V_{\hat{P}, f + 1}^\pi - V_{\hat{P}, f + b + 1}^\pi \leq 0 \quad \forall \pi \in \Pi, \forall f \in \mathcal{F}.$$

\[\square\]

**Lemma 17** (Pessimistic Policy Evaluation 2). Suppose Assumption 2 holds and $\|\mathcal{F}\|_\infty \leq 1$. With probability at least $1 - \delta$, $\forall \pi \in \Pi, \forall f \in \mathcal{F}$,

$$V_{\hat{P}, f + b}^\pi - V_{\hat{P}, f}^\pi \leq \text{Error}, \quad \text{Error} := (3H^2 + H)\mathbb{E}_{(s, a) \sim d_\pi^f}[\min(\sigma(s, a), 2)].$$

**Proof of Lemma 17.** In this proof, we condition on the event

$$\|\hat{P}(\cdot|s, a) - P(\cdot|s, a)\|_1 \leq \min(\sigma(s, a), 2) \quad \forall(s, a) \in \mathcal{S} \times \mathcal{A}.$$ 

We invoke simulation Lemma 33. Then, we have $\forall \pi \in \Pi, \forall f \in \mathcal{F}$

$$V_{\hat{P}, f + b}^\pi - V_{\hat{P}, f}^\pi = \sum_{h=1}^{H} \mathbb{E}_{(s, a) \sim d_\pi^f}[b(s, a) + \mathbb{E}_{s' \sim P(\cdot|s, a)}[V_{\hat{P}, f + b; h}^\pi(s')] - \mathbb{E}_{s' \sim P(\cdot|s, a)}[V_{\hat{P}, f + b; h + 1}^\pi(s')]]$$

$$\leq \sum_{h=1}^{H} \mathbb{E}_{(s, a) \sim d_\pi^f}[b(s, a) + \|V_{\hat{P}, f + b; h}^\pi\|_\infty]\|\hat{P}(\cdot|s, a) - P(\cdot|s, a)\|_1$$

$$\leq H\mathbb{E}_{(s, a) \sim d_\pi^f}[H \min(\sigma(s, a), 2) + H(2H + 1)\min(\sigma(s, a), 2)] \quad (\|V_{\hat{P}, f + b}^\pi\|_\infty \leq H(2H + 1))$$

$$= (3H^2 + H)\mathbb{E}_{(s, a) \sim d_\pi^f}[\min(\sigma(s, a), 2)].$$

Here, we use $\|V_{\hat{P}, f + b; h}^\pi\|_\infty \leq H(2H + 1)$ which is derived by $0 \leq f + b \leq 2H + 1$. \[\square\]

By using the above lemmas, we prove our main result.

**Proof of Theorem 3.** In this proof, we condition on the event

$$\|\hat{P}(\cdot|s, a) - P(\cdot|s, a)\|_1 \leq \min(\sigma(s, a), 2),$$

which holds with probability $1 - \delta$, and the event in Lemma 15, which holds with probability $1 - \delta$.
Then, with probability $1 - 2\delta$, we have
\[
V_{\hat{\pi}^{IL}} - V_{\pi^*} \leq V_{\hat{\pi}^{IL}} - V_{\pi^*} \quad \text{(Lemma 16)}
\]
\[
\leq H \max_{f \in \mathcal{F}} \left\{ H \sqrt{\frac{\log(2|\mathcal{F}|)}{2n_e}} \right\} + 2H \epsilon_{\text{stats}}
\]
\[
\leq (3H^2 + H) \mathbb{E}_{(s,a) \sim d_{\pi^*}^{\mathcal{P}}} \left[ \min(\sigma(s,a), 2) \right] + 2H \epsilon_{\text{stats}} \quad \text{(Lemma 17)}
\]
\[
\leq (6H^2 + 2H) \mathbb{E}_{(s,a) \sim d_{\pi^*}^{\mathcal{P}}} \left[ \min(\sigma(s,a), 1) \right] + 2H \epsilon_{\text{stats}}.
\]
This concludes the proof. \qed

Finally, we prove the finite-sample error bounds for the RL case. Similar results are obtained in [34; 82]. We use this theorem in the next section.

**Theorem 18 (Bounds for RL).** Suppose $\pi^* \in \Pi$, $P \in \mathcal{P}$ and Assumption 2. With probability $1 - 2\delta$, we have
\[
V_{\hat{\pi}^{IL}} - V_{\pi^*} \leq (6H^2 + 2H) \mathbb{E}_{(s,a) \sim d_{\pi^*}^{\mathcal{P}}} \left[ \min(\sigma(s,a), 1) \right].
\]

**Proof of Theorem 18.**
\[
V_{\hat{\pi}^{IL}} - V_{\pi^*} \leq V_{\hat{\pi}^{IL}} - V_{\pi^*} \quad \text{(Lemma 16)}
\]
\[
= V_{\hat{\pi}^{IL}} - V_{\pi^*} \quad \text{(Lemma 17)}
\]
\[
\leq (6H^2 + 2H) \mathbb{E}_{(s,a) \sim d_{\pi^*}^{\mathcal{P}}} \left[ \min(\sigma(s,a), 1) \right].
\]
This concludes the proof. \qed

## C  Finite sample error bound for each model

In this section, we analyze the bound for the following models: (1) discrete MDPs, (2) KNRs, (3) GPs. All of the proofs are deferred to Section C.4. We will also discuss the implication to the RL case using theorem 18.

### C.1 Discrete MDPs

Recall $\pi_e$-concentratability coefficient is defined by
\[
C_{\pi_e} = \max_{(s,a)} \frac{d_{\pi_e}^m(s,a)}{\rho(s,a)}.
\]

Then, the error is calculated as follows.

**Theorem 19 (Error of MILLO for discrete MDPs).**

*With probability $1 - \delta$, when $\lambda = \Omega(1)$,*
\[
V_{\hat{\pi}^{\text{MILLO}}} - V_{\pi^*} \leq \text{Err}_o + \text{Err}_e,
\]
\[
\text{Err}_o = c_1 H^2 \log(|S|A|c_2|/\delta) \left( \sqrt{\frac{C_{\pi^*}|S|^2|A|}{n_o}} + \frac{C_{\pi^*}|S||A|}{n_o} \right), 
\text{Err}_e = 2H \sqrt{\frac{\log(2|\mathcal{F}|/\delta)}{2n_e}},
\]
where $c_1$ and $c_2$ are some universal constants.
• With probability $1 - \delta$, when $\lambda = \Omega(1)$,
\[
V_{P,\pi} - V_{P,\pi}^* \leq c_1 H^2 \log(|S||A|c_2/\delta) \left( \frac{C^\pi_{\max} |S|^2 |A|}{n_o} + \frac{C^\pi_{\max} |S||A|}{n_o} \right), \quad C^\pi_{\max} = \max_{(s,a)} \frac{d^\pi_{\max}(s,a)}{\rho(s,a)}
\]
where $c_1$ and $c_2$ are some universal constants.

The quantity $C^\pi_{\max}$ measures the difference of distributions between the expert and the batch data. This is much smaller than the common concentrability coefficients in offline RL:
\[
\max_{\pi \in \Pi} \max_{(s,a) \in S \times A} \frac{d^\pi_{\max}(s,a)}{\rho(s,a)}, \quad \frac{1}{\min_{(s,a) \in S \times A} \rho(s,a)},
\]
which measure the worst discrepancy between all policies in $\Pi$ and the batch data [80]. These assumptions imply $\rho$ has global coverage. We achieve this better bound via pessimism. In the RL case, the similar bound as (6) has been obtained in offline policy optimization based on FQI [54]. However, their work is limited to a tabular case. Hereafter, we will show our result is extended to more general continuous MDPs.

C.2 KNRs

As in Proposition 13, $\sigma(s, a)$ is given by $\beta_{n_o}/\xi \|\phi(s, a)\|_{\Sigma^{-1}_{n_o}}$. Thus, from Theorem 3, the final error bound of $V_{P,\pi} - V_{P,\pi}^*$ is
\[
(6H^2 + 2H) \min(\mathbb{E}_{(s,a) \sim d^\pi^*}[\beta_{n_o}/\xi \|\phi(s, a)\|_{\Sigma^{-1}_{n_o}}], 1) + 2H \sqrt{\log(2|F|/\delta)}/(2n_o).
\]
Hereafter, we analyze $\beta_{n_o}$ and $\mathbb{E}_{(s,a) \sim d^\pi^*}[\|\phi(s, a)\|_{\Sigma^{-1}_{n_o}}]$.

**Analysis of information gain** First, we analyze $\beta_{n_o}$. We need to upper-bound the information gain $\mathcal{I}_{n_o}$ in $\beta_{n_o}$. Recall $\Sigma^* = \mathbb{E}_{(s,a) \sim \rho}[\phi(s, a)\phi^T(s, a)]$ and $\phi(s, a) \in \mathbb{R}^d$.

**Theorem 20** (Finite sample analysis of information gain in finite-dimensional linear models), Assume $\|\phi(s, a)\|^2_2 \leq 1 \forall (s, a) \in S \times A$. Let $c_1, c_2$ be universal constants.

1. When $\lambda = \Omega(1)$, with probability $1 - \delta$, we have
   \[
   \mathcal{I}_{n_o} = \log(\det(\Sigma_{n_o}/\Lambda I)) \leq c_1 \text{rank}(\Sigma^*) \{\text{rank}(\Sigma^*) + \log(c_2/\delta)\} \log(1 + n_o).
   \]

2. When $\lambda = \Omega(1)$ and $\xi^2 = \Omega(1)$, With probability $1 - \delta$, we have
   \[
   \beta_{n_o} \leq c_1 \sqrt{\|W^*\|_2 + d \text{rank}(\Sigma^*) \{\text{rank}(\Sigma^*) + \log(c_2/\delta)\} \log(1 + n_o)}.
   \]

Theorem 20 states $\mathcal{I}_{n_o} = O(\text{rank}(\Sigma^*)^2 \log(n_o))$. We highlight the novelty of our analysis comparing to the other literature. [60] analyze the expectation of the information gain in a fixed or random design setting. Following their discussion, we can prove
\[
\mathbb{E}[\mathcal{I}_{n_o}] \leq \text{rank}(\Sigma^*) \log(1 + n_o)
\]
as Theorem 42 by Jensen’s inequality. Going beyond the expectation, we derive the finite-sample result by leveraging the variational representation and the uniform law with localization in Lemma 39. The finite-sample analysis is much harder than calculating the bound of the expectation.

The worse case of $\mathcal{I}_{n_o}$ referred to as the maximum information gain has been often used in online learning [63; 1; 32]. From their discussion, we always have $\mathcal{I}_{n_o} = O(d \log(n_o))$. Here, we show that the information gain can be upper-bounded more tightly when $\text{rank}(\Sigma^*)^2 \leq d$ in offline RL (a random design setting). Comparing to the analysis of maximum information gain, our analysis takes the low-rankness of the design matrix $\Sigma^*$ into consideration by fully utilizing the random design setting assumption.
Datum of $E_{(s,a) \sim d^\pi_c}[\|\phi(s,a)\|_{\Sigma^{-1}}]$ and the final bound

Next, we analyze $E_{(s,a) \sim d^\pi_c}[\|\phi(s,a)\|_{\Sigma^{-1}}]$.

**Theorem 21.** Suppose $\lambda = \Omega(1)$, $\zeta^2 = \Omega(1)$, $\|W^*\|_2 = \Omega(1)$. Let $c_1, c_2$ be some universal constants.

1. With probability $1 - \delta$,

$$E_{(s,a) \sim d^\pi_c}[\|\phi(s,a)\|_{\Sigma^{-1}}] \leq c_1 \sqrt{C^\pi \text{rank}[\Sigma_{\rho}] \{\text{rank}[\Sigma_{\rho}] + \log(c_2/\delta)\}} n_o$$

where $\Sigma_{\pi_c} = E_{(s,a) \sim d^\pi_c}[\phi(s,a)\phi(s,a)^\top]$.

2. With probability $1 - \delta$,

$$V^\pi_{P,c} - V^\pi_c \leq \text{Err}_o + \text{Err}_c, R = \text{rank}[\Sigma_{\rho}] \{\text{rank}[\Sigma_{\rho}] + \log(c_2/\delta)\}, \quad \text{Err}_o = c_1 H^2 \min(d^{1/2}, R) \sqrt{\frac{d \sqrt{C^\pi} \log(1 + n_o)}{n_o}}$$

$$\text{Err}_c = 2H \sqrt{\log(2|F|/\delta)/(2n_c)}$$

3. With probability $1 - \delta$, let $C^\pi = \sup_{x \in \mathbb{R}^d} \left(\frac{x^\top \Sigma_{\pi_c} x}{x^\top \Sigma_{\rho} x}\right)$, $\Sigma_{\pi_c} = E_{(s,a) \sim d^\pi_c}[\phi(s,a)\phi(s,a)^\top]$.

Then, we have

$$V^\pi_{P,c} - V^\pi_c \leq c_1 H^2 \{\text{rank}[\Sigma_{\rho}] + \log(c_2/\delta)\} \text{rank}[\Sigma_{\rho}] \sqrt{\frac{d \sqrt{C^\pi} \log(1 + n_o)}{n_o}}$$

The final bound (7) suggests $\text{Err}_o$ is $\tilde{O}(H^2 \text{rank}[\Sigma_{\rho}]^2 \sqrt{d \sqrt{C^\pi}/n_o})$. We can also get $\tilde{O}(H^2 \text{rank}[\Sigma_{\rho}] d^{1/2} \sqrt{d \sqrt{C^\pi}/n_o})$, which implies $\tilde{O}(H^2 d^{3/2} \sqrt{d \sqrt{C^\pi}/n_o})$. In other words, when $C^\pi$, $\text{rank}[\Sigma_{\rho}]$ are not so large and the offline sample size $n_o$ is large enough, $O(H \sqrt{\log(|F|)/n_c})$ is a dominating term and the covariate shift problem in BC can be avoided since the horizon dependence is just $H$. Recall the known BC error bound is $O(H^2 \sqrt{\log(|\Pi|)/n_c})$ [4, Chapter 14].

We see the implication of $\text{Err}_o$ in more details, which also corresponds to the error of RL case. The rate regarding $n_o$ is $n_o^{-1/2}$, which is the standard rate in parametric regression. Besides, we can see the bound depends on $\text{rank}[\Sigma_{\rho}]$, $C^\pi_c$. Importantly, since we always have $\text{rank}[\Sigma_{\rho}] \leq d$, our final bound captures the possible low-rankness of the batch data. The quantity $C^\pi_c$ corresponds to $\pi_c$-concentrability coefficient (+-concentrability in the RL case). This is much smaller than the worst case concentrability coefficients:

$$\sup_{\pi \in \Pi} C^\pi, \quad \tilde{C} = \sup_{(s,a)} \|\phi(s,a)\|_2^2 \|\Sigma_{\rho}^{-1}\|_2.$$

Finally, we note the technical novelty by comparing it to the techniques developed in the offline RL literature. A quantity that is similar to $E_{(s,a) \sim d^\pi_c}[\|\phi(s,a)\|_{\Sigma^{-1}}]$ has been analyzed in [31]6, which studies the error bound of FQI with pessimism in linear MDPs. [31, Corollary 4.5] assumes that full coverage, i.e., $\Sigma_{\rho}$ is full-rank and has lower bounded eigenvalues. Also the number of offline samples $n_o$ depends on the smallest eigenvalue. Our analysis just uses partial coverage with the refined concept of relative condition number and thus does not require the full rank assumption on $\Sigma_{\rho}$. Moreover, our bound is distribution dependent, i.e., it depends on $\text{rank}[\Sigma_{\rho}]$ rather than the ambient dimension of the feature vector $\phi$. Thus the bound is much tighter for benign cases where the offline data from $\rho$ happens to concentrate on a low-dimensional subspace. Beyond model-based offline RL literature, one can potentially adapt the model-free offline policy evaluation results (e.g., [20; 74]) with linear function approximation to offline policy optimization (without pessimism). Such model-free results will also incur $\sup_{\pi \in \Pi} C^\pi, \tilde{C}$ and the ambient dimension $d$, instead of much more refined quantities $C^\pi_c$ and $\text{rank}[\Sigma_{\rho}]$.

---

[6] They analyze $E_{(s,a) \sim d^\pi_c}[\|\phi(s,a)\|_{\Sigma^{-1}}]$, which also appears in our RL result theorem 21.
C.3 Gaussian processes

In this section, we give details on GPs. Note that prior works on model-free and model-based offline RL do not have results for infinite-dimensional non-parametric models. Thus our techniques developed in this section are new and relevant even to the offline RL literature—a point that we will return to at the end of this section.

From Theorem 3, the final error is

\[ (6H^2 + 2H) \min \{ \beta_n, \sqrt{K_n(x,x)} \} + 2H \sqrt{\log(2|F|/\delta)/(2n_e)}. \]

where \( x = (s, a) \). Hereafter, we analyze \( \beta_n \) and \( \sqrt{K_n(x,x)} \). Before going into the details, we repeat several important notations below.

In this section, following [63], for simplicity, we suppose the following:

Assumption 22. Let \( k(x,x) \leq 1, \forall x \in S \times A \). \( k(\cdot, \cdot) \) is a continuous and positive semidefinite kernel. \( S \times A \) is a compact space.

Recall we denote \( x := (s, a) \) and we have orthonormal eigenfunctions and eigenvalues \( \{ \psi_i, \mu_i \}_{i=1}^{\infty} \) by Mercer’s theorem. We denote the feature mapping \( \phi(x) := [\sqrt{\mu_1} \psi_1(x), \ldots, \sqrt{\mu_\infty} \psi_\infty(x) ]^\top \).

Assume eigenvalues \( \mu_1, \ldots, \mu_\infty \) is in non-increasing order, we recall the effective dimension:

\[ d^* = \min \{ j \in \mathbb{N} : j \geq B(j+1)n_o/\zeta^2 \}, \quad B(j) = \sum_{k=j}^{\infty} \mu_k. \]

We also introduce the empirical version of \( d^* \), where \( \hat{\mu}_i \) are eigenvalues of the gram matrix \( K_{n_o} \).

Definition 23 (Empirical effective dimension). \( \hat{d} = \min \{ j \in \mathbb{N} : j \geq B(j+1)/\zeta^2 \}, \hat{B}(j) = \sum_{k=j}^{\infty} \hat{\mu}_k. \)

Hereafter, for simplicity, we treat \( \zeta^2 = 1 \), that is, \( \zeta^2 = \Omega(1) \). Then, since \( n_o \leq B(n_o + 1)n_o/\zeta^2 \), we have \( d^* \leq n_o \).

The effective dimensions \( \hat{d} \) and \( d^* \) are widely used in machine learning literature. The first quantity \( d^* \) is often referred to as the degree of freedom [85; 7]. In infinite-dimensional linear kernels \( \{ x \mapsto a^\top \phi(x), a \in \mathbb{R}^d \} (k(x,x) = \phi^\top(x)\phi(x)), \) \( d^* \) is rank \( [\mathbb{E}_{x \sim p}[\phi(x)\phi^\top(x)]] \). Thus, \( d^* \) is considered to be a natural extension of rank \( [\mathbb{E}_{x \sim p}[\phi(x)\phi^\top(x)]] \) to infinite-dimensional models. The worst case of the second quantity:

\[ \max_{\{ x_n \in S \times A \}} \hat{d} \]

is often used in online learning literature [72; 28]. Up to logarithmic factors, it is equal to the maximum information gain [63]:

\[ \max_{\{ x_n \in S \times A \}} \log \det(I + K_{n_o}). \]

as shown in [13; 72]. Importantly, as we will see soon since our setting is offline (a random design setting), \( \hat{d} \) can be upper-bounded much tightly than their analysis.

Analysis of information gain With the above in mind, we first analyze \( \beta_n \). To do that, we need to bound the information gain \( I_{n_o} \). From [60, Lemma 1], we can easily prove

\[ \mathbb{E}[I_{n_o}] \leq \log(1 + n_o)d^*. \]

as in Theorem 43. Going beyond the expectation, we derive the finite-sample error bound.

Theorem 24 (Finite sample analysis of information gain in infinite-dimensional models). Suppose Assumption 22. Let \( c_1 \) and \( c_2 \) be universal constants.

1. We have

\[ I_{n_o} = \log(\det(I + \zeta^{-2}K_{n_o})) \leq 2\hat{d}\{ \log(1 + n_o/\zeta^2) + 1 \}. \quad (8) \]
2. When \( \zeta^2 = \Omega(1) \), with probability \( 1 - \delta \),
\[
I_{n_o} = \log(\det(I + \zeta^{-2}K_{n_o})) \leq c_1\{d^* + \log(c_2/\delta)\}d^*\log(1 + n_o).
\]

3. When \( \zeta^2 = \Omega(1) \), with probability \( 1 - \delta \),
\[
\beta_{n_o} \leq c_1\sqrt{dS\log^3(c_2dSn_o/\delta)}\{d^* + \log(c_2/\delta)\}d^*\log(1 + n_o).
\]

Theorem 24 states \( I_{n_o} = O((d^*)^2\log(n_o)) \). Our bound in the offline (a random design) setting can be much tighter compared to the online setting, that is, the known upper bound of maximum information gain in [63] though we can always use this as the bound of \( I_{n_o} \) with probability 1. We can see this situation in linear kernels as we see in the previous section. In \( d \)-linear dimensional linear kernels, the maximum information gain is \( d \). On the other hand, \( \{d^*\}^2 = \text{rank}[\Sigma] \) can be much smaller compared to the online setting, that is, the known upper bound of maximum information gain in [63] though we can always use this as the bound of \( I_{n_o} \) with probability 1.

**Analysis of learning curves and the final bound**

We bound \( E_{x \sim d_{\rho}^n} [\sqrt{k_{n_o}(x, x)}] \), where
\[
k_{n_o}(x, x') = k(x, x') - k_{n_o}(x)\top(K_{n_o} + \zeta^2I)^{-1}k_{n_o}(x'), \{x_i\}_{i=1}^{n_o} \sim \rho(x).
\]
where \( x = (s, a) \).

Recall the definition of eigenvalues \( \{\mu_i\} \) and eigenfunctions \( \{\psi_i\} \) (which are orthonormal), we define the feature mapping \( \phi(x) = [\sqrt{\mu_1}\psi_1(x), \ldots, \sqrt{\mu_d}\psi_d(x)]\top \). Denote \( \Phi \in \mathbb{R}^{n_o \times \infty} \) as a matrix where each row of \( \Phi \) corresponds to \( \phi(x_i) \). Since \( k(x, x') = \phi(x)\top\phi(x') \), we can rewrite the kernel \( k_{n_o}(x, x) \) as follows:
\[
k_{n_o}(x, x) = \phi(x)\top\phi(x) - \phi(x)\top\Phi\top(\Phi\Phi\top + \zeta^2I)^{-1}\Phi\phi(x)
= \phi(x)\top[I - \Phi\top(\Phi\Phi\top + \zeta^2I)^{-1}\Phi]\phi(x)
= \phi(x)\top[I + \zeta^{-2}\Phi\Phi\top]^{-1}\phi(x)
= \phi(x)\top[I + \zeta^{-2}\Sigma^{-1}_n]\phi(x),
\]
where \( \Sigma_n := I + \zeta^{-2}\sum_{i=1}^{n_o} \phi(x_i)\phi(x_i)\top \), and we use matrix inverse lemma in the third equality. Note the infinite-dimensional inverse lemma is formalized in the proof.

Now we can use the relative condition number definition and Lemma 30 for a distribution change, i.e.,
\[
E_{x \sim d_{\rho}^n} [\sqrt{k_{n_o}(x, x)}] \leq \sqrt{E_{x \sim d_{\rho}^n} [k_{n_o}(x, x)]}
= \sqrt{\text{tr} \left( E_{x \sim d_{\rho}^n} \phi(x)\phi(x)\top \Sigma_n \right)} \leq \sqrt{C_{\pi} \text{tr} \left( E_{x \sim \rho} \phi(x)\phi(x)\top \Sigma_{n_o} \right)} = \sqrt{C_{\pi} E_{x \sim \rho} k_{n_o}(x, x)},
\]
where
\[
C_{\pi} = \sup_{\|x\|_2 \leq 1} \frac{x\Sigma_\pi x}{x\Sigma_\rho x}, \quad \Sigma_\pi = E_{x \sim d_{\rho}^n} [\phi(x)\phi(x)\top], \quad \Sigma_\rho = E_{x \sim \rho} [\phi(x)\phi(x)\top].
\]
Now we only need to focus on analyzing \( E_{x \sim \rho} [k_{n_o}(x, x)] \).

Before proceeding to the analysis, we introduce the critical radius [9]. Given some function class \( \mathcal{F} \), consider the localized population Rademacher complexity:
\[
R_n(\delta; \mathcal{F}) = \mathbb{E} \left[ \sup_{f \in \mathcal{F}, \|f\|_{\mathcal{F}} \leq \delta} \left| \frac{1}{n_o} \sum_{i=1}^{n_o} \epsilon_i f(x_i) \right| \right]
\]
where \( \{x_i\} \) are i.i.d samples following \( \rho(x) \) and \( \{\epsilon_i\} \) are i.i.d Rademacher variables taking values in \( \{-1, +1\} \) equiprobably, independent of the sequence \( \{x_i\} \). The critical radius is defined as the minimum solution to
\[
R_n(\xi; \mathcal{F}) \leq \xi^2/b
\]
w.r.t \( \xi \) where \( b \) is a value s.t. \( \|\mathcal{F}\|_{\infty} \leq b \).
Theorem 25. Suppose Assumption 22. Let $c_1$ and $c_2$ be universal constants.

1. Let $\delta_{n_o}$ be the critical radius of the function class $\{f : f \in \mathcal{H}_k, \|f\|_k \leq 1\}$. With probability $1 - \delta$,

$$\mathbb{E}_{x \sim d^{\pi}_P}[\sqrt{k_{n_o}(x, x)}] \leq c_1 \zeta_1 \delta_{n_o} \sqrt{C_{\pi^e} d^e},$$

where $\delta_{n_o} = \delta_{n_o} + \sqrt{\log(c_2/\delta)/n_o}$.

2. Assume $\zeta^2 = \Omega(1)$. With probability $1 - \delta$,

$$\delta_{n_o} \leq c_1 \sqrt{d^e/n_o}, \quad \mathbb{E}_{x \sim d^{\pi}_P}[\sqrt{k_{n_o}(x, x)}] \leq c_1 \sqrt{C_{\pi^e} d^e \{d^e + \log(c_2/\delta)\}/n_o}.$$

3. Assume $\zeta^2 = \Omega(1)$. With probability $1 - \delta$,

$$V^{\pi}_{P, c} - V^{\pi^e}_{P, c} \leq \text{Err}_o + \text{Err}_e,$$

where

$$\text{Err}_o = c_1 H^2 \{d^e + \log(c_2/\delta)\} d^e \sqrt{d_s C_{\pi^e} \log^3(c_2 d_s n_o/\delta) \log(1 + n_o)/n_o},$$

$$\text{Err}_e = 2H \sqrt{\log(2|F|/\delta)/(2n_e)}.$$

4. Assume $\zeta^2 = \Omega(1)$. For offline RL, with probability $1 - \delta$,

$$V^{\pi^e}_{P, c} - V^{\pi^e}_{P, c} \leq c_1 H^2 \{d^e + \log(c_2/\delta)\} d^e \sqrt{d_s C_{\pi^e} \log^3(c_2 d_s n_o/\delta) \log(1 + n_o)/n_o},$$

where $C_{\pi^e} = \sup_{\|x\|_2 \leq 1} x \Sigma_{\pi^e} x$.

The final bound in (9) suggests that $\text{Err}_o$ is $\tilde{O}(H^2 \{d^e\}^2 \sqrt{d_s C_{\pi^e}/n_o})$. In other words, when $C_{\pi^e}$, $d^e$ are not too large and the offline sample size is large enough, $\text{Err}_e$ dominates $\text{Err}_o$ and the covariate shift problem in BC can be avoided since the horizon dependence is just $H$. Our bound is the natural extension of Theorem 21 to possibly infinite dimensional models.

The first and second statements in Theorem 25 are mainly proved in two steps: formulating $k_{n_o}(x, x)$ into the variational representation and utilizing the uniform law with localization. Note the critical radius can be upper-bounded more tightly than $O(\sqrt{d^e/n_o})$ depending on the kernels. Besides, $C_{\pi^e}$ can be replaced with a tighter quantity:

$$\max_{i \in \mathbb{N}} \mathbb{E}_{(s, a) \sim \rho}[\psi_i^2(s, a)].$$

Since $\mathbb{E}_{(s, a) \sim \rho}[\psi_i^2(s, a)] = 1$, this quantity also measure the difference of batch data and expert. This is less than $C_{\pi^e}$ noting that $\sum_{i=1}^{\sigma} x_i \Sigma_{\pi^e} x_i = \mathbb{E}_{(s, a) \sim d^{\pi}_P}[\psi_i^2(s, a)]$ when $x$ is a vector s.t. only $i$-th element is 1 and the other elements are 0. The third statement in Theorem 25 is directly proved by combining the second statement in Theorem 25 and Theorem 24.

Implication to offline RL The final statement in Theorem 25 is the bound for the RL case. This is the first result showing the error bound for pessimistic offline RL with nonparametric models. As related literature, in model-free offline RL, [70; 21] obtained the finite-sample error bounds characterized by the critical radius for some minimax-type estimators called Modified RBM [5]. As we show in Theorem 25, since the critical radius of an RKHS ball is upper-bounded by the effective dimension $d^e$, their bounds are also characterized by the effective dimension. On top of that, several papers derived the bounds under the general function approximation setting: FQI [24; 21; 45; 16], marginal weighting based estimators [69], DICE methods [84; 46], policy based methods [42; 43] and MABO [77]. Comparing to our result, all of their bounds depend on

$$\sup_{\pi \in \Pi_{(s, a)}} \sup_{\rho(s, a)} \frac{d_P(s, a)}{\rho(s, a)} \quad \text{or} \quad \sup_{(s, a)} \frac{1}{\rho(s, a)}.$$
The pessimistic bonus allows us to obtain the bound only depending on \(C^\pi^\ast\) but not the above constants. Besides, our \(C^\pi^\ast\) in Theorem 25 is more refined quantity than the density ratios in the sense that it is defined in terms of the relative condition number. Note we can easily obtain the statements which replace \(C^\pi^\ast\) in Theorem 25 with \(d^\pi^\ast_p(s,a)\).

**Remark 26** (Relation with more general offline RL literature). Due to the lack of exploration, it is known how to deal with the lack of the coverage of the offline data is a challenging problem \([83; 74]\). We use the penalty terms based on model-based RL. In the above, we explain how the penalty term in MILO (and its RL counterpart) is transferred to the final sample-error bounds. The idea of penalization has been utilized in a variety of other ways in offline RL. The first other way is imposing constraints on the policy class or Q-function class so that estimated policies are not too much far away from behavior policies. For example, we can use KL divergences, MMD distance, Wasserstein distance to measure the distance from behavior policies \([76; 23; 44; 68; 26]\) and add \(D(\pi, \pi_b)\) as penalty terms, where \(\pi_b\) is a behavior policy. Another way is explicitly estimating the lower bound of q-functions \([39; 81; 82]\). By doing so, we can avoid the overestimation of the q-functions in unknown (non-covered) regions.

**Remark 27** (Relation with GP literature). The quantity \(\mathbb{E}_{x \sim \rho(x)}[k_{n_0}(x, x)]\) is often referred to as the learning curve in GP literature \([75; 61; 55]\). Their analysis mainly focuses on the numerical viewpoints, that is, how to approximately calculate \(\mathbb{E}_{x \sim \rho(x)}[k_{n_0}(x, x)]\). Thus, our result in GPs can be applied to the result for infinite-dimensional KNRs with \(\mathcal{H}\) where \(\mathcal{H}\) is some RKHS.

**Remark 28** (Duality between KNRs and GPs). KNRs and GPs have a primal and dual relationship via Mercer’s theorem. In fact, as we see, \(k(\cdot, \cdot) = \langle \phi(\cdot), \phi(\cdot) \rangle\), we have \(k_{n_0}(x, x) = \phi(x)^\top \Sigma_n^{-1} \phi(x)\). Thus, our result in GPs can be applied to the result for infinite-dimensional KNRs with \(\phi : S \times A \mapsto \mathcal{H}\), where \(\mathcal{H}\) is some RKHS.

**Remark 29** (Online RL using RKHS). There are several online RL literature using RKHS such as the model-based way \([13]\) like our work and the model-free way \([3; 78; 19]\). In both cases, the final-sample error bounds incur the maximum information gain, i.e., a worse case quantity which is distribution independent. Comparing to that, our final bounds use distribution-dependent quantities \(d^\ast\).

### C.4 Missing Proofs

Below, we provide missing proofs for tabular MDPs, KNRs, and non-parametric GP models.

#### C.4.1 Missing proofs for tabular result

We start by providing proof of the tabular MDP result.

**Proof of Theorem 19.** We use Theorem 3. Then, we have

\[
V^{\pi_{\text{IL}}}_{P,e} - V^{\pi_{\text{IL}}}_{P,e} \leq (6H^2 + 2H) \min(1, \mathbb{E}_{(s,a) \sim d^e_{\pi^e}}[\sigma(s, a)]) + H\varepsilon_{\text{stat}}.
\]

Hereafter, we show how to upper-bound \(\mathbb{E}_{(s,a) \sim d^e_{\pi^e}}[\sigma(s, a)]\). We use Lemma 35. Then, by letting \(\xi = c_1 \log(|S||A|c_2/\delta)\), with probability \(1 - \delta\), we have

\[
\frac{1}{N(s, a) + \lambda} \leq \frac{\xi}{n_d \rho(s, a) + \lambda} \quad \forall (s, a) \in S \times A.
\]

We condition on the above event. Then,

\[
\mathbb{E}_{(s,a) \sim d^e_{\pi^e}}[\sigma(s, a)] \leq \mathbb{E}_{(s,a) \sim d^e_{\pi^e}} \left[ \frac{|S| \log 2 + \log(2|S||A|/\delta)}{2\{N(s, a) + \lambda\}} + \frac{\lambda}{N(s, a) + \lambda} \right].
\]

From Lemma 35, we have
We denote the eigenvalues of $\sum_{s,a} \phi(s, a) \phi^\top(s, a)$ by $\lambda_i$. Then, the first statement is proved.

Next we move to provide proofs for the KNR results.

**C.4.2 Missing proofs for KNR results**

Next we move to provide proofs for the KNR results.

**Proof of Theorem 20.** In the proof, we use two statements, eq. (11) and eq. (12), in the proof of theorem 21. We recommend readers to read the proof of theorem 21 first.

We denote the eigenvalues of $\sum_{s,a} \phi(s, a) \phi^\top(s, a)$ by $\{\hat{\mu}_i\}_{i=1}^d$ s.t. $\hat{\mu}_1 \geq \hat{\mu}_2 \geq \cdots$. Since we assume $\|\phi(s, a)\|_2 \leq 1$, we have $\hat{\mu}_1 \leq n_o$.

**First step** We first show

$$\log(\det(\Sigma_{n_o})/ \det(\lambda I)) \leq \text{tr} \left[ \Sigma_{n_o}^{-1} \sum_{i=1}^{n_o} \phi(s, a_i) \phi^\top(s, a_i) \right] \{\log(1 + n_o/\lambda) + 1\}.$$  

Note this directly shows $\log(\det(\Sigma_{n_o})/ \det(\lambda I)) \leq d \log(1 + n_o/\lambda), \phi(s, a) \in \mathbb{R}^d$. The above is proved as follows:

$$\log(\det(\Sigma_{n_o})/ \det(\lambda I)) = \sum_{i=1}^d \log \left(1 + \frac{\hat{\mu}_i}{\lambda}\right) = \sum_{i=1}^d \log \left(1 + \frac{\hat{\mu}_i}{\hat{\mu}_i/\lambda + 1}\right) \frac{\hat{\mu}_i/\lambda + 1}{\hat{\mu}_i/\lambda + 1}$$

$$\leq \log \left(1 + \frac{\hat{\mu}_1}{\lambda}\right) \sum_{i=1}^d \frac{\hat{\mu}_i/\lambda + 1}{\hat{\mu}_i/\lambda + 1} = \{\log(1 + n_o/\lambda) + 1\} \text{tr} \left[ \Sigma_{n_o}^{-1} \sum_{i=1}^{n_o} \phi(s, a_i) \phi^\top(s, a_i) \right].$$

In the last line, letting $UVU^\top$ be the eigendecomposition of $\sum_{i=1}^{n_o} \phi(s, a_i) \phi^\top(s, a_i)$, we use

$$\text{tr} \left[ \Sigma_{n_o}^{-1} \sum_{i=1}^{n_o} \phi(s, a_i) \phi^\top(s, a_i) \right] = \text{tr} \left[ (V + \lambda I)^{-1} V \right] = \sum_{i=1}^d \frac{\hat{\mu}_i/\lambda}{\hat{\mu}_i/\lambda + 1}.$$  

Then, the first statement is proved.

This concludes the proof. \( \square \)
Second step  Next, we prove the second statement. We have
\[
\text{tr} \left[ \Sigma_{n_o}^{-1} \sum_{i=1}^{n_o} \phi(s_i, a_i) \phi^\top(s_i, a_i) \right] = \sum_{i=1}^{n_o} \phi^\top(s_i, a_i) \Sigma_{n_o}^{-1} \phi(s_i, a_i).
\]
Then, from (11), with probability \(1 - \delta\),
\[
\sum_{i=1}^{n_o} \phi^\top(s_i, a_i) \Sigma_{n_o}^{-1} \phi(s_i, a_i) \lesssim c_1 \{ \text{rank}(\Sigma_{\rho}) + \log(c_2/\delta) \} \sum_{i=1}^{n_o} \phi^\top(s_i, a_i) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s_i, a_i).
\]
(10)

Hereafter, we condition on the above event. To upper-bound \(\sum_{i=1}^{n_o} \| \phi(s_i, a_i) \|^2 \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \), we use Bernstein’s inequality:
\[
\left| \sum_{i=1}^{n_o} \phi^\top(s_i, a_i) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s_i, a_i) - n_o \mathbb{E}(s,a) \sim \rho \phi^\top(s,a) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s,a) \right| \\
\lesssim \sqrt{n_o \text{Var} \left[ \phi^\top(s,a) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s,a) \right]} + 1/\lambda.
\]
since \(\| \phi(s,a) \|^2 \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \leq 1/\lambda \forall (s,a) \in S \times A\). Here, from (12),
\[
\mathbb{E}(s,a) \sim \rho \phi^\top(s,a) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s,a) \leq \text{rank}(\Sigma_{\rho}).
\]
Besides,
\[
\text{Var} \left[ \phi^\top(s,a) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s,a) \right] \leq \mathbb{E}(s,a) \sim \rho \left[ \phi^\top(s,a) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s,a) \right]^2 \\
\leq 1/\lambda \mathbb{E}(s,a) \sim \rho \phi^\top(s,a) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s,a) \\
\leq \text{rank}(\Sigma_{\rho})/(n_o \lambda).
\]
(\text{from } (12))
Thus,
\[
\sum_{i=1}^{n_o} \phi^\top(s_i, a_i) \{ n_o \Sigma_{\rho} + \lambda I \}^{-1} \phi(s_i, a_i) \lesssim \text{rank}(\Sigma_{\rho}) + \sqrt{\text{rank}(\Sigma_{\rho})/\lambda} + 1/\lambda.
\]
By combining (10) with the above, we have
\[
\log(\det(\Sigma_{n_o})/\det(\lambda I)) \leq c_1 \text{rank}(\Sigma_{\rho}) \{ \text{rank}(\Sigma_{\rho}) + \log(c_2/\delta) \} \log(1 + n_o c_3).
\]
from \(\lambda = \Omega(1)\).

Before proving Theorem 21, we first present some lemmas.

Lemma 30 (Distribution change). Consider two distributions \(\rho_1 \in \Delta(S \times A)\) and \(\rho_2 \in \Delta(S \times A)\), and a feature mapping \(\phi : S \times A \to \mathcal{H}\) where \(\mathcal{H}\) is some Hilbert space (e.g., finite dimensional Euclidean space). Denote \(C := \sup_{x \in \mathcal{H}} x^\top \mathbb{E}_{s,a \sim \rho_1} \phi(s,a) \phi(s,a)^\top x / x^\top \mathbb{E}_{s,a \sim \rho_2} \phi(s,a) \phi(s,a)^\top x\). Then for any positive definition linear matrix (operator \(\Lambda\)), we have:
\[
\mathbb{E}_{s,a \sim \rho_1} \phi(s,a)^\top \Lambda \phi(s,a) \leq C \mathbb{E}_{s,a \sim \rho_2} \phi(s,a)^\top \Lambda \phi(s,a).
\]

Proof. Denote the eigendecomposition of \(\Lambda = U \Sigma U^\top\) where \(\{\sigma_i, u_i\}\) as the eigenvalue-eigenvector pairs. We have:
\[
\mathbb{E}_{s,a \sim \rho_1} \phi(s,a)^\top \Lambda \phi(s,a) = \sum_{i=0}^{\infty} \sigma_i u_i^\top \mathbb{E}_{s,a \sim \rho_1} \phi(s,a) \phi(s,a)^\top u_i \\
\leq \sum_{i=0}^{\infty} \sigma_i C u_i^\top \mathbb{E}_{s,a \sim \rho_2} \phi(s,a) \phi(s,a)^\top u_i \\
= C \mathbb{E}_{s,a \sim \rho_2} \phi(s,a)^\top \Lambda \phi(s,a),
\]
which concludes the proof.

\[\square\]

29
Proof of Theorem 21. Here, we prove the first statement. We need to upper-bound
\[ E_{(s,a)\sim d_{\pi}^{\rho}} \left[ \sqrt{\phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a)} \right]. \]

As the first step, we use Jensen’s inequality:
\[ E_{(s,a)\sim d_{\pi}^{\rho}} \left[ \sqrt{\phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a)} \right] \leq \sqrt{E_{(s,a)\sim d_{\pi}^{\rho}} \left[ \phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a) \right]}. \]

Hereafter, we analyze \( E_{(s,a)\sim d_{\pi}^{\rho}} \left[ \phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a) \right] \).

We first use the definition of the relative condition number \( C_{\pi} \) and Lemma 30 to change distribution from \( d_{\pi}^{\rho} \) to \( \rho \), i.e., via Lemma 30, we have:
\[ E_{s,a\sim d_{\pi}^{\rho}} \phi(s,a)^T\Sigma_{n_o}^{-1}\phi(s,a) \leq C_{\pi} E_{s,a\sim \rho} \phi(s,a)^T\Sigma_{n_o}^{-1}\phi(s,a). \]

Thus, below we just need to bound \( E_{s,a\sim \rho} \phi(s,a)^T\Sigma_{n_o}^{-1}\phi(s,a) \).

Concentration argument In this step, we consider how to bound \( E_{(s,a)\sim \rho} \left[ \phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a) \right] \).

To do that, we show with probability \( 1 - \delta \),
\[ \phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a) \leq c_1 \{ \text{rank}(\Sigma_{\rho}) + \log(c_2/\delta) \} |\phi^T(s,a)\{n_o\Sigma_{\rho} + \lambda I\}^{-1}\phi(s,a) | \quad \forall (s,a) \in S \times A. \] (11)

We use the variational representation:
\[ \phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a) = \sup_{a \in \mathbb{R}^d} \{ a^T \phi(s,a) \}^2 = \sup_{a \in \mathbb{R}^d, \Sigma_{n_o} a \leq 1} \{ a^T \phi(s,a) \}^2. \]

Note that in the first line, we use
\[ \sup_{a \in \mathbb{R}^d : a^T \phi(s,a) \leq 1} \{ a^T \phi(s,a) \} = \sup_{b \in \mathbb{R}^d, b^T \phi(s,a) \leq 1} \{ b^T \Sigma_{n_o}^{-1/2} \phi(s,a) \} = \| \phi(s,a) \|_{\Sigma_{n_o}^{-1}}. \]

From the first line to the second line, we use the fact that the maximization regarding \( a \) is taken when \( \bar{a} = \Sigma_{n_o}^{-1}\phi(s,a)/\|\phi(s,a)\|_{\Sigma_{n_o}^{-1}} \) and
\[ \| \bar{a} \|^2 = \phi^T(s,a)\Sigma_{n_o}^{-2}\phi(s,a) / \{ \phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a) \} = (n_o + \lambda)^2, \]
\[ \| \bar{a}^T \phi \| \leq \| \phi(s,a) \|_{\Sigma_{n_o}^{-1}} \leq 1 / \lambda \quad \forall (s,a) \in S \times A, \]

noting \( \| \phi(s,a) \|_2 \leq 1 \). By defining \( \bar{c} = (n_o + \lambda)^2 / \lambda^2 \), we have \( \forall (s,a) \in S \times A, \)
\[ \phi^T(s,a)\Sigma_{n_o}^{-1}\phi(s,a) = \sup_{a \in \mathbb{R}^d: a^T \Sigma_{n_o} a \leq 1, \|a\|^2 \leq \bar{c}, \|a^T \phi\|_{\infty} \leq 1 / \lambda} \{ a^T \phi(s,a) \}^2 = \sup_{a \in \mathbb{R}^d: a^T \lambda I + \Sigma_{n_o} \|a\|^2 \leq 1, \|a\|^2 \leq \bar{c}, \|a^T \phi\|_{\infty} \leq 1 / \lambda} \{ a^T \phi(s,a) \}^2. \]

Next, we use Lemma 36, that is, with probability \( 1 - \delta \),
\[ \frac{1}{n_o} \sum_{i=1}^{n_o} f^2(s_i, a_i) \geq 0.5 E_{(s,a)\sim \rho} [f^2(s,a)] - 0.5 \{ \delta_{n_o}' \}^2 \quad \forall f \in \mathcal{F}, \]
where
\[ \mathcal{F} = \{ (s,a) \rightarrow a^T \phi(s,a) : a^T \Sigma_{n_o} a \leq 1, \|a\|^2 \leq \bar{c}, \|a^T \phi\|_{\infty} \leq 1 / \lambda, a \in \mathbb{R}^d \}. \]
Here, \( \delta_{n_o}' = \delta_{n_o} + \sqrt{\log(c_2/\delta)/n_o} \), where \( \delta_{n_o} \) is the critical radius of the function class \( \mathcal{F} \). Noting \( \lambda = O(1) \), from Lemma 37, \( \delta_{n_o}' = c_1 \sqrt{\text{rank}(\Sigma_{\rho})/n_o + \sqrt{\log(c_2/\delta)/n_o}} \). By conditioning on the
We denote the eigenvalues of $\hat{\mathbf{V}}(s,a) \in \mathcal{S} \times \mathcal{A}$, we have

$$\|\phi(s,a)\|_{\Sigma_{n_o}^{-1}}^2 \leq \sup_{\{a \in \mathbb{R}^d : a^T \sim \mathbb{E}_{(s,a) \sim \rho} \{a^T \phi\} \leq 1 + 0.5 n_o \delta_{n_o}^2, \|a\|^2 \leq \epsilon, \|a^T \phi\|_\infty < 1/\lambda\}} \{a^T \phi(s,a)\}^2$$

$$\leq \sup_{\{a \in \mathbb{R}^d : a^T \sim \mathbb{E}_{(s,a) \sim \rho} \{a^T \phi\} \leq 1 + 0.5 n_o \delta_{n_o}^2, \|a\|^2 \leq \epsilon, \|a^T \phi\|_\infty \leq 1/\lambda\}} \{a^T \phi(s,a)\}^2$$

Thus implies

$$\mathbb{E}_{(s,a) \sim \rho} \{\|\phi(s,a)\|_{\Sigma_{n_o}^{-1}}^2\} = \sup_{\{a \in \mathbb{R}^d : a^T \sim \mathbb{E}_{(s,a) \sim \rho} \{a^T \phi\} \leq 1 + 0.5 n_o \delta_{n_o}^2\}} \mathbb{E}_{(s,a) \sim \rho} \{a^T \phi(s,a)\}^2$$

Then, we use two statements, (13) and (14), in the proof of Theorem 25.

**Proof of Theorem 24.**

Let $C.4.3$ be the eigenvalue decomposition of $\Sigma_{n_o}$ s.t. $V_{i,i} = \mu_i$. We have

$$\mathbb{E}_{(s,a) \sim \rho} \{\|\phi(s,a)\|_{\Sigma_{n_o}^{-1}}^2\} = \sup_{\{a \in \mathbb{R}^d : a^T \sim \mathbb{E}_{(s,a) \sim \rho} \{a^T \phi\} \leq 1 + 0.5 n_o \delta_{n_o}^2\}} \mathbb{E}_{(s,a) \sim \rho} \{a^T \phi(s,a)\}^2$$

We denote the eigenvalues of $\mathbf{K}_{n_o}$ by $\{\hat{\mu}_i\}_{i=1}^{n_o}$ s.t. $\hat{\mu}_1 \geq \hat{\mu}_2 \geq \cdots$. From Assumption 22, we have

$$n_o = \text{tr}(\mathbf{K}_{n_o}) = \sum_{i=1}^{n_o} \hat{\mu}_i.$$

Thus implies $\hat{\mu}_1 \leq n_o$. Then,

$$\log(\det(\mathbf{I} + \zeta^{-2} \mathbf{K}_{n_o})) = \sum_{i=1}^{n_o} \log \left(1 + \frac{\hat{\mu}_i}{\zeta^2}\right) = \sum_{i=1}^{n_o} \log \left(1 + \frac{\hat{\mu}_i}{\zeta^2}\right) \frac{\hat{\mu}_i}{\zeta^2} + 1$$

$$= \sum_{i=1}^{n_o} \log \left(1 + \frac{\hat{\mu}_i}{\zeta^2}\right) \frac{\hat{\mu}_i}{\zeta^2} + 1 + \log \left(1 + \frac{\hat{\mu}_i}{\zeta^2}\right) \frac{1}{\zeta^2} + 1$$

$$\leq \log \left(1 + \frac{\hat{\mu}_1}{\zeta^2}\right) \sum_{i=1}^{n_o} \frac{\hat{\mu}_i}{\zeta^2} + 1 + \sum_{i=1}^{n_o} \frac{\hat{\mu}_i}{\zeta^2} + 1$$

$$\leq (\log(1 + n_o/\zeta^2) + 1) \sum_{i=1}^{n_o} \frac{\hat{\mu}_i}{\zeta^2} + 1$$

$$\leq \log(1 + n_o/\zeta^2) + 1 \min_j \{j + B(j+1)/\zeta^2\} \leq 2(\log(1 + n_o/\zeta^2) + 1)^d,$$
where the last second inequality uses the fact that \( \sum_{i=1}^{n_o} \frac{\hat{\mu}_i / \xi^2}{\hat{\mu}_i / \xi^2 + 1} \leq j + \sum_{i=j+1}^{n_o} \hat{\mu}_i / \xi^2 \). Then, the first statement is proved.

Next, we prove the second statement. We use
\[
\sum_{i=1}^{n_o} \frac{\hat{\mu}_i / \xi^2}{\hat{\mu}_i / \xi^2 + 1} = \frac{1}{\xi^2} \sum_{i=1}^{n_o} k_{\delta_n}(x_i, x_i).
\]
proved in Lemma 40. Then, from (13), with probability \( 1 - \delta \),
\[
\frac{1}{\xi^2} \sum_{i=1}^{n_o} k_{\delta_n}(x_i, x_i) \lesssim \delta_n^2 \sum_{i=1}^{n_o} \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^2(x_i),
\]
where \( \delta_n = \delta_n + \sqrt{\log(c_2/\delta) / n_o} \) and \( \delta_n \) is the critical radius of \( \{ f \in \mathcal{H}_k : \|f\|_k \leq 1 \} \). Hereafter, we condition on the above event.

Then, from Bernstein’s inequality,
\[
\left\{ \sum_{i=1}^{n_o} \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^2(x_i) \right\} - n_o \mathbb{E}_{x \sim \rho} \left[ \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^2(x) \right] \lesssim \sqrt{n_o \text{Var}_{x \sim \rho} \left[ \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^2(x) \right] + n_o.
\]

We use for \( f \in \mathcal{H}_k \) s.t. \( \|f\|_k \leq 1 \)
\[
|f(x)| = |\langle f(\cdot), k(x, \cdot) \rangle_k| \leq \|f\|_k \|k(x, \cdot)\|_k \leq 1.
\]
from assumption 22. Here, from (14), the expectation is upper-bounded by
\[
\mathbb{E}_{x \sim \rho} \left[ \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^2(x) \right] \leq d^*.
\]
Besides, the variance is also upper-bounded by
\[
\text{Var}_{x \sim \rho} \left[ \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^2(x) \right] \leq \mathbb{E}_{x \sim \rho} \left[ \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^4(x) \right]
\]
\[
\leq \mathbb{E}_{x \sim \rho} \left[ \sup_{\{f : \mathcal{H}_k \ni f, \|f\|_2^2 + \mathbb{E}_{x \sim \rho} [f^2(x)] \leq 1, f \in \mathcal{H}_k \}} f^2(x) \right]
\]
\[
= d^*.
\]
(From (14))

Thus, with probability \( 1 - \delta \),
\[
\sum_{i=1}^{n_o} k_{\delta_n}(x_i, x_i) \lesssim \{ \delta_n^2 \}^2 n_o (d^* + \sqrt{d^*} + 1)
\]
\[
\lesssim c_1 \{ d^* + \log(c_2/\delta) \} d^*. \]
noting \( \delta_n^2 = \sqrt{d^* / n_o + \sqrt{\log(c_2/\delta) / n_o} } \) from Theorem 25.

By combining all things together, with probability \( 1 - \delta \),
\[
\log(\det(I + \zeta^{-2} K_{\delta_n})) \leq \{ \log(1 + n_o / \zeta^2) + 1 \} \sum_{i=1}^{n_o} \frac{\hat{\mu}_i / \xi^2}{\hat{\mu}_i / \xi^2 + 1}
\]
\[
= \{ \log(1 + n_o / \zeta^2) + 1 \} \frac{1}{\xi^2} \sum_{i=1}^{n_o} k_{\delta_n}(x_i, x_i)
\]
\[
\lesssim \{ \log(1 + c_3 n_o) \} \{ d^* + \log(c_2/\delta) \} d^*.
\]

This concludes the proof.

\( \square \)

**Proof of Theorem 25.**
First Statement  From Jensen’s inequality, we have
\[
\mathbb{E}_{x \sim d_{n_s}^x} \left[ \sqrt{k_{n_o}(x, x)} \right] \leq \sqrt{\mathbb{E}_{x \sim d_{n_s}^x} \left[ k_{n_o}(x, x) \right]}.
\]
Thus, we focus how to bound \( \mathbb{E}_{x \sim d_{n_s}^x} \left[ k_{n_o}(x, x) \right] \). Before that, we show the following statement. With probability \( 1 - \delta \), we have for \( \forall x \in S \times A \):
\[
k_{n_o}(x, x) \leq c_1 k^2 \delta^2 \frac{f^2(x)}{E_{n_o}} \quad \text{sup} \quad \{ f \in H_k : \| f \| \leq 1 \},
\]
where \( \delta^2 = \delta_n + \sqrt{\log(c_2/\delta)/n_o} \) and \( \delta_n \) is the critical radius of \( \{ f \in H_k : \| f \| \leq 1 \} \).

As the first step, we use Lemma 38 and Lemma 39.
\[
k_{n_o}(x, x) = \sup \{ f \in H_k, \| f \| \leq 1 \} (f(x) \xi_o)^2 \quad \text{sup} \quad \{ f \in H_k, \| f \| \leq 1 \} f^2(x).
\]
Next invoke Lemma 36, that is, with probability \( 1 - \delta \),
\[
\frac{1}{n_o} \sum_{i=1}^{n_o} f^2(x_i) \geq 0.5 \mathbb{E}_{(x, a) \sim P} \left[ f^2(x) \right] - 0.5 \delta_n^2 \forall f \in \mathcal{F}
\]
where
\[
\mathcal{F} = \{ f : f \in H_k, \| f \| \leq 1 \}.
\]
Here, \( \delta_n^2 = \delta_n + \sqrt{\log(c_2/\delta)/n_o} \), where \( \delta_n \) is the critical radius of the function class \( \mathcal{F} \). Hereafter, we condition on the above event. Note the uniform boundedness assumption of \( \mathcal{F} \) for Lemma 36 is satisfied noting
\[
\| f(x) \| = \| (f(\cdot), k(\cdot, x)) \| \leq \| f \| \| k(\cdot, x) \| \leq 1.
\]
noting assumption 22. Then, we have
\[
k_{n_o}(x, x) \leq \sup \{ f \in H_k, \| f \| \leq 1 \} f^2(x).
\]
k_{n_o}(x, x) is further upper-bounded by
\[
k_{n_o}(x, x) \leq \sup \{ f \in H_k, \| f \| \leq 1 \} f^2(x) \quad \text{with} \quad \sup \{ f \in H_k, \| f \| \leq 1 \} f^2(x) \leq 2 \delta_n^2.
\]
This concludes (13).

Next, we show
\[
\mathbb{E}_{x \sim d_{n_s}^x} \left[ \sup \{ f \in H_k, \| f \| \leq 1 \} f^2(x) \right] \leq 2 d^* \sup_{\| x \| \leq 1} \frac{x^\top \Sigma_{n_o} x}{x^\top \Sigma_{n_o} x}.
\]
For \( f(\cdot) = a^\top \phi(\cdot) \) (recall \( \phi(\cdot) \) is the feature mapping defined by the eigenvalues \( \mu_i \) and eigenfunctions \( \phi \), s.t. \( \phi = (\phi_1, \cdots, \phi_{\infty}) \)), we have
\[
\| f \|_{n_o}^2 = a^\top \mu \quad \mathbb{E}_{x \sim P} \left[ f^2(x) \right] = a^\top M a.
\]
where \( M \) is a diagonal matrix in \( \mathbb{R}^{\infty \times \infty} \) s.t. \( M_{i,i} = \mu_i \). Thus,
\[
\mathbb{E}_{x \sim d_{n_s}^x} \left[ \sup \{ f \in H_k, \| f \| \leq 1 \} f^2(x) \right] = \mathbb{E}_{x \sim d_{n_s}^x} \left[ \sup_{a \in \mathbb{R}^{\infty}} \{ a^\top \phi(x) \} \right].
\]
Then, by letting $\Sigma_\rho$ and $\Sigma_\pi$, be $E_{(s,a)\sim \rho} [\phi(s, a)\phi^T (s, a)]$ and $E_{(s,a)\sim d^\pi_\rho} [\phi(s, a)\phi^T (s, a)]$, 

$$E_{x \sim d^\pi_\rho} \left[ \sup_{\{a \in \mathbb{R}^d: a^\top (\zeta^2/n_\rho I + M) a \leq 1\}} \{a^\top \phi(x)\}^2 \right] = E_{x \sim d^\pi_\rho} [\phi(x)\{\zeta^2/n_\rho I + M\}^{-1}\phi(x)]$$

$$= \text{tr}[E_{x \sim d^\pi_\rho} [\phi(x)\phi(x)^\top]\{\zeta^2/n_\rho I + M\}^{-1}]$$

$$= \text{tr}[E_{x \sim \rho} [\phi(x)\phi(x)^\top]\{\zeta^2/n_\rho I + M\}^{-1}] \times \sup_{\|x\|_2 \leq 1} \frac{x^\top \Sigma_\pi x}{x^\top \Sigma_\rho x}.$$

Then, by defining $C^{\pi_\rho} = \sup\|x\|_2 \leq 1 \frac{x^\top \Sigma_\pi x}{x^\top \Sigma_\rho x}$, we have 

$$E_{x \sim d^\pi_\rho} \left[ \sup_{\{a \in \mathbb{R}^d: a^\top (\zeta^2/n_\rho I + M) a \leq 1\}} \{a^\top \phi(x)\}^2 \right] \leq \min_j \left\{ j + \frac{n_\rho}{\zeta^2} \sum_{i=j+1}^{\infty} \mu_i \right\} \times C^{\pi_\rho}$$

$$\leq \min_j \left\{ j + \frac{n_\rho}{\zeta^2} \sum_{i=j+1}^{\infty} \mu_i \right\} \frac{X}{\zeta^2} \times C^{\pi_\rho}$$

$$\leq 2d^\star \times C^{\pi_\rho}.$$

By combining all things together ((13) and (14)), the statement is concluded, that is, with probability $1 - \delta$:

$$E_{d^\rho_\pi} \left[ \sqrt{k_{n_\rho}(x, x)} \right] \leq \sqrt{\zeta^2 \delta^2 \frac{n_\rho}{\zeta^2} \times \sup_{\{f \in \mathcal{H}: \zeta^2/\|f\|_2^2 + E_{x \sim \rho}[f^2(x)] \leq 1\}} f^2(x)}$$

$$\leq \zeta \delta \frac{n_\rho}{\zeta^2} \times C^{\pi_\rho} \times d^\star.$$ 

where $C^{\pi_\rho} = \sup\|x\|_2 \leq 1 \frac{x^\top \Sigma_\pi x}{x^\top \Sigma_\rho x}$.

**Remark 31.** Like the above, We can also prove 

$$E_{x \sim \rho} \left[ \sup_{\{f \in \mathcal{H}: \zeta^2/\|f\|_2^2 + E_{x \sim \rho}[f^2(x)] \leq 1\}} f^2(x) \right] \leq \sum_{i=1}^{\infty} \frac{\mu_i}{\zeta^2/n_\rho + \mu_i} \leq 2d^\star.$$ \hspace{1cm} (14)

This is used in the proof of theorem 24.

**Remark 32.** We can also use 

$$E_{x \sim d^\pi_\rho} \left[ \sup_{\{a \in \mathbb{R}^d: a^\top (\zeta^2/n_\rho I + M) a \leq 1\}} \{a^\top \phi(x)\}^2 \right] = E_{x \sim d^\pi_\rho} [\phi(x)\{\zeta^2/n_\rho I + M\}^{-1}\phi(x)]$$

$$= \text{tr}[E_{x \sim d^\pi_\rho} [\phi(x)\phi(x)^\top]\{\zeta^2/n_\rho I + M\}^{-1}]$$

$$= \sum_{i=1}^{\infty} E_{x \sim d^\pi_\rho} [\phi_i(x)\phi_i(x)^\top] \frac{\mu_i}{\zeta^2/n_\rho + \mu_i} \times \frac{E_{x \sim d^\pi_\rho} [\phi_i(x)\phi_i(x)^\top]}{\mu_i}$$

$$= \sum_{i=1}^{\infty} \frac{\mu_j}{\zeta^2/n_\rho + \mu_j} \times \max_i \left\{ E_{x \sim d^\pi_\rho} [\phi_i(x)\phi_i(x)^\top] \right\}.$$

Then, $C^{\pi_\rho}$ is replaced with $\max_i \left\{ E_{x \sim d^\pi_\rho} [\phi_i(x)\phi_i(x)^\top] \right\}$. 

34
Second statement  We use Lemma 41 to calculate the critical radius of the RKHS ball. The critical inequality is

\[
\sqrt{\frac{1}{n_o}} \sum_{i=1}^{n_o} \min(y^2, \mu_j) \leq y^2.
\]

We show \(y = \sqrt{d^*/n_o}\) satisfies the above. This is proved by

\[
\sqrt{\frac{1}{n_o}} \sum_{i=1}^{n_o} \min(y^2, \mu_j) \leq \min_{1 \leq k \leq n_o} \left\{ \sqrt{\frac{1}{n} \sqrt{ky^2 + B(k + 1)}} \right\}
\leq \sqrt{\frac{1}{n_o} \sqrt{d^*y^2 + B(d^* + 1)}} \quad (d^* \leq n_o)
\leq \sqrt{\frac{1}{n_o} \sqrt{d^*y^2 + d^*/n_o}} \quad (B(d^* + 1) \leq d^*/n_o)
\leq \sqrt{d^*y^2/n_o} \leq y^2.
\]

\[\square\]

D Auxiliary Lemmas

Lemma 33 (Simulation Lemma). Consider any two functions \(f : S \times A \mapsto [0, 1]\) and \(\hat{f} : S \times A \mapsto [0, 1]\), any two transitions \(P\) and \(\hat{P}\), and any policy \(\pi : S \mapsto \Delta(A)\). We have:

\[
V_{\pi, f} - V_{\hat{P}, \hat{f}, h} = \sum_{h=0}^{H} \mathbb{E}_{s,a \sim d_{\hat{P}}^h} \left[ f(s, a) - \hat{f}(s, a) + \mathbb{E}_{s' \sim P(\cdot | s, a)}[V_{\pi, f, h}^\pi(s')] - \mathbb{E}_{s' \sim \hat{P}(\cdot | s, a)}[V_{\pi, \hat{f}, h}^\pi(s')] \right]
\]

\[
\leq \sum_{h=0}^{H} \mathbb{E}_{s,a \sim d_{\hat{P}}^h} \left[ f(s, a) - \hat{f}(s, a) + \|V_{\pi, f, h}^\pi\|_\infty \|P(\cdot | s, a) - \hat{P}(\cdot | s, a)\|_1 \right].
\]

where \(V_{\pi, f, h}^\pi\) denotes the value function at time step \(h\), under \(\pi, P, f\).

Such simulation lemma is standard in model-based RL literature and the derivation can be found, for instance, in the proof of Lemma 10 from [64].

Lemma 34 (\(\ell_1\) Distance between two Gaussians). Consider two Gaussian distributions \(P_1 := \mathcal{N}(\mu_1, \zeta I)\) and \(P_2 := \mathcal{N}(\mu_2, \zeta^2 I)\). We have:

\[
\|P_1 - P_2\|_1 \leq \frac{1}{\zeta} \|\mu_1 - \mu_2\|_2.
\]

This lemma is proved by Pinsker’s inequality and the closed-form of the KL divergence between \(P_1\) and \(P_2\).

Lemma 35 (Concentration on the inverse of state-action visitation). We set \(\lambda = \Omega(1)\). Then, with probability \(1 - \delta\),

\[
\frac{1}{N(s, a) + \lambda} \leq \frac{c_1 \log(|\mathcal{S}| |\mathcal{A}|/\delta)}{n_o \rho(s, a) + \lambda} \quad \forall (s, a) \in S \times A.
\]

The extension of this lemma to the linear models is stated in eq. (11).

Proof. We set \(\xi = c_1 \log(|\mathcal{S}| |\mathcal{A}|/\delta) + 1 (c_1 > 4/3 + 3)\). First, we have

\[
\frac{1}{N(s, a) + \lambda} \leq \frac{\xi}{N(s, a) + \xi \lambda}
\]

from \(\xi \geq 1\). Here, by Bernsteins’s inequality, with probability \(1 - \delta\),

\[
N(s, a) \geq n_o \rho(s, a) - 2 \sqrt{2n_o \rho(s, a)(1 - \rho(s, a)) \log(|\mathcal{S}| |\mathcal{A}|/\delta)} - 4 \log(|\mathcal{S}| |\mathcal{A}|/\delta)/3, \quad \forall (s, a).
\]
Thus, \( \forall (s, a) \in \mathcal{V} \), we have

\[
N(s, a) + \xi \lambda \geq n_o \rho(s, a) - 2\sqrt{2n_o \rho(s, a)(1 - \rho(s, a)) \log(|\mathcal{S}|)}/\delta - 4 \log(|\mathcal{S}|) |A|/\delta/3 + \xi \lambda \\
\geq n_o \rho(s, a) - 2\sqrt{2n_o \rho(s, a)(1 - \rho(s, a)) \log(|\mathcal{S}|)}/\delta + (c_1 - 4/3) \log(|\mathcal{S}|) |A|/\delta + \lambda \\
\geq n_o \rho(s, a) - 2\sqrt{2n_o \rho(s, a) \log(|\mathcal{S}|)}/\delta + (c_1 - 4/3) \log(|\mathcal{S}|) |A|/\delta + \lambda \\
\geq 0.5n_o \rho(s, a) + (\sqrt{0.5n_o \rho(s, a)} - \sqrt{4 \log(|\mathcal{S}|)} |A|/\delta)^2 + (c_1 - 4/3 - 4) \log(|\mathcal{S}|) |A|/\delta + \lambda \\
\geq 0.5n_o \rho(s, a) + 0.5\lambda.
\]

This implies with \( 1 - \delta \),

\[
\frac{1}{N(s, a) + \lambda} \leq \frac{2\xi}{n_o \rho(s, a) + \lambda} \forall (s, a).
\]

Then, noting \( c_1 \log(|\mathcal{S}|)|A|/\delta + 1 \leq c_2 \log(|\mathcal{S}|)|A|c_2/\delta \) for some \( c_2 \), the proof is concluded.

**Lemma 36** (A uniform law with localization: Theorem 14.1 in [73]). Assume \( \|\mathcal{F}\|_\infty \leq b \). Denote the critical radius of a function class \( \mathcal{F} \) by \( \delta_n \). The critical radius \( \delta_n \) is defined as a solution to

\[
\mathcal{R}_{n_o}(y; \mathcal{F}) \leq y^2/b.
\]

w.r.t \( y \). Then, with probability \( 1 - \delta \)

\[
\frac{1}{n_o} \sum_{i=1}^{n_o} f(x_i)^2 \geq 1/2 \mathbb{E}_{\mathcal{X}, \rho}[f^2(x)] - \left(\delta_n'\right)^2/2 \quad \forall f \in \mathcal{F},
\]

where \( \delta_n' = \delta_n + c_1 \sqrt{\log(c_2/\delta)/n_o} \).

**Lemma 37** (Critical radius of linear models). Assume \( \|\phi(s, a)\|_2 \leq 1 \) for any \( (s, a) \in \mathcal{S} \times A \). Then, the critical radius of function class \( \mathcal{F} = \{(s, a) \mapsto a^T \phi(s, a) : \|a\|_2^2 \leq \alpha, a^T \phi \leq \beta, a \in \mathbb{R}^d\} \) is upper-bounded by

\[
c \sqrt{\beta \text{rank}(\Sigma_p)/n_o},
\]

where \( c \) is a universal constant.

We follow the proof of [73, Chapter 14]. Their argument depends on the assumption \( \Sigma_p \) is full rank. We need to change the proof so that the full-rank assumption is removed and the rank \( \text{rank}(\Sigma_p) \) would appear in the final bound instead of \( d \). Note that the final bound does not include \( \alpha \).

**Proof.** Unless otherwise noted, in this proof, \( \mathbb{E}[\cdot] \) is taken w.r.t.

\[
x_i = (s_i, a_i) \sim \rho(s, a), \quad \epsilon_i \sim 2\{\text{Ber}(0.5) - 1\}.
\]

Note that \( x_i \) and \( \epsilon_i \) are independent.

Noting \( \mathbb{E}_{\rho \sim (s, a)}[(a^T \phi(s, a))^2] = a^T \Sigma_p a \), the localized Rademacher complexity of \( \mathcal{F} \), \( \mathcal{R}_{n_o}(\xi; \mathcal{F}) \), is

\[
\mathbb{E} \left[ \sup_{\{b \in \mathbb{R}^d : \|b\|_2^2 \leq \alpha, \|b\|_{\Sigma_p} \leq \xi \}} \left\{ \frac{1}{n_o} \sum_{i=1}^{n_o} \epsilon_i \{b^T \phi(s_i, a_i)\} \right\} \right]
\]

where \( \{\epsilon_i\}_{i=1}^{n_o} \) is a set of independent Rademacher variables. This is upper-bounded by

\[
\mathbb{E} \left[ \sup_{\{b \in \mathbb{R}^d : \|b\|_2^2 \leq \alpha, \|b\|_{\Sigma_p} \leq \xi \}} \left\{ \frac{1}{n_o} e^T \Phi b \right\} \right]
\]

where \( \Phi \) is a \( n_o \times d \) design matrix s.t. the \( i \)-th row is \( \phi^T(s_i, a_i) \) and \( \epsilon = (\epsilon_1, \cdots, \epsilon_{n_o})^T \).
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Here, we have $E[\Phi^T \Phi] = n_o \Sigma_{\rho}$. Let $UU^T$ be the SVD of $\Sigma_{\rho}$, where $U$ is a $n \times \text{rank}[\Sigma_{\rho}]$ matrix and $V$ is a $\text{rank}[\Sigma_{\rho}] \times \text{rank}[\Sigma_{\rho}]$ diagonal matrix. Noting $b = UU^T b + (I - UU^T)b$, we have

$$E \left[ \sup_{\{b \in \mathbb{R}^d : \|b\| \leq \alpha, \|b\|_{\Sigma_{\rho}} \leq \xi \}} \left\{ \frac{1}{n_o} \epsilon^T \Phi \{UU^T b + (I - UU^T)b\} \right\} \right] \leq E \left[ \sup_{\{b \in \mathbb{R}^d : \|b\| \leq \alpha \}} \left\{ \frac{1}{n_o} \epsilon^T \Phi (I - UU^T)b \right\} \right] + E \left[ \sup_{\|\epsilon\|_{\Sigma_{\rho}} \leq \xi} \left\{ \frac{1}{n_o} \epsilon^T \Phi UU^T b \right\} \right].$$

Then, by the law of total expectation,

$$E \left[ \epsilon^T \Phi (I - UU^T)b \right] = E \left[ \epsilon^T \Phi UU^T \right] = E \left[ \epsilon^T \Phi \right] = E \left[ \epsilon^T \Phi I \right] = \epsilon^T \Phi I \epsilon = \text{tr}(\Phi UV^{-1}U^T \Phi^T),$$

where $E[\cdot]$ is an expectation only regarding $\epsilon$. Then, by the law of total expectation,

$$E[\|\epsilon^T \Phi U\|_{V^{-1}}^2] = E[\text{tr}(\Phi UV^{-1}U^T \Phi^T)] = E[\text{tr}(\Phi UU^T \Phi^T)] = n_o \text{tr}(\Sigma_{\rho}) = n_o \text{tr}(UU^T) = n_o \text{tr}(U^T U) = n_o \text{rank}(\Sigma_{\rho}).$$

Similarly,

$$E \left[ \|\epsilon^T \Phi (I - UU^T)b\|_{2}^2 \right] = \text{tr}(\Phi (I - UU^T)(I - UU^T)\Phi^T) = \text{tr}(\Phi^T \Phi (I - UU^T)).$$

Then, by the law of total expectation,

$$E \left[ \|\epsilon^T \Phi (I - UU^T)b\|_{2}^2 \right] = E[\text{tr}(\Phi (I - UU^T))] = n_o \text{tr}(\Sigma_{\rho}) = n_o \text{tr}(UU^T) = 0.$$

Combining all things together,

$$R_n(\xi; \mathcal{F}) \leq \xi \sqrt{\text{rank}[\Sigma_{\rho}]/n_o}.$$

Then, the critical inequality becomes

$$y \sqrt{\text{rank}(\Sigma_{\rho})/n_o} \leq y^2/\beta.$$

Thus, the critical radius of $\mathcal{F}$ is

$$\sqrt{\beta \text{rank}(\Sigma_{\rho})/n_o}.$$

\[\square\]

**Lemma 38** (Variational representation of kernels). We denote the RKHS associated with a kernel $k(\cdot, \cdot)$ by $\mathcal{H}_k$. Then,

$$k(x, x) = \sup_{\{f : \|f\|_k \leq 1, f \in \mathcal{H}_k\}} f^2(x).$$
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Proof. We have
\[
\sup_{\{f: \|f\|_k \leq 1, f \in \mathcal{H}_k\}} f^2(x) = \sup_{\{f: \|f\|_k \leq 1, f \in \mathcal{H}_k\}} (f, k(x, \cdot))_k^2 \\
\leq \sup_{\{f: \|f\|_k \leq 1, f \in \mathcal{H}_k\}} \|f\|_k^2 k(x, x) \quad \text{(CS inequality)} \\
= k(x, x).
\]

Besides, the equality is satisfied when \( f(\cdot) = k(x, \cdot)/\sqrt{k(x, x)} \) noting
\[
f^2(x) = k^2(x, x)/k(x, x) = k(x, x), \quad \|f(\cdot)\|_k = \|k(x, \cdot)\|_k/k(x, x) = 1.
\]

Thus,
\[
k(x, x) = \sup_{\{f: \|f\|_k \leq 1, f \in \mathcal{H}_k\}} f^2(x). \quad \square
\]

Lemma 39 (Relation between \( \mathcal{H}_{k_n} \) and \( \mathcal{H}_k \)). We denoting the RKHS associated with a kernel \( k(\cdot, \cdot) \) by \( \mathcal{H}_k \) and the RKHS with a kernel \( k_n(\cdot, \cdot) \) by \( \mathcal{H}_{k_n} \). Then, we have \( \mathcal{H}_k = \mathcal{H}_{k_n} \). Besides, for \( f \in \mathcal{H}_k \), we have
\[
\|f\|_{k_n}^2 = \|f\|_k^2 + \zeta^{-2} \sum_{i=1}^{n_n} f(x_i)^2.
\]

This is stated in [63, Appendix B] without the proof. For completeness, we provide the proof.

Proof. We use Mercer’s theorem [73, Theorem 12.20]. Then, any element in the RKHS associated with the kernel \( k(x, x) \) is represented by
\[
f(x) = \sum_{i=1}^\infty f_i \psi_i(x).
\]

where \( \{\psi_i\}_{i=1}^\infty \) is an orthonormal basis for \( L^2(\rho): \mathbb{E}_{x \sim \rho} [\psi_i(x) \psi_j(x)] = I(i = j) \). Here, we have
\[
k(x, x) = \psi^T(x) \Lambda \psi(x) = \phi^T(x) \phi(x), \quad \|f\|_k = \hat{f}^T \Lambda^{-1} \hat{f},
\]

where \( \phi(x) = \sqrt{\mu(x)} \psi(x) \) and \( \hat{f} = \{f_i\}_{i=1}^\infty \in \mathbb{R}^\infty \).

Then, by letting \( \Phi \) be a \( n \times d \) matrix s.t. the \( i \)-th row is \( \phi^T(s_i, a_i) \),
\[
k_{n_n}(x, x) = \phi^T(x) \phi(x) - \phi^T(x) \Phi^T (\Phi \Phi^T + \zeta^2 \mathbf{I})^{-1} \Phi \phi(x) \\
= \phi^T(x) \{ \mathbf{I} - \Phi^T (\Phi \Phi^T + \zeta^2 \mathbf{I})^{-1} \Phi \} \phi(x) \\
= \phi^T(x) \{ \mathbf{I} + \Phi^T \Phi/\zeta^2 \}^{-1} \phi(x) \quad \text{(Woodbury matrix identity)}
\]

Here, let \( UVU^T \) be the eigenvalue decomposition of \( \{ \Lambda^{-1} + \sum_{i=1}^{n_n} \psi(x_i) \psi(x_i)^T/\zeta^2 \}^{-1} = UVU^T \).

Then,
\[
k_{n_n}(x, x) = \psi^T(x) (\Lambda^{-1} + \sum_{i=1}^{n_n} \psi(x_i) \psi(x_i)^T/\zeta^2)^{-1} \psi(x) \\
= \psi^T(x) UVU^T \phi(x) \\
= \psi'^T(x) V \psi'(x). \quad \text{(U.T. \( \psi = \psi' \))}
\]

Then, any element \( f(\cdot) \) in the RKHS associated with the kernel \( k_{n_n}(x, x) \) is represented as
\[
f(\cdot) = \hat{g}^T \psi'(\cdot), \quad \hat{g} \in \mathbb{R}^\infty,
\]

and the associated norm is \( \|f\|_{k_{n_n}} = \hat{g}^T V^{-1} \hat{g} \) since \( \psi'(\cdot) \) is still an orthonormal basis for \( L^2(\rho) \), i.e.,
\[
\mathbb{E}_{x \sim \rho} [\phi_i'(x) \phi_j'(x)] = I(i = j). \] This immediately implies \( \mathcal{H}_k = \mathcal{H}_{k_{n_n}} \).
Finally, we check the relation of the norm:

\[ \|f\|_{k_{n_o}}^2 = \| \sum_{i=1}^{n_o} f_i \psi_i \|_{k_{n_o}} = \| \tilde{f}^\top \psi \|_{k_{n_o}} \]

\( (\tilde{f} = \{f_1, f_2, \ldots\}^\top) \)

\[ = \| (U^\top \tilde{f})^\top U^\top \psi \|_{k_{n_o}} \]

\[ = \| (U^\top \tilde{f})^\top \psi \|_{k_{n_o}} \]

\[ = \{U^\top \tilde{f}\}^\top V^{-1} U \tilde{f} \]

\[ = \tilde{f}^\top (\Lambda^{-1} + \sum_{i=1}^{n_o} \phi(x_i) \phi(x_i)^\top / \zeta^2) \tilde{f} \]

\[ = \| f \|_k + 1/\zeta^2 \sum_{i=1}^{n_o} (\tilde{f}^\top \phi(x_i))^2 = \| f \|_k + \zeta^{-2} \sum_{i=1}^{n_o} f^2(x_i). \]

\[ \square \]

**Lemma 40.** Let \( \{\bar{\mu}_i\}_{i=1}^{n_o} \) be the eigenvalues of \( K_{n_o} \). Then,

\[ \sum_{i=1}^{n_o} \frac{\bar{\mu}_i / \zeta^2}{\bar{\mu}_i / \zeta^2 + 1} = \frac{1}{\zeta^2} \sum_{i=1}^{n_o} k_{n_o}(x_i, x_i). \]

**Proof.**

\[ \sum_{i=1}^{n_o} k_{n_o}(x_i, x_i) = \sum_{i=1}^{n_o} k(x_i, x_i) - \bar{k}_{n_o}^\top(x_i) \{ K_{n_o} + \zeta^2 I \}^{-1} \bar{k}_{n_o}(x_i) \]

\[ = \text{tr} \left( \sum_{i=1}^{n_o} k(x_i, x_i) - \bar{k}_{n_o}^\top(x_i) \{ K_{n_o} + \zeta^2 I \}^{-1} \bar{k}_{n_o}(x_i) \right) \]

\[ = \text{tr} (K_{n_o}) - \text{tr} \left( \sum_{i=1}^{n_o} \bar{k}_{n_o}(x_i) \bar{k}_{n_o}^\top(x_i) \{ K_{n_o} + \zeta^2 I \}^{-1} \right) \]

\[ = \text{tr} (K_{n_o} - K_{n_o}^2 \{ K_{n_o} + \zeta^2 I \}^{-1}) \]

\[ = \text{tr} \left( \{ K_{n_o}^2 + \zeta^2 K_{n_o} - K_{n_o}^2 \} \{ K_{n_o} + \zeta^2 I \}^{-1} \right) \]

\[ = \text{tr} (\zeta^2 K_{n_o} \{ K_{n_o} + \zeta^2 I \}^{-1}) = \sum_{i=1}^{n_o} \frac{\bar{\mu}_i}{\bar{\mu}_i / \zeta^2 + 1}. \]

\[ \square \]

**Lemma 41 (Calculation of localized Rademacher complexity of RKHS balls: Corollary 14.5 in [73]).**

Let \( \mathcal{F} = \{ f \in \mathcal{H}_k : \|f\|_k \leq 1 \} \) be the unit ball of an RKHS with eigenvalues \( \{\mu_j\}_{j=1}^{\infty} \). Then, the localized population Rademacher complexity is upper-bounded by

\[ \mathcal{R}_n(\delta; \mathcal{F}) \leq \sqrt{\frac{2}{n}} \sqrt{\sum_{j=1}^{\infty} \min(\mu_j, \delta^2)}. \]

**Lemma 42 (Upper-bound of expectation of information gains: finite-dimensional models ).**

\[ \mathbb{E}[\tilde{I}_{n_o}] \leq \text{rank}(\Sigma) \{ \log(1 + n_o / \lambda) + 1 \}. \]

**Proof.**

\[ \mathbb{E}[\tilde{I}_{n_o}] = \mathbb{E}[\log(\det(\Sigma_{n_o} / \lambda))] \]

\[ \leq \log \det(\mathbb{E}[\Sigma_{n_o} / \lambda]) = \log \det(I + n_o / \lambda \Sigma) \] (Jensen’s inequality)

\[ \leq \text{rank}(\Sigma_o) \{ \log(1 + n_o / \lambda) + 1 \}. \]

The final line is proved as in the proof of theorem 20. \[ \square \]
Lemma 43 (Upper-bound of expectation of information gains: RKHS).

\[ E[I_{n_o}] \leq 2d^* \{ \log(1 + n_o/\zeta^2) + 1 \}. \]

Proof.

\[ E[I_{n_o}] = E[\log(\det(I + \zeta^{-2}K_{n_o}))] \]

\[ \leq \sum_{s=1}^{\infty} \log(1 + \zeta^{-2}\mu_s n_o) \] (Refer to [60, Lemma 1])

\[ \leq \{ \log(1 + n_o/\zeta^2) + 1 \} 2d^*. \]

From the second line to the third line, we follow in the proof of theorem 24.

\[ \square \]

E Implementation Details

Here we detail all environment details and hyperparameters used for the experiments in the main text.

E.1 Environment Details

All environments have a maximum horizon length of 500 timesteps. We achieve this by reducing the data collection frequency of the base 1000 horizon environments. We also remove all contact information from the observation and the reward. Finally, to be able to compute the ground truth reward from the state, we add the velocity of the center of mass into the state.

| Environment   | Observation Space Dimension | Action Space Dimension |
|---------------|-----------------------------|------------------------|
| Hopper        | 12                          | 3                      |
| Walker2d      | 18                          | 6                      |
| HalfCheetah   | 18                          | 6                      |
| Ant           | 29                          | 8                      |
| Humanoid      | 47                          | 17                     |

Table 3: Observation and action space dimensions for each of the environments

Table 4: Ground truth environment reward function used to train the expert and behavior policies as well as evaluate the performance in the learning curves. At time \( t \), \( \dot{x}_t \) is the velocity of the center of mass in the \( x \)-axis, \( a_t \) is the action vector, and \( z_t \) is the position of the center of mass in the \( z \)-axis.

| Environment   | Ground Truth Reward Function |
|---------------|------------------------------|
| Hopper        | \( \dot{x}_t - 0.1\|a_t\|_2^2 - 3.0 \times (z_t - 1.3)^2 \) |
| Walker2d      | \( \dot{x}_t - 0.1\|a_t\|_2^2 - 3.0 \times (z_t - 0.57)^2 \) |
| HalfCheetah   | \( \dot{x}_t - 0.1\|a_t\|_2^2 - 3.0 \times (z_t - 1.3)^2 \) |
| Ant           | \( 1.25 \times \dot{x}_t - 0.1\|a_t\|_2^2 + 5 \times bool(1.0 \leq z_t \leq 2.0) \) |
| Humanoid      |                              |

E.2 Dynamics Ensemble Architecture and Model Learning

For all of our experiments we use an ensemble of four dynamics models with each model parameterized by a feed-forward neural network with two hidden layers containing 1024 units. The learned model does not predict next state, but instead predicts the normalized difference between the next state and the current state, \( s_{t+1} - s_t \). The activation function used at each layer is ReLU. We train all of our ensembles using Adam with learning rate \( 5 \times 10^{-5} \) and otherwise default hyperparameters. We train each dynamics model for 300 epochs on just the offline dataset for all of our experiments. Please see Table 5 for all values.
Table 5: All hyperparameters used for dynamics model learning

| Hyperparameter     | Value            |
|--------------------|------------------|
| Hidden Layers      | (1024, 1024)     |
| Activation         | ReLU             |
| Optimizer          | Adam             |
| Learning Rate      | $5 \times 10^{-5}$|
| Batch Size         | 256              |
| Epochs             | 300              |

E.3 Policy Architecture and TRPO Details

We use the open source NPG/TRPO implementation, MJRL [53]. The policy network and the value network are feedforward neural networks with two hidden layers containing 32 and 128 hidden units respectively. Both networks use a $\tanh$ activation function with the policy network outputting a Gaussian distribution $\mathcal{N}(\mu(s), \sigma^2)$ where $\sigma$ is a trainable parameter. We use Generalized Advantage Estimator (GAE) to estimate the advantages. Please see Table 6 for all values.

Table 6: TRPO/NPG hyperparameter values used in experiments.

| Hyperparameter           | Value          |
|--------------------------|----------------|
| Policy Hidden Layers     | (32, 32)       |
| Critic Hidden Layers     | (128, 128)     |
| Batch Size               | 40000          |
| Max KL Divergence        | 0.01           |
| Discount $\gamma$        | 0.995          |
| CG Iterations            | 25             |
| CG Damping               | $1 \times 10^{-5}$ |
| GAE $\lambda$           | 0.97           |
| Critic Update Epochs     | 2              |
| Critic Optimizer         | Adam           |
| Critic Learning Rate     | $1 \times 10^{-4}$ |
| Critic L2 Regularization | $1 \times 10^{-4}$ |
| Policy Init Log Std.     | -0.25          |
| Policy Min Log Std.      | -2.0           |
| BC Regularization $\lambda_{BC}$ | 0.1       |

E.4 Hyperparameter Selection

For our core results, we tuned our hyperparameters on a randomly selected seed for Hopper-v2 and then applied it for all environments. For TRPO, we tuned the conjugate gradient iterations from values 10, 25, and 50; and the conjugate gradient damping coefficients from values 1e-2, 1e-3, 1e-4, and 1e-5. All other hyperparameters were default ones in the MJRL repository [53]. For the BC regularization coefficient we tested values of 0.1, 1e-2, 1e-3, 1e-4, and 1e-5. For the dynamics model architecture we tested 3 different hidden layer sizes: 256, 512, and 1024. Beyond this we used the exact same Adam optimizer and training procedure as [34].

E.5 Discriminator Update and Cost Function Details

We parameterize our discriminator as a linear function $f(s, a) = w^T \phi(s, a)$, where $\phi(s, a)$ are Random Fourier Features [51] and $w$ is the vector of parameters for the discriminator. Recall our objective,

$$
\min_{\pi} \max_{f \in \mathcal{F}} \left[ \mathbb{E}_{(s,a) \sim d_P} \left( f(s, a) + b(s, a) \right) - \mathbb{E}_{(s,a) \sim D_c} [f(s, a)] \right] + \lambda_{BC} \cdot \mathbb{E}_{(s,a) \sim D_c} [\ell(a, s, \pi)].
$$
Now given a policy \( \pi \), we can compute a closed form update for the discriminator parameters \( w \) like so

\[
\max_{w: \|w\|_2^2 \leq \eta} L(w; \pi, \hat{P}, b, D_e) := \mathbb{E}_{(s,a) \sim d_\pi} [f(s,a) + b(s,a)] - \mathbb{E}_{(s,a) \sim D_e} [f(s,a)]
\]

\[
\equiv \max_w L_\eta(w; \pi, \hat{P}, b, D_e) = \mathbb{E}_{(s,a) \sim d_\pi} [f(s,a) + b(s,a)] - \mathbb{E}_{(s,a) \sim D_e} [f(s,a)] - \frac{1}{2} \cdot (\|w\|_2^2 - \eta)
\]

\[
\Rightarrow \partial_w L_\eta(w; \pi, \hat{P}, b, D_e) = \mathbb{E}_{(s,a) \sim d_\pi} [\phi(s,a)] - \mathbb{E}_{(s,a) \sim D_e} [\phi(s,a)] - w
\]

where \( \partial_w L_\eta(w; \pi, \hat{P}, b, D_e) \) denotes the partial derivative of \( L_\eta(\cdot) \) wrt to \( w \). Setting the above expression to 0 and solving for \( w \) gives us the closed form solution. Note that even with the BC regularization constraint added into the objective, the solution will still hold.

Now for a given updated \( w_t \), we have our cost function \( c(s,a) = w_t^T \phi(s,a) + b(s,a) \) where our penalty, \( b(s,a) \), is the maximum discrepancy of our model ensemble predictions. To balance our penalty term with our cost term, we introduce a parameter \( \lambda_{\text{penalty}} \) to get the cost

\[
c(s,a) = (1 - \lambda_{\text{penalty}}) \cdot w_t^T \phi(s,a) + \lambda_{\text{penalty}} \cdot b(s,a).
\]

In our experiments, \( \lambda_{\text{penalty}} \) was the only parameter we varied across environments.

| Environment | \( \lambda_{\text{penalty}} \)       |
|-------------|-----------------------------------|
| Hopper      | \( 2.5 \times 10^{-4} \)         |
| Walker2d    | \( 1.0 \times 10^{-7} \)         |
| HalfCheetah | \( 1.0 \times 10^{-4} \)         |
| Ant         | \( 1.0 \times 10^{-4} \)         |
| Humanoid    | \( 5.0 \times 10^{-4} \)         |

F Additional Experiments

Recall that in our main experiments, we create an extremely small expert dataset containing expert \((s,a)\) pairs by randomly sampling state-action pairs from an expert dataset consisting of state-action pairs from many expert trajectories, and we did that for the purpose of creating an expert dataset where BC almost fails completely. One may wonder what MIL\( \text{O} \) would do if we feed MIL\( \text{O} \) a complete single expert trajectory. We conduct such experiments in this section. Figure 4 shows the performance of MIL\( \text{O} \) with one expert trajectory using the same hyperparameters as before. All plots are shown averaged across five seeds. Note that MIL\( \text{O} \) is still performs well with one expert trajectory—matching or nearly matching the expert performance across all 5 continuous control tasks.
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Figure 4: Performance of MIL\( \text{O} \) with one expert trajectory. Note MIL\( \text{O} \) performance just as well with trajectory inputs as with state-action pair sample inputs.