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This study investigated the seasonal variations of daytime urban thermal environment (UTE) based on land surface temperature (LST) in Shenzhen of 2015. The spatial and temporal adaptive reflectance fusion model (STARFM) was used for retrieving seasonal daytime LST at high spatiotemporal resolution by combining MODIS and HJ-1B LST data. Next, the relationship between the land cover and daytime in each season was examined. Finally, daytime LST patterns were classified, and the effects of seasonal variations of high-grade daytime LSTs were analyzed with landscape metrics. The results showed that (1) the STARFM is capable of generating seasonal daytime LST data at high spatiotemporal resolution. (2) Daytime LSTs were generally higher in the western parts of Shenzhen in spring and summer. (3) Daytime LST in each land cover type showed an increasing trend from winter to summer and decreased from summer to autumn. The highest and lowest daytime LSTs in each season were observed in ISAs and water bodies. (4) Landscape metrics provided a quantitative method for describing seasonal variations in daytime LSTs, and it was found that seasons influenced the intensity and extent of daytime LSTs in Shenzhen. These findings may be helpful for urban planners developing regional urban strategies to improve daytime urban thermal comfort conditions.

1. Introduction

More than 54% of the world’s population now lives in urban areas according to the 2014 revision of the World Urbanization Prospects of the United Nations [1]. This proportion will likely grow in the future, particularly in developing countries [2]. Thus, urban areas are continuously growing, and a large amount of natural vegetation coverage converted to various impervious surfaces areas (ISAs) will likely result in a series of human living environmental and ecological issues [3]. The urban thermal environment (UTE) is an important part of the urban ecosystem, which could be altered by urbanization and industrialization [4]. The UTE could potentially be changed by air pollution, industrial waste heat, land use/cover change (LUCC), and other factors [5]. With increasing trends of climate warming in urban areas over the last 50 years, higher temperatures not only lead to a series of changes in the urban environment, such as accelerated formation of polluted air and change in the energy budget at the ground surface, but also generate a great amount of anthropogenic waste heat, contributing to global warming [6]. One consequence of UTE change due to urbanization is the urban heat island (UHI). An UHI refers to the phenomenon by which most of the urban areas worldwide have significantly higher temperatures when compared with their rural and suburban counterparts [7]. UHIs have caused adverse impacts on the daily life of city residents, such as increase in urban thermal discomfort [8], increase in energy consumption [9], and dispersing air pollution [10]. Recently, in order to fight the UHI and its detrimental consequences, various strategies have been developed, such as using permeable and reflective pavements...
[11] and addressing the green building to solve the problems of energy consumption and carbon emissions [12], and a consortium of strategies and techniques, including cool materials [13], water bodies [14], and urban greenery [15], has been used for UHI mitigation.

Land surface temperature (LST) is the most important indicator and key step to studying the UTE. Among the sources of optical remotely sensed data, Landsat series are most widely used for retrieving LSTs because of their long time span, global coverage, and high spatial resolution. For example, Landsat TM/ETM+/8 are designed with a Thermal Infrared Sensor (TIR) at high spatial resolutions of 120 m, 60 m, and 100 m. Many algorithms have been proposed to retrieve LST from Landsat series, e.g., single-channel methods [16], monowindow algorithm [17], and the radiative transfer equation [18]. A comprehensive assessment of different LST retrieval methods over rural areas can be found in Sertektein and Bonafoni [19]; they found that all methods provided satisfying results, but monowindow algorithm has a better performance. Yu et al. [20] compared three different approaches for LST inversion from Landsat 8, and results show that the radiative transfer equation-based method has the highest accuracy. However, many of the Landsat series are hindered by the presence of cloud cover, especially in the tropics [21]. It is difficult to acquire cloudless images for studying seasonal variations of daytime UTE in tropical coastal cities owing to their relatively not very high temporal resolution of 16 days. This is a serious issue in a sense that genuine daytime UTE studies need multiple scenes of Landsat images for the same season in different time periods. Although high temporal resolution (1 days) of Moderate-resolution Imaging Spectroradiometer (MODIS) images have a greater possibility to acquire cloudless images, the generalized split-window algorithm [22] which generates the MOD11A LST product at 1 km resolution may not able to monitor the detailed urban LST distribution in a single city area, which, to some extent, make them more applicable to regional and global scales [23]. Therefore, there is so far no single satellite data that can provide high spatiotemporal resolution images. There is a trade-off between spatial resolution and a repeated observation cycle in current satellite remote sensing systems, which limited the application of TIR remote sensing data in UTE studies. At present, spatiotemporal fusion is a relatively new concept resolving this problem. In the past decade, many spatiotemporal fusion methods have been proposed to generate high spatial and temporal resolution LST data [24–26]. One of the most widely used spatiotemporal fusion technology has been the spatial and temporal adaptive reflectance fusion model (STARFM) [27]. Liu and Weng [28] applied the STARFM to blend MODIS and ASTER LST data and predict ASTER-like LST images for Los Angeles, the LST residual less than 1°C for all images. Huang et al. [29] improved the STARFM to generate high-spatiotemporal resolution LST data by combing MODIS and Landsat LST data for UTE monitoring. On September 6, 2008, China launched the HuanJing-1B (HJ-1B) satellites; the spatial resolution of the HuanJing-1B thermal infrared sensor band-4 (IRS4) is 300 m, and the returning cycle is 4 days, increasing the probability of acquiring cloud-free images for a given time, especially in the tropical coastal cities. Thus, the HJ-1B satellites can be a good data source for research on the effects of the daytime UTE in different seasons.

In Shenzhen, a major international tropical costal city in China that has experienced rapid economic development, the daytime UTE is often affected by rainy and cloud weather. In this study, in order to assess the seasonal variations of the daytime UTE in Shenzhen, we used the STARFM framework to produce seasonal high-spatiotemporal resolution daytime LST data by combining MODIS and HJ-1B LST data. Our objective was to (1) generate synthetic high-spatiotemporal resolution LST data covering the study area for seasonal daytime UHE monitoring, (2) examine the seasonal variations of the daytime LST to different land cover types, and (3) assess the effects of seasonal variations of high-grade daytime LST using landscape metrics.

2. Materials and Methods

2.1. Study Area. The city of Shenzhen, the selected study area, lies in the south of Guangdong Province. This first Special Economic Zone in China, along with the Hong Kong Special Administrative Region to the south, stands between the Pearl River Estuary to the west and Daya Bay to the east, at 22°26′–22°51′ and 113°45′–114°37′ (Figure 1). The city covers an area of 1997.30 km². The mean annual temperature of Shenzhen is 23.0°C, with mean maximum and minimum temperatures of 28.9°C in July and 15.4°C in January. The southern subtropical monsoon climate brings a mean annual rainfall of 1933.33 mm. The rainy season in Shenzhen extends from April to September. This long and narrow territory has a lower elevation in the northwest and higher in the southeast.

We chose Shenzhen as a case study because since 1979, the region has been transformed from an unknown small town to an international modernized metropolis comprising ten administrative districts that have experienced rapid economic development and urban expansion. The gross domestic product (GDP) was 1,750,299 trillion RMB, and the total residing population was estimated at 10,778,900 in 2015. The rapid overpopulation and industrialization have caused the natural land cover types to be extensively converted into man-made land cover types in such a way that the characteristics of open water and forestland have been increasingly altered to becoming an impervious surface area. This change caused the urban surface to experience wide thermal and environmental variation, which affects the spatiotemporal variability of the daytime UTE.

2.2. LST Retrieval from HJ-1B. The HJ-1B satellite carries two charge-coupled devices including one thermal infrared sensor (IRS) and two charged coupled device (CCD) cameras; the sensor parameters are listed in Table 1 [30]. The data are characterized by a high revisiting frequency over China and stable radiation properties, which make the data suitable for daytime UTE monitoring.
In this study, the seasonal division was made based on an announcement made by the Meteorological Bureau of Shenzhen Municipality, which used a 5 Day Running Mean Temperature method based on meteorological data (1980–2010) of Shenzhen collected in 2015. The announcement designated January 13 to February 6 to represent winter, February 7 to April 21 for spring, April 22 to November 3 for summer, and November 4 to January 12 of the next year for fall [31]. Compared to HJ-1B, Landsat data are invariably contaminated by clouds constraining the utilization for seasonal variations of daytime UTE monitoring. Taking Shenzhen as an example, two different date scenes of Landsat data should be involved to cover the whole city. There are only 4 available Landsat images without cloud cover in 2015. Those are images acquired on January 3, January 19, August 8, and October 18, respectively, which makes it practically impossible to assess the seasonal variations. Therefore, in order to investigate the seasonal variations of daytime UTE in Shenzhen, four high-quality and cloudless HJ-1B CCD and IRS images in 2015, acquired from the China Centre

![Figure 1: Location of the study area: (a) location of Guangdong Province within China; (b) location of the Shenzhen within Guangdong Province; and (c) districts of Shenzhen within the study area.](image)
Resources Satellite Data and Application (http://www.cresda.com/CN/), were selected from 4844 available images during 2008–2016. The selected HJ-1B CCD and IRS images were captured on January 16, April 14, October 18, and December 18, 2015, to represent winter, spring, summer, and autumn, respectively (Table 2). The four selected images were deemed usable and were selected for predicting high-spatiotemporal resolution LST data in this study, and they were all acquired at approximately 11:05 a.m. local time under uniform atmospheric conditions favorable for daytime UTE studies such as during sunny and windless weather.

The HJ-1B images used here are level-2 output products that have been corrected for geometrical distortions before they were delivered to us. All images were preprocessed in steps including (1) geometric correction: selecting calibrated Landsat 8 images in the study area for geometric correction; the error met the geometry correction requirement that was controlled within 0.5 pixels. (2) Radiometric calibration: using the calibration coefficients [32] to convert the digital number (DN) value of the raw HJ-1B image to the satellite radiance image [33]. (3) Atmospheric correction: in this paper, the ENVI-FLAASH module was used for atmospheric correction. Correcting each HJ-1B CCD image after radiometric calibration is important because this can eliminate the influence of atmospheric and light factors on ground reflections. In this study, we retrieved LST data from the thermal band IRS4 of HJ-1B imagery using the monowindow algorithm. For a more detailed description of the monowindow algorithm, please refer to the work of Qin et al. [17].

2.3. Preprocessing of MODIS LST Images. Daily daytime (MOD11A1) and 8 day average (MOD11A2) 1 km spatial resolution MODIS LST data (Table 3) that overpass 10.30 a.m. of local time covering the study area in 2015 were acquired from NASA’s Earth Observing System Data and Information System (https://earthdata.nasa.gov). The accuracy of these data has been verified as high in global cities [34, 35]. We used the US National Aeronautics and Space Administration’s MODis Reprojection Tool to reproject the same coordinate system as HJ-1B and make geometric corrections and calculated the LST using the following equation [36]:

\[ T_S = DN \times 0.02 - 273.15, \]

where \( T_S \) is the value of the LST, DN is the digital number of the MODIS LST data, 0.02 is the ratio of radiation scaling, and 273.15 is the difference between Kelvin (K) and Celsius degree temperatures (°C).

2.4. STARFM. The STARFM was originally designed by Gao et al. [27] to predict daily surface reflectance using Landsat and MODIS images. The premise of the STARFM is that the assumed LST from HJ-1B and MODIS acquired on the same date are correlated and comparable with each other. In this study, the STARFM was applied such that MOD11A1 and MOD11A2 were resampled and projected to the same coordinate system, pixel size, and image size as HJ-1B. The prediction method in the STARFM is given by the following equation:

\[ T_H(x_{w_1/2}, y_{w_1/2}, t_0) = \sum_{i=1}^{m} \sum_{j=1}^{n} W_{ijk} \times (T_M(x_i, y_j, t_k) + T_M(x_i, y_j, t_k) - T_M(x_i, y_j, t_k)), \]

where \( T_H \) and \( T_M \) represent the fine resolution LST data (HJ-1B) and coarse resolution LST data (MODIS LST), respectively; \( t_0 \) is the acquisition date, \( t_k \) is the prediction date; \( (x_{w_1/2}, y_{w_1/2}) \) is the central pixel; \( (x_i, y_j) \) denotes the pixel location in both HJ-1B and MODIS LST data; and \( W_{ijk} \) is the weight function that determines how much the similar pixel contributes to the estimated LST of the central pixel based on three measures: (1) the scale difference between HJ-1B and MODIS LST data at their corresponding acquisition times; (2) the distance between the central pixel and the similar pixel at a given window location; and (3) the similarity difference between the central pixel at a given window location and pixels in a sliding window. For a more detailed description of the STARFM, please refer to the work of Gao et al. [27]. In the following parts, we call the LST directly derived from HJ-1B, MOD11A1, MOD11A2 as “observed LST”, and LST derived from STARFM as “predicted LST”.

In this study, in order to predict 8-day LST data at 300 m spatial resolution in each season according to the seasonal division of Shenzhen, the implementation consists of testing experiment and fusion experiment. In the testing experiment, we select a pair of HJ-1B LST and MOD11A1 data on 01/16/2015 as the input base LST data at acquisition date \( t_0 \), and three MOD11A1 on 04/14/2015, 10/19/2015, 12/18/2015 as the input base LST data at acquisition date \( t_{k_0} \) to generate the “predicted LST” based on the STARFM. We also selected three actual observed HJ-1B LST data on 04/14/2015, 10/18/2015, and 12/18/2015 as the observed LST to verify the

| Parameters | CCD1/CCD2 | IRS |
|------------|-----------|-----|
| Band       | 1 Blue    | 2 Green | 3 Red | 4 Infrared | 5 NIR | 6 SWIR | 7 MIR | 8 TIR |
| Spatial resolution | 30 m | 150 m | 300 m |
| Spectral range (μm) | 0.43–0.90 | 0.75–3.90 | 10.5–12.5 |
| Revisit cycle | 2 days | 4 days |
| Amplitude width | 360 km | 4 days |
| Amplitude width | 720 km |

Note: CCD, charged coupled device; IRS, infrared camera sensor; MIR, middle infrared; NIR, near infrared; SWIR, short-wavelength infrared; TIR, thermal infrared.
2.5. Classification of the Daytime LST Grade and Level. It is difficult to compare the predicted mean LST images from different seasons directly using absolute LST, owing to the fact that seasonal difference can affect the absolute LST values. However, the seasonal difference does not affect the distribution pattern of the LST. Therefore, a normalization technique [37] was used to compare the predicted mean LST in each season because the normalized LST with different seasons can rescale the LST to the same level between 0 and 1, which can reduce the seasonal difference. Accordingly, the predicted mean LST values were normalized between 0 and 1 during different seasons in 2015. The normalized LST was calculated as follows:

$$\text{LST}' = \frac{\text{LST}_i - \text{LST}_{\text{min}}}{\text{LST}_{\text{max}} - \text{LST}_{\text{min}}}$$  \hspace{1cm} (3)$$

where LST' is the normalized LST value of the pixel i, LST_i is the LST of the pixel i, and LST_{max} and LST_{min} are the maximum and minimum LSTs over the entire study area.

To reflect the seasonal daytime UTE dynamic directly, the normalized LST value was further classified as "high grade" (including very high, high, and subhigh), "medium grade" (medium and submedium), and "low grade" (low and very low) using the density slice technique. The classification criteria of the LST level are listed in Table 4.
to be (1) interpretable, (2) easily computed, (3) exhibit minimal redundancy, and (4) be important in both practice and theory [40]. FRAGSTATS 3.3, a software program designed to calculate landscape metrics, was selected for use. Table 5 lists the landscape metrics used in this study and provides their descriptions and equations. The class-based metrics were (1) Class Area (CA), (2) Patch Density (PD), (3) Largest Patch Index (LPI), (4) aggregation, (5) edge density, and (6) Perimeter-Area Fractal dimension (PAFRAC). The landscape-based metrics were (1) Shannon’s Diversity Index, (2) Shannon’s Evenness Index (SHEI), (3) Contagion Index (CONTAG), and (4) Interspersion and Juxtaposition Index (IJ). All landscape metrics were used to detect changes at the level of landscape seasonal variations.

### 3. Results and Discussion

#### 3.1. Experimental Results

In this part, we tested the performance of the STARFM by fusing two LST data. The predicted LST was obtained at the HJ-1B with a 300 m spatial resolution. In the testing experiment, MOD11A1 and HJ-1B LST data were used as the input data. Figures 2(a) and 2(b) were the MOD11A1 and HJ-1B input base pair of observed LST data on 16 Jan 2015. Figures 2(c), 2(f), and 2(i) were the observed input base MOD11A1 data on 14 April 2015, 19 October 2015, and 18 December 2015, respectively. The corresponding predicted LST data are shown in Figures 2(e), 2(g), and 2(k). The actual observed HJ-1B LST data (Figures 2(d), 2(g), and 2(j)) can be used to evaluate the predicted LST results.

Compared to the predicted LST from two different LST data, we can see that the predicted LST images of the third column images in Figure 2 are visually similar to the actual observed LST data. Figures 2(c), 2(f), and 2(i) were the MOD11A1 and HJ-1B input base pairs of observed LST data used as the input data. Figures 2(a) and 2(b) were the MOD11A1 and HJ-1B LST images of the third column. Table 6 displays the $r^2$, RMSE, and AAD between the predicted and observed LSTs. The values of RMSE and AAD are smaller than 4.88 and 4.77, respectively, whereas the $r^2$ are higher than 0.83 and significant at the 0.001 level.

The accuracy evaluations in the testing experiment suggest that the predicted LST in different date is in good agreement with the actual observed HJ-1B LST data. Therefore, we can use the abovementioned four pairs of actual observed MOD11A1 and HJ-1B LST data on 16 Jan 2015, 14 Apr 2015, 18 Oct 2015, and 18 Dec 2015 as the input base LST data at acquisition date ($t_0$) and with 8-day LST data MOD11A2 (Table 3) in each season at the predicted time ($t_p$) as the input data of the STARFM to fusion 8-day predicted LST. The predicted winter LSTs were averaged over the day of year 16, 025-032, and 033-040 in 2015. The predicted spring LSTs were averaged over the day of year 104 and 105–112 in 2015. The predicted summer LSTs were averaged over the day 291, 297–304, and 305–312 in 2015. The predicted autumn LSTs were averaged over the days 352 and 353–360 in 2015 and 01–08 in 2016.

Spatial distribution of the predicted daytime LST in Shenzhen representing four seasons (winter, spring, summer, and autumn) is shown in Figure 3. We can see that the STARFM can predict the seasonal LST in Shenzhen at the HJ-1B spatial scale by combining the high spatial resolution of HJ-1B LST data and frequent coverage of MOD11A2. Compared with the traditional method, the generated synthetic seasonal LST images based on the STARFM in this study can depict more spatial detailed information in different seasons. Through the abovementioned computation, the daytime LSTs ranged from 13.43 to 29.77°C in the winter, 13.88 to 40.73°C in the spring, 20.11 to 43.51°C in the summer, and 249 and 12.49 to 22.88°C in the autumn, respectively.

#### 3.2. Analysis of the Seasonal Daytime LST and Land Cover Types

Daytime LSTs in Shenzhen during different seasons of the year 2015 were quantitatively generated based on the STARFM, and their spatiotemporal distribution is shown in Figure 3. In order to reflect the spatial distribution of daytime LSTs during four seasons, high-spatial resolution (17 m) Google Earth imagery in 2015 was used along with the supervised maximum likelihood classification method to obtain a detailed land use reference map (Figure 4) that includes seven land cover types: ISA, forest land, garden land, plough land, grass land, unused land, and water body. We think this map would be of assistance in helping to illustrate how daytime LSTs vary spatially.

In all seasons, daytime LSTs showed an increasing trend from east to west. All higher daytime LSTs values were mainly located in important transportation hubs (Yantian Port in the south, Shekou Port in the southwest, and Baoan International Airport in the western part of the study area), followed by commercial areas (Qianhai and Futian-Luohu Urban Municipal Centers), industrial areas (Western Industrial Cluster), and residential areas (Central Urban Cluster), while the lowest occurred in green areas and water body areas. For example, Dapeng Peninsula, located in southeastern Shenzhen, is a largely mountainous area along

---

**Table 4**: The classification criteria of the land surface temperature (LST) level.

| Grade | Level | Meaning | Range          |
|-------|-------|---------|----------------|
| High  | 7     | Very high | $T_{\text{mean}} + 2.5 \ 	ext{s}$ |
|       | 6     | High     | $T_{\text{mean}} + 1.5 \ 	ext{s} \leq N_i < T_{\text{mean}} + 2.5 \ 	ext{s}$ |
|       | 5     | Subhigh  | $T_{\text{mean}} < N_i < T_{\text{mean}} + 1.5 \ 	ext{s}$ |
| Medium| 4     | Medium   | $T_{\text{mean}} < N_i < T_{\text{mean}} + 0.5 \ 	ext{s}$ |
|       | 3     | Submedium| $T_{\text{mean}} - 0.5 \ 	ext{s} \leq N_i < T_{\text{mean}}$ |
| Low   | 2     | Low      | $T_{\text{mean}} < N_i < T_{\text{mean}} - 1.5 \ 	ext{s}$ |
|       | 1     | Very low | $T_{\text{mean}} - 2.5 \ 	ext{s} \leq N_i < T_{\text{mean}} - 5 \ 	ext{s}$ |

Note: $T_{\text{mean}}$ is the mean LST value of all pixels after normalization, and $\text{S}$ is the standard deviation.
the coast. In winter, higher daytime LSTs were mainly concentrated in business and industrial districts (Baoan, Nanshan, Guangming, and Longgang), while in spring and summer, higher daytime LSTs were concentrated in traditional commercial centers of the Guangming District and industrial areas of Songgang and Shajing Street. In autumn, the highest daytime LSTs were in the Qianhai and Futian-industrial areas of Songgang and Shajing Street. In winter, higher daytime LSTs were mainly linked with the industrial, commercial, and residential areas, exhibited the highest daytime LST over all seasons, followed by plough and unused land. The lowest LSTs in daytime were observed in water bodies, followed by grasslands, gardens, and forests. These results suggest that the frequent human activities and high-population density land cover types may result in higher daytime LST in each season. Water bodies, grasslands, gardens, and forests may alleviate the UTE deteriorates owing to the fact that the presence of vegetation can generate a cooling effect on the daytime LST by increasing the latent heat fluxes via transportation [41].

3.3. Changes in Landscape Metrics of Daytime LSTs in Different Seasons. In spring and summer, the high-grade daytime LSTs were centered in the Western Industrial Cluster (Figure 6). In contrast, the vegetation is very dense during spring and summer in southeastern Shenzhen, which is covered by mountains, so this area has relatively low daytime LSTs. Few high-grade daytime LSTs form in winter and autumn, and these are extremely scattered. However, very high-level daytime LSTs were detected in all seasons and were concentrated over the ports of Yantian and Shekou, as well as at the Baoan International Airport, underscoring the strong effects of anthropogenic activities on the UTE.

Six class-based metrics were selected to measure daytime LSTs, targeting three levels of daytime LSTs, subhigh, high, and very high, reflecting their dynamic change within four

---

**Table 5: Landscape metrics selected in this study.**

| Metrics (abbreviation) | Level | Description and equation |
|------------------------|-------|--------------------------|
| Class area (CA) | Class | The total area of a given patch type in the entire landscape (unit: ha) |
| Patch density (PD) | Class | The number of patches divided by the total area of the landscape (unit: n/100ha) |
| Largest patch index (LPI) | Class | The percentage of the landscape comprised by the largest patch (unit: %) |
| Aggregation (AI) | Class | Contagion index: the focal class, not adjacencies with other patch types (unit: %) |
| Edge density (ED) | Class | Total length of all edge segments of corresponding patch per hectare (unit: m/ha) |
| Perimeter-area fractal dimension (PAFRAC) | Class | Shape index based on perimeter and area measurement (unit: none) |
| Shannon’s diversity index (SHDI) | Landscape | A diversity in the whole community ecology (unit: none) |
| Shannon’s evenness index (SHEI) | Landscape | A measurement of patch diversity (unit: none) |
| Contagion index (CONTAG) | Landscape | Aggregation of all patch types (unit: none) |
| Interspersion and juxtaposition index (IIJ) | Landscape | Observed interspersion divided by maximum interspersion for the patch classes in a landscape (unit: %) |

---

## Table 5: Landscape metrics selected in this study.

| Metrics (abbreviation) | Level | Description and equation |
|------------------------|-------|--------------------------|
| Class area (CA) | Class | The total area of a given patch type in the entire landscape (unit: ha) |
| Patch density (PD) | Class | The number of patches divided by the total area of the landscape (unit: n/100ha) |
| Largest patch index (LPI) | Class | The percentage of the landscape comprised by the largest patch (unit: %) |
| Aggregation (AI) | Class | Contagion index: the focal class, not adjacencies with other patch types (unit: %) |
| Edge density (ED) | Class | Total length of all edge segments of corresponding patch per hectare (unit: m/ha) |
| Perimeter-area fractal dimension (PAFRAC) | Class | Shape index based on perimeter and area measurement (unit: none) |
| Shannon’s diversity index (SHDI) | Landscape | A diversity in the whole community ecology (unit: none) |
| Shannon’s evenness index (SHEI) | Landscape | A measurement of patch diversity (unit: none) |
| Contagion index (CONTAG) | Landscape | Aggregation of all patch types (unit: none) |
| Interspersion and juxtaposition index (IIJ) | Landscape | Observed interspersion divided by maximum interspersion for the patch classes in a landscape (unit: %) |
seasons in 2015 (Figure 7). In general, daytime LSTs develop almost consistently with the locations of urbanized areas; however, what really leads to environmental problems is the high intensity and a certain scale of high-grade and high-level daytime LSTs on landscape patches. We found that Class surface Areas (CAs) of levels 5, 6, and 7 of daytime LSTs increased from 10120, 11960, and 7360 for winter to 14721, 18401, and 10118 for summer (Figure 7(a)). The CAs, then, began to decrease from summer to 9200, 11040, and 6440 in autumn. It indicates that daytime LSTs in summer contributed the most heat to the UTE in Shenzhen in 2015, followed by spring and winter and, finally, autumn. For the LPI, levels 5 and 6 increased from winter to summer and decreased in autumn, while level 7 decreased from winter to spring and increased from spring to autumn (Figure 7(b)).

This suggests that the aggregation and dominance of level 5 and 6 patches increased from winter to summer; however, aggregation and dominance of level 7 patches were the lowest in spring. While level 7 had the lowest value in the shape index, the PAFRAC, it had the highest value in the AI, suggesting maximum aggregation and the lowest complexity of shapes (Figures 7(c) and 7(d)). Figures 7(e) and 7(f) illustrate that PD and ED of levels 5, 6, and 7 showed an increasing trend from winter to autumn in 2015. PD and ED increased significantly from winter to summer and decreased in autumn. All these showed that the degree of fragmentation of levels 5, 6, and 7 increased obviously from

![Figure 2](image_url)
winter to summer and decreased in autumn, which could lead to the trend of cluster distribution in autumn.

Four landscape-based metrics were selected to measure daytime LSTs in each season. Shannon’s Diversity Index (SHDI) and Shannon’s evenness Index (SHEI) decreased from winter to summer and increased in autumn; this indicated that the mixture of ISA and other land use types including their abundance can be beneficial for relieving or reducing the daytime LSTs (Figures 8(a) and 8(b)). The CONTAG index reflected the extension of different types of landscape patches and the degree of aggregation. During winter to autumn, the CONTAG of daytime LSTs landscapes increased from winter to summer (Figure 8(c)), showing that landscapes with a few contiguous and large patches will make high values of contagion, determining the UTE. The IJI values (Figure 8(d)) increased form winter to summer and decreased in autumn, which reflected the simple structure of
3.4. Possible Driving Factors Underlying the Seasonal Variations of Daytime LSTs. Several climatic and anthropogenic factors were found to cause major effects on the seasonal patterns of LSTs in Shenzhen. In order to investigate the driving factors affecting daytime LSTs, seasonal daytime (10:00–12:00 a.m.) wind speed and average relative humidity data from 44 weather stations that are distributed throughout the Shenzhen area were used to calculate the seasonal average daytime value for each weather station. Then, using the Kriging Gaussian method, which is commonly applied to interpolate the data, the seasonal daytime spatial distribution of the average relative humidity (Figure 9) and wind speed during 2015 (Figure 10) were calculated.

We found that daytime LSTs were positively correlated with relative humidity in four seasons. From Figure 9, it can be seen that the mean daytime (10:00–12:00 a.m.) relative humidity value was higher in summer (65–85%) and spring (60–80%) and lower in autumn (50–65%) and winter (55–70%). This agrees with the findings of Zhao et al. [42] that, in the humid eastern United States, high humidity will result in the UHI effect by increasing the temperature. This can be explained by the soil moisture difference. For example, according to mean daytime (08:00–20:00) precipitation data provided by the Meteorological Bureau of Shenzhen Municipality, Shenzhen rainfall in summer comprised as much as 85% of the total annual rainfall, while the summer daytime mean precipitation in 2015 was 5.43 mm/day and was only 2.33 mm/day in autumn. This also agrees with the findings of Zhou et al. [43] that a close and positive relationship exists between precipitation and SUHIs in China. Therefore, the relatively high daytime precipitation and relative humidity in Shenzhen normally reflected high soil moisture content that had a higher heat capacity in summer than other seasons, resulting in higher daytime LST differences between ISA and non-ISA. Another factor is that daytime LSTs were negatively correlated to wind speed in all four seasons (Figure 10). Many studies have
reported that the urban LST and SUHI intensity were negatively correlated with wind speed [44]. His result is also appropriate for Shenzhen because the daily daytime wind speed value is higher in winter (2.1–15.2 m/s) and autumn (2.8–16.5 m/s) and lower in summer (1.8–7.0 m/s) and spring (2.1–9.1 m/s). Rajagopalan et al. [45] found that Muar, a tropical city in Malaysia, experienced a cooling effect of wind speed that can decrease the UHI effect and mitigate the adverse effects on human thermal comfort. Another driving factor that can also affect daytime LSTs in each season was the sensible energy partition of solar radiation. Huge quantities of solar radiation are reradiated and mainly stored in ISA; this depends strongly on the soil conditions, vegetation, sky view factor, and construction material. Besides this, the effects of change in the seasonal urban biophysical composition increased aerosols in the surface net shortwave in summer and spring more than in winter and autumn because of the stronger summer time incoming solar radiation. In Shenzhen, stronger solar radiation is absorbed by urban areas in summer and spring. The daily daytime mean solar radiation value was 13.3–16.2 MJ/m² in summer and spring and decreased to 9.8–11.6 MJ/m² in autumn and

Figure 7: The changes of daytime LST landscape metrics at the class level in four seasons of 2015. (a) Class surface area (CA). (b) Largest patch index (LPI). (c) Aggregation (AI). (d) Perimeter-area fractal dimension (PAFRAC). (e) Patch density (PD). (f) Edge density (ED).
Figure 8: The changes of daytime LST landscape metrics at the landscape level in different seasons of 2015: (a) Shannon’s Diversity Index (SHDI); (b) Shannon’s evenness Index (SHEI); (c) Contagion Index (CONTAG); and (d) Interspersion and Juxtaposition Index (IJI).

Figure 9: Continued.
Apart from climatic reasons, anthropogenic heat released from vehicles, air conditioners, power plants, and other heat sources provide another factor that influences the daytime UTE, especially tropical cities that often have long summers and short winters [46]. For example, in 2015, the average monthly electricity consumption in Shenzhen during the summer daytime was about 6.5 billion kWh, and in winter, this was about 2.5 billion kWh. In order to
mitigate anthropogenic heat release, we need to reduce the consumption of electricity by air conditioners by planting vegetation on the exterior walls of buildings or by using highly reflective materials for buildings [47].

3.5. Limitations. In this study, the STARFM method was used to predict seasonal daytime LST data in Shenzhen, 2015. Compared to the original HJ-1B and MODIS LST data, the predicted LST data of both testing experiment and fusion experiment can describe the more detailed spatiotemporal variations of the LST in the study area. However, there are still some limitations: (1) the STARFM cannot delineate the difference in the overpassing time between the two sensors, which may lead to uncertainty in the fusion results; (2) the STARFM requires, at least, one pair of input images of different spatial resolution images and free from cloud-contamination. However, due to the limitations of cloudy and rainy weather in the tropical city, it would be difficult to obtain sufficient such images in each season for further UTE study. Therefore, the further studies should propose a new spatiotemporal fusion method for predicting LST data to overcome these limitations. (3) The majority of the previous studies on the UHI have been in large continental cities such as Mexico City or Los Angeles. Recent discovery indicates that the UHI occurs in much of the typical coastal cities throughout the year. However, the driver for UHI development in different climates is different [42], and the effectiveness of solve the UTE degradation method is different from city to city [48]. For example, Keeratikasikorn and Bonafoni [49] provide an overview of the SUHI phenomenon in Bangkok, Thailand; they suggest that mitigating the UHI problem should be integrated into the land use planning of the municipality. Li and Norford [50] evaluate the UHI and the possible mitigation measures of green vegetation and cool roof in a tropical city, Singapore. They found that the deployment of green vegetation and cool roofs could reduce the near-surface air temperature during the night time and daytime, respectively. Therefore, in the next stage, we should comprehensively consider the social driving factors and natural driving factors and propose a consortium of strategies and effective methods for managing UTE problems in Shenzhen.

4. Conclusions

This paper uses the STARFM to produce high-spatiotemporal resolution daytime LST by combining MODIS and HJ-1B LST data to study the seasonal variations of the daytime UTE in Shenzhen in tropical regions covered by clouds and rainy weather throughout the year. The objective was to examine the seasonal variations of the daytime LST to different land cover types and assess the effects of seasonal variations of high-grade daytime LST using landscape metrics. Several conclusions were made as follows: (1) The predicted seasonal LST products can be used for monitoring the variation of daytime LST in urban thermal environment. (2) During the study period, the distribution of daytime LSTs in Shenzhen showed an increasing trend from east to west, and daytime LSTs were higher in spring and summer than autumn and winter. (3) The highest and lowest daytime LSTs in each season were observed in ISAs and water bodies. (4) Landscape metrics at the class and landscape levels provide a quantitative method that can be used to describe the seasonal variation in the daytime LSTs, while the daytime LSTs in Shenzhen are dominated and fragmented by high-grade daytime LST patches in each season.
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