Modeling of multicomponent diffraction structures based on optimization approaches and numerical methods
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Abstract. The paper proposes a methodological approach in which the representation of objects in the form of a set of diffraction structures is their Association into groups. Using neural network modeling, expert evaluation and application of optimization based on genetic algorithm, there is a formation of the object with the desired scattering properties. An example of modeling an object presented as a set of two-dimensional cylinders is given.

1 Introduction

The problems of creating electrodynamic objects with specified scattering properties have long been considered by various researchers [1, 2]. Objects have, as a rule, a complex form [3] and it is impossible to say that there are universal methods of calculation and optimization of scattering properties.

In this paper, it is proposed to provide the required scattering characteristics based on the representation of objects as groups of diffraction structures and the use of a combination of optimization approaches [4].

2 Objects of research

Objects having a complex shape are represented as a set of diffraction structures (DS) $D_i$, ($i=1,\ldots,I$) each of them characterized by a vector of indices of the scattering properties (the radar cross section (RCS)) $\sigma_i$. In this case

$$\sigma_i = (\sigma_{i1}, \ldots, \sigma_{ij}, \ldots, \sigma_{iJ}).$$

(1)

DS are combined into groups ($m=1,\ldots,M$) to provide the required scattering levels for the entire object. Objects are grouped into groups so that the scattering level in the
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(m−1)-th group is greater than in the m-th. We consider optimization models and numerical methods for creating optimal objects with respect to two components: structural and scattered field levels. The structure is improved by the transformation of $D_i (i=1,...,I)$ to another set $D_{i1} (i=1,...,I_1)$ here $I_1 < I$, and the level of the scattered field due to the displacement DS of the groups are more integrated RCS in the group with less its value. Different approaches are used to estimate the integral RCS of estimation. For example, this model can be used:

$$Y_i = F(\sigma_{ij}) = \min_{1 \leq j \leq J} \alpha_j \sigma_{ij}, \text{ where } \alpha_j > 0, \sum_{j=1}^{J} \alpha_j = 1. \tag{2}$$

It will correspond to the value of the lowest value of the scattered electromagnetic field on the DS $D_i$.

3 Neural network modeling of DS group creation

In order to solve the problem of grouping DS characterized by RCS $\sigma_i$, we will consider two specific neural networks that belong to the ART family. In obtaining a set of groups that consist of DS having similar sets of performance indicators, we proposed a combination of such networks: ART-2A Network [5] and Furry ART Network [6]. If the prototype of the group satisfies the similarity condition, we train such a prototype by changing its weights so that it is more similar to the input vector. Normalize the initial vectors $\sigma_i (i=1,I)$. We apply the cosine function of the angle between the corresponding vectors, it is characterized by their scalar product

$$T_k = M_k = (\sigma_i, w^k) = \sum_{j=1}^{J} \sigma_{ij} w_{ij}^k, \tag{3}$$

here $T_k$ shows the value of the selection function for the $k$-th group, and $M_k$ - the value of the matching function, $w^k$ – is the current prototype vector for the $k$-th group. If the prototype of the group satisfies the similarity condition, we train such a prototype by changing its weights so that it is more similar to the input vector:

$$w^{k+1} = \frac{(1-\beta)w^k + \beta \cdot \sigma_i}{\| (1-\beta)w^k + \beta \cdot \sigma_i \|}, \tag{4}$$

here $\beta$ is a parameter showing the speed during training.

For the grouping process to be switched to the Fuzzy ART network, it is necessary for the data to scale within [0,1]. The network is controlled by the parameters $\alpha$, $\beta$, $\rho$, here $\beta$ and $\rho$ are used by analogy with the ART-2a network, and $\alpha$ is an ultra-small number (its order is $10^{-6}$), which prevents the prototypes from completely degenerating. Selection function:

$$T_k = \frac{|y_i \wedge w^k|}{\alpha + |w^k|}, \tag{5},$$
where the operator ^ is defined as \((p \land q)_i = \min(p_i, q_i)\), and the norm \(|p| = \sum_i p_i\).

Match Function:

\[
M_s = \frac{|\sigma_i \land w^j|}{|\sigma_i|}.
\]  

(6)

We select the group when the condition \(M_s >= \rho\), is fulfilled, where \(\rho\) - is an integral criterion for similarity. If the condition is violated, the group is marked as inactive and the selection function is called again. For the training function: the modification of the weights of the tested prototypes goes like this

\[
w^{j+1} = (1 - \beta)w^j + \beta(\sigma_i \land w^j).
\]

That is, when divided into groups, the space of input vectors will be covered with \(n\)-dimensional parallelepipeds, as a prototype in each cluster there will be a parallelepiped that is closest to its center in the sense of Euclidean.

4 Expert-optimization modeling of partitioning into groups of DS

We suppose that based on the results of the evaluation, the DS was ranked relative to the integral RCS \(Y\), which is normalized to the numerical interval \([A, O]\). Then the experts set the number of groups \(M\) into which it is necessary to divide the whole set of DS and boundary values into two adjacent \((m - 1)\)-th and \(m\)-th groups, which are proportional to the maximum possible value of the integral RCS \(A\):

\[
Y_{m-1,m} = \chi_{m-1,m}A,
\]  

(7)

where \(\chi_{m-1,m}\) - is the proportionality coefficient, which is introduced by experts to separate the \((m - 1)\)-th and \(m\)-th groups, \(0 < \chi_{m-1,m} < 1\). In order to verify the normative separation of many diffraction structures into \(m\) groups, we propose to form an optimization model.

Suppose that when we divide by condition (7), the DS \(D_{m-1,m}(i_{m-1,m} = 1, \overline{I_{m-1,m}})\) consists of the \((m - 1)\)-th and \(m\)-th groups. Optimization modeling is based on the fact that alternative (Boolean) variables are introduced [7]:

\[
x_i = \begin{cases} 
1, & \text{if the } i - \text{th DS should be assigned to } (m - 1) - \text{th group,} \\
0, & \text{otherwise},
\end{cases} \quad i_{m-1,m} = 1, \overline{I_{m-1,m}}.
\]  

(8)

In this case, the choice according to the values of variables (8) should be made so that in the group with a higher level there are DS with lower values of the integral RCS. On the other hand, from the set of RCS values \(\sigma_j \quad (j = 1, \overline{J})\), basic values \(s = 1, S\) are determined, with respect to which threshold values \(\sigma^n_s \quad (s = 1, \overline{S})\) are set, and for each \(i - \text{th DS, we form a set of binary estimates}\).
\[ c_{s,i} = \begin{cases} 1, & \text{if } \sigma_{i,s} \geq \sigma_s^u, \\ 0, & \text{if } \sigma_{i,s} < \sigma_s^u \\ \text{otherwise}, & \end{cases} \]

When separating groups of DS, the condition is used
\[ \sum_{s=1}^{S} c_{s,i} > c_{m-1,m} < \frac{1}{2} S. \quad (9) \]

In the optimization model, the choice of a DS with lower values of the integral EPR is based on optimization criteria, and condition (9) is taken into account in the form of restrictions:
\[ \sum_{i=1}^{i_{m-1,m}} \sigma_{i} x_{i} \rightarrow \min ; \]
\[ \sum_{s=1}^{S} c_{s,i} x_{i} \geq c_{m-1,m}, \quad i = 1, \ldots, m_{-1,m}, \quad (10) \]
\[ x_{i} = \begin{cases} 1, & i = 1, \ldots, m_{-1,m} \\ 0, & \text{otherwise} \end{cases} \]

It is possible to solve problem (10) using a directed randomized search using probability estimates \( \tilde{X}_i \) of variables (8):
\[ P(\tilde{X}_i = 1) = p_{x_i}, \quad P(\tilde{X}_i = 0) = q_{x_i}, \quad p_{x_i} + q_{x_i} = 1, \quad (11) \]

where \( P(\cdot) \) - indicates the probability of the event, \( p_{x_i} \) - the probability values of the event \( \tilde{X}_i = 1 \), \( q_{x_i} \) - the probability value of the event \( \tilde{X}_i = 0 \). When searching at each iteration, we achieve that the condition for local improvement is fulfilled. As a result, the probability values \( p_{x_i} \) of part of the variables change from 0.5 to the values that fall into the neighborhood \((1 - \varepsilon, 1)\), where \( 0.5 > \varepsilon > 0 \), and the other part - into the neighborhood \((0, \varepsilon)\).

In the optimization model, the choice of DS with lower values of the integral RCS is based on optimization criteria, and the problem is solved by using directional randomized search using probabilistic estimates of variables.

The separation of objects between the \((m - 1)\)-th \(m\)-th groups does not coincide with the normative separation of experts from the managing center, and a compromise solution is required. To this end, it is proposed to use the mechanism of visual-figurative intuition of an expert \([8]\).

In this case, a visual-figurative model of the set of objects \( \sigma_{m-1,m} \) \( (i_{m-1,m} = 1, m_{-1,m}) \) is formed in the form of an image (visualization) of multidimensional monitoring estimates, \( \sigma_{i,j} \), \( i = 1, m_{-1,m}, \ j = 1, \ldots, \ mathcal{J} \) \( (i_{m-1,m} = 1, m_{-1,m}) \) by individual points on the plane \([8]\).
Based on the location of the points, the expert draws a border between the groups for heuristic reasons. The expert identifies points located in the mismatch zone of the heuristic and optimization solutions and corresponding to the objects \( i' = 1, I \in 1, I_{m-1}, m \). In addition to monitoring and rating ratings about objects, an expert has additional information about them, which allows him to enter subjective ratings.

\[
z_{i'} = \begin{cases} 
1, & \text{if the } D_{i'} \text{ should be assigned to } (m-1) \text{-th group}, \\
0, & \text{otherwise,} \\
i', & \text{if } i' = 1, I'.
\end{cases}
\]  

(12)

The coherence of the decision and assessment for objects, the expert characterizes the values of probabilities,

\[
p_{z_{i'}} = P(z_{i'}/ z_{i'} = 1), \quad q_{z_{i'}} = P(z_{i'}/ z_{i'} = 0). \quad (13)
\]

The correction of the probability values \( p_{x_{i'}} \) according to the probability values (13) is carried out using the Bayes formula

\[
p_{x_{i'}}^k = \frac{p_{z_{i'}} p_{x_{i'}}}{p_{z_{i'}} p_{x_{i'}} + q_{z_{i'}} q_{x_{i'}}}, \quad i' = 1, I'. \quad (14)
\]

Then, starting from the initial values of the probabilities (14) for the variables \( i' = 1, I' \) and the values \( p_{x_{i'}}^k \) for the remaining variables, a randomized search and a new stage in the process of agreeing on alternative solutions for the separation of the \((m-1)\)-th \( m \)-th groups are launched. The procedure continues until a compromise is found that suits the experts of the managing center.

5 Optimization modeling of the scattering properties of DS formed in groups

There is a reduction in the structure of the object in order to align the scattering properties of the DS so as to increase the level of the lower estimate \( Y_i^M \). The integration mechanism is used to solve the problem: for lower-level groups, we note a certain subset of DS \( D_i \), \((i=1,..,I)\) with low integral estimates \( Y_j \) \((j = 1, \ldots, J)\), they can be absorbed by the leader objects \( D_k \), \((k=1,\ldots,K)\) with a low RCS level \( \sigma_j \) \((j = 1,\ldots,J)\), \( J = K \), \( \sigma_j \gg \sigma_k \).

The new DS, which arose as a result of the association, is characterized by an integral RCS \( Y_{jk} = f(Y_j, Y_k) < Y_j, (j = 1, \ldots, J, k = 1, K) \). The formula for obtaining the integral RCS of a new DS, for example, can be of the form:

\[
Y_{jk} = c_1 Y_j + c_2 Y_k, \quad c_1 + c_2 = 1, \quad c_1, c_2 \geq 0.
\]

The problem is a discrete bicriterial optimization problem with linear constraints. When solving it, a genetic algorithm (GA) was used [9, 10].

It is necessary to ensure such an absorption by each of the objects \( D_i \) of one of the objects \( D_k \) in order to increase the level of the lower rating and at the same time, so that
the total decrease in the level of the integral evaluation of the leading objects $Y^M_i$ is minimal. This setting corresponds to a bicriteria optimization model with Boolean variables:

$$x_{ik} = \begin{cases} 1, & \text{if DS } D_i \text{ absorbs DS } D_k, \\ 0, & \text{otherwise}, \end{cases}$$  \quad (15)$$

target functions:

$$\sum_{i=1}^{I} \sum_{k=1}^{K} (Y_i - Y_{ik} x_{ik}) \rightarrow \min,$$  \quad (16)

$$\min_{1 \leq i \leq I} (\sum_{k=1}^{K} Y_{ik} x_{ik}) \rightarrow \max,$$  \quad (17)

and limitations:

$$\sum_{j=1}^{I} x_{ik} = 1, \ k = 1, K,$$  \quad (18)

$$\sum_{k=1}^{K} x_{ik} = 1, \ i = 1, I,$$  \quad (19)

$$x_{ik} \in \{0,1\}, \ k = 1, K, i = 1, I.$$  \quad (20)

Note that since estimates $Y_i$ in the framework of this model are constants and not variable values, the objective function (16) can be rewritten in the form:

$$\sum_{i=1}^{I} \sum_{k=1}^{K} Y_{ik} x_{ik} \rightarrow \max.$$  \quad (21)

To continue the integration process within the framework of a reduced network with the number of objects $I_1 = I - K$, a new group of leader objects $D_{i_1}$ ($i_1 = 1, I_1$) is allocated and a new set of objects $O_{k_1}$ ($k_1 = 1, K_1$), $K_1 = I_1$ is formed and problem (16) - (21) is solved again. With the continuation of the network reduction procedure, it is possible to absorb several objects with a low level of efficiency by the leader object.

### 6 Calculation results based on proposed approaches

We considered DS, which are square two-dimensional cylinders located at a certain distance from each other and differing in rotation angles $\alpha_i$ (Fig. 1). The parameters of the problem were as follows: DS sizes $U=5\lambda$, $L_1=\ldots \ L_{N-1}=7\lambda$, $N=12$, $0^\circ \leq \alpha_i \leq 20^\circ$, sector of observation $0^\circ \leq \varphi \leq 30^\circ$. Scattered fields were calculated based on the method of integral equations. After applying the considered algorithm, we obtained three reduced groups of DS. The average RCS level in the considered sector of angles did not exceed 23 dB.
6 Conclusion

A combined approach is proposed on the basis of which it is possible to optimize the scattering characteristics of objects of complex shape. The results of calculations during a test numerical experiment are presented.
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