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Two topics have been flourishing independently: the out-of-time-ordered correlator (OTOC) and the Kirkwood-Dirac (KD) quasiprobability distribution. The OTOC signals quantum-information scrambling in many-body systems. The KD quasiprobability represents operators in quantum optics. The OTOC was shown to equal a moment of a summed quasiprobability [Yunger Halpern, Phys. Rev. A 95, 012120 (2017)]. That quasiprobability, we argue, is an extension of the KD distribution. We explore the quasiprobability’s structure from experimental, numerical, and theoretical perspectives. First, we simplify and analyze Yunger Halpern’s weak-measurement and interference protocols for measuring the OTOC and its quasiprobability. We decrease, exponentially in system size, the number of trials required to infer the OTOC from weak measurements. We also construct a circuit for implementing the weak-measurement scheme. Next, we calculate the quasiprobability (after coarse graining) numerically and analytically: we simulate a transverse-field Ising model first. Then, we calculate the quasiprobability averaged over random circuits, which model chaotic dynamics. The quasiprobability, we find, distinguishes chaotic from integrable regimes. We observe nonclassical behaviors: the quasiprobability typically has negative components. It becomes nonreal in some regimes. The onset of scrambling breaks a symmetry that bifurcates the quasiprobability, as in classical-chaos pitchforks. Finally, we present mathematical properties. We define an extended KD quasiprobability that generalizes the KD distribution. The quasiprobability obeys a Bayes-type theorem, for example, that exponentially decreases the memory required to calculate weak values, in certain cases. A time-ordered correlator analogous to the OTOC, insensitive to quantum-information scrambling, depends on a quasiprobability closer to a classical probability. This work not only illuminates the OTOC’s underpinnings, but also generalizes quasiprobability theory and motivates immediate-future weak-measurement challenges.

DOI: 10.1103/PhysRevA.97.042105

Two topics have been evolving rapidly in separate fields, were combined recently: the out-of-time-ordered correlator (OTOC) and the Kirkwood-Dirac (KD) quasiprobability distribution. The OTOC signals chaos, and the dispersal of information through entanglement, in quantum many-body systems [1–6]. Quasiprobabilities represent quantum states as phase-space distributions represent statistical-mechanical states [7]. Classical phase-space distributions are restricted to positive values; quasiprobabilities are not. The best-known quasiprobability is the Wigner function. The Wigner function can become negative; the KD quasiprobability is restricted to positive values; quasiprobabilities are not. The best-known quasiprobability is the Wigner function. The Wigner function can become negative; the KD quasiprobability, negative nonreal [8–14]. Nonclassical values flag the quasiprobability, as in classical-chaos pitchforks. Hence, the KD quasiprobability, like the OTOC, reflects nonclassicality.

Yet, disparate communities use these tools: The OTOC, $F(t) = \frac{\partial^2}{\partial \beta \partial \beta'} \langle e^{-\left(\beta W + \beta' W'\right)} \rangle|_{\beta, \beta'=0}$, features in quantum information theory, high-energy physics, and condensed matter. Contexts include black holes within the anti–de Sitter space and conformal-field-theory (AdS+CFT) duality [1,21–23], weakly interacting field theories [24–27], spin models [1,28], and the Sachdev-Ye-Kitaev model [29,30]. The KD distribution features in quantum optics. Experimentalists have inferred the quasiprobability from weak measurements of photons [10–13,31–34] and superconducting qubits [35,36].

The two tools were united in Ref. [37]. The OTOC was shown to equal a moment of a summed quasiprobability $A_{\beta'}$:

1For a thorough comparison of Eq. (1) with Jarzynski’s equality, see the two paragraphs that follow the proof in Ref. [37].
OTOC has recently been linked to thermodynamics also in Refs. [39,40].

Equation (1) motivated definitions of quantities that deserve study in their own right. The most prominent quantity is the quasiprobability \( \tilde{A}_\rho \). \( \tilde{A}_\rho \) is more fundamental than \( F(t) \): \( \tilde{A}_\rho \) is a distribution that consists of many values. \( F(t) \) equals a combination of those values: a derived quantity, a coarse-grained quantity. \( \tilde{A}_\rho \) contains more information than \( F(t) \). This paper spotlights \( \tilde{A}_\rho \) and related quasiprobabilities “behind the OTOC.”

\( \tilde{A}_\rho \), we argue, is an extension of the KD quasiprobability. Weak-measurement tools used to infer KD quasiprobabilities can be applied to infer \( \tilde{A}_\rho \) from experiments [37]. Upon measuring \( \tilde{A}_\rho \), one can recover the OTOC. Alternative OTOC-measurement proposals rely on Lochshmidt echoes [41], interferometry [37,41–43], clocks [44], particle-number measurements of ultracold atoms [43,45,46], and two-point measurements [39]. Initial experiments have begun the push toward characterizing many-body scrambling: OTOCs of an infinite-temperature four-site NMR system have been measured [47]. OTOCs of symmetric observables have been measured with infinite-temperature trapped ions [48] and in nuclear spin chains [49]. Weak measurements offer a distinct toolkit, opening new platforms and regimes to OTOC measurements. The weak-measurement scheme in Ref. [37] is expected to provide a near-term challenge for superconducting qubits [35,50–55], trapped ions [56–62], ultracold atoms [63], cavity quantum electrodynamics (QED) [64,65], and perhaps NMR [66,67].

We investigate the quasiprobability \( \tilde{A}_\rho \) that “lies behind” the OTOC. The study consists of three branches: We discuss experimental measurements, calculate (a coarse grained) \( \tilde{A}_\rho \), and explore mathematical properties. Not only does quasiprobability theory shed new light on the OTOC, but the OTOC also inspires questions about quasiprobabilities and motivates weak-measurement experimental challenges.

The paper is organized as follows. In a Technical Introduction, we review the KD quasiprobability, the OTOC, the OTOC quasiprobability \( \tilde{A}_\rho \), and schemes for measuring \( \tilde{A}_\rho \). We also introduce our setup and notation.

Next, we discuss experimental measurements. We introduce a coarse graining \( \tilde{A}_\rho \) of \( \tilde{A}_\rho \). The coarse graining involves a “projection trick” that decreases, exponentially in system size, the number of trials required to infer \( F(t) \) from weak measurements. We evaluate pros and cons of the quasiprobability-measurement schemes in Ref. [37]. We also compare our schemes with alternative \( F(t) \)-measurement schemes [41,42,44]. We then present a circuit for weakly measuring a qubit system’s \( \tilde{A}_\rho \). Finally, we show how to infer the coarse grained \( \tilde{A}_\rho \) from alternative OTOC-measurement schemes (e.g., [41]).

Sections III and IV feature calculations of \( \tilde{A}_\rho \). First, we numerically simulate a transverse-field Ising model. \( \tilde{A}_\rho \) changes significantly, we find, over time scales relevant to the OTOC. The quasiprobability’s behavior distinguishes nonintegrable from integrable Hamiltonians. The quasiprobability’s negativity and nonreality remain robust with respect to substantial quantum interference. We then calculate an average, over Brownian circuits, of \( \tilde{A}_\rho \). Brownian circuits model chaotic dynamics: The system is assumed to evolve, at each time step, under random two-qubit couplings [68–71].

A final “theory” section concerns mathematical properties and physical interpretations of \( \tilde{A}_\rho \). \( \tilde{A}_\rho \) shares some, though not all, of its properties with the KD distribution. The OTOC motivates a generalization of a Bayes-type theorem obeyed by the KD distribution [14,72–75]. The generalization exponentially shrinks the memory required to compute weak values, in certain cases. The OTOC also motivates a generalization of decompositions of quantum states \( \rho \). This decomposition property may help experimentalists assess how accurately they prepared the desired initial state when measuring \( F(t) \).

A time-ordered correlator \( F_{\text{TOC}}(t) \) analogous to \( F(t) \), we show next, depends on a quasiprobability that can reduce to a probability. The OTOC quasiprobability lies farther from classical probabilities than the TOC quasiprobability, as the OTOC registers quantum-information scrambling that \( F_{\text{TOC}}(t) \) does not. Finally, we recall that the OTOC encodes three time reversals. OTOCs that encode more are moments of sums of “longer” quasiprobabilities. We conclude with theoretical and experimental opportunities.

We invite readers to familiarize themselves with the technical review, then to dip into the sections that interest them most. The technical review is intended to introduce condensed-matter, high-energy, and quantum-information readers to the KD quasiprobability and to introduce quasiprobability and weak-measurement readers to the OTOC. Armed with the technical review, experimentalists may wish to focus on Sec. II and perhaps Sec. III. Adherents of abstract theory may prefer Sec. V. The computationally minded may prefer Secs. III and IV. The paper’s modules (aside from the technical review) are independently accessible.

I. TECHNICAL INTRODUCTION

This section consists of three parts. In Sec. IA, we overview the KD quasiprobability. Section IB introduces our setup and notation. In Sec. IC, we review the OTOC and its quasiprobability \( \tilde{A}_\rho \). We overview also the weak-measurement and interference schemes for measuring \( \tilde{A}_\rho \) and \( F(t) \).

The quasiprobability section, IA, provides background for quantum-information, high-energy, and condensed-matter readers. The OTOC section, IC, targets quasiprobability and weak-measurement readers. We encourage all readers to study the setup (Sec. IB), as well as \( \tilde{A}_\rho \) and the schemes for measuring \( \tilde{A}_\rho \) (Sec. ID).

A. KD quasiprobability in quantum optics

The Kirkwood-Dirac quasiprobability is defined as follows. Let \( S \) denote a quantum system associated with a Hilbert space \( \mathcal{H} \). Let \( \{|a\rangle\} \) and \( \{|f\rangle\} \) denote orthonormal bases for \( \mathcal{H} \). Let \( \mathcal{B}(\mathcal{H}) \) denote the set of bounded operators defined on \( \mathcal{H} \), and let \( \mathcal{O} \subseteq \mathcal{B}(\mathcal{H}) \). The KD quasiprobability

\[
\tilde{A}_\rho^{(1)}(a,f) := \langle f |a\rangle \langle a |\mathcal{O} |f\rangle,
\]

regarded as a function of \( a \) and \( f \), contains all the information in \( \mathcal{O} \), if \( \langle a |f\rangle \neq 0 \) for all \( a, f \). Density operators \( \mathcal{O} = \rho \) are
often focused on in the literature and in this paper. This section concerns the context, structure, and applications of \( A_{O}^{\dagger}(a,f) \).

We set the stage with phase-space representations of quantum mechanics, alternative quasiprobabilities, and historical background. Equation (2) facilitates retrodiction, or inference about the past, reviewed in Sec. 1A.2. How to decompose an operator \( O \) in terms of KD-quasiprobability values appears in Sec. 1A.3. The quasiprobability has mathematical properties reviewed in Sec. 1A.4.

Much of this section parallels Sec. V, our theoretical investigation of the OTOC quasiprobability. More background appears in Ref. [14].

1. Phase-space representations, alternative quasiprobabilities, and history

Phase-space distributions form a mathematical toolkit applied in Liouville mechanics [76]. Let \( S \) denote a system of \( 6N \) degrees of freedom (DOFs). An example system consists of \( N \) particles, lacking internal DOFs, in a three-dimensional space. We index the particles with \( i \) and let \( a = x, y, z \). The \( \alpha \)th component \( q_{\alpha}^{i} \) of particle \( i \)'s position is conjugate to the \( \alpha \)th component \( p_{\alpha}^{i} \) of the particle's momentum. The variables \( q_{\alpha}^{i} \) and \( p_{\alpha}^{i} \) label the axes of phase space.

Suppose that the system contains many DOFs: \( N \gg 1 \). Tracking all the DOFs is difficult. Which phase-space point \( S \) occupies, at any instant, may be unknown. The probability that, at time \( t \), \( S \) occupies an infinitesimal volume element localized at \( q_{x}^{1}, \ldots, q_{x}^{N}, p_{x}^{1}, \ldots, p_{x}^{N} \) is \( \rho(q_{x}^{1}, \ldots, q_{x}^{N}, p_{x}^{1}, \ldots, p_{x}^{N}; t) \) \( d^{3N}q \, d^{3N}p \). The phase-space distribution \( \rho(q_{x}^{1}, \ldots, q_{x}^{N}, p_{x}^{1}, \ldots, p_{x}^{N}; t) \) is a probability density.

\( q_{\alpha}^{i} \) and \( p_{\alpha}^{i} \) seem absent from quantum mechanics (QM), prima facie. Most introductions to QM cast quantum states in terms of operators, Dirac kets \( |\psi\rangle \), and wave functions \( \psi(x) \). Classical variables are relegated to measurement outcomes and to the classical limit. Wigner, Moyal, and others represented QM in terms of phase space [7]. These representations are used most in quantum optics.

In such a representation, a quasiprobability density replaces the statistical-mechanical probability density \( \rho \). Yet, quasiprobabilities violate axioms of probability [16]. Probabilities are nonnegative, for example. Quasiprobabilities can assume negative values, associated with nonclassical physics such as contextuality [14–18,20], and nonreal values. Relaxing different axioms leads to different quasiprobabilities. Different quasiprobabilities correspond also to different orderings of noncommutative operators [9]. The best-known quasiprobabilities include the Wigner function, the Glauber-Sudarshan \( P \) representation, and the Husimi \( Q \) function [7].

The KD quasiprobability resembles a little brother of theirs, whom hardly anyone has heard of [77]. Kirkwood and Dirac defined the quasiprobability independently in 1933 [8] and 1945 [9]. Their finds remained under the radar for decades. Rihaczek rediscovered the distribution in 1968, in classical-signal processing [78,79]. (The KD quasiprobability is sometimes called “the Kirkwood-Rihaczek distribution.”) The quantum community’s attention has revived recently. Reasons include experimental measurements, mathematical properties, and applications to retrodiction and state decompositions.

2. Bayes-type theorem and retrodiction with the KD quasiprobability

Prediction is inference about the future. Retrodiction is inference about the past. One uses the KD quasiprobability to infer about a time \( t' \), using information about an event that occurred before \( t' \) and information about an event that occurred after \( t' \). This forward-and-backward propagation evokes the OTOC’s out-of-time ordering.

We borrow notation from, and condense the explanation in, Ref. [14]. Let \( S \) denote a discrete quantum system. Consider preparing \( S \) in a state \( |i\rangle \) at time \( t = 0 \). Suppose that \( S \) evolves under a time-independent Hamiltonian that generates the family \( U_{t} \) of unitaries. Let \( F \) denote an observable measured at time \( t'' > 0 \). Let \( F = \sum_{f} f |f\rangle\langle f| \) be the eigendecomposition, and let \( f \) denote the outcome.

Let \( A = \sum_{a} a |a\rangle\langle a| \) be the eigendecomposition of an observable that fails to commute with \( F \). Let \( t' \) denote a time in \((0,t'')\). Which value can we most reasonably attribute to the system’s time \( t' \) \( A \), knowing that \( S \) was prepared in \( |i\rangle \) and that the final measurement yielded \( f \)?

Propagating the initial state forward to time \( t' \) yields \( |i'\rangle := U_{t'} |i\rangle \). Propagating the final state backward yields \( |f'\rangle := U_{t''-t'}^\dagger |f\rangle \). Our best guess about \( A \) is the weak value [36,73–75,80–82]

\[
A_{\text{weak}}(i,f) := \text{Re} \left( \frac{\langle f'| A |i'\rangle}{\langle f'| f'\rangle} \right).
\]

The real part of a complex number \( z \) is denoted by \( \text{Re}(z) \). The guess’s accuracy is quantified with a distance metric (Sec. VB) and with comparisons to weak-measurement data.

Aharonov et al. discovered weak values in 1988 [72]. Weak values be anomalous, or strange; \( A_{\text{weak}} \) can exceed the greatest eigenvalue \( a_{\text{max}} \) of \( A \) and can dip below the least eigenvalue \( a_{\text{min}} \). Anomalous weak values concur with negative quasiprobabilities and nonclassical physics [14,17,18,83,84]. Debate has surrounded weak values’ role in quantum mechanics [85–91].

The weak value \( A_{\text{weak}} \), we will show, depends on the KD quasiprobability. We replace the \( A \) in Eq. (3) with its eigendecomposition. Factoring out the eigenvalues yields

\[
A_{\text{weak}}(i,f) = \sum_{a} \text{Re} \left( \frac{\langle f'| a |i'\rangle}{\langle f'| f'\rangle} \right).
\]

The weight \( \text{Re}(\ldots) \) is a conditional quasiprobability. It resembles a conditional probability, the likelihood that, if \( |i\rangle \) was prepared and the measurement yielded \( f, a \) is the value most reasonably attributable to \( A \). Multiplying and dividing the argument by \( \langle i'| f'\rangle \) yields

\[
\bar{p}(a|i,f) := \frac{\text{Re}(\langle f'| a |i'\rangle \langle i'| f'\rangle)}{|\langle f'| f'\rangle|^{2}}.
\]

Substituting into Eq. (4) yields

\[
A_{\text{weak}}(i,f) = \sum_{a} \bar{p}(a|i,f).
\]
Equation (6) illustrates why negative quasiprobabilities concur with anomalous weak values. Suppose that \( \tilde{p}(a|i, f) \geq 0 \) \( \forall a \). The triangle inequality, followed by the Cauchy-Schwarz inequality, implies
\[
|\mathcal{A}_{\text{weak}}(i, f)| \leq \sum_a a |\tilde{p}(a|i, f)| \leq \sum_a |a| |\tilde{p}(a|i, f)| \leq |a_{\text{max}}| \sum_a |\tilde{p}(a|i, f)| = |a_{\text{max}}| \sum_a \tilde{p}(a|i, f) = |a_{\text{max}}| \tilde{p}(a|i, f) \leq |a_{\text{max}}|. \tag{7}
\]
The penultimate equality follows from \( \tilde{p}(a|i, f) \geq 0 \). Suppose, now, that the quasiprobability contains a negative value \( \tilde{p}(a\cdot i, f) < 0 \). The distribution remains normalized. Hence, the rest of the \( \tilde{p} \) values sum to \( > 1 \). The right-hand side of (9) exceeds \( |a_{\text{max}}| \).

The numerator of Eq. (5) is the Terletsky-Margenau-Hill (TMH) quasiprobability \([73, 92–94]\). The TMH distribution is the real part of a complex number. That complex generalization,
\[
\langle f'|a\rangle\langle a|i\rangle\langle i'|f\rangle, \tag{12}
\]
is the KD quasiprobability (2).

We can generalize the retrodiction argument to arbitrary states \( \rho \) \([95]\). Let \( D(\mathcal{H}) \) denote the set of density operators (unit-trace linear positive-semidefinite operators) defined on \( \mathcal{H} \). Let \( \rho = \sum_i p_i |i\rangle\langle i| \in D(\mathcal{H}) \) be a density operator’s eigendecomposition. Let \( \rho' := U_{\rho} U_{\rho}^\dagger \). The weak value Eq. (3) becomes
\[
\mathcal{A}_{\text{weak}}(\rho, f) := \Re \left( \frac{\langle f'|\mathcal{A}\rho\rangle f'}{\langle f'|\rho\rangle f'} \right). \tag{13}
\]
Let us eigendecompose \( \mathcal{A} \) and factor out \( \sum_a a \). The eigenvalues are weighted by the conditional quasiprobability
\[
\tilde{p}(a|\rho, f) = \frac{\Re \langle f'|a\rangle\langle a|\rho\rangle f'}{\langle f'|\rho\rangle f'} \tag{14}
\]
The numerator is the TMH quasiprobability for \( \rho \). The complex generalization
\[
\hat{A}^{(1)}_{\rho}(a, f) = \langle f'|a\rangle\langle a|\rho\rangle f' \tag{15}
\]
is the KD quasiprobability (2) for \( \rho \). We rederive (15), via an operator decomposition, next.

3. Decomposing operators in terms of KD-quasiprobability coefficients

The KD distribution can be interpreted not only in terms of retrodiction, but also in terms of operator decompositions \([10,11]\). Quantum-information scientists decompose qubit states in terms of Pauli operators. Let \( \mathbf{\sigma} = \sigma^x \mathbf{I} + \sigma^y \mathbf{J} + \sigma^z \mathbf{Z} \) denote a vector of the one-qubit Paulis. Let \( \hat{n} \in \mathbb{R}^3 \) denote a unit vector. Let \( \rho \) denote any state of a qubit, a two-level quantum system, \( \rho \) can be expressed as
\[
\rho = \frac{1}{2}(1 + \hat{n} \cdot \mathbf{\sigma}).
\]

It is usual to normalize \( \hat{n} \) components \( n_i \) constiute decomposition coefficients. The KD quasiprobability consists of coefficients in a more general decomposition.

Let \( \mathcal{S} \) denote a discrete quantum system associated with the Hilbert space \( \mathcal{H} \). Let \( \{|f\rangle\} \) and \( \{|a\rangle\} \) denote orthonormal bases for \( \mathcal{H} \). Let \( \mathcal{O} \in \mathcal{B}(\mathcal{H}) \) denote a bounded operator defined on \( \mathcal{H} \). Consider operating on each side of \( \mathcal{O} \) with a resolution of unity:
\[
\mathcal{O} = I \mathcal{O} 1 = \left( \sum_a |a\rangle\langle a| \right) \mathcal{O} \left( \sum_f |f\rangle\langle f| \right) \tag{16}
\]
\[
= \sum_{a, f} |a\rangle\langle f| \langle a| \mathcal{O} |f\rangle. \tag{17}
\]
Suppose that every element of \( \{|a\rangle\} \) has a nonzero overlap with every element of \( \{|f\rangle\} \):
\[
\langle f|a\rangle \neq 0 \quad \forall a, f. \tag{18}
\]
Each term in Eq. (17) can be multiplied and divided by the inner product:
\[
\mathcal{O} = \sum_{a, f} |a\rangle\langle f| \langle a| \mathcal{O} |f\rangle \tag{19}
\]
Under condition (18), \( \sum_{a, f} |a\rangle\langle f| \langle a| \mathcal{O} |f\rangle \) forms an orthonormal basis for \( \mathcal{B}(\mathcal{H}) \). The orthonormality is with respect to the Hilbert-Schmidt inner product. Let \( \mathcal{O}_1, \mathcal{O}_2 \in \mathcal{B}(\mathcal{H}) \). The operators have the Hilbert-Schmidt inner product \( (\mathcal{O}_1, \mathcal{O}_2) = \text{Tr}(\mathcal{O}_1 \mathcal{O}_2) \). The KD quasiprobability \( \langle f|a\rangle \langle a| \mathcal{O} |f\rangle \) consists of the decomposition coefficients.

Condition (18) is usually assumed to hold \([10,11,34]\). In Refs. [10,11], for example, \( \{|a\rangle| \langle a| \rangle \} \) and \( \{|f\rangle| \langle f| \rangle \} \) manifest as the position and momentum eigenbases \( \{|x\rangle\} \) and \( \{|p\rangle\} \). Let \( |\psi\rangle \) denote a pure state. Let \( \psi(x) \) and \( \tilde{\psi}(p) \) represent \( |\psi\rangle \) relative to the position and momentum eigenbases. The KD quasiprobability for \( \rho = |\psi\rangle\langle\psi| \) has the form
\[
\hat{A}^{(1)}_{\psi|\psi}(\rho, x) = \langle x|\rho\rangle\langle\rho|x\rangle \tag{20}
\]
\[
= e^{-i p x / \hbar} \tilde{\psi}(p) \tilde{\psi}^*(x). \tag{21}
\]
The OTOC motivates a relaxation of condition (18) (Sec. V C). [Although assumed in the operator decomposition (19), and assumed often in the literature, condition (18) need not hold in arbitrary KD-quasiprobability arguments.]
The Wigner function assumes only real values. Only by dipping below zero can the Wigner function deviate from classical probabilistic behavior. The KD distribution’s negativity has the following physical significance; imagine projectively measuring two (commuting) observables, \( \mathcal{A} \) and \( \mathcal{B} \), simultaneously. The measurement has some probability \( p(a; b) \) of yielding the values \( a \) and \( b \). Now, suppose that \( \mathcal{A} \) does not commute with \( \mathcal{B} \). No joint probability distribution \( p(a; b) \) exists. Infinitely precise values cannot be ascribed to noncommuting observables simultaneously. Negative quasi-probability values are visible only on scales smaller than the physical coarse-graining scale. But, negativity causes observable effects, visible in sequential measurements. Example effects include anomalous weak values \([14,17,18,72,83,84]\) and violations of Leggett-Garg inequalities \([96,97]\).

Unlike the Wigner function, the KD distribution can assume nonreal values. Consider measuring two noncommuting observables sequentially. How much does the first measurement affect the second measurement’s outcome? This disturbance is encoded in the KD distribution’s imaginary component \([98–101]\).

**Property 2.** Summing \( \hat{A}_p^{(1)}(a, f) \) over \( a \) yields a probability distribution. So does summing \( \hat{A}_p^{(1)}(a, f) \) over \( f \).

Consider substituting \( \mathcal{O} = \rho \) into Eq. (2). Summing over \( a \) yields \( \langle f | \rho | f \rangle \). This inner product equals a probability, by Born’s rule.

**Property 3.** The KD quasi-probability is defined as in Eq. (2) regardless of whether \( |a\rangle \) and \( |f\rangle \) are discrete.

The KD distribution and the Wigner function were defined originally for continuous systems. Discretizing the Wigner function is less straightforward \([16,20]\).

**Property 4.** The KD quasi-probability obeys an analog of Bayes’ theorem, Eq. (5).

Bayes’ theorem governs the conditional probability \( p(f|i) \) that an event \( f \) will occur, given that an event \( i \) has occurred. \( p(f|i) \) is expressed in terms of the conditional probability \( p(i|f) \) and the absolute probabilities \( p(i) \) and \( p(f) \):

\[
p(f|i) = \frac{p(i|f) p(f)}{p(i)}. \tag{22}
\]

Equation (22) can be expressed in terms of jointly conditional distributions. Let \( p(a|i, f) \) denote the probability that an event \( a \) will occur, given that an event \( i \) occurred and that \( f \) occurred subsequently. \( p(a|i, f) \) is defined similarly. What is the joint probability \( p(i, f, a) \) that \( i, f \), and \( a \) will occur? We can construct two expressions:

\[
p(i, f, a) = p(a|i, f) p(i, f) = p(a, f|i) p(i). \tag{23}
\]

The joint probability \( p(i, f) \) equals \( p(f|i) p(i) \). This \( p(i) \) cancels with the \( p(i) \) on the right-hand side of Eq. (23). Solving for \( p(a|i, f) \) yields Bayes’ theorem for jointly conditional probabilities,

\[
p(a|i, f) = \frac{p(a, f|i)}{p(f|i)}. \tag{24}
\]

Equation (5) echoes Eq. (24). The KD quasi-probability’s Bayesian behavior \([12,100]\) has been applied to quantum state tomography \([10,11,13,101–104]\) and to quantum foundations \([98]\).

Having reviewed the KD quasi-probability, we approach the extended KD quasi-probability behind the OTOC. We begin by concretizing our setup, then reviewing the OTOC.

**B. Setup**

This section concerns the setup and notation used throughout the rest of this paper. Our framework is motivated by the OTOC, which describes quantum many-body systems. Examples include black holes \([1,30]\), the Sachdev-Ye-Kitaev model \([29,30]\), other holographic systems \([21–23]\), and spin chains. We consider a system \( S \) associated with a Hilbert space \( \mathcal{H} \) of dimensionality \( d \). The system evolves under a Hamiltonian \( H \) that might be nonintegrable or integrable. \( H \) generates the time-evolution operator \( U := e^{-iHt} \).

We will have to sum or integrate over spectra. For concreteness, we sum, supposing that \( \mathcal{H} \) is discrete. A spin-chain example, discussed next, motivates our choice. Our sums can be replaced with integrals unless, e.g., we evoke spin chains explicitly.

We will often illustrate with a one-dimensional (1D) chain of spin-\( \frac{1}{2} \) DOFs. Figure 1 illustrates the chain, simulated numerically in Sec. III. Let \( N \) denote the number of spins. This system’s \( \mathcal{H} \) has dimensionality \( d = 2^N \).

We will often suppose that \( S \) occupies, or is initialized to, a state

\[
\rho = \sum_j p_j |j\rangle \langle j| \in \mathcal{D}(\mathcal{H}). \tag{25}
\]

The set of density operators defined on \( \mathcal{H} \) is denoted by \( \mathcal{D}(\mathcal{H}) \), as in Sec. IA. Orthonormal eigenstates are indexed by \( j \); eigenvalues are denoted by \( p_j \). Much literature focuses on temperature-\( T \) thermal states \( e^{-H/T} / Z \). (The partition function \( Z \) normalizes the state.) We leave the form of \( \rho \) general, as in Ref. \([37]\).

The OTOC is defined in terms of local operators \( \mathcal{W} \) and \( V \). In the literature, \( \mathcal{W} \) and \( V \) are assumed to be unitary and/or Hermitian. Unitarity suffices for deriving the results in Ref. \([37]\), as does Hermiticity. Unitarity and Hermiticity are
assumed there, and here, for convenience. In our spin-chain example, the operators manifest as one-qubit Paulis that act nontrivially on opposite sides of the chain, e.g., $W = \sigma^z \otimes 1^{\otimes (N-1)}$, and $V = 1^{\otimes (N-1)} \otimes \sigma^y$. In the Heisenberg picture, $W$ evolves as $W(t) := U(t)WU(t)$. The operators eigendecompose as

$$W = \sum_{w_\ell,\alpha_{w_\ell}} w_{\ell}|w_\ell,\alpha_{w_\ell}\rangle\langle w_\ell,\alpha_{w_\ell}|$$

(26)

and

$$V = \sum_{v_\ell,\lambda_{v_\ell}} v_{\ell}|v_\ell,\lambda_{v_\ell}\rangle\langle v_\ell,\lambda_{v_\ell}|.$$  

(27)

The eigenvalues are denoted by $w_\ell$ and $v_\ell$. The degeneracy parameters are denoted by $\alpha_{w_\ell}$ and $\lambda_{v_\ell}$. Recall that $W$ and $V$ are local. In our example, $W$ acts nontrivially on just one of $N \gg 1$ qubits. Hence, $W$ and $V$ are exponentially degenerate in $N$. The degeneracy parameters can be measured: some nondenerate Hermitian operator $\hat{W}$ has eigenvalues in a one-to-one correspondence with the $\alpha_{w_\ell}$’s. A measurement of $W$ and $\hat{W}$ outputs a tuple $(w_\ell,\alpha_{w_\ell})$. We refer to such a measurement as “a $\hat{W}$ measurement,” for conciseness. Analogous statements concern $V$ and a Hermitian operator $V$. Section II A introduces a trick that frees us from bothering with degeneracies.

### C. Out-of-time-ordered correlator

Given two unitary operators $W$ and $V$, the out-of-time-ordered correlator is defined as

$$F(t) := \langle W(t)V V(W(t))V \rangle \equiv \text{Tr}(\rho W(t)V V(W(t))V).$$

(28)

This object reflects the degree of noncommutativity of $V$ and the Heisenberg operator $W(t)$. More precisely, the OTOC appears in the expectation value of the squared magnitude of the commutator $[W(t),V]$. The matrix $C(t) := \langle [W(t),V]^2 \rangle = 2 - 2\text{Re}(F(t))$.

(29)

Even if $W$ and $V$ commute, the Heisenberg operator $W(t)$ generically does not commute with $V$ at sufficiently late times.

An analogous definition involves Hermitian $W$ and $V$. The commutator’s square magnitude becomes

$$C(t) = -\langle [W(t),V]^2 \rangle.$$  

(30)

This squared commutator involves TOC (time-ordered-correlator) and OTOC terms. The TOC terms take the forms $\langle VW(t)VW(t) \rangle$ and $\langle W(t)VVW(t) \rangle$. [Technically, $\langle VW(t)VW(t) \rangle$ is time ordered. $\langle W(t)VVW(t) \rangle$ behaves similarly.]

The basic physical process reflected by the OTOC is the spread of Heisenberg operators with time. Imagine starting with a simple $W$, e.g., an operator acting nontrivially on just one spin in a many-spin system. Time evolving yields $W(t)$. The operator has grown if $W(t)$ acts nontrivially on more spins than $W$ does. The operator $W(t)$ functions as a probe for testing whether the action of $W(t)$ has spread to the spin on which $W$ acts nontrivially.

Suppose $W$ and $V$ are unitary and commute. At early times, $WV(t)V$ and $VW(t)$ approximately commute. Hence, $F(t) \approx 1$, and $C(t) \approx 0$. Depending on the dynamics, at later times, $W(t)V$ may significantly fail to commute with $V$. In a chaotic quantum system, $W(t)$ and $V$ generically do not commute at late times, for most choices of $W$ and $V$.

The analogous statement for Hermitian $W$ and $V$ is that $F(t)$ approximately equals the TOC terms at early times. At late times, depending on the dynamics, the commutator may grow large. The time required for the TOC terms to approach their equilibrium values is called the dissipation time, $t_\Omega$. This time parallels the time required for a system to reach local thermal equilibrium. The time scale on which the commutator grows to be order one is called the scrambling time, $t_s$. The scrambling time parallels the time over which a drop of ink spreads across a container of water.

Why consider the commutator’s square modulus? The simpler object $\langle [W(t),V] \rangle$ often vanishes at late times, due to cancellations between states in the expectation value. Physically, the vanishing of $\langle [W(t),V] \rangle$ signifies that perturbing the system with $V$ does not significantly change the expectation value of $W(t)$. This physics is expected for a chaotic system, which effectively loses its memory of its initial conditions. In contrast, $C(t)$ is the expectation value of a positive operator (the magnitude-squared commutator). The cancellations that zero out $\langle [W(t),V] \rangle$ cannot zero out $\langle [W(t),V]^2 \rangle$.

Mathematically, the diagonal elements of the matrix that represents $[W(t),V]$ relative to the energy eigenbasis can be small. $\langle [W(t),V] \rangle$, evaluated on a thermal state, would be small. Yet, the matrix’s off-diagonal elements can boost the operator’s Frobenius norm, $\sqrt{\text{Tr}([W(t),V]^2)}$, which reflects the size of $C(t)$.

We can gain intuition about the manifestation of chaos in $F(t)$ from a simple quantum system that has a chaotic semiclassical limit. Let $W = q$ and $V = p$ for some position $q$ and momentum $p$:

$$C(t) = -\langle [q(t),p]^2 \rangle \sim \hbar^2 e^{2\lambda_4 t}. \quad \text{(31)}$$

This $\lambda_4$ is a classical Lyapunov exponent. The final expression follows from the correspondence principle: commutators are replaced with $i\hbar$ times the corresponding Poisson bracket. The Poisson bracket of $q(t)$ with $p$ equals the derivative of the final position with respect to the initial position. This derivative reflects the butterfly effect in classical chaos, i.e., sensitivity to initial conditions. The growth of $C(t)$, and the deviation of $F(t)$ from the TOC terms, provide a quantum generalization of the butterfly effect.

Within this simple quantum system, the analog of the dissipation time may be regarded as $t_\Omega \approx \lambda_4^{-1}$. The analog of the scrambling time is $t_s \approx \lambda_4^{-1} \ln \frac{2}{\Omega}$. The $\Omega$ denotes some measure of the accessible phase-space volume. Suppose that the phase space is large in units of $\hbar$. The scrambling time is much longer than the dissipation time: $t_s \gg t_\Omega$. Such a parametric separation between the time scales characterizes the systems that interest us most.

---

4Measurements of $W$ and $V$ are discussed in Ref. [37] and here. Hermitian operators $G_W$ and $G_V$ generate $W$ and $V$. If $W$ and $V$ are not Hermitian, $G_W$ and $G_V$ are measured instead of $W$ and $V$.  

---
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In more general chaotic systems, the value of $t_c$ depends on whether the interactions are geometrically local and on $\mathcal{W}$ and $V$. Consider, as an example, a spin chain governed by a local Hamiltonian. Suppose that $\mathcal{W}$ and $V$ are local operators that act nontrivially on spins separated by a distance $\ell$. The scrambling time is generically proportional to $\ell$. For this class of local models, $\ell/t_c$ defines a velocity $v_\beta$ called the butterfly velocity. Roughly, the butterfly velocity reflects how quickly initially local Heisenberg operators grow in space.

Consider a system in which $t_1$ is separated parametrically from $t_c$. The rate of change of $F(t)$ [rather, a regulated variation on $F(t)$] was shown to obey a nontrivial bound. Parametrize the OTOC as $F(t) \sim \text{TOC} - e^{\epsilon v_\beta t}$. The parameter $\epsilon \ll 1$ encodes the separation of scales. The exponent $\lambda_L$ obeys $\lambda_L \lesssim 2\pi k_B T$ in thermal equilibrium at temperature $T$ [6]. $k_B$ denotes Boltzmann’s constant. Black holes in the AdS+CFT duality saturate this bound, exhibiting maximal chaos [1,30].

More generally, $\lambda_L$ and $v_\beta$ control the operators’ growth and the spread of chaos. The OTOC has thus attracted attention for a variety of reasons, including (but not limited to) the possibilities of nontrivial bounds on quantum dynamics, a new probe of quantum chaos, and a signature of black holes in AdS+CFT.

### D. Introducing the quasiprobability behind the OTOC

$F(t)$ was shown, in Ref. [37], to equal a moment of a summed quasiprobability amplitude $\tilde{A}_\rho$ is reviewed in Sec. ID1. Amplitudes are combined to form the quasiprobability $\tilde{A}_\rho$ in Sec. ID2. Summing $\tilde{A}_\rho(\ldots)$ values, with constraints, yields a complex distribution $P(\mathcal{W}, W')$ in Sec. ID3. Differentiating $P(\mathcal{W}, W')$ yields the OTOC. $\tilde{A}_\rho$ can be inferred experimentally from a weak-measurement scheme and from interference. We review these schemes in Sec. ID4.

A third quasiprobability is introduced in Sec. II A, the coarse-grained quasiprobability $\tilde{A}_\rho^\flat$. $\tilde{A}_\rho^\flat$ follows from summing values of $\tilde{A}_\rho$. $\tilde{A}_\rho^\flat$ has a more concise description than $\tilde{A}_\rho$. Also, measuring $\tilde{A}_\rho^\flat$ requires fewer resources (e.g., trials) than measuring $\tilde{A}_\rho$. Hence, Secs. II–IV will spotlight $\tilde{A}_\rho^\flat$, $\tilde{A}_\rho$, returns to prominence in the proofs of Sec. V and in opportunities detailed in Sec. VI. Different distributions suit different investigations. Hence the presentation of three distributions in this thorough study: $\tilde{A}_\rho$, $\tilde{A}_\rho^\flat$, and $P(\mathcal{W}, W')$.

#### I. Quantum probability amplitude $A_\rho$

The OTOC quasiprobability $\tilde{A}_\rho$ is defined in terms of probability amplitudes $A_\rho$. The $A_\rho$’s are defined in terms of the following process, $\mathcal{P}_A$:

1. Prepare $\rho$.
2. Measure the $\rho$ eigenbasis $|j;j\rangle$.
3. Evolve $S$ forward in time under $U$.
4. Measure $\mathcal{W}$.
5. Evolve $S$ backward under $U^\dagger$.
6. Measure $\mathcal{V}$.
7. Evolve $S$ forward under $U$.
8. Measure $\mathcal{W}$.

Suppose that the measurements yield the outcomes $j$, $(w_1, \alpha_{w_1})$, $(v_1, \lambda_{v_1})$, and $(w_2, \alpha_{w_2})$. Figure 2(a) illustrates this process. The process corresponds to the probability amplitude

$$A_\rho \left( j; w_1, \alpha_{w_1}; v_1, \lambda_{v_1}; w_2, \alpha_{w_2} \right) = \left\langle w_2, \alpha_{w_2} | U | v_1, \lambda_{v_1} | U^\dagger | w_1, \alpha_{w_1} \right\rangle \times \left| \langle w_1, \alpha_{w_1} | U | j \rangle \right|^2.$$  \(32\)

We do not advocate for performing $\mathcal{P}_A$ in any experiment. $\mathcal{P}_A$ is used to define $A_\rho$ and to interpret $A_\rho$ physically.

We order the arguments of $A_\rho$ differently than in Ref. [37]. Our ordering here parallels our later ordering of the quasiprobability’s argument. Weak-measurement experiments motivate the quasiprobability arguments’ ordering. This motivation is detailed in Footnote 7.

---

\(\text{FIG. 2. Quantum processes described by the probability amplitudes } A_\rho \text{ in the out-of-time-ordered correlator (OTOC). These figures, and parts of this caption, appear in Ref. [37]. The OTOC quasiprobability } \tilde{A}_\rho \text{ results from summing products } A_\rho(\ldots) A_\rho(\ldots) \text{. Each } A_\rho(\ldots) \text{ denotes a probability amplitude [Eq. (32)], so each product resembles a probability. But the amplitudes’ arguments differ (the amplitudes correspond to different quantum processes) because the OTOC operators } \mathcal{W}(t) \text{ and } V \text{ fail to commute, typically. Panel (a) illustrates the process described by the } A_\rho(\ldots) \text{; Panel (b), the process described by the } A^\flat_\rho(\ldots) \text{. Time, as measured by a laboratory clock, increases from left to right. Each process begins with the preparation of the state } \rho = \sum_p p_j | j;j \rangle \text{ and a measurement of the state’s eigenbasis. Three evolutions } (U, U^\dagger, \text{ and } U) \text{ then alternate with three measurements of observables } (\mathcal{W}, \mathcal{V}, \text{ and } \mathcal{W}) \text{. Panels (a) and (b) are used to define } \tilde{A}_\rho \text{, rather than showing protocols for measuring } A_\rho.\)
Instances of $A_p$ are combined into $\tilde{A}_p$. A weak-measurement protocol can be used to measure $\tilde{A}_p$ experimentally. An interference protocol can be used to measure $A_p$, and so $\tilde{A}_p$ experimentally.

2. Fine-grained OTOC quasiprobability $\tilde{A}_p$

The quasiprobability's definition is constructed as follows. Consider a realization of $P_A$ that yields the outcomes $j$, $(w_1,\alpha_{w_1})$, and $(w_2,\alpha_{w_2})$. Figure 2(b) illustrates this realization. The initial and final measurements yield the same outcomes as in the (32) realization. We multiply the complex conjugate of the second realization’s amplitude by the first realization’s probability amplitude. Then, we sum over $j$ and $(w_1,\alpha_{w_1})$:

$$\tilde{A}_p(v_1,\lambda_{v_1};w_2,\alpha_{w_2};v_2,\lambda_{v_2};w_3,\alpha_{w_3}) := \sum_{j,(w_1,\alpha_{w_1})} A_p^*(j;w_3,\alpha_{w_3};v_2,\lambda_{v_2};w_2,\alpha_{w_2}) \times A_p(j;w_1,\alpha_{w_1};v_1,\lambda_{v_1};w_2,\alpha_{w_2}).$$  (33)

Equation (33) resembles a probability but differs due to the noncommutation of $\mathcal{W}(t)$ and $V$. We illustrate this relationship in two ways.

Consider a 1D quantum system, e.g., a particle on a line. We represent the system’s state with a wave function $\psi(x)$. The probability density at point $x$ equals $\psi^*(x)\psi(x)$. The $A_p$ in Eq. (33) echoes $\psi^*\psi$. But, the argument of the $\psi^*$ equals the argument of the $\psi$. The argument of the $A_p^*$ differs from the argument of the $A_p$ because $\mathcal{W}(t)$ and $V$ fail to commute.

Substituting into Eq. (33) from Eq. (32) yields

$$\tilde{A}_p(v_1,\lambda_{v_1};w_2,\alpha_{w_2};v_2,\lambda_{v_2};w_3,\alpha_{w_3}) = \langle w_3,\alpha_{w_3} | U | v_2,\lambda_{v_2} \rangle \langle v_2,\lambda_{v_2} | U | w_2,\alpha_{w_2} \rangle \times \langle w_2,\alpha_{w_2} | U | v_1,\lambda_{v_1} \rangle \langle v_1,\lambda_{v_1} | \rho U^\dagger | w_3,\alpha_{w_3} \rangle. $$  (34)

A simple example illustrates how $\tilde{A}_p$ nearly equals a probability. Suppose that an eigenbasis of $\rho$ coincides with $\{|w_1,\lambda_{w_1}|v_1,\lambda_{v_1}\rangle\}$ or with $\{|U\rangle|w_1,\alpha_{w_1}|v_1,\alpha_{v_1}\rangle|U\rangle\}$. Suppose, for example, that

$$\rho = \rho_v := \sum_{v_1,\lambda_{v_1}} p_{v_1,\lambda_{v_1}} |v_1,\lambda_{v_1}\rangle \langle v_1,\lambda_{v_1}|.$$  (35)

One such $\rho$ is the infinite-temperature Gibbs state $\rho_v/d$. Another example is easier to prepare: Suppose that $S$ consists of $N$ spins and that $V = \sigma_z^S$. One $\rho_v$ equals a product of $N$ $\sigma^+$ eigenstates. Let $(v_2,\lambda_{v_2}) = (v_1,\lambda_{v_1})$. [An analogous argument follows from $(w_3,\alpha_{w_3}) = (w_2,\alpha_{w_2})$.] Equation (34) reduces to

$$\left[ |w_2,\alpha_{w_2} | U | v_1,\lambda_{v_1}\rangle \right]^2 \left[ |w_3,\alpha_{w_3} | U | v_1,\lambda_{v_1}\rangle \right]^* p_{v_1,\lambda_{v_1}}.$$  (36)

Each square modulus equals a conditional probability. $p_{v_1,\lambda_{v_1}}$ equals the probability that, if $\rho$ is measured with respect to $\{|v_1,\lambda_{v_1}|v_1,\lambda_{v_1}\rangle\}$, outcome $(v_1,\lambda_{v_1})$ obtains.

In this simple case, certain quasiprobability values equal probability values: the quasiprobability values that satisfy $(v_2,\lambda_{v_2}) = (v_1,\lambda_{v_1})$ or $(w_3,\alpha_{w_3}) = (w_2,\alpha_{w_2})$. When both conditions are violated, typically, the quasiprobability value does not equal a probability value. Hence, not all the OTOC quasiprobability’s values reduce to probability values. Just as a quasiprobability lies behind the OTOC, quasiprobabilities lie behind time-ordered correlators (TOCs). Every value of a TOC quasiprobability reduces to a probability value in the same simple case (when $\rho$ equals, e.g., a $V$ eigenstate) (Sec. V D).

3. Complex distribution $P(W,W')$

$\tilde{A}_p$ is summed, in Ref. [37], to form a complex distribution $P(W,W')$. Let $W := w_1^3 w_2^2$ and $W' := w_2^2 w_1$ denote random variables calculable from measurement outcomes. If $W$ and $V$ are Paulis, $(W,W')$ can equal $(1,1), (1,-1), (1,1), (1,-1), (1,1)$.

$W$ and $W'$ serve, in the Jarzynski-type equality (1), analogously to the thermodynamic work $W_{th}$ in Jarzynski’s equality [38]. $W_{th}$ is a random variable, inferable from experiments, that fluctuates from trial to trial. So are $W$ and $W'$. One infers a value of $W_{th}$ by performing measurements and processing the outcomes. The two-point measurement scheme (TPMS) illustrates such protocols most famously. The TPMS has been used to derive quantum fluctuation relations [105]. One prepares the system in a thermal state, measures the Hamiltonian $H_{\ell}$ projectively; disconnects the system from the bath; tunes the Hamiltonian to $H_f$; and measures $H_{f\ell}$ projectively. Let $E_i$ and $E_f$ denote the measurement outcomes. The work invested in the Hamiltonian tuning is defined as $W_{th} := E_f - E_i$. Similarly, to infer $W$ and $W'$, one can measure $W$ and $V$ as in Sec. 1D-4, then multiply the outcomes.

Consider fixing the value of $(W,W')$. For example, let $(W,W') = (1,1)$. Consider the octuplets $(v_1,\lambda_{v_1} ; w_2,\alpha_{w_2} ; v_2,\lambda_{v_2} ; w_3,\alpha_{w_3})$ that satisfy the constraints $W = w_1^3 w_2^2$ and $W' = w_2^2 w_1$. Each octuple corresponds to a quasiprobability value $\tilde{A}_p(\ldots)$. Summing these quasiprobability values yields

$$P(W,W') := \sum_{(v_1,\lambda_{v_1}),(w_2,\alpha_{w_2}),(v_2,\lambda_{v_2}),(w_3,\alpha_{w_3})} \tilde{A}_p(v_1,\lambda_{v_1};w_2,\alpha_{w_2};v_2,\lambda_{v_2};w_3,\alpha_{w_3}) \times \delta_W(w_1^3 w_2^2) \delta_W(w_2^2 w_1).$$  (37)

The Kronecker delta is represented by $\delta_{ab}$. $P(W,W')$ functions analogously to the probability distribution, in the fluctuation-relation paper [38], over values of thermodynamic work.

The OTOC equals a moment of $P(W,W')$ [Eq. (1)], which equals a constrained sum over $A_p$ [37]. Hence our labeling of $\tilde{A}_p$ as a “quasiprobability behind the OTOC.”

---

6Familiarity with tensors might incline one to sum over the $(w_2,\alpha_{w_2})$ shared by the trajectories. But, we are not invoking tensors. More importantly, summing over $(w_2,\alpha_{w_2})$ introduces a $\delta_{w_2\alpha_{w_2}}$ that eliminates one $(v_1,\lambda_{v_1})$ degree of freedom. The resulting quasiprobability would not “lie behind” the OTOC. One could, rather than summing over $(w_1,\alpha_{w_1})$, sum over $(w_1,\alpha_{w_1})$. Either way, one sums over one trajectory’s first $\mathcal{W}$ outcome. We sum over $(w_1,\alpha_{w_1})$ to maintain consistency with [37].

7In Ref. [37], the left-hand side’s arguments are ordered differently and are condensed into the shorthand $(w,v,\alpha_{w},\lambda_v)$. Experiments motivate our reordering: consider inferring $\tilde{A}_p(a,b,c,d)$ from experimental measurements. In each trial, one (loosely speaking) weakly measures $a$, then $b$, then $c$, and then measures $d$ strongly. As the measurements are ordered, so are the arguments.
Equation (37) expresses the useful, difficult-to-measure $F(t)$ in terms of a characteristic function of a (summed) quasiprobability, as Jarzynski [38] expresses a useful, difficult-to-measure free-energy difference $\Delta F$ in terms of a characteristic function of a probability. Quasiprobabilities reflect nonclassicality (contextuality) as probabilities do not; so, too, does $F(t)$ reflect nonclassicality (noncommutation) as $\Delta F$ does not.

The definition of $P$ involves arbitrariness: the measurable random variables, and $P$, may be defined differently. Alternative definitions, introduced in Sec. VI E, extend more robustly to OTOCs that encode more time reversals. All possible definitions share two properties: (i) The arguments $W$, etc., denote random variables inferable from measurement outcomes, (ii) $P$ results from summing $\tilde{A}_p(\ldots)$ values subject to constraints $\delta_{ab}$.

$P(W, W')$ resembles a work distribution constructed by Solinas and Gasparinetti (SG) [106,107]. They study fluctuation-relation contexts, rather than the OTOC. SG propose a definition for the work performed on a quantum system [108,109]. The system is coupled weakly to detectors at a col. The distribution over possible work values is a quasiprobability distribution. Measurements can alter nonclassicality (noncommutation) as probabilities do not; so, too, does $F(t)$ reflect nonclassicality (noncommutation) as $\Delta F$ does not.

The ancilla and system are measured projectively. From many trials’ measurement data, one infers $\tilde{A}_p(\ldots)$, wherein $\tilde{A}$ can be inferred from weak measurements and from interference, as shown in Ref. [37]. Section II D shows how to infer a coarse graining of $\tilde{A}_p$ from other OTOC-measurement schemes (e.g., [41]). We focus mostly on the weak-measurement scheme here. The scheme is simplified in Sec. II. First, we briefly review the interference scheme.

The interference scheme in Ref. [37] differs from other interference schemes for measuring $F(t)$ [41–43]: from [37] interference scheme, one can infer not only $F(t)$, but also $\tilde{A}_p$. The greater the $\tilde{g}$, the stronger the measurement. A is measured strongly if a one-to-one mapping interrelates the $a$’s and the possible measurement outcomes $y$. We can say that an $\mathcal{A}$ measurement has yielded some outcome $a_y$. If $\tilde{g}$ small, $y$ provides incomplete information about $\mathcal{A}$. The value most reasonably attributable to $A$ remains $a_y$. But, a subsequent measurement of $A$ would not necessarily yield $a_y$. In exchange for forfeiting information about $\mathcal{A}$, we barely disturb the system’s initial state. We can learn more about $\mathcal{A}$ by measuring $A$ weakly in each of many trials, then processing measurement statistics.

A and $X$ are dimensionless: to form them, we multiply dimensionless observables by natural scales of the subsystems. These scales are incorporated into $\tilde{g}$.

$\tilde{g}$ Suppose that each detectable observable (each of $X$ and $Y$) has at least as many eigenvalues as $V$. For example, let $Y$ represent a pointer’s position and $X$ represent the momentum. Each $X$ eigenstate can be coupled to one $Y$ eigenstate. $\mathcal{A}$ will equal $V$, and $\mathcal{A}$ will have the form $e^{-i\tilde{g}Q}\otimes X$. Such a coupling makes efficient use of the detector: every possible final pointer position $y$ correlates with some $(v_i, \lambda_{v_i})$. Different $(v_i, \lambda_{v_i})$’s need not couple to different detectors. Since a weak measurement of $V$ provides information about one $(v_i, \lambda_{v_i})$ as well as a weak measurement of $[v_i, \lambda_{v_i}]$ does, we

Review of weak measurements. Measurements can alter quantum systems’ states. A weak measurement barely disturbs the measured system’s state. In exchange, the measurement provides little information about the system. Yet, one can infer much by performing many trials and processing the outcome statistics.

Extreme disturbances result from strong measurements [113]. The measured system’s state collapses onto a subspace. For example, let $\rho$ denote the initial state. Let $\mathcal{A} = \sum a |a\rangle\langle a|$ denote the measured observable’s eigendecomposition. A strong measurement has a probability $|\langle a|\rho(a)|\rangle$ of projecting $\rho$ onto $|a\rangle$. One can implement a measurement with an ancilla. Let $X = \sum_x x|\langle x|x\rangle$ denote an ancilla observable. One correlates $\mathcal{A}$ with $X$ via an interaction unitary. Von Neumann modeled such unitaries with $V_{\text{int}} := e^{-i\tilde{g}A\otimes X}[14,114]$. The parameter $\tilde{g}$ signifies the interaction strength. An ancilla observable, say, $Y = \sum_y y|\langle y|y\rangle$, is measured strongly.

The greater the $\tilde{g}$, the stronger the measurement. A is measured strongly if a one-to-one mapping interrelates the $a$’s and the possible measurement outcomes $y$. We can say that an $\mathcal{A}$ measurement has yielded some outcome $a_y$. If $\tilde{g}$ small, $y$ provides incomplete information about $\mathcal{A}$. The value most reasonably attributable to $A$ remains $a_y$. But, a subsequent measurement of $A$ would not necessarily yield $a_y$. In exchange for forfeiting information about $\mathcal{A}$, we barely disturb the system’s initial state. We can learn more about $\mathcal{A}$ by measuring $A$ weakly in each of many trials, then processing measurement statistics.

Kraus-operator model for measurement. Kraus operators [113] model the system-of-interest evolution induced by a weak measurement. Let us choose the following form for $\mathcal{A}$. Let $V = \sum_{v_i, \lambda_{v_i}} v_i|v_i, \lambda_{v_i}\rangle\langle v_i, \lambda_{v_i}|$ denote an observable of the system. $\Pi_{v_i}$ projects onto the $v_i$ eigenspace. Let $\mathcal{A} = |v_i, \lambda_{v_i}\rangle\langle v_i, \lambda_{v_i}|$. Let $\rho$ denote the system’s initial state, and let $|D\rangle$ denote the detector’s initial state.

Suppose that the $Y$ measurement yields $y$. The system’s state evolves under the Kraus operator

$$M_y = |y\rangle V_{\text{int}}|D\rangle \quad (38)$$

$$= |y\rangle \exp \left(-i\tilde{g}\sum_{v_i, \lambda_{v_i}} |v_i, \lambda_{v_i}\rangle\langle v_i, \lambda_{v_i}| \otimes X\right)|D\rangle \quad (39)$$

$$= |y\rangle |D\rangle 1 + (y\langle e^{-i\tilde{g}X} - 1\rangle |D\rangle |v_i, \lambda_{v_i}\rangle\langle v_i, \lambda_{v_i}| \quad (40)$$

as $\rho \mapsto \frac{M_y\rho M_y^\dagger}{Tr(M_y\rho M_y^\dagger)}$. The third equation follows from Taylor expanding the exponential, then replacing the projector’s square with the projector. We reparametrize the coefficients as $\langle y\rangle |D\rangle \equiv p(y) e^{i\theta}$, wherein $p(y) := |\langle y\rangle |D\rangle |$ and

$$\tilde{g}$$
An unimportant global phase is denoted by $e^{i\phi}$. We remove this global phase from the Kraus operator, redefining $M_\gamma$ as

$$M_\gamma = \sqrt{p(y)} I + g(y) |v_\ell,\lambda_\ell\rangle \langle v_\ell,\lambda_\ell|.$$  \hfill (42)

The coefficients have the following significances. Suppose that the ancilla did not couple to the system. The $Y$ measurement would have a baseline probability $p(y)$ of outputting $y$. The dimensionless parameter $g(y) \in \mathbb{C}$ is derived from $g$. We can roughly interpret $M_\gamma$ statistically: In any given trial, the coupling has a probability $p(y)$ of failing to disturb the system (of evolving $\rho$ under $I$) and a probability $|g(y)|^2$ of projecting $\rho$ onto $|v_\ell,\lambda_\ell\rangle \langle v_\ell,\lambda_\ell|$. Weak-measurement scheme for inferring the OTOC quasiprobability $\tilde{A}_\rho$. Weak measurements have been used to measure KD quasiprobabilities \cite{10–13,31,32,34,35}. These techniques can be applied to infer $\tilde{A}_\rho$. The weak-measurement and interference protocols are discussed in Sec. II B. A circuit for implementing the weak-measurement scheme appears in Sec. II C.

We review the general and simple-case protocols. A projection trick, introduced in Sec. II A, reduces exponentially the number of trials required to infer about $\tilde{A}_\rho$ and $F(t)$. The weak-measurement and interference protocols are discussed in Sec. II B. A circuit for implementing the weak-measurement scheme appears in Sec. II C.

Suppose that $\rho$ does not share the $\tilde{V}$ or the $\tilde{W}(t)$ eigenbasis. One implements the following protocol, $P$:

1. Prepare $\rho$.
2. Measure $\tilde{V}$ weakly. (Couple the system’s $\tilde{V}$ weakly to some observable $X$ of a clean ancilla. Measure $X$ strongly.)
3. Evolve the system forward in time under $U$.
4. Measure $\tilde{W}$ weakly. (Couple the system’s $\tilde{W}$ weakly to some observable $Y$ of a clean ancilla. Measure $Y$ strongly.)
5. Evolve the system backward under $U^\dagger$.
6. Measure $\tilde{V}$ weakly. (Couple the system’s $\tilde{V}$ weakly to some observable $Z$ of a clean ancilla. Measure $Z$ strongly.)

will sometimes call a weak measurement of $[v_\ell,\lambda_\ell]|v_\ell,\lambda_\ell\rangle$ “a weak measurement of $V$,” for conciseness.

The efficient detector use trades off against mathematical simplicity, if $A$ is not a projector: Eq. (38) fails to simplify to Eq. (40). Rather, $V_{in}$ should be approximated to some order in $g$. The approximation is (i) first order if a KD quasiprobability is being inferred and (ii) third order if the OTOC quasiprobability is being inferred.

If $A$ is a projector, Eq. (38) simplifies to Eq. (40) even if $A$ is degenerate, e.g., $A = \Pi_w$. Such an $A$ assignment will prove natural in Sec. II: weak measurements of eigenstates $|v_\ell,\lambda_\ell\rangle |v_\ell,\lambda_\ell\rangle$ are replaced with less-resource-consuming weak measurements of $\Pi_w$’s. Experimentalists might prefer measuring Pauli operators $\sigma^\alpha$ (for $\alpha = x,y,z$) to measuring projectors $\Pi_w$ explicitly. Measuring Paulis suffices, as the eigenvalues of $\sigma^\alpha$ map, bijectively and injectively, onto the eigenvalues of $\Pi_w$ (Sec. II). Paulis square to the identity, rather than to themselves: $(\sigma^\alpha)^2 = I$. Hence, Eq. (40) becomes

$$\langle y | \cos(\tilde{g} X) | D \rangle = i \langle y | \sin(\tilde{g} X) | D \rangle \sigma^\alpha.$$  \hfill (41)

(7) Evolve the system forward under $U$.
(8) Measure $\tilde{W}$ strongly.

$X$, $Y$, and $Z$ do not necessarily denote Pauli operators. Each trial yields three ancilla eigenvalues $(x, y, z)$ and one $\tilde{W}$ eigenvalue $(w_3, \alpha_w)$. One implements $P$ many times.

From the measurement statistics, one infers the probability $P_{\text{weak}}(x; y; z; w_3, \alpha_w)$ that any given trial will yield the outcome quadruple $(x; y; z; w_3, \alpha_w)$.

From this probability, one infers the imaginary part of the quasiprobability reconstruction $\tilde{A}_\rho(v_1, \lambda_1; w_2, \alpha_w; v_2, \lambda_2; v_3, \lambda_3; w_3, \alpha_3)$. The probability has the form

$$P_{\text{weak}}(x; y; z; w_3, \alpha_w) = \langle w_3, \alpha_w | U M_5 U^\dagger M_4 \rho M_3^\dagger U^\dagger M_2^\dagger U^\dagger | w_3, \alpha_w \rangle.$$  \hfill (43)

We integrate over $x$, $y$, and $z$, to take advantage of all measurement statistics. We substitute in for the Kraus operators from Eq. (42), then multiply out. The result appears in Eq. (A7) of \cite{37}. Two terms combine into $\alpha \text{Im}(\tilde{A}_\rho(\ldots))$. The other terms form independently measurable “background” terms. To infer $R(\tilde{A}_\rho(\ldots))$, one performs $P$ many more times, using different couplings (equivalently, measuring different detector observables). Details appear in Appendix A of \cite{37}.

To infer the OTOC, one multiplies each quasiprobability $\tilde{A}_\rho(v_1, \lambda_1; w_2, \alpha_w; v_2, \lambda_2; w_3, \alpha_3)$ by the eigenvalue product $v_1 w_2^* w_3^*$. Then, one sums over the eigenvalues and the degeneracy parameters:

$$F(t) = \sum_{(v_1, \lambda_1), (v_2, \lambda_2), (v_3, \lambda_3)} v_1 w_2^* w_3^* \tilde{A}_\rho(v_1, \lambda_1; w_2, \alpha_w; v_2, \lambda_2; w_3, \alpha_3).$$  \hfill (44)

Equation (44) follows from Eq. (1). Hence, inferring the OTOC from the weak-measurement scheme, inspired by Jarzynski’s equality, requires a few steps more than inferring a free-energy difference $\Delta F$ from Jarzynski’s equality \cite{38}. Yet, such quasiprobability reconstructions are performed routinely in quantum optics.

$V$ and $W$ are local. Their degeneracies therefore scale with the system size. If $S$ consists of $N$ spin-$1/2$ DOFs, $|w_3, |\alpha_3| \sim 2^N$. Exponentially many $\tilde{A}_\rho(\ldots)$ values must be inferred. Exponentially many trials must be performed. We sidestep this exponentiality in Sec. II A: one measures eigenprojections of the degenerate $W$ and $V$, rather than of the nondegenerate $\tilde{W}$ and $\tilde{V}$. The one-dimensional $|v_\ell, \lambda_\ell\rangle |v_\ell, \lambda_\ell\rangle$ of Eq. (40) is replaced with $\Pi_w$’s. From the weak measurements, one infers the coarse-grained quasiprobability $\sum_{\text{degeneracies}} \tilde{A}_\rho(\ldots) =: \tilde{A}_\rho(\ldots)$. Summing $\tilde{A}_\rho(\ldots)$ values yields the OTOC:

$$F(t) = \sum_{v_1, w_2, v_2, w_3} v_1 w_2^* w_3^* \tilde{A}_\rho(v_1, w_2, v_2, w_3).$$  \hfill (45)

Equation (45) follows from performing the sums over the degeneracy parameters $\alpha$ and $\lambda$ in Eq. (44).

Suppose that $\rho$ shares the $\tilde{V}$ or the $\tilde{W}(t)$ eigenbasis. The number of weak measurements reduces to two. For example,
suppose that $\rho$ is the infinite-temperature Gibbs state $1/d$. The protocol $P$ becomes the following:

1. Prepare a $\tilde{V}$ eigenstate $|w_1, \alpha_{w_1}\rangle$.
2. Evolve the system backward under $U^\dagger$.
3. Measure $\tilde{V}$ weakly.
4. Evolve the system forward under $U$.
5. Measure $\tilde{V}$ weakly.
6. Evolve the system backward under $U^\dagger$.
7. Measure $\tilde{V}$ strongly.

In many recent experiments, only one weak measurement is performed per trial [10,12,31]. A probability $P_{\text{weak}}$ must be approximated to first order in the coupling constant $g(x)$. Measuring $\tilde{A}_p$ requires two or three weak measurements per trial. We must approximate $P_{\text{weak}}$ to second or third order. The more weak measurements performed sequentially, the more demanding the experiment. Yet, sequential weak measurements have been performed recently [32–34]. The experimentalists aimed to reconstruct density matrices and to measure non-Hermitian operators. The OTOC measurement provides new applications for their techniques.

II. EXPERIMENTALLY MEASURING $\tilde{A}_p$ AND THE COARSE GRAINED $\tilde{A}_p$

Multiple reasons motivate measurements of the OTOC quasiprobability $\tilde{A}_p$. $\tilde{A}_p$ is more fundamental than the OTOC $F(t)$, as $F(t)$ results from combining values of $\tilde{A}_p$. $\tilde{A}_p$ exhibits behaviors not immediately visible in $F(t)$, as shown in Secs. III and IV. $\tilde{A}_p$ therefore holds interest in its own right. Additionally, $\tilde{A}_p$ suggests new schemes for measuring the OTOC. One measures the possible values of $\tilde{A}_p(\ldots)$, then combines the values to form $F(t)$. Two measurement schemes are detailed in Ref. [37] and reviewed in Sec. 1D4. One scheme relies on weak measurements; one, on interference. We simplify, evaluate, and augment these schemes.

First, we introduce a “projection trick”: Summing over degeneracies turns one-dimensional projectors (e.g., $|w_1, \alpha_{w_1}\rangle\langle w_1, \alpha_{w_1}|$) into projectors onto degenerate eigenspaces (e.g., $\Pi_{w_1}^W$). The coarse-grained OTOC quasiprobability $\tilde{A}_p$ results. This trick decreases exponentially the number of trials required to infer the OTOC from weak measurements. Section II B concerns pros and cons of the weak-measurement and interference schemes for measuring $\tilde{A}_p$ and $F(t)$. We also compare those schemes with alternative schemes for measuring $F(t)$. Section II C illustrates a circuit for implementing the weak-measurement scheme. Section II D infers how to infer $\tilde{A}_p$ not only from the measurement schemes in Sec. 1D4, but also with alternative OTOC-measurement proposals (e.g., [41]) (if the eigenvalues of $\mathcal{W}$ and $\mathcal{V}$ are $\pm 1$).

A. Coarse-grained OTOC quasiprobability $\tilde{A}_p$ and a projection trick

$\mathcal{W}$ and $\mathcal{V}$ are local. They manifest, in our spin-chain example, as one-qubit Paulis that nontrivially transform opposite ends of the chain. The operators’ degeneracies grow exponentially with the system size $N$: $|\alpha_{w_1}|, |\lambda_{v_1}| \sim 2^N$. Hence, the number of $\tilde{A}_p(\ldots)$ values grows exponentially. One must measure exponentially many numbers to calculate $F(t)$ precisely via $\tilde{A}_p$. We circumvent this inconvenience by summing over the degeneracies in $\tilde{A}_p(\ldots)$, forming the coarse-grained quasiprobability $\tilde{A}_p(\ldots)$ can be measured in numerical simulations, experimentally via weak measurements, and (if the eigenvalues of $\mathcal{W}$ and $\mathcal{V}$ are $\pm 1$) experimentally with other $F(t)$-measurement setups (e.g., [41]).

The coarse-grained OTOC quasiprobability results from marginalizing $\tilde{A}_p(\ldots)$ over its degeneracies:

$$\tilde{A}_p(v_1,w_2,w_3) := \sum_{\lambda_{v_1},\alpha_{w_1},\lambda_{w_1},\alpha_{w_2}} \tilde{A}_p(v_1,\lambda_{v_1},w_2,\alpha_{w_1},v_2,\lambda_{v_2},w_3,\alpha_{w_2}).$$

Equation (46) reduces to a more practical form. Consider substituting into Eq. (46) for $\tilde{A}_p \ldots$ from Eq. (34). The right-hand side of Eq. (34) equals a trace. Due to the trace’s cyclicity, the three rightmost factors can be shifted leftward:

$$\tilde{A}_p(v_1,w_2,w_3) = \sum_{\lambda_{v_1},\alpha_{w_1},\lambda_{w_1},\alpha_{w_2}} \text{Tr}(\rho U^\dagger|w_1,\alpha_{w_1}\rangle\langle w_1,\alpha_{w_1}|U|v_2,\lambda_{v_2}\rangle\langle v_2,\lambda_{v_2}|w_2,\alpha_{w_2}\rangle\langle w_2,\alpha_{w_2}|U|v_1,\lambda_{v_1}\rangle\langle v_1,\lambda_{v_1}|).$$

The sums are distributed throughout the trace:

$$\tilde{A}_p(v_1,w_2,w_3) = \text{Tr}(\rho \sum_{\alpha_{w_1}} U^\dagger|w_1,\alpha_{w_1}\rangle\langle w_1,\alpha_{w_1}|U|v_2,\lambda_{v_2}\rangle\langle v_2,\lambda_{v_2}|w_2,\alpha_{w_2}\rangle\langle w_2,\alpha_{w_2}|U|v_1,\lambda_{v_1}\rangle\langle v_1,\lambda_{v_1}|).$$

Define

$$\Pi_{w_1}^V := \sum_{\alpha_{w_1}} |w_1,\alpha_{w_1}\rangle\langle w_1,\alpha_{w_1}|$$

as the projector onto the $w_1$ eigenspace of $\mathcal{V}$,

$$\Pi_{w_1}^W \Pi_{w_1}^V = U^\dagger \Pi_{w_1}^W U$$

as the projector onto the $w_1$ eigenspace of $\mathcal{W}(t)$, and

$$\Pi_{v_1}^V := \sum_{\lambda_{v_1}} |v_1,\lambda_{v_1}\rangle\langle v_1,\lambda_{v_1}|$$

as the projector onto the $v_1$ eigenspace of $V$. We substitute into Eq. (48), then invoke the trace’s cyclicity:

$$\tilde{A}_p(v_1,w_2,w_3) = \text{Tr}(\Pi_{w_1}^W \Pi_{v_1}^V \Pi_{w_1}^W \Pi_{v_1}^V \rho).$$

Asymmetry distinguishes Eq. (52) from Born’s rule and from expectation values. Imagine preparing $\rho$, measuring $V$...
TABLE I. Comparison of our measurement schemes with alternatives. This paper focuses on the weak-measurement and interference schemes for measuring the OTOC quasiprobability \( \tilde{A}_ρ \) or the coarse-grained quasiprobability \( \tilde{A}_ρ \). From \( \tilde{A}_ρ \) or \( \tilde{A}_ρ \), one can infer the OTOC \( F(t) \). These schemes appear in Ref. [37], are reviewed in Sec. I D 4, and are assessed in Sec. II B. We compare our schemes with the OTOC-measurement schemes in Refs. [41,42,44]. More OTOC-measurement schemes appear in Refs. [39,43,45–48]. Each row corresponds to a desirable quantity not time 2 0 1 0 2 (implemented

| Key tools | Weak measurement | Yungier Halpern interference | Swingle et al. | Yao et al. | Zhu et al. |
|-----------|-------------------|-----------------------------|---------------|-----------|-----------|
| What’s inferable from the measurement? | (1) \( F(t) \), \( \tilde{A}_ρ \) and \( \rho \) or \( \rho \) | \( F^{(\mathcal{K})}(t), \tilde{A}_ρ^\mathcal{K} \) and \( \tilde{A}_ρ \) | \( F(t) \) | Regulated correlator \( F_{\text{reg}}(t) \) | Quantum clock \( F(t) \) |
| Generality of \( \rho \) | Arbitrary | \( \rho \in \mathcal{D}(\mathcal{H}) \) | Arbitrary | \( \rho \in \mathcal{D}(\mathcal{H}) \) | Thermal \( e^{-H/\mathcal{T}}/Z \) | Arbitrary |
| Ancilla needed? | Yes | Yes | Yes for Ref \( F(t) \), no for \( |F(t)|^2 \) | Yes | Yes |
| Ancilla coupling global? | No | Yes | Yes | No | Yes |
| How long must ancilla stay coherent? | 1 weak measurement | Whole protocol | Whole protocol | Whole protocol | Whole protocol |
| # time reversals | 2 | 0 | 1 | 0 | 2 (implemented via ancilla) |
| # copies of \( \rho \) needed/trial | 1 | 1 | 1 | 2 | 1 |
| Signal-to-noise ratio | To be determined | To be determined | Constant in \( N \) | \( ~e^{-N} \) | Constant in \( N \) |
| Restrictions on \( \mathcal{W} \) & \( \mathcal{V} \) | Hermitian or unitary | Unitary | Unitary (extension to Hermitian possible) | Hermitian and unitary | Unitary |

Features projectors onto one-dimensional eigenspaces, e.g., \(|v_1, \lambda_{v_1}|v_1, \lambda_{v_1} \rangle \). Those projectors are replaced with \( \Pi \)’s onto higher-dimensional eigenspaces. Section II D details how \( \tilde{A}_ρ \) can be inferred from alternative OTOC-measurement schemes.

B. Analysis of the quasiprobability-measurement schemes and comparison with other OTOC-measurement schemes

Section I D 4 reviews two schemes for inferring \( \tilde{A}_ρ \): a weak-measurement scheme and an interference scheme. From \( \tilde{A}_ρ \) measurements, one can infer the OTOC \( F(t) \). We evaluate our schemes’ pros and cons. Alternative schemes for measuring \( F(t) \) have been proposed [39,41–46], and two schemes have been realized [47,48]. We compare our schemes with alternatives, as summarized in Table I. For specificity, we focus on [41,42,44].

The weak-measurement scheme augments the set of techniques and platforms with which \( F(t) \) can be measured. Alternative schemes rely on interferometry [41–43], controlled unitaries [41,44], ultracold-atom tools [43,45,46], and strong two-point measurements [39]. Weak measurements,
recently realized sequential weak measurements. The OTOC motivates a new application of information: quantum states [11] and to infer about non-Hermitian observables [34]. Experimentalists aimed to "directly measure general qubit systems have been designed [36,50]. Initial proof-of-principle experiments might not require direct access to the cloud, might suffice [116]. Random two-qubit unitaries could simulate chaotic Hamiltonian evolution.

In many weak-measurement experiments, just one weak measurement is performed per trial [10–13]. Yet, two weak measurements have recently been performed sequentially [32–34]. Experimentalists aimed to "directly measure general quantum states" [11] and to infer about non-Hermitian observable like operators. The OTOC motivates a new application of recently realized sequential weak measurements.

Our schemes furnish not only the OTOC $F(t)$, but also more information:

1. From the weak-measurement scheme in Ref. [37], we can infer the following:
   
   (A) The OTOC quasiprobability $\tilde{A}_\rho$. The quasiprobability is more fundamental than $F(t)$, as combining $\tilde{A}_\rho(\ldots)$ values yields $F(t)$ [Eq. (44)].
   
   (B) The OTOC $F(t)$.
   
   (C) The form $\rho$ of the state prepared. Suppose that we wish to evaluate $F(t)$ on a target state $\rho_{\text{target}}$. $\rho_{\text{target}}$ might be difficult to prepare, e.g., might be thermal. The prepared state $\rho$ approximates $\rho_{\text{target}}$. Consider performing the weak-measurement protocol $\mathcal{P}$ with $\rho$. One infers $\tilde{A}_\rho$. Summing $\tilde{A}_\rho(\ldots)$ values yields the form of $\rho$. We can assess the preparation’s accuracy without performing tomography independently. Whether this assessment meets experimentalists’ requirements for precision remains to be seen. Details appear in Sec. V.C.

2. The weak-measurement protocol $\mathcal{P}$ is simplified later in this section. Upon implementing the simplified protocol, we can infer the following information:

   (A) The coarse-grained OTOC quasiprobability $\tilde{\rho}_F$. Although less fundamental than the fine-grained $\tilde{A}_\rho$, $\tilde{\rho}_F$ implies the OTOC’s form [Eq. (45)].

   (B) The OTOC $F(t)$.

3. Upon implementing the interferometry scheme in Ref. [37], we can infer the following information:

   (A) The OTOC quasiprobability $\tilde{A}_\rho$.
   
   (B) The OTOC $F(t)$.
   
   (C) The form of the state $\rho$ prepared.
   
   (D) All the $\tilde{\rho}_F$-fold OTOCs $F^{\tilde{\rho}_F}(t)$, which generalize the OTOC $F(t)$. $F(t)$ encodes three time reversals. $F^{\tilde{\rho}_F}(t)$ encodes $\mathcal{X} = 2\tilde{\rho}_F - 1 = 3,5, \ldots$ time reversals. Details appear in Sec. V.E.

   (E) The quasiprobability $\tilde{A}_\rho(\mathcal{X})$ behind $F^{\tilde{\rho}_F}(t)$, for all $\mathcal{X}$ (Sec. V.E).

We have delineated the information inferable from the weak-measurement and interference schemes for measuring $\tilde{A}_\rho$ and $F(t)$. Let us turn to other pros and cons.

The weak-measurement scheme’s ancillas need not couple to the whole system. One measures a system weakly by coupling an ancilla to the system, then measuring the ancilla strongly. Our weak-measurement protocol requires one ancilla per weak measurement. Let us focus, for concreteness, on an $\tilde{A}_\rho$ measurement for a general $\rho$. The protocol involves three weak measurements and so three ancillas. Suppose that $\mathcal{W}$ and $V$ manifest as one-qubit Paulis. Weak measurements can be used to infer the coarse-grained quasiprobability $\tilde{\rho}_F$. Combining values of $\tilde{\rho}_F$ yields the OTOC $F(t)$. Panel (a) depicts a subcircuit used to implement a weak measurement of $n = \mathcal{W}$ or $V$. An ancilla is prepared in a fiducial state $\vert \theta \rangle$. A unitary $R_\rho$, rotates the qubit’s $\sigma^z$ eigenbasis into its $\sigma^z$ eigenbasis. $R_\rho(\pm \phi)$ rotates the ancilla’s state counterclockwise about the $y$ axis through a small angle $\pm \phi$, controlled by the system’s $\sigma^y$. The angle’s smallness guarantees the measurement’s weakness. $R_\rho$ rotates the system’s $\sigma^z$ eigenbasis back into the $\sigma^x$ eigenbasis. The ancilla’s $\sigma^z$ is measured strongly. The outcome, + or −, dictates which partial-projection operator $D_n^\pm$ updates the state. (b) Shows the circuit used to measure $\tilde{\rho}_F$. Three weak measurements, interspersed with three time evolutions ($U$, $U^\dagger$, and $U$), precede a strong measurement. Suppose that the initial state $\rho$ commutes with $\mathcal{W}$ or $V$, e.g., $\rho = 1/d$. Panel (b) requires only two weak measurements.

**FIG. 3.** Quantum circuit for inferring the coarse-grained OTOC quasiprobability $\tilde{\rho}_F$ from weak measurements. We consider a system of $N$ qubits prepared in a state $\rho$. The local operators $\mathcal{W} = \sigma^W \otimes \mathbb{1}^\otimes(N-1)$ and $V = \mathbb{1}^\otimes(N-1) \otimes \sigma^V$ manifest as one-qubit Paulis. Weak measurements can be used to infer the coarse-grained quasiprobability $\tilde{\rho}_F$. Combining values of $\tilde{\rho}_F$ yields the OTOC $F(t)$. Panel (a) depicts a subcircuit used to implement a weak measurement of $n = \mathcal{W}$ or $V$. An ancilla is prepared in a fiducial state $\vert \theta \rangle$. A unitary $R_\rho$, rotates the qubit’s $\sigma^z$ eigenbasis into its $\sigma^z$ eigenbasis. $R_\rho(\pm \phi)$ rotates the ancilla’s state counterclockwise about the $y$ axis through a small angle $\pm \phi$, controlled by the system’s $\sigma^y$. The angle’s smallness guarantees the measurement’s weakness. $R_\rho$ rotates the system’s $\sigma^z$ eigenbasis back into the $\sigma^x$ eigenbasis. The ancilla’s $\sigma^z$ is measured strongly. The outcome, + or −, dictates which partial-projection operator $D_n^\pm$ updates the state. (b) Shows the circuit used to measure $\tilde{\rho}_F$. Three weak measurements, interspersed with three time evolutions ($U$, $U^\dagger$, and $U$), precede a strong measurement. Suppose that the initial state $\rho$ commutes with $\mathcal{W}$ or $V$, e.g., $\rho = 1/d$. Panel (b) requires only two weak measurements.
measurement. In contrast, each ancilla in Refs. [41,42,44] remains in use throughout the protocol. The Swingle et al. scheme for measuring $\text{Re}(F(t))$, too, requires an ancilla that remains coherent throughout the protocol [41]. The longer an ancilla’s “active-duty” time, the more likely the ancilla’s state is to decohere. Like the weak-measurement scheme, the Swingle et al. scheme for measuring $|F(t)|^2$ requires no ancilla [41].

Also in the interference scheme for measuring $\hat{A}_p$, an ancilla remains active throughout the protocol. That protocol, however, is short: time need not be reversed in any trial. Each trial features exactly one $U$ or $U^\dagger$, not both. Time can be difficult to reverse in some platforms, for two reasons. Suppose that a Hamiltonian $H$ generates a forward evolution. A perturbation $\epsilon$ might lead $-(H+\epsilon)$ to generate the reverse evolution. Perturbations can mar long-time measurements of $F(t)$ [44]. Second, systems interact with environments. Decoherence might not be completely reversible [41]. Hence, the lack of a need for time reversal, as in our interference scheme and in Refs. [41,44], has been regarded as an advantage.

Unlike our interference scheme, the weak-measurement scheme requires that time be reversed. Perturbations $\epsilon$ threaten the weak-measurement scheme as they threaten the Swingle et al. scheme [41], $\epsilon$’s might threaten the weak-measurement scheme more, because time is inverted twice in our scheme. Time is inverted only once in Ref. [41]. However, our error might be expected to have roughly the size of the Swingle et al. scheme’s error. Furthermore, tools for mitigating the Swingle et al. scheme’s inversion error were proposed after this paper’s initial release [115]. Resilience of the Swingle et al. scheme to decoherence has been analyzed [41]. These tools may be applied to the weak-measurement scheme [115]. Like resilience, our schemes’ signal-to-noise ratios require further study.

As noted earlier, as the system size $N$ grows, the number of trials required to infer $\hat{A}_p$ grows exponentially. So does the number of ancillas required to infer $\hat{A}_p$: measuring a degeneracy parameter $\alpha_{uv}$ or $\bar{\alpha}_{uv}$ requires a measurement of each spin. Yet, the number of trials, and the number of ancillas, required to measure the coarse grained $\hat{\sigma}_p$ remains constant as $N$ grows. One can infer $\hat{\sigma}_p$ from weak measurements and, alternatively, from other $F(t)$-measurement schemes (Sec. II D). $\hat{\sigma}_p$ is less fundamental than $\hat{A}_p$, as $\hat{\sigma}_p$ results from coarse graining $\hat{A}_p$. $\hat{\sigma}_p$, however, exhibits nonclassicality and OTOC time scales (Sec. III). Measuring $\hat{\sigma}_p$ can balance the desire for fundamental knowledge with practicalities.

The weak-measurement scheme for inferring $\hat{\sigma}_p$ can be rendered more convenient. Section II A describes measurements of projectors $\Pi$. Experimentalists might prefer measuring Pauli operators $\sigma^a$. Measuring Paulis suffices for inferring a multi-qubit system’s $\hat{\sigma}_p$: the relevant $\Pi$ projects onto an eigenspace of a $\sigma^a$. Measuring the $\sigma^a$ yields $\pm 1$. These possible outcomes map bijectively onto the possible $\Pi$-measurement outcomes. See Footnote 9 for mathematics.

Our weak-measurement and interference schemes offer the advantage of involving general operators. $\mathcal{W}$ and $\mathcal{V}$ must be Hermitian or unitary, not necessarily one or the other. Suppose that $\mathcal{W}$ and $\mathcal{V}$ are unitary. Hermitian operators $G_{\mathcal{W}}$ and $G_{\mathcal{V}}$ generate $\mathcal{W}$ and $\mathcal{V}$, as discussed in Sec. I B. $G_{\mathcal{W}}$ and $G_{\mathcal{V}}$ may be measured in place of $\mathcal{W}$ and $\mathcal{V}$. This flexibility expands upon the measurement opportunities of, e.g., [41,42,44], which require unitary operators.

Our weak-measurement and interference schemes offer leeway in choosing not only $\mathcal{W}$ and $\mathcal{V}$, but also $\rho$. The state can assume any form $\rho \in \mathcal{D}(\mathcal{H})$. In contrast, infinite-temperature Gibbs states $\rho = 1/d$ were used in Refs. [47,48]. Thermality of $\rho$ is assumed in Ref. [42]. Commutation of $\rho$ with $V$ is assumed in Ref. [39]. If $\rho$ shares a $V$ eigenbasis or the $\mathcal{W}(t)$ eigenbasis, e.g., if $\rho = 1/d$, our weak-measurement protocol simplifies from requiring three sequential weak measurements to requiring two.

C. Circuit for inferring $\hat{\sigma}_p$ from weak measurements

Consider a 1D chain $S$ of $N$ qubits. A circuit implements the weak-measurement scheme reviewed in Sec. I D 4. We exhibit a circuit for measuring $\hat{\sigma}_p$. One subcircuit implements each weak measurement. These subcircuits result from augmenting Fig. 1 of [117].

Dressel et al. use the partial-projection formalism, which we review first. We introduce notation, then review the weak-measurement subcircuit of [117]. Copies of the subcircuit are embedded into our $\hat{\sigma}_p$-measurement circuit.

1. Partial-projection operators

Partial-projection operators update a state after a measurement that may provide incomplete information. Suppose that $S$ begins in a state $|\psi\rangle$. Consider performing a measurement that could output $+\text{or} -$. Let $\Pi_+$ and $\Pi_-$ denote the projectors onto the $+$ and $-$ eigenspaces. Parameters $p,q \in [0,1]$ quantify the correlation between the outcome and the premeasurement state. If $|\psi\rangle$ is a $+$ eigenstate, the measurement has a probability $p$ of outputting $+$. If $|\psi\rangle$ is a $-$ eigenstate, the measurement has a probability $q$ of outputting $-$. Suppose that outcome $+\text{obtains}$. We update $|\psi\rangle$ using the partial-projection operator $D_+ := \sqrt{p} \Pi_+ + \sqrt{1-p} \Pi_-$. The measurement yields $-\text{, we update} |\psi\rangle$ with $D_- := \sqrt{1-p} \Pi_+ + \sqrt{q} \Pi_-$. The measurement is strong if $(p,q) = (0,1)$ or $(1,0)$. $D_+$ and $D_-$ reduce to projectors. The measurement collapses $|\psi\rangle$ onto an eigenspace. The measurement is weak if $p$ and $q$ lie close to $\frac{1}{2}$: $D_{\pm}$ lies close to the normalized identity $\frac{1}{2}$. Such an operator barely changes the state. The measurement provides hardly any information.

We modeled measurements with Kraus operators $M_x$ in Sec. I D 4. The polar decomposition of $M_x$ [118] is a partial-projection operator. Consider measuring a qubit’s $\sigma^z$. Recall that $X$ denotes a detector observable. Suppose that, if an $X$ measurement yields $x$, a subsequent measurement of the spin’s $\sigma^z$ most likely yields $+$. The Kraus operator $M_x = \sqrt{p(x)} \mathbb{I} + g(x) \Pi_+$ updates the system’s state. $M_x$ is related to $D_x$ by $D_x = U_x \sqrt{M_x^* M_x}$ for some unitary $U_x$. The form of $U_x$ depends on the system-detector coupling and on the detector-measurement outcome.

The imbalance $|p-q|$ can be tuned experimentally. Our scheme has no need for a nonzero imbalance. We assume that $p = q$. 
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2. Notation

Let $\sigma := \sigma^x \hat{x} + \sigma^y \hat{y} + \sigma^z \hat{z}$ denote a vector of one-qubit Pauli operators. The $\sigma^z$ basis serves as the computational basis in Ref. [117]. We will exchange the $\sigma^z$ basis with the $W$ eigenbasis, or with the $V$ eigenbasis, in each weak-measurement subcircuit.

In our spin-chain example, $W$ and $V$ denote one-qubit Pauli operators localized on opposite ends of the chain $S$: $W = \sigma^W \otimes \otimes^{(N-1)}$ and $V = \otimes^{(N-1)} \otimes \sigma^V$. Unit vectors $W, V \in \mathbb{R}^3$ are chosen such that $\sigma^n := \sigma \cdot \hat{n}$, for $n = N, W, V$.

The one-qubit Paulis eigendecompose as $\sigma^W = | + W| + W| - W| - W| - V|$, and $\sigma^V = | + V| + V| - | - V|$. The whole-system operators eigendecompose as $W = \Pi^W_+ - \Pi^W_-$ and $V = \Pi^V_+ - \Pi^V_-$. A rotation operator $R_\theta$ maps the $\sigma^z$ eigenstates to the $\sigma^n$ eigenstates: $R_\theta^{| + \rangle} = | + n \rangle$, and $R_\theta^{| - \rangle} = | - n \rangle$.

We model weak $W$ measurements with the partial-projection operators

$$D^W_+ := \sqrt{p_W} \Pi^W_+ + \sqrt{1 - p_W} \Pi^W_-, \quad (54)$$

$$D^W_- := \sqrt{1 - p_W} \Pi^W_+ + \sqrt{p_W} \Pi^W_- \quad (55)$$

The $V$ partial-projection operators are defined analogously:

$$D^V_+ := \sqrt{p_V} \Pi^V_+ + \sqrt{1 - p_V} \Pi^V_-, \quad (56)$$

$$D^V_- := \sqrt{1 - p_V} \Pi^V_+ + \sqrt{p_V} \Pi^V_- \quad (57)$$

3. Weak-measurement subcircuit

Figure 3(a) depicts a subcircuit for measuring $n = W$ or $V$ weakly. To simplify notation, we relabel $p_n$ as $p$. Most of the subcircuit appears in Fig. 1 of [117]. We set the imbalance parameter $\epsilon$ to 0. We sandwich Fig. 1 of [117] between two one-qubit unitaries. The sandwiching interchanges the computational basis with the $n$ eigenbasis.

The subcircuit implements the following algorithm:

1. Rotate the $n$ eigenbasis into the $\sigma^z$ eigenbasis, using $R_\theta$.\(\uparrow\)

2. Prepare an ancilla in a fiducial state $|0\rangle \equiv | + \rangle$.

3. Entangle $S$ with the ancilla via a $Z$-controlled-$Y$: If $S$ is in state $|0\rangle$, rotate the ancilla’s state counterclockwise (CCW) through a small angle $\phi \ll \frac{\pi}{2}$ about the $y$ axis. Let $R_\phi$ denote the one-qubit unitary that implements this rotation. If $S$ is in state $|1\rangle$, rotate the ancilla’s state CCW through an angle $-\phi$, with $R_{\phi}(-\phi)$.

4. Measure the ancilla’s $\sigma^z$. If the measurement yields outcome $+$, $D_+ \uparrow$ updates the system’s state; and if $-$, then $D_-$.

5. Rotate the $\sigma^z$ eigenbasis into the $n$ eigenbasis, using $R_n$.

The measurement is weak because $\phi$ is small. Rotating through a small angle precisely can pose challenges [35].

4. Full circuit for weak-measurement scheme

Figure 3(b) shows the circuit for measuring $\mathcal{A}_\rho$. The full circuit contains three weak-measurement subcircuits. Each ancilla serves in only one subcircuit. No ancilla need remain throughout the protocol, as discussed in Sec. II.B. The ancilla used in the first $V$ measurement can be recycled for the final $V$ measurement.

The circuit simplifies in a special case. Suppose that $\rho$ shares an eigenbasis with $V$ or with $W(t)$, e.g., $\rho = \mathbb{I}/d$. Only two weak measurements are needed, as discussed in Sec. ID4.

We can augment the circuit to measure $\mathcal{A}_\rho$, rather than $\mathcal{A}_\rho$: during each weak measurement, every qubit will be measured. The qubits can be measured individually: the $N$-qubit measurement can be a product of local measurements. Consider, for concreteness, the first weak measurement. Measuring just qubit $N$ would yield an eigenvalue $v_1$ of $V$. We would infer whether qubit $N$ pointed upward or downward along the $V$ axis. Measuring all the qubits would yield a degeneracy parameter $\lambda_{V1}$. We could define $\lambda_{V1}$, as the list of the $z$ components of the other $N - 1$ qubits’ spins.

D. How to infer $\mathcal{A}_\rho$ from other OTOC-measurement schemes

$F(t)$ can be inferred, we have seen, from the quasiprobability $\mathcal{A}_\rho$ and from the coarse grained $\mathcal{A}_\rho$. $\mathcal{A}_\rho$ can be inferred from $F(t)$-measurement schemes, we show, if the eigenvalues of $W$ and $V$ equal $\pm 1$. We assume, throughout this section, that they do. The eigenvalues equal $\pm 1$ if $W$ and $V$ are Pauli operators.

The projectors (49) and (51) can be expressed as

$$\Pi^W_{N_v} = \frac{1}{2}(1 + w_v W) \quad \text{and} \quad \Pi^V_{v_t} = \frac{1}{2}(1 + v_t V). \quad (58)$$

Consider substituting from Eqs. (58) into Eq. (52). Multiplying out yields 16 terms. If $\langle \ldots \rangle := \text{Tr}(\ldots)$,

$$\mathcal{A}_{\rho}^W(v_1, v_2, v_3, w_1) = \frac{1}{16}[1 + (w_2 + w_3)W(t)] + (v_1 + v_2)(V$$

$$+ w_2w_3(W^2(t)) + v_1v_2(V^2) + (w_2v_1 + w_1v_1 + w_3v_2)$$

$$\times (W(t)V) + w_2v_2(WV(t)) + w_3v_3(w_2^2(V^2(t)V)$$

$$+ w_3v_1v_2(W(t)V^2) + w_2w_3v_2(W(t)VW(t))$$

$$+ w_2v_1v_2(WV(t)V) + w_3w_3v_1v_2 F(t)]. \quad (59)$$

If $W(t)$ and $V$ are unitary, they square to 1. Equation (59) simplifies to

$$\mathcal{A}_{\rho}^W(v_1, v_2, v_3, w_3) = \frac{1}{16}[(1 + w_2w_3 + v_1v_2)$$

$$+ [w_2 + w_3(1 + v_1v_2)]W(t)] + [v_1(1 + w_2w_3) + v_2(V$$

$$+ (w_2v_1 + w_3v_1 + v_3v_2)(W(t)V)$$

$$+ w_2v_2(WV(t)) + w_3v_3(v_2(W(t)VW(t))$$

$$+ w_2v_1v_2(WV(t)V) + w_3w_3v_1v_2 F(t)]. \quad (60)$$

The first term is constant. The next two terms are single-observable expectation values. The next two terms are two-point correlation functions. $(VVV(t)V)$ and $(VV(t)VW(t))$ are time-ordered correlation functions. $F(t)$ is the OTOC. $F(t)$ is the most difficult to measure. If one can measure it, one likely has the tools to infer $\mathcal{A}_{\rho}$. One can measure every term, for example, using the setup in Ref. [41].
III. NUMERICAL SIMULATIONS

We now study the OTOC quasi-probability’s physical content in two simple models. In this section, we study a geometrically local 1D model, an Ising chain with transverse and longitudinal fields. In Sec. IV, we study a geometrically nonlocal model known as the Brownian-circuit model. This model effectively has a time-dependent Hamiltonian.

We compare the physics of $\rho_\sigma$, with that of the OTOC. The time scales inherent in $\rho_\sigma$, as compared to the OTOC’s time scales, particularly interest us. We study also nonclassical behaviors, and negative and nonreal values, of $\rho_\sigma$. Finally, we find a parallel with classical chaos: the onset of classical chaos breaks a symmetry. This breaking manifests in bifurcations of $\rho_\sigma$, reminiscent of pitchfork diagrams.

The Ising chain is defined on a Hilbert space of $N$ spin-$\frac{1}{2}$ degrees of freedom. The total Hilbert space has dimensionality $d = 2^N$. The single-site Pauli matrices are labeled $\{\sigma^+_i, \sigma^z_i, \sigma^-_i\}$, for $i = 1, \ldots, N$. The Hamiltonian is

$$H = -J \sum_{i=1}^{N-1} \sigma^+_i \sigma^z_{i+1} - h \sum_{i=1}^{N} \sigma^z_i - g \sum_{i=1}^{N} \sigma^+_i. \quad (61)$$

The chain has open boundary conditions. Energies are measured in units of $J$. Times are measured in units of $1/J$. The interaction strength is thus set to one, $J = 1$, henceforth. We numerically study this model for $N = 10$ by exactly diagonalizing $H$. This system size suffices for probing the quasi-probability’s time scales. However, $N = 10$ does not necessarily illustrate the thermodynamic limit.

When $h = 0$, this model is integrable and can be solved with noninteracting-fermion variables. When $h \neq 0$, the model appears to be reasonably chaotic. These statements’ meanings are clarified in the data below. As expected, the quasi-probability’s qualitative behavior is sensitive primarily to whether $H$ is integrable, as well as to the initial state’s form. We study two sets of parameters:

Integrable: $h = 0, g = 1.05$ and
Nonintegrable: $h = 0.5, g = 1.05$. \hspace{1cm} (62)

We study several classes of initial states $\rho$, including thermal states, random pure states, and product states.

For $W$ and $V$, we choose single-Pauli operators that act nontrivially on just the chain’s ends. We illustrate with $W = \sigma^+_1$ or $W = \sigma^z_1$ and $V = \sigma^+_N$ or $\sigma^z_N$. These operators are unitary and Hermitian. They square to the identity, enabling us to use Eq. (60). We calculate the coarse-grained quasi-probability directly:

$$\rho^c_\sigma(v_1, w_2, v_2, w_3) = \text{Tr}(\rho \Pi_{w_2} \Pi_{v_1}^W \Pi_{w_3}^V \Pi_{v_2}^V). \quad (63)$$

For a Pauli operator $O$, $\Pi_{\sigma}^O = \frac{1}{2}(1 + aO)$ projects onto the $a \in \{1, -1\}$ eigenspace. We also compare the quasi-probability with the OTOC, Eq. (45).

$F(t)$ deviates from one at roughly the time needed for information to propagate from one end of the chain to the other. This onset time, which, up to a constant shift, is also approximately the scrambling time, lies approximately between $t = 4$ and $t = 6$, according to our the data. The system’s length and the butterfly velocity $v_b$ set the scrambling time (Sec. 1C). Every term in the Hamiltonian (61) is order one.

A. Thermal states

We consider first thermal states $\rho \propto e^{-H/T}$. Data for the infinite-temperature ($T = \infty$) state, with $W = \sigma^+_1$, $V = \sigma^z_N$, and nonintegrable parameters, appear in Figures 4–6. The legend is labeled such that $abcd$ corresponds to $w_1 = (-1)^a$, $w_2 = (-1)^b$, $v_1 = (-1)^c$, and $v_2 = (-1)^d$. This labeling corresponds to the order in which the operators appear in Eq. (63).

Three behaviors merit comment. Generically, the coarse-grained quasi-probability is a complex number: $\rho^c_\sigma(\ldots) \in \mathbb{C}$. However, $\rho^c_\sigma(1/1)$ is real. The imaginary component $\text{Im}(\rho^c_\sigma(1/1))$ might appear nonzero in Fig. 6. Yet, $\text{Im}(\rho^c_\sigma(1/1)) \ll 10^{-16}$. This value equals zero, to within machine precision. The second feature to notice is that the time required for $\rho^c_\sigma(1/1)$ to deviate from its initial value equals approximately the time required for the OTOC to deviate from its initial value. Third, although $\rho^c_\sigma(1/1)$ is real, it is negative and nonclassical for some values of its arguments.

What about lower temperatures? Data for the $T = 1$ thermal state are shown in Figs. 7–9. The coarse-grained quasi-probability is no longer real. Here, too, the time required for $\rho^c_\sigma$ to deviate significantly from its initial value is comparable

![FIG. 4. Real (upper curve) and imaginary (lower curve) parts of $F(t)$ as a function of time. The imaginary curve is nearly indistinguishable from the $x$ axis. $T = \infty$ thermal state. Nonintegrable parameters, $N = 10, W = \sigma^+_1, V = \sigma^z_N$. Hence, $v_b$ is expected to be order one, too. In light of our spin chain’s length, the data below are all consistent with a $v_b$ of approximately two.](https://example.com/fig4.png)

![FIG. 5. Real part of $\rho_\sigma$ as a function of time. $T = \infty$ thermal state. Nonintegrable parameters, $N = 10, W = \sigma^+_1, V = \sigma^z_N$. There are many degeneracies. The upper curves include 0000 and 1010, while the top of the lower pitchfork includes 1110 and the bottom of the lower pitchfork includes 0001.](https://example.com/fig5.png)
to the time scale of changes in $F(t)$. This comparability characterizes the real and imaginary parts of $\hat{A}_\rho$. Both parts oscillate at long times. In the small systems considered here, such oscillations can arise from finite-size effects, including the energy spectrum’s discreteness. With nonintegrable parameters, this model has an energy gap $\Delta_N=10.292$ above the ground state. The temperature $T=1$ is smaller than the gap. Hence, lowering $T$ from 10 to 1 brings the thermal state close to the ground state.

What about long-time behavior? At infinite temperature, $\hat{A}_{1/d}$ approaches a limiting form after the scrambling time but before any recurrence time. Furthermore, $\hat{A}_{1/d}$ can approach one of only a few possible limiting values, depending on the function’s arguments. This behavior follows from the terms in Eq. (60). At infinite temperature, $\langle V \rangle = 0$. Also the three-point functions vanish, due to the trace’s cyclicity. We expect the nontrivial two- and four-point functions to be small at late times. (Such smallness is visible in the four-point function in Fig. 4.) Hence, Eq. (60) reduces as

$$\hat{A}_\rho(v_1, w_2, v_2, w_3) \xrightarrow{t \to \infty} \frac{1}{16} [1 + w_2 w_3 + v_1 v_2].$$

According to Eq. (64), the late-time values of $\hat{A}_{1/d}$ should cluster around $\frac{1}{16}$, and $-\frac{1}{16}$. This expectation is roughly consistent with Fig. 5, modulo the upper lines’ bifurcation.

A bifurcation of $\hat{A}_\rho$ signals the breaking of a symmetry at the onset of scrambling. Similarly, pitchfork plots signal the breaking of a symmetry in classical chaos [119].

To within machine precision, $\text{Im}(\hat{A}_\rho)$ vanishes for all values of the arguments.

FIG. 6. Imaginary part of $\hat{A}_\rho$ as a function of time, $T = 10$ thermal state. Nonintegrable parameters, $N = 10$, $W = \sigma_1^z$, $V = \sigma_2^z$. The upper curve includes 0000, the middle curve includes 0011, and the lower cluster of curves includes 0100.

FIG. 7. Real (upper curve) and imaginary (lower curve) parts of $F(t)$ as a function of time, $T = 1$ thermal state. Nonintegrable parameters, $N = 10$, $W = \sigma_1^z$, $V = \sigma_2^z$. The various curves display similar looking oscillations as a function of time; some of the curves are, roughly, interleaved by a factor of $-1$, e.g., 1111 and 1110.

The right-hand side depends on the eigenvalues $w_1$ and $v_1$ only through squares. $\hat{A}_\rho(\ldots)$ remains invariant under the interchange of $w_2$ with $v_3$, under the interchange of $v_1$ with $v_2$, under the simultaneous negations of $w_2$ and $w_3$, and under the simultaneous negations of $v_1$ and $v_2$. These symmetries have operational significances: $\hat{A}_\rho$ remains constant under permutations and negations of measurement outcomes in the weak-measurement scheme (Sec. 1D4). Symmetries break as the system starts scrambling: $F(t)$ shrinks, shrinking the final term in Eq. (66). $\hat{A}_\rho$ starts depending not only on squares of $w_1$ and $v_1$ functions, but also on the eigenvalues individually.

Suppose that $w_2=-w_3$ and/or $v_1=-v_2$, as in the lower lines in Fig. 5. $\hat{A}_\rho(\ldots)$ reduces to the constant

$$\frac{1}{16} [1 + w_2 w_3 + v_1 v_2] = \frac{1}{16} [1 + w_2 w_3 + v_1 v_2].$$
reason is that each upper line corresponds to \( w_2w_3 = v_1v_2 = 1 \). [At early times, \(|F(t)|\) is small enough that any \( F(t)\)-dependent correction would fall within the lines’ widths.] Hence, the final term in Eq. (65) is proportional to \( \pm \langle W(t)V \rangle \). This prediction is consistent with the observed splitting. The \( \langle W(t)V \rangle \) term does not split the lower lines; each lower line satisfies \( w_2 = -w_3 \) and/or \( v_1 = -v_2 \). Hence, the \( \langle W(t)V \rangle \) term vanishes. We leave as an open question whether these pitchforks can be understood in terms of equilibria, like classical-chaos pitchforks [119].

In contrast with the \( T = \infty \) data, the \( T = 1 \) data oscillate markedly at late times (after the quasiprobability’s initial sharp change). We expect these oscillations to decay to zero at late times, if the system is chaotic, in the thermodynamic limit. Unlike at infinite temperature, \( W \) and \( V \) can have nonzero expectation values. But, if all nontrivial connected correlation functions have decayed, Eq. (60) still implies a simple dependence on the \( w_i \) and \( v_i \) parameters at late times.

Finally, Figures 10 and 11 show the coarse-grained quasiprobability \( \tilde{\mathcal{A}}^T_{\pm}(\omega, \ell) \) at infinite temperature with integrable parameters. The imaginary part remains zero, so we do not show it. The difference from the behavior in Figs. 4 and 5 (which shows \( T = \infty \), nonintegrable-H data) is obvious. Most dramatic is the large revival that occurs at what would, in the nonintegrable model, be a late time. Although this is not shown, the quasiprobability depends significantly on the choice of operator. This dependence is expected since different Pauli operators have different degrees of complexity in terms of the noninteracting-fermion variables.

FIG. 10. Real (upper curve) and imaginary (lower curve) parts of \( F(t) \) as a function of time. Random pure state. Nonintegrable parameters, \( N = 10, W = \sigma_1^z, V = \sigma_5^z \).

FIG. 11. Real part of \( \tilde{\mathcal{A}}^T_\pm \) as a function of time. \( T = \infty \) thermal state. Integrable parameters, \( N = 10, W = \sigma_1^z, V = \sigma_5^z \). The highest curve includes 0000. Of the curves near the \( x \) axis, the upper curve includes 1110, and the lower includes 0001.

B. Random states

We now consider random pure states \( \rho \propto |\psi\rangle \langle \psi | \) and nonintegrable parameters. Figures 12–14 show \( F(t) \) and \( \tilde{\mathcal{A}}^T_\rho \) for the operator choice \( W = \sigma_1^z \) and \( V = \sigma_5^z \) in a random pure state drawn according to the Haar measure. Each figure shows a single shot (contains data from just one pure state). Broadly speaking, the features are similar to those exhibited by the infinite-temperature \( \rho = 1/d \), with additional fluctuations.

The upper branch of lines in Fig. 13 exhibits dynamics before the OTOC does. However, lines’ average positions move significantly (the lower lines bifurcate, and the upper lines shift downward) only after the OTOC begins to evolve. The early motion must be associated with the early dynamics of the two- and three-point functions in Eq. (60). The late-time values are roughly consistent with those for \( \rho = 1/d \) but fluctuate more pronouncedly.

The agreement between random pure states and the \( T = \infty \) thermal state is expected, due to closed-system thermalization [120,121]. Consider assigning a temperature to a pure state by matching its energy density with the energy density of the thermal state \( e^{-H/T}/Z \), cast as a function of temperature. With high probability, any given random pure state corresponds to an infinite temperature. The reason is the thermodynamic entropy’s monotonic increase with temperature. Since the thermodynamic entropy gives the density of states, more states correspond to higher temperatures. Most states correspond to infinite temperature.

FIG. 12. Real (upper curve) and imaginary (lower curve) parts of \( F(t) \) as a function of time. Random pure state. Nonintegrable parameters, \( N = 10, W = \sigma_1^z, V = \sigma_5^z \).

FIG. 13. Real part of \( \tilde{\mathcal{A}}^T_\rho \) as a function of time. Random pure state. Nonintegrable parameters, \( N = 10, W = \sigma_1^z, V = \sigma_5^z \). The upper cluster includes 0000 and 0011. The upper prong of the lower pitchfork includes 1110; the lower prong includes 1001.
Pure state. Nonintegrable parameters, $N = 10, W = \sigma_z, V = \sigma_z$. A familiar pattern of oscillations is visible, with some curves being more or less related by a factor of $-1$, for example, $0011$ and $1000$.

For the random states and system sizes $N$ considered, if $H$ is nonintegrable, the agreement with thermal results is not complete. However, the physics appears qualitatively similar.

### C. Product states

Finally, we consider the product $|+x\rangle^\otimes_N$ of $N$ copies of the $+1 |\sigma^+\rangle$ eigenstate (Figs. 15–17). We continue to use $W = \sigma_z$ and $V = \sigma_z$. For the Hamiltonian parameters chosen, this state lies far from the ground state. The state therefore should correspond to a large effective temperature. Figures 15–17 show $F(t)$ and $\tilde{\rho}_p$ for nonintegrable parameters.

The real part of $F(t)$ decays significantly from its initial value of one. The imaginary part of $F(t)$ is nonzero but remains small. These features resemble the infinite-temperature features. However, the late-time $F(t)$ values are substantially larger than in the $T = \infty$ case and oscillate significantly.

Correspondingly, the real and imaginary components of $\tilde{\rho}_p$ oscillate significantly. $\text{Re}(\tilde{\rho}_p)$ exhibits dynamics before scrambling begins, as when $\rho$ is a random pure state. The real and imaginary parts of $\tilde{\rho}_p$ differ more from their $T = \infty$ counterparts than $F(t)$ differs from its counterpart. Some of this differing is apparently washed out by the averaging needed to construct $F(t)$ [Eq. (45)].

We expected pure product states to behave roughly like random pure states. The data support this expectation very roughly, at best. Whether finite-size effects cause this deviation, we leave as a question for further study.

### D. Summary

The main messages from this study are the following.

1. The coarse-grained quasiprobability $\tilde{\rho}_p$ is generically complex. Exceptions include the $T = \infty$ thermal state $1/d$ and states $\rho$ that share an eigenbasis with $V$ or with $W(t)$ [e.g., as in Eq. (35)]. Recall that the KD distribution’s nonreality signals nonclassical physics (Sec. 1A).

2. The derived quantity $P(W, W')$ is generically complex, our results imply. Nonclassicality thus survives even the partial marginalization that defines $P$ [Eq. (37)]. In general, marginalization can cause interference to dampen nonclassicality. (We observe such dampening in Property 6 of Sec. VA and in Property 9 of Appendix A.)

3. Random pure states’ quasiprobabilities resemble the $T = \infty$ thermal state’s quasiprobability but fluctuate more.

4. Certain product states’ quasiprobabilities display anomalously large fluctuations. We expected these states to resemble random states more.

5. The $\tilde{\rho}_p$’s generated by integrable Hamiltonians differ markedly from the $\tilde{\rho}_p$’s generated by nonintegrable Hamiltonians. Both types of $\tilde{\rho}_p$’s achieve nonclassical values, however. We did not clearly observe a third class of behavior.

6. The time scale after which $\tilde{\rho}_p$ changes significantly is similar to the OTOC time scale. $\tilde{\rho}_p$ can display nontrivial early-time dynamics not visible in $F(t)$. This dynamics can arise, for example, because of the two-point function contained in the expansion of $\tilde{\rho}_p$ [see Eq. (60)].

7. $\tilde{\rho}_p$ reveals that scrambling breaks a symmetry. Operationally, the symmetry consists of invariances of $\tilde{\rho}_p$ under permutations and negations of measurement outcomes in the weak-measurement scheme (Sec. 1D4). The symmetry breaking manifests in bifurcations of $\tilde{\rho}_p$. These bifurcations evoke classical-chaos pitchfork diagrams, which also arise when a symmetry breaks. One equilibrium point splits into...
three in the classical case [119]. Perhaps the quasiprobability’s pitchforks can be recast in terms of equilibria.

IV. CALCULATION OF $\mathcal{A}_G$ AVERAGED OVER BROWNIAN CIRCUITS

We study a geometrically nonlocal model, the Brownian-circuit model, governed by a time-dependent Hamiltonian [71]. We access physics qualitatively different from the physics displayed in the numerics of Sec. III. We also derive results for large systems and compare with the finite-size numerics. Since the two models’ locality properties differ, we do not expect agreement at early times. The late-time scrambled states, however, may be expected to share similarities. We summarize our main findings at the end of the section.

We consider a system of $N$ qubits governed by the random time-dependent Hamiltonian

$$H(t) \propto \sum_{i,j} \sum_{\alpha_i, \alpha_j} J_{i,j}^{\alpha_i \alpha_j}(t) \sigma_i^{\alpha_i} \sigma_j^{\alpha_j}.$$  

The couplings $J$ are time-dependent random variables. We denote the site-$i$ identity operator and Pauli operators by $\sigma_i^\alpha$, for $\alpha = 0, 1, 2, 3$. According to the model’s precise formulation, the time-evolution operator $U(t)$ is a random variable that obeys

$$U(t + dt) - U(t) = -\frac{\mathcal{N}}{2} U(t) dt - i\, dB(t).$$  

The final term’s $dB(t)$ has the form

$$dB(t) = \sqrt{\frac{1}{8(N - 1)}} \sum_{i < j, \alpha_i, \alpha_j} \sigma_i^{\alpha_i} \sigma_j^{\alpha_j} dB_{i,j}^{\alpha_i \alpha_j}(t).$$  

We will sometimes call Eq. (69) “$dB$.” $dB$ is a Gaussian random variable with zero mean and with variance

$$\mathcal{E}_B \{ dB_{i,j}^{\alpha_i \alpha_j} dB_{i',j'}^{\alpha_i' \alpha_j'} \} = \delta_{i, i'} \delta_{\alpha_i, \alpha_i'} \delta_{j, j'} \delta_{\alpha_j, \alpha_j'} dt.$$  

The expectation value $\mathcal{E}_B$ is an average over realizations of the noise $B$. We demand that $dt \, dB = 0$ and $dB \, dt = 0$, in accordance with the standard Ito calculus. $dB(t)$ is independent of $U(t)$, i.e., of all previous $dB$’s.

We wish to compute the average, over the ensemble defined by Eq. (68), of the coarse-grained quasiprobability:

$$\mathfrak{A}(v_1, w_2, v_2, w_3) = \mathcal{E}_B \{ \mathcal{A}_G(v_1, w_2, v_2, w_3) \}.$$  

A. Infinite-temperature thermal state $1/2^N$

We focus here on the infinite-temperature thermal state, $\rho = 1/2^N$, for two reasons. First, a system with a time-dependent Hamiltonian generically heats to infinite temperature with respect to any Hamiltonian in the ensemble. Second, the where $T = \infty$ state is convenient for calculations. A discussion of other states follows.

The ensemble remains invariant under single-site rotations, and all quubits are equivalent. Therefore, all possible choices of single-site Pauli operators for $W$ and $V$ are equivalent. Hence, we choose $W = \sigma_z^i$ and $V = \sigma_x^i$ without loss of generality.

Let us return to Eq. (59). Equation (59) results from substituting in for the projectors in $\mathcal{A}_G$. The sum contains $16$ terms. To each term, each projector contributes the identity $1$ or a nontrivial Pauli ($W$ or $V$). The terms are as follows:

1. $\mathcal{W}^{\text{IIII}}, \mathcal{W}^{\text{IIIV}}, 1 \mathcal{V}^{\text{IIII}}, 1 \mathcal{V}^{\text{IIIV}}, 1 \mathcal{V}^{\text{III}}$: $0$
2. $\mathcal{W}^{\text{VIII}}, 2 \mathcal{V}^{\text{III}}, 1 \mathcal{V}^{\text{VIII}}$, $\mathcal{W}^{\text{VIII}}$, $1 \mathcal{V}^{\text{VIII}}$: $0$
3. $\mathcal{W}^{\text{VIV}}, 2 \mathcal{V}^{\text{VII}}, 1 \mathcal{V}^{\text{VIII}}$: $0$
4. $\mathcal{W}^{\text{VIV}}, 1 \mathcal{V}^{\text{VIII}}$: $\mathcal{G}(t)$
5. $\mathcal{W}^{\text{VIII}}$: $0$
6. $\mathcal{W}^{\text{VIII}}, \mathcal{W}^{\text{VIII}}$: $\mathcal{F}(t)$

These computations rely on $\rho = 1/2^N$. Each term that contains an odd number of Pauli operators vanishes, due to the trace’s cyclicity and to the Paulis’ tracelessness. We have introduced a two-point function $G(t)$. An overall factor of $1/16$ comes from the projectors’ normalization.

Combining all the ingredients, we can express $\mathcal{A}_G$ in terms of $\mathcal{G}$ and $\mathcal{F}$. The result is

$$16 \mathcal{A}_G(v_1, w_2, v_2, w_3) = (1 + w_2 w_3 + v_1 v_2) + (w_2 + w_3)(v_1 + v_2) G + w_2 w_3 v_1 v_2 F.$$  

This result depends on $\rho = 1/2^N$, not on the form of the dynamics. But, to compute $\mathfrak{A}$, we must compute

$$\mathcal{G} = \mathcal{E}_B \{ G \}$$  

and

$$\mathcal{F} = \mathcal{E}_B \{ F \}.$$  

The computation of $\mathcal{F}$ appears in the literature [3]. $\mathcal{F}$ initially equals unity. It decays to zero around $t_c = \frac{N}{3} \log N$, the scrambling time. The precise functional form of $\mathcal{F}$ is not crucial. The basic physics is captured in a phenomenological form inspired by AdS+CFT computations [3]

$$\mathcal{F} \sim \left( \frac{1 + c_1}{1 + c_1 e^{t_c}} \right)^{c_2}.$$  

wherein $c_1 \sim 1/N$ and $c_2 \sim 1$.

To convey a sense of the physics, we review the simpler calculation of $\mathcal{G}$. The two-point function evolves according to

$$G(t + dt) = \frac{1}{2^N} \mathcal{E}_B \left[ \mathcal{U}(t) - \frac{N}{2} \mathcal{U}(t) dt - i\, dB \, \mathcal{U}(t) \right] \sigma_1^z \times \left[ \mathcal{U}(t) + \frac{N}{2} \mathcal{U}(t) dt + i\, dB \, \mathcal{U}(t) \right] \sigma_2^z.$$  
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Using the usual rules of Ito stochastic calculus, particularly Eq. (70) and $dt \, dB \, dt = 0$, we obtain
\[ \mathcal{G}(t + dt) - \mathcal{G}(t) = -N \, dt \, \mathcal{G}(t) + dt \, \frac{1}{8(N-1)} \times \sum_{i<j} \sum_{\alpha_i, \alpha_j} \frac{1}{2N} \mathcal{E}_B \{ \text{Tr} \{ \sigma_i(t) \sigma_j(t) \sigma_j^I \sigma_i^I \} \}. \] (77)

We have applied the trace’s cyclicality in the second term.

The second term’s value depends on whether $i$ and/or $j$ equals 2. If $i$ and/or $j$ equals 2, the second term vanishes because $\sum_{\alpha=0}^3 \sigma_\alpha^I \sigma_\alpha^I = 0$. If neither $i$ nor $j$ is 2, $\sigma_i^I \sigma_j^I$, commutes with $\sigma_2^I$. The second term becomes proportional to $G \ln(N-1)(N-2)/2$ terms, $i,j \neq 2$. An additional factor of $2^2$ comes from the two sums over Pauli matrices. Hence,
\[ \mathcal{G}(t + dt) - \mathcal{G}(t) = -2dt \, \mathcal{G}, \] (78)
or
\[ \frac{d \mathcal{G}}{dt} = -2 \mathcal{G}. \] (79)

This differential equation implies that $\mathcal{G}$ exponentially decays from its initial value. The initial value is zero: $\mathcal{G}(0) = G(0) = 0$. Hence, $\mathcal{G}(t)$ is identically zero.

Although it does not arise when we consider $\mathfrak{A}$, the ensemble-average autocorrelation function $\mathcal{E}_B \{ \langle \sigma_i^I(t) \sigma_i^I \rangle \}$ obeys a differential equation similar to the equation obeyed by $\mathcal{G}$. In particular, the equation decays exponentially with an order-one rate.

By the expectation value’s linearity and the vanishing of $\mathcal{G}$,
\[ \mathfrak{A} = \frac{1 + w_2 w_3 + v_1 v_2 + w_2 v_1 v_2}{16}. \] (80)

This simple equation states that the ensemble-averaged quasiprobability depends only on the ensemble-averaged OTOC $F(t)$, at infinite temperature. The time scale of $\mathcal{G}$’s decay is $\tau_c = 1/4 \log N$. Hence this is the time scale of changes in $\mathfrak{A}$.

Equation (80) shows (as intuition suggests) that $\mathfrak{A}$ depends only on the combinations $w_2 w_3$ and $v_1 v_2$. At $t = 0$, $\mathfrak{A}(0) = 1$. Hence, $\mathfrak{A}$ is
\[ \mathfrak{A}_{t=0} = \frac{1 + w_2 w_3 + v_1 v_2 + w_2 v_1 v_2}{16}. \] (81)

The cases are as follows:
1. $w_2 w_3 = 1, v_1 v_2 = 1$: $\mathfrak{A} = 1/4$.
2. $w_2 w_3 = -1, v_1 v_2 = 1$: $\mathfrak{A} = 0$.
3. $w_2 w_3 = 1, v_1 v_2 = -1$: $\mathfrak{A} = 0$.
4. $w_2 w_3 = -1, v_1 v_2 = -1$: $\mathfrak{A} = 0$.

These values are consistent with Fig. 5 at $t = 0$. These values’ degeneracies are consistent with the symmetries discussed in Sec. III and in Sec. V A (Property 7).

At long times, $\mathfrak{A}(\infty) = 0$, so $\mathfrak{A}$ is
\[ \mathfrak{A}_{t=\infty} = \frac{1 + w_2 w_3 + v_1 v_2}{16}. \] (82)

The cases are as follows:
1. $w_2 w_3 = 1, v_1 v_2 = 1$: $\mathfrak{A} = 3/16$.
2. $w_2 w_3 = 1, v_1 v_2 = -1$: $\mathfrak{A} = 1/16$.
3. $w_2 w_3 = -1, v_1 v_2 = 1$: $\mathfrak{A} = 1/16$.
4. $w_2 w_3 = -1, v_1 v_2 = -1$: $\mathfrak{A} = -1/16$.

Modulo the splitting of the upper two lines, this result is broadly consistent with the long-time behavior in Fig. 5. As the models in Sec. III and this section differ, the long-time behaviors need not agree perfectly. However, the models appear to achieve qualitatively similar scrambling states at late times.

### B. General state

Consider a general state $\rho$, such that $\sigma_j^I$ assumes the general form in Eq. (59). We still assume that $V = \sigma_1^I$ and $V = \sigma_2^I$. However, the results will, in general, now depend on these choices via the initial condition $\rho$. We still expect that, at late times, the results will not depend on the precise choices. Below, we use the notation $\langle \ldots \rangle \equiv \text{Tr}(\rho \ldots)$.

We must consider 16 terms again. The general case involves fewer simplifications. The terms are as follows:
1. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.
2. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.
3. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.
4. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.
5. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.
6. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.
7. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.
8. $\mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} \mathbb{W} = \{ \langle \sigma_j^I(t) \rangle \}$.

Consider first the terms of the form $q_i(t) := \mathcal{E}_B \{ \langle \sigma_j^I(t) \rangle \}$.

The time derivative is
\[ \frac{dq_i}{dt} = -N q_i + \sum_{j \neq \alpha} \sum_{\alpha} \mathcal{E}_B \{ \langle \sigma_j^I(t) \sigma_j^I U(t) \sigma_j^I U(t)^\dagger \rangle \}. \] (83)

To simplify the second term, we use a trick. Since
\[ \mathcal{E}_B \{ \langle \sigma_j^I \sigma_k^I \sigma_j^I U(t) \sigma_j^I U(t)^\dagger \rangle \}, \] (84)

we may pass the factors of $\sigma_j^I \sigma_k^I$ through $U(t)$, at the cost of changing some Brownian weights. We must consider a different set of $dB$’s, related to the originals by minus signs. This alternative set of Brownian weights has the original set’s ensemble probability. Hence, the ensemble average gives the same result. Therefore,
\[ \mathcal{E}_B \{ \langle \sigma_j^I \sigma_k^I U(t) \sigma_j^I U(t)^\dagger \rangle \} = \mathcal{E}_B \{ \langle U(t) \sigma_j^I \sigma_k^I U(t) \sigma_j^I U(t)^\dagger \rangle \}. \] (85)

If $i = j$ and/or $i = k$, the sum over $\sigma_j^I$ and/or the sum over $\sigma_k^I$ vanishes. If $i$ equals neither $j$ nor $k$, the Pauli operators commute. The term reduces to $q_i$. $i$ equals neither $j$ nor $k$ in $(N-1)(N-2)/2$ terms. A factor of 16 comes from the sums over $\sigma_j^I$ and $\sigma_k^I$. Hence,
\[ \frac{dq_i}{dt} = -N q_i + (N - 2) q_i = -2 q_i. \] (86)

Consider the terms of the form $q_i(t) := \langle \sigma_j^I(t) \rangle$. Since $\langle \sigma_j^I \sigma_j^I \rangle = q_j$, we may reuse the trick introduced above. This trick fails only when more than two copies of $U$ appear, as in $F(t)$. To be precise,
\[ \mathcal{E}_B \{ \langle \sigma_m^I \sigma_n^I U(t) \sigma_j^I U(t)^\dagger \rangle \} = \mathcal{E}_B \{ \langle U(t) \sigma_m^I \sigma_n^I U(t) \sigma_j^I U(t)^\dagger \rangle \}. \] (87)
As before, the sums over \( \sigma \) kill the relevant term in the time derivative of \( q_{ij} \), unless \( i \neq m,n \). Hence,

\[
\frac{dq_{ij}}{dt} = -2q_{ij}, \tag{88}
\]
as at infinite temperature.

Item (5), in the list above, concerns products of three \( \mathcal{V} \)’s and \( \mathcal{V} \)’s. We must consider four expectation values of Pauli products. As seen above, two of these terms reduce to \( q_i \) terms. By the trick used earlier,

\[
\mathbf{E}_B〔\{\sigma_z^2 U(t)\sigma_i^2 U(t)\sigma_z^2\}〕 = \mathbf{E}_B〔\{U(t)\sigma_z^2\sigma_i^2 U(t)^\dagger\}〕 = q_i(t). \tag{89}
\]
The other term we must consider is \( \mathbf{E}_B〔\{\sigma_i^2(t)\}〕 = : f_{ij} \). Our trick will not work because there are multiple copies of \( U(t) \) that are not all simultaneously switched as operators are moved around. At early times, when \( \sigma_i^2(t) \) and \( \sigma_j^2 \) approximately commute, this term approximately equals \( \{\sigma_j^2\} = q_j(t) \). At later times, including around the scrambling time, this term decays to zero.

The general expression for \( \mathcal{A} \) becomes

\[
16\mathcal{A} = 1 + w_3 w_2 + v_1 v_2 + \ldots + q_2(0) + q_1(t) + q_2(t)^* + w_3 v_1 + v_2 + v_2 w_1 \mathcal{F}(t) + v_1 v_2 q_1(t) + w_3 v_2 q_2(0) + w_3 v_1 q_3(0) + w_3 w_1 q_3(0) + \mathcal{F}(t). \tag{90}
\]

All these \( q \) functions obey known differential equations. The functions decay after a time of order one. We do not have explicit expressions for the \( f \) functions that appear, but they are expected to vary after a time \( -\log N \).

**Special case: \( \sigma_z^2 \) eigenstate**

In a concrete example, we suppose that \( \rho \) is a \(+1\) eigenstate of \( \sigma_z^2 \). Expressions simplify:

\[
q_2(0) = 1, \tag{91}
\]

\[
q_{12}(t) = q_1(t) = q_1(t)^*, \tag{92}
\]

and

\[
f_{12} = \mathcal{F}. \tag{93}
\]

Hermiticity of the Pauli operators implies that \( f_{12} \) is real. Hence, the ensemble-averaged OTOC \( \mathcal{F} \) is real for this choice of \( \rho \). The ensemble-averaged \( \mathcal{A}_\rho \) has the form

\[
\mathcal{A} = \left. k_1 + k_3 \mathcal{F} \right|_{16}, \tag{94}
\]

wherein

\[
k_1 = (1 + v_1)(1 + v_2 + w_1 w_2), \tag{95}
\]

\[
k_2 = (1 + v_1)(w_3 + w_2)(1 + v_2), \tag{96}
\]

and

\[
k_3 = (1 + v_1)w_3 v_2 w_2. \tag{97}
\]

Equations (94)–(97) imply that \( \mathcal{A} = 0 \) unless \( v_1 = 1 \).

The time scale after which \( q_1 \) decays is order one. The time required for \( \mathcal{F} \) to decay is of order log \( N \) (although not necessarily exactly the same as for the \( T = \infty \) state). Therefore, the late-time value of \( \mathcal{A} \) is well approximated by

\[
\mathcal{A}_{t \geq 1} \approx \frac{k_1 + k_3 \mathcal{F}}{16}. \tag{98}
\]

**C. Summary**

This study has the following main messages:

1. In this model, the ensemble-averaged quasiprobability varies on two time scales. The first time scale is an order-one relaxation time. At later times, the OTOC controls the physics entirely. \( F(t) \) varies after a time of order log \( N \).

2. The negative values of \( \mathcal{A}_\rho \) show a nonclassicality that might not be obvious from \( F(t) \) alone. Furthermore, we computed only the first moment of \( \mathcal{A}_\rho \). The higher moments are likely not determined by \( F(t) \) alone.

3. For \( T = \infty \), the late-time physics is qualitatively similar to the late-time physics of the geometrically local spin chain in Sec. III.

4. Nonclassicality, as signaled by negative values of \( \mathcal{A}_\rho \), is extremely robust. It survives the long-time limit and the ensemble average. One might have expected thermalization and interference to stamp out nonclassicality. On the other hand, we expect the circuit average to suppress the imaginary part of \( \mathcal{A}_\rho \) rapidly. We have no controlled examples in which \( \text{Im}(\mathcal{A}_\rho) \) remains nonzero at long times. Finding further evidence for or against this conjecture remains an open problem.

**V. THEORETICAL STUDY OF \( \bar{A}_\rho \)**

We have discussed experimental measurements, numerical simulations, and analytical calculations of the OTOC quasiprobability \( \bar{A}_\rho \). We now complement these discussions with mathematical properties and physical interpretations. First, we define an extended Kirkwood-Dirac distribution exemplified by \( \bar{A}_\rho \). We still define by \( \mathcal{B}(\mathcal{H}) \) the set of bounded operators defined on \( \mathcal{H} \).

**Definition 1 (\( \mathcal{K} \)-extended Kirkwood-Dirac quasiprobability).** Let \( \{|a\rangle, \ldots, |k\rangle\} \) and \( \{|f\rangle\} \) denote orthonormal bases for the Hilbert space \( \mathcal{H} \). Let \( \mathcal{O} \in \mathcal{B}(\mathcal{H}) \) denote a bounded operator defined on \( \mathcal{H} \). A \( \mathcal{K} \)-extended Kirkwood-Dirac quasiprobability for \( \mathcal{O} \) is defined as

\[
\bar{A}^{\mathcal{K}}_\rho(a, \ldots, k, f) := \langle f|k\rangle\langle k| \ldots |a\rangle\langle a|\mathcal{O}|f\rangle. \tag{99}
\]

This quasiprobability can be measured via an extension of the protocol in Sec. 1D4. Suppose that \( \mathcal{O} \) denotes a density matrix.
matrix. In each trial, one prepares $O$, weakly measures the bases sequentially (weakly measures $|k\rangle$), and so on, until weakly measuring $|f\rangle$ strongly.

We will focus mostly on density operators $\rho = \rho \in D(\mathcal{H})$. One infers $\tilde{A}_{\rho}(\mathcal{X})$ by performing $2^{\mathcal{X}} - 1$ weak measurements, and one strong measurement, per trial. The order in which the bases are measured is the order in which the labels $a, \ldots, k$ appear in the argument of $\tilde{A}_{\rho}(\mathcal{X})$. The conventional KD quasiprobability is 1-extended. The OTOC quasiprobability $\tilde{A}_{\rho}$ is 3-extended.

Our investigation parallels the exposition, in Sec. IA, of the KD distribution. First, we present basic mathematical properties. $\tilde{A}_{\rho}$, we show next, obeys an analog of Bayes’ theorem. Our analog generalizes the known analog (5). Our theorem reduces exponentially (in system size) the memory needed to compute weak values, in certain cases. Third, we connect $\tilde{A}_{\rho}$ with the operator-decomposition argument in Sec. IA3. $\tilde{A}_{\rho}$ consists of coefficients in a decomposition of an operator $\rho'$ that results from asymmetrically decohering $\rho$. Summing $\tilde{A}_{\rho}(\ldots)$ values yields a KD representation for $\rho$. This sum can be used, in experimental measurements of $\tilde{A}_{\rho}$ and the OTOC, to evaluate how accurately the desired initial state was prepared. Fourth, we explore the relationship between out-of-time ordering and quasiprobabilities. Time-ordered correlators are moments of quasiprobabilities that clearly reduce to classical probabilities. Finally, we generalize beyond the OTOC, which encodes $\mathcal{X} = 3$ time reversals. Let $\mathcal{X} = 4$. A $\mathcal{X}$-fold OTOC $F^{\mathcal{X}}(t)$ encodes $\mathcal{X}$ time reversals [122,123]. The quasiprobability behind $F^{\mathcal{X}}(t)$, we find, is $\mathcal{X}$ extended.

Recent quasiprobability advances involve out-of-time ordering, including in correlation functions [124–128]. Merging these works with the OTOC framework offers an opportunity for further research (Sec. VI).

### A. Mathematical properties of $\tilde{A}_{\rho}$

$\tilde{A}_{\rho}$ shares some of its properties with the KD quasiprobability (Sec. IA4). Properties of $\tilde{A}_{\rho}$ imply properties of $P(W,W')$, presented in Appendix A.

**Property 5.** The OTOC quasiprobability is a map $\tilde{A}_{\rho} : D(\mathcal{H}) \times \{v_1\} \times \{\lambda_{v_1}\} \times \{w_2\} \times \{\alpha_{w_2}\} \times \{v_2\} \times \{\lambda_{v_2}\} \times \{w_3\} \times \{\alpha_{w_3}\} \to C$. The domain is a composition of the set $D(\mathcal{H})$ of density operators defined on $\mathcal{H}$ and eight sets of complex numbers. The range is not necessarily real: $\mathbb{C} \supseteq \mathbb{R}$.

$\tilde{A}_{\rho}$ depends on $\mathcal{H}$ and $t$ implicitly through $U$. The KD quasiprobability in Ref. [14] depends implicitly on time similarly (see Footnote 12). Outside of OTOC contexts, $D(\mathcal{H})$ may be replaced with $B(\mathcal{H})$. $\mathcal{X}$-extended KD distributions represent bounded operators, not only quantum states, $\mathbb{C}$. Not necessarily $\mathbb{R}$, is the range also of the $\mathcal{X}$-fold generalization $\tilde{A}_{\rho}(\mathcal{X})$. We expound upon the range’s complexity after discussing the number of arguments of $\tilde{A}_{\rho}$.

**Five effective arguments of $\tilde{A}_{\rho}$** On the left-hand side of Eq. (33), semicolons separate four tuples. Each tuple results from a measurement, e.g., of $\mathcal{Y}$. We coarse grained over the degeneracies in Secs. II–IV. Hence, each tuple often functions as one DOF. We treat $\tilde{A}_{\rho}$ as a function of four arguments (and of $\rho$). The KD quasiprobability has just two arguments (apart from $\rho$). The need for four arises from the noncommutation of $W(t)$ and $V$.

**Complexity of $\tilde{A}_{\rho}$** The ability of $\tilde{A}_{\rho}$ to assume nonreal values mirrors Property 1 of the KD distribution. The Wigner function, in contrast, is real. The OTOC quasiprobability’s real component, $\text{Re}(\tilde{A}_{\rho})$, parallels the Terletsky-Margenau-Hill distribution. We expect nonclassical values of $\tilde{A}_{\rho}$ to reflect nonclassical physics, as nonclassical values of the KD quasiprobability do (Sec. IA).

Equations (33) and (34) reflect the ability of $\tilde{A}_{\rho}$ to assume nonreal values. Equation (33) would equal a real product of probabilities if the backward-process amplitude $A_{\rho}^\ast$ and the forward-process amplitude $A_{\rho}$ had equal arguments. But, the arguments typically do not equal each other. Equation (34) reveals conditions under which $A_{\rho}(\ldots) \in \mathbb{R}$ and $\not\in \mathbb{R}$. We illustrate the $\in \mathbb{R}$ case with two examples and the $\not\in \mathbb{R}$ case with one example.

**Example 1 (Real $\tilde{A}_{\rho}$: $\mathbf{1}(t = 0$, shared eigenbasis, arbitrary $\rho$).** Consider $t = 0$, at which $U = I$. The operators $W(t) = W$ and $V$ share an eigenbasis, under the assumption that $[W,V] = 0$: $\{w_1,\alpha_{w_1}\} = \{v_1,\lambda_{v_1}\}$. With respect to that basis,

$$
\tilde{A}_{\rho}(v_1,\lambda_{v_1},w_2,\alpha_{w_2},v_2,\lambda_{v_2},w_3,\alpha_{w_3}) = \frac{1}{2^7} \sum_p \left[|w_1,\alpha_{w_1}|^2 - |v_1,\lambda_{v_1}|^2\right]
$$

We have substituted into Eq. (34). We substituted in for $\rho$ from Eq. (25).

**Example 1 is consistent with the numerical simulations in Sec. III. According to Eq. (100), at $t = 0$, $\sum_{\text{degeneracies}} \tilde{A}_{\rho} =: \text{i} \tilde{A}_{\rho} \in \mathbb{R}$ In Figs. 9, 14, and 17, the imaginary parts $\text{Im}(\tilde{A}_{\rho})$ clearly vanish at $t = 0$. In Fig. 6, $\text{Im}(\tilde{A}_{\rho})$ vanishes to within machine precision.**

Consider a $\rho$ that lacks coherences relative to the shared eigenbasis, e.g., $\rho = \frac{1}{d} I$. Example 1 implies that $\text{Im}(\tilde{A}_{\rho}(1/d))$
at $t = 0$. But, $\text{Im}(\hat{A}_{\rho}(0))$ remains zero for all $t$ in the numerical simulations. Why, if time evolution deforms the $W(t)$ eigenbasis from the $V$ eigenbasis? The reason appears to be a cancellation, as in Example 2.

Example 2 requires more notation. Let us focus on a chain of $N$ spin-$\frac{1}{2}$ degrees of freedom. Let $\sigma^a$ denote the $a = x, y, z$ Pauli operator. Let $|\sigma^a, \pm \rangle$ denote the $\sigma^a$ eigenstates, such that $\sigma^a |\sigma^a, \pm \rangle = \pm |\sigma^a, \pm \rangle$. $N$-fold tensor products are denoted by $|\sigma^a, \pm \rangle^\otimes N$. We denote by $\sigma^a_0$ the $0$th Pauli operator that acts nontrivially on site $j$.

Example 2 (Real $\hat{A}_\rho$: $t = 0$, nonshared eigenbases, $\rho = I/d$). Consider the spin chain at $t = 0$, such that $U = I$. Let $W = \sigma_1^z$ and $V = \sigma_0^z$. Two $W$ eigenstates are $|\sigma^z, \pm \rangle$. Two $V$ eigenstates are $|\sigma^x, \pm \rangle + i |\sigma^y, \pm \rangle$.

The overlaps between the $W$ eigenstates and the $V$ eigenstates are

$$
\begin{align*}
\langle \sigma^z, + | \sigma^x, + \rangle &= \left( \frac{1}{\sqrt{2}} \right)^N, \\
\langle \sigma^z, + | \sigma^y, + \rangle &= \left( \frac{1}{\sqrt{2}} i \right)^N, \\
\langle \sigma^z, - | \sigma^x, + \rangle &= \left( \frac{1}{\sqrt{2}} i \right)^N, \\
\langle \sigma^z, - | \sigma^y, + \rangle &= \left( \frac{1}{\sqrt{2}} \right)^N.
\end{align*}
$$

(104)

Suppose that $\rho = I/d$. $\hat{A}_{1/d}(\ldots)$ would have a chance of being nonreal only if some $|v_1, \lambda_{v_1}\rangle$ equaled $|\sigma^z, - \rangle$. That $|\sigma^z, - \rangle$ would introduce an $i$ into Eq. (34). But, $|\sigma^z, - \rangle$ would introduce another $i$. The product would be real. Hence, $\hat{A}_{1/d}(\ldots) \in \mathbb{R}$.

Example 3 (Nonreal $\hat{A}_\rho$: $t = 0$, nonsshared eigenbases, $\rho$ nondiagonal relative to both). Let $t$, $W$, $V$, $\{|w_1, \alpha_{w_1}\rangle\}$, and $\{|v_0, \lambda_{v_0}\rangle\}$ be as in Example 2.

Suppose that $\rho$ has coherences relative to the $W$ and $V$ eigenbases. For instance, let $\rho = |\sigma^x, + | \sigma^y, + \rangle$. Since $|\sigma^x, + \rangle = \frac{1}{\sqrt{2}} (|\sigma^z, + \rangle + |\sigma^z, - \rangle)$, $\rho = \frac{1}{2^N} (|\sigma^z, + | \sigma^z, + \rangle + |\sigma^z, - | \sigma^z, - \rangle)$.

(105)

Let $|w_1, \alpha_{w_1}\rangle = |\sigma^z, - \rangle$, such that its overlaps with $V$ eigenstates can contain $i$’s. The final factor in Eq. (34) becomes

$$
\begin{align*}
\langle v_1, \lambda_{v_1} | \rho | w_1, \alpha_{w_1} \rangle &= \frac{1}{2^{2N}} \left\{ \langle v_1, \lambda_{v_1} | (|\sigma^z, + \rangle^\otimes N) \right. \\
&\left. \quad + \langle v_1, \lambda_{v_1} | (|\sigma^z, - \rangle^\otimes N) \right\}.
\end{align*}
$$

(106)

The first inner product evaluates to $\frac{1}{2^N}$ by Eqs. (104). The second inner product evaluates to $(\pm \frac{1}{\sqrt{2}})^N$. Hence,

$$
\langle v_1, \lambda_{v_1} | \rho | w_1, \alpha_{w_1} \rangle = - \frac{1}{2^{2N}} [1 + (\pm i)^N].
$$

(107)

This expression is nonreal if $N$ is odd.
Let $S$ denote a system associated with a Hilbert space $\mathcal{H}$. For concreteness, we assume that $\mathcal{H}$ is discrete. Let $\mathcal{A} = \sum_{a}(a|a\rangle \langle a|)$, $\mathcal{B} = \sum_{k}(k|k\rangle \langle k|)$ denote $\mathcal{K}$ observables defined on $\mathcal{H}$. Let $U_t$ denote the family of unitaries that propagates the state of $S$ along time $t$.

Suppose that $S$ begins in the state $\rho$ at time $t = 0$, then evolves under $U_t$ until $t = t'$. Let $F = \sum_{f} f|f\rangle \langle f|$ denote an observable measured at $t = t'$. Let $f$ denote the outcome. Let $t' \in (0,t')$ denote an intermediate time. Define $\rho' := U_{t'}\rho U_{t'}^\dagger$ and $|f\rangle := U_{t'}^\dagger|f\rangle$ as time-evolved states.

The value most reasonably attributable retrodictively to the time-$t$ $\Gamma$ is the weak value

$$\Gamma_{\text{weak}}(\rho, f) = \sum_{a,...,k} (a \cdots k)[p_\rightarrow(a, \cdots, k|\rho, f)$$

$$+ p_\leftarrow(k, \cdots, a|\rho, f)].$$

The weights are joint conditional quasiprobabilities. They obey analogs of Bayes’ theorem:

$$p_\rightarrow(a, \cdots, k|\rho, f) = \frac{p_\rightarrow(a, \cdots, k, f|\rho)}{p(f|\rho)}$$

$$\equiv \text{Re}(\langle f'|k\rangle\langle k|a\rangle\langle a|\rho'|f')\rangle/\langle f'|\rho'|f'\rangle,$$

and

$$p_\leftarrow(k, \cdots, a|\rho, f) = \frac{p_\leftarrow(k, \cdots, a, f|\rho)}{p(f|\rho)}$$

$$\equiv \text{Re}(\langle f'|\langle a|\cdots,k\rangle k|\rho'|f'\rangle\rangle/\langle f'|\rho'|f'\rangle).$$

Complex generalizations of the weights’ numerators,

$$A^{(\mathcal{K})}_{\rho} (a, \cdots, k, f) := \langle f'|k\rangle\langle k|a\rangle\langle a|\rho'|f'\rangle,$$

and

$$\tilde{A}^{(\mathcal{K})}_{\rho} (k, \cdots, a, f) := \langle f'|\langle a|\cdots,k\rangle k|\rho'|f'\rangle,$$

are $\mathcal{K}$-extended KD distributions.

A rightward-pointing arrow $\rightarrow$ labels quantities in which the outer products $|k\rangle\langle a|, |a\rangle\langle k|$ are ordered analogously to the first term $\mathcal{K}$ and $\mathcal{A}$ in $\Gamma$. A leftward-pointing arrow $\leftarrow$ labels quantities in which reading the outer products $|a\rangle\langle k|, |k\rangle\langle a|$ backward, from right to left, parallels reading $\mathcal{K}$ and $\mathcal{A}$ forward.

Proof. The initial steps come from [14, Sec. II.A], which recapitulates [73–75]. For every measurement outcome $f$, we assume, some number $\gamma_f$ is the guess most reasonably attributable to $\Gamma$. We combine these best guesses into the effective observable $\Gamma_{\text{est}} := \sum_f \gamma_f |f\rangle\langle f'|$. We must optimize our choice of $\gamma_f$. We should quantify the distance between (1) the operator $\Gamma_{\text{est}}$ we construct and (2) the operator $\Gamma$ we wish to infer about. We use the weighted trace distance

$$\mathcal{D}_\rho(\Gamma, \Gamma_{\text{est}}) = \text{Tr}(\rho' \Gamma - \Gamma_{\text{est}}^2).$$

$\rho'$ serves as a “positive prior bias” [14].

Let us substitute in for the form of $\Gamma_{\text{est}}$. Expanding the square, then invoking the trace’s linearity, yields

$$\mathcal{D}_\rho(\Gamma, \Gamma_{\text{est}}) = \text{Tr}(\rho' \Gamma^2) + \sum_f \left[\gamma_f^2 \langle f'|\rho'|f'\rangle - \gamma_f \langle f'|\Gamma\rho'|f'\rangle + \langle f'\Gamma|\rho'|f'\rangle\right].$$

The parenthesized factor equals $2\text{Re}(\langle f'|\Gamma\rho'|f'\rangle)$. Adding and subtracting $\sum_f \langle f'|\rho'|f'\rangle |\text{Re}(\langle f'|\Gamma\rho'|f'\rangle)|^2$ to and from
Eq. (119), we complete the square:

\[ \mathcal{D}_\rho(\Gamma, \Gamma_{\text{eq}}) = \text{Tr}(\rho^{2}) - \sum_f \langle f'| \rho' | f' \rangle \text{Re}(\langle f'| \Gamma \rho' | f' \rangle) \]

\[ + \sum_f \langle f'| \rho' | f' \rangle \left( \gamma_f - \text{Re}(\langle f'| \Gamma \rho' | f' \rangle) \right)^2. \]

(120)

Our choice of \( \{ \gamma_f \} \) should minimize the distance (120). We should set the square to zero:

\[ \gamma_f = \frac{\text{Re}(\langle f'| \Gamma \rho' | f' \rangle)}{\langle f'| \rho' | f' \rangle}. \]

(121)

Now, we deviate from [14,73–75]. We substitute the definition of \( \Gamma \) into Eq. (121). Invoking the linearity of \( \text{Re} \), yields

\[ \gamma_f = \frac{\text{Re}(\langle f'| \mathcal{K} \rho' | f' \rangle)}{\langle f'| \rho' | f' \rangle} + \frac{\text{Re}(\langle f'| \mathcal{A} \mathcal{K} \rho' | f' \rangle)}{\langle f'| \rho' | f' \rangle}. \]

(122)

We eigendecompose \( \mathcal{A}, \ldots, \mathcal{K} \). The eigenvalues, being real, can be factored out of the Re’s. Defining the eigenvalues’ coefficients as in Eqs. (113) and (115), we reduce Eq. (122) to the form in Eq. (111).

Theorem 1 reduces exponentially, in system size, the space required to compute \( \Gamma_{\text{weak}} \), in certain cases.\(^{16}\) For concreteness, we focus on a multiqubit system and on \( l \)-local operators \( \mathcal{A}, \ldots, \mathcal{K} \). An operator \( \mathcal{O} \) is \( l \)-local if \( \mathcal{O} = \sum \mathcal{O}_j \), wherein each \( \mathcal{O}_j \) operates nontrivially on, at most, \( l \) qubits. Practicality motivates this focus: the lesser the \( l \), the more easily local operators can be measured.

We use asymptotic notation from computer science: Let \( f \equiv f(N) \) and \( g \equiv g(N) \) denote any functions of the system size. If \( g = O(f) \), \( g \) grows no more quickly than (is upper bounded by) \( f \) in the asymptotic limit, as \( N \to \infty \). If \( g = \Omega(f) \), \( g \) grows at least as quickly as (is lower bounded by) \( f \) in the asymptotic limit. If \( g = \Theta(f) \), \( g \) is upper and lower bounded by \( f \); \( g = o(f) \), \( g \) shrinks strictly more quickly than \( f \) in the asymptotic limit.

Theorem 2 (Weak-value space saver). Let \( S \) denote a system of \( N \) qubits. Let \( \mathcal{H} \) denote the Hilbert space associated with \( S \). Let \( |f\rangle \in \mathcal{H} \) denote a pure state and \( \rho' \in \mathcal{D}(\mathcal{H}) \) denote a density operator. Let \( S \) denote any fixed orthonormal basis for \( \mathcal{H} \) in which each basis element equals a tensor product of \( N \) factors, each of which operates nontrivially on exactly one site. \( S \) may, for example, consist of tensor products of \( \sigma^z \) eigensate of.

Let \( \mathcal{X} \) denote any polynomial function of \( N \): \( \mathcal{X} \equiv \mathcal{X}(N) = \text{poly}(N) \). Let \( \mathcal{A}, \ldots, \mathcal{K} \) denote \( \mathcal{X} \) traceless \( l \)-local observables defined on \( \mathcal{H} \), for any constant \( l \). Each observably may, for example, be a tensor product of \( \leq l \) nontrivial Pauli operators and \( \geq N - l \) identity operators. The composite observable \( \Gamma := \mathcal{A} \ldots \mathcal{K} \) is not necessarily \( l \)-local. Let \( \mathcal{A} := \sum_a a[a]|a\rangle \ldots \mathcal{K} := \sum_k k[k] |k\rangle \) denote eigenvalue decompositions of the local observables. Let \( \mathcal{O}_S \) denote the matrix that represents an operator \( \mathcal{O} \) relative to \( S \).

Consider being given the matrices \( \mathcal{A}_S, \ldots, \mathcal{K}_S, \rho'_S, \) and \( |f'_S\rangle_S \). From this information, the weak value \( \Gamma_{\text{weak}} \) can be computed in two ways:

1. Conventional method
   - Multiply and sum given matrices to form \( \Gamma_S = \mathcal{K}_S \ldots \mathcal{A}_S + \mathcal{A}_S \ldots \mathcal{K}_S \).
   - Compute \( \langle f'_S| \rho'_S | f'_S \rangle = \langle f'_S| \rho'_S | f'_S \rangle_{S} \).
   - Substitute into \( \Gamma_{\text{weak}} = \text{Re}(\langle f'_S| \mathcal{K}_S \mathcal{A}_S | f'_S \rangle) \).

2. Method (2) requires a number of bits linear in \( l \) and \( \mathcal{X} \) and \( \mathcal{O}_S \), bounded by a constant multiple of

\[ \sum_{N = 0}^{\infty} \binom{N}{l} \left( \frac{\mathcal{X}}{\mathcal{O}_S} \right)^N. \]

(123)

Method (2) requires a number of bits linear in \( \mathcal{X} \):

\[ \Omega(\mathcal{X}). \]

(124)

Method (2) requires exponentially, in \( \mathcal{X} \) and so in \( N \), less memory than Method (1).

Proof. Using Method (1), one computes \( \Gamma_S \). \( \Gamma_S \) is a \( 2^N \times 2^N \) complex matrix. The matrix has \( \Omega(2^\mathcal{X}) \) nonzero elements: \( \mathcal{A}, \ldots, \mathcal{K} \) are traceless, so each of \( \mathcal{A}_S, \ldots, \mathcal{K}_S \) contains at least two nonzero elements. Each operator at least doubles the number of nonzero elements in \( \Gamma_S \). Specifying each complex number with constant precision requires \( \Theta(1) \) bits. Hence, Method (1) requires \( \Omega(2^\mathcal{X}) \) bits.

Let us turn to Method (2). We can store \( \langle f'_S| \rho'_S | f'_S \rangle \) in a constant number of bits. Step (B) can be implemented with a counter variable \( C_O \) for each local operator \( \mathcal{O} \), a running-total variable \( G \), and a “current term” variable \( T \). \( C_O \) is used to iterate through the nonzero eigenvalues of \( \mathcal{O} \) (arranged in some fiducial order). \( \mathcal{O} \) has \( O(2) \) nonzero eigenvalues. Hence, \( C_O \) requires \( O(l) \) bits. Hence, the set of \( \mathcal{X} \) counters \( C_O \) requires \( O(l \mathcal{X}) = O(\mathcal{X}) \) bits.

The following algorithm implements Step (B):

i) If \( C_k < 1 \) its maximum possible value, proceed as follows:

a) For each \( \mathcal{O} = \mathcal{A}, \ldots, \mathcal{K} \), compute the \( (2^k)^{th} \) nonzero eigenvalue (according to the fiducial ordering).

b) Multiply the eigenvalues to form \( a \ldots k \). Store the product in \( T \).

c) For each \( \mathcal{O} = \mathcal{A}, \ldots, \mathcal{K} \), calculate the \( (2^k)^{th} \) eigenvector column (according to some fiducial ordering).

d) Substitute the eigenvector columns into Eqs. (113) and (115), to compute \( \tilde{\rho}_{\ldots}(...) \) \( \mathcal{O} \).

e) Form \( (a \ldots k) [\tilde{\rho}_{\ldots}(a \ldots k) | \rho, f \rangle + \tilde{\rho}_{\ldots}(k, \ldots, a | \rho, f \rangle) \). Update \( T \) to this value.

f) Add \( T \) to \( G \).

g) Erase \( T \).

h) Increment \( C_k \).

\(^{16}\)\text{‘Space’ means ‘memory,’ or ‘number of bits,’ here.}
(ii) If $C_k$ equals its maximum possible value, increment the counter of the preceding variable $J$ in the list; reset $C_k$ to one; and, if $J$ has not attained its maximum possible value, return to Step (i). Proceed in this manner, incrementing counters; then resetting counters, incrementing preceding counters, and returning to Step (i), until $C_J$ reaches its maximum possible value. Then, halt.

The space needed to store $G$ is the space needed to store $\Gamma_{\text{weak}}$. This space does not contribute to $\Sigma_2$. How much space is needed to store $T$? We must calculate $\Gamma_{\text{weak}}$ with constant precision. $\Gamma_{\text{weak}}$ equals a sum of $2^J \times \epsilon$ terms. Let $\epsilon_j$ denote the error in term $j$. The sum $\sum_{j=1}^{2^J \times \epsilon} \epsilon_j$ must be $O(1)$. This requirement is satisfied if $2^J \times \epsilon (\max_j |\epsilon_j|) = o(1)$, which implies $\max_j |\epsilon_j| = O(2^{-J \times \epsilon})$. We can specify each term, with a small-enough roundoff error, using $O(l \times \epsilon) = O(\epsilon)$ bits. Altogether, the variables require $O(\epsilon)$ bits. As the set of variables does, so does the $O$-factored method.

Performing Method (2) requires slightly more time than performing Method (1). Yet, Theorem 2 can benefit computations about quantum-many-body systems. Consider predicting the outcome of a weak-value experiment. Alternatively, consider simulating quantum many-body systems independently of laboratory experiments, as in Sec. III. One must compute weak values numerically, using large matrices. The memory required to store these matrices can limit computations. Theorem 2 can free up space.

Two more aspects of retrodiction deserve exposition: related studies and the physical significance of $K \ldots A$.

Related studies. Sequential weak measurements have been proposed [11] and realized recently [32–34]. Lundeen and Bamber proposed a “direct measurement” of a density operator $11$. Let $\rho$ denote a density operator defined on a dimension-$d$ Hilbert space $\mathcal{H}$. Let $S_a := \{|a\rangle\}$ and $S_b := \{|b\rangle\}$ denote orthonormal mutually unbiased bases (MUBs) for $\mathcal{H}$. The interbasis inner products have constant magnitudes: $\langle a | b \rangle = \frac{1}{\sqrt{d}} \forall \ell, m$. Consider measuring $S_a$ weakly, then $S_b$ weakly, then $S_b$ strongly, in each of many trials. One can infer (1) a KD quasiprobability for $\rho$ and, from the quasiprobability, (2) a matrix that represents $\rho$ relative to $S_b$ [11].

KD quasiprobabilities are inferred from experimental measurements in Refs. [33,34]. Two weak measurements are performed sequentially also in Ref. [32]. Single photons are used in Refs. [32,33]. A beam of light is used in Ref. [34]. These experiments indicate the relevance of Theorem 1 to current experimental capabilities. Additionally, composite observables $AB + BA$ accompany KD quasiprobabilities in, e.g., [129].

Physical significance of $K \ldots A$. Rearranging Eq. (111) offers insight into the result:

$$\Gamma_{\text{weak}}(\rho, f) = \sum_{k=1}^{N} \left( \sum_{a} \langle a | \rho | a \rangle \right) p_a(k, \ldots, a | \rho, f)$$

$$+ \sum_{k=1}^{N} \left( \sum_{a} \langle a | \rho | a \rangle \right) p_a(a, \ldots, k | \rho, f).$$

Each sum parallels the sum in Eq. (6). Equation (125) suggests that we are retrodicting about $K \ldots A$ independently of $A \ldots K$. But, neither $K \ldots A$ nor $A \ldots K$ is Hermitian. Neither operator seems measurable. Ascribing a value to neither appears to have physical significance, prima facie.

Yet, non-Hermitian products $B \rho A$ have been measured weakly [32–34]. Weak measurements associate a value with the supposedly unphysical $K \ldots A$, just as weak measurements enable us to infer supposedly unphysical probability amplitudes $A_{\rho}$. The parallel between $K \ldots A$ and $A_{\rho}$ can be expanded. $K \ldots A$ and $A_{\rho}$, being non-Hermitian, appear to lack physical significance independently. Summing the operators forms an observable. Similarly, probability amplitudes $A_{\rho}$ and $A_{\rho}^\ast$ appear to lack physical significance independently. Multiplying the amplitudes forms a probability. But, $A_{\rho}$ and $K \ldots A$ can be inferred individually from weak measurements. We have generalized Sec. 1A.2. Specializing to $k = 3$, and choosing forms for $A, \ldots, K$, yields an application of $\tilde{A}_{\rho}$ to retrodiction.

Corollary I (Retrodictive application of $\tilde{A}_{\rho}$). Let $S, \mathcal{H}, \rho, \mathcal{W}(t), V$ be defined as in Sec. 1B. Suppose that $S$ is in state $\rho$ at time $t = 0$. Suppose that the observable $F = V = \sum_{(w_1, a_{w_1})} w_1 |w_1, a_{w_1}\rangle \langle w_1, a_{w_1}|$ of $S$ is measured at time $t' = t$. Let $(w_3, a_{w_3})$ denote the outcome. Let $A = V = \sum_{(w_1, a_1)} w_1 |v_1, a_1\rangle \langle v_1, a_1|$, $B = \mathcal{W}(t) = \sum_{(w_2, a_{w_2})} w_2 |w_2, a_{w_2}\rangle \langle w_2, a_{w_2}|$, $U$, and $C = V = \sum_{(w_3, a_{w_3})} w_3 |w_3, a_{w_3}\rangle \langle w_3, a_{w_3}|$. Let the composite observable $\Gamma = ABC = V \mathcal{W}(t) V$. The value most reasonably attributable to $\Gamma$ retrodictively is the weak value

$$\Gamma_{\text{weak}}(\rho, w_3, a_{w_3}) = \sum_{(w_1, a_1)} w_1 w_2 w_3 \frac{\bar{p}_{w_3} (v_1, a_{w_1}; w_2, a_{w_2}; v_1, a_1) \rho \langle v_1, a_1| w_3, a_{w_3} \rangle}{p(w_3, a_{w_3}) \rho \langle w_3, a_{w_3}| \rho \rangle}.$$ (126)

The weights are joint conditional quasiprobabilities that obey an analog of Bayes’ theorem:

$$\bar{p}_{w_3} (v_1, a_1; w_2, a_{w_2}; v_2, a_2; v_3, a_{w_3}) = \frac{\bar{p}_{w_3} (v_1, a_1; w_2, a_{w_2}; v_2, a_2; v_3, a_{w_3})}{p(w_3, a_{w_3})}.$$ (127)

A complex generalization of the weight’s numerator is the OTOC quasiprobability:

$$\tilde{A}_{\rho}^{(3)} (v_1, a_1; w_2, a_{w_2}; v_2, a_2; v_3, a_{w_3}) = \tilde{A}_{\rho} (v_1, a_1; v_2, a_{w_2}; v_2, a_2; v_3, a_{w_3}).$$ (129)

The OTOC quasiprobability, we have shown, assists with Bayesian-type inference, similarly to the KD distribution. The inferred-about operator is $\mathcal{W}(t) V$, rather than the $\mathcal{W}(t) \mathcal{W}(t') V$ in the OTOC. The missing $\mathcal{W}(t)$ plays the role of $F$. This structure parallels the weak-measurement scheme in the main text of [37]: $V, \mathcal{W}(t)$, and $V$ are measured weakly. $\mathcal{W}(t)$ is, like $F$, then measured strongly.

C. $\tilde{A}_{\rho} (\ldots)$ values as coefficients in an operator decomposition

Let $S$ denote any orthonormal operator basis for $\mathcal{H}$. Every state $\rho \in D(\mathcal{H})$ can be decomposed in terms of $S$, as in
Sec. IA3. The coefficients form a KD distribution. Does \( \hat{A}_\rho \) consist of the coefficients in a state decomposition?

Summing \( \hat{A}_\rho(\ldots) \) values yields a coefficient in a decomposition of an operator \( \rho' \); \( \rho' \) results from asymmetrically “decohering” \( \rho \). This decoherence relates to time-reversal asymmetry. We expect \( \rho' \) to tend to converge to \( \rho \) after the scrambling time \( t_s \). By measuring \( \hat{A}_\rho \) after \( t_s \), one may infer how accurately one prepared the target initial state.

**Theorem 3.** Let

\[
\rho' = \rho - \sum_{\langle v_2, \lambda v_2 \rangle, \langle w_3, \alpha w_3 \rangle : \langle w_1, \alpha w_1 \rangle \neq 0} \left| v_2, \lambda v_2 \right\rangle \left\langle w_3, \alpha w_3 \right| U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \left\langle v_2, \lambda v_2 \right|
\]

\[\times \left| v_2, \lambda v_2 \right\rangle \rho U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \left\langle v_2, \lambda v_2 \right| \]  

(130)

denote the result of removing, from \( \rho \), the terms that connect the “input state” \( U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \) to the “output state” \( \left| v_2, \lambda v_2 \right\rangle \). We define the set

\[
S := \left\{ \left| v_2, \lambda v_2 \right\rangle \left\langle w_3, \alpha w_3 \right| U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \left\langle v_2, \lambda v_2 \right| \right\}
\]

(131)
of trace-one operators. \( \rho' \) decomposes in terms of \( S \) as

\[
\sum_{\langle v_2, \lambda v_2 \rangle, \langle w_3, \alpha w_3 \rangle : \langle w_1, \alpha w_1 \rangle \neq 0} C_{\langle v_2, \lambda v_2 \rangle, \langle w_3, \alpha w_3 \rangle} \left| v_2, \lambda v_2 \right\rangle \left\langle w_3, \alpha w_3 \right| U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \left\langle v_2, \lambda v_2 \right|
\]

(132)

The coefficients follow from summing values of the OTOC quasiprobability:

\[
C_{\langle v_2, \lambda v_2 \rangle, \langle w_3, \alpha w_3 \rangle} := \sum_{\langle v_2, \lambda v_2 \rangle, \langle w_3, \alpha w_3 \rangle} \hat{A}_\rho \left| v_1, \lambda v_1 ; v_2, \lambda v_2 ; v_2, \lambda v_2 ; w_3, \alpha w_3 \right|
\]

(133)

**Proof.** We deform the argument in Sec. IA3. Let the \( \langle \psi \rangle \) in Sec. IA3 be \( \left| v_2, \lambda v_2 \right\rangle \). Let the \( \langle f \rangle \) be \( \langle \psi \rangle \), \( \left| \langle f \rangle \right\rangle \), \( \left| U^{\dagger} \langle f \rangle \right\rangle \), \( \langle f \rangle \rangle \). We sandwich \( \rho \) between resolutions of unity:

\[
\rho = \sum \langle a | a \rangle | \langle f | f \rangle \rangle \rangle
\]

Rearranging yields

\[
\rho = \sum_{\langle v_2, \lambda v_2 \rangle, \langle w_3, \alpha w_3 \rangle : \langle w_1, \alpha w_1 \rangle \neq 0} \left| v_2, \lambda v_2 \right\rangle \langle w_3, \alpha w_3 \right| U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \left\langle v_2, \lambda v_2 \right|
\]

(134)

We wish to normalize the outer product, by dividing by its trace. We assumed, in Sec. IA3, that no interbasis inner product vanishes. But, inner products could vanish here. Recall Example 1: When \( t = 0 \), \( \mathcal{W}(t) \) and \( V \) share an eigenbasis. That eigenbasis can have orthogonal states |\( \psi \rangle \rangle \) and \( \langle \phi \rangle \rangle \). Hence, \( \langle w_3, \alpha w_3 | U^{\dagger} \left| v_2, \lambda v_2 \right\rangle \rangle \) can equal \( \langle \psi | \phi \rangle \rangle = 0 \). No such term in Eq. (134) can be normalized.

We eliminate these terms from the sum with the condition \( \langle w_3, \alpha w_3 | U^{\dagger} \left| v_2, \lambda v_2 \right\rangle \rangle \neq 0 \). The left-hand side of Eq. (134) is replaced with the \( \rho' \) in Eq. (130). We divide and multiply by the trace of each \( S \) element:

\[
\rho' = \sum_{\langle v_2, \lambda v_2 \rangle, \langle w_3, \alpha w_3 \rangle : \langle w_1, \alpha w_1 \rangle \neq 0} \left| v_2, \lambda v_2 \right\rangle \langle w_3, \alpha w_3 \right| U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \left\langle v_2, \lambda v_2 \right|
\]

\[\times \left| v_2, \lambda v_2 \right\rangle \rho U^{\dagger} \left| w_3, \alpha w_3 \right\rangle \left\langle v_2, \lambda v_2 \right| \]  

(135)

The coefficients are KD-distribution values.

Consider inserting, just leftward of the \( \rho \), the resolution of unity

\[
I = \left( U^{\dagger} \sum_{\langle w_3, \alpha w_3 \rangle} \left| w_2, \alpha w_2 \right\rangle \langle w_2, \alpha w_2 \right| \right)
\]

\[\times \left( \sum_{\langle v_1, \lambda v_1 \rangle} \left| v_1, \lambda v_1 \right\rangle \langle v_1, \lambda v_1 \right| \right)
\]

(136)

In the resulting \( \rho' \) decomposition, the \( \sum_{\langle w_3, \alpha w_3 \rangle} \sum_{\langle v_1, \lambda v_1 \rangle} \) is pulled leftward, to just after the \( \langle w_3, \alpha w_3 \rangle \langle w_2, \alpha w_2 \rangle \). This double sum becomes a sum of \( \hat{A}_\rho \)’s. The \( \rho' \) weights have the form in Eq. (133).

**Theorem 3** would hold if \( \rho \) were replaced with any bounded operator \( \mathcal{O} \in \mathcal{B}(\mathcal{H}) \). Four more points merit discussion. We expect that, after the scrambling time \( t_s \), there tend to exist parametrizations \( \langle \psi \rangle \rangle \) and \( \langle \phi \rangle \rangle \) such that \( S \) forms a basis. (See the next few paragraphs.) Such a tendency could facilitate error estimates: suppose that \( \hat{A}_\rho \) is measured after \( t_s \). One can infer the form of the state \( \rho \) prepared at the trial’s start. The target initial state may be difficult to prepare, e.g., thermal. The preparation procedure’s accuracy can be assessed at a trivial cost. Third, the physical interpretation of \( \rho' \) merits investigation. The asymmetric decoherence relates to time-reversal asymmetry. Fourth, the sum in Eq. (133) relates to a sum over trajectories, a marginalization over intermediate-measurement outcomes.

**Relationship between scrambling and completeness of \( S \).** The \( \left| \langle f \rangle \right\rangle \) in Sec. IA3 forms a basis for \( \mathcal{D}(\mathcal{H}) \). But, suppose that \( \rho' \neq \rho \). \( S \) fails to form a basis.

What does this failure imply about \( \mathcal{W}(t) \) and \( V \)? The failure is equivalent to the existence of a vanishing \( \xi := \langle \psi | \phi \rangle \rangle \). Some \( \xi \) vanishes if some degenerate eigensubspace \( \mathcal{H}_0 \) of \( \mathcal{W}(t) \) is a degenerate eigensubspace of \( V \); every eigenspace of every Hermitian operator has an orthogonal basis. \( \mathcal{H}_0 \) therefore has an orthogonal basis. One basis element can be labeled \( \langle \psi | \phi \rangle \rangle \); and the other, \( \langle \psi | \phi \rangle \rangle \).

The sharing of an eigensubspace is equivalent to the commutation of some component of \( \mathcal{W}(t) \) with some component of \( V \). The operators more likely commute before the scrambling time \( t_s \) than after. Scrambling is therefore expected to magnify the similarity between the OTOC quasiprobability \( \hat{A}_\rho \) and the conventional KD distribution.

Let us illustrate with an extreme case. Suppose that all the \( \xi \)’s lie as far from zero as possible:

\[
\xi = \frac{1}{\sqrt{d}} \forall \xi.
\]

(137)
Equation (137) implies that \( W(t) \) and \( V \) eigenbases are \textit{mutually unbiased biases} (MUBs) [130]. MUBs are eigenbases of operators that maximize the lower bound in an uncertainty relation [131]. If you prepare any eigenstate of one operator (e.g., \( U^{|w_1, \alpha_{w_1}}\)) and measure the other operator (e.g., \( V \)), all the possible outcomes have equal likelihoods. You have no information with which to predict the outcome; your ignorance is maximal. \( W(t) \) and \( V \) are maximally incompatible, in the quantum-information (QI) sense of entropic uncertainty relations. Consistency between this QI sense of “mutually incompatible” and the OTOC sense might be expected: \( W(t) \) and \( V \) eigenbases might be expected to form MUBs after the scrambling time \( t_s \). We elaborate on this possibility in Sec. VI.C.

KD quasiprobabilities are typically evaluated on MUBs, such as position and momentum eigenbases [10,11,34]. One therefore might expect \( A_{\rho} \) to relate to the initial state’s KD quasiprobability more closely after \( t_s \) than before. The OTOC motivates a generalization of KD studies beyond MUBs.

**Application: Evaluating a state preparation’s accuracy.**

Experimentalists wish to measure the OTOC \( F(t) \) at each of many times \( t \). One may therefore wish to measure \( A_{\rho} \) after \( t_s \). Upon doing so, one may be able to infer not only \( F(t) \), but also the accuracy with which one prepared the target initial state.

Suppose that, after \( t_s \), some \( S \) that forms a basis for \( \mathcal{H} \). Consider summing late-time \( A_{\rho}(\ldots) \) values over \( (w_2, \alpha_{w_2}) \) and \( (v_1, \lambda_{v_1}) \). The sum equals a KD quasiprobability for \( \rho \). The quasiprobability encodes all the information in \( \rho \) [10,11]. One can reconstruct the state that one prepared [32–34].

The prepared state \( \rho \) might differ from the desired, or target, state \( \rho_{\text{target}} \). Thermal states \( e^{-H/T}/Z \) are difficult to prepare, for example. The experimenter might benefit from reconstructing the prepared state’s \( A_{\rho} \) and comparing with \( \rho_{\text{target}} \).

Reconstructing the KD quasiprobability requires a trivial sum over already-performed measurements [Eq. (133)]. One could reconstruct \( \rho \) independently via conventional quantum-mechanical tomography [132]. The \( \rho \) reconstruction inferred from \( A_{\rho} \) may have lower precision, due to the multiplicity of weak measurements and to the sum. But, independent tomography would likely require extra measurements, exponentially many in the system size. Inferring \( A_{\rho} \) requires exponentially many measurements, granted.\(^{18}\) But, from these measurements, one can infer \( A_{\rho} \), the OTOC, and \( \rho \). Upon reconstructing the KD distribution for \( \rho \), one can recover a matrix representation for \( \rho \) via an integral transform [11].

The asymmetrically decohered \( \rho' \). What does the decomposed operator \( \rho' \) signify? \( \rho' \) has the following properties: the term subtracted off in Eq. (130) has trace zero. Hence, \( \rho' \) has trace one, like a density operator. But, the subtracted-off term is not Hermitian. Hence, \( \rho' \) is not Hermitian, unlike a density operator. Nor is \( \rho' \) anti-Hermitian, necessarily unitarity, or necessarily antunitary.

\(^{18}\)One could measure, instead of \( A_{\rho} \), the coarse-grained quasiprobability \( \sum_{\text{generators}} A_{\rho} \) (Sec. II.A). From \( A_{\rho} \), one could infer the OTOC. Measuring \( A_{\rho} \) would require exponentially fewer measurements. But from \( A_{\rho} \), one could not infer the KD distribution. One could infer a coarse-grained KD distribution, akin to a block-diagonal matrix representation for \( \rho \).

\( \rho' \) plays none of the familiar roles of state, observable, or time-evolution operator, in quantum theory. The physical significance of \( \rho' \) is not clear. Similar quantities appear in weak-measurement theory: First, non-Hermitian products \( B.A \) of observables have been measured weakly (see Sec. VB and [32–34]). Second, nonsymmetrized correlation functions characterize quantum detectors of photon absorptions and emissions [125]. Weak measurements imbue these examples with physical significance. We might therefore expect \( \rho' \) to have physical significance. Additionally, since \( \rho' \) is non-Hermitian, non-Hermitian quantum mechanics might offer insights [133].

The subtraction in Eq. (130) constitutes a removal of coherences. But, the subtraction is not equivalent to a decohering channel [113], which outputs a density operator. Hence our description of the decoherence as asymmetric.

The asymmetry relates to the breaking time-reversal invariance. Let \( U^{|w_1, \alpha_{w_1}} := |\tilde{w}_3\rangle \) be fixed throughout the following argument (be represented, relative to any given basis, by a fixed list of numbers). Suppose that \( \rho = e^{-H/T}/Z \). The removal of \( |v_2, \lambda_{v_2}\rangle |\tilde{w}_3\rangle \) terms from \( \rho \) is equivalent to the removal of \( |v_2, \lambda_{v_2}\rangle |\tilde{w}_3\rangle \) terms from \( H; \rho \Leftrightarrow \rho' \Leftrightarrow H \Leftrightarrow H' \). Imagine, temporarily, that \( H' \) could represent a Hamiltonian without being Hermitian. \( H' \) would generate a time evolution under which \( |\tilde{w}_3\rangle \) could not evolve into \( |v_2, \lambda_{v_2}\rangle \). But, \( |v_2, \lambda_{v_2}\rangle \) could evolve into \( |\tilde{w}_3\rangle \). The forward process would be allowed; the reverse would be forbidden. Hence, \( \rho \Leftrightarrow \rho' \) relates to a breaking of time-reversal symmetry.

**Interpretation of the sum in Eq. (133).** Summing \( A_{\rho}(\ldots) \) values, in Eq. (133), yields a decomposition coefficient \( C \) of \( \rho' \). Imagine introducing that sum into Eq. (129). The OTOC quasiprobability \( A_{\rho}(\ldots) \) would become a KD quasiprobability. Consider applying this summed Eq. (129) in Eq. (126). We would change from retrodicting about \( VW(t)V \) to retrodicting about the leftmost \( V \).

**D. Relationship between out-of-time ordering and quasiprobabilities**

The OTOC has been shown to equal a moment of the complex distribution \( P(W, W^*) \) [37]. This equality echoes Jarzynski’s, which governs out-of-equilibrium statistical mechanics [38]. Examples include a quantum oscillator whose potential is dragged quickly [134]. With such nonequilibrium systems, one can associate a difficult-to-measure, but useful, free-energy difference \( \Delta F \). Jarzynski cast \( \Delta F \) in terms of the characteristic function \( e^{-\beta W} \) of a probability distribution \( P(W) \).\(^{19}\) Similarly, the difficult-to-measure, but useful, OTOC \( F(t) \) has been cast in terms of the characteristic function \( e^{-\beta (W^*+W)} \) of the summed quasiprobability \( P(W, W^*) \) [37].

Jarzynski’s equality casts a free-energy difference \( \Delta F \) in terms of the characteristic function of a probability distribution \( P(W) \). Similarly, \( F(t) \) has been cast in terms of the characteristic function \( e^{-\beta (W^*+W)} \) of the summed quasiprobability

\(^{19}\)Let \( P(W) \) denote a probability distribution over a random variable \( W \). The characteristic function \( G(s) \) equals the Fourier transform: \( G(s) := \int dW e^{isW} \). Defining \( s \) as an imaginary-time variable, \( is = -\beta \), yields \( e^{-\beta W} \). Jarzynski’s equality reads as \( e^{-\beta W} = e^{-\beta F} \).
The nonclassical \( P(W, W') \) replaces the classical \( P(W) \) due to the noncommutation of \( W(t) \) and \( V \). The OTOC registers quantum-information scrambling unreflected in time-ordered correlators (TOCs). One might expect TOCs to equal moments of coarse-grained quasiprobabilities closer to probabilities than \( \tilde{A}_\rho \) is.

We prove this expectation. First, we review the TOC \( F_{TOC}(t) \). Then, we introduce the TOC analog \( A^{TOC}_\rho \) of the probability amplitude \( A_\rho \) [Eq. (32)]. \( A_\rho \) encodes no time reversals, as expected. Multiplying a forward amplitude \( A^{TOC}_\rho \) by a backward amplitude \( A^{TOC}_\rho \) yields the TOC quasiprobability \( \tilde{A}_\rho \). Inferring \( \tilde{A}_\rho \) requires only two weak measurements per trial. \( \tilde{A}_\rho \) reduces to a probability if \( \rho = \rho_V \) [Eq. (35)]. In contrast, under no known condition on \( \rho \) do all \( \tilde{A}_\rho(\ldots) \) values reduce to probability values. Summing \( \tilde{A}_\rho \) under constraints yields a complex distribution \( P_{TOC}(W, W') \). The TOC \( F_{TOC}(t) \) equals a moment of \( P_{TOC}(W, W') \).

1. Time-ordered correlator \( F_{TOC}(t) \)

The OTOC equals a term in the expectation value \( \langle \ldots \rangle \) of the squared magnitude \( \ldots \) of a commutator \( \ldots \) [6, 30]:

\[
C(t) := \langle [W(t), V][W(t), V] \rangle \quad (138)
\]

\[
= -\langle W(t)V^\dagger W(t)V \rangle - \langle V^\dagger W(t)VW(t)V \rangle + 2 \text{Re}(F(t)). \quad (139)
\]

The second term is a time-ordered correlator (TOC):

\[
F_{TOC}(t) := \langle V^\dagger W(t)VW(t)V \rangle. \quad (140)
\]

The first term, \( \langle W(t)V^\dagger W(t)V \rangle \), exhibits similar physics. Each term evaluates to one if \( W \) and \( V \) are unitary. If \( W \) and \( V \) are nonunitary Hermitian operators, the TOC reaches its equilibrium value by the dissipation time \( t_d < t_s \) (Sec. 1C). The TOC fails to reflect scrambling, which generates the OTOC’s Lyapunov-type behavior at \( t \in (t_d, t_s) \).

2. TOC probability amplitude \( A^{TOC}_\rho \)

We define

\[
A^{TOC}_\rho(j; v_1, \lambda_{v_1}; w_1, \alpha_{w_1}) := \langle w_1, \alpha_{w_1} | U \rangle \langle v_1, \lambda_{v_1} | j \rangle \sqrt{P_j} \quad (141)
\]

as the TOC probability amplitude. \( A^{TOC}_\rho \) governs a quantum process \( \mathcal{P}^{TOC}_A \). Figure 18(a), analogous to Fig. 2(a), depicts \( \mathcal{P}^{TOC}_A \), analogous to the \( \mathcal{P}_A \) in Sec. 1D1:

1. Prepare \( \rho \).
2. Measure the \( \rho \) eigenbasis \( \langle j | j \rangle \).
3. Measure \( \tilde{V} \).
4. Evolve the system forward in time under \( U \).
5. Measure \( \tilde{W} \).

Equation (141) represents the probability amplitude associated with the measurements yielding the outcomes \( j, (v_1, \lambda_{v_1}), \) and \( (w_1, \alpha_{w_1}) \), in that order. All the measurements are strong. \( \mathcal{P}^{TOC}_A \) is not a protocol for measuring \( A^{TOC}_\rho \). Rather, \( \mathcal{P}^{TOC}_A \) facilitates the physical interpretation of \( A^{TOC}_\rho \).

3. TOC quasiprobability \( \tilde{A}^{TOC}_\rho \)

Consider a \( \mathcal{P}^{TOC}_A \) implementation that yields the outcomes \( j, (v_2, \lambda_{v_2}), \) and \( (w_1, \alpha_{w_1}) \). Such an implementation appears

FIG. 18. Quantum processes described by the probability amplitudes \( A^{TOC}_\rho \) in the time-ordered correlator (TOC) \( F_{TOC}(t) \). The first term, \( \langle W(t)V^\dagger W(t)V \rangle \), exhibits similar physics. Each term evaluates to one if \( W \) and \( V \) are unitary. If \( W \) and \( V \) are nonunitary Hermitian operators, the TOC reaches its equilibrium value by the dissipation time \( t_d < t_s \) (Sec. 1C). The TOC fails to reflect scrambling, which generates the OTOC’s Lyapunov-type behavior at \( t \in (t_d, t_s) \).

The middle outcomes might differ. Complex conjugating \( A^{TOC}_\rho \) and \( W_1 \) replaces the classical \( W_1 \), analogous to the reverse process. Each analogous OTOC figure depicts two. Each analogous OTOC figure [Figs. 2(a) and 2(b)] depicts two.
in Fig. 18(b). The first and last outcomes [j and (w1,αw1)] equal those in Fig. 18(a), as in the OTOC case. The middle outcome can differ. This process corresponds to the probability amplitude

\[ A^\rho_{\text{TOC}}(j; v2, \lambda v2; w1, \alpha w1) = |w1, \alpha w1| U |v2, \lambda v2| |v2, \lambda v2| \sqrt{p_j}. \]  

(142)

Complex conjugation reverses the inner products, yielding the reverse process’s amplitude.

We multiply this reverse amplitude by the forward amplitude (141). Summing over j yields the TOC quasiprobability:

\[ \tilde{A}^\rho_{\text{TOC}}(v1, \lambda v1; w1, \alpha w1; v2, \lambda v2) := \sum_j A^\rho_{\text{TOC}}(j; v2, \lambda v2; w1, \alpha w1) \]  

\[ = (v2, \lambda v2) |U| |w1, \alpha w1| (v1, \lambda v1) |U| |v1, \lambda v1| \]  

\[ \times (v1, \lambda v1) P(v2, \lambda v2). \]  

(143)

(144)

Like \( \tilde{A}_\rho \), \( \tilde{A}_{\rho}^\text{TOC} \) is an extended Kirkwood-Dirac quasiprobability. \( \tilde{A}_{\rho}^\text{TOC} \) is 2-extended, whereas \( \tilde{A}_\rho \) is 3-extended. \( \tilde{A}_{\rho}^\text{TOC} \) can be inferred from a weak-measurement protocol \( \mathcal{P}_{\text{TOC}} \):

1. Prepare \( \rho \).
2. Measure \( \tilde{V} \) weakly.
3. Evolve the system forward under \( U \).
4. Measure \( \tilde{W} \) weakly.
5. Evolve the system backward under \( U^\dagger \).
6. Measure \( V \) strongly.

\( \mathcal{P}_{\text{TOC}} \) requires just two weak measurements. The weak-measurement protocol \( \mathcal{P} \) for inferring \( \tilde{A}_\rho \) requires three. \( \mathcal{P}_{\text{TOC}} \) requires one time reversal; \( \mathcal{P} \) requires two.

In a simple case, every \( A^\rho_{\text{TOC}}(\ldots) \) value reduces to a probability value. Suppose that \( \rho \) shares the \( \tilde{V} \) eigenbasis, as in Eq. (35). The \( (v2, \lambda v2) \) in Eq. (144) comes to equal \( (v1, \lambda v1) \); Figs. 18(a) and 18(b) become identical. Equation (144) reduces to

\[ A^\rho_{\text{TOC}}(v1, \lambda v1; w1, \alpha w1; v2, \lambda v2) = |(w1, \alpha w1)| (v1, \lambda v1) (v1, \lambda v1) |(v1, \lambda v1)| \delta_{v1, v2} \delta_{\lambda v1, \lambda v2} \]  

\[ = p(v1, \lambda v1) p(v1, \lambda v1) \delta_{v1, v2} \delta_{\lambda v1, \lambda v2} \]  

\[ = p(v1, \lambda v1; w1, \alpha w1) \delta_{v1, v2} \delta_{\lambda v1, \lambda v2}. \]  

(145)

(146)

(147)

(148)

The \( p(a|b) \) denotes the conditional probability that, if \( b \) has occurred, \( a \) will occur. \( p(a|b) \) denotes the joint probability that \( a \) and \( b \) will occur.

All values \( A^\rho_{\text{TOC}}(\ldots) \) of the TOC quasiprobability have reduced to probability values. Not all values of \( \tilde{A}_\rho \) reduce: the values associated with \( (v2, \lambda v2) = (v1, \lambda v1) \) or \( (w2, \alpha w2) = (w1, \alpha w1) \) reduce to products of probabilities. [See the analysis around Eq. (36).] The OTOC quasiprobability encodes nonclassicality (violations of the axioms of probability) more resilient than the TOC quasiprobability’s.

4. Complex TOC distribution \( P_{\text{TOC}}(W_{\text{TOC}}, W_{\text{TOC}}') \)

Let \( W_{\text{TOC}} \) and \( W_{\text{TOC}}' \) denote random variables analogous to thermodynamic work. We fix the constraints \( W_{\text{TOC}} = w1v1 \) and \( W_{\text{TOC}}' = w1v1. \) (\( w1 \) and \( v1 \) need not be complex conjugated because they are real, as \( W \) and \( V \) are Hermitian.) Multiple outcome sextuples \( (v2, \lambda v2; w1, \alpha w1; v1, \lambda v1) \) satisfy these constraints. Each sextuple corresponds to a quasiprobability \( A^\rho_{\text{TOC}}(\ldots) \). We sum the quasiprobabilities that satisfy the constraints:

\[ P_{\text{TOC}}(W_{\text{TOC}}, W_{\text{TOC}}') := \sum_{(v1, \lambda v1; w1, \alpha w1; v2, \lambda v2)} A^\rho_{\text{TOC}}(v2, \lambda v2; w1, \alpha w1) \times \delta_{V(w1v1)} \delta_{V(w2v2)}. \]  

(149)

\( P_{\text{TOC}} \) forms a complex distribution. Let \( f \) denote any function of \( W_{\text{TOC}} \) and \( W_{\text{TOC}}' \). The \( P_{\text{TOC}} \) average of \( f \) is

\[ \langle f(W_{\text{TOC}}, W_{\text{TOC}}') \rangle := \sum_{W_{\text{TOC}}, W_{\text{TOC}}'} f(W_{\text{TOC}}, W_{\text{TOC}}') P_{\text{TOC}}(W_{\text{TOC}}, W_{\text{TOC}}'). \]  

(150)

5. TOC as a moment of the complex distribution

The TOC obeys an equality analogous to Eq. (11) in Ref. [37].

Theorem 4 (Jarzynski-type theorem for the TOC): The time-ordered correlator (140) equals a moment of the complex distribution (149):

\[ F_{\text{TOC}}(t) = \frac{\partial^2}{\partial \beta \partial \beta'} \langle e^{-\beta W_{\text{TOC}} + \beta' W_{\text{TOC}}'} \rangle_{\beta, \beta' = 0}, \]  

(151)

wherein \( \beta, \beta' \in \mathbb{R} \).

Proof. The proof is analogous to the proof of Theorem 1 in Ref. [37].

Equation (151) can be recast as \( F_{\text{TOC}}(t) = \langle W_{\text{TOC}} W_{\text{TOC}}' \rangle \), along the lines of Eq. (45).

E. Higher-order OTOCs as moments of longer (summed) quasiprobabilities

Differentiating a characteristic function again and again yields higher- and higher-point correlation functions. So does differentiating \( P(W, W') \) again and again. But, each resulting correlator encodes just \( \mathcal{H} = 3 \) time reversals. Let \( \mathcal{H} = 1 \) \((\mathcal{H} = 1
= 2, \ldots, \text{for } \mathcal{H} = 3, 5, \ldots A \mathcal{H}\text{-fold OTOC has been defined [122,123]:}

\[ F^{(\mathcal{H})}(t) := \langle W(t) V \ldots W(t) V \rangle \equiv \text{Tr}(\rho W(t)V \ldots W(t)V). \]  

\[ 2^\mathcal{H} \]  

\[ 2^\mathcal{H} \]  

(152)

Each such correlation function contains \( \mathcal{H} \) Heisenberg-picture operators \( V(t) \) interleaved with \( \tilde{W}(t) \) time-0 operators \( V \). \( F^{(\mathcal{H})}(t) \) encodes \( 2^\mathcal{H} - 1 \) \( \mathcal{H} \) time reversals, illustrated in Fig. 19. We focus on Hermitian \( W \) and \( V \), as in Refs. [6,28], for simplicity.

The conventional OTOC corresponds to \( \mathcal{H} = 3 \) and \( \mathcal{H} = 2 \): \( F(t) = F^{(2)}(t) \). If \( \mathcal{H} < 3 \), \( F^{(\mathcal{H})}(t) \) is not OTO.

The greater the \( \mathcal{H} \), the longer the distribution \( P^{(\mathcal{H})} \) of which \( F^{(\mathcal{H})}(t) \) equals a moment. We define \( P^{(\mathcal{H})} \) in three steps: We recall the \( \mathcal{H} \)-extended quasiprobability \( A^{(\mathcal{H})}_\rho \) [Eq. (99)]. We introduce measurable random variables \( W_t \)
FIG. 19. $\mathcal{K}$-fold out-of-time-ordered correlator (OTOC): the conventional OTOC [Eq. (28)] encodes just three time reversals. The $\mathcal{K}$-fold OTOC $F^{(\mathcal{K})}(\tau)$ encodes $2\mathcal{K} - 1 = \mathcal{K} = 3, 5, \ldots$ time reversals. The time measured by a laboratory clock runs along the abscissa. The ordinate represents the time parameter $t$. The diagram, scanned from left to right, represents a $\mathcal{K}$-th order measurement of the state preparation $\rho$. Each green dot represents a $W_{\ell}$ pair $\langle \bar{V} | U | V \rangle$. The greater the $\mathcal{K}$, the “longer” the quasiprobability $\bar{A}_{\rho}(\mathcal{K})$, the more weak measurements are required to infer $\bar{A}_{\rho}(\mathcal{K})$. Differentiating $\bar{A}_{\rho}(\mathcal{K})$ more does not raise the number of time reversals encoded in the correlator. Equation (157) can be recast as $F^{(\mathcal{K})}(\tau) = \langle \prod_{\ell=2}^{\mathcal{K}+1} W_{\ell} \prod_{\ell'=1}^{\mathcal{K}} W_{\ell'} \rangle$, along the lines of Eq. (45).

VI. OUTLOOK

We have characterized the quasiprobability $\bar{A}_{\rho}$ that “lies behind” the OTOC $F(t)$. $\bar{A}_{\rho}$, we have argued, is an extension of the Kirkwood-Dirac distribution used in quantum optics. We have analyzed and simplified measurement protocols for $\bar{A}_{\rho}$, calculated $\bar{A}_{\rho}$ numerically and on average over Brownian circuits, and investigated mathematical properties. This work redounds upon quantum chaos, quasiprobability theory, and weak-measurement physics. As the OTOC equals a combination of $\bar{A}_{\rho}(\tau)$ values, $\bar{A}_{\rho}$ provides more fundamental information about scrambling. The OTOC motivates generalizations of, and fundamental questions about, KD theory. The OTOC also suggests a new application of sequential weak measurements.

At this intersection of fields lie many opportunities. We classify the opportunities by the tools that inspired them: experiments, calculations, and abstract theory.

A. Experimental opportunities

We expect the weak-measurement scheme for $\bar{A}_{\rho}$ and $F(t)$ to be realizable in the immediate future. Candidate platforms include superconducting qubits, trapped ions, ultracold atoms, and perhaps NMR. Experimentalists have developed key tools required to implement the protocol [10–13,31–35,50,63].
B. Opportunities motivated by calculations

Numerical simulations and analytical calculations point to three opportunities.

Physical models’ OTOC quasiprobabilities may be evaluated. The Sachdev-Ye-Kitaev model, for example, scrambles quickly [29,30]. The quasiprobability’s functional form may suggest new insights into chaos. Our Brownian-circuit calculation (Sec. IV), while a first step, involves averages over unitaries. Summing quasiprobabilities can cause interference evolution might provide different insights. Explicit Hamiltonian evolution might provide different insights. Explicit Hamiltonian evolution might provide different insights. Explicit Hamiltonian evolution might provide different insights. Explicit Hamiltonian evolution might provide different insights. Explicit Hamilto-

In some numerical plots, the real part $\text{Re}(\rho_{\hat{A}})$ bifurcates. These bifurcations resemble classical-chaos pitchforks [119]. Classical-chaos plots bifurcate when a differential equation’s equilibrium point branches into three. The OTOC quasiprobability $\rho_{\hat{A}}$ might be recast in terms of equilibria. Such a recasting would strengthen the parallel between classical chaos and the OTOC.

Finally, the Brownian-circuit calculation has untied threads. We calculated only the first moment of $\rho_{\hat{A}}$. Higher moments may encode physics less visible in $F(t)$. Also, evaluating certain components of $\rho_{\hat{A}}$ requires new calculational tools. These tools merit development, then application to $\rho_{\hat{A}}$. An example opportunity is discussed after Eq. (90).

C. Fundamental-theory opportunities

Seven opportunities concern the mathematical properties and physical interpretations of $\rho_{\hat{A}}$.

The KD quasiprobability prompts the question “Is the OTOC definition of ‘maximal noncommutation’ consistent with the mutually-unbiased-bases definition?” Recall Sec. VC: We decomposed an operator $\rho'$ in terms of a set $S = \{ |a\rangle \} \forall |w\rangle \neq 0$ of operators. In the KD-quasiprobability literature, the bases $S_0 = \{ |a\rangle \}$ and $S_f = \{ |f\rangle \}$ tend to be mutually unbiased (MU): $\langle |a| |f\rangle = 1/\sqrt{N} \forall a, f$. Let $A$ and $B$ denote operators that have MU eigenbases. Substituting $A$ and $B$ into an uncertainty relation maximizes the lower bound on an uncertainty [131]. In this quantum-information (QI) sense, $A$ and $B$ noncommute maximally.

In Sec. VC, $S_0 = \{ |v_2, \lambda_v\rangle \}$ and $S_f = \{ U |w_3, \alpha_{w_3}\rangle \}$. These $S$’s are eigenbases of $V$ and $V V(t)$. When do we expect these eigenbases to be MU, as in the KD-quasiprobability literature? After the scrambling time $t_s$, after $F(t)$ decays to zero, when $V(t)$ and $V$ noncommute maximally in the OTOC sense.

The OTOC provides one definition of “maximal non-commutation.” MUBs provide a QI definition. To what extent do these definitions overlap? Initial results show that, in some cases, the distribution over possible values of $\langle |v_2, \lambda_v| U |w_3, \alpha_{w_3}\rangle \rangle$ peaks at $1/\sqrt{d}$. But, the distribution approaches this form before $t_s$. Also, the distribution’s width seems constant in $d$. Further study is required. The overlap between OTOC and two QI definitions of scrambling have been explored already: (1) When the OTOC is small, a tripartite information is negative [28]. (2) An OTOC-like function is proportional to a frame potential that quantifies pseudorandomness [122]. The relationship between the OTOC and a third QI sense of incompatibility, MUBs and entropic uncertainty relations, merits investigation.

Second, $\rho_{\hat{A}}$ effectively has four arguments, apart from $\rho$ (Sec. VA). The KD quasiprobability has two. This doubling of indices parallels the Choi representation of quantum channels [118]. Hosur et al. have, using the Choi representation, linked $F(t)$ to the tripartite information [28]. The extended KD distribution might be linked to information-theoretic quantities similarly.

Third, our $P(W, W')$ and weak-measurement protocol resemble analogs in Refs. [108,109]. [See [110–112] for frameworks similar to Solinas and Gasparinetti’s (SG’s).] Yet, [108,109] concern quantum thermodynamics, not the OTOC. The similarity between the quasiprobabilities in Refs. [108,109] and those in Ref. [37], their weak-measurement protocol and ours, and the thermodynamic agendas in Refs. [108,109] and [37] suggest a connection between the projects [106,107]. The connection merits investigation and might yield new insights. For instance, SG calculate the heat dissipated by an open quantum system that absorbs work [108, Sec. IV]. OTOC theory focuses on closed systems. Yet, experimental systems are open. Dissipation endangers measurements of $F(t)$. Solinas and Gasparinetti’s toolkit might facilitate predictions about, and expose interesting physics in, open-system OTOCs.

Fourth, $W$ and $W'$ suggest underestudies for work in quantum thermodynamics. Thermodynamics sprouted during the 1800’s, alongside steam engines and factories. How much work a system could output (how much “orderly” energy one could reliably draw) held practical importance. Today’s experimentalists draw energy from power plants. Quantifying work may be less critical than it was 150 years ago. What can replace work in today’s growing incarnation of thermodynamics, quantum thermodynamics? Coherence relative to the energy eigenbasis is being quantified [135,136]. The OTOC suggests alternatives: $W$ and $W'$ are random variables, analogous to work, natural to quantum-information scrambling. The potential roles of $W$ and $W'$ within quantum thermodynamics merit exploration.

Fifth, relationships among three ideas were identified recently:

1. We have linked quasiprobabilities with the OTOC, following [37].
2. Aleiner et al. [137] and Haehl et al. [138,139] have linked the OTOC with Schwinger-Keldysh path integrals.
3. Hofer has linked Schwinger-Keldysh path integrals with quasiprobabilities [127].

The three ideas—quasiprobabilities, the OTOC, and Schwinger-Keldysh path integrals—form the nodes of the triangle in Fig. 20. The triangle’s legs were discovered recently; their joinings can be probed further. For example, Hofer focuses on single-time-fold path integrals. OTOC path integrals contain multiple time folds [137–139]. Just as Hofer’s quasiprobabilities involve fewer time folds than the OTOC quasiprobability $\rho_{\hat{A}}$, the TOC quasiprobability $\rho_{\hat{A}}^{\text{TOC}}$ (143) can be inferred from fewer weak measurements than $\rho_{\hat{A}}$ can. One might expect Hofer’s quasiprobabilities to relate to $\rho_{\hat{A}}^{\text{TOC}}$. Kindred works, linking quasiprobabilities with out-of-time ordering, include [124–128].
APPENDIX A: MATHEMATICAL PROPERTIES OF $P(W, W')$

Summing $\tilde{A}_\rho$, with constraints, yields $P(W, W')$ [Eq. (37)]. Hence, properties of $A_\rho$ (Sec. V A) imply properties of $P(W, W')$.

Property 8. $P(W, W')$ is a map from a composition of two sets of complex numbers to the complex numbers: $P : \{W\} \times \{W'\} \rightarrow \mathbb{C}$. The range is not necessarily real: $\mathbb{C} \supset \mathbb{R}$.

Summing quasiprobability values can eliminate nonclassical behavior: interference can reduce quasiprobabilities’ nonreality and negativity. Property 6 consists of an example. One might expect $P(W, W')$, a sum of $\tilde{A}_\rho(\ldots)$ values, to be real. Yet $P(W, W')$ is nonreal in many numerical simulations (Sec. III).

Property 9. Marginalizing $P(W, W')$ over one argument yields a probability if $\rho$ shares the $V$ eigenbasis or the $V(t)$ eigenbasis.

Consider marginalizing Eq. (37) over $W'$. The $(w_2, \alpha_{w_2})$ and $(v_1, \lambda_{v_1})$ sums can be performed explicitly:

$$P(W) := \sum_{W'} P(W, W')$$

$$= \sum_{(v_2, \lambda_{v_2}), (w_3, \alpha_{w_3})} \rho(v_2, \lambda_{v_2}; w_3, \alpha_{w_3}) \tilde{\delta}(w_2; w_{v_1})$$

The product of inner products is a Kirkwood-Dirac representation for $\rho$. The final expression is not obviously a probability.

But, suppose that $\rho$ shares its eigenbasis with $V$ or with $V(t)$. Suppose, for example, that $\rho$ has the form in Eq. (35). Equation (A2) simplifies:

$$P(W) = \sum_{(v_2, \lambda_{v_2}), (w_3, \alpha_{w_3})} \rho(v_2, \lambda_{v_2}; w_3, \alpha_{w_3}) \tilde{\delta}(w_2; w_{v_1})$$

The $p(v_2, \lambda_{v_2}; w_3, \alpha_{w_3}) := \left| \langle w_3, \alpha_{w_3} | U | v_2, \lambda_{v_2} \rangle \right|^2 p_{v_2, \lambda_{v_2}}$ denotes the joint probability that a $V$ measurement of $\rho$ yields $(v_2, \lambda_{v_2})$ and, after a subsequent evolution under $U$, a $V(t)$ measurement yields $(w_3, \alpha_{w_3})$.

Every factor in Eq. (A3) is nonnegative. Summing over $W$ yields a sum over the arguments of $\tilde{A}_\rho(\ldots)$. The latter sum equals one, by Property 6: $\sum_{W} P(W) = 1$. Hence, $P(W) \in [0,1]$. Hence, $P(W)$ behaves as a probability.

We can generalize Property 9 to arbitrary Gibbs states $\rho = e^{-\mathcal{H}/T}/Z$, using the regulated quasiprobability (110). The regulated OTOC (108) equals a moment of the complex distribution

$$P_{\text{reg}}(W, W') := \sum_{(v_1, \lambda_{v_1}), (w_2, \alpha_{w_2}), (v_2, \lambda_{v_2}), (w_3, \alpha_{w_3})} \tilde{\delta}(v_1, \lambda_{v_1}; w_2, \alpha_{w_2}; v_2, \lambda_{v_2}; w_3, \alpha_{w_3}) \tilde{\delta}(w_2, w_{v_1})$$

The proof is analogous to the proof of Theorem 1 in Ref. [37].

Summing over $W$ yields $P_{\text{reg}}(W) := \sum_{W} P_{\text{reg}}(W, W')$. We substitute in from Eq. (A4), then for $\tilde{A}_\rho^{\text{reg}}$ from Eq. (110). We perform the sum over $W'$ explicitly, then the sums over...
TABLE II. Correspondence between tuples of composite variables and quadruples of “base” variables: from each weak-measurement trial, one learns about a quadruple \((v_1, w_2, v_2, w_3)\). Suppose that the out-of-time-ordered-correlator operators \(W\) and \(V\) have the eigenvalues \(w_i, v_\alpha = \pm 1\). For example, suppose that \(W\) and \(V\) are Pauli operators. The quadruple’s elements are combined into \(W := w_1^* v_3^*\) and \(W' := w_2 v_1\). Each \((W, W')\) tuple can be formed from each of four quadruples.

| \((W, W')\)         | \((v_1, w_2, v_2, w_3)\)       |
|---------------------|---------------------------------|
| \((1, 1)\)          | \((-1, 1, 1, 1), (-1, 1, 1, 1)\, \ldots\) |
| \((-1, 1)\)         | \((-1, 1, 1, 1), (-1, 1, 1, 1)\, \ldots\) |
| \((-1, -1)\)        | \((-1, 1, 1, 1), (-1, 1, 1, 1)\, \ldots\) |

\((w_2, \alpha w_3)\) and \((v_1, \lambda v_2)\):

\[
P_{reg}(W) = \sum_{(v_1, \lambda v_2)} \left| \left| w_3, \alpha w_1 \right| \left| v_2, \lambda v_2 \right| \right|^2 \delta_{W(w_1^* v_3^*)} \tag{A5}
\]

This expression is real and nonnegative. \(P_{reg}(W)\) sums to one, so \(P(W)\) does. Hence, \(P_{reg}(W) \in [0, 1]\) acts as a probability.

Property 10 (Degeneracy of every \((W, W')\) associated with \(\rho = \mathbb{I}/d\) and with eigenvalue \((\pm 1)\) operators \(W\) and \(V\)). Let the eigenvalues of \(W\) and \(V\) be \pm 1. For example, let \(W\) and \(V\) be Pauli operators. Let \(\rho = \mathbb{I}/d\) be the infinite-temperature Gibbs state. The complex distribution has the degeneracy \(P(1, -1) = P(-1, 1)\).

Property 10 follows from (1) Eq. (52) and (2) Property 7 of \(\tilde{A}_{(1/d)}\). Item (2) can be replaced with the trace’s cyclicity. We reason as follows: \(P(W, W')\) is defined in Eq. (37). Performing the sums over the degeneracies yields \(\delta_{\tilde{A}_{(1/d)}}\). Substituting in from Eq. (52) yields

\[
P(W, W') = \frac{1}{d} \sum_{v_1, w_2, v_2, w_3} \text{Tr}(P_{reg}(W) \Psi_{v_2} \Psi_{v_1}^\dagger P_{reg}(W') \Psi_{v_2}^\dagger) \times \delta_{W'(w_1^* v_3^*)} \tag{A6}
\]

Consider inferring \(\tilde{A}_{(1/d)}\) or \(\tilde{A}_{(1/d)}\) from weak measurements. From one trial, we infer about four random variables: \(v_1, w_2, v_2, w_3\). Each variable equals \pm 1. The quadruple \((v_1, w_2, v_2, w_3)\) therefore assumes one of 16 possible values. These four “base” variables are multiplied to form the composite variables \(W\) and \(W'\). The tuple \((W, W')\) assumes one of four possible values. Every \((W, W')\) value can be formed from each of four values of \((v_1, w_2, v_2, w_3)\). Table II lists the tuple-quadruple correspondences.

Consider any quadruple associated with \((W, W') = (1, -1), \ldots\), e.g., \((-1, 1, 1, 1)\). Consider swapping \(w_2\) with \(w_3\) and swapping \(v_1\) with \(v_2\). The result, e.g., \((1, -1, 1, -1)\), leads to \((W, W') = (-1, 1, 1, -1)\). This double swap amounts to a cyclic permutation of the quadruple’s elements. This permutation is equivalent to a cyclic permutation of the argument of the \((A6)\) trace. This permutation preserves the trace’s value while transforming the trace into \(P(-1, 1)\). The trace originally equaled \(P(1, -1)\). Hence, \(P(1, -1) = P(-1, 1)\).

APPENDIX B: RETRODICTION ABOUT THE SYMMETRIZED COMPOSITE OBSERVABLE

\[\Gamma := i(\mathbb{K} \ldots \mathbb{A} - \mathbb{A} \ldots \mathbb{K})\]

Section VB concerns retrodiction about the symmetrized observable \(\Gamma := \mathbb{K} \ldots \mathbb{A} + \mathbb{A} \ldots \mathbb{K}\). The product \(\mathbb{K} \ldots \mathbb{A}\) is symmetrized also in \(\Gamma := i(\mathbb{K} \ldots \mathbb{A} - \mathbb{A} \ldots \mathbb{K})\). One can retrodict about \(\Gamma\), using \(\mathcal{X}\)-extended KD quasiprobabilities \(\tilde{A}_{\rho}^{(\mathcal{X})}\), similarly to in Theorem 1.

The value most reasonably attributable retrodictively to the time-\(t\) value of \(\Gamma\) is given by Eqs. (111), (112), and (114). The conditional quasiprobabilities on the right-hand sides of Eqs. (113) and (115) become

\[
\tilde{p}_{\rho_{\Gamma}}(a, \ldots, k, f | \rho) = \frac{-\text{Im}((f^*|k)(|k\rangle\langle a|\langle a|'f'))}{\langle f'|\rho'|f'\rangle} \tag{B1}
\]

and

\[
\tilde{p}_{\rho_{\Gamma}}(k, \ldots, a, f | \rho) = \frac{\text{Im}((f'|a)(|a\rangle\langle k|\langle k|'f'))}{\langle f'|\rho'|f'\rangle} \tag{B2}
\]

The extended KD distributions become

\[
\tilde{A}_{\rho}^{(\mathcal{X})}(\rho, a, \ldots, k, f) = i(f^*|k)(|k\rangle\langle a|\langle a|'f') \tag{B3}
\]

and

\[
\tilde{A}_{\rho}^{(\mathcal{X})}(\rho, k, \ldots, a, f) = -i(f'|a)(|a\rangle\langle k|\langle k|'f') \tag{B4}
\]

To prove this claim, we repeat the proof of Theorem 1 until reaching Eq. (122). The definition of \(\Gamma\) requires that an \(i\) enter the argument of the first \(\text{Re}\) and that a \(-i\) enter the argument of the second \(\text{Re}\). The identity \(\text{Re}(iz) = -\text{Im}(z)\), for \(z \in \mathbb{C}\), implies Eqs. (B1)-(B4).
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