Abstract

Label distributions in real-world are oftentimes long-tailed and imbalanced, resulting in biased models towards dominant labels. While long-tailed recognition has been extensively studied for image classification tasks, limited effort has been made for the video domain. In this paper, we introduce VideoLT, a large-scale long-tailed video recognition dataset, as a step toward real-world video recognition. VideoLT contains 256,218 untrimmed videos, annotated into 1,004 classes with a long-tailed distribution. Through extensive studies, we demonstrate that state-of-the-art methods used for long-tailed image recognition do not perform well in the video domain due to the additional temporal dimension in videos. This motivates us to propose FrameStack, a simple yet effective method for long-tailed video recognition. In particular, FrameStack performs sampling at the frame-level in order to balance class distributions, and the sampling ratio is dynamically determined using knowledge derived from the network during training. Experimental results demonstrate that FrameStack can improve classification performance without sacrificing the overall accuracy. Code and dataset are available at: https://github.com/17Skye17/VideoLT.

1. Introduction

Deep neural networks have achieved astounding success in a wide range of computer vision tasks like image classification [18, 19, 39, 41], object detection [14, 28, 34, 35], etc. Training these networks requires carefully curated datasets like ImageNet and COCO, where object classes are uniformly distributed. However, real-world data often have a long tail of categories with very few training samples, posing significant challenges for network training. This results in biased models that perform exceptionally well on head classes (categories with a large number of training samples) but poorly on tail classes that contain a limited number of samples (see Figure 1).

Recently, there is a growing interest in learning from long-tailed data for image tasks [4, 10, 22, 29, 40, 42, 47, 49, 53]. Two popular directions to balance class distributions are re-sampling and re-weighting. Re-sampling [8, 11, 16, 22, 53] methods up-sample tail classes and downsample head classes to acquire a balanced data distribution from the original data. On the other hand, re-weighting methods [4, 10, 27, 40, 47, 52] focus on designing weights to balance the loss functions of head and tail classes. While extensive studies have been done for long-tailed image classification tasks, limited effort has been made for video classification.

While it is appealing to directly generalize these methods from images to videos, it is also challenging since for classification tasks, videos are usually weakly labeled—only
a single label is provided for a video sequence and only a small number of frames correspond to that label. This makes it difficult to apply off-the-shelf re-weighting and re-sampling techniques since not all snippets contain informative clues—some snippets directly relate to the target class while others might consist of background frames. As a result, using a fixed weight/sampling strategy for all snippets to balance label distributions is problematic. For long-tailed video recognition, we argue that balancing the distribution between head and tail classes should be performed at the frame-level rather than at the video (sample)-level—more frames in videos from tail classes should be sampled for training and vice versa. More importantly, frame sampling should be dynamic based on the confidence of neural networks for different categories during the training course. This helps preventing overfitting for head classes and underfitting for tail classes.

To this end, we introduce FrameStack, a simple yet effective approach for long-tailed video classification. FrameStack operates on video features and can be plugged into state-of-the-art video recognition models with minimal surgery. More specifically, given a top-notch classification model which preserves the time dimension of input snippets, we first compute a sequence of features as inputs of FrameStack, i.e., for a input video with $T$ frames, we obtain $T$ feature representations. To mitigate the long tail problem, we define a temporal sampling ratio to select different numbers of frames from each video conditioned on the recognition performance of the model for target classes. If the network is able to offer decent performance for the category to be classified, we then use fewer frames for videos in this class. On the contrary, we select more frames from a video if the network is uncertain about its class of interest. We instantiate the ratio using running average precision (AP) of each category computed on training data. The intuition is that AP is a dataset-wise metric, providing valuable information about the performance of the model on each category and it is dynamic during training as a direct indicator of progress achieved so far. Consequently, we can adaptively under-sample classes with high AP to prevent over-fitting and up-sample those with low AP.

However, this results in samples with different time dimensions and such variable-length inputs are not parallel-friendly for current training pipelines. Motivated by recent data-augmentation techniques which blend two samples as virtual inputs, FrameStack performs temporal sampling on a pair of input videos and then concatenates re-sampled frame features to form a new feature representation, which has the same temporal dimension as its inputs. The resulting features can then be readily used for final recognition. We also adjust the the corresponding labels conditioned on the temporal sampling ratio.

Moreover, we also collect a large-scale long-tailed video recognition dataset, VideoLT, which consists of 256,218 videos with an average duration of 192 seconds. These videos are manually labeled into 1,004 classes to cover a wide range of daily activities. Our VideoLT have 47 head classes ($\#\text{videos} > 500$), 617 medium classes ($100 < \#\text{videos} <= 500$) and 340 tail classes ($\#\text{videos} <= 100$), which naturally has a long tail of categories.

Our contributions are summarized as follows:

1. We collect a new large-scale long-tailed video recognition dataset, VideoLT, which contains 256,218 videos that are manually annotated into 1,004 classes. To the best of our knowledge, this is the first “untrimmed” video recognition dataset which contains more than 1,000 manually defined classes.

- We propose FrameStack, a simple yet effective method for long-tailed video recognition. FrameStack uses a temporal sampling ratio derived from knowledge learned by networks to dynamically determine how many frames should be sampled.

- We conduct extensive experiments using popular long-tailed methods that are designed for image classification tasks, including re-weighting, re-sampling and data augmentation. We demonstrate that the existing long-tailed image methods are not suitable for long-tailed video recognition. By contrast, our FrameStack combines a pair of videos for classification, and achieves better performance compared to alternative methods. The dataset, code and results can be found at: https://github.com/17Skye17/VideoLT.

2. Related Work

2.1. Long-Tailed Image Recognition

Long-tailed image recognition has been extensively studied, and there are two popular strands of methods: re-weighting and re-sampling.

**Re-Weighting** A straightforward idea of re-weighting is to use the inverse class frequency to weight loss functions in order to re-balance the contributions of each class to the final loss. However, the inverse class frequency usually results in poor performance on real-world data [10]. To mitigate this issue, Cui et al. [10] use carefully selected samples for each class to re-weight the loss. Cao et al. [4] propose a theoretically-principled label-distribution-aware margin loss and a new training schedule DRW that defers re-weighting during training. In contrast to these methods, EQL [40] demonstrates that tail classes receive more discouraging gradients during training, and ignoring these

---

1 We use “snippet” to denote a stack of frames sampled from a video clip, which are typically used as inputs for video networks.
gradients will prevent the model from being influenced by those gradients.

For videos, re-weighting the loss is sub-optimal as snippets that are used for training contain different amount of informative clues related to the class of interest—assigning a large weight to a background snippet from tail classes will likely bring noise for training.

**Re-Sampling.** There are two popular types of re-sampling: over-sampling and under-sampling. Over-sampling [8, 16] typically repeats samples from tail classes and under-sampling [11] abandons samples from head classes. Recently, class frequency is used for class-balanced sampling [22, 30, 36, 53]. BBN [53] points out that training a model in an end-to-end manner on long-tailed data can improve the discriminate power of classifiers but damages representation learning of networks. Kang et al. [22] show that it is possible to achieve strong long-tailed recognition performance by only training the classifier. Motivated by these observations [22, 53], we decouple feature representation and classification for long-tailed video recognition. But unlike these standard re-sampling methods, we re-sample videos by concatenating frames from different video clips.

**Mixup.** Mixup [51] is a popular data augmentation method that linearly interpolates two samples at the pixel level and their targets as well. There are several recent methods improving mixup from different perspectives. For example, Manifold Mixup [43] extends mixup from the input space to the feature space. CutMix [50] cuts out a salient image region and pastes it to another image. PuzzleMix [24] uses salient signals without removing the local properties of inputs. ReMix [9] designs disentangled mixing factors to handle imbalanced distributions and improve the performance on minority classes. Recently, several studies show that mixup is also powerful when dealing with the long tail problem [9, 53], because it brings higher robustness and smoother decision boundaries to models and it can reduce overfitting to head classes. Our approach is similar to mixup in that we also combine two videos and mix their labels. However, FrameStack operates on frame features along the temporal dimension, but more importantly the mixing ratio in FrameStack is dynamic based on knowledge from the network model.

**2.2. General & Long-tailed Video Recognition**

Extensive studies have been made on video recognition with deep neural networks [7, 12, 13, 20, 26, 33, 45] or training methods [46] for video recognition. These approaches focus on learning better features for temporal modeling, by developing plugin modules [26, 45] or carefully designing end-to-end network structures [12, 13]. State-of-the-art video recognition models mainly experiment with general video recognition datasets to demonstrate their capacity in modeling long-term temporal relationships [20, 45] or capturing short-term motion dynamics [7, 12, 26, 33]. However, limited effort has been made for long-tailed video recognition due to the lack of proper benchmarks. Zhu and Yang [54] propose Inflated Episodic Memory to address long-tailed visual recognition in both image and videos. However, the use of memory banks in [54] is resource-demanding. FrameStack is computation-
ally more efficient using in-vitro knowledge from the network for resampling, and thus is more efficient without the need to attend to memory slots. Moreover, FrameStack is a plug-in data augmentation strategy that can be easily applied to model training.

3. VideoLT Dataset

We now introduce VideoLT in detail, which is a large scale benchmark designed for long-tailed video recognition.

In contrast to existing video datasets that focus on action or activities [3, 7, 23, 25, 38], VideoLT is designed to be general and to cover a wide range of daily activities. We manually define a hierarchy with 13 top-level categories including: Animal, Art, Beauty and Fashion, Cooking, DIY, Education and Tech, Everyday life, Housework, Leisure and Tricks, Music, Nature, Sports and Travel. See Figure 2 for details. For each top-level class, we used ConceptNet to find sub-level categories. Finally, we selected 1,004 classes for annotation. To obtain a more diverse video dataset, we not only use the defined categories in taxonomy system, but also expand tags with the same semantics. Then we use these tags to search and crawl videos from YouTube. For each category, duplicate videos and some very long videos are removed, and the number of videos for all categories is larger than 80. In order to ensure annotation quality, each video is labelled by three annotators and a majority voting is used to determine the final labels. See supplemental materials for more details.

VideoLT is split into a training set, a validation set and a test set using 70%, 10% and 20% of videos, respectively. To better evaluate approaches for long-tailed recognition, we define 47 head classes ($\# \text{videos } > 500$), 617 medium classes ($100 < \# \text{videos } <= 500$) and 340 tail classes ($\# \text{videos } <= 100$). See Suppl. for details.

**Comparisons with existing video datasets** We visualize in Fig. 3 the class frequency distribution of the training and validation set from ActivityNet v1.3 [3], Charrades [37], Kinetics-400 [7], Kinetics-600 [5], Kinetics-700 [6], FCVID [21], Something-something v1 [15], AVA [31] and VideoLT. VideoLT has superior linearity in logarithmic coordinate system, which means the class frequency distribution of VideoLT is close to a long-tailed distribution.

It is worth noting that YouTube-8M is a large scale dataset with 3,862 classes and 6.8 million videos [1]. With so many categories, the dataset naturally has a long tail distribution of classes as ours. However, the classes in YouTube-8M are inferred by algorithms automatically rather than manually defined. Each video class has at least 200 samples for training, which is two times higher than ours. In addition, it does not provide head, medium, tail classes for better evaluations of long-tailed approaches.

4. FrameStack

We now introduce FrameStack, a simple yet effective approach for long-tailed video recognition. In image recognition tasks, input samples always correspond to their corresponding labels. However, for video recognition, snippets, which might not contain informative clues due to the weakly-labeled nature of video data, could also be sampled from video sequences for training. Popular techniques with a fixed re-sampling/re-weighting strategy for long-tailed image recognition are thus not applicable, since they will amplify noise in background snippets when calculating losses.

To mitigate imbalanced class distributions for video tasks, FrameStack re-samples training data at the frame level and adopts a dynamic sampling strategy based on knowledge learned by the network itself. The rationale behind FrameStack is to dynamically sample more frames from videos in tail classes and use fewer frames for those from head classes. Instead of directly sampling raw RGB frames to balance label distributions, we operate in the feature space by using state-of-the-art models that are able to preserve the temporal dimension in videos [13, 26]. This allows FrameStack to be readily used as a plugin module for popular models to address the long-tail problem in video datasets without retraining the entire network.

More formally, we represent a video sequence with $L$ frames as $\mathcal{V} = \{f_1, f_2, \ldots, f_L\}$, and its labels as $y$. We then use a top-notch model (more details will be described in the experiment section) to compute features for $\mathcal{V}$, and the resulting representations are denoted as $\mathbf{V} = \{v_1, v_2, \ldots, v_L\}$. To determine how many frames should be selected from $\mathbf{V}$ for training a classifier, we compute a running Average Precision (rAP) during training to evaluate the performance of the network for each category on the entire dataset. For each mini-batch of training samples, we record their predictions and the groundtruth. After an epoch, we calculate the ap for each class on the training set. We refer to this metric as running AP since the parameters of the model are changing every mini-batch. While it is not accurate as standard average precision, it provides relative measurement about how the model performs for different classes. If the model is very confident for certain categories, selective labeling ensues; if the model is not very confident, more frames are used.

**Algorithm**

The key idea behind FrameStack is to adjust the number of frames used for training a classifier dynamically. It is based on the observation that some classes are more difficult to recognize than others, and thus require more training data. FrameStack re-samples training data at the frame level, which allows it to be readily used as a plugin module for popular models. The re-sampling strategy is based on the running average precision (rAP) of the model, which is calculated during training in the same manner as standard average precision. The re-sampling strategy is based on the following observations:

- In most cases, the model is more confident for certain categories than others.
- For these categories, more frames are selected from the video sequence for training.
- For categories where the model is not confident, fewer frames are selected.

The re-sampling strategy is based on the following observations:

- In most cases, the model is more confident for certain categories than others.
- For these categories, more frames are selected from the video sequence for training.
- For categories where the model is not confident, fewer frames are selected.

This allows FrameStack to be used as a plugin module for popular models to address the long-tail problem in video datasets without retraining the entire network.

Most top-notch recognition models do not perform temporal downsampling till the end of networks.

\[\text{FrameStack} \rightarrow \text{Classifier} \rightarrow \text{Running AP} \]
the corresponding rAPs, rAP$^i$ and rAP$^j$ for classes $y_i$ and $y_j$, respectively. We then define a temporal sampling ratio as:
\[
\beta = \frac{rAP^i}{rAP^i + rAP^j},
\]
where $\beta$ indicates the relative performance of classes $y_i$ and $y_j$ by the network so far. Then the number of frames that are sampled from $V_i$ and $V_j$ are $L_i$ and $L_j$, respectively:
\[
\begin{align*}
L_i &= \lfloor (1 - \beta) \times L \rfloor, \\
L_j &= \lfloor \beta \times L \rfloor.
\end{align*}
\]

We then produce two new snippets $\hat{V}_i$ and $\hat{V}_j$ with length $L_i$ and $L_j$, derived from $V_i$ and $V_j$ respectively through uniform sampling. By concatenating $\hat{V}_i$ and $\hat{V}_j$, we obtain a new sample $\hat{V}$ whose length is $L$:
\[
\hat{V} = \text{Concat}([\hat{V}_i; \hat{V}_j]).
\]

Now $\hat{V}$ becomes a multi-label snippet containing categories of $y_i$ and $y_j$. We associate $\hat{V}$ with a multi-label vector scaled by $\beta$:
\[
y = (1 - \beta) \times y_i + \beta \times y_j,
\]

Then, $\hat{V}$ and $y$ can then be used by temporal aggregation modules for classification. Note that at the beginning of the training process, recognition accuracies are pretty low for all categories, and thus $\beta$ is not accurate. To remedy this, when $(rAP^i + rAP^j) < 1e^{-5}$, we set $\beta$ to 0.5 to sample a half of frames from the two videos. Algorithm 1 summarizes the overall training process.

It is worth pointing out that FrameStack shares similar spirit as mixup [51], which interpolates two samples linearly as data augmentations to regularize network training. Here, instead of mixing frames, we concatenate sampled video clips with different time steps to address the long-tailed video recognition problem. As will be shown in the experiments, FrameStack outperforms mixup by clear margins in the context of video classification. FrameStack can be regarded as a class-level re-balancing strategy which is based on average precision of each class, we also use focal loss [27] which adjusts binary cross-entropy based on sample predictions.

5. Experiments

5.1. Settings

Implementation Details. During training, we set the initial learning rate of the Adam optimizer to 0.0001 and decrease it every 30 epochs: we train for a maximum of 100 epochs by randomly sampling 60 frames as inputs, and the batch size is set to 128. At test time, 150 frames are uniformly sampled from raw features. For FrameStack, we use a mix ratio $\eta$ to control how many samples are mixed in a mini-batch, and set $\eta$ to 0.5. In addition, the clip length of FrameStack $L$ is set to 60.

Backbone networks. To validate the generalization of our method for long-tailed video recognition, we follow the experimental settings as Decoupling [22]. We use two popular backbones to extract features including: ResNet-101 [18] pretrained on ImageNet and ResNet-50 [18] pretrained on ImageNet. We also experiment with TSM [26] using a ResNet-50 [26] as its backbone and the model is pretrained on Kinetics-400. We take the features from the penultimate layer of the network, resulting in features with a dimension of 2048.

We decode all videos at 1 fps, and then resize frames to the size of 256 and crop the center of them as inputs; these frames are uniformly sampled to construct a sequence with a length of 150.

Note that we do not finetune the networks on VideoLT due to computational limitations. Additionally, we hope FrameStack can serve as a plugin module to existing back-
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**Algorithm 1:** Pseudo code of FrameStack.

**Result:** Updated rAP list. Updated model $f_\theta$

**Input:** Dataset $D = \{(V_i, y_i)\}_{i=1}^n$. Model $f_\theta$

Initialize $rAP = 0$, $\varepsilon = 1e^{-5}$

for $M$: videos in a mini-batch */

for $(V_i, y_i) \in M$ do

for $(V_j, y_j)$ ← Sampler($D$, $M$)

if $(rAP^i + rAP^j) < \varepsilon$ then

$\beta = 0.5$

else

$\beta = \frac{rAP^i}{rAP^i + rAP^j}$

$L_i \leftarrow \lfloor (1 - \beta) \times L \rfloor$

$L_j \leftarrow \lfloor \beta \times L \rfloor$

/* $\hat{V}_i$, $\hat{V}_j$: Uniformly sample $L_i$, $L_j$ frames from $V_i$, $V_j$

$\hat{V}_i \leftarrow \text{Uniform}([V_i[L_i]])$

$\hat{V}_j \leftarrow \text{Uniform}([V_j[L_j]])$

$\hat{V} \leftarrow \text{Concat}([\hat{V}_i, \hat{V}_j])$

$y \leftarrow (1 - \beta) \times y_i + \beta \times y_j$

end

$L(f_\theta) \leftarrow \frac{1}{n} \sum_{(V, y) \in M} L((\hat{V}, y); f_\theta)$

$f_\theta \leftarrow f_\theta - \delta \nabla f_\theta L(f_\theta)$

/* rAP: A list of running average precision for each class */

$rAP \leftarrow \text{APCalculator}$

return $rAP$
bones with minimal surgery. Further, given features from videos, we mainly use a non-linear classifier with two fully-connected layers to aggregate them temporally. To demonstrate the effectiveness of features, we also experiment with NetVLAD for feature encoding [2] with 64 clusters and the hidden size is set to 1024.

Evaluation Metrics. To better understand the performance of different methods for long-tailed distribution, we calculate mean average precision for head, medium and tail classes in addition to dataset-wise mAP, Acc@1 and Acc@5. Long-tailed video recognition requires algorithms to obtain good performance on tail classes without sacrificing overall performance, which is a new challenge for existing video recognition models.

5.2. Results

Comparisons with SOTA methods. We compare FrameStack with three kinds of long-tailed methods that are widely used for image recognition tasks (See details and other extensions including square-root sampling and two-stage methods in the Supplementary material.):

- **Re-sampling**: We implement class-balanced sampling (CBS) [22, 36] which uses equalized sampling strategies for data from different classes. In a mini-batch, it takes a random class and then randomly samples a video, and thus videos from head and tail classes share the same probability to be chosen.

- **Re-weighting**: It takes sampling frequency of each class into consideration to calculate weights for cross-entropy or binary cross-entropy. We conduct experiments with, Class-balanced Loss [10], LDAM Loss [4] and EQL [40].

- **Data augmentation**: We use the popular method Mixup [51] for comparisons. For fair comparisons, mixup is performed in the feature space as FrameStack. In particular, mixup mixes features from two videos in a mini-batch by summing their features frame-by-frame.

Table 1 summarizes the results and comparisons of different approaches on VideoLT. We observe that the performance of tail classes are significantly worse compared to that of head classes using both ResNet-50 and ResNet-101 for all methods. This highlights the challenge of long-tailed video recognition algorithms. In addition, we can see popular long tail recognition algorithms for image classification tasks are not suitable for video recognition. Class-balanced sampling and class-balanced losses result in slightly performance drop, compared to the baseline model without using any re-weighting and re-sampling strategies; LDAM+DRW and EQL achieve comparable performance for overall classes and tail classes. For mixup, its performance is even worse compared to the baseline model, possibly due to the mixing between features makes training difficult. Instead, our approach achieves better results compared with these methods. In particular, when using ResNet-101 features, FrameStack achieves an overall mAP of 53.2%, which is 1.6% and 1.4% better compared to the baseline and the best performing image-based method (i.e., LDAM+DRW and EQL). Furthermore, we can observe that although CB Loss brings slightly better performance on tail classes, this comes at the cost of performance drop for overall classes. Compared to the CB Loss, FrameStack significantly improves the performance by 2.1% for tail classes without sacrificing the overall results.

Extensions with more powerful backbones. We also experiment with a TSM model using a ResNet-50 as its backbone to demonstrate the compatibility of our approach with more powerful networks designed for video recognition. In addition, we use two feature aggregation methods to derive
We now conduct a set of studies to justify the contributions of different components in our framework and provide corresponding discussion.

**Effectiveness of AP.** Throughout the experiments, we mainly use AP as a metric to adjust the number of frames used in FrameStack. To test the effectiveness of AP, we also experiment with a constant $\beta$ and class frequency. The results are summarized in Table 3. For a constant $\beta$, we test a variant of $\beta = 0.5$ throughout the training which takes the same number of frames for all classes. Results show the overall mAP on Nonlinear and NetVLAD model decreases at 10.2% and 2.0% respectively compared to the baseline, which suggests that sampling more frames for tail classes and fewer frames for head classes is a more practical strategy in long-tailed video recognition scenario.

**Effectiveness of mixing ratio.** We also investigate how many samples that are mixed in a mini-batch, determined by a mixing ratio $\eta$, influence the performance. From Table 5 we find that as $\eta$ increases, the performance of overall and tail classes increases at the beginning and then decreases—$\eta = 0.5$ reaches highest performance which is adopted in our FrameStack. It suggests that mixing all data in an epoch makes training more difficult.

**Effectiveness of loss functions.** As mentioned above, our approach resamples data from different classes and it is trained with focal loss. We now investigate the performance of our approach with different loss functions and the results are summarized in Table 4. We observe that using FrameStack is compatible with both loss functions, outperforming the baseline model without any resampling/rewighting strategies. For the nonlinear model, FrameStack achieves better performance, while for NetVLAD, FrameStack with binary cross-entropy loss(BCE) is slightly better.

| LT Methods | Overall | Nonlinear Model | NetVLAD Model |
|------------|---------|-----------------|---------------|
| baseline   | 0.565   | 0.632 | 0.566 |
| LDAM + DRW | 0.565   | 0.757 | 0.665     |
| EQL        | 0.567   | 0.757 | 0.666     |
| CBS        | 0.558   | 0.733 | 0.659     |
| CB Loss    | 0.563   | 0.744 | 0.667     |
| Mixup      | 0.548   | 0.736 | 0.659     |
| Ours       | 0.580   | 0.759 | 0.667     |

Table 2. Results and comparisons using TSM (ResNet-50). Top: features aggregated using a non-linear model; Bottom: features aggregated using NetVLAD.

Class frequency is another popular metric widely used for image-based long-tailed recognition [22, 30, 36, 53]. In particular, we take the inverse frequency of each class to compute the number of frames sampled for head and tail classes, and then concatenate two clips as FrameStack. We observe that resampling videos with class frequency results in 0.5% performance drop on the NetVLAD model. In contrast, using running average precision is a better way for resampling frames since it is dynamically derived based on knowledge learned by networks so far. As a result, it changes sampling rates based on the performance of particular classes, which prevents overfitting for top-performing classes and avoids under-fitting for under-performing categories at the same time. As aforementioned, treating weakly labeled videos as images and then resampling/rewighting them using class frequency might be problematic because some snippets might consist of background frames.
| LT-Methods                  | TSM (ResNet-50) | ResNet-101 |
|---------------------------|----------------|------------|
|                           | Overall [500, +\infty) Head | [100,500) Medium | [0,100) Tail | Acc@1 | Acc@5 | Overall [500, +\infty) Head | [100,500) Medium | [0,100) Tail | Acc@1 | Acc@5 |
| baseline                  | 0.565          | 0.620      | 0.436      | 0.680 | 0.851 | 0.516         | 0.687         | 0.568 | 0.396 | 0.663 | 0.837 |
| FrameStack-BCE            | 0.568          | 0.622      | 0.445      | 0.679 | 0.855 | 0.521         | 0.684         | 0.571 | 0.406 | 0.660 | 0.839 |
| FrameStack-FL             | **0.580**      | **0.632**  | **0.459**  | **0.686** | **0.859**   | **0.532**     | **0.695**     | **0.584** | **0.417** | **0.667** | **0.843** |

Table 4. Results of our approach using different loss functions and comparisons with baselines. FrameStack is complemented with focal loss on Nonlinear model and TSM (ResNet-50), ResNet-101 features.

| Method | Average Precision |
|--------|------------------|
| rocket | 0.668            |
| head-mountedDisplay | 0.775            |
| roadConstruction | 0.707            |
| bat     | 0.584            |
| pouringConcrete | 0.700            |
| wolf    | 0.707            |
| theLeaningTowerOfPisa | 0.586            |
| showingFashionableHats | 0.710            |
| energySavingBulbs | 0.709            |
| makingADreamCatcher | 0.860            |

Figure 4. Top 10 among 1,004 classes that FrameStack surpasses Mixup. 40% classes are action classes.

| Method | Average Precision |
|--------|------------------|
| rocket | 0.669            |
| head-mountedDisplay | 0.807            |
| roadConstruction | 0.715            |
| bat     | 0.568            |
| pouringConcrete | 0.711            |
| wolf    | 0.711            |
| theLeaningTowerOfPisa | 0.707            |
| showingFashionableHats | 0.585            |
| energySavingBulbs | 0.705            |
| makingADreamCatcher | 0.709            |

Figure 5. Top 10 among 340 tail classes that FrameStack surpasses Mixup. Comparing across Figure 4, we see FrameStack achieves better performance mainly on tail classes.

**FrameStack vs. Mixup.** We compare the performance of FrameStack and Mixup for the overall and tail classes. Specifically, we compute the difference of average precision for each class between FrameStack and Mixup. In Figure 4, we visualize the top 10 classes from 1,004 classes that

| \( \eta \) | Overall [500, +\infty) Head | [100,500) Medium | [0,100) Tail | Acc@1 | Acc@5 |
|-----------|----------------|----------|----------|-------|-------|
| 0         | 0.668          | 0.775    | 0.707    | 0.584 | 0.700 |
| 0.3       | 0.667          | 0.780    | 0.707    | 0.586 | 0.710 | 0.860 |
| 0.5       | **0.670**      | **0.780**| 0.707    | **0.590** | 0.710 | **0.858** |
| 0.7       | 0.669          | 0.780    | 0.707    | 0.585 | 0.709 | 0.860 |
| 0.9       | 0.668          | 0.774    | 0.704    | 0.588 | 0.706 | 0.859 |

Table 5. Effectiveness of the mixing ratio \( \eta \), test results are based on ResNet-101 feature and NetVLAD Model.

FrameStack outperforms Mixup and find that 40% of them are action classes. When comparing Figure 4 and Figure 5 together, we observe that the 80% of the top 10 classes are tail classes, which shows FrameStack is more effective than Mixup especially in recognizing tail classes.

### 6. Conclusion

This paper introduced a large-scale long-tailed video dataset—VideoLT with an aim to advance research in long-tailed video recognition. Long-tailed video recognition is a challenging task because videos are usually weakly labeled. Experimental results show existing long-tailed methods that achieve impressive performance in image tasks are not suitable for videos. In our work, we presented FrameStack, which performs sampling at the frame level by using running AP as a dynamic measurement. FrameStack adaptively selects different number of frames from different classes. Extensive experiments on different backbones and aggregation models show FrameStack outperforms all competitors and brings clear performance gains on both overall and tail classes. Future directions include leveraging weakly-supervised learning [32, 44], self-supervised learning [17, 48] methods to solve long-tailed video recognition.
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