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Abstract—Most existing state-of-the-art video classification methods assume that the training data obey a uniform distribution. However, video data in the real world typically exhibit an imbalanced long-tailed class distribution, resulting in a model bias towards head class and relatively low performance on tail class. While the current long-tailed classification methods usually focus on image classification, adapting them to video data is not a trivial extension. We propose an end-to-end multi-expert distribution calibration method to address these challenges based on two-level distribution information. The method jointly considers the distribution of samples in each class (intra-class distribution) and the overall distribution of diverse data (inter-class distribution) to solve the issue of imbalanced data under long-tailed distribution. By modeling the two-level distribution information, the model can jointly consider the head classes and the tail classes and significantly transfer the knowledge from the head classes to improve the performance of the tail classes. Extensive experiments verify that our method achieves state-of-the-art performance on the long-tailed video classification task.

Index Terms—Long-tailed distribution, video classification, multi-expert calibration.

I. INTRODUCTION

VIDEO classification has a wide range of applications in different scenarios such as video surveillance [1], [2], self-driving cars [3], health-care [4], etc. With the advent of deep Convolutional Neural Networks, the performance of video classification has witnessed incredible progress [5], [6], [7], [8]. A series of deep learning models [9], [10], [11], [12] focus on video classification task, which require access to abundant labels and uniformly distributed classes. However, as shown in Fig. 1, video data often exhibit extreme long-tailed (LT) distribution in the real world, where a few common classes (head classes) contain plenty of samples, and limited samples can underrepresent some rare categories (tail classes). Due to the naturally imbalanced distribution of training data, the trained model would be easily biased toward head classes and perform poorly on tail classes. To deal with this issue, recent trends in video classification have led to a proliferation of studies that train models with the long-tailed distribution dataset. For example, Zhang et al. [13] propose the first large-scale and long-tailed untrimmed video dataset and perform evaluation against currently popular visual LT-recognition approaches.

To tackle the severe data imbalance issue in LT classification, typical methods can be roughly divided into two categories, re-sampling and re-weighting. Re-sampling is a regular strategy for imbalanced datasets [14], [15], [16], where the basic idea is to over-sample tail classes and under-sample head classes. Re-weighting [17], [18], [19] is another commonly used technique to balance imbalanced data by up-weighting the tail samples and down-weighting the head samples in the loss function. Currently, these methods mainly focus on image classification tasks while few efforts have been made for the video domain. Compared with static images, a video is generally composed of hundreds of frames containing various scene dynamics. It
We explore a multi-expert distribution calibration method in long-tailed classification. Training classes exhibit long-tailed distributions, which are challenging due to the scarcity of samples in the tail classes. Most existing long-tailed classification methods only re-weight samples and suffer from problems like overfitting, poor performance, and under-learning. Our approach introduces a multi-expert model that performs probabilistic modeling by estimating mean and variance for each category. The model can learn tail classes as well as head classes, significantly transferring knowledge from the head to the tail.

In long-tailed classification, training classes exhibit long-tailed distribution while the distribution of test categories may be different. Most approaches assume that each test class has the same number of test samples, while the intra-class distribution may vary. The real-world data may follow any inter-class distribution, and the model must be capable of operating with various distributions. Considering such differences, the model is designed with a multi-expert mechanism to model diversified inter-class distributions and uses a distribution calibration strategy to adjust the model training.

Our method, MEDC, uses a multi-expert mechanism to model diversified inter-class distributions and uses a distribution calibration strategy to adjust the model training. The model consistently achieves superior performance over previous state-of-the-art approaches.
II. RELATED WORK

This section reviews three topics closely related to our work in terms of deep learning-based video classification, long-tailed visual classification methods, and distribution learning.

A. Deep Learning-Based Video Classification

Video is composed of continuous image sequences with complex motion information and naturally has spatial and temporal dimensions. Early studies on video classification directly utilize hand-crafted features to model classifiers [20], [21], [22]. Hand-crafted features rely heavily on human experience or domain knowledge. The experience and knowledge may be useful in certain task-specific settings, while this will result in a longer cost time to develop a successful video classification method for more general environments and tasks.

Nowadays, deep learning has shown its ability to learn more discriminative and robust features [23], [24]. Deep learning abandons the paradigm of using artificially designed features directly and utilizes deep neural networks to learn features automatically. Besides, deep learning achieves great progress in video classification [9], [25], [26], [27], [28], [29]. Video classification methods can be summarized into four categories, namely methods based on spatial-temporal networks, multiple stream networks, deep generative networks and temporal coherency networks following [30]. (1) Spatial-temporal networks [5], [10], [31], [32] use convolutional operation to extract features from both spatial and temporal domains. Ng et al. [10] develop convolutional temporal feature pooling architecture to aggregate spatial and temporal information and model the video as an ordered sequence of frames based on long short-term memory network (LSTM). Karpathy et al. [11] utilize local spatio-temporal information to extend CNNs into video classification on a large-scale dataset. (2) Multiple stream networks [33], [34] combine the multi-modal information, such as frame, optical flow and audio as inputs of deep networks. Feichtenhofer et al. [34] take advantage of spatio-temporal information by fusing ConvNet towers both spatially and temporally. Wu et al. [35] learn to exploit multi-modal features, such as spatial, short-term motion and audio clues, using a multi-stream framework. (3) Deep generative networks [36], [37] adopt generative models to accurately learn the underlying distribution of data. Vincent et al. [38] learn the temporal data in an unsupervised manner inspired from a manifold learning and information theoretic perspective. Goodfellow et al. [39] utilize backpropagation and dropout algorithms to train the generative and the discriminative model. (4) Temporal coherency networks [40], [41] take the notion of temporal coherency into perspective, where temporal coherency means that video frames are correlated both semantically and dynamically. Fernando et al. [42] capture video-wide temporal information by utilizing the parameters of the ranking functions as a new video representation for video classification. Most existing video classification approaches assume that the data of each category is balanced. Until now, the long-tailed video classification is under-explored.

B. Long-Tailed Visual Classification

Real-world data usually exhibit a long-tailed distribution, which causes models to tend to perform exceptionally well on head classes and overfit on tail classes. The long-tailed visual classification task aims to train models on highly class-imbalanced data and makes it test-generalized. Existing long-tailed methods can be categorized into three classes: re-sampling, re-weighting and ensemble models. (1) Re-sampling methods [18], [43] aim to artificially balance the imbalanced data. The strategies could be divided into two popular types: over-sampling and under-sampling. Over-sampling [44] repeats the samples from tail classes while under-sampling [45] randomly discards the samples from head classes. BBN [46] develops a unified Bilateral-Branch Network to handle representation learning and classifier learning jointly. The conventional learning branch is responsible for learning the original data distribution, while the re-balancing branch designs a reversed sampler to model the tail classes. Guo et al. [47] propose a visual recognition network collaboratively to perform well on both head and tail classes, where each branch performs its own binary-cross-entropy-based classification loss with learnable logit compensation. (2) Re-weighting methods [48], [49], [50] usually assign large weights for training samples of tail classes and down-weight the head samples in the loss function. The frequent approach is to apply class weights based on the proportional inverse of class frequency [48], [51], or the square root of the inverse number of samples [52]. Cao et al. [53] point out that minimizing a margin-based generalization bound can replace the standard cross-entropy objective during training and propose a theoretically-principled label-distribution-aware margin (LDAM) loss. EQL [54] explores an equalization loss to ignore gradients for rare categories and solve the problem of long-tailed rare categories recognition. (3) Ensemble learning-based methods [47], [55], [56] develop multiple experts to solve long-tailed visual learning problems. RIDE [57] trains multiple experts independently with softmax loss to improve computing efficiency, which can reduce the model variance and the computational cost with a dynamic expert routing module. Wang et al. [58] propose a two-stage instance segmentation model for long-tailed learning. The original classification stage can maintain the performance on head classes, while the adjusted classification stage aims to alleviate head bias. Some multiple experts approaches have emerged [59], [60]. TLC [60] proposes a multi-expert fusion framework by jointly conducting classification and uncertainty estimation to identify hard samples. Recently, long-tailed classification task has been developed from the image field to the video field. Zhang et al. [13] explore a simple and effective method for long-tailed video classification. The re-sampling strategy is guided by class distributions derived from knowledge learned by the network. Moreover, they collect a new large-scale and untrimmed long-tailed video classification dataset, Vide-oLT. We perform our method on this dataset. Different from the above work, we propose a novel multi-expert distribution calibration for long-tailed video classification. Unlike traditional multiple experts work that directly re-samples or re-weights a single sample in an independent expert, we jointly consider
intra-class and inter-class distributions to solve the imbalance issue for long-tailed data.

C. Distribution Learning

The distribution of each class in the latent space is important for capturing the statistical properties in model learning, especially for the classes with a scarcity of samples. Therefore, some work resorts to distribution learning for visual classification tasks. Kears et al. [61] first introduce distribution learning, which aims to learn probability distributions from independent draws. They learn distributions generated by simple circuits of parity gates and reduce the distribution learning problem to a related PAC problem. Kalai et al. [62] propose a polynomial-time algorithm to accurately estimate the mixture parameters based on the data drawn from a mixture of multivariate Gaussians. Dasgupta et al. [63] learn an unknown mixture of Gaussians with an arbitrary common covariance matrix and arbitrary mixing weights under a provably correct algorithm, which is to reconstruct the original Gaussian centers by the low-dimensional modes. Gao et al. [64] convert the label of each image into a discrete label distribution and develop a deep label distribution learning (DLLD) method by decoupling the label ambiguity in both feature learning and classifier learning.

Since training models can easily get over-fitted based on biased distributions formed by the scarcity of samples in some classes, there have also been some recent explorations in the few-shot distribution-oriented modeling, which can provide inspiration for solving the shortage of tail class samples to deal with long-tailed distribution problems. Yang et al. [65] assume that each feature representation follows a Gaussian distribution and transfers statistics from sufficient examples to adjust the distribution of these classes with few samples. ADM [66] dynamically integrates the relation between the KL divergence measure and the image-to-class measure and calculates their similarity to complete asymmetric distribution relations between a query and a support class. DPGN [67] jointly considers the instance-level and distribution-level relations and constructs a dual complete graph network to propagate label information from labeled examples to unlabeled examples.

The current long-tailed classification method based on distribution learning focuses on the distribution of tail classes. Samuel et al. [68] point out that the distribution of training samples of tail classes does not represent the real distribution of the data. They explore a distributional robustness loss for learning a balanced feature extractor. He et al. [69] train a teacher network from the entire and uniformly distributed dataset and distill knowledge to a student network based on the long-tailed distribution dataset. However, these methods ignore that the test class distribution is different from the training data. In this paper, we focus on long-tailed video classification, modeling the diverse intra-class distribution and inter-class distribution to handle the imbalanced problem.

III. OUR APPROACH

In this section, we introduce our proposed multi-expert distribution-calibrated method for long-tailed video classification, which jointly learns the intra-class distribution and the inter-class distribution as shown in Fig. 3. We first show some notations in our framework and then propose the probabilistic formulation and the multi-expert calibration module. Finally, we present the model training and inference process.

A. Notations

We assume that a long-tailed distribution dataset has \( N \) video-label pairs. Each video-label pair denotes as \((V_i, y_i)\), \( i \in \{1, \ldots, N\} \), where \( y_i = [y_i^{(1)}, \ldots, y_i^{(c)}, \ldots, y_i^{(C)}] \) is a binary label vector. \( y_i^{(c)} = 1 \) indicates the presence of label \( c \) in video \( i \), while zero otherwise. \( C \) is the total number of video categories. For each video \( V_i \), we extract features \( X_i \in \mathbb{R}^{L \times D} \) by using ResNet-50 or ResNet-101 [70] pre-trained on ImageNet, where \( L \) is the number of video frames and \( D \) is the feature dimension.

B. Intra-Class Distribution: Probabilistic Modeling

In this section, we take advantage of the intra-class distribution, i.e., the distribution of samples in a specific class for feature learning. By estimating such distribution information, the representation of a class can be better modeled to combat the bias caused by insufficient and imbalanced data.

Intra-class Distribution Estimation: To better estimate the intra-class distribution and avoid the over-fitting problem during model training, we assume that the intra-class distribution follows a Gaussian distribution in the latent space, the distribution of samples in the \( c \)-th class is represented as follows:

\[
p(X | c) = \mathcal{N}(\mu^{(c)}, (\sigma^{(c)})^2 I),
\]

where \( \mu^{(c)} \in \mathbb{R}^d \) and \( (\sigma^{(c)})^2 \in \mathbb{R}^d \) are the parameters of the Gaussian distribution, i.e., mean and variance, and \( I \) is the identity matrix. Note that other complicated distributions can also be used, such as the mixture of multivariate Gaussians. To avoid complex computation, we estimate the parameters (mean and variance of each class) of the Gaussian distribution through a learnable neural network. As shown in Fig. 3, for the extracted video feature \( X_i \) in class \( c \), the mean is predicted by the following function:

\[
\mu^{(c)}_i = \text{MeanPooling}_T(\varphi(X_i)),
\]

where \( \varphi(\cdot) \) is implemented by a multi-layer perceptron (MLP), which operates on each frame of the video. The MeanPooling\(_T(\cdot)\) operation is applied with a time range \( T \). The predicted mean for category \( c \), \( \mu^{(c)}_i \), is a \( d \)-dimensional vector.

In the following, for simplicity, we omit the superscript when there is no ambiguity.

By using 2, each sample in a class corresponds to different estimated mean values. To accurately estimate the category mean, we adopt a contrastive loss to make the estimated mean of samples from the same class as similar as possible, and the mean of different classes as dissimilar as possible.

\[
\mathcal{L}_\mu = \log \frac{\exp(\mu_i^+ \cdot \mu^+)}{\exp(\mu_i^+ \cdot \mu^+) + \sum_{\mu^- \in \mathcal{M}_i} \exp(\mu_i^- \cdot \mu^-)}
\]

where \( \mu^+ \) and \( \mu^- \) are the positive mean and negative mean estimated from same class and different classes, respectively. \( \mathcal{M}_i \) is the set of \( \mu^- \) from different categories.
Fig. 3. Overview of the proposed multi-expert distribution calibrated method. It considers two-level distribution: (1) We model the parameters mean $\mu$ and variance $\sigma^2$ of the Gaussian distribution which is designed for estimating the intra-class distribution. (2) Multiple experts are responsible for learning various inter-class distributions: the long-tailed expert takes the original data as input, the uniform expert takes input data by uniform sampling, and the inversely long-tailed expert takes inputs by reversing the label frequencies. We take $\cdot <1\rangle$, $\cdot <2\rangle$ and $\cdot <3\rangle$ for representing the three experts.

To estimate the variance of each category, a simple solution is to calculate the difference between various videos. However, this operation is time-consuming. Note that videos natively contain fruitful and changing temporal information, which can be leveraged for estimating the distribution variation of a specific video category. We propose a temporal attention module to focus on the dependency relations between video frames. With the temporal attention strategy, the information of each frame in the video is directly related to other frames, which is equivalent to a global perception field considering the temporal relations. We then estimate the variance of intra-class distribution based on the output of the temporal attention module:

$$\alpha_{il} = \text{softmax}_L \left( \frac{f_q(h_{il} - \mu_i)^T \cdot f_k(h_{il} - \mu_i)}{\sqrt{d_k}} \right)$$

$$\sigma_i^2 = \text{ReLU} \left( \sum_{l=1}^{L} \alpha_{il} \cdot f_v(h_{il} - \mu_i) \right), h_i = \phi(X_i) \quad (4)$$

where $\phi(\cdot)$ operates on each frame of the video implemented by a multilayer perceptron, $h_{il} \in \mathbb{R}^{L \times d}$ and $h_i \in \mathbb{R}^d$ are the frame-level features of the $l$-th frame, $\sqrt{d_k}$ is the scaling factor to counteract the extremely small gradients, $f_q$, $f_k$ and $f_v$ are trainable query, key and value mapping functions that map the input to a $d$-dimensional vector, and $\cdot$ denotes the dot product. The attention coefficient $\alpha_{il}$ is normalized by the softmax function along the time dimension. The normalized attention coefficient $\alpha_{il}$ and the values mapping function are summed to obtain the variance $\sigma_i^2$ which considers the temporal relations. So far, the representation of each sample in a certain class can be represented as a stochastic embedding sampled from $\mathcal{N}(\mu(c), \sigma(c)^2 I)$.

The stochastic embedding sampling operation is non-differentiable, which prevents the back-propagation of the gradients flow during model training. To enable the probabilistic model with continuous latent variables and make the stochastic embedding sampling operation differentiable, we utilize a re-parameterization strategy [71] using stochastic gradient ascent where gradients are computed by differentiating the lower bound estimator. Based on this strategy, the model can still take the gradient as normal. To perform probabilistic sampling, assuming that $z_i$ is a continuous random variable, we use a differentiable transformation of a noise variable $\epsilon$ to make $z_i$ multiplied by the standard deviation $\sigma_i$ as a deterministic variable. $\epsilon$ is an auxiliary noise variable that is sampled from a normal distribution independent of model parameters $\epsilon \sim \mathcal{N}(0, 1)$. Then, we take $z_i$ as an equivalent sampling representation and use it for classification:

$$z_i = \mu_i + \epsilon \sigma_i, \epsilon \sim \mathcal{N}(0, 1) \quad (5)$$

We take $z_i$ as the final representation of the video and as input of a multi-label classifier. The classification loss function
is defined as the cross-entropy loss:

\[ p_i = \psi_{cls}(z_i), p_i = \left[ p_i^{(1)}, \ldots, p_i^{(c)}, \ldots, p_i^{(C)} \right] \]

\[ \mathcal{L}_{cls} = -\frac{1}{C} \sum_{c=1}^{C} \psi^{(c)} \log \left( p_i^{(c)} \right) \] (6)

where \( p_i^{(c)} \) represents the predicted probability of the sample \( z_i \) in class \( c \). \( \psi_{cls}(\cdot) \) is a classifier which is actually a fully-connected layer and a sigmoid function that normalizes the input logits into a multi-label probability distribution.

C. Inter-Class Distribution: Multi-Expert Calibration

After learning to estimate the intra-class distribution, this section further focuses on the second key insight: when the actual inter-class distribution, i.e., global data distribution, cannot be determined, the simulation bias of existing single long-tailed distribution methods will lead to poor generalization of models. In fact, the test data may follow any inter-class distribution. Common distributions are long-tailed, uniform, or inversely long-tailed distributions, etc. Most existing long-tailed classification methods attempt to train models to handle test cases with a certain distribution. However, these methods strive to simulate a specific preset class distribution which will suffer from a simulation bias and perform poorly [59]. Therefore, our proposed method utilizes a multi-expert model to simulate various inter-class distributions, making the intra-class distributions estimated by different experts obey the inter-class distribution by distribution calibration.

Multi-expert Construction Based on Re-sampling: We mainly propose three experts dealing with long-tailed, uniform, and inversely long-tailed distributions. Each expert adopts the first two stages of the ResNet as the expert shared backbone, while the last stage and fully connected layers of the ResNet constitute the independent components of each expert, i.e., using different \( \phi(\cdot) \) and \( \psi(\cdot) \) functions to obtain features \( z_i \) by different experts. Assuming that the number of samples of the \( c \)-th class is \( N^{(c)} \), and the total number of all samples in the training set is \( N^{sum} \), the label frequency of class \( c \) is defined as \( \omega^{(c)} = \frac{N^{(c)}}{N^{sum}} \).

Long-tailed distribution expert directly adopts the long-tailed distribution data for model training, maintaining the original distribution of the long-tailed video dataset. Therefore, we perform probabilistic modeling of samples by utilizing the original intra-class distribution. The detailed operation is described in section III-B.

Uniform distribution expert aims to deal with uniformly distributed data, which can be widely applied to class-balanced datasets. We re-sample \( z_i \) of each class by using the probabilistic model so that the data exhibit uniform distribution. Specifically, uniform distribution expert uses the prior distribution of label frequencies \( \omega^{(c)} \) to adjust the sample distribution so that the occurrence probability of samples in each class is \( \frac{1}{C} \).

Similarly, inversely long-tailed expert focuses on inversely long-tailed distribution data. The actual test class distribution in real-world applications may be inversely long-tailed while existing long-tailed methods perform especially poorly in such cases. In this instance, the sampling ratio of each class is proportional to the inverse of the number of samples in each class, i.e., the larger sample number in a class, the smaller the sampling ratio needed. We adjust the sample distribution by inverting the prior distribution \( \omega^{(c)} = \text{resort}(\omega^{(c)}) \) obtained by reversing the order of label frequencies \( \omega^{(c)} \).

Note that we utilize the classification loss defined by (6) to optimize the three experts, i.e., \( \mathcal{L}_{cls} = \sum_{c=1}^{C} \mathcal{L}^{(c)}_{cls} \).

Inter-Class Distribution Calibration: To investigate the distribution more accurately under different experts, we calibrate the region of the intra-class distribution while maintaining the inter-class distribution. As shown in Fig. 3, for long-tailed distribution, the region (variance) of the head classes will be larger than that of the tail classes. For example, the head class can be set to follow \( (\sigma^{(c)})^2 \sim \mathcal{N}(0, 1) \) and the tail classes follow \( (\sigma^{(c)})^2 \sim \mathcal{N}(0, 0.01) \). In terms of uniform distribution, the regions of the head classes and the tail classes are kept as similar as possible, for example, the class distribution follows \( (\sigma^{(c)})^2 \sim \mathcal{N}(0, 0.5) \). For the inversely long-tailed distribution, we can make the regions of the tail classes larger than that of the head classes, set the head classes to follow \( (\sigma^{(c)})^2 \sim \mathcal{N}(0, 0.01) \), and the tail classes to follow \( (\sigma^{(c)})^2 \sim \mathcal{N}(0, 1) \). Hence, we use the 2-norm distance to constrain the size of the above-mentioned class regions for distribution calibration as follows:

\[ \mathcal{L}_{\sigma} = \mathbb{E} \left( (\sigma^{(c)})^2 - \gamma^{(c)} \right) \] (7)

For uniform distribution classes, \( \gamma^{(c)} \) is a scalar constant, while for long-tailed and inversely long-tailed distributions, we perform min-max normalization according to the label frequency to constrain \( \gamma^{(c)} \in (a, b) \). \( a \) and \( b \) are both constants and assigned values to the maximum and minimum that correspond to the three experts.

D. Training and Inference

For model training, we present an end-to-end unified framework for long-tailed video classification. For all experts, we adopt the mean-estimation objective (mean loss, (3)), multi-label cross-entropy objective (classification loss, (6)), and distribution calibration loss (region loss, (7)) to perform model optimization. The overall loss function of our model is defined as follows:

\[ \mathcal{L} = \lambda_1 \mathcal{L}_\mu + \lambda_2 \mathcal{L}_{cls} + \lambda_3 \mathcal{L}_{\sigma} \] (8)

where \( \mathcal{L}_\mu, \mathcal{L}_{cls}, \) and \( \mathcal{L}_{\sigma} \) are the aggregation of three experts. \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are the loss balance terms.

During inference, we aggregate experts and average the output of their classification results to predict the class of the given test sample and deal with the unknown test class distribution.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed method on the large-scale long-tailed distribution video dataset VideoLT [13]. We first provide implementation details and then conduct experiments to demonstrate that our method outperforms state-of-the-art methods. Last, we conduct ablation study and performance analysis that validates the effectiveness of our proposed modules.
A. Dataset

VideoLT [13]: The long-tailed distribution dataset+ contains 1,004 classes and about 256,218 untrimmed videos collected from YouTube, covering a wide range of human activities, including everyday life, housework, sports, and travel, etc. VideoLT uses 70% videos as training set, 10% videos as validation set and 20% videos as test set. VideoLT defines 47 head classes (videos > 500), 617 medium classes (100 < videos ≤ 500) and 340 tail classes (videos ≤ 100). Each video may contains multiple labels.

B. Baselines

We compare our proposed multi-expert distribution calibration method with several state-of-the-art long-tailed recognition methods as follows:

1. LDAM-DRW [53]: LDAM-DRW proposes a label-distribution-aware loss function to achieve larger margins for tail classes. LDAM loss compares with regularizing by a uniform margin across all classes under the setting of cross-entropy loss and hinge loss. We implement LDAM-DRW by taking the label frequency of each class into account and calculating weights for cross-entropy loss with enforced margins.

2. EQL [54]: EQL (equalization loss) ignores gradients for rare categories to tackle the problem of long-tailed rare categories. EQL introduces a weight term for each class of each sample, which mainly reduces the influence of negative samples on the tail classes and protects the learning of rare categories from being at a disadvantage during the network parameter updating.

3. CBS [72]: CBS (class-balanced sampling) re-trains the classifier with class-balanced sampling which is used to alleviate instance-balanced sampling discrepancy. We implement CBS by selecting samples equally from different classes. Specifically, a video is randomly sampled from a certain class, thus videos from both the head and tail classes have equalized sampling possibilities.

4. CB Loss [18]: CB Loss explores a theoretical framework to solve data overlap issue and calculates the adequate number of samples in a model and loss-agnostic manner. We implement CB Loss by adding the class-balanced re-weighting term to the loss function, which is inversely proportional to the adequate number of samples.

5. Mixup [73]: Mixup trains a neural network on a convex combination of pairs of samples and their labels, and regularizes the neural network to support simple linear behavior between training examples. Mixup can be implemented in a few lines of code with minimal computational overhead.

6. FrameStack [13]: FrameStack proposes a simple and effective long-tailed video classification method by sampling at the frame level to balance the imbalanced class distribution, i.e., a plug-in data augmentation strategy to normalize network training, and uses sample-based prediction to adjust binary cross-entropy loss.

C. Implementation Details

During training, following [13], we uniformly sample 60 frames for the feature extractor and use three popular backbones to extract features of each frame. In the test phase, 150 frames are uniformly sampled from raw videos. For the first two backbones, we use ResNet-50 and ResNet-101 [70] pre-trained on ImageNet. We obtain 2048-dimension features resulted from the penultimate layer of the ResNet. Moreover, to keep fairness between the comparison of FrameStack [13] and our proposed MEDC, we also conduct the experiment with TSM model [74] pre-trained on Kinetics-400. For TSM, we utilize ResNet-50 [70] as its backbone and adopt a NetVLAD model to aggregate features into 64 clusters. We set the hidden layers to 1024 dimensions.

We first perform probabilistic modeling of samples by utilizing label frequencies to make samples exhibiting roughly different distributions, i.e., long-tailed, uniform or inversely long-tailed expert. We then assume that samples in the class exhibit the Gaussian distribution with the parameters $\mu$ and $\sigma^2$. We adopt a fully-connected layer, a batch normalization layer and an average layer to obtain the mean $\mu$, then subtract the mean from the sample feature, and take the result as input into the temporal attention module to obtain the region size (variance) $\sigma^2$. The temporal attention module is essentially a decoder-encoder. We use the contrastive loss $L_\mu$ and the region loss function $L_\sigma$ to constrain the intra-class distribution and distribution region size.

In detail, for uniform distribution, we set $\gamma_k = 0.5$ when constraining the region loss. For long-tailed distribution and inversely long-tailed distribution, we set $\gamma_k \in (0.01, 1)$ for the corresponding experts, i.e., $a = 0.01$ and $b = 1$. The final loss $L_{cls}$ is the arithmetic sum of the classification losses of these experts. We set the learning rate of the Adam optimizer to 0.0001, and trains for 120 epochs. The batch size is 128. We implement our method by PyTorch. Experiments are conducted on a Linux server (CPU: Intel(R) Xeon(R) CPU E5-2620, GPU: NVIDIA TITAN RTX, 256 GB RAM).

Evaluation Metrics: We adopt mAP, Acc@1, and Acc@5 to evaluate the classification performance of our multi-expert distribution calibration method for long-tailed distribution. We evaluate the mean average precision for head classes (videos > 500), medium classes (100 < videos ≤ 500), and tail classes (videos ≤ 100), respectively. Furthermore, we calculate mAP, Acc@1, and Acc@5 by averaging the classification accuracy of all classes. Our model achieves better performance on the head, medium, and especially tail classes compared with state-of-art methods.

D. Performance Comparison

Table I summarizes the results and comparisons of our MEDC method and other state-of-the-art methods on the features of VideoLT extracted by ResNet50 and ResNet-101 [70]. Moreover, we investigate the performance using the features extracted from the TSM model pre-trained on Kinetics. We evaluate mAP, Acc@1, and Acc@5 in addition to the mean average precision of head classes, medium classes, and tail classes. Based on these evaluation metrics, we observe that our method significantly outperforms recent methods.

When using ResNet-50 features, the data augmentation-based Mixup method performs worse than the baseline method due to
the direct data mixing strategy between the features cluttering the labels and making the model training difficult. Compared with Mixup, the re-sampling-based class-balanced sampling (CBS) and class-balanced loss (CB Loss) achieve better results, i.e., 49.1% and 49.5%, which shows that the re-sampling methods can effectively improve the performance of long-tailed video classification. The re-weighting-based method LDAM-DRW and EQL consider the sampling frequency of each class when calculating the weight of cross-entropy or binary cross-entropy, and achieve better classification accuracy 50.2%. We observe that long-tailed image classification methods are not suitable for video classification, hence the FrameStack method designed for long-tailed video classification achieves better performance (51.6%). Our method achieves an overall mAP of 56.7%, which gains improvement by 6.8% and 6.5% compared with the baseline method and the best performing image-based methods (i.e., LDAM-DRW and EQL), respectively. Compared with the best performing video-based method (FrameStack), our method also improves the performance by 5.1%, demonstrating the effectiveness of the multi-expert distribution calibration method.

Overall, the pros and cons of various approaches on the ResNet-101 features are similar to those of the ResNet-50 features. Mixup achieves the performance 49.5% worse than the baseline method. From Table I, we observe that compared with the model using ResNet50 features, using ResNet-101 features significantly improves the classification accuracy, indicating that the feature extractor’s network depth will affect the final classification result. The overall mAP is 7.1% higher than the best performing video-based methods (FrameStack) and 8.5% higher than the best performing image-based methods (i.e., LDAM-DRW and EQL).

The performance of the medium and tail classes are significantly worse than that of head classes of all methods using ResNet-50 and ResNet-101 features, which highlights the challenges of video classification task for long-tailed distribution. We observe that CB Loss obtains the best performance among long-tailed image classification methods on tail classes when using ResNet-50 and ResNet-101 features (38.1% and 39.8%), respectively. Beyond that, the long-tailed video classification method FrameStack achieves better performance 39.7% and 41.7%. Compared with these methods, our method achieves significant improvements of 43.6% and 49.9% in tail classes while maintaining the advanced performance of overall and head classes. Extensive experiments show our MEDC outperforms all competitors and demonstrate the effectiveness of our strategy, especially in tail classes.

We further conduct the experiment on TSM [74] model using ResNet-50 as its backbone, which can validate the generalization of our method for long-tailed video classification. Compared with the image-pretrained features (ResNet-50 and ResNet-101), we achieve 6.4% and 2.8% improvement. In addition, we expand our MEDC with an advanced feature.
aggregation strategy in Table II. We achieve further improvement by 1.0% and 1.5% compared with the NetVLAD baseline for overall and tail classes on the VideoLT dataset using TSM (ResNet-50). It demonstrates the effectiveness of our MEDC in modeling long-tailed distributions.

### E. Further Remarks

To further understand how the proposed MEDC method improves mAP performance for long-tailed video classification, we investigate the contributions of different components. Concretely, we study the advantages of the temporal-attention module and the advantages of different experts. We present the classification accuracy of model variants trained with different components in Table III. This section sets up the following ablation experiments:

No Temporal-Attention removes the temporal-attention module. The parameter $\sigma$ of Gaussian distribution is obtained directly using the fully connected layer, the batch normalization layer, and the averaging layer.

Expert1 uses only long-tailed distribution expert for training. During the re-sampling stage, we maintain that the data are exhibiting in the form of long-tailed distribution, and the other settings remain unchanged.

Expert2 means that only uniform distributed expert is used for training, and the settings are as above.

Expert3 uses only the inversely distributed expert for training, and the settings are as above.

To demonstrate the effectiveness of the temporal attention module, we use a fully connected layer, a batch normalization layer to obtain the sample variance $\sigma^2$ directly, and other parameters of Gaussian distribution remain unchanged. We compare the mean average precision of No Temporal-Attention and our MEDC using the ResNet-50 features. The overall mAP performance is improved from 54.5% to 56.7%, which shows that capturing the temporal relationship between video frames is beneficial for estimating the distribution region size.

Besides, to understand the effectiveness of the multi-expert model, we compare three different experts independently and keep other modules unchanged, i.e., long-tailed distribution expert (E1), uniform distribution expert (E2), and inversely long-tailed distribution expert (E3), respectively. The three experts perform very similarly on various evaluation metrics and have similar overall performance on the VideoLT dataset. We observe that the accuracy of uniform distributed expert are little lower than that of the other two experts, proving that the traditional classification model based on manually-screened uniform datasets performs poorly when applied to the long-tailed distribution dataset (51.7%). In contrast, the long-tailed distribution expert and inversely long-tailed distribution expert achieve better results (52.6% and 52.7%).

Meanwhile, we also report the results of E1+E2, E1+E3, and E2+E3. Such experiment results not only demonstrate that the effectiveness of the single expert or any combination of two experts is worse than our multi-expert model but also clearly illustrate that it is beneficial to improve the generalization performance when the model considers enough differences of classes to handle inter-class distributions. Furthermore, the performance of various variants of our model using ResNet-101 features is roughly similar to the experimental results of the ResNet-50 features and achieves a slightly better performance of 2%-4% increment. Table III shows the classification accuracy of all model variants. We observe that the performance of our model in each evaluation metric is higher than that of any model variant, which proves that our strategy can effectively improve the classification ability on the long-tailed video classification task.

Additionally, we conduct comprehensive experiments to discuss the effectiveness of loss functions $L_{\text{tls}}$ and $L_{\text{balanced}}$ as shown in Table III. Note that, to achieve long-tailed recognition, the classification loss $L_{\text{cls}}$ cannot be removed.

**Analysis parameter of $\lambda_1$ and $\lambda_3$:** Furthermore, we conduct a series of experiments on the VideoLT dataset to investigate the sensitivity of the balancing parameters $\lambda_1$ and $\lambda_3$. We vary the effects of $\lambda_1$ and $\lambda_3$ from 0.2 to 1 while keeping another parameter $\lambda_2 = 1$ unchanged in Fig. 4. Experimental results demonstrate that the best mAP results can be obtained when $\lambda_1 = 0.8$ and $\lambda_3 = 0.4$.

**Analysis of the parameters $\mu$ and $\sigma^2$ of Gaussian distribution:** We visualize the distribution of the means corresponding to all 1004 classes as shown in Fig. 5, which demonstrates that the mean vector $\mu$ of all classes exhibit similarity during initial training, while they become markedly distinct after 120 epochs of model training, proving a significant improvement for the long-tailed classification task. Additionally, we randomly select 5 classes from the head/medium/tail classes respectively and show the averaged variances $\sigma^2$ in Fig. 6. The results show that our inter-class distribution calibration strategy can effectively

---

**TABLE II**

| LT-Methods | Overall | Head | Medium | Tail |
|-------------|---------|------|--------|------|
| Baseline    | 0.660   | 0.803 | 0.708  | 0.554|
| LDAM-DRW    | 0.627   | 0.779 | 0.675  | 0.519|
| EQL         | 0.665   | 0.808 | 0.713  | 0.537|
| CBS         | 0.662   | 0.806 | 0.708  | 0.558|
| CB Loss     | 0.666   | 0.801 | 0.712  | 0.566|
| Mixup       | 0.659   | 0.800 | 0.706  | 0.556|
| FrameStack  | 0.667   | 0.806 | 0.713  | 0.566|
| MEDC        | 0.670   | 0.811 | 0.716  | 0.569|

Best results are shown in bold.
| LT-Methods          | Overall | Head | Medium | Tail | Acc@1 | Acc@5 |
|---------------------|---------|------|--------|------|-------|-------|
| Baseline            | 0.499   | 0.675| 0.553  | 0.376| 0.650 | 0.828 |
| No Temporal Attention| 0.545   | 0.712| 0.589  | 0.425| 0.659 | 0.825 |
| Expert1             | 0.526   | 0.683| 0.562  | 0.377| 0.649 | 0.812 |
| Expert2             | 0.517   | 0.679| 0.567  | 0.370| 0.647 | 0.801 |
| Expert3             | 0.527   | 0.679| 0.561  | 0.384| 0.643 | 0.807 |
| E1+E2               | 0.543   | 0.702| 0.586  | 0.406| 0.654 | 0.832 |
| E1+E3               | 0.535   | 0.683| 0.588  | 0.403| 0.658 | 0.830 |
| E2+E3               | 0.540   | 0.697| 0.584  | 0.407| 0.656 | 0.828 |
| w/o $L_p$           | 0.538   | 0.692| 0.581  | 0.407| 0.655 | 0.821 |
| w/o $L_w$           | 0.549   | 0.706| 0.601  | 0.424| 0.659 | 0.832 |
| MEDC                | 0.567   | 0.720| 0.607  | 0.436| 0.667 | 0.839 |

Best results are shown in bold.

Fig. 5. t-SNE visualization of the mean of all classes from the VideoLT dataset. Figure 5(a) and Figure 5(b) indicate the distribution of means in the 1st epoch and the 120th epoch during training, respectively.

Constraint the region of variance. Note that both experiments are conducted on the long-tailed expert, and other experts also reveal similar performance properties.

**Analysis of different experts:** To verify the effectiveness of each expert, we conduct evaluations to quantify the testing performance of each expert as shown in Fig. 7, which demonstrates that each expert can better handle the corresponding data type (e.g., head, medium, and tail classes). Note that the performance of a single expert is still worse than the combined output of three experts, which verifies the contribution of our multi-expert strategy. Moreover, we visualize the influence of long-tailed distribution expert (Expert1), uniform distributed expert (Expert2), inversely long-tailed expert (Expert3), and multi-expert model (MEDC) in Fig. 8. We randomly select nine classes from the head, medium and tail classes from which we draw the following observations. MEDC outperforms all competitors and consistently improves accuracy on the head, medium, and tail classes.

Fig. 6. We randomly select 5 classes from head/medium/tail classes to compare the variances to indicate the variances in the 1st epoch and the 120th epoch during training as shown in Figure 6(a) and Figure 5(b).

Fig. 7. Results of three experts with all evaluation metrics.
Fig. 8. Qualitative results of different experts. We randomly select three classes from the head, medium, and tail classes and compare their classification performance of three experts and our MEDC.

Fig. 9. Performance visualization of FrameStack and our MEDC. We report the top 10 classes that MEDC surpasses FrameStack among 1004 classes and 340 tail classes in Figure 9(a) and Figure 9(b). We randomly select 10 classes among 1004 classes and 340 tail classes to compare the performance of FrameStack and our MEDC in Figure 9(c) and Figure 9(d).

**MEDC vs. FrameStack:** We conduct experiments on the overall and tail classes to compare our method MEDC with FrameStack by computing the difference in average precision for each class. As shown in Fig. 9(a), we select the top 10 classes from 1004 classes with the largest difference between MEDC and FrameStack, where 60% of them are action classes. The results show that our MEDC is beneficial for long-tailed video classification, especially for action classes. For Fig. 9(b), we observe that 80% classes are the same, i.e., 80% classes are tail classes. The results demonstrate that MEDC is successful in recognizing tail classes and outperforms FrameStack. In addition, we randomly select the top 10 classes from 1004 classes and 340 tail classes as shown in Fig. 9(c) and (d). Consistent with Fig. 9(a) and 9(b), for overall and tail class, our method achieves better performance on classification accuracy, which again demonstrates the effectiveness of our approach.

**V. Conclusion**

In this work, targeting at long-tailed video classification, we show the limitation of existing long-tailed classification approaches where the samples in each class may exhibit a specific distribution and test samples may follow any class distribution. Therefore, existing methods may perform overfitting and poorly.
To this end, we propose a novel end-to-end multi-expert distribution calibration method for long-tailed video classification, which efficiently solves the data imbalance problem by considering the intra-class and inter-class distribution. We perform probabilistic modeling to estimate the distribution of samples in each class and learn multi-expert to excel at handling diverse distributions of overall data. Experimental results on the VideolT dataset with long-tailed distribution report that our proposed model significantly outperforms state-of-the-art methods. In the future, category-category relations can also be considered as a constraint in distribution modeling. We will also explore more long-tailed distribution tasks, such as long-tailed action prediction and long-tailed video scene graph generation.
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