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Abstract. The paper firstly considers the problem of finding solvents for arbitrary unilateral polynomial matrix equations with second-order matrices over prime finite fields from the practical point of view: we implement the solver for this problem. The solver’s algorithm has two step: the first is finding solvents, having Jordan Normal Form (JNF), the second is finding solvents among the rest matrices. The first step reduces to the finding roots of usual polynomials over finite fields, the second is essentially exhaustive search. The first step’s algorithms essentially use the polynomial matrices theory. We estimate the practical duration of computations using our software implementation (for example that one can’t construct unilateral matrix polynomial over finite field, having any predefined number of solvents) and answer some theoretically-valued questions.

1. Introduction
Let \( K \) be a field and let \( M_n(K) \) denote the ring of all \( n \times n \) matrices with entries in \( K \). The field \( K \) is meant to be \( \mathbb{C} \) or \( \mathbb{F}_p \), for some \( p \in \mathbb{N} \) (when \( p \) is a prime number, then field is called prime).

The unilateral matrix polynomial (UMP) of \( n \)-th order and \( d \)-th degree over \( K \) is the expression of the form

\[
F(X) = X^d + F_{d-1} \cdot X^{d-1} + \cdots + F_2 \cdot X^2 + F_1 \cdot X + F_0,
\]

where \( F_i \in M_n(K), i = 0, \ldots, d - 1 \) are coefficients and \( X \in M_n(K) \) is (unknown) variable.

The set of all such UMP for given \( n \) and \( K \) we denote by \( \langle M_n(K) \rangle[X] \). The root (or solvent) of UMP \( F(X) \) is a matrix \( S \in M_n(K) \), such that \( F(S) = 0 \), where \( 0 \) is zero \( n \)-th order matrix. The set of all UMP’s roots we denote \( \text{Ker}(F(X)) \).

Remark 1. This paper considers only left UMPs, while right unilateral matrix polynomials exist looking like \( F(X) = X^d + X^{d-1} \cdot F_{d-1} + \cdots + X^2 \cdot F_2 + X \cdot F_1 + F_0 \). Our below discussion without loss of generality can be extended to them.

The most important problems related to UMP \( F(X) \) are (i) whether \( F(X) \) has solvents and (ii) how to find these solvents. The main challenges are non-commutative nature of UMPs, the presence of zero-divisors in \( M_n(K) \) and as a consequence anomalous (in contrast to usual scalar polynomials) total number of these solutions. Consider two examples, where \( K \) is \( \mathbb{C} \).
Example 1 (The unresolvable UMP).

\[ F(X) = X^2 - \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \in (M_2(\mathbb{C}))[X] \]

The root of \( F(X) \) can be only the matrix, having exclusively zero eigenvalues (because the square of this matrix has only zero eigenvalues), i.e. nilpotent matrix. But the square of any nilpotent 2 × 2 matrix is the zero matrix.

Example 2 (The UMP having infinity roots).

\[ F(X) = X^2 - \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \in (M_2(\mathbb{C}))[X] \]

The roots are all nilpotent 2 × 2 matrices.

The following theorem summarizes the general results about the total number of solutions for \( K = \mathbb{C} \) from a plenty of works devoted to analysis of UMP over \( \mathbb{C} \).

**Theorem 1.**

(i) There exist unresolvable UMPs \( F(X) \in (M_n(\mathbb{C}))[X] \).

(ii) There exist UMPs \( F(X) \in (M_n(\mathbb{C}))[X] \), having infinity number of solvents.

(iii) If \( F(X) \in (M_n(\mathbb{C}))[X] \) has finite number of solvents, then \( |\text{Ker}(F(X))| \leq C_n^{n} \cdot d \).

An important question is: what can we say about the total number of solvents for given UMP \( F(X) \in (M_n(F_p))[X] \), where \( p \) is prime number? This problem hasn’t been studied yet in literature for the case of arbitrary \( F(X) \). May be this was caused by the fact that until 2014 UMP-related applications consider only \( \mathbb{C} \) case (it was applications from mechanics and control theory, see, for example [34, 35]). But today it has important practical applications in homomorphic cryptography [17, 18], because finding solvents of UMP over \( \mathbb{F}_p \) in fact simulates cryptanalitic attack on some homomorphic encryption. In particular, we interested in problem: to what complexity class belongs the problem of finding UMP’s solvents? For investigation this problem the first step is to determine, if for any number \( t \in [0, p^{2n}] \cap \mathbb{N} \) there exist UMP, having exactly \( t \) solvents? Another aim is to simulate in practice the process of solving UMP problem by attacker.

In this work we partially solve both tasks. We discuss algorithms for computing all solvents of \( F(X) \in (M_2(F_p))[X] \) belonging to the class of matrices \( E_{2}(F_p) \) with all eigenvalues in \( F_p \) (the last class of matrices denoted by \( E_{2}(F_p) \)), and estimate the complexity of these algorithms.

Our results are essentially based on the thorough study of computing the roots and estimating their number for second-degree UMP \( F(X) \in (M_2(\mathbb{C}))[X] \) presented in [4]. We make an adaptation of methods (informally) described in [4] for \( \mathbb{C} \) to \( F_p \).

The paper is organized as follows: Section 2 reviews previous works devoted to finding UMP’s solvents, Section 3 gives necessary theoretical background concerning polynomial matrices, Sections 4 and 5 discuss algorithms for finding UMP’s solvents, Section 6 shows experimental results and, finally Section 7 is conclusion.

2. Related works

2.1. The works concerning the UMPs over \( \mathbb{C} \)

The major part of works dealing with matrix polynomials is devoted to calculating solvents of UMP \( F(X) \in (M_n(\mathbb{C}))[X] \). Several researchers [1, 2, 5, 10, 7] presented the result formalized in Theorem 1. This result was obtained using polynomial matrix theory [8] (see section 3). The detailed case study for second-order matrices was done in [4, 3].
In [10] the author thoroughly studies the properties of block-companion matrix. It can be composed by coefficients of UMP \( \mathcal{F}(X) \in (M_n(\mathbb{C}))[X] \) and gives an insight how matrix polynomials solvents are built inside. Also the conditions for the number of solvents to be infinite are stated and some cases of finite (positive) solvents number are considered.

Theorem 1 states if \( \mathcal{F}(X) \in (M_n(\mathbb{C}))[X] \) has the finite number of solvents \( t \), then \( t \leq C_n^d \).

But for arbitrary \( n \) it’s unknown if \( \mathcal{F}(X) \in (M_n(\mathbb{C}))[X] \) exists having exactly \( t \) roots. In [5] the author solves this problem for \( n = 2 \). He shows for \( n = 2 \) and \( \forall d, t \leq C_{2,d}^d \)-th degree UMP exists with exactly \( t \) solvents. To achieve this result the author builds UMP of special construction. Such UMP has only diagonalizable (recall that a square matrix \( A \) is called diagonalizable if it is similar to a diagonal matrix, i.e., if there exists an invertible matrix \( P \) such that \( P^{-1}AP \) is a diagonal matrix) solvents, and their number could be exactly \( t \).

Finally there is a plenty of works proposing numerical algorithms for computing solvents of UMP \( \mathcal{F}(X) \in M_n(\mathbb{C})[X] \). For example, in [1, 22, 23, 24, 25] the authors propose how to adapt numerical methods of computing matrix polynomials solvents.

2.2. The works concerning the UMPs over \( \mathbb{F}_p \)

To the best of our knowledge the problem of computing and estimating the number of roots for arbitrary given \( \mathcal{F}(X) \in M_n(\mathbb{F}_p)[X] \) is not studied in literature. But anyway some case studies have been done.

Equation \( X^n = 0 \) over \( M_n(\mathbb{F}_p) \) was investigated in the following works [21, 11, 12]. It’s well known that solutions of this equations are nilpotent \( n \times n \) matrices. It’s proved in [21] the total number of \( n \times n \) nilpotent matrices is \( p^{n^2-n} \).

The study of solving \( X^n = B \) over \( M_n(\mathbb{F}_p) \) was done in [13, 14], where \( B \in M_n(\mathbb{F}_p) \) – some arbitrary matrix.

Also there are works researching the question how to find matrices \( S \in M_n(\mathbb{F}_p) \) being solutions of given scalar polynomial \( f(x) \in \mathbb{F}_p[x] \) (see, for example, [15]).

3. Theoretical background on polynomial matrices and solvents of matrix polynomials

Each UMP can be associated with a polynomial matrix (called \( \lambda \)-matrix) \( \mathcal{F}(\lambda) \) which is obtained from \( \mathcal{F}(X) \) through replacing matrix-variable \( X \in M_n(\mathbb{K}) \) by scalar \( \lambda \in \mathbb{K} \), i.e. \( \mathcal{F}(\lambda) = \lambda^d + F_{d-1} \cdot \lambda^{d-1} + \cdots + F_0 \in (M_n(\mathbb{K})[\lambda]) \).

Below definitions has been formulated in [10] for field \( \mathbb{C} \), but here we rewrite them for arbitrary field \( \mathbb{K} \).

**Definition 1 ([10]).** The latent root (or eigenvalue) of \( \lambda \)-matrix \( \mathcal{F}(\lambda) \) is \( \alpha \in \mathbb{K} \) such that \( \det(\mathcal{F}(\alpha)) = 0 \).

**Definition 2 ([10]).** The latent vector \( \vec{v} \in \mathbb{K}^n \) (or eigenvector) of \( \mathcal{F}(\lambda) \), corresponding to eigenvalue \( \alpha \in \mathbb{K} \), is a vector such that \( \mathcal{F}(\alpha) \cdot \vec{v} = \vec{0} \).

**Definition 3 ([10]).** Given \( \mathcal{F}(\lambda) \) of second degree and its eigenvalue \( \alpha \in \mathbb{K} \), let \( \mathcal{F}' \) denote the derivative of \( \mathcal{F} \). If vectors \( \vec{v}_1, \vec{v}_2 \in \mathbb{K}^n \), with \( \vec{v}_1 \neq \vec{0} \), not necessary distinct or linearly independent satisfy

\[
\mathcal{F}(\alpha)\vec{v}_2 + \mathcal{F}'(\alpha)\vec{v}_1 = \vec{0}
\]

we say \( \vec{v}_1, \vec{v}_2 \) is a Jordan chain (or generalized eigenvectors) of length 2 of \( \mathcal{F}(\lambda) \) corresponding to the eigenvalue \( \alpha \).

**Definition 4 ([10]).** Let there is \( \mathcal{F}(\lambda) \) and the matrix \( V \) over \( \mathbb{K} \) of dimension \( n \times k \), \( V = [\vec{v}_1 \ldots \vec{v}_k] \), where \( \vec{v}_1, \ldots, \vec{v}_k \) is a Jordan chain of \( \mathcal{F}(\lambda) \) corresponding to eigenvalue \( \alpha \). The pair \( (V, J) \), where \( J \) – Jordan block of size \( k \) with \( \alpha \) in the main diagonal, is an eigenpair of \( \mathcal{F}(\lambda) \).
Theorem 2 ([10]). If the matrix $T = [V_1 \ldots V_l]$ is a nonsingular matrix of order $n$ and $J_0 = \text{diag}(J_1, \ldots, J_l)$ is also matrix of order $n$, then $(V_i, J_i), i = 1, l$ are eigenpairs of $F(\lambda)$ if and only if $S = T \cdot J_0 \cdot T^{-1}$ is a root of UMP $F(X) \in (M_n(\mathbb{K}))[X]$.

Theorem 2 shows the internal structure of solvents of given matrix polynomial $F(X) \in (M_n(\mathbb{K}))[X]$. It states that any solvent of $F(X)$ can be composed by some subsets of $F(\lambda)$ eigenpairs. Of course if the basic field $\mathbb{K}$ is not algebraically closed, than some part of eigenpairs are matrices over extension of $\mathbb{K}$. The simple corollary of Theorem 2 is if $S$ is a root of $F(X)$, then all its eigenvalues and eigenvectors are eigenvalues and eigenvectors of $F(\lambda)$.

Theorem 2 says how to compute all $F(X)$ solvents: find all eigenpairs and try to combine them in a different ways to get all different solvents of $F(X)$.

The next theorem was proved in [2], but it can be viewed as a direct consequence of Theorem 2. It shows how to get all diagonalizable solvents of $F(X)$ over $\mathbb{K}$.

Theorem 3 ([2]). Let $F(\lambda) \in (M_n(\mathbb{K}))[\lambda]$ has eigenvalues $\lambda_1, \ldots, \lambda_n \in \mathbb{K}$ and their corresponding eigenvectors form linear independent system $\{\vec{v}_1, \ldots, \vec{v}_n\}$. Then

$$S = V \cdot \text{diag}(\lambda_1, \ldots, \lambda_n) \cdot V^{-1} \in M_n(\mathbb{K})$$

is root of $F(X)$, where $i$-th column of $V \in M_n(\mathbb{K})$ is $\vec{v}_i$. Any diagonalizable root of $F(X)$ can be built in this way.

Denote as $D_2(\mathbb{K})$ the set of all diagonalizable $2 \times 2$ matrices with entries from $\mathbb{K}$.

Since in this work we are going to deal only with $2 \times 2$ matrices, let’s see how the roots of $F(X) \in (M_2(\mathbb{F}_p))[X]$ belonging to $Eig_2(\mathbb{F}_p)$ will look like. We have two types of solvents:

- Diagonalizable solvent is $S = V \cdot \begin{pmatrix} \alpha_1 & 0 \\ 0 & \alpha_2 \end{pmatrix} \cdot V^{-1}$, where $V = [\vec{v}_1 \ \vec{v}_2] \in M_2(\mathbb{F}_p)$, $\alpha_i \in \mathbb{F}_p$, $(\alpha_i, \vec{v}_i), i = 1, 2$ are two eigenpairs of $F(\lambda)$, $\vec{v}_1, \vec{v}_2$ are linear independent.

- Non-diagonalizable solvent is $S = V \cdot \begin{pmatrix} \alpha & 1 \\ 0 & \alpha \end{pmatrix} \cdot V^{-1}$, where $V = [\vec{v}_1 \ \vec{v}_2] \in M_2(\mathbb{F}_p)$ is a Jordan chain of $F(\lambda)$ corresponding to eigenvalue $\alpha \in \mathbb{F}_p$, $\vec{v}_1, \vec{v}_2$ are linear independent (latent) vectors, $\alpha$ has algebraic multiplicity $\geq 2$. Recalling theorem 2 we get $\vec{v}_1, \vec{v}_2$ are solutions of the following equations system:

$$\begin{cases} F(\alpha) \ \vec{v}_1 = \vec{0} \\ F(\alpha) \ \vec{v}_2 + F'(\alpha) \ \vec{v}_1 = \vec{0}. \end{cases}$$

4. Finding solvents by exhaustive search and by solving corresponding system of scalar polynomial equations

Since the number of solvents for UMP over $\mathbb{F}_p$ is always finite, one can find all of them using exhaustive search. The complexity of evaluating $d$-th degree UMP $F(X) \in (M_2(\mathbb{F}_p))[X]$ at some point $S \in M_2(\mathbb{F}_p)$ is $O(d)$, if one uses Horner’s rule. And since the total number of $2 \times 2$ matrices is $p^4$, the complexity of brute force search is $O(d \cdot p^4)$ arithmetic operations in $\mathbb{F}_p$.

Another technique is just write in symbolic form the unknown solvent’s entries and construct a system of usual polynomial equations that then solve using such techniques as Grobner basis, linearisation, e t.c. This was done in [31], where one can find tables for number of monic UMP’s, having various numbers of solvents. In particular, in Table 1 from [31] one can see that for every $t \in [0, 16] \cap \mathbb{N}$. Such experiments was carried out for all $\mathbb{F}_2, \ldots, \mathbb{F}_{31}$ and for matrix dimensions $2, \ldots, 7$ and degrees $2, 7$ (for larger fields, dimensions and degrees our computer failed to finish).

This allows to propose the following hypothesis:

Hypothesis 1. For any prime field $\mathbb{F}_p$ and any $t \in [0, p^n] \cap \mathbb{N}$ there exist UMP $F(X) \in (M_n(\mathbb{F}_p))[X]$ having exactly $t$ solvents.
5. Finding solvents using λ-matrixes
Now let’s proceed to algorithms for finding solvents using polynomial matrices theory. Almost immediately from the definition of λ-matrices and latent roots follows Algorithm 1.

5.1. The overview of algorithm for finding all solvents
We recall there are two types of solvents – diagonalizable and non-diagonalizable ones (see Section 3). Following [4] solvents of each of these types are search in separately ways. Because our algorithm for \( \mathbb{F}_p \) is adaptation of algorithm from [4] for \( \mathbb{C} \) we also will adhere to this strategy: algorithm \( \text{FindDiagonalizableSolvents}_2(\mathcal{F}(X)) \) described below finds actually \( \text{Ker}(\mathcal{F}(X)) \cap \mathcal{D}_2(\mathbb{F}_p) \) and algorithm \( \text{FindNonDiagonalizableSolventsHavingJNF}_2(\mathcal{F}(X)) \) also described further finds actually \( \text{Ker}(\mathcal{F}(X)) \cap (\text{Eig}_2(\mathbb{F}_p) \setminus \mathcal{D}_2(\mathbb{F}_p)) \).

In the case, when solvents finding problem is considered over \( \mathbb{C} \) every matrix has JNF, therefore we can find non-diagonalizable solvents exploiting this fact. While all matrixes from \( \mathcal{D}_2(\mathbb{F}_p) \) still have JNF, the remaining matrices are divided into two sets: the set of matrices, having JNF \( (\text{Eig}_2(\mathbb{F}_p)) \) and the set of matrices, not having JNF.

\[
\text{Ker}(\mathcal{F}(X)) = \left( \text{Ker}(\mathcal{F}(X)) \cap \mathcal{D}_2(\mathbb{F}_p) \right) \cup \left( \text{Ker}(\mathcal{F}(X)) \cap (\text{Eig}_2(\mathbb{F}_p) \setminus \mathcal{D}_2(\mathbb{F}_p)) \right) \cup \\
\left( \text{Ker}(\mathcal{F}(X)) \cap (\text{M}_2(\mathbb{F}_p) \setminus \text{Eig}_2(\mathbb{F}_p)) \right)
\]

But since unlike \( \text{M}_2(\mathbb{C}) \) eigenvalues of matrix from \( \text{M}_2(\mathbb{F}_p) \) may not be in \( \mathbb{F}_p \), for now we are forced to work with \( \text{Eig}_2(\mathbb{F}_p) \) instead of entire \( \text{M}_2(\mathbb{F}_p) \). We recall \( \text{Eig}_2(\mathbb{F}_p) \) is a big class of matrices, according to [19]:

\[
|\text{Eig}_2(\mathbb{F}_p)| = \frac{1}{2} \cdot p^4 + p^3 - \frac{1}{2} \cdot p^2.
\]

Keeping in mind \( |\text{M}_2(\mathbb{F}_p)| = p^4 \) we get fraction \( \frac{|\text{Eig}_2(\mathbb{F}_p)|}{|\text{M}_2(\mathbb{F}_p)|} \) decreases to a limiting value \( \frac{1}{2} \) as \( p \) approaches infinity. And this means we take into account more than half of matrices from \( \text{M}_2(\mathbb{F}_p) \) in our current work.

So, the overall algorithm is Algorithm 1.

Algorithm 1: \( \text{FindRootsByPolynomialMatrix}_2(\mathcal{F}(X)) \)

| Input: UMP \( \mathcal{F}(X) \in \text{M}_2(\mathbb{F}_p[\lambda]) \) |
| Output: Set of all solvents \( \mathcal{F}(X) \) |
1 \( D := \text{FindDiagonalizableSolvents}_2(\mathcal{F}(X)) \)
2 \( J := \text{FindNonDiagonalizableSolventsHavingJNF}_2(\mathcal{F}(X)) \)
3 \( N := \text{FindSolventsNotHavingJNF}_2(\mathcal{F}(X)) \)
4 Return \( D \cup J \cup N \)

5.2. Diagonalizable and Non-diagonalizable solvents having JNF
We search such solvents using techniques from [4] and summarize this in [38].

5.3. Handling matrices not having JNF
Algorithm \( \text{FindSolventsNotHavingJNF}_2(\mathcal{F}(X)) \) mentioned in Algorithm 1 is just subsequent substitution in \( \mathcal{F}(X) \) of all matrixes not having JNF. The set \( \text{Eig}_2(\mathbb{F}_p) \) can be prepared in advance, before running \( \text{FindSolventsNotHavingJNF}_2(\mathcal{F}(X)) \). It can be done through
exhaustive search, but we propose slightly more computationally effective algorithm. Let’s see at Algorithm 2.

**Algorithm 2: GetMatricesNotHavingJNF\(_2(\text{deg2irreducibles}(F_p))\)**

**Input:** list \(\text{deg2irreducibles}(F_p)\) of all monic irreducible polynomials over \(F_p\)

**Output:** Set of matrixes not having Jordan Normal Form over \(F_p\)

1. \(\mathcal{N} := \emptyset\)
2. for each irreducible polynomial \(x^2 + p_1x + p_0 \in \text{deg2irreducibles}(F_p)\) do
3.   for \(d = 0\) to \(p - 1\) do
4.     \(a := -(p_1 + d)\)
5.     for \(b = 0\) to \(p - 1\) do
6.       if \(b \neq 0\) then
7.         \(c := -(d^2 + p_1d + p_0) \cdot b^{-1}\)
8.         \(\mathcal{N} := \mathcal{N} \cup \{\begin{pmatrix} a & b \\ c & d \end{pmatrix}\}\)
9.       end
10.  else
11.     for \(c = 0\) to \(p - 1\) do
12.       \(\mathcal{N} := \mathcal{N} \cup \{\begin{pmatrix} a & b \\ c & d \end{pmatrix}\}\)
13.     end
14. end
15. end
16. Return \(\mathcal{N}\)

Algorithm 2 uses, in turn list of irreducible polynomials of secon degree over \(F_p\). Such list of polynomials can be found, for example, at [31] or [33] for tables with polynomials or approaches for fast generating.

6. Experimental results

Using NTL library by Victor Shoup [30] we implement both exhaustive search and algorithms for finding solvents using polynomial matrices theory.

From our experiments we found that for \(F_p\), \(p = 2, 3, ..., 104729\) (first 10000 prime numbers) there exist UMP’s having any number of solvents from \([0, p^4] \cap \mathbb{N}\) which acknowledge Hypothesis 1 for these \(p\). Also, were carried out experiments for these \(p\) in order to found UMPs having exactly \(t\) diagonalizable solvents for each \(t \in [0, p^4] \cap \mathbb{N}\). The experiments results that for each \(p\) there exist such \(t\) that there is no UMPs having \(t\) diagonalizable solvents. For example, Table 1 presents experimental data about the number of UMPs from \((M_2(F_2))[X]\) with each number of solvents in \([0, 8] \cup \mathbb{N}\) (\(M_2(F_2)\) has only 8 diagonalizable matrices).

Another observation is that for sufficiently large degrees of UMPs (different for each \(F_p\)) pure exhaustive search algorithm finished faster then algorithm based on \(\lambda\)-matrices, while for smaller degrees algorithm based on \(\lambda\)-matrices beats pure exhaustive search. Below we give experimental results for our implementation that runs on laptop with CPU AMD Phenom(tm) II P960 Quad-Core 1.80 GHz and 4.00 Gb RAM.
Table 1. Number of UMPs from \((M_2(\mathbb{F}_2))[X]\) having exact numbers of diagonalizable solvent.

|                | \(\text{deg} = 2\) | \(\text{deg} = 3\) | \(\text{deg} = 4\) | \(\text{deg} = 5\) |
|----------------|---------------------|---------------------|---------------------|---------------------|
| without solvents | 171                 | 2736                | 43776               | 700416             |
| with 1 solvent   | 66                  | 1056                | 16896               | 270336             |
| with 2 solvents  | 0                   | 0                   | 0                   | 0                   |
| with 3 solvents  | 18                  | 288                 | 4608                | 73728              |
| with 4 solvents  | 0                   | 0                   | 0                   | 0                   |
| with 5 solvents  | 0                   | 0                   | 0                   | 0                   |
| with 6 solvents  | 0                   | 0                   | 0                   | 0                   |
| with 7 solvents  | 0                   | 0                   | 0                   | 0                   |
| with 8 solvents  | 1                   | 16                  | 256                 | 4096               |

Table 2. Ranges of time it takes to get the solvents of UMPs with various parameters using exhaustive search.

|                | \(p = 2\) | \(p = 3\) | \(p = 5\) | \(p = 7\) |
|----------------|-----------|-----------|-----------|-----------|
| \(\text{deg} = 2\) | 0..1 ms   | 0..5 ms   | 10..52 ms | 38..230 ms |
| \(\text{deg} = 3\) | 1..14 ms  | 1..16 ms  | 17..88 ms |           |
| \(\text{deg} = 4\) | 1..25 ms  | 3..39 ms  |           |           |
| \(\text{deg} = 5\) | 2..43 ms  |           |           |           |

Table 3. Ranges of time it takes to get the solvents of UMPs with various parameters using Lambda-matrices based solver.

|                | \(p = 2\) | \(p = 3\) | \(p = 5\) | \(p = 7\) |
|----------------|-----------|-----------|-----------|-----------|
| \(\text{deg} = 2\) | 4..14 ms  | 4..30 ms  | 6..369 ms | 8..741 ms |
| \(\text{deg} = 3\) | 2..150 ms | 5..190 ms |           |           |
| \(\text{deg} = 4\) | 2..251 ms |           |           |           |
| \(\text{deg} = 5\) | 3..328 ms |           |           |           |

7. Conclusion

The solver for UMP problem over \(\mathbb{F}_p\) was proposed and implemented. The solver’s algorithms based on \(\lambda\)-matrices theory and beat the pure exhaustive search algorithm for sufficiently small degrees and relatively big \(p\) (for example for \(p > 19\) and \(\text{deg}\) of UMP less than ten).

Using the solver the Hypothesis 1 was checked for \(\mathbb{F}_2, ..., \mathbb{F}_{104729}\), \(n = 2\) and was confirmed for all these parameter values.

The technique using in [5] for proof that for each number \(t\) from 0 to \(C_n^k\) there exist UMP over \(\mathbb{C}\) having exactly \(t\) solvents and that is the construction of UMP having only diagonalizable solvents now is obviously not applicable to the case of \(\mathbb{F}_p\) while the statement itself seems to be valid.
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