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Abstract—Many engineering, social, and biological complex systems consist of dynamical elements connected via a large-scale network. Monitoring the network’s dynamics is essential for a variety of maintenance and scientific purposes. Whilst we understand how to optimally sample a single dynamic element or a non-dynamic graph, we do not possess a theory on how to optimally sample networked dynamical elements. Here, we study nonlinear dynamic graph signals. We define the necessary conditions for optimal sampling in the combining time- and graph-domain to fully recover the networked dynamics. We firstly interpret the networked dynamics into a linearized matrix. Then, we prove that the dynamic signals can be sampled and fully recovered if the networked dynamics is stable and their initialization is bandlimited.

This new theory directly maps optimal sampling locations and rates to the graph properties and governing nonlinear dynamics. This can inform the optimal placement of experimental probes and sensors on dynamical networks as well as inform the design of each sensor’s optimal sampling rate. We motivate the reader with two examples of recovering the networked dynamics for: social population growth and networked protein biochemical interactions with both bandlimited and arbitrary initialization.
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I. INTRODUCTION

Graph signal processing (GSP) deals with the analysis of data from networked systems [1], [2]. The advancement of GSP is important for understanding organized behaviour in complex systems, many of which consist of networked elements. In networked systems, each element has a functional behaviour (e.g., a self-dynamic describable by a differential equation). When individual elements are coupled together via a complex network (with coupling dynamics), the whole networked system can exhibit the necessary complex behaviour [3]. There are many examples spanning: economics [4], infrastructure [5], ecology [6], biology clocks [7], epidemic spreading [8], and organizational structure [9]. Whilst many such systems can be described by explicit differential equations, individual systems will differ due to usage, deterioration, and other factors. As such, data monitoring of the signal [10] on such complex networked systems is essential for both scientific study and maintaining operational capacity.

In the context of the networked dynamical systems, we consider many interconnected dynamical processes with mutualistic interactions. When the dynamics are governed by explicit dynamics (see Fig. 1), we do not yet know how to optimally sample the dynamic complex networks from a joint graph- and time-domain perspective. Lack of sampling knowledge on dynamic graphs can lead to over-sampling (expensive) or under-sampling (cannot recover and forecast overall network behaviour).

A. Literature Review

Optimal sampling for a single dynamic process is determined by the Nyquist sampling theorem. Optimal sampling on combinatorial graphs is given by the theory of spectral analysis [11], whereby a specific operator (e.g., the Laplacian operator, [11], [12], and the weighted adjacent matrix [13], [14]) is employed to analyze the spectrum components. Based on these foundations, GSP research in recent years integrates them to understand how to sample graph signals [3], [12]–[21]. For instance, [12] first introduced the notion of the Paley-Wiener spaces with respect to the operator on combinatorial graphs, and analyzed the graph spectrum of the signals that belong to that space. Further developments proposed the concept of the uniqueness set of nodes that can be used to sample and perfectly recover graph signals. Based on these advances, [15], [16], [18]–[21] provided several methods to find the uniqueness set.

Whilst these studies contribute to the advancement on how to select the sampling nodes for graph signals, they cannot be used for sampling dynamic graph signals governed by explicit nonlinear dynamics - see Fig. 1. This is mainly because as the time-varying graph signal evolves, it is difficult to design an operator that is capable of ensuring that all the dynamic graph signals belong to the Paley-Wiener space. Consequently, there remains a lack of understanding on the sample theory of the joint graph- and time-domain.

Different from the compressed sensing (e.g. a tensor) [22], [23], dynamic graphs on the one hand give explicit knowledge on its structural form, and on the other hand are governed by nonlinear dynamics that have causal relations between their time states. As such, whilst the notion of GSP with explicit dynamics shares similarities with compressed sensing, it differs in its framework and application. Notably in our work, we directly map optimal sampling locations and rates to the graph properties and governing nonlinear dynamics, which doesn’t rely on data properties (e.g., the sparse structure) required by the tensor compressed sensing.
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In this work, we suggest a novel sampling theory from the joint time- and graph-domains for dynamic graph signals governed by explicit nonlinear dynamics. The main contributions of this paper are listed as follows.

1) We linearize the nonlinear networked dynamics, which provides a pathway to finding the optimal graph sample set as well as the cut-off frequency from the time-domain, provided the overall network dynamics satisfy Lyapunov stability. In this view, sampling the dynamic network can be viewed as time sampling on critical nodes.

2) We provide the theory on computing the graph cut-off frequency and its corresponding sampling node set. With the help of the linearized dynamics from (1), we prove that the linearized dynamic graph signals have the same graph bandwidth with the input. This indicates that we can use the bandwidth as the graph cut-off frequency for loss-less sampling and recovery.

3) We prove that the graph bandwidth maps to the cut-off frequency from the time-frequency domain. As such, the sampling rate from time-domain can be computed via the Nyquist theorem. More importantly, this relation indicates an explicit mapping of the optimal sampling locations and rates to the graph properties and the governing dynamics. This framework provides the dynamical system insight unavailable from previous GSP and data-driven compressed sensing research.

4) We evaluate our proposed sampling theory via two different application domains: (a) networked social population with linear dynamics, and (b) protein networks with nonlinear biochemical interactions. We consider both bandlimited and arbitrary inputs and the simulation results demonstrate the successful recovery of the overall networked dynamics with minimal loss. This suggests that the proposed sampling framework is beneficial to a wide range of scientific and engineering applications.

The rest of this paper is structured as follows. In Section II, we detail the networked nonlinear dynamical system model considered. In Section III, we formulate a theory on joint time- and graph-domain optimal sampling and explain the necessary conditions for recovery of the dynamics. In Section IV, we motivate the reader with two examples in networked social population dynamics and networked protein biochemical interactions. In Section V, we conclude the paper and discuss potential future areas of research.

II. SYSTEM MODEL

In this section, we provide a concept of dynamic graph signals governed by dynamic equations.

Signal processing on dynamic graphs is concerned with the analysis and processing of signal-set where dynamic signal elements are connected to each other with respect to both the graph topology and the nonlinear dynamics on the node and edge (as is shown in Fig. 1). The relation is expressed through the graph $G(\mathcal{V}, \mathcal{W})$, in which $\mathcal{V} = \{v_1, \ldots, v_N\}, N \in \mathbb{N}^+$ represents a set of nodes, and $\mathcal{W}$ is the adjacency matrix of the graph $G(\mathcal{V}, \mathcal{W})$. For each node $v_n \in \mathcal{V}$, $\alpha_{n,m} \in \{0, 1\}$ of a directed edge from $v_m$ to $v_n$ reflects the connectivity from the $m$th signal element to the $n$th one. Therefore, the time-varying signal $x_n(t)$ corresponding to $v_n$ can be described as evolving in accordance to its self-dynamic function $F_n(\cdot)$ and the mutualistic coupling function $W_n(x_n(t), x_m(t))$ - see Fig. 1

$$\frac{dx_n(t)}{dt} = F_n(x_1(t), \ldots, x_N(t))$$

$$= F_n(x_n(t)) + \sum_{m=1}^N \alpha_{n,m} \cdot W_n(x_n(t), x_m(t)).$$

With the help of Eq. (1) we here denote the graph signal set as $\mathbf{x}(t) = [x_1(t), \ldots, x_N(t)]^T$. Unlike the traditional graph signal that considers only a fixed data on the graph [2], [12]–[21], we extend the concept to the time-varying signals governed by the dynamical equations.

Therefore, the purpose of this paper is to study how to sample and recover the signals in the dynamic network from the combining time and graph-domains. To be specific, we should compute the sample frequency, denoted as $F_s$ via the time-frequency perspective, as well as consider which nodes should be regarded as the sampling nodes (shown in Fig. 2), i.e., the composition of the graph sampling set, denoted as $S \subset \mathcal{V}$.

Note that in Eq. (1), we consider only the first-order Markovian differential equation, as any higher orders can be converted as numbers of first-order differential equations.
III. SAMPLING FOR DYNAMIC GRAPH SIGNAL

In this section, we elaborate our sampling theory on dynamic graph signals. In order to ensure an existence of time-frequency Fourier transform of $x_n(t)$, we introduce the limitation of Lyapunov stability on our networked system, which is reasonable for most real systems. As such, this enables us to convert the nonlinear dynamics to its linear approximation.

A. Sketch of Sampling on Dynamic Graph Signals

As we assume an existence of the equilibrium point $x_e$ of Eq. (1), we introduce the definition of Lyapunov stability as follows.

**Definition 1:** [24] We say $x(t)$ has the asymptotical Lyapunov stability on point $x_e$, if and only if for any $\epsilon > 0$, there exists a $\delta > 0$ such that, if $||x(0) - x_e|| < \delta$, then for every $t > 0$ we have

$$||x(t) - x_e|| < \epsilon, \text{ and } \lim_{t \to \infty} ||x(t) - x_e|| = 0.$$  \hspace{1cm} (2)

In this paper, we consider only the dynamic graph signal $x(t)$ that is asymptotically Lyapunov stable. From Eq. (2), we know that $x(t)$ converges to $x_e$, and therefore $x(\infty) = x_e$. For convenience, we specify:

$$y(t) = x(t) - x(\infty),$$  \hspace{1cm} (3)

and we have $\lim_{t \to \infty} y(t) = y(\infty) = 0$.

Also, given that $y(t)$ is Lyapunov stable on $y(\infty) = 0$, analyzing the group of nonlinear differential functions in Eq. (1) can be viewed as studying its linear approximations as follows:

$$\frac{dy_n(t)}{dt} = A \cdot y(t) + O(y(t)) \approx A \cdot y(t),$$  \hspace{1cm} (4)

where

$$A = \begin{bmatrix}
\partial f_1(t) \\
\vdots \\
\partial f_N(t)
\end{bmatrix}
\begin{bmatrix}
\partial x_1(t) \\
\vdots \\
\partial x_N(t)
\end{bmatrix}
\approx \begin{bmatrix}
\partial f_1(x(t)) \\
\vdots \\
\partial f_N(x(t))
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
\vdots \\
x_N(t)
\end{bmatrix},$$  \hspace{1cm} (5)

is the Jacobian matrix. Hence, sampling and recovering $x(t)$ can be viewed as processing $y(t)$.

Next, we will focus on deriving both the cut-off frequency from the time-domain, denoted as $\Omega_c$, and the graph sampling set, $S$.

1) **Time-frequency Fourier Analysis:** From the perspective of sampling via the time- and frequency-domain, one critical demand is to compute the cut-off frequency $\Omega_c$, so that the Nyquist sampling theory leveraged on $\Omega_c$ can be adopted. To do so, we need to firstly analyze the time-frequency Fourier transform, and the Theorem is as follows.

**Theorem 1:** If $y(t)$ has the Lyapunov stability on $y(\infty) = 0$, then $y_n(t)$ is integrable, and its time-frequency Fourier transform exists, i.e.,

$$Y_n(\Omega) = \int_{-\infty}^{+\infty} y_n(t) \cdot e^{-j\Omega t} dt.$$  \hspace{1cm} (6)

The Theorem 1 proves the existence of the time-frequency Fourier transform of $y_n(t)$. Therefore, it provides a premise that the graph signals $y(t)$ can be sampled and recovered via the time-domain, provided that one can derive the cut-off frequency $\Omega_c$. Then, by assigning the sampling frequency as $F_s \geq \pi/\Omega_c$, the signal $y_n(t)$ can be sample as $y_n(k/F_s)$, and then recovered as:

$$\hat{y}_n(t) = \sum_{k \in \mathbb{Z}} y_n\left(\frac{k}{F_s}\right) \cdot \text{sinc}\left(F_s \left(t - \frac{k}{F_s}\right)\right),$$  \hspace{1cm} (7)

where $\text{sinc}(t) = \sin(\pi t)/(\pi t)$ is the interpolation function.

2) **Graph Fourier Analysis:** From the graph-domain, we aim to find a sampling set $S \subset \mathcal{V}$, so the signal $y(k/F_s)$ in Eq. (7) can be recovered via the samples on nodes in $S$, i.e., $y_S(k/F_s) = [y_n(k/F_s)]^T$, $\sigma \in S$. To do so, we borrow the idea of the graph spectrum analysis [11], [12]. In essence, for any graph signal $y(k/F_s)$, if there exists an operator, denoted as $\Delta$, to whom $y(k/F_s)$ is bandlimited, then the sampling set $S$ can be selected using the operator. In the context of the dynamic graph signal processing, we require the operator $\Delta$ to have following properties.

(i) The operator $\Delta$ should be able to be diagonalized or Jordan decomposed [13], where the consequent eigenvalues are referred as the graph frequencies [2], [13], and the eigenvectors represent the Graph Fourier bases [2], [13]. This guarantees that, the spectrum of $y(k/F_s)$ with respect to...
\(\Delta\) can be characterized by the graph frequencies with their corresponding bases. As such, the selection of sampling set \(S\) can be pursued by the existing theory in [15], [16], [18]–[21].

(ii) For all the \(k\), the operator \(\Delta\) should maintain that \(y(k/F_s)\) have the same set of non-zero graph frequency components. In this way, both the sampling set \(S\) and the recovering process will not change with respect to the dynamics, which is reasonable for most of the sampling process in the complex network monitoring applications.

Note that, compared with (i), (ii) is more difficult to satisfy. In this paper, we provide the satisfied \(\Delta\) only in the case of \(y(k/F_s)\) bandlimited from the graph-domain. Hence, before we study how to find the suitable \(\Delta\) for (ii), we firstly give the definition of \(\Delta\) that follows the (i), and the definition of graph bandlimited signal.

Definition 2: \(\Delta\) is a matrix operator such that \(\Delta: \mathbb{R}^N \rightarrow \mathbb{R}^N\). The reasoning behind our matrix operator is that we want \(\Delta\) to be either diagonalizable or can be Jordan decomposed. Hence, there exists a normalized orthogonal matrix \(\Gamma = [\gamma_1, \cdots, \gamma_N]\) corresponding to a matrix of eigenvalues (either a diagonal matrix or a Jordan form of quasi-diagonal matrix), and we can use them for graph-frequency analysis. For convenience, we assume \(\Delta\) is diagonalizable, and the following theories for Jordan decomposition is similar. As such, we have [2]

\[
\Delta = \Gamma \cdot \text{diag}(\lambda_1, \cdots, \lambda_N) \cdot \Gamma^{-1}.
\] (8)

In Eq. (8), we denote the eigenvectors \(\gamma_1, \cdots, \gamma_N\) as the graph Fourier bases, with their corresponding eigenvalues \(\lambda_1, \cdots, \lambda_N\) (\(\lambda_j \in \mathbb{C}\)) as the discrete graph frequencies [2], [13]. In this view, the graph signal \(y(k/F_s)\) can be decomposed by the graph frequencies and their corresponding bases, i.e.,

\[
\tilde{y}(k/F_s) = \Gamma^{-1} \cdot y(k/F_s),
\] (9)

where \(\tilde{y}(k/F_s) = [\tilde{y}_1(k/F_s), \cdots, \tilde{y}_N(k/F_s)]^T\) is referred as the Graph Fourier transform. Hence, similar to the definition of the band-limit from the time-domain, the graph-domain bandlimited signal can be defined as long as we know which graph frequency parts are corresponding to the low and high-frequency. Here, we use the concept of smoothness via the quadratic form of variation, and prove that the frequencies with smaller variation are lower frequencies.

Theorem 2: For \(\forall \lambda_j, \lambda_m \in \{\lambda_1, \cdots, \lambda_N\}\), \(Var(\Delta, \gamma_j) < Var(\Delta, \gamma_m)\) if and only if \(\lambda_j - |\lambda|_{\text{max}} < |\lambda_m - |\lambda|_{\text{max}}|\), with the quadratic form of variation of \(\Delta\) as:

\[
Var(\Delta, y) \left(\frac{k}{F_s}\right) = \frac{1}{2} \| y \left(\frac{k}{F_s}\right) - \Delta_{\text{norm}} \cdot y \left(\frac{k}{F_s}\right) \|_2^2,
\] (10)

where \(\| \cdot \|_2\) denotes the 2-norm, and \(\Delta_{\text{norm}} = \Delta/|\lambda|_{\text{max}}\).

Proof:

\[
Var(\Delta, \gamma_j) - Var(\Delta, \gamma_m) = \frac{1}{|\lambda|_{\text{max}}} \left( |\lambda_j - |\lambda|_{\text{max}}|^2 - |\lambda_m - |\lambda|_{\text{max}}|^2 \right),
\] (11)

From Theorem 2, we understand that the frequency bases \(\gamma_j\) whose \(\lambda_j\) is closer to \(|\lambda|_{\text{max}}\) on the complex plane, is smoother (known as the lower graph-domain frequency) with respect to \(\Delta\). In this view, as we assign a non-negative \(\omega\) (referred as the bandwidth), we can determine the graph-domain frequency values that belong to the smooth parts corresponding to \(\omega\).

Definition 3: Given \(\Delta\), for a given bandwidth \(\omega > 0\), we define the graph-domain \(\omega\)-bandlimited frequency set as

\[
\lambda_\omega(\Delta) = \{ \lambda_j | |\lambda_j| - |\lambda|_{\text{max}}| \leq \omega, \lambda_j \in \{ \lambda_1, \cdots, \lambda_N \} \}.
\] (12)

From the Definition 3, we map the bandwidth \(\omega\) to the graph-domain frequency set \(\lambda_\omega(\Delta)\) (as is shown in Fig. 3(a)). For example, \(\lambda_{+\infty}(\Delta) = \{ \lambda_1, \cdots, \lambda_N \}\), and \(\lambda_0(\Delta) = \emptyset\).

We use the concept of smoothness via the quadratic form of variation, and prove that the frequencies with smaller variation are lower frequencies.

Theorem 2: For \(\forall \lambda_j, \lambda_m \in \{\lambda_1, \cdots, \lambda_N\}\), \(Var(\Delta, \gamma_j) < Var(\Delta, \gamma_m)\) if and only if \(\lambda_j - |\lambda|_{\text{max}} < |\lambda_m - |\lambda|_{\text{max}}|\), with the quadratic form of variation of \(\Delta\) as:

\[
Var(\Delta, y) \left(\frac{k}{F_s}\right) = \frac{1}{2} \| y \left(\frac{k}{F_s}\right) - \Delta_{\text{norm}} \cdot y \left(\frac{k}{F_s}\right) \|_2^2,
\] (10)

where \(\| \cdot \|_2\) denotes the 2-norm, and \(\Delta_{\text{norm}} = \Delta/|\lambda|_{\text{max}}\).

Proof:

\[
Var(\Delta, \gamma_j) - Var(\Delta, \gamma_m) = \frac{1}{|\lambda|_{\text{max}}} \left( |\lambda_j - |\lambda|_{\text{max}}|^2 - |\lambda_m - |\lambda|_{\text{max}}|^2 \right),
\] (11)

Next, we will study how to determine the time-domain cut-off frequency, i.e., \(\Omega_c\), and the graph-domain cut-off frequency, i.e., \(\omega_c\), along with the way to find the suitable \(\Delta\) that satisfies (ii). To do so, we analyze the case of graph-domain bandlimited initialization.

B. Graph-domain Bandlimited Initialization

With the help of the linear approximation of the dynamics in Eqs. (4)-(5), we here consider the case where the initialization \(y(0)\) is \(\omega\)-bandlimited with respect to \(\Delta\).
1) Sampling from Graph Domain:

**Theorem 3:** As \( y(t) \) follows the 1-order and linear differential equation, i.e., \( d(y(t))/dt = Ay(t) \), and has Lyapunov stability on the equilibrium 0, if \( y(0) \) is \( \omega \)-bandlimited with respect to \( A \), then \( y(t) \) is \( \omega \)-bandlimited with respect to \( A \).

**Proof:** The \( y(t) \) can be computed as

\[
y(t) = e^{tA} \cdot y(0).
\]  

(17)

And we have

\[
\dot{y}(t) = U^{-1} \cdot y(t)
\]

\[
= U^{-1} \cdot \sum_{k=0}^{\infty} \frac{k!}{k!} \cdot \text{diag}(\mu_1, \ldots, \mu_N)^k \cdot U^{-1} \cdot y(0)
\]

\[
= \sum_{k=0}^{\infty} \frac{k!}{k!} \cdot \text{diag}(\mu_1, \ldots, \mu_N)^k \cdot \dot{y}(0),
\]  

(18)

with \( A = U \cdot \text{diag}(\mu_1, \ldots, \mu_N) \cdot U^{-1} \), and \( A^0 = I \). This suggests that the graph Fourier transforms of \( y(t) \) and \( y(0) \) are all \( \omega \)-bandlimited with respect to \( A \).

**Proposition 1:** As \( d(y(t))/dt = Ay(t) \), and \( y(t) \) has Lyapunov stability on the equilibrium 0, if \( y(0) \) is \( \omega \)-bandlimited with respect to \( A \), then the operator \( \Delta \) can be determined as \( \Delta = A \).

**Proposition 2:** As \( d(y(t))/dt = Ay(t) \), and \( y(t) \) has Lyapunov stability on the equilibrium 0, if \( y(0) \) is \( \omega \)-bandlimited with respect to \( A \), then the graph-domain cut-off frequency \( \omega_c \) for signal \( y(t) \) can be selected as:

\[
\max\{\{|\lambda| - |\lambda|_{\text{max}}|\} \leq \omega_c \leq \omega, \quad (19)
\]

**Proof:** According to Theorem 2, \( \max\{\{|\lambda| - |\lambda|_{\text{max}}|\} \) represents the largest distance from \( |\lambda|_{\text{max}} \) for all eigenvalues that belongs to the \( \omega \)-bandlimited set with respect to \( A \), i.e., \( \lambda_{\omega}(A) \). Hence, we have \( \lambda_{\omega}(A) \equiv \lambda_{\omega}(A) \) for any \( \omega_c \) satisfying Eq. (19). This is also illustrated via Fig. 3(a), in which the graph-domain cut-off frequency can be selected from the area such that the graph-domain frequency parts with non-zero coefficients (i.e., \( \lambda_1, \lambda_4, \) and \( \lambda_5 \)) will not change.

From the Theorem 3 and its two Propositions, we can derive the suitable matrix operator as \( \Delta = A \), and the graph-domain cut-off frequency \( \omega_c \). In this view, the sampling set \( S \) can be selected according to Eq. (14), and hence we can obtain the samples from nodes in \( S \) as \( y_S(k/F_i) \), and further recover \( y(k/F_i) \) from Eq. (15).

2) Sampling from Time Domain: After we compute the graph-domain cut-off frequency \( \omega_c \), we will deduce the time-domain cut-off frequency \( \Omega_c \).

**Theorem 4:** As \( d(y(t))/dt = Ay(t) \), and \( y(t) \) has Lyapunov stability on the equilibrium 0, if \( y(0) \) is \( \omega \)-bandlimited with respect to \( A \), then the time-frequency Fourier transform of \( y_n(t) \) is:

\[
Y_n(\Omega) = \sum_{\lambda_j \in \lambda_{\omega}(A)} \frac{\gamma_{n,j} \cdot \tilde{y}_j(0)}{-\text{Re}[\lambda_j] + i(\Omega - \text{Im}[\lambda_j])}, \quad (20)
\]

Proof: Without losing the generality, we order the eigenvalues with the descending of \( \text{Var}(\Delta, \gamma_m) \). Given from the Proposition 1 that \( \Delta = A \), we hereby compute Eq. (17) as:

\[
y(t) = \Gamma \cdot \text{diag}(\{e^{\lambda_1 t}, \ldots, e^{\lambda_N t}\}) \cdot \Gamma^{-1} \cdot y(0)
\]

\[
y(t) = \Gamma \cdot \text{diag}(\{e^{\lambda_1 t}, \ldots, e^{\lambda_N t}\}) \cdot [0, \ldots, 0, \tilde{y}_j(0), \ldots, \tilde{y}_N(0)]^T
\]

\[
y(t) = \Gamma \cdot [0, \ldots, 0, \tilde{y}_j(0), e^{\lambda_1 t}, \ldots, e^{\lambda_N t}]^T,
\]  

(21)

which suggests that each element of \( y(t) \) can be described as a summation of weighted \( e^{\lambda_j t} \). Therefore, we have \( y_n(t) \) as follows:

\[
y_n(t) = \sum_{\lambda_j \in \lambda_{\omega}(A)} \gamma_{n,j} \cdot \tilde{y}_j(0) \cdot e^{\lambda_j t}.
\]

(22)

Given that \( y(t) \) is Lyapunov stable, the eigenvalues of \( \Delta = A \) have non-positive real values \( \gamma_m \), i.e., \( \text{Re}[\lambda_j] \leq 0 \). Hence, its time-frequency Fourier transform is computed as:

\[
Y_n(\Omega) = \sum_{\lambda_j \in \lambda_{\omega}(A)} \gamma_{n,j} \cdot \tilde{y}_j(0) \cdot e^{\lambda_j t} \cdot e^{-i\Omega t} dt
\]

\[
= \sum_{\lambda_j \in \lambda_{\omega}(A)} \gamma_{n,j} \cdot \tilde{y}_j(0) \int_0^{\infty} e^{-\text{Re}[\lambda_j]t - i(\Omega - \text{Im}[\lambda_j]) \cdot t} dt
\]

\[
= \sum_{\lambda_j \in \lambda_{\omega}(A)} \gamma_{n,j} \cdot \tilde{y}_j(0) \cdot \frac{1}{-\text{Re}[\lambda_j] + i(\Omega - \text{Im}[\lambda_j])},
\]

(23)

With the help of Theorem 4, we can observe from Eq. (20) that the time-frequency Fourier transform relates to the eigenvalues of \( A \), which are also the graph-domain frequencies. This indicates that we can rely on the computation of the graph-domain cut-off frequency \( \omega_c \), to deduce the time-domain cut-off frequency \( \Omega_c \) by taking \( \omega_c \) into Eq. (20).

**Proposition 3:** Consider \( d(y(t))/dt = Ay(t) \), \( y(t) \) has Lyapunov stability on the equilibrium 0, and \( y(0) \) is \( \omega \)-bandlimited with respect to \( A \). Given that we are only interested in frequency components of time-domain larger than a threshold \( \varepsilon \), as long as the graph-domain cut-off frequency \( \omega_c \) is known, the time-domain cut-off frequency \( \Omega_c \) can be computed as:

\[
\Omega_c = \max\{||\text{Im}[\lambda_{\omega}(A)]||\} + \sqrt{\frac{||y(0)||^2}{\varepsilon^2} - \min\{\text{Re}[\lambda_{\omega}(A)]\}}^2
\]

(24)

where \( \max\{||\text{Im}[\lambda_{\omega}(A)]||\} \) represents the maximum absolute of the imaginary part of graph-domain frequencies in \( \lambda_{\omega}(A) \), and \( \min\{\text{Re}[\lambda_{\omega}(A)]\} \) is the minimum real parts of frequencies in \( \lambda_{\omega}(A) \).
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\[ \text{We can learn from Eq. (25) that the imaginary parts of the eigenvalues belong to } \lambda_{\omega_c}(A) \text{ (i.e., the Proposition 3); and (b) the magnitude of time-frequency Fourier transform } |Y_n(\Omega)| \text{ for the graph-domain } \omega_c \text{-bandlimited signals. It can be seen that the eigenvalues of } A \text{ inside the graph-domain } \omega \text{-bandwidth (i.e., } \lambda_1, \lambda_4, \lambda_5) \text{ determines the shape of } |Y_n(\Omega)|. \]

This further demonstrates that the time-domain cut-off frequency } \Omega_c \text{ can be determined by Proposition 3.}

**Proof:** The magnitude of } Y_n(\Omega) \text{ is computed as:}

\[ |Y_n(\Omega)| = \sum_{\lambda_j \in \lambda_{\omega_c}(A)} \left| \gamma_{n,j} \cdot \tilde{y}_j(0) \right| \]

\[ \leq \sum_{\lambda_j \in \lambda_{\omega_c}(A)} \left| -\text{Re}[\lambda_j] - i(\Omega - \text{Im}[\lambda_j]) \gamma_{n,j} \tilde{y}_j(0) \right| \]

\[ \leq \sum_{\lambda_j \in \lambda_{\omega_c}(A)} \left| \gamma_{n,j} \cdot \tilde{y}_j(0) \right| \sqrt{\text{Re}^2[\lambda_j] + (\Omega - \text{Im}[\lambda_j])^2} \cdot \]

We can learn from Eq. (25) that the imaginary parts of the eigenvalues belong to } \lambda_{\omega_c}(A) \text{ contributes to the left/right shift of } \Omega. \text{ Hence, for any } \Omega > \max\{|\text{Im}[\lambda_{\omega_c}(A)]|\}, \text{ we have:}

\[ |Y_n(\Omega)| \leq \sqrt{\min\{|\text{Re}[\lambda_{\omega_c}(A)]|^2 + (\Omega - \max\{|\text{Im}[\lambda_{\omega_c}(A)]|\})^2} \cdot \]

Then, by making the right-hand of Eq. (26) smaller than } \varepsilon, \text{ we can deduce the Eq. (24).}

**Proposition 4:** As } d(y(t))/dt = Ay(t), \text{ and } y(t) \text{ has Lyapunov stability on the equilibrium } 0, \text{ if } y(0) \text{ is } \omega \text{-bandlimited with respect to } A, \text{ given the threshold } \varepsilon > 0, \text{ and the graph-domain cut-off frequency } \omega_c, \text{ the time-domain cut-off frequency } \Omega_c \text{ has an upper-bound related to } \omega_c: \]

\[ \Omega_c < \min \left\{ \sqrt{\omega_c^2 - \lambda_{\max}^2}, \frac{\omega_c \sqrt{4|\lambda_{\max}^2 - \omega_c^2|}}{2|\lambda_{\max}|} + \frac{\|y(0)\|_2}{\varepsilon} \right\} \cdot \]

**Proof:** This can be proved as we replace \( \max\{|\text{Im}[\lambda_{\omega_c}(A)]|\} \) with the minimum } \text{Im} \text{ of the intersection between } \text{Re}^2 + \text{Im}^2 = |\lambda_{\max}^2|, (\text{Re} - |\lambda_{\max}|)^2 + \text{Im}^2 = \omega_c^2, \text{ and } \text{Re} = 0, \text{ as well as replacing } \min\{|\text{Re}[\lambda_{\omega_c}(A)]|^2 \text{ with } 0 \text{ (as is shown in Fig. 3(a)).} \]

3) **Explicit Relationship between Optimal Sampling and Graph Dynamics:** It is important to stress that a key benefit of our framework is the creation of an explicit relationship between the time- and graph-domain cut-off frequencies, the graph properties, and the nonlinear dynamics. We will elaborate this relationship from three aspects.

(i) The networked dynamics characterized by the self-dynamic function and the mutualistic coupling equations in Eq. (1) is interpreted by the linearized matrix } A \text{ from Eq. (5). For example, the stability of the network can be analyzed via the real parts of the eigenvalues of } A \text{ (seen from Fig. 3(a)).}

(ii) In the case of the graph-domain } \omega \text{-bandlimited initialization with respect to } A, \text{ the graph-domain cut-off frequency of the dynamic signals i.e., } \omega_c \text{ can be computed via } \omega \text{ as Eq. (19). This } \omega_c \text{ maps the eigenvalue (graph-domain frequency) set } \lambda_{\omega_c}(A) \text{ (as is illustrated in Fig. 3(a)), such that only the bases (eigenvectors) whose eigenvalues belongs to } \lambda_{\omega_c}(A) \text{ have non-zero coefficients.}

(iii) This graph-domain cut-off } \omega_c \text{ further leads to the computation of the time-domain cut-off frequency, as only the eigenvalues of } A \text{ that belongs to } \lambda_{\omega_c}(A) \text{ affect the shape of the time-frequency Fourier transform (seen from Fig. 3(b)). Also, a direct relation of } \Omega_c \text{ and } \omega_c \text{ is shown via Eq. (27). In summary, referring to Eq. (19), Eqs. (24)-(25), and illustrated in Fig. 3 we can see that the time-domain cut-off frequency } \Omega_c \text{ is related to the eigenvalues that belong to } \lambda_{\omega_c}(A), \text{ which in turn is related to the optimally sampled graph structure and the underlying dynamics.}

C. **General Case with Arbitrary Initialization**

It is noteworthy that in real applications on dynamic complex networks, } y(0) \text{ is } \omega \text{-bandlimited with respect to } A \text{ may not be easily satisfied. Therefore, monitoring the network with arbitrary input } y(0) \text{ is still challenging, as the operator}
\( \Delta \) is difficult to design, which makes the computation of reliable \( \omega_c \) and \( \Omega_c \) challenging. Here, inspired by the sampling theories deduced with the bandlimited signals, we provide the imperfect sampling method for this case from both the time and graph-domain.

1) Sampling from Graph Domain: From the perspective of graph sampling, an intuitive idea is to regard \( y(0) \) as an approximated \( \omega \)-bandlimited signal. From Eq. (18), we learn that the graph frequency parts of \( \tilde{y}(t) \) vary independently with each other, i.e.,

\[
\tilde{y}_n(t) = \sum_{k=0}^{\infty} \frac{\mu^k}{k!} \cdot \tilde{y}_n(0).
\]

(28)

Hence, we can approximate \( y(0) \) via selecting \( |S| \leq N \) maximum amplitudes from \( \tilde{y}(0) \).

**Theorem 5:** As \( d[y(t)]/dt = A y(t) \), and \( \lim_{t \to \infty} y(t) = 0 \), the operator \( \Delta = A \) can be applied for graph sampling and recovery with an error as:

\[
\|y(t) - y(t)\|_2 \leq \|y(0)\|_2 \cdot \frac{1 - |S|}{N}.
\]

(29)

2) Sampling from Time Domain: Given that as \( y(0) \) is not \( \omega \)-bandlimited with respect to \( A \), the sampling theory from Theorem 4 and Proposition 3 cannot hold, as Eq. (21) can no longer describe \( y_n(t) \). In this case, the expression of \( y_n(t) \) can be written as:

\[
y_n(t) = \sum_{\lambda_j \in \lambda_{\omega_c} (A)} \gamma_{n,j} \cdot \tilde{y}_j(0) \cdot e^{\lambda_j t}.
\]

(30)

And we can write the time-frequency Fourier transform as:

\[
Y_n(\Omega) = \sum_{\lambda_j \in \lambda_{\omega_c} (A)} \frac{\lambda_{n,j} \cdot \tilde{y}_j(0)}{-\text{Re}[\lambda_j] + i (\Omega - \text{Im}[\lambda_j])}.
\]

(31)

Hence, a similar sampling theory from the time-domain is obtained by changing the Theorem 4 as follows.

**Theorem 6:** For an arbitrary \( y(0) \), given the sampling threshold as \( \varepsilon \), the \( \Omega_c \) can be computed as:

\[
\Omega_c = \max\{|\text{Im}[\lambda_{\omega_c} (A)]|\}
+ \sqrt{\frac{\|y(0)\|^2}{\varepsilon^2} - \min\{|\text{Re}[\lambda_{\omega_c} (A)]|\}^2}
\]

(32)

As such, by computing the graph-domain cut-off frequency \( \omega_c \), and time-domain cut-off frequency \( \Omega_c \), the sampling and the recovering processes can be achieved. We now motivate the reader with some example optimal sampling results of real networked systems.

IV. SIMULATIONS

In the following analysis, the performance of our proposed sample theory will be evaluated. First, we examine the performance in the case when \( y(0) \) is bandlimited with respect to \( A \). Then, the general cases in which \( y(0) \) is not bandlimited is evaluated. To do so, we specify the root mean square error (RMSE) of \( \hat{x}(t), t \in [0,T], \) i.e.,

\[
\text{RMSE} = \mathbb{E}\{\hat{x}(t) - x(t)\}
\]

\[
\approx \sqrt{\frac{\Delta t}{NT} \sum_{k=0}^{\Delta t/N-1} \|\hat{x}(k\Delta t) - x(k\Delta t)\|^2_2},
\]

(33)

where \( \Delta t \) is the sample rate whose corresponding time-domain frequency is much greater than the cut-off frequency, i.e., \( 1/\Delta t = 4\Omega_c/\pi \).

We also use the phrase cut-off graph sample size corresponding to the graph-domain cut-off frequency \( \omega_c \) as \( |S| = |N_{\omega_c}| \), such that \( \text{rank}(\Gamma_{SN_{\omega_c}}) = |N_{\omega_c}| \).

The involved dynamic functions in this simulation are configured as follows. As far as both the linear and nonlinear dynamic networks are concerned, we consider two types of dynamic models [25]:

\[
\frac{dx_n(t)}{dt} = -Bx_n(t) + R \sum_{m=1}^{N} \alpha_{n,m} \cdot x_m(t),
\]

(34)

\[
\frac{dx_n(t)}{dt} = F - Bx_n(t) + R \sum_{m=1}^{N} \alpha_{n,m} \cdot x_n(t) \cdot x_m(t).
\]

(35)

Eq. (34) is referred as the linear population dynamics (PD) model, where each node’s population has a self growth rate \(-B\) and also depends on the migration strength \( R \) from neighbouring connected nodes. Eq. (35) is referred as the MAK model that describes the nonlinear dynamics of protein-protein interactions captured by mass-action kinetics. The detailed parameters and explanations for the differential equations are found in [25]. In Eqs. (34)-(35), we assign the number of nodes \( N = 500 \), and leave other parameters randomly configured such that they satisfy the Lyapunov stability defined in Definition 1.

A. PERFORMANCE WITH BANDLIMITED INITIALIZATION

We first evaluate the performance for the graph-domain bandlimited initialization by studying the RMSE in both the linear model and the nonlinear model.

1) Linear model: We illustrate the performance of the sampling theory via the combining time- and graph-domains from Fig. 4. The Fig. 4(a) provides the RMSE with respect to the joint time-domain sample frequency \( F_s \) and the graph sample size \( |S| \). We can see that with the increases of both \( F_s \) and \( |S| \), the RMSE reduces, suggesting that the performance of recovering the dynamic graph signals improves, as more samples from both the time and the graph-domains are involved. This can be also demonstrated in Fig. 4(b) and Fig. 4(c), whereby the two tangent planes of Fig. 4(a) are given.
**Fig. 4.** Performance of the sampling theory on PD linear dynamic network with bandlimited initialization: (a) RMSE with respect to both the sample frequency $F_s$ and the graph sample size $|S|$, (b) illustrates one tangent plane of (a), RMSE related to the sample frequency $F_s$ with fixed graph sample size $|S|$, and (c) shows another tangent plane, the RMSE affected by only the graph sample size $|S|$.

**Fig. 5.** Performance of the sampling theory on MAK nonlinear dynamic network with bandlimited initialization: (a) RMSE with respect to both the sample frequency $F_s$ and the graph sample size $|S|$, (b) illustrates the tangent plane of (a), RMSE corresponding to the sample frequency $F_s$ as the graph sample size $|S|$ is fixed, and (c) gives another tangent plane, the RMSE influenced by only the effect of graph sample size $|S|$.

**Fig. 6.** Performance of the sampling theory on MAK nonlinear dynamic network with arbitrary initialization: (a) RMSE with respect to both the sample frequency $F_s$ and the graph sample size $|S|$, (b) illustrates one tangent plane of (a), RMSE related to the sample frequency $F_s$ with fixed graph sample size $|S|$, and (c) shows another tangent plane, the RMSE affected by only the graph sample size $|S|$.

$10^0$ to $10^{-4}$. This is because that, an increase of time-domain sample frequency $F_s$ means a growth number of samples from the time-domain, which improves the performance of recovery, according to the Nyquist sample theory. It is also noteworthy that the RMSE from a graph sample size no lesser than the cut-off graph sample size i.e., $|S| \geq |\mathcal{N}_c|$ equals to the Benchmark whereby all the nodes are sampled i.e., $|S| = N$. This is because that in a linear model e.g., the PD model, a perfect recovery can be achieved as $\text{rank}(\mathbf{T}_{SN_c^c}) = |\mathcal{N}_c|$ is reaching, which validates the Theorem 3 and its Propositions. Then, we consider the case where $|S| < |\mathcal{N}_c|$. We can observe that the RMSE reduces little with the growth of the time-domain sample frequency $F_s$, as the perfect recovery cannot be realized if graph sample size is smaller than the cut-off sample size.

Fig. 4(c) illustrates the RMSEs with respect to the graph sample size $|S|$ with the fixed time-domain sample frequencies. As aforementioned, we can firstly observe that the
RMSEs decrease with the growth of $|S|$. Then, we can see that the RMSE from the case $F_s > \Omega_c/\pi$ is lower as opposed to that from $F_s < \Omega_c/\pi$, since the recovery performance of the latter case are deteriorated by the lack of samples from time-domain. Also, the threshold $\varepsilon$ of the magnitude of the frequency transform from Proposition 3 matters, as the computation process of the cut-off frequency $\Omega_c$ neglects the frequency parts whose magnitudes are smaller than the threshold. This leads to the gap between the benchmark with a larger $F_s = \Omega_c/\pi$ and the RMSE whose $F_s = \Omega_c/\pi$. Furthermore, we can notice that, after the graph sample size reaches the cut-off sample size i.e., $|S| = |N_{\omega_c}|$ the RMSEs converges to a limitation. The reason can be categorized as that, in the case of a linear model such as the PD model, Theorem 3 holds true. In other words, if the initialization $y(0)$ is $\omega_c$-bandlimited with respect to $A$, then $y(t)$ are $\omega_c$-bandlimited with respect to $A$, which suggests that we can use any $S$ as a sampling set such that $\text{rank}(F_{S\lambda c}) = |N_{\omega_c}| \geq |N_{c\omega_c}|$, and the signals can be perfectly recovered.

2) Nonlinear model: The performance of the sampling theory on via the joint time- and graph- domains is illustrated from Fig. 5. The Fig. 5(a) shows the RMSE with respect to both the time-domain sample frequency $F_s$ and the graph sample size $|S|$. It is intuitive that as $F_s$ and $|S|$ increase, the RMSE keeps decreasing, which suggests that the recovery of dynamic graph signals become better as more samples are considered. This can be also demonstrated in Fig. 5(b) and Fig. 5(c), whereby the two tangent planes of Fig. 5(a) are provided.

Fig. 5(b) illustrates RMSEs that are influenced only by the time-domain sample frequency $F_s$, as we fix the graph sample size $|S|$. We can observe that with the increase of $F_s$, the RMSEs are reduced. Moreover, it compares the cases whether the fixed graph sample size is larger than the cut-off graph sample size i.e., $|S| \geq |N_{\omega_c}|$. For the case $|S| > |N_{\omega_c}|$, the RMSE decreases at first (from $10^{-3}$ to $10^{-5}$), and then converges to a limit (as $10^{-5}$), which is different from Fig. 4(b). The reasons are given as follows. Firstly, as the time-domain sample frequency $F_s$ becomes larger, the performance of recovery improves given by the Nyquist sample theory. Then, given the linear approximation of the nonlinear network in Eq. (5), there exists an error limitation, which cannot be surpassed only by increasing $F_s$. This limitation (computed as $10^{-5} - 10^{-15}$) is illustrated by the benchmark in Fig. 5(b) that uses samples of all the nodes from the graph i.e., $|S| = N$. It is also noteworthy that after $F_s$ surpasses the cut-off frequency $\Omega_c/\pi$, the RMSE are still decreasing. This is because the computation of $\Omega_c$ from Proposition 2 ignore the frequency parts whose amplitudes are smaller than the $\varepsilon$. Also, we consider the case where $|S| < |N_{\omega_c}|$. We can observe that the RMSE reduces little as the sample frequency grows. This is because if graph sample size is small, we cannot recover the signals for all $N$ nodes, which limits the RMSE from being decreased.

Fig. 5(c) gives the RMSEs with respect to the graph sample size $|S|$ via the fixed time-domain sample frequencies. As aforementioned, the RMSEs decrease with the growth of $|S|$. Then, we can see that the RMSE from the case $F_s > \Omega_c/\pi$ outperforms the one from $F_s < \Omega_c/\pi$, as the error from the latter case are restricted by the lack of samples from the time-domain. Also, the threshold of the magnitude of the frequency transform from Proposition 3 matters, as the computed cut-off frequency $\Omega_c$ ignores those whose amplitudes are lesser than the threshold. This gives rise to the gap between the benchmark with a larger $F_s = 4\Omega_c/\pi$ and the RMSE whose $F_s = \Omega_c/\pi$. In addition, we can notice that unlike the Fig. 3(c) where the RMSEs converges to a limitation after the graph sample size is greater than the cut-off sample size i.e., $|S| \geq |N_{\omega_c}|$, the RMSEs are still reducing. The reason can be categorized as that, the graph sample theory we deduced in Theorem 3 is based on the linear system. It is true that the Theorem is still suitable for the nonlinear cases if their dynamic functions satisfy the Lyapunov stability, but the high-order term in Eq. (5) yields the error unless all the nodes from the graph are sampled, i.e., $|S| = N$. Also, this error gap can be demonstrated and computed via the Benchmark whose sample size is $|S| = N$.

B. Performance with Arbitrary Initialization

We then examine our proposed sampling method for arbitrary initialization via the nonlinear model of Eq. (35). The performance of signal recovery is shown in Fig. 6. The Fig. 6(a) provides the RMSE varying with both the time-domain sample frequency $F_s$ and the graph sample size $|S|$. Similar to the bandlimited cases, the RMSE decreases as $F_s$ and $|S|$ increase, demonstrating a higher successful recovery of dynamic graph can be achieved, as more samples are applied. Fig. 6(b) illustrates RMSEs with respect to only the time-domain sample frequency $F_s$, as fixed the graph sample sizes are considered. It is observed that with the increase of $F_s$, the RMSEs are reducing. Then, it gives the result of comparison between different graph sample sizes, i.e., $|S| = 4N/5$ and $|S| = 2N/5$. We can easily see that the graph sample size $|S|$ serves as the basic condition for the performance of recovery. This is because if graph sample size is small (i.e., $|S| = 2N/5$), we cannot recover the signals for all $N$ nodes, rendering the RMSE as a constant. Furthermore, we analyze the case with larger graph sample size, i.e., $|S| = 4N/5$. We can observe that the RMSE decreases at first (from $10^{-1}$ to $10^{-2}$), and then converges to a limit (as $10^{-5}$), which is higher than that from Fig. 5(b). The reasons can be categorized as follows. Firstly, just like the bandlimited cases, the performance of recovery improves with a larger time-domain sample frequency $F_s$, and the aforementioned limitation of the linear approximation contributes to its convergence. Second, different from the bandlimited cases, given that we select $|S|$ maximum magnitudes from the graph frequency signal $y(0)$, an error is inevitable as we neglect parts of the dynamics when sampling and recovering the signals. This limitation (computed as $10^{-2} - 10^{-15}$) is illustrated by the benchmark in Fig. 6(b) that uses samples from all the nodes from the graph i.e., $|S| = N$. We should also note that after $F_s$ surpasses the cut-off frequency $\Omega_c/\pi$, the RMSE are still decreasing. This is because the computation of $\Omega_c$ from Theorem 6 ignore the frequency components whose magnitudes are smaller that the threshold $\varepsilon$. 


Fig. 3(c) illustrates the RMSEs with respect to the graph sample size $|S|$ where the time-domain sample frequencies $F_s$ are fixed. As aforementioned, the RMSEs decrease with the growth of $|S|$. Yet the reason is not only the linear approximation as the bandlimited cases have, the approximation of arbitrary initialization to the bandlimited one in Theorem 5 matters, as we ignore the minimum dynamics from the graph frequency domain. Then, we can see that the RMSE from the case $F_s > \Omega_c/\pi$ outperforms the that from $F_s < \Omega_c/\pi$, since the error from the latter case are restricted by the lack of samples from time-domain. Also, the gap between the benchmark with a larger $F_s$ restricted by the lack of samples from time-domain. Then, we can see that the RMSE from the case $F_s > \Omega_c/\pi$ outperforms the that from $F_s < \Omega_c/\pi$, since the error from the latter case are restricted by the lack of samples from time-domain. Also, the gap between the benchmark with a larger $F_s = 4\Omega_c/\pi$ and the RMSE whose $F_s = \Omega_c/\pi$ is obvious. This is mainly because the computation of the cut-off frequency $\Omega_c$ ignores the parts whose magnitudes are lesser than the threshold.

V. CONCLUSIONS & FUTURE RESEARCH

In this paper, we developed a theory for the optimal time- and graph-domain joint sampling of a networked dynamical system. We first interpret the networked dynamics into a linearized matrix, from which the stability of the network can be analyzed via its eigenvalues. Then, we prove that the dynamic signals can be sampled and fully recovered if the network are stable and their initialization are bandlimited with respect to the matrix.

Unlike other high-dimensional data sets, we consider dynamical graphs with nonlinear dynamics that have explicit causal relations between nodes. Therefore, our sampling theory is able to directly map optimal graph sampling locations and rates to the graph properties and governing nonlinear dynamics. Changes in the underlying dynamics or the network structure will be able to directly inform the optimal data sampling process (see Fig. 3). Together with recent advances in understanding how topology interacts with dynamics [3],[10], we now understand how the aforementioned factors influence both time- and graph-domain information sampling.

The application domains extend across many engineering, social, and biological complex systems, and we demonstrate our theory on a linear population dynamic (PD) model and a non-linear protein interaction (MAK) model. For recovering the dynamics, our results show that the RMSE drop dramatically by several orders of magnitude when we sample above the optimal sampling rate.

The limitation of our work thus far as been on studying first order one-dimensional Markovian nonlinear dynamics. Many complex systems are a multiplex of different network and dynamics (e.g. multiplexed transport networks [26]), with dynamics in at least two-dimensions with higher order differential equations (e.g. water distribution networks [27] and electricity supply networks [5]), and have non-Markovian dynamics (e.g. have extended memory of epidemic networks [8]). Extending our framework to such network dynamics will be the focus of our future work.
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