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Abstract. In virtual reality digital media, motion capture system is used to build basic motion library. Then the basic motion is processed by motion editing technology. Motion blending is one of the most practical and complex editing techniques. This paper proposes a real-time synchronization algorithm based on motion blending, so as to better mix motion dynamically, avoid unexpected effects, and create complex virtual digital media animation. This paper adopts the strategy of data and model hybrid drive. The motion generation and control technology of virtual human is studied from the following aspects: Modeling and simulation method of motion system, grasping of virtual human considering the change of whole body posture, fast generation of operation action, automatic interactive generation of virtual human's key frame posture, multi priority editing synthesis and interactive control of virtual human's whole body motion. In this paper, the corresponding control strategy and model are proposed, and the traditional algorithm is improved. Experimental results show that the method improves the efficiency and accuracy of digital media generation. This method provides a reference for the research of digital media image synchronous virtual modeling method based on motion hybrid algorithm.
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1. Introduction
In distributed video coding (DVC), the quality of side information plays an important role [1-2]. The higher the quality of side information, the less parity bits are needed for decoding, and the smaller the bit rate is. When reconstructing WG frames, the higher the prediction accuracy of side information, the better the reconstruction quality and the lower the rate distortion (RD) [3]. Therefore, how to accurately generate side information at the decoding end is an important problem and a technical problem faced by distributed video coding.

MCTI is the most typical method to generate edge information, which mainly includes three steps: motion estimation, motion vector correction and motion compensation interpolation [4-5]. How to propose an improved algorithm to improve the quality of edge information has been a hot topic for scholars at home and abroad. On the basis of MCTI, many scholars have proposed many improved interpolation and extrapolation edge information generation algorithms [6-8]. These algorithms make use of motion block, sub-pixel, noise relationship between edge information and decoded frame and original frame to improve the quality of edge information significantly. However, these edge
information algorithms are all improved for symmetric motion vectors. They are all linear motion estimation. When there are a large number of macroblock regions in the actual video sequence that do not meet the requirements of linear motion estimation, the edge information generated by linear motion estimation has a large error. To solve the above problems, this paper proposes an edge information generation algorithm, which uses a mixed motion model. When the video sequence motion is regular, linear function is used for motion estimation. When the motion of video sequence is irregular, curve motion function is used instead of linear function to adjust the motion vector, so that the adjusted motion vector is more in line with the real motion situation, and can generate high-quality edge information, so as to improve the rate distortion performance of the system.

2. Motion model
When the video sequence motion is regular, the linear motion model is used to generate the edge information. But when the video sequence motion is irregular, the motion vector will have deviation, and the linear motion model will not be accurate to adjust. This requires other motion models to replace the linear motion model. This paper uses the curve motion model. The linear motion model will not be introduced here, but the curvilinear motion model will be briefly described.

2.1. Curvilinear motion hypothesis
According to the curvilinear motion hypothesis theory proposed in the literature, the curvilinear trajectory of the motion macroblock is shown in Figure 1.

![Figure 1 Curve trace of motion macroblock](image)

How to determine the curvilinear trajectory of a moving macroblock is a key problem. It can be seen from the curve trajectory diagram of the motion macroblock in Fig. 1 that the curve trajectory of the macroblock is modeled as a function of the plane, and the macroblock searches for the motion estimation in the adjacent K frames to obtain the coordinate points \((X_1, Y_1), (X_2, Y_2), (X_3, Y_3)\) of the similar macroblock, so as to use these coordinate points to determine the parameters of the function and obtain the curve trajectory function.

2.2. Curvilinear motion function
There are many motion functions, such as quadratic function, exponential function, logarithmic function, cubic function and so on. This paper takes quadratic function and exponential function as examples to illustrate. To illustrate the curvilinear motion function, the motion vector estimation given in Fig. 2 is used.

In fig. 2, A0 is the wz frame to be tested, a1 is the decoded key frame \(K_{2n+1}\), A2 is the decoded key frame \(K_{2n-1}\), A2 is the reference frame of A1, and a1 is the reference frame of A0. Block f1 moves to block A of WZ frame A0 via motion vector \(MV_0\), and block f2 moves to block E of WZ frame A0 via motion vector \(MV_3\). The middle block between f1 and f2 is f4, and the motion vector of block f4 is \(MV_4 (x_4, y_4)\).
Figure 2 Motion vector estimation

(1) Quadratic function
Suppose that the vertical direction of the image satisfies the quadratic function, and the horizontal direction also satisfies the quadratic function, that is, the macroblock satisfies the quadratic function \( f(y) = ay^2 + by + c \) in the vertical direction. And \( f(0) = y_0, f(3y_0/2) = y_4, f(2y_0 - y_3) = y_3 \), then the motion vector of block \( f_0 \) is \( MV(f(x_0), f(y_0)) \). Where \( f(x_0) \) and \( f(y_0) \) are shown in equations (1) and (2) [9-12]:

\[
\begin{align*}
  f(x_0) &= \frac{y_0}{3} \left( \frac{1}{2} x_0^2 - \frac{1}{2} x_0 x_j + 2x_0 x_j - x_j x_i \right) \\
  f(y_0) &= \frac{y_0}{3} \left( \frac{1}{2} y_0^2 - \frac{1}{2} y_0 y_j + 2y_0 y_j - y_j y_i \right)
\end{align*}
\]

(2) Logarithmic function
It is assumed that the vertical direction in the image satisfies the logarithmic function, and the horizontal direction also satisfies the logarithmic function, that is, the macroblock satisfies the exponential function \( f(y) = a10^{by} \) in the vertical direction. There are \( f(0) = y_0, f(2y_0 - y_3) = y_3 \) in the vertical direction and \( f(0) = x_0, f(2x_0 - x_3) = x_3 \) in the horizontal direction. The motion vector of block \( f_0 \) is \( MV(f(x_0), f(y_0)) \), where \( f(x_0) \) and \( f(y_0) \) are as shown in formula (3) and formula (4):

\[
\begin{align*}
  f(x_0) &= x_0 \log_2 \left( \frac{x_j}{x_0} \right) \\
  f(y_0) &= y_0 \log_2 \left( \frac{y_j}{y_0} \right)
\end{align*}
\]

When \( 2x_0 - x_3 = 0 \) or \( x_0 = 0 \) in equation (3), the horizontal component of MV is replaced by \( x_0 \); when \( 2y_0 - y_3 = 0 \) or \( y_0 = 0 \) in equation (4), the horizontal component of MV is replaced by \( y_0 \), that is, the motion vector of block \( f_0 \) is \( MV(x_0, y_0) \).

3. Edge information generation algorithm based on hybrid motion model
Combined with MCTI algorithm, on the basis of symmetric motion vector (SMV) hypothesis (that is, linear motion) and curve motion model (quadratic function and exponential function are used in this paper), an edge information generation algorithm based on mixed motion model is proposed.
3.1. Algorithm description
Based on MCTI algorithm, this algorithm adds a detection module to detect whether the motion vector meets SMV by setting a decision threshold and comparing the size of SAD with the threshold. If it does, it directly processes the motion vector to obtain side information. If not, search again, and then compare with SAD value to introduce curve motion estimation and get edge information.

The specific steps of the algorithm are as follows:

In step 1, the input video sequence is divided into two groups (grouped according to parity): one is keyframe / K frame (specified as odd frame, represented by X_{2i-1} and X_{2i+1}), and the other is WZ frame (specified as even frame, represented by x_{2i}). The k-frame is processed by the traditional encoding and decoding method (generally H.264 encoding and decoding method), and then the decoded X_{2i-1} key frame and X_{2i+1} key frame are low-pass filtered, and go to step 2;

In step 2, the block matching based symmetric bidirectional motion estimation (SBME) is used to obtain the motion vector of X_{2i+1} frame relative to X_{2i-1} frame, and go to step 3;

In step 3, the sad of x_{2i} + 1 frame relative to x_{2i}-1 frame is calculated, and the threshold THR is set. If sad ≥ THR, go to step 5; otherwise, go to step 4;

Step 4: the motion vector satisfies the assumption of symmetric motion vector (SMV), that is, linear motion. Go to step 7;

In step 5, the best matching block is searched again, and the SAD_{2n+1} of X_{2i} frame relative to X_{2i} + 1 frame and SAD_{2n-1} of X_{2i+1} frame relative to X_{2i+1} frame are calculated. If SAD_{2n-1} ≤ SAD or SAD_{2n+1} ≤ sad, go to step 6; otherwise, go to step 4;

In step 6, the motion function is obtained by curve motion estimation, and the coordinate position of the macroblock (macroblock in WZ frame) is determined. Go to step 9;

Step 7 performs adaptive filtering on the motion vector, and goes to step 8;

In step 8, the block directed by the motion vector is expanded, and the overlapped bidirectional motion compensation is performed to generate the edge information;

Step 9 uses different weights to synthesize the edge information of different curves.

3.2. Algorithm flow
According to the specific steps of the algorithm described above, the flow of the algorithm is shown in Figure 3.

4. Experimental simulation results and analysis
In order to verify the performance of the algorithm proposed in this paper, three standard video sequences, Carphone, Foreman and Football, are used to test, among which Foreman sequence moves slowly. Moreover, both characters and shots shake, Carphone sequence moves generally, the background is mostly static, and football sequence moves violently. The video sequence format is QCIF (176×144), and the frame rate is 30. In the simulation experiment, the number of frames is selected as 100, and the threshold THR is set as 256. The PSNR value of the side information brightness and the code rate transmitted by the generated side information of Carphone, Foreman and Football are tested and simulated. The simulation results of PSNR values of side information brightness of three video sequences are shown in Figure 4.
It can be seen from fig. 4 that the PSNR value of Foreman sequence with gentle motion is increased by 0.44 dB compared with the traditional linear algorithm, and the PSNR value of the mixed algorithm with exponential function is increased by 0.17 dB compared with the traditional linear algorithm. For Carphone video sequences with moderate motion, the PSNR value of side information generated by the hybrid algorithm of quadratic function is 0.716 dB higher than that of the traditional linear algorithm, and the PSNR value generated by the hybrid algorithm of exponential function is 0.344 dB higher than that of the traditional linear algorithm. The PSNR value of the side information generated by the mixed algorithm of quadratic function is 1.14 dB higher than that of the traditional linear algorithm, and the PSNR value generated by the mixed algorithm of exponential function is 0.62 dB higher than that of the traditional linear algorithm for the football video sequence with intense motion.
motion.

It can be seen that the PSNR value of the edge information generated by the proposed algorithm is obviously improved for the video sequence with strong motion, which indicates that the algorithm is especially suitable for the video sequence with strong motion.

The simulation results of the bit rate needed to generate side information for three video sequences are shown in Figure 5.

(a) Comparison of code rates required by Foreman sequence to generate side information by using different algorithms

(b) Compare the code rates needed by Carphone sequence to generate side information by using different algorithms

(c) Comparing the code rates required by the foreman sequence to generate side information by using the identical algorithm

Figure 5 Three video sequences use different algorithms to generate the required bit rate of side information
As can be seen from Figure 5, for foreman sequences with gentle motion and background jitter, the bit rate required for the hybrid algorithm with quadratic function to generate side information is 0.00392 lower than that of the traditional linear algorithm, and the bit rate required for the hybrid algorithm with exponential function to generate side information is 0.00276 lower than that of the traditional linear algorithm. For moderate motion Carphone video sequences, the bit rate of the hybrid algorithm with quadratic function is 0.0063 lower than that of the traditional linear algorithm, and the bit rate of the hybrid algorithm with exponential function is 0.00292 lower than that of the traditional linear algorithm. For football video sequences with intense motion, the bit rate of the hybrid algorithm using quadratic function is 0.00798 lower than that of the traditional linear algorithm, and the bit rate of the hybrid algorithm using exponential function is 0.00404 lower than that of the traditional linear algorithm.

It can be seen from the test results that the mixed model algorithm using quadratic function and exponential function is more suitable for describing the motion trajectory of macroblock, and the edge information obtained is more accurate.

5. Conclusion
In this paper, an edge information generation algorithm based on hybrid motion model is proposed, which improves the quality of edge information by combining linear motion estimation with curve motion estimation. The proposed algorithm fully considers the situation of irregular motion video sequence, and detects by setting threshold. When the video sequence is in regular motion, linear motion model is used for linear motion estimation, while when the video sequence is in irregular motion, curve motion model is used for curve motion estimation. Experimental results show that the proposed algorithm can effectively improve the quality of edge information and significantly reduce the bit rate needed to generate edge information, especially for the video sequences with intense motion. This algorithm provides a theoretical basis for improving the performance of distributed video coding.
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