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Abstract—In this paper, we tackle the problem of synthesizing a ground-view panorama image conditioned on a top-view aerial image, which is a challenging problem due to the large gap between the two image domains with different view-points. Instead of learning cross-view mapping in a feedforward pass, we propose a novel adversarial feedback GAN framework named PanoGAN with two key components: an adversarial feedback module and a dual branch discrimination strategy. First, the aerial image is fed into the generator to produce a target panorama image and its associated segmentation map in favor of model training with layout semantics. Second, the feature responses of the discriminator encoded by our adversarial feedback module are fed back to the generator to refine the intermediate representations, so that the generation performance is continually improved through an iterative generation process. Third, to pursue high-fidelity and semantic consistency of the generated panorama image, we propose a pixel-segmentation alignment mechanism under the dual branch discrimination strategy to facilitate cooperation between the generator and the discriminator. Extensive experimental results on two challenging cross-view image datasets show that PanoGAN enables high-quality panorama image generation with more convincing details than state-of-the-art approaches. The source code and trained models are available at https://github.com/sswuai/PanoGAN.

Index Terms—Cross-view panorama generation, feedback adversarial learning, multi-scale feature alignment, GANs.

I. INTRODUCTION

CROSS-VIEW image synthesis aims to translate images from a given view to a novel view by building a semantic-preserving mapping across distinct views. Limited overlap in the field of views causes significantly different appearances of cross-view images, making the task very challenging. As several pioneer works extend image translation approaches to this new task [1], [2], improvements in model capability and deeper understandings of Generative Adversarial Networks (GANs) are achieved for cross-view image synthesis, which benefits other vision tasks such as 3D object translation [3], cross-view image matching [4], [5], and geo-localization [6], [7]. Thus, cross-view image synthesis has been a core frontier of academic research in computer vision.

A typical cross-view image generation task is to translate scene images of a certain geographical location between the top view and the ground view. Despite recent methods [5], [8]–[10] have achieved promising progress to address the problem, they only consider a single camera-angle ground-view image rather than 360-degree panorama image. In this paper, we address the task of generating a ground-view panorama image by given a top-view aerial image, which is considerably difficult due to the large domain gap between the two views and notable difference in image resolution between aerial and panorama images. By following the setting of previous work [8], we assume that ground-truth panorama segmentation maps are available in the training phase to provide semantic layout information, while unavailable in the inference phase.

Existing cross-view image translation methods struggle to synthesize realistic and semantically meaningful panorama images due to two limitations: (i) Existing methods generate target images through a feedforward network architecture that actually is a one-off process. Consequently, the generator is unable to refine the synthesized images despite performance evaluation results are provided by the discriminator. It is well known that human beings are good at achieving their purposes through continuous correction of their behavior guided by performance feedback. Inspired by this insight, one may expect to synthesize panorama images in an iterative process. (ii) Previous GANs based models only use the intermediate feature from the discriminator to distinguish real and fake target images. This discriminator’s response could only implicitly affect the generation
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We develop a new discrimination mechanism to pursue high-fidelity and semantic consistency in the generated panorama images. With the extracted multi-scale pyramid features of the panorama images and segmentation maps, our proposed pixel-semantic alignment loss helps the discriminator accurately explore the layout semantics of the target images. Moreover, the discrimination features of panorama images and segmentation maps provide valuable supervision as feedback to the generator for continuously improving synthesis performance.

- Extensive experimental results verify the effectiveness of the proposed method both in terms of subjective visual realism and objective qualitative scores. We demonstrate and establish new state-of-the-art performances on two challenging benchmarks, CVUSA [6] and OP [5].

II. RELATED WORK

Generative Adversarial Networks (GANs) have two important components, i.e., a generator and a discriminator, which are optimized in an adversarial way to achieve a balance. Recently, GANs have shown the capability of generating realistic images in different tasks such as human face [11], human pose [12], animal and plant [13] and scene images [14]. In order to generate user-specific images, a conditional GAN (cGAN) [15] usually injects into vanilla GAN model external information such as human pose [16], [17], class labels [18], [19], and text descriptions [20]. Pix2pix [21] provides a general image-to-image translation framework using cGAN, which is demonstrated to be effective for tasks such as label-to-scene, day-to-night, and edge-to-photo. Thus, we adopt Pix2pix as the backbone of our architecture in this work.

Cross-View Image Synthesis aims to translate images from a given view to a novel view. The early works focus on cross-view generation for object images [22], [23] and scene images [24], [25] with large overlap of view. Recently, research attention focuses on scene image synthesis between top-view and ground-view, in which there is no overlap between the views. Krishna
et al. [8] propose to translate images between top-view and ground-view via multi-task learning that generates images and their corresponding segmentation maps simultaneously. In [5], the problem of image matching between different views is addressed by generating aerial images from panorama images. Tang et al. [9] propose a multi-channel selection mechanism to address the issue of multi-scale objects in view transformation. Different from synthesizing one part of ground-view panorama image as in [26] and [9], the whole panorama image is considered firstly in [1] in which a ground-level panorama image is generated with its label map as supervision. Krishna et al. [5] address the problem of image matching between different views by generating aerial images from panorama images. Our model differs from previous approaches in that it synthesizes the target image iteratively with the guidance of the feedback features from the discriminator.

Adversarial Feedback Learning aims to increase the performance of GANs by guiding the network with the evaluation information of current performance. Many tasks such as image classification [27], human pose estimation [28], and image generation [29], [30] have benefited from the feedback learning mechanism. For instance, Huh et al. [30] propose to feedback discriminator’s spatial output response to the generator in a GAN framework, being as such the most related work to us. The feedback is achieved by modifying the bottom-neck generator feature with the score map of discriminators in a conditional batch normalization manner. Shama et al. [29] is another related work that extends the feedback learning from the training process to the inference process. Compared with both methods, our method sends multiple discriminator features back to each decoder layer for better using the feedback information. Moreover, our method uses a novel multi-scale discriminator to aid the generator and makes the feedback learning in an end-to-end manner.

Multi-Scale Discriminator. Conventional GANs use the top-layer feature of the discriminator to make a judgment of real or fake based on single-scale local patches. Recently, the features provided by different layers were exploited to enhance the ability of the discriminator in the applications of semantic image generation [31], semantic segmentation [32], [33], object detection [34], and cross-view image matching [35]. There are two ways to compute the multi-scale discriminator feature: apply discriminators with different scales to extract multi-scale features (e.g., multi-scale PatchGAN) or use a feature pyramid discriminator to extract multi-scale features from different layers (e.g., [35]). Inspired by [36], we design a novel dual branch discriminator with multi-scale pyramids to empower the discriminator under a pixel-semantic alignment mechanism. Besides, the multi-scale discrimination features are also used as feedback guidance information to help the generator refine the resulted images.

III. THE PROPOSED PANOGAN

A. Problem Formulation

We focus on learning a translation mapping from the top-view domain to the ground-view domain, to synthesize a panorama image \( I_g \in \mathbb{R}^{m \times n} \) conditioned on an input aerial image \( I_a \in \mathbb{R}^{p \times q} \). The translation mapping is supposed to satisfy two demands for the generated images: semantic consistency and image fidelity. For semantic consistency, the generated panorama images should preserve semantic information of the layout and objects in the input aerial images because both aerial and panorama images depict the same location. For image fidelity, the generated panorama image should maintain most of the local details and meanwhile introduce as few artifacts as possible.

The task is challenging due to no overlap in the field of view between the two domains. Moreover, only the aerial images are available for panorama image generation, making the task harder. As the semantic layout information in the segmentation map can be used to guide the training of cross-view transformation system [8], we also provide the segmentation maps of panorama images in the training set. Note that our task is different from [9] in that segmentation map is only used for model training, while [9] use segmentation map for both the model training and model inference.

B. Overall Network Architecture

Our model is an iterative process consisting of a feedforward generation step and a feedback correction step. This architecture helps to promote generator-discriminator cooperation in the generation process and continuously improves the image quality of the target image. The overall framework of our panorama image generation system is shown in Fig. 1. Denote by \( I_a \) the aerial image that is fed into the generator to extract semantic features associated with top-view. The generator outputs a pair of ground-view panorama images \( \hat{I}_g \) and segmentation map \( \hat{I}_s \). In the feedback correction step, the image discriminator \( D_g \) and the segmentation discriminator \( D_s \) feed their features into the proposed adversarial feedback module \( G_f \) to learn the feedback feature. In the feedforward generation step, the encoding feature of the encoder \( G_e \) and feedback feature are integrated and fed into the decoder \( G_d \) to generate a refined version of the panorama image and its segmentation map.

Our adversarial feedback module bridges the generator and discriminator as the discrimination feature is directly involved in the image generation process. As a result, the generator and discriminator not only compete against each other but also are mutually reinforcing, enabling the generation performance to be continually improved.

C. Generator Backbone

As shown in Fig. 2, the generator consists of an encoder \( G_e \) with multiple encoding layers and a decoder \( G_d \) with the same number of decoding layers. Each encoding layer is a sequential operation of convolution-normalization-ReLU and each decoding layer is a sequential operation of deconvolution-normalization-ReLU. There is an encoding-feedback-decoding bridge among the corresponding encoding layer, adversarial feedback (AF) module, and decoding layer, which is analogous to U-Net network architecture. The 6-channel output of \( G_d \) is considered as the channel-wise concatenation of the panorama
image (the first 3 channels) and its corresponding segmentation map (the last 3 channels).

In the training phase, the generated segmentation map takes part in adversarial learning accompanied by the ground-truth segmentation map, which provides supervision information for cross-view transformation. In the inference phase, the generated segmentation map provides feedback features with semantic information at the object-class.

Note that our generator differs slightly from X-Fork [8] or X-Seq [8] in that panorama image and its segmentation map are produced simultaneously by a single decoder rather than two parallel network branches in X-Fork or two sequential sub-networks in X-Seq.

D. Iterative Generation by Adversarial Feedback Learning

Besides the encoder $G_e$ and decoder $G_d$, we propose an Adversarial Feedback Module (AFM) $G_f$ to achieve iterative image generation with correction guidance fed back from the discriminators. As shown in Fig. 2, $G_f$ is comprised of multiple layers $F_i$s, each of which contains two stacked Convolution-Normalization-ReLU blocks. There is a skip connection between the corresponding encoding layer and the AFM layer to fuse the semantic encoding information and feedback correction information.

Specifically, we assume that the current iteration order is $t$ and focus on the input to be fed into the $i$-th decoding layer $g_d^i$. Let $e^{t,i}$ be the encoding feature produced by $g_e^i$, $d^{t,i+1}$ be the decoding feature produced by $g_d^{i+1}$, $h_g^{t-1,i}$ and $h_s^{t-1,i}$ be the feedback features of $\hat{I}_g$ and $\hat{I}_s$ obtained in the $(t-1)$-th iteration, respectively. Firstly, the encoding feature and decoding feature are concatenated along the channel axis as $e^{t,i} \oplus d^{t,i+1}$, which is then concatenated with feedback features along the channel axis to be the input of AFM layer $F_i$ for feature transformation. By introducing skip connection between the two ends of AFM layer $F_i$, fused feature $d^{t,i}$ is obtained by elementary addition of encoding-decoding feature and feedback correction feature, which is fed into $g_d^i$ for the following feature decoding. The feature fusion operation in the AFM layer can be formulated as,

$$d^{t,i} = \alpha_i F_i \left( (e^{t,i} \oplus d^{t,i+1}) \oplus h_g^{t-1,i} \oplus h_s^{t-1,i} \right) \oplus (e^{t,i} \oplus d^{t,i+1})$$

(1)

where $\oplus$ is the concatenation operation along the channel axis, $\oplus$ is the elementary addition operation of feature tensors, and $\alpha_i$ is a weight parameter that determines the importance of feedback features.

The proposed iterative generation framework benefits cross-view panorama image generation in two aspects: (i) As the generator can be provided by feedback correction guidance during the generation process, it can gradually refine the resulted panorama image through iteration. (ii) The intermediate discrimination feature is involved in panorama generating, promoting the cooperation of the generator and discriminator besides their competition. Therefore, semantics preservation in image content and realism in image appearance can be expected in the synthesized panorama image.
E. Discrimination With Pixel-Semantic Alignment

We propose a novel discrimination mechanism to guide the generator to synthesize panorama images with accurate semantic layout and high-fidelity details. As shown in Fig. 3, there are two discriminators, i.e., the image discriminator $D_g$ and the segmentation discriminator $D_s$ that share the same structure but with their respective distinct network parameters. Inspired by recent advances in designing the discriminator of the GAN model [31], [36] that use multi-scale features for image discrimination, we adopt the feature pyramid discriminator proposed in [36] as the backbone of our discriminator. On this basis, we integrate fake image identification, semantic feature alignment, and feedback feature construction in the proposed discrimination mechanism. Concretely, the impact of the discrimination process on the generator in PanoGAN is three-fold: (i) the two discriminators guide the generator to accurately estimate the data distributions of panorama image and segmentation map through adversarial learning; (ii) intermediate discriminator features of panorama image and segmentation map are forced to mutually match through a pixel-semantic alignment loss; (iii) the multi-scale discriminator features of fake panorama image and segmentation map are fed back to the generator layer-by-layer to correct previous generations for further improving the generation results.

Multi-Scale Feature Representation. Inspired by the feature pyramid discriminator proposed in [36], our image discriminator $D_g$ and segmentation discriminator $D_s$ distinguish the real or fake images and segmentation maps based on multi-scale features, respectively. The advantage is that high-level semantic information and low-level appearance property can be captured without a heavy computational burden. In particular, the discriminator layers transfer their focus from low-level appearance to high-level semantics. The bottleneck feature maps are added sequentially with the previous feature maps to provide a multiple-scale description of images. Moreover, up-sampling and one-layer convolution are used to adapt the size of the bottle-neck feature in the combination process.

The multi-scale discrimination features affect the network in three aspects: (i) they are used to compute the real/fake score map for adversarial competition between the generator and the discriminator during the model training stage; (ii) they provide feature embeddings for semantic alignment; (iii) the discriminator features of fake image and segmentation map are concatenated in channel axis to be fed back to the generator for the following generation loop.

Pixel-Semantic Alignment. We propose a novel pixel-semantic alignment mechanism to facilitate appearance-semantic matching through interaction between panorama images and their segmentation maps. The main idea is to use layout semantics in segmentation maps as supplementary information for accurate distinction between fake or real panorama images, meanwhile use the appearance information in panorama images as supplementary information to distinguish fake segmentation maps from the real ones.

Assume that there are $r$ discriminator layers, and denote by $h_{g,i}^{t,i}$ and $h_{s,i}^{t,i}$ ($i=1,2,\ldots,r$) the multi-scale feature maps of real image and segmentation map, respectively, where $r$ is the total number of layers in the discriminator. Similarly, $\hat{h}_{g,i}^{t,i}$ and $\hat{h}_{s,i}^{t,i}$ represent the multi-scale features of the fake image and segmentation map. The alignment score map at $i$-th layer can be expressed as

\[
\begin{align*}
\hat{S}_g^{t,i} &= \hat{h}_{g,i}^{t,i} \odot h_{g,i}^{t,i}, \\
\hat{S}_s^{t,i} &= \hat{h}_{s,i}^{t,i} \odot h_{s,i}^{t,i}, \\
S_g^{t,i} &= S_s^{t,i} = h_{g,i}^{t,i} \odot h_{s,i}^{t,i},
\end{align*}
\]

where $\odot$ denotes the element-wise multiplication between two feature tensors.

Eq. (2) shows that the multi-scale feature alignment score map is comprised of three components including the score map $\hat{S}_g^{t,i}$ of fake panorama image and real segmentation map, the score map $\hat{S}_s^{t,i}$ of real panorama image and fake segmentation map, and the score map $S_g^{t,i}$ or $S_s^{t,i}$ of real panorama image and real segmentation map.
segmentation map. Note that the alignment score map is determined by both the generator and discriminator, thus its gradient plays a role to update the discriminator besides the generator. This differs notably from the multi-scale feature discrimination mechanism proposed in [36] in that only the generator is updated based on the match score of the fake image and the real segmentation map.

The proposed dual branch discrimination strategy enjoys two merits compared with [36]. Firstly, besides the real/fake score map, richer alignment constraints are used to update both the generator and the discriminator. Secondly, our alignment score map is computed by seamlessly integrating it into the discrimination procedure, ultimately benefiting the panorama image generation task.

### F. Optimization Objective

Assume that our PanoGAN generates a panorama image through $T$ feedback loops, then the final loss of PanoGAN is the average of model losses of all the loops. Three optimization loss functions are considered in our PanoGAN in an end-to-end fashion, i.e., adversarial loss, pixel-semantic alignment loss of discriminator features, and $L1$ distance-based reconstruction loss of panorama images and segmentation maps.

#### Adversarial Loss. Under the proposed discrimination mechanism, multi-scale real/fake score maps are used to compute the adversarial loss that indicates how real the generated panorama image and segmentation maps are in appearance. Specifically, the image adversarial loss $L_g$ and the segmentation adversarial loss $L_s$ at iteration loop $t$ are computed by adding up all the losses from $r$ discriminator layers, i.e.,

$$
L_g^t = \sum_{i=1}^{r} E_{I_a,I_g} \left( \log D_g(h_g^{t,i}) \right) + E_{I_a,I_g} \left( \log(1 - D_g(\hat{h}_g^{t,i})) \right),
$$

$$
L_s^t = \sum_{i=1}^{r} E_{I_s,I_g} \left( \log D_s(h_s^{t,i}) \right) + E_{I_s,I_g} \left( \log(1 - D_s(\hat{h}_s^{t,i})) \right),
$$

where $L_g^t$ and $L_s^t$ provide effective constraints to guide the generator to achieve high-fidelity and semantic consistency during the process of cross-view translation. The total adversarial loss of PanoGAN is obtained by averaging the adversarial losses in all iterations, i.e.,

$$
L_{adv} = \frac{1}{T} \sum_{t=1}^{T} (L_g^t + L_s^t).
$$

#### Pixel-Semantic Alignment Loss. With the multi-scale feature alignment score map, a semantic alignment loss is computed to indicate how much content information of an aerial image can be translated to the ground-level domain. Specifically, the image semantic alignment loss $L_g^t$ and the segmentation semantic alignment loss $L_s^t$ at iteration loop $t$ can be expressed as

$$
\tilde{L}_g^t = \sum_{i=1}^{r} E_{I_a,I_g} \left( \log D_g(S_g^{t,i}) \right) + E_{I_a,I_g} \left( \log(1 - D_g(\hat{S}_g^{t,i})) \right),
$$

$$
\tilde{L}_s^t = \sum_{i=1}^{r} E_{I_s,I_g} \left( \log D_s(S_s^{t,i}) \right) + E_{I_s,I_g} \left( \log(1 - D_s(\hat{S}_s^{t,i})) \right).
$$

(5)

By taking all the iterations into account, the total pixel-semantic alignment loss of PanoGAN is given by

$$
L_{fa} = \frac{1}{T} \sum_{t=1}^{T} \left( \tilde{L}_g^t + \tilde{L}_s^t \right).
$$

#### Reconstruction Loss. We also use the $L1$ distance loss between the ground-truth training sample and the generated sample to compute the pixel-wise reconstruction loss to penalize the difference of the generated sample from the real sample. The average reconstruction loss w.r.t panorama images and segmentation maps in the training stage can be formulated as

$$
L_{rc} = \frac{1}{T} \sum_{t=1}^{T} \left( E_{I_g} \left( \|I_g - \hat{I}_g\|_1 \right) + E_{I_g} \left( \|I_s - \hat{I}_s\|_1 \right) \right).
$$

(7)

#### Overall Loss. The overall loss of PanoGAN is a weighted sum of the adversarial loss, pixel-semantic alignment loss, and reconstruction loss, so that the generator $G$, discriminators $D_g$ and $D_s$ are trained alternatively in an end-to-end fashion to solve the following min-max optimizing problem,

$$
G^*, D_g^*, D_s^* = \arg \min_{G} \max_{D_g,D_s} (L_{adv} + L_{fa} + L_{rc}).
$$

(8)

### G. Implementation Details

To address the difference of image size between the aerial image and panorama image, we propose an image pre-processing strategy to make the input image have the same size as the output image. Consider the input aerial image $I_a$ is in size $m \times n$ and the panorama image $I_g$ is in size $p \times q$. The pre-processing procedure is comprised of three steps. In the first step, the aerial image $I_a$ is re-scaled to $p \times \frac{q}{n}$. Then, we extend the aerial image to $p \times q$ by sequential rotation and multiplication. The first quarter patch of the new input image is the aerial image, the following quarter image patch is the 90-degree counter-clock rotation of the former quarter image patch. This process is repeated 3 times so that we can construct the final input image for cross-view panorama image generation.

There are the same number of encoding layers, decoding layers, and AFM layers in PanoGAN, which is set s 8 in our experiments. The image discriminator and segmentation discriminator adapt the multi-scale pyramid structure proposed in [36]. Instance normalization [37] is adopted for the generator and the discriminators.

PanoGAN is optimized with the Adam solver [38] with the momentum values 0.9 and 0.999. In the experiments, the feedback weighting parameters in (1) are set to $\alpha_i = 0.5 (i = 1, 2, 3, 4, 5)$. The number of feedback iterations is set to 2. The
learning rate of the discriminator and generator is set to 0.00001 and 0.0001, respectively.

IV. EXPERIMENTS

A. Experimental Setting

Datasets. We conduct experiments on two challenging datasets, i.e., the CVUSA dataset [6] and the Orlando-Pittsburgh (OP) dataset [5]. Both datasets are widely used for cross-view image translation and matching tasks. Specifically, the CVUSA dataset contains 1.5 million geo-tagged pairs of ground and aerial images covering rural areas. According to previous work [1], [8], [9], we select a total 44,416 aerial-panorama image pairs in our experiments, which are further split into a training set of 35,532 image pairs and a test set of 8,884 image pairs. The OP dataset covers urban area images of cities Orlando and Pittsburgh. It contains 1,910 training and 722 evaluation image pairs, each one consisting of a ground-level panorama and an aerial image. For both datasets, aerial and panorama images are re-scaled to $256 \times 256$ and $256 \times 1024$, respectively.

Evaluation Metrics. We use Prediction Accuracy, Inception Score, KL score, Structural-Similarity (SSIM), Peak Signal-to-Noise Ratio (PSNR), and Sharpness Difference (SD) as the evaluation metrics, which are widely adopted by cross-view image synthesis methods [8], [9]. Specifically, the first three metrics measure the generated images in a high-level feature space, while the latter three metrics compare the fake and real images at a pixel similarity level.

- **Prediction Accuracy** [8] measures the difference in class label prediction between real images and generated images with the same pre-trained AlexNet model as for computing Inception Score. Note that the prediction accuracy can be computed based on (i) all real samples or (ii) the real samples whose top-1 prediction exceeds 50%.

- **Inception Score** [39] measures both the quality and diversity of synthesized images with the perspective of image classification. A higher Inception score indicates better image quality. In this paper, we follow [8] to compute the all, top-1, and top-5 inception scores.

- **KL Score** [40] measures the distribution difference between the real and the synthesized image sets with KL divergence. The KL score is computed based on image features extracted by the pre-trained AlexNet model, which is expected to be a smaller value for better-synthesized images.

- **Structural-Similarity (SSIM)** [41] measures the diversity of the synthesized samples. SSIM value ranges from 0.0 to 1.0 with higher SSIM values corresponding to more similar images in perception.

- **Peak Signal-to-Noise Ratio (PSNR)** is computed as the ratio of the peak intensity value of a reference image to the root mean square reconstruction error (computed between image magnitudes) relative to the reference. A higher PSNR value indicates better image quality.

- **Sharpness Difference (SD)** measures the similarity between real and generated images in the sharpness, which is computed based on the different gradients between real and generated images. A higher SD value indicates better image quality.

B. State-of-The-Art Comparison

We compare the proposed PanoGAN with existing cross-view image generation methods, Pix2Pix [21], X-Fork [8], X-Seq [8], and SelectionGAN [9].

As our task is to translate an aerial image to its corresponding panorama image, the aerial image is the only input for all involved methods in our experiments. Meanwhile, three types of ground-truth data, i.e., aerial image, panorama image, and panorama segmentation map, are provided for model training. To facilitate understanding, we summarize all the competitors’ interface information in Table I. Specifically, Pix2pix translates aerial images to panorama images, thus it does not use ground-truth panorama images for model training. The other comparison methods translate aerial images into both panorama images and panorama segmentation maps, which means that their model can be trained with the semantic guidance of panorama segmentation maps.

We note that the original network architecture of SelectionGAN in [9] is designed to take input the concatenation of top-view image and ground-view segmentation map along channel dimension. Therefore, we adapt their models to our experimental setting by simply changing the input channel number from 6 to 3, i.e., the model input is replaced with $I_A$. We also note that [8] and [9] generate the first quarter of the ground level panorama image with size $256 \times 256$ in their experiments, which is different from generating 360-degree panorama images with size $256 \times 1024$ in our experiment. Thus, we need to retrain their models with panorama data. In the training phase, the hyper-parameters of the methods are set according to their papers. By following the experimental setting for model training in [5], [9], the training epoch number is set as 30 on the dataset CVUSA and 200 on the dataset OP.

Quantitative Evaluation. The quantitative results on CVUSA are presented in Table II. Note that PanoGAN performs the best on most metrics. In terms of high-level image evaluation metrics, PanoGAN achieves the best results on all metrics except for the Top-1 Inception score. In particular, PanoGAN yields notable improvements in prediction accuracy and KL score. This demonstrates that PanoGAN can extract image semantic information from aerial images and successfully transfer it to the corresponding panorama images. In terms of low-level image evaluation metrics, PanoGAN outperforms other methods on SSIM and PSNR, and achieves the second-best result on SD. These results indicate that PanoGAN can produce panorama images with higher image quality than existing leading models.

Table III shows the quantitative comparison on the OP dataset. We observe that PanoGAN achieves better results than the leading methods on most high-level and low-level evaluation metrics. Note that the training samples are limited in the OP dataset, which brings considerable challenges to cross-view panorama image generation.
TABLE I
INTERFACES OF ALL THE COMPARISON METHODS IN THE EXPERIMENTS. (AERIAL DENOTES AERIAL IMAGE, PANO-IMG DENOTES PANORAMA IMAGE, PANO-SEG DENOTES PANORAMA SEGMENTATION MAP)

| Method                | Model Input         | Model Output                          | Images for Model Training                   |
|-----------------------|---------------------|---------------------------------------|---------------------------------------------|
| Pix2Pix [22]          | Aerial Image        | Panorama Image, Panorama Segmentation | Aerial Image, Panorama Image                |
| X-Pork [8]            |                     |                                       |                                             |
| X-Seq [8]             |                     |                                       |                                             |
| SelectionGAN [9]      |                     |                                       |                                             |
| PanoGAN (Ours)        |                     |                                       |                                             |

TABLE II
QUANTITATIVE EVALUATION OF THE CVUSA DATASET FOR CROSS-VIEW PANORAMA IMAGE GENERATION. FOR ALL METRICS EXCEPT KL SCORE, HIGHER IS BETTER. (+) INCEPTION SCORE FOR REAL (GROUND TRUTH) DATA IS 5.0508, 3.5041, AND 5.1280 FOR ALL, TOP-1, AND TOP-5 SETUPS, RESPECTIVELY

| Method          | Inception Score*↑ | Accuracy (%)↑ | KL ↓ | SSIM ↑ | PSNR ↑ | SD ↑ |
|-----------------|-------------------|---------------|------|--------|--------|------|
| Pix2pix [22]    | 3.10              | 21.34         | 67.51| 0.3658 | 18.4933| 17.6953|
| X-Pork [8]      | 3.11              | 29.01         | 76.13| 0.4161 | 18.3859| 18.3579|
| X-Seq [8]       | 2.86              | 26.94         | 71.89| 0.4256 | 19.3464| 18.4359|
| SelectionGAN [9]| 3.29              | 28.29         | 75.96| 0.4353 | 20.2797| 19.1131|
| PanoGAN (Ours)  | 3.58              | 36.50         | 84.94| 0.4437 | 20.9467| 19.0913|

TABLE III
QUANTITATIVE EVALUATION OF THE OP DATASET FOR CROSS-VIEW PANORAMA IMAGE GENERATION. FOR ALL METRICS EXCEPT KL SCORE, HIGHER IS BETTER. (+) INCEPTION SCORE FOR REAL (GROUND TRUTH) DATA IS 3.4022, 2.5304, AND 3.8007 FOR ALL, TOP-1, AND TOP-5 SETUPS, RESPECTIVELY

| Method          | Inception Score*↑ | Accuracy (%)↑ | KL ↓ | SSIM ↑ | PSNR ↑ | SD ↑ |
|-----------------|-------------------|---------------|------|--------|--------|------|
| Pix2pix [22]    | 2.1769            | 4.16          | 14.44| 0.3658 | 18.4933| 17.6953|
| X-Pork [8]      | 2.3815            | 0.55          | 22.22| 0.4296 | 19.2110| 17.4841|
| X-Seq [8]       | 2.1701            | 6.09          | 27.78| 0.4311 | 19.1217| 17.4461|
| SelectionGAN [9]| 2.1119            | 6.09          | 31.11| 0.4291 | 19.0940| 17.9970|
| PanoGAN (Ours)  | 2.2331            | 7.06          | 35.56| 0.4428 | 19.0421| 18.0543|

Qualitative Evaluation. Fig. 4 shows the qualitative results compared with existing methods on CVUSA. We can see that the proposed PanoGAN generates more photo-realistic panorama images with more similarity in semantics to the ground truth panorama images than other leading methods. Concretely, in the relatively simple scenario shown in the first column, all the methods capture the layout characteristics of the location and transfer the information into panorama images. We also note that PanoGAN produces a better panorama image with fewer visual artifacts (e.g., plants and vegetation) and more object details (e.g., road and street lines). In the relatively complex scenario with more objects in the location, PanoGAN significantly outperforms other methods by accurately preserving the image layout. For example, in the second column of Fig. 4, PanoGAN successfully generates the path on one side of the road and the house on the other side, while other methods fail to generate the objects and details.

Fig. 5 presents the urban panorama image generation on OP. We see that our PanoGAN generates plausible objects in the urban panorama images such as overpasses, buildings, and roads, while the comparing methods including the state-of-the-art SelectionGAN nearly fail in this task. Moreover, we observe that PanoGAN performs worse on the OP dataset than on the CVUSA dataset by introducing more artifacts. There are two reasons: (i) the facades of buildings in urban panorama contain much more complex textures than the suburb panorama images increasing the difficulty of cross-view panorama image generation; (ii) the available 1,910 training samples in OP cannot represent the image distribution. Thus, it is extremely challenging to learn the mapping from top-view to ground-view.

C. Ablation Study
We also conduct extensive ablation studies on CVUSA to evaluate the effectiveness of each component of the proposed PanoGAN. To save training time, PanoGAN is trained with randomly selected 8,883 training samples which are nearly 1/4 of all the training samples and evaluated on the test samples. We consider six baseline models for PanoGAN:

- **Baseline A** uses an encoder-decoder architecture to generate panorama images from aerial images, in which there is a U-Net based generator and a PatchGAN based discriminator.
- **Baseline B (A + Dual-Branch Generation)** generates a panorama image and segmentation map by forcing the output of the baseline A to be 6-channel. In addition, there are two discriminators in baseline B correspond to the panorama image and segmentation map, respectively.
- **Baseline C (B + AFM)** adds the proposed Adversarial Feedback Module (AFM) to baseline B.
- **Baseline D (B + Our Discrimination Mechanism)** replaces the PatchGAN based discriminators in baseline B with our proposed discrimination mechanism.
- **Baseline E (C + Pyramid Discriminator [36])** employs the pyramid discriminator proposed in [36] for discrimination on the basis of baseline C.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Fig. 4. Qualitative comparison of different methods on the CVUSA dataset. From top to bottom: Input, Ground Truth, Pix2pix [21], X-Fork [8], X-Seq [8], SelectionGAN [9], and PanoGAN (Ours). The proposed PanoGAN generates more realistic results with more convincing details than the leading methods on rural scenes.

### TABLE IV

**ABLATION STUDY OF THE PROPOSED PANOGAN ON THE CVUSA DATASET**

| Baseline Setting | Accuracy (%) ↑ | KL↓ |
|------------------|----------------|-----|
| **Baseline**     | **Panorama Image** |      |
| A U-Net + PatchGAN → | 10.74 | 29.91 | 43.37 | 43.02±1.78 |
| B A + Dual-Branch Generation | 24.01 | 53.55 | 36.09 | 68.18 | 8.99±1.62 |
| C B + Adversarial Feedback Module (AFM) | 27.75 | 59.82 | 43.81 | 75.19 | 6.97±1.54 |
| D B + Our Discrimination Mechanism | 28.15 | 60.43 | 42.90 | 74.39 | 6.87±1.55 |
| E C + Pyramid Discriminator [↑↑] | 29.41 | 60.02 | 45.04 | 75.73 | 6.82±1.53 |
| F C + Our Discrimination Mechanism | **30.13** | **61.48** | **46.81** | **77.39** | **5.89±1.35** |

- **Baseline F (C + Our Discrimination Mechanism)** is the full PanoGAN model that uses the proposed discrimination mechanism on the basis of baseline C.

**Effectiveness of Dual-Branch Generation.** The results of the ablation study are shown in Fig. 6 and Table IV. We observe that baseline B remarkably outperforms baseline A on all evaluation metrics, which means that it is effective to generate semantically consistent images with the aid of segmentation maps in the model training process. The results also confirm our motivation for the dual-branch generation strategy.

**Effectiveness of Adversarial Feedback Learning.** We note that Baseline C significantly outperforms Baseline B on all evaluation metrics. Specifically, the proposed adversarial feedback module achieves around 3.7 and 7.7 point gains on top-1 accuracy, 6.4 and 7.0 point gains on top-5 accuracy and 2.0 point gains on KL score. These results confirm the effectiveness of the proposed adversarial feedback module and the proposed feedback layer, both playing an essential role in generating high-quality panorama images.

The effectiveness of the proposed AFM can be further validated by comparing baseline F with baseline D. Baseline F further boosts the performance on most metrics by adding AFM to baseline D.

**Effectiveness of Pixel-Semantic Alignment Discriminator.** Compared with baseline B, baseline D achieves significantly better performance, which verifies the effectiveness of the proposed joint semantic-image crossing embedding discriminators.
Fig. 5. Qualitative comparison of different methods on the OP dataset. From top to bottom: Input, Ground Truth, Pix2pix [21], X-Fork [8], X-Seq [8], SelectionGAN [9], and PanoGAN (Ours). The proposed PanoGAN generates more realistic results with more convincing details than the leading methods on urban scenes.

TABLE V
QUANTITATIVE EVALUATION OF DIFFERENT INPUT FORMATS FOR CROSS-VIEW PANORAMA IMAGE GENERATION. FOR ALL METRICS EXCEPT KL SCORE, HIGHER IS BETTER

| Input Format                     | Accuracy (%) | KL  | SSIM | PSNR | SD  |
|----------------------------------|--------------|-----|------|------|-----|
|                                  | Top-1 (All)  | Top-5 (All) | Top-1 (0.5) | Top-5 (0.5) |     |     |
| Polar Coordinate Transformation  | 18.15        | 48.36 | 12.48 | 66.50 | 15.19±1.62 | 0.4125 | 19.1060 | 18.7183 |
| Duplication                      | 30.05        | 61.22 | 46.64 | 76.86 | 5.94±1.35  | 0.4098 | 19.1291 | 18.6309 |
| Duplication + Rotation           | 30.13        | 61.48 | 46.81 | 77.40 | 5.85±1.30  | 0.4198 | 19.2712 | 18.7535 |

Besides, by comparing the performance of baseline F with that of baseline E, we observe that around 0.7 and 1.7 point gains on Top-1 accuracy, 1.4 and 1.6 gain on Top-5 accuracy, and 1.0 point gains on KL score are obtained. These improvements demonstrate the advantage of our proposed discrimination compared with the recent advanced pyramid multi-scale feature discriminator.

D. Model Analysis of PanoGAN

Influence of Different Input Formats. We investigate the influence of three different input formats to the performance of our PanoGAN, as shown in Table V. The first method is ‘Polar Coordinate Transformation,’ which transforms the $256 \times 256$ aerial image from the Cartesian coordinate system to the Polar coordinate system for producing $256 \times 1024$ unfolded image as input. The second method is to concatenate duplicated aerial images along with the width axis without image rotation, which is denoted by ‘Duplication’. The last pre-processing method is denoted by ‘Duplication+Rotation,’ which concatenates duplicated aerial images along with the width axis with image rotation. All three pre-processing strategies are evaluated on CVUSA.

The comparison results are shown in Table V and Fig. 7. We observe that the proposed ‘Duplication+Rotation’ strategy achieves the best results on all metrics. We can obtain the similar conclusion from Fig. 7. Thus, we adopt a ‘rotation-duplication’ strategy in our experiments, which alleviates the different size problems in the challenging cross-view panorama generation task.

Influence of the Number of Feedback Loops. The number of feedback loops influences the performance of PanoGAN both in
Fig. 6. Qualitative comparison of different variants of the proposed PanoGAN on the CVUSA dataset. From top to bottom: Input, Ground Truth, Baseline A-F.

Fig. 7. Qualitative comparison of the proposed PanoGAN with different input image format on the CVUSA dataset. From top to bottom: Input, Ground Truth, Polar Coordinate transformation, Duplication without rotation, and Duplication with rotation.
model training and in inference stages. In each mini-batch of the model training stage, the generation and discrimination losses computed at the end of each feedback loop are summed up for the network parameter update. The number of feedback loops determines the objective function optimization of PanoGAN. In the model inference stage, PanoGAN generates panorama images with the fixed network parameter, but the quality of panorama images is affected by the number of feedback loops adopted during image generation.

We firstly explore the number of feedback loops in the training stage. We set the number of the feedback loops as $k$ and set $k$ to 0, 1, 2, respectively. Moreover, we set the number of feedback loops $j$ in the inference stage similar to $k$, i.e., $j=k$. Note that $k=0$ indicates PanoGAN is just a forward network without any feedback loop.

We show the quantitative results in Table VI and the qualitative results in Fig. 8. We observe from Table VI that PanoGAN performs better on $k>0$ on all evaluation metrics, especially on high-level feature-based metrics, i.e., prediction accuracy and KL score. These results demonstrate that the proposed feedback learning module is beneficial to transfer high-level semantic information across different views. We also observe that increasing the number of feedback loops promotes the performance on most metrics, but the improvement is limited. Fig. 8 presents the consistent results that the panorama image generated with no feedback loop introduces obvious visual artifacts, such as trees and roads. Thus, we set $k=2$ in our experiments.

Secondly, PanoGAN model is trained based on 35,532 samples of CVUSA with the feedback loop number being set as $k=2$, then is tested on the test set of CVUSA with various feedback loop numbers $j \in \{0, 1, 2, 3, 4\}$. The goal is to investigate the effect of the feedback loop procedure in PanoGAN to the quality of the generated panorama image. From the quantitative comparison results presented in Table VII, we observe that PanoGAN performs poorly when $j=0$, indicating that the Adversarial feedback mechanism (AFM) is an indispensable component of the iterative generation framework of PanoGAN for high-quality panorama image synthesis. Besides, we observe that PanoGAN achieves the best performance when $j=k$, suggesting that the same feedback loop number should be adopted in both the training and test phase for PanoGAN generating panorama images in high quality.

V. CONCLUSION

We propose a novel Panorama GAN (PanoGAN) for generating panorama ground-view images from top-view images. PanoGAN introduces three key components: a dual-branch generation strategy, a kind of pixel-semantic alignment discriminator, and an adversarial feedback module. The first component is employed to simultaneously generate both the targeted panorama image and its segmentation map for generating semantically consistent results. The second one is used to enhance
the fine details and semantic alignment between the generated results and the real ones. The third one is adopted to progressively improve the generation performance under the feedback of the discriminators. Extensive experiments on two challenging datasets show that the proposed PanoGAN achieves significantly better results than state-of-the-art approaches.

REFERENCES

[1] M. Zhai, Z. Bessinger, S. Workman, and N. Jacobs, “Predicting ground-level scene layout from aerial imagery,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 867–875.

[2] Y. Zhou and L. Shao, “Cross-view GAN based vehicle generation for re-identification,” in Proc. Brit. Mach. Vis. Conf., 2017, pp. 1–12.

[3] J. Yang, S. E. Reed, M.-H. Yang, and H. Lee, “Weakly-supervised disentangling with recurrent transformations for 3D view synthesis,” in Proc. Adv. Neural Inf. Process. Syst., 2015, pp. 1099–1107.

[4] S. Hu, M. Feng, R. M. H. Nguyen, and G. H. Lee, “CVNet: Cross-view matching network for image-based ground-to-aerial geo-localization,” in Proc. Conf. Comput. Vis. Pattern Recognit., 2018, pp. 7258–7267.

[5] K. Regmi and M. Shah, “Bridging the domain gap for ground-to-aerial image matching,” in Proc. Int. Conf. Comput. Vis., 2019, pp. 470–479.

[6] S. Workman, R. Souvenir, and N. Jacobs, “Wide-area image geolocation with aerial reference imagery,” in Proc. Int. Conf. Comput. Vis., 2015, pp. 3961–3969.

[7] Y. Tian, C. Chen, and M. Shah, “Cross-view image matching for geo-localization in urban environments,” in Proc. Conf. Comput. Vis. Pattern Int. Conf. Comput. Vis., 2019, pp. 3501–3510.

[8] K. Regmi and A. Borji, “Cross-view image synthesis using conditional GANs,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 3501–3510.

[9] H. Tang et al., “Multi-channel attention selection GAN with cascaded semantic guidance for cross-view image translation,” in Proc. Conf. Comput. Vis. Pattern Recognit., 2019, pp. 2417–2426.

[10] H. Tang, D. Xu, Y. Yan, P. H. Torr, and N. Sebe, “Local class-specific and global image-level generative adversarial networks for semantic-guided scene generation,” in Proc. Conf. Comput. Vis. Pattern Recognit., 2020, pp. 7870–7879.

[11] W. Wang, X. Alameda-Pineda, D. Xu, E. Ricci, and N. Sebe, “Learning how to smile: Expression video generation with conditional adversarial recurrent nets,” IEEE Trans. Multimedia, vol. 22, no. 11, pp. 2808–2819, Nov. 2020.

[12] X. Guo et al., “FuseGAN: Learning to fuse multi-focus image via conditional generative adversarial network,” IEEE Trans. Multimedia, vol. 21, no. 8, pp. 1982–1996, 2019.

[13] H. Zhang et al., “StackGAN++: Realistic image synthesis with stacked generative adversarial networks,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 41, no. 8, pp. 1947–1962, Aug. 2019.

[14] Y.-F. Zhou et al., “BranchGAN: Unsupervised mutual image-to-image transfer with a single encoder and dual decoders,” IEEE Trans. Multimedia, vol. 21, no. 12, pp. 3136–3149, Dec. 2019.

[15] M. Mirza and S. Osindero, “Conditional generative adversarial nets,” 2014, arXiv:1411.1784.

[16] H. Tang, S. Bai, L. Zhang, P. H. Torr, and N. Sebe, “XingGAN for person image generation,” in Proc. Eur. Conf. Comput. Vis., 2020, pp. 717–734.

[17] X. Gu, J. Yu, Y. Wong, and M. S. Kankanahalli, “Toward multi-modal conditioned fashion image translation,” IEEE Trans. Multimedia, vol. 23, pp. 2361–2371, 2021.

[18] W. Wang, X. Alameda-Pineda, D. Xu, E. Ricci, and N. Sebe, “Learning how to smile: Expression video generation with conditional adversarial recurrent nets,” IEEE Trans. Multimedia, vol. 22, no. 11, pp. 2808–2819, Nov. 2020.

[19] P.-W. Wu, Y.-J. Lin, C.-H. Chang, E. Y. Chang, and S.-W. Liao, “ReGAN: Multi-domain image-to-image translation via relative attributes,” in Proc. Adv. Neural Inf. Process. Syst., 2016, pp. 5907–5915.

[20] H. Zhang et al., “StackGAN: Text to photo-realistic image synthesis with stacked generative adversarial networks,” in Proc. Int. Conf. Comput. Vis. Pattern Recognit., 2017, pp. 1125–1134.

[21] A. Dosovitskiy, J. T. Springenberg, M. Tatar charski, and T. Brox, “Learning to generate chairs, tables and cars with convolutional networks,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 39, no. 4, pp. 692–705, Apr. 2017.

[22] S. Li, C. Zhu, and M.-T. Sun, “Image-to-image translation via expression networks,” IEEE Trans. Multimedia, vol. 20, no. 8, pp. 1948–1959, Aug. 2018.

[23] T. Zhou, S. Tulsiani, W. Sun, J. Malik, and A. A. Efros, “View synthesis by appearance flow,” in Proc. Eur. Conf. Comput. Vis., 2016, pp. 286–301.

[24] G. Liu, H. Tang, H. Latapie, and Y. Yan, “Exocentric to egocentric image generation via parallel generative adversarial network,” in Proc. Int. Conf. Acoust., Speech Signal Process., 2020, pp. 1843–1847.

[25] K. Regmi and A. Borji, “Cross-view image synthesis using conditional GANs,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 3501–3510.

[26] S. Narayan, A. Gupta, F. S. Khan, C. G. M. Snoek, and L. Shao, “Latent embedding feedback and discriminative features for zero-shot classification,” in Proc. Eur. Conf. Comput. Vis., 2020, pp. 479–495.

[27] J. Carreira, P. Agrawal, K. Fragkiadaki, and J. Malik, “Human pose estimation with iterative error feedback,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016, pp. 4733–4742.

[28] F. Shama, R. Mechez, A. Shoshan, and L. Zelnik-Manor, “Adversarial feedback loop,” in Proc. Int. Conf. Comput. Vis., 2019, pp. 3205–3214.

[29] M. Huh, S.-H. Sun, and N. Zhang, “Feedback adversarial learning: Spatial feedback for improving generative adversarial networks,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2019, pp. 1476–1485.

[30] T.-C. Wang et al., “High-resolution image synthesis and semantic manipulation with conditional GANs,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 8798–8807.

[31] G. Lin, A. Milan, C. Shen, and I. Reid, “RefineNet: Multi-path refinement networks for high-resolution semantic segmentation,” in Comput. Vis. Pattern Recognit., 2017, pp. 1925–1934.

[32] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2015, pp. 3431–3440.

[33] T. Kim, M. Cha, H. Kim, J. K. Lee, and J. Kim, “Learning to discover cross-domain relations with generative adversarial networks,” in Proc. Int. Conf. Mach. Learn., 2017, pp. 1857–1865.

[34] T.-Y. Lin et al., “Feature pyramid networks for object detection,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 2117–2125.

[35] X. Liu, G. Yin, J. Shao, X. Wang, and H. Li, “Learning to predict layout-to-image conditional convolutions for semantic image synthesis,” in Proc. Adv. Neural Inf. Process. Syst., 2019, pp. 570–580.

[36] D. Ulyanov, A. Vedaldi, and V. Lempitsky, “Instance normalization: The missing ingredient for fast stylization,” 2016, arXiv:1607.08022.

[37] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” in Proc. Int. Conf. Learn. Representations, 2015.

[38] T. Salimans et al., “Improved techniques for training GANs,” in Proc. Adv. Neural Inf. Process. Syst., 2016, pp. 2234–2242.

[39] T. Nguyen, T. Le, H. Vu, and D. Phung, “Dual discriminator generative adversarial nets,” in Proc. Adv. Neural Inf. Process. Syst., 2017, pp. 2671–2681.

[40] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality assessment: From error visibility to structural similarity,” IEEE Trans. Image Process., vol. 13, no. 4, pp. 600–612, Apr. 2004.

Songsoong Wu received the Ph.D. degree in pattern recognition and intelligent systems from the Nanjing University of Science and Technology, Nanjing, China, in 2012. He was a Visiting Scientist with Texas State University, San Marcos, TX, USA, from 2018 to 2019. He is currently an Assistant Professor with the School of Computer Science, Guangdong University of Petrochemical Technology, Maoming, China. His research interests include representation learning, transfer learning, and their applications to pattern recognition, computer vision and fault diagnosis.
Hao Tang received the master's degree from the School of Electronics and Computer Engineering, Peking University, Beijing, China, and the Ph.D. degree from Multimedia and Human Understanding Group, University of Trento, Trento, Italy. He is currently a Postdoctoral with Computer Vision Lab, ETH Zurich, Switzerland. He was a Visiting Scholar with the Department of Engineering Science, University of Oxford, Oxford, U.K. His research interests include deep learning, machine learning, and their applications to computer vision.

Xiao-Yuan Jing received the Ph.D. degree in pattern recognition and intelligent systems from the Nanjing University of Science and Technology, Nanjing, China, in 1998. He was a Professor with the Department of Computer, Shenzhen Research Student School, Harbin Institute of Technology, Harbin, China, in 2005. He is currently a Professor and the Dean of the School of Computer, Guangdong University of Petrochemical Technology, Maoming, China, and a Professor with the School of Computer, Wuhan University, Wuhan, China. His research interests include pattern recognition, machine learning, artificial intelligence, and fault diagnosis. He has authored or coauthored more than 100 scientific papers in international journals and conferences such as the IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, IEEE TRANSACTIONS ON IMAGE PROCESSING, IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, TCB, TR, CVPR, AAAI, and IJCAI.

Haifeng Zhao (Member, IEEE) received the B.E. and Ph.D. degrees from the Nanjing University of Science and Technology, Nanjing, China, in 2005 and 2012 respectively. He is currently a Senior Engineer with the School of Software Engineering, Jilin Institute of Technology, Nanjing, China. Before that, he was an Assistant Researcher with the Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences, Shenzhen, China. He visited the Australian National University, Canberra, ACT, Australia, and Canberra Research Laboratory of NICTA as a Visiting Student from 2008 to 2010. He also visited The University of Sydney, Sydney, NSW, Australia, and Griffith University, Brisbane, QLD, Australia, in 2017 and 2018. His research interests include computer vision, pattern recognition and human computer interaction.

Jianjun Qian (Member, IEEE) received the Ph.D. degree in pattern recognition and intelligence systems from the School of Computer Science and Engineering, Nanjing University of Science and Technology (NUST), Nanjing, China, in 2014. He is currently an Associate Professor with the Key Laboratory of Intelligent Perception and Systems for High-Dimensional Information of Ministry of Education, School of Computer Science and Engineering, NUST. His research interests include pattern recognition, computer vision, and machine learning, especially for face recognition.

Nicu Sebe (Senior Member, IEEE) is currently a Professor with the University of Trento, Trento, Italy. His research interests include multimedia information retrieval and human behavior understanding. He was the General Co-Chair of ACM Multimedia 2013, and the Program Chair of the International Conference on Image and Video Retrieval in 2007 and 2010, ACM Multimedia 2007 and 2011, ICCV 2017 and ECCV 2016. He is a Program Chair of ICPR 2020. He is a Fellow of the International Association for Pattern Recognition.

Yan Yan (Senior Member, IEEE) received the Ph.D. degree in computer science from the University of Trento, Trento, Italy. He is currently the Gladwin Development Chair Assistant Professor with the Department of Computer Science, Illinois Institute of Technology, Chicago, IL, USA. He was an Assistant Professor with Texas State University, San Marcos, TX, USA, and a Research Fellow with the University of Michigan, Ann Arbor, MI, USA, and the University of Trento. His research interests include computer vision, machine learning, and multimedia.