Grey Wolf Optimizer-Based Predictive Torque Control for Electric Buses Applications
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Abstract: This paper proposes an improved Predictive Torque Control (PTC) of a PMSM based on the Grey Wolf Optimizer (GWO) for smooth torque operation in Electric Bus applications (EBs). The embedded GWO is used to resolve the torque tracking tasks with minimal oscillations in running at the low speed of PMSM drives. The new PTC algorithm can successfully ensure the smooth time evolution of the torque and the speed. The design methodology is detailed and the provided experimental results show that the proposed PTC-GWO can be implemented in real-time on embedded hardware, offering high effectiveness in both steady and transient states of the PMSM drives, even at low-speed range.
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1. Introduction

Nowadays, the deployment of Electric buses solutions for transportation has become a priority around the word to handle environmental concerns [1]. This concept consists of the electrification of classical diesel engine chains by eco-friendly sources, such as fuel-cells and batteries. The PMSMs perceived as a competitive candidate for high-performance automotive applications. This attention is partly due to its many attributes, such as lofty power density, big torque to inertia rate, and high performance [2–4]. In order to enhance the operating range of PMSM and to extend its scope of applications, many research works have addressed the aforementioned drawbacks, especially speed ripples at low speed operation issue. Indeed, the relevant reports have identified two ways to overcome torque ripples at low speed operation in PMSM; machine design improvement [3,5] and advanced control techniques [6–8]. With regard of motor design improvements, the proposed solutions are not cost effective and require complex set up procedures [3]. While active control based techniques used to deal with the non ideal characteristics of PMSM are cost effective and just require handling the excitationschemes. Several active control based approaches have been used to minimize harmonic contents in order to get a smooth torque at low speed operation [9,10]. The current waveform profiling control method is the widely and commonly used approach for torque ripple minimization at low speed operation [2]. All the studied schemes are fundamentally based on the injection of selected harmonic components to achieve desired pulsating torque elimination [6,10]. Despite their effectiveness in torque ripple minimization, they require a strong computational effort and are not suitable for practical online implementation.

Today there are basically two types of instantaneous controls of PMSM drives: Field Oriented Control (FOC) group and Direct Torque Control (DTC) group. Compared with the FOC group,
the DTC has numerous benefits, such as lower parameter dependency, simpler digital implementation, and faster dynamic torque response [7,11]. In the case of classical DTC, the appropriate voltage vectors are chosen by the errors of torque and flux linkage without need to coordinate transformation and current controller. In this scheme, the use of a switching table and hysteresis regulators is efficient to carry out the DTC. Although DTC is getting more and more competitive compared to the FOC approach, it too has a few disadvantages, such as variable switching frequency, flux and torque undulation and high sampling frequency [11]. So, the main challenge that PMSM drives still face is how to effectively reduce their torque ripple, particularly at low speed operation. Therefore, the way of minimizing torque ripple becomes the main research subject in DTC techniques [7,8,11,12].

In this context, and thanks to its advantages, such as low torque ripple, constant switching frequency and excellent DC bus utilization, the DTC associated to Space Vector Modulator (SVM) is widely recognized as valuable solution since it can create more precise and suitable torque and stator flux [6].

The Predictive Torque Control-Pulse Width Modulation (PTC-PWM) has been introduced as a serious rival to DTC [6]. Predictive Torque Control (PTC) has been extensively applied to electric drive control tanks for the development of high speed DSPs [7,13,14]. In this group, the future action of the drive is predicted using a discrete-time PMSM model. The prediction results are assessed using a predefined fitness function and the reference voltage space vector in accordance to the least cost is applied to the PMSM via pulse width modulator. In [7], the authors proposed a cascade MPC to improve the speed control of a machine with Speed Ripple (SR) cancellation using two MPC structures. As a result, the effects of disturbance nonlinearities, parameter uncertainties and speed ripple at a steady state are reduced. Additionally, in [15], a repetitive predictive controller is investigated in PMSM drive and minimum speed ripple due to the effect of measurements can be achieved using this approach. A discrete time state-space model-based PTC is described in [7] for PMSMs; to attain exact torque control, the developed prediction topology employs incremental changes in the stator flux and current, along with voltage vectors. The effectiveness of their torque ripple compensation method was demonstrated by experimental results which show dynamic torque response, minimum torque ripples and quasi-sinusoidal stator current. By synchronous improvement of voltage vector and duty cycle, an improved PTC was proposed in [16]. Thus, a far superior steady-state personification in terms of torque ripple can be gained compared to conventional PTC. Another version of PTC was investigated in [8] where the proposed strategy changes the time duration of the output voltage, which leads not only to a fast dynamic, but also to an effective reduction in torque ripple. In the study presented in [17], a PTC was proposed to achieve low ripples in the steady-state, where the amplitude, phase and time execution of the voltage applied to PMSM are properly optimized. Another application in [18], a Lyapunov-based PTC for PMSM is proposed. The Lyapunov function is used to estimate the duty cycle of each voltage vector. In [18], three DTC-based approaches, including PTC for PMSM, were critically assessed under several control performance criteria. This study concludes that PTC can accomplish reduced switching frequency and torque ripple compared to DTC beneath the same sampling frequency.

Intelligent controls, based on artificial intelligence, has proven its effectiveness and can act better than conventional adaptive controls in electric drives. In [19], a neural network based controller is used for ripple minimization. In this work, the quadrature inductance is modeled off-line, agreeing to quadrature stator current where weights are initially taken as little random values and adjusted according to the model reference control algorithm. All the aforementioned predictive approaches have in common an optimization problem resulting from the PTC formulation, which must be somehow solved. According to how the optimization problem is solved—on-line or off-line—PTC can be classified as implicit or explicit. In contrast to the explicit PTC, in the implicit one, the optimization problem must be solved in real time, running conditions which involves the use of fast numerical solvers. In [20], a cost function based optimization algorithm is presented as an efficient algorithm to solve the PTC optimization problem in real-time on embedded hardware. In [21], an on-line PTC
method for a PMSM motor was proposed and an embedded quadratic programming solver is used to solve the predictive control problem. In order to confirm the feasibility of the proposed strategy, its performance was assessed in Processor In the Loop (PIL) experiments.

In spite of the effective performance of PTC methods, they are based on system model knowledge, and thereby should be sensitive to large model parameters variation. Indeed, in vehicular applications, drives systems are subject to unknown disturbances—e.g., time-varying load, friction forces, and particularly effects of un-modeled phenomena at low-speed running. In this way, the paper presents an efficient torque-controller based on an optimization strategy without requiring knowledge of the framework parameters. The proposed PTC control approach is based on GWO, which is also motivated by the advantage of GWO method for determining the minimum fitness function with attractive characteristics, such as quick convergence and few adjustment gains. GWO is a recently heuristic strategy to handle complicated optimization problems [22,23]. It reproduces the social hierarchy and chasing behavior of grey wolves—the significant strides of grey wolves chasing, such as searching for prey, circling, and assaulting. The method moves as the wolves bunch toward prey by refreshing the location vector, which is an average of the better situation of the group. As explored in [22], this algorithm presents a few preferences compared to other heuristic algorithms, such as Particle Swarm Optimization (PSO) in terms of low time execution, high-resolution accuracy, convergence independence of starting conditions and its capacity to deal with local minima. This usefulness is reflected in several works in power systems where optimization is necessary [24–29].

Thus, as to confirm the feasibility of our strategy, its performance was evaluated in experiments. In the present work, a new control strategy based on GWO strategy is proposed to guarantee torque smoothness at the low speed running of PMSM. The key idea is to incorporate the benefit of the speedy optimization process of the GWO to discover the ideal trajectory of the controls which diminish the fitness function. For this aim, the proposed fitness function is composed by torque and stator flux—these fingerprints present the intrinsic electromagnetic characteristics of the machine. This choice allows for setting high effective bandwidth, which facilitates speed pulsation rejection and gives the desired performances concerning the torque tracking.

This paper is organized as follows: A description of the studied system and its control are presented in Section 2. Section 3 introduces the proposed torque approach. To this end, the cost function considering flux and torque errors is defined and the design principle of the proposed GW algorithm is provided. Section 4 presents simulation part and investigates how the objective function parameters are selected. Then, in Section 5 experimental results are presented and reflect the viability of the proposed control approach. Eventually, Section 6 epitomizes the contributions of this paper.

2. System Description

The designing of EB entail the physics fundamental concept, the Newton’s second law of motion. The EB maneuver can be wholly defined by evaluating the thrust forces applied to it in the operational direction. The different forces applied and resisting in the EB, when it is moving in an uphill direction are shown in Figure 1. There are forces which act on the EB in the uphill direction of movement and forces which resist the EB movement. The force, due to which the EB can move forward, are known as tractive force. \( F_T \). There exist some opposite direction forces that are put into effect on the EB when moving on a certain land profile—the rolling resistance force \( F_R \), the aerodynamic drag \( F_A \), the grading or uphill force \( F_g \) and the acceleration force. The fundamental principle of the vehicle dynamics, expressed in [27,30], are as follows:

\[
F = \mu_{rr} m g + \frac{1}{2} \rho A C_d \nu^2 + m g \sin \phi + m \frac{d\nu}{dt}
\]

(1)

where, \( m \) is the mass of the EB (kg); \( g \) is the gravitational constant (m/s\(^2\)); \( \nu \) is the driving velocity of the EB; \( \mu_{rr} \) is the rolling resistance; \( \rho \) is the air density (kg/m\(^3\)); \( A \) is the frontal area of EB; \( C_d \) is the coefficient of drag; \( \phi \) is the climb angle.
The total power requested by the wheels of the EB or the total power required to propel the vehicle is expressed in the equation below:

$$P_v = v F$$  \hspace{1cm} (2)

Figure 2 illustrates a typical circuit representation of an BE, wherein fuel cells (energy source) and super capacitors (power source) are connected to the common Direct current (DC) sources via DC/DC converters. While the energy source ensures the steady state operation, the power source is attached to the capacitor-link through bidirectional converter to supply the peak power demand and to keep the capacitor voltage fixed. The motor drive includes a three-phase inverter, PMSM and the coupling load. In this work, the study is focused on the drive side where the capacitor-link is supposed as a voltage source (constant) and the load effect is emulated by a DC generator.
The modeling of the PMSM expressed in the Park’s reference frame is given below:

\[ u_s = R_s i_s + \dot{\Psi}_s + \omega_e J \Psi_s \]  

(3)

where \( u_s = [v_d \ v_q]^T \) is the voltage of stator vector, \( i_s = [i_d \ i_q]^T \) is the current of stator vector, \( \Psi = [\Psi_d \ \Psi_q]^T \) is the flux of stator, \( R_s \) is the resistance of stator, \( \omega_e = p \Omega \) is the electrical speed of rotor, \( p \) is the number of the pole pairs, \( \Omega \) the angular speed and \( J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \) is a coupling matrix between \( d \) and \( q \).

The flux of stator is expressed in the equation below:

\[ \Psi_s = L_s i_s + \Psi_{pm} \]  

(4)

where \( L_s \) is the inductance of stator and \( \Psi_{pm} = [1; 0] \Psi_{pm} \) is the Magnetic Flux.

The electromagnetic torque can be written as in Equation (5).

\[ \Gamma_e = p \Psi_{pm} i_q \]  

(5)

The formula for motion is in Equation (6).

\[ \dot{\omega}_e = \frac{p}{J} (\Gamma_e - \Gamma_L - \frac{F_M}{p} \omega_e) \]  

(6)

where \( \Gamma_L \) is the resistance torque, \( F_M \) is the frictional factor and \( J \) is the mechanical moment of inertia.

3. Proposed Direct Torque Controller

The aim of this section is to describe the plan strategy of the proposed approach based on GWO. The block diagram of the proposed torque controller strategy is illustrated in Figure 3. In this scheme, an MTPA is used to calculate the flux reference. Then, the proposed PTC-GWO controller ensures the desired tracking performances of both torque and flux with smooth-time evolution.

![Figure 3. Schematic diagram of the proposed GWO-PTC controller.](image)

3.1. Maximum Torque Per Ampere (MTPA)

The torque production in a PMSM is a function of \( \Psi_{pm} \) and \( i_q \) as described in (5). The magnitude reference of the flux of stator is acquired from the torque reference. It was found that the stator flux trajectory is necessary to achieve MTPA condition [31]. The electromagnetic torque can be formulated as follows:

\[ \Gamma_e = p \Psi_{pm} \frac{\dot{\Psi}_q}{L_q} = p \Psi_{pm} \frac{|\Psi_s|}{L_s} \sin \delta \]  

(7)
which can be written as in Equation (5) where $\delta$ is the angle among $\Psi_s$ and $\Psi_{pm}$ when $R_s$ is neglected. In fact, using Equation (7), the stator flux can be expressed as:

$$|\Psi_s| \sin \delta = \frac{L_s \Gamma_e}{p \Psi_{pm}}$$

(8)

The above equation appears as the stator flux component in the quadrature axis. In PMSM, because $\Psi_{pm}$ is the d-component of $\Psi_s$ and the Direct component is zero, the reference of amplitude flux can be described as:

After the calculation of the MTPA there was the need to reference flux by the formula represented in Equation (9)

$$|\Psi_{s}^{ref}| = \sqrt{\Psi_{pm}^2 + \left(\frac{L_s \Gamma_e}{p \Psi_{pm}}\right)^2}$$

(9)

In this case, utilizing the reference of stator flux, we can attain a higher system efficiency.

3.2. GWO Based PTC Control

As discussed in the introduction, the use of GWO is of a growing interest because of its advantages in solving optimization problems with pulling in properties, such as quick convergence, robustness and not many adjustment gains [28]. Herein, the key is thought to require the advantage of the quick optimization process of the GWO in order to reduce the discrepancies through the estimated torque and flux and their references. In this case, GWO algorithms-based PTC acts as a controller to generate the optimal voltage vector components via fitness functions minimization. To this end, fitness functions considering flux and torque errors are defined.

$$G = \begin{bmatrix} K_1 & K_2 T_s & 0 & 0 \\ 0 & 0 & K_3 + K_4 T_s & K_4 \end{bmatrix} \epsilon$$

(10)

where $G = [G_d \ G_q]$ is the objective vector, the first fitness function $G_d$ is characterized by $\Psi_s$ and only one control input $u_d$ while the second fitness function $G_q$ is characterized by $\Gamma_e$, and is concerned with minimizing the $\Gamma_{rip}$ and only one control input $u_q$. $K_1, K_2, K_3, K_4$ are constant gains, $T_s$ is the sample time. $\epsilon = [\epsilon_1[k], \epsilon_1[k-1], \epsilon_2[k], \epsilon_2[k-1]]^T$, the actual values $(X_{1,2}[k])$ of the tracking error are given by:

$$\epsilon_1[k] = \Psi_s^{ref}[k] - \Psi_{sd}[k]$$

(11)

$$\epsilon_2[k] = \Gamma_{e}^{ref}[k] - \Gamma_e[k]$$

(12)

Based on the GW theory, the construction mechanism of the GW based control algorithm involves three steps:

Step (1) The Evaluation of Hunting Resolutions:

This step consists in the choice of a candidate fitness function $G$ with the means to minimize the tracking error and torque ripples. The algorithm evaluates the whole hunting solutions following the iteration number and then the search agents are allowed to locate the plausible situation of the prey (input control). The grey wolves encompass prey amid the chase. The encompassing behavior can be scientifically modeled as takes after:

$$D_1 = |C_1 \ G_P - G[u]|$$

$$G[k + 1] = G_P - A_1 D_1$$

(13)

(14)
where \( n \) is the actual iteration, \( \mathbf{A}_1 \) and \( \mathbf{C}_1 \) are factors vectors, \( \mathbf{G}_p \) is the situation vector of the optimal resolution and \( \mathbf{G} \) is the situation vector of a search agent. The vectors \( \mathbf{A}_1 \) and \( \mathbf{C}_1 \) are expressed as:

\[
\mathbf{A}_1 = 2r_1 - a_1 \tag{15}
\]

\[
\mathbf{C}_1 = 2r_2 \tag{16}
\]

where components of \( a_1 \) are directly diminished from 2 to agree with iterations and the value of the \( r_1, r_2 \) are in between 0 and 1

Step (2) Ideal hunting distance:

The method mechanism looks at better resolution with regard to the global hunting resolution and calculates the candidate’s voltage references. According to (Equation (13)), the first three better resolutions acquired can be submitted as follows:

\[
\begin{bmatrix}
D_{xa}[n] \\
D_{xb}[n] \\
D_{xy}[n]
\end{bmatrix} =
\begin{bmatrix}
C_{x1} & 0 & 0 \\
0 & C_{x2} & 0 \\
0 & 0 & C_{x3}
\end{bmatrix}
\begin{bmatrix}
v_{xa}[n] \\
v_{xb}[n] \\
v_{xy}[n]
\end{bmatrix} -
\begin{bmatrix}
G_x[n] \\
G_y[n] \\
G_z[n]
\end{bmatrix}
\tag{17}
\]

where \( C_{xi} = 2a_ri_xi. \) The ideal interval vector \( [D_{xa}[n] D_{xb}[n] D_{xy}[n]] \) is then used to formulate an intermediate input control variables \( [v_{xa}[n] v_{xb}[n] v_{xy}[n]] \) as defined in (Equation (18)).

\[
\begin{bmatrix}
v_{x1}[n+1] \\
v_{x2}[n+1] \\
v_{x3}[n+1]
\end{bmatrix} =
\begin{bmatrix}
v_{xa}[n] \\
v_{xb}[n] \\
v_{xy}[n]
\end{bmatrix} -
\begin{bmatrix}
A_{x1} & 0 & 0 \\
0 & A_{x2} & 0 \\
0 & 0 & A_{x3}
\end{bmatrix}
\begin{bmatrix}
D_{xa}[n] \\
D_{xb}[n] \\
D_{xy}[n]
\end{bmatrix}
\tag{18}
\]

where \( A_{xi} = 2a_ri_xi - a_xi \ x \in \{1, 2, 3\}, x = \{d, q\}. \)

At last, by the utilization of the predefined middle variables, the updated candidate algorithm is determined by:

\[
v^r_{xi}[n + 1] = \sum_{i = 1}^{n} \frac{v_{xi}[n + 1]}{3}
\tag{19}
\]

Step (3) Reference choice:

As shown inside the past part, a definitive arrangement step is contained inside the appraisal of the developed control plans in the step of ideal hunting. In this, these control arrangements are defined by their particular distances \( |A_{xi}|. \) In this manner, the voltage reference (d-axis) is chosen as follow:

\[
\begin{cases}
\begin{align*}
u^r_{df} &= v^r_{df}[n + 1] if (|A_{di}| < 1) \\
\bar{u}^r_{df} &= v^r_{df}[n] if (|A_{di}| > 1)
\end{align*}
\end{cases}
\tag{20}
\]

The built-up candidate input of control, in ideal hunting distance, and its indicated distance \( |A_{xi}| \) are assessed (take the value of \( |A_{xi}| \) less than one) so as to predict future reference of control.

3.3. Flux-Weakening and Torque Limitation

The running of the PMSM machine is commonly characterized into three fundamental zones—i.e., weak torque operation, fixed torque, and fixed power zones (see Figure 4). The inverter voltage restrain is regarded by diminishing the flux reference as takes after:

\[
|\Psi^r_f| \leq \frac{\left( V_{DCmax} - R_s i_q \text{ sign}(\omega) \right)}{|\omega|}.
\tag{21}
\]
where \( v_{dc} \) is the measure of DC source voltage and \( V_{DC_{max}} \approx v_{dc}/\sqrt{3} \). It is not fundamental to know the corner speed a priori: Equation (21) adjusts the flux reference concurring to the current speed and the obtainable voltage. Current magnitude is limited to the maximum current value of inverter \( I_{max} \) by constraining the torque reference

\[
\Gamma_{e}^{ref} \leq p \left| \Psi_{s}^{ref} \right| \sqrt{I_{max}^2 - i_d^2}
\]

where \( \left| \Psi_{s}^{ref} \right| \) is the amplitude reference of the stator flux reference.

\[
\begin{align*}
\text{Figure 4.} & \quad \text{Transient characteristics of control system.} \\
\text{4. Simulation Results} & \quad \text{In this section, the objective function parameters are selected through simulations under Matlab/Simulink software. The proposed selection criterion is based on torque ripple reduction at steady state operation when the system is subject to non-sinusoidal flux density distribution.} \\
\text{The system parameters are recorded in Table 1.} \\
\begin{array}{|c|c|}
\hline
\text{Parameters} & \text{Value} \\
\hline
R_s & 0.25 \ \Omega \\
L_s & 4.8 \text{ mH} \\
P & 4 \\
\Psi_{pm} & 0.32 \ \text{Wb} \\
J & 0.00774 \ \text{kg/m}^2 \\
\omega_e & 1500 \ \text{rpm} \\
\Gamma_e & 16.67 \ \text{Nm} \\
\hline
\end{array}
\end{align*}
\]

The corresponding torque harmonics show up as the sixth, twelfth and different products of the sixth harmonics \([32,33]\), and can be calculated by:
\[ \Delta \Gamma_{FH} = \sum_{i=1}^{i=n} A_{6i} \cos(6i\theta_E) \] (23)

where \( A_{6i} \) is the amplitude of harmonics (multiple sixth).

The 6th, 12th, 18th and 24th flux harmonics are induced in the torque and are chosen equally, respectively, to 7%, 3%, 2% and 1% of the rated torque (\( \Gamma_{rip} \)). The system parameters are given in Table 1.

In this scenario, the torque reference is set to its nominal value under a speed of 100 rpm. The parameters of the fitness function are changed consecutively and the corresponding \( \Gamma_{rip} \) is expressed by:

\[ \Gamma_{rip} = \left( \frac{1}{N} \sum_{i=1}^{m} (\Gamma_E[i] - \Gamma_{ref}^e[i]) \right) \] (24)

where \( m \) is the number of points and \( \Gamma_{ref}^e \) is the torque reference.

Figure 5 illustrates the influence of the parameters of the objective function \( J_q \) on the torque ripple rate \( \Gamma_{rip} \). As an indicator, with the color change from blue to red, there is an increasing influence on the torque ripple amplitude. In this test, parameters \( K_3 \) and \( K_4 \) are changed, respectively, from 0 to 20 and 0 to 2000. It very well may be seen that the torque ripple \( \Gamma_{rip} \) can be minimized for infinity of solutions (blue zone) and the best choice also depends on the system performance under dynamic operation.

As a result of the previous test, parameters \((K_3 \text{ and } K_4)\) are directly related to the resulting torque ripple amplitude. These parameters are set to: \( K_3 = 11 \) and \( K_4 = 0.01 \) which satisfy a fast time response without overshoot under stepped torque and particularly a reduced torque ripple at steady-state operation.

Notice that parameters \( K_1 \) and \( K_2 \) of the objective function \( J_d \) do not influence the torque ripple, which means that the control of the torque is decoupled from the flux. The gains \( K_1, K_2 \) are set to \( K_1 = 1.5 \) and \( K_2 = 0.5 \) which ensure the flux tracking task.
To examine the impact of the parameters choice on the system execution, the following simulation tests are conducted for two parameters sets:

- Case (1), by a poor choice of the parameters which are in the yellow zone of Figure 3. For this, parameters $K_3$ and $K_4$ are chosen equal to: $K_3 = 7.5$ and $K_4 = 530$.
- Case (2), by considering the best objective function parameters.

![Figure 6](image)

Figure 6. Simulations results: system response under a torque reference of 15 Nm for the two considered parameters sets, with: (a) and (d) torque; (b) and (e) trajectories of the stator currents in Concordia coordinates; (c) and (f) trajectories of the input control voltages in Concordia coordinates.

Figure 6 shows the system response under a torque reference of 15 Nm. In this test the torque response, the respective Concordia components of the stator currents, and the input control voltages are highlighted for the two considered parameters sets. Figure 6a,d illustrate that the torque response when the best objective function parameters are applied (Figure 6d) follows its reference trajectory with a smoother torque evolution. Figure 6b,e illustrate the corresponding trajectories of the stator currents in Concordia coordinates for the two considered parameter sets. With the best objective function parameters, the currents follow circular trajectories which means that the resulting abc current waveforms are sinusoidal. To investigate the input control behavior under the same test, Figure 6c,f show the respective trajectories of the input control voltages in Concordia coordinates. From this result,
it can be seen that the GW algorithm with the best objective function parameters allows generating minimal input control trajectories and it can be noted that the control efforts are well distributed over the six sector of the PWM. Figure 7 shows the speed response in time domain at 100 rpm under parametric variations. The figure is illustrated in three sequences, respectively: [0.2 to 0.4 s] the stator resistance increase of 100%, between [0.4 to 0.6 s] the stator inductance increase of 100% and between [0.6 to 0.8 s] the stator flux increase of 50%. It is demonstrated that GWO-PTC approaches can endure large parametric variations and, at the same time, maintain good vehicle performance. It can be noticed that the GWO control design does not depend on model parameter knowledge (free-model controller).

![Figure 7. Speed response with parameters variations.](image)

To evaluate the electric Bus dynamic performances, the bus speed and Load torque are illustrated in Figure 8. For that purpose, the speed reference changes during the proposed cycle under torque change.

![Figure 8. Speed Reference, Measured speed and absolute load torque over the proposed cycle.](image)

5. Experimental Verification

In order to verify the viability and the effectiveness of the control scheme, tests are carried out under a dSPACE DS1103 PPC control board. The dSPACE DS1103 PPC control board is intended to meet the necessities of present-day quick control prototyping. It contains the following inputs/outputs...
ports: 50 bit-In/Out channels, 36 ADC, and 8 DAC. The test bench comprises of a Motor (PMSM) and a DC generator which acts as a brake. The drive and controller parameters used in these experiments are the same with those used in simulation. Note that only the best objective function parameters selected in the simulation part are considered in the following sections.

5.1. Dynamic Performance

The proposed GWO-PTC is applied to study the dynamic behavior of the framework, as display in Figure 9. Figure 9a illustrates the system response at start-up. It very well may be seen that both torque and flux follow their particular references. In Figure 9b, the system response when the torque reference step change from 7.5 to 15 Nm is presented. In this test, it can be noted that the torque tracks its reference trajectory without overshoot. The time response is within 0.022 s.

![Figure 9](image_url)

**Figure 9.** Experimental plots: torque tracking performance for the following tests: (a) start-up (0 to 15 Nm); (b) reference torque step (7.5 Nm to 15 Nm).
5.2. Steady-State Performance

To highlight the execution of GWO-PTC on the quality of torque and speed, the harmonic issue at low speed operation is investigated. As is well known, torque harmonics (ripple) are inherent for PMSM at low speeds, and these disturbances can induce the speed ripple as well.

Figure 10a,b illustrates the frequency domains of the AC components of the torque and the speed at steady-state; when the operating conditions are a speed of 100 rpm and a torque of 15 Nm. This result illustrates the presence of particular harmonic orders, especially the sixth and multiple sixth harmonics. These harmonic orders can be linked to the non sinusoidal flux distribution in the air gap. Additionally, it can be underlined that the torque and the speed ripple rates are, respectively, within 2.7% and 0.5% of their average values.

![Harmonic spectra (experimental data) under 15 Nm torque and 100 rpm speed with: (a) the torque; (b) the speed.](image)

5.3. Speed Tracking

This section evaluates the performance of the proposed control when it used as an inner control loop, where the reference torque is generated by an external speed loop. The external loop (speed) is
based on classical Proportional Integral (PI) regulator where the parameters gains \( K_{p\omega} \) and \( K_{i\omega} \) are calculated by \( K_{p\omega} = \frac{2\xi\omega_0}{\omega_p^2\psi_m} \) and \( K_{i\omega} = \frac{\omega_0^2}{\omega_p^2\psi_m} \), where \( \omega_0 \) is the cutoff frequency of the external loop which is set to 100 rad/s.

Figure 11 illustrates the system start-up with a bus speed reference equal to 500 rpm under no load. It can be seen that the machine speed takes after its reference direction without overshoot. The settling time is about 0.2 s.

![Figure 11](image1)

**Figure 11.** Experimental plots: speed and torque responses at the startup (0 to 500 rpm).

### 5.4. Flux Weakening

In the investigation of the dynamic performances of the Flux Weakening method, the bus speed reference modifies of 500 to 1500 rpm beneath a constant load. Figure 12 displays the wave-forms of the speed and torque reaction of the Motor. The control mode shifts from MTPA to FW at the base speed.

![Figure 12](image2)

**Figure 12.** Dynamic responses of the GWO drive, incorporating control trajectories under constant torque operation.
6. Comparison between DTC-PI and GWO Controllers for Speed Control

To highlight the advancement of the proposed strategy, a comparison with classical DTC based on a PI regulator is proposed. The design method for the DTC-PI controller is described in [27].

Figure 13a,b, displays the Motor behavior with a DTC-PI and the GWO strategy when the bus speed reference changes during the proposed cycle. The speed ripple factor (SRF) values of the DTC-PI and the proposed approach for diverse speed values are shown in Figure 14. From this result, the SRF evolution indicates that the proposed approach decreases the speed ripples by a factor of more than 3.75.

![Figure 13a](image1)
![Figure 13b](image2)

**Figure 13.** Experimental plots: Bus speed during the proposed cycle: (a) classical DTC method based on a PI control, (b) the proposed controller.
In summary, from the tests presented in this section, it can be stated that employing the GWO-PTC allows for obtaining a high-performance control with a smooth-time evolution of the torque and the speed. From the implementation side, the time duration for the compilation of the proposed strategy is found to utilize one of the timers of the dSPACE DS1103 PPC.

The treatment turnaround time within the ControlDesk of the complete proposed strategy counting the park transformation (currents), speed calculation (from the resolver), speed reference generator and the proposed GW controller is 46.3 \(\mu s\) whose 39.5 \(\mu s\) were used to implement the proposed control. In addition, the algorithm is coded in C language, and based on the available powerful control cards (DSP, FPGA, dsPIC...), the treatment time and CPU utilization is not influenced much by the execution of the proposed method.

7. Conclusions

This work of research has proposed the Grey Wolf Optimizer based Predictive Torque Control (GWO-PTC) for smooth torque operation in electric bus applications. The proposed approach invests the quick optimization process of the GWO to design an efficient predictive torque controller without requiring knowledge of the PMSM parameters. The mathematical principle of the proposed GWO-PTC controller is itemized, and the fitness function parameter selection is presented in the first part of the simulation. The carried-out experimental tests on a dSPACE 1103 control board have clearly demonstrated the feasibility and the forcefulness of the proposed control method in terms of robustness and torque tracking performance under time-varying load. The analysis of the system performance under low speed operation shows that the proposed GWO-PTC ensures smooth-time evolutions of both speed and torque. From this viewpoint, another comparison with advanced optimizer approaches are required to supply a better understanding of the PTC-GWO effectiveness algorithm under real-time working conditions.
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