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I. INTRODUCTION

Strongly correlated electron systems have been one of the main areas of research in condensed matter physics because of a variety of emergent phenomena arising from many-body effects [1, 2]. The many-body correlations in the strong coupling limit are notoriously difficult to handle because the single-particle approximation is not applicable. Thus, significant amount of efforts have been devoted to develop theoretical or numerical techniques to solve interacting Hamiltonians unperturbatively.

The Lanczos algorithm [3] is an exact method to study many body effects numerically, by partially and iteratively diagonalizing the Hamiltonian matrix to obtain one or more eigenstates. This method has been used for the study of high-$T_c$ cuprates’ ground states and excited states alike [4]. The Lanczos method was readily extended to deal with finite temperature, called finite temperature Lanczos method (FTLM) [5]. Additional improvements were later proposed for the FTLM [6–8].

A fundamental problem of Lanczos-based procedures is that the dimension of the many-body Hamiltonian matrix grows exponentially with the system size. The density matrix renormalization group (DMRG) method avoids this exponential growth by truncating the less important states in a systematic way [9, 10]. Similar to the Lanczos-based methods, DMRG has been extended to deal with finite temperature [11–13].

Most of the these numerical procedures addressing finite temperature are based on the canonical ensemble. Recently, an alternative approach was proposed based on the microcanonical ensemble, called microcanonical Lanczos method (MCLM) [14–16]. The MCLM is believed to become accurate in large systems close to the thermodynamic limit because the microcanonical ensemble and the canonical ensemble become equivalent in this limit [17]. Moreover, unlike FTLM, it is not necessary to average over many energy eigenstates with the appropriate Boltzmann weight. Thus, the computational cost of the MCLM and the zero-temperature Lanczos method is of the same order.

Similar to but distinct from the exact diagonalization type methods, other approaches have been proposed, called thermal pure quantum state (TPQ) methods [18, 19]. We write “TPQ methods” because there are microcanonical and canonical versions. The TPQ methods do not require to diagonalize Hamiltonian matrices. Instead, TPQs are constructed iteratively starting from a random initial vector. It has been shown that the TPQ methods are able to handle larger systems than exact diagonalization methods and able to compute the static quantities of many-body Hamiltonians accurately [18, 19]. However, it is not known if the TPQ methods could be extended to compute the dynamical properties or real-frequency properties of many-body Hamiltonians, while the real-time dynamics of many-body models at finite temperatures have been investigated using similar techniques [20–22].
This paper examines the applicability of the MCLM method developed in Ref. [14] to small size systems. This method needs the internal energy of the system of interest at a given temperature. For this purpose, we use the TPQ method developed in Ref. [19]. Because TPQ needs no diagonalization, and because the number of diagonalization processes that are needed for the rest is very small, the computational cost of the whole process is similar to that of the zero-temperature Lanczos calculations. This makes the current procedure very attractive, but the system size is still limited by the exponential growth of the basis set or Hilbert space. Thus, in order to apply the new method to larger systems, one may have to combine the current procedure with, for example, DMRG, which can truncate the less-important states systematically.

The rest of the paper is organized as follows: In Sec. II, we describe the MCLM and introduce a model system. In Sec. III, we present the numerical results. In Sec. IV, we summarize our results and present discussions on issues and possibilities of TPQ to compute dynamical quantities from man-body Hamiltonians. We also briefly mention an idea to combine the MCLM and DMRG.

II. METHODOLOGY AND MODEL

To begin with, we briefly describe the MCLM proposed in Ref. [14]. This method is based on the physical principle that the microcanonical ensemble and the canonical ensemble give the same results in the thermodynamic limit. In this limit, the energy distribution function \( \rho(\varepsilon) \) in the microcanonical ensemble is sharply peaked at \( \varepsilon = \lambda \) with \( \lambda \) corresponding to the average internal energy \( E = \langle \hat{H} \rangle \) in the canonical ensemble at given \( T \). Here, \( \hat{H} \) is an interacting Hamiltonian describing the system of interest.

Suppose one could find eigenstates \( |\psi_\lambda\rangle \) of an interacting Hamiltonian \( \hat{H} \), i.e., \( \hat{H}|\psi_\lambda\rangle = \lambda |\psi_\lambda\rangle \). Then, the expectation value of an operator, say \( \hat{O} \), is given by \( \langle \hat{O} \rangle = \langle \psi_\lambda | \hat{O} | \psi_\lambda \rangle \). If there are more than one eigenstates with the same energy \( \lambda \), one has to average over these eigenstates. Dynamical quantities can be also computed in the same manner. Here, we consider a dynamical function defined by

\[
S(\vec{q}, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i\omega t} \langle \hat{X}_{\vec{q}}(t) \hat{X}_{-\vec{q}}(0) \rangle ,
\]

where \( \hat{X}_{\vec{q}}(t) = e^{i\hat{H}t} \hat{X}_{\vec{q}} e^{-i\hat{H}t} \) in the Heisenberg representation. Noticing that \( |\psi_\lambda\rangle \) is an energy eigenstate, one obtains

\[
S(\vec{q}, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i(\omega + \lambda)t} \langle \psi_\lambda | \hat{X}_{\vec{q}} e^{-i\hat{H}t} \hat{X}_{-\vec{q}} | \psi_\lambda \rangle
= -\frac{1}{\pi} \text{Im} \langle \psi_\lambda | \hat{X}_{\vec{q}} (\omega + i\eta + \lambda - \hat{H})^{-1} \hat{X}_{-\vec{q}} | \psi_\lambda \rangle ,
\]

where \( i\eta \) is a small imaginary number introduced to approximate a delta function by a Lorentzian. As in a standard Lanczos procedure, one can compute this quantity using a continued fraction expansion (CFE) [4] starting from a new vector \( \tilde{X}_{-\vec{q}} | \psi_\lambda \rangle \). The above procedures are exactly the same as that at zero temperature except that expectation values are not taken in the ground state \( |\psi_0\rangle \) but in excited states \( |\psi_\lambda\rangle \).

We now address a technical problem in obtaining eigenstates with an arbitrary \( \lambda \). As described in Ref. [14], one can consider a new operator

\[
\hat{K}_\lambda = (\hat{H} - \lambda)^2 ,
\]

and perform a Lanczos diagonalization. Then, the lowest eigenstates with \( \langle \hat{K}_\lambda \rangle \approx 0 \) provide the desired \( |\psi_\lambda^*\rangle \). As noted in Ref. [14], it is very difficult to find an eigenstates with \( \langle \hat{K}_\lambda \rangle = 0 \) for finite systems. Moreover, it is not guaranteed that \( |\psi_\lambda^*\rangle \) are true energy eigenstates. Nevertheless, it will be shown that this procedure gives fairly accurate results because \( |\psi_\lambda^*\rangle \) is dominated by the energy eigenstates whose energy eigenvalue is closest to \( \lambda \). To obtain the target internal energy \( E = \lambda \) at a given temperature \( T \), we employ the canonical TPQ [19] because \( T \) is an input parameter.

This paper considers the one-dimensional (1D) anti-ferromagnetic (AFM) spin \( S = 1/2 \) Heisenberg model described by

\[
\hat{H} = J \sum_{i=1}^{N} \vec{S}_i \cdot \vec{S}_{i+1} ,
\]

with the periodic boundary condition, \( \vec{S}_{N+1} = \vec{S}_1 \). The nearest-neighbor coupling \( J \) is taken as the unit of energy.

Since we are interested in sizes small enough that the MCLM can be applied and numerically exact solutions are available, we consider relatively small size systems with the total site number \( N = 16, 18, 20, \) and 24. The size of the basis, for example, for \( N = 20 \) and 24 is \( 2^{20} = 1,048,576 \) and \( 2^{24} = 16,777,216 \), respectively. The full diagonalization is possible for \( N = 16, 18, \) and 20, where we diagonalize the Hamiltonian matrix for each subspace characterized by both the total momentum \( \vec{K} \) and the \( z \) component of the total spin \( S_{tot}^z \). For \( N = 24 \), the FTLM is used due to the exponentially increasing basis size. In the FTLM, \( S(\vec{q}, \omega) \) is given by \[5\]

\[
S(\vec{q}, \omega) = \frac{1}{2\pi} \sum_{s} \frac{N_s}{R_s} \sum_{i,j=1}^{M_s} e^{-\beta(\epsilon_i^s - \epsilon_0)} \langle \psi_i^s | \hat{X}_{\vec{q}} e^{i\hat{H}t} \hat{X}_{-\vec{q}} | \psi_j^s \rangle \delta (\omega - \epsilon_j^s + \epsilon_i^s) ,
\]

with the partition function

\[
Z = \sum_{s} \frac{N_s}{R_s} \sum_{i=0}^{M_s} e^{-\beta(\epsilon_i^s - \epsilon_0)} | \langle \psi_i^s | \hat{X}_{\vec{q}} e^{i\hat{H}t} \hat{X}_{-\vec{q}} | \psi_i^s \rangle |^2 ,
\]

where \( \beta = 1/T \), and the summation \( s \) runs over all possible subspaces characterized by \( \vec{K} \) and \( S_{tot}^z \); \( N_s \) is the total
number of basis in the subspace $s$; vectors $|r_s\rangle$ are initial random vectors generating approximate eigenvectors $|\psi_{i,s}^{\lambda}\rangle$ with energies $\varepsilon_{i,s}^{\lambda}$ through the Lanczos iteration with step number $M_s$ for the subspace $s$; approximate eigenvectors $|\psi_{i,s}^{\lambda}\rangle$ are generated by setting $X−q|r_s\rangle$ as initial vectors for the Lanczos iteration; and $\varepsilon_0$ is the ground-state energy of the whole system. We take $M_s \sim 150$ and the number of random vectors $R_s \sim 60$ for the subspaces with $S_{\text{tot}}^z = 0$.

In this work, the first Lanczos iteration number $M_1$ to diagonalize $\tilde{K}_\lambda$ and the second Lanczos iteration number $M_2$ to compute dynamical quantities using the CFM are taken to be $M_1 = M_2 = 300$. Later, we will examine the dependence on $M_1$ as the convergence of $|\psi_\lambda\rangle$ by diagonalizing $\tilde{K}_\lambda$, depends on this parameter, influencing excitations at small frequencies. Now, it is worth mentioning the computational cost of the Lanczos exact-diagonalization method and the MCLM. Let $h$ be the number of rows of the Hamiltonian matrix $\tilde{H}$. Then, the computational cost of the Lanczos diagonalization is linear in $h$ and square in the number of Lanczos iterations. Since the Lanczos iterations is of the order of hundreds, $h$ dominates the computational cost. For the MCLM, the number of rows of $\tilde{K}_\lambda$ is equivalent to $h$. Since $\tilde{K}_\lambda = (\tilde{H} - \lambda)^2$, the number of non-zero elements in each row of $\tilde{K}_\lambda$ is at most two times larger than that of $\tilde{H}$, i.e., $\tilde{K}_\lambda$ is a sparse matrix as $\tilde{H}$. Therefore, the computational cost of the MCLM is linear in $h$ and square in the number of Lanczos iterations $M_1$, dominated by $h$.

As a dynamical quantity, we consider the spin dynamical structure factor $S(q,\omega)$ which is defined by Eq. (2) with $X_q = S_q = \frac{1}{\sqrt{N}} \sum_l S_l e^{-iqu_l}$. Because we consider the 1D lattice, momentum is shown as a scalar. For the broadening parameter, we use $\eta = 0.05J$.

III. RESULTS

Before moving into MCLM, we first check the accuracy of TPQ. In our implementation, we introduce the Taylor expansion for the canonical TPS [19] as

$$|\beta\rangle = e^{-\beta H / 2} |\psi_0\rangle = \sum_{k=0}^{\infty} \frac{(-\beta H)^k}{2^k k!} |\psi_0\rangle,$$

where $|\psi_0\rangle$ is an initial vector, and monitor the difference between the $k$th-order vector and $(k+1)$th vector. The expansion is continued until this difference becomes negligibly small. As mentioned in Ref. [19], the internal energy energy $E = \langle \tilde{H} \rangle$ and the specific heat $C_{\theta} = \frac{\partial E}{\partial T}$ obtained from the Taylor expansion can be computed very efficiently within a single run by storing only $\langle k|\tilde{H}|k \rangle$, $\langle k|\tilde{H}|k + 1 \rangle$, $\langle k|\tilde{H}^2|k \rangle$, and $\langle k|\tilde{H}^2|k + 1 \rangle$ with $|k\rangle = (-\tilde{H})^k|\psi_0\rangle$ up to the upper limit of $k = k_{\text{max}}$, which determines the lowest temperature. The computational cost of this canonical TPS is, therefore, linear in $h$ and linear in $k_{\text{max}}$. For the current calculations, we used initial vectors defined by $|\psi_0\rangle = \sum_i c_i |i\rangle$, where $\{|i\rangle\}$ is an orthonormal basis of $\tilde{H}$ in Eq. (4). Here, all $2^N$ states are considered arranging Ising spins on lattice sites as $|\sigma_1, \sigma_2, \ldots, \sigma_N\rangle = |1, -1, \ldots, 1\rangle$. We chose for $\{c_i\}$ a set of real numbers with uniform magnitude and random sign. No symmetry classifications are used to reduce the size of $H$ for either the TPQ or MCLM calculations to follow.

Numerical results for $E$ and $C$ are plotted in Fig. 1. The internal energy $E$ will be used as a target energy $\lambda$ for our MCLM calculations. The results for $N = 24$ almost recover the results by the transfer-matrix renormalization-group (TMRG) method, corresponding to the thermodynamic limit [23]. The deviation from the thermodynamic limit is enhanced at low temperatures below $T \sim J$ for $N = 20$. For $N = 24$, the deviation from the thermodynamic limit is enhanced at much lower temperatures $T \sim 0.2J$. Below these temperatures, the discreteness of the energy spectrum starts to influence thermodynamic and dynamical properties. and, therefore, the MCLM is expected to become less accurate as TPS. At much lower temperatures $T \lesssim 0.01J$, where the ground state wave function is dominant, one anticipates that MCLM will recover the correct results, while those would be rather discrete.

We start from the comparison with a 20-site Heisenberg chain for which the full diagonalization is available. Figure 2 shows the comparison of $S(q,\omega)$ at $q = \pi$ and $q = 0.5\pi$ at the various temperatures indicated. it is clear to the eye that both the MCLM results and the exact results at $T = 0.5J$ have a spiky structure. This arises from size effects. Peak positions are slightly different between the two calculations because excitations from different states are contributing to $S(q,\omega)$, namely every state with proper Boltzmann weight in the full diagonalization results, while only one state with $\lambda \approx E(T = 0.5J)$ in the MCLM. Despite this difference, the MCLM results
should be \( \sim \) cause of relatively small \( q \) at frequency shoulder at continua extended down to zero frequency with a high

This is related to the energy histogram as discussed later.

1\( \sim \) capture the characteristic feature of the exact results quite well: \( S(q, \omega) \) at \( q = 0.5\pi \) has a peak at \( \omega \sim 1.5J \sim 1.7J \), and such peak is shifted to lower frequencies around \( \omega \sim 0.5J \) at \( q = \pi \). Another point to note is that \( S(q, \omega) \) by the MCLM has more peaks than those obtained by the full diagonalization, i.e., the exact result. This is related to the energy histogram as discussed later.

With increasing temperature, the spiky structure diminishes rapidly and spectral shapes become a smooth continua extended down to zero frequency with a high frequency shoulder at \( \omega \approx 1.5J \) at \( q = 0.5\pi \) and \( \omega \approx 2J \) at \( q = \pi \). The spectra consist of small oscillations because of relatively small \( M_2 \) (Ref. [16] argued that \( M_2 \) should be \( \sim 1000 \)). The exact results are reproduced by the MCLM extremely well even though only one energy eigenstate is used. This comes from the fact that the energy eigenstate distribution is very dense around \( \lambda \) at high temperatures, and therefore \( S(q, \omega) \) consists of dense poles.

It is instructive to check the energy density of states (DOS) \( g(\varepsilon) \) for the \( N = 20 \) case because all the energy eigenvalues are available. For larger systems, the recursion method could be used to compute the energy DOS and thermodynamic properties directly from it [24]. As shown in Fig. 3, \( g(\varepsilon) \) is continuous in energy \( \varepsilon \) in the high energy regime \( \varepsilon - E_{GS} \gg J \), where \( E_{GS} = -8.904J \) is the ground state energy. At lower energy \( \varepsilon - E_{GS} \lesssim J \), the energy DOS is discrete and the peaks in \( g(\varepsilon) \) are separated. Therefore, one expects that \( S(q, \omega) \) starts to show a discrete structure at \( T \lesssim J \), which explains the spiky feature in Fig. 2 (a). Note that, in addition to the discreteness or continuity of the energy DOS, the details of operators \( X_q \) could induce frequency and momentum dependent features in \( S(q, \omega) \). As noted earlier, \( S(q, \omega) \) by the MCLM has more peaks than that by the full diagonalization. This could be understood based on \( g(\varepsilon) \). Our TPQ calculation for \( N = 20 \) gave the internal energy \( E = -6.582J \) at \( T = 0.5J \). Thus, the \( |\psi_{\lambda}\rangle \) picked up by the MCLM is in the continuum of \( g(\varepsilon) \). This is because the internal energy is given by \( E = \int d\varepsilon \varepsilon \exp(-\varepsilon/T)g(\varepsilon) / \int d\varepsilon \exp(-\varepsilon/T)g(\varepsilon) \), and \( g(\varepsilon) \) is an exponentially increasing function of \( \varepsilon \) at \( \varepsilon - E_{GS} \ll 8J \). Note that the energy distribution function \( \rho(\varepsilon) \) and \( g(\varepsilon) \) are related by \( \rho(\varepsilon) = \exp(-\varepsilon/T)g(\varepsilon) \). As a result, \( S(q, \omega) \) obtained by the MCLM suffers from the discreteness of \( g(\varepsilon) \) at \( \varepsilon - E_{GS} \lesssim J \) less than that by the full diagonalization, although the MCLM is not exact in small systems. While it is difficult to calculate the full \( g(\varepsilon) \) for large systems, from the \( N = 20 \) example it is expected that the MCLM could provide continuous dynamical response functions in wider temperature regimes or lower temperatures than the FTLM because the lowest energy, above which \( g(\varepsilon) \) is continuous, is expected to lower with increasing \( N \).

We now turn to the larger system size \( N = 24 \). Figure 4 shows the comparison of \( S(q, \omega) \) at \( q = \pi \) and \( q = 0.5\pi \) at the various temperatures indicated. At \( T = 0.5J \), the FTLM result displays a spiky structure, similar to the full diagonalization result for \( N = 20 \). While the MCLM result at the same temperature showed similar spiky structure for \( N = 20 \), such structure is greatly suppressed for \( N = 24 \) because of the dense distribution of energy eigenstates around \( \lambda \). This indicates that size effects at finite temperatures are smaller for the MCLM than for the full diagonalization or for the FTLM.

While MCLM could become accurate for large systems, its accuracy could be lost rapidly for small systems because the inequivalence between the microcanonical ensemble and the canonical ensemble grows as the system size is decreased. To see how the MCLM loses its accuracy, we consider smaller systems, \( N = 16 \) and 18. The internal energy \( E = \lambda \) is computed using the canonical TPQ as mentioned earlier. The inset of Fig. 5 (a) shows
the internal energy of $N = 20, 18,$ and $16$, measured from that of $N = 24$, $\Delta E/N \equiv E/N - E(N = 24)/24$. Even for the smallest system considered here, the deviation of $E/N$ is at the largest $\sim 0.01J$, which is roughly $2\%$ of the internal energy. Thus, for this calculation, the size effect in the canonical TPQ is rather small. However, the size effect is amplified in the specific heat and entropy because of the temperature derivative.

The main panels of Fig. 5 compare $S(q, \omega)$ of $16, 18, 20,$ and $24$-site Heisenberg chains at $T = J$; the MCLM results in (a), and the FTLM result ($N = 24$) and the numerically exact results of $N = 16, 18,$ and $20$ in (b). With decreasing $N$, $S(q, \omega)$ by MCLM develops a spiky structure rapidly. A similar behavior is also seen in (b), but the difference between different $N$’s is rather small because of the thermal averaging over different eigenstates $|\psi_i\rangle$ with proper weights $e^{-E_i/T}$. On the other hand, the MCLM does not involve such thermal averaging, and, therefore, the discreteness in the energy spectra largely influences dynamical quantities in small systems as one could anticipate.

Figures 6 and 7 summarize $S(q, \omega)$ at all momenta with different temperatures for $N = 20$ and for $N = 24$, respectively. In spite of the spiky structure, the MCLM results at $T = 0.5J$ reproduce the exact results fairly well, especially the broad peak position as a function of $q$. The overall agreement between the MCLM and the exact results of the FTLM results is excellent at $T = J$.

While already observed for $N = 20$, it is clearer for $N = 24$ that the position of the spectral intensity changes rather drastically between $T = 0.5J$ and $T = J$. The MCLM results at $q = 0.5\pi$ show a broad maximum at $q = 0.5\pi$. The overall agreement between the MCLM and the exact results of the FTLM results is excellent at $T = J$. Note that the highest peak is always located at $q = 0$ and $\omega = 0$ at all temperatures investigated in this work, and the peak intensity increases with increasing temperature. This behavior is seen in contour plots in Fig. 8 more clearly. At $T = 0.5J$, one can see a remnant of a two-spinon continuum, bounded by $\epsilon_L = \pi J |\sin(\psi)|$ and $\epsilon_L = \pi J |\sin(\psi)|$ at $T = 0$ but shifted toward lower frequencies at finite temperatures. At $T = J$, the lower bound for the continuum is reduced except for $q \sim 2\pi/2$.

These results well reproduce previous reports using the QMC methods [25, 26] and the finite temperature DMRG method [27] despite the smaller size and the computational simplicity in the current study.

As seen in Figs. 6 and 7, $S(q, \omega)$ at $q = 0$ has a single peak at $\omega = 0$, corresponding to the short-range diffusive ferromagnetic correlation [25]. The peak height obtained by the MCLM is always smaller than that by the FTLM. Here, we check the results at the $\omega = 0$ limit in more detail. Figure 9 compares the $S(q, \omega = 0)$ of a $24$-site Heisenberg chain at $T = 0.5J$ (a) and $T = J$ (b). The overall $q$ dependence by the MCLM or by the FTLM is consistent with that by the QMC results obtained for larger systems reported in Ref. [25]. However, the peak height at $q = 0$ and $q \sim \pi$ at $T = 0.5J$ and $q = 0$ at $T = J$ by the MCLM or by the FTLM is about $10$ to $20\%$ smaller than the QMC results. In addition to the
size effects and the finite broadening $\eta$, the MCLM results in the $\omega = 0$ limit could have been underestimated by the relatively small $M_1$. As discussed in Ref. [14], the $M_1 = 300$ used in the current work may not be large enough to resolve the small energy resolution near the target internal energy $E = \lambda$. But, this could be systematically improved by increasing $M_1$. As shown as open circles in Fig. 9, results with $M_1 = 600$ improve the low-energy behavior peaked at $q = 0$.

Finally, we examine the low temperature behavior of $S(q, \omega)$ to analyze the low-temperature limit where the MCLM could provide a continuous spectra as a function of frequency, which is closely related to the separation between the energy eigenstates near the target internal energy. Figure 10 shows $S(q, \omega)$ at $q = \pi$ and $0.5\pi$ computed by the MCLM with $M_1 = 300$ in the low-temperature regime. The spectrum at $q = \pi$ start to develop a peak structure at $T = 0.4J$, but it is less pronounced than the similar structure produced by the FTLM at $T = 0.5J$ [see Fig. 7 (a)]. At $T = 0.3J$, the spectra at $q = \pi$ and $q = 0.5\pi$ are clearly dominated by several peaks, which resemble those in the FTLM at $T = 0.5J$. Furthermore, the spectrum at $q = 0$ starts to increase and the peak position shifts from $\omega = 0$ at $T = 0.3J$. These indicate that the energy spectrum is discrete around the target internal energy $E(T = 0.3J)$. Since the energy spectrum depends on the model under consideration, a general statement cannot be made. But at least for the 1D Heisenberg model and considering the lowest temperature at which continuous spectral functions appear, $T \gtrsim 0.4J$ for the MSML vs. $T \gtrsim 0.5J$ for the FTLM, the MCLM could provide continuous spectral functions at $\approx 20\%$ lower temperatures than the FTLM. This might indicate that the MCLM is more suitable than the FTLM to visualize the dynamical properties of an interacting quantum model in the thermodynamic limit in a wider range of temperature. Figure 10 also shows the results with $M_1 = 600$ at $T = 0.5J$ (dash-dot-dot lines).
While the results with $M_1 = 300$ and $M_1 = 600$ are almost indistinguishable at $q = \pi$ and $q = 0.5\pi$, increasing $M_1$ does change the results, especially at the low-energy peak at $q = 0$. This is because $M_1$ controls the resolution of energy eigenstates near $\lambda$.

For electronic models, such as Hubbard, $tJ$, and Anderson models, smooth dynamical spectral functions could be achieved by introducing twisted boundary conditions (BCs) [28, 29] and averaging over different BCs. Such boundary averaging could widen the temperature range for which both MCLM and FTLM could be utilized.

Far below $T = 0.3J$, the MCLM and the FTLM provide consistent results in a regime where $S(q, \omega)$ is dominated by discrete levels. As shown in Fig. 11, the peak position of $S(q, \omega)$ is indistinguishable between the two methods, although the peak height is slightly different because different energy eigenstates contribute differently. At much lower temperatures, the results by the two methods completely agree.

### IV. SUMMARY AND DISCUSSION

To summarize, we have examined the applicability of the MCLM developed in Ref. [14] to finite-size systems. While the microcanonical ensemble is supposed to provide the same results as the canonical ensemble, becoming exact in the thermodynamic limit, we have found that the MCLM provides reasonably accurate results even for
rather small systems. The computational cost for the whole process described in this paper is similar to that of the zero-temperature Lanczos calculations. The target internal energy $E = \lambda$ at a given temperature is computed using a TPQ method developed in Ref. [19]. This does not require diagonalizing a Hamiltonian matrix $\hat{H}$ at all. For a given temperature, the diagonalization is done only once or a finite-number of times using a new operator $\tilde{K}_\lambda = (\hat{H} - \lambda)^2$ to obtain (approximate) energy eigenstates $|\psi_\lambda\rangle$ with the corresponding energy $\lambda$. This contrasts with the FTLM, which requires the diagonalization process multiple times to carry out the statistical average. Such a numerical inexpensiveness suggests that the MCLM could serve as a useful tool to analyze the dynamical properties of interacting quantum models at finite temperatures. The MCLM should outperform the FTLM if not too many temperature points are needed, because the FTLM could obtain all temperature results by a single calculation. Furthermore, the MCLM provides continuous spectral functions, representing the properties in the thermodynamic limit, in a wider temperature range than the FTLM.

Since the microcanonical ensemble is used in the MCLM, one might ask if the microcanonical TPQ $|\psi_k\rangle \propto (E_{\text{max}} - \hat{H})^k |0\rangle$ could be used as the energy eigenstate $|\psi_\lambda\rangle$. Here, $E_{\text{max}}$ is the largest eigenenergy of $\hat{H}$ and $|0\rangle$ is a random initial vector, and the internal energy $E$ and temperature $T$ are determined by the prescription described in Ref. [18]. For very large systems, this might be a good strategy. However, for small systems $|\psi_k\rangle$ has non-zero contributions from other energy eigenstates than $|\psi_\lambda\rangle$. Therefore, it is not clear how the off-diagonal elements of $\hat{H}$ influence the physical quantities.

The canonical TPQ $|\beta\rangle$ [19] is not an energy eigenstate. It cannot therefore directly replace $|\psi_\lambda\rangle$ in Eq. (2), either. Nevertheless, we found it formally possible to express a dynamical quantity by extending the canonical TPQ by doubling the basis set as $|\beta\rangle = \sum_i a_i |i\rangle \Rightarrow |\tilde{\beta}\rangle = \sum_i a_i \delta_{ij} |i\rangle \otimes |j\rangle$ and introducing the Liouville operator defined by $\hat{L} = \hat{H} \otimes \hat{I} - \hat{I} \otimes \hat{H}$, where operators on the left (right) side of $\otimes$ act only in the physical (auxiliary) space described by the first (second) index $i$ ($j$) in $|\beta\rangle$. Such basis (Hilbert space) doubling is also used for finite-temperature DMRG methods [11, 13], and for solving a quantum master equation for the nonequilibrium dynamical-mean field theory [30]. With the extended canonical TPQ and the Liouville operator, a dynamic quantity is expressed as

$$S(q, \omega) = -\frac{1}{\pi Z} \text{Im} \langle \tilde{\beta} | \hat{X}_q \otimes \hat{I} \left[ \omega + i \eta - \tilde{L} \right]^{-1} \hat{X}_{-q} \otimes \hat{I} |\beta\rangle,$$

(8)

with $Z = \langle \beta | \beta \rangle = \langle \tilde{\beta} | \tilde{\beta} \rangle$. Starting from $\hat{X}_{-q} \otimes \hat{I} |\beta\rangle$, one could formally use the CFE with $\hat{L}$ instead of $\hat{H}$. It is straightforward to see that Eq. (8) recovers the correct expression by realizing $|\beta\rangle \propto \sum_{m,n} e^{-\varepsilon_m/2T} \delta_{mn} |\psi_m\rangle \otimes |\psi_n\rangle$ with $|\psi_n\rangle$ being an energy eigenstate with the eigenvalue $\varepsilon_m$. However, because of the basis doubling, the required computer memory size grows faster than the TPQ. Therefore, the use of this method is limited to very small systems, for which the full diagonalization would be possible, unless one finds a clever way to truncate the basis states describing $L^k \hat{X}_{-q} \otimes I |\beta\rangle$ with $k = 0, 1, 2, \ldots$

Recently, we became aware of a similar but distinct approach to compute finite-temperature dynamical quantities of interacting quantum models based on a shifted Krylov subspace method [31]. Similar to FTLM, this method is based on the canonical ensemble and samples excited states with proper Boltzmann weights. The excited eigenstates are filtered from TPQ by the filter operator. While the computational algorithm is different and the cost could be more expensive than the MCLM in general, this method is supposed to become equivalent to the current MCLM approach when the single excited eigenstate $|\psi_\lambda\rangle$ is filtered.

Having examined the applicability of the MCLM, the system size is still limited by the exponentially growing basis states. In order to apply a numerical diagonalization type method based on the microcanonical ensemble for larger systems, it would be necessary to truncate the basis states systematically. One possible direction would be applying DMRG methods as follows: 1. Perform the static calculation at temperature $T$ to compute the target internal energy $E = \lambda$ of the system under investigation, 2. Optimize the many-body wave function $|\psi_\lambda\rangle$ targeting the energy $\lambda$ using $\tilde{K}_\lambda = (\hat{H} - \lambda)^2$ or using the DMRG-X algorithm [32, 33], and 3. Compute dynamical quantities using $|\psi_\lambda\rangle$. By this procedure, one might be able to increase the system size within the limit of computer resources. This work will be pursued in the near future.
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