Geometry and mechanics of disclination lines in 3D nematic liquid crystals
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In 3D nematic liquid crystals, disclination lines have a range of geometric structures. Locally, they may resemble +1/2 or −1/2 defects in 2D nematic phases, or they may have 3D twist. Here, we analyze the structure in terms of the director deformation modes around the disclination, as well as the nematic order tensor inside the disclination core. Based on this analysis, we construct a vector to represent the orientation of the disclination, as well as tensors to represent higher-order structure. We apply this method to simulations of a 3D disclination arch, and determine how the structure changes along the contour length. We then use this geometric analysis to investigate three types of forces acting on a disclination: Peach-Koehler forces due to external stress, interaction forces between disclination lines, and active forces. These results apply to the motion of disclination lines in both conventional and active liquid crystals.

1 Introduction

Disclinations are the fundamental topological defects of nematic liquid crystals. In conventional, passive liquid crystals, disclinations are important for the statistical mechanics of the isotropic-nematic transition, and for the coarsening dynamics of nematic order. In active liquid crystals,12 disclinations are particularly important for the dynamic behavior because they are continually in motion, with disclination pairs nucleating and annihilating. Hence, the physics of disclinations has been studied for many years, 11–14 but especially in the recent context of active liquid crystals.14–23

Most research on active liquid crystals has concentrated on two-dimensional (2D) systems. In 2D, disclinations have the structures shown in Fig. 1. Here, the gray double-headed arrows represent the local nematic director field $\hat{n}(r)$. This director field is well-defined everywhere except at the singular points shown in black. The point on the left is a disclination of topological charge +1/2, because the director rotates halfway around a circle in a positive sense around the blue loop. Likewise, the point on the right is a disclination of topological charge −1/2, because the director rotates halfway around a circle in a negative sense around the blue loop. Higher topological charges are mathematically possible, but they are rare because they have much higher energy. The +1/2 disclination is shaped like a comet, with a characteristic orientation shown by the red arrow, which can be represented by a vector.15 The −1/2 disclination has three-fold symmetry, with a characteristic orientation shown by the red triad, which can be represented by a third-rank tensor.16 In active liquid crystals, a +1/2 disclination induces a fluid flow pattern, which causes it to move along the direction of the red arrow (either forward or backward, depending on the type of activity). This active motion has been investigated extensively through theory, simulations, and experiments.

In the last two years, experiments have begun to study active nematic liquid crystals in three dimensions (3D),24 and hence theories must investigate the physics of 3D disclinations. The generalization from 2D to 3D is not trivial, because 3D disclination lines have very different topological properties than 2D disclination points. When the nematic order is 2D, there are topologically distinct types of disclinations with any half-integer or integer charge. However, when the nematic order is 3D, it is possible to continuously transform a +1/2 into a −1/2 disclination by twist of the director, and it is possible to continuously transform any integer disclination into a defect-free state by escape into the third...
For a \(-1/2\) disclination. The second-rank tensor occurs in 3D but not in 2D, and is associated with a twisted disclination. We use this geometric construction to analyze simulations in Sec. 4.

As a further step, we use the geometric construction to determine the forces acting on a disclination line. We begin by considering an analogy with dislocation lines in crystalline solids. In solids, the Peach-Koehler force is the force on a dislocation line due to an applied shear stress. The concept of a Peach-Koehler force was applied to nematic liquid crystals by Kléman \cite{kleman1973}. In Sec. 5, we analyze examples of a Peach-Koehler force in a nematic liquid crystal under an applied rotational stress. In solids, the Peach-Koehler force can be used to determine the force of one dislocation line on another. In Sec. 6, we perform the analogous calculation in a nematic liquid crystal, to find the force of one disclination line on another. Finally, in Sec. 7, we consider the active force on a disclination line in a 3D active liquid crystal. Our result is equivalent to Binysh et al. \cite{binysh2011} and we discuss it in terms of the geometric construction for orientational properties of a disclination.

2 Director deformations around disclination

In this section, we regard a disclination line as a region of a liquid crystal with high director deformations. With that point of view, we want to characterize the disclination line by characterizing the director deformations. Hence, we describe the director field around a disclination using a parameterization equivalent to Binysh et al. \cite{binysh2011} and then calculate the relevant derivatives.

For this parameterization, we assume the disclination line has a local tangent vector \(\mathbf{t}\). Without loss of generality, we choose the \(z\)-axis to lie along \(\mathbf{t}\). As the position \(r\) moves in a loop about \(\mathbf{t}\), the director field \(\hat{n}(r)\) rotates through a half-circle. Let us consider the minimal distortion state, i.e. the ground state for a liquid crystal with equal Frank constants. In this state, the half-circle lies in a plane, which is characterized by two orthonormal vectors \(\hat{m}\) and \(\hat{m}'\). We choose \(\hat{m}\) to be the direction where the plane crosses the equator, perpendicular to \(\mathbf{t}\), and \(\hat{m}'\) to be the direction where the plane is farthest from the equator. Hence, the director field can be written as

\[
\hat{n} = \hat{m} \cos \beta - \hat{m}' \sin \beta,
\]

where \(\beta\) is the azimuthal angle about the defect line, and \(\phi_0\) is the spatial direction in which \(\hat{n} = \hat{m}\). This director field is illustrated in Fig. 2.

From Eq. (1), we see that the director field \(\hat{n}\) rotates about the vector \(\hat{\Omega} = \hat{m} \times \hat{m}'\). This rotation vector \(\hat{\Omega}\) was first defined by Friedel and de Gennes. \cite{friedel1953} In general, \(\hat{\Omega}\) may be at any angle \(\beta\) with respect to \(\mathbf{t}\). Hence, the orthonormal triad \((\hat{m}, \hat{m}', \hat{\Omega})\) can be written explicitly as

\[
\hat{m} = (\cos \alpha, \sin \alpha, 0),
\]

\[
\hat{\Omega} = \hat{m} \cos \beta + (\hat{m} \times \hat{t}) \sin \beta = (\sin \beta \sin \alpha, -\sin \beta \cos \alpha, \cos \beta),
\]

\[
\hat{m}' = \hat{\Omega} \times \hat{m} = (-\cos \beta \sin \alpha, \cos \beta \cos \alpha, \sin \beta).
\]

The director field with \(\beta = 0\) (\(\hat{\Omega}\) parallel to \(\mathbf{t}\)) is equivalent to the
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+1/2 planar disclination shown on the left of Fig. 1. Likewise, the director field with \( \beta = \pi \) (\( \hat{\Omega} \) antiparallel to \( \hat{1} \)) is equivalent to the -1/2 planar disclination shown on the right of Fig. 1. Those two planar cases are both called “wedge” disclinations. By comparison, an intermediate angle \( \beta \) gives a 3D nonplanar disclination, which continuously interpolates between the +1/2 and -1/2 limits. In particular, the case of \( \beta = \pi/2 \) (\( \hat{\Omega} \) perpendicular to \( \hat{1} \)) is called a “twist” disclination.

We now analyze the gradients of this director field. For this analysis, we use a mathematical formalism which was recently developed by Machon and Alexander and applied to elasticity theory by Selinger. The formalism decomposes the director gradient tensor into four modes,

\[
\partial_i n_j = -n_i B_j + \frac{1}{2} T e_{ijk} n_k + \frac{1}{2} S (\delta_j - n_j n_i) + \Delta_{ij},
\]

(3)

The first three modes are the well-known bend, twist, and splay deformations,

\[
B = \hat{n} \times (\nabla \times \hat{n}), \quad T = \hat{n} \cdot (\nabla \times \hat{n}), \quad S = \nabla \cdot \hat{n}.
\]

(4)

The fourth mode \( \Delta_{ij} \) is a tensor deformation mode, which is less well-known but is related to splay-splay. It has been called “anisotropic orthogonal gradients of \( \pi \) or “biaxial splay,” and it can be written mathematically as

\[
\Delta_{ij} = \frac{1}{2} \left[ \partial_i n_j + \partial_j n_i + n_i B_j + n_j B_i - S (\delta_j - n_j n_i) \right]
\]

(5)

For the simplest deformation mode, let us begin with twist. From the definition in Eq. (4), we see that the twist pseudoscalar \( T \) is even in the director \( \hat{n} \). For that reason, \( T \) is uniquely defined, in spite of the fact that the sign of \( \hat{n} \) is not uniquely defined; +\( \hat{n} \) and -\( \hat{n} \) both represent the same physical state. From the director field of Eqs. (12), we can calculate explicitly

\[
T = \frac{\sin \beta \cos (\phi - \alpha)}{2 \rho},
\]

(6)

where \( \rho \) is the radius outward from the disclination line in cylindrical coordinates. Clearly this twist depends on the azimuthal angle \( \phi \); there are regions of positive and negative twist. For that reason, we integrate around a loop at fixed \( \rho \) to obtain the average centered on the disclination,

\[
T = \frac{1}{2\pi} \int_{-\pi}^{\pi} T d\phi = 0.
\]

(7)

This average is zero for all \( \beta \), even for the twist disclination with \( \beta = \pi/2 \), because the regions of positive and negative twist exactly cancel each other. Hence, we will not consider the twist mode further.

Next, consider the bend deformation mode. Like the twist, the bend vector \( \hat{B} \) is even in \( \hat{n} \), and hence \( \hat{B} \) is uniquely defined under exchange of \( \pm \hat{n} \). From the director field of Eqs. (12), we calculate \( \hat{B}(\rho, \phi) \), and then average around a loop at fixed \( \rho \). The result is

\[
\hat{B} = -\frac{1 + \cos \beta}{8\rho} (\hat{m} \cos \gamma + \hat{m}' \sin \gamma),
\]

(8)

where \( \gamma = \alpha - \phi \). From these results, we can see that the average bend \( \hat{B} \) lies in the \((\hat{n}, \hat{m}')\) plane, perpendicular to \( \hat{\Omega} \). It is proportional to \( 1 + \cos \beta \), and hence it is largest for a wedge +1/2 disclination with \( \beta = 0 \); it has an intermediate value for a twist disclination with \( \beta = \pi/2 \), and it vanishes for a wedge -1/2 disclination \( \beta = \pi \). It scales inversely with the radius \( \rho \) outward from the disclination line.

For the third deformation mode, we have splay. This case has an extra subtlety, because the splay scalar \( S \) is odd in the director \( \hat{n} \). For that reason, the sign of \( S \) is not uniquely defined, and averaging \( S \) around a disclination is not meaningful. However, the splay vector \( \hat{S} = \hat{n} \hat{S} \) is even in \( \hat{n} \), so it is uniquely defined. Hence, we calculate \( \hat{S} \) from the director field of Eqs. (12), and average it around a loop at fixed \( \rho \), to obtain

\[
\hat{S} = -\frac{1 + \cos \beta}{8\rho} (\hat{m} \cos \gamma + \hat{m}' \sin \gamma).
\]

(9)

This result for \( \hat{S} \) is exactly the negative of the result for \( \hat{B} \), and thus it carries the same information. From the results for bend and splay, we see that it is useful to define the vector

\[
\hat{p} = \frac{1 + \cos \beta}{2} (\hat{m} \cos \gamma + \hat{m}' \sin \gamma),
\]

(10)

so that \( \hat{S} = -\hat{B} = \hat{p}/(4\rho) \).

Finally, we have the fourth deformation mode \( \Delta_{ij} \). Like the splay scalar \( S \), the second-rank tensor \( \Delta_{ij} \) is odd in the director \( \hat{n} \), and hence its sign is not uniquely defined. However, the third-rank tensor \( \Delta_{ijk} n_k \) is even in \( \hat{n} \), so it is uniquely defined. We calculate this third-rank tensor for the director field of Eqs. (12), and average it around a loop. The resulting expression for \( \Delta_{ijk} n_k \) is fairly long. To interpret it, we break the expression into three components

\[
\Delta_{ijk} n_k = \Delta_{ijk} n_k^{(1)} + \Delta_{ijk} n_k^{(2)} + \Delta_{ijk} n_k^{(3)},
\]

(11)

based on how they transform under rotations about \( \hat{\Omega} \). To be specific, we define the rotation matrix \( R_{ij}(\phi) = \cos \phi (m_j m_i + m_i m_j) + \)
\[ \sin \phi (m'_jm_j - m'_km_k) + \Omega \hat{r}_j, \]
and then calculate the components
\[ \hat{r}_j n_k^{(l)} = \frac{1}{\pi} \int_{-\pi}^{\pi} d\phi \cos (\phi) R_{ij} (\phi) R_{jj} (\phi) R_{kk} (\phi) \hat{r}_j n_k, \]
for \( l = 1, 2, \) and 3.

The first component transforms as a vector under rotations about \( \hat{r}_j. \) It can be expressed as
\[ \hat{r}_j n_k^{(1)} = \left( 3\delta_{ij} - 7 \Omega \hat{r}_j \right) p_k - \left( 2 \Omega \hat{r}_j - \Omega \hat{r}_k \right) p_j - \left( 2 \Omega \hat{r}_k - \Omega \hat{r}_j \right) p_i \]
This component is proportional to \((1 + \cos \beta)/2; \) that factor is included in the definition of \( \hat{p} \) in Eq. (10). Like the bend and splay, this component is largest for a wedge \(+1/2\) disclination, and it vanishes for a wedge \(-1/2\) disclination. It has a characteristic orientation given by the vector \( \hat{p} \) in the plane perpendicular to \( \hat{r}_j. \)

The second component transforms as a second-rank tensor under rotations about \( \hat{r}_j. \) It can be written as
\[ \hat{r}_j n_k^{(2)} = \frac{\Omega_i D_{jk} + \Omega_j D_{ik}}{16\rho}, \]
where
\[ D_{ij} = \sin \beta \left[ (m_i m_j - m'_i m'_j) \sin \gamma - (m_i m'_j + m'_i m_j) \cos \gamma \right]. \]
This component is proportional to \( \sin \beta. \) It is largest for a twist disclination with \( \beta = \pi/2, \) and it vanishes for wedge \(+1/2\) and \(-1/2\) disclinations with \( \beta = 0 \) and \( \pi. \) In this component, \( D_{ij} \) is a symmetric second-rank tensor in the plane perpendicular to \( \hat{r}_j. \)

The eigenvalues of this tensor are \( \pm \sin \beta, \) and the corresponding eigenvectors identify the characteristic directions associated with a twist disclination. (There is also a trivial eigenvalue of 0, corresponding to the eigenvector \( \hat{r}_j. \))

The third component transforms as a third-rank tensor under rotations about \( \hat{r}_j, \)
\[ \hat{r}_j n_k^{(3)} = \frac{1}{32 \rho} T_{ijk}, \]
where
\[ T_{ijk} = \frac{1 - \cos \beta}{2} \left[ (m_i m_j m_k - m_i m'_j m'_k - m'_i m'_j m_k) \cos \gamma \right. \]
\[ + \left. (m_i m_j m'_k + m_i m'_j m_k + m'_i m'_j m_k - m'_i m'_j m'_k) \sin \gamma \right]. \]
This component is proportional to \((1 - \cos \beta)/2. \) It is largest for a wedge \(-1/2\) disclination with \( \beta = \pi, \) and it vanishes for a wedge \(+1/2\) disclination with \( \beta = 0. \) In this component, \( T_{ijk} \) is a completely symmetric third-rank tensor in the plane perpendicular to \( \hat{r}_j. \) Hence, it identifies the characteristic directions associated with the wedge \(-1/2\) disclination.

We will show visualizations of these geometric features for some sample disclination lines in Sec. 4. Before that, it is useful to compare the 3D director gradients calculated here with the previous theory of defect orientation in 2D nematic liquid crystals.1819

In the limit of \( \beta = 0, \) the director lies in the \((x,y)\) plane with \( \hat{r}_j = \hat{i}, \) and the 3D disclination becomes a 2D disclination with topological charge \(+1/2. \) For this limiting case, the tensors \( D_{ij} \)
and \( T_{ijk} \) both vanish, and the director gradients are characterized by the vector \( \hat{p}, \) with unit magnitude. This vector then becomes identical to the 2D defect orientation vector, which is indicated by the red arrow on the left side of Fig. 1.

By comparison, in the limit of \( \beta = \pi, \) the director lies in the \((x,y)\) plane with \( \hat{r}_j = -\hat{i}, \) and the 3D disclination becomes a 2D disclination with topological charge \(-1/2. \) In that case, the vector \( \hat{p} \) and tensor \( D_{ij} \) both vanish, and the director gradients are characterized by \( T_{ijk}, \) which becomes identical to the 2D defect orientation vector for a \(-1/2\) defect. As discussed previously,19 that completely symmetric, third-rank tensor is associated with a triad of three orientations in the plane, \( 2\pi/3 \) from each other, as indicated by the red triad on the right side of Fig. 1.

From that comparison, we can see that the 3D theory provides a generalization of the previous 2D theory of defect orientation. It shows that the vector \( \hat{p} \) and tensor \( T_{ijk} \) smoothly interpolate between the \(+1/2\) and \(-1/2\) defects in 2D, and the tensor \( D_{ij} \)
gives an extra two-fold symmetric component of the orientation, which occurs in 3D but not in 2D.

3 Nematic order inside disclination core

For an alternative perspective on disclination lines, we consider the nematic order tensor that is inside the core of a disclination line.

In general, nematic order is represented by a tensor field \( Q_{ij}(r). \) In the bulk, away from disclination lines, this tensor field is related to the director field by \( Q_{ij} = s_{\text{bulk}} \left( \frac{1}{2} n_i n_j - \frac{1}{2} \delta_{ij} \right), \)
with \( s_{\text{bulk}} > 0. \) In those regions, it is a uniaxial tensor with eigenvalues \( +s_{\text{bulk}}, -s_{\text{bulk}}/2, \) and \(-s_{\text{bulk}}/2, \) which are determined by minimizing the bulk free energy. However, the form of this tensor changes inside of a disclination core. The eigenvalues may differ from the bulk eigenvalues, and the tensor does not need to be uniaxial. Indeed, classic theoretical work by Schopohl and Sluckin20 shows that this tensor is biaxial in most of the disclination core, and it is uniaxial with a negative order parameter in the exact center.

We would like to propose a model for the full tensor structure of \( Q_{ij} \) inside the core, and use this model to describe orientational features of the disclination line. For this construction, we begin by considering the \( Q_{ij} \) tensor outside the core, i.e. for \( \rho > \xi, \) where \( \xi \) is the core radius. The director field around a disclination is given by Eq. (11). From that director field, the \( Q_{ij} \) tensor becomes
\[ Q_{ij} = s_{\text{bulk}} \left[ \frac{1}{4} \delta_{ij} - \frac{3}{4} \Omega_i \Omega_j + \frac{3}{4} (m_i m_j - m'_i m'_j) \cos (\phi - \phi_0) \right] \]
\[ + \frac{3}{4} (m_i m'_j + m'_i m_j) \sin (\phi - \phi_0), \]
for \( \rho > \xi. \) (18)

To simplify that expression, we define the position vector in cylindrical coordinates, \( \mathbf{r} = (r, \phi, z) = (\rho \cos \phi, \rho \sin \phi, z). \) We further define \( \hat{v} = (\cos \phi_0, \sin \phi_0, 0) \) as the direction outward from the disclination core such that \( \hat{n} = \hat{m} \) is in the equatorial plane, perpendicular to \( \hat{i} \), and \( \hat{v}' = \hat{x} \times \hat{v} = (-\sin \phi_0, \cos \phi_0, 0) \) as an orthogonal vector outward from the disclination core. Equation (18) then
reduces to

\[ Q_{ij} = s_{\text{bulk}} \left[ \frac{1}{4} \delta_{ij} - \frac{3}{4} \Omega_i \Omega_j + \frac{3 \epsilon' \cdot r}{4 \rho} (m_m m_j - m'_m m'_j) \right. \]

\[ \left. + \frac{3 \epsilon' \cdot r}{4 \rho} (m'_m m'_j + m_m m'_j) \right] \text{ for } \rho > \xi. \quad (19) \]

For the simplest model of the \( Q_{ij} \) tensor inside the disclination core, we just make a linear interpolation of Eq. (19), which gives

\[ Q_{ij} = s_{\text{bulk}} \left[ \frac{1}{4} \delta_{ij} - \frac{3}{4} \Omega_i \Omega_j + \frac{3 \epsilon' \cdot r}{4 \rho} (m_m m_j - m'_m m'_j) \right. \]

\[ \left. + \frac{3 \epsilon' \cdot r}{4 \rho} (m'_m m'_j + m_m m'_j) \right] \text{ for } \rho < \xi. \quad (20) \]

This interpolated tensor exactly matches Eq. (19) at \( \rho = \xi \). The eigenvalues of this interpolated tensor are

\[ s_1 = s_{\text{bulk}} \left[ \frac{1}{4} + \frac{3 \epsilon}{4 \xi} \right], \quad s_2 = s_{\text{bulk}} \left[ \frac{1}{4} - \frac{3 \epsilon}{4 \xi} \right], \quad s_3 = -s_{\text{bulk}} \frac{2}{\rho}. \quad (21) \]

Those eigenvalues are shown by the solid lines in Fig. 3. The tensor is biaxial (with three distinct eigenvalues) in most of the defect core, and it is uniaxial with a negative order parameter at \( \rho = 0 \).

For a more precise model of \( Q_{ij} \) inside the disclination core, one must minimize the free energy by solving the Euler-Lagrange equations, as was done by Schopohl and Sluckin.\textsuperscript{29} One example of a numerical solution is shown by the dashed lines in Fig. 3. We can see that it is generally similar to the simple linear interpolation, except that it smooths out the discontinuous derivative at \( \rho = \xi \). Hence, we will just use the linear interpolation of Eqs. (19–20) for the rest of this analysis.

Now we can use the \( Q_{ij} \) tensor field to characterize the orientational features of the disclination. The most fundamental feature of the disclination is the tensor at the center of the disclination core. Evaluating Eq. (20) at \( \rho = 0 \) gives

\[ Q_{ij} = s_{\text{bulk}} \left[ \frac{1}{4} \delta_{ij} - \frac{3}{4} \Omega_i \Omega_j \right] \quad (22) \]

This tensor is uniaxial, with a principal eigenvalue of \(-s_{\text{bulk}}/2\) corresponding to the \( \Omega \) direction, and two eigenvalues of \(+s_{\text{bulk}}/4\) corresponding to the two orthogonal directions. It can be visualized as an oblate ellipsoid (or pancake) with its short axis along \( \Omega \). Its long axes are in the \( (\hat{m}, \hat{m}') \) plane, i.e. the plane of director rotation around the disclination. Hence, this central \( Q_{ij} \) tensor identifies the \( \Omega \) axis and the director plane.

For further orientational features, we must consider derivatives of \( Q_{ij} \), evaluated inside the disclination core. We can construct a vector orientation from the divergence of the tensor field, \( \partial_k Q_{ij} \), evaluated at the center of the disclination.

\[ \partial_k Q_{ij} = s_{\text{bulk}} \left[ \frac{3 \epsilon' (m_m m_j - m'_m m'_j)}{4 \xi} + \frac{3 \epsilon' (m'_m m'_j + m_m m'_j)}{4 \rho} \right] \quad (23) \]

Hence, this divergence of \( Q_{ij} \) inside the core provides a way to calculate the \( p \) vector associated with the disclination, defined in Eq. (10). It carries the same orientational information as the average splay and bend vectors outside the core, which were discussed in the previous section.

Beyond the divergence, we can also calculate the full third-rank gradient tensor \( \partial_k Q_{ij} \) consisting of all the first derivatives, evaluated inside the disclination core,

\[ \partial_k Q_{ij} = s_{\text{bulk}} \left[ \frac{3 \epsilon' (m_m m_j - m'_m m'_j)}{4 \xi} + \frac{3 \epsilon' (m'_m m'_j + m_m m'_j)}{4 \rho} \right] \quad (24) \]

Like the third-rank tensor \( \Delta_{n_{\text{bulk}}} \) in the previous section, this tensor breaks up into three components based on how they transform under rotations about \( \Omega \), with rotation matrix \( R_{ij} (\phi) \). Specifically, we have

\[ \partial_k Q_{ij} = \partial_l Q_{ij}^{(1)} + \partial_l Q_{ij}^{(2)} + \partial_l Q_{ij}^{(3)}, \quad (25) \]

where

\[ \partial_l Q_{ij}^{(l)} = \frac{1}{\pi} \int_0^\pi d\phi \cos(l \phi) R_{ij} (\phi) R_{ij} (\phi) \partial_k Q_{ij}, \quad (26) \]

for \( l = 1, 2, \) and 3. These three components can be written as

\[ \partial_l Q_{ij}^{(1)} = \frac{3 \epsilon' s_{\text{bulk}}}{4 \xi} \left[ p_l (\delta_{jk} - \Omega_j \Omega_k) + p_j (\delta_{lk} - \Omega_l \Omega_k) - p_k (\delta_{lj} - \Omega_l \Omega_j) \right], \]

\[ \partial_l Q_{ij}^{(2)} = \frac{3 \epsilon' s_{\text{bulk}}}{4 \xi} \Omega_k D_{ij}, \quad \partial_l Q_{ij}^{(3)} = \frac{3 \epsilon' s_{\text{bulk}}}{4 \xi} T_{ij}, \quad (27) \]

where \( D_{ij} \) and \( T_{ij} \) are defined in Eqs. (15) and (17), respectively.

This gradient tensor carries the same information as \( \Delta_{n_{\text{bulk}}} \). In particular, \( \partial_l Q_{ij}^{(1)} \) provides information about the one-fold symmetric orientation of a wedge +1/2 disclination, \( \partial_l Q_{ij}^{(2)} \) provides information about the two-fold symmetric orientation of a twist disclination, and \( \partial_l Q_{ij}^{(3)} \) provides information about the three-fold symmetric orientation of a wedge −1/2 disclination.

In this formalism, the sign of the tangent vector \( \hat{t} \) is ambiguous, because one can move in either direction along the disclination.
The sign of the rotation vector \( \hat{\Omega} \) is also ambiguous, because Eq. (22) only defines the tensor \( \Omega Q_{ij} \). However, these two choices of sign are related; the sign of \( i \) determines the sign of \( \hat{\Omega} \), or vice versa. To see that relation, we can use Eqs. (23) and (24) to derive

\[
(\partial_i Q_{ij})/(\partial_i Q_{ij}) = \left[ \frac{3s_{bulk}}{2\varepsilon} \right]^2.
\]

(28)

\[
(\partial_i Q_{ij})/(\partial_i Q_{ij}) = \left[ \frac{3s_{bulk}}{2\varepsilon} \right]^2 \left[ 1 + \cos \beta \right]^2.
\]

(29)

By taking the ratio of those expressions, we obtain the dot product

\[
\hat{\Omega} \cdot \mathbf{i} = \cos \beta = -1 + 2|p| = -1 + 2 \left[ (\partial_i Q_{ij})/(\partial_i Q_{ij}) \right]^{1/2}.
\]

(30)

Hence, once the sign of \( \mathbf{i} \) is chosen, there is no further ambiguity in \( \hat{\Omega} \).

4 Geometric analysis of simulations

For specific examples of these geometric constructions, we perform two simulations of disclination lines in 3D nematic liquid crystals. In the first simulation, shown in the left column of Fig. 4, the bottom substrate is patterned with a +1/2 and a −1/2 surface disclination. The top and side surfaces have free boundary conditions. Responding to these surfaces, the bulk liquid crystal forms a disclination line that connects the two surface disclinations. In the second simulation, shown in the right column of Fig. 4, the bottom substrate is patterned with two +1/2 surface disclinations. The top surface has homeotropic anchoring, and the side surfaces are free. Again, in response to these boundary conditions, the bulk liquid crystal forms a disclination line connecting the two surface disclinations.

These simulations are similar to other simulations that have been published by our group, but they are new simulations. They are done using the software package openQmin, created by Sussman and Beller. This software minimizes the Landau-de Gennes free energy, expressed in terms of the nematic order tensor \( Q_{ij} \), discretized on a cubic lattice. We use the default scaled Landau-de Gennes parameters \( A = -1, B = -12.3, C = 10.1, \) and \( L = 4.64 \), which give a disclination line core radius of \( \xi = (L/A)^{1/2} = 2.2 \) scaled units. In both simulations, the distance between the surface disclinations is 45 scaled units, and the system size is \( 102 \times 102 \times 22 \) scaled units. To analyze the simulation results, we use the following procedure:

First, we interpolate a smooth tensor field \( Q_{ij}(r) \) between the sites of the simulation lattice, using the interpolation function of Mathematica. We find the disclination line by searching for local minima of \( Q_{ij},Q_{ij} \), and connect minima by a smooth curve. Outside the disclination core, the nematic order tensor is uniaxial with a positive order parameter \( s_{bulk} = 0.53 \). Figure 4(a) shows visualizations of the director field, i.e. the eigenvector of \( Q_{ij} \) corresponding to the positive eigenvalue \( s_{bulk} \). The yellow cylinders represent the fixed director field on the bottom substrate, while the green cylinders represent the simulated director field in the interior. Green cylinders are only shown for selected positions around the disclination line; they are omitted everywhere else for simplicity.

From these visualizations, we can see that both disclination lines change their structure along the length of the line. In the first simulation, the disclination begins as a +1/2 wedge disclination at one surface anchoring point, then changes to a twist disclination at the top of the arch, then becomes a −1/2 wedge disclination at the other surface anchoring point. In the second simulation, the disclination begins as a +1/2 wedge, then changes to a twist, a −1/2 wedge at the top of the arch, again a twist, and ends as a +1/2 wedge once again.

Second, we construct the unit tangent vector \( \mathbf{i} \) along each disclination line. These unit vectors are shown by the black arrows in Fig. 4(b). As discussed previously, the overall sign of \( \mathbf{i} \) is ambiguous. For each simulation, we make an arbitrary choice of which end of the disclination is the “beginning” or the “end,” and this choice determines the sign of \( \mathbf{i} \).

Third, we calculate the tensor \( Q_{ij} \) at the center of each disclination core, as a function of position along the line. As shown in Fig. 3, at the center of the disclination core, the tensor \( Q_{ij} \) has one negative eigenvalue of approximately −\( 1/2s_{bulk} \) and two degenerate positive eigenvalues of approximately +\( 1/2s_{bulk} \). Hence, it can be represented by an oblate ellipsoid (pancake), as shown by the green ellipsoids in Fig. 4(c). This ellipsoid identifies the local director plane at that point along the disclination. In the first simulation, this director plane is always horizontal. In the second simulation, this director plane rotates through 180° from the beginning to the end of the disclination.

At the center of the disclination core, the eigenvector corresponding to the negative eigenvalue is \( \pm \hat{\Omega} \). It is shown by the blue arrows in Fig. 4(c). We can see that this vector is normal to the director plane given by the ellipsoid. To resolve the sign of \( \pm \hat{\Omega} \), we calculate the dot product with \( \mathbf{i} \), and choose the sign that gives the best agreement with Eq. (30). The agreement is not exact because the equation is derived with the assumption of a straight disclination line, while the simulated disclinations are curved, but it is generally close enough to determine the sign. In the regions where this criterion fails because \( \hat{\Omega} \cdot \mathbf{i} \approx 0 \), we determine the sign by requiring that \( \hat{\Omega} \) vary smoothly along the disclination line.

Fourth, we calculate the gradient \( \partial_i Q_{ij} \) and the divergence \( \partial_i Q_{ij} \) by taking derivatives of the interpolated tensor field. We then determine the vector \( \mathbf{p} \) from the divergence using Eq. (23), normalized by \( (3s_{bulk})/2\varepsilon \), calculated from Eq. (25). The results for \( \mathbf{p} \) are given by the red arrows in Fig. 4(d). The magnitude \( |\mathbf{p}| \approx (1 + \cos \beta)/2 \) is largest wherever a disclination is a +1/2 wedge, and it is smaller wherever a disclination has a twist or −1/2 wedge structure. (It does not exactly vanish at the −1/2 wedge in the first simulation, again because the theory is derived with the assumption of a straight disclination, while the simulated disclinations are curved.) Wherever a disclination is a +1/2 wedge, the orientation of \( \mathbf{p} \) matches the 2D orientation on the bottom substrate, as defined in Fig. 1. Hence, it provides a consistent description of the one-fold symmetric aspect of disclination orientation.

Fifth, we construct the tensor \( D_{ij} \), as given in Eq. (27). This
Fig. 4 Two simulations of disclination lines in a 3D nematic liquid crystal, which connect surface disclinations on the bottom substrate. Each column shows six alternative visualizations of the same simulation. (a) Cylinders representing the director field (green around the disclination line in the bulk, yellow on the bottom substrate). (b) Tangent vector $\hat{t}$ along the disclination line. (c) Oblate ellipsoids representing the $Q_{ij}$ tensor at the center of the disclination core, and arrows representing the rotation vector $\hat{\Omega}$. (d) Vector $p$ showing the one-fold symmetric component of disclination orientation, which is greatest wherever a disclination has $+1/2$ wedge structure. (e) Eigenvectors of the $D_{ij}$ tensor showing the two-fold symmetric component of disclination orientation, which is greatest wherever a disclination has twist structure. (f) Triad associated with $T_{ijk}$, showing the three-fold symmetric component of disclination orientation, which is greatest wherever a disclination has $-1/2$ wedge structure.
construction is most conveniently done by contracting with the \( \hat{\Omega} \) vector to obtain \( \Omega_{k} \partial_{k} \Omega_{ij} = ([3\sin(\beta))/(4\xi)] \mathbf{D}_{ij} \), normalized by \( (3\sin(\beta))/(4\xi) \) from Eq. (28). The tensor \( \mathbf{D}_{ij} \) has eigenvalues of approximately \( \pm \sin \beta \) and 0. In Fig. 4(e), we represent the eigenvector corresponding to \( +\sin \beta \) as a double purple arrow going outward from the disclination line, and the eigenvector corresponding to \( -\sin \beta \) as a double purple arrow going inward. (The eigenvector corresponding to 0 is just \( \hat{\Omega} \), which was already shown in Fig. 4(c).) We can see that the eigenvectors represent the two-fold symmetric orientation of a twist disclination, which has no analogue in 2D. In the figure, the length of the eigenvectors is drawn proportional to the eigenvalue \( \sin \beta \). It is longest wherever a disclination has a twist structure, and vanishes wherever the disclination is a \( \pm 1/2 \) wedge. In the second simulation, there is a reversal between inward and outward arrows on the two sides of the arch. This reversal occurs because the sign of \( \mathbf{D}_{ij} \) depends on the sign of \( \hat{\Omega} \), which depends on the sign of \( \mathbf{t} \), and that sign is necessarily defined upward on one side of the arch and downward on the other.

Sixth, we determine the third-rank tensor \( T_{ijk} \) by using the integral construction of Eq. (26) with \( l = 3 \). This quantity is a completely symmetric tensor, which represents three-fold orientational order in the plane perpendicular to \( \hat{\Omega} \). To extract the orientation, we use the same procedure developed to analyze \( -1/2 \) disclinations in 2D. We construct a test vector \( \boldsymbol{g} = \mathbf{m} \cos \phi + \mathbf{m}' \sin \phi \), and use it to define the scalar \( f(\phi) = T_{ijk} \mathbf{g}_{i} \mathbf{g}_{j} \mathbf{g}_{k} \). We then search for the maxima of \( f(\phi) \), which define three equivalent values separated by 120° from each other, and hence a triad of vectors \( \boldsymbol{g} \). This triad is represented by the orange arrows in Fig. 4(f). The length of the arrows is drawn proportional to the magnitude \( \frac{1}{2} \left| T_{ijk} T_{ijk} \right|^{1/2} \approx (1 - \cos \beta)/2 \). It is longest wherever a disclination has a \( -1/2 \) wedge structure, and is reduced wherever a disclination has a twist or \( +1/2 \) wedge structure. Whenever a disclination is a \( -1/2 \) wedge, the orientation of the triad matches the 2D concept of \( -1/2 \) disclination orientation, as defined in Fig. 1. Hence, it provides a consistent description of the three-fold symmetric aspect of disclination orientation.

This computational work shows that the disclination in the first simulation has a much lower free energy than the disclination in the second simulation, because the director plane and the \( \hat{\Omega} \) vector are constant in the first simulation, but they rotate through 180° in the second simulation. The second disclination can only form because of the conflict between planar anchoring on the bottom and homeotropic anchoring on the top, which forces the system into a high energy state. Hence, one general lesson is that topology does not require \( \hat{\Omega} \) to be constant along the length of a disclination, but energy strongly favors a constant \( \hat{\Omega} \) along a disclination line.

5 Peach-Koehler force

For the rest of this paper, we will use the geometric formalism established above to characterize forces acting on disclination lines in 3D nematic liquid crystals. In this section, we consider the liquid-crystal version of the Peach-Koehler force.

The Peach-Koehler force is a well-known force acting on dislocation lines in crystalline solids. This force is subjected to an external stress \( \sigma \), any dislocation line in that solid experiences a force per unit length of \( \mathbf{f}_{dk} = (\sigma - \mathbf{b}) \times \mathbf{t} \), where \( \mathbf{b} \) is the Burgers vector and \( \mathbf{t} \) is the local unit tangent vector to the dislocation. This force has important effects on the microstructural evolution and mechanical response of solids.

The concept of a Peach-Koehler force was applied to nematic liquid crystals many years ago by Kléman. To our knowledge, it has only been mentioned in the nematic liquid crystal literature a few times since then. Here, we investigate some specific cases, in order to see how the Peach-Koehler force affects the behavior of disclination lines.

To begin, let us consider the simplified case of a liquid crystal in which the director field is always in the \((x, y)\) plane, and it only depends on \( x \) and \( y \), independent of \( z \). In that case, we can describe the director in terms of an angle field \( \theta \), such that \( \mathbf{u}(x, y) = (\cos \theta(x, y), \sin \theta(x, y), 0) \). This effectively 2D liquid crystal can have disclinations with topological charges of \( \pm 1/2 \). Both types of disclinations extend vertically in the \( z \)-direction, and hence we can choose the tangent vector \( \mathbf{t} = \mathbf{z} \). For a \(+1/2\) disclination, the rotation vector \( \hat{\Omega} \) must be parallel to \( \mathbf{t} \), and hence \( \hat{\Omega} = \mathbf{z} \). For a \(-1/2\) disclination, the rotation vector \( \hat{\Omega} \) must be antiparallel to \( \mathbf{t} \), and hence \( \hat{\Omega} = -\mathbf{z} \).

These two types of disclinations can be mapped onto screw dislocations in a crystalline solid. For the \(+1/2\) disclination, the angle field \( \theta \) increases by \( \pi \) as one moves in a loop around the disclination. This behavior maps onto a crystalline solid in which the displacement field \( \mathbf{u} \) increases by \( b \) as one moves in a loop around a screw dislocation, and hence the Burgers vector is \( \mathbf{b} = +b \mathbf{z} \). Likewise, for the \(-1/2\) disclination, \( \theta \) decreases by \( \pi \) as one moves in a loop around the disclination. This behavior maps onto a solid in which \( \mathbf{u} \) decreases by \( b \) as one moves in a loop around a screw dislocation, and hence the Burgers vector is \( \mathbf{b} = -b \mathbf{z} \). In both cases, the effective Burgers vector is

$$\mathbf{b}_{\text{eff}} = \pi \hat{\Omega}.$$  \(\text{(31)}\)

This effective Burgers vector is dimensionless, unlike the Burgers vector of a solid, which has dimensions of length.

It might seem surprising that a \( \pm 1/2 \) wedge disclination in a nematic liquid crystal, which is not chiral, maps onto a screw dislocation in a crystalline solid, which is chiral. However, this mapping is reasonable, because it depends on the angle \( \theta \), which is defined with a particular handedness; it measures the angle of the director away from the \( x \)-axis in the counter-clockwise direction.

Now that we have a mapping of disclinations onto dislocations, we can express the mechanics of a nematic liquid crystal in a style analogous to the mechanics of a crystalline solid. Because \( \theta \) corresponds to the displacement \( u_{z} \), derivatives of \( \theta \) must correspond to the strain, which involves derivatives of the displacement. Hence, we define the effective strain tensor as

$$\varepsilon_{ij}^{\text{eff}} = \partial_{i} \theta.$$  \(\text{(32)}\)

This effective strain tensor is not symmetric, unlike the conventional strain tensor, which is symmetrized between its indices. Also, this effective strain tensor has dimensions of inverse length, unlike the conventional strain tensor, which is dimensionless.
In a solid, the elastic energy can be expressed in terms of the strain tensor, and the same is true for a nematic liquid crystal. In the simplest model with equal Frank constants, the elastic free energy is

$$F = \frac{1}{2}K(\partial_i n_i)(\partial_i n_j) = \frac{1}{2}K(\partial_i \theta)(\partial_i \theta) = \frac{1}{2}K\varepsilon_{ij}^{\text{eff}}\varepsilon_{ij}^{\text{eff}}. \quad (33)$$

Furthermore, in a solid, the stress can be defined as a derivative of the elastic energy with respect to strain. Hence, for a liquid crystal, we define the effective stress tensor as

$$\sigma_{ij}^{\text{eff}} = \frac{\partial F}{\partial \varepsilon_{ij}^{\text{eff}}} = K\varepsilon_{ij}^{\text{eff}} = K\partial_i \theta. \quad (34)$$

This effective stress tensor is not symmetric and has dimensions of force/area.

The physical interpretation of the effective stress tensor is the change in the free energy of the domain on the right. Hence, the disclination line reduces the free energy of the domain on the left, and increases the energy of the domain on the right. Hence, the Peach-Koehler force can be generalized to the cell, with tangent vector $\mathbf{i} = \mathbf{\Omega} = \hat{z}$.

Now suppose we change the anchoring conditions to $\theta = \pi/4 + (\delta\theta/2)$ at $y = +d/2$, and $\theta = -\pi/4 - (\delta\theta/2)$ at $y = -d/2$. This change requires a torque of $\tau = -(L_s L_c \Delta \delta\theta / d)\hat{x}$ at $y = +d/2$, and the opposite torque $\tau = -(L_s L_c \Delta \delta\theta / d)\hat{x}$ at $y = -d/2$. This torque can be expressed as an effective stress tensor with $\sigma_{ij}^{\text{eff}} = K\delta\theta / d$, and all other components zero. Hence, Eq. (35) gives a Peach-Koehler force (per length) of $f_{PK} = (\pi K \delta\theta / d)\mathbf{x}$, which causes the disclination line to move in the $+x$-direction.

This result for the Peach-Koehler force on the disclination line is quite reasonable, because the change of surface anchoring reduces the free energy of the domain on the left, and increases the free energy of the domain on the right. Hence, the disclination moves to the right in order to expand the lower-energy domain and contract the higher-energy domain. In previous papers, we have analyzed this effect as an elastic force, without even mentioning the Peach-Koehler force. However, it naturally fits into the concept of a Peach-Koehler force.

At this point, the Peach-Koehler force can be generalized to
any nematic liquid crystal, even if the director field is out of the $(x,y)$ plane and it depends on all three coordinates $(x,y,z)$. The rotation vector $\vec{\Omega}$ is still defined, as in the previous sections of this paper, and hence the effective Burgers vector is still $\mathbf{b}^{\text{eff}} = \pi \hat{n}$. The effective strain tensor can be generalized to

$$\varepsilon_{ij}^{\text{eff}} = (\hat{n} \times \partial_i \hat{n})_j = \varepsilon_{\text{fr}} \delta_{ij} + \delta_{ij} \varepsilon_n \partial_i n_1,$$

which reduces to Eq. (32) if $\hat{n} = (\cos \theta, \sin \theta, 0)$. (Incidentally, this expression for $\varepsilon_{ij}^{\text{eff}}$ is equivalent to the handedness tensor of Efrati and Irvine. In the simplest model with equal Frank constants, the elastic free energy is

$$F = \frac{1}{2} K (\partial_i n_j)(\partial_j n_i) = \frac{1}{2} K \varepsilon_{ij}^{\text{eff}} \varepsilon_n^{\text{eff}},$$

and hence the effective stress is

$$\sigma^{\text{eff}}_{ij} = \frac{\partial F}{\partial \varepsilon_{ij}^{\text{eff}}} = K \varepsilon_n^{\text{eff}} = K (\hat{n} \times \partial_i \hat{n})_j = K \varepsilon_{\text{fr}} \delta_{ij} + \delta_{ij} \varepsilon_n \partial_i n_1. \quad (38)$$

This effective stress still has the physical interpretation of a difference of torques across a cell, normalized by the area. Hence, the nematic Peach-Koehler force (per length) on a local segment of a disclination line can still be constructed as in Eq. (35).

To demonstrate this generalization, Fig. 5(b) shows an example that is similar to Fig. 5(a) but involves twist. Here, we have a slab of liquid crystal with strong surface anchoring that requires $\theta = \pi/2$ (so $\hat{n} = \hat{y}$) at $z = +d/2$, and $\theta = 0$ (so $\hat{n} = \hat{x}$) at $z = -d/2$. In this case, the director may have twist in either direction, and hence the system may have coexisting domains with opposite twist. At the interface between domains, there is a twist disclination line in the middle of the cell, with tangent vector $\hat{t} = -\hat{y}$ and rotation vector $\vec{\Omega} = \hat{z}$. Now we twist the top and bottom surfaces in opposite directions, so that $\theta = (\pi/2) + (\delta \theta/2)$ on the top, and $\theta = - (\delta \theta/2)$ on the bottom. This twist requires a torque of $\mathbf{t} = (L_\theta L_\phi K \delta \theta / d) \hat{z}$ at $z = +d/2$, and the opposite torque $\mathbf{t} = -(L_\theta L_\phi K \delta \theta / d) \hat{z}$ at $z = -d/2$. This torque can be expressed as an effective stress tensor with $\sigma^{\text{eff}} = K \delta \theta / d$, and all other components zero. Hence, Eq. (35) gives a Peach-Koehler force (per length) of $f_{\text{PK}} = (\pi K \delta \theta / d) \hat{z}$, causing the disclination line to move in the $+z$ direction. Once again, this force can be understood as a result of the reduced free energy for the domain on the right, and the increased free energy for the domain on the left.

For a further example of how the Peach-Koehler force may occur in an experiment, Fig. 5(c) shows a full disclination loop. In the terminology of Duclos et al., it is a pure twist loop, and it separates domains of opposite twist inside and outside the loop. Initially, the top and bottom surfaces have anchoring in perpendicular directions, and hence the opposite domains have equal energy per area. However, the system is not stable, because the disclination has a line energy $E_{\text{line}}$ per length. Because the loop is curved with a radius $R$, the line energy generates a curvature force per length of $f_{\text{curv}} = E_{\text{line}} / R$, which points inward. This force causes the loop to shrink. However, if we apply a torque to the top and bottom surfaces, the top rotates by $+(\delta \theta/2)$ and the bottom by $-(\delta \theta/2)$. As a result, the domain inside the loop has a lower energy per area than the domain outside the loop. Hence, the torque generates a Peach-Koehler force of $f_{\text{PK}} = (\pi K \delta \theta / d)$, which points outward. At the radius of $R = (E_{\text{line}} d) / (\pi K \delta \theta)$, the Peach-Koehler force cancels the curvature force. This cancellation creates an unstable equilibrium: if the radius is smaller then the loop shrinks, and if the radius is larger then the loop grows.

### 6 Interaction between disclinations

In the theory of crystalline solids, one important application of the Peach-Koehler force is to find the interaction between two dislocations. Researchers calculate the stress field due to dislocation 1, evaluate it at the position of dislocation 2, and then determine the force acting on dislocation 2. In this section, we perform an analogous calculation for the interaction between two disclinations in a nematic liquid crystal. This type of calculation was done by Kléman for parallel disclinations, but not for non-parallel disclinations.

For this calculation, we assume that the elastic free energy has the simplest form with equal Frank constants, and that each disclination is a straight line with constant rotation vector and constant tangent vector. We label the rotation vectors as $\vec{\Omega}_1$ and $\vec{\Omega}_2$, and the tangent vectors as $\hat{t}_1$ and $\hat{t}_2$, for disclinations 1 and 2, respectively. This geometry is shown in Fig. 6. We choose the origin to be the point on disclination 1 that is closest to disclination 2, and choose the $z$-axis to be aligned with tangent vector $\hat{t}_1$. The director field around disclination 1 is then given by Eq. (1). By differentiating that director field, we obtain

$$\hat{n} \times \partial_t \hat{n} = \left(\frac{-y, x, 0}{2(x^2 + y^2)}\right) \hat{\Omega}_1 = \frac{1}{2 \sqrt{|\mathbf{r}|^2 - (\mathbf{z} \times \mathbf{r})^2}} \hat{\Omega}_1,$$

where $\mathbf{r} = (x, y, z)$. From Eq. (38), we can calculate the effective stress tensor induced by disclination 1,

$$\sigma^{\text{eff}}_{ij} = K (\hat{n} \times \partial_t \hat{n})_j = K \frac{1}{2 |\mathbf{r}|^2 - (\mathbf{z} \times \mathbf{r})^2} \hat{\Omega}_1. \quad (39)$$

In general, if disclination 1 has arbitrary tangent vector $\hat{t}_1$, then the expression becomes

$$\sigma^{\text{eff}}_{ij} = K \frac{1}{2 |\mathbf{r}|^2 - (\mathbf{t}_1 \times \mathbf{r})^2} \hat{\Omega}_1.$$

Now suppose that a small segment of disclination 2 is located at position $\mathbf{r}$, with rotation vector $\vec{\Omega}_2$ and tangent vector $\hat{t}_2$. From Eq. (35), the Peach-Koehler force (per length) acting on this seg-
ment is
\[ \mathbf{f}_{PK} = (\pi \hat{\Omega}_2 \cdot \mathbf{r}_2^{\text{eff}}) \times \hat{t}_2 = \frac{\pi K}{2} \left( \hat{\Omega}_1 \cdot \hat{\Omega}_2 \right) \left( \mathbf{t}_1 \times \mathbf{r} \right) \times \hat{t}_2 \left/ \mathbf{r}^2 - (\mathbf{t}_1 \cdot \mathbf{r}) \right. \]

(42)

To calculate the total force acting on disclination 2, we must integrate this expression over the entire length of the disclination. For that integral, we parameterize the position of any segment of disclination 2 as \( \mathbf{r}(s) = \mathbf{r}_{12} + s \hat{t}_2 \), where \( s \) is the arc length along the disclination, and \( \mathbf{r}_{12} \) is the position on disclination 2 that is closest to disclination 1. Note that \( \mathbf{r}_{12} \) is perpendicular to both \( \mathbf{t}_1 \) and \( \mathbf{t}_2 \). The total force of disclination 1 acting on disclination 2 then becomes
\[ \mathbf{F}_{12} = \int_{-\infty}^{\infty} ds \mathbf{f}_{PK}(s) = \frac{\pi K}{2} \left( \hat{\Omega}_1 \cdot \hat{\Omega}_2 \right) \int_{-\infty}^{\infty} ds \frac{\mathbf{r}_{12} \times \left( \mathbf{t}_1 \times \mathbf{r} \right) \times \hat{t}_2}{|\mathbf{r}|^2 - (\mathbf{t}_1 \cdot \mathbf{r})}. \]

If the two disclinations are neither parallel nor antiparallel, so that \( (\mathbf{t}_1 \cdot \mathbf{t}_2)^2 < 1 \), then this integral can be evaluated as
\[ \mathbf{F}_{12} = \frac{\pi K}{2} \left( \hat{\Omega}_1 \cdot \hat{\Omega}_2 \right) \mathbf{r}_{12} \left/ |\mathbf{r}_{12}|^2 - (\mathbf{t}_1 \cdot \mathbf{t}_2)^2 \right. \]

(43)

By comparison, if the disclinations are approximately parallel or antiparallel, so that \( (\mathbf{t}_1 \cdot \mathbf{t}_2)^2 \approx 1 \), then the integral is cut off by the system size \( L_{\text{max}} \), and the limits of integration should really be \( -L_{\text{max}}/2 \) to \( L_{\text{max}}/2 \). In that case, the total force is
\[ \mathbf{F}_{12} = \frac{\pi K}{2} \left( \hat{\Omega}_1 \cdot \hat{\Omega}_2 \right) \mathbf{r}_{12} \left/ |\mathbf{r}_{12}|^2 \right. \]

(44)

The crossover between those two expressions occurs at
\[ |1 - (\mathbf{t}_1 \cdot \mathbf{t}_2)^2|^{1/2} = \frac{|\mathbf{r}_{12}|}{\pi L_{\text{max}}}. \]

(46)

These results for the interaction force have the symmetries that we expect. The force is invariant if we simultaneously change the signs of \( \hat{\Omega}_1 \) and \( \hat{t}_1 \), or if we simultaneously change the signs of \( \hat{\Omega}_2 \) and \( \hat{t}_2 \). Furthermore, we can reverse the argument to calculate the force of disclination 2 acting on disclination 1. The forces are equal and opposite, \( \mathbf{F}_{21} = -\mathbf{F}_{12} \), because \( \mathbf{r}_{21} = -\mathbf{r}_{12} \).

Because the interaction force is directed along the separation vector \( \mathbf{r}_{12} \), it is either repulsive or attractive, depending on the signs of the dot products. It is repulsive if \( (\hat{\Omega}_1 \cdot \hat{\Omega}_2) (\mathbf{t}_1 \cdot \mathbf{t}_2) > 0 \), and attractive if \( (\hat{\Omega}_1 \cdot \hat{\Omega}_2) (\mathbf{t}_1 \cdot \mathbf{t}_2) < 0 \). For non-parallel disclinations, Eq. (44) shows that the magnitude of the force is independent of the separation between the disclinations, and it is also independent of the system size. For parallel or antiparallel disclinations, Eq. (45) shows that the magnitude of the force scales as \( 1/|r_{12}| \), and it is proportional to the system size, i.e. the length of the disclinations.

As a check, we can find the limiting case of the interaction force for an effectively 2D liquid crystal, in which the director field is always in the \((x,y)\) plane and depends only on \( x \) and \( y \), independent of \( z \). In this system, all disclination lines must be parallel to the \( z \)-axis, so we can choose the tangent vector \( \hat{t} = \hat{z} \). We must calculate the force using Eq. (45), and the relevant system size is in the \( z \)-direction, \( L_{\text{max}} = L_z \). The only possible types of disclinations are \( +1/2 \), which have rotation vector \( \hat{\Omega} = \hat{z} \), and \(-1/2\), which have \( -\hat{\Omega} = \hat{i} \). Hence, the interaction force has magnitude
\[ F_{12} = (\pi K L_z)/(2r_{12}), \]

and it is repulsive for two \(+1/2\) or two \(-1/2\) disclinations, or attractive for a \(+1/2\) and a \(-1/2\) disclination. This result is consistent with well-known theory of 2D liquid crystals.

It might seem surprising that the interaction force depends on the rotation vector \( \hat{\Omega} \) but not on the other orientational properties discussed in Secs. 1–3: the vector \( \mathbf{p} \) and the tensors \( T_{ij} \) and \( T_{ijk} \). In our previous study of 2D defect orientation, we found that the well-known interaction force of \( F_{12} = (\pi K L_z)/(2r_{12}) \) applies only if the two defects have the optimal relative orientation. If they have a non-optimal relative orientation, then there is an extra term in the interaction, which depends on other orientational properties. This extra term tends to push the defects into the optimal relative orientation. Apparently the Peach-Koehler formalism includes an implicit assumption that the disclinations have the optimal relative orientation. Indeed, a related issue occurs in the theory of crystalline solids. A dislocation has a Burgers vector, which is a topological invariant, but it also has an extra phase variable, and this phase variable is not included in the Peach-Koehler theory. Adding the extra phase variable (for crystalline solids) or extra orientational properties (for 3D liquid crystals) remains a further theoretical challenge.

7 Active force

As discussed in the Introduction, much recent research has focused on active nematic liquid crystals. Active liquid crystals are similar in some ways to conventional, passive liquid crystals, but they are not in thermal equilibrium. Rather, they continually consume energy and convert it into motion. Many recent studies have shown that activity creates a force proportional to spatial gradients of the nematic director field. This active force induces the nucleation and motion of disclinations. Indeed, the motion of disclinations is one of the most prominent features of active liquid crystals. Hence, it is important to understand how the active motion of disclinations is related to the geometric properties discussed in this article.

The active motion of disclinations was already modeled in the recent article by Binysh et al.26 They begin with the director configuration around a disclination, calculate the active force, put it into the Stokes equations, and solve for the self-propelled velocity of the disclination. In this section, we repeat their calculation, using a somewhat different method, in order to comment on it. We obtain essentially the same result as their article, but expressed with the geometric concepts of Secs. 2–4.

In an active liquid crystal, the active force density (per volume) acting on the flow velocity field can be expressed as
\[ f_{\text{active}}(\mathbf{r}) = -\mathbf{\zeta} \nabla \cdot (\hat{\mathbf{n}} \mathbf{n}) = \mathbf{\zeta} \left[ \mathbf{B}(\mathbf{r}) - \nabla \cdot \mathbf{n}(\mathbf{r}) \right]. \]

(47)

Here, \( \mathbf{\zeta} \) is the activity coefficient, with \( \mathbf{\zeta} > 0 \) representing extensile activity, and \( \mathbf{\zeta} < 0 \) representing contractile activity. The modes \( \mathbf{B}(\mathbf{r}) \) and \( \nabla \cdot \mathbf{n}(\mathbf{r}) \) are the bend and splay deformations discussed in Sec. 2. Note that they are the local, position-dependent deformations, not the averages \( \mathbf{B} \) and \( \mathbf{\n} \). This active force induces a local flow velocity field \( \mathbf{u}(\mathbf{r}) \). The Stokes equation for the flow
velocity field then becomes
\[ \mathbf{f}_{\text{active}}(\mathbf{r}) + \mu \nabla^2 \mathbf{u}(\mathbf{r}) - \nabla p(\mathbf{r}) = 0, \tag{48} \]
where \( p(\mathbf{r}) \) is the pressure field, which enforces the constraint of incompressibility
\[ \nabla \cdot \mathbf{u}(\mathbf{r}) = 0. \tag{49} \]
For one solution method, we can perform a Fourier transformation from position \( \mathbf{r} \) to wavevector \( \mathbf{q} \), and obtain
\[ \mathbf{f}_{\text{active}}(\mathbf{q}) - i \mu q^2 \mathbf{u}(\mathbf{q}) - iq \mathbf{p}(\mathbf{q}) = 0, \quad i \mathbf{q} \cdot \mathbf{u}(\mathbf{q}) = 0. \tag{50} \]
The solutions for velocity and pressure in Fourier space are
\[ \mathbf{u}(\mathbf{q}) = \frac{1}{\mu q^2} \left[ \mathbf{I} - \frac{\mathbf{q} \mathbf{q}^T}{q^2} \right] \cdot \mathbf{f}_{\text{active}}(\mathbf{q}), \quad p(\mathbf{q}) = -\frac{iq}{q^2} \cdot \mathbf{f}_{\text{active}}(\mathbf{q}). \tag{51} \]
Next, we must perform an inverse Fourier transformation to calculate the velocity field \( \mathbf{u}(\mathbf{r}) \) in position space. In particular, we would like to find the velocity field evaluated along the disclination line itself, because that gives the self-propelled velocity \( \mathbf{u}_{\text{sp}} = \mathbf{u}(\mathbf{r} = 0) \) of the disclination.

We apply this solution method to the director field of Eqs. (1) and (19). For this calculation, we must distinguish carefully between vectors in 3D and vectors in the 2D plane normal to the tangent vector \( \hat{\mathbf{i}} \). Hence, we adopt the convention that Latin indices are range over all three directions, while Greek indices range only over the two directions \( x \) and \( y \). We also define \( \rho = (r_{\mu} r_{\nu})^{1/2} \) as the radius outward from the disclination line in cylindrical coordinates, and \( \delta_{ij}^\perp = \delta_{ij} - \rho \hat{\mathbf{i}} \) as the 2D Kronecker symbol. The director field can then be written compactly in tensor notation as
\[ n_{\mu j} = \frac{\delta_{ij} - \Omega_{ij}}{2} + \frac{[\nu_{\mu}(m_{\nu} m_{j} - m_{\nu}' m_{j}')] + \nu_{\mu}'(m_{\nu} m_{j} + m_{\nu}' m_{j})]}{2} \cdot \frac{r_{\mu}}{\rho}. \tag{52} \]
In position space, the active force is
\[ \mathbf{f}_{\text{active}}(\mathbf{r}) = \mathbf{u}_{\text{active}}(\mathbf{r} = 0) \tag{53} \]
\[ = -\frac{1}{\mu} \frac{\delta_{ij}^\perp}{q^2} \mathbf{f}_{\text{active}}(\mathbf{q}) - \frac{1}{2} \frac{\nu_{\mu}(m_{\nu} m_{j} - m_{\nu}' m_{j}')} + \nu_{\mu}'(m_{\nu} m_{j} + m_{\nu}' m_{j})]}{q^2} \left[ \frac{\delta_{ij}^\perp}{\rho} - \frac{r_{\mu} r_{\nu}}{\rho^3} \right]. \tag{54} \]
In Fourier space, this active force becomes
\[ \mathbf{f}_{\text{active}}(\mathbf{q}) = -\frac{1}{\mu} \frac{\delta_{ij}^\perp}{q^2} \mathbf{f}_{\text{active}}(\mathbf{q}) - \frac{1}{2} \frac{\nu_{\mu}(m_{\nu} m_{j} - m_{\nu}' m_{j}')} + \nu_{\mu}'(m_{\nu} m_{j} + m_{\nu}' m_{j})]}{q^2} \left[ \frac{\delta_{ij}^\perp}{\rho} - \frac{r_{\mu} r_{\nu}}{\rho^3} \right]. \tag{55} \]
Now we perform the inverse Fourier transformation back into real space. The integrals diverge with small \( q_\perp \), corresponding to large system size. Hence, we impose an infrared cutoff of \( q_\min = 1/R_\perp \) on the integrals, and obtain the self-propelled velocity
\[ \mathbf{u}_{\text{sp}}(\mathbf{r}) = \mathbf{u}(\mathbf{r} = 0), \tag{56} \]
\[ = -\frac{\zeta R_\perp}{16 \mu} \left[ \frac{1}{4} \delta_{ij}^\perp \mathbf{f}_{\text{active}}(\mathbf{q}) - \frac{1}{2} \frac{\nu_{\mu}(m_{\nu} m_{j} - m_{\nu}' m_{j}')} + \nu_{\mu}'(m_{\nu} m_{j} + m_{\nu}' m_{j})]}{q^2} \left[ \frac{\delta_{ij}^\perp}{\rho} - \frac{r_{\mu} r_{\nu}}{\rho^3} \right]. \tag{57} \]
Recall that \( \mathbf{p} \) is the defect orientation vector defined in Eq. (10), and \( \mathbf{v} = (\cos \phi_{\mathbf{p}}, \sin \phi_{\mathbf{p}}, 0) \) is the direction outward from the disclination such that \( \mathbf{n} \) is in the plane perpendicular to \( \mathbf{i} \), as defined in Eq. (19). This result for \( \mathbf{u}_{\text{sp}} \) is equivalent to the expression found previously by Binysh et al. (20).

To interpret this result, note that the incompressibility constraint plays an important role in the calculation. In Fourier space, Eq. (51) shows that \( \mathbf{f}_{\text{active}} = \zeta \mathbf{B} - \mathbf{v} \mathbf{f}_{\text{active}} \) provides the force, but the direction of the velocity is not the same as the direction of the force. Rather, the incompressibility constraint gives the projection operator \( \mathbf{I} - \mathbf{q} \mathbf{q}^T/\mu q^2 \), which acts on the force to give the velocity. The same effect can be seen in real space. If we did not have the incompressibility constraint, and hence did not have the projection operator, then the self-propelled velocity would be simply
\[ \mathbf{u}_{\text{unconstrained}} = -\frac{\zeta R_\perp}{2 \mu} \mathbf{p}. \tag{58} \]
Hence, we can say that the active force acting on the disclination is in the \(-\zeta \mathbf{p}\) direction, which is consistent with the average bend and average splay of Sec. 2. However, the incompressibility constraint prevents the disclination from moving in that direction, because such motion would induce density changes. The difference between \( \mathbf{u}_{\text{sp}} \) and \( \mathbf{u}_{\text{unconstrained}} \) is a vector perpendicular to \( \mathbf{i} \). This result is reasonable, because a force parallel to \( \mathbf{i} \) does not induce any density changes in this model of a uniform, straight disclination line.

In conclusion, this article has analyzed the geometry of disclination lines in 3D nematic liquid crystals, as well as the forces acting on these defects. Our geometric analysis shows that disclination lines have features with one-fold, two-fold, and three-fold symmetry. The one-fold and three-fold symmetric features correspond to orientational properties of \( +1/2 \) and \(-1/2 \) disclinations in 2D nematic liquid crystals, while the two-fold features are a new aspect of twisted disclinations in 3D. Using this geometric analysis, we have investigated three types of forces: Peach-Koehler forces due to externally applied stress, interaction forces between two disclination lines, and active forces. We find that Peach-Koehler and interaction forces are sensitive to the disclination rotation vector \( \mathbf{\Omega} \), while active forces depend on higher-order geometric features, particularly the vector \( \mathbf{p} \), which corresponds to the orientation of a \(+1/2 \) disclination in 2D. This characterization of forces should facilitate the analysis of experiments on both
conventional and active liquid crystals.
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