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Abstract

Online news do not always come from reliable sources and they are not always even realistic. The constantly growing number of online textual data has raised the need for detecting deception and bias in texts from different domains recently. In this paper, we identify different types of unrealistic news (clickbait and fake news written for entertainment purposes) written in Hungarian on the basis of a rich feature set and with the help of machine learning methods. Our tool achieves competitive scores: it is able to classify clickbait, fake news written for entertainment purposes and real news with an accuracy of over 80%. It is also highlighted that morphological features perform the best in this classification task.

1 Introduction

The growing number of online news and the ability to easily and rapidly distribute information on the internet increasingly stimulate demand for automatic fact checking (Thorne and Vlachos, 2018). As a consequence, linguistic aspects of deception, bias and uncertainty detection have raised worldwide interest recently and have been thoroughly studied in a variety of NLP-applications (Zhou et al., 2004; Mihalcea and Strapparava, 2009; Szarvas et al., 2012; Choi et al., 2012; Girlea et al., 2016; Barrón-Cedeño et al., 2019). However, determining the trustworthiness of news and separating facts from misinformation is still a challenging and often controversial task (Graves, 2018).

There may be several motivations for spreading fake news on the internet. Hoax websites, for instance, publish dubious news (clickbait) in order to spread different kinds of misinformation or make money by spreading commercials. To be more specific, fabricated news draw disproportionate attention on social networks most of the time, outperforming conventional news (Graves, 2018). Consequently, publishing interesting fake news is a great way to spread advertisements on the internet. At the same time, there are pages where the primary purpose is to entertain readers by spreading fake news. In this case the readers are aware of the deceptive nature of the information provided and they read it just for fun.

In this paper we will focus on two types of fake news written in Hungarian, namely clickbait and fake news written for entertainment purposes. Our main goal is to distinguish these two types from real news with machine learning methods. We will also analyse what type of linguistic information can contribute the most to performance.

The paper is structured as follows: First, we will give a short review of the relevant research work and we detail the importance and benefits of the recent analysis. Then, we will present the corpus analysed, along with its basic statistical data and the methods and tools we used in the experiments. Next, we will introduce our rich feature set consisting of statistical, morphological, syntactic, semantic and pragmatic features applied for statistical significance analysis and machine learning experiments. We will discuss the findings of the significance analysis, and then, we will provide a detailed description of the machine learning experiments, along with the results. Finally, we discuss the results and add some ideas for future work.
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2 Related work

Most of the authors address the issue of automatic fact extraction and binary classification verification task based on machine learning methods and annotated datasets. There are several studies addressing the phenomena of deception and bias in different types of discourse. For instance, most of the authors analyze the phenomena of deception and bias either in speech text (Fetzer, 2008; Fraser, 2010; Scheithauer, 2007; Simon-Vandenbergen et al., 2007) or address the issue of automatic fact extraction and binary classification verification task (Greene and Resnik, 2009; Rubin et al., 2015; Wang, 2017; Thorne and Vlachos, 2018; Thorne et al., 2018; Graves, 2018). In addition, uncertainty detectors have mostly been developed in the biological and medical domains (Szarvas et al., 2012). Also, a few studies seem to address the issue of the systematic analysis of a huge amount of propaganda texts (Propaganda Analysis, 1938; Rashkin et al., 2017; Barrón-Cedeño et al., 2019; Vincze et al., 2019; Kmetty et al., 2020; Szabó et al., 2020).

Recently, several databases have been compiled for the English language which contain both fake and real news. For instance, the dataset described in Vlachos and Riedel (2014) consists of a total of 221 statements, along with their veracity value. The Liar corpus contains approximately 13,000 short political statements (Wang, 2017). The Emergent Corpus consists of 300 statements and 2500 news related to the semantic content of the statements, along with their veracity value (Ferreira and Vlachos, 2016). Our study is most similar in vein to Rubin et al. (2016), which compares satirical news to real news, collected from different websites. Pérez-Rosas et al. (2018) used crowdsourcing to generate fake news on the basis of real news and then carried out machine learning experiments to separate the two types. There are also a few studies that identify clickbaits (see e.g. Biyani et al. (2016) for English and Karadzhov et al. (2017) for Bulgarian).

The above studies focus on the phenomena of deception and bias almost exclusively in sources written in English, so the reported research findings and models are mostly limited to the English language. The same goes for the currently existing datasets. Santos et al. (2020) forms an exception, which, however, aims at the distinction of Brazilian Portuguese fake and real news. To the best of our knowledge, our recent research work is the first attempt at the automatic detection of Hungarian fake news.

The main contributions of our paper are the following:

• We present a novel dataset for detecting fake news in Hungarian;
• We define a rich feature set of linguistic parameters for detecting different characteristics of different types of Hungarian news examined;
• We carry out a detailed statistical analysis of linguistic parameters that may distinguish real news, clickbait and entertaining fake news in Hungarian;
• We perform machine learning experiments with the above mentioned feature set for detecting real news, clickbait and fake news written for entertainment purposes;
• We analyze the effect of each set of features and identify the best combination of these features for the task.

3 The corpus

Our study was conducted on a corpus of 180 online news compiled by us. First, the real news come from several national and regional news portals, e.g. www.index.hu, www.origo.hu and www.delmagyar.hu. Second, the fake news were collected from two sources. On the one hand, we selected some special news published on the 1st of April (Fools’ Day) on some of the news portals basically spreading real news, as this day is traditionally seen as an occasion for making pranks. These news were intended to play a trick on readers. On the other hand, we downloaded articles from the Hírcsárda website. These texts are mostly based on parodies of current political and public events, and their
explicit purpose is not to spread real or fake news but to entertain the readers. Third, the clickbait news were downloaded from websites that were collected by a Hungarian real news portal and were claimed to be unreliable². Most of the texts were published during the time period between 2017 and 2019. For each type of text, we collected 60 documents. The news were randomly selected but we made sure that a given topic should not be included in the corpus more than one time.

The basic data of our corpus are presented in Table 1.

### 4 Experiments

In this section, we present our methods for identifying the three types of news with machine learning methods as well as providing statistical significance analysis for the linguistic features defined for the task.

#### 4.1 Feature set

As a first step, we automatically preprocessed the texts with magyarlanc (Zsibrita et al., 2013), a toolkit written in JAVA for the linguistic processing of Hungarian texts. With this tool, the text was first split into sentences, then tokenised and lemmatised, and finally morphologically and syntactically analyzed. Based on the output of magyarlanc, we extracted a high number of linguistic features. Our feature set consists of the following features:

- **Basic statistical features**: the number of sentences; the number of words; the number and rate of lemmas; the average sentence length.

- **Morphological features**: Part-of-speech (or POS) features: the number and frequency of nouns, proper nouns, verbs, adjectives, (demonstrative) pronouns, numerals, adverbs, conjunctions and unanalyzed words (i.e. those with an “unknown” POS tag); the number of punctuation marks; the number and frequency of imperative and conditional verbs; the number and frequency of past and present tense verbs; the number and frequency of first person singular verbs and of first person plural verbs; the number and frequency of frequentative, causative and modal verbs; the number and frequency of comparative and superlative adjectives.

- **Syntactic features**: the number and frequency of subjects and objects as Hungarian is a pro-drop language, meaning that pronominal subjects and objects might not be overt in the clause; the number and frequency of adverbials; the number and frequency of coordinations and subordinations.

- **Semantic features**: the number and frequency of negation words; the number and frequency of content words and function words; the number of frequency of public verbs, private verbs and suasive verbs based on a Hungarian translation of lists found in Quirk et al. (1985). Uncertainty features: the number and frequency of words belonging to several classes of linguistic uncertainty based on Vincze (2014a). Sentiment features: the number and frequency of positive and negative words based on a list of sentiment phrases. We applied two different Hungarian dictionaries for sentiment analysis: one list was a translation of Liu (2012), while the other one contained Hungarian slang words (Szabó, 2015), respectively. Emotion features: the number and frequency of words belonging to the emotions described in Szabó et al. (2016).

For list-based semantic features we used a simple dictionary-based method. Thus, if a lemma in our corpora matched with any item in our lists, it was counted as a hit.
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• **Pragmatic features:** the number and frequency of speech act verbs, based on a list manually constructed by us; the number and frequency of literal quotes and citations, detected on the basis of quotation marks and dashes at the beginning of the sentences. The number and frequency of discourse markers. To find discourse markers in the texts we applied a word list based on Déder Markó (2007).

4.2 Statistical significance analysis

In order to measure the effect of each feature in distinguishing real news, clickbait and entertaining fake news, we performed statistical significance tests (pairwise t-tests) for all features.

Here we assume that the distinction between different types of fake news and real news is primarily a semantic-pragmatic problem. As a consequence, we also presuppose that morphological and syntactic features of the texts in the three subcorpora will not necessarily differ from each other.

The results of the statistical significance analysis are shown in Table 2. For the sake of simplicity, we provide p-values for features only where a statistically significant difference was found. For comparison, we also report the mean values for each feature for all classes in Table 3.

4.3 Machine learning experiments

In addition to the statistical significance analysis, we seek to automatically discriminate clickbait and fake news from real news. For this purpose, we made use of the above mentioned rich feature set including statistical, morphological, syntactic, semantic and pragmatic characteristics of Hungarian texts.

In our experiments, we used a Random Forest classifier (Breiman, 2001) with ten fold cross validation since it does not easily overfit. In order to examine which features play the most important role in distinguishing the three groups of news, we divided the features into five main groups based on a linguistic classification, and experimented with all possible combinations of these groups, yielding an extensive ablation analysis. The baseline method was majority classification, which achieved an accuracy of 33.33%.

5 Results

In this section, we present the results of both our statistical analysis and machine learning experiments.

5.1 Results of statistical significance analysis

Table 2 shows the features that exhibit significant differences among three groups of news. Basically, our hypothesis is just partly confirmed: the findings do not show the outstanding role of semantic-pragmatic features because at the same time, morphological characteristics of the tokens proved to be also essential.

Apart from morphological features, the frequency distribution of certain types of semantic contents also seem to be significantly different in the three subcorpora. For instance, there is a significant difference of the frequency of uncertainty markers such as condition, weasel, peacock and hedge between clickbait news and both of the other corpora. While the first type belongs to semantic uncertainty, the latter three are types of uncertainty at the discourse level (Vincze, 2013). In the case of semantic uncertainty, the lexical content (meaning) of the uncertainty marker (cue) is responsible for uncertainty, e.g. *may, possible, believe* etc. (Vincze, 2014b). In contrast to semantic uncertainty (Szarvas et al., 2012), in the case of discourse level uncertainty, “the missing or intentionally omitted information is not related to the propositional content of the utterance but to other factors”, e.g. for cues like *some, often, much* etc. Bias evoked by discourse-level uncertainty might be viewed as a characteristic feature of clickbait news.

5.2 Results of machine learning experiments

In the best scenario, our machine learning algorithm achieved an accuracy of 82.78%, which was yielded by combining statistical, morphological, semantic and pragmatic features. This proved to be the best combination of features for identifying fake news (with an F-score of 81.4). The combination of morphological and semantic features seemed to be the most effective for identifying real news, obtaining an F-score of 80.3. As for clickbait news, the combination of statistical, syntactic, semantic and pragmatic features yielded the best result (an F-score of 89.1). More detailed results are shown in Table 4.
| Feature                | click-fake | fake-real | click-real | Feature                | click-fake | fake-real | click-real |
|------------------------|------------|-----------|------------|------------------------|------------|-----------|------------|
| token #                |            | 0.0047    |            | coord. %               | 0.0306     |           |            |
| lemma #                | 0.0054     | 0.0013    |            | uncertain %            | 0.0254     | 0.0053    |            |
| lemma %                | <0.0001    | 0.0001    | <0.00001   | negation %             | 0.0003     | <0.0001   | 0.0054     |
| token %                | <0.00001   | 0.0001    | <0.00001   | invest. %              |            |           |            |
| sentence length        |            | 0.0007    |            | epistemic %            | 0.0492     |           |            |
| unknown #              | <0.0001    | <0.0001   | <0.00001   | condition %            | 0.0154     | 0.0005    |            |
| unknown %              | <0.0001    | <0.0001   | <0.00001   | joy %                  | <0.0001    | 0.0011    | <0.0001    |
| noun %                 | 0.0328     | 0.0379    | 0.0009     | love %                 | 0.0159     |           | 0.0248     |
| adjective %            | 0.0137     | 0.0456    | 0.0008     | joy %                  | <0.0001    | 0.0011    | <0.0001    |
| pronoun %              | 0.0213     | 0.0006    | 0.0001     | sorrow %               | 0.0058     | 0.0117    |            |
| numeral %              | <0.0001    | <0.0001   | <0.00001   | sorrow %               | 0.0078     |           | 0.0007     |
| punct                  | <0.00001   | <0.0001   | <0.00001   | surprise %             | 0.0288     |           | 0.0063     |
| proper noun #          |            | 0.0149    |            | positive1 #            |            |           |            |
| verb %                 | <0.0001    | <0.0001   | <0.00001   | positive2 %            | <0.0001    | <0.0001   |            |
| noun %                 | <0.0001    | 0.0358    | <0.00001   | positive2 %            | 0.0010     |           |            |
| adjective %            | 0.0137     | 0.0456    | 0.0008     | emotion %              |            |           |            |
| pronoun %              | <0.0001    | <0.0001   | <0.00001   | content %              | <0.0001    | <0.0001   |            |
| conjunction %          | 0.0094     | 0.0012    | <0.00001   | negative1 %            |            |           |            |
| numeral %              | 0.0005     | <0.0001   | <0.00001   | negative1 %            |            |           |            |
| adverb %               | <0.0001    | 0.0007    | <0.00001   | negative2 %            | <0.0001    | <0.0001   |            |
| proper noun %          | <0.0001    | <0.0001   | <0.00001   | positive2 %            | 0.0279     | 0.0280    |            |
| comparative %          | 0.0214     |            |            | positive2 %            |            |           |            |
| superlative %          |            | <0.0001   | <0.00001   | positive2 %            | <0.0001    | <0.0001   |            |
| past tense #           | 0.0154     |            |            | positive2 %            | 0.0010     |           |            |
| past tense %           | 0.0018     | 0.0165    |            | positive2 %            | 0.0001     | 0.0011    | <0.0001    |
| present tense %        | 0.0035     |            |            | positive2 %            | 0.0280     | 0.0125    |            |
| imperative #           | 0.0009     | 0.0286    |            | content %              | <0.0001    |           |            |
| imperative %           | 0.0006     | 0.0008    |            | negative %             | <0.0001    | <0.0001   |            |
| 1Sg verb %             |            | 0.0046    | 0.0255     | function %             |            |           |            |
| 1Pl verb %             | 0.0357     |            |            | public verb %          | 0.0047     | 0.0002    |            |
| dem. pronoun #         | 0.0093     | 0.0026    | 0.0255     | private verb %         |            |           |            |
| IPl verb %             | 0.0357     |            |            | public verb %          | 0.0228     | 0.0003    |            |
| dem. pronoun %         | 0.0067     | 0.0080    |            | suasive verb %         | 0.0245     |           |            |
| modal verb %           | 0.0019     | 0.0440    |            | quote %                | <0.0001    | 0.0206    |            |
| subject #              | 0.0418     | 0.0071    |            | dash %                 | 0.0001     | 0.0178    |            |
| subord. #              | 0.0056     | 0.0213    | 0.0002     | speech act %           | 0.0322     |           | 0.179      |
| coord. #               | 0.0418     | 0.0071    |            | quote %                | <0.0001    | 0.0008    |            |
| subord. %              | <0.0001    | 0.0005    | <0.0001    | dash %                 | 0.0001     |           | 0.0008    |
| adverbial %            | 0.0259     | 0.0246    |            | disc. marker %         | 0.0001     | 0.0034    | <0.0001    |

Table 2: Statistically significant features. #: number, %: rate.
Table 3: Mean values for features in each class. #: number, %: rate.
As can be seen, our algorithm is notably more effective than the baseline method: even the least effective combination of features (i.e. syntactic features on their own) obtained an accuracy of 57.78%. The data also show that the system performs best when it comes to the detection of clickbait news: in the best case scenario, the algorithm properly identified 53 texts and only 2 texts were misclassified as fake news and 5 as real news. The performance was a bit weaker in the case of fake and real news. Overall, the method can be considered effective as it classified only 14 unreal news as real news from the 120 clickbait and fake news.

We also examined the efficiency of each feature set in our ablation experiments. As shown in Table 4, morphological features proved to be most effective, but semantic features also contributed to the success of the automatic detection. The results of the significance tests indicated that syntactic and pragmatic features had a somewhat weaker role in distinguishing the classes, which fact was also confirmed by our machine learning experiments.

### 6 Discussion of the results

Our results showed that our machine learning experiments achieved an accuracy of 82.78% in the classification task of real, clickbait and entertaining fake news. In this case we used all the feature groups with the exception of syntactic features. Here we discuss our results, with special regard to morphological and semantic features. Moreover, we also provide an error analysis.

#### 6.1 The role of morphology

Examining the role of each feature set, our hypothesis is just partly confirmed: the findings do not show the outstanding role of semantic-pragmatic features in our machine learning experiments. Rather, it was morphology that proved to be the most effective.
In addition to the significant differences of frequency distributions of specific morphological features, morphological characteristics of the subcorpora examined played a decisive role in our machine learning experiments. For instance, when we applied morphological features of the subcorpora exclusively, we achieved an F-score of 80.6 that can be considered notably high compared to the best performance of our algorithm (82.8). At the same time, without these features the best performance we achieved was 75.3% (using statistical, semantic and pragmatic features).

In order to further examine the role of morphology, we divided the features into part-of-speech and deeper morphological features and ran the experiments with only parts-of-speech features and deep morphological features, respectively. This analysis showed that as long as the algorithm achieved 78% using part-of-speech features exclusively, the performance was only 58% when we used the deep morphological features, highlighting the outstanding role of POS tags in the task. Therefore, by using only POS-level information (i.e. keeping the feature set very simple), we can achieve an encouraging result for identifying Hungarian fabricated news.

To investigate this further, we analyzed the frequency distribution of parts-of-speech in a meticulous way. There is a significant difference of the frequency distribution of verbs and adverbs among all the subcorpora examined: there are significantly more verbs and adverbs in clickbait news. What is more, there is a significant difference of the noun, adjective and pronoun rates between clickbait and entertaining fake news, as well as clickbait and real news. More specifically, contributors of clickbait news use less nouns and adjectives and more pronouns than contributors of real news and entertaining fake news. From these results we can conclude that the sentence structure of the clickbait news is notably different from that of the real news: by using more verbal elements, clickbait news seem to highlight the events and happenings and pay less attention to the participants of the events (i.e. nominal elements). In other words, clickbait news emphasize what happened and the details behind the act (e.g. actors, objects etc.) are less noteworthy.

As for other morphological features of the subcorpora, authors of clickbait news use more imperative and less conditional verb forms than the other two text types. While the former feature may be considered as a sign of the need for action, the latter might be viewed as a sign of uncertainty. The results also showed that there is a higher frequency of past tense in real news than present tense compared to clickbait and entertaining fake news. In other words, real and fake news appear to concentrate on past events, i.e. they have a descriptive function, whereas clickbait news focus on the “here and now”, representing a more “active” and “powerful” discourse, this enticing readers to click on them. It is also worth mentioning that there is a higher occurrence of first person plural verb forms in clickbait and in entertaining fake news than in real news. This feature may be considered as a linguistic strategy for manipulation since in the unreal news, it may evoke a shared feeling of common ground, attempting to deceive the reader (Bárházi, 2008).

6.2 The role of semantics

As for frequency distribution of certain types of semantic contents there is a significantly higher frequency of uncertainty markers such as condition, weasel, peacock and hedge in clickbait news compared to the fake and real news. At the same time, the frequency difference between fake and real news is not significant in this case. The latter feature shows that fake news tend to present information as factual statements, thereby increasing the apparent authenticity and credibility of the content.

With regard to the sentiment and emotional content of the texts, there is a significantly higher frequency of positive sentiment rate in clickbait news. What is more, there is a significantly higher frequency of “love” and “joy” in clickbait news compared to the other two text types. Data also show that these emotions are more frequent in fake news than in real news as well. Based on these results we may conclude that positive attitude characterizes unreliable news more than real news. These results correlate with a previous research finding about the linguistic features of Hungarian communist propaganda texts (Vincze et al., 2019), where it was also proved that propaganda texts bound in positive emotions.

However, we also should mention that there are more words representing anxiety and fear in clickbait news than real and fake news as well. This might reflect the emphatic role of emotions in clickbait news,
which is probably related to the general purpose of these texts, i.e. the more emotional a text is, the more probably it will generate clicks.

6.3 Error analysis

Below we present some examples of news that are misclassified by the system.

Real news classified as fake news:
- **Golden State Warriors are reluctant to celebrate their latest title at the White House**
- **180-year old postcard making company wound up**

Fake news classified as real news:
- **Formula-1 in Szeged, Hungary**
- **Fake Grabovoi numbers appeared**

Clickbait news classified as real news:
- **Scary: Nostradamus’s prophecies for 2019**
- **10 shocking photos without an explanation**

Analyzing the incorrectly classified documents, it was revealed that short real news were often misclassified as real news tend to be longer than fake news. On the other hand, clickbait news that contained a lower rate of imperatives and/or a higher rate of conditionals were more prone to be classified as real news. Finally, fake news with lots of negative words were often misclassified as real news.

7 Conclusions and future work

In this work, we reported on the automatic discrimination between Hungarian real news, clickbait news and fake news written for entertaining purposes. Our results confirm that it is possible to successfully detect untrustful news based on a rich – morphological, syntactic, semantic and pragmatic – feature set, and especially morphological features play an important role in the process. Besides morphological features, the added value of semantic features was also apparent, while at the same time, syntactic features did not have a notable effect on our results. Our experiments show the potential for exploiting the morphological, more specifically part-of-speech features for fake news detection.

As a next step of the research, on the basis of the findings of the recent analysis, we would like to apply our methods and tools on texts belonging to other domains. We will attempt to further train our algorithm to discriminate texts containing propagandistic features, bias, misinformation or disinformation. Moreover, we would like to compare these results to previous findings concerning the linguistic features of Hungarian Communist propaganda texts (Vincze et al., 2019). Finally, we would like to compare our results obtained on Hungarian texts with those on English corpora (Barrón-Cedeño et al., 2019) and possibly other languages as well.
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