Artwork Identification for 360-Degree Panoramic Images Using Polyhedron-Based Rectilinear Projection and Keypoint Shapes
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Abstract: With the increased development of 360-degree production technologies, artwork has recently been photographed without authorization. To prevent this infringement, we propose an artwork identification methodology for 360-degree images. We transform the 360-degree image into a three-dimensional sphere and wrap it with a polyhedron. On the sphere, several points are located on the polyhedron to determine the width, height, and direction of the rectilinear projection. The 360-degree image is divided and transformed into several rectilinear projected images to reduce the adverse effects from the distorted panoramic image. We also propose a method for improving the identification precision of artwork located at a highly distorted position using the difference of keypoint shapes. After applying the proposed methods, identification precision is increased by 45% for artwork that is displayed on a 79-inch monitor in a seriously distorted position with features that were generated by scale-invariant feature transformations.
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1. Introduction

In recent years, the explosive development of 360-degree camera technology has led to rapid growth in 360-degree video, images, and multimedia viewing services, including social media and video-sharing websites such as Facebook and YouTube [1,2]. Users can easily take a 360-degree photo with a 360-degree camera and a smartphone. However, when a copyrighted artwork is either inadvertently or deliberately photographed without permission, copyright infringement occurs. Currently, manual inspections are performed of copyrighted contents in 360-degree multimedia. Thus, it is important to develop an automatic technology for identifying artwork for multimedia sharing systems before 360-degree multimedia are uploaded. To prevent unauthorized artwork from being illegally distributed by 360-degree multimedia viewing services, it is important to identify the artwork inside 360-degree images. Over the last decade, many computer vision algorithms have been proposed for extracting features, recognizing objects, and retrieving images [3–65]. Although many algorithms have been used to extract features and identify objects, no technology specifically identifies artwork inside the 360-degree image.

A 360-degree image is stored in an equirectangular projected format. The equirectangular projection maps the entire surface of a sphere onto a flat image [66–70]. The vertical axis is latitude and the horizontal axis is longitude. Because most locations in the equirectangular projected image are seriously distorted, the keypoints from the original artwork are either extremely difficult to match to those from the same artwork in the 360-degree image, or are matched to irrelevant objects. Therefore,
we divide the 360-degree image into several portions and transform them into several rectilinear projected images. The rectilinear projection maps a portion of a sphere to a flat image. The feature extraction and matching procedures are performed based on the rectilinear projected images.

The proposed method transforms the equirectangular projected 360-degree image to a sphere that has a radius of 1 and generates a polyhedron to wrap the sphere with polygons. Next, it locates several points on the sphere that are closest to the vertices of the polyhedron. The Euclidean distances between the points are used to determine the widths, heights, and directions of the rectilinear projections. With these parameters, the equirectangular projected 360-degree image is transformed into several rectilinear projected images. Identification is implemented by matching the features extracted from the transformed images to those in the original artwork. We also propose a method for improving the identification precision of artwork that is located in a highly distorted position by matching the keypoint’s shapes. The shape of the keypoints is represented by the proportion of vector norms for the connected keypoints. By measuring the difference of the shapes of keypoints (DSK), we can identify false matches. Figure 1 provides a flowchart for the proposed method. In the experimental results section, we compare matching results before and after applying the proposed methods.

![Flowchart of the proposed method.](image)

**Figure 1.** Flowchart of the proposed method.

2. Research Background

A 360-degree image is achieved by stitching several individual images together based on the feature matching method [66,67]. The images are photographs taken from different angles. The first step is to extract the local features. One frequently used feature is the scale invariant feature transform (SIFT). To establish relationships between the individual images, the features are matched to each other. An estimation procedure, the random sample consensus (RANSAC) algorithm, is used to remove outliers and retain inliers that are compatible with a homography between the individual images. Next, a set of correct matches is selected by verifying the matches that were based on the inliers. A bundle adjustment procedure further refines the estimated distortion factors. To ensure smooth transitions between images, a blending procedure is applied to the overlapped images. Finally, the 360-degree image is produced by projecting the stitched image onto spherical formats for viewing. The most commonly used format is the equirectangular projection. Most of the regions in the equirectangular projected image are seriously distorted. The photograph of the artwork is affected by several image processing operations during the stitching and projection. Therefore, the keypoints from the original artwork either are extremely difficult to match to those from the same artwork in the 360-degree image, or are matched to irrelevant objects.
In the last decade, several robust algorithms have been proposed for extracting features from images in a variety of computer vision applications. One of the most famous of these algorithms is the SIFT, which detects interest points, specifically keypoints, and assigns orientation properties to each keypoint based on the direction of the local gradient. In the field of facial recognition, the SIFT can detect specific facial features and performs well [11–15]. In [14], the SIFT was used to extract 3D geometry information from 3D face shapes to recognize 3D facial expressions. The SIFT was also used to recognize specific objects, such as TV logos [16] and regular art pictures [17]. However, the art pictures recognized were merely ordinarily photographed pictures. Content-based image retrieval (CBIR) is an application that searches images that are similar to the query image in a database. Because of the SIFT’s rotation, scale and translation invariant properties, it demonstrated adequate retrieval performance in the CBIR evaluation [18,19]. However, because of the SIFT’s high computation complexity, researchers have proposed additional methods to increase its speed.

The speeded-up robust features (SURF) were partially inspired by the SIFT. The descriptor is composed of a histogram constructed from several gradient orientations that surround a keypoint. It is obtained based on integral images for convolutions and the strength of both a Hessian matrix- and a distribution-based descriptor. The length of the standard SIFT descriptor is 128, whereas that of the SURF descriptor is condensed to 64. In [21], the authors used SURF descriptors for image retrieval and classification. They extracted interest points from images in combination with the bag-of-words method to obtain adequate retrieval and classification results. In [22,23], the authors used SURF detectors and descriptors for facial recognition. The keypoints were extracted from facial images following image processing procedures, such as histogram equalization and normalization. The gradients for the neighborhoods of keypoints were used to describe person-specific features.

The features from an accelerated segment test (FAST) were proposed to reduce the computational complexity for real-time application. The FAST detector performs tests by examining a circle of 16 pixels to detect features. When three of the 16 pixels are greater or less than the intensity of the center pixel, a feature can be detected. A decision tree algorithm, specifically iterative dichotomiser3, selects the three pixels. Similar to other methods, the FAST was used for facial recognition, specifically in videos. In [56], the FAST was used to detect local features for omnidirectional vision. However, matching was only performed between the features of the panoramic images instead of matching the features of the original objects to those in the panoramic images. To identify the most important region in an image, the region of interest (ROI), [59] used the FAST to distinguish between important and unimportant content in the image. In [58], the FAST was also used to approximate ROI detection of fetal genital organs in B-mode ultrasound images. In [57], the FAST was used to extract keypoints of pine floorboard images to guide a wood patching robot.

The maximally stable extremal regions (MSER) detection algorithm detects the invariant stable extremal regions. The extremal region is closed under continuous and monotonic transformations of image coordinates and intensities. The MSER is defined as the property of the intensity function on the outer boundary. Local minima of the changing rate for the area function are the intensity levels that are the thresholds for producing MSER. This is represented by the position of the local intensity maximum or minimum and a threshold. Because of the MSER’s invariant and stable properties, it has been used in many applications, such as text and image segmentation [47–50], video fingerprinting [51], human tracking [52] and object recognition [53].

The histograms of oriented gradient (HOG) evaluate normalized local histograms of gradient orientations on a dense grid. It uses overlapping local contrast normalizations for improving performance. The HOG feature has significant effects for detecting humans and vehicles in conjunction with machine learning algorithms [41–45]. One interesting application used HOG features to detect landmines in ground-penetrating radar [40]. The HOG was also used for facial expression recognition [39] and other object recognition, such as plant leaves [37], handwritten digits [38], and off-line signatures [36].
The BRISK descriptor is generated from a configurable circular sampling pattern. It is obtained by computing brightness comparisons. To improve the accuracy of facial detection against pose variation, in [26], the feature descriptors of binary robust invariant scalable keypoints (BRISK) were used to register facial images, which are processed prior to facial recognition. The BRISK also has adequate performance for recognizing gender [31] and people [30] using facial and ocular images. In [29], the BRISK was used to recognize appearance-based places for collaborative robot localization.

Similar to the BRISK, the sampling pattern that is used for the fast retina keypoint (FREAK) is based on Gaussians and is derived from the retina in the human eye. Because its low computation cost is an advantage, the FREAK was used in multimedia for image and video classification [63,64]. In target-matching recognition for satellite images, the recognition had poor accuracy and robustness because of its unfit feature detector and large amount of data. Accordingly, FREAK was used to improve target-matching recognition for satellite remote sensing images [65]. To prevent the distribution of pornography, the FREAK descriptor was used to detect pornographic images in conjunction with the bag-of-words model [61,62].

In [71], the authors explored the use of the query-by-picture technology for artwork recognition. The SURF and eigenpaintings are combined to recognize the artwork images on mobile phones. However, the approach required a preprocessing step to extract the foreground from the image. The artwork recognition was only performed on the foreground. The artwork segmentation relied on the fact that the artwork was presented on a uniform white background. However, the artworks in 360-degree images are surrounded by various objects. Therefore, the approach is inappropriate for identifying the artworks in 360-degree images.

A fully affine invariant image matching method called affine-SIFT (ASIFT) was proposed in [72]. The ASIFT extends the SIFT to a fully affine invariant device. It simulates scale, longitude and latitude angles of camera. It also normalizes translation and rotation. It transforms images by simulating all possible affine distortions caused by a change in the camera optical axis direction. These distortions depend on the longitude and latitude. The images undergo directional subsamplings. The tilts and rotations are performed for a small and finite number of longitude and latitude angles. The simulated images are then compared by the SIFT for final matching. However, there are a lot of false matched keypoints between original artwork images and 360-degree images using the ASIFT. In [73] authors investigated the possibility of synthesizing affine views of successive panoramas of street facades with affine point operators. Final keypoint matches were obtained by applying the ASIFT features. In [74], the authors evaluated some feature extraction methods to automatically extract the tie points for calibration and orientation procedures. The considered feature extraction methods are mainly the SIFT and its variants.

Several computer vision algorithms have been proposed to detect features and recognize objects in 360-degree images. However, research has yet to develop a technology that specifically recognizes objects in 360-degree images.

3. Map Projection

This section provides an overview of equirectangular projection and rectilinear projection, which are the most commonly used map projections. A map projection transforms the locations on a sphere into areas on a plane [69,70]. However, several serious geometric distortions occur during the transformation process. The following sections discuss these limitations in detail.

3.1. Equirectangular Projection

Equirectangular projection maps all of the locations on the sphere onto a flat image. Generally, a simple geometric model is used to represent the sphere, for example, the Earth. Equirectangular projection maps parallels to equally spaced straight horizontal lines and meridians to equally spaced straight vertical lines. It is neither conformal nor equal in area. Figure 2a shows Tissot’s indicatrices on the sphere that are used to illustrate the projection’s distortions. Figure 2b shows the projected equirectangular results from Tissot’s indicatrices.
Two standard parallels are equidistant from the Equator on the map at latitudes of 30 degrees north and south. If the location is too close to the Equator, the scale is too small. If the location is farther away from the Equator along the parallels, the scale increases. Area and local shape are highly distorted at most locations except for latitudes of 30 degrees north and south. Therefore, the objects in the 360-degree image are difficult to recognize.

3.2. Rectilinear Projection

Equirectangular projected images are not ideal for viewing applications. The image must be re-projected to provide viewers with an approximate natural perspective. The rectilinear projection maps a specific portion of locations that are on the sphere onto a flat image, a process that is referred to as gnomonic projection. This is a fundamental projection strategy for panoramic imaging approaches. Figure 3a shows the basic theory for rectilinear projection and Figure 3b–d demonstrate three types of projected results.

Figure 2. Tissot’s indicatrices and the projected equirectangular results. (a) Tissot’s indicatrices; (b) Equirectangular projected image.

Figure 3. Basic theory of rectilinear projection and three types of projected results. (a) Basic theory for rectilinear projection; (b) Polar rectilinear projection; (c) Equatorial rectilinear projection; (d) Oblique rectilinear projection.
The rectilinear projected image is composed of the points on the plane of projection. It is obtained when the rays from the center of the sphere pass through the points on the surface and cast the points onto the plane. Less than half of the sphere can be projected onto the plane. When the points on the projection plane are located further away from the source of ray, there will be more distortions. Figure 3b shows the projected result of a pole. The opposite hemisphere cannot be projected onto the plane. The distortions are increased away from the pole. Figure 3c shows an equatorial rectilinear projection. Only the points that are within 90 and −90 degrees of the central meridian (0 degrees) can be projected, and the poles cannot be shown. The distortions will be increased away from the central meridian and the Equator. Figure 3d shows an oblique rectilinear projection. If the central parallel is at a northern latitude, its colatitude is projected as a parabolic arc. The parallels in the southern regions are hyperbolas and those in the northern regions are ellipses, which become more concave toward the nearest pole and vice versa if the central parallel is at a southern latitude.

4. Polyhedron-Based Rectilinear Projection

According to the properties of the two projections illustrated in the previous section, both projections incur distortions. After the rectilinear projection, the pixels near the boundary of the projected image will be stretched when the size of the viewing range is larger, specifically when the angle of the viewing range is greater than 120 degrees. However, the distortion of the rectilinear projected image will be reduced with appropriate decreases in the size of the viewing range. We divide the 360-degree image into several areas and transform the equirectangular projected 360-degree image into several rectilinear projected images.

To divide the 360-degree image into appropriately sized areas, we use a polyhedron-based method. Several types of polyhedrons are based on several polygonal faces, edges, and vertices. The number of projected rectilinear images is equal to the number of polygons. However, the photograph of the artwork can be taken from any angle, which indicates that the artwork in the 360-degree image can be located at any position. Thus, the 360-degree image must be averagely partitioned. In a previous work [75], we used 32-hedron to partition the 360-degree image. However, in this work, to measure the effects of the number, size, and direction of the polygons for identification, we use three types of polyhedrons for rectilinear projection: 32-hedron, dodecahedron, and octahedron. Figure 4 shows three geometric models for the polyhedrons that have radii of 1 and the center as an origin. The 32-hedron consists of 12 pentagons and 20 hexagons and is a typical model of a soccer ball. There are 60 vertices on the 32-hedron. The dodecahedron consists of 12 pentagons and 20 vertices. The octahedron consists of eight triangles and six vertices. We define the number of polygons in each polyhedron as \( n \) and the number of vertices for each polygon as \( l \). Each vertex on each polyhedron is defined as \( v_l(a_j, b_j, c_j) \), where the \( j \) denotes the number of vertices in a polyhedron. The 360-degree image will be divided and projected into \( n \) images. Each projected image is obtained by rectilinear projection for a portion of the 360-degree image through each polygon based on its direction and size.

![Figure 4. Three types of polyhedrons. (a) 32-hedron; (b) Dodecahedron; (c) Octahedron.](image-url)
Generally, most artwork is hung vertically on walls instead of on the ceiling or the ground. Thus, after taking 360-degree photos, the artwork is usually located above, below, or near the Equator. The regular dodecahedron is shown in Figure 5a. In this case, four polygons face toward two poles. The polygons are not efficient for rectilinear projection of the artwork. Therefore, we rotate the dodecahedron around the z-axis by 31.7 degrees (90-dihedral angle/2), so that the normal vector of a pole-faced polygon is parallel to the z-axis, as in Figure 5b. Then, only two polygons face towards the two poles. The remaining polygons can be efficiently used for rectilinear projecting of the artwork.

![Figure 5. Regular and rotated dodecahedrons. (a) Regular dodecahedron; (b) Rotated dodecahedron.](image)

As noted in the previous section, the further away the points are located on the plane of projection, the more distortions will occur. Accordingly, the distortions of the locations around the edges of the polyhedrons are larger than at the other locations. For the octahedron, we retain four polygons facing north and another four polygons facing south.

The 360-degree image is transformed into a sphere with a radius, \( r = 1 \), with the center as the origin. It overlaps with the polyhedrons. Based on Figure 2b in the previous section, the rows and columns for the equirectangular projected 360-degree image can be indicated as the sphere’s vertical \( \phi \) and horizontal angles \( \theta \). The spherical coordinates can be defined as \((r, \theta, \phi)\). The three dimensional Cartesian coordinates \((x, y, z)\) are represented as Equations (1)–(3). Thus, we define each point on the sphere as, \( pt_i(x_i, y_i, z_i) \), where the \( i \) denotes the number of pixels in the 360-degree image.

\[
x = r \cos \theta \sin \phi \\
y = r \sin \theta \sin \phi \\
z = r \cos \phi
\]  

(1) \hspace{1cm} (2) \hspace{1cm} (3)

The center \( o_n(ac_n, bc_n, cc_n) \) of each polygon is obtained by computing the mean of the vertices for each polygon as follows:

\[
o_n(ac_n, bc_n, cc_n) = \frac{1}{t} \sum_{i=1}^{t} vt_i(a_i, b_i, c_i)
\]  

(4)

The points on the sphere that are closest to the vertices of each polyhedron and the centers of polygons are computed with the Euclidian distance as Equations (5) and (6). The points that are the closest to the vertices are defined as \( V_j \) and the points that are the closest to the centers are defined as \( C_n \).

\[
V_j = \arg\min_{pt_i} \left\{ \sqrt{(x_i - a_j)^2 + (y_i - b_j)^2 + (z_i - c_j)^2} \right\}
\]  

(5)

\[
C_n = \arg\min_{pt_i} \left\{ \sqrt{(x_i - ac_n)^2 + (y_i - bc_n)^2 + (z_i - cc_n)^2} \right\}
\]  

(6)
Figure 6 shows the points that are marked on the sphere. The black points are the closest to the vertices and the circles are the closest to the centers. The circles are used to determine the directions of the rectilinear projections. For the octahedron, instead of locating the circles, the directions are fixed as north and south latitudes at 45 degrees.

![Figure 6](image-url)

**Figure 6.** Points closest to the vertices and centers of the polygons of three polyhedrons. (a) Points on the 32-hedron; (b) Points on the dodecahedron; (c) Points on the octahedron.

With the points $V_j$, we can compute the size of the viewing range. There are three types of polyhedrons. Thus, we propose three methods for computing the sizes of the viewing range for the three polyhedrons. The units for the width and height of the viewing range are represented in degrees. For the 32-hedron, we first transform the $V_j$ into spherical coordinates. The vertical angle $\phi_V$ and horizontal angle $\theta_V$ are obtained using the inverse sine and the four-quadrant inverse tangent as follows:

$$\phi_V = \sin(z/r)$$  \hspace{1cm} (7)

$$\theta_V = \arctan(y, x)$$  \hspace{1cm} (8)

We select the points that have the maximum and minimum vertical and horizontal angles. For each polygon, the difference $dv$ between the maximum and minimum vertical angles, and the difference $dh$ between the maximum and minimum horizontal angles are represented as in Equations (9) and (10). The height, $hv$, and width, $wv$, of the viewing range for each polygon is set to the maximum values in $dv$ and $dh$, which are greater than 0 and less than 120 degrees. Then, we obtain a wide viewing angle with low distortion.

$$dv = \max\{\phi_V\} - \min\{\phi_V\}$$  \hspace{1cm} (9)

$$dh = \max\{\theta_V\} - \min\{\theta_V\}$$  \hspace{1cm} (10)

$$hv = \max\{dv|0 < dv < 120\}$$  \hspace{1cm} (11)

$$wv = \max\{dh|0 < dh < 120\}$$  \hspace{1cm} (12)

For the dodecahedron, the size of the viewing range is computed using a different method. The width $wv$ of the viewing range is based on the distance $V_2V_5$ between non-adjacent points, as shown in Figure 7a. The points $V_2$ and $V_5$ are the points $V_f$ and $V_g$ on the sphere in Figure 7b. Then, the $wv$ can be computed as follows:

$$wv = 2\cdot\sin\left(\frac{V_fV_g}{2} \cdot \frac{1}{r}\right)$$  \hspace{1cm} (13)

The point $mp$ is the midpoint between $V_3$ and $V_4$. The $mp$ has the closest point on the sphere. That point and the $V_1$ are also the points $V_f$ and $V_g$. Therefore, the height $hv$ for the viewing range can be computed with Equation (13).
We set the viewing direction as the center of the projection and project a portion of the sphere on which is shown in Figure 7b. After generating a projected image, the features are extracted from this.

In 2015, five leading feature extraction algorithms, SIFT, SURF, BRIEF, BRISK, and FREAK, were used to generate keypoint descriptors of radiographs to classify assessments of bone age [4]. After comparing the five algorithms, SIFT performed the best in terms of precision. Although there were increased extraction speeds for the other feature algorithms, there were also decreases in precision. In 2016, a survey was administered to evaluate object recognition methods based on local invariant features from a robotics perspective [3]. The evaluation results concluded that the best performing keypoint descriptor was SIFT because it is robust in real-world conditions.

This paper primarily focuses on identification precision rather than identification speed. In this section, instead of illustrating all of the feature algorithms, we provide a brief review of the

Figure 7. Illustration of width and height of the viewing range for the dodecahedron. (a) Width and height of viewing range; (b) Cross section of the sphere.

For both the 32-hedron and the dodecahedron, the $C_u$ determines the direction of the rectilinear projection. The angles are obtained with Equations (7) and (8) based on the coordinates of $C_n$. The width of the viewing range is the angle between two adjacent points on the Equator. The height is the angle between a point on a pole and a point on the Equator. With the angles of viewing ranges and directions, we obtain rectilinear projected images as follows:

- $\cos(rhv) \cdot \sin(rwv - lon)$
- $\sin(lat) \cdot \cos(rhv) \cdot \cos(rwv - lon)$

where $tx$ and $ty$ denote the pixel coordinates for each rectilinear projected image. The $rhv$ and $rwv$ denote the relative coordinates, which are greater than $lat - hv/2$ and $lon - wv/2$, and less than $lat + hv/2$ and $lon + wv/2$. The $lon$ and $lat$ denote the longitude and latitude of the viewing direction. We set the viewing direction as the center of the projection and project a portion of the sphere on the range onto a flat image. We fix the height of the projected image as $hp$, whereas the width $wp$ is variable and depends on the ratio between the size of the viewing range and the height. Otherwise, there will be an increase in the distortion of the projected image. The width is computed as follows:

$$wp = \left[ \frac{hp}{2r \cdot \sin \left( \frac{wv}{2} \right)} \cdot 2r \cdot \sin \left( \frac{wv}{2} \right) \right]$$

The $2r \cdot \sin \left( \frac{wv}{2} \right)$ and $2r \cdot \sin \left( \frac{hp}{2} \right)$ are based on the same principle of computing the distance $V_fV_g$, which is shown in Figure 7b. After generating a projected image, the features are extracted from this distortion reduced image.

5. Feature Extraction and Matching

In 2015, five leading feature extraction algorithms, SIFT, SURF, BRIEF, BRISK, and FREAK, were used to generate keypoint descriptors of radiographs to classify assessments of bone age [4]. After comparing the five algorithms, SIFT performed the best in terms of precision. Although there were increased extraction speeds for the other feature algorithms, there were also decreases in precision. In 2016, a survey was administered to evaluate object recognition methods based on local invariant features from a robotics perspective [3]. The evaluation results concluded that the best performing keypoint descriptor was SIFT because it is robust in real-world conditions.
most representative algorithm, specifically, the SIFT feature extraction and matching methods. Before extracting features, we convert the color images into YIQ color space. The features are extracted from the Y components.

SIFT transforms images into scale-invariant coordinates and generates many features. The number of features is important for recognition. For reliable identification, at least three features must be correctly matched to identify small objects [10]. A large number of robust keypoints can be detected in a typical image. The keypoint descriptors are useful because they are distinct and are obtained by assembling a vector of local gradients.

SIFT is widely used for extracting rotation, scale, and translation-invariant features from images. With geometric transformation-invariant SIFT keypoints, object recognition has an increased performance for feature matching. Generally, the matching procedure for a keypoint occurs by finding its closest neighbor, which is the keypoint with the least amount of distance. However, an additional measure is used to discard features that have weak matches. The distance $d_1$ between a keypoint and its closest neighbor is compared to the distance $d_2$ between the keypoint and its second-closest neighbor. The second-closest match is an estimate of the density of false matches, specifically an incorrect match [10]. To achieve a reliably matched keypoint, the $d_1$ must be significantly less than the $d_2$. The comparison is simply defined as $\tau \times d_1 < d_2$. When the threshold $\tau$ is set to 3, the matched results for artwork are better than those that use the default value of 1.5. However, we found that this additional measure does not provide adequate effects for all types of keypoints for identifying artwork in the 360-degree images. Although this approach is helpful to the SIFT, it is not suitable for the other features that are discussed in this paper. Thus, it is used in conjunction with SIFT and not combined with the other features for evaluating identification.

Figure 8b shows a digital image of the original artwork *The Annunciation*, which has a size of 4057 $\times$ 1840. Figure 8a shows an ordinary photograph of the artwork that has a size of 3264 $\times$ 2448 and was taken from a 23-inch monitor. Figure 9a–g show the matched keypoints from the SIFT, SURF, MSER, BRISK, FAST, HOG, and FREAK descriptors. For the HOG and FREAK descriptors, the keypoints were detected using the FAST and BRISK methods. The features are well matched because they were extracted from common pictures that are not affected by stitching and projection. In the experimental results section, we show the matched results with 360-degree images.

![Figure 8. Original image and ordinary photograph of *The Annunciation*.](image-url)

(a) Ordinary photograph; (b) Original image.

![Figure 9. Cont.](image-url)
Figure 9. Matched keypoints for the seven types of features. (a) SIFT; (b) SURF; (c) MSER; (d) BRISK; (e) FAST; (f) HOG; (g) FREAK.
Digital images of artworks have several sizes, most of which are very large. Thus, too many keypoints will be extracted, increasing the size of the feature data. In addition, the matching results will be poor when there is a large difference between the sizes of two matched objects. Therefore, before extracting features from original artwork, we normalize the sizes of the original artwork images to half the size of a rectilinear projected image to accelerate the feature extraction and matching and decrease the size of the feature data.

6. Differences in the Shapes of the Keypoints

Although the distortion in the 360-degree image is significantly reduced by using the polyhedron-based rectilinear projection, it is apparent in the transformed image and may result in false matches after matching the keypoints. When the image for matching is seriously distorted, there will be more false matches. Accordingly, the shorter the distance between the artwork and a pole, the more false matches will occur. With the DSK, we can further reduce the influence of decreasing the identification precision.

This strategy uses a simple and practical method. The shape of keypoints is represented by the proportion of vector norms for the connected keypoints. First, the coordinates of the keypoints in a normal image of original artwork are defined as, \( (p_i, q_i) \), \( i = 1, 2, \ldots, m \), and those in the rectilinear projected image are defined as \( (p_i, q_i) \). Each pair of keypoints with the same index constitutes the matched two keypoints, such as \( (P_i, q_i) \) and \( (p_1, q_1) \). The keypoints are connected one by one in ascending order of \( m \) as shown in Figure 10. Then, for each group of keypoints, \( m - 1 \) vectors are generated to represent the keypoint’s shape.

![Figure 10. The shapes of the connected keypoints.](image)

The figure shows that the global shapes for the two groups of keypoints are similar, but there are differences in the sizes and orientations of the shapes. For local shapes, the lengths and orientations of the two vectors of the matched keypoints are different, such as those for \( v_1 \) and \( u_1 \). However, the proportions of the \( (i + 1) \)th and the \( i \)th vector norms for the two groups are close. Thus, we further change the representative shape to the proportion \( P \) of the Euclidean norm. For example, the \( P_0 \) for the normalized image is defined as follows:

\[
P_0 = \frac{\|v_2\|_2, \|v_3\|_2, \ldots, \|v_{m-1}\|_2}{\|v_1\|_2, \|v_2\|_2, \ldots, \|v_{m-2}\|_2}
\]

The difference \( dsk \) between \( P_0 \) and \( P_a \) measures the similarity between the two shapes as follows:

\[
dsk = \frac{\sum |P_0 - P_a|}{m - 1}
\]

The lower the \( dsk \), the more similar the two shapes, which indicates that the matching result is more accurate. Figure 11a provides an example of false matched keypoints using the SIFT.
The keypoints for the original artwork of the right image are matched to those from irrelevant objects inside the left 360-degree image. Figure 11b shows the matching results for the same artwork. However, the number of matched keypoints for Figure 11a is larger than for Figure 11b. As mentioned in [10], the success of recognition often depends on the number of matched keypoints, not the percentage of matching. Based on this theory, identification in this example will fail. However, the DSK for Figure 11a is 0.8681 and Figure 11b is 0.0046. Therefore, we can determine the false matching rates with the DSK.

Figure 11. An example of false and correct matches. (a) False matches; (b) Correct matches.

7. Performance Evaluation

This section evaluates the performance of the proposed methods and compares experimental results from before and after using the proposed methods. We conducted two major experiments. The first experiment compared the matched features of the artwork. The second compared identification precision for the artwork. First, we introduce the experimental data, platform, and materials. Second, we show and discuss the experimental results.

7.1. Experimental Data and Platform

We collected 20 digital images of famous artwork from Wikipedia. The images were downloaded in JPG format with original image sizes that are shown in Table 1. Most of the images were very large. To measure the effects of artwork size in 360-degree images on artwork identification, we displayed the artwork on three LG monitors of different sizes before photographing the artwork images. The monitor sizes were 79, 32, and 23 inches. The largest monitor was mounted on a stand that was 800 mm high. The other two monitors were on a desk that was 750 mm high. The 360-degree panoramic photos were captured with an LG 360 CAM that had dual wide-angle cameras. We used a smartphone application called the 360 CAM Manager to connect to the camera and capture the 360-degree panoramic photos.
The application automatically stitches the photos and creates a 360-degree image that has a size of $5660 \times 2830$ (72 DPI).

### Table 1. Original list of artworks.

| No. | Name                                    | Image Size             | File Size  |
|-----|-----------------------------------------|------------------------|------------|
| 1   | Cafe Terrace at Night                    | 1761 × 2235 (300 DPI)  | 641 KB     |
| 2   | Lady with an Ermine                      | 3543 × 4876 (300 DPI)  | 3.33 MB    |
| 3   | Family of Saltimbanques                  | 1394 × 1279 (180 DPI)  | 233 KB     |
| 4   | Flowers in a Blue Vase                   | 800 × 1298 (96 DPI)    | 385 KB     |
| 5   | Joan of Arc at the Coronation of Charles | 1196 × 1600 (96 DPI)   | 460 KB     |
| 6   | The Apotheosis of Homer                  | 1870 × 1430 (300 DPI)  | 3.1 MB     |
| 7   | Romulus’ Victory over Acron              | 2560 × 1311 (72 DPI)   | 384 KB     |
| 8   | The Annunciation                         | 4057 × 1840 (72 DPI)   | 7.52 MB    |
| 9   | The Last Supper                          | 5381 × 2926 (96 DPI)   | 3.19 MB    |
| 10  | Mona Lisa                                | 7479 × 11146 (72 DPI)  | 89.9 MB    |
| 11  | The Soup                                 | 1803 × 1510 (240 DPI)  | 359 KB     |
| 12  | The Soler Family                         | 2048 × 1522 (72 DPI)   | 1.91 MB    |
| 13  | The Red Vineyard                         | 2001 × 1560 (240 DPI)  | 4.12 MB    |
| 14  | Flowering orchard, surrounded by cypress | 2514 × 1992 (600 DPI)  | 2.89 MB    |
| 15  | Flowering Orchard                        | 3864 × 3036 (600 DPI)  | 5.94 MB    |
| 16  | Woman Spinning                           | 1962 × 3246 (600 DPI)  | 3.79 MB    |
| 17  | Wheat Fields with Stacks                 | 3864 × 3114 (600 DPI)  | 6.01 MB    |
| 18  | Bedroom in Arles                         | 767 × 600 (96 DPI)     | 40.9 KB    |
| 19  | The Starry Night                         | 1879 × 1500 (300 DPI)  | 761 KB     |
| 20  | A Wheat Field, with Cypress              | 3112 × 2448 (72 DPI)   | 7.22 MB    |

As discussed in the previous section, the shorter the distance between the artwork and a pole, the more false matches will occur. Thus, to measure the effects of the 360-degree image artwork position on artwork identification, we mounted the camera at three different heights to capture the artwork in 360-degree images in three different positions. The artwork positions appear to be moving toward to the South Pole and away from the Equator. The first position was close to the Equator. The second position was shifted toward the south. The third position was close to the South Pole. The feature extraction and matching procedures were performed on a computer that had i7 3.6 GHz CPU, 16 GB RAM, and a Windows 10 64 bit OS.

### 7.2. Experimental Results

An experiment to compare the matched features of artwork was conducted with the following goals: (1) to evaluate the relation between the artwork size in the 360-degree image and the matched results; (2) to evaluate the relation between the position of the artwork in the 360-degree image and the matched results; and (3) to determine whether the proposed method improves the matched results.

Of the experimental results from the feature matching, we only show the matched results from the SIFT, instead of reporting the results from all types of features. Figure 12a–c show the matched results between three 360-degree images and the artwork Bedroom in Arles. In the three 360-degree images on the left, the same artwork is displayed on the 79-inch monitor and was captured in the three different positions. We connected the matched features with yellow lines. In Figure 12a, the artwork is well matched, because it is large in size and close to the Equator. In Figure 12b, the camera is mounted higher and the monitor is shifted towards south, which increases the distortion. As a result, there are no matched features. In Figure 12c, the monitor is shifted further away from the Equator. The artwork is more seriously distorted and there are no matched features. The three matched results indicate that even though the artwork size is large, it cannot be recognized when it is not close to the Equator.
Figure 12. Matched results for the 79-inch monitor for three types of distortions. (a) Matched results for low distortion; (b) Matched results for middle distortion; (c) Matched results for high distortion.

Figure 13a–c show matched results for the artwork *The Soup*. The artwork is displayed on the 32-inch monitor. Thus, the artwork size is substantially decreased. However, the features are well matched, because the artwork is close to the Equator, as shown in Figure 13a. In Figure 13b, the artwork is shifted towards the south, and there are no matched features. In Figure 13c, after shifting the artwork further away from the Equator, there is a false match. These three matched results suggest that the position has a larger effect on 360-degree image feature matching than the size.
The artwork is displayed on the 23-inch monitor. The position of the artwork in Figure 14a is a little closer to the South Pole than the position of the artwork in Figures 12a and 13a. There are no matched features. In Figure 14b,c, there are a few false matches after shifting the artwork towards the south. These three matched results suggest that the probability of a false match will increase when the artwork is shifted further away from the Equator, because there is an increase in distortion.

Figure 13. Matched results for the 32-inch monitor for three types of distortions. (a) Matched results for low distortion; (b) Matched results for middle distortion; (c) Matched results for high distortion.

Figure 14a–c show the matched results from the artwork *Flowering orchard, surrounded by cypress.* The artwork is displayed on the 23-inch monitor. The position of the artwork in Figure 14a is a little closer to the South Pole than the position of the artwork in Figures 12a and 13a. There are no matched features. In Figure 14b,c, there are a few false matches after shifting the artwork towards the south. These three matched results suggest that the probability of a false match will increase when the artwork is shifted further away from the Equator, because there is an increase in distortion.

Based on the previous experiments, it is clear that the features are difficult to match directly using the 360-degree image when the artwork is positioned away from the Equator. To improve the feature matching, we used the proposed polyhedron-based rectilinear projection to divide and project the
360-degree image into several images. We applied this method to several of the 360-degree images that were previously shown. Figure 15a shows a projected image of Figure 12c using the 32-hedron. There are four correctly matched features. Figure 15b shows a projected image of Figure 13b using the octahedron. Although there are four matched features, one is a false match. Figure 15c shows a projected image of Figure 14b using the dodecahedron. There are three correctly matched features and an almost matched feature. The feature matching is improved from the no match results to at least three correct matches. Clearly, there are significant improvements in feature matching.

![Figure 15. Projected images using the three types of polyhedrons. (a) A projected image using the 32-hedron; (b) A projected image using the octahedron; (c) A projected image using the dodecahedron.](image)

After matching the features from the artwork, the precision of the artwork identification is automatically computed based on the matched results without artificial participation. An experiment to compare precision was conducted with the following goals: (1) to evaluate the effects of the number and sizes of the polygons on precision; (2) to evaluate the effects of the DSK on precision; and (3) to determine whether the proposed method increases the precision of the artwork identification.

First, we evaluated precision based on the number of matched features. Each of the divided \( n \) images from a 360-degree image was matched to the original artwork images. The maximum number of matched features among the \( n \) images represented the similarity between the 360-degree image and the original artwork. The original artwork with the maximum number was selected as the identified artwork. Precision was computed by dividing the number of correctly identified artwork by the total number of artwork. Figure 16a–u show the precision of the artwork identification for seven types of features: SIFT, SURF, FAST, BRISK, MSER, HOG, and FREAK. The \( x \)-axis denotes the level of distortion,
which is represented by high (H), middle (M), and low (L), and is based on the distance between the artwork and the Equator. The y-axis denotes the percentage of precision. The acronyms N, O, D, and S denote no-projection, octahedron, dodecahedron, and 32-hedron (soccer ball).

Figure 16. Cont.
was 0% without the proposed methods. For the SURF features, there were 45%, 40%, and 70% increases in precision for the L-distortion (79-SURF-O, D-L), whereas the precision was 25%, and 40% after using the dodecahedron (79-SURF-D-H, M, L).

Summarizing the experiments for the three types of monitors (32, 23-SIFT-N-L), there is a decrease in precision to 85% and 0%. In addition, when there is an increase in distortion for M and to H (32, 23-SIFT-N-M, H), the precision is less than 25%.

The second robust feature that contrasts distortion of the 360-degree image is the SURF. Precision for a 79-inch monitor at the L-distortion position (79-SURF-N-L) is 55%. However, the precision decreases to below 25% when there is either an increase in distortion or a decrease in artwork size. The precision for the other five features was less than 25% under all conditions. The five features are vulnerable to distortion of the 360-degree image. Thus, they are not suitable for identifying artwork inside the 360-degree images.

After applying the polyhedron-based rectilinear projection to the 360-degree images for the 79-inch monitor, there was a 50% increase in the precision of the SIFT for M-distortion (79-SIFT-O, D, S-M). For H-distortion (79-SIFT-O, D, S-H), there were 25%, 45%, and 30% increases in precision after applying the octahedron, dodecahedron, and 32-hedron, respectively. For the SURF features, there were increases in the precision for H, M, and L-distortions of 5%, 25%, and 10% after using the octahedron (79-SURF-O-H, M, L), and 25%, 40%, and 20% after using the dodecahedron (79-SURF-D-H, M, L). However, the 32-hedron-based rectilinear projection did not significantly improve the SURF’s precision for the 79-inch monitor. For the FAST features, after using the octahedron and dodecahedron, there were 10% and 25% increases in precision for the L-distortion (79-FAST-O, D-L). Summarizing the experiments from the 79-inch monitor, the dodecahedron-based method has the largest influence on improving precision, followed by the octahedron-based method.

After applying the polyhedron-based methods to SIFT for the 32-inch monitor, there were 15%, 25%, and 20% increases in precision for the M-distortion (32-SIFT-O, D, S-M), whereas the precision was 0% without the proposed methods. For the SURF features, there were 45%, 40%, and 70% increases in precision for the L-distortion (32-SURF-O, D, S-L). The 32-hedron-based method improves the precision of the SURF for the 32-inch monitor, but does not improve that of the SURF for the 79-inch monitor. This is because the polygon sizes in the 32-hedron are small. There is an increased probability of segmenting the artwork into more than one projected image when the artwork size is large and the polygon sizes are small.

After applying the proposed methods to the SIFT for the 23-inch monitor, there are 30%, 85% and 55% increases in precision for the L-distortion (23-SIFT-O, D, S-L), whereas the precision was 0% without using the proposed methods. After summarizing the experiments for the three types of monitors and distortions, the performance of the dodecahedron-based rectilinear projection is the best. However, there were only minimal increases in precision for the M- and H-distortions in the

Figure 16. Artwork identification precision for the seven types of features for the three types of monitors. (a) 79-SIFT; (b) 32-SIFT; (c) 23-SIFT; (d) 79-SURF; (e) 32-SURF; (f) 23-SURF; (g) 79-FAST; (h) 32-FAST; (i) 23-FAST; (j) 79-BRISK; (k) 32-BRISK; (l) 23-BRISK; (m) 79-MSER; (n) 32-MSER; (o) 23-MSER; (p) 79-HOG; (q) 32-HOG; (r) 23-HOG; (s) 79-FREAK; (t) 32-FREAK; (u) 23-FREAK.

Comparing the precisions for the blue line N from the seven features, it is clear that the SIFT is the most robust feature for remedying distortion of the 360-degree image. The precision for identifying artwork that was located at the position of L-distortion without using the proposed method for the 79-inch monitor (79-SIFT-N-L) is 95%, which is the highest value for directly matching the features of 360-degree images to those from the original images. However, an increase in distortion results in a decrease in precision to 45% for M-distortion and 5% for H-distortion. For the 32- and 23-inch monitors (32, 23-SIFT-N-L), there is a decrease in precision to 85% and 0%. In addition, when there is an increase in distortion for M and to H (32, 23-SIFT-N-M, H), the precision is less than 25%.

To further improve the identification precision of the artwork that is located in the highly vulnerable to distortion of the 360-degree image. The number of matched features between the artwork and 360-degree images of 20 pieces of artwork displayed on the monitors. (p) 79-HOG; (q) 32-HOG; (r) 23-HOG; (s) 79-FREAK; (t) 32-FREAK; (u) 23-FREAK.
32 and 23-inch monitors using the proposed methods because the M- and H-distortions for 32 and 23-inch monitors are extremely challenging. Thus, there is serious damage to the artwork inside the 360-degree image.

To further improve the identification precision of the artwork that is located in the highly distorted position, we applied DSK to the matched features. For reliable identification, there should be at least three matched features [10]. However, we increased the recommended number of matched features to five to exclude increases in false matches. Thus, when the number of matched features was less than five, the DSK was set to zero. The artwork that had the minimum number of nonzero DSK was selected as the identified artwork. Figure 17a shows the numbers of matched features between the artwork “Mona Lisa” and 360-degree images of 20 pieces of artwork displayed on the 79-inch monitor and located at a high distortion position. The octahedron-based rectilinear projection was applied to the 360-degree images. The number of matched features between the artwork Mona Lisa and the 360-degree image that contained the same artwork was five, whereas the maximum number of matched features was six for the artwork Cafe Terrace at Night. However, the DSK between the artwork and the 360-degree image that contained the same artwork was 0.32 (in red circle), whereas the DSK between the artwork and the misidentified 360-degree image was 10.05, as shown in Figure 17b. Therefore, the misidentified results can be corrected and may further improve the identification precision for artwork that is located in the highly distorted position.

![Figure 17. Number of matched features and the DSK for the artwork Mona Lisa. (a) Number of matched features; (b) DSK.](image)

Because SIFT performs best for precision, we show comparisons from before and after applying the DSK for the SIFT using the octahedron and dodecahedron-based methods. In Figure 18, the blue bars are the precision without using the DSK, and the red bars are the precision after applying the DSK. It is clear that the precision after using the DSK is larger than the precision without using the DSK for the H-distortion. Specifically, for the 79-inch monitor, the precision increases 20% and 15% for the octahedron and dodecahedron. For the L-distortion with the dodecahedron, there are no improvements in precision, whereas the precision increases approximately 5% for the octahedron. It is more efficient to combine the DSK with the octahedron. For the 79-inch monitor under the M-distortion using the dodecahedron, there is a decrease in precision after applying the DSK. Occasionally, when the 360-degree image contained the correct artwork, there were several false matches to irrelevant objects. Therefore, based on the mechanism of the DSK, there is a reduction in the similarity between two keypoint shapes. However, overall, the DSK enhances precision.
Based on the principle of the proposed approach, the features from the original artwork are extracted and stored in advance. Thus, to evaluate the computational complexity, we primarily focus on the feature extraction and matching times for the 360-degree images. Table 2 shows the average times (in seconds) for feature extraction and matching for one projected image. The SP and SH denote the pentagon and hexagon for the 32-hedron. The feature extraction time includes the time to generate a projected image. The extraction time is primarily based on the image size. Because the 360-degree image is large in size, the overall extraction speeds are not fast. Comparing the times for the different features reveals that the fastest feature is the FREAK, and the slowest is the SIFT. However, feature matching performs quickly for matching the projected image to an original artwork. Based on the amount of time for processing an entire polyhedron, the octahedron-based method performed better than the others.

**Table 2. Feature extraction and matching times.**

| Features | Feature Extraction Time (s) | Feature Matching Time (s) |
|----------|-----------------------------|--------------------------|
|          | O   | D   | SP  | SH  | O   | D   | SP  | SH  |
| SIFT     | 1.192 | 1.256 | 1.561 | 2.225 | 0.027 | 0.029 | 0.049 | 0.061 |
| SURF     | 0.941 | 0.975 | 1.125 | 1.630 | 0.002 | 0.003 | 0.002 | 0.002 |
| MSER     | 1.026 | 1.050 | 1.161 | 1.689 | 0.002 | 0.002 | 0.001 | 0.001 |
| FAST     | 0.926 | 0.958 | 1.108 | 1.597 | 0.004 | 0.003 | 0.002 | 0.002 |
| BRISK    | 0.929 | 0.962 | 1.113 | 1.601 | 0.002 | 0.002 | 0.002 | 0.002 |
| HOG      | 1.161 | 1.147 | 1.163 | 1.748 | 0.003 | 0.002 | 0.001 | 0.001 |
| FREAK    | 0.925 | 0.958 | 1.109 | 1.595 | 0.002 | 0.002 | 0.002 | 0.002 |

8. Conclusions

This paper proposes an artwork identification methodology for 360-degree images using three polyhedron-based rectilinear projections and the DSK. A polyhedron-based rectilinear projection is used to reduce the distortion caused by an equirectangular projected 360-degree image. After comparing the matched features before and after applying the polyhedron-based method, feature matching is improved from no matched results to at least three correct matches. We used octahedron-, dodecahedron-, and 32-hedron-based rectilinear projections to identify artwork for analyzing the effects of the size, direction, and number of polygons on artwork identification. After summarizing the experiments from the 23-, 32-, and 79-inch monitors that were located at three different distortion positions, we found that the dodecahedron-based method has the most improved precision, which indicates that there should be
neither too many nor too few polygons. The DSK further improved the identification precision for the artwork that was located in the highly distorted position. With DSK, we can distinguish false matches and correct misidentified results. For the SIFT features of the artwork displayed on the 79-inch monitor and located in the seriously distorted position, there was a 45% increase in precision after applying the dodecahedron-based method. After using DSK, there is an additional 15% improvement in precision.

The proposed approach is useful for automatic artwork identification applications in 360-degree images and has an important role in object recognition for 360-degree images. In the future, we will extend our method to three-dimensional sculpture identification in 360-degree images.
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