Recursive clustering algorithm based on silhouette criterion maximization for sorting semiconductor devices by homogeneous batches
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Abstract. We propose a recursive algorithm for dividing a presumably mixed production batch of semiconductor devices into homogeneous groups (clusters) with the use of data of non-destructive testing, based on the maximization of the silhouette criterion in the sequential solving of the k-Means clustering problems. Based on the silhouette criterion, we formulate the concept of homogeneity of a production batch. The application of the developed algorithm to the problem of formation of homogeneous production batches of integrated circuits for space industry is illustrated with a computational example.

1. Introduction

The problem of interpreting data obtained from the results of testing a production batch of similar items (objects) arises in many areas of technology. As a rule, the purpose of testing is to determine whether the tested parameters belong to the specified ranges. However, besides this main purpose, the test results obviously contain useful information about the batch as a whole. If the test results can be used to divide a batch of items into several homogeneous groups, then we can conclude that the resulting division reflects some deep-seated phenomena: the use of different groups of raw materials, different manufacturing technologies, different conditions of transportation and storage. Thus, there is a possibility that the resulting groups of items will behave differently in the future when operating [1-4]. This fact must be identified and taken into account.

Authors [5] propose various clustering models and algorithms for solving the problem of partitioning a presumably mixed batch of semiconductor devices into homogeneous groups (clusters). The simplest algorithms such as k-means [6, 7] are quite efficient. Unfortunately, a universal approach to solving this problem, due to its complexity, does not exist yet. As a rule, all the proposed methods have various disadvantages. In particular, simple parametric methods such as k-means, k-medoid, EM-algorithm [8, 9] require specifying the number of groups (clusters). In this case, other methods based on special criteria must be used for determining the number of groups. Algorithms based on density estimation are limited by data dimensionality [10]. Algorithms like X-means [11], which are capable of simultaneously
determining the number of groups, have a lower accuracy. Moreover, they still use a special criterion to determine the number of groups. Finally, in [5], authors propose efficient algorithms for the simultaneous solving of a series of k-means or similar problems, differing only in the number of groups (clusters). However, these algorithms also require post-processing of results with the use of a certain criterion.

This article proposes an approach that was developed as a result of the implementation of the semiconductor device clustering in the process of their rejection testing for space applications in a specialized testing center.

2. Problem Statement, Homogeneity Criterion

Suppose that we have a batch \( P \) of \( N \) items \( E_i, i = 1, N_e \), which passed \( N \) tests \( T_j, j = 1, N_t \). Thus, according to the test results, we have a matrix of test results \( M_{ij} \) of dimension \( N \times N \). Test results \( T_j \) can have completely different physical nature and units, for example, voltage (V), current strength (A), gain factors (dB) etc.

In order for the test results to be suitable for applying a clustering model based on distances between objects, such as k-Means, we have to normalize the \( M_{ij} \) matrix to obtain the \( M_{ijN} \) matrix with all results converted into dimensionless values. The selection of the appropriate normalization method [12] for a particular case is a problem requiring a separate in-depth study.

To solve the clustering problem, researchers introduce various auxiliary criteria for determining the number of clusters in data [13-16]. In this paper, we use the fast silhouette criterion (Kaufman, Rousseeuw) [16, 17]. The choice of this criterion is determined by the results of a comparative analysis of many known criteria for estimating the number of clusters [18] in the problem of dividing the mixed batch of semiconductor devices into homogeneous batches. In the future, for convenience, the fast version of the silhouette criterion will be referred as silhouette criterion (\( S \)).

In terms of semiconductor device clustering, the definition of the criterion \( S \) is as follows. Let the mixed batch \( P \) consisting of objects \( E_i, i = 1, N_e \), be divided into \( m \) clusters \( G_j, j = 1, m \) with centers (centroids, medoids etc. depending on the clustering model) \( C_j(j = 1, m) \). Then the silhouette criterion \( S(P) \) is defined as follows:

\[
S(P) = \frac{\sum_{i=1}^{N_e} S(i)}{N_e}
\]

where \( S(i) \) is the silhouette of object \( E_i, i = 1, N_e \), calculated as:

\[
S(i) = 1 - \frac{a(i)}{b(i)}, \quad i = 1, N_e.
\]

Here, \( a(i) \) is distance (depends on the selected distance metric) from object \( E_i \) to the center of cluster \( G_j \) \( (j = 1, m) \), which contains object \( E_i \), \( b(i) \) is distance from object \( E_i \) to the nearest center of other cluster \( G_k \).

The problem of clustering a batch \( P \) of objects will be understood as the problem of sorting objects \( E_i \) into homogeneous groups. Below, we introduce the concept of homogeneity. The homogeneity criterion is formulated as follows.

**Definition:**
A batch \( P \) of objects \( E_i, i = 1, N_e \) is considered *homogeneous* if it is impossible to divide \( P \) into \( m \) groups \( G_j, j = 1, m \), which meet the following conditions:

\[
\begin{cases}
S(P) > S_{\text{max}}, \\
R_{ij} > R_{\text{min}} \quad \forall i, j = 1, m, j \neq i.
\end{cases}
\]

Here, \( R_{ij} \) is the distance between cluster centers \( G_i \) and \( G_j \), \( S_{\text{max}} \) is the threshold of the silhouette criterion \( S(P) \), which allows us to consider batch \( P \) of objects \( E_i \) as homogeneous, \( R_{\text{min}} \) is the minimum distance between cluster centers \( G_i \) and \( G_j \), considered as significant.
Parameter $R_{\text{min}}$ is related to the physical properties of the batch $P$ and determines the minimum distinguishable distance between the objects of a homogeneous batch. In addition, it is obvious that the value of the parameter $R_{\text{min}}$ depends on the normalization method.

Parameter $S_{\text{max}}$ defines the boundaries separating homogeneous batches from heterogeneous ones. Its value is determined experimentally.

3. New Algorithm

Based on the introduced homogeneity definition, we propose a recursive algorithm for maximizing the silhouette criterion (RAmaxS) for solving the clustering problem.

**Algorithm 1.** Recursive algorithm for maximizing the silhouette criterion (RAmaxS)

**Required:** batch $P$.

The $k$th recursion level:

1. The algorithm splits the batch $P$ of elements $E_i$, $i = 1, N_e$, into clusters $G_j$, $j = 1, m$ with various numbers of clusters $m = 1, m_{\text{max}}$. In practice, the value of $m_{\text{max}} = 10$ is sufficient. For clustering, we use the k-means model with the sum of the squared Euclidean distances as the objective function. The algorithm then chooses a solution with such a number of clusters $m$ that $S(P)$ reaches its maximum.

2. If condition (3) is satisfied, then batch $P$ and the resulting clusters $G_j$, $j = 1, m$ are considered potentially heterogeneous. Each of the received clusters $G_j$ is considered as a separate data set (separate batch $P$), and this algorithm is started for each of such clusters at the next recursion level.

3. If condition (3) is not satisfied, then the batch $P$ of objects $E_i$, $i = 1, N_e$ is considered homogeneous, and the process stops.

The result of the algorithm is a set of homogeneous batches (final clusters).

4. Experimental Results

The application of the proposed recursive algorithm is illustrated with an example of a mixed production batch $P$ of the integrated circuits 140UD25AC1BK, 160 units, which is composed of three obviously homogeneous batches: batch $P_C$ of 45 microcircuits, $P_D$ of 57 microcircuits, and $P_E$ of 58 microcircuits with different release dates, tested (6 non-destructive tests) in a specialized testing centre.

Parameter $R_{\text{min}}$ is determined from the condition that during the rejection testing in accordance with the methods of the specialized testing centre, the minimum distinguishable distance for each test is the parameter drift range introduced to estimate the maximum allowable shift of the value of the tested parameter in the process of electrical thermal training (ETT). Taking into account the method of data normalization, we obtain $R_{\text{min}} = 1$.

Parameter $S_{\text{max}}$ was determined experimentally. After conducting a series of experiments, we have $S_{\text{max}} = 0.5$.

For optimal division of a mixed batch into clusters, which maximizes the silhouette criterion, we use the methods described in [18, 19].

Let us apply Algorithm 1 to the mixed batch $P$ of 140UD25AC1BK microcircuits.

1st recursion level:

After searching for the optimal division (in the sense of maximum value of $S(P)$), our mixed batch $P$ is divided into two groups: $G_1$ (58 units), which contains only objects of the $P_E$ batch, and $G_2$ (102 units), consisting of the items of the $P_D$ and $P_C$ batches. Hereafter: $S(P) = 0.754$ and $R(G_1, G_2) = 2.591$. To visualize the result, figure 1 shows the mapping of the objects of the mixed batch $P$ with the use of the multidimensional scaling method (MDS) [20]. Since the condition (3) for the groups $G_1$ and $G_2$ is satisfied, both of these groups (clusters) are potentially heterogeneous, and both clusters go to the 2nd level of recursion. Note that the result obtained at this stage (splitting into 2 groups) does not correspond either to the actual composition of the mixed batch or to the previously proposed [18] partitioning model based on a single application of the silhouette criterion to the clustering results.
Figure 1. Multidimensional scaling of the objects of the mixed batch $P$.

2nd recursion level:

a) Search for an optimal division of the group $G_1$ in the sense of maximum of $S(G_1)$.
We get the following result: $G_1$ (58 units) is divided into three subgroups: $G_{11}$ (32 units), $G_{12}$ (15 units), and $G_{13}$ (11 units). Herewith: $S(G_1) = 0.453$ and $0.493 \leq R(G_{1i}, G_{1j}) \leq 0.585$ ($i, j = 1, 3$). Since the condition (3) for $G_1$ is satisfied, the group of objects $G_1$ (58 units), which are items of the $P_E$ batch, is considered homogeneous (Fig. 2, left side).

b) Search for an optimal division of the cluster $G_2$ in the sense of maximum of $S(G_2)$.
We have the following result: $G_2$ (102 units) is divided into two subgroups, $G_{21}$ (57 units), which are items of the batch $P_D$, and $G_{22}$ (45 units), which are integrated circuits of the batch $P_C$. In this case: $S(G_2) = 0.582$, $R(G_{21}, G_{22}) = 1.201$ (Fig. 2, right side). Since the condition (3) for the groups $G_{21}$ and $G_{22}$ is satisfied, both of these groups (clusters) are potentially heterogeneous, and both of them go to the 3rd level of recursion.

3rd recursion level:

a) Search for an optimal division of the cluster $G_{21}$ in the sense of maximum of $S(G_{21})$.
We have the following result: $G_{21}$ (57 units) is divided into three subgroups, $G_{211}$ (20 units), $G_{212}$ (20 units), and $G_{213}$ (17 units), with $S(G_{21}) = 0.485$, and $0.553 \leq R(G_{21i}, G_{21j}) \leq 0.644$ ($i, j = 1, 3$). Since the condition (3) for $G_{21}$ is not satisfied, the cluster $G_{21}$ (57 units which are objects of the batch $P_D$) is homogeneous (Fig. 3, left side).

b) We have the following result: $G_{22}$ (45 units) is divided into four subgroups, $G_{221}$ (27 units), $G_{222}$ (5 units), $G_{223}$ (7 units), and $G_{224}$ (6 units), with $S(G_{22}) = 0.494$, and $0.978 \leq R(G_{22i}, G_{22j}) \leq 1.959$ ($i, j = 1, 3$). Since the condition (3) for $G_{22}$ is not satisfied, the cluster $G_{22}$ (45 units which are objects of the batch $P_C$) is homogeneous (Fig. 3, right side).

Thus, using the proposed RAmaxS algorithm, we divided the mixed batch $P$ of semiconductor devices (160 units) into three homogeneous groups. In our example, the resulting cluster $G_1$ (58 units) is equivalent to a homogeneous batch $P_E$, which was mixed into the batch $P$, cluster $G_{21}$ (57 units) is equivalent to the homogeneous batch $P_D$, and cluster $G_{22}$ (45 units) corresponds to the homogeneous batch $P_C$. 


**Figure 2.** Multidimensional scaling of the objects of cluster $G_1$ (left) and $G_2$ (right).

**Figure 3.** Multidimensional scaling of the objects of $G_{21}$ (left) and $G_{22}$ (right).

**Conclusion**

The proposed definition of a homogeneous batch of semiconductor devices, as well as the new recursive algorithm for selecting homogeneous batches based on the silhouette criterion, allows us to split a mixed batch of semiconductor devices into homogeneous batches with high accuracy (in the example given, 100% accurate) and determine the number of these homogeneous batches. The results are confirmed by a computational experiment.
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