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Abstract. We study the distribution of the generalized gcd and lcm functions on average. The generalized gcd function, denoted by \((m,n)_b\), is the largest \(b\)-th power divisor common to \(m\) and \(n\). Likewise, the generalized lcm function, denoted by \([m,n]_b\), is the smallest \(b\)-th power multiple common to \(m\) and \(n\). We derive asymptotic formulas for the average order of the arithmetic, geometric, and harmonic means of \((m,n)_b\). Additionally, we also deduce asymptotic formulas with error terms for the means of \((n_1,n_2,\cdots,n_k)_b\), and \([n_1,n_2,\cdots,n_k]_b\) over a set of lattice points, thereby generalizing some of the previous work on gcd and lcm-sum estimates.

1. Introduction and Main Results

The study of the greatest common divisor (gcd) function arises naturally in number theory, and several mathematicians over the years have been interested in its distribution, and other arithmetic and algebraic properties. See [23] for a survey article on gcd-sums. The most natural geometric usage of the gcd function is in counting visible lattice points. Recently, a new notion of visibility has gained much attention, where curves replace straight lines as the lines of sight [9, 12]. The immediate natural extension is to consider visibility along curves \(y = kx^b\) or \(x = ky^b\), where \(b \in \mathbb{N}\) and \(k \in \mathbb{Q}\). A point \((r, s) \in \mathbb{Z}^2\) is visible along the the curve \(y = kx^b\) if and only if \(\gcd_b(r, s) := \max\{d \geq 1 : d^b| r \text{ and } d|s\} = 1\), and similarly, a point \((r, s) \in \mathbb{Z}^2\) is visible along the the curve \(x = ky^b\) if and only if \(\gcd'_b(r, s) := \max\{d \geq 1 : d| r^b \text{ and } d|s\} = 1\). The distribution of these extended notions, \(\gcd_b, \gcd'_b\), of the classical gcd function have been studied before, for example in [9], where the authors study various mean value results for \(\gcd_b(r, s)\).

A more natural generalization of the usual gcd function is

\[
(r, s)_b := \max\{d \geq 1 : d^b| r \text{ and } d|s\},
\]

(1.1)

which appears when studying the \(b\)-free integers. It also provides a necessary criterion for the combined visibility of a lattice point along the curves \(y = kx^b\) or \(x = ky^b\). Following Cohen [6], this gcd function is called the generalized gcd function. For \(b = 1\), it is the usual gcd function. It has most commonly been used to study the generalized totient function or commonly called the Klee’s totient function [14]. Furthermore, we define the generalized least common multiple (lcm) function by

\[
[r, s]_b := \min\{d \geq 1 : r^b|d \text{ and } s|d\}.
\]

(1.2)

Unlike, the case for the usual gcd, there is no direct relation between \((r, s)_b\) and \([r, s]_b\) for \(b \geq 2\) but it has several interesting properties which nicely generalizes the usual lcm function.

In this note, we are interested in studying the distribution of (1.1) by estimating the average order of its arithmetic, geometric, and harmonic means. We also obtain asymptotic formulas for the average order of the mean of generalized lcm (1.2) defined over \(k\) variables.

The arithmetic mean, or the generalized gcd-sum function is defined as follows: for a fixed integer \(b > 1\),

\[
h_b(n) := \sum_{j \leq n} (j, n)_b.
\]

(1.3)
Note that this is a multiplicative function (proof in Section 2), whereas the analogous sumatory functions for $\gcd_b$, $\gcd'_b$ are not multiplicative, and thus it becomes an interesting object of study from an analytic point of view.

The case $b = 1$, also known as Pillai’s arithmetical function defined as

$$P(n) = \sum_{j \leq n} \gcd(j, n),$$

(1.4)

has been explored before. Toth in his survey article [23] on gcd-sum functions estimated the average order of $P(n)$ to be: for every $\epsilon > 0$,

$$\sum_{n \leq x} P(n) = \frac{1}{2\zeta(2)}x^2 \log x + \left(2\gamma - \frac{1}{2} + \frac{\zeta'(2)}{\zeta(2)}\right)x^2 + O\left(x^{1+\theta+\epsilon}\right),$$

where $\gamma$ is the Euler’s constant and $\theta$ as in

$$\sum_{n \leq x} d(n) - x \log x - (2\gamma - 1)x = O\left(x^{\theta+\epsilon}\right).$$

Estimates of this type but with weaker error terms were obtained before by some authors; see [1], [3], and [15]. The proofs use the convolution identity of Cesaro [4] given by

$$\sum_{k=1}^j f(\gcd(k, j)) = (f \ast \phi)(k),$$

for any arithmetical function $f$ and $\ast$ denotes the Dirichlet convolution. It is natural to ask if similar estimates hold true for the mean of generalized gcd function $h_b(n)$. Using Perron’s formulas and results on the average order of Klee’s totient function, we establish asymptotics of the mean and the average version of the mean in the following theorems below.

**Theorem 1.1.** Let $b = \{2, 3\}$, there exist a constant $c_b > 0$ such that

$$\sum_{n \leq x} \left(1 - \frac{n}{x}\right) h_b(n) = \frac{\zeta(2b - 1)}{6\zeta(2b)}x^2 + \frac{b^2 \zeta(2/b - 1)}{2(2 + b)\zeta(2)}x^{2/b} + O_b\left(\frac{x^{2/b}(\log x)^{6/5}}{c_b^{6/5}(\log \log x)^{-1/5}}\right).$$

In the case when $b > 3$, we prove

**Theorem 1.2.** For $b > 3$,

$$\sum_{n \leq x} \left(1 - \frac{n}{x}\right) h_b(n) = \frac{\zeta(2b - 1)}{6\zeta(2b)}x^2 + O_b(x \log x).$$

**Theorem 1.3.** For $b \geq 2$,

$$\sum_{n \leq x} h_b(n) = \frac{\zeta(2b - 1)}{2\zeta(2b)}x^2 + O_b(E_b(x)),$$

where $E_2(x) = O(x \log x)$, and $E_b(x) = O(x)$ for $b \geq 3$.

The harmonic mean of the generalized gcd function is given by

$$H_b(n) = n \left(\sum_{j \leq n} \frac{1}{\gcd(j, n)}\right)^{-1}.$$  

(1.5)

For the usual gcd function, the average order of its harmonic mean is given by

$$\sum_{n \leq x} \left(\sum_{j \leq n} \frac{1}{\gcd(j, n)}\right)^{-1} = c_1 \log x + c_2 + O\left(x^{-1+\epsilon}\right),$$
for any $\epsilon > 0$, and constants $c_1, c_2 > 0$ [23]. The harmonic mean for the usual gcd function has an algebraic significance in terms of counting generators of a cyclic group of order $n$, see [23], and the references therein. One obtains a similar result for $H_b(n)/n$.

**Theorem 1.4.** For $b \geq 2$, and $H_b(n)$ as in (1.5), we have

$$
\sum_{n \leq x} \frac{H_b(n)}{n} = C_b \log x + O_b(1),
$$

where $C_b = \frac{1}{\zeta(b)} \prod_p \left[ 1 + (p^{b+1} - 1) \sum_{k=1}^{\infty} \frac{p^k}{p^{kb+1}(p^{b+1} - p) + p - 1} \right].$

Furthermore, we consider the geometric mean of the generalized gcd function. For $b \geq 2$, it is

$$
G_b(n) := \left( \prod_{j \leq n} (j, n)_b \right)^{1/n}. \tag{1.6}
$$

Geometric mean for the classical gcd-sum function was considered by Loveless in [17].

**Theorem 1.5.** For $b \geq 2$, we have

$$
\sum_{n \leq x} n \log G_b(n) = -\frac{\zeta'(2b)}{2\zeta(2b)} x^2 + O(x).
$$

Let $k \geq 2$, and $f$ be any arithmetic function. We consider the weighted average order of the generalized gcd function over a set of lattice points given by

$$
M_{f,b,k}(x) := \sum_{n_1,n_2,\cdots,n_k \leq x} f((n_1,n_2,\cdots,n_k)_b), \tag{1.7}
$$

where $(n_1,n_2,\cdots,n_k)_b = \max\{d \geq 1 : d^b|n_1,\cdots,d^b|n_k\}$. In other words, if $N_1, N_2, \cdots, N_k$ are random integers chosen uniformly and independently from the set $\{1,2,\ldots,x\}$, then the above gives the weighted expected value of $(N_1,N_2,\cdots,N_k)_b$. For $k = 2, b = 1$, and $f = \text{id}$, (1.7) was studied by Cesaro [4], and later by Diaconis and Erdös [8] who improved the error term obtained in [4]. Similar to the usual gcd-sum function, for $f = \text{id}$, $k = 2$, the common technique to study (1.7), is using its relation with the summatory function (1.3). For $k \geq 3$, one can use the identity

$$
M_{f,b,k}(x) = \sum_{d \leq x^{1/b}} (f \ast \mu)(d) \left\lfloor \frac{x}{d^{1/b}} \right\rfloor^k,
$$

and derive the following results.

**Theorem 1.6.** Let $M_{f,b,k}(x)$ be defined by (1.7), then for $f = \text{id}$, we have

$$
M_{\text{id},2,2}(x) = x^2 \frac{\zeta(3)}{\zeta(4)} + O(x \log x).
$$

Moreover, for $b \geq 3, k \geq 2$,

$$
M_{\text{id},b,k}(x) = \frac{\zeta(bk - 1)}{\zeta(bk)} x^k + O_b \left( x^{k-1} \right).
$$

For $b = 1$, the lcm-sum function for 2 variables can be studied from the gcd-sum employing the relation $\text{lcm}(m,n) \gcd(m,n) = mn$, and an asymptotic formula for the same was established in [8]. For any positive real number $r$, it was proved that

$$
\sum_{n_1,n_2 \leq x} (\text{lcm}(n_1,n_2))^r = \frac{\zeta(r + 2)}{(r + 1)^2 \zeta(2)} x^{2(r+1)} + O \left( x^{2r+1} \log x \right).
$$
A better error term can be obtained for \( r \in \mathbb{N} \) using Walfisz [25] estimate on the average order of the Euler-phi function. For the generalized lcm defined in (1.2), one does not have a direct relation with the generalized gcd (1.1) unlike for \( b = 1 \), and so one cannot use Theorem 1.6 directly. Instead, we follow the method of [13], and obtain asymptotic formulas for the mean values of generalized lcm function. As in [13], the method can be extended for \( k \geq 2 \), and for a wider class of multiplicative arithmetic functions. Following notations as in [13], for \( r \in \mathbb{R} \), we define the class \( \mathcal{A}_r \) of complex valued arithmetic functions satisfying the following properties: A function \( f \in \mathcal{A}_r \) if there exists constants \( C_1 \) and \( C_2 \) such that

1. \( |f(p) - p| \leq C_1 p^{r-1/2} \) for all primes \( p \).
2. \( |f(p^v)| \leq C_2 p^{rv} \) for all prime powers \( p^v \) with \( v \geq 2 \).

Let

\[
[n_1, \ldots, n_k]_b = \min\{d \geq 1 : n_1 | d^b, \ldots, n_k | d^b\}.
\]

(1.8) denote the generalized lcm of \( k \) variables, then

**Theorem 1.7.** For \( b \geq 2 \), \( k \geq 2 \), \( f \in \mathcal{A}_r \), \( r \in \mathbb{R} \), and for every \( \epsilon > 0 \), we have

\[
\sum_{n_1, n_2, \ldots, n_k \leq x} f([n_1, \ldots, n_k]_b) = C_{f,k}^b \frac{x^{k(r+1)}}{(r+1)^k} + O_b(x^{k(r+1)} - \frac{1}{2} \min(r+1,1) + \epsilon),
\]

where

\[
C_{f,k}^b = \prod_p \left(1 - \frac{1}{p}\right)^k \sum_{\nu_1, \ldots, \nu_k = 0}^{\infty} \frac{f(p^{\max(\nu_1, \ldots, \nu_k)})}{p^{(r+1)(\nu_1 + \cdots + \nu_k)}}.
\]

The above generalizes the result obtained in [13] by substituting \( b = 1 \). For \( k = 2 \), the constant can be simplified and we obtain

**Corollary 1.** Let \( k = 2 \), \( f = \langle id \rangle^r \) and \( r > -1 \) be a real number, then for every \( \epsilon > 0 \), we have

\[
\sum_{n_1, n_2 \leq x} [n_1, n_2]_b = C_{f,2}^b \frac{x^{2(r+1)}}{(r+1)^2} + O(x^{2(r+1)} - \frac{1}{2} \min(r+1,1) + \epsilon)
\]

where

\[
C_{f,2}^b = \zeta^2(r+1) \zeta((r+1)b - r) \zeta(2(r+1)b - r) \prod_p \left(1 - \frac{1}{p}\right)^2 \left[\frac{1}{p} \left(1 - \frac{1}{p^r}\right) \right] 
\times \left[2 - \frac{2}{p^{2(r+1)b - r}} - \frac{1}{p^{r+1}} + \frac{1}{p^{(r+1)b+1}}\right] + \left(1 - \frac{1}{p^{2(r+1)b - r}}\right) \left(1 - \frac{1}{p^{(r+1)b - r}}\right).
\]

Section 2 contains some arithmetic and analytic properties of the generalized gcd function, and its arithmetic mean \( h_b(n) \). Section 3 contains proofs of Theorems 1.1, 1.2, and 1.3. Section 4 discusses results on the harmonic mean. Section 5 contains the proof of the average order of the geometric mean. We prove Theorem 1.5 in Section 6. Results on the generalized lcm-sums are discussed in Section 7 of the paper. Finally, in Section 8, we discuss some possible future work emerging out of this note.

## 2. Preliminary properties

The generalized-gcd function, and its mean \( h_b(n) \) has some interesting properties. In what follows we collect some of these properties. All of these can be verified using elementary techniques.

1. The generalized-gcd is a periodic function. That is, for any \( m, r, s \in \mathbb{Z} \), we have:

\[
(r,s)_b = (r + ms,s)_b
\]
(2) The relation between the usual gcd function and the generalized-gcd function is given by:

\[ \gcd(r, s) = (r, s)_b \gcd\left(\frac{r}{(r, s)_b}, \frac{s}{(r, s)_b}\right). \]

(3) For \( n = p^{2k} \), where \( p \) is prime and \( k \) is any positive integer, \( h_b(n) \) can be interpreted in the theory of finite Abelian groups in the following manner:

\[ h_b(n) = \# \{(i, j) \in \mathbb{Z}_n \times \mathbb{Z}_{p^k} : i, j^b = 0\}. \]

In addition to the above properties \( h_b(n) \) owns the following properties which will be used in proving the main results on the average order of \( h_b(n) \).

**Lemma 2.1.**

1. The function \( h_b(n) \) is multiplicative, that is, for \((m, n) = 1\), \( h_b(mn) = h_b(m)h_b(n) \).

2. For any prime \( p \) and for \( 0 \leq j < b \), \( k \in \mathbb{N} \):

\[ h_b(p^{kb+j}) = p^{k+j} \left(1 + \frac{(p^b-1)(p^{k(b+1)}-1)}{p^{p-1}-1}\right) \]

3. The Dirichlet series associated with \( h_b(n) \) is

\[ \sum_{n \geq 1} \frac{h_b(n)}{n^s} = \frac{\zeta(bs-1)\zeta(s-1)}{\zeta(2s)} \]

and is absolutely convergent in \( \Re(s) > 2 \).

4. The function \( h_b(n) \) is bounded by

\[ |h_b(n)| = \begin{cases} O(n \log n) & \text{if } b = 2 \\ O(n) & \text{if } b \geq 3. \end{cases} \]

**Proof.**

(1) To show \( h_b(n) \) is multiplicative, we write it as a convolution of \( \phi_b(n) \) and \( n^{1/b} \chi_b(n) \), where \( \chi_b(n) \) is a characteristic \( b \)-th power function given by

\[ \chi_b(n) = \begin{cases} 1 & \text{if } n = m^b \text{ for some } m \in \mathbb{Z}, \\ 0 & \text{otherwise}. \end{cases} \tag{2.1} \]

The function \( \phi_b(n) \) is the generalization of the Euler phi function attributed to Klee [14] and also called as Klee’s totient. It is clear that \( \phi_b(n) = \phi(n) \) for \( b = 1 \), where \( \phi(n) \) is the usual Euler phi function. For a positive integer \( b \) and \( n \), it is defined as \( \phi_b(n) := \# \{k \leq n : (k, n)_b = 1\} \). We observe that \( \phi_b \) is a multiplicative function and it is equal to

\[ \phi_b(n) = n \prod_{p \mid n \text{ prime}} (1 - p^{-b}). \tag{2.2} \]

If \((m, n)_b = d\) then \((\frac{m}{d}, \frac{n}{d^b})_b = 1\), then

\[ h_b(n) = \sum_{j \leq n} (j, n)_b = \sum_{d \mid n} d \sum_{j \leq n \text{ with } (j, n)_b = d} 1 = \sum_{d \mid n} d \sum_{j \leq n \text{ with } (\frac{j}{d}, \frac{n}{d^b})_b = 1} 1 
= \sum_{d \mid n} d \phi_b\left(\frac{n}{d}\right) = \sum_{m \mid n} m^{1/b} \phi_b\left(\frac{n}{m}\right) \chi_b(m). \tag{2.3} \]

The result follows from the multiplicativity of \( \phi_b(n) \) and \( n^{1/b} \chi_b(n) \).
(2) From above, we have

\[ h_b(n) = \sum_{m|n} m^{1/b} \phi_b\left(\frac{n}{m}\right) \chi_b(m) = n^{1/b} \sum_{m|n} \frac{1}{m^{1/b}} \phi_b(m) \chi_b\left(\frac{n}{m}\right) \]

take \( n = p^{kb+j} \), \( 0 \leq j < b \), \( k \in \mathbb{N} \)

\[ h_b(p^{kb+j}) = p^{k+j/b} \left[ \frac{p^j}{p^{j/b}} + \sum_{l=1}^{k} \frac{\phi_b(p^{lb+j})}{p^{j/b}} \right] \]
\[ = p^k \left[ p^j + \frac{\sum_{l=1}^{k} p^{lb+j}(p^b-1)}{p^j} \right] \]
\[ = p^{k+j} \left[ 1 + \frac{(p^b-1)(p^{k(b-1)}-1)}{p(p^{b-1}-1)} \right] \]

(3) The function \( \phi_b(n) \) has a Dirichlet series associated to it which converges absolutely for \( \Re(s) > 2 \) and has an analytic continuation to a meromorphic function defined on the whole complex plane. It is given by

\[ \sum_{n \geq 1} \frac{\phi_b(n)}{n^s} = \prod_p \left( 1 + \sum_{m=1}^{\infty} \frac{\phi_b(p^m)}{p^{ms}} \right) = \prod_p \left( \frac{1 - \frac{1}{p^s}}{1 - \frac{1}{p^{s-1}}} \right) \]
\[ = \frac{\zeta(s-1)}{\zeta(bs)}. \quad (2.4) \]

The Dirichlet series of \( n^{1/b} \chi_b(n) \) converges for \( \Re(s) > 2/b \), and is given by

\[ \sum_{n \geq 1} \frac{n^{1/b} \chi_b(n)}{n^s} = \prod_p \left( 1 + \sum_{m=1}^{\infty} \frac{(p^m / \chi_b(p^m))}{p^{ms}} \right) = \prod_p \left( 1 + \frac{1}{p^{bs-1}} + \frac{1}{p^{2bs-2}} + \ldots \right) \]
\[ = \zeta(bs-1). \quad (2.5) \]

Using (2.3), (2.4), and (2.5), we obtain the Dirichlet series of \( h_b(n) \) which converges for \( \Re(s) > 2 \).

\[ \sum_{n \geq 1} \frac{h_b(n)}{n^s} = \frac{\zeta(bs-1) \zeta(s-1)}{\zeta(bs)}. \]
(4) The function \(|h_b(n)|\) is bounded by
\[
|h_b(n)| = \left| \sum_{j \leq n} (j, n)_b \right| = \left| \sum_{d \leq n} d \sum_{j \leq n \atop (j, n)_b = d} 1 \right| = \left| \sum_{d \leq n} d \sum_{j \leq n} \sum_{k \mid d} \mu(k) \right|
\]
\[
\leq \sum_{d \leq n} d \sum_{j \leq n} \sum_{k \mid d} \left| \mu(k) \right| \leq \sum_{d \leq n} d \sum_{j \leq n} \sum_{k \mid d} 1
\]

Let \(mk^b = \frac{j}{d^b}\) then, \(m \leq \frac{n}{k^b d^b}\)
\[
= \sum_{d \leq n^{1/b}} d \sum_{k \leq \frac{1}{b^b \log 2}} \sum_{m \leq \frac{k^{1/b}}{d^b}} 1 = O \left( \sum_{d \leq n^{1/b}} d \sum_{k \leq \frac{1}{b^b \log 2}} n \frac{1}{d^b} \right) = O \left( \sum_{d \leq n^{1/b}} \frac{n}{d^{b-1}} \sum_{k \leq \frac{1}{b^b \log 2}} \frac{1}{k^{b}} \right)
\]
\[
= O \left( \sum_{d \leq n^{1/b}} \frac{n}{d^{b-1}} \right) = \begin{cases} O(n \log n) & \text{if } b = 2 \\ O(n) & \text{if } b \geq 3. \end{cases}
\]

\[\square\]

3. Arithmetic Mean

3.1. Proofs of Theorems \([1.1]\) and \([1.2]\) We fix a positive integer \(b > 0\), and use Perron’s formula to estimate the weighted mean of \(h_b(n)\). For a complex number \(s\), we write \(s = \sigma + it\). By Perron’s formula \(([21\text{ page }130}]\), for \(\alpha > 0\),
\[
\sum_{n \leq x} \left(1 - \frac{n}{x}\right) h_b(n) = \frac{1}{2\pi i} \int_{\alpha - i\infty}^{\alpha + i\infty} x^s \zeta(bs - 1) \zeta(s - 1) \frac{ds}{s(s + 1) \zeta(bs)}. \tag{3.1}
\]

Fix \(T, U > 0\) such that \(2 \leq T \leq x, T \leq U \leq x^2\). Let
\[
\alpha = 2 + \frac{B}{\log X} \quad \text{and} \quad \beta = \frac{1}{b} - \frac{A}{(\log 2T)^{2/3}(\log \log 2T)^{1/3}},
\]
for some absolute constant \(B > 0\), and \(A = B/b\). We solve the line integral in \((3.1)\) by modifying the path of integration from \(\alpha - iU\) to \(\alpha + iU\) into a path: \(l_1: \alpha + iU\) to \(\alpha + i\infty\); \(l_2: 2/b + iU\) to \(\alpha + iU\); \(l_3: 2/b + iT\) to \(2/b + iU\); \(l_4: \beta + iT\) to \(2/b + iT\); \(l_5: \beta - iT\) to \(\beta + iT\); \(l_6: 2/b - iT\) to \(\beta - iT\); \(l_7: 2/b - iU\) to \(2/b - iU\); \(l_8: \alpha - iU\) to \(2/b - iU\); \(l_9: \alpha - i\infty\) to \(\alpha - iU\). By Cauchy’s residue theorem,
\[
\frac{1}{2\pi i} \int_{\alpha - i\infty}^{\alpha + i\infty} x^s \zeta(bs - 1) \zeta(s - 1) \frac{ds}{s(s + 1) \zeta(bs)} = x^2 \zeta(2b - 1) \frac{\zeta(2) - \zeta(2b)}{6 \zeta(2b)} + \frac{b^2 x^{2/b} \zeta(2b - 1)}{2(2 + b) \zeta(2)} + \sum_{i=1}^{9} J_i. \tag{3.2}
\]
The first two terms in the right side of \((3.2)\) correspond to the residues at the poles of the integrand on the left side of \((3.2)\) inside the modified contour of integration. Here \(J_i\) is the integral of the integrand above along the line segments \(l_i\). We now estimate \(J_i s\) using standard bounds for \(\zeta(s)\)
and \( \frac{1}{\zeta(s)} \) (\[22\] page 47),

\[
\zeta(\sigma + it) = \begin{cases} 
O \left( t^{\frac{1}{2} - \sigma} \log t \right), & -1 \leq \sigma \leq 0, \\
O \left( t^{\frac{1}{2} - \sigma} \log t \right), & 0 \leq \sigma \leq 1, \\
O (\log t), & 1 \leq \sigma \leq 2, \\
O (1), & \sigma \geq 2,
\end{cases}
\]

and

\[
\frac{1}{\zeta(\sigma + it)} = \begin{cases} 
O (\log t), & 1 \leq \sigma \leq 2, \\
O (1), & \sigma \geq 2.
\end{cases}
\]

In addition, we also use the Vinogradov-Koroborov zero free region (\[24, 16\]),

\[
\sigma \geq 1 - B(\log t)^{-\frac{2}{3}} (\log \log t)^{-\frac{1}{3}},
\]

in this region

\[
\frac{1}{\zeta(s)} = O \left( (\log t)^{\frac{2}{3}} (\log \log t)^{\frac{1}{3}} \right),
\]

and \( B \) is an absolute constant. Along the line segments \( l_1 \) and \( l_8 \), we have

\[
|J_1|, |J_9| = O \left( \int_{U}^{\infty} \frac{|x^{\alpha + it}| |\zeta(b\sigma - 1 + ibt)| |\zeta(\sigma + 1 + it)|}{|\sigma + it||\sigma + 1 + it||\zeta(b\sigma + ibt)|} \, dt \right)
= O \left( x^2 \log U \int_{U}^{\infty} \frac{dt}{t^2} \right) = O \left( \frac{x^2 \log U}{U} \right).
\]

Along the line segments \( l_2 \) and \( l_8 \), we estimate the integrals \( J_2 \) and \( J_8 \) separately for \( b = 2 \), and \( b \geq 3 \). For \( b = 2 \), we decompose the integrals into three parts in the range \( 1 \leq \sigma \leq 3/2 \), \( 3/2 \leq \sigma \leq 2 \), and \( 2 \leq \sigma \leq \alpha \), so that

\[
\begin{align*}
|J_2|, |J_8| &= O \left( \int_{1}^{3/2} \frac{|x^{\sigma + iTU}| |\zeta(b\sigma - 1 + ibU)| |\zeta(\sigma - 1 + iU)|}{|\sigma + iTU||\sigma + 1 + iTU||\zeta(b\sigma + ibU)|} \, d\sigma \right. \\
&\quad + \int_{3/2}^{2} \frac{|x^{\sigma + iTU}| |\zeta(b\sigma - 1 + ibU)| |\zeta(\sigma - 1 + iU)|}{|\sigma + iTU||\sigma + 1 + iTU||\zeta(b\sigma + ibU)|} \, d\sigma \\
&\quad + \int_{2}^{\alpha} \frac{|x^{\sigma + iTU}| |\zeta(b\sigma - 1 + ibU)| |\zeta(\sigma - 1 + iU)|}{|\sigma + iTU||\sigma + 1 + iTU||\zeta(b\sigma + ibU)|} \, d\sigma \\
&= O \left( \int_{1}^{3/2} \frac{x^{\sigma+1/2} \log^2 U}{U^2} d\sigma + \int_{3/2}^{2} \frac{x^{\sigma+1/2} \log U}{U^2} d\sigma + \int_{2}^{\alpha} \frac{x^{\sigma} \log U}{U^2} d\sigma \right) \\
&= O \left( \int_{1}^{3/2} \frac{x^{\sigma} \log^2 U}{U} d\sigma + \int_{3/2}^{2} \frac{x^{\sigma} \log U}{U} d\sigma + \int_{2}^{\alpha} \frac{x^{\sigma} \log U}{U} d\sigma \right) \\
&= O \left( \frac{x^{2} \log U}{U^2} \right).
\end{align*}
\]
We now estimate $J_2$, and $J_3$ for $b \geq 3$, for which we decompose the limits of the integral into $2/b \leq \sigma < 1$, $1 \leq \sigma \leq 2$, and $2 \leq \sigma \leq \alpha$, and obtain

\[
|J_2|, |J_3| = O \left( \int_{2/b}^{1} \frac{|x^{\sigma+iU}||\zeta(b\sigma-1+ibU)||\zeta(\sigma-1+iU)|}{|\sigma+iU||\sigma+1+iU||\zeta(b\sigma+ibU)|} d\sigma \right.
+ \int_{1}^{2} \frac{|x^{\sigma+iU}||\zeta(b\sigma-1+ibU)||\zeta(\sigma-1+iU)|}{|\sigma+iU||\sigma+1+iU||\zeta(b\sigma+ibU)|} d\sigma
+ \int_{2}^{\alpha} \frac{|x^{\sigma+iU}||\zeta(b\sigma-1+ibU)||\zeta(\sigma-1+iU)|}{|\sigma+iU||\sigma+1+iU||\zeta(b\sigma+ibU)|} d\sigma) = O \left( \int_{2/b}^{1} \frac{x^\sigma U^{3/2-\sigma}}{U^2} \log^2 U d\sigma + \int_{1}^{2} \frac{x^\sigma U^{1/2-\sigma}}{U^2} \log U d\sigma + \int_{2}^{\alpha} \frac{x^\sigma \log U}{U^2} d\sigma \right)
= O \left( \frac{\log^2 U}{U^2} \int_{2/b}^{1} \left( \frac{x}{U} \right)^\sigma d\sigma + \frac{\log U}{U^{3/2}} \int_{1}^{2} \left( \frac{x}{U} \right)^\sigma d\sigma + \frac{\log U}{U^2} \int_{2}^{\alpha} x^\sigma d\sigma \right)
= O \left( \frac{x^2 \log U}{U^2} \right).
\]

On the line segments $l_3$ and $l_7$, $s = 2/b + it$, $T \leq |t| \leq U$, we have

\[
|J_3|, |J_7| = O \left( \int_{2/b}^{U} \frac{|x^{2/b+it}||\zeta(1+ibt)||\zeta(2/b-1+it)|}{|1+ibt||2+ibt||\zeta(2+ibt)|} dt \right) = O \left( \frac{x^2/b \int_{U}^{T/2} \log^2 t}{t^2} dt \right)
= O \left( \frac{x^2/b \int_{U}^{T/2} \log^2 t}{t^{1/2+2/b}} dt \right) = O \left( x^{2/b} U^{1/2-2/b} \log^2 U \right) + O \left( x^{2/b} T^{1/2-2/b} \log^2 T \right).
\]

For $b = 2, 3$, since $T < U$, the above error can be estimated to be

\[
|J_3|, |J_7| = O \left( x^{2/b} T^{1/2-2/b} \log^2 T \right).
\]

And, for $b \geq 4$, we have

\[
|J_3|, |J_7| = O \left( x^{2/b} U^{1/2-2/b} \log^2 U \right).
\]

Next, on the line segments $l_4$, and $l_6$, for $b = 2$, we have

\[
|J_4|, |J_6| = O \left( \int_{2}^{1} \frac{|x^{\sigma+iT}||\zeta(2\sigma-1+2iT)||\zeta(\sigma-1+iT)|}{|\sigma+iT||\sigma+1+iT||\zeta(2\sigma+2iT)|} d\sigma \right)
= O \left( \frac{x^\sigma T^{5/2-2\sigma} \log^3 T}{T^2} d\sigma \right) = O \left( T^{1/2} \log^3 T \int_{2}^{1} \frac{x}{T^2} d\sigma \right)
= O \left( \frac{x \log^3 T}{T^{3/2}} \right).
\]
Lastly, along the line segment $l$. Therefore we get the required result, which implies $b$ one obtains Theorem 1.1. Likewise, for $b ≥ 2$, we have

$$\left| J_5 \right| = O \left( \int_{-T}^{T} \frac{x^{\beta + i T} \left( \zeta(b \beta - 1 + ib T) \right) \left( \zeta(b \beta + ib T) \right) \left( \log(2 + |t|) \right)^{8/3} \left( \log \log(3 + |t|) \right)^{1/3} \, dt \right) = O \left( x^\beta \right).$$

Collecting all the above estimates for $b = 2, 3$, and setting $U = x^{3/2}$, and $T = \exp \left( \frac{c_1 (\log x)^{3/5}}{(\log \log x)^{1/5}} \right)$, one obtains Theorem 1.1. Likewise, for $b ≥ 4$, setting $U = x$, and $T$ as above, one obtains Theorem 1.2.

3.2. **Mean value estimate.** In this section, we derive an asymptotic formula for the average of the generalized gcd-sum function. For $b = 1$, this has been done in [2, Theorem 4.7].

**Proof of Theorem 1.3**

$$\sum_{n \leq x} h_b(n) = \sum_{n \leq x} \sum_{j \leq n} (j, n)_b = \sum_{n \leq x} \sum_{d \mid n} d \sum_{j \leq n} 1 = \sum_{n \leq x} \sum_{d \mid n} d \sum_{j \leq n} \frac{j}{d^b} = 1,$$

$$= \sum_{n \leq x} \sum_{d \mid n} \frac{d \phi_b(n)}{d^b} = \sum_{d \leq x^{1/b}} d \sum_{k \leq \frac{x}{d^b}} \phi_b(k).$$

McCarthy [19] computed the average order of Klee’s totient function $\phi_b(n)$ to be

$$\sum_{n \leq x} \phi_b(n) = \frac{x^2}{2\zeta(2b)} + O(x).$$

which implies

$$\sum_{n \leq x} h_b(n) = \sum_{d \leq x^{1/b}} d \left( \frac{x^2}{2\zeta(2b)d^b} + O \left( \frac{x}{d^b} \right) \right) = \frac{x^2}{2\zeta(2b)} \sum_{d \leq x^{1/b}} \frac{1}{d^{2b-1}} + O \left( \frac{x}{d^{b-1}} \right).$$

Therefore we get the required result,

$$\sum_{n \leq x} h_b(n) = \frac{\zeta(2b - 1)}{2\zeta(2b)} x^2 + E_b(x), \quad (3.3)$$
where $E_2(x) = O(x \log x)$, and $E_b(x) = O(x)$ for $b \geq 3$. 

\section{Harmonic Mean}

The harmonic mean $H_b(n)$ defined in (1.5) is a multiplicative function and has a Dirichlet series representation. The following lemmas cover these properties, using which we prove Theorem 1.4.

\textbf{Lemma 4.1.} The function $H_b(n)$ is multiplicative and its value at prime powers is given by,

$$ H_b(p^{kb+j}) = \begin{cases} 1, & 0 \leq j \leq b - 1, \; k = 0, \\ \frac{p^{kb+1}(p^{b+1} - 1)}{p^{kb+1}(p^{b+1} - p) + p - 1}, & 0 \leq j \leq b - 1, \; k \in \mathbb{N}. \end{cases} $$

\textit{Proof.} From (1.5), we have

$$ \frac{n}{H_b(n)} = \sum_{k=1}^{n} \frac{1}{(k, n)_b} = \sum_{d|n} \frac{1}{d} \sum_{j \leq n} 1 = \sum_{d|n} \frac{1}{d} \phi_b\left(\frac{n}{d}\right) = n^{-1/b} \sum_{m|n} m^{1/b} \chi_b\left(\frac{n}{m}\right) \phi_b(m), \tag{4.1} $$

where $\chi_b$ and $\phi_b$ as in (2.1), and (2.2) respectively. The sum in the right side of (4.1) is a convolution of multiplicative functions, and so $H_b(n)$ is multiplicative with

$$ H_b(p^n) = 1 ; 0 \leq n \leq b - 1. $$

For $n = p^{kb+j}$, where $0 \leq j \leq b - 1$ and $k \in \mathbb{N}$, we have

$$ \frac{H_b(p^{kb+j})}{p^{kb+j}} = p^{k+j/b} \left( \sum_{d|p^{kb+j}} d^{1/b} \chi_b\left(\frac{n}{d}\right) \phi_b(d) \right)^{-1} = p^{k+j/b} \left( p^{j/b} + \sum_{l=1}^{k} p^{l+j/b} \phi_b(p^{b+l}) \right)^{-1}
= p^k \left( \sum_{l=1}^{k} lp^{l+j-b}(p^b - 1) \right)^{-1} = p^{k-j} \left( 1 + \frac{(p^b - 1)p(p^{k+1}) - 1}{(p^{b+1} - 1)} \right)^{-1}
= \frac{p^{k-j}(p^{b+1} - 1)}{p^{k(b+1)}(p^{b+1} - p) + p - 1}. \tag{4.2} $$

\textbf{Lemma 4.2.} The Dirichlet series associated to the harmonic mean $H_b(n)/n$ has an Euler product representation and converges absolutely for $\Re(s) > 0$, and can be represented as

$$ \sum_{n=1}^{\infty} \frac{H_b(n)/n}{n^s} = \frac{\zeta(s+1)}{\zeta(bs+b)} \prod_{p} \left(1 + K_b(s)\right), \tag{4.2} $$

where

$$ K_b(s) := (p^{b+1} - 1) \sum_{k=1}^{\infty} \frac{p^k}{p^{k(bs-1)}(p^{k(b+1)}(p^{b+1} - p) + p - 1)}. $$
Proof. Using Lemma 4.1 the Dirichlet series associated to \( H_b(n) \) can be written as

\[
\sum_{n=1}^{\infty} \frac{H_b(n)}{n^s} = \prod_p \left( 1 + \sum_{m=1}^{\infty} \frac{H_b(p^m)/p^m}{p^{ms}} \right)
\]

\[
= \prod_p \left( \sum_{j=0}^{b-1} \frac{1/p^{j}}{p^{js}} + \sum_{j=0}^{b-1} \sum_{k=1}^{\infty} \frac{p^{k-j}(p^{b+1} - 1)}{p^{kb+j}m(k)(p^{b+1} - p) + p - 1} \right)
\]

\[
= \prod_p \left( \frac{1 - 1/p^{b(s+1)}}{1 - 1/p^{s+1}} + \frac{1 - 1/p^{b(s+1)}}{1 - 1/p^{b+1}} \sum_{k=1}^{\infty} \frac{p^{k}(p^{b+1} - 1)}{p^{k(b+1)}(p^{b+1} - p) + p - 1} \right)
\]

\[
= \frac{\zeta(s + 1)}{\zeta(bs + b)} \prod_p \left( 1 + (p^{b+1} - 1) \sum_{k=1}^{\infty} \frac{1}{p^{k(bs-1)}(p^{k(b+1)}(p^{b+1} - p) + p - 1)} \right)
\]

\[
= \frac{\zeta(s + 1)}{\zeta(bs + b)} \prod_p (1 + K_b(s)) = \frac{\zeta(s + 1)}{\zeta(bs + b)} A_b(s),
\] (4.3)

where \( A_b(s) := \prod_p (1 + K_b(s)) \), and

\[
K_b(s) = (p^{b+1} - 1) \sum_{k=1}^{\infty} \frac{1}{p^{k(bs-1)}(p^{k(b+1)}(p^{b+1} - p) + p - 1)}.
\]

Let \( s = \sigma + it \). Then

\[
\left| \frac{1}{p^{k(bs-1)}(p^{k(b+1)}(p^{b+1} - p) + p - 1)} \right| \leq \left| \frac{1}{p^{k(bs-1)}(p^{k(b+1)}(p^{b+1} - p) + p - 1)} \right| \leq \frac{1}{p^{k(bs-1)}p^{k(b+1)}(p^{b+1} - p)}.
\]

and so

\[
|K_b(s)| = \frac{(p^{b+1} - 1)}{(p^{b+1} - p)} \sum_{k=1}^{\infty} \frac{1}{p^{k(bs-1)}p^{k(b+1)}} = \frac{(p^{b+1} - 1)}{(p^{b+1} - p)} \sum_{k=1}^{\infty} \frac{1}{p^{k(bs+b)}} = \frac{(p^{b+1} - 1)}{(p^{b+1} - p)} \frac{1/p^{(b+1)b}}{1 - 1/p^{(b+1)b}}
\]

\[
= \frac{(1 - p^{b-1})}{(1 - p^{-b})} \frac{1}{p^{(b+1)b} - 1}.
\]

Since \( \frac{1}{1 - p^{-b}} \leq 2 \), and \( 1 - p^{b-1} \leq 1 \), we have

\[
\sum_p |K_b(s)| \leq \sum_p \frac{2}{p^{(b+1)b} - 1} < \infty.
\]

Hence, the product \( A_b(s) = \prod_p (1 + K_b(s)) \) is absolutely convergent for \( \sigma_o > -1 + 1/b \), and analytic on the half plane \( \Re s > -1 + 1/b \). And for any fixed \( \sigma_o > -1 + 1/b \), we have

\[
|A_b(s)| \leq \prod_p (1 + |K_b(s)|) \leq \prod_p \left( 1 + \frac{2}{p^{(b+1)b} - 1} \right)
\]

\[
= \prod_p \frac{1 + p^{b\sigma_o + b}}{1 - p^{b\sigma_o + b}} = \frac{\zeta^2(b\sigma_o + b)}{\zeta(2b\sigma_o + 2b)} < \infty.
\]
Thus, $A_b(s)$ is uniformly bounded for $\Re s > -1 + 1/b$. It follows that $A_b(s)$ is absolutely convergent and defines an analytic function on the half plane $\Re s > -1 + 1/b$. This shows that (4.2) has a meromorphic continuation to the half plane $\Re(s) > -1 + 1/b$. □

We now turn to proving Theorem 1.4.

**Proof of Theorem 1.4.** Expanding $A_b(s)$ into a Dirichlet series

$$A_b(s) = \sum_{n=1}^{\infty} \frac{a_b(n)}{n^s},$$

which is absolutely convergent for $\Re s > -1 + 1/b$. Now, from [11, D-24] we have,

$$\frac{\zeta(s+1)}{\zeta(bs+b)} = \sum_{n=1}^{\infty} \frac{\xi_b(n)/n}{n^s}.$$

where $\xi_b(n)$ is the characteristic function for $b$-free numbers. It follows that

$$\frac{\zeta(s+1)}{\zeta(bs+b)} = \sum_{n=1}^{\infty} \frac{\xi_b(n)/n}{n^s}. \quad (4.4)$$

By Lemma 4.2 and (4.4), we obtain

$$\sum_{n=1}^{\infty} \frac{H_b(n)/n}{n^s} = \sum_{n=1}^{\infty} \frac{\xi_b(n)/n}{n^s} \sum_{n=1}^{\infty} \frac{a_b(n)}{n^s}. $$

This gives

$$\frac{H_b(n)}{n} = \sum_{d|n} \frac{\xi_b(d)}{d} a_b\left(\frac{n}{d}\right). \quad (4.5)$$

Since the Dirichlet series $\sum_{n=1}^{\infty} a_b(n)n^{-s}$ is absolute convergent for $\Re s > -1 + 1/b$. Hence for any $U > 1$,

$$\sum_{U<n \leq 2U} |a_b(n)| \ll U^{-1+1/b+\epsilon}.$$

Thus, the infinite series $\sum_{m \geq 1} g_b(m)$ is convergent and

$$\sum_{m \leq x} a_b(m) = C + O(x^{-1+1/b+\epsilon}),$$

where $C = A_b(0)$ is constant. Using (4.5) and the above expression, we obtain

$$\sum_{n \leq x} \frac{H_b(n)}{n} = \sum_{m \leq x} \frac{\xi_b(m)}{m} \sum_{n \leq x/m} a_b(n) = \sum_{m \leq x} \frac{\xi_b(m)}{m} \left(C + O\left(\frac{x^{-1+1/b+\epsilon}}{m^{-1+1/b+\epsilon}}\right)\right)$$

$$= C \sum_{m \leq x} \frac{\xi_b(m)}{m} + O\left(x^{-1+1/b+\epsilon} \sum_{m \leq x} \frac{\xi_b(m)}{m^{1/b+\epsilon}}\right). \quad (4.6)$$

The average order of $\xi_b(n)$ is estimated by Walfisz in [25, Page192] as

$$\sum_{n \leq x} \xi_b(n) = \frac{x}{\zeta(b)} + O\left(x^{1/b}\exp\{\log^{3/5} x(\log \log x)^{-1/5}\}\right)$$

$$= \frac{x}{\zeta(b)} + O(E_x),$$
where \( E_x = x^{1/b} \exp \{\log^{3/5} x (\log \log x)^{-1/5}\} \). Using this estimate and applying summation by parts, we have

\[
\sum_{m \leq x} \xi_b(m) \frac{x}{m} = \frac{1}{\zeta(b)} + \log \frac{x}{\zeta(b)} + O \left( \frac{E_x}{x} \right),
\]

and

\[
\sum_{m \leq x} \xi_b(m) \frac{1}{m^{1/b+\varepsilon}} = O \left( x^{1-1/b-\varepsilon} \right).
\]

Collecting the above results, and substituting in (4.6), we get the required result in theorem 1.4.

\[\square\]

5. Geometric mean

In this section, we discuss the average value of geometric mean \( G_b(n) \), and give a proof of Theorem 1.5. The method of proof is similar to the proof for harmonic means. We first define the relevant functions. Recall from (1.6),

\[
(G_b(n))^n = \prod_{j \leq n} (j, n)_b = \left( \prod_{d|n} d^{\phi_b(n/d)} \right). 
\]

This implies

\[
n \log G_b(n) = \sum_{d|n} \phi_b \left( \frac{n}{d} \right) \log d = \frac{1}{b} \sum_{m|n} \phi_b \left( \frac{n}{m} \right) \chi_b(m) \log m. \tag{5.1}
\]

Here \( \chi_b \) and \( \phi_b \) is same as in (2.1), and (2.2) respectively. It follows that the function \( n \log G_b(n) \) is a convolution of functions \( \phi_b(n) \), and \( \chi_b(n) \log n \). So, the Dirichlet series associated to \( n \log G_b(n) \) is the product of Dirichlet series associated to \( \phi_b(n) \) and \( \chi_b(n) \log n \). Now,

\[
\sum_{n=1}^{\infty} \frac{\chi_b(n)}{n^s} = \zeta(bs) \quad \text{for} \quad \Re(s) > 1/b, \tag{5.2}
\]

and

\[
\sum_{n=1}^{\infty} \frac{\chi_b(n) \log n}{n^s} = -b\zeta'(bs) \quad \text{for} \quad \Re(s) > 1/b \tag{5.3}
\]

Using (2.4) and (5.3), we conclude that \( n \log G_b(n) \) has an absolutely convergent Dirichlet series for \( \Re s > 2 \) given by

\[
\sum_{n=1}^{\infty} \frac{n \log G_b(n)}{n^s} = -\frac{\zeta(s-1)\zeta'(bs)}{\zeta(bs)}.
\]

We are now equipped to prove Theorem 1.5.

**Proof of Theorem 1.5.** From (5.1), we have

\[
\sum_{n \leq x} n \log G_b(n) = \frac{1}{b} \sum_{n \leq x} \sum_{m|n} \phi_b \left( \frac{n}{m} \right) \chi_b(m) \log m = \frac{1}{b} \sum_{m \leq x} \chi_b(m) \log m \sum_{k \leq x/m} \phi_b(k).
\]

McCarthy [19] computed the average order of Klee’s totient function \( \phi_b(n) \) to be

\[
\sum_{n \leq x} \phi_b(n) = \frac{x^2}{2\zeta(2b)} + O(x).
\]
This gives
\[
\sum_{n \leq x} n \log G_b(n) = \frac{1}{b} \sum_{m \leq x} \chi_b(m) \log m \left[ \frac{1}{2\zeta(2b)} \frac{x^2}{m^2} + O \left( \frac{x}{m} \right) \right]
\]
\[
= \frac{x^2}{2b\zeta(2b)} \sum_{m \leq x} \chi_b(m) \log m \frac{1}{m^2} + O_b \left( x \sum_{m \leq x} \chi_b(m) \log m \frac{1}{m} \right).
\]
(5.4)

Moreover, the Dirichlet series \( \sum_{n=1}^\infty \frac{\chi_b(m) \log m}{m^s} \) is absolutely convergent for \( \Re s > 1/b \). Hence for every \( \epsilon > 0 \), and \( U > 1 \),
\[
\sum_{U<n \leq 2U} |\chi_b(n) \log(n)| \ll U^{1/b+\epsilon}.
\]

Therefore from (5.2), and (5.3), for every \( \epsilon > 0 \),
\[
\sum_{m \leq x} \chi_b(m) \log m \frac{1}{m} = -b\zeta'(b) + O(x^{-1+1/b+\epsilon}),
\]
and
\[
\sum_{m \leq x} \chi_b(m) \log m \frac{1}{m^2} = -b\zeta'(2b) + O(x^{-2+1/b+\epsilon}).
\]

Collecting the above estimates, and substituting in (5.4), we obtain Theorem 1.5. \( \Box \)

6. ASYMPTOTICS OF \( M_{f,b,k}(x) \)

**Proof of Theorem 1.6.** We separate the diagonal terms and use the symmetry of the gcd function to write the following identity
\[
\sum_{m,n \leq x} (m, n)_b = 2 \sum_{n \leq x} \sum_{m=1}^{n} (m, n)_b - \sum_{n \leq x} (n, n)_b.
\]
(6.1)
The diagonal sum in (6.1) can be estimated as
\[
\sum_{n \leq x} (n, n)_b = \sum_{d \leq x^{1/b}} \sum_{d|(n,n)_b} \phi(d) = \sum_{d \leq x^{1/b}} \sum_{d|n} \phi(d) \left( \frac{x}{d^b} + O(1) \right)
\]
\[
= x \sum_{d \leq x^{1/b}} \frac{\phi(d)}{d^b} + O \left( \sum_{d \leq x^{1/b}} \phi(d) \right)
\]
We use the following well known estimates to estimate the above.
\[
\sum_{n \leq x} \phi(n) = \frac{x^2}{2\zeta(2)} + O(x \log x),
\]
\[
\sum_{n \leq x} \frac{\phi(n)}{n^2} = \frac{\log x}{\zeta(2)} + \frac{\gamma}{\zeta(2)} - A + O \left( \frac{\log x}{x} \right),
\]
where \( A = \sum_{n=1}^\infty \frac{\mu(n) \log n}{n^2} = \frac{\zeta'(2)}{\zeta(2)^2} \), and for \( \alpha \geq 1, \alpha \neq 2 \),
\[
\sum_{n \leq x} \phi(n) \frac{1}{n^\alpha} = \frac{\zeta(\alpha - 1)}{\zeta(\alpha)} + \frac{x^{2-\alpha}}{(2-\alpha)\zeta(2)} - A + O \left( x^{1-\alpha} \log x \right).
\]
Using the above results, and the estimate from (3.3), we have
\[ \sum_{m,n \leq x} (m, n)_2 = \frac{\zeta(3)}{\zeta(4)} x^2 + O(x \log x), \]
and
\[ \sum_{m,n \leq x} (m, n)_b = \frac{\zeta(2b-1)}{\zeta(2b)} x^2 + O_b(x). \]

For the $k$-generalized gcd function, $k > 2$, and for any arbitrary arithmetical function $f$, we can write
\[ \sum_{n_1,n_2,\ldots,n_k \leq x} f(n_1, n_2, \ldots, n_k)_b = \sum_{n_1,n_2,\ldots,n_k \leq x} \sum_{d|(n_1,n_2,\ldots,n_k)_b} r(d), \]
where $r(n)$ is an arithmetical function such that $f(n) = 1*r(n)$. Then by Mobius inversion formula, we have the identity
\[ \sum_{n_1,n_2,\ldots,n_k \leq x} f(n_1, n_2, \ldots, n_k)_b = \sum_{d \leq x^{1/b}} (f * \mu)(d) \left( \frac{x}{d} \right)^k. \]

For $b \geq 2$, $k > 2$ and $f = id$, the above identity leads to the following asymptotic formula
\[ \sum_{n_1,n_2,\ldots,n_k \leq x} (n_1, n_2, \ldots, n_k)_b = \frac{\zeta(bk-1)}{\zeta(bk)} x^k + O_b \left( x^{k-1} \right). \]

7. Generalized lcm

For any multiplicative, arithmetical function $f \in \mathcal{A}_r$ we will estimate the average order of $f([n_1, n_2, \ldots, n_k]_b)$. We use the method of [13] where the authors do it for $b = 1$. We will only briefly sketch parts of the proof which have been modified from [13]. The generalized lcm is a multiplicative function of $k$ variables, and so $f([n_1, n_2, \ldots, n_k]_b)$ is multiplicative with Dirichlet series described in the following lemma.

**Lemma 7.1.** For $b \geq 2$, $k \geq 2$ and $f \in \mathcal{A}_r$ with $r > -1$,
\[ L_{f,k}(z_1, \ldots, z_k) = \sum_{n_1,\ldots,n_k=1} \frac{f(n_1, \ldots, n_k)_b}{n_1^{z_1}, \ldots, n_k^{z_k}} = \zeta(z_1-r) \cdots \zeta(z_k-r) H_{f,k}(z_1, \ldots, z_k), \]
where $H_{f,k}(z_1, \ldots, z_k)$ is absolutely convergent for
\[ \Re z_1,\ldots, \Re z_k > A := \begin{cases} \frac{r+1}{2} & \text{if } r \geq 0 \\ \frac{r+1}{2} & \text{if } -1/2 \leq r < 0. \end{cases} \]

**Proof.** Since $f$ is a multiplicative function,
\[ L_{f,k}(z_1, \ldots, z_k) = \sum_{n_1,\ldots,n_k=0} \frac{f(n_1, \ldots, n_k)_b}{n_1^{z_1}, \ldots, n_k^{z_k}} = \prod_p \sum_{v_1,\ldots,v_k=0}^\infty \frac{f(p^{\max(v_1,\ldots,v_k)})}{p^{v_1z_1+\cdots+v_kz_k}}. \quad \text{(7.1)} \]

As in [13], we consider the cases $r \geq 0$, and $-1/2 \leq r \leq 0$ separately.

**Case 1.** Consider $r \geq 0$ and $\Re z_1,\ldots, \Re z_k \geq \delta \geq r$. Divide the sum of (7.1) into two parts
\[ L_{f,k}(z_1, \ldots, z_k) = \prod_p \left( 1 + \frac{f(p)}{p^{z_1}} + \cdots + \frac{f(p)}{p^{z_k}} + \sum_{v_1+\cdots+v_k \geq 2} \frac{f(p^{\max(v_1,\ldots,v_k)})}{p^{v_1z_1+\cdots+v_kz_k}} \right). \quad \text{(7.2)} \]

Using properties of a function $f \in \mathcal{A}_r$, and the fact $r \geq 0$, we have
\[ \frac{f(p)}{p^{z_i}} = \frac{1}{p^{z_i-r}} + O \left( \frac{1}{p^{r+1/2}} \right). \]
Moreover,
\[
\left| f(p^{\max(v_1,\ldots,v_k)}) \right| \leq C_3 \frac{p^{\max(v_1,\ldots,v_k)+1}}{p^{\delta(v_1+\cdots+v_k)}} = O \left( \frac{p^r}{p^{2(\delta-r)/b}} \right).
\]

This gives,
\[
L_{f,k}^b(z_1,\ldots,z_k) = \prod_p \left( 1 - \frac{1}{p^{z_1+r}} \right) \cdots \left( 1 - \frac{1}{p^{z_k+r}} \right) \left[ 1 + \frac{1}{p^{z_1+r}} + \cdots + \frac{1}{p^{z_k+r}} + O \left( \frac{1}{p^{\delta-r+1/2}} \right) + O \left( \frac{1}{p^{2(\delta-r)/b-r}} \right) \right]
\]
\[
= \prod_p \left( 1 + O \left( \frac{1}{p^{\delta-r+1/2}} \right) + O \left( \frac{1}{p^{2(\delta-r)/b-r}} \right) \right)
\]
The above infinite product is absolutely convergent for \( \delta > r + \frac{1}{2} \).

Case 2. Let \(-1/2 \leq r < 0 \) and \( \Re z_1,\ldots,\Re z_k \geq \delta \geq 0 \). Dividing the sum in (7.1) into two parts, we have
\[
L_{f,k}^b(z_1,\ldots,z_k) = \prod_p \left( 1 + \sum_{\max(v_1,\ldots,v_k)=1} \frac{f(p)}{p^{v_1z_1+\cdots+v_kz_k}} + \sum_{\max(v_1,\ldots,v_k) \geq 2} \frac{f(p^{\max(v_1,\ldots,v_k)})}{p^{v_1z_1+\cdots+v_kz_k}} \right)
\] (7.3)

If \( v_i = 1 \) for a unique index \( i \), \( 1 \leq i \leq k \) in the first sum of (7.3), one has
\[
\left| \frac{f(p)}{p^{z_i}} \right| = \frac{1}{p^{z_i+r}} + O \left( \frac{1}{p^{\delta-r+1/2}} \right).
\]
If at least two \( v_i = 1 \), where \( 1 \leq i \leq k \), then we have
\[
\left| \frac{f(p)}{p^{v_1z_1+\cdots+v_kz_k}} \right| = O \left( \frac{1}{p^{2(\delta-r)}} \right).
\]
The second sum of (7.3) becomes
\[
\left| \frac{f(p^{\max(v_1,\ldots,v_k)})}{p^{v_1z_1+\cdots+v_kz_k}} \right| \leq C_2 \frac{p^{\max(v_1,\ldots,v_k)+1}}{p^{\delta(v_1+\cdots+v_k)}} \leq C_2 \frac{p^r}{p^{2(\delta-r)/b \max(v_1,\ldots,v_k)}}
\]
\[
\left| \frac{f(p^{\max(v_1,\ldots,v_k)})}{p^{v_1z_1+\cdots+v_kz_k}} \right| = O \left( \frac{1}{p^{2(\delta-r)/b-r}} \right).
\]
This yields,
\[
L_{f,k}^b(z_1,\ldots,z_k) \zeta(z_1-r)^{-1} \cdots \zeta(z_k-r)^{-1} = \prod_p \left( 1 + O \left( \frac{1}{p^{\delta-r+1/2}} \right) + O \left( \frac{1}{p^{\delta-r}} \right) + O \left( \frac{1}{p^{2(\delta-r)/b-r}} \right) \right)
\]
Since \( r < 0 \), it follows that the above series is absolutely convergent for \( \delta > \frac{r+1}{2} \).

\[\square\]

Proof of Theorem 1.7. Let \( h_{f,k}^b(n_1,\ldots,n_k) \) be the coefficients in the multi-variable Dirichlet series of \( H_{f,k}^b(z_1,\ldots,z_k) \). Using Lemma 7.1, we can write
\[
f([n_1,\ldots,n_k]_b) = \sum_{d_1|n_1,\ldots,d_k|n_k} h_{f,k}^b(d_1,\ldots,d_k) \left( \frac{n_1}{d_1} \right)^r \cdots \left( \frac{n_k}{d_k} \right)^r,
\]
which implies
\[
\sum_{n_1, \ldots, n_k \leq x} f([n_1, \ldots, n_k]) = \sum_{n_1, \ldots, n_k \leq x} \sum_{d_1|n_1, \ldots, d_k|n_k} h_{f,k}(d_1, \ldots, d_k) \left( \frac{n_1}{d_1} \right)^r \cdots \left( \frac{n_k}{d_k} \right)^r
\]
\[
= \sum_{d_1, \ldots, d_k \leq x} h_{f,k}(d_1, \ldots, d_k) \sum_{m_1 \leq x/d_1, \ldots, m_k \leq x/d_k} m_1^r \cdots m_k^r
\]
\[
= \frac{x^{k(r+1)}}{(r+1)^k} \sum_{d_1, \ldots, d_k \leq x} h_{f,k}(d_1, \ldots, d_k) \frac{d_1^{r+1} \cdots d_k^{r+1}}{d_1^r \cdots d_k^r} + T_{k,r}(x), \tag{7.4}
\]
where \( T_{k,r}(x) = O(x^{k(r+1)-\frac{1}{2}\min(r+1,1)+\epsilon}) \). The sum on the right side of (7.4) can be evaluated as
\[
\sum_{d_1, \ldots, d_k \leq x} h_{f,k}(d_1, \ldots, d_k) \frac{d_1^{r+1} \cdots d_k^{r+1}}{d_1^r \cdots d_k^r} = H^b_{f,k}(r+1, \ldots, r+1) + O(x^{k(r+1)-\frac{1}{2}\min(r+1,1)+\epsilon}),
\]
where
\[
C^b_{f,k} := H^b_{f,k}(r+1, \ldots, r+1) = \prod_p \left(1 - \frac{1}{p} \right)^k \sum_{v_1, \ldots, v_k = 0}^\infty f(p^{\max(v_1, \ldots, v_k)}) (p+1)^r.
\]

Proof of Corollary 1. Let \( k = 2 \) and \( f = (id)^r \) in Theorem 1.7, we obtain
\[
\sum_{n_1, n_2 \leq x} [n_1, n_2]_b^r = C^b_{r,2} \frac{x^{2(r+1)}}{(r+1)^2} + O(x^{2(r+1)-\frac{1}{2}\min(r+1,1)+\epsilon}),
\]
where
\[
C^b_{r,2} = \prod_p \left(1 - \frac{1}{p} \right)^2 \sum_{v_1, v_2 = 0}^\infty \frac{p^{\max(v_1, v_2)}}{p^{(r+1)(v_1+v_2)}}
\]
\[
= \prod_p \left(1 - \frac{1}{p} \right)^2 \sum_{v_2 = 0}^\infty \sum_{v_1 = 0}^\infty \frac{p^{r[v_1/v_2]}}{p^{(r+1)v_1+v_2}} + \sum_{v_1 = 0}^\infty \sum_{v_2 = 0}^\infty \frac{p^{r[v_2/v_1]}}{p^{(r+1)v_2+v_1}}
\]
\[
= \prod_p \left(1 - \frac{1}{p} \right)^2 \left(1 - \frac{1}{p^{r+1}}\right)^{-1} \left[\sum_{v_1 = 0}^\infty \frac{p^{(k+1)r}}{p^{(r+1)v_1}} \sum_{k = 0}^{\infty} \left(\frac{1}{p^{(r+1)v_1}} - \frac{1}{p^{2(r+1)v_1}}\right) \right]
\]
\[
+ \sum_{k = 0}^{\infty} \frac{p^{(k+1)r}}{k} \sum_{k = 0}^{\infty} \frac{1}{p^{(r+1)v_1}} \sum_{v_2 = 0}^{\infty} \frac{1}{p^{(r+1)v_2}}
\]
\[
= \zeta^2(r+1) (r+1)^b (r+1)^b (r+1)^b (r+1)^b \prod_p \left(1 - \frac{1}{p} \right)^2 \left[\frac{1}{p} \left(1 - \frac{1}{p^r}\right) \right]
\]
\[
(2 - \frac{2}{p^2(r+1)b} - \frac{1}{p^{r+1}} + \frac{1}{p^r + 1}) + \left(1 - \frac{1}{p^2(r+1)b - r}\right) \left(1 - \frac{1}{p^{r+1}b - r}\right).
\]
8. Further Remarks and future Work

Results related to the usual gcd or gcd-like functions obtained in [23], and the references therein, can analogously also be proved for the generalized gcd and lcm functions defined in this paper. Moreover, one can define variants of Ramanujan sums for generalized gcd. For example, for \( j \in \mathbb{N} \), define

\[
C^b_k(j) := \sum_{1 \leq q \leq k \atop (q,k) = 1} \exp \left( \frac{2\pi i q j}{k} \right).
\]

Similarly, the Anderson-Apostol sums can be generalized to

\[
s^b_k(j) := \sum_{d \mid (k,j)} f(d) g \left( \frac{k}{d} \right),
\]

for \( j \in \mathbb{N} \), with arithmetic functions \( f \) and \( g \). One can study the distribution of \( C^b_k(j) \), and \( s^b_k(j) \) by investigating its weighted mean, logarithmic mean, or moments of averages. For example, see Chan [5], and Robles [20], where the authors study these aspects for Cohen sums. Ramanujan sums and their variations make appearances in singular series of the Hardy-Littlewood asymptotic formula for Waring problems and in the asymptotic formula of Vinogradov on sums of three primes. Another future direction is to study the behavior of the generalized gcd and lcm-sums along arithmetic progressions. To the best of the authors knowledge, mean value results in residue classes has not been studied even for the usual gcd and lcm-sums. Finally, one can also find the Fourier transform of the function of generalized gcd and generalized lcm.
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