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Abstract

This paper combines ideas from Q-learning [44] and fictitious play [8, 36, 30] to define three reinforcement learning procedures which converge to the set of stationary mixed Nash equilibria in identical interest discounted stochastic games. First, we analyse three continuous-time systems that generalize the best-response dynamics defined by Leslie et al. [26] for zero-sum discounted stochastic games. Under some assumptions depending on the system, the dynamics are shown to converge to the set of stationary equilibria in identical interest discounted stochastic games. Then, we introduce three analog discrete-time procedures in the spirit of Sayin et al. [37] and demonstrate their convergence to the set of stationary equilibria using our results in continuous time together with stochastic approximation techniques [5]. Some numerical experiments complement our theoretical findings.

1 Introduction

Learning equilibria of a static game is a subject that has been widely studied over the years [13, 16, 45, 10]. In standard game theory, the goal of learning might be prescriptive (how to design algorithms in multi-agent systems) or descriptive (which (kind of) equilibria is reached with a procedure that players might use). However, learning equilibria of stochastic games has comparatively been less developed, with noticeable exceptions [20, 27, 26, 37]. Stochastic games, introduced by Shapley [39], model strategic interactions between players with a state variable. Thus, compared to non-stochastic games, actions that players take impact their current payoff but also a state variable that may influence their future payoff. Therefore, this class of games offers a rich framework [31] that is especially well suited for economic applications (see the survey by Amir [1] and references therein), or engineering applications. In the latter, this belongs to the more general framework of multi-agent reinforcement learning (see Busoniu et al. [9] for a survey).

To learn stationary equilibria of stochastic games, this paper aims at combining a standard method of reinforcement learning on the one hand, with a standard game theory method on the other hand. A major trend in recent years is the advent of efficient reinforcement learning algorithms [40]. The optimization algorithm Q-learning [44] is one of the most successful model-free algorithms [23] with numerous extensions [17, 24]. On the game theory side, fictitious play [8, 36] is one of the most studied procedures to perform learning in games. Some recent proofs of the convergence of discrete time fictitious play rely on the theory of stochastic approximations that makes it possible to use results in continuous time [3, 5, 23, 33, 32]. The continuous-time counterpart of fictitious play is the best-response dynamics [29, 19] and we start this paper with a study of best-response dynamics in identical interest stochastic games.
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While adaptations of fictitious play for stochastic games were proposed earlier [42, 38], the idea of combining concepts from Q-learning and fictitious play emerged only recently with work of Perkins [32], Leslie et al. [26] on the one hand and Sayin et al. [37] on the other hand. In these papers, a mechanism similar to Q-learning is used to learn rewards in future states and fictitious play (or in continuous time, the related best response dynamics) is employed to choose the action in the current state taking into account the interaction with other players. These papers are dedicated to zero-sum games. Typically, players learn at a fast rate the actions of the other players in every state but compute the future rewards at a comparatively slower pace. The present article extends these definitions to non zero-sum stochastic games and in particular prove convergence to equilibria for identical interest stochastic games [30], resulting in a decentralized algorithm for fully cooperative multi-agent reinforcement learning [9].

Contributions. Our contributions are as follows:

• We extend the definition of the best-response continuous-time dynamics of Leslie et al. [26] by loosening constraints on the update rates of the empirical actions and the expected payoffs. We define synchronous, asynchronous and semi-asynchronous versions of the procedure.

• We prove the convergence of the dynamics to the set of stationary equilibria for synchronous and semi-asynchronous versions in identical interest games for every discount rate. The convergence is also proven for the asynchronous version if the discount rate is small enough. We conjecture that it holds for all values of the discount rate and this is supported by simulations.

• We define procedures to play stochastic games in discrete time and in a fictitious play fashion. We establish a link between the limit sets of these discrete time algorithms and our continuous-time dynamical systems using the stochastic approximations framework. Then we deduce the convergence of the discrete-time systems in identical interest stochastic games using the results established for the continuous-time ones.

Outline Section 2 gives initial definitions and assumptions. The next section describes related work (which is complemented with Appendix D of the supplementary material). Then, continuous-time, best-response dynamics in identical interest stochastic games is defined in Section 4 and its convergence is studied. Section 5 describes several fictitious-play algorithms in discrete time for identical interest stochastic games. Extensions of these procedures and numerical simulations to support conjectures of Section 4 are in Section 6.

2 Preliminaries

Stochastic games We study dynamically interactive multi-agent systems based on the framework of stochastic games: two or more players can take actions over an infinite horizon. Their actions affect both the instantaneous payoff that they receive and the future state, which is the second determining factor of the total payoff. Therefore, compared to standard repeated games, stochastic games add a layer of complexity: a player who wants to optimize its payoff should strike a balance between the instantaneous payoff optimization and an advantageous orientation of the state. In this article, we focus on finite stochastic games: the state space, the action sets and the player set are finite.

Definition 1 (stochastic game). Stochastic games are tuples such as \( G = (S, I, (A_i)_{i \in I}, (r_i)_{i \in I, s \in S}, (P_s)_{s \in S}) \) where \( S \) is the state space (a finite set), \( I \) is the finite set of players, \( A_i \) is the finite action set of player \( i \), \( A := \Pi_{i \in I} A_i \) is the set of action profiles, \( r_i : A \rightarrow \mathbb{R} \) is the stage reward of player \( i \), and \( P_s : A \rightarrow \Delta(S) \) is the transition probability map (where \( \Delta(S) \) is the set of probability distributions on \( S \)).

The probability to go to state \( s' \) starting from \( s \) with action profile \( a_s \in A \) is denoted by \( P_{ss'}(a_s) \). Functions \( P_{ss'} \) and \( r_s \) are linearly extended to mixed action profiles (i.e., \( \Pi_{i \in I} \Delta(A_i) \)) and are therefore \( I \)-linear. For
an action profile \(a_i \in A\) the action of a player \(i\) is denoted by \(a_i\). The action profile obtained by replacing action of player \(i\) by \(b\) in action profile \(a_i\) is denoted by \((b, a_i')\). A strategy of player \(i\) is an element of \((A^i)^S\) and for \(c \in (A^i)^S, a \in A^S\), \((c, a)^i\) is defined similarly. A strategy profile is an \(|S|-\)vector with action profile for every state (i.e., an element of \(A^S\)).

We are especially interested in one class of games: identical interest stochastic games where all players have the same stage reward function, i.e., for every state \(s \in S\), there exists a function \(r_s\) such that for every player \(i\), \(r_s^i = r_s\) [30, 18].

We consider a sequence of play of a stochastic game in discrete time: it starts in an initial state \(s_0 \in S\) and at every time step \(n \in \mathbb{N}\), the system state is \(s_n\), every player \(i \in I\) chooses an action \(a_n^i \in A^i\) and receives a stage reward of \(r_n^i(s_n, a_n^i)\). The new state \(s_{n+1}\) is the realization of a random variable whose distribution is \(P_{s_n}(a_n)\). The total payoff of such a sequence of play for player \(i\) is \((1 - \delta)\sum_{k=0}^\infty \delta^k r_n^i(s_k)\) where \(\delta \in (0, 1)\) is the discount factor. It is well known that given a strategy profile, an expected total payoff can be defined, resulting in a \(S \times I\)-vector with an element for every initial state and player.

**Definition 2** (Stationary Nash equilibrium). A stationary Nash equilibrium is a strategy profile \(x \in \Pi_{i \in I} \Delta(A^i)^S\) such that no unilateral deviation is profitable: for every player \(i\), its expected total payoff with \(x\) is greater or equal than its expected total payoff of strategy \((b, x^{-i})\) for any \(b \in (A^i)^S\).

An equilibrium payoff is an \(S \times I\)-vector that corresponds to a strategy profile that is a stationary Nash equilibrium. There is a mixed stationary Nash equilibrium in every finite stochastic game [11].

For several results of this paper, stochastic games are supposed to be ergodic so that in any play, any state is visited infinitely often:

**Definition 3** (Ergodicity). A stochastic game is ergodic if there is a finite time \(T\) such that for every \(s\) and \(s'\) there is a positive probability that the system starting from \(s\) is in \(s'\) after \(T\) steps for any actions taken.

### 3 Related Work

**Fictitious Play** Fictitious play is a procedure to play repeated games. The central idea is that every player should play a best response to the empirically observed strategy of other players. It was initially proposed by Brown [8] and Robinson [36] to solve zero-sum (static) games (i.e., to determine which value every player can guarantee to itself). Numerous extensions have been studied for general-sum games and smooth best response [12, 13]. The convergence of such a procedure was proved in various cases such as zero-sum games, potential games [30], \(2 \times n\) games [6], mean-field games [35], or for variants of the procedures such as smooth or vanishingly smooth fictitious play [4] or joint strategies with inertia [28]. It was less studied for stochastic games and there is no widely adopted definition yet. Vrieze and Tijs [42] used a fictitious play algorithm to compute the value of a stochastic game but it is not designed to be used during a play. Perkins [32] also defined a fictitious play procedure for identical interest and zero-sum games assuming that the player could solve Bellman equations. Perolat et al. [34] introduced actor critic fictitious-play for multi-stage games. Sayin et al. [37] recently introduced another variant of fictitious play for zero-sum stochastic games; it is detailed below and in Appendix D.

**Best-response dynamics** In continuous time, best-response dynamics [14] is based on the same principle as fictitious play: each player adjusts its mixed action towards the best-response to the current mixed action of other players. For normal form, non-stochastic, static games, it can be used as a continuous counterpart of fictitious play using the stochastic approximations framework [5]. In zero-sum stochastic games, Leslie et al. [26] defined an extension of the best-response dynamics with estimated payoff that are updated in the dynamics at a slower pace, see details below.

**Q-learning** Watkins [43] introduced the Q-learning algorithm designed to control Markov Decision Processes. It had a major impact and there are multiple generalizations, including offline Q-learning [24],
double Q-learning [17] or Q-learning with no-regret procedures [22]. There is a wide range of applications, from robots control [41] to SAT solving [25]. Q-learning is a model-free algorithm, meaning that it does not require a complete specification of the environment such as the transition probability between states. A step proceeds as follows: starting from a state $s_t$, an action $a_t$ is chosen and this results in a new (random) state $s_{t+1}$ chosen by the environment while the learner gets an instantaneous payoff $R_{t+1}$. At every step, a Q-function $Q_i$ defined on every state-action pair is updated towards $R_{t+1} + \delta \max_a Q_i(s_{t+1}, a)$.

Q-learning was generalized to multi-agent systems. One line of work comprises algorithms that solve at every step the stage game defined as follows: every player has actions of the current state, and payoffs are the payoff of the Q-function $Q_i(s_t, \cdot)$. Then the values of the Q-function are updated towards the values of the stage game. This leads to algorithms such as Nash-Q [20, 21] or Team-Q and Minimax-Q [27]. For a complete survey, see [9] and references therein. Compared to these algorithms, our paper gives an algorithm that uses a model of the stochastic game (i.e., the transition probabilities and the payoff functions are known) but that does not require to solve intermediate games (which is computationally better).

Combining Q-learning and fictitious play To extend fictitious play to stochastic games, the challenge is to define and compute what is a best-response to empirical observations: given a strategy for every player, the total discounted payoff is not straightforward to compute and is non-linear. Sayin et al. [37] and Leslie et al. [26] use mechanisms similar to that of Q-learning to deal with multiple states: a Q-function (or a state-value function) defined on every state-action pair or on every state is updated during the play. The player can then consider a stage game that is built with this Q-function, which is linear with respect to its mixed actions, to play a best response. The Q-function is typically updated at a slower timescale. More precisely, the algorithm of Sayin et al. [37] estimates $\hat{Q}_{i,s,k}(a)$ for every player $i$, state $s$, action $a$ at time $k$. It is the expected payoff if players play action profile $a$ starting from state $s$. Then, the procedure is to play the best-response against the belief on actions used by other players in current state, that is an element of $\arg\max_{a\in A_i} \hat{Q}_{i,s,k}(a, x_{-i}^{-k})$ at time $k$ where $x_{-i}^{-k}$ is the (un correlated) strategy of other players in state $s$ believed by player $i$.

Leslie et al. [26] define a best-response dynamics for zero-sum stochastic games. Time is continuous, so this is not an online-learning algorithm. The proposed dynamics maintains a vector $u^i \triangleq \{u^i_{s,t}\}_{s\in S}$ for player $i$. It is the expected payoff starting from every state $s$ (i.e., an estimate of the state-value function). It plays a role similar to that of the Q-function in Q-learning. Then player $i$ plays a best-response to the stage game with payoffs composed of the instantaneous payoff and the expected later payoff, that is an element of $\arg\max_{a\in A_i} (1 - \delta) r^i_s(a, x_{-i}^{-1}) + \delta P^i_s(a, x_{-i}^{-1}) \cdot u^i$.

Both papers [26, 37] are concerned with two plaers zero-sum stochastic games. They use proof techniques specific to this kind of games. In our paper, our focus is on continuous-time dynamics and associated discrete-time algorithms that converge to the set of stationary mixed Nash equilibria in multiplayer identical interest stochastic games. See Appendix D for an extended comparison with these articles.

4 Continuous-Time Dynamics

In this section we study best-response dynamics in identical interest stochastic games based on a dynamics defined for zero-sum games by Leslie et al.. We extend this dynamics to identical interest games and with generalized update rates. We first look at a synchronous version and its convergence for ease of exposition. The results are then extended to the asynchronous and semi-asynchronous case.

Similarly to the dynamics of Leslie et al., there are two sets of variables: $\{u^i_{s,t}, x^i_s\}_{s\in S, i\in I}$. These variables may have different update rates, and we suppose there is a function $\alpha : \mathbb{R}^+ \to \mathbb{R}^{+\infty}$ to express the inverse of the update rates of variables $u^i_s$. Function $\alpha$ is continuous and non-decreasing. We make the following additional assumption on $\alpha$: $\int_0^t \frac{1}{\alpha(y)} dy \xrightarrow{t \to \infty} +\infty$.

Auxiliary game Following Leslie et al. [26] and previous authors (for instance Shapley [39]), we define a so-called auxiliary game for every state $s$ as a one-shot game parameterized by a vector $u \triangleq \{u^i_s\}_{s\in S}$ whose
action set is $A$ and payoff of player $i$ is, for any action profile $x_i \in A$, $f^i_{s,u}(x_i) = (1 - \delta)r^i_{s}(x_i) + \delta \sum_{s' \in S} P_{s,s'}(x_i)u_{s'}$. Vector $u$ represents the continuation payoff believed by player $i$ when it chooses an action, i.e., the expected payoffs starting from every state, hence the term $\delta \sum_{s' \in S} P_{s,s'}(x_i)u_{s'}$ which is the discounted, expected payoff if players take action $x$.

**Synchronicity and asynchronicity** In our paper, we study three types of systems: synchronous, fully asynchronous and semi-asynchronous ones. In the synchronous kind, variables of all states are updated at the same time. There is no distinguished, current state. In semi-asynchronous systems, there is a current asynchronous and semi-asynchronous ones. In the synchronous kind, variables of all states are updated at the same time similarly as an abstract view of a play or as an algorithm to compute an equilibrium. It is also mathematically more tractable, which is why we start with this case.

For $t \geq 0$ and every state $s$ and player $i$, synchronous best-reply dynamics (SBRD) is defined as:

$$
\begin{align*}
\begin{cases}
    u^i_s(t) = f^i_{s,u^i(t)}(x^i_s(t)) - u^i_s(t) \\
    x^i_s(t) = b^i_{s,u^i(t)}(x^i_s(t)) - x^i_s(t)
\end{cases}
\end{align*}
$$

(SBRD)

where $b^i_{s,u^i(t)}(x^i_s(t)) := \arg\max_{a \in A^i} f^i_{s,u^i(t)}(a,x^i_s(t))$ (i.e., it is a best response to the auxiliary game). This action is used as an element of the Euclidean space $\Delta(A^i)$. Vector $u^i(t)$ denotes $\{u^i_s(t)\}_{s \in S}$.

Remark: This is a generalization of the definition of Leslie et al. where $a(t) = t + 1$. Replacing $f^i_{s,u^i(t)}(x^i_s(t))$ by the maximum over actions, that is $\max_{a \in A^i} f^i_{s,u^i(t)}(a,x^i_s(t))$ is an alternative that would be closer to the system outlined by Sayin et al. and Q-learning in general. It could be an interesting system to study but as noted by Sayin et al., this would result in $u^i_s(t)$ to be different for two players even if the game is zero-sum or identical interest, which poses more theoretical challenges.

Differential inclusion SBRD classically admits a (typically non-unique) solution [2, 5]. Indeed, one can rewrite it as $\frac{dy}{dt} \in F(t,y)$ where $y$ is a vector with every $u^i_s$, $x^i_s$ and $F$ is a closed set-valued map with non-empty, convex values. Furthermore, as shown in Lemma 1 of Appendix A, values are bounded, so the solution is defined on $\mathbb{R}^+$ [2, p. 97].

The rest of this section deals with identical interest games (i.e., $r^i_s = r_s$ for every player $i$). Therefore, for every $s$, $u^i_s$ and $f^i_{s,u}$ do not depend on $i$ (when initial values are equal) and we omit the superscript $i$.

We aim at proving the following theorem that will later be transposed to the discrete-time case.

**Theorem 1** (Convergence for identical interest stochastic games of SBRD). Let $\{u_s, x^i_s\}_{s \in S, i \in I}$ be a solution of SBRD. Then there exists $\Phi \in \mathbb{R}^{|S|}$ such that:

- for all $s$, $f_{s,u(t)}(x_s(t)) \rightarrow \Phi_s$ and $u(t) \rightarrow \Phi$
- $\Phi$ is a stationary Nash equilibrium payoff
- $\{x_s(t)\}_{s \in S}$ converges to the set of stationary Nash equilibria with payoff $\Phi$

The proof proceeds as follows: first it is shown that the error term caused by wrong estimates of subsequent payoffs via the $\{u^i_s\}_{s \in S, i \in I}$ variable is bounded and then that this term does not make the convergence fail. Details are given at the end of the section and in Appendix A of the supplementary material.
Asynchronous Dynamics  We now provide results regarding the convergence of semi-asynchronous systems and fully-asynchronous ones. In the semi-asynchronous one, the expected payoff starting from state \( s \) is always updated at the same rate but the empirical action is not, and for the fully asynchronous system, both the payoff estimates and the empirical action are updated at the same state-dependent rate.

The fully asynchronous system is defined as follows:

\[
\begin{align*}
\dot{u}_s(t) &= \beta_s(t) \frac{f_{s,u(t)}(x_s(t)) - u_s(t)}{\alpha(t)} \\
\dot{x}_i^s(t) &= \beta_i(t) \left\{ \text{br}_{s,u(t)}^i(x_{-i}^s(t)) - x_i^s(t) \right\} \\
\beta_s(t) &\in [\beta_-, 1]
\end{align*}
\]

where \( \beta_- \in (0, 1] \).

The semi-asynchronous system (in the spirit of the system of Leslie et al. [26]) is:

\[
\begin{align*}
\dot{u}_s(t) &= \frac{f_{s,u(t)}(x_s(t)) - u_s(t)}{\alpha(t)} \\
\dot{x}_i^s(t) &= \beta_i(t) \left\{ \text{br}_{s,u(t)}^i(x_{-i}^s(t)) - x_i^s(t) \right\} \\
\beta_s(t) &\in [\beta_-, 1]
\end{align*}
\]

Value \( \beta_s(t) \) is the update rate for state \( s \) at time \( t \). If only one state was updated at every time point, then we would have \( \beta_s(t) \) equal to 0 but in one state where it would be equal to 1. However, our motivation to study this continuous time system is to prove the convergence of discrete time fictitious play in stochastic games where some variables are only updated for the current state. Using a theory developed by Perkins and Leslie, the rates can be supposed to be in \([\beta_-, 1]\) where \( \beta_- \in (0, 1] \). It represents an average on multiple time points in an ergodic stochastic game. This is a mathematically convenient way to use the ergodicity hypothesis.

**Theorem 2** (Convergence for identical interest stochastic games). Let \( \{u_s, \beta_s, x_i^s\}_{s,i \in I} \) be a solution of SABRD. Then there exists \( \Phi \in \mathbb{R}^{[S]} \) such that:

- for all \( s \), \( f_{s,u(t)}(x_s(t)) \xrightarrow{t \to \infty} \Phi_s \) and \( u(t) \xrightarrow{t \to \infty} \Phi \)
- \( \Phi \) is a stationary Nash equilibrium payoff
- \( \{x_i(t)\}_{s \in S} \) converges to the set of stationary Nash equilibria with payoff \( \Phi \)

It also holds for solutions of ABRD when \( \delta < \frac{1}{|S|} \).

A detailed sketch of the proof is provided below. A comprehensive proof with technical lemmas is provided in Appendix A. We conjecture it also holds for ABRD when \( \delta \geq \frac{1}{|S|} \), see simulations in Section 6.

**Proofs of Theorems 1 and 2 (sketch).** We define, for \( s \in S \):

\[
\Gamma_i(t) := f_{s,u(t)}(x_s(t))
\]

\[
\Delta_i^s(t)_{ist} := \max_{y \in A_i} f_{s,u(t)}(y, x_{-i}^s(t)) - f_{s,u(t)}(x_s(t))
\]

\[
= \max_{y \in A_i} f_{s,u(t)}(y, x_{-i}^s(t)) - \Gamma_i(t)
\]

We are going to lower bound \( \Gamma_i(t) - u_s(t) \) for every \( s \) so as the differential of \( u_s \) is lower-bounded by an integrable function. This guarantees that, as \( u_s \) is bounded (see Lemma 1), it converges. We will then show that for every player \( i \), \( \Delta_i^s(t)_{ist} \to 0 \) and finish the proof of the Theorems by showing convergence of \( \Gamma_i(t) \) and studying the limit set of \( x_s(t) \).
Let \( s \in S \). First, note that \( \Delta_s'(t) \) is \( \geq 0 \). Function \( \Gamma_s \) is differentiable:

\[
\frac{d\Gamma_s}{dt} = \delta \sum_{s'} P_{ss'}(x_s) \dot{u}_{s'} + \beta_s(t) \sum_i \Delta_i'(t) \]

where \( \beta_s(t) = 1 \) for SBRD and is already defined for SABRD and ABRD. See Lemma 2 in the supplementary material for details.

**Lower bound of \( \Gamma(t) - u_s(t) \) for SBRD and SABRD.** The lower bound of \( \Gamma(t) - u_s(t) \) is proven separately for SBRD and SABRD on the one hand and ABRD on the other hand. Until further notice, we suppose that \( \{u_s, x_s\}_{s \in S} \) is a solution of SABRD (which includes the case SBRD).

Let \( t_-(t) \in \arg\min_{s' \in S} (\Gamma(t) - u_{s'}(t)) \). Then, for any \( s \in S \):

\[
\frac{d\Gamma_s}{dt} \geq \delta \sum_{s'} P_{ss'}(x_s) \frac{\Gamma_{s'}(t) - u_{s'}(t)}{a(t)} \]

\[
\geq \delta \sum_{s'} P_{ss'}(x_s) \frac{\Gamma_{s'}(t) - u_{s'}(t)}{a(t)} \]

\[
= \delta \frac{\Gamma_{s'}(t) - u_{s'}(t)}{a(t)} \]

Moreover, for \( h > 0 \):

\[
\Gamma_{s'}(t + h) - u_{s'}(t + h) - (\Gamma_{s'}(t) - u_{s'}(t)) \]

\[
\geq \Gamma_{s'}(t + h) - u_{s'}(t + h) - (\Gamma_{s'}(t) - u_{s'}(t)) \]

\[
\geq h \min_{s' \in S} \frac{d\Gamma_{s'}}{dt} + o(h) + u_{s'}(t + h) - u_{s'}(t) \]

Then, it can be shown that if \( s' \) is an accumulation point of \( s(t + h) \) when \( h \) goes to 0, then:

\[
u_{s'}(t) - u_{s'}(t + h) = -\frac{\Gamma_{s'}(t) - u_{s'}(t)}{a(t)} + o(h) \]

(4)

Since this is valid for every such \( s' \), combining (2), (3) and (4) gives:

\[
\Gamma_{s'}(t + h) - u_{s'}(t + h) - (\Gamma_{s'}(t) - u_{s'}(t)) \geq h(\delta - 1) \frac{\Gamma_{s'}(t) - u_{s'}(t)}{a(t)} + o(h) \]

Now we are going to apply a version of Grönwall Lemma (see details in Lemma 6) so we get:

\[
\Gamma_{s'}(t) - u_{s'}(t) \geq \left( \Gamma_{s'}(0) - u_{s'}(0) \right) \exp \left( \int_0^t (\delta - 1) \frac{1}{a(t)} dt \right) \]

Therefore, we can use this inequality in \( \dot{u}_s(t) \):

\[
\dot{u}_s(t) \geq -\frac{A}{a(t)} \exp \left( \int_0^t (\delta - 1) \frac{1}{a(t)} dt \right) \]

where \( A > 0 \). The right hand side term is integrable, and as \( u_s \) is bounded (see Lemma 1), it converges.

**Lower bound of \( \Gamma(t) - u_s(t) \) for ABRD.** We now consider a solution of system ABRD. A similar reasoning can be done with function \( \Psi(t) := \sum_{s \in S} (u_s(t) - \Gamma(t))_+ \); see Lemma 8 for details. We can bound \( \Psi \) and in the end we can also bound \( \dot{u}_s(t) \):

\[
\dot{u}_s(t) \geq -A \frac{\exp \left( \int_0^t (\delta |S| - 1) \frac{\beta}{a(t)} \beta_s(v) dv \right)}{\alpha \left( \int_0^t \beta_s(v) dv \right)} \]

where \( \alpha > 0 \).
which is integrable. Therefore, \( u_s \) converges with the same arguments.

\[ \sum_{i \in l} \Delta^i(t) \text{ is } \text{ goes to } 0. \]  

In either case, we show that \( \Delta^i(t) \text{ is } \to 0. \) First, we notice that in the SBRD and SABRD case:

\[
\int_0^t \sum_{i \in l} \Delta^i(t) i s v d v \leq \int_0^t \frac{\beta_s(u)}{\beta_-} \sum_{i \in l} \Delta^i(t) i s v d v \\
= \frac{1}{\beta_-} \left( \int_0^t \frac{d \Gamma_x(v)}{d t} - \delta \sum_s P_{s,i}(x_s(v)) u_s(v) d v \right) \\
\leq \frac{1}{\beta_-}(\Gamma_t(t) - \Gamma_t(0)) + \frac{A}{\beta_- (1 - \delta)} \left( 1 - \exp \left( \frac{t - \delta}{\alpha(v)} d v \right) \right)
\]

So, this integral is bounded. However, as \( \sum_{i \in l} \Delta^i(t) i s \) is Lipschitz (see Lemma 3), we conclude that \( \sum_{i \in l} \Delta^i(t) i s t \to 0 \) (Lemma 5).

In the ABRD case, we have similar inequalities except for the argument of \( a \) which is \( \int_0^t \beta_s(v) d v \). As it is bounded between \( \beta_- t \) and \( t \), it does not change much of the computations and the integral is bounded as well. See Lemma 9 for details.

Convergence of \( \Gamma_t \). In the case of SBRD and SABRD, using (1), we can lower bound its derivative:

\[
\frac{d \Gamma_x}{d t} \geq \delta \frac{\Gamma_x(t) - u_{s_i,t}(t)}{a(t)} \geq -\delta A \exp \left( \frac{t - \delta}{\alpha(v)} d u \right) a(t)
\]

This latest term being integrable and \( \Gamma_t \) being bounded, we conclude that \( \Gamma_t \) converges to its lim sup when \( t \) goes to +\( \infty \). The limit is necessarily the same as \( u_s \), otherwise \( u_s \) could not be bounded (see the comprehensive proof for details).

Limit set of \( x_s(t) \). Let \( \bar{x} \) be an accumulation point of the vector-valued function \( x = \{x_s\} \). Then, we previously showed:

\[
\Delta^i(t) \text{ is } t \to 0 \text{ as } t \to \infty.
\]

So by continuity, for all \( s \):

\[
f_{s, \lim s}(b_{s, \lim s}(\bar{x}^i - \bar{x}^i_{0}, \bar{x}^i_{0}) = 0
\]

So \( \bar{x} \) belongs to the set of Nash equilibria.

\[
5 \text{ Discrete-Time Procedures}
\]

One important consequence of the convergence of the best-response dynamics in identical interest stochastic games is that it makes it possible to study a discrete-time fictitious-play-like procedure for these games. In particular, we are going to define an asynchronous procedure that can be used as an online control algorithm, which is a novelty compared to [26].

Procedures to play stochastic games A procedure to play stochastic games for a player \( i \) is a behavioral strategy, that is a function that provides a distribution of probability for the action \( a_s \) given the history of the play prior to \( n \) and the current state \( s_n \). Formally, it is a mapping \( S \times \bigcup_{n \in N}(S \times A)^n \rightarrow \Delta(A^i) \). This results in a process that we characterize as asynchronous: there is a unique current state (that every player is aware of) and actions are provided by players for this state. This is defined in contrast to synchronous systems where there is no specific current state and players provide actions for all states at every step, i.e., a mapping \( \bigcup_{n \in N}(A^S)^n \rightarrow \Delta(A^S) \). This may not be useful for online control applications but nevertheless, it can be interpreted in various ways: either as a simulation of the real system or as a pre-computation phase.
Fictitious play for identical interest games  Similarly to the best-response dynamics, our discrete-time procedure is designed using two estimates per state: one is the empirical action that every player uses (identified with a mixed action) and the other is the expected total payoff that a player estimates starting from this state. First, we define the two estimates and then proceed with a description of the action selection.

Empirical actions  We begin by exposing how the empirical action is computed for every state. Given a state \( s \in S \) and a time step \( n \), \( s_n^\# \) denotes the number of times that \( s \) occurs between 0 and \( n \) i.e., \( s_n^\# = \# [ k | 0 \leq k \leq n \land s_k = s ] \). Then the empirical action of player \( i \) in state \( s \) is defined in \( \Delta(A^i) \) as:

\[
x_{n+1,s}^i := \frac{1}{s_n^\#} \sum_{k=0}^{n} 1_{s_k = s} a_k^i = \frac{1}{s_n^\#} \sum_{k=0}^{n} 1_{s_k = s} a_k^i + \frac{s_n^\# - s_{n-1}^i}{s_n^\#} x_{n,s}^i
\]

with the convention that if \( s_n^\# = 0 \), then \( x_{n+1,s}^i = x_{0,s}^i \) which is defined arbitrarily. Consequently, \( x_{n+1,s}^i \) is equal to \( x_{n,s}^i \) when \( s_n \) is not equal to \( s \). Pure action \( a_k^i \) is seen as an element of the Euclidean space \( \Delta(A^i) \).

Payoff estimates  The second estimate \( u_{n,s}^i \in \mathbb{R}^S \) is a vector of payoffs. Values of this vector are written \( u_{n,s}^i \) for state \( s \), at step \( n \) for player \( i \). We also use the generic notation \( u^j \) for a vector of expected payoffs (with corresponding notation \( u^i \) for payoffs starting from \( s \) when the difference between \( s \) and \( n \) is not ambiguous). At every step \( n \), the estimator is defined as:

\[
u_{n+1,s}^i := \frac{1}{s_n^\#} \sum_{k=0}^{n} 1_{s_k = s} f_{s,u_k^i}(x_k,s)
\]

with, as previously, starting values \( u_{0,s}^i \) defined arbitrarily.

Action selection  We can now define the procedure. It is an extension of the standard fictitious play procedure. For repeated games, a fictitious play procedure is defined as a procedure where at every stage, every player takes a best response against the empirical action of the opponents up to that stage. Here, for stochastic games, fictitious play is defined as follows for every \( n \):

\[
a_{n,s}^i \in \text{br}^i_{s,\Delta(A^i)}(x_{n,s}^{-i}) := \arg \max_{y \in A^i} f_{s,u^i}^j(y, x_{n,s}^{-i})
\]

where \( s = s_n \). Therefore, the action is a best response in the auxiliary game parameterized by \( u_{n,s}^i \).

Incremental updates  Both \( x_{n,s}^i \) and \( a_{n,s}^i \) can be computed via incremental updates. This will enable us to make the link with the continuous version. It also shows that, for a machine implementation, the procedure only needs constant memory instead of storing every value to calculate the average actions and payoffs. Thus, the system can be rewritten as follows, leading to asynchronous fictitious play (AFP):

\[
\begin{cases}
    u_{n+1,s}^i - u_{n,s}^i = \frac{1}{s_n^\#} \sum_{k=0}^{n} 1_{s_k = s} \left( f_{s,u_k^i}(x_{n,s}) - u_{n,s}^i \right) \\
    x_{n+1,s}^i - x_{n,s}^i = \frac{1}{s_n^\#} \sum_{k=0}^{n} 1_{s_k = s} \left( a_{n,s}^i - x_{n,s}^i \right)
\end{cases}
\]

(Synchrnous and semi-asynchronous fictitious play) To get a simplified version of the dynamical system, we now define a version with synchronous updates on every state. The continuous counterpart is simpler as it does not require an indicator function to specify the current state.
If the stochastic game is played synchronously in every state (meaning that for every state $s$ and player $i$ there is a choice of action $a_i^t \in A_i^t$ at every time step), the empirical action of player $i$ in state $s$ is:

$$x_{n+1,s}^i = \frac{\sum_{k=0}^{n} a_{k,s}^i}{n} = \frac{a_{n,s}^i}{n} + \frac{(n-1)x_{1,s}^i}{n}$$

and the estimated payoff starting from $s$ is updated as follows:

$$u_{n+1,s}^i = \frac{\sum_{k=0}^{n} f_{s,u}^i(x_{k,s})}{n} = \frac{f_{s,u}^i(x_{n,s})}{n} + \frac{(n-1)u_{1,s}^i}{n}$$

These updates can be written in an incremental fashion, leading to synchronous fictitious play:

$$\begin{cases}
  u_{n+1,s}^i - u_{n,s}^i = \frac{f_{s,u}^i(x_{n,s}) - u_{n,s}^i}{n} \\
  x_{n+1,s}^i - x_{n,s}^i = \frac{a_{n,s}^i - x_{n,s}^i}{n}
\end{cases}$$

(SFP)

An alternative to both SFP and AFP is semi-asynchronous fictitious play. It can be used during a standard asynchronous play of the stochastic game: $a_{n,s}^i$ are needed to update $x_{n,s}^i$ but not needed to update $u_{n,s}^i$, so only the updates on $x_{n,s}^i$ are asynchronous in SAFP:

$$\begin{cases}
  u_{n+1,s}^i - u_{n,s}^i = \frac{f_{s,u}^i(x_{n,s}) - u_{n,s}^i}{n} \\
  x_{n+1,s}^i - x_{n,s}^i = \frac{a_{n,s}^i - x_{n,s}^i}{n}
\end{cases}$$

(SAFP)

In identical interest games, as noted above, vectors $u_{n,s}^i$ are independent of player $i$ as soon as players start with the same belief, i.e., for all $i, j \in I$, $u_{0,s}^i = u_{0,s}^j$, and $f_{s,u}^i(x) = f_{s,u}(x)$.

We now state the main convergence result for our definition of fictitious play for identical interest stochastic games.

**Theorem 3** (Discrete stochastic fictitious play converges to an equilibrium). Procedures SFP and SAFP almost surely converge to the set of stationary mixed Nash equilibria for identical interest ergodic stochastic games and if $\delta < 1/|S|$, then the results also hold for AFP. It also holds for non ergodic games for SFP.

The proof of this latest theorem is sketched in the rest of the section. It uses the stochastic approximation framework. We recall the classical theory and the asynchronous extension that we need to modify.

**Stochastic approximations** Stochastic approximations have long been used to study asymptotic behavior of discrete-time systems using their continuous-time counterpart [3, 5, 23]. In this framework, one typically assumes that there is a set valued function $F : \mathbb{R}^K \rightrightarrows \mathbb{R}^K$, a sequence of decreasing update steps $\{y_n\} \in \mathbb{R}^{|I|}$ and $Y_{n+1}$ a noise difference random variable. Then the two following systems are related:

$$\frac{dy}{dt} \in F(y)$$

and

$$y_{n+1} - y_n - \gamma_{n+1} Y_{n+1} \in \gamma_{n+1} F(y_n)$$

Stochastic approximations theorems (see Appendix B for a precise statement) typically assert that the limit set of a solution of (6) is internally chain transitive for differential inclusion (5), meaning that two points of the limit set must be linked by a number of chained solutions of (5):
Definition 4 (Internally chain transitive). A set \( A \) is internally chain transitive (ICT) for a differential inclusion \( \frac{dy}{dt} \in F(y) \) if it is compact and if for all \( y, y' \in A, \varepsilon > 0 \) and \( T > 0 \) there exists an integer \( n \in \mathbb{N} \), solutions \( y_1, \ldots, y_n \) to the differential inclusion and real numbers \( t_1, t_2, \ldots, t_n \) greater than \( T \) such that:

- \( y_i(s) \in A \) for \( 0 \leq s \leq t_i \)
- \( ||y_i(t_i) - y_{i+1}(0)|| \leq \varepsilon \)
- \( ||y_1(0) - y|| \leq \varepsilon \) and \( ||y_n(t_n) - y'|| \leq \varepsilon \)

This framework links the synchronous systems: SFP and SBRD where \( \alpha(t) = 1 \) (see the next section for a discussion regarding other values of \( \alpha \)). In our case, \( y = \{u_x, x_s\}_s \in S \), there is no random noise and a vector of \( F(y) \) is composed of an element of \( \text{br}^1_s u(x^{-1}) i_s u x^{-1} - x^t_i \) for lines corresponding to \( x^t_i \) and \( f_s, u(x_s) - u_s \) for lines corresponding to \( u_s \). This proves the part related to SFP of Theorem 3, see Appendix B.

**Correlated Asynchronicity** To do similar proofs for systems SAFP and AFP, one needs asynchronous stochastic approximations: the standard stochastic approximation framework [5] is not sufficient to track every state and make every update rate depends on \( s_n \). We extend results from Perkins and Leslie [33] to the case of correlated asynchronicity. Indeed, in SAFP, variables \( u_i \) are updated at every time step, independently of the current state and in AFP, variables \( u_s \) and \( x_s \) are updated at the same time. Therefore, as Perkins and Leslie [33] provided a theory where every variable was updated asynchronously with respect to the other ones. We extend this result, see Appendix B, and apply it to use systems ABRD and SABRD to prove Theorem 3 under the ergodicity hypothesis.

**Proof of Theorem 3 (sketch).** The first step of the proof is a generalization of the asynchronous stochastic approximation theorem of [33] to deal with correlated asynchronicity, this is done in Appendix C.

Then, systems are written in the form of (5) and (6). This is explained above.

Thus, it remains to show that the ICT sets of (5) are contained in the set of stationary Nash equilibria and their associated payoff. To do this, we use results of convergence of the previous section. However, there is no direct implication between the convergence to a set and the fact that this set is ICT. Therefore, the chain transitivity is proven in part using the original definition, and in part with a Lyapunov function. More precisely we want to show that any ICT set is included in:

\[
B := \{(x, u) \mid \forall s \in S \ f_s, u(x_s) \geq u_s \}
\]

and \( A := \{(x, u) \mid \forall s \in S \ \forall i \in I \ f_s, u(x_s) = u_i \ \wedge \ x_i^t \in \text{argmax}_{y' \in A'} f_s, u(y', x^{-1}_s)\} \)

First, we show that any element \((x, u)\) of ICT sets are in \( B \). Otherwise, we look at the chain between \((x, u)\) and itself, and conclude to a paradox: any solution is arbitrarily close to \( B \) after a time \( T \) independently of the starting point. Then, relatively to \( B \), we can define a function \( V(x, u) := \sum_{s \in S} f_s, u(x_s) \) which is a Lyapunov function in \( B \). This makes it possible to conclude that any ICT set is included in \( V^{-1}(0) \) which is equal to \( A \).

The whole proof is detailed in Appendix B of the supplementary material.

6 Extensions and Simulations

**Generalization of fictitious play** The procedure we defined in the previous section is a special case of a more general procedure defined as follows:
\[ u_{n+1,s} := \left( \sum_{k=0}^{s_n} \frac{1}{\alpha(k)} \right)^{-1} \sum_{k=0}^{n} \frac{1}{\alpha(s^u_k)} f^i_s (x_s, s) \]

where \( \alpha \) is supposed non-decreasing. The former estimate corresponds to the case where \( \alpha \) is the constant function equal to one.

This latest estimate would be the counterpart to the continuous system studied in the previous section. However, the link between the continuous and discrete systems is not straightforward. Therefore the convergence of the general version for identical interest games remains an open problem: the continuous system is non-autonomous and there is no general theory of stochastic approximations for such systems. An option could be to use two-timescale stochastic optimizations in the spirit of the work of Borkar [7] in a way similar to Sayin et al. [37]. However, there are regularities assumptions satisfied in zero-sum stochastic games that are not trivial to verify in our case and the continuous time systems would be different.

We now describe the simulations that we have conducted in order to assess the two conjectures that we made namely the case \( \delta \geq 1/|S| \) for ABRD of Theorem 2 and \( \alpha(k) \neq 1 \) for Theorem 3. They were all run on a personal computer (Intel i5) in less than one hour.

Asynchronous continuous time system when \( \delta \geq 1/|S| \). We ran a simulation of differential inclusion ABRD using a simple Euler method. Our extensive simulations suggest that the system always converges for any randomly generated game. If our conjectures were disproved, then we believe that it would occur in very intricate cases such as degenerated stochastic games or with more players, actions and states. It is also possible that the system does not converge when rates \( \beta_s(t) \) are correlated, which is especially difficult to simulate with a randomization. For the sake of readability, our figures only contain the \( u_s \), but actions converge quickly towards a pure action profile. There may be several equilibria, so the system does not always converge to the same one.

The random games that we study have 2 actions, 2 states and 2 players. We randomly chose an instance so as it is completely reproducible and plotted \( u_1, u_2, \Delta_1, \Delta_2 \) on Figure 1 where \( \Delta_s := f_s, u(x) - u_s \) is the error in the Bellman equation (\( \Delta_s = 0 \) would mean that \( u_1 \) and \( u_2 \) are solutions of the Bellman equation). Other instances can be tried in the notebook in the supplementary material. This is the instance chosen as example:

\[
\begin{align*}
P_1 &= \begin{bmatrix} 0.09 & 0.05 \\ 0.95 & 0.79 \end{bmatrix} & P_2 &= \begin{bmatrix} 0.20 & 0.66 \\ 0.79 & 0.54 \end{bmatrix} & r_1 &= \begin{bmatrix} 0.65 & 0.37 \\ 0.00 & 0.73 \end{bmatrix} & r_2 &= \begin{bmatrix} 0.19 & 0.07 \\ 0.30 & 0.07 \end{bmatrix} & \delta = 0.7
\end{align*}
\]

Figure 1: Simulation of the asynchronous best-response dynamics ABRD for \( a(t) = 1 \) (top) and \( a(t) = t + 1 \) (bottom)

The notebook of the simulation in the supplementary material and plots in Appendix E show that actions also converge. Vector \( (u_1, u_2) \) converges towards \((0.50, 0.42)\) which is the payoff of the stationary strategy that actions \( x^i_t \) converge to (see the notebook and Appendix E). This stationary strategy is a stationary
Nash equilibrium of the stochastic game: it is verified in the notebook by computing the discounted payoff of every pure strategy. Thus we conjecture that Theorem 2 holds for $\delta \geq 1/|S|$. Furthermore, the continuous time system with $\alpha(t) = 1$ converges, in the simulations, more rapidly than the one with $\alpha(t) = t + 1$.

**Fictitious play with two timescales** We ran our procedure ABRD on the previous instance with $\alpha(k) = 1$ and $\alpha(k) = k + 1$. Compared to ABRD with $\alpha(t) = 1$, fictitious play with $\alpha(k) = 1$ converges exponentially slower (which is predicted by the theory of stochastic approximations). Since fictitious play with $\alpha(k) = k+1$ converges exponentially slower compared to the version with $\alpha(k) = 1$, this results in a double exponential slowdown. Figure 2 shows simulations of this system with a logarithmic scale on the time coordinate and different time scales on every graph. Similarly to the continuous time systems, vector $u$ converges to an equilibrium payoff which is $(0.50, 0.42)$ but other equilibria exist (see the notebook and Appendix E for details).

![Figure 2: A fictitious play process AFP with $\alpha(k) = 1$ (top) and $\alpha(k) = k + 1$ (bottom)](image)

**7 Discussion**

In this paper, we defined a number of continuous-time dynamics and discrete time systems. They are inspired by standard fictitious play and Q-learning procedures. We proved the convergence to stationary Nash equilibria for identical interest discounted stochastic games under assumptions depending on the system. We discuss below limitations and extensions of our work.

**Extensions of our procedure** There are a number of directions that deserve additional investigations. First, proving convergence for identical interest stochastic games of fictitious play for different values of $\alpha$, and the case $\delta \geq 1/|S|$ for asynchronous systems. It would also be interesting to investigate whether these algorithms work in other types of games. To do so we expect that it will be necessary to switch to smooth best-responses in order to ensure general convergence (similarly to standard fictitious play [13]). Second, this version of fictitious play should be made more robust. In particular, it would be interesting to investigate whether different priors (i.e., different initial values for $x$ and $u^i$) for every player perturb the algorithm. This could be useful in order to use the procedure in a fault-tolerant system.

**Potential games** The proof of convergence of fictitious play in identical interest (non-stochastic) games of [30] can be applied to potential games because these games have the same best-reply structure. An interesting question is to what extents there exists an analog of potential games for stochastic games [18] and whether our procedure can be used in those games as well.

**Update rules and model-free algorithm** In our paper, we suppose that every player knows the transition matrix, which is an assumption standard in game theory but less common in multi-agent systems. As noted in the related work section, other update rules that are closer to Q-learning would lead to a different
algorithm. It would be a step towards a model-free algorithm when players do not know the transition matrix. There are a number of challenges, including the fact that every state-action pair has to be visited an infinite number of times for the transition to be estimated. Comparing theoretically or experimentally the speed of convergence of model-free and model-based version of fictitious play (with respect to the transition and payoff matrices) would also be interesting.
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A Convergence of the Continuous Time System

We first prove a boundedness lemma and then proceed with the convergence of every system in identical interest stochastic games. The first lemma can be proven for systems SBRD, SABRD and ABRD at once using a more general system that contains every other ones (for \( t \geq 0 \):

\[
\begin{align*}
\beta_s(t) & \in \frac{f^{i}_{s,u^i(t)}(x_s(t)) - u^i_s(t)}{a(t)}, \\
\beta^{'}_s(t) & \in \frac{f^{i}_{s,u^i(t)}(x_s(t)) - u^i_s(t)}{a(t)} \\
x^{i}_s(t) & \in \beta_s(t) \left( b^{i}_{s,u^i(t)}(x_s(t)) - x^{i}_s(t) \right) \\
\beta_s(t) & \in [\beta_-, 1]
\end{align*}
\]  

(7)

Since this system includes every other system studied in this article, the next lemmas are applicable to all of them.

Note that since we only deal with identical interest stochastic games, the superscript \( i \) in \( u^i_s \) can be omitted as all \( u^i_s \) are equals (see Section 4).

We define:

\[
\Gamma_s(t) := f_{s,u(t)}(x_s(t))
\]

\[
\Delta^{i}_s(t) := \max_{y \in A^i} f_{s,u(t)}(y, x^{i}_s(t)) - f_{s,u(t)}(x_s(t))
\]

\[
= \max_{y \in A^i} f_{s,u(t)}(y, x^{i}_s(t)) - \Gamma_s(t)
\]

Lemma 1. Let \( \{u^{i}_s, x^{i}_s\}_{s \in S, i \in I} \) a solution of (7). Then for all \( s \in S \), functions \( u_s \) and \( t \mapsto f_{s,u(t)}(x(t)) \) are bounded.

Proof. Let \( M = \max_{s \in S, a \in A} \|u_s(0)\|, \|\Gamma_s(0)\|, |r_s(a)| \) + 1.

Then \( |u_s(0)| < M \) and \( |\Gamma_s(0)| < M \) for every \( s \). \( u_t \) and \( \Gamma_t \) are continuous, therefore if they are not bounded by \( M \), there exists \( t \) minimal such that there exists \( s \in S \) such that either:

- \( u_s(t) = M \) and \( |\Gamma_s(t)| < M \), therefore \( \dot{u}_s(t) = \beta_t(\Gamma_s(t) - u_s(t))/\alpha(t) \leq 0 \) for some \( \beta_t \), therefore \( u_s(t^-) \geq M \), which is absurd.
- \( u_s(t) = -M \) and \( |\Gamma_s(t)| < M \), therefore \( \dot{u}_s(t) = \beta_t(\Gamma_s(t) - u_s(t))/\alpha(t) \geq 0 \) for some \( \beta_t \), therefore \( u_s(t^-) \leq -M \), which is absurd.
- \( \Gamma_s(t) = M \), therefore:

\[
(1 - \delta)r_s(x_s(t)) + \delta \sum_{s' \in S} P_{s,s'}(x_s(t))u_{s'}(t) = M
\]

But \( r_s(x_s) < M \) and \( u_{s'}(t) \leq M \) for all \( s' \), therefore \( \sum_{s' \in S} P_{s,s'}(x_s(t))u_{s'}(t) \leq M \), so \( \Gamma_s(t) < M \) (because \( 0 < \delta < 1 \)), absurd.

Lemma 2. Function \( \Gamma_s \) is differentiable and its differential is:

\[
\frac{d\Gamma_s}{dt} = \delta \sum_{s'} P_{s,s'}(x_s(t))u_{s'} + \beta_s(t) \sum_i \Delta^{i}_s(t)
\]

In the SBRD case, \( \beta_s(t) = 1 \).
Proof.

\[
\frac{d\Gamma_s}{dt} = D_u(f_{s,u}(t)(x_s(t)))(D_t u) + D_{x_s}f_{s,u}(x_s)(D_t x_s)
\]

where \(D_u\) is the partial differential in \(u\).

\(x_s \mapsto f_{s,u}(t)(x_s)\) is a \(n\)-linear map in \(x_s\), therefore:

\[
D_{x_s}f_{s,u}(t)(x_s)(D_t x_s) = \sum_i f_{s,u}(t)(\delta x_s^i, x_s^{-i})
\]

\(u \mapsto f_{s,u}(x_s(t))\) is a linear function in \(u\), and:

\[
D_u f_{s,u}(x_s(t)) = \delta \sum_{s'} P_{ss'}(x_s) \dot{x}_{s'}
\]

Therefore, \(\frac{d\Gamma_s}{dt} = \delta \sum_{s'} P_{ss'}(x_s) \dot{x}_{s'} + \beta_s(t) \sum_i \Delta_i^s(t)\). \(\square\)

**Lemma 3.** Function \(\Delta_i^s(t)if\ is Lipschitz.

**Proof.** \(u\) is differentiable and its derivative is bounded by \(\sup |\Gamma_i(t) - u_i(t)|\), so \(u\) is a \(2M\)-Lipschitz where \(M\) is a bound of the \(\Gamma_i\) and \(u_i\). The derivative of \(x_s\) is also bounded, so it is also Lipschitz. As \(f_{s,u}\) is Lipschitz with respect to any parameter (it is multilinear). Therefore, for all \(y, t \mapsto f_{s,u}(t)(y, x_s(t))\) is Lipschitz with the same coefficient, so \(\Delta_i^s(t)if\-is also Lipschitz. \(\square\)

**Convergence of the synchronous and semi-synchronous system** In what follows \(\{u_s^t, x_s^t\}_{s \in S, t \in T}\) is a solution of SABRD for identical interest stochastic games. In particular, this includes the synchronous case because a solution of SBRD is a solution of SABRD.

Let \(s_\ast(t) \in \text{arg min}_{s \in S} \Gamma_s(t) - u_s(t)\). This means that for every \(t\) we choose an arbitrary \(s\) that minimizes \(\Gamma_s(t) - u_s(t)\). Note that as a consequence, \(\Gamma_{s(t)}(t) - u_{s(t)}(t)\) is continuous because every \(\Gamma_s(t) - u_s(t)\) is continuous.

**Lemma 4.** There exists \(A \geq 0\) such that for every \(s \in S\), \(\Gamma_s(t) - u_s(t) \geq -A \exp(\int_1^t (\delta - 1) \frac{1}{a(t)} dt)\)

**Proof.** By the previous lemma:

\[
\frac{d\Gamma_s}{dt} \geq \delta \sum_{s'} P_{ss'}(x_s) \frac{\Gamma_{s'}(t) - u_{s'}(t)}{a(t)}
\]

\[
\geq \delta \sum_{s'} P_{ss'}(x_s) \frac{\Gamma_{s_\ast}(t) - u_{s_\ast}(t)}{a(t)}
\]

\[
= \delta \frac{\Gamma_{s_\ast}(t) - u_{s_\ast}(t)}{a(t)}
\]

Moreover, for \(h > 0\):

\[
\Gamma_{s_\ast}(t+h) - u_{s_\ast}(t+h) - (\Gamma_{s_\ast}(t) - u_{s_\ast}(t))
\]

\[
\geq \Gamma_{s_\ast}(t+h) - u_{s_\ast}(t+h) - (\Gamma_{s_\ast}(t+h) - u_{s_\ast}(t+h))
\]

\[
\geq h \min_{s \in S} \frac{d\Gamma_{s_\ast}}{dt} + o(h) + u_{s_\ast}(t+h) - u_{s_\ast}(t+h)\]

(9)
For any $s$:

$$u_s(t) - u_s(t + h) = -\frac{hu_s}{a(t)} + o(h)$$

Now let us suppose that $s$ is an accumulation point of $s_-(t+h)$ when $h$ goes to 0. Then, as every $\Gamma_s(t) - u_s(t)$ is continuous, we have that $\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t) = \Gamma_s(t) - u_s(t)$ (else $s$ can not be an accumulation point). So, the preceding equality can be rewritten as:

$$u_s(t) - u_s(t + h) = -\frac{h\Gamma_s(t) - u_s(t)}{a(t)} + o(h)$$

This is valid for every accumulation point of $s_-(t + h)$ (and is independent of $s$) and there is a finite number of such $s$, so we also have:

$$u_{s_-(t+h)}(t) - u_{s_-(t+h)}(t + h) = -\frac{h\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{a(t)} + o(h)$$

Now, from inequality (8), we have that:

$$h \min_{s \in S} \frac{d\Gamma_s}{dt} \geq h\delta \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}}{a(t)}$$

And these two last inequalities can be summed to get:

$$h \min_{s \in S} \frac{d\Gamma_s}{dt} + u_{s_-(t+h)}(t) - u_{s_-(t+h)}(t + h) + o(h) \geq h(\delta - 1) \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}}{a(t)} + o(h)$$

Going back to (9):

$$\Gamma_{s_-(t+h)}(t + h) - u_{s_-(t+h)}(t + h) - (\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t))$$

$$\geq h(\delta - 1) \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}}{a(t)} + o(h)$$

We now need a version of Grönwall Lemma that applies to this case, it is provided here for completeness:

Let $v(t) = \exp\left(\int_{0}^{t} (\delta - 1) \frac{1}{a(t)} dt\right)$.

Then $\frac{dv}{dt} = (\delta - 1) \frac{1}{a(t)} v(t), \quad v(0) = 1, \quad v > 0.$

and $\frac{1}{v(t+h)} = \frac{1}{v(t)} - h(\delta - 1) \frac{1}{a(t)v(t)} + o(h)$

$$\frac{\Gamma_{s_-(t+h)}(t + h) - u_{s_-(t+h)}(t + h)}{v(t+h)} \geq \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{v(t)} + h(\delta - 1) \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{a(t)v(t)} + o(h)$$

$$\geq \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{v(t)} - h(\delta - 1) \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{a(t)v(t)} + h(\delta - 1) \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{a(t)v(t)} + o(h)$$

$$\geq \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{v(t)} + o(h)$$

Therefore, $t \mapsto \frac{\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t)}{v(t)}$ is increasing, and:

$$\Gamma_{s_-(t)}(t) - u_{s_-(t)}(t) \geq (\Gamma_{s_-(0)}(0) - u_{s_-(0)}(0)) \exp\left(\int_{0}^{t} (\delta - 1) \frac{1}{a(t)} dt\right)$$
Lemma 5. The gap between $\Gamma_s(t)$ and $\max_{y \in A} f_{s,u(t)}(y, x_s^{-1}(t))$ converges to 0:

$$\forall s, \sum_i \Delta_i^s(t) \to 0$$

Proof. First, we show that $\forall i, s, \int_1^\infty \sum_i \Delta_i^s(t) dt < + \infty$.

Using Lemma 2: $\beta_s(t) \sum_i \Delta_i^s(t) = \frac{d\Gamma_s}{dt} - \delta \sum_{s'} P_{ss'}(x_s) u_s$.

Therefore:

$$\forall T, \int_1^T \beta_s(t) \sum_i \Delta_i^s(t) dt = \int_1^T \frac{d\Gamma_s}{dt} - \delta \sum_{s'} \int_1^T P_{ss'}(x_s) u_s$$

With the previous lemma:

$$P_{ss'}(x_s) u_s = P_{ss'}(x_s) \frac{\Gamma_s(t) - u_s(t)}{a(t)}$$

$$\geq -P_{ss'}(x_s) A \frac{\exp(\int_1^t (\delta - \frac{1}{\alpha(t)}) dv)}{a(t)}$$

Then, for all $T$:

$$\beta_\gamma \sum_i \Delta_i^s(t) dt \leq \int_1^T \beta_s(t) \sum_i \Delta_i^s(t) dt$$

$$\leq \Gamma_s(T) - \Gamma_s(1) + \delta \sum_{s'} P_{ss'}(x_s) \int_1^T A \frac{\exp(\int_1^t (\delta - \frac{1}{\alpha(t)}) dv)}{a(t)}$$

$$= \Gamma_s(T) - \Gamma_s(1) + \delta A \frac{\exp}\left(\int_1^T \frac{\delta - 1}{\alpha(t)} dt\right) - 1$$

$$< \Gamma_s(T) - \Gamma_s(1) + \delta A \frac{1}{1 - \delta}$$

Then, as $\Delta_i^s(t)$ is Lipschitz (Lemma 3) and the limit of its integral is bounded and positive, $\Delta_i^s(t) \to \infty$ 0.

Lemma 6 (Convergence of the synchronous and semi-asynchronous system). For all $s \in S$:

$$\Gamma_s(t) = f_{s,u(t)}(x_s(t)) \to \limsup_{t \to \infty} \Gamma_s$$

and $u_s(t) \to \limsup_{t \to \infty} \Gamma_s$

Proof.

$$\Gamma_s(t_2) = \Gamma_s(t_1) + \int_{t_1}^{t_2} \frac{d\Gamma_s}{dv} dv$$

$$\geq \Gamma_s(t_1) + \delta \int_{t_1}^{t_2} \frac{\Gamma_s(v) - u_s(v)}{a(v)} dv$$

$$\geq \Gamma_s(t_1) - A \delta \int_{t_1}^{t_2} \exp\left(\int_1^t (\delta - \frac{1}{\alpha(t)}) dt\right)$$

$$\geq \Gamma_s(t_1) - A \frac{\delta}{1 - \delta} \exp\left(\int_1^{t_1} (\delta - \frac{1}{\alpha(t)}) dt\right)$$
So \( \frac{A \delta}{1 - \delta} \exp \left( \int_{t_1}^{t_2} (\delta - 1) \frac{1}{a(t)} \, dt \right) \) goes to 0 when \( t_2 \) goes to \(+\infty\) (thanks to hypothesis (4)), therefore, it is sufficient to take \( t_2 \) big enough so that \( \Gamma_s(t_1) \) is close to the limsup and the second term is small enough. 

With a similar argument, \( u_s \) has a limit, and it is necessarily the same as \( \Gamma_s \), otherwise \( u_s \) would be unbounded (because \( \hat{u}_s = (\Gamma_s - u_s)/\alpha(t) \)).

**Lemma 7** (Convergence to the set of mixed stationary equilibria). \( \{ \lim \Gamma_s \}_{s \in S} \) is an equilibrium payoff of the \( \delta \) discounted stochastic game. \( \{ x_s \}_{s \in S} \) converges to the set of mixed equilibria.

**Proof.** Let \( \bar{x} \) be an accumulation point of the vector-valued function \( x = \{ x_s \} \). Then, from Lemma 5:

\[
\Delta^i_s(t) = f_{s,u}(t)(br^i_s,u(t)(x^{-i}_s(t)) - x^i_s(t),x^{-i}_s(t)) \to 0
\]

So by continuity, for all \( s \):

\[
f_{s,lim u}(br^i_{s,lim u}(x^{-i}_s(t)) - x^i_s, x^{-i}_s) = 0
\]

**Proof of Theorem 1 and SABRD part of Theorem 2.**

Lemma 7 and 6 prove the theorems for both the SBRD and SABRD systems.

**Convergence of the asynchronous system** We now suppose that \( \delta \in (0, 1/|S|) \). In what follows \( \{ u^i_s, x^i_s \}_{s \in S, i \in I} \) is a solution of ABRD for identical interest stochastic games.

We use the same definitions for \( \Delta^i_s(t) \) and \( \Gamma_s(t) \):

\[
\Gamma_s(t) := f_{s,u}(t)(x_s(t)) \\
\Delta^i_s(t) := \max_{y \in A^i_s} f_{s,u}(t)(y,x^{-i}_s(t)) - f_{s,u}(t)(x_s(t)) \\
= \max_{y \in A^i_s} f_{s,u}(t)(y, x^{-i}_s(t)) - \Gamma_s(t)
\]

We now define \( \Psi \) which measures how much the estimated payoffs \( u_s \) are over estimated compared to \( \Gamma_s(t) \):

\[
\Psi(t) = \sum_{s \in S} (u_s(t) - \Gamma_s(t)) = \sum_{s \in S} 1_{u_s(t) - \Gamma_s(t) > 0} (u_s(t) - \Gamma_s(t))
\]

**Lemma 8.** For a solution \( \{ u_s, x^i_s, \beta_s \}_{s \in S, i \in I} \) of ABRD:

- \( \Psi(t) \leq \Psi(1) \exp \left( \int_{t_1}^{t_2} (\delta|S| - 1) \frac{\beta}{\alpha(u)} \, du \right) \)
- every \( u_s \) converges
- every \( \Gamma_s \) converges
- the limits of \( u_s \) and \( \Gamma_s \) are the same.

**Proof.** First, for readability, we pose \( 1_s(t) := 1_{u_s(t) - \Gamma_s(t) > 0} \).
\[ \Psi \text{ is continuous and differentiable almost everywhere (if there is an accumulation point where for a } s, \text{ } u_s(t) - \Gamma_s(t) = 0, \text{ then } \frac{d}{dt}(u_s - \Gamma_s) = 0, \text{ so } 1_{u_s(t) - \Gamma_s(t) \geq 0}(u_s - \Gamma_s) \text{ is differentiable and its derivative is 0).} \]

\[
\frac{d\Psi}{dt} = \sum_{s \in S} 1_s(t) \left\{ \beta_s(t) \frac{\Gamma_s(t) - u_s(t)}{a\left(\int_0^t \beta_s(u)du\right)} - \delta \sum_{s'} \Psi_{s'}(x_s')\beta_{s'}(t) \frac{\Gamma_{s'}(t) - u_{s'}(t)}{a\left(\int_0^t \beta_{s'}(u)du\right)} \right\}
\]

\[
\leq \sum_{s \in S} 1_s(t) \left\{ \beta_s(t) \frac{\Gamma_s(t) - u_s(t)}{a\left(\int_0^t \beta_s(u)du\right)} - \delta \sum_{s'} \Psi_{s'}(x_s')\beta_{s'}(t) \frac{\Gamma_{s'}(t) - u_{s'}(t)}{a\left(\int_0^t \beta_{s'}(u)du\right)} \right\}
\]

\[
= \sum_{s \in S} \left\{ -\delta \sum_{s'} 1_s'(t)\Psi_{s'}(x_s') \right\} \beta_s(t) \frac{\Gamma_s(t) - u_s(t)}{a\left(\int_0^t \beta_s(u)du\right)}
\]

• If \( u_s(t) - \Gamma_s(t) < 0 \), then the summed term is equal to \(-\delta\sum_{s'} 1_s'(t)\Psi_{s'}(x_s')\beta_{s'}(t)\frac{\Gamma_{s'}(t) - u_{s'}(t)}{a\left(\int_0^t \beta_{s'}(u)du\right)} \leq 0 \). Since \((u_s(t) - \Gamma_s(t))_+ = 0\), the summed term is lower than:

\[
-(1 - \delta|S|) \frac{\beta-}{a(t)} (u_s(t) - \Gamma_s(t))_+
\]

• If \( u_s(t) - \Gamma_s(t) > 0 \), then the summed term is equal to \((1 - \delta\sum_{s'} 1_s'(t)\Psi_{s'}(x_s')\beta_{s'}(t)\frac{\Gamma_{s'}(t) - u_{s'}(t)}{a\left(\int_0^t \beta_{s'}(u)du\right)} \)

\[
- \delta \sum_{s'} 1_s'(t)\Psi_{s'}(x_s') \leq \delta|S| < 1
\]

\[- so \ 1 - \delta \sum_{s'} 1_s'(t)\Psi_{s'}(x_s') > 0.\]

\[- so \ (1 - \delta\sum_{s'} 1_s'(t)\Psi_{s'}(x_s')\beta_{s'}(t)\frac{\Gamma_{s'}(t) - u_{s'}(t)}{a\left(\int_0^t \beta_{s'}(u)du\right)} < 0 \]

\[- but \ \beta_s(t) \geq \beta_- \text{ and } a\left(\int_0^t \beta_s(u)du\right) \leq a(t), \]

\[- so \ \frac{\beta_s(t)}{a\left(\int_0^t \beta_s(u)du\right)} \geq \frac{\beta_-}{a(t)} \]

\[- so the summed term is lower than: \]

\[
(1 - \delta|S|) \frac{\beta-}{a(t)} (\Gamma_s(t) - u_s(t))
\]

\[
= -(1 - \delta|S|) \frac{\beta-}{a(t)} (u_s(t) - \Gamma_s(t))_+
\]

Consequently:

\[
\frac{d\Psi}{dt} \leq -(1 - \delta|S|) \frac{\beta-}{a(t)} \Psi(t)
\]

So by Grönwall Lemma (see Lemma 4 for the details of the application of Grönwall Lemma):

\[
\Psi(t) \leq \Psi(1) \exp\left(\int_1^t -(1 - \delta|S|) \frac{\beta-}{a(u)} du\right)
\]

So \( \Psi \) goes to 0 when \( t \) goes to \( +\infty \) because of Hypothesis (4).

Now we lower bound \( \frac{du_s}{dt} \) to show convergence of \( u_s \).
\[
\frac{du_s}{dt} = \beta_s(t) \frac{\Gamma_s(t) - u_s(t)}{\int \beta_s(u) du} \\
\geq \beta_s(t) \frac{-\Psi(t)}{\alpha \int \beta_s(u) du} \\
\geq -\psi(1) \exp \left( - \left( 1 - \delta |S| \right) \frac{\beta_s(\Gamma_s(t) - u_s(t))}{\alpha \int \beta_s(u) du} \right) \\
\geq -\psi(1) \exp \left( - \left( 1 - \delta |S| \right) \frac{\beta_s - \Psi(t)}{\alpha \int \beta_s(u) du} \right)
\]

As \( \delta |S| < 1 \), this last term is integrable, therefore, as \( u_s \) is bounded, this means that \( u_s \) converges. The same argument applies to \( \Gamma_s \) using Lemma 2, and the limits of \( u_s \) and \( \Gamma_s \) are necessarily the same (otherwise the derivative of \( u_s \) converge towards \( \lim u_s - \lim \Gamma_s \) which would result in a diverging \( u_s \)).

**Lemma 9.** The gap between \( \Gamma_s(t) \) and \( \max_{y \in A} f_s(x_s(t), y, x_s^{-i}(t)) \) converges to 0:

\[
\forall s, \sum_i \Delta_i^s(t) \to 0
\]

**Proof.** The proof proceeds similarly to Lemma 5. First, we show that \( \forall i, s, \int_1^\infty \sum_{i \in I} \Delta_i^s(t) dt < +\infty \).

From Lemma 2, \( \beta_s(t) \sum_i \Delta_i^s(t) = \frac{d\Gamma_s}{dt} - \delta \sum_s P_{ss'}(x_s) u_s \). Then:

\[
\forall T, \int_1^T \sum_i \beta_s(t) \Delta_i^s(t) dt = \int_1^T \frac{d\Gamma_s}{dt} - \delta \sum_s \int_1^T P_{ss'}(x_s) u_s
\]

With the previous lemma:

\[
P_{ss'}(x_s) u_s = P_{ss'}(x_s) \beta_{s'}(t) \frac{\Gamma_s(t) - u_s(t)}{\alpha \int \beta_s(v) dv} \\
\geq -P_{ss'}(x_s) \frac{\Psi(t)}{\int \beta_s(v) dv}
\]

(because \( \beta_s(t) \leq 1 \) and \( \Gamma_s(t) - u_s(t) \geq (u_s(t) - \Gamma_s(t))_+ \)).
Then, for all \( T \):
\[
\beta_\epsilon \int_1^T \sum_i \Delta_i^\epsilon (t) dt \leq \int_1^T \sum_i \beta_i (t) \Delta_i^\epsilon (t) dt \\
\leq \Gamma_s (T) - \Gamma_s (1) \\
+ \delta \sum_s P_{s\epsilon} (x_s) \int_1^T \Psi (1) \frac{\exp \left( \int_1^T \frac{\delta|s| - 1}{\alpha (v)} dv \right)}{\alpha \left( \int_0^T \beta_s (v) dv \right)} \\
= \Gamma_s (T) - \Gamma_s (1) \\
+ \delta \sum_s \int_1^T \Psi (1) \frac{\exp \left( \int_1^T \frac{\delta|s| - 1}{\alpha (v)} dv \right)}{\alpha \left( \int_0^T \beta_s (v) dv \right)} \\
= \Gamma_s (T) - \Gamma_s (1) \\
+ \delta A \frac{\epsilon - 1}{\alpha - 1} \exp \left( \int_1^T \frac{\delta|s| - 1}{\alpha (v)} dv \right) \frac{\alpha (v)}{\alpha (v)} \\
< \Gamma_s (T) - \Gamma_s (1) + \delta A \frac{\epsilon - 1}{\alpha - 1} \exp \left( \int_1^T \frac{\delta|s| - 1}{\alpha (v)} dv \right)
\]

Then, as \( \Delta_i^\epsilon (t) \) is Lipschitz (Lemma 3) and the limit of its integral is bounded and positive, \( \Delta_i^\epsilon (t) \xrightarrow{t \to \infty} 0 \).

**Proof of the part about ABRD of Theorem 2.**

It is Lemma 8 and the same proof as Lemma 7.

---

## B Stochastic Approximations

### B.1 Correlated Asynchronous Stochastic Approximation

An asynchronous system as defined in [33] is as follows. Assuming \( y_n \in \mathbb{R}^k \), one defines a system where updated components of the vector at every step \( n \) are \( S_n \subseteq K := [1 \ldots k] \). We define \( s_\# n \) as the number of times \( s \) occurred:

\[
s_\# n = \# \{ k \mid s \in S_k \land 0 \leq k \leq n \}
\]

We now describe now a system where component \( y_{s,n} \) is updated at rate \( \gamma_\# s \) if and only if \( s \in S_n \), that is:

\[
y_{s,n+1} - y_{s,n} - \gamma_\# s (Y_{s,n} + d_{s,n}) \in 1 s \in S_n \gamma_\# s F_s (y_n)
\]  \hspace{1cm} (10)

where variable \( Y_{s,n} \) is a random noise with \( \mathbb{E}[Y_{s,n}] = 0 \) and \( d_{s,n} \) goes to 0 when \( n \to \infty \).

We define:

\[
\gamma_n = \max_{s \in S_n} \gamma_\# s
\]

\[
M_{n+1} = \text{diag} \left\{ \frac{\gamma_\# s}{\gamma_n} \mid s \in K \right\}
\]

and we can rewrite (10) to:

\[
y_{n+1} - y_n - \gamma_n M_{n+1} (Y_n + d_n) \in \gamma_n M_{n+1} F (y_n)
\]  \hspace{1cm} (11)

The continuous counterpart is defined as follows. For an \( \epsilon > 0 \), \( \Omega^\epsilon_k \) is the set of \( k \times k \) diagonal matrices with coefficients between \( \epsilon \) and 1:
\[ \Omega_k := \{ \text{diag}(\beta_1, \ldots, \beta_k); \beta_i \in [\epsilon, 1], \forall i = 1, \ldots, k \} \]

And the continuous system is:

\[ \frac{dy}{dt} \in \overline{F}(y) := \Omega_k \cdot F(y) \quad (12) \]

where the multiplication is between sets (i.e., the resulting set is the multiplication of every pair of the initial sets).

Then, the limit set of solutions of (11) is internally chain transitive (see Definition 6 below) for system (12) [33] under assumptions stated in Subsection B.2.

However, we need a modified version where the asynchronoucity can be correlated, meaning for instance that some components are updated synchronously or that updating may be done at the same time for a set of components. This is the case for \( x \) and \( u \) which are updated at the same times for a specific state \( s \) in AFP or for \( u \) which is always updated at every step in SAFP. Therefore, we now suppose that every \( S_n \in \mathcal{S} \subseteq \mathcal{K} \). For instance, if the \( s \) component is updated at every step, it can be expressed with \( \forall S' \in \mathcal{S}, s \in S' \). Then we define an alternative set of diagonal matrices for the continuous version:

\[ \Omega_{k,\mathcal{S}} := \text{diag}(\text{conv}(\mathcal{S}) \cap [\epsilon, 1]^K) \]

and the map \( \overline{F}(y) := \Omega_{k,\mathcal{S}} \cdot F(y) \)

Then we can link the internally chain transitive sets of differential inclusion \( \frac{dy}{dt} \in \overline{F}(y) \) and limit sets of solutions of (11). As systems SABRD and ABRD can be written as \( \overline{F} \) with a suitable \( \mathcal{S} \) and \( F_i \), making it possible to prove the rest of Theorem 3 using the convergence results of the continuous time systems of the previous section, see section B.4.

### B.2 Formal Results

We start with the definition of Marchaud maps. They are used in most stochastic approximation theorems, even if the term is not always employed. In our systems, as the best-response map \( \text{br} \) is piecewise constant and the rest of the right hand side is continuous, right hand sides of the differential inclusions are Marchaud maps.

**Definition 5** (Marchaud map). \( F : \mathbb{R}^K \rightarrow \mathbb{R}^K \) is a Marchaud map if:

(i) \( F \) is a closed set-valued map, i.e. \( \{(x, y) \in \mathbb{R}^K \times \mathbb{R}^K \mid y \in F(x)\} \) is closed.

(ii) for all \( y \in \mathbb{R}^K \), \( F(y) \) is a non-empty, compact, convex subset of \( \mathbb{R}^K \)

(iii) there exists \( c > 0 \) such that \( \sup_{y \in \mathbb{R}^K \in F(y)} \|z\| \leq c(1 + \|y\|) \)

We now need the definition of internally chain transitive sets, as stated in [5]. They will later be used to characterize the limit sets of the discrete time systems.

**Definition 6** (Internally chain transitive). A set \( A \) is internally chain transitive for a differential inclusion \( \frac{dy}{dt} \in F(y) \) if it is compact and if for all \( y, y' \in A \), \( \epsilon > 0 \) and \( T > 0 \) there exists an integer \( n \in \mathbb{N} \), solutions \( y_1, \ldots, y_n \) to the differential inclusion and real numbers \( t_1, t_2, \ldots, t_n \) greater than \( T \) such that:

- \( y_i(s) \in A \) for \( 0 \leq s \leq t_i \)
- \( \|y_i(t_i) - y_{i+1}(0)\| \leq \epsilon \)
- \( \|y_1(0) - y\| \leq \epsilon \) and \( \|y_n(t_n) - y'\| \leq \epsilon \)
Definition 7 (Asymptotic pseudo-trajectories). A continuous function \( z : \mathbb{R}^+ \to \mathbb{R}^m \) is an asymptotic pseudo-trajectory of a differential inclusion if \( \lim_{t \to +\infty} D(\Theta^t(z), S) = 0 \) where \( \Theta^t(z)(s) = z(t + s) \) (it is the translation operator), \( S \) is the set of all solutions of the differential inclusion and \( D \) is the distance between continuous functions defined as:

\[
D(f, g) := \sum_{k=1}^{\infty} \frac{1}{2^k} \min(\|f - g\|_{[-k,k]}, 1)
\]

where \( \| \cdot \|_{[-k,k]} \) is the supremum norm on the interval \([-k,k]\).

This two last definitions will be useful with [5, Theorem 4.3] that establishes that the limit set of asymptotic pseudo-trajectories is internally chain transitive. What is left to prove is that an affine interpolation of the discrete time system is an asymptotic pseudo-trajectory. Below is the proof for the synchronous system SFP and the next section deals with semi-asynchronous and fully-asynchronous systems.

Lemma 10. The limit set of SFP is internally chain transitive with respect to SBBD for \( \alpha(t) = 1 \) for all \( t \).

Proof. Proposition 1.3 and Theorem 4.2 of [5] establish that the affine interpolation of sequences \( x_n, u_n \) is a perturbed solution and then an asymptotic pseudo trajectory. Theorem 4.3 from the same article proves that the limit set is internally chain transitive. \( \square \)

B.3 Correlated Asynchronous Stochastic Approximations

We now extend a theorem originally proven by Perkins and Leslie:

Theorem 4 (Analog of Theorem 3.1 of [33]). Suppose that:

(i) \( y_n \in C \) for all \( n \) where \( C \) is compact

(ii) The set valued application \( F : C \Rightarrow C \) is Marchaud

(iii) Sequence \( \gamma_n \) is such that

(a) \( \sum_n \gamma_n = \infty \) and \( \gamma_n \to 0 \) as \( n \to \infty \)

(b) for \( x \in (0,1) \), \( \sup_n x^{\gamma_n} / \gamma_n < A_x < \infty \) where \( \lfloor \cdot \rfloor \) is the floor function.

(c) for all \( n \), \( \gamma_n \geq \gamma_{n+1} \)

(iv) (a) For all \( y \in C \), \( S_n, S_{n+1} \in S \), \( P(S_{n+1} = S_n \mid F_n) = P(S_{n+1} = S_n, y_n = y) \)

(b) The probability transition between \( S_n \) and \( S_{n+1} \) is Lipschitz continuous in \( x_n \) and the Markov chain that \( S_n \) form is aperiodic, irreducible and for every \( s \in S \), there exists \( S \in S \) such that \( s \in S \).

(v) For all \( n \), \( Y_{n+1} \) and \( S_{n+1} \) are uncorrelated given \( F_n \)

(vi) For some \( q \geq 2 \),

\[
\sum_n \frac{\gamma_n^{1+q/2}}{2^k} < \infty \quad \sup_n \mathbb{E}(\|Y_n\|^q) < \infty
\]

(vii) \( d_n \to 0 \) when \( n \to \infty \)
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Then with probability 1, affine interpolation $\bar{y}$ is an asymptotic pseudo-trajectory to the differential inclusion,
\[
\frac{dy}{dt} \in \bar{F}(y)
\]
where
\[
\begin{align*}
\bar{F}(y) &:= \Omega_{k,\alpha}^f \cdot F(y) \\
\Omega_{k}^f &:= \left\{ \text{diag}(\beta_1, \ldots, \beta_k) \mid \forall i \in \{1, \ldots, k\}, \beta_i \in [e, 1] \right\}
\end{align*}
\]

However, at every step of the proof of Perkins and Leslie, we can take into account that $S_n \in \mathcal{S}$, therefore we do not need every matrix $\text{diag}([e, 1]^K)$ but only those that are also in $\text{diag}(\text{conv}_e(S))$ where $\text{conv}(S)$ is the convex hull of $S$ composed with $\text{max}(e, \cdot)$ for every coordinate. Indeed, when update rates are manipulated, they are summed via integrals or floored by an $e > 0$. The resulting vectors belongs to $\text{conv}_e(S)$ at every step of the proof. Therefore, the conclusion of the theorem can be changed with $\Omega_{k,\alpha}^f := \text{diag}(\text{conv}(S) \cap [e, 1]^K)$. This makes it possible to use the Theorem in our asynchronous and semi-asynchronous cases.

The full proof is included in Subsection C.

### B.4 Convergence of a Fictitious Play procedure

**Lemma 11** (Internally Chain Transitive Sets). If for all $t$, $\alpha(t) = 1$ and if $L$ is internally chain transitive either for SBRD or SABRD, or for ABRD and $\delta < 1/|S|$, then
\[
L \subseteq \left\{ (x, u) \mid \forall s \in S \forall i \in I, f_{s,u}(x_s) = u_s \wedge x_s^i \in \text{argmax}_{y^i \in A^i} f_{s,u}(y^i, x_s^{-i}) \right\}
\]

**Proof.**

We define:
\[
A := \left\{ (x, u) \mid \forall s \in S \forall i \in I, f_{s,u}(x_s) = u_s \wedge x_s^i \in \text{argmax}_{y^i \in A^i} f_{s,u}(y^i, x_s^{-i}) \right\}
\]
\[
B := \left\{ (x, u) \mid \forall s \in S f_{s,u}(x_s) \geq u_s \right\}
\]

We first show that $L \subseteq B$. In order to do that, we take an element of $L$ and show that any path starting from this element is brought towards $B$, leading to the fact that the element is necessarily already in $B$ (by definition of internal chain transitivity).

Let $(x, u) \in L$ and suppose that $(x, u) \notin B$, that is:
\[
-\zeta := \min_{s \in S} f_{s,u}(x_s) - u_s < 0
\]

Then for the case of SBRD, for any $T > 0$, there exists $n \in \mathbb{N}$, solutions of SBRD $(x_1, u_1), \ldots, (x_n, u_n)$ and $t_1, \ldots, t_n$ greater than $T$ as in Definition 6 for $e = \zeta/2$.

Then $\min_{s \in S} f_{s,u_1(0)}(x_s(0)) - u_s(0) \geq -\zeta - \zeta/2$.

Now we can use Lemma 4 with $\alpha(t) = 1$, for all $s$:
\[
f_{s,u_1(t_1)}(x_s(t_1)) - u_s(t_1) \geq (f_{s,u_1(t_1)}(x_s(t_1)) - u_s(t_1)) \exp((\delta - 1)T) \geq \left( -\frac{3}{2} \zeta \right) \exp((\delta - 1)T)
\]

So for $T$ big enough, then for all $s$:
\[
f_{s,u_1(t_1)}(x_s(t_1)) - u_s(t_1) \geq -\zeta/4
\]
Iteratively, we get:

\[ f_{s,u}(t_n)(x_{n,s}(t_n)) - u_{n,s}(t_n) \geq -\zeta/4 \]

which is contradictory to the fact that \( \min_{s \in S} f_{s,u}(x_s) - u_s = -\zeta \).

For SABRD, we have the exact same proof, and for ABRD, the coefficient in the exponential is \( \delta |S| - 1 \) but it is supposed to be negative, so the proof is the same as well.

So \( L \subseteq B \).

We can now use a more classic argument to show that \( L \subseteq A \) with a Lyapunov function now that the ambient space can be restricted to \( B \). Let us define \( V(x,u) := \sum_{s \in S} f_{s,u}(x_s) \). Then, \( V \) is a Lyapunov function for set \( A \) with ambient space \( B \). Indeed, on \( B \), \( \frac{dV}{dt} \geq 0 \), so \( \frac{df_{s,u}(x_s)}{dt} \geq 0 \) (with Lemma 2). Therefore \( \frac{dV}{dt} = 0 \) for every \( s \) if and only if \((x,u) \in A\). Moreover, \( V(A) \) has empty interior thanks to Sard’s Theorem.

So we can use Proposition 3.27 of [5]: it applies in case the Lyapunov function is defined on invariant set. So \( L \) is contained in \( A \).

Proof of Theorem 3. For systems (SAFP) and (AFP) we now need to apply Theorem 4. Variable \( Y_n \) is 0 in our case because there is no noise. \( S_{n+1} \) is the next state variable and it has distribution \( P_{S_n}(a_n) \). We check the assumptions:

- (i) is guaranteed because every variable of the system is bounded.
- (ii) is guaranteed because the best-response map is marchaud and the derivative of \( u \) is continuous.
- for (iii) and (vi) we use \( \gamma(n) = 1/n \), so every assumption is trivial to verify.
- (iv) and (v) comes from the definition of a play and the ergodicity hypothesis on the game.

Therefore the affine interpolation of a sequence of fictitious play for stochastic games under our assumption is an asymptotic pseudo-trajectory, which implies that its limit set is internally chain transitive by Theorem 4.3 of [5].

For system SFP Lemma 10 states that the limit set is internally chain transitive.

Then Lemma 11 concludes the proof: the limit set is internally chain transitive and consequently included in the set of equilibria.

\[ \square \]

C Proof of Theorem 4

In this subsection, we show a proof of Theorem 4. It is a modification of Theorem 3.1 of [33]. In order to carry the proof, we first need a general theorem found in [5]:

**Theorem 5** (Linear interpolation are asymptotic pseudo-trajectories). Consider the stochastic approximation process

\[ y_{n+1} - y_n \in \gamma_n[F(y_n) + Y_{n+1} + d_{n+1}] \]  

under the assumptions:

(i) For all \( T > 0 \)

\[ \lim_{n \to \infty} \sup_k \left\{ \left| \sum_{i=n}^{k-1} \gamma_{i+1} Y_{i+1} \right| : k = n + 1, \ldots, m(\tau_n + T) \right\} = 0 \]  

where \( \tau_0 = 0 \), \( \tau_n = \sum_{i=1}^{n} \gamma_i \), and \( m(t) = \sup\{k \geq 0; t \geq \tau_k\} \).

(ii) \( \tau_n \to \infty \) and \( \gamma_n \to 0 \)

\[ \square \]
(iii) \( \sup_n \| y_n \| = \mathcal{Y} < \infty \)

(iv) \( F \) is a Marchaud map

(v) \( d_n \to 0 \) as \( n \to \infty \) and \( \sup_n \| d_n \| = d < \infty \)

Then a linear interpolation of the iterative process \( \{ y_n \}_{n \in \mathbb{N}} \) given by (13) is an asymptotic pseudo-trajectory of the differential inclusion

\[
\frac{dx}{dt} \in F(x)
\]  

**Proof of Theorem 4.** We are going to use Theorem 5 and the four conditions must be verified for stochastic process 11 so as its linear interpolation is an asymptotic pseudo-trajectory of 12.

To do this, we first define the discrete time system that Theorem 5 will be applied to. We define \( \tilde{M}_n := \text{diag}(\max_{1 \leq i \leq n} \frac{y_i}{y_n}, \epsilon) \). Note that, consequently, \( \tilde{M}_n \in \text{diag}(\text{conv}(S) \cap [\epsilon, 1]^K) = \Omega^e_{k,S} \). We select \( f_n \in F(x_n) \) in the differential inclusion so as for every \( n \), \( y_{n+1} = y_n + \tilde{M}_{n+1} [f_n + Y_{n+1} + d_{n+1}] \). Then define \( Y_{n+1} := f_n (M_{n+1} - \tilde{M}_{n+1}) + M_{n+1} V_{n+1} \), that is to say that \( Y_{n+1} \) is the noise \( Y_{n+1} \) plus the error induced by the fact that every state is updated at a minimum \( \epsilon \) rate. Then we have \( y_{n+1} = y_n + \tilde{Y}_{n+1} \tilde{M}_{n+1} f_n + Y_{n+1} + d_{n+1} \).

So \( y_{n+1} - y_n \in \tilde{Y}_{n+1} \Omega^e_{k,S} \cdot F(y_n) + Y_{n+1} + d_{n+1} \).

And now we verify assumptions of Theorem 5:

(i) For \( T > 0 \):

\[
\sup_k \left\{ \left\| \sum_{i=n}^{k-1} \tilde{Y}_{i+1} Y_{i+1} \right\| ; \quad k = n + 1, \ldots, \bar{m}(\tilde{Y}_n + T) \right\} \leq \sup_k \left\{ \left\| \sum_{i=n}^{k-1} \tilde{Y}_{i+1} M_{i+1} Y_{i+1} \right\| ; \quad k = n + 1, \ldots, \bar{m}(\tilde{Y}_n + T) \right\} + \sup_k \left\{ \left\| \sum_{i=n}^{k-1} f_i (M_{i+1} - \tilde{M}_{i+1}) Y_{i+1} \right\| ; \quad k = n + 1, \ldots, \bar{m}(\tilde{Y}_n + T) \right\}
\]

The first part of the sum goes to 0 via classical Kushner-Clark condition and assumptions (iii) and (vi), the proof is detailed in Lemma 3.3 of [33]. Regarding the second part, it is exactly Lemma 3.6 of [33] and this applies because of assumptions (iii), (iv) and (v).

(ii) This is assumption (iii).

(iii) This is assumption (i) of Theorem 5.

(iv) The map is \( \tilde{T}(y) := \Omega^e_{k,S} \cdot F(y) \) and it is Marchaud because \( F \) is Marchaud (assumption (ii)) and \( \Omega^e_{k,S} \) is compact (so every property of Definition 5 holds).

(v) This is assumption (vii).

So Theorem 5 applies and gives the desired result.

\[ \square \]

### D Extended Comparison with Existing Work

**Fictitious play in non-stochastic normal form games** Fictitious play was originally introduced by Brown and Robinson for zero-sum games. Its convergence was proven for several class of games (see 3 for details). Its continuous counterpart is the best-response dynamics and it was studied by numerous authors, including [14].

The studied games are not stochastic, so there is no state in the stochastic sense. Therefore there is only one strategy profile \( x(t) \) that evolves with time \( t \) according to the following differential inclusion:

\[
\frac{dx^i}{dt} \in \text{BR}^i(x^i)
\]  

(16)
where $BR^i(x^{-i})$ is the best response of player $i$, i.e. the set of actions $a$ that maximizes $r^i(a,x^{-i})$.

Benaïm, Hofbauer, and Sorin showed in [5] that the limit set of discrete time fictitious play can be studied using (16): the continuous time interpolation is a so called asymptotic pseudo-trajectory.

Benaïm and Faure exhibit a simple Lyapunov function for 16 in identical interest games (and more generally in potential games): $t \mapsto r^i(x(t))$ is increasing if $r^i$ is concave (in the games defined in our paper, it is linear) in every variable.

This approach can not be used as-is for stochastic games: even identical interest stochastic games do not necessarily have concave value function in every player strategy across states. Therefore, it is necessary to rely on other potential functions or other proof techniques. This approach was carried out in [32] where the total discounted payoff of a strategy is computed at every step of the algorithm. Then, an immediate best-response is computed and played. Computing such functions across all states is potentially costly (it requires to solve the Markovian decision process). We described in our paper a procedure that does not need the whole Markovian decision process to be solved at every step.

**Best-response dynamics in zero-sum stochastic games**

Leslie, Perkins, and Xu introduced the best-response dynamic in a zero-sum stochastic game as follows for every $s, i$ and $t \geq 1$:

$$
\begin{align*}
\dot{u}_i(t) &= \frac{f_{s,u(t)}(x_i(t)) - u_i(t)}{t} \\
\dot{x}_i^j(t) &= \arg\max_{a \in A^i} f_{s,u}(a,x_s^{-i}(t)) - x_i^j(t)
\end{align*}
$$

(17)

Compared to our paper, their work is dedicated to zero-sum stochastic games in continuous time whereas our paper deals with identical interest stochastic games and study discrete-time fictitious play using the continuous time best-response. Therefore, it is the first time, to the best of our knowledge, that ideas from [26] are used in an algorithm to perform online learning.

Our paper is inspired from [26] and as such, share many similarities, including the different learning rates for $u_i$ and $x_i^{j}$. In our continuous time systems, the different learning rates are generalized and $u_i$ are updated at rate $\alpha(t)$, so $\alpha(t) = t$ gives (17).

Furthermore, a state-dependent system is also defined in [26] as follows:

$$
\begin{align*}
\dot{u}_i(t) &= \frac{f_{s,u(t)}(x_i(t)) - u_i(t)}{t} \\
\dot{x}_i^j(t) &= \arg\max_{a \in A^i} f_{s,u}(a,x_s^{-i}(t)) - x_i^j(t)
\end{align*}
$$

(18)

where $s(t)$ is the state at time $t$.

This corresponds to semi-asynchronous systems SABRD. However, in contrast to (18), in SABRD, the update rate is at least $\beta_- > 0$ because it stands for an average over a continuous period of time. This is a different way to use the ergodicity hypothesis and it is especially well suited for our article because our goal is to prove the convergence of the discrete time systems using continuous time systems. So, the average over time is consubstantial with stochastic approximations.

We also provide fully asynchronous systems ABRD where $u_i$ is also updated in a state dependent manner, which is not the case in [26].

**Fictitious play in zero-sum games**

Sayin, Parise, and Ozdaglar introduced an algorithm that combines fictitious play and $Q$-learning in zero-sum stochastic games. It is defined with estimates of the state-action value function $\tilde{Q}_{i,s,n}(a)$ for player $i$, state $s$, action $a$ and step $n$ of the algorithm and estimates of the other player strategies $\tilde{\pi}_{1,s,n}$ (which is $x_{1,n}^j$) with our notations). This differ from our work in three fundamental directions. First, it is based on state-action value functions $\tilde{Q}_{i,s,n}(a)$, whereas our work is built upon state value functions $u_{i,n}^j$. Second, the games considered are zero-sum (fully competitive) stochastic
games whereas we focus on identical interest (fully cooperative) stochastic games. Third, it is technically built upon different proof techniques as Sayin, Parise, and Ozdaglar also use stochastic approximations but the different timescale are not present in the continuous-time systems.

The update on the Q-function when the profile \(a\) is played and the current state is \(s\) at step \(n\) is (for other actions, the Q-function is unchanged):

\[
\hat{Q}_{i,s,n}(a) = \hat{Q}_{i,s,n}(a) + \hat{\beta}_{s,n} \left( r_i(s,a) + \gamma \sum_{s' \in S} \hat{v}_{i,n}(s') P_{ss'}(a) - \hat{Q}_{i,s,n}(a) \right)
\]

where \(\hat{v}_{i,n}(s') = \max_{a' \in A_i} Q_{i,s,n}(a', x_{s,n})\), \(\hat{\beta}_{s,n}\) is the update rate and other notations are those of our paper.

Since the estimate are per state-action and not only per state (as in our work) it is possible to use a model-free update rule where the transition is not needed:

\[
\hat{Q}_{i,s,n}(a) = \hat{Q}_{i,s,n}(a) + \hat{\beta}_{s,n} \left( r_i(s,a) + \gamma v_{i,n}(s') - \hat{Q}_{i,s,n}(a) \right)
\]

where \(s'\) is the next state.

Therefore, the state transition is implicitly estimated in the model-free version of the algorithm in the Q-function, as long as there is an infinite number of times when the system is in state \(s\) and every action \(a\) is played. A similar mechanism would be interesting for our procedure: we cannot directly use the same idea as our state-value estimate \(u_{s,n}\) (which is the analog of \(Q_{i,s,n}\)) is not per action.

Fictitious play in multi-stage games

Perolat, Piot, and Pietquin proposed a fictitious play process for multistage games [34]. In multi-stage games, states can be naturally ordered as a tree with an initial state and a final state, an assumption that we do not make. The fact that states are ordered as a tree is helpful to do proofs by inductions but covers a smaller class of games. There is nevertheless common features between our procedure and the procedure outlined in [34].

Technically, it involves the estimation of a state-action value function \(Q_{i,s,n}(s,a)\) where \(i\) is a player, \(s\) the state, \(a\) the action and \(n\) the update step of the algorithm and the computation of a strategy where the probability for player \(i\) to play \(a\) in state \(s\) at step \(n\) is \(\pi_{i,n}(s,a)\).

Values \(\pi_{i,n}(s,a)\) is updated towards a logit-choice best-response with regards to the current state-action value function \(Q_{i,n}(s,a)\). This is a difference with our procedure which uses a plain best-response that are potentially non-unique, hence the need for differential inclusions (which are not needed for Perolat, Piot, and Pietquin). Our procedure is also simpler to implement (it is not necessary to use a logit function) and interesting from an epistemic point of view in game theory (players take a best response without randomness).

Values \(Q_{i,n}(s,a)\) are updated towards an iterate of the Bellman operator (either using the current strategy or using the logit-choice best-response strategy). In contrast, our procedure updates state-values which is presumably a smaller set of estimates but require either the transition matrix or an estimation of these transitions.

In [34], other players strategy are not observed. In our paper, we model every player independently in a similar way as fictitious play of Brown and Robinson. This can be seen as a limitation of our work since it requires more information during the play. However, we believe that a more precise model of players can be interesting for two reasons. First, from a general perspective, it is interesting to study models where more information about the environment is known because it makes it possible to converge to sets that may not be attainable in more relaxed settings [15]. Second, we believe it can converge faster in the appropriate environment (especially with a large number of players), even if we lack theoretical or experimental evidence. It would be interesting to compare our algorithm to the one outlined in Perolat et al..
Figure 3: Evolution of actions in simulations of best-response dynamics in the case $\alpha(t) = 1$ (top) and $\alpha(t) = t$ (bottom)

Figure 4: Evolution of actions in simulations of fictitious play in the case $\alpha(t) = 1$ (top) and $\alpha(t) = t$ (bottom)

E Supplementary Plots of Simulations

E.1 Continuous-time best response dynamic

Figure 3 shows the action variables $x_i^t$ of one of the simulation we ran. A pure action is quickly approached. With more actions and states, it could be the case that actions approach several pure actions before converging to a final one. In our case, as is shown in the notebook of the supplementary material, this is a Nash equilibrium. Similar plots for fictitious play can be found in Figure 4.

Note that the evolution of actions is similar in both case $\alpha(t) = 1$ and $\alpha(t) = t$, this is because the function $\alpha$ is involved in the $u_i$ derivative but not directly in the expression of derivatives of $x_i^t$. 