An operational method for solutions of Riccati type differential equations with functional arguments
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ABSTRACT

In this article, an operational matrix approach is presented to solve the Riccati type differential equations with functional arguments. These equations are encountered in Mathematical Physics. The method is based on the least-squares approximation and the operational matrices of integration and product. By obtaining the operational matrices for each term of the problem, the method converts the problem to a system of nonlinear algebraic equations. The roots of last system are used in determination of unknown function. Error analysis is made. Numerical applications are given to show efficiency of the method and also the comparisons are made with other methods from literature. In applications of the method, it is observed from the applications that the suggested method gives effective results.

1. Introduction

Ordinary and partial differential equations has much importance in applied science such as physics, chemistry, biology [1–7]. Also, the Riccati differential equations [8] and its generalizations describe many different phenomena in applied science, ranging from mathematical finance to quantum mechanics [9–12]. There are a lot of works are devoted to find exact solutions under some assumptions. For instance, Mak and Harko [13] gave the integrability conditions for generalized Riccati equation. However, in general case, in view of the nonlinear nature of the equations, it is unlikely that such exact solutions will be found. Therefore, many researchers have developed various numerical techniques for these equations and researchers continue to find new and effective methods. Within recent years much attention has been directed to study of the numerical aspects of the different types of Riccati differential equations [14–25]. In solving of Schrödinger equation which is an important equation of Mathematical Physics, the Riccati differential equations arise. A class of nonlinear Schrödinger equation has been studied in [26]. The (G'/G)–expansion method with Riccati equation has been used to in solving of a special nonlinear partial differential equation [27]. The Riccati differential equation with functional arguments has been solved numerically by using the Bezier curves method [28].

Our aim in this paper is to present a numerical technique based on the operational matrices to solve the Riccati type differential equations with functional arguments as follows [28]

\[ p(x)u'(\alpha_1 x + \beta_1) + q(x)u^2(\alpha_2 x + \beta_2) + r(x)u(\alpha_3 x + \beta_3) = g(x), \quad 0 \leq x \leq 1, \]

with initial condition

\[ u(0) = \lambda. \]

Here, \( p, q, r \) and \( g \) are known continuous functions, \( \alpha_i, \beta_i \) \((i = 1, 2, 3)\) and \( \lambda \) are constants. The problem (1)–(2) has a unique solution. It can be obviously seen from [29].

In 1973, Corrington [30] showed that linear differential and integral equations could be transformed to a system of the algebraic linear equations with an approximation in the sense of least-squares and repeated integrations of Walsh functions. This study has become the source of various researchers with Walsh functions. The method based on operational matrices for Walsh functions was introduced in 1975 by Chen and Hsiao [31]. There are various works regarding the methods based on various polynomials and functions such as the Bessel functions [32], the Bernstein polynomials [33], the Legendre polynomials [34], the Haar functions [35], the Chebyshev polynomials [36], etc. Also, the operation matrix method [37, 38] for Taylor polynomials has been used for solving integro-differential equations and pantograph equations by Yuzbasi and Nurbol.
The operational matrices of integration \( P \) and product \( C \) in dimensional \((N+1) \times (N+1)\) are defined as follows:

\[
\int_0^x X(t) \, dt \simeq PX(x),
\]

where \( X(x) = [1 \, x \, x^2 \ldots x^N]^T \) and \( D \) is known vector. In next section we will give a scheme of deriving these matrices.

The rest of paper is organized as follows. In Section 2, the operational matrices are derived. Section 3 contains utilizing operational matrices in method of solution. In Section 4, error analysis is given. In Section 5, we apply the method to some examples and report the numerical results. In last section, conclusions are given.

2. Operational matrices

In this section, least-squares approach is introduced to find polynomial approximation of any function. This will form the main idea of the method. After that, it is used to derive operational matrices which will be used in method of solution.

2.1. Least-squares approximation

Let \( Y = \text{Span}\{1, x, x^2, \ldots, x^N\} \). Since \( Y \) is the finite-dimensional subspace of \( L^2[0, 1] \), there is the best approximation out of \( y_0 \in Y \). In view of that \( Y \) contains all polynomials of degree at most \( N \), the polynomial \( y_0 \) can be expressed as

\[
y_0 = \sum_{k=0}^{N} a_k x^k = AX(x),
\]

where \( a_k \) are unknown coefficients which will be determined. Suppose \( f(x) \in L^2[0, 1] \) then the function \( f(x) - y_0 \) is orthogonal to \( Y \), that is for all \( y \in Y \) holds the following

\[
\langle f - y_0, y \rangle = 0,
\]

where the inner product is given by

\[
\langle f, g \rangle = \int_1^0 f(x) \, g(x) \, dx.
\]

Now, we substitute the functions \( 1, x, x^2, \ldots, x^N \) into Equation (4) and thus we obtain a system of algebraic equations with the unknowns \( a_k \), \( k = 0, 1, \ldots, N \)

\[
\int_0^1 (f(x) - y_0) \, x^i \, dx = 0, \quad (i = 0, 1, \ldots, N).
\]

By solving the system (5) we gain the best approximation of \( f(x) \) out of \( Y \). In other words, the known function \( f(x) \) is approximately represented by polynomial as

\[
f(x) \simeq AX(x).
\]

2.2. Operational matrix for integration

In this subsection, we derive the operational matrix for integration. For this purpose, we consider expression

\[
\int_0^x X(t) \, dt = \left[ \int_0^x 1 \, dt \int_0^x t \, dt \int_0^x t^2 \, dt \cdots \int_0^x t^N \, dt \right]^T
\]

\[
= \left[ x^2 x^3 x^4 \ldots x^{N+1} \right]^T
\]

where the matrix \( \Lambda \) in dimensional \((N+1) \times (N+1)\) has the components \( \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{N+1} \) on the main diagonal and zeros elements elsewhere and \( X_1(x) = [x \, x^2 \, x^3 \ldots x^{N+1}]^T \). By using Equation (6) for \( f(x) = x^{N+1} \), we obtain

\[
x^{N+1} \simeq A_{N+1} X(x),
\]

where the components of \( A_{N+1} \) are determined according to previous subsection. The functions \( x^{j-1}, \quad (j = 1, 2, \ldots, N+1) \) can be written as

\[
x^{j-1} = I_j X(x),
\]

where \( I_j \) is \( j \)th row of the identity matrix in the dimensional \((N+1) \times (N+1)\). As a result, the integral \( \int_0^x X(t) \, dt \) can be written as

\[
\int_0^x X(t) \, dt = \Lambda \, X_1(x)
\]

\[
\begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 \\
\end{bmatrix}_{(N+1)} \times 
\begin{bmatrix}
1 \\
I_2 \\
I_3 \\
A_{N+1} \\
\end{bmatrix} = 
\begin{bmatrix}
1 \\
0 \\
2 \\
\vdots \\
N+1 \\
\end{bmatrix}
\]

Thus, the operational matrix for integration is gained in the form

\[
P = \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 \\
\end{bmatrix}_{(N+1)}.
\]

2.3. Operational matrix of product

In this subsection, we derive the operational matrix of product which is used to linearize the nonlinear term in Equation (1). Components of the row matrix \( X(x)D X(x) \)

\[37, 38]
can be approximated according to (6). Hence we have

\[
X(x) DX(x) = \begin{bmatrix}
\sum_{k=0}^{N} d_k x^k \\
\sum_{k=0}^{N} d_k x^{k+1} \\
\vdots \\
\sum_{k=0}^{N} d_k x^{k+N}
\end{bmatrix} \simeq \begin{bmatrix}
C_1 \\
C_2 \\
\vdots \\
C_{N+1}
\end{bmatrix} \begin{bmatrix}
1 \\
x \\
\vdots \\
x^N
\end{bmatrix},
\]

where \(d_k\) are the components of \(D\) and \(C_i\) \((i = 1, 2, \ldots, N+1)\) are the coefficients that provide the above expression according to (6).

Thus, we can write expressions

\[
\sum_{k=0}^{N} d_k x^k \simeq C_1 X(x)
\]

\[
\sum_{k=0}^{N} d_k x^{k+1} \simeq C_2 X(x)
\]

\[
\vdots
\]

\[
\sum_{k=0}^{N} d_k x^{k+N} \simeq C_{N+1} X(x).
\]

3. Solution method

In this section, the operational matrices are utilized to construct the numerical solutions of problem (1)–(2).

Firstly, we can approximate derivative function according to (6) as follows

\[
u'(x) \simeq u'_N (x) = AX(x).
\]

Here, the components of \(A\) are unknowns coefficients \(a_k\), \((k = 0, 1, \ldots, N_i)\). Equation (8) is integrated to approximate the unknown function \(u\) and thus we obtain

\[
\int_0^x u'(t) \, dt = u(x) - u(0) \simeq A \int_0^x X(t) \, dt.
\]

By utilizing the operational matrix for integration \(P\), we have the following approximation

\[
u(x) \simeq u_N(x) = \lambda + APX(x),
\]

where \(\lambda\) is constant in the condition (2). Here notice that, the polynomial \(u'_N(x)\) is not derivative of the polynomial \(u_N(x)\). However, they are used for approaching the functions \(u'(x)\) and \(u(x)\), respectively.

By putting \(x \rightarrow \alpha_i x + \beta_i\) \((i = 1, 2, 3)\) in \(X(x)\), we obtain the matrix relation

\[
X(\alpha_i x + \beta_i) = Q_i X(x),
\]

where

\[
Q_i = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\beta_i & \alpha_i & 0 & \cdots & 0 \\
\beta_i^2 & 2 \beta_i \alpha_i & \alpha_i^2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C_N^N & C_N^{N-1} & \beta_i C_N^{N-1} & \beta_i^2 C_N^{N-2} & \cdots & C_N^0 \alpha_i^N
\end{bmatrix},
\]

\(C_k^N\), \((k = 0, 1, \ldots, N)\) are binomial coefficients.

Now, by using Equations (8)–(10), the terms \(u'(\alpha_1 x + \beta_1)\) and \(u(\alpha_3 x + \beta_3)\) in Equation (1) can be approximated by the next polynomials, respectively,

\[
u_N'(\alpha_1 x + \beta_1) = AQ_1 X(x)
\]

\[
u_N(\alpha_3 x + \beta_3) = \lambda + APQ_3 X(x).
\]

The next step is consists of finding of polynomial approximation of the nonlinear term \(u^2(\alpha_2 x + \beta_2)\). For this term we use the operational matrix of product \(C\) as follows

\[
u^2(\alpha_2 x + \beta_2) \simeq u_N^2(\alpha_2 x + \beta_2) = (\lambda + APQ_2 X(x))^2
\]

\[
= \lambda^2 + 2 \lambda APQ_2 X(x)
\]

\[
+ APQ_2 [X(x) APQ_2 X(x)]
\]

\[
\simeq \lambda^2 + 2 \lambda APQ_2 X(x) + APQ_2 CX(x).
\]

By substituting the approximate expressions (11)–(12) into Equation (1), we have

\[
A Q_1 \left[p(x) X(x)\right] + 2 \lambda A P Q_2 \left[q(x) X(x)\right]
\]

\[
+ A P Q_2 C \left[q(x) X(x)\right] + A P Q_3 \left[r(x) X(x)\right]
\]

\[
= g(x) - \lambda^2 q(x) - \lambda r(x).
\]

For each components of column matrices \(p(x)X(x), q(x)X(x), r(x)X(x)\) and for function \(g(x) - \lambda^2 q(x) - \lambda r(x)\) we apply least-squares approximation scheme which is given in Section 2. As a result, we gain the following approximations, respectively,

\[
p(x) X(x) \simeq L_1 X(x),
\]

\[
q(x) X(x) \simeq L_2 X(x),
\]

\[
r(x) X(x) \simeq L_3 X(x),
\]

\[
g(x) - \lambda^2 q(x) - \lambda r(x) \simeq G X(x).
\]

Here \(L_i\), \((i = 1, 2, 3)\) are matrices in dimensional \((N_1 + 1) \times (N_1 + 1)\) and \(G\) is vector.

We substitute them into Equation (13) and then simplify \(X(x)\). Hence we get a system of nonlinear algebraic
To construct approximate functions for unknown function and derivative function we solve the system (14) and use the Equations (8)–(9). As a result, the approximate solution of the functional Riccati differential equation is gained.

4. Error analysis

In this section, we firstly present an estimation technique based on residual functions for error function \( e_N(x) = u(x) - u_N(x) \). Secondly, we consider checking of the accuracy of approximate solutions. Lastly, the upper bound for error is given.

4.1. Error estimation

In this subsection, we obtain the functional Riccati type differential equations related with error function \( e_N(x) \) and then we will solve the error problem by the proposed method.

The approximate solution \( u_N(x) \) satisfies the following equation

\[
 p(x) \frac{d}{dx} u_N(x) + q(x) \left( \frac{d}{dx} u_N(x) \right)^2 + r(x) u_N(x) = g(x) + R_N(x),
\]

and the condition \( u_N(0) = \lambda \).

Here \( R_N(x) \) is residual function. If we take the difference of Equations (11) and (15), we obtain

\[
 p(x) e_N'(x)(\alpha x + \beta_1) + q(x) e_N''(x)(\alpha^2 x + \beta_2) + r(x) e_N(x) = -R_N(x).
\]

The initial condition of this error equation becomes as follows \( e_N(0) = u(0) - u_N(0) \). Thus, this error problem can be solved by the proposed method for some integer \( M \). Thus we obtain approximate solution \( e_{N,M}(x) \), which can be used as estimation of the error function \( e_N(x) \). Note that, this technique is general and applicable even if the exact solutions are unknown.

In addition, estimation of error depends on precision of method, the error becomes as decrease as precision of method increases.

4.2. Accuracy of solutions

The accuracy of approximate solution can be done in two different ways.

One of them is to use \( R_N(x) \) in the Equation (15).

Now, let us explain other one. The degree of \( u_N'(x) \) is \((N - 1)\). However, the derivative function of unknown function \( u_N(x) \) can be approximated by polynomial of degree \( N \) by using Equation (8). More clearly, the function \( u_N'(x) \) in Equation (15) are computed by means of Equation (8). Then the function \( u_N'(x) \) becomes \( N \)th degree. In other words, the accuracy of approximate solutions can be checked by the residual function

\[
 E_N(x) = p(x) u_N'(\alpha x + \beta_1) + q(x) u_N''(\alpha^2 x + \beta_2) + r(x) u_N(x) - g(x),
\]

where \( u_N(x) \) and \( u_N'(x) \) are figured out by Equations (8)–(9), respectively. In numerical examples the comparison of residual functions \( R_N(x) \) and \( E_N(x) \) are given.

4.3. Upper bound of error

In this subsection, we give error bound of approximate solution \( u_N(x) \).

**Theorem 4.1.** Let \( u_N(x) \) and \( u(x) \) represent our approximate solution and the exact solutions of the problem (1), respectively. If \( u(x) \in C^3[0, 1] \), \( k = 0, 1, \ldots, N + 1 \), then

\[
 |u(x) - u_N(x)| \leq |R^T_N(x, q)| + |u^T_N(x) - u_N(x)|
\]

where \( u^T_N(x) \) exhibits the \( N \)th degree Taylor polynomial of \( u \) around the point \( x = q \) and \( R^T_N(x, q) \) represents its reminder term.

**Proof:** Since \( u \) is \( N + 1 \)-times differentiable, \( u \) can be represented by the Taylor series as

\[
 u(x) = \sum_{n=0}^{N} \frac{(x - q)^n}{n!} u^n(q) + R^T_N(x, q),
\]

where

\[
 R^T_N(x, q) = \frac{(x - q)^{N+1}}{(N + 1)!} u^{(N+1)}(c_x), \quad 0 \leq c_x \leq x \leq 1.
\]

is the reminder term of the Taylor expansion of \( u \). Let us denotes the \( N \)th degree Taylor polynomial of \( u \) around the point \( x = q \) by \( u^T_N(x) \). Thus, \( u(x) - u^T_N(x) = R^T_N(x, q) \).

By using it and triangle inequality, we obtain

\[
 |u(x) - u_N(x)| = |u(x) - u_N(x) + u^T_N(x) - u^T_N(x)| \leq |u(x) - u^T_N(x)| + |u^T_N(x) - u_N(x)| = |R^T_N(x, q)| + |u^T_N(x) - u_N(x)|.
\]

As a results, an upper bound of the absolute errors is found for the approximate solutions of our method.

5. Numerical examples

In this section, we apply the proposed method to several examples. In addition, to estimate the error we use the residual estimation method according to Section 4.
Example 5.1 ([25]): Our first equation is

$$u'(x) - xu(0.5x) + u^2(x) = \cos x - x\sin(0.5x) + \sin^2 x,$$

(16)

with the initial condition \(u(0) = 0\).

The problem has the exact solution \(u(x) = \sin x\). For \(N = 3\), the present method is applied. We can write the following expression according to Section 3:

$$u'(x) \simeq u'_3(x) = AX(x),$$
$$u_3(x) = APX(x),$$
$$xu_3(0.5x) = APL_3Q_1X(x),$$
$$u_3^2(x) = APX(x) APX(x) \simeq APCX(x),$$

where \(X(x) = [1 \ x^2 \ x^3]^T\), \(A = [a_1 \ a_2 \ a_3 \ a_4]\), \(C\) is the operational matrix of integration,

$$\begin{bmatrix}
0 & 1 \\
0 & 0 \\
0 & 0 \\
-3.571428E-3 & 7.142857E-2 \\
0 & 0.5 \\
0 & 0.3333333 \\
-0.3214285 & 0.4999999
\end{bmatrix},$$

$$\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0.5 & 0 & 0 \\
0 & 0 & 0.25 & 0 \\
0 & 0 & 0 & 0.125
\end{bmatrix},$$

$$\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1/70 & 2/7 & -9/7 & 2
\end{bmatrix},$$

$$\begin{bmatrix}
1.002042 & -4.432472E-2 \\
0.2233704 & -0.4109088
\end{bmatrix}. $$

Substituting the above matrix forms into (16), we get the system

$$A - APL_3Q_1 + APC = F.$$

The last system is solved and thus the numerical solution is

$$u_3(x) = -0.143827x^3 - 0.019802x^2 + 1.005096x - 0.000287. $$

In Figure 1, the comparison between the Bessel collocation method [25] and the present method are made by the absolute error function \(|e_3(x)|\). Also, in Figure 2, accuracies of approximate solutions of these methods are compared.

Example 5.2 ([25]): We consider the Riccati differential equation with functional arguments given by

$$u'(x + 2) - x^2 u(2x - 3) - u^2(x - 1) = g(x),$$

with the initial condition \(u(0) = -2\). Here, \(g(x) = 3 + 2x - 19x^2 + 20x^3 - 5x^4\) and the exact solution is \(u(x) = x^2 - x - 2\). The proposed method is applied for \(N = 2\) and thus, we gain \(u_2(x) = 0.082772x^2 - 1.330725x - 1.980444\).

Example 5.3 ([20]): Now, let solve Riccati differential equation

$$u'(x) + u^2(x) = 1$$

with the initial condition \(u(0) = 0\).

The exact solution of problem is \(u(x) = (e^{2x} - 1)/(e^{2x} + 1)\). Present method is applied for \(N = 5\) and thus we compute the approximate solution

$$u_5(x) = -0.01561477x^5 + 0.18737947x^4 - 0.43144236x^3 + 0.92351138x^2 + 0.99776043x + 0.00005064.$$
For \( N = 5, M = 6 \) we apply the residual error method and we obtain the estimation error function

\[
e_{5,6}(x) = -0.045817789219205901085629761837481x^6 + 0.13587872934913514111343602053239x^5 - 0.15233391724322034746297641837481x^4 + 0.0799513664090533838059523532138x^3 - 0.019606339297920959141574570594457x^2 + 0.899722E-2 - 0.15233391724322034746297641837481x + 0.001431714026091208629906592331997.
\]

In Table 1, the numerical results are given. Namely, the absolute errors of the Taylor method [20], the Bessel collocation method [25] and the present method for \( N = 5, 7, 8, 9 \). The actual error function \( e_5(x) \) and the estimation error function \( e_{5,6}(x) \) are given in Figure 3.

**Example 5.4 ([18]):** Lastly, let solve the Riccati differential equation

\[
u'(x) - 2u + u^2(x) = 1
\]

with the initial condition \( u(0) = 0 \).
Figure 4. Graphic of $|e_7(x)|$.

Figure 5. Absolute error functions obtained by different methods.

Figure 6. Comparison of the residual functions $|R_6(x)|$ and $|E_6(x)|$. 
By applying the present method for \( N = 6 \), we obtain the approximate solution

\[
\begin{align*}
    u_6(x) &= 0.3976697967610276496230881093652x^6 \\
    &\quad - 0.55995447628188066424570479284739x^5 \\
    &\quad - 0.6573609040760239885146930145565x^4 \\
    &\quad + 0.56119039336426879138741696806392x^3 \\
    &\quad + 0.942899049378994589313992696116x^2 \\
    &\quad + 1.005280244228598851563560856448x \\
    &\quad - 0.0011285708278009885005121332168798.
\end{align*}
\]

The graphic of the absolute error function for \( N = 7 \) is illustrated in Figure 4. In Figure 5, the comparison of errors is reported. In Figure 6, we give comparison of residual functions \( R_N(x) \) and \( E_N(x) \) for \( N = 6 \).

6. Conclusions

In this paper, a numerical method based on the operational matrices of integration and product for standard bases polynomials are presented to solve Riccati type differential equations with functional arguments. Indeed, the method is based on the least-squares approximation, too. There are some features of the method. For example, the method doesn’t require collocation points. Moreover, the operational matrix of integration consists of zeros, so that it involves convenience in computational works. Also, the polynomials of degree \( N \) are obtained which approximate unknown function and its derivative. From numerical examples, it can be seen errors of approximate solutions are less then errors of other methods. In addition, it is seen that the estimation errors are closed to actual errors in Examples. Therefore, it is observed that the error estimation method is efficiency. It can be used for measurement of errors when the exact solution of the problem is unknown.
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