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Abstract

This manuscript provides a short and practical introduction to the topic of language networks. This text aims at assisting researchers with no practical experience in text and/or network analysis. We provide a practical tutorial on how to model and characterize texts using network-based features. In this tutorial, we also include examples of pre-processing and network representations. A brief description of the main tasks allying network science and text analysis is also provided. A further development of this text shall include a practical description of network classification via machine learning methods.
I. LANGUAGE NETWORKS: APPLICATIONS

Complex networks have been used to model a wide range of applications [1]. Particularly, this model have been used also to analyze and classify texts. From the theoretical perspective, complex networks have been used to analyze many aspects of human language, including the emergence of Zipf’s Law [2] and semantic and cognitive properties related to language. Many of such analysis are in the Physics field. Practical approaches includes many applications in Computer Science. More recently, many applications of language network analysis. For reference purpose, we list below some of the applications of language network analysis. We include both theoretical and perspectives approaches. A more detailed account of network-based models can be found e.g. in [3].

1. **Authorship attribution and style attribution**: this task aims at identifying the authorship of a text, given a set of possible authors in the supervised case. Examples of network-based works addressing this topic include refs. [4–12].

2. **Stylometry**: this task aims at characterizing different styles observed in literary movements, scientific journals and other issues. This topic is also closely related to the authorship attribution task, since authors have different writing style. Stylometric features can also be used e.g. to discriminate real from fake texts. Examples of network-based works addressing this topic include refs. [13–23].

3. **Complexity analysis**: this task aims at analyzing the features responsible for making a text complex. Research on this topic includes automatic essay scoring and comparison of language complexity patterns. Examples of network-based works addressing this topic includes [24–29].

4. **Document Summarization**: in this task one aims at identifying the most important information from large documents. In recent years complex networks have been used to identify the relevance of words, sentences or paragraphs via network centrality measurements. Examples of network-based works addressing this topic includes [30–35].

5. **Language theory**: this line of research includes the study of many aspects of linguistic theory, including the emergence of linguistic and complex systems patterns. Examples
of network-based works addressing this topic includes [24, 36–64].

6. **Semantic analysis**: complex networks have also been used to analyze the semantic aspects of texts. This is possible because different models can capture different language aspects [65–74].

7. **Story flow**: this line of studies how stories unfolds via network analysis. Examples of network-based works addressing this topic includes [75–78]. An example of story flow visualization is provided in Figure 1.

8. **Language and cognition**: many cognitive aspects can be studied via language. This includes studies the analysis the relationship between language features and cognitive impairment. Examples of studies on this topic can be found in refs. [48, 79–89].

9. **Keyword extraction**: this task is one of the most important and basic tasks in information retrieval. The identification of relevant words can also be important as a sub-task in other tasks, such as in document summarization and document clustering. Examples of studies on this topic can be found in refs. [34, 90–99].

10. **Sentiment analysis**: this task uses natural language processing and related textual approach to identify, in a systematic way, affective states in particular words, sentences or larger chunks of texts [100, 101].

---

**II. A PRACTICAL EXAMPLE: MODELING AND CHARACTERIZING CO-OCCURRENCE NETWORKS**

A simple approach to model a text as a complex networks consists in linking adjacent words whenever they appear adjacent in the text. It has been shown that this type of representation captures mostly stylistic features [94]. While other types of representation are able of capturing semantic features (see Figure 1), our focus here is on co-occurrence networks. Word adjacency networks can be viewed as a simplification of text networks created via syntactical links, where nodes are words and edges are syntactical dependencies [102]. Because most of syntactical links are between adjacent words, a co-occurrence network can be viewed as a simplification of the syntactical model [102].
FIG. 1. Example of mesoscopic network, where nodes represent a set of consecutive paragraphs and edges are established between semantically similar nodes. The network was obtained from The Odyssey book series (attributed to Homer). Nodes colors and respective numbers indicate the books they belong to.

The basic steps in the creation of a word adjacency network include the removal of stopwords and lemmatization. The removal of stopwords in most applications because stopwords may largely affect the structure of networks. In most applications, because they mostly link content words, they can be replaced by edges. However, in some applications, stopwords may play a important role in detecting stylometric features [12]. After stopwords are removed, the remaining words are lemmatized so that verbs and nouns are mapped into their infinitive and singular forms, respectively.

In the first subsection of this document we describe how stopwords are removed. The lemmatization process is also detailed in the respective section. We then show how the pre-processed text is mapped into a co-occurrence network.
A. Pre-processing

Natural Language Toolkit (NLTK) is a well-known text processing Python tool [103]. In this example we use NLTK to import a list of English stopwords (function words). Note that this is a pre-selected list of words. Some strategies to define stopwords in any sequence of symbols can be also used for this purpose [94,104]. As first step, we import libraries to handle stopwords and to perform the lemmatization process:

```python
import nltk
from nltk.corpus import stopwords
from nltk import word_tokenize
from nltk.stem import WordNetLemmatizer
from nltk.corpus import wordnet
```

FIG. 2. Libraries required to perform the removal of stopwords and the lemmatization process. To split the text into words we use the word tokenize library.

The first step in processing the text consists in tokenizing the text so that a list of words is provided as output:

```python
text = 'the children were playing games'
text_list = word_tokenize(text)
print('Original text:',text_list)
```

FIG. 3. The input text "the children were playing games" is tokenized to form a list of words using the function `word_tokenize`.

The output confirms that the text becomes a list of tokens: “the”, “children”, “were”, “playing” and “games”. In the next step, tokens identified as stopwords are removed from the text (see Figure 4). The output of Figure 4 lists the words “children”, “playing” and “games”, which confirms that “were” and “the” were identified as stopwords and removed. Note that the original word order is kept even after stopwords are disregarded. This is a essential feature in the construction and analysis of co-occurrence networks.

After stopwords are removed, *WordNetLemmatizer* in Figure 5 is used to extract the lemma of the remaining words. Here we do not provide the part-of-speech for each word, therefore all words are regarded as noun. The output of the code in Figure 5 lists the words “child”, “playing” and “game”.
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def remove_stopwords(text_list):
    stop_list = stopwords.words('english')
    return [word for word in text_list if word not in stop_list]

text_list = remove_stopwords(text_list)
print('Text without stopwords: ', text_list)

FIG. 4. Removing stopwords from the text.

lemmatized = [WordNetLemmatizer().lemmatize(word) for word in text_list]
print('Lemmatization using default tag (NOUN): ', lemmatized)

FIG. 5. Example of word lemmatization using WordNetLemmatizer. The input parameters are the word and its corresponding part-of-speech. Because we did not provide the part-of-speech for each word, all words were regarded as noun.

The output reveals that the lemmatization process is not conducted with success for all words. Note that the word “playing” is not lemmatized since its part-of-speech is incorrect. In order to provide the correct part-of-speech for each word, we use POSTagging from NLTK, as shown in Figure 6. The output lists the part-of-speech of each word in a list format, i.e. (‘children’, ’NNS’), (‘playing’, ’VBG’) and (‘games’, ’NNS’).

In order to use the obtained tags in WordNetLemmatizer, the following tags should be provided: “N”, “V”, “J” and “R” respectively for nouns, verbs, adjectives and adverbs. To map the output of the function used for pos-tagging into “N”, “V”, “J” and “R”, we can use Figures 7 and 8. In particular, Figure 8 uses the code in Figure 7 to convert part-of-speech tags generated by NLTK to the WordNet format. The output of Figure 8 provides the following list of tags: ‘n’, ‘v’ and ‘n’. Finally, once the obtained tags are mapped to the desired format, they can be used to perform the lemmatization process using Figure 8. Now the output lists the words “child”, “play” and “game” (in this order), as expected.

We summarize in Figure 9 all the steps required to pre-process a text before it can be used to create co-occurrence networks. The steps include (i) removal of stopwords (this is optional, depending on the model being used), (ii) part-of-speech tagging, and (iii) lemmatization.
FIG. 7. Functions used for generating “N”, “V”, “J” and “R” respectively for nouns, verbs, adjectives and adverbs.

```python
def get_wordnet_pos(tag):
    if tag.startswith('J'):
        return wordnet.ADJ
    elif tag.startswith('V'):
        return wordnet.VERB
    elif tag.startswith('N'):
        return wordnet.NOUN
    elif tag.startswith('R'):
        return wordnet.ADV
    else:
        return wordnet.NOUN

def convert_to WN(tag):
    return get_wordnet_pos(tag)
```

FIG. 8. Converting part-of-speech tags and performing the lemmatization process.

```python
def convert_to WN(tag):
    return get_wordnet_pos(tag)

wordnet_tags = [convert_to WN(tag[1]) for tag in tagged_words]
print('Wordnet tags:', wordnet_tags)

lemmatized = [WordNetLemmatizer().lemmatize(word, tag) for word, tag in zip(text_list, wordnet_tags)]
print('Lemmatization using word tags:', lemmatized)
```

B. Creating a co-occurrence text-network

Co-occurrence networks are well-known network models used to represent texts as complex networks. This model represents nodes as words and edges are established between adjacent (or nearby) words. Some works use windows so that words in the same window are linked as a clique. In the previous sentence, for example, the three first words would generate the following edges: “some” – “works”, “works” – “use” and “some” – “use” (we disregarded the pre-processing steps in this example). Usually, the window size \( w \) ranges between 1 and 3.

Before implementing a function to create a network from a text, we create an auxiliary function `get_neighbors`. It returns the \( w \) nearest neighbors of a word in a word list. This function takes into account both left and right neighbors. This implementation is provided
FIG. 9. Function used to pre-process a text. The pre-processing comprises the steps of (i) removing stopwords; (ii) part-of-speech tagging; and (iii) lemmatization. In some network models, the removal of stopwords is an optional step.

```python
def text_processing(text):
    text_list = word_tokenize(text)
    text_list = remove_stopwords(text_list)
    tagged_words = nltk.pos_tag(text_list)
    wordnet_tags = [convert_to_wn(tag[1]) for tag in tagged_words]
    lemmatized = [WordNetLemmatizer().lemmatize(word, tag) for word, tag in zip(text_list, wordnet_tags)]
    return lemmatized
```

in Figure 10, CNetwork – the class responsible for mapping a text into a network – has as inputs the raw text and the window size \( w \). The function returns the obtained network, which is represented using igraph library [105] (see Figure 11). get_network() creates a adjacency matrix in order to store adjacency information. Then the function seeks the \( w \) nearest neighbors for each word. This is used to define the neighbor nodes for each word. The obtained matrix is used as input to the function `igraph.Graph.Adjacency()`, which returns the network representation in the igraph format.

```python
import numpy as np
import igraph
from nltk import word_tokenize

def get_neighbors(word_list, index, w):
    if index - w >= 0:
        left = word_list[index - w:index]
    else:
        left = word_list[:index]
    right = word_list[index + 1:index + 1 + w]
    return set(left + right)
```

FIG. 10. This function take as input parameters a list of words (word_list), the index of the target word in the list (index), and the window size \( w \).

The application of CNetwork is illustrated in Figure 12. We start by creating a new text that shall be mapped into a co-occurrence network. The tokenization process in Figure 12 provides the following list of words: 'today', 'we', 'are', 'learning', 'some', 'concepts', 'of', 'complex', 'networks', 'and', 'machine' and 'learning'. The tokenized text is then used as input to cNetwork. In this example, we use \( w = 2 \). The following result is obtained after modeling the text as a network:
FIG. 11. \textit{CNetwork} creates a network model from a raw text. The function returns the obtained network, which is represented using igraph library.

1. Number of network nodes: 11.

2. Network nodes: 'of', 'networks', 'concepts', 'complex', 'and', 'machine', 'learning', 'some', 'are', 'we' and 'today'.

3. Number of edges: 21.

4. Edge list: (0, 1), (0, 2), (0, 3), (0, 7), (1, 3), (1, 4), (1, 5), (2, 3), (2, 6), (2, 7), (3, 4), (4, 5), (4, 6), (5, 6), (6, 7), (6, 8), (6, 9), (7, 8), (8, 9), (8, 10) and (9, 10).

In Figure 12 we also list some network measurements extracted from the obtained co-occurrence network. A detailed description of network measurements can be found in ref. \cite{106}. The obtained values for the considered network measurements are:

1. Degree: 4, 4, 4, 3, 4, 3, 6, 4, 4, 2, 4.

2. Degree of some nodes: 4, 4, 6.

3. PageRank: 0.09, 0.1, 0.09, 0.07, 0.09, 0.08, 0.14, 0.09, 0.09, 0.06, 0.09.

4. Betweenness: 3.82, 6.27, 1.5, 1.73, 2.0, 2.57, 17.47, 5.37, 2.95, 0.0, 3.33.
III. FINAL REMARKS

This text is intended to be a didactic approach for those interested in working at the intersection of network science, natural language processing, pattern recognition and applications. A further development of this manuscript will include a practical description of network characterization and classification. This further development shall touch, therefore, many of the applications described in Section I. We also intend to include additional models of network representation using advanced recent neural networks embeddings (see e.g. refs. [67, 107]).
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