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Fig. 1: Selected 768 × 768 samples for various text inputs obtained with our “stylized” LAION-RDM (see Sec. 2.2). Note that the model was only trained on images.
Abstract. Novel architectures have recently improved generative image synthesis leading to excellent visual quality in various tasks. Of particular note is the field of “AI-Art”, which has seen unprecedented growth with the emergence of powerful multimodal models such as CLIP. By combining speech and image synthesis models, so-called ”prompt-engineering” has become established, in which carefully selected and composed sentences are used to achieve a certain visual style in the synthesized image. In this note, we present an alternative approach based on retrieval-augmented diffusion models (RDMs). In RDMs, a set of nearest neighbors is retrieved from an external database during training for each training instance, and the diffusion model is conditioned on these informative samples. During inference (sampling), we replace the retrieval database with a more specialized database that contains, for example, only images of a particular visual style. This provides a novel way to “prompt” a general trained model after training and thereby specify a particular visual style. As shown by our experiments, this approach is superior to specifying the visual style within the text prompt. We open-source code and model weights at 

https://github.com/CompVis/latent-diffusion

Keywords: Synthesis, Diffusion Models, Retrieval, CLIP

Diffusion models have recently set the state of the art in image generation and controllable synthesis [9,22]. In text-to-image synthesis in particular, we have seen impressive results [21,23] that can also be used to create artistic images. Such models thus have the potential to help artists create new content and have contributed to the tremendous growth of the field of AI generated art [7]. However, these models are very compute intensive and so far cannot be reused for tasks other than those for which they were trained. For this reason, in the present work we build on the recently introduced retrieval-augmented diffusion models (RDMs) [3,2], which also have the potential to significantly reduce the computational complexity required in training by providing a comparatively small generative model with a large image database: While the retrieval approach provides the (local) content, the model can now focus on learning the composition of scenes based on this content. In this extended abstract, we scale RDMs and show their capability to generate artistic images as those shown in Fig. 1. Moreover, we can control the synthesis process with natural language by using the joint text-image representation space of CLIP [20] and demonstrate that we obtain fine-grained control over the visual style of the output by retrieving neighbors from highly specialized databases built from WikiArt [24] and ArtBench [16]. Finally, we also consider the release of our model weights as a contribution that allows artists to complement, extend, and evaluate their work and also to investigate the inherent biases of these models.

1 Recap on Retrieval-Augmented Diffusion Models

Following [3,2], a retrieval-augmented diffusion model (RDM) is a combination of a conditional latent diffusion model $\epsilon_\theta$ [12,22], a database of images $D_{\text{train}}$, which is considered to be an explicit part of the model, and a (non-trainable)
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2 Text-Guided Synthesis of Artistic Images with RDMs

2.1 General Setting

We conduct experiments for two models: To show the general zero-shot stylization potential of RDM, we train an exact replica of the RDM on ImageNet as proposed in [3], i.e., we build $D_{\text{train}}$ from OpenImages [15]. For inference, we achieve stylization by using a database $D_{\text{style}}$ based on the WikiArt dataset cf. Sec. 2.2. In Sec. 2.2, we present a larger model, trained on 100M examples from LAION-2B-en [25] with a more diverse database $D_{\text{train}}$, which contains the remaining 1.9B samples from that dataset. Samples from this model are shown in Fig. 1. By exchanging this database with distinct, style-specific subsets of the ArtBench dataset [16] during inference, we show that RDM can further be used for fine-grained stylization, without being trained for this task. Details on training and inference are provided in Appendix B.

2.2 Zero-Shot Text-Guided Stylization by Exchanging the Database

By replacing the train database $D_{\text{train}}$ with WikiArt [24] we show the zero-shot stylization capabilities of the ImageNet-RDM from in Sec 2.1 in Fig. 2. Our model, though only trained on ImageNet, generalizes to this new database and is capable of generating artwork-like images which depict the content defined by the text prompts. To further emphasize the effects of this post-hoc exchange of the database, we show samples obtained with the same procedure but using $D_{\text{train}}$ (bottom row).

$$
\min_\theta \mathcal{L} = \mathbb{E}_{p(x), z \sim E(x), t \sim N(0,1), \epsilon \sim N(0,1)} \left[ \| \epsilon - \epsilon \theta(z_t, t, \{ \phi_{\text{CLIP}}(y) \mid y \in \xi_k(x, D_{\text{train}}) \}) \|_2^2 \right],
$$

where $\phi_{\text{CLIP}}$ is the CLIP image encoder and $E(x)$ is the encoder of an autoencoding model as deployed in [22,3]. After training, we replace $D_{\text{train}}$ of the original RDM with alternate databases $D_{\text{style}}$, derived from art datasets [24,16] to obtain a post-hoc model modification and thereby zero-shot stylization. Furthermore, we can guide the synthesis process with text-prompts by using the shared text-image feature space of CLIP as proposed in [3]. Thus, we obtain a controllable synthesis model which is only trained on image data.
Fine-Grained Stylization with ArtBench Many powerful models emulate text-driven stylization by adding the postfix "... in the style of ..." to a given prompt [22,19,21,23,30]. By using style specific databases obtained from the ArtBench dataset [16] during inference, we here present an alternative approach. Fig. 3 presents results for the prompt "Day and night fighting for the domination of time." and the LAION-RDM. Each column contains samples generated by replacing $D_{train}$ with a style-specific ArtBench-subset. For a quantitative evaluation, we generate 70 samples per style for both approaches, which we then classify with a style-classifier (details in Appendix C) and compare both the relative improvement in accuracy (Fig. 4a) and the classifier logits (Fig. 4b). The retrieval-based approach almost always outperforms postfix-based stylization.

![Image](image_url)

(a) Relative improvement of our proposed approach over postfix-based stylization. (b) Classifier voting results: Our method outperforms the postfix approach for nearly every style.

Fig. 4: Quantitative comparison of our retrieval and postfix-based prompt stylization.

3 Conclusion

In this note, we present an approach to train accessible and controllable models for visual art: By building on the recently introduced retrieval-augmented diffusion models, our approach becomes accessible as we efficiently store an image database and condition a comparatively small generative model directly on meaningful samples from the database, rather than compressing large training data into increasingly large generative models. Our approach is controllable because it allows post-hoc replacement of the external database and thus specification of a desired visual style, which emerges in our experiments as a strong alternative to pure text-based approaches. In future work, we plan to combine this approach with post-hoc finetuning on paired text-image data.
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Appendix

Fig. 5: More $768 \times 768$ samples for various text inputs obtained with our “stylized” LAION-RDM (see Sec. 2.2). Note that the model was only trained on images.

A Related Work

**Retrieval-Augmented Generative Models.** Using external memory to augment traditional models has recently drawn attention in natural language processing (NLP) [14,13,18,11]. For example, RETRO [4] proposes a retrieval-enhanced...
transformer for language modeling which performs on par with state-of-the-art models [5] using significantly less parameters and compute resources. These retrieval-augmented models with external memory turn purely parametric deep learning models into semi-parametric ones. Early attempts [17, 26, 29] in retrieval-augmented visual models do not use an external memory and exploit the training data itself for retrieval. In image synthesis, IC-GAN [6] utilizes the neighborhood of training images to train a GAN and generates samples by conditioning on single instances from the training data. However, using training data itself for retrieval potentially limits the generalization capacity, and thus, we favor an external memory in this work. For diffusion models, RDM [3] and kNN-diffusion [2] pioneer retrieval augmentation.

B Details on Presented Models

| RDM | RDM |
| --- | --- |
| Train Dataset | ImageNet | LAION-2B-en (100M examples)† |
| image size | 256² | 256² / 512² / 768² |
| z-shape (smallest image size) | 64 x 64 x 3 | 16 x 16 x 16 |
| | 8192 | KL |
| Diffusion steps | 1000 | 1000 |
| Noise Schedule | linear | linear |
| Model Size | 400M | 1.3B |
| Channels | 192 | 448 |
| Depth | 2 | 2 |
| Channel Multiplier | 1, 2, 3, 5 | 1, 2, 3, 4 |
| Number of Channels per Head | 32 | 32 |
| Batch Size | 1240 | 1600 / 800 / 432 |
| Iterations | 112K | 275K(256²) / 225K(512²) / 270K(768²) |
| Learning Rate | 1.0e-4 | 1.0e-4 |
| Conditioning | CA | CA |
| CA-resolutions | 32, 16, 8 | 16, 8, 4 |
| $\phi_{CLIP}$ model spec | ViT-B/32 | ViT-L/14 |
| Embedding Dimension | 512 | 768 |
| Transformer Depth | 1 | 1 |

Table 1: Hyperparameters for the models introduced in Sec. 2.1†: Image size has been successively increased during training, see image sizes
B.1 ImageNet Model

The hyperparameters used for the ImageNet model are presented in Sec. 2.1 and evaluated in Sec. 2.2 are presented in the first column of Tab. 1. We here note again that this model in an exact replica of the ImageNet model presented in [3]. During training, we use a database $D_{\text{train}}$ of 20M examples from the OpenImages [15] dataset. We extract 2-3 patches per image (more details, see [3]) to use each image at least once. To obtain nearest neighbors we apply the ScaNN search algorithm [10] in the feature space of a pretrained CLIP-ViT-B/32 [20]. Using this setting, retrieving 20 nearest neighbors from the database described above takes approximately 0.95 ms. The model is trained on eight NVIDIA A-100-SXM4 with 80GB RAM per GPU.

B.2 LAION Model

The hyperparameters used for our LAION model are subsumed in the second column of Tab. 1. For this model, we scale the size of the training dataset as well as those of the database $D_{\text{train}}$. The train dataset is obtained by only using images of the LAION-2B-en dataset [25,1], with a shorter edge length larger than 768 px and filtering images containing watermarks and unsafe content. The database $D_{\text{train}}$ is constructed based on the remaining 1.9B images. Hence the database $D_{\text{train}}$ is disjoint from the training set. In contrast to the ImageNet model we use the CLIP-ViT-L/14 model both as a retrieval distance and as nearest neighbor encoder $\phi_{\text{CLIP}}$. We train the model in three stages and successively increase the image size of the train images from 256 px in the first to 512 px in the second stage before we reach our final resolution of 768 px in the final third stage. The model is trained on eight NVIDIA A-100-SXM4 with 80GB RAM per GPU.

B.3 Retrieval Strategy During Inference

To obtain the nearest neighbors for text-based stylization from the inference-time database $D_{\text{style}}$ we embed the query prompt into the shared CLIP text-image space by using the CLIP text encoder [20]. We then retrieve the $k = 19$ nearest neighbors from $D_{\text{style}}$. As a distance measure, we use cosine similarity.

C Details on Style-Classifier

The style classifier is trained on ArtBench and implemented as a two-layer perceptron on top of CLIP image features. Its top-1 accuracy on the validation set is 77%.

D Addtional Qualitative Results

In Fig. 5 we show additional samples from our LAION-model and in Fig. 6 we provide additional examples showing the style-specific stylization capabilities of this model.
| art nouveau | baroque | expressionism | impressionism | post-impressionism | realism | renaissance | romanticism | surrealism | ukiyo-e |
|-------------|---------|---------------|---------------|-------------------|---------|-------------|-------------|------------|---------|
| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) | ![Image](image10.png) |

"The holy grail filled with the essence of consciousness."

"The conquest of paradise."

"The first day of the creation of the world."

"Twilight of the gods."

Fig. 6: More visual examples of stylization with our LAION model as in Fig. 3.