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Abstract—This paper introduces a new model for highly accurate distribution voltage solutions, coined as a parameterized linear power flow model. The proffered model is grounded on a physical model of linear power flow equations, and uses learning-aided parameterization to increase the fidelity of voltage solutions over a wide range of operating points. To this end, the closed-form analytic solution of the parameterization approach is obtained via a Gaussian Process using a deliberately small input sample and without the need for re-computation. The resulting “self-adjusting” parameter is system-specific and controls how accurate the proposed power flow equations are according to loading conditions. Under a certain value of the resulting parameter, the proposed model verifies full recovery of the linearized formulation of a specialized branch flow model for radial distribution systems, the so-called simplified DistFlow model. Numerical examples are provided to illustrate the effectiveness of the proposed model as well as the improvement in solution accuracy for voltage magnitudes over the simplified DistFlow model and several other linear power flow models, at multiple loading levels. Simulations were carried out on six small- and medium-sized test systems.
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I. INTRODUCTION

The nonlinearity of the exact AC power flow equations poses difficulties in solving optimization-based problems central to the analysis and operation of power systems. To tackle this challenge, research efforts have developed various approximations and convex relaxations to reduce the computational complexity of power system analysis with nonlinear power flow equations [1], [2], [3]. Despite a number of well-established models, at multiple loading levels. Simulations were carried out on six small- and medium-sized test systems.

In this paper, we consider the distribution power flow problem under a wide range of changes in the operating conditions. In particular, we present and analyze a new model to linearly characterize the relationship between squared voltage magnitudes and net power injections via kernel-based parameterization. To this end, we use a Gaussian Process (GP), a well-known Bayesian method for non-parametric function estimation [4]. Note that parameterization here refers to a mathematical function to be estimated from a limited set of operating points. Specifically, this paper leverages GPs to learn a nonlinear function that appears in the derived model, but may be unknown ab initio (if no prior knowledge of system states is assumed). This allows the estimated function to be obtained in a closed form using only a small amount of data; as a result, the model preserves a closed-form analytical solution. While the proposed model is novel, GP regression has been used in previous relevant works. For example, GP is utilized as a surrogate model for implicit mapping $y = f^{-1}(x)$ in [5], [6], where $x$ and $y$ are net power injections and voltages at all buses, respectively. In what follows, we will briefly review existing linear power flow models, discuss the motivation for this work, and summarize the contributions of this paper.

To date, numerous linear models have been proposed (for a comprehensive overview, the interested reader is referred to [1] and the references therein). The most widely adopted by industry practitioners is the DC power flow (DCPF) model [7]. Due to the lack of consideration to the reactive power components, the DCPF model is not suitable for networks with high resistance-to-reactance $(r/x)$ ratios and where voltage magnitudes and/or reactive branch flows are the primary concerns [7], [8], [9]. Accordingly, various linear models have been developed specifically for the distribution power flow problem, which we roughly classify into three categories: (1) traditional mathematical models, (2) data-driven models, and (3) hybrid models. Needless to say, this categorization is not unique, and the models reviewed below may potentially be classified into several different categories that may even overlap.

Linear models in the first category are derived using (i) empirical mathematical approximation, including curve fitting approaches, (ii) transformation of state variables (e.g., logarithmic transform), or (iii) first-order Taylor series expansion of nonlinear power flow equations. These models are typically based upon certain assumptions (such as the assumption of small voltage angle differences across the branches, and/or the assumption of a flat voltage profile, i.e., $|V| \approx 1$), and their accuracy largely depends on a properly selected operating point. A popular
example is the lossless formulation of the well-known branch flow model (BFM) for single-phase networks of [10], [11], [12], the so-called \textit{Simplified DistFlow} model. Its other variants (e.g., multi-phase extensions or generalizations applicable to both radial and meshed topology configurations) can be found, among other works, in [13], [14], [15]. The \textit{Simplified DistFlow} model—henceforth abbreviated \textit{sDistFlow}—gives overestimates of voltage magnitudes [2, Lemma 12-4]. Moreover, its performance weakens with a deviation from the operating point corresponding to lightly loaded networks (i.e., near zero-load operating point). Nonetheless, this simplified formulation (or some variant of it) is arguably the most studied model for analysis and operation of distribution networks in the existing literature [14], [15], [16], [17], [18], [19], [20]. In fact, multiple models in the first category are derived from (simplified) BFM equations e.g., [15], [20], [21]. While progress has been made in improving the accuracy of the above-mentioned equations, the models of [15], [20] yield satisfactory results only within a predefined operating region. Using various optimization-based loss parameterizations, [21] proposed a model named \textit{Lossy DistFlow}. This model is optimally parameterized using synthetically generated feeders and attains consistently good performance for synthetic test cases at different loading levels, though not for commonly used test cases in the literature.

Models based on the first-order Taylor approximation are reported in [22], [23], [24], [25]; these are deemed to be good local linear approximators. Their approximation error, however, increases as the exact operating point moves away from the linearization point. Curve fitting has also been used as a means of linearizing power flow equations (see, for example, [26], [27]). However, the considered ranges for system states from which the parameters are calculated may noticeably affect the model accuracy; this is due to the fact that the parameters obtained by curve fitting are fixed values [27].

More recently, the use of data-driven techniques, alone [28], [29], [30] or in addition to physics-based models [31], [32], has drawn substantial attention. The former (second category) uses historical operational data to learn mapping rules between observed system input and output, thus circumventing the need for branch parameters and topological knowledge (which is not often available nor reliable in distribution networks). The latter (third category) incorporates knowledge of the physical system into data-driven models and thus may have better performance over a wider range of system operating conditions. Data-driven and hybrid linear power flow models have indeed shown impressive performance but without assurance on the quality of the solution. Nonetheless, their realization relies on critical but difficult-in-practice assumptions about the availability of sufficient historical measurements, especially voltage measurements [33], given the relative paucity of sensing devices and corresponding communications in most distribution systems.

All reported methodologies, including model-based and data-driven, have strengths in some aspects and weaknesses in others. As aforementioned, conventional (first category) linear models generally exhibit a fixed linearization formula regardless of the loading conditions. Hence, they provide the best approximation accuracy around the linearization point, but suffer from poorer performance with deviation from the assumed operating point. To address this shortcoming and motivated by [21], we propose a new linear power flow model tailored to a wider range of operating points via parameterization. In this paper we particularly highlight the use of GPs for parameterization in linear power flow models. Generally, GP allows greater flexibility over parametric models, such as polynomial regression and neural networks, in that the form of functional relationships it estimates is not predetermined. A GP is particularly data-efficient; it can be trained on small amounts of readily available data [4]. There are some additional strengths worth noting with this parameterization. While our model is primarily suited to handling steady changes and may be preferable in a slow-changing setting, it could potentially be made suitable to a rapidly time-varying setting as opposed to other conventional models. This, in turn, requires adopting a GP formulation that allows for the inferred function to vary with time. This is especially important for a rapidly changing distribution system landscape with active generation from distributed resources.

It is noteworthy that the formulation detailed here may fall into the third category, though with the advantage that it does not require any historical measured data. Given the differing input data requirements, and thus a lack of clearly defined conditions under which models across different categories could be compared in the existing literature, data-driven models will not be considered here as a basis for comparison. Before proceeding, it is important to point out potential applications in which our model may offer advantages over the less accurate \textit{sDistFlow}, which is routinely used in the literature [14], [15], [18], [19]. In general, the preferred model could be applied for distribution system analysis and operations where distribution power flow modeling is needed. It may be of particular interest in applications where trustworthy and fast voltage solutions are critical; notably, timely detection of overvoltages in low-observable distribution grids to comply with power quality standards; or hosting capacity analysis where varying added degrees of distributed generation (DG) and their impact on voltage profiles are studied. Another relevant application arises from the inherently available confidence intervals that GP assigns to each estimate, making probabilistic power flow a practically pertinent extension. This readily available extension requires modification only in the form of the use of input data that accounts for the uncertainty arising from variable net loads (see, for example, [5]).

The contributions of this paper (C1−C3) are summarized in the following.

\textbf{C1: A new model—coined as a parameterized linear power flow model—has been proposed.} The proposed model closely approximates squared voltage magnitudes as a linear function of net power injections, and is characterized by relatively high accuracy in voltage solutions not only at base load, but also at increased loading levels. Although derived independently, this new formulation preserves the mathematical simplicity of the \textit{sDistFlow} equations. By exploiting the tree-like structure of radial distribution networks, a compact matrix-vector formulation of the proposed model is derived for both single-phase and three-phase systems.
C2: A GP is used to optimally parameterize the model herein developed in an offline setting. Once parameterized, the model can be used as is. The upshot of the GP-aided parameterization is that it generalizes the proposed model to extended range of valid operating conditions. During operation, point estimates and confidence intervals for voltage magnitudes are obtained in closed-form solution.

C3: Finally, the model is extensively validated using standard test cases for both base load and heavier loading scenarios, thus covering both low-voltage and high-voltage system conditions. Simulations are carried out on six small- and medium-sized test systems. Numerical results corroborate that the voltage solution of our model improves upon voltage solutions of several representative models from the literature.

The remainder of the paper is organized as follows. Section II introduces the distribution system model used throughout this paper. In Section III the proposed model is presented. Section IV reviews GPs and adopts them to parameterize the model. Numerical results are presented in Section V, and the work concludes with Section VI, including future directions. Throughout Sections II to V, we restrict our attention to single-phase systems for the sake of exposition.

II. SYSTEM MODEL

In this section, we first establish mathematical notation and then describe the adopted network model. We also include a brief overview of (simplified) BFM as it serves as the basis for comparison with the model developed herein. Due to terminological conventions, the terms bus (resp. line or branch) and node (resp. edge) are used interchangeably hereinafter.

A. Notation

Let $\mathbb{R}$ and $\mathbb{C}$ denote the sets of real and complex numbers, respectively. $\mathcal{R}_{\mathbb{C}}\{\cdot\} \in \mathbb{R}$ and $\mathcal{I}_{\mathbb{C}}\{\cdot\} \in \mathbb{R}$ respectively return the real and imaginary parts of a complex number, where $j := \sqrt{-1}$. Upper-case bold (both upper- and lower-case bold italic) letters are used for matrices (column vectors) e.g., $A$ ($\bar{A}$, $a$), $A$, $a$. Operators $(\cdot)^*$, $(\cdot)^\top$, $(\cdot)^{-1}$, $(\cdot)^{-\top}$, and $|\cdot|$ denote complex conjugate, matrix/vector transpose, square matrix inverse, transpose of square matrix inverse, and the absolute value of a number (resp. the component-wise absolute value of a vector/matrix) or the cardinality of a set, respectively. Symbols $\odot$ and $\odot$ denote the entry-wise (Hadamard) division and multiplication, respectively. For a given vector $a \in \mathbb{R}^n$, $\text{diag} \{a\}$ returns a diagonal matrix $D(a) \in \mathbb{R}^{n \times n}$ having the entries of $a$ on its diagonal, $||a||_\infty := \max(|a_1|,\ldots,|a_n|)$, and $||a||_1 := \sum_{i=1}^n|a_i|$. A matrix operator $d(\cdot)$ takes a square matrix as an input and returns its diagonal elements as a column vector. $I_n \in \mathbb{R}^{n \times n}, 0_n \in \mathbb{R}^n$, and $I_x \in \mathbb{R}^{n \times n}$ are respectively a unity column vector, a zero column vector, and the identity matrix, which will occasionally be abbreviated as $I$, $0$, and $I$. With a slight abuse of the notation, $x$ and $x$ will be used for the branch reactance vector and the input vector used in the Section IV, respectively; additionally, $\ell$ w/ and w/o subscript will denote the squared current magnitude along the corresponding branch and the generic distribution line, respectively, which allows us to be consistent with the literature, as well as not introducing additional symbols.

B. Modeling of Radial Distribution Network

Consider a radial distribution system represented by a directed rooted tree graph $G(N \cup \{0\}, \mathcal{L})$ comprising $|\mathcal{L}|$ lines collected in the set $\mathcal{L}, \mathcal{L} := \{1,\ldots,|\mathcal{L}|\}$ and $|N| + 1$ buses collected in the set $N \cup \{0\}, N := \{1,\ldots,n\}$, where bus indexed 0 is the substations bus i.e., the root of the tree $G$. Each edge $\ell = (i, j) \in \mathcal{L}$ is associated with an ordered pair of nodes it connects $i, j \in N$, which are denoted as the sending-end and receiving-end nodes, respectively. Let $N_\mathcal{L}(i) \subseteq N$ denote the set of all nodes located downstream of node $i$ including node $i$ itself. Without loss of generality, it is assumed that the complex voltage of the root node is known and fixed, and that each non-root node hosts a load and possibly also an inverter-interfaced DG. The topology of such a system is uniquely determined by the edge-to-node incidence matrix $M = [m_0 \ M] \in \mathbb{R}^{(n+1) \times |\mathcal{L}|}$ defined componentwise as:

$$M = \begin{cases} 1, & \text{if line } \ell \in \mathcal{L} \text{ leaves node } i \in N \cup \{0\} \\ -1, & \text{if line } \ell \in \mathcal{L} \text{ enters node } i \in N \\ 0, & \text{otherwise,} \end{cases}$$

where $M \in \mathbb{R}^{(n+1) \times |\mathcal{L}|}$ is the reduced incidence matrix of $G$ that results from removing the first column of $M$ corresponding to the root node (i.e., $m_0$) [14]. Under the assumption of radial network topology, $M$ is nonsingular with the following property $M^\top m_0 = -I_n$ [14].

Some of the notations introduced below are depicted in Fig. 1. For each branch $(i, j) \in \mathcal{L}$, let $z_{ij} = r_{ij} + jx_{ij}$ be its complex impedance and define $r = [r_1,\ldots,r_n]^\top \in \mathbb{R}^n$, $x = [x_1,\ldots,x_n]^\top \in \mathbb{R}^n$; let $S_{ij} = P_{ij} + jQ_{ij}$ denote the sending-end complex branch power flow and define $P = [P_1,\ldots,P_n]^\top \in \mathbb{R}^n$, $Q = [Q_1,\ldots,Q_n]^\top \in \mathbb{R}^n$; and let $t_{ij} := |I_{ij}|^2$ denote the squared current magnitude and define $\ell = [t_1,\ldots,t_{|\mathcal{L}|}]^\top \in \mathbb{R}^{n+1}$. For each node $i \in N$, let $V_i = [V_{i,0}] \in \mathbb{C}$ be a line-to-ground voltage phasor, where $|V_i| \in \mathbb{R}$ is a voltage magnitude and $\delta_i \in \mathbb{R}$ is a voltage angle with respect to an arbitrary system reference, typically the root node; and let $s_i = p_i + jq_i$ be the net complex power injection. Define further the (squared) voltage magnitude vectors ($v := [V_{1,0}^2,\ldots,V_{n,0}^2]^\top \in \mathbb{R}^n$) $V := [V_1^2,\ldots,V_n^2]^\top \in \mathbb{R}^n$ with corresponding root-node variables...
discarded (i.e., $v_0, |V_0|)$. Also, let $p = [p_1, \ldots, p_n] \in \mathbb{R}^n$, $q = [q_1, \ldots, q_n] \in \mathbb{R}^n$ respectively collect active and reactive net power injections at all non-root nodes, where $p$ (resp. $q$) is decomposed into power generation and consumption components, i.e., $p = \dot{p}^0 - \dot{p}^d$ (resp. $q = \dot{q}^a - \dot{q}^d$). The units of all variables involved are per unit (p.u.) unless otherwise noted.

The system defined in this way can be modeled by a single-phase BFM, whose compact form (1) has been revised below.

$$p = M^\top P + D(r) \ell$$  \hspace{1cm} (1a)

$$q = M^\top Q + D(x) \ell$$  \hspace{1cm} (1b)

$$v = v_0 1_n + 2M^{-1}(D(r)P + D(x)Q) - M^{-1}(D^2(r) + D^2(x)) \ell$$  \hspace{1cm} (1c)

Solving for $P$ and $Q$ respectively from (1a) and (1b) and substituting into (1c) yield a nonlinear (2) that provides an exact voltage solution.

$$v = v_0 1_n - M^{-1}(D^2(r) + D^2(x)) \ell + 2M^{-1} \left( D(r)M^\top(p - D(r) \ell) + D(x)M^\top(q - D(x) \ell) \right)$$  \hspace{1cm} (2)

The simplified BFM is derived from (1) by omitting terms related to branch losses. Similarly, the exclusion of these terms from (2) gives an approximate voltage solution; $\tilde{v}$ hereinafter.

III. PARAMETERIZED LINEAR POWER FLOW MODEL

In this section, the derivation and compact formulation of the new linear power flow model are presented. The correlation between the proposed model and the simplified BFM of [10], [11], [12] is also discussed. For simplicity in exposition, the model is outlined for a single-phase system. An extension to three-phase systems can be found in the Appendix B.

A. Model Derivation

Consider a line segment of the radial distribution network between any two adjacent nodes depicted in Fig. 1. The following derivation holds $\forall \ell = (i, j) \in L$. As illustrated in Fig. 2, both line resistance and reactance contribute to the corresponding voltage drop that can be expressed as:

$$\Delta V_{ij} = |V_i|\angle \delta_i - |V_j|\angle \delta_j = z_{ij} \left( \frac{S_{ij}}{|V_i|\angle \delta_i} \right)^*$$  \hspace{1cm} (3)

from which its rectangular components can be obtained:

$$\Delta V_{ij}^\text{re} = |V_i| - |V_j| \cos(\delta_{ij}) = \frac{R_e(z_{ij}S_{ij}^*)}{|V_i|}$$  \hspace{1cm} (4a)

$$\Delta V_{ij}^\text{im} = |V_j| \sin(\delta_{ij}) = \frac{T_m(z_{ij}S_{ij}^*)}{|V_i|}$$  \hspace{1cm} (4b)

In a distribution system, voltage angles typically vary within relatively narrow limits, and angular differences across lines are generally very small [26]. For mathematically close voltage angles between connected nodes, the small angle assumption yields the following approximations of their respective trigonometric terms, $\cos \delta_{ij} \approx 1 - \frac{1}{2} \delta_{ij}^2 \approx 1 (\delta_{ij}^2 < \delta_{ij})$ and $\sin \delta_{ij} \approx \delta_{ij}, \forall (i, j) \in L$. Using these simplified trigonometric terms, (4) can be solved for squared voltage magnitudes of the sending- and receiving-end nodes, respectively:

$$v_i = \frac{T_m(z_{ij}S_{ij}^*)}{\delta_{ij}} + R_e(z_{ij}S_{ij}^*)$$  \hspace{1cm} (5a)

$$v_j = \frac{T_m(z_{ij}S_{ij}^*)}{\delta_{ij}R_e(z_{ij}S_{ij}^*)} + \delta_{ij}T_m(z_{ij}S_{ij}^*)$$  \hspace{1cm} (5b)

Combining (5a) and (5b) gives

$$v_i - v_j = \frac{T_m(z_{ij}S_{ij}^*)}{\delta_{ij}} (1 - \lambda_{ij}) + R_e(z_{ij}S_{ij}^*),$$  \hspace{1cm} (6)

which can be further rewritten into a more compact form

$$v_i - v_j = (1 + \lambda_{ij}) (r_{ij}P_{ij} + x_{ij}Q_{ij}),$$  \hspace{1cm} (7)

where $\lambda_{ij}$ is introduced for exposition simplicity and is given by:

$$\lambda_{ij} = \left( 1 + \frac{\Delta V_{ij}^\text{re}}{\Delta V_{ij}^\text{im}} \right)^{-1}$$  \hspace{1cm} (8)

Remark 1: Note the difference between (7) and the sDistFlow equations, according to which [10], [11], [12]:

$$\tilde{v}_i - \tilde{v}_j = 2 (r_{ij}P_{ij} + x_{ij}Q_{ij})$$  \hspace{1cm} (9)

Equation (7) can be considered a special case of (9) if $\lambda_{ij}$ is homogeneous for all line sections and is a unity scalar. That is, (7) reduces to (9) when $\lambda_{ij} = 1, \forall (i, j) \in L$.

The expression relating branch power flows to squared voltage magnitudes, given by (7), is nonlinear due to: (i) $\lambda_{ij}$, and (ii) $P_{ij}, Q_{ij}$. To ensure linearity of the model, as described in the following, the second term in (8) is replaced with $\alpha_{ij}$ which simplifies to

$$\lambda_{ij} = (1 + \alpha_{ij})^{-1},$$  \hspace{1cm} (10)

where it can be shown that $\alpha_{ij}$ characterizes the change in voltage magnitude between adjacent nodes relative to the nominal value (i.e., 1 p.u.); see Appendix A for more details. Using a binomial expansion, (10) can be approximated with great fidelity to:

$$\lambda_{ij} \approx 1 - \alpha_{ij}, \text{ for } |\alpha_{ij}| \ll 1$$  \hspace{1cm} (11)
which introduces a negligibly small absolute error on the order of $10^{-4}$ on average for the six test systems used to evaluate the model as depicted in Fig. 3.

To derive the relationship between squared voltage magnitudes and nodal power injections from (7), assuming the latter are known variables, we can approximate line power flows by summing all downstream power injections as done in [21]. This together with (11) still results in a nonlinear relationship—due to the unknown term $\alpha$ (referred to as the voltage sensitivity function)—which can be linearized by replacing $\alpha$ with a properly chosen approximate value $\hat{\alpha}$, which is central to our analysis. Accordingly, achieving high approximation accuracy requires a well-approximated $\hat{\alpha}$, which in turn leads to a plausible voltage estimate $\hat{v}$. In this paper, a GP is pursued to approximate $\alpha$ resulting in a closed-form approximation $\hat{\alpha}$ as explained shortly.

Given the above, (7) can be linearly approximated as:

$$\hat{v}_i - \hat{v}_j = (2 - \hat{\alpha}_{ij}) \left( r_{ij} \sum_{k \in N_D(j)} (-p_k) + x_{ij} \sum_{k \in N_D(j)} (-q_k) \right)$$

(12)

Per (12), hereinafter the parameterized linear power flow (PLPF) model, squared voltages are approximately affine functions of nodal power injections. It is worth noting that the model is conditionally linear by parameterization, hence the name of the model. Mathematically, the derived formulation preserves the simplicity of the simplified BFM (see Remark 1). After solving (12), voltage magnitudes are obtained directly, whereas the voltage angles can be subsequently recovered (see [3] for details).

Remark 2: Recall, (12) was derived considering only the improvement of the voltage solution accuracy. Despite the approximation of branch power flows by summing all downstream power injections, the model is very accurate. In fact, its performance is determined by $\hat{\alpha}$ which implicitly includes branch

losses, as shown next. Importantly, pertinent approaches from the literature that more accurately model branch power flows can be incorporated in (7) (e.g., the loss factors proposed in [24]), however, this falls outside the scope of the current work.

B. Vector-Matrix Model Formulation

While we omit the details (see, for example, [21]), a compact vector-matrix form of (12) can be written as:

$$\hat{v} = v_0 1_n + M^{-1} \hat{\Lambda} \left( D \, r^T p + D \, x^T q \right),$$

(13)

where

$$\hat{\Lambda} = 2I_n - D (\hat{\alpha}).$$

The resulting model (13) is computationally very light as it requires only elementary vector-matrix multiplications (after $\hat{\alpha}$ is inferred offline via GP-aided parameterization). Before proceeding, we first recast (13) into the form

$$\hat{v} = v_0 1_n + 2 \left( M^{-1} D \, r^T p + M^{-1} D \, x^T q \right)$$

$$- M^{-1} D (\hat{\alpha}) \left( D \, r^T p + D \, x^T q \right),$$

(14)

from which it is clear that the first two terms are the voltage solution to the $sDistFlow$ equations. The third term in (14) is novel and depends on $\hat{\alpha}$, which we refer to as the voltage sensitivity vector or, abbreviated, voltage sensitivity. Taken together, (14) is a voltage solution of PLPF. As previously shown, in the case of $\hat{\alpha} = 0$ (equivalently, $\hat{\Lambda} = 1$), it follows that $sDistFlow$ and PLPF are equivalent.

Having established the relationship between the proposed model and simplified BFM, we now find it useful to introduce an exact nonlinear expression for voltage sensitivity, given in compact form by

$$\alpha = d \left[ \left( 2 \left( D \, r^T p + D \, x^T q \right) - \left( D^2 (r^T + x^T) \right) \ell \otimes \left( D \, r^T p + D \, x^T q \right) \right) \right]$$

(15)

as may be verified by equalizing the difference between (2) and (13) to zero. In (15), $\ell$ can take exact or approximate form, the latter of which results in

$$\ell \approx D \left( r^2 + x^2 \right)^{-1} D \left( M \left( V - |V_0| \right) \right) \left( V - |V_0| \right).$$

An accurate model (i.e., mathematical representation) of voltage sensitivity defined in (15) allows us to estimate $\hat{\alpha}$ via GP using a sequence of power flow solutions, as described in more detail in Section IV. In this paper, we assume that the standard GP is a good model for the voltage sensitivity, which is corroborated by the numerical results.

Remark 3: Recall that $\tilde{v} \geq v$ [2, Lemma 12-4], where $v$ and $\tilde{v}$ are exact and approximate solutions of the respective BFMs [10], [11], [12]. Then based on (14), $\tilde{v} \leq \hat{v}$ is required to obtain close-to-accurate voltage estimates via (13), a condition that is met when $|\hat{\alpha}| \ll 1^2$, where a positive sign is taken if the nodal power is injected into the grid, and a negative sign otherwise.

1 The subscript $ij$ is suppressed in notation for brevity under the understanding that technical arguments apply to each of the branch-specific functions.

2 Between $|\hat{\alpha}| \leq 1$ and $|\hat{\alpha}| \ll 1$ from (11), the latter is a stronger condition.
C. Solution Approaches

There are two possible approaches to voltage solution calculation based on the proposed model. The first is known in the literature as cold-start method, which directly solves the PLPF without any knowledge of the present system state. The latter is the so-called warm-start method, which relies on an AC base-point solution (specifically, voltage magnitudes). Namely, from (15), \( \alpha \) is a function of voltage magnitudes (unknown state variables) in addition to nodal power injections (known system inputs), which implies that it cannot be explicitly calculated using system input alone. Instead, it can be determined once the base-point voltage solution is obtained, which in turn increases the complexity of the model. Alternatively, voltage sensitivity (and thus the developed model) can be initialized with a fixed-point value pertinent to the condition from Remark 3 (e.g., \( |\alpha| = 10^{-3} \), \( \forall \ell \in \mathcal{L} \)), and then iteratively updated by taking an appropriately sized step in a direction tangential to the solution trajectory, which is also computationally impractical.

In this work, we opt for the first approach that does not require iterations. To cold-start the PLPF model, we use the GP’s posterior mean realized offline, as explained next.

IV. PARAMETERIZATION VIA GAUSSIAN PROCESSES

Hereby, we first briefly revisit GP regression, and then detail the aforesaid GP-based parameterization.

A. Gaussian Processes Revisited

A GP is a stochastic process \( g(x) \) that is fully specified by its mean function \( m(x) \) and covariance (kernel) function \( k(x, x') \) [4]. That is, for any input points \( x, x' \), we can write

\[
g(x) \sim \mathcal{GP}(m(x), k(x, x'))
\]

\[
m(x) = \mathbb{E}[g(x)]
\]

\[
k(x, x') = \mathbb{E}[(g(x) - m(x))(g(x') - m(x'))]
\]

where \( \mathbb{E} \) is an expectation operator. Very often, the mean function \( m(\cdot) \) is assumed zero. The choice of \( k(\cdot, \cdot) \) is crucial because it directly encodes prior assumptions about the true underlying function \( g(\cdot) \) [4]. One very popular choice for learning processes that are known to be smooth is the squared exponential (SE) kernel, also known as the radial basis function, which is defined as:

\[
k_{SE}(x, x') = \sigma^2_0 \exp \left( -\frac{1}{2l^2} (x - x')^\top (x - x') \right) \tag{16}
\]

where \( \sigma^2_0 \) and \( l \) are called signal variance and characteristic length-scale, respectively [4]. The two hyperparameters \( (\sigma^2_0 \text{ and } l) \) can be efficiently inferred from data using gradient-based optimization, for example, the maximum likelihood estimator (for more details, please refer to [34]). Once \( m(\cdot) \) and \( k(\cdot, \cdot) \) are chosen, GPs are used to draw a priori as well as posterior function values conditioned upon previous observations [4], [34].

B. Proposed Parameterization

The exact model of voltage sensitivity introduced by (15) can be formalized, with an optional noise term, as:

\[
\alpha = g(s) + \epsilon, \tag{17}
\]

where \( g \) is a nonlinear function modeling \( \alpha \) that we want to learn via GP regression, \( s \) is the vector of net complex power injections at all non-root nodes, and \( \epsilon \) is a vector collecting \( \epsilon_\ell \sim \mathcal{N}(0, \sigma^2_\epsilon) \) i.e., i.i.d. Gaussian noise with zero mean and variance \( \sigma^2_\epsilon \). In the standard input-output mapping notation, (17) can be described by a non-parametric model

\[
y = g(X) + \epsilon
\]

where \( X \) and \( y \) are the input matrix and the output vector, respectively, which technically constitute a training data set \( \mathcal{D} \). With this reformulation in place, let us now model \( g(\cdot) \) as a zero-mean GP with covariance defined in (16) (which is advocated in many settings in [4]) so that

\[
g \sim \mathcal{GP}(0, \mathbf{K}_{SE}(X, X'))
\]

The joint prior distribution of previous observations \( y \) and function values \( g_\ell \) evaluated at test inputs is then [4]

\[
\begin{bmatrix}
y \\
g_\ell
\end{bmatrix} \sim \mathcal{N}
\begin{bmatrix}
0, \\
\begin{bmatrix}
\mathbf{K}(X,X) + \sigma^2_\epsilon \mathbf{I} & \mathbf{K}(X,X_\ell) \\
\mathbf{K}(X_\ell,X) & \mathbf{K}(X_\ell,X_\ell)
\end{bmatrix}
\end{bmatrix}
\]

where a subscript asterisk, such as in test inputs \( X_\ell \), indicates a reference to the test set quantity, and \( g_\ell := g(X_\ell) \). We introduce the following notations for the corresponding kernel matrices, namely, \( \mathbf{K} := \mathbf{K}(X,X) \), \( \mathbf{K}_\ell := \mathbf{K}(X,X_\ell) \), \( \mathbf{K}_{\ell\ell} := \mathbf{K}(X_\ell,X_\ell) \). It follows that the joint conditional posterior distribution of \( g_\ell \) is also a GP, that is, \( (g_\ell, X, y, X_\ell) \sim \mathcal{GP} \left( \mu_\ell, \Sigma_\ell \right) \), where [4]:

\[
\mu_\ell = \mathbf{K}_\ell^\top \left( \mathbf{K} + \sigma^2_\epsilon \mathbf{I} \right)^{-1} y \tag{18a}
\]

\[
\Sigma_\ell = \mathbf{K}_{\ell\ell} - \mathbf{K}_\ell^\top \left( \mathbf{K} + \sigma^2_\epsilon \mathbf{I} \right)^{-1} \mathbf{K}_\ell \tag{18b}
\]

Thanks to (18a), we can use training data set \( \mathcal{D} \) to infer the voltage sensitivity over any arbitrary test data set \( \mathcal{T} \). The posterior mean (18a) can be used directly as the best estimate for voltage sensitivity (i.e., \( \hat{\alpha}_{GP} := \mu_\ell \)), whereas the posterior covariance (18b) can be used to compute empirical confidence intervals that quantify estimation uncertainty. This is particularly useful for deciding whether to reassess voltage sensitivity in a certain operating region; for example, a large value of (18b) indicates poor generalization, thereby identifying undersampled regions of the load space. By setting \( \hat{\alpha} \) in (13) according to the GP-estimate calculated by (18a), the proposed parameterized model achieves more accurate modeling for varied loading scenarios. Its finalized form is given by

\[
\hat{v} = \nu_0 \mathbf{1}_n + \hat{\mathbf{R}} \mathbf{p} + \hat{\mathbf{X}} \mathbf{q}
\]

where

\[
\hat{\mathbf{R}} = \mathbf{M}^{-1} \left( 2\mathbf{I}_n - \mathcal{D} \left( \mathbf{K}_\ell^\top (\mathbf{K} + \sigma^2_\epsilon \mathbf{I})^{-1} y \right) \mathcal{D} (\mathbf{r}) \mathbf{M}^{-\top} \right),
\]

\[
\hat{\mathbf{X}} = \mathbf{M}^{-1} \left( 2\mathbf{I}_n - \mathcal{D} \left( \mathbf{K}_\ell^\top (\mathbf{K} + \sigma^2_\epsilon \mathbf{I})^{-1} y \right) \mathcal{D} (\mathbf{x}) \mathbf{M}^{-\top} \right).
\]
The above expressions for $\mathbf{R}$ and $\mathbf{X}$ clearly show that a sufficient condition for model linearity is the assumption that the test inputs (pertaining to the load injection points) are given. This assumption holds because the net injected powers are considered as known inputs for the power flow analysis. That is, the linear approximation of the proposed parameterization is valid within a predefined input domain jointly determined by the sets $\mathcal{D}$ and $\mathcal{T}$, which renders (19) linear. Importantly, the use of GPs allows us to continuously update (i.e., tune) $\delta$ and thus $\mathbf{R}$ and $\mathbf{X}$ in (19), concurrently with a new (single) test instance $x_i$, or periodically in a certain load region (multiple test points), which allows great flexibility and better accuracy (as demonstrated below).

Remark 4: The resulting model, once parameterized as previously described, is essentially a single iteration of (19). As such, the proffered model can be incorporated into existing numerical frameworks without any additional computational costs. However, in an optimal power flow (OPF) setting where the operating points change (and therefore cannot be assumed to be given), to preserve linearity and use (19) as a stand-alone linearization, predefined test inputs can be used to initialize the corresponding matrices (e.g., nominal operating points can serve as an initial guess). In this case, the approximate OPF solution may need to be updated to reflect large changes in system conditions. Alternatively, an iterative, successive approximation scheme to the OPF of $[35]$ can be employed, where each step iteratively updates $\mathbf{R}$ and $\mathbf{X}$; each recalculation of the respective matrices thus results in a new set of PLPF equations.

Remark 5: The standard GP has been demonstrated to be a good model for the voltage sensitivity function for small- and medium-sized systems (see Section V). However, its applicability to large-scale systems comes with the potential for additional approximations. Namely, the inversion of $\mathbf{K} + \sigma^2 \mathbf{I}$ in (18) scales with $\mathcal{O}(N^3)$, where $N$ is the training data size. With $(\mathbf{K} + \sigma^2 \mathbf{I})^{-1} \mathbf{y}$ and $(\mathbf{K} + \sigma^2 \mathbf{I})^{-1} \mathbf{x}$ cached after training, calculating the mean in (18a) and the covariance in (18b) requires $\mathcal{O}(N)$ and $\mathcal{O}(N^2)$ computations for a new observation, respectively. This practically limits direct implementation of the exact GP to systems with a number of nodes $N < 1000$. Nevertheless, this is by no means discouraging because multiple approximation methods have been developed that maintain high accuracy while drastically reducing computational time (see e.g., [36] for a detailed review on widely adopted sparse approximations). This, however, is left for future work.

C. Implementation Details

In this subsection, we describe one approach to constructing a set of training data $\mathcal{D} = \{x_i, y_i\}_{i=1}^{p}$ and, analogously, a set of testing data $\mathcal{T} = \{x_i, y_i\}_{i=1}^{p}$ (where $p$ and $p_r$ are the number of training and test samples, respectively) that are crucial for the estimation accuracy of (18a), and thus the PLPF model (19). Note that the way $\mathcal{D}$ (resp. $\mathcal{T}$; see Section V-A) is generated is not unique, rather it is user-specific. Ultimately, it makes no difference if $\mathcal{D}$ is generated differently—the proposed parameterization procedure remains the same. The example below uses a fixed-granularity-based incremental method and only 20 data samples; this approach provides a simple and straightforward way of constructing $\mathcal{D}$. As expected, increasing the number of training data points increases the accuracy of GP-aided parameterization, but at the expense of computational costs (see Fig. 4).

With only $p = 5$ samples (not depicted), the mean squared error of the voltage sensitivity estimate is an order of magnitude larger ($1.1 \cdot 10^{-3}$) compared to the cases shown when $p \in [10, 50]$.

Let us now construct a training data set $\mathcal{D}$ by solving (2) for $p$ different input vectors $x_i \in \mathbb{R}^n$ (recall, $n$ is the number of non-root nodes). Here, each $x_i \in \mathbb{R}^n$ collects complex net power injections pertaining to $p$ different operating states. In particular, we generate a deliberately small input sample $\{x_i\}_{i=1}^{p=20}$, each with components pulled uniformly from the interval $[-2s^{ref}, s^{ref}] \cup [s^{ref}, 2s^{ref}]$, where $s^{ref} \in \mathbb{R}^n$ is the vector of original complex power injections in the observed test system which serves as a reference. Thereafter, the associated response variables $y_i = g(x_i) \in \mathbb{R}^n$ are calculated using (15) for each obtained noise-free $x_i$, as previously described. The column vector inputs for all $p$ samples are aggregated in the $(n \times p) \times m$ matrix $\mathbf{X}$, while the column vector outputs are collected in the $(n \times p) \times 1$ vector $\mathbf{y}$, thereby obtaining $\mathcal{D} = (\mathbf{X}, \mathbf{y})$ where $|\mathcal{D}| = n \cdot 20$. Note that for the $i$th sample, $\mathbf{X}_i = [x_i^{ref}, x_i^{im}] \in \mathbb{R}^{n \times m}$, $m = 2$ is due to the decomposition of $x_i$ into its real and imaginary parts, that is, $p$ and $q$, respectively.

From the computational point of view, the described parameterization is simple and inexpensive (see Section V-F). It can be summarized as follows:

\textbf{Step 1:} Create $p$ input-output pairs needed for training ($p$ can be very small as GP works well on small data sets). Inputs $\mathbf{X} \in \mathbb{R}^{(n \times p) \times 2}$ are generated by changing the reference active and reactive load powers of examined test cases by at most $+200\% (-300\%)$ with equally-spaced steps. The corresponding outputs $\mathbf{Y}^{(n \times p) \times 1}$ are calculated using (15). This formalizes the training data set $\mathcal{D} = (\mathbf{X}, \mathbf{y})$. Similarly, create $p_r$, input-output testing pairs as described in Section V-A.

\textbf{Step 2:} Specify the desired GP prior for $g(\cdot)$ (i.e., choose a mean and covariance function) and train GP model using previously
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To ensure a fair comparison later in the numerical analysis, we assume noise-free observations and thus omit the error variance in (19) by setting $\sigma^2 = 0$. 

---

Fig. 4. The mean squared error of the voltage sensitivity estimates at new (test) operating point (left $y$-axis) and the corresponding GP training time (right $y$-axis) as a function of the number of training samples $p \in [10, 50]$ for IEEE 33-bus system.
created training data \( \mathcal{D} \). The result of the training process is \( \alpha_{GP} \) formalized by (18a) and therefore the final model (19).

V. NUMERICAL ANALYSIS AND RESULTS

In this section, comparative case studies are conducted to demonstrate the performance of the proposed model. A total of six test systems are used, ranging in size from 22 to 141 buses with different loading conditions. The first comparative analysis, which is presented in Section V-C, was conducted to compare different linear cold-start models\(^4\), including the model proposed here, \( s_{DistFlow} \), and decoupled linear power flow model [37]. The abbreviations used for each of these models, in order of mention, are PLPF, SDF, and DLPF. A comparison with the \( Lossy\ DistFlow \) model of [21] is presented separately and in more detail in Section V-D. Using variationally sparse methods similar to the previous remark (see Remark 4), the results presented in this section can be adapted to larger systems in a straightforward manner.

A. Case Study

The model is evaluated numerically using the IEEE 33-bus, 69-bus, and 123-bus radial test systems, the last of which was modified for single-phase analysis (see [38] for more details). In addition to the above IEEE test systems, test cases of radial distribution systems with 22-bus, 85-bus, and 141-bus available in MATPOWER [39] are also used. The benchmark solutions, generated by MATPOWER (Newton-Raphson power solver [39]), are regarded as ground truth voltages. To emulate varying operational conditions and illustrate that our model is applicable to larger voltage variations, we use (i) numerical continuation, and (ii) Monte Carlo methods. In the former case, the reference (base) loads were scaled by a factor \( k \), ranging from -2 to 2 with a granularity of 0.0345, thus constructing a total of 30 test samples. In the latter case, 10,000 different random loading scenarios are simulated.

B. Evaluation Metrics

For each distribution test system, we record the approximation errors of linear power flow models by comparing their approximate voltage solutions against the true values from the exact nonlinear power flow model (MATPOWER). To this end, we use the maximum and mean estimation errors between the vector of exact voltage magnitude solution \( \mathbf{V} \) and the vector of approximate solution \( \mathbf{V}^{[\text{model}]} \) determined by one of the three models, in p.u. unit system. The errors are calculated as:

\[
\epsilon^{[\text{max}]} = \| \mathbf{V} - \mathbf{V}^{[\text{model}]} \|_{\infty} \tag{20a}
\]

\[
\epsilon^{[\text{avg}]} = \frac{1}{n \cdot p} \| \mathbf{V} - \mathbf{V}^{[\text{model}]} \|_{1} \tag{20b}
\]

\(^4\)Note that we compare our model primarily with physics-based linear power flow models, which are open-source (if applicable) and therefore easy to reproduce, which is important given the numerous simulated loading scenarios. We put emphasis on models that are of similar form to the \( s_{DistFlow} \) model, such as our model, and therefore share similarities with our model.

| Test Case | \( \epsilon_{\text{PLPF}}^{\text{max}} \) | \( \epsilon_{\text{SDF}}^{\text{max}} \) | \( \epsilon_{\text{PLPF}}^{\text{avg}} \) | \( \epsilon_{\text{SDF}}^{\text{avg}} \) | \( \epsilon_{\text{DLPF}}^{\text{max}} \) | \( \epsilon_{\text{DLPF}}^{\text{avg}} \) |
|-----------|-------------|-------------|-------------|-------------|-------------|-------------|
| 22-bus    | 0.00025     | 0.00030     | 0.00014     | 0.00023     | 0.00040     |
| 33-bus    | 0.00125     | 0.00284     | 0.00638     | 0.00198     | 0.00368     |
| 69-bus    | 0.00290     | 0.00388     | 0.00766     | 0.00119     | 0.00186     |
| 85-bus    | 0.00221     | 0.00663     | 0.01377     | 0.00180     | 0.00531     | 0.00942     |
| 123-bus   | 0.00186     | 0.00255     | 0.00460     | 0.00160     | 0.00218     | 0.00348     |
| 141-bus   | 0.00099     | 0.00207     | 0.00453     | 0.00071     | 0.00152     | 0.00240     |

TABLE II

| Test Case | \( \epsilon_{\text{PLPF}}^{\text{max}} \) | \( \epsilon_{\text{SDF}}^{\text{max}} \) | \( \epsilon_{\text{PLPF}}^{\text{avg}} \) | \( \epsilon_{\text{SDF}}^{\text{avg}} \) | \( \epsilon_{\text{DLPF}}^{\text{max}} \) | \( \epsilon_{\text{DLPF}}^{\text{avg}} \) |
|-----------|-------------|-------------|-------------|-------------|-------------|-------------|
| 22-bus    | 0.00080     | 0.00132     | 0.00240     | 0.00020     | 0.00050     | 0.00091     |
| 33-bus    | 0.01018     | 0.01573     | 0.03133     | 0.00239     | 0.00418     | 0.00795     |
| 69-bus    | 0.01975     | 0.02533     | 0.03929     | 0.00199     | 0.00254     | 0.00403     |
| 85-bus    | 0.03471     | 0.04700     | 0.08027     | 0.00817     | 0.01156     | 0.02095     |
| 123-bus   | 0.00800     | 0.01294     | 0.02173     | 0.00360     | 0.00464     | 0.00735     |
| 141-bus   | 0.00648     | 0.01070     | 0.02134     | 0.00234     | 0.00323     | 0.00608     |

where \( p \) is the number of testing samples (varying consumption scenarios), \( n \) is the total number of non-root nodes in a distribution test system; \( \| \cdot \|_{1} \) denotes the \( L_1 \)-norm, and \( \| \cdot \|_{\infty} \) denotes the \( L_\infty \)-norm, previously defined in Section II-A.

C. Results of Comparative Analysis

Here, we present the comparative analysis of the aforementioned models for both lightly and heavily loaded systems, the latter of which include cases of high consumption (power absorbed from the grid, \( k > 0 \)) and high renewable generation (power injected into the grid, \( k < 0 \)). Therefore, both low-voltage and high-voltage system conditions are simulated. This allows us to assess the robustness of the proposed model. Performance indicators for base load (\( k = 1 \)) or individual cases of high load (\( |k| > 1 \)) are calculated using (20), where \( p_1 = 1 \); in all other cases, \( p_1 = 30 \). For brevity, we restrict the display of voltage estimates along the buses to only the IEEE 33-bus system.

The obtained maximum and mean absolute errors (rounded to 5 decimal places) for the case of base load and cases of high load (a total of 30 test samples) are summarized in Table I and Table II, respectively. The results of the approximate models for the IEEE 33-bus system are shown in the left plot in Fig. 5 (\( k = 1 \)). The exact voltage solutions (obtained with MATPOWER) are plotted in black circles, while the solutions of the three approximate models are plotted as indicated in the figure legend. With a nominal feeder loading, the maximum error produced by PLPF is \( 1.25 \cdot 10^{-3} \) (p.u.). Other results, tabulated in Table I, confirm that our model improves the voltage estimation accuracy over the other two approximate models.

It can be seen that with only 20 training samples, the GP with a zero basis function and \( k_{SE} = \) can adequately parametrize the PLPF model resulting in highly accurate voltage solutions. As
expected, the approximate solution (19) yields less accurate predictions in high-load cases compared to the base-case loading. Across all cases, however, both the maximum error $\varepsilon_{\text{PLPF}}$ and the mean error $\varepsilon_{\text{avg}}$ are quite small and consistently lower than the respective errors of the other two models. This is also confirmed in Fig. 6, where the vertical axis is the mean error $\varepsilon_{\text{avg}}$ (averaged over the total number of nodes of the observed test system) produced by each of the three models, and the horizontal axis represents the test system with different loading. The estimation errors shown in Fig. 6 correspond to 15 different positive rated load levels, $k > 0$. Similar results are obtained for $k < 0$ (cases of reverse power flows) and are therefore not plotted, but are included in the final error calculations presented in Table II. As evident from the presented results, the DLPF systematically overestimates voltage magnitudes even more than the SDF; this behavior is consistent across all test cases and all loading scenarios.

We next repeat the comparison for cases of higher feeder loading. In these cases, too, the PLPF solutions are consistently better (see middle and right plots in Fig. 5), while at heavy loading they are still more favorable compared to SDF as clearly indicated in Table II. For demonstration, the mean prediction errors of PLPF for the three cases, where $k = \{1.3, 1.5, 2\}$, are lower than the respective SDF errors by a factor of 2.1, 1.9, and 1.46, respectively. However, it is clear from Fig. 6 that as the load in the test systems increases, the performance gap between the three models actually increases in favor of PLPF. This indicates that the proposed model performs better than other methods under stress conditions (i.e., higher loading).

### Table III

| Test Case | 22-bus | 33-bus | 69-bus | 85-bus | 123-bus | 141-bus |
|-----------|--------|--------|--------|--------|---------|---------|
| $\varepsilon_{\text{PLPF}}$ | 0.00014 | 0.00080 | 0.00075 | 0.00180 | 0.00160 | 0.00071 |
| $\varepsilon_{\text{avg}}$ | 0.00236 | 0.00288 | 0.00112 | 0.00206 | 0.00494 | 0.00326 |
| $\varepsilon_{\text{PLPF}}$ | 0.00025 | 0.00125 | 0.00290 | 0.00221 | 0.00186 | 0.00099 |
| $\varepsilon_{\text{LDP}}$ | 0.00314 | 0.00402 | 0.00327 | 0.00261 | 0.00579 | 0.00409 |

### D. Comparison With Lossy DistFlow

We next compare the performance of our model with the Lossy DistFlow model of [21], hereinafter abbreviated LDF. Note that we have deliberately selected the most optimal among the proposed parameterization methods from [21, Table II]. This ensures that LDF gives the best possible results for each of the test cases. The same was done for all studied operating settings, where power injections are changed. The results, tabulated in Table III and Table IV, correspond to base feeder case ($k = 1$) and high feeder loading ($|k| > 1$), respectively. As can be seen from Table III, our model is consistently produces lower errors than LPF in all examined test cases with the original system load (i.e., $k = 1$). This coincides with the results reported in [21], where it was shown that LDF yields higher errors in voltage calculation than SDF for all six test cases used. Moreover, our model shows superior performance in all cases where $k < 0$, which is important to consider when analyzing distribution systems with a high share of renewable generation. While our
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Fig. 5. Voltage profiles for the IEEE 33-bus system for different $k > 0$ (from left to right, $k = 1$, $k = 1.3$, and $k = 1.5$, respectively).

Fig. 6. Average estimation errors of voltage magnitudes by each of the three approximate models for different $k > 0$ (from left to right, IEEE 33-bus, IEEE 69-bus, and IEEE 123-bus system, respectively).
Fig. 7. Voltage profiles for the IEEE 33-bus system for different $k > 0$ (from left to right, $k = 1$, $k = 1.3$, and $k = 1.5$, respectively).

Fig. 8. Average estimation errors of voltage magnitudes by each of the three approximate models for different $k$ (from left to right, 22-bus system ($k < 0$), 22-bus system ($k > 0$), 141-bus system ($k < 0$), and 141-bus system ($k > 0$) respectively).

TABLE IV

| Test Case | 22-bus | 33-bus | 69-bus | 85-bus | 123-bus | 141-bus |
|-----------|--------|--------|--------|--------|---------|---------|
| $e^{PLPF}_{avg}$ | 0.00020 | 0.00193 | 0.00199 | 0.00187 | 0.00301 | 0.00234 |
| $e^{LDF}_{avg}$ | 0.00376 | 0.00278 | 0.01037 | 0.00900 | 0.00601 |
| $e^{PLPF}_{max}$ | 0.00083 | 0.01713 | 0.01926 | 0.02487 | 0.02017 | 0.01501 |
| $e^{LDF}_{max}$ | 0.00952 | 0.00952 | 0.00952 | 0.00952 | 0.00952 | 0.00952 |

Fig. 9. Voltage profiles for the IEEE 33-bus system obtained by the proposed model and the model of [21] for $k = -2$.

model gives better results on average, LPF shows a slightly lower maximum error, averaged over $k$ scenarios, in the case of test systems with 69 buses and 85 buses, as reported in Table IV.

The results in Fig. 7 corroborate that the voltage solutions obtained by PLPF are closest to the exact voltage solutions generated by MATPOWER for the IEEE 33-bus system; the same is true for other test systems for $k = 1$. In cases of higher feeder loading (i.e., $|k| > 1$), however, different observations can be made depending on the feeder size and the scaling factor $k$, which can be seen from Fig. 8. To facilitate the exposition of the results, only the results corresponding to the smallest and largest test systems are illustrated in this figure. To provide additional insights, the SDF results are also depicted in Fig. 8. In most of the examined cases corresponding to different $k > 0$, PLPF performs better than LDF, while in some cases the results are (slightly) better in favor of LDF. Interestingly, LDF has a poorer performance on smaller test cases in general (see Fig. 8, 22-bus system), while its performance improves with system size (see Fig. 8, 141-bus system), and even exceeds our model for some positive $k$ values (e.g., $k > 1.7$ in the case of the 141-bus system). On the other hand, our model significantly outperforms LDF in all cases where $k = 1$ and $k < 0$ (e.g., Fig. 9 shows calculated voltage magnitudes of all nodes when loads are negatively doubled, $k = -2$), which can also be verified from Fig. 8. These results confirm that our model is generally more robust to network size, but also to changing system conditions, where LDF shows inconsistencies in performance.

E. Random Load Evaluation

For completeness, in this subsection we evaluate the proposed model under random load values, compared to the performance of SDF and LDF under the same conditions. The same evaluation metrics—defined in Section V-B—are used...
Given the importance of voltage solution quality in linear power flow models, the proposed model is worth further research. Potential areas of future research include: 1) using the parameterized linear power flow model as a starting point for solving relevant optimization problems for distribution system operations and analysis; 2) hyperparameter tuning (preliminary results show even better performance of the realized model with optimized hyperparameters); 3) extension to an online setting (see [36] for readily available extensions) – for example, by implementing sequential re-parameterization of the model by making use of simple resetting strategies.

APPENDIX A

C.f. (8) and (10). It is clear that

\[ \alpha_{ij} = \delta_{ij} \frac{R_c \Delta V_{ij}}{I_m \Delta V_{ij}} \]  \tag{21} \]

where

\[ R_c \Delta V_{ij} = r_{ij} P_{ij} + x_{ij} Q_{ij}, \]
\[ I_m \Delta V_{ij} = x_{ij} P_{ij} - r_{ij} Q_{ij}. \]

Substitute the following branch flow equations (with simplified trigonometric terms already included i.e., \( \cos \delta_{ij} \approx 1 \)), \( \sin \delta_{ij} \approx \delta_{ij} \).

\[ P_{ij} = \frac{1}{|\phi_{ij}|^2} \left( r_{ij} |V_i|^2 - |V_i||V_j| + x_{ij}|V_i||V_j|\delta_{ij} \right) \]
\[ Q_{ij} = \frac{1}{|\phi_{ij}|^2} \left( x_{ij} |V_i|^2 - |V_i||V_j| + r_{ij}|V_i||V_j|\delta_{ij} \right) \]

into (21). After shortening and regrouping identical terms, (21) reduces to:

\[ \alpha_{ij} = \frac{|V_i|}{|V_j|} - 1 \] \tag{22} \]

APPENDIX B

Before we briefly explain the extension of the proposed model to three-phase setting, we first introduce the notation used below.

Let \( P_i \subseteq \{a, b, c\} \) and \( P_{ij} \subseteq \{a, b, c\} \) denote the sets of available phases of bus \( i \in \mathcal{N} \) and line \((i, j) \in \mathcal{L} \), respectively. Hereafter, a superscript \((\cdot)^\phi\) is used to assign relevant electrical quantities to a specific phase \([13]\). A \( \sum_{i \in \mathcal{N}} |P_i| \times 1 \) vector of voltage phasors is defined as \( V := [V_1^\top, \ldots, V_n^\top]^\top \), where \( V_i := [V_i^{\phi_{a}}_{\phi_{a}}, \ldots, V_i^{\phi_{P_i}}_{\phi_{P_i}}]^\top \) is a \( |P_i| \times 1 \) vector collecting phase voltages of node \( i \in \mathcal{N} \). Similarly, define vectors \( v_i := [V_i^{\phi_{a}}_{\phi_{a}}]^\top \) and \( s_i := [s_i^{\phi_{a}}_{\phi_{a}}]^\top \) collecting the corresponding quantities related to bus \( i \in \mathcal{N} \). Likewise for lines, introduce vector \( S_{ij} := \)

Training data, realized kernel-based learning is computationally efficient. As a salient advantage, the parameterized linear power flow model shows relatively high accuracy even in stressed system conditions i.e., cases of heavy load or high renewable generation. Numerical testing indicates that the proffered model estimates voltages for the base case and higher feeder loading more accurately than other linear models used for comparison.

(Where \( n = 10,000 \)). Here, random load values are drawn from a uniform distribution in the interval \((1.5s_{\text{ref}}, 0)\), where \( s_{\text{ref}} \) is the reference (base) load, previously defined. The corresponding maximum and mean values of obtained errors of the three models are summarized in Table V. As shown in Table V, the mean and maximum errors of PLPF are again smaller than those of the other two models.

In summary, the above numerical analyzes demonstrate that our model generally yields better accuracy than the models reported in [11], [21], [37] under different loading scenarios.

F. Computational Complexity

Finally, we analyze the computational complexity of the proposed GP-based parameterization and then the PLPF model. We measure CPU time\(^5\) using MATLAB on a computer with the processor Intel(R) Core(TM) i5-8350 U CPU @ 1.70 GHz with 8.00 GB RAM, and collect the results in Table VI. Specifically, we report running times of: 1) GP training using \( p = 20 \) samples \((t_{\text{train}}); 2) \) GP-aided parameterization for \( p = 30 \) samples \((t_{\text{test}})\); and 3) voltage solution calculation via the PLPF model for base-case loading \((t_{\text{LPF}})\); reported times are measured in seconds.

VI. Conclusion

The parameterized linear power flow model proposed in this paper has been shown to deliver more accurate voltage solutions compared to the simplified DistFlow model \( (s\text{DistFlow}) \), the most commonly used model in the relevant literature. To cover a wider range of operating points, where the performance of the \( s\text{DistFlow} \) (but also other conventional linear power flow models) deteriorates, the proposed model is parameterized using a Gaussian Process (GP), where a small number of data samples were intentionally used in its training. Relying on a minimum of
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\(^5\) As pointed out in [21], reporting time is not reliable, making it difficult to make a fair comparison with a compiled solver.
\[
[\{S_{ij}^{\phi}\}_{\phi\in\mathcal{P}_j}]^T. \text{ Denote by } Z_{ij} \in \mathbb{C}^{[\mathcal{P}_j \times \mathcal{P}_j]} \text{ the impedance sub-matrix of line } (i,j) \in \mathcal{L} \text{ in which all the elements other than the diagonal elements } z_{ij}^{\phi\phi} \text{ are self impedances } z_{ij}^{\phi\phi} (\phi \neq \phi, \phi \in \mathcal{P}_j). \text{ As needed, a complex-valued matrix } (\text{matrix}) \text{ will be decomposed into its real and imaginary parts denoted as } A^r, A^im.
\]

With the modeling above, the extension of (3) to three-phase setting is given by [15]:
\[
V_i^{Pij} - V_j = Z_{ij} \left[ S_{ij}^{Pij} \otimes (V_i^{Pij})^* \right]
\]
which can be further reformulated as:
\[
v_i^{Pij} - V_j \odot (V_i^{Pij})^* = Z_{ij} (P_{ij} - jQ_{ij})
\]

Following a similar derivation for a single-phase system, a three-phase extension of (7) can be obtained as:
\[
v_i^{Pij} - v_j = \left( I_{|P_{ij}|} + D(\lambda_{ij}) \right) [Z_{ij} (P_{ij} - jQ_{ij})]^{re}
\]

Since the mutual impedances are much smaller than the self impedances \((z_{ij}^{\phi\phi} \ll z_{ij}^{\phi\phi})\), they can be dropped from \(Z_{ij}\) as suggested in [20], thus leading to:
\[
v_i^{Pij} - v_j^{Pij} = \left( I_{|P_{ij}|} + D(\lambda_{ij}) \right) \times \left( D(x_{ij}^{\phi\phi}) P_{ij} + D(x_{ij}^{\phi\phi}) Q_{ij} \right)
\]

where vector \(v_{ij}^{\phi\phi} := [v_{ij}^{\phi\phi}, b_{ij}^{\phi\phi}, x_{ij}^{\phi\phi}]^T\) (resp. \(x_{ij}^{\phi\phi} := [x_{ij}^{\phi\phi}, b_{ij}^{\phi\phi}, x_{ij}^{\phi\phi}]^T\)) is obtained by \(d(Z_{ij}^{\phi\phi})\) (resp. \(d(Z_{ij}^{\phi\phi})\)).

Before proceeding, we first introduce a three-phase edge-to-node incidence matrix (akin to the previously defined single-phase edge-to-node incidence matrix from Section II-B) \(M = [M_0 \ M]\), where \(M_0\) and \(M\) are respective \(\sum_{i,j \in \mathcal{L}} |\mathcal{P}_j| \times |\mathcal{P}_0|\) and \(\sum_{i,j \in \mathcal{L}} |\mathcal{P}_j| \times \sum_{i \in \mathcal{N}} |\mathcal{P}_i|\) matrices. For branch-phase index pairs \((\ell, \phi \in \mathcal{P}_j)\) and bus-phase index pairs \((i, \phi \in \mathcal{P}_i)\), the block \(M(\ell, i)\) is defined as:
\[
M(\ell, i) = \begin{cases} 1, & \text{if } \ell \in \mathcal{L} \text{ leaves } i \in \mathcal{N} \cup \{0\} \text{ and } \phi = \phi \\ -1, & \text{if } \ell \in \mathcal{L} \text{ enters } i \in \mathcal{N} \text{ and } \phi = \phi \\ 0, & \text{if } \ell \in \mathcal{L} \text{ is not incident to } i \in \mathcal{N} \text{ or } \phi \neq \phi \\ \end{cases}
\]

Now starting from (26), the three-phase extension of (12) can be derived. Its compact form is given by:
\[
\begin{bmatrix} M_0 & M \end{bmatrix} \begin{bmatrix} v_0 \\ \hat{\theta} \end{bmatrix} = \begin{bmatrix} \hat{R} & \hat{X} \end{bmatrix} \begin{bmatrix} p \\ q \end{bmatrix}
\]

\[
\hat{R} = (2I_{|P_{ij}|} - D(\hat{\alpha})) D(x_{ij}^{\phi\phi}) M^{-T}
\]

\[
\hat{X} = (2I_{|P_{ij}|} - D(\hat{\alpha})) D(x_{ij}^{\phi\phi}) M^{-T}
\]

Here, \(\hat{\alpha}\) is redefined as a \(|\mathcal{P}_{ij}| \times 1\) parameter vector.

The branch and its defining nodes do not necessarily have the same number of phases (e.g., three-phase nodes that connect to single- or two-phase laterals), hence the superscript \((\cdot)^{Pij}\) as in [13].
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