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In this paper, the forest algorithm and the decision tree algorithm are mainly used to analyze students’ physical education information, course exam results, and student learning data and relevant feature attributes from the online teaching platform. We aim to generate decision trees using the decision tree algorithm for the purpose of generating classification rules, based on which we can find factors that are important to students’ physical education performance and form data basis for improving teaching quality to help teaching management and teachers improve teaching methods and adjust teaching strategies. Specifically, we achieved this objective by constructing a model for assessing the effectiveness of student teaching, the steps of which include data collection and preparation, data preprocessing (data cleaning, conversion, integration), model construction (algorithm training), and algorithm optimization, as well as realizing the simulation results of the model. At the same time, the importance of the relevant attributes of the model is analyzed, and some measures are proposed to improve the universities: the standard of physical education teaching and the corresponding strategies for improving teaching methods. The mainstream development environment is chosen to ensure the complete operation of the project system that integrates learning, operation, and evaluation. The sports virtual simulation experimental teaching system realized in this paper has good functionality, stability, and application benefits in operation and use.

1. Introduction

The report “Quality Physical Education: A Guide to Action for Policymakers,” published by UNESCO, states that physical education is the only way to combine the development of physical motor skills with the learning and communication of values and is the ideal path for students to acquire core competencies [1]. The study of physical education in universities is the final stage of being able to receive formal physical education and is an important way to refine and improve their knowledge of physical education, and the development of physical education in universities is a prescribed requirement imposed by school education, as well as meeting the needs of the development of sports [2]. The results of the survey on the physical health of adolescents found that the lung capacity of university students from recent years is a declining trend. Students also have poor vision, neurological failure, and cardiovascular disease, and some of the problems have seriously affected physical and mental health. Compared with university students in developed countries of the world, the fitness and health of university students need to be improved [3]. Existing studies have concentrated on the development of the core competencies of physical education and are directed at transforming and teaching the physical education curriculum, and most of them focus on the theoretical aspects of the basic education field. These studies neglect the factors that influence the development of the person himself as well as other aspects [4]. Therefore, this study is not limited to the disciplinary boundaries but is based on the development of
core human sports literacy as the starting point, in addition to the study of the strategies for the development of core human sports literacy in higher education [5]. Based on the development of higher education, on top of the rich experience in implementing quality education and under the accumulation of practical teaching, the college students’ sports core literacy has been promoted [6]. Many factors are influencing the development of college students’ physical education core quality. First of all, physical education, as one of the important influencing factors, is the main way for college students to participate in physical exercise, which is closely related to the professional quality of physical education teachers as well as the school’s implementation policy, management system, sports environment, and organization of extracurricular sports activities [7]. Therefore, to be able to better cultivate students’ sports core qualities, the whole school should be placed in the cultivation system, seek the cultivation implementation way, and optimize the cultivation strategy.

Pai et al. based their PageRank model on the performance statistics and ranking of student-athletes in basketball, hockey, and other sports to assess the individual and team performance of students in a more comprehensive way and to promote their participation in learning [8]. The quantitative performance assessment was used to define the students’ game performance, and the qualitative assessment of the students was implemented with a personalized interview form to facilitate the participants’ perception and experience of the game performance [9]. At the level of the structural design of the physical education curriculum, Martin et al. in their paper analyzed the new concept of physical education curriculum in comparison with traditional teaching [10]. On this basis, they discuss the importance of classroom assessment as it evolves. The research points out that the New Physical Education (NPE) curriculum perspective, based on national development and youth health issues, has significant implications for traditional curriculum design, implementation, and assessment [11]. Furthermore, research on assessment for physical education and learning has focused on communication and linkages between schools, communities, and families; for example, Kim et al. studied parents’ perceptions of school assessment and the need to improve the school’s curriculum based on parents’ views [12]. Dieter et al. have further analyzed the physical education model (SEM) to assess students’ motivation from the perspective of self-determination theory, stating that students need a certain time to determine their behavior in an educational environment. One of the most effective means of dealing with classroom assessment is the design and use of rubrics [13]. Mao et al. state that the use of rubrics to determine students’ overall learning performance can greatly enhance students’ motivation [14].

As can be seen, there are quite several articles and writings on assessment for physical education learning. Whether it is about the relationship between learning assessment and curriculum development or the specific implementation and application of learning assessment, it is evident that physical education learning assessment has become an important hotspot in today’s education sector. It is necessary to establish the educational concept of “health first” and to provide adequate physical education classes, to help students enjoy fun, strengthen their physiques, enhance their personalities, and temper their wills in physical exercise. These important discourses have greatly elevated the status of college sports and are important guidelines for college personnel training. Apply the software theory to the evaluation system functional requirement analysis, design the main functional modules, realize the decision support system based on data mining and simulation, improve the work efficiency of the evaluation department, and provide decision guidance through certain mining analysis. The research proposes a simple and effective data warehouse design and implementation method and uses online analysis and processing technology to analyze the data in the data warehouse and provide basic data for subsequent data mining. After studying and researching the commonly used data mining algorithms and understanding the characteristics of different algorithms, a decision tree algorithm suitable for this data mining is selected based on the data studied in this paper, an improved algorithm is used to establish the mining model, and the mining results are analyzed to extract valuable decision information. According to the problems found by applying the decision tree algorithm, the algorithm is studied in depth, analyzed, and compared, combined with the characteristics of the data of this project, and the analysis of data mining and data warehouse and online analysis and processing techniques are used to obtain useful information to provide a meaningful reference for decision making in the evaluation of physical education.

2. Design of a Decision Tree-Based Model for Assessing Teaching Effectiveness in Universities

2.1. Improved Decision Tree Algorithm and Computer Simulation Design. As one of the most commonly used methods for data mining, the decision tree algorithm has been widely used in different fields since its introduction. It has undergone a long process of going from shallow to deep and from simple to complex. The decision tree is a top-down, recursive division that uses a top-down, divide-and-conquer approach, and its basic algorithm is essentially greedy [15]. Starting from the root node, each nonleaf node is found to find an attribute in its corresponding sample set to test the sample set, and the training sample set is divided into several subsamples according to the different results of the test. Each subsample set constitutes a new leaf node, and the above process is repeated for the new leaf node so that the loop continues to reach a specific termination condition [16]. The flexible approach to management adopted by teachers and teaching, which is determined by the characteristics of university work, is to go to class when there are classes and then to have free time when there are no classes. While this is conducive to research and learning, it is also likely to keep certain aspects of teaching, such as lesson planning, homework revision, and lab instruction, out of control. The
decision tree adopts a top-down recursive approach to compare and evaluate the attribute values of nodes within the decision tree and determine the branch down from the node based on the different attribute values. One of the biggest advantages of the decision tree-based learning algorithm is that it does not require the user to acquire a lot of basic knowledge during the learning process, as shown in Figure 1.

The process of constructing a decision tree is divided into two steps: tree building and pruning. The first step is the tree building stage, which selects part of the training data and builds a decision tree by the breadth-first recursive algorithm until each leaf node belongs to the same class. The second step is the pruning stage, which uses the remaining data to check the generated decision tree and correct the errors, and it finally prunes the decision tree and adds nodes until a correct decision tree is built. The decision tree building algorithm is a recursive process that ultimately results in a decision tree, and pruning reduces the impact of noisy data on classification accuracy. In general, the greater the information gain, the greater the “purity improvement” obtained by using features to partition the dataset. Therefore, information gain can be used to select attributes for decision tree partitioning, which is to select the attribute with the greatest information gain.

Information gain is the amount of change in the desired information, which mainly reflects the method of sample feature importance, and there is a positive correlation between the two: the importance of the sample feature increases and decreases with the amount of information gain. Information entropy is mainly used to measure the amount of information, so we define the entropy $w$ of data [17].

$$Q_L(w) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} P_{ij}(w^T x_i - w^T x_j)^2$$

where $Q_L(w)$ is the entropy of the data, $P_{ij}$ is the probability of the data, and $w$ is the weight vector.

(1)

The information gain rate and destination information gain will tend to select the attribute with the larger information gain value. It applies a parameter value to the specification of the information gain, which is calculated as follows [18].

$$Q_D(w) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} P_{ij}(w^T x_i - w^T x_j)(w^T x_i - w^T x_j)$$

(2)

and based on this, the formula for calculating the gain rate can be obtained as follows:

$$m_i(g) = \frac{\text{fit}_i - \text{worst}(g)}{\text{best}(g) - \text{worst}(g)}$$

(3)

There are many algorithms for generating decision trees in data mining, and several typical decision tree generation algorithms are highlighted below. The ID3 algorithm is the most influential and typical in decision tree mining, which selects test attributes for each nonleaf node in the tree through a set of rules based on information theory, using entropy as the basis for classification, and finally classifies the data into the form of a decision tree [18]. The basic idea of the ID3 algorithm is to use information entropy as a measure of attribute selection of decision tree nodes; each time it first selects the attribute with the most information, i.e., the attribute that can change the entropy value to the smallest, to construct a decision tree with the fastest decrease in entropy, so that the entropy value at the leaf node is 0 [19]. Currently, the set of instances corresponding to each leaf node belongs to the same class. Since the attribute with the highest gain of information is always selected to divide the rules, the algorithm classifies data quickly, the depth of the tree is average, and the division rules are simple. The ID3 algorithm is important in the process of constructing a decision tree: attribute determination and set partitioning. The process of attribute determination is to select the attribute with the largest value of gain information from the selected data as the root node and construct a branch with the attribute value of this node to divide the selected data into several unrelated subsets; after branching the nonleaf node, it will determine the attribute of the subset value twice and then continue to branch until it branches to the leaf node.

C4.5 is a classification decision tree algorithm in machine learning, which is based on the ID3 algorithm and improves on the advantages of ID3 again. This algorithm uses the concept of information gain or entropy reduction to select the optimal division, to better realize the construction of the decision tree: (1) It selects attribute columns based on the information gain rate, overcoming the deficiency of biased selection of attributes with more values when selecting attributes with information gain. (2) It constructs a decision tree. The tree pruning process is completed in the tree construction process. (3) The data of continuous attributes are processed by applying discretization. (4) The tree pruning construction is also used for incomplete data. The ID3 algorithm can only solve the discrete data attributes, but the C4.5 algorithm can handle the discretized continuous attributes well, with the following procedure.

$$Q(w) = \frac{Q_N(w)}{Q_L(w)} = \frac{\text{tr}(w^T XLN X^T w)}{\text{tr}(w^T XLX^T w)}$$

(4)

Computer simulation (data visualization), as the name implies, is a simulated representation of data that uses computer graphics and image processing techniques to interpret data through analysis, transformation, and graphic patterns (including animation) in either planar or three-dimensional form, while providing methods, theories, and techniques for interaction [20]. It helps people to view data and the relationships between data more visually. The atlas of computer simulation is composed of a large amount of data. Each data item is the basic unit of the atlas, and the value of each attribute of the data is represented by the multidimensional terms so that the user can observe and analyze the data from different angles to better serve the user and help the user to make decisions. Simulation technology is the data mining results of abstract information, with a
simple and intuitive form of expression, to deepen the user’s understanding of the meaning of the data, while understanding the interrelationship between the data and development trends. The characteristics of computer simulation technology are as follows. There is strong interaction with the user. The user is no longer simply a receiver of information but can also manage, process, and develop the data. Computer simulation technology can classify, arrange, and present data from multiple perspectives. For example, users can view data time, percentage, rank, and other dimensions. Users can view data and analyze it using simulation charts, histograms, line graphs, puzzles, etc. [21].

Scientific computational simulation refers to the use of computer graphics and image processing techniques to display engineering measurement data, data generated by scientific calculations, and calculation results on the screen and transform them into images. They can also be processed interactively using theoretical methods and techniques. The classification of scientific computing data is relatively extensive and can be divided into structured, unstructured, and mixed data according to different data structures or scalar, vector, and tensor according to data types. Scientific computing simulation technology faces two difficulties in the development process: first, the way to classify the object data by research; second, how to display the simulation object on the screen practically and effectively, making users view it interactively.

2.2. Evaluation Design of the Effect of Physical Education in Universities. Model building is at the heart of data mining, which means determining which algorithm to choose to build the decision tree. The implementation of the algorithm requires certain tools for programming. In this paper, MATLAB tools are used to build the CART decision tree. There are three main reasons for this. Firstly, the research content of data mining is the learning and application of models and algorithms, and MATLAB is particularly suitable for algorithm development. Because MATLAB can directly call a rich library of mathematical functions to quickly implement algorithms according to the flow steps of the algorithm, the programming workload using MATLAB will be greatly reduced when the computational requirements are the same. The syntax of MATLAB is more intuitive than Python or R, and the learning and programming of algorithms are easier. Secondly, MATLAB has efficient and rich scientific computation functions, including calculus, matrix computation, and symbolic computation, and system simulation applications are very extensive. Thirdly, MATLAB itself is a program development tool with a friendly GUI development function [22]. MATLAB was used to learn the principle of algorithms in depth, and then hands-on programming computer programs were deployed to solve many machine learning problems in practical applications. Using MATLAB is more focused, and the toolbox is mostly developed in C. The tools are all interconnected, and it is easier to get started if you have or understand this data mining knowledge and then apply these tools, as shown in Figure 2.

From the above rules, by analyzing the meaning of the rules in detail, some teaching strategies can be adjusted for the problems that arise, such as the need to have relatively effective teaching methods in the online teaching platform, whether to make it mandatory or set open assignments (conscientious students do open assignments, while lazy students do mandatory assignments) and guide students to learn independently. Other aspects, such as out-of-province students with a poor foundation and students with a good foundation who also fail exams, can be predicted pre-intervention can be made; students with good English scores generally have a positive attitude to learning and are encouraged to study professionally. Since the data is not
complete and comprehensive, the results obtained can only serve the major students’ local construction advice, but to some extent to make the assessment of student learning effectiveness possible. With the continuous deepening of the new curriculum, curriculum reform is steadily advancing in depth; in the gradual integration of the new curriculum concept and classroom teaching, we have made some achievements and accumulated some experience in the classroom. At the same time, many problems often arise in the classroom, which we did not anticipate in advance, when we must think of a good strategy and find a good way to solve them.

With the development of colleges and universities and the advancement of network technology, the introduction of data mining technology, visualization technology, etc. into the assessment information management system of colleges and universities will provide great convenience and work efficiency. Besides, through data mining technology to analyze student information over the years, you can find some valuable laws and factors that affect the assessment of student reporting, hence more scientific guidance to adjust our plans and decisions. The design of the database system directly affects the quality and operation of the assessment management system. The relative independence, data integrity, and consistency of the database were followed in the design of the database. According to the design features of this system, the traditional database processing mechanism differs greatly from the decision analysis needs and cannot handle online analysis processing, so a data warehouse was established based on the database for the data between different databases. The evaluation management information of this system uses SQL Server 2012 as the software for data storage and management, and this paper only takes the design of the evaluation database as an example, aiming to illustrate the relationship between data tables, databases, and data mining functions and visualization functions.

2.3. Performance Evaluation Design. When performing data mining algorithms, to improve the college’s reporting success rate, the assessment dataset is used as the object of study; therefore, the decision tree algorithm is used to analyze the key attributes of the assessment data source that may affect the reporting rate and to identify the factors that are most likely to affect the student reporting, so that these potentially relevant influences can be scientifically applied to provide key decisions for future assessment work. The advantages of decision tree algorithms include easy-to-understand analysis, high classification accuracy, and high execution efficiency, making decision tree algorithms well-suited for use in mining large amounts of data. The commonly used decision tree algorithms are ID3 and C4.5, but the two algorithms are very different in the selection of splitting rules. ID3 selects the classification criterion of information gain, which is to select more attribute values as splitting attributes, and it can only mine nonlinear data. C4.5 evaluation classification criterion is the information gain rate, that is, according to information; therefore, C4.5 can effectively circumvent the problems of ID3. Moreover, through the comparative analysis in Section 2.1, the decision tree algorithm of C4.5 is preferred to be used for data mining for better attribute factors, as shown in Figure 3.

The improved algorithm merges branches with higher and lower entropy values, i.e., branches where the division is not important, effectively reducing the fragmentation problem, improving branch efficiency, and limiting the impact of the overfitting problem. In contrast, this paper studies the promotion of assessment in universities, with diverse student sources, but the number of people assessed in each major is relatively small due to local and other reasons, so this requires a more balanced analysis of the diverse assessment channels and student sources, to prevent analysis bias. The improved C4.5 decision tree algorithm makes better use of memory space, balances the selection of
information entropy, and avoids low or high information entropy caused by the human influence of competent factors, which is more conducive to a more accurate decision tree.

Due to the small data amount selected in the selection of the training set, there may be some deviations in the obtained mining model, and then the training set model is verified through the test set to verify whether the model is accurate, so that the mining model can be further improved and revised, which will be analyzed in the decision tree analysis function module of the system module analysis.

3. Results and Analysis

3.1. Analysis of Assessment Results. It is found that the more the decision tree base classifiers are, the smaller the generalization error will be. The accuracy of the algorithm is close to 98.25% compared to 8258% for a single base classifier. This is comparable to the accuracy of the CART algorithm. This shows that the decision tree algorithm can predict new data better than the CART algorithm.

In Figure 4, it is found that the prediction error rate of the classifiers is decreasing; i.e., the prediction accuracy rate is increasing. It is more clearly known that the algorithmic accuracy of the decision tree keeps improving with the increase in the number of classifiers. Evaluating the decision tree classification performance cannot be done by simply counting the accuracy of a single breakpoint, but it requires analysis of the classifier’s ROC curve, AUC value, and other metrics. The decision tree algorithm is used to validate predictions for 30.25% of the test sample and compare them with the true category. The ROC curve and AUC value are calculated and Figure 5 is obtained. It has an AUC value of 0.7444, although the ROC and AUC metrics are improved by a point over the CART algorithm and the decision tree is more accurate. However, whether the comprehensive performance of this algorithm can still be improved remains to be explored further by the experiment. The ROC (Receiver Operating Characteristic) curve and AUC (Area under the Curve) values are often used to evaluate a binary classifier (the advantages and disadvantages of ROC and AUC (classifier) are discussed here). The ROC and AUC are used in the evaluation of model prediction results when doing medical image computer-aided pulmonary nodule detection in the past. The characteristics of ROC and AUC are briefly introduced here, and how to make ROC plots and calculate AUC values is discussed in more detail.

An analysis of the unsatisfactory experimental results, in terms of the distribution of the dataset, reveals possible causes. One is the problem of data imbalance in the dataset. The target variable classification ratio in the two-category dataset was 586:110 (pass or fail). Afterward, we adjusted the target classification ratio to 407:258 (mean division) for training, made predictions on 30.25% of the test data, and then conducted the ROC curve and AUC value statistics. The expected experimental effect was achieved. The decision tree algorithm can predict the classification more accurately. However, the importance of the attributes of the independent variables cannot be represented as clearly as the decision tree. According to the most important attribute summarized in the decision tree (professional grades), after removing this attribute and retraining the classifier, the false and true rates of the test set can be calculated to obtain the ROC curve Figure 6, which has an AUC value of 0.611 and a decrease of 23.34%, which shows the importance of this attribute. Similarly, the ROC curve and AUC value can be
algorithm integrated with a different number of base classifiers enhances the classification evaluation indexes, in which the true rate, precision-P, recall-R, and F1 value are improved, and the classification performance of the model reaches the expected results. The accuracy of the random forest algorithm is 0.981 for the 5-tree classification model, 0.99 for the 10-tree classification model, and 0.991 for the 20-tree and 100-tree classification models. The classification accuracy has reached the ideal state. As for the comprehensive performance ROC and AUC metrics of the classifier, a comparison has been given in the previous section and will not be repeated here.

In the process of predicting student achievement using classification algorithms, the performance of the final classification model is related to not only the criteria of algorithm goodness and split attribute selection, but also the collection of raw dataset and data preprocessing. The key to classifying and predicting student performance is the need to filter out the main attributes that influence student course performance from the attribute characteristics of the raw data, use this influencing factor as a candidate attribute set, and construct a classification prediction model with student test scores as the target variable. It is found that the attribute set of the raw data may not be very comprehensive and may lack some of the main feature attributes; then, the accuracy of the constructed classification model will not be very high. Therefore, the algorithm is not a panacea; there is no perfect algorithm in the world, and perfect data needs to be collected to implement it. Anomalous data in the dataset can also affect the classification accuracy of the model. It affects a single decision tree model more, while integrated combinatorial models are relatively less easy to affect, and it has a strong generalization ability. However, if multiple trees are trained on the same data, it is also easy to get strongly correlated trees, and then the effect is rather bad, which is all related to the choice of the sample set and attribute selection.

3.2. Analysis of Computer Simulation Results. According to the system test case design scheme, the virtual simulation experimental system of “Human Movement Ability Assessment and Fitness Path Design” was tested. 48 test cases were set up and the test report is shown in Table 1.

Among them, 18 user interface test cases, 20 functional test cases, and 10 performance test cases passed the test at a rate of 100%, which shows that the system has passed the application test and can be put into teaching application, as shown in Figure 8.

The interaction of the system is the basic characteristic of virtual simulation experiments. According to the constructivist theory, keeping good interaction in the learning process can effectively stimulate learners’ motivation and enhance the learning effect. Ease of use is an important dimension to evaluate the logic and science of the virtual simulation experimental teaching system in terms of functional design, which can provide important instructions for the design and optimization of the system. Besides, the vivid experimental scenarios and easy-to-use operation
procedures are also beneficial to the efficient operation of the knowledge learning process, which is an effective extension of the traditional experimental sports education.

The usefulness of the system is one of the indicators to evaluate the teaching effect of sports virtual simulation experiments. The goal of sports virtual simulation experiments is to meet the actual needs of sports experimental teaching and improve the teaching effect of the experiments. By evaluating the usefulness of the system, we can clearly understand the learners’ knowledge of virtual simulation experiments, to provide a basis for the assessment of the practical effect and teaching significance of sports virtual simulation experimental teaching system. The motivation of the system is the psychological feedback of the learners after using the virtual simulation experimental system. The high level of motivation indicates that the learners recognize the value of the virtual simulation experiments in terms of learning effect; on the other hand, it also indicates that the system can dig deep into the learners’ learning needs to strengthen their desire for

Figure 6: ROC curve with the main independent variables removed.

Figure 7: Performance comparison of CART and RF classifiers.

| Test cases | Number of questionnaires issued | Number of questionnaires withdrawn | Number of valid questionnaires | Recovery rate (%) | Efficiency (%) |
|------------|---------------------------------|-----------------------------------|------------------------------|------------------|---------------|
| Numbers    | 12                              | 16                                | 20                           | 93.65            | 94.86         |
| Parents    | 14                              | 14                                | 20                           | 87.47            | 86.74         |
| Total      | 14                              | 15                                | 19                           | 88.47            | 85.78         |
learning sports knowledge, which reflects the guiding role of the virtual simulation experiments in sports to the learners. The development of virtual simulation experimental teaching in higher education is an important content of higher education informatization. This paper points out the necessity of virtual simulation experimental teaching according to the experimental practice of higher education in China, analyzes the problems of the current virtual simulation experimental teaching project, and proposes the sustainable development mechanism of virtual simulation experimental teaching project.

The application function and teaching effect of sports virtual simulation experimental teaching are evaluated by a Likert five-point scale and the specific results of statistical analysis are shown in Figure 9. The above results show that the test subjects are highly satisfied with the virtual experiment of “Human Movement Ability Assessment and Fitness Path Design,” with an average score of more than 4, which indicates that the four dimensions of interactivity, usability, usability, and motivation of the system are at a relatively good level, and the system is recognized and praised by the test subjects.

From the evaluation feedback of interactivity, ease of use, usefulness, and motivation, we can see that the system can build a virtual simulation teaching scenario with good interactivity, which enables the test subjects to use the virtual experimental equipment and instruments easily, freely, and fluently to learn and explore sports knowledge independently and improve their sports knowledge, practical application ability, and learning motivation.

In this paper, two decision tree algorithms, ID3 and C4.5, are used to select the same training dataset to construct models of student reporting situations, and then the same test dataset is used to evaluate the performance of these two different models. The best performing algorithm is shown in Figure 10.

The accuracy of the two algorithms was calculated according to the formula for the accuracy assessment index, and Figure 10 shows that the accuracy of C4.5 is significantly higher than that of the ID3 algorithm.
4. Conclusion

In this paper, the CART algorithm is applied to the analysis and prediction of students’ basic information, course test scores, and e-learning platform learning behavior characteristics. In addition, a CART model is constructed based on the improved decision tree algorithm to study the effectiveness of physical education in universities and to study its evaluation model and computer simulation. The CART identifies rules for correlating student learning factors, and some pedagogical strategies can be adjusted, such as the need to have a relatively effective teaching method in the e-learning platform, whether to make it mandatory or set open-ended assignments to guide students’ independent learning. In addition to guiding the importance of foreseeing the building of the profession in terms of student and professional teaching, some degree of assessment of the effectiveness of student learning may be achieved. There are many different methods of data mining, among which decision trees and random forests have a very wide range of applications and practical implications. This is because they are theoretically clear, easy to understand, relatively computationally modest, and highly accurate. In this paper, the application of CART algorithms to the analysis and prediction of the assessment of student effectiveness in physical education is significant.
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