An Epidemic Model on Small-World Networks and Ring Vaccination
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A modified version of susceptible-infected-recovered-susceptible (SIRS) model for the outbreaks of foot-and-mouth disease (FMD) is introduced. The model is defined on small-world networks, and a ring vaccination programme is included. This model can be a theoretical explanation for the nonlocal interactions in epidemic spreading. Ring vaccination is capable of eradicating FMD provided that the probability of infection is high enough. Also an analytical approximation for this model is studied.
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I. INTRODUCTION

Currently, there are some outbreaks of foot-and-mouth disease (FMD) in some developing and European countries. FMD is very infectious for cattle and sheep that are essential source for human food. The outbreaks of FMD cause a high loss in the national income, because export markets are closed for a country once a disease appears in it.

Generally animals do not have natural immunity against FMD. Also, FMD can be transmitted through contacts with infected animals, tools, food and aerosol. So once an infected animal is discovered, one can consider the whole farm is infected. There are some strategies to control an outbreak. Mass vaccination means vaccinating the whole population with a certain rate. But vaccination is expensive and a virus usually has different configurations that require different types of vaccination. Also immunity due to vaccination often vanishes within some months. Therefore, one has to concentrate in vaccinating animals in contact to an infected case. This is called ring vaccination [1,2]. It follows the following procedures:

1. Once an infected case is discovered, the animals at the infected farm are slaughtered.

2. Animals are vaccinated within a ring with a certain radius around the infected farm.

3. A region around the infected farm is closed off.

Ring vaccination always cost less than mass vaccination. Also it has been proven that ring vaccination is more suitable for FMD than mass vaccination [2].

Generally animals live in farms or herds forming clusters. Once a farm is infected, its nearest neighbours become at a high risk of infection. But this does not mean the interaction is just locally. In the 1987/1988 outbreak that occurred near Hannover, Germany [2], first two infected farms were discovered. A mass vaccination programme had been applied. After 3 months, another 2 infected farms were discovered at 18 Km away from the initial outbreak. Some days later, a third infected case was observed at a distance of 8 Km from the initial outbreak. This ensures the presence of nonlocal interaction in the spreading of an outbreak.

Regular graphs can display the clustering property only. On the other hand random graphs [3] can show the nonlocal interactions without clustering. Small-world networks (SWN) [4,5] are shown to combine both local and nonlocal interactions. Also the concept of SWN was applied to many different systems. The results are often closer to the real systems than using regular lattices [6-8].

A coupled map lattice (CML) [9] is a dynamical system with discrete time and space steps and continuous states. It is used to model systems that consists of coupled elements. These systems often display spatiotemporal chaotic behaviour. The concept of CML is used to explain some aspects in many systems in different fields like biology, economics, etc. [9].

There are many mathematical models were suggested to study the epidemic spreading in a population [10-13]. According to the health of each individual, the population is classified to susceptible (S), infected (I) or recovered (R). In this work, we begin by studying a simple SI model on SWN. Then a model describes the epidemic spreading of FMD is suggested. It is an SIRS model [10] defined on SWN and a ring vaccination programme is considered. Also
an analytical approximated model for the epidemic spreading on SWN is generalized to the inhomogeneous case using some concepts of CML.

II. SMALL-WORLD NETWORKS

The concept of SWN [4,5] is proposed to describe social networks. The social networks are characterized by two main properties: clustering and small-world effect. Small-world effect means the average distance between any two vertices is too short in compared with the size of the lattice. Only SWN is shown to satisfy the two properties together [5]. It is a connected 1-dimensional lattice of size $L$, with periodic boundary conditions. Some randomly chosen vertices are joined by some shortcuts to randomly selected other lattice sites. Here we consider shortcuts with length $k = 1$. Let $\phi$ be the average number of shortcuts per bond in the lattice. Hence for large $L$, the probability that two random vertices are connected by a shortcut is $\psi \approx 2k\phi/L$. Naturally the critical concentration of this graph $p_c$ is smaller than that for the ring $p_c = 1$, and this was derived in [11].

Motivated by a simple susceptible-infected (SI) model, the spread of an epidemic in a population with random susceptibility is studied on SWN. This work generalizes that of Moore and Newman [11]. Consider the population occupy the vertices of a SWN of size $L$. Each individual is assumed to have a random susceptibility $1 - p(i)$, such that $p(i) \in (0, 1)$. The propagation rule is:

(i) S-individual $i$ having at least one infected neighbour (shortcutting neighbours are included, if exist) is infected if $p(i) \leq q$, where $q$ is the infection rate.

It is relevant to estimate the number of infected persons in this model as a function of time [14]. Setting $q = 1$ and $p(i) = 0 \forall \ i = 1, 2, \ldots, L$. Hence the number of infected individuals will grow initially as a sphere with surface $\Gamma_1 = 2$, $\Gamma_2 = 2\pi$, $\Gamma_3 = 4\pi$ and so on. This is called the primary sphere. The probability of finding a shortcut is $2\phi\Gamma_1^{d-1}$ per unit time. Once a shortcut is reached a secondary sphere is formed and so on. Hence the total number of infected cases is given by

$$V(t) = \Gamma_d \int_0^t \tau^{d-1} \left[1 + 2\phi V(t - \tau)\right] d\tau. \quad (1)$$

Defining $\bar{V} = 2\phi V$, $\bar{t} = t[2\phi\Gamma_d(d - 1)!]^{1/d}$ and differentiating $d$ times with respect to $\bar{t}$ one gets

$$\frac{\partial^d \bar{V}}{\partial \bar{t}^d} = 1 + \bar{V}.$$

Its solution is

$$\bar{V}(\bar{t}) = \sum_{i=1}^{\infty} \frac{\bar{t}^d}{(d!)}.$$

(2)

In one dimension, one has $\bar{V}(\bar{t}) = \exp(\bar{t}) - 1$, in 2-dimensions $\bar{V}(\bar{t}) = \cosh(\bar{t}) - 1$. For $\bar{t} < 1$, the number of infected individuals grow as a power law $\bar{t}^d/d!$. While for $\bar{t} > 1$, it grows exponentially. The transition occurs at $\bar{t} = 1$ i.e. at $t = 2\phi\Gamma_d(d - 1)!$. This result has an important effect in vaccination policies. It implies that vaccination should be administered as early as possible and with the highest possible ability to avoid reaching the exponential phase. Also immunizing individuals with shortcuts is more efficient than immunizing ordinary individuals.

III. NUMERICAL SIMULATIONS

The susceptible-infected-recovered-susceptible (SIRS) model [10] is more closer to FMD. The transition between the states S, I and R occur according to the following rules:

(i) (Infection): An S-individual having at least one infected neighbour becomes infected in the next time step with probability $q$.

(ii) (Recovery): I-individuals are recovered by a rate $q_3$. 


(iii) (Losing immunity): The recovered individual change to the S-class by a rate $q_2$.

As a mean field approximation, the time rate of $S$, $I$ and $R$ are

$$\frac{dS}{dt} = q_2 R - qSI.$$  

$$\frac{dI}{dt} = qSI - q_3 I.$$  

$$\frac{dR}{dt} = q_3 I - q_2 R.$$  

(3)  

(4)  

(5)  

These equations have two steady states:

$$S_1 = N, \quad I_1 = 0, \quad R_1 = 0.$$  

$$S_2 = \frac{q_3}{q}, \quad I_2 = \frac{q_2}{q_2 + q_3} (N - S_2), \quad R_2 = \frac{q_3}{q_2} I_2.$$  

(6)  

(7)  

To get a positive value for $I_2$, $N$ must be greater than $S_2$. Then the disease can be eradicated if $\frac{Nq}{q_3} < 1$.

This mean field approximation ignores the spatial structure of the lattice, and is valid for the case of global interacting model. But in reality, an outbreak spreads locally with some nonlocal interactions. To combine both local and nonlocal interactions, we define this model on SWN. A 1-dimensional lattice with periodic boundary conditions is assumed. A fraction of $2\phi%$ of its individuals is assumed to interact with a third individual (randomly chosen through the lattice), in addition to the local interaction with the nearest neighbours. Also a ring vaccination programme is included to control the disease propagation. So the following procedure is added to that of the SIRS model:

(Ring vaccination): With a probability $\sigma$, an infected case and its nearest neighbours is changed to the R-state.

The shortcutting neighbours are not included in this step, because they are usually unknowns.

The simulations were carried out on a SWN with $L = 5000$ and $\phi = 0.05$. The shortcutting neighbours are fixed beforehand. The values of $q_2 = 0.2$ and $q_3 = 0.05$ are fixed through the simulations. The value of $q$ is varied $q \in (0, 1)$ and the corresponding smallest $\sigma$ sufficient to eradicate the disease is calculated. The results are averaged over 10 independent runs and given in Fig. (1).

An analytical approximation for the model is given in Appendix A.

IV. CONCLUSIONS

Using SWN is better than using regular or random lattices in modelling the outbreaks of FMD. SWN describe both local and nonlocal interactions.

For a simple SI model defined on SWN: Initially the number of infected individuals grows as a power law, then after a critical value of time, it grows exponentially. So vaccination should be administered as early as possible to avoid reaching the exponential growth.

Ring vaccination is capable of eradicating FMD even for high infection probability.

APPENDIX A: ANALYTICAL CALCULATIONS

Here a model is presented that approximates the epidemic spread on SWN. This model has been used before in different contexts [12,13]. Now it is generalized to the inhomogeneous case. Consider $n$ patches each one contains a certain number of individuals (say animals). In general these patches are not identical. Infection spreads from infected animals within the patch and due to those diffusing from other patches. Then the time rate of the number of infected individuals in the $i$th patch is given by:
\[
\frac{dy_i}{dt} = \lambda_i y_i (1 - y_i) + \mu_i (1 - y_i) \sum_{j \neq i} y_j - \gamma_i y_i. \quad (A1)
\]

The first term represents the infection within the patch with a rate \(\lambda_i\). The second represents the effect of other patches both nearby and far away at a rate \(\mu_i\). The recovery rate is represented by \(\gamma_i\). Since the effect of other patches (second term in Eq. (A1)) is significantly smaller than the first one we expect that \(\mu_i \ll \lambda_i\). Now the disease is eradicated if \(y_i = 0 \forall i = 1, 2, ..., n\). So the stability of this solution is studied. The system (A1) is a kind of CML, so we begin by presenting general stability results for CML. Then it is applied to Eq. (A1).

Typically a 1-dimensional CML is given by

\[
\theta_j^{t+1} = (1 - D)\theta_j^t + \frac{D}{2} \left[ \theta_{j+1}^t + \theta_{j-1}^t \right] + f(\theta_j^t), \quad (A2)
\]
or

\[
\theta_j^{t+1} = (1 - D)f(\theta_j^t) + \frac{D}{2} \left[ f(\theta_{j-1}^t) + f(\theta_{j+1}^t) \right], \quad (A3)
\]

where \(t = 1, 2, ..., n\) and \(j = 1, 2, ..., n\). Consider the following inhomogeneous steady state of the system

\[
\theta_j^t = \alpha_j. \quad (A4)
\]

Linearizing around this solution, the system (A3) becomes

\[
\varepsilon_j^{t+1} = (1 - D)f'(\alpha_j)\varepsilon_j^t + \frac{D}{2} \left[ f'(\alpha_{j-1})\varepsilon_j^{t-1} + f'(\alpha_{j+1})\varepsilon_j^{t+1} \right]. \quad (A5)
\]

A useful result on the eigenvalues of the system (A5) is Gershgorin theorem [15]. It states that the eigenvalues \(\lambda\) of a square matrix \([a_{ij}]\) satisfy \(|\lambda - a_{ii}| \leq \sum_{j \neq i} a_{ij}\), hence

\[
|\lambda| \leq \sum_j a_{ij}. \quad (A6)
\]

Hence the steady state solution (A4) is stable if the following conditions are satisfied

\[
|(1 - D)f'(\alpha_j)| + \left| \frac{D}{2} f'(\alpha_{j+1}) \right| + \left| \frac{D}{2} f'(\alpha_{j-1}) \right| < 1 \forall j = 1, 2, ..., n. \quad (A7)
\]

For the homogeneous case:

\[
\alpha_j = \alpha. \quad (A8)
\]

Then the stability conditions reduce to \(|f'(\alpha)| < 1\). Condition (A7) shows how diffusion may stabilize the system, since if \(f'(\alpha_j) > 1\) and \(f'(\alpha_{j+1}) < 1\). Then Eq. (A7) may be still valid for enough large coupling. The stability conditions for the homogeneous solution (A8) for the system (A2) are

\[
\left| 1 - D \left[ 1 - \cos(\frac{2\pi k}{n}) \right] + f'(\alpha) \right| < 1 \forall k = 0, 1, ..., n - 1. \quad (A9)
\]

Generalizing to the 2-species CML, we get

\[
x_j^{t+1} = (1 - D)f_j^t + \frac{D}{2} \left( f_{j+1}^t + f_{j-1}^t \right), \quad y_j^{t+1} = (1 - D)g_j^t + \frac{D}{2} \left( g_{j+1}^t + g_{j-1}^t \right), \quad (A10)
\]

where \(f_j^t = f(x_j^t, y_j^t)\), \(g_j^t = g(x_j^t, y_j^t)\). Consider the homogeneous steady state \(x_j^t = x_0, y_j^t = y_0\). Linearizing around it, by taking \(x_j^t = x_0 + \varepsilon_j^t\), \(y_j^t = y_0 + \eta_j^t\). Also define the doublet:

\[
\chi_j^t = \begin{bmatrix} \varepsilon_j^t \\ \eta_j^t \end{bmatrix}. \quad (A11)
\]

Then the linearized equations can be written in the following form
\[ \chi_j^t = A_j \chi_j^t + A_{j+1} \chi_{j+1}^t + A_{j-1} \chi_{j-1}^t, \quad (A12) \]
where
\[ A_k = (1 - D) \begin{bmatrix} \frac{\partial f}{\partial x_j} & \frac{\partial f}{\partial y_j} \\ \frac{\partial f}{\partial x_{j-1}} & \frac{\partial f}{\partial y_{j-1}} \end{bmatrix} \] at \((x_0, y_0)\).

This system corresponds to the direct product matrix 
\[ C = A_j \otimes I + A_j \otimes \Sigma + A_j \otimes \Sigma^{-1}, \]

where
\[ \Sigma = \begin{bmatrix} 0 & 1 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 0 & \ldots & 0 \end{bmatrix}. \quad (A14) \]

Thus the steady state of the system (A10) is stable if all the eigenvalues \( \lambda_k \) of the matrix \( A \) satisfy |\( \lambda_k | < 1 \), where
\[ A = A_j + A_{j+1} e^{-2\pi ik/n} + A_{j-1} e^{2\pi ik/n}. \quad (A15) \]

The equations of a CML with delay [16] are given by
\[ x_j^{t+1} = (1 - D) f(x_j^t) + \frac{D}{2} \left[f(y_{j-1}^t) + f(y_{j+1}^t)\right], \quad y_j^{t+1} = x_j^t. \quad (A16) \]

Repeating the above analysis, we obtain that the steady states \( x_j^t = y_j^t = x_0 \) are stable if all the eigenvalues of the following 2 \times 2 matrix \( B = B_j + B_{j+1} e^{-2\pi ik/n} + B_{j-1} e^{2\pi ik/n} \) satisfy \( |\lambda_{j,k} | < 1 \), where
\[ B_j = \begin{bmatrix} (1 - D) f'(x_j) & 0 \\ 0 & 0 \end{bmatrix}, \quad B_{j \pm 1} = \begin{bmatrix} 0 & \frac{D}{2} f'(x_{j \pm 1}) \\ 0 & 0 \end{bmatrix}. \quad (A17) \]

The stability conditions for the inhomogeneous solution (A4) of the 2-species system (A10) is:
\[ (1 - D) \left( \left| \frac{\partial f}{\partial x_j} \right| + \frac{D}{2} \left| \frac{\partial f}{\partial y_j} \right| \right) + \frac{D}{2} \left( \left| \frac{\partial f}{\partial x_{j+1}} \right| + \left| \frac{\partial f}{\partial y_{j+1}} \right| \right) < 1, \quad \forall j = 1, 2, \ldots, n. \quad (A18) \]

For the delayed system (A16), the stability conditions of (A4) is:
\[ (1 - D) |f_j'| + \frac{D}{2} |f_{j+1}'| + \frac{D}{2} |f_{j-1}'| < 1, \quad \forall j = 1, 2, \ldots, n, \quad (A19) \]

where \( f_j' \equiv df/dx_j \).

From the above results, it is straightforward to prove the following proposition:

**Proposition 1**: If local components are stable, then the homogeneous steady state solution of the corresponding CML is stable.

Globally coupled CML are typically given by:
\[ x_j^{t+1} = (1 - D) f(x_j^t) + \frac{D}{n-1} \sum_{k \neq j} f(x_k^t). \quad (A20) \]

The inhomogeneous steady state is stable if
\[ (1 - D) |f'(|\alpha_j|)| + \frac{D}{n-1} \sum_{k \neq j} |f'(|\alpha_k|)| < 1, \quad \forall j = 1, 2, \ldots, n. \quad (A21) \]

Continuous time CML are typically given by:
\[ \frac{d\theta_j}{dt} = f(\theta_j) + g(\theta_{j+1}) + g(\theta_{j-1}). \]  

(A22)

The homogeneous steady state is given by \( \theta_j = \theta_0 \forall j = 1, 2, ..., n \) and \( d\theta/dt = 0 \). Hence \( f(\theta_0) + g(\theta_0) + g(\theta_0) = 0 \), and it is stable if

\[
\text{Re} \left[ f'(\theta) + 2g'(\theta) \cos \frac{2\pi r}{n} \right] < 0, \ r = 0, 1, 2, ..., n - 1. \tag{A23}
\]

Another form of continuous time CML is

\[ \frac{d\theta_j}{dt} = f(\theta_j) + [g(\theta_{j+1}) + g(\theta_{j-1})]h(\theta_j). \]  

(A24)

In this case the steady state is \( f(\theta_0) + [g(\theta_0) + g(\theta_0)]h(\theta_0) = 0 \), and it is stable if

\[
\text{Re} \left[ f'(\theta) + 2h'(\theta)g(\theta) + 2h(\theta)g'(\theta) \cos \frac{2\pi r}{n} \right] < 0, \ r = 0, 1, 2, ..., n - 1. \tag{A25}
\]

Returning to Eq. (A1), the stability of the zero solution is determined by the eigenvalues of the following matrix

\[
A = \begin{bmatrix}
\alpha_1 & \mu_1 & \mu_1 & \cdots & \mu_1 \\
\mu_2 & \alpha_2 & \mu_2 & \cdots & \mu_2 \\
\mu_3 & \mu_3 & \alpha_3 & \cdots & \mu_3 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_n & \mu_n & \mu_n & \cdots & \alpha_n \\
\end{bmatrix}, \ \alpha_i = \lambda_i - \gamma_i. \tag{A26}
\]

For the homogeneous case where all the patches are identical, the parameters are independent of \( i \). Hence the matrix \( A \) is circulant and the largest eigenvalue is \( \lambda - \gamma + \mu \). Therefore if \( \lambda - \gamma < 0 \) and \( \lambda - \gamma + \mu > 0 \), then the disease would have been eradicated locally, but the diffusion term may cause it to persist. This shows the importance of the diffusion term (the long range edges in the case of SWN).

Considering the more realistic inhomogeneous case where the patches are different. Also taking the natural assumption that \( \mu_i \ll \lambda_i \), the matrix \( A \) is studied keeping only up to the second order terms in \( \mu \). Thus the Routh-Hurwitz stability conditions are that all the following determinants are positive:

\[
\Delta_1 = a_1, \ \Delta_2 = \begin{vmatrix} a_1 & 1 \\ 0 & a_2 \end{vmatrix}, \ \Delta_3 = \begin{vmatrix} a_1 & 1 & 0 \\ 0 & a_2 & a_1 \\ a_3 & 0 & a_3 \end{vmatrix}, \ \ldots, \\
\Delta_n = \begin{vmatrix} a_1 & 1 & 0 & \ldots & 0 \\ a_3 & a_2 & a_1 & \ldots & 0 \\ a_5 & a_4 & a_3 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & a_n \end{vmatrix},
\]

where

\[
a_1 = -\sum_i \alpha_i, \ a_2 = \sum_{j \neq i} \alpha_i \alpha_j - \mu_i \mu_j, \ a_3 = -\sum_i \alpha_i \prod_{j \neq i, k \neq i} (\alpha_k \alpha_j - \mu_k \mu_j),
\]

\[
a_4 = \sum_{i,l} \alpha_i \alpha_l \prod_{j \notin \{i,l\}, k \notin \{i,l\}} (\alpha_k \alpha_j - \mu_k \mu_j), \ \ldots,
\]

\[
a_n = (-1)^n \left[ \prod_i \alpha_i - \sum_{i,l} \mu_i \mu_l \prod_{j \notin \{i,l\}, k \notin \{i,l\}} \alpha_k \alpha_j \right].
\]

The effect of ring vaccination is expected to reduce \( \lambda_i \) not \( \mu_i \).
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Figure Caption

Fig. 1: The relation between the infection probability $q$ and the smallest probability $\sigma$ sufficient to eradicate a disease.
