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Abstract

We describe an efficient quantum embedding framework for realistic ab initio density matrix embedding (DMET) calculations in solids. We discuss in detail the choice of orbitals and mapping to a lattice, treatment of the virtual space and bath truncation, and the lattice-to-embedded integral transformation. We apply DMET in this ab initio framework to a hexagonal boron nitride monolayer, crystalline silicon, and nickel monoxide in the antiferromagnetic phase, using large embedded clusters with up to 300 embedding orbitals. We demonstrate our formulation of ab initio DMET in the computation of ground-state properties such as the total energy, equation of state, magnetic moment and correlation functions.

1 Introduction

The ab initio description of strongly correlated electrons in solids is a major challenge, limiting the quantitative understanding of interacting electronic phases, such as the Mott and...
high-temperature superconducting phases. The heart of the difficulty lies in the need to use computational methods that can treat correlated electrons, which usually means a steep computational scaling with system size, as well as treat the thermodynamic limit (TDL), in order to observe distinct phases.

A formal route to extend high-level correlated electron methods to infinite systems is provided by quantum embedding. While there are today a wide variety of techniques termed embedding, we will be concerned with the type of quantum embeddings in condensed phases that historically started with the treatment of defects in solids via the Anderson impurity model, where the interacting impurity site is surrounded by a set of bath orbitals that approximately represent the environment. This impurity idea can be generalized to translationally invariant systems, where the lattice is subdivided into multiple clusters (also termed impurities or fragments) where each is embedded in a self-consistent environment generated by the other impurities. In the embedding treatment, only the solution of the embedded cluster (i.e. the cluster along with its quantum bath) is treated by the high-level correlated method (the impurity solver), while interactions between clusters are treated at a lower level of theory, typically within a single-particle framework such as mean-field.

Dynamical mean-field theory (DMFT) was the first quantum embedding algorithm for periodic systems based on the above self-consistent quantum impurity idea, and has since been extended in many different directions and settings. DMFT is formulated in terms of the one-particle Green’s function, and solving the embedded impurity problem yields a local self-energy that is then used in the single-particle Green’s function description of the periodic lattice. More recently, density matrix embedding theory (DMET) has been proposed as a computationally simpler quantum embedding algorithm, also for a self-consistent quantum impurity, but adopting the one-particle reduced density matrix as the fundamental variable, in conjunction with a static mean-field description of the periodic lattice. Because DMET only requires to compute frequency-independent observables, it is less expensive than DMFT, and in practice, a wider variety of correlated electron methods can be applied to the impurity
problem. A further kind of quantum embedding, density functional (or wavefunction-in-density functional) embedding\textsuperscript{23–31} is also of much current interest. However, this is not usually applied to strongly correlated phases, and thus we do not consider it further here.

In this work, we will focus our attention on the \emph{ab initio} implementation of DMET in periodic solids. While DMET has been successfully applied to compute electronic phase diagrams across a range of strongly correlated lattice models,\textsuperscript{18–22,32–36} the extension of DMET to a practical \emph{ab initio} method for periodic systems remains incomplete. There have been several works on cyclic H and Be ring structures\textsuperscript{37–39} and an early DMET implementation for solids that treated minimal unit cells and small basis sets\textsuperscript{40} (e.g. 2D boron nitride in the 6-31G basis and diamond in a STO-3G basis\textsuperscript{40}). However, such calculations are best considered model \emph{ab initio} calculations in the sense that the basis sets and impurity sizes are too small for quantitative or chemical accuracy. What remains to be developed is a comprehensive computational framework in periodic DMET calculations that can use both large and realistic basis sets, and treat non-trivial cluster sizes or complicated unit cells with many atoms. Describing such a framework is the purpose of the current work.

To establish a practical implementation of \emph{ab initio} periodic DMET, it is worth outlining the similarities and differences between a calculation on a lattice model and a realistic solid. On the one hand, both models and real solids are translationally invariant over cells, and thus for an efficient computational algorithm, \textit{k}-point symmetry should be utilized wherever possible. On the other hand, there are many important differences, i.e. (i) in a realistic solid, one needs to define the impurity basis, and different definitions can vary widely in terms of locality and other properties, (ii) the number of atoms and basis functions per impurity cell can be very large in a realistic system, and (iii) realistic Hamiltonians contain complicated interactions between all the basis functions, including potentially divergent long-range Coulomb terms. Thus, realizing \emph{ab initio} DMET involves both specifying some, in principle, arbitrary choices (such as the choice of impurity orbitals) as well as carrying out efficient implementations of many standard quantum chemistry routines, such as integrals and their
transformations. The latter is also part of the general infrastructure of \textit{ab initio} periodic quantum chemistry. In this work we rely heavily on the periodic computational infrastructure established in the PySCF package\textsuperscript{41–43}, which in fact historically grew out of an effort to implement \textit{ab initio} DMET.

The remainder of the paper is organized as follows. In Sec. 2, we first describe the detailed DMET embedding framework for periodic solids, including the definition of the impurity and lattice basis, the construction of local orbitals, bath truncation, efficient integral transformation, and DMET and charge self-consistency. In Sec. 3, we apply the method to some prototype crystals with realistic basis sets and non-trivial cluster sizes with up to \( \sim 300 \) embedded cluster orbitals, including a 2D hexagonal boron nitride monolayer, 3D crystalline silicon, and the antiferromagnetic (AFM) II phase of NiO. We finish in Sec. 4 with conclusions and remarks.

2 Theory

2.1 DMET Implementation

In this section, we describe the detailed implementation of DMET for \textit{ab initio} calculations in solids, focusing on aspects related to periodic systems that have not been reported in the previous DMET literature. For a general description of the DMET algorithm (and a detailed description of its molecular implementation) we refer readers to Ref. 38.

\textbf{Lattice and impurity localized orbitals.} The infrastructure of \textit{ab initio} mean-field theory uses crystal (Bloch) orbitals and \( \mathbf{k} \)-point quantities, while quantum embedding is naturally formulated in terms of local orbitals and real-space quantities. Thus, we first define a translation from the mean-field computational basis to one appropriate for embedding.

To do so, we construct atom-centered orthogonal local orbitals (LO) \( \{w_i(r)\} \) that define the lattice Hilbert space, which can be cleanly partitioned into a product of impurity Hilbert spaces. Here, we will assume that the mean-field computational basis is a set of crystal atomic
orbitals (AOs) \( \{ \phi^k_\mu(r) \} \) (which constitutes a non-orthogonal basis, with an AO index \( \mu \) and a \( k \)-point index in the first Brillouin zone). It is convenient to first define an intermediate set of local crystal orbitals, \( w^k_i(r) = \sum_\mu \phi^k_\mu(r) C^k_{\mu i} \), (1)

where the notation \( C^{X,Y} \) denotes the transformation from basis \( X \) to basis \( Y \). The real-space LOs in any cell can then be obtained by a Wannier summation over the local crystal orbitals, for example, the LOs at the lattice origin (\( R = 0 \)) are given by

\[
w^R=0_i(r) = \frac{1}{\sqrt{N_k}} \sum_k w^k_i(r).
\] (2)

Expressed in the LOs, the \textit{ab initio} periodic system is isomorphic to a periodic lattice problem, with reciprocal lattice vectors \( k \). We choose a subset of \( \{w_i(r)\} \) to define the impurity. It is natural to choose the impurity to be spanned by LOs in a single unit cell or a supercell, and for definiteness, we choose the cell or supercell at the lattice origin as the impurity.

**Choice of local orbitals.** The next computational task is to specify the coefficients in Eq. 1 that define the LOs in terms of the crystal AOs. There are two strategies to construct orthogonal local orbitals: a \textit{top-down} strategy [transforming from canonical mean-field molecular orbitals (MOs) to LOs] and a \textit{bottom-up} strategy (transforming from the AO computational basis to LOs). The first strategy finds a unitary transformation of the MOs to optimize a metric (such as \( \langle r^2 \rangle - \langle r \rangle^2 \)) that measures the spatial locality of the LOs. Examples of such approaches are the Boys,\textsuperscript{44} Pipek-Mezey (PM)\textsuperscript{45} and Edmiston-Ruedenberg (ER)\textsuperscript{46} methods in molecules, and the maximally localized Wannier function (MLWF)\textsuperscript{47,48} and Pipek-Mezey Wannier function (PMWF)\textsuperscript{49} methods in solids. The top-down scheme can yield more localized orbitals than bottom-up schemes. However, due to the need to carry out an optimization, the disadvantages are also apparent: (i) the procedure can be numerically expensive and one can easily get stuck in a local minimum of the cost function, particularly when constructing a large number of local virtual orbitals; (ii) in the
periodic boundary condition, entangled bands\textsuperscript{50,51} often exist among the high-energy virtual MOs, and special techniques are required; (iii) a false minimum or discontinuity in k-space can lead to non-real orbitals after the Wannier summation in Eq. \textbf{2}, giving a Hamiltonian with complex coefficients in the LO basis, which is incompatible with many impurity solver implementations.

In the bottom-up strategy, one avoids optimization and relies only on linear algebra to construct the LOs. Examples of LOs of this type are the Löwdin and meta-Löwdin orbitals,\textsuperscript{52,53} natural atomic orbitals (NAO)\textsuperscript{54} and intrinsic atomic orbitals (IAO).\textsuperscript{55} Bottom-up methods avoid the difficulties of the top-down strategy: (i) the construction is usually cheap (i.e. suited to producing large numbers of local orbitals); (ii) there is no initial guess dependence or local minimum problem; (iii) the LOs are guaranteed to be real as long as the phases of crystal AOs and other k-space orbitals in the formalism (e.g. the reference crystal AOs used to construct the IAOs) are smooth in k-space. Since we aim to carry out calculations beyond a minimal basis, and thus with many virtual orbitals, we have chosen the bottom-up strategy to avoid difficulties in optimization and non-real Hamiltonian coefficients. In particular, we have adapted the molecular IAO routine to crystal MOs with k-point sampling (see Appendix A) to generate the set of crystal IAOs. The crystal IAOs are valence orbitals that exactly span the occupied space of the mean-field calculation. Note that the number of IAOs is the same as the size of the minimal basis only. To obtain a complete set of LOs that span the same space as the original AO basis (thus making a square rotation matrix $C^{k,\text{AO,LO}}$ in Eq. \textbf{1}) we need to further augment the IAOs with LOs that live purely in the virtual space. Here we choose these additional orbitals to be the projected atomic orbitals (PAO) for non-valence orbitals,\textsuperscript{56} orthogonalized with Löwdin orthogonalization, as originally proposed for local correlation calculations.\textsuperscript{56} The IAOs + PAOs then together span the complete space of AOs and constitute a complete LO basis. A related scheme has previously been used in the molecular DMET calculations.\textsuperscript{38,57}

DMET bath and truncation. The DMET embedded Hilbert space consists of the
impurity LOs and a set of bath orbitals; these together are the embedding orbitals (EOs). We define the bath orbitals in DMET by using the SVD of the mean-field off-diagonal density matrix between the impurity and remaining lattice γ̃R̸=0,

\[ γ̃R̸=0,ij = \sum_i B^{R̸=0}_{ii} Λ̃iV^0_i j. \]  

(3)

where \( B^{R̸=0} \) gives the coefficients of the bath orbitals and we use “∼” above the orbital indices to denote orbitals in the embedding space. The overall projection from the LO basis to the EO basis then has the following form,

\[
C^{R,LO,EO} = \begin{bmatrix}
1 & 0 \\
0 & B^{R̸=0}
\end{bmatrix},
\]

(4)

where the identity block means that the impurity LOs (i.e. the basis defined in Eq. 2) are left unchanged. To transform from the computational crystal AO basis to the embedding orbitals, we multiply two transformations,

\[
C^{k,LO,EO} = \sum_R e^{-iK} R C^{R,LO,EO},
\]

\[ C^{k,AO,EO} = C^{k,LO,EO} C^{k,LO,EO}.
\]  

(5)

Although the DMET bath is formally of the same size as the number of impurity orbitals, the mean-field wavefunction only contains appreciable entanglement between partially occupied LOs on the impurity and corresponding bath orbitals. Very low-lying core and high-energy virtual impurity orbitals thus are not entangled with any bath orbitals. In practice, this manifests as very small singular values \( Λ̃i \) and the corresponding singular vectors (bath orbitals) can vary between different DMET iterations leading to difficulties in converging the DMET self-consistency procedure. To eliminate this instability, we use the procedure previously recommended in molecular DMET calculations. We first partition the impurity
orbitals into core, valence and virtual orbitals, and only carry out the SVD for the impurity valence columns of the off-diagonal density matrix to construct corresponding valence bath orbitals, i.e. the index \( j \) in Eq. 3 can be constrained to the valence orbitals only. Note that when pseudopotentials are used in the calculation, there is no core subspace, and thus no core bath orbitals appear. With this construction, the number of embedding orbitals is reduced from \( 2n_{\text{imp}} \) to \( n_{\text{imp}} + n_{\text{val}} \), where \( n_{\text{val}} \) is the number of valence orbitals, which is smaller than the number of impurity orbitals \( n_{\text{imp}} \), and we recover smooth DMET convergence.

**Constructing the embedding Hamiltonian.** Using the EOs defined above, we can construct the DMET embedding Hamiltonian. The embedding Hamiltonian in the DMET *interacting bath* formalism\(^{37,38}\) takes the form,

\[
\mathcal{H} = \sum_{ij} \tilde{F}_{ij} \tilde{c}^\dagger_i \tilde{c}_j - \mu \sum_{i \in \text{imp}} \tilde{c}^\dagger_i \tilde{c}_i + \frac{1}{2} \sum_{ijkl} (\tilde{c}^\dagger_i \tilde{c}^\dagger_j) (\tilde{c}_k \tilde{c}_l) c^\dagger_k c_l c_c^\dagger_j. \tag{6}
\]

Besides the normal one- and two-particle terms, a chemical potential \( \mu \) is added to the impurity Hamiltonian so that the number of electrons on the impurity is constrained to be precisely correct. An alternative choice is the DMET *non-interacting bath* formalism.\(^{38}\) In this case, the two-particle interactions are restricted to the impurity orbitals, and interactions on the bath are mimicked by adding the correlation potential to the bath. For further details, we refer to Ref. 38. In this work, we primarily use the interacting bath formalism, and only briefly consider the non-interacting bath formalism for comparison.

To obtain the coefficients of the embedding Hamiltonian, we first transform the Fock matrix from the AOs to the EOs,

\[
F^{0,\text{EO}} = \frac{1}{N_k} \sum_k C^{k,\text{AO,EO}} \dagger F^{k,\text{AO}} C^{k,\text{AO,EO}}, \tag{7}
\]

where \( F^{k,\text{AO}} \) is the Fock matrix in the periodic mean-field calculation. [Note that regardless of the mean-field orbitals used (i.e. Hartree-Fock or DFT), the Fock matrix refers to the Hartree-Fock one-particle Hamiltonian, *not* the Kohn-Sham Hamiltonian]. To eliminate
double counting, we subtract the contribution of the embedding electron repulsion integrals (ERIs, see below for their construction) from the transformed Fock matrix $F^{\text{0,EO}}$ in Eq. 7,

$$
\tilde{F}_{ij} = F^{\text{0,EO}}_{ij} - \left[ \sum_{kl} \left( \tilde{\gamma}_{ik} \gamma_{lk} - \frac{1}{2} \left( \tilde{\gamma}_{ik} \gamma_{lk} \right) \right) \right],
$$

where $\gamma$ is the density matrix rotated to the embedding basis.

The construction and integral transformation of the two-particle ERIs of the embedding orbitals can be computationally expensive. A significant reduction in cost is obtained by using density fitting. Density fitting defines the 4-center ERIs in terms of the 3-center ERIs. In the presence of $k$ symmetry, this takes the form

$$
(\mu \nu | k \kappa \lambda) \approx \sum_L (\mu \nu | L) (L | k \kappa \lambda),
$$

where $L$ is the auxiliary basis and only three $k$ indices are independent. There are many choices of auxiliary basis and here we will mainly use Gaussian density fitting (GDF), where $L$ is a set of chargeless Gaussian crystal orbitals, with the divergent part of the Coulomb term treated in Fourier space. [We discuss plane-wave density fitting (FFTDF) in Appendix B]. $L$ has an implicit $k$ dependence in Eq. 9. This means the 3-center integral $(L | k_k \nu k_{\nu})$ is more precisely written as $(L | k_k \nu k_{\nu})$, where $k = k_k - k_{\nu} + n \mathbf{b}$ due to momentum conservation ($n \mathbf{b}$ is integer multiple of reciprocal lattice vectors). We construct the embedding ERIs starting from the GDF 3-center integrals according to Algorithm 1. In this algorithm, the

**Algorithm 1** Pseudocode for the embedding ERI transformation with GDF.

1: for all $k_L$ do
2:     for $(k_k, k_{\nu})$ that conserves momentum do
3:         Transform $(L | k_k \nu k_{\nu})$ to $(L | k_k \nu)k_{\nu}$ by $C^{k,\text{AO,EO}}$ \hspace{1cm} $\triangleright$ k-AO to k-EO
4:         $(L | 0i0j) = + \frac{1}{N_k} (L | k_k \nu k_{\nu})$ \hspace{1cm} $\triangleright$ FT to the reference cell $R = 0$
5:     end for
6:     $\tilde{\gamma}_{ij} = + \frac{1}{N_k} \sum_L (0 \nu 0j | L) (L | 0k0l)$ \hspace{1cm} $\triangleright$ Contraction for the embedding ERI
7: end for
final contraction step scales as \( O(n_k n_L n_{EO}^4) \) while the transformation step (\( k\)-AO to \( k\)-EO) scales as \( O(n_k^2 n_L n_{AO} n_{EO}^2) \). If the number of \( k\)-points is not too large, the contraction is the rate determining step. It is noteworthy that the scaling with respect to \( k\) is only linear (contraction) and quadratic (transformation). As an example, the embedding ERIs of a \( 3 \times 3 \times 1 \) cluster of boron nitride (GTH-DZVP basis and a \( 6 \times 6 \times 1 \) mean-field lattice corresponding to transforming 936 crystal AOs to 306 embedding orbitals) can be constructed in about 200s using 28 cores. The largest objects during the calculation are the final set of ERIs \( \langle \tilde{i} \tilde{j} | \tilde{k} \tilde{l} \rangle \) and the AO density fitting integral \( (L|\mu |k\nu) \). The latter is stored on disk and loaded into memory blockwise to further reduce the required memory. Finally, we note that if the impurity solver supports density fitting without requiring explicit ERIs, the contraction step in Algorithm 1 can be omitted.

**DMET and charge self-consistency.** A key component in the DMET description of phases and order parameters is the imposition of self-consistency between the “high-level” (HL) embedded wavefunction and the “low-level” (LL) mean-field description. We matched the correlated one-particle density matrix \( \gamma \) from the impurity solver and the mean-field one-particle density matrix by minimizing their Frobenius norm difference with respect to the correlation potential \( u \),

\[
\min_u \sum_{ij \in EO} \left[ \gamma_{ij}^{LL}(u) - \gamma_{ij}^{HL} \right]^2,
\]

where the indices \( i, j \) loop over all embedding orbitals. Other choices of cost function are also possible, e.g. only matching the impurity\(^{37,38}\) or diagonal part\(^{19}\) of the density matrix. However, we only consider full matching in this work. With large basis sets, the number of parameters in \( u \) can be very large. To reduce the degrees of freedom in the numerical optimization, we can add \( u \) only to a subset of orbitals, e.g. the valence orbitals. With a small set of parameters, the optimization problem can be easily solved, e.g. by a conjugate gradient algorithm.

In an *ab initio* DMET calculation, an additional layer of self-consistency appears associated with the non-linear *ab initio* lattice mean-field calculation [this is sometimes referred
to as charge self-consistency (CSC) in DMFT calculations\textsuperscript{59–62}. In our implementation, the AO-based Fock matrix $F^{k,\text{AO}}$ is updated at the beginning of each DMET cycle, using the improved DMET mean-field density matrix from the previous iteration, which reflects the response of the mean-field density (matrix) to the DMET local correction. We always perform CSC in our calculations unless specified otherwise.

We finally note that the LOs, in principle, can be redefined based on the new mean-field MOs at each DMET iteration. However, we do not consider such an update in the current work. Instead, we only determine the LOs at the beginning of the calculation and keep the LOs fixed in the following DMET self-consistency loops. This choice introduces a small dependence on the initial orbitals (e.g. using HF- or PBE-MOs to define the LOs). However, it is usually reasonable to assume that the LOs do not change significantly during the embedding self-consistency.

### 2.2 Computational Details

We consider three prototypical solids: a 2D hexagonal boron nitride monolayer (h-BN), crystalline silicon (Si) and nickel monoxide (NiO). The lattice parameters are taken from experiment: $a = 2.50\text{Å}$ for the BN monolayer\textsuperscript{63} (with 20.0Å vacuum to eliminate fictitious interactions between mirrors); $a = 5.43053\text{Å}$ for Si,\textsuperscript{64} and $a = 4.17\text{Å}$ for NiO.\textsuperscript{65} To target the AFM-II state, the minimal unit cell of NiO is chosen as the rhombohedral cell that contains two formula units of NiO. We summarize the computational parameters for DMET below.

**Mean-field calculations.** All mean-field calculations were performed using the PySCF package\textsuperscript{41} with Hartree-Fock or DFT [Perdew-Burke-Ernzerhof (PBE) functional\textsuperscript{66}]. GTH pseudopotentials\textsuperscript{67,68} were used to replace the sharp core electron density, with corresponding GTH-DZVP ($2s2p3s3p3d$ AOs for B and N, and $3s3p3d4s4p$ AOs for Si) and GTH-DZVP-MOLOPT-SR ($3s3p3d4s4p4d4f5s$ AOs for Ni, and $2s2p3s3p3d$ AOs for O) basis sets\textsuperscript{69} used to represent the valence electrons. Gaussian density fitting was used to compute the two-electron integrals.\textsuperscript{43} The GTH-SZV (h-BN and Si) and GTH-SZV-MOLOPT-SR (NiO) basis
functions were used as the reference free-atom AOs to construct the IAOs. In the mean-field calculations used to derive the embedding Hamiltonian and in the DMET self-consistency, we sampled the Brillouin zone with a Γ centered mesh chosen so as to be able to fit unit multiples of the DMET impurity supercell. These included a $6 \times 6 \times 1$ mesh for BN, and a $4 \times 4 \times 4$ mesh for Si and NiO. Larger meshes were used in independent estimates of the mean-field TDL for BN (up to $12 \times 12 \times 1$) and Si (up to $8 \times 8 \times 8$). All mean-field calculations were converged to an accuracy of better than $10^{-10}$ a.u. per unit cell. In the case of Hartree-Fock energies, all energies included the leading-order exchange finite-size correction (probe-charge Ewald, $^{70,71}$ \texttt{exxdiv=ewald} in PySCF). Note that the above correction applies to all DMET energies as these use the Hartree-Fock expression for the mean-field energy even when density functional orbitals are used.

**Impurity solver.** We used coupled cluster singles and doubles (CCSD) $^{72}$ as an impurity solver, as implemented in PySCF, $^{41}$ which is able to treat a large number of orbitals efficiently. In NiO where DMET self-consistency produced symmetry breaking, we used unrestricted CCSD (UCCSD). The CC density matrices were obtained from the CC Λ equations. $^{73}$ The CC energies were converged to $10^{-8}$ a.u..

**DMET self-consistency.** For BN and NiO, the correlation potential $u$ was added to only the valence orbitals and for Si, $u$ was added to all impurity orbitals as this gave smoother DMET convergence. We carried out CSC calculations for all three systems, and included additional non-CSC results of NiO for comparison. The convergence criterion on the DMET self-consistency was chosen such that the maximal change of an element in $u$ was less than $5 \times 10^{-5}$ a.u., which corresponded roughly to an energy accuracy of better than $1 \times 10^{-5}$ a.u.
3 Results and Discussion

3.1 2D Boron Nitride

We first study the behavior of DMET on a 2D boron nitride monolayer. In a GTH-DZVP basis, BN has a unit cell of 2 atoms, with 2s2p AOs on each atom giving 8 valence orbitals per cell, and 3s3p3d AOs on each atom providing 18 higher-energy virtual orbitals per cell. We illustrate the valence IAOs of boron in BN in Fig. 1(a). As expected, the IAOs of boron are quite local, retaining their original AO character but with some slight polarization to reflect the mean-field solution in the crystal environment. The bath orbital density is plotted in Fig. 1(b) (we only show the total density summed over the bath orbitals here, since the embedded problem only depends on the linear span of the bath). It is clear that the bath orbitals are localized around the impurity cluster and give an effective representation of the remainder of the boron nitride crystal. In particular, the bath orbitals serve to terminate the dangling bonds on the impurity boundary, thus turning the embedding problem into a closed-shell

Figure 1: Impurity orbitals and bath density of BN used in the DMET calculations. The boron and nitrogen atoms are colored pink and blue respectively. (i) Impurity valence orbitals associated with one boron atom (IAOs from boron). (ii) Bath orbital density coupled to the first reference cell.
one at the mean-field level. The impurity valence orbitals and bath orbitals pictured here, together with the impurity virtual orbitals (not shown), constitute the embedding orbitals.

We computed total energies (per cell) from DMET for different cluster sizes, $1 \times 1$, $2 \times 2$ and $3 \times 3$. We compare these total energies to those from $k$-sampled periodic CCSD ($k$-CCSD) extrapolated to the TDL, see Fig. 2. The reference TDL $k$-CCSD energy is the sum of the extrapolated HF energy using a large $k$-mesh (up to $12 \times 12 \times 1$, extrapolating with the form $n_k^{-1}$ after using the Ewald exchange divergence correction$^{70,74}$) and the extrapolated $k$-CCSD correlation energy using a smaller $k$-mesh (up to $6 \times 6 \times 1$, extrapolating with the form $n_k^{-1}$). Compared to the TDL reference energy, even using the smallest ($1 \times 1$) cluster, DMET gives an accurate total energy that captures about 95% of the correlation energy. Extrapolating over the DMET cluster size (using the surface to volume form $N_c^{-1/2}$, where
$N_c$ is the cluster size) further improves the accuracy by about 1-2% in the correlation energy. The one-shot DMET result (i.e. without DMET self-consistency) is less accurate than the self-consistent one by $\sim 8$ mHartree (3% of the correlation energy), showing the contribution of self-consistent matching between the high-level calculation and the low-level mean-field calculation. We note that self-consistency is generally not very important in non-magnetic weakly-correlated systems, as there are no symmetry broken phases to be generated by DMET, and only provides a modest quantitative correction to the observables.

Compared to small $N \times N \times 1$ $k$-mesh CCSD energies, the DMET total energies are more accurate for the $1 \times 1$ and $2 \times 2$ cluster sizes, but less accurate for the $3 \times 3$ case. The error in the total energy can be separated into two sources, (i) the error in the mean-field energy and (ii) the finite size error in the many-body correlation energy. For embedding methods like DMET, the error from the first source is (largely) eliminated. Thus, as shown in Fig. 2, the DMET total energy is good even for a small cluster size. In the CCSD calculation, however, the error from (i) is large for small clusters, and therefore, a potentially better recipe for the total energy is to sum the extrapolated HF energy and the correlation energy from the small-cluster calculation. In the lower panel of Fig. 2, we see that the correlation energy $E_{\text{corr}}$ of CCSD, which relies on the above error cancellation, is already very accurate for the $2 \times 2$ cluster and is better than that of DMET for this cluster size. It is then worth analyzing the source of errors in the small cluster DMET correlation energy. One source is the lack of embedding of the non-valence virtual orbitals, which are localized to the reference cell with the periodicity of the large DMET mean-field lattice, not the periodicity of the impurity (as in the $k$-CCSD calculation). The advantages of DMET in the current implementation thus manifest when the predominant correlation is within the valence space itself (which is fully embedded) as is typical of strong correlations, rather than primarily involving excitations to non-embedded, non-valence, virtual orbitals as in this system. One way to diminish the boundary effect on the DMET non-valence virtuals is to evaluate the energy from the central part of the supercell, for which the surrounding atoms effectively provide a bath for
the virtuals. We find then that the energy evaluated using the central cell of the embedded cluster covers 103.8% of the correlation energy (using the preceding $3 \times 3$ cluster calculation) or 100.1% (if no chemical potential fitting is used), which is better than that obtained by direct energy evaluation using the entire embedded cluster. It may be possible to further reduce this boundary error using the dynamical cluster approximation formulation of DMET (DCA-DMET)\textsuperscript{22} or bootstrap embedding.\textsuperscript{75–77}

We finally consider DMET results obtained using the non-interacting bath (NIB), as also shown in Fig. 2. We see that although the extrapolation is quite systematic, the accuracy is worse than that of the interacting bath for all three cluster sizes. This result is generally found in chemical systems with long-range Coulomb interactions, as the interacting bath carries some information about the inter-cluster interactions. However, the NIB formalism has the potential computational advantage that the construction of the NIB embedded Hamiltonian is cheaper than the IB one, since only the impurity part of the two-particle Hamiltonian is needed. In addition, the correlation potential can be used to mimic the effect of the long-range Coulomb contributions to the Fock matrix. This makes the NIB scheme an interesting possibility in large systems.

### 3.2 Bulk Silicon

We next test the ability of DMET to describe the structural properties of bulk Si. We performed a series of calculations on different primitive cell volumes and fitted the relative total energy $E$ as a function of the volume $V$ using the Birch-Murnaghan (B-M) equation of state (EOS),\textsuperscript{78,79} from which the equilibrium volume and bulk modulus can then be determined. To obtain accurate results for the TDL, we considered three clusters of different shapes: a $1 \times 1 \times 1$ primitive cell (2 Si atoms), a conventional diamond cubic cell (8 Si atoms) and a $2 \times 2 \times 2$ supercell (16 Si atoms). We performed the extrapolation with respect to cluster volume $V_c$ using

$$E(V_c) = E(\infty) + a_0 V_c^{-1/3} + \cdots$$  \hspace{1cm} (11)
Table 1: Equilibrium volume of the primitive cell \( V_0 \) and bulk modulus \( B_0 \) of silicon from different approaches. The extrapolated values are from the linear fit of \( 1 \times 1 \times 1 \) and \( 2 \times 2 \times 2 \) results. The CCSD results are taken from Ref. 42. Experimental \( V_0 \) is from Ref. 64 and the \( B_0 \) is from Ref. 80 with zero-point correction.

| Methods  | \( V_0 \) [\( \text{Å}^3 \)] | \( B_0 \) [GPa] |
|----------|-------------------------------|----------------|
| HF       | extrap. 40.30                 | 107            |
| DMET     | \( 1 \times 1 \times 1 \) 42.83 | 87.9           |
|          | cubic cell 41.90               | 88.5           |
|          | \( 2 \times 2 \times 2 \) 41.26 | 91.1           |
|          | extrap. 39.69                 | 99.0           |
| CCSD     | \( 3 \times 3 \times 3 \) 39.21 | 103            |
| Expt.    |                               | 101            |

From the table, we see that the equilibrium volume of DMET using the \( 1 \times 1 \times 1 \) cluster deviates from the experimental value by 7%. The error from the smallest impurity cluster is thus larger for Si than for BN. This is because Si has a much smaller band gap and thus less local correlation involving the non-valence space. However, the results improve rapidly when increasing the size of cluster. To illustrate this, we show the EOS curves for different cluster sizes in Fig. 3. It is clear that the \( 1 \times 1 \times 1 \) curve is shifted to larger volume compared to experiment or CCSD. Increasing the cluster size systematically shifts the curve back towards experiment, resulting in a very small relative error of 0.9% for \( V_0 \) for the extrapolated curve. The extrapolated bulk modulus \( B_0 \) also agrees well with the experimental value. The accuracy achieved by extrapolated DMET is thus comparable to that of k-CCSD in a full \( 3 \times 3 \times 3 \) periodic calculation.

### 3.3 Nickel Monoxide

We now demonstrate the ability of DMET to treat a more strongly correlated problem by considering a typical transition metal compound, NiO. Below the Néel temperature, NiO displays an antiferromagnetic (AFM) phase with a staggered magnetization along the [111]
direction (the so-called AFM-II phase). Although DFT (with PBE) and HF do predict spin-polarization, it is known that DFT often underpolarizes while HF often overpolarizes antiferromagnetic states. To avoid such biases in the DMET calculation, we embed the DMET calculation in an initial unpolarized mean-field state. We constructed the unpolarized mean-field state by using the orbitals obtained from the spin-averaged Fock matrix of an unrestricted Hartree-Fock or DFT calculation. We use the spin-averaged Fock matrix for convenience because without finite-temperature smearing, the restricted calculations either have difficulty converging due to the metallic nature (DFT) or exhibit an unphysical symmetry breaking of the density between the symmetry-equivalent nickel atoms (HF). The spin-averaged Fock matrix is similar to the restricted one with smearing but exactly preserves the symmetry between the two nickel atoms. We denote DMET calculations based on the spin-averaged mean-field orbitals by DMET@Φ_{RHF} (DMET@Φ_{RPBE})*, where “*” means the restricted orbitals are actually from the spin-averaged unrestricted Fock matrix rather than a real restricted one.

The spectrum of such a spin-averaged Fock matrix is gapless. After adding an initial DMET correlation potential, e.g. taken from the local part of the UHF polarized potential,
the system becomes gapped and $S^2$ symmetry is broken. Without CSC, the final DMET mean-field gap is $\sim 3$ eV and with CSC, the DMET mean-field gap is $\sim 10$ eV, closer to the Hartree-Fock mean-field gap ($\sim 12$ eV). It should be emphasized that although the band gap from the DMET lattice mean-field reflects the insulating nature of the system, its value does not correspond to the true fundamental gap of the system. Even if the density from the impurity solver were exact and the matching between density matrices were perfect, the mean-field gap is not exact due to the derivative discontinuity contribution, similar to the Kohn-Sham gap obtained from an optimized effective potential (OEP) calculation.

The ground state charges and local magnetic moments of NiO from DMET starting from different initial mean-fields (spin-averaged HF and PBE) are summarized in Table 2. Assignment of local observables to different atoms (population analysis) was performed using the IAOs + PAOs and the density matrix from the CC impurity solver. We also include Table 2: Local charge (in e) and magnetic moment (in $\mu_B$) of NiO from different methods. The values on Ni (O) are averaged from the two Ni (O) sites in the primitive cell. We include the DMET results from different starting orbitals ($\Phi_{\text{RHF}}^*$ and $\Phi_{\text{RPBE}}^*$), with / without charge self-consistency (CSC). The experimental data is taken from Ref. 65,83,84.

| Methods       | $\rho_{\text{Ni}}$ | $m_{\text{Ni}}$ | $m_{\text{O}}$ |
|---------------|---------------------|-----------------|----------------|
| HF            | 1.42                | 1.86            | 0.000          |
| PBE           | 1.02                | 1.42            | 0.000          |
| DMET@$\Phi_{\text{RHF}}^*$ w/o CSC | 1.32 | 1.77 | 0.018 |
| DMET@$\Phi_{\text{RPBE}}^*$ w/o CSC | 1.27 | 1.74 | 0.017 |
| DMET@$\Phi_{\text{RHF}}^*$ w/ CSC | 1.37 | 1.81 | 0.001 |
| DMET@$\Phi_{\text{RPBE}}^*$ w/ CSC | 1.35 | 1.78 | 0.000 |
| Expt.         | 1.70-1.90           |                 |                |

unrestricted HF, PBE results for comparison.

First, we observe clear charge transfer from Ni to O in all methods. Among them, HF gives the largest ionic character while PBE smears out the charge and predicts the smallest charge transfer. The DMET results from different starting orbitals and CSC conditions are between these two limits and are relatively close to each other. The DMET results with CSC (starting from HF and PBE) are particularly close to each other as the inter-cluster part of
density matrix is updated using information from the high-level embedded calculation. In fact, in the case of CSC, the only effect of the initial choice of orbitals in DMET on the final result comes from the different definition of the local orbitals.

Compared to the experimental estimate of the magnetic moment, unrestricted Hartree-Fock gives a Ni magnetic moment at the high-end of the experimental range, while PBE severely underestimates the magnetic moment. DMET yields results independent of the starting orbitals with a moment that agrees well with experiment. To illustrate the AFM distribution in NiO, we plot the spin density distribution in the (001) plane of NiO in Fig. 4. In the figure, the $\alpha$- and $\beta$- spin planes alternately appear along the diagonal direction,

![Image](image.png)

Figure 4: Spin density $\rho_\alpha - \rho_\beta$ on the (001) plane of NiO from DMET@$\Phi_{\text{RHF}}^*$ with charge self-consistency.

showing a clear AFM pattern. In particular, the spin density on Ni is in the shape of the $d_{x^2-y^2}$ orbital, indicating that its occupation is asymmetric with respect to the $\alpha$ and $\beta$ electrons. In fact, the $t_{2g}$ orbitals are almost fully occupied ($\sim 5.97 \, e$ in our population analysis), and the $e_g$ orbitals ($d_{x^2-y^2}$ and $d_{z^2}$) are occupied only in one spin sector ($\sim 1.99 \, e$), and roughly empty in the other ($\sim 0.19 \, e$). The local magnetic moment on Ni therefore mainly comes from the contribution of the $e_g$ electron density, as expected from crystal field theory. The density on oxygen is in the shape of a $p$ orbital and is polarized according to its orientation relative to Ni. The average polarization on oxygen should be close to zero due to
symmetry. As shown in Table 2, the magnetic moments on oxygen from DMET (especially with CSC) are indeed close to zero.

We now take a closer look at the spin-spin correlation in NiO. To this end, we evaluate the spin-spin correlation function between the two nickels in the unit cell,

\[ \sum_{i \in \text{Ni}_1, j \in \text{Ni}_2} \langle S_i \cdot S_j \rangle = \sum_{i \in \text{Ni}_1, j \in \text{Ni}_2} \sum_{a=x,y,z} \langle S^a_i S^a_j \rangle, \]

(12)

where \( i \) and \( j \) are the indices of LOs located on the first and second Ni respectively. In the DMET@\( \Phi^*_\text{RHF} \) calculation with charge self-consistency, the expectation value is \(-0.8147\), where the minus sign arises from the AFM correlation between the spins of two nickels. This value, however, is very close to the product \( \langle S^z \rangle \langle S^z \rangle = -0.8149\). In addition, the spin non-collinear contributions (\( \langle S^x S^x \rangle \) and \( \langle S^y S^y \rangle \)) are almost zero (note that the calculation spontaneously chooses a \( z \) magnetization axis due to the initial unrestricted Hartree-Fock reference or form of the correlation potential). All these features suggest that the ground-state of the AFM spin lattice in NiO is close to that of a classical Ising model, rather than a quantum one. Our results are consistent with experimental measurements on the critical behavior of the magnetic phase transition in NiO,\(^75\)–\(^87\) where the critical exponents are found to be very close to those of the 3D Ising model.

In the above results, we found that the DMET order parameters are insensitive to the initial mean-field orbitals, due to the DMET self-consistency. As discussed in section 2.1, this self-consistency contains two different contributions: self-consistency of the DMET correlation potential (expressed along the cluster blocks of the mean-field lattice Hamiltonian) and charge self-consistency of the mean-field Fock operator (for the off-diagonal blocks of the mean-field lattice Hamiltonian). To show the robustness of the self-consistency with respect to the correlation potential guess and the relative magnitude of these two contributions, we show the convergence of the local magnetic moment of Ni with respect to the number of iterations in Fig. 5 (for initial restricted orbitals from a spin-averaged Fock matrix \( \Phi^*_\text{RHF} \)).
with two different initial guesses for the correlation potential: the strongly polarized UHF potential, and a weakly polarized potential equal to the UHF potential scaled by a factor 0.1, both with and without charge self-consistency. From the figure, we see that starting from

Figure 5: The convergence of the magnetic moment on Ni from different initial correlation potentials. Upper panel: DMET@Φ∗RHF without CSC using different initial guesses: UHF potential (strongly polarized) or UHF potential scaled by 0.1 (weakly polarized). Lower panel: The same as the upper panel but with CSC.

different initial guesses for the correlation potential, the magnetic moments from non-self-consistent (i.e. one-shot) DMET (the 0th iteration in Fig. 5) can be very different. However, after only 1 step, the magnetic moments are significantly improved. Eventually, the magnetic moments from the two guesses converge to a very similar value, showing that the DMET self-consistency effectively removes the initial correlation potential guess dependence. The picture with and without charge self-consistency is very similar, showing that the DMET correlation potential is the main factor controlling the local order parameter. Note that in Fig. 5, the LOs are the same (based on Hartree-Fock) for all calculations and hence there is no initial LO dependence.
4 Conclusions

In this paper, we described an \textit{ab initio} quantum embedding scheme for density matrix embedding calculations in solids, focusing on the practical implementation choices needed for an efficient computational scheme. Our tests on the BN, Si, and NiO systems, that span a range of electronic structure, demonstrate that our implementation can handle both realistic unit cells and basis sets. The strengths of DMET are most visible in the simulations of NiO, where the wide spread in magnetic behavior generated by different mean-field approximations is almost entirely removed in the subsequent DMET calculation. In more weakly correlated systems, more work is needed to improve the quantitative accuracy of DMET arising from the treatment of excitations to non-valence orbitals, which are not fully embedded in our scheme. Overall, however, our results lead us to be optimistic that this computational framework provides a means to realize \textit{ab initio} calculations on interesting correlated solids using density matrix embedding theory. Much of the computational framework can be reused also to realize \textit{ab initio} dynamical mean-field theory (DMFT) in solids, and elsewhere, we report the results of such a scheme.\textsuperscript{88}
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### A  k-adapted IAO and PAO

The key ingredients for IAO construction are the occupied MOs \( \{ |\psi_m \rangle \} \) and two sets of bases, \( B_1 \) and \( B_2 \). Concretely, \( B_1 \) is the normal AO basis used in the mean-field calculation (labeled by \( \mu, \nu, \cdots \)) and \( B_2 \) is the reference minimal basis set (labeled by \( \rho, \sigma, \cdots \)). \( B_1 \) usually contains the space of \( B_2 \) and the extra part reflects the polarization. The goal of IAO construction is to obtain a set of AO-like orbitals that contains the occupied space but has the size of the small basis set \( B_2 \). To achieve this, we first define the depolarized MOs \( \{ |\psi_m \rangle \} \) by projecting the MOs to \( B_2 \), then back to \( B_1 \),

\[
|\psi_m \rangle = \text{orth}(P^{B_1} P^{B_2} |\psi_m \rangle),
\]

where \( P \) is the resolution of identity (or projector) of AOs, e.g.

\[
P_{\mu\nu}^{B_1} = \sum_{\mu\nu} |\phi_{\mu} \rangle S_{\mu\nu}^{B_1} \langle \phi_{\nu} |.
\]

Using the depolarized MO projector \( \bar{O} \equiv \sum_m |\psi_m \rangle \langle \psi_m | \), we can split the \( B_2 \) set into occupied \( (\bar{O} |\phi_\rho \rangle \) and virtual spaces \( (1 - \bar{O}) |\phi_\rho \rangle \). The IAOs \( \{ |w_i \rangle \} \) are obtained by further projecting these two subspace bases onto their polarized counterparts \( (O \equiv \sum_m |\psi_m \rangle \langle \psi_m | \) and \( 1 - O \) \) and applying Löwdin orthogonalization,

\[
|w_i \rangle = \text{orth}\{ [O\bar{O} + (1 - O)(1 - \bar{O})] |\phi_\rho \rangle \}.
\]

In periodic systems, the quantities in the above equations should be understood to carry \( k \) labels, e.g. \( |\phi_{\mu} \rangle \to |\phi_{\mu}^k \rangle \) is a crystal AO, and \( S^{B_1} \to S^{k,B_1} \) is the corresponding overlap matrix. These quantities are already evaluated in the mean-field calculations. The only thing we need additionally is the overlap matrix between basis \( B_1 \) and \( B_2 \), which can be
evaluated directly,

\[
S^{k_{B1}, B2}_{\mu \rho} = \int d\mathbf{r} \sum_{\mathbf{T}} e^{i\mathbf{k} \cdot \mathbf{T}} \phi_{\mu}^*(\mathbf{r}) \phi_{\rho}(\mathbf{r} - \mathbf{T}),
\]

where the summation is over the periodic images \( \mathbf{T} \). After the IAOs are constructed, the \( \mathbf{k} \)-adapted PAOs are obtained by projecting out the IAO components from the AOs at each \( \mathbf{k} \)-point.

**B Embedding ERI construction with FFTDF**

The embedding ERIs can also be constructed from FFTDF, which uses the fast Fourier transform to represent the Coulomb kernel and to expand the AO pairs. In such a case, \( L \) in Eq. 9 is a set of planewaves \( \{ \mathbf{G} \} \),

\[
(\mu \mathbf{k}_\mu, \nu \mathbf{k}_\nu | \kappa \mathbf{k}_\kappa, \lambda \mathbf{k}_\lambda) \approx \Omega^2 \sum_{\mathbf{G}} (\mu \mathbf{k}_\mu, \nu \mathbf{k}_\nu | \mathbf{G}) \frac{4\pi}{\Omega |\mathbf{q} + \mathbf{G}|^2} (\mathbf{G} | \kappa \mathbf{k}_\kappa, \lambda \mathbf{k}_\lambda),
\]

where \( \Omega \) is the volume of the unit cell, \( \mathbf{q} \equiv \mathbf{k}_\mu - \mathbf{k}_\nu \) and only three \( \mathbf{k} \)s are independent. Similarly to the algorithm for GDF, the AO-to-EO transformation can be performed on the 3-index quantities. The procedure is described in Algorithm 2.
Algorithm 2 Pseudocode for embedding ERI transformation with FFTDF.

1: for all q do
2:   for \((\kappa, \lambda)\) that conserves momentum do
3:     Transform \((r|i\kappa\lambda)\) to \((r|i\kappa\lambda)\) by \(C^{k,\text{AO,EO}}\) \(\triangleright k\)-AO to \(k\)-EO
4:     \((r|0i\lambda)\) \(\leftarrow\) \(\frac{1}{N_k}(r|i\kappa\lambda)\) \(\triangleright\) FT to the reference cell \(R = 0\)
5:   end for
6:   Calculate \((G|0i\lambda)\) using FFT
7:   \((G|0i\lambda)\) \(\leftarrow\) \(\frac{4\pi}{\Omega q+G^2}\)
8:   Calculate \((r|0i\lambda)\) using inverse FFT
9:   for \((\kappa, \lambda)\) that conserves momentum do
10:     Transform \((r|\kappa\lambda\kappa\lambda)\) to \((r|\kappa\lambda\kappa\lambda)\) by \(C^{k,\text{AO,EO}}\) \(\triangleright k\)-AO to \(k\)-EO
11:     \((r|0\kappa\lambda)\) \(\leftarrow\) \(\frac{1}{N_k}(r|\kappa\lambda\kappa\lambda)\) \(\triangleright\) FT to the reference cell \(R = 0\)
12:   end for
13: \((ij|kl)\) \(\leftarrow\) \(\frac{1}{N_k}\sum_r (0i\lambda)(r|0\kappa\lambda)\) \(\triangleright\) Contraction for the embedding ERI
14: end for
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