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Abstract—The dynamics and performance of a two-coil resonant coupled wireless power transfer system (WPTS) are investigated. At high coupling coefficient between the two resonators, the frequency splitting phenomenon occurs, in which the power transferred to the load attains its maximum at two frequencies that are away from the resonance frequency. However, this behavior is not a universal property; there exist certain regions of resonator intrinsic parameters at which it is not present for any coupling strength. Therefore, in order to suppress such a phenomenon, there is no need to constrain the coupling of the transmitter and receiver below a certain level as widely reported in the literature. For low-power wearable and implantable applications or wireless sensor nodes, optimizing the power delivered to the load is essential. Based on a general maximum power transfer theorem, we derive a rigorous asymptotic upper bound for the power that can be delivered to an arbitrary load from a generic source. Our results also quantitatively reveal the essential role of the unloaded quality factors of the two resonators, the coupling between them, and their direct impacts on the actual output power. Furthermore, we discuss that in contrast to the often employed operating power gain, the transducer power gain constitutes a more suitable metric to describe (and optimize) system efficiency. In general, when the source and load impedances are predetermined, maximum transferable power can be reached by using bi-conjugate impedance matching circuits. Once the transferred power reaches its physical bound, the transducer power gain constitutes a more suitable metric to describe (and optimize) system efficiency. In general, when the source and load impedances are predetermined, maximum transferable power can be reached by using bi-conjugate impedance matching circuits. Once the transferred power reaches its physical bound, the transducer power gain constitutes a more suitable metric to describe (and optimize) system efficiency. In general, when the source and load impedances are predetermined, maximum transferable power can be reached by using bi-conjugate impedance matching circuits. Once the transferred power reaches its physical bound, the transducer power gain constitutes a more suitable metric to describe (and optimize) system efficiency. In general, when the source and load impedances are predetermined, maximum transferable power can be reached by using bi-conjugate impedance matching circuits. Once the transferred power reaches its physical bound, the transducer power gain constitutes a more suitable metric to describe (and optimize) system efficiency. In general, when the source and load impedances are predetermined, maximum transferable power can be reached by using bi-conjugate impedance matching circuits. Once the transferred power reaches its physical bound, the transducer power gain constitutes a more suitable metric to describe (and optimize) system efficiency. In general, when the source and load impedances are predetermined, maximum transferable power can be reached by using bi-conjugate impedance matching circuits. Once the transferred power reaches its physical bound, the transducer power gain constitutes a more suitable metric to describe (and optimize) system efficiency.
on the input impedance of the system and is a function of the resonator characteristics, the load resistance, the coupling strength and the driving frequency. It changes with variation of any of these parameters. However, optimizing OPG does not always ensure maximum output power delivered to the load \cite{18} and thus may not be the key factor for many low-power applications, such as biomedical sensing systems. The studies in \cite{16,17} do not take into account the role of the power available from the source, \( P_{avg} \), which can be considered as the strict upper-bound on the output power of a WPTS. For a realistic device, it is essential to determine the maximum transferable power of an arbitrarily given WPTS subject to mild restrictions on the physical parameters. Different from other published works, we treat the actual transferred power \( P_L \) as the central objective of the investigation rather than the transfer efficiency \( \eta \). From this distinguished perspective, we expect to provide an additional understanding of the performance of the WPTS.

The frequency splitting issue was partially discussed in \cite{19}, in which the problem was formulated for a system with matched resonance frequencies. Several possible scenarios were addressed, in which two dimensionless parameters – the loaded \( Q \)-factors of the two resonators – were chosen as the objectives of the study. However, analytical solutions to those equations for a particular dimensional parameter such as capacitance have not been found yet. Moreover, the relationship between the resonance and splitting frequencies under different conditions has not been fully exploited and is worthwhile to clarify. It is essential to emphasize that the frequency splitting phenomenon can occur even when the resonance frequencies of the transmitter and receiver are not identical. Therefore, a more thorough analysis and a method to solve the general case with arbitrary parameters of the two resonators are of great interest to further explore.

In this work, we theoretically investigate and tackle all the questions raised above with two major issues, (i) frequency splitting and (ii) an upper bound on power transferred. We focus on (but not entirely limited to) a two-coil WPTS configured in series, which is perhaps the most widely used in practice. In particular, we provide a universal comprehensive picture of the fundamental dynamics of the considered system. We propose an efficient approach to prevent the frequency splitting property regardless of how the two coils are designed and how strong the coupling between them is. A simple implementation is to adjust the nominal resonance frequency by changing the added capacitance \( C_{1/2} \); an explicit solution of \( C_{1/2} \) is given. We also analytically determine the asymptotic rigid upper bound on the optimum achievable output power, showing a general framework for designing and optimizing the system performance. Several case studies are experimentally validated to support and demonstrate our theoretical hypothesis. Note that, although the main target of the paper is low-power applications, all presented arguments hold true independently of any particular devices.

The article is organized as follows. First of all, in Section II, we introduce an equivalent circuit model of a two-coil WPTS and establish the analytical solution of the power transferred to the load. Section III is devoted to investigating the frequency splitting phenomenon and the performance of the output power with respect to the drive frequency. Then, Section IV focuses on examining the general conditions under which the frequency splitting behavior is suppressed for any coupling strength. In Section V, a counterexample is provided to prove that there are scenarios where the delivered power has a unique maximum while exhibiting three distinguished resonance frequencies. In addition, we also show that the frequency splitting phenomenon can occur even when there only exists a single zero-phase angle frequency. Therefore, studying the imaginary part of the input impedance is not sufficient to describe the physical insights of the frequency splitting characteristics. These findings return the problem to its true nature and essence. The principle of the power optimization problem is presented in Section VI. A unique asymptotic property of a perfect coupled system is discussed in Section VII. In the last section, the experimental validations of some essential findings are carried out.

II. EQUIVALENT CIRCUIT MODEL

In an inductive-based WPTS, a transmitter \( L_1 \) driven by an electric power source generates a time-varying electromagnetic field traveling through space, or some other medium, across a receiver \( L_2 \) where the electromagnetic energy is extracted and then supplied to an electrical load. The magnetic induction between the transmitter and receiver is modeled by a mutual inductance \( M \), which depends on the two coil geometries and their separation distance. A widely dimensionless figure of merit is the coupling coefficient defined by \( k = M/\sqrt{L_1 L_2} \), which represents the fraction of magnetic flux density generated by \( L_1 \) that passes through \( L_2 \) when \( L_2 \) is in open circuit condition \cite{20}. Resonant inductive coupling (or strongly coupled magnetic resonance) WPTSs are one of the most commonly used structures in which each transmitting/receiving coil is connected with a tunable capacitor in order to form a resonator.

Figure 1 shows an equivalent circuit model of a two-coil series-series compensated resonant WPTS, where \( (L_1 R_1 C_1) \) and \( (L_2 R_2 C_2) \) are the inductance, parasitic resistance and added capacitance of the transmitter and receiver coils, respectively. The source is represented by a series circuit with a
source voltage \( V_s \) and a resistor \( R_L \); \( R_L \) is the load resistance. The parasitic capacitances of the two coils are considered to be small and therefore neglected. This model was verified and used in the literature (see [3], [5] for example), which is reliable for further analysis. The T-network equivalent-circuit impedances of the inductive link are

\[
Z_{11} = R_1 + j(\omega L_1 - 1/(\omega C_1)), \\
Z_{22} = R_2 + j(\omega L_2 - 1/(\omega C_2)), \\
Z_{12} = Z_{21} = j\omega M
\]

(1) 
(2) 
(3)

where \( \omega \) is the angular driving frequency [18]. Therefore,

\[
Z_{\text{in}} = R_1 + j(\omega L_1 - 1/(\omega C_1)) + (\omega M)^2/[R_2 + j(\omega L_2 - 1/(\omega C_2)) + R_L],
\]

(4)

\[
Z_{\text{out}} = R_2 + j(\omega L_2 - 1/(\omega C_2)) + (\omega M)^2/[R_1 + j(\omega L_1 - 1/(\omega C_1)) + R_s].
\]

(5)

The general explicit form of the output power is derived as follows [18]

\[
P_L = \frac{1}{2}|V_s|^2 |Z_{21}|^2 \frac{R_L}{(|Z_{11} + Z_s)(Z_{\text{out}} + Z_L)|^2}
\]

\[
= \frac{1}{2}|V_s|^2 (\omega M)^2 R_L \kappa / \left\{ [\kappa (R_1 + R_s) (\omega M)^2 + R_L + R_2]^2 + [\omega L_2 - 1/(\omega C_2) - (\omega M)^2 (\omega L_1 - 1/(\omega C_1)) \kappa]^2 \right\}
\]

(6)

where \( \kappa = [(\omega L_1 - 1/(\omega C_1))^2 + (R_1 + R_s)^2]^{-1} \). 

(7)

Formula (6) is the central objective throughout the paper.

In this work, we choose to utilize two-port theory to investigate the performance of the two-coil WPTs since it is more familiar to electrical and electronics engineers than coupled mode theory, and therefore may be a better choice to bridge the gap between physics and engineering. Another advantage of the former approach is its ability to express the coupled system in explicit algebraic forms in the frequency domain instead of describing the physical coupling by differential equations. The equivalence of coupled mode and circuit theory was analyzed in, e.g., [5], [21], [22].

III. THE FREQUENCY SPLITTING PHENOMENON AND FUNDAMENTAL DYNAMICS OF THE SERIES-CONFIGURED WIRELESS POWER TRANSFER SYSTEM

In this section, we examine the changes on the transferred power (6) with respect to the driving angular frequency and reveal fundamental dynamics of the two-coil WPTs in series-series configuration. We consider a general case for an arbitrary set of parameters, regardless of matched or unmatched resonance conditions.

The stationary point(s) are determined by equation \( dP_L/d\omega = 0 \), which can be written as

\[
f(\Omega) = \alpha \Omega^4 + \beta \Omega^2 + \gamma \Omega + \lambda = 0.
\]

(8)

The coefficients \( \alpha, \beta, \gamma \) and \( \lambda \) can be normalized and expressed as functions of architecture-independent parameters, such as the electrical time constants \( \tau_s, \tau_L \) and the angular resonance frequencies \( (\omega_1, \omega_2) \) of the transmitter and receiver coils, as follows

\[
\alpha = \frac{(k^2 - 1)^2}{(\omega_1 \omega_2)^4}, \\
\beta = \frac{1}{(\omega_1 \omega_2)^4} \left[ \frac{1}{(\tau_s \tau_L)^2} + 2(1 - k^2)(\omega_1 \omega_2)^2 \right] + (\omega_1^2 + \omega_2^2)^2 - 2(\omega_2^2)^2 - 2(\omega_1 \omega_2)^2(\omega_1^2 + \omega_2^2), \\
\gamma = \frac{2}{(\omega_1 \omega_2)^4} \left[ \left( \frac{\omega_2^2}{\tau_s} \right)^2 + \left( \frac{\omega_1^2}{\tau_s} \right)^2 - 2(\omega_1 \omega_2)^2(\omega_1^2 + \omega_2^2), \\
\lambda = 3, \\
\tau_s = L_1/(R_1 + R_s), \tau_L = L_2/(R_2 + R_L), \\
\omega_1 = 1/\sqrt{L_1 C_1}, \omega_2 = 1/\sqrt{L_2 C_2}.
\]

The function \( f(\Omega) \) is a real coefficient polynomial of degree four without third degree term, in which all physical parameters such as resistance, inductance and capacitance are positive. Without loss of generality, we assume that \( k^2 \neq 1 \) (otherwise, the quartic polynomial \( f(\Omega) \) reduces to a quadratic function), therefore \( \alpha < 0 \).

By introducing intermediate parameters \( p = \beta/\alpha, q = \gamma/\alpha \) and \( r = \lambda/\alpha \), we can write (8) in the standard form

\[
f_p(\Omega) = \Omega^4 + p\Omega^2 + q\Omega + r = 0.
\]

(9)

\( f_p(\Omega) \) collapses to the form shown in [19] when the two resonance frequencies are identical, \( \omega_1 = \omega_2 \). The cubic resolvent of the quartic equation (9) is defined as [23], [24]

\[
t^3 - pt^2 - Art + (4pr - q^2) = 0.
\]

(10)

As proven in [24], a third degree polynomial with real coefficients always has at least one real root. Let \( u \) be a real root of (10) (a complete set of solutions can be found in [25] and was presented in Appendix A of our previous paper [19]), then the four roots of the original quartic (8) are given by [23], [24]

\[
\Omega_1 = (G + H)/2, \\
\Omega_2 = (G - H)/2, \\
\Omega_3 = (-G + I)/2, \\
\Omega_4 = (-G - I)/2
\]

(11) 
(12) 
(13) 
(14)

where \( G = \sqrt{u - p}, \)

\[
H = \begin{cases} 
\sqrt{-G^2 - 2(p + q/G)}, & G 
eq 0 \\
-2p + 2\sqrt{u^2 - 4r}, & G = 0
\end{cases}
\]

\[
I = \begin{cases} 
\sqrt{-G^2 - 2(p - q/G)}, & G 
eq 0 \\
-2p - 2\sqrt{u^2 - 4r}, & G = 0
\end{cases}
\]

It should be noted that the notation in [(11)-(14)] is the same as in [(15)-(18)] in [19]. However, [(11)-(14)] are the exact solutions for the general case where the transmitter and receiver parameters are arbitrary. On the contrary, the corresponding formulas derived in [19] are only applicable when the resonance frequencies are matched. In [19], we showed that equation \( dP_L/d\omega = 0 \) (or equivalently, equations
(8) and (9)) must have at least one positive solution. We now note the facts that, (i) there must exist an interval \((0, \epsilon_1)\) for some \(\epsilon_1 > 0\) on which \(P_L\) increases and an interval \((\epsilon_2, +\infty)\) for some \(\epsilon_2 > 0\) on which \(P_L\) decreases, and (ii) (9) has at most four solutions \([11)-(14)]\). Thus, equation \(dP_L/d\omega = 0\) can only have either one or three positive solutions; if it has two or four positive solutions, the conditions in (i) are violated.

As a summary, there are only two fundamental behaviors of \(P_L\) with respect to \(\omega\): the output power has either a unique maximum or two maxima and one minimum. No other possibilities exist. This is a unique property of the two-coil configuration in comparison with three- or four-coil systems, in which more than two power peaks can be observed under the right circumstances. The latter results in the well-known frequency splitting phenomenon that has been experimentally reported in several physical systems. A visual summary of these two characteristics are shown in Appendix A, where signs of \(dP_L/d\omega\) and variations of \(P_L\) are provided in detail. All these findings complete the analysis of the dynamic performance of the series-configured WPTS that we partially discussed in [18].

Let us consider the necessary condition(s) such that (9) has three distinguishable positive solutions and where therefore the frequency splitting takes place. Firstly, \(G, H, I\) and \(M\) must be real and non-negative. If either of them is complex and not real, (9) only has at most two real solutions. In the case \([G, H, I] \in \mathbb{R}_{>0}\) and (9) has four real solutions, since \(\Omega_4 \leq 0\), the three possible non-negative solutions are \([\Omega_1, \Omega_2, \Omega_3]\). Then accordingly, the extreme frequencies at which \(P_L\) obtains its maximum and minimum values are \(\omega_e = \sqrt{\Omega_i}\) where \(i \in \{1, 2, 3\}\). However, \(\Omega = 0\) is not a solution of equation (9), hence \(G, H, I\) and \(M\) are not simultaneously zero and \([I \neq G, G \neq H]\). In addition, \([\Omega_1, \Omega_2, \Omega_3]\) are different, therefore the complete set of necessary conditions is \([I > G > H > 0\) and \((I \pm H) \neq 2G]\). The frequency splitting is not present if any of these conditions is not fulfilled.

IV. General Conditions Under which the Frequency Splitting Phenomenon Does Not Occur.

We have shown that when the frequency splitting behavior occurs, there are exactly two local maxima and one minimum. In general, this phenomenon is not a universal property of a WPTS. The aim of this section is to point out scenarios in which (8) has a unique positive root, meaning that the frequency splitting phenomenon is eliminated for any coupling strength. One approach is to negate the necessary conditions shown in Section III and solve for a chosen variable. However, we realize that it leads to cumbersome relations among system parameters which are difficult to interpret further. Thus, we propose a more efficient alternative method below.

We proved that (8) must have at least one positive solution [19]. Therefore, if (8) has at most one positive solution in a set of system parameters, as a consequence, it is simultaneously the unique positive solution in that set. We now apply the Descartes’ sign rule to determine the maximum number of positive real roots of a polynomial, denoted by \(n\). Here, \(n\) is the number of sign changes, as we proceed from the lowest to the highest order (ignoring orders that do not appear). Considering the polynomial \(f(\Omega)\), since \(\alpha < 0\) and \(\lambda > 0\), \(n = 1\) if either of the following conditions is satisfied: (i) \(\beta \leq 0\), (ii) \(\gamma \geq 0\). The complete Descartes’ sign rule table is shown in Appendix B. The sign of a real number does not change if we divide or multiply it by another positive number. Letting \(\beta_a = \beta(\omega_1\omega_2)^2/2\) and \(\gamma_s = \gamma_2/2\), we obtain \(\text{sign}(\beta) = \text{sign}(\beta_s)\) and \(\text{sign}(\gamma) = \text{sign}(\gamma_s)\). The parameters \(\beta_s\) and \(\gamma_s\) are given by dimensionless forms as follows

\[
\beta_s = 1 + \frac{1}{2} \left( Q_s Q_L \right)^2 + \frac{1}{2} \left( \frac{\omega_1}{\omega_s} + \frac{\omega_2}{\omega_s} \right)^2 - \left( \frac{1}{Q_s} + \frac{1}{Q_L} \right) k^2,
\]

\[
\gamma_s = \left( \frac{\omega_2}{\omega_1} \right)^2 \frac{1}{Q_s^2} + \frac{1}{Q_L^2} - 2 \left[ 1 + \left( \frac{\omega_2}{\omega_1} \right)^2 \right]
\]

where the loaded quality factors of the two coils are

\[
Q_s = \frac{\omega_1 L_1}{R_1 + R_s} = \omega_1 \tau_s, Q_L = \frac{\omega_2 L_2}{R_2 + R_L} = \omega_2 \tau_L.
\]

The two conditions (i) and (ii) now become (I) \(\beta_s \leq 0\) and (II) \(\gamma_s \geq 0\) respectively.

This analysis reveals that, in addition to the coupling coefficient, the loaded quality factors and the resonance frequencies of the transmitter and the receiver are decisive parameters that directly affect the existence of the frequency splitting phenomenon.

If \((k, Q_s, Q_L, \omega_1, \omega_2)\) satisfy (I) or (II), the frequency splitting behavior is not present. In particular, for a given coupling coefficient, lower resonance frequencies (and therefore lower coil quality factors) lead to suppression of this dynamical phenomenon. We can utilize (I) and (II) as a general framework to determine relations between the key parameters of the two resonators in order to eliminate such a phenomenon.

An example is presented below. We choose to treat the added capacitors \(C_i\) as dependent variables instead of the coil inductances \(L_i\) or parasitic resistances \(R_i\) \((i = \{1, 2\})\). This would also seem to be more common from a practical standpoint since \(C_i\) can be adjusted easier than other parameters. To reduce the complexity of the problem, we consider the case in which the two resonators are identical, meaning that \(L_1 = L, C_1 = C, R_1 = R\) and \(\omega_1 = \omega_2 = 1/\sqrt{LC}\).

The expressions of \(\beta_s\) and \(\gamma_s\) reduce to

\[
\beta_s = 3 + \frac{1}{2} \left( Q_s Q_L \right)^2 - \left( \frac{1}{Q_s^2} + \frac{1}{Q_L^2} \right) k^2,
\]

\[
\gamma_s = \frac{1}{Q_s^2} + \frac{1}{Q_L^2} - 4.
\]

The inequality equations are then solved for \(C > 0\).

Case (I):

\[
\beta_s \leq 0 \iff \left\{ \begin{array}{l}
\mu \geq 0 \\
C \in \mathbb{R}_1 = [\max\{0, \xi_1\}, \xi_2] \setminus \{0\}
\end{array} \right.
\]

where \(\sigma_1 = (R + R_s)^2 (R + R_L)^2 > 0\),

\[
\sigma_2 = (R + R_s)^2 (R + R_L)^2 > 0,
\]

\[
\mu = \sigma_2 - 2(3 - k^2)\sigma_1,
\]

\[
\xi_1 = \frac{\beta_s}{\sigma_1} \leq \xi_2,
\]

\[
\xi_2 = \frac{L}{\sigma_1} \sigma_2 + \mu > 0.
\]
Case (II):

\[ \gamma_n \geq 0 \iff C \in \mathbb{R}_2 = [C_\gamma, +\infty) \text{ where } C_\gamma = \frac{4L}{\sigma_2}. \]

Then the compact-form solution of \( C \) is

\[
\begin{align*}
C &\in \mathbb{R}_{k^+} = \emptyset \cup \mathbb{R}_2 = \mathbb{R}_2, & \text{if } \mu < 0 \\
C &\in \mathbb{R}_{k^+} = \mathbb{R}_1 \cap \mathbb{R}_2, & \text{if } \mu \geq 0.
\end{align*}
\] (16)

We see that, for any values of \( 0 \leq k^2 < 1 \), there always exists \( C \) in one or more region(s) (defined by other parameters) in which \( P_1 \) has a unique stationary point. The solution of \( C \) is summarized in Table I, extracted from (16). Note that, if \( R_L = R_s = R^* \), we have \( \mu < 0 \) for all \( 0 \leq k^2 < 1 \), so any \( C \geq \frac{2L}{(R+R^*)^2} \) results in a unique positive solution of (8). In contrast to the well-known argument in the literature (i.e., to select the squared coupling coefficient \( k^2 \) to be less than a critical value), we have proven that it is possible to prohibit the frequency splitting phenomenon without compromising or inhibiting the coupling strength.

Figure 2 presents an example where the frequency splitting is eliminated by choosing appropriate external capacitances, \( C = 7 \) nF and \( C = 10 \) nF. The two resonators are set to be identical and an exemplar set of system parameters is as follows \( L = 9.13 \) \( \mu \)H, \( R = 2.25 \) \( \Omega \), \( R_s = 50 \) \( \Omega \), adapted from [7]. The load resistance and the coupling coefficient are (arbitrarily) kept fixed at \( R_L = 50 \) \( \Omega \) and \( k = 0.9 \). The power available from the source is \( P_{avas} = |V_s|^2/(8R_s) \) and the primary resonance frequency of the two coils is \( f_0 = \omega_0/(2\pi) \). Since \( \mu < 0 \), the condition of \( C \) such that the frequency splitting phenomenon does not exist is \( C \geq C_\gamma \approx 6.7 \) nF. The capacitances below that value such as \( C = 444 \) pF and \( C = 1 \) nF lead to the frequency splitting behavior. In a general trend, higher value of \( C \) yields lower resonance behavior and (therefore) lower loaded quality factors, which reduces \( \beta_x \) and increases \( \gamma_n \). Until \( \beta_x \) is non-positive and/or \( \gamma_n \) is non-negative, the frequency splitting phenomenon is completely eliminated.

This finding relaxes the requirement of, for instance, sophisticated designs [12]–[14], nonlinear resonant circuits [15], frequency/impedance tuning [8], coupling/mutual inductance adaptation [9], [16] or sensing, feedback and control units [10], among others. The proposed approach is simpler and easier to implement while maintaining its effectiveness, compared to the conventional methods developed in previous works.

Up to this point, we are able to assert that all the experimental observations of such a frequency splitting reported in the literature are just one of two possibilities that can be performed by a WPTS. If the transmitter and receiver coils are not identical but the parameters \( (L_1, R_1) \) and \( (L_2, R_2) \) are close, the same procedure can be applied to approximate the regions of \( C_1 \) and/or \( C_2 \) in which the delivered power has only one stationary point. The general problem with arbitrary values of \( (R_1, R_2, L_1, L_2, C_1, C_2) \) is much more complicated and its analytical solution is open for future study. However, a numerical solution is possible and is demonstrated through the following example.

Without loss of generality, we assume that \( C_2 \) is a dependent variable and is given by \( C_2 = L_1C_1/L_2 \) to match the resonance frequencies of the two resonators. The numerical problem is formulated as

\[ C_m = \min\{C_1\} \] (17)

such that there exists a unique positive solution among the four \( \{C_1, \Omega_2, \Omega_4, \Omega_6\} \). Instead of using the same transmitter parameters, we now consider the case where \( L_1 = 18.26 \) \( \mu \)H and \( R_1 = 4.50 \) \( \Omega \), which are double of those used in the previous example. The electrical characteristics of the receiver coil are taken from [7], \( L_2 = 8.92 \) \( \mu \)H, \( R_2 = 2.5 \) \( \Omega \). Solving (17) with \( k = 0.9 \) and \( R_L = 10 \) \( \Omega \) yields \( C_m \approx 8.01 \) nF, while \( C_m \approx 0.55 \) nF with \( R_L = 100 \) \( \Omega \). The frequency splitting is present with any \( C_1 < C_m \) and is suppressed for all \( C_1 \geq C_m \).

As a general principle, lowering both or either of the two \( Q \)-factors \( (Q_s, Q_L) \) to a certain level could assure the suppression of the frequency splitting property [19]. Other system parameters can then be designed accordingly based on the required values of \( Q_s \) and \( Q_L \). However, the maximum possible power delivered to the load and the optimum inductive-link efficiency heavily depend on the coil quality factors. Therefore, \( Q_s \) and \( Q_L \) should not be chosen too low. Furthermore, even in circumstances where there is not much room for tuning \( C_{1/2} \), for instance, \( (L_{1/2}, R_{1/2}) \) are given and the operating frequency is predetermined, \( Q_s \) \( (Q_L) \) can still be adjusted by adding an external resistor in series with the transmitter (receiver). It is important to note that, if a pair of \( (C_1, C_2) \) satisfies conditions such that the frequency splitting phenomenon is eliminated for a given load resistance \( R_L \), this conclusion also holds for all \( R_X \geq R_L \). It is a consequence of the general trend of reducing \( Q \)-factors since a higher resistance leads to a lower quality factor. Therefore, such behavior can be avoided across a wide range of \( R_L \). In a dynamic operating condition where the electrical load varies from \( R_m > R_s \), i.e., \( R_l \in [R_m, R_s] \), choosing suitable values of \( (C_1, C_2) \) only for \( R_m \) is simultaneously sufficient for the whole range.
While the proposed method (i.e., increasing capacitance to reduce the resonance frequency and quality factor) can be utilized for various applications, it is perhaps the most suitable for biomedical wearable and implantable devices. In these systems, a lower operating frequency is desired as it allows higher permissible external magnetic flux density that can be applied to the human body, according to IEEE safety standards and regulations [26].

V. RELATIONS BETWEEN RESONANCE ($\omega_r$) AND EXTREME ($\omega_a$) FREQUENCIES

The aim of this section is to address the question on the effects of the resonance frequencies $\omega_r$ on the dynamics of the output power. As we have analyzed in [18] and recapitulated in [19], the extreme points (i.e., maxima and minimum) of $P_L$ are achieved at frequencies $\omega_a$ that are close to $\omega_r$. This can lead to a misunderstanding on that the resonance frequencies always cause or relate to the frequency splitting phenomenon. However, we find that this might not be necessarily hold true. One simple counterexample can be found in [19] and a more in-depth analysis is to be presented.

Taking the case when the two coils are identical as an example, if the following conditions are simultaneously fulfilled, equation $\Im\{Z_{in}\} = 0$ has three positive solutions but the frequency splitting behavior does not occur: (a) $C \in \mathbb{R}_{+}/\mathbb{R}_{-}$, (b) The loaded quality factor of the receiver coil at the primary resonance frequency $\omega_0 = \omega_0 L/(R + R_t) > 1/\sqrt{2}$, or equivalently $C \in \mathbb{R}_q = (0, C_q)$ where $C_q = 2L/(R + R_t)^2$, and (c) $k^2 > k^2_0 = \Theta(1 - \Theta)/4$ where $\Theta = 1/Q_0^2$. The analytical expressions of all the resonance frequencies $\omega_a$ were presented in Table 1 of [18].

In summary, if $C \in \{\mathbb{R}_{+}/\mathbb{R}_{-} \cap \mathbb{R}_q \neq \emptyset\}$ and $k \in (k_t, 1)$, the system has a unique global maximum output power while exhibiting three resonance frequencies.

Considering the particular example shown in Figure 2 of Section IV, we have $\{L = 9.13 \ \mu H, R = 2.25 \ \Omega, R_t = 50 \ \Omega, k = 0.9\}$. With $R_L = 10 \ \Omega$, due to the inequality $\xi_1 < C_q$, any $C \in (\xi_1, C_q)$ (for instance, $C = 9 \ \text{nF}$) leads to the behavior that is addressed above. In contrast, if $R_L = 90 \ \Omega$, we get $\xi_1 > C_q$ and $\mathbb{R}_{+}/\mathbb{R}_{-} \cap \mathbb{R}_q = \emptyset$, the system has only one resonance frequency $\omega_0 = 1/\sqrt{LC}$ and $P_L$ attains a unique peak for all $C > \xi_1$ (such as, $C = 5 \ \text{nF}$). This same dynamics is observed if $R_L = R_t = R^*$ since the two conditions (a) and (b) become $C > 2L/(R + R^*)^2$ and $C < 2L/(R + R^*)^2$ respectively, which cannot happen at the same time. SPICE simulations are performed in order to substantiate these arguments.

More interestingly, there also exist circumstances in which equation $\Im\{Z_{in}\} = 0$ exhibits a unique zero-phase angle frequency, however, the frequency splitting phenomenon still takes place. An example is shown in Figure 3 with an arbitrary system where the two coupled resonators have different resonance frequencies. The parameter set is as follows: $\{L_1 = 18.26 \ \mu H, R_1 = 4.50 \ \Omega, C_1 = 0.444 \ \text{nF}, L_2 = 8.92 \ \mu H, R_2 = 2.50 \ \Omega, C_2 = 1.362 \ \text{nF}, R_s = 50 \ \Omega, R_L = 30 \ \Omega\}$.

These results prove that, although analyzing the input impedance and the resonance frequencies might be useful to roughly anticipate the frequency splitting behavior in some circumstances, it is not an appropriate approach to correctly comprehend this phenomenon or adequately describe the dynamics of the power transfer to the load. And that, the multiple-resonance and frequency splitting phenomena should be considered independent of each other. This clarification could provide a different perspective on the analysis established in the literature, and prevent any possible further misunderstanding. Dynamic simulations with SPICE are executed to ensure the accuracy of the derivation and verify the results presented in Figures 2 and 3.

It is worthwhile to note that by operating the series-wPTs at either secondary resonance frequencies $\omega_1$ or $\omega_2$, a constant output power is obtained regardless of coupling coefficient changes (e.g., due to distance variations or coil misalignment), which is then referred to as coupling-independent transmission regime [27]. In general, this constant transferred power is far below the maximum achievable value [27], and therefore utilizing $\omega_1, \omega_2$ may be not suitable for the purpose of power transfer optimization.

VI. POWER OPTIMIZATION AND PHYSICAL BOUND

Although the two-coil WPTS has been widely investigated in the literature, most of the previous work considered the
transmission efficiency as the key factor in evaluating the system performance. In this paper, we choose to approach the problem from a different perspective and consider the actual power transferred to the load as the primary objective of our study. Various aspects of the power optimization are to be investigated.

A. Analytical general-solution to the optimal load

Determining the optimal load is a powerful method that has been widely used for maximizing the output power of vibration energy harvesters. Since the energy-harvesting concept was proposed as an alternative solution in order to power wireless sensing systems [28], [29], there has been significant effort focusing on two fundamental issues: how much power can be obtained and how to approach it. A method to achieve performance close to the maximum possible output power (that includes displacement-constrained operation) is to adapt the electrical load only [30], [31]. The two concerns raised above are also solid in the context of WPTS. A closed-form analytical solution for the optimum load that achieves the maximum possible power efficiency under arbitrary input impedance conditions was presented in [32]. However, it was also shown that a different arrangement is necessary for maximizing the output power of a four-coil WPTS [33].

Motivated by these observations, we aim to investigate the optimum power with respect to the load using the conventional gradient descent method. The stationary points of $P_L$ are evaluated by setting the derivative $dP_L/dR_L$ equal to zero, resulting in

$$\tau_{opt} = \frac{L_2}{R_L} = \left[ \frac{m_6\omega_0^6 + m_4\omega_0^4 + m_2\omega_0^2}{n_8\omega_0^8 + n_6\omega_0^6 + n_4\omega_0^4 + n_2\omega_0^2 + n_0} \right]^{1/2}$$

(18)

where $\tau_1 = L_1/R_1$, $\tau_2 = L_2/R_2$,

$$m_2 = \omega_0^4, \quad m_4 = \tau_1^{-1} - 2\omega_0^2, \quad m_6 = 1,$$

$$n_0 = (\omega_0\omega_1)^4,$$

$$n_2 = (\omega_0^2/\tau_1)^2 + (\omega_0^2/\tau_2)^2 - 2(\omega_1\omega_2)^2(\omega_1^2 + \omega_2^2),$$

$$n_4 = (\tau_2)^{-2} - 2\omega_0^2 - (\omega_1^2 + \omega_2^2),$$

$$n_6 = (\tau_2^{-1} + \tau_1^{-1})^2 + 2(k^2 - 1)[(\tau_2\tau_1)^{-1} + (\omega_1^2 + \omega_2^2)],$$

$$n_8 = (k^2 - 1)^2.$$

Formula (18) is the general closed form expression of the optimal load $\tau_{opt}$ derived as a function of the other system parameters.

Figure 4a shows the changes of $\tau_{opt}$ with respect to $(k, \omega)$ characterized by the optimal electrical time scale $\tau_{opt} = L_2/R_L$ and the corresponding output power as the function of $(k, \omega, \tau_{opt})$. Other parameters are taken from the example presented in Figure 2. In a general trend, increasing the coupling strength results in decrease of $n_8$ and, therefore, lower (higher) values of $\tau_{opt}$ for $\omega$ and, $\omega_0$. Meanwhile, changes of $\tau_{opt}$ with $\omega$ are much more complicated. Note that, the dynamics of the perfect coupled system where $k = 1$ that makes $n_8 = 0$ is a different scenario and is considered in the next Section. Optimizing the load produces multiple local optimum solutions of the output power with three distinguished branches as shown in Figure 4b. The optimal load at or nearby the resonance frequency ($f/f_0 \approx 1$) is perhaps the most convenient option in practice. This observation is discussed in detail in the next Section. Formula (18) can also provide a means for designing an optimized WPTS. Given an equivalent load resistance and a transmission distance, (18) allows us to estimate appropriate range or value(s) of key parameters such as the transmitter/receiver coil inductance and the selection of a suitable operating frequency. See [34] as an example of rigorous design for a WPTS where the input impedance, the electrical load and the resonance frequency are specified.

B. Limitations of transferred power

In order to evaluate the maximum achievable power for a given system, we first consider the conditions for optimizing the power delivered to a load from the two resonators, based on the general theorem presented in [35]. Here, we consider that the source and load resistances ($R_s$ and $R_L$ respectively) are objective variables. A similar technique was used for optimizing the power or OPG of multiple receiver systems.
in [36], [37]. The model shown in Figure 1 is equivalent to a simple AC circuit in Figure 5a, where $V_{\text{out}}$ is the Thévenin equivalent voltage and the output impedance $Z_{\text{out}}$ is given by (5). The conditions for maximum power are summarized as follows

$$\Im\{Z_{\text{out}}\} = \omega L_2 - 1/(\omega C_2)$$

$$\Re\{Z_{\text{out}}\} = R_L + \kappa(\omega M)^2(R_1 + R_s) = R_L$$

(19)

(20)

where $\kappa$ is defined by (7) and $\kappa > 0$. One of practical solutions is to adjust the added capacitor $C_2$ on the receiving side and keep other parameters fixed. $C_2$ is then computed by

$$C_2 = \frac{1}{\omega}[\omega L_2 - \kappa(\omega M)^2(\omega L_1 - \frac{1}{\omega C_1})]^{-1}.$$  

(21)

Substitute the optimal load and secondary added capacitance in (20) and (21) back into (6), the transferred power is derived as

$$P_L = \frac{1}{8}\frac{|V_s|^2}{(R_1 + R_s) + R_2/\kappa(\omega M)^2}.$$  

(22)

Note that $1/\kappa \geq (R_1 + R_s)^2$, therefore

$$P_L \leq \frac{1}{8}\frac{|V_s|^2}{(R_1 + R_s)[1 + R_2/(\omega M)^2]}$$

$$< P_s = \frac{1}{8}\frac{|V_s|^2}{R_1 + R_s} < P_{\text{ave}} = \frac{1}{8}\frac{|V_s|^2}{R_s}.$$  

(23)

The equality on the left side of (23) can be attained if and only if $\omega = \omega_1 = 1/\sqrt{L_1 C_1}$. The power available from the source $P_{\text{ave}}$ is a strict upper bound, however, it does not describe the system performance comprehensively. We further maximize the output power attained in (22) with respect to the driving frequency. The stationary point is determined by setting $dP_L/d\omega = 0$, which yields

$$\omega_{\text{opt}} = \frac{1}{\sqrt{L_1 C_1} - \frac{1}{2}[C_1(R_1 + R_s)]^2} = \frac{\omega_1}{\sqrt{1 - \frac{1}{2}Q_s^2}}$$

where $Q_s$ is defined by (15). Since the desired self-resonance frequency of the transmitter coil $f_1 = \omega_1/2\pi$ is in the range of MHz, the quality factor $Q_s$ is significantly larger than unity and the optimal frequency $\omega_{\text{opt}}$ can be approximated by $\omega_1$. Hence, $P_L|_{\omega_{\text{opt}}}$ is asymptotic to $P_L|_{\omega_1}$ and is utilized in following derivations as an alternative for the sake of simplicity. When $\omega = \omega_1$, from (20) and (21), we get

$$R_L = R_2 + (\omega_0 M)^2/(R_1 + R_s),$$

$$\omega_1 = 1/\sqrt{L_2 C_2} = \omega_2.$$  

(24)

(25)

Denoting $\omega_1 = \omega_2$ by $\omega_0$, the output power $P_L|_{\omega_0}$ reads as

$$P_L = \frac{1}{8}\frac{|V_s|^2}{(R_1 + R_s)[1 + R_2/(\omega_0 M)^2]}$$

$$= \frac{1}{8}\frac{|V_s|^2}{(R_1 + R_s)[1 + (k^2 Q_2 Q_s)]}$$

$$= \frac{1}{8}\frac{|V_s|^2}{R_s} \left(1 - \frac{Q_s}{Q_1}\right) \frac{k^2 Q_2 Q_s}{1 + k^2 Q_s Q_s}.$$  

(26)

where the unloaded quality factors of the transmitter and receiver coils at the resonance frequency $\omega_0$ are defined by

$$Q_1 = \omega_0 L_1 / R_1, \quad Q_2 = \omega_0 L_2 / R_2$$

and $Q_1 > Q_s = \omega_0 L_1 / (R_1 + R_s)$. For given coil parameters and a given distance between the two coils (i.e., $L_1, L_2, R_1, R_2$ and $k$ are known), the first expression in (26) shows that higher resonance frequency $\omega_0$ results in higher maximum output power. In practice, this can be executed by reducing the added capacitances $C_1$ and $C_2$. In the case when only the load resistance is adapted as in (24), the relative relationship of $Q_s$ and $Q_1$ plays a critical role. Once the ratio $Q_s/Q_1$ approaches unity, $P_1$ is dramatically reduced. A smaller source resistance is preferable in general. However, for this particular circumstance, if $R_s \ll R_1$, the ratio $P_0/P_{\text{ave}}$ is negligibly small, meaning that a tiny amount of power from the source is delivered to the load. For a typical WPTS described in previous examples, the inductances ($L_1$, $L_2$), the capacitances ($C_1$, $C_2$) and the resistances ($R_1$, $R_2$) are in the range of µH, nF/pF and (a few) Ω respectively, therefore $Q_s/Q_1 \gg 1$. In the strong coupling regime, $P_0 \to P_s$, and if $Q_1$ is much larger than $Q_s$, then $P_0 \to P_{\text{ave}}$.

While some other authors only accounted for the roles of the input power and OPG [36], [37], we also further investigate the conditions to maximize the power input to the network from a given source. Similarly, the model in Figure 1 is equivalent to the circuit depicted in Figure 5b, where the input impedance $Z_{\text{in}}$ is defined as (4). Due to (25), the imaginary part of the input impedance is eliminated, $\Im\{Z_{\text{in}}\} = 0$. The other condition for maximum delivered power is $\Re\{Z_{\text{in}}\} = R_s$, which leads to

$$R_s = R_1 + (\omega_0 M)^2/(R_2 + R_L).$$  

(28)

In order to obtain the maximum transferable power from the source, two conditions (24) and (28) need to be satisfied simultaneously. Considering other parameters as dependent variables, the solutions of $R_s$ and $R_L$ are expressed as

$$R_s = R_1 \sqrt{1 + (\omega_0 M)^2/(R_1 R_2)},$$

$$R_L = R_2 \sqrt{1 + (\omega_0 M)^2/(R_1 R_2)} = R_s R_2 / R_1.$$  

(29)

(30)

Substituting (25), (29) and (30) into (6), we obtain

$$P_L = \frac{1}{8}\frac{|V_s|^2}{R_s} \sqrt{1 + \frac{Q_s}{Q_1} + \frac{k^2 Q_2 Q_s}{1 + k^2 Q_s Q_s}}$$

$$= \frac{1}{8}\frac{|V_s|^2}{R_s} \sqrt{\frac{k^2 Q_2 Q_s}{1 + k^2 Q_s Q_s} + 1}.$$  

(31)

Fig. 5: Thévenin equivalent circuits.
Here, $P_A$ can be (asymptotically) considered as a tight upper bound of the power that can be delivered to the load with a given power source (characterized by $P_{\text{avs}}$). The result also quantitatively reveals the crucial role of $Q_1$ and $Q_2$, in which both of them in addition to the coupling strength frankly determine the performance of a WPTS. The asymptotic power bound approaches the power available from the source once $k^2Q_1Q_2 \gg 1$.

For given resonators where $(R_1, R_2, L_1, L_2, C_1, C_2)$ are known, the rigorous upper bound of the transferable power is determined by

$$r_{L_s} \frac{\max}{R_s, R_L, \omega > 0} P_B$$

(32)

where $P_B = P_L / P_{\text{avs}}$. We choose to numerically solve this problem due to its high complexity and nonlinearity with inequality constraints of the three variables, using the nonlinear Interior Point (or Sequential Quadratic) Programming methods [38]. Figure 6 presents a comparison of the rigorous upper bound of the output power and the asymptotic closed-form solution. Since they are nearly identical, (31) provides a very convenient and compact method to evaluate the performance of a WPTS. In the case where we are able to arbitrarily adjust the source and load resistances, the maximum transferable power (the physical-bound performance) is attained if three conditions (25), (29) and (30) are fulfilled. In addition, the optimum power at each coupling coefficient, $\text{opt } P_k$, extracted from Figure 4b is included. $\text{opt } P_k$ is verified by SPICE simulations, in which both $\omega$ and $R_L$ are varied to determine their optimal values at each $k$. In the high coupling regime ($k > 0.2$), $\text{opt } P_k \approx P_A \approx P_B$, however there is a significant difference between $\text{opt } P_k$ and $\{P_A, P_B\}$ in the lower regions of $k$. Therefore, only adapting the electrical load at the resonance frequency is sufficient to approach the power bound at strong coupling strength. This can be realized by using asynchronously switched electronic interfaces such as buck-boost converters since they can appear as an effective load resistance determined by the duty cycle of the switching circuit [39], [40]. Otherwise, adjusting the source impedance is required in a loosely coupled system.

### C. Power transfer efficiency: An additional discussion

Dionigi and Costanzo et al. [33], [41] reported that maximizing power transfer efficiency (i.e., or operating power gain, defined by the ratio between the generated power and the power input to the network) and maximizing power delivered to the load lead to two different solutions. This raises a question on the efficiency of the investigated WPTS under the optimum-power operation presented in Section VI-B.

Two widely used definitions for the power gain of the two-port network are the transducer power gain (TPG), $\eta_k = \text{power delivered to the load/power available from the source}$, and the operating power gain, $\eta_p = \text{power delivered to the load/power input to the network}$. $\eta_k$ is the most common coefficient used in context of wireless power transfer as the transmission (or inductive link) efficiency. At the resonance frequency $\omega = \omega_0$,

$$\eta_k = \left. \frac{P_L}{P_{\text{avs}}} \right|_{\omega_0} = \frac{4R_sR_L(\omega_0M)^2}{[(\omega_0M)^2 + (R_1 + R_2)(R_L + R_2)]^2},$$

(33)

$$\eta_p = \left. \frac{P_L}{P_{\text{in}}} \right|_{\omega_0} = \frac{R_L(\omega_0M)^2}{[(\omega_0M)^2 + R_1(R_L + R_2)](R_L + R_2)}.$$  

(34)

Substituting (29) and (30) into (33) and (34), we get

$$\eta_k = \eta_p = \frac{k^2Q_1Q_2}{(1 + k^2Q_1Q_2)^2}.$$  

(35)

We have revealed that, as the output power reaches its physical bound, $P_{\text{in}} = P_{\text{avs}}$ and the two power gains collapse to a unique solution simultaneously. This value is also the maximum possible transmission efficiency of the near-field inductive link [32]. Therefore, the global solution of the power optimization problem and that of the efficiency maximization are essentially identical. This interpretation has been extensively studied and validated in the microwave technology society. However, it is still debating in the field of WPT. For example, see [33], [41], in which the authors concluded that optimizing $\eta_k$ and $\eta_p$ do not give the same result. This statement is the consequence of the fact that the authors only considered optimizing the load resistance or conjugate matching at the receiver, which results in local optimum point(s). By explicitly deriving equation (35), we aim to bury the difference between the two optimization schemes and confirm that, as long as we seek for the global maximum, the obtained solutions are equivalent.

---

**Fig. 6:** Comparison of: (i) The maximum output power presented in Figure 4b at each coupling strength, (ii) The asymptotic power bound given by (31) and (iii) Numerical solution of the upper power bound (32).

**Fig. 7:** Bi-conjugate impedance matching at source and load with two $\Pi$-networks.
Some authors prefer to quantify efficiency instead through the overall/system efficiency,

\[ \eta_s = \frac{P_L}{(P_L + P_{\text{loss}})} \]  

(36)

where \( P_{\text{loss}} \) is the total power dissipated in \( R_s, R_1 \) and \( R_2 \). Under the optimum-power operation condition, \( P_{\text{loss}} = P_{\text{av}} + (P_{\text{in}} - P_L) = 2P_{\text{av}} - P_L \), therefore \( \eta_s \) becomes

\[ \eta_s = \frac{1}{2} \frac{P_L}{P_{\text{av}}} = \frac{1}{2} \frac{k^2 Q_1 Q_2}{(\sqrt{1 + k^2 Q_1 Q_2})^2} < \frac{1}{2} \]  

(37)

This result collides with the general theorem discussed in [35], in which the overall efficiency can never go beyond 50% as the transferred power is fully optimized.

**D. Possible method to obtain maximum output power: bi-conjugate impedance matching circuits**

In the circumstance where the source, input and load impedances are specified, Monti et al. presented closed-form formulas for the optimum design of a near-field magnetically coupled WPTs, with the main aim is to maximize the transferring efficiency [34]. The coil inductance \( L_i \), parasitic resistance \( R_i \) and the lumped capacitance \( C_i \) are then determined as functions of desired coil unloaded quality factor \( Q_i \) (\( i = \{1, 2\} \)), given resonance frequency \( \omega_0 \) and coupling coefficient \( k \). This method is probably not appropriate in practice since \( L_i, R_i \) and \( k \) are not independent of each other as considered in [34].

In realistic application scenarios, it is common that the source impedance and the electronic load are predetermined. This section aims to realize the general power optimization technique presented in Section VI-B under such a situation. Two additional II–networks are used as impedance matching circuits at both transmitter and receiver sides, as shown in Figure 7. The power transferred to the load is derived as follows

\[ P_L = \frac{1}{2} |V_{\text{th}}|^2 \left| \frac{|Z_{21}|^2 \Re\{Z_L\}}{(|Z_{11} + Z_s)(Z_{\text{out}} + Z_L)|^2} \right| \]  

(38)

![Fig. 8: (a) Comparison of: (i) The asymptotic power bound given by (31) and (ii) Numerical solutions of the maximum power delivered to two different electrical loads \( R_L = 110 \Omega \) and \( 1 \Omega \). (b) Rigorous upper bound of power of four configurations, SS, PP, PS and SP. Notation: S–Series, P–Parallel.](image)

where

\[ V_{\text{th}} = V_s \frac{Z_t}{R_s + Z_t} \]  

\[ Z_t = \left[ j\omega C_6 + \left( j\omega L_4 + (j\omega C_5)^{-1} \right)^{-1} \right]^{-1} \]  

\[ Z_s = \left[ j\omega C_5 + \left( j\omega L_3 + (j\omega C_4 + R_1)^{-1} \right)^{-1} \right]^{-1} \]  

\[ Z_L = \left[ j\omega C_3 + \left( j\omega L_2 + (j\omega C_2 + R_s)^{-1} \right)^{-1} \right]^{-1} \]  

\[ Z_{\text{out}} = R_2 + j \left( \omega L_2 - 1/(\omega C_2) \right) + (\omega M)^2 \left[ R_1 + j \left( \omega L_1 - 1/(\omega C_1) \right) + Z_s \right]^{-1} \]

\( Z_{11} \) and \( Z_{12} \) are calculated as formulas (1) and (3). Note that (38) has the same explicit form and collapses to (6) when replacing \( Z_s, Z_L \) and \( V_{\text{th}} \) by \( R_s, R_L \) and \( V_s \), respectively.

The bi-conjugate matching conditions can be equivalently formulated as a power optimization problem as

\[ \max_{C_3, L_3, L_4, C_5 > 0} P_L \]  

(39)

where the two capacitances \( C_4 \) and \( C_5 \) are arbitrarily set equal to 10 nF. The driving frequency is \( f = f_0 \) and the source resistance is \( R_s = 50 \Omega \).

Figure 8a shows that the output power obtained by using bi-conjugate impedance matching with two II–networks is identical to that resulted from the asymptotic solution, regardless of the load resistance. In other words, formula (31) is able to exactly predict the optimal performance of the series-series WPTS when the two-side impedance matching technique is utilized. The statements presented in Section VI-C still holds true under this circumstance. In addition, a few numerical solutions of \( C_3, L_3, L_4 \) and \( C_5 \) are imported to SPICE simulator and the corresponding power outputs are compared to verify the reliability of the optimization formulated in (39). In Figure 8b, we also reveal that the optimum performance of other typical configurations, such as series-parallel (SP), parallel-parallel (PP) and parallel-series (PS) resonators [42], is close (nearly indistinguishable) to that of series-series structure. Therefore, (31) can be used as an estimated physical power bound for all those three types as well. The power bound of each structure is obtained from solving (32) numerically. Here, Series and Parallel denote the way the coil and added capacitor connect to each other. The question on how to design a particular system (e.g., [43], [44]) depends on specific applications and is out of scope of the paper. Although the analysis is applied to a load resistance, all findings in this study are valid for a general complex load (i.e., \( Z_L = R_L + jX_L \)).

**VII. Discussion on dynamics of a perfectly coupled system**

We can re-write \( P_L \) in (6) as

\[ P_L = a_6 \omega^6/(b_8 \omega^8 + b_6 \omega^6 + b_4 \omega^4 + b_2 \omega^2 + b_0) \]  

(40)

where

\[ a_6 = (C_1 C_2)^2 k^2 L_1 L_2 |V_s|^2 R_L > 0, \]  

\[ b_8 = 2[C_1 L_1 C_2 L_2(1 - k^2)]^2 > 0, \]  

\[ b_6 = 2(C_1 C_2)^2 [L_1 (R_2 + R_L) + L_2 (R_1 + R_s)]^2 > 0 \]  

and \( b_0 = 2 \) (other constants can also be
extracted from (6), but are not necessary). Consider an extreme case when the coupling factor between the two resonators is unity, $k = 1$, the coefficient $b_8$ in (40) disappears, $b_8 = 0$. This leads to a special property of the system, where

$$\infty P_L = \lim_{\omega \to \infty} P_L = \frac{a_0}{b_0} = \frac{1}{2} \frac{|V_s|^2}{R_s} \left(\frac{\tau_s^{-1} - \tau_L^{-1}}{(\tau_s^{-1} - \tau_L^{-1})^2 + (\tau_s^{-1} + \tau_L^{-1})^2}\right) > 0$$

(41)

and is independent of any added capacitances. If the transmitter and receiver are identical, $\infty P_L$ no longer depends on coil inductances, as follows

$$\infty P_L = \frac{|V_s|^2}{2} R_L / [2(R_s + R_L + 2R_s)^2].$$

(42)

It should be noted that the coupling coefficient is unity if and only if all the lines of the magnetic flux density of the transmitter coil cuts all of the turns of the receiver coil [20]. However, this condition rarely occurs in a finite-dimensional WPTS. Therefore, the considered behavior is difficult to observe in practice.

VIII. EXPERIMENTAL VALIDATIONS: CASE STUDIES

This section is devoted to validating the two following hypotheses. (i) The frequency splitting behavior is not present even at a high coupling strength with the choice of an appropriate external capacitance, and (ii) At a moderate- or strong-coupling regime, the power bound can be approached by optimizing the load resistance at the nominal resonance frequency.

A. Frequency splitting elimination

An experimental demonstration of frequency splitting suppression was reported [19]. However, the study presented in this Section aims to provide a more in-depth understanding to complete a comprehensive picture of the equivalent circuit model and the proposed approach. Another goal is to verify an important property in Section IV, that the quality factors should not be chosen too low, or in other words, the added capacitances should not be too large, in order to keep the transferred power at an appropriate level.

Figure 9 shows a schematic illustration of the setup for experiments, in which a Tektronix function generator is simultaneously utilized as a power source and a control unit to drive the transmitter coil. The output voltage induced in the load is measured and recorded by a Tektronix oscilloscope. The source voltage amplitude is set at $V_s = 10 \text{ V}$, and the internal source impedance is specified as $R_s = 50 \text{ Q}$. Each transmitter/receiver coil has 3 turns with a diameter of 15 cm and the distance between them is 0.5 cm, approximately. The inductance and resistance of the two coils are $(L_1, L_2) = (3.90, 3.81) \mu \text{H}$ and $(R_1, R_2) = (0.10, 0.71) \Omega$, respectively. The load resistance is arbitrarily chosen as $R_L = 25 \Omega$. In order to analyze the frequency response of the output power, a linearly swept sinusoidal signal is used, with a duration of 90 s. The average power transferred to the load is computed as $P_L = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \left(\frac{V_s(t)}{R_L}\right)^2 dt$, where $[t_1, t_2]$ is the integral time interval.

In the first examination, we select a small capacitance of $C_1 = C_2 = 77.08 \text{ pF}$ to ensure the presence of the frequency splitting characteristic, as presented in Figure 10. Here, the equivalent series resistance (ESR) of these ceramic capacitors are small and neglected. The measured coupling coefficient between the transmitter and receiver is $k = 52.16 \times 10^{-2}$ (or $k^2 = 272.06 \times 10^{-3}$); this value is kept fixed while validating all cases. The experimental data and the predictions by the model show a good agreement.

In order to prove the method proposed in Section IV is effective and feasible, we now seek a different value of $C_1$ and $C_2$ such that the frequency splitting phenomenon is eliminated, while keeping the other parameters unchanged. For the system under consideration, we have $\mu > 0$, $\xi_1 > 0$ and $C_\gamma < \xi_1$. Here, we use $L = (L_1 + L_2)/2$ and $R = (R_1 + R_2)/2$ to roughly

Fig. 11: Frequency responses of the delivered power with a coupling coefficient of $k = 52.16 \times 10^{-2}$, a load resistance of $R_L = 25 \Omega$ and added capacitances of $C_1 = C_2 = 69 \text{ nF}$.
calculate $\mu$, $\xi$, $C_\gamma$ and other related parameters. Based on Table I, we (arbitrarily) choose $C_1 = C_2 = 69 \text{ nF}$ that satisfies the condition $C_{1/2} \in [C_{\gamma}, +\infty)$. As a consequence, a single maximum of the power transferred to the load is obtained, as shown in Figure 11. In this case, the two capacitors in use are made of Tantalum and the ERS cannot be negligible. In particular, $Rc_1 = 4.9 \Omega$ and $Rc_2 = 6.45 \Omega$, which are also in series with $R_1$ and $R_2$, respectively. Since we can always take the effects of ERS into consideration by replacing $R_1$ and $R_2$ by effective resistances $R_{E1} = R_1 + Rc_1$ and $R_{E2} = R_2 + Rc_2$, the disregard of ERS in the original model does not compromise its generality. Again, the experiment and simulation results are in good agreement. It is important to note that the decrease of $P_L$ observed in Figure 11 is only a particular case. This behavior is not a universal consequence of the method. As we depicted in Figure 2 and in [19], it is possible to select appropriate values of $(C_1, C_2)$ so that the frequency splitting property is suppressed while the power transferred to the load is not compromised.

B. Approaching the power bound at strong coupling

As the actual transferred power is the central objective of the paper, this subsection aims to verify that, at a strong coupling regime, the power limit can be reached by only tuning the load resistance at (or nearby) the nominal resonance frequency of the two resonators. The setup corresponding to Figure 10 with $C_1 = C_2 = 77.08 \text{ pF}$ is utilized for this purpose.

Figure 12 shows the variation of the output power with respect to the load resistance, characterized by the TPG, $\eta = P_L/P_{\text{ave}}$. An optimal load of $^{\text{opt}}R_L = 0.26 \text{ k}\Omega$ is predicted by (18), while that of the experiment is $0.34 \text{ k}\Omega$; the corresponding maximum TPGs are 0.94 and 0.86. At that given coupling coefficient, the limit of the TPG is $\lim \{\eta_r\} = 99.5 \times 10^{-2}$, obtained from (35). The drive frequency is set at $f = 9 \text{ MHz}$, which is close to the resonance frequencies of the transmitter and receiver ($f_1 = 9.18 \text{ MHz}$ and $f_2 = 9.29 \text{ MHz}$, respectively). Despite the small discrepancy between the measurements and simulations, the general trend is well captured by the model. This difference can be explained by some factors that are not taken into account, such as the parasitic capacitances of the coils and load, the equivalent series inductance of the added capacitors, or the power loss due to contact resistance.

Finally, the validity of some of the important theoretical analyses in Sections [III-VI] is justified, including (i) an effective mechanism to eliminate the frequency splitting phenomenon and (ii) approaching the power bound with optimizing the load resistance at moderate/high coupling regimes.

IX. Concluding Remarks

We analyzed the fundamental frequency response and dynamics of a WPTS configured in series, with a focus on the transferred power. We comprehensively revealed the physical insight of the frequency splitting phenomenon by examining the rate of change of the power with respect to the drive frequency rather than considering the characteristics of the input impedance. We also provided a simple but effective method to eliminate this behavior. In particular, high coil quality factors and strong coupling between the two resonators result in the frequency splitting, which can be avoided by adjusting the resonance frequency (or the added capacitors, equivalently). This technique is independent of the coupling strength, meaning that it is not necessary to select the coupling coefficient less than a specific value or limit the minimum distance between the two coils, as suggested by other authors.

The optimal load resistance (i.e., positive stationary point(s) of the equation $dP_L/dR_L = 0$) was derived in a general form and expressed as a function of the other parameters. Numerical computation of the rigorous power bound and analytical asymptotic formula were discussed and compared, showing nearly identical results. The asymptotic solution is therefore an efficient and effective approach to examine the performance of a given WPTS, regardless of configuration (SS, PS, SP or PP). For the completeness of the analysis, a distinctive dynamics of the perfect coupled system, where the coupling coefficient equals unity, is discussed. In this circumstance, it is shown that the output power tends to saturate at a frequency-independent constant value when the driving frequency is relatively large (approaches infinity).

All important findings in this paper were verified by dynamic simulations using SPICE, and in addition, two theoretical analyses were validated with rigorous experiments. Therefore, the mathematical model is reliable and can be used as a framework for designing an optimal system. Although the study is initially motivated by low-power applications, in which the central objective is to optimize the power transferred to the load instead of maximizing the link efficiency, no specific assumptions were made regarding the particular physical nature of the system. Thus, the obtained results and discussion remain valid independently of low- or high-power systems.
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Appendix A

Tables of Signs and Variations

Figure 13 shows the signs of $dP_L/d\omega$ and the variations of $P_L$ when (9) has unique positive solution $\Omega_\alpha$. Note that $\alpha < 0$ and $dP_L/d\omega \xrightarrow{\Omega \to +\infty} -\infty$. The signs of $dP_L/d\omega$ and
the variations of $\Omega_L$ for the case in which (9) has three positive solutions $0 < \Omega_1 < \Omega_2 < \Omega_3$ are shown in Figure 14. Here \{i, j, k\} takes one of three values \{1, 2, 3\} depending on the relations of \{\Omega_1, \Omega_2, \Omega_3\} in (11), (12) and (13). Two maxima and one minimum of $\Omega_L$ are denoted by $\Omega_{L-1}$, $\Omega_{L-2}$ and $\Omega_{Lm}$ respectively.

APPENDIX B
DESCARTES’ SIGN RULE

| $\Omega$ | 0 | $\Omega_1$ | $\Omega_2$ | $\Omega_3$ | $+\infty$ |
|---------|---|-----------|-----------|-----------|-----------|
| $\frac{d\Omega}{d\omega}$ | + | 0 | − | 0 | + | 0 | − |

| $\Omega_L$ | $\Omega_{L-1}$ | $\Omega_{L-2}$ | $\Omega_{Lm}$ | 0 |

Fig. 13: (9) has unique positive solution.

Fig. 14: (9) has three positive solutions.

Table II shows all possibilities of the signs of $\alpha, \beta, \gamma$ and $\lambda$ which are the coefficients of the polynomial $f(\Omega)$. When $k \neq 1$, $\alpha$ is always negative and $\lambda > 0$ for all positive-physical parameters of the system.
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