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ABSTRACT

Optimising the analysis of cardiac structure and function requires accurate 3D representations of shape and motion. However, techniques such as cardiac magnetic resonance imaging are conventionally limited to acquiring contiguous cross-sectional slices with low through-plane resolution and potential inter-slice spatial misalignment. Super-resolution in medical imaging aims to increase the resolution of images but is conventionally trained on features from low resolution datasets and does not super-resolve corresponding segmentations. Here we propose a semi-supervised multi-task generative adversarial network (Gemini-GAN) that performs joint super-resolution of the images and their labels using a ground truth of high resolution 3D cines and segmentations, while an unsupervised variational adversarial mixture autoencoder (V-AMA) is used for continuous domain adaptation. Our proposed approach is extensively evaluated on two transnational multi-ethnic populations of 1,331 and 205 adults respectively, delivering an improvement on state-of-the-art methods in terms of Dice index, peak signal-to-noise ratio, and structural similarity index measure. This framework also exceeds the performance of state-of-the-art generative domain adaptation models on external validation (Dice index 0.81 vs 0.74 for the left ventricle). This demonstrates how joint super-resolution and segmentation, trained on 3D ground-truth data with cross-domain generalization, enables robust precision phenotyping in diverse populations.
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1. Introduction

Image super-resolution (SR) is a class of techniques in computer vision that is used to reconstruct a high resolution (HR) image from observed low resolution (LR) images. Improving the details of an image is valuable across a range of natural image applications including data compression (Cao et al., 2020) and feature extraction (Rasti et al., 2016). It is particularly relevant in medical imaging where there are physical constraints on the acquired spatial resolution and high-resolution structural detail may hold discriminative clinical information (Cui et al., 2014). SR representations are important for cardiac imaging where detailed variations in structure and motion are informative for genetic association studies and prognostic stratification (Bello et al., 2019, Schafer et al., 2017). While acquiring three-dimensional cardiac magnetic resonance (CMR) cine imaging is feasible (Moghari et al., 2018), routine clinical practice and population biobanks are still dominated by multi-slice 2D cine imaging, which limits accurate assessment of geometry due to poor through-plane resolution.

Dictionary-based approaches, such as deformable patch-match methods, aim to recover HR patches from LR images via priors between the target image and training data (Zhu et al., 2014). However, such methods are computationally demanding...
as the candidate patches have to be searched to find the most suitable match. In contrast, SR convolutional neural networks learn an end-to-end mapping between LR and HR images, and have significantly improved the quality and efficiency of reconstructions (Gholipour et al., 2010; Sanchez and Vilaplana, 2018; Chaudhari et al., 2018; Chen et al., 2018; Dong et al., 2014). These methods use a convolutional neural network (CNN) that codifies non-linear transformations (i.e., patch extraction, non-linear mapping, and reconstruction) with a combination of ResNet blocks and generative adversarial networks (GANs) (Ledig et al., 2017). Making use of multiple images acquired from different slice directions can further improve and constrain the HR image reconstruction (Oktay et al., 2017; Davatzikos et al., 2003). Lately, optical flow interpolation has been proposed for intensity cardiac image SR (Xia et al., 2021). This method is based on recent advances in the field of video interpolation (Bao et al., 2019), where intermediate sections are synthesized through an optical flow transformation of the cine data. However, the proposed method cannot eliminate slice misalignment and inter-slice motion artifacts (i.e., where differing breath-hold positions during scanning generate imperfect alignment between slices).

These strategies perform segmentation independently of processing the intensity image and do not share the same feature encoder for the related tasks of super-resolving the greyscale image and its semantic label map. Multi-task deep learning approaches with atlas propagation for shape-refined segmentation can produce anatomically smooth models that are robust to the presence of artifacts in the input CMR volumes (Duan et al., 2019). A limitation is the computational cost needed to perform atlas propagation and the output is only HR label maps without an end-to-end super-resolved image. Joint SR and segmentation using GANs (segSR-GAN) have been proposed for brain imaging (Delannoy et al., 2020) as an extension of SR-GAN (Ledig et al., 2017). The segSR-GAN model initially performs both interpolation and patch image subdivisions of the LR input and maps it to an output within two separate up-convolutional layers. However, the initial pre-interpolation step may amplify artifacts such as the motion between successive slices or intensity bias within a given slice. Also, both pre-interpolation and/or patch image subdivisions have long computational times and may not be suitable for clinical applications or large datasets.

In common with other classification tasks, if the training and test images for SR are drawn from different distributions, domain adaptation is needed to reduce sample bias to improve generalization performance across populations (Wang and Deng, 2014). Finally, in the reconstruction-based domain adaptation approach, a shared representation of the domain simultaneously solves classification and reconstruction maintaining information in the target domain (Ghifary et al., 2016). However, the adversarial-based domain adaptation is the most used method in the medical field (Perone et al., 2019; Dou et al., 2018), but it is still prone to mode collapse (Durall et al., 2020) that leads the domain adaption model to collapse in the wrong distribution. The variational adversarial autoencoder model proposed here has two main advantages: it solves the mode collapse problem by decoupling the distribution transformation within two variational networks and, at the same time, simplifies the mapping operation between source and target distributions.

In this work, we propose: i) a generative adversarial network called Gemini-GAN that jointly performs SR of greyscale cine images and their label maps and (ii) a generative domain adaptation approach (Variational Adversarial Mixture Autoencoder, VAMA) which together with joint SR, generalizes across different populations. This approach enforces cross-domain consistency and benefits from complementary learning of super-resolving images and their segmentations. In contrast to previous work, we use a natively HR ground truth for training and validate our approach on two independent multi-ethnic cardiac MR datasets.

2. Datasets

We used paired natively acquired LR/HR images and their respective segmentations for model training, taking advantage of the near-isotropic HR 3D cine datasets available in the UK Digital Heart Project (UKDHP). We then generalized the model to an external population with equivalent paired LR/HR data available (National Heart Center Singapore Biobank), and then to a further population with only LR data available (UK Biobank) which is an intended use case. Table I summarizes the phenotypic characteristics of the datasets used. Images were stored on an open-source database (MRIdb, Imperial College London, UK) (Woodbridge et al., 2013). Ground truth labels for both LR and HR datasets were derived as previously described (Bai et al., 2015). In each case ethical approval and written informed consent was obtained.

2.1. UK Digital Heart Project (UKDHP)

A dataset of 1331 healthy adults was used from the UK Digital Heart Project at Imperial College London. High-spatial resolution 3D balanced steady-state free precession cine sequences were used that assessed the left and right ventricles in their entirety in a single breath-hold (60 sections, reconstructed voxel size 1.2 × 1.2 × 2 mm, 20 cardiac phases, typical breath-hold 20s). Conventional single slice multi-breath-hold images were also acquired in the same geometry (10 sections, reconstructed voxel size 1.8 × 1.8 × 8 mm). Imaging was performed on a 1.5-T Philips Achieva system (Best, the Netherlands).

2.2. National Heart Center Singapore Biobank (SG)

External validation was performed on a dataset of 205 healthy adults recruited to the National Heart Center Singapore Biobank...
using the same LR/HR image acquisition parameters as the UKDHP but obtained on a 1.5T Aera (Siemens Healthcare, Erlangen, Germany).

2.3. UK Biobank (UKBB)

Generalisation to a second external dataset with only LR cine images was performed in 1331 adults prospectively recruited to UK Biobank (Bycroft et al., 2018). Conventional LR conventional single slice multi-breath-hold images were acquired (10 sections, reconstructed voxel size 1.8 × 1.8 × 8 mm) performed to a standard protocol on a 1.5T Aera (Siemens Healthcare, Erlangen, Germany) (Petersen et al., 2015). Data was processed under access number 40616.

Table 1: Population characteristics. Values are n (%) or mean ± standard deviation. * Characteristics shown for whole population. SG, Singapore biobank; UKDHP, UK Digital Heart Project; UKBB, UK Biobank; BSA, body surface area; SBP, systolic blood pressure; DBP, diastolic blood pressure.

| Characteristic         | UKDHP             | SG (n=205) | UKBB (n=1,331) |
|------------------------|-------------------|------------|---------------|
| Age (years)            | 37.7 ± 12.51      | 50.2 ± 14.69 | 56.5 ± 8.1   |
| Sex (male)             | 578.0 (43.4%)     | 106 (51.7%)  | 86.7 (54.9%) |
| Ethnicity              |                   |            |               |
| Caucasian              | 922.0 (69.3%)     | -          | 150.4 (95.2%)|
| Chinese                | -                 | 191 (93.17%) | -            |
| South Asian            | 180 (13.5%)       | 11 (5.3%)   | -            |
| African                | 145 (10.9%)       | -          | -            |
| Other                  | 84 (6.3%)         | 3 (1.4%)    | -            |
| BSA (m²)               | 1.8±0.2           | 1.7±0.2    | 1.9±0.22     |
| SBP (mmHg)             | 118.3±14.3        | 134.4±18   | 139.7±19.6   |
| DBP (mmHg)             | 77.9±9.5          | 80.1±11.6  | 82.2±10.7    |

Here \(z_d(x)\) in the numerator denotes the activation map at the feature channel \(f\) and pixel position \(x \in \mathbb{R}^2\) for each cardiac slice. While the sum of the denominator is a normalization across \(K\) segmentation class and ensures that the sum of probability components in the output vector \(p_y(x)\) are equal. A Cross Entropy (\(CE_{loss}\)) loss is then defined as the log-likelihood of probability of log-softmax distribution \(p_y(x)\). The weight map \(w_y(x)\) assigning importance to each segmentation \(K\) class pixel as follows:

\[
CE_{Loss} = w_y(x) \cdot \log (p_y(x))
\]

Instead in the SR reconstruction branch a Mean Square Error (MSE) is used:

\[
MSE_{Loss} = \frac{1}{n} \sum_{i,j=1}^{n} (o_{ij} - y_{ij})^2
\]

The \(o_{ij}\) is the output from the SR decoder and \(y_{ij}\) the corresponding SR ground truth, \(n\) is the number of image pixels \([i,j]\).

The L2 penalty loss is then defined as the square root of \(MSE\):

\[
L2_{Loss} = \beta \cdot \sqrt{(o_{ij} - y_{ij})^2} = \beta \cdot \sqrt{nMS E_{Loss}}
\]

To increase the performance of the network an SR discriminator \(D_{SR}\) is also coupled which corresponds to a network formed by eight \(3 \times 3\) reiterated convolutions followed by BN and LeakyReLU with a threshold value set at 0.2. The generator network \(G_{Gemini}\) maps the LR volume as a “fake” greyscale SR and 3D segmentation volumes. The concatenation operation (+) is applied to both “fake”-generated volumes sampling by \(I_{fake}^R \sim (I_{reg}^R + I_{grey}^R)\) where \(I_{reg}^R\) and \(I_{grey}^R\) are outputs of \(G\) net.

Then, the concatenation \(I_{fake}^R\) is sent to the SR discriminator \(D_{SR}\) (Fig. 1) trained to distinguish it from the corresponding “real”-dataset concatenation \(I_{real}^R \sim (I_{reg}^R + I_{grey}^R)\) of greyscale SR and 3D segmentation sampling from training dataset distribution. The final GAN loss is formulated as follows:

\[
GAN_{Loss} = \min_{G} \max_{D_{SR}} L_{GAN_{GEMINI}}(D_{SR}, G) = \mathbb{E}_{I_{fake}^R \sim UKDHP} \mathbb{E}_{I_{reg}^R + I_{grey}^R} [\log(D_{SR}(I_{real}^R))] + \mathbb{E}_{I_{fake}^R \sim G(I_{reg}^R + I_{grey}^R)} [\log(1 - D_{SR}(I_{fake}^R))]
\]
where $S$ (SVD) of the point locations matrix. This method determines the least-squares fit for the distance of the corresponding do-

distribution of the source domain within its target one. The rigid transformation between them within a set of six landmark points

3.2. Low Resolution Rigid Alignment Block

The LR rigid alignment block allows the alignment between LR source volume of $d$ and a target volume as $T_d \in \mathbb{R}^3$, where $S_d$ is a LR volume from a specific unknown LR dataset, while $T_d$ is the LR training set volume used by Gemini-GAN. We then train a novel network called Variational Adversarial Mixture Autoencoder (V-AMA) (Fig. 4). The V-AMA network maps an unknown source LR input volume $I_s \in S_d$ to the training target $I_t \in T_d$ LR volume. The V-AMA is composed of three distinct blocks: LR rigid alignment block, variational target network, and variational source mixture network.

3.2.2. Variational Target Network Block

The variational target network block is a deep latent variable generative model for estimating the log-likelihood and the posterior $S_t$ target distribution. The model is composed of an UNet style (Ronneberger et al., 2015) encoder-decoder variational target generator network $G_t$, followed by a discriminator network $D_t$. Equivalently, for Gemini-GAN, the decoder path is constituted by $3 \times 3$ reiterated convolutions followed by a ReLU and BN. The outputs encoder is made of up-convolutions concatenated with cropped feature maps from the input decoder path. During the training, the variational target generator network $G_t$ (Fig. 4), takes the concatenation of both LR source $I_s \in T_d$ and target volume $I_t \in T_d$ as a batch of 2D slices (i.e., subscript $s$ denotes the source domain and $t$ denotes the target domain).

The input to the target network (i.e., blue encoder in the variational target block) is indicated as a concatenation operation (+) between the target volume $I_t$ and source volume $I_s$ to better learn the consistency between both (i.e., $I_t = I_s + I_t$). After the encoding process $I_i$ is mapped to a Gaussian posterior distribution in the latent space $q_\phi(z_i|I_i) = N(z_i; \mu_i, diag(\sigma_i))$. In particular, $\phi$ are the variational parameters, $z_i$ the latent variable of the target $t$ encoder, and $I_t \in T_d$ the LR target volume. The following equations explain the variational target encoding (i.e., please refer to theorem Appendix A for more precise mathematical explanation):

$$I_i = I_s + I_t$$

$$q_\phi(z_i|I_i) = N(z_i; \mu_i, diag(\sigma_i))$$

$$log(q_\phi(z_i|I_i)) = \sum_k \log(N(z_{i,k}; 0, 1)) - log(\sigma_k)$$

$$= \sum_k \left(\frac{1}{2} \left(\log(\sigma_k) - \mu_k^2 - \sigma_k^2 + 1\right)\right)$$

The reconstructed target output $I^*_t$ (i.e., Fig. 4) is concatenated
The $I^t$ is estimated. The image output $I^t$ is reconstructing from $(\mu_t, \sigma_t)$, the network encoder (blue in figure) a posterior target distribution $q(z | I_t)$ to move the $(\mu_t, \sigma_t)$ closer the final target distribution.

The $p_\theta(I_t, z)$ distribution is approximated by a MSE loss between reconstruction target $I^t_{\text{out}}$ (i.e., Eq. 8) and variational network input (i.e., $I_t = I_t^s + I_t^r$). While the posterior distribution $q_\phi(z | I_t)$ is given by the $q_\phi(z | I_t)$ in the appendix.

$$\text{VAELoss}_{\theta, \phi}(I_t) = \text{MS E}(I_t, I^t_{\text{out}}) + 0.5 \cdot \sum_i \left(\sigma_i^2 + \mu_i^2 - \log(\sigma_i) - 1\right)$$

Final target loss (i.e., variational target block in Fig. 2) is:

$$\text{TargetLoss} = \text{VAELoss}_{\theta, \phi}(I_t) + L^t_{\text{Loss}}(I_t, I^t_{\text{out}}) + 0.05 \cdot \text{GAN}_{\text{Loss}}$$

3.2.3. Variational Source Mixture Network Block

After training the variational target block, both encoding features (i.e., at each variational encoding layers) and inference $(\mu_t$ and $\sigma_t$) [Eq. A.11, A.12 in the appendix] are transferred to the source encoder (i.e., indicated with $G_{s_t}$) to equally inject the same amount of target distribution (Fig. 3). The posterior distribution $q_\phi(z | I_t)$, i.e., $s$ in the following equations represent the source domain $T_s$ is.
derived by:

\[(\mu_s, \log(\sigma_s)) = \text{Encoding}_{G_s}(I_s) \]

\[q_\theta(z_s|I_s) = \mathcal{N}(z_s; \mu_s, \text{diag}(\sigma_s)) \]

\[\log(q_\theta(z_s|I_s)) = \sum_k \log(\mathcal{N}(z_s; 0, 1)) - \log(\sigma_s) \quad (13) \]

\[= \sum_k \frac{1}{2}(\log(\sigma_s) - \mu_s^2 - \sigma_s^2 + 1) \]

where the previous posterior inference of target network \(q_\theta(z_s|I_s)\) and the new posterior inference of source network \(q_\theta(z_s|I_s)\) are added together in the latent space of \(G_s\) to constitute the final mixture KL posterior \(q_\theta(z_s|I_s)\). Indeed, the source network \(G_s\) loss is:

\[
\text{VAELoss}_{s,\theta}(I_s) = MS E(I_s, I_{s}^{\text{out}}) + 0.5 \cdot \sum_k \frac{1}{2}(\log(\sigma_{m_k}) - \mu_{m_k} - \sigma_{m_k}^2 + 1) \quad (14) 
\]

Given that \((\sigma_{m_k}, \mu_k)\) and \((\sigma_{s}, \mu_s)\) are normally distributed independent random variables, their sum is also normally distributed. Hence, we obtain \(\sigma_{m_k}^2\), \(\log(\sigma_{m_k})\), \(\mu_{m_k}^2\), and \(\zeta_{m_k}\) as:

\[
\sigma_{m_k}^2 = \sigma_{s}^2 + \sigma_{s}^2 \\
\log(\sigma_{m_k}) = \log(\sigma_{s}) + \log(\sigma_{s}) \\
\mu_{m_k}^2 = (\mu_{s} + \mu_{s})^2 \\
k_{m_k} \sim \mathcal{N}(0, I) \\
\zeta_{m_k} = (\mu_{s} + \mu_{s}) + (\sigma_{s} + \sigma_{s}) \odot k_{m_k} 
\]

The reconstruction target \(I_{s}^{\text{out}}\) in output from \(G_s\) is given by:

\[I_{s}^{\text{out}} = I_s + \lambda_s I_s^s \quad (16) \]

Where \(\lambda_s\) constant mediates the interaction between the source network input \(I_s\) and the output \(I_s^s\). As for \(G_{s}^s\) to better enforce the match between the generated source volume \(I_{s}^{\text{out}}\) and the target volume distribution \(I_s\) (i.e., sample from the UKDHP dataset), we used a discriminator \(D_s\) to minimize the following GAN loss for the \(G_s\) network:

\[GAN_{s}^{\text{loss}} = \min_{G_s} \max_{D_s} \mathcal{L}_{GAN}(D_s, G_s) = \]

\[= E_{I_s^{\text{out}} \sim \text{UKDHP}(I_s)}[\log(D_s(I_s^{\text{out}}))] + E_{I_s \sim \text{source}(I_s)}[\log(1 - D_s(I_s))] \quad (17) \]

The total source loss, for the variational source network block, is composed by the sum of posterior mixture KL loss (i.e., eq\[14\] and \[15\], GAN loss [Eq\[17\]] and L1 loss.

\[\text{SourceLoss}_{s,\theta}(I_s) = \text{VAELoss}_{s,\theta}(I_s) + L1_{loss}(I_s, I_{s}^{\text{out}}) + 0.05 \cdot GAN_{s}^{\text{loss}} \quad (18) \]

The variational source mixture network uses the target posterior information to fully incorporate the target distribution in source one so that the source reconstruction \(I_{s}^{\text{out}}\) will look like the target image UKDHP style. The obvious benefit is linked to a better inference task in the domain adaption process where the variational target network is only involved to find the posterior distribution that captures the UKDHP style. However, in order to optimize the inference speed, the LR rigid alignment block is used only during the training stage where during test inference both variational target and variational source mixture networks take in input the source \(I_s\).

3.3. Training details

The number of UKDHP patients utilized for training is 1131 with 100 epochs iterations until convergence and finally valid and testing in 100 UKDHP’s patients. Data argumentation was also applied through the extraction of random cropping, within vertical and horizontal flip; where the final inference is performed for all networks comparison on the entire volume at LR. The learning rate (lr) used is \(1e^{-4}\) with a weight decay (i.e., L2 penalty) of \(\beta\) set to \(1e^{-6}\) [Eq\[4\]]. Also the \(\lambda = 1\), for giving equal importance to SR than 3D segmentation during the training; while the GAN constant is set to \(\omega = 1e^{-3}\). The LR images, and their corresponding segmentation and SR images, are used to train the network in a supervised way with ADAM optimization with random horizontal and vertical flipping and random cropping [Kingma and Ba [2014]]. While for V-AMA an ADAM optimization is also used with an lr of 0.0002 and a momentum (i.e., beta\(_1\)) of 0.5 where \(\beta_1 = 1\) and \(\beta_2 = 1\). All networks were consistently compared in inference using the full cardiac LR-volume (i.e., no initial cropping and/or interpolation) inputs where the training hyperparameters were kept constant for all training phases. The GPU used is an NVIDIA V100 with a smaller batch size for minimizing the overhead between the GPU and the Hard Disk Drive (HDD) and maximizing the use of the overall deep-learning system.

4. Results

First we describe the metrics used to quantify algorithm performance. We then compare the performance of Gemini-GAN (i.e., super-resolution performances) to several benchmark algorithms used for either sequential or joint SR and segmentation tasks, and then evaluate V-AMA (i.e., domain-adaptation performances) in an external dataset against other domain adaptation methods.

4.1. Segmentation and image quality metrics

4.1.1. Dice Index (DI)

Segmentation performance is evaluated for the left ventricular (LV) cavity, LV myocardium and right ventricular (RV) cavity both in end-systole (ED) and end-diastole (ED) with the Dice Index (DI) given by:

\[\text{Dice} = \frac{2|X \cap Y|}{|X| + |Y|} \quad (19)\]

Here \(|X|\) and \(|Y|\) represent the number of elements for X and Y.
4.1.2. Peak Signal-to-Noise Ratio (PSNR)

The PSNR represents the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. The mathematical definition of PSNR is expressed logarithmically. Given two images \( I \) and \( K \) of size \( m \times n \) we define PSNR (in decibel scale) as:

\[
PSNR = 10 \cdot \log_{10} \left( \frac{I_{\text{Max}}^{2}}{MS E_{I,K}} \right) = 20 \cdot \log_{10} \left( \frac{I_{\text{Max}}}{\sqrt{MS E_{I,K}}} \right) - 10 \cdot \log_{10}(MS E_{I,K})
\]  

(20)

Here \( I_{\text{Max}} \) is the maximum possible value of the image \( I \), while \( MS E_{I,K} \) is the Mean Squared Error between the image \( I \) and \( K \).

\[
MS E_{I,K} = \frac{1}{m \cdot n} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2
\]  

(21)

4.1.3. Structural Similarity Index Measure (SSIM)

The structural similarity index measure (SSIM) is a metric for the assessment of the visual quality of images. Structural information measures the pixel inter-dependencies that emphasize visual structure and take into consideration contrast and luminance \( \text{[Wang et al., 2004]} \). Given two images \( x \) and \( y \) of size \( m \times n \) the SSIM index is defined as:

\[
SSIM(x,y) = \left( \frac{2\mu_{x}\mu_{y} + c_{1}}{(\mu_{x}^{2} + \mu_{y}^{2} + c_{1})(\sigma_{x}^{2} + \sigma_{y}^{2} + c_{2})} \right) \left( \frac{2\sigma_{xy} + c_{2}}{(\sigma_{x}^{2} + \sigma_{y}^{2} + c_{2})} \right)
\]  

(22)

Here \( \mu_{x} \) is the average of image \( x \), \( \mu_{y} \) is the average of image \( y \), \( \sigma_{x}^{2} \) is the variance of image \( x \), \( \sigma_{y}^{2} \) is the variance of image \( y \), and \( \sigma_{xy} \) the covariance of image \( x \) and \( y \). The constants \( c_{1} \) and \( c_{2} \) stabilize the division in the case of a weak denominator.

4.2. Deep-learning methods comparison

We used three state-of-the-art methods for both SR and segmentation comparison: UNet, SR-GAN, and SegSR-GAN. The UNet model is a advanced segmentation model \( \text{[Ronneberger et al., 2015]} \) based on an encoding path, that captures the general context of the input image, and a decoding path that produces the final segmentation. While the SR-GAN is based on two networks a ResNet \( \text{[He et al., 2015]} \) generator with a GAN discriminator (i.e., similar to Gemini-GAN). Lastly, the SegSR-GAN \( \text{[DeLannoy et al., 2020]} \) model, a leading-edge joint segmentation method, is further compared. The SegSR-GAN is essentially similar to SR-GAN in architecture with the exception of having an upsampling block that gives both segmentation and SR outputs. However, to be fully consistent with other model’s comparisons (i.e., UNet, SR-GAN, and Gemini-GAN), no initial interpolation and/or image patch extraction was performed to the input (i.e., as in the original paper the SegSR-GAN). We instead prefer to respect the initial architecture proposed by SR-GAN (i.e., adding a skip connection from the first convolution block to the last before the upsampling layer).

4.3. Performance for Super-resolution

We evaluate the super-resolution performances through two main methods: (i) classic interpolation-based methods, (ii) deep learning approaches in the UKDHP dataset which contains paired LR and HR ground truth (Table 2). An example of the output from Gemini-GAN is shown in Figs. 3 and 4. The first three classic interpolation-based methods models evaluated were nearest neighbor (NN), linear, and B-spline which are all sub-optimal both in terms of 3D Segmentation and SR (and they cannot be used for an initial pre-interpolation as in SegSR-GAN paper). The performance of UNet \( \text{[Ronneberger et al., 2015]} \) for SR and segmentation shows good performance in either task individually. We also show that the SegSR-GAN joint algorithm under-performs the proposed Gemini-GAN model which generally has the highest segmentation accuracy across all comparisons while achieving comparable super-resolved image quality to disjoint methods. As segSR-GAN is a direct derivation of SR-GAN we hypothesize that the decrease in performance for both networks is linked to two main causes: firstly the number of parameters increases with respect to the size of our dataset especially when the ResNet \( \text{[He et al., 2015]} \) backbone is used. Secondly, the lack of skip-path connections in the upsampling layers causes a loss of high-level information responsible for shape and object detection. The number of ResNet layers utilized does not decisively influence the network performance (i.e., since an data argumentation mechanism, allows to prevent overfitting due to extra network parameters).

4.4. Performance for domain adaptation

Here we present the performance of the V-AMA network in the external validation (SG) dataset. Three state-of-the-art networks \( \text{[CycleGAN (Zhu et al., 2017a), BicycleGAN (Zhu et al., 2017b), and MUNIT (Huang et al., 2018)]} \) used for image domain adaption are compared to V-AMA (Table 3 and Fig 6).
Fig. 4: Three dimensional renderings of the surface and long-axis of the heart (yellow: left ventricular myocardium; green: left ventricular cavity; blue: right ventricular cavity) with corresponding greyscale images and segmentation contours in a long axis reconstruction. A comparison is shown between the acquired low resolution (LR) images and Gemini-GAN’s joint 3D segmentation and super-resolution.

Table 2: A comparison of each super-resolution model showing segmentation accuracy for each cardiac structure (Dice) and greyscale image quality metrics (PSNR and SSIM) with mean and standard deviation (Left ventricle, LV; right ventricle, RV; end diastole, ED; end systole, ES).

Table 3: A comparison in the external validation set (SG) between the presented V-AMA model and state of art networks (i.e., CycleGAN [Zhu et al., 2017a], BicycleGAN [Zhu et al., 2017b], and MUNIT [Huang et al., 2018]) used for image domain adaption relative to “No Adaptation”. Segmentation accuracy for each cardiac structure (Dice) and greyscale image quality metrics (PSNR and SSIM) with mean and standard deviation are shown. (Left ventricle, LV; right ventricle, RV; end diastole, ED; end systole, ES).
Fig. 5: Three dimensional renderings of the heart comparing Gemini-GAN with the current state-of-the-art for joint segmentation and SR (SegSR-GAN [Delannoy et al., 2020]) which does not accurately reconstruct fine anatomic details in the greyscale image.

Fig. 6: Three dimensional renderings of the heart comparing 3D segmentations produced by Gemini-GAN after adaptation with different state-of-the-art methods and our proposed V-AMA method. Our proposed framework maintains a complete and smooth geometry of the heart while other methods show discontinuities in the segmentation of the mid-ventricular and apical myocardium (arrowheads).

Fig. 7: Three dimensional renderings of the heart comparing demonstrating that our Gemini-GAN + V-AMA framework generalises well to a further external dataset where only LR images are available (UKBB) demonstrating its potential value for routine clinical imaging and biobank samples. a) The full volume reconstruction from the 3D segmentation prediction, b) the volume in cross-section, and c) the greyscale SR with the 3D segmentation contours.
The main goal of CycleGAN is to learn the mapping with a generator from a source distribution to a target one by an adversarial and a cycle consistent loss that boosts the mapping invertibility (Zhu et al., 2017a). To solve this problem, we use BicycleGAN - where two networks are trained with cycle loss and random noise injection. The first network is a conditional variational auto-encoder, that encodes the target image in the latent target space and uses it to map the target image (i.e., from the source image to latent target space to target image). The second network is a conditional latent regressor network and uses the source image and random noise to produce the latent target image (Zhu et al., 2017b). The injection of random noise in the second BicycleGAN network could potentially lead to instability and is reflected by a performance decrease for the Dice index.

In the MUNIT model, the latent space source volume input is decomposed into a style space and content space. This is performed by content encoder and style encoder networks. While the style encoder network is composed of several stride convolutions, followed by global pooling and MPL layer to produce a set of parameters. The content encoder network processes the source volume to give as input to the decoding network with adjusted parameters by the style encoder. However, the style of the content encoder network is limited by the previous global pooling operation in the style encoder that is insufficient to extract detailed information due to the intrinsic limitation of pooling operation (Sabour et al., 2017a) (i.e., pooling takes the neuron with high peak information but not the one relevant for the specific encoding task to perform).

To address this problem, V-AMA is proposed to decouple the source latent space through two adversarial variational networks without any pooling in the style content-encoding where the variational mechanism is instead used to share style information. In the external validation set, this provided the highest segmentation accuracy for all cardiac structures as well as the best image quality metrics.

We further tested V-AMA in the UKBB dataset (which is representative of routine imaging and population data), but since there is no specific SR ground-truth both in 3D segmentation and greyscale in UKBB, we limit our analysis to a qualitative evaluation; confirming the system’s ability to generalize well to a further external dataset (Fig 7).

5. Discussion and Conclusion

The proposed deep-learning system creates a hybrid between supervised and unsupervised learning algorithms for training the Gemini-GAN and V-AMA algorithms respectively. We have shown the improved performance of Gemini-GAN compared to best in class networks for jointly determining 3D Segmentation and SR from a natively LR input volume while maintaining high PSNR and SSIM.

We compared our network with SR-GAN which showed relatively poor performance for segmentation accuracy and image quality. This was primarily due to a lack of a large dataset (i.e., 350,000 ImageNet images were originally used to train SR-GAN) to satisfy the depth of the ResNet networks. Furthermore, the lack of skip path connections in both SR-GAN and Seg-SRGAN reduces the segmentation performance, as the local information in the high-level features in the first convolutions layers is lost. A further limitation of Seg-SRGAN, is related to the initial input B-spline interpolation which can introduce a prediction bias. Furthermore, interpolating the volume with a classical method, as in the original Seg-SRGAN paper, may be computationally ineffective. This can be unfavorable if we additionally want to determine the spatial information from a full volumetric LR input, where erasing of the skip path, at each up-sampling level, reduces the possibility of reaching the correct 3D spatial information between the individual channels at each encoding layer. However, Gemini-GAN exhibits high performance for both 3D segmentation and SR directly from LR greyscale volumes even with limited dataset size.

Our unsupervised domain adaptation algorithm, V-AMA, is also proposed here. After spatial alignment of the source and target volume within a rigid alignment algorithm, paired distinct adversarial VAE networks are utilized. The first network, called variation target block, extracts the variational source volume parameters in terms of mean and std, transferred to a second network, a variational source mixture block, which mixes both source and target VAE’s parameters. The V-AMA model has several advantages, in the first place it solves the mode collapse problem (Durall et al., 2020), where the optimization of multidimensional non-convex space can lead to instability and collapse the model to a single distribution (i.e., only source but not target). Secondly, it simplifies the mapping operation between source to target distributions by disassociating the inference process within two distinct deep networks. To quantify the ability of V-AMA to adapt its domain in a small dataset we used an external dataset and three modern domain adaption networks demonstrating its accurate and robust performance.

Mode collapse is one of the main problems for other algorithms, which could be partially solved by injecting input noise into the network as in BicycleGAN (Zhu et al., 2017b). The direct injection of random noise in the network could lead to instability especially when the source distribution differs from the target one. Notably, any additional random noise could amplify this behavior. Instead, the MUNIT model decomposes the latent space into style space and content space within two networks decreasing the mode collapse problem. Notably, one of the main limitations of MUNIT is related to global pooling in style encoding, where the global pooling layer loses relevant information and neglecting the spatial relation between the objects in the volume (i.e., LV vs RV cavity position in the volume input) (Sabour et al., 2017b). Instead, our V-AMA model avoids the pooling by mixing the source and target style directly in variational inference fashion.

In summary, we have experimentally demonstrated how our deep learning system can achieve high performance in joint cardiac SR and 3D segmentation tasks with domain adaption to new distributions. Our method will enable future applications in the field of cardiac shape and motion analysis where precision phenotypes are needed for prediction and classification tasks across diverse datasets.
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Appendix A. Theorem 1

In this appendix section, we are going to demonstrate how the VAE loss is given by the combination of Evidence Lower Bound (ELBO) and Kullback-Leibler (KL) divergence and how the derivative a gradient forms from it. Indeed, the latent variable \( z \) is part of the variational target generator model but we can’t directly observe it. In this specific case the direct graphical model is represented by a joint distribution \( p_{\theta}(x, z) \) over both LR input data target volume \( x \) and latent variable \( z \). Where, the marginal distribution \( p_{\theta}(x) \), over the observed variable \( x \), is given by:

\[
p_{\theta}(x) = \int p_{\theta}(x, z) dz
\]  (A.1)

The \( \theta \) are the parameters that minimize the integral. However, this marginal distribution \( p_{\theta}(x) \) can be complicated and need to be approximate through a factoring process:

\[
p_{\theta}(x, z) = p_{\theta}(x) p_{\theta}(z|x)
\]  (A.2)

The distribution \( p(z) \) is also called prior distribution over latent \( z \) variables. The challenge is due to the intractability of \( p_{\theta}(x, z) \), where no analytic solution is given. To solve this intractability, a parametric inference model \( q_{\phi}(z|x) \) is introduced through a encoder network (i.e., \( G_{\phi} \)) that optimizes the variational parameters \( \phi \) as \( q_{\phi}(z|x) \approx p_{\theta}(z|x) \). In the variational inference, this is called lower bound objective (ELBO) optimisation problem (Kingma and Welling 2013). Then, for any type of parametric inference model \( q_{\phi}(z|x) \), is given:

\[
\log(p_{\theta}(x)) = \mathbb{E}_{q_{\phi}(z|x)}[\log p_{\theta}(x) - \mathbb{E}_{q_{\phi}(z|x)}[\log \frac{p_{\theta}(x, z)}{q_{\phi}(z|x)}] - \mathbb{E}_{q_{\phi}(z|x)}[\log q_{\phi}(z|x)]]\]
\]  (A.3)

The first term, of the last equation line, is the ELBO (i.e., the final variational loss \( \text{Loss}_{\theta, \phi}(x) \)) and is always lower bound for \( \log(p_{\theta}(x)) \) (i.e., due to the positive value of the second term).

The ELBO is obtained by substitute the [Eq. A.2] on [Eq. A.3] (i.e., first term of last equation line).

\[
\text{Loss}_{\theta, \phi}(x) = \mathbb{E}_{q_{\phi}(z|x)}[\log \frac{p_{\theta}(x)}{q_{\phi}(z|x)}]
\]  (A.4)

\[
\text{Loss}_{\theta, \phi}(x) = \log p_{\theta}(x) - D_{KL}(q_{\phi}(z|x)||p_{\theta}(z|x)) \leq \log p_{\theta}(x)
\]  (A.5)

The second term is the Kullback-Leibler (KL) divergence among the parametric inference model \( q_{\phi}(z|x) \) and the marginal distribution \( p_{\theta}(z|x) \) (i.e., also positive):

\[
D_{KL}(q_{\phi}(z|x)||p_{\theta}(z|x)) = \mathbb{E}_{q_{\phi}(z|x)}[\log \frac{q_{\phi}(z|x)}{p_{\theta}(z|x)}] \geq 0
\]  (A.6)

Finally, we estimate the gradient for both parameters \( \phi \) and \( \theta \). In particular for \( \theta \) we have:

\[
\nabla_{\theta} \text{Loss}_{\theta, \phi}(x) = \nabla_{\theta} \mathbb{E}_{q_{\phi}(z|x)}[\log \frac{p_{\theta}(x,z)}{q_{\phi}(z|x)}] = \mathbb{E}_{q_{\phi}(z|x)}[\nabla_{\theta} \log \frac{p_{\theta}(x,z)}{q_{\phi}(z|x)}] = \mathbb{E}_{q_{\phi}(z|x)}[\nabla_{\phi} \log \frac{p_{\theta}(x,z)}{q_{\phi}(z|x)}]
\]  (A.7)

The last term of this equation represents the Monte Carlo estimator for \( z \) latent variable, randomly sampled from the parametric inference model \( q_{\phi}(z|x) \) (Kingma and Welling 2013). However, for \( \phi \) parameters there is not valid computational operation between expectation and gradient. Nonetheless, the \( G_{\phi} \) encoder is fully differentiable and the latent variable \( z \) used continued. Therefore, is calculate the gradient for \( \phi \) variable with a reparameterization step (Rezende et al. 2014). The reparameterization expresses the random variable \( z \) in terms of another variable \( k \) within a differentiable invertible transformation function \( f(-) \). The random noise of the reparameterization variable \( k \) is sampled from a univariate Gaussian distribution \( \mathcal{N}(0, I) \).

\[
z = f(k, \phi, x)
\]  (A.8)

The random distribution variable \( k \) is independent both of the input variable \( x \) and the parameter \( \phi \). In this case the commutation operation between expectation and gradient (i.e., both for the parameters \( \theta \) and \( \phi \)) is guaranteed. Then, the new Monte Carlo estimator with \( z = f(k, \phi, x) \) and random noise sample from \( k \sim p(k) \), is given by the following equation:

\[
\mathbb{E}_{q_{\phi}(z|x)}[\text{Loss}_{\theta, \phi}(z)] = \mathbb{E}_{p(k)}[\text{Loss}_{\theta, \phi}(z)] = \mathbb{E}_{p(k)}[\nabla_{\phi} \text{Loss}_{\theta, \phi}(z)] = \mathbb{E}_{p(k)}[\nabla_{\phi} \text{Loss}_{\theta, \phi}(z)] = \mathbb{E}_{p(k)}[\text{Loss}_{\theta, \phi}(z)]
\]  (A.9)

After the reparameterization trick:

\[
k \sim \mathcal{N}(0, I)
\]

\[
(\mu_{t}, \log \sigma_{t}) = \text{Encoding}_{G_{\phi}}(x)
\]

\[
z = \mu_{t} + \sigma_{t} \odot k
\]  (A.10)
Given the \( q_\theta(z|x) \) is Gaussian and is approximate by \( \text{Encoding}_{G_{\theta,\alpha}} \), the final inference is given by:

\[
(\mu_x, \log(\sigma_x)) = \text{Encoding}_{G_{\theta,\alpha}}(I_s) \\
q_\theta(z_s | I_s) = N(z_s; \mu_x, \text{diag}(\sigma_x))
\] (A.11)

Where \( I_s \) indicated a general input image, \( \text{Encoding}_{G_{\theta,\alpha}} \) a generic encoding network, \( z_s \) a generic latent variables of \( \text{Encoding}_{G_{\theta,\alpha}} \), and \( \mu_x, \sigma_x \) the generic mean and standard deviation (i.e., predicted by \( \text{Encoding}_{G_{\theta,\alpha}} \) of the Gaussian distribution \( N(z_s; \mu_x, \text{diag}(\sigma_x)), k \) is the index of the sum operation. We can then conclude

\[
\log(q_\theta(z_s | I_s),_s) = \sum_k \log(N(z_{s_k}, 0, 1)) - \log(\sigma_{s_k}) \\
= \sum_k \frac{1}{2} (\log(\sigma_{s_k}) - \mu_{s_k}^2 - \sigma_{s_k}^2 + 1)
\] (A.12)

**Appendix B. Theorem 2**

In this appendix section, we are going to demonstrate that if the variational generator \( G_{\theta} \) and its discriminator \( D_{\beta} \) are enough numerically stable, at each step iteration, the discriminator \( D_{\beta} \) reach its optimum where the target output probability \( p_t^*(x) \) of \( I^*_t \) converges to the target data \( I^*_t \) UKDHP distribution probability \( p_t(x) \). Then, if we set \( K(p_t^*(x), D_{\beta}) \) a function of the “fake” target probability distribution generate by \( G_{\theta} \), the function \( K(p_t^*(x), D_{\beta}) \) shows a convexity in this “fake” probability distribution \( p_t^*(x) \).

To prove this, we let:

\[
K(p_t^*(x), D_{\beta}) = \sup_{p_a} K_{\alpha}(p_t^*(x), D_{\beta})
\] (B.1)

Where the function \( K_{\alpha}(p_t^*(x), D_{\beta}) \) are convex on some convex domain \( S \). We suppose that at particular point \( p_t^*(x) \) in \( S \),

\[
\beta = \arg\sup_{p_a} K_{\alpha}(p_t^*(x), D_{\beta})
\] (B.2)

Then,

\[
K(p_t^*(x), D_{\beta}) = K_{\beta}(p_t^*(x), D_{\beta})
\] (B.3)

Let \( m \) be any subgradient of \( K_{\beta}(p_t^*(x), D_{\beta}) \), for definition of subgradient,

\[
K_{\beta}(p_t^*(y), D_{\beta}) \geq K_{\beta}(p_t^*(x), D_{\beta}) + m^T (y - x) \tag{B.4}
\]

Since \( K(p_t^*(y), D_{\beta}) \geq K(p_t^*(x), D_{\beta}) \) for \( y \in S \),

\[
K(p_t^*(y), D_{\beta}) \geq K(p_t^*(x), D_{\beta}) + m^T (y - x) \tag{B.5}
\]