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Abstract

Object indoor location is a field that receives much research effort but that is lacking enough maturity for its integration in popular devices like mobile phones. This paper describes the results of an experiment carried out to compare different pattern recognition algorithms in order to process the information from a set of Bluetooth transmitters, located in fixed positions, with the aim of locating an object in a precise position. Our conclusion is that the best algorithms, among the five we tested, are random forests and model-based clustering, which gave accuracies around 90%. We have also conducted experiments to analyse the influence of the number of Bluetooth transmitters and to determine the sets of features with better performance. The proposed approach is simple and gives 90% of accuracy for locating objects with 1 m precision, making it suitable for a wide range of applications.
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1. Introduction

Nowadays, the number of mobile phone lines worldwide exceeds the number of inhabitants of the planet. Most smartphones include a GPS (Global Positioning System) antenna that can be used to locate their position, and therefore their owners’. Mobile services making use of this location capability are known as location-based services. However, as performance inside buildings of GPS-based location services degrades severely, other technologies have been proposed to indoor location.

Some examples of services currently under development are guidance of people in hospitals, airports or administrative buildings, information of offers to customers in malls, “find your friend” and other gaming applications, guidance in museums, ambient assisted living, and surveillance applications.

The structure of the rest of this paper is as follows. Next section includes a review of the technologies that can be used and the algorithms they are based on to process the information obtained from the sensors. Then, section 3 (Methodology) describes the experimental testbed. Section 4 contains the results obtained from the experiments and a discussion of these results. Finally, the paper ends with some conclusions.
2. Background

Due to the great amount of attention received by indoor positioning during the last years, many proposals have appeared. In this section, a review of some of these approaches is included.

For this purpose, first the technical alternatives are presented and then the algorithms used by the systems are summarized.

2.1. Technology used for indoor location

According to the nature of the sensors the indoor location used, some authors as in [1] and [2] classified them in:

- **Optical positioning**: based on the processing of images or video. Accuracy of these systems have reached the $10^{-1}$ meters. Their main disadvantages are the high cost and the required processing capabilities.
- **Infrared positioning**: the object to locate emits an unique code (ID) at regular intervals via an infrared transmitter. Infrared receivers are located in fixed positions, allowing to localize each ID within a map. An example is described in [3] and using Active badges.
- **Ultrasonic positioning**: distance between the object to locate (target) and a point station is estimated by using ultrasounds. Two well-known examples are Active Bats in [4], and Cricket in [5].
- **Radio Frequency Identification (RFID)**: targets carry tags including an identification number (ID) and readers are distributed throughout the room in fixed positions. The opposite scenario is also possible (a mobile reader on the target and fixed tags). An example developed by Ni is LANDMARC [6].
- **Inertial Navigation Systems (INS)**: equipped with motion and rotation sensors capable of estimating position, orientation, and velocity of an object without external references as described in [7].
- **Wireless technologies**: the most used ones are Wi-Fi (IEEE 802.11) and Bluetooth (IEEE 802.15.1). Their main advantages are the reuse of existing infrastructure, that can be found in a broad range of devices, and their low cost. Between these two, Bluetooth offers lower power consumption and smaller size.

The most used one is wireless technologies. In these systems, transmitters and receivers interchange protocol-dependent information which contains some parameters that can be used to estimate the distance among them and to locate the target. According to [8] the parameters most frequently used are: Time of Arrival and Time of Flight, Angle of Arrival, Received Signal Strength Indication (RSSI) and Connectivity.

2.2. Algorithms for indoor location

Once the data are collected from the sensors, systems must rely on some algorithm to estimate the location of the target. These algorithms can be broadly classified into three types:

- **Proximity algorithms**: they require the deployment of a dense grid of antennas, each one on a well-known position. The target is considered to be adjacent to the antenna which receives the strongest signal [8].
- **Triangulation**: the position of the target is estimated by measuring its distances from multiple reference points. It is very sensitive to the presence of walls, furniture or even moving people as detailed in [9].
- **Fingerprinting**: signal features in some specific positions are obtained. The location of the target is then estimated by matching new signal features against the previously collected ones and choosing the best match, as explained in [10]. Fingerprinting has received more and more attention since it offers the possibility of deploying accurate and low-cost positioning systems. Complete reviews of fingerprinting can be found in [1] [9] [10].

Fingerprinting location techniques are based on two differentiated phases. The training phase, obtains the RSSI values at fixed locations from all the transmitter devices in range to build the fingerprints of these particular locations. The collection of all fingerprints is usually called a radio map. In the second or on-line phase, the location of the target is estimated by comparing the RSSI values with those already stored in the radio map. The actual position of the target is indicated by the best match.

The on-line phase relies on pattern matching techniques that can include both deterministic or probabilistic methods [11]. Deterministic methods use a similarity metric to compare the on-line signal against the fingerprints. Examples of these methods are k-Nearest Neighbour (kNN) and its variants, Kernel Density Estimation (KDE), Neural Networks (NN), Support Vector Machines (SVMs) or Linear Discriminant Analysis (LDA). Probabilistic methods
are based on the statistical inference between the online signal and the fingerprints, and each estimated location may be accompanied by a confidence interval. Examples of these methods are Bayesian Networks, Gaussian Processes or Maximum Likelihood Estimation (MLE) [11].

The topic of how to build the fingerprints for the radio map has been widely investigated. Proposals range from average values of RSSI or statistical parameters to Gaussian models, or other complex distributions such as RSSI histograms. In this work, we used statistical parameters obtained from the RSSI measurements; for comparing them we tested different pattern recognition techniques in order to determine which ones are the most accurate and reliable.

3. Methodology

3.1. Experimental testbed

The experimental testbed was aimed at measuring the performance of different algorithms which make use of information obtained from Bluetooth devices to locate people indoor. In figure 1 a scheme of the experimental setup is shown. In a room measuring 8 x 3.5 m, three Bluetooth devices (BT1, BT2 and BT3) were deployed. The room contains a Wi-Fi access point and it is also covered by other adjacent Wi-Fi networks. The room was divided into 24 imaginary “cells” of equal size 1 x 1.17 m. The goal was to assess the accuracy of different algorithms to determine in which of these cells a subject carrying a mobile Bluetooth device is located.

3.2. Data collection

We used the same procedure to build two independent data sets: one for training and validation, and one for testing. For collecting data, a tablet was placed at the center of each of the 24 cells. Then, the tablet executed a procedure known as “device discovery”, which searches for Bluetooth devices configured as visible in its coverage area. This is an asynchronous process that involves what is known as an “inquiry scan” with duration of approximately 12 seconds, followed by a “page scan” directed at each found device. This page scan is answered by each discovered device, and from these answers information such as MAC addresses and RSSI values can be obtained.

The radio map was built by placing the tablet at the different cells and running the “device discovery” 40 times at each one. Each inquiry gives as result three values per device, namely, the identification of the cell, the MAC address and the RSSI value. At the end of this process, the radio map was composed by 2880 {cell, MAC, RSSI} triplets (24 cells x 3 BT devices x 40 inquiries).

The test set was recorded in a similar way. The main difference is that the tablet completed six full tours of the room, making 10 inquiries each time a cell was visited. This set was thus composed by 4320 {cell, MAC, RSSI} triplets (24 cells x 3 BT devices x 10 inquiries x 6 tours). In the radio map, each cell is represented by 120 RSSI values (40 RSSI values for each BT device). In order to build the feature map, we will try three different approaches:

- **RSSI**: use the median of RSSI values for each BT device. In this case, each cell is characterized by three parameters.
- **RSSdec**: calculate the deciles of the RSSI distribution for each BT device. It makes a total of 30 features per cell.
- **RSSstat**: extract eleven basic statistical parameters that characterize the distribution of the RSSI values: variance, standard
deviation, Skewness, Kurtosis, inter quartile range, trimmed mean at 10%, median, standard error, coefficient of variation (standard deviation/mean), mean absolute deviation and median absolute deviation. This gives a total of 33 features per cell.

3.3. Pattern recognition algorithms

Different algorithms have been employed for indoor location using Bluetooth devices. In this paper we explore the combination of the aforementioned features with the following classification algorithms: random forests (RF), support vector machines (SVM), K-means, hierarchical clustering, and model-based clustering.

RFs are trained by making random partitions in the training dataset and fitting a simple prediction model to each of these partitions. The models are represented as decision trees, where each node tests an attribute, each branch corresponds to an attribute value, and the leaf nodes correspond to classification decisions, as detailed in [9]. All the trees are used in the testing phase: each tree classifies new data into one class (it gives a “vote” for that class) and, finally, the forest chooses the class with more votes across all the trees.

RFs are also a tool to study the validity of the different variables for classification. Two measurements can be calculated from RFs: accuracy and gini. Accuracy represents how performance of the model worsens without each variable: a high decrease in accuracy would be expected for very predictive variables. Gini essentially measures how pure the nodes are at the end of the tree. This procedure can be useful to select subsets of data including only the most relevant variables [10] [11].

SVMs, developed by Cortes and Vapnik [12], are based on the concept of finding decision hyper-planes to separate sets of data having different class memberships. Good separation will be achieved by the hyper-plane with the largest distance to the closest (or splitting the farthest) groups of data to create a hierarchy of clusters, as proposed in [6].

Hierarchical clustering and K-means are heuristic approaches, that is, they are not based on formal models. On the other hand, model-based clustering considers data as matching a distribution coming from a mixture of components, one for cluster [14]. Each cluster $k$ is thus modelled by a Gaussian distribution characterized by a mean vector, a covariance matrix (which establishes the geometric feature of the cluster), and an associated probability in the mixture. These parameters of the clusters are estimated using the Expectation-Maximization algorithm. For each new sample, the model is capable of estimating the probability of belonging to each of the clusters.

All the tests were done using R, a language and environment for statistical computing developed by the R Core Team [15]. The following libraries were used: caret [16] to automatize the procedure for training and testing, randomforest [17] for RFs, e1073 [18] for SVMs, stats [15] for K-means and hierarchical clustering, and mclust [19] for model-based clustering.

4. Results

4.1. Feature selection

Three different features sets were tested: RSSI, RSSdec and RSSstat. Whereas RSSI is scalar, both RSSdec and RSSstat are vectors containing 10 and 11 parameters, respectively. RSSdec and RSSstat are both composed by features that may not have the same discriminatory power. Thus, we first tried to study the relevance of these features to remove the redundant ones and reduce the size of the feature vectors. For this purpose, a RF algorithm was applied to the training dataset and ranked the different features according to their importance or contribution to the accuracy and to the gini values. The process was repeated twice to reduce the number of features in both vectors: first, the 5 most relevant features were chosen, and then, among these remaining 5 features, the 3 most relevant were selected. To assess their accuracy a classifier was employed with all the vectors. The most relevant features are listed in table 1.

| Table 1. RSSdec - RSSstat description and best features. |
|---------------------------------------------------------|
| **RSSdec** | 5 features: 10, 30, 70, 90 and 100 deciles. |
|            | 3 features: 10, 90 and 100 deciles. |
| **RSSstat** | 5 features: trimmed mean, standard deviation, median, standard error and coefficient of variation. |
|            | 3 features: trimmed mean, median and coefficient of variation. |
As we can see in figure 2, the shorter the vectors, the higher the accuracy of the system. The discrimination power of the sets is increased by the removal of the redundant features. This is called the Hughes phenomenon [20] and it is related with the finite size of the training dataset.

Figure 2. Accuracy of the classification algorithm.

4.2. Number of BT devices

Three Bluetooth devices (BT1, BT2 and BT3) were deployed for our experimental testbed. We decided to test the impact of the number of the BT devices in the final accuracy of the system. For this purpose, the RSSI values and the 3-parameter versions of RSSdec and RSSstat vectors which yielded the best results in the previous experiment were used as inputs to a RF classifier.

Figure 3. Accuracy of the classification algorithm (RF) using one, two and three BT devices.

As can be seen in figure 3, one BT device gives rather poor results (around 50% of accuracy). Two BT devices increase accuracy to 80% in the best case but it is still far from the 91% of accuracy achieved using three BT devices.

4.3. Pattern recognition algorithms

From the previously presented results, it is clear that RSSdec and RSSstat feature vectors perform better than RSSI and that the 3-feature reduced sets have better performance than the full sets. Then, in this analysis we compare different classification algorithms using 3-feature RSSdec and RSSstat sets. We trained all the algorithms over the training set using a 3-fold cross validation repeated 10 times. After that, we applied the classifiers to the test set to obtain the final accuracy of each algorithm.

We compared five algorithms: RF, SVM, K-means, hierarchical clustering and model-based clustering. For K-means we selected $k=24$ classes matching the 24 cells that compose the used room. We used the Ward criteria [21] for calculating distances in hierarchical clustering and for model-based clustering we used a multivariate mixture model using the EDDA (Eigenvalue Decomposition Discriminant Analysis), detailed in [22], for selecting the best models.

Figure 4 shows the results we obtained, in all cases, results are better for the RSSdec feature set (between 81% and 91%) than for the RSSstat set (between 69% and 81%). The algorithm that gives the worst results is K-means, whereas best results are achieved when using RF and model-based clustering.

5. Conclusions

The main objective of this paper was to compare different pattern recognition algorithms to determine their accuracy for indoor location using information from Bluetooth transmitters. Besides, an analysis of the performance of the vectors that can be built from the RSSI and their optimal size was carried out. We tested different combinations of features generated from the RSSI values given by the Bluetooth protocol. Our conclusion is that the best sets of features are the combination of 10, 90 and 100 deciles and the combination of three statistics: trimmed mean, median and coefficient of variation.

Our experiments were carried out in a medium-sized room equipped with three Bluetooth transmitters. We have also tested if all of them were necessary or it is possible to obtain good performance with fewer transmitters. Our conclusion is that one device gives rather poor results but by using two devices good results are achieved (80% of accuracy working with 1 m² error location).

Finally, following the main objective of our work, we compared five different pattern recognition algorithms (SVM, K-means, hierarchical clustering, model-based clustering and RF) to determine which one works best. Results indicate that the best performance is achieved by RF and model-based clustering working on deciles 10, 90 and 100, obtaining 91% of accuracy.

Our system gives results that are similar to other approaches that can be found in the literature. For applications such as guidance in museums, surveillance applications or indoor navigation this technology seems to be suitable and it has the advantage of being a low cost approach, since most
mobile phones have Bluetooth capabilities and to deploy Bluetooth beacons in a building has a moderate cost. There are other applications, such as automatic robot driving, which need more spatial resolution or less error rate. In this case, either other technologies must be used, or more complex algorithms (collaborative locations, combining spatial and temporal information) will be needed.
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