Formalism of general continuum models with boundary conditions, propagation of bound states from nontrivial to trivial topological classes, and the general surface-state structure near one node of a Weyl semimetal
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We present the (symmetry-incorporating) formalism of general continuum models with boundary conditions and apply it to the model with the minimal number of degrees of freedom necessary to have a well-defined boundary: a model with a two-component wave function and a linear-in-momentum Hamiltonian. We derive the most general forms (class A) of both the Hamiltonian and boundary condition in 1D (insulator), 2D (quantum anomalous Hall insulator), and 3D (Weyl node) and analytically calculate and explore the corresponding general bound/edge/surface-state structures. In 1D, one bound state exists in the half of the U(1) parameter space of possible boundary conditions. Considering several dimensions simultaneously ties the models together and uncovers important relations between them. We formulate a version of bulk-boundary correspondence that fully characterizes the vicinity of a Weyl point: the chirality of the surface-state spectrum along a path enclosing the projected Weyl point is equal to the Chern number of the Weyl point. We demonstrate how symmetries are naturally incorporated into the formalism, by deriving the most general form of the model with chiral symmetry (class AIII). We show that the (perhaps unexpected) existence of persistent bound states in the topologically trivial 1D class-A model is not accidental and has at least two topological explanations, by relating it to the topologically nontrivial 2D class-A (by viewing it as an effective 2D quantum anomalous Hall system) and 1D class-AIII (via deviation from the cases of chiral symmetry in the parameter space) models. We identify this as a systematic “propagation effect”, whereby bound states from topologically nontrivial classes, where they are protected and guaranteed to exist, propagate to the related, “adjacent” in dimension or symmetry, topologically trivial classes.

I. INTRODUCTION

Bound states at boundaries, interfaces, and defects of bulk crystalline electron systems have by now been firmly established as a widespread feature in a multitude of real materials and theoretical models. When the bulk has nontrivial topology, certain bound states are guaranteed, as per the concept of bulk-boundary correspondence\textsuperscript{[27]}. 
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\caption{(a) 1D half-finite system \(z \geq 0\) of the continuum model. The wave function \(\hat{\psi}(z)\) of the continuum model is defined only in the region \(z \geq 0\) and satisfies a boundary condition (BC) at \(z = 0\). The region \(z < 0\) is inaccessible region for the low-energy excitations that the model represents. (b) Illustration of the general BC [Eqs. (4.2) and (4.3)] in the “standardized” universal form of the formalism of general BCs [13, 23]. The BC has a natural physical interpretation as a scattering process between the incident left-moving mode \(\psi_-(z)\) and the reflected right-moving mode \(\psi_+(z)\) of the wave function.}
\end{figure}
Moreover, even systems that are (probably) topologically trivial in a rigorous sense have been theoretically shown to exhibit robust bound states, such as Luttinger-semimetal models \cite{14} (and, as we will show in this work, completely generic minimal low-energy models).

Continuum models (whose Hamiltonians are polynomials in momentum, typically describing the low-energy expansion of some more complicated, “more microscopic” underlying Hamiltonian about the points of interest in the Brillouin zone) are particularly appealing for theoretical studies of bound states, due to the relative simplicity of their bulk Hamiltonians. The main challenge on this path is a systematic description of the boundary. For continuum models, this description comes down to determining proper boundary conditions (BCs), formulated as linear homogeneous relations between the wave-function components and their derivatives at the boundary. It has been understood for quite some time \cite{11,22} that BCs arise as a consequence of the fundamental principle of quantum mechanics: norm conservation of the wave function upon time evolution, described by the Schrödinger equation, which leads to the hermiticity requirement for the Hamiltonian, which in turn leads to the conservation of the probability current at the boundary. This understanding naturally leads to the notion of general BCs, as a family of all possible BCs (for a given Hamiltonian) that satisfy the current-conservation principle.

Previously, general BCs have been derived from the current-conservation principle and used to study the bound-, edge-, or surface-state structures for specific continuum models: for the 1D quadratic-in-momentum one-component model \cite{5} (a textbook nonrelativistic Schrödinger particle); for the 3D quadratic-in-momentum multi-component model \cite{6}, in the context of semiconductors; for the linear-in-momentum two-component model, in the context of 2D semimetals \cite{14,15}, 2D quantum anomalous Hall (QAH) systems \cite{15}, graphene \cite{17}, 1D insulators \cite{13}, and 3D Weyl semimetals \cite{11,12}; for the linear-in-momentum four-component model of graphene \cite{17,18} and 3D Dirac materials \cite{15}; for the 3D quadratic-in-momentum two-component model of Weyl semimetals \cite{16}; for the 1D linear-in-momentum four-component model of superconductors with one Fermi surface \cite{22}. Also, general BCs with some symmetry constraints have been derived for quadratic- and linear-in-momentum four-component models of 2D and 3D topological insulators and Dirac materials \cite{19,20} and two-node 3D Weyl semimetals \cite{21}.

Recent progress is shaping this topic into the full-fledged formalism of general BCs for continuum models. In Ref.\cite{13} Ahari, Ortiz, and Seradjeh formulated a systematic derivation procedure of the general BCs from the current-conservation principle for the 1D continuum model with the translation-symmetric Hamiltonian of the most general form, with any number of wave-function components and any order of momentum. The procedure is based on the diagonalization of the quadratic form of the current and leads to the “standardized” universal form of the family of the general BCs, which are parameterized in a nonredundant one-to-one way by sets of unitary matrices. This formalism was further substantiated and elucidated in Ref.\cite{23}. In particular, a natural physical interpretation has been provided in Refs.\cite{22,24} where the general BCs can be regarded as a scattering process at the boundary between the incident (left-moving) and reflected (right-moving) “modes” of the wave function and the unitary matrix can be regarded as the scattering matrix of this process [Fig. 1(b)].

Most of the existing above-cited works focused on the BCs of the most general form, but for specific forms of the Hamiltonians, typically of the mathematically simplest forms, with fewer or much fewer parameters than the most general possible form allows. For exhaustive studies of bound states, especially for those in topological systems \cite{26,27}, two aspects are particularly important.

(i) **Generality of the model of a system with a boundary:** that the model does represent the whole class of systems. By the very definition of topology, topologically stable properties hold not just for particular instances, but for whole classes of systems, i.e., families related by all possible continuous deformations that do not violate the central characteristics of the system (such as the presence of the bulk gap for a gapped system or the presence of nodes for a semimetal). General BCs exhaust all possible underlying microscopic structures of the boundary, which is a major advantage of the formalism other methods can hardly offer, see Sec. III E. Even then, the question still remains whether the corresponding bound-state structures are indeed generic to the whole class until all possible forms of the Hamiltonian have also been considered. To put it briefly, for a continuum model to represent a whole class of systems with a boundary, both its Hamiltonian (describing the bulk) and BCs (describing the boundary) must be of the most general form.

(ii) **Symmetries of the model of a system with a boundary:** that the model does respect the symmetries (if present) of the class. Symmetry constraints are well-known to result in various topological properties \cite{26,27}. The standard topological classification scheme is based on chiral $S$ symmetry and two types $\pm$ of charge-conjugation $C_{\pm}$ ($C_{\pm}^2 = \pm 1$) and time-reversal $T_z$ ($T_z^2 = \pm 1$) symmetries, which give rise to ten possible topological symmetry-protected classes. For such classes, only those continuous deformations of the bulk or boundary are allowed that preserve the symmetries. Crucially, a system with a boundary must satisfy the symmetry of a class, in order for its bound states to reflect the bulk topology of the class. For continuum models, this means that not only the bulk Hamiltonian, but also the BCs must satisfy the symmetries (what this means technically has been explained in Refs.\cite{15,22} and will be explained again in Sec. VII B). Symmetries thus provide constraints on the allowed forms of both the Hamiltonian and BCs and such models are subsets of the families of general models satisfying only the requirement (i).
When the Hamiltonian of the most general form (for the chosen “degrees of freedom” of the continuum model, see Sec. [III A]) is derived and then the general BCs for this family of Hamiltonians are derived via the formalism of general BCs of Refs. 13 and 23, the generality requirement (i) is satisfied and such model represents the whole class A of systems with a boundary with no assumed symmetries. We term such approach as the formalism of general continuum models with BCs.

When symmetry constraints (if present) are applied to both the Hamiltonian and BCs, so that the most general form of the Hamiltonian constrained only by symmetries is derived and the most general form of the BCs constrained only by current conservation principle and symmetries is derived, both the generality (i) and symmetry (ii) requirements are satisfied and the such model represents the whole respective symmetry class of systems with a boundary. In this case, a clarifier can be added to term the approach as the symmetry-incorporating formalism of general continuum models with BCs. The formalism is, of course, also applicable to continuum models with any set of symmetries, describing not only topological systems.

II. SUMMARY OF THE MAIN RESULTS

In this work, we present such formalism of general continuum models with BCs (Sec. II) and demonstrate its application to the model with the minimal number of degrees of freedom necessary to have a well-defined boundary: a model with a two-component wave function and a linear-in-momentum Hamiltonian. (Up to now, applications of this formalism have been carried out for 2D QAH systems in the Supplemental Material of Ref. 15 and for 1D C± charge-conjugation-symmetric superconductors with one Fermi surface in Ref. [22].) Such model has one right- and one left-moving mode and there is just one BC relation between them. The only other model with the same minimal number of degrees of freedom is a model with a one-component wave function and a quadratic-in-momentum Hamiltonian [5, 23].

This model provides a rigorous asymptotic low-energy limit of a generic system in the vicinity of the gap closing (when the gap is much smaller than the typical bandwidth) and, despite its simplicity, has numerous practical realizations. Without any assumed symmetries, it describes class-A family of systems with a boundary. In 1D, it describes a topologically trivial insulator; in 2D – a topologically nontrivial quantum anomalous Hall (QAH) system (Chern insulator) in the vicinity of a topological phase transition; in 3D – a topologically nontrivial Weyl semimetal in the vicinity of a node. We derive the most general forms of both the Hamiltonian and BC in 1D (Sec. IV), 2D (Sec. XII), and 3D (Sec. VIII). The above-cited previous studies of the same model with the general BCs but specific, simpler forms of the Hamiltonians now become special cases or subfamilies of this general model. The unitary “matrix” of the family of all possible BCs is a U(1) scalar $e^{-i\nu}$, which can be parameterized by a phase-shift angle $\nu \in [0, 2\pi)$ on a unit circle $S^1$ (Sec. IV B). We provide an elegant geometric interpretation of the general BC in terms of the effective pseudospin $\frac{1}{2}$ of the two-component wave function (Sec. IV C).

We analytically calculate and explore the corresponding general bound/edge/surface-state structures in 1D, 2D, and 3D. In 1D, one bound state exists in the half of the U(1) parameter space of the general BCs (Sec. [IV E]). In 3D, we demonstrate that due to the universal linear momentum scaling the surface-state spectrum near one Weyl node can be fully characterized by the dimensionless velocity function of the polar angle of the 2D surface momentum. We also explore the distinction between type-I and type-II Weyl semimetals and consider the cases of the line-node semimetal and strongly anisotropic Weyl semimetal. We recover the previously studied [15] case of the 2D QAH system, where the most remarkable effect is the significant “extension” of the edge-state structure beyond the minimal one required to satisfy the Chern numbers, which is nearly always present.

Further, we demonstrate how symmetries are naturally incorporated into the formalism by deriving the most general form of the model with chiral symmetry (class AIII) for each dimension, which describes a topologically nontrivial insulator in 1D, a topologically nontrivial point-node semimetal in 2D, and a line-node semimetal in 3D.

In this work, we purposefully consider the model in several dimensions simultaneously, as there exists a direct both mathematical and physical connection. The starting point is the 1D model. In higher dimensions, for preserved translation symmetry along the edge/surface, the momentum along the edge/surface is conserved and becomes a parameter of the effective 1D Hamiltonian. Hence, mathematically, the models in higher dimensions reduce to the 1D model, where the parameters of the latter acquire dependence on the surface momentum. This way, we demonstrate that there is direct relation between the bound-state structure in 1D, the surface-state structure of a 3D Weyl semimetal, and the edge-state structure of the 2D QAH system.

This leads to the physical connection, in particular, of topological properties. The 1D system can be seen as an effective 2D QAH system upon considering paths in its parameter space. In 3D, the system on a cylinder passing through a closed path in the surface-momentum plane can also be regarded as an effective 2D QAH system. The latter perspective allows us to formulate a version of bulk-boundary correspondence that fully characterizes the vicinity of a Weyl point: the chirality of the surface-state spectrum along a path enclosing the projected Weyl point is equal to

\[
\nu = \frac{\chi_{\text{bulk}} - \chi_{\text{edge/surface}}}{2}.
\]
the Chern number of the Weyl point. Within the linear-in-momentum model, this also means that the chirality of
the surface-state velocity as a function of the polar angle of the surface momentum is equal to the Chern number of
the Weyl point.

Perhaps our most important finding concerns the explanation of the existence of the bound states in the general 1D
class-A model, which are present in a half of its parameter space. This in itself quite remarkable result has previously
been obtained \[8–10, 13, 17\], but remained unexplained. Since the model describes a topologically trivial class, naively,
one could be tempted to regard these bound states as accidental, with no particular reason for their existence.

This is however not true, as we show that the existence of robust bound states in the topologically trivial 1D class-A
model has at least two topological explanations, by relating it to two topologically nontrivial classes: the 2D class-A
of QAH systems (as per above, Sec. VII A) and 1D class-AIII of chiral-symmetric systems, via deviation from the
cases of chiral symmetry in the parameter space. We argue that this relation could itself be regarded as an explicit
manifestation of Bott periodicity \[26, 27\]. A mathematically equivalent situation is the existence of the edge-state
band in a 2D semimetals (which are describes the phase-transition point in a 2D QAH system). This effect has been
originally explained in Ref. \[14\] in terms of the approximate chiral symmetry of the model, which is equivalent to
second explanation above.

The existence of bound states in topologically trivial systems (1D class-A insulator and 2D class-A semimetal) is
therefore neither rare nor accidental. We identify this as a systematic “propagation” effect, whereby bound states
from the topologically nontrivial classes, where they are protected and guaranteed to exist, propagate to the related,
“adjacent” in dimension or symmetry, topologically trivial classes. This effect, proven here for specific symmetry
classes, seems to be generic and could be expected for other symmetry classes as well. The main emerging overarching
conclusion of our analysis is that bound states appear to be more widespread and persistent than the mere strict
topological classification suggests and this is a systematic effect.

### III. OUTLINE OF THE SYMMETRY-INCORPORATING FORMALISM OF GENERAL CONTINUUM
### MODELS WITH BOUNDARY CONDITIONS

In this section, we present the key steps of the symmetry-incorporating formalism of general continuum models
with BCs and argue its advantages for the study of bound states.

#### A. Choosing the relevant degrees of freedom

The general structure of the continuum model is fixed by the choice of its degrees of freedom, i.e., the number of wave-
function components and the order of momentum in the Hamiltonian. When symmetries are present, this also includes
specifying the transformation properties of the wave-function components, such as what irreducible representations
they belong to. This choice is made at researcher’s discretion, based on the goals: what effect is expected or desired
to be captured, what real physical system or more microscopic model is supposed to be represented, etc. Once this
choice is made, the formalism provides clear steps on how to obtain the continuum model of the most general form for
a system with a boundary for these degrees of freedom (Secs. III B and III C), as well as an efficient (semi-)analytical
method of calculating the bound states (Sec. III D).

#### B. Derivation of the most general Hamiltonian

The bulk Hamiltonian of the most general form is constructed using the method known as the method of invariants,
or \( k \cdot p \) method \[28, 29\], well-developed for “conventional” spatial and time-reversal \( T_\pm \) symmetries. The method can
be straightforwardly adapted to other, more abstract symmetries, such as chiral \( S \) and charge-conjugation \( C_\pm \).

The Hamiltonian of a continuum model (with translation-symmetric bulk) is a polynomial matrix function of
momentum. One first constructs the needed (for the chosen degrees of freedom) basis matrix functions of momentum.
If present, symmetry constraints narrow down the allowed basis matrices. The Hamiltonian of the most general form
for a given symmetry class is then a linear combination of the allowed basis matrices with arbitrary coefficients. These
coefficients form the parameter space of the Hamiltonian.
C. Derivation of the most general boundary conditions

The next step is deriving the most general form of the BCs for this family of Hamiltonians. BCs are a consequence of the fundamental principle of quantum mechanics that the norm of the wave function is conserved upon time evolution. This leads to the requirement that the Hamiltonian be hermitian. For a system with a boundary, the latter imposes constraints not only on the form of the Hamiltonian operator, but also on the Hilbert space of allowed wave functions. The latter constraint has the form of the probability-current nullification at the boundary. Only the Hilbert spaces for which the current vanishes identically (for every wave function within it) are admissible. This current-nullification constraint can be resolved in the form of linear homogeneous relations between the wave-function components and their derivatives at the boundary, and these relations are commonly referred to as the boundary conditions (BCs). Therefore, BCs are essentially a way of specifying admissible Hilbert spaces of wave functions, over which the Hamiltonian becomes hermitian.

The general BCs for a given family of Hamiltonians, i.e., all possible BCs satisfying the current-nullification requirement can be derived using the formalism of Refs. [13, 23], which provides a universal “standardized” form, parameterized by unitary matrices. Together with the Hamiltonian of the most general form, these general BCs provide the continuum model of the most general form for a class-A system with a boundary. If present, symmetries can also be naturally incorporated [14, 15, 22] into the formalism of general BCs. Symmetries typically provide additional constraints, which lead to subfamilies of general BCs that satisfy these symmetries. These symmetry-constrained general BCs, together with symmetry-constrained general Hamiltonian provide the continuum model of the most general form for the respective symmetry class.

D. (Semi-)Analytical method of calculating bound states

One can then calculate the bound states of the so-derived general model. The (semi-)analytical method, explained in Ref. [23] and used in some previous works, seems the most efficient. The method follows directly from the theory of linear differential equations. It amounts to constructing the general solution to the stationary Schrödinger equation at a given energy that decays into the bulk. Applying the BCs, one obtains the equation for the energy of the bound states (and the corresponding wave functions). For the simplest models, such as the model we consider in this work, the general bound-state structure can be found entirely analytically. For more complicated models, one can still carry out this procedure “semi-analytically”, with minimal computer aid. The latter may be required for (i) finding particular solutions; (ii) solving the final equation for the bound-state energy.

E. Advantages of the formalism

The main fundamental value of the formalism is that since the so-constructed models are of the most general forms, they represent whole classes of systems, with all possible structures of the bulk and boundary. As such, these models deliver general bound-state structures descriptive of whole classes. For models with moderate numbers of degrees of freedom, the parameter spaces of both the Hamiltonian and BCs are typically small enough that they can be fully explored. This level of general and exhaustive analysis that the formalism offers, particularly in the description of the boundary, is something that is hardly possible within other methods: in lattice-model or ab-initio calculations, one typically resorts to a demonstration of the bound states for a particular (oftentimes, simplest) boundary, and the question whether this represents generic bound-state properties of the whole class remains open.

The semi-analytical method of calculating bound states also offers important technical advantages: bound states can be found for a truly half-infinite system and, as a result, the low-energy features (such as the vicinity of the nodes of semimetals) can be resolved with any desired accuracy. This is in contrast to the commonly employed finite-size numerical calculations, where resolution is limited by the spatial quantization effects.

We demonstrate all these points in this work for the minimal continuum model.

IV. GENERAL 1D TWO-COMPONENT LINEAR-IN-MOMENTUM CONTINUUM MODEL

A. General Hamiltonian

In this section, we demonstrate the application of the formalism of general continuum models with BCs to the 1D model with the minimal number of degrees of freedom necessary to have a well-defined boundary. The most general
FIG. 2. Bulk-band spectrum $\varepsilon_{\pm_b}(p_z)$ [Eq. (4.24)] of the general 1D linear-in-momentum two-component continuum model with the Hamiltonian $\hat{H}(\hat{p}_z)$ [Eq. (4.2)]. The light blue and green linear bands is the decoupled spectrum (4.25) of the right- and left-moving modes $\psi_{\pm}$ [Eq. (4.3)], respectively, in the absence of the gap terms, for $d_{\perp} = 0$.

form of the linear-in-momentum Hamiltonian for the two-component wave function $\hat{\psi}(z)$ reads

$$\hat{H}(\hat{p}_z) = \hat{d} + \hat{v}_z \hat{p}_z,$$

(4.1)

where $\hat{d}$ and $\hat{v}_z$ are arbitrary hermitian ($\hat{d}^\dagger = \hat{d}$, $\hat{v}_z^\dagger = \hat{v}_z$) energy and velocity matrices, respectively, and

$$\hat{p}_z = -i\partial_z$$

is the momentum operator. Throughout, $\dagger$ denotes hermitian conjugation of a matrix of any size. We use units in which the Planck constant $\hbar = 1$.

We first exploit the available basis degrees of freedom to recast the model in the form most suitable for making analytical progress in deriving the general BCs and subsequent solution of the bound-state problem. (We stress that this is always possible for the model of the most general form; no specific assumptions about its form are made.) Such degrees of freedom are: (i) the SU(2) rotation (three real parameters) of the wave-function basis; (ii) the coordinate and momentum basis; the latter becomes particularly important in higher dimensions. Such procedure has already been carried out in the 2D case in Ref. [15].

The central technical advancement in the formalism of general BCs made in Ref. [13] was to present the probability current in the diagonal form. For the linear-in-momentum Hamiltonian (4.1), the current is determined by the velocity matrix $\hat{v}_z$. To achieve that, we use two (out of three) real parameters of the SU(2) wave-function basis. In the wave-function basis that diagonalizes the velocity matrix, the Hamiltonian of the most general form (4.1) reads

$$\hat{H}(\hat{p}_z) = \tau_0 d_0 + \tau_x d_x + \tau_y d_y + \tau_z d_z + (\tau_0 v_{0z} + \tau_z v_{zz})\hat{p}_z.$$  

(4.2)

Here, $\tau_l = \hat{1}$ and $\tau_{x,y,z}$ are the unity and Pauli matrices, respectively (note that, in general, the $x,y,z$ labels of the Pauli matrices have no meaning of or relation to the real-space coordinate system). We also assume $v_{zz} > 0$, which is always possible to achieve by properly ordering the basis states (the term $\tau_0 v_{0z} + \tau_z v_{zz} \hat{p}_z$ must be present for a system with a boundary, see the next Sec. IV B). The wave-function components in this basis will be denoted as

$$\hat{\psi}(z) = \begin{pmatrix} \psi_+(z) \\ \psi_-(z) \end{pmatrix}$$

(4.3)

the meaning of the $\pm$ labels will become clear in the next Sec. IV B.

The energy matrix $\hat{d}$ is still of the most general form, represented by the first four terms in Eq. (4.2) with the real parameters $d_{0,x,y,z}$. For the subsequent analysis and pseudospin interpretation, it is convenient to treat the coefficients as components of the 3D vector

$$\mathbf{d} = (d_x, d_y, d_z) = (d_{\perp} \cos \delta, d_{\perp} \sin \delta, d_z),$$

(4.4)

where $d_{\perp} = \sqrt{d_x^2 + d_y^2}$ is the absolute value and $\delta$ is the polar angle of its projection $(d_x, d_y)$ onto the $xy$ pseudospin plane.
Further simplifications of the form \([4.2]\) are, in principle, possible. The term \(\bar{\tau}_0 d_0\) describes a trivial energy shift, which can be eliminated by changing the energy reference point. The term \(\bar{\tau}_d d_z\) can be eliminated by an overall momentum shift, realized in real space by the wave-function change \(\hat{\psi}(z) = e^{-i \int \bar{\tau}_d z} \hat{\psi}'(z)\). The angle \(\delta\) can be set to \(\delta = 0\) by adjusting the relative phase factor of the basis states, which is the remaining third real parameter of the SU(2) rotation of the wave-function basis. As a result, in 1D, one can always reduce the Hamiltonian of the most general form \([4.1]\) to the form \(d_z \bar{\tau}_x + (\bar{\tau}_0 v_{0z} + \bar{\tau}_d v_{zz}) \hat{\mathbf{p}}_z\) by utilizing the available basis degrees of freedom. However, we choose not to exploit these possible further simplifications for two reasons. First, the general dependence of the boundary-state solution on these parameters (especially on \(\delta\), Sec. [VII A]) in 1D is instrumental in uncovering the fundamental properties of the model. Second, in 2D and 3D, \(d_{0,x,y,z}\) become functions of momentum along the edge/surface and cannot be eliminated. They provide part of the dependence of the edge/surface-state spectra and can affect them in a qualitative way; in particular, \(d_0\) in 3D determines whether the Weyl semimetal is type-I or type-II (Sec. [X]).

B. Derivation of the general boundary condition

Although the general BC for the two-component linear-in-moment model has been derived many times before [3, 7–9, 11, 13, 17], here, we rederive it following the “standardized” procedure and form of Ref. 13 and provide details to emphasize the important points of the formalism. Also, for pedagogical purposes, we demonstrate the derivation of the current-conservation principle itself from the norm-conservation principle, and emphasize the point that BCs are essentially a way of specifying admissible Hilbert spaces over which the Hamiltonian becomes hermitian.

We consider a half-infinite sample occupying the region \(z \geq 0\), Fig. [1 a]. The wave function \(\hat{\psi}(z)\) is defined only in this region and is undefined in \(z < 0\). Physically, this means the following. As already mentioned above, typically, a continuum model arises as a low-energy limit of some (“more”) microscopic model. The wave function of this underlying microscopic model (which is at least implied, even when not specified) is defined for all \(z\), and \(\hat{\psi}(z, t)\) describes.

BCs for continuum models have their origin in the very fundamentals of quantum mechanics, namely, the norm conservation of the wave function \(\hat{\psi}(t) = \hat{\psi}(z, t)\) upon time evolution, described by the Schrödinger equation \(i \partial_t \hat{\psi}(z, t) = \hat{H}(\hat{p}_z) \hat{\psi}(z, t)\):

\[
\partial_t (\hat{\psi}(t), \hat{\psi}(t)) = 0.
\]

This leads to the requirement that the Hamiltonian be hermitian,

\[
0 = \langle \hat{\psi}, \hat{H} \hat{\psi} \rangle - \langle \hat{H} \hat{\psi}, \hat{\psi} \rangle = \int_0^{+\infty} dz \hat{\psi}^\dagger(z) [\hat{d} - \hat{d}^\dagger + (\hat{v}_z - \hat{v}_z^\dagger) \hat{p}_z] \hat{\psi}(z) + ij(0). \tag{4.5}
\]

Here,

\[
\langle \hat{\psi}_1, \hat{\psi}_2 \rangle = \int_0^{+\infty} dz \hat{\psi}_1^\dagger(z) \hat{\psi}_2(z)
\]
is the scalar product, given by the integral over the region \(z \geq 0\) of the half-infinite system.

There are two contributions in Eq. (4.5): the integral bulk contribution and the boundary contribution \(ij(0)\), both of which have to vanish individually for any wave function \(\hat{\psi}(z)\) in the Hilbert space. The bulk contribution leads to the usual requirement that \(\hat{H}(\hat{p}_z)\) is a hermitian matrix for any real momentum \(p_z\): \(\hat{H}^\dagger(\hat{p}_z) = \hat{H}(\hat{p}_z)\) \iff \(d^\dagger = d, \hat{v}_z^\dagger = \hat{v}_z\).

This, however, is a necessary, but not a sufficient condition for the Hamiltonian \(\hat{H}(\hat{p}_z)\) to be a hermitian operator for a system with a boundary. The other requirement is that the probability current at the boundary vanishes

\[
j(0) = 0. \tag{4.6}
\]

The quadratic form of the probability current reads

\[
j(z) = \hat{\psi}^\dagger(z) \hat{v}_z \hat{\psi}(z) = v_+ \psi_+^\dagger(z) \psi_+(z) - v_- \psi_-^\dagger(z) \psi_-(z), \tag{4.7}
\]
\[ \vec{v}_z = \hat{\tau}_0 v_{0z} + \hat{\tau}_z v_{zz} = \begin{pmatrix} v_+ & 0 \\ 0 & -v_- \end{pmatrix}, \]

is the diagonal velocity matrix of the Hamiltonian \([4.2]\) with

\[ v_\pm = v_{zz} \pm v_{0z}; \tag{4.8} \]

\(\pm v_\pm\) are the velocities of \(\psi_\pm(z)\) components in the absence of the coupling terms, when \(d_\perp = 0\). The current does not depend at all on the energy matrix \(\hat{d}\), constant in momentum.

Unlike the bulk contribution to Eq. \([4.5]\), which provides a constraint on the form of the Hamiltonian operator \(\hat{H}(\hat{p}_z)\), the boundary contribution \([4.6]\) is ultimately a constraint on the Hilbert space. The current at the boundary has to be nullified identically for any wave function in the Hilbert space. Resolving this constraint \([4.6]\) in the form of linear homogeneous relations for the wave function at the boundary is essentially a way of specifying the admissible Hilbert spaces over which the Hamiltonian becomes hermitian. And these relations are commonly referred to as the boundary conditions \((\text{BCs})\).

Inspecting Eq. \([4.7]\), it is clear that the current at the boundary can be nullified for a nonvanishing wave function only if the velocities \(\pm v_\pm \geq 0\) are of opposite signs (and which is why \(v_{zz} > 0\) necessarily has to be nonzero); when they are of the same sign, the quadratic form of the current is either positive- or negative-definite. For \(v_{zz} < v_{0z}\), one has \(\pm v_\pm > 0\) and both wave-function components \(\psi_\pm(z)\) propagate in the positive \(z\) direction \([\text{both are “right movers”}]\) in the geometry of Fig. \([1]\text{a}\)]. For \(v_{0z} < -v_{zz}\), one has \(\pm v_\pm < 0\) and both \(\psi_\pm(z)\) propagate in the negative direction \([\text{both are “left movers”}]\). In these cases, there are no BCs that would nullify the current, and hence, for a system with a boundary, no Hilbert space exists over which the Hamiltonian could be hermitian. Physically, this means that in 1D a system with such Hamiltonian cannot have a boundary, it cannot be terminated; such Hamiltonian can only describe a system with no boundary (infinite or looped). One physical realization of such situation is the edge of a 2D quantum Hall system with two edge modes of the same chirality. This also has a similar implication for type-II Weyl semimetals in 3D, which we discuss in Sec. \([\text{X}]\).

Only for

\[ -v_{zz} < v_{0z} < v_{zz}, \tag{4.9} \]

\(\psi_\pm(z)\) propagate in the positive and negative directions (hence the labeling), \(\pm v_\pm \geq 0\), and are right- and left-movers, respectively (due to the convention \(v_{zz} > 0\)), Fig. \([2]\). Only in this regime, the current can be nullified by proper BCs and the boundary can be introduced. In the remainder of the paper, we assume the regime \([4.9]\).

In this regime, it is instructive Ahari to further introduce the “normalized” right- and left-moving modes

\[ \tilde{\psi}_\pm(z) = \sqrt{v_\pm} \psi_\pm(z), \tag{4.10} \]

in terms of which the current reads

\[ j(z) = \tilde{\psi}_+^*(z) \tilde{\psi}_+(z) - \tilde{\psi}_-^*(z) \tilde{\psi}_-(z). \tag{4.11} \]

Finding the BC that identically nullifies the current becomes particularly transparent in terms of these variables. Considering the linear homogeneous relation

\[ \tilde{\psi}_+(0) = U \tilde{\psi}_-(0) \tag{4.12} \]

and inserting it into the current nullification constraint \([4.6]\), one obtains

\[ j(0) = (U^* U - 1) \tilde{\psi}_+^*(0) \tilde{\psi}_-(0) = 0, \]

which is true when \(|U| = 1\).

Hence, Eq. \([4.12]\) is the sought BC for any

\[ U = e^{-i\nu} \in \text{U}(1), \quad \nu \in [0, 2\pi) \sim S^1, \tag{4.13} \]

parameterized by the angle \(\nu\) covering the full unit circle \(S^1\). We emphasize that this is, in fact, a family of all possible BCs. Each value of \(\nu\) on the circle corresponds to one distinct BC, which specifies one distinct admissible Hilbert space, over which the Hamiltonian is hermitian. Physically, different \(\nu\) describe different boundaries with, e.g., different microscopic structures in the underlying microscopic models. In terms of the wave-function components
FIG. 3. Geometric interpretation of the general BC condition (4.14) for the 1D two-component linear-in-momentum continuum model in terms of the effective pseudospin-\(\frac{1}{2}\). The pseudospin \(\mathbf{s}_v(\nu)\) [Eq. (4.21)] of the wave function \(\hat{\psi}(0)\) [Eq. (4.20)] at the boundary must be on the circle of the Bloch unit sphere, obtained as its intersection with the plane \(s_z = \bar{v}_0 z\) [Eq. (4.18)], fixed by the velocity ratio (4.19). The position of the pseudospin \(\mathbf{s}_v(\nu)\) on this circle can be arbitrary and specifies the BC [Eq. (4.23)] via the angle parameter \(\nu \in [0, 2\pi)\).

This is the case with the minimal number, one, of the right- and left-moving modes, for which the boundary can be defined. As demonstrated in Ref. [13], the same structure of the general BCs holds for any 1D continuum Hamiltonian with any (equal) number right- and left-moving modes, and they are parameterized by a unitary matrix. Here \(U \in U(1)\) is such scalar unitary matrix. The general BCs can be given [23] a natural physical interpretation, illustrated in Fig. 1(b), as a scattering process between the incident \(\psi_-(z)\) (left-movers for \(z \geq 0\)) and reflected \(\psi_+(z)\) (right-movers) modes, where \(U\) can be seen as a scattering matrix. According to this interpretation, in the above minimal case, the angle \(\nu\) parameterizing all possible general BCs (4.14) acquires the meaning of the phase shift.

C. Geometric pseudospin interpretation of the general boundary condition

We notice that the BC (4.14) for the linear-in-momentum Hamiltonian (4.2) has an elegant and insightful geometrical interpretation (Fig. 3), if one regards the two-component wave function \(\psi(z)\) [Eq. (4.3)] as that of pseudospin-\(\frac{1}{2}\).

As is well-known [23], for any two-component (coordinate-independent) spinor

\[
\hat{w}(s) = \begin{pmatrix} w_+(s) \\ w_-(s) \end{pmatrix},
\]

there exists a direction in the 3D space, which can be characterized by a 3D unit vector \(s = (s_x, s_y, s_z)\), \(s^2 = 1\), onto which the spinor has a definite \(+\frac{1}{2}\) pseudospin projection, meaning that it is an eigenvector of the operator \((\hat{\tau} \cdot s) = \hat{\tau}_x s_x + \hat{\tau}_y s_y + \hat{\tau}_z s_z\) with the eigenvalue \(+1\):

\[
(\hat{\tau} \cdot s)\hat{w}(s) = \hat{w}(s).
\]

We will refer to this property simply as to “the spinor \(\hat{w}(s)\) having the pseudospin \(s\)” and indicate this by the argument \(s\). The pseudospin can be parameterized by the spherical angles as

\[
s = (\sin \theta_s \cos \phi_s, \sin \theta_s \sin \phi_s, \cos \theta_s).
\]
Below we assume that the spinor \( \hat{w}(s) \) is normalized, \( \hat{w}^\dagger(s)\hat{w}(s) = 1 \), and its overall phase factor is fixed; after this, \( \hat{w}(s) \) is fully determined by \( s \). We emphasize that the pseudospin-3/2 and its effective 3D space may in general have nothing to do with the physical degrees of freedom that the wave function \( \hat{\psi}(z) \) represents.

Let us present the wave function at the boundary in the form

\[
\hat{\psi}(0) = \psi_0 \hat{w}(s),
\]

(4.17)

where \( \psi_0 \) is a complex number that fixes the amplitude and phase of \( \hat{\psi}(0) \), and \( \hat{w}(s) \) fixes the pseudospin \( s \). This way, the two complex \( \psi_\pm(0) \) numbers are parameterized by one complex number \( \psi_0 \) and two real parameters of \( s \). Inserting this form into the current-nullification constraint (4.6),

\[
j(0) = |\psi_0|^2(v_{0z} + v_{zz}s_z) = 0,
\]

we see that it fixes the \( s_z = s_{zz} \) component (equivalently, the \( \theta_s = \theta_v \) angle) of the pseudospin at the boundary to the value

\[
s_{0z} = \cos \theta_v = -\bar{v}_{0z}, \quad \sin \theta_v = \sqrt{1 - \bar{v}_{0z}^2},
\]

(4.18)
determined by the dimensionless velocity [Eq. (4.9)]

\[
\bar{v}_{0z} = \frac{v_{0z}}{v_{zz}} \in (-1, 1).
\]

(4.19)

At the same time, the angle \( \phi_s = \nu \in [0, 2\pi) \) can be arbitrary. Hence, the wave function

\[
\hat{\psi}(0) = \psi_0 \hat{w}(s_v(\nu)), \quad \hat{w}(s_v(\nu)) = \left( e^{-i\frac{\nu}{2}} \cos \frac{\theta_v}{2}, e^{i\frac{\nu}{2}} \sin \frac{\theta_v}{2} \right),
\]

(4.20)
at the boundary with the pseudospin

\[
s_v(\nu) = (s_{vx}, s_{vy}, s_{vz}) = (\sin \theta_v \cos \nu, \sin \theta_v \sin \nu, \cos \theta_v),
\]

(4.21)
in which \( \theta_v \) is fixed by Eq. (4.18) and \( \nu \in [0, 2\pi) \) is arbitrary, satisfies the current-nullification principle.

The condition (4.20) of having \( s_v(\nu) \) pseudospin at the boundary can be equivalently recast as \( \hat{\psi}(0) \) being orthogonal to the spinor

\[
\hat{w}(-s_v(\nu)) = \left( -e^{-i\frac{\nu}{2}} \sin \frac{\theta_v}{2}, -e^{i\frac{\nu}{2}} \cos \frac{\theta_v}{2} \right)
\]

with the pseudospin \(-s_v(\nu)\), as expressed by the scalar product

\[
\hat{w}^\dagger(-s_v(\nu))\hat{\psi}(0) = 0.
\]

(4.22)

Spelling out the latter,

\[
e^{i\frac{\nu}{2}} \sin \frac{\theta_v}{2} \psi_+(0) - e^{-i\frac{\nu}{2}} \cos \frac{\theta_v}{2} \psi_-(0) = 0,
\]

(4.23)

we confirm that this BC is indeed identical to Eq. (4.14) obtained from the formalism. But this way, the general BC receives an elegant geometric interpretation: the allowed pseudospin \( s_v(\nu) \) [Eq. (4.21)] of the wave function \( \hat{\psi}(0) \) at the boundary must be on the circle of the Bloch unit sphere, as depicted in Fig. 3. The position of the pseudospin on this circle can be arbitrary and specifies the BC [Eq. (4.23)] via the angle parameter \( \nu \in [0, 2\pi) \).

D. Bulk spectrum

The bulk spectrum of the Hamiltonian (4.2) consists of the two bands

\[
\varepsilon_{\pm}(p_z) = d_0 + v_{0z}p_z \pm b \sqrt{d_{1z}^2 + (d_z + v_{zz}p_z)^2},
\]

(4.24)
FIG. 4. The bound state $E(\delta - \nu)$ [red, Eq. (4.36)] of the 1D linear-in-momentum two-component model of the most general form, with the Hamiltonian $\hat{H}(\hat{p}_z)$ [Eq. (4.2)] and BC [Eq. (4.14)]. The purple regions depict the continuum of the bulk states. The model describes class A of the general topological classification [26, 27], which is topologically trivial in 1D. Nonetheless, the bound state exists generically in the half of the parameter space of either the angle $\delta$ of the gap terms [Eq. (4.4)] or the phase-shift angle $\nu$ of the general BC [Eq. (4.14)]. We provide two explanations for the existence of this bound-state band in Sec. VII, which is one of the key results of this work.

shown in Fig. 2. The subscript of $\pm_b$ is meant to designate “bulk”, to distinguish these signs from those used to denote the wave-function (4.3) components $\psi_{\pm}(z)$. For absent $d_{\perp} = 0$, the spectrum is gapless with the linearly dispersing bands

$$ \epsilon_{\pm_b}(p_z)|_{d_{\perp}=0} = d_0 + v_{0z} p_z, $$

$$(\epsilon, p_z) = \left( d_0 - \bar{v}_{0z} d_z, -\frac{d_z}{v_{zz}} \right).$$

(4.26)

The effect of the diagonal energy term $\hat{\tau}_z d_z$ is therefore to shift the bands in momentum, and also in energy when $v_{0z} \neq 0$ is nonzero.

The effect of the off-diagonal energy terms $\hat{\tau}_x d_x + \hat{\tau}_y d_y$ is to open the gap around this crossing point. For nonzero $d_{\perp}$ [Eq. (4.4)], the boundaries

$$ E_{+b} = \min_{p_z} \epsilon_{+b}(p_z), \quad E_{-b} = \max_{p_z} \epsilon_{-b}(p_z) $$

(4.27)

of the upper ("conduction") $+b$ and lower ("valence") $-b$ bulk bands (4.24) are

$$ E_{\pm_b} = d_0 - \bar{v}_{0z} d_z \pm_b \sqrt{1 - \bar{v}_{0z}^2 d_{\perp}} = d_0 + d_z \cos \theta v \pm_b d_{\perp} \sin \theta v. $$

(4.28)

The gap in the spectrum equals

$$ E_{+b} - E_{-b} = 2d_{\perp} \sqrt{1 - \bar{v}_{0z}^2} = 2d_{\perp} \sin \theta v. $$

The bands $\epsilon_{\pm_b}(p_z)$ of the gapped spectrum are symmetric with respect to the crossing point Eq. (4.26).

E. Bound state

We now calculate the bound state for the model for the two-component wave function with the most general forms of the linear-in-momentum Hamiltonian [Eq. (4.2)] and BC [Eqs. (4.14) and (4.23)] using the method outlined in Sec. III D, which for this model is fully analytical. For a half-infinite sample occupying the region $z \geq 0$, the wave function (4.3) of the bound state must decay into the bulk: $\hat{\psi}(z) \to 0$ as $z \to +\infty$. Due to this, the energy

$$ \epsilon \in (E_{-b}, E_{+b}) $$

(4.29)
of the bound state can belong only to the gap of the bulk spectrum\textsuperscript{[4.24]} between the bulk-band boundaries\textsuperscript{[4.28]}, which is present when $d_\perp > 0$ is nonzero. We first construct the general solution to the stationary Schrödinger equation

$$\hat{H}(\hat{p}_z)\hat{\psi}(z) = \epsilon\hat{\psi}(z)$$

at a given energy $\epsilon$ that decays into the bulk. Such general solution is a linear combination of particular solutions of the form $\hat{\chi}(\epsilon)e^{i p_z(\epsilon)z}$ with complex momenta $p_z(\epsilon)$ satisfying the characteristic equation

$$\det[\hat{H}(p_z(\epsilon)) - \epsilon\hat{1}] = 0$$

and the corresponding eigenvector $\hat{\chi}(\epsilon)$ satisfying

$$[\hat{H}(p_z(\epsilon)) - \epsilon\hat{1}]\hat{\chi}(\epsilon) = \hat{0}.$$  

For the $z > 0$ sample, there is just one momentum solution

$$p_z(\epsilon) = -\frac{d_z}{v_{zz}} + \frac{d_\perp}{v_{zz}\sqrt{1 - \bar{v}_{0z}^2}} \left[-\bar{v}_{0z}\epsilon' + i\sqrt{1 - \epsilon'^2}\right]$$  

with the positive imaginary part, which corresponds to a particular solution that decays as $z \to +\infty$. Here, we introduce the dimensionless shifted energy

$$\bar{\epsilon}' = \frac{\epsilon'}{d_\perp\sqrt{1 - \bar{v}_{0z}^2}}$$  

where $\epsilon'$ is the energy relative to the center\textsuperscript{[4.26]} of the bulk spectrum:

$$\epsilon = d_0 - \bar{v}_{0z}d_z + \epsilon'.$$  

The eigenvector of this particular solution reads

$$\hat{\chi}(\epsilon) = \left(\frac{1}{\sqrt{\epsilon'}}e^{i\Phi(\epsilon) - \delta}\right)\left(\frac{1}{\sqrt{\epsilon'}}\right),$$

where we introduce the phase function $\Phi(\epsilon)$ as

$$e^{i\Phi(\epsilon)} = \epsilon' + i\sqrt{1 - \epsilon'^2}.$$  

Importantly, due to the square root in the imaginary part, the phase function takes values in the range

$$\Phi(\epsilon) \in [0, \pi].$$  

The general solution to stationary the Schrödinger equation at energy within the bulk gap\textsuperscript{[Eq. 4.29]}, decaying into the bulk, consists of just this one particular solution\textsuperscript{[4.33]} and reads

$$\hat{\psi}(z) = c\hat{\chi}(\epsilon)e^{i p_z(\epsilon)z},$$

where $c$ is a free constant fixed by normalization. Inserting this form into the general BC\textsuperscript{[4.14]}, we obtain the equation for the bound-state energy

$$e^{i\Phi(\epsilon)} = e^{i(\delta - \nu)}.$$  

Due to the range constraint\textsuperscript{[4.35]} of the phase function, there is one bound-state solution, which exists only for $\delta - \nu \in (0, \pi)$, when $\sin(\delta - \nu) > 0$. The dimensionless shifted energy\textsuperscript{[4.31]} of the bound-state solution reads

$$\bar{\epsilon}'(\delta - \nu) = \cos(\delta - \nu), \quad \delta - \nu \in (0, \pi),$$

and its actual energy reads\textsuperscript{[Eq. 4.32]}

$$\mathcal{E}(\delta - \nu) = d_0 - \bar{v}_{0z}d_z + \sqrt{1 - \bar{v}_{0z}^2d_\perp^2}\cos(\delta - \nu) = d_0 - \bar{v}_{0z}d_z + \sqrt{1 - \bar{v}_{0z}^2}(d_x\cos\nu + d_y\sin\nu), \quad \delta - \nu \in (0, \pi).$$  

\textsuperscript{[4.36]}
The most important dependence of the bound-state energy $E(\delta - \nu)$ is that on the angle $\delta$ of the gap terms [Eq. (4.4)] and the angle $\nu$ in the general BC (4.14). We observe that it depends only on their difference $\delta - \nu$. The dependence is plotted in Fig. 4. As $\delta - \nu$ spans the interval $(0, \pi)$, the bound-state energy $E(\delta - \nu)$ spans the gap $(E_{-b}, E_{+b})$ of the bulk spectrum, merging with the boundaries (4.28) of the upper $+b$ and lower $-b$ bulk bands at the ends of the interval:

$$E(0) = E_{+b}, \quad E(\pi) = E_{-b}. \quad (4.37)$$

The bound state exists in the half of the $U(1) \sim S^1 \sim [0, 2\pi)$ parameter spaces of either $\delta$ or $\nu$ and is absent in the other half. For a fixed $\nu$, as a function of $\delta$, the bound-state “band” $E(\delta - \nu)$ merges with the bulk boundaries at

$$\delta_{+b} = \nu, \quad \delta_{-b} = \nu + \pi \quad (4.38)$$

and occupies the region

$$\delta \in (\delta_{+b}, \delta_{-b}).$$

When $E(\delta - \nu)$ is considered as a function of one of $\delta$ or $\nu$, the other determines the position of the band.

We also notice that, owing to the geometric pseudospin interpretation of the general BC introduced in Sec. IV C and Fig. 3, the bound-state energy (4.36) can be presented in the elegant form

$$E(\delta - \nu) = d_0 + (\mathbf{d} \cdot \mathbf{s}_s(\nu)), \quad \delta - \nu \in (0, \pi), \quad (4.39)$$

as a scalar product of the “energy vector” $\mathbf{d}$ [Eq. (4.4)] in the Hamiltonian (4.2) and the pseudospin unit vector $\mathbf{s}_s(\nu)$ [Eq. (4.21)] characterizing the BC (4.23).

Inserting the found bound-state energy (4.36) into Eqs. (4.30) and (4.33), we obtain the complex momentum

$$p_z(E(\delta - \nu)) = \frac{d_z}{v_{zz}} + \frac{d_z}{v_{zz} \sqrt{1 - v_{0z}^2}} [-v_{0z} \cos(\delta - \nu) + i \sin(\delta - \nu)],$$

and the wave function

$$\hat{\psi}_{bs}(z) = \psi_0(\mathbf{s}_s(\nu)) e^{ip_z(E(\delta - \nu))z}. \quad (4.40)$$

of the bound state. In accord with Eq. (4.21), the eigenvector $\hat{\chi}(E(\delta - \nu))$ of the bound-state solution is collinear with the pseudospin state $\hat{w}(\mathbf{s}_s(\nu))$ at the boundary, fixed by the general BC [Eqs. (4.22) and (4.23)].

V. TOPOLOGY AND BULK-BOUNDARY CORRESPONDENCE OF A GENERALIZED QUANTUM ANOMALOUS HALL SYSTEM

Consider a closed path in the parameter space $(d_0, d_x, d_y, d_z, v_{0z}, v_{zz})$ of the general 1D Hamiltonian (4.2). Let $\alpha \in [0, 2\pi) \sim S^1$ be the variable parameterizing this closed path, defined on a unit circle $S^1$. This one-parameter subfamily of 1D Hamiltonians $\hat{H}(p_z, \alpha)$ is periodic in $\alpha$, and as such, it can be viewed as one effective 2D Hamiltonian, in the 2D space of $(p_z, \alpha)$, which is effectively a cylinder. It belongs to class A, topologically nontrivial in 2D, and represents an effective 2D quantum anomalous Hall (QAH) system (here, in accord with the common terminology, “anomalous” just means that real magnetic field is not involved). This construction is also known as the 1D adiabatic charge pump \cite{30, 31}.

The bulk topology of a QAH system is characterized by the Chern number topological invariant. For the two-band model we consider, the Chern number $C$ is the skyrmion charge of the mapping from the $(p_z, \alpha)$ space onto the unit Bloch sphere $S^2$ realized by the pseudospin

$$\mathbf{s}(p_z, \alpha) = -\frac{\mathbf{h}(p_z, \alpha)}{[\mathbf{h}(p_z, \alpha)]^2}, \quad \mathbf{h} = (h_x, h_y, h_z), \quad [\mathbf{h}] = \sqrt{h_x^2 + h_y^2 + h_z^2}, \quad (5.1)$$

of the valence band $-b$. Here,

$$\mathbf{h}(p_z, \alpha) = \mathbf{d}(\alpha) + (0, 0, v_{zz}(\alpha))p_z$$

is the effective “Zeeman field” of the Hamiltonian (4.2) presented in the form

$$\hat{H}(p_z, \alpha) = -\hat{\tau}_0 h_0(p_z, \alpha) + (\hat{\tau} \cdot \mathbf{h}(p_z, \alpha)), \quad h_0(p_z, \alpha) = d_0(\alpha) + v_{0z}(\alpha)p_z, \quad (5.2)$$

\cite{30, 31}.
FIG. 5. Bound-state structure of the 1D chiral-symmetric linear-in-momentum two-component model of the most general form, with the Hamiltonian $\hat{H}_S$ (Eq. (6.7)) and BC (6.8). Only two values $\delta - \nu = \pm \frac{\pi}{2}$ (marked with red vertical lines) correspond to chiral symmetry of the system with the boundary, when both the Hamiltonian and BC are symmetric under one chiral-symmetry operation. There are no bound states at $\delta - \nu = -\frac{\pi}{2}$ and there is a zero-energy $E = 0$ bound state at $\delta - \nu = +\frac{\pi}{2}$. The emergence of the bound-state band $E(\delta - \nu)$ [dashed red, Eq. (4.36), Fig. 4] upon the deviation from the chiral-symmetry point $\delta - \nu = +\frac{\pi}{2}$ is one of the explanations for its existence in a topologically trivial class A, which we provide in Sec. VII B.

The explicit expression for the Chern number reads

$$C = \frac{1}{4\pi} \int dp_z d\alpha \sin \theta_s(p_z, \alpha) \partial_{p_z} \theta_s \partial_{\alpha} \phi_s = \frac{1}{4\pi} \int \sin \theta_s d\theta_s d\phi_s,$$

(5.3)

where $\theta_s, \phi_s$ are the spherical angles [Eq. (4.16)] of the pseudospin (5.1).

The key consequence of the so-introduced bulk QAH topological structure is that the bound-state energy $E(\alpha)$ [Eq. (4.36)] of the 1D system can now be viewed as an effective “edge-state” band as a function of the parameter $\alpha$ for the 2D QAH system. As a result, bulk-boundary correspondence [27] holds, which states that the signed number $N[E(\alpha)]$ of the chiral bands is determined by the bulk Chern number:

$$N[E(\alpha)] = C.$$

(5.4)

An edge-state band is called chiral if it connects lower $-b$ (“valence”) and upper $+b$ (“conduction”) bulk bands. The chirality, defined as the individual signed number $\pm 1$ of a chiral band, is determined by the order of the merging points $\alpha_{\pm b}$ with these bulk bands on the $\alpha$ axis. I.e., if there is just one chiral band for the introduced effective 2D QAH system, the chirality is equal to the sign of the difference:

$$N[E(\alpha)] = \text{sgn}(\alpha_{+b} - \alpha_{-b}).$$

If there are several chiral bands, then the total signed number $N[E(\alpha)]$ in Eq. (5.4) is given by the sum of such individual chiralities.

Therefore, as per the bulk-boundary correspondence [5.4], in a topologically nontrivial phase of an effective 2D QAH system with nonzero Chern number, the corresponding signed net number $N$ of chiral bands is guaranteed to exist. In Sec. VII A we will make use of this construction (considering closed paths in the parameter space of the 1D system, which represent effective 2D QAH systems) to provide one explanation for existence of the bound state (4.36).

VI. CHIRAL SYMMETRY IN THE FORMALISM OF GENERAL CONTINUUM MODELS WITH BOUNDARY CONDITIONS

In this section, we demonstrate how symmetries can be naturally incorporated into the formalism of general continuum models with BCs. We demonstrate that for chiral symmetry [26, 27].

Chiral symmetry is a unitary operation ($\hat{S} \hat{S}^\dagger = \hat{\tau}_0$)

$$\hat{S} \hat{\psi}(z),$$

(6.1)

that squares to unity:

$$\hat{S}^2 = \hat{\tau}_0.$$

(6.2)
A Hamiltonian $\hat{H}^S(\hat{p}_z)$ is said to obey chiral symmetry $S$ if there exists such an operation $\hat{S}$, under which the Hamiltonian changes its sign:

$$\hat{S}\hat{H}^S(\hat{p}_z)\hat{S}^\dagger = -\hat{H}^S(\hat{p}_z). \quad (6.3)$$

We would like to derive the most general forms of both the chiral symmetry operation $\hat{S}$ and the Hamiltonian $\hat{H}^S(\hat{p}_z)$ that obeys that symmetry. However, there is an obstacle here, as one can be found from Eq. (6.3) only once the other is specified: if the Hamiltonian is given, then the most general form of the symmetry operation can be found; if the symmetry operation is given, then the most general form of the Hamiltonian can be found. However, if neither are specified from the start, the problem is not well-posed. A systematic way to resolve this obstacle is as follows. As if the symmetry operation is given, then the most general form of the Hamiltonian can be found. However, if neither is specified: if the Hamiltonian is given, then the most general form of the symmetry operation can be found; if the symmetry operation is given, then the most general form of the Hamiltonian can be found. Hence, this term must be present also in the chiral-symmetric Hamiltonian. Therefore, we first find the most general form of $\hat{S}$ under which the term $\hat{\tau}_z v_{zz} \hat{p}_z$ is chiral-symmetric. The most general form of such operation is the linear combination

$$\hat{S}(s) = \hat{\tau}_x s \cos \tau_y s \sin = \begin{pmatrix} 0 & e^{-i\pi s} \\ e^{i\pi s} & 0 \end{pmatrix} \quad (6.4)$$

with an arbitrary angle $s$. Note that the angle $s$ is defined modulo $\pi$, since $\hat{S}(s) = -\hat{S}(s)$ is effectively the same operation.

Such form with any $s$ prohibits all $\tau_0$ terms in the Hamiltonian; hence, $d_{0} = 0$ and $v_{0z} = 0$ in the general $\hat{H}^S(\hat{p}_z)$. Checking the remaining gap terms $d_{x,y}$ in $\hat{H}(\hat{p}_z)$, we find that they are chiral-symmetric for

$$s = \delta + \frac{\pi}{2} \text{ mod } \pi, \quad (6.5)$$

$$\hat{S}(\delta + \frac{\pi}{2}) = \hat{\tau}_x \cos(\delta + \frac{\pi}{2}) + \hat{\tau}_y \sin(\delta + \frac{\pi}{2}) = -\hat{\tau}_x \sin \delta + \hat{\tau}_y \cos \delta. \quad (6.6)$$

Hence,

$$\hat{H}^S(\hat{p}_z) = (\hat{\tau}_x \cos \delta + \hat{\tau}_y \sin \delta)d_{\perp} + \hat{\tau}_z (d_{x} + v_{zz} \hat{p}_z) \quad (6.7)$$

is the most general form of the Hamiltonian [Eq. (6.3)], chiral-symmetric under the operation $\hat{S}(\delta + \frac{\pi}{2})$.

As per above, Eq. (6.5) is a two-way relation. If $\delta$ in the Hamiltonian (6.7) is given, then there always exists a chiral-symmetric operation of the form (6.6), under which the Hamiltonian (6.7) is chiral-symmetric. If $s$ in the chiral-symmetric operation (6.4) is given, then there always exists a Hamiltonian (6.7) with $\delta$ satisfying Eq. (6.5), which is chiral-symmetric under such operation. Importantly, note that since $\delta$ is defined modulo $2\pi$, while $s$ is defined modulo $\pi$, there are two solutions $s \pm \frac{\pi}{2}$ for $\delta$ for a given $s$.

Next, we want to find all BCs that satisfy chiral symmetry. As already explained in Refs. [14][15][22] for the bound states to reflect the topological properties of a certain symmetry class, the system with a boundary must respect that symmetry. For continuum models, this means that not only the bulk Hamiltonian [Eq. (6.3)], but also the BC has to satisfy that symmetry. Symmetry of the BC means the following. As explained in Sec. IV B, BCs are essentially a way of specifying admissible Hilbert spaces, over which the Hamiltonian becomes hermitian. Since the transformed wave function must also belong to the same Hilbert space, a BC is chiral-symmetric if the wave-function $\hat{\psi}(z)$ [Eq. (6.1)], transformed by the chiral-symmetry operation, also satisfies this BC. This provides constraints on the parameter space of BCs, i.e., BCs under certain symmetry are subsets of the general BCs.

Applying the above procedure, the general BC (4.14) (i.e., not yet chiral-symmetric) for the chiral-symmetric Hamiltonian under $\hat{S}(s)$ [Eq. (6.4)] reads

$$\sqrt{v_{zz}} \psi_+(0) = e^{-i\nu} \sqrt{v_{zz}} \psi_-(0), \quad (6.8)$$

with yet arbitrary $\nu \in [0,2\pi)$. Inserting $\hat{S}(s)\hat{\psi}(0)$ into this general BC, we obtain

$$\sqrt{v_{zz}} \psi_+(0) = e^{i(-2s + \nu)} \sqrt{v_{zz}} \psi_-(0).$$

The latter BC is equivalent to Eq. (6.8) when

$$s = \nu \text{ mod } \pi. \quad (6.9)$$

We obtain that the BC (6.8) is chiral symmetric under the operation $\hat{S}(s)$ when the relation (6.9) holds.
Further, since for a system with the boundary, both the bulk Hamiltonian and the BC have to satisfy the same symmetry, both Eqs. (6.5) and (6.9) have to hold. This happens when \( \delta \) and \( \nu \) are related as

\[
\delta - \nu = \frac{\pi}{2}
\]

(6.10)

Since both \( \delta \) and \( \nu \) are defined modulo \( 2\pi \), while \( s \) is defined modulo \( \pi \), two options arise. This relation is to be understood as follows: when either \( \delta \) or \( \nu \) is fixed, there are only two discrete values of the other, when the system with the boundary is chiral-symmetric.

To summarize, the Hamiltonian (6.7) and BC (6.8), when one of the relations (6.10) holds, describe the most general form of the model of the chiral-symmetric system with a boundary, which realizes a topologically nontrivial in 1D class AIII.

Inspecting the bound-state solution (4.36) for these two cases (6.10), we find that there is a zero-energy bound state \( \mathcal{E} = 0 \) for \( \delta - \nu = +\frac{\pi}{2} \) and an absent bound state for \( \delta - \nu = -\frac{\pi}{2} \) (Fig. 5). In both of these chiral-symmetric cases, the bound-state structure is symmetry-protected: (i) when the \( \mathcal{E} = 0 \) bound state is present, it cannot be removed without breaking chiral symmetry (or closing the bulk gap); (ii) when the bound state is absent, a bound state cannot be introduced without breaking chiral symmetry.

### VII. TWO TOPOLOGICAL REASONS FOR ROBUST BOUND STATES IN A TOPOLOGICALLY TRIVIAL 1D CLASS-A SYSTEM

The model studied in Sec. IV represents a 1D class-A gapped system, which, according to the general topological classification, is topologically trivial. Based on this, one could naively be tempted to conclude that the bound states contained in this model, present in half of the parameter space, are of completely accidental nature, with no particular reason for their existence. This is, however, not the case, as a more elaborate analysis shows, which we now present. In fact, we provide not one, but two topological explanations for the robust bound states in a topologically trivial 1D class-A system and argue that this relation could itself be regarded as an explicit manifestation of Bott periodicity.

#### A. Connection of 1D class-A system to 2D class-A quantum anomalous Hall system

The first explanation is based on the construction presented in Sec. VII which relates the 1D class-A model of interest to the 2D class-A model, with the same symmetry but different dimension: if a closed path, parameterized by \( \alpha \in S^1 \) on a unit circle, in the parameter space of a 1D class-A system is considered, it can be regarded as an effective 2D class-A QAH system. The latter is a topologically nontrivial class, and if the system is in a topologically nontrivial phase with nonzero Chern number, it is guaranteed to have chiral edge-state band(s) via bulk-boundary correspondence [5,4]. This has a (perhaps somewhat unanticipated) consequence that the bound states in a topologically trivial 1D class-A system are nonetheless guaranteed to exist in a substantial (i.e., not negligible) part of the parameter space of \( \alpha \). Even though they are not topologically protected, since they will merge with the bulk-state bands as \( \alpha \) spans its range \( [0, 2\pi] \), the bound states are nonetheless in this sense robust.

This is precisely what happens for the 1D model studied in Sec. IV. We notice that for the circular path of the fixed radius \( d_\perp \) in the space \((d_x, d_y)\) of the gap terms, parameterized by the angle \( \alpha = \delta \in [0, 2\pi] \sim S^1 \), the Hamiltonian \( \hat{H}(\hat{p}_z, \delta) \) can be regarded as an effective 2D Hamiltonian and it is in a topologically nontrivial phase with the Chern number \( C = -1 \) [Eq. (5.3)]. According to the bulk-boundary correspondence [5,4], it must have a chiral bound-state band with chirality \( N = -1 \). The dependence \( \mathcal{E}(\delta - \nu) \) of the bound state energy on \( \delta \) (for a fixed BC angle \( \nu \)), shown in Fig. 4, has precisely these properties and now becomes particularly transparent. Indeed, \( \mathcal{E}(\delta - \nu) \) can be regarded as a chiral edge-state band of an effective 2D QAH system with \( \hat{H}(\hat{p}_z, \delta) \), with the chirality number

\[
N[\mathcal{E}(\delta - \nu)] = \text{sgn}(\delta_+ - \delta_-) = -1.
\]

The bound states are indeed robust, as the band covers half \((\nu, \nu + \pi)\) of the \( S^1 \) parameter space of \( \delta \).

#### B. Connection of 1D class-A system to 1D class-AIII chiral-symmetric system

The second explanation is based on relating the 1D class-A model of interest to a 1D class-AIII model, with the same dimension but of a different symmetry class (chiral symmetry). In fact, we have already provided such type
of explanation for the edge states of a nodal 2D semimetal in Refs. 14 and 15, which is a mathematically equivalent situation; we reproduce it in Sec. XII.

Following the ideas of Refs. 14 and 15, this time it is instructive to consider the general 1D class-A model [Eqs. (4.2) and (4.14)] with no assumed symmetries as a deviation from the chiral-symmetric subsets in the parameter space, described by Eqs. (6.7), (6.8), and (6.10) (Fig. 5). As in Sec. VII A above, we consider the variation of the bulk parameters, while the BC parameter $\nu$ in Eq. (6.8) is assumed fixed. To always have the BC chiral-symmetric, this fixes the chiral-symmetry operator to $\hat{S}(\nu)$ [Eq. (6.4)] via Eq. (6.9). After this, there are two discrete options (6.10) for the value of $\delta$, at which the Hamiltonian (6.7) is chiral-symmetric. Starting at $\delta = \nu + \frac{\pi}{2}$, at which there is a zero-energy bound state, and varying $\delta$, the Hamiltonian $\hat{H}(\hat{p}_z)$ [Eq. (4.2)] deviates from chiral symmetry and the bound-state energy $E(\delta - \nu)$ deviates from zero. The formation of the chiral bound-state band $E(\delta - \nu)$ as a function of $\delta$, at which the Hamiltonian (6.7) is chiral-symmetric. Starting at $\delta = \nu + \frac{\pi}{2}$, there necessarily exists a finite-size stability region in $\delta$ around $\delta = \nu + \frac{\pi}{2}$, which happens to be $(\nu, \nu + \pi)$ of length $\pi$. This region ends with the bound-state band merging with the bulk-band boundaries $E_{\pm b}$ [Eqs. (4.28) and (4.37)]. Similarly, starting at $\delta = \nu - \frac{\pi}{2}$, there exist a finite-size region $\delta \in (\nu, \nu - \pi)$ of length $\pi$ around this point, where bound states are absent. Together, these two regions cover the whole parameter space $\delta \in S^1$.

To summarize, we provide two (at first glance, seemingly independent) explanations for the existence of bound states [Eq. (4.36)] in a topologically trivial 1D class-A model (4.2) and (4.14), by related it to two different topologically nontrivial models: in one case (2D class-A model with no symmetries) – by changing the dimension while preserving the symmetry class; in the other (1D class-AIII with chiral symmetry) – by changing the symmetry class while preserving the dimension. We further notice that these are precisely the two cases related by Bott periodicity [26, 27]. In fact, it seems that the above construction can be viewed as an explicit manifestation of Bott periodicity. The very 1D class-A system itself serves as the link that connects the 1D class-AIII and 2D class-A systems: the angle parameter $\delta$ of the 1D class-A system simultaneously describes the deviation from chiral symmetry and is regarded as the second dimension of the effective 2D class-A QAH system.

These arguments identify a systematic “propagation” effect, whereby bound states from the topologically nontrivial classes, where they are protected and guaranteed to exist, propagate to the related, “adjacent” in dimension or symmetry, topologically trivial classes. We discuss this in more detail in the concluding Sec. XIII.

VIII. ONE NODE OF A 3D WEYL SEMIMETAL

A. General Hamiltonian, optimal current-diagonal form.

We now demonstrate the application of the formalism of general continuum models with BCs to the minimal model in 3D. The two-component wave function \( \psi(\mathbf{r}) \) now depends on the radius vector \( \mathbf{r} = (x, y, z) \). The most general form of the Hamiltonian, linear in the momentum operator

\[
\hat{\mathbf{p}} = (\hat{p}_x, \hat{p}_y, \hat{p}_z) = -i(\partial_x, \partial_y, \partial_z),
\]

FIG. 6. 3D half-infinite system occupying the $z \geq 0$ half-space.
for this wave function reads

$$
\hat{H}_3(\hat{p}) = \sum_{\alpha=0,x,y,z} \hat{\tau}_\alpha (\varepsilon_\alpha + v_{\alpha x} \hat{p}_x + v_{\alpha y} \hat{p}_y + v_{\alpha z} \hat{p}_z).
$$

(8.1)

Here, we also exploit the available basis degrees of freedom to recast this Hamiltonian in the form most convenient for the analysis of the surface-state problem. This is analogous to the steps performed in the Supplemental Material of Ref. [15] for the most general 2D model. Such available degrees of freedom are: the origin (three real translation parameters) and orientation (three real parameter of the SO(3) rotation) of the affine real-space basis of \( \mathbf{r} \); momentum origin (three real translation parameters); orientation (three real parameters of the SU(2) rotation) of the basis in the vector space of the wave function \( \hat{\psi} \). Note that we will utilize only the pure rotations SO(3) [and not O(3)] of the real-space basis to preserve its right-handedness; this is important for the chirality of the Weyl node.

We assume that the sample occupies a half-space (Fig. 6). We use three origin and two of the three SO(3) rotation parameters of the \( \mathbf{r} \)-basis to orient it so that the sample occupies the \( z \geq 0 \) half-space. One parameter of the SO(3) rotation remains: the rotation about the \( z \) axis.

Next, we deal with the Hamiltonian (8.1). Since we will only be using the final form of the Hamiltonian, we preserve the same notation in the intermediate formulas below; this should not lead to confusion. The effect of these basis changes can be viewed as elimination of certain terms in the general Hamiltonian (8.1).

There are four energy parameters \( \varepsilon_\alpha \) (\( \alpha = 0, x, y, z \)) and twelve velocity parameters \( v_{\alpha \beta} \) (\( \alpha = 0, x, y, z \) and \( \beta = x, y, z \)) in Eq. (8.1). The energy parameter \( \varepsilon_0 \) represents an inconsequential shift, which can be eliminated by changing the energy reference point; this way, the energy of the Weyl point becomes \( \epsilon = 0 \).

The other three energy parameters \( \varepsilon_\alpha \) (\( \alpha = x, y, z \)) can be eliminated via a momentum shift. In real space, this is realized by the wave-function change

$$
\hat{\psi}(\mathbf{r}) \to e^{i(\mathbf{q} \cdot \mathbf{r})} \hat{\psi}(\mathbf{r}),
$$

where the momentum components \( \mathbf{q} = (q_x, q_y, q_z) \) are the solutions to the system of equations:

$$
\varepsilon_\alpha + v_{\alpha x} q_x + v_{\alpha y} q_y + v_{\alpha z} q_z = 0, \quad \alpha = x, y, z.
$$

The Hamiltonian takes the form

$$
\hat{H}_3(\hat{p}) = \sum_{\alpha=0,x,y,z} \hat{\tau}_\alpha (v_{\alpha x} \hat{p}_x + v_{\alpha y} \hat{p}_y + v_{\alpha z} \hat{p}_z).
$$

(8.2)

The three energy parameters have this way been eliminated by the shifts of the three momentum components, which means that there is a node in the spectrum. As a manifestation of the known fact that 3D Weyl semimetals exist generically (without any symmetries or other conditions), we obtain that the 3D linear-in-momentum Hamiltonian of the most general form (8.1) for a two-component wave function describes the vicinity of a Weyl node. The momentum operator in Eq. (8.2) now corresponds to the deviation from the Weyl node.

Similarly to 1D in Sec. IV, we then use two of the three parameters of the SU(2) wave-function basis to diagonalize the velocity matrix at the momentum component \( \hat{p}_z \) perpendicular to the surface:

$$
\hat{H}_3(\hat{p}_z) = \sum_{\alpha=0,z} \hat{\tau}_\alpha (v_{\alpha x} \hat{p}_x + v_{\alpha y} \hat{p}_y + \hat{\tau}_z (v_{\alpha x} \hat{p}_x + v_{\alpha y} \hat{p}_y)) + \hat{\tau}_y (v_{\alpha y} \hat{p}_y + v_{\alpha z} \hat{p}_z) + \hat{\tau}_x (v_{\alpha x} \hat{p}_x + v_{\alpha z} \hat{p}_z).
$$

(i.e., eliminate the \( v_{\alpha z} \) and \( v_{\alpha z} \) terms), and in such a way that the necessarily nonzero velocity \( v_{\alpha z} > 0 \) is positive. We use the remaining one parameter of the SU(2) wave-function basis rotation (rotation about the pseudospin \( z \) axis) and one real parameter of the SO(3) coordinate basis rotation (rotation about the real \( z \) axis) to also eliminate the \( v_{\alpha y} \) and \( v_{\alpha z} \) terms, and in such a way that \( v_{\alpha y} > 0 \) is positive. We arrive at the desired form of the Hamiltonian:

$$
\hat{H}_3(\hat{p}_z) = \hat{\tau}_0 (v_{\alpha x} \hat{p}_x + v_{\alpha y} \hat{p}_y) + \hat{\tau}_z (v_{\alpha x} \hat{p}_x + v_{\alpha y} \hat{p}_y) + \hat{\tau}_x v_{\alpha x} \hat{p}_x + \hat{\tau}_y v_{\alpha y} \hat{p}_y + (\hat{\tau}_0 \alpha z + \hat{\tau}_z v_{\alpha z}) \hat{p}_z.
$$

(8.3)

As a “bookkeeping” check: we have used all three parameters of the SU(2) rotation and one parameter of the SO(3) rotation to reduce the number of velocity parameters in a desired way from twelve in Eq. (8.1) to eight in Eq. (8.3).

As in Sec. IV we emphasize again that any Hamiltonian of the most general form (8.1) can always be expressed in the form (8.3) by utilizing the available basis degrees of freedom. For the velocities \( v_{0 \alpha} \) and \( v_{\alpha z} \) at \( \hat{p}_z \), the same notation is preserved as in 1D [Eqs. (4.8) and (4.19)]. As in 1D, the wave function in this basis will be denoted as

$$
\hat{\psi}(\mathbf{r}) = \begin{pmatrix} \psi_+ (\mathbf{r}) \\ \psi_- (\mathbf{r}) \end{pmatrix},
$$

with the signs denoting the propagation direction along the real \( z \) axis [the signs of the contributions to the current (8.5)].
B. General local translation-symmetric boundary condition

We now derive the BC of the most general form for the 3D Hamiltonian (8.3), under of a couple of reasonable assumptions. Repeating the same procedure as in Sec. IV B for 3D, we arrive at the expression similar to Eq. (4.5) for the hermiticity requirement for the Hamiltonian (8.3). The bulk contribution imposes the constraint that \( H_3(p) \) must be a hermitian matrix when \( p \) is a real vector, i.e., that all velocity and energy parameters in Eqs. (8.1) and (8.3) must be real. The boundary contribution imposes the constraint that the total current through the \( z = 0 \) surface vanishes:

\[
J_z = \int \, dx \, dy \, j_z(x, y, 0) = 0. \tag{8.4}
\]

Here,

\[
j_z(r) = v_+ \psi^*_+(r) \psi^-(r) - v_- \psi^*_-(r) \psi^+(r) \tag{8.5}
\]

is the density of the \( z \) component of the current, normal to the \( z = 0 \) surface, and the velocities \( v_{\pm} \) are given by Eq. (4.8).

We notice a new effect that arises in higher dimensions, which is absent in 1D [32]: to ensure the norm conservation of the wave function, it is sufficient that only the total current, integral over the surface, vanishes. Although mathematically correct, this is clearly a way too general constraint for most real physical systems, where certain locality along the surface can be expected. This “nonlocality issue” perhaps deserves a more detailed separate study, which we do not undertake here. In this work, we will consider only a (natural) subset of the constraints (8.4), where the current density vanishes individually at each point \((x, y)\) of the surface:

\[
j_z(x, y, 0) = 0. \tag{8.6}
\]

Similarly to 1D, the boundary can be introduced only when \(|\pm v_{zz} \geq 0\) [for which Eq. (4.9) must be satisfied and \(v_{zz} > 0\) must be positive], so that \(\psi^+_+(r)\) are right- and left-movers, respectively, providing positive and negative contributions to the current density (8.5). In the context of Weyl semimetals, this also has to do with type-I or II band structure, which we discuss in more detail in Sec. X.

The second assumption we make is that the surface is translation-symmetric. In this case the BC is translation-symmetric as well, i.e., the same BC resolves that constraint (8.6) at every point \((x, y)\). Under these two assumptions, we arrive at the translation-symmetric BC of the most general form

\[
\sqrt{v_+} \psi^+(x, y, 0) = e^{-i\nu} \sqrt{v_-} \psi^-(x, y, 0), \quad \nu \in [0, 2\pi), \tag{8.7}
\]

which have the same form at every point \(r_\perp = (x, y)\) along the surface, as the 1D BC (4.14), and is characterized by the same phase-shift angle parameter \(\nu\). An analogous general BC, but with broken translation symmetry along the edge, was explored for the 2D model in Ref. [17].

C. Bulk and surface-state spectra

1. Bulk spectrum

The bulk spectrum of the general 3D linear-in-momentum Hamiltonian (8.3), describing the vicinity of a Weyl node, reads

\[
\varepsilon_{3, \pm \alpha}(p) = v_{0x} p_x + v_{0y} p_y + v_{0z} p_z \pm \sqrt{(v_{xx} p_x)^2 + (v_{yy} p_y)^2 + (v_{xz} p_x + v_{zy} p_y + v_{zz} p_z)^2}, \quad p = (p_x, p_y, p_z). \tag{8.8}
\]

The spectrum is necessarily gapless. It consists of the lower (valence) \(-b\) and upper (conduction) \(+b\) band, which touch at the Weyl point \(p = 0\). Due to the linear scaling in momentum, the spectrum is presentable as

\[
\varepsilon_{3, \pm \alpha}(p) = v_{zz} p \tilde{v}_{\pm \alpha}(n),
\]

where

\[
\tilde{v}_{\pm \alpha}(n) = \bar{v}_{0x} n_x + \bar{v}_{0y} n_y + \bar{v}_{0z} n_z \pm b \sqrt{\bar{v}_{xx} n_x^2 + (\bar{v}_{yy} n_y)^2 + (\bar{v}_{xz} n_x + \bar{v}_{zy} n_y + \bar{v}_{zz} n_z)^2}, \quad \bar{v}_{\alpha \beta} = \frac{v_{\alpha \beta}}{v_{zz}}, \tag{8.9}
\]

are the dimensionless velocities of the bands, functions of the unit vector

\[
n = (n_x, n_y, n_z) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)
\]

of momentum \(p = p n, p = |p|\). The velocity \(v_{zz} > 0\) is chosen as the reference unit, since it is the key parameter that cannot be zero, to have a well-defined boundary [Eq. (4.9)], as explained in Sec. IV B.
2. Surface-state spectrum

For the conserved momentum

\[ \mathbf{p}_\perp = (p_x, p_y) = p_\perp (\cos \phi, \sin \phi), \quad p_\perp = \sqrt{p_x^2 + p_y^2}, \]

(8.10)

along the surface, the model and the surface-state problem reduce completely to the 1D case studied in Sec. IV. The eigenstates can be sought in the form

\[ \hat{\psi}(\mathbf{r}) = e^{i(p_x x + p_y y)} \hat{\psi}(z), \]

(8.11)
in which \( \hat{\psi}(z) \) becomes identical to the 1D wave function (4.3). The general BC for \( \hat{\psi}(z) \), following from Eq. (8.7), becomes identical to Eq. (4.14). The Hamiltonian (8.3)

\[ \hat{H}_3(\mathbf{p}_\perp, \hat{\mathbf{p}}_z) = \hat{\tau}_0 d_0(\mathbf{p}_\perp) + \hat{\tau}_z d_z(\mathbf{p}_\perp) + \hat{\tau}_x d_x(\mathbf{p}_\perp) + \hat{\tau}_y d_y(\mathbf{p}_\perp) + (\hat{\tau}_0 v_{0z} + \hat{\tau}_z v_{zz}) \hat{p}_z \]

(8.12)

for \( \hat{\psi}(z) \) and a given conserved \( \mathbf{p}_\perp \) becomes identical to Eq. (4.2). The effect of \( \mathbf{p}_\perp \) is to generate the energy terms, which become its functions:

\[ d_0(\mathbf{p}_\perp) = v_{0x} p_x + v_{0y} p_y, \quad d_z(\mathbf{p}_\perp) = v_{zx} p_x + v_{zy} p_y, \]

(8.13)

\[ d_x(\mathbf{p}_\perp) = d_\perp(\phi) \cos \delta(\phi) = v_{xx} p_x = v_{xx} p_\perp \cos \phi, \quad d_y(\mathbf{p}_\perp) = d_\perp(\phi) \sin \delta(\phi) = v_{yy} p_y = v_{yy} p_\perp \sin \phi, \]

(8.14)

\[ d_\perp(\phi) = \sqrt{v_{xx}^2 p_x^2 + v_{yy}^2 p_y^2} = p_\perp \sqrt{v_{xx}^2 \cos^2 \phi + v_{yy}^2 \sin^2 \phi}. \]

(8.15)

The dependence of the phase \( \delta(\phi) \) of the gap terms (for the effective 1D motion along \( z \)) on the polar angle \( \phi \) of the surface momentum (8.10) is given by

\[ (\cos \delta(\phi), \sin \delta(\phi)) = \frac{1}{\sqrt{v_{xx}^2 \cos^2 \phi + v_{yy}^2 \sin^2 \phi}} (v_{xx} \cos \phi, v_{yy} \sin \phi). \]

(8.16)

There is also a relation

\[ \tan \delta(\phi) = \frac{v_{yy}}{v_{xx}} \tan \phi, \]

(8.17)
which can be used to determine \( \delta(\phi) \) modulo \( \pi \), while Eq. (8.16) can be used to determine it modulo \( 2\pi \).

Once the Hamiltonian has been presented in the effective 1D form (8.12), the solution of the surface-state problem is then obtained by simply taking the 1D expressions from Sec. IV E and substituting the constant energy terms \( d_{0,x,y,z} \) there with the above functions (8.13), (8.14), and (8.15) of the surface momentum \( \mathbf{p}_\perp \). The surface-state spectrum of the general linear-in-momentum model (8.3), which describes the vicinity of an isolated node of a generic Weyl semimetal, therefore consists of one band and reads [Eq. (4.36)]

\[
\mathcal{E}_3(\mathbf{p}_\perp) = d_0(\mathbf{p}_\perp) - v_{0z}d_z(\mathbf{p}_\perp) + \sqrt{1 - v_{0z}^2|d_x(\mathbf{p}_\perp)\cos \nu + d_y(\mathbf{p}_\perp)\sin \nu|}.
\]

(8.18)

Its range in \( \mathbf{p}_\perp \) and the merging lines with the bulk-band boundaries are discussed in Sec. VIII E.

Since every energy term is linear in \( \mathbf{p}_\perp \), the surface-state spectrum

\[
\mathcal{E}_3(\mathbf{p}_\perp) = v_{zz}p_\perp \bar{V}(\phi)
\]

is linear in the absolute value \( p_\perp \) [Eq. (8.10)] and can therefore be fully characterized by its dimensionless velocity

\[
\bar{V}(\phi) = \bar{d}_0(\phi) - v_{0z}\bar{d}_z(\phi) + \sqrt{1 - v_{0z}^2|\bar{d}_x(\phi)\cos \nu + \bar{d}_y(\phi)\sin \nu|} = \bar{V}_{0x}\cos \phi + \bar{V}_{0y}\sin \phi + \sqrt{1 - v_{0z}^2(\bar{v}_{xx}\cos \phi \cos \nu + \bar{v}_{yy}\sin \phi \cos \nu)}
\]

(8.19)

along the direction \( \mathbf{p}_\perp/p_\perp = (\cos \phi, \sin \phi) \) set by the polar angle \( \phi \). Here, we introduce the dimensionless energy terms

\[
\bar{d}_0(\phi) = \bar{v}_{0x}\cos \phi + \bar{v}_{0y}\sin \phi, \quad \bar{d}_x(\phi) = \bar{v}_{xx}\cos \phi + \bar{v}_{zy}\sin \phi,
\]

(8.20)

\[
\bar{d}_y(\phi) = \bar{v}_{yy}\sin \phi,
\]

(8.21)

\[
\bar{d}_z(\phi) = \sqrt{\bar{v}_{xx}^2\cos^2 \phi + \bar{v}_{yy}^2\sin^2 \phi},
\]

(8.22)

as

\[
\bar{d}_\alpha(\mathbf{p}_\perp) = v_{zz}p_\perp \bar{d}_\alpha(\phi), \quad \alpha = 0, x, y, z,
\]

(8.23)

and the velocity combinations

\[
\bar{V}_{0x} = \bar{v}_{0x} - \bar{v}_{0z}\bar{v}_{zz}, \quad \bar{V}_{0y} = \bar{v}_{0y} - \bar{v}_{0z}\bar{v}_{zy}.
\]

Moreover, due to the special property of the 1D model that the bound-state energy [Eqs. (4.36) and (4.39)] depends linearly on the energy parameters \( d_{0,x,y,z} \), the surface-state spectrum (8.18) is linear not only in \( p_\perp \), but also in each momentum component:

\[
\mathcal{E}_3(\mathbf{p}_\perp) = V_x p_x + V_y p_y,
\]

and, equivalently, the dimensionless velocity (8.19)

\[
\bar{V}(\phi) = \bar{V}_x\cos \phi + \bar{V}_y\sin \phi
\]

(8.24)

is linear in \( p_x/p_\perp = \cos \phi \) and \( p_y/p_\perp = \sin \phi \) individually. Here,

\[
V_{x,y} = v_{zz}\bar{V}_{x,y}, \quad \bar{V}_x = \bar{V}_{0x} + \sqrt{1 - v_{0z}^2\bar{v}_{xx}\cos \nu}, \quad \bar{V}_y = \bar{V}_{0y} + \sqrt{1 - v_{0z}^2\bar{v}_{yy}\sin \nu}.
\]

(8.25)

This means that the 3D plot of the surface-state band \( \mathcal{E}_3(\mathbf{p}_\perp) \) is a segment of a plane (it is, actually, a half-plane, see below). This was first demonstrated in Refs. 11 and 12 where the surface-state spectrum near one node of a Weyl semimetal was calculated for the most general form of the BC (of a different, but equivalent parametrization), but for specific, simpler forms of the linear-in-momentum Hamiltonian: in Ref. 11— for the fully isotropic case, with equal velocities \( v_{xx} = v_{yy} = v_{zz} \) and other velocities absent; in Ref. 12— with additional \( v_{0x}, v_{0y}, v_{0z} \) velocities, relevant for the type-II Weyl semimetal. Here, we demonstrate this and other properties for the most general forms of both the Hamiltonian and BC.

The boundaries

\[
E_{3,+b}(\mathbf{p}_\perp) = \min_{p_z} \varepsilon_{3,+b}(\mathbf{p}), \quad E_{3,-b}(\mathbf{p}_\perp) = \max_{p_z} \varepsilon_{3,-b}(\mathbf{p})
\]

(8.26)
of the bulk-state bands (8.8) are given by

$$E_{3,\pm_0}(\mathbf{p}_\perp) = d_0(\mathbf{p}_\perp) - \tilde{v}_{0z}d_z(\mathbf{p}_\perp) \pm b \sqrt{1 - \tilde{v}_{0z}^2d_\perp(\mathbf{p}_\perp)}. \quad (8.27)$$

They are also linear in $p_\perp$:

$$E_{3,\pm}(\mathbf{p}_\perp) = v_{zz}p_\perp \tilde{V}_{\pm_0}, \quad (8.28)$$

and can be fully characterized by the dimensionless velocity functions

$$\tilde{V}_{\pm_0}(\phi) = \tilde{d}_0(\phi) - \tilde{v}_{0z}\tilde{d}_0(\phi) \pm b \sqrt{1 - \tilde{v}_{0z}^2d_\perp(\phi)} = \tilde{V}_{0z}\cos\phi + \tilde{V}_{0y}\sin\phi \pm b \sqrt{1 - \tilde{v}_{0z}^2\sqrt{\tilde{v}_{zz}^2\cos^2\phi + \tilde{v}_{yy}^2\sin^2\phi}} \quad (8.29)$$

of just the polar angle $\phi$ of the surface momentum [Eq. (8.10)]. The local-in-$\phi$ bulk “gap” (at a fixed radius $p_\perp$)

$$\tilde{V}_{+_0}(\phi) - \tilde{V}_{-_0}(\phi) = 2\sqrt{1 - \tilde{v}_{0z}^2d_\perp(\phi)} \quad (8.30)$$

is determined by Eq. (8.22).

We recognize that the shape of the surface-state velocity function $\tilde{V}(\phi)$ [Eq. (8.19)] is fully characterized by just three dimensionless combinations of the velocity parameters (in addition to the BC angle $\nu$): the same concerns the velocities $\tilde{V}_{\pm_0}(\phi)$ [Eq. (8.29)] of the bulk-band boundaries. For example, $(\tilde{V}_{0x}, \tilde{V}_{0y})/\sqrt{1 - \tilde{v}_{0z}^2\tilde{V}_{xx}}$ can be used to characterize the relative effect of the additive term (8.31) and $v_{yy}/v_{xx}$ to characterize the xy anisotropy, see the next Sec. VIMM. The whole surface-state structure (both the surface-state band and bulk-band boundaries) in the vicinity of an isolated Weyl node is therefore fully characterized by just five real parameters: the BC angle $\nu$ and four velocity parameters, of which one is just an overall magnitude; compare this to the twelve velocity parameters in the initial Hamiltonian. This could be particularly useful for analyzing experimental data, as fits to this general dependence could be used to extract these parameters for real materials.

In Figs. 8 and 11 the surface-state spectrum in terms of the velocity dependencies on $\phi$ is plotted for several characteristic values of parameters.

D. Main properties of the surface-state spectrum

In the 1D case (Sec. IV), $d_{0,x,y,z}$ are independent energy parameters. The dependence of the bound-state energy $\mathcal{E}(\delta - \nu)$ [Eq. (4.36)] on the polar angle $\delta$ of the gap parameters $(d_x, d_y)$ [Eq. (4.4)] (for a fixed BC angle $\nu$) is of the main interest there, while the dependence on $d_{0,z,\perp}$ is trivial and just determines the energy shift and gap size [Eq. (4.36)]. In the 3D case, the dependence of the dimensionless surface-state velocity $\tilde{V}(\phi)$ [Eq. (8.19)] on the polar angle $\phi$ of the surface momentum $p_\perp$ [Eq. (8.10)] is of the main interest; the dimensionless energy terms $\tilde{d}_{0,x,y,z}(\phi)$ [Eqs. (8.20), (8.21), and (8.22)] are no longer independent parameters, but are all functions of $\phi$. There are two main new effects in the dependence of $\tilde{V}(\phi)$ on $\phi$ versus the dependence of $\mathcal{E}(\delta - \nu)$ on $\delta$ that should be tracked.

The first new effect concerns the combination

$$\tilde{V}_0(\phi) = \tilde{d}_0(\phi) - \tilde{v}_{0z}\tilde{d}_z(\phi) = \tilde{V}_{0x}\cos\phi + \tilde{V}_{0y}\sin\phi, \quad (8.31)$$

FIG. 8. The dimensionless velocity $\tilde{V}(\phi)$ [Eq. (8.19)] of the surface-state spectrum $\mathcal{E}_0(\mathbf{p}_\perp)$ [Eq. (8.18)] for absent additive term $V_0(\phi) \equiv 0$ [Eq. (8.31)], $V_{0x} = 0$, and absent $xy$ anisotropy, $\sqrt{\tilde{v}_{zz}} = \pm 1$, shown in (a) and (b), respectively. In this case, $\tilde{V}(\phi)$ is identical (up to an overall magnitude) to the dependence $\mathcal{E}(\delta - \nu)$ [Eqs. (8.32) and (8.33)] of the 1D bound-state energy on the angle $\delta$ [Eq. (4.4)] of the gap terms. The green regions depict the continuum of the bulk states. The value $\nu = 0.2\pi$ of the BC phase-shift angle was used in all Figs. 8, 9, and 11. The sign $\nu_{yy} \geq 0$ determines the chirality of $\tilde{V}(\phi)$, as well as the Chern number of the Weyl point, which are related via the bulk-boundary correspondence (9.12).
FIG. 9. The dimensionless velocity $\bar{V}(\phi)$ [Eq. (8.19)] of the surface-state band [8.18] as a function of the polar angle $\phi$ of the surface momentum $p_\perp$ [Eq. (8.10)], for various values of the velocity parameters, showing the effects of the additive term $\bar{V}_0(\phi)$ [Eq. (8.31)] and $xy$ anisotropy $v_{xy} \neq 1$. (b) Shows separately the effect of the $xy$ anisotropy $v_{xy} = 0$. (c) Shows separately the effect of the additive term for $V_0 = 0, V_0 = 0.3 \sqrt{1 - \bar{v}_0^2 v_{xx, \perp}^2}$, and absent $xy$ anisotropy. (d) Shows the combined effect of both the $xy$ anisotropy of (b) and the additive term of (c) present. (e) Shows even larger anisotropy $v_{xy} \neq 0$. Due to the present additive term with $\bar{V}_0 \neq 0$, upon decreasing $v_{xy}$, the system eventually turns from type-I (as in all of the above cases) to type-II (as here) Weyl semimetal. For small $v_{xy} \ll 1$, the Weyl semimetal is also strongly $xy$ anisotropic. (f) The limiting case of the line-node semimetal with $\bar{V}_0 = 0$. The “gap” in the velocity $\bar{V}(\phi)$ closes at $\phi = \pm \frac{\pi}{2}$. The topological chirality properties of $\bar{V}(\phi)$ remain the same in (b),(c),(d),(e), in accord with the Chern number of the Weyl point via the bulk-boundary correspondence [9.12] formulated in Sec. IX B.
FIG. 10. The dependence $\delta(\phi)$ [Eq. (8.16)] of the angle of the gap terms [Eq. (4.4)] on the polar angle $\phi$ of the surface momentum [Eq. (8.10)]. In our convention, the relative winding direction is determined by the sign of the velocity $v_{yy}$. The values $\frac{v_{yx}}{v_{xx}} = \pm 0.3$ were used for the green curves.

which is present as an additive term in both the surface-state spectrum $\overline{V}(\phi)$ [Eq. (8.19)] and bulk-band boundaries $\overline{V}_{\pm}(\phi)$ [Eq. (8.29)]; while it was regarded as a constant in the 1D bound-state solution, it now also has $\phi$-dependence. Also note that this part is linear in both $p_x$ and $p_y$, and hence gives a plane contribution to the 3D plots of $E_3(p_\perp)$ [Eq. (8.18)] and $E_3,\pm_b(p_\perp)$ [Eq. (8.27)]. It also does not depend on the BC angle $\nu$ [which certainly cannot enter the bulk-band boundaries $E_3,\pm_b(p_\perp)$].

The second new effect concerns the “gap” part ($\overline{d}_x(\phi), \overline{d}_y(\phi)$). There are two further effects here, controlled by $v_{yy}$ relative to $v_{xx}$, that affect both $\overline{d}_\perp(\phi)$ and $\delta(\phi)$ dependencies on $\phi$: (i) the sign of $v_{yy}$ and (ii) the anisotropy, when $v_{xx} \neq |v_{yy}|$ differ (we remind that $v_{xx} > 0$ by construction).

The sign of $v_{yy}$ determines the relative winding direction of $\delta(\phi)$ and $\phi$. For $v_{yy} > 0$, the winding direction is the same, while for $v_{yy} < 0$ it is opposite. The sign of $v_{yy}$ in our basis convention directly determines the sign of the Chern number of the Weyl node, as we discuss in Sec. IX.

If the anisotropy is absent, $\delta(\phi)$ is equal to $\phi$ or opposite (Fig. 10):

$$\delta(\phi) = +\phi, \quad v_{yy} = +v_{xx},$$

$$\delta(\phi) = -\phi, \quad v_{yy} = -v_{xx}. \tag{8.32}$$

If the anisotropy $|v_{yy}| \neq v_{xx}$ is present, the dependence $\delta(\phi)$ deviates from the linear ones above. Also, in this case, $d_{\perp}(\phi)$ itself acquires dependence (8.22) on $\phi$. This, along with the additive term (8.31) above, is another source of the $\phi$-dependence of the bulk-band boundaries $\overline{V}_{\pm b}(\phi)$.

E. The range and merging contours of the surface-state band

Let us now find the merging angles $\phi_{\pm v}$ of the surface-state velocity $\overline{V}(\phi)$ with the velocities $\overline{V}_{\pm b}(\phi)$ of the bulk-band boundaries, at which

$$\overline{V}(\phi_{\pm v}) = \overline{V}_{\pm b}(\phi_{\pm v}). \tag{8.34}$$

In the surface-momentum $p_\perp$ plane, the corresponding merging contours of $E_3(p_\perp)$ with $E_{3,\pm b}(p_\perp)$ are straight half-lines at these fixed angles $\phi_{\pm v}$ with $p_\perp > 0$ spanning all positive values.

The merging angles $\phi_{\pm v}$ are determined by the same values (4.38) in terms of $\delta$, found from the 1D bound-state solution in Sec. IV E, which now only need to be expressed in terms of $\phi$ via the dependence $\delta(\phi)$:

$$\delta(\phi_{+ v}) = \delta_{+ b} = \nu, \quad \delta(\phi_{- v}) = \delta_{- b} = \nu + \pi. \tag{8.35}$$

The merging angles $\phi_{\pm v}$ can be determined modulo $\pi$ from Eq. (8.17) as

$$\tan \phi_{\pm v} = \frac{v_{xx}}{v_{yy}} \tan \nu. \tag{8.36}$$
The Chern number of the Weyl node, via the bulk-boundary correspondence that we formulate.

\[ p \] is an equal-energy contour in the surface-momentum \( p \) as confirmed explicitly by Eq. (8.36). Importantly, in terms of the dependence on \( p \), the angle between the Fermi-contour \( \phi \), and ending at the lower bulk band \[ \text{like } E \left( \delta - \nu \right) = 0, \text{ upper } E_{3b}(p_{\perp}) \text{ bulk-band boundaries, actually form one straight line. Therefore the sector in } p_{\perp}, \text{ where the surface-state band is present, is always a half-plane, and the 3D plot of the surface-state band is always a half-plane. This result has previously been obtained in Ref. 11 and 12 for the most general form of the BC and specific forms of the Hamiltonian. Now we have proven that this is a generic property, valid asymptotically in the vicinity of any isolated Weyl node.} \]

The merging angles \( \phi_{\pm b} \), therefore depend only on the velocity ratio \( v_{yy}/v_{xx} \) and do not depend on any other velocity parameters. It follows from (8.16) that for any two values \( \phi \) and \( \phi + \pi \) of the argument separated by \( \pi \), the values of the function are also separated by \( \pi \):

\[ \delta (\phi + \pi) - \delta (\phi) = \pi. \]

And since this holds for the merging points \( \delta_{\pm b} \) in \( \delta \), the same holds for the merging points in \( \phi \):

\[ \phi_{-b} = \phi_{+b} + \pi, \]

as confirmed explicitly by Eq. 8.36. Importantly, in terms of the dependence on \( p_{\perp} \), this means that the two half-lines, at which the surface-state band \( E_{3}(p_{\perp}) \) merges with the lower \( E_{3b}(p_{\perp}) \) and upper \( E_{3b}(p_{\perp}) \) bulk-band boundaries, actually form one straight line. Therefore the sector in \( p_{\perp} \), where the surface-state band is present, is always a half-plane, and the 3D plot of the surface-state band is always a half-plane. This result has previously been obtained in Ref. 11 and 12 for the most general form of the BC and specific forms of the Hamiltonian. Now we have proven that this is a generic property, valid asymptotically in the vicinity of any isolated Weyl node.

The sign of \( v_{yy} \) determines which half-plane is occupied by the surface-state band relative to the merging lines in \( p_{\perp} \) (points in \( \phi \). For \( v_{yy} > 0 \) [Fig. 8(a), Fig. 9], when the winding directions of \( \delta(\phi) \) and \( \phi \) are the same (see Sec. VIII D, Fig. 10), the surface-state velocity \( V(\phi) \) decreases as \( \phi \) increases (Fig. 9), starting from the upper bulk band and ending at the lower bulk band [like \( E(\delta - \nu) \) vs \( \delta \)], occupying the sector

\[ \bar{V}_{+b}(\phi) > \bar{V}(\phi) > \bar{V}_{-b}(\phi), \phi \in (\phi_{+b}, \phi_{-b}), v_{yy} > 0. \]

(8.37)

For \( v_{yy} < 0 \) [Fig. 8(b)], when the winding directions of \( \delta(\phi) \) and \( \phi \) are opposite, the surface-state band \( \bar{V}(\phi) \) increases as \( \phi \) increases, starting from the lower bulk band and ending at the upper bulk band [opposite to \( E(\delta - \nu) \) vs \( \delta \)], occupying the sector

\[ \bar{V}_{-b}(\phi) < \bar{V}(\phi) < \bar{V}_{+b}(\phi), \phi \in (\phi_{-b}, \phi_{+b}), v_{yy} < 0. \]

(8.38)

We will show in Sec. IX that the winding properties of the surface-state velocity \( \bar{V}(\phi) \) are directly related to the Chern number of the Weyl node, via the bulk-boundary correspondence that we formulate.

F. Fermi contour

A commonly used characteristic of the surface-state spectrum of the Weyl semimetal is the “Fermi contour”, which is an equal-energy contour in the surface-momentum \( p_{\perp} \) plane along which the surface-state band crosses the energy

\[ \phi_0 \]

\[ P_y \]
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\[ \phi_{-b} \]

\[ 0 \]

\[ p_x \]

\[ p_y \]
FIG. 12. Generalized topology and bulk-boundary correspondence of a Weyl semimetal, as formulated in Sec. IX B. An arbitrary path $\gamma$ in the 2D surface momentum $p_\perp = (p_x, p_y)$ plane [Eq. (8.10)] defines an effective 2D QAH system on a generalized cylinder $\Sigma \gamma$ in the 3D momentum space, obtained by passing straight $p_z$ lines (perpendicular to the surface) through this path. Various such paths as shown. This leads to the generalized bulk-boundary correspondence (9.8). As a special case of it, we formulate the variant (9.12) of bulk-boundary correspondence most suitable for characterizing the vicinity of the projected Weyl point: the chirality $N(\bar{V}(\phi))$ of the surface-state velocity (8.19) as a function of the polar angle $\phi$ of the surface momentum is equal to the Chern number of the Weyl point. Both are determined by the sign of $v_{yy}$ in our basis convention and Figs. 8 and 9 fully confirm this statement.

level $\epsilon = 0$ of the Weyl point (named so assuming that this is the Fermi level). For the considered model, the Fermi contour is determined from the equation

$$\mathcal{E}_3(p_\perp) = 0.$$  

Because of the linear scaling, it is, of course, a straight half-line in $p_\perp$, specified by the angle $\phi_0$ found as [Eq. (8.25)]:

$$\bar{V}(\phi_0) = \bar{V}_x \cos \phi_0 + \bar{V}_y \sin \phi_0 = 0 \Rightarrow \tan \phi_0 = -\frac{\bar{V}_x}{\bar{V}_y} = -\frac{\bar{V}_{0x} + \sqrt{1 - \bar{V}_{0x}^2 \bar{v}_{xx} \cos \nu}}{\bar{V}_{0y} + \sqrt{1 - \bar{V}_{0y}^2 \bar{v}_{yy} \sin \nu}}. \quad (8.39)$$

The solution must be chosen within the half-plane sector occupied by the surface-state band [Eqs. (8.37) and (8.38)]. Unlike the merging angles $\phi_{\pm b}$ [Eq. (8.34)], the Fermi-contour angle $\phi_0$ does involve the velocity parameters of the $\bar{d}_{0,\perp}(\phi)$ functions.

We demonstrated above that the angle between the merging half-lines is always $\pi$, i.e., they form one straight line. Comparing Eqs. (8.39) and (8.36), we see that when the velocity parameters are such that the additive term (8.31) is absent and there is no $xy$ anisotropy ($v_{yy} = v_{xx}$), the Fermi-contour half-line forms a $\frac{\pi}{2}$ angle with the merging line. However, this angle deviates from $\frac{\pi}{2}$ when these conditions are not satisfied. An example is shown in Fig. 11.

IX. GENERALIZED TOPOLOGY AND BULK-BOUNDARY CORRESPONDENCE OF A WEYL NODE

A. Bulk topology of a Weyl semimetal

The topological properties of 3D Weyl semimetal are directly tied to those of 2D QAH systems (Chern insulators) \[33\]. The Chern number $C(\Sigma)$ can be defined for any surface $\Sigma$ in the 3D momentum space that is closed or extends to infinity and does not pass through any Weyl points. It is given by the flux

$$C(\Sigma) = \frac{1}{4\pi} \int_\Sigma d^2p \cdot B(p) \quad (9.1)$$

($\sigma_p$ is the normal area vector at point $p \in \Sigma$ on the surface) of the Berry curvature through that surface. The Berry curvature

$$B(p) = [\nabla_p \times A(p)] \quad (9.2)$$
is a wave-function-basis-independent vector field in momentum space, given by the rotor of the wave-function-basis-dependent vector field, the Berry connection $A(p)$. For the considered model,

$$A(p) = i\hat{\omega}(s(p))\nabla_p \hat{\omega}(s(p)), \quad \nabla_p = (\partial_{p_x}, \partial_{p_y}, \partial_{p_z}),$$

(9.3)

derives from the bulk plane-wave eigenstates $\hat{\omega}(s(p))$ [Eq. (4.15)] of the lower (occupied) band $\varepsilon_{-\omega}(p)$ [Eq. (8.8)], with the pseudospin

$$s(p) = -e\frac{\mathbf{h}(p)}{|\mathbf{h}(p)|},$$

where $\mathbf{h}(p)$ is the effective “Zeeman field” of the Hamiltonian (8.3) in the same representation as Eq. (5.2). The Berry curvature (9.2) is expressed in terms of the pseudospin $s(p)$ as [Eq. (4.16)]

$$B_\alpha(p) = e\alpha\beta\gamma \sin \theta_s(p)\partial_{p_\beta} \theta_s(p)\partial_{p_\gamma} \phi_s(p), \quad \alpha, \beta, \gamma = x, y, z.$$

Geometrically, the Chern number

$$C(\Sigma) = \frac{1}{4\pi} \int_\Sigma \sin \theta_s d\theta_s d\phi_s$$

(9.4)
of a surface $\Sigma$ is a skyrmion winding number of the mapping

$$s(p) : \ p \in \Sigma \rightarrow S^2$$

of the surface $\Sigma$ onto the pseudospin Bloch sphere $S^2$, realized by pseudospin.

Since the Berry curvature $B(p)$ is a rotorless vector field, $[\nabla_p \times B(p)] = 0$, the Chern numbers of different surfaces obey conservation laws, which follow from the Gauss theorem.

Weyl points are singularities of the Berry curvature $B(p)$. The Chern number

$$C^W = C(\Sigma_0)$$

(9.5)
of a Weyl node, say, at $p = 0$ is defined as the Chern number over a surface $\Sigma_0$ enclosing only that point, e.g., a sphere of sufficiently small radius centered at the Weyl point. Weyl points can be seen as sources and drains of the Berry curvature field, depending on the signs of their Chern numbers.

In the model (8.3), the Chern number $C^W$ of the (only) Weyl point $p = 0$ is determined by the signs of the diagonal velocities $v_{xx}, v_{yy},$ and $v_{zz}$. [The handedness of the coordinate (and hence, momentum) basis also affects the sign of the Chern number, as per Eq. (9.1); we have taken care to preserve its right-handedness during the basis changes of Sec. VIII A.] In our basis convention, $v_{xx} > 0$ and $v_{zz} > 0$ by construction, and therefore, the sign of $C^W$ is determined by the sign of the velocity $v_{yy}$. We obtain

$$C^W = \pm 1, \quad v_{yy} \geq 0.$$  

(9.6)

B. Generalized bulk-boundary correspondence of a Weyl node

Bulk topology has consequences for the bound/edge/surface states, known as the concept of bulk-boundary correspondence [27]. Here, we formulate the bulk-boundary correspondence for Weyl semimetals that is more general than commonly considered. As its special case, we formulate the bulk-boundary correspondence that directly relates the dimensionless velocity $V(\phi)$ [Eq. (8.19)] of the surface-state spectrum (8.18) to the Chern number $C^W$ [Eqs. (9.5) and (9.6)] of the Weyl point.

This more general formulation arises when one considers effective 2D QAH systems in the generalized sense explained in Sec. V when the additional parameter of the effective 1D system (besides $p_z$) is not necessarily a cartesian momentum component. Consider an arbitrary path $\gamma$: $p_{\gamma}(t)$, parameterized by $t$, in the surface-momentum plane that is either closed or terminates with both ends at infinity $|p_{\perp}| = +\infty$, and does not cross any projected Weyl points (Fig. 12). (For paths terminating at infinity, there is an important subtlety, particularly relevant for the linear-in-momentum Hamiltonian, which we discuss in Sec. IX C.) Each such path defines an effective 2D QAH system with the Hamiltonian $\hat{H}(p_{\gamma}, \hat{p}_z)$ on a generalized cylinder $\Sigma^\gamma$ in the 3D momentum space, obtained by passing straight $p_z$ lines (perpendicular to the surface) through this path. The Chern number $C(\Sigma^\gamma)$ [Eqs. (9.1) and (9.4)] of such system is given by the flux through this generalized cylinder.
The surface-state spectrum $E_3(p_1(t))$ [Eq. (8.18)] along this path becomes the “edge-state” spectrum as a function of $t$ of this effective 2D QAH system defined on the space $(p_z, t)$. According to Sec. V the bulk-boundary correspondence for this system means that the signed number

$$N(\Sigma') = N[E_3(p_1(t))]$$

(9.7)

of the effective chiral edge-state bands is given by the Chern number $C(\Sigma')$ of the cylinder $\Sigma'$:

$$N(\Sigma') = C(\Sigma'),$$

(9.8)

with all the definitions introduced in Sec. V.

The bulk-boundary correspondence of Weyl semimetals is commonly expressed in terms of “conventional” 2D QAH systems defined on infinite 2D planes in 3D momentum space. This now becomes a special case of the above more general formulation, when the paths $p_1(t)$ are straight lines, and the generalized cylinders on which the QAH systems are defined are such planes. For example, for a plane with the fixed $p_z = P_z = \text{const}$, to be denoted as $\Sigma_{P_z}$, the parameter $t = p_y$ is the momentum component itself. This way, the Hamiltonian $H_3(P_x, p_y, p_z)$ [Eq. (8.3)] is seen as that of a family of 2D QAH systems defined on the momentum plane $\Sigma_{P_z}$ with coordinates $(p_y, p_z)$ and parameterized by $P_z$.

Spanning the planes $\Sigma_{P_z}$ with different $P_z$, the regions of $P_z$ between the Weyl points can be seen as topological phases, within which the Chern number $C(\Sigma_{P_z})$ is conserved, and the crossing of a Weyl point by the plane can be seen as a topological phase transition. According to the Gauss theorem, the difference in the Chern numbers of the $P$ phases, within which the Chern number $P$ is constant, is

$$C^W = C(\Sigma_{P_{x_1}}) - C(\Sigma_{P_{x_2}})$$

(9.9)

for $P_{x_1} > 0$ and $P_{x_2} < 0$ on the opposite sides of the node (Fig. 12).

The surface-state spectrum $E_3(P_x, p_y)$ is interpreted in this picture as effective edge-state spectra (functions of $p_y$) of a family of 2D QAH systems defined on the plane $\Sigma_{P_z}$. According to the bulk-boundary correspondence [Eqs. (9.7) and (9.8)], the signed number

$$N(\Sigma_{P_z}) = N[E_3(P_x, p_y)] = C(\Sigma_{P_z})$$

(9.10)

of the chiral edge-state bands is determined by the Chern number $C(\Sigma_{P_z})$ of the plane $\Sigma_{P_z}$ (again, see the subtlety in Sec. IX C). The Chern number $C^W$ [Eqs. (9.5) and (9.6)] of the Weyl point determines via Eqs. (9.9) and (9.10) the corresponding changes in the chiralities of the effective edge-state spectra upon crossing the Weyl point by the plane:

$$N(\Sigma_{P_{x_1}}) - N(\Sigma_{P_{x_2}}) = C^W.$$ 

However, the above more general formulation (9.8) allows us to formulate, as its special case, a different type of bulk-boundary correspondence of Weyl semimetals that is much better suited for the characterization of the vicinity of a Weyl node.

Consider now a closed path $\gamma$ that encloses the projected Weyl point $p_\perp = (0, 0)$. The Chern number

$$C(\Sigma') = C^W$$

(9.11)

of the 2D QAH system defined on the cylinder $\Sigma'$ generated by such path is equal to the Chern number of the enclosed Weyl point [Eq. (9.5)], since such cylinder and the sphere around the Weyl point can be continuously deformed into each other. According to the bulk-boundary correspondence (9.8), the signed number $N(\Sigma')$ [Eq. (9.7)] of the chiral effective edge-state band $E_3(p_1(t))$ along the path $\gamma$ is given directly by the Chern number of the Weyl point.

Hence, one path enclosing the projected Weyl point already fully characterizes the topology of the Weyl point. We notice that the dimensionless velocity $\bar{V}(\phi)$ [Eq. (8.19)] of the surface-state spectrum [Eq. (8.18)] as a function of the surface-momentum polar angle $\phi$ [Eq. (8.10)] realizes precisely such paths: circles of any radius $r$ around the Weyl point, parameterized by the polar angle $t = \phi$ (Fig. 12). According to the generalized bulk-boundary correspondence (9.8) and Eq. (9.11), the chirality of dimensionless velocity $\bar{V}(\phi)$, viewed as an effective “edge-state” band defined on a unit circle $\phi \in S^1$, is given by the Chern number of the Weyl point:

$$N[\bar{V}(\phi)] = C^W.$$ 

(9.12)

The chirality of $\bar{V}(\phi)$ in Fig. 9 now becomes transparent.

As already stated above, in our basis convention, both the chirality $N[\bar{V}(\phi)]$ of the surface-state velocity [Eqs. (8.37) and (8.38)] in Sec. VIII E and the Chern number $C^W$ [Eq. (9.6)] of the Weyl point are controlled by the sign of the velocity $v_{yy}$. From Eqs. (8.34) and (8.35) for the merging angles $\phi_{\pm b}$, we obtain

$$N[\bar{V}(\phi)] = \text{sgn}(\phi_{+b} - \phi_{-b}) = \mp 1, \ v_{yy} \gtrless 0,$$

fully confirming Eq. (9.12).
C. Subtlety of topology and bulk-boundary correspondence in continuum models

For continuum models of 2D QAH systems (similar statements hold for other symmetry classes), there is an important subtlety that, for topology to be well-defined, the Hamiltonian has to be defined on a 2D manifold topologically equivalent to a sphere. Only in that case the Chern number is guaranteed to be integer, being the skyrmion winding number of the mapping from a sphere onto a sphere. To satisfy that, proper behavior of the Hamiltonian at momentum infinity must be satisfied. For example, for the effective 2D QAH system introduced in Sec. V defined on a cylinder, with the Hamiltonian \( \hat{H}(p_z, \alpha) \) and the parameter \( \alpha \in S^1 \) on a unit circle, this means that the limits of the pseudospin \( s(p_z, \alpha) \) [Eq. (5.1)] have to be well-defined at infinities \( p_z \to \pm \infty \), i.e., \( s(p_z = \pm \infty, \alpha) \equiv s(p_z = \pm \infty) \) have to be independent of \( \alpha \) (but not necessarily equal to each other). This turns our particularly important for the linear-in-momentum Hamiltonians we consider.

We observe that the topological properties of the (effective) edge-state spectrum are in concert with this requirement for the bulk topology: the Chern number is a well-defined integer (as per above) if and only if the edge-state bands have merging points with the bulk bands and hence their chirality numbers are also well-defined integers. This is to be anticipated, given the bulk-boundary correspondence \( [\text{Eq. 5.4}] \), since the two sides of the relation can only simultaneously be well-defined or not.

The Chern number and the edge-state-band chirality number are well-defined in the cases of the 1D Hamiltonian \( \hat{H}(p_z, \delta) \), with the polar angle \( \delta \in S^1 \) of the gap terms, and the 3D Hamiltonian \( \hat{H}_S(p_\perp \cos \phi, p_\perp \sin \phi, p_z) \) at fixed \( p_\perp \) with the polar angle \( \phi \in S^1 \) of surface-momentum. The Chern numbers over the cylinders are well-defined since the pseudospin limits \( s(p_z = \pm \infty, \delta) = (0, 0, \mp 1) \) are well-defined. Accordingly, the effective edge-state bands \( E(\delta - \nu) \) [Eq. (4.36)] and \( \mathcal{V}(\phi) \) [Eq. (8.19)] have well-defined merging points.

One the other hand, the Chern number and the edge-state-band chirality number are not well-defined in the cases of a 2D QAH system (Sec. XII) defined on a plane (and equivalent effective 2D QAH systems defined on planes in the 3D momentum space of a Weyl semimetal). Due to the linear momentum dependence of the Hamiltonian, these planes are not topologically equivalent to a sphere in terms of the Hamiltonian and pseudospin dependence, since the pseudospin limit at momentum infinity depends on the direction and is therefore not well-defined. Rather, the system is effectively defined on a half-sphere, which is not closed. The pseudospin field \( s(p_z, p_\perp) \) forms a meron, rather than a skyrmion, configuration and the Chern number is finite, but half-integer, rather than integer. Accordingly, there are no merging points of the edge-state bands \( E_\pm(p_\perp, \Delta) \) [Eq. (12.4), Fig. 14] at large momenta \( p_\perp \) and their chirality numbers are undefined. At the same time, we note that the changes in non-integer Chern numbers of a 2D QAH system defined on a plane and the corresponding changes in chirality of the edge-state bands remain integer and well-defined. Hence, a sort of “relative” bulk-boundary correspondence still holds, relating the differences of the Chern numbers and chiralities, as in Eq. (9.9).

X. TYPE-I AND TYPE-II WEYL SEMIMETALS

The derived results for the most general model \([\text{Eqs. 8.3 and 8.7}]\) of an isolated Weyl node include all possible situations, in particular, the regimes of the so-called type-I and type-II Weyl semimetals. In the velocities \( \hat{v}_{\pm \delta}(n) \) [Eq. (8.9)] of the two linear bulk bands \( \varepsilon_{3, \pm \delta}(p) \) [Eq. (8.8)], there are opposite-sign contributions \( \pm b \sqrt{\ldots} \), arising from the \( \hat{\tau}_{x,y,z} \) terms in the Hamiltonian \( 8.3 \), and same-sign contributions, arising from the \( \hat{\tau}_0 \) terms; the latter cause a “tilt” of \( \varepsilon_{3,\pm\delta}(p) \). If the velocities \( \hat{v}_{\pm \delta}(n) \) [Eq. (8.9)] are of opposite signs for every direction \( n \), one talks about a type-I Weyl semimetal. If the tilt terms \( \hat{\tau}_0 \) are so strong that for some range of \( n \) the velocities \( \hat{v}_{\pm \delta}(n) \) of both bands \( \pm \delta \) have the same sign, one talks about a type-II Weyl semimetal.

In the type-I case, the model of a single Weyl node with a boundary is well-defined for any boundary orientation. In the type-II case, it matters for the surface-state problem how the directions with the same-sign velocities are aligned relative to the surface. For the \( p_z \) direction perpendicular to the surface, the velocities in our basis are \( \pm v_{\pm \delta} = v_{zz} \pm v_{0z} \) [Eq. (4.8)]:

\[
\varepsilon_{3, \pm \delta}(0, 0, p_z) = v_{0z} p_z \pm b v_{zz} |p_z| = \pm v_{\pm \delta} p_z.
\]

Same-sign velocities \( \pm v_+ \) for this direction would precisely correspond to the situation when it is impossible to introduce any BCs (and hence, any boundary) in such a model with a single node, since the probability current would not vanish for a nonvanishing wave function, see Secs. [VIII.B and VIII.B]. This means that for a type-II Weyl semimetal, for those surface orientations for which the velocities for perpendicular motion are of the same sign for one node, the minimal continuum model of a system with a boundary must include two nodes, and the velocities of the other node would both have the opposite sign. Such model would have two right- and two left-movers, for which BCs do exist and the boundary is well-defined.
Hence, the gap phase (8.16) becomes a step function: 
\[ \delta \text{strain} [24] \]
Luttinger semimetal model under strain and bulk inversion asymmetry, which describes materials such as HgTe under line-node semimetal with \( v \) of the 2D QAH system we present in the next Sec. XII: the velocity square root vanishes for the direction \( v \). This is the case of a line-node semimetal. As follows from the bulk spectrum (8.8), at \( v \), qualitative changes, since the local-in- range, both will become negative. Fig. 9(e) is an example. This also results in changes in the signs of the velocities.

Consider the case of the vanishing velocity \( v_{yy} = 0 \) (the velocities \( v_{zz} > 0 \) and \( v_{xx} > 0 \) are nonzero by construction). This is the case of a line-node semimetal. As follows from the bulk spectrum (8.8), at \( v_{yy} = 0 \), the argument of the square root vanishes for the direction \( n \) with \( n_0 = 0 \) and \( v_{yy}n_y + v_{zz}n_z = 0 \); hence, the two bulk bands touch along the straight line \( p = (0, p_y, -v_{xx}p_y) : c_{\pm\phi}(p) = \varepsilon_{\mp\phi}(p) \).

The general surface-state solution (8.18), of course, still applies to this limiting case. At \( v_{yy} = 0 \), we have
\[ d_\phi(\phi) = \bar{v}_{xx} \cos \phi, \quad d_\phi(\phi) = 0, \quad d_{\perp}(\phi) = \bar{v}_{xx} | \cos \phi |. \]

Hence, the gap phase (8.16) becomes a step function: \( \delta(\phi) = 0 \) for \( \phi \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) and \( \delta(\phi) = \pi \) for \( \phi \in (\frac{\pi}{2}, \frac{3\pi}{2}) \). The velocities (8.29) of the bulk-band boundaries (8.27) read
\[ \bar{V}_{\pm\phi}(\phi) = V_{0x} \cos \phi + V_{0y} \sin \phi \pm_b \sqrt{1 - \bar{v}_{0z}^2 \bar{v}_{xx} | \cos \phi |}, \]
an example is shown in Fig. 9(f). The gap (8.30) between the bulk-band boundaries, determined by \( \bar{d}_{\perp}(\phi) \), closes at \( \phi = \frac{\pi}{2}, \frac{3\pi}{2} \) in accord with the above. The velocity (8.19) of the surface-state band (8.18) reads
\[ \bar{V}(\phi) = V_{0x} \cos \phi + V_{0y} \sin \phi + \sqrt{1 - \bar{v}_{0z}^2 \bar{v}_{xx} \cos \phi \cos \nu}. \]

For the BC parameter \( \nu \in (0, \pi) \), the surface-state band is present for \( \phi \in (\frac{\pi}{2}, \frac{3\pi}{2}) \); for \( \nu \in (\pi, 2\pi) \), it is present for \( \phi \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). In the line-node semimetal, the surface-state band thus exists in one of the regions separated by the line node, depending on the range of \( \nu \), but regardless of its specific value.

By continuity, a similar behavior of the surface-state band still persists in the case of a Weyl semimetal with strong \( xy \) anisotropy [Fig. 9(e)], \( v_{yy} \ll v_{xx} \), when \( v_{yy} \) is not zero, but is much smaller than \( v_{xx} \), when mini-gaps open up around the line-node directions \( \phi = \frac{\pi}{2}, \frac{3\pi}{2} \). The surface state band is still located in approximately the same regions, depending on the range of \( \nu \). However, the sign of \( v_{yy} \) determines the signs of the mini-gaps, and hence, determines with which bulk band the surface-band state merges. This crucially determines the chirality of the surface-state band \( \bar{V}(\phi) [\text{Eq. (8.19)}] \), to correspond to the Chern number of the Weyl node, as per the bulk-boundary correspondence formulized in Sec. IX. The line-node semimetal at \( v_{yy} = 0 \) can also be regarded as a phase-transition point between the Weyl point-node semimetal phases \( v_{yy} \geq 0 \) with opposite Chern numbers \( \mp 1 \) of the node, respectively [Eq. (6.6)]. The case of strong anisotropy \( v_{yy} \ll v_{xx} \) is relevant, e.g., for the Weyl semimetal that emerges in the Luttinger semimetal model under strain and bulk inversion asymmetry, which describes materials such as HgTe under strain [21].

This behavior of the velocity \( \bar{V}(\phi) [\text{Eqs. (8.19) and (11.1)}] \) of the surface-state spectrum of a 3D line-node semimetal and strongly anisotropic Weyl semimetal in the vicinity of the line node is in full accord with the edge-state spectrum of the 2D QAH system we present in the next Sec. XII: the velocity \( v_{yy} \) corresponds to the gap parameter \( \Delta \); the 3D line-node semimetal with \( v_{yy} = 0 \) corresponds to the \( \Delta = 0 \) case of a 2D point-node semimetal, realized at the phase transition.
FIG. 13. 2D system occupying the half-plane \( z \geq 0 \) in \( r_2 = (x, z) \).

This 3D line-node semimetal case is also directly related to chiral symmetry. Applying the same symmetry analysis as in Sec. VI to the 3D model [Eqs. (8.3) and (8.7)], since \( v_{zz} > 0 \) and \( v_{xx} > 0 \) are assumed to be present, the most general form of the chiral symmetry operator is

\[
\hat{S} = \hat{\tau}_y.
\]

(11.2)

This prohibits all \( \hat{\tau}_0 \) and \( \hat{\tau}_y \) terms; hence, \( v_{0x}, v_{0y}, v_{0z} = 0 \) and, most importantly, \( v_{yy} = 0 \). The most general form of the chiral-symmetric Hamiltonian then reads

\[
\hat{H}_S^{\alpha}(\hat{p}) = +\hat{\tau}_z(v_{zx}\hat{p}_x + v_{zy}\hat{p}_y) + \hat{\tau}_x v_{xx}\hat{p}_x + \hat{\tau}_y v_{yy}\hat{p}_y.
\]

(11.3)

and represents a line-node semimetal. The bulk-band boundaries are

\[
\bar{V}_S^\pm(\phi) = \pm b |\cos \phi|.
\]

There are only two forms of the chiral-symmetric BC:

\[
\sqrt{v_{zz}}\psi_+(x, y, 0) = e^{-i\nu S}\psi_-(x, y, 0),
\]

with \( \nu^S = \frac{\pi}{2}, \frac{3\pi}{2} \). The surface-state band \([\text{Eq. (11.1)}]\) is flat:

\[
\bar{V}_S^\pm(\phi) = 0,
\]

(11.4)

and occupies \( \phi \in \left(\frac{\pi}{2}, \frac{3\pi}{2}\right) \) for \( \nu = \frac{3\pi}{2} \) and \( \phi \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \) for \( \nu = \frac{\pi}{2} \).

We conclude that for two bands, a 3D chiral-symmetric system is necessarily a line-node semimetal. One can also consider a general two-band Hamiltonian \( \hat{\tau}_x h_x(\hat{p}) + \hat{\tau}_z h_z(\hat{p}) \), chiral-symmetric under Eq. (11.2). Its spectrum \( \pm \sqrt{h_x^2(\hat{p}) + h_z^2(\hat{p})} \) will generally have line nodes, since one has \textit{three} available momentum components to nullify \textit{two} functions \( h_{x,z}(\hat{p}) \). This means that constructing a 3D gapped chiral-symmetric system requires at least four bands. According to the general topological classification [26, 27], a class-AIII gapped system is topologically nontrivial in 3D.

XII. 2D QUANTUM ANOMALOUS HALL SYSTEM IN THE VICINITY OF A TOPOLOGICAL PHASE TRANSITION

We now demonstrate the application of the formalism of general continuum models with BCs to the minimal model in 2D. The most general 2D model with the linear-in-momentum Hamiltonian and a two-component wave function has already been derived and studied in the Supplemental Material of Ref. [15]. Here, we reproduce this result, with the main goal of demonstrating the connection to the 1D (Sec. IV) and 3D (Sec. VIII) models.

As explained therein (an analogous procedure has been carried out in Sec. VIII), one can always exploit the basis degrees of freedom to express the Hamiltonian of the most general form as

\[
\hat{H}_2(\hat{p}_x, \hat{p}_z) = (\hat{\tau}_0 v_{0x} + \hat{\tau}_z v_{xz})\hat{p}_x + \hat{\tau}_x v_{xx}\hat{p}_x + \hat{\tau}_y \Delta + (\hat{\tau}_0 v_{0z} + v_{zz}\hat{\tau}_z)\hat{p}_z
\]

(12.1)

and have the sample occupy the \( z \geq 0 \) half-plane in the coordinate plane \( r_2 = (x, z) \) (Fig. 13). Also, both \( v_{zz} > 0 \) and \( v_{xx} > 0 \) can be made positive by this basis choice. There is an energy parameter \( \Delta \) in 2D, which determines the gap in the bulk spectrum. This is the key difference between the models in 3D and 2D: In 3D (Sec. VIII), all three
FIG. 14. The edge-state spectrum $E_2(p_x, \Delta)$ [red, Eq. (12.4)] of the 2D linear-in-momentum two-component model of the most general form, with the Hamiltonian $H_2$ and BC $\text{BC}_2$. The blue regions depict the continuum of the bulk states.

FIG. 15. The velocity $V_2(\nu)$ of the the edge-state spectrum $E_2(p_x, \Delta)$ [Eq. (12.4)] as a function of the phase-shift angle parameter $\nu$ of the general BC $\text{BC}_2$.

energy parameters describe momentum shifts and can be this way eliminated; as a result, the system is necessarily a point-node semimetal. In 2D, only two can be eliminated, while one energy parameter remains and determines the gap.

The wave function in this basis reads

$$ \hat{\psi}(x, z) = \begin{pmatrix} \psi_+(x, z) \\ \psi_-(x, z) \end{pmatrix}. $$

As in the 3D case (Sec. VIII B), we consider the constraint that the current density

$$ j_z(\mathbf{r}_2) = v_+\psi_+^*(\mathbf{r}_2)\psi_+(\mathbf{r}_2) - v_-\psi_-^*(\mathbf{r}_2)\psi_-(\mathbf{r}_2) $$

perpendicular to the edge vanishes at every point $x$ of the edge:

$$ j_z(x, 0) = 0. $$
The family of general BCs, translation-symmetric along the edge, that resolve this constraint reads

$$\sqrt{\nu} \psi_+(x, 0) = e^{-i\nu} \sqrt{\nu} \psi_-(x, 0), \quad \nu \in [0, 2\pi),$$

with the phase-shift angle \(\nu\) parameterizing all possible BCs.

The model \((12.1)\) and \((12.2)\) describes a generic 2D QAH system (Chern insulator) with an edge in the vicinity of a topological phase transition. The model belongs to class A of gapped systems, which is topologically nontrivial in 2D. The phase transition between the two topological phases with \(\Delta \gtrsim 0\) occurs at \(\Delta = 0\), where the system becomes a nodal semimetal.

For a conserved momentum \(p_x\) along the edge, the problem again reduces completely to the 1D model (Sec. IV) for the wave function

$$\hat{\psi}(z) = e^{i p_x z} \hat{\psi}(z).$$

The energy parameters of the 1D model become functions of \(p_x\) and \(\Delta\):

$$d_0(p_x) = v_{0x} p_x, \quad d_x(p_x) = v_{xx} p_x,$$

$$d_x(p_x) = d_\perp(p_x, \Delta) \cos \delta(p_x, \Delta) = v_{xx} p_x, \quad d_y(\Delta) = d_\perp(p_x, \Delta) \sin \delta(p_x, \Delta) = \Delta.$$  \hspace{1cm} (12.3)

The edge-state band reads

$$E_2(p_x, \Delta) = (v_{0x} - \bar{\nu}_0 v_{xx}) p_x + \sqrt{1 - \bar{\nu}_0^2} (v_{xx} p_x \cos \nu + \Delta \sin \nu).$$

The bulk-band boundaries read

$$E_{2,\pm}(p_x, \Delta) = (v_{0x} - \bar{\nu}_0 v_{xx}) p_x \pm i \sqrt{1 - \bar{\nu}_0^2 \sqrt{v_{xx}^2 p_x^2 + \Delta^2}}.$$  \hspace{1cm} (12.4)

The edge-state band merges with either the upper or lower bulk-band boundary at momentum

$$p_x^m(\nu) = \frac{\Delta}{v_{xx}} \cot \nu$$

and is located in \(p_x \in (p_x^m(\nu), +\infty)\) for \(\nu \in (\pi, 2\pi)\), and in \(p_x \in (-\infty, p_x^m(\nu))\) for \(\nu \in (0, \pi)\). The edge-state spectrum is shown in Fig. 14.

The main interesting observation about this result made in Refs. 14 and 15 is that at absent gap \(\Delta = 0\), when the system is a nodal semimetal, the edge-state band

$$E_2(p_x, \Delta = 0) = V_2(\nu) p_x$$

with the velocity

$$V_2(\nu) = v_{0x} - \bar{\nu}_0 v_{xx} + \sqrt{1 - \bar{\nu}_0^2 v_{xx} \cos \nu}$$

exists “nearly always”, i.e., for every value of the velocity parameters and every value of the BC parameter \(\nu\) except for two points \(\nu = 0, \pi\). The edge-state band \((12.5)\) exists in \(p_x \in (0, +\infty)\) and \(\nu \in (\pi, 2\pi)\) and in \(p_x \in (-\infty, 0)\) for \(\nu \in (0, \pi)\). The velocity \(V_2(\nu)\) is plotted in Fig. 15.

Again, as in Sec. VII for 1D system, this presence of robust edge states in a topologically trivial system (2D point-node semimetal with no assumed symmetries) is not accidental. This behavior was originally explained in Ref. 13 in terms of chiral symmetry and the “stability argument”, analogous to Sec. VII B for the 1D model. We reproduce this explanation here. The application of chiral symmetry to the 2D model \((12.1)\) and \((12.2)\) is as follows. Since in addition to \(\hat{\tau}_x v_{xx} \hat{p}_x\), the term \(\hat{\tau}_x v_{xx} \hat{p}_x\) must also be present, the only option for the chiral-symmetry operation allowing both terms is

$$\hat{S} = \hat{\tau}_y.$$  \hspace{1cm} (12.6)

This prohibits all \(\hat{\tau}_0\) and \(\hat{\tau}_y\) terms; hence, \(v_{0x} = 0, v_{0z} = 0, \Delta = 0\). The most general form of the 2D chiral-symmetric Hamiltonian therefore reads

$$\hat{H}_2^S(\hat{p}_x, \hat{p}_z) = (\hat{\tau}_x v_{xx} + \hat{\tau}_x v_{xx}) \hat{p}_x + v_{xx} \hat{\tau}_z \hat{p}_z,$$  \hspace{1cm} (12.7)
which describes a point-node semimetal, confirming the common understanding. The bulk-band boundaries of Eq. (12.7) read

\[ \mathcal{E}^S_{\pm \nu}(p_x) = \pm \nu v_{xx}|p_x|. \]

There are only two points \( \nu^S = \frac{\pi}{2}, \frac{3\pi}{2} \) in the \( S^1 \) parameter space of the general BCs, at which the BC is chiral-symmetric:

\[ \sqrt{v_{xx}} \psi_+(x, y, 0) = \sqrt{v_{xx}} e^{-i\nu^S} \psi_-(x, y, 0). \]

The edge-state band is flat and exists on one side of the node, depending on \( \nu^S \)

\[ \mathcal{E}^S_{\pm \nu}(p_x) = 0, \text{ in } p_x \in (0, +\infty) \text{ for } \nu^S = \frac{3\pi}{2} \text{ and in } p_x \in (-\infty, 0) \text{ for } \nu^S = \frac{\pi}{2}. \]

Equations (12.7) and (12.8) is the model of the most general form of a 2D chiral-symmetric system with a boundary, which describes the topologically nontrivial class AIII of 2D chiral-symmetric semimetals. The edge-state bands (12.9) are topologically protected by chiral symmetry. The existence of the edge-state band (12.9), for the general semimetal system at \( \Delta = 0 \), with both the velocities and BC parameters deviating from the chiral-symmetric values, can then be explained by the stability argument: when chiral-symmetry is broken, the edge states will still persist in some finite ranges of \( \nu \) around \( \nu^S \). The existence of such “stability regions” around symmetric points is a standard and generic situation. What is particularly remarkable is that these regions \((0, \pi)\) and \((\pi, 2\pi)\) of length \( \pi \) and thus together occupy the whole \( U(1) \sim S^1 \) unit-circle parameter space, except for the two points \( \nu = 0, \pi \).

Tracing back to the 1D bound-state solution of Sec. VII, this property is equivalent to the fact that the bound-state “band” \( \mathcal{E}(\delta - \nu) \) [Eq. (4.36)] at a fixed \( \delta \) covers exactly half of the BC parameter space \( \nu \): the interval of length \( \pi \) with the end points excluded (which are the merging points). For the 2D semimetal, there are two sides \( p_x \gtrless 0 \) of the node corresponding to \( \delta(p_x, \Delta = 0) = 0, \pi \) [Eq. (12.8)], respectively, and hence, the edge-state band (12.9) exists in the whole BC parameter space except for the two merging points \( \nu = 0, \pi \). That the extent of the bound-state band \( \mathcal{E}(\delta - \nu) \) [Eq. (4.36)] is exactly \( \pi \) and not less seems to be a special mathematical property of the considered minimal model.

This effect, of course, persists when the gap \( \Delta \) is finite, in either of the gapped phases, since the gap only modifies the edge-state spectrum in the region \( |p_x| \sim |\Delta|/v_{xx} \) determined by it: the edge-state band (12.4) still exists nearly always (for every \( \nu \in S^1 \) expect \( \nu = 0, \pi \)) at larger momenta \( |p_x| \gtrsim |\Delta|/v_{xx} \). As explained in Ref. 15 this property can be regarded as the “extension” of the edge-state structure of a 2D QAH system beyond the minimal one required to satisfy the Chern numbers via bulk-boundary correspondence.

XIII. CONCLUSION

Although the development of the presented formalism of general continuum models with BCs was initially motivated mainly by the desire to establish and explore the general bound-state structures of topologically nontrivial systems, the first findings following from its application, presented here (with the groundwork laid in Refs. 14 and 15), are quite unanticipated and all the more exciting. The main emerging overarching conclusion of our analysis is that bound states appear to be more widespread and persistent than the mere strict topological classification suggests. Moreover, these persistent bound-state structures in topologically trivial classes are not some accidental mathematical properties of the considered model (and even if they were, this is a general low-energy model) but have sound topological explanations. Namely (Sec. VII), we identify a systematic “propagation” effect, whereby bound states from the topologically nontrivial classes, where they are protected and guaranteed to exist, propagate to the related, “adjacent” in dimension or symmetry, topologically trivial classes.

It is quite common in the theoretical studies of topological systems to treat the bound-state features that are not strictly topologically protected as fringe cases that deserve little attention. The generality of the model derived from the developed formalism allows us to establish that bound states in topologically trivial systems are neither accidental (as per above) nor rare, but are a generic persistent effect. Since the model is of the most general form, a precise volume fraction of its parameter space where the bound states exist can be determined. In 1D, this fraction is equal to the half of the parameter space (Sec. VII). In a 2D semimetal (and, as a consequence, in a 2D QAH system), the persistence effect turns out to be particularly extreme (Sec. XII): so much so that the edge-state band, not topologically protected, exists “nearly always”, i.e., in the whole parameter space except for the two discrete points. One ends up with a rather bizarre situation, completely contrary to the common expectation, where one would actually have to fine-tune the system to these special points to make the supposedly “non-protected” edge states disappear.
Since the considered minimal model is a universal general low-energy model (in the vicinity of the gap closing in 1D and 2D and in the vicinity of a Weyl node in 3D), describing numerous physical systems, the established bound-state structures with their interesting properties can be expected to be widespread in real materials.

We conclude by pointing out that it is quite remarkable how many insights about the general behavior of the bound/edge/surface states can be extracted with the help of the presented formalism from such a mathematically simple model.
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