Standard Model with a Complex Scalar Singlet: Cosmological Implications and Theoretical Considerations
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We analyze the theoretical and phenomenological considerations for the electroweak phase transition and dark matter in an extension of the Standard Model with a complex scalar singlet (cxSM). In contrast with earlier studies, we use a renormalization group improved scalar potential and treat its thermal history in a gauge invariant manner. We find that the parameter space consistent with a strong first order electroweak phase transition (SFOEWPT) and present dark matter phenomenological constraints is significantly restricted compared to results of a conventional, gauge non-invariant analysis. In the simplest variant of the cxSM, recent LUX data and a SFOEWPT require a dark matter mass close to half the mass of the Standard Model-like Higgs boson. We also comment on various caveats regarding the perturbative treatment of the phase transition dynamics.

PACS numbers:

I. INTRODUCTION

Explaining the excess of matter over antimatter in the present Universe is a challenge and the interface of particle and nuclear physics with cosmology. It is well known that the Standard Model (SM) cannot account for the observed baryon asymmetry of the Universe (BAU)

\[ Y_B = \frac{n_B}{s} = (8.59 \pm 0.11) \times 10^{-11} \] (Planck) [1]

where \( n_B \) (s) is the baryon number (entropy) density. While the electroweak (EW) sphalerons of the SM fulfill the first of the “Sakharov criteria” [2], the presence of baryon number (B) violating processes, the SM fails with regard to the remaining two requirements: sufficiently effective CP violation and out-of-equilibrium dynamics, assuming CPT symmetry is conserved.

A plethora of baryogenesis scenarios beyond the Standard Model (BSM) have been proposed to remedy these SM shortcomings. Among the most theoretically attractive and phenomenologically testable is electroweak baryogenesis (EWBG) [3] (for reviews, see Refs. [4–12]). EWBG proceeds via bubble nucleation during a first-order electroweak phase transition (EWPT), providing the needed out-of-equilibrium conditions. BSM CP-violating interactions at the bubble walls generate a net density of left-handed fermions, biasing the EW sphalerons into the creation of a non-zero baryon number density that diffuses into the expanding bubble interiors. For a sufficiently strong first-order electroweak phase transition (SFOEWPT), the sphaleron transitions in the bubble interiors are suppressed so as to preserve the generated baryon asymmetry.

The SM cannot accommodate a first-order EWPT since the observed Higgs boson is too heavy. Lattice computations indicate that the maximum mass for a first-order transition is 70-80 GeV [13–16]. An extended scalar sector from the SM, however, can allow a SFOEWPT for a mass of 125 GeV. The simplest such extensions involve the addition of gauge-singlet scalars. Such scalars may arise in a variety of contexts, such as the next-to-minimal supersymmetric Standard Model or U(1)’ extensions of the SM. By focusing on the role played by the associated singlet scalars, one may infer general features of the EWPT that are common to these and other scenarios without making reference to other model-specific details.

The possibilities for a SFOEWPT with an additional real singlet scalar (dubbed the “xSM” [17]), along with its phenomenological consequences for collider studies, have been studied extensively [18–29]. The xSM implies the existence of two neutral mass eigenstates, \( H_{1,2} \), that are mixtures of the neutral doublet and real singlet. Signatures associated with a SFOEWPT include reduced SM-like Higgs signal strengths, modifications of the Higgs trilinear self-coupling, exotic decays of the SM-like Higgs boson, and resonant di-Higgs production. The last provides a particularly interesting opportunity not only for the LHC [23, 28] but also for a possible future higher-energy pp collider [26, 29]. Under some conditions,
when the xSM assumes a $Z_2$ symmetry, it may also provide a dark matter (DM) candidate with an associated vector boson fusion signature for the next-generation $pp$ collider[30].

In this work, we focus on the extension with one complex scalar singlet, the cxSM. This scenario was introduced in Ref. [31], where it was shown that one could obtain both the conditions for a SFOEWPT and a viable DM candidate and even in the absence of a $Z_2$ symmetry. The presence of a global U(1) symmetry that is both spontaneously and softly broken implies the existence of two mixed states $H_{1,2}$ of the xSM plus a pseudoscalar dark matter candidate $A$. A subsequent extensive study of the implications for vacuum stability and DM phenomenology was given in Ref. [32]. A less minimal version of the cxSM was also studied recently by the authors of Ref. [33] who also included a non-renormalizable, CP-violating top quark-scalar interactions as needed to generate the BAU. For suitable choices of the model parameters, it appears possible to obtain both the observed BAU and DM relic density while satisfying present phenomenological constraints. 1

Given the richness of this simple scenario, a more thorough study of open theoretical issues as well as phenomenological implications is in order. These issues include:

• To what extent do the conclusions of earlier studies hold when an appropriately gauge-invariant treatment of EWPT properties is performed?

• To what extent can the renormalization scale-dependence of computed EWPT properties be controlled?

• What can one conclude about the possible thermal history of EWSB in this scenario when a gauge-invariant and scale-invariant treatment is performed?

• To what extent does the gauge-invariant scale $\bar{v}(T)$ [35] associated with electroweak symmetry breaking (EWSB) characterize the sphaleron energy $E_{\text{ sph}}(T)$? Is the latter simply proportional to the former?

In addressing these issues, we perform a gauge-invariant (GI) study of the cxSM EWPT dynamics following the framework of Ref. [35] and show how use of a renormalization group (RG)-improved version of the model significantly reduces the dependence on the renormalization scale. We also delineate various possibilities of the cxSM thermal history and analyze the effectiveness of baryon number preservation as a function of model parameters. Lastly, we connect these features to phenomenological signatures. We find that the null results for spin-independent DM-nucleus scattering obtained by the LUX collaboration [36] severely constrain the SFOEWPT-viable parameter space. We can say with confidence that only the finely-tuned region for $m_A \approx m_h/2$ remains viable, where $m_A$ and $m_h$ are the pseudoscalar dark matter and Higgs boson masses, respectively. While the parameter space for much larger values of $m_A$ (approaching 1 TeV) may also accommodate the LUX bounds while providing for a SFOEWPT, the remaining theoretical ambiguities associated with perturbative treatments of the EWPT dynamics render this possibility less certain. Our conclusions in this respect are less optimistic than those given in Ref. [33] that carried out a gauge-dependent treatment of the scalar effective potential. Although the latter study included a wider set of terms in the scalar potential that we consider below, a comparison of our GI, RG-improved analysis with the conventional treatment suggests that the SFOEWPT-viable parameter space associated with the wider set of operators used in Ref. [33] may be more restricted than indicated in that study.

The discussion of our analysis is organized as follows. In Section II, we introduce the scalar potential of the cxSM and analyze EWSB at $T = 0$. In Section III we delineate the various possibilities for the thermal history of EWSB in the model and introduce two representative scenarios. Section IV gives a detailed discussion of the conditions needed for successful EWBG, a.k.a. a SFOEWPT: sufficiently rapid bubble nucleation and sufficiently efficient baryon number preservation inside the broken phase bubbles. In Section V we review the methods for performing a GI analysis and RG improvement. Section VI contains an extensive numerical study of the two representative EWSB scenarios given in Section III. In Sections VII and VIII we then apply the constraints from DM phenomenology. We conclude in Section IX.

II. MODEL

Consider the SM extended with a complex gauge-singlet scalar field (cxSM). Following Ref. [31], we analyze a simplified version of the Higgs potential:

$$V_0(H,S) = \frac{m^2}{2} H^\dagger H + \frac{\lambda}{4} (H^\dagger H)^2 + \frac{d_2}{2} H^\dagger H|S|^2 + \frac{b_2}{2} |S|^2 + \frac{d_2}{4} |S|^4 + \left[ a_1 S + \frac{b_1}{4} S^2 + h.c. \right].$$

(2)

where $S$ is the complex singlet scalar. The terms in the first line on the right-hand side (RHS) of Eq. (2) are invariant under the global U(1) transformation $S \rightarrow \exp(\imath \theta) S$. The remaining terms on the RHS explicitly break the global U(1) symmetry. The coefficients $a_1$ and $b_1$ are generally complex. While one of them can be made real through the field redefinition of $S$, in general $\text{Im}(b_1^* a_1^2)$ is non-vanishing. The existence of a viable

---

1 Ref. [34] also considers a complex singlet extension that includes an additional neutral fermion as the dark matter candidate.
DM candidate requires that one set the re-phasing invariant $\text{Arg}(b_1^2a_1^2) = 0$. Note that one may include additional renormalizable operators that break the global U(1) [31]. But for simplicity, we have only included a minimal subset that closes under renormalization. The study of Ref. [33] includes a subset of these additional operators.

In the limit of vanishing $a_1$ and $b_1$, the occurrence of a non-zero vacuum expectation value (VEV) of $S$, $\langle S \rangle = v_S$, will break the global U(1), giving rise to a massless Nambu-Goldstone mode, $A$. The $a_1$ and $b_1$ terms induce a non-zero $A$ mass without sacrificing its stability, thereby making it a viable cold DM candidate. A massless Nambu-Goldstone mode, $\langle \cdot \cdot \cdot \rangle$, will break the global U(1), giving rise to a non-zero vacuum expectation value (VEV) of $S$.

The tadpole conditions of $V_0$ for $h$ and $S$ are respectively

$$\frac{\partial V_0}{\partial h} = v_0 \left[ \frac{m_h^2}{2} + \frac{\lambda}{4} v_0^2 + \frac{\delta_2}{4} v_S^2 \right] = 0,$$

$$\frac{\partial V_0}{\partial S} = v_S \left[ \frac{m_S^2}{2} + \frac{\lambda}{4} v_0^2 + \frac{\delta_2}{4} v_S^2 + \sqrt{\frac{a_1}{v_S}} v_0 + \frac{b_1}{2} \right] = 0,$$

which can be diagonalized by an orthogonal matrix $O$:

$$O^T M_S^2 O = \begin{pmatrix} m_{H_1}^2 & 0 \\ 0 & m_{H_2}^2 \end{pmatrix}, \quad O(\alpha) = \begin{pmatrix} c_\alpha & -s_\alpha \\ s_\alpha & c_\alpha \end{pmatrix},$$

where $\alpha$ is the mixing angle such that $(h, S)^T = O(\alpha)(H_1, H_2)^T$. In our study, we consider a case in which $H_1(H_2)$ is the doublet (singlet)-like Higgs boson by focusing on the range, $-\pi/4 \leq \alpha \leq \pi/4$.

In our study, we fix $m_{H_1} = 125$ GeV. Under this assumption, $\lambda (d_2)$ for a nonzero $\alpha$ is always greater (smaller) than that in the $\alpha = 0$ case. Similarly, the CP-odd scalar mass is given by

$$m_A^2 = \frac{\sqrt{2} a_1}{v_S} - b_1.$$

Using Eqs. (5)-(9), one can trade off some of the original parameters with physically relevant quantities. Explicitly, we take the following as the input parameters: $v_0$, $v_{s0}$, $m_{H_1}(= 125$ GeV$)$, $m_{H_2}$, $\alpha$, $m_A$ and $a_1$.

For the $v_{s0} = 0$ and $a_1 = 0$, on the other hand, one has

$$m_{H_1}^2 = \frac{\lambda}{2} v_0^2, \quad m_{H_2}^2 = \frac{b_1 + b_2 + \delta_2 v_0^2}{2},$$

$$m_A^2 = -\frac{b_1 + b_2 + \delta_2 v_0^2}{4}.$$

The input parameters in this case are $v_0$, $m_{H_1}(= 125$ GeV$)$, $m_{H_2}$, $m_A$, $\delta_2$ and $d_2$.

### III. THERMAL HISTORY

The behavior of the potential $V(H, S)$ at non-zero temperature, $T$, can lead to different patterns of symmetry breaking, depending on the choice of model parameters. To gain some intuition for various possibilities, we consider the impact of the thermal mass contributions that are responsible for symmetry restoration at high-$T$. For simplicity, we will begin by setting $a_1 = 0$. We will return to a discussion of the full set of thermal loop contributions later. The “high-temperature effective potential” in this case is given by

$$V^{\text{high-}T}(\varphi, \varphi_S; T) = V_0(\varphi, \varphi_S) + \frac{1}{2} \left( \Sigma_H \varphi^2 + \frac{\lambda}{2} \Sigma_S \varphi_S^2 \right) T^2,$$

where $\varphi$ and $\varphi_S$ denote the neutral doublet and singlet background fields, respectively, and

$$\Sigma_H = \frac{\lambda}{8} + \frac{\delta_2}{16} + \frac{3g_2^2}{16} + \frac{g_1^2}{4}, \quad \Sigma_S = \frac{\delta_2 + d_2}{12},$$

where $g_1$ and $g_2$ denote, respectively, the U(1)$_Y$ and SU(2)$_L$ gauge couplings.

The various possibilities for the thermal history of EWSB are illustrated in Fig. 1. The transition to the
present “Higgs phase” vacuum may occur either in two-steps [panels (a-c)] or a single step [panel (d)]. EWSB at $T = 0$ requires $m^2 < 0$ but $b_2$ may have either sign. For $b_2 > 0$, the only relevant impact of the singlet scalars is via thermal loops. As shown in Refs. [20, 40], one requires a large number of additional singlet scalars to yield a SFOEWPT in this case. Consequently, we will focus on scenarios where $m^2 < 0$ and $b_2 < 0$, for which $T = 0$ minima will exist for both $v_0$ and $v_{S0}$ non-zero.

In the limit of vanishing $a_1$, the only minimum of the theory at sufficiently high-$T$ occurs at the origin, denoted by “O”. As $T$ decreases, one generically expects that a secondary minimum at $\varphi_S \equiv \bar{\varphi}_S \neq 0$ will first appear, since $\Sigma_S < \Sigma_H$. At a temperature $T_1$, the minimum at $\bar{\varphi}_S$ will become the global minimum, indicated by “A” in Fig. 1. As $T$ further decreases, an additional minimum at $(\varphi \equiv \bar{\varphi} \neq 0, \varphi_S \equiv \bar{\varphi}_S \neq 0)$ develops, becoming the global minimum at temperature $T_2 < T_1$, corresponding to point “B” in Fig. 1. The Universe will then follow a two-step symmetry-breaking trajectory in the field space shown in Fig. 1, where one may have either $\bar{\varphi}_S(T_2) - \bar{\varphi}_S(T_2) > 0$ or < 0. We will henceforth denote $T_2$ as the EWSB critical temperature, $T_C$, and the value of $\varphi$ at this temperature as $\bar{\varphi}(T_C)$. After a straightforward calculation, one finds

$$\bar{\varphi}(T_C) \simeq \sqrt{\frac{2\delta_2 \bar{\varphi}_S(T_C)}{\lambda}} (\bar{\varphi}_S(T_C) - \bar{\varphi}_S(T_C)), \quad (13)$$

$$T_C \simeq \sqrt{\frac{1}{2\Sigma_H}} \left( -m^2 - \frac{(\bar{\varphi}_S(T_C))^2}{2} \delta_2 \right). \quad (14)$$

Here, the bar over $\varphi(T_C)$ indicates that it has been computed using the high-$T$ effective potential given in Eq. (11). $T_C$ and $\bar{\varphi}(T_C)$ obtained in this way are the leading-order gauge-invariant results. For positive (negative) $\delta_2$ one has $\bar{\varphi}_S(T_C)$ larger (smaller) than $\bar{\varphi}_S(T_C)$. In addition, for positive $\delta_2$, the potential will have a potential barrier between the minima at A and B. In this case, the EWPT at $T = T_C$ is first-order. Note, however, that a sufficiently large, positive $\delta_2$ may render B at $T = 0$ metastable, since the energy difference between phase A and phase B can become negative. Therefore, there should be an upper bound on the magnitude of $\delta_2$, as will be discussed below. For negative $\delta_2$, in contrast, $T_C$ is always raised to prevent $\bar{\varphi}(T_C)/T_C$ from becoming sizeable. In fact, our numerical analysis (see below) does not yield a SFOEWPT for $\delta_2 < 0$.

Alternately, the EWSB may occur directly from the origin to point B, as shown by Type-(d) in Fig. 1. In the high-$T$ effective theory, this transition is not first order, since $\bar{\varphi}_S$ is zero, as seen from Eq. (13). However, the additional thermal corrections appearing in $V_1(\varphi; T)$ (defined below) can generate a thermal barrier that, in principle, may accommodate a first order transition.

Using the high-$T$ potential with the thermal cubic term of $S$, one finds [31]

$$\frac{v(T_C)}{T_C} \simeq \frac{8E_S}{\lambda + 2\delta_2 \tan^2 \gamma(T_C) + d_2 \tan^4 \gamma(T_C)}; \quad (15)$$

where $\tan \gamma(T_C) = v_S(T_C)/v(T_C)$ and $E_S$ denotes the coefficient of the thermal cubic term of $S$. In this case, as opposed to the aforementioned two-step EWPT cases, SFOEWPT is strengthened by the negative $\delta_2$ term. However, it should be emphasized that $E_S$ would be highly suppressed if the singlet Higgs mass is dominated by the mass parameters $b_1$ and $b_2$, as in the Higgs thermal loop.

In our numerical study below, we do not find any SFOEWPT-viable parameter choices for this one-step transition. In addition, inclusion of additional U(1)-breaking cubic operators, such as $H^\dagger HS$ and/or $S^3$ may also allow-for a SFOEWPT [18, 33] as they contribute to the numerator in Eq. (15).

The situation can be more complex when taking $a_1 \neq 0$ and including the remaining zero-temperature and ther-
mal loop effects encoded in the one-loop effective potential:
\[ V_{\text{eff}}(\varphi; T) = V_0(\varphi) + V_1(\varphi; T) \]
where \( \varphi = (\varphi, \varphi_S) \).
\[
V_1(\varphi; T) = \sum_j n_j \left[ V_{\text{CW}}(\tilde{m}_j^2) + \frac{T^4}{2\pi^2} I_{B,F} \left( \frac{\tilde{m}_j^2}{T^2} \right) \right],
\]
where \( n_j \) counts the degrees of freedom for particle species \( j \), and \( \tilde{m}_j \) are \( \varphi \)-dependent masses. The Coleman-Weinberg potential \( V_{\text{CW}} \) and \( I_{B,F}(a^2) \) are respectively given by [41, 42]
\[
V_{\text{CW}}(m^2) = \frac{m^4}{64\pi^2} \left( \ln \frac{m^2}{\mu^2} - c \right),
\]
\[
I_{B,F}(a^2) = \int_0^\infty dx \ x^2 \ln \left( 1 \pm e^{-x^2 + \pi^2} \right),
\]
where \( c = 3/2 \) for scalars and fermions and 5/6 for gauge bosons, and \( \mu \) is the renormalization scale.

For \( a_1 \neq 0 \), the high-\( T \) minimum will no longer lie at the origin but will be shifted by \( -a_1 \) along the \( \varphi_S \) direction to \( O' \), as illustrated in Fig. 2. The transition from \( O' \to A \) is a continuous process as the temperature drops.

In what follows, we exclusively explore illustrative two scenarios: Type-(a) EWPT with \( a_1 \neq 0 \) (corresponding to Fig. 2) and Type-(c) EWPT with \( a_1 = 0 \). More explicitly, we consider two scenarios:

S1: \( m_{H_2} = 230 \text{ GeV}, \ v_{S_0} = 40 \text{ GeV}, \ a_1 = -110 \text{ GeV}^3 \),

S2: \( m_{H_2} = m_A, \ v_{S_0} = 0 \text{ GeV}, \ \delta_2 = 0.55, \ d_2 = 0.5, \)

and \( m_A = m_{H_2}/2 = 62.5 \text{ GeV} \) in both cases. 2 In Fig. 3, the evolution of the VEVs with temperature are plotted for S1 (left) and S2 (right). For the former, there is no \( O \to A \) transition, as shown in Fig. 2, and we find that the \( A \to B \) transition is first-order since \( \tilde{v} \) has a discontinuity at \( T_2 = T_C = 90.4 \text{ GeV} \) with \( \tilde{v}(T_C) = 158.2 \text{ GeV} \). For the latter, on the other hand, one can see that the \( O \to A \) transition is second-order, with \( T_1 = 224.6 \text{ GeV} \), while the \( A \to B \) transition is first-order, with \( T_3 = T_C = 99.8 \text{ GeV} \), \( \tilde{v}(T_C) = 167.0 \text{ GeV} \), \( \tilde{v}_S(T_C) = 0 \) and \( \tilde{v}_S(T_C) = 168.4 \text{ GeV} \).

Fig. 4 shows contours of the high-\( T \) effective potential at \( T = 250 \text{ GeV} \) (upper left), \( T_C + 5 \text{ GeV} \) (upper right), \( T_C \) (lower left), and 0 GeV (lower right) in the case of S2. The minima of the potential are indicated by the large black dots. One can see that at \( T_C \) there exists a barrier between the pure singlet VEV [point A of Fig. 1(c)] and the pure doublet VEV point B of Fig. 1(c)]. At \( T = 0 \), the only minimum occurs along the doublet direction whereas the extremum along the singlet direction is a saddle point.

IV. BARYOGENESIS

EWBG requires that the transition to the EWSB vacuum B be strongly first-order, associated with both bubble nucleation and quenching of the EW sphalerons inside the bubbles. The nucleation rate, \( \Gamma_N \), is governed by the three-dimensional effective action, \( S_3 \), which is typically computed using the bounce solution in the presence of \( V_{\text{eff}}(\varphi; T) \) at the one-loop order. In this case, the gauge dependence must be treated with some care. In this paper, we use the high-\( T \) effective potential, Eq. (11), for the evaluation of \( \Gamma_N \) as a first step toward more complete analyses. For the regions of parameter space explored in this study, the tree-level \( T = 0 \) potential contains a barrier between the Higgs phase vacuum and the electroweak symmetric vacuum. Consequently, we need not consider scenarios with a thermally-induced barrier that introduces problematic gauge-dependence3.

The nucleation temperature, \( T_N \), is defined as a temperature that satisfies \( \Gamma_N(T_N)/H^3(T_N) = H(T_N) \) with \( H(T) \) being a Hubble constant [43]. 4 With an approximation of \( \Gamma_N \) discussed in Ref. [43], the above condition may be cast into the form
\[
\frac{S_3(T_N)}{T_N} - \frac{3}{2} \ln \left( \frac{S_3(T_N)}{T_N} \right) = 152.59 - 2 \ln g_*(T_N) - 4 \ln \left( \frac{T_N}{100 \text{ GeV}} \right),
\]
where \( g_*(T) \) is the number of relativistic degrees of freedom in the plasma. Roughly speaking, Eq. (20) implies that \( \Gamma_N(T_N)/T_N \simeq 150 \) is needed for the development of EWPT [43]. As we demonstrate below, choosing parameters to decrease the broken phase sphaleron rate (thereby suppressing baryon number washout) also leads to a larger \( S_3(T_N)/T_N \). Eventually, one cannot fulfill the condition of Eq. (20).

Assuming a sufficient nucleation rate, preservation of the baryon asymmetry inside the bubbles imposes a requirement on the EW sphaleron transition rate:
\[
\Gamma_{\text{ sph}} = A_{\text{ sph}}(T) \exp[-E_{\text{ sph}}(T)/T],
\]

---

2 We will take \( m_A \) as a variable parameter when discussing the DM phenomenology in Sec. VII. Furthermore, \( H_2(= S) \) is also the DM candidate in S2.

3 We also observe that for scenarios considered here, use of an \( h \)-expansion to obtain a gauge-invariant \( S_3 \) is, in principle, possible.

4 Since the bubble velocity is less than the speed of light, a single nucleated bubble is not able to convert the entire region of the Universe to the broken phase. Thus, \( T_N \) defined here merely represents an upper bound for the onset of the EWPT.
where $E_{\text{sph}}$ is the sphaleron energy, $A_{\text{sph}}$ is a temperature-dependent pre-factor, and $T \lesssim T_N$ with $T_N$ being the nucleation temperature that typically lies just below $T_C$. The effect of baryon number washout inside the bubbles is characterized by the washout factor

$$ S = \frac{n_B(t)}{n_B(0)} , $$

where $n_B(t)$ is the baryon number density at a time $t$ after the onset of the transition, $n_B(0)$ is the initial baryon number density, and $\Delta t_{\text{EW}}$ is the duration of the EWPT. Requiring that $S > \exp(-X)$, one obtains the baryon number preservation criterion, or BNPC [35]:

$$\frac{E_{\text{sph}}(T_C)}{T_C} - 7 \ln \frac{\bar{v}(T_C)}{T_C} > - \ln X - \ln \left( \frac{\Delta t_{\text{EW}}}{t_H} \right) + \ln QF + \ln \kappa , \quad (23)$$

where $t_H$ is the Hubble time, $\kappa$ is the fluctuation determinant about the classical sphaleron solution, and $Q$ and $F$ encode the effects of rotational and translational zero modes as well as the unstable mode about the sphaleron$^5$.

It is convenient to express $E_{\text{sph}}$ in terms of an energy scale $\Omega(T)$ associated with the EWSB that is typically of order $T_C$. To this end, we write

$$ E_{\text{sph}}(T) = \frac{4\pi \Omega(T)}{g_2} \zeta(T) . \quad (24) $$

When the only scalar fields in the theory are SU(2)$_L$ doublets, the natural choice for $\Omega(T)$ is $\bar{v}(T)$. For the cxSM, there exists a second possibility: $\sqrt{\bar{v}^2(T) + (\bar{v}_S(T) - \bar{v}_B(T))^2}$. Either choice is acceptable, as the BNPC depends on $E_{\text{sph}}$ and the difference in the choice of $\Omega(T)$ will be compensated by the corresponding convention for $\mathcal{E}(T)$. Here we follow Refs. [19, 44] where it is argued that $\Omega(T) = \bar{v}(T)$ encapsulates the primary $T$-dependence of the sphaleron energy. Nevertheless, we find that the residual $T$-dependence of $\mathcal{E}$ can be non-negligible in some cases. The detailed calculation of $E_{\text{sph}}(T)$ is given in Appendix A.

From these considerations, one obtains from the BNPC (23) a requirement on the ratio $\bar{v}(T_C)/T_C$:

$$\frac{\bar{v}(T_C)}{T_C} \gtrsim \zeta_{\text{sph}}(T_C) . \quad (25)$$

In the literature, one often finds this requirement quoted as $\bar{v}(T_C)/T_C \gtrsim 1$, where $\bar{v}(T_C)$ is computed using the full one-loop effective potential $V_{\text{eff}}$ rather than $V_{\text{high-T}}$ [45–48]. As discussed in Ref. [35], this procedure, as well as the conventional method for computing $T_C$, introduces an unphysical gauge dependence. In what follows, we will perform a gauge-invariant computation. We also address the impact of the $\mu$-dependence by implementing a RG-improved analysis. These and other theoretical issues associated with the BNPC and $\Gamma_N$ are discussed below.

V. GAUGE-INvariant METHOD BEYOND THE LEADING ORDER

Here, we delineate the gauge-invariant treatment for EWPT and sphaleron rate. Determination of $T_C$ and $\bar{v}_C$
FIG. 4: Contours of high-\(T\) effective potential at \(T = 250\) GeV (Upper Left), \(T = T_C + 5\) GeV (Upper Right), \(T = 99.8\) GeV (Lower Left) and 0 GeV (Lower Right), where \(T_C = 99.8\) GeV, \(\bar{v}(T_C) = 167.0\) GeV, \(\bar{v}_B^A(T_C) = 0\) GeV, \(\bar{v}_B^B(T_C) = 168.4\) GeV in the case of S2. The black dots denote the minima of the potential.

using the high-\(T\) effective potential is obviously gauge independent. Beyond this order, however, the potential barrier inherently depends on the gauge fixing parameter, which may lead to the gauge-dependent \(T_C\) and \(\bar{v}_C\) as in the ordinary method. Nevertheless, the gauge-invariant \(T_C\) can still be obtained by use of a method advocated in Ref. [35] (PRM scheme). Here we will outline the method briefly.

The Nielsen-Fukuda-Kugo identity [49, 50] states that energies at station points of the effective potential are free from the gauge fixing parameter, which is described by

\[
\frac{\partial V_{\text{eff}}(\varphi)}{\partial \xi} = -C(\varphi, \xi) \frac{\partial V_{\text{eff}}(\varphi)}{\partial \varphi},
\]

(26)

where \(C(\varphi, \xi)\) denotes some functional (for the explicit form, see Ref. [49]). We determine \(T_C\) and \(\bar{v}(T_C)\) in such a way that the above identity is satisfied order by order in the perturbative expansion. Let us expand \(V_{\text{eff}}\) and \(C\) in powers of \(\hbar\) as

\[
V_{\text{eff}}(\varphi) = V_0(\varphi) + \hbar V_1(\varphi) + \hbar^2 V_2(\varphi) + \cdots ,
\]

(27)

\[
C(\varphi, \xi) = c_0 + \hbar c_1(\varphi) + \hbar^2 c_2(\varphi) + \cdots .
\]

(28)

For example, the identity to \(O(\hbar)\) is found to be

\[
\frac{\partial V_1}{\partial \xi} = -c_1 \frac{\partial V_0}{\partial \varphi}.
\]

(29)

Note that the \(\xi\) dependence of \(V_1\) drops out at the points where the tree-level potential is extremized, which differs from the extremum of \(V_1\).

Correspondingly, \(T_C\) to \(O(\hbar)\) is determined by the following degeneracy condition

\[
V_0(\bar{v}_A^0) + V_1(\bar{v}_A^0; T_C) = V_0(\bar{v}_B^0) + V_1(\bar{v}_B^0; T_C) ,
\]

(30)

where \(\bar{v}_A^0\) denote the VEV’s of phase A while \(\bar{v}_B^0\) those of phase B as defined above.

On the other hand, \(\bar{v}(T_C)\) in the PRM scheme is determined by the high temperature potential \(V_{\text{high-T}}\) given in Eq. (11), which is manifestly gauge invariant.
Though the so-called ring diagrams can also be implemented in a gauge invariant manner, knowledge of $V_2$ is indispensable for the consistency of the calculation. Since $V_2$ in this model is not available to date, we will confine ourselves to the $O(h)$ calculation in this paper.

The appearance of the renormalization scale $\mu$ in $V_{CW}$ in Eq. (17) can lead to a significant $\mu$-dependence for $T_C$. To alleviate this dependence, we will replace $V_0(\phi)$ appearing in the degeneracy condition (30) by the RG-improved potential $\tilde{V}_0(\phi)$. More explicitly, we replace all the parameters in $V_0$ with the running ones

$$
\tilde{V}_0(\phi, \phi_S) = \frac{m^2(\mu^2)}{4} \phi^2 + \frac{\lambda(\mu^2)}{16} \phi^4 + \frac{\delta_2(\mu^2)}{8} \phi^2 \phi_S^2 + \frac{b_2(\mu^2)}{4} \phi_S^2
$$

$$
+ \frac{d_2(\mu^2)}{16} \phi_S^4 + \sqrt{2} a_1(\mu^2) \phi_S + \frac{b_1(\mu^2)}{4} \phi_S^2.
$$

(31)

Here, we use the one-loop $\beta$ functions [32] to evaluate the running parameters, and the RG effects on $\phi$ and $\phi_S$ are ignored as they are negligible. Note that the other parameters appearing in Eq. (30) remain unchanged in order not to spoil the gauge independence to this order. Similarly, $V_0(\phi)$ in Eq. (11) remains as is since the renormalization scale does not enter the high-$T$ effective potential. In what follows, we numerically demonstrate that this procedure eliminates the otherwise problematic $\mu$-dependence while maintaining gauge invariance.

VI. NUMERICAL ANALYSIS

In this section, we perform a numerical analysis taking theoretical and experimental constraints into account. The bounded-from-below conditions for the scalar potential are imposed as

$$
\lambda > 0, \quad d_2 > 0, \quad -\sqrt{\lambda d_2} < \delta_2,
$$

(32)

where the last condition is only applied to the $\delta_2 < 0$ case. Furthermore, the absolute values of the quartic couplings are restricted to be less than $4\pi$ as a simple criterion of perturbativity (for more detailed analysis and some subtleties, see Ref. [32]).

The quantities $m_{H_2}$ and $\alpha$ are constrained by direct searches for a heavy Higgs boson at the LHC, measurements of Higgs signal strengths [25, 39], and electroweak precision observables. For example, utilizing the two gauge boson decay modes, $m_{H_2}$ is bounded as a function of $\sin^2 \alpha$ with $B_{\text{new}} = 0.0, 0.2$ and 0.5, where $B_{\text{new}}$ denotes the non-SM contribution to decay width [51]. For the mixing angle, it is found that $\cos \alpha \gtrsim 0.8$ for $m_{H_2} \gtrsim 250$ GeV to be consistent with the EW observables within the 3σ level [39].

Recall that scenario S1 follows the two-step history of Fig. 2 with the high-$T$ minimum lying away from the origin due to the non-vanishing $a_1$. Fig. 5 shows the $\mu$-dependence of $T_C$ and the corresponding $\bar{v}(T_C)$ with and without the RG improvement. The input parameters are the same as in the left plot of Fig 3. The solid curves represent the former and the dashed ones the latter. One can see that $T_C$ has a some renormalization scale dependence before the RG improvement. This results in uncertainties in the determination of $\bar{v}(T_C)$, which is shown in the plot to vary from zero to nonzero. This makes it difficult to reach a conclusion whether or not the EWPT is of first order. After the RG improvement, however, the renormalization scale dependence is substantially alleviated, and the EWPT is seen to be strongly first-order.

A. S1 Case

As discussed above, since the mixing angle $\alpha$ is one of the most important parameters for both LHC phenomenology and for a SFOEWPT, we first quantify the $\alpha$-dependence of $T_C$ and $\bar{v}$. In Fig. 6, $T_C$ and $\bar{v}(T_C)$ are plotted as functions of $\alpha$ where the solid curves correspond to the PRM scheme with RG improvement, while the dashed ones are calculated by use of the high-$T$ potential (HT calculation). One can see that $T_C$ decreases (more favorable for SFOEWPT) as $\alpha$ decreases in both cases. Recall that a positive, increasing $\delta_2$ also leads to a decreasing $T_C$, as seen from the analytic formula Eq. (14) (with $m^2 < 0$). For $\alpha \leq -22.8^\circ$, however, phase $\alpha$ becomes the global minimum, yielding an upper bound $\delta_5 \lesssim 2.7$ in the HT calculation. In the PRM calculation, there is an end point around $\alpha \simeq -22.3^\circ$ indicated by the black dots. Below this point, the vacuum energy of phase B is higher than that of phase $\alpha$, even at $T = 0$. Consequently, the degeneracy condition (30)
is never satisfied.

Note that $T_C < T_C^{\text{HT}}$ in all the range and that the differences between the HT and PRM results become more prominent as $\alpha$ increases. Moreover, the tree-level potential barrier disappears for $\alpha \gtrsim -18.5^\circ$. Thus, in the HT calculation, the EWPT transition is second order in this region, and $\tilde{v}$ can correspondingly be cast into the form $\sqrt{1 - (T/T_0)^2}$, where $T_0$ is the critical temperature of the second-order EWPT. In the PRM calculation, on the other hand, a small loop-induced contribution to the potential remains, and one finds that $T_C < T_0$. Since this leads to $\tilde{v}(T_C) > 0$, one might naively interpret this to indicate the presence of a SFOEWPT. However, phase A in this case becomes a saddle point rather than a local minimum, and thus the region $\alpha \gtrsim -18.5^\circ$ is, in fact, excluded.

As emphasized in Ref. [35], the $\mathcal{O}(\hbar)$ computation of $T_C$ is likely an underestimate. In the SM, inclusion of higher order contributions, either in perturbation theory or lattice computations, yields a larger value of $T_C$. The corresponding theoretical uncertainty can be significant. Even though a quantitatively robust statement awaits a more precise analysis, we are able to identify some general trends: the realization of SFOEWPT in this model needs a negative $\alpha$ (corresponding to positive $\delta_\mu$) but not too large in magnitude, as shown by the range of Fig. 6.

As discussed in Section IV, the actual beginning of the EWPT occurs at a temperature $T_N$ that is somewhat below the temperature at which the effective potential has two degenerate minima. $^6$ If $T_N$ is sufficiently close to $T_C$, we can approximate $T_C$ as the transition temperature, and thus $E_{\text{sph}}(T_C)/T_C \simeq E_{\text{sph}}(T_N)/T_N$ approximately holds. It is useful to characterize the degree of supercooling by the quantity

$$\Delta = \frac{T_C - T_N}{T_C}. \quad (33)$$

It is known that $\Delta = \mathcal{O}(0.1\%)$ in the minimal supersymmetric SM (MSSM) case (see, e.g., Refs. [45, 52]).

Here, we calculate $S_3(T)$ to find $T_N$ using the high-$T$ effective potential in Eq. (11). In Fig. 7, the solid curve shows $S_3(T)/T$ as a function of $T$ for $\alpha = -20.5^\circ$ in S1. The dotted line satisfies the condition in Eq. (20), from which we obtain $S_3(T_N)/T_N = 152.01$ and $T_N = 84.9$ GeV. Since $T_C^{\text{HT}} = 90.4$ GeV, one obtains $\Delta_{\text{HT}} = 6.1\%$.

We also find that the supercooling becomes larger as $\alpha$ decreases, and eventually the condition of Eq. (20) cannot be fulfilled for $\alpha \lesssim -21.4^\circ$, rendering a more stringent lower bound on $\alpha$ than the vacuum degeneracy condition mentioned above. For the critical $\alpha = -21.4^\circ$, we obtain $T_C^{\text{HT}} = 78.1$ GeV and $T_N = 47.3$ GeV, leading to $\Delta_{\text{HT}} \simeq 39.4\%$.

The degree of supercooling will affect the dynamics of the EWPT and the feasibility of EBWG. As discussed above, the first-order EWPT proceeds via the bubble nucleation and expansion. For EBWG to be successful, most of the region in the symmetric phase has to be converted into the broken phase via the bubble expansion rather than the nucleation since the baryon asymmetry is generated by the scatterings of the particles with the growing bubbles. If the supercooling $\Delta$ is large, however, the EWPT may proceed mostly via the nucleation since the nucleation rate $\Gamma_N$ gets enhanced, spoiling the

$^6$ Such a phenomenon that the phase transition delays its occurrence until the nucleation temperature lower than the critical temperature is called supercooling.
EWBG mechanism. Prior to the discovery of the Higgs boson and top quark, these dynamics of the EWPT in the SM were studied in Ref. [53]. For $m_h = 60$ GeV and $m_t = 120$ GeV, the supercooling is found to be around $0.25\%$. About 10% of the symmetric-phase region is converted into the broken phase when bubble nucleation completes, and the rest of the conversion results from the bubble expansion. An analogous study is needed for cxSM in order to assess the viability of EWBG.

We now turn to the final set of questions posed in Section I: To what extent does $\bar{\nu}(T)$ characterize the sphaleron energy, $E_{\text{sph}}(T)$? To that end, we first plot in Fig. 8 the ratio $E_{\text{sph}}(T)/T$ vs. $T$ for $\alpha = -20.5^\circ$ in S1, where $E_{\text{sph}}(T)$ is estimated based on the high-$T$ effective potential in Eq. (11). From right to left, the three dots mark the results for $E_{\text{sph}}(T_{\text{c}})/T_{\text{c}} = 0.31$, $E_{\text{sph}}(T_{N})/T_{N} = 74.23$ and $E_{\text{sph}}(T_{C})/T_{C} = 78.0$, where $T_{C} = 90.4$ GeV, $T_{N} = 84.9$ GeV and $T_{C} = 83.1$ GeV.

![Figure 8](image8.png)

FIG. 8: $E_{\text{sph}}(T)/T$ as a function of $T$, where $E_{\text{sph}}(T)$ is calculated using the high-$T$ effective potential in Eq. (11). From right to left, the dots mark for $E_{\text{sph}}(T_{C})/T_{C} = 0.31$, $E_{\text{sph}}(T_{N})/T_{N} = 74.23$ and $E_{\text{sph}}(T_{C})/T_{C} = 78.0$, where $T_{C} = 90.4$ GeV, $T_{N} = 84.9$ GeV and $T_{C} = 83.1$ GeV.

In Fig. 9, the dimensionless sphaleron energy $\mathcal{E}(T)$ is plotted as a function of $T$. Apparently, $\mathcal{E}(T)$ decreases as $T$ increases, showing that the temperature dependence of $E_{\text{sph}}(T)$ is not fully embodied in $\Omega(T)$, where we have taken $\Omega(T) = \bar{\nu}(T)$ as indicated above. We conclude that the naive scaling formula $E_{\text{sph}}(T) = E_{\text{sph}}(0)\bar{\nu}(T)/\bar{\nu}_0$ is no longer valid, especially when $T$ approaches $T_C$ (for earlier studies, see Refs. [45, 46, 54]). As in Fig. 8, the three dots correspond to $\mathcal{E}(T_{C}) = 1.82$, $\mathcal{E}(T_{N}) = 1.86$ and $\mathcal{E}(T_{C}) = 1.87$ from right to left. Because the deviation from a linear dependence of $E_{\text{sph}}(T)$ on $\bar{\nu}(T)$ is particularly pronounced in the vicinity of the critical temperature, one should apply a fair degree of caution before drawing sharp conclusions about the viability of EWBG based on a one-loop perturbative treatment of the EWPT. As we have emphasized earlier, inclusion of higher-order contributions can lead to significant variations in $T_C$, implying corresponding variations in the $E_{\text{sph}}(T)/T$ and, thus, the efficacy of baryon number preservation in the broken phase.
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FIG. 9: $\mathcal{E}(T) = g_2E_{\text{sph}}(T)/(4\pi\bar{\nu})$ as a function of $T$. The three dots correspond to $\mathcal{E}(T_{C}) = 1.82$, $\mathcal{E}(T_{N}) = 1.86$ and $\mathcal{E}(T_{C}) = 1.87$ from right to left.

In Fig. 9, the dimensionless sphaleron energy $\mathcal{E}(T)$ is plotted as a function of $T$. Apparently, $\mathcal{E}(T)$ decreases as $T$ increases, showing that the temperature dependence of $E_{\text{sph}}(T)$ is not fully embodied in $\Omega(T)$, where we have taken $\Omega(T) = \bar{\nu}(T)$ as indicated above. We conclude that the naive scaling formula $E_{\text{sph}}(T) = E_{\text{sph}}(0)\bar{\nu}(T)/\bar{\nu}_0$ is no longer valid, especially when $T$ approaches $T_C$ (for earlier studies, see Refs. [45, 46, 54]). As in Fig. 8, the three dots correspond to $\mathcal{E}(T_{C}) = 1.82$, $\mathcal{E}(T_{N}) = 1.86$ and $\mathcal{E}(T_{C}) = 1.87$ from right to left. Because the deviation from a linear dependence of $E_{\text{sph}}(T)$ on $\bar{\nu}(T)$ is particularly pronounced in the vicinity of the critical temperature, one should apply a fair degree of caution before drawing sharp conclusions about the viability of EWBG based on a one-loop perturbative treatment of the EWPT. As we have emphasized earlier, inclusion of higher-order contributions can lead to significant variations in $T_C$, implying corresponding variations in the $E_{\text{sph}}(T)/T$ and, thus, the efficacy of baryon number preservation in the broken phase.

B. S2 Case

This scenario corresponds to the thermal history of Fig. 1(c). Because the singlet VEV vanishes at $T = 0$, one has $\alpha = 0$. Moreover, there is no constraint among the parameters $b_1$, $b_2$, $\delta_2$ and $d_2$ from the tadpole condition of Eq. (6), in contrast to the S1 case. Consequently, it will be most instructive to consider the dependence of EWPT properties on the portal coupling $\delta_2$. For purposes of the following discussion, we also note that a necessary condition for the existence of the nontrivial vacuum phase $\varphi_S$ in $\varphi_S$

$$
[\bar{\nu}_S^2(T)]^2 = -\frac{2}{\delta_2} (b_1 + b_2 + 2\Sigma_S T^2) > 0,
$$

which implies that $b_1 + b_2$ must be negative as long as $\Sigma_S$ is positive. While necessary, this condition is not sufficient since a saddle point is also possible.

Fig. 10 shows the dependence of $T_C$ and $\bar{\nu}(T_C)$ on $\delta_2$. The line and color styles are the same as in Fig. 6. Below
the left end point at $\delta_2 \simeq 0.51$, the potential barrier is eliminated and thus the EWPT is of second-order. In the HT case, phase $A$ becomes the global minimum at $T = 0$ for $\delta_2 \gtrsim 0.77$. In this case, the EWPT never occurs. In the PRM case, $T_C$ is lower than the HT case as explained above. Moreover, as in the case of S1, there is a point where $T_C$ cannot be defined due to the absence of vacuum degeneracy, which corresponds to the right end point at $\delta_2 \simeq 0.68$. Our findings show that the region that is consistent with SFOEWPT is generally more limited in the PRM case.

As in the S1 case, we also evaluate $S_3(T)$, $E_{sph}(T)$ and $\mathcal{E}$, fixing $\delta_2 = 0.55$. The results are summarized in Table I. One can see that as in the S1 case, the degree of supercooling is $\Delta_{HT} \simeq 3.2\%$, about one order of magnitude larger than the typical MSSM value [45, 52]. However, one distinctive feature of S2 is that $\mathcal{E}$ is independent of $T$, implying that $E_{sph}(T) = E_{sph}(0)\bar{v}(T)/v_0$ as in the SM. This is due to the fact that there is no singlet Higgs contribution to $E_{sph}$ since $\bar{v}_S = 0$.

Before closing this section, we comment on the impact of the DM mass on the viability of a SFOEWPT. In both the S1 and S2 cases, the $T = 0$ vacuum energy of phase $B$ increases as the DM mass increases and surpasses the vacuum energy of phase $A$ at some particular value. Hence, no transition to the phase $B$ occurs and $T_C$ cannot be defined in the PRM calculation. As will be discussed in the next section, a relatively large DM mass is generally required to obtain the correct DM relic abundance and evade the LUX constraints, but this requirement may be in conflict with the realization of a SFOEWPT except for a finely-tuned region in the vicinity of the Higgs pole.

### VII. DARK MATTER

In the cxSM, there are two possibilities for dark matter: (a) a single-component scenario, wherein the pseudoscalar particle $A$ is the dark matter particle and (b) a two-component scenario involving both $A$ and $S$. Scenario (b) is only possible if $v_{S0} = 0$ such as the S2 case. We will study the basic dark matter properties in both the S1 and S2 cases. We use micrOMEGAs [55, 56] to calculate the relic density of $A$, $\Omega_A$, and its spin-independent scattering cross section with the nucleon $N$, $\sigma_{SI}^N$. To be consistent with observation, the parameters of the cxSM must not yield a relic density larger than the experimental value [57]

$$\Omega_{DM} h^2 = 0.1186 \pm 0.0020,$$  (35)

nor should the rate for spin-independent scattering from the nucleon exceed the current LUX limit [36]. For a DM mass of around 50 GeV, the maximum spin-independent cross section is $\sigma_{SI}^N \simeq 1.1 \times 10^{-46}$ cm$^2$, assuming the DM candidate saturates the relic density. \footnote{Recently, the ZENON1T experiment has updated the upper bound on $\sigma_{SI}^N$ [58], which is slightly below the LUX bound. Our conclusions are not substantially affected by the improved limit.}

In the present case, if the relic abundance of $A$ (understood to imply the combined $A$ and $S$ abundance in S2) is less than the observed DM abundance, $\sigma_{SI}^N$ should be scaled as

$$\tilde{\sigma}_{SI}^N = \sigma_{SI}^N \left( \frac{\Omega_A}{\Omega_{DM}} \right).$$  (36)

For the maximum allowed $\Omega_A h^2$ we will use the central value of Eq. (35).

In the left plot of Fig. 11, $\Omega_A h^2$ is plotted as a function of $m_A$ for case S1. We take $\alpha = -22.0^\circ$ (blue, dot-dashed), 20.5$^\circ$ (red, solid) and $-15.0^\circ$ (magenta, dashed). $\Omega_{DM} h^2$ is shown by dotted black line. One can see that $\Omega_A h^2$ is less than the observed value up to $m_A \simeq$ a few TeV, depending on $\alpha$. Note that $\Omega_A h^2$ is highly suppressed at $m_A \simeq m_{H_U}/2$ regardless of $\alpha$, which is due to the resonant enhancement of the annihilation.

Note that $H_2 = S$ in S2.
due to the contribution of PSfrag replacements in the curves of Fig. 11.

Unlike the real singlet DM scenario, one sees more dips in the spin-independent DM-nucleon scattering cross section. The allowed region is only at $m_A \approx m_{H_1}/2 \approx 62.5$ GeV if a SFOEWPT is required.

cross section:

$$\sigma(AA \rightarrow H_{1,2} \rightarrow XX) \propto \left| \frac{\lambda_{H_1,AA}g_{H_1,XX}}{s - m_{H_1}^2 + im_{H_1} \Gamma_{H_1}} + \frac{\lambda_{H_2,AA}g_{H_2,XX}}{s - m_{H_2}^2 + im_{H_2} \Gamma_{H_2}} \right|^2,$$

where $X$ denotes the gauge bosons or fermions, $\Gamma_{H_{1,2}}$ are the total widths of $H_{1,2}$, and $s \approx 4m_A^2$. The Higgs couplings are, respectively, given by

$$\lambda_{H_1,AA} = (\delta_2 v_0 \cos \alpha + d_2 v_S \sin \alpha)/2,$$

$$\lambda_{H_2,AA} = (-\delta_2 v_0 \sin \alpha + d_2 v_S \cos \alpha)/2,$$

$$g_{H_1VV} = g_{H_1ff} = \cos \alpha,$$

$$g_{H_2VV} = g_{H_2ff} = -\sin \alpha.$$

FIG. 11: Scalar dark matter for case S1: (Left) Relic density of $A$ with $\alpha = -22.0^\circ$, $-20.5^\circ$ and $-15.0^\circ$. (Right) Scaled spin-independent DM-nucleon scattering cross section. The allowed region is only at $m_A \approx m_{H_1}/2 \approx 62.5$ GeV if a SFOEWPT is required.

Unlike the real singlet DM scenario, one sees more dips in the curves of Fig. 11 due to the contribution of $H_2$.

The right plot shows $\sigma_{N}^{N}$ as a function of $m_A$. The style and color schemes of the curves are the same as those in the left plot. The dotted black curve is the LUX exclusion bound. The allowed regions are $m_A \gtrsim 475$ GeV for $\alpha = -15.0^\circ$, $m_A \gtrsim 1560$ GeV for $\alpha = -20.5^\circ$, $m_A \gtrsim 1995$ GeV for $\alpha = -22.0^\circ$, and at $m_A \approx m_{H_1}/2$ for the three cases.

It should be emphasized that even though the large $m_A$ regions are consistent with the DM data, the SFOEWPT is not realized since the $T = 0$ vacuum energy of phase A is lower than that of phase B in this regime, as mentioned in the last paragraph of the previous section. For $\alpha = -20.5^\circ$, the occurrence of a SFOEWPT leads to an upper bound of $m_A \lesssim 700$ GeV.

The quantities $\Omega_{A}h^2$ and $\sigma_{N}^{N}$ in the case of S2 are shown in the left and right plots of Fig. 12, respectively. In this case, the scalar particle $H_2(=S)$ is also stable. We consider the illustrative situation in which $m_{H_2} = m_A$, and thus both particles contribute to the relic density (for a more general discussion of two-component DM in the cxSM, see Refs. [31, 59]). We take $\delta_2 = 0.7$ (blue, dot-dashed), 0.55 (red, solid) and 0.2 (magenta, dashed). One can see that a larger $\delta_2$ gives a smaller $\Omega_{A}h^2$. In contrast to the S1 case, there are regions below 1 TeV for which $\Omega_{A}h^2 = 0.1186$ in all three cases. However, such points are disfavored by the LUX data, as shown in the right plot. The reason why S2 is more constrained than S1 by the DM direct detection is that the scaling factor $\Omega_{A}/\Omega_{DM}$ defined in Eq. (36) is larger than that in S1. We conclude that only the $m_A \approx 62.5$ GeV case is allowed by the LUX data, yet $\Omega_{A}h^2$ is well below the observed value.

Now, we comment on the dependence of $m_A$ on $T_C$, starting with case S2. To be consistent with the nonzero $\bar{v}_S(T_C)$ given in Eq. (34), $m_A$ must satisfy

$$m_A < \sqrt{\frac{\delta_2 v_0^2}{4} - 2 \Sigma_S T_C^2},$$

where the mass formula (10) is used. Our numerical study shows that $m_A \lesssim 81.9$ GeV. In the S1 case, Eq. (34) does not apply, while its analog is not particularly enlightening. Consequently, we draw entirely upon a numerical exploration of the $m_A$-dependence and obtain an upper bound of around 700 GeV for $\alpha = -20.5^\circ$.

VIII. PHENOMENOLOGICAL DISCUSSIONS AND COMPARISONS WITH A PREVIOUS STUDY

Let us briefly discuss collider phenomenology of our benchmark scenarios. We do so simply to illustrate the...
degree to which the parameter space leading to both a viable DM candidate and a SFOEWPT may be probed at the LHC. We defer a comprehensive analysis to a future study. For case S1, $H_2$ can decay into an $AA$ pair, with the partial width given by

$$\Gamma_{H_2\to AA} = \frac{\lambda_{H_2 AA}^2}{32\pi m_{H_2}} \sqrt{1 - \frac{4m_{H_2}^2}{m_{H_2}^2}}. \quad (43)$$

For $\alpha = -20.5^\circ$, we obtain $\text{Br}(H_2 \to AA) \approx 1$. In the narrow width approximation, this leads to $\sigma(gg \to H_2)\text{Br}(H_2 \to AA) = s^2\sigma(gg \to H_1(230))\text{Br}(H_2 \to AA) \approx 2.36 \ (5.42) \ \text{pb}$, where $H_1(230)$ denotes a SM-like Higgs boson with the mass 230 GeV, and where we have used $\sigma(gg \to H_1(230)) = 5.57 \ (15.1) \ \text{pb}$ at 8 (13) TeV LHC [60]. With these rates, one could in principle search for an invisibly-decaying heavy Higgs at the LHC. \text{9}

For case S2, on the other hand, it is difficult to probe at the colliders as it does not have a distinctive signature. This is because $m_{H_2} = m_A = m_{H_1}/2 = 62.5$ GeV and the signal strengths of $H_1$ are the same as in the SM. However, if the DM mass lies slightly below $m_{H_1}/2$, $H_1$ could have an invisible decay mode, which can in principle be probed via the vector boson fusion processes. Detailed studies can be found in Refs. [17, 31, 62, 63].

Before concluding, we make a comparison of this work with Ref. [33]. The latter study includes the operators $H^\dagger HS$, $S|S|^2$ and their Hermitian conjugates that are not considered in the current work. On the other hand, the tadpole term $S$ does not exist in Ref. [33]. With those differences in mind, some distinctive conclusions between the two studies emerge: in our analysis, (1) the one-step EWPT (O $\to$ B transition) is absent and (2) there is no parameter space that can accommodate both SFOEWPT and the observed DM relic density simultaneously in the large $m_A$ region.

The former may be attributed to the model setup since the operators $H^\dagger HS$ and $S|S|^2$ play an important role in realizing the one-step EWPT, as argued in Section III (see also Ref. [33]). On the other hand, the latter may be due to the method used in analyzing the EWPT. At tree level, the approaches are equivalent. Indeed, as discussed in Ref. [33], $m_A$ is irrelevant to the vacuum energy difference between phases A and B at the tree level, which implies that the two-step EWPT is independent of $m_A$. Beyond this order, the vacuum energies are no longer independent of $m_A$. Consequently, differences in treating the EWPT beyond tree level will have implications for the viability of a SFOEWPT as a function of $m_A$. Specifically, in our gauge-invariant NLO calculation, a large $m_A$ is not compatible with a SFOEWPT since the $T = 0$ vacuum energy of phase A lies below that of phase B as discussed above. This situation represents a clear difference from the findings in Ref. [33].

\section{IX. Conclusions}

The complex scalar extension of the SM, or cxSM, is a minimal scenario with the potential to address two issues in cosmology: the generation of a SFOEWPT as needed for EWBG and particle dark matter. With two additional scalar degrees of freedom, it provides an in-principle viable DM candidate as the Goldstone boson of a spontaneously broken global U(1) symmetry (given a mass with soft symmetry-breaking operators), while allowing the remaining scalar to catalyze a SFOEWPT as in the real scalar singlet extensions of the SM.
EWPT and DM dynamics are intertwined, governed by a common set of gauge-invariant operators.

The cxSM also provides a tractable framework for addressing several theoretical issues that pertain to the dynamics of electroweak symmetry-breaking transition. The purpose of the present study is to determine the degree to which a careful treatment of these issues, enumerated in Section I, would affect the viability of the cxSM for both DM and baryogenesis. In general, we find that the use of a RG-improved potential can be implemented in a way that essentially eliminates otherwise problematic scale-dependence while allowing for a gauge-invariant treatment of the EWPT. For the cxSM, this gauge-invariant, RG-improved treatment generally leads to a restricted region of the model parameter space that is consistent with the results of DM direct detection experiments and a two-step scenario for a SFOEWPT. For the basis of operators included in our study, the two-step SFOEWPT is viable only for a finely-tuned region of parameter space where the DM mass is roughly half that of the SM-like Higgs scalar. It is possible that inclusion of cubic U(1)-breaking operators could enable a single-step SFOEWPT with a wider range of DM masses, though an analysis of this possibility should be revisited using a gauge-invariant, RG-improved framework.

Our study also illustrates the need to exercise caution when applying perturbation theory to EWPT dynamics, a principle that goes beyond the cxSM. 10 We have observed quantitatively noticeable differences between two gauge-invariant approaches: the high-temperature effective theory in which one retains only the finite-$T$ quadratic terms, and the $h$-expansion. Use of the latter appears to imply more effective preservation of the baryon asymmetry than does the former. These differences can become more pronounced near the critical temperature as well as near the endpoints of a first order transition in various regions of parameter space, regions where one might expect higher order contributions to be relatively more important. The assumption of a $T$-independent proportionality between the leading-order sphaleron energy and the gauge-invariant scale associated with EWSB can also break down in the vicinity of $T_C$. We anticipate that these lessons will apply to EWPT dynamics in other models, pointing to the importance of developing more refined perturbative treatments, comparing with non-perturbative computations for representative benchmark parameter choices, and avoiding overly strong conclusions regarding the viability of a given model.

\begin{equation}
\frac{\hbar}{T_C} = \frac{2}{3} \frac{\Omega_T}{g_2} \frac{\theta}{\mu}
\end{equation}

10 This point has been emphasized in Ref. [35] and more recently in Ref. [64], which develops a refined thermal resummation method.
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Appendix A: Sphaleron solutions

To compute $E_{sph}(T)$, we obtain the sphaleron solutions following a method suggested in Refs. [65, 66] and its extension including a singlet scalar field [44]. We neglect the effects of $U(1)_Y$ as they are less than a few percent [67, 68].

A noncontractible loop configuration is given by

\begin{equation}
U(\mu, \theta, \phi) = \left(\begin{array}{ccc}
e^{-i\mu(\cos(\mu - i \sin \mu \cos \theta)} & e^{i\phi} \sin \mu \sin \theta \\
-e^{-i\phi} \sin \mu \sin \theta & e^{-i\mu(\cos(\mu + i \sin \mu \cos \theta)} \end{array}\right),
\end{equation}

where $\mu$ runs from 0 to $\pi$, parameterizing a least energy path between two adjacent topologically distinct vacua. The configuration at $\mu = \pi/2$ corresponds to the sphaleron.

The gauge and Higgs fields are expressed in terms of the above noncontractible loop configuration as

\begin{align}
A_1(\mu, r, \theta, \phi) &= \frac{i}{g_2} f(r) \partial_\mu U(\mu, \theta, \phi) U^{-1}(\mu, \theta, \phi), \\
\Phi(\mu, r, \theta, \phi) &= \frac{\bar{\nu}(T)}{\sqrt{2}} \left[(1 - h(r)) \left(\begin{array}{c}0 \\
-e^{i\mu \cos \mu} \end{array}\right)
+ h(r) U(\mu, \theta, \phi) \left(\begin{array}{c}0 \\
1\end{array}\right)\right], \\
S(\mu, r, \theta, \phi) &= \frac{\bar{\nu}_S^2(T)}{\sqrt{2}} k(r),
\end{align}

where $\bar{\nu}$ and $\bar{\nu}_S$ are determined using Eq. (11).

The energy functional in the $A_0 = 0$ gauge takes the form

\begin{equation}
E_{sph}[f, h, k; T] = \frac{4\pi\Omega(T)}{g_2} \mathcal{E}(T),
\end{equation}

where

\begin{equation}
\mathcal{E}(T) = \int_0^\infty d\xi \left[4f^2 + \frac{8}{\xi^2}(f - f^2)^2 + \frac{\xi^2}{2} \frac{v^2}{\Omega^2} h^2
+ \frac{v^2}{\Omega^2} h^2(1 - f)^2 + \frac{\xi^2}{2} \frac{v^2}{\Omega^2} k^2
+ \frac{\xi^2}{g_2^2 \Omega^4} V_{\text{high-}T}(h, k; T)\right],
\end{equation}
with \( \xi = g_\Omega r \). The prime on them denotes a derivative with respect to \( \xi \). From the energy functional, one can find the equations of motion for the sphaleron configurations:

\[
\frac{d^2 f}{d \xi^2} = \frac{2}{\xi^2} (f - f^2) (1 - 2f) - \frac{\nu^2 h^2}{4 \Omega^2} (1 - f),
\]

\[
\frac{d}{d \xi} \left( \frac{\xi^2 dh}{d \xi} \right) = 2h(1 - f)^2 + \frac{\xi^2}{g_2^2 \bar{v}^2 \Omega^2} \frac{\partial V_{\text{high-T}}}{\partial h},
\]

\[
\frac{d}{d \xi} \left( \frac{\xi^2 dk}{d \xi} \right) = \frac{\xi^2}{g_2^2 \bar{v}^2 \Omega^2} \frac{\partial V_{\text{high-T}}}{\partial k}.
\]

with the boundary conditions:

\[
\begin{align*}
\lim_{\xi \to 0} f(\xi) &= 0, & \lim_{\xi \to 0} h(\xi) &= 0, & \lim_{\xi \to 0} k'(\xi) &= 0, \\
\lim_{\xi \to \infty} f(\xi) &= 1, & \lim_{\xi \to \infty} h(\xi) &= 1, & \lim_{\xi \to \infty} k(\xi) &= 1.
\end{align*}
\]
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