Abstract
Learning to reach goal states and learning diverse skills through mutual information (MI) maximization have been proposed as principled frameworks for self-supervised reinforcement learning, allowing agents to acquire broadly applicable multi-task policies with minimal reward engineering. Starting from a simple observation that the standard goal-conditioned RL (GCRL) is encapsulated by the optimization objective of variational empowerment, we discuss how GCRL and MI-based RL can be generalized into a single family of methods, which we name variational GCRL (VGCRL), interpreting variational MI maximization, or variational empowerment, as representation learning methods that acquire functionally-aware state representations for goal reaching. This novel perspective allows us to: (1) derive simple but unexplored variants of GCRL to study how adding small representation capacity can already expand its capabilities; (2) investigate how discriminator function capacity and smoothness determine the quality of discovered skills, or latent goals, through modifying latent dimensionality and applying spectral normalization; (3) adapt techniques such as hindsight experience replay (HER) from GCRL to MI-based RL; and lastly, (4) propose a novel evaluation metric, named latent goal reaching (LGR), for comparing empowerment algorithms with different choices of latent dimensionality and discriminator parameterization. Through principled mathematical derivations and careful experimental studies, our work lays a novel foundation from which to evaluate, analyze, and develop representation learning techniques in goal-based RL.

1 Introduction
Reinforcement learning (RL) provides a general framework for discovering optimal behaviors for sequential decision-making. Combined with powerful function approximators like neural networks, RL can be used to learn to play computer games from raw pixels (Mnih et al., 2013) and acquire complex sensorimotor skills with real-world robots (Gu et al., 2017a; Kalashnikov et al., 2018; Haarnoja et al., 2018). Neural networks show best performance, generalization, and reusability when they are trained on large and diverse datasets (Krizhevsky et al., 2012; Devlin et al., 2018). However, a critical limitation in RL is that human experts often need to spend considerable efforts designing and fine-tuning reward functions per task, making it hard to scale and define a huge set of tasks in advance. If we have agents that can interact with the world without rewards, build up a body of knowledge autonomously, and utilize this knowledge to accomplish new tasks efficiently, then we can greatly scale up task and skill learning to achieve similar level of generalization and performance for RL as what neural networks have enabled for other domains.

Several works have tried to find a single generalizable task-agnostic reward function which can potentially be used across several environments. The use of such intrinsic reward functions has been motivated as exploration heuristics such as curiosity and novelty (Schmidhuber, 1991; Oudeyer & Kaplan, 2009; Bellemare et al., 2016; Pathak et al., 2017), as optimizing mutual information (MI) (Gregor et al., 2017; Eysenbach et al., 2019; Sharma et al., 2020b;a) or as empowerment (Klyubin et al., 2005; Jung et al., 2011; Mohamed & Rezende, 2015). Classically, goal-conditioned RL (GCRL) has shown success in learning diverse and useful skills in concurrence to MI-based methods. GCRL optimizes a stationary and interpretable reward for goal-reaching, but when the goal space is high-dimensional, how does the agent know which part of the space is relevant and which part can be ignored? In such cases, prior GCRL works frequently rely on manual definition (Andrychowicz et al., 2017) or off-the-shelf representation learning (Nachum et al., 2018; Nair et al., 2018; Wu et al., 2018) optimized prior to or separately from reinforcement learning. Meanwhile, MI or empowerment-based RL offers a clear objective for representation learning through reinforcement learning, but the
properties of the learned behaviors are often unclear due to lack of a proper evaluation metric. Prior works use qualitative inspections of learned behaviors, variational bound estimates, or downstream task performances of a skill-utilizing high-level policy (Eysenbach et al., 2019; Sharma et al., 2020b), but these heuristics are costly or indirect measures and make objective comparisons and analyses of various mathematically-similar MI-based algorithms difficult (Florensa et al., 2017; Eysenbach et al., 2019; Achiam et al., 2018; Warde-Farley et al., 2019; Hansen et al., 2020; Sharma et al., 2020b). To recover a more direct metric, an important question is: what do these MI-based objectives learn representations for?

In this work, we interpret MI and empowerment-based RL as a principled framework for representation learning in goal-conditioned RL. Starting from a simple observation that the objective of the standard GCRL can be seen as a special case of variational MI with a fixed hard-coded variational posterior, our analysis provides a unification of these ideas and explicitly reframes skill discovery via mutual information maximization (Gregor et al., 2017; Eysenbach et al., 2019) as a combination of representation learning and goal-conditioned reinforcement learning, where both the space of goals and the skills to reach those goals are learned jointly via a MI-based objective. While the connections between representation learning, mutual information estimation, and goal-conditioned RL have been explored in a number of previous works (Gregor et al., 2017; Warde-Farley et al., 2019; Gupta et al., 2018), our exact mathematical formulation and granular analyses enable new perspectives and synergies between GCRL and MI-based RL:

1. **[MI to GCRL]** We propose simple but novel variants of GCRL – adaptive-variance and linear-mapping GCRL – to study how adding small representation capacity can already expand the capabilities of GCRL.

2. **[MI to GCRL]** We show that a proper representation regularization from generative modeling, such as spectral normalization (Miyato et al., 2018), can improve the quality of latent goals discovered (and the stability of MI-based algorithms).

3. **[GCRL to MI]** We adapt hindsight experience replay (HER) (Andrychowicz et al., 2017) from GCRL to more general MI-based objectives and show posterior HER (P-HER) consistently provides substantial performance gains in MI-based RL algorithms.

4. **[GCRL to MI]** We propose the latent goal reaching (LGR) metric as an intuitive, task-oriented, and discriminator-agnostic metric for objectively evaluating empowerment algorithms.

## 2 Related Work

Reward engineering has been a bottleneck to broad application of RL. Some of the prior attempts to alleviate this problem have sought introduce human supervision in alternative, easier forms, such as demonstrations (Ng et al., 2000; Abbeel & Ng, 2004; Ziebart et al., 2008; Ho & Ermon, 2016; Fu et al., 2017; Ghasemipour et al., 2019) or preferences (Hadfield-Menell et al., 2017; Christiano et al., 2017). However, since these methods still rely on non-negligible amounts of human interventions, they cannot automatically scale to solving thousands of new environments and tasks.

### Empowerment and reward-free RL.

Task-agnostic reward functions have been proposed to encourage exploration in environments using notions of curiosity or novelty (Schmidhuber, 1991; Oudeyer & Kaplan, 2009; Schmidhuber, 2010; Bellemare et al., 2016; Pathak et al., 2017; Colas et al., 2018). In a similar vein, some methods maximize the state-visitation entropy (Hazan et al., 2018; Pong et al., 2019; Lee et al., 2019; Ghasemipour et al., 2019). These approaches can enable solutions to otherwise hard exploration sparse-reward problems. Some of the recent work has emphasized on empowerment or option/skill discovery through optimization of mutual information based intrinsic reward functions. Classically, empowerment measures the ability of an agent to control the environment (Salge et al., 2014; Klyubin et al., 2005; Jung et al., 2011), which was scaled up by (Mohamed & Rezende, 2015; Karl et al., 2017). The concept of mutual information, which is also at the heart of empowerment based methods, has been further used to motivate several objectives for skill discovery (Florensa et al., 2017; Eysenbach et al., 2019; Achiam et al., 2018; Warde-Farley et al., 2019; Hansen et al., 2020; Sharma et al., 2020b). Recent works have shown that skills learned through mutual information can be meaningfully combined to solve downstream tasks (Eysenbach et al., 2019; Sharma et al., 2020b), even on real robots (Sharma et al., 2020a).

### Goal-conditioned RL.

Goal-conditioned RL (Kaelbling, 1993; Pong et al., 2018; Andrychowicz et al., 2017; Schaul et al., 2015) provides a framework for enabling agents to reach user-specified goal states. The behaviors learned via GCRL can be interpretable and easy to analyze in terms of the goal-reaching function. However, GCRL assumes that a goal-reaching function has been specified in addition to goal states, which precludes broader application for the same reasons as those for reward engineering. Some prior works have used mutual information in the GCRL framework (Pong et al., 2019; Warde-Farley et al., 2019). However, these works use the MI optimization as an unsupervised scheme to generate goals. On the other hand, our work studies skill-discovery/empowerment methods and provides an explicit reinterpretation within the GCRL framework, combining the representation learning perspective with the goal-reaching behavior of GCRL.
3 Background

In this section, we briefly review mutual information (MI)-based objectives for skill discovery, focusing on variational approaches introduced in (Mohamed & Rezende, 2015; Gregor et al., 2017; Eysenbach et al., 2019; Sharma et al., 2020b), and goal-conditioned RL (GCRL).

We denote a Markov decision process (MDP) $\mathcal{M} = (S, A, p, r)$, where $S$ denotes the state space, $A$ denotes the action space, $p: S \times S \times A \to [0, \infty)$ denotes the underlying (possibly stochastic) transition dynamics of the environment with the initial state distribution $p_0: S \to [0, \infty)$, and a reward function $r: S \times A \to \mathbb{R}$. The goal of the RL optimization problem is to learn a policy $\pi(a \mid s)$ which maximizes the return $\mathbb{E}_{p,\pi} [\sum_{t=0}^{\infty} \gamma^t r(s_t, a_t)] = \mathbb{E}_{s \sim \rho, a \sim \pi} [r(s, a)]$, for a discount factor $\gamma \in [0, 1)$ where $\rho^\pi$ is an unnormalized $\gamma$-discounted state visitation density. Importantly, once we write an objective in the form of $\mathbb{E}[\log p(\cdot \mid s, \rho)]$, we can apply the policy gradient theorem (Sutton et al., 2000) to derive a practical RL solver, as done in (Kakade, 2002; Silver et al., 2014; Schulman et al., 2015; Gu et al., 2017b; Ciosek & Whiteson, 2018), or learn it with Q-learning (Watkins & Dayan, 1992). For simplicity of our notations, we omit the discount factor $\gamma$ in the following sections and derivations.

3.1 Mutual Information Maximization and Empowerment

MI maximization in RL such as empowerment generally means maximizing the mutual information between (some representations of actions) and (some representations of) future states following those actions (Klyubin et al., 2005; Mohamed & Rezende, 2015). The goal is to learn a set of actions that can influence future states to be diverse, but also be predictable if we know what action is taken. In this work we focus on learning abstract representation $z \in Z$, which is an additional input to the policy $\pi(a \mid s, z)$ and defines a set of empowered actions. The latent code $z$ (either discrete or continuous) can be interpreted as a macro-action, skill or goal (Eysenbach et al., 2019; Sharma et al., 2020b).

We discuss two variants of MI objectives in RL: state-predictive MI (Sharma et al., 2020b), which maximizes $I(s'; z \mid s)$, and state-marginal MI (Eysenbach et al., 2019), which maximizes $I(s; z)$. Due to page limit, we discuss these variants more in detail in Appendix A. In this work, we focus on state-marginal MI, whose optimization objective is:

\[ I(s; z) = \mathbb{E}_{z \sim p(z)} \mathbb{E}_{s \sim \rho^s(z)} [\log p(z \mid s) - \log p(z)] \geq \mathbb{E}_{z \sim p(z)} \mathbb{E}_{s \sim \rho^s(z)} [\log q_{\lambda}(z \mid s) - \log p(z)] \]

where $q_{\lambda}(z \mid s)$ is a variational approximation to the intractable posterior $p(z \mid s)$, often called a (skill) discriminator (Eysenbach et al., 2019).

Given a parameterized policy $\pi_\theta(a \mid s, z)$, Eq. 1 gives a joint maximization objective (a variational lower bound) with respect to $\pi_\theta$ and $q_\lambda$:

\[ F(\theta, \lambda) = \mathbb{E}_{z, s \sim \pi_\theta} [\log q_{\lambda}(z \mid s) - \log p(z)] . \]

A simple iterative RL procedure can be derived to optimize this lower bound, assuming a parameterized policy $\pi_\theta(a \mid s, z)$, where at iteration $i$,

\[ \lambda^{(i)} \leftarrow \text{argmax}_\lambda \mathbb{E}_{z, s \sim \pi_\theta^{(i-1)}} [\log q_{\lambda}(z \mid s) - \log p(z)] \]

\[ \theta^{(i)} \leftarrow \text{argmax}_\theta \mathbb{E}_{z, s \sim \pi_\theta} [\log q_{\lambda^{(i)}}(z \mid s) - \log p(z)] . \]

Eq. 3 is a simple supervised regression (e.g., maximum likelihood) on on-policy samples. Eq. 4 has the same form of standard RL, and therefore can be optimized using any RL algorithm (Gregor et al., 2017; Eysenbach et al., 2019).

3.2 Goal-Conditioned RL

Goal-conditioned RL (Kaelbling, 1993; Schaul et al., 2015) (GCRL) is a standard, stationary-reward problem where we aim to find a policy $\pi(a \mid s, g)$ conditional on a goal $g \in G$ by maximizing

\[ F(\pi) = \mathbb{E}_{g \sim p(g), s \sim \pi} [-d(s, g)] , \]

where $p(g, s) = p(g)p^\pi(s \mid g)$, $p(g)$ defines the task distribution over goals, and $d(s, g)$ is a distance metric between state $s$ and goal $g$, such as an Euclidean distance. The main challenges for goal-conditioned RL lie in defining the goal space and the goal-reaching reward function $-d(s, g)$, which often requires task-specific knowledge or careful choices of goal space (Plappert et al., 2018).

In off-policy learning, hindsight experience replay (HER) (Kaelbling, 1993; Andrychowicz et al., 2017) has shown to improve learning of goal-conditioned policy significantly. The key insight is that for a given exploration episode $\{g, s_0: T\}$, one can relabel the goal with an actually achieved goal $\mathbb{S}(s_0: T)$, derived by a strategy function $\mathbb{S}(\cdot)$. A typical choice is to relabel the goal as $\tilde{g} = \mathbb{S}(s_0: T) = s_T$, which can be seen as self-supervised curriculum learning (Andrychowicz et al., 2017; Lynch et al., 2019).

4 Expressivity Tradeoffs in Variational Empowerment

Interestingly, the simple objective in Eq. 2, which we term Variational Goal-Conditioned RL (VGCRL), encapsulates most of the prior MI-based algorithms (Eysenbach et al., 2019; Warde-Farley et al., 2019; Hansen et al., 2020) with the only differences being goal space $Z$, prior $p(z)$, and discriminator $q_{\lambda}(z \mid s)$, as detailed in Table 1. For example, when $z$ is a discrete variable, this reduces to DIAYN (Eysenbach et al., 2019) or VALOR (Achiam et al., 2018).

If $z$ is continuous, a natural choice for $q_{\lambda}$ is a Gaussian, i.e. $N(\mu(s), \Sigma(s))$, where both $\mu$ and $\Sigma$ may be parameterized using any function approximators with a range of expressivities, from identity functions to deep neural networks.
Throughout the rest of the paper, we show how various simple choices for $q_{\lambda}$ lead to algorithms with different properties.

**Goal-Conditioned RL as a Coarse Variational Approximation.** A simple observation is that if we choose a fixed variational distribution, such as $\mathcal{N}(\mu(s), \Sigma(s))$ with $\sigma$ as a fixed hyperparameter and the goal space identical to the observation space ($Z = S$), the RL objective in Eq. 4 becomes (see Appendix B for mathematical details):

$$\mathcal{F}(\pi) = \mathbb{E}_{z,s \sim \pi} \left[ -\frac{1}{\sqrt{\pi}} \| s - \mu(z) \|^2 + \text{constant} \right] + \lambda \mathcal{D}(\pi, Q)$$

It is straightforward to see that this recovers the objective of GCRL in Eq. 5 exactly (up to a constant), where the distance function uses a squared loss. This provides a novel interpretation for GCRL algorithms as a *variational empowerment algorithm with a hard-coded and fixed variational distribution*. Given that no $q_{\lambda}$ parameters are adapted, this generally provides a very loose bound on $MI$; however, prior work on GCRL shows that this RL objective, unlike empowerment-based, learns useful goal-reaching skills stably (Kaelbling, 1993; Andrychowicz et al., 2017; Pong et al., 2018). Thanks to a stationary reward function. This suggests that GCRL and prior variational empowerment methods represent two ends of a spectrum, corresponding to the expressivity of the variational distribution used to approximately maximize mutual information, and neither of the two is perfect, with their own pros and cons. Varying expressivity — through the choices of $d$ and $q_{\lambda}$ — and evaluating the qualities of learned goal spaces is a central theme of the next section.

### 5 Goal-Conditioned RL as Variational Empowerment

In this section, we discuss GCRL with representation learning, through the lens of variational empowerment: how the representation capacity leads to algorithms with different properties. We first derive two “lost relatives” of GCRL that only add minimal representation capacities but still result in interesting learning behaviors while keeping the stability of GCRL, and then discuss how we can study representation capacity in more general settings through varying smoothness constraints.

#### 5.1 Adaptive Variances for Relevance Determination

Given the observation in Section 4, a straightforward modification to GCRL is to allow the variances to be learned, while keeping $\mu(s) = s$. If we assume a global learned covariance, i.e., $q_{\lambda}(z|s) = \mathcal{N}(\mu(s), \Sigma(s))$, $\lambda = \{\Sigma\}$, Eq. 2 gives us a novel variant of GCRL, which we call *adaptive GCRL* (aGCRL). The intuition behind this algorithm is the following: let us assume a simple diagonal covariance matrix; during learning, this algorithm will quickly shrink $\sigma$ for the goal dimensions that the agent can reliably reach, and will expand variances for the dimensions that the agent has a hard time to; it therefore can identify and prioritize goal-reaching in feasible directions, discounting unfeasible ones, resembling properties of automatic relevance determination (ARD) (Wipf & Nagarajan, 2008).

**Experiment: Automatic Controllability Determination on Windy PointMass.** We design a simple *Windy PointMass* environment to study adaptive behaviors, which is simulated in Mujoco (Todorov et al., 2012). We assume a point mass in $N$-dimensional space (Figure 1a), where some dimensions have random force perturbations and therefore are difficult to control. Such perturbations are often studied in the risk-sensitive RL literature (Fox et al., 2015; Maddison et al., 2017); however, in our experiments, they serve to create different levels of controllability. Our goal is to have GCRL automatically ignore dimensions that are not controllable and prioritize dimensions that are easy to control. More details can be found in Appendix D.

We evaluated goal-conditioned RL with an adaptive global diagonal variance term in Figure 1. Our results show that this simple modification to goal-based RL can accurately identify controllable dimensions in the state space. For ex-
ample, in a 2-dimensional windy pointmass environment, aGCRL recovered a smaller variance for the first dimension, $\sigma_x = 0.368$, and a larger variance for the second dimension, $\sigma_y = 1.648$, which corresponds to having a reward function $r(s, z) = \|x - g_x\|/0.368 + \|y - g_y\|/1.648$ where $(x, y)$ is the position of the point mass and $z = (g_x, g_y)$ is the goal location. A benefit of such adaptive variance is that we can prioritize goal reaching in controllable dimensions; in Figure 1c, we can observe that aGCRL can reach goals in the controllable dimension (e.g., dim 0) more quickly than the standard constant-variance GCRBL baseline on the 10-dimensional Windy PointMass environment, showing the effectiveness of such automatically learned reward functions that can ignore nuisance dimensions.

5.2 Adaptive Mean with Varying Expressivity

The aGCRL variant adapts variances but fixes the mean $\mu(s)$ to be $s$. By using more expressive parameterizations, such as neural networks (Eysenbach et al., 2019), the algorithm can theoretically optimize a tighter lower-bound to MI. However, as it gains more expressivity, interpretability and learning stability might be reduced. We study a linear case, i.e., $q(x|z,s) = \mathcal{N}(As, \Sigma)$ where $\lambda = \{A\}$ along with identity and NN cases, and carefully evaluate this design choice.

**Experiment: Recovering Intrinsic Dimensions of Variations with Linear GCRL.** In this study, we design a simple 2D point mass with a random projection applied to the observation. We use an affine transformation $W$ to generate the agent’s observation $o = Ws$ from a physics simulator’s state $s$. For example, when a raw state in 2D point mass (Figure 2) includes the $(x, y)$ location of the point mass, the agent will instead receive an entangled, obfuscated observation: $o = (w_11x + w_12y, w_21x + w_22y, \ldots)$ which does not align with the action space. We see whether a variant of VGCRL where $q(z|o) = \mathcal{N}(Ao, \Sigma)$, called linGCRL, can recover the inverse of an underlying projection $A = W^{-1}$ when we use a rectangle-shaped 2D uniform prior $p(z)$. This resembles PCA discovering principal components in and underlying true dimensionalities.

Figure 2 shows an example where a unknown $2 \times 2$ random projection $W$ is applied. The arena of the 2D point mass environment and two example trajectories are visualized: the space of true state $s$ (left), observation $o = Ws$ (middle), and goal $z = (A - W)s$. We can see two intrinsic, orthogonal dimensions are recovered by the learned matrix $A$ such that the posteriors $z$ from marginal states match the prior distribution, but up to rotation and reflection. This was also possible with more complex (e.g., $W \in \mathbb{R}^{10 \times 2}$) random projections. We show that linGCRL can recover intrinsic dimensionalities of the state from random projections.

5.3 Spectral Normalization

If the variational posterior (“discriminator”) $q_\lambda(z|s)$ has high expressive power, for example when it is represented by a neural network, it can easily achieve maximum discriminability. However, this can lead to a very suboptimal solution for the policy. Because the marginal states as a result of latent goal and state pairs produced by the latent-conditioned policy are almost random and of poor quality in the early stage of training, the discriminator might easily overfit to such a near-random distribution of $(s, z)$, where $s \sim \pi_\theta(\cdot|z)$, $z$. This happens when in general $q_\lambda(z|s)$ is much easier to fit (especially given a high capacity of neural networks) than the policy $\pi_\theta$. Figure 3(a) shows a motivating example of $q_\lambda(z|s)$ learned on a toy 2D point mass environment: the landscape of $q(z|s)$ is highly non-smooth, which can hinder learning latent-conditioned skills due to a ill-posed reward structure.
We have seen that goal-conditioned RL can be viewed as a special case of the unified optimization objective in Eq. (2). A natural question that follows is whether training methods that work well for GCRL can also be used within the more general VGCRL framework. We answer in the affirmative, deriving an extension to a goal-relabeling technique (HER) and an evaluation metric for variational empowerment algorithms. We present some techniques that are helpful for learning VGCRL.

### 6.1 P-HER: Posterior Hindsight Experience Replay

As discussed in Section 3.2, Hindsight Experience Replay (HER) (Andrychowicz et al., 2017) substantially improves off-policy learning of goal-conditioned policies and value functions. Inspired by the mathematical connection to GCRL, we can derive an equivalent of HER or goal relabeling in the context of VGCRL. Specifically, we relabel $z$ for fitting the policy $\pi_\theta(a|s, z)$ with the relabeled goal $S(s_{0:T})$ derived from the final state $s_T$:

$$S(s_{0:T}) \sim q_\lambda(z | s_T).$$

We call this relabeling technique Posterior HER (P-HER), as it can be seen as an application of posterior sampling (Hausman et al., 2018; Rakelly et al., 2019) to HER. Since $q_\lambda$ is non-stationary, we always use the up-to-date estimate of $q_\lambda(z|s_T)$ with the latest parameter $\lambda$ of posterior $q_\lambda$. This is the biggest difference to the vanilla HER where the goal mapping function is fixed. We note that other state sampling distributions of HER, e.g., uniform over $s_{0:T}$ or $s_{t=k}$ can also be trivially supported. For fitting the discriminator $q_\lambda(z|s)$, we do not relabel the goal. Similarly to HER in GCRL, this technique can be viewed as a curriculum for enabling parameterized policy optimization to focus on high-reward regions. This technique can accelerate optimization steps for $\pi_\theta$ (Equation 4) in the same spirit of HER when latent goal reaching is non-trivial, especially in high-dimensional state spaces and with immaturely-shaped reward functions.

### 6.2 Latent Goal Reaching: A Metric for MI-Based Empowerment Algorithms

One limitation in mutual information-based RL (Eysenbach et al., 2019; Sharma et al., 2020b) is lack of objective evaluation metrics. Previous works directly evaluate qualitative results of learned behaviors, but quantitative metrics are limited to discriminator rewards (i.e., $E[\log q(z|s) - p(z)]$) which can saturate and do not always correspond to the
quality of learned behaviors, or downstream task evaluations such as exploration bonus and pre-trained primitives for hierarchical RL (Florensa et al., 2017; Eysenbach et al., 2019; Sharma et al., 2020b; Hansen et al., 2020).

By contrast, goal-conditioned RL has a clear metric: define a sample of goals and evaluate average goal-reaching performance. Since we demonstrated how MI-based RL is closely related to GCRL, we propose Latent Goal Reaching (LGR) as a new metric for evaluating MI-based algorithms such as DIAYN or DADS. The procedure is described in Algorithm 1. It allows us to evaluate MI-based RL as just another goal-reaching problem: we measure how accurately the goal-conditioned policy can reach the given goal states of interest. This metric measures the quality of both the discriminator (i.e., goal representation) and the goal-conditioned policy. We note the range of this metric is not dependent on the choice of distribution family of \( q(\cdot) \), allowing comparison across different types of \( q(z|s) \).

**Algorithm 1** Latent Goal Reaching Metric: LGR(s)

*Input:* Target states \( s^1:T \), trained \( \pi_\theta(a|s, z), q_i(z|s) \)

*Output:* Average distance \( d \) to goal states

for \( i \leftarrow 1 \) to \( N \) do

- Embed target state into a goal: \( z^i \leftarrow \mathcal{E} \{ q_i(\cdot|s^i) \} \)
- Run \( \pi(\cdot|z^i) \) for \( T \) time steps, observe final state \( s_{T}^i \)
- Compute \( d(s^i, s_T^i) \) (e.g., squared distance)

end

Report the average over \( N \) episodes: \( \bar{d} = \sum_i d(s^i, s_T^i)/N \)

The value of LGR(s) metric depends on the choice of target states. In locomotion control tasks (Brockman et al., 2016), we would often want to discover and learn behaviors where the robot can walk or move (Eysenbach et al., 2019; Sharma et al., 2020b). To evaluate this, one can generate diverse target states of moving in different directions and at different velocities from expert policies. In such cases we can compute the distance \( d(s^i, s_T^i) \) between target and achieved states with respect to velocity dimensions (e.g., velocity in \( x \) and \( y \) axis). We call this variant of the LGR metric as LGR_v(s). Details of target state generation used in our experiments are given in Appendix D.

We also consider the LGR(\( z \)) metric which measures the goal reaching performance in the latent goal space. For discrete \( z \), this simply can be the top-1 accuracy of the discriminator \( q(\cdot|s) \) with respect to the true goal \( z \sim p(z) \). For continuous \( z \), LGR(\( z \)) is the squared distance \( \|z - \text{argmax} q(z|s)\|^2 \) between the goal and the mode of the discriminator \( \text{argmax} q(z|s) \). We note that this metric agrees the state distance metric used in Laplacian embedding (Wu et al., 2018), i.e., \( \|\phi(s) - \phi(h^{-1}(z))\| \), with a state embedding \( \phi(s) := \text{argmax}_z q(z|s) \), where \( h^{-1}(z) \) is defined to be an arbitrary state \( s \) that is associated with latent \( z \), which is in our case the marginal state from the latent-conditioned policy \( \pi_\theta \). A difference is that (Wu et al., 2018) use contrastive learning whereas VGCRL maximizes likelihood to learn the representation \( q \).
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| Method  | HalfCheetah | Ant | Humanoid |
|---------|-------------|-----|----------|
|         | $\mathcal{F}$ | LGR$_v(s)$ | LGR$_v(z)$ | $\mathcal{F}$ | LGR$_v(s)$ | LGR$_v(z)$ | $\mathcal{F}$ | LGR$_v(s)$ | LGR$_v(z)$ |
| 10      | DIAYN       | 1.608 | 0.800 | 0.963 | -0.835 | 0.529 | 0.806 | 1.261 | 0.523 | 0.922 |
|         | DIAYN + P-HER | 1.372 | 1.424 | 0.934 | -0.049 | 0.486 | 0.889 | 1.856 | 0.312 | 0.953 |
| 20      | DIAYN       | 1.732 | 1.125 | 0.920 | -1.308 | 0.610 | 0.763 | 0.713 | 0.315 | 0.768 |
|         | DIAYN + P-HER | 1.852 | 1.214 | 0.891 | -1.288 | 0.515 | 0.823 | 2.251 | 0.183 | 0.922 |
| 50      | DIAYN       | 1.475 | 0.673 | 0.827 | -3.812 | 0.402 | 0.523 | -1.158 | 0.268 | 0.549 |
|         | DIAYN + P-HER | 1.699 | 0.704 | 0.834 | -2.171 | 0.637 | 0.750 | 2.848 | 0.545 | 0.891 |
| 200     | DIAYN       | 2.854 | 0.698 | 0.801 | -8.450 | 0.396 | 0.113 | -4.396 | 0.208 | 0.337 |
|         | DIAYN + P-HER | 3.357 | 0.814 | 0.844 | -7.047 | 0.555 | 0.263 | 3.448 | 0.866 | 0.766 |
| 1000    | DIAYN       | -8.286 | 1.156 | 0.176 | -16.795 | 0.434 | 0.005 | -8.914 | 0.325 | 0.101 |
|         | DIAYN + P-HER | -4.424 | 0.510 | 0.361 | -10.941 | 0.322 | 0.028 | 3.395 | 1.569 | 0.762 |

Table 3: Evaluation of Latent Goal-Reaching Metric on MuJoCo control suites, after a total of 10M environment steps of training. $\mathcal{F}$ is the (average) empowerment reward, $\mathcal{F} = \mathbb{E}_z[\log q_\lambda(z|s) - p(z)]$. LGR$_v(s)$ is the squared error in observation space (the lower, the better) with respect to velocity dimensions between the marginal state and the target state, and LGR$_v(z)$ denotes the accuracy of top-1 classification of the discriminator $q_\lambda(z|s)$ (the higher, the better, max 1.0).

| $q_\lambda(z|s)$ | P-HER? | SN? |
|----------------|--------|-----|
| $\mathcal{N}(\mu(s), \Sigma^{2})$ | - | - |
| $\mathcal{N}(\mu(s), \Sigma)$ | - | - |
| $\mathcal{GMM} (K = 8)$ | - | - |

Table 4: Comparison of continuous variants of VGCRL, where the dimension of the goal space is $|\mathcal{G}| = 5$. SN denotes Spectral Normalization (Section 5.3). LGR$_v(z)$ is the goal reaching performance in the latent space (the lower, the better). A full table containing more comprehensive comparison and corresponding plots can be found in Appendix C (Table 5).

6.3 Experiments: Posterior HER and Latent Goal Reaching

In this section, we evaluate the performance of several variants of VGCRL on standard locomotion tasks (Brockman et al., 2016). We consider both a discrete latent space, analogous to that used by DIAYN (Eysenbach et al., 2019), and a continuous latent space, where the variational posterior $q_\lambda(z|s)$ chosen to be a Gaussian posterior (VGCRL-Gaussian), with either learnable or fixed variances, or Gaussian Mixtures (VGCRL-GMM). To evaluate the performance, we report the following metrics: (1) the empowerment objective $\mathcal{F} = \mathbb{E}_z[\log q_\lambda(z|s) - p(z)]$, (2) LGR$_v(z)$: the latent goal reaching metric, and (3) LGR$_v(s)$: the latent goal reaching metric with respect to velocity dimensions (Section 6.2).

We first observe that P-HER can accelerate and improve learning (Figure 4, Tables 3 and 4). Such improvements are significant in high-dimensional goal spaces (e.g., $|\mathcal{G}| = 200$) and more difficult control tasks such as Ant or Humanoid with high dimensionalities, in which both the discriminator and the latent-conditioned policy are difficult to learn.

Because an optimization of goal-conditioned policy (Eq. 4) is more difficult than discriminators (Eq. 3), relabeling of goal can greatly accelerate RL, which also results in better discriminability. As shown in Tables 4 and 5, P-HER can improve not only the optimization objective but also other metrics such as discriminator’s accuracy and goal reaching performance across different design choices and environments.

Moreover, when Spectral Normalization (Section 5.3) is applied, we observe a significant improvement in terms of the learning progress and evaluation metrics (Figure 4, Table 4). As shown in Figure 4, while there are some progress with vanilla VGCRL-Gaussian (or VGCRL-GMM), the optimization objective $\mathcal{F}$ as well as evaluation metrics do not improve as much as the one with SN, despite the bigger expressivity due to no constraint on $q_\lambda(z|s)$. We can also see that with SN (and P-HER as well), the distance between achieved and desired goal is much lower. More experimental results and discussions can be found in Appendix C.
7 Conclusion

Our variational GCRL (VGCRL) framework unifies unsupervised skill learning methods based on variational empowerment (Eysenbach et al., 2019; Gregor et al., 2017; Sharma et al., 2020b) with goal-conditioned RL (GCRL) methods, allowing us to transfer techniques and insights across both types of approaches. Viewing GCRL as variational empowerment, we derive simple extensions of goal-based methods that exhibit some representation learning capability of variational methods, e.g., disentangle underlying factors of variations and automatically determine controllable dimensions, while keeping the learning stability of GCRL. Viewing variational empowerment as GCRL, we can transfer popular optimization techniques such as relabeling from GCRL to variational empowerment algorithms, and propose latent goal-reaching (LGR) as a more objective, performance-based metric for evaluating the quality of skill (latent goal) discovery. We hope that these insights can lay the ground for further developments of more capable and performant algorithms for unsupervised reinforcement learning in future work.
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Appendix: Variational Empowerment as Representation Learning for Goal-Based Reinforcement Learning

A Background: Mutual Information Maximization

We provide a detailed discussion about mutual information objectives as promised in Section 3.1.

State-predictive MI: Given a generative model of the form \( p^\pi(z, s, s') = p(z)p^\pi(s|z)p^\pi(s'|s, z) \) where \( p^\pi(s'|s, z) = \int p(\alpha|s, z)p(s'|s, \alpha)da \), we define the state-predictive MI as,

\[
\mathcal{I}(s'; z | s) = \mathcal{H}(s' | s) - \mathcal{H}(s'; z | s) = \mathbb{E}_{(z, s', s) \sim p^\pi(z, s, s')}[\log p^\pi(s' | s, z) - \log p^\pi(s' | s)]
\]

This is closer to the classic empowerment formulation as in (Klyubin et al., 2005; Jung et al., 2011). Variational bounds can be derived with respect to actions (Mohamed & Rezende, 2015; Gregor et al., 2017) or to future states (Sharma et al., 2020b). While this objective enables learning state-conditioned skills, we decide to focus on the other variant in this paper.

State-marginal MI: Similarly, given a generative model of the form \( p^\pi(z, s) = p(z)p^\pi(s|z) \), the MI can be written as,

\[
\mathcal{I}(s; z) = \mathcal{H}(z) - \mathcal{H}(z|s) = \mathbb{E}_{z \sim p(z)}[-\log p(z)] + \mathbb{E}_{z, s \sim p^\pi(z, s)}[\log p(z | s)] - \mathbb{E}_{z \sim p(z), s \sim \pi(z)}[\log p(z | s) - \log p(z)]
\]

where Eq. 13 is a common variational bound for MI (Barber & Agakov, 2003) with a variational posterior \( q_\lambda(z|s) \) approximating the intractable posterior \( p^\pi(z|s) \). DIAYN (Eysenbach et al., 2019) optimizes for this state-marginal MI objective in a entropy-regularized RL setting, trained with the SAC algorithm (Haarnoja et al., 2018).

B Equivalence between GCRL and Gaussian VGCRL

Full Covariance Gaussian. The Gaussian discriminator (or the variational posterior) \( q_\lambda(z|s) \) should take the following form:

\[
q_\lambda(z|s) = \mathcal{N}(z; \phi(s), \Sigma(s)) = \frac{1}{\sqrt{(2\pi)^|s||\Sigma|}} \exp\left(-\frac{1}{2}(z - \phi(s))^\top \Sigma^{-1}(z - \phi(s))\right)
\]

Diagonal-Covariance Gaussian. If we assume a diagonal covariance \( \Sigma(s) = \text{diag}(\sigma^2(s)) \), the discriminator will have the following form:

\[
q_\lambda(z|s) = \frac{1}{\sqrt{(2\pi)^|s|}} \prod_i \sigma_i \exp\left(-\sum_i \frac{1}{2\sigma_i^2}(z_i - \mu_i)^2\right), \quad \text{where } \mu_i = [\phi(s)]_i, \sigma_i = [\sigma(s)]_i
\]

\[
\log q_\lambda(z|s) = -|s| \log(\sqrt{2\pi}) + \sum_i -\log(\sigma_i) + \sum_i \left(-\frac{1}{2\sigma_i^2}(z_i - \mu_i)^2\right)
\]

As discussed in Section 4, the intrinsic reward function for training a goal-conditioned policy for a fixed goal \( z \) is given by \( r(s) = \log q_\lambda(z|s) - \log p(z) \).
**Equivalence to GCRL.** It is straightforward to see that for a fixed value of \( \sigma_i \) (say \( \sigma_i = 1.0 \)), Eq. (17) further reduces to

\[
\log q_{\lambda}(z|s) = \text{Const} + \sum_i \left( -\frac{1}{2} (z_i - \mu_i)^2 \right)
\]  

up to a constant factor. This can be interpreted as a smooth reward function for reaching a goal \( z \in \mathcal{G} \), or the squared distance \( \|z - \mu(s)\|^2 \) between \( \mu(s) \) and \( z \) in the goal space \( \mathcal{G} \). A special case of this is when the goal space is set same as the state space (\( \mathcal{G} = \mathcal{S} \)) and a natural identity mapping \( \mu(s) = s \) is used, where the smooth reward function in standard goal-conditioned RL (GCRL) is recovered.

**C More Experimental Results**

In this section, we present additional results for Section 6.3. Table 5 extends Table 4, showing the evaluation metrics for variants of VGCRL where continuous goal spaces of various dimensions are used. Figure 5 and Figure 6 show learning curve plots for the VGCRL variants with categorical and Gaussian posterior, respectively.
| $q(z|s)$ | P-HER? | SN? | $\mathcal{F}$ | HalfCheetah $LGR_z(s)$ | $LGR(z)$ | $\mathcal{F}$ | Ant $LGR_z(s)$ | $LGR(z)$ | $\mathcal{F}$ | Humanoid $LGR_z(s)$ | $LGR(z)$ |
|---|---|---|---|---|---|---|---|---|---|---|---|
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | ✓ | 2.724 | 1.074 | 0.009 | 2.352 | 0.511 | 0.023 | 2.549 | 0.199 | 0.012 |
| GMM ($K = 8$) | ✓ | ✓ | 0.883 | 0.707 | 0.188 | -4.344 | 0.640 | 0.360 | 1.141 | 1.637 | 0.072 |
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | - | -0.731 | 1.251 | 0.172 | -18.490 | 0.306 | 0.427 | -3.597 | 0.538 | 0.147 |
| GMM ($K = 8$) | ✓ | - | -0.145 | 1.352 | 0.017 | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 |
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | - | 5.856 | 0.604 | 0.019 | 5.803 | 1.352 | 0.017 | 4.349 | 0.463 | 0.039 |
| GMM ($K = 8$) | ✓ | - | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 | -3.576 | 0.231 | 0.198 |
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | - | 5.856 | 0.604 | 0.019 | 5.803 | 1.352 | 0.017 | 4.349 | 0.463 | 0.039 |
| GMM ($K = 8$) | ✓ | - | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 | -3.576 | 0.231 | 0.198 |
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | - | -0.145 | 1.352 | 0.017 | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 |
| GMM ($K = 8$) | ✓ | - | -0.145 | 1.352 | 0.017 | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 |
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | - | 5.856 | 0.604 | 0.019 | 5.803 | 1.352 | 0.017 | 4.349 | 0.463 | 0.039 |
| GMM ($K = 8$) | ✓ | - | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 | -3.576 | 0.231 | 0.198 |
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | - | -0.145 | 1.352 | 0.017 | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 |
| GMM ($K = 8$) | ✓ | - | -0.145 | 1.352 | 0.017 | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 |
| $\mathcal{N}(\mu(s), \Sigma(s)^2)$ | ✓ | - | 5.856 | 0.604 | 0.019 | 5.803 | 1.352 | 0.017 | 4.349 | 0.463 | 0.039 |
| GMM ($K = 8$) | ✓ | - | -2.646 | 0.766 | 0.325 | -16.196 | 0.367 | 0.486 | -3.576 | 0.231 | 0.198 |

Table 5: An extended version of Table 4. We present a VGCRL-Gaussian variant where the variance is not learned but kept constant (fixed, e.g. $\log \sigma = 0$) and a variant where the variance is learned as a function of state $s$. VGCRL-GMM is when a Gaussian Mixture Model is used for the discriminator instead of a Gaussian distribution, where means, covariances, and mixture weights are learned through the neural network.
Figure 5: Extension to Figure 4: Learning curves for VGCRL when discrete, categorical goal spaces are used. The dashed line denotes the maximum possible reward, achieved when the discriminator $q(z|s)$ is perfect at every time step. Overall, we can see P-HER improves the learning process of variational empowerment consistently across different environments and the dimensionality of the goal space.
Figure 6: Extension to Figure 4: Learning curves for VGCRL when continuous goal spaces and a family of Gaussian distribution is used for the variational posterior.
D Details of Environments

D.1 Windy PointMass

![Figure 7: Windy PointMass (10-dimensional).](image)

The (windy) point mass environment is a \( N \)-dimensional continuous control environment. The observation space is \( 2N \)-dimensional, each of which describes the position and the velocity per dimension. Each point mass, one per dimension, can move left and right independently within the arena of range \((-1.5, 1.5)\). The action space is \( N \)-dimensional, each of which denoting the amount of velocity acceleration on each dimension. This generalizes common 2D (planar) point mass environments (Brockman et al., 2016; Tassa et al., 2018); indeed, it is exactly equivalent to the 2D point mass environments when \( N = 2 \). The positions of point masses are initialized randomly at each episode. Figure 7 shows a target goal location in overlaying transparent spheres (note that in the experiment we assumed the goal \( G \) to be a \( N \)-dimensional vector, same as the observation space) with \( \mu(s) = s \).

For the windy point mass used in the experiment, we apply a random external force sampled from an uniform distribution \( U(-R_i, R_i) \) to the point mass on dimension \( i \), at every time step. The range of external force gets higher as the dimension index \( i \) increases; we use a profile of \( R_i = 11 \times i \) for \( N = 10 \) (i.e., \( R_0 = 0 \) or no force on dimension 0, and \( R_9 = 99 \) for the last dimension \( i = 9 \)) and \([R_0, R_1] = [0, 40]\) for \( N = 2 \). With such a large external force, the point mass on dimension \( i = 9 \) is almost uncontrollable, mostly bouncing around the external perturbation.

D.2 Expert State Generation

To generate target states \( s^{1:N} \) in the latent goal reaching metric Section 6.2, we collected states (observations) randomly sampled from an expert policy’s rollout trajectory. Expert policies are SAC agents successfully trained on the task with multiple target velocities rather than the standard task (i.e., only moving forward in HalfCheetah, Ant, Humanoid-v3, etc.). Similar to OpenAI gym’s locomotion tasks (Brockman et al., 2016), we use a custom reward function \( r_x = \text{HuberLoss}(\text{target } x \text{ velocity } - \text{ achieved } y \text{ velocity}) \) and a similar one for \( r_y \) to let the robot move in some directions with the desired target velocities. The set of target velocities \( (v_x, v_y) \) were constructed from the choices of \((-2, -1, -0.5, 0, 0.5, 1, 2)\). We used the SAC implementation from (Guadarrama et al., 2018) with a default hyperparameter setting to train expert policies. We sample 6 random states from each expert policy, yielding a total of \( 7^2 \times 6 = 294 \) (or \( 7 \times 6 = 42 \) for HalfCheetah) target states for each environment. Altogether, this dataset provides a set of states where the agent is posing or moving in diverse direction.
E   Implementation Details

For training the goal-conditioned policy, we used Soft Actor-Critic (SAC) (Haarnoja et al., 2018) algorithm with the default hyperparameter setting. To represent the discriminator $q(z|s)$ with a neural network, we simply used a 2-layer MLP with (256, 256) hidden units and ReLU activations. The heads $\mu(s)$ and $\log \sigma(s)$ are obtained through a linear layer on top of the last hidden layer. For Gaussian VGCRLs, we employed an uniform prior $p(z) = [-1, 1]|G|$ and also applied tanh bijections to the variational posterior distribution $q_\lambda(z|s)$ to make the domain of $z$ fit $[-1, 1]|G|$. We also clipped the output of $\log \sigma(s)$ with the clip range $[\log(0.3), \log(10.0)]$ for the sake of numerical stability, so that the magnitude of posterior evaluations (and hence the reward) does not get too large.

For spectral normalization, we swept hyperparameters $\sigma$ that control the Lipschitz constant over a range of $[0, 0.5, 0.95, 2.0, 5.0, 7.0]$, and chose a single value $\sigma = 2.0$ that worked best in most cases. The number of mixtures used in Gaussian Mixture Models is $K = 8$. The heads $\mu(s)$, $\log \sigma(s)$, mixture weights $\alpha(s)$ are obtained through a linear layer on top of the last hidden layer.