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Abstract. We extend the Pizzetti formulas, i.e., expansions of the solid and spherical means of a function in terms of the radius of the ball or sphere, to the case of real analytic functions and to functions of Laplacian growth. We also give characterizations of these functions. As an application we give a characterization of solutions analytic in time of the initial value problem for the heat equation $\partial_t u = \Delta u$ in terms of holomorphic properties of the solid and/or spherical means of the initial data.
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1. Introduction. The mean-value property of harmonic functions, i.e., solutions of the Laplace equation $\Delta u = 0$, where $\Delta = \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2}$, is well known. Namely, if $u$ is harmonic on a domain $\Omega \subset \mathbb{R}^d$, then for every closed ball $B(\hat{x}, R) \subset \Omega$ with center $\hat{x} \in \Omega$ and radius $R > 0$ the average of $u$ over $B(\hat{x}, R)$, and over the sphere $S(\hat{x}, R)$, equals $u(\hat{x})$, i.e.,

\begin{align}
\frac{1}{\sigma(d) R^d} \int_{B(\hat{x}, R)} u(x) dx, \\
\frac{1}{d\sigma(d) R^{d-1}} \int_{S(\hat{x}, R)} u(x) dS(x),
\end{align}

where $\sigma(d) = \pi^{d/2} / \Gamma(d/2+1)$ (with $\Gamma$ the Euler $\Gamma$-function) is the volume of the unit ball in $\mathbb{R}^d$ and $dS$ denotes the surface measure on $S(\hat{x}, R)$. Conversely, if a continuous function $u$ satisfies (1.1a) for every ball (or (1.1b) for every sphere) in $\Omega$, then $u$ is twice continuously differentiable and harmonic on $\Omega$. A generalization of the mean-value property and its converse to polyharmonic functions, i.e., solutions of $\Delta^m u, m \in \mathbb{N}$, was studied by many authors. It turns
out that in this case the spherical and solid means can be expressed by some polynomials in the radius of the ball or sphere. In the case of spherical means in dimensions $d = 2, 3$ the mean-value formula was established already in 1909 by Pizzetti [14, 15]. The converse to the mean-value property for polyharmonic functions in dimension $d = 2$ was first proved by Sbrana [17]. Extensions of the Pizzetti mean-value formula and the converse mean-value property for polyharmonic functions to the case of spherical and solid means in arbitrary dimension were obtained by Nicolesco [13]; their simple proofs based on differential relations between spherical and solid means can be found in [10]. Some other theorems on mean-value properties for polyharmonic and real analytic functions have been obtained by Ghermanesco [7, 8], Friedman [6], Bramble and Payne [4], Sampson [16], Bojanov [3], Zalcman [18], and others.

In this paper we extend the mean-value formulas to the case of real analytic functions and obtain a characterization of these functions in terms of integral means over balls or spheres. We also obtain a similar characterization of functions of Laplacian growth. As an application we study the problem of analyticity in time of solutions to the initial value problem for the heat equation

$$\frac{\partial}{\partial t} u = \Delta u$$

with real analytic initial data $u(0, \cdot) = u_0$. We prove that the solution $u$ is analytic in time at $t = 0$ if and only if the integral means of $u_0$ over balls or spheres of radius $R$ can be extended to entire functions of $R$ of exponential order at most 2.

2. Solid and spherical means. Throughout the paper $\Omega$ denotes a domain, i.e., a connected, open set in $\mathbb{R}^d$. Let $u$ be a continuous function defined on $\Omega$. For any $\hat{x} \in \Omega$ and $0 < R < \text{dist}(\hat{x}, \partial \Omega)$ we denote by $M(u, \hat{x}; R)$ and $N(u, \hat{x}; R)$ the integral means of $u$ over the closed ball $B(\hat{x}, R) \subset \Omega$ and the sphere $S(\hat{x}, R) \subset \Omega$ respectively, i.e.,

$$M(u, \hat{x}; R) = \frac{1}{\sigma(d)R^d} \int_{B(\hat{x}, R)} u(x) dx,$$

$$N(u, \hat{x}; R) = \frac{1}{d\sigma(d)R^{d-1}} \int_{S(\hat{x}, R)} u(x) dS(x).$$

The relations between $M(u, \hat{x}; R)$ and $N(u, \hat{x}; R)$ are given in the following result.

**Lemma 2.1.** [10, Lemma 1]. Let $u$ be a continuous function on $\Omega \subset \mathbb{R}^d$. Then for any $\hat{x} \in \Omega$ and $0 < R < \text{dist}(\hat{x}, \partial \Omega)$ we have

$$\left( \frac{R}{d} \frac{\partial}{\partial R} \right) M(u, \hat{x}; R) + 1 = N(u, \hat{x}; R). \quad (2.1)$$

If we further assume that $u$ has continuous partial derivatives up to second order, then

$$\frac{d}{R} \frac{\partial}{\partial R} N(u, \hat{x}; R) = M(\Delta u, \hat{x}; R). \quad (2.2)$$

The proof of (2.1) follows from the computation of $M(u, \hat{x}; R)$ in spherical coordinates while that of (2.2) by using the Green formula. For details see [10].
3. Mean-value properties for real analytic functions. In this section we prove mean-value formulas for solid and spherical means of real analytic functions. Conversely, real analytic functions are characterized in terms of solid or spherical means.

Denote by $\mathcal{A}(\Omega)$ the set of real analytic functions on $\Omega \subset \mathbb{R}^d$, i.e., $u \in \mathcal{A}(\Omega)$ if for any $\hat{x} \in \Omega$ one can find $\rho > 0$ such that

$$u(x) = \sum_{\ell \in \mathbb{N}_0^d} \frac{1}{\ell_1! \cdots \ell_d!} \frac{\partial^{[\ell]} u(\hat{x})}{\partial x^{[\ell]}} (x - \hat{x})^{[\ell]} \quad \text{for} \ |x - \hat{x}| < \rho,$$

where $\| \cdot \|$ denotes the Euclidean norm, $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$, $|\ell| = \ell_1 + \cdots + \ell_d$ and $x^{[\ell]} = x_{\ell_1}^{\ell_1} \cdots x_{\ell_d}^{\ell_d}$.

Theorem 3.1. (Mean-value property). Let $u \in \mathcal{A}(\Omega)$ and $\hat{x} \in \Omega$. Then $M(u, \hat{x}; R)$ and $N(u, \hat{x}; R)$ are real analytic functions at the origin and for $R$ small enough

$$M(u, \hat{x}; R) = \sum_{k=0}^{\infty} \frac{\Delta^k u(\hat{x})}{4^k (\frac{d}{2} + 1) \frac{d}{k!}} R^{2k}, \quad (3.2)$$

$$N(u, \hat{x}; R) = \sum_{k=0}^{\infty} \frac{\Delta^k u(\hat{x})}{4^k (\frac{d}{2}) \frac{d}{k!}} R^{2k}, \quad (3.3)$$



where for $a \in \mathbb{R}$, $(a)_0 = 1$ and $(a)_k = a(a+1) \cdots (a+k-1)$ for $k \in \mathbb{N}$.

Proof. For simplicity assume that $\hat{x} = 0$ and (3.1) holds for $x \in B(0, \rho)$. Set $B(R) = B(0, R)$ with $R < \rho$. Note that if at least one of the exponents $\ell_1, \ldots, \ell_d$ is odd, then the integral of $x^{[\ell]} = x_{\ell_1}^{\ell_1} \cdots x_{\ell_d}^{\ell_d}$ over $B(R)$ vanishes. Next using [5, formula 676, 11]) we derive for $k \in \mathbb{N}_0$ and $\kappa \in \mathbb{N}_0^d$ with $|\kappa| = k$,

$$\frac{1}{\sigma(d) R^d} \int_{B(R)} x_1^{2\kappa_1} \cdots x_d^{2\kappa_d} dx = \frac{R^{2k}}{\sigma(d)} \int_{B(1)} y_1^{2\kappa_1} \cdots y_d^{2\kappa_d} dy = \frac{R^{2k} \Gamma(\kappa_1 + \frac{1}{2}) \cdots \Gamma(\kappa_d + \frac{1}{2})}{\sigma(d) \Gamma(\frac{d}{2} + k + 1)} = \frac{\Gamma(\frac{1}{2} \kappa_1 \cdots \frac{1}{2} \kappa_d)}{(\frac{d}{2} + 1) \frac{d}{k!}} R^{2k},$$

since $\sigma(d) = \pi^{d/2}/\Gamma(d/2 + 1)$, $\Gamma(1/2) = \sqrt{\pi}$ and $z\Gamma(z) = \Gamma(z+1)$. Hence

$$M(u, \hat{x}; R) = \sum_{k=0}^{\infty} \sum_{\kappa \in \mathbb{N}_0^d, |\kappa| = k} \frac{\partial^{2k} u(\hat{x})}{\partial x^{2\kappa}} \frac{1}{(2\kappa_1)! \cdots (2\kappa_d)!} \frac{(1/2)^{\kappa_1} \cdots (1/2)^{\kappa_d}}{(\frac{d}{2} + 1) \frac{d}{k!}} R^{2k}$$

$$= \sum_{k=0}^{\infty} \frac{R^{2k}}{4^k \frac{d}{2} + 1) \frac{d}{k!}} \sum_{\kappa \in \mathbb{N}_0^d, |\kappa| = k} \frac{k!}{\kappa_1! \cdots \kappa_d!} \frac{\partial^{2k} u(\hat{x})}{\partial x^{2\kappa}}$$

$$= \sum_{k=0}^{\infty} \frac{\Delta^k u(\hat{x})}{4^k \frac{d}{2} + 1) \frac{d}{k!}} R^{2k}. \quad (3.4)$$
To prove the convergence of the series (3.4) note that by the Cauchy inequalities for any \( \vec{R} = (\vec{R}_1, \ldots, \vec{R}_d) \in \mathbb{R}^d_+ \) with \( \|\vec{R}\| < \rho \) one can find \( C < \infty \) depending only on \( \|\vec{R}\| \) such that for any \( \ell \in \mathbb{N}_0^d \),
\[
\left| \frac{\partial^{\ell}|}{\partial x^\ell} u(\hat{x}) \right| \leq \frac{C}{R_1 \cdots R_d} \ell_1! \cdots \ell_d!.
\]
Now choosing \( \vec{R}_i = \|\vec{R}\|/\sqrt{d} \) for \( i = 1, \ldots, d \) we get
\[
\left| \frac{\partial^{\ell}|}{\partial x^\ell} u(\hat{x}) \right| \leq C \left( \sqrt{d} \right)^{|\ell|} \ell_1! \cdots \ell_d! \quad \text{for} \quad \ell \in \mathbb{N}_0^d.
\]
Next observe that
\[
\sum_{\kappa \in \mathbb{N}_0^d, \kappa = k} \left( \frac{1}{2} \right)^{\kappa_1} \cdots \left( \frac{1}{2} \right)^{\kappa_d} \leq \sum_{\kappa \in \mathbb{N}_0^d, \kappa = k} \kappa_1! \cdots \kappa_d!
\]
\[
\leq \sum_{\kappa \in \mathbb{N}_0^d, \kappa = k} k! = \frac{(k + d - 1)!}{(d - 1)!}.
\]
So
\[
\sum_{k=0}^{\infty} \frac{|\Delta^k u(\hat{x})|}{4^k (\frac{d}{2} + 1)_k} \frac{R^2}{k!} \leq \sum_{k=0}^{\infty} \sum_{\kappa \in \mathbb{N}_0^d, \kappa = k} C \left( \frac{\sqrt{d}}{\|\vec{R}\|} \right)^{2k} \left( \frac{\frac{1}{2}}{\frac{d}{2} + 1}_k \right)^{\kappa_1} \cdots \left( \frac{\frac{1}{2}}{\frac{d}{2} + 1}_k \right)^{\kappa_d} R^2 \leq \frac{C}{(d - 1)!} \sum_{k=0}^{\infty} \frac{(k + d - 1)!}{(\frac{d}{2} + 1)_k} \left( \frac{\sqrt{d} R}{\|\vec{R}\|} \right)^{2k}.
\]
Hence the series (3.4) converges for \( |R| < \rho/\sqrt{d} \).
Finally, applying (2.1) we get (3.3). \( \square \)

**Theorem 3.2.** (Converse to the mean-value property). Let \( \rho : \Omega \to \mathbb{R}_+ \) be a continuous positive function and \( u \in C^\infty(\Omega) \). If the series
\[
\widetilde{M}(x; R) = \sum_{k=0}^{\infty} \frac{|\Delta^k u(x)|}{4^k (\frac{d}{2} + 1)_k} \frac{R^2}{k!}
\]
is locally uniformly convergent in \( \{(x, R) : x \in \Omega, |R| < \rho(x)\} \), then \( u \in A(\Omega) \) and \( M(u, x; R) = \widetilde{M}(x; R) \) for \( x \in \Omega \) and \( 0 < R < \min(\rho(x), \text{dist}(x, \partial \Omega)) \).

**Proof.** Fix a compact set \( K \subseteq \Omega \), and set \( \rho = \inf_{x \in K} \rho(x) > 0 \). Then the assumption implies that
\[
\frac{|\Delta^k u(x)|}{4^k (\frac{d}{2} + 1)_k} \frac{R^2}{k!} \to 0 \quad \text{as} \quad k \to \infty
\]
uniformly on \( K \times \{|R| \leq \rho_1\} \) with any \( \rho_1 < \rho \). So for any \( \rho_1 < \rho \) there exists a constant \( C(\rho_1) < \infty \) such that
\[
\sup_{x \in K} |\Delta^k u(x)| \leq C(\rho_1) \cdot 4^k (\frac{d}{2} + 1)_k \rho_1^{-2k} \quad \text{for} \quad k \in \mathbb{N}_0.
\]
Applying the inequalities \((d/2 + 1)k \leq (d/2 + 1)^k k!\) and \(2^k(k!)^2 \leq (2k)!\), we see that for any compact set \(K \Subset \Omega\) one can find \(C < \infty\) and \(L < \infty\) such that
\[
\sup_{x \in K} |\Delta^k u(x)| \leq C L^{2k} (2^k)! \quad \text{for } k \in \mathbb{N}_0.
\]
But by [1, Theorem 2.2 in Chapter II] this inequality implies that \(u \in A(\Omega)\), (see also [12, Theorem 3.8.9]). Finally, by Theorem 3.1 we get \(\tilde{M}(x; R) = M(u, x; R)\).

**Corollary 3.3.** Under the assumptions of Theorem 3.2 if the series
\[
\tilde{N}(x; R) = \sum_{k=0}^{\infty} \frac{\Delta^k u(x)}{4^k \left(\frac{d}{2}\right)_k k!} R^{2k}
\]
is locally uniformly convergent in \(\{(x, R) : x \in \Omega, |R| < \rho(x)\}\), then \(u \in A(\Omega)\) and \(N(u, x; R) = \tilde{N}(x; R)\) for \(x \in \Omega\) and \(0 < R < \min(\rho(x), \text{dist}(x, \partial \Omega))\).

**Corollary 3.4.** Let \(u \in C^\infty(\Omega)\). If \(u\) is polyharmonic in \(\Omega\), then \(u \in A(\Omega)\).

**Proof.** Indeed, polyharmonicity of \(u\) implies that the sum in (3.5) is finite, so Theorem 3.2 applies.

### 4. Functions of Laplacian growth.

In order to control the growth of iterated Laplacians of smooth functions Aronszajn et al. [1] introduced the notion of Laplacian growth.

**Definition 4.1.** Let \(\varrho > 0\) and \(\tau \geq 0\). A function \(u\) smooth on \(\Omega \subset \mathbb{R}^d\) is of Laplacian growth \((\varrho, \tau)\) on \(\Omega\) if for every compact set \(K \Subset \Omega\) and \(\varepsilon > 0\) one can find \(C = C(K, \varepsilon) < \infty\) such that
\[
\sup_{x \in K} |\Delta^k u(x)| \leq C (2^k)!^{1 - 1/\varrho} (\tau + \varepsilon)^{2k} \quad \text{for any } k \in \mathbb{N}_0. \tag{4.1}
\]

Recall also

**Definition 4.2.** [2]. Let \(\varrho > 0\) and \(\tau \geq 0\). An entire function \(F\) is said to be of exponential growth \((\varrho, \tau)\) if for every \(\varepsilon > 0\) one can find \(C_\varepsilon < \infty\) such that
\[
\sup_{|z| \leq R} |F(z)| \leq C_\varepsilon \exp\{(\tau + \varepsilon) R^\varrho\} \quad \text{for any } R < \infty.
\]

The exponential growth of an entire function can be expressed in terms of estimates of its Taylor coefficients.

**Theorem 4.3.** [2, Theorems 2.2.2, 2.2.10]. Let \(\varrho > 0, \tau \geq 0\), and let \(F(z) = \sum_{n=0}^{\infty} a_n z^n\) be an entire function. Then \(F\) is of exponential growth \((\varrho, \tau)\) if and only if for any \(\varepsilon > 0\) one can find \(C_\varepsilon < \infty\) such that
\[
|a_n| \leq C_\varepsilon \left(\frac{e \rho \tau + \varepsilon}{n}\right)^{n/\varrho} \quad \text{for any } n \in \mathbb{N}.
\]

**Definition 4.4.** Let \(\varrho > 0\) and \(\tau \geq 0\). We say that a function \(F\) defined on \(\Omega \times \mathbb{C}\), \(\Omega \subset \mathbb{R}^d\), is entire of exponential growth \((\varrho, \tau)\) locally uniformly in \(\Omega\) if for any compact set \(K \Subset \Omega\) and \(\varepsilon > 0\) one can find \(C_{K, \varepsilon} < \infty\) such that
\[
\sup_{x \in K} \sup_{|z| \leq R} |F(x, z)| \leq C_{K, \varepsilon} \exp\{(\tau + \varepsilon) R^\varrho\} \quad \text{for any } R < \infty.
\]
It turns out that a function $u$ of Laplacian growth $(\varrho, \tau)$ on $\Omega$ is, in fact, real analytic on $\Omega$ [1, Theorem 2.2 in Chapter II]. So the solid and spherical means $M(u, x; R)$ and $N(u, x; R)$ are well defined for $x \in \Omega$ and $R$ small enough. However due to estimate (4.1) both $M(u, x; R)$ and $N(u, x; R)$ as functions of $R$ can be extended to entire functions of exponential growth locally uniformly in $\Omega$.

**Theorem 4.5.** Let $\varrho > 0$ and $\tau \geq 0$. If $u$ is of Laplacian growth $(\varrho, \tau)$ on $\Omega$, then $M(u, x; R)$ and $N(u, x; R)$ as functions of $R$ extend holomorphically to entire functions of exponential growth $(\varrho, \tau^\varrho/\varrho)$ locally uniformly in $\Omega$.

**Proof.** Let $u$ be of Laplacian growth $(\varrho, \tau)$ on $\Omega$. Since $u$ is real analytic, (3.2) holds for any $x \in \Omega$ and $R$ small enough. Set

$$\widetilde{M}(u, x; z) = \sum_{k=0}^{\infty} \frac{\Delta^k u(x)}{4^k \left( \frac{d}{2} + 1 \right)_k k!} z^{2^k} \quad \text{for } x \in \Omega \text{ and } z \in \mathbb{C}. \quad (2)$$

Then $\widetilde{M}$ is a holomorphic extension of $M$. Indeed, applying (4.1) and the inequality $(2k)! \leq 4^k \left( \frac{d}{2} + 1 \right)_k k!$, we get for any $K \in \Omega, \varepsilon_1 > 0$ and $R < \infty$,

$$\sup_{x \in K} \sup_{|z| \leq R} |\widetilde{M}(u, x; z)| \leq \sup_{x \in K} \sum_{k=0}^{\infty} \frac{|\Delta^k u(x)|}{4^k \left( \frac{d}{2} + 1 \right)_k k!} R^{2k} \leq C_{K, \varepsilon_1} \sum_{k=0}^{\infty} \frac{(2k)! - 1/e (\tau + \varepsilon_1)^{2k}}{4^k \left( \frac{d}{2} + 1 \right)_k k!} R^{2k} \leq C_{\varepsilon_1} \sum_{k=0}^{\infty} \frac{1}{(2k)!} (\tau + \varepsilon_1)^{2k} R^{2k}.$$

Clearly, the last series converges for any $R$. So $\widetilde{M}(u, x; R)$ as a function of $R$ is entire. Now fix $\varepsilon > 0$ and find $\varepsilon_1 > 0$ such that $e(\tau + \varepsilon_1)^{\varrho} \leq \tau^{\varrho} + \varepsilon$. Then using $k! \geq k^k e^{-k}$ for $k \in \mathbb{N}_0$, we estimate for any $k \in \mathbb{N}_0$,

$$\frac{1}{(2k)!} (\tau + \varepsilon_1)^{2k} \leq \left( \frac{e}{2k} \right)^{2k/\varrho} (\tau + \varepsilon_1)^{2k} \leq \left( \frac{e \varrho^{\varrho}/\varrho + \varepsilon}{2k} \right)^{2k/\varrho}.$$

Thus, by Theorem 4.3, $\widetilde{M}(u, x; R)$ is an entire function of exponential growth $(\varrho, \tau^\varrho/\varrho)$ locally uniformly in $\Omega$.

In the case of $N(u, x; R)$ the proof goes along the same lines. \hfill \Box

**Theorem 4.6.** Let $\varrho > 0$, $\tau \geq 0$ and $u \in A(\Omega)$. Assume that $M(u, x; R)$ (resp. $N(u, x; R)$) defined for $x \in \Omega$ and $0 \leq R < \text{dist}(x, \partial \Omega)$ extends holomorphically to an entire function $\widetilde{M}(u, x; z)$ (resp. $\widetilde{N}(u, x; z)$) of exponential growth $(\varrho, \tau)$ locally uniformly in $\Omega$. Then $u$ is of Laplacian growth $(\varrho, (\varrho \tau)^{1/\varrho})$ on $\Omega$.

**Proof.** Clearly, for any $x \in \Omega$ an extension $\widetilde{M}$ of $M$ is given by (4.2). Fix $K \in \Omega$ and $\varepsilon > 0$. Choose $0 < \varepsilon_3 < \varepsilon_2 < \varepsilon_1 < \varepsilon$ satisfying

$$\begin{align*}
(1 + \varepsilon_3)^{3/2 - 1/\varrho} ((\varrho \tau)^{1/\varrho} + \varepsilon_1) &\leq (\varrho \tau)^{1/\varrho} + \varepsilon, \\
(\varrho \tau + \varepsilon_2)^{1/\varrho} &\leq (\varrho \tau)^{1/\varrho} + \varepsilon_1.
\end{align*} \quad (4.3)$$
\[
\frac{1 + \varepsilon_3}{e} \leq \frac{\varrho \tau + \varepsilon_1}{e \varrho \tau + \varepsilon_1}.
\] (4.5)

(To show the existence of \(\varepsilon_2 > 0\) satisfying (4.4) set \(f(\varepsilon_1) = ((\varrho \tau)^{1/\varrho} + \varepsilon_1)^{\varrho}\). Then \(f(0) = \varrho \tau\) and \(f'(\varepsilon) = \varrho((\varrho \tau)^{1/\varrho} + \varepsilon)^{\varrho-1} > 0\) for \(\varepsilon_1 > 0\).) By Theorem 4.3 the assumption that \(\tilde{M}\) is an entire function of exponential growth \((\varrho, \tau)\) uniformly on \(K\) implies that we can find \(C_{\varepsilon_2}\) such that

\[
\sup_{x \in K} |\Delta^k u(x)| \leq C_{\varepsilon_2} \left( \frac{e \varrho \tau + \varepsilon_2}{2k} \right)^{2k/\varrho} \quad \text{for } k \in \mathbb{N}.
\]

We can also find \(C_{\varepsilon_3}\) such that

\[
\left( \frac{d}{2} + 1 \right)^k \leq C_{\varepsilon_3} (1 + \varepsilon_3)^k k! \quad \text{for } k \in \mathbb{N}_0
\] (4.6)

and (by the Stirling formula)

\[
(k/e)^k \leq k! \leq C_{\varepsilon_3} (k/e)^k (1 + \varepsilon_3)^k \quad \text{for } k \in \mathbb{N}_0.
\] (4.7)

Hence for \(k \in \mathbb{N}\) we get

\[
\sup_{x \in K} |\Delta^k u(x)| \leq 4^k \left( \frac{d}{2} + 1 \right)^k \cdot C_{\varepsilon_2} \left( \frac{e \varrho \tau + \varepsilon_2}{2k} \right)^{2k/\varrho} \leq 4^k C_{\varepsilon_2} C_{\varepsilon_3} (1 + \varepsilon_3)^k (k!)^2 \left( \frac{e \varrho \tau + \varepsilon_2}{2k} \right)^{2k/\varrho}.
\] (4.8)

Now by (4.7) and (4.5),

\[
(k!)^{2/\varrho} \leq C_{\varepsilon_3} \left( \frac{k(1 + \varepsilon_3)}{e} \right)^{2k/\varrho} \leq C_{\varepsilon_3} \left( \frac{k(\varrho \tau + \varepsilon_2)}{e \varrho \tau + \varepsilon_2} \right)^{2k/\varrho}.
\]

So

\[
(k!)^{2/\varrho} \cdot \left( \frac{e \varrho \tau + \varepsilon_2}{2k} \right)^{2k/\varrho} \leq C_{\varepsilon_3} \left( \frac{\varrho \tau + \varepsilon_2}{2} \right)^{2k/\varrho}.
\]

Thus by (4.8), (4.4), (4.7) and (4.3), we derive

\[
\sup_{x \in K} |\Delta^k u(x)| \leq 4^k C_{\varepsilon_2} C_{\varepsilon_3} (1 + \varepsilon_3)^k (k!)^{2-2/\varrho} C_{\varepsilon_3} \left( \frac{\varrho \tau + \varepsilon_2}{2} \right)^{2k/\varrho} \leq C_{\varepsilon_2} C_{\varepsilon_3}^3 (1 + \varepsilon_3)^k (k!)^{2-2/\varrho} \left( \frac{\varrho \tau}{\varrho + \varepsilon_1} \right)^{2k} \leq C_{\varepsilon_2} C_{\varepsilon_3}^3 (1 + \varepsilon_3)^k (2k)^{1-1/\varrho} \left( \frac{\varrho \tau}{\varrho + \varepsilon_1} \right)^{2k} \leq C_{\varepsilon_2} (2k)^{1-1/\varrho} \left( \frac{\varrho \tau}{\varrho + \varepsilon_1} \right)^{2k}.
\]

Since \(K \subseteq \Omega\) was arbitrary, \(u\) is of Laplacian growth \((\varrho, (\varrho \tau)^{1/\varrho})\) on \(\Omega\).

In the case of \(N\) the proof goes along the same lines. \(\square\)
5. Convergent solutions of the heat equation. Here we consider the initial value problem for the heat equation

\[
\begin{aligned}
\partial_t u - \Delta_x u &= 0, \\
u|_{t=0} &= u_0,
\end{aligned}
\]  
\tag{5.1}

where \( u_0 \in A(\Omega), \Omega \subset \mathbb{R}^d \). Clearly, the unique formal power series solution of (5.1) is given by

\[
\hat{u}(t, x) = \sum_{k=0}^{\infty} \frac{\Delta^k u_0(x)}{k!} t^k.
\]  
\tag{5.2}

We ask when the solution \( u \) is an analytic function of the time variable at \( t = 0 \). In the dimension \( d = 1 \) the problem was solved by Kowalewskaya [9]. She proved that the solution \( u \) is analytic in time if and only if the initial data \( u_0 \) can be holomorphically extended to an entire function of exponential order 2. In the multidimensional case the solution of the problem was given by Aronszajn et al. [1] in terms of the growth of iterates of the Laplacian of the initial data.

\textbf{Theorem 5.1.} Let \( 0 < T \leq \infty \). If the formal power series solution (5.2) of the initial value problem (5.1) is convergent for \( |t| < T \) locally uniformly in \( \Omega \), then \( M(u_0, x; R) \) and \( N(u_0, x; R) \) extend holomorphically to entire functions of exponential growth \((2, 1/(4T))\) locally uniformly in \( \Omega \). Conversely, if \( M(u_0, x; R) \) or \( N(u_0, x; R) \) can be holomorphically extended to entire functions of exponential growth \((2, 1/(4T))\) locally uniformly in \( \Omega \), then the solution (5.2) of (5.1) is convergent for \( |t| < T \) locally uniformly in \( \Omega \).

\textbf{Proof.} Assume that \( \hat{u}(t, x) \) is convergent for \( |t| < T \) locally uniformly in \( \Omega \). Then for any compact set \( K \Subset \Omega \) and \( \varepsilon > 0 \) there exists \( C_\varepsilon = C(K, \varepsilon) < \infty \) such that

\[
\sup_{x \in K} |\Delta^k u_0(x)| \leq C_\varepsilon \left( \frac{1}{T} + \varepsilon \right)^k k! \quad \text{for } k \in \mathbb{N}_0.
\]

So for any \( k \in \mathbb{N}_0 \), we have

\[
\sup_{x \in K} |\Delta^k u_0(x)| \leq C_\varepsilon \left( \frac{1}{T} + \varepsilon \right)^k k! \leq C_\varepsilon \left( \frac{1}{T} + \varepsilon \right)^k \left( \frac{1}{2} + \varepsilon \right)^k \cdot (2k)!^{1/2}
\]

\[
\leq C_\varepsilon \left( (2T)^{-1/2} + \varepsilon \right)^{2k} \cdot (2k)!^{1/2}.
\]

Hence, \( u_0 \) is of Laplacian growth \((2, 1/\sqrt{2T})\) on \( \Omega \) and by Theorem 4.5, \( M(u_0, x; R) \) and \( N(u_0, x; R) \) extend holomorphically to entire functions of exponential growth \((2, 1/(4T))\) locally uniformly in \( \Omega \).

Conversely, suppose that \( M(u_0, x; R) \) or \( N(u_0, x; R) \) can be holomorphically extended to entire functions of exponential growth \((2, 1/(4T))\) locally uniformly in \( \Omega \). Then by Theorem 4.6, \( u_0 \) is of Laplacian growth \((2, 1/\sqrt{2T})\) on \( \Omega \). Fix \( K \Subset \Omega \) and \( |t| < T \). Then for \( \varepsilon > 0 \) sufficiently small, we get
\[
\sup_{x \in K} \sum_{k=0}^{\infty} \frac{|\Delta^k u_0(x)|}{k!} |t|^k \leq C_\varepsilon \sum_{k=0}^{\infty} \frac{\left(1/\sqrt{2T} + \varepsilon\right)^{2k} \cdot (2k!)^{1/2} |t|^k}{k!} \\
\leq C_\varepsilon \sum_{k=0}^{\infty} \left(\frac{1}{2T} + \varepsilon\right)^k (2 + \varepsilon)^k |t|^k \\
\leq C_\varepsilon \sum_{k=0}^{\infty} \left[\left(\frac{1}{T} + \varepsilon\right) |t|^k\right] < \infty.
\]

Since \(K \subseteq \Omega\) was arbitrary, \(\hat{u}(t, x)\) is convergent for \(|t| < T\) locally uniformly in \(\Omega\). \(\square\)

**Remark 5.2.** The problem of Borel summability of formal solutions of the heat equation was studied by Michalik [11]. From his main result [11, Theorem 1] one can derive a characterization of analytic solutions of (5.1) similar to that in Theorem 5.1.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution Noncommercial License which permits any noncommercial use, distribution, and reproduction in any medium, provided the original author(s) and source are credited.
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