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Abstract: The purpose of this paper is to introduce and discuss the following two functions that are considered to be important in human-coexistence robots and human-symbiotic robots: the method of generating emotional movements, and the method of transmitting behavioral intentions. The generation of emotional movements is to design the bodily movements of robots so that humans can feel specific emotions. Specifically, the application of Laban movement analysis, the development from the circumplex model of affect, and the imitation of human movements are discussed. However, a general technique has not yet been established to modify any robot movement so that it contains a specific emotion. The transmission of behavioral intentions is about allowing the surrounding humans to understand the behavioral intentions of robots. Specifically, informative motions in arm manipulation and the transmission of the movement intentions of robots are discussed. In the former, the target position in the reaching motion, the physical characteristics in the handover motion, and the landing distance in the throwing motion are examined, but there are still few research cases. In the latter, no groundbreaking method has been proposed that is fundamentally different from earlier studies. Further research and development are expected in the near future.
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1. Introduction

The purpose of this paper is to introduce and discuss the following two functions that are considered to be important in human-coexistence robots and human-symbiotic robots: the method of generating emotional movements, and the method of transmitting behavioral intentions.

The most prominent feature of robots is that they have a body as an entity, and by moving that body, it is useful and beneficial to humans. Additionally, the main function of robots is to realize physical work by physical interaction with the environment using their bodily movements. In this paper, the function of transmitting emotional effects and behavioral intentions, i.e., the internal information of the robot, to humans using the bodily movements of robots is discussed. One solution to the problem of improving the affinity and friendliness felt by humans in human-coexistence robots is to design the robot movements so that humans can perceive the emotions and intentions of the robot.

In this paper, examples of major research and development are introduced and discussed. Here, we focus on when original ideas were first presented and new concepts were first proposed, regardless of whether they were published in academic journals or international conferences. Despite the important issues identified, we found that there are not many new methods, distinctive approaches, or interesting ideas. This also shows that the performance of the functions realized so far is still insufficient, that is, there is a lot of room for future research and development.
The rest of this paper is structured as follows: Section 2 deals with methods for generating emotional movements. It introduces not only studies on human estimations of emotions from robot bodily movements, but also studies on designing robot bodily movements so that humans can perceive specific emotions. Specifically, the application of LMA (Laban movement analysis), the development from the circumplex model of affect, and the imitation of human movements are discussed. Section 3 covers methods for transmitting behavioral intentions. It is not about the robot estimating the human status or intention, but about allowing the surrounding humans to understand the behavioral intentions of the robot. Specifically, the informative motions in arm manipulation (Section 3.2) and the transmission of the movement intention of robots (Section 3.3) are discussed. In Section 4, some messages are given as closing remarks.

2. Generation of Emotional Movements of Robots

There have been several reports of research trends on emotional expressions in the bodily movements of robots, such as [1,2]. However, many of them concern the recognition and classification of emotions received by an observing person, such as [3,4]. In contrast, this paper mainly discusses the generation of emotional movements in the robot body. That is, the methods by which emotion can be identified from the bodily movements of robots and also the methods by which the bodily movements of robots are processed so that some specific emotion can be recognized are examined.

2.1. Application of Laban Movement Analysis

In Laban movement analysis (LMA) [5–7], the representation components included in bodily movements are classified into the categories of Effort and Shape, and the bodily movements are evaluated based on them. The Effort component defines the dynamic characteristics and qualities of movement, and consists of four elements: Space (indirect (flexible)—direct), Weight (light—strong), Time (sustained—sudden (quick)), and Flow (free (fluent)—bound). The Shape component expresses the geometrical features of the whole shape, and is captured in three virtual planes: the Table (horizontal) plane, the Door (vertical) plane, and the Wheel (sagittal) plane. The LMA has been used for the analysis and evaluation of emotions that people can estimate from the bodily movements of robots.

Nakata et al. [8–10] proposed a “Labanian theory” that qualitatively describes bodily movements based on LMA. That is, they formulated the physical feature values based on LMA and applied them to six types of dance in a mammalian-type dance robot (a symmetric body with a head and two arms). By some experiments with participants, they confirmed the correlation between the calculated physical feature values and the emotions (joy, surprise (pleasure), sadness (grief), and anger) received by people from the bodily movements of the robot.

The EMOTE (Expressive Motion Engine) proposed by Chi et al. [11] is also a computational model of the Effort component and Shape component of LMA. The parameter adjustments shown for generating more natural synthetic gestures were subjective by manual settings. It has also been pointed out that it is important for the arm and the torso to work together for the generation of natural movements of animated characters.

Hachimura et al. [12] tried to extract motions corresponding to LMA components from a dataset of ballet dance performed by a skilled professional dancer obtained using a motion capture system. They formulated the feature values of Weight, Space, and Time, which are the elements of the Effort component, and extracted strong motions and weak motions in each element, respectively. The results were evaluated by comparison with the judgment of a LMA expert, and it was confirmed that the numerical formulation of LMA feature value is possible to some extent.

Barakova et al. [13] translated the Laban Effort parameters (Weight, Time, and Flow) to low-level movement parameters (curvature, velocity, and acceleration) based on the proposal by Rett et al. [14]. Proposing a framework for interpreting emotional movements, they designed behaviors of a small humanoid robot (NAO) to support group games for
children to play. They pointed out the importance of different acceleration profiles of movement to design the emotional and social behaviors of robots.

Matsumaru [15,16] examined not only a method to identify emotions from bodily movements, but also a method to process bodily movements so that one specific emotion of four emotional options (joy, anger, sadness, or fear) could be put into the bodily movements of a small teddy bear robot with three links (right arm, left arm, and head) connected to its body with two-degree-of-freedom joints. The four kinds of emotion were set based on Pultchik’s wheel of emotions [17–20]. In this study, two standpoints were considered, a performer and an observer, to establish a dataset of emotional movements used in the analysis. Robot motion data were collected from the performer’s standpoint and were classified in the observer’s standpoint. First, fifty participants created the bodily movements of the robot with specific emotions. Then, the emotion discrimination in the collected motion data was carried out using the five feature quantities based on LMA; Weight effort (WE), Time effort (TE), Space effort (SE), Positional deflection (PD) in three directions, and Distance between parts (DP) on three planes, as in Nakata et al. [8–10]. The identification of the four emotions from the bodily movements was examined by comparing the result of the deviation score (DS) and the result of the discriminant analysis (DA), and the discrimination probability was around 60% in either method. When the motion data were identified using the principal components obtained by principal component analysis (PCA), the four emotions could be identified with a probability of about 70% or more. Furthermore, linear discriminant analysis (LDA) was used to clarify the characteristics of the principal components of each emotional movement. Then, in order to implement specific emotions in bodily movements, a method was proposed to process a basic movement based on the design principle settled from the characteristics of the principle component. Experiments with participants have shown that emotional movements can be generated so that people can interpret the intended emotions with a certain probability. Additionally, it was found that the movements with joy and anger were large, dynamic and frequent, so that intended emotion was easy to understand from the bodily movements. However, the movements with sadness and fear were small, static, and slow, so they were difficult to identify. It was also pointed out that the coordination and synchronization among nonverbal modalities (such as bodily movements and facial expressions) and the combination with auditory information (such as sound and voice) are important by a similar study on virtual characters [21] at around the same time.

Takahashi et al. [22] created movements with six kinds of emotions (joy, sadness, surprise, anger, fear, and disgust) based on Ekman’s basic emotions [23,24] proposed in conjunction with the classification of facial expressions. The same teddy bear robot as in [15,16] was used, also considering two major components (Effort and Shape) of LMA. The robot motion was created based on observations of human movements, so the design policy of emotional movements was qualitative and there was a lot of room for arbitrariness.

Samadani et al. [25,26] generated the opening and closing motion of (a) an anthropomorphic (human-like) hand model and (b) a non-anthropomorphic frond-like structure so as to recognize and generate emotional hand movements. A dataset was prepared which consisted of one movement type (opening and closing the hand) labeled in three emotional expressions (sadness, joy, and anger) by a demonstrator familiar with Laban notation. The FPCA (functional principal component analysis) was applied to extract features. The generated motion was evaluated by the LOOCV (leave-one-out cross validation) method using the one-nearest-neighbor misclassification error, and the relationship between the original emotional movement and the reproduced emotions were evaluated. It was shown that the original and regenerated affective movements were perceived quite similarly. This study focused on hand movements with remodeling and reproducing methods, but was not extended to apply to other parts of the body or other types of movements.

2.2. Development from the Circumplex Model of Affect

Many studies have referred the circumplex model of affect [27–29] proposed by Russell to estimate and implement emotions in bodily movements. This is a two-dimensional expression
of emotion (affect): the positive/negative of valence (or pleasantness) and the high/low of arousal (or activation). Furthermore, Russell and Mehrabian have also proposed a PAD (pleasure–arousal–dominance) temperament (emotional state) model \[30,31\]. They argued that many emotions are captured in the three-dimensional coordinate system of PAD. Additionally, other emotions beyond pleasure, arousal, and dominance are arranged in the PAD space, such as exuberance (+P, +A, +D), hostility (−P, +A, +D), relaxation (+P, −A, +D), dependence (+P, +A, −D), docility (+P, −A, −D), anxiety (−P, +A, −D), disdain (−P, −A, +D), and boredom (−P, −A, −D).

Masuda et al. \[32\] examined four emotions (pleasure, anger, sadness, and relaxation) with reference to the circumplex model of affect. Specifically, they manipulated a small humanoid robot (KHR-2HV) to create emotional movements, set the Laban’s feature value set (Space, Time, Weight, Inclination, Height, and Area), and analyzed the correlation with the emotions estimated by participants. The equations to estimate the emotions contained in the whole-body movements were derived using multiple linear regression analysis. It was reported that the accuracy rate (the degree of agreement between the participants’ estimation and the equations’ estimation) was 85% or more.

Nakagawa et al. \[33\] generated emotional movements in a semi-humanoid robot, Robovie-mini, with four-degree-of-freedom arms and a three-degree-of-freedom head. Based on Russell’s circumplex model of affect, the valence level was associated with the basic posture of the robot, and arousal level was associated with the velocity and extension of joint movement of the robot. This method is used for conveying emotional nuances to users, and it would be applicable to any humanoid robot with various configurations in degrees of freedom. However, the basis for mapping emotions and movements was not fully examined. Additionally, this study did not aim to implement a specific emotion in the robot movements for certain tasks.

Glowinski et al. \[34\] identified and analyzed the posture, shape and dynamic features of expressive gestures in emotion portrayals of human upper-body movements in a trial. They aimed to individuate the minimal representation of emotional displays based on nonverbal gesture features. They analyzed 120 emotion portrayals, in which 10 professional actors (5 females and 5 males) expressed 12 emotions as a subset of the GEMEP (Geneva multimodal emotion portrayals) corpus \[35\]. A set of 12 emotional states (elated joy/hot anger (rage), amusement/panic fear, pride/despair, pleasure/cold anger (irritation), relief/anxiety (worry), and interest/sadness (depression)) was created based on Russell’s circumplex model of affect. First, they identified that the four principal components of motion that express emotions were the activity of movement, the temporal and spatial excursion of movement, the symmetry of spatial range and posture, and the discontinuity and jerkiness of movement. By analyzing the relationship between these four principal components and the emotional states, it was suggested that an emotional behavior is distinguished into one emotional groups which is associated with one of four quadrants in the space of valence (positive/negative) and arousal (high/low).

Dael et al. \[36\] adopted the BAP (body, action, and posture) coding system to examine the description of emotional states by physical movements using a subset of the GEMEP corpus \[35\]. Specifically, they performed PCA (principal component analysis) on 49 behavior variables to extract 16 components, and analyzed the correlation between the 12 natural groupings (clusters) of emotion portrayals and the 12 emotion categories. Additionally, it was suggested that there may be few specific patterns for typical emotion in body posture, gestures, and movements.

Claret et al. \[37\] translated the emotional information which was expressed in the PAD (pleasure–arousal–dominance) space, based on the PAD temperament model, into kinematic features of motion in the JVG (jerkiness–activity–gaze) space. Then, using the JVG point and the position data of the user’s eye, the head orientation and body posture of the robot were calculated. Additionally, the motion velocity of the robot joints was generated by integrating the temporal sequence of hand poses to achieve the main task in the task priority inverse kinematics. This study particularly paid attention to the jerkiness (J) and activity (V)
of the four principal components—energy (activity), spatial extent, smoothness/jerkiness, and symmetry (excursion)—which were extracted by Glowinski et al. [34] in the study on automatic feature extraction from expressive gestures. Based on the above-mentioned method, the movements (pleasure and arousal) of the arms and body and the amount of operation of the line of sight (dominance) of a semi-humanoid robot (Pepper, designed by Softbank Robotics) were determined and demonstrated. This method was later used as a general method for processing emotional states to be included in robot movements. It is effective for generating robot gestures and movements in a free space; however, some further ingenuity is required to extend it to movements in constrained spaces that involve contact with objects.

2.3. Imitation of Human Movement

There is also a method of generating emotional movements of a robot based directly on human motion data, or a database (DB).

Zecca et al. [38,39] created the whole-body movements of a humanoid robot KOBIAN that expressed emotions (anger, disgust, fear, sadness, confusion, happiness, and surprise) by human subjective manipulations. It was confirmed that people struggled to recognize emotions from only the whole-body movements of the robot, although it was also shown that the recognition rate could be improved when whole-body movements were accompanied with facial expressions. In addition, it was also reported that the whole-body movements created by a photographer and a cartoonist and the whole-body movements created by researchers were very different, and the emotions expressed by a professional actor were not always well recognized.

Kim et al. [40,41] proposed a generation method of robot motion based on a combination of contextual information and a behavior DB, aiming to realize a robot that provided an emotional interactive service. Specifically, human behavior data were collected in a DB, and a primitive DB was created from the behavior DB. The parameters (start and end positions, motor speed, time information, etc.) of the primitive DB were adjusted according to the context, and a linear interpolation method was applied. Then, 13 types of intentions (sentences) were roughly classified into 4 types—question (2), asking (2), response (4), and explanation (5)—with 3 types of emotional states (positive, neutral, and negative), so a total of 39 types of robot movements (facial expressions, neck motion, and arm gestures) were generated. A primitive questionnaire survey was conducted with 23 participants in which participants decided which one of five sentences was more appropriate for the presented motion expression: question (open question), asking (suggestion), response (approval), response (refuse), and informing (opening). It was reported that a motion without voice might have ambiguity, and the impression of motion expression was dependent on personal and subjective feelings.

Li et al. [42] investigated the recognition of emotions by participants from the created robot movements. They considered the six emotions (anger, disgust, fear, happiness, and sadness) based on Ekman’s basic emotions [23,24] in the same teddy bear robot as [15] and [22]. The difference in the perception by participants due to the difference between the provided and withheld context of the situation at the time of creating the robot motion and the difference in the perception by participants due to the robot motions created by puppeteers and laypeople (amateurs) were reported. However, the number of participants was limited, and the methods and guidelines to design robot gestures for the purpose of transmitting some forms of information were proposed as neither qualitative nor quantitative.

Erden [43] also studied the recognition of emotions by participants from movements of a small humanoid NAO, targeting three kinds of emotions (anger, sadness, and happiness) from six emotions based on Ekman’s basic emotions. The robot posture was determined based on the quantitative descriptions for a computer-generated mannequin [44], compiled from qualitative descriptions of emotional posture expressions in previous studies. It presented similar results to previous studies that there were still confusions mostly between anger and fear, happiness and surprise, and sadness and fear.

McColl et al. [45] generated body language in the upper body of a humanoid robot corresponding to a set of eight emotions (sadness, elated joy, anger, interest, fear, surprise,
boredom, and happiness). They referenced the body language classification and the body movements and postures associated with specific emotions (body language descriptors) reported by Meijer [46] and Wallbott [47]. Similar results as in previous studies were presented, such as the importance of cooperation between body language, facial expressions, and vocal intonation.

Takahashi et al. [48] experimented with the influence of the emotional expression of a robot on human decision-making in a selection situation during the “Prisoner’s Dilemma Game” between a participant and a robot (small humanoid NAO). However, the emotional movements of the robot (joy, anger, shame, sadness (small), and sadness (large)) according to the selection situation were merely the reproduction of movements in which a researcher manually manipulated the robot limbs. In addition, the result that the participant acted more cooperatively when the humanoid robot acted more cooperatively rather than more competitively was similar to the findings in a previous study [49] (on an agent in the computer screen).

2.4. Behavior of Non-Biomimetic Robot

Human motion data are used for emotional expression not only in humanoid robots with different degrees of freedom, but also in robots with different structures that do not imitate living creatures (human beings, mammals, etc.) of animal size.

Karg et al. [50] attempted to generate emotional (pleasure, arousal, and dominance) movements of hexapods (six-legged robots) from a human emotional walking DB. They defined a “Froude number” that represented a dynamic similarity of walking styles, and used it to map different structures. From the experimental results, it was confirmed that several different levels of pleasure, arousal, and dominance were recognizable in the way the hexapod walked.

There are also reports of the relationship between the movements of non-biomimetic robots and the emotions that people can perceive.

Saerbeck et al. [51] used a mobile robot moving on a plane surface to examine the relationship between its movement and the emotions caused in people. They conducted a questionnaire survey, and the evaluation criteria were set based on the idea of the PANAS (Positive and Negative Affect Schedule) scale [52,53] and a SAM (Self-Assessment Manikin) [54,55]. The PANAS uses pairs (positive affect and negative affect) of 10-item PA (positive affect)/NA (negative affect) mood scales: interested/irritable, distressed/alert, excited/ashamed, upset/inspired, strong/nervous, guilty/determined, scared/attentive, hostile/jittery, enthusiastic/active, and proud/afraid. The SAM is an emotional assessment system devised to assess the three dimensions of pleasure, arousal, and dominance. The researchers recorded the interpretations of participants when the acceleration and curvature of the robot movement with the motion parameters were systematically changed. They found that the arousal level could be predicted from the acceleration, and that the combination of acceleration and curvature could affect the valence level. If a large amount of this kind of knowledge was systematically collected, it could be used as an elemental technique when designing robot movements that make people feel some emotions.

Knight et al. [56] investigated the interpretations of participants by changing the trajectory between the known start and stop positions of a mobile robot. They proposed a method to overlay the expressive motions of robots into actual actions for task execution. However, in reality, they only compared the impressions of participants on four types of changes in trajectory shape (line to line, sine to line, line to sine, and sine to sine) and obtained similar conclusions as on the impressions of human actions. If we can collect data under various conditions and clarify the relationship between the specific emotions felt by people and the trajectory shape of mobile robots, this may be applicable to the design of various robot movements.

2.5. Discussion

The above statements can be summarized in Tables 1–4. It has been clarified that it is difficult not only to design robot movements so that humans can feel the intended emotion accurately, but also to make humans feel the intended emotion only from the robot movements. In other words, a general technique has not yet been established to modify any robot movement so that it contains a specific emotion in order to improve the affinity and
friendliness that humans feel toward the robot. On the other hand, as already pointed out in various previous studies, consideration for consistency and synchronization in multi-modal information channels, including facial expressions and vocal sound (loudness, pitch, and speed), is important and effective for communication. Therefore, it is unnatural that only the movement is invariant when the robot expresses emotions, and it is significant that the movement is modified in various ways according to facial expression and vocal sound. There is still a lot of room for research and development on robot movements.

Table 1. Emotion models.

| Model                                      | Reference          | Emotion                                      |
|--------------------------------------------|--------------------|----------------------------------------------|
| Pultchik’s wheel of emotions               | [17–20]            | Joy, anger, sadness, fear                    |
| Ekman’s basic emotions                     | [23,24]            | Joy, sadness, surprise, anger, fear, disgust |
| Russell’s circumplex of affect              | [27–29]            | Positive/negative of valence (pleasantness), high/low of arousal (activation) |

Table 2. Description of methods to mimic human behavior.

| Method                                      | Study                                      |
|---------------------------------------------|--------------------------------------------|
| LMA (Laban movement analysis)               | [8–10] (1996, 1998, 2002)                  |
|                                            | [11] (2000)                                |
|                                            | [12] (2005)                                |
|                                            | [13] (2010)                                |
|                                            | [15,16] (2009)                             |
|                                            | [22] (2010)                                |
| BAP (Body action and posture) coding system | [36] (2012)                                |
| Body language descriptors                   | [45] (2014)                                |

Table 3. Data analysis methods.

| Method                                      | Study                                      |
|---------------------------------------------|--------------------------------------------|
| PCA (principal component analysis)          | [15,16] (2009)                            |
| + LDA (linear discrimination analysis)      |                                            |
| FPCA (functional principal component analysis) | [25,26] (2011, 2013)                  |

Table 4. Design methods for emotional movement.

| Method                                      | Study                                      |
|---------------------------------------------|--------------------------------------------|
| Feature superimposition                     | [15,16] (2009)                            |
|                                            | [56] (2016)                                |
| Mapping valence from level and arousal level to basic posture and joint velocity | [33] (2009)                                |
| Translation from emotional information in PDA space to kinematic features in JVG space | [37] (2017)                                |
|                                            | [38,39] (2008, 2009)                      |
|                                            | [40,41] (2009, 2010)                      |
|                                            | [50] (2010)                                |
|                                            | [42] (2011)                                |
|                                            | [43] (2013)                                |
|                                            | [45] (2014)                                |

3. Transmission of the Behavioral Intention of Robots

The transmission of the behavioral intention of robots enables humans to read some physical information from robot movements, or enables humans to read the movement
intention of the robot in some way. Section 3.1 introduces the matters related to this section as background information. Section 3.2 discusses research examples of informative motions in the arm manipulation of robots. Section 3.3 examines research cases concerning the transmission of the movement intention of robots. Section 3.4 shows research and development on the display function of the movement intention of a vehicle in self-driving cars. Additionally, in Section 3.5, discussions will be made based on these introduced cases.

3.1. Related Matters

Before getting into the main subject, several matters related to this topic need to be introduced.

3.1.1. Attention to Preparatory Motion and the Preliminary Motion of Humans

The conscious or unconscious movements of a part of the body immediately before performing a task are called preparatory motion, preliminary motion, precursor motion, leading motion, predictive motion, and so on. It is considered that the information of the subsequent motion can be read from the preparatory motion, and the preparatory motion can be designed to inform some information. The importance of preparatory motions and preliminary motions was firstly pointed out in fields such as sports, animation, and games.

Ae et al. [57] filmed and investigated preparatory motion during the last stride of a Fosbury Flop by two high-speed cameras. They clarified the characteristics related to the decrease in approach speed and the large and effective takeoff motion.

Reitsma et al. [58] indicated that, in creating animations, it might be important for the sensitivity of viewers for the ballistic trajectory to be able to observe preparatory motions before the bullet firing.

Shiraki et al. [59] investigated the effect of preparatory motion on dart throwing and suggested that rhythmic preparatory motion leads to a better performance.

3.1.2. Human Understanding of Behavioral Intentions of Robots

The importance of notifying intention in advance before taking any action, and promptly notifying the result of any action is well known as a matter of course, especially in the care and support of the elderly and disabled. Robots are said to be a movable form of artificial intelligence with a physical body, and their form and appearance are roughly divided into the biological type, that resemble existing creatures, and the non-biological type that do not necessarily resemble a living thing, regardless of being conscious or having a head, hands, or feet. In any case, since robots are artificial objects, designing the behavioral intention of robots so that people can understand them is a problem. The following are related studies that consider preliminary movement.

Takayama et al. [60] conducted an experiment with an animation in which participants evaluated robot action in a human-coexistence environment. They showed that, when the robot presented the forethought action before the essential action (expressive part) and the reaction to the result of the essential action (success or failure), it made it easier for people to understand the internal thinking process of the robot. However, the “forethought” was not defined sufficiently, concretely, or clearly, and the method of designing and setting the action, which should depend on the work content and situation, was not specified.

Gielniak et al. [61] developed a generation algorithm of anticipatory motion in an upper-torso humanoid robot, Simon. Specifically, a motion graph [62] including transition points between motion clusters was created from human motion data, and the anticipatory motions were extracted and synthesized to the robot motion. The researchers explained that the presence of anticipatory motion allows people to perceive the robot’s intentions faster. However, the distinction between anticipatory motion and essential motion was not fully explained here, and the difference between motion with and without anticipatory motion was not clear. Furthermore, the study did not extend to the design method of anticipatory motion for any arbitrary essential motion.
Tanaka et al. [63] proposed a numerical model that dealt with uncertainty and the time constraints, especially in real-world environments, to examine the effect of preparatory motion on robot agility.

Wortham et al. [64] displayed the action selection mechanisms on a screen as a real-time control state in order to improve the transparency of autonomous robots by visualizing the internal state and decision-making processes.

3.1.3. Modeling and Prediction of Human Behavior

Research on modeling and the prediction of human behavior using machine learning techniques is underway.

Martinez et al. [65] studied the modeling of human motion using a deep RNN (recurrent neural network) for the purpose of human motion prediction. As a qualitative long-term motion, the Human 3.6M (H3.6M) dataset (fifteen kinds of activities such as walking, eating, smoking, discussion, etc.) was examined. They described the necessity of large datasets to learn the shorter-term dynamics of human motion.

Barsoum et al. [66] worked on HP-GAN (human pose prediction generative adversarial networks) to learn the probability density function of future behaviors under the condition of previous behaviors to understand and predict human kinematics. They also proposed a motion-quality-assessment model which quantified the quality of non-deterministic predictions.

Chiu et al. [67] proposed a TP-RNN (triangular prism recurrent neural network) as a method for predicting human behavior in both the short term and the long term. The effect was verified using the Human 3.6M and Penn Action datasets.

Wu et al. [68] developed a training system of martial arts with mixed reality (CG presentation of predicted behaviors of the opponent), using real-time human behavior prediction (2D behavior estimation, 2D behavior prediction, and 3D behavior restoration) based on the deep learning of RGB images. Furthermore, in [69], a real-time prediction system for table tennis using a long-term and short-term attitude prediction network was constructed, and the landing point of a tennis serve was predicted before the ball was hit on a table.

Xu et al. [70] investigated the movements of lower limbs (button touch, kick, rotational jump, and left–right jump) from a static state that are difficult to predict because they can be performed without a large movement of the center of gravity. They reported the existence of preliminary motion in the movements of the lower limbs and the predictability of significant motion from their observations. This study is highly acclaimed because of the implicit assumption that preliminary motions occur before significant motions in previous studies was strictly examined.

Most of the predictions of human movements by the machine learning technique so far are mainly predictions of types of movements, and the estimation of the degree of movements may be limited, for example, to the discrimination of strength and weakness.

3.1.4. Information Transmission by Projection

A method using projection in collaborative work between a user and a robot has been proposed for about 20 years in order to efficiently transmit robot intentions of operation to a user.

Wakita et al. [71] tried to intuitively relate work content and robot motion by projecting the information about the work to be performed by the robot on a floor surface or wall surface.

Machino et al. [72] proposed SCOPE (sight collaboration by projection effect) using a set of cameras and a projector mounted on a mobile robot for remote collaboration between workers with a shared field of view.

Lee et al. [73,74] proposed a “ubiquitous display” as a main device to realize an “intelligent space”, and developed a mobile robot that projects signs and maps (as daily information sources) on floor or walls when giving directions to a user.

Kirby et al. [75] pointed out that since robots are artificial objects, human social conventions would be constraints on robot guidance.
3.2. Informative Motion in Manipulation

Movements and behaviors that include non-explicit information are called “informative motions” [76]. The informative motions in arm manipulation include ones that transmit some information during motion to perform a physical task (such as a reaching motion or a handover motion), and others that convey some information by the motion (preparatory motion or preliminary motion) just before the motion to execute the task (such as a throwing motion).

3.2.1. Design of the Reaching Motion of Robots

The reaching motion is the motion of extending the arm toward the target and bringing the hand to the target position. The following studies are specialized in the reaching motions of robots and aimed to design motions to be understood by people.

Dragan et al. [77] insisted that the “predictability” (matching what is expected) of a robot movement is fundamentally different from the “legibility” (expressing the intent of movement). They explained this with a simple reaching task, proposed a mathematical model, and showed a planning method of robot trajectory based on cost optimization. However, they only examined the situation in which there was a possibility of either of the two as a goal-oriented operation. Therefore, in [78], the researchers conducted experiments with participants where targets were increased to four, and the one from three preset trajectories was selected, including obstacle avoidance. Additionally, similar results have been obtained in other studies.

Stulp et al. [79] argued that, in order for people to quickly and reliably predict robot intentions, it is necessary for the robot to exhibit legible movements to people. They attempted a stochastic optimization of policies using PIBB (policy improvement through black-box optimization) in the unsupervised reinforcement learning for the purpose of the rapid and normal completion of collaborative tasks between a user and a robot. Specifically, they showed a state to acquire a motion that was easy for the user to understand by repeating the learning in the trajectory generation with the robot to reach the goal based on the reaction time of users and the correct answer rate. However, they admitted that the learning method had the limitation that the other tasks required policy re-optimization accordingly.

3.2.2. Design of the Handover Motion of Robots

The handover motion is the motion of handing an object from one’s own hand to the other’s hand. The following studies focus on the design of human-understandable motions, specializing in the handover motions of robots (summarized in Table 5).

1. Adding information about an object;

Matsumaru [80] investigated the whole-body movement of a humanoid robot that informed the recipient of the weight of the handover object. He measured and analyzed the movement of the human body that performs the handover task between people in order to clarify the features of the change in movement due to the weight of the object. To investigate whether people can understand the difference in the weight of objects, an experiment with participants was conducted in which the robot movement designed based on the extracted features was presented in a simulator. It was found that it was difficult for human recipients to estimate the exact weight of the object, but that they could judge whether it was heavy or not before receiving it.

2. Position accuracy, working speed, and synchronization;

Koene et al. [81] investigated the relationship between the spatial and temporal accuracy of a robot and the human satisfaction with the handover task between the user and the robot, assuming that the user (an automobile mechanic) was working in three different postures. It was clarified that the user emphasized the arrival time rather than the accuracy of the arrival position of the handover object.

Kshirsagar et al. [82] have proposed a controller that operates by STL (signal temporal logic) [83] to compensate for the timing of each stage in the handover task by a robot.
3. Object grasping;

Aleotti et al. [84] proposed the “grip affordance” concept. They insisted that when passing an object from a robot to a recipient, the robot not only considers the delivery position and the size and posture of the recipient, but also grips the part of the object excluding the part that the recipient will grasp, while the “algorithm for part-based grasp synthesis” [85] is applied for the way of grasping the object by the robot. The design policy is reasonable so that the robot can present an object to the recipient in consideration of not only the position and orientation of the object in space but also the part of the object and method of grasping used by the recipient. However, a method making it easy for the recipient to grasp the object using his or her hand was not considered in this study.

Chan et al. [86] observed the handover motion from a user to a robot to obtain the “handover configuration” (position and direction of grasping) of the user, and they created a humanoid movement to reproduce it. In [87] and [88], they propose the “affordance axes” associated with the object from the observation results of human-to-human handover. They suggested the possibility of applying it to teach the robot a natural and appropriate way of handover. This suggestion seems important, although the affordance axes should be automatically acquired from the shape of the object and the arrangement of the human fingers, and the way to grasp an object by a recipient depends on the orientation of the object and the robot trajectory to present it.

4. Handover position;

Suay et al. [89] applied the collected data of the angles and torques of the joints during the human-to-human demonstration to a biomechanical model. They proposed an algorithm, including parameter search, filtering, and optimization functions, to generate an optimal handover position.

Parastegari et al. [90] applied the human-to-human demonstration data to an ergonomic joint torque model and used the DJT (dyadic joint torque) cost function to predict the optimal transfer position (height and distance).

5. How to release.

Han et al. [91] compared the different modes of releasing an object in the handover motion from a robot to a recipient. Specifically, three types were examined: the rigid release (after the robot fully extends its arm, then it releases the object when the hand is pulled), the passive release (the robot releases the object when the tensile force exceeds the set threshold, even while the robot is extending the arm), and the proactive release (the robot releases the object according to the pattern changes of the tensile force, even while the robot is extending the arm). These were evaluated by the subjective evaluation of participants and the completion time, and it was shown that the proactive release was extremely popular.

Table 5. Design studies on the handover motion of robots.

| Item                           | Study                        |
|-------------------------------|------------------------------|
| Adding information about object (weight) | [80] (2009)                  |
| Position accuracy, working speed, and synchronization | [81] (2014)                        |
|                                | [82] (2019)                  |
| Object grasping               | [84] (2014)                  |
|                                | [86–88] (2015)              |
| Handover position             | [89] (2015)                  |
|                                | [90] (2017)                  |
| How to release                | [91] (2019)                  |
3.2.3. Design of the Throwing Motion of Robots

The throwing motion is the motion of throwing an object far away using one’s own hand without using any tools. The following studies focus on the throwing motion of robots and aimed to design motions that people can understand (summarized in Table 6).

Table 6. Design studies on the throwing motion of robots.

| Item                                         | Study       |
|-----------------------------------------------|-------------|
| Adding information about object (landing distance) | [92] (2013) |
| Generation of throwing motion                 | [93] (2009) |
|                                               | [94] (2013) |
| Learning of throwing motion                   | [95] (2013) |
|                                               | [96] (2020) |

1. Adding information about object;

Matsumaru [92] examined the throwing motion to inform a recipient of the landing distance of the object. He measured and analyzed the human-to-human throwing motion to clarify the features of the motion variables with respect to the landing distance of the object. To experiment whether a recipient could predict the landing distance of the object, a humanoid animation was designed so that the extracted features were implemented. This focused on the backswing as a preliminary motion.

2. Generation of the throwing motion;

Lombai et al. [93] optimized the parameters of the discrete-time linear controller as a nonlinear optimization problem considering the maximum power of each joint in a 6-DOF rigid arm.

Yedeg et al. [94] showed that the backswing had a great effect on the reaching distance of an object because it could prolong the acceleration period of the object.

3. Learning the throwing motion.

Mulling et al. [95] proposed the MoMP (mixture of motor primitives) framework as a way to coordinate multiple skills so that the coordinated movements can be learnt from the physical interactions between people and robots. They realized a table tennis game coordinated between a human and a robot (including acquisition and throwing).

Zeng et al. [96] proposed a method of estimating and learning parameters such as object perception (using RGB-D image), grasping method, and throwing speed while training by trial and error in order to realize the throwing of an arbitrary object. They named it “Residual physics”.

3.3. Transmission of the Movement Intention of Robots

Robots that transport objects are expanding from being used as AGVs in limited spaces such as manufacturing factories and storage warehouses to being used in environments that coexist with ordinary humans. That is, the application of mobile robots has been tried and realized for transporting goods and monitoring patrols in facilities such as hospitals, hotels, and restaurants, the delivery of mail and luggage by moving on public roads, agent activities for cleaning and communication in general households, and so on. These mobile robots are equipped with various safety functions to avoid contact and collision with humans. That includes the ability to avoid a human or stop a robot when the robot notices a human approaching, the installation of a flexible cover that does not make the human feel pain, even if it comes into contact with the robot, and the function to make the driving part of a robot flexible and adjustable with hardware technology and software technology.

On the other hand, there is also a solution of adding a warning function to inform the surrounding people of the future behavior of the robot before it moves in a certain way. Since robots are artificial objects, it is difficult for humans to predict their movement...
intentions from their appearance without special consideration. Many conventional mobile machines simply blink, rotate a warning light, or play a melody from a loudspeaker to simply notify their approach. In particular, for large vehicles traveling on general roads, when changing direction at an intersection, voices and warning lights are used to alert people around to prevent accidents. However, by these methods, robots can simply send out rough behavioral information and only expect an unspecified number of people around them to move away from their planned route. In this case, the content of the information is simple and insufficient for the transmission of movement intention. When a robot transmits information to humans, it may use new means not limited to the same methods as humans, but these means must be easy to predict and understand from the general common sense of humans. In the following, the methods shown in Table 7 are introduced and discussed for the transmission of movement intentions (speed of movement and direction of movement) from robots to humans.

3.3.1. Transmission of Movement Intention by a Lamp

A method of expressing the movement intention of a mobile robot by a lamp has been proposed. Lamps are familiar to ordinary people, such as the direction indicator lamps (blinkers) of passenger cars, and the rotating lights of AGVs (automated guided vehicles).

Matsumaru et al. [97] proposed lighting and arrows for notifying the forthcoming movements and movement intentions (speed and direction) of mobile robots. The effect of advance notice and the optimum timing were examined by simulation experiments of random movements (speed) along a straight line. In [98], the movement was extended to random movements (speed and direction) on a plane, and a similar study was conducted. Muramatsu et al. [99] studied a combination of three rotating lamps in three colors (red, yellow, blue) mounted on the top of an outdoor mobile robot, and also examined the timing of lighting.

Kannan et al. [100] compared and examined the use of display characters, display graphics, and lamps (left/right) as external interfaces for delivery robots, either individually or in combination.

3.3.2. Transmission of Movement Intention by Gaze (Line of Sight)

A method of expressing the movement intention of a mobile robot by gaze (line of sight) has been proposed. Gazing is a daily activity among people and is regarded as a social cue for nonverbal communication.

Matsumaru et al. [101] developed a mobile robot equipped with an “eyeball” that expresses the moving speed by the degree of opening and closing of the eyeball and the moving direction by the position of both the eyeball and the pupil. They also conducted a questionnaire survey comparing four types of eyeball expressions: a one-eyeball type, a two-eyeball type, a human ball (will-o’-wisp) type, and an armor-held type.

Lu et al. [102] aimed to determine the efficient passing of people and robots, and so they developed a route generation algorithm based on a cost map according to the detected human position, and they implemented the eye contact function as a social signal to inform the detected human of the mobile robot.

Yamashita et al. [103] developed a mobile robot with a face to inform approaching pedestrians of (1) noticing pedestrians (raising its face) and (2) moving directions for avoidance actions (turning its face). Turning your face is almost equivalent to turning your gaze.

3.3.3. Transmission of Movement Intention by an Arrow

A method of displaying the movement intention of a mobile robot with an arrow has been proposed. An arrow is a familiar expression to ordinary people, such as on traffic signs.

Matsumaru [104] mounted a display on a mobile robot in which a displayed arrow expressed the speed of movement (in three stages) by the size (length and width) and color (in three colors, similar to traffic signals), and the direction of movement by the degree of its curvature. A questionnaire survey was conducted in comparison with the eyeball [101].
It was clarified that the arrow was preferred because it was a direct expression rather than a symbolic one, such as an eyeball.

Coovert et al. [105] projected an arrow with varying lengths and thicknesses and a simplified map on a given traveling surface to signify the short-term, medium-term, and long-term intentions of movement of a mobile robot.

Shrestha et al. [106,107] compared the display and projection of an arrow with the direction indicator lamps to inform the directional intention of a mobile robot. They reported that the projection of an arrow was evaluated as user-friendly and intuitive.

Huy et al. [108] developed a laser writer (a combination of an RGB laser and an XY-axis galvanometer mirror) instead of a projector so that it could be applied both indoors and outdoors, and they drew arrows and letters on the traveling surface.

Chadalavada et al. [109] compared the resident arrow, the blinking arrow, and the projection of planned paths as a method of communicating future orbital intentions of AGVs to people. They reported that the resident arrow was preferred.

Hetherington et al. [110] compared the blinking light, the projected arrow for the direction of the target, and the projected arrow for the direction of movement as cues to make the movements of a mobile robot easier to understand. They recommended the projected arrow (direction of movement) as a socially acceptable signal.

3.3.4. Announcement of Route and Area of Mobile Robots

A method has been proposed in which the movement intention of a mobile robot is displayed (irradiated or projected) on a given traveling surface as a planned route or an occupied area.

Matsumaru et al. [111] reported a mobile robot equipped with a device that draws a planned route on a traveling surface using a laser light source and a pan-tilt mechanism. They pointed out that the number of seconds to draw the planned route should be decided in consideration of the size and performance of the mobile robot. In [112], a projector was mounted on a mobile robot, and the planned route (including the speed of movement) in addition to the operating state (including the remaining battery) was projected on the traveling surface using symbols and characters. Furthermore, in [113], in order to compare and evaluate the four methods [98] proposed as ways of advance notice of the movement intentions of a mobile robot, the researchers conducted experiments with participants on the passing each other of a participant and the robot and the position prediction of the robot by participants. They concluded that, in order for people to respond quickly based on simple information, the method (eyeball and arrow) to announce the robot movement of just-after-the-present is preferable, and in order to avoid contact or collision based on more detailed and accurate information, the method (light ray and projection) to show the continuous robot movements from the present to a time in the near future is effective.

Chadalavada et al. [114] set a projector on a mobile robot and projected a green line indicating the planned route and a white line indicating the occupied width.

Watanabe et al. [115] mounted a projector on an electric wheelchair and projected a red belt indicating the planned route and occupied width.

3.3.5. Information Transmission Using MR/AR Technology

Recently, the application of MR (mixed reality) and AR (augmented reality) to the transmission of the movement intention of robots has been studied. However, with this method, a person who wants to obtain the information needs to wear a special device, such as a HMD (head-mounted display).

Rosen et al. [116] presented the planned movement of a robotic arm to people by MR visualization on a HMD. Through evaluation experiments, they indicated that this approach could transmit the trajectory information from a robot to a user more quickly and accurately than the 2D display/mouse with 3D model visualization.

Walker et al. [117] used AR-HMD to present the three-dimensional flight path of a drone to a user. Four types of display methods were prepared: (1) NavPoint: waypoints + a
moving sphere for the speed of movement and the arrival/departure timing; (2) arrow: an arrow moving in space for the route/speed of movement and the arrival/departure timing; (3) line of sight: an eyeball looking at the destination; (4) utility: 2D radar data + texts in an information box + indicators. They conducted an experiment comparing these display methods and reported that NavPoint was superior.

Table 7. Transmission of the movement intentions of robots.

| Method                | Study                          |
|-----------------------|--------------------------------|
| Lamp                  | [97, 98] (2001, 2003)          |
|                       | [99] (2016)                    |
|                       | [100] (2021)                   |
| Gaze (line-of-sight)  | [101] (2005)                   |
|                       | [102] (2013)                   |
|                       | [103] (2019)                   |
| Arrow                 | [104] (2007)                   |
|                       | [105] (2014)                   |
|                       | [106, 107] (2016, 2018)       |
|                       | [108] (2017)                   |
|                       | [109] (2020)                   |
|                       | [110] (2021)                   |
| Projection            | [111–113] (2006, 2008)        |
|                       | [114] (2015)                   |
|                       | [115] (2015)                   |
| MR/AR                 | [117] (2018)                   |

3.4. Display of Recognition and Intention of Self-Driving Cars

Vehicles that autonomously recognize, judge, and operate, such as self-driving cars and unmanned ground vehicles, are becoming a reality. There is a sense of urgency and a sense of crisis in the industry in the development and practical application of the function of recognizing the environment and situation by such a vehicle, and presenting the movement intention of the vehicle. The major difference between self-driving cars and mobile robots is the size and speed of the moving object. It should be noted that the technology researched and developed in the field of robotics may not always be applicable to self-driving cars. For self-driving cars, methods of improving the environment and preparing large-scale equipment (for example, [118]) are also required. On the other hand, some research and development examples of display devices mounted on vehicles are introduced below.

3.4.1. Information Transmission by LED Strings and Signs

Correa et al. [119, 120] examined the transmission of the current state and movement intention of vehicles as one of the multi-modal interactions between an autonomous forklift and nearby users. They implemented an LED string (with moving light patterns such as chasing) and an LED sign (character displays of “manual”, “active”, “call: storage”, and “collection: detection”).

Florentine et al. [121, 122] placed an LED string around the body of an autonomous golf cart. LEDs in the direction in which there were no obstacles at a short distance were turned on in blue, and LEDs in the direction in which obstacles were detected were in red.

Habibovic et al. [123] installed an RGB-LED string with a length of 1 m on the upper part of the windshield of an autonomous vehicle as an AVIP (automated vehicle interaction principle). They studied a visual interface that displayed four types of signals to pedestrians and conducted experiments at the pedestrian crossings and the parking lots: (1) lighting only at the central part meaning “I’m in automated mode”; (2) lighting expanding laterally from the center meaning “I’m about to yield”; (3) slow pulsation from complete lighting meaning “I’m waiting”; and (4) lighting shrinking toward the center meaning “I’m about to
start driving”. Furthermore, in [124], an online survey was conducted on the combination of five colors and three types of animation patterns of the light band installed on the bumper of the vehicle. It was reported that evenly blinking or pulsating animation was preferred.

3.4.2. Information Transmission by Projection

Ochiai et al. [125] equipped two types of output devices to extend driver functions for human-to-human communication in a passenger car: (1) robotic eyes moving together with the eyes of the driver; and (2) a projector that projects the hand sign by the driver.

Mercedes-Benz [126] announced a concept car for self-driving, F 015 Luxury in Motion, which has a large front and rear LED display and a front-facing laser projection system for visual communication with pedestrians. On the front LED display, an undulating light sequence is displayed to indicate “standby”, and an unexpected stop is indicated by the letters “STOP”. The laser projection system projects important information, such as a virtual pedestrian crossing, on the road surface ahead.

Mitsubishi Electric [127] presented a system that projects the information of front and rear paths, door openings, and emergency stops to pedestrians and drivers of other vehicles on the road surface.

3.4.3. Comparative Experiment of Displays about Recognition and Intention

Clercq et al. [128] investigated the effect of the eHMI (external human–machine interface) of an approaching vehicle on the intention of pedestrians crossing the road by virtual reality experiments using an HMD. The five types compared were: (1) no display; (2) brake lamp; (3) knight rider animation (lighting part moves when decelerating); (4) smiley (downward convex single curve); and (5) character (“don’t walk” or “walk’). It was shown that almost all interfaces required learning, but only characters could be understood directly.

3.5. Discussion

In the first half of Section 3, several research cases on informative motions in the arm manipulation of robots were introduced. In particular, it is a challenging issue to design robot movements to include some physical information. As introduced here, the target position of the hand in the reaching motion, the physical characteristics of the object in the handover motion, and the landing distance of the object in the throwing motion have been examined, but there are still few research cases. Machine learning based on big data of human movements may be able to generate such robot movements by inputting values to some parameters, but that is not interesting. By systematizing various related knowledge such as cognitive psychology, social psychology, morphogenesis, and biological behavior, and by compiling common knowledge, implicit knowledge, and empirical knowledge among humans, we may be closer to revealing the mechanisms of human cognition regarding motions and movements, and this may be applicable to the design of robot movements. There may be hints, for example, in the feints in competitive sports, the body manipulations in martial arts (reading: sensing the opponent’s willingness to attack in advance; marking: observing the opponent for successful reading), the movements in pantomimes to express concrete things, and the movements in other stage performing arts such as ballet and dance to show abstract things.

In the latter half of Section 3, research and development examples related to the transmission of movement intentions of robots were introduced. The authors [129] proposed methods to present forthcoming movements as visual information. These were categorized into two types: (1) an advance notice of the state at a certain time in the future; and (2) an advance notice of continuous movements from the present to a certain time in the future. Concretely, there were four methods: (a) lamp; (b) party horn (expandable arrow); (c) ray; and (d) projection. The former two were type (1), and the latter two were type (2). These four methods were embodied as (a) eyeball (the direction of movement by the eyeball position, and the speed of movement by the eyeball size); (b) arrow (the direction of movement by arrow direction, and the speed of movement by arrow length); (c) light-ray
(drawing the planned route up to a certain time on the running surface); and (d) projection (drawing the occupied range up to a certain time on the running surface). The effect was verified by experiments, and the characteristics of each method were clarified [130,131]. No groundbreaking method has been proposed that is fundamentally different from these earlier studies. It is expected that new methods will be proposed by future research and development.

4. Remarks

Techniques that promote communication even when there is a distance between people and robots will become more and more important for collaborative works and cooperative tasks between humans and robots under various constraints caused by the epidemic of the new coronavirus infection.

Observation power and imagination are necessary to come up with new research subjects. If you consider the necessary functions by assuming the situation in which the robot works in detail, you may come up with a good research subject. Even if you come up with an interesting research subject, some steps may be required before it can produce great results. At first, it should be modeled by software, and simulation experiments should be performed using it to produce some preliminary results. If the results can be announced at academic conferences and other opportunities, it may be possible to obtain larger research funds. If you have the money, you may be able to make hardware and conduct verification experiments in a mockup that is close to reality. Demonstrations using hardware are very important in the research and development of robots and mechatronics systems.

As far as the author knows, this paper focuses on where and when original and novel research and development works are presented. Of course, when conducting a literature survey to discuss previous works and related studies, it is necessary to confirm recent trends and technical levels. For example, in the field of image recognition, when you present your research results, you need to investigate recent results by others carefully and in detail. This is to make a strict numerical comparison between the result of the algorithm you propose and the result of the most advanced algorithm, for example, using the object detection accuracy as an evaluation index. On the other hand, in hardware-based research and development, after an original idea is announced and an innovative concept is proposed, even the latest research and development is often merely reworking or fine-tuning. Therefore, it is important to pay attention to and respect not only recent research and development but also the research and development works that first proposed and executed the original idea and innovative concept.

It is expected that the interest in the issues introduced and discussed here will increase, and that research and development will become even more active. The future of robotics and mechatronics is still expanding and is a promising area. The author is looking forward to your success.

Funding: This study is partially supported by JSPS KAKENHI Grant Number JP22K04034 and Waseda University Grant for Special Research Projects Number 2022C-183, 2021C-589, 2020C-780, and 2020Q-015, to which we would like to express our sincere gratitude.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Karg, M.; Samadani, A.-A.; Gorbet, R.; Kuhnlenz, K.; Hoey, J.; Kulic, D. Body Movements for Affective Expression: A Survey of Automatic Recognition and Generation. *IEEE Trans. Affect. Comput.* 2013, 4, 341–359. [CrossRef]

2. Venture, G.; Kulic, D. Robot Expressive Motions: A Survey of Generation and Evaluation Methods. *ACM Trans. Hum.-Robot. Interact.* 2019, 8, 1–17. [CrossRef]
32. Masuda, M.; Kato, S.; Itoh, H. Emotion Detection from Body Motion of Human Form Robot Based on Laban Movement Analysis. In *Principles of Practice in Multi-Agent Systems; Lecture Notes in Computer Science*; Yang, J.-J., Yokoo, M., Ito, T., Jin, Z., Scerri, P., Eds.; Springer: Berlin/Heidelberg, Germany, 2009; Volume 5925, pp. 322–334. [CrossRef]

33. Nakagawa, K.; Shinozawa, K.; Ishiguro, H.; Akimoto, T.; Hagita, N. Motion modification method to control affective nuances for robots. In Proceedings of the 2009 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS 2009), St. Louis, MI, USA, 11–15 October 2009; pp. 5003–5008. [CrossRef]

34. Gloewinski, D.; Dael, N.; Camurri, A.; Volpe, G.; Mortillaro, M.; Scherer, K. Toward a Minimal Representation of Affective Gestures. *IEEE Trans. Affect. Comput.* 2011, 2, 106–118. [CrossRef]

35. Banziger, T.; Martellato, M.; Scherer, K.R. Introducing the Geneva Multimodal expression corpus for experimental research on emotion perception. *Emotion 2012*, 12, 1161–1179. [CrossRef]

36. Dael, N.; Mortillaro, M.; Scherer, K.R. Emotion expression in body action and posture. *Emotion 2012*, 12, 1085–1101. [CrossRef]

37. Clare, J.-A.; Venture, G.; Basanez, L. Exploiting the Robot Kinematic Redundancy for Emotion Conveyance to Humans as a Lower Priority Task. *Int. J. Soc. Robot.* 2017, 9, 277–292. [CrossRef]

38. Zecca, M.; Endo, N.; Momoki, S.; Itoh, K.; Takanishi, A. Design of the humanoid robot KOBIAN-preliminary analysis of facial and whole body emotion expression capabilities. In Proceedings of the 8th IEEE-RAS International Conference on Humanoid Robots (Humanoids 2008), Daejeon, Korea, 1–3 December 2008; pp. 487–492. [CrossRef]

39. Zecca, M.; Mizoguchi, Y.; Endo, K.; Iida, F.; Kawabata, Y.; Endo, N.; Itoh, K.; Takanishi, A. Whole body emotion expressions for KOBIAN humanoid robot-preliminary experiments with different Emotional patterns. In Proceedings of the 18th IEEE International Symposium on Robot and Human Interactive Communication (RO-MAN 2009), Toyama, Japan, 27 September–2 October 2009; pp. 381–386. [CrossRef]

40. Kim, W.H.; Park, J.W.; Lee, W.H.; Kim, W.H.; Chung, M.J. Synchronized multimodal expression generation using editing toolkit for a human-friendly robot. In Proceedings of the 2009 IEEE International Conference on Robotics and Biomimetics (ROBIO 2009), Guilin, China, 19–23 December 2009; pp. 706–710. [CrossRef]

41. Kim, W.H.; Park, J.W.; Lee, W.H.; Chung, M.J. Robot’s emotional expression generation based on context information and combination of behavior database. In Proceedings of the 19th International Symposium in Robot and Human Interactive Communication (ROMAN 2010), Viareggio, Italy, 12–15 September 2010; pp. 316–323. [CrossRef]

42. Li, J.; Chignell, M. Communication of Emotion in Social Robots through Simple Head and Arm Movements. *Int. J. Soc. Robot.* 2011, 3, 125–142. [CrossRef]

43. Erdén, M.S. Emotional Postures for the Humanoid-Robot Nao. *Int. J. Soc. Robot.* 2013, 5, 441–456. [CrossRef]

44. Coulson, M. Attributing Emotion to Static Body Postures: Recognition Accuracy, Confusions, and Viewpoint Dependence. *J. Nonverbal Behav.* 2004, 28, 117–139. [CrossRef]

45. McColl, D.; Nejat, G. Recognizing Emotional Body Language Displayed by a Human-like Social Robot. *Int. J. Soc. Robot.* 2014, 6, 261–280. [CrossRef]

46. de Meijer, M. The contribution of general features of body movement to the attribution of emotions. *J. Nonverbal Behav.* 1989, 13, 247–268. [CrossRef]

47. Wallbott, H.G. Bodily expression of emotion. *Eur. J. Soc. Psychol.* 1998, 28, 879–896. [CrossRef]

48. Takahashi, Y.; Kayukawa, Y.; Terada, K.; Inoue, H. Emotional Expressions of Real Humanoid Robots and Their Influence on Human Decision-Making in a Finite Iterated Prisoner’s Dilemma Game. *Int. J. Soc. Robot.* 2021, 13, 1777–1786. [CrossRef]

49. de Melo, C.M.; Carnevale, P.; Gratch, J. The Influence of Emotions in Embodied Agents on Human Decision-Making. In *Principles of Practice in Multi-Agent Systems; Lecture Notes in Computer Science*; Yang, J.-J., Yokoo, M., Ito, T., Jin, Z., Scerri, P., Eds.; Springer: Berlin/Heidelberg, Germany, 2009; Volume 5925, pp. 322–334. [CrossRef]

50. Karg, M.; Schwimmbeck, M.; Kuhnlenz, K.; Buss, M. Towards mapping emotive gait patterns from human to robot. In Proceedings of the 19th International Symposium in Robot and Human Interactive Communication (ROMAN 2010), Viareggio, Italy, 12–15 September 2010; pp. 258–263. [CrossRef]

51. Saerbeck, M.; Bartneck, C. Perception of affect elicited by robot motion. In Proceedings of the 2010 5th ACM/IEEE International Conference on Human-Robot Interaction (HRI 2010), Osaka, Japan, 2–5 March 2010; pp. 53–60. [CrossRef]

52. Watson, D.; Clark, L.A.; Tellegen, A. Development and Validation of Brief Measures of Positive and Negative Affect: The PANAS Scales. *J. Personal. Soc. Psychol.* 1988, 54, 1063–1070. [CrossRef]

53. Crawford, J.R.; Henry, J.D. The Positive and Negative Affect Schedule (PANAS): Construct validity, measurement properties and normative data in a large non-clinical sample. *Br. J. Clin. Psychol.* 2004, 43, 245–265. [CrossRef]

54. Bradley, M.M.; Lang, P.J. Measuring emotion: The self-assessment manikin and the semantic differential. *J. Behav. Ther. Exp. Psychiatry 1994*, 25, 49–59. [CrossRef]

55. Lang, P.J.; Bradley, M.M.; Cuthbert, B.N. *International Affective Picture System (IAPS): Instruction Manual and Affective Ratings*; Technical Report A-6; University of Florida, The Center for Research in Psychophysiology: Gainesville, FL, USA, 2005.

56. Knight, H.; Thielstrom, R.; Simmons, R. Expressive path shape (swagger): Simple features that illustrate a robot’s attitude toward its goal in real time. In Proceedings of the 2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS 2016), Daejeon, Korea, 9–14 October 2016; pp. 1475–1482. [CrossRef]

57. Ae, M.; Sakatani, Y.; Yokoi, T.; Hashihara, Y.; Shibukawa, K. Biomechanical Analysis of the Preparatory Motion for Takeoff in the Fosbury Flop. *Int. J. Sport Biomech.* 1986, 2, 66–77. [CrossRef]
58. Reitsma, P.S.A.; Andrews, J.; Pollard, N.S. Effect of Character Animacy and Preparatory Motion on Perceptual Magnitude of Errors in Ballistic Motion. *Comput. Graph. Forum* **2008**, *27*, 201–210. [CrossRef]

59. Shiraki, Y.; Yamamoto, S.; Kushiro, K. Effects of Different Modes of Preparatory Motion on Dart-Throwing Performance. *Compr. Psychol.* **2015**, *4*, 12. [CrossRef]

60. Takayama, L.; Dooley, D.; Ju, W. Expressing thought: Improving robot readability with animation principles. In Proceedings of the ACM/IEEE International Conference on Human-Robot Interaction (HRI 2011), Lausanne, Switzerland, 6–9 March 2011; pp. 69–76. [CrossRef]

61. Gielen, M.J.; Thomaz, A.L. Generating anticipation in robot motion. In Proceedings of the 20th IEEE International Symposium on Robot and Human Interactive Communication (RO-MAN 2011), Atlanta, GA, USA, 31 July–3 August 2011; pp. 449–454. [CrossRef]

62. Kovar, L.; Gleicher, M.; Pighin, F. Motion Graphs. In Proceedings of the 29th Annual Conference on Computer Graphics and Interactive Techniques (ACM SIGGRAPH’02), San Antonio, TX, USA, 23–26 July 2002; pp. 473–482. [CrossRef]

63. Tanaka, K.; Nishikawa, S.; Kuniyoshi, Y. Effect of preliminary motions on agile motions. In Proceedings of the 16th International Conference on Advanced Robotics (ICAR 2013), Montevideo, Uruguay, 25–29 November 2013; pp. 1–6. [CrossRef]

64. Wortham, R.H.; Theodorou, A.; Bryson, J.J. Robot Transparency: Improving Understanding of Intelligent Behaviour for Designers and Users. In *Towards Autonomous Robotic Systems; Lecture Notes in Computer Science*; Gao, Y., Fallah, S., Jin, Y., Lekakou, C., Eds.; Springer: Cham, Switzerland, 2017; Volume 10454, pp. 274–289. [CrossRef]

65. Martinez, J.; Black, M.J.; Romero, J. On Human Motion Prediction Using Recurrent Neural Networks. In Proceedings of the 2017 IEEE Conference on Computer Vision and Pattern Recognition (IEEE CVPR 2017), Honolulu, HI, USA, 21–26 July 2017; pp. 4674–4683. [CrossRef]

66. Barsoum, E.; Kender, J.; Liu, Z. HP-GAN: Probabilistic 3D Human Motion Prediction via GAN. In Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW2018), Salt Lake City, UT, USA, 18–22 June 2018; pp. 1499–149909. [CrossRef]

67. Chiu, H.-K.; Adeli, E.; Wang, B.; Huang, D.-A.; Niebles, J.C. Action-Agnostic Human Pose Forecasting. In Proceedings of the 2019 IEEE Winter Conference on Applications of Computer Vision (WACV 2019), Waikoloa, HI, USA, 7–11 January 2019; pp. 1423–1432. [CrossRef]

68. Wu, E.; Koike, H. FuturePose-Mixed Reality Martial Arts Training Using Real-Time 3D Human Pose Forecasting With a RGB Camera. In Proceedings of the 2019 IEEE Winter Conference on Applications of Computer Vision (WACV 2019), Waikoloa, HI, USA, 7–11 January 2019; pp. 1384–1392. [CrossRef]

69. Wu, E.; Koike, H. FuturePong: Real-time Table Tennis Trajectory Forecasting using Pose Prediction Network. In Proceedings of the Extended Abstracts of the 2020 CHI Conference on Human Factors in Computing Systems (CHI EA’20), Honolulu, HI, USA, 25–30 April 2020; pp. 1–8. [CrossRef]

70. Xu, C.; Fujiiwara, M.; Makino, Y.; Shinoda, H. Investigation of Preliminary Motions from a Static State and Their Predictability. *J. Robot. Mechatron.* **2021**, *33*, 537–546. [CrossRef]

71. Wakita, Y.; Hirai, S.; Suehiro, T.; Hori, T.; Fujiwara, K. Information Sharing via Projection Function for Coexistence of Robot and Human. *Auton. Robot.* **2001**, *10*, 267–277. [CrossRef]

72. Machino, T.; Iwaki, S.; Kawata, H.; Yanagihara, Y.; Nanjo, Y.; Shimokura, K. Remote-collaboration system using mobile robot with camera and projector. In Proceedings of the 2006 IEEE International Conference on Robotics and Automation (IEEE ICRA 2006), Orlando, FL, USA, 15–19 May 2006; pp. 4063–4068. [CrossRef]

73. Lee, J.-H. Human Centered Ubiquitous Display in Intelligent Space. In Proceedings of the 33rd Annual Conference of the IEEE Industrial Electronics Society (IEEE IECON 2007), Taipei, Taiwan, 5–8 November 2007; pp. 22–27. [CrossRef]

74. Shirotani, T.; Maegawa, K.; Iwamoto, K.; Lee, J.-H. Building a behavior model for the Ubiquitous Display to be used in a large-scale public facility. In Proceedings of the 12th 2009 International Conference on Ubiquitous Robots and Ambient Intelligence (URAI 2012), Daejeon, Korea, 26–28 November 2012; pp. 228–233. [CrossRef]

75. Kirby, R.; Simmons, R.; Forlizzi, J. COMPANION: A Constraint-Optimizing Method for Person-Acceptable Navigation. In Proceedings of the 18th IEEE International Symposium on Robot and Human Interactive Communication (IEEE RO-MAN 2009), Toyama, Japan, 27 September–October 2009; pp. 607–612. [CrossRef]

76. Matsumaru, T. Informative Motion Study to Improve Human-Coexistence Robot’s Personal Affinity. In Proceedings of the IEEE RO-MAN 2009 Workshop on Robot Synergies, Toyama, Japan, 28 September 2009; pp. 1–5. [CrossRef]

77. Dragan, A.D.; Lee, K.C.T.; Srinivasa, S.S. Legibility and predictability of robot motion. In Proceedings of the 8th ACM/IEEE International Conference on Human-Robot Interaction (ACM/IEEE HRI 2013), Tokyo, Japan, 3–6 March 2013; pp. 301–308. [CrossRef]

78. Dragan, A.D.; Bauman, S.; Forlizzi, J.; Srinivasa, S.S. Effects of Robot Motion on Human-Robot Collaboration. In Proceedings of the 10th ACM/IEEE International Conference on Human-Robot Interaction (ACM/IEEE HRI 2015), Portland, OR, USA, 2–5 March 2015; pp. 51–58. [CrossRef]

79. Stulp, F.; Grizou, J.; Busch, B.; Lopes, M. Facilitating intention prediction for humans by optimizing robot motions. In Proceedings of the 2015 IEEE/RSJ International Conference on Intelligent Robots and Systems (IEEE/RSJ IROS 2015), Hamburg, Germany, 28 September–2 October 2015; pp. 1249–1255. [CrossRef]
80. Matsumaru, T. Handover movement informing receiver of weight load as informative motion study for human-friendly robot. In Proceedings of the 18th IEEE International Symposium on Robot and Human Interactive Communication (IEEE RO-MAN 2009), Toyama, Japan, 27 September–2 October 2009; pp. 299–305. [CrossRef]

81. Koene, A.; Remazeilles, A.; Prada, M.; Garzo, A.; Puerto, M.; Endo, S.; Wing, A.M. Relative importance of spatial and temporal precision for user satisfaction in human-object handover interactions. In Proceedings of the Third International Symposium on New Frontiers in Human Robot Interaction 2014, 50th Annual Convention of the Society for the Study of Artificial Intelligence and the Simulation of Behaviour (AISB’50), London, UK, 1–4 April 2014; pp. 1–7.

82. Kshirsagar, A.; Kress-Gazit, H.; Hoffman, G. Specifying and Synthesizing Human-Robot Handovers. In Proceedings of the 2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IEEE/RSJ IROS 2019), Macau, China, 3–8 November 2019; pp. 5930–5936. [CrossRef]

83. Maler, O.; Nickovic, D. Monitoring Temporal Properties of Continuous Signals. In Formal Techniques, Modelling and Analysis of Timed and Fault-Tolerant Systems; Lecture Notes in Computer Science; Lakhnech, Y., Yovine, S., Eds.; Springer: Cham, Switzerland, 2004; Volume 3253, pp. 152–166. [CrossRef]

84. Aleotti, J.; Micelli, V.; Caselli, S. An Affordance Sensitive System for Robot to Human Object Handover. Int. J. Soc. Robot. 2014, 6, 653–666. [CrossRef]

85. Aleotti, J.; Rizzini, D.L.; Caselli, S. Object categorization and grasping by parts from range scan data. In Proceedings of the 2012 IEEE International Conference on Robotics and Automation (IEEE ICRA 2012), Saint Paul, MN, USA, 14–18 May 2012; pp. 4190–4196. [CrossRef]

86. Chan, W.P.; Nagahama, K.; Yaguchi, H.; Kakiuchi, Y.; Okada, K.; Inaba, M. Implementation of a framework for learning handover grasp configurations through observation during human-robot object handovers. In Proceedings of the 2015 IEEE-RAS 15th International Conference on Humanoid Robots (IEEE Humanoids 2015), Seoul, Korea, 3–5 November 2015; pp. 1115–1120. [CrossRef]

87. Chan, W.P.; Han, Z.; Yanco, H. The Effects of Proactive Release Behaviors During Human-Robot Handovers. In Proceedings of the 2019 14th ACM/IEEE International Conference on Human-Robot Interaction (ACM/IEEE HRI 2019), Daegu, Korea, 11–14 March 2019; pp. 440–448. [CrossRef]

88. Chan, W.P.; Pan, M.K.X.J.; Croft, E.A.; Inaba, M. Characterization of handover orientations used by humans for efficient robot to human handovers. In Proceedings of the 2015 IEEE/RSJ International Conference on Intelligent Robots and Systems (IEEE/RSJ IROS 2015), Hamburg, Germany, 28 September–2 October 2015; pp. 1–6. [CrossRef]

89. Chan, W.P.; Pan, M.K.X.J.; Croft, E.A.; Inaba, M. An Affordance and Distance Minimization Based Method for Computing Object Orientations for Robot Human Handovers. Int. J. Soc. Robot. 2020, 12, 143–162. [CrossRef]

90. Suay, H.B.; Sisbot, E.A. A position generation algorithm utilizing a biomechanical model for robot-human object handover. In Proceedings of the 2015 IEEE International Conference on Robotics and Automation (IEEE ICRA 2015), Seattle, WA, USA, 26–30 May 2015; pp. 3776–3781. [CrossRef]

91. Parastegari, S.; Abbasi, B.; Noohi, E.; Zefran, M. Modeling human reaching phase in human-object handover with application in robot-human handover. In Proceedings of the 2017 IEEE/RSJ International Conference on Intelligent Robots and Systems (IEEE/RSJ IROS 2017), Vancouver, BC, Canada, 24–28 September 2017; pp. 3597–3602. [CrossRef]

92. Han, Z.; Yanco, H. The Effects of Proactive Release Behaviors During Human-Robot Handovers. In Proceedings of the 2019 14th ACM/IEEE International Conference on Human-Robot Interaction (ACM/IEEE HRI 2019), Daegu, Korea, 11–14 March 2019; pp. 440–448. [CrossRef]

93. Matsumaru, T. Design and Evaluation of Throw-over Movement Informing a Receiver of Object Landing Distance. In Proceedings of the 2015 IEEE/RSJ International Conference on Intelligent Robots and Systems (IEEE/RSJ IROS 2015), Hamburg, Germany, 28 September–2 October 2015; pp. 1–6. [CrossRef]

94. Matsumaru, T. Preliminary-announcement and display for translation and rotation of human-friendly mobile Robot. In Proceedings of the 2015 IEEE International Conference on Robotics and Automation (IEEE ICRA 2015), Beijing, China, 29 April–2 May 2015; pp. 359–364. [CrossRef]

95. Zeng, A.; Song, S.; Lee, J.; Rodriguez, A.; Funkhouser, T. TossingBot: Learning to Throw Arbitrary Objects with Residual Physics. IEEE Trans. Robot. 2020, 36, 1307–1319. [CrossRef]

96. Matsumaru, T.; Hagiwara, K. Preliminary-announcement and display for translation and rotation of human-friendly mobile robot. In Proceedings of the 10th IEEE International Workshop on Robot and Human Interactive Communication (IEEE ROMAN 2001), Bordeaux and Paris, France, 18–21 September 2001; pp. 213–218. [CrossRef]

97. Matsumaru, T.; Endo, H.; Ito, T. Examination by software simulation on preliminary-announcement and display of mobile robot’s following action by lamp or blowouts. In Proceedings of the 2003 IEEE International Conference on Robotics and Automation (IEEE ICRA 2003), Taipei, Taiwan, 14–19 September 2003; Volume 1, pp. 362–367. [CrossRef]

98. Muramatsu, S.; Higashi, S.; Chugo, D.; Yokota, S.; Hashimoto, H. Consideration of the preliminary announcement function for the human-friendly service robot. In Proceedings of the 42nd Annual Conference of the IEEE Industrial Electronics Society (IECON 2016), Florence, Italy, 23–26 October 2016; pp. 5868–5872. [CrossRef]

99. Kannan, S.S.; Lee, A.; Min, B.-C. External Human-Machine Interface on Delivery Robots: Expression of Navigation Intent of the Robot. In Proceedings of the 30th IEEE International Conference on Robot & Human Interactive Communication (RO-MAN 2021), Vancouver, BC, Canada, 8–12 August 2021; pp. 1305–1312. [CrossRef]
101. Matsumaru, T.; Iwase, K.; Akiyama, K.; Kusada, T.; Ito, T. Mobile Robot with Eyeball Expression as the Preliminary-Announcement and Display of the Robot’s Following Motion. *Auton. Robot.* **2005**, *18*, 231–246. [CrossRef]

102. Lu, D.V.; Smart, W.D. Towards more efficient navigation for robots and humans. In Proceedings of the 2013 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS 2013), Tokyo, Japan, 3–7 November 2013; pp. 1707–1713. [CrossRef]

103. Yamashita, S.; Ikeda, T.; Shinozawa, K.; Iwaki, S. Evaluation of Robots that Signals a Pedestrian Using Face Orientation Based on Moving Trajectory Analysis. In Proceedings of the 28th IEEE International Conference on Robot and Human Interactive Communication (RO-MAN 2019), New Delhi, India, 14–18 October 2019; pp. 1–8. [CrossRef]

104. Matsumaru, T. Mobile Robot with Preliminary-announcement and Indication Function of Forthcoming Operation using Flat-panel Display. In Proceedings of the 2007 IEEE International Conference on Robotics and Automation (IEEE ICRA 2007), Rome, Italy, 10–14 April 2007; pp. 1774–1781. [CrossRef]

105. Coovert, M.D.; Lee, T.; Schindler, M.; Palm, R.; Lilienthal, A.J. That’s on my mind! robot to human intention communication through on-board projection on shared floor space. In Proceedings of the 2015 European Conference on Mobile Robots (ECMR 2015), Lincoln, UK, 2–4 September 2015; pp. 1–6. [CrossRef]

106. Watanabe, A.; Ikeda, T.; Morales, Y.; Shinozawa, K.; Miyashita, T.; Hagita, N. Communicating robotic navigational intentions. In Proceedings of the 2015 IEEE/RSJ International Conference on Intelligent Robots and Systems (IEEE/RSJ IROS 2015), Hamburg, Germany, 28 September–2 October 2015; pp. 5763–5769. [CrossRef]

107. Rosen, E.; Whitney, D.; Phillips, E.; Chien, G.; Tompkin, J.; Konidaris, G.; Tellex, S. Communicating Robot Arm Motion Intent Through Mixed Reality Head-Mounted Displays. In *Robotics Research (18th ISRR)*; Amato, N., Hager, G., Thomas, S., Torres-Torriti, M., Eds.; Springer: Cham, Switzerland, 2017; pp. 301–316. [CrossRef]

108. Walker, M.; Hedayati, H.; Lee, J.; Szafr, D. Communicating Robot Motion Intent with Augmented Reality. In Proceedings of the 13th ACM/IEEE International Conference on Human-Robot Interaction (ACM/IEEE HRI 2018), Chicago, IL, USA, 5–8 March 2018; pp. 316–324. [CrossRef]

109. Dezen. Umbrellium Develops Light-Up Crossing That Only Appears When Needed. Available online: https://www.dezeen.com/2017/10/12/umbrellium-develops-interactive-road-crossing-that-only-appears-when-needed-technology/ (accessed on 6 May 2022).

110. Correa, A.; Walter, M.R.; Fletcher, L.; Glass, J.; Teller, S.; Davis, R. Multimodal Interaction with an Autonomous Forklift. In Proceedings of the 5th ACM/IEEE International Conference on Human-Robot Interaction (ACM/IEEE HRI 2010), Osaka, Japan, 2–5 March 2010; pp. 243–250. [CrossRef]

111. Walter, M.R.; Antone, M.; Chuangsawanich, E.; Correa, A.; Davis, R.; Fletcher, L.; Frazzoli, E.; Friedman, Y.; Glass, J.; How, J.P.; et al. A Situationally Aware Voice-Commandable Robotic Forklift Working Alongside People in Unstructured Outdoor Environments. *J. Field Robot.* **2015**, *32*, 590–628. [CrossRef]
121. Florentine, E.; Andersen, H.; Ang, M.A.; Pendleton, S.D.; Fu, G.M.J.; Ang, M.H., Jr. Self-driving vehicle acknowledgement of pedestrian presence conveyed via Light-Emitting Diodes. In Proceedings of the 2015 International Conference on Humanoid, Nanotechnology, Information Technology, Communication and Control, Environment and Management (IEEE HNICEM 2015), Cebu, Philippines, 9–12 December 2015; pp. 1–6. [CrossRef]

122. Florentine, E.; Ang, M.A.; Pendleton, S.D.; Andersen, H.; Ang, M.H., Jr. Pedestrian Notification Methods in Autonomous Vehicles for Multi-Class Mobility-on-Demand Service. In Proceedings of the Fourth International Conference on Human Agent Interaction (ACM HAI’16), Singapore, 4–7 October 2015; pp. 387–392. [CrossRef]

123. Habibovic, A.; Lundgren, V.M.; Andersson, J.; Klingegard, M.; Lagstrom, T.; Sirkka, A.; Fagerlomn, J.; Edgren, C.; Fredriksson, R.; Krupenia, S.; et al. Communicating Intent of Automated Vehicles to Pedestrians. Front. Psychol. 2018, 9, 1336. [CrossRef]

124. Dey, D.; Habibovic, A.; Pileggi, B.; Martens, M.; Terken, J. Color and Animation Preferences for a Light Band eHMI in Interactions Between Automated Vehicles and Pedestrians. In Proceedings of the ACM CHI Conference on Human Factors in Computing Systems (ACM CHI 2020), Honolulu, HI, USA, 25–30 April 2020; pp. 1–13. [CrossRef]

125. Ochiai, Y.; Toyoshima, K. Homunculus: The Vehicle as Augmented Clothes. In Proceedings of the 2nd Augmented Human International Conference (AH’11), Tokyo, Japan, 13 March 2011; pp. 1–4. [CrossRef]

126. Mercedes-Benz. F 015 Luxury in Motion. Available online: https://www.mercedes-benz.com/en/innovation/autonomous/research-vehicle-f-015-luxury-in-motion/ (accessed on 6 May 2022).

127. Mitsubishi Electric. Mitsubishi Electric Introduces Road-illuminating Directional Indicators. Available online: https://www.mitsubishielectric.com/news/2015/1023_zoom_01.html (accessed on 6 May 2022).

128. de Clercq, K.; Dietrich, A.; Velasco, J.P.N.; de Winter, J.; Happee, R. External Human-Machine Interfaces on Automated Vehicles: Effects on Pedestrian Crossing Decisions. Hum. Factors 2019, 61, 1353–1370. [CrossRef]

129. Matsumaru, T.; Kudo, S.; Endo, H.; Ito, T. Examination on a Software Simulation of the Method and Effect of Preliminary-announcement and Display of Human-friendly Robot’s Following Action. Trans. Soc. Instrum. Control Eng. 2004, 40, 189–198. (In Japanese) [CrossRef]

130. Matsumaru, T. Development of Four Kinds of Mobile Robot with Preliminary-Announcement and Indication Function of Upcoming Operation. J. Robot. Mechatron. 2007, 19, 48–159. [CrossRef]

131. Matsumaru, T. Evaluation Experiment in Simulated Interactive Situation between People and Mobile Robot with Preliminary-Announcement and Indication Function of Upcoming Operation. Trans. Hum. Interface Soc. 2008, 10, 11–20. (In Japanese) [CrossRef]