The critical role of interference control in metaphor comprehension evidenced by the drift–diffusion model
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We address the question of, among several executive functions, which one has a strong influence on metaphor comprehension. To this end, participants took part in a metaphor comprehension task where metaphors had varying levels of familiarity (familiar vs. novel metaphors) with different conditions of context (supporting vs. opposing contexts). We scrutinized each participant’s detailed executive functions using seven neuropsychological tests. More interestingly, we modelled their responses in metaphor comprehension using the drift–diffusion model, in an attempt to provide more systematic accounts of the processes underlying metaphor comprehension. Results showed that there were significant negative correlations between response times in metaphor comprehension and scores of the Controlled Oral Word Association Test (COWAT)-Semantic, suggesting that better performances in comprehending metaphors were strongly associated with better interference control. Using the drift–diffusion model, we found that the familiarity, compared to context, had greater leverage in the decision process for metaphor comprehension. Moreover, individuals with better performance in the COWAT-Semantic test demonstrated higher drift rates. In conclusion, with more fine-grained analysis of the decisions involved in metaphor comprehension using the drift–diffusion model, we argue that interference control plays an important role in processing metaphors.

Time is money. One can easily understand this sentence because time and money have common properties: both are valuable in today’s society in many ways. It does not mean that one can buy food with time, but rather that time is as precious as money to most people. This type of speech, known as a metaphor, is constructed by linking one thing to another that has seemingly different concepts but shares relevant features. In this example, people comprehend the sentence by comparing the topic (the subject of the metaphor: time) and the vehicle (the word used for a metaphor expression: money) of the metaphor based on the ground (the common and relevant features between the topic and vehicle: valuable). Then people select the appropriate meaning of the vehicle and associate it to the topic of the metaphor. Using metaphors enables listeners to easily grasp speakers’ thoughts, but this can be done only when listeners think beyond literal meanings of the vehicle of a metaphor by selecting the appropriate meaning of the vehicle from several alternatives to make further inferences about the speaker’s thoughts correctly.

Drift–diffusion models and metaphor comprehension. Previous attempts have been made to examine metaphor processing from various aspects such as the familiarity of a given metaphor, the context in which a metaphor is presented, or individuals’ executive function abilities. Researchers have scrutinized behavioral outputs measured by response times (RTs) and accuracies, hoping to reveal underlying processes involved in metaphor comprehension. However, the behavioral measures (i.e., RTs and accuracies) reflect several cognitive processes at the same time, which may inevitably lead to different interpretations of the data. For example, fast stimulus encoding or swift rate of information processing brings about fast RTs. Fast motoric preparation and execution, or less attentive response also affects individuals’ RTs or accuracies. Response biases are one of the critical factors that induces changes in speed of RTs or in accuracy of behavior responses. In other words, various...
components of response processing seem to be entangled in individuals’ response speed or accuracy, and thus, we need to disentangle them from each other and account for them in detail. To this end, we conducted computational cognitive modeling with the drift–diffusion model to estimate and control for individual differences in metaphor processing with varying levels of familiarity and context.

Computational cognitive modeling has recently gained popularity as a tool to analyze behavioral data since it captures information beyond basic output from participants (e.g., RTs and accuracies), yielding more precise measurement for quantifying cognitive processes of interest. The drift–diffusion model is one such example that models a decision as a process of evidence accumulation, where a decision is assumed to be made after accumulated evidence exceeds a certain threshold. The model additionally introduces a non-decision component, such as encoding time of the stimulus or response execution. Therefore, the drift–diffusion model can extract components that are core to the decision-making process, while excluding decision-unrelated components. Typically, a parameter called drift rate, which indicates the mean speed of evidence accumulation, is employed to study differences between conditions or groups in a task. This parameter accounts for task difficulty such that higher drift rates indicate easier tasks. Compared to the traditional analyses with RTs and accuracies, the analysis with drift–diffusion model parameters provides a more principled approach by decomposing behaviors into various decision-related or non-related components. The model has been used in explaining how decisions are guided by stimulus information and how information is processed over time in human cognition (e.g., attention, working memory, general intelligence, and music cognition).

In the present study, we focused on how performance differences in metaphor comprehension could be demonstrated by different parameters of the diffusion model.

**Possible factors influencing metaphor comprehension.** Familiar metaphors aid people in understanding one thing with respect to another. Several theories have been proposed in terms of the role of familiarity and metaphor comprehension (for reviews, see). According to the graded salience model, figurative meanings of familiar metaphors are salient and can be accessed directly from the mental lexicon without the aid of context. Saliency is determined by several features, such as the metaphor's familiarity, conventionality, frequency, and the status of preceding context. It is the critical factor that regulates the speed of comprehension; a word with a more salient meaning is processed faster than a word with a less salient meaning. Another model—the career of metaphor model—denotes a clear distinction between a familiar metaphor and a novel metaphor by emphasizing the importance of repetition. In general, retrieving or inferring figurative meanings from novel metaphors takes relatively longer than familiar metaphors or literal expressions, which is due to an increased use of mental resources to make new metaphorical interpretations with the novel expression. Besides familiarity, context is also an influential factor in metaphor comprehension (for reviews, see). Preceding context helps a better understanding of metaphors when it provides sufficient ground that links the topic and vehicle of a metaphor. Appropriate contextual information facilitates metaphor comprehension, aiding in the selection of a suitable meaning for the word used for metaphoric expression (vehicle). In line with this, the prior decision model suggests that prior information (i.e., the context) guides meaning selection so that people comprehend metaphorical words as quickly as literal words when presented with appropriate context. In the same vein, preceding context with relevant information that matches attributes of the vehicle improves metaphor comprehension effectively. For instance, when participants judged whether a metaphorical sentence was true or false, they spent less time on metaphors with appropriate contextual information than with unrelated context. Taken together, supporting and appropriate contexts seem to facilitate metaphor comprehension.

Another factor which has a profound impact on metaphor processing is individuals' capacity in executive functions. Executive functions have been known to comprise several abilities, and they operate as entities, not as a whole. For example, Miyake et al. made efforts to stipulate to what extent three executive functions (i.e., working memory, cognitive flexibility, and inhibition) share the same underlying mechanism. Resultingly, despite being moderately related to each other, they turned out to be separable and to contribute dissimilarly to individuals’ performances. Accordingly, it is critical to foreground each executive function separately in terms of metaphor comprehension. There have been several attempts to investigate the process of metaphor comprehension together with working memory, cognitive flexibility, and inhibition. For instance, people with a high capacity of cognitive control showed shorter reading times during metaphor comprehension when presented with a prior context. One study suggested that working memory is essential for automatic metaphor processing by showing that individuals with high working memory yielded a smaller metaphor interference effect than those with low working memory. Another study showed that good inhibitory control supported accurate metaphor processing compared to bad inhibitory control. A study of patients with schizophrenia, who are known to be impaired in executive functions, also demonstrated difficulties in processing metaphors. These findings suggest that executive functions are the key factors that contribute critically to processing metaphors.

Inhibition, one of the executive functions, plays a crucial role in metaphor comprehension. One type of inhibition, namely interference control, has been closely investigated with respect to metaphor comprehension. During metaphor processing we select semantically proper meanings or features of a metaphor vehicle while suppressing frequently used meanings. For instance, to comprehend the metaphor “Those fighters are lions,” one has to retrieve general attributes of the vehicle “lions” (i.e., brave, strong or fierce) instead of its frequently retrieved meaning (i.e., a large tawny-colored cat that lives in prides, found in Africa and northwestern India). By inhibiting irrelevant meanings of a metaphorical expression (i.e., vehicle), one can successfully infer the designated meaning of a metaphor. Therefore, metaphor comprehension is more likely...
to be successful when an infrequently used but contextually more adequate meaning of a vehicle is selectively processed instead of its prepotent meaning, and to this end, interference control would inevitably be involved.

Hypothesis. In the present study, we investigated how familiarity and context would influence metaphor comprehension and scrutinized which of the executive functions was mostly intertwined with it. More specifically, we focused on whether performance differences in metaphor comprehension, modulated by varying levels of familiarity and context, would be demonstrated by different parameters of the drift–diffusion model (interference control as a between-participant factor, and familiarity and context as within-participant factors). We hypothesized that the familiarity of a metaphor, the supportiveness of a context, and individuals’ interference control would exert a significant influence on the process of metaphor comprehension. We expected that individuals with good interference control would perform better in a metaphor comprehension task and show higher drift rates. In addition, we expected that familiar metaphors and supporting context would aid in metaphor comprehension, such that participants would exhibit higher drift rates in these conditions.

Results

Participants were engaged in a metaphor comprehension task. On each trial, they first read a context sentence, either supporting (SC) or opposing (OC), followed by either a familiar metaphor (FM) or a novel metaphor (NM). Participants were required to judge whether the two consecutive sentences made sense or not as quickly as possible. Accordingly, there were four experimental conditions: a supporting context paired with a familiar metaphor (SC–FM) or a novel metaphor (SC–NM), and an opposing context paired with a familiar metaphor (OC–FM) or a novel metaphor (OC–NM).

RTs and accuracies in metaphor comprehension. To probe the effect of familiarity and context during metaphor processing, we performed two-way repeated measures analyses of variance (ANOVA) with factors FAMILIARITY (FM and NM) and CONTEXT (SC and OC) using the RTs and accuracies of the metaphor comprehension task. The bar plot of the RT data for the four conditions are illustrated in Fig. 1a. We found significant main effects in both FAMILIARITY \( [F(1, 37) = 124.48, p < 0.001] \) and CONTEXT \( [F(1, 37) = 16.48, p < 0.001] \), but there was no interaction \( [F(1, 37) = 0.19, p = 0.67] \). In terms of the familiarity, RTs in FMs (SC–FM and OC–FM: mean = 954.30 ms; standard error of the means (SEM) = 23.62) were faster than RTs in NMs (SC–NM and OC–NM: mean = 1088.36 ms; SEM = 28.27). With respect to the context, RTs in SCs (SC–FM and SC–NM: mean = 996.53 ms; SEM = 26.55) were faster than RTs in OCs (OC–FM and OC–NM: mean = 1046.13 ms; SEM = 29.31).

For the accuracy data, we found main effects of FAMILIARITY \( [F(1, 37) = 50.69, p < 0.001] \) and CONTEXT \( [F(1, 37) = 16.14, p < 0.001] \). We also observed an interaction \( [F(1, 37) = 6.87, p = 0.01] \) between the two factors.
(Fig. 1b). Participants’ accuracies were higher in OCs than in SCs for both FMs and NMs, but this difference between SCs and OCs was greater in NMs (8.06%) than in FMs (2.46%). Overall, participants responded more accurately in FMs (SC–FM and OC–FM: mean = 93.42%; SEM = 0.91) than NMs (SC–NM and OC–NM: mean = 87.31%; SEM = 1.58) and in OCs (OC–FM and OC–NM: mean = 93.00%; SEM = 0.94) than SCs (SC–FM and SC–NM: mean = 87.73%; SEM = 1.61).

**Significant correlations between RTs from all conditions and the scores from COWAT-Semantic.** Pearson correlation coefficients between the scores of neuropsychological tests and RTs in each condition. SC–FM supporting context with familiar metaphor, OC–FM opposing context with familiar metaphor, SC–NM supporting context with novel metaphor, OC–NM opposing context with novel metaphor, ANT attention network test, COWAT controlled oral word association test, GNG go/no-go, LNST letter number sequencing task, WCST Wisconsin card sorting test. *p < 0.05. **p < 0.01. ***p < 0.001.

| Test          | SC–FM | OC–FM | SC–NM | OC–NM |
|---------------|-------|-------|-------|-------|
| ANT           | −0.07 | 0.20  | 0.16  | 0.14  |
| COWAT-Semantic| −0.35*| −0.54***| −0.48**| −0.46**|
| COWAT-Phonemic| −0.25 | −0.31 | −0.19 | −0.25 |
| GNG           | 0.28  | 0.29  | 0.27  | 0.34* |
| LNST          | −0.09 | −0.03 | −0.08 | −0.11 |
| Stroop        | 0.19  | 0.00  | 0.05  | 0.12  |
| WCST          | −0.07 | 0.09  | 0.09  | 0.06  |

Figure 2. Significant correlations between RTs of the metaphor comprehension task and the scores of COWAT-Semantic. The x-axis indicates the scores of COWAT-Semantic and the y-axis denotes participants’ RTs. Both values were converted to z-scores. Each dot represents an individual’s data, and colors of the dots imply each participant’s level of competence in inhibition. The error bands indicate 95% confidence intervals. There was a tendency for the individuals with good inhibition capabilities (i.e., higher scores in the COWAT-Semantic) to respond faster to metaphor comprehension task in all the conditions compared to individuals with poor inhibition capabilities (i.e., lower scores in the COWAT-Semantic). SC–FM supporting context with familiar metaphor, OC–FM opposing context with familiar metaphor, SC–NM supporting context with novel metaphor, OC–NM opposing context with novel metaphor, COWAT controlled oral word association test.

Results from the hierarchical drift–diffusion model (HDDM). To further analyze the decision process during metaphor comprehension, we adopted the drift–diffusion model. We first show that incorporating familiarity, context, and individual differences in executive functions improved the fit of the drift–diffusion model via model comparison. The specific influences of such factors during metaphor comprehension are then investigated.
Model comparison. We used deviance information criterion (DIC), which is a well-known measure for model comparison. The DIC value was calculated for nine candidate models with regard to seven neuropsychological test performances. DIC values for the Null model, the FC model, and seven Full models for each neuropsychological test are shown. Here, lower values indicate better fits. The FC model and seven Full models outperformed the Null model, but the differences between the FC model and the Full models are marginal. Models are displayed in alphabetical order after two base models (Null and FC model). ANT attention network test, COWAT controlled oral word association test, GNG go/no-go, LNST letter number sequencing task, WCST Wisconsin card sorting test.

Effects of familiarity and context on drift rate. To investigate whether manipulating familiarity or context has an impact on metaphor comprehension, we analyzed differences in the drift rates between levels of each factor (i.e., FAMILIARITY and CONTEXT). More precisely, we examined differences in the population-level posterior distributions, considering factors within the experimental design for each neuropsychological test.

In the FAMILIARITY factor, drift rates in posterior group estimates of FMs were higher than those of NMs for 100% of all the posterior samples across all the neuropsychological tests (Table 2, Fig. 4). On the other hand,

Table 2. Posterior means and 95% HDIs of drift rates in each factor (FAMILIARITY and CONTEXT) with regard to seven neuropsychological test performances. ANT attention network test, COWAT controlled oral word association test, GNG go/no-go, LNST letter number sequencing task, WCST Wisconsin card sorting test, HDI highest density interval.

|                  | FAMILIARITY (familiar > novel) | CONTEXT (opposing > supporting) |
|------------------|-------------------------------|---------------------------------|
|                  | Mean 95% HDI                  | Mean 95% HDI                    |
| ANT              | 0.76 [0.64, 0.86]             | 0.07 [− 0.03, 0.16]             |
| COWAT-Semantic   | 0.76 [0.65, 0.87]             | 0.06 [− 0.03, 0.17]             |
| COWAT-Phonemic   | 0.76 [0.65, 0.87]             | 0.07 [− 0.03, 0.16]             |
| GNG              | 0.75 [0.64, 0.86]             | 0.06 [− 0.03, 0.16]             |
| LNST             | 0.76 [0.64, 0.86]             | 0.06 [− 0.04, 0.16]             |
| Stroop           | 0.76 [0.64, 0.87]             | 0.06 [− 0.03, 0.17]             |
| WCST             | 0.76 [0.65, 0.87]             | 0.07 [− 0.03, 0.16]             |
posterior estimates of the drift rates in the CONTEXT factor demonstrated that, for all the neuropsychological tests, drift rates for OCs tend to be higher than those for SCs, but all of the 95% highest density intervals (HDIs) contained zero (Table 2, Fig. 4). Usually, a factor is regarded as being influential on drift rates when 95% HDIs do not include zero. As a consequence, we suggest that familiarity provided highly reliable information that affected the decision process of metaphor comprehension, whereas context showed a marginal effect on the process.

The influence of individual performance in neuropsychological tests on metaphor comprehension. We assessed how individuals’ executive functions had influence on metaphor comprehension by inspecting 95% HDIs of three varying parameters such as drift rate (v), decision boundary (a), and non-decision time (t) in each neuropsychological test (Table 3). Figure 5 shows a positive linear trend of COWAT-Semantic performance on drift rate, indicating that the better one’s COWAT-Semantic performance, the higher drift rate is observed.
correlation was found between the boundary separation and COWAT–Semantic performance, explaining that worse performance in COWAT–Semantic led to a wider decision boundary. Contrarily, a positive relationship was found in GNG such that better performance in GNG corresponded to a wider decision boundary. Non-decision time had negative relationships with performances in COWAT–Semantic, COWAT–Phonemic, and Letter Number Sequencing Task (LNST) in terms of conventional 95% HDIs. This indicates that individuals with worse performance in these tests showed longer non-decision times.

Discussion
In the present study, we aimed to unravel the influence of familiarity and context on the processing of metaphors with respect to individuals’ executive functions. To this end, we examined metaphor comprehension using the drift–diffusion model, hoping to obtain a better understanding of the detailed processes that underlie metaphor comprehension. Our results demonstrated that familiarity, compared to context, had more substantial impact on the decision process of metaphor comprehension (Figs. 1 and 4). Individuals’ interference control measured by the Semantic fluency task of the Controlled Oral Word Association Test (COWAT–Semantic) was significantly correlated with the processing of metaphors in RTs as well as in drift rates (Figs. 2 and 5). Therefore, we suggest that interference control plays a key role in the decision process of successful metaphor comprehension.

Impact of interference control on metaphor comprehension. We found a significant negative correlation between RTs and COWAT–Semantic scores (Fig. 2), demonstrating that the higher performance in the COWAT–Semantic test, the lower RTs in metaphor comprehension. Good interference control is known to be responsible for better COWAT performance. During the COWAT, one has to generate words according to a semantic or lexical association while suppressing repeated and/or irrelevant responses, and thus, successful performance in the COWAT requires suppressing interference. A study that analyzed the reliability and validity of COWAT scores also proposed that successful COWAT performance necessitates the ability to retrieve words in a non-routine manner while suppressing habitual or prepotent responses. Consequently, COWAT–Semantic is suitable for assessing individual differences in interference control and, in virtue of the negative correlations between the COWAT performance and RTs in the present study, we suggest that interference control is deeply intertwined with metaphor comprehension, possibly aiding in comprehending metaphorical expressions. Resultingly, participants with higher scores in COWAT–Semantic, having better interference control, were relatively fast in metaphor comprehension.

Figure 5. Population-level slope estimates of decision parameters with respect to seven neuropsychological test performances. To illustrate the relationship between participants’ performances in each test and the decision parameters, population-level slope estimates of drift rates, boundary separation, non-decision time are described as quantile dotplots. As 95% HDI of a certain parameter’s estimates (illustrated as black bars) moves away from zero, individuals’ performances in the neuropsychological test are positively or negatively correlated with the decision parameters. The scores in ANT, Stroop task, and WCST were transformed to indicate that higher scores represent better performance. ANT attention network test, COWAT controlled oral word association test, GNG go/no-go, LNST letter number sequencing task, WCST Wisconsin card sorting test, HDI highest density interval.
Furthermore, in the drift–diffusion model, COWAT-Semantic was the only neuropsychological test in which better performance was linked to higher drift rates in metaphor comprehension (Fig. 5). It is important to note that higher drift rates have been known to correspond to individuals’ better performance. More intriguingly, participants’ higher performance in COWAT-Semantic exhibited shorter non-decision times (Fig. 5). This finding is important as the shorter non-decision time may be influenced by good inhibition of unrelated information, leading to faster processing in metaphor comprehension. All these results denote a beneficial role of good interference control in the processing of metaphors.

The relationship between drift rates and interference control needs further discussion. In previous studies, interpreting drift rates in terms of individual differences has been associated with efficient processing of a given task. This suggests that the higher the drift rate is, the higher the possibility is that people cope with a task more efficiently and more easily. For example, drift rates have been scrutinized to serve as a measure for general cognitive performance, showing that drift rates in an item recognition task were positively correlated with general intelligence. Further compelling evidence was found in a study in which a close relationship between drift rates, working memory, and reasoning was reported. Here, participants were required to complete a set of different choice reaction tasks which showed their drift rates were strongly correlated with their working memory capacity and reasoning ability. A study of attention-deficit hyperactivity disorder (ADHD) patients also asserted that drift rates can be used to serve as a measure for executive functions. Here, children with ADHD performed worse on tasks related to inhibitory control, with lower drift rates compared to children of a control group. Taken together, we suggest that drift rates can be used as a measure of executive functions; more specifically, interference control.

It is worth noting the active role of interference control in various language processes. For example, bilinguals switch between two languages efficiently by taking advantage of contextual cues in the environment to facilitate their linguistic performance as well as by suppressing interference of the language that is currently not in use. Several lines of research also have suggested that response inhibition is responsible for distinguishing behavioral outputs of bilinguals from those of monolinguals. Inhibition has also been reported to have leverage on efficient processing of homophones and homonyms. These studies indicate that interference control exerts an effect on restraining unnecessary information and choosing apt information in diverse aspects of language processing. Likewise, successful metaphor comprehension requires good interference control to facilitate properties of the metaphor vehicle that are suitable for interpretation while suppressing properties that are irrelevant.

In accordance with our hypothesis, our data showed that the executive functions other than inhibition were not significantly involved during metaphor processing. In light of Miyake’s work, we attempted to scrutinize the degree to which specific abilities are needed for successful metaphor comprehension, using different neuropsychological tests. However, participants’ performance (i.e., RTs and drift rates) in metaphor comprehension tasks were only correlated with scores of the COWAT-Semantic but not with that of the other tests, such as the Attention Network Test (ANT), Go/No-Go (GNG) task, Letter Number Sequencing Task (LNST), Stroop task, and Wisconsin Card Sorting Test (WCST). While much of the data from previous studies has argued that every component of executive functions (i.e., working memory, cognitive flexibility, and inhibition) contribute to metaphor comprehension, our results suggest that inhibition may be the most relevant executive function engaged in metaphor comprehension.

### Influence of familiarity and context on metaphor comprehension

We have observed increased drift rates in FMs compared to NMs in all seven Full models. Previous studies showed a negative correlation between task difficulty and drift rates, showing that drift rates increased as task difficulty decreased. Therefore, FMs may be characterized as being easier to be processed than NMs. This interpretation was also supported by faster RTs and higher accuracies in FMs compared to NMs in the present study (Fig. 1).

Several viewpoints have been addressed regarding what makes the processing of FMs easier than NMs. According to the feature alignment theory, the overlapping features between the topic and vehicle of a metaphor become integrated over time, which makes understanding metaphorical meanings easier. The property attribution viewpoint posits an argument that familiar metaphors, being recognized as categorical assertions, are understood as quickly and automatically as literal expressions. The career of metaphor hypothesis holds that, in the case of a novel metaphor, people undergo a comparison process, searching for common attributes between the topic and vehicle of the metaphor. Enhancing relevant properties and inhibiting irrelevant ones of the vehicle is also a critical issue of metaphor comprehension. A detailed discussion of these theories is beyond the scope of the present study. However, an explanation pertaining to inhibition should be given on why it is easier to process FMs than NMs. It has been shown that retrieving previously integrated metaphorical features is relatively easy in FMs, whereas additional inhibition is needed to filter out irrelevant attributes of the vehicle in NMs. More generally, executive functions are known to be more actively involved in processing NMs than in FMs. For example, NMs led to substantial neural activation in frontal brain regions that are known to be involved in executive functions. Another study showed that patients with Alzheimer’s disease, specifically having deficits in executive functions, performed poorly in novel metaphor tasks. Taken together, inhibition has been added to play an important role in metaphor comprehension, particularly for NMs. However, our results showed that inhibition is closely related to FMs as well as NMs (Fig. 2). This may be derived from possible differences between the present study and previous ones in several aspects such as study designs, measures of inhibition, and participant groups. Therefore, a future study should be conducted with an objective and quantified method to measure the degree of inhibition involved in FMs and NMs to address the potential effects mediated by inhibition in familiar and novel metaphor comprehension.

With respect to context, we could not find a reliable difference in drift rates between SCs and OCs with 95% HDIs including zero (Table 2, Fig. 4), which indicates that contextual information seems to have a marginal
influence on metaphor comprehension in the present study. This is at variance with the well-known role of context that has been known to assist the understanding of FMs and NMs by facilitating meaning selection and construction, leading to faster and more accurate responses. The discrepancy between the present study and previous ones may be derived from longer but more accurate responses in OCs. The reason participants responded more accurately in OCs than in SCs in both FMs and NMs deserves a comprehensive discussion. This may be due to the increased salience generated in OC when one is presented with features that are semantically incompatible\(^1\), as in the case of antonyms, for instance. A word and its antonym are generally similar in many aspects, but they differ particularly in one dimension\(^2\). Likewise, the OC sentences of the present study function similarly to antonyms in the way that an attribute delivered from a contextual sentence is opposite from the main feature of the topic used for the NM. For example, when the NM (e.g., “He is talented in alienating a friend from others”), the attribute of the vehicle ‘glue’—being sticky and adhesive—denotes the opposite situation described in the context with the word ‘alienating’. Furthermore, since antonyms are known to comprise a large portion of our mental lexicon\(^3\), OCs may have enabled opposite features to be easily noticeable and accessible to the participants during the metaphor comprehension task. Resultingly, the semantic contrasts created by OCs made metaphor comprehension relatively easy, generating higher accuracies compared to SCs. In this regard, the marginal effect of context in drift rates may be construed by what the drift rate represents. The drift rate is estimated by combining multiple behavioral measures (i.e., RTs and accuracies) simultaneously. As such, the drift rate reflects both RT and accuracy: higher drift rates generate responses with faster RTs and higher accuracies, whereas lower drift rates engender responses with slower RTs and lower accuracies\(^4\). As mentioned earlier, our data showed slower RTs but higher accuracies in OCs than in SCs, which may have influenced the drift rates to be low in terms of the slow RTs and, at the same time, to be high with respect to the high accuracies. In the end, this interaction between the slow RTs and high accuracies in OCs may have canceled out the effect of drift rates, leaving marginal effects of drift rates between OCs and SCs.

One might call into question whether some of our metaphor sentences, particularly in OCs, may be interpreted as being irony or sarcasm. A crucial distinction between a metaphor and irony is that different comprehension demands are required\(^5\). Since successful comprehension of metaphors is accomplished by comparing the characteristics of the topic and vehicle of the metaphor, knowledge of the two domains (i.e., topic and vehicle) is essential. On the other hand, understanding irony necessitates inferences about the speaker’s intentions\(^\text{84,85}\). In the present study, participants were requested to simply decide whether the metaphor made sense or not after reading the context sentence. Thus, it is unlikely for them to be actively involved in guessing the speaker’s intentions in metaphors. Moreover, we never mentioned to the participants that the experiment is related to either metaphors or irony. Therefore, it is improbable that the participants considered our stimuli to be irony.

Another issue is whether the drift–diffusion model is applicable to data involved in relatively slow cognitive processes such as metaphor comprehension as in the present study. Originally, it was argued that the drift–diffusion model is applicable only to fast RT tasks with mean RTs of maximum 1.5 s per trial\(^9,\text{86,87}\). However, researchers have recently shown that the drift–diffusion model can be also used in modeling slow RT data\(^\text{88,89}\), suggesting that the model may be widely applicable even in psycholinguistic research\(^9\). In fact, metaphor comprehension can be either a rapid process with less than 1.5 s\(^9,\text{88,89}\), or a more time-consuming process\(^9\). In our study, we observed that participants completed the metaphor comprehension within 1.03 s on average. Accordingly, we posit that using the drift–diffusion model in our study was suitable for scrutinizing the process of metaphor comprehension.

The present study has some limitations. Firstly, the degree of interpretability between FMs and NMs differed. Although novel metaphors are known to be more difficult to interpret\(^6,\text{93,94}\), than conventional ones, we were unable to differentiate whether the effect of familiarity between FMs and NMs in our study was due to the dissimilar familiarity or interpretability of the metaphors. To tease these two apart, it would be worth controlling for aptness between FMs and NMs—the degree to which a metaphor vehicle captures important features of a metaphor topic\(^9\)—in future studies, because aptness is known to influence interpretability of the metaphor\(^9\). Secondly, one should consider normalizing the metaphorical sentences in terms of their suitability with the supporting and opposing contexts, because contextual information shapes the interpretation of metaphors\(^9\). Thirdly, some of the metaphoric stimuli were chosen from the Standard Korean Dictionary, which means that those words could lose their figurativeness and their meanings could be lexicalized. Lexicalized metaphors may be processed differently from non-lexicalized metaphors in that comprehending lexicalized metaphors is an automatic process, whereas comprehending non-lexicalized metaphors is a controlled process\(^9\). Therefore, the distinction between lexicalized- and non-lexicalized metaphors should be considered in future studies. Fourthly, one should also consider including a proper control condition composed of literal sentences, which would function as a reference to provide a good basis in the understanding of metaphor comprehension in comparison with the experimental condition. Lastly, even if the boundary separation turned out to be related to participants’ performance in the COWAT-Semantic and GNG (Fig. 5), its relationship with metaphor comprehension remains unknown. Boundary separation is the evidence required to make a response; large values indicate that more information needs to be accumulated before a decision is made\(^\text{13,97,98}\). Unfortunately, we were unable to address the relationship between boundary separation and metaphor comprehension in the current study, and thus this requires further investigation.

Conclusion

By means of fine-grained assessment of individuals’ executive functions and computational modeling using the drift–diffusion model, we have made great strides toward understanding the underlying cognitive processes associated with metaphor comprehension, particularly the influential role of interference control in the processing of metaphor.
Methods

Participants. Participants in the stimuli norming study. Twenty-two undergraduate or graduate students who did not take part in the metaphor comprehension task participated in the stimuli norming study via an online survey tool (SurveyMonkey Inc., San Mateo, California, USA, www.surveymonkey.com) (See Table 4 for demographics). Participants were rewarded 10,000 KRW once they had finished the survey.

Participants in the metaphor comprehension task. Forty-one native Korean speakers participated in the metaphor comprehension task. Exclusion criteria were color blindness and a history of medical or psychiatric illness. We excluded one participant due to his or her past and ongoing history of psychiatric illness and two participants due to their inappropriate responses in the main experiment (see “Data analysis” for more details). All participants were undergraduate or graduate students. Right handedness was confirmed using the Edinburgh Handedness Inventory99. We also used Ishihara plates100 to screen for color blindness. All participants were informed about the possibility of being dismissed from the experiment without any disadvantage, signing a written informed consent form accordingly. They were rewarded 15,000 KRW once they had completed the experiment with an overall accuracy of above 70%. A detailed summary of the participants is shown in Table 4.

The experiment was conducted in accordance with the recommendations of the Daegu Gyeongbuk Institute of Science and Technology (DGIST) ethics committee and was approved by the DGIST ethics committee in accordance with the Declaration of Helsinki.

Experimental design and materials. We created stimuli with two factors (FAMILIARITY and CONTEXT) with two levels (familiar metaphor vs. novel metaphor, supporting context vs. opposing context) to examine the influence of the two factors on metaphor comprehension and their interactions with individuals’ different levels of executive functions. The stimulus set consisted of 124 Korean sentence pairs, with the first being a context sentence and the second sentence a metaphor. There were four experimental conditions: a supporting context paired with a familiar metaphor (SC–FM) or a novel metaphor (SC–NM), and an opposing context paired with a familiar metaphor (OC–FM) or a novel metaphor (OC–NM).

We constructed metaphors as the simple form of “X is Y” (see Table 5 for examples) to remove unnecessary processes for sentence comprehension possibly caused by complex syntactic structures. We only used pronouns (i.e., ‘he’ or ‘she’) for the subject “X”, which is referred to as a topic of the metaphor18. “Y” is the so-called vehicle of the metaphor, which allows metaphorical reasoning to occur by relating the topic to the vehicle’s notable characteristic18. Unlike metaphors, context was constructed without any designated forms. Each metaphor

| Condition | Context sentence | Metaphor sentence |
|-----------|------------------|-------------------|
| SC–FM     | She knows almost everything. | She is an encyclopedia. |
| OC–FM     | She lacks basic common sense. | |
| SC–NM     | He arranged many blind dates. | He is glue. |
| OC–NM     | He is talented in alienating a friend. | |

Table 5. Examples of context and metaphor sentences. SC–FM supporting context with familiar metaphor, OC–FM opposing context with familiar metaphor, SC–NM supporting context with novel metaphor, OC–NM opposing context with novel metaphor.
sentence was presented together with either SC or OC to participants. Each participant completed all four conditions in a pseudo-randomized order.

The metaphor sentences were comprised of 62 FMs and 62 NMs. FMs were generated by either choosing words that have figurative meanings from the Standard Korean Dictionary (101) or selecting words that have been used conventionally as metaphors. Familiarity of these metaphors were later confirmed through a stimulus norming study. NMs were devised with words representing objects, living things, or places that do not have conventional figurative meanings, but still have prominent features such that the intended meanings of newly formulated metaphors were able to be delivered if appropriate contextual information was provided. To validate that our newly made NMs were truly new to people, we had six examiners who were undergraduate or graduate students examine the stimuli and selected expressions that everyone confirmed to be novel.

In addition, we conducted a web-based survey (SurveyMonkey Inc., San Mateo, California, USA, www.surveymonkey.com) with 22 new participants to ascertain whether they considered our FMs or NMs to be familiar or new to them, thereby eliminating potentially confounding factors known to affect metaphor processing (102–105) such as familiarity, frequency, interpretability, concreteness, and emotional valence. For each word or metaphor expression, participants were asked to rate the aforementioned five aspects using a seven-point scale. Familiarity was rated to distinguish FMs from NMs (1 for Very unfamiliar; 7 for Very familiar). Word frequency was measured to verify that all the words used in the metaphor sentences had similar frequency. This was based on the previous result showing that words with low frequency are processed more slowly than those with high frequency (106). To do this, we asked the participants to report how frequently they encountered the words in their daily lives (1 for Very rare; 7 for Very often). The interpretability of all the metaphorical expressions, which indicates how easily one can derive a meaning from the expression (103), were also rated (1 for Very difficult; 7 for Very easy). Since novel metaphors are known to be more difficult to interpret compared to familiar metaphors (36,53,54), we expected high interpretability values for familiar metaphors and low values for novel metaphors. Concreteness of the vehicles were investigated based on the previous result, indicating that processing a concrete word is faster than an abstract word (104) (1 for Very abstract; 7 for Very concrete). Lastly, positive words are suggested to be processed faster than negative words (109), and thus we had to ensure that the words used in FMs and NMs had comparable emotional valence (1 for Very negative; 7 for Very positive). Overall, the words used for metaphors in the present study had balanced values over frequency (FM: mean = 3.75, SEM = 0.11; NM: mean = 3.71, SEM = 0.13), concreteness (FM: mean = 4.57, SEM = 0.10; NM: mean = 4.84, SEM = 0.10), and emotional valence (FM: mean = 3.73, SEM = 0.17; NM: mean = 3.81, SEM = 0.08). As we anticipated, significant differences between the FMs and NMs were found only in familiarity [FM: mean = 4.44, SEM = 0.11; NM: mean = 2.51, SEM = 0.09; t (115.83) = 13.49, p < 0.001] and interpretability [FM: mean = 4.79, SEM = 0.10; NM: mean = 2.79, SEM = 0.09; t (121.21) = 15.19, p < 0.001]. Therefore, we verified that the FMs and NMs in the present study were controlled for any unwanted parameters (i.e., frequency, concreteness, and emotional valence).

For the context, 248 sentences were constructed. Half of them were used for SC and the other half for OC. They were paired with 62 FMs and 62 NMs. SC was constructed to aid comprehension of metaphors by increasing the information of the ground that well associates the topic to the vehicle of a metaphor. Conversely, OC was made to hinder metaphor comprehension by providing contradictory information against the ground. SCs and OCs were examined by ten native Koreans and all of them approved that the contexts supported or disrupted the understanding of the ensuing metaphors, respectively.

Procedures. All participants completed the following seven neuropsychological tests prior to the metaphor comprehension task: Attention Network Test (ANT), Semantic fluency task of Controlled Oral Word Association Test (COWAT-Semantic), Phonemic fluency task of COWAT (COWAT-Phonemic), Go/No-Go (GNG) task, Letter Number Sequencing Task (LNST), Stroop task, and the Wisconsin Card Sorting Test (WCST). These tests enabled us to assess participants’ different cognitive capabilities such that we could investigate the differential contributions of individuals’ executive functions on various metaphor conditions. The details of the neuropsychological tests are given in the “Supplementary Materials”.

The metaphor comprehension task consisted of a short practice session and the main experiment. The practice session was made up of two trials for each condition, which were not used in the main experiment. Throughout the practice and main experiment, a fixation cross was shown for 1 s at the center of a screen. A context sentence was then displayed for 2.5 s, followed by a metaphor sentence being presented until a response was made (maximum duration: 5 s). Participants were required to judge as fast and accurately as possible whether the context and metaphor sentences together made sense or not by pressing the F key or J key on a keyboard. Key distribution for the yes or no responses was counterbalanced across participants. The time lapping from the appearance of the metaphor sentence until key press was recorded as RT and the percentage of correct responses for each condition was quantified as accuracy. The experiment was conducted using PsychoPy software in Python, Version 1.85.2 (100).

Data analysis. Two out of the 40 participants were excluded from the analysis whose average RTs of the metaphor comprehension task or average scores of the neuropsychological tests were more than three standard deviations away from the mean across participants. This resulted in disposal of 5% of the total data (248 from 4960 responses). In addition, we removed outlier RTs that were beyond three standard deviations from the mean for each participant, which led to disposal of 10.44% of the remaining data (492 from 4712 responses). We conducted two-way repeated measures analyses of variance (ANOVA) using the RTs and accuracies of the metaphor comprehension task, with factors FAMILIARITY (FM and NM) and CONTEXT (SC and OC). The ez package from R software was used for the analyses (107). We included only correct responses for the RT analyses.

We obtained Pearson correlation coefficients between the scores of the seven neuropsychological tests and the RT data from the four conditions of the metaphor comprehension task to examine the roles of different
executive functions on metaphor comprehension and to see how individual differences in executive functions affect metaphor processing. Here, we converted participants’ mean RT data and their neuropsychological test scores into z-scores to allow comparison of data from different distributions.

**Modeling behavioral data.**  *Drift–diffusion model.*  The drift–diffusion model, as one of the sequential sampling models, assumes that a decision is made once it reaches a decision boundary while information is continuously accumulated\(^{61}\). Using RTs and accuracies simultaneously, the drift–diffusion model separates a decision process into four main parameters such as drift rate \((v)\), decision boundary \((a)\), non-decision time \((t)\), and starting point \((z)\), along with three additional parameters accounting for inter-trial variability of drift rate \((sd)\), non-decision time \((st)\), and starting bias \((sb)\). We adopted this model to explain latent processes underlying metaphor comprehension, which would be hard to explain with behavioral outputs alone.

The diffusion model parameters were estimated using the hierarchical drift–diffusion model (HDDM) package\(^{100}\) written in Python, which analyzes behavioral data using the Bayesian hierarchical model. It assumes that each participant’s model parameters are sampled from population-level distributions, which shrinks the individuals’ parameters to be closer to the population mean. Thus, the HDDM provides reliable estimates of individuals’ parameters when the number of observations from each participant is relatively small\(^{109}\). Also, the Markov Chain Monte Carlo technique used for estimating parameters in the HDDM package gives a full posterior distribution of each parameter rather than just point estimates, and thus one can directly test a hypothesis on the posterior distribution of parameters\(^{102}\). In the present study, since our main research question refers to the differences between experimental conditions on the population level, we applied all our tests to the population-level posterior distribution of parameters accordingly.

**Model specification.**  We allowed the drift rate to vary across FAMILIARITY (FM and NM) and CONTEXT (SC and OC), because these were the two key factors that were expected to influence participants’ responses. In addition, we hypothesized that the drift rate \((v)\), decision boundary \((a)\), and non-decision time \((t)\) would be affected by individuals’ differences in executive functions that were represented by the scores of seven neuropsychological tests. Resultingly, seven *Full* models, one for each of the seven neuropsychological tests, incorporated one continuous predictor variable (participants’ neuropsychological scores) into each of the three decision parameters accounting for individual differences (drift rate, decision boundary, and non-decision time). With this approach, we intended to clearly differentiate the effect of each test and to avoid the arbitrary and complex interactions that could have occurred if we had considered all the tests simultaneously. Decision boundary \((a)\) and non-decision time \((t)\) were fixed within participants across the conditions, and accordingly, a participant’s response differences between conditions could only be captured by drift rates\(^{109}\). Inter-trial variability was considered in drift rate \((sd)\) and non-decision time \((st)\). In addition, correct and incorrect responses were mapped as upper boundaries and lower boundaries, respectively. We therefore fixed starting point \((z)\) at 0.5 to prevent a bias since we did not expect a biased response in the setting of correct/incorrect boundaries.

Informed priors were applied for each parameter to be inferred in a moderate range based on previous survey parameter values\(^{97}\). In the estimation process, we generated 12,000 samples using a Markov chain Monte Carlo algorithm\(^{111}\), including 2000 burn-in samples which were later discarded to prevent the effect of initial exploratory values before convergence. We used the Geweke statistic\(^{112}\) to ensure that chains properly converged. Posterior predictive checks were performed along with visual inspections to examine whether predicted data followed observed RT distribution or not.

To validate our model specification, we performed a model comparison with two additional models. One was a Null model that assumed all the parameters to be fixed between conditions and ignored individual differences in the scores of seven neuropsychological tests. The other was an FC model (*familiarity* and *context*), assuming that only trial-type altered the decision process. Therefore, drift rates varied according to the two factors—FAMILIARITY and CONTEXT—while individual differences in neuropsychological tests were not considered. We used the deviance information criterion (DIC), which is a measure to assess model fit in hierarchical models\(^{59}\) so that we could compare different models in the current study to show that our suggested models outperformed two additional models.

**Statistical analyses.**  All the analyses were tested directly on the population-level posterior estimates of *Full* models. This is a common practice when a research question is focused on comparing different groups rather than individual-level parameters\(^{96,98}\). On the basis of a Bayesian hypothesis testing perspective, it is reliable to say that a factor has an effect on the drift rate when 95% highest density interval (HDI) of the estimated effect does not include zero. Therefore, we calculated 95% HDIs for our parameters of interest and set them as decision criteria to indicate whether zero was included or not\(^{96}\). Effects of familiarity and context on metaphor comprehension were tested using drift rates in this regard. For example, the effect of COWAT-Semantic on drift rates of metaphor comprehension was studied by testing whether 95% HDI of the population-level distribution for drift rates moved away from zero or not. Additionally, relations between individual differences in neuropsychological tests and estimated decision parameters (drift rates, boundary separation, non-decision time) were tested using 95% HDI.
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