MEDS-Net: Multi-Encoder based Self-Distilled Network with Bidirectional Maximum Intensity Projections for Lung Nodule Detection
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Abstract—Early detection of lung cancer is an effective way to improve the cure rate of patients. Therefore, it is crucial to accurately detect lung nodules in computed tomography (CT) images for early diagnosis of lung cancer. However, developing an accurate computer-aided detection (CADe) system for lung nodule detection is a challenging task owing to the complex lung’s structure and the heterogeneity of the lung nodules. In this study, we propose a lung nodule detection scheme motivated by the clinical workflow of radiologists, which combines CT scan sub-volume with bidirectional maximum intensity projection (MIP) images in a single architecture. For this purpose, we designed a novel multi-encoder based network (MEDS-Net) that exploits self-distillation to effectively learn from three different types of inputs, including 3D sub-volume, forward, and backward MIP images. MEDS-Net exploits three different encoders to effectively extract the distinctive insights which are passed to the decoder block. Further, the decoder block leverages the self-distillation mechanism by connecting the distillation block, which contains four auxiliary lung nodule detectors. It helps to expedite the convergence and improves the learning ability of the proposed architecture. Finally, the proposed scheme reduces the false positives by complementing the main detector with auxiliary detectors. The proposed scheme has been rigorously evaluated on 888 scans of the LIDC-IDRI dataset and obtained a competition performance metric (CPM) score of 93.6%. The results demonstrate that incorporating bidirectional MIP images enables MEDS-Net to accurately detect lung nodules and reduce the number of false positives using auxiliary detectors.

I. INTRODUCTION

Lung cancer is the most frequent cancer type, with the highest mortality rates globally [1]. The survival rate of patients highly depends upon the early detection of pulmonary nodules [2]. For diagnosing pulmonary nodules, computed tomography (CT) has been extensively employed and proven effective [3]. However, it is often a time-consuming and tedious job to manually identify nodules in CT scans. Radiologists need to read the CT scans slice by slice, and depending upon the slice thickness, a chest CT may contain hundreds of slices. Additionally, manual lung nodule detection is error-prone [4]. To alleviate this problem, computer-aided detection (CADe) systems play an important role in aiding radiologists in accurately diagnosing lung cancer.

Numerous efforts have been made in designing CADe systems; however, developing a highly accurate and robust CADe system is still challenging due to the heterogeneity of lung nodules and the high degree of similarity between the lung nodules and their surrounding tissues. Deep learning (DL)-based techniques have made vast inroads in various medical imaging, including lung nodule detection [5], [6]. In DL-based CADe systems, convolutional neural networks (CNNs) have been extensively employed in 2D and 3D to achieve significantly improved performance [7]. Such CADe system typically consists of two stages: screening and false positives (FPs) reduction. The former is typically applied to identify suspicious regions (i.e., nodule candidates) in a patient’s exam. The latter stage is to reduce the FPs by applying the additional CNNs [8]–[11]. Although such CADe systems demonstrated promising performance for lung nodule detection, these techniques add computational complexity by increasing the number of CNNs to train and are more prone to error as nodules missed at the first stage cannot be detected at the second stage. Subsequently, the sensitivity at the detection stage is kept high, significantly increasing the FPs and the load for the FPs reduction stage.

To overcome the challenges associated with dual-stage based CADe systems, a few studies proposed single-stage frameworks to detect the lung nodules [12]–[14]. Such techniques considerably improve the computational complexities and ease the training and optimization process; however, they suffer from a low performance that limits their real-time clinical employment. The disconnectivity of existing CADe systems with clinical workflow is another reason for not being contentedly opted for by clinical practitioners. In the real-time clinical workflow, mostly, radiologists first examine the maximum intensity projection (MIP) images [15] of CT scan to roughly screen the nodule candidates and use the raw CT scan slices to finalize the decision. Only a few studies [16], [17] utilized the MIP images to improve lung nodule...
To the existing literature. For instance, Masood et al. [16] leveraged MIP to extract meaningful insights of lung nodules from 2D views (i.e., axial, coronal, and sagittal) and used multidimensional region-based fully convolutional neural network based CAD system for lung nodule detection and classification, respectively. Similarly, Zheng et al. [17] attempted to follow the clinical workflow by MIP with different slab thicknesses (i.e., 5 mm, 10 mm, 15 mm) to train four different UNet architectures and merged their outputs for nodule candidates detection. Additionally, they also trained two different-sized DNNs for false positive reduction. Overall, they improve the performance, however, the ensemble of six different networks makes the CAD system very complex. In contrast, we propose a single-stage system that exploits the 3D patch of CT scan along with MIP images to detect the lung nodule. We highlight the difference between our work with the existing work in Table ??.

Below is a summary of the main contributions of this study in contrast to the existing literature.

1) None of the studies have used self-distillation for lung nodule detection. We design a novel single-stage multi-encoder-based CNN that utilizes the self-distillation mechanism and improves the performance compared to state-of-the-art single-stage as well as most dual-stage frameworks on the public LIDC-IDRI dataset.

2) This study is the first to exploit the outputs from auxiliary branches of the same architecture to complement the primary network for false positive reduction.

3) While some studies used MIP with CT scan for lung nodule detection, however, no studies use bidirectional MIP. We propose to utilize bidirectional MIP images of three slab thicknesses, i.e., 3 mm, 5 mm, and 10 mm, for lung nodule detection, which improves the network’s ability to distinguish nodules from non-nodular structures in the lung region.

II. PROPOSED METHODOLOGY

In this section, we describe the proposed framework for lung nodule detection in abdominal CT scans, which emulate the clinical practices of radiologists who utilize maximum intensity projection (MIP) images [15]. Our proposed multi-encoder based self-distilled network (MEDS-Net) is designed to fully exploit the MIP images along with a 3D patch of CT scan as shown in Fig. ??(a). To further extend the ability of MEDS-Net to detect the lung nodules, we enrich the inputs by extracting the MIP images from both forward and backward directions. Most importantly, the proposed MEDS-Net leverages the self-distillation mechanism and auxiliary outputs to optimize the learning process and reduce false positives at the inference stage, respectively. The details of each component of the proposed framework have been described in the following subsections.

A. Bidirectional Maximum Intensity Projection

Maximum intensity projection (MIP) image consists of maximum values, which come across the plane of projection, i.e., the z-axis. MIP images of thoracic CT scans have proven extremely effective for lung nodule detection [18]; therefore, it has been utilized by radiologists to quickly screen lung nodules. MIP images can be generated of various slab thicknesses; however, research has shown that slab thicknesses up to 10 mm are the most effective ones, and increasing the slab thickness further reduces the detection sensitivity [19]. Subsequently, in this work, we utilize MIP images with three slab thicknesses, i.e., 3 mm, 5 mm, and 10 mm. The generation of a MIP image can be described as follows:

\[ I_{x,y} = \max_{\Delta z} D_{x,y,\Delta z} \] (1)

where, \( I_{x,y} \) and \( D_{x,y,\Delta z} \) represent the generated MIP image and sub-volume or slab of CT scan, respectively. Here, \( \Delta z \) denotes the slab thickness, which in our case is set to 3, 5, and 10 mm. Traditionally, MIP is taken in one direction, which helps to distinguish nodules from the vessels penetrating in one direction only. In this work, we take it one step further to improve the visibility of nodules; bidirectional MIP images are extracted to improve the nodules’ visibility. The process of generating the bidirectional MIP images, i.e., forward and backward directions, with the slab thicknesses of 3 mm, 5 mm, and 10 mm, has been demonstrated in Fig. ??(a) We also normalize the slice thickness along the z-axis of the raw CT scan to 1 mm while keeping the original pixel spacing in x-y-plane for 3D patch-based input.

B. Multi-Encoder based Self Distilled Network

The proposed multi-encoder based self distilled network (MEDS-Net) is an end-to-end lung nodule detection framework which is demonstrated in Fig. ??(a) and summarized as follows: (1) first 3D slab consisting of a total of 11 slices (i.e., \( 11 \times 256 \times 256 \)) of 1 mm thickness is fed to dense block which squeeze the representation into three channels by using dense units; (2) the compressed features from dense block along with forward and backward MIP images are inputted into encoder block which contains three deep encoders to extract the meaningful features from each three-channel input; (3) the extracted features at various levels of three encoders are concatenated to combine with the corresponding decoder layers via attention units to decoder block; (4) decoder block utilizes the deconvolutional layers to up-sample the latent features at each stage that are utilized as gating signals to attention units. At various levels of the decoder, the features are reshaped to the higher dimensions to make same size as the input image to acquire the segmentation result; (5) finally, outputs at four different levels have been up-sampled by employing deconvolutional layers in a deep supervision block.

1) Dense block: To incorporate the spatial, sequential information crucial to detect the small nodules, we input a patch of the scan to the proposed architecture. Concretely, the five adjacent slices from both sides of the central slice, i.e., the 3D patch of depth \( 11 \times 256 \times 256 \), is extracted and inputted into 3D dense block, which is shown in Fig. ??(b). 3D dense block takes 11 slices of 1 mm thickness as input and transforms into the meaningful latent representative of the same dimension as three MIP images, i.e., \( 3 \times 256 \times 256 \). 3D dense block is
composed of four sets of dense units followed by the max-pooling layers, and the fifth dense unit is followed by the reshaping layer, which squeezes the information to desired dimensions. Fig. 1(c) shows the architecture of each dense unit which is composed of five sets of 3D convolution, ReLU activation, and batch normalization. The output of each set is propagated to all the next sets using skip connections. After each dense unit features are down-sampled along the depth, subsequently, at the end of the dense block, we have three channels of feature maps. These feature maps are further fed into the encoder block to further refine the features pertaining to nodule detection.

2) Encoder block: In Fig. 1(a), the overall structure of encoder block has been demonstrated, which includes three coding paths, namely, 3D patch and forward and backward MIPs encoders. All three encoders are kept identical and inspired by conventional UNet encoder [20]. Nevertheless, our encoders are deeper than the encoder in the standard UNet to effectively learn meaningful insights from lung structure which are crucial to distinguish the lung nodules. Each encoder consists of six Conv-Blocks which down-sample the input to lower dimensions while extracting the meaningful features. As shown in Fig. 1(f), Conv-Block has two stages; the first stage has two 2D convolutional layers followed by a batch normalization layer, then a skip connection is used to combine the input with the output features of the first convolution stage. This type of short skip connection tends to stabilize gradient updates. In the second stage, the combined features are passed to the same set of layers as the first stage, followed by an additional downsample layer. The width of each of our branches is kept small to avoid overfitting. Our first Conv-Block contains eight feature maps that get doubled after every downsampling layer, and eventually, our final Conv-Block has 256 features. Finally, the output features from the second to sixth Conv-Blocks of all three encoders are concatenated to input into decoder block.
3) Decoder block: The proposed architecture leverages rich information extracted from three types of inputs, i.e., 3D sub-volume consisting of 1 mm thick CT slices, forward, and backward MIP images. This information is extracted from encoders at multiple scales by skip connections to feed into decoder block. In decoder block, we exploit the attention gates [21] to enable the network to focus on the expected nodule area in naive features coming from encoder block while discarding the redundant ones. The attention units achieve this goal by performing element-wise multiplication of input feature-maps and attention coefficients to highlight important features as described in Fig. 1(d). Overall, the decoder block consists of six deconvolution (DeConv) block which up-samples the input features while extracting useful information at different levels. Fig. 1(e) describes the architecture of DeConv block, which consists of two stages. In the first stage, two convolution blocks are followed by a batch normalization layer. Input and output features of stage one are combined using a skip connection with the attention unit and forwarded to stage two. The second stage is similar to the first one, followed by the up-sampling layer. The decoder increases the dimension of features step by step till the final deconvolution block, which has the same feature dimension as the ground truth mask. Further, we extract the outputs of each DeConv-Block to forward to the distillation block, which utilizes these features to reconstruct the nodule masks.

C. Self-Distillation Mechanism

The proposed framework employs a self-distillation mechanism to improve the training process by using a self-distillation block as shown in Fig. 1(a), which has been proven effective in optimizing the network’s performance for classification tasks [22]. We extract the features from five DeConv-Blocks within the decoder block to pass into the self-distillation blocks, which consist of four auxiliary detectors and the main detector block. The main detector is connected with the deepest DeConv-Block in the decoder block, therefore, having access to enrich insights for lung nodule detection. Each detector is responsible for immediately up-scaling the features from decoder block to generate the lung nodule candidates. Each detector-block shares the same architecture demonstrated in Fig. 1(g). The first layer of the detector block is an up-sampling layer that directly up-scale the features to the same dimensions as inputs’ height and width, i.e., $256 \times 256$. The second layer is a 2D convolution layer with Relu activation, and the final layer is a convolution layer of single filter and softmax activation.

During the training process, all the auxiliary detectors are trained as student models via distillation from the main detector, which can be conceptually regarded as the teacher model. To improve the learning ability of student detectors in the proposed framework, we utilize three types of losses during the training processes:

**Loss 1:** It is the dice loss that is calculated with labels of training data to all the detector networks outputs. It provides equal opportunity to each detector network to leverage the supervision from actual labels for optimizing their weights.

**Loss 2:** KL (Kullback-Leibler) divergence loss under the main detector’s supervision, which acts as a teacher network. We utilize the outputs of each auxiliary detector, i.e., softmax output, and output of the main detector to compute the KL divergence. This loss helps distill the knowledge from the main detector to the auxiliary detectors, forcing them to learn to produce similar results as the deepest detector.

**Loss 3:** It is an L2 loss that is computed between the feature maps of the main detector network and each auxiliary detector. The loss enables the auxiliary detectors to distill the implicit knowledge in feature maps from the main detector, which induces the auxiliary detectors’ feature maps to fit the feature maps of the main detector.

D. False Positive Reduction using Auxiliary Detectors

In contrast to previous studies, the false positive reduction is performed by a separate network; our framework exploits the auxiliary detectors to reduce the false positives at the time of inference. All the nodules detected by the main detector are considered nodule candidates, and auxiliary detectors complement the detection of the main detector to validate the nodule candidate. Firstly, our main detector provides all the nodule candidates, and we determine the 3D bounding box, which acts as region of the proposal (RoP) for each nodule candidate while incorporating all the nodular voxels. The similar RoPs of the same dimensions and positions are extracted from the 3D outputs of all four auxiliary detectors to detect the false positives. Given that $n$ is the number of voxels in RoPs in the $ith$ detector, we can define true positive determination criteria as follows:

$$isTP = thr \left( \frac{1}{nk} \sum_{i=1}^{k} \sum_{j=1}^{n} RoP_i(j), \tau \right)$$

$$thr(\theta, \tau) = \begin{cases} 1, & \theta > \tau \\ 0, & otherwise \end{cases}$$

In the above equations, $k$ is the number of auxiliary detectors, which in our case are four, and $\tau$ is the threshold of the nodule and non-nodule probabilities. While $thr(\cdot)$ is a binarized function to binarize the possibility value $\theta$, which is in the range of 0 to 1. We normalize the whole submissions of probabilities by $nk$ to limit the accumulation to 1. We apply the same criteria to all the nodule candidates after the inference.

III. EXPERIMENTAL SETUP

A. Datasets

In this work, the lung image database consortium and image database resource initiative (LIDC/IDRI) dataset [23] has been utilized for all the experimentation. LIDC/IDRI dataset consists of 1018 thoracic computed tomography (CT) scans acquired from 1010 different patients, which are annotated to facilitate computer-aided systems on the assessment of lung nodule detection, classification and quantification. In the LIDC/IDRI dataset, slice thickness varies from 0.6 mm to 5.0 mm; however, we remove the scans with slice thickness greater than 2.5 mm as such low-resolution scans are not
recommended for nodule screening [24]. LIDC/IDRI dataset is annotated in two steps by four radiologists. Firstly, each radiologist annotated the nodules individually, and later all the radiologists jointly analyzed each annotation to reassess their annotations. For this study, we only utilized nodules having diameters equal to or greater than 3 mm due to their clinical significance [25]. In order to avoid possible outliers, we only considered the nodules accepted by at least 3 out of 4 radiologists as the reference standard. After applying the aforementioned criteria, 888 scans were left, which were utilized for all the experimentation.

B. Data Preprocessing

We preprocess all the scans prior to feeding them into the proposed MEDS-Net. Our preprocessing consists of two stages: lung parenchyma segmentation and scan normalization.

In the first stage, we automatically segment the lung parenchyma to exclude irrelevant regions such as clothes, machine objects, tissues, spines, or ribs in the scans. Fig. 3 demonstrates the steps followed to perform lung segmentation. Initially, an air mask is created, and watershed algorithm [26] is applied to remove the region other than the lung as shown in Fig. 3(b) and 3(c), respectively. In order to avoid missing wall-attached lesions that might be nodules, we keep more boundary information by binary morphology operations, i.e., closing and dilation. Finally, the binarized scan was masked with the original scan.

In the second stage, we perform the scan normalization. Since the data set is collected from various CT scanners in the LIDC/IDRI dataset, we set the window level from -1000 HU to 400 HU and normalized images to the range between 0 and 1. We also normalized the slice thickness to 1 mm and cropped each slice equally from all sides while keeping the lung at the center for normalizing to $256 \times 256$ dimensions.

C. Training Strategy

We divide the whole dataset scans into eight subsets to perform 8-fold cross-validation. For each fold, training, validation, and test set split are set to 62.5%, 12.5%, and 25% of the total scans, respectively. The batch size is set to 3 due to the memory limitations of the GPU. We used adam optimizer with an initial learning rate of 0.001 and first and second momentum of 0.9 for the decay of the learning rate. We use early stopping with patience of 10 epochs to avoid overfitting.

This study exploits three types of losses to train the model as described in Section II-C, which can be written as

$$Loss_{Total} = Loss_1 + Loss_2 + Loss_3$$

To formulate these losses, we denote our main and auxiliary detectors by $\theta_m$ and $\theta_{i/k}$ detectors, respectively. Where, $i \in [1,k]$ and $k$ is the number of auxiliary detectors.

$$Loss_1 = (1 - \alpha)L_{DSC}(\theta_m, y) + \sum_{i=1}^{k} L_{DSC}(\theta_{i/k}, y)$$

The first loss utilizes dice loss which is denoted as $L_{DSC}$ and can be defined as:

$$L_{DSC} = \frac{2 \cdot |x \cap y|}{|x \cup y|}$$

The second loss Kullback-Leibler ($KL$) divergence between each auxiliary and main detector that can be written as:

$$Loss_2 = \alpha \sum_{i=1}^{k} KL(\theta_{i/k}, \theta_m)$$

The third supervision comes from the features of the main deepest detector to each auxiliary detector. Due to the difference in the size of features inputted to each detector, additional convolution layers in detector blocks are employed to align the dimensions prior to the extraction of feature maps to calculate the feature loss. Feature loss can be formulated as:

$$Loss_3 = \lambda \sum_{i=1}^{k} |F_{i/k}, F_m|$$

where $F_{i/k}$ and $F_m$ represents the features from $\theta_{i/k}$ and $\theta_m$ detectors. While two hyper-parameters $\alpha$ and $\lambda$ are used to moderate the role of each loss.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Performance Analysis

Typical CADe systems consist of two stages, i.e., candidate detection and false positive reduction, and mostly two separate networks are trained to achieve this goal. Nevertheless, in this study, the proposed framework combines both stages by...
employing self-distillation during the training and utilizing the auxiliary detectors for false positive reduction. For a comprehensive analysis of the proposed CADe system, we compare our performance with previously published methods for the candidate detection stage as well as after the false positive reduction stage. Below we compare the performance of the proposed MEDS-Net with multiple state-of-the-art studies.

1) Performance at nodule candidates detection stage: All the nodules detected by the main, the deepest, detector of the proposed MEDS-Net are considered nodule candidates. The capability of nodule detection of the proposed framework has been compared with the recently published individual candidate detection systems. Table I summarizes the results of candidate detection stages of previously published works. Setio et al. [27] and Tarres et al. [33], employed classical algorithms based on machine learning while Zheng et al. [17], Yuan et al. [28], Pereira et al. [29], Wang et al. [30], Setio et al. [32], and our proposed framework utilizes the deep learning based methods. Zhang et al. [31] developed a hybrid method by combing classical techniques with the deep learning-based algorithm. Overall the performance of deep learning-based methods is better than the conventional algorithms. Zhang et al. [31], Setio et al. [27] and Pereira et al. [29] achieved better detection rate. However, these studies had improved the true positives at the cost of several-fold higher FPs. Similar to our work, Zheng et al. [17] exploited the MIP images of various thicknesses to achieve 95% sensitivity with 20.1 candidates per scan. This shows the effectiveness of MIP image for lung nodule detection. Although Zheng et al. [17] trained four individual 2D networks with unidirectional MIP images, our framework with a single network outperforms in terms of sensitivity by exploiting bidirectional MIP images. The results demonstrate that incorporating bidirectional MIP images in a self-distillation network significantly improves the proposed architecture’s nodule detection capability.

2) Performance after false positives reduction: To provide a comparative analysis of the complete pipeline of the proposed framework, we chose the published approaches which used the competition performance metric (CPM) [37] for evaluation on the LIDC/IDRI dataset. Table I summarizes the performance of these techniques. Among all the listed methods, Setio et al. [32] demonstrated the best performance, which is attributed to the combination of seven different nodule detection systems and five false positive reduction systems with varied architectures to detect the different types of nodules, such as subsolid, juxta-vascular, juxta-pleural nodules, etc. Nevertheless, the proposed scheme is designed for all types of nodules and consists of a single architecture. Our scheme exhibits comparable performance and even better sensitivity for the small value of FPs per scan (i.e., 0.125). Similarly, Zhang et al. [31] achieved better performance by maintaining 100% sensitivity at the candidate detection stage with multi-scale LoG filters, which cost more FPs compared to our scheme. Our scheme exploits bidirectional MIPs with different levels of thickness to achieve comparable results. For the smaller value of FPs per scan, our sensitivity is only 0.7% lesser, demonstrating the effectiveness of utilizing the auxiliary detectors for false positive reduction. Although Agnes et al. [34] has a lower CPM score, their sensitivities are higher when the false positive rate is bigger than one. A possible explanation is that they had utilized a two-stage scheme in which they first exploited UNet+ architecture for nodule detection and employed LSTM-based architecture for false positive reduction, making the technique more complex. Similarly, Cao et al. [8] has shown better performance for larger values of false positive rate by using a two-stage strategy. Guo et al. [56] has obtained lesser CPM, and its performance degrades for a smaller value of false positives. Similarly, Li et al. [12], Zhao et al. [10], and Mei et al. [35] obtained lower performance than the proposed scheme. Most importantly, our CADe system significantly outperforms single-stage systems, which proves that incorporating self-distillation and further utilizing the auxiliary detectors can significantly improve the lung detection rate efficiently.

### B. Ablation Study

To demonstrate the effectiveness of each component incorporated into the proposed MEDS-Net architecture, we implemented various versions of the proposed framework. We analyzed results after the nodule detection stage as well as after false positives reduction stage. The following subsections describe the details of these experiments and the corresponding results.

1) Analysis of candidate detection stage: We initiate our evaluation by analyzing the contribution of each component of MEDS-Net for the lung nodule detection stage. For this purpose, we implemented eight downgraded versions of MEDS-Net, having different configurations and architecture, to evaluate their lung nodules detection performance. Table II summarizes the results obtained from these models for lung nodules detection stage. First, to fairly analyze the effect of each input individually, models 1 to 3 utilize single encoder-based architecture which takes only one input among 3D sub-volume, forward, and backward MIP images, respectively. These networks are equipped with attention units and self-distillation mechanisms for lung nodule detection tasks. The results demonstrate that models 2 and 3 with MIP images of various thicknesses achieved better sensitivity with a lower number of candidates than the 3D input-based model. This proves that the incorporation of MIP images significantly improves the learning ability of networks which helps to better distinguish between nodule and non-nodular structures.

---

**TABLE I: PERFORMANCE COMPARISON WITH OTHER COMPUTER-AIDED DETECTION SYSTEMS ON THE LIDC/IDRI DATASET AT NODULE CANDIDATE DETECTION STAGE**

| CADe systems      | Sensitivity (%) | Total number of candidates | Average number of candidates per scan |
|-------------------|-----------------|----------------------------|---------------------------------------|
| Zheng et al. [17] | 95.4            | 18,116                     | 20.4                                  |
| Setio et al. [27] | 91.8            | 258,075                    | 290.6                                 |
| Yuan et al. [28]  | 94.4            | 44,522                     | 50.25                                 |
| Pereira et al. [29]| 98.15           | 44,111                     | 49.67                                 |
| Wang et al. [30]  | 96.8            | 53,484                     | 60.2                                  |
| Zhang et al. [31] | 100             | 45,939                     | 51.7                                  |
| Setio et al. [32] | 98.3            | 754,975                    | 850.2                                 |
| Tarres et al. [33]| 76.8            | 19,687                     | 22.2                                  |
| Our Method        | 97.8            | 19,190                     | 21.61                                 |
Whereas, models 2 and 3 depict quite similar performance which shows that forward and backward MIP images provide the same level of information, i.e., unidirectional insights, to the network and their individual effect is the same. Models 4 and 5 are trained with two types of inputs by using dual-encoder based architecture having attention units and a self-distillation mechanism. Particularly, we combined 3D sub-volume with forward MIP images and forward MIP images with backward MIP images as inputs to models 4 and 5, respectively. It can be observed that combining the two types of inputs improves the sensitivity and also reduces the number of candidates per scan. However, model 4 performed slightly better than model 5 which can be attributed to the diverse type of inputs that enable the network to leverage the exceptional abilities of MIP images to provide deeper insights and 3D patch input that improves the localization of nodules. From models 6 to 9, we analyze the effectiveness of incorporating the attention units and self-distillation in our proposed architecture. For this purpose, we fixed our input pipeline and utilized multi-encoder-based architecture incorporating the 3D sub-volume and bidirectional (forward and backward) MIP images. Among the four versions, in model 6, we observe severe degradation in the sensitivity when attention units and self-distillation are removed. It also immensely increased the number of nodule candidates, which shows that the attention and self-distillation mechanism significantly contributes to reducing the number of false positives at the candidate detection stage. Concretely, the individual incorporation of attention units and self-distillation mechanism improve 3.94% and 5.78% sensitivity, respectively. Most importantly, the self-distillation mechanism greatly reduces the number of candidates, improving the architecture’s efficiency. Finally, the best performance is shown by model 9, which represents the proposed MEDS-Net architecture, having attention and self-distillation mechanism with three types of inputs. The results evidence that the combination of attention and self-distillation mechanism greatly increases our architecture’s learning ability, enabling it to distinguish between the nodules and non-nodular structures in the complex lung region.

To analyze the impact of self-distillation, we implemented the variant of the proposed architecture without self-distillation. Since MEDS-Net is a deeper network, it is critical to ensure that network is optimally trained without encountering vanishing gradient problem [38]. Subsequently, we analyzed the effect of self-distillation during the training process. The training and validation curves from the deepest detector of both variants have been shown in Fig. 4. Conceptually, self-distillation is an extended version of deep supervision that is proven to be effective in addressing the vanishing gradient problem for segmentation networks [39]. The results show that the self-distillation mechanism in the proposed framework assists the training process to optimize network learning. It improves the convergence rate and helps optimize the learning by achieving lower training and validation losses. These improvements can be attributed to the supervision of the intermediate layers at multiple levels, which encourages the earlier layers to learn more meaningful and representative features for improved detection of lung nodules.

We further analyze the performance of each detector, including main and auxiliary detectors, in the proposed MEDS-Net. Table II summarized the results obtained from all the detectors, including the baseline implementation of multi-encoder based architecture without self-distillation. An ensemble result is obtained by including all the nodule candidates detected by each detector. The results of those detectors having performance lesser then the baseline model have been highlighted with red color. The results demonstrate that (i) all the networks have acquired significant performance improvement by exploiting the self-distillation mechanism. (ii) The proposed MEDS-Net has effectively detected almost all the nodules and achieved the sensitivity 99.41% with its five detectors. (iii) The overall performance of deeper detectors is improved; however, several nodules missed by deeper networks have been detected by the less deep network, indicating that each detector has detected nodules independently. (iv) The self-distillation plays a crucial role in improving the deepest network, the main detector. The introduction of four auxiliary detectors improves the 4.08% sensitivity of the main detector and significantly reduces the number of false positives per scan.

2) Analysis after false positive reduction: In this section, we analyze the effect of each input incorporated in the proposed MEDS-Net architecture on complete pipeline. Concretely, the proposed MEDS-Net exploits bidirectional MIP images along with the 3D patch to detect the lung

| CADe system       | Year | Type of scheme | False positive per scan | CPM        |
|-------------------|------|----------------|-------------------------|------------|
| Setio et al.      | 2017 | Dual-stage     | 0.859 0.937 0.958 0.969 0.976 0.982 0.982 0.952 |            |
| Wang et al.       | 2018 | Dual-stage     | 0.788 0.847 0.895 0.934 0.952 0.959 0.963 0.903 |            |
| Zhang et al.      | 2018 | Dual-stage     | 0.89 0.931 0.944 0.949 0.965 0.972 0.976 0.947 |            |
| Zheng et al.      | 2019 | Dual-stage     | 0.876 0.899 0.912 0.927 0.942 0.948 0.953 0.922 |            |
| Cao et al.        | 2020 | Dual-stage     | 0.848 0.899 0.925 0.936 0.949 0.957 0.96 0.925 |            |
| Li et al.         | 2020 | Single-stage   | 0.6 0.674 0.751 0.824 0.85 0.853 0.859 0.773 |            |
| Zhou et al.       | 2022 | Dual-stage     | 0.742 0.84 0.8989 0.925 0.944 0.954 0.959 0.895 |            |
| Zhao et al.       | 2022 | Dual-stage     | 0.656 0.754 0.833 0.917 0.951 0.97 0.977 0.865 |            |
| Agnes et al.      | 2022 | Dual-stage     | 0.803 0.89 0.93 0.959 0.967 0.979 0.981 0.931 |            |
| Zhu et al.        | 2022 | Single-stage   | 0.782 0.834 0.893 0.917 0.932 0.952 0.956 0.895 |            |
| Mei et al.        | 2022 | Dual-stage     | 0.712 0.802 0.865 0.901 0.937 0.946 0.955 0.874 |            |
| Guo et al.        | 2022 | Single-stage   | 0.832 0.886 0.928 0.937 0.946 0.952 0.959 0.92 |            |
| Our Framework     | 2022 | Single-stage   | 0.883 0.915 0.928 0.941 0.953 0.962 0.968 0.936 |            |
nODULES; THEREFORE, IT IS IMPORTANT TO ANALYZE THE IMPACT OF BIDIRECTIONAL MIP IMAGES AFTER FALSE POSITIVE REDUCTION. WE IMPLEMENTED SINGLE-ENCODER AND DUAL-ENCODER VERSIONS OF THE PROPOSED ARCHITECTURE WITH A COMPLETE PIPELINE THAT INCLUDES THE FALSE POSITIVE REDUCTION STAGE. WE IMPLEMENTED THREE SINGLE-ENCODER-BASED VARIANTS THAT TOOK ONE INPUT AT A TIME AND TRAINED THOSE MODELS WITH 3D PATCH, FORWARD, AND BACKWARD IMAGE INPUTS INDIVIDUALLY. SIMILARLY, WE IMPLEMENTED TWO DUAL-ENCODER BASED VARIANTS, I.E., ONE WITH BIDIRECTIONAL MIP IMAGES INPUTS AND ANOTHER WITH 3D PATCH AND FORWARD MIP IMAGES. ALL THE VARIANTS ARE IMPLEMENTED WITH SELF-DISTILLATION MECHANISM AND FOLLOWED BY THE SAME PIPELINE. TO COMPARE THE PERFORMANCES OF THESE VARIANTS MODELS WITH PROPOSED MEDS-Net FOR NODULE DETECTION, WE ANALYZE THE FREE-RESPONSE RECEIVER OPERATING CHARACTERISTIC (FROC) [40] CURVES OF EACH VARIANT SHOWN IN FIG. 5. THE SINGLE-ENCODER-BASED ARCHITECTURE WITH 3D PATCH INPUT HAS THE LOWEST PERFORMANCE, AND IT BECOMES WORSE WHEN WE REDUCE THE NUMBER OF FALSE POSITIVES PER SCAN. SINCE THE 3D PATCH OF SCAN CONSISTS OF 11 SLICES OF 1 MM THICKNESS (I.E., OF DEPTH 10 MM) WHICH IS INSUFFICIENT TO EXTRACT DETAILED INSIGHTS OF THE NODULE IN THE COMPLEX SURROUNDINGS WITHIN THE LUNG, IT IS CHALLENGING TO DETECT NODULES WITHOUT FALSE POSITIVES. THE NODULE BIGGER THAN 10 MM APPEAR SIMILAR TO THE VESSELS, AND SMALL VESSELS HAVE QUITE SIMILAR STRUCTURAL APPEARANCE TO THE NODULE, WHICH CONFUSES THE NETWORK AND RESULTS IN POOR PERFORMANCE. SINCE CONCEPTUALLY, BOTH DIRECTIONS OF MIP IMAGES CONTAIN THE SAME AMOUNT OF INFORMATION, SUBSEQUENTLY, THE SINGLE-ENCODER VERSIONS WITH FORWARD AND BACKWARD MIP IMAGES DEMONSTRATE SIMILAR; HOWEVER, BETTER PERFORMANCE COMPARED TO ITS 3D PATCH VARIANT. MIP IMAGES BASED MODELS ARE ABLE TO ACHIEVE ALMOST 80% SENSITIVITY EVEN WITH 0.125 FPS PER SCAN WHICH DEMONSTRATES THE EFFECTIVENESS OF MIP IMAGES FOR LUNG NODULE DETECTION.

WE ALSO COMPARED DUAL-ENCODER BASED ARCHITECTURES, FOR WHICH WE IMPLEMENTED TWO COMBINATIONS. AT FIRST, WE UTILIZED BIDIRECTIONAL MIP IMAGES AND ACHIEVED SIGNIFICANTLY IMPROVED PERFORMANCE, WHICH CAN BE ATTRIBUTED TO THE FACT THAT MIP IMAGES ENHANCE THE VISIBILITY OF LUNG NODULES, MAKING IT EASIER FOR THE NETWORK TO DISTINGUISH THEM FROM OTHER ANATOMICAL STRUCTURES. MOST IMPORTANTLY, BIDIRECTIONAL MIP IMAGES COVER A REASONABLE DEPTH OF SCAN, I.E., 30 MM, WHICH ENABLES THE NETWORK TO BETTER EXPLORE THE INSIGHTS OF EACH SUSPECTED NODULE REGION. HOWEVER, MIP IMAGES HAVE CERTAIN LIMITATIONS WHILE REPRESENTING THE INFORMATION AS THEY RELY ON MAXIMUM INTENSITIES, SUPPRESSING THE INFORMATION IN THE INTERMEDIATE INTENSITIES. THEREFORE, RADIOLOGISTS EXAMINE THE NODULES IN THE RAW CT SLICES AFTER THE INITIAL SCREEN IN MIP IMAGES. TO THIS END, WE ALSO IMPLEMENTED A DUAL-ENCODER BASED VARIANT WITH A 3D PATCH AND FORWARD MIP IMAGES. THE RESULTS DEMONSTRATE THAT THE COMBINATION OF 1 MM THICK SLICES WITH UNIDIRECTIONAL MIP IMAGES ARE MORE EFFECTIVE THAN BIDIRECTIONAL MIPS AS IT EQUIPS THE NETWORK WITH RICH INFORMATION WHICH CONTAINS HIGH LEVEL 3D ASPECT IN THE FORM OF MIP AS WELL AS LOW LEVEL, 2D SLICE LEVEL INFORMATION THAT HELPS TO DISTINGUISH AND PRECISELY LOCATE THE SMALL NODULES. FINALLY, COMBINING RAW 3D PATCH OF SCAN WITH BIDIRECTIONAL MIPS IMAGES IN MEDS-Net DEPICTS THE OPTIMAL AND CONSISTENT PERFORMANCE FOR LUNG NODULE DETECTION.

V. CONCLUSION

This work proposes a novel multi-encoder based self-distillation network (MEDS-Net) that leverages bidirectional maximum intensity projection (MIP) images for lung nodule detection system. Particularly, along with a 3D patch of the scan, the proposed framework utilizes forward and backward MIP images of 3, 5, and 10 mm thickness as input to improve the network learning. Most importantly, unlike conventional computer-aided detection (CADe) systems, the study exploits the auxiliary detectors to reduce the false positives, which avoids the extra computational costs caused by the separate false positive reduction networks. The key highlights are as follows:

1) The framework has been comprehensively evaluated using the widely used LIDC/IDRI public dataset. The re-

---

### TABLE III: PERFORMANCE COMPARISON OF EACH DETECTOR OF PROPOSED MEDS-NET FOR LUNG NODULE DETECTION ON DIFFERENT SIZE OF NODULES

| Feature Level          | No. of detected nodules (3-10mm) | No. of detected nodules (10-20mm) | No. of detected nodules (≥20mm) | Total No. of detected nodules | Sensitivity (%) | False Positives (FPS) |
|------------------------|----------------------------------|-----------------------------------|---------------------------------|------------------------------|----------------|---------------------|
| Multi-Encoder Net      | 862                              | 202                               | 50                              | 1114                         | 93.93          | 28910               |
|                        | 889                              | 221                               | 50                              | 1160                         | 97.81          | 18004               |
| Auxiliary Detector (1/4)| 841                              | 195                               | 46                              | 1082                         | 91.23          | 30226               |
| Auxiliary Detector (2/4)| 857                              | 198                               | 48                              | 1103                         | 93             | 26954               |
| Auxiliary Detector (3/4)| 856                              | 205                               | 50                              | 1111                         | 93.68          | 22047               |
| Auxiliary Detector (4/4)| 877                              | 212                               | 50                              | 1139                         | 96.04          | 19338               |
| Main Detector          | 889                              | 221                               | 50                              | 1160                         | 97.81          | 18004               |
| Ensemble               | 901                              | 228                               | 50                              | 1179                         | 99.41          | 36780               |

---

Fig. 4: Comparison of learning curves of the training and validation curves of proposed multi-encoder based networks with and without self-distillation mechanism has been demonstrated.
sults using the proposed MEDS-Net showed that this network has excellent detection performance for the diverse nodule morphology and has the ability to distinguish false-positive nodules accurately. The CPM scores of the proposed method can be as high as 0.936, superior to the most advanced competitive networks.

2) MEDS-Net exploits multi-scale features learning by using intermediate auxiliary outputs branches originating from various levels of decoder block to minimize the false positives.

3) The experiments have shown that employment of self-distillation significantly improves the learning process by supervising the intermediate layers of the decoder block. Ablation experiments have also demonstrated that all the components in the proposed MEDS-Net are chosen carefully for effective lung nodule detection.

Future works include extending the proposed CADe system while performing the accurate segmentation of lung nodules and their classification in terms of texture and malignancy levels.
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