In response to the demand for identification of distribution network topology with a high percentage of renewable energy penetration, a distribution network topology analysis method based on decision trees and deep learning methods is proposed. First, the decision tree model is constructed to analyze the importance of each node's characteristics to the observability of the distribution network topology. Next, we arrange the node feature importance from large to small and select the node measurement data with high importance as the training sample set. Then, the principal component analysis (PCA)-deep belief network (DBN) model is used to analyze the changes in the observability of the distribution network topology, and the nodes are selected as the optimal location for the measurement device when the distribution network is completely observable. Finally, the IEEE-33 bus system with a high proportion of renewable energy is used to verify that the method proposed has a good effect in the identification of the distribution network topology.
transform the power grid into a graph model. When the information of the distribution network admittance matrix is not fully known, this method cannot detect the topology changes of the actual distribution network. Therefore, it is difficult to use in an actual system. The data-driven method is based on historical measurement data or data collected by smart meters and uses statistical methods to analyze the mapping relationship between the measured data and the topology. Liao et al. [13] used the group lasso algorithm to calculate the regression coefficients between nodes and then judged the connectivity between nodes to achieve the effect of topology identification. Ahmad et al. [14] stored various network topologies in the model library and used a recursive Bayesian method to analyze the state estimation results of each model and obtained the real-time topology. In Mestav et al.’s study [15], the node injected power is used as the input data to train the deep neural network and then to evaluate the state of the distribution network. Oliveira et al. [16] proposed a probabilistic graph model that can mine the topology information of the distribution network with distributed generation from a large amount of voltage data. In Duan and Stewart’s study [17], switch action recognition is defined as a multilabel classification problem. Researchers use distributed energy data with dynamic characteristics, such as time series data such as three-phase frequency and voltage amplitude, to train the convolutional neural network to recognize the system’s multiphase and multiswitch actions.

As the available energy sources are connected to the distribution network, the uncertainty and randomness of the system increase. Therefore, it is necessary to configure corresponding power distribution automation equipment, such as advanced metering infrastructure (AMI) and phasor measurement unit (PMU). However, due to the high cost of distribution automation measurement devices, in the actual distribution network, measurement devices are not installed at all nodes. Therefore, the configuration principle of the measurement device of the distribution network is to achieve the power grid topology identification with the smallest number of measurement devices. To optimize the distribution network topology measurement device placement, Singh et al. [18] adopted the theory of order optimization and the method of accurate probability. The model takes the minimum relative error value of the system voltage and phase angle as the objective function to calculate the optimal configuration scheme of the measuring device. Zhao et al. [19] proposed a PMU placement optimization method for distribution network state estimation. This method uses binary integer linear programming model to optimize the configuration of measurement devices. Mabaning et al. [20] aimed to minimize the number of measurement devices installed and used greedy algorithm to solve the problem of optimal configuration of measurement devices for distribution network. Existing research has achieved certain results for the identification of distribution network topology and the optimization of distribution network topology measurement points, but it does not consider the impact of the high proportion of renewable energy penetration on the configuration plan. Although Zhao et al. [21] considered the distribution network topology identification of renewable energy, the performance of the proposed method is significantly reduced when the renewable energy penetration rate exceeds 40%.

A topology analysis method is proposed for distribution network with high proportion of renewable energy based on decision tree and deep learning. First, a method for selecting measurement feature attributes of distribution network based on a decision tree is proposed. It can screen the measurement feature and analyze the decision tree. Compared with the data-driven method based on all node measurement data, this method can effectively quantify and analyze the importance of nodes, resulting in the reduction of the measurement points and the measurement data. Then, a distribution network topology analysis method based on the principal component analysis (PCA) and deep belief network (DBN) coupling model is proposed. The PCA is used to select superior robust features and remove redundant measured data. The measured data of active distribution network nodes have nonlinear and nonsequential characteristics. Compared with neural networks such as recurrent neural network (RNN) and long short term memory (LSTM), DBN used is a better one for processing the nonsequential sample data. In the DBN model, the measured data of the distribution network nodes are used as input, and the branch connection status is used as the output. DBN is used to map the voltage amplitude of the distribution network nodes and the connection status of the switches, so as to realize the identification of the distribution network topology.

The main contribution of this paper can be summarized as follows:

1. This paper studies the distribution network topology analysis method with a high proportion of renewable energy access and analyzes the performance of the proposed method under different renewable energy penetration rates. The results show that when the renewable energy penetration rate reaches 50%, the topology identification has good accuracy.

2. Propose a method for selecting characteristic attributes of distribution network measurement based on decision tree. By calculating the importance of node features and quantifying the importance of each node feature to topology analysis, the number of measurement devices in the distribution network can be effectively reduced while ensuring that the topology can be identified.

The following paper can be organized as follows: the basic topology theory is presented in Section 2; the details of the data-driven topology identification method are presented in Section 3; Section 4 shows the process of the algorithm implementation. Several cases are carried out in Section 5, and Section 6 concludes this paper.

2. Topology Theory for Distribution Network with Renewable Energy Connection

2.1. Topology Model and Its Representation Method. The structure of the distribution network is generally radial or ring shaped. Similar to the general distribution network, the structure of the distribution network with a high proportion
of renewable energy access is also a closed-loop design and open-loop operation. In addition, the distribution network has many equipment components and poor objectivity, which makes it inconvenient and inconvenient to directly perform topological analysis, state estimation, and other tasks. To perform topological analysis quickly and efficiently, it is necessary to simplify the topological structure of the distribution network with a high proportion of renewable energy access. Generally, the physical topology of the distribution network is simplified to a topological graph model composed of points and lines. Specifically, substations, distribution transformers, renewable energy power generation equipment, and loads are abstracted as nodes, while branch feeders, disconnect switches, and tie switches are abstracted as lines. The topological graph model is defined as \( G = \{V, \Psi\} \), where \( V = \{1, 2, \ldots, n\} \) represents the set of nodes and \( \Psi = \{x_{ij}, \ i, j \in V\} \) represents the set of edges between nodes.

The topological graph model of distribution network needs to be expressed mathematically to facilitate calculation and analysis. The connection relationship of the topological graph can be expressed algebraically through a matrix. For a distribution network diagram model \( G = \{V, \Psi\} \) with a relatively fixed structure, the order of its adjacency matrix \( A_{\text{adj}} \) is constant, and the properties of its matrix elements are as follows:

\[
a_{ij} = \begin{cases} 
1, & x_{ij} \in \varepsilon, \\
0, & \text{others}.
\end{cases}
\] (1)

Equation (1) represents that when the nodes and are connected, the value of the corresponding element is 1, otherwise it is 0. The adjacency matrix has the following properties:

1. The state variable, whose matrix element value is 0/1, represents the state of the segment switch and the contact switch.
2. For undirected graphs, the matrix is a symmetric square matrix symmetrical about the main diagonal.
3. The diagonal elements of the matrix are all 0.

2.2. Topology Identification Problem Description and Its Solution. The core of the distribution network topology identification problem is to accurately and in real-time judge the operational status of the bus and distribution transformers in the distribution network, as well as the connection status of the section switch and the tie switch. From the perspective of matrix algebra, it is to determine the value of each position element in the matrix. As shown in Figure 1, the topological structure of the two different operation modes of the same structure of the distribution network is also different. Their adjacency matrix is expressed as \( A_{\text{adj1}} \) and \( A_{\text{adj2}} \), respectively. Topology identification is to accurately obtain whether each element of the adjacency matrix is 0 or 1 in the current operation. When each element of the adjacency matrix is determined, it can be mapped to obtain the real-time operating topology of the distribution network.

However, due to the lack of real-time remote signaling or inaccurate remote signaling information in the distribution network, the mis-operation and maintenance of some switches will cause the distribution network topology change information to not be updated in time, thereby affecting the real-time topology identification results. The access of renewable generation has exacerbated this problem. The volatility and uncertainty of the energy output of renewable energy make the operation mode of the active distribution network flexible and changeable, leading to more frequent topology changes. However, the budget for building real-time measurement devices in the distribution network is limited, and the measurement devices are often not enough to cover the entire distribution network. This increases the difficulty of real-time topology identification of the distribution network.

Therefore, the machine learning method is chosen to replace the traditional topology identification model. By mining the relationship between the distribution network operation data and the distribution network topology, an accurate and efficient online identification method of the distribution network topology is proposed. Based on the aforementioned analysis, the problem of distribution network topology identification can be attributed to the problem of using the machine learning model to map the measurement data of the distribution network and the connection status of the tie switch and the section switch under different operation modes of the distribution network.

2.3. Optimal Deployment of Measurement Devices. The observability of the distribution network refers to the estimation and determination of the distribution network topology and operating status through sufficient measurement data. From the perspective of the distribution network algebraic model, if the adjacency matrix and the Jacobian matrix of the distribution network can be uniquely determined, and both the adjacency matrix and the Jacobian matrix are full rank matrices, the distribution network is completely observable. From the perspective of the distribution network graph model, for a distribution network \( G = \{V, \Psi\} \), where \( V \) is the set of all nodes and \( \Psi \) is the set of edges between nodes, the distribution network graph model obtained by measuring the network is \( \tilde{G} = \{\tilde{V}, \tilde{\Psi}\} \). If the two sets of node information in the measured graph model belong to the real model, namely \( \tilde{V} \in V \) and \( \tilde{\Psi} \in \Psi \), the graph model of the measured network can cover the graph model of the actual network. Thus, the distribution network system can be treated as observable.

Based on the observability requirements of the distribution network topology [20], the configuration principle of the distribution network measurement device is shown in Figure 2.

According to the configuration principle of the distribution network measuring device, to solve the problem of the optimal location of the measuring device and the minimum number of configurations is to solve the problem of the observability of the distribution network. The objective function of the mathematical model to solve this problem is as follows:
3. Topology Identification Method Based on Machine Learning

3.1. Feature Attribute Selection. Decision tree algorithm is a commonly used supervised machine learning algorithm used to solve regression problems and classification problems. Decision tree learning algorithm includes two parts: feature selection and decision tree generation. The important features of the sample set classification can be obtained through feature selection. Indexes such as information gain, information gain ratio and Gini coefficient are usually used for feature selection. $X$ and $Y$ are respectively input and output variable in the training set $T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$. Suppose the training set samples have $K$ categories, the number of samples in the $k$th category is $C_k$. To build a decision tree, the sample set needs to be divided first. Usually select the $j$th feature $x_j$ of the node training set $T$ and its value $s$ as the segmentation variable and partition node of the sample, and divide the sample set into two subdata sets $T_{s1}$ and $T_{s2}$. The division principle is as follows:

\[
\begin{align*}
T_{s1} (j, s) &= \{x | x_j \leq s\}, \\
T_{s2} (j, s) &= \{x | x_j > s\}. 
\end{align*}
\]

For the sample set $T$, the information gain of the sample feature $A$ is $g(T, A)$, shown as follows:

\[ g(T, A) = H(T) - H(T | A), \]

\[ H(T) = -\sum_{k=1}^{K} \frac{C_k}{|T|} \log_2 \frac{C_k}{|T|}, \]

\[ H(T | A) = \sum_{i=1}^{n} \left[ \frac{|T_i|}{|T|} H(T_i) \right], \]

where $H(T)$ is the information entropy of the data set, $H(T_i)$ is the information entropy of the data set $T_i$, $H(T | A)$ is the information entropy of the data set $T$ to the feature $A$, $n$ is the number of values of the feature $A$, and $T_i$ is the $i$th sample set of the feature $A$ in the data set $T$.

For the sample set $T$, the information gain ratio of the sample feature $A$ is $g_r(T, A)$, shown as

\[ g_r(T, A) = \frac{g(T, A)}{H(T)} \]

The Gini coefficient expression of the sample $T$ is

\[
f(x) = \min \sum_{k=1}^{n} x_k, \]

where $x_k$ represents the configuration attribute of the node. If the node is equipped with a measuring device, then $x_k = 1$, otherwise $x_k = 0$. The specific formula is as follows:

\[ x_k = \begin{cases} 1, & \text{equip,} \\ 0, & \text{not equip,} \end{cases} \]

\[ A_{adj}X \geq I, \]

where $X = [x_1, x_2, \ldots, x_n]^T$ is the attribute matrix of the distribution network node, which is an $n$-dimensional column vector, indicating whether the node is equipped with a measuring device. The matrix $A_{adj}$ is the adjacency matrix of the distribution network, and its value is shown in equation (1). The matrix $I$ is an $n$-dimensional column vector with all 1 elements.
The feature importance calculation method is shown as follows:

\[ I_F = \frac{N_I}{N} \times \left( H - \frac{N_{IR}}{N_I} \times H_{\text{right}} - \frac{N_{IL}}{N_I} \times H_{\text{left}} \right). \]  

(14)

where \( N \) and \( N_I \) represent the total number of samples and the number of samples of the current node respectively and \( N_{IR} \) and \( N_{IL} \) represent the number of samples of the left subtree of the current node and the left subtree of the current node respectively. \( H \) represents the impurity of the current node, and the impurity is the sum of squared errors of the node samples. The calculation of impurity is shown as follows:

\[ H_{Ts} = \sum_{x \in T_{(i,s)}} (y_i - c_i)^2. \]  

(15)

\( H_{\text{right}} \) and \( H_{\text{left}} \) represent the impurity of the right subtree of the current node and the left subtree of the current node respectively. According to equation (15), it can be seen that the lower the impurity of the node, the higher the feature importance of the node.

3.2. Topological Observability Analysis Method Based on Deep Learning Model. For large-scale distribution network systems, the samples are characterized by large numbers and high dimensions. Therefore, directly using them for training will significantly increase the complexity and time of training. In addition, data noise will also bring bias to the trained model. In fact, the neural network only needs some key characteristics of the sample data to get good results. The proposed PCA-DBN coupling model uses principal component analysis to select superior robust features without sacrificing the accuracy of the algorithm and to remove redundant information about the voltage amplitude. Then, the selected robust features are supplied to the deep belief network for training and learning, which improves the learning efficiency of DBN, reduces the influence of noise on the training model, and enhances the robustness and compatibility of the model.

The bottom layer of the BN model uses a multilayer restricted Boltzmann machine (RBM) structure. The greedy algorithm is used to train and learn the sample data layer by layer. The parameters obtained by training the first layer of RBM are used as the input of the second layer of RBM, and the parameters of each layer are obtained by analogy. This process belongs to unsupervised learning. The top layer of the model uses back propagation (BP) neural network to fit and optimize the prediction results. The abstract features learned from the bottom model are used as the input of the top-level BP neural network. The prediction result is output through the fitting of BP neural network. At the same time, the BP algorithm needs to be used to finetune and optimize the obtained model parameters. This process is supervised learning. The joint probability of the visible layer and the hidden layer in RBM can be expressed as

\[ f(x) = \sum_{k=1}^{K} C_k I(x \in T_{sk}), \]  

(13)

where \( I(x \in T_{sk}) \) represents model indicator function.

According to the proposed decision tree model, the sample feature importance index is calculated. First, for a sample set that contains multiple features, the decision tree can calculate the division standard value for each feature in the sample. Then, the division standard value is used as an index for calculating the importance of each feature. The feature importance can be used to determine the contribution of each feature in the sample to the target variable.
where \( v_i \) is the state of the visible layer node, \( h_j \) is the state of the hidden layer node; and \( a_i \) and \( b_j \) respectively represent the bias values corresponding to the visible layer node and the hidden layer node. \( w_{ij} \) represents the connection weight between the visible layer and the hidden layer. According to the aforementioned formula, the joint probability density of the visible layer and the hidden layer can be obtained as

\[
P(v, h | \theta) = \frac{1}{Z(\theta)} \exp(-E(v, h | \theta)).
\]

The visible layer and the hidden layer can be obtained as

\[
E(v, h | \theta) = - \sum_{ij} w_{ij} v_i h_j - \sum_i a_i v_i - \sum_j b_j h_j,
\]

where \( \theta \) is the state of the hidden layer node. The bias values corresponding to the visible layer node and the hidden layer node are shown in Figure 3.

(4) Arrange the importance of nodes in descending order, and select the measurement data of the top \( n \) nodes of node importance to form a training sample set.

(5) Input the training sample set into the PCA-DBN coupling topology identification model to analyze the observability of the distribution network topology. If the distribution network topology is completely observable, the first \( n \) nodes selected are the best measuring device placement locations; otherwise, return to Step (4) and select the measurement data of the first \( n+1 \) nodes with the largest node importance to form the training sample set.

In the process of unsupervised learning, the purpose of training RBM is to obtain model parameters \( \theta \), which can be obtained through the loglikelihood function:

\[
L(\theta) = \sum_{n=1}^{N} \ln P(v^n, h),
\]

\[
\theta^* = \arg \max L(\theta) = \arg \max \sum_{n=1}^{P} \log P(v^n | \theta).
\]

According to a first-order Markov process, the following equations can be expressed as

\[
P(\Theta) = P(\theta_1, \theta_2, \ldots, \theta_n) = P(\theta_1)P(\theta_2 | \theta_1) \cdots P(\theta_n | \theta_{n-1}),
\]

\[
P(V | \Theta) = P((v_1, v_2, \ldots, v_n) | (\theta_1, \theta_2, \ldots, \theta_n)) = P(v_1 | \theta_1)P(v_2 | \theta_2) \cdots P(v_n | \theta_n),
\]

where \( p \) is the number of the main components.

4. Algorithm Implementation

A distribution network topology analysis method driven by decision trees and deep learning models is proposed. The model and its application framework are shown in Figure 3.

The specific steps of the proposed topology identification method:

(1) Clarify the sample data \( T \) and sample Gini coefficient threshold \( g_{\text{min}} \) of the distribution network operation status and initialize the model parameters of the decision tree model and the PCA-DBN coupling model.

(2) Build a decision tree model based on equations (10) to (13) to select the measurement characteristics of the distribution network.

(3) Based on the results of the supervised learning of the decision tree model, the importance of each feature of the sample set can be calculated by equations (14) and (15), and the sum of the importance of each feature of the node is regarded as the importance of the node.

(4) Arrange the importance of nodes in descending order, and select the measurement data of the top \( n \) nodes of node importance to form a training sample set.

(5) Input the training sample set into the PCA-DBN coupling topology identification model to analyze the observability of the distribution network topology. If the distribution network topology is completely observable, the first \( n \) nodes selected are the best measuring device placement locations; otherwise, return to Step (4) and select the measurement data of the first \( n+1 \) nodes with the largest node importance to form the training sample set.

5. Results and Discussion

Based on the modified IEEE-33 bus system, as shown in Figure 4, several case studies are tested to prove the effectiveness of the proposed method. There are 12 normally open switch and 5 normally closed switch used for topology reconfiguration. The total load is 3.715 MW and the types of loads are set as ZIP models. The proportions for the constant power load, constant impedance load, and constant current load are 50%, 30%, and 20%, respectively. Three photovoltaic power plants with rated capacity of 0.5 MW are placed at nodes 17, 21, and 32.

The feasible topology is generated by Monte Carlo method, and the structure constraints of distribution network are considered [22]. The load fluctuations, ranged from 0.8 to 1.2, are generated by Latin hypercube sampling. The node voltage measurement under different combinations of topologies and load are obtained by power flow calculation. Therefore, the initial sample contains the node voltage amplitudes and phase angles from all nodes and the statuses of switches. About 80% of samples are used for training, 10% of samples are used for validation, and the rest are used for test.

5.1. Analysis of Topology Identification Results. According to the proposed decision tree optimization model, the importance of the distribution network node feature is analyzed, as shown in Figure 5. The abscissa is the node importance. It can be learned that the feature importance of different nodes is quite different. For example, the voltage amplitude and phase angle importance of the 0th node are both 0. This is because node 0 is a balanced node, and its voltage amplitude and phase angle are unchanged; in
addition, the voltage amplitude feature and voltage phase angle feature of each node are not the same in importance. For example, the voltage amplitude feature importance of node 7 is less than the phase angle importance, while node 18 is the opposite.

The proposed method is used to calculate the accuracy results of the observability of the distribution network topology with different number of measuring devices. The measurement data corresponding to the number of points of the measuring device are selected as the training sample set. Taking the produced training sample set as input, expand the training of the PCA-DBN coupling topology identification model, and calculate its topology identification accuracy. It should be noted that the training parameters and structure parameters of DBN are set by manual tuning, and the optimal training parameters are shown in Table 1. To further verify the calculation effect of the proposed method, the accuracy of topology identification is compared with other machine learning algorithms. Moreover, when the penetration of renewable energy reaches 50%, the accuracy of topology identification is still as high as 98%. The performance of the DBN algorithm is slightly worse than that of the PCA-DBN algorithm. However, it has obvious advantages compared to MOR and RF. Therefore, it is proved that DBN is more suitable for solving this kind of nonlinear and nonsequential problems.

5.2. Analysis of Topology Identification Accuracy versus Renewable Energy Penetration Rates. The performance of the algorithm under different photovoltaic penetration rates is analyzed. The total capacity of the photovoltaic power plants is generated by 10%~50% of the total load in IEEE-33 bus system and allocated to nodes 17, 21, and 32 evenly.

Figure 7 shows the topology identification accuracy of four methods versus renewable energy penetration rates. To simulate the practical engineering environment [23], the voltage measurement error of 1% is added. It can be concluded that as the penetration rate of DERs increases, the proposed method has better performance than other machine learning algorithms. Moreover, when the penetration of renewable energy reaches 50%, the accuracy of topology identification is still as high as 98%. The performance of the DBN algorithm is slightly worse than that of the PCA-DBN algorithm. However, it has obvious advantages compared to MOR and RF. Therefore, it is proved that DBN is more suitable for solving this kind of nonlinear and nonsequential problems.

5.3. Robust Analysis of Topology Identification Accuracy. The noise in measurements will adversely affect the accuracy of distribution network topology identification [24]. In addition, the differences of ZIP model proportions also have varying degrees of impact on topology identification accuracy, as the proportions of the ZIP model will affect the voltage distribution. Therefore, it is necessary to explore the robustness of the proposed topology identification. According to the meter standard [23], the error of measurements is 0.1%~10%. The performance of different topology identification algorithms under different errors is shown in Table 2.

It can be observed that the proposed PCA-DBN maintains a high accuracy with the error range is 0.1%~5%. The accuracy drops about 4% when the error increases from 0.1% to 10%. Therefore, the proposed algorithm is robust to measurement error.
The impact of ZIP model proportions is shown in Table 3, and the measurement error of 1% is added. It can be observed that the drops of topology identification accuracy of proposed algorithm are limited to within 1%. Therefore, the proposed algorithm is robust to the different proportions of ZIP model.
To solve the problem of distribution network topology analysis under a high renewable energy penetration rate, a distribution network topology analysis method based on decision trees and deep learning is proposed. The PCA-DBN model is used to analyze the observable changes of the distribution network topology under different number of measuring devices. With the goal of complete observability of the distribution network, the optimization of the location of the measurement device is carried out. And several cases are carried out on the IEEE-33 bus system to test the performance of the proposed topology identification algorithm. These results can be summarized as follows:

1. In the IEEE-33 bus system, using the method proposed, only the measurement data of 11 important nodes can realize the complete observability of the distribution network topology.

2. The results show that the proposed analysis algorithm shows good accuracy at 10% to 50% renewable energy penetration rate. In particular, when the penetration of renewable energy reaches 50%, the topology identification accuracy rate of 98% can still be achieved.

In summary, the proposed method has good adaptability for the distribution network topology identification with high renewable energy penetration rates, which have...
significant meaning for the investment and operation of distribution network. In the future, we will further the impact of the renewable energy’s locations on the measuring devices’ configuration.
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