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Abstract

This paper addresses the deconvolution problem of estimating a square-integrable probability density from observations contaminated with additive measurement errors having a known density. The estimator begins with a density estimate of the contaminated observations and minimizes a reconstruction error penalized by an integrated squared \( m \)-th derivative. Theory for deconvolution has mainly focused on kernel- or wavelet-based techniques, but other methods including spline-based techniques and this smoothness-penalized estimator have been found to outperform kernel methods in simulation studies. This paper fills in some of these gaps by establishing asymptotic guarantees for the smoothness-penalized approach. Consistency is established in mean integrated squared error, and rates of convergence are derived for Gaussian, Cauchy, and Laplace error densities, attaining some lower bounds already in the literature. The assumptions are weak for most results; the estimator can be used with a broader class of error densities than the deconvoluting kernel. Our application example estimates the density of the mean cytotoxicity of certain bacterial isolates under random sampling; this mean cytotoxicity can only be measured experimentally with additive error, leading to the deconvolution problem. We also describe a method for approximating the solution by a cubic spline, which reduces to a quadratic program.
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1 Introduction

A smoothness-penalized density deconvolution estimator was introduced in Yang et al. [2020] which is fast to compute, amenable to shape constraints, and in simulation studies has substantially improved finite-sample performance over the common deconvoluting kernel density estimator of Stefanski and Carroll [1990]. A spline-based Bayesian approach for a related problem in Staudenmayer et al. [2008] outperforms deconvoluting kernels in simulation studies as well, and Sarkar et al. [2014] does yet better. In spite of these appealing properties, these estimators have not yet received much attention. This is perhaps due to a lack of theoretical guarantees; most asymptotic results for deconvolution estimators focus on kernel- or wavelet-based (e.g. Pensky and Vidakovic [1999]) methods, while these other methods have only been addressed in simulations.

In this paper, we address a continuous version of the smoothness-penalized estimator in Yang et al. [2020] and provide some theoretical guarantees. We prove the consistency of the density estimates in $L_2$ and derive upper bounds for the rate of convergence, which are found to be optimal when compared to lower bounds already in the literature. We also prove in Theorem 7, under stronger smoothness conditions inspired by typical assumptions in the ill-posed problem literature, fast rates of convergence which hold for any error density, whether smooth or super-smooth. We are not aware of similar results for kernel-based deconvolution estimators. Along the way, we derive a representation of the estimator which is more convenient for theoretical work than the variational formulation in Yang et al. [2020] and investigate the finite-sample error for a few settings.

Suppose a real-valued random variable of interest $X$ has pdf $f$, and we wish to estimate $f$. However, we instead observe independent copies of $Y = X + E$, a surrogate of $X$ which has been contaminated with an independent error $E$. Suppose further that $E$ has known
pdf $g$. Under these conditions, the pdf $h$ of $Y$ is given by the convolution of $g$ and $f$, i.e.

$$h(y) = g * f(y) = \int f(t)g(y - t) \, dt.$$  

The task of estimating the density $f$ from a sample $Y_1, \ldots, Y_n$ of independent random variables with pdf $h = g * f$ is sometimes called a deconvolution problem, since we can think of the main goal as “undoing” the convolution with $g$.

The method in Yang et al. [2020], to be described shortly, begins with a density estimate of $h$, and proceeds to estimate $f$ through this density estimate of $h$. To that end, we will introduce one more abstraction: we will assume that we have access to an $L_2(\mathbb{R})$-consistent estimator of $h$, which we will denote $h_n$ (Estimators of functions will be indicated by a subscript $n$ rather than the customary “hat” to avoid clutter when taking Fourier transforms, which will be denoted by an overset twiddle). The mean integrated squared error (MISE) of $h_n$ will be denoted $\delta_n^2 = \mathbb{E}\|h_n - h\|^2 = \mathbb{E}\int (h_n - h)^2$. We will think of $h_n$ as the “data” in this problem and express the performance of our estimator in terms of $\delta_n^2$. Note that since the estimator is consistent, we have $\delta_n^2 \to 0$.

This setting occurs whenever a density estimate is required, but the variable is measured with error; it is therefore a nearly ubiquitous phenomenon, but typically ignored when the measurement error is small. For a window into the meaning of “small” here, note that ignoring measurement error $E$ means to estimate $g * f$ in place of $f$, incurring at a point $x$ the error $g * f(x) - f(x) = \mathbb{E}[f(x - E) - f(x)]$, where $E$ has pdf $g$. Thus wherever $f$ has large curvature on the scale of $E$, $g * f$ and $f$ will not be similar, and in such cases measurement error should not be ignored.

Because of the ubiquity of the setting, the application domains are diverse. In this paper, we estimate a conditional density that occurs when estimating the cytotoxicity of bacterial isolates; in Yang et al. [2021], the authors use deconvolution to estimate the density
of a conditional expectation occurring in nested Monte Carlo simulations. Staudenmayer et al. [2008] apply deconvolution to nutritional data from a clinical trial involving a dietary supplement, and Stefanski and Carroll [1990] treat data on saturated fat intake.

The treatment of this problem makes great use of the Fourier transform. Following conventions in Folland [1992], for \( v \in L_1(\mathbb{R}) \cup L_2(\mathbb{R}) \) we will write \( \hat{v}(\omega) = \lim_{r \to \infty} \int_{-r}^{r} e^{-i\omega x} v(x) \, dx = \int e^{-i\omega x} v(x) \, dx \) for the Fourier transform of \( v \), with the second equality holding as long as \( v \in L_1(\mathbb{R}) \). Let \( \tilde{P}_n(\omega) = \frac{1}{n} \sum_{j=1}^{n} e^{-iY_j \omega} \) be the Fourier transform of the empirical distribution. If \( u(x) = v \ast w(x) \), then \( \tilde{u}(\omega) = \tilde{v}(\omega) \tilde{w}(\omega) \), so that the Fourier transform reduces convolution to multiplication.

A well-known estimator of \( f \) in this setting is the deconvoluting kernel (density) estimator (DKE), introduced in Stefanski and Carroll [1990], which takes advantage of the reduction of convolution to multiplication. First, we form a kernel density estimate \( h_n^\lambda(x) = \frac{1}{n \lambda} \sum_{j=1}^{n} K((x - Y_j) / \lambda) \) of \( h \), in which case \( \tilde{h}_n^\lambda(\omega) = \tilde{P}_n(\omega) \tilde{K}(\lambda \omega) \). Then we divide by \( \tilde{g}(\omega) \) and inverse transform:

\[
 f_n^\lambda(x) = \frac{1}{2\pi} \int e^{i\omega x} \tilde{P}_n(\omega) \tilde{K}(\lambda \omega) / \tilde{g}(\omega) \, d\omega. \tag{1}
\]

In Stefanski and Carroll [1990], they find that if \( K_1^\lambda(x) = (2\pi)^{-1} \int e^{i\omega x} \tilde{K}(\omega) / \tilde{g}(\omega / \lambda) \, dt \), then \( f_n^\lambda \) has representation

\[
 f_n^\lambda(x) = \frac{1}{n \lambda} \sum_{j=1}^{n} K_1^\lambda((x - Y_j) / \lambda)
\]

and are able to borrow from results on standard kernel density estimators in their analysis. To ensure that the Fourier inversion in Equation (1) is well-defined, Stefanski and Carroll [1990] require \( K \) to be chosen to satisfy \( \sup_{\omega} |\tilde{K}(\omega) / \tilde{g}(\omega / \lambda)| < \infty \) and \( \int |\tilde{K}(\omega) / \tilde{g}(\omega / \lambda)| \, d\omega < \infty \) for all \( \lambda > 0 \), suggesting band-limited kernels, including \( K(x) = \frac{1}{\pi} (\sin(x) / x)^2 \), which has Fourier transform \( \kappa(\omega) = 1_{[-2,2]}(1 - |\omega|/2) \). Note that in particular, \( K(x) = g(x) \) typically
cannot satisfy these conditions. Additionally, Stefanski and Carroll [1990] restrict attention to \( g \) for which \(|\tilde{g}(\omega)| > 0\), since the estimator involves division by \( \tilde{g}(\omega) \). Under appropriate choice of \( \lambda_n \rightarrow 0 \), the estimator is consistent and attains optimal rates in several settings.

In Fan [1991], optimal rates are addressed for \( f \) in a class of functions with \( m \)th derivative Hölder-continuous. In Zhang [1990], optimal rates are addressed over for \( f \) in a class of functions satisfying \( \|\omega \tilde{f}(\omega)\|^2 < M < \infty \).

The density deconvolution technique introduced in Yang et al. [2020] discretizes both the functions and the convolution operator. The estimate \( h_n \) is approximated on a grid by a vector \( h_n \), and the convolution operator by a matrix \( C \), so that if \( v \) is a discrete approximation of a function \( v \), then \( Cv \) is a discrete approximation of \( g \ast v \). Then a discrete approximation \( f_\alpha_n \) of \( f \) is computed by solving the matrix problem

\[
\begin{align*}
  f_\alpha_n &= \arg \min_x \|Cx - h_n\|^2 + \alpha Q(x),
\end{align*}
\]

where \( Q(\cdot) \) is a quadratic penalty. (Vectors and matrices will always be typeset in boldface, and we overload \( \| \cdot \| \) to denote the vector 2-norm when the argument is a vector.) For \( Q(\cdot) \) the authors suggest, among other choices, the squared norm of a second-differencing operator applied to \( x \): \( Q(x) = \|D_2x\|_2^2 \). Heuristically, this approach yields an estimate \( f_\alpha_n \) whose convolution \( Cf_\alpha_n \) is close to the density estimate \( h_n \) (due to the first term), but which is not too wiggly (due to the second term). They observe that Equation (2) can be formulated as a quadratic program and solved efficiently using standard methods, and that linear constraints can be introduced as well.

In this paper, we analyze the exact, continuous version of the estimator introduced in Yang et al. [2020], with penalty \( Q(v) = \|v^{(m)}\|^2 \), where \( v^{(m)} \) denotes the \( m \)th derivative of \( v \in L_2(\mathbb{R}) \), i.e.

\[
\begin{align*}
  f_\alpha_n &= \arg \min_v \|g \ast v - h_n\|^2 + \alpha\|v^{(m)}\|^2.
\end{align*}
\]
The argument $v$ is taken to range over the subset of $L^2(\mathbb{R})$ for which the objective function is well-defined, which we will make specific in Section 4. We will occasionally find it useful to use operator notation, with $T : L^2(\mathbb{R}) \to L^2(\mathbb{R})$, $T : v \mapsto g * v$ and $L : D(L) \to L^2(\mathbb{R})$, $L : v \mapsto v^{(m)}$, so that we can alternatively write

$$f_n^\alpha = \arg \min_v \|Tv - h_n\|^2 + \alpha \|Lv\|^2.$$

In Section 6, we suggest an alternative to the discretization approach in Yang et al. [2020]. We instead solve Equation (3) out of an approximation space of piecewise polynomial spline functions. Calling this approximation $s_n^\alpha$, we prove in Theorem 15 that the resulting approximation error $\mathbb{E}\|s_n^\alpha - f_n^\alpha\|^2$ can be made to decrease faster than the order of convergence of $\mathbb{E}\|f_n^\alpha - f\|^2$ by choosing a suitably rich approximation space. It follows that $\mathbb{E}\|s_n^\alpha - f\|^2$ has the same order of convergence.

One appealing property of this estimator is that the computational techniques proposed here and in Yang et al. [2020] can be quite fast, with the computational complexity determined primarily by the dimension of the discretization grid or spline basis. We will see that computing the spline approximation can be formulated as a quadratic program, and that many useful linear constraints can be imposed. Among these, positivity and integrate-to-one constraints are easily imposed, as are support constraints and some shape constraints. Yang et al. [2020] even suggest a method for imposing a unimodal constraint by a family of “unimodal at a point $x_0$” constraints, each of which can be imposed as a linear constraint.

Finally, the DKE approach requires $g$ to have non-vanishing Fourier transform and therefore cannot be applied to, for example, uniformly distributed errors. The estimator addressed here has no such requirement; instead, the Fourier transform of $g$ must only be non-vanishing almost-everywhere, which is also a necessary condition for identifiability in this model.
After an overview of the inherent difficulties of deconvolution in Section 2 and introducing the estimator in detail in Section 4, we prove global $L_2(\mathbb{R})$-consistency, as well as rates of convergence in Section 5. In Section 6, we address the practical issue of computing the estimate, investigate its performance in finite samples, and apply it to a problem on bacterial cytotoxicity.

2 Ill-Posedness of the Problem

Deconvolving a density estimate is a typical “ill-posed” problem. We will see that ill-posedness means a naive solution to the deconvolution problem must fail to be consistent, and any consistent deconvolution estimator must reflect some aspect of regularization. A problem is said to be well-posed if [Engl et al., 1996, Chapter 2] the following conditions are met: “1. For all admissible data, a solution exists, 2. For all admissible data, the solution is unique, and 3. The solution depends continuously on the data,” and ill-posed otherwise.

For the deconvolution problem, consider the operator $T : L_2(\mathbb{R}) \to L_2(\mathbb{R})$ which convolves a function with $g$, i.e. $v \mapsto g * v$. Since $h = g * f$, plugging in $v = f$ clearly solves the following operator equation:

$$Tv = h.$$  \hspace{1cm} (4)

However, we do not know $h$. We have an estimate $h_n$ of $h$, and we would like to solve the analogous problem with our estimate $h_n$ on the right-hand side, i.e.

$$Tv = h_n.$$  \hspace{1cm} (5)

There is an immediate issue with this approach: there is no $v$ solving this equation unless $h_n \in \mathcal{R}(T)$, i.e. $h_n = T\psi$ for some $\psi \in L_2(\mathbb{R})$. If $h_n$ is unrestricted, the problem of solving Equation (5) violates Condition 1 of well-posedness. However, we can overcome
this problem by using a generalized inverse of $T$, so we will set it aside for the moment.

Instead, we will focus on a more critical deficiency: the solution operator for Equation (5) is not continuous in $h_n$. This means that a small perturbation of the right-hand side can lead to arbitrarily large fluctuations in the solution, so that problem of solving $Tv = h_n$ is not a good approximation of solving $Tv = h$ no matter how well $h_n$ approximates $h$. If we require $h_n \in \mathcal{R}(T)$ so that the solution operator is simply $T^{-1}$, then this discontinuity would entail that for any $\varepsilon > 0$ and $C > 0$, we can have $\|h_n - h\| < \varepsilon$, but $\|T^{-1}h - T^{-1}h_n\| = \|f - T^{-1}h_n\| > C$. No matter how good we require the estimate $h_n$ of $h$ to be, its exact deconvolution may yet be an arbitrarily bad estimate of $f$. Let’s prove it formally: the following proposition guarantees the existence of a function $u$ so that taking $h_n = h + u$ creates the unhappy situation just described.

**Proposition 1.** Assume that the Fourier transform $\hat{g}$ of $g$ is a.e. non-vanishing, so that $T : L_2(\mathbb{R}) \to L_2(\mathbb{R})$ is injective (Fact A.1). Let $T^{-1} : \mathcal{R}(T) \to L_2(\mathbb{R})$ be the inverse of $T$ from its range. Then, for any $M > 0$, there is some $u \in \mathcal{R}(T)$ for which $\|T^{-1}u\| > M\|u\|$. 

**Proof of Proposition 1.** We will construct a sequence $\phi_n \in \mathcal{R}(T)$ which is a Cauchy sequence in $L_2(\mathbb{R})$, but with the property that for $n \in \mathbb{N}$, we have $\|T^{-1}(\phi_n - \phi_{n+1})\| = 1$. Once we have this sequence, we can finish the proof in the following way. Fix $M > 0$. Since $\phi_n$ is Cauchy, we can choose $n \in \mathbb{N}$ large enough that $\|\phi_n - \phi_{n+1}\| < \frac{1}{M}$. Then $u = \phi_n - \phi_{n+1}$ satisfies

$$\|T^{-1}(\phi_n - \phi_{n+1})\| > M\|\phi_n - \phi_{n+1}\|,$$

as needed.

Now, if we can find such a sequence $\phi_n$, we are finished. To that end, let $\psi_n = n\mathbb{1}_{[0,1/n]}$. It can be checked that $\|\psi_n - \psi_{n+1}\| = 1$. Furthermore, the $\psi_n$ constitute an “approximate
identity,” so that by Folland [1999, Theorem 8.14a], we have \( \|g * \psi_n - g\| \to 0 \) as \( n \to \infty \).

Now, let \( \phi_n = g * \psi_n = T\psi_n \). To see that \( \phi_n \) is Cauchy, apply the triangle inequality:

\[
\|\phi_n - \phi_m\| \leq \|\phi_n - g\| + \|\phi_m - g\| = \|g * \psi_n - g\| + \|g * \psi_m - g\|.
\]

For the other property, note that

\[
\|T^{-1}(\phi_n - \phi_{n+1})\| = \|T^{-1}(T\psi_n - T\psi_{n+1})\| = \|\psi_n - \psi_{n+1}\| = 1,
\]
finishing the proof.

Now, even if \( h_n \not\in \mathcal{R}(T) \), a generalized inverse like the Moore-Penrose inverse \( T^\dagger \) may be used in place of \( T^{-1} \), ensuring that Conditions 1 and 2 are met. But these generalized inverses extend \( T^{-1} \) from \( \mathcal{R}(T) \), so they too fail to be continuous by Proposition 1.

We turn to a method of regularization solution. A regularized solution of Equation (4) is a family of operators \( \{R_\alpha\}_{\alpha > 0} \) which approximate \( T^{-1} \) or an extension thereof, and which has the property that for each \( \alpha \), \( R_\alpha \) is a continuous operator. For our choice of regularization by smoothness penalty, we will see in Theorem 2 that each \( R_\alpha \) is a bounded operator. In Theorem 6, we will see that the regularization does approximate the exact solution to Equation (4), and in Theorems 7 & 9, we will see the rates of convergence under a few different conditions.

### 3 Assumptions

We assume throughout that \( f \) and \( g \) are probability densities, and that \( h_n \in L_2(\mathbb{R}) \). The following is a list of all further assumptions that recur in the theoretical results; in each statement we will name the assumptions required from this list. Assumptions that are used only for a single result are stated in that result. First, assumptions that will be made on...
the target density \( f \): (F1) \( f \in L_2(\mathbb{R}) \); (F2) \( \int |\omega^k \tilde{f}(\omega)|^2 d\omega < \infty \) for some \( 1 \leq k \leq 2m \).

Now, assumptions that will be made on the error density \( g \): (G1) \( \tilde{g} \) vanishes only on a set of Lebesgue measure zero; (G2) \( g \in L_2(\mathbb{R}) \). (G3) \( \int |\tilde{g}(\omega)| d\omega < \infty \); Note that Assumptions (G1)- (G3) all hold for Normal, Cauchy, and Laplace errors. Note also that if \( f \in L_2(\mathbb{R}) \), then by Young’s convolution inequality, \( h \in L_2(\mathbb{R}) \) as well.

4 The Estimator

One family of solution operators for Equation (5) which extend \( T^{-1} \) are those which map \( h_n \) to a least-squares solution, i.e. to a \( v \) minimizing \( \|Tv - h_n\| \). The familiar Moore-Penrose generalized inverse \( T^\dagger \) is a least-squares extension—it is the operator which maps \( h_n \) to the least-squares solution \( v \) for which \( v \) has minimal norm \( \|v\| \). Classical Tikhonov regularization approximates \( T^\dagger \) by the family of operators \( \{S_\alpha\}_{\alpha > 0} \) mapping

\[
S_\alpha : h_n \mapsto \arg \min_v \|Tv - h_n\|^2 + \alpha \|v\|^2.
\]

Intuitively, the solution \( S_\alpha h_n \) is a function which is reasonably small in \( L_2(\mathbb{R}) \) due to the second term, and for which \( \|TS_\alpha h_n - h_n\| \) is reasonably small.

Here we address a similar approach, but rather than preferring a function which is small in \( L_2(\mathbb{R}) \), we prefer one which is smooth, in the sense that its \( m \)th derivative, \( m \geq 1 \), has small norm. Thus we have a family \( \{R_\alpha\}_{\alpha > 0} \) mapping

\[
R_\alpha : h_n \mapsto \arg \min_v \|Tv - h_n\|^2 + \alpha \|v^{(m)}\|^2.
\]

This is a particular case of Tikhonov regularization with differential operators, which has been treated in an abstract, non-statistical framework in Locker and Prenter [1980], Engl et al. [1996, Chapter 8], and Nair et al. [1997].
Since our estimator will measure the smoothness of a possible estimate by the magnitude of its square-integrated $m$th derivative, the estimate must be chosen from among those functions for which this quantity is finite. To that end, let $H^m(\mathbb{R}) = \{v \in L_2(\mathbb{R}) : v^{(k)} \in L_2(\mathbb{R}) \text{ for } 0 \leq k \leq m\}$ denote the Sobolev space of square-integrable functions with square-integrable weak derivatives up to order $m$. Assume throughout that $A = \{\omega | \tilde{g}(\omega) = 0\}$ has Lebesgue measure zero.

**Definition 1.** The **Tikhonov functional** with data $u \in L_2(\mathbb{R})$ and penalty parameter $\alpha > 0$ is a function defined by

$$G(\cdot; u, \alpha) : H^m(\mathbb{R}) \to \mathbb{R}$$

$$v \mapsto \|g \ast v - u\|^2 + \alpha \|v^{(m)}\|^2.$$

**Definition 2.** Let $h_n$ be a density estimate of $h$ from the sample $Y_1, \ldots, Y_n$, and let $\alpha > 0$. The **Smoothness-penalized deconvolution of $h_n$** or **Smoothness-penalized deconvolution estimate (SPeD)** of $f$ is defined variationally by

$$f_n^\alpha = \arg \min_{v \in H^m(\mathbb{R})} G(v; h_n, \alpha)$$

$$= \arg \min_{v \in H^m(\mathbb{R})} \|g \ast v - h_n\|^2 + \alpha \|v^{(m)}\|^2. \quad (6)$$

**Remark.** For a given $h_n \in L_2(\mathbb{R})$ and $\alpha > 0$, the estimator $f_n^\alpha$ in Definition 2 is uniquely defined[Locker and Prenter, 1980, Theorem 3.5]. Moreover, $f_n^\alpha \in H^{2m}(\mathbb{R})$.

### 4.1 Representations of the estimator

Since the variational characterization of $f_n^\alpha$ does not lend itself to easy analysis, in Theorem 2 we present an explicit representation for $f_n^\alpha$, both in terms of $h_n$ and the Fourier transform of $h_n$; if a kernel density estimator is used for $h_n$, we will see that $f_n^\alpha$ can be computed.
as a kernel estimate as well, though this is not the approach we take in the sequel. The Fourier representation will make clear the manner in which the Tikhonov regularization approximates the ill-posed exact deconvolution problem.

Figure 1: For $\tilde{g}$ corresponding to $N(0, 1)$. Thick line is $1/\tilde{g}$, while dashed lines are, from lower to upper, the multiplier $\tilde{\varphi}_\alpha$ in Theorem 2(i) for $\alpha = 1, 10^{-2}, 10^{-4}$.

**Theorem 2.** (Representing the solution) Let

$$\tilde{\varphi}_\alpha(\omega) = \frac{\overline{\tilde{g}(\omega)}}{|\tilde{g}(\omega)|^2 + \alpha\omega^{2m}} \quad \text{and} \quad \varphi_\alpha(x) = \lim_{r \to \infty} \frac{1}{2\pi} \int_{-r}^{r} e^{i\omega x} \tilde{\varphi}_\alpha(\omega) d\omega. \quad (7)$$

Then

(i) $f_n^\alpha(\omega) = \tilde{\varphi}_\alpha(\omega) \tilde{h}_n(\omega)$,

(ii) $f_n^\alpha(x) = \varphi_\alpha * h_n(x)$, and

(iii) if $h_n$ is a kernel density estimate with bandwidth $\nu$, then there is another kernel $K_{\alpha,\nu}$ for which

$$f_n^\alpha(x) = \frac{1}{n} \sum_{i=1}^{n} K_{\alpha,\nu}(x - Y_i).$$

Furthermore,

(iv) $\sup_{\omega} |\tilde{\varphi}_\alpha(\omega)| \leq C\alpha^{-\frac{1}{2}}$ for all $\alpha < M$,

(v) If $\varphi_\alpha \in L_1(\mathbb{R})$, then $\int \varphi_\alpha(x) \, dx = 1$, so that $\int f_n^\alpha(x) \, dx = 1$. 
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(vi) \( \|D^k f^\alpha_n\| \leq C\alpha^{-1} \) for all \( \alpha < M \) and \( 0 \leq k < 2m \) with \( C \) depending only on \( g, m, \) and \( M \). Under Assumption \((G2)\), it holds for \( k = 2m \) as well.

(vii) \( \sup_x |D^k f^\alpha_n(x)| \leq C\alpha^{-1} \) for all \( \alpha < M \) and \( 0 \leq k < 2m - 1 \) with \( C \) depending only on \( g, m, \) and \( M \). Under Assumption \((G3)\), it holds for all \( 0 \leq k \leq 2m \).

Remark. Before moving on to the proof, it is worth making a few observations.

- Except where mentioned in (vi) and (vii), Theorem 2 does not need any assumptions on \( g \) or \( h_n \) beyond the fact that they are probability densities.

- If \( g \) is an even function, then \( \tilde{\varphi}_\alpha(\omega) \) is even and purely real.

- Theorem 2(iv) holds for any \( g \), but can be made sharper with information about a particular choice of \( g \). See, for example, the proof of Theorem 9(iii).

- Theorem 2(iv) equivalently says that, with \( R_\alpha \) denoting the operator which maps \( h_n \mapsto f^\alpha_n \), the operator norm has a bound \( \|R_\alpha\| \leq C\alpha^{-\frac{1}{2}} \), showing that the solution operator for each \( \alpha \) is bounded.

- If the density estimate is a kernel density estimate \( h^\lambda_n \) with kernel appropriate for the DKE (e.g. bandlimited), then for fixed data and bandwidth \( \lambda \), if we let \( \alpha \to 0 \), we have that \( f^\alpha_n \to f^\lambda_n \), i.e. we obtain the DKE defined in Equation (1).

Proof of Theorem 2.

(i): By Theorem 3.1 of Locker and Prenter [1980], a function \( f^\alpha_n \) minimizes the Tikhonov functional \( G^\alpha_n(f) \) if and only if \( f^\alpha_n \in \mathcal{D}(L^*L) \) and \( f^\alpha_n \) satisfies the Euler-Lagrange equation \( (T^*T + \alpha L^*L)f^\alpha_n = T^*h_n \). By Fact A.2, this corresponds to \( g \ast g \ast f^\alpha_n + \alpha L^*Lf^\alpha_n = g \ast h_n \), where \( g \ast u(t) = \int g(x-t)u(x)\,dx \), so taking Fourier transforms yields (see Fact A.2 for
details) \(|\tilde{g}(\omega)|^2 \tilde{f}_n^\alpha(\omega) + \alpha \omega^{2m} \tilde{f}_n^\alpha(\omega) = \tilde{g}(\omega) \tilde{h}_n(\omega)|, and re-arranging gives

\[
\tilde{f}_n^\alpha(\omega) = \frac{\tilde{g}(\omega)}{|\tilde{g}(\omega)|^2 + \alpha \omega^{2m}} \tilde{h}_n(\omega) = \tilde{\varphi}_\alpha(\omega) \tilde{h}_n(\omega),
\]
as needed.

(ii) and (iv): It will be convenient to prove (iv) first. We prove the equivalent inequality that for all \(\omega\), \(|\sqrt{\alpha}|\tilde{\varphi}_\alpha(\omega)| \leq C\). We do this by demonstrating two facts: first, that for all \(\omega\), \(|\sqrt{\alpha}|\tilde{\varphi}_\alpha(\omega)| < \frac{1}{2}|\omega|^{-m}\), so that if we can bound \(|\sqrt{\alpha}|\tilde{\varphi}_\alpha(\omega)| on a neighborhood of zero, we are finished, since the bound decreases as \(|\omega| \to \infty\). Second, we show that \(|\sqrt{\alpha}|\tilde{\varphi}_\alpha(\omega)| \leq \frac{\sqrt{M}}{|\tilde{g}(\omega)|}\), and that on a neighborhood \(|\omega| \leq \varepsilon\) of zero, \(\tilde{g}(\omega)\) is bounded away from zero: \(0 < c < |\tilde{g}(\omega)| \leq 1\), and take \(C = \max\{\sqrt{M}/c, \frac{1}{2}\varepsilon^{-m}\}\).

For the first, apply the inequality \(x + y \geq 2\sqrt{xy}\) for \(x, y > 0\) to the denominator of \(\tilde{\varphi}_\alpha\):

\[
\sqrt{\alpha}|\tilde{\varphi}_\alpha(\omega)| = \sqrt{\alpha} \frac{|\tilde{g}(\omega)|}{|\tilde{g}(\omega)|^2 + \alpha \omega^{2m}} \leq \sqrt{\alpha} \frac{\frac{1}{2}|\omega|^{-m}}{2\sqrt{\alpha}|\tilde{g}(\omega)|^2 \omega^{2m}} = \frac{1}{2}|\omega|^{-m}.
\]

For the second,

\[
\sqrt{\alpha}|\tilde{\varphi}_\alpha(\omega)| = \sqrt{\alpha} \frac{|\tilde{g}(\omega)|}{|\tilde{g}(\omega)|^2 + \alpha \omega^{2m}} \leq \sqrt{\alpha} \frac{\frac{1}{2}|\omega|^{-m}}{2 \omega^{2m}} \leq \sqrt{M}|\tilde{g}(\omega)|^{-1},
\]

where the first inequality is because \(\alpha \omega^{2m} > 0\), and the second inequality is by the assumption that \(\alpha < M\). Finally, to see that \(\tilde{g}\) is bounded away from zero on a neighborhood of zero, recall that \(\tilde{g}\) is the Fourier transform of a probability density \(g\). Thus \(\tilde{g}(0) = 1\), and \(\tilde{g}\) is continuous, proving (iv).

Now, we will demonstrate that then \(\tilde{\varphi}_\alpha \in L_2(\mathbb{C})\), so that the Fourier inversion in Equation (7) is legitimate. By the arguments proving (iv), we have also found a square-integrable function \(b(\omega) = \alpha^{-\frac{1}{2}}(1_{|\omega| < \varepsilon} C + \frac{1}{2} 1_{|\omega| \geq \varepsilon}|\omega|^{-m})\), such that \(|b(\omega)| \geq |\tilde{\varphi}_\alpha(\omega)|\). Thus,

\[
\int |\tilde{\varphi}_\alpha(\omega)|^2 d\omega \leq \int |b(\omega)|^2 d\omega < \infty, \text{ and } \tilde{\varphi}_\alpha \in L_2(\mathbb{C}). \text{ Now, (ii) follows from (i) and the well-known properties of the Fourier transform.}
Regularized solutions are well-behaved approximations to a poorly behaved exact problem, and the Fourier view of our estimator gives a nice picture of the manner of approximation. Suppose briefly that \( \tilde{g} \) is even and non-vanishing. Taking the Fourier transform of Equation (5) reduces the convolution to multiplication, giving \( \tilde{g} \tilde{v} = \tilde{h}_n \), so that we may write \( \tilde{v} = \tilde{h}_n / \tilde{g} \). Thus in Fourier space, exact deconvolution of \( h_n \) corresponds to multiplying \( \tilde{h}_n \) by \( 1 / \tilde{g} \). In Theorem 2(i), we see that in Fourier space, our regularized solution \( \tilde{f}_n^\alpha \) corresponds to multiplying \( \tilde{h}_n \) by this \( \tilde{\varphi}_\alpha \) function. Inspection of \( \tilde{\varphi}_\alpha(\omega) \) shows that when \( |\omega| \) is small, \( \tilde{\varphi}_\alpha(\omega) \approx 1 / \tilde{g}(\omega) \), but that when \( |\omega| \) is large, the \( \alpha \omega^{2m} \) term dominates the expression and \( \varphi_\alpha(\omega) \approx 0 \), since \( \tilde{g}(\omega) \) is bounded. Thus multiplying by \( \tilde{\varphi}_\alpha \) performs similarly to multiplying by \( 1 / \tilde{g} \) at low frequencies, but \( \tilde{\varphi}_\alpha \) prevents high-frequency features of \( h_n \) from transferring to \( f_n^\alpha \). This is pictured in Figure 1 for Gaussian \( g \) and a variety of \( \alpha \).

### 4.2 Decomposing the error

To analyze the error \( f_n^\alpha - f \), it is useful to introduce a non-random function \( f^\alpha \) for which \( f^\alpha - f \) represents the systematic error induced by solving the \( \alpha \)-regularized problem in place of the exact problem.

**Definition 3.** The \( \alpha \)-smoothed \( f \), denoted \( f^\alpha \), is given by

\[
 f^\alpha = \arg \min_{v \in H^m(\mathbb{R})} G(v; h, \alpha).
\]

**Remark.** The \( \alpha \)-smoothed \( f \) is the smoothness-penalized deconvolution of the exact data \( h \). In Supplement Proposition A.1, it is shown to have representations \( f^\alpha = \varphi_\alpha * h \) and \( \tilde{f}^\alpha = \tilde{\varphi}_\alpha \tilde{h} \), and approximates \( f \) in the sense that \( \| f^\alpha - f \| \to 0 \) as \( \alpha \to 0 \).

As the next lemma shows, an appealing property of \( f^\alpha \) is that, for fixed \( \alpha \), \( \mathbb{E}\|f_n^\alpha - f^\alpha\|^2 \) becomes small when \( \delta_n^2 = \mathbb{E}\|h_n - h\|^2 \) gets smaller, in contrast to the issue with exact deconvolution outlined in Proposition 1.
Lemma 3. Assume (F1). There is a $C$ depending only on $g$, such that for each $\alpha > 0$, we have $\mathbb{E}\|f_{\alpha}^n - f_{\alpha}\|^2 \leq C\delta_n^2/\alpha$

Proof of Lemma 3. By the Plancherel Theorem,

$$\|f_{\alpha}^n - f_{\alpha}\|^2 = \frac{1}{2\pi} \|\tilde{f}_{\alpha}^n - \tilde{f}_{\alpha}\|^2$$

$$= \frac{1}{2\pi} \int |\varphi_{\alpha}(\omega)|^2 |\tilde{h}_n(\omega) - \tilde{h}(\omega)|^2 d\omega$$

$$\leq \sup_{\omega} |\varphi_{\alpha}(\omega)|^2 \|h_n - h\|^2 \leq C\|h_n - h\|^2/\alpha$$

where the second inequality is by Theorem 2(iv). Taking expectations gives the result.  

Corollary 4. Assume (F1). For sufficiently small $\alpha$, we have the upper bound

$$\mathbb{E}\|f_{\alpha}^n - f\|^2 \leq C\delta_n^2/\alpha + 2\|f_{\alpha} - f\|^2.$$  

Proof of Corollary 4. Note that $(a + b)^2 \leq 2a^2 + 2b^2$, which can be seen by expanding $(a - b)^2$, adding $a^2 + b^2$ to both sides, and re-arranging. Then the result follows from the triangle inequality and Lemma 3.  

The rate at which $\|f_{\alpha}^n - f\| \to 0$ with $\alpha$ depends intimately on the particular form of $g$. In Lemma 5, we present upper bounds for $\|f_{\alpha}^n - f\|^2$ in terms of $\alpha$.

Lemma 5. Assume (F1), (F2). Then, with $W(\cdot)$ denoting the principal branch of the Lambert W function,

(i) (Normal errors) If $g(x) = (2\pi)^{-1}e^{-x^2/2}$, then

$$\|f_{\alpha} - f\|^2 \leq \frac{C}{m^kW(m^{-1}\alpha^{-1/m}k)} \sim \frac{C}{m^k \log(m^{-1}\alpha^{-1/m}k)}$$

(ii) (Cauchy errors) If $g(x) = \frac{1}{\pi(1+x^2)}$, then

$$\|f_{\alpha} - f\|^2 \leq \frac{C}{m^{2k}W(m^{-1}\alpha^{-1/m}2k)} \sim \frac{C}{m^{2k} \log(m^{-1}\alpha^{-1/m}2k)}$$
(iii) (Laplace errors) If \( g(x) = \frac{1}{2} e^{-|x|} \), then

\[
\|f^\alpha - f\|^2 \leq C \left( \frac{1}{4\alpha} \right)^{-\frac{k}{m+1}},
\]

The asymptotic equivalences in the first two parts follow from Fact A.4(iv).

Proof deferred to Supplemental Proof B.5.

5 Asymptotics

5.1 Consistency and Rates of Convergence

If Assumption (G1) holds, then \( \|f^\alpha - f\| \to 0 \) as \( \alpha \to 0 \), and the upper bound in Corollary 4 provides a sufficient condition for \( L_2(\mathbb{R}) \)-consistency of \( f^\alpha_n \):

**Theorem 6.** (\( L_2(\mathbb{R}) \) consistency) Assume (F1), (G1). Assume that \( \delta_n^2 \to 0 \), and \( \alpha_n \) is chosen so that \( \delta_n^2/\alpha_n \to 0 \) and \( \alpha_n \to 0 \). Then

\[
\lim_{n \to \infty} \mathbb{E}\|f_n^{\alpha_n} - f\|^2 = 0.
\]

**Proof of Theorem 6.** This follows immediately from Corollary 4 and Proposition A.1(iv).

\( \square \)

In deriving rates of convergence for ill-posed problems, it is typically assumed that the solution \( f \) is drawn from a “source set,” assuming some \textit{a priori} degree of smoothness [Engl et al., 1996, Section 3.2]. In Nair et al. [1997] Theorem 5.1 and Engl and Neubauer [1985] Theorem 3.5, an abstract version of this Tikhonov problem is analyzed, and they find fast \( \delta^{4/3} \) rates of convergence (in a stronger norm) compared to the often logarithmic rates in the statistical literature. The price is that strong assumptions are made on the target density. In Engl and Neubauer [1985], it is assumed that \( f \in \mathcal{D}(L^*L) \) and \( L^*Lf \in \mathcal{R}(T^*T) \). With
the operator that convolves a function with $g$ and $L$ the $m$th-derivative operator, this assumption requires that $f \in H^{2m}(\mathbb{R})$, and $f^{(2m)} = g \ast g \ast \psi$ for some $\psi \in L_2(\mathbb{R})$, which we express in terms of the Fourier transforms in the theorem. Nothing is required of $g$, since their result holds for any bounded operator $T$, and convolution with a probability measure is bounded on $L_2(\mathbb{R})$.

Below is an analogue of those abstract results, in an explicitly statistical framework, and with a novel proof. The proof in the present framework turns out to be quite simple.

**Theorem 7.** *(Rates when $f$ is very smooth)* Suppose $\int |\omega^{2m} \tilde{f}(\omega)|^2 d\omega < \infty$ and $|\tilde{f}(\omega)| = |\tilde{g}(\omega)|^2 |\omega^{-2m} \tilde{\psi}(\omega)|$ for some $\psi \in L_2(\mathbb{R})$ *(Note that this condition implies Assumption (F1)).* Then for sufficiently small $\alpha_n$,

$$
\mathbb{E}\|f_n^{\alpha_n} - f\|^2 \leq C_1 \delta_n^2 / \alpha_n + C_2 \alpha_n^2,
$$

and if $\alpha_n = C_3 \delta_n^2$, then

$$
\mathbb{E}\|f_n^{\alpha_n} - f\|^2 = O(\delta_n^{4/3}).
$$

**Proof of Theorem 7.** Our task is to find the dependence of $\|f^{\alpha} - f\|^2$ on $\alpha$.

$$
\|f^{\alpha} - f\|^2 = \frac{1}{2\pi} \|\tilde{f}^{\alpha} - \tilde{f}\|^2
$$

$$
= \frac{1}{2\pi} \int \frac{\alpha_n \omega^{2m}}{|\tilde{g}(\omega)|^2 + \alpha_n \omega^{2m}} \left| |\tilde{g}(\omega)|^2 |\omega^{-2m} \tilde{\psi}(\omega)|^2 d\omega,
$$

$$
= \frac{\alpha_n^2}{2\pi} \int \frac{|\tilde{g}(\omega)|^2}{|\tilde{g}(\omega)|^2 + \alpha_n \omega^{2m}} \left| \frac{|\tilde{g}(\omega)|^2}{|\tilde{\psi}(\omega)|^2} \right| \leq \alpha_n^2 \|\psi\|^2,
$$

which, combined with Corollary 4, gives the bound. The upper bound is minimized by $\alpha_n \propto \delta_n^{4/3}$, in which case the upper bound becomes $\mathbb{E}\|f_n - f\|^2 \leq C \delta_n^{4/3}$, as needed.

**Remark.** Note that Theorem 7 does not require Assumption (G1); identifiability issues are sidestepped by the second assumption on $\tilde{f}$, which guarantees that $\tilde{f}$ is zero whenever $\tilde{g}$ is zero.
Remark. If $Z$ has pdf $\eta(z) \in H^{2m}(\mathbb{R})$, with $\omega^{2m}\tilde{\eta}(\omega) = \tilde{\psi}(\omega)$, and $E_1$ and $E_2$ are independent with pdf $g$, then the hypothesis of Theorem 7 is satisfied for the pdf $f$ of $X = Z + (E_1 - E_2)$.

Corollary 8. Assume the conditions of Theorem 7, and assume that $\alpha_n = C\delta_n^{\frac{5}{8}}$.

If $h_n$ is a kernel density estimate with optimal choice of bandwidth, then

$$\mathbb{E}\|f_n^{\alpha_n} - f\|^2 = O(n^{-8/15}).$$

If $h_n$ is a histogram with optimal choice of bin widths, then

$$\mathbb{E}\|f_n^{\alpha_n} - f\|^2 = O(n^{-4/9}).$$

Proof of Corollary 8. If $h_n$ is a kernel density estimate with optimal bandwidth, then $\delta_n^2 = \|h_n - h\|^2 = O(n^{-\frac{4}{5}})$ (Wand and Jones [1994], Section 2.5), and the result follows immediately. Similarly, if $h_n$ is a histogram with optimal binwidth, then by the same section, $\delta_n^2 = \|h_n - h\| = O(n^{-\frac{2}{3}}).$ \hfill \Box

The rates in Theorem 7 are appealing, but are found under conditions different than those typically assumed in the literature. Now, we will assume a particular form for $g$—either Gaussian, Cauchy, or Laplace—and leverage the approximation bounds for the $\alpha$-smoothed $f$ from Lemma 5 to derive rates of convergence under a weaker smoothness assumption on $f$, namely Assumption (F2) that $\int |\omega^k \tilde{f}(\omega)|^2 d\omega < \infty$. This is a slight weakening of the assumption in Zhang [1990].

Theorem 9. Assume (F2). Then,

(i) (Normal errors) If $g(x) = (2\pi)^{-1/2} e^{-x^2/2}$, then for $\alpha$ small enough,

$$\mathbb{E}\|f_n^{\alpha_n} - f\|^2 \leq C_1\delta_n^2 / \alpha + \frac{C_2}{m^k \log(m^{-1} \alpha^{-1} \frac{1}{m})^k}$$

and if $\alpha_n = \delta_n^2 W(\delta_n^{-\frac{2}{3}})^k$ then $\mathbb{E}\|f_n^{\alpha_n} - f\|^2 = O(\log \delta_n^{-1})^{-k}$. 
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(ii) (Cauchy errors) If \( g(x) = \frac{1}{\pi(1+x^2)} \), then for \( \alpha \) small enough,
\[
\mathbb{E}\|f_n^\alpha - f\|^2 \leq C_1 \delta_n^2 / \alpha + \frac{C}{m^{2k} \log(m^{-1} \delta_n^{-1} / 2m^{1/2})^{2k}}
\]
and if \( \alpha_n = \delta_n^2 W(\delta^{-1/2})^{2k} \), then \( \mathbb{E}\|f_n^\alpha - f\|^2 = O([\log \delta_n^{-1}]^{-2k}) \).

(iii) (Laplace errors) If \( g(x) = \frac{1}{2} e^{-|x|} \), then for \( \alpha \) small enough,
\[
\mathbb{E}\|f_n^\alpha - f\|^2 \leq C_1 \delta_n^2 \alpha^{-2} + C_2 \alpha^{k/m + 2},
\]
and if \( \alpha_n = \delta_n^{2(n+2)/(k+2)} \), then \( \mathbb{E}\|f_n^\alpha - f\|^2 = O(\delta_n^{2k/(k+2)}) \).

Proof deferred to Supplemental Proof B.9.

**Corollary 10.** Let \( k = 1 \). Then if \( h_n \) is a KDE or histogram estimate with optimal bandwidth or bin choice, we have, assuming the conditions of Theorem 9 hold,

(i) (Normal errors) \( \mathbb{E}\|f_n^\alpha - f\|^2 = O([\log n]^{-1}) \) for KDE and histogram.

(ii) (Cauchy errors) \( \mathbb{E}\|f_n^\alpha - f\|^2 = O([\log n]^{-2}) \) for KDE and histogram.

(iii) (Laplace errors) \( \mathbb{E}\|f_n^\alpha - f\|^2 = O(n^{-1/5}) \) for the KDE and \( \mathbb{E}\|f_n^\alpha - f\|^2 = O(n^{-2/7}) \) for the histogram.

For normal and Cauchy errors, Corollary 10 shows that the smoothness-penalized deconvolution estimate attains the optimal rates derived in Zhang [1990]. However, for Laplace errors, the upper bound here is slower than the rate \( n^{-2/7} \) attained by the deconvoluting kernel density estimator in Zhang [1990]. However, the SPeD estimator can attain the \( n^{-2/7} \) rate for a certain choice of estimator \( h_n \). Recall (cf. Equation (1)) that the DKE can be thought of as involving a kernel estimate of \( h \) using a kernel \( K(\cdot) \) which has quickly decaying Fourier transform; in Zhang [1990] the kernel is required to be band-limited. If we use as our \( h_n \) a kernel estimator satisfying the conditions in Zhang [1990], then the SPeD estimator attains the \( n^{-2/7} \) rate.
Proposition 11. Assume $g$ is Laplace, and suppose $\int |\omega \tilde{f}(\omega)|^2 d\omega = C < \infty$. Let $k(\cdot)$ be a pdf satisfying $k(x) = k(-x)$, $\int x^2 k(x) \, dx < \infty$, $\int |x k'(x)| \, dx < \infty$, and $\tilde{k}(\omega) = 0$ for $\omega \not\in [-1, 1]$. Suppose that $h_n$ is a kernel density estimate with kernel $k$, i.e. $h_n(y) = \frac{1}{n\lambda} \sum_{j=1}^{n} k\left(\frac{y - Y_j}{\lambda}\right)$. Suppose $\lambda_n = c_0 n^{-\frac{1}{7}}$, and $\alpha_n = O(n^{-\frac{2(m+2)}{7}})$. Then

$$E \left\| f_n^\alpha - f \right\|^2 = O(n^{-\frac{2}{7}}).$$

Proof deferred to Supplemental Proof B.11.

The following examples show that there is a kind of critical variance or width imposed by the conditions of Theorem 7, at least for a subclass of densities: if $E \sim N(0, \sigma^2)$, then a normal target density $f$ with variance $2\sigma^2 + \varepsilon$ satisfies the conditions of Theorem 7, but a normal target density with variance $2\sigma^2 - \varepsilon$ does not. In contrast, notice that if $f(\cdot)$ satisfies the conditions of Theorem 9, then a re-scaling $f_\sigma(\cdot) = \frac{1}{\sigma} f\left(\frac{x}{\sigma}\right)$ satisfies them as well (possibly with a different constant for the rate).

Example 1. Suppose $E \sim N(0, \sigma^2)$, $X \sim N(0, 2\sigma^2 + \varepsilon)$, with $\varepsilon > 0$. Then the pdf $f$ of $X$ satisfies the conditions of both Theorem 9 and Theorem 7. For the former, it suffices to note that $f \in H^k(\mathbb{R})$ for any $k \geq 0$. For the latter, letting $\nu(x) = \frac{1}{\sqrt{2\pi\varepsilon}} e^{-x^2/2\varepsilon}$, we can take $\psi(x) = (-1)^m \nu(2m)(x)$.

Example 2. Now take $E \sim N(0, \sigma^2)$, but $X \sim N(0, 2\sigma^2 - \varepsilon)$, with $0 < \varepsilon < 2\sigma^2$. Then the pdf $f$ of $X$ satisfies the conditions of Theorem 9, but not Theorem 7. The former holds for the same reason as before. To see why the conditions for Theorem 7 cannot hold, suppose that there was a $\psi$ s.t. $L^* L f = T^* T \psi$. Then we would have $(-1)^m f^{(2m)} = g \ast g \ast \psi$, and taking Fourier transforms yields $(-1)^m (i\omega)^{2m} e^{-(2\sigma^2 - \varepsilon)\omega^2/2} = e^{-\sigma^2 \omega^2} \tilde{\psi}(\omega)$, so that $\tilde{\psi}(\omega) = (-1)^m (i\omega)^{2m} e^{\varepsilon \omega^2/2}$. But then $|\tilde{\psi}(\omega)|^2 \to \infty$ as $\omega \to \infty$, so $\psi \not\in L_2(\mathbb{R})$. 
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5.2 Constrained Solution

We may wish to incorporate a priori knowledge about \( f \) into our estimate. Suppose we know that \( f \in \mathcal{B} \), a closed, convex set. One easy-to-manage approach is to first solve the unconstrained problem and find an estimate \( f^\alpha_n \) not necessarily belonging to \( \mathcal{B} \), and then somehow project this unconstrained estimate onto \( \mathcal{B} \). Define the projection operator \( P_\mathcal{B} \) onto a closed, convex set \( \mathcal{B} \subset L_2(\mathbb{R}) \) by

\[
P_\mathcal{B}u = \arg \min_{v \in \mathcal{B}} \| u - v \|.
\]

In words, \( P_\mathcal{B} \) maps \( u \) to the \( L_2(\mathbb{R}) \)-nearest element of \( \mathcal{B} \). The projection operator onto a closed convex set is non-expansive (Engl et al. [1996], Section 5.4), meaning that for all \( u, v \in L_2(\mathbb{R}) \), \( \| P_\mathcal{B}u - P_\mathcal{B}v \| \leq \| u - v \| \). An immediate consequence is that if \( f \in \mathcal{B} \), then projecting \( f^\alpha_n \) to \( \mathcal{B} \) has error at least as small as \( f^\alpha_n \). Remembering that \( P_\mathcal{B}f = f \), we have

\[
\| P_\mathcal{B}f^\alpha_n - f \| = \| P_\mathcal{B}f^\alpha_n - P_\mathcal{B}f \| \leq \| f^\alpha_n - f \|
\]

Now, we know a priori that \( f \) is a probability density function, so we ought to ensure that our estimate is a probability density function as well. Consider the set \( \mathcal{C} = \{ v \in L_2(\mathbb{R}) : \int v(t) \, dt = 1, v(t) \geq 0 \forall t \in \mathbb{R} \} \); this is the set of square-integrable probability density functions, and now we can express this requirement as \( f^\alpha_n \in \mathcal{C} \).

Unfortunately, while \( \mathcal{C} \) is convex, it is not closed. To see this, note that the zero function is a limit point of \( \mathcal{C} \): let \( \psi_n = \frac{1}{n} \mathbb{1}_{[0,n]} \), and note that \( \| \psi_n - 0 \| = \| \psi_n \| = n^{-\frac{1}{2}} \to 0 \) as \( n \to \infty \). Indeed, any non-negative function \( v \) with \( \int v < 1 \) is a limit point of \( \mathcal{C} \). Thus the minimum in Equation (8) may not be attained, and the projection operator \( P_\mathcal{C} \) is not well-defined. Instead, we can work with approximations to \( \mathcal{C} \). Let \( \mathcal{C}_a = \{ v \in \mathcal{C} : v(t) = 0 \forall t \not\in [-a,a] \} \) be the subset of \( \mathcal{C} \) of functions with support contained in \([-a,a]\).

**Lemma 12.** For fixed \( a \), the set \( \mathcal{C}_a \) is closed and convex.
Proof deferred to Supplemental Proof B.12.

Let the unconstrained estimator \( f_n^\alpha \) projected to \( C_a \) be denoted \( \hat{f}_n^\alpha = P_{C_a} f_n^\alpha \). The non-expansiveness of the projection suggests that \( \hat{f}_n^\alpha \) may inherit the asymptotics of \( f_n^\alpha \). If \( f \in C_a \) for some \( a \) and \( a \to \infty \), then this is immediate from the earlier argument. If \( f \notin C_a \) for all \( a \), we need to do a little more work, and for that we will need to know the size of \( \|P_{C_a} f - f\| \) in terms of \( a \).

**Lemma 13.** Assume \((F1)\), \( \mathbb{E}[|X|^\beta] < \infty \) and that \( f(t) = o(1) \) as \( |t| \to \infty \). Then for large enough \( a \), \( \|P_{C_a} f - f\| \leq 2 \mathbb{E}[|X|^\beta] a^{-\beta} \). If also \( \mathbb{E}[e^{\beta |X|}] < \infty \), then \( \|P_{C_a} f - f\| \leq 2 \mathbb{E}[e^{\beta |X|}] e^{-\beta a} \).

Proof deferred to Supplemental Proof B.13.

With this in hand, we can say that our constrained estimator will be as good (in an asymptotic sense) as the unconstrained estimator, as long as we let \( a \) grow fast enough that the first term dominates:

**Lemma 14.** Assume \( \mathbb{E}[|X|^\beta] < \infty \) and that \( f(t) = o(1) \) as \( |t| \to \infty \). Then

\[
\|\hat{f}_n^\alpha - f\| \leq \|f_n^\alpha - f\| + Ca^{-\beta}.
\]

If \( \mathbb{E}[e^{\beta |X|}] < \infty \), then \( \|\hat{f}_n^\alpha - f\| \leq \|f_n^\alpha - f\| + Ce^{-\beta a} \).

**Proof of Lemma 14.** Add and subtract \( P_{C_a} f \):

\[
\|\hat{f}_n^\alpha - f\| = \|P_{C_a} f_n^\alpha - P_{C_a} f + P_{C_a} f - f\|
\leq \|P_{C_a} f_n^\alpha - P_{C_a} f\| + \|P_{C_a} f - f\|
\leq \|f_n^\alpha - f\| + 2 \mathbb{E}[|X|^\beta] a^{-\beta}.
\]

A similar approach yields the exponential version.

\[\square\]

### 6 The Estimator in Practice

In this section we deal with using the estimator in practice, and compare its performance to the deconvoluting kernel density estimator in finite samples.
6.1 Computing the Estimate

The forms of $f_n^\alpha$ in Theorem 2(i)-(iii) are useful, but not the most practical for work on the computer; we need a convenient way to project our estimate to the set of pdfs as described in Section 5.2, and to impose other shape constraints as desired. Instead, we compute the estimate in Equation (6) out of an approximation space $X_n \subset H^m(\mathbb{R})$ of splines of degree $r > m$. We will find that this turns out to be a quadratic program, so that linear constraints are easily imposed.

Before discussing the details of the computations, we present a Theorem showing that this is a legitimate approximation to make. If we denote the spline approximation by $s_n^\alpha$, Theorem 15 says that if the parameters of the spline space are selected appropriately, then $s_n^\alpha - f_n^\alpha$ is of a smaller order than the rate of convergence we found in Theorem 9. This means that asymptotically, $s_n^\alpha$ and $f_n^\alpha$ are the same estimator. As a consequence, the spline approximation $s_n^\alpha$ attains the same rate of convergence as the exact estimator $f_n^\alpha$.

**Theorem 15.** Suppose $X_n$ is the space of $r$th-order splines, $r > m$, with uniform knot spacing $\gamma$ on $[a,b]$ and uniform knot spacing $\gamma^*$ on $[a-\gamma^*m,a]$ and $[b,b+\gamma^*m]$, with the condition that for all $s \in X_n$, and for $0 \leq k \leq m-1$, we have $s^{(k)}(a-\gamma^*m) = s^{(k)}(b+\gamma^*m) = 0$. Take our spline estimate to be $s_n^\alpha = \arg\min_{s \in X_n} \|g \ast s - h_n\|^2 + \alpha\|s^{(2)}\|^2$. Suppose also that $\mu_\gamma = \mathbb{E}\int_{-\infty}^{\infty} |x|h_n(x)\,dx = O(1)$. Adopt the assumptions of either Theorem 7 or Theorem 9, and let $r_n = \mathbb{E}\|f_n^\alpha - f\|^2$ denote the resulting rate of convergence of the exact estimator. Choose $\gamma, \gamma^*, a,$ and $b$ so that $\alpha^{-4}\gamma^2(r-m) = o(r_n)$, $\alpha^{-4}\gamma^*(1+\gamma) = o(r_n)$, and $\alpha^{-4}(|a| \land |b|)^{-1} = o(r_n)$. Then $\mathbb{E}\|s_n^\alpha - f_n^\alpha\|^2 = o(r_n)$. It follows also that $\mathbb{E}\|s_n^\alpha - f\|^2 = O(r_n)$.

Proof deferred to Supplemental Proof C.15

Now we describe how we compute $s_n^\alpha$ in concrete terms. In all of the following, unless otherwise stated, we fix $m = 2$. Fix $r = 3$, and let $\mathcal{S} = \mathcal{S}(r = 3, \xi_1, \ldots, \xi_{q+4})$ denote the
space of cubic splines (cf. [Powell, 1981, Chapter 3]) with knots \( \xi_1, \ldots, \xi_{q+4} \), with \( \xi_1 < Y(1) \) and \( \xi_{q+4} > Y(n) \), evenly spaced knots, no knots of multiplicity larger than one, and end conditions \( s^{(k)}(\xi_1) = s^{(k)}(\xi_{q+4}) = 0 \) for \( k = 0, 1, 2 \). The end conditions specify that members of \( \mathcal{S}_q \) vanish outside the interval \([\xi_1, \xi_{q+4}]\) and are twice continuously-differentiable at the boundary. This space \( \mathcal{S}_q \) has as a basis the collection of \( q \) unit-integral B-splines \( \{b_i\}_{i=1}^q \), so that if \( s \in \mathcal{S}_q \), then \( s(x) = \sum_{i=1}^q \theta_i b_i(x) \). Note that \( \mathcal{S}_q \subset H^m(\mathbb{R}) \).

We now take as our estimate \( s^\alpha_n = \arg \min_{s \in \mathcal{S}_q} ||g * s - h_n||^2 + \alpha ||s^{(2)}||^2 \). If \( s(x) = \sum_{i=1}^q \theta_i b_i(x) \), then \( ||g * s - h_n||^2 + \alpha ||s^{(2)}||^2 = \theta^T M \theta - 2 \theta^T d + ||h_n||^2 + \alpha \theta^T P \theta \), where \( \theta \) is the vector of coefficients \( \theta_i \), and \( M, d, \) and \( P \) are a \( q \times q \) matrix, \( q \times 1 \) vector, and \( q \times q \) matrix respectively, with typical entries \( M_{ij} = \int (g * b_i)(g * b_j) \), \( d_i = \int (g * b_i)h_n \), and \( P_{ij} = \int b_i^{(2)} b_j^{(2)} \).

With this matrix representation, we can see, using standard techniques, and noting that \( ||h_n||^2 \) does not depend on \( s^\alpha_n \), that the coefficients of \( s^\alpha_n \) are \( \theta^\alpha_n = (M + \alpha P)^{-1} d \), so that \( s^\alpha_n(x) = \sum_{i=1}^n \theta^\alpha_{n,i} b_i(x) \). Analogous to the exact solution, \( s^\alpha_n \) need not be a pdf. To produce a pdf, we now solve

\[
\hat{s}^\alpha_n = \arg \min_{s \geq 0} ||s - s^\alpha_n||^2,
\]

At this stage, other linear constraints may be introduced by expressing them against the B-spline basis. If \( G \) is a matrix with typical entry \( G_{ij} = \int b_i b_j \), and, letting \( \xi_1 = x_1 < x_2, \ldots, x_{n_x} = \xi_{q+4} \) be a grid of evenly spaced values on the support of \( \mathcal{S}_q \), with \( B_x \) the \( n_x \times q \) matrix with \( i, j \)th entry \( b_j(x_i) \), the coefficients of the solution to Equation (9) are given (approximately) by the linearly-constrained quadratic program

\[
\hat{\theta}^\alpha_n = \arg \min_{\theta \in \mathbb{R}^q} (\theta - \theta^\alpha_n)^T G (\theta - \theta^\alpha_n).
\]

The reason this is approximate is that the the convex constraint \( s(x) \geq 0 \) for all \( x \) is approximated by the collection of linear constraints \( s(x_i) = \sum_{j=1}^q \theta_j b_j(x_i) \geq 0 \), \( i = 1, \ldots, n_x \).
Equation (10) is a quadratic program with $q$-dimensional objective and $n_x + 1$ linear constraints.

The entries of $G$ and $P$ can be computed by hand from the piecewise-polynomial representation of the B-splines. Computing the entries of $M$ and $d$ benefits from the Fourier representation

$$M_{ij} = \frac{1}{2\pi} \int \bar{b}_i(\omega)\bar{b}_j(\omega)|\hat{g}(\omega)|^2 d\omega \quad \text{and} \quad d_i = \frac{1}{2\pi} \int \hat{g}(\omega)\bar{b}_i(\omega)\tilde{h}_n(\omega) d\omega,$$

which can then be computed by an appropriate quadrature, bypassing the problem of dealing with the convolutions. When $h_n$ is a kernel density estimate or a histogram, $\tilde{h}_n$ is not difficult to compute, and the $\bar{b}_i$ are straightforward to compute, as B-spline basis functions can be represented as shifted, scaled self-convolutions of $1_{[0,1]}$.

### 6.2 Finite Sample Behavior

In Wand [1998], the author points out that while asymptotic rates for deconvolution are very slow no matter the size of the measurement error (cf. Theorem 9 here, Stefanski [1990], Zhang [1990], Fan [1991]), there is another side of the coin: for very small measurement error we ought to expect to be able to estimate $f$ with MISE quite close to that of the error-free setting. For example, we could simply ignore measurement error and increase our MISE by at most $\|g * f - f\|^2$, which becomes arbitrarily small as the measurement error decreases. Thus, we might expect that the pessimistic picture given by asymptotic rates is limited to truly large samples, especially when measurement error is small, and a direct investigation into small-sample behavior is required for a better understanding of deconvolution estimators.

To get a handle on the small-sample behavior, Wand [1998] creates two products for the deconvoluting kernel estimator: a log-log plot of the minimum attainable MISE, i.e.
inf_{\lambda > 0} \mathbb{E}\|f_n^\lambda - f\|^2, against the sample size, as well as a table listing the smallest sample size required for the minimum attainable MISE in deconvolution to be at least as small as the minimum attainable MISE in the no-measurement-error case with some fixed sample size.

We will investigate these same properties for analogous quantity, the minimum attainable MISE for the SPeD estimator, given by \( \inf_{\alpha > 0} \mathbb{E}\|f_n^\alpha - f\|^2 \). Supplemental Figure B.2 shows a plot of \( \mathbb{E}\|f_n^\alpha - f\|^2 \) as a function of \( \alpha \). Since the MISE involves unknown quantities, in practice \( \alpha \) will have to be chosen from the data, and the search for a good data-driven choice of \( \alpha \) is ongoing; in Section 6.3, we use what is essentially an iterated bootstrap, but at this point do not claim that it is optimal.

The settings addressed in Wand [1998], which we will use here as well, are as follows. The target random variable \( X \) has one of the following densities; (i) standard normal, (ii) normal mixture \( \frac{2}{3}N(0, \sigma = 1) + \frac{1}{3}N(0, \sigma = \frac{1}{5}) \), (iii) Gamma(\( \zeta = 4, \beta = 1 \)), (iv) gamma mixture \( \frac{2}{5}\text{Gamma}(\zeta = 5, \beta = 1) + \frac{3}{5}\text{Gamma}(\zeta = 13, \beta = 1) \), with \( \zeta \) and \( \beta \) the shape and rate parameters, respectively. We will consider normal measurement error \( E \) with \( \text{Var}(E) = p \cdot \text{Var}(Y) \), with various choices of \( p \).

To investigate these properties for the smoothness-penalized deconvolution estimator, we must compute the MISE of our estimator, \( \text{MISE}(f_n^\alpha) = \mathbb{E}\int (f_n^\alpha - f)^2 \). From Theorem 2(i), we have that the Fourier transform of the estimate is given by \( \hat{f}_n^\alpha(\omega)\hat{h}_n(\omega) \); to simplify calculations, we approximate \( \hat{h}_n \) by the Fourier transform of the empirical distribution, \( \hat{P}_n(\omega) = \frac{1}{n} \sum_{j=1}^n e^{-i\omega Y_j} \), using instead \( \hat{f}_n^\alpha(\omega) = \hat{\varphi}_\alpha(\omega)\hat{P}_n(\omega) = \sum_{j=1}^n \hat{\varphi}_\alpha(\omega) e^{-i\omega Y_j} \). Even though we have replaced the density estimate \( h_n \) by the empirical distribution, which has no density at all, the approximation is quite good; see Figure B.2 in the supplemental
The resulting MISE, derived in Fact A.3, is

\[
\text{MISE}(\alpha) = \frac{1}{2\pi} \left[ \int |\tilde{\varphi}_\alpha(\omega)\tilde{g}(\omega) - 1|^2|\tilde{f}(\omega)|^2 \, dt + \frac{1}{n} \int |\tilde{\varphi}_\alpha(\omega)|^2(1 - |\tilde{g}(\omega)\tilde{f}(\omega)|^2) \, d\omega \right] \tag{11}
\]

which we will evaluate numerically in the following.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{MISE all under oracle choice of tuning parameter, densities (i)-(iv), left-to-right. Solid black is MISE for kernel estimator in the error-free setting. Solid lines are SPeD, and dashed lines are DKE. Red and blue lines have \( p = 0.1, 0.3 \), where \( \text{Var}(E) = p \cdot \text{Var}(Y) \).

In Figure 2, we show plots of best-attainable MISE, i.e. \( \inf_{\alpha > 0} \mathbb{E}\|f_n^\alpha - f\|^2 \), for the SPeD (computed via Equation (11)), and the same, but with infimum over the bandwidth, for the DKE and a conventional kernel estimator on the non-contaminated \( X \)'s for reference (both computed via the expressions in Wand [1998]). For the deconvoluting kernel density estimate, we use a base kernel \( K_{DKE} \) with Fourier transform \( \kappa_{DKE}(\omega) = 1_{|\omega| < 1}(1 - \omega^2)^3 \); this is \( \kappa_1 \) in Wand [1998], and is the default choice in the \texttt{deconvolve} R package Delaigle et al. For the error-free kernel estimator, we use kernel with Fourier transform \( \kappa_{ef}(\omega) = (1 + \omega^4)^{-1} \). This relates to the smoothness-penalized deconvolution estimator in the following sense: the error-free setting is equivalent to the measurement error problem where \( E \) is a point-
mass at zero. In that case, \( \bar{g}(\omega) = 1 \), and then \( \tilde{\phi}_\alpha(\omega) = (1 + \alpha \omega^2 m)^{-1} \). If we replace \( \tilde{h} \) by \( \tilde{P}_n \) again in Theorem 2(iv), we have a kernel estimator with \( K_{ef}(x) = \frac{1}{2\pi} \int e^{i \omega x} K_{ef}(\omega) d\omega \). Note that \( \int K_{ef} = 1 \), but \( K_{ef} \) is not non-negative. In fact, when \( m = 2 \), \( K_{ef} \) is a fourth-order kernel.

**Table 1:** Minimum sample sizes for stated estimator, with \( p \) the proportion of measurement error, to achieve MISE as small as error-free kernel density estimation on the \( X \)'s with kernel \( K_{ef} \). The analogous value with respect to kernel \( K_{DKE} \) is in parentheses.

| \( p \) | Sample size \( n = 100 \) | \( n = 1,000 \) |
|---|---|---|
| (i) Standard normal density | | |
| 10% | 146 (102) | 1,525 (1,001) | 7,386 (2,931) |
| 30% | 303 (204) | 4,170 (2,239) | \( > 10^6 \) (\( > 10^6 \)) |
| 50% | 1,221 (747) | 34,945 (15,566) | \( > 10^6 \) (\( > 10^6 \)) |
| (ii) Normal mixture density | | |
| 10% | 629 (556) | 32,715 (22,395) | \( > 10^6 \) (\( > 10^6 \)) |
| 30% | 236,587 (167,254) | \( > 10^6 \) (\( > 10^6 \)) | \( > 10^6 \) (\( > 10^6 \)) |
| 50% | \( > 10^6 \) (\( > 10^6 \)) | \( > 10^6 \) (\( > 10^6 \)) | \( > 10^6 \) (\( > 10^6 \)) |
| (iii) Gamma(4) density | | |
| 10% | 179 (140) | 2,548 (1,721) | 17,342 (7,863) |
| 30% | 695 (499) | 42,254 (21,561) | \( > 10^6 \) (\( > 10^6 \)) |
| 50% | 9,451 (5,551) | \( > 10^6 \) (\( > 10^6 \)) | \( > 10^6 \) (\( > 10^6 \)) |
| (iv) Gamma mixture density | | |
| 10% | 284 (270) | 7,963 (6,020) | 388,770 (151,942) |
| 30% | 5,521 (4,992) | \( > 10^6 \) (\( > 10^6 \)) | \( > 10^6 \) (\( > 10^6 \)) |
| 50% | \( > 10^6 \) (\( > 10^6 \)) | \( > 10^6 \) (\( > 10^6 \)) | \( > 10^6 \) (\( > 10^6 \)) |

In Figure 2, the smoothness-penalized deconvolution estimator gives a much more optimistic picture of the deconvolution problem in finite samples compared to the deconvoluting kernel estimator. The SPeD has nearly uniformly lower MISE, excepting a small range of \( n \) in setting (iv). In setting (i), which satisfies the conditions of Theorem 7, the SPeD under 30% measurement error has better optimal MISE than the DKE under 10% measurement error, for sample sizes small enough to be commonly encountered in practice.
Table 1 lists sample sizes required for the deconvolution estimators to attain MISE as small as the error-free setting. We can see that in every case listed in the table, the SPeD requires fewer samples than the DKE; in some cases the difference is dramatic. To achieve the same MISE as estimating the Gamma mixture density in setting (iv) in the error-free setting with a sample of size $n = 1,000$ when there is 10% measurement error, the SPeD would require 7,963 samples, while the DKE would require 388,770 samples. In practice, this may mean the difference between an expensive experiment and an impossible one. Another takeaway is how strongly the required $n$ varies with the target density. In setting (i), the problem does not seem so bad; in setting (ii), it seems all but impossible.

6.3 Application to Cytotoxicity Data

![Figure 3](image)

**Figure 3:** Density estimates of cytotoxicity data described in Section 6.3. Standard Gaussian kernel density estimate of the $Y_i$ as solid black line. Smoothness-penalized density estimate of the $X_i$ as dashed red line; QP estimator as dotted blue line. Individual data locations marked below plot. Leftmost panel is full data; right two panels each use only three of the available six replicates for each measurement.
*Bacillus cereus sensu lato* (s.l) is a group of closely-related bacteria with diverse relationships to humans, including *B. thuringiensis*, which is used on crops as a pesticide, *B. anthracis*, which can cause anthrax disease, and others which can cause other illness and spoil food Ceuppens et al. [2013]. These bacteria are ubiquitous in many environments, their taxonomy is “complex and equivocal,” Ceuppens et al. [2013], and distinguishing between members of *B. cereus s.l.* with typical methods can be difficult. Scientists are therefore interested in developing practical laboratory tests which can readily discriminate between harmful representatives of this group and those less likely to cause harm.

As one element of that investigation, a colleague requires a density estimate of a certain conditional expectation. Suppose \( i \) is an isolate of *B. cereus s.l.*, sampled from a large collection. Suppose it is cultured under certain conditions, centrifuged, and the supernatant is applied to human cells. Let \( X_i \) denote the mean normalized cytotoxicity of isolate \( i \), and \( C_{ij} = X_i + \varepsilon_{ij} \) denote the cytotoxicity observed the \( j \)th time this procedure is applied to isolate \( i \), and further assume that the \( \varepsilon_{ij} \), are i.i.d., have mean zero and are independent of \( X_i \). We are interested in the density \( f \) of \( X_i \) as \( i \) varies over the collection of isolates. However, the investigator only has access to a sample approximation \( Y_i = \frac{1}{k} \sum_{j=1}^{k} C_{ij} \) of \( X_i \) obtained by fixing \( i \) and repeatedly measuring the cytotoxicity. With \( E_i = \frac{1}{k} \sum_{j=1}^{k} \varepsilon_{ij} \), we are in the setting described in the introduction. We do not know the density of \( g \) of \( E_i \) exactly, as assumed for the theory; however, we may approximate it by \( N(0, \sigma^2_\varepsilon/k) \) as long as the \( \varepsilon_{ij} \) are not too skewed. We then only need to estimate \( \sigma^2_\varepsilon \), which can be done at parametric rates much faster than the rates involved in deconvolution.

We have been provided preliminary data, which comprise a table of measured cytotoxicity \( C_{ij} \) from \( j = 1, \ldots, k = 6 \) replicates of isolates \( i = 1, \ldots, n = 313 \). We have estimated \( \sigma^2_\varepsilon \) by fitting the linear model \( C_{ij} = X_i + \varepsilon_{ij} \) in R and extracting the residual standard error.
Tuning parameter $\alpha$ was chosen by picking an arbitrary provisional $\alpha_0$, seeking $\alpha_i$ which minimizes $E\|s_n^\alpha - s_{n-1}^{\alpha_i}\|^2$ assuming the $X_i$ have pdf $s_n^{\alpha_i-1}$, and iterating until convergence. The results are shown in Figure 3, along with a standard kernel density estimate of the $Y_i$. This example has a relatively small amount of measurement error, with proportion $p = \text{Var}(E)/\text{Var}(Y) \approx 0.045$. To illustrate SPeD with greater measurement error and to see if the number of replicates may be reduced in future experiments, we have also split the replicates randomly into two groups (i) and (ii), and re-fit the estimator as if there were only three available replicates. This yields $p \approx 0.088$ and $p \approx 0.082$ for groups (i) and (ii), respectively. The two modes present in the full data are blurred to one mode in the reduced data, but our estimator does recover two modes in one of the two reduced data settings.
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A Supporting Facts

Fact A.1. T is injective as long as the Fourier transform of g is a.e. non-vanishing.

Proof of Fact A.1. Suppose \( u, v \in L_2(\mathbb{R}) \), and \( \|Tu - Tv\| = \|g \ast (u - v)\| = 0 \). Then by the Plancherel Theorem and the fact that Fourier transforms reduce convolution to multiplication, \( \|\hat{g}(\hat{u} - \hat{v})\| = 0 \). Since \( \hat{g} \) is a.e. non-vanishing, and by another application of the Plancherel Theorem, it follows that \( \|u - v\| = 0 \), as needed. \( \square \)

Fact A.2. With \( Lv = v^{(m)} \), we have that \( L \) is self-adjoint if \( m \) is even, and skew-adjoint if \( m \) is odd:

\[
L^* = (-1)^m L.
\]

We also have that the Fourier transform reduces \( L^*L \) to multiplication by \( \omega^{2m} \):

\[
\mathcal{F}[L^*Lv](\omega) = \omega^{2m}\tilde{v}(\omega)
\]

Finally, we have that with \( Tv = g \ast v \), the adjoint of \( T \) is cross-correlation with \( g \), defined by \( T^*v(x) = g \ast v(x) = \int g(x - t)u(x) \, dx \), and \( \mathcal{F}[T^*v](\omega) = \overline{\hat{g}(\omega)}\tilde{v}(\omega) \).

Proof of Fact A.2. For the first, for \( u, v \in \mathcal{D}(L) \),

\[
\langle u, Lv \rangle = \int u(x)v^{(m)}(x) \, dx
= (2\pi)^{-1} \int \tilde{u}(\omega)(i\omega)^m\tilde{v}(\omega) \, d\omega
= (2\pi)^{-1} \int (-1)^m(i\omega)^m\tilde{u}(\omega)\tilde{v}(\omega) \, d\omega
= \int (-1)^mu^{(m)}(x)v(x) \, dx
= \langle (-1)^mLu, v \rangle.
\]

For the second, we have, for \( v \in \mathcal{D}(L^*L) \),

\[
L^*Lv(x) = (-1)^m v^{(2m)}(x),
\]
so that

\[
\mathcal{F}[L^*Lv](\omega) = (-1)^m (i\omega)^{2m} \tilde{v}(\omega)
\]

\[
= (-1)^m i^{2m} \omega^{2m} \tilde{v}(\omega)
\]

\[
= \omega^{2m} \tilde{v}(\omega),
\]

since \((-1)^m i^{2m} = 1\) for integer \(m\).

Finally, changing the order of integration, we get

\[
\langle u, Tv \rangle = \langle u, g * v \rangle
\]

\[
= \int u(x) \int v(t) g(x - t) \, dt \, dx
\]

\[
= \int \left[ \int g(x - t) u(x) \, dx \right] v(t) \, dt
\]

\[
= \langle g * u, v \rangle,
\]

so that \(T^* u = g * u\). Since cross-correlation with \(g(x)\) is convolution with \(g(-x)\), we have that \(\mathcal{F}[g * v](\omega) = \overline{g(\omega)} \tilde{v}(\omega)\).

**Fact A.3.** If \(\tilde{f}_n^\alpha(\omega) = \tilde{\varphi}_\alpha(\omega) \tilde{P}_n(\omega)\), then

\[
\mathbb{E}\|f_n^\alpha - f\|^2 = \frac{1}{2\pi} \left[ \int |\tilde{\varphi}_\alpha(\omega) \tilde{g}(\omega) - 1|^2 |\tilde{f}(\omega)|^2 \, dt + \frac{1}{n} \int |\tilde{\varphi}_\alpha(\omega)|^2 (1 - |\tilde{g}(\omega) \tilde{f}(\omega)|^2) \, d\omega \right]
\]

*Proof.* The mean integrated squared error (MISE) or risk of \(f_n^\alpha\) is given by

\[
\mathbb{E} \int (f_n^\alpha(x) - f(x))^2 \, dx = \int \text{Bias}(f_n^\alpha(x))^2 + \text{Var}(f_n^\alpha(x)) \, dx,
\]

where \(\text{Bias}(f_n^\alpha(x)) = \mathbb{E}[f_n^\alpha(x)] - f(x)\). The expectation and variance here are of course with respect to the distribution of the \(Y_j\). It is not hard to see that \(\mathbb{E}[f_n^\alpha(x)] = \mathbb{E}[\varphi_{\alpha}(x - Y_1)] = \varphi_{\alpha} \ast g \ast f(x)\). Then the Plancherel Theorem yields that

\[
\int \text{Bias}(f_n^\alpha(x))^2 \, dx = \int (\varphi_{\alpha} \ast g \ast f(x) - f(x))^2 \, dx = \frac{1}{2\pi} \int |\tilde{\varphi}_\alpha(\omega) \tilde{g}(\omega) - 1|^2 |\tilde{f}(\omega)|^2 \, d\omega.
\]
For the variance, note that $\text{Var}(f_\alpha^n(x)) = \text{Var}\left(\frac{1}{n} \sum_{j=1}^n \varphi_\alpha(x - Y_j)\right) = \frac{1}{n} \text{Var}(\varphi_\alpha(x - Y))$.

Now,

$$\int \text{Var}(\varphi_\alpha(x - Y)) \, dx = \int \mathbb{E}[\varphi_\alpha(x - Y)^2] - \mathbb{E}[\varphi_\alpha(x - Y)]^2 \, dx$$

$$= \int \int \varphi_\alpha(x - y)^2 g * f(y) \, dy \, dx - \int \varphi_\alpha * g * f(x)^2 \, dx$$

$$= \int \varphi_\alpha(x)^2 \, dx - \int \varphi_\alpha * g * f(x)^2 \, dx$$

$$= \frac{1}{2\pi} \int |\tilde{\varphi}_\alpha(\omega)|^2 \, d\omega - \frac{1}{2\pi} \int |\tilde{\varphi}_\alpha(\omega)\tilde{g}(\omega)\tilde{f}(\omega)|^2 \, d\omega.$$ 

Combining these and re-arranging gives the result. 

**Fact A.4.** Consider the map $x \mapsto xe^x$ from $\mathbb{R}^+ \rightarrow \mathbb{R}^+$. This map is bijective, and its inverse is the principal branch of the Lambert W function restricted to $\mathbb{R}^+$. We will denote the principal branch of the Lambert W function by $W(\cdot)$, so that $W(xe^x) = x$. The following facts about the Lambert W function will be useful, all from Corless et al. [1996].

(i) $\log W(x) = \log(x) - W(x)$

(ii) $e^{W(x)} = xW(x)^{-1}$ for $x > 0$

(iii) $W(x \log(x)) = \log(x)$ for $x > \frac{1}{e}$

(iv) $W(x) \sim \log(x)$ as $x \rightarrow \infty$

**Proposition A.1.** This $\alpha$-smoothed $f$ has the following properties:

(i) $\tilde{f}_\alpha(\omega) = \tilde{\varphi}_\alpha(\omega)\tilde{h}(\omega)$,

(ii) $f_\alpha(x) = \varphi_\alpha * h(x)$,

(iii) If $f \in H^m(\mathbb{R})$, then $\|D^m f_\alpha\| \leq \|D^m f\|$, and

(iv) Under Assumption (G1), $\|f_\alpha - f\| \rightarrow 0$ as $\alpha \rightarrow 0$. 
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Proof of Proposition A.1. Properties (i) and (ii) follow from the same argument as in Theorem 2. For (iii), observe that by the definition of $f^\alpha$, we have that

$$G(f^\alpha; h, \alpha) \leq G(f; h, \alpha).$$

But $G(f; h, \alpha) = \|g * f - h\|^2 + \alpha \|D^m f\|^2 = \alpha \|D^m f\|^2$, so that

$$\|g * f^\alpha - h\|^2 + \alpha \|D^m f^\alpha\|^2 \leq \alpha \|D^m f\|^2,$$

and the result follows from the non-negativity of $\|g * f^\alpha - h\|^2$.

For (iv), the Plancherel Theorem yields that

$$\|f^\alpha - f\|^2 = \frac{1}{2\pi} \int \left| \tilde{\varphi}(\omega) \tilde{g}(\omega) \tilde{f}(\omega) - \tilde{f}(\omega) \right|^2 d\omega$$

$$= \frac{1}{2\pi} \int \left| \frac{\alpha \omega_{2m}}{|\hat{g}(\omega)|^2 + \alpha \omega_{2m}} \right|^2 |\hat{f}(\omega)|^2 d\omega$$

where the first equality is from the Plancherel Theorem. The first term in the integral is positive and less than one, so the integrand is bounded above by $|\hat{f}(\omega)|^2$, which is integrable by the assumption that $f \in L_2(\mathbb{R})$. Now let $A = \{\omega | \hat{g}(\omega) \neq 0\}$. We have assumed that $A^c$ has measure zero, and for each $\omega \in A$, $\frac{\alpha \omega_{2m}}{|\hat{g}(\omega)|^2 + \alpha \omega_{2m}} \to 0$. Thus by the dominated convergence theorem,

$$\lim_{\alpha \to 0} \|f^\alpha - f\|^2 = \lim_{\alpha \to 0} \frac{1}{2\pi} \int \left| \frac{\alpha \omega_{2m}}{|\hat{g}(\omega)|^2 + \alpha \omega_{2m}} \right|^2 |\hat{f}(\omega)|^2 d\omega = 0,$$

as needed. \qed

B Deferred Proofs

Proof B.2. Below are the proofs of Theorem 2(iii)-(vii).

(iii): Suppose

$$h_n(x) = n^{-1} \sum_{i=1}^{n} K_{\nu}(x - Y_i) = (vn)^{-1} \sum_{i=1}^{n} K(\nu^{-1}(x - Y_i))$$
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is a kernel density estimate of $h$. Then letting $\tilde{P}_n(\omega) = \frac{1}{n} \sum_{i=1}^{n} e^{-i\omega Y_i}$ be the Fourier transform of the empirical distribution and $\tilde{K}_{\alpha,\nu} = \tilde{\varphi}_{\alpha} \tilde{K}_{\nu}$

$$\tilde{f}_n^\alpha(\omega) = \tilde{\varphi}_{\alpha}(\omega) \tilde{K}_{\nu}(\omega) \tilde{P}_n(\omega) = \tilde{K}_{\alpha,\nu}(\omega) \tilde{P}_n(\omega).$$

Taking inverse transforms yields

$$f_n^\alpha(x) = \frac{1}{n} \sum_{i=1}^{n} K_{\alpha,\nu}(x - Y_i).$$

**(v):** This follows from the fact that $\tilde{\varphi}_{\alpha}(0) = 1$, in which case $\int \varphi_{\alpha}(x) \, dx = 1$, and the fact that $\int u * v = (\int u)(\int v)$.

**(vi):** Since the Fourier transform of $D^k f_n^\alpha$ is $F[D^k f_n^\alpha](\omega) = (i\omega)^k \tilde{\varphi}_\alpha(\omega) \tilde{h}_n(\omega)$, we have

$$\|D^k f_n^\alpha\|^2 = (2\pi)^{-1} \int |\omega^k \tilde{\varphi}_\alpha(\omega) \tilde{h}_n(\omega)|^2 \, dt \leq (2\pi)^{-1} \int |\omega^k \tilde{\varphi}_\alpha(\omega)|^2 \, dt.$$ 

Now, dropping the second term in the denominator of $\tilde{\varphi}_\alpha(\omega)$, $|\omega^k \tilde{\varphi}_\alpha(\omega)| = \frac{|\omega^k| |\tilde{g}(\omega)|}{|\tilde{g}(\omega)|^2 + \alpha |\omega|^{2m}} \leq |\omega|^k |\tilde{g}(\omega)|^{-1} \leq \frac{1}{\alpha} M |\omega|^k |\tilde{g}(\omega)|^{-1}$ Similarly, $|\omega^k \tilde{\varphi}_\alpha(\omega)| \leq \frac{1}{\alpha} |\omega|^{k-2m} |\tilde{g}(\omega)|$. Thus

$$\|D^k f_n^\alpha\|^2 \leq (2\pi)^{-1} \int |\omega^k \tilde{\varphi}_\alpha(\omega)|^2 \, dt$$

$$\leq \frac{1}{\alpha^2} (2\pi)^{-1} \int \max\{M^2 |\omega|^{2k} |\tilde{g}(\omega)|^{-2}, |\omega|^{2(k-2m)} |\tilde{g}(\omega)|^2\} \, dt$$

$$= C_k \alpha^{-2}$$

To see that the integral is finite, notice that the first term in the maximum is integrable in a neighborhood of zero, while the second term is integrable outside a neighborhood of zero as long as $k < 2m$ or $k = 2m$ and $|\tilde{g}(\omega)|^2$ is integrable. Take a maximum over the $C_k$ for a constant that holds for all $0 \leq k < 2m$ (or including $2m$ if $g$ is square-integrable).
Figure B.1: Approach in proof of Lemma 5, with \( m = 2, k = 2, \alpha = 1/10 \). Thick dashed line is \(|\theta(\omega)|\). Thin solid lines are \( \alpha \omega^{2m-k}(1+\omega^2)^2 \) and \( \omega^{-k} \). Thin dotted line is \( 4\alpha \omega^{2m-k+2} \). Marked point is upper bound for \(|\theta(\omega)|\).

**(vii):** Similar to the previous result, we have

\[
|D^k f_n^\alpha(x)| = \frac{1}{2\pi} \left| \int e^{i\omega x} (i\omega)^k \tilde{\varphi}_\alpha(\omega) \tilde{h}_n(\omega) \, d\omega \right|
\]

\[
\leq C \int |\omega^k \tilde{\varphi}_\alpha(\omega)| \, d\omega
\]

\[
\leq C\alpha^{-1} \int \max\{M|\omega|^k |\tilde{g}(\omega)|^{-1}, |\omega|^{k-2m}|\tilde{g}(\omega)|\} \, d\omega
\]

\[
\leq C_k \alpha^{-1},
\]

where again we notice the final integral is finite because the first term in the maximum is integrable near zero, and the second term is integrable away from zero under the conditions on \( k \) and \( \tilde{g} \).

**Proof B.5.** Proof of Lemma 5. Observe that in each of these cases, \( g \) is even, so that \( |\tilde{g}|^2 = \tilde{g}^2 \). We first introduce some notions that will be helpful in all three cases, and then we dive into the particulars. Note that

\[
\tilde{f}^\alpha - \tilde{f} = \tilde{\varphi}_\alpha \tilde{h} - \tilde{f}
\]

\[
= \tilde{\varphi}_\alpha \tilde{g} \tilde{f} - \tilde{f}
\]

\[
= (\tilde{\varphi}_\alpha \tilde{g} - 1) \tilde{f}.
\]
Now,
\[ \tilde{\varphi}_\alpha(\omega) \tilde{g}(\omega) - 1 = \frac{\tilde{g}(\omega)^2}{\tilde{g}(\omega)^2 + \alpha \omega^{2m}} - \frac{\tilde{g}(\omega)^2 + \alpha \omega^{2m}}{\tilde{g}(\omega)^2 + \alpha \omega^{2m}} \]
\[ = \frac{\alpha \omega^{2m}}{\tilde{g}(\omega)^2 + \alpha \omega^{2m}}, \]
so if we define
\[ \theta(\omega) := \frac{\alpha \omega^{2m-k}}{\tilde{g}(\omega)^2 + \alpha \omega^{2m}}, \]
then we can bound the systematic error in the following way:

\[ \| f^\alpha - f \|^2 = (2\pi)^{-1} \| \tilde{f}^\alpha - \tilde{f} \|^2 \]
\[ = (2\pi)^{-1} \int \left[ \frac{\alpha \omega^{2m}}{\tilde{g}(\omega)^2 + \alpha \omega^{2m}} \right]^2 |\tilde{\bar{f}}(\omega)|^2 d\omega \]
\[ = (2\pi)^{-1} \int |\theta(\omega)|^2 |\omega^k \tilde{f}(\omega)|^2 d\omega \]
\[ \leq C \sup_{\omega > 0} |\theta(\omega)|^2, \]
where we can restrict the domain of the supremum to strictly positive \( \omega \) because \( |\theta(\omega)|^2 \) is an even, non-negative function and \( |\theta(0)|^2 = 0 \).

(i) (Normal errors) For normal errors, we have \( \tilde{g}(\omega) = e^{-\omega^2/2} \), so that
\[ |\theta(\omega)| = \frac{\alpha \omega^{2m-k}}{e^{-\omega^2} + \alpha \omega^{2m}} \]
Note that
\[ \theta(\omega) \leq \alpha \omega^{2m-k} e^{-\omega^2} \quad \text{and} \quad \theta(\omega) \leq \omega^{-k}, \]
where the upper bounds are increasing and decreasing, respectively, with \( \omega \). Thus
\[ \sup_{\omega > 0} \theta(\omega) \leq \omega_0^{-k} \]
with \( \omega_0 \) being where the upper bounds intersect, i.e. \( \omega_0 > 0 \) satisfies
\[ \alpha \omega_0^{2m-k} e^{\omega_0^2} = \omega_0^{-k}. \]
Taking $m^{th}$ roots and rearranging, we find

$$(\omega_0^2/m)e^{\omega_0^2/m} = 1/(m\alpha^{1/m}),$$

so that

$$\omega_0^2/m = W(1/(m\alpha^{1/m})), $$

whence

$$\omega_0 = (mW(1/(m\alpha^{1/m})))^{1/m}. $$

Thus we have that

$$\sup_{\omega>0} |\theta(\omega)| \leq (mW(1/(m\alpha^{1/m})))^{-k/m}, $$

from which it follows that

$$\sup_{\omega>0} |\theta(\omega)|^2 \leq (mW(1/(m\alpha^{1/m})))^{-k}, $$

giving the result.

(ii) (Cauchy errors) For Cauchy errors, we have $\tilde{g}(\omega) = e^{-|\omega|}$, so

$$\theta(\omega) = \frac{\alpha \omega^{2m-k}}{e^{-2|\omega|} + \alpha \omega^{2m}} $$

and seek $\sup_{\omega>0} |\theta(\omega)|$. Now we note that for $\omega > 0$,

$$\theta(\omega) \leq \alpha \omega^{2m-k} e^{2\omega} \quad \text{and} \quad \theta(\omega) \leq \omega^{-k}, $$

which are increasing and decreasing, respectively, with $\omega$. Thus $\sup_{\omega\geq0} \theta(\omega) \leq \omega_0^{-k}$ with $\omega_0$ the intersection of the two upper bounds, satisfying $\alpha \omega_0^{2m-k} e^{2\omega_0} = \omega_0^{-k}$. Re-arranging that equality, we find that

$$(\omega_0^2/m)e^{\omega_0^2/m} = m^{-1}\alpha^{-\frac{k}{2m}},$$

so that

$$\omega_0 = mW\left(m^{-1}\alpha^{-\frac{k}{2m}}\right).$$
Thus
\[
\|f^\alpha - f\|^2 \leq C \sup_\omega \left[ \frac{\alpha \omega^{2m-k}}{e^{-2|\omega|} + \alpha \omega^{2m}} \right]^2 \leq \frac{C}{m^{2k}W(m^{-1} \alpha^{-\frac{1}{2m}})^{2k}}.
\]

(iii) (Laplace errors) For Laplace errors, we have \( \bar{g}(\omega) = (1 + \omega^2)^{-1} \), so that
\[
\theta(\omega) = \frac{\alpha \omega^{2m-k}}{(1 + \omega^2)^{-2} + \alpha \omega^{2m}},
\]
i.e.
\[
\theta(\omega) = \frac{\alpha \omega^{2m-k}(1 + \omega^2)^2}{1 + \alpha \omega^{2m}(1 + \omega^2)^2},
\]
Since both terms in the denominator are positive, we have that
\[
\theta(\omega) \leq \alpha \omega^{2m-k}(1 + \omega^2)^2 \quad \text{and} \quad \theta(\omega) \leq \omega^{-k},
\]
where the upper bounds are increasing and decreasing monotonically to \( \infty \) and 0, respectively, so that they must intersect exactly once, and the value at the intersection is an upper bound for \( \sup_\omega |\theta(\omega)| \). For \( \alpha \) small enough, this intersection occurs at some \( \omega \geq 1 \), and for \( \omega \geq 1 \), we can simplify one of the upper bounds, so that
\[
\theta(\omega) \leq \alpha \omega^{2m-k}(1 + \omega^2)^2 \leq 4\alpha \omega^{2m-k+4} \quad \text{and} \quad \theta(\omega) \leq \omega^{-k}.
\]
Now the intersection of the upper bounds \( 4\alpha \omega_0^{2m-k+4} = \omega_0^{-k} \) is found to occur at
\[
\omega_0 = \left( \frac{1}{4\alpha} \right)^{\frac{1}{2m+4}},
\]
so that
\[
\sup_\omega |\theta(\omega)| \leq \left( \frac{1}{4\alpha} \right)^{-\frac{k}{2m+4}}
\]
and
\[
\sup_\omega (\theta(\omega))^2 \leq \left( \frac{1}{4\alpha} \right)^{-\frac{k}{m+2}}
\]
Finally, this yields that

\[ \| f^\alpha - f \|^2 \leq C \left( \frac{1}{4\alpha} \right)^{-\frac{k}{m+2}}, \]

as needed.

**Proof B.9.** Proof. In the first two cases, we will combine Corollary 4 and Lemma 5 to find an upper bound for \( \mathbb{E}\| f_n^\alpha - f \|^2 \). For Laplace errors, we will use Lemma 5, but we will need to sharpen the first term in Corollary 4.

(i) (Normal errors) From Corollary 4 and Lemma 5, we have that

\[ \mathbb{E}\| f_n^\alpha - f \|^2 \leq C_1 \frac{\delta^2_n}{\alpha_n} + \frac{C_2}{m^k W(1/(m\alpha^{1/m}))^k} \tag{B.1} \]

We will use \( \alpha_n = \delta^2_n W(\delta^{-\frac{2}{k}}_n)^k \), which comes from the heuristic that the two summands in the upper bound ought to decrease at the same rate, i.e. by solving

\[ \frac{\delta^2_n}{\alpha_n} = \log(\alpha^{-\frac{1}{m}})^{-k}, \]

where the \( \log(\cdot) \) is used in lieu of \( W(\cdot) \) as a simplification justified by the fact that \( \log(x) \sim W(x) \) as \( x \to \infty \). After solving for \( \alpha_n \), constants are ignored with wild abandon to yield a simpler \( \alpha_n \).

We show that with the above choice of \( \alpha_n \), the bound in Equation (B.1) is asymptotically equivalent to \( C[\log \delta_n]^{-k} \). Plugging \( \alpha_n = \delta^2_n W(\delta^{-\frac{2}{k}}_n)^k \) into the first term of Equation (B.1), we get

\[ C_1 \frac{\delta^2_n}{\alpha_n} = C_1 W(\delta^{-\frac{2}{k}}_n)^{-k}. \]
For the second, we have (equivalences are as $\alpha_n \to 0$ or $\delta_n \to 0$)

$$\frac{C_2}{m^k W(1/(m\alpha^{1/m}))^k} \sim C_2m^{-k} \left[ \log(m^{-1} \alpha^{-\frac{1}{m}}) \right]^{-k}$$

$$= C_2 \left[ \log(m^{-m} \alpha_n^{-1}) \right]^{-k}$$

$$= C_2 \left[ \log(m^{-m} \delta_n^{-2} W(\delta_n^{-\frac{2}{k}})) \right]^{-k}$$

$$= C_2 \left[ -m \log(m) - 2 \log(\delta_n) - k \log(W(\delta_n^{-\frac{2}{k}})) \right]^{-k}$$

$$= C_2 \left[ -m \log(m) - 2 \log(\delta_n) - k \left\{ -\frac{2}{k} \log(\delta_n) - W(\delta_n^{-\frac{2}{k}}) \right\} \right]^{-k}$$

$$= \frac{C_2}{\left[ -m \log(m) + kW(\delta_n^{-\frac{2}{k}}) \right]^k}$$

$$\sim C_3 W(\delta_n^{-\frac{2}{k}})^{-k},$$

where the fifth line follows from Fact A.4(i). The above leads us to

$$C_1\delta_n^2/\alpha_n + \frac{C_2}{m^k W(1/(m\alpha^{1/m}))^k} = O(W(\delta_n^{-\frac{2}{k}})^{-k})$$

$$= O(\log(\delta_n^{-\frac{2}{k}})^{-k})$$

$$= O(\log(\delta_n^{-1})^{-k})$$

giving the result.

(ii) (Cauchy errors) We find our $\alpha_n$ again by the heuristic of solving

$$\delta_n^2/\alpha_n = \log(\alpha_n^{-\frac{1}{2m}})^{-2k}.$$

This yields (again, flagrantly dropping constants wherever they appear) $\alpha_n = \delta_n^2 W(\delta_n^{-\frac{2}{k}})^{2k}.$

From Corollary 4 and Lemma 5, we find that

$$\mathbb{E} \| f_n^{\alpha_n} - f \|^2 \leq C_1\delta_n^2/\alpha_n + \frac{C_2}{m^{2k} W(m^{-1} \alpha_n^{-\frac{1}{2m}})^{2k}}$$

The first term, with our choice of $\alpha_n$, yields

$$C_1\delta_n^2/\alpha_n = C_1 W(\delta_n^{-\frac{1}{k}})^{-2k}.$$
The second term is
\[ C_2m^{-2k}W(m^{-1}\alpha - \frac{1}{2m})^{-2k} \sim C_2m^{-2k} \log(m^{-1}\alpha - \frac{1}{2m})^{-2k} \]
\[ = C_2m^{-2k}\log(m^{-1}\delta_n^{-\frac{1}{m}}W(\delta_n^{-\frac{1}{m}}))^{-2k} \]
\[ = C_2m^{-2k}[\log(m^{-1}) - \frac{1}{m}\log(\delta_n) - \frac{k}{m}\log(W(\delta_n^{-\frac{1}{m}}))]^{-2k} \]
\[ = C_2m^{-2k}[\log(m^{-1}) + \frac{k}{m}W(\delta_n^{-\frac{1}{m}})]^{-2k} \]
\[ \sim C_3[W(\delta_n^{-\frac{1}{m}})]^{-2k}. \]

Combining the two terms, we find that
\[ \mathbb{E}\|f_n^\alpha - f\|^2 = O(W(\delta_n^{-\frac{1}{m}})^{-2k}) \]
\[ = O(\log(\delta_n^{-\frac{1}{m}})^{-2k}) \]
\[ = O(\log(\delta_n^{-1})^{-2k}) \]

(iii) **(Laplace errors)** We first need to sharpen the upper bound in Theorem 2(iv). We have that \( \tilde{\varphi}_\alpha(\omega) \leq 1 + \omega^2 \) and \( \varphi_\alpha(\omega) \leq \frac{1}{2} \alpha^2 \omega^m \), which are monotone increasing and decreasing, respectively, so \( \tilde{\varphi}_\alpha(\omega) \) is upper-bounded by the intersection of the two. For \( \alpha \) sufficiently small (specifically, \( \alpha < \frac{1}{16} \)), that intersection is at \( \omega \geq 1 \), and for such \( \omega \) we have \( \tilde{\varphi}_\alpha(\omega) \leq 1 + \omega^2 \leq 2\omega^2 \). Solving \( 2\omega^2 = \frac{1}{2} \alpha^2 \omega^m \) yields \( \omega_0 = (16\alpha)^{-\frac{1}{2(m+2)}} \), so that \( \tilde{\varphi}_\alpha(\omega) \leq 2(16\alpha)^{-\frac{1}{m+2}} \). Using the same argument as the proof of Lemma 3 yields that \( \mathbb{E}\|f_n^\alpha - f^\alpha\|^2 \leq C\delta_n^2\alpha^\frac{-2}{m+2} \). Now, from \( \mathbb{E}\|f_n^\alpha - f\|^2 \leq 2\mathbb{E}\|f_n^\alpha - f^\alpha\|^2 + 2\|f^\alpha - f\|^2 \), Lemma 5, and the preceding, we have that, for constants \( C \) and \( D \),

\[ \mathbb{E}\|f_n^\alpha - f\|^2 \leq C\delta_n^2\alpha^\frac{-2}{m+2} + D\alpha_n^k \tag{B.2} \]

We find our \( \alpha_n \) again by the heuristic of solving \( \delta_n^2\alpha_n^\frac{-2}{m+2} = \alpha_n^\frac{k}{m+2} \), which yields \( \alpha_n = \delta_n^{2(m+2)} \). Plugging this back into Equation (B.2) results in, we find

\[ \|f_n^\alpha - f\|^2 \leq C\delta_n^2\alpha^\frac{-2}{m+2} + D\alpha_n^\frac{k}{m+2} \]
\[ = (C + D)\delta_n^{\frac{2k}{m+2}}, \]
Proof B.11. **Proof of Proposition 11.** Let \( f_n^\lambda \) denote the kernel estimator of \( f \) described in Equation (4) of Zhang [1990], or Equation 1 here, using the kernel \( k(\cdot) \) and bandwidth \( \lambda \). We will prove this proposition by relating the smoothness-penalized estimator \( f_n^\alpha \) to the deconvoluting kernel estimator \( f_n^\lambda \). Specifically, we will show that the upper bound for \( \mathbb{E}\|f_n^\lambda - f\|^2 \) demonstrated in the proof of Theorem 1 of Zhang [1990] essentially holds also for \( \mathbb{E}\|f_n^\alpha - f\|^2 \), but with an added \( 2 \cdot 4^{1/m+2}C\lambda^{-1}\alpha^{-1/m+2} \). Since it is shown in Example 3 of Zhang [1990] that \( \mathbb{E}\|f_n^\lambda - f\|^2 = O(n^{-2}) \), this is sufficient to prove Proposition 11 with the specified choice of \( \alpha \).

By Theorem 2(iii), we can write \( f_n^\alpha \) as a kernel-like estimator

\[
f_n^\alpha(x) = \frac{1}{n} \sum_{j=1}^{n} K_{\alpha,\lambda}(Y_j, x)
\]

with kernel \( K_{\alpha,\lambda}(Y, x) = \frac{1}{2\pi} \int \check{\varphi}_\alpha(\omega) \check{k}(\lambda \omega) e^{i\omega(x-Y)} d\omega \). Then we have

\[
\mathbb{E}\|f_n^\alpha - f\|^2 = \mathbb{E} \int (f_n^\alpha(x) - f(x))^2 dx
\]

\[
= \int \text{Var}(f_n^\alpha(x)) dx + \int (\mathbb{E}[f_n^\alpha(x)] - f(x))^2 dx
\]

\[
= \frac{1}{n} \int \text{Var}(K_{\alpha,\lambda}(Y, x)) dx + \int (\mathbb{E}[K_{\alpha,\lambda}(Y, x)] - f(x))^2 dx
\]

Now, for the variance we find

\[
\frac{2\pi}{n} \int \text{Var}(K_{\alpha,\lambda}(Y, x)) dx \leq \frac{2\pi}{n} \int \mathbb{E}K_{\alpha,\lambda}(Y, x)^2 dx
\]

\[
= \frac{1}{n} \mathbb{E} \int \check{K}_{\alpha,\lambda}(Y, x)^2 dx
\]

\[
= \frac{1}{n} \mathbb{E} \int |\check{\varphi}_\alpha(\omega) \check{k}(\lambda \omega) e^{-i\omega Y}|^2 dx
\]

\[
\leq \frac{1}{n} \int |\check{\varphi}_\alpha(\omega) \check{k}(\lambda \omega)|^2 dx
\]

\[
\leq \frac{1}{n} \int |\check{k}(\lambda \omega) / \check{g}(\omega)|^2 dx,
\]

giving the result. \( \square \)
where the final line follows from $|\tilde{\phi}_\alpha(\omega) \leq 1/\tilde{g}(\omega)|$ for all $\omega$, and the final line is identical to the upper bound for the variance of $f^\lambda_n$ in Zhang [1990].

For the bias,

$$2\pi \int (\mathbb{E}[K_{\alpha,\lambda}(Y, x)] - f(x))^2 \, dx \leq 4\pi \int (\mathbb{E}[K_{\alpha,\lambda}(Y, x)] - \mathbb{E}[f^\lambda_n(x)])^2 + 4\pi \int (\mathbb{E}[f^\lambda_n(x)] - f(x))^2 \, dx$$

The second term here is twice the integrated squared bias of $f^\lambda_n$. We need only find a good bound for the first term:

$$4\pi \int (\mathbb{E}[K_{\alpha,\lambda}(Y, x)] - \mathbb{E}[f^\lambda_n(x)])^2 \, d\omega = 2 \int |\mathbb{E}[\tilde{K}_{\alpha,\lambda}(Y, \omega)] - \mathbb{E}[\tilde{f}^\lambda_n(\omega)]|^2 \, d\omega$$

$$= 2 \int |\tilde{\phi}_\alpha(\omega) \tilde{k}(\lambda \omega) \tilde{f}(\omega) - \tilde{k}(\lambda \omega) \tilde{f}(\omega)|^2 \, d\omega$$

$$= 2 \int \left| \frac{\alpha \omega^{2m-1}}{|\tilde{g}(\omega)|^2 + \alpha \omega^{2m}} \right|^2 |\tilde{k}(\lambda \omega) \omega \tilde{f}(\omega)|^2 \, d\omega$$

$$\leq 2 \int \left| \frac{\alpha \omega^{2m-1}}{|\tilde{g}(\omega)|^2 + \alpha \omega^{2m}} \right|^2 |\omega \tilde{f}(\omega)|^2 \, d\omega$$

$$\leq 2 \int |\tilde{\phi}_\alpha(\omega) \leq 1/\tilde{g}(\omega)|$$

The penultimate inequality follows from the fact that $k(\cdot)$ is a pdf, so that $\tilde{k}(\omega) \leq 1$ for all $\omega$. The final inequality follows from the fact that $\sup_\omega \left| \frac{\alpha \omega^{2m-1}}{|\tilde{g}(\omega)|^2 + \alpha \omega^{2m}} \right|^2 \leq (4\alpha)^{1/m+2}$, demonstrated in the proof of Lemma 5(iii). Putting it all together, we have

$$\mathbb{E}\|f^\alpha_n - f\|^2 \leq \frac{1}{2\pi n} \int |\tilde{k}(\lambda \omega) / \tilde{g}(\omega)|^2 \, dx$$

$$+ 2 \int (\mathbb{E}[f^\lambda_n(x)] - f(x))^2 \, dx$$

$$+ \frac{C}{2\pi} (4\alpha)^{1/m+2}.$$
Proof B.12. Proof of Lemma 12. Clearly $C_a$ is convex. To see that it is closed, we must show that any limit point of $C_a$ is also an element of $C_a$. To that end, suppose $\{\psi_n\} \subset C_a$ and that there is some $\psi \in L_2(\mathbb{R})$ with $\|\psi_n - \psi\| \to 0$. Clearly $\psi$ is non-negative and has support contained in $[-a,a]$. We need only show that $\int \psi = 1$. Consider

$$
\left| 1 - \int \psi \right| = \left| \int (\psi_n - \psi) \right|
\leq \int |\psi_n - \psi|
= \int \left| \mathbf{1}_{[-a,a]}(\psi_n - \psi) \right|
\leq \|\mathbf{1}_{[-a,a]}\| \cdot \|\psi_n - \psi\|
= 2a \cdot \|\psi_n - \psi\| \to 0,
$$

which gives the result.

Proof B.13. Proof of Lemma 13. Let $T_a = \int \mathbf{1}_{[-a,a]} f$ be the quantity of mass $f$ puts outside of $[-a,a]$, and note that

$$
T_a = \mathbb{P}(|X| > a) = \mathbb{P}(|X|^\beta > a^\beta) \leq \mathbb{E}[|X|^\beta] a^{-\beta}
$$

by Markov’s inequality. We introduce an element of $C_a$ which is close to $f$:

$$
\psi_a = \mathbf{1}_{[-a,a]} (f + T_a / 2a).
$$

Then

$$
\|\psi_a - f\| = \|\mathbf{1}_{[-a,a]} (f + T_a / 2a) - \mathbf{1}_{[-a,a]} f - \mathbf{1}_{[-a,a]} f\|
= \|\mathbf{1}_{[-a,a]} T_a / 2a - \mathbf{1}_{[-a,a]} f\|
\leq \|\mathbf{1}_{[-a,a]} T_a / 2a\| + \|\mathbf{1}_{[-a,a]} f\|
= T_a + \|\mathbf{1}_{[-a,a]} f\|.
$$

Now,

$$
\|\mathbf{1}_{[-a,a]} f\| = \int \mathbf{1}_{[-a,a]} f^2
\leq \int \mathbf{1}_{[-a,a]} f = T_a
$$
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for a large enough that \( f(t) < 1 \) for all \(|t| > a\). Thus \( \| P_c f - f \| \leq \| \psi_a - f \| \leq 2T_a \leq 2\mathbb{E}[|X|^\beta]a^{-\beta} \), as needed. A similar approach yields the exponential version.

\[
C \quad \textbf{Technical Results}
\]

First, we present a very slightly modified version of [Zeidler, 1995, Theorem 2.C].

**Lemma C.1.** Consider the problem

\[
 u = \arg \min_{v \in H^m(\mathbb{R})} \| g \ast v - h_n \|^2 + \alpha \| v^{(m)} \|^2
\]

and its approximation

\[
 u_n = \arg \min_{v \in X_n} \| g \ast v - h_n \|^2 + \alpha \| v^{(m)} \|^2
\]

If \( X_n \) is a finite-dimensional linear subspace of \( H^m(\mathbb{R}) \), then for sufficiently small \( \alpha \),

\[
 \| u - u_n \|^2 \leq \frac{c}{\alpha^2} \cdot \inf_{v \in X_n} [\| u - v \|^2 + \| u^{(m)} - v^{(m)} \|^2]
\]

**Proof.** First note that with \( a(u, v) = \langle g \ast u, g \ast v \rangle + \alpha \langle u^{(m)}, v^{(m)} \rangle \) and \( b(u) = \langle g \ast u, h_n \rangle \), we have \( \| g \ast v - h_n \|^2 + \alpha \| v^{(m)} \|^2 = a(v, v) - 2b(v) + \| h_n \|^2 \). It can be easily checked that \( a(\cdot, \cdot) \) is symmetric, bilinear, and in a moment we will show that it is bounded and strongly positive with respect to the Sobolev norm \( \| u \|^2_X = \| u \|^2 + \| u^{(m)} \|^2 \). Applying [Zeidler, 1995, Theorem 2.A] (and noting that \( X_n \) is a Hilbert space under the same norm), we find that \( a(u, v) = b(v) \) for all \( v \in H^m(\mathbb{R}) \), and \( a(u_n, v) = b(v) \) for all \( v \in X_n \subset H^m(\mathbb{R}) \). Subtracting these yields that \( a(u - u_n, v) = 0 \) for all \( v \in X_n \), and taking \( v := u_n \), we also see that \( a(u - u_n, u_n) = 0 \). Subtracting these last two from the identity \( a(u - u_n, u) = a(u - u_n, u) \) yields

\[
a(u - u_n, u - u_n) = a(u - u_n, u - v) \quad \text{for all} \ v \in X_n.
\]
Figure B.2: \( n_{sim} = 10^4 \) simulations from the bimodal gamma mixture density (iv), with normal measurement errors \( E \), \( \text{Var}(E) = \text{Var}(X)/10 \), and \( n = 100 \). The estimator was computed according to Section 6.1. In top panel, points are the integrated squared errors, and the line is the approximate MISE(\( f_n^\alpha \)) computed according to Equation 11. In bottom panel, points are the difference between the approximated MISE and the simulated integrated squared errors; the line is a smoothing spline with tuning parameter chosen by generalized cross-validation.
First we show that $\frac{\alpha}{c} \|v\|^2 \leq a(v, v)$ for some $c > 0$ and sufficiently small $\alpha > 0$. Choose $c' \geq 1$ so that $c'(|\tilde{g}(\omega)|^2 + |i\omega|^{2m}) \geq 1$ for all $\omega \in \mathbb{R}$. Then

$$
\|v\|^2_X = \|v\|^2 + \|v^{(m)}\|^2
= \frac{1}{2\pi} \int |\tilde{v}(\omega)|^2 d\omega + \|v^{(m)}\|^2
\leq \frac{c'}{2\pi} \int |\tilde{g}(\omega)\tilde{v}(\omega)|^2 d\omega + \frac{c'}{2\pi} \int |(i\omega)^{m}\tilde{v}(\omega)|^2 d\omega + \|v^{(m)}\|^2
= c'\|g \ast v\|^2 + (1 + c')\|v^{(m)}\|^2
\leq 2c'\|g \ast v\|^2 + \|v^{(m)}\|^2
\leq \frac{2c'}{\alpha}(\|g \ast v\|^2 + \alpha\|v^{(m)}\|^2)
= \frac{2c'}{\alpha} a(v, v)
$$

for sufficiently small $\alpha$.

Now we show that for any $v, w \in H^m(\mathbb{R})$, we have $|a(v, w)| \leq \sqrt{2}\|v\|_X \|w\|_X$ for small enough $\alpha$. We begin by applying the inequality $(a + b)^2 \leq 2a^2 + 2b^2$:

$$
|a(v, w)|^2 = |\langle g \ast v, g \ast w \rangle + \alpha \langle v^{(m)}, w^{(m)} \rangle|^2
\leq 2\langle g \ast v, g \ast w \rangle^2 + 2\alpha^2 \langle v^{(m)}, w^{(m)} \rangle^2
\leq 2\|v\|^2 \|w\|^2 + \|v^{(m)}\|^2 \|w^{(m)}\|^2
\leq 2\|v\|^2 \|w\|^2
\leq 2\|v\|^2 \|w\|^2_X,
$$

where (a) is by Cauchy Schwarz and for $\alpha$ small enough, (b) is by Young’s convolution inequality, and the final line follows from adding the positive term $\|v\|^2 \|w^{(m)}\|^2 + \|v\|^2 \|w^{(m)}\|^2$.

Plugging in $u - u_n$ to the first result, and then stringing them together, we find, for all $v \in X_n$,

$$
\left(\frac{\alpha}{2c'}\right)^2 \|u - u_n\|^4_X \leq a(u - u_n, u - u_n)^2
= a(u - u_n, u - v)^2
\leq 2\|u - u_n\|^2_X \|u - v\|^2_X,
$$
Figure C.1: Picture of Lemma C.2 for $m = 3$. The function $v_0(x)$, drawn as a solid line, is a spline defined on an interval $[a, b]$. The function $\bar{v}(x)$, drawn as a dashed line, extends $v_0(x)$ to a spline on $[a, b + m]$ which is equal to $v_0(x)$ on $[a, b]$ but has vanishing derivatives of order up to $m - 1$ at $b + m$.

so that for all $v \in X_n$, we have $\|u - u_n\|_X^2 \leq \frac{c}{\alpha^2}\|u - v\|_X^2$. Thus

$$\|u - u_n\|_X^2 \leq \|u - u_n\|_X^2 \leq \frac{c}{\alpha^2} \inf_{v \in X_n} [\|u - v\|^2 + \|u^{(m)} - v^{(m)}\|^2],$$

as needed.

To apply Lemma C.1, we need our spline space $X_n \subset H^m(\mathbb{R})$, but we’d like to use approximation theory that has been developed for splines on an interval $[a, b]$. We show in the following that such splines can be extended to functions with domain $\mathbb{R}$ which belong to $H^m(\mathbb{R})$, i.e. functions which have $m$ square-integrable weak derivatives on $\mathbb{R}$, and furthermore that the function and its derivatives on $\mathbb{R} \setminus [a, b]$ are small.

In the following lemma, we show essentially that a spline on an interval $[a, b]$ can be extended to a spline on the entire real line, and that the norm of the added piece is
Lemma C.2. Suppose a function $v_0(x)$ is an $r$th-order spline on $[a, b]$, $r > m$. Then there is a function $\bar{v} : [b, b + m] \to \mathbb{R}$ satisfying $\bar{v}^{(k)}(b + m) = 0$ for $k = 0, \ldots, m - 1$, which is polynomial on $[b + k, b + k + 1]$ for $k = 0, \ldots, m - 1$, so that the extension $v : [a, b + m] \to \mathbb{R}$ given by $v(x) = v_0(x)$ if $x \in [a, b]$ and $v(x) = \bar{v}(x)$ if $x \in (b, b + m]$ is an $r$th order spline on $[a, b + m]$ with derivatives up to order $m - 1$ vanishing at $b + m$. Furthermore, $\int_b^{b+m} \bar{v}(x)^2 \, dx \leq C_0 \sum_{k=0}^{r-1} v_0^{(k)}(b)^2$ and $\int_m^0 \bar{v}(x)^2 \, dx \leq C_0 \sum_{k=0}^{r-1} P(k) \bar{v}(0)^2$ and $\int_m^0 \bar{v}(m)(x)^2 \, dx \leq C_0 \sum_{k=0}^{r-1} P(k) \bar{v}(0)^2$.

Proof. WLOG, let $b = 0$. Since $v_0(x)$ is an $r$th-order spline, it is represented by an $r$th-order polynomial near 0, say $v_0(x) = P_0(x)$ on $(-\varepsilon, 0]$. Then if we write $\bar{v}(x) = P_0(x) + \sum_{i=1}^m c_i (x - (i - 1)_{+}^{r-1}$ the function $v(x)$ defined above will be an $r$th-order spline on $[a, m]$.

First, we show that the requirement $\bar{v}^{(k)}(m) = 0$ for $k = 0, \ldots, m - 1$ can be expressed as the $m$ linear equations in the $c_i$:

$$\sum_{i=1}^{m} \frac{(r-1)!}{(r-1-k)!} c_i (m - (i-1))_{+}^{r-1-k} = P_0^{(k)}(m),$$

for $k = 0, \ldots, m-1$. Then if $A$ is the $m \times m$ matrix with entries $A_{ji} = -\frac{(r-1)!}{(r-j)!} (m-1-i-j)!^r$ and $q$ is the $m \times 1$ vector with entries $q_j = P_0^{(j-1)}(m)$, we see that the coefficients $c = A^{-1}q$ are a linear function of the first $m$ derivatives of $P_0(x)$ at $x = m$. Now, letting $p$ be the $r \times 1$ vector with entries $p_i = P_0^{(i-1)}(0)$, and $B$ the $m \times r$ matrix with entries $B_{ji} = \frac{m!}{(i-j)!}$, we see that $c = A^{-1}Bp$. Finally, we see that the coefficients of $\bar{v}$ against the basis mentioned are given by $Cp$ where $C = [I_r^T B^T A^{-T}]^T$.

Now, $\int_0^m \bar{v}^{(k)}(x)^2 \, dx = d^T G_k d$, where $d$ is the vector of coefficients against our basis, and $G_k$ is the $(m + r) \times (m + r)$ Gramian matrix of inner products of the $k$th derivatives of the basis functions. Thus we have $\int_0^m \bar{v}(x)^2 \, dx = p^T C^T G_0 C p$ and $\int_0^m \bar{v}(m)(x)^2 \, dx = p^T C^T G_m C p$, so $\int_0^m \bar{v}(x)^2 \, dx \leq C_0 \sum_{i=1}^{r} p_i^2 = C_0 \sum_{i=1}^{r} P(0)^{i-1}(0)^2$ and $\int_0^m \bar{v}(m)(x)^2 \, dx \leq C_0 \sum_{i=1}^{r} P(0)^{i-1}(0)^2$. 

21
\[ C_m \sum_{i=1}^{r} P_{0}^{(i-1)}(0) \] where \( C_0 \) and \( C_m \) are the largest eigenvalues of \( C^T G_0 C \) and \( C^T G_m C \), respectively. Recalling that \( v_0(x) = P_0(x) \) on \((-\varepsilon, 0]\), this gives the result. \( \Box \)

**Corollary C.3.** Let \( v_0 : [a, b] \to \mathbb{R} \) be an \( r \)th order spline with maximum grid spacing \( \Delta \).

We may extend \( v_0 \) to a function \( v : [a - \Delta m, b + \Delta m] \to \mathbb{R} \) with derivatives up to order \( m - 1 \) vanishing at \( a - \Delta m \) and \( b + \Delta m \), with \( v \) also an \( r \)th-order spline with maximum grid spacing \( \Delta \), by tacking on functions \( \overline{v}_-(x) : [a - \Delta m, a] \to \mathbb{R} \) and \( \overline{v}_+(x) : [b, b + \Delta m] \to \mathbb{R} \) which have the property that

\[
\int_{a - \Delta m}^{a} \overline{v}_-(x)^2 + \overline{r}^{(m)}_-(x)^2 \, dx + \int_{b}^{b + \Delta m} \overline{v}_+(x)^2 + \overline{r}^{(m)}_+(x)^2 \, dx \\
\leq C_- \sum_{k=0}^{r-1} \Delta^{2k+1} v_0^{(k)}(a)^2 + C_+ \sum_{k=0}^{r-1} \Delta^{2k+1} v_0^{(k)}(b)^2
\]

**Proof.** Let \( u_0(x) = v_0(\Delta x) \) on \([a/\Delta, b/\Delta]\) (an \( r \)th order spline with unit maximum grid spacing) and apply Lemma C.2 to each end (i.e. apply to \( u_0 \) and then to its reflection over \( x = 0 \)), yielding functions \( \overline{v}_-(x) \) and \( \overline{v}_+(x) \), which extend \( u_0 \) to an \( r \)th order spline \( u \) with unit maximum grid spacing on \([a/\Delta - m, b/\Delta + m]\), and with derivatives up to order \( m - 1 \) vanishing at the endpoints of the interval. Then let \( \overline{v}_-(x) = \overline{v}_-(x/\Delta) \) and re-arrange the upper bound in Lemma C.2. \( \Box \)

**Proof C.15** (Proof of Theorem 15). Notice that \( \mathcal{X}_n \subset H^m(\mathbb{R}) \) if we set \( s(x) = 0 \) for \( x \notin [a - \gamma^* m, b + \gamma^* m] \) for all \( s \in \mathcal{X}_n \). Now, Lemma C.1 yields that

\[
\| s_n^\alpha - f_n^\alpha \|^2 \leq \frac{c}{\alpha^2} \inf_{v \in \mathcal{X}_n} \left[ \| v - f_n^\alpha \|^2 + \| D^m(v - f_n^\alpha) \|^2 \right]
\]

We will exhibit a particular \( v^* \in \mathcal{X}_n \) such that \( \frac{1}{\alpha^2} \mathbb{E}[\| v^* - f_n^\alpha \|^2 + \| D^m(v^* - f_n^\alpha) \|^2] = o(\mathbb{E}[\| f - f_n^\alpha \|^2]) \)

Consider the spline space \( \mathcal{S}_r([0,1], \Delta) \) of splines with simple knots at \( 0, \Delta, 2\Delta, \ldots, 1 \).

Let \( u(x) = f_n^\alpha((b-a)x+a) \), and \( \hat{u}(x) = Qu(x) \) be the quasi-interpolant of \( u \) in \( \mathcal{S}_r([0,1], \Delta) \) given in [Schumaker, 2007, Theorem 6.18]. We will then set \( v^*(x) = \hat{u}((x-a)/(b-a)) \)
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for \( x \in [a, b] \), a spline with knot spacing \( \gamma = (b - a)\Delta \). Extend \( v^*(x) \) to \([a - \gamma^*m, b + \gamma^*m]\) by Corollary C.3, and set \( v^*(x) = 0 \) for \( x \notin [a - \gamma^*m, b + \gamma^*m] \). Note that the knot spacing \( \gamma^* \) on the extension need not match the knot spacing on \([a, b] \). Now we will deal with \( \|v^* - f^*_n\|^2 + \|D^m(v^* - f^*_n)\|^2 \) by treating separately the parts on \([a, b] \) and \( \mathbb{R} \setminus [a, b] \).

Note that

\[
\|v^* - f^*_n\|^2 + \|D^m(v^* - f^*_n)\|^2 \leq \|v^* - f^*_n\|^2_{L^2([a, b])} + \|D^m(v^* - f^*_n)\|^2_{L^2([a, b])} + 2(\|v^*\|^2_{L^2(\mathbb{R}\setminus[a, b])} + \|D^m v^*\|^2_{L^2(\mathbb{R}\setminus[a, b])}) + 2(\|f^*_n\|^2_{L^2(\mathbb{R}\setminus[a, b])} + \|D^m f^*_n\|^2_{L^2(\mathbb{R}\setminus[a, b])}).
\]

Thus as long as \( v^* \) is close to \( f^*_n \) on \([a, b] \), and \( v^* \) and \( f^*_n \) are both small outside of \([a, b] \), we will have that \( v^* \) is close to \( f^*_n \) on all of \( \mathbb{R} \). We will show the following, for small enough \( \gamma \), and for \( a < 0 < b \):

(i) \( \|v^* - f^*_n\|^2_{L^2([a, b])} + \|D^m(v^* - f^*_n)\|^2_{L^2([a, b])} \leq C\alpha^{-2}\gamma^2(\gamma - m) \)

(ii) \( \|v^*\|^2_{L^2(\mathbb{R}\setminus[a, b])} + \|D^m v^*\|^2_{L^2(\mathbb{R}\setminus[a, b])} \leq C\alpha^{-2}\gamma^2(1 + \gamma) \)

(iii) \( \|f^*_n\|^2_{L^2(\mathbb{R}\setminus[a, b])} + \|D^m f^*_n\|^2_{L^2(\mathbb{R}\setminus[a, b])} \leq \frac{C}{\alpha\gamma(1 + \gamma)} \int_{-\infty}^{\infty} |x| h_n(x) \, dx \).

To demonstrate item (i), apply [Schumaker, 2007, Theorem 6.25] with \( p = q = 2 \) to yield \( \|D^k(u - Qu)\|_{L^2([0,1])} \leq C\Delta_x^{-k}\omega_{r - \sigma}(D^\sigma u; \Delta)_{L^2([0,1])} \), where \( m \leq \sigma \leq 2m \) is the order of a Sobolev space containing \( f^*_n \). Now apply [Schumaker, 2007, Theorem 2.59, (2.120)] to bound the modulus of smoothness, yielding \( \|D^k(u - Qu)\|_{L^2([0,1])} \leq C\Delta_x^{-k}\|D^\sigma u\|_{L^2([0,1])} \). Combining this bound with the fact that \( \|D^k(f^*_n - v^*)\|_{L^2([a, b])} = (b - a)^{-k(1 - 1)}\|D^k(u - Qu)\|_{L^2([0,1])} \) and \( \|D^\sigma u\|_{L^2([0,1])} = (b - a)^{r - 1}\|D^\sigma f^*_n\|_{L^2([a, b])} \) gives \( \|D^k(f^*_n - v^*)\|_{L^2([a, b])} \leq C\gamma^{r - k}\|D^\sigma f^*_n\|_{L^2([a, b])} \).

Applying Theorem 2(vi) brings us to \( \|D^k(f^*_n - v^*)\|_{L^2([a, b])} \leq C\alpha^{-1}\gamma^{r - k} \). Squaring both sides and summing the bounds for \( k = 0 \) and \( k = m \), and then noticing that for small enough \( \gamma \) we have \( \gamma^{2r} \leq C\gamma^{2(r - m)} \) gives the result.
For item (ii), we begin with a bound for $\|D^k v^*\|_{L_\infty([a,b])}$ and then we will apply Corollary C.3. The triangle inequality gives $\|D^k Qu\|_{L_\infty([0,1])} \leq \|D^k u\|_{L_\infty([0,1])} + \|D^k (u - Qu)\|_{L_\infty([0,1])}$.

Applying to the second term the same two theorems of Schumaker [2007] as in the previous paragraph, but with $p = q = \infty$, we have

$$\|D^k (u - Qu)\|_{L_\infty([0,1])} \leq C \Delta_{\omega - \sigma}^{-k} (D^\sigma u; \Delta)_{L_\infty([0,1])} \leq C \Delta_{\omega - \sigma}^{-k} \|D^r u\|_{L_\infty([0,1])}.$$ 

Now, using $\|D^k Qu\|_{L_\infty([0,1])} = (b-a)^k \|D^k v^*\|_{L_\infty([a,b])}$ and $\|D^k u\|_{L_\infty([0,1])} = (b-a)^k \|D^k f_n\|_{L_\infty([a,b])}$ and combining the two upper bounds, we have

$$\|D^k v^*\|_{L_\infty([a,b])} \leq \|D^k f_n\|_{L_\infty([a,b])} + C \gamma^{(r-k)} \|D^r f_n\|_{L_\infty([a,b])}.$$ 

Now, for $\gamma^* \leq M_1$,

$$\|v^*\|_{L_2(\mathbb{R}\setminus[a,b])}^2 + \|D^m v^*\|_{L_2(\mathbb{R}\setminus[a,b])}^2 \leq C_1 \sum_{k=0}^{r-1} (\gamma^*)^{2k+1} [D^k v^*(a)]^2 + C_2 \sum_{k=0}^{r-1} (\gamma^*)^{2k+1} [D^k v^*(b)]^2$$

$$\leq C_1 \sum_{k=0}^{r-1} (\gamma^*)^{2k+1} \|D^k v^*\|_{L_\infty([a,b])}^2 + C_2 \sum_{k=0}^{r-1} (\gamma^*)^{2k+1} \|D^k v^*\|_{L_\infty([a,b])}^2$$

$$\leq C_3 \gamma^* \sum_{k=0}^{r-1} \|D^k v^*\|_{L_\infty([a,b])}^2,$$

where the first inequality is straight from Corollary C.3, the second comes from upper-bounding the values at $a$ and $b$ by the suprema over the entire interval, and the third follows from $\gamma^* \leq M$, with $C_3$ subsuming $C_1$, $C_2$, and the $M_1^k$. Now we use the upper bound for $\|D^k v^*\|_{L_\infty([a,b])}$ just derived to find, for $\gamma < M_2$,

$$\|v^*\|_{L_2(\mathbb{R}\setminus[a,b])}^2 + \|D^m v^*\|_{L_2(\mathbb{R}\setminus[a,b])}^2$$

$$\leq C_3 \gamma^* \sum_{k=0}^{r-1} \left( \|D^k f_n\|_{L_\infty([a,b])} + C_4 \gamma^{(r-k)} \|D^r f_n\|_{L_\infty([a,b])} \right)^2$$

$$\leq C_7 \gamma^* \left( C_5 \alpha^{-1} + C_6 \gamma \alpha^{-1} \right)^2$$

$$\leq C_8 \gamma^* \alpha^{-2} + C_9 \gamma^* \alpha^{-2}.$$ 
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For Item (iii), assume $a < 0 < b$ (which must eventually be true).

\[
\int_{|b|}^{\infty} |D^k f_n^\alpha(x)|^2 \, dx \leq \frac{C}{\alpha} \int_{|b|}^{\infty} |D^k f_n^\alpha(x)| \, dx
\]
\[
= \frac{C}{\alpha} \int_{|b|}^{\infty} \left| \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega x} (iit)^k \tilde{\varphi}_\alpha(\omega) \tilde{h}_n(\omega) \, d\omega \right| \, dx
\]
\[
\leq \frac{C}{\alpha^2} \int_{|b|}^{\infty} \left| \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega x} \tilde{h}_n(\omega) \, d\omega \right| \, dx
\]
\[
= \frac{C}{\alpha^2} \int_{|b|}^{\infty} h_n(x) \, dx
\]
\[
\leq \frac{C}{|b|\alpha^2} \int_{-\infty}^{\infty} |x|h_n(x) \, dx,
\]

where the first and second inequalities are by Theorem 2(vii), and the third is by Markov’s inequality. Now,

\[
\|f_n^\alpha\|^2_{L^2(\mathbb{R}\setminus[a,b])} + \|D^m f_n^\alpha\|^2_{L^2(\mathbb{R}\setminus[a,b])} = \int_b^{\infty} |f_n^\alpha(x)|^2 \, dx + \int_b^{\infty} |D^m f_n^\alpha(x)|^2 \, dx
\]
\[
+ \int_{-a}^{\infty} |f_n^\alpha(-x)|^2 \, dx + \int_{-a}^{\infty} |D^m f_n^\alpha(-x)|^2 \, dx
\]
\[
\leq \frac{4C}{\alpha^2(|a| \wedge |b|)} \int_{-\infty}^{\infty} |x|h_n(x) \, dx.
\]

Finally, combining Items (i)- (iii) with (C.15) and taking expectations, we have

\[
\mathbb{E}\|s_n^\alpha - f_n^\alpha\|^2 \leq C_1 \alpha^{-4} \gamma^{2(r-m)} + C_2 \alpha^{-4} \gamma^*(1 + \gamma) + C_3 \alpha^{-4} (|a| \wedge |b|)^{-1} \mu_Y,
\]

Thus, if $\gamma, \gamma^*, a, \text{ and } b$ are chosen as in the hypothesis of the Theorem, we have $\mathbb{E}\|s_n^\alpha - f_n^\alpha\|^2 = o(r_n)$. Then the result follows from

\[
\mathbb{E}\|s_n^\alpha - f\|^2 \leq 2\mathbb{E}\|f_n^\alpha - f\|^2 + 2\mathbb{E}\|s_n^\alpha - f_n^\alpha\|^2 \leq O(r_n) + o(r_n)
\]
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