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Abstract

Selecting skilled mutual funds through the multiple testing framework has received increasing attention from finance researchers and statisticians. The intercept $\alpha$ of Carhart four-factor model is commonly used to measure the true performance of mutual funds, and positive $\alpha$'s are considered as skilled. We observe that the standardized OLS estimates of $\alpha$'s across the funds possess strong dependence and nonnormality structures, indicating that the conventional multiple testing methods are inadequate for selecting the skilled funds. We start from a decision theoretic perspective, and propose an optimal multiple testing procedure to minimize a combination of false discovery rate and false non-discovery rate. Our proposed testing procedure is constructed based on the probability of each fund not being skilled conditional on the information across all of the funds in our study. To model the distribution of the information used for the testing procedure, we consider a mixture model under dependence and propose a new method called “approximate empirical Bayes” to fit the parameters. Empirical studies show that our selected skilled funds have superior long-term and short-term performance, e.g., our selection strongly outperforms the S&P 500 index during the same period.
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1 Introduction

The mutual fund industry is giant, with trillions of dollars of assets under management. It plays an important role in shaping the economy by pooling money from many investors (retail investors as well as institutional investors) to purchase securities. Meanwhile, the industry has a great impact on household finances. Ma, Xiao and Zeng (2020) shows that mutual funds in the past decade have become a more important provider of liquidity to households. In 2019, 46.4% of the households owned funds in the United States according to Statista\(^1\). While the success of the fund industry is commonly attributed to several advantages: diversification (reduce risk), marketability (easy access), and professional management, the success of individual fund mainly depends on the fund manager’s capability.

How to select mutual funds with true capabilities to make profits is a challenging and substantial problem in finance. Those funds with good performance during the prior few years do not guarantee profits for the subsequent years. For example, Rydex Series Funds: Inverse S&P 500 Strategy Fund generated a total return of 383.3% between 2001 and 2005, but it had a total return of -96.2% between 2006 and 2019. Even in a less extreme case, considering the size of mutual funds, an unskilled mutual fund that loses a small proportion of its investment could incur a huge loss in terms of the dollar amount.

Carhart (1997) four-factor model has been widely used to evaluate a mutual fund’s performance. Regressing the excess return on four market factors, the intercept \(\alpha\) in the cross-sectional linear regression model is considered as a measure of the fund’s true capability of making profits. By convention, \(\alpha > 0\) is classified as skilled, \(\alpha < 0\) as unskilled and \(\alpha = 0\) as zero-alpha. In practice, the true value of \(\alpha\) is not observed. Instead, the ordinary least squares (OLS) estimator of \(\alpha\) is calculated for the comparison between different funds. Some funds may have a zero or even a negative \(\alpha\), meaning that they cannot make profits by adjusting the market factors. Due to luck, however, their estimated alpha’s can be positive for some years. Investment in such funds can lead to substantial loss rather than profits in the future. There is an urgent demand to develop strategies for selecting truly skilled mutual funds while avoiding or controlling the false selection of those “lucky” funds.

\(^1\)The statistics are available at https://www.statista.com
(unskilled or zero-alpha funds). The seminal paper Barras, Scaillet and Wermers (2010) initiated a multiple testing framework for the fund selection problem. Selecting the skilled mutual funds can be formulated as simultaneously testing $H_{i0}: \alpha_i \leq 0$ vs. $H_{ia}: \alpha_i > 0$ for thousands of funds based on the test statistics as the standardized OLS estimates of $\alpha$’s. By adopting the false discovery rate (FDR) concept from Benjamini and Hochberg (1995), Barras, Scaillet and Wermers (2010) applied Storey (2002) procedure for selecting the skilled funds, aiming to control the FDR at a certain level, where FDR is defined as the expected proportion of false selection of “lucky” funds among the total selection.

When we consider funds during a certain period, the test statistics are usually dependent. The dependence can be very strong and can greatly affect the FDR control. For example, such strong dependence has a huge impact on funds’ locations in the empirical distribution of the test statistics, which can cause small p-values for “lucky” funds (false selection), or relatively large p-values for skilled funds (mis-selection). Consequently, the selection of “lucky” funds may increase while more skilled funds will be ignored. Storey (2002) procedure is usually valid for FDR control under weak dependence settings but not for strong dependence. Another issue in the aforementioned multiple testing is that p-values are usually calculated based on the assumption that each test statistic is normally distributed. In our fund data, we observe nonnormality and the strong dependence of the test statistics, indicating that the method in Barras, Scaillet and Wermers (2010) is not ideal.

To address the above challenging issues arising from the mutual fund data, we consider the conditional probability of each fund not being skilled given the test statistics across all of the funds in our study. For convenience, we call such conditional probability as the degree of non-skillness (d-value). Our multiple testing procedures will be constructed based on the d-value, in contrast with the p-value based selection strategies. Intuitively, d-values with smaller values suggest larger chances of being skilled and thus encouraging selection. The dependence and nonnormality structure of the test statistics are also preserved in the conditional information, so d-values can provide a good ranking for fund performance, which is crucial to fund selections by our multiple testing procedure.

To construct the multiple testing procedure, we start from a decision theoretic perspective. In the decision process, in addition to the falsely selected lucky funds (false discoveries),
another type of mistake is the mis-selected skilled funds (false non-discoveries). Control of the false discovery rate (FDR) has been a prevailing problem in large scale multiple testing (Benjamini and Hochberg (1995), Benjamini and Yekutieli (2001), Sarkar (2002), etc). Results on the control of the false non-discovery rate (FNR) are fewer yet equally important (Sarkar (2006), Sarkar, Zhou and Ghosh (2008), etc). Consideration of one type of error alone can lead to unsatisfactory testing procedures. For example, a procedure with FDR control only may still be very conservative, with substantial power loss. A natural step is to minimize a combination of FDR and FNR by an optimal testing procedure. However, this problem has not been well studied in the statistics literature. Alternative attempts to this question can be found in Genovese and Wasserman (2002), Sun and Cai (2007) and subsequent papers in the direction where they considered marginal FDR and marginal FNR. When the test statistics possess general dependence, especially strong dependence, marginal FDR (FNR) is not equivalent to FDR (FNR). Our optimal testing procedure (Theorem 1) provides a solution to this long-standing problem by directly targeting the FDR and FNR. The d-values defined above are the key to achieving optimality.

To calculate the d-values, we need to model the empirical distribution of the test statistics. We consider a three-part mixture model to capture the dependence and nonnormality phenomenon in the test statistics. The mixture model is a powerful tool in high-dimensional statistics to model a multi-modal structure. In the existing literature, it is usually assumed that individual statistics of primary interest are independent; thus the joint likelihood can be decomposed as the product of marginal likelihoods to facilitate statistical analysis. However, such an independent assumption is not satisfied in our data. Another challenging issue in this mixture model is that there are seven free parameters. Conventional techniques such as empirical Bayes will require seven equations to solve those parameters. It is not desirable in our data analysis, since more equations will increase the difficulty of solving the parameters, and higher moments will also have more complicated expressions of the parameters. Instead, we propose a new method called “approximate empirical Bayes” to fit the parameters here; it borrows the strength of empirical Bayes but also relieves the computational burden for more parameters. It shows that the mutual fund data in our study can be well modeled by our newly proposed method.
The innovation of the above statistical procedures has shed new light on selecting skilled mutual funds. We first demonstrate the short-term out-of-sample performance of our selected skilled funds by a dynamic trading strategy. Hypothetically, if we invested $1 million at the beginning of 2010 and then at the end of 2019, our portfolio would grow to $3.52 million. In comparison, the portfolio by investing in the S&P 500 index would grow to $2.90 million, and the portfolios selected by other well-known multiple testing procedures (Benjamini and Hochberg, 1995; Storey, 2002) would produce values less than $1.75 million. By our testing procedure, based on the data for a certain period, we can classify funds into three groups: skilled funds, unskilled funds, and the rest as non-selected. We further evaluate the long-term performance of the three groups through subsequent moving 10-year windows. It shows that there are clear distinctions in the performance among the three groups over time and our selected skilled funds have better performance compared with the other groups. The superior performance of our selection attributes to the advantage of d-values in our procedure, in contrast with the p-value based strategies used in the above classical multiple testing procedures. To illustrate the difference between the two measurements of significance, we compare funds with the top 50 smallest p-values and those with the top 50 smallest d-values. Based on the estimated annual α’s for the subsequent moving 10-year windows, the latter group has persistent long-term outperformance, while the performance of funds with the top 50 smallest p-values is extremely unstable. Such comparison indicates that the d-values provide a better ranking criterion for the funds’ performance.

The mutual fund problem has received increasing attention from the finance researchers. The existing finance literature has also addressed some of the challenging issues in the mutual fund problem with quite different approaches from ours. For example, in the framework of multiple testing, Ferson and Chen (2021) and Harvey and Liu (2020) have also focused on the Type II error, while Lan and Du (2019) and Giglio, Liao and Xiu (2021) have proposed procedures to weaken the dependence effect. On the other hand, in the framework of estimation, Harvey and Liu (2018) has proposed EM algorithm for the mixture model. We will compare our method with these existing approaches both theoretically and numerically. The out-of-sample performance shows that our method dominates these approaches.

The rest of the paper is organized as follows. Section 2 introduces our multiple testing
procedure. Section 3 describes the mutual fund data and challenging issues. Section 4 develops an approximate empirical Bayes method to fit the parameters and constructs the degree of non-skillness (d-value). Section 6 analyzes the mutual fund data by using the proposed methods. All the technical derivations, additional figures, and tables are relegated to the Supplementary Materials.

2 Optimal Multiple Testing Procedure

In this section, we will propose an optimal multiple testing procedure under dependence, which will be applied to the mutual fund selection problem in later sections. Suppose we have a \( p \)-dimensional vector \( Z \) with unknown mean vector \( \mu = (\mu_1, \cdots, \mu_p)^\top \) and a known covariance matrix \( \Sigma \). We want to simultaneously test

\[
H_{i0} : \mu_i \leq 0 \quad \text{vs.} \quad H_{ia} : \mu_i > 0, \quad i = 1, \cdots, p
\]

based on \( Z \). Without loss of generality, we can assume that all diagonal elements of \( \Sigma \) are 1, since we can standardize \( Z \) otherwise.

Table 1: Classification of tested hypotheses

| Number of not rejected | Number rejected | Total |
|------------------------|-----------------|-------|
| True Null              | \( U \)         | \( V \) | \( p_0 \) |
| False Null             | \( T \)         | \( S \) | \( p_1 \) |
|                        | \( p - R \)     | \( R \) | \( p \)   |

Table 1 is the classification of multiple hypothesis testing, where \( R \) denotes the total number of rejections (discoveries), \( V \) denotes the total number of false rejections (false discoveries), and \( T \) denotes the total number of false acceptance (false non-discoveries). Define the false discovery proportion (FDP) and the false nondiscovery proportion (FNP) as

\[
\text{FDP} = \frac{V}{R} \quad \text{and} \quad \text{FNP} = \frac{T}{p - R}
\]

respectively, to measure the mistakes that we make in the decision process. For notational
convenience, we define \(0/0=0\) throughout the current paper. Correspondingly, we define the false discovery rate as \(FDR = E[FDP]\) and the false non-discovery rate as \(FNR = E[FNP]\). FDR and FNR have been regarded as the Type I error and the Type II error respectively for multiple testing procedures (Sarkar, 2006).

From a decision theoretic perspective, an optimal testing procedure can be constructed to minimize the objective function:

\[
FNR + \lambda FDR, \tag{1}
\]

where \(\lambda\) is a tuning parameter to balance the two types of errors. (Choice of \(\lambda\) is a nontrivial task in practice, but it is not relevant in our main discussion here.) Let’s treat \(\lambda\) as a generic variable. Suppose we consider a decision vector \(a = (a_1, \ldots, a_p)\), where \(a_i = 1\) if we reject the \(i\)th null hypothesis and \(a_i = 0\) otherwise. Therefore, a false discovery can be expressed as \(a_i I_{\mu_i \leq 0}\) where \(I\) is an indicator function, and a false non-discovery can be expressed as \((1-a_i)I_{\mu_i > 0}\). The objective function can be written as

\[
E\left[\frac{\sum_{i=1}^{p}(1-a_i)I_{\mu_i > 0}}{p - \sum_{j=1}^{p}a_j} + \lambda \frac{\sum_{i=1}^{p}a_iI_{\mu_i \leq 0}}{\sum_{j=1}^{p}a_j}\right].
\]

The above expectation is over the likelihood of \(Z\) and the prior distribution of \(\mu\). It is equivalent to minimize the expectation of loss function conditional on \(Z\), that is, minimizing

\[
L(a) = \sum_{i=1}^{p} \left[ \frac{(1-a_i)P(\mu_i > 0|Z)}{p - \sum_{j=1}^{p}a_j} + \frac{\lambda a_i P(\mu_i \leq 0|Z)}{\sum_{j=1}^{p}a_j} \right]. \tag{2}
\]

Without any delicate analysis, minimizing the objective function would involve optimization over \(2^p\) choices of \(a\). To the best of our knowledge, the minimizer to (2) has not been shown in the existing literature. We notice that the number of rejections \(\sum_{j=1}^{p}a_j\) only have \(p+1\) possible values. It inspires us to decompose the problem into \(p+1\) optimization tasks, which shares a similar rationale as divide and conquer strategies. Our optimization procedure is presented in the following theorem.

**Theorem 1.** Denote \(\text{DONS}_{(1)}, \ldots, \text{DONS}_{(p)}\) as the non-decreasing order of \(P(\mu_i \leq 0|Z)\), \(i = 1, \ldots, p\). Define the action vector \(a_0 = (a_1^{(0)}, \ldots, a_p^{(0)}) = (0, \ldots, 0)\). Given a value of
\(\lambda\), for each \(j \in \{1, \ldots, p\}\), let the action vector \(a_j = (a_1^{(j)}, \ldots, a_p^{(j)})\) where

\[
a_i^{(j)} = \begin{cases} 
1, & \text{if } P(\mu_i \leq 0 \mid Z) \leq \text{DONS}_{(j)}; \\
0, & \text{if } P(\mu_i \leq 0 \mid Z) > \text{DONS}_{(j)}. 
\end{cases}
\]

Calculate the corresponding loss function

\[
L(a_j) \equiv \sum_{i=1}^{p} \left[ \frac{(1 - a_i^{(j)}) P(\mu_i > 0 \mid Z)}{p - j} + \lambda \frac{a_i^{(j)} P(\mu_i \leq 0 \mid Z)}{j} \right]
\]

for \(j = 0, \ldots, p\). The optimal procedure for (2) is \(a_{\text{opt}} = \arg\min\{a_j, 0 \leq j \leq p\} L(a_j)\).

The detailed proof is available in Supplementary Materials B. For the ease of presentation, we consider \(\mu\) as the mean vector. Theorem 1 is still valid for a more general vector of parameters of interest. Note that if we restrict the total number of rejections to be \(k\), the second term in the loss function (3) will be

\[
\lambda \frac{\sum_{i=1}^{p} a_i^{(j)} P(\mu_i \leq 0 \mid Z)}{j} = \lambda \frac{\sum_{i=1}^{k} \text{DONS}_{(i)}}{k}.
\]

The term \(k^{-1} \sum_{i=1}^{k} \text{DONS}_{(i)}\) can be regarded as an FDR conditional on \(Z\). This motivates a FDR control procedure: given a \(\theta\) level, we select the largest \(k\) such that

\[
\frac{1}{k} \sum_{i=1}^{k} \text{DONS}_{(i)} \leq \theta.
\]

Instead of minimizing the objective function (2) that involves the tuning parameter \(\lambda\), this procedure targets the FDR control directly. Details of procedure (4) are presented in Algorithm 1. The \(\theta\) level reflects our tolerance for making mistakes of false rejections. We should point out that a procedure only focusing on FDR control may be very conservative, since it can reject fewer hypotheses to avoid false rejections. Ideally, we want to hunt for more true rejections in addition to the FDR control. Fortunately, our procedure achieves this goal since the false non-discovery rate is minimized, which is resulted from the monotonicity established in the next result.

**Corollary 1.** \(k^{-1} \sum_{i=1}^{k} \text{DONS}_{(i)}\) is monotonically nondecreasing in \(k\), and
Algorithm 1: Simplified Optimal Procedure

**Input**: The vector of test statistics \( \mathbf{Z} = (Z_1, \cdots, Z_p) \); the significance level \( \theta \).

1. Compute the \( d \)-values \( P(\mu_i \leq 0 | \mathbf{Z}) \); \( \quad \) // Details of \( d \)-values are in Section 4.
2. \( (\text{DONS}_1, \cdots, \text{DONS}_p) \leftarrow \text{sort} \{P(\mu_i \leq 0 | \mathbf{Z})\} \text{ in non-decreasing order}; \)
3. \( j \leftarrow \max\{k | k^{-1} \sum_{i=1}^{k} \text{DONS}(i) \leq \theta\}; \)
4. \( (a_1, \cdots, a_p) \leftarrow (0, \cdots, 0); \)
5. for \( i = 1, \cdots, p \) do
6. \quad if \( P(\mu_i \leq 0 | \mathbf{Z}) \leq \text{DONS}(j) \) then
7. \quad \quad \( a_i \leftarrow 1; \)
8. \quad end
9. end

**Output**: the decision \( (a_1, \cdots, a_p) \).

\[
(p - k)^{-1} \sum_{i=k+1}^{p} \text{DONS}(i) \text{ is monotonically nondecreasing in } k.
\]

The proof is in Supplementary Materials B. According to the decision \( a_j \) in Theorem 1, the FNR conditional on \( \mathbf{Z} \) can be expressed as

\[
\frac{\sum_{i=1}^{j}(1 - a_i)P(\mu_i > 0 | \mathbf{Z})}{p - j} = \frac{\sum_{i=k+1}^{p}(1 - \text{DONS}(i))}{p - k} = 1 - \frac{\sum_{i=k+1}^{p} \text{DONS}(i)}{p - k}, \text{ when } j = k.
\]

Therefore, the FNR is monotonically nonincreasing in \( k \) by Corollary 1. Combining the two results in Corollary 1, the FNR based on testing procedure (4) is minimum among all the testing procedures based on the test statistics \( \mathbf{Z} \) while the FDR is controlled at the level \( \theta \).

The testing procedure (4) is a well-known step-up procedure in the statistics literature, see Tang and Zhang (2007), Sun and Cai (2007), Sarkar, Zhou and Ghosh (2008), etc. We should also point out that optimality depends on the definition of the objective goal. For example, Tang and Zhang (2007) showed that maximizing \( R \) subject to \( E[V/R] \leq \theta \) also leads to the testing procedure (4). However, the connection of (4) to the optimal testing procedure in Theorem 1 has not been revealed in the existing literature.
3 Mutual Fund Data and Challenges

3.1 Equity Fund Data Description

We download the monthly return data of equity mutual funds from the CRSP survivor-bias-free US mutual fund database available at the Wharton Research Data Services (WRDS). The monthly returns are net of trading costs and expenses (including fees). We select the funds existing from the beginning of 2000 to the end of 2019 (20 years). Throughout the paper, we focus on the equity funds that survived for at least 10 years and analyze the equity funds with complete monthly return data during each 10-year periods (2000-2009, 2001-2010, …, 2009-2018). We notice that WRDS uses “0” to denote a missing value for the monthly return. To be cautious with missing values, we delete any funds with a monthly return as zero for each 10-year period. This data cleaning step reduces the number of mutual funds to several thousand for each 10-year period, e.g., 2,722 equity funds during 2000-2009, and 5,123 funds during 2009-2018. The reason to consider 10-year windows will be explained in Section 3.2. We believe that the dataset with such a great amount of funds is sufficient for our analysis. There are three variables in this dataset: date, fund ID, and monthly return per share. For all the equity funds that survived in each 10-year period, Figure 1 plots their annual returns for the subsequent one year. For example, the cluster centered at 2010 represents the annual returns in 2010 for equity funds that survived during 2000-2009. It illustrates that the distributions of fund returns vary over the years, but most funds have annual returns around 0. Our primary goal here is to figure out how to select funds with persistent future performance based on the historical data.

To apply Carhart (1997) four-factor model in Section 3.2, we download data for the Fama-French market factors during this period from WRDS. There are six variables: (1) date, (2) monthly excess return on the market which is calculated as the value-weight return on all NYSE, AMEX and NASDAQ stocks (from CRSP) minus the one-month Treasury bill rate (from Ibbotson Associates), (3) the monthly average return on the three small
portfolios minus the average return on the three big portfolios, (4) the monthly average return on the two value portfolio (the high BE (Book Equity)/ME (Market Equity) ratios) minus the average return on the two growth portfolios (the low BE/ME ratios), (5) the momentum, and (6) the risk-free interest rate (one-month treasury bill rate).

![Figure 1: Annual returns for the mutual funds existing in the 10-year windows from 2000-2009 to 2009-2018. Each cluster center at a certain year represents the annual returns in that year for equity funds that survived during the previous ten years. Moreover, the y-coordinate of each point in a certain cluster is the annual return in that year so that the number of funds with the same level of annual returns is observable.](image)

### 3.2 Fund Performance Measurement

Carhart (1997) four-factor model has been widely used for measuring a mutual fund’s performance. Consider the four-factor model

\[
    r_{i,t} = \alpha_i + b_i r_{m,t} + s_i r_{smb,t} + h_i r_{hml,t} + m_i r_{mom,t} + \epsilon_{i,t},
\]

where \( r_{i,t} \) is the month \( t \) excess return of fund \( i \) over the risk free rate (proxied by the monthly 30-day T-bill beginning-of-month yield), \( r_{m,t} \) is the month \( t \) excess return on the CRSP NYSE/NASDAQ value-weighted market portfolio, \( r_{smb,t} \), \( r_{hml,t} \), and \( r_{mom,t} \) are the month \( t \) returns on zero-investment factor mimicking portfolios for size, book-to-market, and momentum, and \( \epsilon_{i,t} \) is the unobserved random error. Adjusting for the market factors, the intercept \( \alpha \) reflects a fund manager’s true capability to cover the trading cost and expenses. By convention, the positive \( \alpha \) indicates skilled performance. Skilled fund managers are considered to have stock-picking ability to make extra profits after fees and expenses, while unskilled fund managers’ ability is insufficient to cover the trading costs and expenses.
We should point out that there are other asset pricing models in finance. Jensen (1968) first introduced Jensen’s alpha to measure fund performance, which is the intercept of the CAPM model. The CAPM model directly regresses the excess monthly return on the market factor \( r_{m,t} \), and explains fund returns on the overall market. Fama and French (1993) three-factor model further considered \( r_{m,t} \), \( r_{smb,t} \) and \( r_{hml,t} \) as the market factors and has been demonstrated prominent performance in asset pricing. It is worth pointing out that our method does not rely on the assumption that the residuals in the four-factor model should be independent. Thus, misspecification in the model due to a lack of additional common factors does not invalidate our method. Nevertheless, the Carhart four-factor model is sufficient to demonstrate our method for analyzing mutual fund data. Our method can also be applied to the other pricing models according to the readers’ preferences.

The pursuit of positive alpha is based on the rationale that fund managers’ skills in investment persist through a certain period of years. Such rationale has been documented in the literature, e.g., Brown and Goetzmann (1995). Therefore, for a fund manager with a positive value of \( \alpha \) in the prior several years, we expect that she would maintain her good quality of investment in the future, at least for a few years. In practice, true \( \alpha \)'s are unobservable. Instead, we can calculate the ordinary least squares (OLS) estimate of \( \alpha \)’s for each 10 year period. During a certain period, \( t = 1, \cdots, T \), let \( r_i = (r_{i,1}, \cdots, r_{i,T})^\top \), \( r_m = (r_{m,1}, \cdots, r_{m,T})^\top \), \( r_{smb} = (r_{smb,1}, \cdots, r_{smb,T})^\top \), \( r_{hml} = (r_{hml,1}, \cdots, r_{hml,T})^\top \), \( r_{mom} = (r_{mom,1}, \cdots, r_{mom,T})^\top \), \( R = (r_m, r_{smb}, r_{hml}, r_{mom}) \), \( 1 = (1, \cdots, 1)^\top \). By standard linear model theory, the cross-sectional OLS estimator for \( \alpha_i \) can be written as \( \hat{\alpha}_i = h^\top r_i \), where \( h^\top = [(T - 1)^\top R (R^\top R)^{-1} R^\top 1 - 1^\top R (R^\top R - R^\top 1 1^\top R)^{-1} R^\top] \), for \( i = 1, \cdots, p \). The detailed derivation will be given in the Supplementary Materials A. It is clear that \( \text{cov}(\hat{\alpha}_i, \hat{\alpha}_j) = h^\top \text{cov}(r_i, r_j) h \), which suggests that there is dependence among \( \{\hat{\alpha}_i\}_{i=1}^p \).

Based on Carhart (1997) four-factor model, with a larger sample size \( T \), the OLS estimate of the true \( \alpha \) will be more accurate, which encourages us to choose a wider window for the analysis. However, a wider window will possibly raise the issue of survivor bias, that is, funds surviving for a longer time in the past also indicate the success of the funds. Considering such a trade-off, we focus on a 10-year window for applying the Carhart (1997) four-factor model, instead of a 5-year window (reduce the estimation accuracy) or a 15-year
window (raising survivor bias).

### 3.3 Challenges: Dependence and Nonnormality

Based on our derivation in Section 3.2, the OLS estimates $\{\hat{\alpha}_i\}_{i=1}^p$ possess covariance dependence. Let $\Sigma^*$ denote the covariance matrix where the $(i, j)$th element of $\Sigma^*$ is $h^\top \text{cov}(r_i, r_j)h$ and $\text{cov}(r_i, r_j)$ is calculated as the sample covariance between the observations $r_i$ and $r_j$. We further let $\Sigma$ denote the correlation matrix of $\Sigma^*$. To illustrate this dependence issue, we consider the equity fund data for a 10-year window from 2009 to 2018 as an example. There were 5,123 equity funds that survived during this period. We plot the eigenvalues of $\Sigma$ in Figure 2. The largest eigenvalue is 4,176, which shows that there is strong dependence. Meanwhile, the largest eigenvalue is 2,087 for 2,722 funds during 2000-2009. The largest eigenvalue increases when the number of funds increases, suggesting that the strong dependence will not be weakened by involving more funds.

![Scree plot](image.png)

Figure 2: Top 50 eigenvalues of $\Sigma$ for the mutual fund data between 2009 and 2018.

Various reasons are contributing to this strong dependence. One possible issue is the herding among the mutual funds, which is a common phenomenon documented by the literature (Wermers, 1999). Herding could arise when mutual funds are applying similar investment strategies. For example, funds often purchase the past year’s winners and sell the losers. As a result, these funds herd into (or out of) the same stocks at the same time. Another phenomenon we observed is that the empirical distributions of standardized $\{\hat{\alpha}_i\}_{i=1}^p$ are nonnormal. Kosowski, Timmermann, Wermers, and White (2006) explain the nonnormality phenomenon from two aspects: individual mutual fund $\alpha$’s nonnormality
and different levels of risk-taking among funds. The nonnormality arising from distinct levels of risk could be alleviated by standardization, but the normalized statistics are still affected by fund-level nonnormality, caused by many reasons such as nonnormal benchmark returns. Figure 3 plots two distributions of standardized OLS estimates of α’s as an example. Figure 3a has a bell shape roughly centered at 0, but with a long tail on the right. In Figure 3b, there is a mode on the left, not completely separated from the centered bell.

![Histograms and density plots](image)

Figure 3: Histograms and density plots of standardized OLS estimates for fund α’s during (a) 2002-2011 and (b) 2009-2018.

## 4 Degree of Non-Skillness (d-value)

### 4.1 Fund Selection by Multiple Testing Strategy

Recall that selection of the skilled mutual funds can be formulated as simultaneously testing

\[
H_{i0} : \alpha_i \leq 0 \quad \text{vs.} \quad H_{ia} : \alpha_i > 0, \quad i = 1, \cdots, p, \tag{5}
\]

where \(p\) is the number of mutual funds during a certain period. Then, the rejection of the \(i\)th null hypothesis \((\alpha_i \leq 0)\) represents the selection of the \(i\)th fund. Let \(\Sigma^*\) be the covariance matrix as calculated in Section 3.3. Let the diagonal elements of \(\Sigma^*\) be \(\{\sigma_i^2\}_{i=1}^p\). Standardize \(\Sigma^*\) to a correlation matrix \(\Sigma\). For notational convenience, let \(Z = (\hat{\alpha}_1/\sigma_1, \cdots, \hat{\alpha}_p/\sigma_p)^\top\), where \(Z\) is the vector of the standardized OLS estimators to avoid heteroscedasticity.

As shown by Theorem 1, the optimal multiple testing procedure can be constructed based on \(P(\alpha_i \leq 0 | Z)\) for \(i = 1, \cdots, p\), since the result in Theorem 1 is not restricted to the
mean vector. We consider such conditional probabilities, that is, conditional on the data we have, how likely each fund is not skilled. Intuitively, the smaller the value of $P(\alpha_i \leq 0|\mathbf{Z})$, the more likely the corresponding $\alpha_i$ is positive. Since we condition on the test statistics from all the mutual funds in our study, we do not lose the dependence information and the nonnormality structure. The construction of this conditional probability reveals our belief that even if we only look at a particular mutual fund, the information of all other funds is important for our understanding of this mutual fund’s performance.

Let $\mathbf{Z}_{(i)}$ be the vector of elements in $\mathbf{Z}$ excluding $Z_i$, then $P(\alpha_i \leq 0|\mathbf{Z})$ can be connected to the local FDR defined by Efron (2007):

$$P(\alpha_i \leq 0|\mathbf{Z}) = \frac{f(\mathbf{Z}_{(i)}|Z_i, \alpha_i \leq 0)}{f(\mathbf{Z}_{(i)}|Z_i)} \times P(\alpha_i \leq 0|Z_i),$$

where $f(\mathbf{Z}_{(i)}|Z_i, \alpha_i \leq 0)$ and $f(\mathbf{Z}_{(i)}|Z_i)$ are the conditional density functions. The term $P(\alpha_i \leq 0|Z_i)$ is the local FDR, where the conditional information is only $Z_i$. When evaluating the performance of the $i$th mutual fund, local FDR only focuses on the data of this fund and ignore the information from other funds. However, the first part of (6) contains the dependence information that makes $P(\alpha_i \leq 0|\mathbf{Z})$ different from the local FDR.

The conditional probability $P(\alpha_i \leq 0|\mathbf{Z})$ is the posterior probability of the null hypothesis given the test statistics, so it can be viewed as a generalized version of local FDR. In the statistics literature, such posterior probability has been considered as a significance measure where the test statistics possess some special dependence structures, e.g., Sarkar, Zhou and Ghosh (2008) consider equal correlation, and Tang and Zhang (2007) consider a time series dependence. The references are not exhaustive here. In our mutual fund selection problem, the test statistics possess a more general dependence that has not been well studied in the past. For ease of the presentation, we call $P(\alpha_i \leq 0|\mathbf{Z})$ the degree of non-skillness (d-value) for the $i$th mutual fund. The calculation of $P(\alpha_i \leq 0|\mathbf{Z})$ requires delicate analysis, but such efforts will be paid off as shown by our analysis for the mutual fund data in Section 6. Further discussions on the d-values will be given in Section 4.

With d-values, we can perform the FDR control method (Algorithm 1) to select skilled funds. Regarding Corollary 1, the monotonicity property of this procedure has an immediate
advantage in the mutual fund selection problem. If we consider two \( \theta \) levels: \( \theta_1 \) and \( \theta_2 \) with \( \theta_1 \leq \theta_2 \), then the selection set for \( \theta_1 \) belongs to the selection set for \( \theta_2 \) due to the monotonicity. Suppose an investor selected skilled funds based on our procedure. She was cautious in the beginning and set \( \theta = 0.1 \). Then, she did further investigations and analysis for the selected funds. Later, she realized that her earlier selection was too conservative, and she would like to update the threshold \( \theta \) to 0.15. Fortunately, she does not need to redo the analysis for the funds based on her new selection, because her new selection is only an expansion of her earlier choice. In contrast, the well-known Benjamini and Hochberg (1995) procedure does not possess this property. More specifically, the BH procedure rejects the largest \( k \) tests such that \( k^{-1} p_{(k)} \leq \theta/p \) where \( p_{(k)} \) is the \( k \)th ordered p-value. A larger \( k \) might produce a smaller \( k^{-1} p_{(k)} \), which violates the monotonicity.

The multiple testing in (5) is also related to testing inequality. In such a setting, removing the hypothesis with very negative test statistics may enhance the testing power (Romano and Wolf, 2018). For example, Giglio, Liao and Xiu (2021) consider a threshold \(- \log(\log T) \sqrt{\log p}\) to screen the test statistics. Since the number of hypotheses has been reduced, the sequence of thresholds in their BH procedure would be adjusted to improve the testing power. For each 10-year period in our data, very few test statistics have values smaller than this threshold, so this testing inequality issue has a limited effect on our mutual fund selection problem. More generally, removing a substantial amount of negative test statistics may affect the posterior probabilities through the dependence among the test statistics, but the impact is not clear, which can be pursued in our future research.

4.2 Mixture Model for Nonnormal and Dependent Test Statistics

In this section, we propose an approach to calculate the d-value \( P(\alpha_i \leq 0|\mathbf{Z}) \) for the \( i \)th fund. Let \( \mu_i = \alpha_i/\sigma_i \) for \( i = 1, \cdots, p \), then the signs of \( \alpha_i \) and \( \mu_i \) are the same, i.e., \( P(\alpha_i \leq 0|\mathbf{Z}) = P(\mu_i \leq 0|\mathbf{Z}) \). As a result, we can calculate \( P(\mu_i \leq 0|\mathbf{Z}) \) for d-value.

If the Carhart (1997) model fully explains the mutual fund data, in the ideal setting that the random errors are Gaussian distributed with known variances, conditional on \( \mu, \mathbf{Z} \) should follow a multivariate normal distribution. Based on our observation of the empirical
distribution of $\mathbf{Z}$, the nonnormality raises the challenge in modeling the data. This motivates us to propose an appropriate prior for $\mathbf{\mu}$. Recall that Figure 3a has a heavy tail on the right, and Figure 3b has a bell shape centered roughly at 0 as well as a left mode. The empirical distributions of $\mathbf{Z}$ for the other 10-year periods are presented in Supplementary Materials E, which also show the different shapes of nonnormal distributions. We consider a mixture prior to modeling the data structure as follows:

$$
\mathbf{Z} | \mathbf{\mu} \sim \mathcal{N}_p(\mathbf{\mu}, \mathbf{\Sigma})
$$

$$
\mu_i \sim \pi_0 \delta_{\nu_0} + \pi_1 N(\nu_1, \tau_1^2) + \pi_2 N(\nu_2, \tau_2^2), \ i = 1, \cdots, p,
$$

(7)

where $\pi_0 + \pi_1 + \pi_2 = 1$ and $\delta_{\nu_0}$ denotes a point mass at $\nu_0$ with $\nu_0 \leq 0$. Note that $\mathbf{\Sigma}$ is a known covariance matrix given the data. Each $\mu_i$ is distributed at a point mass $\nu_0$ with probability $\pi_0$ to capture the centered bell shape, and it can be distributed as a normal distribution $N(\nu_1, \tau_1^2)$ with probability $\pi_1$ and a normal distribution $N(\nu_2, \tau_2^2)$ with probability $\pi_2$ to capture the right and the left modes. The empirical distribution of $\mathbf{Z}$ shows that the point mass $\nu_0$ is close to 0 but not necessarily exact at 0. There are many well-established methods for mixture models with independent $\mathbf{Z}_i | \mu_i$, thus the joint likelihood can be decomposed as the product of the marginal likelihoods (Raykar and Zhao, 2011; Harvey and Liu, 2018). In our problem, such independence assumption is not satisfied. Therefore, the conventional expectation-maximization (EM) algorithm cannot be applied here for fitting the parameters. To the best of our knowledge, estimation under mixture models with such general dependence is still an open question. To facilitate our analysis, we propose a parametric model here, while a more flexible nonparametric modeling technique can be our future research interest.

4.3 Fitting Parameters in Mixture Model

Recall in the mixture model (7), there are eight unknown parameters: the proportions $\pi_0$, $\pi_1$ and $\pi_2$, the point mass $\nu_0$, and the parameters $\nu_1$, $\tau_1^2$, $\nu_2$ and $\tau_2^2$ for the two normal distributions. Among these parameters, there are seven free parameters, since we have the restriction $\pi_0 + \pi_1 + \pi_2 = 1$. The degree of non-skillness $P(\mu_i \leq 0 | \mathbf{Z})$ and the subsequent
multiple testing procedure all rely on these parameters which are unknown in practice. We will propose a method called “approximate empirical Bayes” to estimate these parameters. Several challenging issues arise due to the dependence and the number of parameters.

Motivated by Fan, Han and Gu (2012), we can express $Z$ as an approximate factor model. More specifically, let $\lambda_1, \cdots, \lambda_p$ be the non-increasing eigenvalues of $\Sigma$, and $\gamma_1, \cdots, \gamma_p$ be the corresponding eigenvectors. For a positive integer $l$, we can write

$$Z = \mu + CV + K,$$

where $C = (\sqrt{\lambda_1} \gamma_1, \cdots, \sqrt{\lambda_l} \gamma_l)$, $V \sim N_l(0, I_l)$ and $K \sim N_p(0, A)$ with $A = \sum_{i=l+1}^{p} \lambda_i \gamma_i \gamma_i^\top$. When $l$ is appropriately chosen, Fan, Han and Gu (2012) showed that $K$ are weakly dependent. Here, we choose $l = \max\{i \mid \lambda_i > 1\}$, and the weak dependence holds because $\lambda_1$ is extremely large in our data analysis. Let $C = (c_1, \cdots, c_p)^\top$ and the diagonal elements of $A$ be $\eta_1^2, \cdots, \eta_p^2$. Then, $\eta_i^2 = 1 - \|c_i\|^2$. Let $H = Z - CV - \nu_0 1$, then $H \sim N_p(\mu - \nu_0 1, A)$.

By location shift, we have

$$\mu_i - \nu_0 \sim \pi_0 \delta_0 + \pi_1 N(\nu_1 - \nu_0, \tau_1^2) + \pi_2 N(\nu_2 - \nu_0, \tau_2^2), i = 1, \cdots, p.$$

Let $u_1 = \nu_1 - \nu_0$ and $u_2 = \nu_2 - \nu_0$. Then, for $i = 1, \cdots, p$, the first four moments of $H_i$ (the $i$th element of $H$) are

$$EH_i = \pi_1 u_1 + \pi_2 u_2,$$

$$EH_i^2 = \pi_1 u_1^2 + \pi_2 u_2^2 + \eta_i^2 + \pi_1 \tau_1^2 + \pi_2 \tau_2^2,$$

$$EH_i^3 = \pi_1 u_1^3 + \pi_2 u_2^3 + 3(\tau_1^2 + \eta_i^2) \pi_1 u_1 + 3(\tau_2^2 + \eta_i^2) \pi_2 u_2,$$

$$EH_i^4 = \pi_1 u_1^4 + \pi_2 u_2^4 + 6(\tau_1^2 + \eta_i^2) \pi_1 u_1^2 + 6(\tau_2^2 + \eta_i^2) \pi_2 u_2^2 + 3(\tau_1^2 + \eta_i^2)^2 \pi_1 + 3(\tau_2^2 + \eta_i^2)^2 \pi_2 + 3\eta_i^4 \pi_0.$$

Normally we need to set up seven equations to solve these seven free parameters. However, more equations will increase the difficulty of solving the equation set and higher moments of $H_i$ will also have more complicated expressions of the parameters. Therefore, we only focus on the first four moments of $H_i$ and propose an approximate empirical Bayes method.
to estimate these parameters. In Algorithm 2, we present the method in details. We need to point out that Step 12, solving the equation set (9), is not a trivial task. For brevity, we relegate the detailed derivation steps to the Supplementary Materials D. In Step 1 of the algorithm, note that \( \nu_0 \) is very close to 0; thus, smaller values of \(|Z_i|\) tend to have \( \mu_i \) close to 0 in expression (8). In Step 10, note that \( \{H_i\}_{j=1}^p \) are weakly dependent so that the sample moments are expected to converge to the population moments in probability.

---

**Algorithm 2:** Parameter Estimation Algorithm

**Input:** \( Z \) is the vector of standardized OLS estimators; \( p \) is the length of \( Z \); \( C \) is the matrix \((\sqrt{\lambda_i}\gamma_1, \cdots, \sqrt{\lambda_i}\gamma_l)\); \( \Sigma \) is the covariance matrix of \( Z \); \( D_m \) is a search region for \( m \) with an increment 5; \( D_{\nu_0} \) is a search region for \( \nu_0 \) with a increment 0.1; \( D_{(\tau_1^2, \tau_2^2)} \) is a search region for \((\tau_1^2, \tau_2^2)\) with an increment 0.01 for both.

1. \( Z^{abs} \leftarrow \text{sort}(|Z|) \);  // sort the absolute values \(|Z_i|\) in increasing order
2. \( TV_{comp} \leftarrow 1 \)
3. for \( m \) in \( D_m \) do
   4. \( \text{index} \leftarrow \{i \mid |Z_i| \leq Z^{abs}[\text{as.integer}(p \times m\%)]\} \)
   5. \( Z^{part} \leftarrow Z[\text{index}] \);  // select \( m\% \) \( Z_i \) with the smallest absolute values
   6. \( C^{part} \leftarrow C[\text{index}] \);  // select \( C_i \) with respect to the selected \( m\% \) \( Z_i \)
   7. \( \tilde{\nu} \leftarrow \text{coefficient vector of L1regression}(Z^{part} \sim C^{part}) \)
4. for \( \nu_0 \) in \( D_{\nu_0} \) do
   5. \( \tilde{H} \leftarrow Z - CV - \nu_0 \textbf{1} \);  // estimate \( H = Z - CV - \nu_0 \textbf{1} \)
   6. \( (EH_i, EH_i^2, EH_i^3, EH_i^4) \leftarrow (\sum_{i=1}^p \hat{H}_i/p, \sum_{i=1}^p \hat{H}_i^2/p, \sum_{i=1}^p \hat{H}_i^3/p, \sum_{i=1}^p \hat{H}_i^4/p) \)
   7. for \((\tau_1^2, \tau_2^2)\) in \( D_{(\tau_1^2, \tau_2^2)} \) do
      8. \( (\tilde{\pi}_0, \tilde{\pi}_1, \tilde{\pi}_2, \tilde{u}_1, \tilde{u}_2) \leftarrow \text{solve} \ (9) \) based on \((EH_i, EH_i^2, EH_i^3, EH_i^4, \tau_1^2, \tau_2^2) \)
      9. \( (\tilde{\nu}_1, \tilde{\nu}_2) \leftarrow (\tilde{u}_1 + \nu_0, \tilde{u}_2 + \nu_0) \)
      10. \( \tilde{Z} \leftarrow \text{simulate data following} \ N_p(\hat{\mu}, \Sigma) \) where \( \hat{\mu}_i \sim \pi_{0i}\delta_{0i} + \pi_{1i}\tilde{\nu}_1(\tilde{\nu}_1, \tau_1^2) + \pi_{2i}\tilde{\nu}_2(\tilde{\nu}_2, \tau_2^2), \ i = 1, \cdots, p \),
      11. \( TV \leftarrow \text{the total variation between} \ Z \text{ and} \ \tilde{Z} \)
      12. if \( TV < TV_{comp} \) then
          13. \( TV_{comp} \leftarrow TV \);  // choose the smallest total variation
          14. \( SET_{best} \leftarrow (m, \tau_1^2, \tau_2^2, \nu_0, \tilde{\pi}_0, \tilde{\pi}_1, \tilde{\pi}_2, \tilde{\nu}_1, \tilde{\nu}_2) \)
      15. end
6. end

**Output:** \( SET_{best} \)

---

We apply this approximate empirical Bayes method to estimate the parameters in the mixture model for the empirical distribution of \( Z \) for every 10-year period from 2000-2009.
Table 2 shows that the total variations between the empirical distribution of $Z$ and the distribution of the simulated data based on the fitted mixture model are all below 0.017, suggesting that our fittings capture the nonnormal distribution well. For the $\nu_1$ and $\nu_2$, it is worth mentioning that we did not restrict $\nu_1 \leq \nu_2$ in the fitting. Thus, $\nu_1$ and $\nu_2$ could be the right mode or the left mode. It takes about 3 minutes to fit the parameters for a 10-year period on a Macbook. Time was computed by `proc.time()` function in R. While our method is more computationally intensive than some testing approaches (Benjamini and Hochberg, 1995; Storey, 2002), our efforts in such complicated modeling have much better performance, which will be demonstrated in Section 5 and 6.1.

Table 2: Fitted parameters, the proportion of data for $L_1$ regression and the total variation (TV) for 10-year periods.

| Year     | $m$% | $\tau_1^2$ | $\tau_2^2$ | $\nu_0$ | $\pi_0$ | $\pi_1$ | $\pi_2$ | $\nu_1$ | $\nu_2$ | TV       |
|----------|------|------------|------------|---------|---------|---------|---------|---------|---------|----------|
| 2000-2009| 15   | .11        | .16        | .00     | .1327   | .7918   | 1.5412  | .2625   | .0082   | 7.55E-02 |
| 2001-2010| 30   | .10        | .16        | -.20    | .1612   | .7687   | 1.3997  | .0887   | .0151   | 7.00E-02 |
| 2002-2011| 20   | .15        | .15        | -.10    | .1552   | .7595   | 1.1814  | .0402   | .0067   | 8.53E-02 |
| 2003-2012| 25   | .14        | .14        | -.20    | .2173   | .7139   | .7895   | -.0935  | .0050   | 6.87E-02 |
| 2004-2013| 25   | .15        | .15        | -.20    | .2384   | .7559   | 1.2090  | -.1341  | .0077   | 5.73E-03 |
| 2005-2014| 30   | .14        | .14        | -.10    | .2605   | .796E-01| .0182   | -.2084  | .0092   | 5.36E-03 |
| 2006-2015| 35   | .12        | .17        | .00     | .1471   | 2.02E-05| .8529   | 1.5978  | -.1206  | 2.02E-05 |
| 2007-2016| 30   | .11        | .21        | .00     | .2381   | 5.50E-05| .7619   | -.1126  | -.2885  | 5.50E-05 |
| 2008-2017| 40   | .12        | .26        | -.10    | .2691   | 2.29E-04| .7307   | -.1071  | -.4247  | 2.29E-04 |
| 2009-2018| 30   | .12        | .15        | -.10    | .0759   | 1.21E-01| .8035   | -.1203  | -.2418  | 1.21E-01 |

Figure 4: Histograms and density plots of $Z$ and the simulated data based on the parameter-fitting results from our approximate empirical Bayes method (AEB) during (a) 2002-2011 and (b) 2009-2018.

Figure 4 compares the shape of the empirical distribution of $Z$ and the simulated data based on the fitted parameters during 2002-2011 and 2009-2018. It is clear that the nonnormality phenomenon exists, so the p-value calculation based on the normality assumption is not sufficient here. Our proposed mixture model, on the other hand, can capture this struc-
ture. Figures S1 and S2 (Supplementary Materials E) demonstrate that the mixture model also well captures the various distributions for different 10-year periods. In Supplementary Materials E, we also compare our performance with another parameter estimation method developed in Harvey and Liu (2018).

By looking at the empirical distributions, a natural question is whether we should select the funds localized on the right tail part. From a p-value perspective, mutual funds on the right tail are more extreme observations and should be selected as significant. However, d-values for our testing procedure are quite different. The funds on the right tail are not necessarily selected by our procedure, and the funds on the right tail do not necessarily have a persistent performance for the subsequent years. We will further demonstrate this issue in Section 6.3 with more details.

4.4 Calculating Degree of Non-Skillness

Following the notation in Section 4.3, let $\lambda_1, \ldots, \lambda_p$ be the non-increasing eigenvalues for the covariance matrix $\Sigma$, and $\gamma_1, \ldots, \gamma_p$ be the corresponding eigenvectors. For a positive definite matrix $\Sigma$, the smallest eigenvalue $\lambda_p$ is positive. This helps us construct a strict factor model expression for the test statistics. More specifically, $\Sigma = \sum_{i=1}^{p} \lambda_i \gamma_i \gamma_i^\top$. We re-arrange this summation as

$$\Sigma = \sum_{i=1}^{p} (\lambda_i - \lambda_p) \gamma_i \gamma_i^\top + \lambda_p \sum_{i=1}^{p} \gamma_i \gamma_i^\top = \sum_{i=1}^{p} (\lambda_i - \lambda_p) \gamma_i \gamma_i^\top + \lambda_p I.$$

Therefore, the original data $Z$ can be stochastically expressed as follows:

$$Z = \mu + BW + \xi, \quad (10)$$

where $B = (\sqrt{\lambda_1 - \lambda_p} \gamma_1, \ldots, \sqrt{\lambda_{p-1} - \lambda_p} \gamma_{p-1})$, $W \sim N_{p-1}(0, I_{p-1})$ and $\xi \sim N_p(0, \lambda_p I_p)$. Note that if $\lambda_j = \lambda_p$, which corresponds to the spiked covariance model, the dimension of $W$ will be $(j - 1)$, and the subsequent calculation will be greatly simplified. The expression in (10) is different from expression (8) in Section 4.2. Here the elements in $\xi$ are independent, while the random errors in (8) are weakly dependent. Consider the row vector of $B$ as $b_i$.
for $i = 1, \cdots, p$. For notational convenience, we use $dN(\mu, \sigma^2)$ to denote the probability density function of $N(\mu, \sigma^2)$. The density of $Z$ can be expressed as

$$f(Z) = E_W \left\{ \prod_{i=1}^{p} \left[ \pi_0 dN(\nu_0 + b_i W, \lambda_p) + \pi_1 dN(\nu_1 + b_i W, \tau_1^2 + \lambda_p) + \pi_2 dN(\nu_2 + b_i W, \tau_2^2 + \lambda_p) \right] \right\}. \quad (11)$$

The last expectation is with respect to $W \sim N_{p-1}(0, I_{p-1})$. The detailed derivation is in the Supplementary Materials C. In the expression for $f(Z)$, $dN(\nu_0 + b_i W, \lambda_p)$ denotes the density of $N(\nu_0 + b_i W, \lambda_p)$ at point $Z_i$, and the other notations have similar meanings.

Similarly, $\int_{\mu_i \leq 0} f(Z, \mu_i) d\mu_i$ can be expressed as

$$\int_{\mu_i \leq 0} f(Z, \mu_i) d\mu_i = E_W \left\{ \prod_{i=1}^{p} \left[ \pi_0 dN(\nu_0 + b_i W, \lambda_p) + \pi_1 dN(\nu_1 + b_i W, \tau_1^2 + \lambda_p) + \pi_2 dN(\nu_2 + b_i W, \tau_2^2 + \lambda_p) \right] \right\}. \quad (12)$$

where

$$G_{\tau^2, \lambda_p}(\mu_0, b_i W, Z_i) = \frac{1}{\sqrt{2\pi(\lambda_p + \tau^2)}} \exp \left\{ \frac{\beta^2}{2\sigma^2} - \frac{(Z_i - b_i W)^2}{2\lambda_p} - \frac{\mu_0^2}{2\tau^2} \right\} \Phi \left( -\frac{\beta}{\sigma} \right). \quad (13)$$

The detailed derivation of expression (13) will be given in the Supplementary Materials C. Correspondingly, the degree of non-skillness $P(\mu_i \leq 0 \mid Z) = \int_{\mu_i \leq 0} f(Z, \mu_i) d\mu_i / f(Z)$.

So far, we have focused on selecting the skilled funds. Identifying unskilled funds is also important in practice, because investors can possibly avoid substantial loss by such selection. Similar to the multiple testing (5), we can also test $H_{0i} : \alpha_i \geq 0$ vs. $H_{ai} : \alpha_i < 0$, for $i = 1, \cdots, p$. We compute $P(\alpha_i \geq 0 \mid Z) = P(\mu_i \geq 0 \mid Z) = \int_{\mu_i \geq 0} f(Z, \mu_i) d\mu_i / f(Z)$. Smaller value of $P(\alpha_i \geq 0 \mid Z)$ indicates that $\alpha_i$ is more likely to be negative. We sort $P(\alpha_i \geq 0 \mid Z)$ from the smallest to the largest, and denote $LOS_1, \cdots, LOS_p$ as the non-decreasing order.
of \( P(\alpha_i \geq 0|Z) \). Given a \( \theta \) level, we choose the largest \( l \) such that
\[
l^{-1} \sum_{i=1}^{l} \text{LOS}(i) \leq \theta. \tag{14}
\]

For the expression of \( \int_{\mu_i \geq 0} f(Z, \mu_i) d\mu_i \), we have
\[
\int_{\mu_i \geq 0} f(Z, \mu_i) d\mu_i = E_W \left\{ \prod_{j=1}^{p} \left[ \pi_0 dN(\nu_0 + b_j W, \lambda_p) + \pi_1 dN(\nu_1 + b_i W, \tau_1^2 + \lambda_p) + \pi_2 dN(\nu_2 + b_i W, \tau_2^2 + \lambda_p) \right] \right\},
\]
in which
\[
Q_{\tau^2, \lambda_p}(\mu_0, b_i W, Z_i) = \frac{1}{\sqrt{2\pi(\lambda_p + \tau^2)}} \exp \left\{ \frac{\beta_i^2}{2\sigma^2} - \frac{(Z_i - b_i W)^2}{2\lambda_p} - \frac{\mu_0^2}{2\tau^2} \right\} \left( 1 - \Phi \left( \frac{-\beta_i}{\sigma} \right) \right).
\]

The detailed derivation will be given in the Supplementary Materials C.

4.5 Comparison with Other Existing Methods

Our approach is different from the existing methods in the mutual fund literature. We will compare with the following methods concretely: Ferson and Chen (2021): FC; Harvey and Liu (2020): HL20; Fan, Han and Gu (2012): FHG; Lan and Du (2019): FAT; Giglio, Liao and Xiu (2021): GLX; Harvey and Liu (2018): HL18.

Both FC and HL20 consider type II error in distinct ways from ours. FC improves estimates for the proportions of unskilled, zero-alpha, and skilled funds developed in Barras, Scaillet and Wermers (2010) by considering the power of the test and the confusion parameter, which increases the power of the test. It is a p-value based approach and ignores the dependence. HL20 uses a double-bootstrapped procedure to estimate the FDR and FNR. This approach can be used to compare FNR’s of different testing procedures if these testing procedures are provided, but it does not offer an optimal testing procedure.
FAT and GLX both assume an approximate factor model, in which conditional on the common factors, the random errors have a weakly dependent correlation matrix. By adjusting the common factors and standardization with the standard deviation of the random errors, the signal-to-noise ratio can be increased, thus enhancing the testing power. Since the resulting test statistics are nearly independent, FAT further considers Storey procedure (Storey, 2002), while GLX considers BH procedure (Benjamini and Hochberg, 1995). In practice, the fund returns may not satisfy such an approximate factor model, and the random errors may not have a weakly dependent correlation matrix, i.e., by adjusting the common factors and standardization, the resulting test statistics can still have general and strong dependence. BH and Storey procedure will be conservative for such settings. As a related but different approach, FHG directly estimates the FDP by incorporating the strong dependence. It does not rely on the assumption of the approximate factor model. The drawback is that it was designed for the setting with very sparse signals. When there is a substantial proportion of signals, FHG will be conservative. All three methods are p-value based approaches, which are not optimal. Our optimal procedure does not rely on the approximate factor model assumption, and it also adapts to different sparsity of signals.

HL18 is an estimation approach different from the multiple testing framework. It utilizes a two-part mixture model for the α’s, and develops an EM algorithm to estimate α’s. The EM algorithm is implemented under the assumption that conditional on the common factors, the random errors are independent. As an intermediate step in our approach, we considered a three-part mixture model for the test statistics, in which the dependence is general. Since it violates the independence assumption in HL18, we develop the approximate empirical Bayes method for fitting the parameters. We will demonstrate through numerical studies that our approach outperforms HL18 in terms of density fitting.

5 Simulation Studies

In the simulation studies, we consider \( p = 1000 \). For each simulation round, we first sample 1000 funds without replacement from the 2009-2018 dataset. The \( i \)th item in the sample is
fund \( s(i) \) from the original data. Then, we construct the new returns \( \tilde{r}_{it} \) as

\[
\tilde{r}_{it} = \mu_i \sigma_{s(i)} + R_t \hat{\beta}_{s(i)} + \epsilon_t, \quad \text{for } t = 1, \ldots, T,
\]

where \( R_t = (r_{m,t}, r_{smb,t}, r_{hml,t}, r_{mom,t}) \), \( \hat{\beta}_{s(i)} \) is the corresponding OLS coefficient vector for fund \( s(i) \), and \( \sigma^2_{s(i)} \) is the \( s(i) \)th diagonal element in the correlation matrix for the OLS estimates of \( \alpha \), which is discussed in Section 3.3. We construct \( \mu_i \) according to the mixture model (7) with \( \pi_0 = 0.1, \nu_0 = 0, \nu_1 = -0.5, \nu_2 = 1.2, \tau_1^2 = 0.1, \tau_2^2 = 0.1 \). We consider \( \epsilon_t \sim N_p(0, \Sigma_\epsilon) \) where \( \epsilon_t = (\epsilon_{1,t}, \cdots, \epsilon_{p,t})^\top \). Note that \( \pi_1, \pi_2 \) and \( \Sigma_\epsilon \) will affect the proportion of skilled funds (sparsity) and the dependence structure, respectively. We consider the following settings.

**Sparsity:** The proportion of skilled funds (sparsity) is mainly determined by \( \pi_2 \), since we set \( \nu_2 > 0 \). We change the value of \( \pi_2 \) to achieve different levels of sparsity. Correspondingly, \( \pi_1 \) is adjusted to ensure that \( \pi_0 + \pi_1 + \pi_2 = 1 \). Two settings are considered as follows.

1. \( \pi_1 = 0.7, \pi_2 = 0.2 \).
2. \( \pi_1 = 0.2, \pi_2 = 0.7 \).

\( \text{s.2} \) produces a denser signal setting than \( \text{s.1} \). Some testing procedures, such as FHG, are designed for sparse signals, so their procedures are more conservative under \( \text{s.2} \).

**Dependence:** Let \( \Sigma_\epsilon = \text{cor}(\Sigma^*_\epsilon) \) and \( \text{diag}(\Sigma^*_\epsilon) = (\sigma^2_{\epsilon_1(i)}, \ldots, \sigma^2_{\epsilon_p(i)}) \), where \( \sigma^2_{\epsilon_{s(i)}} = \Sigma_t \hat{\epsilon}^2_{s(i),t} / (T - 1) \) and \( \hat{\epsilon}_{s(i),t} = r_{s(i)} - \hat{\alpha}_{s(i)} - R_t \hat{\beta}_{s(i)} \). Three dependence structures are considered as follows.

1. **Strict factor model:** \( \mathbf{A} \in \mathbb{R}^{p \times 4}, \mathbf{A}_{ij} \sim N(0, 4) \), and \( \Sigma_\epsilon = \text{cor}(\mathbf{A} \mathbf{A}^\top + \mathbf{I}_p) \).
2. **Power-decay model:** \( \mathbf{A} \in \mathbb{R}^{p \times 10}, \mathbf{A}_{ij} \sim N(0, 4) \) and \( \Sigma_\epsilon = \text{cor}(\mathbf{A} \mathbf{A}^\top + \mathbf{M}) \) where the \((i, j)\)th element in \( \mathbf{M} \) is \( M_{ij} = \rho^{|i-j|} \) for \( i, j = 1, \ldots, p \) with \( \rho = 0.8 \).
3. **Long memory autocovariance model:** \( \mathbf{A} \in \mathbb{R}^{p \times 10}, \mathbf{A}_{ij} \sim \text{Uniform}(-1, 1) \) and \( \Sigma_\epsilon = \text{cor}(\mathbf{A} \mathbf{A}^\top + \mathbf{M}) \) where \( M_{ij} = 0.5 |i-j| + 1^{2H} - 2|i-j|^{2H} + |i-j|^{2H} \) for \( i, j = 1, \ldots, p \) and \( H = 0.9 \).

For the three settings of the dependence, conditional on the four market factors, the random errors possess additional strong dependence. The structure of \( \mathbf{M} \) in \( \text{d.3} \) has also been
considered in Bickel and Levina (2008).

| Dependence | Sparsity | Mean | Ours | Storey | BH | FAT | GLX | FC | HL20 | FHG |
|------------|----------|------|------|--------|----|-----|-----|----|------|-----|
| d.1        | s.1      | FDP  | 0.093| 0      | 0   | 0.162| 0.043| 0.061| 0.020| 0.068|
|            |          | FNP  | 0.049| 0.238  | 0.238| 0.035| 0.066| 0.068| 0.087| 0.073|
|            |          | selection | 222 | 0 | 0 | 252 | 195 | 197 | 170 | 192 |
|            | s.2      | FDP  | 0.097| 0.009  | 0    | 0.003| 0.025| 0.082| 0.026| 0.014|
|            |          | FNP  | 0.033| 0.311  | 0.713| 0.686| 0.158| 0.064| 0.172| 0.276|
|            |          | selection | 783 | 535 | 0 | 31 | 678 | 760 | 674 | 603 |
| d.2        | s.1      | FDP  | 0.095| 0      | 0   | 0    | 0.050| 0.057| 0.019| 0.073|
|            |          | FNP  | 0.060| 0.238  | 0.238| 0.239| 0.079| 0.070| 0.089| 0.073|
|            |          | selection | 212 | 0 | 0 | 185 | 193 | 168 | 194 |
|            | s.2      | FDP  | 0.101| 0.006  | 0    | 0    | 0.023| 0.093| 0.027| 0.013|
|            |          | FNP  | 0.054| 0.426  | 0.711| 0.711| 0.223| 0.058| 0.178| 0.277|
|            |          | selection | 778 | 423 | 0 | 644 | 769 | 669 | 601 |
| d.3        | s.1      | FDP  | 0.100| 0      | 0   | 0.090| 0.043| 0.054| 0.016| 0.055|
|            |          | FNP  | 0.060| 0.238  | 0.238| 0.167| 0.083| 0.068| 0.090| 0.082|
|            |          | selection | 213 | 0 | 0 | 101 | 179 | 195 | 167 | 181 |
|            | s.2      | FDP  | 0.100| 0.029  | 0    | 0    | 0.020| 0.064| 0.026| 0.013|
|            |          | FNP  | 0.066| 0.332  | 0.711| 0.562| 0.232| 0.085| 0.173| 0.303|
|            |          | selection | 770 | 496 | 0 | 291 | 636 | 735 | 670 | 566 |

Table 3: Comparison of our approach (Algorithm 1) with approximate empirical Bayes method for fitting the parameters and other FDR control methods for each combination of sparsity (s.1, s.2) and dependence structures (d.1, d.2, d.3) where $\theta = 0.1$. The average false discovery proportion (FDP), false non-discovery proportion (FNP), number of selection are calculated over 100 simulations for each setting.

We apply our multiple testing procedure (Algorithm 1) for each combination of sparsity and dependence with $\theta = 0.1$. As we consider the parameters in the mixture model unknown, our procedure first applies the approximate empirical Bayes method to fit the model before performing the FDR control method. The average FDP, FNP, and number of selection are calculated over 100 simulations in Table 3, and the total variation for the model fitting are presented in Supplementary Materials F. Furthermore, we compare with other existing FDR control methods (Benjamini and Hochberg, 1995; Storey, 2002; Fan, Han and Gu, 2012; Ferson and Chen, 2021; Lan and Du, 2019; Harvey and Liu, 2020; Giglio, Liao and Xiu, 2021) and model fitting procedure (Harvey and Liu, 2018) in these tables. (Correspondingly, we abbreviate these methods as BH, Storey, FHG, FC, FAT, HL20, GLX and HL18 method.) Table 3 illustrates that the average FDP of our approach is closer to 0.1 while the average FNP is smaller than the other methods under various sparsity and dependence structures. This is consistent with our theoretical result that our procedure can minimize FNR while controlling FDR at the desired level.
6 Skilled Funds Selection with FDR Control

We apply the multiple testing procedure (Algorithm 1) utilizing the degrees of non-skillness (d-value) to our downloaded data for equity funds in this section. It shows that our procedure selects funds with persistent performance and produces substantial returns in the subsequent years. The discrepancies in selections compared with the conventional multiple testing procedures mainly result from the differences between p-values and d-values. We compare these two measurements of significance in Section 6.3 to illustrate the advantage of d-values.

6.1 Dynamic Trading Strategy

We first demonstrate the short-term out-of-sample performance of our procedure. Hypothetically we had $1 million at the end of 2009. We selected the skilled funds by Algorithm 1 with \( \theta \) level as 0.15 based on the data from 2000 to 2009. Then we invested in the selected funds with equal weights for the year 2010. At the end of 2010, we re-selected the skilled funds based on the data from 2001 to 2010 and invested in the newly selected funds with equal weights for the year 2011. We continue the above trading strategy until the end of 2019. The value of our portfolio at the end of each year is plotted with a red line in Figure 5. For comparison, we first consider two conventional multiple testing procedures for selecting funds: BH procedure and Storey procedure. BH procedure is constructed based on the individual p-values. When there is general dependence among the test statistics, it is usually very conservative. Storey procedure is less conservative than BH procedure, and it can asymptotically control the FDR under the weak dependence of the test statistics. Barras, Scaillet and Wermers (2010) selected skilled funds based on Storey procedure. For a fair comparison, we choose the threshold as 0.15 for BH procedure and Storey procedure. Table 4 shows that after 10 years, our portfolio grows to $3.52 million (annual return 13.41\%) while their portfolios are less than $1.75 million. Due to the conservativeness, both BH procedure and Storey procedure fail to select any funds for many 10-year periods, resulting in the flat lines in Figure 5. It is also worth plotting the growth of the portfolio by investing in the S&P 500 index in Figure 5, since S&P 500 is a common benchmark for financial
investment. After 10 years, the S&P 500 index would grow to $2.90 million (annual return 11.22%), still much inferior to our constructed portfolio. Furthermore, we construct similar equal-weighted portfolios based on the funds selected by the existing methods discussed in Section 5. In particular, we consider FHG, FC, FAT, HL20, GLX, and HL18. Recall that HL18 is not an FDR control method, so funds whose HL18 estimates of alphas greater than 95% quantile are selected. The rest of the FDR control procedures above are implemented with $\theta = 0.15$. The returns of these portfolios are recorded in Figure 5 and Table 4, which shows that it is difficult to outperform S&P 500, while our procedure succeeds.

Figure 5: The values of portfolios selected by our procedure and other FDR control procedures (BH, Storey, FHG, FC, FAT, HL20 and GLX) from the end of 2009 to the end of 2019. “Skilled funds” refers to our portfolio. “S&P 500” is the value of S&P 500 index. For “HL18”, we construct the portfolio containing funds with HL18 estimation of alphas greater than its 95% quantile.

Table 4: The values of portfolios by the end of 2019 and the annual returns for each approach.

| Portfolio   | Value (million) | Annual Return (%) |
|-------------|-----------------|-------------------|
| Our method  | 3.52            | 13.41             |
| S&P 500     | 2.90            | 11.22             |
| HL18        | 2.83            | 10.98             |
| FAT         | 2.32            | 8.80              |
| HL20        | 2.27            | 8.56              |
| FHG         | 2.24            | 8.40              |
| GLX         | 2.18            | 8.09              |
| Storey      | 1.73            | 5.64              |
| FC          | 1.46            | 3.89              |
| BH          | 1.00            | 0.00              |
6.2 Long-term Performance Measured in Moving 10-year Windows

We further want to evaluate the long-term performance of the skilled funds selected by our procedure. Based on a 10-year window of historical data, we apply our proposed multiple testing procedure to select the skilled funds and the unskilled funds, with the rest considered as the non-selected group. For selecting the unskilled funds by the multiple testing procedure (14), we set the $\theta$ level as 0.05. The selection of skilled funds is the same as previous section. Remark that in Table 5 none of the funds were selected as skilled funds by our testing procedure for the period 2008-2017, which seems to be a very cautious selection. However, relating to the results in Section 6.1 for the dynamic trading strategy, this zero selection leads to zero loss in the year 2018, while S&P 500 lost 6.24% in that year.

Figure 6: The medians of estimated annual $\alpha$’s of the three groups selected based on the data from 2003-2012, and the estimated annual $\alpha$’s are calculated for each 10-year window after this period.

We will consider evaluating the performance of our selected funds by annual $\alpha$ medians. Recall that the $\alpha$ is used to measure the fund manager’s capability by adjusting the market factors. To avoid the effect of some outliers, we look at the median of the estimated $\alpha$’s for a selected group. An example is presented in Figure 6 where we classify the mutual funds into three groups (skilled, unskilled, non-selected) based on the data from 2003-2012 and plot the medians of the annual estimated $\alpha$’s of these three groups for the subsequent 10-year windows (2003-2012, $\cdots$, 2010-2019). In this example, the performance of the skilled funds and the unskilled funds are separated during the subsequent 10-year windows. For the non-selected funds, it may contain some skilled funds as well as some unskilled funds. Nevertheless, our selected skilled funds still dominate the performance of the non-selected group over time, and the non-selected group further dominates the unskilled group. However, such distinction among the three groups narrows over time, indicating that the
predictive power of our procedure deteriorates over a long horizon. More results are in Supplementary Material H. Generally, the medians of the estimated annual $\alpha$’s for the unskilled group are all negative, while the skilled group generated positive medians for the majority of the scenarios. In some favorable cases, for the selection based on the data from 2001-2010 and 2003-2012, the median for the selected skilled funds is above 2.5%. Such a pattern remains through the other 10-year window until 2010-2019.

Table 5: Average annual expense ratios and turnover ratios of funds in skilled, unskilled and non-selected groups.

|        | Skilled | Unskilled | Non-selected |
|--------|---------|-----------|--------------|
| 2000-2009 |         |           |              |
| Expense (%) | 1.37    | -         | 1.41         |
| Turnover (%) | 76.2    | -         | 80.5         |
| 2001-2010 |         |           |              |
| Expense (%) | 1.38    | -         | 1.40         |
| Turnover (%) | 91.1    | -         | 85.6         |
| 2002-2011 |         |           |              |
| Expense (%) | 1.34    | 2.09      | 1.38         |
| Turnover (%) | 67.6    | 510.4     | 85.1         |
| 2003-2012 |         |           |              |
| Expense (%) | 1.14    | 1.87      | 1.36         |
| Turnover (%) | 74.5    | 513.5     | 79.4         |
| 2004-2013 |         |           |              |
| Expense (%) | 0.95    | 1.81      | 1.34         |
| Turnover (%) | 51.6    | 192.5     | 76.1         |
| 2005-2014 |         |           |              |
| Expense (%) | 1.21    | 1.72      | 1.31         |
| Turnover (%) | 83.4    | 237.7     | 77.3         |
| 2006-2015 |         |           |              |
| Expense (%) | 1.27    | 1.95      | 1.29         |
| Turnover (%) | 52.3    | 2699.8    | 77.5         |
| 2007-2016 |         |           |              |
| Expense (%) | 1.14    | 1.73      | 1.24         |
| Turnover (%) | 34.9    | 441.6     | 77.4         |
| 2008-2017 |         |           |              |
| Expense (%) | -       | 1.49      | 11.5         |
| Turnover (%) | -       | 103.2     | 73.5         |
| 2009-2018 |         |           |              |
| Expense (%) | 2.00    | 1.53      | 1.16         |
| Turnover (%) | 65.6    | 116.1     | 74.0         |

We also analyze the difference of behaviors in these three groups (skilled, unskilled, non-selected) through expense ratios and turnover ratios provided by CRSP database. An expense ratio is the ratio of the total investment that fund managers pay for the fund’s operating expense. For each 10-year window, we calculate the average annual expense ratio for funds in each group. Note that we analyze fund $\alpha$’s net of trading fees, costs, and expenses, so the performance of funds should be largely affected by fund expenses. Carhart (1997) documents that equity funds generally underperform the benchmarks after expenses, which indicates that funds with low expense ratios are more favorable. Therefore, we expect skilled groups to have relatively lower expense ratios, and unskilled groups to have relatively higher expense ratios. The results in Table 5 agrees with our expectation for most of the
time. This exhibits the influence of expense on the performance of mutual funds.

On the other hand, we are interested in how activeness affects fund performance. We calculate the average annual turnover ratio to measure the activeness for each group. In the CRSP database, the turnover ratio for a fund is computed as the minimum of aggregated sales or purchases of securities over the average monthly total net assets of the fund. Carhart (1997) demonstrates turnover’s negative effect on funds’ performance. In Table 5, the distinction in turnover ratios between the skilled and the non-selected groups is slight, but the unskilled group has much higher turnover ratios for all the 10-year windows, which is consistent with the argument in Carhart (1997). Though high turnover ratios are not equivalent to bad performance, they could generate larger trading costs, fees, and expenses, which also explains higher average annual expense ratios for the unskilled group. It is worth pointing out that the skilled funds selected by the procedure in Barras, Scaillet and Wermers (2010) have similar turnover ratios as the unskilled funds, which indicates that their skilled group has different behaviors compared to our selected group. This difference is caused by the distinct rankings of funds based on d-values and p-values, which will be discussed in Section 6.3. By and large, our results suggest that overactive mutual funds during a certain period should be cautiously treated or even avoided by investors.

6.3 Comparison of d-value and p-value

The selection of funds based on our d-values is quite different from those based on the p-value, e.g., BH procedure or Storey procedure. The p-values of our selected skilled funds are not necessarily small, indicating that the funds located on the right tail part of the empirical distribution of $Z$ are not necessarily skilled. To present the distinction, for a certain 10-year window, we collect the funds with the top 50 smallest p-values (denoted as p-group) and the funds with the top 50 smallest d-values (denoted as d-group) after excluding the intersection part. We compare these two groups by p-values, d-values, estimated annual $\alpha$’s, and future returns in the following discussion.

Figure 7a provides the example boxplots of p-values and d-values for the two groups based on the data from 2000-2009. The d-group has a median p-value equal to 0.19, and
Figure 7: The comparison of the p-group and d-group selected based on the data from 2000-2009: (a) the box plots of p-values and d-values, and (b) the estimated annual α’s for each 10-year window after that period. ("others" refers to funds without top 50 smallest d-values nor p-values.)

Even the minimum p-value is greater than 0.04. In contrast, all the p-values in the p-group are less than 0.04. Similar phenomena can be observed in the boxplots for other periods in Figure S5 (Supplementary Materials I). Therefore, the rankings for funds based on d-values and p-values have a sharp distinction. A natural question is which ranking is better. We answer this question by comparing the fund performance in the p-group and d-group in Figure 7b. The plot of the medians of estimated annual α’s shows that the superior performance of the d-group is persistent in the subsequent moving 10-year windows compared to that of the p-group. For the p-group, we observe excellent performance in the beginning, but the performance deteriorates and becomes even worse than that of funds with relatively large p-values. More examples are shown in Figure S6 (Supplementary Materials I).

Figure 8: The boxplots for cumulative returns of funds in p-groups and d-groups for the following years. D-values and p-values are computed based on the data during (a) 2000-2009 and (b) 2003-2012.

We also look at the cumulative returns of funds in the two groups for the subsequent years over a long horizon. Figure 8 contains example boxplots for the cumulative returns of funds in p-groups and d-groups. In Figure 8a, the cumulative returns of funds in the
d-group, constructed based on the data from 2000-2009, have a median greater than 150% during 2010-2019, but the cumulative returns of the p-group have a negative median. More results are shown in Figure S7 (Supplementary Materials I). Overall, d-groups strongly outperform p-groups. Further investigation of the selected groups reveals additional support for our procedure. For instance, our selection of the d-groups based on 2003-2012 includes some prominent funds such as Fidelity and ProFunds, which has outstanding long-term performance in addition to their short-term performance for the year 2013. For example, Fidelity Select Portfolios: Medical Equipment & Systems Portfolio generated a total return of 297% from 2013 to 2019 while ProFunds: Biotechnology UltraSector generated a total return of 236% during the same period. However, such funds are not in the p-group constructed based on the data from 2003-2012.

7 Further Discussion

The current paper focuses on the performance of the mutual funds net of trading costs, fees, and expenses. We may look at returns of mutual funds before expenses. The latter directly reflects mutual fund managers’ capabilities to pick stocks. We can compute expenses in terms of the expense ratios, and add the estimated expenses to the current net returns. From the investors’ side, despite the management fee that investors have to pay out, they also receive dividends from the investment of some funds in addition to the returns. Some dividend-oriented funds may pay a substantial amount of dividends, which can not be ignored for calculating profits. In our aforementioned analysis, we did not collect the information of dividends for each fund. The above factors motivate us to collect the related information for the mutual fund data in our future research.

Acknowledgement

We want to thank the Joint Editor, the Associate Editor and the reviewer for many constructive comments which substantially improve the quality of the paper.
References

Barras, L., Scaillet, O. and Wermers, R. (2010). False discoveries in mutual fund performance: measuring luck in estimated alphas. *Journal of Finance, 65*, 179-216.

Benjamini, Y. and Hochberg, Y. (1995). Controlling the false discovery rate: a practical and powerful approach to multiple testing. *Journal of the Royal Statistical Society, Series B, 57*, 289-300.

Benjamini, Y. and Yekutieli, D. (2001). The control of the false discovery rate in multiple testing under dependency. *The Annals of Statistics, 29*, 1165-1188.

Bickel, P. J., & Levina, E. (2008). Covariance regularization by thresholding. *The Annals of Statistics, 36(6)*, 2577-2604.

Brown, S. J. and Goetzmann, W. N. (1995). Performance persistence. *The Journal of Finance, 50(2)*, 679-698.

Carhart, M. M. (1997). On persistence in mutual fund performance. *The Journal of Finance, 52(1)*, 57-82.

Efron, B. (2007). Correlation and large-scale simultaneous significance testing. *Journal of the American Statistical Association, 102*, 93-103.

Falkenstein, E. G. (1996). Preferences for stock characteristics as revealed by mutual fund portfolio holdings. *The Journal of Finance, 50(2)*, 679-698.

Fama, E. F. and French, K. R. (1993). Common risk factors in the returns on stocks and bonds. *Journal of Financial Economics, 33*, 3-56.

Fan, J., Han, X. and Gu, W. (2012). Estimating false discovery proportion under arbitrary covariance dependence (with discussion). *Journal of American Statistical Association, 107*, 1019-1035.

Fan, J. and Han, X. (2017). Estimation of the false discovery proportion with unknown dependence. *Journal of Royal Statistical Society-Series B, Methodology, 79*, 1143-1164.

Fan, J., Ke, Y., Sun, Q. and Zhou, W. (2019). FarmTest: Factor-adjusted robust multiple testing with false discovery control. *Journal of American Statistical Association, 114*, 1880-1893.

Ferson, W., and Chen, Y. (2021). How many good and bad funds are there, really? *Handbook of Financial Econometrics, Mathematics, Statistics, and Machine Learning, 3753–3827*

Genovese, C. and Wasserman, L. (2002). Operating characteristics and extensions of the false discovery rate procedure. *Journal of Royal Statistical Society, Series B, 64*, 3, 499-517.

Giglio, S., Liao, Y., and Xiu, D. (2021). Thousands of alpha tests. *The Review of Financial Studies, 34(7)*, 3456-3496.
Harvey, C. R., and Liu, Y. (2018). Detecting repeatable performance. *The Review of Financial Studies, 31*(7), 2499-2552.

Harvey, C. R., and Liu, Y. (2020). False (and missed) discoveries in financial economics. *The Journal of Finance, 75*(5), 2503-2553.

Jensen, M. C. (1968). The performance of mutual funds in the period 1945-1964. *The Journal of Finance, 23*(2), 389-416.

Kosowski, R., Timmermann, A., Wermers, R. and White, H. (2006). Can mutual fund stars really pick stocks? New evidence from a bootstrap analysis. *The Journal of Finance, 61*(6), 2551-2595.

Lan, W., and Du, L. (2019). A factor-adjusted multiple testing procedure with application to mutual fund selection. *Journal of Business and Economic Statistics, 37*(1), 147-157.

Ma, Y., Xiao, K. and Zeng, Y. (2020). Bank debt versus mutual fund equity in liquidity provision. *Manuscript, SSRN 3489673.*

Raykar, V. and Zhao, L. H. (2011). Empirical Bayesian thresholding for sparse signals using mixture loss functions. *Statistica Sinica, 21*, 124-149.

Romano, J. P., & Wolf, M. (2018). Multiple testing of one-sided hypotheses: combining Bonferroni and the bootstrap. *International Conference of the Thailand Econometrics Society, 78*-94

Sarkar, S. (2002). Some results on false discovery rate in stepwise multiple testing procedures. *Annals of Statistics, 30*(1), 239-257.

Sarkar, S. (2006). False discovery and false non discovery rates in single step multiple testing procedures. *Annals of Statistics, 34*, 394-415.

Sarkar, S., Zhou, T. and Ghosh, D. (2008). A general decision theoretic formulation of procedures controlling FDR and FNR from a Bayesian perspective. *Statistica Sinica, 925*-945.

Scharfstein, D. S., and Stein, J. C. (1990). Herd behavior and investment. *The American Economic Review, 465*-479.

Storey, J.D. (2002). A direct approach to false discovery rates. *Journal of the Royal Statistical Society, Series B, 64*, 479-498.

Sun, W. and Cai, T. (2007). Oracle and adaptive compound decision rules for false discovery rate control, *Journal of the American Statistical Association, 102*, 901-912

Tang, W. and Zhang, C-H (2007). Empirical Bayes methods for controlling the false discovery rate with dependent data. *Complex Datasets and Inverse Problems, 151*-160.

Wermers, R. (1999). Mutual fund herding and the impact on stock prices. *The Journal of Finance, 54*(2), 581-622.