Partial-wave mixing in Hamiltonian effective field theory
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The spectrum of excited states observed in the finite volume of lattice QCD is governed by the discrete symmetries of the cubic group. This finite group permits the mixing of orbital angular momentum quanta in the infinite volume. As experimental results refer to specific angular momentum in a partial-wave decomposition, a formalism mapping the partial-wave scattering potentials to the finite volume is required. The formalism is developed herein for Hamiltonian effective field theory, an extension of chiral effective field theory incorporating the Lüscher relation linking the energy levels observed in finite volume to the scattering phase shift. The formalism provides an optimal set of rest-frame basis states maximally reducing the dimension of the Hamiltonian, and it should work in any Hamiltonian formalism. As a first example of the formalism’s implementation, lattice QCD results for the spectrum of an isospin-2 $\pi\pi$ scattering system are analyzed to determine the $s$, $d$, and $g$ partial-wave scattering information.
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I. INTRODUCTION

The established nonperturbative approach to understanding the emergent phenomena of the relativistic quantum field theory of the strong interactions, quantum chromodynamics (QCD), is the numerical approach of lattice QCD. While experiment probes QCD through infinite-volume scattering observables such as the phase shift and inelasticity, the finite-volume and Euclidean-time aspects of the lattice formulation render the accessible quantity to be the spectrum of states in the finite-volume lattice. For the case of elastic two-body scattering in the rest frame, Lüscher \cite{Lüscher1998, Lüscher1999, Lüscher2000} proved that these observables are related by what is now known as Lüscher’s formula.

Up to exponentially suppressed corrections, the proof shows that a quantum field theoretic system can be reduced to a quantum mechanical system with an effective potential. The infinite-volume phase shift and the finite-volume spectrum are then related by the potential independent Lüscher’s formula. An equivalent approach is Hamiltonian effective field theory (HEFT). In the standard approach, a potential is parametrized, fit to the finite-volume lattice QCD spectrum, and the infinite-volume phase shift is then derived from the fit. HEFT was formulated in the baryon sector with reference to the Delta baryon resonance. In the simplest case, the scattering of a nucleon and a pion through an intermediate Delta baryon basis state was considered. Upon rearranging the formal equation arising from \( \det(H - \lambda I) = 0 \), one can make contact with the established result of chiral perturbation theory, either in a finite volume or in the continuum. Indeed, the structure of the terms of the Hamiltonian is dictated by chiral perturbation theory. In the weakly interacting perturbative limit, HEFT reproduces chiral perturbation theory in a finite volume.

The equivalence, up to exponentially suppressed corrections, between Lüscher’s method and HEFT has been examined in detail for the single partial-wave case in Ref. \cite{Curtis2019}. In other words, HEFT provides an alternate bridge connecting the finite-volume spectrum and the infinite-volume phase shifts, but does not change the fixed relationship between them.

HEFT also provides insight into the structure of the finite-volume eigenstates. In solving the Hamiltonian eigenvalue equation for the finite-volume energy eigenstates, one obtains an eigenvector describing the composition of the eigenstates in terms of the basis states of the Hamiltonian matrix. The energy eigenvector describes the contribution of each basis state in the Hamiltonian to the eigenstate. When the regulator takes phenomenologically motivated forms associated with the finite size of the hadrons participating in the scattering, one gains insight...
into the manner in which the Hamiltonian model states are constructed by the basis states of the Hamiltonian [5]. For example, in the low-lying nucleon spectrum, scattering states excited by lattice QCD interpolating fields are described within the Hamiltonian effective field theory in terms of the same hadronic scattering degrees of freedom [6–9].

While the model-independent finite-volume quantization condition approach, based upon the Lüscher method, has been extended to various cases, including asymmetric boxes [10–12], moving frames [13–18], the multichannel case [19–24], nonzero spins [25–28], twisted-boundary conditions [29–32], and the multibody case [33–50], HEFT is still in the early stages of development.

HEFT was first introduced in Ref. [51] to study a $\Delta \to N\pi$ system and was developed further in a series of works [4–9,52]. It is worth mentioning that it is straightforward to include more channels in the HEFT framework [4–9]; however, it has not been extended to the high partial-wave case yet. Until now, HEFT has only been applied to single partial-wave cases, in which the high dimension of the case yet. Until now, HEFT has only been applied to single partial-wave cases, in which the high dimension of the Hamiltonian matrix can be significantly reduced through the consideration of $C_3(N)$ symmetry, i.e., the symmetry associated with summing the squares of three integers to the value $N$.

Once the mixing of higher partial waves is taken into account, one must abandon the use of $C_3(N)$ and work with higher dimension matrices. The focus of this investigation is to create an optimal set of rest-frame cubic-group basis states, maximally reducing the dimension of the Hamiltonian and enabling the determination of several partial-wave scattering parameters simultaneously. The formalism developed herein for partial-wave mixing is easily generalized to the nonzero spin case. For the moving-frame case, a method based on the formalism here is under development and will be presented in a future work. We also note that the formalism works not only in HEFT, but also in any Hamiltonian formalism, e.g., the harmonic oscillator basis effective theory [53,54].

In Sec. II, the infinite-volume and finite-volume Hamiltonians are introduced and relations between infinite- and finite-volume potentials are established. Section III presents the new formalism for creating the rest-frame cubic-group basis states required to accommodate partial-wave mixing. In Sec. IV, lattice QCD results for isospin-2 $\pi\pi$ scattering [55] are examined to illustrate the formalism in practice and examine the consistency between the formalism created here and Lüscher’s method. Finally, results are summarized in Sec. V.

### II. INFINITE-AND FINITE-VOLUME HAMILTONIANS

The Hamiltonian operator of a three-dimensional infinite-volume (IFV) system can be written in bra-ket notation as

$$
\hat{H} = \hat{H}_0 + \hat{V} = \int \frac{d^3k}{(2\pi)^3} h(k) |k\rangle \langle k| + \int \frac{d^3p}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} V(p, k) |p\rangle \langle k|, \tag{2.1}
$$

with the conventions

$$
1 = \int d^3x |x\rangle \langle x| = \int \frac{d^3k}{(2\pi)^3} |k\rangle \langle k|, \quad \langle x|k\rangle = e^{ik\cdot x},
$$

$$
\langle y|x\rangle = \delta^3(y - x), \quad \langle p|k\rangle = (2\pi)^3 \delta^3(p - k), \tag{2.2}
$$

where $h(k)$ and $V(p, k)$ are the total kinematic energy and the momentum-dependent potential of two particles. Then from

$$
\langle x|\hat{V}|k\rangle = \int d^3y V(x, y) \langle y|k\rangle, \tag{2.3}
$$

we have

$$
V(p, k) = \langle p|\hat{V}|k\rangle = \int d^3x d^3y e^{-i(p - k) \cdot x} V(x, y), \tag{2.4}
$$

where $V(x, y)$ (instead of $V(x) \delta^3(y - x)$) is introduced to allow for the consideration of nonlocal potentials.

Correspondingly, in the finite periodic volume (FV) where momenta are discrete, the Hamiltonian can be written with bra-ket notation as follows:

$$
\hat{H}_L = \hat{H}_0 + \hat{V}_L = \sum_{n \in \mathbb{Z}^3} \hbar \left(\frac{2\pi n}{L}\right) |n\rangle \langle n| + \sum_{n' \in \mathbb{Z}^3} V_L \left(\frac{2\pi n'}{L}, \frac{2\pi n_n'}{L}\right) |n\rangle \langle n|, \tag{2.5}
$$

with the conventions

$$
1 = \int_{L^3} d^3x |x\rangle \langle x|, \quad 1 = \sum_{n \in \mathbb{Z}^3} |n\rangle \langle n|, \quad \langle n'|n\rangle = \delta_{n', n},
$$

$$
\langle y|x\rangle = \sum_{n \in \mathbb{Z}^3} \delta^3(y - x + nL), \quad \langle x|n\rangle = L^{-3/2} e^{i2\pi x_n} \tag{2.6}
$$

where the subscript $L$ denotes the periodic boundary condition of length $L$, and $\int_{L^3} d^3x$ denotes an integral over the first period of coordinate space.

The relationship between $V(p, k)$ of Eq. (2.1) and $V_L(2\pi n'/L, 2\pi n/L)$ of Eq. (2.5) is obtained through the consideration of the conventions.
where \( |k\rangle \rightarrow L^{3/2} |n\rangle \) to ensure the convention \( \sum_{n \in \mathbb{Z}^3} |n\rangle \langle n| = 1 \). Now,

\[
\int \frac{d^3p}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} V(p, k) |p\rangle \langle k| \rightarrow \sum_{n, n' \in \mathbb{Z}^3} \left( \frac{2\pi}{L} \right)^6 \frac{1}{(2\pi)^6} L^{3/2} |n'\rangle \langle n| L^{3/2} \\
\times V\left( \frac{2\pi n'}{L}, \frac{2\pi n}{L} \right),
\]

where \( V_L = V/L^3 \).

Lüscher’s formula is a one-to-one relation only in the simplest cases. In more general cases, most data fail to find the partners required to apply Lüscher’s formula directly. As a consequence, a fitting process is necessary. In the normal Lüscher approach, e.g., Ref. [55], the phase shift is parametrized and constrained by lattice results. In contrast, the potential is parametrized and constrained in this approach.

The phase shifts can be solved from the Lippmann-Schwinger equation

\[
\hat{T} = \hat{V} + \hat{V}(E - \hat{H}_0 + i\epsilon)^{-1} \hat{T},
\]

where \( E \) is the total energy of system in the rest frame. With the partial-wave expansions

\[
\langle p | \hat{V} | k \rangle = \sum_{l, m} v_l(p, k) Y_{lm}(\hat{p}) Y^*_{lm}(\hat{k}),
\]

\[
\langle p | \hat{T} | k \rangle = \sum_{l, m} t_l(p, k; E) Y_{lm}(\hat{p}) Y^*_{lm}(\hat{k}),
\]

we have

\[
t_l(p, k; E) = v_l(p, k) + \int q^2 dq v_l(p, q) t_l(q, k; E) \left( \frac{2\pi}{3} \right) \frac{1}{E - h(q) + i\epsilon}.
\]

Then the phase shift is given by

\[
e^{2i\delta_l(E)} = 1 - i \frac{q^2}{4\pi^2} \left( \frac{dh(q)}{dq} \right)^{-1} \bigg|_{q=\tilde{q}} t_l(\tilde{q}, \tilde{q}; E),
\]

where \( \tilde{q} \) is the on-shell momentum, i.e., \( h(\tilde{q}) = E \).

With a suitable momentum cutoff, the dimension of the FV Hamiltonian of Eq. (2.5) remains too high to solve for the spectrum. Moreover, one encounters an overwhelming number of degeneracies in the spectrum. In the next section, a formalism providing an optimal set of rest-frame basis states is developed. The formalism maximally reduces the dimension of the Hamiltonian and thus resolves the degeneracy problem.

### III. MIXING BETWEEN PARTIAL WAVES

From rotational invariance, the infinite-volume potential can be expanded as in Eq. (2.11),

\[
V(p, k) = \sum_{l, m} v_l(p, k) Y_{lm}(\hat{p}) Y^*_{lm}(\hat{k}).
\]

Then we will have

\[
\hat{V}_L = \sum_{n', n} \sum_{l} L^{-3} v_l(k_{n'}, k_{n}) Y_{lm}(\hat{n'}) Y^*_{lm}(\hat{n}) |n', n\rangle,
\]

\[
= \sum_{N', N} \sum_{l} \frac{1}{4\pi L^3} v_l(k_{N'}, k_{N})
\times \left( \sum_{\tilde{n}} \sqrt{4\pi} Y_{l m}(\tilde{n}) |\tilde{n}\rangle \right) \left( \sum_{\tilde{n}} \sqrt{4\pi} Y^*_{l m}(\tilde{n}) |\tilde{n}\rangle \right),
\]

\[
= \sum_{N', N} \sum_{l} \tilde{v}_l(k_{N'}, k_{N}) \sum_{m} |N'; l, m\rangle \langle N; l, m|,
\]

where we use \( N \) to represent \( n^2 \), and we introduce

\[
\tilde{v}_l(k_{N'}, k_{N}) = \frac{1}{4\pi L^3} v_l(k_{N'}, k_{N}),
\]

\[
k_{N'} = \frac{2\pi \sqrt{N}}{L} \quad \text{and} \quad n = \sum_{n' = N}
\]

to simplify the notation. We also define

\[
|N; l, m\rangle = \begin{cases} \sum_{\tilde{n}} \sqrt{4\pi} Y_{lm}(\tilde{n}) |\tilde{n}\rangle & N \neq 0 \\ \delta_{l,0} |n = (0, 0, 0)\rangle & N = 0 \end{cases}
\]

In fact, if we hold \( k_{N} = 2\pi\sqrt{N}/L \) fixed and let \( L \) go to infinity, then \( N \) will also go to infinity. Then the summation in Eq. (3.4) will be approximately proportional to an integral over solid angle, and hence, \( |N; l, m\rangle \) will be approximately proportional to an IFV form \( (N_k \equiv \frac{(2\pi)}{L})^2 \),

\[
|N_k; l, m\rangle := \int d\Omega_k Y_{lm}(\hat{k}) |k\rangle.
\]

In the case of the infinite volume, with rotational invariance, we can label the energy spectrum in a spin-\( l \) representation of the orthogonal group \( O(3) \), and the spectrum can be extracted from a reduced Hamiltonian...
\[
\hat{H}_l = \int \frac{k^2 dk}{(2\pi)^3} \hbar(k) \sum_{l,m} |N_l; l, m\rangle \langle N_l; l, m| \\
+ \int \frac{p^2 dp}{(2\pi)^3} k^2 dk \sum_{l,m} |N_{l'; l, m}\rangle \langle N_{l'; l, m}|.
\]
\[
(3.6)
\]

When we make the system finite, however, we can only describe the energy spectrum in an irreducible representation \(\Gamma\) of the cubic group \(O_h\). But the \(\Gamma\) is also constrained by the initial rotational-invariant potential and the structure of the lattice momentum sphere.

As states with different \(N\) are orthogonal to each other (this is correct both for \(|n\rangle\) and \(|N; l, m\rangle\), we will restrict our discussion to a fixed \(N\) first.

It is important to note that states \(|N; l, m\rangle\) defined by Eq. (3.4) are linear combinations of the \(C_3(N)\) states \(|n\rangle\) with \(n^2 = N\). Recall that \(C_3(N)\) is the number of ways to represent the integer \(N\) as a sum of squares of three integers. The states \(|N; l, m\rangle\) are not necessarily orthonormal or linearly independent. If we define

\[
V_N = \text{span}\{|n\rangle|n^2 = N\},
\]
\[
V_{N;l,\text{cut}} = \text{span}\{|N; l, m\rangle|l \leq l_{\text{cut}}, \text{all } m\},
\]

we will have

\[
\dim(V_{N;l,\text{cut}}) \leq \dim(V_N) = C_3(N) \quad \forall \ l_{\text{cut}} \in \mathbb{N}. \quad (3.8)
\]

Moreover, a positive definite Hermitian matrix \(P_N\) for each \(N\) can be introduced to represent their inner products as follows:

\[
[P_N]_{l',m',l,m} = \langle N; l', m'|N; l, m \rangle = \left\{ \begin{array}{ll}
4\pi Y^*_{l'm'(\mathbf{n})} \delta_{l',l} \delta_{m',m} & N \neq 0 \\
0 & N = 0
\end{array} \right.
\]
\[
(3.9)
\]

\(P_N\) reflects the degree of partial-wave mixing for a given \(N\). Examples are provided in the Appendix B. For values of \(N\) having relatively small values of \(C_3(N)\), \([P_N]_{l',m';l,m}\) contains many large elements off the diagonal of \(l' = l\) and \(m' = m\) indicating significant angular momentum mixing. However, for other values of \(N\), where \(C_3(N)\) is relatively large, the averaging process brings \([P_N]_{l',m';l,m}\) closer to the diagonal. In fact, as \(N\) tends to infinity, \(P_N/C_3(N)\) will approximate an identity matrix with index \((l,m)\).

Considering the definition Eq. (3.4), \(|N; l, m\rangle\) behaves as the vectors of the irreducible representations (irreps) of \(O(3)\). The irreps of \(O(3)\) indicated as spin-parity \(J^p\) will decompose into the irreps of \(O_h\). For \(l = 0, \ldots, 4\), the decomposition is

\[
0^+ = A_1^+,
\]
\[
1^- = T_1^-, 
\]
\[
2^+ = E^+ \otimes T_2^+,
\]
\[
3^- = A_2 \otimes T_1^+ \otimes T_2^-,
\]
\[
4^+ = A_1^+ \otimes E^+ \otimes T_1^+ \otimes T_1^- \otimes T_2^+.
\]
\[
(3.10)
\]

Thus, it is convenient to introduce another basis as follows:

\[
|l; \Gamma, f, \alpha\rangle = \sum_m [C_I]_{\Gamma, f, \alpha m} |l, m\rangle,
\]
\[
(3.11)
\]

with matrix elements of \(C_I\) given in Table I for \(l \leq 4\). Here, \(\Gamma\) indicates the irrep, \(\alpha\) runs from 1 to the dimension of the irrep \(\Gamma\), and \(f\) runs from 1 to the number of occurrences of the irreducible representation \(\Gamma\) in the angular momentum \(l\).

\begin{table}[h]
\begin{center}
\begin{tabular}{c|ccc}
\hline
\(l\) & \(\Gamma\) & \(\alpha\) & \(\sum_m [C_I]_{\Gamma, f, \alpha m} |l, m\rangle\) \\
\hline
0 & \(A_1\) & 0 & \(0, 0\) \\
1 & \(T_1\) & 1 & \(\frac{1}{\sqrt{2}} (|1, -1\rangle - |1, 1\rangle)\) \\
 & & 2 & \(\frac{1}{\sqrt{2}} (|1, -1\rangle + |1, 1\rangle)\) \\
 & & 3 & \(|1, 0\rangle\) \\
2 & \(E\) & 1 & \(|2, 0\rangle\) \\
 & & 2 & \(-\frac{1}{\sqrt{2}} (|2, -2\rangle - |2, 2\rangle)\) \\
 & & 3 & \(\frac{1}{\sqrt{2}} (|2, -2\rangle + |2, 2\rangle)\) \\
3 & \(T_2\) & 1 & \(-\frac{1}{\sqrt{2}} (|3, -1\rangle + |3, 1\rangle)\) \\
 & & 2 & \(\frac{1}{\sqrt{2}} (|3, -1\rangle - |3, 1\rangle)\) \\
 & & 3 & \(\frac{1}{\sqrt{2}} (|3, 0\rangle)\) \\
4 & \(A_2\) & 1 & \(-\frac{\sqrt{3}}{2} (|3, -2\rangle - |3, 2\rangle)\) \\
 & & 2 & \(\frac{\sqrt{3}}{2} (|3, -2\rangle + |3, 2\rangle)\) \\
 & & 3 & \(\frac{1}{\sqrt{6}} (|4, -4\rangle + |4, 4\rangle)\) \\
 & & 4 & \(-\frac{\sqrt{3}}{6} (|4, -4\rangle + |4, 4\rangle)\) \\
\hline
\end{tabular}
\end{center}
\end{table}

TABLE I. Matrix elements of \(C_I\) for \(l = 0, 1, 2, 3, 4\). This table is provided in many papers, e.g., Table A.2 of [56], and the parity is suppressed here.
For \( l \leq 4 \), as shown in Table I, the value of \( f \) always equals 1. Now, we can define a new basis as follows:

\[
|N, l; \Gamma, f, \alpha\rangle = \sum_m |C_i|_{m; l, f, \alpha} |N; l, m\rangle. \tag{3.12}
\]

As \( C_i \) is a unitary matrix and independent of \( N \), we have

\[
\sum_m |N', l; m\rangle \langle N, l; m| = \sum_{l, f, \alpha} |N', l; \Gamma, f, \alpha\rangle \langle N, l; \Gamma, f, \alpha|, \tag{3.13}
\]

and the potential Eq. (3.2) will be

\[
\hat{V}_L = \sum_{N', N} \sum_l \bar{v}_l(k_{N'}, k_N) \sum_{\Gamma, f, \alpha} |N, l; \Gamma, f, \alpha\rangle \langle N', l; \Gamma, f, \alpha|. \tag{3.14}
\]

Now \( |N, l; \Gamma, f, \alpha\rangle \) with different \( N, \Gamma, \alpha \) are orthogonal, so we can define matrix \( P_{N;l, f, \alpha} \) to represent their inner products,

\[
[P_{N;l, f, \alpha}]_{l', f', \alpha} = \langle N, l'; \Gamma, f', \alpha|N, l; \Gamma, f, \alpha\rangle = \sum_{m', m} [C_i]_{m', l, f, \alpha}^* [P_N]_{l', m', f, \alpha} [C_i]_{m, l, f, \alpha}. \tag{3.15}
\]

That is, we first perform a unitary transformation to the \( P \) matrix of Eq. (3.9) to make it block diagonal according to the irreps of the cubic group and then isolate the \( \Gamma, \alpha \) part submatrix.

Now, we can impose an angular momentum cutoff \( l_{\text{cut}} \) such that

\[
\hat{V}_L = \sum_{N', N} \sum_{l=0}^{l_{\text{cut}}} \bar{v}_l(k_{N'}, k_N) \sum_{\Gamma, f, \alpha} |N', l; \Gamma, f, \alpha\rangle \langle N, l; \Gamma, f, \alpha|. \tag{3.16}
\]

To extract the spectrum in a given representation \( \Gamma \), we only need a reduced potential

\[
\hat{V}_{L; \Gamma, \alpha} = \sum_{N', N} \sum_{l=0}^{l_{\text{cut}}} \bar{v}_l(k_{N'}, k_N) \times \sum_f |N', l; \Gamma, f, \alpha\rangle \langle N, l; \Gamma, f, \alpha| \tag{3.17}
\]

for any \( \alpha \).

As we know, the angular momentum quantum number \( L \) is not a good quantum number in the finite volume. Therefore, \( L \) cannot appear in a good basis. Indeed, the states labeled as \( |N, l; \Gamma, f, \alpha\rangle \) are not orthogonal. Shells defined in \([37]\) can show this point clearly. Shells can divide states \( |n\rangle \) with \( n^2 = N \) further, and there are seven different kinds of shells: \( (0,0,0) \times 1 \), \( (0,0, c) \times 6 \), \( (0, b, b) \times 12 \), \( (0, b, c) \times 24 \), \( (a, a, a) \times 8 \), \( (a, a, c) \times 24 \), and \( (a, b, c) \times 48 \), where the numbers indicate how many different states are referred. As shells are representations of \( O_h \), they can be decomposed into irreps as well. The decomposition is given as follows:

\[
(0, 0, 0) = A_1^+, \]
\[
(0, 0, c) = A_1^+ \oplus E^+ \oplus T_1^-, \]
\[
(0, b, b) = A_1^+ \oplus E^+ \oplus T_1^+ \oplus T_2^+ \oplus T_2^-, \]
\[
(0, b, c) = A_1^+ \oplus A_2^+ \oplus 2E^+ \oplus T_1^+ \oplus 2T_1^- \oplus 2T_2^+ \oplus 2T_2^-, \]
\[
(a, a, a) = A_1^+ \oplus A_2^+ \oplus E^+ \oplus E^- \oplus T_1^+ \oplus T_1^- \oplus 2T_2^+ \oplus 2T_2^-, \]
\[
(a, a, c) = A_1^+ \oplus A_2^+ \oplus A_2^+ \oplus A_2^- \oplus 2E^+ \oplus 2E^- \oplus 3T_1^+ \oplus 3T_1^- \oplus 3T_2^+ \oplus T_2^- . \tag{3.18}
\]

It is easy to find only one shell in \( N = 1 \), namely, \((0,0,1)\). As there is no \( T_2^+ \) in \( (0,0,1) \), the state \( |N; l, m\rangle = |1; 2, m\rangle \) has no \( T_2^+ \), even though \( l = 2 \) has. Similarly, there is only one \( A_1^+ \) in \((0,0,1)\), so \( A_1^+ \) in \((1,0,0)\) and \((1,4,0)\) will be linearly independent. Therefore, \( |N = 1, l = 0; \Gamma = A_1^+, f = 1, \alpha = 1 \rangle \) and \( |N = 1, l = 4; \Gamma = A_1^+, f = 1, \alpha = 1 \rangle \) are linearly dependent.

Furthermore, there are two shells in \( N = 9 \), \((0,0,3)\) and \((2,2,1)\). These irreps, such as \( A_1^+, A_2^+, E^+ \) appear more than once, which means \( |N = 9, l = 0; \Gamma = A_1^+, f = 1, \alpha = 1 \rangle \) and \( |N = 9, l = 4; \Gamma = A_1^+, f = 1, \alpha = 1 \rangle \) can be linearly independent. Thus, another state label, \( F \), is introduced to replace \( l \) and \( f \). The largest value of \( F \) is denoted as \( F_{\text{max}} \) and this value is governed by \( \Gamma, l_{\text{cut}} \) and \( N \), i.e., \( F_{\text{max}} = F_{\text{cut}}(\Gamma, l_{\text{cut}}, N) \). \( F_{\text{max}} \) is at most \( F_{\text{cut}} \), which counts the \( l \) and \( f \), and does not depend on \( N \), i.e., \( F_{\text{cut}}(\Gamma, l_{\text{cut}}) \).

For example, when \( \Gamma = A_1^+ \) and \( l_{\text{cut}} = 4 \), \( F_{\text{cut}}(A_1^+, 4) = 2 \), as \( A_1^+ \) appears twice in Eq. (3.10). For \( N = 9, F_{\text{max}}(A_1^+, 4, 9) = 2 \), as there are two independent states originating from shells \((0,0,3)\) and \((2,2,1)\). However, \( F_{\text{max}}(A_1^+, 4, 1) = 1 \) for \( N = 1 \). In Appendix A, we give a detailed calculation for \( N = 1 \) and \( 9 \) cases.

Now, we proceed to orthonormalize the basis \( |N; l; \Gamma, f, \alpha\rangle \) to get the final basis labeled as \( |N; \Gamma, F, \alpha\rangle \). From the Wigner-Eckart theorem, \( v_{\Gamma, F, \alpha}(k_{N'}, k_N) \) is \( \alpha \) independent and we have

\[
\hat{V}_L = \sum_{N', N} \sum_{F', \alpha} v_{\Gamma, F', \alpha}(k_{N'}, k_N) \times \sum_{\alpha} |N'; \Gamma, F', \alpha\rangle \langle N; \Gamma, F, \alpha|. \tag{3.19}
\]
Using Eq. (3.14),

\[ v_{\Gamma,F',\Gamma'}(k_N', k_N) = \langle N'; \Gamma, F', \alpha | \tilde{V}_L | N; \Gamma, F, \alpha \rangle \]

\[ = \sum_{l=0}^{l_{\text{cut}}} \tilde{v}_l(k_N', k_N) \times \sum_f \langle N'; \Gamma, F', \alpha | N'; l, \Gamma, f, \alpha \rangle \]

\[ \times \langle N; l, \Gamma, f, \alpha | N; \Gamma, F, \alpha \rangle, \]

\[ = \sum_{l=0}^{l_{\text{cut}}} \tilde{v}_l(k_N', k_N) [G_{\Gamma,F'}]_{N',F';N,F} \quad \forall \alpha, \]

(3.20)

where

\[ [G_{\Gamma,F'}]_{N',F';N,F} = \sum_f [M_{\Gamma,F';\Gamma,F}]^*_{f,N',F} [M_{\Gamma,F'}]_{f,N,F} \quad \forall \alpha, \]

(3.21)

with

\[ [M_{\Gamma,F';\Gamma,F}]_{f,N,F} = \langle N; l; \Gamma, f, \alpha | N; \Gamma, F, \alpha \rangle. \]

(3.22)

The inner product matrix Eq. (3.15) tells us not only how to do the orthonormalization, but also how to compute the mixed inner product in Eq. (3.22), so it summarizes all the things needed to solve for \( G \).

As a specific implementation of the orthonormalization procedure, we present an eigenmode-based method here. An alternative approach based on the Gram-Schmidt procedure is presented in Appendix A. We discuss the case \( F_{\text{cut}}(\Gamma, l_{\text{cut}}) = 1 + 1 \) and construct \( \tilde{P} \) in this work. The orthonormalization of \( \tilde{P} \) containing \( \Gamma \) are different) here, and the generalization should be straightforward. One proceeds by selecting particular values for \( N, \Gamma, \alpha, \) and \( f \) and constructing the inner-product matrix

\[ \tilde{P}_{N,\Gamma,\alpha} X^l = \lambda^l X^l, \]

(3.24)

providing the orthonormalized eigenvectors \( X^l \) with eigenvalues \( \lambda^l \). States \( |N; \Gamma, F, \alpha \rangle \equiv |F \rangle \) can be constructed from

\[ |\tilde{F}_1 \rangle = X^l \langle l | j \rangle, \]

\[ |\tilde{F}_2 \rangle = X^j \langle j | l \rangle. \]

(3.25)

These states are easily normalized via the consideration of

\[ \langle \tilde{F}_1 | \tilde{F}_1 \rangle = X_j^l \langle l | j \rangle X^l_j, \]

\[ = X_j^l [\tilde{P}_{N,\Gamma,\alpha}]_{j,l} X^l_j, \]

\[ = \lambda^l X^l \lambda^l = \lambda^l. \]

(3.26)

Thus, the orthonormal vectors \( |N; \Gamma, F, \alpha \rangle \) are

\[ |N; \Gamma, F, \alpha \rangle = \begin{cases} 0, & \lambda^l = 0 \\ \frac{X_j^l}{\sqrt{\lambda^l}} |N, l; \Gamma, f, \alpha \rangle, & \lambda^l \neq 0 \end{cases}. \]

(3.27)

\( F_{\text{cut}}(\Gamma, l_{\text{cut}}) \) counts the representation \( \Gamma \) in all \( l \leq l_{\text{cut}} \) and the +1 accounts for \( N = 0 \).

In summary, the general approach proceeds as follows. First, one performs the summation in Eq. (3.9) to get the \( (l_{\text{cut}} + 1)^2 \) matrices \( P_{N,N'} \). Second, the unitary transformation of Eq. (3.15) is performed to make these blocks diagonal according to the irreps of the cubic group. One then considers the \( \Gamma, \alpha \) portions, which are \( F_{\text{cut}} \times F_{\text{cut}} \) matrices. Finally, one uses these inner product matrices to orthonormalize the states \( |N, l; \Gamma, f, \alpha \rangle \) to construct the final \( |N; \Gamma, F, \alpha \rangle \) basis states and compute the combination coefficients \( G \) through Eqs. (3.21) and (3.22).

At last, we generalize our discussion for particles with spin. The first step is to add the spin quantum number \( (s, s_z) \) to \( |k \rangle \) to give \( |k; s, s_z \rangle \), then one combines them with spherical harmonics as in Eq. (3.5) to define

\[ |k; l, l_z; s, s_z \rangle := \int d\Omega_k Y_{l_z}(\hat{k}) |k; s, s_z \rangle, \]

(3.29)

and it can be further combined with the Clebsch-Gordan coefficients \( \langle l, l_z; s, s_z | j, j_z \rangle \) to produce

\[ |k; l, s; j, j_z \rangle := \sum_{l_z, \alpha} |k; l, l_z; s, s_z \rangle \langle l, l_z; s, s_z | j, j_z \rangle. \]

(3.30)

Since \( (j, j_z) \) are now the good rotation quantum numbers, Wigner-Eckart theorem will only allow the interactions built with
\[ |k'; l', s'; j, j_z; l; s; j, j_z| \quad (3.31) \]

We also note that when in the finite volume, one will need the \( P \)-matrix for \( |N; l, s; j, j_z| \) (that is the finite-volume counterpart for \( |k; l, s; j, j_z| \)) defined as

\[
[P_{N,s}]_{l', s'; j', j_z'|l, s; j, j_z} = \langle N; l', s'; j', j_z'|N; l, s; j, j_z \rangle \\
= \sum_{l_z, s_z} \langle l', s'; j', j_z'|l, s; j, j_z \rangle [P_N]_{l,l_z,s,s_z} \times \langle l, l_z; s, s_z|j, j_z \rangle, \quad (3.32)\]

where \( P_N \) is the \( P \)-matrix defined in Eq. (3.9). Second, one constructs the cubic basis as in Eq. (3.12) to be

\[ |N; l, s; \Gamma, f, \alpha \rangle = \sum_m [C_j]_{\Gamma, f, \alpha; j, j_z} |N; l, s; j, j_z \rangle, \quad (3.33) \]

where the coefficient matrix \( C_j \) can be found in many papers, e.g., Table A.2 (for bosons) and Table A.4 (for fermions) of Ref. [56]. It is now straightforward to get the \( P \)-matrix for \( |N; l, s; \Gamma, f, \alpha \rangle \), to use it to orthonormalize these states, and to obtain the final combination coefficients.

### IV. EXAMPLE OF ISOSPIN-2 \( \pi \pi \) SCATTERING

In this section, the formalism developed herein is applied to analyze lattice QCD results for the isospin-2 \( \pi \pi \) scattering system. In doing so, we will explore the consistency of a separable potential analysis result with that from Lüscher’s method.

The lattice QCD results are from Ref. [55] where an anisotropic action is used. They quote the spatial lattice spacing \( a_s \sim 0.12 \) fm, temporal lattice spacing \( a_t^{-1} \sim 5.6 \) GeV, and the anisotropy \( \xi = a_s/a_t = 3.444(6) \).

When setting the scale, we refer to \( a_s \) and \( \xi \). The pion mass for the simulation results \( a_m = 0.06906(13) \) – 396 MeV. In our analysis, only \( \xi = 3.444(6) \) and \( a_m = 0.06906(13) \) will be used, since we did not find sufficiently precise values for \( a_s \) and \( a_t \) in Ref. [55]. In the analysis of Ref. [55], lattice results above the \( 4\pi \) threshold are not included and since our formalism does not include the four-body contributions, we apply the same cut. The results we fit are illustrated in Fig. 1.

#### A. Separable potential analysis

Following Ref. [55], we work with dimensionless lattice units. The energy \( h \) of Eq. (2.1) is taken as

\[ a_s h(k) = 2\sqrt{(a_m)^2 + (ak)^2}, \quad (4.1) \]

and when going to the finite-volume system, we have

\[ a_t k \to a_t k_N = a_t \frac{2\pi\sqrt{N}}{L}. \quad (4.2) \]

Only \( s, d, \) and \( g \) waves will be taken into account as in Ref. [55]. With the partial-wave expansion of Eq. (3.1), the partial-wave potentials are taken to be of a simple separable form

\[ a_t^{-2} \nu_i(p, k) = \frac{G_i}{(a_t k_N)^2} f_i(p) f_i(k), \quad (4.3) \]

with

\[ f_0(k) = \frac{1}{(1 + (d_0 a_t k_N)^2)^2}, \]
\[ f_2(k) = \frac{(d_2 a_t k_N)^2}{(1 + (d_2 a_t k_N^2)^2)^3}, \]
\[ f_4(k) = \frac{(d_4 a_t k_N)^4}{(1 + (d_4 a_t k_N^2)^2)^4} \quad (4.4) \]

with parameters \( G_i \) and \( d_i \) dimensionless.
There are two fit parameters \( G_l \) and \( d_l \) for each partial wave. The amplitude of the potential is governed by \( G_l \). The \( s \)-wave potential reaches its peak value at \( k = 0 \), while the peak positions of the \( d \)- and \( g \)-wave potentials are determined by \( d_l \). The shapes of these potentials are shown in Fig. 2. For \( G_0 \sim G_2 \sim G_4 \), the potentials have the natural progression \( v_0 > v_2 > v_4 \).

The spectrum is solved from the reduced Hamiltonian discussed in Sec. III. Then the phase shifts are determined through the Lippmann-Schwinger as discussed around Eq. (2.10). With the cutoff \( N_{\text{cut}} \) chosen to be 600 (\( \sim 10 \) GeV) as in Ref. [4], the full Hamiltonian involves \( \sum_{N=0}^{600} C_3(N) = 61565 \) states and can be reduced to Hamiltonians of dimension 923, 965, and 963 for \( A^+ \), \( E^+ \), and \( T^+ \), respectively.

B. Fitting to lattice QCD results

Our fitting procedure is to minimize \( \chi^2 \) defined by

\[
\chi^2 = (E_{\text{Sep}} - E_{\text{Lattice}})^T [C]^{-1} (E_{\text{Sep}} - E_{\text{Lattice}}),
\]

where \( E_{\text{Sep}} - E_{\text{Lattice}} \) denotes the vector of the differences between the spectrum obtained in the separable potential model and the lattice. The covariance matrix \( C \) denotes the covariances in the lattice spectrum of Ref. [55].

When fitting with all six parameters free, the phase shifts \( \delta_2 \) and \( \delta_4 \) show an unreasonable behavior in the high-momentum range due to the exclusion of high-energy lattice QCD results above the \( 4\pi \) threshold which would otherwise constrain the regulator parameters \( d_2 \) and \( d_4 \). In the absence of lattice constraints, we consider three models for the parameters \( d_2 \) and \( d_4 \).

Introducing the more familiar regulator parameter \( \Lambda \) via

\[
\frac{k}{\Lambda} = d_l a, \quad l = 0, 2, 4,
\]

model and the lattice. The covariance matrix \( C \) denotes the covariances in the lattice spectrum of Ref. [55].

![FIG. 2. The s, d, and g partial-wave potential, \( a_{l^2}v_l(k, k) \), with illustrative parameters \( G_0 = 1/20 \) and \( G_2 = G_4 = d_0 = d_2 = d_4 = 1 \).](image)

![FIG. 3. Finite-volume spectrum fit of the separable potential model to the lattice QCD results of Ref. [55] for isospin-2 \( \pi\pi \) scattering. Solid curves illustrate the energies resolved in the separable potential model as the fit parameters of Table II Case B are optimized to fit the lattice QCD results (square points). Dashed curves illustrate the noninteracting rest-frame pion-pair energies as in Fig. 1.](image)
we consider values $d_A = 7.17$, $d_B = 4.78$, and $d_C = 3.58$ corresponding to $\Lambda_A \sim 0.8$ GeV, $\Lambda_B \sim 1.2$ GeV, and $\Lambda_C \sim 1.6$ GeV, respectively.

We proceed with $d_0$ as a fit parameter and constrain $d_1 = d_3 = d_i$ with $i = A$, $B$, or $C$. The resulting parameters are shown in Table II. The volume-dependent spectra are shown in Fig. 3 using the parameters for case B with $\Lambda_B \sim 1.2$ GeV. The phase shifts and potentials are illustrated in Fig. 4 for all three cases considered.

In the top pair of figures in Fig. 4, the phase shifts and potentials for $s$-wave scattering are given. Because of the similar fit parameters in the three cases considered, it is not surprising that their corresponding phase shifts and potentials are similar. It illustrated how these lattice QCD results constrain the $s$-wave phase shift of $\pi\pi$ scattering well. Moreover, the separable potential model result is consistent with that of Ref. [55] employing Lüscher’s method.

In the remaining panels of Fig. 4, the $d$- and $g$-wave phase shifts and potentials are shown. They show different features from the $s$-wave case. In the low-momentum range where lattice QCD results constrain the effective field theory, all three cases predict phase shifts in a consistent manner and in agreement with Lüscher’s method for the phase shifts away from the $4\pi$ cut [55]. Beyond the $4\pi$ cut, the various cases diverge.

The behavior of the potentials provides an explanation for this. The lattice QCD results prefer a potential increasing steadily in the low-momentum range. However, there is freedom to lower the value of $d$ with a suitable increase in $G$ at the same time to maintain the behavior of the potential in the low-momentum regime. If we increase $d$, we do get smaller $\chi^2$, but that may not be reasonable. If one expects $v_0 > v_2 > v_4$, then $d_2 = d_4 = d_B$ is favored over $d_C$. To constrain these parameters, one needs information from the lattice at higher energies.

We now proceed to estimate the uncertainties associated with the separable potential analysis. Here we focus on the preferred case with $\Lambda_B \sim 1.2$ GeV.

FIG. 4. Phase shifts (left) and potentials (right) for $s$, $d$, and $g$ waves from the separable potential model are illustrated by the curves for the three cases considered as described in the text. The square points from Ref. [55] are those that can be extracted from the finite-volume spectrum of Fig. 1 using Lüscher’s method. The vertical lines denote the $4\pi$ threshold with $\langle a(k) \rangle^2 = 0.0143$. 
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Our covariance for parameters $\lambda_i$ is defined as $[\mathcal{H}/2]^{-1}$, where $[\mathcal{H}]$ is the Hessian of $\chi^2$, the matrix of second-order partial derivatives over parameters

$$
[\mathcal{H}]_{i,j} = \frac{\partial^2 \chi^2}{\partial \lambda_i \partial \lambda_j}. \tag{4.7}
$$

As two $d_i$ are fixed, we only have four parameters and the final covariance returned by MINUIT 2 (ordered as $G_0, d_0, G_2, G_4$) is

$$
\begin{pmatrix}
11.4 & 0.674 & 58.4 & -1.97 \times 10^2 \\
0.674 & 0.0773 & 1.53 & -9.61 \\
58.4 & 1.53 & 8.02 \times 10^2 & -1.28 \times 10^3 \\
-1.97 \times 10^2 & -9.61 & -1.28 \times 10^3 & 9.45 \times 10^4
\end{pmatrix} \tag{4.8}
$$

As the different values of $l$ are decoupling in solving for the phase shifts, the values underlined in Eq. (4.8) are used in calculating the errors in the phase shifts. To obtain error estimates, we resample the parameters by using Eq. (4.8) to give 10000 sets of parameters for each $l$. These parameter sets are then used to solve for the phase shifts at 10000 different momenta, as illustrated by the scattered points in Fig. 5. Results from our analysis and from Ref. [55] are consistent, as shown in Fig. 5. Thus, the reduction formalism is working well and the Hamiltonian formalism is indeed consistent with the Lüscher method. Furthermore, one advantage of our method might convey is that to formally disentangle unphysical partial-wave mixing using the Lüscher method without any assumptions (even EFT assumptions), one needs different physical volumes where the same scattering momentum is allowed. Arranging this for each energy level is, computationally, impractical, at least in a lattice QCD setting. On the other hand, it is worth mentioning that the $\pi \pi$ phase shifts are all very small in our calculation. Noting our energy range is below the $4\pi$ threshold, we expect chiral perturbation theory ($\chi$PT) to be applicable in this energy regime. Thus, it is no surprise that the spectrum and resulting phase shifts can be described by our phenomenological model with four free parameters.

We can also examine the free state constituents of the energy eigenstates. Table III describes the composition of the first three energy eigenstates for $L/a_t = 24$ and $\Gamma = \Lambda_\pi^+$. Basis states with momenta $k_N$ span the columns. Each row describes the contributions of the basis states as a percentage to an energy eigenstate.

| Eigenstate | $N = 0$ | $N = 1$ | $N = 2$ | $N = 3$ | $N = 4$ |
|-----------|-------|-------|-------|-------|-------|
| First     | 99.7  | 0.2   | 0.0   | 0.0   | 0.0   |
| Second    | 0.1   | 97.4  | 1.9   | 0.2   | 0.0   |
| Third     | 0.0   | 1.5   | 94.5  | 2.8   | 0.3   |

Note that the further an eigenenergy is away from the free energy, the more complex is its structure. Only when an eigenstate is close in energy to the noninteracting basis state will the eigenstate be dominated by single free state. For the first few energy eigenstates in the other representations considered, it is not surprising that they are almost 100% composed by a single free state as their energies are almost the free energies.

V. SUMMARY

In this work, a formalism based on Hamiltonian effective field theory has been developed to address partial-wave mixing in a periodic finite volume. The formalism is required to connect infinite-volume partial-wave scattering phase shifts to the finite-volume spectra of lattice QCD.
Our formalism has been developed with reference to the rest frame. A key step is to introduce a momentum cut and an angular momentum cut in the finite volume, enabling one to reduce the dimension of the Hamiltonian in the finite volume. Indeed, the formalism presented herein provides an optimal set of rest-frame basis states maximally reducing the dimension of the Hamiltonian. To obtain the optimal rest-frame basis states, we introduced several intermediate bases as shown in Eqs. (3.4) and (3.12). Calculation of their inner products not only illustrates partial-wave mixing but also enables the determination of the link from the original infinite-volume Hamiltonian, where the scattering potentials are defined, to the finite volume of the lattice where irreps of the cubic group are considered. Finally, we presented a specific step-by-step implementation of the process to determine the infinite-volume potentials contributing to the irreps of the finite volume.

We then considered an in-practice example of isospin-2 \( \pi \pi \) scattering to test the consistency between a separable potential model and Lüscher’s method as implemented in Ref. [55]. The results demonstrate that the formalism developed herein is consistent with that of Lüscher. While relating the finite-volume spectrum and phase shifts as in Lüscher’s method, a Hamiltonian formalism also provides insight into the composition of the finite-volume energy eigenstates. In this analysis, one observes only mild mixing between the noninteracting basis states. This provides a deeper understanding of why current lattice methods for exciting these two-particle states are so effective.

Additional information is available from the consideration of scattering systems in moving frames. In light of the limited information available in contemporary lattice QCD simulations in the rest frame, we consider the development of the moving frame formalism to be necessary. The moving frame formalism is also necessary for a three-body formalism, since two of the three particles can have a nonvanishing total momentum. In the three-body case, a direct Hamiltonian fit should be formally simpler than the three-body Lüscher formalism. Of course, one of the challenges is the significant increase of the dimension of the Hamiltonian matrix.
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APPENDIX A: EXAMPLE OF SOLVING FOR THE COMBINATION COEFFICIENTS \( G \) THROUGH THE GRAM-SCHMIDT PROCESS

We will discuss \( F_{\text{cut}}(\Gamma, l_{\text{cut}}) = 1 \) and \( F_{\text{cut}}(\Gamma, l_{\text{cut}}) = 1 + 1 \) (we use \( 1 + 1 \) to mean that the two \( l \) containing \( \Gamma \) are different) cases in detail, these cases cover all cases of \( l_{\text{cut}} \leq 4 \). The P-matrix Eq. (3.15) is assumed to be solved already, as the calculation process is straightforward by using Eqs. (3.9) and (3.15) and Table 1.

1. Case of \( F_{\text{cut}}(\Gamma, l_{\text{cut}}) = 1 \)

There is only one \( l \leq l_{\text{cut}} \) containing \( \Gamma \) now. For any \( \alpha \), \( \alpha \) are just normalized \( \alpha \). So from Eq. (3.22), we have

\[
[G_{l;\Gamma, \alpha}]_{l=1;N,F=1} = \sqrt{|P_{N;\Gamma, \alpha}|_{l=1;f=1}},
\]

and states with \( [G_{l;\Gamma, \alpha}]_{l=1;N,F=1} = 0 \) should be discarded. Then,

\[
[G_{l;\Gamma, \alpha}]_{N',F'=1;N,F=1} = \sqrt{|P_{N';\Gamma, \alpha}|_{l=1;f=1}|P_{N\alpha}|_{l=1;f=1}}.
\]

so we have

\[
\tilde{\psi}_{l;\Gamma, \alpha} = \sum_{N',N} \tilde{t}_l(k_{N'}, k_N)
\]

\[
\times \sqrt{|P_{N';\Gamma, \alpha}|_{l=1;f=1}|P_{N\alpha}|_{l=1;f=1}} \times |N';\Gamma, f', \alpha \rangle \langle N;\Gamma, f, \alpha|.
\]

a. Cases of pure s wave and pure p wave

As

\[
|P_{N;\Gamma; \alpha = 1}|_{l=0, f=1; l=0, f=1} = |P_{N}|_{l=0, m=0; l=0, m=0} = C_3(N)
\]

and

\[
|P_{N;\Gamma; \alpha}|_{l=1, f=1; l=1, f=1} = |P_{N}|_{l=1, m=1; l=1, m}
\]

\[
= C_3(N) \quad \forall \alpha, m,
\]

we have the same combination coefficients

\[
[G_{l;\Gamma}]_{N',F'=1;N,F=1} = \sqrt{C_3(N')C_3(N)}
\]
for the pure $s$-wave and pure $\rho$-wave cases. So, we just
reproduce the result in Ref. [4].

In fact, there can be no state in some $N$, e.g., we know $C_{\ell}(7) = 0$. If these states are not discarded, there will be
spurious states in the spectrum, which are not physical.

b. Splitting of the $d$ wave

Here only $N = 1$ (6 states) and $N = 9$ (30 states) will be
considered. Then, we have

$$
\begin{align*}
[G_{f=2;E^+;\alpha=1}]_{f=1;N=1,F=1} &= \sqrt{15}, \\
[G_{f=2;E^+;\alpha=1}]_{f=1;N=9,F=1} &= \sqrt{\frac{65}{3}}, \\
\text{Discarded: } [G_{f=2;T_2^+;\alpha=1}]_{f=1;N=1,F=1} &= 0, \\
[G_{f=2;T_2^+;\alpha=1}]_{f=1;N=9,F=1} &= \frac{\sqrt{320}}{3}.
\end{align*}
$$

So, the matrix form of the reduced $\tilde{V}_L$ in $E^+$ will be

$$
\frac{1}{4\pi L^3} \begin{pmatrix}
15v_2(k_1, k_1) & 5\sqrt{13}v_2(k_1, k_9) \\
5\sqrt{13}v_2(k_9, k_1) & \frac{65}{3}v_2(k_9, k_9)
\end{pmatrix},
$$
and the matrix form of the reduced $\tilde{V}_L$ in $T_2^+$ will be

$$
\frac{1}{4\pi L^3} \begin{pmatrix}
320v_2(k_9, k_9)
\end{pmatrix},
$$
where $v_\ell(k, k')$ is the $\ell$ partial-wave potential and $k_i = 2\pi \sqrt{i}/L$ is the discrete momentum.

2. Case of $F_{\text{cut}}(\Gamma, l_{\text{cut}}) = 1 + 1$

For the case $F_{\text{cut}}(\Gamma, l_{\text{cut}}) = 1 + 1$, $f$ is always one, and therefore there are two states $|N; l_i, \Gamma, f = 1, \alpha\rangle$ and $|N; l_2, \Gamma, f = 1, \alpha\rangle$ for some fixed $N, \alpha$. We follow the
same notation introduced around Eq. (3.23), which suppresses the indices $N, \Gamma, \alpha, \text{ and } f$, and uses $|l_i\rangle$ and $|F_i\rangle$ to represent $|N; l_i, \Gamma, f = 1, \alpha\rangle$ and $|N; \Gamma, F_i, \alpha\rangle$, respectively. For completeness, we reintroduce the reduced P-matrix
equation (3.23)

$$
\tilde{P}_{N;\Gamma,\alpha} = \begin{pmatrix}
|l_1\rangle |l_1\rangle & |l_1\rangle |l_2\rangle \\
|l_2\rangle |l_1\rangle & |l_2\rangle |l_2\rangle
\end{pmatrix}.
$$

To calculate the combination coefficients $[M_{l;J;\alpha}]_{f=1;N,F} = 
\langle l_i|F_j\rangle$, the states $|l_i\rangle$ must be transformed to the new, orthonormal basis in $|F_i\rangle$. This orthonormalization can be performed in a number of ways, one is the eigenmode-based method introduced around Eq. (3.23), another is the Gram-Schmidt process.

For this process, the projection of $|Y\rangle$ onto the span of $|X\rangle$ is defined as

$$
\text{proj}_{|X\rangle}(|Y\rangle) = \begin{cases}
0, & |X\rangle = 0 \\
\frac{|Y\rangle}{\langle X|X\rangle}, & |X\rangle \neq 0.
\end{cases}
$$

Defining some $\tilde{F}_i$, where $|F\rangle = |\tilde{F}\rangle/\sqrt{\langle \tilde{F}|\tilde{F}\rangle}$, the Gram-Schmidt process gives

$$
|\tilde{F}_1\rangle = |l_1\rangle, \\
|\tilde{F}_2\rangle = |l_2\rangle - \text{proj}_{|l_1\rangle}(|l_2\rangle).
$$

Normalizing these states requires careful consideration of the cases where $|l_1\rangle = 0$ and $|l_2\rangle = 0$. When the original states $|l_i\rangle$ are nonzero, $|\tilde{F}_i\rangle$ must be normalized to $|\tilde{F}_i\rangle = |\tilde{F}_i\rangle/(\langle \tilde{F}_i|\tilde{F}_i\rangle)$. These normalization factors $\langle \tilde{F}_1|\tilde{F}_i\rangle$ and $\langle \tilde{F}_2|\tilde{F}_2\rangle$ are given by

$$
\langle \tilde{F}_1|\tilde{F}_1\rangle = \langle l_1|l_1\rangle, \\
\langle \tilde{F}_2|\tilde{F}_2\rangle = \langle l_2|l_2\rangle - \langle l_1|l_2\rangle^2.
$$

Therefore, the final, orthonormal states are given as

$$
|F_1\rangle = \begin{cases}
0, & |l_1\rangle = 0 \\
\frac{|l_1\rangle}{\sqrt{\langle l_1|l_1\rangle}}, & |l_1\rangle \neq 0.
\end{cases}
$$

$$
|F_2\rangle = \begin{cases}
0, & |l_1\rangle = |l_2\rangle \\
\frac{|l_2\rangle - \langle l_1|l_1\rangle}{\sqrt{\det P_{N;\Gamma,\alpha}}}, & \text{otherwise}.
\end{cases}
$$

From these expressions of $|F_i\rangle$, we see that there are three possible values for $F_{\text{max}}$. When $|F_1\rangle$ and $|F_2\rangle$ both vanish, we have that $F_{\text{max}} = 0$. $F_{\text{max}} = 1$ when only one $|F_i\rangle$ vanishes but the other does not, and $F_{\text{max}} = 2$ for only the second entry of Eq. (A16) and the third entry of Eq. (A17). As these states are now constructed in terms of only $|l_i\rangle$ as given in the elements of $\tilde{P}_{N;\Gamma,\alpha}$ from Eq. (3.15), it is therefore simple to calculate the matrix defined in

$$
[M_{l;J;\alpha}]_{f=1;N,F} = \langle N; l_j; \Gamma, f, \alpha|N; \Gamma, F_i, \alpha\rangle, \\
= \langle l_j|F_i\rangle.
$$
**PARTIAL-WAVE MIXING IN HAMILTONIAN EFFECTIVE …**

**APPENDIX B: CHARACTERISTICS OF THE P-MATRIX**

The $P$-matrix is calculated via the definition of Eq. (3.9). Here we provide a few examples of the numerical values for $P_N = P_4$, $P_{581}$ and $P_{941}$ in Figs. 6–8, respectively. The off-diagonal nature of the matrices is a direct illustration of partial-wave mixing in the periodic finite volume of the cubic group.

The values of $N$ selected provide an overview of the characteristic properties of $P_N$. $P_4$ is characteristic of low values of $N$ where off-diagonal elements can be the same order of magnitude as the diagonal elements. The values of $N = 581$ and 941 illustrate moderate and large levels of shell mixing which can aid in suppressing off-diagonal elements. As $N$ grows, the opportunity for shell mixing increases and the $P$-matrix will approach the identity as discussed in Sec. III. Also, we note the $P$-matrix of the cubic-group basis defined in Eq. (3.15) also respects this behavior, as the unitary transformation of an identity matrix is still an identity matrix.

![Matrix Image](Image)

**FIG. 6.** $P_4/C_3(1)$ with $C_3(1) = 6$: 25 × 25 matrix ordered as $(l, m) = (0, 0), (1, -1), (1, 0), (1, 1), \ldots, (4, 4)$. As only one shell is contributing, off-diagonal elements can be the same order of magnitude as the diagonal elements.

\[
\begin{align*}
\text{det}(P_{N=1; \mathbf{A}^+}) &= 0, & \text{det}(P_{N=9; \mathbf{A}^+}) &= \frac{44800}{27}, \\
\text{det}(P_{N=1; \mathbf{A}^+}) &= 0, & \text{det}(P_{N=9; \mathbf{A}^+}) &= \frac{44800}{27}, \\
\end{align*}
\]

A. Mixing between s wave and g wave

Here only $N = 1$ (6 states) and $N = 9$ (30 states) will be considered as before, we have

\[
P_{N=1; \mathbf{A}^+} = \begin{pmatrix}
\frac{6}{3 \sqrt{21}} & \frac{3 \sqrt{21}}{3} \\
\frac{6}{3} & \frac{2}{3}
\end{pmatrix},
\]

(A19)

and

\[
P_{N=9; \mathbf{A}^+} = \begin{pmatrix}
30 & -25 \\
-25 & 9835
\end{pmatrix}.
\]

(A20)

The determinants give

\[
\text{det}(P_{N=1; \mathbf{A}^+}) = 0, & \quad \text{det}(P_{N=9; \mathbf{A}^+}) = \frac{44800}{27},
\]

(A21)

so there is only one state in $N = 1$, while there are two states in $N = 9$. Then we have (we use $[G_{l}]_{N,F}$ to represent $[G_{l};\mathbf{A}^+]_{N,F}$)

\[
[G_{l=0}]_{N=1,F=1} = \sqrt{6}, & \quad [G_{l=0}]_{N=9,F=1} = \sqrt{30},
\]

\[
[G_{l=0}]_{N=9,F=2} = 0, & \quad [G_{l=4}]_{N=1,F=1} = 3 \sqrt{7}
\]

\[
[G_{l=4}]_{N=9,F=1} = -\frac{5}{9} \sqrt{\frac{35}{2}}, & \quad [G_{l=4}]_{N=9,F=2} = \frac{8}{9} \sqrt{70}.
\]

(A22)

So the matrix form of the reduced $\hat{V}_L$ in $\mathbf{A}^+_l$ will be

\[
\begin{pmatrix}
\frac{12 e_0^{s1} + 63 e_0^{g1}}{2} & \frac{\sqrt{3} (6 e_0^{s1} - 35 e_0^{g1})}{3} & \frac{56 e_0^{s1} + 1900 e_0^{g1}}{81} \\
\frac{\sqrt{3} (6 e_0^{s1} - 35 e_0^{g1})}{3} & \frac{56 \sqrt{3} e_0^{s1}}{27} & \frac{-1400 e_0^{s1}}{81} \\
\frac{56 e_0^{s1} + 1900 e_0^{g1}}{81} & \frac{-1400 e_0^{s1}}{81} & \frac{4480 e_0^{g1}}{81}
\end{pmatrix}.
\]

(A23)

where $v_{l}^{i,j} = v_{l}(k_i, k_j)$. 
FIG. 7. $P_{581}/C_3(581)$ with $C_3(581) = 336$: $25 \times 25$ matrix ordered as $(l, m) = (0, 0), (1, -1), (1, 0), (1, 1), \ldots, (4, 4)$. Here the contributions of several shells provide an opportunity for cancellations in the evaluation of the $P$ matrix and the matrix approaches the identity.

FIG. 8. $P_{941}/C_3(941)$ with $C_3(941) = 552$: $25 \times 25$ matrix ordered as $(l, m) = (0, 0), (1, -1), (1, 0), (1, 1), \ldots, (4, 4)$. In this case, $C_3(N)$ takes the very large value of 552, reflecting the contributions of many shells. Averaging over these shells enables this $P$ matrix to approximate the identity. However, the energy associated with $N = 941$ is very large on contemporary lattices.

[1] M. Lüscher, Commun. Math. Phys. 104, 177 (1986).
[2] M. Lüscher, Commun. Math. Phys. 105, 153 (1986).
[3] M. Lüscher, Nucl. Phys. B354, 531 (1991).
[4] J.-J. Wu, T.-S. H. Lee, A. W. Thomas, and R. D. Young, Phys. Rev. C 90, 055206 (2014).
[5] J.-J. Wu, H. Kamano, T.-S. H. Lee, D. B. Leinweber, and A. W. Thomas, Phys. Rev. D 95, 114507 (2017).
[6] Z.-W. Liu, W. Kamleh, D. B. Leinweber, F. M. Stokes, A. W. Thomas, and J.-J. Wu, Phys. Rev. Lett. 116, 082004 (2016).
PARTIAL-WAVE MIXING IN HAMILTONIAN EFFECTIVE … PHYS. REV. D 101, 114501 (2020)

[7] Z.-W. Liu, W. Kamleh, D. B. Leinweber, F. M. Stokes, A. W. Thomas, and J.-J. Wu, Phys. Rev. D 95, 034034 (2017).
[8] Z.-W. Liu, J. M. M. Hall, D. B. Leinweber, A. W. Thomas, and J.-J. Wu, Phys. Rev. D 95, 014506 (2017).
[9] J.-j. Wu, D. B. Leinweber, Z.-w. Liu, and A. W. Thomas, Phys. Rev. D 97, 094509 (2018).
[10] X. Feng, X. Li, and C. Liu, Phys. Rev. D 70, 014505 (2004).
[11] X. Li and C. Liu, Phys. Lett. B 587, 100 (2004).
[12] X. Li, Y. Chen, G.-Z. Meng, X. Feng, M. Gong, S. He, G. Li, C. Liu, Y.-B. Liu, J.-P. Ma, X.-F. Meng, Y. Shen, and J.-B. Zhang, J. High Energy Phys. 07 (2007) 053.
[13] Z. Davoudi and M. J. Savage, Phys. Rev. D 84, 114502 (2011).
[14] Z. Fu, Phys. Rev. D 85, 014506 (2012).
[15] M. Gökeller, R. Horsley, M. Lage, U.-G. Meißner, and A. Rusetsky, Phys. Lett. B 681, 122001 (2016).
[16] C. Kim, C. Sachrajda, and S. R. Sharpe, Nucl. Phys. B727, 218 (2005).
[17] L. Leskovec and S. Prelovsek, Phys. Rev. D 85, 114507 (2012).
[18] K. Rummukainen and S. Gottlieb, Nucl. Phys. B450, 397 (1995).
[19] V. Bernard, M. Lage, U. G. Meiβner, and A. Rusetsky, J. High Energy Phys. 01 (2011) 019.
[20] P. Guo, J. J. Dudek, R. G. Edwards, and A. P. Szczepaniak, Phys. Rev. D 88, 014501 (2013).
[21] S. He, X. Feng, and C. Liu, J. High Energy Phys. 07 (2005) 011.
[22] B. Hu, R. Molina, M. Döring, and A. Alexandru, Phys. Rev. Lett. 117, 122001 (2016).
[23] M. Lage, U.-G. Meißner, and A. Rusetsky, Phys. Lett. B 681, 439 (2009).
[24] N. Li and C. Liu, Phys. Rev. D 87, 014502 (2013).
[25] S. R. Beane, P. F. Bedaque, A. Parreno, and M. J. Savage, Phys. Lett. B 585, 106 (2004).
[26] S. R. Beane, P. F. Bedaque, A. Parreno, and M. J. Savage, Nucl. Phys. A747, 55 (2005).
[27] R. A. Briceno, Z. Davoudi, T. C. Luu, and M. J. Savage, Phys. Rev. D 88, 114507 (2013).
[28] G. Meng, C. Miao, X. Du, and C. Liu, Int. J. Mod. Phys. A 19, 4401 (2004).
[29] P. F. Bedaque and J.-W. Chen, Phys. Lett. B 616, 208 (2005).
[30] P. F. Bedaque, Phys. Lett. B 593, 82 (2004).
[31] G. M. de Divitiis, R. Petronzio, and N. Tantalo, Phys. Lett. B 595, 408 (2004).
[32] C. T. Sachrajda and G. Villadoro, Phys. Lett. B 609, 73 (2005).
[33] T. D. Blanton, F. Romero-López, and S. R. Sharpe, Phys. Rev. Lett. 124, 032001 (2020).
[34] R. A. Briceno and Z. Davoudi, Phys. Rev. D 87, 094507 (2013).
[35] R. A. Briceno, M. T. Hansen, and S. R. Sharpe, Phys. Rev. D 95, 074510 (2017).
[36] J. Bulava and M. T. Hansen, Phys. Rev. D 100, 034521 (2019).
[37] M. Döring, H.-W. Hammer, M. Mai, J.-Y. Pang, A. Rusetsky, and J. Wu, Phys. Rev. D 97, 114508 (2018).
[38] P. Guo, M. Döring, and A. P. Szczepaniak, Phys. Rev. D 98, 094502 (2018).
[39] H. W. Hammer, J. Y. Pang, and A. Rusetsky, J. High Energy Phys. 10 (2017) 115.
[40] H.-W. Hammer, J.-Y. Pang, and A. Rusetsky, J. High Energy Phys. 09 (2017) 109.
[41] M. T. Hansen and S. R. Sharpe, Phys. Rev. D 90, 116003 (2014).
[42] M. T. Hansen and S. R. Sharpe, Phys. Rev. D 92, 114509 (2015).
[43] M. T. Hansen, H. B. Meyer, and D. Robaina, Phys. Rev. D 96, 094513 (2017).
[44] M. T. Hansen and S. R. Sharpe, Annu. Rev. Nucl. Part. Sci. 69, 65 (2019).
[45] A. W. Jackura, S. M. Dawid, C. Fernández-Ramírez, V. Mathieu, M. Mikhasenko, A. Pilloni, S. R. Sharpe, and A. P. Szczepaniak, Phys. Rev. D 100, 034508 (2019).
[46] M. Mai, M. Döring, C. Culver, and A. Alexandru, Phys. Rev. D 101, 054510 (2020).
[47] Y. Meng, C. Liu, U.-G. Meiβner, and A. Rusetsky, Phys. Rev. D 98, 014508 (2018).
[48] J.-J. Wu, H.-W. Hammer, U.-G. Meiβner, and A. Rusetsky, Phys. Rev. D 99, 074513 (2019).
[49] K. Polejaeva and A. Rusetsky, Eur. Phys. J. A 48, 67 (2012).
[50] F. Romero-López, S. R. Sharpe, T. D. Blanton, R. A. Briceno, and M. T. Hansen, J. High Energy Phys. 10 (2019) 007.
[51] J. M. M. Hall, A. C.-P. Hsu, D. B. Leinweber, A. W. Thomas, and R. D. Young, Phys. Rev. D 87, 094510 (2013).
[52] J. M. M. Hall, W. Kamleh, D. B. Leinweber, B. J. Mendaeu, B. J. Owen, A. W. Thomas, and R. D. Young, Phys. Rev. Lett. 114, 132002 (2015).
[53] K. McElvain and W. Haxton, Phys. Lett. B 797, 134880 (2019).
[54] C. Drischler, W. Haxton, K. McElvain, E. Mereghetti, A. Nicholson, P. Vranas, and A. Walker-Loud, arXiv: 1910.07961.
[55] J. J. Dudek, R. G. Edwards, and C. E. Thomas, Phys. Rev. D 86, 034031 (2012).
[56] V. Bernard, M. Lage, U.-G. Meiβner, and A. Rusetsky, J. High Energy Phys. 08 (2008) 024.