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Abstract—Generative models, as an important family of statistical modeling, target learning the observed data distribution via generating new instances. Along with the rise of neural networks, deep generative models, such as variational autoencoders (VAEs) and generative adversarial network (GANs), have made tremendous progress in 2D image synthesis. Recently, researchers switch their attentions from the 2D space to the 3D space considering that 3D data better aligns with our physical world and hence enjoys great potential in practice. However, unlike a 2D image, which owns an efficient representation (i.e., pixel grid) by nature, representing 3D data could face far more challenges. Concretely, we would expect an ideal 3D representation to be capable enough to model shapes and appearances in details, and to be highly efficient so as to model high-resolution data with fast speed and low memory cost. However, existing 3D representations, such as point clouds, meshes, and recent neural fields, usually fail to meet the above requirements simultaneously. In this survey, we make a thorough review of the development of 3D generation, including 3D shape generation and 3D-aware image synthesis, from the perspectives of both algorithms and more importantly representations. We hope that our discussion could help the community track the evolution of this field and further spark some innovative ideas to advance this challenging task.

Index Terms—Generative modeling, 3D representations, deep learning, unsupervised learning, 3D vision.

1 INTRODUCTION

The rapid development of deep learning [1] has significantly advanced many tasks in the field of computer vision, e.g., visual object recognition [2], [3], object detection [4], [5], [6], image rendering [7], [8], [9], etc., and facilitated our daily life in many aspects, like autonomous driving [10], [11], biological research [12], and intelligent creation [13], [14]. Among all types of techniques, generative modeling [15], [16], [17] plays an important role in data analysis and machine learning. Unlike discriminative models that directly make predictions about the inputs, generative models aim to reproduce the data distribution via creating new instances. For such a purpose, they are required to characterize the data comprehensively. For example, a detection model could ignore the task-irrelevant information (e.g., color) without sacrificing the performance, but a generative model is expected to manage every single detail (e.g., object arrangement as well as the texture of each object) of the image for a satisfying generation. From this perspective, learning a generative model is usually more challenging yet facilitates a range of applications [14], [18], [19], [20].

The past few years have witnessed incredible success of deep generative models [15], [16], [17] in 2D image synthesis [14], [21], [22]. Despite the different formulations, variational autoencoders (VAEs) [16], autoregressive models (ARs) [23], normalizing flows (NFs) [24], generative adversarial networks (GANs) [15], and the very recent diffusion probabilistic models (DPMs) [17] are all capable of converting a latent variable to a high-quality image. Nowadays, however, learning generative models in the 2D space starts to fail to meet the demand of some real-world applications as our physical world is actually under the 3D space. Taking the film industry as an example, we expect to design 3D digital assets instead of simply producing 2D images to bring an immersive experience. Existing content creation pipelines usually require considerable expertise and human efforts, which could be time-consuming and expensive. Many pioneering attempts [25], [26], [27], [28], [29], [30] have been made to investigate how to generate 3D data automatically, but this kind of studies is still at its early stage.

One of the key differences between 2D generation and 3D generation is the data format. Concretely, a 2D image can be naturally formulated as an array of pixel values, which can be conveniently processed by neural networks [2], [3]. Instead, there are many 3D representations to depict a 3D instance, such as point clouds [31], [32], meshes [33], [34], voxel grids [35], [36], multi-plane images [37], implicit neural representations [9], etc. Each representation has its own advantage and limitation. For instance, meshes compactly represent 3D shapes yet are hard to analyze and generate by neural networks due to the irregular data structure. In contrast, voxel grids regularly locate in 3D space and work well with standard convolutional neural

1. Here, we consider 3D-aware image synthesis as a special case of 3D data even the final output is 2D image.
networks, however, voxel grids are memory-consuming and have difficulty in representing high-resolution 3D scenes. Choosing an adequate representation is therefore crucial to 3D content generation.

Considering the fast-growing of 3D generative models, this paper offers an all-around survey of this field to help the community track its evolution. We would like to mention that there are already some surveys in the literature investigating generative models [38], [39], 3D vision [40], [41], [42], [43], as well as generation of 3D structures [44] and faces [45], but a comprehensive review of 3D generation is still missing. As discussed above, to accomplish such a challenging task, there are many candidate algorithms (e.g., VAEs and GANs) and representations (e.g., point clouds and implicit neural representations) to choose from. This survey helps untangle how different types of generative models are applicable to different representations. We organize the rest of this paper as follows. Sec. 2 clarifies the scope of this survey. Sec. 3 introduces the fundamentals of the 3D generation task, including formulations of various generative models and popular 3D representations. Sec. 4 and Sec. 5 summarize existing approaches for 3D shape generation and 3D-aware image synthesis, respectively. Sec. 6 discusses the downstream applications of 3D generative models. Sec. 7 provides the future work in the 3D generation field.

2 Scope of this Survey

In this survey, we focus on approaches that train networks to model the data distributions of target 3D samples and support the sampling for the synthesis of 3D representations. We also include methods that predict the conditional probability distribution based on certain inputs, such as image, partial point cloud, or text sentences. Note that these conditional generative methods aim to synthesize 3D representations that respect the inputs while keeping the generation diversity. This is in contrast to classical 3D reconstruction methods that establish one-to-one mapping from the inputs to the target 3D representations. We refer readers to [40], [46] for a review on such approaches. Although our survey includes methods that generate 3D representations for rendering, we do not fully cover the neural rendering methods, which are thoroughly discussed in [40], [47]. This survey is complementary to existing surveys that are related to generative models [38], [39], [44].

3 Fundamentals

3.1 Deep Generative Models

Generative models aim to learn the actual data distribution in an unsupervised manner by trying to produce data as realistically as possible from the given information, which captures more details and shows more creativity. Specifically, generative models are first required to summarize the distribution of input data and then leveraged to create or synthesize samples in the given data distribution. In general, generative models can be divided into two main categories. One is likelihood-based models, including variational autoencoders (VAEs) [16], normalizing flows (N-Flows) [24], diffusion models (DDPMs) [17] as well as energy-based models (EBMs) [48], which are learned by maximizing the likelihood of the given data. The other one is likelihood-free models, including Generative Adversarial Networks (GANs) [15], which are built on a two-player min-max game to find Nash equilibrium. In the following, we will briefly review different types of generative models. Fig. 1 shows the general concept of each generative model.

Generative Adversarial Networks. Generative Adversarial Networks, termed GANs, are very popular for data generation owing to their strong performance in data synthesis. Typically, it consists of two separate networks: a generator $G(\cdot)$ takes a latent code sampled from a prior distribution $z \sim p_{z}$ as input to create data and a discriminator $D(\cdot)$ aims to distinguish the real data $x \sim p_{x}$ from the synthesized one $G(z)$. In the training process, $G(\cdot)$ is required to synthesize data as realistic as possible to cheat the $D(\cdot)$ to regard that these samples are real while $D(\cdot)$ is trained to label synthesis samples by $G(\cdot)$ as fake and training samples $x$ as real. These two networks compete with each other and can be formulated into a min-max game (zero-sum game). They are jointly optimized with

$$L_{D} = -\mathbb{E}_{x \sim p_{x}}[\log(D(x))] - \mathbb{E}_{z \sim p_{z}}[\log(1 - D(G(z)))]$$

$$L_{G} = -\mathbb{E}_{z \sim p_{z}}[\log(D(G(z)))]$$

With the rise of deep learning, the two networks of GANs are gradually parametrized by deep neural networks such as DC-GAN [49]. Recently GAN variants like PG-GAN [50], StyleGAN1-3 [51], [52], [53] improve the architectures, as well as generation of 3D structures [44]. Considering the fast-growing of 3D generative models, there are many candidate algorithms (e.g., VAEs and GANs) and representations (e.g., point clouds and implicit neural representations) to choose from. This survey helps untangle how different types of generative models are applicable to different representations. We organize the rest of this paper as follows. Sec. 2 clarifies the scope of this survey. Sec. 3 introduces the fundamentals of the 3D generation task, including formulations of various generative models and popular 3D representations. Sec. 4 and Sec. 5 summarize existing approaches for 3D shape generation and 3D-aware image synthesis, respectively. Sec. 6 discusses the downstream applications of 3D generative models. Sec. 7 provides the future work in the 3D generation field.

2 Scope of this Survey

In this survey, we focus on approaches that train networks to model the data distributions of target 3D samples and support the sampling for the synthesis of 3D representations. We also include methods that predict the conditional probability distribution based on certain inputs, such as image, partial point cloud, or text sentences. Note that these conditional generative methods aim to synthesize 3D representations that respect the inputs while keeping the generation diversity. This is in contrast to classical 3D reconstruction methods that establish one-to-one mapping from the inputs to the target 3D representations. We refer readers to [40], [46] for a review on such approaches. Although our survey includes methods that generate 3D representations for rendering, we do not fully cover the neural rendering methods, which are thoroughly discussed in [40], [47]. This survey is complementary to existing surveys that are related to generative models [38], [39], [44].

3 Fundamentals

3.1 Deep Generative Models

Generative models aim to learn the actual data distribution in an unsupervised manner by trying to produce data as realistically as possible from the given information, which captures more details and shows more creativity. Specifically, generative models are first required to summarize the distribution of input data and then leveraged to create or synthesize samples in the given data distribution. In general, generative models can be divided into two main categories. One is likelihood-based models, including variational autoencoders (VAEs) [16], normalizing flows (N-Flows) [24], diffusion models (DDPMs) [17] as well as energy-based models (EBMs) [48], which are learned by maximizing the likelihood of the given data. The other one is likelihood-free models, including Generative Adversarial Networks (GANs) [15], which are built on a two-player min-max game to find Nash equilibrium. In the following, we will briefly review different types of generative models. Fig. 1 shows the general concept of each generative model.

Generative Adversarial Networks. Generative Adversarial Networks, termed GANs, are very popular for data generation owing to their strong performance in data synthesis. Typically, it consists of two separate networks: a generator $G(\cdot)$ takes a latent code sampled from a prior distribution $z \sim p_{z}$ as input to create data and a discriminator $D(\cdot)$ aims to distinguish the real data $x \sim p_{x}$ from the synthesized one $G(z)$. In the training process, $G(\cdot)$ is required to synthesize data as realistic as possible to cheat the $D(\cdot)$ to regard that these samples are real while $D(\cdot)$ is trained to label synthesis samples by $G(\cdot)$ as fake and training samples $x$ as real. These two networks compete with each other and can be formulated into a min-max game (zero-sum game). They are jointly optimized with

$$L_{D} = -\mathbb{E}_{x \sim p_{x}}[\log(D(x))] - \mathbb{E}_{z \sim p_{z}}[\log(1 - D(G(z)))]$$

$$L_{G} = -\mathbb{E}_{z \sim p_{z}}[\log(D(G(z)))]$$

With the rise of deep learning, the two networks of GANs are gradually parametrized by deep neural networks such as DC-GAN [49]. Recently GAN variants like PG-GAN [50], StyleGAN1-3 [51], [52], [53] improve the architectures, which are able to synthesize photo-realistic samples. However, since it is difficult to optimize the two-player game, GANs struggle to train the networks in a stable manner, causing itself easier to non-convergence. Besides, GANs also suffer from mode collapse which the generator map several different latent codes into the same output.

Variational Autoencoders. Deep latent variable models (DLVMs) parametrize the data distribution $x \sim p_{x}$ by neural networks via introducing a latent variables $z$ with a prior distribution $z \sim p_{z}$. The desired parameter $\theta$ of DLVMs is difficult to differentiate and optimize because the likelihood $p_{\theta}(x) = p_{\theta}(x|z)p_{z}(z)dz$ we want to maximize is intractable. The Variational Autoencoders (VAEs) turn the intractable posterior inference into a tractable problem by performing an efficient approximation on the intractable posterior with $q_{\phi}(z|x)$. Concretely, $q_{\phi}(z|x)$ is parameterized with feed-forward model and optimized by minimize the KL divergence between itself and $p_{\theta}(z|x)$:

$$D_{KL}(q_{\phi}(z|x)||p_{\theta}(z|x)) = \log(p_{\theta}(x)) + D_{KL}(q_{\phi}(z|x)||p_{z}(z))$$

$$-\mathbb{E}_{z \sim q_{\phi}(z|x)} \log(p_{\theta}(z|x)).$$

The log likelihood $\log(p_{\theta}(x))$ can be re-written into the following form:

$$\log(p_{\theta}(x)) = D_{KL}(q_{\phi}(z|x)||p_{\theta}(z|x)) - D_{KL}(q_{\phi}(z|x)||p_{z}(z))$$

$$+ \mathbb{E}_{z \sim q_{\phi}(z|x)} \log(p_{\theta}(z|x))$$

$$\geq -D_{KL}(q_{\phi}(z|x)||p_{\theta}(z)) + \mathbb{E}_{z \sim q_{\phi}(z|x)} \log(p_{\theta}(z|x))$$
where the term $D_{KL}(q_\theta(z|x)||p_\theta(z|x))$ can be eliminated since KL divergence is always non-negative. The above defines the loss function of VAE:

$$L_{VAE} = -D_{KL}(q_\theta(z|x)||p_\theta(z|x)) + E_{z \sim q_\theta(x|x)} \log(p_\theta(z|x))$$  (8)

which is named as evidence lower bound (ELBO) [54]. To optimize this objective function, [16] also proposes the reparameterization trick to make the process of generating samples $z \sim q_\theta(z|x)$ differentiable. Thanks to the feed-forward mode of $q_\theta(z|x)$, it is efficient to infer new samples. And the training process is stable because of the reconstruction-based loss function. However, VAEs also suffer from the posterior collapse, where the learned latent space becomes uninformative to reconstruct the given data. Because of the injected noise and imperfect reconstruction, VAEs are more likely to synthesize much more blur samples than those coming from GANs.

**Normalizing Flows.** GANs and VAEs use parametrized models to implicitly learn the density of data so that they can’t calculate the exact likelihood function to optimize the model training. Normalizing flows alleviate this problem by introducing a set of invertible transformation functions. Specifically, it starts from a normal distribution, and a set of the invertible function $f_{1:N}(\cdot)$ sequentially transforms the normal distribution to the probability distribution of the final output:

$$z_i = f_{i-1}(z_{i-1}).$$  (9)

Owing to the invertible properties of the $f_i$, the probability density function of the new variable $z_i$ can be easily estimated from the last step $z_{i-1}$:

$$p(z_i) = p(z_{i-1}) \left| \frac{df_i}{dz_{i-1}} \right|^{-1},$$  (10)

$$\log p(z_i) = \log p(z_{i-1}) - \log \left| \frac{df_i}{dz_{i-1}} \right|.$$  (11)

And following the chain rule, the density of final output $z_N$ after $N$ transformations can be obtained by the following:

$$\log p(z_N) = \log p(z_0) - \sum_{i=1}^{N} \log \left| \frac{df_i}{dz_{i-1}} \right|.$$  (12)

where the full chain consisting of $z_i$ is named as normalizing flow. Thanks to the invertible property, normalizing flow can be easily used for novel sample generation, latent variable projection as well as density value estimation. However, it struggles with balancing the parameterized model’s capacity and efficiency.

**Diffusion Models.** Diffusion models [17] is parameterized by a Markov chain, which gradually adds noise to the input data $x_0$ by a noise schedule $\beta_{1:T}$ where $T$ denotes the time steps. Theoretically, when $T \rightarrow \infty$, $x_T$ is a normal Gaussian distribution.

$$q(x_t|x_{t-1}) = \mathcal{N}(x_t; \sqrt{1-\beta_t}x_{t-1}, \beta_t I),$$  (13)

$$q(x_{1:T}|x_0) = \prod_{t=1}^{T} q(x_t|x_{t-1}).$$  (14)

And then, the reverse of the diffusion process is learned to reconstruct the input by modeling the transition $q(x_{t-1}|x_t)$ from the noise to the data. However, the posterior inference $q(x_{t-1}|x_t)$ is also intractable so that a parametric model $p_\theta$ is used to model the conditional transition probability by optimizing the ELBO like VAEs. Because of the intractable long Makov chain, diffusion can synthesize high-quality data and is trained in a stable manner. However, it is expensive to infer new samples, and the sampling process is slower than GANs and VAEs.

**Energy-based model.** Energy-based models leverages the energy function to explicitly model the probability distribution of data. It is built upon a fundamental idea that any probability function can be transformed from an energy function by dividing its volume:

$$p(x) = \frac{\exp(-E_\theta(x))}{\int_x \exp(-E_\theta(x))},$$  (15)

where $-E_\theta(x)$ is the energy function. Obviously, data points with high likelihood have a low energy, while data...
Voxel grids, point clouds, meshes, and neural fields. These representations exhibit their own pros and cons in the tasks of 3D shape generation and 3D-aware image synthesis. For example, in contrast to well-structured 2D images, most 3D representations are not in a regular format and cannot be directly processed with standard CNNs. 3D voxel grids are typically regular, enabling it to work well with 3D convolutional networks. However, voxel grids tend to be memory-consuming and thus have difficulty in representing shapes of high resolution. Neural fields theoretically support high-resolution shape modeling, but the effective supervision on implicit representations during training is a problem to be solved.

In the following, we will introduce the formulations of the widely used 3D representations and their representative work, which provides the background for the in-depth analysis of these representations in 3D generation tasks. An overview of 3D representations is available in Fig. 2.

Voxel grids. Voxels are Euclidean-structured data that are regularly placed in 3D space, which is similar to pixels in 2D space. To represent 3D shapes, voxels can store the geometry occupancies [35], [36], volume densities [58], [59], or signed distance values [60]. Thanks to the regularity of voxel grids, they work well with standard convolutional neural networks and are widely used in deep geometry learning. As a pioneer, 3D ShapeNets [35] introduces voxel grids into 3D scene understanding tasks. It converts a depth map into a 3D voxel grid, which is further processed by a convolutional deep belief network. Instead of being network inputs in aforementioned methods, voxel grids are often used as the network output in the task of 3D reconstruction [61]. 3D-R2N2 [61] uses 2D CNNs to encode the input image into the latent vector and utilizes a 3D convolutional neural network to predict the target voxel grid. Although voxel grids are well suited to 3D CNNs, processing voxels with neural networks is typically memory inefficient. To overcome this problem, [62], [63], [64], [65] introduce the octree data structure for shape modeling.

Voxel grids also have many applications in rendering tasks. Early methods [66], [67] store high-dimensional feature vectors at voxels to encode the scene geometry and appearance, which are typically called feature volumes and can be interpreted into color images using projection and 2D CNNs. Neural Volumes [68] uses CNNs to predict RGB-Alpha volumes and synthesizes images with volume rendering techniques [69]. Multi-plane image (MPI) [37] can be seen as a type of voxel grid, which divides the 3D space into a few depth planes and defines rgb-alpha images at these depth planes. Since they reduce the number of voxels along the depth dimension, MPI-based methods save the computational cost to some extent. Recently, there is a trend in combining voxel grids with neural fields, which is discussed in the section of hybrid representations.

Point clouds. A point cloud is an unordered collection of points in 3D space (Depth and normal maps can be considered as a special case of point cloud representation). It can be seen as discretized samples of a 3D shape surface. Point clouds are the direct outputs of depth sensors, so they are very popular in 3D scene understanding tasks. Although they are convenient to obtain, the irregularity of point clouds makes them difficult to be processed with existing neural networks that are for regular grid data (e.g., images). Moreover, the underlying 3D shape could be represented by many different point clouds due to the sampling variations. Many methods [31], [32], [70], [71], [72], [73] have attempted to effectively and efficiently analyze 3D point clouds. PointNet [31] leverages MLP networks to extract feature vectors from point sets and summarizes features of all points via max-pooling for point order invariance. PointNet++ [32] hierarchically groups the point clouds into several sets and separately processes local point sets with PointNet, which captures the local context of point clouds at multiple levels. Some methods reformulate point clouds as other types of data structures and attempt to exploit neural networks in other fields. DGCNN [72] regards point clouds as graphs and aims to model the relationships among neighboring points using graph CNNs. [73] converts point clouds into sparse voxels and processes them with 3D sparse convolutional networks.

To synthesize images with point clouds, a naive way is storing colors on points and rendering point clouds using the point splatting. Since the rendered images tend to contain holes, [74] uses 2D CNNs to refine images. Some methods [75], [76] have developed differentiable renderers...
for point clouds, which can optimize not only for point positions, but also for colors and opacity of points. To increase the modeling capacity of point clouds, [77], [78], [79] attempt to anchor high-dimensional feature vectors to points and project them to feature maps for the latter rendering. Based on this pipeline, ADOP [80] presents a well-developed system that performs free-viewpoint scene navigation in real time. Recent methods [81], [82] try to integrate point clouds with neural fields to achieve high-resolution rendering results, which are discussed in the section of hybrid representations.

**Meshes.** Polygonal meshes are non-Euclidean data that represent shape surfaces with a collection of vertices, edges and faces. In contrast to voxels, meshes only model scene surfaces and thus are more compact. Compared with point clouds, meshes provide the connectivity of surface points that models the point relationship. Because of these advantages, polygonal meshes are widely used in traditional computer graphics applications, such as geometry processing, animation, and rendering. However, applying deep neural networks to meshes is more challenging than to point clouds because mesh edges need to be taken into consideration in addition to vertices. [33], [83] parameterize 3D shape surfaces as 2D geometry images and process geometry images with 2D CNNs, which avoids handling 3D topology. With the advancement of graph neural networks, [84], [85], [86], [87] propose to regard meshes as graphs. MeshCNN [85] specifically designs convolutional and pooling layers for mesh edges and extracts edge features for shape analysis. As with mesh analysis, generating meshes with networks is also challenging as both vertex position and topology need to be predicted. [34], [88], [89], [90] pre-define a mesh with fixed connectivity and predict vertex displacements to deform the mesh to produce the target shape. To model shapes with more complex topology, [91] proposes a topology modification module that prunes faces of the predefined mesh.

In the rendering pipeline of traditional computer graphics, both software and hardware have been heavily optimized for rendering meshes. Some differentiable mesh renderers [92], [93], [94] leverage the advances of classical rendering techniques and design the back-propagation process to update some properties (e.g., colors) defined on meshes. To improve the rendering quality, a strategy is storing appearance properties on shape surfaces, which are parameterized as texture maps. During rendering, UV maps are used to query values at texture maps for arbitrary surface points. Learning-based methods [95], [96] define learnable feature vectors in texture maps, which encode the surface appearance and are decoded into color images with a 2D renderer. Since the features are trained end-to-end from observed images, they are able to learn to compensate the imperfect scene geometry. Recent methods [97], [98] have attempted to improve the mesh representation with neural fields for rendering high-quality images, which are discussed in the section of hybrid representations.

**Neural fields.** A neural field is a continuous neural implicit representation and represents scenes or objects fully or partially with a neural network. For each position in 3D space, the neural network maps its related features (e.g., coordinate) to the attributes (e.g., an RGB value). Neural fields [7], [8], [9], [142], [143], [144], [145] are able to represent 3D scenes or objects in arbitrary resolution and unknown or complex topology due to its continuity in representation. Besides, compared to the aforementioned representations, only the parameters of the neural network are required to store, resulting in lower memory consumption compared to other representations. ONet [142] firstly uses deep neural networks to model the neural fields, where each point in 3D space is mapped to an occupancy value. Differently, DeepSDF [143] uses signed distance values as the attribute of each point in neural fields.

To render an image from a neural field, there are two streams of techniques - surface rendering and volume rendering. Surface rendering [146], [147] employs an implicit differentiable renderer that first shoots viewing rays and finds the intersection points with the surface, as shown in Fig. 3. The RGB values of these intersection points are then queried from the network and form a 2D image. Though surface rendering based methods exhibit good performance on representing 3D objects and rendering 2D images, per-pixel object masks and careful initialization are required by most of them to help optimize to a valid surface. The reason is that surface rendering only provides gradient at the ray-surface intersection points and makes the network hard to optimize. Volume rendering [69], in contrast, is based on ray casting and samples multiple points along each ray, which is shown in Fig. 3. It has shown great power in modeling complex scenes. For each camera ray with origin \( o \) and direction \( d \), the observed color is

\[
C(o, d) = \int_{t_n}^{t_f} T(t, o, d) \sigma(o + td)c(o + td)dt, \tag{18}
\]

where \( t_n \) and \( t_f \) determine the near and far bound of the ray. \( \sigma \) denotes the density of a point and \( c \) is the emitted color of it. The accumulated transmittance value \( T \) is defined as follows

\[
T(t, o, d) = \exp \left( -\int_{t_n}^{t} \sigma(o + sd)ds \right). \tag{19}
\]

The aggregated colors from all rays result in a 2D image. NeRF [9] and its following works adopt such differentiable volume rendering to render 2D images from 3D representations, allowing gradients to flow through the renderer. However, sampling a set of points along all rays may lead to low rendering speed. Recent works focus on acceleration via various techniques, such as pruning [148], improved integration [149], and carefully-designed data structures [150], [151], [152], [153].
Hybrid representation. Considering the pros and cons of each representation, hybrid representations are proposed to complement each other. Most of the hybrid representations focus on the combination of explicit and implicit representations. Explicit representations provide explicit control over the geometry. On the other hand, they are restricted by the resolution and topology. Implicit representations enable modeling complex geometry and topology with relatively small memory consumption. However, they are usually parameterized with MLP layers and output the attribute for each coordinate, suffering from small receptive fields. Thus, they are difficult to give explicit supervision on surfaces and hard to optimize. Researchers leverage the advantages of each type of representations to make up for the shortcomings of the other type of representations.

Some works [148], [151], [154] integrate voxel grids into neural fields to accelerate the learning and rendering. The features of points for differentiable rendering are interpolated from the features of voxel grids. These representations sacrifice memory consumption for rendering speed. MINE [155] merges neural fields with multi-plane images, which is a smaller representation than voxel grids but suffers from limited viewing range. EG3D [57] uses tri-planes to boost the model capacity of neural fields. Such representations consume less memory than voxel-based neural fields, and they allow fast rendering at the same time. [156] and [82] build a neural field on a point cloud, which can be seen as an unordered version of voxel-based neural fields. [156] interpolates point features from K neighboring points. [82] uses a hyper-network that takes in a point cloud and then generates the weights of a NeRF network. NeuMesh [98] presents mesh-based neural fields by encoding geometry and texture codes on mesh vertices, enabling manipulation on neural fields through meshes. [97], in contrast, combines two explicit representations, mesh and voxel grids. The proposed deformable tetrahedral meshes representation optimizes both the vertex placement and occupancy. Thus, the surfaces are inherently represented by tetrahedral meshes, and this representation achieves both memory and computation efficiency. Hybrid representations seek to maximize the benefits of utilizing various representations. Hence, they are attracting more and more attention.

4 3D SHAPE GENERATION

Recently, most of 3D shape generation methods train deep neural networks to capture the distribution of 3D shapes. In contrast to 2D images, 3D shapes have many types of representations, such as voxel grids, point clouds, meshes, and neural fields. These representations exhibit their own advantages and disadvantages in the task of 3D shape generation. The properties of these representations are considered in the task of 3D shape generation. Units for “FLOPS” and “Num. of Params.” are in G and M, respectively. We calculate the two metrics for methods implemented using PyTorch [99]. “Controllability” is described in Section 6.2. “Dataset” indicates which datasets are used for training generative models.
generation. There are many aspects that can be considered to evaluate whether the 3D representation can work well with deep generative models, including the ease of network processing on the representation, the allowance of efficient generation of high-quality and complex 3D shapes, and the cost of obtaining supervision signals for generative models. Tab. 1 summarizes the representative methods on 3D shape generation.

4.1 Voxel Grids

Voxel grids are usually seen as images in the 3D space. To represent 3D shapes, voxels could store the geometry occupancy, signed distance values or density values, which are implicit surface representations that define the shape surface as a level-set function. Thanks to the regularity of its data structure, voxel grid is one of the earliest representations being used in deep learning techniques for 3D vision tasks, such as 3D classification [35], [36], [101], 3D object detection [157], [158], and 3D segmentation [159], [160].

Wu et al. [25] adopt the architecture of generative adversarial networks to process 3D voxel grids. As illustrated in Fig. 4, the generator maps a high-dimensional latent vector to a 3D cube, which describes the synthesized object in voxel space. Different from 2D GANs, the generator and discriminator are built with a series of 3D convolution blocks to make the GAN process the 3D voxel data. In practice, they also build an encoder to project the 2D image into the latent space of its generator, which is similar to VAE-GAN [161]. So besides the conventional adversarial loss, it also consists of two parts for the encoder training: a reconstruction loss and a KL divergence loss to constrain the output distribution of the encoder. Owing to its VAE-GAN-like design, this model can also be leveraged to recover 3D shapes from the 2D observation. They also demonstrate that the discriminator learned without any supervision can be successfully transferred to several 3D downstream tasks with good performance. Considering the training of GAN models is unstable, [101] attempts to train a variational auto-encoder to model the shape distribution, as shown in Fig. 5. It first uses an encoder network consisting of four 3D convolutional layers and a fully connected layer to map the input voxel into a latent vector and then the 3D decoder with an identical but inverted architecture to transform a latent vector into a 3D voxel. The downsampler in the encoder and upsampler in the decoder are implemented by stride convolutions. The objective function for training consists of two parts: one is KL divergence on the latent codes, and the other is a Binary Cross-Entropy (BCE) for voxel reconstruction. They adjust modifications to the BCE loss to avoid gradient vanishing. Even though this method can handle dense objects, it suffers from producing smooth rounded edges, which is similar to 2D VAE, tending to generate blurry voxels. To solve these problems, [60] introduces VQ-VAE to model the data distribution. Different from VAE, only using a single vector serving as a latent for input, they use VQ-VAE to project the high-dimensional 3D shape into a lower-dimensional discrete latent space which is optimized during training, not fixed like VAE. Once the latent space is well trained, they use a transformer to autoregressively model the non-sequential data. Specifically, they maximize the likelihood of the latent representations using randomized orders for an autoregressive generation. And the well-trained autoregressive model can be used for various downstream applications, including shape completion, and text-guided shape generation, which is simply achieved by fusing conditional information to the autoregressive model.

In addition to modeling the whole object shape, some works attempt more fine-grained shape generation. [102] proposes to use an autoencoder to jointly learn the geometry of the part and the pairwise relationship between different parts. It uses two-way encoder to separately extract the features of the geometry and structure. And GRU and attention modules are also incorporated into the encoder to exchange the geometry and structural information encoded by two independent encoders and summarize the input into a latent code. And a two-way decoder is introduced to decode the input geometry and structure. Because of modeling the structure and geometry explicitly, it can enable the disentangling control of the geometry and the structure. [162] also proposes to model 3D shape variations at part-level. However, they also pay attention to how to automatically assemble different parts into a whole 3D shape. Specifically, it first learns a part-wise generative network, consisting K part generator where K is the number of the parts. The part generator is built up on 3D VAE-GAN, which is very similar to [25] but the difference is they also introduce a reflective symmetry loss to prevent generating asymmetric parts because most parts of the datasets [108] are reflective symmetric. To assemble the synthesized parts with different scales and positions, it introduces a part assembler to regress the transformation for the individual part, which is used to compose parts into a complete shape volume. Since the assembling solution is not unique for the given parts, they propose to set a fixed anchor part while the remains are required to learn the transformation to match the anchor part. At the inference stage, they can generate shapes by sampling the latent space, and the assembling model can compose different parts automatically. [105] also firstly encodes each part by a geometry autoencoder and

Fig. 4. Wu et al. [25] generate 3D shapes with standard 3D convolutional neural networks. Image adapted from [25].

Fig. 5. Brock et al. [101] adopt the variational auto-encoder framework for 3D shape generation. Image adapted from [101].
then uses a sequence-to-sequence (Seq) for part assembly. Thanks to the Seq2Seq modeling, the decoder can perform very well for several tasks, including shape generation and single-view 3D reconstruction.

Although the above approaches can perform well with a low-resolution voxel as inputs, it cannot handle fine-grained voxel with a large resolution because the computation cost grows cubically. To alleviate these issues, [163] tries to use octree as a hierarchical compact representation for the voxel grid and then convert the octree into sequence by traversal ordering. Besides, an adaptive compression scheme used to decrease the sequence length can also improve the efficiency with a transformer-based generator.

Voxel grids like 2D images, are in a euclidean structure, which works well with 3D CNNs. However, the voxel grid consumes much computation cost because the number of voxel elements grows cubically with resolution and quickly become intractable already at low resolutions. In contrast, octree for voxel can reduce a lot of computation, but due to its non-grid structure, it cannot be processed by neural network very efficiently.

4.2 Point Clouds

Since point clouds are direct outputs of depth scanners, they are a popular representation in scene understanding tasks. Modeling data priors of certain point cloud datasets with generative models facilitates downstream computer vision tasks [112], [164]. In contrast to voxel grids, point clouds are an explicit surface representation and directly characterize shape properties, which has two advantages. First, deep neural networks usually process point clouds with fewer GPU memory. Second, they are suitable to some generative models, such as normalizing flows and diffusion models. Despite the two advantages, the irregularity of point clouds makes networks difficult to analyze and generate them.

As the pioneer work, Achlioptas et al. [26] exploit generative adversarial networks to learn the distributions of 3D point clouds. It proposes a raw point cloud GAN (r-GAN) and a latent-space GAN (l-GAN). The generator of the r-GAN is an MLP network with 5 fully connected layers, which maps the randomly sampled noise vector to the point cloud with 2048 points. The corresponding discriminator uses PointNet [31] as the network backbone. [26] found that r-GAN has difficulty in generating high-quality point clouds. A plausible reason is that GANs are hard to converge to a good point. To overcome this problem, [26] presents a novel training framework that first trains an auto-encoder network and then train a generative adversarial network to model the learned latent space of the auto-encoder, which is called l-GAN. The l-GAN delivers much better performance than r-GAN. The GAN generator of point clouds is typically implemented as fully-connected networks, which cannot effectively leverage local contexts for producing point clouds. To solve this problem, some methods [111], [113], [116], [117] propose to construct the GAN generator based on the graph convolution. For example, given a sampled latent vector, Valsesia et al. [113] first use an MLP network to predict a set of point features, which is taken as a graph and processed by a graph convolutional network. When upsampling the point cloud, it applies the graph convolution to point features to obtain new feature vectors, which are concatenated to the original point features to produce the upsamled point set. Another challenge of point cloud generation is that synthesizing high-resolution point clouds easily consumes a lot of memory. Ramasinghe et al. [115] reduce the computational complexity by adopting a GAN model in the spectral domain. It represents point clouds as spherical harmonic moment vectors and regresses these vectors from sampled latent vectors with MLP networks.

Although GAN-based methods have produced impressive generation performance, the unstable training drives researchers to explore other types of generative models. [118] extends variational auto-encoder model (VAE) and adversarial auto-encoder model (AAE) to the 3D domain. The encoder is implemented as a PointNet-like network, and the decoder is an MLP network. Since point clouds are irregular, the reconstruction loss for the auto-encoder is implemented as set-to-set matching loss, such as Earth Mover’s distance and Chamfer distance. Same as 2D VAE model, 3D VAE model supervises the latent space with the KL divergence. Considering the KL divergence could be intractable, AAE model instead learns the latent space with the adversarial training. [118] empirically finds that 3D AAE model gives better performance than 3D VAE model.

Due to the non-Euclidean data structure of point clouds, the GAN-based and AE-based generative models mostly use MLP networks or graph convolutional networks to map latent vectors to point clouds, which can typically produce a fixed number of points. This significantly limits their modeling ability. Even for shapes within the same category, their complexity could require different numbers of points. To overcome this problem, PointFlow [114] models point clouds as a distribution of distributions and learns the 3D data prior with normalizing flows. Image adapted from [114].
vectors. SP-GAN [125] adopt the sphere as prior for the objects can be edited by revising the corresponding latent final point cloud. After training, the parts of generated vector to a set of points, which are concatenated into the multiple branches and each branch map a sampled latent MRGAN [166] proposes a multi-root GAN that consists of the part-level controllability over the generated shapes. The short-run MCMC points' z coordinates. [128] proposes a deep energy-based model for synthesizing point clouds. The short-run MCMC thermodynamics. Fig. 7 presents the diffusion process. The reverse diffusion process is implemented as a Markov chain. Image et al. [129] formulate the point cloud generation as a denoising process, which is implemented as a Markov chain. Image adapted from [129].

ODE solver in continuous normalizing flow is computationally expensive, Klokov et al. [122] proposes to adopt the affine coupling layers to build discrete normalizing flows, resulting in a significant speedup. Another problem of flow-based models is that they may fail when the dimensions of the data and target distributions are not the same. The point clouds typically lie on 2D manifolds, while a generic prior distribution is defined over the 3D space, making flow-based models struggle to transform point clouds to match the prior distribution. To solve this issue, SoftFlow [121] perturbs point clouds with sampled noise and uses a conditional normalizing flow model to map perturbed points to the latent variables.

Recent methods [119], [129], [165] model the point cloud generation as a denoising process and train a model to output vector fields to gradually move points from a generic prior distribution. ShapeGF [119] regards the shape as a distribution and assumes that points on the shape surface have high densities. For any 3D point, it trains a network to predict the point's gradient that is used to move the point to the high-density area. [129], [165] formulate the generation of point clouds as reverse diffusion process, which is in contrast to the diffusion process in non-equilibrium thermodynamics. Fig. 7 presents the diffusion process. The reverse diffusion process is implemented as a Markov chain that transforms the distribution of points from the noise distribution to the target distribution. Each transition step is instantiated as an auto-encoder, which takes the point cloud as input and outputs the displacements of points.

PointGrow [123] develops an autoregressive model that recurrently predicts new points conditioned on previously generated points. It designs self-attention modules to capture long-range dependencies. However, the order of points is hard to define. [123] sorts points based on the points' z coordinates. [128] proposes a deep energy-based model for synthesizing point clouds. The short-run MCMC is adopted as the point generator. The energy model is implemented as a PointNet-like network, which predicts scores for generated point clouds.

Recently, some methods [125], [166] attempt to attain the part-level controllability over the generated shapes. MRGAN [166] proposes a multi-root GAN that consists of multiple branches and each branch map a sampled latent vector to a set of points, which are concatenated into the final point cloud. After training, the parts of generated objects can be edited by revising the corresponding latent vectors. SP-GAN [125] adopt the sphere as prior for the part-aware shape generation. It defines a fixed point cloud on the unit sphere and anchors the sampled latent vector to each point, which is then fed into a generator to produce the shape. The initial point cloud acts as a guidance to the generative process and provides dense correspondences between generated shapes, naturally enabling the part-level controllability. Changing latent vectors of some points leads to the modification of the associated part.

Point clouds have been adopted in many types of generative models to synthesize shapes. Although previous methods have achieved impressive performance on shape generation, the high-resolution shapes are still difficult to obtain. The reason is that high-resolution shapes requires many points for modeling, which will consume a large amount of GPU memory.

4.3 Neural Fields

Neural fields use neural networks to predict properties for any point in the 3D space. Most of them adopt MLP networks to parameterize 3D scenes and can model shapes of arbitrary spatial resolutions in theory, which is more memory efficient than voxel grids and point clouds. Although neural representations has superiority in the shape modeling, it is not straightforward to apply common generative models such as GANs on these representations, due to the lack of ground-truth data in neural representation format and the difficulty of processing neural representations with neural networks directly. To overcome this problem, some methods use auto-decoders [167] to model the distribution. gDNA [168] adopts an auto-decoder for dynamic human generation. There are two independent latent spaces for detail and shape. A 3D CNN-based feature generator first processes the shape latent code into a feature volume, which is further decoded into occupancy values and feature vectors through an MLP. Surface details are synthesized based on the detail latent code and the decoded features. The learnable 3D transformations are applied on the canonical representations to get the deformed output. [137] aims to preserve shape correspondences when generating shapes. An MLP is used to represent a template implicit field with signed distance function that is shared among all instances. Given a shape code, a deformation field and a correction field are modeled by another two MLPs for each point in the template space. Those points that are deformed from the same point in the template space are considered as correspondences. A SDF regression loss between a collection of shapes and those generated ones is used for training. [135] learns a shared latent space to enable semantic-aware shape manipulation. A sampled latent code will be processed by two networks with representations of different levels of granularity. One is with SDF that can capture fine details while the other one is with simple shape primitives to represent a coarse shape. Two reconstruction losses are calculated between the given shapes and the generated shapes of two representations.

To generate implicit fields based on generative adversarial networks, some methods discriminate the generated implicit fields either in the latent space or with the converted explicit representations. [27] applies the discriminator on the latent space. An auto-encoder is first used to learn the
features from a set of shapes, where the encoder can be a 3D CNN or PointNet [31] while the decoder is parameterized with MLP and takes coordinates and features as input. Then, latent-GANs [26], [169] are employed to train on the features extracted by the pretrained encoder. The generated features can be decoded by the pretrained decoder to get a shape. [136] also leverages latent-GANs but proposes a hybrid representation as the intermediate feature for learning to enable spatial control of the generated shapes. The latent representation combines voxel grids and implicit fields, and therefore each cell covers a part of the shape. [134] outputs SDF values given a coordinate and a latent code in the generator and designs two types of discriminators, voxel-based (e.g., 3D CNN) and point-based (e.g., PointNet). In voxel-based cases, a fixed number of stationary points are fed into the generator and query for SDF value. While in point-based cases, points of arbitrary sequence can be queried for SDF values. SurfGen [170] develops a differentiable operator that extracts surface from implicit fields through marching cubes [171] and then performs differentiable spherical projection on the surface, which is an explicit shape representation. A spherical discriminator operates on the explicit surfaces to supervise the training.

With the development of diffusion models, it is interesting to apply this powerful generative models to learn the distributions of neural fields. [172] starts the initial attempt through representing data using an implicit neural representation and learning a diffusion model directly on the modulation weights of the implicit function. However, blurry results are generated compared to the results from GAN-based methods. Combining neural fields with diffusion models appropriately remains a problem to be explored.

4.4 Meshes and Other Representations

Mesh is one of the most used representations in traditional computer graphics. It is also usually taken as the target object in many 3D modeling and editing softwares. Despite the mesh’s popularity in traditional applications, it is challenging to apply deep generative models to the mesh generation due to two factors. First, meshes are non-Euclidean data and cannot be directly processed by convolutional neural networks. Second, the mesh generation requires to synthesize meshes with plausible connections between mesh vertices, which is difficult to achieve.

To avoid handling the irregular structure of meshes, [132] proposes an image-like representation called multi-chart structure to parametrize the mesh. It defines a set of landmark points on a base mesh, and each triplet of landmark points corresponds to a function that establishes correspondences between a chart on the image domain and the shape surface. By representing meshes with multi-chart structure, [132] can utilize well-developed image GAN techniques to generate shapes. However, the parameterization trick requires the topology of generated meshes similar to the base mesh that used to define the multi-chart structure. To make the generation process easier, SDM-Net [216] registers training meshes with a unit cube mesh, which enables them to have the same connectivity as the template cube mesh. SDM-Net utilizes the variational auto-encoder to learn the distributions of meshes, where the encoder and decoder are implemented with convolutional operators defined on meshes. Based on [216], TM-Net [131] additionally defines a texture space on the template cube mesh and uses a CNN-based VAE to synthesize texture maps, which are combined with generated meshes to produce textured meshes. PolyGen [130] attempts to synthesize the connectivity of meshes based on an auto-regressive generative model. It develops a transformer-based network to sequentially generate mesh vertices and faces. Similar to PointGrow [123], PolyGen sorted the mesh vertices along the vertical axis and use a vertex transformer for the vertex generation. Then, mesh faces are predicted using a face transformer that is conditioned on generated mesh vertices. Different from prior works, [217] proposes a generative model that directly synthesizes explicit textured 3D meshes from 2D image collections by incorporating differentiable surface modeling and differentiable rendering to GANs. This model can be trained with high-resolution images, enabling to learn high-quality geometric and texture details.

Representing shapes as structured computer programs is an attractive direction. Programs guarantee to produce high-quality geometries and is editable to users. ShapeAssembly [141] proposes to create programs with a VAE model. It turns 3D shapes into programs to construct the training dataset and develops a sequence VAE for learning. To analyze the input program, the encoder uses MLP networks to extract features from each program line and fuse them into a latent vector with a GRU module. During the program generation, the decoder utilizes the GRU to sequentially predict features for each line, which are mapped to the program line using MLP networks.

5 3D-aware Image Generation

The goal of 3D-aware image generation is to explicitly control the camera viewpoint when synthesizing images. 2D GAN-based models [218], [219], [220], [221], [222] achieve this goal by discovering a latent space direction corresponding to the viewpoint trajectory. Although they deliver impressive results, finding a reasonable direction in the latent space is not easy and usually cannot support the full control of the rendering viewpoint. This survey focuses on works that explicitly generating 3D representations for 3D-aware image synthesis. In contrast to 3D shape generation methods that are directly trained with shapes, most of 3D-aware image generation methods are supervised by images through differentiable neural rendering, because there are typically not high-quality and large-scale datasets of renderable 3D representations for training generative models. Due to the lacking of renderable 3D representations, auto-encoder architectures are barely used in this task. Most methods adopt the generative adversarial model, which samples a latent vector from the latent space and decodes it to the target representation.

Similar to 3D shape generation, there are also several 3D representations commonly used in the task of 3D-aware image generation, including depth/normal maps, voxel grids, and neural fields. Point clouds and meshes are not well explored in generative image synthesis. A reason is that current differentiable neural rendering cannot provides
Properties of representative methods on 3D image generation. Units for “FLOPS” and “Num. of Params.” are in G and M, respectively. “Controllability” is described in Section 6.2. “Dataset” indicates which datasets are used for training generative models.

| Method          | Publication | 3D representation | FLOPS | Num. of Params. | Image resolution | Controllability | Dataset |
|-----------------|-------------|-------------------|-------|----------------|------------------|----------------|---------|
| VON [175]       | NeurIPS 2018| Voxel grid        | -     | -              | 1024 × 1024 × 1024 | Camera pose     | [109], [174] |
| HoloGAN [67]    | ICCV 2019   | Voxel grid        | -     | -              | 1024 × 1024 × 1024 | Camera pose     | [108], [177], [174], [177], [179], [179] |
| BlockGAN [188]  | NeurIPS 2020| Voxel grid        | -     | -              | 1024 × 1024 × 1024 | Camera pose     | [108], [177], [179], [178], [179] |
| Wang et al. [182]| ECCV 2016   | Normal map        | -     | -              | 256 × 256         | Camera pose     | [183]    |
| Noguchi et al. [184]| arXiv 2019 | Depth map         | -     | -              | 256 × 256         | Camera pose     | [51], [188], [179], [185] |
| Shi et al. [186]| ECCV 2022   | Depth map         | 63.24 | 55.81          | 256 × 256         | Camera pose     | [179]    |
| Schwarz et al. [28]| NeurIPS 2020| Normal field     | 177.03| 0.68           | 64 × 64           | Camera pose     | [50], [176], [177], [185], [188], [189] |
| Niemeyer et al. [30]| CVPR 2021   | Neural field      | 5.21  | 0.75           | 256 × 256         | Spatial layout  | [50], [51], [177], [179], [187], [189] |
| Chan et al. [29]  | CVPR 2021   | Neural field      | 842.42| 1.91           | 256 × 256         | Camera pose     | [176], [177], [177] |
| Pan et al. [190]| NeurIPS 2021| Neural field      | 1243.66| 1.91         | 256 × 256         | Relighting      | [175], [176], [177] |
| Niemeyer et al. [191]| 3DV 2021   | Neural field      | 183.86| 0.36           | 128 × 128         | Camera pose     | [176], [177], [185], [189] |
| Zhou et al. [192]| arXiv 2021  | Neural field      | 621.53| 1.91           | 256 × 256         | Camera pose     | [51], [195] |
| Xu et al. [194]  | NeurIPS 2021| Neural field      | -     | -              | 256 × 256         | Camera pose     | [175], [176], [177] |
| Zhang et al. [195]| ECCV 2022   | Neural field      | -     | -              | 256 × 256         | Human pose      | [196]    |
| Sun et al. [197] | CVPR 2022   | Neural field      | 2094.73| 2.70          | 256 × 256         | Semantics       | [51], [198] |
| StyleNeRF [199] | ICLR 2021   | Neural field      | 13.49 | 7.63           | 1024 × 1024       | Camera pose     | [51], [178], [193], [200] |
| Style3DF [203]  | CVPR 2021   | Neural field      | -     | -              | -                | Camera pose     | [51], [193] |
| GRAM [202]      | CVPR 2021   | Neural field      | 977.91| 1.95           | 256 × 256         | Camera pose     | [51], [177], [187] |
| VoLux-GAN [203] | SIGGRAPH 2022| Neural field     | -     | -              | -                | Relighting      | [51], [176] |
| GIRAFFE HD [204]| CVPR 2022   | Neural field      | 3386.12| 12.78         | 1024 × 1024       | Camera pose     | [50], [51], [176], [179], [193] |
| Zhang et al. [205] | CVPR 2022   | Neural field      | -     | -              | -                | Human pose      | [50], [51], [193] |
| Noguchi [206]   | arXiv 2022  | Neural field      | -     | -              | -                | Human pose      | [207], [208], [209], [210] |
| IDE-3D [211]    | SIGGRAPH Asia 2022| Neural field    | -     | -              | -                | Semantics       | [51], [198] |
| EpiGRAD [212]   | arXiv 2022  | Neural field      | -     | -              | -                | Camera pose     | [51], [177] |
| AvatarGen [213] | arXiv 2022  | Neural field      | -     | -              | -                | Human pose      | [196], [214], [215] |
| VolumeGAN [56]  | CVPR 2022   | Hybrid            | 32.52 | 8.67           | 256 × 256         | Camera pose     | [51], [176], [177], [178], [179], [187] |
| EGGD [57]       | CVPR 2022   | Hybrid            | 25.78 | 30.60          | 512×512          | Camera pose     | [51], [193] |

Fig. 8. DepthGAN [186] uses depth images as the scene geometry to enable 3D-aware image synthesis. Image adapted from [186].

Effective gradient signals to optimize these two representations easily. The key factors to be considered when incorporating 3D representation for 2D image generation are quality and efficiency, where the quality includes image realism and view consistency. Representative methods on 3D-aware image generation are summarized in Tab. 2.

### 5.1 Depth/Normal Maps

Depth and normal maps are easily accessible representations that partially reveal the geometry of 3D scenes or objects. Since they only show the geometry from one side, they are usually referred to as 2.5D representations instead. Depth and normal maps can be involved in image generation with ease (i.e., processed by 2D convolutional neural network rather than 3D architectures) as they share the similar data format as 2D image. Most of methods [182], [184], [186] leverage GAN models to generate depth or normal maps for 3D-aware image synthesis.

S2-GAN [182] proposes to consider the underlying 3D geometry when generating images, where it calls the geometry as structure and the image as style. It develops the Structure-GAN that maps a sampled latent vector to a surface normal map. Then, the normal map is fed into the Style-GAN with another sampled latent vector to generate the image. The Structure-GAN is implemented as a set of convolution and deconvolution layers, and the Style-GAN is designed based on the conditional GAN [223]. By disentangling the generation of the structure and style, [182] makes the generative process more interpretable and enables the controllability of image synthesis given surface normal maps. To explicitly control the viewpoint of rendered images, RGBD-GAN [184] passes camera parameters into the generator. It assumes RGB and depth image can be generated simultaneously and learns from 2D image data only. To ensure the inter-view consistency of synthesized images, [184] generates two RGBD images under two different viewpoints and warps the RGB-D image from one view to another view to compute the consistency loss. However, the model fails to capture such relationship when the contents in the image become more complex (e.g., bedrooms) and outputs a flat plane. In contrast, [182] and [186] hold the view that appearance should be rendered conditioned on the geometry, where normal maps and depth maps are used, respectively. Similar to S2-GAN [182], DepthGAN [186] develops a dual-path generator for the 3D-aware image synthesis. In contrast to [182] that explicitly conditions the image generation on the synthesized geometry, DepthGAN extracts intermediate features from the geometry path and...
There are generally two ways to synthesize images from voxel grids, which can efficiently synthesize high-resolution images. However, 2D CNNs-based generators do not guarantee the inter-view consistency of generated images [224], even when they are supervised with the view consistency loss. Moreover, depth and normal maps are 2.5D representations that cannot show the full geometry of the scene.

5.2 Voxel Grids

There are generally two ways to synthesize images from voxel grids. The first way is using voxel grids to only represent 3D shapes, which are used to render depth maps to guide the image generation. The second way is embedding the geometry and appearance of scenes with voxel grids.

[173] and [225] are inspired from graphics rendering pipeline and decompose the image generation task into 3D shape generation and 2D image generation, which is illustrated in Fig. 9. They adopt voxel grids for the shape generation, followed by a projection operator that renders voxel grids into the depth map under a viewpoint. The depth map is further used as the guidance for RGB image generation. Similar to [182], [173] utilizes a conditional GAN to synthesize the 2D image based on the rendered depth map. To enable the illumination control, rather than directly synthesizing the appearance on the depth map, [225] generates different image components (e.g., diffuse albedo, specular, and roughness) based on the rendered depth and compose the final RGB output following the physical image formation process.

[59], [67], [180] represent the underlying geometry and appearance in voxel grids simultaneously. HoloGAN [67] leverages a 3D CNN-based generator to produce a 3D feature volume from a latent vector. A projection unit will project the voxels to 2D features, and the following 2D decoder outputs the final RGB image. To control the viewpoint, HoloGAN applies 3D transformations to voxel grids, which ensures the underlying 3D geometric property. Based on HoloGAN, BlockGAN [180] generates multiple feature volumes, each representing a 3D entity, and compose them into a feature volume for the whole 3D scene. This strategy enables it to render images containing multiple objects. Instead of learning a 3D feature volume, PlatonicGAN directly [226] learns to predict RGB and alpha volumes, yet is limited to a low resolution. More recently, VoxGRAF [59] attempts to synthesize RGB and alpha volumes, and render images from volumes through the volume rendering techniques. By removing the 2D CNN renderers, VoxGRAF promises to render view-consistent images. To achieve the rendering of high-resolution images, VoxGRAF adopts sparse voxel grids to represent scenes. It first generates a low-resolution dense volume, and then progressively upsamples the resolution of volume and prunes voxels in the empty space.

5.3 Neural Fields

Image synthesis methods based on neural fields generally adopt neural fields to implicitly represent the properties of each point in the 3D space, followed by a differentiable render to output an image under a specific viewpoint. Volume renderer [69] is the most commonly used renderer for 3D-aware image synthesis. Most of the methods use GANs to supervise the learning of neural fields.

GRAF [28] firstly introduces the concept of generative neural radiance fields. As shown in Fig. 10, a MLP-based generator is conditioned on a shape noise and an appearance noise, and predicts the density and the color of points along each ray. Then, a volume renderer gathers the information along all rays to synthesize a 2D image. Due to the slow rendering process, a patch-based discriminator is used to differentiate between the real and fake patches instead of the complete images. π-GAN [29] uses a similar setting as GRAF, but it adopts SIREN [227] rather than ReLU MLPs for representation, which is more capable of modeling fine details. It utilizes progressive training with an image-based discriminator. Besides, instead of using two latent codes, π-GAN employs a StyleGAN-like mapping network to condition the SIREN on a latent code through FiLM conditioning [228], [229]. Though improving the quality of the 3D-aware image synthesis significantly, the above methods still face with several challenges. First, the good quality of rendered images does not imply a decent underlying shape and guarantee the inter-view consistency. Second, due to the huge number of points queried along all rays and the complex rendering process, rendering an image from the model takes a lot of time. Consequently, it is hard to train a 3D-aware generative model on high-resolution images efficiently. Third, they all assume a prior distribution of camera poses on the dataset, which may not be accurate enough.

To mitigate the first issue, ShadeGAN [190] adds a lighting constraint on the generator. It generates the albedo rather than the color for each point. A shading model
operates on the generated albedo map, the normal map derived from densities, the sampled camera viewpoint, and the sampled lighting source to render an RGB image. GOF [194] analyzes the weight distribution on points along a ray. The cumulative rendering process cannot ensure a low-variance distribution on rays, leading to diffused object surfaces. Occupancy-based neural fields can satisfy the requirement but suffer from the optimization problem that gradients only exist on surfaces. Hence, GOF unifies the two representations through gradually shrinking the sampling region to a minimal neighboring region around the surface, resulting in neat surfaces and faster training. GRAM [202] also examines the point sampling strategy. It claims that deficient point sampling strategy in the prior work causes the inadequate expressiveness of the generator on fine details, and the noise caused by unstable Monte Carlo sampling leads to the inefficient GAN training. GRAM proposes to regulate the learning of neural field on 2D manifolds and only optimizes the ray-manifold intersection points. MVCGAN [205] attempts to alleviate the consistency problem by adding a multi-view constraint on the generator. For the same latent code, two camera poses are sampled for rendering and both the features and images are warped from one to the other to calculate the reprojection loss. GeoD [230] tackles the problem by making the discriminator 3D-aware. A geometry branch and a consistency branch are added to the discriminator to extract shapes and evaluate consistency from the generator’s outputs, and in turn supervise the generator.

To generate 3D-aware images on larger resolutions efficiently, a variety of methods operate neural fields in a small resolution and leverage convolutional neural networks for upsampling the image/features to a higher resolution. StyleNeRF [199] integrates the neural fields into a style-based generator. The low-resolution NeRF outputs features rather than colors which are further processed by convolutional layers. StyleSDF [201] merges a signed distance function-based representation into neural fields. The output features from the neural fields are passed to a style-based 2D generator for high-resolution generation. Two discriminators are operated on the neural field and the 2D generator separately. CIPS-3D [192] uses a shallow NeRF network to get the features and densities of all points. A deep implicit neural representation network then predicts the color of each point independently based on the feature vector of that pixel. Each network is accompanied by a discriminator. Despite of the high-resolution images of high fidelity achieved, introducing convolutional layers for 2D upsampling may harm the 3D consistency. Carefully designed architectures and regularizers are necessary to mitigate the problem. StyleNeRF [199] uses a well-thought-out upsampler which is based on 1x1 convolutional kernels. Moreover, a NeRF path regularizer is designed to force the output of CNNs to be similar to the output of NeRF. GRAM-HD [231] designs a super-resolution module that upsamples the manifold to a higher resolution. Images are rendered from upsampled manifolds. EpiGRAF [232] throws the convolutional neural networks away. It directly works on the output of a high-resolution neural fields through introducing a patch-based discriminator, which is modulated by the patch location and scale parameters.

Regarding camera poses, most methods assume a prior distribution from the dataset. [57], [59], [202], [231], [232], however, leverage ground-truth poses of the dataset for sampling and training. They show significantly improvement of the quality on both the images and geometry, which demonstrates the importance of an accurate camera distribution. CAMPARI [191] attempts to learn the pose distribution from datasets automatically, and leverages a camera generator to learn the distribution shift on a prior distribution. The results show the complexity of learning poses from the dataset. Learning accurate pose distribution from a given dataset remains a difficult problem in the generation field.

With the advent of generative neural fields, researchers also explore compositional generation. GSNN [233] decomposes a global neural radiance fields into several local neural radiance fields to model parts of the whole scene. GIRAFFE [30] and GIRAFFE-HD [204] represent scenes as compositional generative neural radiance fields, allowing the independent control over multiple foreground objects as well as the background.

Besides, editing and controllability in the generation process arouse the researchers’ interest. A few works focus on the semantic control in the 3D-aware generation. GANcraft [234] aims to generate realistic scene image given 3D voxel grids with semantic labels. Features of sampled points are queried through interpolation of features in voxel corners. The features are further processed by style-modulated MLPs and convolutional layers. [195] generates a semantic map from the generative radiance field conditioned on a semantic code and the sampled human pose and camera pose. It then employs an encoder-decoder structure to synthesize a human image according to the semantic map and the sampled texture latent code. The content can be manipulated through interpolating codes and sampling different poses. FNeRF [197] and IDE-3D [211] render semantic maps and color images from generative neural fields simultaneously. The semantic maps can be used to edit the 3D neural fields via GAN inversion technique [235], [236]. Pix2NeRF [237] translates a single input image to radiance field through generative models, and thus gains control in 3D space (e.g., different viewpoints). An encoder is introduced before the generator to convert the input to the latent space, and forms a reconstruction objective to learn. D3D [258] decomposes the generation into two independent components of shape and appearance, enabling the control over geometry and color separately. 3D-GIF [239] and VoLux-GAN [203] seek control over lights. 3D-GIF explicitly predicts the albedo, the normal, and specular coefficients for each point in the neural field. The volume rendering and photometric image rendering are adopted to synthesize the light-aware image under a sampled lighting source. VoLux-GAN also predicts albedos, normals, diffuse components and specular components from the neural field, but uses HDR environmental map to model the lighting instead. It is hence able to do HDR relighting.

Other than GAN-based methods, NeRF-VAE [240] leverages a variational autoencoder [16] to model the distribution of radiance fields. The model takes in a collection of images and their corresponding camera poses from the same scene as input and gets a latent variable. The latent variable
5.4 Hybrid Representations

Implicit representations can optimize the whole 3D shape well from 2D multi-view observations via differentiable rendering. So lots of works [28], [29], [30], [199] choose to incorporate implicit representations into the generator to accomplish 3D-aware image synthesis. The implicit representation implemented by MLPs is memory-efficient, but evaluation takes a very long time. Explicit representations, such as voxel grids and depth, work well with CNN and are efficient for high-resolution image rendering, but they suffer from memory overhead and view consistency. The implicit and explicit representations can provide complementary benefits to each other, so combining these representations for 3D-aware image synthesis can potentially improve the image quality and rendering efficiency.

VolumeGAN [58] proposes to represent objects using structural and textural representations for 3D-aware image synthesis. To capture the structure, they first construct a feature volume and then the features queried in feature volume along with the raw coordinates, are used to learn generative implicit feature fields. A texture network akin to StyleGAN2 is used to provide texture information to the feature fields. VolumeGAN depicts 3D objects with explicit voxel grids and implicit feature fields, which improves the speed of evaluation and the quality of synthetic images. However, it is challenging to improve spatial refinement because a bigger feature volume results in a greater computing burden. Unlike VolumeGAN, EG3D [57], which is shown in Fig. 11, proposes to use tri-plane instead of voxel as the explicit representations. EG3D adopts a 2D generator to generate high-resolution tri-planes, which is easier to scale up large resolution in a computationally efficient manner. And they also adopt the similar strategy of VolumeGAN to transform the feature fields into images. Other techniques like generator pose conditioning as well as dual discrimination are also introduced to avoid view inconsistencies.

It has been shown that hybrid representations are effective in producing high-quality 3D-aware images and is then used as the input of the generator to synthesize the content for the volume renderer. The volume renderer renders images according to the input camera poses, and the outputs are expected to be similar to the input images. LOLNeRF [241] employs auto-decoder for learning a 3D-aware generative model, where pixel-level supervision can be applied in contrast to image-pixel supervision used in GAN-based methods.

6 APPLICATIONS

The rise of 3D generative models has enabled many promising applications, as shown in Fig. 12. In this section, we discuss the applications of 3D generative models in terms of editing, reconstruction and representation learning.

6.1 3D Shape Editing

Many classical methods have for 3D shape editing, e.g., skeleton based deformation and cage based deformation. We refer to [243] for detailed survey of classical shape editing methods. In contrast to classical methods that directly edit the 3D shape, we focus on shape editing methods assisted by deep shape generative models.

3D space editing: Several works edit shapes relying on user manipulation in the 3D shape space. Liu et al. [244] ask users to paint 3D shapes in the form of voxel grids, assisted by a 3D GAN to refine the user-painted 3D shapes. Instead of directly editing the voxel grids, a few methods study
6.2 3D-Aware Image Editing

As 3D-aware image generative models introduce physically meaningful 3D factors to the image formation process, the editing of 3D-aware image generative models can be categorized into two categories. One line of works edits the physically meaningful 3D factors, and the other manipulates the latent code.

**Physical factor editing**: All 3D-aware image synthesis methods allow users to control camera poses, resulting in 2D images of various viewpoints. In addition to camera poses, several methods enable editing of object poses, inserting new objects by modeling the compositional nature of the scene. Re-lighting is also studied via disentangling the albedo, normal, and specular coefficients. More recently, several generative models for neural articulated radiance fields are proposed for human bodies, enabling shape manipulation driven by human skeletons.

**Latent code editing**: The latent code models all the other variations that are not captured by the physically meaningful 3D factors. Several methods learn disentangled shape and appearance code for generative radiance fields, enabling independent interpolation of shape and appearance. CLIP-NeRF further allows for controlling shape and appearance of generative radiance fields using language or a guidance image. Another line of works explores more fine-grained, local editing. FENeRF and IDE-3D enables semantic editing of generative radiance fields guided by semantic segmentation masks.

6.3 3D Shape Reconstruction

There are two common choices for leveraging 3D generative models for reconstruction, depending on whether test-time optimization is applied for reconstruction or not.

**Armotized inference**: Generative models equipped with an encoder (e.g., VAE) naturally enables reconstructing 3D shapes from a given input. In contrast to standard 3D reconstruction that focus on one-to-one mapping from the input to the target 3D shape, generative methods allows for sampling many possible shapes from the posterior distribution. This line of works is applicable to different types of input by switching the encoder. The common choices of input include single-view image, point cloud, low-resolution voxel grid, and text description.

**Model inversion**: Another line of methods leverages the inversion of generative models for reconstruction, typically requiring test-time optimization. Adopting an auto-decoder framework, a complete shape can be reconstructed from a partial observation via optimizing the latent code to match the partial observation.

While aforementioned methods only allow for reconstructing shapes based on 3D shape generative models, more recent works demonstrate single-view image based 3D reconstruction by inverting the 3D-aware image generative models. This line of works follows a classical idea of Analysis by Synthesis. Note that by inverting 3D-aware generative models, camera poses can also be recovered, thus enabling category-level object pose estimation.

7 Future Work

The development of 3D generative models has advanced rapidly, but there are still a lot of challenges to overcome before they can be used for downstream applications, such as gaming, simulation, and augmented/virtual reality. Here, we discuss promising future directions of 3D generative models.

**Universality**: Most of existing 3D generative models are trained on simple object-level datasets, e.g., ShapeNet for 3D shape generation and FFHQ for 3D-aware image synthesis. We believe that the extension of 3D generative models to a greater degree of universality is a fruitful direction for future research. The universality includes generating versatile objects (e.g., ImageNet or Microsoft CoCo), dynamic objects or scenes, and large-scale scenes. Instead of focusing on a single category, it is of particular interest to learn a general 3D generative model for various categories like DALL-E2 and Imagen, and infinite 3D scenes.

**Controllability**: The controllability of 3D generative models lags behind that of 2D generative models. Ideally, the user should be able to control the 3D generation process via user-friendly input, including but not limited to language, sketch and program. Moreover, we believe that the controllability over the physical properties should be further investigated, including lighting, material and even dynamics.

**Efficiency**: Many 3D generative models require 3-10 days of training on multiple high-end GPUs and are slow during inference. We believe that improving the training efficiency 3D generative models is desired, and enhancing the inference efficiency is crucial for downstream applications.

**Training stability**: The training of 3D generative models, in particular 3D-aware image synthesis models, is usually more prone to mode collapse. One possible explanation is...
that the distribution of the physically meaningful factors, e.g., camera poses and rendering parameters, may not match that of the real images. Investigating the training stability of generative models is thus particularly important.

8 Conclusion

Deep 3D generative models, such as VAEs and GANs, aim to characterize the data distribution of observed 3D data. A key challenge in the task of 3D generation is that there are many 3D representations for describing 3D instances and each representation exhibits its own advantage and disadvantage in generative modeling. This paper presents a comprehensive review of 3D generation by discussing how different 3D representations work with different generative models. We first introduce fundamentals of 3D generative models, including the formulation of generative models and 3D representations. Then, we review how 3D representations are modeled and generated in the task of 3D shape generation and 3D-aware image generation, respectively. The applications of 3D generative models are then discussed, including shape editing, 3D-aware image manipulation, reconstruction, and representation learning. Finally, we discuss the limitations of existing 3D generative models and propose some future directions of 3D generation. We hope this review can help the readers grasp a better understanding of the 3D generation field and inspire more works in the future.
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