Ground State Phase Diagram of the $t$-$t'$-$J$ model
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We report results of large scale ground state density matrix renormalization group (DMRG) calculations on $t$-$t'$-$J$ cylinders with circumferences 6 and 8. We determine a rough phase diagram which appears to approximate the 2D system. While for many properties, positive and negative $t'$ values ($t'/t = \pm 0.2$) appear to correspond to electron and hole doped cuprate systems, respectively, the behavior of superconductivity itself shows an inconsistency between the model and the materials. The $t' < 0$ (hole doped) region shows antiferromagnetism limited to very low doping, stripes more generally, and the familiar Fermi-surface of the hole doped cuprates. However, we find $t' < 0$ strongly suppresses superconductivity. The $t' > 0$ (electron doped) region shows the expected circular Fermi pocket of holes around the $(\pi, \pi)$ point and a broad low-doped region of coexisting antiferromagnetism and $d$-wave pairing with a triplet $p$ component at wave-vector $(\pi, \pi)$ induced by the antiferromagnetism and $d$-wave pairing. The pairing for the electron low-doped system with $t' > 0$ is strong and unambiguous in the DMRG simulations. At larger doping another broad region with stripes in addition to weaker $d$-wave pairing and striped $p$-wave pairing appears. In a small doping region near $x = 0.08$ for $t' \sim -0.2$, we find a new type of stripe involving unpaired holes located predominantly on chains spaced three lattice spacings apart. The undoped two-leg ladder regions in between mimic the short-ranged spin correlations seen in two-leg Heisenberg ladders.

I. INTRODUCTION

There has been considerable recent progress in numerical simulations of the models associated with the cuprate superconductors—the 2D Hubbard and $t$-$J$ models, and their variants. Like the materials themselves, these models have been found to exhibit a rich variety of phenomena, ranging from uniform antiferromagnetism (AFM) and $d$-wave superconductivity (SC) to charge and spin stripes. Some previously controversial issues have been mostly resolved, such as the existence of stripes. Striped states were first found as a Hartree Fock solution to the doped Hubbard model, and in the late 1990’s two of us used the density matrix renormalization group and found stripes as the ground state of the $t$-$J$ model. At that time this result was controversial, since other powerful simulation methods, such as variational Monte Carlo, could not confirm our results. In the last few years, with progress in a variety of methods combined with the use of several simulation methods together, striped ground states have been confirmed not just in the $t$-$J$ model, but also the Hubbard model, and the Fock solution to the doped Hubbard model.

While $d$-wave singlet pairing has consistently been favored over other types of pairing in many approaches, it has been less clear in both the $t$-$J$ and Hubbard models whether the ground state is superconducting or not. The role of stripes in competing against or enhancing pairing has also been difficult to determine. It has long been clear, however, that next nearest neighbor hopping $t'$ has a crucial influence on the pairing. With a negative sign convention for hopping, our early DMRG for the $t$-$J$ model found that a positive $t'$ stabilizes the commensurate $(\pi, \pi)$ antiferromagnetic correlations and enhances the $d$-wave pairing correlations, whereas a negative $t'$ seemed to disfavor these correlations. Other work has suggested instead that a negative $t'$ is important in destabilizing stripes so that SC can occur.

While DMRG has not changed fundamentally since the 1990’s, there has been steady improvements in techniques, software, and computers since then. Here we have used these developments to return to a study of the $t$-$t'$-$J$ model. We report here a detailed description of the ground state phase diagram for a function of $t'$ and doping $x$, based on $L \times 8$ cylinders with $L$ up to 50, with confirmation of the qualitative features using width 6 cylinders. Note that this model can be used to describe both the hole and electron doped cuprates: for $t'/t < 0$ it describes a hole doped system with electron filling $n_e = 1 - x$, while for $t'/t > 0$, based on a particle-hole transformation, one has an electron doped system with $n_e = 1 + x$.

Two important results of our study are (1) the finding of a coexistent antiferromagnetic $d$-wave SC and induced $\pi$-triplet $p$-wave SC regime in the electron doped system and (2) the lack of long range SC order in the hole doped case.

This paper is organized as follows: in Sec. II we introduce the $t$-$t'$-$J$ model, the DMRG methods used, and the main observables that we study. In Sec. III we show the $t' - x$ ground state phase diagram for $J/t = 0.4$ obtained from the $8 \times L$ cylinder calculations. Here the spin, charge and $d$-wave pairing strength for $t'/t = \pm 0.2$ are shown as the doping $x$ varies slowly along the length of the cylinder. Combined with similar calculations with doping $x$ fixed and $t'$ slowly varying along the length of...
the cylinder, these results (details shown in Sec. [X]) are used to determine the $t' - x$ ground state phase diagram. The resulting phase diagram exhibits four distinct regions. In Sec. [V] we examine the lightly $(x \lesssim 0.14)$ electron doped region in which there is coexisting AFM and strong $d$-wave pairing order. In addition there is necessarily also a $p$-wave triplet pairing component with center of mass momentum $(\pi, \pi)$. This order parameter does not depend upon a $p$-wave pairing interaction, but is dynamically generated by coexisting AFM and $d$-wave SC order parameters.[35][39] While it has the same form as the generator of infinitesimal rotations between AFM and SC order parameters in the $SO(5)$ theory[36] it appears here as an additional order parameter. Its strength relative to the AFM and $d$-wave order will be discussed. In the more heavily doped electron region discussed in Sec. [VII] we find stripes with local AFM, and weaker $d$-wave and $p$-wave triplet pairing. In Sec. [VIII] we discuss the $t' < 0$ part of the phase diagram where we find conventional stripe and an W3 stripe region but negligible pairing. In Sec. [IX] we discuss the relationship of the sign of $t'$ to the electron and hole doped cuprates and compare our results to experiments. Sec. [X] contains our conclusions.

II. MODEL AND METHOD

We study the $t$-$t'$-$J$ model on a square lattice, with Hamiltonian

$$H = \sum_{\langle ij \rangle} -t_{ij}(c_i^{\dagger}c_j + h.c.) + J \sum_{\langle ij \rangle} (\vec{S}_i \cdot \vec{S}_j - \frac{1}{4} n_i^{tot} n_j^{tot}) - \mu \sum_i n_i^{tot}$$

where $n_i^{tot} = n_{i\uparrow} + n_{i\downarrow}$ is the total particle density on site $i$. $\langle \langle \rangle \rangle$ includes both nearest neighbor and next nearest neighbor pairs of sites while $\langle ij \rangle$ includes only nearest neighbor pairs of sites. Doubly occupied states are specifically excluded in the Hilbert space. For all calculations we set $t = 1$ and $J = 0.4$. A chemical potential $\mu$ is used to control the doping level in some of the calculations; in others the number of particles is fixed. We study cylinders, with open boundary conditions in the $x$ direction and periodic boundary conditions in the $y$ direction. We study width-6 and width-8 cylinders with lengths up to 50. Our primary focus is on the width-8 systems. Behavior in width 6 is similar and provides an indication that our width 8 results are relevant for 2D.

We use finite system DMRG using the ITensor library[40]. For this size system, keeping about 3000-4000 states is sufficient to measure local properties, provided that the calculation is not stuck in a metastable state. To control this issue, we perform a variety of simulations with different starting states and temporary pinning fields, comparing energies and convergence of different states, to gain an understanding of the low energy states and their orders. Some of the details of this process in subtle cases is discussed below. In many cases, such as a conventional striped state, starting in a product state with the holes near where they end up is all that is necessary, but one should try different fillings and spacings of the stripes. For example, 8 holes in a striped state might make either two 4-hole stripes or four 2-hole stripes. In such a case we would try both possibilities and compare energies.

We focus on local measurements of the density, the magnetization, and pairing. The hole density and magnetization are measured using $S_z = \frac{1}{2}(n_{i\uparrow} - n_{i\downarrow})$ and $n_{hole} = 1 - n_{i\uparrow} - n_{i\downarrow}$. To detect the superconducting order and structure in the grand canonical ensemble, we use the singlet ($s$) and triplet ($t$) link pairing operators

$$\Delta_{s,t}(l) = \frac{1}{\sqrt{2}}(c_{l\uparrow}c_{l\downarrow}^\dagger \pm c_{l\downarrow}^\dagger c_{l\uparrow})$$

where the + and $-$ are for singlet and triplet, respectively, and $l_1$ and $l_2$ are the two sites of link $l$.

The expectation value $(\Delta_s^2 + \Delta_t^2)$ gives the local pairing strength. For a $d$-wave superconductor, $(\Delta_s^2 + \Delta_t^2)$ switches sign between bonds in the $x$ and $y$ directions.[11]

III. PHASE DIAGRAM

We begin by presenting the approximate phase diagram of the model in the doping ($x$)–next nearest neighbor hopping ($t'$) plane, the detailed features of which are explained later. A key distinction is the difference between positive and negative $t'$. The $t$-$J$ model cannot be doped above half-filling, so it does not appear that one can simulate electron-doped cuprates. However, a particle-hole transformation of the single band Hubbard model maps electron doping to hole doping, but with a change in the sign of $t'$. One can then view the $t$-$J$ model as a low energy description of this particle-hole transformed Hubbard model. We discuss this in more detail in Sec. [X]. The key point is that we can view $t' \approx -0.2$ as applicable to the hole-doped cuprates, while $t' \approx 0.2$ is applicable to the electron doped cuprates. We will refer to the regions of the phase diagram using this terminology.

Our most useful tool in determining the phase diagrams are scan calculations, where in a long cylinder we slowly vary one parameter of the model, either $t'$ or the chemical potential $\mu$, to scan a whole line of the phase diagram. These lines are shown in gray in Fig. 1. These scans are detailed in the next section.

Much of the phase diagram is taken up by a phase with low energy, to gain an understanding of the low energy states and their orders. Some of the details of this process in subtle cases is discussed below. In many cases, such as a conventional striped state, starting in a product state with the holes near where they end up is all that is necessary, but one should try different fillings and spacings of the stripes. For example, 8 holes in a striped state might make either two 4-hole stripes or four 2-hole stripes. In such a case we would try both possibilities and compare energies.
FIG. 1. Approximate phase diagram in the \(x - t'\) plane, where \(x\) is the doping and \(t'\) is the next-nearest neighboring hopping, for width-8 cylinders. The six gray lines indicate the location of parameter-varying “scan” calculations on long cylinders which were the main tool to determine the phase diagram. The green indicates commensurate AFM order; the beige represents conventional stripes, which modulate \(\pi\)-phase shifted domain walls in the AFM order. The slanted lines indicate \(d\)-wave pairing order. The simultaneous presence of \(d\)-wave pairing and AFM correlations induces weaker momentum-(\(\pi, \pi\)) \(p\)-wave order.

This phase makes up most of the \(t' < 0\) side of the diagram.

There is also a novel type of striped phase in a small region of the phase diagram with \(t' < 0\). In this W3 (width-3) striped phase, the stripes are predominately one site wide with exactly two rows of mostly undoped sites between them acting as a spin-ladder. The holes within stripes are unpaired with a spacing of about 4 between holes. The Heisenberg two-leg ladder is spin-gapped, with very short range spin correlations, and the “ladders” in the W3 phase behave similarly. The stripes in W3 do not induce a \(\pi\) phase shift to the spins on either side, probably due to the combination of low doping within the stripe and the short range spin correlations. Instead of acting as a domain walls, they decouple the spin ladders. The W3 phase appears to have substantial decoupling between the undoped ladders and the doped chains, and the transverse period is locked at 3 lattice spacings. The W3 phase (like a \(t-J\) chain) does not exhibit pairing. For \(t' < 0\), commensurate AFM order is present only very close to zero doping; stripes break up the AFM order very quickly on doping.

For \(t'\) positive above a small threshold, one enters a very different low-doped phase. This phase has three types of order simultaneously. The two dominant forms of order are AFM and \(d\)-wave superconductivity, which have also been found in recent studies of the Hubbard model with positive \(t'\) [17]. There are no signs of stripes at low doing, and the magnetic order is commensurate at \(Q = (\pi, \pi)\). The \(d\)-wave order is robust; unlike in previous studies at \(t' = 0\) where determining whether the system is superconducting or not requires careful scaling, here its presence is very clear. These two dominant orders, \(d\)-wave pairing and AFM, combine to form a weaker triplet \(p\)-wave order at wavevector \(Q = (\pi, \pi)\) [35, 44–49]. This order comes about because the AFM order breaks SU(2) symmetry, so that singlet and triplet pairing are no longer distinct, and the nonzero wavevector reflects the wavevector of the AFM order. There is no separate attractive conventional interaction in the \(p\) channel; this derivative order is purely a consequence of the other two orders.

In the higher-doped \(t' > 0\) region, a superconducting striped phase appears. This phase looks locally much like the lower doped phase, but with stripes. The stripes look like conventional stripes in most respects, but they exhibit significant \(d\)-wave pairing, unlike the \(t' < 0\) striped phase. The stripes act as domain walls to the AFM order, and locally one sees derivative \(p\pi\) triplet order as well, modulated by the stripes. The pairing overall is somewhat weaker in the higher doped phase, probably because of the stripes. But while the stripes somewhat compete with superconductivity, the main driver against pairing appears to be negative \(t'\) itself, rather than \(t'\)
acting through stripe formation. A likely mechanism for this is that positive \( t' \) directly increases the mobility of pairs[50], making it easy for them to phase cohere and to avoid becoming locked into stripes.

In Fig. 2 we show non-scan simulations of three of the phases, emphasizing their differences. An alternate view is given by the high-probability product state plots shown in the right panels. These product states are determined from the ground state by a limited search for the most probable product state. One way to search for a probable spin configuration is to sequentially go through the sites of the lattice, and at each site, pick the most probable spin state. After each spin is picked, the wavefunction is projected to reflect this, just as a physical measurement of spin state. After each spin is picked, the wavefunction is projected into the associated up-\( i \) space. However, this approach fails in the presence of holes, since at low doping there are far fewer holes than spins, and the holes end up appearing at the end of the search path, i.e. mostly on the right side of the system, which is a low probability configuration. Instead, here we will search for the hole positions separately, finding the most probable position for a hole over all sites at each step, using the hole density of the projected wavefunction. After the holes are found, then we perform a determination of the spin configuration with a fixed path through the rest of the sites, optimizing each spin and projecting.

This gives a view of the states that is hard to see in local measurements or correlation functions. In particular, in the \( d \)-wave phase in panel (a)-(b), one sees the holes grouped in pairs, with the most probably configuration of a pair being diagonally next-nearest neighbor, as found in earlier work[51]. In panel (b) one sees an apparent diagonal stripe, but there is no sign of this in the ordinary measurements of panel (a). It may be that this is only slightly more likely than many other different configurations.

In the conventional striped state shown in panels (c)-(d), pairs of holes appear as the most probable state, but the state has only short ranged pairing correlations (not shown) and the small hole probability between the stripes suggests that the binding of the pairs to the stripes is suppressing superconductivity. In the W3 striped state shown in panels (e) and (f), the most probable state has the holes at their maximum separation within the stripes, with domain walls visible in the vertical direction across the holes, instead of the horizontal. This configuration is consistent with the idea that the stripes here imitate the 1D \( t-J \) chain[49], and that one can view the holes as holons living in a squeezed Heisenberg chain of spins.

IV. SCANS VARYING DOPING AND \( t' \)

We now discuss the scan calculations which were used in constructing the phase diagram. As shown in Fig. 3, in one set of scans, \( t' \) was fixed and the doping \( x \) was slowly varied along the length of the cylinder while in another set \( x \) was fixed and \( t' \) was varied. A linear variation of the chemical potential with the length \( l \) down the cylinder gave an essentially linear increase of the doping \( x \). However, for the \( t'=0.2 \) scan, it was necessary to vary the chemical potential slowly in the low doping region where AFM, \( d \)-wave and \( \pi-p \)-wave triplet pairing appeared. In the \( t' \) varying case, the chemical potential also needed to be adjusted to keep the doping approximately constant across the system[52].

A key feature of the scan calculations is to reduce the problem of metastable states. For fixed parameters (i.e. a non-scan calculation) one may happen to be near a phase boundary, and determining which side one is on may involve small energy differences. In contrast, using a scan one is likely to pass through the phase boundaries, and the system will automatically adjust the location of the boundaries to account for the energies. The calculations are stabilized by the parts of the cylinder where the system is well within one phase or another.

In non-scan calculations where one is looking for a particular order, it is common to “pin the edges” with a corresponding field applied to the edge sites. This is not so clear-cut a procedure for a scan going through different phases, but, in fact, often in a DMRG calculation pinning fields are not necessary. Instead, DMRG can self-pin in a large 2D system. This aspect of DMRG calculations is well-known among DMRG experts, but less so by others, so we give a detailed explanation of this effect in Appendix A. The gist is that DMRG tends to break a continuous symmetry and develop an order parameter just as a real experimental sample does. The broken symmetry goes away in the limit of large bond dimension, but for a range of moderate bond dimensions the system develops an order parameter similar in magnitude to that of the 2D thermodynamic limit. The required bond dimension to eliminate the broken symmetry increases rapidly with system size. Attempts to converge beyond this broken symmetry plateau can be counter-productive, since in the symmetric phase the order can only be seen through correlation functions, and one can miss unexpected orders. In addition, correlation functions are inherently much less accurate than local measurements[53]. In our scans, we use this effect to our advantage: in systems where there does appear to be robust \( d \)-wave superconductivity(SC), we do not pin it with an external field but rather we allow the system to self-pin. In systems where \( d \)-wave SC is suppressed, we apply a weak global pairing field. In this case, we may get some false positive signals of SC, but its absence is a clear sign that a superconducting state is not a low energy state. In some cases we also apply a magnetic pinning field on one or both edges to reduce edge effects[54]. It should be pointed out that such fields have almost no effect on the magnetic order in the bulk which appear as long as we are in the “broken symmetry plateau”.

Figure 3 shows an \( x \)-varying scan with a fixed \( t' = 0.2 \) corresponding to electron-doped cuprates. In the under-
FIG. 3. A doping-varying scan on a 50×8 cylinder with $t’=0.2$, appropriate for electron-doped cuprates. Spin, charge are shown in the upper plot in the same way as in Fig. 2. The lower plot shows the $d$-wave pairing with its sign/amplitude indicated by the color/thickness of bonds. The numbers on the middle axis indicate the approximate local doping. No pair field is applied. In the underdoped region ($x<\sim 0.13$) the system exhibits AFM with strong $d$-wave pairing. In the overdoped region ($x>0.13$) stripes are present, with pairing persisting to about $x \approx 0.25-0.3$.

FIG. 4. A doping-varying scan on a 50×8 cylinder with $t’=-0.2$, appropriate for hole-doped cuprates. A staggered magnetic pinning field of 0.03 is applied on the left edge. A global $d$-wave pair field of 0.005 is applied to measure the pairing response. The system exhibits stripes across the whole doping range shown here with minimal pairing response to the applied pairing field.

doped region we find coexisting uniform AFM, strong $d$-wave singlet pairing and $(\pi, \pi)$ $p$-wave triplet pairing (detailed discussion later in Sec. V). As one increases doping away from half-filling, the pairing increases rapidly and $|\langle S_z \rangle|$ decreases slowly. When the doping is further increased beyond $x \sim 0.14$, conventional-looking stripes emerge. The transition to stripes is rather sharp. The stripes still have robust pairing, but the magnitude of the order parameter is reduced. The point of optimal doping, where pairing is maximum, is near $x = 0.14$, in the uniform phase. Within the striped phase, pairing decreases with higher doping. It eventually disappears in a smooth way near $x \sim 0.25-0.3$.

Figure 4 shows a similar $x$-varying scan but with $t’=-0.2$, corresponding to hole-doped cuprates. Other than a small region showing signs of the W3 striped phase around $x \sim 0.06$, the whole scan shows conventional stripes. As one increases doping, the magnitude of the density oscillations first increases until around $x = 0.2$, and then decreases. Pairing is almost completely suppressed despite a global $d$-wave pair field of 0.005. Pairing remains weak even if the pairfield is made rather strong, say, 0.03. In terms of the pairing response and the applicability of the $t$-$t’$-$J$ model to the cuprates, Figure 3 and Fig. 4 indicate a clear contradiction: pairing is much stronger in the hole doped cuprates than we find in the $t$-$t’$-$J$ model.

Figure 5 shows an $x$-varying scan with $t’=0$. While this case does not directly map to the cuprates, it has been studied often because of its simplicity. We find a
hole density and spin pattern similar to the $t' = -0.2$ scan. Around $x \sim 0.07$ there is again some signs of a W3 striped phase, but separate calculations with fixed doping find this W3 stripe is meta-stable and higher in energy ($\omega(0.001t)$ per site) than the conventional striped phase at $t' = 0$. Despite a similar striped structure, the pairing response with $t' = 0$ is much stronger than at $t' = -0.2$. Under a global $d$-wave pairfield of 0.005, the pairing peaks around $x = 0.15$ with a value $\langle \Delta \dagger + \Delta \rangle \sim 0.06$. If the pairfield is turned off, pairing decays slowly. Further calculations (not shown) indicate that at $t' = 0$, the paired state is not the ground state. In the global phase diagram, the boundary line where pairing appears is at slightly positive $t'$. This closeness of the boundary helps explain why in previous studies at $t' = 0$, it has been very difficult to determine if the ground state is superconducting.

We now show another three scans where we keep $x$ approximately constant and vary $t'$ from 0.3 to -0.3. Figure 6 shows a low doping case, $x \sim 0.09$. The contrast between positive and negative $t'$ is striking. For $t' > 0$ we find the AFM-$d\pi p$ phase with uniform AFM and strong pairing. For $t' < 0$ we find conventional stripes and a rapid and strong suppression of the pairing response.

Figure 7 shows a medium doping $x \sim 0.13$. Here the boundary of uniform density versus stripe order has shifted to $t' \sim 0.1$. The striped state for $t' > 0$ has pairing, although it is weaker than in the AFM-$d\pi p$ phase.
A $t'$-varying scan on a 40×8 cylinder with doping $x \sim 0.13$. No pair field is applied. A staggered magnetic pinning field of 0.03 is applied on both edges. For $t' > 0$ we see the AFM-$d\pi p$ phase which becomes striped for smaller $t'$. In the negative $t'$ region the stripes continue but without pairing.

Figure 8 shows a high doping case with $x \sim 0.19$. In this case there are stripes for the whole range of $t'$. However, pairing order is only present for $t' \gtrsim 0.1$.

V. ELECTRON LOW-DOPED PHASE WITH COEXISTING UNIFORM AFM, $d$-WAVE SINGLET AND ($\pi,\pi$) $p$-WAVE TRIPLET PAIRING (AFM-$d/\pi p$)

We now consider the individual phases in detail, starting with the phase with three order parameters at low doping and $t' > 0$. This region corresponds to electron-doped cuprates. There are two dominant orders: uniform AFM and a strong $d$-wave singlet pairing. As a result of these two orders there is also a ($\pi,\pi$) $p$-wave triplet pairing. We call this phase AFM-$d/\pi p$, and it exists in a broad region defined roughly by $t' > 0$ and $x < 0.14$. Details of this phase for a non-scan calculation at $x = 0.12$ and $t' = 0.2$ are shown in Fig. 9. In parts (a) and (b) we show the doping, spin, and singlet pairing expectation values. All these quantities are uniform across the system. No applied pairing field was used. The presence of nonzero pairing order helps the density become more uniform, counteracting any oscillations due to the open boundaries. The magnitude of the pairing order is $\langle \Delta_s^\dagger + \Delta_s \rangle = 0.081$, and the difference in sign between
vertical and horizontal bonds signifies $d$-wave order. We judge the size of the order parameter to be quite large; in particular, if one does apply a pairing field, one cannot readily make it much larger. Also, the simulations are clear and unambiguous; there do not appear to be any other competing states. Starting from a non-pairing initial product state, the system spontaneously breaks particle-conservation symmetry and produces the pairing order. As mentioned before, Appendix A has a detailed discussion for spontaneously broken symmetry in DMRG.

As shown in Fig. 9(c) we also observe a smaller $(\pi, \pi)$ $p$-wave triplet pairing in addition to the strong $d$-wave singlet pairing. It is uniform in amplitude and has $(\pi, \pi)$ $p_x - p_y$ form:

$$\langle \Delta_t(l_x, l_y) \rangle = e^{i\pi(x_x + l_y)}\left[\langle \Delta_t(l_x, l_y, x) \rangle - \langle \Delta_t(l_x, l_y, y) \rangle\right]$$

with $\Delta_t(l_x, l_y, x/y)$ being a triplet pairing on a horizontal/vertical link with left/lower site $(l_x, l_y)$. The overall phase of triplet pairing is determined by the overall phase of the AFM order and $d$-wave pairing. This triplet order is a consequence of the other two orders, not a competing order. As mentioned before, The existence of AFM order breaks SU(2) spin symmetry, so that singlet and triplet pairing are no longer distinct, making the $d$-wave pairing have a triplet component. The nonzero wavevector reflects the wavevector of the AFM order. The magnitude of the triplet pairing is roughly proportional to the singlet pairing: $\langle \Delta_t \rangle / \langle \Delta_s \rangle \approx 0.4$, if no magnetic field is applied, and this ratio is mostly $t'$ independent.

To further study the interplay of AFM, singlet and triplet pairing, we applied a global staggered magnetic field to the system which directly enhances the AFM order. Figure 9(d) shows that under this field, both magnetization and triplet pairing are enhanced while singlet pairing is mostly unchanged. It is interesting that there is no competition between strong AFM order and $d$-wave pairing; they happily coexist, but as a consequence of increased AFM order the triplet order gets larger. Defining $A(x)$ through the following relation between these three quantities:

$$\langle \Delta_t \rangle = A(x)\langle \Delta_s \rangle \langle \Delta_z \rangle,$$

we find that $A(x)$ varies slowly with doping (2.3 for $x = 0.12$, 2.0 for $x = 0.065$). We further verify that this relation holds when a global $d$-wave singlet pair field is applied. This relation is qualitatively consistent with several studies where there is coexistence of AFM, $d$-wave singlet pairing and $(\pi, \pi)$ $p$-wave triplet pairing\cite{38, 39, 45}. This further implies that this $(\pi, \pi)p$-wave triplet pairing is purely parasitic and relies on the existence of both AFM and $d$-wave singlet pairing.

VI. HIGHER ELECTRON DOPING PHASE: STRIPES WITH $d$-WAVE SINGLET AND STRIPED $p$-WAVE PAIRING

In the electron overdoped, $t' > 0$ region of the phase diagram we observe a striped phase with roughly uniform $d$-wave singlet pairing and modulated $p$-wave triplet pairing. In Fig. 10(a-c) we show local expectation values for a point in this phase at $x = 0.20$ and $t' = 0.2$. The
VII. CONVENTIONAL STRIPE PHASE AND LOW-DOPED WIDTH-3(W3) STRIPE PHASE

While the striped phase described in the previous section has a ground state with pairing, in a broader parameter region which includes the whole $t' < 0$ part except for extreme low doping, stripes still form but the ground state has no pairing. This phase is the conventional striped phase.

The hole and spin pattern of conventional stripes with-stripped phase looks like stripes at $t' < 0$ if one only looks at the charge and spin. Unlike that case, here we have clear $d$-wave pairing, although not as strong as at lower doping. In this case, starting in a product state, the system can get stuck in an unpaired state, but applying a pairfield for a few sweeps allows it to go to the lower energy (by about $0(0.001t)$ per site) paired state with a singlet pairing order $\langle \Delta_i^+ + \Delta_i^- \rangle = 0.044$. (In a width 6 system, the unpaired state is not metastable; starting from a product state, the DMRG sweeps readily find the paired state. More comparisons with width 6 systems are made in Appendix [C].) The pairing is only slightly larger on the domain walls compared to the region in-between them, as shown in Fig. 10(d).

Because there are local AFM regions between the stripes, one would expect also a triplet pairing component to appear. Figure 10(c) shows the $p$-wave triplet pairing for this system. Interestingly, the $p$-wave triplet pairing $\langle \Delta_i \rangle$ which is modulated by stripes shows a wave-like amplitude as one can see more clearly in Fig. 10(d). In contrast to the $\Delta_x$ which is only slightly bigger at the domain walls, the $\Delta_x$ order has nodes at the domain walls, reflecting its parasitic dependence on the AFM order.

out pairing is very similar to stripes with pairing. One small difference, which one can see by comparing Fig. 3 and Fig. 4 is that the stripes at $t' = 0.2$ are homogeneous in hole density and spin along the stripes, while at $t' = -0.2$ there is a small modulation along each stripe. The difference in pairing is much more significant: the conventional striped state is non-superconducting. A state with pairing is nearby for $t' < 0$, and it can be seen as a metastable state in DMRG, but its energy rises as $t'$ is made more negative and it is no longer metastable. For $t' = -0.2$, even a strong global pairfield triggers only a weak pairing response and the pair-pair correlation function shows exponential decay.

The width-3 (W3) striped phase is distinct from the conventional striped phase, although both occur for $t' < 0$. Figure 11 shows non-scan results for the W3 phase, at a doping of 0.08, at $t' = -0.2$. The key to understanding the W3 phase is a Heisenberg two-leg ladder. A two leg ladder has a spin gap of about $J/2$, and we can think of this gap not just as the raising of excited state energies, but also the lowering of the ground state energy, making width two undoped ladder regions favored. The two-leg Heisenberg spin ladder has short-range spin correlations, with a correlation length of about 3.19[12]. This is in contrast to, say, a three leg ladder which is gapless with power law spin correlations. We do not find a W4 phase similar to the W3 phase but with 3-leg ladders; the two-leg ladder W3 configuration is the only such phase found. The stripes themselves resemble $t$-$J$ chains, with one hole per about four lattice spacings; holes are unbound, and there is strong hopping along the chain. There is also transverse hopping onto the ladders but this seems pre-
dominantly a single hop away from the chains. In the spin-squeezed picture of the \( t-J \) chain,[43] the holes act as mobile domain walls in a Heisenberg chain; thus, for example, instantaneous singlet spin correlations are present across each hole. There is no attraction between holes. All these feature seem to also describe the stripes in the W3 phase. The W3 phase seems even farther from superconducting than the conventional striped phase: there is no sign of paired holes (see also Fig. 2(f)).

In the W3 phase the spin correlations are short ranged in both directions. The low doping of each stripe and the weak transverse hopping make them unable to create \( \pi \) phase shifts in the local AFM correlations. There are negligible spin correlations between the ladders. Within the ladders, vertical-separation spin-spin correlations are also short ranged, with a much more rapid decay compared to the conventional striped phase.

The W3 stripe shown in Fig. 11 is at its ideal filling for a width 8 cylinder: two holes per three columns or a doping of \( x = \frac{\pi}{24} = 0.0833 \). If we decrease the doping the phase does not change in a smooth way on width 8. Two holes per stripe and two-leg-ladder undoped regions are both favored in a quantized way. Decreasing the doping on width 8 causes defects (see Fig. 20 in Appendix): limited regions which have wider spacing so that most of the cylinder can maintain a spacing of 3 between stripes. If the two-leg Heisenberg ladder picture is correct for the W3 phase, then the spacing of 3 would hold on any width cylinder. However, there is nothing in this picture that says the spacing of holes along a stripe must be exactly 4. We do not expect an odd number of holes per stripe, as that would require a spin excitation. But one might have different spacings on a much wider cylinder: for example, one might find four-hole stripes not just on a width-16 cylinder, but also, say, 14 and 18.

Another system where we can see the W3 phase is a width 6 cylinder, where the stripes run along the length of the cylinder. This is shown in Appendix B. In this case two stripes and two ladders just fit. In the width 6 cylinder, we do find the spacing of holes on each stripe can be varied away from 4 slightly by adjusting the doping, consistent with the discussion above for wide cylinders.

**VIII. ENERGY GAPS**

We can get further insight into the nature of the phases by studying their energy gaps associated with adding or removing particles. A generic formula for this sort of energy gap is

\[
\Delta E_n = |E(N_0 + n) + E(N_0 - n) - 2E(N_0)|/2, \tag{5}
\]

for adding or removing \( n \) particles at a time, where \( E(N) \) is the ground state energy with \( N \) particles. This formula exhibits finite size effects due to the finite size of the system. The finite length manifests as an overall curvature of \( E(N) \), which can be viewed as a shift in the chemical potential with \( N \). In an infinite system, the chemical potential would not shift when adding a finite number of particles.

Rather than extrapolations in system size, we find it more convenient to plot \( E(N) \) directly, and fit the lower envelope of points to a quadratic function. This is shown in Fig. 12. The gaps are then measured by how many points rise above the quadratic fit. These calculations were done on a width 6 system for higher accuracy. For the W3 stripe calculations on width 6, two stripes run in the horizontal direction, as shown in Fig. 19(b) of Appendix B. Changing the number of particles changes the filling of these two stripes.

In the AFM \( d - \pi / p \) phase, we see that an odd number of particles is higher in energy. This is because in this superconducting phase, an odd-\( N \) system has an extra quasiparticle, and we interpret the associated gap as the superconducting gap. Here, this is about 0.12. There is no sign of gaps associated with higher numbers of particles. In contrast, in the conventional stripe phase, we see two gaps involved. Systems with odd \( N \) exhibit the highest energies, corresponding to broken pairs. However, we
FIG. 13. Upper panel: Experimental phase diagram of a typical cuprate superconductor, following [55], with antiferromagnetic (AFM), charge ordered (CO) and superconducting (SC) phases. The vertical axis is temperature and horizontal axis indicates electron doping (left side) and hole doping (right side). Lower panel: Antiferromagnetic, superconducting and charge-density wave order parameters at zero temperature in the $t-t'-J$ model from DMRG calculations. Solid lines are for width-8 (W8) cylinders and dashed lines are for width-6 (W6) cylinders.

also see that in the even-$N$ sector, multiples of four are lower in energy than non-multiples of four. This is because the stripes in this system have four holes, composed of two pairs, which are bound. A non-multiple of four must have an isolated pair (see Fig. 19(a) in appendix), with an energy higher by about 0.05.

In the right panel showing a W3 striped phase, we see a smaller single particle gap compared to the previous two cases. This state is unpaired but the energy is still sensitive to having half-integer total spin. One would expect an extra mainly living in a stripe, since a $t$-$J$ chain is gapless but a Heisenberg ladder has a large spin gap. It is not clear whether the finite gap seen is a consequence of the finite length, the even circumference of the cylinder, or some other effect.

**IX. COMPARISON TO CUPRATES**

To test the applicability of our model to cuprates, we first look at the momentum distribution function $n(\vec{k})$ by measuring the single-particle Green’s function in real space and Fourier transforming it. The results are shown in Fig. 14. Both cases are for a fermion doping of $x \approx 0.125$ of the $t$-$t'$-$J$ model. In the left figure with $t'=0.2$, $x$ represents the hole doping and $n(\vec{k})$ is the momentum occupation of the electrons for a hole doped system with $n = 1 - x \sim 0.875$ electrons per site. This Fermi surface is similar to what is seen in the hole-doped cuprates. In the right part of Fig. 14 with $t'=0.2$, the fermions occupy a circular region centered at the origin. Under a particle-hole transformation, $\vec{k}$ is shifted by $(\pi, \pi)$ and these fermions represent holes in a region centered about $(\pi, \pi)$. In this case, the system is electron doped with $n = 1 + x \sim 1.125$ electrons per site, and has a Fermi surface that is similar to what is seen in the electron-doped cuprates.

If we collect the antiferromagnetic (AFM), charge ordered (CO) and superconductivity (SC) pairing from the various scans with $t'=0.2$ and $t'=-0.2$, we can construct a zero-temperature order parameter diagram as shown in the lower panel of Fig. 13. This can be compared to the nominal cuprates phase diagram in the upper panel taken from [55], where here the vertical axis is temperature. We see several similarities: a much broader AFM dome on the electron doped side than the hole doped side and a charge ordered region at intermediate doping on both sides. However, contrary to the cuprate phase diagram, the SC pairing is significantly suppressed on the hole doped side with $t'=-0.2$, whereas in the hole doped cuprates there is a broad SC dome. Moreover, on the electron doped side with $t'=0.2$, we find that the $t$-$t'$-$J$ model exhibits a broad range of doping over which there is coexisting AFM, $d$-wave SC and $\pi$-triplet-$p$-wave SC order, contrary to what is observed in the cuprate phase diagram.

Thus we conclude that one must go beyond the $t$-$t'$-$J$ model to understand superconductivity in the cuprates. This immediately suggests an important question: would a Hubbard model with $t'$ do better? In renormalizing
away the two particle states to go from the Hubbard to the $t-t'-J$ model, there are terms that are of the same order as $J$ that are omitted\cite{footnote}. It could be that these terms are important for representing the physics of the cuprates. Alternatively, it may be that other interactions are needed to represent superconductivity properly.

**X. SUMMARY**

In summary, we have carried out large scale ground state DMRG calculations on $t-t'-J$ cylinders with width six and eight which approximate the behavior of 2D systems. We have established an approximate phase diagram for this model.

On the positive $t'$ side, which corresponds to electron doped cuprates, at low doping we find an AFM-$d/\pi p$ phase with coexisting uniform AFM and strong $d$-wave singlet pairing. As a result of these two orders, there also exists $(\pi,\pi), p$-wave triplet pairing. Pairing in this electron low-doped region is strong and unambiguous. At higher doping there is a striped phase with relatively weaker $d$-wave singlet pairing, as well as triplet pairing with an amplitude modulated by the stripes.

On the negative $t'$ side, which corresponds to hole doped cuprates, there is a broad striped phase. States with pairing go from being meta-stable and only slightly higher in energy near $t' = 0$ to significantly suppressed with $t' = -0.2$. At low doping, near $x = 0.08$, we find a novel width-3 stripe phase that has chains of unpaired holes separated by two-leg spin ladders. The hole chains behave like 1D $t-J$ chains while spins on two-leg ladders mimic the short-ranged spin correlations seen in two-leg Heisenberg ladders. For $t' < 0$, AFM order only exists for a very narrow doping range near half-filling.

Despite the fact that this $t-t'-J$ model manages to capture several aspects of the electron and hole-doped cuprates, including the broad AFM dome on the electron side and a much more narrow one on the hole side, as well as charge order on both sides, the superconducting properties exhibit significant discrepancies with respect to the cuprates. The hole doped cuprates exhibit strong superconductivity while the corresponding region of the model does not. In contrast, for the electron doped region of the model we find strong superconductivity over a broader doping range than in the cuprates, and for a substantial range of doping this pairing coexists with AFM and triplet $p$-wave superconductivity.

**Note:** As this paper was being finished, S. Gong, W. Zhu and D. N. Sheng posted a preprint where DMRG was used to study superconducting, magnetic, and charge correlations on width 4 and 6 $t-t'-J$ cylinders\cite{footnote}. Their main conclusion was that for $t' > 0$ there appears to be robust $d$-wave superconductivity. Although their phase diagram differs in several respects from ours, we believe their correlation functions are quite consistent with ours. In particular, they find AFM correlations in the AFM-$d/\pi p$ region of the phase diagram which decay exponentially but with a rapidly increasing correlation length going from width 4 to 6. In our results, we also find the AFM correlations have a similar decay on width 6, but by width 8 the correlations always extend beyond the length of the systems we study, manifesting as long-range order with a broken symmetry ground state.
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Appendix A: Spontaneously broken symmetry in DMRG calculations

In the limit of a bond dimension of \( m = 1 \), a matrix product state (MPS) is a simple product state, and DMRG represents a simple sort of mean field theory. The resulting state breaks symmetry, like mean-field techniques in general. As the bond dimension increases, the MPS approaches the result of an exact diagonalization. Thus it is useful to think of DMRG as interpolating in some sense between mean field theory and exact diagonalization. In 1D systems, one is often very close to the exact diagonalization side of this, so one can usually ignore questions of broken symmetry. For 2D systems, it is important to be aware of how DMRG may or may not break symmetries.

How DMRG can break symmetry depends on what quantities are conserved in the calculation. Consider the antiferromagnetic Heisenberg model on a square lattice. Say we use \( U(1) \) symmetry, i.e. we conserve total \( S^z \). To get the ground state, we choose the \( S^z = 0 \) sector, and for \( m = 1 \), DMRG gives one of the two Néel states oriented in the spin \( z \) direction. A Néel state oriented in another direction does not have definite \( S^z \). Now suppose we increase \( m \), but not too much. The system then tries to reduce the energy subject to having low entanglement, since \( m \) controls the entanglement that can be captured when one splits the system in two.

The easiest way to decrease the energy is to build in local spin fluctuations, but to stay close to one Néel state. Any superposition of Néel states would produce larger entanglement with little benefit in energy. These effects increase with system size. Thus, a \( U(1) \) DMRG calculation will show a broken spin orientation symmetry along the \( z \) direction. As one increases \( m \), at first the local spin fluctuations become better and better, and one may approach a plateau near \( \langle S_z^0 \rangle \) or \( M \approx 0.307 \), where \( M \) is the bulk magnetization. The accuracy of this plateau depends on system size. As one increases \( m \) farther, eventually the energy optimization notices that different directions of the order can be mixed, and one tends to \( \langle S_z^i \rangle \to 0 \), the exact diagonalization result for an even number of sites, satisfying the Lieb-Mattis theorem.\(^{[58]}\). Figure 15 shows \( \langle S^z_{\text{center}} \rangle \) at a center site for \( 6 \times 6, 8 \times 8 \) and \( 10 \times 10 \) systems, using \( S_z \) conservation (\( U(1) \) symmetry). The blue dashed line is \( \langle S^z_0 \rangle = 0.307 \), the known broken symmetry magnetization for an infinite system.\(^{[60]}\). At bond dimension 1, DMRG mimics a simple mean field theory, and gives a perfect Néel order parameter of 0.5. At very large bond dimension, DMRG gives the exact result of zero (overall spin singlet) for any finite system with an even number of sites. In between, we see a plateau around the 2D broken symmetry value which sharpens with increasing system size.

If symmetry is not broken, then determining the order parameter requires measuring a correlation function. Correlation functions tend to converge slowly with the bond dimension in DMRG, compared to local quantities. Correlation functions also produce the square of the order parameter requires measuring a correlation function. It can be much more effective to measure order parameters by strongly pinning the edges of a cylinder and measuring the local order parameter in the center.\(^{[53]}\). This can be very accurate if one adjust the aspect ratio of the cylinder to cancel leading finite size effects.\(^{[53]}\) However, if one is not trying for a quantitative determination of the 2D order parameter, one gets good results from measuring the local order due to the self-pinning of limited symmetry DMRG.

For a potentially superconducting system, one may or may not conserve the number of fermions modulo 2.
One cannot turn off the number conservation completely, since this breaks the fermion parity and interferes with putting in the right statistics. We refer to these two choices as conserving or not conserving particle number. If the system is superconducting, a mean field theory such as BCS would break symmetry to give a definite phase, making a superposition of different numbers of particles. If one conserves particle number, one cannot have a definite phase. In this case, in order to measure pairing, one would have to use correlation functions. Since the order parameters tend to be small, measuring its square with DMRG is inaccurate, both because of the small quantity being measured and the inaccuracy of correlation functions. If one turns off number conservation, then one can have a phase. However, usually, for efficiency, we use only real wavefunctions. In this case the allowed broken symmetry reduces from \( U(1) \) (the phase) to \( Z_2 \) (+ or −).

The gain in numerical efficiency by being near a broken symmetry state is less clear for a \( d \)-wave superconducting state than the magnetic case, because of the more complicated nature of the local order. At \( m = 1 \), an MPS cannot represent a singlet living on two adjacent sites. However, the advantages associated with measuring local quantities rather than correlation functions makes the non-particle-conserving approach highly preferred.

In contrast to the magnetic case, a system which is superconducting may not break number symmetry at low bond dimension, particularly if the pairing is relatively weak. The system may get stuck in a particle-conserving state, even if non-particle conserving states are allowed and are lower in energy for a fixed bond dimension. However, one can turn on a pairing/proximity-effect field \( \Delta + \Delta^\dagger \) for a few sweeps to get it unstuck, and then see if the local pairing grows in subsequent sweeps, approaching an approximate plateau. Alternatively, one can apply pairing fields on the edges and measure the response in the center. If the pairing is quite strong, then one is very likely to see a robust spontaneous broken-symmetry pairing without applying any temporary or edge fields.

### Appendix B: Magnetic order in the AFM-\(d/\pi p\) phase

There are several types of approaches one could take to try to infer the broken symmetries of the 2D system from our finite-bond dimension DMRG results on finite sized cylinders. For the most part, our results in the main text seem clear-cut, with broken symmetries appearing in fairly large cylinders with small changes as the bond dimension is increased. However, it is clearly very useful to try to consider particular points in the phase diagram for a more careful finite-sized analysis. In this appendix we consider the antiferromagnetic order in the low-doped \( t' > 0 \) system. In the recent paper [57], the authors found that in this regime on width 6 cylinders strong \( d \)-wave pairing was indicated, but the authors did not clearly conclude that there was AF order.

The DMRG studies in [57] used full SU(2) symmetry, and kept more states than we have been able to. However, in DMRG calculations, correlation functions, which were used in [57], are inherently less accurate than local quantities, which we used. The spin-spin correlations decayed exponentially in [57], but the mere fact of exponential decay does not tell much about possible long-range order in 2D. For example, it is known that an even-leg Heisenberg ladder always has exponential decay of correlations, but in 2D the model has long range order. The crucial question is what is the decay length, and how does it scale with width?

Spin-spin correlation lengths can also be determined through the static response to a pinning field, allowing a local measurement. In Fig. 16(a), we compare measurements of the spin-spin correlation length of the width 6 system at a doping of \( x = 0.083 \) and \( t' = 0.22, J = 1/3, J' = 0.016 \). The correlation length in [57] for this system was determined to be \( \xi = 4.84 \). By extrapolating the local response to an edge field, we find a completely consistent exponential decay with the same correlation length. The extrapolations in truncation error for each
FIG. 17. A doping-varying $50 \times 6$ cylinder with $t' = 0.2$ which simulates electron-doped cuprates. The numbers on middle axis indicate the averaged local doping. A staggered magnetic pinning field of 0.03 is applied on the left edge. No pair field is applied. At low doping there is AFM order which continuously transition to stripe and then uniform pattern at higher doping.

FIG. 18. A doping-varying $50 \times 6$ cylinder with $t' = -0.2$ which simulates hole-doped cuprates. A staggered magnetic pinning field of 0.03 is applied on the left edge. A global pair field of 0.005 is applied to measure the pairing response. There’s stripe pattern across all doping with pairing suppressed.

local measurement are very well behaved, as shown in inset of Fig. 16(a). Does $\xi = 4.84$ on a width 6 cylinder correspond to long range 2D order? Correlation lengths were shorter on width 4, but this information did not make it clear in [57] that there was long range AF order in 2D.

Instead, we use the aspect ratio method discussed in reference [53]. In this case strong pinning is applied to the ends of the cylinder and the order parameter is measured in the center. The aspect ratio can be chosen to eliminate the leading finite size correction, making the approach to the 2D order parameter very rapid. (In longer cylinders, the system looks more 1D-like, giving a smaller order parameter; in shorter cylinders, the strong pinning prevails, giving an overestimate.) For the Heisenberg square lattice, Fig. 16(c) shows how effective this approach is for an aspect ratio of 2, which is a little larger than the ideal aspect ratio near 1.9. With the slightly larger aspect ratio, the approach is from below as the width is increased. We apply this approach to the low-doped $t$-$J$ model at $x = 0.0625$, using $8 \times 4$, $12 \times 6$, and $16 \times 8$ cylinders. For width 6, the target doping corresponded to a non-integer number of pairs, so a linear interpolation was made between two adjacent integral dopings. The finite size behavior is not as flat as for the Heisenberg case, and the interpolation is only a rough treatment, but nevertheless the results provide solid evidence for a nonzero AF order parameter, roughly between 0.2 and 0.25.

Appendix C: Comparisons with width-6 cylinders

In this Appendix we report results for two doping-varying scans in width-6 cylinders which support the qualitative features of the ground state phase diagram in Fig. 13. We also show some details on the higher energy states which determine the energy gaps in Sec. VIII. Figure 17 shows a doping-varying scan with fixed $t' = 0.2$, corresponding to the electron-doped cuprates. Similar to what is seen on width-8 cylinders, there is a coexisting AFM-$d/\pi p$ phase at low doping, and a striped phase with pairing at higher doping. Quantitatively there are several differences. The AFM-$d/\pi p$ phase has a narrower doping range with weaker AFM order compared to the width-8 system. The transition between the AFM-$d/\pi p$ phase and the striped phase is less sharp in the width-6 system. Pairing in the width-6 system exists over a wider doping range than in the width-8 system.

Figure 18 shows a doping-varying scan with fixed $t' = -0.2$. This is similar to the width-8 results other than...
FIG. 19. (a) A conventional striped phase with two holes removed from the third stripe from the left. (b) A W3 phase with the stripes running horizontally in a width-6 cylinder at a doping of $x = 0.083$.

FIG. 20. A W3 striped phase with a defect.

the lack of the W3 striped phase at low doping. A single vertical W3 stripe with two holes on width 6 has a substantially different doping per unit length than on width 8, where we do see the W3 stripes.

In determining the energies shown in Fig. 12, some of the states have unusual configurations, such as defects in the stripe pattern. For example, when one removes two holes from a striped calculation, the missing holes are likely to be removed from one particular stripe. Figure 19(a) shows an example of this, with two holes removed from the third stripe from the left. The state is higher in energy because of the binding of pairs into stripes. We expect there to be other similar states at nearly the same energy, and a more precise calculation would show superpositions of these configurations.

Figure 19(b) shows a W3 phase with the stripes running horizontally in a width-6 cylinder. This configuration allows one to vary the number of holes to get the energies in Fig. 12. On this width, there are some noticeable spin moments and a slightly charge variation along the stripes due to the open boundaries.

Figure 20 shows a W3 striped phase on width 8, where changing the doping has produced a defect. Each of the four stripes shown has two holes, but the overall length of the cylinder is too long for a perfect W3 configuration. In the figure, the third stripe from the left has increased its width and the ladder in between it and the second stripe has increased to width 3. The width-3 region shows longer spin-spin correlations, as expected.
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