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Abstract

There are numerous examples in different research fields where the use of the geometric mean is more appropriate than the arithmetic mean. However, the geometric mean has a serious limitation in comparison with the arithmetic mean. Means are used to summarize the information in a large set of values in a single number; yet, the geometric mean of a data set with at least one zero is always zero. As a result, the geometric mean does not capture any information about the non-zero values. The purpose of this short contribution is to review solutions proposed in the literature that enable the computation of the geometric mean of data sets containing zeros and to show that they do not fulfil the ‘recovery’ or ‘monotonicity’ conditions that we define. The standard geometric mean should be recovered from the modified geometric mean if the data set does not contain any zeros (recovery condition). Also, if the values of an ordered data set are greater one by one than the values of another data set then the modified geometric mean of the first data set must be greater than the modified geometric mean of the second data set (monotonicity condition). We then formulate a modified version of the geometric mean that can handle zeros while satisfying both desired conditions.
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1. Introduction

Increasingly, research generates large amounts of information. Yet it is hard to work with large data sets directly, hence it is necessary to reduce their complexity whilst maintaining essential information. The most common way in which data sets are summarised is the use of the statistical quantities called means, e.g., the arithmetic mean or the geometric mean. Such means summarize all the information of the data set in a single value. In particular, the geometric mean is widely used in research fields such as biological sciences [1], environmental sciences [2] and economics [3].

One of the limitations of the geometric mean is that it is not useful for data sets that contain one or more zero values. By definition, the geometric mean of a set of numbers with at least one zero is always zero, hence, it does not capture any information about the non-zero values. Thus, it is necessary to formulate a modified version of the geometric mean that is applicable to sets with zeros. The purpose of this contribution is to review previously proposed solutions and to develop one that fulfils the desirable conditions of recovery and monotonicity that we define in Section 3.

2. Standard geometric mean

The geometric mean [4] of a sequence \( X = \{x_i\}_{i=1}^{n}, x_i > 0 \), is defined as:

\[
G(X) = \left( \prod_{i=1}^{n} x_i \right)^{1/n}
\]  (1)

When \( n \) is large, it is computationally more feasible to use the following equivalent expression of (1):

\[
G(X) = \exp \left( \frac{1}{n} \sum_{i=1}^{n} \log(x_i) \right)
\]  (2)

There are several reasons why using the geometric mean can be preferable to using the arithmetic mean. One important case is when the values in a set range over several orders of magnitude (e.g., plasmid transfer rates range over
7 orders of magnitude [5]), since the arithmetic mean would be dominated by the largest values. This makes application of the arithmetic mean to such data sets meaningless. In particular, values from a log-normal distribution have that feature. This distribution is important since the product of positive random independent variables (with square-integrable density function) tends toward such a distribution as a consequence of the central limit theorem [6]. While normal distributions arise from many small additive errors, log-normal distributions arise from multiplicative errors, which are common for growth processes or others with positive feedback [7]. They are therefore common in biological, environmental and economical sciences, i.e., as growth of organisms, populations or assets is proportional to their current values, any extra increase by chance will multiply further increases.

3. Desired conditions of the geometric mean extension

There are two conditions that any extension of the geometric mean $G$ (that we denominate by $G_0$) should satisfy:

- Recovery condition. The usual geometric mean should be recovered when there are no zero-values, i.e., the relative difference between the standard geometric mean and its extension for a data set without zero values should be small. If $X$ is a data set of only positive values, $G_0(X) \simeq G(X)$.

- Monotonicity condition. $G_0$ is monotone non-decreasing in the data set, i.e., if the values of a data set ($X_1$) are greater one by one than the values of another data set ($X_2$), then $G_0(X_1) \geq G_0(X_2)$. In particular, the modified geometric mean should never increase when adding zeros to a data set.

4. Habib’s proposed solution

Only two solutions to this problem have been proposed to date and none satisfy both aforementioned conditions. [8] proposes a geometric mean expression
Figure 1: Different modified geometric means as a function of the number of zeros added to a data set of 983 positives values. These data come from simulations of Robyn Wright (University of Warwick) and represent specific growth rates of bacteria of different ages, including zero values. The original data set contains 1000 values (983 positive and 17 zero). The figure illustrates how Habib’s modified geometric mean (blue line) is increasing despite adding zeros, before declining after 300 zeros have been added. The red line represents the solution described in Section 5 which does not recover the standard geometric mean (Recovery property). The three black lines represent our solution (Section 6), for different values of $\epsilon$ (solid line $\epsilon = 10^{-5}$, dashed line $\epsilon = 10^{-4}$, dashdotted line $\epsilon = 10^{-3}$).

For probability distributions whose domains include zero and/or negative values and derives an expression to calculate the geometric mean of such a data set. In particular, if we have a data set $X = \{x_1, x_2, \ldots, x_n, 0, 0, \ldots, 0\}$ with $n$ positive values and $m$ zeros, then the geometric mean of $X$ according to [8] is:

$$G_1(X) = \frac{n}{n + m} \exp \left( \frac{1}{n + m} \sum_{i=1}^{n} \log(x_i) \right)$$

$$G_1(X_+) < G_1(X).$$ Therefore, it is not a desirable solution. We show an example of this with real data in Figure 1.
5. An often used solution is to add one to all data in a set

Another proposed solution to deal with a data set with zeros is to add one to each value in the data set, calculating the geometric mean of this shifted data set according to (2) and then subtracting one again:

\[
\exp \left( \frac{1}{n} \sum_{i=1}^{n} \log(x_i + 1) \right) - 1, \tag{4}
\]

This is a frequently used workaround in a number of different areas such as epidemiology [9, 10, 11, 12, 13], human pharmacology [14], veterinary pharmacology [15, 16], entomology [17], marine ecology [17], environmental technology [18], and sociology [19].

The problem with this workaround (4) is the arbitrariness of adding 1. As a consequence, (4) does not satisfy the Recovery condition.

6. Our solution and its problem and how to solve this

Nevertheless, we can exploit the idea in section 5 to formulate a modified version of the geometric mean, based on adding an optimal value \( \delta \) to all data in a set that optimizes the difference between the standard geometric mean and the modified version for the subset of positive values.

Let \( X = \{x_1, x_2, \ldots, x_n\}, x_i \geq 0 \ \forall i \) and \( \exists j \ x_j = 0 \); let \( X_+ = \{x \in X | x > 0\} \). We define \( G_{\epsilon, X} \) as

\[
G_{\epsilon, X}(X) = \exp \left( \frac{1}{n} \sum_{i=1}^{n} \log(x_i + \delta) \right) - \delta \tag{5}
\]

where

\[
\delta = \sup \{ \delta_* \in (0, \infty) | (G_{\epsilon, X}(X_+) - G(X_+)) < \epsilon G(X_+) \}, \quad 0 < \epsilon \ll 1 \tag{6}
\]

\( \epsilon \) denotes the maximum relative difference between the standard geometric mean and our modified version for the subset of positive values. If not all values of \( X \) are the same, \( \delta \) is well-defined because \( G_{\epsilon, X}(X) \) is strictly increasing in \( \delta \) as
a consequence of the superadditivity of the geometric mean. In the trivial case where all values of \(X\) are equal to \(x\), we could directly define \(G_{\epsilon,X}(X) = x\). This modified geometric mean fulfills the Recovery and Monotonicity requirements.

Note that \(G_{\epsilon,X}\) depends on the data set \(X\). This is a problem when comparing data sets. In order to deal with this inconvenience, we propose the following procedure:

Let \(\epsilon > 0\) and \(X_1, X_2, \cdots, X_n\) the data sets to compare. For each \(X_i\) we calculate \(\delta_i\) according to (6). Let \(\delta_{\min} = \min\{\delta_1, \delta_2, \cdots, \delta_n\}\). As \(\delta_{\min} \leq \delta_i \forall i\), and (5) is increasing in \(\delta\), \(\delta_{\min}\) satisfies the condition expressed in (6) for each data set. Using this \(\delta_{\min}\), we can calculate (5) for each \(X_i\) in a unified way.

7. Algorithm

*Inputs:* \(X\) (data set), \(\epsilon\)

- Calculate \(X_+ \subset X\), the set of the positive values of \(X\)
- Calculate the geometric mean of \(X_+\)
- By the bisection, calculate \(\delta\) of (6)
- Calculate \(G_{\epsilon,X}(X)\) using \(\delta\)

8. Geometric standard deviation

If the geometric mean of a sequence, \(X = \{x_i\}_{i=1}^n, x_i > 0\), is denoted as \(G\), then the geometric standard deviation [\(\sigma_{\text{gsd}}\)] is defined as:

\[
\sigma_{\text{gsd}} = \exp\left(\sqrt{\frac{\sum_{i=1}^n (\log(x_i/G))^2}{n}}\right)
\]

(7)

Note that unlike the standard deviation, the geometric standard deviation is a multiplicative factor. That is, instead of subtracting and adding the arithmetic standard deviation to the arithmetic mean to obtain the lower and upper bounds of the interval, the geometric mean is divided and multiplied by the geometric standard deviation to obtain the upper and lower bounds of the interval. As in
the case of the geometric mean, the geometric standard deviation is not useful for data sets with zero values (Eq. (7) is not even defined in this case).

Nevertheless, we can, analogously to section 6, formulate a modified version of (7) in order to include data with zero values: Let \( X = \{x_1, x_2, \ldots, x_n\} \), \( x_i \geq 0 \ \forall i \) and \( \exists j x_j = 0 \). We define \( \sigma_{\epsilon,X}^{gsd} \) as:

\[
\sigma_{\epsilon,X}^{gsd} = \exp \left( \frac{1}{n} \sum_{i=1}^{n} \left( \log((x_i + \delta_\epsilon)/G_{\epsilon,X}) \right)^2 \right)
\]

(8)

where \( \epsilon, \delta_\epsilon \) and \( G_{\epsilon,X} \) have the same meaning as in section 6.

As an example, we can use the same data as in Fig. 1 to calculate how the modified geometric standard deviation varies depending on the number of zeros added (Fig. 2). Figure 2 shows that our modified geometric standard deviation could take excessively large values, so our proposal is not ideal and we suggest that finding a better solution for the geometric standard deviation is an open problem.

9. Discussion

The geometric mean is preferable to the arithmetic mean when data are log-normally distributed or range over orders of magnitude; but the geometric mean has an important drawback when data sets contain zeros. Here, we propose a modified version of the geometric mean that can be used for data sets containing zeros. Previously proposed solutions have undesired properties that our solution avoids.

However, our proposed solution is not universal (it depends on the data set). Likewise, the solution for calculating the geometric standard deviation that we propose is not ideal as it can lead to excessively large values. We hope that our little contribution stimulates the search for a universal solution. Nonetheless, we have developed a procedure to compare different data sets using the modified geometric mean \( G_{\epsilon,X} \). Our open source Matlab and Python code is available on GitHub (https://github.com/RobertoCM/geomMeanExt).
Figure 2: Modified geometric standard deviation as a function of the number of zeros added to a data set of 983 positives values (same data as in Fig 1). The modified geometric standard deviation increases strongly when zeros are added from a value of \( \approx 3 \) without zeros, and eventually declines again.
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