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We examine the collective states of run-and-tumble active matter disks driven over a periodic obstacle array. When the drive is applied along a symmetry direction of the array, we find a clogged state with low activity, while at higher activity, the density becomes increasingly heterogeneous and an active clogged state emerges in which the mobility is strongly reduced. For driving along non-symmetry or incommensurate directions, there are two different clogging behaviors consisting of a drive dependent clogged state in the low activity thermal limit and a drive independent clogged state at high activity. These regimes are separated by a uniform flowing liquid state at intermediate activity. There is a critical activity level above which the thermal clogged state does not occur, as well as an optimal activity level that maximizes the disk mobility. Thermal clogged states are dependent on the driving direction while active clogged states are not. In the low activity regime, diluting the obstacles produces a monotonic increase in the mobility; however, for large activities, the mobility is more robust against obstacle dilution. We also examine the velocity-force curves for driving along non-symmetry directions, and find that they are linear when the activity is low or intermediate, but become nonlinear at high activity and show behavior similar to that found for the plastic depinning of solids. At higher drives the active clustering is lost. For low activity we also find a reentrant fluid phase, where the system transitions from a high mobility fluid at low drives to a clogged state at higher drives and then back into another fluid phase at very high drives. We map the regions in which the thermally clogged, partially clogged, active uniform fluid, clustered fluid, active clogged, and directionally locked states occur as a function of disk density, drift force, and activity.

Active matter describes systems that have some form of self-propulsion, such as biological entities, artificial swimmers, and robots. This area is attracting increasing attention due to the experimental realization of new types of active matter including individual or collective elements in uniform or complex environments [1,2]. One class of active matter is composed of assemblies of self-driven particles such as disks or elongated objects, in which the activity can arise from driven diffusion, run-and-tumble dynamics, chiral motion, or other forms of mobility [3,4]. In disorder-free environments, one of the most striking features of such particle-based active matter is the appearance of motility-induced phase separation [5,6], which occurs when the activity is large enough to induce a transition from a uniform fluid to a coexistence of dense or solid regions with a low density active gas. The dense regions form even when all of the pairwise interactions between the particles are repulsive.

When active matter particles are coupled to some form of complex environment such as walls, obstacles, or pinning sites, additional behaviors can arise. These include the induced locomotion of passive objects as well as a wetting phenomenon in which active particles can align with a barrier or accumulate in corners [7,8]. If the active particles interact with a random array of obstacles, pins, or other types of quenched disorder, the clustering or flocking transition can be destroyed, and under application of a drive can be replaced by a transition from isotropic to anisotropic cluster phases [17,22]. It is also possible for different types of trapping effects to appear [23,24], as well as transport or hopping rates that are non-monotonic as a function of activity [25,27]. The non-monotonicity arises because at low activity the system is easily pinned or clogged, at intermediate activity it acts like a freely flowing fluid, and at high activity it undergoes motility-induced phase separation accompanied by active clogging in which the motion is strongly reduced and occurs only intermittently or in avalanches [25,28,29].

It is also possible to place active matter particles on a periodic array of obstacles or a periodic pinning array [30,33]. In this case, there is a well defined average distance between the obstacles as well as clear preferred symmetry directions for motion. For non-active particles driven over periodic arrays, strong directional locking effects occur when the direction of the drive is changed with respect to the symmetry of the underlying substrate [33,36]. The particles preferentially flow along the symmetry directions of the substrate even when the external drive is not aligned with one of those directions. As a result, a series of locking steps appear in the velocity versus driving angle curves, as has been studied for colloidal [35,37,39,42] and other driven particle systems [33,43,45] coupled to a periodic substrate. The locking can be used as a method for steering the motion of particles along certain directions or for performing particle separation in which one species locks to one symmetry direction and another species locks to another direction [46,50]. Directional locking is the most pronounced in the single particle limit, where the existence of multiple
locking directions produces a devil’s staircase structure in the velocity versus angle response; however, when collective effects become important, different types of pattern formation can arise in which ordered flowing solids are stable for motion along symmetry locking directions but liquid or disordered states appear for flow along incommensurate angles [33, 39, 42, 51].

There have been several experimental [30] and numerical studies [33, 52, 55] of active matter systems interacting with a periodic substrate. At large activity in the single particle limit, the active disk motion is directionally locked even in the absence of external driving, and the prominence of this locking effect increases with increasing run times [33]. For a driven or directed active matter system, the activity can enhance the directional locking effect [30, 32, 33].

In this work we expand upon our previous studies of individual active matter disks interacting with periodic obstacle arrays [33], and consider the strongly collective regime in which clogging effects appear at both very low and very high activity. We show that different types of clogging occur depending on the direction of drive with respect to the symmetry directions of the substrate. For driving along a major symmetry direction such as \( \theta = 0^\circ \), the system forms a uniform liquid state at low activity and the mobility monotonically decreases with increasing activity until an activity-induced cluster state emerges in which the mobility is strongly reduced. For driving along an incommensurate angle, there can be two distinct clogging phases. The first, which we call thermal clogging, is a low activity clogged state similar to the clogging studied in previous work for zero activity [58, 59] and for the low activity regime of active matter on random substrates [60, 61], where the active particles form a heterogeneous system-spanning cluster. The second is a high activity state called active clogging which is associated with motility induced phase separation. There is a critical activity level above which the thermally clogged state is lost. Under a finite drive, both the thermal and active clogging depend on the active disk density. We examine the role of the driving force and find that active clogging persists down to the smallest drives since the activity itself induces the clustering effect. At higher drives, the active clogging is diminished since the drive interferes with cluster formation. In the low activity limit, we observe a reentrant fluid phase in which the system is a uniform fluid at low drives, transitions into a drive-induced clogged state, and breaks apart into a moving fluid or partially clustered state at high drives. These transitions are associated with a finite depinning threshold and negative differential mobility. For the active clogged state, there is no depinning threshold but the velocity-force curves develop nonlinearity at low drives similar to that found at plastic depinning in a non-thermal system, while at intermediate activity the velocity-force curves are linear. At high driving along incommensurate angles, for both low and high activity a directionally locked state appears in which the clustering is lost and the disks flow in strictly one-dimensional (1D) channels. In this work we focus on a fixed obstacle size and density. The collective effects that appear for changing obstacle size were studied in earlier work [57], where it was shown that commensuration effects arise when the spacing of the obstacle lattice matches with the active disk size, permitting the formation of large scale crystalline structures.

I. SIMULATION

We consider a two-dimensional (2D) system of size \( L \times L \) with periodic boundary conditions in the \( x \) and \( y \) directions. The sample contains a square array of \( N_{\text{obs}} \) obstacles of radius \( R_{\text{obs}} \) and lattice spacing \( a \), giving an obstacle density of \( \phi_{\text{obs}} = N_{\text{obs}}\pi R_{\text{obs}}^2/L^2 \). There are also \( N_a \) active disks with a radius of \( R_a \). The density of the active disks is \( \phi_a = N_a\pi R_a^2/L^2 \), and the total system density is \( \phi_{\text{tot}} = \phi_a + \phi_{\text{obs}} \). After initialization we apply a drift force \( F_D \) along either the \( x \) direction at \( \theta = 0^\circ \), which is a symmetry direction of the obstacle array, or along \( \theta = 35^\circ \), which is a non-symmetry direction. In our previous work with this system in the zero activity limit at higher \( \phi_{\text{tot}} \), we found that the disks are susceptible to clogging when \( \theta = 35^\circ \) but generally flow when \( \theta = 0^\circ \) [58].

The equation of motion for an active disk \( i \) is given by

\[
\alpha_d \mathbf{v}_i = F_{i}^{dd} + F_{i}^{m} + F_{i}^{obs} + F_{i}^{D}.
\]  

Here \( \mathbf{v}_i = dx_i/dt \) is the disk velocity, \( r_i \) is the disk position, and the damping constant \( \alpha_d = 1.0 \). The active disks are modeled as run-and-tumble particles with strong harmonic repulsive interactions of the form

\[
F_{i}^{dd} = \sum_{j \neq i} k |2R_a - |r_{ij}| \theta(2R_a - |r_{ij}|) \Theta(2 |r_{ij}| / L - 1),
\]

where \( \Theta \) is the Heaviside step function, \( r_{ij} = r_i - r_j \), and \( |r_{ij}| = |r_i - r_j| / L \). We fix the spring constant to \( k = 100 \), which is large enough that the system behaves close to the hard disk limit over the range of forces we consider. The obstacles are also modeled as disks with the same form of harmonic repulsion but with a different radius \( R_{\text{obs}} \). In this work we fix \( R_{\text{obs}} = 1.0 \), \( R_a = 0.45 \), and the obstacle lattice constant \( a = 3.0 \), giving \( \phi_{\text{obs}} = 0.349 \). We consider varied system sizes between \( L = 36 \) and \( L = 72 \), but unless otherwise noted, the system size is \( L = 36 \). The activity of the disk is produced by a motor force \( F_{m}^a = F_M r_i^m \) where \( F_M = 1.0 \) and \( r_i^m \) is a randomly chosen direction which changes instantaneously every \( \tau_i \) time steps. All of the active disks use the same value of \( \tau_i \), but the running of each disk is started at different randomly chosen times in the cycle so that the disks do not all tumble simultaneously. We quantify the activity using the run length \( l_r \) which is the distance a single isolated active disk would move during the run time \( \tau_i \). In general, we find that when \( l_r < 0.1a \), the behavior is close to the thermal limit, as studied previously in the single particle limit [33]. A uniform drift force \( F_D = F_D \hat{d} \) is applied to all the active disks, where \( \hat{d} \) is along either \( \theta = 0^\circ \) or \( \theta = 35^\circ \).
We characterize the transport by measuring $\langle V_x \rangle = N_a^{-1} \sum_{i=1}^{N_a} \mathbf{v} \cdot \hat{x}$ and $\langle V_y \rangle = N_a^{-1} \sum_{i=1}^{N_a} \mathbf{v} \cdot \hat{y}$. The net velocity is given by $\langle V \rangle = (\langle V_x \rangle^2 + \langle V_y \rangle^2)^{1/2}$. We define the mobility of the system as $M = \langle V \rangle / F_D$.

II. RESULTS

In Fig. 1(a) we plot the mobility $M$ versus active run length $l_r$ for a system with a fixed external drift force of $F_D = 0.1$ applied along the $x$-direction at $\theta = 0^\circ$ for $\phi_{tot} = 0.622$. Figure 1(b) shows the corresponding fraction of disks that are in the largest cluster $C_l$ versus $l_r$. To measure $C_l$, we identify all disks $N_c$ which are in contact with each other in the largest cluster, and divide this by the total number of active disks to obtain $C_l = N_c / N_a$. In Fig. 1(a), $M \approx 0.7$ at low drives, indicating a high mobility, and gradually decreases with increasing $l_r$. There is a sharper decrease in $M$ for $l_r > 1.0$ corresponding to an increase in $C_l$, which indicates the onset of activity-induced clustering. For $l_r > 1000$, $M$ drops to $M = 0.01$, almost two orders of magnitude smaller than its value in the low activity regime.

In Fig. 2(a) we illustrate the positions of the disks and obstacles in the system from Fig. 1 for the high mobility state with $l_r = 0.00025$, where the disks move in 1D channels between the obstacles. There is some buckling of the channel structure, resulting in disk-obstacle collisions which reduce the mobility to $M < 1.0$. As $l_r$ increases, the disk configurations become more disordered and disk-obstacle collisions become more frequent. This produces a fluctuating uniform liquid state in which the 1D channeling is lost and the mobility has decreased moderately, as shown in Fig. 2(b) at $l_r = 0.175$. At $l_r = 17.5$ in Fig. 2(c), an active clustering effect is beginning to occur which causes a reduction in the mobility to $M = 0.35$, while at $l_r = 7500$ in Fig. 2(d), the system forms an almost completely frozen cluster in what we term an active clogged state, with a mobility close to zero and only occasional small collective rearrangements. As $l_r$ increases, the mobility decreases further, until in the infinite running time or ballistic limit, $M = 0$.

The results in Fig. 1 can be compared to the behavior of active matter on random substrates. In Ref. [25], the drift velocity or mobility in a random obstacle array is generally low at small $l_r$, reaches a maximum at intermediate $l_r$, and then decreases again for larger $l_r$. Similarly, in Ref. [28], the system is in a clogged state at low $l_r$, forms a liquid state for intermediate run lengths, and enters an active clogged state with nearly zero mobility at high drives. In contrast, Fig. 1 shows that there is no clogged or low mobility state at small $l_r$ in an ordered obstacle array. Here the disks follow easy flow 1D channels between the obstacles for driving along $\theta = 0^\circ$ at low $\phi_{tot}$, as illustrated in Fig. 2(a), and the mobility $M \approx 1$.
since disk-obstacle collisions are minimized. At larger $l_r$, an active clogged state appears regardless of whether the obstacle lattice geometry is periodic or random.

In Fig. 3 we plot $M$ and $C_l$ versus $l_r$ for the same system as in Fig. 1 but with the drive applied along $\theta = 35^\circ$. For $l_r < 0.01$, $M \approx 0$ and $C_l \approx 0.92$. Here we find a non-active or thermally clogged state of the type shown in Fig. 4(a) at $l_r = 0.00125$. The clogging arises from the formation of bottlenecks and arches that build up over time and block the flow. This state is similar to the $T = 0$ clogging states studied previously for passive particles in periodic arrays \cite{58, 60, 61}, random arrays \cite{62, 63}, and bottleneck systems \cite{64, 65}, where the clogged state is associated with strongly heterogeneous particle density. We note that for smaller $F_D$ at these small values of $l_r$, the activity is still large enough that the system forms a liquid rather than a clogged state, as we describe in Section V.

For $0.01 < l_r < 1.0$ in Fig. 3(a,b), a uniform liquid state appears with $C_l < 0.2$ and a mobility of $M \approx 0.55$, as illustrated in Fig. 4(b) for $l_r = 0.175$. There is a drop in the mobility at higher $l_r$ corresponding to the formation of an activity-induced cluster state of the type shown in Fig. 4(c) at $l_r = 3.75$. For $l_r > 100$, the system enters an actively clogged state with little motion, as shown in Fig. 4(d) at $l_r = 7500$.

The behavior of $M$ versus $l_r$ in Fig. 4 has differences from previous work on active matter driven through random arrays at low activity \cite{28}. The transition from the passive clustered state to the active fluid state is much sharper in the periodic array. This is likely a result of the well-defined spacing between obstacles in the periodic array. In general, the onset of active clustering occurs when the run length becomes larger than the distance between the obstacles. For smaller $l_r$, the formation of the thermally clogged state is sensitive to the direction $\theta$ of the drive with respect to the substrate symmetry, while the active clogged state at large $l_r$ is independent of $\theta$.

Since driving along different angles can produce both thermal and active clogging, we next consider the evolution of the different phases as a function of the active disk density $\phi_{tot}$ for fixed $F_D$. In Fig. 5(a) we plot $M$ versus $l_r$ for the system in Fig. 3 with $\theta = 35^\circ$ at $\phi_{tot} = 0.6708$, 0.622, 0.573, 0.5238, 0.4743, 0.4264, and 0.3655, while in Fig. 5(b) we plot the corresponding $C_l$ versus $l_r$. For $\phi_{tot} > 0.5238$, a thermally clogged state appears at small $l_r$, while the critical $l_r$ at which the system transitions into the active fluid phase decreases with decreasing $\phi_{tot}$. When $\phi_{tot} \leq 0.5238$, the mobility is almost independent of $l_r$ for small and intermediate values of $l_r$. For all values of $\phi_{tot}$, there is a transition at larger $l_r$ to an active clustered state which is associated with a simultaneous drop in $M$ and increase in $C_l$. The maximum value of $C_l$ in the active clustered phase gradually drops with decreasing $\phi_{tot}$ as the clusters become more spatially separated. The crossover to the active clogged state shifts to larger values of $l_r$ as $\phi_{tot}$ decreases.

In Fig. 6 we show a phase diagram as a function of
l_r versus φ_tot for the system from Figs. 3 and 5 with θ = 35°. In the active fluid, the mobility is high but no clustering occurs. For the thermally clogged state, the mobility is zero and strong clustering occurs. The thermally clogged state is present only for incommensurate driving angles such as θ = 35°, but the active clogged state is always present for sufficiently large l_r and φ_tot. We use the value of the mobility to draw a distinction between the active cluster state and the active clogged state. In the active cluster state, C_l is high and M is larger than 15% of its maximum value, while in the active clogged state, C_l is also high but M is less than 15% of its maximum value. Other definitions for the boundary of the active clogged state could be used that involve lower values of M. The transition from the active fluid to the active cluster state is best described as a crossover, as shown in Fig. 5(a). A similar phase diagram can be constructed for driving at θ = 0° (not shown). Here the thermal clogging phase is absent but it would be possible to define additional 1D and quasi-2D channeling phases at low l_r which would be distinct from the 2D uniform active fluid state. For large enough φ_tot at θ = 0°, the active fluid could cross over into a uniform jammed state, but these extremely dense states become very computationally expensive, so we limit our study to densities at which only heterogeneous clogging occurs. Similarly, at values of φ_tot larger than what we consider for the θ = 35° system in Fig. 6, a crossover could occur from the thermally clogged phase to a uniform jammed phase near φ_tot = 0.9 (63).

We have explored the robustness of the phases described above to changes in the system size. As shown
in Fig. 7, we find similar results for a system with the same parameters as in Fig. 3 but with a larger size of \( L = 72 \). Figure 7(a) illustrates the initial state for \( \phi_{\text{tot}} = 0.622 \) and \( l_r = 0.00125 \) where the active disk density is still nearly uniform. In Fig. 7(b), the same sample has reached a thermally clogged state containing a large system-spanning cluster. Figure 7(c) shows the configuration in the active clogged state at \( \phi_{\text{tot}} = 0.622 \) and \( l_r = 7500 \). The morphology of the clusters in the active clogged state differs from those in the thermally clogged state. The active clogged clusters are much more fragmentary and do not form a single system-spanning cluster.

The thermally clogged states generally contain a cluster that is as wide as the system, while the active clogged state forms individual clusters that are each considerably smaller than the system width. This suggests that the thermally clogged state requires the total disk density to be above a 2D percolation threshold, while the active clogged state does not. In Fig. 7(d) we show an active clogged state at \( l_r = 7500 \) and \( \phi_{\text{tot}} = 0.4265 \). At low \( l_r \) for this same total density, the system does not form a thermally clogged state. In Fig. 8 we plot \( C_l \) versus \( L \) for the system in Fig. 3 at \( l = 0.00125 \) in the thermally clogged phase and \( l = 7500 \) in the active clogged phase. For the thermally clogged phase, \( C_l \lesssim 1 \) independent of the system size, indicating that the system is dominated by a single system-spanning cluster as shown in Fig. 7(b). In contrast, for the active clogging phase illustrated in Fig. 7(c), \( C_l \) drops as \( L \) increases since the size of the largest cluster does not increase with system size; instead, the total number of clusters grows as \( L \) increases, so that each cluster contains a smaller fraction of the total number of disks.

III. DILUTED OBSTACLE ARRAYS

We next consider the effects of randomly diluting the obstacle array by removing a fraction \( D \) of the obstacles. In Fig. 9(a,b) we plot \( M \) and \( C_l \) versus the dilution factor \( D \) for the system in Fig. 3 with \( \theta = 35^\circ \), \( \phi_{\text{tot}} = 0.622 \), and \( D_D = 0.1 \) at \( l_r = 0.00025 \), 0.005, 0.0075, 0.0175, and 0.05. For \( l_r = 0.00025 \), 0.005, and 0.0075, the thermally clogged state with \( M \approx 0 \) survives at low \( D \). The threshold for a transition to a depinned state with finite \( M \) shifts to lower values of \( D \) as \( l_r \) increases. For \( l_r = 0.00025 \), the onset of mobility occurs for \( D \approx 0.4 \) and is accompanied by a small local peak in \( C_l \). As \( D \) increases, the mobility increases monotonically, reaching \( M = 1.0 \) at \( D = 1.0 \) when there are no obstacles left in the system. In general, \( C_l \) decreases with increasing \( D \) and reaches \( C_l \approx 0 \) for \( D = 1.0 \) since the disks are no longer in contact. For \( l_r = 0.005 \) and 0.0075, some clustering still persists even when \( M \) is finite due to the formation of a partially clogged state, but the clustering diminishes when \( D > 0.6 \). For \( l_r > 0.0125 \), there is no clogged state, \( M \) is finite for all values of \( D \), and the clustering is strongly reduced.

In Fig. 9(c,d) we plot \( M \) and \( C_l \) versus \( D \) for the same system as in Fig. 9(a,b) at \( l_r = 0.175, 17.5, 75.0, 175 \), and 1750. Here the average value of \( M \) decreases with increasing \( l_r \). For \( l_r = 17.5 \), the mobility remains low up to \( D = 0.2 \) and then begins to increase gradually, which also correlates with the point at which the value of \( C_l \) begins to drop. For \( l_r = 75 \), the mobility increase starts near \( D = 0.4 \). For the three largest values of \( l_r \), there is a tendency for \( M \) to be flat or even decrease slightly with increasing \( D \) up to \( D = 0.4 \). This occurs because under moderate obstacle dilution, the activity-induced
clusters can become more coherent or better ordered. For \( l = 0.175 \), there is no clustering and the mobility increases monotonically with \( D \), while at \( l = 17.5 \) some clustering appears for small \( D \). In the regime of larger \( l \), \( C_l \) remains large even for \( D = 1.0 \) since the clustering or motility-induced phase separation occurs for these run length values even in the absence of obstacles.

Based on the results in Fig. 9 we can identify several different phases. At low \( l \) and low dilution \( D \), the system is in a thermally clogged phase with \( M \approx 0 \), while at finite dilution the system enters a partially clogged state consisting of a combination of flowing and clogged configurations, as shown in Fig. 10(a) for \( l = 0.005 \) and \( D = 0.41 \). As a result, even though \( M \) is finite, \( C_l \) remains large. In Fig. 10(b) we illustrate the same system at \( D = 0.833 \) where \( M \) is high and the clustering is strongly reduced, giving a low value of \( C_l \). Figure 10(c) shows the uniform fluid at \( l = 0.175 \) and \( D = 0.694 \), while in Fig. 10(d) at \( l = 1750 \) for the same dilution, the system forms a clustered state with a reduced mobility of \( M = 0.35 \).

From the results in Fig. 10 we can construct a phase diagram as a function of \( l_r \) versus \( D \), shown in Fig. 11. We identify a thermally clogged state in which \( M \approx 0 \) and \( C_l \) is high. This is adjacent to a partially clogged state of the type shown in Fig. 10(a) containing a combination of clogged disks and mobile disks, where \( M \) is finite but \( C_l \) is high. There is a uniform fluid phase of the type illustrated in Fig. 10(b,c) where the mobility is high and clustering is low, an active clogged phase where \( M \) is low and \( C_l \) is high, and a clustered fluid where \( M \) is high and \( C_l \) is high. The phase diagram in Fig. 11 has several similarities to the phase diagram found in experiments with colloids moving over random obstacles [61]. In particular, as the obstacle density is decreased, both systems are in a clogged phase with close to zero motion when \( D \) is low, transition into partially clogged phases with intermediate velocities for intermediate \( D \), and reach flowing phases for high \( D \).

IV. VARIED DRIVING ANGLES

In Fig. 12 we plot the \( x \) direction mobility \( M_x = \langle V_x \rangle / F_D \) versus driving direction \( \theta \) for the system in Fig. 6 with \( F_D = 0.1 \) and \( \phi_{\text{tot}} = 0.622 \) for varied \( l_r = 0.0025, 0.175, 17.5 \), and 175. For \( l_r = 0.0025 \), the mobility is high for \( \theta < 10^\circ \) since the active disks are moving along quasi-1D channels similar to those shown in Fig. 2(a). For \( 10^\circ \leq \theta < 20^\circ \), a partially clogged state forms, while for \( 20^\circ \leq \theta < 25^\circ \), the active disks flow in another quasi-1D state. For \( \theta < 30^\circ \), the thermally clogged state appears as shown earlier. The emergence of clogged states for certain driving directions and flowing states for other driving directions was also observed in \( T = 0 \) passive disk studies [60]. For \( l_r = 0.175 \) in Fig. 12, the system forms a uniform fluid for all values of \( \theta \) and there are no clogging phases or locking steps. For \( l_r = 17.5 \), some clustering occurs but there is still no clogging phase, and the mobility \( M_x \) is reduced at all values.
FIG. 12. The mobility in the $x$-direction $M_x$ vs $\theta$ for the system in Fig. 3 with $F_D = 0.1$ and $\phi_{tot} = 0.622$ at $l_r = 0.0025$ (red), 0.175 (light blue), 17.5 (green), and 175 (dark blue).

of $\theta$. At $l_r = 175$, $M_x$ is even more strongly reduced for all values of $\theta$ but there is still no directional locking. For lower disk densities than those considered in the present work, steps in the mobility occur at certain driving angles which correspond to symmetry directions of the obstacle array [33]. At the higher disk densities of Fig. 12, the steps disappear. These results differ from the previously studied collective behavior of $T = 0$ non-active systems [51] and from individual active matter particles moving on periodic obstacle arrays [32], where locking steps appeared. It may be possible that additional locking states could emerge for lower active disk densities, smaller obstacle radii, or larger $a$; however, the general trend is that collective effects reduce directional locking.

V. DRIVE DEPENDENCE

We next examine the effect on the different phases of varying the magnitude of the external driving amplitude $F_D$. In Fig. 13(a,b) we plot $\langle V_x \rangle$ and $d\langle V_x \rangle/dF_D$ versus $F_D$ for the system in Fig. 3 at $\phi_{tot} = 0.67$ for driving along $\theta = 35^\circ$ at $l_r = 0.00025$, 0.0075, 0.0175, and 0.05. At $l_r = 0.00025$, there is a well defined depinning threshold near $F_D = 0.5$ corresponding to the break up of the clogged state, which also appears as a peak in the corresponding $d\langle V_x \rangle/dF_D$ curve. For $l_r = 0.0075$, an increase in $\langle V_x \rangle$ from zero occurs near $F_D = 0.15$, followed by a sharper increase in $\langle V_x \rangle$ at $F_D = 0.3$ and a saturation in the response for $F_D > 0.6$. The depinning near $F_D = 0.15$ results from the partial breakup of the clogged state into a phase where clogging and flowing disks coexist, while at the second stronger increase in $\langle V_x \rangle$, nearly all of the disks are flowing.

For $l_r = 0.0075$ and 0.0175 in Fig. 13(a,b), the disks immediately begin to flow at small but nonzero $F_D$, but at slightly higher drives, $\langle V_x \rangle$ drops nearly back down to zero. Here, there is a uniform fluid phase for low $F_D$ and finite run lengths since the drive is not strong enough to cause the disks to get stuck behind obstacles. When $F_D$ increases, however, the driving force overwhelms the activity and the disks begin to accumulate behind the obstacles, forming a clogged state in which the disks are unable to hop backward in order to move around the obstacles. The transition from the fluid state to the clogged state produces negative differential mobility with $d\langle V_x \rangle/dF_D < 0$, while in the clogged phase, $d\langle V_x \rangle/dF_D \approx 0$. Negative differential mobility has been observed previously for the single particle limit of passive particles driven through random obstacles, where sufficiently strong drives hold the particle trapped behind an obstacle, while under smaller drives the particle can thermally escape from behind the obstacle [63-68]. In our active system, the clogged phase at small but finite drives extends down to lower drives as $l_r$ decreases. Even for $l_r = 0.00025$ there is a flowing fluid phase at drives lower than those shown in Fig. 13 but at $l_r = 0$ the initial fluid phase is lost. For $l_r = 0.05$, both the clogging and depinning threshold behavior are lost.

Negative differential mobility was also observed for active particles on random obstacle arrays [69], but there are some differences in the response compared to what we find for the periodic obstacle arrays. The negative differential mobility decreases when the total density of the system is increased in the random arrays, as shown in Ref. [69], whereas it increases with increasing total density in the periodic obstacle array. This is because collective clogging is responsible for the negative differential mobility in the periodic array, while individual particle trapping produces the negative differential mobility in the random array and in most other systems which display this effect.

In Fig. 13(c,d) we plot $\langle V_x \rangle$ and $d\langle V_x \rangle/dF_D$ versus $F_D$...
for the system from Fig. 13(a, b) at \( l_r = 0.175, 1.75, 17.5, \) and 175. For \( l_r = 0.175, \) the velocity-force curve is almost linear, which is the expected behavior for the depinning of a fluid \([70]\). Some deviation from linearity appears at \( l_r = 1.75 \) and becomes more pronounced at \( l_r = 17.5 \) and \( l_r = 175. \) The \( d\langle V_x \rangle /dF_D \) curves also show increasing nonlinearity as \( l_r \) increases, with a drop in value at low \( F_D \) followed by a linear increase and a saturation at higher \( F_D \). There is also an overall drop in the velocity with increasing \( l_r \). The nonlinear behavior in the velocity-force curves is similar to what is found for plastic depinning of passive particle assemblies driven over quenched disorder, such as colloids or superconducting vortices \([70,72]\). As the run length increases in the active disk system, the disks spend more time in a strongly clustered state and begin to act like a solid or glass coupled to random disorder. Increasing the run length is similar to decreasing the temperature in a glass. In the limit of infinite run length, we expect that there would be a true finite depinning threshold.

Figure 13(c) shows that the differences between the velocity-force curves for the different activity levels begin to disappear at higher drives. To make this more clear, in Fig. 13 we plot the ratio \( R \) of \( \langle V_x \rangle \) divided by \( \langle V_x \rangle \) for the \( l_r = 0.175 \) sample from Fig. 13(c) versus \( F_D \) for \( l_r = 175, 17.5, \) and 1.75. For \( l_r = 175, \) the mobility at low \( F_D \) is nearly eight times as large as in the \( l_r = 0.175 \) system, but as \( F_D \) increases, the ratio of the two mobilities approaches \( R = 1.0. \) At higher drives, the collisions with obstacles become strong enough to break apart the clusters, while the driving force prevents the active disks from reorganizing into a cluster state; therefore, the system remains in a fluid state. This can also be viewed as a drive dependent shear thinning transition in which the drive breaks up the large scale structures and thereby reduces the viscosity of the system.

**FIG. 14.** The ratio \( R \) of \( \langle V_x \rangle \) divided by \( \langle V_x \rangle \) for the \( l_r = 0.175 \) system from Fig. 13(c) versus \( F_D \) in samples with \( \phi_{\text{tot}} = 0.67 \) and \( \theta = 35^\circ \) for \( l_r = 175 \) (green), 17.5 (blue), and 1.75 (red), showing that \( R \) goes to \( R = 1.0 \) at large drives.

As \( \phi_{\text{tot}} \) is reduced, the extent of the clogged state appearing in Fig. 13(a, b) is also reduced. To better characterize both the clogged phase and the reentrant fluid, in Fig. 15(a, b) we plot \( \langle V_x \rangle \) and \( C_l \) versus \( F_D \) for a system with \( \phi_{\text{tot}} = 0.622 \) and \( l_r = 0.0075. \) Here \( \theta = 35^\circ. \) There are four distinct phases: the low drive fluid phase illustrated in Fig. 15(a), the intermediate drive thermally clogged phase shown in Fig. 15(b), the flowing partially clustered phase appearing in Fig. 15(c), and the high drive moving liquid phase shown in Fig. 15(d). (c) \( \langle V_x \rangle \) and (d) \( C_l \) vs \( F_D \) for the same system at \( \phi_{\text{tot}} = 0.5238. \) There are only two phases: the liquid phase shown in Fig. 17(a) and the directionally locked phase flowing along \( 45^\circ, \) shown in Fig. 17(b).

**FIG. 15.** (a) \( \langle V_x \rangle \) and (b) \( C_l \) vs \( F_D \) for a system with \( \phi_{\text{tot}} = 0.622 \) and \( l_r = 0.0075. \) Here \( \theta = 35^\circ. \) There are four distinct phases: the low drive fluid phase illustrated in Fig. 15(a), the intermediate drive thermally clogged phase shown in Fig. 15(b), the flowing partially clustered phase appearing in Fig. 15(c), and the high drive moving liquid phase shown in Fig. 15(d). (c) \( \langle V_x \rangle \) and (d) \( C_l \) vs \( F_D \) for the same system at \( \phi_{\text{tot}} = 0.5238. \) There are only two phases: the liquid phase shown in Fig. 17(a) and the directionally locked phase flowing along \( 45^\circ, \) shown in Fig. 17(b).

### A. Density Dependence of the Driven Dynamics

As \( \phi_{\text{tot}} \) is reduced, the extent of the clogged state appearing in Fig. 13(a, b) is also reduced. To better characterize both the clogged phase and the reentrant fluid, in Fig. 15(a, b) we plot \( \langle V_x \rangle \) and \( C_l \) versus \( F_D \) for a system with \( \phi_{\text{tot}} = 0.622 \) and \( l_r = 0.0075. \) In Fig. 15(a), \( \langle V_x \rangle \) increases linearly with increasing \( F_D \) up to \( F_D = 0.08, \) as expected for a fluid, and then decreases with increasing drive up to \( F_D = 0.225. \) For \( F_D < 0.08 \) in Fig. 15(b), \( C_l < 0.03 \) and the system forms a diffusing liquid state without any clustering. When \( 0.08 < F_D < 0.225, \) \( C_l \) jumps up to \( C_l = 0.94 \) and the disks form a system-spanning thermally clogged state. The velocity does not drop completely to zero in this clogged phase since there are still occasional thermal-like jumps of the disks. For \( F_D > 0.225, \) \( \langle V_x \rangle \) increases with increasing \( F_D \) again and there is a drop down in \( C_l; \) however, there is still a partial clustering effect. The clustering diminishes as \( F_D \) increases, and at high drives \( C_l = 0.05 \) when the system is in a uniform fluid state.

We define the different phases in Fig. 15(a, b) as a low drive uniform diffusing fluid, a thermally clogged state, a partially clustered fluid, and a high drive fluid state. The transitions between the different states appear as changes in \( d\langle V_x \rangle /dF_D \) and \( C_l. \) In studies of driven vortices, colloids, and other particle assemblies \([71]\), different dynamical phases also appear as a function of drive; however, in most of these systems the substrate is modeled as pinning sites rather than obstacles, so the low drive fluid phase is not present. Additionally, since many of these systems have longer range particle-particle interactions, clustered or clogged states do not occur since the pairwise
energy cost of strong density inhomogeneities would be too large; however, the disorder or roughening of the system is still maximized just at the depinning transition \cite{71}. At higher drives, systems with pinning generally show a transition to an ordered state since the effectiveness of the pinning diminishes as the driving increases; however, in systems such as ours containing obstacles, the overall density becomes more uniform at higher drives but the particle positions remain disordered.

In Fig. 16(a) we plot the disk trajectories, obstacle locations, and active disk positions for the system in Fig. 15(a) at $F_D = 0.025$ where the particles form a low drive diffusing fluid. Here there is no clustering and the trajectories are strongly disordered as the disks gradually drift along $35^\circ$. Figure 16(b) shows the same system at $F_D = 0.2$ in a thermally clogged phase, where there are still some small regions of motion. At $F_D = 0.7$ in Fig. 16(c), most of the disks are flowing in a fluid state and there is intermittent clustering. We show only the disk positions without trajectories in Fig. 16(d) for the high drive uniform fluid at $F_D = 15.0$, where there is no clustering but the disk positions are disordered.

In Fig. 16(c,d) we plot $\langle V_x \rangle$ and $C_I$ for the system in Fig. 15(a,b) at a lower $\phi_{\text{tot}} = 0.5238$. In this case there is no clogged phase or clustering, indicating that there is a critical value of $\phi_{\text{tot}}$ below which the clogging phase cannot occur. For low values of $\phi_{\text{tot}}$ at lower $F_D$, the system forms a moving liquid phase in which the average motion is along the driving direction of $\theta = 35^\circ$, as shown in Fig. 17(a). (b) $F_D = 10.0$, where the motion is locked along $45^\circ$ and occurs in 1D non-overlapping channels.

In Fig. 17 we plot the time series of the velocities $V_x$ (red) and $V_y$ (blue) for the system in Fig. 16(c,d) with $\theta = 35^\circ$, $\phi_{\text{tot}} = 0.5238$, and $l_r = 0.0075$. (a) $F_D = 0.5$, where the system forms a moving fluid translating along the driving direction of $\theta = 35^\circ$, as shown in Fig. 17(a). (b) $F_D = 10.0$, where the motion is locked along $45^\circ$ and occurs in 1D non-overlapping channels.
between channels, as shown in Fig. 17(b) at $F_D = 10.0$. Here $V_x$ and $V_y$ have identical average values, as shown in Fig. 18(b). At even lower densities or for smaller obstacle sizes, additional directional locking phases appear.

In Fig. 19(a,b) we plot $\langle V_x \rangle$ and $C_l$ versus $F_D$ for the system in Fig. 13(a,b) with $\phi_{tot} = 0.622$ at a higher $l_r = 175$. Since the clustering in this regime is due to the activity, $C_l > 0.9$ down to arbitrarily low values of $F_D$. This is in contrast to the drive dependent clogging effect which appears at smaller $l_r$. Near $F_D = 0.5$, there is a change in the velocity-force curve corresponding to a drop in $C_l$, while a second small cusp in $C_l$ is visible near $F_D = 7.0$. For $F_D < 0.5$, the system is in the active clogged state and the velocity-force curve is nonlinear, as indicated by the orange dashed line which shows a power law fit to $\langle V_x \rangle \propto F_D^{1.45}$. Above the cusp in $\langle V_x \rangle$, the green dashed line indicates that the behavior is linear with $\langle V_x \rangle \propto F_D$. For passive 2D systems with quenched disorder at $T = 0$, plastic flow regimes are associated with a velocity-force signature of $V \propto F^\alpha$ with $1.33 < \alpha < 2.0$, where $\alpha \approx 1.5$ is often observed [70, 71, 72]. This suggests that the active clogged regime behaves like a plasticly distorting solid moving over quenched disorder. At higher drives, the self clustering starts to break down and the velocity response becomes linear, as expected for a strongly driven fluid in quenched disorder [68, 71].

In Fig. 19(c,d) we plot $\langle V_x \rangle$ and $C_l$ versus $F_D$ for the system from Fig. 17(a,b) at a lower $\phi_{tot} = 0.523$. We find a similar behavior in which the system starts out in a clustered state at low drives and transitions to a moving fluid at higher drives. There is a cusp in $\langle V_x \rangle$ near $F_D = 1.0$ which corresponds to a drop in $C_l$. Below the cusp, $\langle V_x \rangle \propto F^{1.15}$, while above the cusp, $\langle V_x \rangle \propto F^{1.0}$. This suggests that although clustering is occurring at the lower drives, the cluster sizes are smaller compared to the $l_r = 175$ case. As a result, the system behaves more like a fluid than like a plasticly moving solid. There is also a small cusp in $C_l$ near $F_D = 5.0$ which corresponds to the transition from a moving fluid to locked flow along 45°.

In Fig. 20(a) we plot $C_l$ versus $F_D$ for a system with fixed $l_r = 0.0075$ at varied $\phi_{tot} = 0.671, 0.6465, 0.622, 0.59744, 0.5729, 0.5238, 0.475$, and 0.475. The four phases are clearly visible. In the low drive fluid phase, $C_l < 0.1$. The clogged phase corresponds to the peak in $C_l$, while the partially clustered liquid with $C_l > 0.5$ appears above the clogging peak. At high drives, there is a liquid with $C_l < 0.5$. The width of the clogged phase decreases with decreasing $\phi_{tot}$. For $\phi_{tot} = 0.59744$, the system passes directly from the clogged state to the liquid phase, while for $\phi_{tot} < 0.59744$, the system is always in a fluid state at lower drives and reaches a directionally locked phase with motion along 45° at higher drives.

In Fig. 21(a) we plot a phase diagram as a function of $\phi_{tot}$ versus $F_D$ for the system in Fig. 20(a) with $l_r = 0.0075$. The transitions between the phases are obtained based on the behavior of $C_l$, the velocities, and the trajectories. At low $F_D$ and low $\phi_{tot}$ we find a fluid phase, while at high $F_D$ a 1D locked phase with motion along 45° emerges. For $\phi_{tot} \geq 0.59744$, both clogged and reentrant fluid phases can occur. The boundaries of the clustered fluid phase shift at different rates to higher $F_D$ with increasing $\phi_{tot}$, causing the clustered fluid to increase in extent for larger $\phi_{tot}$. The transition from the fluid to the symmetry locked flow along 45° shift to lower drives with decreasing $\phi_{tot}$.

In Fig. 22(b) we plot $C_l$ versus $F_D$ for the system in Fig. 20(a) at $l_r = 175$ for $\phi = 0.671, 0.6465, 0.622, 0.59744, 0.5729, 0.548, 0.5238, 0.5, 0.475, 0.45, 0.4256,
We have numerically examined run-and-tumble active disks moving over a periodic obstacle array in the collective limit. For driving along the \(x\) axis, we find that the system forms an active clustered state and an active clogged state at large run lengths. The onset of clustering is associated with a drop in the mobility. For driving along an incommensurate angle, we find two distinct clogging phases: a heterogeneous thermally clogged state at low activity, and an active clogged state at large activity. The two phases are separated by a uniform fluid state, and there is an active clustered state between the active clogged state and the fluid state. The thermally clogged state is strongly sensitive to whether the driving is along a symmetry direction of the substrate or whether it is along an incommensurate angle, while the active clogged state is independent of the driving direction. The thermally clogged state is always system-spanning and involves the formation of a single large cluster, while the active clogged state contains multiple smaller clusters which are scattered throughout the sample. When the

\[
0.401, \text{ and } 0.3765. \text{ We find clustering with } C_l > 0.5 \text{ for lower drives when } \phi_{tot} > 0.4256. \text{ The transition from the cluster phase to a moving state shifts to lower } F_D \text{ as } \phi_{tot} \text{ is reduced. Additionally, for higher drives the system enters the 1D locking phase with motion along } 45^\circ. \text{ In general, as } l_r \text{ increases, a higher driving force is needed to reach the locked state. In Fig. 21(b) we plot a phase diagram as a function of } \phi_{tot} \text{ versus } F_D \text{ for the system in Fig. 20(b) highlighting the four phases. The active clogged phase is defined to occur when } M \text{ is below 15% of its maximum value and } C_l \text{ is large. The clustered phase appears when } C_l > 0.5 \text{ and } M \text{ is greater than 15% of its maximum value. In the fluid phase, the mobility is high and there is no clustering, while in the locked phase, there is 1D motion along } 45^\circ. \text{ The clogging and cluster phases extend to lower } \phi_{tot} \text{ and larger } F_D. \]

In Fig. 22 we plot a phase diagram as a function of \(F_D\) versus \(l_r\) for the system in Fig. 21 at fixed \(\phi_{tot} = 0.622\) showing the relationships between the thermally clogged phase, the reentrant fluid phase, and the active clogged phase. At finite but low \(F_D\) and small \(l_r\), the thermally clogged phase appears, and its onset shifts to higher \(F_D\) with increasing \(l_r\) until it is completely lost for \(l_r > 0.025\). The clogged phase extends all the way down to \(F_D = 0\) only when \(l_r\) reaches zero. Under increasing \(F_D\), there is a crossover from the zero mobility thermally clogged phase to the low mobility partially clogged phase composed of coexisting clogged and moving disks. Another transition occurs at higher drives to a uniform fluid with high \(M\) and low \(C_l\). When \(l_r > 1.0\), an active clogged state and active clustered fluid appear for low drives. Unlike the thermally clogged state, the active clogged state can persist down to \(F_D = 0\) since the clustering is produced by the activity instead of by the driving. For all values of \(l_r\), once \(F_D\) becomes sufficiently large, the system enters a locked phase of 1D flow along \(45^\circ\). For driving along \(\theta = 0^\circ\), the thermally clogged and partially clogged phases at small \(l_r\) are absent, while the locked flow along \(45^\circ\) is replaced by locked flow along \(0^\circ\). For other driving angles \(\theta\), the widths of the thermally clogged, partially clogged, and fluid phases vary, but the active clogged phases persist.

VI. SUMMARY

FIG. 21. (a) Phase diagram as a function of \(\phi_{tot}\) vs \(F_D\) for the system in Fig. 20(a) with \(\theta = 35^\circ\) at \(l_r = 0.0075\), showing the reentrant fluid phase (green), the thermally clogged phase (red), the partially clustered moving phase (blue) and the directionally locked phase (light purple). (b) Phase diagram as a function of \(\phi_{tot}\) vs \(F_D\) for the system in Fig. 20(b) with \(l_r = 175\), showing the active clogged phase (orange), the clustered fluid (blue), the fluid phase (green), and the directionally locked phase (light purple).
obstacle lattice is diluted via the random removal of a fraction of the obstacles, there is a critical dilution fraction above which the thermally clogged state is lost; however, the active clogged state is much more robust against dilution. We observe a reentrant fluid phase as a function of driving force in the low activity regime. For finite activity, the system can always flow when the drive is low enough, but as the drive increases, a drive dependent clogged state appears that can depin for sufficiently high driving. This drive dependent clogged state is associated with negative differential mobility in the velocity-force curves. Above depinning, there is a partially clogged state consisting of coexisting clogged and moving regions, with the system can transition from thermal clogging behavior to active clogging behavior as a function of increasing activity.
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