Machine Learning Can Assign Geologic Basin to Produced Water Samples Using Major Ion Geochemistry
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Understanding the geochemistry of waters produced during petroleum extraction is essential to informing the best treatment and reuse options, which can potentially be optimized for a given geologic basin. Here, we used the US Geological Survey’s National Produced Waters Geochemical Database (PWGD) to determine if major ion chemistry could be used to classify accurately a produced water sample to a given geologic basin based on similarities to a given training dataset. Two datasets were derived from the PWGD: one with seven features but more samples (PWGD7), and another with nine features but fewer samples (PWGD9). The seven-feature dataset, prior to randomly generating a training and testing (i.e., validation) dataset, had 58,541 samples, 20 basins, and was classified based on total dissolved solids (TDS), bicarbonate (HCO3), Ca, Na, Cl, Mg, and sulfate (SO4). The nine-feature dataset, prior to randomly splitting into a training and testing (i.e., validation) dataset, contained 33,271 samples, 19 basins, and was classified based on TDS, HCO3, Ca, Na, Cl, Mg, SO4, pH, and specific gravity. Three supervised machine learning algorithms—Random Forest, k-Nearest Neighbors, and Naïve Bayes—were used to develop multi-class classification models to predict a basin of origin for produced waters using major ion chemistry. After training, the models were tested on three different datasets: Validation7, Validation9, and one based on data absent from the PWGD. Prediction accuracies across the models ranged from 23.5 to 73.5% when tested on the two PWGD-based datasets. A model using the Random Forest algorithm predicted most accurately compared to all other models tested. The models generally predicted basin of origin more accurately on the PWGD7-based dataset than on the PWGD9-based dataset. An additional dataset, which contained data not in the PWGD, was used to test the most accurate model; results suggest that some basins may lack geochemical diversity or may not be well described, while others may be geochemically diverse or are well described. A compelling result of this work is that a produced water basin of origin can be determined using major ions alone and, therefore, deep basinal fluid compositions may not be as variable within a given basin as previously thought. Applications include predicting the geochemistry of produced fluid prior to drilling at different intervals and assigning historical produced water data to a producing basin.
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INTRODUCTION

The production of hydrocarbons from the subsurface can result in the co-production of large volumes of water. This water is generally referred as
produced water and is typically geochemically representative of the in-place formation water with some potential contribution from fluid injected for well completion and/or stimulation. These produced waters can either be disposed of through injection into the subsurface or treated in some manner and reused for anthropogenic needs. Therefore, knowing the chemical composition of the produced water is critical when planning how to treat or dispose of these produced large waters from a specific oil or gas field. Produced water is geochemically diverse when comparing across producing basins of the USA (e.g., Fakhru'l-Razi et al., 2009) or age of the well (e.g., Cluff et al., 2014; Rowan et al., 2015). For example, the first few days of production from a hydraulically fractured well are geochemically distinct from water produced 90 days later (Engle & Rowan, 2014). Understanding the chemical composition of produced waters across the continental USA to optimize treatment or reuse methods to specific geographic regions could potentially save stakeholders time, money, and resources. Although produced water geochemistry summary statistics can be determined for various producing basins using existing data, it is unclear whether past sampling efforts have fully captured the geochemical diversity of a given basin (i.e., the statistical shortcomings of previous sampling strategies was not evaluated).

Many producing formations or basins across the continental USA produce waters that have been previously well characterized, such as the Appalachian Basin (Blondes et al., 2020; McDevitt et al., 2020; Osborn et al., 2012; Tasker et al., 2020), the Permian Basin (Engle et al., 2016; Nicot et al., 2020), the Denver Basin (Rosenblum et al., 2017), the Williston Basin (Lampen & Rostron, 2000; McMahon et al., 2020; Varonka et al., 2020), and the Gulf Coast (Engle et al., 2020; McIntosh et al., 2010; Nicot et al., 2018). Although these regions produce waters that are geochemically well understood, few studies have analyzed trends in produced water chemistry across multiple basins or the continental USA (Birkle et al., 2019; Kharaka et al., 2019; Scanlon et al., 2020). Understanding basinal, regional, or national trends in produced water geochemistry could help ascertain trends in salinity, naturally occurring radioactive materials, barite, and other parameters essential to understanding best practices for wastewater treatment and disposal. For example, knowing that two geographically similar basins also produce water with a similar geochemistry could aid in developing regional water treatment plans (e.g., Scanlon et al., 2020).

Machine learning algorithms have been applied to many earth science-related problems, such as classifying lithology type using geophysical data (Bressan et al., 2020), understanding soil properties (Zhao & Wang, 2020), landslide assessments (Marjanovic et al., 2011), and in oil and gas production applications (Attanasi et al., 2020; Gaurav, 2017; Mohaghegh, 2020; Snodgrass & Milkov, 2020). Additionally, machine learning algorithms have been specifically developed to predict the class label of a given sample based on known features; this is known as multi-class classification (Farid et al., 2014). However, multi-class classification machine learning applications related to produced waters are sparse (e.g., Engle & Brunner, 2019). There are various potential useful applications combining produced water geochemical data and machine learning, including determining source of salinity for basinal fluids, assisting with drilling in frontier areas, determining if biogenic methane is occurring in a given reservoir based on produced water chemistry, fingerprinting produced water to formations in spills or multi-zone completions, and, as investigated in this manuscript, using major ion chemistry to determine basin of origin for a produced water sample. Applying machine learning to determine the comparability of water chemistry across different producing basins is beneficial because basin chemistry distinctness could be inferred based on the accuracy of a given algorithm; if a model consistently and accurately classifies a sample correctly to a given basin, it can be assumed that the geochemistry of that basin is distinct (compared to other basins analyzed) and may require unique water treatment methods compared to surrounding basins.

In this study, we used the US Geological Survey’s National Produced Water Geochemical Database (USGS PWGD; Blondes et al., 2018) coupled with multiple supervised machine learning algorithms to determine if basin of origin could be predicted for a given water sample using basic geochemical parameters. The number of basins represented in the USGS PWGD database was reduced to those having at least 1000 samples and had a pre-specified suite of geochemical measurements. The resulting dataset was used to train and validate supervised multi-class classification machine learning algorithms. We discuss the applicability of these results to future applications of machine learning.
approaches related to complex processes associated with energy development.

METHODS

Data Preparation

The US Geological Survey’s National Produced Waters Geochemical Database version 2.3 (USGS PWGD; Blondes et al., 2018) was downloaded and used as the initial database. The original database contains 114,943 distinct samples across 88 producing basins. The database has a total of 190 features, 38 of which are geochemical parameters of the sampled fluids. We encourage readers to view and download the USGS PWGD and the associated data dictionary, which will provide a better understanding of the data provided in the database. Detailed methods for database culling and the data used for all the analyses in this paper are available through Shelton et al. (2021); however, methods will be discussed concisely below.

The raw USGS PWGD was initially culled by sample type. Because this study only includes waters associated with hydrocarbon production that would also be representative of formation water within the basin, samples with a WELLTYPE attribute of geothermal ($n = 689$), injection ($n = 13$), or undefined ($n = 867$) were removed from the dataset. Additionally, any sample with data in the attribute TIMESERIES was also removed, as these samples are likely not representative of actual formation water (e.g., Cluff et al., 2014; Rosenblum et al., 2017). The resulting dataset containing 113,173 samples can be found in Shelton et al. (2021) as PWGDStep1.csv.

Next, all features that were unlikely to be used for any QA/QC purposes or by a model itself were removed (e.g., OPERATOR, LAB, ELEVATION). Empty cells for each attribute across all remaining samples were then calculated. If data were missing from over $97\%$ of samples of a given attribute, that attribute was eliminated from the dataset (107 features were removed); this step was done to ensure that the resulting dataset had as much data as possible for every sample. The resulting dataset containing 56 features are publicly available through Shelton et al. (2021) as PWGDStep3.csv.

The remaining dataset was then checked to ensure that all assigned location data were self-consistent. For example, if a sample had an assigned API number, that number was checked against the features LAT, LONG, STATE, or other location information. This step was performed to check that any samples were not incorrectly assigned their BASIN attribute. Next, any assigned BASIN, which is the American Association of Petroleum Geology (AAPG) Geologic Province (Meyer, ; Meyer et al., 1991) (see USGS PWGD documentation), was removed if it had fewer than 1000 samples to investigate the most prominent and data-rich basins. This step was performed to ensure that the training and validation sets would have a robust number of samples for each BASIN included after additional culling (e.g., Chu et al., 2012; Figueroa et al., 2012). The resulting dataset includes 20 different BASIN assignments across 102,571 samples (Fig. 1) and is available as part of Shelton et al. (2021) as PWGDStep4.csv.

As missing data or NAs (i.e., data were not available) in a dataset must be either eliminated or estimated in order to perform multi-class classification modeling with machine learning (e.g., Batista & Monard, 2003; Bertsimas et al., 2017; Ma et al., 2020), additional culling was required to remove all missing data from the PWGDStep4 dataset. Using existing data to estimate these missing data would introduce basinal bias (i.e., using data from one basin to estimate data from that basin would defeat the purpose of this study). Therefore, we chose to eliminate any sample with missing data. First, any remaining attribute with missing data for greater than $75\%$ of the remaining sample set was removed. The resulting dataset contains 102,109 samples across 20 BASINs [PWGDStep5.csv of Shelton et al. (2021)]. This step left nine different features: specific gravity (SG), pH, total dissolved solids (TDS), bicarbonate (HCO$_3$), calcium (Ca), chloride (Cl), magnesium (Mg), sodium (Na), and sulfate (SO$_4$). All concentrations are in mg/L. Next, any sample that did not have data for all nine of these given features was removed from the sample set. This step resulted in a complete dataset containing 33,271 samples with nine geochemical features across 19 different BASINs (after this culling step, the Raton BASIN had 0 samples and was therefore eliminated). This dataset will be referred to as PWGD9 throughout this text and can be found in Shelton et al. (2021) as PWGDStep6_9Features.csv.

However, a second final dataset was also curated to increase the sample number included in the analysis. The features SG and pH were eliminated, and any samples without data for all remaining se-
ven features (TDS, HCO₃, Ca, Cl, Mg, Na, and SO₄) were removed from the dataset. This culling step produced a dataset with 58,541 samples across seven geochemical features and 20 different BASINs. This dataset will be referred to as PWGD7 throughout this text and is publicly available via Shelton et al. (2021) as PWGDStep6_7Features.csv. The number of samples per basin for each dataset and other accessory data can also be found in Shelton et al. (2021).

Outlier Removal

Outliers were removed (e.g., John, 1995) in R (R Core Team, 2020) using R version 4.0.3 (Bunny-Wunnie's Freak Out). Outliers were examined for each BASIN so that an equal percentage of samples would be removed from each BASIN. For example, if outliers for the attribute TDS were removed across all BASINs simultaneously instead for each individual BASIN, there would be BASINs with no samples assigned as outliers. Outliers were assigned at a < 99% confidence interval for each individual attribute for each individual BASIN. Any outlier identified was removed from each respective dataset. R code for outlier removal can be found in Shelton et al. (2021) as “Outlier Removal Analysis PWGD.R.” It is important to note that no culling was done based on the quality of the data. The USGS PWGD offers some information on data quality, such as charge balance data. However, we...
did not consider these quality parameters to limit additional bias and to present a more realistic dataset.

**Additional Pre-processing**

After outlier removal, the datasets PWGD7 and PWGD9 were each randomly reordered to ensure no bias was introduced by the order of samples in each respective database. The two randomly reordered datasets were then each split into a model training set and a model validation set. A 90/10 split was used for PWGD7 to produce the training and validation sets, respectively; an 80/20 split was also tested for PWGD7, but the 90/10 split produced a more accurate model. The training and validation datasets generated using PWGD7 will be referred to as TrainPWGD7 and Validation7 within, respectively. An 80/20 split was used to divide PWGD9 into training and validation sets (a 90/10 split was also tested for increased accuracy). The training and validation datasets generated using PWGD9 will be referred to as TrainPWGD9 and Validation9 within, respectively. The training and validation sets can be found in Shelton et al. (2021).

**Model Selection**

The R caret package (Kuhn, 2008) version 6.0–86 (and all dependencies) was implemented to build multi-class classification models in R. The caret package is advantageous to use due to the ability to create custom tuning grids and optimize the tuning of model parameters such as cross-validation and hyperparameters (see package documentation, Kuhn, 2008). Three supervised machine learning algorithms were optimized for the TrainPWGD7 and TrainPWGD9 datasets: k-Nearest Neighbors, Naïve Bayes, and Random Forest. These algorithms were selected as there are a limited number of multi-class classification algorithms, and these three are capable of classification beyond binary. These three algorithms have been used broadly in the literature and for many earth science applications with examples provided below.

Briefly, the k-Nearest Neighbors algorithm uses labeled input data (in this case, labeled by basin) and produces a distance matrix to calculate the distance between new data and the training data; any new data are classified based on the class of the nearest known data points (e.g., Laaksonen & Oja, 1996). The Naïve Bayes classification method is a simple probabilistic classifier which uses Bayes’ Theorem and assumes each of the dataset features is independent and contributes equally to the model outcome (e.g., Zhang et al., 2009). The Naïve Bayes method classifies new samples based on the maximum a posteriori decision rule. The Random Forest algorithm uses a collection of relatively uncorrelated decision trees in which each predicts the classification of an unknown sample; the class that most of the decision trees produce for an unknown sample is ultimately the final prediction (e.g., Breiman, 2001; Liaw & Wiener, 2002). For more information about the Random Forest algorithm used for classification tasks, readers are referred to Strobl et al. (2007), Wright et al. (2020), and references within. Because there are a limited number of algorithms that can be used for multi-class classification, it was reasonable to test these three to determine if any performed better than another in order to find the most accurate model possible.

The train() function in the caret package was used to implement these models, calling method = “ranger” for Random Forest, “naive_bayes” for Naïve Bayes, and “knn” for k-Nearest Neighbors. The train function can use a custom tuning grid to optimize repeated k-fold cross-validation and other model hyperparameters (e.g., impurity scores, mtry) by examining the results from every possible combination of criteria and outputting the most accurate combination (see Table 1 for PWGD7 results, see Table 2 for PWGD9 results). For the Random Forest algorithms, the splitting criterions “gini” and “extratrees” were tested. The splitting criterion “gini” uses the probabilities of the number of classes to assign an impurity score, between 0 and 1, where the lower the score, the better the split within a tree (see Breiman et al., 1984; Breiman, 2001). The splitting criterion “extratrees” implements the extremely randomized trees ensemble method (see Geurts et al., 2006) where both cutting point choice and attribute choice are extremely randomized when splitting a tree node. Custom tuning grids were developed to find optimum parameters for each model, such as the mtry value, resulting in the greatest accuracy (see Kuhn, 2008). Model characteristics and optimum hyperparameters can be found in Tables 1 and 2, and all associated code can be found in Shelton et al. (2021).

Overall model performance was determined using the results of the confusion matrix produced
for each algorithm along with “one-versus-all” results for each algorithm to calculate the accuracy and Kappa statistics. The overall accuracy and Kappa statistics for each algorithm are calculated using the default performance function “postResample.” Variable importance scores were calculated using model-based approaches. The Naïve Bayes and k-Nearest Neighbor algorithms used the absolute value of the t-statistic to determine the importance score for each feature (Kuhn, 2008). The Random Forest algorithm records the prediction accuracy on the out-of-bag portion of the dataset for each decision tree in the Random Forest. After permuting each predictor variable, the process is repeated, and the difference between these two accuracies is averaged across all decision trees and normalized by standard error (Kuhn, 2008). For more information about the caret package, along with equations to calculate model performance, we refer readers to the R documentation for caret (Kuhn, 2008). Other R packages used in this analysis were tidyverse (Wickham et al., 2019), reshape (Wickham, 2007), dplyr (Wickham et al., 2020), caretTools (Tuszynski, 2020), bnclassify (Mihaljevic et al., 2018), klaR (Weihs et al., 2005), and vegan (Oksanen et al., 2020).

### Table 1. Results from model optimization using the TrainPWGD7 dataset and model accuracy results using the Validation7 dataset

| Model without outliers | Random Forest “Gini” PWGD7 | Random Forest “extratrees” PWGD7 | k-Nearest Neighbors PWGD7 | Naïve Bayes PWGD7 |
|------------------------|-----------------------------|----------------------------------|--------------------------|-------------------|
| Model type             | Random Forest               | Random Forest                    | k-Nearest Neighbors      | Naïve Bayes       |
| Training dataset       | TrainPWGD7                  | TrainPWGD7                       | TrainPWGD7               | TrainPWGD7        |
| Best-performing tuning parameters | Split Rule = “gini”; mtry = 2 | Split Rule = “extratrees”; mtry = 6 | k = 13; laplace = 0; usekernel = TRUE; adjust = 0.75 |
| Cross-validation       | 10 fold                     | 10 fold                          | 10 fold                  | 10 fold           |
| Accuracy (%)           | 66.55                       | 67.12                            | 56.22                    | 42.19             |
| 95% confidence interval | (0.6533, 0.6794)            | (0.6581, 0.6841)                 | (0.5485, 0.5759)         | (0.4083, 0.4356)  |
| No information rate    | 0.1759                      | 0.1751                           | 0.1729                   | 0.2079            |
| P value [Accuracy > No Information Rate] | < 2.20E–16              | < 2.20E–16                       | < 2.20E–16               | < 2.20E–16        |
| Kappa                  | 0.6323                      | 0.6375                           | 0.5174                   | 0.3647            |

### Table 2. Results from model optimization using the TrainPWGD9 dataset and model accuracy results using the Validation9 dataset

| Model without outliers | Random Forest “Gini” PWGD9 | Random Forest “extratrees” PWGD9 | k-Nearest Neighbors PWGD9 | Naïve Bayes PWGD9 |
|------------------------|-----------------------------|----------------------------------|--------------------------|-------------------|
| Model type             | Random Forest               | Random Forest                    | k-Nearest Neighbors      | Naïve Bayes       |
| Training dataset       | TrainPWGD9                  | TrainPWGD9                       | TrainPWGD9               | TrainPWGD9        |
| Best-performing tuning parameters | Split Rule = “gini”; mtry = 3 | Split Rule = “extratrees”; mtry = 5 | k = 5; laplace = 0; usekernel = TRUE; adjust = 1.5 |
| Cross-validation       | 10 fold                     | 10 fold                          | 10 fold                  | 10 fold           |
| Accuracy (%)           | 72.97                       | 73.47                            | 23.47                    | 42.71             |
| 95% confidence interval | (0.7180, 0.7411)            | (0.7231, 0.7460)                 | (0.2238, 0.2458)         | (0.4143, 0.4400)  |
| No information rate    | 0.2781                      | 0.2816                           | 0.8135                   | 0.2092            |
| P value [Accuracy > No Information Rate] | < 2.20E–16              | < 2.20E–16                       | 1                        | < 2.20E–16        |
| Kappa                  | 0.6840                      | 0.6892                           | 0.0527                   | 0.3557            |
Development and Testing of “Unknown” Dataset

In addition to developing training sets with data in the USGS PWGD, we also used recently published data (Blondes et al., 2020; Engle, 2019; Engle et al., 2020) that is not currently included in the USGS PWGD as additional testing data for the models. The data are produced waters from the Eagle Ford (n = 39; Engle, 2019; Engle et al., 2020) and the Appalachian Basin, specifically the Utica Shale and Clinton sandstone (n = 52; Blondes et al., 2020). Because the data used in the validation sets may have originated from the same sampling campaigns as those data used in the training sets, i.e., both were from the same database, this may introduce bias into the TestPWGD7 and TestPWGD9 results. Therefore, we deemed it essential to test the best-performing model on these “unknown” data sources as data from these sampling campaigns were not used to also train the models. The nine geochemical features used to train the models were used to generate this unknown sample set which included 91 different samples. The unknown training dataset can be found in Shelton et al. (2021).

RESULTS

Initial USGS PWGD Analysis

The culled versions of the USGS PWGD, PWGD9, and PWGD7 were examined for any obvious trends in the geochemical data. Prior to outlier removal, TDS values ranged from 1.91 to 420,970 mg/L across all samples (i.e., PWGD7 dataset), SG ranged from 0 to 1.48 (PWGD9 dataset), pH ranged from 0 to 12.3 (PWGD9 dataset), HCO₃ ranged from 0.201 to 241,592 mg/L (PWGD7 dataset), Ca ranged from 0.01 to 77,630 mg/L (PWGD7 dataset), Na ranged from 0.4 to 166,746 mg/L (PWGD7 dataset), Mg ranged from 0.003 to 46,656 mg/L (PWGD7 dataset), Cl values ranged from 0.25 to 321,643.8 mg/L (PWGD7 dataset), and SO₄ concentrations ranged from 0.01 to 150,000 mg/L (PWGD7 dataset). After outlier removal and prior to splitting datasets into testing and training datasets, TDS values ranged from 246 to 389,722 mg/L across all samples (i.e., all 20 basins), SG ranged from 1 to 1.48 (across 19 basins), pH ranged from 1.133 to 12.21 (across 19 basins), HCO₃ ranged from 3 to 14,886 mg/L, Ca ranged from 3 to 69,825 mg/L, Na ranged from 9 to 139,886.4 mg/L, Mg ranged from 0.71 to 11,652.55 mg/L, Cl values ranged from 1.3 to 240,205.5 mg/L, and SO₄ concentrations ranged from 0.12 to 12,287 mg/L. When the outlier-removed datasets are presented as box plots (PWGD9 for SG and pH and PWGD7 for remaining 7 features), differences and similarities for each of the nine features can be easily visualized across all 20 basins (Fig. 2).

To further understand potential challenges with both datasets, a non-metric multidimensional scaling (NMDS) plot was used to visualize a dissimilarity matrix of the scaled geochemistry data (Fig. 3). The PWGD9 was used for pH and SG values, while the PWGD7 dataset was used for all other features. Samples from the Anadarko and Sedgwick basins, for example, may be difficult to distinguish using machine learning due to the similarity of their initial geochemical data. Similarly, distinction may be difficult between samples originating from the Central Kansas Uplift and Illinois basins, and between the Denver, Powder River, and Wind River basins (Fig. 3). Alternatively, samples from some basins, like the Williston, may be easy to distinguish from other basins. It is not surprising that the Michigan, Appalachian, and Illinois basins plot close to each other (along one axis of the NMDS) given formation waters have been shown to have similar origins and depositional histories (e.g., McIntosh & Walter, 2005; McIntosh et al., 2002, 2011; similarly, this would also explain the similarity of the Anadarko and Permian basins due to their geographic proximity and similar producing formations (Bein & Dutton, 1993; Engle et al., 2016; Sorenson, 2005).

Optimum Model Parameters

Each of the three tested algorithms allowed for the automatic tuning of specific hyperparameters so that the most accurate model could be generated. For the Random Forest algorithm, we found that the split-variable randomization method “extra-trees” produced a marginally more accurate model for both datasets than the splitting rule “gini” (Tables 1 and 2). The number of predictor variables that are sampled at each split in the Random Forest, or the mtry value, varied across datasets and split rules. However, the optimum numbers of parameters used at each split in the most accurate Random Forest model were equal to 5 (Tables 1 and 2). Both models performed best when cross-validated ten times.
Figure 2. Box plots by geochemical attribute for each basin included in this study after outlier removal. Basins are listed on the x axis with attribute values on the y-axis. The whiskers extend to the maximum and minimum values for each respective basin after outlier removal. Concentrations (in mg/L) are provided in log scale for all features except pH and specific gravity, both of which are unitless. Note that the Raton basin is absent in the SG and pH plots, as the Raton basin had zero samples with all nine features. Data for SG and pH are based on PWGD7; all other features are based on PWGD9. SG, Specific Gravity; TDS, Total Dissolved Solids; App, Appalachian; CKU, Central Kansas Uplift; CP, Chautauqua Platform; E. Texas, East Texas; GR, Green River; GC, Gulf Coast; PR, Powder River; SO, Southern Oklahoma; WR, Wind River. Basins are differentiated along the y-axis and also by the colors present.
The Naïve Bayes algorithms required tuning of the Laplace smoothing and parameter adjustment (see documentation for caret package in Kuhn, 2008). The most accurate models generated for both training datasets (TrainPWGD7 and TrainPWGD9) both were optimized with a Laplace smoothing value equal to 0 (Tables 1 and 2), and the optimum adjust value was equal to 0.75 for the TrainPWGD7 dataset and equal to 1.5 for the TrainPWGD9 dataset. The k-Nearest Neighbors algorithm produced the most accurate model when “k” was set to 13 for the TrainPWGD7 dataset and 5 for the TrainPWGD9 dataset. All four models performed best when cross-validated ten times.

Optimized Models and Prediction on Validation Datasets

The Naïve Bayes algorithms required tuning of the Laplace smoothing and parameter adjustment (see documentation for caret package in Kuhn, 2008). The most accurate models generated for both training datasets (TrainPWGD7 and TrainPWGD9) both were optimized with a Laplace smoothing value equal to 0 (Tables 1 and 2), and the optimum adjust value was equal to 0.75 for the TrainPWGD7 dataset and equal to 1.5 for the TrainPWGD9 dataset. The k-Nearest Neighbors algorithm produced the most accurate model when “k” was set to 13 for the TrainPWGD7 dataset and 5 for the TrainPWGD9 dataset. All four models performed best when cross-validated ten times.

Random Forest algorithm performed better on average than the k-Nearest Neighbors and Naïve Bayes algorithms when using both Validation7 and Validation9 as inputs (Tables 1 and 2). The Naïve Bayes algorithm predicted at almost identical accuracy for both training sets, 42.2% accuracy for Validation7 and 42.7% accuracy for Validation9. However, the models produced using the k-Nearest Neighbors algorithm had the greatest disparity in prediction accuracy when comparing the two different validation datasets. The k-Nearest Neighbors model predicted on Validation7 with 56.2% accuracy but predicted on Validation9 at only 23.5% accuracy (Tables 1 and 2). The confusion matrices for the best-performing model for each Validation set can be found in SI Table S2 (Validation7) and SI Table S3 (Validation9).

Input variable importance was similar across the Random Forest algorithms tested (Table 3). Variable importance ranged from 100 to 0%, with SO\textsubscript{4} and Mg producing importance values of 100%, and HCO\textsubscript{3} and pH producing importance values of 0.00%. Besides SO\textsubscript{4} and Mg, other input variables of importance were Cl, Na, and Ca (importance values greater than 50%) for the Validation7 dataset, and Cl, Na, Ca, and TDS (importance values greater than 50%) for the Validation9 dataset. The k-Nearest Neighbors and Naïve Bayes algorithms produced models that predicted the validation sets at much lower overall accuracies; however, the balanced accuracies for each individual basin were sometimes comparable across the three different algorithms (Fig. 4).

Individual balanced accuracies (SI Table S1) across the 20 different basins ranged from 48.0% (Powder River basin; k-Nearest Neighbors on Validation9) to 100% (Raton basin; Random Forest “extratrees” on Validation7). The Raton basin had the highest average balanced accuracy across all models (trained on the PWGD7 dataset) at 93.4%, while the Powder River had the lowest balanced accuracy across all models at 65.4%. This result indicates that Raton basin water samples in the validation dataset were normally correctly assigned to the Raton basin, and that Powder River samples were the least likely to be correctly assigned to the Powder River basin. Additionally, based on the previous NMDS analysis, it was expected that the Raton, Williston, and Michigan basins were most distinct and may therefore produce the highest accuracies—this was observed and is reflected in the balanced accuracy results (Fig. 4).
Prediction on Unknown Data

The Random Forest “extratrees” model used on the unknown data (SI Table S4) predicted at 97% accuracy for the new Eagle Ford data, but only correctly classified 1.9% of the Appalachian produced water samples (see Supporting Information). Fifty-one of the 52 produced water samples that originated from the Appalachian basin (Blondes et al., 2020) were classified as Arkla waters. Only one sample from this 52 sample dataset was predicted to be from the Appalachian basin. It is important to note that the Arkla and Appalachian basins plotted close to each other using an NMDS analysis (Fig. 3); therefore, it is not surprising that these Appalachian samples were incorrectly classified as Arkla given the geochemical characteristics of those two basins’ waters are similar. All but one of the produced water samples from the Eagle Ford (Engle, 2019; Engle et al., 2020) were correctly classified as producing from the Gulf Coast, while the outlier was assigned to the Permian.

DISCUSSION

Data Quality and Model Results

As any machine learning model is only as accurate as the data used to train it, it is important that the USGS PWGD contained high quality data. Unfortunately, it is impossible to find references for every sample in the USGS PWGD and to check authors’ QA/QC procedures. Although any published geochemical data should have undergone a strenuous QA/QC procedure prior to publication, we still removed outliers in this dataset to improve the dataset quality. We acknowledge this step may have eliminated some natural, true variability present within produced waters; however, all three algorithms predicted at higher accuracies on the datasets with the outliers removed as opposed to the datasets prior to outlier removal (see Shelton et al., 2021 for input files). It has also been shown that some data in the USGS PWGD are likely erroneous and/or contain samples from waterflooded oil fields, both of which could add error to these results (Engle & Blondes, 2014).

Another variable to be considered is sample distribution. We could not control whether the samples in the USGS PWGD represented a breadth of producing depths, lithologies, formations, etc. For example, most of the data in the USGS PWGD are from conventional oil and gas wells (Blondes et al., 2018). Therefore, bias may exist if every sample in the USGS PWGD from that basin originated from one specific environment in each basin. This potential bias would likely skew the results and suggest less geochemical diversity for a given basin than is present. However, by initially excluding any producing basin with fewer than 1000 samples (see Methods), this bias can be minimized.

It is unclear whether the basins that had high balanced accuracies were geochemically distinct, or if the samples included in the USGS PWGD from those basins were not geographically or geologically diverse. Additionally, some basins may have a larger variance in the data due to characteristics of the reservoirs or complexity of fluid history. For example, the Raton Basin, predicting at 93.7% accuracy across all tested models, is not a striking outlier when viewing its position on the NMDS plot (Fig. 3). The Raton Basin does not cluster with many other basins, such as the Anadarko and Sedgwick, potentially suggesting geochemical distinction, but it is not a noticeable outlier like the Michigan Basin. Conversely, the Powder River,
which had the lowest average balanced accuracy, does appear to be geochemically similar to two other basin, the Denver and Wind River, both of which also generally produced lower average balanced accuracies than observed for other basins (Fig. 4).

To improve the quality and applicability of the model presented within, not only would additional diverse produced water samples from the included basins need to be considered but adding additional data for the ca. 60 basins absent from this modeling effort should be prioritized. Additionally, as suggested by the variable importance scores, collecting SO₄ and Mg data should also be prioritized, as those data appear to be the most important when identifying basin of origin. Other data, such as pH, SG, HCO₃, and TDS, appear to be less important due to their lower variable importance scores. Increasing the representation of specific basins in the USGS PWGD, capturing a diverse set of samples from a given basin, and prioritizing the inclusion and

Figure 4. Balanced accuracies for each model generated and tested across each predicted basin. Note that PWGD9 model prediction results could not be calculated for the Raton basin, as that basin was not included in the PWGD9 dataset.
examination of $SO_4$ and Mg data in the USGS PWGD would increase all the robustness of the model, and potentially increase applicability.

The importance of the input variables should not be overlooked. Previous research suggests that the major ion composition of saline basinal fluids is predominantly a function of depositional origin or the dissolution of subsurface halites, with other contributions to water chemistry originating from processes such as dissolution and precipitation of other minerals, water rock reaction with different lithology-dependent phases, interaction with organic matter, and compaction and orogenic history that can cause fluids of different origins to mix (e.g., Carpenter, 1978; Hanor, 2001; Kharaka & Hanor, 2003; Lowenstein et al., 2003; Hanor & McIntosh, 2006). Furthermore, these processes cause intra-basin variability (i.e., waters produced from different formations within the same basin can be geochemically different) to generally be high, which is also highlighted by the data in the USGS PWGD (Fig. 2). The results of this study suggest that it is indeed possible to distinguish fluids from some basins even without accounting for these water chemistry-controlling processes during sample selection, meaning intra-basin variability may not be as dramatic as previous suggested, or that basin-specific processes are distinctive enough to discriminate basin of origin. Because we can generally predict and distinguish produced waters from 20 different producing basins—some with much better accuracy than others—given major ion chemistry alone, this result suggests distinguishable and distinct geochemical characteristics when comparing produced fluids originating from different basins, mostly dependent on Mg and $SO_4$ compositions. As suggested by the references listed above, $SO_4$ concentrations in a reservoir are controlled by microbial sulfate reduction, $H_2S$ oxidation, and gypsum solubility, while Mg concentrations are controlled by dolomitization/de-dolomitization reactions, presence and original composition of paleo-seawater contribution, and relative Ca abundance.

The data presented in Figure 2 suggest major differences between the Raton and Big Horn basins that are driving differences in $SO_4$ concentration, while differences must exist between the Michigan and Green River basins driving differences in Mg concentrations. The Raton Basin is a prolific coalbed methane producer, with hydraulically fracturing assisting in the natural gas development (e.g., US EPA, 2016); Wlodarczyk (2016) indicated that associated brines are likely sourced from meteoric recharge and that halite dissolution has only slightly developed the groundwater. Because $SO_4$ concentrations greater than 1 mM limit biogenic methane generation (e.g., Löffler and Sanford, 2005), it is not surprising that $SO_4$ concentrations are low in this basin. According to De Bruin (1997), there are eight main oil and gas producing fields in the Big Horn Basin, which produce from both sandstone and carbonate reservoirs. A study by Ulmer-Scholle and Scholle (1994) on the Park City Formation within the Big Horn Basin found extensive evidence for silification of evaporites, which would influence $SO_4$ concentrations in formation fluids.

Hydrocarbons produced from the Michigan Basin are generally sourced from the Antrim or the Utica Shale, while basinal brines are thought to be derived from the evaporation of Paleozoic seawater, dissolution of evaporites (which could easily influence Mg concentrations in a developing brine, e.g., Feng et al. (2018)), and general water–rock interactions (Wilson & Long, 1993; Hanor & McIntosh, 2006; Swezey, 2002; McIntosh et al., 2011). The Green River basin produces hydrocarbons from mostly Cretaceous formations (Toner et al., 2018) and was thought to have developed under a playa-lake model, which may drive the Mg distinction observed here, as calcite precipitation during playa-lake formation drives Mg/Ca ratios in the developing brine (Eugster & Surdam, 1973). These previous studies provide some evidence that formation waters from these basins could differ, supporting the results of this study.

**Insights from an Unknown Dataset**

None of the unknown testing data (Blondes et al., 2020; Engle, 2019; Engle et al., 2020) were included in the training and validation sets generated from the USGS PWGD. As hoped, 38 of the 39 Eagle Ford Shale produced water samples were correctly classified to the Gulf Coast basin. This result indicates that either (1) the model is robust enough to, at a minimum, accurately assign unknown produced water samples accurately to the Gulf Coast basin, meaning the data fed into the training set were diverse enough to capture any variability across the Gulf Coast, (2) the new Eagle Ford produced water data and the data already present in the USGS PWGD are similar enough to be accurately related, or (3) data discrepancies (i.e., uneven sample distribution across basins) have led
to better sample predictability in some basins compared to others. However, the outlier assigned to the Permian was also a geochemical outlier: it had a much higher TDS concentration coupled with a much lower SO$_4$ concentration compared to the other 38 Eagle Ford samples. This sample would have been culled had outlier removal been performed on this unknown sample set.

The Appalachian basin sample set produced the opposite outcome, where only one sample was correctly classified. This sample was also an outlier; it had a much lower HCO$_3$ concentration and a higher SO$_4$ concentration than the remaining 51 samples. Although we do think that it is promising that the majority of the unknown Appalachian produced water samples were grouped and assigned to one basin, these results suggest that either (1) the current training set for the Appalachian basin (based on the USGS PWGD) is lacking data from the Utica Shale, which is somewhat geochemically distinct from the major producing unit in the Appalachian, the Marcellus Shale (e.g., Blondes et al., 2020; Tasker et al., 2020), or that (2) the Appalachian and Arkla basins are geochemically similar enough to cause misclassification. However, if this were the case, it would be more likely that more than one sample would have been classified to the Appalachian Basin and fewer classified to the Arkla.

Ultimately, these results suggest that the model is likely well trained in some basins and lacking in others. Increasing sampling efforts in these “untrained” basins may not only help better understand the geochemical distribution of waters from those producing formations but also further enhance this modeling effort. Additionally, certain basins may be dominated by samples from a specific formation, lithology type, well type (e.g., hydraulically fractured shale versus coalbed methane), or age, and therefore, the USGS PWGD may not fully capture the potential diversity of samples within a given basin. The results from this study, when combined with new testing data, could help determine which basins are understudied relative to others. For instance, it appears the Gulf Coast is well defined, while the Appalachian basin data included in the USGS PWGD may be biased.

Applications

Correctly and comprehensively understanding the chemistry of waters produced during hydrocarbon extraction is important if these waters are to be treated and reused. Specifically, understanding which treatment methods would be most beneficial requires an understanding of the geochemical range of a producing formation (e.g., Al-Ghouti et al., 2019; Chang et al., 2019; Scanlon et al., 2020). As suggested in this study, the comprehensive USGS PWGD may still be lacking sample diversity (e.g., water samples from a variety of producing formations within a given basin, different well types, well ages) for many of the 88 basins currently represented, which implies prioritizing diverse sampling efforts from these basins. The results from this study could help screen basins for those with a dearth of data, or those that are missing data from certain producing formations that host waters with a different composition.

Using machine learning to understand produced fluids from hydrocarbon reservoirs has applicability beyond determining basin of origin for produced waters. For example, recent efforts by Snodgrass and Milkov (2020) used gas geochemistry data to train a model that accurately predicts whether the produced gas is microbial in origin. Because microbially generated natural gas has the potential to be stimulated (e.g., Shelton et al., 2014; Ritter et al., 2015; Davis et al., 2018), identifying an efficient and accurate method to screen for reservoirs that already produce natural gas would streamline the enhancement process. Additionally, water chemistry is known to be closely related to the methanogenic activity of a reservoir (e.g., Head et al., 2014; Oren, 2011; Shelton et al., 2014); therefore, using this technique to also predict the methanogenic potential of a reservoir based on water chemistry would be useful in prospecting formations and for developing methanogenic reservoirs. The models could be further refined through efforts to determine if machine learning could accurately predict origin of the brine (e.g., paleo-seawater, meteoric water) based on geochemical or reservoir parameters, formation of origin within a given basin, oil versus gas wells, and lithology type. Additionally, we have identified specific basins that may have less variability across all producing formations; the reasons why this may be occurring warrant further investigation.

Conclusions

This paper presents evidence that machine learning can be used to predict, at > 70% accuracy,
producing basin of origin for a produced water sample given seven major geochemical parameters. Three different machine learning algorithms were trained on two different datasets originating from the USGS PWGD; one dataset contained more produced water samples with fewer geochemical features, while the other dataset contained fewer produced water samples but had more geochemical features for those samples. A Random Forest model cross-validated 10 times using the “extratrees” split rule and an mtry number equal to 5 predicted on a validation set with the most accuracy, at 73.5%. The most important input parameters for this model were $\text{SO}_4$ and $\text{Mg}$.

It is unclear if the current dataset contains a geochemically diverse set of samples for each producing basin, and therefore, basins with larger individual balanced accuracies, such as the Raton basin, may either be geochemically distinct and easy to classify, or the data used for training the model did not represent the geochemical diversity of the entire basin. It is important to note that over 60 geologic basins represented in the USGS PWGD were missing from this analysis, and therefore, the models produced may not necessarily be comprehensive enough to cover the continental USA, though most of the major petroleum producing basins of the USA were included in this analysis, such as the Permian, Williston, and Appalachian. Results from this work suggest that it is possible to distinguish between different basins with a high degree of accuracy (i.e., balanced accuracy) using only major element geochemistry even though that chemistry varies widely within individual basins and contains data from multiple well types and lithologies. The results presented in this manuscript suggest that machine learning can be applied successfully to classify produced waters to basin of origin, and similar workflows could potentially be applied to a variety of other energy-related systems.
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