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ABSTRACT
With the democratization of e-commerce platforms, an increasingly diversified user base is opting to shop online. To provide a comfortable and reliable shopping experience, it’s important to enable users to interact with the platform in the language of their choice. An accurate query translation is essential for Cross-Lingual Information Retrieval (CLIR) with vernacular queries. Due to internet-scale operations, e-commerce platforms get millions of search queries every day. However, creating a parallel training corpus for training the translation model is cumbersome. This paper proposes an unsupervised domain adaptation approach to translate search queries without using any parallel corpus. We use an open-domain translation model (trained on public corpus) and adapt it to the query data using only the monolingual queries from two languages. In addition, fine-tuning with a small labeled set further improves the result. For demonstration, we show results for Hindi to English query translation and use mBART-large-50 model as the baseline to improve upon. Experimental results show that, without using any parallel corpus, we obtain more than 20 BLEU points improvement over the baseline while fine-tuning with a small 50k labeled set provides more than 27 BLEU points improvement over the baseline.
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1 INTRODUCTION
With the democratization of e-commerce platforms, an increasingly diversified user base is opting to shop online. To provide a comfortable and reliable shopping experience, it’s important to enable users to interact with the platform in the language of their choice. To enable Cross-Lingual Information Retrieval (CLIR), vernacular search queries need to be translated.

In this paper, we propose an unsupervised domain adaptation approach to translate vernacular queries without using any parallel corpus. For demonstration, we show results for Hindi to English query translation. Due to internet-scale operations, e-commerce platforms get millions of search queries every day. Therefore, in-domain unlabeled query data is available in large volumes. However, creating a large parallel training corpus for training the translation model is cumbersome. We use an open-domain trainable translation model (trained on a large publicly available corpus) and adapt it for search query translation using only the monolingual queries from both languages. For unsupervised domain adaptation, we experiment with unsupervised NMT techniques such as cross-domain training, denoising auto-encoder, and adversarial updates.

As the open-domain NMT model, we use mBART-large-50-many-to-many-mmt as the baseline [9] and further adapt it for query translation. For ease of reading, from now on, we will refer to this model as mBART-50. Experimental results show that we get more than 20 BLEU points improvements over the baseline with domain adaptation without using any parallel corpus. In addition, fine-tuning the domain-adapted model on a small set of 50k labeled queries provides more than 27 BLEU points improvements over the baseline. Though we demonstrate the effectiveness of the approach for query translation, the proposed approach is generic in nature and can potentially be used for NMT with unsupervised domain adaptation for different domains.

The main contributions of the paper is as follows.

• Proposed an approach to use unsupervised NMT techniques [3][1] with pre-trained NMT models [9] for unsupervised domain adaptation

2 RELATED WORKS
Unsupervised NMT methods have been experimented with in the past. Alexis et al. [2] proposed an approach for unsupervised NMT where they build a bilingual dictionary between two languages by aligning monolingual word embedding spaces in an unsupervised way. Lample et al. [3] trained a bi-LSTM NMT model with iterative unsupervised techniques such as cross-domain training, denoising auto-encoding, and adversarial alignment of the source and target latent spaces. They use word-level translation [2] as an initial step for the training. Artetxe et al. [1] use on-the-fly-backtransaltion along with a neural architecture comprising of a shared encoder and language-specific decoder to perform unsupervised NMT. We experiment with the publicly available mBART-50 transformer model in our work. Self-supervised text reconstructions from the synthetically created noisy text have proved to be a good pre-training objective. Such denoising auto-encoder training has shown improvement for monolingual [4] as well as multilingual [5] downstream tasks. Specifically, the multilingual
mBART model has demonstrated promising results for low resource scenarios. Tang et al. [9] have further extended this premise specifically for language translation. With appropriate encoder and decoder settings, mBART-50 model supports translation between 50 different languages.

Domain adaptation for NMT has been studied in literature [7]. Yao et al. [10] propose mixed attention BERT-based translation refinement approach for domain adaptation for query translation. Introducing adapter layers in the pre-trained models has shown promising results with new domains, and language pairs [8].

3 PROPOSED APPROACH

We explain an approach to adapting an open-domain NMT model trained on a large public corpus to perform a translation with query data without using any parallel corpus. The following sections describe the details of the approach.

3.1 Data preparation

For model training, we use an in-house query dataset. We collected a dataset of 5.06M unique English queries and 5.45M unique Hindi queries. The Hindi queries are detected based on character unicode ranges i.e. any query which contains at least one Hindi character is considered as Hindi query. The query data is fetched from the database with standard SQL queries. A spell correction is applied to raw English queries before using them for training. Note that the training dataset does not have any parallel data.

We use 20k manually tagged Hindi queries as the test set for model evaluation. To terminate the training, we use 100k unlabeled English queries as the validation set.

3.2 Model details

We use the mBART-50 model [9] which is trained on publicly available data such as WMT, IWSLT, WAT, TED. The model can translate between any pair of supported set of 50 languages. There are three variants of the mBART-50 model available: Many-to-one, one-to-Many, and Many-to-Many. We use the Many-to-Many variant to facilitate cross-language training as explained in section 3.3.2. The model has a vocab size of 250k and approx. 610M trainable parameters. It has 12 layers in the encoder and the decoder. Given any input language (Hindi/English), the mBART-50 model can be forced to generate text from the intended language by setting the ‘forced_bos_token_id’ token to an appropriate language. In this way, the model can be forced to predict the original query using the teacher forcing strategy. Note that, the synthetic translation from the first stage is now used as the input and the original query text is treated as the target. We use cross-entropy loss for this update. The approach is similar to on-the-fly back-translation, where instead of using an independent model, the mBART-50 itself is used to back-translate a query batch at a time. As the training progresses, the model would produce better synthetic query pairs through back-translation, which helps to further improve the model in the subsequent iterations. For this objective, since the decoder need to generate the text from both languages, only a Many-to-Many setting of the mBART-50 model is appropriate. This objective is found to be crucial for the success of unsupervised NMT [3]. Intuitively, this objective will fail if the initial model does not produce decent translations. This is because, if the initial model produces very noisy translations, the teacher forcing update in the second stage will mostly be done with noise as the input, and the conditional generation model will act as the language model. To avoid the possibility of this de-generate solution, authors of [3] use word-level translations as the initial model. In our case, we observe that mBART-50 model already provides decent translations for in-domain query data, which are then significantly improved with the CrossLT update.

3.3 Model Training

For adapting the model to query data, we experiment with the following unsupervised NMT objectives: Denoising autoencoder, cross-language training, and adversarial updates [3] [1].

3.3.1 Denoising AutoEncoder (DenoiseAE). For this objective, the model is trained to reconstruct the text from the synthetically created noisy version of it. For mBART, since the encoder and the decoder are shared between all languages, we use this training update with Hindi as well as English queries. We use cross-entropy loss as the training objective. We experimented with the following noise types.

- **Mask**: Since search queries are short in length, we randomly mask a single word from the Hindi/English query and train the model to reconstruct the entire query. A randomly selected word is replaced with the ‘[MASK]’ token. Note that a word may correspond to one or more consecutive tokens.
- **DropChar**: We randomly drop a character (from the middle of the word) for 30-50% of the words in the Hindi/English query and train the model to reconstruct the query.
- **Shuffle**: We randomly permute the order of the words in the Hindi/English query and train the model to de-noise it.

3.3.2 Cross Language Training (CrossLT). We use a two-stage Cross-Language Training (CrossLT) approach to mimic the translation task with unlabeled search queries. In the first stage, given an input search query in Hindi/English, we use the mBART model in the inference mode with greedy decoding to translate it to English/Hindi. We set the ‘forced_bos_token_id’ token to an appropriate language. In the second stage, the generated synthetic translation is used to predict the original query using the teacher forcing strategy. Note that, the synthetic translation from the first stage is now used as the input and the original query text is treated as the target. We use cross-entropy loss for this update. The approach is similar to on-the-fly back-translation, where instead of using an independent model, the mBART-50 itself is used to back-translate a query batch at a time. As the training progresses, the model would produce better synthetic query pairs through back-translation, which helps to further improve the model in the subsequent iterations. For this objective, since the decoder need to generate the text from both languages, only a Many-to-Many setting of the mBART-50 model is appropriate. This objective is found to be crucial for the success of unsupervised NMT [3]. Intuitively, this objective will fail if the initial model does not produce decent translations. This is because, if the initial model produces very noisy translations, the teacher forcing update in the second stage will mostly be done with noise as the input, and the conditional generation model will act as the language model. To avoid the possibility of this de-generate solution, authors of [3] use word-level translations as the initial model. In our case, we observe that mBART-50 model already provides decent translations for in-domain query data, which are then significantly improved with the CrossLT update.

3.3.3 Adversarial update (Adv). Aligning word-level features from the encoder with adversarial updates has provided better accuracies with unsupervised NMT [3]. We experiment with the adversarial update to align encoder token-level embeddings from both languages. We use mBART’s encoder as a feature generator and use a 2 layer fully connected network as the discriminator. For the discriminator update, the model is
Table 1: Results on the test set without using any parallel corpus.

| Setting                                      | BLEU  |
|----------------------------------------------|-------|
| mBART                                        | 25.7  |
| mBART with One-time Backtranslation          | 36.5  |
| mBART with CrossLT                            | 44.8  |
| mBART with CrossLT + Adv                      | 42.2  |
| mBART with CrossLT + DenoiseAE (Shuffle)      | 38.8  |
| mBART with CrossLT + DenoiseAE (Mask)         | 44.1  |
| mBART with CrossLT + DenoiseAE (DropChar)     | 46.1  |

Table 1: Results on the test set without using any parallel corpus.

| Hindi Query       | mBART Translation          | Proposed approach          |
|-------------------|----------------------------|-----------------------------|
| जीस कुर्ता 600 रुपये | gins curta rs. 600         | jeans kurta 600 rupees      |
| स्टेनलेस स्टील सेविंग स्पून सेट | stanley steel server spoon set | stainless steel serving spoon set |
| टीवी सेट 15 साल लड़का दी | t. s. sal 15 years old boy t. | tshirt years 15 years boy t |
| जीजी दी 20 गोल्ड ग्लैस | v. v. 20 colored glass     | vivo v 20 colorful glass    |
| न्यू स्टाइल वैटर बुमन | new style weather woman    | new stylish sweater for women|
| आपने मोबाइल 26   | apple mobile 26            | oppo mobile 26              |
| जिओ मोबाइल छोटा बटन जिओ मोबाइल | geo mobile short button geo mobile | jio mobile small button jio mobile |
| दिजाइनिंग कॉटन शर्ट सस्ता | designing cotton shorts cheap | designing cotton shirt cheap |
| मेन बेल्ट स्मार्ट    | men’s lady belt smart      | men leather belt smart      |
| वाटफू वूच वार्टी के साथ 1 साल | 1 year with waterproof walk warranty | waterproof watch with warranty 1 year |
| मोबाइल एंड्रॉयड फोन पोको औरो | mobile android phone       | mobile android phone poco oppo |

Figure 1: Hindi search query translation results: mBART translation indicates result obtained with open-domain mBART-50 NMT model. Proposed approach column indicates translation results (using the best setting) obtained with unsupervised domain adaptation i.e. NMT model trained without using any parallel corpus.
Figure 2: Effect of adversarial update on encoder features. (a) Baseline mBART-50 model, (b) features after CrossLT and adversarial updates, (c) features after 2k only adversarial updates. Red indicates Hindi features while Blue indicates English features.

Note that the proposed model is better at fixing spelling errors and word mismatch issues.

To verify the effectiveness of iterative cross-lingual back-translation, we compare the result with one-time back-translation. We back-translate the 5.06M English query dataset to Hindi using the mBART-50 model and then train a forward model for Hindi to English translation. The second row in Table 1 shows the result of the experiment. The result indicates that iterative back-translation is a more effective approach for domain adaptation.

4 FINETUNING WITH LABELED SET

If a small manually labeled set of queries is available, it can help to improve the translation results further. We finetune the domain adapted (CrossLT + Denoise-DropChar) model on the set of 10k and 50k labeled queries where 10% of the queries are used for validation. The learning rate is set to 1e-5. Table 2 shows the result. Finetuning with manually labeled corpus provides significant improvements, whereas training with only 50k labeled samples provides more than 27 BLEU points improvement over the Baseline.

| Model                      | BLEU |
|----------------------------|------|
| CrossLT + Denoise-DropChar | 46.1 |
| Finetuning with 10k        | 50.5 |
| Finetuning with 50k        | 53.6 |

Table 2: Results with fine-tuning

5 EFFECT OF ADVERSARIAL UPDATE

We analyzed the effect of adversarial updates on the mBART-50’s encoder feature representations. For the same set of unlabeled queries from Hindi and English and with different model settings, we extract the token-level features from the encoder and project them onto 2D space using MDS dimension reduction for visualization. Figure 2 shows the resultant plots. Hindi and English encoder features are indicated in red and blue, respectively. Figure 2 (a) shows the result for the Baseline mBART-50 model while Figure 2 (b) shows encoder features for the model trained with CrossLT and adversarial updates. Note that the mBART-50 token embeddings for Hindi and English queries show minimal overlap, while a more accurate domain-adapted model (with CrossLT + adversarial updates) shows a high degree of overlap. This may indicate that, for a good accuracy multilingual translation model, it is crucial to have aligned encoder embeddings for different input languages.

Figure 2 (c) shows the features after 2k adversarial updates without CrossLT update. An adversarial update maps two feature spaces close to each other; however, it does not preserve the inter-token similarity. In fact, with only adversarial updates, model training failed and did not give any improvement over the Baseline. Hence, good accuracy with CrossLT + adversarial updates can be attributed to the CrossLT training objective. Lample et al.[3] have shown that adversarial updates work well with word-level features; however, in our case, aligning the token-level features along with the CrossLT update did not give improvement over only the CrossLT update. This could be because the sub-word tokenizer trained on a specific domain is being applied to a new domain where individual tokens may not necessarily have a semantic meaning.

6 CONCLUSION

In this paper, we proposed an unsupervised domain adaptation approach for adapting an open-domain mBART-50 translation model for e-commerce query translation. We experimented with different training objectives and found that the Cross-Domain Training combined with Denoising Auto-Encoder provided the most prominent improvement over the baseline mBART-50 model. Additionally, finetuning with a small manually labeled set provided further accuracy improvements. Experimental results demonstrated the efficacy of the proposed approach.
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