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Abstract
The employee education is indispensable for companies to improve productive efficiency and product quality. In general, the employee education is divided into two types, i.e., On-job trainings and Off-job ones, and Off-job trainings are divided into two types, i.e., compulsory educations and non-compulsory ones. Compulsory educations such as safety program and compliance education, are necessary to maintain daily production without any accidents. Although all employees of a department and a division gather in a classroom annually in conventional compulsory educations, daily e-learning education complements and strengthens conventional compulsory ones today because employees forget what they learn by annual learning. In past studies, the logit model is used for modeling the influence from education receipt to its memory condition and quantitative relationship between the effect of traffic safety education and the accident-related human-errors was clarified. The effectiveness of the safety driving educational program was indicated by Structural Equation Modelling method. In this paper, an annual compulsory which is complemented and strengthened by e-learning, is discussed. The expected cost rate of education is expressed using imperfect maintenance models and optimal policies which minimizes it is considered. Although we use the exponential function which denotes the occurrence probability of accidents which are caused by forgetting lessons, the actual occurrence probability which is approximated from the actual data would be a complicated one. For solving such complex optimization problems, metaheuristic methods can be applied.
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1. Introduction
In the international competition, companies have to improve their performance, and the employee education is one of effective methods for the purpose because it has a positive impact on the performance of individuals and teams (see Aguinis and Kraiger, 2009). There exists a positive relation between the education investment and the organizational performance (see Aragon and Valle, 2013).
The employee education has three methods, i.e. on-the-job training, off-the-job one, and on-the-job and off-the-job one (see Maršíková and Šlaichová, 2015). In case of on-the-job trainings, elder employees coach younger ones and employee education are provided through jobs. In case of off-the-job trainings, employees are gathered at the training center and are lectured. On-the-job and off-the-job training are different from the other two methods and an example of that is e-learning.

The employee education is divided into two categories, i.e., the initial vocational education training (IVET) and the continuous vocation educational training (CVET) (see Cedofop, 2008, 2011). IVET is the education which is undertaken at joining the company and at starting new specialty jobs after joining. CVET is the education which is undertaken for updating knowledge and skills of employees. Most representative manufacturing companies in Japan such as Mitsubishi Heavy Industries, Ltd. and Toshiba have provided a lot of off-the-job IVETs for mechanical, electronic, software, and project engineers who are athirst for the innovative knowledge and skills (see Harashima et al., 2006; Wani, 2007). Safety and compliance trainings are undergone in companies as off-the-job CVETs because they are necessary to avoid fatal accidents during production and legal troubles during business.

To prevent a fatal accident, the safety pyramid shows that dozens of minor injuries and hundreds of safety incidents with limited or no damage have to be measured (see Gnoni and Saleh, 2017; Heinrich, 1931; Manuele, 2011; Masimore, 2007). Minor injuries and safety incidents with limited or no damage are called near misses and such accident case studies are lectured to employees as off-the-job CVET (see JISHA, 2006). Such lecture has to be performed periodically to prevent forgetting and have to be performed for all employees concerning production, i.e., managers, engineers, fabrication and assembling workers of the production section. Because new fatal accidents happen and hundreds of near misses are reported annually, the contents of the lecture are renewed annually.

Although the Kirkpatrick four-level approach is utilized widely as the training qualitative evaluation model among practitioners, companies do not evaluate quantitative (economic) effects of training because the investment of employee education is relatively low compared to other investments in companies and the quantitative evaluation of training is practically difficult (see Aragoñ-Sanchez et al., 2003; Kirkpatrick, 1996; Smidt et al., 2009). Although the investment of employee education is relatively low in company, it may become a heavy burden in some section of a company. Because production work processes cannot be automatized and lots of fabrication and assembling workers are necessary in case of aerospace industries, the off-the-job CVET cost for them causes financial loss for production sections of aerospace companies.

Today, on-the-job and off-the-job training such as e-learning is used for declining education cost because developing cost of e-learning program is much cheaper than off-the-job training in production sections. In case of Mitsubishi Heavy Industries, Ltd., employees solve 5 questions on their PC every day, their scores are registered automatically, and evaluation results of all employees are reported weekly, monthly, and annually to their boss (see Wani, 2007). Because these questions are selected randomly from the 6500 questions database and employees repeatedly solve 6500 questions in a certain period, such e-learning is a smart method to refresh a large amount of significant knowledge periodically.

Although forgetting certain accident case study causes accidents which relates to the case study, forgetting the case study does not always cause any accidents immediately because an accident
occurs when different types of events occur at the same time and this is well known as the Swiss cheese model (see Reason, 2000). There exist stochastic relationships between forgetting accident case studies and real accidents and it is acceptable that occurrence probabilities of accidents increase when the amount of forgotten accident case studies grows. Both physical human phenomena such as fatigue and recovery and psychological phenomenon such as learning and forget are represented by the exponential distribution (see Elshamy, 2002; Jaber et al., 2013).

The logit model is used for modeling the influence from education receipt to its memory condition (see Armstrong and Sloan, 1989) and Shi et al. (2010) clarified the quantitative relationship between the effect of traffic safety education and the accident-related human-errors by applying the logit model and analyzing data 384 commercial vehicle drivers in China. Because safety education methods affect the reduction of traffic accidents was reported, effective methods are needed for the forceful safety education (see Hickman and Hanowski, 2011; McGehee et al., 2007). Wang et al. (2018) revealed that three behavior-based safety education methods, including monthly one-on-one face-to-face meetings with video education, could reduce traffic accidents significantly by referring the negative binomial model and resolving data of 34 commercial vehicle drivers in China. Because identifying important human errors and violations is important for developing efficient trainings and education programs of safety driving, Driver Behavior Questionnaire (DBQ) was developed in Britain (see Reason et al., 1990). Topolšek et al. (2019) indicated that the effectiveness of a Slovenian safety driving education program by using Structural Equation Modelling (SEM) of 183 Slovenian drivers DBQ data. Although the effectiveness of safety educations was clarified by statistical analysis of data which were actually obtained in these studies, mathematical models which determine the education interval is necessary for designing new education plans. In this paper, the employee safety education which contains periodical off-the-job CVE and daily e-learning is considered and optimal education plans using maintenance models which minimize economical investment are discussed.

2. Model 1
Although accidents can be avoided just after receiving off-the-job CVE, their occurrences increase with time and safety knowledge might decrease gradually by them. Such situations are very similar to the increment of system failures in reliability models. So that, using the imperfect preventive maintenance (PM) model (Nakagawa, 2005), the increment of accidents after off-the-job CVE can be modelled.

We make the following assumptions for Model 1, which is the fundamental model with both effects of off-the-job CVE and daily e-learning:

(i) A safety training as the off-the-job CVE is held periodically for engineers in production section. To prevent to forget lessons which are learned at the training, the exercise with volume $T(0 < T < \infty)$ of e-learning is practiced every day, and when the total volume is $NT(N = 1,2, \ldots)$, the training ends. Because volume $T$ is proportional to time of training, we use time $T$ in place of volume $T$.

(ii) Some accidents related with case studies by forgetting lessons occur during the training. When the exercise volume $T$ is the function of time, its occurrence rate is given by $h(t)$ at time $t$, which remains undisturbed by any accidents and increases strictly with time $t$.

(iii) The rate of forgetting lessons can be slowed down with the number of trainings, which is proportional with time $t$. By every exercise, the training time reduces to $\alpha t(0 < \alpha \leq 1)$ when it was $t$ without exercise, i.e., its time becomes $t(1 - \alpha)$ units of time smaller at
every exercise.

(iv) Cost of each accident fee is $c_1$, cost of making a whole exercise is $c_2$, and cost of the safety training is $c_3$ ($c_3 > c_2$).

The expected cost rate $C_1(N,T;\alpha)$ is, from (see Nakagawa, p178, 2005),

$$C_1(N,T;\alpha) = \frac{1}{NT} \left[ \sum_{j=0}^{N-1} \int_{A_jT}^{(1+A_j)T} h(t)dt + (N-1)c_2 + c_3 \right]$$

$$= \frac{1}{NT} \left[ \sum_{j=0}^{N-1} \left( c_1 \int_0^T h(t + A_jT)dt + c_2 \right) + c_3 - c_2 \right],$$

where $h(t) \equiv f(t)/\Phi(t)$, $f(t) \equiv dF(t)/dt$, $\Phi \equiv 1 - \Phi$, and $A_j \equiv \sum_{i=1}^{j} a_i$ and $A_0 \equiv 0$ ($j = 1, 2, \cdots, N$) indicates the effectiveness of daily e-learning. $A_j$ represents the imperfect rate of maintenance in the reliability model, but in this educational model, it represents the imperfect rate of the reminding effect of trainings. Because the results of trainings and the occurrence of accidents can be measured quantitatively, $A_j$ can be calculated by accumulating an actual education data.

2.1 Optimal Policy 1

We find optimal $N_1^*$ to minimize $C_1(N,T;\alpha)$ for a fixed $T$ when $h(t)$ increases strictly with $t$. From the inequality $C_1(N + 1, T; \alpha) - C_1(N, T; \alpha) \geq 0$,

$$L_{11}(N) \geq \frac{c_3 - c_2}{c_1}$$

where,

$$L_{11}(N) \equiv \sum_{j=0}^{N-1} \int_0^T \left[ h(t + A_jT) - h(t + A_jT) \right] dt.$$ 

Note that

$$L_{11}(1) \equiv \int_0^T \left[ h(t + A_1T) - h(t) \right] dt,$$

and

$$L_{11}(N + 1) - L_{11}(N) \equiv (N + 1) \int_0^T \left[ h(t + A_{N+1}T) - h(t + A_{N}T) \right] dt > 0.$$ 

Thus, $L_{11}(N)$ increases strictly with $N$ from $L_{11}(1)$ to $L_{11}(\infty) \equiv \lim_{N \to \infty} L_{11}(N)$. Therefore, we have the following optimum policy:

(i) If $L_{11}(1) < (c_3 - c_2)/c_1$ and $L_{11}(\infty) > (c_3 - c_2)/c_1$ then there exists a finite and unique minimum $N_1^*(1 \leq N_1^* < \infty)$ that satisfies (2).

(ii) If $L_{11}(\infty) \leq (c_3 - c_2)/c_1$ then $N_1^* = \infty$, i.e., we should not stop the training.
2.2 Optimal Policy 2
We find optimal $T_1^*$ to minimize $C_1(N, T; a)$ for a fixed $N$ ($1 \leq N < \infty$) in (1). Differentiating $C_1(N, T; a)$ with respect to $T$ and setting it equal to zero,

$$L_{12}(T) = \frac{(N-1)c_2 + c_3}{c_1}$$

where,

$$L_{12}(T) \equiv \sum_{j=0}^{N-1} \left[ (1 + A_j)Th \left( (1 + A_j)T \right) - A_jTh(A_jT) - \int_0^T h(t + A_jT)dt \right],$$

$$= \sum_{j=0}^{N-1} \int_0^T (t + A_jT)dh(t) = \sum_{j=0}^{N-1} \int_{A_jT}^{(1+A_j)T} t\,dh(t).$$

It can be easily seen that $L_{12}(T)$ increases strictly with $T$ from $L_{12}(0) = 0$ to $L_{12}(\infty) = \infty$. Therefore, we have the following optimum policy:

(i) If $L_{12}(\infty) > ((N-1)c_2 + c_3)/c_1$, then there exists a finite and unique minimum $T_1^* (0 < T_1^* < \infty)$ which satisfies (3), and the resulting cost rate is:

$$C_1(N, T_1^*; a) = \frac{c_1}{N} \sum_{j=0}^{N-1} \left[ (1 + A_j)h \left( (1 + A_j)T_1^* \right) - A_jh(A_jT_1^*) \right]$$

(ii) If $L_{12}(\infty) \leq ((N-1)c_2 + c_3)/c_1$ then $T_1^* = \infty$, we should not make the training, and

$$\lim_{T_1^* \to \infty} C_1(N, T_1^*; a) = \frac{c_1}{N} h(\infty)$$

2.3 Particular Cases
When $h(t)$ increases strictly with $t$ from $h(0) = 0$ to $h(\infty) = \infty$, we consider the following two cases of $A_j$s such that $a_i = a$ for case 1 and $A_j = \sum_{i=1}^{N} a_i$ for case 2.

Note that $A_j$ in case 2 is smaller than that in case 1 and the effectiveness in case 1 is lower than that in case 2. $A_j$ in case 1 can be applied to problem solving exercises because the effectiveness of e-learnings such as problem solving exercises may be lower than that of classroom lectures (see Sadeghi, 2019).

(1) Case 1 : $a_i = a$
When $a_i = a$ ($0 < a < 1$), $A_j = ja$ ($j = 0, 1, \ldots, N$), (2) is:

$$\sum_{j=0}^{N-1} \int_0^T [h(t + NaT) - h(t + jaT)]dt \geq \frac{c_3 - c_2}{c_1}$$

whose left-hand side increases strictly with $N$ from $\int_0^T [h(t + aT) - h(t)]dt$ to $\infty$. Thus, there exists a finite and unique minimum $N_{11}^* (1 \leq N_{11}^* < \infty)$ which satisfies (6).
Equation (3) is
\[ \sum_{j=0}^{N-1} \int_{j}^{(1+j)T} \frac{tdh(t)}{(1+j)T} = \frac{(N-1)c_2 + c_3}{c_1} \] 
(7)

whose left-hand side increases strictly with \( T \) from 0 to \( \infty \). Thus, there exists a finite and unique \( T_{11}^* (0 \leq T_{11}^* < \infty) \) which satisfies (7), and the resulting cost rate is:

\[ C_1(N,T_{11}^*; a) = \frac{c_i}{N} \sum_{j=0}^{N-1} \left[ (1 + ja)h((1 + ja)T_{11}^*) - ja h(jaT_{11}^*) \right] \] 
(8)

(2) Case 2 : \( a_i = a^j \)
when \( a_i = a^j \) \( (0 < a < 1) \), \( A_j = \sum_{i=1}^{j} a^i = a(1 - a^j)/(1 - a) \) \( (j = 0, 1, ..., N) \), (2) is:

\[ \sum_{j=0}^{N-1} \int_{0}^{T} \left[ h \left( t + \frac{1 - a^N}{1 - a} aT \right) - h \left( t + \frac{1 - a^j}{1 - a} aT \right) \right] dt \geq \frac{c_3 - c_2}{c_1} \] 
(9)

whose left-hand side increases strictly with \( N \) from \( \int_{0}^{T} \left[ h(t + aT) - h(t) \right] dt \) to \( \infty \). Thus, there exists a finite and unique minimum \( N_{12}^* (1 \leq N_{12}^* < \infty) \) which satisfies (9).

Equation (3) is:
\[ \sum_{j=0}^{N-1} \int_{0}^{T} \left( t + \frac{1 - a^j}{1 - a} aT \right) h \left( t + \frac{1 - a^j}{1 - a} aT \right) = \frac{(N-1)c_2 - c_3}{c_1} \] 
(10)

whose left-hand side increases strictly with \( T \) from 0 to \( \infty \). Thus, there exists a finite and unique \( T_{12}^* (0 \leq T_{12}^* < \infty) \) which satisfies (10), and the resulting cost rate is:

\[ C_1(N,T_{12}^*; a) = \frac{c_i}{N} \sum_{j=0}^{N-1} \left[ \left( 1 - \frac{a^j}{1 - a} \right) h \left( 1 - \frac{a^j}{1 - a} aT_{12}^* \right) - \frac{1 - a^j}{1 - a} a h \left( 1 - \frac{a^j}{1 - a} aT_{12}^* \right) \right] \] 
(11)

3. Model 2
Model 2 is an expanded model of Model 1. Although off-the-job CVET is undergone at time \( NT \) in Model 1, the CVET is undergone immediately when a serious accident occurs. We make assumptions 1), 3), 4) of Model 1 and assumption 2') is revised from 2) of the Model 1 as follows:

2') Some accidents related with case studies by forgetting lessons occur during the training. When the exercise volume \( T \) is the function of time, its occurrence rate is given by \( h(t) \) at time \( t \), which remains undisturbed by any accidents and increases strictly with time \( t \). Accidents are divided into two categories, \( i.e., \) serious ones and not-serious ones. Because serious accidents include the loss of life and the loss of equipment, the contents of safety training are improved and the training is undergone immediately when serious ones happen. The occurrence probability of serious accidents is \( q(\equiv 1 - p) \) for \( 0 < p < 1 \).
When the time from a training to the next training is assumed as one cycle, the mean time of one cycle is:

\[
\sum_{j=1}^{N} jT p^{j-1} q + N T p^{N} = T \frac{1 - p^{N}}{q}
\]  

(12)

when \( A_j \equiv j \), the expected cost of one cycle is, with reference to (see Nakagawa, p179, 2005),

\[
\sum_{j=1}^{N} p^{j-1} q \left[ c_1 \int_{0}^{jT} h(t) dt + j c_2 \right] + p^{N} \left[ c_1 \int_{0}^{NT} h(t) dt + (N - 1)c_2 + c_3 \right]
= \sum_{j=0}^{N-1} p^{j} \left[ c_1 \int_{jT}^{(j+1)T} h(t) dt + c_2 \right] + p^{N}(c_3 - c_2)
\]  

(13)

thus, dividing (13) by (12), the expected cost rate of one cycle is:

\[
C_2(N, T; p) = \frac{q}{T(1 - p^{N})} \left\{ \sum_{j=0}^{N-1} p^{j} \left[ c_1 \int_{jT}^{(j+1)T} h(t) dt + c_2 \right] + p^{N}(c_3 - c_2) \right\}
\]  

(14)

when the effectiveness of problem solving exercise \( A_j \) is considered, (14) is:

\[
\begin{align*}
C_2(N, T; p, a) &= \frac{q}{T(1 - p^{N})} \left\{ \sum_{j=0}^{N-1} p^{j} \left[ c_1 \int_{jT}^{(j+1)T} h(t) dt + c_2 \right] + p^{N}(c_3 - c_2) \right\} \\
&= \frac{q}{T(1 - p^{N})} \left\{ \sum_{j=0}^{N-1} p^{j} \left[ c_1 \int_{0}^{T} h(t + A_j T) dt + c_2 \right] + p^{N}(c_3 - c_2) \right\}
\end{align*}
\]  

(15)

which agree with (1) as \( p = 1 \).

3.1 Optimal Policy 1

We find optimal \( N_2 \) to minimize \( C_2(N, T; p, a) \) for a fixed \( T \). From the inequality \( C_2(N + 1, T; p, a) - C_2(N, T; p, a) \geq 0 \),

\[
L_{21}(N) \geq \frac{c_3 - c_2}{c_1}
\]  

(16)

where

\[
L_{21}(N) = \sum_{j=0}^{N-1} p^{j} \int_{0}^{T} [h(t + A_N T) - h(t + A_j T)] dt.
\]

Note that

\[
L_{21}(1) \equiv \int_{0}^{T} [h(t + A_1 T) - h(t)] dt,
\]

and
\[ L_{21}(N + 1) - L_{21}(N) = \sum_{j=0}^{N} p^j \int_0^T [h(t + A_{N+1}T) - h(t + A_N T)] dt > 0 \]  

(17)

thus, \( L_{21}(N) \) increases strictly with \( N \) from \( L_{21}(1) \) to \( L_{21}(\infty) \equiv \lim_{N \to \infty} L_{21}(N) \). Therefore, we have the following optimum policy:

(i) If \( L_{21}(1) < (c_3 - c_2)/c_1 \) and \( L_{21}(\infty) > (c_3 - c_2)/c_1 \) then there exists a finite and unique minimum \( N_2^* \) that satisfies (16).

(ii) If \( L_{21}(\infty) \leq (c_3 - c_2)/c_1 \) then \( N_2^* = \infty \), i.e., the training should not be made.

Because \( L_{21}(N) \leq L_{11}(N) \), \( N_2^* \geq N_1^* \).

3.2 Optimal Policy 2

We find optimal \( T_2^* \) to minimize \( C_2(N, T; p, a) \) for a fixed \( N \). Differentiating \( C_2(N, T; p, a) \) with respect to \( T \) and setting it equal to zero, we have

\[ L_{22}(T) = \frac{1}{c_1} \left[ c_2 \frac{1 - (1 + q)p^N}{q} + c_3 p^N \right] \]

(18)

where

\[ L_{22}(T) \equiv \sum_{j=0}^{N-1} p^j \int_0^T (t + A_j T) dh(t + A_j T) = \sum_{j=0}^{N-1} p^j \int_{A_j T}^{(1+A_j)T} t dh(t), \]

which is strictly increasing in \( T \) from \( L_{22}(0) = 0 \) to \( L_{22}(\infty) = \infty \). Therefore, we have the following optimum policy:

(i) If \( L_{22}(\infty) > \{c_2[1 - (1 + q)p^N]/q + c_3 p^N\}/c_1 \) then there exists a finite and unique minimum \( T_2^* \) that satisfies (18). The resulting cost rate is:

\[ C_2(N, T_2^*; p, a) = \frac{c_1 q}{1 - p^N} \sum_{j=0}^{N-1} p^j \left[ (1 + A_j) h((1 + A_j) T_2^*) - A_j h(A_j T_2^*) \right] \]

(19)

(ii) \( L_{22}(\infty) \leq \{c_2[1 - (1 + q)p^N]/q + c_3 p^N\}/c_1 \) then \( T_2^* = \infty \), i.e., we should not make the training.

3.3 Particular Cases

We consider the following two cases of \( A_j \)'s such that \( a_i = a \) for case 1 and \( A_j = \sum_{i=1}^j a_i \) for case 2.

(1) Case 1: \( a_i = a \)

When \( a_i = a \) (0 < \( a < 1 \), \( A_j = ja \) (0,1, ..., \( N \)), (16) is:

\[ \sum_{j=0}^{N-1} p^j \int_0^T [h(t + NaT) - h(t + jaT)] dt \geq \frac{c_3 - c_2}{c_1} \]

(20)

whose left-hand side increases strictly with \( N \) from \( \int_0^T [h(t + aT) - h(t)] dt \) to \( \infty \). Thus, there
exists a finite and unique minimum $N_{21}^*(1 \leq N_{21}^* < \infty)$ which satisfies (20). Because the left-hand side of (20) is less than the left-hand side of (6), $N_{11}^*$ is greater than $N_{12}^*$.

Equation (18) is
\[
\sum_{j=0}^{N-1} p^j \int_{jaT}^{(1+ja)T} t dh(t) = \frac{1}{c_1} \left[ c_2 \frac{1 - (1 + q)p^N}{q} + c_3 p^N \right]
\] (21)
whose left-hand side increases strictly with $T$ from 0 to $\infty$. Thus, there exists a finite and unique $T_{21}^*(0 \leq T_{21}^* < \infty)$ which satisfies (21), and the resulting cost rate is:
\[
C_2(N, T_{21}^*; p, a) = \frac{c_1 q}{l - p^N} \sum_{j=0}^{N-1} p^j \left[ (1 + ja)h((1 + ja)T_{21}^*) - ja h(jaT_{21}^*) \right]
\] (22)

(2) Case 2 : $a_i = a^i$
When $a_i = a^i (0 < a < 1), A_j = \sum_{i=1}^j a^i = a(1 - a^j)/(1 - a) (j = 0, 1, ..., N)$, (16) is:
\[
\sum_{j=0}^{N-1} p^j \int_0^T \left[ h \left( t + \frac{1 - a^j}{1 - a} aT \right) - h \left( t + \frac{1 - a}{1 - a} aT \right) \right] dt \geq \frac{c_3 - c_2}{c_1}
\] (23)
whose left-hand side increases strictly with $N$ from $\int_0^T [h(t + aT) - h(t)] dt$ to $\infty$. Thus, there exists a finite and unique minimum $N_{22}^*(1 \leq N_{22}^* < \infty)$ which satisfies (23). Because the left-hand side of (23) is less than the left-hand side of (9), $N_{12}^*$ is greater than $N_{12}^*$.

Equation (18) is
\[
\sum_{j=0}^{N-1} p^j \int_0^T \left( t + \frac{1 - a^j}{1 - a} aT \right) dh \left( t + \frac{1 - a}{1 - a} aT \right) = \frac{1}{c_1} \left[ c_2 \frac{1 - (1 + q)p^N}{q} + c_3 p^N \right]
\] (24)
whose left-hand side increases strictly with $T$ from 0 to $\infty$. Thus, there exists a finite and unique $T_{22}^*(0 \leq T_{22}^* < \infty)$ which satisfies (24), and the resulting cost rate is:
\[
C_2(N, T_{22}^*; p, a) = \frac{c_1 q}{l - p^N} \sum_{j=0}^{N-1} p^j \left[ \left( 1 + \frac{1 - a^j}{1 - a} \right) a \left( \frac{1 - a}{1 - a} T_{22}^* \right) \right] - \frac{1 - a^j}{1 - a} a h \left( \frac{1 - a^j}{1 - a} aT_{22}^* \right)
\] (25)

4. Numerical Illustrations
We assume that $F(t) = 1 - \exp(-\lambda t^m)$ and $h(t) = m\lambda t^{m-1}$ because $F(t)$ is strict increasing with $t$ and the exponential distribution is widely used in past studies. When $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = ja$, optimal $T_{11}^*$ and $C_1(N, T_{11}^*; a)$ are shown in Table 1. When $\lambda$, $m$, $N$, and $a$ increase, $T_{11}^*$ decreases and $C_1(N, T_{11}^*; a)$ increases.
Table 1. Optimal $T_{11}^*$ and resulting cost rate $C_1(N, T_{11}^*; a)$ when $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = ja$.

| $\lambda$ | $m$ | $N$ | $a$ | $T_{11}^*$ | $C_1(N, T_{11}^*; a)$ |
|-----------|-----|-----|-----|----------|-------------------|
| 1         | 1.2 | 10  | 0.95| 6.188    | 2.715             |
| 2         | 1.2 | 10  | 0.95| 3.473    | 4.838             |
| 3         | 1.2 | 10  | 0.95| 2.477    | 6.783             |
| 1         | 1.25| 10  | 0.95| 4.396    | 3.184             |
| 1         | 1.3 | 10  | 0.95| 3.309    | 3.666             |
| 1         | 1.2 | 8   | 0.95| 6.800    | 2.647             |
| 1         | 1.2 | 6   | 0.95| 7.785    | 2.569             |
| 1         | 1.2 | 10  | 0.97| 6.170    | 2.723             |
| 1         | 1.2 | 10  | 0.99| 6.152    | 2.731             |

Table 2 presents optimal $T_{12}^*$ and $C_1(N, T_{12}^*; a)$ when $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = \sum_{i=1}^{j} a^i$. When $\lambda$, $m$, $N$, and $a$ increase, $T_{12}^*$ decreases and $C_1(N, T_{12}^*; a)$ increases which are similar to Table 1. $T_{12}^*$ and $1/C_1(N, T_{12}^*; a)$ of Table 2 are greater than those of Table 1.

| $\lambda$ | $m$ | $N$ | $a$ | $T_{12}^*$ | $C_1(N, T_{12}^*; a)$ |
|-----------|-----|-----|-----|----------|-------------------|
| 1         | 1.2 | 10  | 0.95| 6.282    | 2.674             |
| 2         | 1.2 | 10  | 0.95| 3.526    | 4.765             |
| 3         | 1.2 | 10  | 0.95| 2.515    | 6.081             |
| 1         | 1.25| 10  | 0.95| 4.479    | 3.126             |
| 1         | 1.3 | 10  | 0.95| 3.383    | 3.587             |
| 1         | 1.2 | 8   | 0.95| 6.875    | 2.618             |
| 1         | 1.2 | 6   | 0.95| 7.839    | 2.551             |
| 1         | 1.2 | 10  | 0.97| 6.227    | 2.698             |
| 1         | 1.2 | 10  | 0.99| 6.171    | 2.722             |

When $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = ja$, optimal $N_{11}^*$ and $C_1(N_{11}^*, T; a)$ are shown in Table 3. When $\lambda$ and $m$ increase, $N_{11}^*$ decreases and $C_1(N_{11}^*, T; a)$ increases, and $N_{11}^*$ and $C_1(N_{11}^*, T; a)$ decrease when $T$ increases. $N_{11}^*$ does not change and $C_1(N_{11}^*, T; a)$ increases when $a$ increases in this numerical illustration.

| $\lambda$ | $m$ | $T$ | $a$ | $N_{11}^*$ | $C_1(N_{11}^*, T; a)$ |
|-----------|-----|-----|-----|----------|-------------------|
| 1         | 1.2 | 2   | 0.95| 11       | 3.203             |
| 2         | 1.2 | 2   | 0.95| 6        | 4.829             |
| 3         | 1.2 | 2   | 0.95| 4        | 6.517             |
| 1         | 1.25| 2   | 0.95| 8        | 3.480             |
| 1         | 1.3 | 2   | 0.95| 6        | 3.750             |
| 1         | 1.2 | 4   | 0.95| 6        | 2.707             |
| 1         | 1.2 | 6   | 0.95| 4        | 2.543             |
| 1         | 1.2 | 2   | 0.97| 11       | 3.210             |
| 1         | 1.2 | 2   | 0.99| 11       | 3.216             |

Table 4 presents optimal $N_{12}^*$ and $C_1(N_{12}^*, T; a)$ when $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = \sum_{i=1}^{j} a^i$. When $\lambda$ and $m$ increase, $N_{12}^*$ decreases and $C_1(N_{12}^*, T; a)$ increases, and $N_{12}^*$ and $C_1(N_{12}^*, T; a)$ decrease when $T$ increases which are similar to Table 3. $N_{12}^*$ decreases and $C_1(N_{12}^*, T; a)$ increases.

| $\lambda$ | $m$ | $T$ | $a$ | $N_{12}^*$ | $C_1(N_{12}^*, T; a)$ |
|-----------|-----|-----|-----|----------|-------------------|
| 1         | 1.2 | 2   | 0.95| 11       | 3.203             |
| 2         | 1.2 | 2   | 0.95| 6        | 4.829             |
| 3         | 1.2 | 2   | 0.95| 4        | 6.517             |
| 1         | 1.25| 2   | 0.95| 8        | 3.480             |
| 1         | 1.3 | 2   | 0.95| 6        | 3.750             |
| 1         | 1.2 | 4   | 0.95| 6        | 2.707             |
| 1         | 1.2 | 6   | 0.95| 4        | 2.543             |
| 1         | 1.2 | 2   | 0.97| 11       | 3.210             |
| 1         | 1.2 | 2   | 0.99| 11       | 3.216             |
when $a$ increases. $N_{12}^*$ and $1/C_1(N_{12}^*, T; a)$ of Table 4 are greater than or are equal to those of Table 3.

### Table 4.

Optimal $N_{12}^*$ and resulting cost rate $C_1(N_{12}^*, T; a)$ when $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = \sum_{i=1}^j a^i$.

| $\lambda$ | $m$ | $T$ | $a$ | $N_{12}^*$ | $C_1(N_{12}^*, T; a)$ |
|---|---|---|---|---|---|
| 1 | 1.2 | 2 | 0.95 | 13 | 3.161 |
| 2 | 1.2 | 2 | 0.95 | 7 | 4.899 |
| 3 | 1.2 | 2 | 0.95 | 5 | 6.493 |
| 1 | 1.25 | 2 | 0.95 | 9 | 3.442 |
| 1 | 1.3 | 2 | 0.95 | 7 | 3.716 |
| 1 | 1.2 | 4 | 0.95 | 6 | 2.692 |
| 1 | 1.2 | 6 | 0.95 | 4 | 2.536 |
| 1 | 1.2 | 2 | 0.97 | 12 | 3.185 |
| 1 | 1.2 | 2 | 0.99 | 11 | 3.228 |

When $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = ja$, optimal $T_{21}^*$, and $C_2(N, T_{21}^*; p, a)$ are shown in Table 5. When $\lambda$, $m$, $N$, and $a$ increase, $T_{21}^*$ decreases and $C_2(N, T_{21}^*; p, a)$ increases which are similar to Table 1, and $T_{21}^*$ and $C_2(N, T_{21}^*; p, a)$ increase when $p$ increases. $T_{21}^*$ and $C_2(N, T_{21}^*; p, a)$ in Table 5 are smaller than $T_{11}^*$ and $C_1(N, T_{11}^*; a)$ in Table 1.

### Table 5.

Optimal $T_{21}^*$ and resulting cost rate $C_2(N, T_{21}^*; p, a)$ when $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = ja$.

| $\lambda$ | $m$ | $N$ | $a$ | $p$ | $T_{21}^*$ | $C_2(N, T_{21}^*; p, a)$ |
|---|---|---|---|---|---|---|
| 1 | 1.2 | 10 | 0.95 | 0.90 | 5.724 | 2.545 |
| 2 | 1.2 | 10 | 0.95 | 0.90 | 3.212 | 4.535 |
| 3 | 1.2 | 10 | 0.95 | 0.90 | 2.901 | 6.359 |
| 1 | 1.25 | 10 | 0.95 | 0.90 | 4.116 | 2.950 |
| 1 | 1.3 | 8 | 0.95 | 0.90 | 3.132 | 3.360 |
| 1 | 1.2 | 6 | 0.95 | 0.90 | 7.111 | 2.453 |
| 1 | 1.2 | 10 | 0.97 | 0.90 | 5.708 | 2.552 |
| 1 | 1.2 | 10 | 0.99 | 0.90 | 5.693 | 2.599 |
| 1 | 1.2 | 10 | 0.95 | 0.85 | 5.585 | 2.464 |
| 1 | 1.2 | 10 | 0.95 | 0.80 | 5.508 | 2.388 |

Table 6 presents optimal $T_{22}^*$ and $C_2(N, T_{22}^*; p, a)$ when, $c_1 = 1$, $c_2 = 2$, $c_3 = 10$, and $A_j = \sum_{i=1}^j a^i$. When $\lambda$, $m$, $N$, and $a$ increase, $T_{22}^*$ decreases and $C_2(N, T_{22}^*; p, a)$ increases, and $T_{22}^*$ and $C_2(N, T_{22}^*; p, a)$ increase when $p$ increases which are similar to Table 5. $T_{22}^*$ and $1/C_2(N, T_{22}^*; p, a)$ of Table 6 are greater than those of Table 5. $T_{22}^*$ and $C_2(N, T_{22}^*; p, a)$ in Table 6 are smaller than $T_{12}^*$ and $C_1(N, T_{12}^*; a)$ in Table 2.
When \( c_1 = 1, c_2 = 2, c_3 = 10, \) and \( A_j = ja \), optimal \( N^*_{21} \) and \( C_2(N^*_{21}, T; p, a) \) are shown in Table 7. When \( \lambda \) and \( m \) increase, \( N^*_{21} \) decreases and \( C_2(N^*_{21}, T; p, a) \) increases, and \( N^*_{21} \) and \( C_2(N^*_{21}, T; p, a) \) decrease when \( T \) increases which are similar to Table 3. \( N^*_{21} \) does not change and \( C_2(N^*_{21}, T; p, a) \) increases when \( a \) increases which are similar to Table 3. When \( p \) increases, \( N^*_{21} \) decreases and \( C_2(N^*_{21}, T; p, a) \) increases. \( N^*_{21} \) and \( 1/C_2(N^*_{21}, T; p, a) \) of Table 7 are greater than or are equal to \( N^*_{11} \) and \( 1/C_2(N^*_{11}, T; a) \) of Table 3.

| \( \lambda \) | \( m \) | \( T \) | \( a \) | \( p \) | \( C_2(N^*_{21}, T; p, a) \) |
|------|------|------|------|------|-----------------|
| 1    | 1.2  | 2    | 0.95 | 0.90 | 4.620           |
| 2    | 1.2  | 6    | 0.95 | 0.90 | 2.918           |
| 3    | 1.2  | 10   | 0.95 | 0.85 | 2.319           |
| 1    | 1.25 | 10   | 0.95 | 0.90 | 2.301           |
| 1    | 1.3  | 10   | 0.95 | 0.90 | 2.301           |
| 1    | 1.2  | 8    | 0.95 | 0.90 | 2.349           |
| 1    | 1.2  | 6    | 0.95 | 0.90 | 2.349           |
| 1    | 1.2  | 10   | 0.95 | 0.90 | 2.349           |
| 1    | 1.2  | 10   | 0.95 | 0.90 | 2.349           |
| 1    | 1.2  | 10   | 0.95 | 0.85 | 2.349           |
| 1    | 1.2  | 10   | 0.95 | 0.90 | 2.349           |
| 1    | 1.2  | 10   | 0.95 | 0.90 | 2.349           |
| 1    | 1.2  | 10   | 0.95 | 0.90 | 2.349           |

Table 8 presents optimal \( N^*_{22} \) and \( C_2(N^*_{22}, T; p, a) \) when \( c_1 = 1, c_2 = 2, c_3 = 10, \) and \( A_j = \sum_{i=1}^{l} a^i \). When \( \lambda, m, \) and \( a \) increase, \( N^*_{22} \) decreases and \( C_2(N^*_{22}, T; p, a) \) increases, and \( N^*_{22} \) and \( C_2(N^*_{22}, T; p, a) \) decrease when \( T \) increases which are similar to Table 4. When \( p \) increases, \( N^*_{22} \) decreases and \( C_2(N^*_{22}, T; p, a) \) increases which are similar to Table 7. \( N^*_{22} \) and \( 1/C_2(N^*_{22}, T; p, a) \) of Table 8 are greater than or are equal to \( N^*_{12} \) and \( 1/C_2(N^*_{12}, T; a) \) of Table 4.

The validity of the model is shown by confirming that two models and the actual phenomena which are predicted intuitively match by the sensitivity analysis. In order to apply it to real problems, estimating \( F(t) \) from actual data is needed.
Table 8. Optimal $N_{22}^*$ and resulting cost rate $C_2(N_{22}^*, T; p, a)$ when $c_1 = 1, c_2 = 2, c_3 = 10$, and $A_j = \sum_{i=1}^2 a_i$.

| $\lambda$ | $m$ | $T$ | $a$ | $p$ | $N_{22}^*$ | $C_2(N_{22}^*, T; p, a)$ |
|-----------|-----|-----|-----|-----|----------|------------------|
| 1         | 1.2 | 2   | 0.95| 0.90| 19       | 2.875            |
| 1         | 1.2 | 2   | 0.95| 0.90| 8        | 4.590            |
| 3         | 1.25| 2   | 0.95| 0.90| 5        | 6.167            |
| 1         | 1.3 | 2   | 0.95| 0.90| 11       | 3.146            |
| 1         | 1.2 | 4   | 0.95| 0.90| 8        | 3.412            |
| 1         | 1.2 | 6   | 0.95| 0.90| 4        | 2.535            |
| 1         | 1.2 | 2   | 0.97| 0.90| 16       | 2.899            |
| 1         | 1.2 | 2   | 0.99| 0.90| 15       | 2.922            |
| 1         | 1.2 | 2   | 0.95| 0.85| 27       | 2.760            |
| 1         | 1.2 | 2   | 0.95| 0.80| 57       | 2.669            |

5. Conclusions
In this paper, we consider two optimal employee safety education models which minimize the economical investment. In Models 1 and 2, the whole e-learning problem solving time is $T$ and the safety training is performed at $NT$. The safety training is performed immediately when serious accidents happen at occurrence probability $q$ in Model 2. The expected cost rates are defined and optimal $N^*$ and $T^*$ which minimize the cost rates are discussed and are calculated numerically.

From the numerical illustrations, when the effectiveness of problem solving exercise is improved, i.e., $a$ decreases or $A_j$ of case 2 is used, the whole e-learning problem solving time $T^*$ and the safety training time $N^*$ become great, i.e., the daily e-learning problem solving effort can be reduced because the number of whole problems is constant, and the training time can be prolonged. It shows that the economic investment can be declined by performing the effective daily e-learning.

In this paper, the optimal time interval of safety education and the optimal number of times of e-learning to periodical education are discussed when the oblivion of knowledge is approximated by an elementary function and the reliability model is applied. Although the forgetting of safety knowledge is expressed by an elementary function in this paper, the actual forgetting function which is approximated from the actual data would be a complicated one. Today, metaheuristic methods are used for various kinds of complex optimization problems which need to find maximum and minimum values because they can be applicable with few constraints.

Pant et al. (2017a) applied the modified particle swarm optimization (MPSO) algorithm to optimize the reliability of a complex mixed series parallel system. Kumar et al. (2019) applied multi objective gray wolf optimizer (MOGWO) algorithm which was proposed by Mirjalili et al. (2014) to optimize safety designs of nuclear power plants and showed the usefulness of algorithm by comparing it with MOPSO. Kumar et al. applied Cuckoo Search Algorithm (CSA) to optimize a complex bridge system and a life support system (LSS) in space capsule (2017) and applied MOGWO to optimize a LSS in space capsule (2019). Pant et al. (2019) represented a framework devoted to the solution of nonlinear systems of equations using grey wolf optimization algorithm (GWO) and a multi-objective particle swarm optimization algorithm (MOPSO). Negi et al. (2021) reviewed various kinds of applications of the GWO. Pant et al. (2017b) presents modified Flower pollination algorithm (FPA) and applied it to various optimization problems. Uniyal et al. (2020) surveyed nature inspired algorithms and their multi objective optimization applications. Ram et al.
(2018) summarized various aspects related to complex system reliability analysis and optimization by various kinds of methods including MOPSO. In case of actual data analysis, above metaheuristic methods can be useful.
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