$|V_{cb}|$ and $R(D^{(*)})$ using lattice QCD and unitarity
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The Cabibbo-Kobayashi-Maskawa (CKM) matrix element $|V_{cb}|$ is extracted from exclusive semileptonic $B \to D^{(*)}$ decays adopting a novel unitarity-based approach which allows to determine in a full non-perturbative way the relevant hadronic form factors (FFs) in the whole kinematical range. By using existing lattice computations of the $B \to D^{(*)}$ FFs at small recoil from FNAL/MILC and JLQCD Collaborations, we show that it is possible to extrapolate their behavior also at large recoil without assuming any specific momentum dependence and without constraining their shape using experimental data. Thus, we address the extraction of $|V_{cb}|$ from the experimental data on the semileptonic $B \to D^{(*)} \ell \nu$ decays, obtaining $|V_{cb}| = (41.0 \pm 1.2) \cdot 10^{-3}$ from $B \to D$ using as input the final FNAL/MILC lattice data for the FFs and $|V_{cb}| = (40.4 \pm 1.8) \cdot 10^{-3}$ from $B \to D^*$ using the preliminary JLQCD lattice data. Our result from $B \to D$ is consistent within $\sim 1$ standard deviation with the most recent inclusive determination $|V_{cb}|_{incl} = (42.00 \pm 0.65) \cdot 10^{-3}$. The resulting uncertainty is comparable with those obtained in literature using experimental data to constrain the shape of the FFs. Our result from $B \to D^*$, though consistent with $|V_{cb}|_{incl}$, is still based on preliminary lattice data for the FFs and its uncertainty is greater than the ones obtained in literature using experimental data to constrain the shape of the FFs. We investigate also the issue of Lepton Flavor Universality thanks to new theoretical estimates of the ratios $R(D^{(*)})$, namely $R(D) = 0.296(8)$ using final FNAL/MILC lattice results, and $R(D^*) = 0.261(20)$ using preliminary JLQCD and FNAL/MILC lattice data. Our findings differ by $\sim 1.4 \sigma$ from the latest experimental determinations.
I. INTRODUCTION

Exclusive semileptonic $B \to D^{(*)}\ell\nu$ decays are among the most important and challenging processes in the phenomenology of flavor physics. There are two reasons that justify their importance. On the one hand, we have the so-called $|V_{cb}|$ puzzle, i.e. the tension between the inclusive \cite{1-3} and the exclusive determinations of the CKM matrix element $|V_{cb}|$ \cite{4-11}. On the other hand, a discrepancy exists between the theoretical expectation value and the measurements of $R(D^{(*)})$ \cite{12}, defined as the ratios of the branching fractions $B \to D^{(*)}\tau\nu$ over $B \to D^{(*)}\ell\nu$, $\ell = e, \mu$, performed by Belle, BaBar and LHCb \cite{13-21}.

From the theoretical point of view, the extraction of $|V_{cb}|$ from exclusive $B \to D^{(*)}\ell\nu$ decays and the theoretical estimates of $R(D^{(*)})$ depend on the value and the shape of the Form Factors (FFs) entering the matrix elements and amplitudes. These functions encode the non-perturbative strong interactions between the quarks and can be determined through lattice QCD (LQCD) computations. However, for the $B \to D^{(*)}\ell\nu$ decays the kinematical regions accessible to LQCD calculations are still restricted to small values of the recoil. In this work we make use of lattice computations for $B \to D\ell\nu$ decays in final form \cite{24} and for the $B \to D^*\ell\nu$ decays in preliminary unblinded \cite{25} and blinded \cite{26} forms available at non-zero, but small recoil.

The fundamental question is whether we can describe the FFs in the full kinematical range. To this aim, in the past some parametrisation of the form factors has always been chosen. The two most famous ones are Boyd-Grinstein-Lebed (BGL) \cite{27-29} and Caprini-Lellouch-Neubert (CLN) \cite{30, 31}. For example, the authors of Refs. \cite{32-38} have used these parametrisations (in some cases with some modifications) in order to obtain their theoretical estimates of $|V_{cb}|$ from $B \to D^{(*)}\ell\nu$ decays. The bottom line of these analyses is that the determination of $|V_{cb}|$ from $B \to D\ell\nu$ transitions is compatible with the inclusive one, while the estimate from $B \to D^*\ell\nu$ is in strong tension with it.

\footnote{Only recently \cite{22, 23} in the case of the $B_s \to D_s^{(*)}\ell\nu$ decays LQCD simulations have been extended to the full kinematical range for a series of heavy-quark masses adopting truncated z-expansions to parametrize the momentum dependence.}
In this paper, we re-analyse the lattice and the experimental data about $B \to D^{(*)}\ell\nu$ decays, by adopting the model-independent method introduced for lattice calculations in Ref. [39] and recently reappraised in Ref. [40], and the new non-perturbative determination of the susceptibilities presented in Ref. [41]. Our fundamental assumption relies on a different treatment of the lattice results and of the experimental measurements.

To be more specific, our approach is to use lattice calculations alone, combined with unitarity, to determine the dependence of the form factors on the momentum transfer. In other words the FFs are known theoretically in the whole kinematical region used to determine $|V_{cb}|$. We will develop a specific treatment of experimental correlations in the $B \to D^*$ case, since we have encountered some problems with the comparison of some set of data with our results for the FFs. As discussed in the following, our understanding is that the problem arises from the correlation matrix of the data of Ref. [10].

The main outputs of the present work are both methodological and phenomenological ones. We apply a new approach to extract $|V_{cb}|$ from exclusive experiments and to determine the ratios $R(D^{(*)})$ from the theory alone. We get values of $|V_{cb}|$ lower than the inclusive one, $|V_{cb}|_{incl} = (42.00 \pm 0.65) \cdot 10^{-3}$ [3, 42], but still compatible with it. Indeed, our results are $|V_{cb}| = (40.4 \pm 1.8) \cdot 10^{-3}$ from $B \to D^*$ and $|V_{cb}| = (41.0 \pm 1.2) \cdot 10^{-3}$ from $B \to D$. The latter one is based on the final FNAL/MILC [24] lattice data for the FFs, while for the former one we still make use of the preliminary JLQCD [25] lattice results for the FFs. In the case of $B \to D$ the uncertainty of our result for $|V_{cb}|$ is comparable with those obtained in literature using experimental data to constrain the shape of the FFs (see Refs. [42–44]), while for $B \to D^*$ it is greater, but nevertheless still remarkably good (see Refs. [35, 37, 42]). Furthermore, our method for the description of the FFs leads to important novelties also in the prediction of the ratios $R(D^{(*)})$, that are now completely independent from the experimental measurements. We obtain $R(D) = 0.296(8)$ using final FNAL/MILC [24] lattice results, and $R(D^*) = 0.261(20)$ using preliminary JLQCD [25] and FNAL/MILC [26] lattice data. We stress that the tension between theoretical and experimental determinations of such quantities [12] is reduced.
The paper is organized as follows. In Section II we review the main properties of the matrix method for the description of the FFs, as described in [40]. In Section III we show the results of the application of this method to the FFs entering $B \to D^* \ell \nu$ decays. We also describe a new way to extract an estimate of $|V_{cb}|$ from the experimental data. New theoretical expectation values for $R(D^*)$ and the polarization observables $P_\tau$ and $F_L$ are also presented. In Section IV the same machinery is applied to $B \to D \ell \nu$ decays. Our conclusions can be found in Section V, where we highlight the main results of our analysis of semileptonic $B \to D^{(*)} \ell \nu$ decays and sketch possible future developments and improvement of the accuracy of the theoretical predictions.

II. A RECAP OF THE MATRIX APPROACH TO THE FORM FACTORS

In this Section, we briefly summarize the main properties of the non-perturbative dispersive matrix (DM) method for the FFs. For more details, see the original paper [39] and Ref. [40]. We will also describe a sceptical approach [45, 46] for the treatment of the LQCD data, which is particularly relevant in the calculation of the semileptonic $B \to D^{(*)}$ transitions.

A. The main ingredients

Let us introduce an inner product defined as [39, 47]

$$\langle g|h \rangle = \frac{1}{2\pi i} \int_{|z|=1} \frac{dz}{z} \bar{g}(z) h(z),$$  \hspace{1cm} (1)

where $\bar{g}(z)$ is the complex conjugate of the function $g(z)$. Then, the dispersion relation for a generic spin-parity quantum channel can be written as

$$\frac{1}{2\pi i} \int_{|z|=1} \frac{dz}{z} |\phi(z, q^2) f(z)|^2 \leq \chi(q^2),$$  \hspace{1cm} (2)

where $f(z)$ is the generic FF, the kinematical functions $\phi(z, q^2)$ for the different FFs entering $B \to D^{(*)}$ decays are given below and $\chi(q^2)$ is related to the derivative with respect to $q^2$ of the Fourier transform of suitable Green functions of bilinear quark
operators [29, 31]. From the physical point of view, $\phi(z, q^2)$ depends on the phase space and on the spin-parity quantum numbers of the channel we are looking at. The expression (2) can be equivalently written as

$$0 \leq \langle \phi f | \phi f \rangle \leq \chi(q^2).$$

(3)

Hereafter, we will refer to $\chi(q^2)$ as susceptibility. In this paper we fix $q^2 = 0$, however in principle our analysis can be repeated for whatever value of $q^2$ one has in mind.

Following refs. [39, 47], we introduce a function $g_t(z)$ as

$$g_t(z) \equiv \frac{1}{1 - \bar{z}(t) z},$$

where $z$ is the integration variable of Eq. (1) and $\bar{z}(t)$ is the complex conjugate of the variable $z(t)$, defined as

$$z(t) = \frac{\sqrt{t_+ - t} - \sqrt{t_+ - t_-}}{\sqrt{t_+ - t} + \sqrt{t_+ - t_-}},$$

(4)

where we have defined

$$t_{\pm} = (m_B \pm m_{D(\ast)})^2.$$

Equivalently, it can be also expressed in terms of the recoil $w$ as

$$z = \frac{\sqrt{w + 1} - \sqrt{2}}{\sqrt{w + 1} + \sqrt{2}}$$

since the momentum transfer and the recoil are related through the expression

$$t = m_B^2 + m_{D(\ast)}^2 - 2 m_B m_{D(\ast)} w.$$

Then

$$\langle g_t | \phi f \rangle = \phi(z(t), q^2) f(z(t)), \quad \langle g_{t_m} | g_{t_0} \rangle = \frac{1}{1 - \bar{z}(t_i) \bar{z}(t_m)}.$$
At this point, we introduce the matrix

\[
M \equiv \begin{pmatrix}
\langle \phi f | \phi f \rangle & \langle \phi f | g_1 \rangle & \langle \phi f | g_2 \rangle & \cdots & \langle \phi f | g_N \rangle \\
\langle g_1 | \phi f \rangle & \langle g_1 | g_1 \rangle & \langle g_1 | g_2 \rangle & \cdots & \langle g_1 | g_N \rangle \\
\langle g_2 | \phi f \rangle & \langle g_2 | g_1 \rangle & \langle g_2 | g_2 \rangle & \cdots & \langle g_2 | g_N \rangle \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\langle g_N | \phi f \rangle & \langle g_N | g_1 \rangle & \langle g_N | g_2 \rangle & \cdots & \langle g_N | g_N \rangle 
\end{pmatrix}.
\tag{6}
\]

Since the variable \(z\) can assume only real values in the allowed kinematical region, \(M\) can be expressed in a simpler way through the Eqs. (3) and (5) as

\[
M = \begin{pmatrix}
\chi & \phi f & \phi_1 f_1 & \phi_2 f_2 & \cdots & \phi_N f_N \\
\phi f & \frac{1}{1-z^2} & \frac{1}{1-z_1 z} & \frac{1}{1-z_2 z} & \cdots & \frac{1}{1-z_N N} \\
\phi_1 f_1 & \frac{1}{1-z_1 z} & \frac{1}{1-z_1 z} & \frac{1}{1-z_2 z} & \cdots & \frac{1}{1-z_1 z_N} \\
\phi_2 f_2 & \frac{1}{1-z_2 z} & \frac{1}{1-z_2 z} & \frac{1}{1-z_2 z} & \cdots & \frac{1}{1-z_2 z_N} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\phi_N f_N & \frac{1}{1-z_N z} & \frac{1}{1-z_N z} & \frac{1}{1-z_N z} & \cdots & \frac{1}{1-z_N z_N} 
\end{pmatrix}.
\tag{7}
\]

In this expression, \(\phi_i f_i \equiv \phi(z_i) f(z_i)\) (with \(i = 1, 2, \ldots, N\)) represent the known values of the quantity \(\phi(z) f(z)\) corresponding to the values \(z_i\) of the kinematical variable \(z\). In order to use a compact notation let us indicate \(z\) and the corresponding unknown values of \(\phi f\) as \(z_0\) and \(\phi_0 f_0 \equiv \phi(z_0) f(z_0)\), respectively, so that the index \(i\) now runs from 0 to \(N\).

The positivity of the determinant of this matrix allows to compute the lower and the upper bounds for the FF of interest. We rephrase the condition \(\det M \geq 0\) into an inequality that interests the quantities in the r.h.s. of the Eq. (7). For the details of the computation, see the Appendix A of [40]. One finds that

\[
\beta - \sqrt{\gamma} \leq f_0 \leq \beta + \sqrt{\gamma},
\tag{8}
\]
where, by introducing the quantities

\[ d_0 = \prod_{m=1}^{N} \frac{1 - z_0 z_m}{z_0 - z_m}, \]  

(9)

\[ d_j = \prod_{m \neq j=1}^{N} \frac{1 - z_j z_m}{z_j - z_m}, \]  

(10)

we have that

\[ \beta = \frac{1}{\phi_0 d_0} \sum_{j=1}^{N} \phi_j f_j d_j \frac{1 - z_j^2}{z_0 - z_j}, \]  

(11)

\[ \gamma = \frac{1}{1 - z_0^2} \frac{1}{\phi_0 d_0} (\chi - \chi_0), \]  

(12)

\[ \chi_0 = \sum_{i,j=1}^{N} \phi_i f_i \phi_j f_j d_j \frac{(1 - z_i^2)(1 - z_j^2)}{1 - z_i z_j}. \]  

(13)

Unitarity is satisfied only when \( \gamma \geq 0 \), which implies \( \chi \geq \chi_0 \). Since \( \chi_0 \) does not depend on \( z_0 \), the above condition is either never verified or always verified for any value of \( z_0 \).

We remind an important feature of the DM approach (see Ref. [40]). When \( z_0 \) coincides with one of the data points, i.e. \( z_0 \rightarrow z_j \), one has \( \beta \rightarrow f_j \) and \( \gamma \rightarrow 0 \). In other words the DM method reproduces exactly the given set of data points. This is at variance with what may happen using the (truncated) BGL or the CLN parametrisations, since there is no guarantee that such parametrisations can reproduce exactly the set of input data. Thus, it is worthwhile to stress the following important feature of the DM approach: the DM band given by Eqs. (8), (11) and (12) is equivalent to the results of all possible BGL fits which satisfy unitarity and at the same time reproduce exactly the input data.

**B. Implementation of the kinematical constraints**

Some of the FFs entering semileptonic \( B \rightarrow D^{(*)} \) decays are related to each other. These relations are called kinematical constraints (KCs) and add an important piece
of information to be included in the DM method. In fact, they usually relate the relevant FFs at zero momentum transfer, namely in the region not accessible by LQCD computations.

In what follows, we focus on the production of a pseudoscalar meson, in which case the two FFs \( f_{+0}(t) \) are constrained by the relation

\[
f_0(0) = f_+(0).
\]

Following the Reference [39], we define

\[
f_{lo}^*(0) = \max[f_{+,lo}(0), f_{0,lo}(0)],
\]

\[
f_{up}^*(0) = \min[f_{+,up}(0), f_{0,up}(0)],
\]

so that

\[
f_{lo}^*(0) \leq f(0) \leq f_{up}^*(0),
\]

(14)

where \( f(0) \equiv f_0(0) = f_+(0) \). We now consider the FFs at zero momentum transfer to be uniformly distributed in the range given by Eq. (14) and we take it as a new input at \( t_{N+1} = 0 \). For each of the two FFs, we then consider a modified matrix, \( M_C \), that has one more row and one more column with respect to \( M \) in Eq. (6) and contains the common value \( f(t_{N+1} = 0) \). To be more specific, \( M_C \) has the form

\[
M_C = \begin{pmatrix}
\chi & \phi_0 f_0 & \phi_1 f_1 & \phi_2 f_2 & \ldots & \phi_N f_N & \phi_{N+1} f_{N+1} \\
\phi_0 f_0 & 1 & \frac{1}{1-z_0} & \frac{1}{1-z_0 z_1} & \frac{1}{1-z_0 z_2} & \ldots & \frac{1}{1-z_0 z_N} & \frac{1}{1-z_0 z_{N+1}} \\
\phi_1 f_1 & 1 & \frac{1}{1-z_1} & \frac{1}{1-z_1 z_0} & \frac{1}{1-z_1 z_2} & \ldots & \frac{1}{1-z_1 z_N} & \frac{1}{1-z_1 z_{N+1}} \\
\phi_2 f_2 & 1 & \frac{1}{1-z_2} & \frac{1}{1-z_2 z_0} & \frac{1}{1-z_2 z_1} & \ldots & \frac{1}{1-z_2 z_N} & \frac{1}{1-z_2 z_{N+1}} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\phi_N f_N & 1 & \frac{1}{1-z_N} & \frac{1}{1-z_N z_0} & \frac{1}{1-z_N z_1} & \ldots & \frac{1}{1-z_N z_N} & \frac{1}{1-z_N z_{N+1}} \\
\phi_{N+1} f_{N+1} & 1 & \frac{1}{1-z_{N+1}} & \frac{1}{1-z_{N+1} z_0} & \frac{1}{1-z_{N+1} z_1} & \ldots & \frac{1}{1-z_{N+1} z_N} & \frac{1}{1-z_{N+1} z_{N+1}} 
\end{pmatrix}.
\]

(15)

For any point \( t \) at which we want to predict the dispersive bands of \( f_{+0}(t) \), we compute the matrix \( M_C \) and using Eq.(8) we get the corresponding lower and upper bounds.
Note that the extension of the above procedure to the $B \to D^*$ case is straightforward. Furthermore, for a general treatment of the statistical and the systematic errors of LQCD computations of the FFs, see the details in Section V of [40].

C. The sceptical approach to the DM method

The machinery described in Sections IIA-IIB allows us to compute the lower/upper bounds of the FFs once we have chosen our set of input data, i.e. the susceptibility and the LQCD computations of the same FFs. In order to propagate the uncertainties related to these quantities to the evaluation of the FFs, we propose the following method. First we build up a multivariate Gaussian distribution whose mean value and covariance matrix are $\mu = \{f(t_1), \cdots, f(t_n)\}$ and $\Sigma_{ij} = \rho_{ij}\sigma_i\sigma_j$, where the (average) values of the $f(t_i)$ are the form factors extracted on the lattice, the $\sigma_i$s the corresponding uncertainties, and the $\rho_{ij}$ their correlation matrix. Thus, we generate bootstrap events according to this probability distribution. At the same time we will also generate the same number of values of the susceptibilities through normal distributions defined by their mean values and standard deviations. For each of the bootstrap events, we verify if unitarity is satisfied. If this is not the case, then the event is eliminated from the sample. From the physical point of view, this step can be read as a consistency check between all the input data, namely the susceptibilities and the FFs on that particular bootstrap.

For what concerns semileptonic $B \to D^{(*)}$ decays, a problem may occur in the application of the DM method to the FFs. This happens when only a small percentage of the generated bootstraps verify both the unitarity filter and the kinematical constraints. We can then ask ourselves whether the final bands of the FFs obtained with our method can be considered reliable or not. In these cases the unitarity constraint has a crucial impact on the covariance matrix of the input data. This may be due to the fact that the output of a lattice calculation with its uncertainties and correlations does not contain necessarily all the effects of unitarity and/or to the possibility that systematic effects (eventually lattice artefacts), that have not been properly corrected for, come into play...
and may jeopardise the unitary relations.

In order to recover a sufficiently large percentage of bootstraps passing the unitarity (and/or kinematical) constraint, we introduce the *sceptical* approach [45, 46] to the analysis of the lattice data for the FFs. The idea is to modify the standard deviations $\sigma_i$ of the LQCD points, by assuming *new* values $\sigma^i_t$ which are related to the original ones by a factor $r_i$, one for each of the measured points, so that $\sigma^i_t = r_i \sigma_i$, whereas the average values of the LQCD computations are kept the same. In this way we generate a larger set of bootstrap events, among which we search for those bootstraps passing the unitarity (and/or kinematical) constraint. In the present work we started from the simplest choice of a unique $r$ for all the LQCD values of the FFs. A posteriori such a choice turned out to be very successful in recovering a sufficiently large percentage of bootstrap events passing the given unitarity and/or kinematical filters. This positive-definite variable $r$ has a Gamma probability distribution, i.e.

$$P(r) \propto e^{-r/\beta} r^{\alpha-1}.\]$$

The parameters $\alpha$ and $\beta$ are fixed by imposing that this distribution has a unitary mean value and a unitary variance. A simple calculation shows that this request corresponds to the choice $\alpha = \beta = 1$. Then we build up a multivariate Gaussian distribution, whose covariance matrix now is

$$\Sigma_{ij} = \rho_{ij} \sigma_i \sigma_j \times r^2,$$

where $\sigma_i (i = 1, \ldots, N)$ are the $N$ LQCD points uncertainties and $\rho_{ij}$ is the correlation matrix. We adopt a similar prescription for the susceptibilities, namely we modify their uncertainties as

$$\hat{\sigma}_\chi = \sigma_\chi \times r.\]$$

---

3 When the data points of different FFs obey independent unitarity constraints and they are not connected by kinematical constraints, one can easily use different values of $r$ for different FFs, as later in Section [III C 1] it will be the case for the FF $g$ with respect to the FFs $f$, $F_1$ and $P_1$. We have checked that in this work, when different FFs obey kinematical constraints, the use of different values of $r$ for different FFs does not lead to any significant improvement of our procedure and it does not change our final results.
Hence, we extract \( N_r \) values of \( r \) and, for each of them, \( N_b \) bootstrap events for both the FFs values and the susceptibilities.

To decide whether a single bootstrap event is accepted or rejected, let us fix the bootstrap event, \( i.e. \) the \( i \)-th event \( N_i \), and we consider \( N^r_i \) values of \( r \). We check the unitarity constraint for all the FFs for each of the \( N^r_i \) events, then, we compute the lower and the upper bounds for the survived \( \hat{N}^i_r \leq N^i_r \) events and check whether the KCs are verified or not. This second step will leave us with \( \tilde{N}^i_r \leq \hat{N}^i_r \) bootstraps. Our prescription is thus the following: \( \text{the event } N_i \text{ is considered as accepted if } \tilde{N}^i_r \neq 0, \text{ namely if there exists at least one value of } r \text{ which passes both the unitarity and the KC filters.} \) Adopting this ansatz, we see that a much larger fraction of the generated events is accepted. For example, in the \( B \to D \) case we pass from a \( \sim 15\% \) of accepted bootstraps without the sceptical approach to \( \sim 100\% \) with the sceptical approach.

At this point, we combine the values of the accepted \( r \) in a unique value. We proceed in three steps. For each bootstrap we compute the mean value of \( r \) over the \( \tilde{N}^i_r \) extractions. Then, we find the \( r \) (among the \( \tilde{N}^i_r \) extracted) closest to that mean value. Finally, we save the event corresponding to that \( r \) as representative of the bootstrap that we have fixed. Note that in this way we are guaranteed that the new bootstrap events will pass both the unitarity and the KC filters.

**III. SEMILEPTONIC \( B \to D^* \) DECAYS**

Let us now apply the non-perturbative DM method to semileptonic \( B \to D^* \ell \nu \) decays. We first describe how to characterize the differential decay width of \( B \to D^* \ell \nu \) decays through the FFs. Then we apply the DM method to describe their behaviours as functions of \( q^2 \). At present, the inputs for our matrices are the preliminary unblinded JLQCD \([25]\) and blinded FNAL/MILC \([26]\) lattice data, available also at non-zero recoil. For what concerns the susceptibilities, we will use the results of our non-perturbative computation on the lattice \([41]\). We present new theoretical estimates of \( |V_{cb}| \) and of the ratio \( R(D^*) \). We also compute new predictions for two polarization observables, \( i.e. \) the
τ-polarization $P_\tau$ and the $D^*$ longitudinal polarization $F_L$.

### A. Theoretical expression of the differential decay width

In the $B \to D^*$ case, the vector current $V^\mu \equiv \bar{b}\gamma^\mu c$ and the axial current $A^\mu \equiv \bar{b}\gamma^\mu\gamma^5 c$ give the following contributions to the amplitude

$$
\left< D^*(p,\epsilon) \left| \bar{c} \gamma^\mu (1 \mp \gamma^5) b \right| B(p_B) \right> = -\frac{2}{m_B + m_{D^*}} \epsilon_{\alpha\beta\gamma}^\mu \epsilon^{*\alpha} p^\beta q^\gamma V(q^2) 
$$

$$
\pm i \frac{2m_{D^*}}{q^2} (\epsilon^* \cdot q) q^\mu A_0(q^2) 
$$

$$
\mp i \frac{1}{m_B - m_{D^*}} ((m_B - m_{D^*})\epsilon^{*\mu} - (\epsilon^* \cdot q)(p + p_B)^\mu) A_1(q^2) 
$$

$$
\mp i \frac{2m_{D^*}}{q^2} (\epsilon^* \cdot q) \left[ -\frac{q^2}{m_B^2 - m_{D^*}^2} (p + p_B)^\mu - q^\mu \right] A_3(q^2), 
$$

where we can also re-express $A_3(q^2)$ as

$$
2m_{D^*} A_3(q^2) = [(m_B + m_{D^*}) A_1(q^2) - (m_B - m_{D^*}) A_2(q^2)]. 
$$

As we want to use a BGL-like nomenclature [27–29], we express the FFs in Eqs. (16)-(17) as

$$
V(w) = \frac{m_B + m_{D^*}}{2} g(w), 
$$

$$
A_1(w) = \frac{f(w)}{m_B + m_{D^*}}, 
$$

$$
A_2(w) = \frac{1}{2} \left( \frac{m_B + m_{D^*}}{w^2 - 1} m_B m_{D^*} \right) \left[ -\frac{w}{m_{D^*}} f(w) - \frac{F_1(w)}{m_B} \right], 
$$

$$
A_0(w) = \frac{1}{2} \left( \frac{m_B + m_{D^*}}{\sqrt{m_B m_{D^*}}} \right) P_1(w). 
$$

There is a precise relation between the BGL-like FFs and the CLN ones (described in the Appendix A of [31]), namely

$$
f(w) = \sqrt{m_B m_{D^*}} (1 + w) h_{A_1}(w), 
$$

$$
g(w) = h_V(w)/\sqrt{m_B m_{D^*}}, 
$$

$$
F_1(w) = m_B^2 (1 + w) \sqrt{r} [(w - r) h_{A_1}(w) - (w - 1) (r h_{A_2}(w) + h_{A_3}(w))], 
$$

$$
P_1(w) = [(w + 1) h_{A_1}(w) - (1 - wr) h_{A_2}(w) - (w - r) h_{A_3}(w)]/(1 + r), 
$$
where \( r \equiv m_{D^*}/m_B \). These relations are necessary for our analysis since the most recent lattice computations \([25, 26]\) give the values of the FFs \( h_V, h_{A_1}, h_{A_2}, h_{A_3} \) at non-zero recoil.

The FFs are characterized by the following kinematical constraints. The first one applies at zero recoil, where we have at our disposal the results of the LQCD computations

\[
F_1(1) = (m_B - m_{D^*})f(1). \tag{22}
\]

Instead, the second one applies in the opposite regime, namely at maximum recoil

\[
P_1(w_{\text{max}}) = \frac{F_1(w_{\text{max}})}{(1 + w_{\text{max}})(m_B - m_{D^*})\sqrt{m_Bm_{D^*}}}, \tag{23}
\]

where

\[
w_{\text{max}} = \frac{m_B^2 + m_{D^*}^2}{2m_Bm_{D^*}},
\]

under the assumption that the mass of the final state lepton is negligible.

To conclude this Section, from the matrix element (16) we are able to compute the differential decay width

\[
\frac{d\Gamma(B \rightarrow D^*( \rightarrow D\pi)\ell\nu)}{dwd\cos\theta_\ell d\cos\theta_v d\chi} = \frac{G_F^2|V_{cb}|^2\eta_{EW}^2}{4(4\pi)^4}3m_Bm_{D^*}\sqrt{w^2 - 1} \left(1 - 2rw + r^2\right)
\cdot \left(1 - \cos\theta_\ell\right)^2 \sin^2\theta_v |H_+|^2
+ (1 + \cos\theta_\ell)^2 \sin^2\theta_v |H_-|^2 + 4\sin^2\theta_\ell \cos^2\theta_v |H_0|^2
- 2\sin^2\theta_\ell \sin^2\theta_v \cos 2\chi H_+ H_-
- 4\sin\theta_\ell(1 - \cos\theta_\ell) \sin\theta_v \cos\theta_v \cos \chi H_+ H_0
+ 4\sin\theta_\ell(1 + \cos\theta_\ell) \sin\theta_v \cos\theta_v \cos \chi H_- H_0, \tag{24}
\]

where we have neglected the mass of the lepton and introduced the helicity amplitudes

\[
H_0(w) = \frac{F_1(w)}{\sqrt{m_B^2 + m_{D^*}^2 - 2m_Bm_{D^*}w}}, \quad H_{\pm}(w) = f(w) \mp \frac{m_Bm_{D^*}}{\sqrt{w^2 - 1}}g(w). \tag{25}
\]

The various helicity angles \( \theta_\ell, \theta_v, \chi \) are defined in Fig. 1. In conclusion, we can obtain the final forms of the four differential decay widths \( d\Gamma/dx \) (where \( x = w, \cos\theta_\ell, \cos\theta_v, \chi \)) simply by integrating on three of them in the expression (24).
FIG. 1. Representation of the semileptonic $B \to D^{\ast}\ell\nu$ decay. $\theta_{\ell}$ is the angle between the lepton and the direction opposite the $B$ meson in the virtual $W$ boson rest frame. $\theta_{\nu}$ is the angle between the $D$ meson and the direction opposite the $B$ meson in the $D^{\ast}$ rest frame. $\chi$ is the angle between the two decay planes spanned by the $W - \ell$ and $D^{\ast} - D$ systems in the $B$ meson rest frame.

B. Review of the available lattice data

In this work, we use two preliminary sets of lattice results, the unblinded one by the JLQCD Collaboration [25] and the blinded one by the FNAL/MILC Collaboration [26]. We have extracted three data points for each of the FFs $h_{V}, h_{A_{1}}, h_{A_{2}}, h_{A_{3}}$ off the plots of Refs. [25, 26]. The number of LQCD inputs has been chosen in analogy with the $B \to D$ case, where, as we will explain later, the available lattice computations of the FFs give three values for each FF. The recoils at which the LQCD computations are considered are $\{w_{1}, w_{2}, w_{3}\} = \{1.00, 1.07, 1.14\}$ for the FNAL/MILC case and $\{w_{1}, w_{2}, w_{3}\} = \{1.00, 1.06, 1.12\}$ for the JLQCD one, as shown in Tables I and II respectively.

Unfortunately the proceedings only contain preliminary results without reference to
| $w$ | $h_V$  | $h_{A_1}$ | $h_{A_2}$ | $h_{A_3}$ |
|-----|--------|-----------|-----------|-----------|
| 1.00 | 1.274(37) | 0.936(7)  | -0.562(69) | 1.241(57) |
| 1.07 | 1.129(37) | 0.850(10) | -0.508(66) | 1.130(57) |
| 1.14 | 1.002(41) | 0.772(16) | -0.434(75) | 1.037(68) |

**TABLE I.** Values of the preliminary blinded FNAL/MILC computations of the FFs $h_{V,A_1,A_2,A_3}(w)$ extracted from the plots of Ref. [26].

| $w$ | $h_V$  | $h_{A_1}$ | $h_{A_2}$ | $h_{A_3}$ |
|-----|--------|-----------|-----------|-----------|
| 1.00 | 1.216(33) | 0.882(11)  | -0.176(142) | 0.949(141) |
| 1.06 | 1.118(33) | 0.824(11)  | -0.215(138) | 0.808(137) |
| 1.12 | 1.009(33) | 0.770(11)  | -0.207(146) | 0.742(141) |

**TABLE II.** Values of the preliminary unblinded JLQCD computations of the FFs $h_{V,A_1,A_2,A_3}(w)$ extracted from the plots of Ref. [25].

the correlations between different data. For this reason, we adopt a the following reasonable assumption: we consider a high correlation between the values of the same FF computed at the three different recoils, while we will assume zero correlation between the values of the different FFs. See Appendix B for the complete form of the correlation matrix. This structure has been inspired by the correlation matrix presented by FNAL/MILC for semileptonic $B \to D$ decays in [24] (reported in Table V), the one by HPQCD for $B \to D$ in [48] and the preliminary JLQCD one for semileptonic $B \to D^*$ decays in [49] (where only the subset of FFs $h_V, h_{A_1}$ was considered). From these cases, it is evident that, while the diagonal block elements are always $\gtrsim 0.8$, the off-diagonal block ones are subject to large fluctuations since they relate different FFs. Obviously, once further results will be available, the following study will be repeated with the true correlations among the LQCD data. We stress that we have developed our study also assuming that the off-diagonal block elements are equal to 0.5 and that this different assumption does not change the results that we will describe in what follows.
C. Description of the FFs with the DM method in the $B \rightarrow D^*$ case

In this Subsection, we give the ingredients necessary to implement the matrix description of the FFs. The kinematical functions to be used for each FF matrix in Eq. (6) read

$$\phi_f(z) = 4 \frac{r}{m_B^2} \sqrt{\frac{2}{3\pi}} \frac{(1 + z)(1 - z)^{3/2}}{[(1 + r)(1 - z) + 2\sqrt{r}(1 + z)]^4},$$

$$\phi_g(z) = 16 r^2 \sqrt{\frac{2}{3\pi}} \frac{(1 + z)^2}{\sqrt{1 - z}[(1 + r)(1 - z) + 2\sqrt{r}(1 + z)]^4},$$

$$\phi_{F_1}(z) = 4 \frac{r}{m_B^2} \sqrt{\frac{1}{3\pi}} \frac{(1 + z)(1 - z)^{5/2}}{[(1 + r)(1 - z) + 2\sqrt{r}(1 + z)]^5},$$

$$\phi_{P_1}(z) = 16 (1 + r)^{3/2} \sqrt{\frac{1}{\pi}} \frac{(1 + z)^2}{\sqrt{1 - z}[(1 + r)(1 - z) + 2\sqrt{r}(1 + z)]^4}$$

with $r \equiv m_{D^*}^2/m_B$. As usual, if the assumption of analyticity does not hold, i.e. when each FF has for instance $N$ poles at $t = t_{P_1}, t_{P_2}, \ldots, t_{P_N}$, it is sufficient to modify each kinematical function $\phi$ with the transformation

$$\phi(z) \rightarrow \phi_p(z) \equiv \phi(z) \times \frac{z - z(t_{P_1})}{1 - \bar{z}(t_{P_1})z} \times \cdots \times \frac{z - z(t_{P_N})}{1 - \bar{z}(t_{P_N})z}. \quad (27)$$

For the masses of the poles corresponding to $B_{c+}^*$ mesons with different quantum numbers which enter in the FF, we refer to Table III of [50].

1. A specific variant to the sceptical approach for the $B \rightarrow D^*$ case

For the $B \rightarrow D^*$ transition, we have implemented a variant of the sceptical approach explained in Section II B. In this case we have four FFs (18)-(21). Three of them $(f, F_1, P_1)$ are related to each other for two reasons. On the one hand, $f$ and $F_1$ share the same spin-parity quantum number and contribute to the same susceptibility. They are also related by the first KC (22). On the other hand, $F_1$ and $P_1$ are linked by the second KC (23). The behaviour of $g$ instead is completely unrelated to that of the other three FFs.
Figs. 2-3 give a graphical representation of the situation if we use the FNAL/MILC and the JLQCD inputs, respectively. We have plotted the distribution of the $r$ values that allow to pass the unitarity constraint for each FF with a unique sceptical parameter common to all the four FFs. The (colour) legend is shown in the caption of the figures. For both cases the FF $g$ prefers values of the $r$ parameter different from those of the other three FFs. Since the unitarity constraint for the FF $g$ is independent from those of the other FFs, we have decided to implement one $r$ variable for $f, F_1, P_1$ and a different $r_g$ parameter, specifically for $g$.

**FIG. 2.** Probability distribution of the mean values of the $r$ survived after the unitarity constraint for each bootstrap for the four FFs. The colour legend is yellow for $f$ and $F_1$, blue for $g$ and red for $P_1$. The input is FNAL/MILC [26].

After having extracted 300 values of $r$ and after having implemented the unitarity constraints and the KC [23], the survived events are around the 100% (70%) of the generated bootstraps for $f$, the 100% (70%) for $F_1, P_1$ and the 100% (100%) for $g$, when we use the FNAL/MILC (JLQCD) input data. Our understanding is that the JLQCD inputs suffer a more severe filter by the constraints with respect to the FNAL/MILC ones.
We stress that the sceptical approach has been introduced to account for systematic effects that have not been corrected for, which may manifest as an apparent violation of the unitary relations. This is particularly relevant in the study of $B \to D^{(*)}$ decays, but also for $B \to \pi$ or $B_s \to K$ decays, where discretisation effects are expected to be rather large. The sceptical procedure allows to filter only those bootstrap events which satisfy the unitarity bounds, without losing a huge percentage of the generated events.

2. Final bands of the FFs entering the $B \to D^*$ decay

We have first implemented the DM method for semileptonic $B \to D^*$ decays using the FNAL/MILC and the JLQCD inputs, given in Tables I-II separately. In Fig. 4 we compare the resulting bands of the four FFs having definite spin-parity, namely $f$, $g$, $F_1$ and $P_1$. Throughout the paper it is understood that $f$, $g$ and $F_1$ are given in units of GeV, GeV$^{-1}$ and GeV$^2$, respectively, while $P_1$ is dimensionless. We have also used the non-
FIG. 4. The bands of the four FFs entering $B \to D^* \ell \nu$ decays, i.e. $f(z)$, $g(z)$, $F_1(z)$, $P_1(z)$, computed through the DM method. The solid orange (dashed green) bands are the results of the study by adopting the FNAL/MILC (JLQCD) results. Moreover, the blue squares (red points) are the FNAL/MILC (JLQCD) input lattice data. We used the non-perturbative values of the susceptibilities in the last column of Table III in order to obtain the bands in these figures.

perturbative values of the susceptibilities shown in the last column on Table III where the perturbative estimates present in literature are also shown. The extrapolations at $z_{\text{max}}$, which are important for the phenomenological applications discussed below, read

$$f(z_{\text{max}})|_{\text{FNAL/MILC}} = 3.93 \pm 0.34,$$
$$g(z_{\text{max}})|_{\text{FNAL/MILC}} = 0.173 \pm 0.014,$$
$$F_1(z_{\text{max}})|_{\text{FNAL/MILC}} = 11.3 \pm 1.8,$$
$$P_1(z_{\text{max}})|_{\text{FNAL/MILC}} = 0.42 \pm 0.07,$$
and

\[ f(z_{\text{max}})|_{\text{JLQCD}} = 4.18 \pm 0.44, \]
\[ g(z_{\text{max}})|_{\text{JLQCD}} = 0.182 \pm 0.027, \]
\[ F_1(z_{\text{max}})|_{\text{JLQCD}} = 19.6 \pm 4.6, \]
\[ P_1(z_{\text{max}})|_{\text{JLQCD}} = 0.74 \pm 0.17, \]

for FNAL/MILC and JLQCD lattice data inputs, respectively. First of all, we note that in some case the two data sets are not compatible to each other (see for instance \( f(z = 0) \) and \( F_1(z = 0) \)). Furthermore, while the extrapolations of \( f \) and \( g \) at \( z_{\text{max}} \) are substantially identical in the two cases, the ones of \( F_1 \) and \( P_1 \) result compatible only at more than 1\( \sigma \) level.

| \( \chi_{V_L} [10^{-3}] \) | Perturbative | With subtraction | Non-perturbative | With subtraction |
|----------------|----------------|----------------|----------------|----------------|
|                | 6.204          | –              | 7.52 \pm 0.63  | 7.58 \pm 0.59  |
| \( \chi_{A_L} [10^{-3}] \) | 24.1           | 19.4           | 25.9 \pm 1.8   | 21.9 \pm 1.9   |
| \( \chi_{V_T} [10^{-4} \text{ GeV}^{-2}] \) | 6.486          | 5.131          | 6.76 \pm 0.40  | 5.84 \pm 0.44  |
| \( \chi_{A_T} [10^{-4} \text{ GeV}^{-2}] \) | 3.89           | –              | 4.68 \pm 0.30  | 4.69 \pm 0.30  |

**TABLE III.** Values of the susceptibilities adopted for the DM method. We compare the perturbative estimates [43, 50] with the non-perturbative ones. In the former case, the uncertainties are completely negligible. Moreover, for the perturbative values we also show the result of the subtraction of the relevant \( B_e^{(*)} \) poles for the \( A_L \) and the \( V_T \) channels, obtained through the values of the masses and the decay constants present in Table III of [50]. On the contrary, for the non-perturbative values we present the results (pre- and post-subtraction of the ground-state contribution) as computed on the lattice [47].

Our results can be compared with the blue (FNAL/MILC) and the red (JLQCD) bands of Fig. 7 of [37]. There, the authors show the shape of the FFs resulting from a BGL-like analysis. They have taken as inputs, in addition to the lattice data, the result coming from light-cone sum rule (LCSR) [51] at \( q^2 = 0 \). In [51], the theoretical
predictions are given in terms of the FFs $V, A_1, A_2$, appearing in the matrix element (16). Thanks to Eqs. (18)-(19)-(20), their results can be rephrased as

\[ f(z_{\text{max}})|_{\text{LCSR}} = 4.37 \pm 0.66, \]
\[ g(z_{\text{max}})|_{\text{LCSR}} = 0.19 \pm 0.04, \]
\[ F_1(z_{\text{max}})|_{\text{LCSR}} = 16.0 \pm 2.1. \]

The main difference between the LCSR results and our extrapolated values of the FFs at $z_{\text{max}}$ seem to be the mean values and the uncertainties associated to $F_1(z_{\text{max}})$.

3. The FNAL/MILC+JLQCD case

As a further case for investigating the sensitivity of our DM method and the stability of the results with respect to changes of the the input lattice data, we have combined together the lattice data coming from the FNAL/MILC and the JLQCD collaborations computations at the same recoil. Thus, we have taken the FNAL/MILC values at the recoils $w = \{1.00, 1.06, 1.12\}$ from [26] and then we have combined them with the JLQCD ones by adopting Eqs. (A1)-(A2), described in the appendix. By repeating the same sceptical analysis described in the previous cases, we get

\[ f(z_{\text{max}})|_{\text{FNAL/MILC+JLQCD}} = 4.03 \pm 0.39, \]
\[ g(z_{\text{max}})|_{\text{FNAL/MILC+JLQCD}} = 0.179 \pm 0.021, \]
\[ F_1(z_{\text{max}})|_{\text{FNAL/MILC+JLQCD}} = 15.1 \pm 3.9, \]
\[ P_1(z_{\text{max}})|_{\text{FNAL/MILC+JLQCD}} = 0.57 \pm 0.14. \]

In Fig. 5 we show the bands of the FFs as functions of $z$ in the FNAL/MILC+JLQCD case. Note that the blue squares (red dots) are the single FNAL/MILC (JLQCD) data before being combined together.
4. Summary of this analysis

We summarize the main features of our procedure based on the DM method. First of all, the FFs are described in a parametrization-independent way thanks to the DM method. Secondly, we choose to get their shapes (shown in Figs. [1,5]) from the theory only, i.e. independently of the experimental data. This fact determines an important difference with respect to other analyses of $B \to D^*$ decays, which add experimental points to constrain the shape of the FFs. Moreover, the knowledge of the pseudoscalar FF $P_1(z)$ is necessary also for $|V_{cb}|$, since the KC condition (23) induces a large decrease of the width of the band of $F_1(z)$ at large $z$. Instead, in other studies present in the literature $P_1(z)$ is neglected for $|V_{cb}|$, since the experimental data constrain very precisely...
the shape of $F_1(z)$ also at large $z$.

D. New estimate of $|V_{cb}|$

Let us focus our attention on the experimental decay widths measured in semileptonic $B \rightarrow D^* \pi$ decays. For what concerns the experimental state-of-the-art, at present we have at our disposal two different measurements of the differential decay widths, both performed by the Belle Collaboration [10, 52]. The authors report the results of the measurements of the differential decay widths $d\Gamma/dx$, where $x$ is one of the four kinematical variables of interest ($x = w, \cos \theta_l, \cos \theta_v, \chi$), by dividing the available region for each variable into 10 bins. Hence, we have globally 40 points for each of the two different measurements [10, 52]. The correlation matrices of the errors are also presented for both the measurements.

First of all, we compute the theoretical $d\Gamma/dx$ from the expression (24), using the value of the FFs derived in Section III C. We generate $N_{\text{boot}}$ bootstrap values of the FFs $f, g, F_1, P_1$ for each of the experimental bins through a multivariate Gaussian distribution. In this case the mean values and covariance matrix come directly from the implementation of the DM method. We also generate an independent set of $N_{\text{boot}}$ bootstrap values of the experimental differential decay widths for all the bins. For each of them, we fit the histogram of the resulting $N_{\text{boot}}$ estimates of $|V_{cb}|$ with a normal distribution and save the corresponding mean value and uncertainty. Thus, we find 10 values of the CKM matrix element for each of the four kinematical variables ($w, \cos \theta_l, \cos \theta_v, \chi$) and for each of the two experiments [10, 52].

1. FNAL/MILC input

In Fig. we show the estimates of $|V_{cb}|$ for each bin, resulting from our matrix using the FNAL/MILC data as LQCD inputs. For each kinematical variable and for each of the two sets of experimental measurements, we compute a weighted mean of the 10 $|V_{cb}|$ taking into consideration the correlations. To achieve this goal, calling $C$ the covariance
matrix and $|V_{cb}|$ ($i = 1, \cdots, 10$) the values of the CKM matrix element for each bin and for each of the two sets of experimental measurements, it is sufficient to compute

$$|V_{cb}| = \frac{\sum_{i,j=1}^{10} (C^{-1})_{ij} |V_{cb}|_j}{\sum_{i,j=1}^{10} (C^{-1})_{ij}}, \quad \sigma_{|V_{cb}|}^2 = \frac{1}{\sum_{i,j=1}^{10} (C^{-1})_{ij}}. \quad (28)$$

We consider separately the $10 \times 10$ diagonal blocks corresponding to each kinematical variable and compute thus four separate mean values for $|V_{cb}|$. They are combined through Eqs. (A1)-(A2), as explained in the appendix. We can use these expressions also to combine the values of $|V_{cb}|$ coming from the two different experiments [10, 52].

In the case of the $w$-distribution, however, the final result for $|V_{cb}|$ lies below the experimental data as shown by the orange and the red bands in Fig. 6a. This problem is well-known in literature [54] and is usually related to some systematic effects in the correlation matrix. It results to be more pronounced for the ”blue” experimental measurements [10] rather than for the ”green” ones [52]. Let us focus for a moment only on the latter ones. In this case Eqs. (A1)-(A2) give the result

$$|V_{cb}| \times 10^3 = 40.5 \pm 1.9.$$  

Instead, in the former case from the expressions (A1)-(A2) we find

$$|V_{cb}| \times 10^3 = 40.2 \pm 2.9.$$ 

The uncertainty is increased, in fact we are combining very different values of $|V_{cb}|$ for each kinematical variable. The main effect in this sense is given by the orange band in Fig. 6a. If we then consider together both the experiments [10] [52], we find

$$|V_{cb}| \times 10^3 = 40.3 \pm 2.5. \quad (29)$$

We now illustrate a procedure that helps to overcome the underestimation of $|V_{cb}|$ observed in this subsection. Let us consider the relative differential decay width given by the ratio $(d\Gamma/dx)/\Gamma$ (where $x = w, \cos \theta_l, \cos \theta_e, \chi$) for each bin. The advantage of this procedure is that, if there is a calibration error in the data [54], computing the ratio $(d\Gamma/dx)/\Gamma$ will help to reduce it since all the points enter in the evaluation of $\Gamma$. 
FIG. 6. The final estimates of $|V_{cb}|$ for all the experimental bins in \{w, $\cos\theta_l$, $\cos\theta_v$, $\chi$\}, which would result from the use of the blinded FNAL/MILC input [26]. We show both the blue points, that correspond to the first Belle measurements [10], and the green squares, which refer to the second set of experimental data [52]. Finally, the dashed orange (dotted red) bands are the results of the application of Eq. (28) for each variable, taking into consideration the blue points (green squares).

Let us compute this ratio both with the extrapolated values of the FFs, \left[\left(\frac{d\Gamma}{dx}\right)/\Gamma\right]_{th}$, and with the measured data, \left[\left(\frac{d\Gamma}{dx}\right)/\Gamma\right]_{exp}$. We then compute the double ratio

$$\left[\frac{1}{\Gamma} \frac{d\Gamma}{dx}\right]_{th} / \left[\frac{1}{\Gamma} \frac{d\Gamma}{dx}\right]_{exp}. \quad (30)$$

The double ratio should be equal to unity if there is no tension between theory and experiments. Hence, we estimate the mean values and uncertainties for each bin through the extractions of the experimental measurements and of the FFs and, if the calibrations errors have been reduced, we expect then that the final mean values, computed from Eqs. (A1)-(A2), will not be systematically underestimated in the w bins. This is the case and the results of this test are illustrated in Fig. 7.

The validity of this test suggests the following strategy to get rid of the systematic effects in the original correlation matrix. We compute the correlations $\rho_{ij}|_{\text{ratio}}$ of the
FIG. 7. The final estimates of the quantities (30) for all the experimental bins and for each kinematical variable, which would result from the use of the blinded FNAL/MILC input [26]. As in Fig. 6, the blue points correspond to [10] and the green squares to [52].

\[
\frac{d\Gamma}{dx}/\Gamma_{\text{exp}} = \frac{d\Gamma_{\text{data}}}{dx}/\Gamma_{\text{exp}}
\]

and then we derive a new covariance matrix of the experimental data given by

\[
C_{ij}|_{\text{exp,NEW}} = \rho_{ij}|_{\text{ratio}} \times \sigma_{i,\text{exp}} \sigma_{j,\text{exp}},
\]

where \(\sigma_{\text{exp}}\) are the uncertainties associated to the experimental differential decay widths. At this point, we repeat the whole procedure for the extraction of \(|V_{cb}|\) starting from new bootstraps for the experimental data, extracted through the matrix \(C_{ij}|_{\text{exp,NEW}}\).

Fig. 8 shows the distributions of \(|V_{cb}|\) for each bin together with the values of \(|V_{cb}|\) for each kinematical variable and for each experiment. No underestimate of \(|V_{cb}|\) is observed in this case. Equations (A1)-(A2) allow us to combine our results in a final estimate of
\[ |V_{cb}|, \text{ which reads} \]

\[ |V_{cb}| \times 10^3 = 41.4 \pm 1.5. \quad (32) \]

With respect to Eq. (29), the mean value is higher and the error is substantially decreased. Our interpretation is that probably the original correlation matrix of the data of the first Belle measurement [10] was affected by calibration errors, which are reduced by redefining the correlation matrix as in Eq. (31).

**FIG. 8.** The final estimates of \( |V_{cb}| \) adopting the alternative strategy explained above, which would result from the use of the blinded FNAL/MILC input [26]. The colour code of the points and of the bands is the same as in Fig. 6.

2. JLQCD input

Let us now examine the JLQCD data. In this case, the problems discussed for the FNAL/MILC input data occur again only for the ”blue” experimental measurements [10], but not for the ”green” ones [52]. In the latter case, the standard procedure gives

\[ |V_{cb}| \times 10^3 = 40.3 \pm 1.4, \quad (33) \]
while in the former case

$$|V_{cb}| \times 10^3 = 38.9 \pm 3.0.$$  \hfill (34)$$

The explanation of the large uncertainty in Eq. (34) is the same one of the FNAL/MILC case. If we then consider [10, 52] together, the combined result reads

$$|V_{cb}| \times 10^3 = 39.6 \pm 2.4.$$  \hfill (35)$$

Hence, we have implemented the improved strategy based on (30). In Fig. 9 we show the distributions of the quantities (30) for the JLQCD case, having determined the mean values and the corresponding uncertainties through the bootstraps of the experimental data and of the FFs as before. Also in this case the final mean values do not lie systematically below the experimental points.

Fig. 10 shows the distributions of $|V_{cb}|$ for each bin and the separate mean values for $|V_{cb}|$. Equations (A1)-(A2) allow us to combine our results in a second estimate of $|V_{cb}|$, which reads

$$|V_{cb}| \times 10^3 = 40.4 \pm 1.8.$$  \hfill (36)$$

3. FNAL/MILC+JLQCD input

If we combine FNAL/MILC and JLQCD data, we obtain a third estimate of $|V_{cb}|$ starting from the FF bands in Fig. 5. The analysis, developed as in the separate two cases, gives the result

$$|V_{cb}| \times 10^3 = 40.6 \pm 1.6.$$  \hfill (37)$$

4. Other determinations of $|V_{cb}|$ in the literature

Let us now discuss how the inclusive and the other exclusive estimates of $|V_{cb}|$ compare to each other. The most recent inclusive determination of $|V_{cb}|$ reads [3, 42]

$$|V_{cb}|_{incl} \times 10^3 = 42.00 \pm 0.65.$$  \hfill (38)$$
FIG. 9. The final estimates of the quantities (30) for all the experimental bins and for each kinematical variable, resulting from JLQCD input [25]. The colour code of the points and of the bands is the same of Fig. 6.

For the other exclusive determinations (from $B \rightarrow D^*\ell\nu$ decays only), we mention:

$$|V_{cb}|_{\text{excl}} \times 10^3 = 39.6^{+1.1}_{-1.0} \quad [35],$$

$$|V_{cb}|_{\text{excl}} \times 10^3 = 39.56^{+1.04}_{-1.06} \quad [37],$$

$$|V_{cb}|_{\text{excl}} \times 10^3 = 38.30 \pm 0.8 \quad [42],$$

where the authors had implemented BGL-like analyses of the same experimental data.
In these papers, however, only the LQCD computation $h_{A_1}(1) = 0.906(13) \quad [55]$ was included. All these determinations are compatible with each other, although there is a non-negligible tension with the inclusive determination at the $\sim 2\sigma$ level.
**FIG. 10.** The final estimates of $|V_{cb}|$ for the JLQCD data inputs [23], adopting the alternative strategy explained before. The colour code of the points and of the bands is the same of Fig. 6.

5. **Summary of this Section**

In conclusion, let us highlight the main features of our procedure to extract $|V_{cb}|$ from exclusive experiments. First of all, we choose to keep distinct the lattice and the experimental data. In other words, only LQCD computations are used in order to derive the allowed unitarity bands of the FFs as functions of $z$ thanks to the DM method. Then, the experimental measurements are considered only for determining $|V_{cb}|$. Secondly, as stressed already in the previous Section, in our study the pseudoscalar FF $P_1(z)$ plays a central role also in the determination of $|V_{cb}|$. In fact, the KC (23) allows us to constrain the $F_1(z)$ band obtaining a better precision in the region not explored by lattice computations, i.e. at large values of $z$.

Since the preliminary FNAL/MILC lattice data contain a small, but unknown blinding factor [26] common to all FFs, our final estimate of $|V_{cb}|$ is given by Eq. (36) obtained using only the preliminary unblinded JLQCD data [23]. It is compatible with other exclusive determinations obtained in the literature [35, 37, 42]. Moreover, we obtain consistency also with the inclusive determination [38], though, we remind, we still
make use of preliminary lattice results for the FFs.

Since the values of $|V_{cb}|$ extracted from the differential rate in $w$ play a fundamental role in the alternative strategy explained above, we have implemented the following exercise to compare FNAL/MILC, JLQCD and FNAL/MILC+JLQCD data. Starting from Eqs. [24]-[25], the differential distribution is given by

$$\frac{1}{\kappa} \frac{d\Gamma}{dw}(w) = (m_B^2 + m_D^2 - 2m_Bm_Dw) \times (|H_0(w)|^2 + |H_+|^2 + |H_-|^2),$$

(39)

where

$$\kappa = \frac{G_F^2|V_{cb}|^2\alpha^2_{\text{EW}}m_{D^*}^2\sqrt{w^2 - 1}}{48\pi^3m_B}.$$

We have thus decided to plot the quantity on the r.h.s. of Eq. [39] in order to highlight the differences between the FNAL/MILC, the JLQCD and the FNAL/MILC+JLQCD input data. The results are shown in Fig. [11]. The largest differences between the orange points (FNAL/MILC) and the green squares (JLQCD) are present at small recoil, where both the sets of data are more precise since they come from direct computations on the lattice.

E. New estimate of $R(D^*)$ and of the polarization observables

In Table [IV] we report all the numerical results of the phenomenological application of the DM method for the $B \to D^*$ transition. We show separately the effects of the FNAL/MILC, the JLQCD and the FNAL/MILC+JLQCD input lattice data, together with the experimental measurements of each observable of interest, as we will explain in what follows.

The ratio $R(D^*)$ is a powerful test of the Lepton Flavour Universality (LFU), one of the pillars of the SM. Its definition is

$$R(D^*) = \frac{\Gamma(B \to D^*\tau\nu_\tau)}{\Gamma(B \to D^*\ell\nu)},$$

(40)

where $\ell$ is a light lepton, namely an electron or a muon. For more explicit formulæ in terms of the various FFs, see [50, 56]. In order to obtain new estimates of $R(D^*)$, we
FIG. 11. The quantity given by the r.h.s. of Eq. (39) determined by the DM method adopting FNAL/MILC (orange points), JLQCD (green squares) and FNAL/MILC+JLQCD (gray diamonds) input data. The location of latter ones has been slightly shifted to the right for a better reading. The region at the right of the dashed blue line is not accessible by LQCD computations, thus in this case the points result uniquely from the unitarity and the kinematical constraints on the FFs obtained within the DM method. The strongest tension between FNAL/MILC and JLQCD is present to the left of the dashed blue line, where direct LQCD computations of the FFs are available.

proceed as follows. We compute $N_{\text{boot}}$ values of $R(D^*)$ by using the bootstrap events of the FFs previously extracted. We then fit the histogram of these events with a normal
distribution, in order to obtain a final expectation value and a final uncertainty, see Fig.12, for a graphical representation of this procedure for both the FNAL/MILC and the JLQCD inputs. Our results are summarized in the first row of Table IV, together with the most recent average of the measurements of $R(D^*)$ [12]

$$R(D^*) = 0.295 \pm 0.011 \pm 0.008,$$  \hspace{1cm} (41)

where the first error is statistical and the second one systematic. The FNAL/MILC and the JLQCD results are in tension to each other at the $\sim 2.3\sigma$ level. Moreover, the difference between theory and experiment is large only in the JLQCD and in the FNAL/MILC+JLQCD cases, respectively with a $\sim 3.1\sigma$ and a $\sim 2.0\sigma$ tension. The FNAL/MILC estimate, instead, is compatible with the experimental data. We have also compared our values of $R(D^*)$ with the average of the theoretical estimates computed by HFLAV [12], which is based on [44, 50, 57] and reads

$$R(D^*) = 0.258 \pm 0.005.$$ \hspace{1cm} (42)

Since our bands of the FFs are not constrained by experimental data in the high-$z$ regime, the uncertainties of our results are larger than the one reported by HFLAV in [42]. While the FNAL/MILC and the FNAL/MILC+JLQCD estimates are compatible with HFLAV, the JLQCD one presents a $\sim 1.8\sigma$ tension with it.

|                | FNAL/MILC [26] | JLQCD [25] | FNAL/MILC+JLQCD | Experiments |
|----------------|----------------|------------|-----------------|-------------|
| $R(D^*)$       | 0.272 ± 0.010  | 0.224 ± 0.018 | 0.249 ± 0.019  | 0.295 ± 0.011 ± 0.008 [12] |
| $P_\tau(D^*)$  | $-0.52 \pm 0.01$ | $-0.47 \pm 0.03$ | $-0.50 \pm 0.03$ | $-0.38 \pm 0.51^{+0.21}_{-0.16}$ [18] |
| $F_L(D^*)$     | 0.43 ± 0.02    | 0.50 ± 0.04  | 0.46 ± 0.04    | 0.60 ± 0.08 ± 0.04 [58] |

TABLE IV. Summary of the extrapolated values of the anomaly $R(D^*)$, the $\tau$-polarization $P_\tau$ and the $D^*$ longitudinal polarization $F_L$ adopting respectively the FNAL/MILC, the JLQCD and the FNAL/MILC+JLQCD lattice data as inputs for the matrix method.
FIG. 12. The bins represent the PDFs of the bootstrap events respectively for $R(D^*)$ (top), $P_\tau$ (middle) and $F_L$ (bottom). The curves are the best Gaussian fits of the bootstraps themselves. Colour code: the solid orange (dotted green) bins and the solid blue (dotted red) curve result from the analysis with the FNAL/MILC (JLQCD) input data.
Since the specific blinding factor adopted by FNAL/MILC in Ref. [26] has a negligible impact on the evaluation of the ratio $R(D^*)$, we quote as our final estimate the weighted average of the results obtained using either FNAL/MILC or JLQCD lattice data, namely

$$R(D^*) = 0.261 \pm 0.020,$$

where a scale factor of $\simeq 2.3$ has been applied to get the final uncertainty.

There are other interesting observables that can be computed: the $\tau$-polarization $P_\tau$ and the $D^*$ longitudinal polarization $F_L$. All the necessary formulæ in terms of the various FFs can be read directly from [50, 56, 59]. For these two quantities, we follow the same procedure described for the $R(D^*)$ case. In Figs 12b-12c we show the distributions of the events and the relative Gaussian fits for both the FNAL/MILC and the JLQCD inputs. Our results are summarized in the second and in the third rows of Table IV together with the Belle measurements [18, 58]:

$$P_\tau(D^*)_{\text{exp}} = -0.38 \pm 0.51^{+0.21}_{-0.16},$$

$$F_L(D^*)_{\text{exp}} = 0.60 \pm 0.08 \pm 0.04.$$  

Other theoretical predictions can be found in [35, 37, 59]. For what concerns $P_\tau$, we see that all the theoretical results are compatible with the measurement (44). For $F_L$ the JLQCD and the FNAL/MILC+JLQCD cases are in agreement with the experiments, while we have a tension of $\sim 1.9\sigma$ for the FNAL/MILC one.

**IV. SEMILEPTONIC $B \rightarrow D$ DECAYS**

In this Section, we study semileptonic $B \rightarrow D$ decays. Our goal is to extract $|V_{cb}|$ and the ratio $R(D)$ through the DM method. The inputs are the FNAL/MILC data [24], summarized in the Table V. There exists another lattice computation performed by the HPQCD Collaboration [48]. The HPQCD values of the FFs are compatible with the FNAL/MILC results within larger uncertainties and, for this reason, they will not be considered in the following. As for the susceptibilities, we use the results of our non-perturbative lattice computation, see the last column of Table III.
A. Theoretical expression of the differential decay width

The hadronic matrix element reads

\[
\langle D(p_D) | V^\mu | B(p_B) \rangle = f^+ (q^2) \left( p_B^\mu + p_D^\mu - \frac{m_B^2 - m_D^2}{q^2} q^\mu \right) + f^0 (q^2) \frac{m_B^2 - m_D^2}{q^2} q^\mu,
\]

where

\[
f^0 (q^2) = \frac{q^2}{m_B^2 - m_D^2} f^- (q^2) + f^+ (q^2).
\]

and \(q^\mu = p_B^\mu - p_D^\mu\). The two FFs in Eq. (46) are constrained by the kinematical relation

\[
f^0 (0) = f^+ (0).
\]

A direct computation gives the final expression of the differential decay width

\[
\frac{d\Gamma}{dq^2} = \frac{G_F^2 |V_{cb}|^2 \eta_{EW}^2}{24\pi^3} \left( 1 - \frac{m_B^2}{q^2} \right)^2 \times \left[ |\bar{p}_D|^3 \left( 1 + \frac{m_D^2}{2q^2} \right) |f^+ (q^2)|^2 + m_B^2 |\bar{p}_D| \left( 1 - \frac{m_B^2}{m_D^2} \right)^2 \frac{3m_B^2}{8q^2} |f^0 (q^2)|^2 \right],
\]

where \(G_F\) is the Fermi constant, \(\bar{p}_D\) the 3-momentum of the \(D\) meson, \(i.e.\)

\[
|\bar{p}_D| = \left[ \left( \frac{m_B^2 + m_D^2 - q^2}{2m_B} \right)^2 - m_D^2 \right]^{1/2},
\]

\(TABLE V. Values of the LQCD computations of the FFs \(f_{+,0}(w)\) and their correlations as reported by FNAL/MILC Collaboration in [24].

| FNAL/MILC | Correlation Matrix |
|-----------|--------------------|
| \(f_+ (1)\) | 1.0941(104) 0.9674 0.8812 0.8290 0.8533 0.8032 |
| \(f_+ (1.08)\) | 1.0047(123) 0.8812 0.9523 0.7892 0.8900 0.9530 |
| \(f_+ (1.16)\) | 0.9026(072) 0.8290 0.8241 0.7892 1.0000 0.8682 |
| \(f_0 (1)\) | 0.8609(077) 0.8533 0.8992 0.8900 0.9650 1.0000 |
| \(f_0 (1.08)\) | 0.8254(094) 0.8032 0.8856 0.9530 0.9519 0.8682 |
| \(f_0 (1.16)\) | 0.9674 0.8812 0.9523 0.7892 0.8900 0.9530 1.0000 |

TABLE V. Values of the LQCD computations of the FFs \(f_{+,0}(w)\) and their correlations as reported by FNAL/MILC Collaboration in [24].
\( \eta_{EW} = 1 + \alpha \ln(M_Z/m_B)/\pi \simeq 1.0066 \) the leading electromagnetic correction and \( m_\ell \) the mass of the produced lepton. Since the Belle collaboration measured the differential decay width \( \Gamma \) for the production of an electron or a muon, one can neglect the mass of the lepton. Thus, the expression (49) simplifies to

\[
\frac{d\Gamma}{dq^2} \simeq \frac{G_F^2 |V_{cb}|^2 \eta_{EW}^2 |\vec{p}_D|^2 |f^+(q^2)|^2}{24\pi^3}.
\]

(51)

B. Application of the DM method to the description of the FFs

In order to write down the matrices (6) for \( f_{+,0}(z) \), we need the following kinematical functions

\[
\phi_+(z) = \frac{8r^2}{m_B} \sqrt{\frac{16}{3\pi}} \frac{(1+z)^2 \sqrt{1-z}}{[(1+r)(1-z)+2\sqrt{r}(1+z)]^5},
\]

(52)

\[
\phi_0(z) = r(1-r^2) \sqrt{\frac{16}{\pi}} \frac{(1-z^2) \sqrt{1-z}}{[(1+r)(1-z)+2\sqrt{r}(1+z)]^4},
\]

(53)

with \( r \equiv m_D/m_B \). Each of them is then modified according to Eq. (27) using the poles in Table III of [50]. The susceptibilities are those in the last column of Table III.

In Fig. 13 we show the bands of the FFs resulting from the DM method. In order to obtain these bands we used the sceptical approach: with the extraction of 100 values of \( r \) (common to both FFs), we are able to recover all the generated bootstraps, which then contribute to the final bands of the FFs. The extrapolation at \( z_{\text{max}} \) is crucial in order to analyse experimental data. The matrix description gives the result

\[
f(z_{\text{max}}) = 0.674 \pm 0.026,
\]

(54)

which is compatible with the LCSR estimate [51]

\[
f(z_{\text{max}})_{\text{LCSR}} = 0.65 \pm 0.08.
\]

We stress that the value (54) comes from a non-perturbative and model-independent approach. These two properties are important differences in comparison with the popular

---

\[4\] The distribution of the values of the sceptical parameter \( r \) turns out to be peaked around \( r = 1 \).
parametrizations present in the literature, like for example the BGL \cite{27,29} and the CLN \cite{30,31} ones. We use the results of this Section to obtain updated values of both $|V_{cb}|$ and $R(D)$.

C. New estimate of $|V_{cb}|$

In order to obtain an updated value of $|V_{cb}|$, we put together our description of the lattice FFs in the whole kinematical range and the experiments. Let us briefly describe the experimental state-of-the-art. The most recent measurement of the differential decay width $d\Gamma/dw$ has been performed at Belle \cite{60}. In Table II of this work, the authors report the results of the measurements, dividing the kinematical region into 10 bins in the recoil variable $w$. The correlation matrix of the systematic errors is also given.
We follow the procedure \cite{61}, that has been used for the extraction of $|V_{cd}|$ and $|V_{cs}|$ in the case of the semileptonic $D \to \pi \ell \nu$ and $D \to K \ell \nu$ decays. First of all, we re-express Eq. (51) as

$$|V_{cb}| = \sqrt{\frac{d\Gamma}{dq^2} \exp \times \frac{24\pi^3}{G_F^2 \eta_{EW}^2 |F_D^0|^3 \sigma^2(q^2)}},$$  \hspace{1cm} (55)$$

Then, we generate $N_{\text{boot}}$ bootstraps of the experimental differential decay width for every bin in $w$ through a multivariate Gaussian distribution and similarly we extract $N_{\text{boot}}$ bootstrap events for the FFs $f_{+,0}(w)$ for each of the bins $w_i (i = 1, \cdots, 10)$. The mean value and the covariance matrix of the distribution can be directly computed through our DM method. Finally, we compute $|V_{cb}|$ for each recoil bin through the expression (55).

Let us now fix a particular bin. In order to extract a mean value and uncertainty for $|V_{cb}|$, we fit the histogram of these events with a normal distribution and save the values of the corresponding marginalized parameters. We then combine the resulting 10 values of the CKM matrix element, one for each $w$ bin. The application of Eq. (28) gives us the following result for $|V_{cb}|$

$$|V_{cb}| \times 10^3 = 41.0 \pm 1.2. $$ \hspace{1cm} (56)$$

In Fig. 14 we show the 10 values of the CKM matrix element, one for each $w$ bin, and the final band corresponding to Eq. (56).

Let us now compare our value of $|V_{cb}|$ with the inclusive and the other exclusive estimates. Our estimate (56) results to be compatible with the inclusive one (38) at less than 1\sigma. For what concerns instead the other exclusive determinations ($B \to D \ell \nu$ only), some of the results present in literature are

$$|V_{cb}^{\text{incl}}| \times 10^3 = 40.49 \pm 0.97 \hspace{1cm} \text{(13)},$$

$$|V_{cb}^{\text{incl}}| \times 10^3 = 41.0 \pm 1.1 \hspace{1cm} \text{(14)},$$

$$|V_{cb}^{\text{incl}}| \times 10^3 = 40.1 \pm 1.0 \hspace{1cm} \text{(12)}. $$
FIG. 14. Values of the CKM matrix element $|V_{cb}|$ resulting from the combination of the sceptical matrix description of the FFs and the experimental data by Belle. The orange band represents the result of the weighted mean described in the text.

All these determinations are compatible with our result in Eq. (56).

In conclusion, while in the analyses of Refs. [42–44] the lattice and the experimental data are fitted all together in order to constrain the shape of the FFs, in this work the two sources of information are always kept separate. To be more precise, the LQCD computations are used in order to derive the allowed bands of the FFs, while the experimental measurements are considered only for the final determination of $|V_{cb}|$, avoiding in this way any possible bias of the experimental distribution on the theoretical predictions and hence on the extracted value of $|V_{cb}|$. This difference justifies the larger uncertainty of our estimate of $|V_{cb}|$ with respect to the other calculations.
D. New estimate of $R(D)$

The ratio $R(D)$ is defined as

$$R(D) \equiv \frac{\Gamma(B \rightarrow D\tau\nu_{\tau})}{\Gamma(B \rightarrow D\ell\nu)}.$$  \hspace{1cm} (57)

Since in the $B \rightarrow D$ case we have only two FFs to deal with, we can write the rather compact expression

$$R(D) = \int \frac{(m_B - m_D)^2 dq^2 |\tilde{p}_D|^3 f_2^2(q^2)}{2} \left[1 + \frac{m^2_B}{2q^2} + \frac{m^2_D}{|\vec{p}_D|^2} \left(1 - \frac{m^2_D}{m^2_B}\right)^2 \frac{3m^2_B f_1^2(q^2)}{8q^2 f_2^2(q^2)} \right] \int_0^{(m_B - m_D)^2} dq^2 |\tilde{p}_D|^3 f_2^2(q^2),$$  \hspace{1cm} (58)

where $m_{\tau}$ is the mass of the $\tau$ lepton and we have considered the electron and the muon as massless.

In order to obtain a new estimate of $R(D)$ through the matrix description of the FFs, we proceed as for $R(D^*)$. Using the bootstrap events for the FFs extracted as explained before, we compute $N_{\text{boot}}$ values of the ratio $R(D)$, and fit the histogram of these events with a normal distribution, in order to obtain the expectation value and the uncertainty, as in Fig. 15. Our prediction is

$$R(D) = 0.296 \pm 0.008.$$  

We compare our estimate of $R(D)$ with the average of the theoretical estimates computed by HFLAV \cite{12}, based on \cite{43 44 57}

$$R(D) = 0.299 \pm 0.003.$$  

The two results are compatible to each other. Note that our uncertainty is larger than the one by HFLAV, since in \cite{43 44 57} the authors used experimental data to constrain the FFs. We then compare our estimate with the most recent average of the measurements \cite{12}

$$R(D) = 0.340 \pm 0.027 \pm 0.013,$$

where the first error statistical is and the second one systematic. Hence, we have a $\sim 1.4\sigma$ tension between the theoretical and the experimental determinations of this quantity.
FIG. 15. The orange bins represent the PDF of the bootstrap events for $R(D)$. The dashed blue curve is the best Gaussian fit of the bootstraps themselves.

V. CONCLUSION

In this paper we have re-analysed the lattice and the experimental data concerning $B \to D^{(*)}\ell\nu$ decays. We have shed a new light onto the two phenomenological problems that at present affect these processes, i.e. the $|V_{cb}|$ puzzle and the anomalies $R(D^{(*)})$. The most original contribution of our analysis is the new approach to the description of the FFs, namely the application of non-perturbative and model-independent matrix method described in [40] and applied in the present analysis to semileptonic $B \to D^{(*)}$ decays. For our numerical study, we used the non-perturbative values of the susceptibilities, computed on the lattice, as discussed in all details in [41].

The lattice data used for the $B \to D^*\ell\nu$ decays are the preliminary unblinded data by the JLQCD Collaboration [25] and the preliminary blinded ones by the FNAL/MILC Collaboration [26]. However, our interest for these decays is mainly methodological,
namely we want to apply a new method to study the $B \rightarrow D^{(*)}\ell\nu$ transitions, having in mind that the whole analysis has to be repeated once the final calculations for the FFs and their correlations will be available. Our approach has highlighted a problem related to the experimental correlation matrix of the data of Ref. [10], which we discussed in detail in Section III D, while confirming previous results for the $B \rightarrow D\ell\nu$ transitions.

Our final results for $|V_{cb}|$ can be summarized as

- for the $B \rightarrow D$ case using the final FNAL/MILC [24] lattice data
  
  \[|V_{cb}| \times 10^3 = 41.0 \pm 1.2\]

- for the $B \rightarrow D^*$ case using the preliminary JLQCD [25] lattice data
  
  \[|V_{cb}| \times 10^3 = 40.4 \pm 1.8\]

They are compatible with each other and lower than, but still consistent with the inclusive determination $|V_{cb}|_{incl} = (42.00 \pm 0.65) \cdot 10^{-3}$ [3, 42] at the 1σ level. In the $B \rightarrow D$ case the uncertainty of our result is comparable with those obtained in literature using experimental data to constrain the shape of the FFs (see Refs. [42–44]), while for $B \rightarrow D^*$ it is greater, but nevertheless still remarkably good (see Refs. [35, 37, 42]).

Furthermore, using the final FNAL/MILC [24] lattice results for the $B \rightarrow D$ case and the preliminary JLQCD [25] and FNAL/MILC [26] lattice data for the $B \rightarrow D^*$ case we have obtained the following pure theoretical estimates of the ratios $R(D^{(*)})$:

\[R(D) = 0.296 \pm 0.008, \quad R(D^*) = 0.261 \pm 0.020,\]

which differ by $\sim 1.4 \sigma$ from the latest experimental determinations [12].

It is important to state that the dispersion matrix method can be applied to whatever semileptonic process. In particular, it will be interesting to take into consideration the exclusive semileptonic decays of $B_s$ mesons, namely $B^0_s \rightarrow D^- \mu^+\nu_\mu$ and $B^0_s \rightarrow D^+_s \mu^-\nu_\mu$ [62, 63], which have been recently measured at LHCb and give larger values for $|V_{cb}|$.

Finally, the same approach can be extended also to the baryons, i.e. $\Lambda_b \rightarrow \Lambda_c\ell\nu$, and to the $b \rightarrow u$ transitions, first of all $B \rightarrow \pi\ell\nu$, with the aim of determining $|V_{ub}|$.  
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Appendix A: A way to combine LQCD computations and to determine the final estimate of $|V_{cb}|$ for $B \to D^*$ decays

Let us focus only on the $B \to D^*\ell\nu$ decays. In order to combine the FNAL/MILC and the JLQCD lattice values of the FFs and to obtain a final result for $|V_{cb}|$, given the various estimates for each of the $\{w, \cos \theta_1, \cos \theta_\nu, \chi\}$ variables, we have used the following strategy [64]. Let us assume that we have $N$ determinations of a physical quantity $x$, each of them with mean value $x_k$ and uncertainty $\sigma_k$ ($k = 1, \cdots, N$). Our goal is to combine them in a final estimate. By assigning the same weight to the $N$ values, we have that

$$\mu_x = \frac{1}{N} \sum_{k=1}^{N} x_k, \quad (A1)$$

$$\sigma_x^2 = \frac{1}{N} \sum_{k=1}^{N} \sigma_k^2 + \frac{1}{N} \sum_{k=1}^{N} (x_k - \mu_x)^2. \quad (A2)$$

As explained in the central text, Eq. (A2) gives a large value of the uncertainty whenever the $x_k$ are very different to each other because of the second term in its r.h.s.

Appendix B: Correlation matrix of LQCD data for semileptonic $B \to D^*$ decays

In Table VI we present the correlation matrix that we have used for our study of the semileptonic $B \to D^*$ transitions. Our assumption is to consider a high correlation
between the values of the same FF computed at the three different recoils while we assume zero correlation between the values of the different FFs.

\[
\begin{array}{cccccccccc}
  h_V(w_1) & 1. & 0.9 & 0.8 & 0. & 0. & 0. & 0. & 0. & 0. \\
  h_V(w_2) & 0.9 & 1. & 0.9 & 0. & 0. & 0. & 0. & 0. & 0. \\
  h_V(w_3) & 0.8 & 0.9 & 1. & 0. & 0. & 0. & 0. & 0. & 0. \\
  h_A_1(w_1) & 0. & 0. & 0. & 1. & 0.9 & 0.8 & 0. & 0. & 0. \\
  h_A_1(w_2) & 0. & 0. & 0. & 0.9 & 1. & 0.9 & 0. & 0. & 0. \\
  h_A_1(w_3) & 0. & 0. & 0. & 0.8 & 0.9 & 1. & 0. & 0. & 0. \\
  h_A_2(w_1) & 0. & 0. & 0. & 0. & 0. & 1. & 0.9 & 0.8 & 0. \\
  h_A_2(w_2) & 0. & 0. & 0. & 0. & 0. & 0.9 & 1. & 0.9 & 0. \\
  h_A_2(w_3) & 0. & 0. & 0. & 0. & 0. & 0.8 & 0.9 & 1. & 0. \\
  h_A_3(w_1) & 0. & 0. & 0. & 0. & 0. & 0. & 0. & 0. & 1. \\
  h_A_3(w_2) & 0. & 0. & 0. & 0. & 0. & 0. & 0. & 0.9 & 1. \\
  h_A_3(w_3) & 0. & 0. & 0. & 0. & 0. & 0. & 0.8 & 0.9 & 1.
\end{array}
\]

TABLE VI. Correlation matrix adopted for FNAL/MILC and JLQCD lattice data in our study.
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