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Abstract

The growing number of applications of Reinforcement Learning (RL) in real-world domains has led to the development of privacy-preserving techniques due to the inherently sensitive nature of data. Most existing works focus on differential privacy, in which information is revealed in the clear to an agent whose learned model should be robust against information leakage to malicious third parties. Motivated by use cases in which only encrypted data might be shared, such as information from sensitive sites, in this work we consider scenarios in which the inputs themselves are sensitive and cannot be revealed. We develop a simple extension to the MDP framework which provides for the encryption of states. We present a preliminary, experimental study of how a DQN agent trained on encrypted states performs in environments with discrete and continuous state spaces. Our results highlight that the agent is still capable of learning in small state spaces even in presence of non-deterministic encryption, but performance collapses in more complex environments.

1 Introduction

Reinforcement Learning (RL) is a generic, reward-driven paradigm for learning complex behavioral policies through experience [1]. Certain real-world domains in which it has found success, such as healthcare [2], come with desiderata regarding the privacy of users due to the sensitivity of the data provided to the learning agent. Recent work adopts the differential privacy criterion [3], injecting noise in order to protect quantities of interest from information leakage. These include work on policy evaluation [4], Q-learning with function approximation [5], learning a differentially private critic for transfer learning [6], and devising algorithms for the tabular case with PAC and regret guarantees [7]. Such work focuses on the use cases in which data can be revealed in the clear to the agent during the training phase, but must be protected from leakage to malicious third parties (e.g., via probing [8]) once the policy is deployed.

In certain cases, however, operating on encrypted training data is desirable. One of the motivating examples of this work is that of control systems for which RL methods are attractive when dealing with nonlinear and stochastic dynamics [9]. In the case of industrial systems (e.g., manufacturing sites) and critical infrastructure (e.g., power plants) which are increasingly remotely controlled [10], sensitive information such as their layout and internal characteristics can be kept confidential through encryption. In recent years, Homomorphic Encryption (HE) schemes that allow for meaningful operations on ciphertexts [11–15] have led to the development of linear [16] and deep neural network [17, 18] classifiers in the supervised learning setting. However, to the best of our knowledge, there has not been work in RL that operates directly on ciphertexts, limiting applicability in such scenarios.

While not directly comparable to cryptographic operations, there have been experimental studies that showed that sufficiently deep neural networks are able to easily fit image data in which pixels...
Figure 1: Illustration of the extended MDP formulation, in which states are processed and encrypted prior to being fed to the agent.

are shuffled or even completely replaced with noise [19]. In the RL setting, works that use data augmentation [20][21], random convolutional networks to output randomized feature maps [22], or regularization of the Q-function in conjunction with randomly shifting the input image [23] have all shown gains over standard algorithms. Furthermore, a concurrent work that studies shuffling inputs [24] shows that this approach brings improvements in policy robustness. These results raise interesting questions around the possibility of applying RL on encrypted data.

In this paper, we present an initial exploratory study of applying RL algorithms directly on ciphertexts. We contribute a simple extension to the MDP framework and DQN algorithm that provides the learning agent with encrypted state information. We perform an empirical study of various encryption schemes in two distinct environments, with states and actions that are discrete and continuous respectively. We explore the agents’ abilities to learn in these settings and we analyze several design and implementation aspects, such as the choice of encryption scheme, as well as key length and padding in the case of block cipher modes. We identify scenarios in which a solution based on encryption achieves comparable results to using plaintext training data. Finally, we discuss the inherent challenges and opportunities of using these techniques in more complex environments.

2 Approach

Our extended MDP formulation, illustrated in Figure 1 consists of four main components: the environment with which the agent interacts, a state processing step, which applies an environment-dependent processing function (or compositions of functions) $\phi(S_t)$ to the state $S_t$ at time $t$; an encryption step with a given encryption primitive $\text{Enc}(\cdot)$; and an agent that receives the transformed and encrypted states $\text{Enc}(\phi(S_t))$ as well as the plaintext reward $R_t$. For example, in our experiments, in the processing steps, we applied functions for resizing state images, adding padding for block ciphers, and performing other pre-processing operations.

Learning algorithm. We opt for extending the DQN [25] algorithm over policy gradient methods due to its sample efficiency. Specifically, we include an additional layer of state manipulation that preprocesses and encrypts the state. In this way, the original information provided in the state is modified so that it is not accessible to the agent and any third party that may be able to intercept communications via this channel, which is considered insecure by default. The states are stored in the replay memory in the encrypted version and are randomly sampled to perform the updates of the neural network using the Q-targets.

Encryption primitives. We consider several encryption primitives $\text{Enc}(\cdot)$. In terms of block ciphers, we opt for AES [26] in ECB mode and CBC mode (noting that the former is cryptographically insecure exhibiting deterministic properties). For these ciphers, plaintexts need to be padded such that they become a multiple of the block size. We also consider the CKKS [27] homomorphic encryption scheme, widely used in machine learning applications. As baselines, we also include a no-op primitive that outputs the plaintext as well as a deterministic shuffling of the pixels of the state for environments with image inputs, which applies a consistent permutation to the pixels of an image.

3 Experimental Setup

We assess the ability of our agent to learn on encrypted data by conducting two case studies on OpenAI Gym [28] environments: MiniGrid [29], a discrete navigation task, and LunarLander, a continuous control task. We implement the extended MDP framework and DQN algorithm outlined in the
previous section, and train an RL agent multiple times over states encrypted with different encryption schemes and compare the results at the end of the training run. The training is repeated across 10 different seeds for statistical validity. The homomorphic encryption functions are implemented in Pythecryptography, while for block ciphers we use the pyca/cryptography module.

**MiniGrid.** In the first case study, the environments chosen for the experiments are the empty room scenarios from the MiniGrid collection, both in the fixed starting state and random starting state variants. We consider the $5 \times 5$, $6 \times 6$, $8 \times 8$ and $16 \times 16$ grid sizes. The observations are $(H \times W \times 3)$ RGB images of the room, which are then processed by the preprocessing function $\phi(\cdot)$ via a resizing of the image to 1 pixel per tile, a greyscale conversion and the cropping of outer walls. The direction of the agent, which is lost during resizing, is then re-established by remapping the pixel corresponding to the agent to one of four predetermined pixel intensities. The Q-network is parametrized by a Convolutional Neural Network (CNN). For block ciphers, the images also need to be padded before the encryption step. We consider two padding schemes: custom and the PKCS#7 standard. The first approach pads the images by adding rows and columns, enough to reach a multiple of the block size, of pixels with a specific intensity. This approach allows to maintain the spatial distribution of the pixels when the ciphertexts are passed to the CNN and the bytes are reassembled in a matrix-like configuration for the forward pass in the neural network. PKCS#7 adds $k - (l|k|)$ bytes at the trailing end of the plaintext (where $l$ is the length of the input message, and $k$ is the block size), resulting in an additional layer of pixel scrambling when a bidimensional input is reassembled from the ciphertext.

**LunarLander.** The second case study was conducted on LunarLander, a continuous control task, in which observations are 8-dimensional arrays indicating positional information. Since directly encrypting these values would result in far too many possible ciphertexts, the preprocessing function $\phi(S_t)$ consists in the discretization of the continuous parts of the state in 256 bins – which serves as a compromise between granularity and feasibility of working with encrypted states. The encryption functions over which the agent is trained are the same of the previous case study except for the deterministic shuffling, which would only rearrange the variables of the array. The padding technique considered is PKCS#7, and the Q-function is parametrized by an MLP.
4 Results

Overhead of encryption step. Since the protocol behind training an RL algorithm involves constant interaction with the environment, we conduct a preliminary experiment in order to quantify the overhead introduced by the encryption part of the state processing pipeline. We measure the elapsed wall clock time taken by various schemes to encrypt a single state in the MiniGrid environments, repeating this measurement 1000 times. Results are shown in Figure 3. We find that block ciphers introduce a negligible overhead compared to a simple shuffling. In contrast, performing a HE step is two to three orders of magnitude slower, rising with the state size. We conclude that the time complexity of current HE techniques, coupled with the sample complexity of current RL algorithms, make this approach unfeasible. Therefore, we do not consider HE techniques in subsequent experiments.

MiniGrid performance. Figure 2 shows the comparison of the results across different encryption schemes and environment sizes, using a key length of 32 bytes and the custom padding scheme. Our results highlight that the agent is able to converge to an optimal solution in the plaintext case, the deterministic shuffle case, and the AES in ECB mode case in both the fixed starting state and random starting state scenarios, due to the deterministic nature of the transformations. Interestingly, applying AES with ECB leads to a gain in performance in all settings tested. However, for the AES in CBC mode case, despite not being able to reach an optimal solution, the agent is still capable of outperforming the random baseline, which is more apparent as environment size increases.

Impact of padding and key length. Table 1 shows the average reward at convergence in the fixed starting state environments using variable key lengths for the block cipher: 32, 24, and 16 bytes respectively. As reported, the key size does not induce a significant difference, most likely due to the small size of the state space. While a bigger key increments the space of possible ciphertexts, the possible amount of states is bounded by the small dimensions of the environments and of the images. The two padding techniques taken into consideration do not lead to a statistically significant difference in results.

LunarLander performance. Figure 4 shows the training performance of the agent with this setup. In the plaintext case, we observe an initial learning period, followed by a drastic divergence. No learning appears to take place and the performance is progressively worse. We hypothesize that, while for the discrete action environments “memorizing” the optimal path is easy, for continuous action space environments even small variations in outputs may quickly lead the agent to unexplored parts of the state space. It is worth noting that, even with the binning used, the state space has a size of $2^{64}$.

5 Conclusions

In this work, we have presented an exploratory study to assess the feasibility of applying RL on encrypted data. We have introduced a simple extension to the MDP framework and the DQN algorithm, and presented two case studies which assessed the impact of various encryption schemes on the agents’ learnability. Firstly, our findings suggest that applying HE in conjunction with RL is unrealistic on commodity hardware, while block ciphers introduce a small overhead. Secondly, for small state spaces and discrete actions, deterministic transformations perform on par with a plaintext agent and, quite surprisingly, a non-deterministic transformation (AES+CBC) outperforms randomly chosen actions significantly. Finally, the generalization capabilities suffer as the state space becomes large and control signals continuous, a regime in which none of the approaches succeeded.
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