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Abstract—Deep neural networks (DNNs) are playing key roles in various artificial intelligence applications such as image classification and object recognition. However, a growing number of studies have shown that there exist adversarial examples in DNNs, which are almost imperceptibly different from original samples, but can greatly change the network output. Existing white-box attack algorithms can generate powerful adversarial examples. Nevertheless, most of the algorithms concentrate on how to iteratively make the best use of gradients to improve adversarial performance. In contrast, in this paper, we focus on the properties of the widely-used ReLU activation function, and discover that there exist two phenomena (i.e., wrong blocking and over transmission) misleading the calculation of gradients in ReLU during the backpropagation. Both issues enlarge the difference between the predicted changes of the loss function from gradient and corresponding actual changes, and mislead the gradients which results in larger perturbations. Therefore, we propose a universal adversarial example generation method, called ADV-ReLU, to enhance the performance of gradient based white-box attack algorithms. During the backpropagation of the network, our approach calculates the gradient of the loss function versus network input, maps the values to scores, and selects a part of them to update the misleading gradients. Comprehensive experimental results on ImageNet demonstrate that our ADV-ReLU can be easily integrated into many state-of-the-art gradient-based white-box attack algorithms, as well as transferred to black-box attack attackers, to further decrease perturbations in the $\ell_2$-norm.

Index Terms—Adversarial examples, white-box attacks, deep neural networks, gradient.

I. INTRODUCTION

As an important branch in artificial intelligence, deep neural networks have made remarkable achievements in various fields. However, a deep neural network usually contains deep structure, complex learning parameters and massive training data, which makes it difficult for human to intuitively understand. With the discovery of adversarial examples in image classification networks [1], [2], researchers are increasingly concerned about how to generate adversarial examples efficiently [3]–[5], improve the transferability of adversarial examples [6]–[9], promote the robustness of the network [2], [3], [10]–[12], and explain the existence of adversarial examples [13] in deep neural networks.

In the methods of generating adversarial examples, according to the known information of the target network, they can be divided into two categories [12], [14], [15]: white-box attacks and black-box attacks. The difference between them is that white-box attackers know more information in the target network structure than black-box ones. For example, in the white-box attacks, the attacker can access the gradients, structures, parameters and even training data of the target network, while in the black-box attacks, the attacker does not have any knowledge about the target network. Compared with black-box attacks, white-box attacks can generate smaller perturbation and generally take less time than black-box attacks. And the white-box attacks are often used to generate adversarial training samples for adversarial training or to thoroughly evaluate the robustness of the network. Therefore, this paper focuses on improvement schemes for white-box attacks.

For the white-box attacks, one of the major categories are the gradient-based attack methods. They usually construct a loss function that can cause the improvement of the perturbation attacking ability and decreasing of the perturbation magnitude, then optimizes the loss function through gradients to generate adversarial examples, such as L-BFGS [1] and C&W [4]. To generate adversarial examples under multiple constraints, L-BFGS proposes a box constrained L-BFGS to solve them approximatively. In C&W, [4] improves L-BFGS by inputting field mapping, changing loss function and using adaptive parameter search. Although it takes much time to search parameters adaptively, the algorithm can further reduce
perturbations to increase the robustness of the network after adversarial training. There are also a series of Fast Gradient Sign Method (FGSM) algorithms. Goodfellow et al. first proposed the FGSM algorithm. The FGSM algorithm takes a sign function to the gradient which is the network loss function versus input data, then multiplies the resulting value with a fixed coefficient to obtain the final noise. Thus, the algorithm can effectively control the noise level in the $\ell_\infty$ norm by controlling the coefficient. In order to improve the effect and reduce the perturbation, Kurakin et al. proposed the I-FGSM algorithm. Compared with FGSM, this algorithm adopted a better iterative optimizer to generate adversarial examples. In this way, I-FGSM finds much smaller perturbations than FGSM. Moreover, MI-FGSM and vr-IGSM have also been presented. They gain effective transferability of perturbations by smoothing the iteration process during the generation of adversarial examples.

However, in the white-box attack case, all of the above algorithms require the gradient of the target network, and they ignore the role played by the activation function during back propagation to accumulate gradient, and fail to optimize the gradient itself. During the analysis of gradient-based white-box attack algorithms, there is one issue, which can be easily ignored is that these powerful white-box attack algorithms focus on how to make better use of gradients to search adversarial examples, while ignoring the process of how deep networks attain the gradient of the loss function. We find a fact that there exist two phenomena, which mislead the calculation of gradients during back propagation passing through the ReLU function, that are named as “wrong blocking” and “over-transmission”, respectively. These two phenomena indicate that, during the backpropagation, ReLU wrongly blocks and overly transmits gradient messages on some neurons. The two defects from the ReLU derivation processes mislead the backpropagation process, enlarge the difference between the expectation of gradient and the actual change as shown in Fig. 1 and thus lower the quality of generated adversarial examples.

To address these two issues, we propose a general universal adversarial example generation method, called ADV-ReLU, that can be wildly used in existing gradient-based white-box attack algorithms and improve their effectiveness. In our framework, the attack algorithm can be mainly divided into two parts: ADV-ReLU-B (block) for improving the “wrong blocking” and ADV-ReLU-T (transmit) for alleviating the “over-transmission”, respectively. The key idea of ADV-ReLU-B is that, during the derivation process of ReLU, the elements in its input feature maps are sorted according to the severity of “wrong blocking”, then select a small part from these ranked elements as the most needed continue backpropagation elements, at which we modify the derivative rule of ReLU to renew the gradients. Similarly, ADV-ReLU-T sorts the elements of RELU’s input feature maps by the severity of “over-transmission”, then selects a small number of most “over transmission” elements and stop them propagating. Finally, we combine the two algorithms to obtain ADV-ReLU, which can prevent ReLU from both “wrong blocking” and “over transmission”. Our ADV-ReLU algorithm can easily be integrated with various existing gradient-based white-box attack algorithms, and thus resulting white-box attack algorithms can take the advantage of more accurate gradients to further increase the attack capability. Therefore, we can utilize the proposed more powerful attack algorithm to obtain more robust deep networks for various real-world applications.

Our main contributions are summarized as follows:

1) During the backpropagation process in deep neural networks, we find two defects that are ignored by conventional works, when passing by the widely used ReLU activation function. That is, “wrong blocking” and “over transmission” cause a misleading to the gradient computation, and decrease consistency between the expectation of gradients and the actual change.

2) We propose a universal adversarial example generation framework (ADV-ReLU) for gradient-based white-box attack algorithms. This framework can address the issues of “wrong blocking” and “over transmission”, and it can be easily integrated into gradient-based white-box attack algorithms for further improving their performance.

3) We conduct extensive experiments on ImageNet, demonstrating that, under many powerful white-box attacks, our framework obtains smaller $\ell_2$ norm perturbations in the attack results. Moreover, we also indicate the strategies to improve the robustness of networks by adversarial training.

The rest of this paper is organized as follows. In Section II, the background of gradient-based attacks is briefly introduced. Section III presents our general universal adversarial example generation method. Section IV shows the experimental results and analysis. In Section V, we conclude our work.

II. BACKGROUND

In this section, we introduce some related work about adversarial example methods.

We describe the process of non-targeted generating adversarial examples for image classification as follows:

$$\min_{x'} \|x' - x\|_p \quad \text{s.t., } f(x') \neq f(x) \quad (1)$$

where $x$ denotes the original input data, and $x'$ is an adversarial example. Note that $\|\cdot\|_p : \mathbb{R}^n \rightarrow \mathbb{R}$ represents the $\ell_p$-norm, where usually $p = 0, 1, 2$ or $\infty$, which is used to evaluate the distance between input and adversarial samples. $f(\cdot) : \mathbb{R}^n \rightarrow \mathbb{N}$ denotes the deep neural network for classification, which directly outputs the image categories. In addition, $l = f(x)$ is the original category of sample $x$, which also means the network can classify it correctly. $x' \in [0, 1]$ indicates that the pixel value of the generated adversarial example still belongs to the predetermined image range (i.e., an integer in range of $[0, 255]$). In order to achieve the purpose of misclassifying the image (i.e., $f(x') \neq f(x)$), some adversarial attack algorithms construct a loss function $J_f(x)$ to evaluate the degree of misclassification of the network, then optimize $J_f(x)$ by changing input data $x$. During the process of $x \rightarrow x'$, when
\(f(x')\) is not equal to \(f(x)\), we can judge that the adversarial example is generated successfully.

In a white-box attack, the attackers can easily obtain the model architectures and weights, and calculate the gradient from the input data versus the loss function: \(\nabla J_f(x)\), to optimize the loss function. In contrast, the black-box attack can not access the model parameters. Next, we briefly introduce several white-box and black-box attack algorithms.

### A. Fast Gradient Sign Method (FGSM)

The Fast Gradient Sign Method (FGSM) proposed in \(2\) generally sets the loss function as cross entropy on which the target network is trained, and then increases the perturbation in the direction that one-step toward the sign function of the loss function gradient, so that the algorithm can easily control the perturbation magnitude in the \(\ell_\infty\)-norm.

\[
x' = x + \alpha \cdot \text{sign}(\nabla J_f(x)). \tag{2}
\]

### B. Iterative FGSM (I-FGSM)

In \(3\), the iterative FGSM (I-FGSM) was proposed. Obviously, in the neighborhood of the input data \(x\), the gradient of the loss function is constantly changing. Moreover, I-FGSM can change the direction of the generated perturbation according to the current optimal gradient at each iteration, thus generating a simple but very powerful adversarial attack.

\[
x_{k+1} = \text{Clip}_{x,\varepsilon}\{x_k + \alpha \cdot \text{sign}(\nabla J_f(x))\} \tag{3}
\]

where Clip denotes a clipping function, and \(\text{Clip}_{x,\varepsilon}\) means that the obtained adversarial example is re-mapped back into the norm constraint \(\varepsilon\), so as to control the size of the final perturbation.

### C. Curls & Whey

The Curls&Whey method \(9\) is a black-box attack, and can be divided into two parts, Curls iteration and Whey optimization. The ordinary I-FGSM optimizing path can be regarded as a single gradient ascent path on cross entropy. However, during the Curls iteration process, we add an additional path which is first gradient descent, then ascent, and finally select the smallest perturbation among the two paths. In this way, because of the increasing of diversity of generating path, this method greatly improves the success rate for the adversarial example transferred to other networks. In addition, in the part of Whey optimization, Curls&Whey further “squizzes” the adversarial examples as close as possible to the classification boundary, reducing the excessive perturbation.

Moreover, since the black-box attacks can not access the model parameters of the attacked network, the substitute model is proposed to study the transferability \(16\) of the white-box attacks. That is, the attacker uses the white-box algorithms with the parameters, e.g., the gradient from a substitute model to attack the target networks.

Several works try to explain why adversarial examples exist. For example, \(2\) regards the appearance of adversarial as the linearization across the networks. And according to a series of experiments of adversarial attacks to robust or non-robust networks, \(13\) interprets adversarial examples as the human-imperceptible features, which are benefit to facilitating the classification correctly during the normal training for a network. Different from the above works, we focus on the backpropagation process and the role of the activation function in a neural network.

### III. Methodology

In this section, we elaborate our framework, ADV-ReLU, based on gradient in details. The main idea of this method is that by changing the derivation of ReLU during the backward propagation of the deep neural networks, we can alleviate two misleading phenomena to obtain the gradient with higher guiding significance, therefore, promoting the performance of attack algorithms. Since our algorithm is based on the backward propagation, it can be embedded in other gradient-based white-box attacks. In this section, we first analyze the backward process during generating adversarial examples to discover two unreasonable aspects at the derivation of the ReLU function. We then propose two algorithms: ADV-ReLU-B and ADV-ReLU-T to alleviate the two defects, respectively. Finally, we integrate these algorithms into ADV-ReLU, and show its property.

#### A. Drawbacks of backpropagation with ReLU

During the generation of an adversarial example \(x'\), the calculation process of a loss function \(J(x')\) in deep neural networks with the ReLU activation function can be usually formulated as follows:

\[
J(x') = \text{loss}(f(x'), \text{label}) \tag{4}
\]

where \(\text{loss}()\) denotes the common loss function such as cross-entropy, and \(f()\) represents a deep neural network with \(L \in \mathbb{Z}\) layers, which outputs the prediction of input \(x'\). \(\sigma()\) is an activation function and its input is \(x'\), which is a network feature map at the \(k\)-th layer, where \(k \in [2, L]\). Note that for convenience, the activation function of all the layers is denoted by \(\sigma()\). In fact, the last layer usually uses the softmax function, and the remaining ones use the ReLU activation function. Therefore, the derivative path of the loss \(J(x')\) versus input \(x'\) only passing through the ReLU can be represented as:

\[
\frac{\partial J(x')}{\partial x'} = \frac{\partial J(x')}{\partial \sigma(x'_L)} \frac{\partial \sigma(x'_L)}{\partial x'_{L-1}} \cdots \frac{\partial \sigma(x'_i)}{\partial x'_{i-1}}. \tag{5}
\]

In most cases, we can simply convert a minimizing problem into an equivalent negative maximizing one. Suppose that we should optimize \(x'\) in the direction of increase the loss function \(J(x')\), which equals to \(\max J(x')\). The expression \(x'_{k,i}\) denotes the \(i\)-th element of the feature map \(x'_k\), where \(i \in [1, M_k]\), and \(M_k\) is the number of the elements in \(x'_k\).

As shown in Fig. \(2\) the two drawbacks from the ReLU derivation processes are listed as follows.

- When \(\frac{\partial J(x')}{\partial \sigma(x'_{k,i})} > 0\) and is relatively large, and \(x'_{k,i} \leq 0\) and is very close to 0, as shown in Fig.\(2\)a], the increasing of \(x'_{k,i}\) plays a major role for \(\max J(x')\) because of the
In order to alleviate or even eliminate the issue of “wrong blocking”, we should not simply change ReLU into other activation functions maintaining continuous derivation, such as ELU [17] and Leaky-ReLU [18]. The reason is that this will produce lots of gradients mismatching the original gradients, thereby extremely perturbing the backward process. One appropriate solution is only to choose a small number of valuable elements blocked by “wrong blocking”, then change the derivative rule at these elements to let them pass the gradient information successfully. In this way, we can not only avoid excessive perturbation to normal backward for changing the derivative of ReLU, but also hold the important backward gradient information successfully. In this way, we can not only reset the gradients of these elements so that improve the condition of \( \frac{\partial J(x')}{\partial \sigma(x'_{k,i})} \). However, due to the property of the derivative of ReLU that \( x'_{k,i} < 0 \rightarrow \frac{\partial J(x')}{\partial \sigma(x'_{k,i})} = 0 \rightarrow \frac{\partial \sigma(x'_{k,i})}{\partial x'_{k,i}} = 0 \), it results in the wrongly block in the backpropagation chain passing by ReLU, so that it blocks valuable information. We call this phenomenon as “wrong blocking”.

- When \( \frac{\partial J(x')}{\partial \sigma(x'_{k,i})} < 0 \) is relatively small, and \( x'_{k,i} > 0 \) and is very close to 0, as shown in Fig. 2(b), \( x'_{k,i} > 0 \rightarrow \frac{\partial \sigma(x'_{k,i})}{\partial x'_{k,i}} = 1 \). Suppose we are to significantly decrease \( x'_{k,i} \) according to the inherited gradient \( \frac{\partial J(x')}{\partial \sigma(x'_{k,i})} \) with large magnitude, then \( x'_{k} \) soon will move toward the negative axis redundantly to stop backpropagation for \( x_k \) is so close to 0. The gradient is overly transferred, and we call this drawback as “over transmission”.

**B. Improvement for “wrong blocking”**

In order to alleviate or even eliminate the issue of “wrong blocking”, we should not simply change ReLU into other activation functions maintaining continuous derivation, such as ELU [17] and Leaky-ReLU [18]. The reason is that this will produce lots of gradients mismatching the original gradients, thereby extremely perturbing the backward process. One appropriate solution is only to choose a small number of valuable elements blocked by “wrong blocking”, then change the derivative rule at these elements to let them pass the gradient information successfully. In this way, we can not only avoid excessive perturbation to normal backward for changing the derivative of ReLU, but also hold the important backward route unblocked to gain more precise gradient information. To satisfy these conditions, we propose a new rank-based algorithm to improve this defect, and name it as ADV-ReLU-B, as listed in Algorithm 1.

In fact, our modified ReLU activation function used in Algorithm 1 does not change the property of forward process, while it changes the process of backward slightly (i.e., a small sort rate \( 0 < s < 1 \) controls the proportion of selecting).

![Diagram of “wrong blocking” and “over transmission”](image)

**Algorithm 1 ADV-ReLU-B**

**Input:** Input feature maps \( u \) for ReLU, inherited gradient \( g_b = \frac{\partial J(u)}{\partial u} \), sort rate \( s \), and a constant \( c \).

**Output:** Modified gradient \( g = \frac{\partial J(u)}{\partial u} \).

1: Select and obtain the set \( I_B = \{i|u[i] \leq 0, g_b[i] > 0\} \);
2: Calculate the set \( V = \{c \cdot u[i] + g_b[i]|i \in I_B\}; \quad // V collects the values of backpropagation of the \( I_B \) elements
3: Sort \( V \) in a descending order;
4: Select \( \lfloor s \cdot |V| \rfloor \) largest elements in \( V \) to obtain \( G \), where the number is \( |G| = \lfloor s \cdot |V| \rfloor \);
5: Let \( g_{\sigma} = \frac{\partial \sigma(u)}{\partial u} \), then cover the elements at the index set \( G \) to renew the gradients, i.e., \( g_{\sigma}(G) = 1 \);
6: \( g = g_b \odots g_{\sigma}; \quad // \odots \text{ is element-wise multiplication}
7: \text{return } g.\)
we adopt the same solution that mapping the selected value of elements to the real number field, to sort and screen. And we set these corresponding derivatives of ReLU at these elements to 0 to prevent this problem.

Similar to ADV-ReLU-B, we also propose a new algorithm (called ADV-ReLU-T) to address this issue, as shown in Algorithm 2. Nevertheless, there are three differences between them: (1) Because the principle of “over transmission” is different from the other, this algorithm selects the elements greater than 0 and its inherited gradient is less than 0. (2) In the calculation of the collection set \(V\), it is extra multiplied by \(-1\) so that it also can be in the descending sorting. (3) It sets the elements of derivative of ReLU: \(g_\sigma\) at index collection \(G\) should be 0 rather than 1, which therefore alleviates “over transmission”.

D. Our ADV-ReLU Algorithm

We present a straightforward algorithm, called ADV-ReLU, to alleviate both issues of “wrong blocking” and “over transmission”, as shown in Algorithm 3, which combines the above two algorithms in their action scope of input feature map \(x\). We show that it can help the normal ReLU obtain more guiding gradients during backward propagation.

As there exists no non-overlapping in key processing data between ADV-ReLU-B and ADV-ReLU-T, we can simply input the two kind of indexes satisfying two conditions into the two algorithms respectively. Then we make the rest of elements to backward according to the original ReLU and output the combined results from the two improved algorithms.

However, it is important to notice that when we apply ADV-ReLU to obtain gradients of a loss function, the gradient can only stand for a more accurate direction in the increase of the loss function. In other words, the negative of this gradient is not a more accurate direction toward the decrease of the loss function. For the deep neural network that applied ADV-ReLU to backward, we can describe this property that \(\frac{\partial (-\text{loss})}{\partial x}\) is not equal to \(-1\), \(\frac{\partial \text{loss}}{\partial x}\).

The reason for this property is obviously that the directions of input inherited gradients in these two expressions are not equal. And we have made assumptions with \(\max_x J(x^x)\) for the derivation of our algorithm in Section III-A. So when applying

Algorithm 2 ADV-ReLU-T

Input: Input feature maps \(u\) for ReLU, inherited gradient \(g_b = \frac{\partial J(u)}{\partial \sigma(u)}\), sort rate \(s\), and a constant \(c\).

Output: Modified gradient \(g = \frac{\partial J(u)}{\partial \sigma(u)}\).

1: Select and obtain the set \(I_T = \{i | u[i] > 0, g_b[i] < 0\}\);
   // Similar to Algorithm 2 at Step 1
2: Calculate the set \(V\) = \(\{-\{c \cdot u[i] + g_b[i]\} | i \in I_T\}\);
3: Sort \(V\) in a descending order;
4: Select \([s \cdot |V|]\) largest elements in \(V\) to obtain \(G\), where the number is \(|G| = [s \cdot |V|]\);
5: Let \(g_\sigma = \frac{\partial \sigma(u)}{\partial u}\), then cover the elements at the index set \(G\) to stop the redundant gradients, i.e., \(g_\sigma[G] = 0\);
6: \(g = g_b \odot g_\sigma\);
7: return \(g\).

Algorithm 3 ADV-ReLU

Input: Input feature maps \(u\) for ReLU, the inherited gradient \(g_b = \frac{\partial J(u)}{\partial \sigma(u)}\), sort rate \(s\), and a constant \(c\).

Output: Modified gradient \(g = \frac{\partial J(u)}{\partial \sigma(u)}\).

1: Select and obtain the set \(I_B = \{i | u[i] \leq 0, g_b[i] > 0\}\);
2: Select and obtain the set \(I_T = \{i | u[i] > 0, g_b[i] < 0\}\);
3: \(g = \frac{\partial \sigma(u)}{\partial u}\) \odot g_b;
4: \(g[I_B] = \text{ADV-ReLU-B} (u[I_B], g_b[I_B], s, c)\);
5: \(g[I_T] = \text{ADV-ReLU-T} (u[I_T], g_b[I_T], s, c)\);
6: return \(g\).

our algorithms, we can convert the minimizing problem of the loss function into its equivalent maximizing one. That is, we convert \(\min_x \text{loss} \) into \(\max_x (-\text{loss})\).

![Image](image.png)

Fig. 3. The adversarial examples and their perturbations generated by the five state-of-the-art algorithms: FGSM (1st row), I-FGSM (2nd row), MI-FGSM (3rd row), C&W (4th row), and Curls&Whey (5th row), and their counterparts integrated with our ADV-ReLU.

IV. EXPERIMENTS

In this section, we integrate our ADV-ReLU algorithm into some typical gradient-based white-box attack algorithms and attack some classical network structures on the ImageNet data set [19] to evaluate the attack efficiency. Moreover, we also test our algorithm for black-box attacks to show its transferability for different models.

Below we first describe the parameter settings. Then we give the perturbation efficiency under integrated white-box attacks.
We also report the results of success rate under integrated black-box attacks. Finally, we show the influence of parameter settings on attack efficiency.

A. Experimental Setup

The ImageNet2012 verification set is used as benchmark for the evaluation, and we implement the following neural networks: ResNet101 [20], Vgg19-bn [21], NASNetAMobile [22], Inception-v3 [23], Inception-v4 [24], Inceptionresnet-v2 [24], Xception [25] and adv-Inception-v3 [26] (adv-Inception-v3 is a robust model applied adversarial training). We select 500 categories, 2 images in each category from the Imagenet2012 verification set, and all these 1,000 images can be completely correctly classified by the above models.

Some classic algorithms for generating adversarial examples, such as FGSM [2], I-FGSM [3], MI-FGSM [6], C&W [4], and Curls&Whey [9], are used to test, and we compare them with ADV-ReLU. For their implementations, we refer to the Foolbox (version 2.3.0) [27]. For the implementation of Curls&Whey [9], we used the authors’ source code. In addition, in order to match the optimization form of ADV-ReLU and loss function, we convert the minimization problem of the loss function to its equivalent maximization problem.

Moreover, the success rate and norm distance are used to quantitatively evaluate the effectiveness of the attack algorithms. Obviously, the success rate is the ratio that the number of successfully attacked examples divided by the total number of successfully attacked examples divided by the total number of examples of the set $N$, where $N$ represents the set of examples, and $|N|$ represents the number of examples of the set $N$. $x_i$ is the example with index $i$ in the set $N$, and $x_i’$ is the corresponding adversarial example at the same index.

B. Experiments on typical white-box attacks

For the FGSM algorithm, since a fixed step size hardly shows the difference using the original ReLU and ADV-ReLU, we search their suitable step size to show their performance. For the remaining four iteratively adversarial attack algorithms, we uniformly set the maximum perturbation size to $\varepsilon = 0.1$ (in the $\ell_\infty$ norm, and the range of image pixel value is [0,1]), step size as $\alpha = 0.001$, which allow the algorithm to search for sufficiently small adversarial examples, and the maximum number of iterations as 100. Other parameters are set as follows. In MI-FGSM, decay factor is set to $\mu = 0.5$. In Curls&Whey, the binary search number is 3. For the implementation of Curls&Whey [9], we used the authors’ source code. In addition, in order to match the optimization form of ADV-ReLU and loss function, we convert the minimization problem of the loss function to its equivalent maximization problem.

Moreover, the success rate and norm distance are used to quantitatively evaluate the effectiveness of the attack algorithms. Obviously, the success rate is the ratio that the number of successfully attacked examples divided by the total number of successfully attacked examples divided by the total number of examples of the set $N$, where $N$ represents the set of examples, and $|N|$ represents the number of examples of the set $N$. $x_i$ is the example with index $i$ in the set $N$, and $x_i’$ is the corresponding adversarial example at the same index.

### Table I

The success rate (%) and its reduction rate of generating adversarial examples without/with ADV-ReLU under white-box attacks. An asterisk * indicates that the algorithm is with our ADV-ReLU, and $\triangle$ denotes reduced perturbation with our ADV-ReLU.

| Attack methods | VGG16-bn | $\triangle$ | Resnet101 | $\triangle$ | Nasnetamobile | $\triangle$ | Inception-v3 | $\triangle$ | Adv-inception-v3 | $\triangle$ |
|---------------|---------|-----------|---------|-----------|--------------|-----------|------------|-----------|----------------|-----------|
| FGSM          | 3.6624  | 0.5688   | 88.9%   | 0.5766    | 0.7091       | 0.8615    | 1.1402     | 1.1751    | 3.5979         | 0.5766    |
| FGSM*         | 3.5979  | 0.5688   | 88.9%   | 0.5766    | 0.7091       | 0.8615    | 1.1402     | 1.1751    | 3.5979         | 0.5766    |
| I-FGSM        | 0.5383  | 0.5085   | 0.3567  | 0.5085    | 0.6012       | 0.6251    | 1.4%       | 1.6%      | 0.3568         | 0.3567    |
| I-FGSM*       | 0.5329  | 0.5085   | 0.3567  | 0.5085    | 0.6012       | 0.6251    | 1.4%       | 1.6%      | 0.3568         | 0.3567    |
| MI-FGSM       | 0.5766  | 0.5085   | 0.3567  | 0.5085    | 0.6012       | 0.6251    | 1.4%       | 1.6%      | 0.3568         | 0.3567    |
| MI-FGSM*      | 0.5688  | 0.5085   | 0.3567  | 0.5085    | 0.6012       | 0.6251    | 1.4%       | 1.6%      | 0.3568         | 0.3567    |
| C&W           | 0.3698  | 0.3884   | 0.3567  | 0.3884    | 0.5562       | 0.5945    | 4.4%       | 4.9%      | 0.3698         | 0.3884   |
| C&W*          | 0.3737  | 0.3884   | 0.3567  | 0.3884    | 0.5562       | 0.5945    | 4.4%       | 4.9%      | 0.3737         | 0.3884   |
| Curls&Whey    | 0.2170  | 0.2150   | 0.3568  | 0.3568    | 0.5562       | 0.5945    | 4.4%       | 4.9%      | 0.2170         | 0.2150   |
| Curls&Whey*   | 0.2150  | 0.2150   | 0.3568  | 0.3568    | 0.5562       | 0.5945    | 4.4%       | 4.9%      | 0.2150         | 0.2150   |

### Table II

The success rate (%) of using Inceptionresnet-v2 substitution without/with ADV-ReLU under black-box adversarial attacks. An asterisk * indicates that the adversarial attack method is with our ADV-ReLU.

| Attack methods | Inception-v3 | Inception-v4 | Inceptionresnet-v2 | Xception | Adv-inception-v3 |
|---------------|-------------|-------------|-------------------|---------|-----------------|
| FGSM          | 84.9%       | 77.7%       | 100.0%            | 81.8%   | 48.8%           |
| FGSM*         | 88.9%       | 84.7%       | 100.0%            | 85.3%   | 48.9%           |
| MI-FGSM       | 94.4%       | 90.3%       | 100.0%            | 92.0%   | 69.2%           |
| MI-FGSM*      | 96.7%       | 95.3%       | 100.0%            | 96.0%   | 74.1%           |

We also report the results of success rate under integrated black-box attacks. Finally, we show the influence of parameter settings on attack efficiency.
the integrated one with ADV-ReLU, are shown. It indicates that the performance of most white-box algorithms integrated with ADV-ReLU can be improved, as they gain reduced perturbations compared with that of the original algorithms. FGSM integrated with ADV-ReLU attacking NASNetAMobile attains a perturbation of $13.2168$, which is reduced by $18.7\%$ compared with that of the original FGSM. And when FGSM with ADV-ReLU attacks Inception-v3, it reduces about $16.3\%$ perturbations compared with the original one. This may result from the wider distribution of the weights in the networks, which leads to more obvious effect. Moreover, it is noted that when C&W attacks VGG16-bn and Resnet101 networks, the perturbations with ADV-ReLU are slightly larger than those of the original ones. It is probably because that “wrong blocking” and “over transmission” occur more severely in the backpropagation in these two networks.

Moreover, the generated adversarial examples by the five state-of-the-art algorithms: FGSM, I-FGSM, MI-FGSM, C&W, and Curls&Whey, attacking the Inception-v3 network and their integrated variants with our ADV-ReLU are shown in Fig. 3. The perturbations are magnified to highlight the differences as in [28]. It can be seen that the algorithms with ADV-ReLU yield darker perturbations in the fourth column than those of the original white-box attack algorithms in the second column, though there seems no obvious differences between the generated adversarial examples. All the results indicate that the proposed ADV-ReLU algorithm can produce superior adversarial examples and can be used to those popular white-box attack algorithms.

C. Experiments on typical black-box attacks

In order to show the transferability of the proposed framework, we also compare our algorithm against the black-box non-target attacks. Here, the attack methods are I-FGSM and
MI-FGSM, and the substitute model is Inceptionresnet-v2, whose gradient is used for the attack methods to generate adversarial examples. The target networks include Inception-v3, Inception-v4, Inceptionresnet-v2, Xception, and adv-inception-v3. The parameters for I-FGSM and MI-FGSM are set as follows: maximum perturbation size $\varepsilon = 0.3$, step size $\alpha = 0.01$, and iterations $= 100$. And the decay factor is set to $\mu = 0.5$ for MI-FGSM. The attacking success rates of all the algorithms are listed in Table I.

From Table I, it can be seen that when Inceptionresnet-v2 is used as an substitution model, all the success rates of the I-FGSM and MI-FGSM attack algorithms increase. Especially, I-FGSM with ADV-ReLU attacking Inception-v4 gains an improvement of 7.0% success rate compared with that of I-FGSM. The reason could be that the gradient distribution of Inceptionresnet-v2 are more non-smooth than the above Inception series networks, leading to a decrease in transferability. Because AVD-ReLU can provide a more precise gradient and alleviate the non-smooth phenomenon, and its improves the consistency of Inceptionresnet-v2 across other Inception series networks.

D. Parameter discussion

In this subsection, the performance of our ADV-ReLU algorithm is studied under different parameter settings: a constraint constant $c$, a sort rate $s$ and a step size $\alpha$. Note that each time only one parameter varies, and the others remain as in those typical white-box attacks. The white-box non-target attack, I-FGSM, is against two networks: Resnet101 and Inceptionv3, respectively. And the decreased perturbations of the attack algorithm using ADV-ReLU (in ratio) respect to the original algorithm are shown in Figs. [4] and [5]. Moreover, in order to show the influence of the parameters to the two sub-algorithms (i.e., ADV-ReLU-B and ADV-ReLU-T), we also plotted them in the figures.

1) Parameter $c$: As shown in Fig. [4], the constant parameter $c$ influences the perturbations. It plays an important role in evaluating the value of the elements. It balances the input value of ReLU and the inherited gradient, so that elements selected by ADV-ReLU can relieve "wrong blocking" and "over transmission" after derivation. If this parameter is too large, ADV-ReLU tends to select the indexes at where absolute value of the elements are very close to 0. If this parameter is too small, ADV-ReLU tends to select the indexes at where absolute value of inherited gradients are very large. From Fig. [4] we can see that, except Resnet101 under ADV-ReLU-B, as $c$ increases, the perturbation gradually rises. When $c > 0.1$, the perturbation tends to stable. This indicates that when $c$ is larger than 0.1, the performance of ADV-ReLU is superior.

2) Sort rate $s$: The decreased perturbations of the attack algorithm using ADV-ReLU (in ratio) and its sub-algorithms are shown in Fig. [5]. The sort rate $s$ indicates how many elements are selected from the the feature map during the ADV-ReLU backpropagation. As the parameter increases from 0.001 to 0.10, the perturbation of the attack algorithm decreases gradually. An optimal range is within $[0.01, 0.03]$. It is worth noting that when ADV-ReLU-B is integrated and attack Resnet101, sort rate over 0.005 can dramatically reduce the performance. This is probably because the distributions of the values in feature maps in each layer of the network with residual layer is smaller than that in other network architectures, and a smaller sort rate is more suitable for the derivation.

3) Step size $\alpha$: The decreased perturbations of the attack algorithm using ADV-ReLU (in ratio) and its sub-algorithms are shown in Fig. [6]. The step size always influences the level of the effective perturbation. Our algorithms with small step sizes gain larger levels of perturbations than those of large step sizes. This is in accordance with the analysis and discussion in [9]. The smaller the step size and the greater the number of iterations, the closer the path that generates the perturbation is to a smooth gradient curve. That is, the advantage of ADV-ReLU is more evident when the improved gradient generates smooth paths, and fits better with the guidance of the gradient. Therefore, in the experiments, we set step size as 0.001.

V. CONCLUSIONS

In this paper, we proposed a novel universal adversarial example generation framework, called ADV-ReLU, which can be easily integrated into the gradient-based white-box attack algorithms. The key idea of the algorithm is to improve the two defects of the ReLU activation function in the process of backpropagation for training, so that the calculated gradients of the improved network are more consistent with the actual changes. The experimental results on ImageNet show that our framework can be embedded with many powerful white-box attack algorithms and further improve the performance of all the algorithms. And the experiments on black-box attacks indicate that our framework enjoys sound transferability for various networks. Therefore, we believe that our framework can be also used to train more robust networks. In the future, we will figure out more strategies to re-assign gradients to improve the performance of our algorithm.
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