A Novel Centrality for Finding Key Persons in a Social Network by the Bi-Directional Influence Map

Chin-Yi Chen 1 and Jih-Jeng Huang 2,*

1 Department of Business Administration, Chung Yuan Christian University, No.200 Chung Pei Road, Chung Li District, Taoyuan 320, Taiwan; iris@cycu.edu.tw
2 Department of Computer Science & Information Management, SooChow University, No.56 Kueiyang Street, Section 1, Taipei 100, Taiwan
* Correspondence: jjhuang@scu.edu.tw

Abstract: Symmetry is one of the important properties of Social networks to indicate the co-existence relationship between two persons, e.g., friendship or kinship. Centrality is an index to measure the importance of vertices/persons within a social network. Many kinds of centrality indices have been proposed to find prominent vertices, such as the eigenvector centrality and PageRank algorithm. PageRank-based algorithms are the most popular approaches to handle this task, since they are more suitable for directed networks, which are common situations in social media. However, the realistic problem in social networks is that the process to find true important persons is very complicated, since we should consider both how the influence of a vertex affects others and how many others follow a given vertex. However, past PageRank-based algorithms can only reflect the importance on the one side and ignore the influence on the other side. In addition, past algorithms only view the transition from one status to the next status as a linear process without considering more complicated situations. In this paper, we develop a novel centrality to find key persons within a social network by a proposed synthesized index which accounts for both the inflow and outflow matrices of a vertex. Besides, we propose different transition functions to represent the relationship from status to status. The empirical studies compare the proposed algorithms with the conventional algorithms and show the differences and flexibility of the proposed algorithm.
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1. Introduction

Key person identification within a social network means to find persons who can change the feelings, attitudes, or behaviors of other persons though network relationships [1] and, therefore, this is a critical issue in the fields of viral marketing [2], spread of opinions [3], rumor restraint [3], and innovation dissemination [4]. As we know, one of the major properties within social networks is its symmetry between nodes. Many algorithms have been proposed to identify important persons within a social network based on the concept of vertex centralities.

Vertex centrality measures the importance of persons within a network according to their position relative to others. These measures can be divided into local measures, short path-based measures, and iterative calculation-based measures [5]. The most famous local measure is degree centrality, which is used [6,7] to identify the most influential persons within a social network. However, it only reflects the influence of an ego’s neighbors and ignores the influence of further persons [8] Note that an ego is the vertex which we focus on within a social network.

By contrast, short path-based measures calculate the influence of an ego by considering the shortest paths between any two vertices. These measures include closeness, betweenness, and Katz
centralities. The person with the shortest path between vertices is viewed as the most prominent vertex. The short path-based centralities have also been used to identify key persons within a social network, e.g., in the work by Catanese et al. [9] and Zhao et al. [10].

Iterative calculation-based measures account for all network paths to calculate the importance of an ego. Each vertex contributes its ranking value to its output neighbors and updates the value in each iteration round until a steady state is achieved. Two famous measures in this classification are eigenvector centrality and PageRank-based algorithms, e.g., TunkRank (Tunkelang, 2009), TwitterRank [11], and ProfileRank [12]. PageRank-based algorithms are the most popular approach to identify key persons within a social network, e.g., those featured in the work by Jabeur et al. [13], Ding et al. [14], Pei et al. [15].

However, we should consider more important factors which are not accounted for by PageRank-based algorithms to determine which persons are prominent within a social network. For example, conventional PageRank-based algorithms only consider the influence of the authority but ignore the influence of the hub [16]. A similar concept has also been proposed by Fogaras [17], Gyongyi et al. [18], and Bar-Yossef and Mashiach [19] to consider a reverse PageRank algorithm to account for the centrality of the hub. In addition, the iterative process of calculating the centrality in PageRank-based algorithms is a linear transition and ignores the possibility of non-linear functions. Finally, these algorithms usually normalize the centrality by dividing the out-degree of the ego. However, we can describe the details of the normalization method, which should be modified to obtain a more accurate result later.

In this paper, we propose a novel algorithm by considering the above problems of the PageRank algorithm. The distinctions of the proposed algorithm from others are described as follows. First, the proposed algorithm accounts for the both centralities of the authority and hub. Second, the algorithm considers different nonlinear functions to be the transition function of the update status. Third, we consider a different normalization factor instead of the out-degree of the ego to obtain a diversity result. Besides, we consider two social networks, namely, the Marvel University characteristic network and the Facebook social network, to illustrate the proposed algorithm and compare the results with others. The empirical results indicate that the proposed algorithm is flexible and that the derived centrality can be considered as a synthesized index to determine key persons within a social network.

2. Introduction of Centralities

The most common centralities in social network analysis are the degree, closeness, and betweenness to account for key persons. The degree centrality is defined by the number of direct neighbors as an indicator of the influence of a network member’s interconnectedness (Nieminen, 1974). Let a network represented by a graph \( G(V,E) \), where \( V \) and \( E \) denote the sets of vertices and edges, respectively. Then, the degree of the \( i \)-th vertex, \( v_i \), can be represented as follows:

\[
C_D(v_i) = \deg(v_i)
\]  

where \( \deg(\cdot) \) is the degree of the vertex. If the graph is directed, we should account for the in- and out-degrees separately. In-degree centrality measures the popularity/prestige of a person and out-degree, by contrast, accounts for the sociality of a user [20,21].

Next, the thought of the closeness centrality is that a vertex that is closer to others can spread information very productively via the network [22], and therefore it is important. The closeness centrality can be measured by the sum of the vertex’s distance from all others:

\[
C_C(v_i) = \frac{1}{\sum_{j=1}^{n} d(v_j, v_i)}, j \neq i
\]
where $d(\cdot)$ denotes the distance between vertices. Finally, we can define the betweenness centrality as a bridge along the shortest path between two vertices as follows:

$$C_B(v_i) = \sum_{i \neq j \neq k \in V} \frac{\sigma_{v_jv_k}(v_i)}{\sigma_{v_jv_k}}$$

(3)

where $\sigma_{v_jv_k}$ denotes the number of shortest paths from vertex $v_j$ to $v_k$ and $\sigma_{v_jv_k}(v_i)$ is the number of shortest paths from $v_j$ to $v_k$ that pass through $v_i$. Although the previous three centralities are easily calculated, they only reflect the influence of vertices with respect to others in the topology of a social network without considering the influence of their neighbors/friends and cannot be used as a comprehensive centrality for measuring key persons. Hence, the eigenvector centrality is proposed to reflect the importance of neighbors.

3. Eigenvector Centrality

First, we assume that the importance of a vertex within an undirected network is only determined by the influence of others and that a vertex achieves more centrality if it receives more in-degree flows from others. Hence, let $n$ criteria be considered to determine their weights. The eigenvector centrality of the $i$th ego can be represented as follows:

$$EC(v_i) = \frac{1}{\lambda} \sum_{j=1}^{n} A_{ji} EC(v_j)$$

(4)

where $A_{ji}$ is the element at the $j$th row and $i$th column of the adjacency matrix which indicates the relationship from one vertex (row) to another (column) and $\lambda$ is a fixed constant. For simplicity, we can represent Equation (4) as a matrix form:

$$\lambda \cdot EC(v) = A^T \cdot EC(v)$$

(5)

Equation (5) indicates the eigenvector centrality vector, $EC(v)$, which is an eigenvector of $A^T$ and $\lambda$ is the corresponding eigenvalue. Note that the initial $EC(v)$ can be set as 1, i.e., the all-one vector. Usually, we select the maximum eigenvalue, $\lambda_{max}$, to ensure $EC(v)$ is larger than the zero vector. According to the Perron–Frobenius theorem [23], for any $a_{ij} > 0$, $EC(v)$ of $A$ with eigenvalue $\lambda_{max}$ such that $\forall EC(v_j) > 0$.

We can also let $A^T$ be a row stochastic matrix, i.e., normalized $A^T$ such that all sums of each row exactly equal to one. We can rewrite Equation (5) as follows:

$$EC(v) = A^T EC(v)$$

(6)

The advantage of Equation (6) is that the eigenvector can be easily be derived since $\lambda_{max} = 1$. In addition, we can also derive the eigenvector by calculating the limiting power of $A^T$ according to Markov chain theory.

4. Katz Centrality

The problem of the eigenvector centrality is that it only suits undirected graphs. In addition, Equation (6) is not always reasonable if a vertex only influences others, i.e., a vertex with no in-degree, and, therefore, its centrality becomes zero, even if it might play an important role in affecting others. Hence, we can introduce a constant, $\beta$, to Equation (7) to reflect the extent to which the weight of the
centrality of an ego is tied to and add the scaling constant, $\alpha$, to normalize the score. The method is called the Katz centrality [24]. Hence, we can re-write Equation (6) as follows:

$$KC(v_i) = \alpha \sum_{j=1}^{n} A_{i,j} KC(v_j) + \beta \tag{7}$$

where $\alpha < \frac{1}{\lambda_{\text{max}}}$ to ensure a reliable result.

Or we can present Equation (7) as the matrix form:

$$KC(v) = \alpha A^T KC(v) + \beta 1 \tag{8}$$

Then, we can re-formulate Equation (8) and derive the Katz centrality vector by:

$$KC(v) = \beta (I - \alpha A^T)^{-1} 1 \tag{9}$$

where $1$ denotes the one vector.

5. PageRank Algorithm

Although Katz centrality extends eigenvector centrality to account for direct networks, it assumes that the all vertices will pass their flows into the $i$th vertex. However, if a vertex does not want to pass all of its flow to others, we should restrict the linked vertex so it only gets a fraction of flow from others. Hence, we can use the PageRank algorithm and re-write Equation (9) to represent the above description as follows [25]:

$$PR(v_i) = \alpha \sum_{j=1}^{n} \frac{A_{j,i}}{d_{\text{out}}^i} PR(v_j) + \beta \tag{10}$$

where $\alpha$ is the damping factor and $d_{\text{out}}^i$ denotes the out-degree of the $i$th vertex. The reason we divide $A_{j,i}$ over the out-degree is to normalize the adjacency matrix into the stochastic matrix. In addition, we can re-write Equation (10) as the matrix form as follows:

$$PR(v) = \beta (I - \alpha A^T D^{-1})^{-1} 1 \tag{11}$$

where $D = \text{diag}(d_{\text{out}}^1, d_{\text{out}}^2, \ldots, d_{\text{out}}^n)$ denotes a fixed out-degree matrix and $A^T D^{-1}$ is a column stochastic matrix. Note that since $A^T D^{-1}$ is a column stochastic matrix, the damping factor $\alpha$ should be less than one to ensure that $(I - \alpha A^T D^{-1})$ is invertible. Although many variants of the PageRank have been proposed successively, the cores of the algorithms are similar.

6. HITS Algorithm

Hypertext-induced topic search (HITS) is another popular algorithm that has been proposed by Kleinberg [26] to rank web pages. The major characteristic of HITS is that it divides the influence of a vertex into the authority and hub, where the authority measures the degree that other vertices point to an ego and the hub reflects the degree that an ego points outward to others. The concept of the authority and hub can be represented, respectively, as follows:

$$\text{auth}(v_i) = \sum_{v_j \rightarrow v_i} \text{hub}(v_j) \tag{12}$$

$$\text{hub}(v_i) = \sum_{v_j \rightarrow v_i} \text{auth}(v_j) \tag{13}$$
where \( v_j \to v_i \) indicates that vertex \( v_j \) points to \( v_i \). We can calculate the score vectors of the authority and hub of vertices, respectively, as follows:

\[
\begin{align*}
\varphi^a(t+1) &= c(t)A^T\varphi^a(t) \\
\varphi^h(t+1) &= c'(t)A A^T\varphi^h(t)
\end{align*}
\]  

where \( A^T \) and \( AA^T \) are called authority and hub matrices, respectively, and \( c(t) \) and \( c'(t) \) are constants which normalize the authority and hub score vectors. From Equations (14) and (15), it can be seen that the HITS algorithm is used to calculate the eigenvectors of \( A^T \) and \( AA^T \). The HITS algorithm highlights that the centrality of a vertex should consider two different forces, namely, the authority and hub. However, it only proposes indices to measure the centralities of the authority and hub separately without a synthesized centrality.

7. Fuzzy Cognitive Map

The fuzzy cognitive map (FCM) approach was proposed by Kosko [27] to extend cognitive maps [28] by considering the fuzzy degrees of interrelationship between concepts. The FCM is used to reflect the influence of vertices, called concepts here, to others via cause-effect relationships, which are quantified and usually normalized to the \([-1, 1]\) interval.

Let \( w_{ij} \in [-1, 1] \) be the degree of influence from the \( i \)th concept, \( C_i \), to the \( j \)th concept, \( C_j \), where the sign indicates the positive or negative influence and \(-1\) denotes a full negative impact and 1 expresses a full positive impact. Then, the influence of concept, \( x \), can be calculated by the following equation:

\[
x_i(t+1) = f\left( \sum_{j=1, j \neq i}^{n} x_j(t)w_{ji} \right)
\]  

where \( n \) is the number of concepts and \( f(\cdot) \) denotes the transfer function to squeeze the result of the multiplication into a specific range, e.g., \([0, 1]\) or \([-1, 1]\). Usually, bivalent, trivalent, and sigmoid functions are used in the FCM.

A modified Kosko’s version of the FCM was proposed by Stylios and Groumpos [29] to consider the previous value of each concept, i.e., observing the self-loop effect. Hence, Equation (16) can be modified and extended as follows:

\[
x_i(t+1) = f\left( \sum_{j=1, j \neq i}^{n} x_j(t)w_{ji} + x_i(t) \right)
\]  

Another variant of the FCM is that which is used for rescale inference and is presented as follows:

\[
x_i(t+1) = f\left( \sum_{j=1, j \neq i}^{n} (2x_j(t) - 1)w_{ji} + (2x_i(t) - 1) \right)
\]  

The positive and negative influences in the FCM indicate that the centrality of a vertex within a graph should consider two opposite forces to aggregate the final centrality.

Let us consider an example to illustrate the above concept. Assume a graph is given as shown in Figure 1.

The influences between the concepts are quantified by an expert and are shown in Table 1.

In order to show the different centralities of positive and negative influences, we consider all positive and negative influences, respectively, in the influence matrix. Then, we use the modified Kosko’s inference rule and logistic function to derive the influences and ranks of the concepts, as shown in Table 2.
Let $w_{ij} \in [-1, 1]$ be the degree of influence from the $i^{th}$ concept, $C_i$, to the $j^{th}$ concept, $C_j$, where the sign indicates the positive or negative influence and $-1$ denotes a full negative impact and $1$ expresses a full positive impact. Then, the influence of concept, $x$, can be calculated by the following equation:

$$
\sum_{j \neq i} f(x_t) = \sum_{j \neq i} (1_{ij} - 1_{ji}) w_{ij} x_t
$$

(16)

where $n$ is the number of concepts and $f(\cdot)$ denotes the transfer function to squeeze the result of the multiplication into a specific range, e.g., $[0, 1]$ or $[-1, 1]$. Usually, bivalent, trivalent, and sigmoid functions are used in the FCM.

A modified Kosko’s version of the FCM was proposed by Stylios and Groumpos [29] to consider the previous value of each concept, i.e., observing the self-loop effect. Hence, Equation (16) can be modified and extended as follows:

$$
\sum_{j \neq i} f(x_t) = \sum_{j \neq i} (1_{ij} - 1_{ji}) w_{ij} x_t
$$

(17)

Another variant of the FCM is that which is used for rescale inference and is presented as follows:

$$
\sum_{j \neq i} f(x_t) = \sum_{j \neq i} (1 - 2(1_{ij} - 1_{ji}) (\gamma \cdot A^in_{ji} M(v_j(t)) + (1 - \gamma) \cdot A^out_{ji} M(v_j(t)))) + \frac{1 - \alpha}{n}
$$

(18)

The positive and negative influences in the FCM indicate that the centrality of a vertex within a graph should consider two opposite forces to aggregate the final centrality.

Let us consider an example to illustrate the above concept. Assume a graph is given as shown in Figure 1.

**Figure 1.** Example of a fuzzy cognitive map (FCM).

**Table 1.** Influence matrix of the concepts.

| Influence Matrix | C1   | C2   | C3   | C4   | C5   |
|------------------|------|------|------|------|------|
| C1               | ±0.3 | ±0.5 | 0    | ±0.4 | ±0.1 |
| C2               | 0    | ±0.2 | ±0.6 | 0    | ±0.5 |
| C3               | 0    | ±0.3 | 0    | 0    | ±0.2 |
| C4               | 0    | ±0.4 | ±0.7 | 0    | ±0.7 |
| C5               | 0    | 0    | 0    | ±0.3 | 0    |

**Table 2.** The influences and ranks of the concepts.

| Equilibrium Influence | C1  | C2  | C3  | C4  | C5  |
|-----------------------|-----|-----|-----|-----|-----|
| All Positive Influence| 0.7177 | 0.8804 | 0.8766 | 0.794 | 0.8945 |
| Rank                  | 5   | 2   | 3   | 4   | 1   |
| All Negative Influence| 0.6042 | 0.4207 | 0.4558 | 0.544 | 0.42 |
| Rank                  | 1   | 4   | 3   | 2   | 5   |

Table 2 shows that the positive and negative influences from concept to concept exert two opposite forces on the synthesized centrality of a concept in the FCM. In addition, the transform functions squash the influence of vertices into a specific range with the nonlinear function. However, the FCM is not adequate in handing the problem directly here because the influence matrix in a social network is usually unavailable. The only information we can get is the graph of a social network, i.e., the adjacency matrix. In addition, negative influences between vertices are not considered due to the lack of the information. However, the concept of transform functions could be incorporated into the proposed algorithm.

8. Bi-Directional Influence Maps (BIM)

After viewing the previous research, we can conclude that two types of importance of a node should be identified, namely, the authority and hub [16]. An authority can be defined by other vertices inflow to an ego and a hub can be measured by the total outflow points to others. However, previous models only focus on the one side and we can incorporate both forms of information to form the centrality of a vertex here as follows:

$$
M(v_i(t + 1)) = \alpha \sum_{j=1}^{n} (\gamma \cdot \hat{A}^in_{ji} M(v_j(t)) + (1 - \gamma) \cdot \hat{A}^out_{ji} M(v_j(t))) + \frac{1 - \alpha}{n}
$$

(19)
where $\hat{A}^{\text{in}}_{i,j}$ and $\hat{A}^{\text{out}}_{i,j}$ denote the inflow and outflow influence matrices which have been normalized to stochastic matrices and $\gamma$ and $(1 - \gamma)$ denote the weights of the authority and hub. Note that we use the influence matrix above rather than the adjacency matrix because we will consider another method to modify the conventional adjacency matrix for more rational results. This is described in detail below.

Assume that a network structure is depicted as shown in Figure 2, where the circles denote different vertices, and values $q_{r,i}$ denote the flows from vertex $r$ to vertex $i$. We consider the centrality of a vertex in terms of two factors, namely, the amounts of inflow and outflow. In addition, we also define the reference of vertex $i$, $R_i$, as the vertex which link to vertex $i$ (e.g., vertices $r$ and $s$). For example, in the path from $r$ to $i$, denoted by $r \rightarrow i$, vertex $r$ is the reference of vertex $i$.

![Figure 2. An example network to illustrate the concept of the centrality of a vertex.](image)

The inflow from vertex $r$ to vertex $i$ at time $t$ in this paper can be defined by the following equation:

$$
\hat{A}^{\text{in}}_{r,i} = \frac{I_i}{\sum_{r \neq p} I_p}, \forall r \neq i, r \neq p, r \rightarrow i
$$

(20)

where $\hat{A}^{\text{in}}_{i,j}$ is a $(0,1]$ and $I_i$ indicates the input degree (number of inflows) of vertex $i$. Then, the outflow vertex from vertex $i$ to vertex $j$ at time $t$ can be calculated as follows here:

$$
\hat{A}^{\text{out}}_{i,j} = \frac{O_j}{\sum_{p \neq i} O_p}, \forall i \neq j, p \rightarrow i
$$

(21)

where $\hat{A}^{\text{out}}_{i,j}$ is $(0,1]$ and $O_i$ indicates the output degree (number of outflows) of vertex $i$.

After obtaining the above indices, we can construct the inflow and outflow matrices, respectively, as follows:

$$
\hat{A}^{\text{in}} = \begin{bmatrix}
\hat{A}^{\text{in}}_{1,1} & \hat{A}^{\text{in}}_{1,2} & \cdots & \hat{A}^{\text{in}}_{1,n} \\
\hat{A}^{\text{in}}_{2,1} & \hat{A}^{\text{in}}_{2,2} & \cdots & \hat{A}^{\text{in}}_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{A}^{\text{in}}_{n,1} & \hat{A}^{\text{in}}_{n,2} & \cdots & \hat{A}^{\text{in}}_{n,n}
\end{bmatrix};
\hat{A}^{\text{out}} = \begin{bmatrix}
\hat{A}^{\text{out}}_{1,1} & \hat{A}^{\text{out}}_{1,2} & \cdots & \hat{A}^{\text{out}}_{1,n} \\
\hat{A}^{\text{out}}_{2,1} & \hat{A}^{\text{out}}_{2,2} & \cdots & \hat{A}^{\text{out}}_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{A}^{\text{out}}_{n,1} & \hat{A}^{\text{out}}_{n,2} & \cdots & \hat{A}^{\text{out}}_{n,n}
\end{bmatrix},
$$

where we reflect the influence of the feedback flows in the inflow and outflow matrices. We use the following example to demonstrate the indices defined here. This example has six vertices that contain directed and feedback links between vertices, as shown in Figure 3.
The inflow from vertex \( r \) to vertex \( i \) at time \( t \) in this paper can be defined by the following equation:

\[
A_{\text{in}} = \sum_{j=1}^{n} \gamma \cdot A_{\text{in}}^{j} + (1-\gamma) \cdot A_{\text{out}}^{j} M(v_{j}(t)) + \frac{1-a}{n}
\]

where \( f(\cdot) \) is a transition function, e.g., a sigmoid or linear function.

Sigmoid functions, e.g., logistic or hyperbolic-tangent functions, are widely used in many methods, e.g., neural networks and fuzzy cognitive maps, to squash values into a specific range. For example, the logistic function can squash any real number into \((0, 1)\) and the hyperbolic-tangent function can squash a real number into \((-1, 1)\). Sigmoid functions are popular because they can reflect situations of the real world. However, conventional sigmoid functions are not suitable here, since the centrality of a vertex is always positive and falls into the range of \([0, 1]\) instead of a real number. Note that \( M(v(t+1)) \) in Equation (22) satisfies \( M(v(t+1)) \in (0, 1) \) and \( \sum_{i=1}^{n} M(v_{i}(t+1)) = 1 \). Hence, in this paper, we introduce two sigmoid functions, namely, the smoothstep and inverted smoothstep functions, to reflect the s-shape situation of updated centralities and restrict the input range between \([0, 1]\), as shown in Figure 4.
In addition, we also consider the softmax and restricted logistic functions to see the distinct from the linear function. The transition functions used in this paper are summarized in Table 3.

Table 3. Transition functions and mathematical equations.

| Transition Function          | Mathematical Equation                  |
|-----------------------------|----------------------------------------|
| Linear                      | $f(x) = x$                              |
| Softmax                     | $f(x_j) = \frac{e^{x_j}}{\sum_{j=1}^{n} e^{x_j}}, \forall j = 1, \ldots, n$ |
| Restricted logistic         | $f(x) = \frac{1}{1+e^{-\alpha x}}$     |
| Smoothstep                  | $f(x) = (3-2x)x^2$                      |
| Inverted smoothstep         | $f(x) = x(2x^2 - 3x + 2)$              |

Next, for simplicity, we can let the following be true:

$$\hat{A}_{ji} = \gamma \cdot \hat{A}_{ji}^{in} + (1-\gamma) \cdot \hat{A}_{ji}^{out}$$  \hspace{1cm} (23)

Since $\hat{A}_{ji}^{in}$ and $\hat{A}_{ji}^{out}$ are column stochastic matrices, we can ensure the linear combination of two column stochastic matrices, $\hat{A}_{ji}^{in}$ is also a column stochastic matrix. Then, we can rewrite Equation (22) as follows:

$$M(\nu_i(t+1)) = f(\alpha \sum_{j=1}^{n} \hat{A}_{ji} M(\nu_j(t)) + \frac{1-\alpha}{n})$$  \hspace{1cm} (24)

The matrix form is written as follows:

$$M(v) = f(\alpha \hat{A}^T M(v) + \frac{1-\alpha}{n} \cdot 1)$$  \hspace{1cm} (25)

where we set $\alpha = 0.85$ as the suggestion of the PageRank algorithm. Note that in large-scale networks, we can first set $\hat{A}^T = \text{softmax}(\hat{A}^\top)$ to avoid the convergent problem of the proposed algorithm before processing in Equation (24).

We can highlight the difference between the PageRank and bi-directional influence map (BIM) algorithms as follows. First, the PageRank algorithm considers the importance of a vertex as the all paths from others, i.e., the inflow matrix. However, the BIM algorithm considers the inflow and outflow matrices to balance the influences of both powers. In addition, taking the above graph as

![Smoothstep and inverted smoothstep functions.](image_url)
example, the inflow matrices of two algorithms ($A'D$, PageRank algorithm; $(\hat{A}^{in})^T$, BIM algorithm) also show distinct differences:

$$A'D = \begin{bmatrix}
0.000 & 0.500 & 0.000 & 0.500 & 0.000 & 0.000 \\
0.000 & 0.000 & 0.000 & 0.000 & 0.500 & 0.000 \\
0.333 & 0.000 & 0.000 & 0.000 & 0.000 & 0.500 \\
0.333 & 0.000 & 0.500 & 0.000 & 0.000 & 0.000 \\
0.333 & 0.500 & 0.000 & 0.000 & 0.000 & 0.500 \\
0.000 & 0.000 & 0.500 & 0.500 & 0.500 & 0.000 \\
\end{bmatrix}$$

$$\left(\hat{A}^{in}\right)^T = \begin{bmatrix}
0.000 & 0.400 & 0.000 & 0.400 & 0.000 & 0.000 \\
0.000 & 0.000 & 0.000 & 0.000 & 0.250 & 0.000 \\
0.286 & 0.000 & 0.400 & 0.000 & 0.000 & 0.000 \\
0.286 & 0.000 & 0.400 & 0.000 & 0.000 & 0.000 \\
0.429 & 0.600 & 0.000 & 0.000 & 0.000 & 0.600 \\
0.000 & 0.000 & 0.600 & 0.600 & 0.750 & 0.000 \\
\end{bmatrix}$$

Next, we can use the proposed algorithm to handle the example in Figure 3 and rank the vertices with different settings of the parameters, i.e., transition functions and $\gamma$, and compare the results with the PageRank algorithm, as shown in Table 4.

| Centrality                          | A    | B    | C    | D    | E    | F    |
|-------------------------------------|------|------|------|------|------|------|
| PageRank                            | 0.1304 | 0.1161 | 0.1649 | 0.1321 | 0.2142 | 0.2423 |
| Rank                                | 5    | 6    | 3    | 4    | 2    | 1    |
| BIM (linear, $\gamma = 1$)         | 0.0858 | 0.0804 | 0.1547 | 0.0984 | 0.2605 | 0.3202 |
| Rank                                | 5    | 6    | 3    | 4    | 2    | 1    |
| BIM (linear, $\gamma = 0$)         | 0.2369 | 0.1758 | 0.1105 | 0.1576 | 0.2064 | 0.1127 |
| Rank                                | 1    | 3    | 6    | 4    | 2    | 5    |
| BIM (linear, $\gamma = 0.5$)       | 0.1778 | 0.1127 | 0.1371 | 0.1381 | 0.2193 | 0.2150 |
| Rank                                | 3    | 6    | 5    | 4    | 1    | 2    |
| BIM (softmax, $\gamma = 0.5$)      | 0.1709 | 0.1560 | 0.1601 | 0.1611 | 0.1776 | 0.1742 |
| Rank                                | 3    | 6    | 5    | 4    | 1    | 2    |
| BIM (restricted, $\gamma = 0.5$)   | 0.1692 | 0.1606 | 0.1630 | 0.1656 | 0.1728 | 0.1708 |
| Rank                                | 3    | 6    | 5    | 4    | 1    | 2    |
| BIM (smoothstep, $\gamma = 0.5$)   | 0.1708 | 0.1565 | 0.1605 | 0.1615 | 0.1769 | 0.1738 |
| Rank                                | 3    | 6    | 5    | 4    | 1    | 2    |
| BIM (inverted, $\gamma = 0.5$)     | 0.1795 | 0.1285 | 0.1483 | 0.1516 | 0.1981 | 0.1940 |
| Rank                                | 3    | 6    | 5    | 4    | 1    | 2    |

The results of Table 5 indicate that the weights between the inflow and outflow matrices play different forces in regard to affecting the importance of a vertex. If we only consider the inflow matrix, the ranking result is similar to that of the PageRank algorithm. By contrast, if only the outflow matrix is used, the ranking result is just the reverse of that of the PageRank algorithm. However, we think both forms of information should be considered to be the centrality of a vertex. In addition, the different functions here show the consistent results and indicates the robustness of the proposed algorithm.

Next, we can examine the transition functions to understand the convergence and influence on the centralities and ranking of vertices. First, the centralities of the vertices in each iteration are normalized to the sum of them as one. Then, we can depict the iterative processes of all transition functions here with $\gamma = 0.5$, as shown in Figure 5.
Table 5. Descriptive statistics of the Marvel universe social network.

| Statistics of the Network          | Value    |
|-----------------------------------|----------|
| Average number of neighbors       | 37.333   |
| Network diameter                  | 8        |
| Characteristic path length        | 2.937    |
| Clustering coefficient            | 0.400    |
| Network density                   | 0.003    |
| Multi-edge node pairs             | 64,216   |
| Number of self-loops              | 2232     |

The convergence status of the proposed model is very quick, no matter which transition functions are considered, and the softmax and inverted smoothstep functions seem to be better choices here because the centralities of the vertices are more significantly different than those of others. By contrast, the restricted sigmoid and smoothstep functions find it hard to clearly separate the centralities. We should highlight that although the linear function also shows an acceptable property, the different transition functions do play an important role to determine the ranking of vertices and might not be the same.

9. Empirical Studies

In the empirical studies detailed below, we prepare two datasets to demonstrate the proposed algorithm and compare the results with the eigenvector centrality and PageRank algorithms.

9.1. Marvel Universe Dataset

The first dataset used here is the Marvel universe character network, which was proposed by Alberich in 2002 to investigate the structure of the collaboration network. Two Marvel characters are considered linked if they join in the same comic book or movie. There are 7219 characters and 574,467 edges with 50 connected components in this graph. We can plot the giant connected component (GCC) to see the main structure of the social network, as shown in Figure 6.
In the empirical studies detailed below, we prepare two datasets to demonstrate the proposed algorithm and compare the results with the eigenvector centrality and PageRank algorithms.

Then, we can depict the degree distribution of the graph to see if the power law relationship of the small world principle is satisfied, as shown in Figure 7.

Figure 7 shows a less significant shape for the power law relationship. Next, we can calculate the descriptive statistics of the network to understand the insight of the network, as shown in Table 5.

To analyze and calculate the centrality of vertices within the network, we first simplify the network to avoid loops and multiple edges and then set different parameters in our algorithm to see the variety of the ranking results. The ranking results of the PageRank algorithm are also presented to show the differences among the algorithms, shown in Table 6.

Table 6. Top 5 key persons in the Marvel universe social network.

| Top 5 Key Persons | 1st Place | 2nd Place | 3rd Place | 4th Place | 5th Place |
|-------------------|-----------|-----------|-----------|-----------|-----------|
| PageRank          | Spider Man | Captain America | Iron Man | Wolverine | Thor |
| BIM (linear, γ = 0.5) | Spider Man | Captain America | Iron Man | Wolverine | Thing |
| BIM (softmax, γ = 0.5) | Spider Man | Captain America | Iron Man | Wolverine | Thing |
| BIM (restricted, γ = 0.5) | Spider Man | Captain America | Iron Man | Wolverine | Thing |
| BIM (smoothstep, γ = 0.5) | Spider Man | Captain America | Iron Man | Wolverine | Thing |
| BIM (inverted, γ = 0.5) | Spider Man | Captain America | Iron Man | Wolverine | Thing |
| BIM (linear, γ = 0.1) | Spider Man | Iron Man | Wolverine | Thing | Scarlet Witch |
| BIM (softmax, γ = 0.1) | Spider Man | Iron Man | Wolverine | Thing | Scarlet Witch |
| BIM (restricted, γ = 0.1) | Spider Man | Iron Man | Wolverine | Thing | Scarlet Witch |
| BIM (smoothstep, γ = 0.1) | Spider Man | Iron Man | Wolverine | Thing | Scarlet Witch |
| BIM (inverted, γ = 0.1) | Spider Man | Iron Man | Wolverine | Thing | Scarlet Witch |
Next, we can check the convergent status of the centralities derived by the proposed algorithm to understand the robustness of the method. Taking the example of the BIM (softmax, $\gamma = 0.1$) model, we can depict the convergent status of the top 5 centralities, as shown in Figure 8.

![Figure 8. Convergent status of the top five centralities of the Marvel universe heroes.](image)

The above result indicates that the proposed algorithm quickly converges.

9.2. Facebook Dataset

The Facebook dataset demonstrated here was provided by Sharma in Kaggle (https://www.kaggle.com/sheenabatra/facebook-data). The graph contains 4039 nodes and 88,234 edges with an average degree of 43.6910. The task here is to find the top 10 key persons within the social network by the proposed algorithm and compare the results with other conventional algorithms. First, we can depict the social network as shown in Figure 9.

![Figure 9. Graph of the Facebook social network.](image)

The social network indicates several main subgroups and only one connected component can be identified. Next, we can depict the degree distribution of the graph to see if the graph satisfies the power law principle, as shown in Figure 10. The graph shows a slight shape of the power law distribution.

| Statistics of the network | Value |
|--------------------------|-------|
| Multi-edge node pairs    | 64,216|
| Number of self-loops     | 2232  |
| Average number of neighbors | 43.6910 |
| Network diameter         | 17    |
| Characteristic path length | 4.368 |
| Clustering coefficient   | 0.303 |
| Network density          | 0.005 |
power law principle, as shown in Figure 10. The graph shows a slight shape of the power law principle to justify the dataset, and as such can be viewed as a small-world network.

Figure 10. Degree distribution of the Facebook dataset.

Then, we can calculate the descriptive statistics of the graph to understand the basic insight of the network, as shown in Table 7.

| Statistics of the Network                  | Value     |
|-------------------------------------------|-----------|
| Average number of neighbors               | 43.691    |
| Network diameter                          | 17        |
| Characteristic path length                | 4.368     |
| Clustering coefficient                    | 0.303     |
| Network density                           | 0.005     |
| Multi-edge node pairs                     | 0         |
| Number of self-loops                      | 0         |

Here, we select several conventional centralities which are commonly used for directed networks to determine the top 10 key persons within the Facebook social network. Next, we set our algorithm with three different functions, namely, linear, softmax, and smoothstep, and three different values of $\gamma$, namely, 1, 0.5, and 0, respectively. We retrieved the top 10 persons and normalized their centralities to see the transition changes of the centralities. Taking the linear, softmax, and inverted smoothstep with $\gamma = 0.5$ as examples, we can depict the transition changes of the centralities, as shown in Figure 11.

Figure 11. Transition changes of the centralities.

The result of Figure 11 shows the good convergence of the top 10 centralities. Finally, we can derive the top 10 key persons within the Facebook social network by the popular centrality algorithms which are used for the directed graph and compare the results with the proposed algorithm (i.e., the BIM algorithm), shown in Table 8. Note that in this experiment we only consider the linear, softmax, and inverted smoothstep functions, since they can derive more distinct centralities of the vertices.
Table 8. Top 10 key persons in the Facebook social network.

| Centrality | 1st   | 2nd   | 3rd   | 4th   | 5th   | 6th   | 7th   | 8th   | 9th   | 10th  |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Out-degree | 107   | 351   | 352   | 1821  | 0     | 348   | 2126  | 2995  | 366   | 2944  |
| In-degree  | 1373  | 1400  | 1285  | 3445  | 1312  | 1275  | 3443  | 3138  | 3439  | 3441  |
| Betweenness| 351   | 352   | 1203  | 371   | 891   | 1142  | 572   | 1710  | 1821  | 119   |
| Out-closeness | 1007 | 351   | 352   | 1821  | 0     | 348   | 350   | 359   | 362   | 1539  |
| In-closeness | 2173  | 1503  | 1497  | 1501  | 1490  | 1495  | 1504  | 1496  | 2232  | 2168  |
| Hubs       | 352   | 3002  | 2995  | 2944  | 2993  | 2962  | 2964  | 3058  | 2976  | 3044  |
| Authorities| 3441  | 3445  | 3431  | 3443  | 3438  | 3407  | 3456  | 3439  | 3457  | 3429  |
| PageRank   | 1396  | 2933  | 3478  | 1307  | 1373  | 1503  | 1392  | 3975  | 3477  | 1395  |
| BIM (linear, $\gamma = 1$) | 1373 | 1400  | 1285  | 3445  | 1312  | 3445  | 1215  | 1318  | 1253  | 1320  |
| BIM (softmax, $\gamma = 1$) | 1373 | 1400  | 1285  | 3445  | 1312  | 3445  | 1215  | 1318  | 1253  | 1320  |
| BIM (inverted, $\gamma = 1$) | 1373 | 1400  | 1285  | 3445  | 1312  | 3445  | 1215  | 1318  | 1253  | 1320  |
| BIM (linear, $\gamma = 0.5$) | 107  | 352   | 351   | 1821  | 1373  | 1490  | 348   | 1285  | 2126  | 3445  |
| BIM (softmax, $\gamma = 0.5$) | 107  | 351   | 352   | 1821  | 348   | 1373  | 366   | 1490  | 1285  | 349   |
| BIM (inverted, $\gamma = 0.5$) | 107  | 351   | 352   | 1821  | 348   | 1373  | 366   | 1490  | 1285  | 349   |
| BIM (linear, $\gamma = 0$) | 107  | 352   | 351   | 1821  | 348   | 1063  | 2944  | 2126  | 2962  | 2964  |
| BIM (softmax, $\gamma = 0$) | 107  | 351   | 352   | 1821  | 348   | 366   | 349   | 2126  | 2130  | 1     |
| BIM (inverted, $\gamma = 0$) | 107  | 351   | 352   | 1821  | 348   | 366   | 349   | 2126  | 2130  | 1     |

Here, we use the BIM models with $\gamma = 0.5$ to highlight the advantages of the proposed algorithm and to compare with others. The reason for this is that the model with $\gamma = 0.5$ considers both the in-degree and out-degree influences of a vertex, which reflects the differences of the proposed algorithm from others. First, the proposed results of the softmax and smoothstep functions are the same, whereas they are somewhat different than the linear function. Hence, we can conclude that transition functions indeed play an important role to reflect the results and should be further discussed. Second, our algorithm captures the part of the key persons from all different viewpoints. For example, we have shaded the person IDs of the other algorithms which were also captured by the proposed algorithm. It can be seen that our algorithm captures parts of all the other algorithms. Hence, the proposed algorithm can be considered as a synthesized centrality to find key vertices.

We can highlight the insufficiency of PageRank-based algorithms in this Facebook social network. First, we can see that although the social network contains only one component, several significant subgroups can be found. Hence, persons who hold higher centrality usually have some importance influence. However, PageRank cannot reflect this situation. In addition, the key persons found by PageRank only have one common person, i.e., ID 1373, found by the in-degree centrality. Hence, we can view the results of PageRank as another perspective to find key persons rather a synthesized centrality.

10. Discussion

Centrality measures the importance of a vertex within a network and has been applied to various applications, e.g., information diffusion [30], leader roles [31], and psychological network [32]. Nowadays, the technologies of social media link people into a huge network and more companies access social networks of people as an important tool for marketing and diffusion strategies [33,34]. Key person identification within a social network is one of the important issues of a successful social network strategy. Hence, many kinds of centrality have been proposed based on different considerations and theories to measure the importance of a vertex within a social network. However, human sociality usually is complicated and needs more sophisticated algorithms to achieve the above purpose.

Among the various algorithms of centrality, PageRank-based algorithms are the most popular because they can consider the influence from all the paths of vertices to an ego. However, they only consider one kind of influence of an ego, i.e., either an in-flow or out-flow matrix, rather than a comprehensive perspective. In this paper, we propose a novel centrality which accounts for both in-flow and out-flow influence matrices to balance the different influences of an ego. In addition, we extend the transition function from the linear type to a non-linear status, including softmax, restricted sigmoid, smoothstep, and inverted smoothstep functions to consider more complicated situations.
The empirical results show several advantages of the proposed algorithms. First, the proposed algorithm can derive a synthesized centrality which can reflect different perspectives of a key vertex based on the results of the Facebook network. Second, the results of the Marvel universe network are consistent with the results of the PageRank algorithm and the top five key characters are rational, even when considering different parameters. Third, the transition functions show the usefulness and diversity to find key persons within a social network. Finally, the proposed algorithm shows a good property to converge under an acceptable number of iterations.

The limitations of the algorithm can be described as follows. The social networks used in this paper are artificial datasets. Although the results found in the Marvel universe network seem to be reasonable, it is hard to confirm if it is also useful for application to real data. Hence, further research may consider a real and large network to carefully test the proposed algorithm with different parameters. In addition, the proposed algorithm can also be used to compare some new centrality measures, e.g., Rodriguez-Velázquez & Balaban [35].

11. Conclusions

In this paper, we have proposed a new algorithm to calculate the centrality of a vertex based on the in-flow from others and out-flow to others of an ego to obtain a synthesized index. In addition, we also have incorporated non-linear transition functions to account for complicated social relationships. The empirical studies here show that the proposed algorithms are more flexible and comprehensive than others, justifying the usefulness of the proposed algorithm. Besides, the convergence status of the centralities can reflect the robust results of the proposed algorithm.
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