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Abstract

We introduce a new micro-macro Markov chain Monte Carlo method (mM-MCMC) with indirect reconstruction to sample invariant distributions of molecular dynamics systems that exhibit a time-scale separation between the microscopic (fast) dynamics, and the macroscopic (slow) dynamics of some low-dimensional set of reaction coordinates. The algorithm enhances exploration of the state space in the presence of metastability by allowing larger proposal moves at the macroscopic level, on which a conditional accept-reject procedure is applied. Only when the macroscopic proposal is accepted, the full microscopic state is reconstructed from the newly sampled reaction coordinate value and is subjected to a second accept/reject procedure. The computational gain stems from the fact that most proposals are rejected at the macroscopic level, at low computational cost, while microscopic states, once reconstructed, are almost always accepted. This paper discusses an indirect method to reconstruct microscopic samples from macroscopic reaction coordinate values, that can also be applied in cases where direct reconstruction is cumbersome. The indirect reconstruction method generates a microscopic sample by performing a biased microscopic simulation, starting from the previous microscopic sample and driving the microscopic state towards the proposed reaction coordinate value. We show numerically that the mM-MCMC scheme with indirect reconstruction can significantly extend the range of applicability of the mM-MCMC method.
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1 Introduction

Countless systems in chemistry and physics consist of a large number of microscopic particles, of which all positions are collected in the system state $x \in \mathbb{R}^d$, with $d$ the (high) dimension of the system \cite{13}. The dynamics of such systems is usually governed by a potential energy $V(x)$ and Brownian motion $W_t$, for instance through the overdamped Langevin dynamics

$$dX_t = -\nabla V(X_t)dt + \sqrt{2\beta^{-1}}dW_t,$$  

in which $X_t$ represents the time-dependent state of an individual realisation of the dynamics, and $\beta$ is the inverse temperature. One common computational task for such systems is sampling their
time-invariant distribution, i.e., the Gibbs-measure
\begin{equation}
d\mu(x) = Z_V^{-1} \exp(-\beta V(x)) \, dx,
\end{equation}
with $Z_V$ the normalization constant and $dx$ the Lebesgue measure. The standard Metropolis-Hastings algorithm [4,16] faces issues when there is a large time-scale separation between the fast dynamics of the full, high-dimensional (microscopic) system and the slow behaviour of some low-dimensional (macroscopic) degrees of freedom. Then, for stability reasons, simulating the microscopic dynamics [11] requires taking time steps on the order of the fastest mode of the system, limiting the size of proposal moves and slowing down exploration of the full state space. In particular, when the potential $V$ contains multiple local minima, standard MCMC methods can remain stuck for a long time in these minima. This phenomenon is called metastability.

There exist several techniques to accelerate sampling in such a context, for instance the parallel replica dynamics [10,15,21,23], the adaptive multilevel splitting method [1] and kinetic Monte Carlo [22], or (adaptive) biased forcing methods [2,6,19,24]. This paper is the second part of a two-part work on a novel Markov-chain Monte Carlo (MCMC) method in which proposal moves are based on an approximate effective dynamics for some low-dimensional set of reaction coordinates. In the first part of this work [20], we introduced such a micro-macro Markov chain Monte Carlo method (mM-MCMC) in which a new sample is created following a three-step procedure: (i) restriction, i.e., computation of the reaction coordinate value $z$ associated to the current microscopic sample $x$; (ii) a macroscopic MCMC step, i.e., sampling a new value $z'$ of the reaction coordinate based on an approximate effective dynamics; and (iii) reconstruction, i.e., creation of a microscopic sample $x'$ that is consistent with the sampled macroscopic reaction coordinate value. Both step (ii) and step (iii) contain an accept/reject procedure. If the proposed reaction coordinate value is accepted during step (ii), we continue with step (iii); otherwise we return to step (i). During step (iii), a second accept/reject step ensures that the microscopic samples indeed sample the Gibbs measure [2]. The algorithm in [20] requires a reconstruction distribution of microscopic samples conditioned upon a given reaction coordinate value. We call the corresponding method mM-MCMC with direct reconstruction.

The mM-MCMC method with direct reconstruction is unbiased regardless of the choices in the effective dynamics and the reconstruction distribution. However, the computational advantage of the method crucially depends on both choices, for two reasons [20]. First, one needs to ensure that the fastest modes are not present at the reaction coordinate level, such that larger moves are possible than at the microscopic level, enhancing the exploration of the phase space. Second, the scheme should be constructed such that most rejected proposals are already rejected at the reaction coordinate level, i.e., without ever having to perform the costly reconstruction of a corresponding microscopic sample. In particular, the acceptance rate of the reconstructed microscopic samples should be close to 1. We have shown that, when these conditions are met, the mM-MCMC method is able to obtain an efficiency gain over the standard Markov chain Monte Carlo method that is proportional to the time-scale separation present in the system [20].

In this second paper, we propose an alternative (indirect) reconstruction procedure to perform the reconstruction step after a reaction coordinate has been accepted at the macroscopic level. Often, a direct reconstruction of a microscopic sample for a given value of the reaction coordinate, via sampling from a reconstruction distribution, is computationally costly and potentially cumbersome, see [20]. Indeed, we need to sample from a reconstruction distribution defined on a (possibly highly) non-linear sub-manifold. To overcome this issue, we introduce a general indirect reconstruction scheme to approximately reconstruct a microscopic sample that lies close to the sub-manifold $\Sigma(z')$ of microscopic samples with reaction coordinate value $z'$. The main idea of indirect reconstruction is to perform time integration of a strongly biased stochastic process that drives the reaction coordinate value of the last accepted microscopic sample towards the reaction
coordinate value $z'$ sampled at the macroscopic level. We then define the reconstructed microscopic sample $x'$ as the microscopic state that is obtained at the end of the simulation with the biased process. It is on this equilibrated microscopic sample that the final microscopic accept/reject step will be performed.

Besides its general applicability, an additional advantage of the indirect reconstruction scheme is that we can also use this scheme to efficiently pre-compute quantities that the mM-MCMC requires at the reaction coordinate level: the coefficients in the effective dynamics, and an approximation to the invariant distribution of the reaction coordinate values. Both these quantities can be written as an integral over the sub-manifold of constant reaction coordinate value. The indirect reconstruction then effectively places microscopic samples near this sub-manifold so that these samples can be used for a Monte Carlo approximation of these integrals.

The idea of using an effective dynamics to generate coarse-grained proposals was already proposed in the Coupled Coarse Graining MCMC method, introduced in [8, 9], where large lattice systems with an Ising-type potential energy were sampled. In this specific setting, there are a few natural expressions available that describe the reconstruction distribution, and obtaining a reconstructed ‘sample’ can also be achieved efficiently due to the natural hierarchical nature of a lattice system. Similarly, a two-level MCMC algorithm is also used in [3] as a ‘pre-conditioner’ to increase the microscopic acceptance rate for fluid flows. First, a low-dimensional macroscopic approximation to the high-dimensional fluid simulation is performed, and on acceptance of this macroscopic simulation, the fine-scale fluid simulation is performed afterwards. During the reconstruction step, one can easily reuse some macroscopic basis functions at the microscopic level, making the reconstruction step efficient.

The remainder of this manuscript is organised as follows. In Section 2, we briefly summarize the micro-macro Markov chain Monte Carlo method with direct reconstruction that was introduced in [20]. In Section 3, we introduce the indirect reconstruction scheme and show that a simple replacement of direct reconstruction by indirect reconstruction results in a method that is not reversible and hence is unable to sample from (2). In Section 4, we propose a reversible formulation of mM-MCMC with indirect reconstruction on an extended state space and explain the different steps in detail. This section also contains a proof of convergence and a discussion of the influence of the parameters in indirect reconstruction on the efficiency of the mM-MCMC method. In Section 5, we discuss how the indirect reconstruction scheme can be used to pre-compute an approximation to invariant distribution of the reaction coordinate values and the coefficients of the effective dynamics. In Section 6, we apply the mM-MCMC scheme with indirect reconstruction to two molecular dynamics cases: an academic three-atom molecule and alanine-dipeptide. In each of these cases, there is a time-scale present between parts of the molecule and we show numerically that mM-MCMC is able to bridge a large part of the time-scale separation. We conclude this manuscript with a summarising discussion and some pointers to future research in Section 7.

2 Micro-macro MCMC with direct reconstruction

In Section 2.2, we briefly recap the micro-macro Markov chain Monte Carlo method with direct reconstruction that was introduced in [20]. This method relies on the use of reaction coordinates for the macroscopic description of the system under study. We therefore first give a short summary and some necessary notation on reaction coordinates in Section 2.1.

2.1 A short recap on reaction coordinates

For the formulation of the mM-MCMC method, we assume a macroscopic (slow) reaction coordinate to be given. A reaction coordinate is a differentiable function from the high-dimensional
configuration space $\mathbb{R}^d$ to a lower dimensional space $\mathbb{R}^n$ with $n \ll d$ \cite{11, 19}. We denote this function as

$$\xi : \mathbb{R}^d \to \mathbb{R}^n, \ x \mapsto \xi(x) = z,$$

where we will also denote by $H \subset \mathbb{R}^n$ the image of $\xi$. Most macroscopic variables in molecular dynamics (e.g., torsion angles, centers of mass between of sets of atoms, . . .) can be written as a reaction coordinate that is a function of all the positions of the different atoms within the system.

Based on the high-dimensional invariant distribution $\mu$ for the microscopic samples $x$, we can deduce an invariant probability distribution for the reaction coordinate values only. Setting $z = \xi(x)$, the invariant distribution $\mu_0$ of the reaction coordinates reads

$$\mu_0(z) = Z_A^{-1} \exp(-\beta A(z)), \quad A(z) = -\beta^{-1} \ln \left( \int_{\Sigma(z)} Z_V^{-1} \exp(-\beta V(x)) \|\nabla \xi(x)\|^{-1} \right) d\sigma_{\Sigma(z)}(x),$$

where the integral is taken over the set $\Sigma(z) = \{ x \in \mathbb{R}^d \mid \xi(x) = z \}$ of all microscopic samples, conditioned on a given reaction coordinate value $z$. The potential energy function $A(z)$ is called the (Helmholtz) free energy of the reaction coordinate.

An important equality that relates integrals over the high-dimensional state space $\mathbb{R}^d$ to integrals over the level sets $\Sigma(z)$ of the reaction coordinate is the co-area formula \cite{19}. Given a function $f \in L^1(\mathbb{R}^d)$, we have the following identity

$$\int_{\mathbb{R}^d} f(x) dx = \int_H \int_{\Sigma(z)} f(x) \|\nabla \xi(x)\|^{-1} d\sigma_{\Sigma(z)}(x) dz = \int_H \int_{\Sigma(z)} f(x) \delta_{\xi(x)-z} dz, \quad \text{(5)}$$

in which we formally write, in the sense of measures, $\delta_{\xi(x)-z} = \|\nabla \xi(x)\|^{-1} d\sigma_{\Sigma(z)}(x)$.

Besides the invariant distribution of the reaction coordinate values, we can also write down the time-invariant distribution of the microscopic samples, conditioned upon a fixed value $z$ of the reaction coordinate. This distribution is defined on the set $\Sigma(z)$ and is given by

$$\nu(x|z) = \frac{\mu(x) \delta_{\xi(x)-z}}{\mu_0(z)} = \frac{\exp(-\beta V(x)) \|\nabla \xi(x)\|^{-1}}{\int_{\Sigma(z)} \exp(-\beta V(x)) \|\nabla \xi(x)\|^{-1} dx}, \quad x \in \Sigma(z). \quad \text{(6)}$$

In the last expression, we used the definition of the free energy \cite{11} to rewrite the denominator and the co-area formula \cite{5} to rewrite the numerator of $\nu$. We will call the distribution $\nu(x|z)$ the time-invariant direct reconstruction distribution in this manuscript.

Finally, based on the underlying overdamped Langevin dynamics of the molecular system \cite{11}, one can write down an approximate stochastic evolution equation for the reaction coordinate values by an effective dynamics \cite{11} of the form

$$dZ_t = b(Z_t) dt + \sqrt{2\beta^{-1} \sigma(Z_t)} dW_t. \quad \text{(7)}$$

This stochastic process has $\mu_0$, see equation \cite{11}, as invariant distribution and the coefficients $b(z)$ and $\sigma(z)$ are defined by

$$b(z) = \mathbb{E}_\mu[-\nabla V \cdot \nabla \xi + \beta^{-1} \Delta \xi \mid \xi(x) = z]$$

$$\sigma(z)^2 = \mathbb{E}_\mu[\|\nabla \xi\|^2 \mid \xi(x) = z], \quad \text{(8)}$$

where the expected values are taken over the level set $\Sigma(z)$. In Section 5 we present a straightforward numerical scheme to pre-compute an approximation of these effective dynamics coefficients $b(z)$ and $\sigma(z)$, as well as the free energy $A(z)$, using the indirect reconstruction scheme that is introduced in Section 4.
2.2 mM-MCMC with direct reconstruction

To state the complete mM-MCMC method with direct reconstruction, we assume the availability of two ingredients. First, we assume that we can sample an approximation $\bar{\mu}_0(z)$ to the exact invariant probability measure $\mu_0$ of the reaction coordinates, using an MCMC method with a macroscopic transition distribution $q_0(\cdot|\cdot)$. This macroscopic sampling is discussed in Section 2.2.1.

Second, we require a reconstruction distribution $\bar{\nu}(x|z)$ of microscopic samples conditioned upon a given reaction coordinate value. The reconstruction step is discussed in Section 2.2.2. Both the macroscopic sampling and the reconstruction step involve an accept/reject procedure. In principle, the choice of $\bar{\mu}_0$ and $\bar{\nu}$ is arbitrary for the mM-MCMC method to converge. However, these choices influence the efficiency of the resulting method. In Section 2.2.3, we give an expression for the transition kernel of mM-MCMC with direct reconstruction, which we will use in Section 3.

2.2.1 Generating a macroscopic proposal

Let us start from the (given) current microscopic sample $x_n$ on the Markov chain. We generate a new microscopic sample $x_{n+1}$ in two steps. First, we restrict the current microscopic sample to the corresponding reaction coordinate value, i.e., we compute $z_n = \xi(x_n)$. Next, we sample a new reaction coordinate value $z'$ from the macroscopic transition distribution $q_0(z'|z_n)$. This macroscopic proposal can, for instance, be based on a Brownian motion in the reaction coordinate space or on a gradient descent step using an approximation to the free energy of the reaction coordinate (4).

To ensure that $z'$ samples the prescribed macroscopic distribution $\bar{\mu}_0$ of the reaction coordinate values, we accept $z'$ with probability

$$\alpha_{CG}(z'|z_n) = \min\left\{1, \frac{\bar{\mu}_0(z') q_0(z_n|z')}{\bar{\mu}_0(z_n) q_0(z'|z_n)}\right\}.$$  

which is the standard Metropolis-Hastings form for the acceptance rate. If $z'$ is rejected, we set $x_{n+1} = x_n$ and generate a new macroscopic proposal; otherwise, we proceed to the reconstruction step.

2.2.2 Reconstructing a microscopic sample

If the reaction coordinate value $z'$ has been accepted, we reconstruct a microscopic sample $x'$ by drawing a sample from the (given) reconstruction distribution $\bar{\nu}(x'|z')$. Then, we accept $x'$ with probability

$$\alpha_F(x'|x) = \min\left\{1, \frac{\mu(x') \bar{\mu}_0(z_n) \bar{\nu}(x_n|z_n)}{\mu(x_n) \bar{\mu}_0(z') \bar{\nu}(x'|z')}\right\}.$$  

This form of the microscopic acceptance has been derived in [20]. One can easily see that

$$q(x'|x) = \bar{\nu}(x'|\xi(x')) \alpha_{CG}(\xi(x')) \xi(x) q_0(\xi(x')|\xi(x))$$  

is indeed the transition distribution of generating the microscopic sample $x'$ from $x$. Then, the microscopic acceptance rate (10) yields, in fact, the standard Metropolis-Hastings acceptance rate associated with a move from $x$ to $x'$.

On acceptance, define $x_{n+1} = x'$; otherwise set $x_{n+1} = x_n$. With the forms (9) and (10) for the macroscopic and microscopic acceptance rates, the mM-MCMC algorithm with direct reconstruction is guaranteed to sample from $\mu$ correctly [20].
2.2.3 Transition kernel of mM-MCMC with direct reconstruction

To finalize the discussion of the mM-MCMC method with direct reconstruction, we introduce the corresponding transition kernel. Based on the definition of the mM-MCMC transition distribution \( \lambda \), the total probability of transitioning from \( x \) to \( x' \) is

\[
K_{mM}(x'|x) = \begin{cases} 
\alpha_F(x'|x) \, \bar{\nu}(x'|\xi(x')) \, \alpha_{CG}(\xi(x')|\xi(x)) \, q_0(\xi(x')|\xi(x)), & x' \neq x \\
\int_{\mathbb{R}^d} \alpha_F(y|x) \, \bar{\nu}(y|\xi(y)) \, \alpha_{CG}(\xi(y)|\xi(x)) \, q_0(\xi(y)|\xi(x)) \, dy, & x' = x.
\end{cases}
\]

(12)

3 An indirect reconstruction scheme using biased simulation

An important ingredient for the micro-macro Markov chain Monte Carlo algorithm with direct reconstruction is the choice of reconstruction distribution \( \nu \). This reconstruction distribution should be easy to sample and should result in a high microscopic acceptance rate. However, finding a reconstruction distribution that satisfies these criteria may be highly non-trivial and application-dependent. The time-invariant reconstruction distribution \( \nu \) is in principle always available, but is usually hard to sample from. Indeed, sampling from the reconstruction distribution

\[
\nu(x'|z') \propto \exp(-\beta V(x')) \|\nabla \xi(x')\|^{-1}, \quad x' \in \Sigma(z')
\]

is often harder than sampling the target distribution \( \mu \), because the domain \( \Sigma(z') \) can have an irregular form, depending on the form of \( \xi \). In this section, we therefore propose a more general indirect reconstruction scheme that reconstructs a microscopic sample close to the sub-manifold \( \Sigma(z') \), but only approximately corresponds to the desired reaction coordinate value.

In Section 3.1, we discuss the biased stochastic process on which the indirect reconstruction is based. The microscopic sample \( x' \), obtained by the indirect reconstruction scheme, does not generally lie on the given sub-manifold of constant reaction coordinate value \( \Sigma(z') \). We show in Section 3.2 that, as a consequence, a simple extension of mM-MCMC with direct reconstruction to the indirect reconstruction setting does not result in a reversible scheme. We solve the issue of reversibility in Section 4 by making extending the state space of the mM-MCMC method.

3.1 A straightforward scheme for indirect reconstruction

Consider a reaction coordinate value \( z' \) obtained by the macroscopic proposal step at the macroscopic level. To reconstruct a microscopic sample associated with \( z' \) via indirect reconstruction, we perform a time integration of the biased stochastic process

\[
dX = -\nabla \left( V(X) + \frac{1}{2} \|\xi(X) - z'\|^2 \right) dt + \sqrt{2\beta^{-1}}dW,
\]

(13)

that pulls the reaction coordinate value of \( X \) towards \( z' \). This biased process has an invariant distribution of the form

\[
\nu_\lambda(x'|z') = \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \frac{1}{N_\lambda(z')} \exp\left(-\beta V(x')\right) \exp\left(-\frac{\lambda \beta}{2} \|\xi(x') - z'\|^2\right),
\]

(14)

which we will also call the indirect reconstruction distribution in this manuscript. The value \( N_\lambda(z') \) is a normalization constant depending on \( z' \) and \( \lambda \). Note that we introduced the notation \( \nu_\lambda(x'|z') \) for the indirect reconstruction distribution because the microscopic sample \( x' \in \mathbb{R}^d \) does not necessarily have reaction coordinate \( z' \); instead \( z' \) merely acts as a parameter in the invariant distribution of the process \( \lambda \). The factor \( \exp\left(-\beta V(x')\right) \) in \( \lambda \) corresponds to the invariant distribution \( \beta \) of the microscopic process \( \lambda \), while the extra term \( \frac{\lambda \beta}{2} \|\xi(x') - z'\|^2 \) in the potential energy ensures that the measure \( \nu_\lambda(x'|z') \) will concentrate on values of \( x' \) for which \( \xi(x') \) is close to \( z' \), provided \( \lambda \) is large enough.
Before giving a numerical discretization of the biased stochastic process, we first give an expression of the normalization constant $N_\lambda(z')$. Integrating (14) using the co-area formula gives

$$\int_{\mathbb{R}^d} \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \frac{1}{N_{\lambda}(z')} \exp\left(-\frac{\beta}{2} \|x'\|^2 \right) dx'$$

$$= \frac{Z_V}{Z_A} \int_{H} \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \exp\left(-\frac{\lambda \beta}{2}(u - z')^2 \right) \exp\left(-\beta A(u)\right) N_{\lambda}(z') \int_{\Sigma(u)} Z_V \exp\left(-\beta (V(x') - A(u))\right) \|\nabla \xi(x')\| \, du.$$

The second integral over $\Sigma(u)$ is precisely the time-invariant direct reconstruction distribution $\nu(x'|u)$, see equation (9), which integrates to 1. We thus obtain

$$\int_{\mathbb{R}^d} \nu_\lambda(x'; z') dx' = \frac{Z_V}{Z_A} \int_{H} \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \exp\left(-\frac{\lambda \beta}{2}(u - z')^2 \right) \exp\left(-\beta A(u)\right) N_{\lambda}(z') \, du = 1.$$

Rewriting the expression above, the formula for the normalization constant $N_{\lambda}(z')$ reads

$$N_{\lambda}(z') = \frac{Z_V}{Z_A} \int_{H} \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \exp\left(-\frac{\lambda \beta}{2}(u - z')^2 \right) \exp\left(-\beta A(u)\right) du. \tag{15}$$

The expression for $N_{\lambda}(z')$ is a convolution of a Gaussian form with the invariant distribution of the reaction coordinates $\mu_0(z')$. This convolution operation is also called a scaled Weierstrass transform [7] and can be viewed as a filter on $\mu_0$. In Section 4 it will become clear that the value of $N_{\lambda}(z')$ needs to be known in the mM-MCMC method with indirect reconstruction. In Section 3, we give a simple numerical scheme to compute the normalization constant $N_{\lambda}$ based on the indirect reconstruction scheme itself.

Starting with the previous microscopic sample obtained by the mM-MCMC method $x_n = x_{n,0}$, we generate a sequence of microscopic samples $x_{n,k}, k = 0, \ldots, K$ by time-stepping the biased dynamics (13), using the Euler-Maruyama discretization

$$x_{n,k+1} = x_{n,k} - \nabla V(x_{n,k}) \delta t - \lambda (\xi(x_{n,k}) - z') \nabla \xi(x_{n,k}) \delta t + \sqrt{2\beta^{-1}} \delta t \, \eta_{n,k}, \quad \eta_{n,k} \sim \mathcal{N}(0, 1), \tag{16}$$

followed by an accept/reject step to ensure the microscopic samples $x_{n,k}$ indeed sample the indirect reconstruction distribution $\nu_\lambda(\cdot; z')$. That is, we accept $x_{n,k+1}$ from $x_{n,k}$ with probability

$$\min\left\{ 1, \frac{\nu_\lambda(x_{n,k+1}; z') q_{\text{EM}}(x_{n,k+1} | x_{n,k})}{\nu_\lambda(x_{n,k}; z') q_{\text{EM}}(x_{n,k} | x_{n,k})} \right\},$$

where $q_{\text{EM}}$ is the Euler-Maruyama transition distribution based on the discretization (10). This sampling scheme is an example of the MALA method (Metropolis adjusted Langevin algorithm) [15].

We perform $K$ time steps of the biased simulation process to overcome the burn-in period associated with the inconsistency of the initial condition $x_n$ with the desired reaction coordinate value $z'$. After these $K$ steps, we propose the microscopic sample $x_{n,K}$ to be the reconstructed microscopic sample, i.e., $x' = x_{n,K}$. This final step of the biased simulation is then followed by the microscopic accept/reject step to decide on the acceptance of $x'$. We give more details on the acceptance criterion and the complete mM-MCMC with indirect reconstruction in Section 4.

The efficiency and accuracy of the indirect reconstruction scheme depend on the choice of parameters $\lambda$ and $K$ and the time step $\delta t$ used to simulate (11). In Section 4, we provide heuristics to determine a suitable set of parameters for the indirect reconstruction scheme.

### 3.2 A simple formulation of mM-MCMC with indirect reconstruction is not reversible

With the indirect reconstruction scheme, a reconstructed microscopic sample $x'$ does generally not correspond to the proposed reaction coordinate value $z'$ at the macroscopic level, i.e., we no
longer have the relation $\xi(x') = z'$ after reconstructing $x'$ from $z'$. As a consequence, there is a fundamental asymmetry between restriction and reconstruction. On one hand, each microscopic sample corresponds to only one reaction coordinate value. On the other hand, however, after indirect reconstruction, the reaction coordinate value corresponding to the reconstructed microscopic state in $\mathbb{R}^d$ can, in principle, be any reaction coordinate value. Therefore, if we simply plug in the indirect reconstruction distribution in the mM-MCMC method with direct reconstruction, i.e., if we use the reconstruction distribution $\tilde{\nu} = \nu_\lambda$ in the microscopic acceptance rate (10), one can expect that the resulting method stops being reversible. In this Section, we show this intuitive result mathematically. To restore reversibility, we propose a modification to the mM-MCMC method with indirect reconstruction in Section 4.1.

Indeed, suppose that we replace the reconstruction distribution $\nu_\lambda$ by the indirect reconstruction distribution $\bar{\nu}_\lambda$ in the transition kernel $K_{mM}$ (12) of mM-MCMC with direct reconstruction. The resulting expression for the transition kernel is then not only a function of the microscopic samples $x$ and $x'$, but also depends on the reaction coordinate value $z'$ sampled at the macroscopic level. Thus, to obtain a closed expression for the mM-MCMC transition kernel with indirect reconstruction only in $x$ and $x'$, we integrate this transition kernel $K_{mM}$ (12) over all possible values of the reaction coordinate $z'$. This integrated transition kernel with the indirect reconstruction method reads

$$K(x'|x) = \begin{cases} 
\int_H \alpha_F(x'|x, z') \nu_\lambda(x'; z') \alpha_{CG}(z'|\xi(x)) q_0(z'|\xi(x)) dz' & x' \neq x \\
1 - \int_{\mathbb{R}^d} \int_H \alpha_F(y|x, z') \nu_\lambda(y; z') \alpha_{CG}(z'|\xi(x)) q_0(z'|\xi(x)) dz' dy, & x' = x,
\end{cases}$$

(17)

where the microscopic acceptance rate $\alpha_F(x'|x, z')$ has the same form as for direct reconstruction, but we need the extra dependency on $z'$ since $\xi(x') \neq z'$, i.e.,

$$\alpha_F(x'|x, z') = \left\{ 1, \frac{\mu(x') \bar{\mu}_0(\xi(x)) \nu_\lambda(x; \xi(x))}{\mu(x) \bar{\mu}_0(z') \nu_\lambda(x'; z')} \right\}.$$  

Algorithmically speaking, the mM-MCMC algorithm with indirect reconstruction given by the above transition kernel $K$ is identical to the direct reconstruction method that we summarised in Section 2.2. Only the reconstruction step is different. The transition kernel (17), however, fails so sample the microscopic Gibbs measure $\mu(dx)$ because it does not satisfy detailed balance. Indeed, if we write out the detailed balance condition for $x' \neq x$, we find

$$K(x'|x) \mu(x) = \int_H \min \left\{ 1, \frac{\mu(x') \bar{\mu}_0(\xi(x)) \nu_\lambda(x; \xi(x))}{\mu(x) \bar{\mu}_0(z') \nu_\lambda(x'; z')} \right\} \nu_\lambda(x'; z') \times \min \left\{ 1, \frac{\bar{\mu}_0(z') q_0(\xi(x)|z')}{\bar{\mu}_0(\xi(x)) q_0(z'|\xi(x))} \right\} q_0(z'|\xi(x)) \mu(x) dz'.$$

$$= \int_H \min \left\{ \mu(x) \bar{\mu}_0(z') \nu_\lambda(x'; z'), \mu(x') \bar{\mu}_0(\xi(x)) \nu_\lambda(x; \xi(x)) \right\} \times \min \left\{ \frac{q_0(z'|\xi(x))}{\bar{\mu}_0(z')}, \frac{q_0(\xi(x)|z')}{\bar{\mu}_0(\xi(x))} \right\} dz'.$$

The above expression is not symmetric in $x$ and $x'$ because $\nu_\lambda(x'; z')$ is integrated over all possible $z$, while $\nu_\lambda(x; \xi(x))$ is independent of $z'$. Therefore, writing the mM-MCMC scheme with indirect reconstruction only in terms of the microscopic samples does not result in a reversible Markov chain. This above observation motivates the need to formulate the mM-MCMC method on an extended state space that includes both the microscopic samples and the reaction coordinate values as decoupled variables, as will be done in the next Section.
4 Micro-macro MCMC method indirect reconstruction

Having introduced the indirect reconstruction scheme and having shown its renders the mM-MCMC algorithm of Section 2.2 irreversible, we now state a modified mM-MCMC algorithm with indirect reconstruction on an extended state space, so that the resulting method becomes reversible. The extended state space consists of tuples \((x, z)\) of a microscopic sample \(x\) and a reaction coordinate value \(z\), and is given by \(\mathbb{R}^d \times H\), with \(H\) the image of the reaction coordinate \(\xi\).

In Section 4.1, we explain the different steps in the mM-MCMC method with indirect reconstruction and we also summarize the complete mM-MCMC algorithm with indirect reconstruction in Algorithm 1. In Section 4.2, we give an expression of the time-invariant distribution of the mM-MCMC method on the extended state space, where we explicitly show that the marginal time-invariant distribution of the microscopic samples is the Gibbs distribution \(\beta\) that we set out to sample from. We also state and prove that the mM-MCMC scheme with indirect reconstruction indeed converges to the correct probability distribution and that the method is ergodic. Finally, the indirect reconstruction method contains a number of additional numerical parameters that have an impact on the overall efficiency of mM-MCMC. Section 4.3 contains a discussion on an a priori suitable choice for these parameter values.

4.1 mM-MCMC with indirect reconstruction on an extended state space

Given the current tuple \((x_n, z_n) \in \mathbb{R}^d \times H\) of the Markov chain on the extended state space, we again propose a new tuple \((x_{n+1}, z_{n+1})\) on the Markov chain by (i) generating a new macroscopic proposal (Section 4.1.1), and (ii) reconstructing a microscopic sample (Section 4.1.2). Before detailing these steps, we point out that the restriction step is eliminated here because of the extension of the state space. That is, we do not need to compute \(\xi(x_n)\) since we propose new macroscopic values based on the associated reaction coordinate value \(z_n\), which is already available as an independent variable the tuple \((x_n, z_n)\).

4.1.1 Generating a macroscopic proposal

In the first step, we propose a new reaction coordinate value \(z'\) based on \(z_n\), using a macroscopic transition distribution \(q_0(z'|z_n)\). To ensure that \(z'\) is sampled according to the approximate macroscopic distribution \(\bar{\mu}_0\), we accept \(z'\) with probability \(\alpha_{CG}\).

If the macroscopic proposal \(z'\) is accepted, we proceed to the reconstruction step, otherwise, we immediately define \((x_{n+1}, z_{n+1}) = (x_n, z_n)\) and repeat this step. Note that this step is identical to the macroscopic proposal step in the direct reconstruction algorithm in Section 2.2.1 since the reconstruction has no impact on the macroscopic proposal moves.

4.1.2 Reconstructing a microscopic sample

In the second step, we reconstruct a new microscopic sample \(x'\) from the proposed reaction coordinate value \(z'\) using the indirect reconstruction step discussed in Section 4.1.1. That is, we simulate \(K\) MALA steps \(16\) with time step \(\delta t\) and with initial condition \(x_n\). Afterwards, we decide whether to accept \(x'\) using an acceptance criterion.

If we use the same form of the microscopic acceptance probability as defined in the direct reconstruction algorithm \(10\) but plug in the indirect reconstruction distribution \(\nu_\lambda\), the microscopic acceptance probability would read

\[
\alpha_F(x'|x, z', z) = \min \left\{ 1, \frac{\mu(x') \bar{\nu}_0(z') \exp(-\beta V(x')) \exp \left(-\frac{\beta}{2} \left(\xi(x') - z'\right)^2\right) N_\lambda(z')}{\mu(x) \bar{\mu}_0(z) \exp(-\beta V(x)) \exp \left(-\frac{\beta}{2} \left(\xi(x) - z\right)^2\right) N_\lambda(z)} \right\}
\]
One can see that when \( \lambda \) is large, the ratio of the two sharp Gaussian factors could significantly lower the average microscopic acceptance rate when \( \xi(x) \) lies farther from \( z \) than \( \xi(x') \) lies from \( z' \). In this case, the complete mM-MCMC method with indirect reconstruction would become inefficient since we would then reject many reconstructed microscopic samples that are computationally expensive to obtain.

To overcome this computational issue, we use a modified microscopic acceptance probability where we remove the ratio of the sharp Gaussians. That is, we accept the reconstructed microscopic sample \( x' \) with the modified probability

\[
\alpha_F(x'|x, z', z) = \min \left\{ 1, \frac{\mu(x')}{\mu_0(z')} \frac{\exp(-\beta V(x')) N_\lambda(z')} {\exp(-\beta V(x)) N_\lambda(z)} \right\} = \min \left\{ 1, \frac{\mu_0(z)}{\mu_0(z')} \frac{N_\lambda(z')}{N_\lambda(z)} \right\}.
\]

We will show in Section 4.2 that the mM-MCMC method with this acceptance probability is indeed reversible with respect to \( \mu \) and that only the marginal invariant distribution of the reaction coordinate values is changed. We will also show in the numerical experiments that the average microscopic acceptance rate is close the 1 as desired.

Finally, on acceptance we define \( (x_{n+1}, z_{n+1}) = (x', z') \), otherwise we set \( (x_{n+1}, z_{n+1}) = (x_n, z_n) \) and return to the macroscopic proposal step.

**Remark 1.** In case the macroscopic invariant distribution is the marginal time-invariant distribution of the reaction coordinate of the full dynamics, i.e., \( \mu_0 = \mu \), the expression for the microscopic acceptance rate converges to 1 as \( \lambda \) increases to \( \infty \). Indeed, we have the limit

\[
\lim_{\lambda \to \infty} N_\lambda(z') = \frac{Z_V}{Z_A} \exp(-\beta A(z')) = Z_V \mu_0(z').
\]

Hence, if we drive \( \lambda \) to infinite, the microscopic acceptance rate \( \alpha_F \) becomes

\[
\lim_{\lambda \to \infty} \min \left\{ 1, \frac{\mu_0(z)}{\mu_0(z')} \frac{N_\lambda(z')}{N_\lambda(z)} \right\} = \min \left\{ 1, \lim_{\lambda \to \infty} \frac{\mu_0(z)}{\mu_0(z')} \frac{N_\lambda(z')}{N_\lambda(z)} \right\}
\]

\[
= \min \left\{ 1, \frac{\mu_0(z)}{\mu_0(z')} \frac{\mu_0(z')}{\mu_0(z)} \right\} = 1,
\]

in point-wise sense. We can interchange the limit and the minimum in the first equality due to the fact that both functions inside the minimum are continuous in \( z \) and \( z' \), and so is the minimum of both functions.

### 4.1.3 Complete algorithm

The complete mM-MCMC algorithm with indirect reconstruction is depicted in Algorithm 4.

### 4.2 Convergence result

In this Section, we show that the mM-MCMC scheme with indirect reconstruction has a unique time-invariant distribution and that the method is ergodic. First, we given an expression for the transition kernel of mM-MCMC with indirect reconstruction. This transition kernel, defined on the extended state space \( \mathbb{R}^d \times H \), reads

\[
\mathcal{K}_{m,M}(x', z'|x, z) = \begin{cases}
\alpha_F(x'|x, z', z) \nu_\lambda(x'; z') \alpha_{CG}(z'|z) q_0(z'|z) & (x', z') \neq (x, z) \\
1 - \int_{\mathbb{R}^d} \int_H \alpha_F(y|x, u, z) \nu_\lambda(y; u) \alpha_{CG}(u|z) q_0(u|z) du dy & (x', z') = (x, z).
\end{cases}
\]
Algorithm 1 The mM-MCMC method with indirect reconstruction.

Given parameters $\lambda > 0$, $\delta t > 0$, $K \in \mathbb{N}$, microscopic samples $x_n$, $n = 1, 2, \ldots$ and reaction coordinate values $z_n$, $n = 1, 2, \ldots$, with $z_0 = \xi(x_0)$.

(i) Macroscopic Proposal:

- Generate a reaction coordinate proposal $z' \sim q_0(\cdot | z_n)$.
- Accept the macroscopic proposal with probability
  
  $$
  \alpha_{CG}(z' | z_n) = \min \left\{ 1, \frac{\mu_0(z') q_0(z_n | z')}{\mu_0(z_n) q_0(z' | z_n)} \right\}
  $$

  - On acceptance, proceed to step (ii), otherwise set $(x_{n+1}, z_{n+1}) = (x_n, z_n)$ and repeat step (i).

(ii) Reconstruction:

- Perform $K$ MALA steps of the biased simulation (16) with step size $\delta t$ and initial condition $x_{n,0} = x_n$

  $$
  x_{n,k+1} = x_{n,k} - \nabla \left( V(x_{n,k}) + \frac{\lambda}{2} \| \xi(x_{n,k}) - z' \|^2 \right) \Delta t + \sqrt{2\beta^{-1} \delta t} \eta_{n,k}, \quad k = 0, \ldots, K-1, \quad \eta_{n,k} \sim \mathcal{N}(0,1)
  $$

  and define the microscopic sample $x' = x_{n,K}$.

- Accept the microscopic sample with probability
  
  $$
  \alpha_F(x' | x_n, z', z_n) = \min \left\{ 1, \frac{\mu_0(z_n) N_{\lambda}(z')}{\mu_0(z') N_{\lambda}(z_n)} \right\}
  $$

  - Upon acceptance, set $(x_{n+1}, z_{n+1}) = (x', z')$ and return to step (i) for the next microscopic sample, otherwise set $(x_{n+1}, z_{n+1}) = (x_n, z_n)$ and generate a new reaction coordinate value in step (i).

We show in the proof of Theorem 1 that there is a unique time-invariant distribution associated to the transition kernel $K_{mM}^*$ mM-MCMC with indirect reconstruction. We additionally show that the mM-MCMC method converges to this distribution under some mild conditions on the macroscopic transition distribution $q_0$ and the approximate macroscopic distribution $\bar{\mu}_0$.

**Theorem 1.** The mM-MCMC transition kernel $K_{mM}^*$ has a unique stationary probability distribution of the form

$$
\eta(x, z) = \sqrt{\frac{\beta \lambda}{2\pi}} \exp \left( -\frac{\beta \lambda}{2} (z - \xi(x))^2 \right) \mu(x).
$$

Furthermore, for every macroscopic transition distribution $q_0$ that is strictly positive on $H \times H$ and that is not identical to the exact, time-discrete, transition distribution of the effective dynamics (7), and for every approximate macroscopic distribution $\bar{\mu}_0$ with supp($\bar{\mu}_0$) = $H$,

(i) the transition probability kernel $K_{mM}^*$ satisfies the detailed balance condition with target measure $\eta(x, z)$;

(ii) the chain $(x_n, z_n)$ is $\eta$–irreducible;

(iii) the chain $(x_n, z_n)$ is aperiodic.
Note that we can write \( \eta(x, z) = \eta(z|x)\mu(x) \), to view \( \mu(x) \) as the marginal distribution of the microscopic samples of \( \eta(x, z) \). This implies we are indeed sampling the microscopic Gibbs measure \( \eta \) that we set out to sample from. The conditional distribution \( \eta(z|x) = \sqrt{\frac{\beta\lambda}{2\pi}} \exp \left( -\frac{\beta\lambda}{2} (z - \xi(x))^2 \right) \) is the time-invariant conditional distribution of reaction coordinate values given a microscopic sample, and is given by a Gaussian distribution with mean \( \xi(x) \) and variance \( 1/(\lambda\beta) \). This identity indicates that the reaction coordinate value of \( z \) lies close to the sampled value \( z \) at the macroscopic level, which is a logical consequence of the form of the indirect reconstruction distribution. Therefore, in the limit of \( \lambda \) increasing to infinity, we recover the mM-MCMC algorithm with direct reconstruction.

Additionally, if we decompose \( \eta(x, z) = \eta(z)\eta(x|z) \), i.e., as the marginal distribution of the reaction coordinate values at the macroscopic level multiplied by the conditional distribution of the microscopic samples, one can easily see that

\[
\eta(z) = N_\lambda(z), \\
\eta(x|z) = \nu_\lambda(x; z)
\]

so that the marginal distribution of the reaction coordinate values alone is not the exact marginal distribution \( \mu_0 \), but the filtered distribution \( \nu_0 \) obtained by the Weierstrass transform \( \nu_0 \).

**Proof.** We first show that the detailed balance condition holds because this is a sufficient condition for \( \eta \) to be a stationary distribution of \( K_{mM}^* \). The combination of statements (ii) and (iii) is then sufficient for \( \eta \) to be unique and to show that the mM-MCMC scheme with indirect reconstruction is ergodic and hence converges to \( \eta(x, z) \) in total variation norm.

(i) If we denote the total normalization constant \( Z_{\lambda} \sqrt{\frac{\beta\lambda}{2\pi}} \) of \( \eta(x, z) \) by \( Z_{\lambda} \), the detailed balance condition reads

\[
K_{mM}^*(x', z'|x, z) \eta(x, z) = Z_{\lambda}^{-1} \min \left\{ 1, \frac{\mu_0(z')N_\lambda(z')}{\mu_0(z)N_\lambda(z)} \right\} \exp \left( \beta\lambda \left( (\xi(x') - z')^2 - (\xi(x) - z)^2 \right) \right) \times \min \left\{ 1, \frac{\mu_0(z')q_0(z|z')}{\mu_0(z)q_0(z'|z)} \right\} q_0(z'|z) \exp \left( -\beta\lambda (\xi(x) - z)^2 \right)
\]

\[
= Z_{\lambda}^{-1} \min \left\{ N_\lambda(z')^{-1} \frac{N_\lambda(z)}{\mu_0(z')^2}, N_\lambda(z)^{-1} \frac{N_\lambda(z')}{\mu_0(z')} \right\} \exp \left( -\frac{\lambda\beta}{2} \left( (\xi(x') - z')^2 + (\xi(x) - z)^2 \right) \right) \times \exp \left( -\beta\lambda (\xi(x) - \xi(x')) \right) \min \left\{ q_0(z'|z)\mu_0(z), q_0(z|z')\mu_0(z') \right\}
\]

The above expression is indeed symmetric when interchanging \( (x, z) \) and \( (x', z') \) and hence detailed balance is satisfied. As a consequence, this fact implies the first claim of the theorem.

(ii) To prove \( \eta \)-irreducibility, take a set measurable set \( A \subset \mathbb{R}^d \times H \) with \( \eta(A) > 0 \) and take an \( (x, z) \in \mathbb{R}^d \times H \). We then have that

\[
K_{mM}^*(A|x, z) \geq \int_{\{x'|z, z\} \notin A} \alpha_F(x'|x, z', z) \nu_\lambda(x'; z') \alpha_{CG}(z'|z) q_0(z'|z) \, dx' \, dz'.
\]

By assumption, \( \nu_\lambda(x'; z'), q_0(z'|z), \alpha_{CG}(z'|z) \) and \( \alpha_F(x'|x, z', z) \) are positive everywhere, proving that \( K_{mM}^*(A|x, z) > 0 \) for all \( (x, z) \in \mathbb{R}^d \times H \).

(iii) Finally, we establish aperiodicity of the Markov chain by deriving a contradiction. Assume that for all \( (x, z) \in \mathbb{R}^d \times H \) \( K_{mM}^*(\{(x, z)\}|x, z) = 0 \). Then, the equality

\[
\int_{\mathbb{R}^d} \int_{H} \alpha_F(x'|x, z', z) \nu_\lambda(x'; z') \alpha_{CG}(z'|z) q_0(z'|z) \, dz' \, dx' = 1,
\]

implies the acceptance probabilities \( \alpha_F(x'|x, z', z) \) and \( \alpha_{CG}(z'|z) \) should be 1 everywhere because \( \nu_\lambda(x'; z') \) and \( q_0(z'|z) \) are strictly positive. These two proposal distributions are strictly positive on the whole domain by assumption, implying that the proposal distributions \( \nu_\lambda(x'; z') \) and \( q_0(z'|z) \)
sample from the correct invariant distribution $\eta$ without rejections. This is not the case because the macroscopic transition distribution $q_0$ is not identical to the exact, time-discrete, transition distribution of the effective dynamics (7), resulting in a contradiction.

4.3 Optimal choice of parameters for indirect reconstruction

There is still some freedom regarding the choice of parameters in the indirect reconstruction scheme:

- What are optimal values for $\lambda$ and $\delta t$ to maximize the efficiency of indirect reconstruction?
- How many biased steps $K$ are required to overcome the effect of the burn-in during the biased simulation and to form a sample of (14)?

We give more context to these questions in this section, and propose some heuristics for an efficient implementation.

Optimal values of $\lambda$ and $\delta t$ There are two interesting limit cases for the choice of $\lambda$. In the limit of $\lambda$ decreasing to 0, the Gaussian factor in the reconstruction distribution (14) has no impact, and the biased simulation is then nothing more than the microscopic MALA method with invariant distribution $\mu$. We then make no use at all of the sampled reaction coordinate value $z'$ at the macroscopic level, and we may then expect to obtain no efficiency gain. In this limit, the effect of the bias term is smaller than that of the stiff modes in the system, annihilating the potential speed-up generated by the reaction coordinates at the macroscopic level.

In the other limit, when $\lambda$ is much larger than the stiffest modes in the potential energy function $V$, we need many biased steps for the reaction coordinate to become close to the sampled value $z'$ due to stiffness of the resulting biased dynamics. Indeed, we must choose the microscopic time step $\delta t$ on the order of $1/\lambda$ due to the stability restrictions on the Euler-Maruyama scheme (16), so that one needs many biased time steps to achieve a thorough mixing in the microscopic state space. In this case, the indirect reconstruction scheme is also not efficient anymore.

This effect is also visible in another manner. When $\lambda$ is infinite, we have in the limit on $\mathbb{R}^d$

$$\exp(-\beta V(x')) \sqrt{\frac{\lambda\beta}{2\pi}} \exp\left(-\frac{\lambda\beta}{2} \|\xi(x') - z'\|^2\right) dx \rightarrow \exp(-\beta V(x')) \delta_{\xi(x') - z'}(dx')$$

in point-wise sense because the Gaussian factor $\exp\left(-\frac{\lambda\beta}{2} \|\xi(x') - z'\|^2\right)$ converges to $\delta_{\xi(x') - z'}$. We are then effectively sampling the direct reconstruction distribution $\nu(\cdot | z)$ on the set $\Sigma(z)$, which we know to be inefficient in many molecular applications.

Making a trade-off between these two effects, we propose to choose $\lambda$ close to the stiffest mode in the potential energy function $V$. This choice should ensure a good mixing in all components of the system, while the microscopic samples $x_{n,k}$ will quickly have a reaction coordinate value close to $z'$. In addition, we choose $\delta t$ close to $1/\lambda$ so that we quickly converge to $z'$, while maintaining a stable biased simulation scheme. We will show numerically in Section 6 that there is usually a range of values for $\lambda$ that give a maximal, or close to maximal, efficiency gain.

Number of biased steps $K$ Deciding on a good number of biased time steps $K$ is a theoretically hard problem, because it depends on the step size $\delta t$ and the strength of the basing potential $\lambda$. Indeed, for any finite number of time steps $K$, the microscopic sample obtained by indirect reconstruction is not in equilibrium with respect to the indirect reconstruction distribution $\nu_\lambda(\cdot | z')$. Hence, there is always a bias present due to indirect reconstruction, and this bias may heavily depend on $\lambda$ and $\delta t$. However, we can make this bias arbitrarily small by making $K$ large enough.
Usually, we observe numerically that 5 to 10 biased time-steps with accept/reject stage is a good trade-off between reducing the effect of burn-in in the biased simulation, and efficiency of the resulting mM-MCMC method. We leave an investigation of the bias and the optimal parameters of indirect reconstruction to further research.

5 Numerical pre-computations using indirect reconstruction

There are two places in the mM-MCMC algorithm where pre-computations may be needed. First, one may need to pre-compute an approximation to the drift and diffusion terms in the effective dynamics \( \tilde{z} \) to generate the reaction coordinate proposals at the macroscopic level. Similarly, one may want to compute an approximation to the free energy to determine a macroscopic invariant distribution \( \mu_0 \) that approximates the exact time-invariant probability distribution of the reaction coordinates \( \mu_0 \). Second, we need to pre-compute the normalization constant of the indirect reconstruction distribution \( N_{\lambda} \) for a proper evaluation of the microscopic acceptance rate \( \lambda \).

Before we can compute this normalization constant, we first need a good approximation of the free energy. Once we have a good approximation to the free energy, this normalization constant is easy to compute.

In Section 5.1, we lay out the computations of the effective dynamics coefficients and the free energy where we propose to use the indirect reconstruction scheme to approximately sample on \( \Sigma(z) \). The computations for the normalization constant \( N_{\lambda} \) are explained in Section 5.2.

5.1 Computation of effective dynamics and free energy

Recall from the introduction that the drift and diffusion coefficients \( b(z) \) and \( \sigma(z) \) are given by the expectations

\[
\begin{align*}
    b(z) &= \mathbb{E}_{\nu(x|z)}[-\nabla V(x) \cdot \nabla \xi(x) + \beta^{-1} \Delta \xi(x)] \\
    \sigma(z) &= \mathbb{E}_{\nu(x|z)}[|\nabla \xi(x)|^2],
\end{align*}
\]

(21)

computed with respect to the (time-invariant) direct reconstruction distribution \( \nu(\cdot | z) \) on \( \Sigma(z) \). Computing these expectations is hard for non-trivial reaction coordinates due to the unknown geometry of \( \Sigma(z) \). Existing methods like the projection scheme [19] or Hamiltonian Monte Carlo [14] rely on projecting back a proposal to the manifold \( \Sigma(z) \), which is achieved by solving a non-linear system for Lagrange multipliers corresponding to the constraint. Solving these non-linear systems can be slow in practice.

As is clear from the companion paper [20] and Theorem 4, the mM-MCMC method (both with direct and indirect reconstruction) will sample the microscopic distribution \( \mu \) exactly, regardless of the choice of macroscopic proposal distribution \( q_0 \) or (approximate) reaction coordinate distribution \( \bar{\mu}_0 \). We are therefore willing to tolerate some inaccuracy in the coefficients (21) to limit the computational overhead on their pre-computation. We propose to sample from the indirect reconstruction distribution \( \nu_{\lambda}(x; z) \), defined in (14), on the whole configuration space \( \mathbb{R}^d \), instead of sampling the direct reconstruction distribution \( \nu(x|z) \), defined in (10), on \( \Sigma(z) \). We thus approximate the exact coefficients \( b \) and \( \sigma \) by

\[
\begin{align*}
    \hat{b}(z) &= \mathbb{E}_{\nu_{\lambda}(x; z)}[-\nabla V(x) \cdot \nabla \xi(x) + \beta^{-1} \Delta \xi(x)] \\
    \hat{\sigma}(z) &= \mathbb{E}_{\nu_{\lambda}(x; z)}[|\nabla \xi(x)|^2].
\end{align*}
\]

(22)

Since, in a weak sense, the distribution \( \nu_{\lambda}(\cdot; z) \) lies close to \( \nu(\cdot | z) \), the approximate coefficients \( \hat{b} \) and \( \hat{\sigma} \) will also be a close approximation to the exact coefficients \( b \) and \( \sigma \), and this approximation is better when \( \lambda \) is larger.

For practical computations, we first define a grid of reaction coordinate values \( \{z_j\}_{j=1}^J \) on which we approximate the coefficients of the effective dynamics. If the value of \( b \) or \( \sigma \) is required in an
intermediate value $z$, we use linear interpolation between the adjacent grid points to estimate the value at point $z$. Starting from a random initial condition, sampling the indirect reconstruction distribution $\nu_{\lambda}(x; z_j)$ via a standard MCMC method results in a Markov chain $\{X_j\}_{i=1}^N$ whose reaction coordinates lie close to $z_j$. With these MCMC samples, we can then estimate the drift and diffusion terms (22) as

$$\hat{b}(z_j) \approx \frac{1}{N} \sum_{i=1}^N -\nabla V(X_j^i) \cdot \nabla \xi(X_j^i) + \beta^{-1} \Delta \xi(X_j^i)$$

$$\hat{\sigma}^2(z_j) \approx \frac{1}{N} \sum_{i=1}^N \|
abla \xi(X_j^i)\|^2.$$

The Monte Carlo approximation induces both a statistical error and bias. The statistical error is due to the finite number of samples, and we can make this bias as small as necessary by increasing $N$. There are also two factors that induce a bias with respect to the exact functions $b$ and $\sigma$. The first contribution to the bias is that the microscopic samples $\{X_j^{\nu}\}_{i=1}^N$ do not exactly have the prescribed reaction coordinate value $z_j$, since they form samples from $\nu_{\lambda}(\cdot; z_j)$ instead of $\nu(\cdot|z_j)$. This contribution to the bias can be made as small as desired by increasing the value of $\lambda$. The second bias contribution stems from the fact that we only approximate the effective dynamics on a fixed grid of $z$-values. We can also make this bias term small by defining enough grid points. These errors on the effective dynamics coefficients do not cause a systematic error on the mM-MC method, as long as we use the same approximate coefficients in the formulation of the transition probability $q_0$.

The macroscopic transition distribution, based on the effective dynamics, then reads

$$q_0(z'|z) = (4\pi\beta^{-1}\delta t\hat{\sigma}^2(z))^{-n/2} \exp \left(-\frac{\|z' - z - \hat{b}(z)\delta t\|^2}{4\delta t\hat{\sigma}^2(z)}\right),$$

where, when $z$ is not a grid point, we define $\hat{b}(z)$ and $\hat{\sigma}(z)$ by linear interpolation between the neighbouring grid cells.

Similarly, we can use the biased stochastic process (13) to compute an approximation to the free energy (14). We can write the free energy as an expectation over the Lebesgue measure $\sigma_{\Sigma(z)}$

$$A(z) = -\frac{1}{\beta} \ln \left(E_{\sigma_{\Sigma(z)}}\left[\exp(-\beta V(x)) \|
abla \xi(x)\|^{-1}\right]\right). \quad (23)$$

We can compute an approximation to the free energy by sampling from the Lebesgue measure $d\sigma_{\Sigma(z)}$ for the same grid $\{z_j\}_{j=1}^J$ of reaction coordinate values. We achieve this by again running the biased stochastic process with invariant distribution

$$\exp(-\beta V(x)) \exp \left(-\frac{\beta}{2} \left(\xi(x) - z\right)^2\right),$$

to obtain a set of microscopic samples $\{X_j^i\}_{i=1}^N$. Since the biased simulation scheme actually samples close to $\exp(-\beta V(x)) \|
abla \xi(x)\|^{-1}$ near the sub-manifold $\Sigma(z)$, we associate a normalized weight $w_j^i \propto \exp(\beta V(X_j^i)) \|
abla \xi(X_j^i)\|^{-1}$ to each microscopic sample $X_j^i$. With these weights, the microscopic samples approximately sample a uniform measure around $\Sigma(z)$ and therefore approximately sample the Lebesgue measure $\sigma_{\Sigma(z)}$ on $\Sigma(z)$ as well.

With the weighted microscopic ensemble $\{X_j^i, w_j^i\}_{i=1}^N$, we subsequently approximate the free energy (23) via

$$A(z_j) \approx \hat{A}(z_j) = -\frac{1}{\beta} \ln \left(\sum_{i=1}^N w_j^i \exp(-\beta V(X_j^i)) \|
abla \xi(X_j^i)\|^{-1}\right).$$
We can thus use the probability distribution \( \tilde{\mu}_0 \propto \exp(-\tilde{A}(z)) \) as the approximate invariant distribution of the reaction coordinates at the macroscopic level in the mM-MCMC algorithm since we already need an approximation of the free energy to estimate \( N_\lambda \).

5.2 Computing the normalization constant \( N_\lambda(\cdot) \)

To close this section, we give a simple numerical scheme to estimate the normalization constant \( N_\lambda(\cdot) \) in equation (15) of the indirect reconstruction distribution \( \nu_\lambda(\cdot;\cdot) \). This normalization constant can be written as an expected value

\[
N_\lambda(z) = \frac{Z_V}{Z_A} \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} E_{\mathcal{N}(z,(\lambda \beta)^{-1})} \left[ \exp(-\beta \tilde{A}(\cdot)) \right],
\]

but we do not need to compute the normalization constants \( Z_V \) and \( Z_A \) as these cancel out in the microscopic acceptance rate (18).

We estimate the expected values \( \langle 24 \rangle \) at a grid of reaction coordinate values \( \{z_j\}_{j=1}^J \) using a Monte Carlo approximation. For every \( j \) between 1 and \( J \), we sample \( N \) microscopic samples from the \( n \)-dimensional Gaussian distribution with mean \( z_j \) and variance \( 1/\lambda \beta \). Call these Gaussian samples \( \{X_{ij}\}_{i=1}^N \). The Monte Carlo approximation of \( \langle 24 \rangle \) then reads

\[
N_\lambda(z_j) \approx \frac{Z_V}{Z_A} \left( \frac{\lambda \beta}{2\pi} \right)^{n/2} \frac{1}{N} \sum_{i=1}^N \exp\left(-\beta \tilde{A}(X_{ij})\right).
\]

We finally note that sampling from the Gaussian distribution \( \mathcal{N}(z_j,(\lambda \beta)^{-1}) \) is much cheaper than simulating the biased stochastic process to pre-compute the effective dynamics coefficients. It is thus feasible to sample more Gaussian particles to compute the denominator \( N_\lambda \) than for the free energy and effective dynamics computations. More Gaussian particles may be necessary since the statistical error on \( N_\lambda \) induces a systematic error on the microscopic acceptance probability (18), which we want to be negligible.

6 Numerical results

In this Section, we numerically investigate the efficiency of the mM-MCMC scheme with indirect reconstruction on two molecular problems: a three-atom molecule and the standard test case alanine-dipeptide. We compare the efficiency gain over the microscopic MALA (Metropolis-adjusted Langevin) method, where we specifically study the impact of the parameters in the indirect reconstruction scheme on this gain. The efficiency gain criterion for a proper comparison of mM-MCMC with the MALA method is explained in Section 6.1, and the numerical results for the three-atom molecule and alanine-dipeptide are shown in Sections 6.2 and 6.3 respectively.

6.1 Efficiency criterion

Consider a scalar function \( F : \mathbb{R}^d \rightarrow \mathbb{R} \) and suppose we are interested in the average of \( F \) with respect to the Gibbs measure \( \mu \),

\[
\mathbb{E}_\mu[F] = \int_{\mathbb{R}^d} F(x) \, d\mu(x).
\]

If we sample the invariant measure \( \mu \) using an MCMC method, we can estimate the above value as \( \hat{F} = N^{-1} \sum_{n=1}^N F(x_n) \) with an ensemble of microscopic samples \( \{x_n\}_{n=1}^N \). The variance on this estimate is

\[
\text{Var}[\hat{F}] = \frac{\sigma_F^2}{N} \frac{K_{\text{corr}}}{N}, \quad (25)
\]
where $\sigma_F^2$ is the inherent variance of $F$,

$$\sigma_F^2 = \int_{\mathbb{R}^n} (F(x) - \mathbb{E}_\mu[F])^2 \, d\mu(x),$$

and $K_{\text{corr}}$ is defined as

$$K_{\text{corr}} = 1 + \frac{2}{\sigma_F^2} \sum_{n=1}^N \mathbb{E} \left[ (F(x_n) - \mathbb{E}_\mu[F(x_n)]) (F(x_0) - \mathbb{E}_\mu[F(x_0)]) \right],$$

with $x_0$ the initial value of the Markov chain [17].

The extra factor $K_{\text{corr}}$ in (25) arises because the Markov chain Monte Carlo samples are not independent. The higher $K_{\text{corr}}$, the more correlated the MCMC samples and the higher the variance (25). Another interpretation of the correlation parameter $K_{\text{corr}}$ is that the ‘effective’ number of samples is $N/K_{\text{corr}}$.

In the following numerical experiments, we are interested in reducing the variance on the estimator $\hat{F}$ with mM-MCMC using the same runtime, compared to the microscopic MALA algorithm. Equivalently, we want to increase the effective number of samples $N/K_{\text{corr}}$ for a fixed runtime. We therefore define the efficiency gain of mM-MCMC over the microscopic MALA method as

$$\text{Gain} = \frac{\text{Var}[\hat{F}]_{\text{micro}}}{\text{Var}[\hat{F}]_{\text{mM}}} \frac{T_{N_{\text{micro}}}^{N}}{T_{N_{\text{mM}}}^{N}} = \frac{K_{\text{corr, micro}}}{K_{\text{corr, mM}}} \frac{T_{N_{\text{micro}}}^{N}}{T_{N_{\text{mM}}}^{N}}. \quad (26)$$

Here, $T_{N_{\text{micro}}}^{N}$ is the measured execution time of the microscopic MCMC method for a fixed number of sampling steps $N$ and $T_{N_{\text{mM}}}^{N}$ is the measured execution time for the same number of steps $N$ of the mM-MCMC scheme.

Usually, the execution time $T_{N_{\text{mM}}}^{N}$ of the mM-MCMC method with indirect reconstruction is larger than the execution time $T_{N_{\text{micro}}}^{N}$ for the MALA method for the same number of sampling steps $N$, due to the overhead of the indirect reconstruction scheme. Indeed, when a reaction coordinate value is accepted at the macroscopic level, we take $K$ time steps of the biased simulation scheme where we evaluate the potential energy and its gradient at every biased time step. The exact increase in execution time for the same number of sampling steps $N$ depends on the value of the macroscopic acceptance rate. We will show that the effective number of samples $N/K_{\text{corr, mM}}$ of the mM-MCMC scheme is usually orders of magnitude higher than the effective number of samples of the MALA scheme, $N/K_{\text{corr, micro}}$. By first sampling a reaction coordinate value with a large time step $\Delta t$ at the macroscopic level, the correlation between two reaction coordinate values will, on average, be lower than the correlation between two microscopic samples generated with a small time step $\delta t$ by the MALA method. Currently, however, we have no analytic formulas linking the correlations at the macroscopic and microscopic levels, so we will demonstrate this claim numerically. Combining both the decrease in execution time for the same number of sampling steps and the increase of the effective number of samples, we expect that mM-MCMC will be able to gain over the MALA method for moderate to large time-scale separations. We will show that the higher the time-scale separation, the larger the efficiency gain will be.

### 6.2 A three-atom molecule

**Model problem** In this section, we consider the mM-MCMC algorithm on a simple, academic, three-atom molecule, as first introduced in [11]. The three-atom molecule has a central atom $B$, that we fix at the origin of the two-dimensional plane, and two outer atoms, $A$ and $C$. To fix the superfluous degrees of freedom, we constrain atom $A$ to the $x$-axis, while $C$ can move freely in the plane. The three-atom molecule is depicted on Figure 1.

The potential energy for the three-atom system consists of three terms,

$$V(x_a, x_c, y_c) = \frac{1}{2e} (x_a - 1)^2 + \frac{1}{2e} (r_c - 1)^2 + \frac{208}{2} \left( \left( \frac{\theta - \pi}{2} \right)^2 - 0.3838^2 \right)^2, \quad (27)$$
Figure 1: The three-atom molecule. Atom $A$ is constraint to the $x$-axis with $x$-coordinate $x_a$, atom $B$ is fixed at the origin of the plane and atom $C$ lies om the two-dimensional plane with Cartesian coordinates $(x_c, y_c)$.

where $x_a$ is the $x$–coordinate of atom $A$ and $(x_c, y_c)$ are the Cartesian coordinates of atom $C$. The bond length $r_c$ between atoms $B$ and $C$ and the angle $\theta$ between atoms $A$, $B$ and $C$ are defined as

$$r_c = \sqrt{x_c^2 + y_c^2}$$
$$\theta = \arctan2(y_c, x_c).$$

The first term in (27) describes the vibrational potential energy of the bond between atoms $A$ and $B$, with equilibrium length $1$. Similarly, the second term describes the vibrational energy of the bond between atoms $B$ and $C$ with bond length $r_c$. Finally, the third term determines the potential energy of the angle $\theta$ between the two outer atoms, which has an interesting bimodal behaviour. The distribution of $\theta$ has equilibrium values, one at $\pi/2 - 0.3838$ and another at $\pi/2 + 0.3838$.

In the following set of experiments, we define the angle $\theta$ as reaction coordinate, i.e.,

$$\xi(x) = \theta,$$

and we study the efficiency of mM-MCMC for this reaction coordinate choice. The angle $\theta$ between the two outer atoms is purely slow since its corresponding term in the potential energy (27) is independent from $\varepsilon$. We therefore expect to obtain significant efficiency gain using the mM-MCMC method with this reaction coordinate function.

Overview of this section  In this section, we perform the following numerical experiments on the three-atom molecule. In Section 6.2.1 we carry out the pre-computations of the free energy and the effective dynamics of $\xi$. Subsequently, in Section 6.2.2 we visually inspect the efficiency gain of the mM-MCMC method with indirect reconstruction over the microscopic MALA method. In Section 6.2.3 we numerically investigate the efficiency gain on the estimated mean and variance for multiple values of $\varepsilon$, followed by a comparison between the direct and indirect reconstruction variants in Section 6.2.4 for the same values of $\varepsilon$. Finally, we determine, numerically, the optimal value for the strength of the biasing potential, $\lambda$, that maximizes the efficiency gain of mM-MCMC with reaction coordinate $\xi$ for multiple values of $\varepsilon$ in Section 6.2.5.

6.2.1 Pre-computations of the free energy and effective dynamics

Experimental setup  In this section, we numerically approximate the free energy and the coefficients in the effective dynamics of reaction coordinate $\xi_1$ using the indirect reconstruction scheme, as outlined in Section 5. We define 200 grid points between 0 and $\pi$. The parameters for the indirect reconstruction scheme are $\lambda = 100/\varepsilon$, $\delta t = 1/\lambda$ and we use $N = 10000$ microscopic Monte Carlo samples per grid value of the reaction coordinate. The inverse temperature is fixed to $\beta = 1$. 
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In case of reaction coordinate $\xi_1$, the free energy $A(\theta)$ and the drift coefficient $b(\theta)$ are analytically known, i.e.,

$$A(\theta) = \frac{k}{2} \left( \left( \theta - \frac{\pi}{2} \right)^2 - \delta \theta^2 \right)^2,$$

$$b(\theta) = -2k \left( \left( \theta - \frac{\pi}{2} \right)^2 - \delta \theta^2 \right) \left( \theta - \frac{\pi}{2} \right),$$

and the diffusion coefficient $\sigma(\theta)$ is always 1 because $\|\nabla\xi_1\| = 1$. In Figure 2 we numerically compare the estimated free energy and drift coefficient to the analytic formulas (28).

**Numerical results** Theoretically, there are two error contributions to the pre-computations: a statistical error due to the finite number of microscopic samples $N$ to approximate $A(\theta)$ and $b(\theta)$, and a deterministic bias because $\lambda$ is finite. As one can see from the numerical results, the estimated free energy and estimated drift coefficient lie close to their corresponding analytic values. Since there are almost no fluctuations on both curves, the dominant error contributor appears to be the bias due to $\lambda$. Indeed, the farther the value of $\theta$ lies from $\pi/2$, the larger the absolute error becomes, although relatively, both values lie close to each other. We will use these estimated quantities for the remaining numerical experiments with reaction coordinate $\xi_1$ in this section.

**6.2.2 Visual inspection of mM-MCMC with indirect reconstruction**

**Experimental setup** Now that we have an accurate approximation to the free energy and the effective dynamics coefficients, we can visually inspect how the mM-MCMC algorithm with indirect reconstruction compares to the microscopic MALA method for a fixed value of $\varepsilon = 10^{-6}$. When $\varepsilon$ is small, the microscopic time step $\delta t$ of the microscopic MALA method must be small as well since $\delta t$ scales with $\varepsilon$ due to the stiffness of the problem. As a result, we expect that the microscopic MALA method will remain stuck for a long time in one of the potential wells of the macroscopic variable $\theta$.

In this experiment, we base the macroscopic proposals on the Euler-Maruyama discretization of the approximate effective dynamics from the previous section with step size $\Delta t = 0.01$. The macroscopic invariant distribution $\mu_0$ is also based on the approximate free energy that we computed in Section 6.2.1. The indirect reconstruction parameters are $K = 5$, $\lambda = \varepsilon^{-1}$ and the biased step size
Figure 3: Visual representation of the histogram of $\theta$ of the microscopic MCMC method (left) and mM-MCMC (right) on the three-atom molecule, with reaction coordinate $\theta$. The simulation parameters are $\varepsilon = 10^{-6}$ and the number of samples is $N = 10^6$. The microscopic MCMC method remains stuck in the potential well of $\theta$ around 1.95, while the mM-MCMC method samples the distribution well.

| $\varepsilon$ | Macroscopic acceptance rate | Microscopic acceptance rate | Runtime gain | Variance gain | Total efficiency gain |
|---------------|-----------------------------|-----------------------------|--------------|---------------|----------------------|
| $10^{-3}$     | 0.749975                    | 0.993528                    | 0.212558     | 10.3927       | 2.20905              |
| $10^{-4}$     | 0.74936                     | 0.993588                    | 0.211415     | 68.6401       | 14.5115              |
| $10^{-5}$     | 0.750197                    | 0.993299                    | 0.212561     | 920.651       | 195.695              |
| $10^{-6}$     | 0.749498                    | 0.993405                    | 0.237227     | 7041.69       | 1670.48              |

Table 1: A summary of different statistics of the mM-MCMC method when applied to estimating the mean of $\theta$, for multiple values of $\varepsilon$. First of all, note that the macroscopic acceptance rate remains constant when $\varepsilon$ decreases, which is a logical consequence from the fact that $\theta$ is independent of the small scales. Second, the microscopic acceptance rate is very close to 1, showing that the indirect reconstruction step is close to the direct reconstruction distribution [3]. Additionally, a high microscopic acceptance rate indicates that almost no reconstructed microscopic samples are rejected, making the indirect reconstruction scheme efficient. Third, note that the execution time of mM-MCMC is higher than the execution time of the microscopic MALA method due to the computational overhead of the biased simulation. Fortunately, the increase in execution time is independent of $\varepsilon$. However, the decrease in variance of the estimate mean of $\theta$ increases linearly with decreasing $\varepsilon$ and so does the efficiency gain.

is $\delta t = \varepsilon$. This value is also the step size of the microscopic MALA method. The numerical results are shown in Figure 3 for the microscopic MALA method (left) and mM-MCMC (right).

**Numerical results** As one can see on Figure 3, the microscopic MALA method over-samples the right potential well of $\theta$ and puts only a small fraction of the microscopic samples in the left potential well due to the small time steps $\delta t = \varepsilon$. However, the mM-MCMC method with indirect reconstruction is able to sample the distribution of $\theta$ accurately due to the large macroscopic time steps. Therefore, we may expect a large efficiency gain of mM-MCMC over the microscopic MALA method when estimating some quantities of interest of $\theta$.

### 6.2.3 Efficiency gain as a function of time-scale separation

**Experimental setup** Following the previous experiment, we numerically compare the efficiency gain of the mM-MCMC method over the microscopic MALA method for different values of $\varepsilon$. We let the small-scale parameter $\varepsilon$ vary between $10^{-6}$ and $10^{-3}$ and we consider the efficiency gain on the estimated mean and the estimated variance of $\theta$. To measure the efficiency gain, we use the efficiency gain criterion that we explained in Section 6.1, where we average the estimated mean and
The efficiency gain for the mean of $\theta$ (blue) increases linearly with decreasing $\varepsilon$, while the efficiency gain for the variance of $\theta$ increases faster than linearly, although slower than quadratically. Figure 4 shows the efficiency gain of mM-MCMC over standard MCMC as a function of the time-scale separation. The efficiency gains are depicted on Figure 4 as a function of $\varepsilon$.

| $\varepsilon$ | Macroscopic acceptance rate | Microscopic acceptance rate | Runtime gain | Variance gain | Total efficiency gain |
|--------------|-----------------------------|-----------------------------|--------------|---------------|----------------------|
| $10^{-3}$    | 0.749975                    | 0.993528                    | 0.212558     | 5.85671       | 1.24489              |
| $10^{-4}$    | 0.74936                     | 0.993588                    | 0.211415     | 89.2989       | 18.8791              |
| $10^{-5}$    | 0.750197                    | 0.993299                    | 0.212561     | 5580.75       | 1186.25              |
| $10^{-6}$    | 0.749498                    | 0.993405                    | 0.237227     | 153706        | 36463.2              |

Table 2: A summary of different statistics of the mM-MCMC method when applied to estimating the variance of $\theta$, for multiple values of $\varepsilon$. The results are consistent with the previous experiment. The efficiency gains on the estimated mean and variance of $\theta$ are depicted on Figure 4 as a function of $\varepsilon$. We also display the averaged macroscopic and microscopic acceptance rates, the reduction in runtime, as well as the reduction of the variance on the estimated quantities of interest obtained by mM-MCMC with indirect reconstruction in Table 1 where we consider the estimated mean of $\theta$, and in Table 2 for the estimated variance of $\theta$.

Numerical results

First, on Figure 4 we see that the efficiency gain of mM-MCMC increases at least linearly with decreasing $\varepsilon$. For large values of $\varepsilon$, one can see that there is almost no efficiency gain at all. The reason for this behaviour is clear from Tables 1 and 2. From the third column of these tables, we conclude that the runtime of mM-MCMC with indirect reconstruction is larger than that of the microscopic MALA method due to the computational overhead of the biased simulation. Hence, for large values of $\varepsilon$, this computational overhead (third column) is dominant over the reduction in variance (fourth column). However, when $\varepsilon$ is small, the reduction in variance by mM-MCMC is dominant over the increase in computational time. Currently, we do not have analytic expressions for the gain as a function of the time-scale separation, but Figure 4 clearly shows the merit of mM-MCMC with indirect reconstruction for medium and large time-scale separations.

As a second observation, note that the macroscopic acceptance rates (first column of both tables) is independent of $\varepsilon$, as we intuitively may expect. Also, we see that the microscopic acceptance rate after indirect reconstruction (second column) is close to 1 so that only little redundant com-
Figure 5: Efficiency gain of mM-MCMC with direct reconstruction (blue) and indirect reconstruction (orange) over the microscopic MALA method as a function of $\varepsilon$. The green curve measures the efficiency gain of the direct reconstruction algorithm over the indirect reconstruction method. One can see that the efficiency gain is a constant factor of less than 10 lower than the gain made by the direct reconstruction variant.

Computational work is performed during indirect reconstruction. This result shows that the indirect reconstruction is an efficient technique to reconstruct a microscopic sample close to a sub-manifold of constant reaction coordinate value.

6.2.4 Comparison of mM-MCMC with direct and indirect reconstruction

Experimental setup Having studied the performance of mM-MCMC with indirect reconstruction for multiple values of the time-scale separation, we now compare the performance of this method to its direct reconstruction variant. We expect the direct reconstruction algorithm to be faster for a given number of sampling steps due to the computational overhead of the biased dynamics, while the reduction in variance on estimated quantities should be almost identical. In Figure 5, we depict the efficiency gain of both mM-MCMC variants over the microscopic MALA method on the estimated mean of $\theta$ for a large range of values of $\varepsilon$. In addition, we also plot the efficiency gain of the direct reconstruction algorithm over the indirect reconstruction algorithm for $N = 10^6$ sampling steps. We fix the macroscopic time step at $\Delta t = 0.02$ for both mM-MCMC variants for a good comparison. The numerical parameters for the indirect reconstruction method are $K = 5$, $\lambda = \varepsilon^{-1}$ and $\delta t = \varepsilon$, and the time step of the microscopic MALA method is also $\varepsilon$. In Table 3, we also show the gain in runtime, the gain in variance on the estimated mean of $\theta$ and the total efficiency gain of mM-MCMC with direct reconstruction over mM-MCMC with indirect reconstruction.

Numerical results The efficiency gain of mM-MCMC with indirect reconstruction is a constant factor lower than the efficiency gain of its direct reconstruction variant, independent of the time-scale separation. If we diagnose this effect more carefully in Table 3, one can see that the lower efficiency gain is purely due to the larger runtime of mM-MCMC with indirect reconstruction. The decrease in variance on the estimated mean of $\theta$ is almost the same.

6.2.5 Impact of $\lambda$ on the efficiency of mM-MCMC

Experimental setup For the final experiment on the three-atom molecule, we investigate the effect of the magnitude of $\lambda$ on the efficiency gain of the estimated mean and the estimated variance of
Table 3: A summary of different statistics that summarize the efficiency gain of mM-MCMC with direct reconstruction over the indirect reconstruction algorithm. The efficiency gain of the direct reconstruction algorithm is almost the same for a large range of values of $\varepsilon$ and this efficiency gain is completely due to the lower runtime of the direct reconstruction. Both variants obtain the exact same variance reduction over the microscopic MALA method.

| $\varepsilon$ | Runtime gain | Variance gain | Total efficiency gain |
|---------------|--------------|---------------|-----------------------|
| $10^{-3}$     | 10.0329      | 0.877206      | 8.80089               |
| $10^{-4}$     | 10.1001      | 0.680705      | 6.87522               |
| $10^{-5}$     | 10.1374      | 1.04204       | 10.5635               |
| $10^{-6}$     | 9.99052      | 1.57429       | 10.4853               |

Figure 6: Efficiency gain of mM-MCMC on the estimate of the mean (full lines) and variance (dotted lines) of $\theta$, for different values of the time-scale separation $\lambda$. When $\lambda$ is larger than $1/\varepsilon$ there is a clear efficiency gain. This gain is almost constant for a large range of values for $\lambda$. When $\lambda$ is too large, we need more biased steps to come near to the sampled value at the macroscopic level, and when $\lambda$ is smaller than $1/\varepsilon$, we take the sampled reaction value not enough into account and loose efficiency.

$\theta$. Specifically, we compute the efficiency gain of mM-MCMC with indirect reconstruction over the microscopic MALA method for three values of the time-scale separation: $\varepsilon = 10^{-4}$, $10^{-5}$, and $10^{-6}$. For a good comparison, we keep the number of biased time steps fixed at $K = 5$ and the step size of the biased simulation fixed at $\delta t = \lambda^{-1}$. The other numerical parameters are $\beta = 1$, the macroscopic time step is $\Delta t = 0.01$, the time step of the microscopic MALA method is $\varepsilon$ and we take $N = 10^6$ sampling steps. Moreover, we compute the efficiency gain by averaging the estimated quantities over 100 independent runs. On Figure 6, we show the efficiency gain of mM-MCMC as a function of $\lambda$, for multiple values of $\varepsilon$. Also, in Table 4, we gather some statistics of the mM-MCMC method for the estimated variance of $\theta$ for several values of $\lambda$ and a fixed value of $\varepsilon = 10^{-6}$.

Numerical results First, note that the efficiency gain increases when $\varepsilon$ decreases, an effect that we already studied in Section 6.2.3. Second, when $\lambda < 1/\varepsilon$ there is no efficiency gain at all. Indeed, as we intuitively mentioned in Section 4.3, when $\lambda$ is smaller than the stiffest mode in the system, the reaction coordinate in the biased dynamics will be less driven towards the value sampled at the macroscopic level. We are then effectively ignoring the macroscopic MCMC step so that there is no variance reduction on expectations of $\theta$. This effect is also visible in the first row of Table 4.
Table 4: Several statistics of the performance of mM-MCMC with indirect reconstruction over the microscopic MALA method when estimating the variance of $\theta$, for several values of $\lambda$. The time-scale separation parameter is fixed at $\varepsilon = 10^{-6}$. The macroscopic and microscopic acceptance rates and the increase in execution time remain constant with varying $\lambda$. As is also visible from the greed solid line on Figure 9, when $\lambda < \varepsilon^{-1}$, the efficiency gain is low because there is no gain on the variance at all. However, from the point $\lambda > \varepsilon^{-1}$, there is a significant variance reduction on the estimated variance of $\theta$, and therefore a significant increase in efficiency gain. Finally, when $\lambda$ is too large, relative to the fastest modes in the potential energy of the system, the total efficiency gain decreases again due to an increase of the variance on the estimated variance of $\theta$ by mM-MCMC.

where there is indeed no gain on the variance on the estimated variance of $\theta$. On the other hand, when $\lambda$ is very large (larger than $10^2/\varepsilon$ in this case), the efficiency also starts to decrease as we are not simulating enough biased steps for the reaction coordinate value to approximate the sampled value at the macroscopic level well. This effect is especially visible on the efficiency gain of the estimate variance of $\theta$ in the bottom row of Table 4. We would therefore need more than 5 biased steps to equilibrate around each sampled reaction coordinate value at the macroscopic level of the mM-MCMC algorithm, also reducing the efficiency. To conclude, there is a large range of values for $\lambda$ that give a large and almost identical efficiency gain (middle rows of Table 4). This range, between $1/\varepsilon$ and $100/\varepsilon$, is the same for a large range of $\varepsilon$ values, supporting our claim in Section 4.3. In practice, it is therefore a good idea to choose $\lambda$ approximately on the order of the stiffest mode of the molecular system.

6.3 Alanine-dipeptide

Model problem For the second molecular test case, we consider the alanine-dipeptide molecule, a much-used test case for numerical methods in molecular dynamics [12]. Alanine-dipeptide has two internal torsion angles, $\phi$ and $\psi$, of which $\psi$ is slow and $\phi$ is an order of magnitude faster than $\psi$. The molecule is depicted on Figure 7. The first torsion angle $\phi$ determines the position of the right subgroup of the molecule, starting from the carbon-nitrogen bond with the central carbon molecule. The other torsion angle $\psi$ then determines the position of the left subgroup, starting from the carbon-carbon bond with the central carbon atom.

The potential energy function of alanine-dipeptide contains a term for each atom-atom bond, a term for each angle between two bonds that are connected by a common atom and a term for each of the two torsion angles. We do not consider non-bonded interactions. The terms and parameters of the potential energy are summarised in Table 5. Note that each potential energy term corresponding to a torsion angle has only one stable conformation. The parameters in the potential energy are taken from [5].

For the remainder of this section, we only use the variable $\psi$ as a reaction coordinate, i.e.,

$$\xi(x) = \psi,$$

since $\psi$ is the slowest degree of freedom in the system. In all numerical experiments in this section, we base the approximate macroscopic distribution $\bar{\mu}_0$ on the exact free energy function of
ψ and the macroscopic proposal moves are generated by the Euler-Maruyama discretization of the overdamped Langevin dynamics based on this free energy function. We will also fix the inverse temperature at $\beta = 1/100$.

**Overview of this section** We perform three numerical experiments in this section. First, we numerically determine a near-optimal value of $\lambda$ for alanine-dipeptide in Section 6.3.1 since this analysis should be done on any molecular test case. Then, once we have obtained this near-optimal value, we visually assess the performance of mM-MCMC and compute the efficiency gain over the microscopic MALA method by investigating the histogram fits on the distributions of $\psi$ and $\phi$ by both methods. Finally, we compute the total efficiency gain of mM-MCMC on the estimated mean and variance of $\psi$ and $\phi$ and also show some statistics of both numerical sampling methods.

### 6.3.1 Optimal value of $\lambda$

**Experimental setup** Before applying the mM-MCMC method with indirect reconstruction to the alanine-dipeptide molecule, we must first find a near-optimal value for the strength of the biasing potential, $\lambda$. Once we have such this optimal value, we can visually assess the performance of mM-MCMC and compute the efficiency gain over the microscopic MALA method. This analysis should be performed on any molecular system where one wants to use the mM-MCMC method with indirect reconstruction and that is why we start with this analysis.

In this experiment, we define 18 equidistant values of $\lambda$ between $10^6$ and $10^7$, and for each value, we compute the efficiency gain of mM-MCMC over the microscopic MALA method for $N = 10^6$ sampling steps. For the mM-MCMC method, the macroscopic proposals are based on the Euler-Maruyama discretization of the overdamped Langevin dynamics of $\psi$ with time steps $\Delta t = 0.001$, and we take $K = 8$ biased steps with time step $0.5\lambda^{-1}$. The time step for the microscopic MALA
method is fixed at $10^{-7}$, while the temperature parameter is $\beta = 1/100$. Figure 8 displays the efficiency gain of mM-MCMC on the estimated mean and variance of reaction coordinate $\psi$ as a function of $\lambda$.

**Numerical results** Based on Figure 8 we see that the efficiency gain on the estimated mean of $\psi$ is constant when $\lambda \geq 2 \cdot 10^6$. However, when $\lambda$ is smaller than $2 \cdot 10^6$, the efficiency gain decreases fast beneath 1. This result is consistent with our claim from Section 6.3.2 that the optimal value of $\lambda$ is slightly larger than the stiffest mode of the system, which is $k_{CC}$ is this case in Table 5. Further, we see that there is a clear optimal value of $\lambda = 2.5 \cdot 10^6$ that gives the highest efficiency gain on the estimated variance of $\psi$. This results is in contrast to the three-atom molecule where there is a range of optimal values of $\lambda$ on the estimated variance of the reaction coordinate (see Section 6.2.5). Therefore, we will use this optimal value $\lambda = 2.5 \cdot 10^6$ in the subsequent numerical experiments on the alanine-dipeptide molecule.

### 6.3.2 Visual inspection of mM-MCMC

**Experimental setup** Now that we have a good estimate for the value of $\lambda$ that yields the optimal efficiency gain, we can visually compare the mM-MCMC method with the microscopic MALA method. Particularly, we consider the histogram fit of the microscopic MALA and the mM-MCMC methods on the marginal distribution of the slow torsion angles $\psi$ and $\phi$. The numerical parameters are $K = 8$, $\beta = 1/100$, $\lambda = 2.5 \cdot 10^6$, $\Delta t = 0.001$ and for biased simulation time step we take $0.5/\lambda$. The time step of the microscopic MALA method is $10^{-7}$. The histograms for $\phi$ and $\psi$ are shown on Figure 9.

**Numerical results** Clearly, the histogram fit obtained by the microscopic MALA sampler on the distribution of $\psi$ is inaccurate due the large time-scale separation. The fit on the distribution of $\phi$ is more accurate, since the time-scale separation between $\phi$ and the fast dynamics is smaller than with $\psi$, see Table 5. On the other hand, the mM-MCMC method with indirect reconstruction is able to sample the distribution of $\psi$ more accurately due to the large time steps at the macroscopic level. Additionally, mM-MCMC also samples the distribution of $\phi$ as accurately as the microscopic MALA method because the indirect reconstruction step reconstructs a microscopic sample close
Figure 9: Histograms of $\psi$ (top) and $\phi$ (bottom), computed using the microscopic MALA method (left) and mM-MCMC (right). MCMC yields a bad fit on $\psi$ due to the large time-scale separation and the fit on $\phi$ is better. mM-MCMC gives a good fit on both histograms, but we expect the gain on $\psi$ to be larger than the gain on $\phi$.

| $F$ | Variable | Method     | Variance       | Runtime $\times 10^3$ seconds | Gain   |
|-----|----------|------------|----------------|-------------------------------|--------|
| $\mathbb{E}[]$ | $\psi$    | MCMC       | $1.43 \cdot 10^{-3}$ | 17.5                           | 6339.5 |
|      |          | mM-MCMC    | $1.25 \cdot 10^{-7}$ | 31.6                           |        |
|      | $\phi$   | MCMC       | $7.43 \cdot 10^{-6}$ | 17.5                           | 4.22   |
|      |          | mM-MCMC    | $9.75 \cdot 10^{-7}$ | 31.6                           |        |
| $\text{Var}[]$ | $\psi$    | MCMC       | $6.46 \cdot 10^{-5}$ | 17.5                           | 661.77 |
|      |          | mM-MCMC    | $5.42 \cdot 10^{-8}$ | 31.6                           |        |
|      | $\phi$   | MCMC       | $1.31 \cdot 10^{-8}$ | 17.5                           | 3.14   |
|      |          | mM-MCMC    | $2.31 \cdot 10^{-9}$ | 31.6                           |        |

Table 6: Experimental results of the microscopic MALA and mM-MCMC methods for alanine-dipeptide.

to the exact time-invariant direct reconstruction distribution on the sub-manifold of a given value of $\psi$.

6.3.3 Efficiency gain of mM-MCMC on $\psi$ and $\phi$

Experimental setup Finally, we measure the efficiency gain the mM-MCMC algorithm with indirect reconstruction over the microscopic MALA method on both the estimated mean and variance of the torsion angles $\psi$ and $\phi$. For a statistically relevant comparison, we average these quantities over 100 independent runs, and we also record the runtime and the variance on the quantity of interest. The numerical results are summarised in Table 6.

Numerical results First of all, there is a large efficiency gain on the estimated mean of $\psi$, as we anticipated due to the slow nature of $\psi$. Additionally, there is also a large gain on the estimated variance of $\psi$, although smaller than the gain on the mean of $\psi$. We do not have an expression for
the maximal efficiency gain of mM-MCMC for a given variable, so we cannot compare with the theoretical expressions, but an efficiency gain factor of 6339.5 is significant in practice. Finally, there is also a small efficiency gain on the estimated mean and variance on $\phi$. These efficiency gains are smaller than the corresponding efficiency gains on the estimated mean and variance of $\psi$, because $\psi$ is a slower variable than $\phi$, as we noted on Figure 9. However, as we also mentioned in the previous section, the reason that we obtain an efficiency gain on the estimates of $\phi$ is because the indirect reconstruction distribution lies close to the exact time-invariant reconstruction distribution.

7 Conclusion and outlook

We presented a micro-macro Markov chain method with indirect reconstruction to sample time-invariant Gibbs distributions from molecular dynamics where there is a time-scale separation between a low-dimensional (macroscopic) reaction coordinate and the high-dimensional (microscopic) degrees of freedom. This method is based on the mM-MCMC method direct reconstruction that we worked out in the companion paper [20]. The mM-MCMC method with direct reconstruction is not always applicable however, since we need to reconstruct a microscopic sample defined on some (possibly) highly non-linear sub-manifold of all microscopic samples that have a fixed value for the macroscopic reaction coordinate. With the indirect reconstruction scheme, we significantly extended the micro-macro Markov chain Monte Carlo (mM-MCMC) method to any reaction coordinate function. The indirect reconstruction step is based on a stochastic process that is strongly biased to a fixed reaction coordinate value. After a few steps of this biased process, the microscopic sample that is obtained has a reaction coordinate value close to the value sampled at the macroscopic level. However, since the indirect reconstruction scheme results in a microscopic sample that does not directly onto the given sub-manifold, we extended the state space such that it includes the dimensions of the reaction coordinate values. The indirect reconstruction scheme also allows us to pre-compute the free energy and the effective dynamics coefficients in a general manner. These computations are consistent with the exact free energy and effective dynamics when the strength of the biased potential increases to infinity. We also investigated the efficiency gain of mM-MCMC with indirect reconstruction on two molecular test cases: a simple three-atom molecule and alanine-dipeptide. On both examples, there is a clear efficiency gain on the order of the time-scale separation.

The indirect reconstruction scheme opens up a series of directions for further research. We mention two main directions here. First, the mM-MCMC method both with direct and indirect reconstruction rely on an available approximation to the free energy function. The free energy is expensive to compute and it would be beneficial if we could evaluate the free energy difference on the fly. Such a scheme would be especially useful in a multilevel scheme where we only use the mM-MCMC scheme to correct for errors of some macroscopic sampler. Second, it would be of interest to investigate the performance the mM-MCMC method with indirect reconstruction on a range of realistic, high-dimensional molecular problems and study whether one can maintain the significant efficiency gain in practical applications.

References

[1] Frédéric Cérou and Arnaud Guyader. Adaptive multilevel splitting for rare event analysis. *Stochastic Analysis and Applications*, 25(2):417–443, 2007.

[2] Eric Darve and Andrew Pohorille. Calculating free energies using average force. *The Journal of Chemical Physics*, 115(20):9169–9183, 2001.
[3] Yalchin Efendiev, Thomas Hou, and Wuan Luo. Preconditioning Markov chain Monte Carlo simulations using coarse-scale models. *SIAM Journal on Scientific Computing*, 28(2):776–803, 2006.

[4] Wilfred K. Hastings. Monte Carlo sampling methods using Markov chains and their applications. *Biometrika*, 57(1):97–109, 1970.

[5] Teresa Head-Gordon, Frank H. Stillinger, and Julio Arrevis. A strategy for finding classes of minima on a hypersurface: implications for approaches to the protein folding problem. *Proceedings of the National Academy of Sciences*, 88(24):11076–11080, 1991.

[6] Jérôme Hénin and Christophe Chipot. Overcoming free energy barriers using unconstrained molecular dynamics simulations. *The Journal of Chemical Physics*, 121(7):2904–2914, 2004.

[7] Isidore I. Hirschman and David V. Widder. *The convolution transform*. Courier Corporation, 2012.

[8] Evangelia Kalligiannaki, Markos A. Katsoulakis, and Petr Plecháč. Coupled coarse graining and Markov chain Monte Carlo for lattice systems. In Björn Engquist, Olof Runborg, and Yen-Hsi Tsai, editors, *Numerical Analysis of Multiscale Computations*, volume 82, pages 235–257. Springer, Berlin, Heidelberg, 2012.

[9] Evangelia Kalligiannaki, Markos A. Katsoulakis, Petr Plecháč, and Dionisios G. Vlachos. Multilevel coarse graining and nano-pattern discovery in many particle stochastic systems. *Journal of Computational Physics*, 231(6):2599–2620, 2012.

[10] Claude Le Bris, Tony Lelièvre, Mitchell Luskin, and Danny Perez. A mathematical formalization of the parallel replica dynamics. *Monte Carlo Methods and Applications*, 18(2):119–146, 2012.

[11] Frédéric Legoll and Tony Lelièvre. Effective dynamics using conditional expectations. *Nonlinearity*, 23(9):2131–2163, 2010.

[12] Benedict Leimkuhler, Christophe Chipot, Ron Elber, Aatto Laaksonen, Alan Mark, Tamar Schlick, Christoph Schütte, and Robert Skeel. *New algorithms for macromolecular simulation*, volume 49. Springer Science & Business Media, 2006.

[13] Benedict Leimkuhler and Charles Matthews. *Molecular Dynamics*. Springer, 2016.

[14] Tony Lelièvre, Mathias Rousset, and Gabriel Stoltz. Hybrid Monte Carlo methods for sampling probability measures on submanifolds. *Numerische Mathematik*, 143:379–421, 2019.

[15] Tony Lelièvre and Gabriel Stoltz. Partial differential equations and stochastic methods in molecular dynamics. *Acta Numerica*, 25:681–880, 2016.

[16] Nicholas Metropolis, Arianna W. Rosenbluth, Marshall N. Rosenbluth, Augusta H. Teller, and Edward Teller. Equation of state calculations by fast computing machines. *The Journal of Chemical Physics*, 21(6):1087–1092, 1953.

[17] Sean P. Meyn and Richard L. Tweedie. *Markov chains and stochastic stability*. Springer Science & Business Media, 1993.

[18] Gareth O. Roberts and Richard L. Tweedie. Exponential convergence of Langevin distributions and their discrete approximations. *Bernoulli*, 2(4):341–363, 1996.

[19] Gabriel Stoltz, Mathias Rousset, and Tony Lelièvre. *Free energy computations: A mathematical perspective*. World Scientific, 2010.
[20] Hannes Vandecasteele and Giovanni Samaey. A micro-macro Markov chain Monte Carlo method for molecular dynamics using reaction coordinate proposals I: direct reconstruction. 

arXiv:2002.09324, 2020.

[21] Arthur F. Voter. Parallel replica method for dynamics of infrequent events. Physical Review B, 57(22):985–988, 1998.

[22] Arthur F. Voter. Introduction to the kinetic Monte Carlo method. In Kurt E. Sickafus, Eugene A. Kotomin, and Blas P. Uberuaga, editors, NATO Science Series, volume 235, pages 1–23. Springer, Dordrecht, 2007.

[23] Arthur F. Voter, Francesco Montalenti, and Timothy C. Germann. Extending the time scale in atomistic simulation of materials. Annual Review of Materials Research, 32(1):321–346, 2002.

[24] Fugao Wang and David P. Landau. Efficient, multiple-range random walk algorithm to calculate the density of states. Physical Review Letters, 86(10):2050–3, 2001.