A Fubini type theorem for rough integration*

Thomas Cass†, Jeffrey Pei‡

Abstract

We develop the integration theory of two-parameter controlled paths $Y$ allowing us to define integrals of the form

$$
\int_{[s,t] \times [u,v]} Y_{r,r'} \, d(X_r, X_{r'})
$$

(1)

where $X$ is the geometric $p$-rough path that controls $Y$. This extends to arbitrary regularity the definition presented for $2 \leq p < 3$ in the recent paper of Hairer and Gerasimovičs [GH19] where it is used in the proof of a version of Hörmander’s theorem for a class of SPDEs. We extend the Fubini type theorem of the same paper by showing that this two-parameter integral coincides with the two iterated one-parameter integrals

$$
\int_{[s,t] \times [u,v]} Y_{r,r'} \, d(X_r, X_{r'}) = \int_{s}^{t} \int_{u}^{v} Y_{r,r'} \, dX_{r'} \, dX_{r} = \int_{u}^{v} \int_{s}^{t} Y_{r,r'} \, dX_{r} \, dX_{r'}.
$$

A priori these three integrals have distinct definitions, and so this parallels the classical Fubini’s theorem for product measures. By extending the two-parameter Young-Towghi inequality of [Tow02] in this context, we derive a maximal inequality for the discrete integrals approximating the integral in (1). As a further benefit we remove the technical assumption made in [GH19] that $Y$ be smoothly approximable. We also extend the analysis to consider integrals of the form

$$
\int_{[s,t] \times [u,v]} Y_{r,r'} \, d(X_r, \tilde{X}_{r'})
$$

(2)

for possibly different rough paths $X$ and $\tilde{X}$, and obtain the corresponding Fubini type theorem.

We prove continuity estimates for these integrals in the appropriate rough path topologies. As an application we consider the signature kernel [Sal+21], which has recently emerged as a useful tool in data science, as an example of a two-parameter controlled rough path which also solves a two-parameter rough integral equation.
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Introduction

Rough paths provide a rich theory of integration, beginning with Lyons’ seminal work \cite{Lyo98} featuring the integration of one-forms with respect to geometric rough paths. Gubinelli then introduced a class of controlled paths, for which a theory of integration is developed in \cite{Gub04} for the $2 \leq p < 3$ case, and is extended to a more general framework of branched rough paths as the driving paths in \cite{Gub10}. These works and subsequent ones provide a solid core foundation for rough integration theory in one time variable.

As for the multivariable case, previous works such as \cite{CG14} and \cite{GH19} have succeeded in defining two-parameter rough integrals in the $2 \leq p < 3$ case. In the approach of \cite{GH19}, a class of jointly controlled paths is chosen to be such that they are twice rough integrable as controlled paths, and a Fubini type theorem is established under the assumption of admitting a smooth approximation. Given these double rough integrals, a natural question to ask would be whether we could construct a two-parameter rough integral which serves as an analogue to the integral with respect to a product measure in the classical Fubini’s theorem.

Here we look to develop the work on rough Fubini type theorems done in \cite{GH19} in several ways. Firstly to extend the notion of jointly controlled paths to consider geometric driving rough paths of arbitrary $p$-variation regularity. Secondly to provide a definition of a two-parameter rough integral of a jointly controlled path, corresponding to the integral against a product measure in the classical case. We give conditions under which this integral is well-defined and establish bounds on the integral which naturally extend those obtained in the one-parameter setting. Using this new integral, which we will call the joint integral, we are able to establish a Fubini type theorem in the geometric arbitrary $p$-variation case. In the process, we are also able to relax the assumption that the integrand is a smoothly approximable path which has been made in the preceding work \cite{GH19}.

We begin Section 1 by defining jointly controlled paths in two variables with respect to one driving geometric rough path. The basic idea behind these jointly controlled paths is that the two-parameter path defines a family of controlled paths in each time variable separately and that the Gubinelli derivatives are also, in some sense, controlled paths satisfying some symmetry constraints. Just as in \cite{GH19}, we demonstrate that these jointly controlled paths can be integrated twice with respect to the controlling underlying rough path.

Once the class of jointly controlled paths are suitably defined and their double integrals shown to exist, we move on to construct the joint integral in Sections 2 and 3. Our approach to the
construction of this integral is akin to the use of Young’s argument in the construction of the one-parameter rough integral \([\text{You36}]\), whereby we first bound the discrete integrals with a maximal inequality and leverage this bound to show existence and uniqueness of the limit of discrete integrals as their partitions become finer.

In Section 2 we derive a maximal inequality in the context of jointly controlled paths, heavily inspired by the arguments in the two-parameter Young-Towgi maximal inequality of \([\text{Tow02}]\) as it is presented in \([\text{FV11}]\). Given a discrete integral over an arbitrary partition, we carefully choose a point to remove from the partition such that changes to the discrete integral are small, and then repeatedly remove points in this manner to attain a bound independent of the partition. Within this section we also establish some important intermediate bounds for future use.

Using the maximal inequality and intermediate bounds, existence of the joint integral is established in Section 3 under some mild uniformity and regularity conditions on mixed variation, a two-parameter analogue to \(p\)-variation used in \([\text{Tow02}]\). Here the arguments follow those of the classical sewing lemma \([\text{FL06}]\), but significant modifications are needed to adapt it to the two-parameter setting. Similar arguments and estimates to those used in showing the existence of the joint integral are then used to prove a Fubini type theorem for rough integration, equating the joint integral to the two double integrals. Following arguments from Theorem 4.17 of \([\text{FH14}]\) we also establish a stability property of the double integrals, by which we mean that a "distance" can be described such that two jointly controlled paths which are close to each other in this sense are such that their double integrals are also close.

We then generalise to the case of two different controlling rough paths in Section 5, where jointly controlled paths are suitably defined and the key results of the preceding sections are given in this context. To finish, we give an example of a jointly controlled path in the form of the signature kernel, an object which also satisfies a two-parameter rough integral equation and has seen recent use in data science applications in \([\text{Sal+21}]\).

\section{Jointly controlled paths}

We will assume that the reader is familiar with the basic definitions and properties of rough paths and refer to \([\text{Lyo98; CLL07; FH14}]\) as comprehensive accounts of the theory. For the reader’s convenience, some key results on the integration of controlled paths are contained in the appendix, as well as notation choices made throughout.

In order to study two-parameter rough integrals, we first need to find a class of two-parameter
paths which are twice integrable under one-parameter rough integration. In the recent work [GH19] this is done by introducing the notion of jointly controlled paths, for which they show that the one-parameter rough integrals of these jointly controlled paths are themselves controlled paths. An alternative method of constructing double rough integrals using "rough sheets" is done in [CG14]. Here we will adopt the approach of section 5 of [GH19] which handles the case where $X$ is a $p$-rough path for $2 \leq p < 3$ with Hölder control. Here we extend these notions and arguments to the case where $X$ is a geometric rough path of arbitrary $p$-variation and arbitrary control. The following definition is a natural extension of Definition 5.1 in [GH19].

**Definition 1.1 (Jointly controlled two-parameter paths).** Let $p > 1$, $X = (1, X^1, X^2, \ldots, X^{[p]})$ be an $\omega$-controlled geometric $p$-rough path on a Banach space $V$, and let $N = \lfloor p \rfloor - 1$. A two parameter path $Y : [0, T] \times [0, T] \to E$ on a Banach space $E$ is jointly controlled by the rough path $X$ if it satisfies the following conditions:

1. Let $Y_{s,u}^{(i,0,0)} = Y_{s,u}^{(2,0,0)} = Y_{s,u}$. For $j, k = 0, \ldots, N$ and every $s, u \in [0, T]$, there exists

   \begin{align*}
   Y_{s,u}^{(1;j,k)} : [0, T] &\to \text{Hom}(V^\otimes k, \text{Hom}(V^\otimes j, E)) \\
   Y_{s,u}^{(2;k,j)} : [0, T] &\to \text{Hom}(V^\otimes j, \text{Hom}(V^\otimes k, E))
   \end{align*}

   such that the tuples $(Y_{s,u}^{(1;j,0)}, Y_{s,u}^{(1;j,1)}, \ldots, Y_{s,u}^{(1;j,N)})$ and $(Y_{s,u}^{(2;k,0)}, Y_{s,u}^{(2;k,1)}, \ldots, Y_{s,u}^{(2;k,N)})$ are $X$-controlled paths (see Definition A.1).

2. For all $j, k = 0, 1, \ldots, N$, and $s, u \in [0, T]$, the derivatives $Y^{(i;j,k)}$ satisfy the symmetry condition

   \begin{equation}
   Y_{s,u}^{(1;j,k)}(y)(x) = Y_{s,u}^{(2;k,j)}(x)(y)
   \end{equation}

   for $x \in V^\otimes j$ and $y \in V^\otimes k$.

The collection $\{Y^{(i;j,k)} | i = 1, 2; j, k = 0 \ldots, N\}$ then defines this two-parameter jointly controlled path over $[0, T]^2$. Denote by $D^p_X([0, T]^2; E)$ this class of jointly $X$-controlled paths.

From here on we will take $X$ to be a geometric $p$-rough path on a finite-dimensional Banach space $V$ unless explicitly stated otherwise. Under the symmetry condition we have that the Gubinelli derivatives $Y_{s,u}^{(1,0,j)}$ of $Y_{s,u}$ are such that $Y_{s,u}^{(1,0,j)} = Y_{s,u}^{(2,j,0)}$ and similarly for the derivatives of $Y_{s,u}$. As such we can see that this definition arises from the idea that the Gubinelli derivatives of $Y_{s,u}$ and $Y_{s,u}$ are themselves controlled paths. We will use $Y$ to refer to both the collection $\{Y^{(i;j,k)}\}$ and the base path $Y^{(i,0,0)}$, depending on the context. Following from the definition of $X$-controlled
paths, for any \( \{Y^{(i,j,k)}\} \in \mathcal{P}_X([0,T]^2; E) \) we have remainders \( R^{(i;j,k)} \) defined by

\[
\begin{align*}
Y^{(1;j,k)}_{s,u,v} &= \sum_{l=0}^{N-k} Y^{(1;j,k+l)}_{s,u,v} (X^l_{u,v}) + R^{(1;j,k)}_{s,u,v}, \quad (4) \\
Y^{(2;k,j)}_{t,u} &= \sum_{m=0}^{N-j} Y^{(2;k,j+m)}_{u,t} (X^m_{s,t}) + R^{(2;k,j)}_{u,t}, \quad (5)
\end{align*}
\]

which satisfy \( \|R^{(i;j,k)}_u\|_{([p]-k)/p} < \infty \) for any \( u \in [0,T] \). Just as in the \( 2 \leq p < 3 \) case in \[\text{GH19}\], the remainders satisfy some sort of symmetry relation.

**Lemma 1.2.** Let \( \{Y^{(i,j,k)}\} \in \mathcal{P}_X([0,T]^2; E) \). Let the remainders \( R^{(i;j,k)} \) be defined by (4) and (5). Define the maps \( R^{(1;j,k)} : [0,T]^2 \times [0,T]^2 \to \text{Hom}(V^{\otimes k}, \text{Hom}(V^{\otimes j}, E)) \) and \( R^{(2;k,j)} : [0,T]^2 \to \text{Hom}(V^{\otimes j}, \text{Hom}(V^{\otimes k}, E)) \) by

\[
\begin{align*}
R^{(1;j,k)}_{s,t,u,v}(y)(x) &= R^{(1;j,k)}_{t,u,v}(y)(x) - R^{(1;j,k)}_{s,u,v}(y)(x) - \sum_{n=1}^{N-j} R^{(1;j,k+m)}_{s,u,v}(y) (X^m_{x,t}) (x), \\
R^{(2;k,j)}_{u,v,s,t}(x)(y) &= R^{(2;k,j)}_{v,s,t}(x)(y) - R^{(2;k,j)}_{u,s,t}(y)(x) - \sum_{m=1}^{N-k} R^{(2;k,j+l)}_{u,s,t}(y) (X^l_{u,v}) (y),
\end{align*}
\]

where \( x \in V^{\otimes j}, y \in V^{\otimes k} \). The remainders satisfy

\[
R^{(1;j,k)}_{s,t,u,v}(y)(x) = R^{(2;k,j)}_{u,v,s,t}(x)(y). \quad (6)
\]

**Proof.** The equality (6) follows from simple calculations using equations (4) and (5):

\[
\begin{align*}
R^{(1;j,k)}_{s,t,u,v}(y)(x) - R^{(1;j,k)}_{s,t,u,v}(y)(x) &= \left(Y^{(1;j,k)}_{t,u} - Y^{(1;j,k)}_{t,u} - Y^{(1;j,k)}_{s,u} + Y^{(1;j,k)}_{s,u}\right)(y)(x) \\
&\quad - \sum_{l=1}^{N-k} \left(Y^{(1;j,k+l)}_{t,u} - Y^{(1;j,k+l)}_{s,u}\right) (X^l_{u,v}) (y)(x) \\
&\quad = \left(Y^{(1;j,k)}_{t,u} - Y^{(1;j,k)}_{t,u} - Y^{(1;j,k)}_{s,u} + Y^{(1;j,k)}_{s,u}\right)(y)(x) \\
&\quad - \sum_{l=1}^{N-k} \sum_{m=1}^{N-j} Y^{(1;j,k+l)}_{s,u} (X^m_{u,v}) (X^l_{u,v}) (y) \\
&\quad = \sum_{l=1}^{N-k} R^{(2;k,j+l)}_{u,v,s,t}(x)(y).
\end{align*}
\]

A similar calculation then yields

\[
R^{(2;k,j)}_{v,s,t}(x)(y) - R^{(2;k,j)}_{u,s,t}(x)(y) = \left(Y^{(1;j,k)}_{t,v} - Y^{(1;j,k)}_{t,v} - Y^{(1;j,k)}_{s,v} + Y^{(1;j,k)}_{s,v}\right)(y)(x)
\]
Rearranging the terms then gives equation (6) as required.

Again, similarly to the $2 \leq p < 3$ case in [GH19], this relation allows us to show that the remainders themselves are X-controlled paths in some sense.

**Corollary 1.3.** For $i = 1, 2, j, k = 0, \ldots, N$, define the map $R^{(i,j,k)} : [0, T]^2 \times [0, T] \to \text{Hom}(V^\otimes k, \text{Hom}(V^\otimes j, E))$ by

$$R^{(i,j,k)}_{s,t,u,v}(y)(x) = R^{(i',j,k)}_{u,v,0}(y)(x)$$

for $x \in V^\otimes j$ and $y \in V^\otimes k$, where $i' \neq i$. For fixed $0 \leq s < t \leq T$, the tuple $\left( R^{(i,j,k)}_{s,t,u,v}, \ldots, R^{(i,j,N)}_{s,t,u,v} \right)$ is an X-controlled path with remainders $R^{(i,j,k)}_{s,t,u,v} : [0, T]^2 \to \text{Hom}(V^\otimes k, \text{Hom}(V^\otimes j, E))$ as defined in Lemma [1.2].

**Proof.** By Lemma [1.2] we know that

$$R^{(i,j,k)}_{s,t,u,v} = \sum_{l=0}^{N-k} R^{(i,j,k+l)}_{s,t,u,v} \left( X^l_{u,v} \right) + R^{(i,j,k)}_{s,t,u,v}$$

and from the definition of $R^{(i,j,k)}$ it is easy to show that $\|R^{(i,j,k)}_{s,t,u,v}\|_{p/(|p|-k)}$ is finite for any fixed choice of $s, t$ with $0 \leq s < t \leq T$.

One quantity which we will need to consider is the mixed variation introduced in [Tow04], which also is used in works such as [Fri+16]. It is the two-parameter analogue to $p$-variation.

**Definition 1.4.** Given $p, q \geq 1$ and a process $A : [0, T]^2 \times [0, T]^2 \to E$ on a Banach space $E$ define the mixed $(p, q)$-variation over $[s, t] \times [u, v]$ by

$$V^{p,q}_{[s,t] \times [u,v]}(A) := \sup_{D \times D'} \left( \sum_{n=0}^{m-1} \left( \sum_{m=0}^{n-1} \left| A \left( s_m, s_{m+1}, u_n, u_{n+1} \right) \right| \right)^{p} \right)^{1/q}$$
where the supremum is over partitions $D = \{s_0 < \ldots < s_m\} \subset [s,t]$ and $D' = \{u_0 < \ldots < u_m\} \subset [u,v]$. If $V^p,q_{[s,t] \times [u,v]}(A)$ is finite then we say that $A$ has finite $(p,q)$-variation over $[s,t] \times [u,v]$. If $\mathcal{E}$ is given and are well defined. In the next lemma we show that if $\mathcal{E}$ is finite, then we define the norm $\|A\|_{p,q;\omega}$ by

$$\|A\|_{p,q;\omega} := \sup_{0 \leq s \leq t \leq T} \sup_{0 \leq u \leq v \leq T} \left| \frac{A(s,t)\omega(u,v)}{\omega(s,t)^{1/p}\omega(u,v)^{1/q}} \right|.$$  

By subadditivity of controls, finite $\omega$-controlled $(p,q)$-variation implies finite mixed $(p,q)$-variation. With this in mind we place a mixed variation condition on the second order remainders $R^{(i;j,k)}$.

**Condition 1.5.** Let $(Y^{(i;j,k)}) \in \mathcal{D}_X^p([0,T]^2;E)$. For $l = 0, \ldots, N$, let $p_l := p_l(l+1)$ and suppose that there exists $q_l \geq 1$ such that $\frac{1}{p_l} + \frac{1}{q_l} =: \theta_l > 1$. Assume for $j, k = 0, \ldots, N$ that $R^{(i;j,k)}_u$ has finite $\omega$-controlled $q_l$-variation and $R^{(1;j,k)}_u$ have finite $(q_j, q_k)$-variation, where we write

$$R^{(i;j,k)}(s,t;u,v) = R^{(i;j,k)}_{s,t;u,v}.$$  

Denote by $\theta_* = \min_k \theta_k$ and $\theta^* = \max_k \theta_k$.

Taking $q_l = \frac{1}{\theta_l}$, by definition we know that the remainders $R^{(i;j,k)}_u$ have finite $\omega$-controlled $q_k$-variation and thus $R^{(i;j,k)}_{s,t}$ has finite $q_k$-variation. By the remainder relation (6) it then follows that $R^{(i;j,k)}_{s,t;u,v}$ has finite $q_j$-variation.

Since $\left(Y_r = Y^{(1,0,0)}_{r,v}, \ldots, Y^{(1,0,N)}_{r,v}\right)$ and $(Y_{r} = Y^{(2,0,0)}_{r,v}, \ldots, Y^{(2,0,N)}_{r,v})$ are controlled paths, we know that the integrals

$$Z^{(1)}_r = \int_u^v Y_{r,s'} \, dX_{r'} = \lim_{|D| \to 0} \sum_{\{u_{n-1}, u_n\} \subset D'} \sum_{k=0}^N Y^{(1,0,k)}_{r,u_{n-1}} \left( X^{k+1}_{u_{n-1}, u_n} \right)$$  

$$Z^{(2)}_r = \int_u^v Y_{r,s'} \, dX_{r'} = \lim_{|D| \to 0} \sum_{\{s_{m-1}, s_m\} \subset D} \sum_{j=0}^N Y^{(2,0,j)}_{s_{m-1}, s_m} \left( X^{j+1}_{s_{m-1}, s_m} \right)$$  

exist and are well defined. In the next lemma we show that if $E = \text{Hom}(V,W)$ for some Banach space $W$, then $Z^{(1)}_r$ and $Z^{(2)}_r$ are themselves $X$-controlled paths.

**Lemma 1.6.** Let $(Y^{(i;j,k)}) \in \mathcal{D}_X^p([0,T]^2;\text{Hom}(V,W))$ for some Banach space $W$. Suppose that Condition 1.5 is satisfied and moreover the mixed variations of $R^{(i;j,k)}$ are $\omega$-controlled. Consider intervals $[s,t]$ and $[u,v]$ in $[0,T]$, and let $Z^{(1)}, Z^{(2)}$ be defined as in (7) and (8). Define also
Before we proceed we make some brief remarks on some upcoming notation. For $V$ where we interpret $Y$ and so for each $Z$ local approximations of $\delta$ we now look at the regularity of the remainder term above, denote said term by $\Xi = \delta \Xi : [0, T]^{2} \to E$ for some vector space $E$, we will use $\delta \Xi : [0, T]^{3} \to E$ to be the map $\delta \Xi_{s, s', t} = \Xi_{s, t} - \Xi_{s, s'} - \Xi_{s', t}$.

Proof. We first note that we may write

$$Y_{t, r, r'}^{(1;j,k)}(x) = Y_{t, r'}^{(2;k,j)}(x)(y) = \sum_{m=0}^{N-j} Y_{s, r, r'}^{(2;k,j+m)}(X_{s,t}^{m})(x)(y) + R_{s, t, r'}^{(2;k,j)}(X_{s,t}^{m})(x)(y)$$

and so for each $j = 0, \ldots, N$ we decompose the controlled path $(Y_{t, s}^{(1;j,0)}, \ldots, Y_{t, s}^{(1;j,N)})$ into the sum of controlled paths $(R_{s, s}^{(1;j,0)}, \ldots, R_{s, s}^{(1;j,N)})$ and $(Y_{s, t, s}^{(1;j+m,0)}(X_{s,t}^{m}), \ldots, Y_{s, t, s}^{(1;j+m,N)}(X_{s,t}^{m}))$ for $m = 0, \ldots, N-j$. Under this decomposition we write

$$Z_{t}^{(1;j)} = \int_{u}^{v} Y_{t, r, r'}^{(1;j)}(x) dX_{r'} = \int_{u}^{v} \left( \sum_{m=0}^{N-j} Y_{s, r, r'}^{(1;j+m,0)}(X_{s,t}^{m}) + R_{s, t, r'}^{(1;j,0)}(X_{s,t}^{m}) \right) dX_{r'}$$

$$= \sum_{m=0}^{N-j} Z_{s}^{(j+m)}(X_{s,t}^{m}) + \int_{u}^{v} R_{s, t, r'}^{(1;j,0)}(X_{s,t}^{m}) dX_{r'}$$

We now look at the regularity of the remainder term above, denote said term by $R_{s, t}^{(Z;1;j)}$. Fixing
from Lemma A.2 and Corollary 1.3 we deduce

Applying Lemma A.3 we then have

\[ \left\| \delta \Xi_{s,t}^{(j)} \right\|_{1/\theta_*} \leq C(u,v) \sum_{k=0}^{N} \left\| R_{s,t}^{(1,j,k)} \right\|_{q_k} \left\| X^{k+1} \right\|_{p_k}. \]

Applying Lemma A.3 we then have

\[ \left| R_{s,t}^{(Z;1,j)} \right| \leq \left| \Xi_{s,t}^{(j)} \right| + \zeta(\theta) \omega(u,v)^\theta \left( \delta \Xi_{s,t}^{(j)} \right)_{1/\theta_*} \]

\[ \leq \sum_{k=0}^{N} \left( R_{u,v}^{(2,k,j)} \right)_{q_j} \left| X^{k+1}_{u,v} \right| \omega(s,t)^{1/q_2} \]

\[ + C(u,v) \zeta(\theta) \omega(u,v)^\theta \sum_{k=0}^{N} \left( R_{s,t}^{(1,j,k)} \right)_{q_j,q_k} \left| X^{k+1} \right|_{p_k}, \]

which tells us that \( \left\| R^{(Z;1,j)} \right\|_{q_j} \) is finite for \( j = 0, \ldots, N \), and thus the tuple \( (Z^{(1,0)}, \ldots, Z^{(1,N)}) \) is an \( X \)-controlled path. The proof for showing that \( (Z^{(2,0)}, \ldots, Z^{(2,N)}) \) is a controlled path follows almost identically.

Setting the space \( W = \text{Hom}(V, U) \) for some Banach space \( U \), we can then define the double rough integrals

\[ I_1(\{s, t\}_{u,v}) := \int_{s}^{t} \left( \int_{u}^{v} Y_{r,r'} dX_{r'} \right) dX_{r} = \int_{s}^{t} Z_{r}^{(1)} dX_{r}, \quad \text{(9)} \]

\[ I_2(\{u, v\}_{s,t}) := \int_{u}^{v} \left( \int_{s}^{t} Y_{r,r'} dX_{r'} \right) dX_{r} = \int_{s}^{t} Z_{r}^{(2)} dX_{r}. \quad \text{(10)} \]

With these double rough integrals constructed, we now look to show a Fubini’s theorem for these integrals. To this end, we consider a third integral which is analogous to the integral with respect to a product measure in the classical Fubini’s theorem. If we naively approximate these integrals twice, we observe that the two integrals share the same local approximation due to the symmetry condition on our jointly controlled paths,

\[ \sum_{j,k=0}^{N} Y_{r,r'}^{(c,j,k)} \left( X_{a,b}^{k+1}, X_{c,d}^{j+1} \right) = \sum_{j,k=0}^{N} Y_{r,r'}^{(2,k,j)} \left( X_{a,b}^{k+1} \right) \left( X_{c,d}^{j+1} \right) \]

where we understand \( Y_{r,r'}^{(c,j,k)} \left( X_{a,b}^{k+1}, X_{c,d}^{j+1} \right) \) by taking \( Y_{r,r'}^{(c,j,k)} \left( X_{a,b}^{k+1} \right) \) as before and identifying it with its canonical injection into \( \text{Hom}(V^{\otimes j+1}, U) \). With this local approximation as a starting point
we move towards construction of a third integral through a Young type argument, with inspiration taken from the two-parameter Young-Towghi inequality of [Tow02] as presented in [FV11].

2 A Young type maximal inequality

We now begin our first steps towards a Fubini type theorem for rough integration of jointly controlled paths. Our approach is akin to the case of Young integration, whereby we first establish a "maximal inequality" over the discrete two-parameter integrals and then leverage this inequality to prove existence and uniqueness of the integral as the limit of the discrete two-parameter integrals over partitions with decreasing mesh size. A Fubini type theorem then follows from similar estimates to those used in proving the existence of the integral. We are also inspired by the sewing lemma of [FL06], as can be seen in Lemma A.3 in the appendix, where the proof of the sewing lemma is formatted to mirror the same type of argument used here.

In comparison with [GH19] which also establishes a Fubini type theorem for rough integration, we are able to generalise to geometric driving rough paths of arbitrary $p$-variation and also remove the restriction of being smoothly approximable. The result to be given here also draws more parallels with the classical Fubini’s theorem by providing a third integral constructed directly from the local approximations, serving as an analogue to the integral with respect to a product measure. We will refer to the iterated rough integrals as double integrals and refer to the third type of integral as the joint rough integral.

Borrowing from [FV11], we will use grid-like partitions of $[s, t] \times [u, v]$ to refer to partitions of the form $\mathcal{D} \times \mathcal{D}'$ where $\mathcal{D}$ and $\mathcal{D}'$ are partitions of $[s, t]$ and $[u, v]$ respectively. For a function $\Omega : [0, T]^2 \times [0, T]^2 \to E$ on a Banach space $E$ and partitions $\mathcal{D} = \{s_0 < \ldots < s_{m_0}\} \subset [s, t]$ and $\mathcal{D}' = \{u_0 < \ldots < u_{n_0}\} \subset [u, v]$ we write

$$
\sum_{\mathcal{D} \times \mathcal{D}'} \Omega := \sum_{m=1}^{m_0} \sum_{n=1}^{n_0} \Omega \left( s_m, s_{m+1} \right) \left( u_n, u_{n+1} \right),
$$

which will be used to write the discrete two-parameter integral over $\mathcal{D} \times \mathcal{D}'$ in the context of two parameter rough integration.

We follow the same type of argument as in the two dimensional Young-Towghi maximal inequality of [Tow02] as presented in the appendix of [FV11]. The main idea is as follows: given a discrete integral over a partition, we select a point to remove from the partition and then observe the change in the discrete integral. The particular point we remove is carefully chosen to keep this change small. We then repeat until we are left with the trivial partition. To keep notation succinct,
we introduce the following quantities.

**Definition 2.1.** Let \( \{Y^{(i;j,k)}\} \) be a jointly \( X \)-controlled two-parameter path on \( \text{Hom}(V,V^*) \). Denote by \( \Omega^Y : [0,T]^2 \times [0,T]^2 \to \mathbb{R} \) the local approximation of the joint integral

\[
\Omega^Y(s,t;u,v) = \sum_{j,k=0}^N Y^{(1;j,k)}_{s,u}(X^{j+1}_{k,u}) (X^{j+1}_{s,v}).
\]

Now define \( \Gamma^Y : [0,T]^{3} \times [0,T]^2 \to \mathbb{R} \) by

\[
\Gamma^Y(s,s',t;u,v) := -\delta\left( \Omega^Y\left( s,s',t;\cdot,\cdot\right) \right)(u,v) = \Omega^Y\left( s,s',t;u,v\right) + \Omega^Y\left( s',t;u,v\right) - \Omega^Y\left( s,t;u,v\right)
\]

and \( \Theta^Y : [0,T]^3 \times [0,T]^3 \to \mathbb{R} \) by

\[
\Theta^Y(s,s',t;u,u',v) := -\delta\left( \Gamma^Y\left( s,s',t;\cdot,\cdot\right) \right)(u,v) = \Gamma^Y\left( s,s',t;u,u'\right) + \Gamma^Y\left( s,s',t;u',v\right) - \Gamma^Y\left( s,s',t;u,v\right).
\]

where we recall that for \( \Xi : [0,T]^2 \to E \) that \( \delta\Xi_{s,s',t} = \Xi_{s,t} - \Xi_{s,s'} - \Xi_{s',t} \) for \( 0 \leq s < s' < t \leq T \).

**Remark 2.2.** We may also similarly define \( \Gamma^Y : [0,T]^2 \times [0,T]^3 \to \mathbb{R} \) by instead fixing the first pair of variables,

\[
\Gamma^Y\left( s,s',t;u,u',v\right) := -\delta\left( \Omega^Y\left( s,s',t;\cdot,\cdot\right) \right)(u,u',v)
\]

and it is easily verified that we may alternatively define \( \Theta^Y \) by

\[
\Theta^Y\left( s,s',t;u,u',v\right) := -\delta\left( \Gamma^Y\left( s,s',t;\cdot,\cdot\right) \right)(s,s',t)
\]

due to the symmetry of \( \Omega^Y \).

From Lemma 2.2 we show that \( \Gamma^Y \) and \( \Theta^Y \) can be expressed in terms of first and second order remainders of \( Y \).

**Lemma 2.3.** Let \( \{Y^{(i;j,k)}\} \) be a jointly \( X \)-controlled two-parameter path on \( \text{Hom}(V,V^*) \). Then the following identities hold:

\[
\Gamma^Y\left( s,s',t;u,v\right) = \sum_{j,k=0}^N R^{(2;j,k)}_{s,u,s',v} (X^{j+1}_{k,u,v}),
\]

\[
\Theta^Y\left( s,s',t;u,u',v\right) = \sum_{j,k=0}^N R^{(1;j,k)}_{s,s',u,u',v} (X^{k+1}_{u,u',v})(X^{j+1}_{s',t}).
\]
Proof. By definition we have
\[
\Gamma^Y\left(\mathscr{s}, \mathscr{s}', t; u, v\right) = \sum_{j,k=0}^{N} Y_{u,v}^{(1; j,k)}(X^j_{s,s'}) (X^{j+1}_{s',s'}) + Y_{s,s'}^{(1; j,k)}(X^j_{u,u'}) (X^{j+1}_{u',u'}) - Y_{u,v}^{(1; j,k)}(X^j_{s,s'}) (X^{j+1}_{s',s'}),
\]
\[
= \sum_{k=0}^{N} \sum_{j=0}^{N} Y_{s,s'}^{(2;k,j)}(X^{j+1}_{s,s'}) + Y_{s,s'}^{(2;k,j)}(X^{j+1}_{s',s'}) - Y_{s,s'}^{(2;k,j)}(X^{j+1}_{s,s'}) (X^{j+1}_{s',s'}).\]
Applying Lemma A.2 we then arrive at (12). Similarly when we use this identity in the definition of \(\Theta\) we get
\[
\Theta^Y\left(\mathscr{s}, \mathscr{s}', t; u, v\right) = \sum_{j,k=0}^{N} R_{u,v}^{(2;k,j)}(X^j_{u,u'}) (X^{j+1}_{u',u'}) + R_{u,v}^{(2;k,j)}(X^j_{u',u'}) (X^{j+1}_{u',u'}) - R_{u,v}^{(2;k,j)}(X^j_{u,u'}) (X^{j+1}_{u',u'}),
\]
\[
= \sum_{k=0}^{N} \sum_{j=0}^{N} R_{s,s'}^{(1;j,k)}(X^{j+1}_{s,s'}) + R_{s,s'}^{(1;j,k)}(X^{j+1}_{s',s'}) - R_{s,s'}^{(1;j,k)}(X^{j+1}_{s,s'}) (X^{j+1}_{s',s'}).\]
We recall now that Lemma 1.3 states that for fixed \(s, s' \in [0,T]\) the tuples \((R_{s,s'}^{(1;j,k)})_{k=0}^{N}\) are controlled paths with remainders \(\{R_{s,s'}^{(1;j,k)}\}_{k=0}^{N}\), and so by applying Lemma A.2 again we arrive at (13).

Now we work towards building a series of intermediate bounds, which will prove useful in proving both the maximal inequality and the rough Fubini type theorem. The cornerstone for these bounds is the following key estimate, which we make under assumptions of finite mixed variation.

**Lemma 2.4.** Let \(\{Y^{(i;j,k)}\}\) be a jointly \(X\)-controlled two-parameter path on \(\text{Hom}(V, V^*)\) and suppose that Condition 1.5 holds and let \(\alpha \in (1/\theta_s, 1)\). Consider partitions \(\mathcal{D} = \{s_0 < \ldots < s_{m_0}\} \subset [s, t]\) and \(\mathcal{D}' = \{u_0 < \ldots < u_{m_1}\} \subset [u, v]\), and for \(n = 1, \ldots, n_0 - 1\) define \(\mathcal{P}_{\alpha,n}^{(1;\mathcal{D},\mathcal{D}')}\) by
\[
\mathcal{P}_{\alpha,n}^{(1;\mathcal{D},\mathcal{D}')}: = \sum_{m=1}^{m_0-1} \left|\Theta^Y\left(s_{m-1}, s_m, s_{m+1}; \mathcal{D}, \mathcal{D}'\right)\right|^\alpha
\]
Then there exists \(n^*\) such that
\[
\mathcal{P}_{\alpha,n^*}^{(1;\mathcal{D},\mathcal{D}')}: \leq C(p, \theta_s) \left(\frac{1}{n_0 - 1}\right)^{\alpha p} \mathcal{V}^{(1;p)}_{[s,t],[u,v]}(X, Y),
\]
where \(C(p, \alpha, \theta_s)\) is such that \(C(p, \alpha, \theta_s) \leq |p|^{2+\alpha \theta_s}\) and
\[
\mathcal{V}^{(1;p)}_{[s,t],[u,v]}(X, Y): = \max_{j,k=0, \ldots, N} \left\{Y^{p/(j+1)}_{[s,t]} (X^{j+1}) Y^{p/(k+1)}_{[u,v]} (X^{k+1}) V^{p/q_j}_{[s,t],[u,v]} (\mathcal{R}^{(1;j,k)})\right\}.
\]

**Proof.** Recall that \(N = |p| - 1, p_j = p/(j + 1)\) and \(\frac{1}{p_j} + \frac{1}{q_j} = \theta_j \geq \theta_s > 1\). Since \(\alpha < 1\) we have
$\sum_{i} |a_i|^\alpha \leq \sum_{i} |a_i|^\alpha$, which gives us

$$\mathcal{P}_{\alpha, n}^{(1, D', P')} \leq \sum_{j,k=0}^{N} \sum_{m=1}^{m_0-1} \left| \sum_{m=1}^{m_0-1} \left| \mathcal{R}_{x_{m-1}, x_{m-1}, u_{m-1}, u_{m}}^{(1,j,k)} \right| \right| \left| X_{s_{m-1}, s_{m-1}, u_{m-1}, u_{m}}^{j+1} \right|^{\alpha} \left| X_{u_{m}, u_{m}}^{k+1} \right|^{\alpha}$$

$$\leq \sum_{j,k=0}^{N} \left( \sum_{m=1}^{m_0-1} \left| \sum_{m=1}^{m_0-1} \left| \mathcal{R}_{x_{m-1}, x_{m-1}, u_{m-1}, u_{m}}^{(1,j,k)} \right| \right| \left| X_{s_{m-1}, s_{m-1}, u_{m-1}, u_{m}}^{j+1} \right|^{\alpha} \right) \left| X_{u_{m}, u_{m}}^{k+1} \right|^{\alpha}$$

$$\leq \sum_{j,k=0}^{N} \left( \sum_{m=1}^{m_0-1} \left| \sum_{m=1}^{m_0-1} \left| \mathcal{R}_{x_{m-1}, x_{m-1}, u_{m-1}, u_{m}}^{(1,j,k)} \right| \right| \left| X_{s_{m-1}, s_{m-1}, u_{m-1}, u_{m}}^{j+1} \right|^{\alpha} \right) \left| X_{u_{m}, u_{m}}^{k+1} \right|^{\alpha}$$

where we use Hölder’s inequality in the second line, and in the third line we use that the $\ell^{\alpha/q_j}$-norm is dominated by the $\ell^{q_j}$-norm on $\mathbb{R}^{m_0-1}$ since $\alpha/q_j > 1$. To shorten future notation, define

$$A_{n}^{j,k} := \left( \sum_{m=1}^{m_0-1} \left| \sum_{m=1}^{m_0-1} \left| \mathcal{R}_{x_{m-1}, x_{m-1}, u_{m-1}, u_{m}}^{(1,j,k)} \right| \right| \right)^{1/q_j}.$$

For $j, k = 0, \ldots, N$ define the sets

$$B_{j,k} := \left\{ n : \left| V_{[s,t]}^{P_j \alpha} (X^{j+1}) A_{n}^{j,k} X_{u_{n}, u_{n+1}}^{k+1} \right| = \max_{j', k' = 0, \ldots, N} \left| V_{[s,t]}^{P_{j', k'}} (X^{j'+1}) A_{n}^{j', k'} X_{u_{n}, u_{n+1}}^{k'+1} \right| \right\},$$

which are (possibly empty) subsets of $\{1, \ldots, n_0 - 1\}$ containing $n$ such that the pair $(j, k)$ maximises the summands in (15). Since each element of $\{1, \ldots, n_0 - 1\}$ belongs to $B_{j,k}$ for at least one pair $(j, k)$, we have that $\sum_{j,k=1}^{[p]} |B_{j,k}| \geq n_0 - 1$ and so there must exist at least one pair $(j_0, k_0)$ such that $|B_{j_0, k_0}| \geq (n_0 - 1)/[p]^2$. Let $n^* \in B_{j_0, k_0}$ be such that

$$\left| V_{[s,t]}^{P_{j_0} \alpha} (X^{j_0+1}) A_{n^*}^{j_0, k_0} X_{u_{n^*}, u_{n^*+1}}^{k_0+1} \right| = \min_{n \in B_{j_0, k_0}} \left| V_{[s,t]}^{P_{j_0} \alpha} (X^{j_0+1}) A_{n}^{j_0, k_0} X_{u_{n}, u_{n+1}}^{k_0+1} \right|.$$

Since $n^*$ minimises the above expression over $B_{j_0, k_0}$, we obtain the following:

$$\mathcal{P}_{\alpha, n^*}^{(1, D', P')} \leq \left| P_{[s,t]}^{P_{j_0} \alpha} (X^{j_0+1}) A_{n^*}^{j_0, k_0} X_{u_{n^*}, u_{n^*+1}}^{k_0+1} \right|^{\alpha}$$

$$\leq |P_{[s,t]}^{P_{j_0} \alpha} (X^{j_0+1})|^{\alpha} \left( \prod_{n \in B_{j_0, k_0}} \left| A_{n}^{j_0, k_0} \right|^{\alpha} \left| X_{u_{n}, u_{n+1}}^{k_0+1} \right|^{\alpha} \right)^{1/[B_{j_0, k_0}]}.$$

We now separate the product over $B_{j_0, k_0}$ above into two parts and work on them separately. By
the arithmetic-geometric mean inequality we have
\[
\left( \prod_{n \in B_{j_0,k_0}} |A_{j_0,k_0}|^{q_{k_0}} \right)^{\alpha / q_{k_0}} \leq \left( \frac{1}{|B_{j_0,k_0}|} \sum_{n \in B_{j_0,k_0}} |A_{j_0,k_0}|^{q_{k_0}} \right)^{\alpha / q_{k_0}} \leq \left( \frac{|p|^2}{n_0 - 1} \sum_{n_1=1}^{n_0-1} \left( \sum_{m_1=1}^{m_0-1} |R_{s_{m_1-1},s_m}^{U_{m_1-1},u_n}| \right)^{\alpha / q_{k_0}} \right) \leq \left( \frac{|p|^2}{n_0 - 1} \right)^{\alpha / q_{k_0}} \left( V_{\gamma_{k_0,q_{k_0}}}^{\gamma_{k_0,q_{k_0}}} \left( X^{k_0+1} \right) \right)^{\alpha}.
\]

Similarly, we again apply the AM-GM inequality to get
\[
\left( \prod_{n \in B_{j_0,k_0}} |X_{k_0+1}^{u_n,u_{n+1}}|^{p_{k_0}} \right)^{\alpha / p_{k_0}} \leq \left( \frac{1}{|B_{j_0,k_0}|} \sum_{n \in B_{j_0,k_0}} |X_{u_n,u_{n+1}}^{k_0+1}|^{p_{k_0}} \right)^{\alpha / p_{k_0}} \leq \left( \frac{|p|^2}{n_0 - 1} \right)^{\alpha / p_{k_0}} \left( V_{\gamma_{k_0,p_{k_0}}}^{\gamma_{k_0,p_{k_0}}} \left( X^{k_0+1} \right) \right)^{\alpha}.
\]

Combining these inequalities, we get
\[
\mathcal{P}^{(1,D,D')}_{\alpha,n^*} \leq \frac{|p|^{2+q_{k_0}}}{(n_0 - 1)^{q_{k_0}}} \left( \left| V_{\gamma_{k_0,p_{k_0}}}^{\gamma_{k_0,p_{k_0}}} \left( X^{k_0+1} \right) \right|^{\alpha} \left| V_{\gamma_{k_0,q_{k_0}}}^{\gamma_{k_0,q_{k_0}}} \left( X^{k_0+1} \right) \right|^{\alpha} \left( V_{\gamma_{k_0,q_{k_0}}}^{\gamma_{k_0,q_{k_0}}} \left( R_{s_{m_1-1},s_m}^{U_{m_1-1},u_n} \right) \right)^{\alpha} \right)^{\alpha},
\]
from which (14) follows.

\[\Box\]

**Remark 2.5.** We will also want to consider the quantity
\[
\mathcal{P}^{(2,D',D')}_{\alpha,m^*} := \sum_{n_1=1}^{n_0-1} \left| \Theta^Y \left( s_{m_1-1}, s_m, s_{m+1} \right) \right|^{\alpha},
\]
for which a calculation in the same vein tells us that there exists \( m^* \in \{1, \ldots, m_0 - 1 \} \) such that the inequality
\[
\mathcal{P}^{(2,D',D')}_{\alpha,m^*} \leq \frac{C(p, \alpha, \theta_*)}{(m_0 - 1)^{\alpha \theta_0}} \left( V_{(s,t),|u,v|}^{(2,p)} (X,Y) \right)^{\alpha},
\] holds, where \( C(p, \alpha, \theta_*) \) is the same as in (14) and
\[
V_{(s,t),|u,v|}^{(2,p)} (X,Y) = \max_{j,k=0,\ldots,N} \left\{ \left| V_{(s,t),|u,v|}^{(p/(j+1),k)} (X^j) \right| V_{(s,t),|u,v|}^{(k+1)} (X^k) \left| V_{(s,t),|u,v|}^{(q_{k+1},j+1)} (R_{2k,j}) \right| \right\}.
\]

The proof of this bound draws inspiration from the proof of Lemma 6.4 of [FY11] (original result from [Tow02]) with modifications made to be used in the context of rough paths and jointly controlled paths.
Our strategy now is to obtain the maximal inequality by successively removing well chosen points from the discrete integrals until we are left with a discrete integral over the trivial partition. In the process of removing points, the following intermediate estimates become useful; which we obtain by using the previous bound of Lemma 2.4 and methods from the proof of the same lemma.

**Lemma 2.6.** Suppose that Condition 1.5 holds. For partitions $\mathcal{D} = \{s_0 < \ldots < s_{m_0}\} \subset [s,t]$ and $\mathcal{D}' = \{u_0 < \ldots < u_{n_0}\} \subset [u,v]$ define the differences

$$\Delta^{(1;m)}_{\mathcal{D} \times \mathcal{D}'} := \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^{Y} - \sum_{\mathcal{D} \setminus \{s_m\} \times \mathcal{D}'} \Omega^{Y} = \sum_{n=1}^{m_0} \gamma^{Y}\left(\frac{s_{m-1}, s_m, s_{m+1}}{u_{n-1}, u_n}\right)$$

$$\Delta^{(2;n)}_{\mathcal{D} \times \mathcal{D}'} := \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^{Y} - \sum_{\mathcal{D} \setminus \{u_n\} \times \mathcal{D}'} \Omega^{Y} = \sum_{m=1}^{n_0} \gamma^{Y}\left(\frac{s_m-1, s_m, s_{m+1}}{u_{n-1}, u_n, u_{n+1}}\right).$$

Then for any $\alpha \in (1/\theta_s, 1)$,

$$\sum_{m=1}^{m_0-1} \left| \Delta^{(1;m)}_{\mathcal{D} \times \{u,v\}} \right|^\alpha \leq \sum_{j,k=0}^{N} \left| X^{k+1}_{j,v} \right|^\alpha V^{p/(j+1)}_{\{s,t\}}(X^{j+1} \alpha V^{q}_{\{s,t\}}(R^{(2;k,j)}_{u,v}) \leq \left(\frac{1}{\theta_s} \right)(X,Y)^\alpha$$

(17)

$$\sum_{n=1}^{n_0-1} \left| \Delta^{(2;n)}_{\{s,t\} \times \mathcal{D}'} \right|^\alpha \leq \sum_{j,k=0}^{N} \left| X^{j+1}_{s,k} \right|^\alpha V^{p/(k+1)}_{\{u,v\}}(X^{k+1} \alpha V^{q}_{\{u,v\}}(R^{(1;j,k)}_{s,u}) \leq \left(\frac{2}{\theta_s} \right)(X,Y)^\alpha$$

(18)

and there exists constant $C(p, \alpha, \theta_s)$ such that

$$\sum_{m=1}^{m_0-1} \left| \Delta^{(1;m)}_{\mathcal{D} \times \mathcal{D}'} - \Delta^{(1;m)}_{\mathcal{D} \times \{u,v\}} \right|^\alpha \leq C(p, \alpha, \theta_s)(X,Y)^\alpha$$

(19)

$$\sum_{n=1}^{n_0-1} \left| \Delta^{(2;n)}_{\mathcal{D} \times \mathcal{D}'} - \Delta^{(2;n)}_{\{s,t\} \times \mathcal{D}'} \right|^\alpha \leq C(p, \alpha, \theta_s)(X,Y)^\alpha$$

(20)

where $\zeta$ is the Riemann zeta function.

**Proof.** For (17) and (18) we use similar calculations to those in Lemma 2.4

$$\sum_{m=1}^{m_0-1} \left| \Delta^{(1;m)}_{\mathcal{D} \times \{u,v\}} \right|^\alpha = \sum_{m=1}^{m_0-1} \left| \gamma^{Y}\left(\frac{s_{m-1}, s_m, s_{m+1}}{u_n, u_{n+1}}\right) \right|^\alpha$$

$$\leq \sum_{j,k=0}^{N} \sum_{m=1}^{m_0-1} \left| R^{(2;k,j)}_{u,s_{m-1}, s_m} \right|^\alpha \left| X^{j+1}_{s_m, s_{m+1}} \right|^\alpha \left| X^{k+1}_{u,v} \right|^\alpha$$
Lemma 2.7. Assume that Condition 1.5 holds. Then for any integrals with one or both of the one-dimensional partitions in grid-like partition being trivial.

Our first use of these intermediate estimates is to place bounds on comparisons involving discrete integrals. We first note that for

\[ \Delta^{(1,m)}_{D \times D'} = \Delta^{(1,m)}_{D \times D' \setminus \{u_n\}} = \Theta^Y (s_{m-1}, s_m, s_{m+1}) \]

By Lemma 2.4 we may iteratively remove \( n^* \) such that 18 is satisfied for each new partition formed from these removals. Denote the sequence of \( n^* \) by \( (n^*_l)_{l=1}^{n_0-1} \) and the resulting partitions \( D'_l := D'_{l-1} \setminus \{u_{n^*_l}\} \) with \( D'_0 := D' \). We obtain a bound on the first term in the above inequality:

\[
\sum_{m=1}^{n_0-1} |\Delta^{(1,m)}_{D \times D'} - \Delta^{(1,m)}_{D \times \{u_n\}}|^\alpha \leq \sum_{l=1}^{n_0-1} \sum_{m=1}^{n_0-1} |\Delta^{(1,m)}_{D \times D'_{l-1}} - \Delta^{(1,m)}_{D \times D'_l}|^\alpha
\]

\[
\leq \sum_{l=1}^{n_0-1} C(p, \alpha, \theta_*) \frac{1}{(n_0-1)\alpha \theta_*} v^{(1,p)}_{[s,t],[u,v]}(X,Y)^\alpha
\]

\[
\leq C(p, \alpha, \theta_*) \zeta(\alpha \theta_*) v^{(1,p)}_{[s,t],[u,v]}(X,Y)^\alpha,
\]

where we used Lemma 2.4 in the second line and \( \zeta \) is the Riemann zeta function.

Our first use of these intermediate estimates is to place bounds on comparisons involving discrete integrals with one or both of the one-dimensional partitions in grid-like partition being trivial.

Lemma 2.7. Assume that Condition 1.5 holds. Then for any \( \alpha \in (1/\theta_*, 1) \)

\[
\left| \sum_{D \times \{u,v\}} \Omega^Y - \sum_{\{s,t\} \times \{u,v\}} \Omega^Y \right| \leq \zeta \left( \frac{1}{\alpha} \right) \eta^{(1,p,\alpha)}_{[s,t],[u,v]}(X,Y) \quad (21)
\]

\[
\left| \sum_{\{s,t\} \times D'} \Omega^Y - \sum_{\{s,t\} \times \{u,v\}} \Omega^Y \right| \leq \zeta \left( \frac{1}{\alpha} \right) \eta^{(2,p,\alpha)}_{[s,t],[u,v]}(X,Y) \quad (22)
\]
and there exists $C'(p, \alpha, \theta_\ast)$ such that

$$\left| \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^Y - \sum_{\{s, t\} \times \mathcal{D}'} \Omega^Y - \sum_{\{s, t\} \times \{u, v\}} \Omega^Y + \sum_{\{s, t\} \times \{u, v\}} \Omega^Y \right| \leq C'(p, \alpha, \theta_\ast) \mathcal{V}^{[1,p]}_{[s,t],[u,v]}(X, Y). \quad (23)$$

Proof. We prove these inequalities by iteratively removing points and then applying inequalities from Lemma 2.6.

Let $\mathcal{D}_0 := \mathcal{D}$ and for $l = 1, \ldots, m_0 - 1$, iteratively define $m_l$ to be the index minimising $|\Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \{u,v\}}|$ where we recursively define $\mathcal{D}_l = \mathcal{D}_{l-1} \setminus \{s_{m_l}\}$. By our choice of $m_l$ and applying the inequality (17), we have

$$|\Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \{u,v\}}|^\alpha \leq \frac{1}{m_0 - l} \sum_{s_{m_l} \in \mathcal{D}_{l-1}} |\Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \{u,v\}}|^\alpha \leq \frac{1}{m_0 - l} \left( \eta^{(1,p,\alpha)}_{[s,t],[u,v]}(X,Y) \right)^\alpha.$$ 

This then gives us

$$\left| \sum_{\mathcal{D} \times \{u,v\}} \Omega^Y - \sum_{\{s, t\} \times \{u, v\}} \Omega^Y \right| \leq \sum_{l=1}^{m_0-1} \left| \Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \{u,v\}} \right| \leq \zeta \left( \frac{1}{\alpha} \right) \eta^{(1,p,\alpha)}_{[s,t],[u,v]}(X,Y).$$

The inequality (22) follows similarly where we instead successively remove points from $\mathcal{D}'$ to minimise $|\Delta^{(2,n)}_{\{s,t\} \times \mathcal{D}'_{l-1}}|$, where $\mathcal{D}'_l$ are defined analogously.

For (23) we again remove points from $\mathcal{D}$, so define $\mathcal{D}_l$ as before but now we choose $m_l$ to minimise $|\Delta^{(1,m)}_{\mathcal{D}_{l-1} \times \mathcal{D}' - \Delta^{(1,m)}_{\mathcal{D}_{l-1} \times \{u,v\}}}|$. Similarly to before, we have

$$|\Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \mathcal{D}'} - \Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \{u,v\}}|^\alpha \leq \frac{1}{m_0 - l} \sum_{s_{m_l} \in \mathcal{D}_{l-1}} |\Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \mathcal{D}' - \Delta^{(1,m_l)}_{\mathcal{D}_{l-1} \times \{u,v\}}}|^\alpha \leq \frac{C(p, \alpha, \theta_\ast)}{m_0 - l} \zeta (\alpha \theta_\ast) \left( \mathcal{V}^{[1,p]}_{[s,t],[u,v]}(X,Y) \right)^\alpha,$$

where we used (19) in the second line. We note that

$$\sum_{l=0}^{m_0-1} \Delta^{(1,m_l)}_{\mathcal{D}_l \times \mathcal{D}'} - \Delta^{(1,m_l)}_{\mathcal{D}_l \times \{u,v\}} = \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^Y - \sum_{\{s, t\} \times \mathcal{D}'} \Omega^Y - \sum_{\{s, t\} \times \{u, v\}} \Omega^Y + \sum_{\{s, t\} \times \{u, v\}} \Omega^Y.$$
Combining these we then arrive at the following inequality:

\[
\sum_{l=0}^{m_0-1} \Delta_{D_l \times D'}^{(1,m_l)} \leq \sum_{l=0}^{m_0-1} \Delta_{D_l \times \{u,v\}}^{(1,m_l)} \leq \zeta \left( \frac{1}{\alpha} \right) (C(p, \alpha, \theta_* \zeta(\alpha \theta_*))^1/\alpha \right) \nabla^{1,p}_{[s,t],[u,v]}(X,Y),
\]

which gives us (19) with \(C'(p, \alpha, \theta_* \zeta(\alpha \theta_*))^1/\alpha\).

**Remark 2.8.** We may also obtain (23) in a similar fashion by removing points from \(D'\) which would then lead to the inequality

\[
\left| \sum_{D \times D'} \Omega^Y - \sum_{D \times \{u,v\}} \Omega^Y - \sum_{\{s,t\} \times D'} \Omega^Y + \sum_{\{s,t\} \times \{u,v\}} \Omega^Y \right| \leq C'(p, \alpha, \theta_*) \nabla^{2,p}_{[s,t],[u,v]}(X,Y),
\]

with the same \(C'(p, \alpha, \theta_*)\). This allows us to then write

\[
\left| \sum_{D \times D'} \Omega^Y - \sum_{D \times \{u,v\}} \Omega^Y - \sum_{\{s,t\} \times D'} \Omega^Y + \sum_{\{s,t\} \times \{u,v\}} \Omega^Y \right| \leq C'(p, \alpha, \theta_*) \nabla^{2,p}_{[s,t],[u,v]}(X,Y)
\]

where

\[
\nabla^{2,p}_{[s,t],[u,v]}(X,Y) = \min \left( \nabla^{1,p}_{[s,t],[u,v]}(X,Y), \nabla^{2,p}_{[s,t],[u,v]}(X,Y) \right).
\]

From these bounds the following maximal inequality is easily obtainable.

**Theorem 2.9** (Maximal inequality for two-parameter discrete rough integrals). Suppose that Condition 1.5 holds. Then for \(\alpha \in (1/\theta_*, 1)\) there exists constant \(C'(p, \alpha, \theta_*)\) such that for partitions \(D = \{s_0 < \ldots < s_{m_0} \} \subset [s,t]\) and \(D' = \{u_0 < \ldots < u_{m_0} \} \subset [u,v]\) we have the bound

\[
\left| \sum_{D \times D'} \Omega^Y - \Omega^Y_{(s,t)}(u,v) \right| \leq C'(p, \alpha, \theta_*) \left( \nabla^{2,p}_{[s,t],[u,v]}(X,Y) + \nabla^{1,p}_{[s,t],[u,v]}(X,Y) + \nabla^{2,p}_{[s,t],[u,v]}(X,Y) \right)
\]

**Proof.** This follows immediately from Lemma 2.7 and writing

\[
\left| \sum_{D \times D'} \Omega^Y - \Omega^Y_{(s,t)}(u,v) \right| \leq \left| \sum_{D \times D'} \Omega^Y - \sum_{D \times \{u,v\}} \Omega^Y - \sum_{\{s,t\} \times D'} \Omega^Y + \sum_{\{s,t\} \times \{u,v\}} \Omega^Y \right|
\]

\[
+ \left| \sum_{D \times \{u,v\}} \Omega^Y - \sum_{\{s,t\} \times \{u,v\}} \Omega^Y \right| + \left| \sum_{\{s,t\} \times D'} \Omega^Y - \sum_{\{s,t\} \times \{u,v\}} \Omega^Y \right|.
\]
To end this section, we give a lemma which provides a bound on the difference of the sum of local approximations when a point is selectively removed from one of the one-dimensional partitions. We note that it is also possible to prove the maximal inequality directly from this lemma.

**Lemma 2.10.** Assume Condition $\{1.5\}$ holds. For $\alpha \in (1/\theta_*, 1)$ there exists $m^* \in \{1, \ldots, m_0 - 1\}$, $n^* \in \{1, \ldots, n_0 - 1\}$, and constant $C'' = C''(p, \alpha, \theta_*)$ such that we have

\[
\left| \sum_{D \times D'} \Omega^Y - \sum_{D\setminus \{u_{n^*}\} \times D'} \Omega^Y \right| \leq C'' \left( \frac{1}{m_0 - 1} \right)^{1/\alpha} \left( V^{(1,p)}_{\{s, t\}, \{u, v\}}(X, Y) + \eta^{(1,p,\alpha)}_{\{s, t\}, \{u, v\}}(X, Y) \right) \tag{27}
\]

\[
\left| \sum_{D \times D'} \Omega^Y - \sum_{D\setminus \{u_{n^*}\} \times D'} \Omega^Y \right| \leq C'' \left( \frac{1}{m_0 - 1} \right)^{1/\alpha} \left( V^{(2,p)}_{\{s, t\}, \{u, v\}}(X, Y) + \eta^{(2,p,\alpha)}_{\{s, t\}, \{u, v\}}(X, Y) \right). \tag{28}
\]

**Proof.** The proof is similar to that of Lemma 2.7 and again we omit proof of the second inequality which follows similarly to the first. We choose $m^*$ to minimise $\left| \Delta_{D \times D'}^{(1,m)} \right|^{\alpha}$ and write

\[
\left| \Delta_{D \times D'}^{(1,m^*)} \right|^{\alpha} \leq \frac{1}{m_0 - 1} \sum_{m=1}^{m_0 - 1} \left| \Delta_{D \times D'}^{(1,m)} \right|^{\alpha} \leq \frac{1}{m_0 - 1} \sum_{m=1}^{m_0 - 1} \left( \left| \Delta_{D \times D'}^{(1,m)} - \Delta_{D \times \{u,v\}}^{(1,m)} \right|^{\alpha} + \left| \Delta_{D \times \{u,v\}}^{(1,m)} \right|^{\alpha} \right)
\]

\[
\leq \frac{1}{m_0 - 1} \left( C(p, \alpha, \theta_*) \zeta(\alpha \theta_*) V^{(1,p)}_{\{s, t\}, \{u, v\}}(X, Y)^\alpha + \eta^{(1,p,\alpha)}_{\{s, t\}, \{u, v\}}(X, Y)^\alpha \right)
\]

\[
\leq \frac{2^{1-\alpha}}{m_0 - 1} \left( (C(p, \alpha, \theta_*) \zeta(\alpha \theta_*))^{1/\alpha} V^{(1,p)}_{\{s, t\}, \{u, v\}}(X, Y) + \eta^{(1,p,\alpha)}_{\{s, t\}, \{u, v\}}(X, Y)^\alpha \right),
\]

where we used Lemma 2.6 in the second last line and Hölder’s inequality on the second. Taking exponent $1/\alpha$ then completes the argument.

---

### 3 Existence of joint rough integrals and a rough Fubini type theorem

We now arrive at the main results of this paper, where we show existence and uniqueness of the joint rough integral as well as a rough Fubini type theorem over rectangles. In Section 5 of [GH19] two rough Fubini type theorems are proven (one on the simplex and one on the rectangle) in the $2 \leq p < 3$ case under the additional assumption of admitting smooth approximations, which we are able to bypass at the cost of some mild uniformity conditions on the remainders and assumptions of controlled mixed variation.

**Theorem 3.1** (Existence of rough joint integral). Let $\{Y^{(i;j,k)}\}$ be a jointly $X$-controlled path where $X$ has control $\omega$. For $l = 0, \ldots, N$, let $p_l := p/(l + 1)$ and assume for $j, k = 0, \ldots, N$ that
\( R^{(1,j,k)} \) have finite \( \omega \)-controlled \( (q_j, q_k) \)-variation for some \( q_i \geq 1 \) such that \( \frac{1}{p_j} + \frac{1}{q_i} =: \theta_i > 1 \).

Furthermore suppose that the following uniformity condition holds: for all \( i = 1, 2 \) and \( j, k \in \{0, \ldots, N\} \), there exists constant \( C \) such that the remainders \( R^{(c,j,k)} \) satisfy

\[
\sup_{0 \leq u \leq T} \left\| R^{(c,j,k)}_u \right\|_{q_k} \leq C. \tag{29}
\]

Then the integral

\[
\int_{[s,t] \times [u,v]} Y_{r,r'} \, d(X_r, X_{r'}) := \lim_{|D \times D'| \to 0} \sum_{D \times D'} \Omega^Y \tag{30}
\]

exists and is such that

\[
\left| \int_{[s,t] \times [u,v]} Y_{r,r'} \, d(X_r, X_{r'}) - \Omega^Y(s,t) \right| \leq C^\ast(p, \alpha, \theta, s, t) \left( V^{(p, X, Y)}_{[s,t], [u,v]} + \eta^{(p, \alpha)}_{[s,t], [u,v]}(X, Y) \right), \tag{31}
\]

where

\[
\eta^{(p, \alpha)}_{[s,t], [u,v]}(X, Y) = \eta^{(1, p, \alpha)}_{[s,t], [u,v]}(X, Y) + \eta^{(2, p, \alpha)}_{[s,t], [u,v]}(X, Y).
\]

**Proof.** By our regularity assumptions, there exists constant \( C \) such that

\[
V^{(p, X, Y)}_{[s,t], [u,v]} \leq C \omega(s, t)^{\theta} \omega(u, v)^{\theta}, \tag{32}
\]

\[
\eta^{(1, p, \alpha)}_{[s,t], [u,v]}(X, Y) \leq C \max_k |X^k_{u,v}| \omega(s, t)^{\theta}, \tag{33}
\]

\[
\eta^{(2, p, \alpha)}_{[s,t], [u,v]}(X, Y) \leq C \max_j |X^j_{s,t}| \omega(u, v)^{\theta}. \tag{34}
\]

for any \([s, t], [u, v] \subset [0, T]\).

Once existence of \(30\) is established, the bound \(31\) follows immediately from the maximal inequality of Theorem \(29\). Since we have a bound from the maximal inequality, we only need to show that given two grid-like partitions \( D \times D' \) and \( \tilde{D} \times \tilde{D}' \) that the difference between the sums on the two partitions

\[
\left| \sum_{D \times D'} \Omega^Y - \sum_{\tilde{D} \times \tilde{D}'} \Omega^Y \right|
\]

goes to zero as the mesh size \( \max\{D, D', \tilde{D}, \tilde{D}'\} \) goes to zero. Without loss of generality we may assume that \( \tilde{D} \subset D \) and \( \tilde{D}' \subset D' \), since otherwise we compare to \( D \cup \tilde{D} \times D' \cup \tilde{D}' \) and use that

\[
\left| \sum_{D \times D'} \Omega^Y - \sum_{\tilde{D} \times \tilde{D}'} \Omega^Y \right| \leq \left| \sum_{D \times D'} \Omega^Y - \sum_{(D \cup \tilde{D}) \times D' \cup \tilde{D}'} \Omega^Y \right| + \left| \sum_{\tilde{D} \times \tilde{D}'} \Omega^Y - \sum_{(D \cup \tilde{D}) \times (D' \cup \tilde{D}')} \Omega^Y \right|.
\]
Under this assumption of $\mathcal{D} \times \mathcal{D}'$ refining $\tilde{\mathcal{D}} \times \tilde{\mathcal{D}}'$, we start by splitting up this difference similarly to what we did in Theorem 2.9

$$
\left| \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^Y - \sum_{\tilde{\mathcal{D}} \times \tilde{\mathcal{D}}'} \Omega^Y \right| \leq \left| \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^Y - \sum_{\tilde{\mathcal{D}} \times \tilde{\mathcal{D}}'} \Omega^Y - \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^Y + \sum_{\tilde{\mathcal{D}} \times \tilde{\mathcal{D}}'} \Omega^Y \right| \\
+ \left| \sum_{\tilde{\mathcal{D}} \times \tilde{\mathcal{D}}'} \Omega^Y - \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^Y \right| + \left| \sum_{\tilde{\mathcal{D}} \times \tilde{\mathcal{D}}'} \Omega^Y - \sum_{\mathcal{D} \times \mathcal{D}'} \Omega^Y \right|.
$$

Label each of these three terms as $I_1, I_2, I_3$ respectively. As a control $\omega$ is continuous and thus uniformly continuous on $[0, T] \times [0, T]$. So for $\epsilon > 0$, let $\delta_\epsilon = \sup \{\omega(a, b) : a, b \in [0, T], |b - a| < \epsilon\}$ and suppose that $\max(|\mathcal{D}|, |\mathcal{D}'|) < \epsilon$.

Writing $\tilde{\mathcal{D}} = \{s_0 < \ldots < s_{m_n}\}$ and $\tilde{\mathcal{D}}' = \{u_0 < \ldots < u_{n_n}\}$, we may view $\mathcal{D}$ and $\mathcal{D}'$ as collections of partitions $(\mathcal{D}_m)_{m=1}^{m_n}$ and $(\mathcal{D}'_n)_{n=1}^{n_n}$ where $\mathcal{D}_m = \mathcal{D} \cap [s_{m-1}, s_m]$ and $\mathcal{D}'_n = \mathcal{D}' \cap [u_{n-1}, u_n]$. Under this representation, we rewrite $I_1$ as

$$
I_1 = \sum_{m=1}^{m_n} \sum_{n=1}^{n_n} \left( \sum_{\mathcal{D}_m \times \mathcal{D}'_n} \Omega^Y - \sum_{\mathcal{D}_m \times \{u_{n-1}, u_n\}} \Omega^Y - \sum_{\{s_{m-1}, s_m\} \times \mathcal{D}'_n} \Omega^Y + \sum_{\{s_{m-1}, s_m\} \times \{u_{n-1}, u_n\}} \Omega^Y \right)
\leq \sum_{m=1}^{m_n} \sum_{n=1}^{n_n} \sum_{\mathcal{D}_m \times \mathcal{D}'_n} \Omega^Y - \sum_{\mathcal{D}_m \times \{u_{n-1}, u_n\}} \Omega^Y - \sum_{\{s_{m-1}, s_m\} \times \mathcal{D}'_n} \Omega^Y + \sum_{\{s_{m-1}, s_m\} \times \{u_{n-1}, u_n\}} \Omega^Y
\leq \sum_{m=1}^{m_n} \sum_{n=1}^{n_n} C'(p, \alpha, \theta_\star) V_{[s_{m-1}, s_m], [u_{n-1}, u_n]}(p, X, Y)
\leq C'(p, \alpha, \theta_\star) \sum_{m=1}^{m_n} \sum_{n=1}^{n_n} C \omega(s_{m-1}, s_m)^{\theta_\star} \omega(u_{n-1}, u_n)^{\theta_\star}
= O \left( |\delta_\epsilon|^{2(\theta_\star - 1)} \right),
$$

where we used Lemma 2.3 on the third line, the inequality 2.9 on the penultimate line.

For the term $I_2$ we use the same division into subpartitions to obtain the following:

$$
I_2 \leq \sum_{m=1}^{m_n} \left| \sum_{\mathcal{D}_m \times \tilde{\mathcal{D}} \cup \{s_{m-1}, s_m\}} \Omega^Y - \sum_{\{s_{m-1}, s_m\} \times \tilde{\mathcal{D}}'} \Omega^Y \right|
\leq \sum_{m=1}^{m_n} C'' \left( \frac{1}{\alpha} \right) \left( \sum_{[s_{m-1}, s_m], [u, v]} V_{[s_{m-1}, s_m], [u, v]}(p, X, Y) + \eta_{[s_{m-1}, s_m], [u, v]}(X, Y) \right)
= O \left( |\delta_\epsilon|^\theta \right),
$$
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where in the second line we used Lemma 2.11 and successively removed points from $D_m$ to reduce it to $\{s_{m-1}, s_m\}$. A similar calculation on $I_3$ then yields

\[
I_3 \leq \sum_{n=1}^{m_0} \left| \sum_{D \times D_n} \Omega^Y - \sum_{D \times \{u_{n-1}, u_n\}} \Omega^Y \right| \leq O \left( |\delta|^{\theta_\epsilon - 1} \right).
\]

Since $\delta \to 0$ as $\epsilon \to 0$, we deduce that the limit (30) is well defined, completing the proof.

Following similar methods to those used in proving existence of the joint integral, we are also able to give a rough Fubini type theorem.

**Theorem 3.2 (Rough Fubini type theorem on the rectangle).** Suppose that all the conditions in Theorem 3.1 hold. Then the double integrals are equal to the joint integral (30),

\[
\int_s^t \int_u^v Y_{r,r'} \, dX_{r'} \, dX_r = \int_{[s,t] \times [u,v]} \int_s^t Y_{r,r'} \, d(X_r, X_{r'}) = \int_s^t \int_u^v Y_{r,r'} \, dX_r \, dX_{r'}.
\]  

**Proof.** We prove this by showing that the local approximations $\sum_{D \times D} \Omega^Y$ converge to the double integrals as $|D \times D'| = \max(|D|, |D'|) \to 0$. Recall that $Z_{(j)}^{(s,t)} = \int_u^v Y((1; i, 0)) \, dX_r$ are $X$-controlled paths and by definition

\[
Z_{(j)}^{(s,t)}(X_{s,t}^{j+1}) = \lim_{|D'| \to 0} \sum_{D \times D'} \left( \sum_{k=0}^{N} Y_{s_{n-1},u_{n-1}}^{(1; j, k)} \left( X_{s_{n-1},u_{n-1}}^{k+1} \right) \right)
\]

\[
Z_{(j)}^{(u,v)}(X_{u,v}^{j+1}) = \lim_{|D| \to 0} \sum_{D \times D'} \left( \sum_{k=0}^{N} Y_{s_{n-1},u_{n-1}}^{(2; j, k)} \left( X_{s_{n-1},u_{n-1}}^{k+1} \right) \right)
\]

which gives us

\[
\sum_{j=0}^{N} Z_{(s)}^{(j)}(X_{s,t}^{j+1}) = \lim_{|D'| \to 0} \sum_{D \times D'} \Omega^Y, \quad \sum_{j=0}^{N} Z_{(u)}^{(j)}(X_{u,v}^{j+1}) = \lim_{|D| \to 0} \sum_{D \times D'} \Omega^Y.
\]

Let $D = \{s_0 < \ldots < s_{m_0}\} \subset [s,t]$ and $D' = \{u_0 < \ldots < u_{m_0}\} \subset [u,v].$

\[
\left| \int_s^t \int_u^v Y_{r,r'} \, dX_{r'} \, dX_r - \sum_{D \times D'} \Omega^Y \right| \leq \left| \int_s^t \int_u^v Y_{r,r'} \, dX_{r'} \, dX_r - \sum_{m=1}^{m_0} \sum_{j=0}^{N} Z_{(s_{m-1},s_m)}^{(j)} \left( X_{s_{m-1},s_m}^{j+1} \right) \right|
\]

\[
+ \left| \sum_{m=1}^{m_0} \sum_{j=0}^{N} Z_{(s_{m-1},s_m)}^{(j)} \left( X_{s_{m-1},s_m}^{j+1} \right) - \sum_{D \times D'} \Omega^Y \right|
\]
The rough Fubini type theorems derived in [GH19] cover the case where the controlling rough $p$-variation for 2 ≤ $p < 3$, and are used as tools in order to prove Hörmander’s theorem for a class of SPDEs. In comparison with the Fubini type theorems of [GH19], we do not cover integrals over the simplex, but are able to generalise integrals over rectangles to the case where the controlling rough path is geometric with arbitrary $p$-variation. By introducing the third joint integral, the proof given here draws more parallels with the classical Fubini’s theorem, and allows us to bypass the technical condition of smooth approximability.

Next we move on to a stability result on the double integral, analogous to the stability result of the one parameter rough integral in the case 2 ≤ $p < 3$ as presented in Theorem 4.17 of [FH14]. This result in essence tells us that if two controlled paths are close in some sense, then the double integrals are also close. In order to show this we rely on the following type of estimate:

**Lemma 3.3.** For two $\omega$-controlled geometric $p$-rough paths $X$ and $\tilde{X}$, let $(A^0, \ldots, A^N)$ be an $X$-controlled path on a Banach space $E$ with remainders $\{R^j\}_{j=0}^N$ and let $(\tilde{A}^0, \ldots, \tilde{A}^N)$ be an
$\tilde{X}$-controlled path with remainders $\{\tilde{R}^j\}_{j=0}^N$. Define
\[
\Xi^{(A, \tilde{A})}_{s,t} = \sum_{j=0}^{N} A^j(X^j_{s,t}) - \tilde{A}^j(\tilde{X}^j_{s,t}).
\]

Let $p_j = p/(j+1)$ and $q_j > 1$ such that $\frac{1}{p_j} + \frac{1}{q_j} = \theta_j > 1$, and the remainders $R^j, \tilde{R}^j$ have finite $\omega$-controlled $q_j$-variation. Writing $\theta_* = \min_j \theta_j$, and $\| \cdot \|_\alpha = \| \cdot \|_{\alpha, \omega}$, we have that
\[
\left\| \delta \Xi^{(A, \tilde{A})}_{s,s'} \right\|_{1/\theta_*} \leq \sum_{j=0}^{N} C(\theta_j, T) \left( \| R^j \|_{q_j} \| X^j_{s,t} - \tilde{X}^j_{s,t} \|_{p_j} + \| R^j - \tilde{R}^j \|_{q_j} \| \tilde{X}^j_{s,t} \|_{p_j} \right),
\]
where $C(\theta_j, T) = \omega(0, T)^{\theta_j - \theta_*}$.

**Proof.** Using basic estimates of the form $|a_1 b_1 - a_2 b_2| \leq |a_1| |b_1 - b_2| + |a_1 - a_2| |b_2|$ in conjunction with Lemma [A,2] we have
\[
\left| \delta \Xi^{(A, \tilde{A})}_{s,s', t} \right| = \left| \sum_{j=0}^{N} R^j_{s,s'}(X^j_{s', t}) \tilde{R}^j_{s,s'}(\tilde{X}^j_{s', t}) \right|
\leq \left| \sum_{j=0}^{N} \left( \| R^j \|_{q_j} \| X^j_{s,t} - \tilde{X}^j_{s,t} \|_{p_j} + \| R^j - \tilde{R}^j \|_{q_j} \| \tilde{X}^j_{s,t} \|_{p_j} \right) \right| \omega(s, s')^{1/\theta_j} \omega(s', t)^{1/p_j}
\leq \sum_{j=0}^{N} \left( \| R^j \|_{q_j} \| X^j_{s,t} - \tilde{X}^j_{s,t} \|_{p_j} + \| R^j - \tilde{R}^j \|_{q_j} \| \tilde{X}^j_{s,t} \|_{p_j} \right) \omega(s, t)^{\theta_j},
\]
from which (36) becomes apparent.

**Theorem 3.4** (Stability of double rough integrals). Let $X, \tilde{X}$ be two geometric $p$-rough paths on $V$ with control $\omega$. Consider two jointly controlled paths $\{Y^{(i,j,k)}\} \in \mathcal{D}_X^p$ and $\{\tilde{Y}^{(i,j,k)}\} \in \mathcal{D}_X^p$ with first order remainders $\{R^{(i,j,k)}\}, \{\tilde{R}^{(i,j,k)}\}$ and second order remainders $\{R^{(i,j,k)}\}, \{\tilde{R}^{(i,j,k)}\}$ respectively. Fix some $[s, t], [u, v] \subset [0, T]$. Suppose that these two paths satisfy the conditions of Theorem [3.4] for some $q_j$, and define the "distance" between two jointly controlled paths
\[
d_{X, \tilde{X}}(Y, \tilde{Y}) := \sum_{j=0}^{N} \sum_{k=0}^{N} \left| Y^{(1,j,k)}_{s,u} - \tilde{Y}^{(1,j,k)}_{s,u} \right| + \left| R^{(1,j,k)}_{s,u} - \tilde{R}^{(1,j,k)}_{s,u} \right|_{q_k} + \left| R^{(2,j,k)}_{u,v} - \tilde{R}^{(2,j,k)}_{u,v} \right|_{q_j}
+ \left| R^{(1,j,k)}_{s,u} - \tilde{R}^{(1,j,k)}_{s,u} \right|_{q_j, q_k}.
\]


The double integrals are such that

\[ \left| \int_{[s,t] \times [u,v]} Y_{r,r'} \, d(X_r, X_{r'}) - \int_{[s,t] \times [u,v]} \tilde{Y}_{r,r'} \, d(\tilde{X}_r, \tilde{X}_{r'}) \right| \leq C \left( \|X - \tilde{X}\|_{p\text{-var}} + d\tilde{X}, \tilde{Y}(Y) \right), \]

where \( C \) depends on \( X, \tilde{X}, Y, \tilde{Y} \), and remainders, at initial and terminal times \( s, t, u, v \).

Remark 3.5. As previously mentioned, this result is an adaptation of the one-parameter stability result for rough integrals as presented in Theorem 4.17 [FH14], which similarly defines a "distance" between two controlled paths. We thus make the same remark to note that while we refer to this as a distance, this is not a true metric as the two paths will, in general, live in two different spaces.

Proof. We prove this by making estimates on the double integrals and using the rough Fubini theorem established earlier. Define the rough integrals

\[ Z_r^{(j)} = \int_u^r Y_{r,r'}^{(1,j,0)} \, dX_{r'}, \quad \tilde{Z}_r^{(j)} = \int_u^r \tilde{Y}_{r,r'}^{(1,j,0)} \, d\tilde{X}_{r'}. \]

Recall that by Lemma 1.6 that \( (Z_r^{(j)}) \) and \( (\tilde{Z}_r^{(j)}) \) are \( X \)-controlled and \( \tilde{X} \)-controlled paths respectively with remainders

\[ R_{s,t}^{(Z,j)} = \int_u^t R_{s,t,r'}^{(1,j,0)} \, dX_{r'}, \quad \tilde{R}_{s,t}^{(Z,j)} = \int_u^t \tilde{R}_{s,t,r'}^{(1,j,0)} \, d\tilde{X}_{r'}. \]

respectively. Define the double integrals

\[ I = \int_s^t Z_r^{(0)} \, dX_r, \quad \tilde{I} = \int_s^t \tilde{Z}_r^{(0)} \, d\tilde{X}_r. \]

and the quantity

\[ \Xi_{s,t}^{Z,\tilde{Z}} = \sum_{j=0}^N Z_r^{(j)}(X_{s,t}^{j+1}) - \tilde{Z}_r^{(j)}(\tilde{X}_{s,t}^{j+1}). \]

Applying Lemma A.3 where we take \( \beta = \theta_s \) and \( \Xi = \Xi_{s,t}^{Z,\tilde{Z}} \), we have

\[ |I - \tilde{I}| \leq \|\Xi_{s,t}^{Z,\tilde{Z}}\| + \zeta(\theta_s) \omega(s,t)^\theta \|\delta\Xi_{s,t}^{Z,\tilde{Z}}\|_{1/\theta_s}. \]

Using elementary estimates of the form \( |a_1b_1 - a_2b_2| \leq |a_1||b_1 - b_2| + |a_1 - a_2||b_2| \), for the first term we have

\[ \|\Xi_{s,t}^{Z,\tilde{Z}}\| \leq \sum_{j=0}^N |Z_r^{(j)}| \|X_{s,t}^{j+1} - \tilde{X}_{s,t}^{j+1}\| + |Z_r^{(j)} - \tilde{Z}_r^{(j)}| \|\tilde{X}_{s,t}^{j+1}\|. \]
By the sewing lemma again, we have the bound

\[
\| Z^{(j)}_s - \tilde{Z}^{(j)}_s \| \leq \| \Delta^{(j)}_{s,v} \|_1 + \zeta(\theta_*),
\]

where

\[
\Delta^{(j)}_{s,v} = \sum_{k=0}^{N} Y^{(1,j,k)}(X) - \tilde{Y}^{(1,j,k)}(\tilde{X}).
\]

Similarly to before we now have

\[
\| \delta \Delta^{(j)}_{s,v} \|_{1/\theta_*} \leq \sum_{k=0}^{N} \| Y^{(1,j,k)}(X) - \tilde{Y}^{(1,j,k)}(\tilde{X}) \|_{p_k} + \| \Delta^{(j)}_{s,v} \|_{p_k}
\]

and using Lemma \[\text{[3.3]}\] we know that

\[
\| \delta \Delta^{(j)}_{s,v} \|_{1/\theta_*} \leq \sum_{k=0}^{N} C(\theta_k, T) \left( \| R^{(1,j,k)} \|_{p_k} \| \tilde{X} \|_{p_k} + \| \Delta_{s,v} \|_{p_k} \right).
\]

which then gives us that

\[
\Xi^{Z,\tilde{Z}}_{s,t} \leq \| X - \tilde{X} \|_{p_*} + d_{X,\tilde{X}}(Y, \tilde{Y}).
\]

A straightforward application of Lemma \[\text{[3.3]}\] yields that

\[
\| \delta \Xi^{Z,\tilde{Z}}_{s,t} \|_{1/\theta_*} \leq \sum_{k=0}^{N} C(\theta_j, T) \left( \| R^{(Z,j)} \|_{p_j} \| X \|_{p_j} + \| \Delta^{(j)}_{s,v} \|_{p_j} \right),
\]

so we now find bounds on the integral remainders \( R^{(Z,j)} \) and \( \tilde{R}^{(Z,j)} \). These remainders are themselves rough integrals and so using the sewing lemma again we have

\[
\left| R^{(Z,j)}_{s,t} - \tilde{R}^{(Z,j)}_{s,t} \right| \leq \zeta(\theta_*) \left( \| \Xi^{(R,\tilde{R})}_{s,t,u,v} \|_{1/\theta_*} \right),
\]

where \( \Xi^{(R,\tilde{R})}_{s,t,u,v} \) are defined by

\[
\Xi^{(R,\tilde{R})}_{s,t,u,v} = \sum_{k=0}^{N} R^{(1,j,k)}_{s,t,u,v} (X^{k+1}) - \tilde{R}^{(1,j,k)}_{s,t,u,v} (\tilde{X}^{k+1}).
\]

We now repeat the same arguments as earlier to give us

\[
\left| \Xi^{(R,\tilde{R})}_{s,t,u,v} \right| \leq \sum_{k=0}^{N} C_k \left( \| R^{(1,j,k)} \|_{p_k} \| X^{k+1} - \tilde{X}^{k+1} \|_{p_k} + \| \Delta^{(j)}_{s,v} \|_{p_k} \right).
\]

\[
\left| \delta \Xi^{(R,\tilde{R})}_{s,t,u,v} \right| \leq \sum_{k=0}^{N} C_k \left( \| R^{(2,k,j)} \|_{p_k} \| X^{k+1} - \tilde{X}^{k+1} \|_{p_k} + \| \Delta^{(j)}_{s,v} \|_{p_k} \right).
\]
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for constants $C_k = C(\theta_k, T)$, which we then use to deduce that
\[
\| R^{(2;j)}_u - \tilde{R}^{(2;j)}_u \|_{q_j} \leq \sum_{k=0}^{N} \| R^{(2;k,j)}_u \|_{q_j} \| X^{k+1}_{u,v} - \tilde{X}^{k+1}_{u,v} \| + \| R^{(2;k,j)}_u - \tilde{R}^{(2;k,j)}_u \|_{q_j} \| \tilde{X}^{k+1}_{u,v} \|
+ \sum_{k=0}^{N} C_k \| R^{(1;j,k)}_{q_j,q_k} \|_{q_j,q_k} \| X^{k+1} \|_{p_k}
+ \sum_{k=0}^{N} C_k \| R^{(1;j,k)} - \tilde{R}^{(1;j,k)} \|_{q_j,q_k} \| \tilde{X}^{k+1} \|_{p_k}
\]
\[
\leq \| X - \tilde{X} \|_{p-\text{var}} + d_X,\tilde{X} (Y, \tilde{Y}).
\]
Combining these components we then arrive at (37) as required.

4 Paths controlled by two different rough paths

In the earlier sections we investigated two-parameter rough integration in the case where we have a single controlling rough path. Here we now take the same idea and generalise to two-parameter rough integration with respect to two potentially different controlling rough paths. As before, we first begin by defining a class of paths that are controlled by two geometric rough paths $X$ and $\tilde{X}$ in order to integrate against them.

Definition 4.1. Let $X = (1, X^1, X^2, \ldots, X^{[p]})$ be an $\omega$-controlled geometric $p$-rough path on a Banach space $\mathcal{V}$ and $\tilde{X} = (1, \tilde{X}^1, \tilde{X}^2, \ldots, \tilde{X}^{[\tilde{p}]})$ an $\tilde{\omega}$-controlled geometric $\tilde{p}$-rough path on $\mathcal{V}$. Let $N = [p] - 1$ and $\tilde{N} = [\tilde{p}] - 1$.

A two parameter path path $Y : [0, T]^2 \to \mathcal{V}$ on a Banach space $\mathcal{E}$ is jointly $(X, \tilde{X})$-controlled if the following conditions are satisfied:

1. Let $Y_{s,u}^{(1,0)} = Y_{s,u}$ and $Y_{s,u}^{(2,0)} = Y_{s,u}$. For $j = 0, \ldots, N$, $k = 0, \ldots, \tilde{N}$, and every $s, u \in [0, T]$, there exists

\[
Y_{s,u}^{(1;j,k)} : [0, T] \to \text{Hom}(\tilde{\mathcal{V}}^{\otimes k}, \text{Hom}(\mathcal{V}^{\otimes j}, \mathcal{E}))
\]

\[
Y_{s,u}^{(2;k,j)} : [0, T] \to \text{Hom}(\mathcal{V}^{\otimes j}, \text{Hom}(\tilde{\mathcal{V}}^{\otimes k}, \mathcal{E}))
\]

such that $(Y_{s,u}^{(1;j,0)}, \ldots, Y_{s,u}^{(1;j,N)})$ is an $X$-controlled path and $(Y_{s,u}^{(2;k,0)}, \ldots, Y_{s,u}^{(2;k,\tilde{N})})$ is an $\tilde{X}$-controlled path.

2. For all $j = 0, \ldots, N$, $k = 0, \ldots, \tilde{N}$, and $s, u \in [0, T]$, the derivatives $Y^{(1;j,k)}$ and $Y^{(2;k,j)}$
These second order remainders are such that for any \( x \leq R \) have remainders \( D \) paths by \( p \).

Typically we will take \( \{ \} \) and which now satisfy \( X \) is an \( X \) and making suitable substitutions where needed.

The collection \( \{ Y(i,j,k) \} \) defines the jointly \( (X, \tilde{X}) \)-controlled path, and we denote this class of paths by \( \mathcal{P}_{X, \tilde{X}} ([0,T]^2; E) \).

The following series of results are easily verifiable by taking the same arguments as in the case where \( X = \tilde{X} \) and making suitable substitutions where needed.

**Lemma 4.2.** Let \( R^{(2,k,j)} : [0,T]^2 \times [0,T] \rightarrow \text{Hom}(V'^j, \text{Hom}(\tilde{V}^k, E)) \) and \( R^{(1,j,k)} : [0,T]^2 \times [0,T] \rightarrow \text{Hom}(\tilde{V}^k, \text{Hom}(V'^j, E)) \) be the maps defined by

\[
R^{(2,k,j)}_{u,v,s}(x)(y) := R^{(1,j,k)}_{s,u,v}(y)(x),
\]

\[
R^{(2,k,j)}_{s,t,v}(x)(y) := R^{(2,k,j)}_{u,v,s}(x)(y).
\]

Then for any \( 0 \leq u \leq v \leq T \) and any \( k = 0, \ldots, N \), the remainder tuple \( \left( R^{(2,k,0)}_{u,v}, \ldots, R^{(2,k,N)}_{u,v} \right) \) is an \( X \)-controlled path with remainders \( \{ R^{(2,k,j)}_{u,v} : j = 0, \ldots, N \} \). Similarly for any \( 0 \leq s \leq v \leq T \), the tuples \( \left( R^{(1,j,0)}_{s,t}, \ldots, R^{(1,j,N)}_{s,t} \right) \) for \( j = 0, \ldots, N \) are \( \tilde{X} \)-controlled paths with remainders \( \{ R^{(1,j,k)}_{s,t} : k = 0, \ldots, N \} \).

These second order remainders are such that for any \( x \in V'^j \) and any \( y \in \tilde{V}^k \),

\[
R^{(1,j,k)}_{s,t,u,v}(x)(y) = R^{(2,k,j)}_{s,t,u,v}(x)(y).
\]
In place of Condition 1.5 we now substitute with the following condition:

**Condition 4.3.** Suppose that \( Y^{(i,j,k)} \) ∈ \( Q_{X,K}(0,T;E) \) with remainders \( R^{(i,j,k)} \). For \( j = 0, \ldots, N \) and \( k = 0, \ldots, \tilde{N} \), let \( p_j = p/(j + 1) \) and \( \tilde{p}_k = \tilde{p}/(k + 1) \). Assume there exists some \( q_j, \tilde{q}_k \), such that

\[
\frac{1}{p_j} + \frac{1}{q_j} = \theta_j > 1, \quad \frac{1}{\tilde{p}_k} + \frac{1}{\tilde{q}_k} = \tilde{\theta}_k > 1,
\]

and remainders \( R^{(i,j,k)} \) have finite \( \tilde{q}_k \)-variation, \( R^{(2,k,j)} \) have finite \( q_j \)-variation, and \( R^{(1,j,k)} \) have finite \((\omega, \omega)\)-controlled \((q_j, \tilde{q}_k)\)-variation, by which we mean

\[
\|R^{(1,j,k)}\|_{(q_j, \omega), (\tilde{q}_k, \omega)} := \sup_{0 \leq s < t \leq T} \left\| \frac{R^{(1,j,k)}(s,t)}{\omega(s,t)^{1/q_j} \omega(u,v)^{1/\tilde{q}_k}} \right\|.
\]

Define \( \theta_* = \min_{j,k} \{ \theta_j, \tilde{\theta}_k \} \) and \( \theta^* = \max_{j,k} \{ \theta_j, \tilde{\theta}_k \} \).

With this condition in place we are again able to show that the one parameter rough integrals are controlled paths and thus can be integrated again.

**Lemma 4.4.** Suppose that Condition 4.3 holds. For \( j = 0, \ldots, N \), \( k = 0, \ldots, \tilde{N} \), define \( Z^{(j)}_r \) and \( \tilde{Z}^{(k)}_{r'} \) to be the following rough integrals for \( r \in [s, t] \subset [0, T] \) and \( r' \in [u, v] \subset [0, T] \),

\[
Z^{(1,j)}_r = \int_u^r Y^{(1,j,0)}_{r,r'} d\tilde{X}_{r'}, \quad \tilde{Z}^{(2,k)}_{r'} = \int_s^t Y^{(2,k,0)}_{r,r'} dX_{r'}.
\]

The tuple \( (Z^{(1,0)}_r, \ldots, Z^{(1,\tilde{N})}_r) \) is an \( X \)-controlled path and \( (\tilde{Z}^{(2,0)}_{r'}, \ldots, \tilde{Z}^{(2,\tilde{N})}_{r'}) \) is an \( \tilde{X} \)-controlled path.

We again define local approximations of our joint integral and are able to show that these satisfy some identities involving remainders of \( Y \).

**Lemma 4.5.** Define the local approximations

\[
\Omega^Y(s, t; u, v) := \sum_{j=0}^N \sum_{k=0}^{\tilde{N}} Y^{(1,j,k)}_{s,u,v}(X^{k+1}_{u,t}) \left( \tilde{X}^{j+1}_{s,t} \right) + \sum_{j=0}^N \sum_{k=0}^{\tilde{N}} Y^{(2,k,j)}_{s,u,v}(X^{j+1}_{s,t}) \left( \tilde{X}^{k+1}_{u,t} \right)
\]

with related quantities \( \Gamma^Y \) and \( \Theta^Y \) defined in the same way as in the \( \tilde{X} = X \) case (see Definition 2.7). These quantities satisfy the identities

\[
\Gamma^Y(s, s', t; u, v) = \sum_{j=0}^N \sum_{k=0}^{\tilde{N}} R^{(2,k,j)}_{u,s',s,t}(X^{j+1}_{s',t}) \left( \tilde{X}^{k+1}_{u,v} \right)
\]
Again, we repeat the same strategy as before to establish a maximal inequality, whereby we build a series of intermediate bounds using the above identity. Using the same type of calculations as in the $X = \tilde{X}$ case, we are led to the same type of results with $V^{(i,p)}_{[s,t],[u,v]}(X, Y)$ and $\eta^{(i,p,\alpha)}_{[s,t],[u,v]}(X, Y)$ replaced with the quantities

\[
V^{(1,p,\bar{p})}_{[s,t],[u,v]}(X, \tilde{X}, Y) := \max_{j = 0, \ldots, N} \left\{ V^{p/(j+1)}_{[s,t]} \left( X^{j+1} \right) V_{[s,t]}^{\bar{p}/(k+1)} \left( \tilde{X}^{k+1} \right) \left( R^{1:j,k}_{u,v} \right) \right\}
\]

\[
V^{(2,p,\bar{p})}_{[s,t],[u,v]}(X, \tilde{X}, Y) := \max_{j = 0, \ldots, N} \left\{ V^{p/(j+1)}_{[s,t]} \left( X^{j+1} \right) V_{[s,t]}^{\bar{p}/(k+1)} \left( \tilde{X}^{k+1} \right) \left( R^{2:k,j}_{u,v} \right) \right\}
\]

\[
\eta^{(1,p,\bar{p},\alpha)}_{[s,t],[u,v]}(X, \tilde{X}, Y) := \left( \sum_{j = 0}^{N} \sum_{k = 0}^{N} \left| \tilde{X}^{k+1}_{u,v} \right|^\alpha V^{p/(j+1)}_{[s,t]} \left( X^{j+1} \right) V_{[s,t]}^{\bar{p}/(k+1)} \left( \tilde{X}^{k+1} \right) \left( R^{1:j,k}_{u,v} \right) \right)^{1/\alpha}
\]

\[
\eta^{(2,p,\bar{p},\alpha)}_{[s,t],[u,v]}(X, \tilde{X}, Y) := \left( \sum_{j = 0}^{N} \sum_{k = 0}^{N} \left| X^{j+1}_{u,v} \right|^\alpha V^{p/(j+1)}_{[s,t]} \left( X^{j+1} \right) V_{[s,t]}^{\bar{p}/(k+1)} \left( \tilde{X}^{k+1} \right) \left( R^{2:k,j}_{u,v} \right) \right)^{1/\alpha}.
\]

Making these substitutions into the intermediate bounds of Lemmas 2.4, 2.6, and 2.7, the maximal inequality then takes the following form:

**Theorem 4.6 (Maximal inequality).** Let Condition 4.3 hold. There exists a constant $C(p, \bar{p}, \alpha, \theta_*)$ such that for all partitions $\mathcal{D} \subset [s, t]$ and $\mathcal{D}' \subset [u, v]$ the following inequality holds

\[
\left| \sum_{\mathcal{D} \times \mathcal{D}'} \Theta^Y \left( s, t \right) \right| \leq C(p, \bar{p}, \alpha, \theta_*) \left( V^{[p,\bar{p}]}_{[s,t],[u,v]}(X, \tilde{X}, Y) + \eta^{(p,\bar{p},\alpha)}_{[s,t],[u,v]}(X, \tilde{X}, Y) \right)
\]

where

\[
V^{[p,\bar{p}]}_{[s,t],[u,v]}(X, \tilde{X}, Y) = \min \left( V^{(1,p,\bar{p})}_{[s,t],[u,v]}(X, \tilde{X}, Y), V^{(2,p,\bar{p})}_{[s,t],[u,v]}(X, \tilde{X}, Y) \right)
\]

\[
\eta^{(p,\bar{p},\alpha)}_{[s,t],[u,v]}(X, \tilde{X}, Y) = \eta^{(1,p,\bar{p},\alpha)}_{[s,t],[u,v]}(X, \tilde{X}, Y) + \eta^{(2,p,\bar{p},\alpha)}_{[s,t],[u,v]}(X, \tilde{X}, Y).
\]

Once the maximal inequality is established, existence of the joint integral, a rough Fubini type theorem, and a stability result can be formulated, under some additional uniformity and regularity conditions.

**Theorem 4.7 (Existence of integral and a rough Fubini type theorem).** Assume that Condition
holds and also assume the additional uniformity condition on remainders

\[ \sup_{0 \leq s \leq T} \left\| R_s^{(i,j,k)} \right\|_{\tilde{q}_s, \tilde{\omega}} \leq C, \quad \sup_{0 \leq s \leq T} \left\| R_s^{(2,k,j)} \right\|_{q_s, \omega} \leq C, \]

for some constant C.

Then we have existence of the integral

\[ \int_{[s,t] \times [u,v]} Y_{r,r'} \ d(X_r, \tilde{X}_{r'}) := \lim_{|D \times D'| \to 0} \sum_{D \times D'} \Omega Y \]

and we have the bound

\[ \left| \int_{[s,t] \times [u,v]} Y_{r,r'} \ d(X_r, \tilde{X}_{r'}) - \Omega Y \right| \leq C_{p, \tilde{p}} \left( V^{(p, \tilde{p})}_{\mathbb{R}^{|t-u|}}(X, \tilde{X}, Y) + \eta^{(p, \tilde{p}, \alpha)}_{(u,v)}(X, \tilde{X}, Y) \right), \]

for some constant \( C_{p, \tilde{p}} = C(p, \tilde{p}, \alpha, \theta_s) \). Moreover the joint integral is equal to the double integrals,

\[ \int_s^t \left( \int_u^v Y_{r,r'} \ d\tilde{X}_{r'} \right) \ dX_r = \int_{[s,t] \times [u,v]} Y_{r,r'} \ d(X_r, \tilde{X}_{r'}) = \int_u^v \left( \int_s^t Y_{r,r'} \ dX_r \right) \ d\tilde{X}_{r'}. \]

**Theorem 4.8** (Stability of double integral). For \( i = 1, 2 \), let \( X^{(i)} = (1, X^{(i;1)}, \ldots, X^{(i;|p|)}) \) be two geometric \( p \)-rough paths on \( V \) with control \( \omega \) and similarly consider two geometric \( \tilde{p} \)-rough paths \( \tilde{X}^{(i)} = (i, \tilde{X}^{(i;1)}, \ldots, \tilde{X}^{(i;|\tilde{p}|)}) \) on \( \tilde{V} \) with control \( \tilde{\omega} \). Denote by \( X^{(i)} \) the pairs \( X^{(i)} = (X^{(i)}, \tilde{X}^{(i)}) \).

Consider two jointly controlled paths \( \{ Y^{(i,j,k)} \} \in \mathcal{P}^{p, \tilde{p}}_{X^{(i)}} \) and \( \{ \tilde{Y}^{(i,j,k)} \} \in \mathcal{P}^{p, \tilde{p}}_{\tilde{X}^{(i)}} \) with first order remainders \( \{ R^{(i,j,k)} \} \), \( \{ \tilde{R}^{(i,j,k)} \} \) and second order remainders \( \{ R^{(1,j,k)} \}, \{ \tilde{R}^{(1,j,k)} \} \) respectively. Fix \( [s,t], [u,v] \subset [0,T] \) and suppose that the two paths satisfy the conditions of Theorem 4.7 and define the following "distance" between two jointly controlled paths

\[
d_{X^{(1)}, X^{(2)}}(Y, \tilde{Y}) := \sum_{j=0}^N \sum_{k=0}^N \left| Y^{(1,j,k)}_{s,u} - \tilde{Y}^{(1,j,k)}_{s,u} \right| + \left\| R^{(1,j,k)}_s - \tilde{R}^{(1,j,k)}_s \right\|_{\tilde{q}_s, \tilde{\omega}} + \left\| R^{(2,k,j)}_u - \tilde{R}^{(2,k,j)}_u \right\|_{q_u, \omega} + \left\| R^{(1,j,k)}_s - \tilde{R}^{(1,j,k)}_s \right\|_{(q_s, \omega), (\tilde{q}_s, \tilde{\omega})}.\]

The double integrals

\[ I_1 = \int_{[s,t] \times [u,v]} Y_{r,r'} \ d\left( X^{(1)}_r, \tilde{X}^{(1)}_{r'} \right), \quad I_2 = \int_{[s,t] \times [u,v]} \tilde{Y}_{r,r'} \ d\left( X^{(2)}_r, \tilde{X}^{(2)}_{r'} \right), \]

are such that

\[ |I_1 - I_2| \leq C \left( \left\| X^{(1)} - X^{(2)} \right\|_{p, \text{var}} + \left\| \tilde{X}^{(1)} - \tilde{X}^{(2)} \right\|_{\tilde{p}, \text{var}} + d_{X^{(1)}, X^{(2)}}(Y, \tilde{Y}) \right), \]
where $C$ depends on $X^{(1)}, X^{(2)}, Y, \dot{Y}$, and remainders, at initial and terminal times $s, t, u, v$.

To finish we give an example of a jointly controlled path satisfying the conditions of Theorem 4.7 in the form of the signature kernel, which has recently seen applications in data science in [Sal+21]. The signature kernel $K_{(s,t), (u,v)}(X, \tilde{X}) = \langle S(X)_{s,t}, S(\tilde{X})_{u,v} \rangle$ also happens to satisfy a two-parameter rough integral equation as can be seen in Theorem 4.11 in [Sal+21].

**Lemma 4.9.** Consider two $\omega$-controlled geometric $p$-rough paths $X, \tilde{X}$ on $V$. Fix $u_0, s_0 \in [0, T]$. Define the path $Y : [s_0, T] \times [u_0, T] \rightarrow \mathbb{R}$ by

$$Y_{s,u} = K_{(s_0,u_0), (s,u)}(X, \tilde{X}) = \langle S(X)_{s_0,s}, S(\tilde{X})_{u_0,u} \rangle_{T(V)} = \sum_{l=0}^{\infty} \langle X^{l}_{s_0,s}, \tilde{X}^{l}_{u_0,u} \rangle_{V^{\otimes l}}$$

The path $Y$ is a jointly $(X, \tilde{X})$-controlled path with Gubinelli derivatives

$$Y^{(1;j,k)}_{s,u}(y)(x) = Y^{(2;k,j)}_{s,u}(x)(y) = \begin{cases} \sum_{l=j}^{\infty} \langle \tilde{X}^{l-k}_{s_0,s} \otimes y, X^{l-j}_{s_0,s} \otimes x \rangle_{V^{\otimes l}} & \text{if } k \leq j, \\ \sum_{l=k}^{\infty} \langle \tilde{X}^{l-k}_{s_0,s} \otimes y, X^{l-j}_{s_0,s} \otimes x \rangle_{V^{\otimes l}} & \text{if } k \geq j, \end{cases}$$

and remainders

$$R^{(1;j,k)}_{s,u,v}(y)(x) = \sum_{n=\lfloor p \rfloor - k}^{\infty} \sum_{l=\lfloor m \rfloor + k}^{\infty} \langle \tilde{X}^{l-k}_{s_0,s} \otimes \tilde{X}^{n}_{u_0,u} \otimes y, X^{l-j}_{s_0,s} \otimes x \rangle_{V^{\otimes l}},$$

$$R^{(2;k,j)}_{u,s,t}(x)(y) = \sum_{m=\lfloor p \rfloor + j}^{\infty} \sum_{l=\lfloor m \rfloor - j}^{\infty} \langle X^{l-j-m}_{s_0,s} \otimes X^{m}_{s_0,s} \otimes x, \tilde{X}^{l-k}_{u_0,u} \otimes y \rangle_{V^{\otimes l}},$$

$$R^{(1;j,k)}_{s,u,v}(x)(y) = \sum_{l=\lfloor p \rfloor - j}^{\infty} \sum_{m=\lfloor p \rfloor - j}^{\infty} \sum_{n=\lfloor p \rfloor - k}^{\infty} \langle \tilde{X}^{l-j-m}_{s_0,s} \otimes X^{m}_{s_0,s} \otimes x, \tilde{X}^{l-k-n}_{s_0,s} \otimes \tilde{X}^{n}_{u_0,u} \otimes y \rangle_{V^{\otimes l}}.$$
the signature kernel with Chen’s identity, we have

\[ Y_{t,u} = \sum_{l=0}^{\infty} \left\langle \sum_{j=0}^{l} X_{s_{0}, s}^{l-j} \otimes X_{s_{t}, t}^{j}, \tilde{X}_{u_{0}, u}^{l} \right\rangle_{V^\otimes l}, \]

\[ = \sum_{j=0}^{N} \sum_{l=j}^{\infty} \left\langle X_{s_{0}, s}^{l-j} \otimes X_{s_{t}, t}^{j}, \tilde{X}_{u_{0}, u}^{l} \right\rangle_{V^\otimes l} + \sum_{j=0}^{\infty} \sum_{l=j}^{\infty} \left\langle X_{s_{0}, s}^{l-j} \otimes X_{s_{t}, t}^{j}, \tilde{X}_{u_{0}, u}^{l} \right\rangle_{V^\otimes l}. \]

From this we deduce that we want to have

\[ Y_{s,u}^{(2,0,j)}(x) = \sum_{l=j}^{\infty} \left\langle X_{s_{0}, s}^{l-j} \otimes x, \tilde{X}_{u_{0}, u}^{l} \right\rangle_{V^\otimes l}, \]

and further calculations yield

\[ Y_{l,u}^{(2,0,j)}(x) = \sum_{l=j}^{\infty} \left\langle \sum_{m=0}^{l-j} X_{s_{0}, s}^{l-j-m} \otimes X_{s_{t}, t}^{m} \otimes x, \tilde{X}_{u_{0}, u}^{l} \right\rangle_{V^\otimes l} \]

\[ = \sum_{m=0}^{\infty} \sum_{l=j+m}^{\infty} \left\langle X_{s_{0}, s}^{l-j-m} \otimes X_{s_{t}, t}^{m} \otimes x, \tilde{X}_{u_{0}, u}^{l} \right\rangle_{V^\otimes l} \]

\[ = \sum_{m=0}^{N-j} \sum_{l=j+m}^{\infty} Y_{s,u}^{(2,0,j)}(X_{s_{t}, t} \otimes x) + \sum_{m=0}^{\infty} \sum_{l=j+m}^{\infty} \left\langle X_{s_{0}, s}^{l-j-m} \otimes X_{s_{t}, t}^{m} \otimes x, \tilde{X}_{u_{0}, u}^{l} \right\rangle_{V^\otimes l}. \]

We now perform a similar procedure on \( Y_{s,v}^{(1,j,0)} \) to obtain the following:

\[ Y_{s,v}^{(1,j,0)}(x) = \sum_{l=j}^{\infty} \left\langle \sum_{n=0}^{l} \tilde{X}_{u_{0}, u}^{l-n} \otimes \tilde{X}_{u_{u}, u}^{n}, X_{s_{0}, s}^{l-j} \otimes x \right\rangle_{V^\otimes l} \]

\[ = \sum_{n=0}^{\infty} \sum_{l=j}^{\infty} \left\langle \tilde{X}_{u_{0}, u}^{l-n} \otimes \tilde{X}_{u_{u}, u}^{n}, X_{s_{0}, s}^{l-j} \otimes x \right\rangle_{V^\otimes l} + \sum_{n=j+1}^{\infty} \sum_{l=j}^{\infty} \left\langle \tilde{X}_{u_{0}, u}^{l-n} \otimes X_{s_{0}, s}^{n}, X_{s_{0}, s}^{l-j} \otimes x \right\rangle_{V^\otimes l}, \]

which leads us to choose \( Y_{s,v}^{(1,j,k)} \) as in (33). The final step is now to verify that these derivatives satisfy the properties of controlled paths. We split into two cases, first where \( k \leq j \),

\[ Y_{s,v}^{(1,j,k)}(y) = \sum_{l=j}^{\infty} \left\langle \sum_{n=0}^{l-k} \tilde{X}_{u_{0}, u}^{l-k-n} \otimes \tilde{X}_{u_{u}, u}^{n}, X_{s_{0}, s}^{l-j} \otimes x \right\rangle_{V^\otimes l} \]

\[ = \sum_{n=0}^{j-k} \sum_{l=j}^{\infty} \left\langle \tilde{X}_{u_{0}, u}^{l-k-n} \otimes \tilde{X}_{u_{u}, u}^{n}, X_{s_{0}, s}^{l-j} \otimes x \right\rangle_{V^\otimes l} \]

+ \sum_{n=j-k+1}^{\infty} \sum_{l=n+k}^{\infty} \left\langle \tilde{X}_{u_{0}, u}^{l-k-n} \otimes \tilde{X}_{u_{u}, u}^{n}, X_{s_{0}, s}^{l-j} \otimes x \right\rangle_{V^\otimes l}. \]
By definition, for the second order remainder we have

\[ R^{(1,j,k)}_{s,u,v}(y)(x) = \sum_{n=0}^{N-k} Y_{s,u}^{(1,j,k+n)} \left( X_{u,v}^{n} \otimes y \right)(x) \]

\[ + \sum_{n=|p|-k}^{\infty} \sum_{l=n+k}^{\infty} \left\langle \tilde{X}_{u,v}^{l-k-n} \otimes \tilde{X}_{u,v}^{n} \otimes y, X_{s_0,s}^{l-j} \otimes x \right\rangle_{V^\otimes t}, \]

and in the case \( j \leq k \) we have

\[ Y_{s,u}^{(1,j,k)}(y)(x) = \sum_{l=k}^{\infty} \left\langle \sum_{n=0}^{l-k} \tilde{X}_{u,v}^{l-k-n} \otimes \tilde{X}_{u,v}^{n} \otimes y, X_{s_0,s}^{l-j} \otimes x \right\rangle_{V^\otimes t} \]

\[ = \sum_{n=0}^{N-k} Y_{s,u}^{(1,j,k+n)} \left( \tilde{X}_{u,v}^{n} \otimes y \right)(x) \]

\[ + \sum_{n=|p|-k}^{\infty} \sum_{l=n+k}^{\infty} \left\langle \tilde{X}_{u,v}^{l-k-n} \otimes \tilde{X}_{u,v}^{n} \otimes y, X_{s_0,s}^{l-j} \otimes x \right\rangle_{V^\otimes t} \]

By definition, for the second order remainder we have

\[ R_{s,t,u,v}^{(1,j,k)}(y)(x) = R_{s,t,u,v}^{(1,j,k)}(y) \left( X_{s,t}^{m} \right)(x) \]

\[ = \sum_{n=|p|-k}^{\infty} \sum_{l=|p|+k}^{\infty} \left\langle \tilde{X}_{u,v}^{l-k-n} \otimes \tilde{X}_{u,v}^{n} \otimes y, X_{s_0,s}^{l-j} \otimes x - \sum_{m=|p|}^{N-j} X_{s_0,s}^{l-j-m} \otimes X_{s,t}^{m} \otimes x \right\rangle_{V^\otimes t} \]

\[ = \sum_{n=|p|-k}^{\infty} \sum_{l=|p|+k}^{\infty} \left\langle \tilde{X}_{u,v}^{l-k-n} \otimes \tilde{X}_{u,v}^{n} \otimes y, \sum_{m=|p|-j}^{l-j} X_{s_0,s}^{l-j-m} \otimes X_{s,t}^{m} \otimes x \right\rangle_{V^\otimes t} \]

\[ = \sum_{l=|p|}^{\infty} \sum_{m=|p|-j}^{l-j} \sum_{n=|p|-k}^{l-k} \left\langle \tilde{X}_{u,v}^{l-k-n} \otimes \tilde{X}_{u,v}^{n} \otimes y, X_{s_0,s}^{l-j-m} \otimes X_{s,t}^{m} \otimes x \right\rangle_{V^\otimes t}. \]

\[ \square \]
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A Rough integration of controlled paths

Here we look at the one time variable integration theory of controlled paths and write some results with explicit bounds which we use throughout. The objective here is to familiarise the reader with the choices of notation used in the paper and to give some insight into the strategy used for constructing the rough integral. Again, for the less experienced reader we suggest the works [Lyo98; CLL07; FH14] as comprehensive introductions to the theory of rough paths.

Denote by $\Delta_T$ the 2-simplex $\Delta_T = \{(s, t) \mid 0 \leq s \leq t \leq T\}$ and $\Delta^3_T$ the 3-simplex $\Delta^3_T = \{(s, s', t) \mid 0 \leq s \leq s' \leq t \leq T\}$. For a control $\omega$, Banach space $E$, $p > 0$, and $A : \Delta_T \to E$, define the norm

$$\|A\|_{p, \omega} = \sup_{0 \leq s < t \leq T} \frac{|A_{s,t}|}{|\omega(s, t)|^{1/p}},$$

and define as the space $C^p_\omega([0, T]; E)$ as the space of additive functions with finite $\| \cdot \|_{\alpha, \omega}$-norms.

Similarly for $\beta > 0$ and $B : \Delta^3_T \to E$, we make a slight abuse of notation and define

$$\|B\|_{\beta, \omega} = \sup_{0 \leq s < s' < t \leq T} \frac{|B_{s, s', t}|}{|\omega(s, t)|^{1/\beta}}.$$  

We will drop the $\omega$ from the subscript when the choice of control is clear from the context.

The notion of controlled paths was first introduced by Gubinelli in [Gub04] in the case $p < 3$, and was extended to a more general framework involving branched rough paths in [Gub10]. Here we define controlled paths in the case where $V$ is finite-dimensional and $X$ is a geometric rough path on $V$. The definition parallels the notion of a Lip(\(\gamma\)) function which is used in the rough integration of one-forms, c.f. [Lyo98; CLL07].

**Definition A.1** (Controlled paths in one variable). Let $X = (1, X^1, X^2, \ldots, X^{\lfloor p \rfloor})$ be an $\omega$-controlled geometric $p$-rough path on a Banach space $V$. Suppose that $Y : [0, T] \to E$ for some Banach space $E$. Suppose for $j = 0, 1, \ldots, N = \lfloor p \rfloor - 1$ there exists $Y^{(j)} : [0, T] \to \text{Hom}(V^\otimes j, E)$, with $Y^{(0)} = Y$, such that $Y^{(j)} \in C^1_\omega([0, T]; E)$ (where we associate $Y^{(j)}$ with $Y^{(j)}_{s,t} = Y^{(j)}_t - Y^{(j)}_s$) and

$$Y^{(j)}_t = \sum_{k=0}^{N-j} Y^{(j+k)}_s X^{k}_{s,t} + R^{(j)}_{s,t},$$

for remainders $R^{(j)}$ satisfying the regularity condition $\|R^{(j)}\|_{p(\lfloor p \rfloor - j)} < \infty$.

Then we say that the tuple $(Y, Y^{(1)}, \ldots, Y^{(N)})$ is an $X$-controlled path over $[0, T]$ with values in $E$. Denote this space of $X$-controlled paths by $D^X([0, T]; E)$. For $j = 1, \ldots, N$ we call $Y^{(j)}$ Gubinelli
derivatives of $Y$.

The definition of controlled paths lends itself naturally to considering enhanced Riemann sums; for a controlled path $Y$ consider the local approximation

$$\Xi_{s,t} = \sum_{j=0}^{N} Y_{s}^{(j)} \left( X_{s,t}^{j+1} \right),$$  \hspace{1cm} (47)$$

and the enhanced Riemann sum

$$\sum_{\mathcal{D}} \Xi := \sum_{m=1}^{m_0} \Xi_{s_{m-1}, s_m}$$

over a partition $\mathcal{D} = \{s_0 < \ldots < s_{m_0}\} \subset [s,t]$. For a map $\Xi : [0,T]^2 \to E$, we will use $\delta \Xi : [0,T]^3 \to E$ to denote the map

$$\delta \Xi_{s,s',t} = \Xi_{s,t} - \Xi_{s,s'} - \Xi_{s',t},$$  \hspace{1cm} (48)$$

which is a quantity that appears naturally when considering sums over partitions, such as with enhanced Riemann sums. For a controlled path $Y$, the approximations $\Xi^Y$ are such that $\delta \Xi^Y$ can be expressed in terms of the remainders of $Y$. This follows as a consequence of Chen’s identity as seen below.

**Lemma A.2.** Let $(Y^{(0)}, \ldots, Y^{(N)})$ be an $X$-controlled path with remainders $\{R^{(j)}\}_{j=0}^{N}$. Define the two parameter process $\Xi^Y$ by (47).

Then for $0 \leq s \leq s' \leq t \leq T$,

$$-\delta \Xi^Y_{s,s',t} = \sum_{j=0}^{N} \left( Y_{s}^{(j)} \left( X_{s,s'}^{j+1} \right) + Y_{s'}^{(j)} \left( X_{s',t}^{j+1} \right) - Y_{s}^{(j)} \left( X_{s,s}^{j+1} \right) \right) = \sum_{j=0}^{N} R_{s,s'}^{(j)} \left( X_{s',t}^{j+1} \right).$$  \hspace{1cm} (49)$$

**Proof.** We first note that by Chen’s identity

$$X_{s,t}^{j+1} - X_{s,s'}^{j+1} - X_{s',t}^{j+1} = \sum_{l=0}^{j} X_{s,s'}^{j+1-l} \otimes X_{s',t}^{l} = \sum_{l=0}^{j-1} X_{s,s'}^{j-1-l} \otimes X_{s',t}^{l}.$$ 

Using this identity we then write

$$-\delta \Xi^Y_{s,s',t} = \sum_{j=0}^{N} \left( \sum_{m=1}^{N} Y_{s}^{(j+m)} \left( X_{s,s'}^{m} \right) + R_{s,s'}^{(j)} \right) \left( X_{s',t}^{j+1} \right) - \sum_{j=1}^{N-1} \sum_{l=0}^{j-1} Y_{s}^{(j)} \left( X_{s,s'}^{j-1-l} \right) \left( X_{s',t}^{l} \right)$$
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\[
\sum_{j=0}^{N} \left( \sum_{m=1}^{N-j} Y_s^{(j+m)} \left( X_{s,s'}^m \right) + R_s^{(j)} \left( X_{s',t}^{j+1} \right) \right) - \sum_{l=0}^{N-1} \sum_{j=l+1}^{N} Y_s^{(j)} \left( X_{s,s'}^{j-l} \right) \left( X_{s',t}^{l+1} \right)
\]

Define the space \( C_{p,\beta}^{0,\omega}([0, T]; E) \) to contain all \( \Xi : [0, T]^2 \to E \) such that \( \|\Xi\|_p + \|\delta \Xi\|\beta < \infty \). We think of these \( \Xi \) as describing a family of local approximations to some additive function; the map \( \delta \Xi \) measures the failure of \( \Xi \) to be additive itself. A key result is the sewing lemma, which is used to establish the existence, uniqueness and the regularity of this underlying additive function under suitable conditions on \( \Xi \) and \( \delta \Xi \). A central application of it is to provide the definition of and fundamental bounds on the rough integral of a controlled paths.

Lemma A.3 (Sewing lemma). Let \( p, \beta \) be such that \( 0 < \beta < 1 \leq p \). There exists a unique map \( I : C_{p,\beta}^{0,\omega}([0, T]; E) \to C_{p,\omega}^{0}([0, T]; E) \) such that

\[
|I(\Xi)_{s,t} - \Xi_{s,t}| \leq \zeta(1/\beta) \omega(s, t)^{1/\beta} \|\delta \Xi\|\beta,\omega,
\]

where \( \zeta \) is the Riemann-Zeta function and \( (I\Xi)_{s,t} = (I\Xi)_t - (I\Xi)_s \). Moreover \( I\Xi \) is such that

\[
I\Xi_{s,t} = \lim_{|D| \to 0} \sum_{m_0}^{m_0} \Xi\_{s_{m-1},s_m}
\]

for partitions \( D = \{s_0 < \ldots < s_{m_0}\} \) over \([s, t]\).

The existence of the sewing map \( I \) was first presented in [FL06] and is the core component of constructing rough integrals, whereby we take a sufficiently good local approximation and sew these together with the map \( I \). The proof of the lemma in the form given here follows a Young type argument as presented in Lemma 4.2 of [FH14] with some modifications. The proof here also serves as a simpler example of the same strategy used to prove the existence of the joint rough integral in Theorem 3.1.

Proof. We begin this by establishing Young’s maximal inequality in the one-parameter case. Let
$\mathcal{D} = \{ s = s_0 < \ldots < s_{m_0} = t \} \subset [s, t]$ and write

$$\sum_{\mathcal{D}} \Xi = \sum_{m=1}^{m_0} \Xi_{s_{m-1}, s_m}.$$ 

The idea here is to selectively remove points from $\mathcal{D}$ until we are left with the trivial partition $\{s, t\}$. Choose $m^*$ such that it minimises

$$\left| \sum_{\mathcal{D}} \Xi - \sum_{\mathcal{D}\setminus \{s, t\}} \Xi \right| = |\delta \Xi_{s_{m-1}, s_{m+1}}|.$$

Then we have

$$\left| \sum_{\mathcal{D}} \Xi - \sum_{\mathcal{D}\setminus \{s, t\}} \Xi \right|^\beta \leq \frac{1}{m_0 - 1} \left| \sum_{\mathcal{D}} \Xi - \sum_{\mathcal{D}\setminus \{s, t\}} \Xi \right|^\beta \leq \frac{1}{m_0 - 1} \omega(s, t) \| \delta \Xi \|_{\beta, \omega}^\beta.$$

Repeatedly choosing points $m^*$ to remove then gives us

$$\left| \sum_{\mathcal{D}} \Xi - \Xi_{s, t} \right| = \sum_{l=1}^{m_0 - 1} \left( \frac{1}{m_0 - l} \omega(s, t) \| \delta \Xi \|_{\beta, \omega}^\beta \right)^{1/\beta} \leq \zeta (1/\beta) \omega(s, t)^{1/\beta} \| \delta \Xi \|_{\beta, \omega}^{1/\beta - 1}.$$

With this maximal bound on the sums over partitions, we now look to prove existence and uniqueness of the limit of these sums as the partition mesh size goes to zero. By definition the control $\omega$ is continuous and thus uniformly continuous on $[0, T]^2$. So for any $\epsilon > 0$ there exists $\delta_\epsilon > 0$ such that if $|s - t| < \epsilon$ then $|\omega(s, t)| < \delta_\epsilon$ and moreover $\delta_\epsilon \to 0$ as $\epsilon \to 0$.

Suppose that $\mathcal{D}$ and $\mathcal{D}'$ are two partitions of $[s, t]$, we wish to compare the sums of $\Xi$ over these two partitions as the mesh size decreases. Without loss of generality we will assume that $\mathcal{D} \subset \mathcal{D}'$, since otherwise we just compare the individual partitions with $\mathcal{D} \cup \mathcal{D}'$ for the same result. Writing $\mathcal{D} = \{ s_0 < \ldots < s_{m_1} \}$, we now view $\mathcal{D}'$ as the union of partitions $\mathcal{D}'_m = \mathcal{D}' \cap [s_{m-1}, s_m]$ of $[s_{m-1}, s_m]$. Applying the earlier maximal bound:

$$\left| \sum_{\mathcal{D}'} \Xi - \sum_{\mathcal{D}} \Xi \right| \leq \sum_{m=1}^{m_0} \sum_{\mathcal{D}'_m} \Xi - \sum_{\mathcal{D}'_m} \Xi_{s_{m-1}, s_m}$$

$$\leq \sum_{m=1}^{m_0} \zeta (1/\beta) \omega(s_{m-1}, s_m)^{1/\beta} \| \delta \Xi \|_{\beta, \omega}$$

$$\leq \zeta (1/\beta) \omega(s, t)^{1/\beta - 1} \delta_\epsilon^{1/\beta - 1}.$$
which goes to zero as \( \epsilon \) goes to zero. Thus we have existence and uniqueness of the limit
\[
(I \Xi)_{s,t} = \lim_{|D| \to 0} \sum_{D \subset [s,t]} \Xi,
\]
where \( I \Xi \) satisfies the bound \( 50 \) and is such that \( (I \Xi)_0 = 0 \).

An elementary application of the sewing lemma on \( \Xi^Y \) as defined in \( 47 \) then yields existence of the rough integral as the limit of enhanced Riemann sums.

**Theorem A.4.** Suppose that \( (Y = Y^{(0)}, \ldots, Y^{(N)}) \in \mathcal{D}_X^p([0,T];E) \) with remainders denoted by \( (R^{(0)}, \ldots, R^{(N)}) \). Then for \( [s,t] \subset [0,T] \), the rough integral
\[
\int_s^t Y_r \, dX_r := \lim_{|D| \to 0} \sum_{m=1}^{m_0} \left( \sum_{j=0}^N Y^{(j)}_{s_m-1} \left( X^{j+1}_{s_m-1,s_m} \right) \right)
\]
exists and is such that
\[
\left| \int_s^t Y_r \, dX_r - \sum_{j=0}^N Y^{(j)}_{s_r} \left( X^{j+1}_{s,r,t} \right) \right| \leq \zeta(\theta) \omega(s,t) \theta \sum_{j=0}^N \|X^{j+1}\|_p \|R^{(j)}\|_p \tag{51}
\]
where \( \theta = \frac{\lfloor |p| \rfloor + 1}{p} \).