Liquid nucleation around charged particles in the vapor phase
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We theoretically investigate the nucleation of liquid droplets from vapor in the presence of a charged spherical particle. Due to field gradients, sufficiently close to the critical point of the vapor–gas system, the charge destabilizes the vapor phase and initiates a phase transition. The fluid’s free energy is described by the van der Waals expression augmented by electrostatic energy and a square-gradient term. We calculate the equilibrium density profile at arbitrary temperatures, particle charges, and vapor densities. In contrast to classical nucleation theory, here, both liquid and vapor phases are different from the bulk phases because they are spatially nonuniform. In addition, the theory applies to both sharp and diffuse interfaces and calculates the surface tension self-consistently. We find the composition profiles and integrate them to get the adsorption near the particle. We find that the adsorption changes discontinuously at a first-order phase transition line. This line becomes a second-order phase transition at high enough temperatures. We describe the transition point numerically and provide approximate analytical expressions for it. Similarly to prewetting, the adsorption diverges at the binodal phase boundary. We construct a phase diagram indicating changes in the binodal, spinodal, and critical temperature. It is shown that the field gradient enlarges the range of temperature and vapor density where liquid can nucleate.

I. INTRODUCTION

Nucleation is a thermodynamic process that constitutes the initial step for many physical processes, such as vapor condensation, melting, and boiling. It is a localized phase transition process that occurs at metastable conditions, where the system has an energy barrier to overcome to reach its equilibrium state. Heterogeneous nucleation occurs in the presence of foreign objects, such as the walls of a vessel, dust particles, or other impurities. The presence of foreign particles reduces the nucleation energy barrier locally and, consequently, the supersaturation required for the nucleation. The rate of the critical nuclei creation is proportional to the exponential of the ratio between the barrier and thermal energies. Heterogeneous nucleation can be relatively fast, and in many cases, it is the dominant mechanism.

A commonly used model for nucleation is the classical nucleation theory (CNT) based on the work of Volmer and Weber, Becker and Döring and Frenkel. The CNT model describes the condensation of vapor to liquid nucleus. The nucleus, assumed to be spherical, is described by the macroscopic properties of the stable phase. The interface between the liquid and vapor phases is considered to be spherical with zero thickness, independent of the nucleus size.

The Thomson model is an extension of CNT theory that includes the charge of the nucleating particle. In the Thomson model, the Gibbs transfer energy for the transfer of molecules from vapor to liquid around the charged particle is given by:

\[
\Delta G = -\frac{4\pi R_i^3}{3v} - k_B T \ln(P/P^*) + 4\pi R_i^2 \gamma + \frac{q^2}{8\pi\varepsilon_0 \varepsilon_1} \left( \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right) \left( \frac{1}{R_i} - \frac{1}{R} \right).
\]

The first term represents a bulk free energy: \(4\pi R_i^3/3v\) is the number of molecules in a liquid nucleus with radius \(R_i\), where \(v\) is the volume of a single molecule, and \(P/P^*\) is the vapor supersaturation ratio. The second term is a surface energy, where \(\gamma\) is the surface tension between liquid and vapor. The third term is the electrostatic energy of a spherical particle of radius \(R\) and charge \(q\) purely embedded in a dielectric fluid. \(\varepsilon_1\) and \(\varepsilon_2\) are the relative dielectric constants of pure gas and liquid, respectively, and \(\varepsilon_0\) is the permittivity of the vacuum.

The nucleation process, in the absence of external forces, happens in supersaturated systems \((P/P^* > 1)\). Once the conditions for nucleation exist, the Thomson model predicts the infinite growth of the radius as the Gibbs transfer energy is decreasing as a function of \(R\). Figure 1(a) shows the three energy contributions of the Thomson model in the metastable region of the phase diagram and their sum including the electrostatic term (black curve). A local minimum occurs at a finite radius \(R_i\), but the most stable nucleus size is infinite. Figure 1(b) shows the same energy contributions when the bulk conditions are not metastable, that is, in the stable vapor phase. In this case, the bulk term, \(\sim R_i^3\), is positive, and due to the electrostatic term, the global minimum occurs at a finite nucleus radius \(R_i\). The size of this nucleus vs \(\sigma^2/2P_i\varepsilon_0\) is displayed in Fig. 1(c), where \(\sigma\) is the surface charge density of the charged particle.

Experimental work in different fields such as polymer crystallization and atmospheric science confirmed that electrostatic interactions promote nucleation. This article generalizes the Thomson nucleation model. Near charged particles, field gradients lead to coupling between the electric field and the density of the fluid. The dielectric fluid is attracted by a dielectrophoretic force to the charged surface, leading to an increase in the density. In return, the density affects the electric field through the change in the dielectric constant. Below, we demonstrate how this phenomenon provokes the phase transition and enlarges the range of temperatures and densities where vapor and liquid coexist. We use the van der Waals mean-field energy supplemented by square-gradient
energy densities. Smooth density profiles, not considered by the CNT model, are allowed here by inclusion of a square-gradient term:\[ F = \int \left[ \frac{1}{2} \varepsilon^2 |\nabla \rho|^2 + f_{vdw} + f_{el} \right] dr. \] (2)

Here, \( c \) is a constant and \( f_{vdw} \) is the van der Waals free energy density given by\[ f_{vdw} = k_B T \rho \left[ \log(\rho \Lambda^3) - 1 - \log(1 - \rho b) \right] - \alpha_0^2. \] (3)

Here, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( \Lambda \) is the thermal de Broglie wavelength. The parameters \( a \) and \( b \) are positive constants where \( a \) accounts for the attractive forces between the molecules and \( b \) represents the excluded volume of the molecules. \( a \) and \( b \) are related to the critical temperature \( T_c \) and density \( \rho_c \) by \((T_c, \rho_c) = (8a/(27k_B b), (3b)^{-1})\). From the van der Waals equation of state \((P + \alpha_0^2)/\rho_0 = \rho k_B T\), the value of the critical pressure is found to be \( P_c = a/(27b^2) \).

The electrostatic energy density of a perfect dielectric fluid is

\[ f_{el} = \frac{1}{2} \varepsilon_0 \varepsilon \mathbf{E}^2, \] (4)

where \( \mathbf{E} = -\nabla \psi \) is the electric field, \( \psi \) is the electrostatic potential, and \( \varepsilon(\rho) \) is the relative dielectric constant. The system is open and has a vapor phase with constant density far from the particle surface. The thermodynamically stable solutions are minimizers of the grand canonical energy \( \Omega = F - \mu N \), where \( \mu \) is the chemical potential and \( N \) is the number of fluid molecules. Extremization of \( \Omega \) with respect to density and electrostatic potential yields two coupled Euler–Lagrange equations,

\[ \frac{\delta \Omega}{\delta \rho} = -c^2 \varepsilon_0 \varepsilon |\nabla \psi|^2 + f_{vdw} \frac{\partial f_{vdw}}{\partial \rho} + \frac{1}{2} \varepsilon_0 \varepsilon \frac{d \varepsilon}{d \rho} |\nabla \psi|^2 - \mu = 0, \] (5)

\[ \frac{\delta \Omega}{\delta \psi} = \nabla \cdot (\varepsilon_0 \varepsilon \rho \nabla \psi) = 0. \] (6)

Equation (5) represents the Laplace equation. The spherical symmetry allows us to describe the system in one dimension, with variations only in the \( r \) coordinate; hence, the solution for the electric field, given by \( \mathbf{E} = \sigma R^2 / r^2 \varepsilon_0 \varepsilon(\rho) \hat{r} \), is decaying as \( \sim r^{-2} \). We use \( \rho = \rho / \rho_c \) as the reduced density and substitute the electric field into Eq. (5) to get

\[ -c^2 \varepsilon_0 \varepsilon \phi + \frac{\partial f_{vdw}}{\partial \phi} - M \frac{d \varepsilon / d \phi}{\varepsilon(\phi)} \phi^{-4} - \bar{\mu} = 0, \] (7)

where the tilde sign indicates reduced quantities: \( \tilde{f}_{vdw} = f_{vdw} / P_c, \tilde{r} = r/R, \tilde{c}^2 = c^2 \rho_c^2 / P_c R^2 \) and \( \bar{\mu} = \mu \rho_c / P_c \). In addition, we define

\[ M = \sigma^2 / 2P_c \varepsilon_0 \] (8)

as the dimensionless electrostatic energy. The boundary conditions for the equation are as follows:

\[ \tilde{r} = 1, \quad -\tilde{\phi} \cdot (-c^2 \nabla \phi) = 0, \]

\[ \tilde{r} = \infty, \quad \phi = \phi_0, \] (9)
where \( \hat{n} \) is a unit vector perpendicular to the surface of the particle. The first boundary condition means zero flux on the surface of the particle, while the second boundary enforces the bulk reservoir density \( \phi_0 \) at infinity.

The local dielectric constant \( \varepsilon(\phi) \) depends on the local value of the density and on the dielectric constants of the pure phases, \( \varepsilon_1 \) (gas) and \( \varepsilon_2 \) (liquid). We assume a linear relation between the local dielectric constant and the fluid density, \( \varepsilon = \varepsilon_1 + \Delta \varepsilon \phi / 3 \), where \( \Delta \varepsilon = \varepsilon_2 - \varepsilon_1 \) is a constant (recall that \( 0 \leq \phi \leq 3 \)). In thermodynamic equilibrium, the chemical potential is constant everywhere. In the grand canonical ensemble, it is found from \( \bar{\mu} = \partial f_{\phi_0}(\phi_0) / \partial \phi \) with \( \bar{r} \rightarrow \infty \) where the electric field tends to zero and the density tends to the vapor reservoir density \( \phi_0 \).

III. RESULTS AND DISCUSSION

A. Linearization of \( \phi \)

We focus on a charged particle in the presence of a stable vapor phase. For small enough particle potentials, the fluid’s density will not change sharply in space, and in this case one can linearize the Euler–Lagrange equations around the bulk value of \( \phi \). Substitution of \( \phi = \phi_0 + \delta \phi \), with \( \delta \phi << \phi_0 \), into Eq. (1) leads to a linear differential equation for \( \delta \phi \),

\[
\ddot{\delta}\phi - A \delta \phi + B \bar{r}^{-4} = 0, \tag{10}
\]

where \( A \) and \( B \) are given by \( A = \left( \frac{24T/T_c - 6}{\delta_0^3 - \phi_0^3} \right) / \bar{c}^2 \) and \( B = M \Delta \varepsilon / (3 \varepsilon_2 \bar{c}^2) \). The general solution for Eq. (10) is given by

\[
\delta \phi = C e^{-\sqrt{A} r} + \frac{\sqrt{AB}}{4r} \left[ -e^{\sqrt{A} r} E_i \left( -\sqrt{A} r \right) + e^{-\sqrt{A} r} E_i \left( \sqrt{A} r \right) \right] - \frac{B}{2 \bar{c}^2},
\]

where the first term represents the homogeneous solutions and the rest represents the particular solution. \( E_i \) is the exponential integral defined as \( E_i(x) = \int_{x}^{\infty} (e^t/t) \, dt \). The constant \( C \) is found from the boundary condition \( \partial \delta \phi / \partial \bar{r} \big|_{\bar{r}=1} = 0 \),

\[
C = -\frac{1}{4} \sqrt{AB} \left[ \frac{\sqrt{A} - 1}{\sqrt{A} + 1} e^{2\sqrt{A} r} E_i \left( -\sqrt{A} \right) + E_i \left( \sqrt{A} \right) \right] + \frac{B e^{\sqrt{A} r}}{\sqrt{A} + 1}. \tag{12}
\]

B. Nonlinear profiles in the sharp interface limit

The linear profiles in Eq. (12) are valid when the density changes are small, but when the electro-prewetting transition occurs and liquid wets the particle, this assumption fails, and one needs to solve Eq. (1) numerically. The density profiles are calculated by setting the values of \( \phi_0 \), \( M \), and \( T/T_c \) and, then, finding the solutions \( \phi(\bar{r}) \) for all \( \bar{r} \). When \( \bar{c} = 0 \), for small or large values of \( \bar{r} \), there is only one solution. However, if \( M \) is large enough for intermediate values of \( \bar{r} \), there is more than one solution to the equation. At these \( \bar{r} \)'s, we calculated the energy for each of the solutions and selected the equilibrium solution as the one with minimal energy.
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**FIG. 2.** (a) Equilibrium density profiles \( \phi(\bar{r}) \) in the sharp interface limit, \( \bar{c} = 0 \), at a temperature of \( T/T_c = 0.995 \) and bulk density of \( \phi_0 = 0.8 \). (b) Radial \( \rho_r \) and azimuthal \( \rho_\theta \) pressure profiles corresponding to the density profiles in (a). \( \varepsilon_1 = 1 \) and \( \varepsilon_2 = 80 \) in this and in all other figures.

Fig. 2(a) shows the numerically obtained density profiles in the sharp interface limit, \( \bar{c} = 0 \). At small values of \( M \) (small particle charge), the density is smoothly varying at all values of \( \bar{r} \). At large enough values of \( M \), a dense phase appears on the surface of the particle in coexistence with a vapor phase far from it. Note that both phases are spatially nonuniform and cannot be described by the bulk phases, liquid or vapor. The interface between the two phases exhibits a sharp jump in the density. We denote by \( R_t \) the location of the vapor–liquid interface. Due to the dielectrophoretic force, an increase in \( M \) “draws” more molecules to the region with strong electric field, resulting in a larger nucleus.

In Fig. 2(b), we show the pressure profiles. When a fluid is under an electric field, stress develops. The stress tensor is
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given by\[^{16}\]

\[ T_{ij} = -p_0(\phi, T)\delta_{ij} + \frac{1}{2}\varepsilon E^2 \left( -1 + \frac{\phi}{\varepsilon} \left( \frac{\partial \varepsilon}{\partial \phi} \right) \right) \delta_{ij} + \varepsilon E_i E_j, \tag{13} \]

where \( p_0 \) is the bulk (zero charge) pressure given by

\[ p_0 = \phi_0 \partial f_{vdw}(\phi_0)/\partial \phi - f_{vdw}(\phi_0). \]

\( \delta_{ij} \) is the Kronecker delta function. The diagonal pressure components in the \( rr \) and \( \theta \theta \) axis are

\[ p = p_0(\phi, T) - M \left[ \pm \frac{1}{\varepsilon} + \frac{\phi}{\varepsilon^2} \left( \frac{\partial \varepsilon}{\partial \phi} \right) \right] r^{-4}, \tag{14} \]

where the (+) sign is for \( pt_{rr} \) and (−) sign for \( pt_{\theta \theta} \). The pressure profiles are discontinuous when a sharp interface is created. The discontinuity in \( p_{rr} \) is small.

Figure 3(a) shows the finite radius \( R_i \) of the nucleus as a function of \( M \), obtained from the solutions of Eq. (7) in the sharp interface limit. As the value of \( \phi_0 \) decreases, that is, \( P/P^* \) decreases, a larger value of \( M \) is needed for nucleation to occur. For the same \( M \), a larger radius is obtained as the saturation ratio grows. In Fig. 3(b), we keep \( M \) constant and vary the temperature. The radius of the drop \( R_i \) increases when \( T \) decreases. For each value of \( \phi_0 \), the lowest temperature shown is the binodal temperature, below which phase coexistence occurs even without the driving force of the electric charge. Below the binodal, the equilibrium nucleus size becomes infinite.

C. Diffuse interface profiles

Experimental data show that the nucleation rate in some cases deviate by several orders of magnitude from the CNT theory\[^{17,18}\]. The source of the deviation is presumably the “capillarity” approximation, i.e., the assumption that the bulk surface tension of the nucleus equals the surface tension of a thin and flat interface. One popular approach to avoid these assumptions is to use the density functional theory (DFT), but it requires knowledge of intermolecular potentials.\[^{19,20}\] Another approach, is the phenomenological diffuse interface theory, which has proven as reliable over many length-scales.\[^{21}\]

We now release the assumption \( \varepsilon = 0 \) and solve the full equation Eq. (7), including the square-gradient term. This term is connected to changes in the density and adds the interfacial contribution to the free energy. In spherical symmetry, the nonlinear static equation is solved in one dimension using finite elements and Newton–Raphson iterations. For numerical purposes, the maximum value of \( \tilde{r} \) was taken as \( \tilde{r} = 10 \), and indeed the gradient \( |\phi'| \) was verified as negligibly small in these “large” distances.

The density profiles for the case where \( \varepsilon^2 = 10^{-3} \) are presented in Figs. 4(a) and 4(b). In contrast to the CNT model, here, the density of both liquid and vapor phases is spatially varying, and the interface between them is smooth. We computed profiles for different values of bulk composition \( \phi_0 \) in iterations. The initial guess for the profile of each value of \( \phi_0 \) is taken as the solution of the previous iteration. Figures 4(a) and 4(b) show the same values of \( M \), \( T/T_c \), and \( \phi_0 \), but in Fig. 4(a), \( \phi_0 \) was increased in the iterations from unsaturated conditions to supersaturation, while in Fig. 4(b), \( \phi_0 \) was reduced. This procedure leads to differences in the profiles in the range \( \phi_0 = 0.865 - 0.867 \). In this range, the system is in a metastable state in Fig. 4(a). The energies of the profiles in Fig. 4(b) are lower, indicating that these are the equilibrium solutions for these conditions.

Once profiles are found, one can calculate the adsorption \( \Gamma \), given by the following expression:

\[ \Gamma = 4\pi \int_1^\infty (\phi(\tilde{r}) - \phi_0) \tilde{r}^2 d\tilde{r}. \tag{15} \]

The adsorption is shown in Fig. 5 as a function of bulk composition \( \phi_0 \) and for several temperatures (see the legend of Fig. 5). At temperatures sufficiently lower than \( T_c, \Gamma(\phi_0) \) increases slowly with \( \phi_0 \) until a certain critical composition is reached. At this composition, \( \Gamma \) rises up sharply, which is the signature
of the first-order phase transition (due to the deficiency of numerical schemes, the discontinuous jump has a finite width). Above the transition, \( \Gamma \) continues to increase until, when \( \phi_0 \) equals the binodal composition at that particular temperature (the right-most point in every curve), it diverges. This behavior is reminiscent of the classical prewetting transition near a surface with short-range interactions. At temperatures sufficiently close to \( T_c \), however, the transition is a continuous second-order transition, as should be expected in the presence of long-range forces.

D. Phase diagram

In the absence of a charged particle, the phase equilibrium is given by the following classical common-tangent construction:

\[
\phi_2 - \phi_1 = \frac{\partial f_{vdw}(\phi_2) - \partial f_{vdw}(\phi_1)}{\partial \phi_2 - \partial \phi_1} - \mu = 0.
\]

Here, \( \phi_1 \) and \( \phi_2 \) are the two coexisting binodal densities for the given temperature. The spinodal curve, defined by \( \partial^2 f_{vdw}/\partial \phi^2 = 0 \), is below the binodal. While under the spinodal, phase separation is spontaneous, the area between the spinodal and binodal curves is metastable and liquid appears by nucleation.

The presence of a charged particle induces phase separation, and this modifies the phase diagram. Figure 6(a) shows the new phase diagram in the sharp interface limit. In the presence of a charged particle, we call the coexistence curve the “stability curve.” The stability curves for different values of \( M \) appear as colored lines. Point \((\phi_0, T)\) above the stability curve is stable (the particle is surrounded by a vapor phase), while below this curve, the point is unstable and nucleation occurs (the particle is wetted by a dense phase). An increase in \( M \) enlarges the range of conditions where nucleation occurs. While under the binodal, the radius of nucleation is infinite, in the area between the binodal and the stability curve, droplets with finite radius nucleate. The black solid line in Fig. 6 represents the “electrostatic binodal.” This curve represents the stability line for the limit \( M \to \infty \). This means that for a point \((\phi_0, T)\) above the electrostatic binodal, there is no value of \( M \) that can...
lead to nucleation.\textsuperscript{23}

The critical point is modified in the presence of charge. The “kink point” is the point where the first-order transition line becomes a second-order transition. In the sharp interface limit, this point is defined by the pair of values \((\phi_0, T_c)\) that sets to zero the value of the second and third derivatives of \(\tilde{f}\) at \(\tilde{r} = 1\).

In the reduced quantities used by us, the value of the bulk critical point without a charge is \((\phi, T_c) = (1, 1)\). When \(M\) is sufficiently small, the value of the kink point on the colloid surface can be found analytically by substituting \(T_c = 1 + \Delta T\) and \(\phi = 1 + \Delta \phi\) in Eq. (17) to get

\[
\begin{align*}
\Delta T &\approx -\frac{M \Delta \varepsilon^2}{27 \varepsilon_c^5}, \\
\Delta \phi &\approx \frac{2M \Delta \varepsilon^3}{81 \varepsilon_c^6}.
\end{align*}
\] (18)

where \(\varepsilon_c = \varepsilon(\phi = 1) = \varepsilon_1 + \Delta \varepsilon/3\). The kink points for different values of \(M\) are shown as circles in Fig. 6(b).

The kink point is the end of another curve, the “electrostatic spinodal.” The electrostatic spinodal, in a manner similar to the regular non-field case, divides the two-phase region to the area where the spontaneous and non-spontaneous nucleation occurs, as shown in Sec. III C. When \(\tilde{c} = 0\) and for a fixed temperature, it can be calculated analytically looking for the value of \(\phi_0\) that leads to \(\partial^2 \tilde{f}(\tilde{r} = 0)/\partial \phi^2 = 0\) at the surface of the colloid (\(\tilde{r} = 1\)). For non-zero \(\tilde{c}\), we find it by looking at the parameters that cause phase separation when the initial guess is the uniform vapor density \(\phi_0\).

Figure 7 shows the phase diagrams in both the sharp interface and diffuse interface limits. While the electric charge enlarges the area where phase separation is favorable, the existence of the \((\nabla \phi)^2\) term leads to an effective surface tension and to reduction in this area. Note that the change to the two-phase boundaries due to electric charge is appreciable relatively close to \(T_c\), while the change in the electrostatic spinodal is significant at all temperatures. This can have an impact on supersaturated processes far from the critical temperature such as aerosol creation in clouds.\textsuperscript{25}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6}
\caption{(a) Stability diagram in the sharp interface limit. The black dashed-dotted line represents the classical no-field binodal curve. The black solid line is the electrostatic binodal. The colored lines represent the stability curves for different values of \(M\). Under the stability curves, liquid–vapor coexistence is thermodynamically preferred. (b) Electrostatic spinodals in the sharp interface limit for different values of \(M\). Under the electrostatic spinodal, the system spontaneously separates to two phases, while above it, it is in a metastable state.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7}
\caption{Comparison between the stability curves for the sharp interface limit (blue) and the diffuse interface (red) with \(M = 0.1\). The corresponding electrostatic spinodals are in pink (sharp interface limit) and green (diffuse interface).}
\end{figure}

\[
\begin{align*}
\frac{\partial \tilde{f}_{vdw}(\phi_s)}{\partial \phi} - \frac{M \Delta \varepsilon}{3 \varepsilon(\phi_s)^2} \frac{\partial \tilde{f}_{vdw}(\phi_s)}{\partial \phi} &= 0, \\
\frac{\partial^2 \tilde{f}_{vdw}(\phi_s)}{\partial \phi^2} + \frac{2}{9} \frac{M \Delta \varepsilon^2}{\varepsilon(\phi_s)^3} &= 0, \\
\frac{\partial^3 \tilde{f}_{vdw}(\phi_s)}{\partial \phi^3} - \frac{2}{9} \frac{M \Delta \varepsilon^3}{\varepsilon(\phi_s)^4} &= 0,
\end{align*}
\] (17)

where \(\phi_s = \phi(\tilde{r} = 1)\) is the surface composition.
IV. CONCLUSIONS

We study the vapor–liquid nucleation around a charged spherical particle using a simple mean-field approach. Electric field gradients lead to spatial nonuniformities in both the liquid and vapor phases, and this significantly alters the nucleation conditions. We find a first-order phase transition line outside of the binodal curve, similar to a prewetting line. Due to the long-range nature of electrostatic forces, this line becomes a second-order line at a special “kink” point, whose location is given approximately by Eq. [17]. The square-gradient approach yields diffuse-interface profiles that are more realistic than the CNT profiles and facilitates the calculation of the surface tension. For small particle and nucleus, the width of the interface can be appreciable and deviations from the CNT theory are significant. This is especially relevant close to $R_{c}$, where the wetting is continuous and energy barriers can be small. From the profiles, we construct a phase diagram, including the electrostatic binodal, spinodal, and kink point, indicating changes in the two-phase equilibrium region close to $R_{c}$. The existence of a stable liquid nucleus with a finite radius is predicted even outside of the binodal curve.

We treated purely dielectric fluids. A question arises as to the effect of ionic screening. When the Debye lengths of the liquid and vapor phases are much smaller than the particle radius $R$, the field is localized at an exponentially thin layer at the surface of the colloid. In this limit, on large scales, the electrostatic energy should lead to an effective surface tension of the surface of the colloid. In this limit, on large scales, the electrostatic energy should lead to an effective surface tension.

Further investigation of the dynamics of the nucleation process is required. Such studies can increase the accuracy of predictions of the kinetics of nuclei creation, and this may have implications in engineering applications and in atmospheric studies.
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