Precursors of fluidisation in the creep response of a soft glass
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Using extensive numerical simulations, we study the fluidisation process of dense amorphous materials subjected to an external shear stress, using a three-dimensional colloidal glass model. In order to disentangle possible boundary effects from finite size effects in the process of fluidisation, we implement a novel geometry-constrained protocol with periodic boundary conditions. We show that this protocol is well controlled and that the long time fluidisation dynamics is, to a great extent, independent of the details of the protocol parameters. Our protocol therefore provides an ideal tool to investigate the bulk dynamics prior to yielding and to study finite size effects regarding the fluidisation process. Our study reveals the existence of precursors to fluidisation observed as a peak in the strain-rate fluctuations, that allows for a robust definition of a fluidisation time. Although the exponents in the power-law creep dynamics seem not to depend significantly on the system size, we reveal strong finite size effects for the onset of fluidisation.

1 Introduction

Yield stress materials\textsuperscript{1–2}, although ubiquitous in everyday life, remain a challenging topic both for a fundamental physical understanding as well as for applied engineering problems. These materials are characterised by the feature that they behave solid-like for a small externally applied force, but can yield above a given yield stress either towards failure or towards a steady flow, depending on the brittleness of the material\textsuperscript{3–4}. One way to probe the complex response of these materials is to apply stresses, close to this yielding threshold, and study the transient dynamics preceding the yielding. Although macroscopic features of the yielding have been studied extensively for a long time, it is only recently that molecular dynamics simulations and scattering experiments have opened the way for a more microscopic understanding of the underlying processes, that lead to failure and flow, in such circumstances. This motivates our investigation of the creep dynamics of disordered materials using a microscopic approach, in order to reveal the physics involved and to search for possible signs of precursors. In this context, predicting the moment at which a material is going to yield is of course a very important goal, especially with respect to technical applications.

Many of these materials respond to an externally applied external load in the form of slow creep dynamics that can be succeeded either by complete arrest, catastrophic failure or rapid fluidisation. This observation is not only true for crystalline and amorphous hard solids, e.g. metallic systems, but has been reported as well in soft materials, such as dense emulsions and gels. In this context the measured macroscopic quantities of interest are usually the time-dependent deformation rate $\dot{\gamma}(t)$ and the fluidisation or failure time $\tau_{f}$.\textsuperscript{5–6} It is only relatively recent that the particular processes inducing the macroscopic creep dynamics have been also addressed on a more microscopic level. Experimentally this is possible for example by revealing the time evolution of spatially resolved plastic activity using dynamic light scattering techniques\textsuperscript{7} or confocal microscopy\textsuperscript{8}. Another extremely insightful microscopic approach is of course the investigation of the creep and fluidisation using particle based simulations, which has been used both for dense particle systems\textsuperscript{9} and for network-forming gels\textsuperscript{10}.

The occurrence of a yield stress implies the existence of a rigid solid. This rigid phase, however, does not correspond to an equilibrium state in the thermodynamic limit where the free energy of any phase of a system cannot depend on the shape of its boundary\textsuperscript{11–12}. Thus, solids that sustain a finite stress are in a nonequilibrium state and, provided that one waits long enough, they would eventually evolve into a stress-free state under the application of even an infinitesimal stress\textsuperscript{13–17}. The time associated with the approach of the latter equilibrium state may in general exceed any observable scales and, in this sense, rigid or yield-stress materials are very long-lived metastable systems. The transformation from a rigid solid to a stress-free solid in the limit of zero strain rate, $\dot{\gamma} \to 0$, is not well understood and in most cases this limit has to be inferred from an extrapolation from finite strain rates. Only in the case of a two-dimensional crystal, a recent computer simulation study\textsuperscript{17} demonstrated that the transformation from a metastable rigid crystal into a stress-free solid at finite strain rate are kinetic processes, associated with an underlying first-order
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phase transition at $\gamma = 0$ and zero deformation. An example for such a kinetic process in crystalline materials is known as Andrade creep$^{28}$, reflected by a power law of the strain rate as a function of the applied stress with an exponent close to $2/3$. Of course, it remains to be shown how Andrade creep is exactly linked to the phase-ordering kinetics, thus being an analogue to spinodal decomposition in usual first-order transformations, such as liquid-gas or liquid-solid transitions.

In amorphous solids, the appearance of rigidity is due to a probable shift of the Newtonian regime to inaccessible long time scales, and there is not a similar underlying first-order phase transition in the limit $\gamma \to 0$ as for the crystalline case$^{27}$. Meanwhile, experiments and simulations studying creep in amorphous systems have found a variety of power-law exponents for the decay of the deformation rate, ranging between $1/3$ and 1.0 (the latter value corresponding to logarithmic creep), with a multitude of values in-between$^{8-10,19-23}$ (see also the extensive reviews of Bonn et al.$^{24}$ and Nicolas et al.$^{25}$). Thus, in the context of amorphous systems, the creep response shows a multitude of non-universal dependencies, notably on the preparation protocol prior to the application of the step stress (quench or pre-shear), on temperature, age and also on the dominant microscopic processes at play during the creep regime. In some network forming gel systems, the initial creep regime has been shown to be completely reversible and one expects the power-law creep to be a result of visco-elastic effects in a fractal gel network$^{26,27}$. On the other hand, there have been studies on the basis of molecular dynamics simulations explaining that the power-law creep in a variety of glassy systems can be related to a percolation of mobile regions and thus plasticity$^{28}$.

In a broader context, understanding and characterizing the physical mechanisms leading to observed rheological response of the amorphous materials in the vicinity of the yield stress threshold is of fundamental interest, with predictions of a dynamical transition at the threshold value. Therefore, the investigation of possible critical behaviour near the yield stress along with associated possible finite size effects, has been subject of many studies$^{29-32}$ but remains still a debated topic. One should note that some experiments have reported size effects in the measured value of threshold. In this context, a stress-controlled protocol at finite temperature allows for exploration of the creep response both above and below the threshold, as well as an investigation of possible precursors before complete fluidisation. Further, the idea of the underlying critical transition also motivates scrutiny of how system size influences the observed behaviour. For the case of applied shear rate, there have been diverse studies, looking at finite size effects, both in transient response and steady-state behaviour, but not much has been checked for applied stress situations.

One of the quantities of interest in the case of transient response, is the time-scale for fluidisation (or failure), $\tau_f$, starting from an amorphous material at rest, and the results also vary and basically fall in two classes. Works on athermal creep in dense amorphous materials usually find power law scalings of the fluidisation time$^{20,23}$, whereas thermally activated processes lead rather to an inverse exponential dependence$^{25,26}$.

In this work we concentrate on thermally induced non-reversible creep in dense disordered materials. Using an unconventional protocol combining a geometry imposed shear stress with periodic boundary conditions, we are able to disentangle finite size effects from boundary effects in the creep and fluidisation dynamics.

The article is structured as follows: In a first section we describe in detail the particle model, its rheological features and the novel protocol. We check in the second section for the robustness of this protocol with respect to the involved control parameters. Using extensive simulations averaging over a large number of realisations for different system sizes we then study the compliance curves as a function of the imposed shear stress which reveals the onset of plasticity in the transient response. The main result of our work concerns the study of the bulk dynamics prior to fluidisation. We show that the onset of fluidisation is accompanied by a maximum in the strain rate fluctuations, which one can interpret as a precursor to yielding. This feature allows to define in an unambiguous manner a fluidisation criterion and we find that the corresponding fluidisation time occurs at a given yield strain, which shows strong finite size effects. The last section is reserved for a detailed discussion of our results and the presentation of some ideas for potentially interesting future works.

## 2 Model and Scheme

For our study, we consider a three dimensional glass-forming 50:50 colloidal binary mixture, introduced in an earlier work by Zausch et al.$^{37}$. In this model, the colloidal particles, of species a and b, interact via the pair-wise Yukawa potential:

$$U_{1,2}(r) = \varepsilon_{1,2}d_1 d_2 \frac{\exp(-k_{1,2}(r-d_{1,2}))}{r}, \quad 1,2 \in \{a,b\} \quad (1)$$

where, $\varepsilon$ is the energy unit, $d$ the diameter of the colloidal particle, $r$ the screening length and $r$ the distance between the two interacting particles. As in Ref.$^{37}$, the parameters are chosen as: $\varepsilon \equiv \varepsilon_{a,a} = 1.0$, $\varepsilon_{b,b} = 2.0\varepsilon$ and $\varepsilon_{a,b} = 1.4\varepsilon$, $d \equiv d_{a,a} = 1.0$, $d_{b,b} = 1.2d$ and $d_{a,b} = 1.1d$ and $k_{a,a} = k_{b,b} = k_{a,b} = 6/d$. Furthermore, colloidal particles of both types have same mass: $m_a = m_b = 1.0$. The potential is truncated at the cut-off distance $r_c^{ab}$, where $U_{a,b}(r_c^{ab}) = 10^{-7}\varepsilon_{a,b}$, i.e. negligibly small. The investigations are done for the particle density of $\rho_0 = 0.675 m_a/d_{a,a}^3$. The choice of such parameters ensures that at densities $\rho_0$ and in the range of considered temperatures, neither crystallization nor demixing occurs. Four different sample sizes, with $N = 1600, 8000, 17576$ and $32768$ number of particles in a cubic box were investigated.

In all the simulations, the ambient temperature is maintained via the Dissipative Particle Dynamics (DPD) thermostat$^{38}$. The system dynamics is then evolving according to the DPD equation of motion

$$\dot{\mathbf{r}}_i = \frac{\mathbf{p}_i}{m_i}; \quad \mathbf{p}_i = \sum_{j \neq (i)}^N \left[ \mathbf{F}_{i,j} + \mathbf{F}_{i,j}^D + \mathbf{F}_{i,j}^R \right], \quad (2)$$

where $\mathbf{r}_i$ and $\mathbf{p}_i$ are respectively the position and momentum of the particle $i$ with mass $m_i = 1$, $\mathbf{F}_{i,j} = -\nabla(U_{i,j})$ is the force derivable by our Yukawa interaction potential, $\mathbf{F}_{i,j}^D$ is a dissipative force and $\mathbf{F}_{i,j}^R$ a random force. The dissipative force, $\mathbf{F}_{i,j}^D$, is propor-
tional to the velocity difference, $v_{i,j} = v_i - v_j$ of particles $i$ and $j$ and it slows down the relative motion through a viscous effect controlled by the friction coefficient $\xi$:

$$
F^0_{i,j} = -\xi w^2(r_{i,j})(\hat{r}_{i,j} \cdot \hat{v}_{i,j})\hat{r}_{i,j}.
$$

In the above equation, $\hat{r}_{i,j}$ and $r_{i,j}$ are the unitary vector and the distance $|r_i - r_j|$ or module of the vector $r_i = r_i - r_j$, respectively. The weight function $w(r_{i,j}) = \sqrt{1 - r_{i,j}/r_c}$ for $r < r_c^{DPD}$ or $w(r_{i,j}) = 0$ otherwise. The relative velocities included in the DPD equations of motion ensure the correct thermostatting of the system because of its ability to cancel the drifting velocity induced by the shearing process and moreover this choice ensures Galilean-invariance and locally conservation of momenta. Concerning the role of the friction coefficient in the transient dynamics, it has been shown in previous works that there exists a range of values that does not effect neither the transient nor the microscopic dynamics with $\xi$ selected, which we confirm also for our data in the following section. The random force

$$
F^R_{i,j} = \sqrt{2k_BT\xi} w(r_{i,j})\theta_{\omega_{i,j}}\hat{r}_{i,j}.
$$

is implemented in the usual way with $\theta_{\omega_{i,j}} = \theta_{i,j}$ random Gaussian variables and a choice of the amplitude $\sqrt{2k_BT\xi} w(r_{i,j})$ obeying the fluctuation-dissipation relation.

We use the following protocol for preparing the glassy states, before applying the external shear stress: Initially, the colloidal liquid is equilibrated at $T = 0.20$ within standard periodic boundary conditions. We sample $m$ independent equilibrium states within this NVT ensemble. Subsequently, all these $m$ liquid samples are instantaneously quenched to a glassy temperature of $T = 0.05$, which is well below the mode coupling critical temperature ($T_c = 0.14$) for this binary mixture. Subsequently the samples are aged for a time $t_w = 10^5\tau$. These aged quiescent states are then subjected to the external shear stress, to probe the response as explained in the following paragraph. In this work all sample averages are performed over $m = 80$ samples for the smallest size studied $N = 1600$ and $m = 40$ samples for the larger sizes $N = 8000$, 17576, 32768.

For the numerical study of the bulk response of our samples to an applied step in shear stress, we employ a novel shear protocol inspired by the work of Vezirov et al, whereby a constant macroscopic shear stress $\sigma_0$ is maintained via a feedback control scheme, in a system with periodic boundary conditions. The feedback rate is implemented via an evolution equation for the macroscopic shear rate $\dot{\gamma}$:

$$
\frac{d\dot{\gamma}(t)}{dt} = B(\sigma_0 - \sigma_{xy}(t)),
$$

where $\sigma_{xy}$ is the macroscopic shear stress, which is being maintained at a value $\sigma_0$. We apply the shear along the $x$ direction, within the $xy$-plane. The adjustable damping parameter $B$ is proportional to the inverse of the timescale for the bulk shear stress to relax to the imposed value. We need to choose $B$ appropriately, such that the corresponding time-scale is smaller than any other involved time-scale to capture well the correct long time dynamics of the creep and the fluidisation of the material; the variations in response with changing $B$ will be discussed below. In the simulations we track positions and velocities of constituent particles and the shear stress is measured via the Irving-Kirkwood expression:

$$
\sigma_{xy}(t) = \frac{1}{V} \left\{ \sum_{i=1}^{N} m_i \langle (v_{i,x}(t)v_{i,y}(t)) + \sum_{j=1}^{N} \langle r_{i,j}(t)F_{i,j}(t) \rangle \right\}.
$$

The evolution of the system to applied stress is studied by simultaneously integrating, numerically, the equations of motion for the macroscopic shear rate given in Eqn. (5) and that of the individual particles given in Eqn. (2). The coupling of the two equations ensures that both the motion of the constituent particles as well as the macroscopic deformation simultaneously adjust to maintain the imposed stress $\sigma_0$. Thus, along with the positions and velocities of the particles, the macroscopic shear rate, $\dot{\gamma}(t)$, and thereby the strain $\gamma(t)$, are dynamical relevant observables.

All the computations have been carried out using the open source molecular dynamics program from Sandia National Laboratories, LAMMPS, wherein we have implemented the scheme for integrating Eqn. (5). As in previous studies, we use a time step of $\delta t = 0.0083T$, where $T = \sqrt{md^2/\varepsilon}$ is our unit of time.

3 Robustness of the novel protocol

To ascertain the range of stresses for which the rheology of the glass needs to be probed, we first reproduce the steady state flow response of the model at $\rho_0 = 0.675, T = 0.05$ obtained by imposing a usual shear protocol at imposed constant shear rate with periodic boundary conditions as shown in Fig. 1. It is well-known, that upon the application of a constant shear rate, the dense amorphous system initially responds macroscopically as an almost perfect elastic solid (with an elastic shear modulus $G_0$) before the macroscopic plasticity sets in. The load curve typically shows a stress overshoot, that will depend on the initial condition (age) of the quiescent material and the driving rate, before entering a stationary state, where the macroscopic stress fluctuates around its steady state stress value $\sigma$. When plotted
Fig. 2 For a system of \( N = 17576 \) particles, (a) evolution of bulk stress \( \sigma_{\text{xy}} \) for various damping parameters \( B \) \((0.5, 1.0, 2.22, 4.0, 5.0, 8.0, 10.0, 20.0) \) in the shear rate evolution equation (Eqn. 5), under an applied step stress \( \sigma_0 = 0.1 \) at \( t = 0 \). (b) Corresponding strain evolution \( \gamma(t) \) for the different values of \( B \). (c) Zoom of the early time dynamics versus a rescaled time \( B^2 t \), with \( \alpha \approx 0.6 \). (d) Effect of the friction coefficient \( \xi \) on the strain evolution \( \gamma(t) \) for the system with \( N = 17576 \) colloidal particles under imposed stress \( \sigma_0 = 0.1 \) and damping factor \( B = 0.5 \).

against the applied shear rate \( \gamma \) the dependence of this steady state shear stress is well described by a phenomenological generalized Herschel-Bulkley type fit \( \sigma = \sigma_0 + A \gamma^\alpha \). Thus, the flow curve provides us the range of values, relative to the yielding threshold, that one can explore to study the response to the externally applied stress.

To test the robustness of our protocol against the various control parameters, we consider now one such stress value within that range, viz. \( \sigma_0 = 0.1 \), to study the dynamics using the feedback protocol that we have outlined earlier (Eqn. 5). At first, we check how the choice of the the damping parameter \( B \) in Eqn. 5 influences the observed behaviour. For a quiescent glass, i.e. when there is no external shear, the time-averaged shear stress \( \sigma_{\text{xy}} \) is zero. At time \( t = 0 \), when the external shear stress is suddenly set to a finite value, the bulk shear stress \( \sigma_{\text{xy}} \) of the material starts to adjust to the externally imposed one. This evolution is illustrated in Fig. 2(a) for various values of the damping parameter \( B \). As expected, the long time bulk shear stress equals the applied magnitude, indicating that the protocol is working fine. At early times, we observe that \( \sigma_{\text{xy}}(t) \) initially increases, responding to the external forcing, and then oscillates as the feedback mechanism kicks in before settling down to \( \sigma_0 \). The magnitude and lifetime of the observed oscillations is naturally determined by our control parameter \( B \).

The corresponding evolution of the bulk shear strain of the system \( \gamma(t) \) is shown in Fig. 2(b); each curve is averaged over 10 independent trajectories, starting from different initial glassy configurations, as explained in the model section. Firstly, the overall behaviour of \( \gamma(t) \), as obtained via the feedback control, is similar to what is observed in experiment, thus validating the numerical scheme. We also observe that the damping factor \( B \) has an influence only at short-times \( (t < 10) \) till around the occurrence of the transient overshoot in \( \gamma(t) \), with the magnitude of \( B \) determining the location and height of the overshoot. The larger the value of \( B \), the earlier the system reaches the overshoot and the subsequent creep regime, which is consistent with the consideration that the damping factor is inverse to the resistance of the material at the given deformation. On the other hand, the choice of \( B \) does not have any effect on the response at later times \( (t > 10) \). We see that the regime where the deformation \( \gamma(t) \) shows a plateau, indicative of the elastic response of the material, depends only on the stress imposed, that is in fact the same for each curve in Fig. 2(b). Similarly, the late time steady state regime, \( \gamma(t) \sim t \), and its onset is also not altered by the magnitude of \( B \). In Fig. 2(c), we show the time-scaled shear strain for the different \( B \) factors. We observe that the data collapse for the early time dynamics for a rescaling of time with a factor proportional to \( B^2 t \) with an empirical scaling exponent \( \alpha \approx 0.6 \). This rescaling also shows that the initial slope for \( t < 10 \) is the same for all the curves with dynamics that are close to ballistic motion with \( \gamma(t) \sim t^{1.87} \). Note that the data for the early growth of stress in the system, can also be collapsed, using the same time rescaling, as shown in Fig. 2(a). These short-time damped oscillations result from a competition of inertia of the stress regulation and the systems elastic properties, an effect that is also commonly observed in experiments where this ringing effect emerges from a coupling of the instrument inertia and the elasticity of the material.

To be complete, we also check whether the DPD friction coefficient \( \xi \) has any influence in the strain evolution. The response for various values of \( \xi \) at a given target stress \( \sigma_0 \) and damping factor \( B \) is shown in Fig. 2(d). We see that the dynamics appear insensitive in the range of values of \( \xi \) examined: both fluidization time and the creep regime are identical for the six different friction coefficients investigated. Further we also checked that the empirical scaling exponent of \( B \) does not depend on the specific value of the friction coefficient \( \xi \) (data not shown here). In all the subsequent data analysis of the following sections we fixed \( B = 1 \) for the damping factor and \( \xi = 1.25 \) for the friction coefficient, knowing that all the long time results will not crucially depend on these values.
The time derivative of the averaged strain response $\dot{\gamma}_{av}$ as a function of time, obtained from the data shown in Fig. 3(b) for the same range of stresses. The inset shows the time evolution of the average shear rate that we obtain directly from our protocol (see Eqn. 5), $\langle \dot{\gamma} (t) \rangle$, averaged over the ensemble of 40 initial states, for $N = 17576$ and $\sigma_0 = 0.115, 0.110, 0.105, 0.100$. The data of smaller stresses is not shown here due to the strong fluctuations despite averaging.

4 Creep response

We now systematically discuss the response of the model system, for different magnitudes of the imposed target stress $\sigma_0$. Fig. 4 shows the evolution of the strain response $\gamma_{av} = \langle \gamma (t) \rangle$ for a range of stresses for a system with (a) $N = 1600$ particles, averaged over the ensemble of $m = 80$ initial states, and (b) $N = 17576$ particles, averaged over the ensemble of $m = 40$ initial states. In the inset of either figure, we show some of the individual trajectories for the strain response $\gamma(t)$, obtained from one specific initial state within the ensemble for the different applied stresses. First focusing on the ensemble-averaged $\gamma_{av}$, we observe that for $\sigma_0 > 0.095$, we observe the long-time steady state regime $\gamma_{av}(t) \sim t$. For smaller applied stresses, at these long times ($t > 10^4$), the material creeps, i.e. $\gamma_{av}(t) \sim t^\beta$ ($\beta < 1$), till the longest accessible time-scales.

If one focuses on the macro-response of a single system, as shown in the insets, we can discern a difference in response. The strain curves for the smaller system ($N = 1600$) demonstrate sharper onset of flow, compared to the larger system ($N = 17576$), indicating already the existence of finite size effects in the fluidisation process. Further, signatures of stick-slip motion are also visible in the smaller system, i.e. there are time windows over which the deformation remains nearly constants, interspersed with intermittent jumps. This becomes more prominent as one goes to smaller $\sigma_0$, i.e. in the approach to the yield stress threshold, especially where the long time linear regime in the flow response (i.e. $\gamma(t) \sim t$) is not yet visible. Such intermittency is less visible in the data, for the larger system, due to the spatial average of response over many smaller intrinsic blocks. Further, the stick-slip behaviour is averaged out, while calculating ensemble averages. Note that such intermittent behaviour is consistent with the idea of strongly correlated avalanche dynamics occurring close to the yielding threshold.

Additionally, in Fig. 4 we show the corresponding behaviour of the shear rate $\dot{\gamma}(t)$, computed in two different ways. In the inset of Fig. 4 we show the time evolution of the ensemble-averaged $\langle \dot{\gamma} \rangle$ as directly measured from our numerical integration, for a range of applied stresses. For the larger values of $\sigma_0$, a long-term steady state is visible, i.e. $\langle \dot{\gamma} \rangle$ fluctuates around a constant value. However, below a certain $\sigma_0$, the data becomes too noisy, for the averaging done over the ensemble of $m = 40$ initial states. On the other hand, if one considers the numerical derivative of the ensemble-averaged strain $\langle \dot{\gamma}(t) \rangle$ (from Fig. 3(b)), as is usually done in experiments, we are able to discern the response $\dot{\gamma}_{av}$ at all the values of $\sigma_0$ with reasonable precision, as shown in the main figure of Fig. 3. For $\sigma_0$ below a certain value, $\dot{\gamma}_{av}$ is not constant at long times, i.e. there is no observed steady-state regime. Rather, we observe that $\dot{\gamma}_{av}$ decreases with time in a power law fashion, $\dot{\gamma}_{av} \sim t^{-\beta-1}$; i.e. the material is creeping as expected.

To counter-check our results, we gather the data for the measured steady-state $\dot{\gamma}$ for the different applied $\sigma_0$ (for which a steady state can be reached) to compare with the shear-rate imposed data. As we can see in Fig. 1(b), the data from the two different protocols, applied fixed shear rate and applied fixed stress, are statistically consistent, as it should be, thereby, confirming again the validity of the numerical scheme used to impose a fixed target shear stress.

5 Precursors of fluidisation: finite size effects

Another quantity that is particularly useful to study the onset of plasticity in the time-dependent mechanical response is the compliance $J(t) = \gamma(t)/\sigma_0$.

In the left panel of Fig. 5, for various imposed stresses $\sigma_0$, the data for $J(t)$ is shown for the system size of $N = 17576$ particles, from which, different features can be observed. For all the curves, there is a common region at early times ($t \sim [10^{-2} - 10^1]$), where all the data superimpose for the entire range of applied $\sigma_0$ that we have studied. This is the regime of elastic deformation and it depends only on the material itself (in our case, the interactions and/or the dissipation processes). At later times the curves start to separate out, at time-scales which increase with decreasing $\sigma_0$, due to the dependence of the plastic response on the magnitude of imposed stress. The main plot nicely shows the superposition of all the compliance curves at short times, where the dynamics remains completely reversible, after which deviations start occurring, with a strong dependence on the imposed target stress $\sigma_0$. To make the separation of the different curves better visible, we also plot the time derivative of the compliance as a function of the compliance itself as shown in the inset of the left panel of Fig. 5. The strong drop of the time derivative of the compliance at a value of the compliance of $J \approx 0.5$ marks the onset of plasticity, beyond which, all the curves start to depart from the regime of elastic response. Thus, in such a manner, we are able to delineate the elastic and plastic regimes of the response, after the application of the external shear stress.

Thereafter, we check how the size of the system affects the compliance. This is shown on the right panel of Fig. 5 for three different values of applied stress, viz. $\sigma_0 = 0.125, 0.100, 0.090$. For the largest applied stress, there is no difference in the response.
across system sizes. As we go to lower stresses ($\sigma_0 = 0.100$), the
difference starts to be visible, with the compliance curve for the
smallest system ($N = 1600$) displaying a slower increase. The
difference across the other sizes becomes more prominent when one
goes even lower in stress ($\sigma_0 = 0.090$). Thus, one can conclude
that finite size effects are present in the macroscopic response
and this effect becomes more significant as we approach the yield
stress threshold.

To identify possible precursors of fluidisation, we consider
now the sample-to-sample variations in the mechanical response
within the ensemble of initial states. This is quantified by mea-
suring the time-dependent fluctuations in strain, $\Delta \gamma(t)$, of
the configuration $i$ in the ensemble, relative to the ensemble-averaged
strain curve $\langle \gamma(t) \rangle$:

$$\Delta \gamma^2(t) = \frac{[\gamma(i)(t) - \langle \gamma(t) \rangle]^2}{\langle \gamma(t) \rangle^2} \tag{7}$$

where $\gamma(t)$ is the strain evolution curve for the configuration $i$.

Similar measurements have been employed in experiments, albeit
considering fluctuations across different regions in the sample. In
Fig. 6(a), we show how the corresponding ensemble-averaged
fluctuations $\langle [\Delta \gamma^2(t)] \rangle$, behave with varying $\sigma_0$, measured over
$m = 40$ configurations for the system size $N = 17576$. As we can
see, the function is typically non-monotonic, with very little de-
viations among samples in the elastic regime and again negligible
when all samples are fluidised. In between, there is a maximum
whose locations shifts to longer timescales, with decreasing $\sigma_0$, a
trend very similar to what we discussed for fluidisation timescales
in the above discussion related to measured compliances, $J(t)$, shown in Fig. 5(b).

The short time elastic response is reflected as well in the sam-
ple to sample fluctuation of the strain. In Fig. 5(b), we plot the
rescaled fluctuations, i.e. multiplied by $\sigma_0^2$, versus the compliance
$J$, and find again a perfect collapse of the data up to the compli-
ance value $J = 0.5$, which is where plasticity sets in. In Fig. 5(c),
we plot for a given stress $\sigma_0 = 0.1$, the strain fluctuations, as a
function of time, for different system sizes; to make better com-
parison, we plot $N/\Delta \gamma^2$. We find that the size dependence in the
peak of the strain fluctuations is scaling in a non-trivial manner
with system size. This, again, hints at system size effects in the
fluidisation process, consistent with our earlier analysis related to
the compliance curves.

To obtain a rigorous criterion for the fluidisation, we now con-
centrate on the late time fluidisation regime. For this, we study
in detail the location of the peak in the fluctuations, which we
interpret as a precursor to steady state fluidisation. In Fig. 7(a),
we plot the sample to sample strain fluctuations, $N/\Delta \gamma^2$, now
as a function of the yield strain $\gamma$. We find that for all imposed stresses, for
which the system eventually shows steady flow, the maximum
of these fluctuations occurs at approximately the same strain,
$\gamma \approx 0.3$, suggesting a yield strain criterion for the fluidisation
process. We use this yield strain to define in an unambiguous
manner the fluidisation time, $\tau_f$, by monitoring at what time the
strain response $\gamma(t)$ is reaching this value of $\gamma$ for any applied $\sigma_0$.

The results of this procedure are displayed in Fig. 7(b), where we
plot, using open symbols, the fluidisation time $\tau_f$ as a func-
tion of applied stress $\sigma_0$ for different system sizes. In the liter-
ature one finds different propositions for the dependency of the
fluidisation time on the applied external stress, that can take ei-
ther an exponential form or a power law divergence. Note
that the precision of our data is not sufficient to discriminate
between these two propositions. Here, we decided to fit the
data with a diverging function of the form $\sim (\sigma_0 - \sigma)\zeta$, and
we find that the yielding threshold $\sigma_0$ decreases with system
size, viz. we find the following estimates for the yield stress:
$\sigma_0 \approx 0.0772(N = 17576), 0.0801(N = 1600)$, using $\zeta = 2.66$.

An alternative simple definition for onset of fluidization would be
the time when the onset of steady state flow occurs, i.e. when
$\gamma(t)$ becomes constant. Using data shown in Fig. 6(b), we are able to iden-
tify this timescale $\gamma^{**}$ for $N = 17576$, and this too is
shown in Fig. 7(b), using filled symbols. In this case, also, a divergence is observed (corresponding fit is shown in Fig. 7(b)), and the estimated stress threshold for onset of flow comes out to be $\sigma_{ss} \approx 0.084$, which is close to the estimated dynamical threshold $\sigma_d \approx 0.083$, obtaining also an exponent $\zeta_{ss} = 2.18$. For the smaller system, it becomes difficult to have a good quality measurement, using this definition, due to lot of fluctuations in the response.

We note, here, that all such estimates of the threshold or the exponent for divergence are subject to accuracy in measuring the timescale, by using any of the above definitions, and this measurement is strongly subject to proper averaging over a large enough ensemble of initial states, for each system size. Nevertheless, our observation that yielding threshold decreases with increasing system size is consistent with experimental measurements, and also the hypothesis that within a larger system, there is more likelihood of finding a weak zone that would lead to earlier yielding, as compared to a smaller system. This has also been observed for crystal plasticity. In any case, more numerical investigations are needed to clarify this in the context of yielding of amorphous systems.

6 Concluding discussion

In this paper, we have studied several statistical aspects of the creep response of a model soft glass by means of particle based simulations. We propose a novel method to impose a target shear stress to the system, using periodic boundary conditions, which allows for studying the bulk rheology under applied shear stress, and we tested the robustness of this approach in details. This over-constrained method for applying the shear combined with our feedback mechanism allows for the study of the bulk dynamics of a system undergoing creep without imposing a particular flow profile. In this way, we are able to address questions like finite size effects in the dynamics without having to deal with over-constraint dynamics or unwanted wall effects.

We use this method on a three dimensional binary mixture of particles interacting via a Yukawa potential to be able to compare to earlier works, that had been implemented with walls. The resulting mechanical response takes the form of a usual creep curve with a fast elastic response followed by a power-law decay of the strain rate, with exponents that lie in the typical range of experiments and earlier simulations. At longer times, depending on the stress applied we see a rapid acceleration of the deformation rate, eventually leading to a steady flow. We show that the corresponding flow curve for this steady flow agree with the one from strain rate controlled protocols, thus validating the protocol.

By investigating the compliance curves, we demonstrate how to evidence the onset of plasticity that occurs above a given value of the compliance, independent of the applied stress and system size. The subsequent plastic regime exhibits finite size effects. In this regime, the dependence on the system size becomes stronger as we lower the applied stress value, approaching the yielding transition.

Next, we demonstrate that the sample-to-sample fluctuations of the strain curves show a strong non-monotonic behavior and we identify the prominent peak observed in these fluctuations as a precursor for fluidisation. Since the position of this peak as a function of strain appears neither stress nor system size dependent, we use this feature to unambiguously define a fluidisation time that we measure as a function of imposed stress and system size.

The analysis of the fluidisation time dependence on the imposed external shear stress suggests a divergence of the time to reach a flowing state close to the yield threshold. Although more statistics will be necessary to be more conclusive and obtain quantitative relations, the system size analysis of the fluidisation time seems to indicate that smaller systems exhibit a longer fluidisation times. This result is in agreement with the weakest link theory, that predicts that smaller systems exhibit a larger strength, since the smaller the sample, the smaller also the probability to encounter a weak spot, that would lead to failure.

The above observations, related to size effects, as well as the strongly intermittent dynamics, observed in the individual creep curves for small applied stress and small system size, are likely related to the development of dynamical heterogeneities, with increasing spatial scale, close the yield threshold. Such stick-slip behaviour is also reminiscent of avalanche type dynamics for the plasticity close to the yielding point. All these would indicate strongly correlated dynamics, with decreasing stress, in tune with the hypothesis that yielding corresponds to an underlying dynamical phase transition, accompanied by critical dynamics. Further extensive investigations are necessary to test out these ideas and the numerical protocol, described here, would be an useful mode for such studies.
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