A MAXIMAL ELEMENT OF A MODULI SPACE OF RIEMANNIAN METRICS
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ABSTRACT. For a given smooth manifold, we consider the moduli space of Riemannian metrics up to isometry and scaling. One can define a preorder on the moduli space by the size of isometry groups. We call a Riemannian metric that attains a maximal element with respect to the preorder a maximal metric. Maximal metrics give nice examples of self-similar solutions for various metric evolution equations such as the Ricci flow. In this paper, we construct many examples of maximal metrics on Euclidean spaces.

1. INTRODUCTION

Let $X$ be a connected smooth manifold. Denote by $\mathcal{M}(X)$ the set of all smooth Riemannian metrics on $X$. Define an equivalent relation $\sim$ on $\mathcal{M}(X)$ as follows: there exists $\lambda > 0$ such that $(X, \lambda g)$ and $(X, h)$ are isometric with each other. Denote by $\mathcal{M}(X)/\sim$ the quotient space with respect to the equivalent relation $\sim$. Note that the moduli space $\mathcal{M}(X)/\sim$ can be understood as the orbit space $(\mathbb{R}^+_0 \times \text{Diff}(X)) \backslash \mathcal{M}(X)$.

The moduli space $\mathcal{M}(X)/\sim$ has often been considered to understand “nice” Riemannian metrics. For examples, the normalized total scalar curvature

$$\hat{S} : \mathcal{M}(X) \to \mathbb{R}, \quad g \mapsto \text{vol}(X, g)^{\frac{2}{n}-1} \int_X \text{scal}_g dV_g$$

has been studied actively for a compact manifold $X$. Here, $\text{vol}(X, g)$ is the Riemannian volume, $\text{scal}_g$ is the scalar curvature, and $dV_g$ is the Riemannian volume element. For examples, Einstein metrics on a compact manifold $X$ are characterized by critical points of $\hat{S} : \mathcal{M}(X) \to \mathbb{R}$. Since the normalized total scalar curvature $\hat{S}$ is invariant under the action of $\mathbb{R}^+_0 \times \text{Diff}(X)$ on $\mathcal{M}(X)$, $\hat{S}$ can be regarded as the function on the moduli space $\mathcal{M}(X)/\sim$. Another important example is the Ricci flow

$$(1.1) \quad \frac{\partial}{\partial t} g_t = -2\text{Ric}_{g_t},$$
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where $\text{Ric}_g$ is the Ricci tensor for a Riemannian metric $g$. Since the Ricci tensor $\text{Ric}_g$ is invariant under the scaling (i.e. $\text{Ric}_{\varphi^*g} = \varphi^*\text{Ric}_g$, where $\varphi^*$ means the pullback), the Ricci flow equation can be regarded as a flow on the moduli space $\mathcal{M}(X)/\sim$. Then, for examples, self-similar solutions of the Ricci flow are considered as stationary solutions of the corresponding flow on $\mathcal{M}(X)/\sim$.

Many “nice” metrics (e.g. Einstein metrics, Ricci soliton) can be understood as distinguished points on the moduli space $\mathcal{M}(X)/\sim$ with respect to some curvature condition. In this paper, we introduce a class of nice Riemannian metrics, which is defined as a special point on the moduli spaces $\mathcal{M}(X)/\sim$ with respect to the size of isometry groups. For $[g], [h] \in \mathcal{M}(X)/\sim$, denote by $[g] \prec [h]$ if $\text{Isom}(X, g) \subset \text{Isom}(X, h')$ for some $h' \in [h]$. Then $\prec$ defines an order on $\mathcal{M}(X)/\sim$. Note that $\prec$ is not a partial order but a preorder. That is, $\prec$ satisfies reflexivity and transitivity, however, does not satisfy asymmetry.

**Definition 1.1.** We call a metric $g \in \mathcal{M}(X)$ maximal if the equivalent class $[g] \in \mathcal{M}(X)/\sim$ is a maximal element with respect to the preorder $\prec$ (i.e. $[g] \prec [h]$ implies $[g] = [h]$).

Roughly speaking, the order $\prec$ defines a barometer of the excellence of Riemannian metrics via the size of isometry groups, and maximal metrics are “maximally nice” metrics with respect to this barometer.

Note that $g \in \mathcal{M}(X)$ is a maximal metric if and only if $g$ satisfies the following condition:

$$\text{Isom}(X, g) \subset \text{Isom}(X, h) \Rightarrow [g] = [h] \quad (h \in \mathcal{M}(X)).$$

An important example of maximal metrics is an isotropy irreducible metric. For more details, see Subsection 2.1.

One of the nice motivation to study maximal metrics is that $g$ give examples of self-similar solutions for various metric evolution equations

$$\frac{\partial}{\partial t} g_t = R(g_t) \quad (g_t \in \mathcal{M}(X)),$$

where $R$ is a map from $\mathcal{M}(X)$ to the set of all symmetric $(0, 2)$-tensors $\mathcal{S}(X)$. We show that homogeneous maximal metrics are soliton for various metric evolution equations. For examples,

**Proposition 1.2.** A homogeneous maximal metric $g$ is a Ricci soliton.

For more details, see Subsection 2.2.

**Remark 1.3.** Homogeneous Ricci solitons have been studied actively. Recently, a proof of the Alekseevskii conjecture has been announced by Lafuente and Böhm ([3]). Also, Jablonski has shown that the Alekseevskii conjecture is equivalent to the generalized Alekseevskii conjecture which asserts that only Euclidean spaces can admit homogeneous expanding Ricci solitons ([10]). Note that a shrinking
homogeneous Ricci soliton manifold is the Riemannian product of a compact Einstein manifold and a Euclidean space ([20, 22]), and a steady homogeneous Ricci soliton is the Riemannian product of a compact flat manifold and a Euclidean space ([10, 22]). These and the generalized Alekseevskii conjecture conclude that a noncompact homogeneous Ricci soliton irreducible Riemannian manifold is diffeomorphic to a Euclidean space. Therefore, essential homogeneous maximal metrics on noncompact manifolds can only exist on Euclidean spaces.

For the compact case, one can show that maximal metrics on compact manifolds must be isotropy irreducible. We will give a proof in forthcoming paper.

Another important property of maximal metrics is that they have maximal isometry groups in the sense that \( \text{Isom}(X, \langle , \rangle) \subseteq \text{Isom}(X, \langle , \rangle') \) implies \( \text{Isom}(X, \langle , \rangle) = \text{Isom}(X, \langle , \rangle') \) for all Riemannian metric \( \langle , \rangle' \) on \( X \). For a maximal metric \( g \in M(X) \), if the number of connected components of \( \text{Isom}(X, g) \) is finite then \( g \) has a maximal isometry group. In particular,

**Proposition 1.4.** A homogeneous maximal metric \( g \) has a maximal isometry group.

For more details, see Subsection 2.4.

A similar notion of maximal metric has been introduced by Jablonski and Gordon for left-invariant metrics, which is called maximal symmetry ([6]). The relationship between maximal metrics and maximal symmetry metrics will be discussed in Subsection 2.3 and Subsection 2.4, and is summarized in Figure 1 and Figure 2.

A goal of this paper is to construct various examples of maximal metrics on Euclidean spaces which are not isotropy irreducible. Our strategy to construct examples is to study a moduli space of left-invariant metrics on a Lie group \( G \), which is given as the orbit space of the action of \( \mathbb{R}_{>0}\text{Aut}(g) \) on the set of all inner products \( \mathfrak{m}(g) \) on \( g = \text{Lie}(G) \). As a preparation, in Section 3, we study some general theory of isolated orbits for an isometric action on an Hadamard space. In Section 4, we show that

**Theorem 1.5.** Let \( G \) be a simply connected Lie group, and \( \langle , \rangle \) be a left-invariant metric on \( G \). If the orbit \( \mathbb{R}_{>0}\text{Aut}(g).\langle , \rangle \subseteq \mathfrak{m}(g) \) is an isolated orbit, then the left-invariant metric \( \langle , \rangle \) is maximal. The converse holds if \( G \) is unimodular completely solvable.

In Section 5, we construct examples of maximal metrics on Euclidean spaces which are not isotropy irreducible. By applying Theorem 1.5 one has

**Theorem 1.6.** For \( w = (w_2, w_3, \ldots, w_n) \in \mathbb{R}^{n-1} \), define a metric \( g_w \) on \( \mathbb{R}^n \) with the Cartesian coordinate system \( (x_1, x_2, \ldots, x_n) \) by

\[
g_w := (dx_1)^2 + e^{-2w_2 x_1}(dx_2)^2 + \cdots + e^{-2w_n x_1}(dx_n)^2.
\]

Then \( g_w \) is a maximal metric for all \( w \in \mathbb{R}^{n-1} \). If \( w_i \neq w_j \) for some \( i, j \in \{2, 3, \ldots, n\} \), then \( g_w \) is not isotropy irreducible.
The Riemannian metric $g_w$ is isometric to a left-invariant metric on a certain solvable Lie group. For more details, see Subsection 5.2. Note that the symmetric group $S_{n-1}$ acts on $\mathbb{R}^{n-1}$ naturally. For $w, w' \in \mathbb{R}^{n-1}$, $g_w$ and $g_{w'}$ are isometric with each other if and only if there exists some permutation $\sigma \in S_{n-1}$ such that $\sigma.w = w'$. Hence Theorem 1.6 gives continuously many examples of maximal metrics.

The other examples are constructed by considering nilmanifolds attached with graphs. By applying Theorem 1.5, we show that

**Theorem 1.7.** If given an edge-transitive graph $G$ with $p$ vertices and $q$ edges, one can construct maximal metrics on $\mathbb{R}^{p+q}$. If $q \neq 0$ then the metrics are not isotropy irreducible.

A precise assertion of Theorem 1.7 will be given in Theorem 5.9. Note that, for graphs $G$ and $G'$, the corresponding metrics are isometric with each other if and only if $G$ and $G'$ are isomorphic as graphs. Hence, Theorem 1.7 also gives infinitely many nontrivial examples of maximal metrics. For more details, see Subsection 5.3.

2. Maximal metrics

In this section, we give some general theory on maximal metrics. Recall that, in Section 1, we introduce the preordered set $(\mathcal{M}(X)/\sim, \prec)$. Here, $\mathcal{M}(X)/\sim$ is the moduli space of Riemannian metrics on $X$ up to isometry and scaling, and $\prec$ is the preorder with respect to the size of the isometry groups. A maximal metric $g \in \mathcal{M}(X)$ is the one whose equivalent class $[g] \in \mathcal{M}(X)/\sim$ is a maximal element with respect to $\prec$.

2.1. ISOTROPY IRREDUCIBLE METRICS AND MAXIMAL METRICS

Firstly, we explain that isotropy irreducible metrics are maximal metrics. Recall that, for $p \in X$ in a Riemannian manifold $(X, g)$, the action of the stabilizer $\text{Isom}(X,g)_p := \{ \varphi \in \text{Isom}(X,g) \mid \varphi(p) = p \}$ on $T_pX$ by differential is called the *isotropy representation* of $(X, g)$ at $p$.

**Definition 2.1.** A Riemannian metric $g \in \mathcal{M}(X)$ is called an *isotropy irreducible metric* if the isotropy representation at each point $p \in X$ is an irreducible representation. A Riemannian manifold $(X, g)$ with an isotropy irreducible metric $g$ is called an *isotropy irreducible space*.

One can see that a complete connected isotropy irreducible space is homogeneous. For examples, see [26]. Strongly isotropy irreducible spaces which are some special class of isotropy irreducible spaces have been classified independently by Manturov (17, 18, 19), Wolf (28, 29) and Krämer (12). Conclusively, isotropy irreducible spaces have been classified by Wang-Ziller (26).
Proposition 2.2. A complete connected Riemannian manifold \((X, g)\) is an isotropy irreducible space if and only if \((X, g)\) satisfies the following:

\[
\{ h \in \mathfrak{M}(X) \mid \text{Isom}(X, g) \subset \text{Isom}(X, h) \} = \mathbb{R}_{>0} g.
\]

Proof. We prove “only if part”. Assume that \((X, g)\) is isotropy irreducible. Recall that an isotropy irreducible space \((X, g)\) is homogeneous. Hence the assertion follows from the Schur’s Lemma applied to the isotropy representation.

We prove “if part”. Firstly we show that if \((X, g)\) satisfies the property (2.1), then \((X, g)\) must be homogeneous. If \((X, g)\) is inhomogeneous, since \text{Isom}(X, g)-action on the complete connected Riemannian manifold \(X\) is proper, there exists a non-constant \text{Isom}(X, g)-invariant smooth function \(f\) on \(X\). Then one has \(e^f g\) is a smooth \text{Isom}(X, g)-invariant Riemannian metric which is not contained in \(\mathbb{R}_{>0} g\). This concludes that \((X, g)\) does not satisfies the property (2.1).

Hence we have only to consider the case \((X, g)\) is homogeneous. Take any \(p \in X\). Then the set of \text{Isom}(X, g)-invariant metrics on \(X\) is naturally identified with the set of inner products which are invariant under the isotropy representation on a tangent space \(T_p X\). Assume that \((X, g)\) is not isotropy irreducible. Then there exists a subspace \(V \subseteq T_p X\) which is invariant under the isotropy representation. Denote by \(g_1\) and \(g_2\) the restriction of \(g\) to \(V\) and the normal space \(V^\perp\), respectively. Then \(ag_1 + bg_2\) is an \text{Isom}(X, g)-invariant metrics for all \(a, b > 0\). This implies that, for examples, \(2g_1 + 3g_2\) is an \text{Isom}(X, g)-invariant metrics which is not contained in \(\mathbb{R}_{>0} g\). \(\square\)

Note that a metric \(g \in \mathfrak{M}(X)\) is maximal if and only if

\[
\{ h \mid \text{Isom}(X, g) \subset \text{Isom}(X, h) \} \subset [g],
\]

where \([g]\) is the equivalent class with respect to \(\sim\). Since \(\mathbb{R}_{>0} g \subset [g]\), one has

Corollary 2.3. A complete isotropy irreducible metric is a maximal metric.

2.2. MAXIMAL METRICS AND SELF-SIMILAR SOLUTIONS FOR METRIC EVOLUTION EQUATIONS

Denote by \(\mathcal{S}(X)\) the set of all symmetric \((0,2)\)-tensors on \(X\). Let us consider a map \(\mathcal{R}: \mathfrak{M}(X) \to \mathcal{S}(X)\). Then one can define a partial differential equation

\[
\frac{\partial}{\partial t} g_t = \mathcal{R}(g_t).
\]

For examples, the equation is called the Ricci flow when the case \(\mathcal{R} = -2\text{Ric}\).

A solution \(\{g_t\}_{t \in [0,T]}\) is called self-similar if \([g_t] = [g_0]\) for all \(t \in [0, T]\). Also, if a metric \(g \in \mathfrak{M}(X)\) admits some self-similar solution \(\{g_t\}\) with \(g = g_0\), then \(g\) is called a soliton. For examples, a soliton for the Ricci flow is usually called a Ricci soliton. The study of self-similar solutions and solitons are important in order to understand metric evolution equations.

By the property (1.2), one has
Proposition 2.4. Let \( g \in \mathcal{M}(X) \) be a maximal metric. If a solution \( \{g_t\}_{t \in [0,T)} \) for the equation \( \frac{\partial}{\partial t} g_t = \mathcal{R}(g_t) \) with \( g_0 = g \) preserves the isometry group in the sense that \( \text{Isom}(X, g_0) \subset \text{Isom}(X, g_t) \) for all \( t \in [0,T) \), then the solution \( \{g_t\}_{t \in [0,T)} \) is self-similar. That is, the initial metric \( g = g_0 \) is soliton.

For examples, one knows that the solution \( \{g_t\} \subset \mathcal{M}(X) \) of the Ricci flow (1.1) starting at \( g \in \mathcal{M}(X) \) with bounded curvature exists ([23]), and preserves the isometry group ([4]). This proves Proposition 1.2: a homogeneous maximal metric is a Ricci soliton.

Let \((X, g)\) be a homogeneous Riemannian manifold. Denote by \( G := \text{Isom}(X, g) \). Denote by \( \mathcal{M}_G(X) \) and \( \mathfrak{S}_G(X) \) the set of all \( G \)-invariant metrics and the set of all \( G \)-invariant symmetric \((0,2)\)-tensors, respectively. Note that \( \mathfrak{S}_G(X) \) is a finite dimensional vector space, and \( \mathcal{M}_G(X) \) is an open subset of \( \mathfrak{S}_G(X) \). Hence, \( \mathcal{M}_G(X) \) and \( \mathfrak{S}_G(X) \) have a natural differentiable structure. Note that the group of diffeomorphism \( \text{Diff}(X) \) acts on \( \mathfrak{S}(X) \) and \( \mathcal{M}(X) \) in the natural way. Assume that \( \mathcal{R} : \mathcal{M}(X) \to \mathfrak{S}(X) \) is \( \text{Diff}(X) \)-equivariant. Since \( G \subset \text{Diff}(X) \), \( \mathcal{R} \) induces the map \( \mathcal{R} : \mathcal{M}_G(X) \to \mathfrak{S}_G(X) \). The map \( \mathcal{R} : \mathcal{M}_G(X) \to \mathfrak{S}_G(X) \) can be regarded as a vector field on \( \mathfrak{S}_G(X) \). If the map \( \mathcal{R} : \mathcal{M}_G(X) \to \mathfrak{S}_G(X) \) is continuous, then there exists an integral curve \( \{g_t\}_{t \in [0,T)} \subset \mathcal{M}_G(X) \) with initial metric \( g \). Then \( \{g_t\}_{t \in [0,T)} \subset \mathcal{M}_G(X) \) is also a solution for the original differential equation \( \frac{\partial}{\partial t} g_t = \mathcal{R}(g_t) \). We call the solution \( \{g_t\}_{t \in [0,T)} \subset \mathcal{M}_G(X) \) the homogeneous solution for the equation. Homogeneous solutions \( \{g_t\}_{t \in [0,T)} \) preserve the isometry groups. Hence, by Proposition 2.4, one has

Proposition 2.5. Let \( g \in \mathcal{M}(X) \) be a homogeneous maximal metric. Denote by \( G := \text{Isom}(X, g) \). Consider a \( \text{Diff}(X) \)-equivariant map \( \mathcal{R} : \mathcal{M}(X) \to \mathfrak{S}(X) \). Assume that the map \( \mathcal{R} : \mathcal{M}_G(X) \to \mathfrak{S}_G(X) \) is continuous. Then a homogeneous solution \( g_t \) of the partial differential equation \( \frac{\partial}{\partial t} g_t = \mathcal{R}(g_t) \) starting at \( g \) is self-similar. In other words, \( g \) is a soliton for the equation.

If \( \mathcal{R} \) is defined as the combination of some curvature tensors, then \( \mathcal{R} \) is \( \text{Diff}(X) \)-equivariant, and the restriction map \( \mathcal{R} : \mathcal{M}_G(X) \to \mathfrak{S}_G(X) \) is continuous. Hence we can apply Proposition 2.5 for this case.

For a Riemannian metric \( g \), denote by \( Rm_g \) the Riemannian curvature tensor. Also, \( \text{Ric}_g \) and \( \text{scal}_g \) are the Ricci curvature and the scalar curvature of \( g \), respectively. For \( a, b, c \in \mathbb{R} \), let us define the map \( \mathcal{R} : \mathcal{M}(X) \to \mathfrak{S}(X) \) by

\[
\mathcal{R}(g) = -a\text{Ric}_g - b\text{scal}_g \cdot g - cRm_g^2 \quad (g \in \mathcal{M}(X)).
\]

Here, \( Rm_g^2 \) is the \((0, 2)\)-symmetric tensor given by

\[
Rm_g^2(x, y) := -\text{tr}(Rm_g(x, \ast) \circ Rm_g(y, \ast)),
\]

where "\( \ast \)" means the metric contraction with respect to \( g \). Then the equation \( \frac{\partial}{\partial t} g_t = \mathcal{R}(g_t) \) is called

- the Ricci flow if \( a = 2 \), \( b = c = 0 \).
• the Yamabe flow if $a = c = 0$, $b = 1$.
• the Ricci-Bourguignon flow if $a = 2$, $b \neq 0$, $c = 0$.
• the RG-2 flow if $a = 2$, $b = 0$, $c \neq 0$.

In these cases, $\mathcal{R}$ is a combination of the Diff($X$)-equivariant curvature tensors. Hence one has

**Corollary 2.6.** Let $g \in \mathcal{M}(X)$ be a homogeneous maximal metric. Then a homogeneous solution of the metric evolution equation $\frac{\partial}{\partial t}g_t = \mathcal{R}(g_t)$ with

$$\mathcal{R}(g) = -a\text{Ric}_g - b\text{scal}_g \cdot g - c\text{Rm}_g^2 \quad (g \in \mathcal{M}(X))$$

starting at $g$ is self-similar. In other words, a homogeneous maximal metric $g$ is a soliton for this equation.

Also, one can apply Proposition 2.5 for the Bach flow. For $g \in \mathcal{M}(X)$, define $\mathcal{R}(g) \in \mathcal{S}(X)$ by

$$\mathcal{R}(g)(x,y) = \frac{1}{n-3} \nabla_x \nabla_y W_g(x,\ast, y, \bullet) + \frac{1}{n-2} \text{Ric}_g(\ast, \bullet) W_g(x, \ast, y, \bullet),$$

where $W_g$ is the Weyl tensor with respect to $g$, and $\ast$ and $\bullet$ mean the metric contraction with respect to $g$. Then the $(0,2)$-tensor $\mathcal{R}(g)$ is called the Bach tensor for $g$, and the equation $\frac{\partial}{\partial t}g_t = -\mathcal{R}(g_t)$ is called the Bach flow.

The Bach tensor $\mathcal{R}$ is also defined by the combination of the Diff($X$)-equivariant curvature tensors. This yields that

**Corollary 2.7.** Let $g \in \mathcal{M}(X)$ be a homogeneous maximal metric. Then a homogeneous solution of the Bach flow starting at $g$ is self-similar. In other words, a homogeneous maximal metric $g$ is a soliton for the Bach flow.

### 2.3. Maximal Metrics and Maximal Symmetry Metrics

A left-invariant metric $g$ on a Lie group $G$ is called a maximal symmetry metric if for all left-invariant metric $h$ on $G$ there exists $\varphi \in \text{Aut}(G)$ such that $\text{Isom}(G, h) \subset \text{Isom}(G, \varphi.g)$, where $\varphi.g := g(d\varphi^{-1}, d\varphi^{-1})$. Namely, a maximal symmetry metric $g$ is the one whose isometry group is maximum among the set of left-invariant metrics up to automorphism. The notion of maximal symmetry metric has been introduced by Jablonski-Gordon ([6]).

**Proposition 2.8 ([9]).** A left-invariant Ricci soliton metric on a simply connected unimodular completely solvable Lie group is a maximal symmetry metric.

Hence, any maximal metric on a simply connected unimodular completely solvable Lie group has maximal symmetry. On the other hands, when $G$ is not unimodular completely solvable, left-invariant maximal metrics on $G$ are not necessarily maximally symmetric. For examples, let $\mathfrak{g} := \text{span}\{v_1, v_2, v_3\}$ be a Lie algebra whose nonzero bracket relation is given by

$$[v_1, v_2] = v_2.$$
Note that $g$ is a non-unimodular completely solvable Lie algebra. Let $G$ be the simply connected Lie group with Lie algebra $g$. Then Jablonski and Gordon have shown that there are no maximal symmetry metrics on $G$ \[6\]. On the other hand, the left-invariant metric with orthonormal frame $\{v_1, v_2, v_3\}$ is isometric to $g_w$ with $w = (1, 0)$ in Theorem \[1.6\] and hence is a maximal metric.

2.4. MAXIMAL METRICS HAVE THE MAXIMAL ISOMETRY GROUPS

One of the interesting properties of maximal metrics $g \in \mathcal{M}(X)$ is the maximallity of the isometry groups in the sense that $\text{Isom}(X, \langle , \rangle) \subset \text{Isom}(X, \langle , \rangle')$ implies $\text{Isom}(X, \langle , \rangle) = \text{Isom}(X, \langle , \rangle')$ for all Riemannian metric $\langle , \rangle'$ on $X$. To see this, we firstly give an easy lemma, which will be used repeatedly in this article.

**Lemma 2.9.** Let $H$ be a Lie group with finitely many connected components, and assume that $H$ and a Lie group $H'$ are isomorphic with each other. If $H \subset H'$ then one has $H = H'$.

Note that the assumption of the finiteness is essentially needed. For examples, $2\mathbb{Z} := \{2z \mid z \in \mathbb{Z}\} \subset \mathbb{Z}$, and $2\mathbb{Z} \cong \mathbb{Z}$.

**Proposition 2.10.** Let $\langle , \rangle \in \mathcal{M}(X)$ be a maximal metric whose isometry group has finitely many connected components. Then the isometry group $\text{Isom}(X, \langle , \rangle)$ is maximal with respect to the inclusion “$\subset$”. In particular, a homogeneous maximal metric has the maximal isometry group.

**Proof.** Take any Riemannian metric $\langle , \rangle'$ with $\text{Isom}(X, \langle , \rangle) \subset \text{Isom}(X, \langle , \rangle')$. We show that $\text{Isom}(X, \langle , \rangle) = \text{Isom}(X, \langle , \rangle')$. Since $\langle , \rangle$ is maximal, there exists $\lambda > 0$ and $\varphi \in \text{Diff}(X, \langle , \rangle)$ such that $\varphi$ is an isometry between $(X, \lambda \langle , \rangle)$ and $(X, \langle , \rangle')$. Hence one has

$$\text{Isom}(X, \langle , \rangle) = \text{Isom}(X, \lambda \langle , \rangle) = \text{Isom}(X, \varphi \langle , \rangle') = \varphi \text{Isom}(X, \langle , \rangle') \varphi^{-1}.$$ 

Hence $\text{Isom}(X, \langle , \rangle)$ and $\text{Isom}(X, \langle , \rangle')$ are isomorphic with each other. By Lemma 2.9, they coincide with each other. \[ □ \]

Here, we mention the correspondence between maximal symmetry left-invariant metrics and maximal isometry left-invariant metrics. Firstly, we show that

**Proposition 2.11.** Let $\langle , \rangle$ be a left-invariant metric on a connected Lie group $G$. If $\langle , \rangle$ is a maximal symmetry metric, then $\langle , \rangle$ has the maximal isometry group.

**Proof.** Assume that $\langle , \rangle$ is maximally symmetric. Take any Riemannian metric $\langle , \rangle'$ with $\text{Isom}(G, \langle , \rangle) \subset \text{Isom}(G, \langle , \rangle')$. Since $\langle , \rangle$ is left-invariant, one has $\langle , \rangle'$ is also left-invariant. Then one has $\text{Isom}(G, \varphi \langle , \rangle') \subset \text{Isom}(G, \langle , \rangle)$ for some $\varphi \in \text{Aut}(G)$. This yields that

$$\text{Isom}(G, \varphi \langle , \rangle') \subset \text{Isom}(G, \langle , \rangle) \subset \text{Isom}(G, \langle , \rangle').$$

On the other hand, one has $\text{Isom}(G, \varphi \langle , \rangle') = \text{Isom}(G, \langle , \rangle')$ by Lemma 2.9. This concludes that $\langle , \rangle$ has the maximal isometry group. \[ □ \]
This concludes that the following diagram holds for arbitrary left-invariant metrics on arbitrary Lie groups:

\[
\text{maximal} \Rightarrow \text{maximal isometry} \\
\text{maximal isometry} \quad \Downarrow \quad \Uparrow \\
\text{Ricci soliton} \quad \quad \quad \text{maximal symmetry}
\]

**Figure 1.** for general case

For some special cases, one can add several arrows to Figure 1. To see this, we show the following:

**Proposition 2.12.** Assume that a connected Lie group \( G \) admits a maximal symmetry left-invariant metric. Let \( \langle ., \rangle \) be a left-invariant metric on \( G \). Then \( \langle ., \rangle \) has a maximal isometry group if and only if \( \langle ., \rangle \) is a maximal symmetry left-invariant metric.

**Proof.** We have shown “if part” in Proposition 2.11. We prove “only if part”. Assume that \( \langle ., \rangle \) has the maximal isometry group. We show that \( \langle ., \rangle \) is a maximal symmetry metric. Take any left-invariant metric \( g \) on \( G \). We have only to show that there exists some \( \varphi \in \text{Aut}(G) \) such that \( \text{Isom}(G, \varphi.g) \subset \text{Isom}(G, \langle ., \rangle) \). By the assumption, there exists a maximal symmetry metric \( \langle ., \rangle' \) on \( G \). Then there exists \( \phi, \psi \in \text{Aut}(G) \) such that

\[
\text{Isom}(\phi.g) \subset \text{Isom}(G, \langle ., \rangle'), \quad \text{Isom}(G, \psi.\langle ., \rangle) \subset \text{Isom}(G, \langle ., \rangle').
\]

This yields that \( \text{Isom}(G, \langle ., \rangle) \subset \text{Isom}(G, \psi^{-1}\langle ., \rangle') \). Since \( \langle ., \rangle \) has the maximal isometry group, one has \( \text{Isom}(G, \psi^{-1}\langle ., \rangle') = \text{Isom}(G, \langle ., \rangle) \). Now define \( \varphi \in \text{Aut}(G) \) by \( \varphi := \psi^{-1}\phi \). One has

\[
\text{Isom}(G, \varphi.g) = \text{Isom}(\psi^{-1}\phi.g) \subset \text{Isom}(G, \psi^{-1}\langle ., \rangle') = \text{Isom}(G, \langle ., \rangle),
\]

which completes the proof. \( \square \)

For examples, Jablonski and Gordon has shown that any unimodular completely solvable Lie groups always admit maximally symmetric left-invariant metrics. Hence, for the case of unimodular completely solvable Lie groups, one has

\[
\text{maximal} \Rightarrow \text{maximal isometry} \\
\text{maximal isometry} \quad \Downarrow \quad \Uparrow \\
\text{Ricci soliton} \quad \Rightarrow \quad \text{maximal symmetry}
\]

**Figure 2.** for unimodular completely solvable case
3. SOME GENERAL THEORY ON ISOLATED ORBITS

In this section, we construct some general theory on isolated orbits of proper actions. Our goal is to show Proposition 3.4, which plays an important role to construct examples of maximal metrics.

Firstly, we introduce some notions of orbits of set-theoretical group actions. Let $G$ be a group, and assume that $G$ acts on a set $X$. Denote by $G \backslash X$ the orbit space of the $G$-action. For orbits $G.p, G.q \in G \backslash X$, denote by $G.p \sim G.q$ (resp. $G.p < G.q$) if there exists $q' \in G.q$ such that $G.p = G.q$ (resp. $G.p \subset G.q$). Then $\sim$ is an equivalent relation on $G \backslash X$, and $<$ is a preorder on $G \backslash X$. An orbit $G.p$ is said to be of maximal orbit type if $G.p$ is maximal with respect to $<$, namely, if $G.p < G.q$ then $G.p = G.q$. Denote by $[G.p]$ the equivalent class of $G.p$ with respect to $\sim$. An orbit $G.p$ is called a solitary orbit if $[G.p] = \{G.p\}$. By the definition, if $G.p$ has a maximal orbit type then $G.p$ is a solitary orbit. The preorder $<$ on $G \backslash X$ induces a preorder on the double coset space

$$G \backslash X/\sim := \{[G.p] \mid G.p \in G \backslash X\},$$

which is also denoted by $<$. Namely, we denote by $[G.p] < [G.q]$ if $G.p < G.q'$ for some $q' \in G.q$.

Now we consider group actions with topology. Let $G$ be a topological group, and assume that $G$ acts on a topological space $X$ continuously. We consider the natural quotient topology on $G \backslash X$. An orbit $G.p$ is called an isolated orbit if $G.p \in G \backslash X$ is an isolated point of the subset $[G.p] \subset G \backslash X$, that is, there exists some open subset $U \subset G \backslash X$ such that $U \cap [G.p] = \{G.p\}$. In other words, an isolated orbit is a locally solitary orbit. Now one has

$$(3.1) \quad \text{maximal orbit type } \Rightarrow \text{ solitary } \Rightarrow \text{ isolated.}$$

In general, these notions are not equivalent. However, these notions are equivalent for some special case (cf. Proposition 3.4).

We review some fundamental facts on proper actions. A continuous action of a topological group $G$ on a topological space $X$ is called proper if the map

$$G \times X \to X \times X, \ (g, x) \mapsto (g.x, x)$$

is a proper map (i.e. inverse images of compact subsets are also compact). By the definition, one can see that isotropy subgroups of a proper action on a manifold are compact, and hence have finitely many connected components. By using Lemma 2.9 one can easily see that

**Lemma 3.1.** Let $X$ be a manifold, and assume that a Lie group $G$ acts on $X$ properly. Then the preordered set $(G \backslash X/\sim, <)$ is a partially ordered set. Namely, $[G.p] < [G.q] \text{ and } [G.q] < [G.p]$ imply $[G.p] = [G.q]$. 

Now let \( (X, \langle \cdot, \cdot \rangle) \) be a complete connected Riemannian manifold, and \( G \subset \text{Isom}(X, \langle \cdot, \cdot \rangle) \) be a closed subgroup. Then it is known that \( G \) acts on \( X \) isometrically and properly. Also, by the existence of slices for proper actions on manifolds (e.g. [2]), one has

**Proposition 3.2.** Let \( (X, \langle \cdot, \cdot \rangle) \) be a complete connected Riemannian manifold, and \( G \subset \text{Isom}(X, \langle \cdot, \cdot \rangle) \) be a closed subgroup. For each orbit \( G.p \in G\backslash X \), there exists an open neighborhood \( V \subset G\backslash X \) of \( G.p \) such that \( G.x < G.p \) for all \( G.x \in V \).

For \( G.p \in G\backslash X \), denote by \( U(G.p) \) the set of all upper bounds of \( G.p \), namely
\[
U(G.p) := \{ G.q \in G\backslash X \mid G.p < G.q \}.
\]

Then one has the following:

**Lemma 3.3.** Let \( (X, \langle \cdot, \cdot \rangle) \) be a Riemannian manifold whose exponential map \( \exp_p : T_pX \to X \) is a diffeomorphism for all \( p \in X \). Let \( G \subset \text{Isom}(X, \langle \cdot, \cdot \rangle) \) be a closed subgroup. Then \( U(G.p) \) is a connected subset of \( G\backslash X \) for all \( G.p \in G\backslash X \).

**Proof.** We prove that \( U(G.p) \) is path-connected. Take any \( G.q \in G\backslash X \) with \( G.p < G.q \). We construct a path from \( G.p \) to \( G.q \). That is, we show that there exists a continuous curve \( \gamma : [0, T] \to G\backslash X \) such that
\[
(3.2) \quad \gamma(0) = G.p, \quad \gamma(T) = G.q, \quad G.p = \gamma(0) < \gamma(t) \quad (t \in [0, T]).
\]

By the definition of \( < \), there exists \( q' \in G.q \) such that \( G.p \subset G.q' \). Take any geodesic \( c : [0, T] \to X \) with \( c(0) = p \), \( c(T) = q' \). Since the exponential map \( \exp_p : T_pX \to X \) is a diffeomorphism, such a geodesic \( c \) is unique. Note that \( G.c(0) = G.p \subset G.q' = G.c(T) \). That is, the action of \( G.p \) on \( X \) fixes the starting point \( c(0) \) and the end point \( c(T) \) of \( c \). We also note that the \( G.p \)-action sends each geodesic to geodesic. Hence, by the uniqueness of the geodesic \( c \), the \( G.p \)-action must fix the geodesic \( c \) pointwisely. Therefore, one has \( G.p \subset G.c(t) \), namely \( G.p < G.c(t) \) for all \( t \in [0, T] \). Let \( \pi : X \to G\backslash X \) be the projection, and define \( \gamma := \pi \circ c \). Then one can see that \( \gamma \) satisfies (3.2). \( \square \)

By the above preparation, we prove the main subject of this section as follows:

**Proposition 3.4.** Let \( (X, \langle \cdot, \cdot \rangle) \) be a Riemannian manifold whose exponential map \( \exp_p : T_pX \to X \) is a diffeomorphism for all \( p \in X \). Let \( G \subset \text{Isom}(X, \langle \cdot, \cdot \rangle) \) be a closed subgroup. If an orbit \( G.p \) is isolated, then \( G.p \) has a maximal orbit type. In particular, three notions in (3.1) are equivalent with each other.

**Proof.** Assume that an orbit \( G.p \) is isolated. We have to show \( G.p \) has maximal orbit type, namely, \( U(G.p) = \{ G.p \} \). By Lemma 3.3, one knows \( U(G.p) \) is connected. Therefore, in order to show \( U(G.p) = \{ G.p \} \), we have only to show that \( \{ G.p \} \) is a clopen subset of \( U(G.p) \).
We show that \( \{ G.p \} \) is a closed subset of \( \mathcal{U}(G.p) \). The orbit space \( G\backslash X \) is Hausdorff since \( G \)-action is proper. Therefore, \( \{ G.p \} \subset G\backslash X \) is closed, and hence is closed in \( \mathcal{U}(G.p) \).

We now verify that \( \{ G.p \} \) is an open subset of \( \mathcal{U}(G.p) \). To show this, we construct an open subset \( W \) of \( G\backslash X \) such that \( W \cap \mathcal{U}(G.p) = \{ G.p \} \).

We firstly construct \( W \). Since \( G.p \) is isolated, there exists an open subset \( U \) such that \( U \cap [G.p] = \{ G.p \} \). Also, by Proposition 3.2, there exists an open neighborhood \( V \) of \( G.p \) such that \( G.x < G.p \) for all \( G.x \in V \). Denote by \( W := U \cap V \).

We show that \( W \cap \mathcal{U}(G.p) = \{ G.p \} \). \( W \cap \mathcal{U}(G.p) \supset \{ G.p \} \) is obvious. We have only to verify that \( W \cap \mathcal{U}(G.p) \subset \mathcal{U}(G.p) \) since \( \mathcal{U}(G.p) = \mathcal{U}(G.p) \). Take any \( G.q \in W \cap \mathcal{U}(G.p) \). Since \( W \subset U \), one has \( G.q \in U \). We lastly show that \( G.q \in [G.p] \). Since \( G.q \in V \), one has \( G.q < G.p \). This yields that \( [G.q] < [G.p] \). On the other hand, since \( G.q \in \mathcal{U}(G.p) \), one has \( G.p < G.q \). Hence one has \( [G.p] < [G.q] \). Therefore, by Lemma 3.1, we have \( [G.p] = [G.q] \), and hence \( G.q \in [G.p] \).

4. SOME SUFFICIENT CONDITIONS FOR MAXIMAL LEFT-INVARIENT METRICS

In this section, we prove Theorem 1.5 which gives a simple sufficient condition for left-invariant metrics on a simply connected Lie group to be maximal.

4.1. AN INTRODUCTION TO \( \mathbb{R}_{>0}\text{Aut}(g) \)-ACTIONS

Firstly, we give a review on the study of moduli spaces of left-invariant metrics. Let \( G \) be a simply connected Lie group with the Lie algebra \( g \). Note that a left-invariant metric on \( G \) is naturally identified with the inner product on \( g \). Let \( \mathfrak{m}(g) \) be the set of all inner products on \( g \). Then the general linear group \( \text{GL}(g) \) acts transitively on \( \mathfrak{m}(g) \) by

\[
g.\langle \cdot, \cdot \rangle := \langle g^{-1} \cdot, g^{-1} \cdot \rangle \quad (g \in \text{GL}(g), \langle \cdot, \cdot \rangle \in \mathfrak{m}(g)).
\]

Denote by \( \mathbb{R}_{>0}\text{Aut}(g) := \{ c\varphi \in \text{GL}(g) \mid c > 0, \varphi \in \text{Aut}(g) \} \). Note that the subgroup \( \mathbb{R}_{>0}\text{Aut}(g) \) is closed in \( \text{GL}(g) \), and acts on \( \mathfrak{m}(g) \).

Since \( G \) is simply connected, the differential map \( \text{Aut}(G) \to \text{Aut}(g) \) is bijective. This yields the following:

**Lemma 4.1.** Let \( G \) be a simply connected Lie group with the Lie algebra \( g \). If two inner products \( \langle \cdot, \cdot \rangle, \langle \cdot, \cdot \rangle' \in \mathfrak{m}(g) \) belong to the same \( \mathbb{R}_{>0}\text{Aut}(g) \)-orbit then two left-invariant metrics \( \langle \cdot, \cdot \rangle, \langle \cdot, \cdot \rangle' \in \mathfrak{M}(G) \) are isometric up to scaling.

Note that the converse is not true in general, but is true if \( g \) is unimodular completely solvable case for instance. The orbit space \( \mathbb{R}_{>0}\text{Aut}(g) \backslash \mathfrak{M}(g) \) helps us to classify left-invariant metrics on \( G \), and some geometers have been studying the \( \mathbb{R}_{>0}\text{Aut}(g) \)-action (e.g. [11, 24]).
Denote by $O(\langle,\rangle) \subset \text{GL}(g)$ the orthogonal group with respect to $\langle,\rangle \in m(g)$. Now we investigate the stabilizer $\mathbb{R}_{>0}\text{Aut}(g) \cap O(\langle,\rangle)$. One can easily see that $\text{Aut}(g) \cap O(\langle,\rangle) \subset \mathbb{R}_{>0}\text{Aut}(g) \cap O(\langle,\rangle)$. In fact, the equality holds:

**Lemma 4.2.** Let $g$ be a Lie algebra, and $\langle,\rangle$ be an inner product on $g$. Then one has $\mathbb{R}_{>0}\text{Aut}(g) \cap O(\langle,\rangle) = \text{Aut}(g) \cap O(\langle,\rangle)$. In other words, the isotropy subgroup of the $\mathbb{R}_{>0}\text{Aut}(g)$-action at $\langle,\rangle \in m(g)$ coincides with $\text{Aut}(g) \cap O(\langle,\rangle)$.

**Proof.** We have to show $\mathbb{R}_{>0}\text{Aut}(g) \cap O(\langle,\rangle) \subset \text{Aut}(g) \cap O(\langle,\rangle)$ only. To prove this, let us prepare some notions.

We firstly define the action of $\text{GL}(V)$ on the set of Lie brackets on $V$ by

$$g.[.] := g[g^{-1},g^{-1}] \quad (g \in \text{GL}(V), \ [.] : \text{Lie bracket}).$$

Secondly, for a metric Lie algebra $(V,\langle,\rangle)$, denote by $\|[[.]\|_{\langle,\rangle}$ the norm of the Lie bracket $[.]$, namely,

$$\|[[.]\|_{\langle,\rangle} := \left(\sum_{i,j}([v_i,v_j],[v_i,v_j])\right)^{1/2},$$

where $\{v_1,\ldots,v_n\} \subset V$ is an orthonormal basis with respect to $\langle,\rangle$.

We are now in the position to show the assertion. For a Lie algebra $g = (V,\langle,\rangle)$ with an inner product $\langle,\rangle$, one can see that

$$\text{Aut}(g) = \{g \in \text{GL}(V) \mid g.[.] = [.]\},$$

$$\mathbb{R}_{>0}\text{Aut}(g) = \{g \in \text{GL}(V) \mid \|[[.]\|_{\langle,\rangle} \cdot g.[.] = \|g.[.]\|_{\langle,\rangle} \cdot [.]\}.$$

On the other hand, one can see that $\|g.[.]\|_{\langle,\rangle} = \|[.]\|_{\langle,\rangle}$ for all $g \in O(\langle,\rangle)$. These conclude that $\mathbb{R}_{>0}\text{Aut}(g) \cap O(\langle,\rangle) \subset \text{Aut}(g) \cap O(\langle,\rangle)$.

Denote by $\text{sym}(g)$ the vector space of all symmetric bilinear forms on $g$. Then $m(g)$ is an open subset of $\text{sym}(g)$, and hence each tangent space $T_{\langle,\rangle}m(g)$ at $\langle,\rangle \in m(g)$ is naturally identified with $\text{sym}(g)$. A natural inner product $(\langle,\rangle)$ on $T_{\langle,\rangle}m(g) \cong \text{sym}(g)$ is defined as follows:

$$(\theta,\eta)_{\langle,\rangle} := \sum_i \theta(v_i,v_j)\eta(v_i,v_j) \quad (\theta,\eta \in \text{sym}(g)),$$

where $\{v_1,\ldots,v_n\}$ is an orthonormal basis with respect to $\langle,\rangle$. Then $(m(g),\langle,\rangle)$ is a $\text{GL}(g)$-homogeneous Riemannian manifold. Note that $m(g) \cong \mathbb{R}_{>0} \times \text{SL}(n)/\text{SO}(n)$ by the de Rham decomposition, and hence $m(g)$ is an Hadamard manifold.

**Lemma 4.3.** $\mathbb{R}_{>0}\text{Aut}(g)$ is a closed subgroup of the isometry group of $(m(g),\langle,\rangle)$. In particular, the $\mathbb{R}_{>0}\text{Aut}(g)$-action is a proper isometric action on the Hadamard manifold $m(g)$.

**Proof.** The de Rham decomposition of $m(g) \cong \mathbb{R}_{>0} \times \text{SL}(n)/\text{SO}(n)$ implies that the identity component of $\text{Isom}(m(g),\langle,\rangle)$ is $\text{GL}_+(g) \cong \mathbb{R}_{>0} \times \text{SL}(g)$. This yields that $\text{GL}(g)$ is a closed subgroup of $\text{Isom}(m(g),\langle,\rangle)$. On the other hand, by the expression (4.1), $\mathbb{R}_{>0}\text{Aut}(g)$ is a closed subgroup of $\text{GL}(g)$. Hence $\mathbb{R}_{>0}\text{Aut}(g)$ is closed in $\text{Isom}(m(g),\langle,\rangle)$.
4.2. SOME SUFFICIENT CONDITIONS FOR MAXIMAL METRICS

In this subsection, we show the first assertion of Theorem 1.5 by proving Theorem 4.8 and show the second assertion by proving Theorem 4.9. Firstly, we give a following sufficient condition for left-invariant metrics on a simply connected Lie group to be maximal.

**Proposition 4.4.** Let $G$ be a simply connected Lie group, and $\langle , \rangle$ be a left-invariant metric on $G$. Denote by $\mathfrak{g}$ the Lie algebra of $G$. If the orbit $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle$ has the maximal orbit type (see Section 3), then the equivalent class $[\langle , \rangle] \in \mathcal{M}(G)/\sim$ is a maximal element. In other words, $\langle , \rangle$ is a maximal metric.

**Proof.** Assume that $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle$ has the maximal orbit type. Take any $\text{Isom}(G, \langle , \rangle)$-invariant metric $\langle , \rangle' \in \mathcal{M}(G)$. Since $\text{Isom}(G, \langle , \rangle) \subset \text{Isom}(G, \langle , \rangle')$, the metric $\langle , \rangle'$ is also a left-invariant metric on $G$. To show that $\langle , \rangle$ and $\langle , \rangle'$ are isometric up to scaling, we have only to show that $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle = \mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle'$. One has

$$\text{Isom}(G, \langle , \rangle) \cap \text{Aut}(G) \subset \text{Isom}(G, \langle , \rangle) \cap \text{Aut}(G).$$

Also, since $G$ is simply connected, one has $\text{Isom}(G, \langle , \rangle) \cap \text{Aut}(G) \cong O(g) \cap \text{Aut}(g)$ for any left-invariant metric $g$ via the differential at the unit element $e \in G$. Here, $O(g) \subset \text{GL}(g)$ is the orthogonal group with respect to the inner product $g$. This yields that

$$O(\langle , \rangle) \cap \text{Aut}(g) \subset O(\langle , \rangle') \cap \text{Aut}(g).$$

Note that $O(g) \cap \text{Aut}(g)$ is the stabilizer of the $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g})$-action at $g \in \mathfrak{m}(g)$. Hence one has $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle < \mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle'$. By the maximallity, one has $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle = \mathbb{R}_{>0}\text{Aut}(\mathfrak{g}).\langle , \rangle'$.

If the orbit space $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g})\backslash \mathfrak{m}(g)$ is small, then one can reasonably check the maximality condition. For examples, Proposition 4.4 shows that if the $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g})$-action is transitive (i.e. the orbit space is a point), then any left-invariant metric on $G$ is maximal. Note that Lie algebras $\mathfrak{g}$ whose $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g})$-actions are transitive have been classified by Lauret as follows:

**Theorem 4.5 ([13]).** Let $\mathfrak{g}$ be an $n$-dimensional Lie algebra. If the $\mathbb{R}_{>0}\text{Aut}(\mathfrak{g})$-action is transitive, then $\mathfrak{g}$ is isomorphic to one of the following three Lie algebras:

1. abelian Lie algebra $\mathbb{R}^n$,
2. almost abelian Lie algebra $\mathbb{R} \ltimes _\varphi \mathbb{R}^{n-1}$ with $\varphi(t) := t \cdot \text{id}_{\mathbb{R}^{n-1}}$. In other words, the Borel subalgebra of $\mathfrak{so}(n - 1, 1)$.
3. the product algebra $\mathbb{R}^{n-3} \oplus \mathfrak{h}_3$ of the abelian Lie algebra $\mathbb{R}^{n-3}$ and the Heisenberg Lie algebra $\mathfrak{h}_3$.

Note that (1) and (2) in Theorem 4.5 are isotropy irreducible. On the other hand, the case (3) is not isotropy irreducible. This gives first nontrivial examples of maximal metrics:
**Corollary 4.6.** Let $G := \mathbb{R}^{n-3} \times H_3$ be a product Lie group of the abelian Lie group $\mathbb{R}^{n-3}$ and the Heisenberg Lie group $H_3$. Then any left-invariant metric on $G$ is a maximal metric which is not isotropy irreducible.

**Remark 4.7.** Note that a simply connected nilpotent Lie group $G$ with left-invariant metric $\langle \cdot, \cdot \rangle$ is isotropy irreducible if and only if $G$ is abelian. By the result of Wilson (\cite{27}), the isotropy representation of $(G, \langle \cdot, \cdot \rangle)$ at the unit element $e$ is the action of $\text{Aut}(g) \cap O(\langle \cdot, \cdot \rangle)$ on $g$, where $g = T_e G$ is the Lie algebra of $G$. If $g$ is non-abelian and nilpotent, there is a nontrivial center $\mathfrak{z}(g) \subset g$, which is an invariant subspace of the isotropy representation.

Recall that $\mathbb{R}^0\text{Aut}(g)$-actions are proper isometric actions on the Hadamard manifolds $m(g)$. By applying Proposition 3.4 and Proposition 4.4, one has the first assertion of Theorem 1.5:

**Theorem 4.8.** Let $G$ be a simply connected Lie group, and $\langle \cdot, \cdot \rangle$ be a left-invariant metric on $G$. Denote by $g$ the Lie algebra of $G$. If the orbit $\mathbb{R}^0\text{Aut}(g).\langle \cdot, \cdot \rangle$ is an isolated orbit, then $\langle \cdot, \cdot \rangle$ is a maximal metric.

It has been known that singular orbits of cohomogeneity one actions are isolated orbits. It has been shown that the cohomogeneity of $\mathbb{R}^0\text{Aut}(g)$-actions for 3-dimensional solvable $g$ are at most one, and some of them are cohomogeneity one actions with singular orbits. For examples, the Lie algebra of the motion group of $\mathbb{R}^2$ which is given by $g := \langle \text{span}\{v_1, v_2, v_3\}, \cdot, \cdot \rangle$,

$$[v_i, v_j] = 0 \ (i, j \in \{1, 2\}), \quad [v_1, v_3] = -v_2, \quad [v_2, v_3] = v_1$$

gives an example of $\mathbb{R}^0\text{Aut}(g)$-action with a singular orbit. For more details, see \cite{8}.

Note that an $\mathbb{R}^0\text{Aut}(g)$-orbit being an isolated orbit is not a necessary condition for left-invariant to be a maximal metric (see Remark 4.10). However, if $g$ is a unimodular completely solvable Lie algebra, then the isolation of the orbit is also a necessary condition:

**Theorem 4.9.** Let $G$ be a simply connected unimodular completely solvable Lie group, and $\langle \cdot, \cdot \rangle$ be a left-invariant metric on $G$. Denote by $g$ the Lie algebra of $G$. Then $\langle \cdot, \cdot \rangle$ is a maximal metric if and only if the orbit $\mathbb{R}^0\text{Aut}(g).\langle \cdot, \cdot \rangle$ is an isolated orbit.

**Proof.** Assume that $\langle \cdot, \cdot \rangle$ is maximal. By the diagram (3.1), we have only to show that $\mathbb{R}^0\text{Aut}(g).\langle \cdot, \cdot \rangle$ has maximal orbit type. Namely $O(\langle \cdot, \cdot \rangle) \cap \text{Aut}(g) \subset O(\langle \cdot, \cdot \rangle \cap \text{ Aut}(g))$ implies $\mathbb{R}^0\text{Aut}(g).\langle \cdot, \cdot \rangle = \mathbb{R}^0\text{ Aut}(g).\langle \cdot, \cdot \rangle$.

Take any left-invariant metric $\langle \cdot, \cdot \rangle'$ with $O(\langle \cdot, \cdot \rangle) \cap \text{Aut}(g) \subset O(\langle \cdot, \cdot \rangle \cap \text{Aut}(g))$. When $G$ is simply connected unimodular completely solvable, it has been known that

$$\text{Isom}(G, g) \cong (O(g) \cap \text{Aut}(g)) \ltimes L_G.$$
for any left-invariant metric \( g \) on \( G \), where \( L_G \) is the group of left-translations of \( G \) \((\mathbb{1})\). This yields that \( O(\langle \cdot, \cdot \rangle) \cap \text{Aut}(\mathfrak{g}) \subset O(\langle \cdot, \cdot \rangle') \cap \text{Aut}(\mathfrak{g}) \) implies \( \text{Isom}(G, \langle \cdot, \cdot \rangle) \subset \text{Isom}(G, \langle \cdot, \cdot \rangle') \). Since \( \langle \cdot, \cdot \rangle \) is maximal, there exists \( \lambda > 0 \) such that \( (G, \lambda \langle \cdot, \cdot \rangle) \) and \( (G, \langle \cdot, \cdot \rangle') \) are isometric. It has been known that if two completely solvable Riemannian Lie groups \( (H, g) \) and \( (H', g') \) are isometric then there exists a group isomorphism \( \varphi : H \to H' \) such that \( \varphi \) is also a Riemannian isometry \((\mathbb{1})\). This yields that there exists an automorphism \( \psi : G \to G \) such that \( \psi \) is an isometry between \( (G, \lambda \langle \cdot, \cdot \rangle) \) and \( (G, \langle \cdot, \cdot \rangle') \). This concludes that \( \mathbb{R}_0 \text{Aut}(\mathfrak{g}).\langle \cdot, \cdot \rangle = \mathbb{R}_0 \text{Aut}(\mathfrak{g}).\langle \cdot, \cdot \rangle' \).

Remark 4.10. The converse of Theorem \( \mathbb{4.8} \) does not hold in general. For examples, let us consider the Lie algebra \( \mathfrak{s} := \text{span}\{x_1, \ldots, x_n, y_1, \ldots y_n, z, v\} \) by

\[
[x_i, y_i] = z, \ [x_i, v] = (1/2)x_i, \ [y_i, v] = (1/2)y_i, \ [z, v] = z.
\]

Denote by \( \langle \cdot, \cdot \rangle \) an inner product on \( \mathfrak{s} \) with an orthonormal basis \( \{x_1, \ldots, y_n, z, v\} \). Then the simply connected Riemannian Lie group with respect to the metric Lie algebra \( (\mathfrak{s}, \langle \cdot, \cdot \rangle) \) is isometric to complex hyperbolic space \( \mathbb{C}H^n \) up to scaling. Since \( \mathbb{C}H^n \) is isotropy irreducible, then the left-invariant metric \( \langle \cdot, \cdot \rangle \) is maximal. On the other hand, one can see that the orbit \( \mathbb{R}_0 \text{Aut}(\mathfrak{s}).\langle \cdot, \cdot \rangle \) is not isolated.

5. EXAMPLES

In this section, by applying Theorem \( \mathbb{1.5} \) we prove Theorem \( \mathbb{1.6} \) and Theorem \( \mathbb{1.7} \) that give examples of left-invariant maximal metrics on some solvable Lie groups.

5.1. GENERAL SETTINGS

According to Theorem \( \mathbb{1.5} \) in order to construct examples of left-invariant maximal metrics, we have only to find a metric Lie algebra \( (\mathfrak{g}, \langle \cdot, \cdot \rangle) \) so that the orbit \( \mathbb{R}_0 \text{Aut}(\mathfrak{g}).\langle \cdot, \cdot \rangle \) is an isolated orbit in \( \mathfrak{M}(\mathfrak{g}) \). The following characterization of isolated orbits was obtained by the author:

**Proposition 5.1** \((\mathbb{25})\). Let \( X \) be a complete connected Riemannian manifold, and \( G \subset \text{Isom}(X) \) be a closed subgroup. Then an orbit \( G.p \) is an isolated orbit if and only if the slice representation at \( p \) has no nonzero fixed normal vectors.

Here, the slice representation of an orbit \( G.p \subset X \) at a point \( p \in X \) is a linear representation of the stabilizer \( G_p \) on the normal space \( (T_pG.p)^\perp \) by differential.

Therefore, we construct metric Lie algebras \( (\mathfrak{g}, \langle \cdot, \cdot \rangle) \) such that the slice representation of the \( \mathbb{R}_0 \text{Aut}(\mathfrak{g}) \)-action at \( \langle \cdot, \cdot \rangle \) has no nonzero fixed normal vectors. Recall that the tangent space at \( \langle \cdot, \cdot \rangle \in \mathfrak{M}(\mathfrak{g}) \) is naturally identified with the space of symmetric bilinear forms \( \text{sym}(\mathfrak{g}) \). By fixing an orthonormal basis \( \{v_1, \ldots, v_n\} \subset \mathfrak{g} \), one can see that the normal space \( (T_{\langle \cdot, \cdot \rangle} \mathbb{R}_0 \text{Aut}(\mathfrak{g}).\langle \cdot, \cdot \rangle)^\perp \) is given by

\[
\{ \theta \in \text{sym}(\mathfrak{g}) \mid \forall A \in \mathbb{R} \oplus \text{Der}(\mathfrak{g}), \sum_i \theta(v_i, Av_i) = 0 \},
\]
then the left-invariant metric

\begin{equation}
\langle \cdot , \cdot \rangle
\end{equation}

where \( R \). Let

\begin{equation}
\text{Definition 5.3.}
\end{equation}

the following notion:

\begin{equation}
\text{Proposition 5.2.}
\end{equation}

maximal:

\begin{equation}
\text{Lemma 5.4.}
\end{equation}

sider a Lie group structure

\begin{equation}
\text{For a 2-reversible basis}
\end{equation}

almost abelian Lie groups with diagonal extension

\begin{equation}
\text{Lemma 5.4.}
\end{equation}

5.2. almost abelian Lie groups with diagonal extension

In this subsection, we prove Theorem 1.6. For \((w_2, w_3, \ldots, w_n) \in \mathbb{R}^{n-1}\), we consider a Lie group structure \(*\) on \(\mathbb{R}^n\) by

\begin{equation}
(x_1, x_2, \ldots, x_n) \ast (y_1, y_2, \ldots, y_n) := (x_1 + y_1, x_2 + e^{w_2 x_1} y_2, \ldots, x_n + e^{w_n x_1} y_n).
\end{equation}

Namely, \((\mathbb{R}^n, \ast)\) is a semi-direct product \(\mathbb{R} \ltimes \mathbb{R}^{n-1}\) whose action of \(\mathbb{R}\) on \(\mathbb{R}^{n-1}\) is given by

\begin{equation}
\mathbb{R} \to \text{GL}(n-1, \mathbb{R}), \quad t \mapsto \text{diag}(e^{w_2 t}, e^{w_3 t}, \ldots, e^{w_n t}).
\end{equation}

Lie groups with codimension one abelian normal subgroups such as \((\mathbb{R}^n, \ast)\) above are called almost abelian Lie groups.

Define vector fields \(v_1, v_2, \ldots, v_n\) on \(\mathbb{R}^n := \{(x_1, x_2, \ldots, x_n) \mid x_i \in \mathbb{R}\}\) by

\begin{equation}
v_1 := \frac{\partial}{\partial x_1}, \quad v_2 := e^{w_2 x_1} \frac{\partial}{\partial x_2}, \quad \ldots, \quad v_n := e^{w_n x_1} \frac{\partial}{\partial x_n}.
\end{equation}
One can see that the vector fields $v_1, v_2, \ldots, v_n$ are left-invariant with respect to the Lie group structure $\ast$. Note that $\mathcal{B}_w := \{v_1, v_2, \ldots, v_n\}$ is a basis of the Lie algebra of $(\mathbb{R}^n, \ast)$. The non-zero bracket relations of the Lie algebra $\mathfrak{s}_w := \text{span}\{v_1, v_2, \ldots, v_n\}$ are given by

\begin{equation}
[v_1, v_2] = w_2 v_2, \quad [v_1, v_3] = w_3 v_3, \quad \ldots, \quad [v_1, v_n] = w_n v_n.
\end{equation}

For $w \in \mathbb{R}^{n-1}$, denote by $g_w \in \mathfrak{M}(\mathbb{R}^n)$ the left-invariant metric on $(\mathbb{R}^n, \ast)$ with the orthonormal frame $\mathcal{B}_w$. The metric $g_w$ is explicitly given by

\begin{equation}
g_w := (dx_1)^2 + e^{-2w_2 x_1}(dx_2)^2 + \cdots + e^{-2w_n x_1}(dx_n)^2,
\end{equation}

which is appeared in Theorem $1.6$. By the result of Lauret in [14], one can easily see that $g_w$ is a left-invariant Ricci soliton on the simply connected solvable Lie group $(\mathbb{R}^n, \ast)$. Now we are in the position to prove Theorem $1.6$.

**Proof of Theorem $1.6$** Take any $w := (w_2, w_3, \ldots, w_n)$. We firstly show that the basis $\mathcal{B}_w \subset \mathfrak{s}_w$ is a 2-reversible basis. Take any $v_i, v_j \in \mathcal{B}_w$ with $i < j$. Let $\varphi \in \text{GL}(n, \mathbb{R})$ be a diagonal matrix whose $(j, j)$-element is $-1$ and the others are $1$. Note that $j > 1$. By the bracket relations (5.4), one can see that $\varphi \in \text{Aut}(\mathfrak{s}_w) \cap O(n)$, and one has $\varphi v_i = v_i$ and $\varphi v_j = -v_j$.

Now we have only to show that the Lie algebra $\mathfrak{s}_w$ with the basis $\mathcal{B}_w$ satisfies the condition (5.2) in Proposition (5.2). Take any $\theta \in \text{sym}(\mathfrak{s}_w)$ which satisfies (i) and (ii) in (5.2). By Lemma 5.4, $\theta$ is diagonal with respect to $\mathcal{B}_w$. Hence we have only to show that $\theta(v_i, v_i) = 0$ for each $i \in \{1, 2, \ldots, n\}$. Take any $i \in \{1, 2, \ldots, n\}$. By the bracket relations (5.4), one can see that

\begin{equation}
E_{22}, E_{33}, \ldots, E_{nn} \in \text{Der}(\mathfrak{s}_w),
\end{equation}

where $E_{pq} \in \mathfrak{gl}(\mathfrak{s}_w)$ is a matrix whose $(p, q)$-entry is $1$, and the others are $0$. Note that $E_{11} = \text{id}_{\mathfrak{s}_w} - E_{22} - E_{33} - \cdots - E_{nn} \in \mathbb{R} \oplus \text{Der}(\mathfrak{s}_w)$. This yields that $E_{ii} \in \mathbb{R} \oplus \text{Der}(\mathfrak{s}_w)$. By the condition (ii), one has

\begin{equation}
0 = \sum_j \theta(v_j, E_{ii} v_j) = \theta(v_i, v_i).
\end{equation}

This concludes that $\theta = 0$.

We show the last assertion. Denote by $\alpha_w := w_2 + w_3 + \cdots + w_n$. Then one can see that the Ricci tensor of $g_w$ is given by

\begin{equation}
\text{Ric}(g_w) = \text{diag}(-|w|^2, -w_2 \alpha_w, -w_3 \alpha_w, \ldots, -w_n \alpha_w).
\end{equation}

This concludes that if $w_i \not= w_j$ for some $i, j$ then $g_w$ is not isotropy irreducible since $g_w$ is not Einstein. \hfill \Box

**Remark 5.5.** The equation (5.6) yields that, if $n \geq 3$, $g_w$ gives continuous family of maximal metrics such that $g_w \sim g_{w'}$ for generic $(w, w') \in \mathbb{R}^{n-1} \times \mathbb{R}^{n-1}$. 
5.3. nilpotent Lie algebras attached with edge transitive graphs

In this subsection, we prove Theorem 1.7. Firstly, let us give a review on the 2-step nilpotent Lie algebras attached to graphs, introduced in [5]. Let \( \mathcal{V} \) be a finite set, and denote by \( \mathcal{P}_2^V := \{ e \subset \mathcal{V} \mid |e| = 2 \} \). Then, for a subset \( \mathcal{E} \subset \mathcal{P}_2^V \), the pair \( \mathcal{G} := (\mathcal{V}, \mathcal{E}) \) is called a (finite) simple graph with vertices \( \mathcal{V} \) and edges \( \mathcal{E} \). For a simple graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), a map \( d : \mathcal{E} \to \mathcal{V} \) is called a direction of \( \mathcal{G} \) if \( d(e) \in e \) for all \( e \in \mathcal{E} \). Namely, a direction \( d \) determines a starting point for each edge.

Also, denote by \( d^* : \mathcal{E} \to \mathcal{V} \) the opposite direction of \( d \) (i.e. \( \{d(e), d^*(e)\} = e \) for each \( e \in \mathcal{E} \)). A simple graph \( \mathcal{G} \) with a direction \( \mathcal{G}_d := (\mathcal{G}, d) \) is called a directed simple graph.

**Definition 5.6.** For a directed simple graph \( \mathcal{G}_d = (\mathcal{G}, d) \) with vertices \( \mathcal{V} \) and edges \( \mathcal{E} \), one can define a 2-step nilpotent Lie algebra structure \([,] \) on \( \text{span}_R(\mathcal{V} \cup \mathcal{E}) \) as follows:

\[
[d(e), d^*(e)] := e, \quad [e, \cdot] := 0 \quad (e \in \mathcal{E}), \quad [v, w] := 0 \quad ((v, w) \notin \mathcal{E}).
\]

We call the Lie algebra \( n_{\mathcal{G}_d} := (\text{span}_R(\mathcal{V} \cup \mathcal{E}), [,]) \) the 2-step nilpotent Lie algebra attached with \( \mathcal{G} \).

Note that \( n_{\mathcal{G}_d} \) is abelian if and only if \( \mathcal{E} = \emptyset \). In the latter argument, we always assume that \( \mathcal{E} \neq \emptyset \).

**Proposition 5.7.** For any directed graph \( \mathcal{G}_d = (\mathcal{V}, \mathcal{E}, d) \), the basis \( \mathcal{V} \cup \mathcal{E} \subset n_{\mathcal{G}_d} \) is a 2-reversible basis.

**Proof.** For \( v \in \mathcal{V} \), define \( r_v \in \text{Aut}(n_{\mathcal{G}_d}) \cap O(p + q) \) by

\[
r_v(v) := -v, \quad r_v(v') := v' \quad (v' \in \mathcal{V} \setminus \{v\}), \quad r_v(e) := \begin{cases} -e & (v \in e), \\ e & (v \notin e). \end{cases}
\]

We show that \( \{r_v \mid v \in \mathcal{V}\} \) reflects the basis \( \mathcal{V} \cup \mathcal{E} \).

Firstly, for \( v, v' \in \mathcal{V} \) with \( v \neq v' \), one has \( r_v(v) = -v \) and \( r_v(v') = v' \).

Secondly, for \( v \in \mathcal{V} \), and \( e \in \mathcal{E} \), put \( v' \in e \setminus \{v\} \). Then one has \( r_v(v) = v \) and \( r_v(e) = -e \).

Lastly, for any \( e, e' \in \mathcal{E} \) with \( e \neq e' \), there exists a vertex \( v \in e \setminus e' \). Then one has \( r_v(e) = -e \) and \( r_v(e') = e' \).

The following lemma asserts that invariant normal vectors \( \theta \in (T_{(\cdot),g} \mathbb{R})^+ \text{Aut}(n_{\mathcal{G}_d}, \langle \cdot, \rangle_{\mathcal{G}})^{\perp} \) are completely determined by the diagonal parts \( \theta(e, e) \) along the edges \( e \in \mathcal{E} \).

**Lemma 5.8.** Let \( \mathcal{G}_d = (\mathcal{G}, d) \) be a directed simple graph. Take any \( \theta \in \text{sym}(n_{\mathcal{G}_d}) \) which satisfies the condition (ii) in (5.2). Then one has

1. \( \theta(v, v) = -\sum_{e \ni v} \theta(e, e) \) for all \( v \in \mathcal{V} \),
2. \( \sum_{e \in \mathcal{E}} \theta(e, e) = 0 \),
Proof. We firstly prove (1). Take any \( v \in \mathcal{V} \). Define \( D_v \in \text{Der}(n_{G_d}) \) by

\[
D_v(v') := \begin{cases} 
    v & (v' = v) \\
    0 & (v' \neq v)
\end{cases} \quad (v' \in \mathcal{V}), \\
D_v(e) := \begin{cases} 
    e & (v \in e) \\
    0 & (v \notin e)
\end{cases} \quad (e \in \mathcal{E}).
\]

Since \( \theta \) is a normal vector at \( \langle ., \rangle_{\mathcal{G}} \), one has \( \sum_{x \in \mathcal{V} \cup \mathcal{E}} \theta(x, D_v x) = 0 \) (see (5.2)). This yields that

\[
0 = \sum_{x \in \mathcal{V} \cup \mathcal{E}} \theta(x, D_v x) = \sum_{v' \in \mathcal{V}} \theta(v', D_v v') + \sum_{e \in \mathcal{E}} \theta(e, D_v e) = \theta(v, v) + \sum_{e \in \mathcal{E}} \theta(e, e).
\]

This concludes that \( \theta(v, v) = -\sum_{e \in \mathcal{E}} \theta(e, e) \).

We secondly prove the assertion (2). Define \( D \in \text{Der}(n_{G_d}) \) by

\[
D(v) = v, \quad D(e) = 2e \quad (v \in \mathcal{V}, \ e \in \mathcal{E}).
\]

Then one has \( D - I \in \mathbb{R} \oplus \text{Der}(n_{G_d}) \). Note that

\[
(D - I)(v) = 0, \quad (D - I)(e) = e \quad (v \in \mathcal{V}, \ e \in \mathcal{E}).
\]

This yields that

\[
0 = \sum_{x \in \mathcal{V} \cup \mathcal{E}} \theta(x, (D - I)x) = \sum_{e \in \mathcal{E}} \theta(e, e),
\]

which completes the proof. \( \square \)

For two finite simple graphs \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) and \( \mathcal{G}' = (\mathcal{V}', \mathcal{E}') \), the bijective map \( \sigma : \mathcal{V} \cup \mathcal{E} \rightarrow \mathcal{V}' \cup \mathcal{E}' \) is called an isomorphism between \( \mathcal{G} \) and \( \mathcal{G}' \) if \( \sigma \) satisfies \( \sigma(\mathcal{V}) = \mathcal{V}' \) and \( \sigma(\{v, w\}) = \{\sigma(v), \sigma(w)\} \) for each \( \{v, w\} \in \mathcal{E} \). Denote by \( \text{Aut}(\mathcal{G}) \) the group of self-isomorphisms of the graph \( \mathcal{G} \).

For each \( \sigma \in \text{Aut}(\mathcal{G}) \), one can define \( \tilde{\sigma} \in \text{Aut}(n_{G_d}) \) as follows:

\[
(5.7) \quad \tilde{\sigma}(v) := \sigma(v), \quad \tilde{\sigma}(e) := \begin{cases} 
    \sigma(e) & (\text{if } \sigma(d(e)) = d(\sigma(e))), \\
    -\sigma(e) & (\text{if } \sigma(d(e)) \neq d(\sigma(e))).
\end{cases}
\]

where \( v \in \mathcal{V} \), and \( e \in \mathcal{E} \). Then one has \( \tilde{\sigma} \in \text{Aut}(n_{G_d}) \cap O(\langle ., \rangle_{\mathcal{G}}) \). Namely, the automorphism group \( \text{Aut}(\mathcal{G}) \) of the “undirected” graph \( \mathcal{G} \) acts on the normal space \( (T_{\{\}}_{\mathcal{G}} \mathbb{R}^{n_{G_d}})^{\perp} \) by the slice representation.

A simple graph \( \mathcal{G} \) is called an edge-transitive graph if the automorphism group \( \text{Aut}(\mathcal{G}) \) acts transitively on \( \mathcal{E} \). For more informations about edge-transitive graphs, for examples, see [21]. It has been known that the left-invariant metric \( \langle ., \rangle_{\mathcal{G}} \) is a Ricci soliton if and only if the graph \( \mathcal{G} \) is positive ([15]). One can easily see that edge-transitive graphs are positive, and hence \( \langle ., \rangle_{\mathcal{G}} \) for edge-transitive \( \mathcal{G} \) are Ricci solitons.

For a directed simple graph \( \mathcal{G}_d \), denote by \( N_{G_d} \) the simply connected nilpotent Lie group with Lie algebra \( n_{G_d} \). Note that, if \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) has \( p \) vertices and \( q \) edges, then \( N_{G_d} \) is diffeomorphic to \( \mathbb{R}^{p+q} \) via the basis \( \mathcal{V} \cup \mathcal{E} \). Now we are in the position to prove Theorem 1.7. We show the following precise version of the Theorem 1.7.
Theorem 5.9. Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be an edge-transitive graph. Then for any direction $d : \mathcal{E} \to \mathcal{V}$, the left-invariant metric $\langle \cdot, \cdot \rangle \in \mathcal{M}(\mathcal{V}_{\mathcal{G}})$ with the orthonormal frame $\mathcal{B} := \mathcal{V} \cup \mathcal{E}$ is maximal. The metric $\langle \cdot, \cdot \rangle$ is isotropy irreducible if and only if $\mathcal{E} = \emptyset$.

Proof. Take any $\theta \in \text{sym}(n_{\mathcal{G}})$ which satisfies

$$\forall g \in \text{Aut}(g) \cap O(n), \quad \theta(g \cdot g^* \cdot \cdot \cdot \cdot \cdot \cdot) = \theta(\cdot, \cdot), \quad \forall A \in \mathbb{R} \oplus \text{Der}(g), \quad \sum_i \theta(v_i, Av_i) = 0.$$ 

By Proposition 5.2, we have only to show that $\theta = 0$. By Lemma 5.4, $\theta$ is diagonal with respect to $\mathcal{B}$. Also, by Lemma 5.8, the diagonal parts of $\theta$ are completely controlled by the edge parts $\theta(e, e)$. Hence we have only to show that $\theta(e, e) = 0$ for all $e \in \mathcal{E}$.

Assume that $\mathcal{G}$ is edge-transitive. For any $e, e' \in \mathcal{E}$, there exists $\sigma \in \text{Aut}(\mathcal{G})$ such that $\sigma(e) = e'$, and hence

$$\theta(e', e') = \theta(\sigma(e), \sigma(e)) = \theta(\pm \hat{\sigma}(e), \pm \hat{\sigma}(e)) = \theta(e, e).$$

This concludes that the function $e \mapsto \theta(e, e)$ is constant. On the other hand, $\sum_{e \in \mathcal{E}} \theta(e, e) = 0$ by Lemma 5.8. Therefore, for each $e \in \mathcal{E}$,

$$0 = \sum_{e \in \mathcal{E}} \theta(e, e) = \mathcal{E} \cdot \theta(e, e),$$

and hence $\theta(e, e) = 0$.

We have shown the last assertion. See Remark 4.7.

For a directed graph $\mathcal{G}_d$ with $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, denote by $\langle \cdot, \cdot \rangle_{\mathcal{G}_d}$ the left-invariant metric on $\mathbb{V}_{\mathcal{G}_d}$ with the orthonormal frame $\mathcal{V} \cup \mathcal{E}$. The above arguments yield that if given an edge-transitive graph $\mathcal{G}$ with $p$ vertices and $q$ edges, and a direction $d$, one can obtain maximal metrics $\langle \cdot, \cdot \rangle_{\mathcal{G}_d}$ on $\mathbb{R}^{p+q}$. On the other hand, the following states that directions $d$ do not affect on the resulting left-invariant metric $\langle \cdot, \cdot \rangle_{\mathcal{G}_d}$.

Theorem 5.10 ([16, 27]). Let $\mathcal{G}_d$ and $\mathcal{G}_d'$ be two directed simple graphs. Then the corresponding two simply connected Riemannian Lie groups $(\mathbb{V}_{\mathcal{G}_d}, \langle \cdot, \cdot \rangle_{\mathcal{G}_d})$ and $(\mathbb{V}_{\mathcal{G}_d'}, \langle \cdot, \cdot \rangle_{\mathcal{G}_d'})$ are isometric if and only if $\mathcal{G}$ and $\mathcal{G}'$ are isomorphic as undirected graphs.

Denote by $\mathfrak{G}_{p,q} := \{[\mathcal{G}] \mid \mathcal{G} = (\mathcal{V}, \mathcal{E}) : \text{simple graph, } \mathcal{V} = p, \mathcal{E} = q\}$, where $[\mathcal{G}]$ means the isomorphism class of $\mathcal{G}$. By Theorem 5.10, the map

$$\mathfrak{G}_{p,q} \to \mathcal{M}(\mathbb{R}^{p+q})/\sim, \quad [\mathcal{G}] \mapsto [\langle \cdot, \cdot \rangle_{\mathcal{G}_d}]$$

is well-defined and injective. In conclusion, we obtain the following corollary for Theorem 5.9 which states that one can construct as many maximal metrics on the Euclidean spaces as many edge-transitive graphs, hence there are plenty of maximal metrics on the Euclidean spaces.

Corollary 5.11. Denote by $\mathfrak{G}_{p,q}^{\text{edge}} := \{[\mathcal{G}] \in \mathfrak{G}_{p,q} \mid \mathcal{G} : \text{edge-transitive}\}$. Then the injective map $\mathfrak{G}_{p,q}^{\text{edge}} \to \mathcal{M}(\mathbb{R}^{p+q})/\sim$ maps each $[\mathcal{G}]$ to maximal elements $[\langle \cdot, \cdot \rangle_{\mathcal{G}_d}]$ in $\mathcal{M}(\mathbb{R}^{p+q})/\sim$. 

For examples, the following three edge-transitive graphs give three different maximal metrics on $\mathbb{R}^{10}$.

(a) vertex: 6, edge: 4
(b) vertex: 4, edge: 6
(c) vertex: 5, edge: 5

REFERENCES

[1] D. V. Alekseevskii. Homogeneous Riemannian spaces of negative curvature. Mat. Sb. (N.S.), 96(138):93–117, 168, 1975.
[2] M. M. Alexandrino and R. G. Bettiol. Lie groups and geometric aspects of isometric actions. Springer, Cham, 2015.
[3] C. Böhm and R. A. Lafuente. Non-compact Einstein manifolds with symmetry. arXiv:2107.04210, 2021.
[4] B.-L. Chen and X.-P. Zhu. Uniqueness of the Ricci flow on complete noncompact manifolds. J. Differential Geom., 74(1):119–154, 2006.
[5] S. G. Dani and M. G. Mainkar. Anosov automorphisms on compact nilmanifolds associated with graphs. Trans. Amer. Math. Soc., 357(6):2235–2251, 2005.
[6] C. S. Gordon and M. Jablonski. Einstein solvmanifolds have maximal symmetry. J. Differential Geom., 111(1):1–38, 2019.
[7] C. S. Gordon and E. N. Wilson. Isometry groups of Riemannian solvmanifolds. Trans. Amer. Math. Soc., 307(1):245–269, 1988.
[8] T. Hashinaga and H. Tamaru. Three-dimensional solvsolitons and the minimality of the corresponding submanifolds. Internat. J. Math., 28(6):1750048, 31, 2017.
[9] M. Jablonski. Concerning the existence of Einstein and Ricci soliton metrics on solvable Lie groups. Geom. Topol., 15(2):735–764, 2011.
[10] M. Jablonski. Homogeneous Ricci solitons are algebraic. Geom. Topol., 18(4):2477–2486, 2014.
[11] H. Kodama, A. Takahara, and H. Tamaru. The space of left-invariant metrics on a Lie group up to isometry and scaling. Manuscripta Math., 135(1-2):229–243, 2011.
[12] M. Krämer. Eine Klassifikation bestimmter Untergruppen kompakter zusammenhängender Liegruppen. Comm. Algebra, 3(8):691–737, 1975.
[13] J. Lauret. Degenerations of Lie algebras and geometry of Lie groups. Differential Geom. Appl., 18(2):177–194, 2003.
[14] J. Lauret. Ricci soliton solvmanifolds. J. Reine Angew. Math., 650:1–21, 2011.
[15] J. Lauret and C. Will. Einstein solvmanifolds: existence and non-existence questions. Math. Ann., 350(1):199–225, 2011.
[16] M. G. Mainkar. Graphs and two-step nilpotent Lie algebras. Groups Geom. Dyn., 9(1):55–65, 2015.
[17] O. V. Manturov. Homogeneous, non-symmetric Riemannian spaces with an irreducible rotation group. *Dokl. Akad. Nauk SSSR*, 141:792–795, 1961.

[18] O. V. Manturov. Riemannian spaces with orthogonal and symplectic motion groups and an irreducible rotation group. *Dokl. Akad. Nauk SSSR*, 141:1034–1037, 1961.

[19] O. V. Manturov. Homogeneous Riemannian spaces with an irreducible rotation group. *Trudy Sem. Vektor. Tenzor. Anal.*, 13:68–145, 1966.

[20] A. Naber. Noncompact shrinking four solitons with nonnegative curvature. *J. Reine Angew. Math.*, 645:125–153, 2010.

[21] H. A. Newman, H. Miranda, A. Gregory, and D. A. Narayan. Edge-transitive graphs and combinatorial designs. *Involve*, 12(8):1329–1341, 2019.

[22] P. Petersen and W. Wylie. On gradient Ricci solitons with symmetry. *Proc. Amer. Math. Soc.*, 137(6):2085–2092, 2009.

[23] W.-X. Shi. Deforming the metric on complete Riemannian manifolds. *J. Differential Geom.*, 30(1):223–301, 1989.

[24] Y. Taketomi. Examples of hyperpolar actions of the automorphism groups of Lie algebras. *Topology Appl.*, 196(part B):904–910, 2015.

[25] Y. Taketomi. On a Riemannian submanifold whose slice representation has no nonzero fixed points. *Hiroshima Math. J.*, 48(1):1–20, 2018.

[26] M. Wang and W. Ziller. On isotropy irreducible Riemannian manifolds. *Acta Math.*, 166(3-4):223–261, 1991.

[27] E. N. Wilson. Isometry groups on homogeneous nilmanifolds. *Geom. Dedicata*, 12(3):337–346, 1982.

[28] J. A. Wolf. The geometry and structure of isotropy irreducible homogeneous spaces. *Acta Math.*, 120:59–148, 1968.

[29] J. A. Wolf. Correction to: “The geometry and structure of isotropy irreducible homogeneous spaces” [Acta Math. 120 (1968), 59–148; MR 36 #6549]. *Acta Math.*, 152(1-2):141–142, 1984.