Continuous matrix product states with periodic boundary conditions and an application to atomtronics
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We introduce a time evolution algorithm for one-dimensional quantum field theories with periodic boundary conditions. This is done by applying the Dirac-Frenkel time-dependent variational principle to the set of translational invariant continuous matrix product states with periodic boundary conditions. Moreover, the ansatz is accompanied with additional boundary degrees of freedom to study quantum impurity problems. The algorithm allows for a cutoff in the spectrum of the transfer matrix and thus has an efficient computational scaling. In particular we study the prototypical example of an atomtronic system - an interacting Bose gas rotating in a ring shaped trap in the presence of a localised barrier potential.

The last decade has shown a tremendous development of tensor network based methods for studying strongly correlated quantum many-body systems.1 More recently the scope of these methods was extended by introducing the variational class of continuous matrix product states (cMPS)2,3, which allows to simulate one dimensional (1D) quantum field theories directly in the continuum. Systems with continuous degrees of freedom such as superfluid atom circuits (i.e., cold atoms trapped in ring-shaped traps), have recently attracted a lot of attention as building blocks in the emerging field of atomtronics.4–9 While (contact-)interacting quantum particles in the 1D continuum with periodic boundaries provide prototypical examples of integrable systems,10–12 the presence of controlled impurities to steer the atomtronic system often breaks the integrability conditions. Analytical solutions can thus only be found in special limits,13 and even numerical studies do suffer from an intrinsic approximation as they always rely on discretised versions of the a priori continuous system.14

In this paper we present a time evolution algorithm for translational invariant cMPS with periodic boundary conditions (pbc) which is perfectly well suited for the numerical study of atomtronic systems. The algorithm is based on the time-dependent variational principle (TDVP)15,16, which was first introduced to the field of tensor network methods in Ref. 19 by applying it to the variational class of uniform matrix product states (MPS).16–18 Only recently TDVP was also applied to cMPS with obc (both for finite and infinite systems) but the extension of the algorithm to the pbc case has not been done so far neither for MPS nor for cMPS. The cMPS ansatz is further accompanied with additional boundary degrees of freedom to study Hamiltonians which contain local translational symmetry braking terms akin those in quantum impurity problems.

The difficulty in studying systems with pbc with tensor networks in general stems from the fact that contracting a tensor network with pbc is numerically much more costly than contracting one with obc. In the spirit of Refs. 24–26 it is however possible to overcome this difficulty by allowing effectively for a cutoff in the spectrum of the corresponding transfer matrix of the network. We present an analog of this procedure for uniform cMPS such that our algorithm has the same computational cost as conventional pbc DMRG methods. Moreover we anticipate here that our method will not require the introduction of spatially dependent tensors, except for one variational boundary matrix at the impurity position, therefore providing an approach (almost) as cheap as translationally invariant cMPS algorithms.

The paper is organized as follows. In section A the algorithm is introduced and we explain the aforementioned cutoff procedure whereas in section B we define the Hamiltonian. In section C we present the results which are extensively benchmarked with DMRG based lattice simulations and classical Gross-Pitaevskii solutions.

A. Time-dependent variational principle

We start by defining a uniform cMPS with pbc and bond dimension $D$ as

$$|\Psi(Q, R, B)\rangle = \text{Tr} \left[ BPe_i^L_Q \otimes 1 + R \otimes \hat{\psi}^\dagger(x) dx \right] |\Omega\rangle$$

with $R, Q$ being matrices in $\mathbb{C}^{D \times D}$, $P$ the path-ordering exponential, $L$ the system size and $|\Omega\rangle$ the vacuum which is annihilated by the field operator $\hat{\psi}(x)$. The field operators are assumed to be bosonic satisfying the commutation relation $[\hat{\psi}(x), \hat{\psi}(y)] = \delta(x-y)$ and the boundary condition $\hat{\psi}(0) = \hat{\psi}(L)$. We also include the boundary matrix $B \in \mathbb{C}^{D \times D}$ to the variational space which accounts for the possibility of having a localised barrier at position $x = 0$ and for a possible phase twist in the boundary conditions. The importance of this boundary matrix for cMPS simulations was already discussed previously in the context of the relativistic Casimir effect27 and in the derivation of the TDVP equations for systems with obc.28 Moreover, its relation to...
The solution to this minimisation problem is the optimal dependent parameterisation (of geometric properties of (c)MPS manifolds) and the vector \( Q + Q^\dagger + R^\dagger R = 0 \) which we refer to as the left gauge condition. This condition is always satisfied if we set \( Q = -1/2R^\dagger R - iK \) with \( K \) being a hermitian matrix. The TDVP was originally formulated as an action principle over a given (complex) variational manifold giving rise to the Euler-Lagrange equations. However, TDVP can also be interpreted as a projected time-dependent Schrödinger equation \( i\frac{d}{dt} |\Psi\rangle = \hat{P}_0 \hat{H} |\Psi\rangle \), where \( \hat{H} \) is a Hamiltonian and \( \hat{P}_0 \) projects the r.h.s. to the tangent space of the variational manifold at the point \( |\Psi\rangle \). This projector guarantees that the state will never leave the variational manifold which can be seen as the guiding principle behind TDVP, i.e. finding the optimal approximation to the true time evolution within a certain variational manifold. In our setting the variational manifold is the set of cMPS with fixed bond dimension \( D \) and the tangent spaces spanning the corresponding tangent space are defined as

\[
|\Phi[V, W, Y]\rangle := \left[ Y \frac{\delta}{\delta B} + \int_0^L dx \left( V \frac{\delta}{\delta Q} + W \frac{\delta}{\delta R} \right) \right] |\Psi(Q, R, B)\rangle = \text{Tr} \left[ Y \hat{M}(0, L) + \int_0^L dx \text{Tr} \left[ B \hat{M}(0, x) \left( V \otimes \hat{1} + W \otimes \Psi^\dagger(x) \right) \hat{M}(x, L) \right] \right]
\]

where \( W, V \) are variational matrices in \( \mathbb{C}^{D \times D} \). We also introduced the notation \( \hat{M}(x, y) = \int_0^x dx Q \otimes i + R \otimes \Psi^\dagger(z) \).

Deriving the TDVP equations now amounts to finding the optimal tangent vector that the exact Schrödinger evolution is projected onto. By introducing a time-dependent parameterisation \( (Q(t), R(t), B(t)) \) we therefore have \( |\Phi[\hat{Q}, \hat{R}, \hat{B}]\rangle = -i\hat{P}_0 \hat{H} |\Psi[Q, R, B]\rangle \) (with the dot notation referring to time derivatives) and \( |\Phi[\hat{Q}, \hat{R}, \hat{B}]\rangle \) is obtained by performing the minimisation

\[
\min_{(V, W, Y)} \| |\Phi[V, W, Y]\rangle + i\hat{H} |\Psi(Q, R, B)\rangle \|_2.
\]

The solution to this minimisation problem is the optimal tangent vector given by \( (\hat{Q}, \hat{R}, \hat{B}) \) and obeys the following equation (see e.g.\( ^{16,29} \))

\[
i \begin{bmatrix} \hat{Q} \\ \hat{R} \\ \hat{B} \end{bmatrix} = G^{-1} \begin{bmatrix} g_1 \\ g_2 \\ g_3 \end{bmatrix}.
\]

This differential equation has then to be solved for \( (Q, R, B) \) in order to find the optimal trajectory within our variational manifold. The Gram matrix \( G \) (see Ref.\( ^{23} \) and Ref.\( ^{28} \) for a detailed discussion of the geometric properties of (c)MPS manifolds) and the vector \( [g_1: g_2: g_3] \) are defined via

\[
\langle \Phi[V, W, Y]| |\Phi[V, W, Y]\rangle = \left[ V^\dagger W^\dagger Y^\dagger \right] G \begin{bmatrix} V \\ W \\ Y \end{bmatrix}
\]

and

\[
\langle \Phi[V, W, Y]| \hat{H} |\Psi(Q, R, B)\rangle = \left[ V^\dagger W^\dagger Y^\dagger \right] \begin{bmatrix} g_1 \\ g_2 \\ g_3 \end{bmatrix}.
\]

The square brackets are assumed to be vectors of length \( 3D^2 \) and the Gram matrix \( G \) is a hermitian matrix of size \( (3D^2 \times 3D^2) \) and both of them are functions of \( Q, R \) and \( B \). Note also that in the above expressions we made use of the trace property \( \text{Tr}[X^\dagger] = \text{Tr}[X] \) with some \( X \in \mathbb{C}^{D \times D} \) and the bar notation means complex conjugation. Further we will refer to the r.h.s. of Eq.\( ^{13} \) as the gradient. It is important to note that \( G \) has a non-vanishing kernel of dimension \( D^2 \). This means that the inverse in Eq.\( ^{13} \) has to be understood as a pseudo-inverse acting solely on the orthogonal complement of the kernel of \( G \). The existence of this kernel can be traced back to the fact that every tangent state \( |\Phi[V, W, Y]\rangle \) is invariant under additive gauge transformations of the form \( W \rightarrow W + [X, R], V \rightarrow V + [X, Q] \) and \( Y \rightarrow Y + [X, B] \) with some \( X \in \mathbb{C}^{D \times D} \). From Eq.\( ^{14} \), and the fact that the tangent space is a linear vector space, as visible from Eq.\( ^{13} \), we can conclude that the states \( |\Phi[X, Q], [X, R], [X, B]\rangle \) must have norm zero and the corresponding vectors \( [X, Q]; [X, R]; [X, B] \) span the null space of \( G \). It is convenient to work in a gauge s.t. \( V = -R^\dagger W \) which eliminates all \( D^2 \) gauge degrees of freedom and thereby maps \( G \) to a \( 2D^2 \)-dimensional effective Gram matrix with full rank. Note that it is always possible to find an appropriate \( X \) which brings any \( (V, W) \) into this gauge provided that neither \( R \) nor \( Q \) are zero or the identity matrix. Further this choice of gauge allows for a left gauge conserving update procedure as we will not update \( Q \) but rather \( K \) as \( iK = 1/2(R^\dagger \hat{R} - \hat{R}^\dagger R) \). This equation guarantees that \( K \) will stay hermitian to first order in \( dt \) and the corresponding \( \dot{Q} = -1/2R^\dagger \dot{R} - iK \) will thus satisfy the left gauge condition throughout the time evolution.

It is worth mentioning that in the context of TDVP the difference in the computational scaling between systems

\[
|\Phi[\hat{V}, \hat{W}, \hat{Y}]| = \left| \begin{bmatrix} V^\dagger W^\dagger Y^\dagger \end{bmatrix} \right| G \begin{bmatrix} V \\ W \\ Y \end{bmatrix}
\]

and

\[
|\Phi[\hat{V}, \hat{W}, \hat{Y}]| |\hat{H}| |\Psi(Q, R, B)\rangle = \left| \begin{bmatrix} V^\dagger W^\dagger Y^\dagger \end{bmatrix} \right| \begin{bmatrix} g_1 \\ g_2 \\ g_3 \end{bmatrix}.
\]
with obc and pbc that for obc it is always possible, just like for standard MPS, to find a gauge such that $G = I$, which drastically reduces the cost of solving $[\Psi]$ whereas for pbc in general such a gauge does not exist.

When solving Eq. (3) in imaginary time (to find an approximation to the ground state of some Hamiltonian) it is important to restrict to tangent states that are orthogonal to $[\Psi(Q, R, B)]$, i.e., $\langle \Phi | V \psi, W, Y | \Psi(Q, R, B) \rangle = \langle V^{\dagger} W^{\dagger} Y^{\dagger} | \psi_{1}; y_{2}; y_{3} \rangle = 0$. This constraint is due to the fact that $\langle \Psi(Q, R, B) | \Psi(Q, R, B) \rangle$ itself is an element of the tangent space as $\langle \Phi | 0_{D \times D}, 0_{D \times D} | \psi \rangle = L \langle \Psi(Q, R, B) \rangle$. Hence, without imposing orthogonality the evolution would not preserve the norm of the state. Thus we not only have to project Eq. (3) onto the orthogonal complement of the kernel of $G$ but also to the subspace orthogonal to the vector $[\psi_{1}; y_{2}; y_{3}]$. Note that for real time evolution orthogonality does not have to be imposed, since then the TDVP equations are symplectic differential equations and as such respect conservation of norm and energy.

In this paper we will only focus on ground state properties hence solving Eq. (3) in imaginary time. In the case of a simple Euler integration the imaginary time TDVP equations are equivalent to a steepest descend optimization where the cost function is the expectation value of the Hamiltonian, i.e., the energy of the state. Further improvement of the convergence properties can be achieved by applying a version of the non-linear conjugate gradient method on a curved manifold. This is a rather involved task as the energy has to be minimised along geodesics and the parallel transport of tangent states corresponding to different tangent spaces has to be calculated in general. However, for small enough time steps the parallel transport can be neglected and the only ingredients needed for a non-linear CG search are then the gradient and the metric $G$ defined in Eq. (4).

Cut off in the transfer matrix We will now proceed by calculating the vector $[\psi_{1}; y_{2}; y_{3}]$ for a general state given by $(Q, R, B)$ and thereby explain the necessary cut off procedure to make the algorithm numerically efficient. This vector will be a function of $(Q, R, B)$ and as such respect conservation of norm and energy.

The matrix $T$ can always be rescaled to have one zero eigenvalue, with all other eigenvalues having non-positive real parts: we notice that this property is automatically fulfilled by virtue of the left gauge condition, $Q + Q^{\dagger} + R^{\dagger} R = 0$. We also assume that these eigenvalues are ordered with decreasing real part such that $|e^{\lambda_{1}}| \geq |e^{\lambda_{2}}| \geq \cdots \geq |e^{\lambda_{D}}|$. If we insert a spectral decomposition of $T = \sum_{i=1}^{D} \lambda_{i} |r_{i}\rangle \langle l_{i}|$, with $|r_{i}\rangle$ and $|l_{i}\rangle$ respectively the right and left eigenvectors corresponding to the eigenvalue $\lambda_{i}$, then Eq. (6) becomes

\[
\langle \Phi | V \psi, W, Y | \Psi(Q, R, B) \rangle = \sum_{i \neq k=1}^{D} \frac{e^{\lambda_{i} L} - e^{\lambda_{k} L}}{\lambda_{i} - \lambda_{k}} \times \text{Tr} \left[ B \otimes B |r_{i}\rangle \langle l_{i}| \left( \mathbb{I} \otimes V + R \otimes W \right) |r_{k}\rangle \langle l_{k}| \right] + L \sum_{i=1}^{D} e^{\lambda_{i} L} \text{Tr} \left[ B \otimes B |r_{i}\rangle \langle l_{i}| \left( \mathbb{I} \otimes V + R \otimes W \right) |r_{i}\rangle \langle l_{i}| \right] + \sum_{i=1}^{D} e^{\lambda_{i} L} \text{Tr} \left[ B \otimes Y |r_{i}\rangle \langle l_{i}| \right],
\]

where we neglected (accidental) degeneracies of the sub-dominant $\lambda$’s (but a generalization thereto is straightforward). The vector $[\psi_{1}; y_{2}; y_{3}]$ is then immediately found by reshaping vectors to matrices according to the isomorphism $a \otimes b(x) \rightarrow axb^{\dagger}$ with $a, b, x \in C^{D \times D}$ s.t. Eq. (7) equals $\langle V^{\dagger} W^{\dagger} Y^{\dagger} | y_{1}; y_{2}; y_{3} \rangle$. However, in order to have an overall computational cost of $O(D^{3})$ we can not compute the whole spectrum of $T$ as the cost of this would be of $O(D^{6})$. The situation can be remedied by introducing a cutoff in the spectrum of $T$ and only calculating the leading $m_{1}$ eigenvalues. The cutoff is chosen in such a way that $\forall i > m_{1}$, $|e^{\lambda_{i}}| < \text{tol}$ for some predefined tolerance $\text{tol}$ and we can set $e^{\lambda_{i}} = 0$. For large enough $L$ it can happen that the factor $Le^{\lambda_{i}}$ might again be above the tolerance and hence another cutoff at $m_{2} \geq m_{1}$ needs to be taken into account. As long as $m_{2}$ is not too large this can be done with an iterative eigenvalue solver at a cost of $O(D^{3})$. The tolerance was chosen to be $\text{tol} = 10^{-9}$ in all simulations which roughly corresponds to $m_{2} \approx 30$ for the largest bond dimension used in this paper. The final expression of Eq. (6) with these approximations can be found in Appendix (A). It is however important to mention that this expression will contain the matrix $(T_{i}^{m})^{p}$ where the notation $p$ stands for the pseudo-inverse of a matrix with non vanishing null space (see Appendix (A) for more details). At first glance it might seem that we still have to compute the whole spectrum of $T$ in order to calculate the pseudo-inverse of the matrix $T_{i}^{m_{1}}$. However, this is not true since we only need to know how $T_{i}^{m_{1}}$ acts on a vector, for which it is sufficient to know only the first $m_{1}$ eigenvalues and eigenvectors. This allows us to use an iterative solver to compute the action of $T_{i}^{m_{1}}$ on a vector with a cost of $O(D^{3})$. The calculation of the Gram matrix $G$ and the vector $[g_{1}; g_{2}; g_{3}]$ in Eq. (3) follows along the same lines but is very lengthy and the explicit calculation can also be found in Appendix (A). Note that we actually never have to calculate the full matrix $G$ but again only need to know how it acts on a vector. This
can also be done with an iterative solver which means that the overall cost of the algorithm remains of $O(D^3)$.

**B. The model**

The system we aim to study consists of an interacting Bose gas loaded in a ring shaped trap of length $L$ which is interrupted by a localised barrier rotating at constant velocity. The importance of this model stems from the fact that its low energy physics allows for the construction of current based quantum information devices such as atomtronic SQUID analogues or flux qubits. In the rotating frame the Hamiltonian describing this system reads

$$\hat{H} = \int_0^L dx \left[ \left( \partial_x \hat{\psi}^\dagger + \frac{2\pi \Omega}{L} \hat{\psi} \right) \left( \partial_x \hat{\psi}^\dagger + \frac{2\pi \Omega}{L} \hat{\psi} \right) + c \hat{\psi} \hat{\psi}^\dagger \hat{\psi} + U_0 \delta(x) \hat{\psi}^\dagger \hat{\psi} - \mu \hat{\psi} \hat{\psi} \right]$$

(8)

with $c > 0$ being the interaction strength, $U_0$ the barrier strength, $\mu > 0$ the chemical potential and $\Omega$ the Coriolis flux. The spatial dependence of the operators $\hat{\psi}(x)$ has been omitted for the sake of brevity and we have set $\hbar = 1$ and the mass $m = 1/2$. The introduction of a chemical potential is necessary as the cMPS wavefunction in Eq. (1) is formulated in the grand-canonical picture and does not allow for a fixed number of particles. However, all simulations in section C were performed at a fixed average number of particles $N$ for which the chemical potential had to be fine tuned accordingly. An essential feature of the ground state physics of $\hat{H}$ is the periodicity of its ground state energy as a function of $\Omega$ with period 1 for all values of $c$ and $U_0$. This can be appreciated by performing the canonical transformation $\hat{\psi}(x) \to e^{i\frac{2\pi \Omega}{L} x} \hat{\psi}(x)$ which shifts $\Omega \to \Omega - n$ and preserves the periodic boundary conditions $\hat{\psi}(0) = \hat{\psi}(L)$ for integer values $n$. More generally, by using a non-integer value $n = \Omega$, the model is mapped to a standard Lieb-Liniger type Hamiltonian with the addition of a barrier where the field operators also obey twisted boundary conditions $\hat{\psi}(L) = e^{i2\pi \Omega} \hat{\psi}(0)$. At this point it seems that there are two strategies to proceed: one can either simulate the Hamiltonian in (8) where the field operators obey periodic boundary conditions or one can study the Lieb-Liniger type Hamiltonian with twisted boundary conditions. In both cases the cMPS wave function has to obey a certain regularity condition to have a well defined kinetic energy at position $x = 0$. For a system with pbc this regularity condition reads $BR - RB = 0$ whereas for twisted boundary conditions it reads $BR - e^{i2\pi \Omega} RB = 0$. Both of these conditions impose a certain parametrisation on $R$ and $B$. We have observed that either parametrisation of $R$ and $B$ negatively affects the numerical stability of the Gram matrix $G$, even for small values of the bond dimension $D$.

Therefore, we have chosen a third strategy, which produces a regularised Hamiltonian $\hat{H}_r$ in terms a cut-off length $\epsilon$ only around the barrier, where the twisted boundary conditions have not to be enforced explicitly but rather emerge from a (divergent) boundary term in the Hamiltonian. In order to construct it, we pass through a discretization on a lattice with $N_x = L/\epsilon$ sites and lattice spacing $\epsilon$, where each site $j$ accommodates modes $a_j = \sqrt{\epsilon} e^{i \frac{2\pi \Omega}{L} j} \hat{\psi}((j - 1/2)\epsilon)$. This is very similar to the above mentioned lattice version commonly used for standard MPS (see e.g. Ref[13]), apart from a slightly more convenient choice about the barrier delta function, $\delta(x) = \lim_{\epsilon \to 0} (\delta(x - \epsilon/2) + \delta(x + \epsilon/2))/2$. We expand the Hamiltonian $\hat{H}$ to the lowest relevant order in $\epsilon$ as

$$\hat{H}_{\text{Lattice}} = \sum_{j=1}^{N_x-1} \left[ \frac{\epsilon}{2} \left[ \delta_j^\dagger a_{j+1}^\dagger a_j + a_j^\dagger a_{j+1} - \delta_j a_j^\dagger a_j \right] + \frac{1}{\epsilon^2} [a_j^\dagger - e^{-i2\pi \Omega} a_j^\dagger] [a_j - e^{i2\pi \Omega} a_j^\dagger] 
+ \sum_{j=1}^{N_x} \left[ \frac{\epsilon}{2} \delta_j^\dagger a_{j+1}^\dagger a_j^\dagger a_{j+1} - \delta_j a_j^\dagger a_j \right] + \frac{U_0}{2\epsilon} [a_j^\dagger a_j + a_j^\dagger N_x a_{N_x}] \right] .$$

(9)

We notice that all complex phases have cancelled in the bulk of the system and $\Omega$ only appears in the hopping across the boundary, thus making the periodicity 1 in $\Omega$ manifest. By taking again the continuum limit and reintroducing the field derivatives, we get

$$\hat{H}_c = \int_0^L dx \left[ \partial_x \hat{\psi} \partial_x \hat{\psi} + c \hat{\psi} \hat{\psi}^\dagger \hat{\psi}^\dagger - \mu \hat{\psi} \hat{\psi} \right] + \frac{U_0}{2} (\hat{\psi}^\dagger(0)\hat{\psi}(0) + \hat{\psi}^\dagger(L)\hat{\psi}(L)) + \frac{1}{\epsilon} (\hat{\psi}^\dagger(0) - e^{-i2\pi \Omega} \hat{\psi}^\dagger(L)) (\hat{\psi}(0) - e^{i2\pi \Omega} \hat{\psi}(L)) + \frac{1}{\epsilon} (\hat{\psi}^\dagger(0) - e^{-i2\pi \Omega} \hat{\psi}^\dagger(L)) (\hat{\psi}(0) - e^{i2\pi \Omega} \hat{\psi}(L)) + \mathcal{O}(\epsilon) .$$

(10)

While in this regularized Hamiltonian $\hat{H}_r$ the field operators in Eq. (10) are assumed to obey pbc but the matrices
The dimensionless interaction strength $\gamma$ amplitudes $\alpha$ from a classical Gross-Pitaevskii analysis at weak interactions and large $\gamma$ state is well described by a dark soliton so-called we will set $\epsilon = 2.5 \times 10^{-3}$ for the remaining part of the paper.

C. Results

In the absence of a barrier the system is a perfect superfluid and its ground state energy is given by a series of intersecting parabolas due to Galilean invariance. The corresponding persistent current $I(\Omega)$ is thus a perfect sawtooth in the rotating frame and it is related to the ground state energy $E(\Omega)$ via

$$I(\Omega) = -\frac{1}{2\pi} \frac{\partial E(\Omega)}{\partial \Omega}.$$  

(11)

If the barrier is turned on rotational symmetry is broken and the persistent current changes its shape from a smeared sawtooth (weak barrier) to a sinusoid (large barrier) (see Fig. 1). The rich interplay between quantum fluctuations, interactions and statistics manifests itself in the intriguing behaviour of the persistent currents amplitude $\alpha$. The dependence of the amplitude on both the dimensionless interaction strength $\gamma = c/\rho$ (rho being the ground state density) and on the barrier height $\lambda = mU_0L/\pi$ was recently thoroughly studied by some of us. There the authors combined both analytical (Gross-Pitaevskii and Luttinger-Liquid theory) and numerical (DMRG) techniques to show that the amplitude displays a maximum at intermediate interactions for all values of $\lambda$. In the following we will give numerical evidence that the cMPS not only shows perfect agreement of the density profiles when compared to classical GP and DMRG results for the whole parameter range of $\gamma$ and $\lambda$ but also perfectly well captures the non monotonicity of the function $\alpha(\gamma)$. The numerical results are compared to DMRG based lattice simulations and to exact results from a classical Gross-Pitaevskii analysis at weak interactions.

Density profiles— In Fig. 2 several density profiles are shown for different values of $\gamma$ and barrier height $\lambda$. At small $\gamma$ little entanglement is present in the system and the ground state is well described by a dark soliton solution of the classical Gross-Pitaevskii (GP) equation. Hence, the cMPS ansatz already converged to this solution at a very small bond dimension of $D = 4$ as can be seen from the inset of panel (a) in Fig. 2. The condition number of the Gram matrix in Eq. (3) is in general negatively affected by small eigenvalues of the fix point of the transfer matrix $T$. This fact in practice upper bounds the largest possible bond dimension which explains why only rather small values of $D$ could be reached in the limit of weak interaction or little entanglement. With increasing $\gamma$ the width of the central depletion around $x = 0$ decreases as the barrier effectively gets screened by a decaying healing length $\xi = 1/\sqrt{4mc\rho}$. At large $\gamma$ Friedel oscillations start to build up as the density profiles and the energy of the system start to resemble those of free fermions. The inset of panel (c) in Fig. 2 compares the cMPS result for large $\gamma$ with the DMRG data from Ref. 15 and shows perfect agreement of the density profiles even at moderate values of $D$.

The cMPS ansatz also allows to study in principle arbitrary large (or small) densities where it is not possible anymore to describe the system with a low filling lattice approximation. This methodological advantage can be exploited to study e.g. the full width at half maximum of the central depletion, a quantity which could be measured in experiments akin those in Ref. 6. We find that the width is decaying algebraically with the average number of particles when all other parameters are kept fixed as is shown in panel (d) of Fig. 2. Note that the density profiles in general converge from inside to the outside as the effective cMPS correlation length increases with increasing $D$. In the plots of panel (d) the effective correlation length has not fully converged as the Friedel oscillations are too strongly suppressed when compared to results from Luttinger liquid theory. However, the profile of the central depletion and its vicinity and thus the width have already converged which was further checked by a finite $D$ scaling as is shown in Appendix of this paper.

Persistent current amplitude— We will now study the behaviour of the persistent current amplitude as a function of $\lambda$ and $\gamma$. The results presented in Fig. 3 are compared to a DMRG based MPS simulation for intermediate and large $\gamma$ and a classical GP calculation at small $\gamma$. It is worth mentioning that the DMRG based lattice approximation is not applicable in the limit of small $\gamma$ or large densities. In this limit increasing quantum density fluctuations demand for a large occupation number of the local Hilbert basis on the lattice thus making the DMRG
The black line is a linear fit indicating an algebraic decay of $N_L$ and $\ln N$. The lattice is only at small densities a reasonable approximation of the parabolic dispersion in the continuum. The $\gamma \geq 2$ dimension increases from $D = 4$ at $\gamma = 0.03$ up to $D = 14$ for $\gamma \geq 5$.

The cosine form of the single particle dispersion relation on the lattice is only at small densities a reasonable approximation of the parabolic dispersion in the continuum. The $c$MPS itself however is per definition a superposition of states with different particle number and as thus captures the correct physics even at small $\gamma$. In fact, the $c$MPS approach perfectly well describes the non monotonic behaviour of $\alpha$ for the whole range of $\gamma$ and $\lambda$. With increasing $\gamma$ the bond dimension $D$ has to be increased, since the state gets more and more correlated and sensibly departs from the nearly product state at $\gamma \approx 0$. The fixed point of $T$ has a fairly large spectral support, and at $\gamma \gg 1$ the largest possible value of $D$ ($D = 20$ in Fig. 4) is dictated rather by the computational resources at hand than by the condition number of $G$. The $c$MPS ansatz hence interpolates between the classical mean-field solution at small $\gamma$ and the strongly correlated quantum regime at large $\gamma$. This beautifully illustrates the fact that the TDVP equations for $c$MPS do collapse to the classical GP-equation at $D = 1$ which was recently shown in Ref. 22.

**Thermodynamic limit**—We are now interested in approaching the thermodynamic limit s.t. both $N, L \to \infty$ at fixed density $\rho = N/L$. It is well known that the ground state energy of the Lieb-Liniger Hamiltonian scales as $E^{LL}_0 = N \rho^2 e(\gamma) = L \rho^2 e(\gamma)$ with $e$ being a dimensionless function depending only on $\gamma$. In the presence of a barrier such a scaling is a bit cumbersome as the barrier height $\lambda = mUL/\pi$ itself also depends on $L$. We will therefore propose a different definition of the barrier height given by

$$\Lambda \equiv mU_0 \frac{L}{N} = \frac{\pi \lambda}{N}. \quad (12)$$
This definition also holds in the thermodynamic limit and it is easy to see that under the scaling transformation $x \rightarrow 1/\rho x$ the ground state energy of scales as $E = N \rho^2 f(\gamma, \Lambda)$ with $f$ being now dimensionless as well. Note that the energy dependence on $\Omega$ has dropped since the corresponding contributions are only of $O(1/L)$. In Fig. 4 the thermodynamic limit scaling of the ground state energy density is shown at $\gamma = 80, \Lambda = 4$ and $\rho = 0.125$. The cMPS results are further compared to a Tree-Tensor Network (TTN) based lattice simulation. The TTN approach is based on a lattice discretization of the Hamiltonian given in Eq. [8] just like the one used for the MPS/DMRG simulations reported above, while the tensor-network structure is taken to be hierarchical: different length-scales in the system are accounted for by different layers of renormalizing tensors. The loop-free topology of this network allows to drastically reduce the computational cost of pbc simulations by exploiting the internal gauge degrees of freedom. It is thus possible to work with much larger bond dimensions similar to those of obc simulations. We find that both cMPS and TTN give the same result for the asymptotic value of the energy density up to an error due to the absence of a finite $D$ scaling. Note that all TTN results were calculated in the continuum limit by considering the energy dependence on $\Omega$ has dropped since the energy $E(\gamma, \Lambda)$ is the local Hilbert space dimension (bosonic occupation $0 \ldots (d-1)$) in the TTN calculation ($d \approx 4$ in all simulations). In comparison, the number of variational parameters in the cMPS is only $(2D^2)$ which is several orders of magnitude smaller compared to the TTN approach for the bond dimensions and system sizes used in Fig. 4. To give an example we calculate the energy density at $L = 256, \Omega = 0, \rho = 0.125, \gamma = 80$ and $\Lambda = 4$. The cMPS result at $D = 16$ equal $E/L = 0.0063305(\pm 1e-7)$ while the TTN at $D_{\text{TTN}} = 96$ gives $E/L = 0.00632(\pm 1e-5)$ (with the cMPS error bar coming from a finite $\epsilon > 0$ as explained in Appendix 1B and the error in the TTN energy stemming from taking the continuum limit). Quite remarkably, both energies are well compatible even though in the former case only 512 variational parameters had to be optimized while for the latter as much as 28 millions ($d = 4$ and $\alpha = 1/4$) were taken into account. This a clear advantage of the cMPS ansatz itself independent of the possible variational optimization procedures at hand. However, in practice the efficiency of an algorithm not only depends on the number of variational parameters or the overall computational scaling of the algorithm but also how many iterations it takes to converge to a desired precision. While a direct performance comparison between cMPS, TTN and DMRG would go beyond the intention of this paper we do however want to stress that cMPS only compares well if a conjugate gradient optimization (as explained in section 4A) is applied.

D. Outlook and Conclusion

We have developed a time evolution algorithm for uniform cMPS with periodic boundary conditions. The translational invariance of the ansatz is slightly broken as the algorithm also allows for local degrees of freedom encoded in a cMPS boundary matrix. The method is then used to study a rotating bose gas at all interactions which is interrupted by a localised barrier. The results are carefully benchmarked against lattice simulations and classical GP calculations showing very good agreement for all interactions. The study of real-time evolution would have gone beyond the scope of this paper but the algorithm is perfectly well suited for dynamical problems as well. Indeed, it is in principle not only possible to study the dynamics of global quenches but also the ones of local quenches in the barrier strength. Moreover, it is possible to generalize the method to the case of multiple species or fermions to study e.g. spin currents or spinor condensates which have been recently experimentally realised. Note that in both of these cases additional regularity constraints have to be imposed on the $R_\alpha$ matrices where the index labels the individual species. In the case of fermions this condition reads $R^2_\alpha = 0$ and a general parametrization was recently proposed in. It is worth mentioning that the boundary commutation relation with the $B$ matrix would be in general unaffected if the statistics of the field operators changes and thus also the boundary terms in Eq. 10 would stay the same. Another direction of future research would be to extend the recently introduced cMPS ansatz for low lying excitations to the pbc setting, which would build upon the techniques presented in this paper.
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Appendix A: Calculation of the Gram matrix and the gradient

We start by calculating the overlap of a tangent vector which defines the Gram matrix $G$ via Eq. (3) in the main text

\[
\langle \Phi | \nabla W, Y | \Phi | V, W, Y \rangle = \int_0^L dx \int_0^L dy \, \text{Tr} \left[ B \otimes B e^{xT} \left( V \otimes I + W \otimes R \right) e^{(y-x)T} \left( \Phi \otimes \nabla W + R \otimes W \right) e^{(L-y)T} \right] \\
+ \int_0^L dx \, \text{Tr} \left[ B \otimes B e^{xT} \left( \Phi \otimes \nabla W + R \otimes W \right) e^{(L-x)T} \right] \\
+ \int_0^L dx \, \text{Tr} \left[ B \otimes B e^{xT} \left( V \otimes I + W \otimes R \right) e^{(L-x)T} \right] \\
+ \int_0^L dx \, \text{Tr} \left[ B \otimes B e^{xT} \left( V \otimes I + W \otimes R \right) e^{(L-x)T} \right] + \text{Tr} \left[ Y \otimes \nabla e^{LT} \right]. \tag{A1}
\]

To compute these integrals we insert a spectral decomposition of the transfer matrix $T$ further define

\[
\tilde{T}_{ij}^{m_j} \bigg|_{i=1}^{m_j} := \sum_{k=m_j+1}^{D^2} (\lambda_i - \lambda_k) |r_k\rangle \langle l_k| = \left[ \lambda_i \left( I - \sum_{k=1}^{m_j} |r_k\rangle \langle l_k| \right) - (T - \sum_{k=1}^{m_j} \lambda_k |r_k\rangle \langle l_k|) \right] \tag{A2}
\]

and $\tilde{T}_{ij}^{m_j} := \left( \tilde{T}_{ij}^{m_j} \right)^2$ where $|r_k\rangle \langle l_k|$ is the projector on the eigenspace with eigenvalue $\lambda_k$ of $T$ (we assume that the eigenvalues are non-degenerate) and the integers $m_j < D^2$ being the cutoff. The pseudo inverse of these matrices is denoted by $\left( \tilde{T}_{ij}^{m_j} \right)^{-1} = \sum_{k=m_j+1}^{D^2} \frac{1}{(\lambda_i - \lambda_k)} |r_k\rangle \langle l_k|$ whose action on a vector can be iteratively computed at a computational cost $O(D^3 + m_j D^2)$ by making use of the r.h.s. of Eq. [A2]. We also introduce a third cutoff $m_3$ such that $\forall i > m_3$, $L^2/2e^{\lambda_i L} < \text{tol}$. With this definitions the overlap is then found to be as follows.

\[
\langle \Phi | \nabla W, Y | \Phi | V, W, Y \rangle \approx \sum_{i \neq j \neq k=1}^{m_1} \frac{\lambda_i - \lambda_k}{\lambda_i - \lambda_j} \frac{(e^{\lambda_i L} - e^{\lambda_j L}) - (\lambda_i - \lambda_j)(e^{\lambda_i L} - e^{\lambda_k L})}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_k)} \\
\times \text{Tr} \left[ B \otimes B |r_i\rangle \langle l_i| \left( V \otimes I + W \otimes R \right) |r_j\rangle \langle l_j| \left( \Phi \otimes \nabla W + R \otimes W \right) |r_k\rangle \langle l_k| \right] \\
+ \left( \sum_{i \neq j=1}^{m_2} \frac{e^{\lambda_i L}}{(\lambda_j - \lambda_i)^2} + \sum_{i \neq j=1}^{m_3} \frac{e^{\lambda_i L} - e^{\lambda_j L}}{(\lambda_j - \lambda_i)^2} \right) \text{Tr} \left[ B \otimes B |r_i\rangle \langle l_i| \left( V \otimes I + W \otimes R \right) |r_j\rangle \langle l_j| \left( \Phi \otimes \nabla W + R \otimes W \right) |r_k\rangle \langle l_k| \right] \\
+ \sum_{i=1}^{m_1} \text{Tr} \left[ B \otimes B |r_i\rangle \langle l_i| \left( V \otimes I + W \otimes R \right) |r_j\rangle \langle l_j| \left( \Phi \otimes \nabla W + R \otimes W \right) |r_k\rangle \langle l_k| \right] \\
+ \sum_{i \neq j=1}^{m_1} \text{Tr} \left[ B \otimes B |r_i\rangle \langle l_i| \left( V \otimes I + W \otimes R \right) |r_j\rangle \langle l_j| \left( \Phi \otimes \nabla W + R \otimes W \right) |r_k\rangle \langle l_k| \right] \\
+ \sum_{i \neq k=1}^{m_1} \text{Tr} \left[ B \otimes B \left( \frac{e^{\lambda_i L}}{(\lambda_j - \lambda_k)} \left( \tilde{T}_{ij}^{m_1} \right)^P - \frac{e^{\lambda_j L}}{(\lambda_i - \lambda_j)} \left( \tilde{T}_{ij}^{m_1} \right)^P \right) \left( V \otimes I + W \otimes R \right) |r_j\rangle \langle l_j| \left( \Phi \otimes \nabla W + R \otimes W \right) |r_k\rangle \langle l_k| \right]. \tag{A3}
\]
The terms in the above expression are ordered as follows. The curly brackets include those terms where three transfer terms from line 1 where two indices exceed the cutoff plus the terms from lines 2-4 where the index pair which is equal to each other exceeds the cutoff. The last two blocks of lines 12-14 and 15-17 within the curly brackets are derived.
We will now proceed by calculating the gradient defined in Eq. (3) of the main text for the Hamiltonian $\hat{H}_e$ defined in the paper. We again refer to \textsuperscript{3,23} for details on cMPS calculus involving a Hamiltonian. The gradient is then defined via the following expression

$$\langle \Phi | [\nabla, W, Y] | \hat{H}_e | \Psi(Q, R, B) \rangle =$$

$$\int_0^L dx \int_0^L dy \left[ B \otimes B e^{xT} \left( (Q, R) \otimes (Q, \bar{R}) + cR^2 \otimes \bar{R}^2 - \mu R \otimes \bar{R} \right) e^{(y-x)T} \left( I \otimes V + R \otimes W \right) e^{(L-y)T} + B \otimes B e^{xT} \left( I \otimes V + R \otimes W \right) e^{(y-x)T} \left( (Q, R) \otimes (Q, \bar{R}) + cR^2 \otimes \bar{R}^2 - \mu R \otimes \bar{R} \right) e^{(L-y)T} \right]$$

$$+ \int_0^L dx \ Tr \left[ B \otimes B e^{xT} \left( (Q, R) \otimes (Q, \bar{W}) + (V, R) + cR^2 \otimes (\bar{R}W + WR) - \mu R \otimes \bar{W} \right) e^{(L-x)T} \right]$$

$$+ \int_0^L dx \ Tr \left[ \frac{U_0}{2} \ Tr \left( \left( BR \otimes BR + RB \otimes BR \right) e^{xT} \left( I \otimes V + R \otimes W \right) e^{(L-x)T} \right) + \frac{U_0}{2} \ Tr \left( \left( BR \otimes BR + RB \otimes BR \right) e^{L-T} \right) \right]$$

$$+ \int_0^L dx \ Tr \left[ \left( \frac{1}{4} (BR - e^{i2\pi \Omega RB}) \otimes (BR - e^{-i2\pi \Omega RB}) + \frac{1}{2} (B(Q, R) + e^{i2\pi \Omega |Q, R| B}) \otimes (BR - e^{-i2\pi \Omega RB}) + \frac{1}{2} (BR - e^{i2\pi \Omega RB}) \otimes \left( [BR + e^{-i2\pi \Omega |Q, R| B}] e^{xT} \left( I \otimes V + R \otimes W \right) e^{(L-x)T} \right) \right) \right]$$

$$+ \int_0^L dx \ Tr \left[ \left( BR - e^{i2\pi \Omega RB} \right) \otimes \left( \left( BR - e^{-i2\pi \Omega RB} \right) + (BR - e^{-i2\pi \Omega RB}) e^{L-T} \right) \right]$$

$$+ \int_0^L dx \ Tr \left[ \left( BR - e^{i2\pi \Omega RB} \right) \otimes \left( \left( BW - e^{-i2\pi \Omega WB} \right) + (BR - e^{-i2\pi \Omega RB}) \right) e^{L-T} \right]$$

$$+ \int_0^L dx \ Tr \left( BR - e^{i2\pi \Omega RB} \right) \otimes \left( \left( BW - e^{-i2\pi \Omega WB} \right) + (BR - e^{-i2\pi \Omega RB}) \right) e^{L-T} \right]$$

$$+ \frac{1}{2} \ Tr \left[ \left( BR - e^{i2\pi \Omega RB} \right) \otimes \left( \left( BW - e^{-i2\pi \Omega WB} \right) + (BR - e^{-i2\pi \Omega RB}) \right) \right]$$

$$+ \frac{1}{2} \ Tr \left[ \left( BR - e^{i2\pi \Omega RB} \right) \otimes \left( \left( BW - e^{-i2\pi \Omega WB} \right) + (BR - e^{-i2\pi \Omega RB}) \right) \right]$$

The integrals can again be computed in the same way as for the Gram matrix by inserting a spectral decomposition of $T$ giving rise to

$$\langle \Phi | [\nabla, W, Y] | \hat{H}_e | \Psi(Q, R, B) \rangle \approx$$

$$\left\{ \sum_{1 \neq j \neq k = 1}^{m_1} \left( \lambda_i - \lambda_k \right) \left( e^{\lambda_i L} - e^{\lambda_k L} \right) (\lambda_i - \lambda_j)(\lambda_i - \lambda_k) \right\}$$

$$\times \operatorname{Tr} \left[ B \otimes B \left( B \otimes B \right) \left( (Q, R) \otimes (Q, \bar{R}) + cR^2 \otimes \bar{R}^2 - \mu R \otimes \bar{R} \right) \right] e^{(L-x)T} \left( I \otimes V + R \otimes W \right) e^{(L-x)T} \left( (Q, R) \otimes (\bar{R}W + WR) - \mu R \otimes \bar{W} \right)$$

$$+ \left( \sum_{1 \neq j \neq k = 1}^{m_2} \frac{\lambda_j - \lambda_i}{\lambda_j - \lambda_i} + \sum_{1 \neq j = 1}^{m_1} \frac{e^{\lambda_j L} - e^{\lambda_j L}}{\lambda_j - \lambda_i} \right)$$

$$\times \operatorname{Tr} \left[ B \otimes B \left( B \otimes B \right) \left( (Q, R) \otimes (Q, \bar{R}) + cR^2 \otimes \bar{R}^2 - \mu R \otimes \bar{R} \right) \right] e^{(L-x)T} \left( I \otimes V + R \otimes W \right) e^{(L-x)T} \left( (Q, R) \otimes (\bar{R}W + WR) - \mu R \otimes \bar{W} \right)$$

$$+ \frac{L^2}{2} \sum_{i=1}^{m_3} \left( \lambda_i - \lambda_i \right) \operatorname{Tr} \left[ B \otimes B \left( B \otimes B \right) \left( (Q, R) \otimes (Q, \bar{R}) + cR^2 \otimes \bar{R}^2 - \mu R \otimes \bar{R} \right) \right] e^{(L-x)T} \left( I \otimes V + R \otimes W \right) e^{(L-x)T} \left( (Q, R) \otimes (\bar{R}W + WR) - \mu R \otimes \bar{W} \right)$$
\[ + \sum_{i \neq j=1}^{m_1} \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) | r_j \rangle \langle l_j | \right] \\
\times \left( \mathbb{I} \otimes V + R \otimes W \right) \left( \frac{e^{\lambda_i L}}{\lambda_i - \lambda_j} \left( \tilde{T}_{i}^{m_1} \right)^{p} - \frac{e^{\lambda_j L}}{\lambda_i - \lambda_j} \left( \tilde{T}_{j}^{m_1} \right)^{p} \right) \]

\[ + \sum_{i \neq k=1}^{m_1} \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \right] \\
\times \left( \frac{e^{\lambda_i L}}{\lambda_i - \lambda_k} \left( \tilde{T}_{i}^{m_1} \right)^{p} - \frac{e^{\lambda_k L}}{\lambda_i - \lambda_k} \left( \tilde{T}_{k}^{m_1} \right)^{p} \right) \left( \mathbb{I} \otimes V + R \otimes W \right) | r_k \rangle \langle l_k | \right] \]

\[ + \sum_{j \neq k=1}^{m_1} \text{Tr} \left[ B \otimes B \left( \frac{e^{\lambda_j L}}{\lambda_j - \lambda_k} \left( \tilde{T}_{j}^{m_1} \right)^{p} - \frac{e^{\lambda_k L}}{\lambda_j - \lambda_k} \left( \tilde{T}_{k}^{m_1} \right)^{p} \right) \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \right] \\
\times | r_j \rangle \langle l_j | \left( \mathbb{I} \otimes V + R \otimes W \right) | r_k \rangle \langle l_k | \right] \]

\[ - \sum_{i=1}^{m_1} e^{\lambda_i L} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \left( \tilde{T}_{i}^{m_1} \right)^{p} \left( \mathbb{I} \otimes V + R \otimes W \right) \right] \right] | r_i \rangle \langle l_i | \right] \]

\[ - \sum_{i=1}^{m_1} e^{\lambda_i L} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \left( \tilde{T}_{i}^{m_1} \right)^{p} \left( \mathbb{I} \otimes V + R \otimes W \right) \right] \right] | r_i \rangle \langle l_i | \right] \]

\[ - \sum_{i=1}^{m_1} e^{\lambda_i L} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \left( \tilde{T}_{i}^{m_1} \right)^{p} \left( \mathbb{I} \otimes V + R \otimes W \right) \right] \right] | r_i \rangle \langle l_i | \right] \]

\[ + L \sum_{i=1}^{m_2} e^{\lambda_i L} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \right] \right] | r_i \rangle \langle l_i | \right] \]

\[ + L \sum_{i=1}^{m_2} e^{\lambda_i L} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \right] \right] | r_i \rangle \langle l_i | \right] \]

\[ + L \sum_{i=1}^{m_2} e^{\lambda_i L} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \right] \right] | r_i \rangle \langle l_i | \right] \]

\[ + \left( (Q, R) \otimes (Q, R) + cR^2 \otimes R^2 - \mu R \otimes R \right) \leftrightarrow \left( \mathbb{I} \otimes V + R \otimes W \right) \]

\[ + \sum_{i \neq j=1} \frac{e^{\lambda_i L} - e^{\lambda_j L}}{\lambda_i - \lambda_j} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, W) + [V, R] \right) + cR^2 \otimes (RW + WR) - \mu R \otimes W \right) \right] | r_j \rangle \langle l_j | \right] \]

\[ + \sum_{i=1}^{m_1} e^{\lambda_i L} \left[ \text{Tr} \left[ B \otimes B | r_i \rangle \langle l_i | \left( (Q, R) \otimes (Q, W) + [V, R] \right) + cR^2 \otimes (RW + WR) - \mu R \otimes W \right) \right] | r_i \rangle \langle l_i | \right] \]

\[ + B \otimes B \left( \tilde{T}_{i}^{m_1} \right)^{p} \left( (Q, R) \otimes (Q, W) + [V, R] \right) + cR^2 \otimes (RW + WR) - \mu R \otimes W \right) | r_i \rangle \langle l_i | \right] \]
\[
+ L \sum_{i=1}^{m_2} e^{\lambda_i L} \text{Tr}\left[ B \otimes B | r_i \rangle \langle l_i | \left( [Q, R] \otimes (\overline{[Q, W]} + [V, \overline{R}]) + cR^2 \otimes (R\overline{W} + W\overline{R}) - \mu R \otimes W \right) | r_i \rangle \langle l_i | \right]
+ \frac{U_0}{2} \sum_{i \neq j=1}^{m_1} e^{\lambda_i L} - e^{\lambda_j L} \frac{1}{(\lambda_i - \lambda_j)} \text{Tr}\left[ (BR \otimes BR + RB \otimes RB) | r_i \rangle \langle l_i | \left( \mathbb{I} \otimes V + R \otimes W \right) | r_j \rangle \langle l_j | \right]
+ \frac{U_1}{2} \sum_{i=1}^{m_1} e^{\lambda_i L} \text{Tr}\left[ (BR \otimes BR + RB \otimes RB) | r_i \rangle \langle l_i | \left( \mathbb{I} \otimes V + R \otimes W \right) \left( \tilde{T}^{m_1}_i \right)^p \right.
+ \left. (BR \otimes BR + RB \otimes RB) \left( \tilde{T}^{m_1}_i \right)^p \left( \mathbb{I} \otimes V + R \otimes W \right) | r_i \rangle \langle l_i | \right]
+ \frac{L}{2} \sum_{i=1}^{m_2} e^{\lambda_i L} \text{Tr}\left[ (BR \otimes BW + RB \otimes W) | r_i \rangle \langle l_i | \right]
\]
\[ + \sum_{i=1}^{m} e^{\lambda L} \frac{1}{2} \text{Tr} \left[ \left( BR - e^{i2\pi\Omega} RB \right) \otimes \left\{ \left( B(Q, W) + e^{-i2\pi\Omega}[Q, W] B \right) + \left( B[V, R] + e^{-i2\pi\Omega}[V, R] B \right) \right\} |r_i \rangle \langle l_i | \right]. \]

The ordering of the terms in the above expression goes along the same lines as for the calculation of the Gram matrix. Moreover, the abbreviation \((...) \leftrightarrow (\ldots)\) has to be understood as the sum of all the terms inside the corresponding curly brackets but with the two brackets exchanged. Note that in principle one can choose a different (smaller) \(t_{ol}\) in the computation of the gradient as for the computation of the Gram matrix which leads to different (larger) integers \(m_1, m_2\) and \(m_3\) respectively.

To conclude, we will calculate the vector \([y_1:y_2:y_3]\) which was introduced in section \(A\) of the main paper. The calculation goes along the same lines as for the Gram matrix and the gradient and we find that Eq. [6] can be approximated by

\[ \langle \Phi[V, W, V] | \Psi(Q, R, B) \rangle \approx \sum_{i=1}^{m_1} e^{\lambda L} \text{Tr} \left[ B \otimes B \left( \hat{T}_i^{m_1} \right) \left( I \otimes V + R \otimes W \right) |r_i \rangle \langle l_i | \left( I \otimes V + R \otimes W \right) \left( \hat{T}_i^{m_1} \right) B \otimes B \right] \]

\[ + \sum_{i \neq k=1}^{m_1} \frac{e^{\lambda L} - e^{\lambda L}}{\lambda_i - \lambda_k} \text{Tr} \left[ B \otimes B |r_i \rangle \langle l_i | \left( I \otimes V + R \otimes W \right) |r_k \rangle \langle l_k | \right] \]

\[ + \sum_{i=1}^{m_2} e^{\lambda L} \text{Tr} \left[ B \otimes B |r_i \rangle \langle l_i | \left( I \otimes V + R \otimes W \right) |r_i \rangle \langle l_i | \right]. \]

Appendix B: Scaling behaviour of the ground state energy and finite \(D\) scaling of the density profiles

Next we will discuss the dependence of the ground state energy of Hamiltonian \([10]\) on the cutoff \(\epsilon\) around position \(x = 0\). The Hamiltonian is thus split into two parts, \(H_x = \hat{H}_\text{bulk} + \hat{H}_\text{boundary}\), where the bulk part equals to the first line in \([10]\) and the boundary term consists of the remaining three lines in \([10]\). We are interested in the scaling of the respective ground state energies \(E_{\text{bulk}}(\epsilon)\) and \(E_{\text{boundary}}(\epsilon)\) at a fixed bond dimension \(D\). Fig.(5) shows that both converge linearly with \(\epsilon\), with quadratic corrections in \(E_{\text{bulk}}(\epsilon)\) (left panel) not visible in the plotted region for \(E_{\text{boundary}}(\epsilon)\) (right panel). The asymptotic value \(\lim_{\epsilon \to 0} E_{\text{boundary}}(\epsilon)\) decreases with increasing \(D\) and is found to be \(O(10^{-6})\) already at \(D = 16\). In the main text we have chosen \(\epsilon = 2.5 \times 10^{-3}\) which corresponds to an error in the energy density of the bulk of roughly \(10^{-8}\) (in comparison to \(\lim_{\epsilon \to 0} E_{\text{bulk}}(\epsilon)/L\). A sensitive measure for how well the twisted boundary conditions are imposed is given by \(\|BR - e^{i2\pi\Omega}RB\|_{\text{MPS}}\), where the norm \(\|\cdot\|_{\text{MPS}}\) is weighted by the proper cMPS metric given by \(e^{LT}\). This is precisely the cMPS expectation value of \((\psi(0) - e^{i2\pi\Omega}\psi(L))^\dagger(\psi(0) - e^{i2\pi\Omega}\psi(L))\) and thus has to decrease linearly for small enough \(\epsilon\) as can be seen from the right panel of Fig.(5). In fact this value is \(O(10^{-8})\) for \(\epsilon = 2.5 \times 10^{-3}\) indicating that the twisted boundary conditions are very well approximated even for relatively large \(\epsilon > 0\). To conclude, it is perfectly well justified to consider only \(E_{\text{bulk}}(\epsilon)\) as the true approximation to the exact ground state energy as long as \(\epsilon\) is chosen small enough.

Finally, we are interested in the convergence behaviour of the density profiles with increasing bond dimension. In Fig.(6) we show density profiles for three different values of \(D\) while having all other parameters fixed. As mentioned in section \(C\) we observe that the profiles converge from inside to the outside as the effective cMPS correlation length increases. The central depletion has already almost converged at the lowest value of \(D\) while for this value the behaviour in the bulk is still pretty off as can be seen from the strongly damped Friedel oscillations in the inset of Fig.(6) in comparison to predictions of Luttinger liquid theory for the Lieb-Liniger model with \(ob(32)\).
Figure 5. Left: Inverse ground state energy density of the bulk as a function of the cutoff $\epsilon$. Right: Ground state expectation value of the boundary terms in Hamiltonian (10) for several values of $\epsilon$. The other parameters in both panels are $D = 16$, $L = 256$, $N = 32$, $\gamma = 80$, $\Lambda = 4$ and $\Omega = 0$.

Figure 6. Density profile for three different values of $D$ at $L = 128$, $N = 16$, $\gamma = 80$, $\Lambda = 4$ and $\Omega = 0$. The inset shows a zoom around the bulk value of the density.