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Abstract: For a given dimension \(d \geq 2\) and a finite measure \(\nu\) on \((0, +\infty)\), we consider \(\xi\) a Poisson point process on \(\mathbb{R}^d \times (0, +\infty)\) with intensity measure \(dc \otimes \nu\) where \(dc\) denotes the Lebesgue measure on \(\mathbb{R}^d\). We consider the Boolean model \(\Sigma = \cup_{(c, r) \in \xi} B(c, r)\) where \(B(c, r)\) denotes the open ball centered at \(c\) with radius \(r\). For every \(x, y \in \mathbb{R}^d\) we define \(T(x, y)\) as the minimum time needed to travel from \(x\) to \(y\) by a traveler that walks at speed 1 outside \(\Sigma\) and at infinite speed inside \(\Sigma\). By a standard application of Kingman sub-additive theorem, one easily shows that \(T(0, x)\) behaves like \(\mu \|x\|\) when \(\|x\|\) goes to infinity, where \(\mu\) is a constant named the time constant in classical first passage percolation. In this paper we investigate the regularity of \(\mu\) as a function of the measure \(\nu\) associated with the underlying Boolean model.
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1 Introduction and main results

1.1 The Boolean model

Fix \(d \geq 2\). Let \(\nu\) be a finite measure on \((0, +\infty)\) which is not the null measure. Let \(\xi\) be a Poisson point process on \(\mathbb{R}^d \times (0, +\infty)\) with intensity measure \(dc \otimes \nu\) where \(dc\) denotes the Lebesgue measure on \(\mathbb{R}^d\). The Boolean model is the set \(\Sigma = \Sigma(d, \nu) = \cup_{(c, r) \in \xi} B(c, r)\) where \(B(c, r)\) denotes the open Euclidean ball centered at \(c\) with radius \(r\). We say that \(\xi\) and \(\Sigma\) are driven by the measure \(\nu\).

Denote by \(\lambda\) the total mass of \(\nu\), that is \(\lambda = \nu(\{0, +\infty\})\). Let \(\chi\) the projection of \(\xi\) on \(\mathbb{R}^d\). This is a Poisson point process on \(\mathbb{R}^d\) with intensity measure \(\lambda |\cdot|\). Almost surely, for all \(c \in \chi\) there is a unique \(r(c) \in (0, +\infty)\) such that \((c, r(c))\) belongs to \(\xi\). In other words, we can write \(\xi = \{(c, r(c)), c \in \chi\}\) and thus \(\Sigma = \bigcup_{c \in \chi} B(c, r(c))\).

To simplify some notations, we adopt the following convention: \(r(c) = 0\) if \(c\) belongs to \(\mathbb{R}^d \setminus \chi\). Condition to \(\chi\), \((r(c))_{c \in \chi}\) is a family of independent random variables with distribution \(\lambda^{-1}\nu\).

We refer to the books by Meester and Roy [12] and by Last and Penrose [10] for background on Poisson processes and the Boolean model.

When \(\int_{(0, +\infty)} r^d \nu(dr) < \infty\)
does not hold, $\Sigma = \mathbb{R}^d$ with probability one and the models we are interested in are trivial. Therefore, in the whole of this work, we assume that all our point processes are driven by measures satisfying (1).

### 1.2 Paths

A path $\pi$ is a finite sequence of distinct points of $\mathbb{R}^d$. The length of a path $\pi = (x_0, \ldots, x_n)$ is the sum of the Euclidean lengths of its segments:

$$\ell(\pi) = \sum_{i=1}^{n} \|x_i - x_{i-1}\|$$

where $\| \cdot \|$ denotes the Euclidean norm on $\mathbb{R}^d$. When $(x_0, \ldots, x_n)$ is a sequence of points of $\mathbb{R}^d$ (non necessarily distinct) we define its length by the same formula. The path is said to be inside $A \subset \mathbb{R}^d$ if all its segments $[x_i, x_{i+1}]$ are included in $A$. We say that $\pi$ is a path from $a \in \mathbb{R}^d$ to $b \in \mathbb{R}^d$ if its first point is $a$ and its last point is $b$. We say that $\pi$ is a path from $A \subset \mathbb{R}^d$ to $B \subset \mathbb{R}^d$ if its first point belongs to $A$ and its last points belongs to $B$. We will occasionally see $\pi$ as a polygonal curve $[0, \ell(\pi)] \to \mathbb{R}^d$ parametrized by arc length.

### 1.3 First passage percolation in the Boolean model

#### 1.3.1 Model

A traveler walks on $\mathbb{R}^d$. He travels at speed infinite inside the Boolean model $\Sigma$ and at speed 1 outside. We denote by $T(a, b)$ the time needed to go from $a$ to $b$ along the quickest path.

Here is a formal definition. For any $x, y \in \mathbb{R}^d$ we define $\tau(x, y)$ as the one-dimensional measure of $[x, y] \cap \Sigma^c$, i.e., the sum of the lengths of the segments that constitute $[x, y] \cap \Sigma^c$. With each path $\pi = (x_0, \ldots, x_n)$ we associate a time $\tau(\pi)$ defined by

$$\tau(\pi) = \sum_{i=1}^{n} \tau(x_{i-1}, x_i).$$

For any $a, b \in \mathbb{R}^d$ we then set

$$T(a, b) = \inf_{\pi} \tau(\pi)$$

where the infimum is taken along the set of paths from $a$ to $b$.

We define similarly $T(A, B)$ for two subsets $A, B \subset \mathbb{R}^d$ as

$$T(A, B) = \inf_{a \in A, b \in B} T(a, b).$$

This model was implicitly introduced in [6] by Régine Marchand and the first author. It was then explicitly introduced and studied in [7] by the two authors.

#### 1.3.2 Time constant

A standard application of Kingman subadditive ergodic theorem yields the following result.

**Theorem 1** ([7]). There exists a constant $\mu(\nu) = \mu(d, \nu) \in [0, 1]$ such that:

$$\lim_{\|x\| \to \infty} \frac{T(0, x)}{\|x\|} = \mu(\nu)$$

almost surely and in $L^1$.

The constant $\mu(\nu)$ is called the time constant of the model. We enlighten the fact that the convergence stated in Theorem 1 is uniform with respect to the directions, in particular Theorem 1 implies for instance that $\lim_{r \to \infty} T(0, B(0, r)^c)/r = \mu(\nu)$ a.s. Moreover, subadditivity ensures that $\mu(\nu)$ can be defined as an infimum, for instance

$$\mu(\nu) = \inf_k \frac{\mathbb{E}[T(0, k_e_1)]}{k}$$

where $e_1 = (1, 0, \ldots, 0)$.

---

1See Section A in Appendix for remarks on the measurability of $T$. 
1.3.3 Positivity of the time constant

Consider now the condition
\[
\int_{(0, +\infty)} \nu([r, +\infty))^1/d \, dr < \infty.
\] (3)

We call it the greedy condition. It appears in the paper by Martin [11] about greedy lattice paths and animals. We refer to [11] for a discussion about (3). For example, for any \( \varepsilon > 0 \),
\[
\int_{(0, +\infty)} r^d \ln(r)^{d-1+\varepsilon} \nu(dr) < \infty \Leftrightarrow \int_{(0, +\infty)} \nu([r, +\infty))^1/d \, dr < \infty \Rightarrow \int_{(0, +\infty)} r^d \nu(dr) < \infty.
\] (4)

In particular, notice that the greedy condition (3) implies condition (1).

We say that \( \nu \) is strongly subcritical for percolation if
\[
\limsup_{r \to \infty} \mathbb{P}[\text{there exists a path inside } \Sigma \text{ from } B(0, r) \text{ to } B(0, 2r)] = 0.
\] (5)

The following theorem is the main result of [7].

**Theorem 2** ([7]). If (3) holds, then \( \mu(\nu) \) is positive if and only if \( \nu \) is strongly subcritical for percolation.

We refer to [7] for more details. When (1) does not hold, \( \Sigma = \mathbb{R}^d \) almost surely and therefore \( \mu(\nu) = 0 \).

In the narrow regime where (1) holds and (3) does not hold, we do not know if \( \mu(\nu) = 0 \) and we have no conjecture.

1.4 Main results

1.4.1 Goal

In this paper, we investigate the continuity of \( \nu \mapsto \mu(\nu) \). Here is a weak but simple version of our main result. Let \( (R_n)_n \) be a sequence of positive random variables. Let \( R_\infty \) and \( \hat{R} \) be two positive random variables. Let \( \lambda > 0 \). Let \( \eta > 0 \). Make the following assumptions:

- For all \( n \in \mathbb{N} \), \( R_n \leq \hat{R} \).
- \( \mathbb{E}(\hat{R}^{d+\eta}) \) is finite.
- \( \lim_{n \to \infty} \mathbb{E}(|R_n - R_\infty|^{d+\eta}) = 0 \).

Then
\[
\lim_{n \to \infty} \mu(\lambda R_n) = \mu(\lambda \mathbb{P}^R)
\]
where, for any random variable \( X \), \( \mathbb{P}^X \) denotes the law of \( X \). This result is stated in Corollary 6.

To state a stronger version of this result, we first need to explain how we couple Boolean model with different driving measures \( \nu \).

1.4.2 Couplings, domination and notations

**Coupling.** Let \( \Xi \) be a Poisson point process on \( \mathbb{R}^d \times (0, +\infty) \) with intensity measure the Lebesgue measure \( dc \otimes du \). We define an admissible map as a map \( R \) from \( (0, +\infty) \) to \( [0, +\infty) \) such that \( R \) is measurable and \( R \) vanishes outside a set of finite Lebesgue measure. For any admissible map we define a Poisson point process \( \xi^R \) on \( \mathbb{R}^d \times (0, +\infty) \) by
\[
\xi^R = \{(c, R(u)), (c, u) \in \Xi \text{ such that } R(u) > 0\}
\] (6)
and a measure \( \nu^R \) on \( (0, +\infty) \) by
\[
\nu^R(A) = \int_{(0, +\infty)} \mathbb{I}_A(R(u)) \, du.
\]

As \( R \) vanishes outside a set of finite Lebesgue measure, \( \nu^R \) is a finite measure. The process \( \xi^R \) is a Poisson point process on \( \mathbb{R}^d \times (0, +\infty) \) with intensity measure \( dc \otimes \nu^R \). This construction of the process will enable us to couple such processes with different \( R \) in a natural way.
Notations. We define $r^R : \mathbb{R}^d \to \mathbb{R}_+$ as follows. Let $c \in \mathbb{R}^d$. If there exists $u \in (0, +\infty)$ such that $(c, u) \in \Xi$, then such a $u$ is unique and therefore it makes sense to set $r^R(c) = R(u)$. Otherwise, we set $r^R(c) = 0$. We thus can rewrite (6) as follows:

$$\xi^R = \{(c, r^R(c)), c \in \mathbb{R}^d : r^R(c) > 0\}. \quad (7)$$

Representation of a measure. For any finite measure $\nu$ on $(0, +\infty)$, we define an admissible map $R_\nu$ by

$$R_\nu(u) = \sup\{r > 0 : \nu([r, +\infty)) \geq u\}$$

with the convention $R_\nu(u) = 0$ if the set is empty. This admissible map is such that $\nu^{R_\nu} = \nu$. This is a variation on the notion of generalized inverse distribution function.\footnote{Here is a proof of the fact that $R_\nu$ is an admissible map such that $\nu^{R_\nu} = \nu$. The map $R_\nu$ defined by (8) is non-increasing and therefore measurable. As the map moreover takes values in $[0, +\infty)$ and vanishes for $u$ larger than the total mass of $\nu$, $R_\nu$ is an admissible map. The fact that $\nu^{R_\nu} = \nu$ is a consequence of the fact that, for any $r > 0$, we have

$$\{u > 0 : R_\nu(u) \geq r\} = \{u > 0 : u \leq \nu([r, +\infty))\}$$

and thus $\nu^{R_\nu}([r, +\infty)) = \nu([r, +\infty))$. Let us prove the above equality. If $u \leq \nu([r, +\infty))$, then $R_\nu(u) \geq r$ by definition of $R_\nu$. If $u > \nu([r, +\infty))$, then there exists $s \in (0, r)$ such that $u > \nu([s, +\infty))$. In this case, by definition of $R_\nu$, we have $R_\nu(u) \leq s < r$. This ends the proof.}

Domination and coupling. Let $\nu_1$ and $\nu_2$ be two finite measures on $(0, +\infty)$. We say that $\nu_1$ is dominated by $\nu_2$, which we denote by $\nu_1 < \nu_2$, if, for all $r > 0$,

$$\nu_1([r, +\infty)) \leq \nu_2([r, +\infty)).$$

If $\nu_1 < \nu_2$, then $R_{\nu_1} \leq R_{\nu_2}$. The converse is true. If $R_1$ and $R_2$ are two admissible maps such that $R_1 \leq R_2$, then $\nu^{R_1} \leq \nu^{R_2}$.

Let $\nu_1$ and $\nu_2$ be two finite measures on $(0, +\infty)$ such that $\nu_1 < \nu_2$. Using the coupling described above, we can define $\xi_1 := \xi^{R_{\nu_1}}$ and $\xi_2 := \xi^{R_{\nu_2}}$. These are two Poisson point processes driven by $\nu_1$ and $\nu_2$. For short, we write $r_1 := r^{\nu_1}$ and $r_2 := r^{\nu_2}$. We can write

$$\xi_1 = \{(c, r_1(c)), c \in \mathbb{R}^d : r_1(c) > 0\} \text{ and } \xi_2 = \{(c, r_2(c)), c \in \mathbb{R}^d : r_2(c) > 0\}.$$

As $R_{\nu_1} \leq R_{\nu_2}$, we have, for all $c \in \mathbb{R}^d$, $r_1(c) \leq r_2(c)$. This is a consequence of the link between $r_1$ and $R_{\nu_1}$, see above.

1.4.3 Main results

Here is our main result.

**Theorem 3.** Let $R_1, R_2$ and $\hat{R}$ be three admissible maps. Assume

1. $R_1 \leq \hat{R}$ and $R_2 \leq \hat{R}$.
2. $\int_0^\infty \nu^\hat{R}([r, +\infty))^{1/d} dr < \infty$.
3. $\mu(\nu^{\hat{R}}) > 0$.

There exists $C = C(d, \hat{R})$ such that

$$|\mu(\nu^{R_1}) - \mu(\nu^{R_2})| \leq C \int_0^\infty \nu^{R_1 - R_2}([r, +\infty))^{1/d} dr.$$

The following simple consequence is weaker. We estimate that it is worth stating because its statement is simpler as it involves more familiar quantities.

**Corollary 4.** Let $R_1, R_2$ and $\hat{R}$ be three admissible maps. Let $\eta > 0$. Assume

1. $R_1 \leq \hat{R}$ and $R_2 \leq \hat{R}$.\footnote{Here is a proof of the fact that $R_\nu$ is an admissible map such that $\nu^{R_\nu} = \nu$. The map $R_\nu$ defined by (8) is non-increasing and therefore measurable. As the map moreover takes values in $[0, +\infty)$ and vanishes for $u$ larger than the total mass of $\nu$, $R_\nu$ is an admissible map. The fact that $\nu^{R_\nu} = \nu$ is a consequence of the fact that, for any $r > 0$, we have

$$\{u > 0 : R_\nu(u) \geq r\} = \{u > 0 : u \leq \nu([r, +\infty))\}$$

and thus $\nu^{R_\nu}([r, +\infty)) = \nu([r, +\infty))$. Let us prove the above equality. If $u \leq \nu([r, +\infty))$, then $R_\nu(u) \geq r$ by definition of $R_\nu$. If $u > \nu([r, +\infty))$, then there exists $s \in (0, r)$ such that $u > \nu([s, +\infty))$. In this case, by definition of $R_\nu$, we have $R_\nu(u) \leq s < r$. This ends the proof.}
2. \( \int_{0}^{\infty} \hat{\mathcal{R}}(u)^{d+\eta} du < \infty. \)

3. \( \mu(\mathcal{R}) > 0. \)

There exists \( C = C(d, \hat{\mathcal{R}}, \eta) \) such that

\[
|\mu(\mathcal{R}_1) - \mu(\mathcal{R}_2)| \leq C \left( \int_{0}^{\infty} |\mathcal{R}_1(u) - \mathcal{R}_2(u)|^{d+\eta} du \right)^{1/(d+\eta)}.
\]

**Plan of the proof of Theorem 3** Consider two admissible maps \( \mathcal{R}_1, \mathcal{R}_2 \), with \( \mathcal{R}_1 \leq \mathcal{R}_2 \) for instance, and denote for short by \( T_i(s) \) the passage time from 0 to \( B(0, s)^c \) \( (s > 0) \) associated with the point process \( \xi^{\mathcal{R}_i} \), and write \( r_i = r^{\mathcal{R}_i} \). By coupling we get \( T_2(s) \leq T_1(s) \), and looking at the difference of passage time for the two processes along a nicely behaved geodesic \( \pi \) for \( T_2(s) \), we obtain

\[
T_1(s) - T_2(s) \leq 2 \sum_{x \in \pi} (r_2(x) - r_1(x)),
\]

thus

\[
\frac{T_1(s)}{s} \leq \frac{T_2(s)}{s} + 2 \frac{\ell(\pi)}{s} \sum_{x \in \pi} (r_2(x) - r_1(x)) / \ell(\pi),
\]

where \( \ell(\pi) \) is the Euclidean length of \( \pi \), defined as the sum of the Euclidean length of its segments. At this stage, we need two tools:

(i) a control on \( \ell(\pi)/s \): this is given by Theorem 11, this is the main part of the proof, and we obtain roughly speaking the asymptotic upper bound \( \ell(\pi)/s \leq C \) for a constant \( C \) and large enough \( s \).

The plan of the proof of Theorem 11 is given just after its statement.

(ii) a control on \( \sum_{x \in \pi} (r_2(x) - r_1(x))/\ell(\pi) \): it is given by known results on the so called greedy paths (see Corollary 14), and we obtain the asymptotic upper bound \( \sum_{x \in \pi} (r_2(x) - r_1(x))/\ell(\pi) \leq C' \int_{0}^{\infty} \nu^{\mathcal{R}_2 - \mathcal{R}_1}([r, +\infty))^{1/d} dr \) for a constant \( C' \) and large enough \( s \).

Letting \( s \) go to infinity, this gives the desired control on \( |\mu(\mathcal{R}_1) - \mu(\mathcal{R}_2)| \). The hypotheses required in Theorem 3 find their origins in the controls (i) and (ii) described above. These controls must be uniform in the maps \( \mathcal{R}_i \), thus a domination by a map \( \hat{\mathcal{R}} \) is required. Step (i) is a control on the length of a geodesic: it is not surprising that it requires to consider models in the subcritical regime of first passage percolation, i.e., such that \( \mu(\hat{\mathcal{R}}) > 0 \) (see the remark below the statement of Theorem 11 for more details). Step (ii) makes use of results on greedy paths, that require the greedy condition \( \int_{0}^{\infty} \nu^\mathcal{R}([r, +\infty))^{1/d} dr < \infty \) to hold.

The following result is also a corollary of Theorem 3.

**Theorem 5.** Let \( \mathcal{R}_\infty \) and \( \hat{\mathcal{R}} \) be two admissible maps. Let \( (\mathcal{R}_n)_n \) be a sequence of admissible maps. Assume

1. For all \( n \in \mathbb{N} \cup \{\infty\} \), \( \mathcal{R}_n \leq \hat{\mathcal{R}}. \)

2. \( \int_{0}^{\infty} \nu^\mathcal{R}([r, +\infty))^{1/d} dr < \infty. \)

3. \( \mathcal{R}_n \) converges almost everywhere (with respect to the Lebesgue measure) to \( \mathcal{R}_\infty. \)

Then

\[
\lim_{n \to \infty} \mu(\mathcal{R}_n) = \mu(\mathcal{R}_\infty).
\]

**Plan of the proof of Theorem 5** It can be divided into two parts that are, roughly speaking, the upper bound \( \limsup \mu(\mathcal{R}_n) \leq \mu(\mathcal{R}_\infty) \), and the lower bound \( \liminf \mu(\mathcal{R}_n) \geq \mu(\mathcal{R}_\infty). \) The proof of the upper bound is the easy part, and relies on the definition of the time constant as an infimum. The proof of the lower bound is the most delicate part. It is trivial when \( \mu(\mathcal{R}_\infty) = 0. \) Otherwise, it is a consequence of Theorem 3.

We state as a corollary a special case of Theorem 5. We denote by \( \mathbb{P}_X \) the distribution of a random variable \( X. \)
Corollary 6. Let $R_\infty$ and $\hat{R}$ be two positive random variables. Let $(R_n)_n$ be a sequence of positive random variables. Let $\lambda_\infty, (\lambda_n)_n$ be positive real numbers. Assume

1. For all $n \in \mathbb{N} \cup \{\infty\}$, $\mathbb{P}^{R_n}$ is dominated by $\mathbb{P}^{\hat{R}}$.
2. $\int_0^\infty (\mathbb{P}[\hat{R} \geq r])^{1/d} \, dr < \infty$.
3. $P^{R_n}$ converges weakly to $P^{R_\infty}$.
4. $\lim_{n \to \infty} \lambda_n = \lambda_\infty$.

Then

$$\lim_{n \to \infty} \mu(\lambda_nP^{R_n}) = \mu(\lambda_\infty P^{R_\infty}).$$

1.5 Organization of the paper

In Section 2.1 we gather vocabulary and known results concerning greedy paths (see step (ii) in the plan of the proof of Theorem 3 above). In Section 2.2 we obtain some uniform controls on the length of a geodesic (see step (i)). This is the main part of the proof and we believe that some of the results are of independent interest. In Section 3 we prove Theorem 3, Corollary 4, Theorem 5 and Corollary 6.

2 Control on the length of a good geodesic

2.1 Regular paths, good paths, geodesics

Framework and conventions. Let $\nu$ be a finite measure on $(0, +\infty)$. Let $\xi$ be a Poisson point process driven by $\nu$ (see Section 1.1). As usual, we write $\xi = \{(c, r(c)), c \in \chi\}$ where $\chi$ is the projection of $\xi$ on $\mathbb{R}^d$.

We will define several objects depending on $\xi$. In some parts of the paper, we will deal simultaneously with several such point processes. In these cases, we will write for example "$\xi$-good" instead of "good", "$T(a, b; \xi)$" instead of "$T(a, b)$" and so on. In some part of the proofs, we will shorten such notations and write for example $T_n^+(a, b)$ instead of $T(a, b; \xi_n^+)$, $\hat{T}(a, b)$ instead of $T(a, b; \hat{\xi})$ and so on. Each time we abbreviate the notations in this way, we will explicitly mention it.

Regular paths. We say that a path $\pi = (x_0, \ldots, x_n)$ is regular if, for all $i \in \{1, \ldots, n-1\}$, $x_i$ belongs to $\chi$. Note that we do not require anything about $x_0$ and $x_n$.

Local travel times. Let $\pi = (x_0, \ldots, x_n)$ be a path. For any $i \in \{1, \ldots, n-1\}$, we define

$$Z^-_i(\pi) = [x_{i-1}, x_i] \cap B(x_i, r(x_i))$$

and

$$Z^+_i(\pi) = [x_i, x_{i+1}] \cap B(x_i, r(x_i)).$$

(9)

(see Figure 1). We also set $Z^+_0(\pi) = Z^-_n(\pi) = \emptyset$.

We define a new travel time by

$$\tilde{\tau}(\pi) = \sum_{i=1}^n \ell \left( [x_{i-1}, x_i] \setminus (Z^-_{i-1}(\pi) \cup Z^-_i(\pi)) \right).$$

In words, this is the time needed for a walker to travel along $\pi$ if it travels at speed 1 outside $Z(\pi)$ and at speed infinite inside $Z(\pi)$.
Lemma 7. If \( \tau \) is a path, then \( \bar{\tau}(\tau) \geq \tau(\tau) \). If moreover \( \tau \) is \( \xi \)-good, then \( \bar{\tau}(\tau) = \tau(\tau) \).

Proof. The inclusion \( Z(\tau) \subseteq \Sigma \) always holds by definition of \( Z(\tau) \). Therefore
\[
\bar{\tau}(\tau) \subseteq \tau(\tau).
\]

When \( \tau \) is a good path, the previous inclusion is an equality by definition of good paths. The proof then follows by definition of \( \tau \) and \( \bar{\tau} \).

Good paths. Let \( \tau = (x_0, \ldots, x_n) \) be a path. We say that \( \tau \) is a good path if the following conditions are fulfilled:

1. For all \( i \in \{1, \ldots, n-1\} \), \( x_i \) belongs to \( \chi \). In other words, \( \tau \) is regular.
2. For all \( i \in \{1, \ldots, n\} \), \( [x_{i-1}, x_i] \cap (\Sigma^+ \cup \Sigma^-) = [x_{i-1}, x_i] \cap \Sigma \).

Lemma 8. Let \( \nu \) be a finite measure on \((0, +\infty)\) satisfying the moment condition \(^3\). For any \( r > 0 \), with probability one, there exists a good geodesic from \( 0 \) to \( S(0, r) \).

To prove Lemma 8 we need the following intermediate lemma.

Lemma 9. Let \( A \) and \( B \) be two compact subsets of \( \mathbb{R}^d \). Let \( \xi^f \) be a finite subset of \( \mathbb{R}^d \times (0, +\infty) \). There exists a path \( \pi \) from \( A \) to \( B \) such that \( \bar{\tau}(\pi; \xi^f) = T(A, B; \xi^f) \).

Proof. Let \( \Sigma^f \) denote the union of all the balls \( B(c, r) \) for \( (c, r) \in \xi^f \). Let \( V \) be the set of connected components of \( \Sigma^f \). Define \( V' \) as the union of \( V \) and \( \{A, B\} \). The set \( V' \) is finite. We consider the complete graph whose vertices set is \( V' \). The length of an edge between any \( C, C' \) in \( V' \) is defined as the Euclidean distance \( d(C, C') \) between \( C \) and \( C' \). We consider the natural associated geodesic distance \( d_G \) on the graph. Let us prove the equality
\[
T(A, B; \xi^f) = d_G(A, B) \tag{10}
\]

and the existence of a path \( \pi \) such that \( \bar{\tau}(\pi; \xi^f) = T(A, B; \xi^f) \).

We first prove the inequality \( T(A, B; \xi^f) \geq d_G(A, B) \). Let \( \pi \) be a path from \( A \) to \( B \). We see \( \pi \) as a curve \([0, \ell(\pi)] \to \mathbb{R}^d\) parametrized by arc-length. Let \( (C(1), \ldots, C(n-1)) \) be the finite sequence of

\(^3\)The definition makes sense because of the following facts.
- The set \( V \) is finite.
- The sets \( \pi^{-1}(C), C \subseteq V \) are disjoint.
- For each \( C \subseteq V \), the set \( \pi^{-1}(C) \) is the union of finite number of intervals.
elements of $V$ successively visited by $\pi$. Set $C(0) = A$ and $C(n) = B$. Thus, $(C(0), \ldots, C(n))$ is a sequence of elements of $V'$. For any $i \in \{0, \ldots, n-1\}$, some part (possibly empty) of $\pi$ goes from $C(i)$ to $C(i+1)$ without touching $\Sigma^f$. The travel time of this part of $\pi$ is at least $d(C(i), C(i+1))$ and thus
\[
\tau(\pi; \xi^f) \geq \sum_{i=0}^{n-1} d(C(i), C(i+1)) \geq d_G(A, B).
\]

Therefore
\[
T(A, B; \xi^f) \geq d_G(A, B). \tag{11}
\]

We now build a path $\pi$ such that
\[
\tau(\pi; \xi^f) \leq d_G(A, B). \tag{12}
\]

Let $(C_0 = A, C(1), \ldots, C(n) = B)$ be a sequence of distinct vertices of $V'$ such that
\[
d_G(A, B) = \sum_{i=0}^{n-1} d(C(i), C(i+1)).
\]

If $n = 1$ we set $\pi = (a, b)$ where $a \in A$ and $b \in B$ are such that $\|b - a\| = d(A, B)$. The conclusion is then straightforward. Henceforth we assume $n \geq 2$. The path $\pi$ is obtained by a natural concatenation of paths of the following kinds. We refer to the figure 2 for an example.

![Figure 2: Construction of the path $\pi$ from $A$ to $B$ - the travel time $\tau(\pi, \xi^f)$ of $\pi$ is equal to the Euclidean length of the parts of $\pi$ that are in solid line.](image)

1. Let $C \in V$. This is a connected component of $\Sigma^f$. We can write $C = \bigcup_{(c, r) \in \xi^C} B(c, r)$ where $\xi^C$ is a subset $\xi^f$. For any distinct $(c, r), (c', r') \in \xi^C$ there exists a sequence $(c, r) = (c_0, r_0), \ldots, (c_k, r_k) = (c', r')$ of elements of $\xi^C$ such that $\tau((c_0, \ldots, c_k), \xi^f) = 0$. Indeed, it suffices to consider a sequence in which each ball $B(c_i, r_i)$ touches the ball $B(c_{i+1}, r_{i+1})$.

2. Let $C$ and $C'$ be two distinct elements of $V$. As before, write $C = \bigcup_{(c, r) \in \xi^C} B(c, r)$ and $C' = \bigcup_{(c, r) \in \xi^{C'}} B(c, r)$ where $\xi^C, \xi^{C'} \subset \xi^f$. There exists $(c, r) \in \xi^C$ and $(c', r') \in \xi^{C'}$ such that
\[
\tau((c, r); \xi^f) \leq d(C, C'). \tag{13}
\]

Indeed, there exists $x \in C$ and $x' \in C'$ such that $\|x - x'\| = d(C, C')$. Then, there exists $(c, r) \in \xi^C$ and $(c', r') \in \xi^{C'}$ such that $x \in S(c, r)$ and $x' \in S(c', r')$. Note that $x$ and $x'$ belong to the line segment $[c, c']$. Actually, $[c, c'] \setminus (B(c, r) \cup B(c', r')) = [x, x']$ and therefore $[13]$ holds.

3. Let $C \in V$ and $K$ be either $A$ or $B$. As before, write $C = \bigcup_{(c, r) \in \xi^C} B(c, r)$ where $\xi^C \subset \xi^f$.

(a) If $C \cap K$ is not empty, consider some $z \in C \cap K$. There exists $(c, r) \in \xi^C$ such that $z \in B(c, r)$. If $c = z$ consider the path $\pi' = (c)$. Otherwise consider the path $\pi' = (z, c)$. In any case, $\tau(\pi'; \xi^f) = 0 = d(K, C)$. 
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Lemma 10. Let $\nu$ be a finite measure on $[0, +\infty)$ satisfying the moment condition \footnote{Let indeed $\pi$ be a path from $0$ to $S(0, r)$. We see it as a parametrized curve. We stop the path at its first intersection with $S(0, r)$. We thus get a path $\pi'$ from $0$ to $S(0, r)$ which is entirely inside $B(0, r)$ and such that $T(\pi') \leq T(\pi)$.}. Let $a, b \in \mathbb{R}^d$. Let $\pi$ be a path from $a$ to $b$. There exists a path $\pi'$ from $a$ to $b$ such that $T(\pi') \leq T(\pi)$.

Proof. We see $\pi$ as a curve parametrized by arc-length $\pi : [0, \ell(\pi)] \to \mathbb{R}^d$ and denote by $\pi$ its image in $\mathbb{R}^d$. This is a compact set. The travel time $\tau(\pi)$ only depends on random balls which touches $\pi$. Thus $\tau(\pi; \xi) = \tau(\pi; \xi')$ where

\[
(\xi', \xi) = \{ (c, r) \leq d(\pi, C) \}.
\]

Let us prove it. There exists $z \in K$ and $x \in \overline{C}$ such that $d(K, C) = ||x - z||$. Then, as above, there exists $(c, r) \in \xi^C$ such that $x \in S(c, r)$ and $[z, c] \setminus B(c, r) = [z, x]$ (here we need $C \cap K = \emptyset$) and thus (14).

Concatenating paths, we get a path $\pi$ satisfying (12).

From (11), (12) and Lemma 7 we get

\[
d_C(A, B) \leq T(A, B; \xi^I) \leq \tau(\pi; \xi^I) \leq \tilde{\tau}(\pi; \xi^I) \leq d_C(A, B).
\]

Therefore all inequalities are equalities and in particular $\tilde{\tau}(\pi; \xi^I) = T(A, B; \xi^I)$.

We can now prove the existence of a good geodesic from 0 to $S(0, r)$ almost surely.

Proof of Lemma 8. By definition,

\[
T(0, S(0, r)) = \inf_{\pi} T(0, S(0, r); \xi^I)
\]

where $\pi$ is the set of paths from 0 to $S(0, r)$. We can furthermore assume that the paths are entirely inside $B(0, r)$. But for any such path $\pi$, the travel time $\tau(\pi)$ only depends on random balls which touches $B(0, r)$. Thus $T(0, S(0, r); \xi) = T(0, S(0, r); \xi^I)$ where

\[
\xi^I = \{ (c, s) \in \xi : B(c, s) \cap B(0, r) \neq \emptyset \}.
\]

But as $\nu$ satisfies (1) the set $\xi^I$ is almost surely finite. Therefore, by Lemma 2 there exists a $\xi^I$-good geodesic $\pi^I$ from 0 to $S(0, r)$. As a consequence,

\[
T(0, S(0, r); \xi) = T(0, S(0, r); \xi^I)
\]

\[\geq \tilde{\tau}(\pi^I; \xi^I) \text{ as } \pi^I \text{ is a } \xi^I \text{-good geodesic}
\]

\[\geq \tau(\pi^I; \xi) \text{ as } \xi^I \text{ is a } \xi^I \text{-good geodesic}
\]

\[\geq \tau(\pi^I; \xi) \text{ by Lemma 7}
\]

\[\geq T(0, S(0, r); \xi) \text{ by definition of } T(0, S(0, r); \xi).
\]

Therefore all the inequalities are equalities. From $\tau(\pi^I; \xi) = T(0, S(0, r); \xi)$ we deduce that $\pi^I$ is a geodesic from 0 to $S(0, r)$. The fact that $\pi^I$ is almost surely a $\xi$-good path is a consequence of the equality $\tilde{\tau}(\pi^I; \xi) = \tau(\pi^I; \xi)$, and can be proved as follows. On a probability one event, the random balls $B(c, s)$ with $(c, s) \in \xi^I$ are pairwise non tangent, and none of them is neither tangent to $S(0, r)$. We work on this full probability event. Write $\pi^I = (x_0, \ldots, x_n)$. Since $\pi^I$ is $\xi^I$-regular it is also $\xi$-regular. Suppose that $\pi^I$ is not $\xi$-good. Then there exists $i \in \{1, \ldots, n\}$ such that $[x_{i-1}, x_i] \cap \left( Z^+_1(\pi) \cup Z^-_1(\pi) \right) \neq [x_{i-1}, x_i] \cap \Sigma$. As the first set is included in the second set, this implies that $\Sigma \cap I$ is non empty where $I = [x_{i-1}, x_i] \setminus (Z^+_1(\pi) \cup Z^-_1(\pi))$. Therefore $I$ is non empty and, on our full probability event, this implies that $I$ is an interval of positive length. As $\Sigma$ is open this implies that the length of $\Sigma \cap I$ is positive. Therefore, $\tilde{\tau}(\pi^I) \text{ is a contradiction. This concludes the proof.}$
But as \( \nu \) satisfies \( 1 \), the set \( \xi^f \) is almost surely finite. Therefore, by Lemma \( 9 \) there exists a \( \xi^f \)-good geodesic \( \tilde{\pi} \) from \( a \) to \( b \). As a consequence,

\[
\tau(\pi; \xi) = \tau(\pi; \xi^f) \\
\geq T(a; b; \xi^f) \\
= \tilde{\tau}(\tilde{\pi}; \xi^f) \text{ as } \tilde{\pi} \text{ is a } \xi^f \text{-good geodesic} \\
\geq \tilde{\tau}(\tilde{\pi}; \xi) \quad \text{as } \xi^f \subset \xi.
\]

The lemma is proven.

We will need to study geodesics and travel time of geodesics. Thanks to Lemma \( 8 \) we can work with good geodesics. For good geodesics, thanks to Lemma \( 7 \), the travel time \( \tau \) is equal to the local travel time \( \tilde{\tau} \). We can thus work with local travel times and local travel times are easier to handle.

**2.2 Main result**

**Statement.** The main result of Section 2 is the following one.

**Theorem 11.** Let \( \tilde{\nu} \) be a finite measure on \( (0, +\infty) \) satisfying the greedy condition \( 3 \). Assume \( \mu(\tilde{\nu}) > 0 \). There exists \( C = C(d, \tilde{\nu}) \) such that the following holds. Let \( \nu \preceq \tilde{\nu} \) be a measure on \( (0, +\infty) \). Let \( \xi \) be a Poisson point process driven by \( \nu \). Then, almost surely,

\[
\limsup_{s \to \infty} \left[ \sup \left\{ \frac{\ell(\pi)}{s}, \pi \text{ is a } \xi \text{-good geodesic from } 0 \text{ to } S(0, s) \right\} \right] \leq C.
\]

**Remark on the hypothesis** \( \mu(\tilde{\nu}) > 0 \). We want to enlighten the fact that the condition \( \mu(\tilde{\nu}) > 0 \) appearing in Theorem 11 is quite natural. For that purpose, let us say a few words about the classical model of first-passage percolation on \( \mathbb{Z}^d \). In this model, a time constant \( \mu \) can also be defined by subadditivity (see for instance \( 1 \) for a review on the subject), and it is known that \( \mu > 0 \) if and only if \( F(\{0\}) < p_c(d) \), where \( F \) denotes the distribution of the passage times associated with the edges of \( \mathbb{Z}^d \), and \( p_c(d) \) is the critical parameter of i.i.d. bond Bernoulli percolation on \( \mathbb{Z}^d \). The length \( L_n \) of a geodesic between 0 and \( ne_1 = (n, 0, \ldots, 0) \) in this model have been studied separately in the three following cases:

- \( F(\{0\}) < p_c(d) \), i.e., \( \mu > 0 \) : in this case, it has been proved by Kesten in \( 9 \) that \( L_n \) is a most of order \( Cn \) for some constant \( C = C(d, F) \).

- \( F(\{0\}) > p_c(d) \) : then \( \mu = 0 \), and some subadditivity can be recovered for a variant of \( L_n \). This allowed Zhang and Zhang \( 14 \) to prove that \( L_n/n \) converges a.s. and in \( L^1 \) to some constant \( C' = C'(d, F(\{0\})) \) when \( n \) goes to infinity in this setting (see also \( 13 \) for an improvement of the previous result).
• $F(\{0\}) = p_\epsilon(d) :$ then $\mu = 0$ also but it is believed that $L_n$ is superlinear in $n$. Only partial results of this type are rigorously proved, see for instance Damron and Tang’s paper [3] that proves indeed the superlinearity of $L_n$ in $n$ in dimension 2.

We also refer to the paper by Bates [2] for recent developments on the subject. Let us go back to the continuous model of first-passage percolation we are studying here. Theorem 11 requires the same kind of hypothesis as Kesten’s result, i.e., the underlying Boolean model must be subcritical. Kesten’s proof is indeed a source of inspiration we widely use here. The study of the supercritical case (i.e., when the underlying Boolean model is supercritical) should be accessible but quite different, whereas the study of the critical case is expected to be much more delicate.

Plan of the proof. For some $\rho > 0$, write
\[
\frac{\ell(\pi)}{s} = \frac{\ell(\pi)}{\ell(\pi_\rho) \tau(\pi)} \frac{\tau(\pi)}{s}
\]
where $\pi_\rho$ is the $\rho$-skeleton of $\pi$. We prove an upper bound for each of the three factors.

• Upper bound for $\ell(\pi)/\ell(\pi_\rho)$. In Proposition 15 we give a crude upper bound of the factor $\ell(\pi)/\ell(\pi_\rho)$. The idea is the following. Let $\pi_\rho = (a_0, \ldots, a_k)$ be the $\rho$-skeleton of a path $\pi$. Note that the distance between any two points of any ball or radius $\rho$ is at most $2 \rho$. Therefore, we can check that the length of $\pi$ is at most
\[
2 \rho N(a_0, \ldots, a_k) + 2(k + 1) \rho
\]
where $N(a_0, \ldots, a_k)$ is the number of points of $\chi \cap \bigcup_i B(a_i, \rho)$. As $\ell(\pi_\rho) = k \rho$, we have
\[
\frac{\ell(\pi)}{\ell(\pi_\rho)} \leq 2 \frac{k + 1}{k} + 2 \frac{N(a_0, \ldots, a_k)}{k}
\]
and it remains to control the behavior of the supremum of $N(a_0, \ldots, a_k)/k$ over all $\rho$-skeleton $(a_0, \ldots, a_k)$ when $k$ tends to infinity.

• Upper bound on $\ell(\pi_\rho)/\tau(\pi)$. Equivalently, we need to provide a good lower bound for its inverse
\[
\frac{\tau(\pi)}{\ell(\pi_\rho)}.
\]
This is the core of the proof. This is achieved in Proposition 21. Recall that the points $a_i$ of the skeleton $\pi_\rho = (a_0, \ldots, a_k)$ are points of $\pi$. We can thus think of $\pi$ as a union of subpaths: $\gamma^0$ the subpath of $\pi$ from $a_0$ to $a_1$, $\gamma^1$ the subpath of $\pi$ from $a_1$ to $a_2$ and so on. As moreover $\ell(\pi_\rho) = k \rho$, we can write
\[
\frac{\tau(\pi)}{\ell(\pi_\rho)} = \sum_{i=0}^{k} \frac{\tau(\gamma^i)}{k \rho} = \frac{1}{k} \sum_{i=0}^{k} \frac{\tau(\gamma^i)}{\rho}.
\]
But each $\gamma^i$ (except $\gamma^k$) is a path between two points at distance $\rho$ from each other. Therefore one can hope to prove that $\tau(\gamma^i)/\rho$ is roughly at least the time constant $\mu$. The basic plan to prove such a result is to use BK inequality. However, one can only use BK inequality if the $\tau(\gamma^i)$ use distinct balls of the Boolean model. But this is not the case for several reasons, the most important one being the existence of very large balls which touch several $\gamma^i$. We thus have to deal with large balls before being able to use BK inequality. This is achieved by bounding the influence of large balls by some greedy paths estimates. This reduction of Proposition 24 to BK inequality and greedy paths estimates is performed in Proposition 16.

• Upper bound on $\tau(\pi)/s$. This is the easiest part. Recall that $\pi$ is a geodesic from 0 to $S(0, s)$. Therefore $\tau(\pi)/s = T(0, S(0, s))/s$ and thus converges to the time constant $\mu$ by Theorem 1.
A by product of the proof: control of the length of the skeleton of a good geodesic. As a consequence of Items 2 and 3 of the plan, we obtain the following result which we believe is of independent interest.

**Theorem 12.** Let \( \nu \) be a finite measure on \( (0, +\infty) \) satisfying the greedy condition \( (3) \). Let \( \xi \) be a Poisson point process driven by \( \nu \). Assume \( \mu(\nu) > 0 \). For all \( \varepsilon > 0 \) there exists \( \rho_0 = \rho_0(\nu, \varepsilon, d) \) such that, for all \( \rho \geq \rho_0 \), almost surely,

\[
\limsup_{s \to \infty} \sup \left\{ \frac{\ell(\pi_\rho)}{s}, \pi \text{ is a good geodesic from 0 to } S(0, s) \right\} \leq 1 + \varepsilon.
\]

For any geodesic \( \pi \) from 0 to \( S(0, s) \),

\[
\frac{\ell(\pi_\rho)}{s} \geq s - \rho s = 1 - \rho s.
\]

Therefore, by Theorem 12 for all \( \rho \) large enough, almost surely, for all \( s \) large enough,

\[
\frac{\ell(\pi_\rho)}{s} \approx 1 \quad \text{for any good geodesic} \quad \pi \text{ from 0 to } S(0, s).
\]

Note that this is stronger than simply saying that \( \pi \) is close to a segment after normalization by the distance between its extremities.

The result is not surprising. Here is a heuristic (we rephrase Item 2 and Item 3 of the plan above). Let \( \pi \) be a geodesic from 0 to \( S(0, s) \). Denote by \( (a_0, \ldots, a_k) \) its \( \rho \)-skeleton and decompose accordingly \( \pi \) in subpaths \( \pi_0, \ldots, \pi_k \) as in the second item of the plan. Then one can expect

\[
\mu_s \approx \tau(\pi) \quad \text{because} \quad \pi \text{ is a geodesic between 0 and } S(0, s)
\]

\[
= \sum_{i=0}^{k} \tau(\pi^i)
\]

\[
= \sum_{i=0}^{k-1} T(a_i, a_{i+1}) + \tau(\pi^k) \quad \text{because each } \tau(\pi^i) \text{ is a geodesic}
\]

\[
\approx \sum_{i=0}^{k-1} \rho \mu \quad \text{as } \rho \text{ is large}
\]

\[
= \mu \ell(\pi_\rho).
\]

From \( \mu_s \approx \mu(\pi_\rho) \) we get \( s \approx \ell(\pi_\rho) \). The difficulty is in \( (16) \) and is mainly due to large balls which induce long range dependence, as explained with more details in the plan of the proof of Theorem 11.

**Organization of the remaining of Section 2.** Section 2.3 is devoted to greedy paths. In Section 2.4 we prove Proposition 15. This is Item 1 of the plan of the proof of Theorem 11. In Section 2.5 we prove Proposition 16. This is the first step of Item 2 of the plan. We relate \( \tau(\pi)/\ell(\pi_\rho) \) to a quantity \( T^\square \) amenable to the use of BK inequality and to a quantity related to greedy paths. In Section 2.6 we study \( T^\square \). In Section 2.7 we prove Proposition 24 which gives a lower bound on \( \tau(\pi)/\ell(\pi_\rho) \). This ends Item 2 of the plan. In Section 2.8 we finally prove Theorem 11 and Theorem 12.

### 2.3 Greedy paths

Let \( \nu \) be a finite measure on \( (0, +\infty) \). Let \( \xi \) be a Poisson point process on \( \mathbb{R}^d \times (0, +\infty) \) with intensity measure \( dc \times \nu(dr) \). As before, we write

\[
\xi = \{(c, r(c)), c \in \chi\}.
\]

If \( \pi = (x_0, \ldots, x_n) \) is a path we set

\[
r(\pi) = r(\pi; \xi) = \sum_{i=0}^{n} r(x_i) \quad \text{and} \quad \ell(\pi) = \sum_{i=1}^{n} \| x_i - x_{i-1} \|.
\]

We also set

\[
G = G(\xi) = \sup_{\pi: 0 \to s} \frac{r(\pi)}{\ell(\pi)}
\]
where the supremum is taken over all paths \( \pi = (x_0, \ldots, x_n), n \geq 1, \) such that \( x_0 = 0. \) If moreover \( s > 0, \) we write
\[
G(s) = G(s; \xi) = \sup_{\pi, 0 \rightarrow s, \pi \notin B_s(0, s)} \frac{r(\pi)}{\ell(\pi)}
\]
where the supremum is taken over all paths \( \pi = (x_0, \ldots, x_n), n \geq 1, \) such that \( x_0 = 0 \) and at least one of the \( x_i \) is outside the open ball \( B_s(0, s) \) As \( G \) is non-increasing in \( s, \) we can define
\[
G(\infty) = G(\infty; \xi) = \lim_{s \to \infty} G(s).
\] (17)

**Theorem 13** ([8]). Let \( \nu \) be a finite measure on \((0, +\infty). \) There exists a constant \( C = C(d) \) such that
\[
\mathbb{E}(G) \leq C \int_{(0, +\infty)} \nu([r, +\infty))^1/d dr.
\]

This is a consequence of (11) in [8] and Lemma 2.1 in the same article. Note that the results require the assumption \( d \geq 2. \) The result is the analogue in the continuous setting of a result by Martin [11] in the discrete setting.

**Corollary 14.** Let \( \nu \) be a finite measure on \((0, +\infty). \) Then \( G(\infty) \) is constant almost surely. Moreover, there exists a constant \( C = C(d) \) such that
\[
G(\infty) \leq C \int_{(0, +\infty)} \nu([r, +\infty))^1/d dr.
\]

**Proof.** For any \( r > 0, \) we have \( G(\infty; \xi) = G(\infty; \xi \cap B(0, r)^c \times (0, +\infty)). \) Therefore, by 0-1 law, \( G(\infty; \xi) \) is almost surely constant. Therefore, using \( G(\infty) \leq G \) and Theorem 13, we get a constant \( C = C(d) \) such that
\[
G(\infty) = \mathbb{E}(G(\infty)) \leq \mathbb{E}(G) \leq C \int_{(0, +\infty)} \nu([r, +\infty))^1/d dr.
\]
The corollary is proven. \( \square \)

## 2.4 Upper bound on \( \ell(\pi)/\ell(\pi_\rho) \)

The aim of Section 2.4 is to prove the following result.

**Proposition 15.** Let \( \lambda > 0. \) Let \( \chi \) be a Poisson point process on \( \mathbb{R}^d \) with intensity \( \lambda \) times the Lebesgue measure. There exists \( C = C(d) \) such that, for any \( \rho > 0, \)
\[
\lim_{k \to \infty} \left[ \sup \left\{ \frac{\ell(\pi)}{\ell(\pi_\rho)}, \pi \text{ a } \chi\text{-regular path from } 0 \text{ such that } \ell(\pi_\rho) \geq k\rho \right\} \right] \leq \max(1, \lambda \rho^d)C.
\]

Note that \( \ell(\pi)/\ell(\pi_\rho) \) is always greater or equal to 1. Therefore the upper-bound cannot be of the form \( \lambda \rho^d C. \) Recall that we very quickly sketched the proof when announcing the plan of the proof of Theorem 11.

**Proof.** By scaling, it is sufficient to prove the result when \( \rho = 1. \) We henceforth assume \( \rho = 1 \) and aim at showing the existence of \( C = C(d) \) such that
\[
\lim_{k \to \infty} \left[ \sup \left\{ \frac{\ell(\pi)}{\ell(\pi_1)}, \pi \text{ a } \chi\text{-regular path from } 0 \text{ such that } \ell(\pi_1) \geq k \right\} \right] \leq \max(1, \lambda)C.
\]
Using the standard coupling, we get that the left hand-side is non-decreasing in \( \lambda. \) It is therefore sufficient to prove the result when \( \lambda \geq 1. \) We henceforth assume \( \lambda \geq 1 \) and aim at showing the existence of \( C = C(d) \) such that
\[
\lim_{k \to \infty} \left[ \sup \left\{ \frac{\ell(\pi)}{\ell(\pi_1)}, \pi \text{ a } \chi\text{-regular path from } 0 \text{ such that } \ell(\pi_1) \geq k \right\} \right] \leq \lambda C.
\]
Let \( \pi = (x_0, \ldots, x_n) \) be a regular path such that \( x_0 = 0 \). Write \( \pi_1 = (a_0, \ldots, a_k) \) and assume \( \ell(\pi_1) = k \geq 1 \). For each \( j \in \{1, \ldots, k\} \), write
\[
\gamma^j = (y_0^j, \ldots, y_{n(j)}^j)
\]
for the subpath of \( \pi \) between \( a_{j-1} \) and \( a_j \) and
\[
\gamma^{k+1} = (y_0^{k+1}, \ldots, y_{n(k+1)}^{k+1})
\]
for the subpath of \( \pi \) after \( a_k \). With this notations,
\[
\ell(\pi) = \sum_{j=1}^{k+1} \sum_{i=1}^{n(j)} \| y_i^j - y_{i-1}^j \|.
\] (18)
For any \( j \in \{1, \ldots, k+1\} \) and any \( i \in \{1, \ldots, n(j)\} \),
\[
\| y_i^j - y_{i-1}^j \| \leq 2
\]
(recall \( \rho = 1 \)) as both points belong to the same ball of radius 1. The points of the family
\[
\{y_i^j\}_{j \in \{1, \ldots, k+1\} \text{ and } i \in \{1, \ldots, n(j)\}}
\]
are distinct points of \( \chi \). Moreover any such \( y_i^j \) belongs to \( B(y_0^j, 1) = B(a_{j-1}, 1) \). The number of term of the sum is therefore bounded by
\[
\text{card}(\chi \cap S(a_0, \ldots, a_k)) + k + 1
\]
where
\[
S(a_0, \ldots, a_k) = \bigcup_{j=0}^{k} B(a_j, 1).
\]
As a consequence,
\[
\ell(\pi) \leq 2k + 2 + 2\text{card}(\chi \cap S(a_0, \ldots, a_k)).
\]
On the other hand,
\[
\ell(\pi_\rho) = k.
\]
Therefore, it remains to prove the existence of a constant \( C_1 = C_1(d) \) such that
\[
\limsup_{k \to \infty} \left[ \sup \left\{ \frac{\text{card}(\chi \cap S(a_0, \ldots, a_k))}{k}, (a_0, \ldots, a_k) \text{ is a 1-skeleton from } 0 \right\} \right] \leq \lambda C_1.
\] (19)
Let \( \kappa = \kappa(d) \geq 1 \) such that \( B(a, \kappa) \cap B(b, \kappa) \cap \mathbb{Z}^d \neq \emptyset \) for any \( a, b \in \mathbb{R}^d \) satisfying \( \|a - b\| = 1 \). Let \( (a_0, \ldots, a_k), k \geq 1, \) be a 1-skeleton from 0. Define
\[
S'(a_0, \ldots, a_k) = \bigcup_{j=0}^{k} B(a_j, \kappa)
\]
and
\[
A(a_0, \ldots, a_k) = \{ x \in \mathbb{Z}^d : S'(a_0, \ldots, a_k) \cap (x + [-1/2, 1/2]^d) \neq \emptyset \}.
\]
We have
\[
S(a_0, \ldots, a_k) \subset S'(a_0, \ldots, a_k) \subset \bigcup_{x \in A(a_0, \ldots, a_k)} (x + [-1/2, 1/2]^d)
\]
and therefore
\[
\text{card}(\chi \cap S(a_0, \ldots, a_k)) \leq \text{card} \left( \chi \cap \bigcup_{x \in A(a_0, \ldots, a_k)} (x + [-1/2, 1/2]^d) \right).
\]
The random variable on the right hand-side is a Poisson random variable of parameter $\lambda \text{card}A(a_0, \ldots , a_k)$. The set $A(a_0, \ldots , a_k)$ contains 0 and is a connected subset of $\mathbb{Z}^d$ for the usual graph structure on $\mathbb{Z}^d$. Indeed, $B(a_j, \kappa) \cap \mathbb{Z}^d$ is connected for any $j \in \{0, \ldots , k\}$ and $B(a_j, \kappa) \cap B(a_j, \kappa) \cap \mathbb{Z}^d \neq \emptyset$ for any $j \in \{1, \ldots , k\}$. In other words, $A(a_0, \ldots , a_k)$ is an animal of $\mathbb{Z}^d$. Moreover, its cardinality is at most $C_2 k$ for some constant $C_2 = C_2(d)$. Let us denote by $A_m$ the set of animals of $\mathbb{Z}^d$ (i.e., connected subsets of $\mathbb{Z}^d$ containing 0) of cardinality at most $m$. By the previous remarks we get, for any fixed $k \geq 1$, 

$$\sup \{\text{card} (\chi \cap S(a_0, \ldots , a_k)), (a_0, \ldots , a_k) \text{ is a 1– skeleton from 0}\}$$

$$\leq \sup_{A \in A_{C_2 k}} \text{card} \left( \chi \cap \bigcup_{x \in A} (x + [-1/2, 1/2]^d) \right).$$

There exists a constant $C_3 = C_3(d)$ such that, for all $m \geq 1$,

$$\text{card} A_m \leq C_3^m.$$
In words, this is the infimum of the sum over \( j \) of the travel times from \( a_{j-1} \) to \( a_j \) where one is not allowed to use the same ball of the Boolean model for two different \( j \).

For any \( r_0 > 0 \) we set
\[
\xi^{> r_0} = \{ (c, r(c)), c \in \chi \text{ such that } r(c) > r_0 \}.
\]

We will freely use this kind of notation for different point processes.

The aim of Section 2.5 is to prove the following result. We couple the two point processes as explained in the paragraph 'Domination and coupling' of Section 1.4.2.

**Proposition 16.** Let \( \nu \) and \( \nu' \) be two finite measures on \((0, +\infty)\). We assume that \( \nu \) is dominated by \( \nu' \). Let \( \xi \) and \( \hat{\xi} \) be two coupled Poisson point processes driven by \( \nu \) and \( \nu' \). Let \( \rho, \delta > 0 \) and \( s \geq \rho \). Let \( \pi = (x_0, \ldots, x_n) \) be a path from 0 to \( B(0, s)^c \). Then
\[
\frac{\tilde{\tau}(\pi; \xi)}{\ell(\pi, \rho)} \geq \inf \left\{ \frac{1}{k \rho} \mathcal{T}_C \left( a_0, \ldots, a_k; \hat{\xi} \right) : k \geq [s / \rho] \text{ and } (a_0, \ldots, a_k) \text{ is a } \rho \text{-skeleton from 0} \right\}
\]
\[ - (2 + 2\delta^{-1})G \left( s - \rho; \hat{\xi}^{> \delta \rho} \right) - 2\delta. \]

**2.5.2 Proof of Proposition 16**

Notice that Lemmas 17 and 18 are actually purely deterministic.

**Lemma 17.** Let \( \rho > 0 \). Let \( \pi \) be a path and let \( k \) and \((t_0, \ldots, t_k)\) be defined as in the construction of the \( \rho \)-skeleton of \( \pi \) (see section 2.1). Cutting \( \pi \) (seen as a parametrized curve) at each \( t_i \) and throwing away the part after time \( t_k \), if any, we get \( k \) sub-paths \( \gamma^1, \ldots, \gamma^k \). Let \( M > 0 \). Assume, for all \( c \in \chi, r(c) \leq M \). Then
\[
\tilde{\tau}(\pi) \geq \sum_{j=1}^{k} \tilde{\tau}(\gamma^j) - 2Mk.
\]

**Proof.** The error term \( 2Mk \) is due to boundary effects related to the cutting at each \( a_j \) and to the definition of \( \tilde{\tau} \). For each \( j \in \{1, \ldots, k\} \), write
\[
\gamma^j = \left( y_{0,j}, \ldots, y_{n(j),j} \right).
\]

With appropriately defined passage times, we can write
\[
\sum_{j=1}^{k} \tilde{\tau}(\gamma^j) = \sum_{j=1}^{k} \sum_{i=1}^{n(j)} A_{ij}^j.
\]

Here, \( A_{ij}^j \) denotes the contribution of the segment \([y_{i-1}, y_{ij}]\) to the sum of the travel times. Note that it does not only depend on \( y_{i-1} \) and \( y_{ij} \). It also depends on whether \( i - 1 = 0 \) and on whether \( i = n(j) \).

In the same way, disregarding what happens after time \( t_k \) in the path \( \pi \), we can write
\[
\tilde{\tau}(\pi) \geq \sum_{j=1}^{k} \sum_{i=1}^{n(j)} B_{ij}^j
\]

where the \( B_{ij}^j \) are also appropriately defined passage times. Here, \( B_{ij}^j \) corresponds to the contribution of the segment \([y_{i-1}, y_{ij}]\) to \( \tilde{\tau}(\pi) \), but it may differ from \( A_{ij}^j \). Let \( j \in \{1, \ldots, k\} \) and \( i \in \{1, \ldots, n(j)\} \). One and only one of the following cases occurs (see Figure 3).

- \( 0 < i - 1 \) and \( i < n(j) \). In this case \( A_{ij}^j = B_{ij}^j \).
- \( 0 = i - 1 \) and \( i < n(j) \). In this case, as the radii are bounded above by \( M \), \( A_{ij}^j \leq B_{ij}^j + M \).
- \( 0 < i - 1 \) and \( i = n(j) \). In this case, as above, \( A_{ij}^j \leq B_{ij}^j + M \).

\[\text{See Section A in Appendix for remarks on the measurability of } \mathcal{T}_C.\]
Therefore, for each

\[ \xi \]

By definition of

\[ \text{and then} \]

The lemma follows.

\[ \sum_{i=1}^{n(j)} A_i^j \leq 2M + \sum_{i=1}^{n(j)} B_i^j \]

and then

\[ \sum_{j=1}^{k} \sum_{i=1}^{n(j)} A_i^j \leq 2Mk + \sum_{j=1}^{k} \sum_{i=1}^{n(j)} B_i^j \]

The lemma follows.

**Lemma 18.** Let \( \rho > 0 \). Let \( \xi \) be a Poisson point process driven by a finite measure \( \nu \) on \((0, \infty)\). Let \( M > 0 \). Assume, for all \( c \in \chi, r(c) \leq M \). Let \( \pi \) be a path from 0 to a point outside \( B(0, \rho) \). Denote by \((a_0, \ldots, a_k), k \geq 1, \) its \( \rho \)-skeleton. Then

\[ \bar{\tau}(\pi) \geq T^\square(a_0, \ldots, a_k) - 2Mk. \]

**Proof.** By Lemma 17 we get

\[ \bar{\tau}(\pi) \geq \sum_{j=1}^{k} \bar{\tau}(\gamma^j) - 2Mk. \]

Let \( j \in \{1, \ldots, k\} \). Write

\[ \gamma^j = (y^j_0, \ldots, y^j_{n(j)}) \]

Write

\[ \xi^j = \{(y^j_i, r(y^j_i)), i \in \{1, \ldots, n(j) - 1\} \text{ such that } r(y^j_i) > 0\}. \]

Note that we do not assume the paths to be regular, so there may be no ball centered at some \( y^j_i \), this is why there is this condition \( 'r(y^j_i) > 0' \). By definition of the paths, the \( \xi^j \) are disjoint finite subsets of \( \xi \). By definition of \( \tau \) and \( \bar{\tau} \), for any \( j \in \{1, \ldots, k\} \),

\[ \bar{\tau}(\gamma^j) \geq \tau(\gamma^j; \xi^j). \]

Therefore

\[ \sum_{j=1}^{k} \bar{\tau}(\gamma^j) \geq \sum_{j=1}^{k} \tau(\gamma^j; \xi^j) \]

and then

\[ \bar{\tau}(\pi) \geq \sum_{j=1}^{k} \tau(\gamma^j; \xi^j) - 2Mk \geq \sum_{j=1}^{k} T(a_{j-1}, a_j; \xi^j) - 2Mk \]

By definition of \( T^\square(a_0, \ldots, a_k) \), the lemma follows.
The following simple lemma is deterministic but we keep the notations of the random setting. We define \( \tau(\cdot) \), \( Z(\cdot) \) and so on as usual. We will use it in a deterministic setting and in a probabilistic setting where for example \( \chi \) will be as usual the realization of a homogeneous Poisson point process on \( \mathbb{R}^d \).

**Lemma 19.** Let \( \chi \) be a locally finite subset of \( \mathbb{R}^d \). Let \((r(c))_{c \in \chi} \) and \((r^+(c))_{c \in \chi} \) be two families of non-negative real numbers such that, for all \( c, r^-(c) \leq r^+(c) \). Write \( \xi^- = \{(c, r^-(c)), c \in \chi \} \) and \( \xi^+ = \{(c, r^+(c)), c \in \chi \} \). Let \( \pi = (x_0, \ldots, x_n) \) be a path. Then

\[
\tilde{\tau}(\pi, \xi^-) \leq \tilde{\tau}(\pi, \xi^+) + 2 \sum_{i \in \{1, \ldots, n-1\}} (r^+(x_i) - r^-(x_i)).
\]

**Proof.** For all \( i \in \{1, \ldots, n-1\} \), \( Z^+_i(\pi; \xi^+) \) is included in the union of \( Z^-_i(\pi; \xi^-) \) and of a segment of length at most \( r^+(x_i) - r^-(x_i) \). A similar statement holds for \( Z^-_i \). Recall that \( Z^+_0(\pi; \cdot) = Z^-_n(\pi; \cdot) = \emptyset \). Therefore,

\[
\tilde{\tau}(\pi; \xi^-) = \sum_{i=1}^{n} \ell ([x_{i-1}, x_i] \setminus (Z^-_{i-1}(\pi; \xi^-) \cup Z^-_i(\pi; \xi^-)))
\]

\[
= \ell(\pi) - \sum_{i=1}^{n} \ell ([x_{i-1}, x_i] \cap (Z^+_i(\pi; \xi^+) \cup Z^-_i(\pi; \xi^-)))
\]

\[
\leq \ell(\pi) - \sum_{i=1}^{n} \ell ([x_{i-1}, x_i] \cap (Z^+_i(\pi; \xi^+) \cup Z^-_i(\pi; \xi^-))) + 2 \sum_{i \in \{1, \ldots, n-1\}} (r^+(x_i) - r^-(x_i))
\]

\[
= \sum_{i=1}^{n} \ell ([x_{i-1}, x_i] \setminus (Z^-_{i-1}(\pi; \xi^-) \cup Z^-_i(\pi; \xi^-))) + 2 \sum_{i \in \{1, \ldots, n-1\}} (r^+(x_i) - r^-(x_i))
\]

\[
= \tilde{\tau}(\pi; \xi^+) + 2 \sum_{i \in \{1, \ldots, n-1\}} (r^+(x_i) - r^-(x_i)).
\]

The lemma is proven. \( \square \)

**The \((\rho, \delta)\) enhanced skeleton.** Let \( \rho, \delta > 0 \). Let \( \pi \) be a path starting at 0. Let \((a_0, \ldots, a_k)\) be its associated \( \rho\)-skeloton. We define a sequence \( s^\delta_\rho \) and a path \( \pi^\delta_\rho \). The definition of these objects is in a sense artificial, since it is built to enable the use of results on greedy paths. For any \( x \in \mathbb{R}^d \), write

\[
D(x) = \{ c \in \chi : \delta^{-1} r(c) \geq \| c - x \| \text{ and } r(c) > \delta \rho \}.
\]

- The sequence \( s^\delta_\rho \) starts from \( a_0 = 0 \) and visits each point of \( D(a_0) \) it has not visited yet (in an order given by any specified rule), if any.
- Then it goes to \( a_1 \) and visits each point of \( D(a_1) \) it has not visited yet, if any.
- \( \ldots \)
- Then it goes to \( a_k \) and visits each point of \( D(a_k) \) it has not visited yet, if any.

Recall that a path is a sequence of distinct points of \( \mathbb{R}^d \). The sequence \( s^\delta_\rho \) may not be a path because when going to some \( a_i \), the point may have already been visited. With \( s^\delta_\rho \) we associate the path \( \pi^\delta_\rho \) by erasing from \( s^\delta_\rho \) each point which also occurs earlier in the sequence. In other words, we only keep in \( \pi^\delta_\rho \) the first occurrence of each point. Let us prove

\[
\ell(\pi^\delta_\rho) \leq \ell(s^\delta_\rho) \leq \ell(\pi^\delta_\rho) + 2 \delta^{-1} r(\pi^\delta_\rho; \xi^\delta_\rho).
\]  

(20)

The first inequality of (20) is trivial. The second inequality can be proven as follows. Consider the longer sequence in which, in the definition, "visits each point of \( D(a_i) \) it has not visited yet" is replaced by "goes back and forth between \( a_i \) and points of \( D(a_i) \) it has not visited yet." The length of each round-trip between a point \( a_i \) and a point \( c \in D(a_i) \) is at most \( 2 \delta^{-1} r(c) \). As moreover each \( c \in D(a_i) \) is such that \( r(c) > \delta \rho \), the total length of all the round-trips is at most \( 2 \delta^{-1} r(\pi^\delta_\rho; \xi^\delta_\rho) \). Therefore the length of this new sequence is at most

\[
\ell(\pi^\delta_\rho) + 2 \delta^{-1} r(s^\delta_\rho; \xi^\delta_\rho).
\]

As this sequence is longer that \( s^\delta_\rho \) this establishes (20).
Proof of Proposition 16. We begin by throwing away large balls. Set
\[ \xi^{\leq \delta \rho} = \{ (c, r(c)) \mid c \in \chi \text{ such that } r(c) \leq \delta \rho \} \]
and
\[ \xi^{\lambda \delta \rho} = \{ (c, \min(r(c), \delta \rho)) \mid c \in \chi \}. \]
Using Lemma 19 and greedy paths notations, we get for any path \( \pi = (x_0, \ldots, x_n) \),
\[ \tilde{\tau}(\pi; \xi^{\leq \delta \rho}) \leq \tilde{\tau}(\pi) + 2 \sum_{i=0}^{n} (r(x_i) - r(x_i)1_{r(x_i) \leq \delta \rho}) \]
\[ = \tilde{\tau}(\pi) + 2 \sum_{i=0}^{n} r(x_i)1_{r(x_i) > \delta \rho} \]
\[ = \tilde{\tau}(\pi) + 2r(\pi; \xi^{> \delta \rho}). \]
Therefore
\[ \tilde{\tau}(\pi) \geq \tilde{\tau}(\pi; \xi^{\leq \delta \rho}) - 2r(\pi; \xi^{> \delta \rho}). \] (21)

Regarding travel times, by Lemma 18, we have
\[ \tilde{\tau}(\pi; \xi^{\leq \delta \rho}) \geq T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) - 2k\delta \rho. \] (23)

By (21), (22) and (23) we then get
\[ \tilde{\tau}(\pi) \geq T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) - 2k\delta \rho - 2r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho}). \] (24)

Therefore
\[ \frac{\tilde{\tau}(\pi)}{\ell(\pi_{\rho})} \geq \frac{\tilde{\tau}(\pi)}{\ell(\pi_{\rho})} \]
\[ = \frac{\tilde{\tau}(\pi) + (2 + 2\delta^{-1})r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})}{\ell(\pi^{\delta}_{\rho})} - \frac{(2 + 2\delta^{-1})r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})}{\ell(\pi^{\delta}_{\rho})} \]
\[ \geq \frac{\tilde{\tau}(\pi) + (2 + 2\delta^{-1})r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})}{\ell(\pi_{\rho}) + 2\delta^{-1}r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})} - \frac{(2 + 2\delta^{-1})r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})}{\ell(\pi^{\delta}_{\rho})} \]
\[ \geq \frac{T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) - 2k\delta \rho + 2\delta^{-1}r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})}{\ell(\pi_{\rho}) + 2\delta^{-1}r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})} - \frac{(2 + 2\delta^{-1})r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})}{\ell(\pi^{\delta}_{\rho})} \]
by (24).

As
\[ T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) - 2k\delta \rho \leq T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) \leq k\rho = \ell(\pi_{\rho}) \]
we have\(^7\)
\[ \frac{\tilde{\tau}(\pi)}{\ell(\pi_{\rho})} \geq \frac{T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) - 2k\delta \rho}{\ell(\pi_{\rho})} - \frac{(2 + 2\delta^{-1})r(\pi^{\delta}_{\rho}; \xi^{> \delta \rho})}{\ell(\pi^{\delta}_{\rho})}. \]

Using (15) we get \( \ell(\pi_{\rho}) = k\rho \) and \( k \geq |s/\rho| \). Note that \( \pi_{\rho} \), and therefore \( \pi^{\delta}_{\rho} \), is not contained in \( B(0, s - \rho) \) (this is because \( \pi \) is not contained in \( B(0, s) \). Using skeleton notations and greedy paths notations, we get
\[ \frac{\tilde{\tau}(\pi)}{\ell(\pi_{\rho})} \geq \inf \left\{ \frac{1}{k\rho} T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) \mid k \geq |s/\rho| \text{ and } (a_0, \ldots, a_k) \text{ is a } \rho\text{-skeleton} \right\} - (2 + 2\delta^{-1})G(s - \rho; \xi^{> \delta \rho}) - 2\delta \]
\[ \geq \inf \left\{ \frac{1}{k\rho} T^{\square}(a_0, \ldots, a_k; \xi^{\leq \delta \rho}) \mid k \geq |s/\rho| \text{ and } (a_0, \ldots, a_k) \text{ is a } \rho\text{-skeleton} \right\} - (2 + 2\delta^{-1})G(s - \rho; \xi^{> \delta \rho}) - 2\delta. \]
The proposition is proven. \( \square \)

\(^7\)We use the fact that \((a + c)/(b + c) \geq a/b\) for any \(a \leq b\) and any \(c \geq 0\) with \(b > 0\).
2.6 Control of $T^\square$

We need a simple lemma to define the next object.

**Lemma 20.** Let $\xi$ be a Poisson point process driven by a finite measure $\nu$ on $(0, \infty)$. The dependence in $\xi$ is implicit in what follows. Assume $\int_{(0, \infty)} r^d \nu(dr) < \infty$. Then, with probability one,

$$\mu(\rho, \nu) := \lim_{k_0 \to \infty} \inf \left\{ \frac{1}{k_0} T^\square(a_0, \ldots, a_k) : k \geq k_0 \text{ and } (a_0, \ldots, a_k) \text{ is a } \rho\text{-skeleton from } 0 \right\}. \quad (25)$$

exists and is deterministic.

**Proof.** Note that $k_0$ is the total Euclidean length of the sequence $(a_0, \ldots, a_k)$. Therefore the random sequence

$$k_0 \to \inf \left\{ \frac{1}{k_0} T^\square(a_0, \ldots, a_k) : k \geq k_0 \text{ and } (a_0, \ldots, a_k) \text{ is a } \rho\text{-skeleton from } 0 \right\} =: I(k_0)$$

takes values in $[0, 1]$. It is moreover measurable and non-decreasing. Therefore it converges when $k_0$ tend to $\infty$ toward a measurable limit that we denote by $\ell(\xi)$.

Let $e_1$ denote the first vector of the canonical basis of $\mathbb{R}^d$. Let $k_0 \geq 1$. For all $\rho$-skeleton $(a_0, \ldots, a_k)$ from 0 with $k \geq k_0$ we have, translating everything by $-\rho e_1$ in the first step and expliciting the dependence on the point process,

$$\frac{1}{k_0} T^\square(a_0, \ldots, a_k; \xi) = \frac{1}{k_0} T^\square(a_0 - \rho e_1, \ldots, a_k - \rho e_1; \xi - \rho e_1)$$

$$\geq \frac{1}{k_0} (T^\square(a_0, a_0 - \rho e_1, \ldots, a_k - \rho e_1; \xi - \rho e_1) - \rho)$$

$$= \frac{1}{(k + 1)\rho} T^\square(a_0, a_0 - \rho e_1, \ldots, a_k - \rho e_1; \xi - \rho e_1) - \frac{1}{k}$$

$$\geq I(k_0; \xi - \rho e_1) - \frac{1}{k_0}.$$

Taking infimum over all $k \geq k_0$ and all $\rho$-skeleton $(a_0, \ldots, a_k)$ from 0 we get

$$I(k_0; \xi) \geq I(k_0; \xi - \rho e_1) - \frac{1}{k_0}.$$

By symmetry we have the reverse inequality and thus

$$|I(k_0; \xi) - I(k_0; \xi - \rho e_1)| \leq \frac{1}{k_0}.$$

As a consequence, taking limit when $k_0$ tends to infinity, we have $\ell(\xi) = \ell(\xi - \rho e_1)$. By ergodicity, $\ell$ is therefore constant almost surely. $\square$

**Proposition 21.** Let $\xi$ be a Poisson point process driven by a finite measure $\nu$ on $(0, \infty)$. Assume $\int_{(0, \infty)} r^d \nu(dr) < \infty$. Denote by $\mu(\nu)$ the associated time constant. Then

$$\lim_{\rho \to +\infty} \inf_{\nu} \mu^\square(\rho, \nu) \geq \mu(\nu).$$

**Proof.** Let $\varepsilon > 0$. We aim at proving that, for any $\rho > 0$ large enough,

$$\mu^\square(\rho, \nu) \geq \mu(\nu) - \varepsilon.$$

Let us assume $\mu(\nu) - \varepsilon > 0$, otherwise this is straightforward. Write $\eta = \varepsilon/8$. We then have, as $\mu(\nu) \leq 1$,

$$\mu(\nu)(1 - 2\eta) > \mu(\nu) - \varepsilon/2.$$

---

*See Section A in Appendix for remarks on the measurability of $I$.

**We extend in a natural way the definition of $\rho$-skeleton to skeletons $(a_0, \ldots, a_k)$ starting from a point $a_0 \neq 0$, and the definition of $T^\square(a_0, \ldots, a_k)$ for such skeletons.**
Let $\alpha = \alpha(d) > 0$ be such that
\[ \mathbb{R}^d = \bigcup_{x \in \alpha \mathbb{Z}^d} B(x, 1). \]

We then have, for any $\rho > 0$,
\[ \mathbb{R}^d = \bigcup_{x \in \alpha \rho \mathbb{Z}^d} B(x, \eta \rho). \]

Define $C = C(\varepsilon, d)$ by
\[ C = \text{card} \left( (B(0, 1 + 2\eta) \setminus B(0, 1 - 2\eta)) \cap \alpha \eta \mathbb{Z}^d \right). \]

We then have, for any $\rho > 0$,
\[ C = \text{card} \left( (B(0, \rho(1 + 2\eta)) \setminus B(0, \rho(1 - 2\eta))) \cap \alpha \eta \rho \mathbb{Z}^d \right). \]

Let $\rho > 0$. Let $(a_0, \ldots, a_k)$ be a $\rho$-skeleton such that $a_0 = 0$. For any $j \in \{0, \ldots, k - 1\}$, there exists $b_j \in \alpha \eta \rho \mathbb{Z}^d$ such that
\[ a_j \in B(b_j, \eta \rho). \quad (26) \]

For $j = 0$ we choose $b_0 = 0$. Moreover, for any such $j$, as $\|a_{j+1} - a_j\| = \rho$,
\[ a_{j+1} \in B(b_j, \rho - \eta \rho)^c. \quad (27) \]

and
\[ \rho(1 - 2\eta) \leq \|b_{j+1} - b_j\| \leq \rho(1 + 2\eta). \quad (28) \]

By (26) and (27) we get
\[ T^\square(a_0, \ldots, a_k) = \inf \left\{ \sum_{j=0}^{k-1} T \left( a_j, a_{j+1}; \xi^j \right) : \xi^0, \ldots, \xi^{k-1} \text{ are disjoint finite subsets of } \xi \right\} \]
\[ \geq \inf \left\{ \sum_{j=0}^{k-1} T \left( B(b_j, \eta \rho), B(b_j, \rho - \eta \rho)^c; \xi^j \right) : \xi^0, \ldots, \xi^{k-1} \text{ are disjoint finite subsets of } \xi \right\}. \]

Therefore
\[ \mathbb{P} \left[ \inf \left\{ T^\square(a_0, \ldots, a_k) : (a_0, \ldots, a_k) \text{ } \rho\text{-skeleton from } 0 \right\} < k \rho(\mu(\nu) - \varepsilon) \right] \]
\[ \leq \sum_{b_0, \ldots, b_{k-1}} \mathbb{P} \left[ \inf \left\{ \sum_{j=0}^{k-1} T \left( B(b_j, \eta \rho), B(b_j, \rho - \eta \rho)^c; \xi^j \right) : \xi^0, \ldots, \xi^{k-1} \text{ are disjoint finite subsets of } \xi \right\} < k \rho(\mu(\nu) - \varepsilon) \right] \quad (29) \]

where the sum is taken over all $(b_0, \ldots, b_{k-1})$ such that $b_0 = 0$ and, for all $j \in \{1, \ldots, k - 1\}$,
\[ b_j - b_{j-1} \in (B(0, \rho(1 + 2\eta)) \setminus B(0, \rho(1 - 2\eta))) \cap \alpha \eta \rho \mathbb{Z}^d \]
whose cardinality is $C$. There are therefore at $C^{k-1}$ such sequences.

Claim 22. For all such $(b_0, \ldots, b_{k-1})$,
\[ \mathbb{P} \left[ \inf \left\{ \sum_{j=0}^{k-1} T \left( B(b_j, \eta \rho), B(b_j, \rho - \eta \rho)^c; \xi^j \right) : \xi^0, \ldots, \xi^{k-1} \text{ are disjoint finite subsets of } \xi \right\} < k \rho(\mu(\nu) - \varepsilon) \right] \]
\[ \leq \mathbb{P} \left[ \sum_{j=0}^{k-1} T^{(j)} < k \rho(\mu(\nu) - \varepsilon) \right] \]

where the $T^{(j)}$ are independent copies of $T \left( B(0, \eta \rho), B(0, \rho - \eta \rho)^c \right)$. 
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Let us prove the claim. This is a classical application of BK inequality. We follow the same plan as the proof of (4.13) in Saint-Flour lecture notes by Kesten [9]. Let \( b_0, \ldots, b_{k-1} \in \mathbb{R}^d \). For each \( j \in \{0, \ldots, k-1 \} \), the travel time from \( B(b_j, \eta \rho) \) to \( B(b_j, \rho - \eta \rho) \) only depends on random balls which touches \( B(b_j, \rho - \eta \rho) \). This is due to the fact that the infimum which defines the travel time can be taken over all paths entirely inside \( B(b_j, \rho - \eta \rho) \). Set \( M = \max(\|b_0\|, \ldots, \|b_{k-1}\|) + \rho \). By the previous remark, the event on the left-hand side of the claim only depends on restriction \( \xi_U \) of \( \xi \) to the set

\[
U = \{(c, r) \in \mathbb{R}^d \times (0, +\infty) : B(c, r) \text{ touches } B(0, M)\} = \{(c, r) \in \mathbb{R}^d \times (0, +\infty) : \|c\| \leq r + M\}.
\]

As \( r^d \nu(dr) \) is finite, \( dc \otimes \nu(dr)(U) \) is finite.

Set

\[
\Lambda = \{(t_0, \ldots, t_{k-1}) \in \mathbb{Q}^k : t_0 + \cdots + t_{k-1} \leq k \rho(\mu(\nu) - \varepsilon)\}.
\]

For all \( j \in \{0, \ldots, k-1\} \) and all \( (t_0, \ldots, t_{k-1}) \in \mathbb{Q}^k \) we set

\[
F_j^t = \{\text{finite subsets } S \subseteq \mathbb{R}^d \times (0, +\infty) : T(B(b_j, \eta \rho), B(b_j, \rho - \eta \rho); S) < t_j\}.
\]

Thanks to the remark above and with the notations of Section [C] in Appendix, we can thus write

\[
\mathbb{P} \left[ \inf \left\{ \sum_{j=0}^{k-1} T(B(b_j, \eta \rho), B(b_j, \rho - \eta \rho); \xi_j; \xi_0, \ldots, \xi_{k-1} \text{ are disjoint finite subsets of } \xi \right\} < k \rho(\mu(\nu) - \varepsilon) \right]
\]

\[
\leq \mathbb{P} \left[ \inf \left\{ \sum_{j=0}^{k-1} T(B(b_j, \eta \rho), B(b_j, \rho - \eta \rho); \xi_j; \xi_0, \ldots, \xi_{k-1} \text{ are disjoint finite subsets of } \xi_U \right\} < k \rho(\mu(\nu) - \varepsilon) \right]
\]

\[
\leq \mathbb{P} \left[ \bigcup_{(t_0, \ldots, t_{k-1}) \in \Lambda} \bigcup_{\xi_0, \ldots, \xi_{k-1} \text{ disjoint finite subsets of } \xi_U} \bigcap_{j=0}^{k-1} \{T(B(b_j, \eta \rho), B(b_j, \rho - \eta \rho); \xi_j) < t_j\} \right]
\]

\[
\leq \mathbb{P} \left[ \bigcup_{(t_0, \ldots, t_{k-1}) \in \Lambda} \{\xi_U \in F_0^t \circ \cdots \circ F_{k-1}^t\} \right].
\]

Using Lemma [31] that is BK inequality (see Section [C] in Appendix), with \( p = d + 1, m = k, \omega \) the restriction of \( dc \otimes \nu(dr) \) to \( U \) we get, denoting by \( \xi_U^0, \ldots, \xi_U^{k-1} \) independent copies of \( \xi_U \),

\[
\mathbb{P} \left[ \bigcup_{(t_0, \ldots, t_{k-1}) \in \Lambda} \{\xi_U \in F_0^t \circ \cdots \circ F_{k-1}^t\} \right] \leq \mathbb{P} \left[ \bigcup_{(t_0, \ldots, t_{k-1}) \in \Lambda} \{\xi_U^0 \in F_0^t \circ \cdots \circ F_{k-1}^t\} \right]
\]

\[
\leq \mathbb{P} \left[ \bigcup_{(t_0, \ldots, t_{k-1}) \in \Lambda} \bigcap_{j=0}^{k-1} \{T(B(b_j, \eta \rho), B(b_j, \rho - \eta \rho); \xi_U^j) < t_j\} \right]
\]

\[
\leq \mathbb{P} \left[ \sum_{j=0}^{k-1} \{T(B(b_j, \eta \rho), B(b_j, \rho - \eta \rho); \xi_U^j) < k \rho(\mu(\nu) - \varepsilon)\} \right].
\]

The claim now easily follows by stationarity and we resume the proof of Proposition [21].
By Claim \(22\) and Inequality \(29\), we get, for any \(\beta > 0\),
\[
\mathbb{P} \left( \inf \left\{ T^{\square}(a_0, \ldots, a_k) : (a_0, \ldots, a_k) \rho\text{-skeleton from } 0 \right\} < k \rho(\mu(\nu) - \varepsilon) \right) \\
\leq C^{k-1} \mathbb{P} \left[ \frac{1}{\rho} \sum_{j=0}^{k-1} T^{(j)} \leq k(\mu(\nu) - \varepsilon) \right] \\
\leq C^{k-1} \mathbb{E} \left[ e^{\beta \left( \mu(\nu) - \varepsilon - \frac{\rho}{e} \right)} \right]^k \\
\leq \left( C e^{\beta(\mu(\nu) - \varepsilon)} \mathbb{P} \left[ \frac{T^{(0)}}{\rho} \leq \mu(\nu) - \varepsilon/2 + C e^{-\beta \varepsilon/2} \right] \right)^k \\
\leq \left( C e^{\beta \mathbb{P} \left[ \frac{T^{(0)}}{\rho} \leq \mu(\nu) - \varepsilon/2 + C e^{-\beta \varepsilon/2} \right]} \right)^k
\]
as \(\mu(\nu) \leq 1\). Let \(\beta = \beta(\varepsilon, d)\) be such that
\[
C e^{-\beta \varepsilon/2} \leq \frac{1}{4}.
\]

**Claim 23.**
\[
\frac{T^{(0)}}{\rho} \to \mu(\nu)(1 - 2\eta)
\]
almost surely as \(\rho \to \infty\).

Let us prove the claim. Any path from 0 to \(S(\rho(1 - \eta))\), the sphere of radius \(\rho(1 - \eta)\) centered at 0, can be seen as the concatenation of a first path from 0 to \(S(\rho\eta)\) and a second path from \(S(\rho\eta)\) to \(S(\rho(1 - \eta))\). Taking infimums, we get
\[
T(0, S(\rho\eta)) + T(S(\rho\eta), S(\rho(1 - \eta))) \leq T(0, S(\rho(1 - \eta))). \tag{30}
\]
On the other hand, for any \(x\) in \(S(\rho\eta)\) we have
\[
T(0, S(\rho(1 - \eta))) \leq T(0, x) + T(x, S(\rho(1 - \eta))) \\
\leq \left( \sup_{x' \in S(\rho\eta)} T(0, x') \right) + T(x, S(\rho(1 - \eta))).
\]
Taking the infimum in \(x\), we now get
\[
T(0, S(\rho(1 - \eta))) \leq \left( \sup_{x' \in S(\rho\eta)} T(0, x') \right) + T(S(\rho\eta), S(\rho(1 - \eta))). \tag{31}
\]
From (30) and (31) we get
\[
T(0, S(\rho(1 - \eta))) - \left( \sup_{x' \in S(\rho\eta)} T(0, x') \right) \leq T(S(\rho\eta), S(\rho(1 - \eta))) \leq T(0, S(\rho(1 - \eta))) - T(0, S(\rho\eta)).
\]
By Theorem \(1\) we then deduce the claim.

We resume the proof of Proposition \(21\). By the previous claim we have
\[
\frac{T^{(0)}}{\rho} \to \mu(\nu)(1 - 2\eta) > \mu(\nu) - \varepsilon/2
\]
23
Let the aim of Section 2.7 is to prove the following result.

By Borel-Cantelli lemma we deduce that, with probability one, for $\varepsilon > 0$,

$$\tau_{0}^{(0)} < k\rho(\mu(\nu) - \varepsilon)$$

Therefore, for any $k_{0}$,

$$\mathbb{P} \left[ \inf \left\{ \frac{1}{k\rho} T^{(0)}(a_{0}, \ldots, a_{k}) : k \geq k_{0} \text{ and } (a_{0}, \ldots, a_{k}) \text{ is a } \rho \text{-skeleton from } 0 \right\} < \mu(\nu) - \varepsilon \right] \leq \frac{1}{2^{k_{0}-1}}.$$

By Borel-Cantelli lemma we deduce that, with probability one, for $k_{0}$ large enough,

$$\inf \left\{ \frac{1}{k\rho} T^{(0)}(a_{0}, \ldots, a_{k}) : k \geq k_{0} \text{ and } (a_{0}, \ldots, a_{k}) \text{ is a } \rho \text{-skeleton from } 0 \right\} \geq \mu(\nu) - \varepsilon.$$

Therefore $\mu^{(0)}(\rho, \nu) \geq \mu(\nu) - \varepsilon$ for all $\rho \geq \rho_{0}$. \(\square\)

### 2.7 Lower bound on $\tau(\pi)/\ell(\pi)$

The aim of Section 2.7 is to prove the following result.

**Proposition 24.** Let $\hat{\nu}$ be a finite measure on $(0, +\infty)$ which satisfies the greedy condition \(\square\). Let $\varepsilon > 0$. There exists $\rho_{0} = \rho_{0}(\hat{\nu}, \varepsilon, d)$ such that the following holds. Let $\rho \geq \rho_{0}$ and let $\nu \preceq \hat{\nu}$ be a measure on $(0, +\infty)$. Let $\xi$ be a Poisson point process driven by $\nu$. Then, almost surely,

$$\lim_{s \to \infty} \left[ \inf_{\pi : \xi \to B(0, s)} \frac{\tau(\pi; \xi)}{\ell(\pi)} \right] \geq \mu(\hat{\nu}) - \varepsilon.$$

**Proof.** Let $\nu \preceq \hat{\nu}$ and $\varepsilon > 0$ be as in the statement of the proposition. We couple $\xi$, driven by $\nu$, and $\hat{\xi}$, driven by $\hat{\nu}$, in the natural way explained in Section 1.4.2. Let $\rho > 0$ and $s > \rho$. By Proposition 16 applied with $\delta = \varepsilon$ we get

$$\inf_{\pi : \xi \to B(0, s)} \frac{\tau(\pi; \xi)}{\ell(\pi)} \geq \inf \left\{ \frac{1}{k\rho} T^{(0)}(a_{0}, \ldots, a_{k}; \hat{\xi}) : k \geq \lfloor s/\rho \rfloor \text{ and } (a_{0}, \ldots, a_{k}) \text{ is a } \rho \text{-skeleton from } 0 \right\} - (2 + 2\varepsilon^{-1})G \left( s - \rho, \hat{\xi}^{>s\rho} \right) - 2\varepsilon.$$

Therefore, by (25) and (17),

$$\lim_{s \to \infty} \inf_{\pi : \xi \to B(0, s)} \frac{\tau(\pi; \xi)}{\ell(\pi)} \geq \mu^{(0)}(\rho, \hat{\nu}) - (2 + 2\varepsilon^{-1})G \left( \infty, \hat{\xi}^{>s\rho} \right) - 2\varepsilon.$$

By Proposition 21 (as $\hat{\nu}$ satisfies the greedy condition \(\square\), we know by (4) that the $d$-th moment of $\hat{\nu}$ is finite),

$$\lim_{\rho \to \infty} \inf_{\hat{\nu}} \mu^{(0)}(\rho, \hat{\nu}) \geq \mu(\hat{\nu}).$$

By Corollary 14 there exists $C = C(d)$ such that

$$G \left( \infty, \hat{\xi}^{>s\rho} \right) \leq C(d) \int_{(0, +\infty)} \hat{\nu}([\max(\varepsilon\rho, r), +\infty))^{1/d} dr.$$

As $\hat{\nu}$ satisfies the greedy condition \(\square\), by dominated convergence, we get

$$\lim_{\hat{\nu} \to \infty} \int_{(0, +\infty)} \hat{\nu}([\max(\varepsilon\rho, r), +\infty))^{1/d} dr = 0.$$
By the previous remarks, there exists \( \rho_0 = \rho_0(d, \nu, \varepsilon) \) such that, for any \( \rho \geq \rho_0 \),
\[
\mu(\rho, \tilde{\nu}) \geq \mu(\tilde{\nu}) - \varepsilon \text{ and } (2 + 2\varepsilon^{-1})G(\infty, \xi^{\delta}) \leq \varepsilon
\]
and therefore
\[
\lim_{s \to \infty} \inf_{\pi : 0 \to B(0,s)^c} \frac{\tau(\pi; \xi)}{\ell(\pi)} \geq \mu(\tilde{\nu}) - 4\varepsilon.
\]
Using Lemma 7 we get, for such \( \rho \),
\[
\lim_{s \to \infty} \inf_{\pi : 0 \to B(0,s)^c} \frac{\tau(\pi; \xi)}{\ell(\pi)} \geq \mu(\tilde{\nu}) - 4\varepsilon.
\]
This concludes the proof. \( \square \)

### 2.8 Proof of Theorem 11

We first state and prove the following result.

**Proposition 25.** Let \( \tilde{\nu} \) be a finite measure on \((0, +\infty)\) which satisfies the greedy condition [3]. Assume \( \mu(\tilde{\nu}) > 0 \). Let \( \varepsilon > 0 \). There exists \( \rho_0 = \rho_0(\tilde{\nu}, \varepsilon, d) \) such that the following holds. Let \( \rho \geq \rho_0 \) and let \( \nu \preceq \tilde{\nu} \) be a measure on \((0, +\infty)\). Let \( \xi \) be a Poisson point process driven by \( \nu \). Then, almost surely,
\[
\limsup_{s \to \infty} \left[ \sup \left\{ \frac{\ell(\pi)}{s}, \pi \text{ is a } \xi \text{-good geodesic from } 0 \text{ to } S(0,s) \right\} \right] \leq \frac{\mu(\nu)}{\mu(\tilde{\nu})} + \varepsilon.
\]

**Proof.** Let \( \nu \preceq \tilde{\nu} \) and \( \xi \) be as in the statement of Proposition 25. Let \( \varepsilon > 0 \). Using Proposition 24, fix \( \rho_0 = \rho_0(\tilde{\nu}, d, \varepsilon) \) such that, for any \( \rho \geq \rho_0 \), almost surely,
\[
\lim_{s \to \infty} \inf_{\pi : 0 \to B(0,s)^c} \left[ \inf \left\{ \frac{\tau(\pi; \xi)}{\ell(\pi)}, \pi \text{ is a } \xi \text{-good path from } 0 \text{ to } B(0,s) \right\} \right] \geq \frac{\mu(\tilde{\nu})}{1 + \varepsilon \mu(\tilde{\nu})}
\]
and therefore\(^{10}\)
\[
\lim_{s \to \infty} \inf_{\pi : 0 \to B(0,s)^c} \left[ \inf \left\{ \frac{T(0,S(0,s); \xi)}{\ell(\pi)}, \pi \text{ is a } \xi \text{-good geodesic from } 0 \text{ to } S(0,s) \right\} \right] \geq \frac{\mu(\tilde{\nu})}{1 + \varepsilon \mu(\tilde{\nu})}
\]
and then
\[
\limsup_{s \to \infty} \left[ \sup \left\{ \frac{\ell(\pi)}{T(0,S(0,s); \xi)}, \pi \text{ is a } \xi \text{-good geodesic from } 0 \text{ to } S(0,s) \right\} \right] \leq \frac{1 + \varepsilon \mu(\tilde{\nu})}{\mu(\tilde{\nu})}. \tag{32}
\]
By Theorem 4 almost surely,
\[
\lim_{s \to \infty} \frac{T(0,S(0,s); \xi)}{s} = \mu(\nu). \tag{33}
\]
For any \( \rho \geq \rho_0 \), by (32) and (33), almost surely,
\[
\limsup_{s \to \infty} \left[ \sup \left\{ \frac{\ell(\pi)}{s}, \pi \text{ is a } \xi \text{-good-geodesic from } 0 \text{ to } S(0,s) \right\} \right] \leq \mu(\nu) \frac{1 + \varepsilon \mu(\tilde{\nu})}{\mu(\tilde{\nu})} \leq \frac{\mu(\nu)}{\mu(\tilde{\nu})} + \varepsilon
\]
as \( \mu(\nu) \leq 1 \). \( \square \)

**Proof of Theorem 12.** Theorem 12 is a special case of Proposition 25 when \( \nu = \tilde{\nu} \). \( \square \)

\(^{10}\)Note that any \( \xi \)-good geodesic from 0 to \( S(0,s) \) is a good path from 0 to \( B(0,s)^c \) and that for any \( \xi \)-good geodesic from 0 to \( S(0,s) \) we have \( T(0,S(0,s); \xi) = \tau(\pi; \xi) \).
Proof of Theorem \[3.1\] Let \( \hat{\nu} \) and \( \nu \) be as in the statement of Theorem \[3.1\]. Use Proposition \[25\] with \( \varepsilon = 1 \). We get \( \rho_0 = \rho_0(\hat{\nu}, d) \) such that the following holds. Almost surely,

\[
\limsup_{s \to \infty} \left[ \sup \left\{ \frac{\ell(\pi_{\rho_0})}{s}, \pi \text{ is a good geodesic from } 0 \text{ to } S(0, s) \right\} \right] \leq \frac{\mu(\nu)}{\mu(\hat{\nu})} + 1 \leq \frac{2\mu(\nu)}{\mu(\hat{\nu})} \leq \frac{2}{\mu(\hat{\nu})}
\]

(34)

where we used \( 1 \geq \mu(\nu) \geq \mu(\hat{\nu}) \). Set \( \lambda = \nu([0, +\infty]) \) and \( \hat{\lambda} = \hat{\nu}([0, +\infty]) \). Let \( \chi \) be the projection of \( \xi \) on \( \mathbb{R}^d \). This is a Poisson point process of intensity \( \lambda \) times the Lebesgue measure. Note \( \lambda \leq \hat{\lambda} \). Apply Proposition \[15\] We get \( C' = C'(d) \) such that

\[
\lim_{k \to \infty} \left[ \sup_{s > 0} \left\{ \frac{\ell(\pi)}{\ell(\pi_{\rho_0})}, \pi \text{ a } \chi\text{-regular path from } 0 \text{ to } S(0, s) \right\} \right] \leq \max(1, \lambda\rho_0^d)C'.
\]

As a \( \xi \)-good geodesic from 0 to \( S(0, s) \) is a \( \chi \)-regular path from 0 to such that \( \ell(\pi_{\rho_0}) \geq s - \rho_0 \), we get

\[
\limsup_{s \to \infty} \left[ \sup_{\pi} \left\{ \frac{\ell(\pi)}{\ell(\pi_{\rho_0})}, \pi \text{ is a good geodesic from } 0 \text{ to } S(0, s) \right\} \right] \leq \max(1, \lambda\rho_0^d)C'.
\]

(35)

Therefore by (34) and (35) we get

\[
\limsup_{s \to \infty} \left[ \sup_{\pi} \left\{ \frac{\ell(\pi)}{s}, \pi \text{ is a good geodesic from } 0 \text{ to } S(0, s) \right\} \right] \leq \frac{2}{\mu(\hat{\nu})} \max(1, \lambda\rho_0^d)C'.
\]

This ends the proof. \[ \square \]

3 Proofs of the main results.

3.1 Proof of Theorem \[3\]

Let \( R_1, R_2 \) and \( \hat{R} \) be as in the statement of Theorem \[3\]. Define three new admissible maps by

\[
R^- = \min(R_1, R_2), \quad R^+ = \max(R_1, R_2) \quad \text{and} \quad R^\Delta = R^+ - R^- = |R_2 - R_1|.
\]

Let \( \Xi \) be a Poisson point process on \( \mathbb{R}^d \times (0, +\infty) \). As in Section 1.4.2 we build a point process \( \hat{\xi} \) using \( \Xi \) and \( \hat{R} \) and introduce an appropriate random map \( \hat{r} \) such that

\[
\hat{\xi} = \{(c, \hat{r}(c)), c \in \mathbb{R}^d \text{ such that } \hat{r}(c) > 0\}.
\]

Note that we have shortened our notations: we wrote \( \hat{\xi} \) instead of \( \xi^{\hat{R}} \) and \( \hat{r}(c) \) instead of \( r(c; \xi^{\hat{R}}) \). In a similar way and with the same kind of notations, we define \( \xi^1 \) using \( R^1 \), \( \xi^2 \) using \( R^2 \), \( \xi^- \) using \( R^- \), \( \xi^+ \) using \( R^+ \) and \( \xi^\Delta \) using \( R^\Delta \). In particular,

\[
\xi^- = \{(c, r^-(c)), c \in \mathbb{R}^d \text{ such that } r^- (c) > 0\},
\]

\[
\xi^+ = \{(c, r^+(c)), c \in \mathbb{R}^d \text{ such that } r^+ (c) > 0\},
\]

\[
\xi^\Delta = \{(c, r^\Delta(c)), c \in \mathbb{R}^d \text{ such that } r^\Delta (c) > 0\}
\]

and, for all \( c \in \mathbb{R}^d \),

\[
r^\Delta(c) = r^+(c) - r^-(c).
\]

(36)

Let \( s > 0 \). Thanks to Lemma \[8\] we can fix a \( \xi^+ \)-good geodesic \( \pi^+ = (x_0, \ldots, x_n) \) from 0 to \( S(0, s) \). By Lemma \[19\] and (36) we get

\[
\hat{r}(\pi^+; \xi^-) \leq \hat{r}(\pi^+; \xi^+) + 2 \sum_{i \in \{1, \ldots, n-1\}} r^\Delta(x_i)
\]

\[
\leq \hat{r}(\pi^+; \xi^+) + 2r(\pi^+; \xi^\Delta),
\]

(37)

The proof actually shows

\[
\limsup_{s \to \infty} \left[ \sup_{\pi} \left\{ \frac{\ell(\pi)}{s}, \pi \text{ is a good geodesic from } 0 \text{ to } S(0, s) \right\} \right] \leq C \frac{\mu(\nu)}{\mu(\hat{\nu})} \max(1, \lambda\rho_0^d)
\]

for some constant \( C = C(d) \).
using greedy paths notations. Lemma 7 then yields, as $\pi^+$ is a $\xi^+$-good geodesic,

$$\tilde{\tau}(\pi^+; \xi^+) = \tau(\pi^+; \xi^+) = T(0, S(0, s); \xi^+)$$

and

$$T(0, S(0, s); \xi^-) \leq \tau(\pi^+; \xi^-) \leq \tilde{\tau}(\pi^+; \xi^-).$$

Combining (37) and (38), we get

$$T(0, S(0, s); \xi^-) \leq T(0, S(0, s); \xi^+) + 2\tau(\pi^+; \xi^+).$$

Therefore

$$\frac{T(0, S(0, s); \xi^-)}{s} \leq \frac{T(0, S(0, s); \xi^+)}{s} + \frac{2\tau(\pi^+; \xi^+)}{s} \frac{\ell(\pi^+)}{s}.$$

$$\leq \frac{T(0, S(0, s); \xi^+)}{s} + 2G\left(s, \xi^+, \mu \right) \frac{\ell(\pi^+)}{s}. \tag{39}$$

Let $C = C(d, \hat{R})$ be the constant given by Theorem 11. We then have

$$\limsup_{s \to \infty} \left[ \sup\left\{ \frac{\ell(\pi)}{s}, \pi \text{ a } \xi^+\text{-good geodesic from } 0 \to S(0, s) \right\} \right] \leq C. \tag{40}$$

Let $C'(d)$ be the constant given by Corollary 14. Then

$$G(\infty; \xi^+) \leq C' \int_0^\infty \nu^{|R_2 - R_1|([r, +\infty)})^{1/d} dr. \tag{41}$$

By Theorem 1, (39), (40) and (41) we get

$$\mu(\nu^{R^-}) \leq \mu(\nu^{R^+}) + 2CC' \int_0^\infty \nu^{|R_2 - R_1|([r, +\infty)})^{1/d} dr.$$  

But $R^- \leq R_1 \leq R^+$ and $R^- \leq R_2 \leq R^+$. Therefore $\mu(\nu^{R^-}) \leq \mu(\nu^{R_1}) \leq \mu(\nu^{R^-})$ and $\mu(\nu^{R^+}) \leq \mu(\nu^{R_2}) \leq \mu(\nu^{R^+})$. Combined with the previous result, this yields

$$|\mu(\nu^{R_1}) - \mu(\nu^{R_2})| \leq 2CC' \int_0^\infty \nu^{|R_2 - R_1|([r, +\infty)})^{1/d} dr.$$  

This concludes the proof. \qed

### 3.2 Proof of Corollary 4

We first prove a lemma relating the moment $(d+\eta)$ of a map $R$ with the integral appearing in the greedy condition (3).

**Lemma 26.** Let $\eta > 0$ and $\lambda \geq 0$. Let $R$ be an admissible map from $(0, +\infty)$ to $[0, +\infty)$ such that $\nu^R((0, +\infty)) \leq \lambda$. There exists $C = C(d, \lambda, \eta)$ such that

$$\int_0^\infty \nu^R([r, +\infty))^{1/d} dr \leq C \left( \int_0^{(0, +\infty)} R(u)^{d+\eta} du \right)^{1/(d+\eta)}.$$  

**Proof.** For any $r > 0$,

$$\nu^R([r, +\infty)) = \int_{(0, +\infty)} 1_{(r, +\infty)}(R(u)) du \leq \int_{(0, +\infty)} R(u)^{d+\eta} r^{-(d+\eta)} du.$$  

Moreover $\nu^R([r, +\infty)) \leq \nu^R([0, +\infty))$. Therefore

$$\int_0^\infty \nu^R([r, +\infty))^{1/d} dr \leq \int_0^\infty \min\left( \nu^R([0, +\infty]), \int_{(0, +\infty)} R(u)^{d+\eta} du, r^{-(d+\eta)} \right)^{1/d} dr$$

$$= \left( \int_{(0, +\infty)} R(u)^{d+\eta} du \right)^{1/(d+\eta)} \int_0^\infty \min\left( \nu^R([0, +\infty]), s^{-(d+\eta)} \right)^{1/d} ds$$

$$\leq \left( \int_{(0, +\infty)} R(u)^{d+\eta} du \right)^{1/(d+\eta)} \int_0^\infty \min\left( \lambda, s^{-(d+\eta)} \right)^{1/d} ds.$$  

The result follows with the choice $C = \int_0^\infty \min\left( \lambda, s^{-(d+\eta)} \right)^{1/d} ds$. \qed
Proof of Corollary 4. Set \( \lambda = \nu^{\mathcal{R}}[[0, +\infty]] \). Let \( C = C(d, \lambda, \eta) \) be given by Lemma 26. As \( R_1 \leq \hat{R} \) and \( R_2 \leq \hat{R} \) we get \( \nu^{\mathcal{R}_1 - \mathcal{R}_2}[[0, +\infty]] \leq \lambda \). We can therefore apply Lemma 26 and we get
\[
\int_0^\infty \nu^{\mathcal{R}_1 - \mathcal{R}_2}((r, +\infty))^{1/d} dr \leq C \left( \int |\mathcal{R}_1(u) - \mathcal{R}_2(u)|^{d+\eta} du \right)^{1/(d+\eta)}
\]
and
\[
\int_0^\infty \nu^{\mathcal{R}}((r, +\infty))^{1/d} dr \leq C \left( \int \hat{\mathcal{R}}(u)^{d+\eta} du \right)^{1/(d+\eta)} < \infty.
\]
We can then apply Theorem 3 and conclude the proof.

### 3.3 Proof of Theorem 5

For all \( n \geq 0 \), define the admissible maps
\[
\mathcal{R}_n^- = \inf_{k \in \mathbb{N} \cup \{\infty\} : k \geq n} \mathcal{R}_k \quad \text{and} \quad \mathcal{R}_n^+ = \sup_{k \in \mathbb{N} \cup \{\infty\} : k \geq n} \mathcal{R}_k.
\]

Let us note a couple of facts.

1. For all \( n \), \( \mathcal{R}_n^- \leq \hat{R} \) and \( \mathcal{R}_n^+ \leq \hat{R} \).
2. \( \mathcal{R}_n^- \) and \( \mathcal{R}_n^+ \) converge almost surely to \( \mathcal{R}_\infty \).

Let \( \Xi \) be a Poisson point process on \( \mathbb{R}^d \times (0, +\infty) \). As in Section 1.4.2 we build a point process \( \hat{\xi} \) using \( \Xi \) and \( \hat{R} \) and introduce an appropriate random map \( \hat{r} \) such that
\[
\hat{\xi} = \{(c, \hat{r}(c)), c \in \mathbb{R}^d \text{ such that } \hat{r}(c) > 0\}.
\]

As in the proof of Theorem 3 we have shortened our notations. In a similar way and with the same kind of notations, we define \( \xi_\infty \) with \( \mathcal{R}_\infty \) and, for all \( n \), \( \xi_n \) with \( \mathcal{R}_n \), \( \xi_n^- \) with \( \mathcal{R}_n^- \) and \( \xi_n^+ \) with \( \mathcal{R}_n^+ \). We denote by \( \mu_\infty, \mu_n, \mu_n^- \) and \( \mu_n^+ \) the associated time constants. We will use similar conventions for \( r, \nu, \tau \) and \( T \).

**Claim 27.** On a probability one event,
\[
\forall c \in \mathbb{R}^d, \lim_{n} r_n^-(c) = r_\infty(c).
\]

**Proof of Claim 27.** Let \( A \subset (0, +\infty) \) be a Borel set with zero Lebesgue measure such that \( \mathcal{R}_n(u) \) converges to \( \mathcal{R}_\infty(u) \) for all \( u \in (0, +\infty) \setminus A \). The Lebesgue measure of \( \mathbb{R}^d \times A \) is zero. As a consequence, on a probability one event, there is no points of \( \Xi \) in \( \mathbb{R}^d \times A \). On this full probability event, we then have
\[
\forall (c, u) \in \Xi, \lim_{n} \mathcal{R}_n(u) = \mathcal{R}_\infty(u)
\]
and therefore
\[
\forall (c, u) \in \Xi, \lim_{n} \mathcal{R}_n^-(u) = \mathcal{R}_\infty(u)
\]
and thus we get (distinguishing whether there exists \( u \in (0, +\infty) \) such that \( (c, u) \in \Xi \) or not)
\[
\forall c \in \mathbb{R}^d, \lim_{n} r_n^-(c) = r_\infty(c).
\]
The claim is proven.

For all \( n \),
\[
\mu_n^+ \leq \mu_n \leq \mu_n^-.
\]
To conclude the proof, it is therefore sufficient to prove
\[
\lim_{n} \mu_n^+ \geq \mu_\infty \quad \text{(42)}
\]
and
\[
\lim_{n} \sup \mu_n^- \leq \mu_\infty. \quad \text{(43)}
\]

Let us first prove (43). This is a simple consequence of the following claim.
Claim 28. For all $k \geq 1$,

$$\lim_{n} \mathbb{E} \left[ \frac{T_{n}^{-}(0, ke_{1})}{k} \right] = \mathbb{E} \left[ \frac{T_{\infty}(0, ke_{1})}{k} \right].$$

Let us first prove (43) assuming Claim 28. Let $\varepsilon > 0$. By Theorem 1, we can fix $k$ be such that

$$\frac{\mathbb{E}[T_{\infty}(0, ke_{1})]}{k} \leq \mu_{\infty} + \varepsilon.$$

By Claim 28, we can fix $n_{0}$ such that, for all $n \geq n_{0}$,

$$\mathbb{E} \left[ \frac{T_{n}^{-}(0, ke_{1})}{k} \right] \leq \mathbb{E} \left[ \frac{T_{\infty}(0, ke_{1})}{k} \right] + \varepsilon \leq \mu_{\infty} + 2\varepsilon.$$

But for any $n$, by (2) we know that $\mu_{n}$ is defined as an infimum thus

$$\mu_{n} \leq \mathbb{E} \left[ \frac{T_{n}^{-}(0, ke_{1})}{k} \right]$$

and therefore, for any $n \geq n_{0}$,

$$\mu_{n} \leq \mu_{\infty} + 2\varepsilon.$$

Thus, (43) is proven assuming Claim 28. We now prove this claim.

Proof of Claim 28. Let $k \geq 1$. We first prove the following almost sure equality:

$$\lim_{n} \frac{T_{n}^{-}(0, ke_{1})}{k} = \frac{T_{\infty}(0, ke_{1})}{k}. \quad (44)$$

Let $\varepsilon > 0$. Let $\pi'$ be a path from 0 to $ke_{1}$ such that $\tau_{\infty}(\pi') \leq T_{\infty}(0, ke_{1}) + \varepsilon$. By Lemma 10, we can fix a path $\pi = (x_{0}, \ldots, x_{m})$ from 0 to $ke_{1}$ such that $\bar{\tau}_{\infty}(\pi) \leq \tau_{\infty}(\pi')$. We then have

$$T_{\infty}(0, ke_{1}) + \varepsilon \geq \tau_{\infty}(\pi) \geq \bar{\tau}_{n}(\pi) - 2 \sum_{i \in \{1, \ldots, m-1\}} (r_{\infty}(x_{i}) - r_{n}^{-}(x_{i})) \quad \text{by Lemma 19}$$

$$\geq \tau_{n}(\pi) - 2 \sum_{i \in \{1, \ldots, m-1\}} (r_{\infty}(x_{i}) - r_{n}^{-}(x_{i})) \quad \text{by Lemma 7}$$

But, by Claim 27, on a probability one event, for any such path $\pi$, we have

$$\lim_{n} \sum_{i \in \{1, \ldots, n-1\}} (r_{\infty}(x_{i}) - r_{n}^{-}(x_{i})) = 0$$

and therefore

$$\limsup_{n} \tau_{n}^{-}(\pi) \leq T_{\infty}(0, ke_{1}) + \varepsilon$$

and then $\limsup_{n} T_{n}^{-}(0, ke_{1}) \leq T_{\infty}(0, ke_{1}) + \varepsilon$. So,

$$\limsup_{n} T_{n}^{-}(0, ke_{1}) \leq T_{\infty}(0, ke_{1}).$$

But for all $n$, $R_{n} \leq R_{\infty}$ and therefore $T_{\infty}(0, ke_{1}) \leq T_{n}^{-}(0, ke_{1})$. This yields (44). For all $n$, $0 \leq T_{n}^{-}(0, ke_{1}) \leq k$. By (44) and by the dominated convergence theorem, we finally conclude the proof. 

At this stage of the proof, (43) is proven. We now prove (42). This will end the proof. If $\mu_{\infty} = 0$, the result is trivial. Henceforth, we assume $\mu_{\infty} > 0$. First note that, if $\mathcal{R}, \mathcal{S}$ are two admissible maps such that $\mathcal{R} \leq \mathcal{S}$, then for all $r > 0$,

$$\nu^{\mathcal{R}}([r, +\infty)) = \int_{0}^{+\infty} I_{[r, +\infty)}[\mathcal{R}(u)] du \leq \int_{0}^{+\infty} I_{[r, +\infty)}[\mathcal{S}(u)] du = \nu^{\mathcal{S}}([r, +\infty)).$$
From Item 2 of Theorem 3 we thus get that \( \nu_{\infty} \) and all the \( \nu_{n}^{+} \) satisfy the greedy condition (3). As \( \mu_{\infty} > 0 \) and as \( \nu_{\infty} \) satisfies (3), we get, by Theorem 2, that \( \nu_{\infty} \) is strongly subcritical for percolation (see (4) for the definition of strongly subcritical). By Lemma 29 (see Appendix B below) applied to the admissible maps \( \mathcal{R}, \mathcal{R}_{\infty} \) and the \( \mathcal{R}_{n}^{+} \) (recall that the greedy condition (3) implies condition (4), see (5)), we get the existence of \( n_{0} \) such that \( \nu_{n}^{+} \) is strongly subcritical for percolation. As \( \nu_{n}^{+} \) satisfies (3), we deduce back by Theorem 2 that \( \mu_{n}^{+} \) is positive. For all \( n \geq n_{0}, \mathcal{R}_{n}^{+} \leq \mathcal{R}_{n_{0}}^{+} \) and we can then apply Theorem 3 to the admissible maps \( \mathcal{R}, \mathcal{R}_{\infty} \) and \( \mathcal{R}_{n}^{+} \). We get

\[
|\mu_{n}^{+} - \mu_{\infty}| \leq C \left( \int_{0}^{\infty} \left[ \nu_{n}^{+} - \nu_{\infty} ([r, +\infty)) \right]^{1/d} dr \right) \tag{45}
\]

where \( C = C(d, \mathcal{R}_{n_{0}}^{+}) \) is provided by Theorem 3. For all \( n \geq n_{0}, \mathcal{R}_{n}^{+} \leq \mathcal{R}_{\infty} \) is non-negative and, for all \( r > 0 \) and all \( u > 0 \),

\[
\mathbb{1}_{[r, +\infty)}([\mathcal{R}_{n}^{+} - \mathcal{R}_{\infty})(u)] \leq \mathbb{1}_{[r, +\infty)}[\mathcal{R}_{n_{0}}^{+}(u)]. \tag{46}
\]

Recall

\[
\int_{0}^{\infty} \mathbb{1}_{[r, +\infty)}[\mathcal{R}_{n_{0}}^{+}(u)] du = \nu_{n_{0}}([r, +\infty)) < \infty. \tag{47}
\]

Moreover, for almost all \( u, \mathcal{R}_{n_{0}}^{+}(u) \) converges to \( \mathcal{R}_{\infty}(u) \). Therefore, for almost all \( u, \)

\[
\lim_{n \to \infty} \mathbb{1}_{[r, +\infty)}([\mathcal{R}_{n}^{+} - \mathcal{R}_{\infty})(u)] = 0 \text{ for all } r > 0. \tag{48}
\]

By (46), (47), (48) we get, using the dominated convergence theorem, for all \( r > 0, \)

\[
\lim_{n \to \infty} \int_{0}^{\infty} \mathbb{1}_{[r, +\infty)}([\mathcal{R}_{n}^{+} - \mathcal{R}_{\infty})(u)] du = 0
\]

that is

\[
\lim_{n \to \infty} \nu_{n}^{+}([r, +\infty)) = 0. \tag{49}
\]

But, for all \( n \geq n_{0} \) and all \( r > 0 \), after integrating (46) we get

\[
\nu_{n}^{+}([r, +\infty)) \leq \nu_{n_{0}}^{+}([r, +\infty)). \tag{50}
\]

As \( \nu_{n}^{+} \) satisfies (3), by (49) and (50) we get, using again the dominated convergence theorem,

\[
\lim_{n \to \infty} \int_{0}^{\infty} \nu_{n}^{+}([r, +\infty))^{1/d} dr = 0.
\]

Using (45) we then get (42) which ends the proof.

4 Proof of Corollary 6

Proof of Corollary 6. Let \( \hat{\lambda} = \sup \{\lambda_{n}, n \in \mathbb{N} \cup \{\infty\} \} \). We have \( \hat{\lambda} < \infty \) since \( \{\lambda_{n}\}_{n} \) is convergent. Let \( \hat{\mathcal{R}} \) be the admissible map associated with \( \hat{\lambda} \mathbb{P}_{\hat{\mathcal{R}}} \) by (7). Note that, with the notations of Section 1.4.2 \( \nu^{\hat{\mathcal{R}}} = \hat{\lambda} \mathbb{P}_{\hat{\mathcal{R}}} \) (see below (8)). For all \( n \in \mathbb{N} \cup \{\infty\} \) let \( \mathcal{R}_{n} \) be the admissible map associated with \( \lambda_{n} \mathbb{P}_{\mathcal{R}_{n}} \) by (8). As above, for all \( n \in \mathbb{N} \cup \{\infty\} \), \( \nu^{\mathcal{R}_{n}} = \lambda_{n} \mathbb{P}_{\mathcal{R}_{n}} \). We now check that Theorem 5 applies. Item 1 of Theorem 5 is a consequence of Item 1 of Corollary 6 and the upper bound \( \lambda_{n} \leq \hat{\lambda} \) for all \( n \in \mathbb{N} \cup \{\infty\} \) (see the paragraph about domination and coupling in Section 1.4.2). Item 2 of Theorem 5 is a consequence of Item 2 of Corollary 6. Item 3 of Theorem 5 is a consequence of Items 3 and 4 of Corollary 6 and of a variant of a classical result for the representation of a measure by an admissible map. We can now apply Theorem 5 to conclude.  

\footnote{Let us give a proof. For each \( u > 0 \) write \( I(u) = \{r > 0 : \lambda_{\infty} \mathbb{P}_{\mathcal{R}_{\infty}}(r) \geq r = u\} \). The sets \( I(u) \) are pairwise disjoint intervals. Therefore

\[
A = \{u > 0 : I(u) \text{ is an interval of positive length}\}
\]

is at most countable. To conclude the proof, it suffices to show that, for any \( u \in (0, +\infty) \) \( \setminus A \),

\[
\limsup \mathcal{R}_{n}(u) \leq \mathcal{R}_{\infty}(u) \text{ and } \liminf \mathcal{R}_{n}(u) \geq \mathcal{R}_{\infty}(u).
\]
A  Some remarks on measurability

Space of configurations. Let $(S, A)$ denote the usual set of configurations for point processes in $\mathbb{R}^d \times (0, +\infty)$. In other words, $S$ is the set of locally finite subsets of $\mathbb{R}^d \times (0, +\infty)$ and $A$ is the $\sigma$-algebra generated by the family of all maps $S \to \#(S \cap B)$ where $B$ is a Borel subset of $\mathbb{R}^d \times (0, +\infty)$.

There exists a sequence $(X_n)_n$ of measurable maps from $S$ to $\mathbb{R}^d \times (0, +\infty)$ and a measurable map $N$ from $S$ to $\mathbb{N} = \mathbb{N} \cup \{\infty\}$ such that, for all $S \in S$, 

$$S = \{X_i(S), 1 \leq i \leq N(S)\}$$

and the $X_i(S), 1 \leq i \leq N(S)$ are pairwise distinct. We write $X_i(S) = (Y_i(S), R_i(S))$ where $Y_i$ (resp. $R_i$) takes values in $\mathbb{R}^d$ (resp. $(0, +\infty)$).

The map from $\mathbb{R}^d \times S$ to $\mathbb{R}$ defined by $(z, S) \mapsto 1_{\Sigma(S)}(z)$ is measurable where $\Sigma(S) = \bigcup_{(c, r) \in S} B(c, r)$.

Indeed, 

$$\{z \in \Sigma(S)\} = \bigcup_{1 \leq i \leq N(S)} \{\|z - Y_i(S)\| \leq R_i(S)\}.$$ 

Regularity of the map from $\mathbb{R}^d \times \mathbb{R}^d \times S$ to $\mathbb{R}$ defined by $(x, y, S) \mapsto \tau(x, y; S)$. Let $x, y \in \mathbb{R}^d$. The map $S \mapsto \tau(x, y; S)$ is measurable. If $x = y$ this is straightforward. If $x \neq y$, setting $u = \|y - x\|^{-1}(y - x)$ we can write 

$$\tau(x, y; S) = \int_0^1 \|y - x\|1_{\Sigma(S)}(x + t\|y - x\|u)dt.$$ 

As the map $(z, S) \mapsto 1_{\Sigma(S)}(z)$ is measurable, the above map is measurable by Fubini theorem.

Let $S \in S$. The map $(x, y) \mapsto \tau(x, y; S)$ is continuous. Let $(x_n)_n$ and $(y_n)_n$ be two sequences of $\mathbb{R}^d$ converging to $x$ and $y$. It suffices to show that $\tau(x_n, y_n; S)$ converges to $\tau(x, y; S)$. If $x = y$ this is straightforward as, for any $u, v \in \mathbb{R}^d$, $\tau(u, v; S) \leq \|v - u\|$. If $x \neq y$ we can write, for any $n$ large enough and with $u_n = \|y_n - x_n\|^{-1}(y_n - x_n)$,

$$\tau(x_n, y_n; S) = \int_0^1 \|y_n - x_n\|1_{\Sigma(S)}(x_n + \|y_n - x_n\|u_n)dt.$$ 

The set $M = \{t \in [0, 1], x + \|y - x\|u \in \partial\Sigma(S)\}$ is at most countable as the boundary of $\Sigma(S)$ is contained in the union of an at most countable number of spheres. But $\|y_n - x_n\|1_{\Sigma(S)}(x_n + \|y_n - x_n\|u_n) \to \|y - x\|1_{\Sigma(S)}(x + \|y - x\|u)$ when $n$ tends to $\infty$ for any $t \in [0, 1] \setminus M$. The required continuity result then follows from the dominated convergence theorem.

Measurability of the map from $S$ to $\mathbb{R}$ defined by $S \mapsto T(a, b; S)$ for $a, b \in \mathbb{R}^d$ given. By continuity of $(x, y) \mapsto \tau(x, y; S)$ for a given $S$, we can write 

$$T(a, b; S) = \inf_{\pi} \tau(\pi; S)$$

where the infimum is over all paths from $a$ to $b$ whose points (except maybe $a$ or $b$) have rational coordinates. The result then follows from the measurability of $S \mapsto \tau(x, y; S)$ for given $x, y$.
Measurability of the map from $S$ to $\mathbb{R}$ defined by $S \mapsto T(A, B; S)$ for $A, B \subset \mathbb{R}^d$ given. We will only consider very regular sets $A, B \subset \mathbb{R}^d$ such as balls or spheres. By the triangular inequality we get $|T(a, b; S) - T(a', b'; S')| \leq T(a, a'; S) + T(b, b'; S) \leq |a - a'| + |b - b'|$, thus the infimum in the definition of $T(A, B; S)$,

$$T(A, B; S) = \inf \{ T(a, b; S) : a \in A, b \in B \}$$

can be taken along any set of points $A' \subset A$ (resp. $B' \subset B$) that is dense in $A$ (resp. in $B$) for the Euclidean norm. If the sets $A$ and $B$ admit dense subsets that are countable (as it is the case for balls or spheres), then the measurability of $S \mapsto T(A, B; S)$ follows.

Measurability of the map from $S$ to $\mathbb{R}$ defined by $S \mapsto T^{\square}(a_0, \ldots, a_k; S)$ for $a_0, \ldots, a_k$ given. We can rewrite

$$T^{\square}(a_0, \ldots, a_k; S) = \inf \left\{ \sum_{j=1}^k T(a_{j-1}, a_j; \{ X_i(S), i \in I_j \}) : I_1, \ldots, I_k \text{ are disjoint finite subsets of } \{1, \ldots, N(S)\} \right\}.$$ 

The result then follows from the previous paragraph (and the fact that for any $I \subset \mathbb{N}$, $S \mapsto \{ X_i(S), i \in I \}$ is a measurable map from $S$ to $S$ as, for all Borel subset $B$, $\#(B \cap \{ X_i(S), i \in I \}) = \sum_{i \in I} 1_B(X_i(S))$ is measurable.

Measurability of the map from $S$ to $\mathbb{R}$ defined by

$$S \mapsto \inf \left\{ \frac{1}{k^p} T^{\square}(a_0, \ldots, a_k; S) : k \geq k_0 \text{ and } (a_0, \ldots, a_k) \text{ is a } \rho\text{-skeleton from } \emptyset \right\}.$$ 

Let $(a_0, \ldots, a_k), (a'_0, \ldots, a'_k) \in (\mathbb{R}^d)^{k+1}$. For all disjoint finite subsets $I_1, \ldots, I_k$ of $\{1, \ldots, N(S)\}$, for all $j \in \{1, \ldots, k\}$,

$$T(a'_{j-1}, a'_j; \{ X_i(S), i \in I_j \}) \leq T(a'_{j-1}, a_{j-1}; \{ X_i(S), i \in I_j \}) + T(a_{j-1}, a_j; \{ X_i(S), i \in I_j \}) + T(a_j, a'_j; \{ X_i(S), i \in I_j \})$$

$$\leq T(a_{j-1}, a_j; \{ X_i(S), i \in I_j \}) + \|a'_j - a_{j-1}\| + \|a'_j - a_j\|.$$ 

Summing on $j$ and taking the infimum over the disjoint finite subsets $I_1, \ldots, I_k$ of $\{1, \ldots, N(S)\}$ we get

$$T^{\square}(a_0, \ldots, a'_k; S) \leq T^{\square}(a_0, \ldots, a_k; S) + 2 \sum_j \|a_j - a'_j\|.$$ 

By symmetry, we get the reverse inequality and thus

$$|T^{\square}(a_0, \ldots, a_k; S) - T^{\square}(a'_0, \ldots, a'_k; S)| \leq 2 \sum_j \|a_j - a'_j\|.$$ 

Thanks to this Lipschitz property, the quantity we are interested can be written as an infimum of measurable maps over a countable set of skeletons.

**B Openness of the strongly subcritical regime for percolation**

The definition of strongly subcritical is given en [3]. It applies to a finite measure $\nu$ on $(0, +\infty)$, but via the correspondance between such measures and admissible maps (see Section 1.4.2), it also applies to admissible maps. The aim of this section is to give a proof of the following result. The result is essentially not new.

**Lemma 29.** Let $\hat{\mathcal{R}}$ and $\mathcal{R}_\infty$ be two admissible maps. Let $(\mathcal{R}_n)_n$ be a sequence of admissible maps. Assume the following.

1. $\mathcal{R}_\infty \leq \hat{\mathcal{R}}$ and, for all $n$, $\mathcal{R}_n \leq \hat{\mathcal{R}}$. 
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2. \( \int_{(0, +\infty)} \hat{R}(u)^d du \) is finite.

3. \( \mathcal{R}_\infty \) is strongly subcritical for percolation.

4. \( \mathcal{R}_n \) converges almost everywhere to \( \mathcal{R} \).

Then there exists \( n_0 \) such that, for all \( n \geq n_0 \), \( \mathcal{R}_n \) is strongly subcritical for percolation.

The following result is a rephrasing of the core of Proposition A.2 and Lemma A.3 from [7] with the notations of the current paper.

**Lemma 30.** There exists \( K = K(d) \) such that the following holds. Let \( \mathcal{R} \) be an admissible map satisfying

\[
\int_0^{+\infty} \hat{R}(u)^d du < \infty. \tag{51}
\]

Let \( \nu^\mathcal{R} \) be the associated measure and let \( \Sigma = \Sigma(d, \nu^\mathcal{R}) \) be a Boolean model driven by \( \nu^\mathcal{R} \). Let \( M > 0 \).

Assume

\[
K^2 \int \hat{R}^d(u)1_{[M, +\infty)}(\hat{R}(u)) du \leq \frac{1}{4} \tag{52}
\]

and

\[
K \mathbb{P}[\text{There exists a path inside } \Sigma \text{ from } B(0, M) \text{ to } B(0, 2M)^c] \leq \frac{1}{2} \tag{53}
\]

Then

\[
\mathbb{P}[\text{There exists a path inside } \Sigma \text{ from } B(0, \alpha) \text{ to } B(0, 2\alpha)^c] \to 0 \text{ as } \alpha \to \infty. \tag{54}
\]

In other words, \( \nu^\mathcal{R} \) is strongly subcritical for percolation.

**Proof.** Let us start by comparing the notations and the settings of [7] and Lemma 30. In [7] the Boolean model is driven by a measure denoted by \( \lambda \nu \) where \( \lambda \in (0, +\infty) \) and \( \nu \) is a probability measure on \((0, +\infty)\) whose \( d \)-moment is finite. In Lemma 30 the Boolean model is driven by \( \nu^\mathcal{R} \) where \( \mathcal{R} \) is an admissible map satisfying (51) and thus \( \nu^\mathcal{R} \) is a finite measure on \((0, +\infty)\) whose \( d \)-moment is finite. Therefore, whenever \( \nu^\mathcal{R}((0, +\infty)) > 0 \) we are in the framework of [7] by setting \( \lambda = \nu^\mathcal{R}((0, +\infty)) \) and \( \nu = \lambda^{-1} \nu^\mathcal{R} \). When, on the contrary, \( \nu^\mathcal{R}((0, +\infty)) = 0 \), everything is trivial and we will not mention further this case.

Let \( K_1 = K_1(d) \) be given by Proposition A.2 of [7]. Let \( K_2 = K_2(d) \) be such that, for all \( \beta \in [10, 100] \), there exists a set \( A \subset S(0, \beta) \) of cardinality at most \( K_2(d) \) such that \( S(0, \beta) \subset \bigcup_{a \in A} B(a, 1) \). Set \( K = K(d) = K_1 K_2 \).

Let \( \mathcal{R} \) be an admissible map satisfying (51). Let \( M > 0 \). Assume that (52) and (53) hold. We have to prove that (54) holds.

For all \( \alpha \in [10M, 100M] \), we have

\[
K_1 \mathbb{P}[\text{There exists a path inside } \Sigma \text{ from } B(0, \alpha) \text{ to } B(0, 2\alpha)^c] \leq \frac{1}{2}. \tag{55}
\]

This is a simple and classical consequence of (53). Set \( \beta = \alpha M^{-1} \in [10, 100] \). There exists \( A \subset S(0, \beta) \) of cardinality at most \( K_2(d) \) such that \( S(0, \beta) \subset \bigcup_{a \in A} B(a, 1) \). Multiplying by \( M \) and using \( M \beta = \alpha \) we thus have

\[
S(0, \alpha) \subset \bigcup_{a \in A} B(Ma, M).
\]

Moreover, for all \( a \in A \),

\[
B(Ma, 2M) \subset B(0, 2\alpha).
\]

Indeed \( \|Ma\| = \alpha \) and \( 2M < 10M \leq \alpha \). Therefore, if there exists a path in \( \Sigma \) from \( B(0, \alpha) \) to \( B(0, 2\alpha)^c \), then there exists \( a \in A \) and a path in \( \Sigma \) from \( B(Ma, M) \) to \( B(Ma, 2M)^c \). By a union bound and by stationarity, we thus get

\[
K_1 \mathbb{P}[\text{There exists a path inside } \Sigma \text{ from } B(0, \alpha) \text{ to } B(0, 2\alpha)^c] \leq K_1 K_2 \mathbb{P}[\text{There exists a path inside } \Sigma \text{ from } B(0, M) \text{ to } B(0, 2M)^c] \leq \frac{1}{2}.
\]
by (53) as \( K = K_1 K_2 \). Therefore (55) holds. Applying (A.2) of [7] we get
\[
\forall \alpha \in [10 M, 100 M], \ K_1 \Pi(\alpha) \leq \frac{1}{2}
\] (56)
where \( \Pi \) is defined above Proposition A.2 in [7].
Moreover, by (52) and as \( K_1 \leq K \),
\[
K^2 \int \mathcal{R}^d(u) \mathbb{1}_{[10 M, +\infty)}(\mathcal{R}(u)) du \leq K^2 \int \mathcal{R}^d(u) \mathbb{1}_{[10 M, +\infty)}(\mathcal{R}(u)) du \leq \frac{1}{4}
\] (57)
The map \( \varepsilon \) is defined by (A.1) in [7]. For all \( \alpha > 0 \),
\[
\lambda \varepsilon(\alpha) = \int_{(\alpha, +\infty)} r^d \nu^\mathcal{R}(dr) = \int \mathcal{R}^d(u) \mathbb{1}_{(\alpha, +\infty)}(\mathcal{R}(u)) du
\] (58)
where the last equality is a consequence of the definition of \( \nu^\mathcal{R} \). Note that (56) is (A.7) in [7] for \( 10 M \) instead of \( M \). Moreover, (A.6) in [7] for \( 10 M \) instead of \( M \) is a consequence of (57) and (58). Therefore, applying Lemma A.3 in [7], we get
\[
\lim_{\alpha \to +\infty} \Pi(\alpha) = 0.
\] (59)
By (A.2) in [7], (59), (58) and (51) we thus get (54).

**Proof of Lemma 2.9** Let \( \Xi \) be a Poisson point process on \( \mathbb{R}^d \times (0, +\infty) \) with intensity measure the Lebesgue measure. As in Section 1.4.2 we build a point process \( \hat{\xi} \) using \( \Xi \) and \( \hat{\mathcal{R}} \) and introduce an appropriate random map \( \hat{r} \) such that
\[
\hat{\xi} = \{(c, \hat{r}(c)), c \in \mathbb{R}^d \text{ such that } \hat{r}(c) > 0\}.
\]
As in the proof of Theorem 3.3 we have shortened our notations. In a similar way and with the same kind of notations, we define \( \xi_n \) with \( \mathcal{R}_n \) for all \( n \in \mathbb{N} = \mathbb{N} \cup \{\infty\} \). Thus, for all \( n \in \mathbb{N} \),
\[
\xi_n = \{(c, r_n(c)), c \in \mathbb{R}^d \text{ such that } r_n(c) > 0\}.
\]
Moreover
\[
\forall n \in \mathbb{N}, \forall c \in \mathbb{R}^d, r_n(c) \leq \hat{r}(c).
\] (60)
We denote by \( \Sigma^n \) the Boolean model associated with \( \xi^n \). For all \( n \in \mathbb{N} \), define the event
\[
C_n = \{\text{There exists a path in } \Sigma_n \text{ from } B(0, M) \text{ to } B(0, 2M)^c\}.
\]
Let \( K \) be the constant given by Lemma 30 By Items 2 and 3 of Lemma 29 there exists \( M > 0 \) such that
\[
K^2 \int \mathcal{R}^d(u) \mathbb{1}_{[M, +\infty)}(\hat{\mathcal{R}}(u)) du \leq \frac{1}{4}
\] (61)
and
\[
KP[C_\infty] \leq \frac{1}{4}
\] (62)
Write
\[
C = \{c \in \mathbb{R}^d \text{ such that } \hat{r}(c) > 0 \text{ and } B(c, \hat{r}(c)) \text{ touches } \overline{B(0, 2M)}\}.
\]
For all \( n \in \mathbb{N} \), the event \( C_n \) only depends on random balls that touch \( \overline{B(0, 2M)} \). By (60), it therefore only depends on the sequence \((r_n(c))_{c \in C}\).
By Item 4 of Lemma 29 there exists a full probability event \( G_1 \) on which, for all \( c \in \mathbb{R}^d \), \( r_n(c) \) converges to \( r(c) \). We refer to the proof of Claim 27 for a proof. By the second item of Lemma 29 the expected value of the cardinality of \( C \) is finite. Therefore there exists a full probability event \( G_2 \) on which \( C \) is finite. Finally there also exists a full probability event \( G_3 \) on which:
- For all distinct \((c, r)\) and \((c', r')\) in \( \xi_\infty \), \( B(c, r) \) and \( B(c', r') \) are not tangent.
- For all \((c, r)\) in \( \xi_\infty \), \( B(c, r) \) is neither tangent to \( S(0, M) \) nor to \( S(0, 2M) \).
We work on the full probability event \( G = G_1 \cap G_2 \cap G_3 \). On \( G \), the finite sequence \((r_n(c))_{c \in C}\) converges to \((r_\infty(c))_{c \in C}\) and therefore \( I_{C_n} \) converges to \( I_{C_\infty} \). Therefore \( P[C_n] \) converges to \( P[C_\infty] \). From (62) we deduce the existence of \( n_0 \) such that, for all \( n \geq n_0 \), \( R_n \) satisfies (53). By (61) and Item 1 of Lemma 29 for all \( n \geq n_0 \), \( R_n \) satisfies (52). Finally, by Items 1 and 2 of Lemma 29 for all \( n \geq n_0 \), \( R_n \) satisfies (51). By Lemma 30 we deduce that, for all \( n \geq n_0 \), \( R_n \) is strongly subcritical. \(\square\)
C  BK inequality

C.1 Framework and result

Disjoint occurrence. Let \( p \geq 1 \). Let \( \mathcal{S} \) denote here the set of finite subsets of \( \mathbb{R}^p \). Let \( \mathcal{F} \) denote the usual \( \sigma \)-field for finite point processes on \( \mathbb{R}^p \). This is the \( \sigma \)-field on \( \mathcal{S} \) generated by the application \( S \mapsto \text{card}(S \cap A) \) for Borel sets \( A \subseteq \mathbb{R}^p \). We say that \( F \in \mathcal{F} \) is increasing if, for any configuration \( S \) in \( F \), any configuration \( S' \supset S \) also belongs to \( F \). If \( F_1, \ldots, F_m \) are \( m \) increasing elements of \( \mathcal{F} \), we define the disjoint occurrence of \( F_1, \ldots, F_m \) by

\[
F_1 \circ \cdots \circ F_m = \{ S \in \mathcal{S} : \text{there exists pairwise disjoint } S_1, \ldots, S_m \subset S \text{ s.t. } S_1 \in F_1, \ldots, S_m \in F_m \}.
\]

Measurability issues. There exists a sequence \((X_n)_n\) of measurable maps from \((\mathcal{S}, \mathcal{F})\) to \(\mathbb{R}^p\) and a measurable map \(N\) from \((\mathcal{S}, \mathcal{F})\) to \(\mathbb{N}\) such that, for all \( S \in \mathcal{S} \),

\[
S = \{X_1(S), \ldots, X_N(S)\}, \quad X_1(S), \ldots, X_N(S) \text{ are distinct}.
\]

Therefore, \( F_1 \circ \cdots \circ F_m \) is also the set of all configurations \( S \in \mathcal{S} \) such that there exists pairwise disjoint \( I_1, \ldots, I_m \subset \{1, \ldots, N(S)\} \) for which

\[
\{X_i(S), i \in I_1\} \in F_1, \ldots, \{X_i(S), i \in I_m\} \in F_m.
\]

This rewriting enables to check that \( F_1 \circ \cdots \circ F_m \) belongs to the \(\sigma\)-field \( \mathcal{F} \).

Main result. We now state our main result. This is a version of BK inequality for Poisson point processes which is similar to the version given in the discrete setting by Kesten in its Saint-Flour lecture notes [9]. As in all the proofs of BK inequality we are aware of, our proof is fundamentally relying on some splitting techniques. However, contrary to other proofs in the continuum setting, we do not perform any discretization step and the key property is captured in a purely combinatorial lemma.

Lemma 31. Let \( p \geq 1 \) and \( m \geq 2 \). Let \( \varpi \) be a finite measure on \( \mathbb{R}^p \) with no atoms. Let \( \chi_1, \ldots, \chi_m \) be independent Poisson point processes on \( \mathbb{R}^p \) with intensity measure \( \varpi \). Let \((F^t_i)_{i \in \{1, \ldots, m\}, t \in T}\) be a family of increasing events on \( \mathcal{F} \). We assume that \( T \) is finite or countable. Then

\[
P \left[ \bigcup_{t \in T} \{ \chi_1 \in F^t_1 \circ \cdots \circ F^t_m \} \right] \leq \exp \left[ \sum_{t \in T} \mathbb{E} \left[ \chi_1 \in F^t_1 \circ \cdots \circ F^t_m \right] \right].
\]

For a proof of standard BK inequality for Poisson point processes, we refer to the paper by van den Berg [3] (see also the book by Meester and Roy [12]) and references therein. Earlier proofs of BK inequality for Poisson point processes (see for instance Bezuidenhout and Grimmett [4]) were built in three steps: partition the space in small cells, apply the classical BK inequality to a collection of independent variables indexed by these cells and then take the limit of the desired probabilities as the size of the cells goes to 0. This approach, through the use of a limit in the third step, requires some extra regularity assumptions on the events we can consider. Van den Berg offered in [33] a new approach to the problem: he still starts by partitioning the space in cells, but then instead of using the discrete version of BK inequality he adapts directly its proof. More precisely, he uses the splitting method, a well known method to prove classical BK inequality in which one replaces one after each other the variable associated to each edge or each cell by an independent copy. Van den Berg has to deal with an error term due to the discretization (more precisely to the existence of at least two points in a cell) but this term goes to 0 with the size of the cells.

C.2 A combinatorial lemma

Let \( n \geq 1 \) and \( m \geq 2 \). Let

\[
\mathcal{Q} = \mathcal{Q}(n, m) = \{(Q_1, \ldots, Q_m) \text{ where } Q_1, \ldots, Q_m \text{ are pairwise disjoint subsets of } \{1, \ldots, n\}\}.
\]
For any subset $\mathcal{R} \subset \mathcal{Q}$ we define
\[ \mathcal{A}_n(\mathcal{R}) = \bigcup_{(R_1, \ldots, R_m) \in \mathcal{R}} \{(c_1, \ldots, c_n) \in \{1, \ldots, m\}^n : \text{for all } a \in \{1, \ldots, m\} \text{ and all } i \in R_a, c_i = a\}. \]

One can think about the family $(c_1, \ldots, c_n)$ as a coloring of the sites $\{1, \ldots, n\}$ with colors in $\{1, \ldots, m\}$ and about the set $\mathcal{R}$ as a set of rules. A coloring is $(R_1, \ldots, R_m)$-admissible if for all color $a \in \{1, \ldots, m\}$, all sites of $R_a$ are colored with color $a$. The set $\mathcal{A}_n(\mathcal{R})$ is then the set of coloring which are $R$-admissible for some $R \in \mathcal{R}$. We also define
\[ \mathcal{A}_0(\mathcal{R}) = \bigcup_{(R_1, \ldots, R_m) \in \mathcal{R}} \{(c_1, \ldots, c_n) \in \{1, \ldots, m\}^n : \text{for all } a \in \{1, \ldots, m\} \text{ and all } i \in R_a, c_i = 1\}. \]

The only difference is that we require all sites of all $R_a$ to be colored with color 1.

**Lemma 32.** Let $n \geq 1$ and $m \geq 2$. Let $\mathcal{R} \subset \mathcal{Q}(n, m)$. Then
\[ \text{card}(\mathcal{A}_0(\mathcal{R})) \leq \text{card}(\mathcal{A}_n(\mathcal{R})). \]

**Proof.** For all $k \in \{0, \ldots, n\}$ let
\[ \mathcal{A}_k(\mathcal{R}) = \bigcup_{R \in \mathcal{R}} \{c \in \{1, \ldots, m\}^n : c \text{ is } (k, R) \text{ admissible}\} \]
where 'c is $(k, R)$ admissible' means the following:

for all $a \in \{1, \ldots, m\}$ and for all $i \in R_a$, if $i \leq k$, then $c_i = a$ else $c_i = 1$.

This definition is compatible with the previous definitions for $k = 0$ and $k = n$. The lemma will follow immediately from the fact that, for all $k \in \{1, \ldots, n\}$,
\[ \text{card}(\mathcal{A}_{k-1}(\mathcal{R})) \leq \text{card}(\mathcal{A}_k(\mathcal{R})). \] (63)

Let $k \in \{1, \ldots, n\}$. For all $\hat{c} = (\hat{c}_1, \ldots, \hat{c}_{k-1}, \hat{c}_{k+1}, \ldots, \hat{c}_n) \in \{1, \ldots, m\}^{n-1}$, define
\[ B_{k-1}(\hat{c}, \mathcal{R}) = \{c_k \in \{1, \ldots, m\} : (\hat{c}_1, \ldots, \hat{c}_{k-1}, c_k, \hat{c}_{k+1}, \ldots, \hat{c}_n) \in \mathcal{A}_{k-1}(\mathcal{R})\} \]
and
\[ B_k(\hat{c}, \mathcal{R}) = \{c_k \in \{1, \ldots, m\} : (\hat{c}_1, \ldots, \hat{c}_{k-1}, c_k, \hat{c}_{k+1}, \ldots, \hat{c}_n) \in \mathcal{A}_k(\mathcal{R})\}. \]

As $\text{card}(\mathcal{A}_{k-1}(\mathcal{R})) = \sum_{\hat{c}} \text{card}(B_{k-1}(\hat{c}, \mathcal{R}))$ and $\text{card}(\mathcal{A}_k(\mathcal{R})) = \sum_{\hat{c}} \text{card}(B_k(\hat{c}, \mathcal{R}))$, (63) follows from the stronger result:
\[ \forall \hat{c} \in \{1, \ldots, m\}^{n-1}, \text{card}(B_{k-1}(\hat{c}, \mathcal{R})) \leq \text{card}(B_k(\hat{c}, \mathcal{R})). \] (64)

Let $\hat{c} \in \{1, \ldots, m\}^{n-1}$. There are two cases:

1. Case $B_{k-1}(\hat{c}, \mathcal{R}) = \emptyset$. In this case, (64) is straightforward. This is not needed for the proof, but in this case we actually also have $B_k(\hat{c}, \mathcal{R}) = \emptyset$.

2. Case $B_{k-1}(\hat{c}, \mathcal{R}) \neq \emptyset$. In other words, there exists $c_k \in \{1, \ldots, m\}$ and $R \in \mathcal{R}$ such that $(\hat{c}_1, \ldots, \hat{c}_{k-1}, c_k, \hat{c}_{k+1}, \ldots, \hat{c}_n)$ is $(k-1, R)$ admissible. We now subdivide in two subcases.

   (a) There exists $c_k \in \{1, \ldots, m\}$ and $R \in \mathcal{R}$ such that $(\hat{c}_1, \ldots, \hat{c}_{k-1}, c_k, \hat{c}_{k+1}, \ldots, \hat{c}_n)$ is $(k-1, R)$ admissible and such that $k \notin \bigcup_a R_a$. Fix such a $R$. As a first consequence, being $(k-1, R)$ admissible does not depend on the $k$th coordinate. Therefore $B_{k-1}(\hat{c}, \mathcal{R}) = \{1, \ldots, m\}$. As a second consequence, being $(k-1, R)$ admissible is equivalent to being $(k, R)$ admissible. Therefore $B_k(\hat{c}, \mathcal{R}) = \{1, \ldots, m\}$. In particular, (63) holds.

   (b) For all $c_k \in \{1, \ldots, m\}$ and $R \in \mathcal{R}$ such that $(\hat{c}_1, \ldots, \hat{c}_{k-1}, c_k, \hat{c}_{k+1}, \ldots, \hat{c}_n)$ is $(k-1, R)$ admissible, $k$ belongs to $\bigcup_a R_a$. Therefore $B_{k-1}(\hat{c}, \mathcal{R}) = \{1\}$. Let $R \in \mathcal{R}$ be such that $(\hat{c}_1, \ldots, \hat{c}_{k-1}, c_k, \hat{c}_{k+1}, \ldots, \hat{c}_n)$ is $(k-1, R)$ admissible. Let $a$ be such that $k \in R_a$. Then $(\hat{c}_1, \ldots, \hat{c}_{k-1}, a, \hat{c}_{k+1}, \ldots, \hat{c}_n)$ is $(k, R)$ admissible – this uses the fact that $R_1, \ldots, R_m$ are pairwise disjoint – and therefore $\{a\} \subset B_k(\hat{c}, \mathcal{R})$. As a consequence, (64) holds. Note that this is the only case where $B_{k-1}(\hat{c}, \mathcal{R})$ and $B_k(\hat{c}, \mathcal{R})$ can be different.

We proved (64). This yields (63) and then the lemma. ∎
C.3 Proof of Lemma 31

Write $\lambda = \varpi(R^p)$. If $\lambda = 0$, then $\chi_1, \ldots, \chi_m$ are empty and the result is trivial. Henceforth, we assume $\lambda > 0$ and write $\hat{\varpi} = \lambda^{-1} \varpi$. Let $N$ be a Poisson random variable with parameter $m \lambda$. Let $X = (X_i)$ be a family of i.i.d.r.v. on $R^p$ with distribution $\hat{\varpi}$. Let $(U_i)$ be a family of i.i.d.r.v. with uniform distribution on $\{1, \ldots, m\}$. The sets

$$\chi_a = \{ X_i : i \in \{1, \ldots, N\} : U_i = a \}, a \in \{1, \ldots, m\}$$

are independent Poisson point processes with intensity measure $\varpi$. We can thus work with these realizations of the point processes.

Recall the notation of Section C.2 and set

$$R(N, X) = \{(R_1, \ldots, R_m) \in Q(N, m) : \exists t \in T \text{ s.t. } \{X_i, i \in R_1\} \in F_t^1, \ldots, \{X_i, i \in R_m\} \in F_t^m\}.$$ 

With this notation, we can write (using the fact that the $X_i$ are almost surely distinct)

$$\mathbb{P} \left[ \chi_1 \in \bigcup_{t \in T} F_t^1 \circ \cdots \circ F_t^m \right]$$

$$= \mathbb{P} \left[ \exists (R_1, \ldots, R_m) \in \mathcal{R}(N, X) : \forall a \in \{1, \ldots, m\} \forall i \in R_a, U_i = 1 \right]$$

$$= \mathbb{E} \left[ \mathbb{P} \left[ \exists (R_1, \ldots, R_m) \in \mathcal{R}(N, X) : \forall a \in \{1, \ldots, m\} \forall i \in R_a, U_i = 1 \mid N, X \right] \right]$$

(65)

and

$$\mathbb{P} \left[ \bigcup_{t \in T} \left\{ \chi_a \in F_t^1, \ldots, \chi_m \in F_t^m \right\} \right]$$

$$= \mathbb{P} \left[ \exists (R_1, \ldots, R_m) \in \mathcal{R}(N, X) : \forall a \in \{1, \ldots, m\} \forall i \in R_a, U_i = a \right]$$

$$= \mathbb{E} \left[ \mathbb{P} \left[ \exists (R_1, \ldots, R_m) \in \mathcal{R}(N, X) : \forall a \in \{1, \ldots, m\} \forall i \in R_a, U_i = a \mid N, X \right] \right].$$

(66)

The variables $U_i$ have uniform distribution on $\{1, \ldots, m\}$, thus the conditional probabilities appearing in (65) and (66) are proportional to the cardinal of the corresponding sets of admissible colorings. The result then follows from Lemma 32.
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