HOW SMOOTH CAN THE CONVEX HULL OF A LÉVY PATH BE?
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Abstract. We describe the rate of growth of the derivative $C'$ of the convex minorant of a Lévy path at times where $C'$ increases continuously. Since the convex minorant is piecewise linear, $C'$ may exhibit such behaviour either at the vertex time $\tau_s$ of finite slope $s = C''_{\tau_s}$ or at time 0 where the slope is $-\infty$. While the convex hull depends on the entire path, we show that the local fluctuations of the derivative $C'$ depend only on the fine structure of the small jumps of the Lévy process and are the same for all time horizons. In the domain of attraction of a stable process, we establish sharp results essentially characterising the modulus of continuity of $C'$ up to sub-logarithmic factors. As a corollary we obtain novel results for the growth rate at 0 of meanders in a wide class of Lévy processes.

1. Introduction

The class of Lévy processes with paths whose graphs have convex hulls in the plane with smooth boundary almost surely has recently been characterised in [2]. In fact, as explained in [2], to understand whether the boundary is smooth at a point with tangent of a given slope, it suffices to analyse whether the boundary almost surely has recently been characterised in [2]. In fact, as explained in [2], to understand whether the boundary is smooth at a point with tangent of a given slope, it suffices to analyse whether the boundary almost surely has recently been characterised in [2].

At such a time, the continuity of $C$ and $\inf S$ of $C$ points that do not depend on the time horizon $T$. Clearly, it suffices to analyse only the times $\tau_s$ for which $\tau_s := \inf \{t \in (0, T) : C'_t > s\} \land T$ (where $a \land b := \min\{a, b\}$ and $\inf \emptyset := \infty$, is the right-inverse of the non-decreasing process $C'$. The process $\tau$ finds the times in $[0, T]$ of the vertices of the convex minorant $C$ (see [17, Sec. 2.3]), so the only possible discontinuities of $C'$ lie in the range of $\tau$. Clearly, it suffices to analyse only the times $\tau_s$ for which $C'$ is non-constant on the interval $[\tau_s, \tau_s + \varepsilon]$ for every $\varepsilon > 0$ (otherwise, $\tau_s$ is the time of a vertex isolated from the right).

At such a time, the continuity of $C'$ can be described in terms of a limit set of $S$. In the present paper we analyse the quality of the right-continuity of $C'$ at such points. By time reversal, analogous results apply for the left-continuity of $t \mapsto C'_s$ on $(0, T)$ (i.e., as $t \uparrow \tau_s$ for $s \in \mathbb{R}$) and for the explosion of $C'_s$ as $t \uparrow T$. Throughout the paper, the variable $s \in \mathbb{R}$ will be reserved for slope, indexing the vertex time process $\tau$.
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1.1. Contributions. We describe the small-time fluctuations of the derivative of the boundary of the convex hull of $X$ at its points of smoothness. This requires studying the local growth of $C'$ in two regimes: at finite slope (FS) $s$ in the deterministic set $\mathcal{L}^+(S) \subset \mathbb{R}$ of right-limit points\(^1\) of the set of slopes $S$ and at infinite slope (IS) for Lévy processes of infinite variation, see Figure 1 below. In terms of times, regime (FS) with $s \in \mathcal{L}^+(S)$ analyses how $C'$ leaves the slope $s$ at vertex time $\tau_s$ in $[0,T)$, and regime (IS) analyses how $C'$ enters from $-\infty$ at time $0 = \lim_{u \downarrow -\infty} \tau_u$. At all other times $t \in (0,T) \setminus \{\tau_s : s \in \mathcal{L}^+(S)\}$, the derivative $C'$ is constant on $[t, t + \varepsilon)$ for some sufficiently small $\varepsilon > 0$. In particular, in what follows we exclude all Lévy processes that are compound Poisson with drift, since $C'$ only takes finitely many values in that case.

**Figure 1.** The picture on the left shows the path of an $\alpha$-stable Lévy process $X$ with $\alpha \in (1,2)$ and its convex minorant $C$ starting at time 0. The picture on the right shows the post-minimum process $(X_{t+\tau_0} - X_{\tau_0})_{t \in [0,T-\tau_0]}$ of an $\alpha$-stable process with $\alpha \in (0,1)$ and its corresponding convex minorant $(C_{t+\tau_0} - C_{\tau_0})_{t \in [0,T-\tau_0]}$. Note that, in the case $\alpha \in (0,1)$, the derivative $C'$ is continuous only at $\tau_0$, i.e. at $t = 0$ in the graph, and at no other contact point between the path and its convex minorant.

**Regime (FS):** $C'$ immediately after $\tau_s$. Given a slope $s \in \mathbb{R}$, we have $s \notin S$ a.s. by [17, Thm 3.1] since the law of $X$ is diffuse. By [2, Thm 1.1], $s \in \mathcal{L}^+(S)$ if and only if the derivative $C'$ attains level $s$ at a unique time $\tau_s \in (0,T)$ (i.e. $C'_{\tau_s} = s$) and is not constant on every interval $[\tau_s, \tau_s + \varepsilon)$, $\varepsilon > 0$, a.s. Moreover, $s \in \mathcal{L}^+(S)$ if and only if $\int_0^1 \mathbb{P}(X_t/t \in (s, s + \varepsilon))t^{-1}dt = \infty$ for all $\varepsilon > 0$. The regime (FS) includes an infinite variation process $X$ if it is strongly eroded (implying $\mathcal{L}^+(S) = \mathbb{R}$) or, more generally, if $(X_t - st)_{t \geq 0}$ is eroded (implying $s \in \mathcal{L}^+(S)$), see [2]. Moreover, regime (FS) includes a finite variation process $X$ at slope $s \in \mathcal{L}^+(S)$ if and only if the natural drift $\gamma_0 = \lim_{t \downarrow 0} X_t/t$ equals $s$ and $\int_0^1 \mathbb{P}(X_t > \gamma_0 t)t^{-1}dt = \infty$ or, equivalently, if the positive half-line is regular for $(X_t - \gamma_0 t)_{t \geq 0}$ (see [2, Cor. 1.4] for a characterisation in terms of the Lévy measure of $X$ or its characteristic exponent).

Our results in regime (FS) are summarised as follows. For any process with $s \in \mathcal{L}^+(S)$, Theorem 2.2 establishes general sufficient conditions identifying when $\lim_{t \downarrow 0}(C'_{t+\tau_s} - s)/f(t)$ is either $0$ a.s. or $\infty$ a.s. In particular, we show that $\lim_{t \downarrow 0}(C'_{t+\tau_s} - s)/f(t)$ cannot take a positive finite value if $X$ has jumps of both signs and is an $\alpha$-stable with $\alpha \in (0,1]$ (recall that, if $\alpha > 1$, then $\mathcal{L}^+(S) = \emptyset$ by [2, Prop. 1.6]).

\(^1\)A point $x$ is a right-limit point of $A \subset \mathbb{R}$, denoted $x \in \mathcal{L}^+(A)$ if $A \cap (x, x + \varepsilon) \neq \emptyset$ for all $\varepsilon > 0$ (see also [2, App. A]).
For processes $X$ in the small-time domain of attraction of an $\alpha$-stable process with $\alpha \in (0,1)$ (see Subsection 2.2 below for definition), Theorem 2.7 finds a parametric family of functions $f$ that essentially determine the upper fluctuations of $C'_t + \tau_s - s$ up to sublogarithmic factors. In particular, Theorem 2.7 determines when $\limsup_{t \downarrow 0} (C'_t + \tau_s - s)/f(t)$ equals $0$ a.s. or $\infty$ a.s., essentially characterising the right-modulus of continuity\footnote{We say that a non-decreasing function $\varphi : [0, \infty) \to [0, \infty)$ is a right-modulus of continuity of a right-continuous function $g$ at $x \in \mathbb{R}$ if $\limsup_{y \uparrow x} |g(y) - g(x)|/\varphi(y - x) < \infty.$} of $C'$ at $\tau_s$. The family of functions $f$ is given in terms of the regularly varying normalising function of $X$.

Regime (IS): $C'$ immediately after $0$. The boundary of the convex hull of $X$ is smooth at the origin if and only if $\lim_{t \downarrow 0} C'_t = -\infty$ a.s., which is equivalent to $X$ being of infinite variation (see [2, Prop. 1.5 & Sec. 1.1.2]). If $X$ has finite variation, then $C'$ is bounded (see [2, Prop. 1.3]). In this case, $C'$ has positive probability of being non-constant on the interval $[0, \varepsilon)$ for every $\varepsilon > 0$ if and only if the negative half-line is not regular. Moreover, if this event occurs, then $C'_t$ approaches the natural drift $\gamma_0$ as $t \downarrow 0$ by [2, Prop. 1.3(b)] and the local behaviour of $C'$ at $0$ would be described by the results of regime (FS). Thus, in regime (IS) we only consider Lévy processes of infinite variation.

Our results in regime (IS) are summarised as follows. For any infinite variation process $X$, Theorem 2.9 establishes general sufficient conditions for $\limsup_{t \downarrow 0} |C'_t|f(t)$ to equal either $0$ a.s. or $\infty$ a.s. In particular, we show that $\limsup_{t \downarrow 0} |C'_t|f(t)$ cannot take a positive finite value if $X$ is $\alpha$-stable with $\alpha \in [1,2)$ and has (at least some) negative jumps.

If the Lévy process lies in the domain of attraction of an $\alpha$-stable process, with $\alpha \in (1,2]$, Theorem 2.13 finds a parametric family of functions $f$ that essentially determine the lower fluctuations of $C'$ up to sublogarithmic functions. The function $f$ is given in terms of the regularly varying normalising function of $X$. Again, these results describe the right-modulus of continuity of the derivative of the boundary of the convex hull of $X$ (as a closed curve in $\mathbb{R}^2$) at the origin. In this case, for a sufficiently small $\varepsilon > 0$, we may locally parametrise the curve $((t, C_t); t \in [0, \varepsilon))$, as $((\varsigma(t), t); t \in [C_t, 0])$, using a local inverse $\varsigma(t)$ of $C_t$ with left-derivative $\varsigma'(t) = 1/C'_\varsigma(t)$ that vanishes at $0$ (since $\lim_{t \downarrow 0} 1/|C'_t| = 0$ a.s.). Thus, the left-modulus of continuity of $\varsigma$ at $0$ is described by the upper and lower limits of $(|C'_t|f(t))^{-1}$ as $t \downarrow 0$, the main focus of our results in this regime.

Consequences for the path of a Lévy process and its meander. In Subsection 2.5 we present some implications the results in this paper have for the path of $X$. We find that, under certain conditions, the local fluctuations of $X$ can be described in terms of those of $C'$, yielding novel results for the local growth of the post-minimum process of $X$ and the corresponding Lévy meander (see Lemma 2.15 and Corollaries 2.16 and 2.17 below).

1.2. Strategy and ideas behind the proofs. An overview of the proofs of our results is as follows. First we show that, under our assumptions, the local properties of $C'$ do not depend on the time horizon $T$. This reduces the problem to the case where the time horizon $T$ is independent of $X$ and exponentially distributed (the corresponding right-derivative is denoted $\tilde{C}'$). Second, we translate the problem of studying the local behaviour of $\tilde{C}'$ to the problem of studying the local behaviour of its inverse: the vertex time process $\tilde{\tau}$. Third, we exploit the fact that, since the time horizon $T$ is an independent exponential random variable with mean $1/\lambda$, the vertex time process $\tilde{\tau}$ is a time-inhomogenous non-decreasing additive process (i.e., a process with independent but non-stationary increments) and its Laplace exponent is given by (see [17, Thm 2.9]):

\begin{equation}
E[e^{-w\tilde{\tau}_u}] = e^{-\Phi_w(w)}, \quad \text{where} \quad \Phi_w(w) := \int_0^\infty (1 - e^{-wt})e^{-\lambda t}P(X_t \leq wt)\frac{dt}{t}, \quad \text{for } w \geq 0, u \in \mathbb{R}.
\end{equation}
These three observations reduce the problem to the analysis of the fluctuations of the additive process $\hat{\tau}$.

The local properties of $C'$ are entirely driven by the small jumps of $X$. However, different facets of the small-jump activity of $X$ dominate in each regime, resulting in related but distinct results and criteria. Indeed, regime (FS) corresponds to the short-term behaviour of $\tilde{\tau}_{u+s} - \tilde{\tau}_s$ as $u \downarrow 0$ while regime (IS) corresponds to the long-term behaviour of $\tilde{\tau}_u$ as $u \to -\infty$ (note that, when $X$ is of infinite variation, $\tau_u > 0$ for $u \in \mathbb{R}$ and $\lim_{u \to -\infty} \tilde{\tau}_u = 0$ a.s.). This bears out in a difference in the behaviour of the Laplace exponent $\Phi$ of $\hat{\tau}$ at either bounded or unbounded slopes and leads to an interesting diagonal connection in behaviour that we now explain.

Our main tool is the novel description of the upper and lower fluctuations of a non-decreasing time-inhomogenous additive process $Y$ started at $Y_0 = 0$, in terms of its time-dependent Lévy measure and Laplace exponent. In our applications, the process $Y$ is given by $(\tilde{\tau}_{u+s} - \tilde{\tau}_s)_{u \geq 0}$ in regime (FS) and $(\tilde{\tau}_{-1/u})_{u \geq 0}$ (with conventions $-1/0 = -\infty$ and $\tilde{\tau}_{-\infty} = 0$) in regime (IS). Then our main technical tools, Theorems 3.1 and 3.3 of Section 3 below, describing the upper and lower fluctuations of $Y$, also serve to describe the lower and upper fluctuations, respectively, of the right-inverse $L$ of $Y$. Since, in regime (FS), we have $\tilde{C}_t^{\prime} - s = L_t$ but, in regime (IS), we have $\tilde{C}_t^{\prime} = -1/L_t$, the lower (resp. upper) fluctuations of $\tilde{C}$ in regime (FS) will have a similar structure to the upper (resp. lower) fluctuations of $\tilde{C}$ in regime (IS). This diagonal connection is a priori surprising as the processes considered by either regime need not have a clear connection to each other. Indeed, regime (FS) considers most finite variation processes and only some infinite variation processes while regime (IS) considers exclusively infinite variation processes. This diagonal connection is reminiscent of the duality between stable process with stability index $\alpha \in (1,2]$ and a corresponding stable process with stability index $1/\alpha \in [1/2,1]$ arising in the famous time-space inversion first observed by Zolotarev for the marginals and later studied by Fourati [14] for the ascending ladder process (see also [21] for further extensions of this duality).

The lower and upper fluctuations of the corresponding process $Y$ require varying degrees of control on its Laplace exponent $\Phi$ in (1). The assumptions of Theorem 3.1 require tight two-sided estimates of $\Phi$, not needed in Theorem 3.3. When applying Theorem 3.1, we are compelled to assume $X$ lies in the domain of attraction of an $\alpha$-stable process. In regime (FS) this assumption yields sharp estimates on the density of $X_t$ as $t \downarrow 0$, which in turn allows us to control the term $P(0 < X_t - st \leq ut)$ for small $t > 0$ in the Laplace exponent $\Phi_{s+u} - \Phi_s$ of $\tilde{\tau}_{u+s} - \tilde{\tau}_s$ as $u \downarrow 0$, cf. (1) above. The growth rate of the density of $X_t$ as $t \downarrow 0$ is controlled by lower estimates on the small-jump activity of $X$ given in Lemma 4.4 below, a refinement of the results in [28] for processes attracted to a stable process. In regime (IS) we require control over the negative tail probabilities $P(X_t \leq ut)$ for small $t > 0$ appearing in the Laplace exponent $\Phi_u$ of $\tilde{\tau}_u$ as $u \to -\infty$, cf. (1). The behaviour of these tails are controlled by upper estimates of the small-jump activity of $X$, which are generally easier to obtain. In this case, moment bounds for the small-jump component of the Lévy process and the convergence in Kolmogorov distance implied by the stable law, give sufficient control over these tail probabilities.

1.3. Connections with the literature. In [8], Bertoin finds the law of the convex minorant of Cauchy process on $[0,1]$ and finds the exact asymptotic behaviour (in the form of a law of iterated logarithm with a positive finite limit) for the derivative $C'$ at times 0, 1 and any $\tau_s$, $s \in \mathbb{R}$. The methods in [8] are specific to Cauchy process with its linear scaling property, making the approach hard to generalise. In fact, the results in [8] are a direct consequence of the fact that the vertex time process $\tilde{\tau}$ has a Laplace transform $\Phi$ in (1) that factorises as $\Phi_u(w) = P(X_1 \leq u)\Phi_\alpha(w)$, making $\tilde{\tau}$ a gamma subordinator under the deterministic time-change $u \mapsto P(X_1 \leq u)$, cf. Example 4.3 below.
Paul Lévy showed that the boundary of the convex hull of a planar Brownian motion has no corners at any point, see [24], motivating [13] to characterise the modulus of continuity of the derivative of that boundary. Given the recent characterisation of the smoothness of the convex hull of a Lévy path [2], the results in the present paper are likewise motivated by the study of the modulus of continuity of the derivative of the boundary in this context.

The literature on the growth rate of the path of a Lévy process is vast, particularly for subordinators, see e.g. [7, 15, 16, 22, 32, 33, 37]. The authors in [15, 16] study the growth rate of a subordinator at 0 and \( \infty \). In [15] (see also [7, Prop 4.4]) Fristedt fully characterises the upper fluctuations of a subordinator in terms of its Lévy measure, a result we generalise in Theorem 3.3 to processes that need not have stationary increments. In [7, Thm 4.1] (see also [16, Thm 1], a function essentially characterising the exact lower fluctuations of a subordinator is constructed in terms of its Laplace exponent. These methods are not easily generalised to the time-inhomogenous case since the Laplace exponent is now bivariate and there is neither a one-parameter lower function to propose nor a clear extension to the proofs.

In [31], Sato establishes results for time-inhomogeneous non-decreasing additive processes similar to our result in Section 3. The assumptions in [31] are given in terms of the transition probabilities of the additive process, which are generally intractable, particularly for the processes \((\hat{\tau}_{-1/u})_{u>0}\) and \((\hat{\tau}_{u+s} - \hat{\tau}_s)_{u \geq 0}\), considered here. Our results are also easier to apply in other situations as well, for example, to fractional Poisson processes (see definition in [5]).

The upper fluctuations of a Lévy process at zero have been the topic of numerous studies, see [6, 32] for the one-sided problem and [22, 33, 37] for the two-sided problem. Similar questions have been considered for more general time-homogeneous Markov processes [12, 23]. The time-homogeneity again plays an important role in these results. The lower fluctuations of a stochastic process is only qualitatively different from the upper fluctuations if the process is positive. This is the reason why this problem has mostly only been addressed for subordinators (see the references above) and for the running supremum of a Lévy process, see e.g. [1]. We stress that the results in the present paper, while related in spirit to this literature, are fundamentally different in two ways. First, we study the derivative of the convex minorant of a Lévy path on \([0,T]\), which (unlike e.g. the running supremum) cannot be constructed locally from the restriction of the path of the Lévy process to any short interval. Second, the convex minorant and its derivative are neither Markovian nor time-homogeneous. In fact, the only result in our context prior to our work is in the Cauchy case [8], where the derivative of the convex minorant is an explicit gamma process under a deterministic time-change, cf. Example 4.3 below.

1.4. **Organisation of the article.** In Section 2 we present the main results of this article. We split the section in four, according to regimes (FS) and (IS) and whether the upper or lower fluctuations of \(C'\) are being described. The implications of the results in Section 2 for the Lévy process and meander are covered in Subsection 2.5. In Section 3, technical results for general time-inhomogeneous non-decreasing additive processes are established. Section 4 recalls from [17] the definition and law of the vertex time process \(\tau\) and provides the proofs of the results stated in Section 2. Section 5 concludes the paper.

2. **Growth rate of the derivative of the convex minorant**

Let \(X = (X_t)_{t \geq 0}\) be an infinite activity Lévy process (see [30, Def. 1.6, Ch. 1]). Let \(C = (C_t)_{t \in [0,T]}\) be the convex minorant of \(X\) on \([0,T]\) for some \(T > 0\). Put differently, \(C\) is the largest convex function that is piecewise smaller than the path of \(X\) (see [17, Sec. 3, p. 8]). In this section we analyse the growth
Remark 2.3

(b) We may add a drift process to $X$ without affecting the limits at 0 since such a drift would only shift $|C'_t|$ by a constant value and $f(t) \to 0$ as $t \downarrow 0$. Similarly, for the limits of $(C'_{t+\tau_s} - s)/f(t)$ as $t \downarrow 0$, it suffices to analyse the post-minimum process (i.e., the vertex time $\tau_0$) of the process $(X_t - st)_{t \geq 0}$. For ease of reference, our results are stated for a general slope $r$.

2.1. Regime (FS): lower functions at time $\tau_s$. The following theorem describes the lower fluctuations of $C'_{t+\tau_s} - s$ as $t \downarrow 0$. Recall that $\mathcal{L}^+(S)$ is the a.s. deterministic set of right-limit points of the set of slopes $S$.

**Theorem 2.2.** Let $s \in \mathcal{L}^+(S)$ and $f$ be continuous and increasing, satisfying $f(t) \leq 1 = f(1)$ for $t \in (0, 1]$ and $f(0) = 0 = \lim_{c \downarrow 0} \limsup_{t \downarrow 0} f(ct)/f(t)$. Let $c > 0$ and consider the following conditions:

\begin{align*}
(2) & \int_0^1 P(0 < (X_t - st)/t \leq f(t/c)) \frac{dt}{t} < \infty, \\
(3) & \int_0^1 \mathbb{E} \left[ t^{(f(t/2) < (X_t - st)/t \leq 1)}} \right] dt < \infty, \\
(4) & 2^n \int_0^2(2^n - 1) \mathbb{P}(f(t/2) < (X_t - st)/t \leq f(2^n)) dt \to 0, \quad \text{as } n \to \infty.
\end{align*}

Then the following statements hold.

(i) If (2)–(4) hold for $c = 1$, then $\liminf_{t \downarrow 0} (C'_{t+\tau_s} - s)/f(t) = \infty$ a.s.

(ii) If (2) fails for every $c > 0$, then $\liminf_{t \downarrow 0} (C'_{t+\tau_s} - s)/f(t) = 0$ a.s.

(iii) If $\liminf_{t \downarrow 0} (C'_{t+\tau_s} - s)/f(t) > 1$ a.s., then (2) holds for any $c > 1$.

Some remarks are in order.

**Remark 2.3.**

(a) Any continuous regularly varying function $f$ of index $r > 0$ satisfies the assumption in the theorem:

$\lim_{c \downarrow 0} \liminf_{t \downarrow 0} f(ct)/f(t) = \lim_{c \downarrow 0} c^r = 0$. Moreover, the assumption $f(t) \leq 1 = f(1)$ for $t \in (0, 1]$ is not necessary but makes conditions (2)–(4) take a simpler form.

(b) The proof of Theorem 2.2 is based on the analysis of the upper fluctuations of $\tau$ at slope $s$.

Condition (2) ensures $(\tau_{u+s} - \tau_s)_{u \geq 0}$ jumps finitely many times over the boundary $u \mapsto f^{-1}(u)$, condition (4) makes the small-jump component of $(\tau_{u+s} - \tau_s)_{u \geq 0}$ (i.e., the sum of the jumps at times $v \in [s, u+s]$ of size at most $f^{-1}(v)$) have a mean that tends to 0 as $u \downarrow 0$ and condition (3) controls the deviations of $(\tau_{u+s} - \tau_s)_{u \geq 0}$ away from its mean.
Remark

If estimates on the density of \( L^\prime \text{evy process} \) are available (e.g., via assumptions on the generating triplet of \( X \)), (5) can be simplified further, see Corollary 2.4 below.

Throughout, we denote by \((\gamma, \sigma^2, \nu)\) the generating triplet of \( X \) (corresponding to the cutoff function \( x \mapsto 1_{(1,\infty)}(x) \), see [30, Def. 8.2]), where \( \gamma \in \mathbb{R} \) is the drift parameter, \( \sigma^2 \geq 0 \) is the Gaussian coefficient and \( \nu \) is the Lévy measure of \( X \) on \( \mathbb{R} \). We also define the functions

\[
\mathcal{P}^2(\varepsilon) := \sigma^2 + \mathcal{P}_1(\varepsilon) + \mathcal{P}_2(\varepsilon), \quad \mathcal{P}_1(\varepsilon) := \int_{(0,\varepsilon)} x^2 \nu(dx), \quad \mathcal{P}_2(\varepsilon) := \int_{(\varepsilon,\infty)} x^2 \nu(dx), \quad \text{for } \varepsilon > 0.
\]

Recall that, in regime (FS), we have \( \sigma^2 = 0 \) (see [2, Prop. 1.6]). Given two positive functions \( g_1 \) and \( g_2 \), we say \( g_1(\varepsilon) = \mathcal{O}(g_2(\varepsilon)) \) as \( \varepsilon \downarrow 0 \) if \( \limsup_{\varepsilon \downarrow 0} g_1(\varepsilon)/g_2(\varepsilon) < \infty \). Similarly, we write \( g_1(\varepsilon) \approx g_2(\varepsilon) \) as \( \varepsilon \downarrow 0 \) if \( g_1(\varepsilon) = \mathcal{O}(g_2(\varepsilon)) \).

**Corollary 2.4.** Fix \( \beta \in (0,1] \) and let \( s \in \mathcal{L}^+(S) \) and \( f \) be as in Theorem 2.2.

(a) If \( \lim\inf_{\varepsilon \downarrow 0} \varepsilon^{-2} \mathcal{P}^2(\varepsilon) > 0 \), \( f \) is differentiable with positive derivative \( f' > 0 \) and the integrals \( \int_0^1 \int_{1/2} f'(y)/y \nu(t^{-1/\beta} t^-dt \) and \( \int_0^1 t^{-1/\beta} f(t) dt \) are finite, then \( \lim\inf_{\varepsilon \downarrow 0} (C_{t+\tau_\varepsilon} - s)/f(t) = \infty \) a.s.

(b) Assume \( \int_0^1 ((t^{-1/\beta} f(t)) \land t^{-1}) dt = \infty \) and either of the following hold:

(i) \( \mathcal{P}_1(\varepsilon) \approx \varepsilon \) and \( \int_{(\varepsilon,\infty)} x^2 \nu(dx) = \mathcal{O}(1) \) as \( \varepsilon \downarrow 0 \),

(ii) \( \beta \in (0,1) \) and \( \mathcal{P}_1(\varepsilon) \approx \varepsilon^{-2-\beta} \) as \( \varepsilon \downarrow 0 \) for both signs of \( \varepsilon \),

then \( \lim\inf_{\varepsilon \downarrow 0} (C_{t+\tau_\varepsilon} - s)/f(t) = 0 \) a.s.

We stress that the sufficient conditions in Corollary 2.4 are all in terms of the characteristics of the Lévy process \( X \) and the function \( f \).

**Remark 2.5.**

(a) The assumptions in Corollary 2.4 are satisfied by most processes in the class \( Z_{\alpha,\rho} \) of Lévy processes in the small-time domain of attraction of an \( \alpha \)-stable distribution, see Subsection 2.2 below (cf. [19, Eq. (8)]). Thus, the assumptions of part (a) in Corollary 2.4 hold for any \( X \in Z_{\alpha,\rho} \) and \( \beta < \alpha \) (by Karamata’s theorem [9, Thm 1.5.11]), we can take \( \beta = \alpha \) if the normalising function \( g \) of \( X \) satisfies \( \lim\inf_{t \downarrow 0} t^{-1/\alpha} g(t) > 0 \). Moreover, the assumptions of cases (b-i) and (b-ii) hold for processes in the domain of normal attraction (i.e. if the normalising function equals \( g(t) = t^{1/\alpha} \) for all \( t > 0 \)) with \( \rho \in (0,1) \) and \( \beta = \alpha \in (0,1] \), see [19, Thm 2]. In particular, these assumptions are satisfied by stable processes with \( \alpha \in (0,1] \) and \( \rho \in (0,1) \).

(b) Both integrals in part (a) of Corollary 2.4 are finite or infinite simultaneously whenever \( f' \) is regularly varying at 0 with nonzero index by Karamata’s theorem [9, Thm 1.5.11]. Thus, in that
case, under the conditions of either (b-i) or (b-ii), the limit lim inf\(t\downarrow 0\)(\(C'_t - s\))/\(f(t)\) equals 0 or \(\infty\) according to whether \(\int_0^1 t^{-1/\beta} f(t) dt\) is infinite or finite, respectively.

(c) The case \(\beta > 1\) is not considered in Corollary 2.4(a) and (b-ii) since in this case we would have \(L^+(S) = \emptyset\) by [2, Prop. 1.6].

\[\square\]

**Proof of Corollary 2.4.** Assume without loss of generality that \(s = 0 \in L^+(S)\) (equivalently, we consider the process \((X_t - st)_{t\geq 0}\) for \(s \in L^+(S)\)).

(a) Our assumptions and [28, Thm 3.1] show that the density \(x \mapsto p_X(t,x)\) of \(X_t\) exists for \(t > 0\) and moreover sup\(x\in\mathbb{R} p_X(t,x) \leq Ct^{-1/\beta}\) for some \(C > 0\) and all \(t \in (0,1]\). Thus, (5) is implied by
\[
\int_0^1 \int_{tf(t)/2}^t \frac{1}{f^{-1}(x/t)} t^{-1/\beta} dx dt = \int_0^1 \int_{t/2}^1 f'(y) y^{1-1/\beta} dy dt < \infty,
\]
where we have used the change of variable \(x = tf(y)\). Similarly, the bound on the density of \(X_t\) shows that condition (2) holds if \(\int_0^1 t^{-1/\beta} f(t) dt < \infty\). Thus, the result follows from Theorem 2.2.

(b) In either case (i) or (ii), our assumptions and [28, Thm 4.3] show that \(Ct^{-1/\beta} \leq p_X(t, x)\) for some \(C > 0\) and all \(|x| \leq t^{1/\beta}\). Thus \(P(0 < X_t \leq tf(t/c)) \geq (tf(t/c))^{t^{1/\beta}}Ct^{-1/\beta}\), implying that (2) fails for some \(c > 0\) whenever \(\int_0^1 (t^{-1/\beta}f(t/c))^{t^{1/\beta}} dt = \infty\). A simple change of variables shows that this integral is either finite for all \(c > 0\) or infinite for all \(c > 0\). The result then follows from Theorem 2.2(ii).

\[\square\]

The following is another simple corollary of Theorem 2.2. This result can also be established using similar arguments to those used in [8, Cor. 3], see the discussion ensuing the proof of [8, Cor. 3].

**Corollary 2.6.** Let \(X\) be a Cauchy process, \(f\) be as in Theorem 2.2 and pick \(s \in \mathbb{R}\). Then the limit \(\lim inf_{t\downarrow 0}(C'_t - s)/f(t)\) equals 0 (resp. \(\infty\)) a.s. if \(\int_0^1 t^{-1} f(t) dt\) is infinite (resp. finite).

**Proof.** Assume without loss of generality that \(s = 0\). Then the law of \(X_t/t\) does not depend on \(t > 0\) and hence the integral in (5) equals
\[
\int_0^1 E\left[\frac{1_{\{t/2 < f^{-1}(X_t) \leq 1\}}}{f^{-1}(X_t)}\right] dt = E\left[\int_0^1 \frac{1_{\{t/2 < f^{-1}(X_t) \leq 1\}}}{f^{-1}(X_t)} dt\right] \leq 2P(X_1 \in (0,1]) < \infty.
\]
Moreover, condition (2) simplifies to \(\int_0^1 P(0 < X_1 \leq f(t/c)) t^{-1} dt \sim \infty\), which is equivalent to the integral \(\int_0^1 t^{-1} f(t/c) dt\) being finite since \(X_1\) has a bounded density that is bounded away from zero on \([0,1]\). The change of variables \(t' = t/c\) shows that this integral is either finite for all \(c > 0\) or infinite for all \(c > 0\). Thus, Theorem 2.2 gives the result.

\[\square\]

### 2.2. Regime (FS): upper functions at time \(\tau_s\)

The upper fluctuations of \(C'_t - s\) are harder to describe than the lower fluctuations studied in Subsection 2.1 above. The main reason for this is that in Theorem 2.7 below the lim sup of \(C'\) at a vertex time \(\tau_s\) can be expressed in terms of the lim inf of the vertex time process \(\tau\), which requires strong two-sided control on the Laplace exponent \(\Phi_{u+s}(w) - \Phi_{w}(w)\), defined in (1), of the variable \(\tau_{u+s} - \tau_s\) as \(w \rightarrow \infty\) and \(u \downarrow 0\). (In the proof of Theorem 2.2, lim sup of the vertex time process \(\tau\) is needed, which is easier to control.) In turn, by (1), this requires sharp two-sided estimates on the probability \(P(0 < X_t - st \leq ut)\) as a function of \((u,t)\) for small \(u,t > 0\). In particular, it is important to have strong control on the density of \(X_t\) for small \(t > 0\) on the “pizza slice” \(\{(t,x) : s < x/t \leq u+s\}\) as \(u \downarrow 0\). We establish these estimates for the processes in the domain of attraction of an \(\alpha\)-stable process, leading to Theorem 2.7 below.

We denote by \(\mathcal{Z}_{\alpha,\rho}\) the class of Lévy processes in the small-time domain of attraction of an \(\alpha\)-stable process with positivity parameter \(\rho \in [0,1]\) (see [19, Eq. (8)]). In the case \(\alpha < 1\), relevant in the regime (FS) at slope \(s\) equal to the natural drift \(\gamma_0\), for each Lévy process \(X \in \mathcal{Z}_{\alpha,\rho}\) there exists a
normalising function \( g \) that is regularly varying at 0 with index \( 1/\alpha \) and an \( \alpha \)-stable process \( (Z_u)_{u \in [0,T]} \) with \( \rho = P(Z_1 > 0) \in [0,1] \) such that the weak convergence \( ((X_{ut} - \gamma_0 u t)/g(t))_{u \in [0,T]} \overset{D}{\to} (Z_u)_{u \in [0,T]} \) holds as \( t \downarrow 0 \). Given \( X \in Z_{\alpha,\rho} \) with normalising function \( g \), we define \( G(t) := tg(t) \) for \( t \in (0,\infty) \).

**Theorem 2.7.** Suppose \( X \in Z_{\alpha,\rho} \) for some \( \alpha \in (0,1) \) and \( \rho \in (0,1] \). Define \( f : (0,1) \to (0,\infty) \) through \( f(t) := 1/G(t \log^p(1/t)) \), \( t \in (0,1) \), for some \( p \in \mathbb{R} \). Then the following hold for \( s = \gamma_0 \):

(i) if \( p > 1/\rho \), then \( \limsup_{t \uparrow 0} (C'_{t+s} - s)/f(t) = 0 \) a.s.,
(ii) if \( p < 1/\rho \), then \( \limsup_{t \uparrow 0} (C'_{t+s} - s)/f(t) = \infty \) a.s.

The class \( Z_{\alpha,\rho} \) is quite large and the assumption \( X \in Z_{\alpha,\rho} \) is essentially reduced to the Lévy measure of \( X \) being regularly varying at 0, see [19, §4] for a full characterisation of this class. In particular, \( \alpha \) agrees with the Blumenthal–Getoor index \( \beta_{BG} \) defined in (13) below. Moreover, for \( \alpha < 1 \) and \( \rho \in (0,1] \), the assumption \( X \in Z_{\alpha,\rho} \) implies that \( X \) is of finite variation with \( P(X_t - \gamma_0 t > 0) \to \rho \) as \( t \downarrow 0 \), implying \( \mathcal{L}^+(S) = \{\gamma_0\} \) by [2, Prop. 1.3 & Cor. 1.4].

Note that the function \( f \) in Theorem 2.7 is regularly varying at 0 with index \( 1/\alpha - 1 \). The appearance of the positivity parameter \( \rho \), a nontrivial function of the Lévy measure of \( X \), in Theorem 2.7 suggests that the upper fluctuations of \( C' \) at time \( t \) (for \( s = \gamma_0 \)) are more delicate than its lower fluctuations described in Theorem 2.13. Indeed, if \( X \in Z_{\alpha,\rho} \) is in the domain of normal attraction (i.e., \( g(t) = t^{1/\alpha} \)) and \( \rho \in (0,1) \), then the fluctuations of \( C' \) at vertex time \( t \), characterised by Corollary 2.4(a) & (b-ii) (with \( \beta = \alpha \)) and Remark 2.5(a), do not involve parameter \( \rho \). In particular, by Theorem 2.7 and Corollary 2.4(b-ii), we have \( \liminf_{t \downarrow 0} (C'_{t+s} - s)/f(t) = 0 \) and \( \limsup_{t \downarrow 0} (C'_{t+s} - s)/f(t) = \infty \) a.s. for \( f(t) = t^{1/\alpha - 1} \log^q(1/t) \) and any \( q \in [-1,(1/\alpha - 1)/\rho] \), demonstrating the gap between the lower and upper fluctuations of \( C' \) at vertex time \( t \).

**Remark 2.8.**

(a) The case where \( X \) is attracted to Cauchy process with \( \alpha = 1 \) is expected to hold for the functions \( f \) in Theorem 2.7. For such \( X \in Z_{1,\rho} \), a multitude of cases arise including \( X \) having (i) less activity (e.g., \( X \) is of finite variation), (ii) similar amount of activity (i.e., \( X \) is in the domain of normal attraction) or (iii) more activity than Cauchy process (see, e.g., [2, Ex. 2.1–2.2]). In terms of the normalising function \( g \) of \( X \), these cases correspond to the limit \( \lim_{t \downarrow 0} t^{-1/\alpha} g(t) \) being equal to: (i) zero, (ii) a finite and positive constant or (iii) infinity. (Recall that in cases (ii) and (iii) \( X \) is strongly eroded with \( \mathcal{L}^+(S) = \mathbb{R} \), see [2, Ex. 2.1–2.2], and in case (i) \( X \) may be strongly eroded, by [2, Thm 1.8], or of finite variation with \( \mathcal{L}^+(S) = \{\gamma_0\} \) by [2, Prop 138] and the fact that \( \lim_{t \downarrow 0} P(X_t > 0) = \rho \in (0,1). \) However, we stress that our methodology can be used to obtain a description of the lower fluctuations of \( C' \) at \( t \), in cases (i), (ii) and (iii), which would require an application of Theorem 3.1 along with two-sided estimates of the Laplace exponent \( \Phi \) of the vertex time process in (1), generalising Lemma 4.5 to the case \( \alpha = 1 \). In the interest of brevity we do not give the details of this extension.

(b) The boundary case \( p = 1/\rho \) can be analysed along similar lines. In fact, our methods can be used to get increasingly sharper results, determining the value of \( \limsup_{t \downarrow 0} (C'_{t+s} - s)/f(t) \) for functions \( f \) containing powers of iterated logarithms, when stronger control over the densities of the marginals of \( X \) is available. Such refinements are possible when \( X \) is a stable process cf. Section 5. In particular, we may prove the following law of iterated logarithm given in [8, p. 54] for a Cauchy process \( X \) with density \( x \mapsto p_X(t,x) \) at time \( t > 0 \): for any \( s \in \mathbb{R} \) and the function \( f(t) = (\log \log \log(1/t))/\log(1/t) \), we have \( \limsup_{t \downarrow 0} (C'_{t+s} - s)/f(t) = 1/p_X(1,s) \) a.s. \( \diamond \)
2.3. Regime (IS): upper functions at time 0. Throughout this subsection we assume $X$ has infinite variation, equivalent to $\lim\inf_{t \downarrow 0} C'_t = -\infty$ a.s. [2, Sec. 1.1.2]. The following theorem describes the upper fluctuations of $C'_t$ as $t \downarrow 0$.

**Theorem 2.9.** Let $f$ be continuous and increasing with $f(0) = 0 = \lim_{t \downarrow 0} \limsup_{t \downarrow 0} f(ct)/f(t)$ and $f(t) \leq 1 = f(1)$ for $t \in (0,1]$. Let $c > 0$, denote $F(t) := t/f(t)$ for $t > 0$ and consider the conditions

\[
\int_0^1 P(X_t \leq -cF(t)) \frac{dt}{t} < \infty,
\]

\[
\int_0^1 E[(X_t/F(t))^2] \mathbb{1}_{\{-2F(t) < X_t \leq -t\}} \frac{dt}{t} < \infty,
\]

\[
2^n \int_0^{2^{-n}} P(-t/f(2^{-n}) \geq X_t > -2F(t/2)) dt \to 0, \quad \text{as } n \to \infty.
\]

Then the following statements hold.

(i) If (7)–(9) hold for $c = 1$ and $f$ is concave, then $\limsup_{t \downarrow 0} |C'_t| f(t) = 0$ a.s.

(ii) If (7) fails for all $c > 0$, then $\limsup_{t \downarrow 0} |C'_t| f(t) = \infty$ a.s.

(iii) If $\limsup_{t \downarrow 0} |C'_t| f(t) < 1$ a.s., then (7) holds for any $c > 1$.

Some remarks are in order.

**Remark 2.10.**

(a) Any continuous regularly varying function $f$ of index $r > 0$ satisfies the assumption in the theorem, see Remark 2.3(a) above.

(b) The proof of Theorem 2.9 is based on the analysis of the upper fluctuations of the vertex time $\tau_{-1/u}$ as $u \downarrow 0$. The interpretation and purpose of conditions (7)–(9) are analogous to those of conditions (2)–(4), respectively, see Remark 2.3(b) above.

(c) Note that (9) holds if $\int_0^1 P(-2F(2^{-n}t/2) < X_{2^{-n}t} \leq -tF(2^{-n})) dt \to 0$ as $n \to \infty$, which, by the dominated convergence theorem, is the case if $P(-2F(u/2) < X_u \leq -tF(u/t)) \to 0$ as $u \downarrow 0$ for a.e. $t \in (0,1)$.

(d) The assumed concavity of $f$ in part (ii) can be dropped by modifying assumption (8) into a condition involving the inverse of $f$ (cf. Corollary 3.7 and Proposition 3.5). We do not make this explicit in the statement of Theorem 2.9 because the functions of interest in this context are typically concave.

2.3.1. **Simple sufficient conditions for the assumptions of Theorem 2.9.** The tail probabilities of $X_t$ appearing in the assumptions of Theorem 2.9 are not analytically available in general. In this subsection we present sufficient conditions, in terms of the generating triplet $(\gamma, \sigma^2, \nu)$ of $X$, implying the assumptions in (7)–(9) of Theorem 2.9. Recall that $\overline{\sigma}(\varepsilon) := \sigma^2 + \int_{(-\varepsilon,\varepsilon)} x^2 \nu(dx)$ for $\varepsilon > 0$, and define:

\[
\overline{\gamma}(\varepsilon) := \gamma - \int_{(-1,1) \setminus (-\varepsilon,\varepsilon)} x \nu(dx), \quad \overline{\nu}(\varepsilon) := \nu(\mathbb{R} \setminus (-\varepsilon,\varepsilon)), \quad \text{for all } \varepsilon > 0.
\]

Let $f$ and $F$ be as in Theorem 2.9 and note that $F(t) \in (0,1]$ since $f$ is concave with $f(1) = 1$. The inequalities in Lemma A.1 (with $p = 2$, $\varepsilon = F(t) \in (0,1]$ and $K = \gamma F(t)$), applied to $P(|X_t| \geq cF(t))$ and $E[\min\{X_t^2, 4F(t)^2\}] \geq E[X_t^2 \mathbb{1}_{\{|X_t| \leq 2F(t)\}}]$, show that the condition

\[
\int_0^1 \left[ F(t)^{-2} \left( \overline{\gamma}^2(F(t)) t + \overline{\sigma}^2(F(t)) \right) + \overline{\nu}(F(t)) \right] dt < \infty,
\]

implies (7)–(8). Similarly, by Remark 2.10(c) and Lemma A.1, the following condition implies (9):

\[
\left[ F(t)^{-2} \left( \overline{\gamma}^2(F(t)) t + \overline{\sigma}^2(F(t)) \right) + \overline{\nu}(F(t)) \right] t \to 0, \quad \text{as } t \downarrow 0.
\]
These simplifications lead to the following corollary.

**Corollary 2.11.** Suppose $\nu(\tau) + \varepsilon^{-2}\sigma^2(\varepsilon) + \varepsilon^{-1}\gamma(\varepsilon) = O(\varepsilon^{-\beta})$ as $\varepsilon \downarrow 0$ for some $\beta \in [1,2]$ and, as before, let $F(t) = t/f(t)$. If we have $F(t)^{-\beta} \to 0$ as $t \to 0$ and $\int_0^1 F(t)^{-\beta} dt < \infty$, then

$$\limsup_{t \downarrow 0} |C|t^\beta f(t) = 0 \text{ a.s.}$$

**Proof.** By virtue of Theorem 2.9(i), it suffices to verify (11) and (12). By assumption, we have $|F(t)^{-2}\sigma^2(F(t)) + \nu(F(t))| = O(F(t)^{-\beta})$ and $F(t)^{-2}\sigma^2(F(t))^2 t^2 = O((F(t)^{-\beta} t^2)$, which tend to 0 as $t \downarrow 0$, implying (12). Condition (11) follows similarly, completing the proof. □

Define the Blumenthal–Getoor index $\beta_{BG} \in [0,2]$ of $X$ [11] as follows:

$$\beta_{BG} := \inf\{q \in [0,2] : I_q < \infty\}, \quad \text{where} \quad I_q := \int_{(-1,1)\setminus \{0\}} |x|^q \nu(dx), \quad q > 0.$$

Note that, in our setting, $X$ has infinite variation and hence $\beta_{BG} \geq 1$. Since $I_1 < \infty$ for any $\beta > \beta_{BG}$, [18, Lem. 1] shows that $\beta$ satisfies the assumptions of Corollary 2.11. Hence $\limsup_{t \downarrow 0} |C|t^\beta f(t) = 0 \text{ a.s.}$ for any $p > 1 - 1/\beta_{BG} \in [0,1/2]$ by Corollary 2.11.

Stronger results are possible when stronger conditions are imposed on the law of $X$. For instance, we have the following consequence of Theorem 2.9.

**Corollary 2.12.** Let $X$ be an $\alpha$-stable process with $\alpha \in [1,2)$. Then the following statements hold.

(a) If $t \mapsto t^{-1/\alpha} F(t)$ is bounded as $t \downarrow 0$, then $\limsup_{t \downarrow 0} |C|t^\beta f(t) = \infty$ a.s.

(b) If $t^{-1/\alpha} F(t) \to \infty$ as $t \downarrow 0$ and $X$ is not spectrally positive, then the limit $\limsup_{t \downarrow 0} |C|t^\beta f(t)$ is equal to $\infty$ (resp. 0) a.s. if the integral $\int_0^1 F(t)^{-\alpha} dt$ is infinite (resp. finite).

**Proof.** The scaling property of $X$ gives $P(X_t \leq -c F(t)) = P(X_1 \leq -ct^{-1/\alpha} F(t))$ for any $c,t > 0$. If $t \mapsto t^{-1/\alpha} F(t)$ is bounded, then $\liminf_{t \downarrow 0} P(X_1 \leq -c F(t)) > 0$ making (7) fail for all $c > 0$. In that case, we have $\limsup_{t \downarrow 0} |C|t^\beta f(t) = \infty$ a.s. by Theorem 2.9(ii), proving part (a).

To prove part (b), suppose $X$ is not spectrally positive and let $t^{-1/\alpha} F(t) \to \infty$ as $t \downarrow 0$. Then $x^\alpha P(X_1 \leq -x) \sim x^\alpha$ converges to a positive constant as $x \to \infty$, implying the following equivalence: $f_0 t^{-1} P(X_t \leq -ct^{-1/\alpha} F(t)) dt < \infty$ if and only if $f_0 t^{-1} F(t)^{-\alpha} dt < \infty$, where we note that the last integral does not depend of $c > 0$. If $f_0 t^{-1} F(t)^{-\alpha} dt < \infty$, then (11)-(12) hold and Theorem 2.9(i) gives $\limsup_{t \downarrow 0} |C|t^\beta f(t) = 0$ a.s. If instead $f_0 t^{-1} F(t)^{-\alpha} dt = \infty$, then $f_0 t^{-1} P(X_t \leq -ct^{-1/\alpha} F(t)) dt = \infty$ for all $c > 0$, so Theorem 2.9(ii) implies that $\limsup_{t \downarrow 0} |C|t^\beta f(t) = \infty$ a.s., completing the proof. □

For Cauchy process (i.e. $\alpha = 1$), Corollary 2.12 contains the dichotomy in [8, Cor. 3] for the upper functions of $C'$ at time 0. We note here that results analogous to Corollary 2.12 can be derived for a spectrally positive stable process $X$ (and for Brownian motion), using the exponential (instead of polynomial) decay of the probability $P(X_1 \leq x)$ in $x$ as $x \to -\infty$, see [34, Thm 4.7.1].

### 2.4. Regime (IS): lower functions at time 0

As explained before, obtaining fine conditions for the lower fluctuations of $C'$ is more delicate than in the case of upper fluctuations of $C'$ at 0. The main reason is that the proof of Theorem 2.13 requires strong control on the Laplace exponent $\Phi_u(w)$ of $\tau_u$, defined in (1), as $w \to \infty$ and $u \to -\infty$. This in turn requires sharp two-sided estimates on the negative tail probability $P(X_1 \leq ut)$ as a function of $(u,t)$ as $u \to -\infty$ and $t \downarrow 0$ jointly.

Due to the necessity of such strong control, in the following result we assume $X \in Z_{\alpha,\rho}$ for some $\alpha > 1$. In other words, we assume there exist some normalising function $g$ that is regularly varying at 0 with index $1/\alpha$ and an $\alpha$-stable process $(Z_u)_{u \in [0,T]}$ with $\rho = P(Z_1 > 0) \in (0,1)$ such that $(X_{ut}/g(t))_{u \in [0,T]} \xrightarrow{d} (Z_u)_{u \in [0,T]}$ as $t \downarrow 0$. Recall that $G(t) = t/g(t)$ for $t > 0$. 


Remark 2.14.

(a) The assumption $X \in \mathcal{Z}_{\alpha, \rho}$ for some $\alpha > 1$ implies that $X$ is of infinite variation. Note that the function $f$ in Theorem 2.13 is regularly varying at 0 with index $1 - 1/\alpha$. The ‘negativity’ parameter $1 - \rho = \lim_{t \to 0} \mathbb{P}(X_t < 0) \in (0, 1)$ is a nontrivial function of the Lévy measure of $X$. The fact that $1 - \rho$ features as a boundary point in the power of the logarithmic term in Theorem 2.13 indicates that the lower fluctuations of $C'$ at time 0 depends in a subtle way on the characteristics of $X$. Such dependence is, for instance, not present for the upper fluctuations of $C'$ at time 0 when $X$ is $\alpha$-stable, see Corollary 2.12 above. Indeed, for an $\alpha$-stable process $X$, Theorem 2.13 and Corollary 2.12(b) show that $\lim\inf_{t \to 0} |C'_t| f(t) = 0$ and $\lim\sup_{t \to 0} |C'_t| f(t) = \infty$ a.s. for $f(t) = t^{1-1/\alpha} \log^{\rho}(1/t)$ and any $q \in [-1/\alpha, (1 - 1/\alpha)/(1 - \rho)]$, demonstrating the gap between the lower and upper fluctuations of $C'$ at time 0.

(b) The case where $X$ is attracted to Cauchy process with $\alpha = 1$ is expected to hold for the functions $f$ in Theorem 2.13. As explained in Remark 2.8(a) above, many cases arise, with even some abrupt processes being attracted to Cauchy process (see [2, Ex. 2.2]). We again stress that, in this case, our methodology can be used to obtain a description of the upper fluctuations of $C'$ at time 0 via Theorem 3.3 and two-sided estimates, analogous to Lemma 4.6, of the Laplace exponent $\Phi$ in (1) of the vertex time process. In the interest of brevity, we omit the details of such extensions.

(c) As with Theorem 2.7 above (see Remark 2.8(b)), the boundary case $p = 1/(1 - \rho)$ in Theorem 2.13 can be analysed along similar lines. In fact, our methods can be used to get increasingly sharper results for the lower fluctuations of $C'$ at time 0 when stronger control over the negative tail probabilities for the marginals $X$ is available. Such improvements are possible, for instance, when $X$ is $\alpha$-stable. We decided to leave such results for future work in the interest of brevity. For completeness, however, we mention that the following law of iterated logarithm proved in [8, Cor. 3] can also be proved using our methods (see Example 4.3 below): $\lim\inf_{t \to 0} |C'_t| f(t) = p_X(1, 0)$ a.s., where $x \mapsto p_X(t, x)$ is the density of $X_t$.

2.5. Upper and lower function of the Lévy path at vertex times. In this section we establish consequences for the lower (resp. upper) fluctuations of the Lévy path at vertex time $\tau_s$ (resp. time 0) in terms of those of $C'$. Recall $X_{t-} := \lim_{u \uparrow t} X_u$ for $t > 0$ (and $X_{0-} := X_0$) and define $m_s := \min\{X_{\tau_s}, X_{\tau_s-}\}$ for $s \in \mathcal{L}^+(S)$.

Lemma 2.15. Suppose $s \in \mathcal{L}^+(S)$. Let the function $f : [0, \infty) \to [0, \infty)$ be continuous and increasing and define the function $\tilde{f}(t) := \int_0^t f(u) du$, $t \geq 0$. Then the following statements hold for any $M > 0$.

(i) If $\lim\inf_{t \to 0} (C'_{t+\tau_s} - s)/\tilde{f}(t) > M$ a.s., then $\lim\inf_{t \to 0} (X_{t+\tau_s} - m_s - st)/\tilde{f}(t) \geq M$ a.s.

(ii) If $\lim\sup_{t \to 0} (C'_{t+\tau_s} - s)/\tilde{f}(t) < M$ a.s., then $\lim\inf_{t \to 0} (X_{t+\tau_s} - m_s - st)/\tilde{f}(t) \leq M$ a.s.

The proof of Lemma 2.15 is pathwise. The lemma yields the following implications

(i) $\lim\inf_{t \to 0} (C'_{t+\tau_s} - s)/\tilde{f}(t) = \infty \implies \lim\inf_{t \to 0} (X_{t+\tau_s} - m_s - st)/\tilde{f}(t) = \infty$.

(ii) $\lim\sup_{t \to 0} (C'_{t+\tau_s} - s)/\tilde{f}(t) = 0 \implies \lim\inf_{t \to 0} (X_{t+\tau_s} - m_s - st)/\tilde{f}(t) = 0$.

The upper fluctuations of $X$ at vertex time $\tau_s$ cannot be controlled via the fluctuations of $C'$ since the process may have large excursions away from its convex minorant between contact points. Moreover, the limits $\lim\inf_{t \to 0} (C'_{t+\tau_s} - s)/\tilde{f}(t) = 0$ or $\lim\sup_{t \to 0} (C'_{t+\tau_s} - s)/\tilde{f}(t) = \infty$, do not provide sufficient
finite

Let the function $C$ be a continuous and increasing function with $f(0) = 0 = \lim_{t \downarrow 0} \limsup_{t \downarrow 0} f(st)/f(t)$, $f(1) = 1$ and $f(t) \leq 1$ for $t \in (0, 1]$. If conditions (2)-(4) hold for $c = 1$, then $\liminf_{t \downarrow 0} X_{t+\tau_s} - m_s - st/f(t) = \infty$ a.s. where we denote $\tilde{f}(t) := \int_0^t f(u)du$.

Denote by $\varpi(t) := t^{-1/\alpha}g(t)$ the slowly varying (at 0) component of the normalising function $g$ of a process in the class $Z_{\alpha, \rho}$. Recall that $G(t) = t/g(t)$ for $t > 0$.

**Corollary 2.16.** Let $s \in L^+(S)$ and let $f$ be a continuous and increasing function with $f(0) = 0 = \lim_{t \downarrow 0} \limsup_{t \downarrow 0} f(st)/f(t)$, $f(1) = 1$ and $f(t) \leq 1$ for $t \in (0, 1]$. If conditions (2)-(4) hold for $c = 1$, then $\liminf_{t \downarrow 0} X_{t+\tau_s} - m_s - st/\tilde{f}(t) = \infty$ a.s. where we denote $\tilde{f}(t) := \int_0^t f(u)du$.

**Corollary 2.17.** Let $X \in Z_{\alpha, \rho}$ for some $\alpha \in (0, 1)$ and $\rho \in (0, 1]$. Given $p \in \mathbb{R}$, denote $\tilde{f}(t) := \int_0^t G(u \log^p(u^{-1}))^{-1}du$ for $t > 0$. Then the following statements hold for $s = \gamma_0$.

(i) If $p > 1/\rho$, then $\liminf_{t \downarrow 0} X_{t+\tau_s} - m_s - st/\tilde{f}(t) = 0$ a.s.

(ii) If $\alpha \in (1/2, 1)$, $p < -\alpha/(\alpha - 1)$ and $(\varpi(c)/\varpi(1)/1 - 1)\log \log(1/t) \to 0$ as $t \downarrow 0$ for some $c \in (0, 1)$, then $\liminf_{t \downarrow 0} X_{t+\tau_s} - m_s - st/\tilde{f}(t) = \infty$ a.s.

(iii) If $\alpha \in (0, 1/2)$, then $\liminf_{t \downarrow 0} X_{t+\tau_s} - m_s - st/\tilde{f}(t) = \infty$ a.s. for any $q > 1/\alpha \geq 2$.

**Remark 2.18.**

(a) The function $\tilde{f}$ is regularly varying at 0 with index $1/\alpha$. This makes conditions in Corollary 2.17 nearly optimal in the following sense: the polynomial rate in all three cases is either $1/\alpha$ (cases (i) and (ii) in Corollary 2.17) or arbitrarily close to it (case (iii) in Corollary 2.17). If $\alpha > 1/2$, then the gap is in the power of the logarithm in the definition of $\tilde{f}$.

(b) When the natural drift $\gamma_0 = 0$, Corollary 2.17 describes the lower fluctuations (at time 0) of the post-minimum process $X^{-} = (X^{-}_{t})_{t \in [0, T]}$ given by $X^{-}_{t} := X_{t+\tau_0} - m_0$ (note that $m_0 = \inf_{t \in [0, T]} X_t$). The closest result in this vein is [36, Prop. 3.6] where Vigné shows that, for any infinite variation Lévy process $X$ and $r > 0$, we have $\liminf_{t \downarrow 0} X^{-}_{t}/t \geq r$ a.s. if and only if $\int_0^1 P(X_s/t \in [0, r])^{-1}dt < \infty$. Our result considers non-linear functions and a large class of finite variation processes.

(c) By [35, Thm 2], the assumption $X \in Z_{\alpha, \rho}$ and $\gamma_0 = 0$ implies that the post-minimum process, conditionally given $\tau_0$, is a Lévy meander. Hence, Corollary 2.17 also describes the lower functions of the meanders of Lévy processes in $Z_{\alpha, \rho}$. A similar remark applies to the results in Corollary 2.16.

When $X$ has infinite variation, the process $X$ and $C$ touch each other infinitely often on any neighborhood of 0 (see [2]), leading to the following connection in small time between the paths of $X$ and its convex minorant $C$.

**Lemma 2.19.** Let the function $f : [0, \infty) \to [0, \infty)$ be continuous and increasing with $f(0) = 0$ and finite $\tilde{f}(t) := \int_0^t f(u)^{-1}du$, $t \geq 0$. Then the following statements hold for any $M > 0$.

(i) If $\limsup_{t \downarrow 0} |C'_t|f(t) < M$ a.s., then $\limsup_{t \downarrow 0} (-X_t)/\tilde{f}(t) \leq M$ a.s.

(ii) If $\liminf_{t \downarrow 0} |C'_t|f(t) > M$ a.s., then $\limsup_{t \downarrow 0} (-X_t)/\tilde{f}(t) \geq M$ a.s.

Theorem 2.9 and the corollaries thereafter give sufficient explicit conditions for the assumption in Lemma 2.19(i) to hold. Similarly, Theorem 2.13 gives a fine class of functions $f$ satisfying the assumption in Lemma 2.19(ii) for a large class of processes. Such conclusions on the fluctuations of the Lévy path of $X$ would not be new as the fluctuations of $X$ at 0 are already known, see [12, 32, 33]. In particular, the upper functions of $X$ and $-X$ at time 0 were completely characterised in [32]
in terms of the generating triplet of $X$. Let us comment on some two-way implications of our results, the literature and Lemma 2.19.

**Remark 2.20.**

(a) By [22], the assumption in Theorem 2.9(ii) implies that $\lim sup_{t \downarrow 0} \frac{|X_t|}{F(t)} = \infty$ a.s. where we recall that $F(t) = t/f(t)$. Similarly, by [22], if $\lim sup_{t \downarrow 0} |X_t|/F(t) = \infty$ a.s. then the assumption in Theorem 2.9(ii) must hold for either $X$ or $-X$, which, by time reversal, implies that at least one of the limits $\lim sup_{t \downarrow 0} |C'_t| f(t)$ or $\lim sup_{t \downarrow 0} |C'_{t-}| f(t)$ is infinite a.s. This conclusion is similar to that of Lemma 2.19, the main difference being the use of either $\tilde{f}$ or $F$. Note however, that if $f$ is regularly varying with index different from 1, then [9, Thm 1.5.11] implies $\lim_{t \downarrow 0} \tilde{f}(t)/F(t) \in (0, \infty)$.

(b) The contrapositive statements of Lemma 2.19 give information on $C'$ in terms of $-X$. Indeed, if we have $\lim sup_{t \downarrow 0} (-X_t)/\tilde{f}(t) > 0$, then $\lim sup_{t \downarrow 0} |C'_t| f(t) > 0$. Similarly, if $\lim sup_{t \downarrow 0} (-X_t)/\tilde{f}(t) < \infty$, then $\lim inf_{t \downarrow 0} |C'_t| f(t) < \infty$.

\[ \diamond \]

The connections between the fluctuations of $X$ and those of $C'$ at time 0 are intricate. Although the one-sided fluctuations of $X$ at 0 were essentially characterised in [32, Thm 3.1], its combination with Lemma 2.19 is not sufficiently strong to obtain conditions for any of the following statements: $\lim sup_{t \downarrow 0} |C'_t| f(t) = 0$, $\lim sup_{t \downarrow 0} |C'_t| f(t) > 0$, $\lim inf_{t \downarrow 0} |C'_t| f(t) < \infty$ or $\lim inf_{t \downarrow 0} |C'_t| f(t) = \infty$ a.s.

### 3. Small-time fluctuations of non-decreasing additive processes

Consider a pure-jump right-continuous non-decreasing additive (i.e. with independent and possibly non-stationary increments) process $Y = (Y_t)_{t \geq 0}$ with $Y_0 = 0$ a.s. and its mean jump measure $\Pi(dt, dx)$ for $(t, x) \in [0, \infty) \times (0, \infty)$, see [20, Thm 15.4]. Then, by Campbell’s formula [20, Lem. 12.2], its Laplace transform satisfies

\begin{equation}
E[e^{-uY_t}] = e^{-\Psi_t(u)}, \quad \text{where} \quad \Psi_t(u) := \int_{(0, \infty)} (1 - e^{-ux}) \Pi((0, t], dx), \quad \text{for any} \ u \geq 0.
\end{equation}

Let $L_t := \inf\{u > 0 : Y_u > t\}$ for $t \geq 0$ (with convention $\inf \emptyset = \infty$) denote the right-continuous inverse of $Y$. Our main objective in this section is to describe the upper and lower fluctuations of $L$, extending known results for the case where $Y$ has stationary increments (making $Y$ a subordinator) in which case $\Pi(dt, dx) = \Pi((0, 1], dx) dt$ for all $(t, x) \in [0, \infty) \times (0, \infty)$ (see e.g. [7, Thm 4.1]).

#### 3.1. Upper functions of $L$

The following theorem is the main result of this subsection.

**Theorem 3.1.** Let $f : (0, 1) \to (0, \infty)$ be increasing with $\lim_{t \downarrow 0} f(t) = 0$ and $\phi : (0, \infty) \to (0, \infty)$ be decreasing with $\lim_{u \to \infty} \phi(u) = 0$. Let the positive sequence $(\theta_n)_{n \in \mathbb{N}}$ satisfy $\lim_{n \to \infty} \theta_n = \infty$ and define the associated sequence $(t_n)_{n \in \mathbb{N}}$ given by $t_n := \phi(\theta_n)$ for any $n \in \mathbb{N}$.

(a) If $\sum_{n=1}^{\infty} \exp(\theta_n t_n - \Psi_{f(t_n)}(\theta_n)) < \infty$ then $\lim sup_{t \downarrow 0} L_t/f(t) \leq \lim sup_{n \to \infty} f(t_n)/f(t_{n+1})$ a.s.

(b) If $\lim_{n \to \infty} \phi(u) u = \infty$, $\sum_{n=1}^{\infty} \exp(-\Psi_{f(t_n)}(\theta_n)) = \infty$ and $\sum_{n=1}^{\infty} \Psi_{f(t_{n+1})}(-\theta_n) < \infty$, then $\lim sup_{t \downarrow 0} L_t/f(t) \geq 1$ a.s.

**Remark 3.2.**

(a) Theorem 3.1 plays a key role in the proofs of Theorems 2.7 and 2.13. Before applying Theorem 3.1, one needs to find appropriate choices of the free infinite-dimensional parameters $h$ and $(\theta_n)_{n \in \mathbb{N}}$. This makes the application of Theorem 3.1 hard in general and is why, in Theorems 2.7 and 2.13, we are required to assume that $X$ lies in the domain of attraction of an $\alpha$-stable process.
(b) If $Y$ has stationary increments (making $Y$ a subordinator), the proof of [7, Thm 4.1] follows from Theorem 3.1 by finding an appropriate function $f$ and sequences $(\theta_n)_{n \in \mathbb{N}}$ (done in [7, Lem. 4.2 & 4.3]) satisfying the assumptions of Theorem 3.1. In this case, the function $f$ is given in terms of the single-parameter Laplace exponent $\Psi_1$, see details in [7, Thm 4.1].

**Proof of Theorem 3.1.** (a) Since $L$ is the right-inverse of $Y$, we have $\{L_{t_n} > f(t_n)\} = \{t_n \geq Y_{f(t_n)}\}$ for $n \in \mathbb{N}$. Using Markov’s bound of the Borel–Cantelli lemma, we obtain

$$P(t_n \geq Y_{f(t_n)}) \leq e^{\theta_n t_n} E[\exp(-\theta_n Y_{f(t_n)})] = \exp(\theta_n t_n - \Psi_{f(t_n)}(\theta_n)), \quad \text{for all } n \geq 1.$$

The assumption $\sum_{n=1}^{\infty} \exp(\theta_n t_n - \Psi_{f(t_n)}(\theta_n)) < \infty$ thus implies $\sum_{n=1}^{\infty} P(L_{t_n} > f(t_n)) < \infty$. Hence, the Borel–Cantelli lemma yields $\limsup_{n \to \infty} L_{t_n} / f(t_n) \leq 1$ a.s. Since $L$ is non-decreasing and $(t_n)_{n \in \mathbb{N}}$ is decreasing monotonically to zero, we have

$$\limsup_{t \downarrow 0} \frac{L_t}{f(t)} \leq \limsup_{n \to \infty} \frac{L_{t_n}}{f(t_n)} \leq \limsup_{n \to \infty} \frac{L_{t_n}}{f(t_{n+1})} \cdot \limsup_{n \to \infty} \frac{f(t_{n+1})}{f(t_n)} \leq \limsup_{n \to \infty} \frac{f(t_n)}{f(t_{n+1})} \cdot \limsup_{n \to \infty} \frac{L_{t_n}}{L_{t_{n+1}}} \leq \limsup_{n \to \infty} \frac{L_{t_n}}{f(t_{n+1})} \cdot \limsup_{n \to \infty} \frac{f(t_{n+1})}{f(t_n)} \cdot \limsup_{n \to \infty} \frac{L_{t_n}}{L_{t_{n+1}}} = 1 \cdot 1 \cdot 1 = 1,$$

which gives (a).

(b) It suffices to establish that the following limits hold: $\liminf_{n \to \infty} (Y_{f(t_n)} - Y_{f(t_{n+1})}) / t_n \leq 1$ a.s. and $\limsup_{n \to \infty} Y_{f(t_{n+1})} / t_n \leq \delta$ a.s. for any $\delta > 0$. Indeed, by taking $\delta / 4$ along a countable sequence, the second limit gives $\limsup_{n \to \infty} Y_{f(t_{n+1})} / t_n = 0$ a.s. and hence $\liminf_{n \to \infty} Y_{f(t_n)} / t_n \leq 1$ a.s. For any $t > 0$ with $Y_{f(t)} \leq t$ we have $L_t \geq f(t)$. Since the former holds for arbitrarily small values of $t > 0$ a.s., we obtain $\limsup_{t \downarrow 0} L_t / f(t) \geq 1$ a.s.

We will prove that $\liminf_{n \to \infty} (Y_{f(t_n)} - Y_{f(t_{n+1})}) / t_n \leq 1$ a.s. and $\limsup_{n \to \infty} Y_{f(t_{n+1})} / t_n \leq \delta$ a.s. for any $\delta > 0$, using the Borel–Cantelli lemmas. Applying Markov’s inequality, we obtain the upper bound $P(Y_t > s) \leq (1 - e^{-\theta s})^{-1} E[1 - e^{-\theta Y_t}]$ for all $t, s, \theta > 0$, implying

$$P(Y_{f(t_n)} \leq t_n) \geq \frac{\exp(-\Psi_{f(t_n)}(\theta_n)) - \exp(-\theta_n t_n)}{1 - \exp(-\theta_n t_n)}, \quad \text{for all } n \geq 1.$$

Since $\theta_n t_n = \theta_n \phi(\theta_n) \to \infty$ as $n \to \infty$, the denominator of the lower bound in the display above tends to 1 as $n \to \infty$, and hence the assumption $\sum_{n=1}^{\infty} \exp(-\Psi_{f(t_n)}(\theta_n)) - \exp(-\theta_n t_n) = \infty$ implies $\sum_{n=1}^{\infty} P(Y_{f(t_n)} < t_n) = \infty$. Since $Y$ has non-negative independent increments and

$$\sum_{n=1}^{\infty} P(Y_{f(t_n)} - Y_{f(t_{n+1})} < t_n) \geq \sum_{n=1}^{\infty} P(Y_{f(t_n)} < t_n) = \sum_{n=1}^{\infty} P(Y_{f(t_{n+1})} < t_n),$$

the second Borel–Cantelli lemma yields $\liminf_{n \to \infty} (Y_{f(t_{n+1})} - Y_{f(t_n)}) / t_n \leq 1$ a.s.

To prove the second limit, use Markov’s inequality and the elementary bound $1 - e^{-x} \leq x$ to get

$$P(Y_{f(t_{n+1})} > \delta t_n) \leq E[1 - \exp(-\theta_n Y_{f(t_{n+1})})] \leq \frac{1 - \exp(-\psi_{f(t_{n+1})}(\theta_n))}{1 - \exp(-\theta_n t_n)} \leq \frac{\psi_{f(t_{n+1})}(\theta_n)}{1 - \exp(-\theta_n t_n)},$$

for all $n \in \mathbb{N}$. Again, the denominator tends to 1 as $n \to \infty$ and the assumption $\sum_{n=1}^{\infty} \psi_{f(t_{n+1})}(\theta_n) < \infty$ implies $\sum_{n=1}^{\infty} P(Y_{f(t_{n+1})} > \delta t_n) < \infty$. The Borel–Cantelli lemma implies $\limsup_{n \to \infty} Y_{f(t_{n+1})} / t_n \leq \delta$ a.s. and completes the proof.

3.2. Lower functions of $L$. To describe the lower fluctuations of $L$, it suffices to describe the upper fluctuations of $Y$. The following result extends known results for subordinators (see, e.g. [15, Thm 1]). Given a continuous increasing function $h$ with $h(0) = 0$ and $h(1) = 1$, consider the following
how smooth can the convex hull of a Lévy path be?

Figure 2. A graphical representation of the implications in Theorem 3.3 and Proposition 3.5.

statements, used in the following result to describe the upper fluctuations of $Y$:

(15) $\limsup_{t \downarrow 0} Y_t / h(t) = 0$, a.s.,

(16) $\limsup_{t \downarrow 0} Y_t / h(t) < 1$, a.s.,

(17) $\Pi(\{(t, x) : t \in (0, 1], x \geq h(t)\}) < \infty$,

(18) $\int_{(0,1] \times (0,1)} x^2 h(t)^2 1_{\{2t \geq h(t) > x\}} \Pi(dt, dx) < \infty$,

(19) $2^n \int_{(0,h^{-1}(2^{-n})]} x 1_{\{2t \geq h^{-1}(x)\}} \Pi(dt, dx) \downarrow 0$, as $n \to \infty$, and

(20) $\int_{(0,1] \times (0,1)} \frac{1}{h(t)} 1_{\{2t \geq h^{-1}(x)\}} \Pi(dt, dx) < \infty$.

**Theorem 3.3.** Let $h$ be continuous and increasing with $h(0) = 0$ and $h(1) = 1$. Then the following implications hold:

(a) (15) $\Rightarrow$ (16) $\Rightarrow$ (17),

(b) (17) $\Rightarrow$ (19) $\Rightarrow$ (15),

(c) (20) $\Rightarrow$ (18) $\Rightarrow$ (19).

**Remark 3.4.** If $h$ is as in Theorem 3.3 and $\Pi(\{(t, x) : t \in (0, 1], x \geq ch(t)\}) = \infty$ for all $c > 0$, then it follows from the negation of Theorem 3.3(a) that $\limsup_{t \downarrow 0} Y_t / h(t) = \infty$ a.s. $\diamond$

In the description of the lower fluctuations of $L$, we are typically given the function $h^{-1}$ directly instead of $h$. In those cases, the conditions in Theorem 3.3 may be hard to verify directly (see e.g. the proof of Theorem 2.9(i)). To alleviate this issue, we introduce alternative conditions describing the upper fluctuations of $Y$ in terms of the function $h^{-1}$. However, this requires the additional assumption that $h^{-1}$ is concave, see Proposition 3.5 below. Consider the following conditions on $h^{-1}$:

(21) $\int_{(0,1] \times (0,1)} \frac{h^{-1}(x)^2}{t^2} 1_{\{2t \geq h^{-1}(x)\}} \Pi(dt, dx) < \infty$,

(22) $2^n \int_{(0,2^{-n}] \times (0,h(2^{-n}))} h^{-1}(x) 1_{\{2t \geq h^{-1}(x)\}} \Pi(dt, dx) \downarrow 0$, as $n \to \infty$, and

(23) $\int_{(0,1] \times (0,1)} \frac{h^{-1}(x)}{t} 1_{\{2t \geq h^{-1}(x)\}} \Pi(dt, dx) < \infty$. 
Proposition 3.5. Let $h$ be convex and increasing with $h(0) = 0$ and $h(1) = 1$. Then the following implications hold:

(a) $(21) \implies (18)$,  
(b) $(23) \implies (21) – (22)$,  
(c) $(17)$ and $(21) – (22) \implies (15)$.

The relation between the assumptions of Theorem 3.3 and Proposition 3.5 (concerning $h$ and $h^{-1}$) is described in Figure 2. The following elementary result explains how the upper fluctuations of $Y$ (described by Theorem 3.3) are related to the lower fluctuations of $L$.

Lemma 3.6. Let $h$ be a continuous increasing function with $h(0) = 0$ and denote by $h^{-1}$ its inverse. Then the following implications hold for any $c > 0$:

(a) $\liminf_{t \downarrow 0} L_t/h^{-1}(t/c) > 1 \implies \limsup_{t \downarrow 0} Y_t/h(t) \leq c$,
(b) $\limsup_{t \downarrow 0} Y_t/h(t) < c \implies \liminf_{t \downarrow 0} L_t/h^{-1}(t/c) \geq 1$.

Proof. The result follows from the implications $L_u > t \implies u \geq Y_t \implies L_u \geq t$ for any $t, u > 0$. Indeed, if $\liminf_{u \downarrow 0} L_u/h^{-1}(u/c) > 1$ then $L_u > h^{-1}(u/c)$ for all sufficiently small $u > 0$ implying that $Y_t \leq ch(t)$ for all sufficiently small $t > 0$ and hence $\limsup_{t \downarrow 0} Y_t/h(t) \leq c$. This establishes part (a). Part (b) follows along similar lines.

A combination of Lemma 3.6, Theorem 3.3, Proposition 3.5 and Remark 3.4 yield the following corollary.

Corollary 3.7. Let $h$ be a continuous and increasing function with $h(0) = 0$ and $h(1) = 1$ such that $\lim_{c \downarrow 0} \limsup_{t \downarrow 0} h^{-1}(ct)/h^{-1}(t) = 0$. Then the following results hold:

(i) If $\liminf_{t \downarrow 0} L_t/h^{-1}(t/c) > 1$ a.s. for some $c \in (0, 1)$ then $(17)$ holds.
(ii) Suppose $(17) – (19)$ hold, then $\liminf_{t \downarrow 0} L_t/h^{-1}(t) = \infty$ a.s.
(ii’) Suppose $h$ is convex and conditions $(17)$ and $(21) – (22)$ hold, then $\liminf_{t \downarrow 0} L_t/h^{-1}(t) = \infty$ a.s.
(iii) If $\Pi(\{\{t, x\} : t \in (0, 1), x \geq ch(t)\}) = \infty$ for all $c > 0$ then $\liminf_{t \downarrow 0} L_t/h^{-1}(t) = 0$ a.s.

To prove Theorem 3.3 we require the following lemma. For all $t \geq 0$ denote by $\Delta_t := Y_t – Y_t^-$ the jump of $Y$ at time $t$, so that $Y_t = \sum_{u \leq t} \Delta_u$ since $Y$ is a pure-jump additive process. We also let $N$ denote the Poisson jump measure of $Y$, given by $N(A) := \{|t : (t, \Delta_t) \in A\}$ for $A \subset [0, \infty) \times (0, \infty)$ and note that its mean measure is $\Pi(dt, dx)$.

Lemma 3.8. Let $h$ be continuous and increasing with $h(0) = 0$ and $h(1) = 1$. Assume $(17) – (19)$ hold, then $\limsup_{t \downarrow 0} Y_t/h(t) = \limsup_{t \downarrow 0} Y_{h^{-1}(t)/t} = 0$ a.s.

Proof. For all $n \in \mathbb{N}$, we let $B_n := [2^{-n}, \infty)$ and set $C_n := h^{-1}((2^{-n-1}, 2^{-n}]) \times B_n$. Then we have
\[
\sum_{n \in \mathbb{N}} \mathbb{P}(N(C_n) \geq 1) = \sum_{n \in \mathbb{N}} \left(1 - e^{-\Pi(C_n)}\right) \leq \sum_{n \in \mathbb{N}} \Pi(C_n),
\]
by the definition of $N$ and the inequality $1 - e^{-x} \leq x$. Note that $\sum_{n \in \mathbb{N}} \Pi(C_n) < \infty$ by $(17)$, since
\[
\sum_{n \in \mathbb{N}} \Pi(C_n) \leq \Pi(\{\{t, x\} : t \in [0, 1], x \geq h(t)\}) < \infty.
\]
By the Borel–Cantelli lemma, there exists some $n_0 \in \mathbb{N}$ with $N(h^{-1}((2^{-n_0-1}, 2^{-n_0}]) \times B_n) = 0$ a.s. for all $n \geq n_0$. By the mapping theorem, the random measure $N_h(A \times B) := N(h^{-1}(A) \times B)$ for any measurable $A, B \subset [0, \infty)$, is a Poisson random measure with mean measure $\Pi_h(A \times B) := \Pi(h^{-1}(A), B)$. Note that $Y_{h^{-1}(t)} = \int_{(0,h^{-1}(t)] \times (0,\infty)} xN(du, dx) = \int_{(0,t] \times (0,\infty)} xN_h(du, dx)$ for $t \geq 0$ and, for any $n \geq n_0$ and $t \in (2^{-n-1}, 2^{-n}]$, we have $|Y_{h^{-1}(t)}| \leq \zeta_n := 2^{n+1} \sum_{m=n}^{\infty} \xi_m$, where
\[
\xi_m := \int_{(2^{-m-1},2^{-m}]} xN_h(du, dx), \quad m \in \mathbb{N}.
\]
To complete the proof, it suffices to show that \( \zeta_n \uparrow 0 \) a.s. as \( n \to \infty \). Fubini’s theorem yields

\[
2^{-n-1}E[\zeta_n] = \sum_{m=n}^{\infty} \int_{(2^{-m-1},2^{-m}] \times (0,2^{-m})} x \Pi_h(du, dx) \\
= \int_{(0,2^{-n}] \times (0,2^{-n})} x \sum_{m=n}^{\infty} \mathbb{1}_{\{x < 2^{-m}\}} \mathbb{1}_{\{u \leq 2^{-m} < 2u\}} \Pi_h(du, dx) \\
\leq \int_{(0,2^{-n}] \times (0,2^{-n})} x \mathbb{1}_{\{2u > x\}} \Pi_h(du, dx) = \int_{(0,h^{-1}(2^{-n})] \times (0,2^{-n})} x \mathbb{1}_{\{2h(v) > x\}} \Pi(dv, dx).
\]

By assumption (19), we deduce that \( E[\zeta_n] \downarrow 0 \) as \( n \to \infty \). Similarly, note that

\[
\text{Var}(\zeta_n) = 4n+1 \sum_{m=n}^{\infty} \int_{(2^{-m-1},2^{-m}] \times (0,2^{-m})} x^2 \Pi_h(du, dx),
\]

and hence, by Fubini’s theorem and assumption (18), we have

\[
\sum_{n=1}^{\infty} \text{Var}(\zeta_n) = \sum_{m=1}^{\infty} \sum_{n=1}^{m} 4n+1 \int_{(2^{-m-1},2^{-m}] \times (0,2^{-m})} x^2 \Pi_h(dt, dx) \\
\leq \sum_{m=1}^{\infty} 4^{m+2} \int_{(2^{-m-1},2^{-m}] \times (0,2^{-m})} x^2 \Pi_h(du, dx) \\
= \int_{(0,1] \times (0,1)} x^2 \sum_{m=1}^{\infty} 4^{m+2} \mathbb{1}_{\{x < 2^{-m}\}} \mathbb{1}_{\{u \leq 2^{-m} < 2u\}} \Pi_h(du, dx) \\
\leq 4^2 \int_{(0,1] \times (0,1)} x^2 \mathbb{1}_{\{2u > x\}} \Pi_h(du, dx) \\
= 4^2 \int_{(0,h^{-1}(1)] \times (0,1)} \frac{x^2}{h(v)^2} \mathbb{1}_{\{2h(v) > x\}} \Pi(dr, dx) < \infty.
\]

Thus, we find that the sum \( \sum_{n=1}^{\infty} (\zeta_n - E[\zeta_n])^2 \) has finite mean equal to \( \sum_{n=1}^{\infty} \text{Var}(\zeta_n) < \infty \) and is thus finite a.s. Hence, the summands must tend to 0 a.s. and, since \( E[\zeta_n] \to 0 \), we deduce that \( \zeta_n \downarrow 0 \) a.s. as \( n \to \infty \). \( \square \)

**Proof of Theorem 3.3.** It is obvious that (15) implies (16). If (16) holds, then \( Y_t < h(t) \) for all sufficiently small \( t \). Thus, the path bound \( Y_t \geq \Delta_t \) implies \( P(N(\{t, x\} : t \in [0,1], x > h(t)) < \infty) = 1 \) and hence (17). By Lemma 3.8, conditions (17)–(19) imply (15), so it remains to show that (20) implies (18) and (19).

It is easy to see that (20) implies (18). Moreover, if (20) holds, then

\[
2^n \int_{(0,h^{-1}(2^{-n})] \times (0,2^{-n})} x \mathbb{1}_{\{2h(t) > x\}} \Pi(dt, dx) \\
\leq \int_{(0,h^{-1}(1)] \times (0,1)} \frac{x}{h(t)} \mathbb{1}_{\{2h(t) > x\}} \mathbb{1}_{\{0,h^{-1}(2^{-n})] \times (0,2^{-n})(t,x)} \Pi(dt, dx),
\]

where the upper bound is finite for all \( n \in \mathbb{N} \) and tends to 0 as \( n \to \infty \) by the monotone convergence theorem, implying (19). \( \square \)

**Proof of Proposition 3.5.** Since \( h^{-1} \) is concave with \( h^{-1}(0) = 0 \), then \( x \mapsto h^{-1}(x)/x \) is decreasing, so the condition \( h(t) > x/2 \) implies \( (x/2)/h(t) \leq h^{-1}(x/2)/t \leq h^{-1}(x)/t \). The inequality \( h^{-1}(x)/x \leq h^{-1}(x/2)/(x/2) \) implies that \( \{(t, x) : 2h(t) > x\} \subset \{(t, x) : 2t > h^{-1}(x)\} \), proving the first claim: (21) implies (18).
Since \( h^{-1} \) is concave with \( h^{-1}(0) = 0 \), it is subadditive, implying

\[
\zeta_t := \sum_{u \leq t} h^{-1}(\Delta_u) \geq h^{-1}(Y_t).
\]

Since \( \limsup_{t \downarrow 0} \zeta_t/t \leq c \) implies \( \limsup_{t \downarrow 0} Y_t/h(ct) \leq 1 \) for \( c > 0 \) and \( h \) is a convex function, it suffices to show that \( \limsup_{t \downarrow 0} \zeta_t/t = 0 \) a.s. Note that \( \zeta \) is an additive process with jump measure \( \Pi(dt, h(dx)) \). Applying Theorem 3.3 to \( \zeta \) with the identity function yields the result, completing the proof. \( \square \)

**Remark 3.9.** We now show that, when the increments of \( Y \) are stationary (making \( Y \) a subordinator), Theorem 3.3 gives a complete characterisation of the upper functions of \( Y \), recovering [15, Thm 1] (see also [7, Prop. 4.4]). This is done in two steps.

Suppose \( h \) is convex and \( Y \) has stationary increments with mean jump measure \( \Pi(dt, dx) = \Pi((0, 1], dx)dt \). Then \( h^{-1} \) is concave and the additive process \( \tilde{Y}_t := \sum_{s \leq t} h^{-1}(\Delta_s) \geq h^{-1}(Y_t) \) has mean jump measure \( \Pi(dt, h(dx)) \), making it a subordinator. Theorem 3.3 applied to \( \tilde{Y} \) and the identity function makes all conditions (17)–(19) equivalent to \( \int_{(0,1]} h^{-1}(x)\Pi((0, 1], dx) < \infty \) and therefore, by Theorem 3.3, also equivalent to the condition \( \limsup_{t \downarrow 0} \tilde{Y}_t/t = 0 \) a.s.

Note that condition (17) for \( \tilde{Y} \) and the identity function coincides with condition (17) for \( Y \) and \( h \). This equivalence, together with the fact that the limit \( \limsup_{t \downarrow 0} \tilde{Y}_t/t = 0 \) implies \( \limsup_{t \downarrow 0} Y_t/h(t) = 0 \), shows that both limits are either 0 a.s. or positive a.s. jointly. Thus, \( \limsup_{t \downarrow 0} Y_t/h(t) = 0 \) a.s. if and only if \( \int_{(0,1]} h^{-1}(x)\Pi((0, 1], dx) < \infty \) and, if the latter condition fails, then \( \limsup_{t \downarrow 0} Y_t/h(t) = \infty \) a.s.

Remark 3.9 shows that condition (17) perfectly describes the upper fluctuations of \( Y \) when \( Y \) has stationary increments, making conditions (18) \& (19) appear superfluous. These conditions are, however, not superfluous since (17) by itself cannot fully characterise the upper fluctuations of \( Y \), as the following example shows.

**Example 3.10.** Let \( \Pi(dt, dx) = \sum_{n \in \mathbb{N}} n^{-1}2^n \delta_{(2^{-n}, 2^{-n}/n)}(dt, dx) \), where \( \delta_x \) denotes the Dirac measure at \( x \), and consider the corresponding additive process \( Y \) (whose existence is ensured by [20, Thm 15.4]). Since \( P(\xi \geq \mu) \geq 1/5 \) for every Poisson random variable \( \xi \) with mean \( \mu \geq 2 \) [26, Eq. (6)], we get \( \sum_{n \in \mathbb{N}} P(N(\{(2^{-n}, 2^{-n}/n)\}) \geq 2^n/n) = \infty \). The second Borel–Cantelli lemma then shows that \( \Delta_{2^{-n}} \geq 1/n^2 \) i.o. Thus, \( Y_{2^{-n}}/2^{-n} \geq 2^n/2^n \geq 2^n/n^2 \) i.o., implying \( \limsup_{t \downarrow 0} Y_t/h(t) = \infty \) a.s. even when condition (17) holds. In fact, \( \Pi(\{(t, x) : t \in (0, 1], x \geq ct\}) < \infty \) for all \( c > 0 \). \( \triangle \)

4. **The vertex time process and the proofs of the results in Section 2**

We first recall basic facts about the vertex time process \( \tau = (\tau_s)_{s \in \mathbb{R}} \). Fix a deterministic time horizon \( T > 0 \), let \( C \) be the convex minorant of \( X \) on \( [0, T] \) with right-derivative \( C' \) and recall the definition \( \tau_s = \inf\{t > 0 : C'_t > s\} \) for any slope \( s \in \mathbb{R} \). By the convexity of \( C \), the right-derivative \( C' \) is non-decreasing and right-continuous, making \( \tau \) a non-decreasing right-continuous process with \( \lim_{s \to -\infty} \tau_s = 0 \) and \( \lim_{s \to \infty} \tau_s = T \). Intuitively put, the process \( \tau \) finds the times in \([0, T]\) at which the slopes increase as we advance through the graph of the convex minorant \( t \mapsto C_t \) chronologically.

We remark that the vertex time process can be constructed directly from \( X \) without any reference to the convex minorant \( C \), as follows (cf. [25, Thm 11.1.2]): for each slope \( s \in \mathbb{R} \) and time epoch \( t \geq 0 \), define \( X^{(s)}_t := X_t - st, \) \( X^{(s)}_u := \inf_{u \in [0, t]} X^{(s)}_u \) and note \( \tau_s = \sup\{t \in [0, T] : X^{(s)}_t \wedge X^{(s)}_u = \tau^{(s)}_u\} \), where \( \tau^{(s)}_u := \lim_{v \uparrow t} X^{(s)}_u \) for \( u > 0 \) and \( X^{(0)}_u := X_u = 0 \). Put differently, subtracting a constant drift \( s \) from the Lévy process \( X \) “rotates” the convex hull so that the vertex time \( \tau_s \) becomes the time the minimum of \( X^{(s)} \) during the time interval \([0, T]\) is attained.
4.1. The vertex time process over exponential times. Fix any $\lambda > 0$ and let $E$ be an independent exponential random variable with unit mean. Let $\hat{C} := (\hat{C}_t)_{t \in [0,E/\lambda]}$ be the convex minorant of $X$ over the exponential time-horizon $[0,E/\lambda]$ and denote by $\hat{\tau}$ the right-continuous inverse of $\hat{C}'$, i.e. $\hat{s}_s := \inf\{u \in [0,E/\lambda] : \hat{C}'_u > s\}$ for $s \in \mathbb{R}$. Hence, in the remainder of the paper, the processes with (resp. without) a ‘hat’ will refer to the processes whose definition is based on the path of $X$ on $[0,E/\lambda]$ (resp. $[0,T]$), where $E$ is an exponential random variable with unit mean independent of $X$ and $T > 0$ is fixed and deterministic.

It is more convenient to consider the vertex time processes over an independent exponential time horizon rather than the fixed time horizon $T$, as this does not affect the small-time behaviour of the process (see Corollary 4.2 below), while making its law more tractable. Moreover, as we will see, to analyse the fluctuations of $\hat{C}'$ over short intervals, it suffices to study those of $\hat{\tau}$. By [17, Cor. 3.2], the process $\hat{\tau}$ has independent but non-stationary increments and its Laplace exponent is given by

\[
\mathbb{E}[e^{-u\hat{\tau}_t}] = e^{-\Phi_s(u)} \quad \text{where} \quad \Phi_s(u) := \int_0^\infty (1 - e^{-ut})e^{-\lambda t} \mathbb{P}(X_t \leq st) \frac{dt}{t}.
\]

for all $u \geq 0$ and $s \in \mathbb{R}$. The following lemma states that, after a vertex time, the convex minors C and $\hat{C}$ must agree for a positive amount of time, see Figure 3 for a pictorial description.

**Lemma 4.1.** For any $s \in \mathcal{L}^+(S)$, on the event $\{\tau_s < E/\lambda \leq T\}$, we have $\tau_s = \hat{\tau}_s$ and the convex minorants $C$ and $\hat{C}$ agree on and interval $[0,\tau_s + m]$ for a random $m > 0$. If $X$ is of infinite variation, the functions $C$ and $\hat{C}$ agree on an interval $[0, m]$ for a random variable $m$ satisfying $0 < m \leq \min\{T, E/\lambda\}$ a.s.

Since the Lévy process $X$ and the exponential time $E$ are independent, $\mathbb{P}(\tau_s < E/\lambda \leq T) > 0$.

**Proof.** The proof follows directly from the definition of the convex minorant of $f$ as the greatest convex function dominated by the path of $f$ over the corresponding interval. Let $f$ be a measurable function on $[0, t]$ with piecewise linear convex minorant $M^{(t)}$. Then, for any vertex time $v \in (0, t)$ of $M^{(t)}$ and any $u \in (v, t]$, the convex minorant $M^{(u)}$ of $f$ on $[0, u]$ equals $M^{(t)}$ over the interval $[0, v]$. The result then follows since the condition $s \in \mathcal{L}^+(S)$ (resp. $X$ has infinite variation) implies that there are infinitely many vertex times immediately after $\tau_s$ (resp. 0).

The following result shows that local properties of $C$ agree with those of $\hat{C}$. Multiple extensions are possible, but we opt for the following version as it is simple and sufficient for our purpose.

**Corollary 4.2.** Fix any measurable function $f : (0, \infty) \to (0, \infty)$.

(a) If $s \in \mathcal{L}^+(S)$, then the following limits are a.s. constants on $[0, \infty]$:

\[
\limsup_{t \downarrow 0} \frac{C'_t + \tau_s - s}{f(t)} = \limsup_{t \downarrow 0} \frac{\hat{C}'_t + \hat{\tau}_s - s}{f(t)} \quad \text{and} \quad \liminf_{t \downarrow 0} \frac{C'_t + \tau_s - s}{f(t)} = \liminf_{t \downarrow 0} \frac{\hat{C}'_t + \hat{\tau}_s - s}{f(t)}.
\]

(b) If $X$ is of infinite variation, then the following limits are a.s. constants on $[0, \infty]$:

\[
\limsup_{t \downarrow 0} \frac{C'_t}{f(t)} = \limsup_{t \downarrow 0} \frac{\hat{C}'_t}{f(t)} \quad \text{and} \quad \liminf_{t \downarrow 0} \frac{C'_t}{f(t)} = \liminf_{t \downarrow 0} \frac{\hat{C}'_t}{f(t)}.
\]

**Proof.** We will prove part (a) for lim inf, with the remaining proofs being analogous. First note that the assumption $s \in \mathcal{L}^+(S)$ implies that $(\tau_{u+s} - \tau_s)_{u \geq 0}$ and the additive processes $(\hat{\tau}_{u+s} - \hat{\tau}_s)_{u \geq 0}$ have infinite activity as $u \downarrow 0$. Thus, applying Blumenthal’s 0–1 law [20, Cor. 19.18] to $(\hat{\tau}_{u+s} - \hat{\tau}_s)_{u \geq 0}$ (and using the fact that $\hat{C}'_{\hat{\tau}_s} = s$ a.s.), implies that $\liminf_{t \downarrow 0}(\hat{C}'_{t + \hat{\tau}_s} - s)/f(t)$ is a.s. equal to some constant $\mu$ in $[0, \infty]$. Moreover, by the independence of the increments of $\hat{\tau}_s$, this limit holds even
when conditioning on the value of $\tau_s$. Recall further that $\hat{\tau}_s = \tau_s$ on the event $\{\tau_s < E/\lambda \leq T\}$ by Lemma 4.1. By Lemma 4.1 and the independence of $E$ and $X$, we a.s. have

$$0 < P(\tau_s < E/\lambda \leq T \mid \tau_s) = P\left( \liminf_{t \downarrow 0} (\tilde{C}'_{t+\hat{\tau}_s} - s)/f(t) = \mu, \tau_s < E/\lambda \leq T \mid \tau_s \right)$$

$$= P\left( \liminf_{t \downarrow 0} (C'_{t+s} - s)/f(t) = \mu, \tau_s < E/\lambda \leq T \mid \tau_s \right)$$

$$= P\left( \liminf_{t \downarrow 0} (C'_{t+s} - s)/f(t) = \mu \mid \tau_s \right) P(\tau_s < E/\lambda \leq T \mid \tau_s),$$

implying that $\liminf_{t \downarrow 0}(C'_{t+s} - s)/f(t) = \mu$ a.s. \hfill $\square$

By virtue of Corollary 4.2 it suffices to prove all the results in Section 2 for $\tilde{C}$ instead of $C$. This allows us to use the independent increment structure of the right inverse $\tilde{\tau}$ of the right-derivative $\tilde{C}'$.

**Example 4.3 (Cauchy process).** If $X$ is a Cauchy process, then the Laplace exponent of $\tilde{\tau}_u$ factorises $\Phi_u(w) = P(X_1 \leq u) \int_0^\infty (1 - e^{-wt})e^{-\lambda t}t^{-1}dt$ for any $u \in \mathbb{R}$ and $w \geq 0$. This implies that $\tilde{\tau}$ has the same law as a gamma subordinator time-changed by the distribution function $u \mapsto P(X_1 \leq u) = \frac{1}{2} + \frac{1}{\pi} \arctan(cu + \mu)$ for some $c > 0$ and $\mu = \tan(\pi(\frac{1}{2} - \rho))$. This result can be used as an alternative to [8, Thm 2], in conjunction with classical results on the fluctuations of a gamma process (see, e.g. [7, Ch. 4]), to establish [8, Cor. 3] and all the other results in [8]. \hfill $\triangle$

The proofs of the results in Section 2 are based on the results of Section 3: we will construct a non-decreasing additive process $Y = (Y_t)_{t \geq 0}$, started at 0, in terms of $\tilde{\tau}$ and apply the results in Section 3 to $Y$ and its inverse $L = (L_u)_{u \geq 0}$. These proofs are given in the following subsections.

### 4.2. Upper and lower functions at time $\tau_s$ - proofs

Let $s \in L^+(S)$. Fix any $\lambda > 0$ and let $Y_u := \tilde{\tau}_{u+s} - \tilde{\tau}_s, u \geq 0$. Then the right-inverse $L_u := \inf\{t > 0 : Y_t > u\}$ of $Y$ equals $L_u = \tilde{C}'_{u+s} - s$ for $u \geq 0$. Note that $Y$ has independent increments and (24) implies

$$\Psi_u(w) := -\log E[e^{-wY_u}] = \int_0^\infty (1 - e^{-wt})\Pi((0, u], dt), \quad \text{for all } w, u \geq 0,$$

where $\Pi(du, dt) = e^{-\lambda t}P((X_t - st)/t \in du)t^{-1}dt$ is the mean jump measure of $Y$. 

![Figure 3. The picture shows a path of X (black) and its convex minorants C (red) on [0,T] and \(\hat{C}\) (blue) on [0, E/\(\lambda\)]. Both convex minorants agree until time \(m\), after which they may behave very differently.](image)
Proof of Theorem 2.2. Since $s \in \mathcal{L}^+(\mathcal{S})$, all three parts of the result follow from a direct application of Proposition 3.5 and Corollary 3.7 to the definitions of $Y$ and $L$ above.

To prove Theorem 2.7, we require the following two lemmas. The first lemma establishes some general regularity for the densities of $X_t$ as a function of $t$ and the second lemma provides a strong asymptotic control on the function $\Psi_s(u)$ as $s \downarrow 0$ and $u \to \infty$. Recall that, when $X$ is of finite variation, $\gamma_t = \lim_{t \downarrow 0} X_t/t$ denotes the natural drift of $X$.

Lemma 4.4. Let $X \in Z_{\alpha, \rho}$ for some $\alpha \in (0, 1)$ and $\rho \in (0, 1]$ and denote by $g$ its normalising function.

(a) Define $Q_t := (X_1 - \gamma_t)/g(t)$, then $Q_t$ has an infinitely differentiable density $p_t$ such that $p_t$ and each of its derivatives $p_t^{(k)}$ are uniformly bounded: $\sup_{t \in (0, 1]} \sup_{x \in \mathbb{R}} |p_t^{(k)}(x)| < \infty$ for any $k \in \mathbb{N} \cup \{0\}$.

(b) Define $Q := X_1/\sqrt{t}$, then $Q$ has an infinitely differentiable density $\tilde{p}_t$ such that $\tilde{p}_t$ and each of its derivatives $\tilde{p}_t^{(k)}$ are uniformly bounded: $\sup_{t \in [1, \infty)} \sup_{x \in \mathbb{R}} |\tilde{p}_t^{(k)}(x)| < \infty$ for any $k \in \mathbb{N} \cup \{0\}$.

For two functions $f_1, f_2 : (0, \infty) \to (0, \infty)$ we say $f_1(t) \sim f_2(t)$ as $t \downarrow 0$ if $\lim_{t \downarrow 0} f_1(t)/f_2(t) = 1$.

Proof of Lemma 4.4. Part (a). We assume without loss of generality that $g(t) \leq 1$ for $t \in (0, 1]$, and note that $Q_t$ is infinitely divisible. Denote by $\nu_{Q_t}$ the Lévy measure of $Q_t$, and note for $A \subset \mathbb{R}$ that $\nu_{Q_t}(A) = t\nu(g(t)A)$ and

$$\nu_{Q_t}^2(u) := \int_{(-u,u)} x^2 \nu_{Q_t}(dx) = \frac{t}{g(t)^2} \int_{(-ug(t),ug(t))} x^2 \nu(dx) = \frac{t}{g(t)^2} \nu^2(ug(t)),$$

for $t \in (0, 1]$ and $u \in \mathbb{R} \setminus \{0\}$. The regular variation of $\nu$ (see [19, Thm 2]), Fubini’s theorem and Karamata’s theorem [9, Thm 1.5.11(ii)] imply that, as $u \downarrow 0$,

$$\nu^2(u) = -\int_0^u x^2 \nu(dx) = -\int_0^u 2 \int_0^x zd\nu(dx) = -\int_0^u \int_z^u 2z \nu(dx)dz = \int_0^u 2z \nu(z)dz - u^2 \nu(u) \sim \frac{\alpha}{2 - \alpha} u^2 \nu(u).$$

Since $X \in Z_{\alpha, \rho}$, [19, Thm 2] implies that $g^{-1}(u)u^{-2} \nu^2(u) \to c_0$ for some $c_0 > 0$ as $u \downarrow 0$. Thus,

$$0 < \inf_{z \in [0,1]} \frac{g^{-1}(z)}{z^2} \nu^2(z) \leq \inf_{u \in (0,1]} \frac{g^{-1}(ug(t))}{u^2 g(t)^2} \nu^2(ug(t)).$$

Since $g$ is regularly varying with index $1/\alpha$, we suppose that $g(t) = t^{1/\alpha} \varpi(t)$ for a slowly varying function $\varpi$. Thus, Potter’s bounds [9, Thm 1.5.6] imply that, for some constant $c > 1$ and all $t, u \in (0, 1]$, we have $\varpi(t)/\varpi(tu^\delta) \leq cu^{-\delta}$ for $\delta = 1/\beta - 1/\alpha > 0$. Hence, we obtain $ug(t) \leq cg(tu^\delta)$ and moreover $g^{-1}(ug(t)) \leq c^\beta tu^\beta$ for all $t \in (0, 1]$ and $u \in (0, 1/c]$. Multiplying the rightmost term on the display above (before taking infimum) by $tu^\beta/g^{-1}(ug(t))$ gives

$$\inf_{t \in (0,1]} \inf_{u \in (0,1/c]} u^\beta \varpi^2(ug(t)) > 0.$$

Hence, [28, Lem. 2.3] gives the desired result.

Part (b). As before, we see that $\nu_{Q_t}^2(u) = \nu^2(u \sqrt{t})$. Hence, the left side of (26) gives

$$\nu_{Q_t}^2(u) = \inf_{t \in [1, \infty)} \inf_{u \in (0,1]} u^\beta \varpi^2(ug(t)) > 0,$$

for any $\beta \in (0, \alpha)$. Thus, [28, Lem. 2.3] gives the desired result.

Lemma 4.5. Let $X \in Z_{\alpha, \rho}$ for some $\alpha \in (0, 1)$ and $\rho \in (0, 1]$, denote by $g$ its normalising function and define $G(t) = tg(t)$ for $t > 0$. The following statements hold for any sequences $(u_n)_{n \in \mathbb{N}} \subset (0, \infty)$ and $(s_n)_{n \in \mathbb{N}} \subset (0, \infty)$ such that $u_n \to \infty$ and $s_n \downarrow 0$ as $n \to \infty$:

(i) if $u_n G^{-1}(s_n^{-1}) \to \infty$, then $\Psi_{u_n}(s_n) \sim \rho \log(u_n G^{-1}(s_n^{-1}))$,
(ii) if \( u_nG^{-1}(s_n^{-1}) \to 0 \), then \( \Psi_{s_n}(u_n) = O([u_nG^{-1}(s_n^{-1})]^q + s_n) \) for any \( q \in (0, 1) \) with \( q < 1/\alpha - 1 \).

**Proof.** Part (i). Define \( Q_t := (X_t - \gamma_0 t)/g(t) \) and note that

\[
\Psi_{s_n}(u_n) = \int_0^\infty (1 - e^{-tu_n})e^{-\lambda t}\mathbb{P}(0 < Q_t \leq s_nG(t))\frac{dt}{t}, \quad \text{for all } n \in \mathbb{N}.
\]

Fix \( \delta \in (0, \rho/3) \), let \( \kappa_n := G^{-1}(\delta/s_n) \) and note that \( \kappa_n \downarrow 0 \) as \( n \to \infty \). We will now split the integral in the previous display at \( \kappa_n \) and 1 and find the asymptotic behaviour of each of the resulting integrals.

The integral on \([1, \infty)\) is bounded as \( n \to \infty \):

\[
\int_1^\infty (1 - e^{-tu_n})e^{-\lambda t}\mathbb{P}(0 < Q_t \leq s_nG(t))\frac{dt}{t} \leq \int_1^\infty e^{-\lambda t}\frac{dt}{t} < \infty.
\]

Next, we consider the integral on \([\kappa_n, 1]\). By Lemma 4.4(a), there exists a uniform upper bound \( C > 0 \) on the densities of \( Q_t \), \( t \in (0, 1) \). An application of [9, Thm 1.5.11(i)] gives, as \( n \to \infty \),

\[
\int_{\kappa_n}^1 (1 - e^{-tu_n})e^{-\lambda t}\mathbb{P}(0 < Q_t \leq s_nG(t))\frac{dt}{t} \leq C \int_{\kappa_n}^1 s_nG(t)\frac{dt}{t} \sim \frac{\alpha C}{1 - \alpha} s_nG(\kappa_n) = \frac{\delta \alpha C}{1 - \alpha} < \infty.
\]

Since we will prove that \( \Psi_{s_n}(u_n) \to \infty \) as \( n \to \infty \), the asymptotic behaviour of \( \Psi_{s_n}(u_n) \) will be driven by asymptotic behaviour of the integral on \((0, \kappa_n)\):

\[
J_n^0 := \int_0^1 (1 - e^{-tu_n\kappa_n})e^{-\lambda t\kappa_n}\mathbb{P}(0 < Q_{\kappa_n t} \leq s_nG(\kappa_n t))\frac{dt}{t}.
\]

We will show that, asymptotically as \( n \to \infty \), we may replace the probability in the integrand with the probability \( \mathbb{P}(0 < Z < \delta t^{1-1/\alpha}) \) in terms of the limiting \( \alpha \)-stable random variable \( Z \). Since \( Z \) has a bounded density (see, e.g. [34, Ch. 4]), the weak convergence \( Q_t \overset{d}{\to} Z \) as \( t \downarrow 0 \) implies that the distributions functions converge in Kolmogorov distance by [27, 1.8.31–32, p. 43]. Thus, since \( \kappa_n \to 0 \) as \( n \to \infty \), there exists some \( N_\delta \in \mathbb{N} \) such that

\[
\sup_{n \geq N_\delta} \sup_{t \in (0, \kappa_n)} \sup_{x \in \mathbb{R}} |\mathbb{P}(0 < Q_t \leq x) - \mathbb{P}(0 < Z \leq x)| < \delta,
\]

where \( \delta \in (0, \rho/3) \) is as before, arbitrary but fixed. In particular, the following inequality holds

\[
\sup_{n \geq N_\delta} \sup_{t \in (0, \kappa_n)} |\mathbb{P}(0 < Q_t \leq s_nG(t)) - \mathbb{P}(0 < Z \leq s_nG(t))| < \delta.
\]

For any \( N \geq N_\delta \), the triangle inequality yields

\[
B_{\delta,N} := \sup_{n \geq N} \sup_{t \in (0, 1)} |\mathbb{P}(0 < Z < \delta t^{1-1/\alpha}) - \mathbb{P}(0 < Q_{\kappa_n t} \leq s_nG(\kappa_n t))|
\]

\[
\leq \delta + \sup_{n \geq N} \sup_{t \in (0, 1)} |\mathbb{P}(0 < Z < \delta t^{1-1/\alpha}) - \mathbb{P}(0 < Z \leq s_nG(\kappa_n t))|
\]

\[
\leq \delta + \sup_{n \geq N} \sup_{t \in (0, 1)} \mathbb{P}(m_{t,n} < Z < M_{t,n}),
\]

where \( m_{t,n} := \min\{s_nG(\kappa_n t), \delta t^{1-1/\alpha}\} \) and \( M_{t,n} := \max\{s_nG(\kappa_n t), \delta t^{1-1/\alpha}\} \). We aim to show that

\[
B_{\delta,N_\delta} < 2\delta \text{ for some } N_\delta \in \mathbb{N}.
\]

By [34, Ch. 4], there exists \( K > 0 \) such that the stable density of \( Z \) is bounded by the function \( x \mapsto Kx^{-\alpha - 1} \) for all \( x > 0 \). Thus, since \( M_{t,n} - m_{t,n} = |\delta t^{1-1/\alpha} - s_nG(\kappa_n t)| \), we have

\[
\mathbb{P}(m_{t,n} < Z < M_{t,n}) \leq K m_{t,n}^{-\alpha - 1}|\delta t^{1-1/\alpha} - s_nG(\kappa_n t)|
\]

\[
\leq K((\delta t^{1-1/\alpha})^{-\alpha - 1} + (s_nG(\kappa_n t))^{-\alpha - 1})|\delta t^{1-1/\alpha} - s_nG(\kappa_n t)|.
\]

To show that this converges uniformly in \( t \in (0, 1) \), we consider both summands. First, we have

\[
|\delta t^{1-1/\alpha} - s_nG(\kappa_n t)|\leq 1 - t^{1-\alpha} = t^{-\alpha} \left(1 - \frac{G(\kappa_n t)(1-\alpha)G(\kappa_n t)}{\kappa_n^{-\alpha}(1-\alpha)G(\kappa_n t)}\right).
\]
which tends to 0 as $n \to \infty$ uniformly in $t \in (0, 1)$ by [9, Thm 1.5.2] since $t \to t^{1-\alpha^2/\alpha}G(t)$ is regularly varying at 0 with index $1 - \alpha > 0$ (recall that $g$ is regularly varying at 0 with index $1/\alpha$ and $G(t) = t/g(t)$). Similarly, since $s_n = \delta/G(\kappa_n)$, we have

$$
(s_n G(t\kappa_n))^{-\alpha} \left| \delta t^{1-\alpha} - s_n G(t\kappa_n) \right| = \delta^{-\alpha} \left| \frac{(t\kappa_n)^{1-\alpha} G(t\kappa_n)^{-\alpha} - G(t\kappa_n)^{-\alpha}}{\kappa_n^{1-\alpha} G(\kappa_n)^{-\alpha}} \right|.
$$

Since both terms in the last line converge to $\delta^{\alpha} t^{1-\alpha}$ as $n \to \infty$ uniformly in $t \in (0, 1)$ by [9, Thm 1.5.2], the difference tends to 0 uniformly too. Hence, the right side of (28) converges to 0 as $n \to \infty$ uniformly in $t \in (0, 1)$. Thus, for a sufficiently large $N'_\delta$, we have

$$
(29) \quad \sup_{n \geq N'_\delta} \sup_{t \in (0, 1]} |\mathbb{P}(0 < Z < \delta t^{1-\alpha}) - \mathbb{P}(0 < Q_{\kappa_n} \leq s_n G(t\kappa_n))| = B_{\delta, N'_\delta} < 2\delta.
$$

We now analyse a lower bound on the integral $J_n^0$ in (27). By (29), for all $n \geq N'_\delta$, we have

$$
J_n^0 \geq \int_0^1 (1 - e^{-u_n\kappa_n t}) e^{-\lambda_n t} \left( \mathbb{P}(0 < Z \leq \delta t^{1-\alpha}) - 2\delta \right) \frac{dt}{t}.
$$

Recall that $\kappa_n = G^{-1}(\delta/s_n)$, define $\xi_n := G^{-1}(1/s_n)$ and note from the regular variation of $G^{-1}$ that $\kappa_n/\xi_n \to \delta^{\alpha/(\alpha-1)}$ as $n \to \infty$, implying $\log(u_n\kappa_n) \sim \log(u_n\xi_n)$ as $n \to \infty$ since $u_n\xi_n \to \infty$. We split the integral from the display above at $\log(u_n\kappa_n)^{-1}$ and note that

$$
\int_{\log(u_n\kappa_n)^{-1}}^1 (1 - e^{-u_n\kappa_n t}) e^{-\lambda_n t} \left( \mathbb{P}(0 < Z \leq \delta t^{1-\alpha}) - 2\delta \right) \frac{dt}{t}
$$

$$
\leq (1 + 2\delta) \int_{\log(u_n\kappa_n)^{-1}}^1 \frac{dt}{t} = (1 + 2\delta) \log(\log(u_n\kappa_n)) \sim (1 + 2\delta) \log(\log(u_n\xi_n)), \quad n \to \infty.
$$

For the integral over $(0, \log(u_n\kappa_n)^{-1})$, first note that, for all sufficiently large $n \in \mathbb{N}$, we have

$$
\mathbb{P}(0 < Z \leq \delta t^{1-\alpha}) \geq \mathbb{P}(0 < Z \leq \delta \log(u_n\kappa_n)^{1/\alpha-1}) > \rho - \delta, \quad t \in (0, \log(u_n\kappa_n)^{-1}),
$$

since $u_n\kappa_n \to \infty$. Thus, we have

$$
\int_0^{\log(u_n\kappa_n)^{-1}} (1 - e^{-u_n\kappa_n t}) e^{-\lambda_n t} \left( \mathbb{P}(0 < Z \leq \delta t^{1-\alpha}) - 2\delta \right) \frac{dt}{t}
$$

$$
\geq (\rho - 3\delta) e^{-\lambda_n} \int_0^{\log(u_n\kappa_n)^{-1}} \frac{dt}{t} \sim (\rho - 3\delta) \log(u_n\xi_n), \quad n \to \infty,
$$

where the asymptotic equivalence follows from the fact that $u_n\kappa_n/\log(u_n\kappa_n) \to \infty$ as $n \to \infty$ and $\int_0^1 (1 - e^{-x}) x^{-1} \, dx \sim \log x$ as $x \to \infty$. (In fact, we have $\int_0^1 (1 - e^{-x}) x^{-1} \, dx = \log x + \Gamma(0, x) + \gamma$ for $x > 0$ where $\Gamma(0, x) = \int_x^\infty t e^{-t} \, dt$ is the upper incomplete gamma function and $\gamma$ is the Euler–Mascheroni constant.) This shows that $\liminf_{n \to \infty} J_n^0/\log(u_n\xi_n) \geq \rho - 3\delta > 0$ since $\delta \in (0, \rho/3)$.

Similarly, (29) implies that for all $n \geq N'_\delta$, we have

$$
J_n^0 \leq \int_0^1 (1 - e^{-u_n\kappa_n t}) e^{-\lambda_n t} \left( \mathbb{P}(0 < Z \leq \delta t^{1-\alpha}) + 2\delta \right) \frac{dt}{t}
$$

$$
\leq (\rho + 2\delta) \int_0^1 (1 - e^{-u_n\kappa_n t}) \frac{dt}{t} \sim (\rho + 2\delta) \log(u_n\xi_n), \quad n \to \infty,
$$

implying $\limsup_{n \to \infty} J_n^0/\log(u_n\xi_n) \leq \rho + 2\delta$. Altogether, we deduce that

$$
\rho - 3\delta \leq \liminf_{n \to \infty} \Psi_{s_n}(u_n)/\log(u_n\xi_n) \leq \limsup_{n \to \infty} \Psi_{s_n}(u_n)/\log(u_n\xi_n) \leq \rho + 2\delta.
$$

Since $\delta \in (0, \rho/3)$ is arbitrary and the sequence $\Psi_{s_n}(u_n)/\log(u_n\xi_n)$ does not depend on $\delta$, we may take $\delta \downarrow 0$ to obtain Part (i).
Part (ii). We will bound each of the terms in $\Psi_n(u_n) = J_n^1 + J_n^2 + J_n^3$, where $\xi_n = G^{-1}(1/s_n)$ and

$$J_n^1 := \int_0^{s_n} (1 - e^{-u_n t}) e^{-t \lambda} \mathbb{P}(0 < Q_t \leq s_n G(t)) \frac{dt}{t},$$

$$J_n^2 := \int_0^{s_n} (1 - e^{-u_n t}) e^{-t \lambda} \mathbb{P}(0 < Q_t \leq s_n G(t)) \frac{dt}{t},$$

and

$$J_n^3 := \int_1^{\infty} (1 - e^{-u_n t}) e^{-t \lambda} \mathbb{P}(0 < Q_t - \gamma_0 t \leq s_n t) \frac{dt}{t}.$$

Recall that our assumption in part (ii) states that $u_n \xi_n \to 0$ as $n \to \infty$. Using the elementary inequality $1 - e^{-x} \leq x$ for $x \geq 0$, we obtain $J_n^1 = O(u_n \xi_n)$ as $n \to \infty$. Next we bound $J_n^3$. Lemma 4.4(b) shows the existence of a uniform upper bound $\widetilde{C} > 0$ on the densities of $X_t / \sqrt{t}$. Thus it holds that $\mathbb{P}(0 < X_t - \gamma_0 t \leq s_n t) = \mathbb{P}(\gamma_0 \sqrt{t} < X_t / \sqrt{t} \leq (\gamma_0 + s_n) \sqrt{t}) \leq C s_n \sqrt{t}$ and hence

$$J_n^3 \leq \widetilde{C} s_n \int_1^{\infty} t^{-1/2} e^{-t \lambda} dt = O(s_n), \quad \text{as } n \to \infty.$$

It remains to bound $J_n^2$. Let $q \in (0, 1]$ with $q < 1/\alpha - 1$ and $C > 0$ be a uniform bound on the densities of $Q_t$ (whose existence is guaranteed by Lemma 4.4(a)). The elementary bound $1 - e^{-x} \leq x^q$ for $x \geq 0$ for $q \in (0, 1]$ and $[9, \text{Thm } 1.5.11(i)]$ yield

$$J_n^2 \leq C u_n^q s_n \int_0^{s_n} t^q G(t) \frac{dt}{t} \sim \frac{C}{1/\alpha - q - 1} u_n^q s_n G(\xi_n) \xi_n^q = O(u_n^q s_n^q), \quad \text{as } n \to \infty. \quad \square$$

Proof of Theorem 2.7. Throughout this proof we let $\phi(u) := \gamma u^{-1}(\log \log u)^r$, for some $\gamma > 0, r \in \mathbb{R}$.

Part (i). Since $p$ is arbitrary on $(1/\rho, \infty)$ and $f(t) = 1/G(t \log^p(1/t))$, it suffices to show that $\limsup_{t \to 0} (\widetilde{C} t^+ - s)/f(t) = \limsup_{t \to 0} L_t/f(t) < \infty$ a.s. (Recall that $L_t = C_t^+ - s$ and $\Psi_u(w) = -\log \mathbb{E}[e^{-w Y_n}]$ for all $u, w \geq 0$.) By Theorem 3.1(a), it suffices to find a positive sequence $(\theta_n)_{n \in \mathbb{N}}$ with $\lim_{n \to \infty} \theta_n = \infty$ such that $\sum_{n=1}^{\infty} \exp(\theta_n t_n - \Psi_{f(t_n)}(\theta_n)) < \infty$ and $\limsup_{n \to \infty} f(t_n)/f(t_{n+1}) < \infty$ where $t_n := \phi(\theta_n)$.

Let $\theta_n := e^{\alpha n}$ and $r = 0$. Note that the regular variation of $f$ at 0 yields $\limsup_{n \to \infty} f(t_n)/f(t_{n+1}) = \lim_{n \to \infty} f(t_n)/f(t_{n+1}) = e^{1-1/\alpha}$. Thus, it suffices to prove that the series above is finite. Since $t_n = \phi(\theta_n)$, it follows that $t_n \theta_n = \gamma$. Note from the definition of $f$ that

$$u G^{-1}(f(\phi(u))^{-1}) = u h(u)(\log(\phi(u)^{-1})) = (\log(\gamma^{-1} u)) = \gamma (\log(\log u)^r) \rightarrow \infty, \quad \text{as } u \rightarrow \infty.$$

By Lemma 4.5(i) we have $\Psi_{f(t_n)}(\theta_n) \sim \rho \log(\theta_n G^{-1}(f(t_n)^{-1}))$ as $n \to \infty$, since $\theta_n G^{-1}(f(t_n)^{-1}) \sim \gamma (\log \theta_n)^r \rightarrow \infty$ as $n \to \infty$ by (30).

Fix some $\varepsilon > 0$ with $(1 - \varepsilon)\rho p > 1$. Note that $\Psi_{f(t_n)}(\theta_n) \geq (1 - \varepsilon)\rho p \log \log \theta_n$ for all sufficiently large $n$. It suffices to show that the following sum is finite:

$$\sum_{n=1}^{\infty} \exp\left(\gamma - (1 - \varepsilon)\rho p \log \log \theta_n\right).$$

Since $(1 - \varepsilon)\rho p > 1$, the sum in the display above is bounded by a multiple of $\sum_{n=1}^{\infty} n^{-(1-\varepsilon)\rho p} < \infty$.

Part (ii). As before, since $p$ is arbitrary in $(0, 1/\rho)$, it suffices to show that $\limsup_{t \to 0} L_t/f(t) \geq 1$ a.s. By Theorem 3.1(b), it suffices to find a positive sequence $(\theta_n)_{n \in \mathbb{N}}$ satisfying $\lim_{n \to \infty} \theta_n = \infty$, such that $\sum_{n=1}^{\infty} \exp(\Psi_{f(t_n)}(\theta_n)) - \exp(-\theta_n t_n) = \infty$ and $\sum_{n=1}^{\infty} \Psi_{f(t_n)}(\theta_n) < \infty$.

Let $r = \gamma = 1$, choose $\sigma > 1$ and $\varepsilon > 0$ to satisfy $\sigma (1 + \varepsilon)\rho p < 1$ and set $\theta_n := e^{\sigma n}$ for $n \in \mathbb{N}$. We start by showing that the second sum in the paragraph above is finite. Since $\sigma > 1$, (30) yields

$$\theta_n G^{-1}(f(t_{n+1})^{-1}) \sim \frac{\theta_n}{\theta_{n+1}} (\log \theta_{n+1})^p \log \log \theta_{n+1} \downarrow 0, \quad \text{as } n \to \infty.$$

Hence, Lemma 4.5(ii) with $q \in (0, 1]$ and $q < 1/\alpha - 1$ and (31) imply

$$\Psi_{f(t_{n+1})}(\theta_n) = O\left(\theta_n G^{-1}(f(t_{n+1})^{-1})^{q} + f(t_{n+1})\right), \quad \text{as } n \to \infty.$$
By (31), it is enough to show that
\[ \sum_{n=1}^{\infty} \left( \frac{\theta_n}{n+1} (\log n \log \theta_n + 1) \right)^q < \infty, \quad \text{and} \quad \sum_{n=1}^{\infty} f(t_{n+1}) < \infty. \]
Newton’s generalised binomial theorem implies that \( \theta_n/\theta_{n+1} = \exp(n^\sigma - (n + 1)^\sigma) \leq \exp(-\sigma n^{-1}/2) \)
for all sufficiently large \( n \). Since \( \log \theta_{n+1} \sim n^\sigma \), we conclude that the first series in the previous display is indeed finite. The second series is also finite since \( f \circ h \) is regularly varying at infinity with index \((\alpha - 1)/\alpha < 0 \) (recall that \( t_{n+1} = \phi(\theta_{n+1}) \)).

Next we prove that \( \sum_{n=1}^{\infty} (\exp(-\Psi_{f(t_n)}(\theta_n)) - \exp(-\theta_n t_n)) = \infty \). Note that we have \( \exp(-\theta_n t_n) = \exp(-\log \theta_n) = n^{-\sigma} \), which is summable. Applying Lemma 4.5(i) and (30), we see that \( \Psi_{f(t_n)}(\theta_n) \sim \rho \log(\theta_n G^{-1}(f(t_n)^{-1})) \) as \( n \to \infty \). As in Part (i), it is easy to see that for every \( \varepsilon > 0 \), the inequality \( \Psi_{f(t_n)}(\theta_n) \leq (1 + \varepsilon) \rho \log \theta_n \) holds for all sufficiently large \( n \). Thus \( \exp(-\Psi_{f(t_n)}(\theta_n)) \geq n^{-\sigma(1+\varepsilon)\rho} \) is not summable (since \( \sigma(1+\varepsilon)\rho < 1 \)). \( \sum_{n=1}^{\infty} \exp(-\Psi_{f(t_n)}(\theta_n)) = \infty \), completing the proof.

4.3. Upper and lower functions at time 0 - proofs. Fix any \( \lambda > 0 \). Let \( Y_s := \tau_{-1/s} \) for \( s \in (0, \infty) \) and note that the mean jump measure of \( Y_s \) is given by
\[ \Pi(ds, dt) := t^{-1} e^{-\lambda t} P(-t/X_t \in ds) dt, \]
implying \( \Pi((0, s], dt) = t^{-1} e^{-\lambda t} P(X_t \leq -t/s) dt \). Since \( C_t^{-1} \) is the right-inverse of \( \hat{C}_t \), we have the identity \( C_t^{-1} = -1/L_t \) where \( L_t := \inf\{s > 0 : Y_s > t\} \). Thus, \( \limsup_{t \downarrow 0} C_t^{-1} f(t) \) equals 0 (resp. \( \infty \)) if and only if \( \liminf_{t \downarrow 0} L_t f(t) \) equals \( \infty \) (resp. \( 0 \)).

Corollary 3.7 and Proposition 3.5 above are the ingredients in the proof of Theorem 2.9.

Proof of Theorem 2.9. Since the conditions in Theorem 3.3 only involve integrating the mean measure \( \Pi \) of \( Y \) near the origin, we may ignore the factor \( e^{-\lambda t} \) in the definition of the mean measure \( \Pi \) above. After substituting \( \Pi(du, dt) = t^{-1} P(-t/X_t \in du) dt \) in conditions (17) and (21)–(22), we obtain the conditions in (7)–(9). Thus, Corollary 3.7 and the identity \( C_t^{-1} = -1/L_t \) yield the claims in Theorem 2.9. \( \square \)

The following technical lemma which establishes the asymptotic behaviour of the characteristic exponent \( \Phi \) defined in (24). This result plays an important role in the proof of Theorem 2.13. We will assume that \( X \in Z_{\alpha, \rho} \). For simplicity, by virtue of [9, Eq. (1.5.1) & Thm 1.5.4], we assume without loss of generality that: \( g(t) = 1 \) for \( t \geq 1 \), \( g \) is continuous and decreasing on \( (0, 1] \) and the function \( G(t) = t/g(t) \) is continuous and increasing on \( (0, \infty) \). Hence, the inverse \( G^{-1} \) of \( G \) is also continuous and increasing.

Lemma 4.6. Let \( X \in Z_{\alpha, \rho} \) for some \( \alpha \in (1, 2] \) and \( \rho \in (0, 1) \) and assume \( E[X_2^2] < \infty \) and \( E[X_1] = 0 \). The following statements hold for any sequences \((u_n)_{n \in \mathbb{N}} \subset (0, \infty) \) and \((s_n)_{n \in \mathbb{N}} \subset \mathbb{R}_- \) such that \( u_n \to \infty \) and \( s_n \to -\infty \) as \( n \to \infty \):
(i) if \( u_n G^{-1}(|s_n|^{-1}) \to \infty \), then \( \Phi_{s_n}(u_n) \sim (1 - \rho) \log(u_n G^{-1}(|s_n|^{-1})) \).
(ii) if \( u_n G^{-1}(|s_n|^{-1}) \downarrow 0 \), then \( \Phi_{s_n}(u_n) = O(\log(u_n G^{-1}(|s_n|^{-1}))^{(\alpha - 1)/2} + |s_n|^{-2}) \).

Proof. Part (i). Denote \( Q_t := X_t/g(t) \) and note that, for all \( n \in \mathbb{N} \),
\[ \Phi_{s_n}(u_n) = \int_0^\infty \left( 1 - e^{-tu_n} e^{-\lambda t} P(Q_t \leq s_n G(t)) \right) \frac{dt}{t}. \]
For every \( \delta > 0 \) let \( \kappa_n := G^{-1}(\delta/|s_n|) \) and note that \( \kappa_n \downarrow 0 \) as \( n \to \infty \). The integral in the previous display is split at \( \kappa_n \) and we control the two resulting integrals.
We start with the integral on \([\kappa_n, \infty) \). For any \( q \in (0, \alpha) \) we claim that \( K := \sup_{t \geq 0} E[|Q_t|^q] < \infty \). Indeed, since \( E[X_2^2] < \infty \), \( t^{\alpha - 2/2} g(t) Q_t \) converges weakly to a normal random variable as \( t \to \infty \).
Applying [4, Lem. 3.1] gives $\sup_{t \geq 1} \mathbb{E}[|Q_t|^q] t^{-q/2} g(t)^q < \infty$, and hence $\sup_{t \geq 1} \mathbb{E}[|Q_t|^q] < \infty$ since $t^{-1/2} g(t)$ is bounded from below for $t \geq 1$. Similarly, [10, Lem. 4.8–4.9] imply that $\mathbb{E}[|Q_t|^q] < \infty$, and thus $K < \infty$. Markov’s inequality then yields

\begin{equation}
K \geq \sup_{n \in \mathbb{N}} \sup_{t \in [0, \kappa_n]} |s_n|^q G(t)^q \mathbb{P}(Q_t \leq s_n G(t)).
\end{equation}

Let $q' := q(1 - 1/\alpha) > 0$ and note that $G(t)^{-q'}$ is regularly varying at 0 with index $-q'$. By (32) we have $\mathbb{P}(Q_t \leq s_n G(t)) \leq K |s_n|^{-q'} G(t)^{-q'}$ for all $t \geq \kappa_n$ and $n \in \mathbb{N}$. Hence, Karamata’s theorem [9, Thm 1.5.11] gives

\begin{equation}
\int_{\kappa_n}^{\infty} (1 - e^{-u_n t}) e^{-x t} \mathbb{P}(Q_t \leq s_n G(t)) \frac{dt}{t} \leq \int_{\kappa_n}^{\infty} |s_n|^{-q'} G(t)^{-q'} \frac{dt}{t}
\end{equation}

\begin{equation}
\sim \frac{K}{q'} |s_n|^{-q} G(\kappa_n)^{-q} = \frac{K}{q' \delta q} < \infty, \quad \text{as } n \to \infty.
\end{equation}

Thus, the integral $\int_{\kappa_n}^{\infty} (1 - e^{-u_n t}) e^{-x t} \mathbb{P}(Q_t \leq s_n G(t)) t^{-1} dt$ is bounded as $n \to \infty$.

It remains to establish the asymptotic growth of the corresponding integral on $(0, \kappa_n)$. Since the limiting $\alpha$-stable random variable $Z$ has a bounded density (see, e.g. [34, Ch. 4]), the weak convergence of $Q_t \xrightarrow{d} Z$ as $t \downarrow 0$ extends to convergence in Kolmogorov distance by [27, 1.831–32, p. 43]. Thus, there exists some $N_{\delta} \in \mathbb{N}$ such that

\begin{equation}
\sup_{n \geq N_{\delta}} \sup_{t \in [0, \kappa_n]} |\mathbb{P}(Q_t \leq s_n G(t)) - \mathbb{P}(Z \leq s_n G(t))| < \delta.
\end{equation}

Since $G(\kappa_n) = \delta/|s_n|$ and $\mathbb{P}(Z \leq 0) = 1 - \rho$, the triangle inequality yields

\begin{equation}
B_{\delta} := \sup_{n \geq N_{\delta}} \sup_{t \in [0, \kappa_n]} |1 - \rho - \mathbb{P}(Q_t \leq s_n G(t))| \leq |1 - \rho - \mathbb{P}(Z \leq -\delta)| + \delta,
\end{equation}

which tends to $0$ as $\delta \downarrow 0$.

Define $\xi_n := G^{-1}(1/|s_n|)$ and note from the regular variation of $G^{-1}$ that $\kappa_n/\xi_n \to \delta^\alpha/(\alpha - 1)$ as $n \to \infty$, implying $\log(u_n \xi_n) \sim \log(u_n \xi_n)$ as $n \to \infty$ since $u_n \xi_n \to \infty$. As in the proof of Lemma 4.5 above, we have $\int_0^{1} (1 - e^{-x t}) t^{-1} dt \sim \log x$ as $x \to \infty$. Since $u_n \xi_n \to \infty$ and $\xi_n \downarrow 0$ as $n \to \infty$, we have

\begin{equation}
\int_{\kappa_n}^{\xi_n} (1 - e^{-u_n t}) e^{-x t} \mathbb{P}(Q_t \leq s_n G(t)) \frac{dt}{t} \leq (1 - \rho + B_{\delta}) \int_{0}^{\kappa_n} (1 - e^{-u_n t}) e^{-x t} \frac{dt}{t}
\end{equation}

\begin{equation}
\sim (1 - \rho + B_{\delta}) \log(u_n \xi_n), \quad \text{as } n \to \infty.
\end{equation}

This implies that $\limsup_{n \to \infty} \Phi_{s_n}(u_n)/\log(u_n \xi_n) \leq 1 - \rho + B_{\delta}$. A similar argument can be used to obtain $\liminf_{n \to \infty} \Phi_{s_n}(u_n)/\log(u_n \xi_n) \geq 1 - \rho - B_{\delta}$. Since $\delta > 0$ is arbitrary and $B_{\delta} \downarrow 0$ as $\delta \downarrow 0$, we deduce that $\Phi_{s_n}(u_n) \sim (1 - \rho) \log(u_n \xi_n)$ as $n \to \infty$.

Part (ii). We will bound each of the terms in $\Phi_{s_n}(u_n) = J_1^1 + J_2^1 + J_3^1$, where $\xi_n = G^{-1}(1/|s_n|)$ and

\begin{equation}
J_1^1 := \int_{0}^{\xi_n} (1 - e^{-u_n t}) e^{-x t} \mathbb{P}(X_t \leq s_n t) \frac{dt}{t}, \quad J_2^1 := \int_{1}^{\infty} (1 - e^{-u_n t}) e^{-x t} \mathbb{P}(X_t \leq s_n t) \frac{dt}{t}, \quad J_3^1 := \int_{\xi_n}^{1} (1 - e^{-u_n t}) e^{-x t} \mathbb{P}(Q_t \leq s_n G(t)) \frac{dt}{t}.
\end{equation}

The elementary inequality $1 - e^{-x} \leq x$ for $x \geq 0$ implies that the integrand of $J_1^1$ is bounded by $u_n$. Hence, we have $J_1^1 = \mathcal{O}(u_n \xi_n) = \mathcal{O}((u_n \xi_n)^{(\alpha - 1)/2})$ as $n \to \infty$.

To bound $J_2^1$, we use Markov’s inequality as follows: since $\mathbb{E}[X_t^2] = \mathbb{E}[X_t^4] t$ for all $t > 0$, we have $\mathbb{P}(X_t \leq s_n t) \leq \mathbb{E}[X_t^2] t/(|s_n|^2 t^2) = \mathbb{E}[X_t^2]^2 |s_n|^{-2} t^{-1}$, for all $n \in \mathbb{N}$, $t > 0$. Thus, we get

\begin{equation}
J_2^1 \leq \mathbb{E}[X_t^2] \int_{1}^{\infty} \frac{dt}{t^2} = \frac{\mathbb{E}[X_t^2]}{|s_n|^2} = \mathcal{O}(|s_n|^{-2}), \quad \text{as } n \to \infty.
\end{equation}
It remains to bound $J_n^3$. Let $r := (\alpha - 1)/2$, pick any $q \in (\alpha/2, \alpha)$ and recall from Part (i) that $K = \sup_{t \geq 0} \mathbb{E}[|Q_t|^q] < \infty$. Note that $q' = q(1 - 1/\alpha) > r$, so Karamata’s theorem [9, Thm. 1.5.11], the inequality in (32) and the elementary bound $1 - e^{-x} \leq x^r$ for $x \geq 0$ yield

$$J_n^3 \leq K u_n \int_0^1 t^r |s_n|^{-q} G(t)^{-q} \frac{dt}{t} \sim \frac{K u_n}{q' - r} \xi_n^r |s_n|^{-q} G(\xi_n)^{-q} = \frac{K}{q' - r} (u_n \xi_n)^r, \quad \text{as } n \to \infty.$$ 

We conclude that $J_n^3 = O((u_n \xi_n)^r)$ as $n \to \infty$, completing the proof. \hfill \Box

**Proof of Theorem 2.13.** Throughout this proof we let $\phi(u) := \gamma u^{-1} (\log \log u)^r$, for some $\gamma > 0$ and $r \in \mathbb{R}$. By Remark 2.1 we may and do assume without loss of generality that $(X_t)_{t \geq 0}$ has a finite second moment and zero mean.

Part (i). Since $p$ is arbitrary on $(1/(1 - \rho), \infty)$, it suffices to show that $\lim \inf_{t \downarrow 0} |\hat{C}'| f(t) > 0$ a.s. where $f(t) = G(t \log^p(1/t))$. Since $\hat{C}' = -1/L_t$, this is equivalent to $\lim \sup_{t \downarrow 0} L_t / f(t) < \infty$ a.s. Recall that $\Psi_u(w) = \log \mathbb{E}[e^{-w Y_u}] = \log \mathbb{E}[e^{-u_t w_{-1/\alpha}}] = \Phi_{-1/u}(w)$ for all $u > 0$ and $w \geq 0$. By virtue of Theorem 3.1(a), it suffices to show that $\sum_{n=1}^{\infty} \exp(\theta_n u_n - \Psi(f(t_n)(\theta_n)) < \infty$ and $\lim \sup_{n \to \infty} f(t_n)/f(t_{n+1}) < \infty$ for $t_n := \phi(\theta_n)$ and a positive sequence $(\theta_n)_{n \in \mathbb{N}}$ with $\lim_{n \to \infty} \theta_n = \infty$.

Let $\theta_n := e^u$ and $r = 0$. Note that the regular variation of $f$ at $0$ yields $\lim \sup_{n \to \infty} f(t_n)/f(t_{n+1}) = \lim_{t_n \to \infty} f(t_n)/f(t_{n+1}) = e^{1 - \alpha}$. Thus, it suffices to prove that the series is finite. Since $t_n = \phi(\theta_n)$, it follows that $t_n \theta_n = \gamma$. Note from the definition of $f$ that

$$u G^{-1}(f(\phi(u))) = u \phi(u) (\log(\phi(u))^{-1}) = \gamma (\log(\log^{-1} u) \gamma (\log u) \to \infty, \quad \text{as } u \to \infty.$$ 

By Lemma 4.6(i) we have $\Psi_{f(t_n)}(\theta_n) = \Phi_{-1/f(t_n)}(\theta_n) \sim (1 - \rho) \log(\theta_n G^{-1}(f(t_n)))$ as $n \to \infty$, since $\theta_n G^{-1}(f(t_n)) \sim \gamma (\log \theta_n)^p \to \infty$ as $n \to \infty$ by (33).

Fix some $\varepsilon > 0$ with $(1 - \varepsilon)(1 - \rho)p > 1$. Note that we have $\Psi_{f(t_n)}(\theta_n) \geq (1 - \varepsilon)(1 - \rho)p \log \log \theta_n$ for all sufficiently large $n$. It is enough to show that the following sum is finite:

$$\sum_{n=1}^{\infty} \exp(\gamma - (1 - \varepsilon)(1 - \rho)p \log \log \theta_n).$$

Since $(1 - \varepsilon)(1 - \rho)p > 1$, this sum is bounded by a multiple of $\sum_{n=1}^{\infty} n^{-(1-\varepsilon)(1-\rho)p} < \infty$.

Part (ii). As before, since $p$ is arbitrary in $(0, 1/(1 - \rho))$, it suffices to show $\lim \inf_{t \downarrow 0} |\hat{C}'| f(t) < \infty$ a.s. By Theorem 3.1(b), it suffices to show that there exists some $r > 0$ and a positive sequence $(\theta_n)_{n \in \mathbb{N}}$ satisfying $\lim_{n \to \infty} \theta_n = \infty$, such that $\sum_{n=1}^{\infty} \exp(-\Psi_{f(t_n)}(\theta_n)) - \exp(-\theta_n t_n) = \infty$ and $\sum_{n=1}^{\infty} \Psi_{f(t_{n+1})}(\theta_n) < \infty$.

Let $r = 1$, choose $\rho > 1$ and $\varepsilon > 0$ satisfying $\sigma(1 + \varepsilon)p(1 - \rho) < 1$ (recall $p(1 - \rho) < 1$) and set $\theta_n := e^u$. We start by showing that the second sum is finite. Since $\sigma > 1$, (33) yields

$$\theta_n G^{-1}(f(t_{n+1})) \sim \frac{\theta_n}{\theta_{n+1}} (\log \theta_{n+1})^p \downarrow 0, \quad \text{as } n \to \infty.$$ 

Hence, the time-change $\hat{C}' = -1/L_t$, Lemma 4.6(ii) and (34) imply

$$\Psi_{f(t_{n+1})}(\theta_n) = \Phi_{-1/f(t_{n+1})}(\theta_n) = O\left(\left(\theta_n G^{-1}(f(t_{n+1}))\right)^{(\alpha - 1)/2} + f(t_{n+1})^2\right), \quad \text{as } n \to \infty.$$ 

By (34), it is enough to show that

$$\sum_{n=1}^{\infty} \left(\frac{\theta_n}{\theta_{n+1}} (\log \theta_{n+1})^p \log \log \theta_n\right)^{(\alpha - 1)/2} < \infty, \quad \text{and} \quad \sum_{n=1}^{\infty} f(t_{n+1})^2 < \infty.$$ 

Newton’s generalised binomial theorem implies that $\theta_n/\theta_{n+1} = \exp(n^\sigma - (n + 1)^\sigma) \leq \exp(-\sigma n^\sigma - 1/2)$ for all sufficiently large $n$. Since $\log \theta_{n+1} \sim n^\sigma$, we conclude that the first series in the previous display
is indeed finite. The second series is also finite since $f \circ h$ is regularly varying at infinity with index $-(\alpha - 1)/\alpha$ (recall that $t_n+1 = \phi(t_{n+1})$).

Next we prove that $\sum_{n=1}^{\infty} \exp(-\Psi_{f(t_n)}(\theta_n)) - \exp(-\theta_n t_n)) = \infty$. First observe that the terms $\exp(-\theta_n t_n) = \exp(-\log \theta_n) = n^{-\sigma}$ are summable. Applying Lemma 4.6(i) and (33), we obtain $\Psi_{f(t_n)}(\theta_n) \sim (1 - \rho) \log(\theta_n G^{-1}(f(t_n)))$ as $n \to \infty$. As in Part (i), for all sufficiently large $n$ we have $\Psi_{f(t_n)}(\theta_n) \leq (1 + \varepsilon)p(1 - \rho) \log \theta_n$. Thus $\exp(-\Psi_{f(t_n)}(\theta_n)) \geq n^{-(1+\varepsilon)p(1-\rho)}$ and, since $\sigma(1+\varepsilon)p(1-\rho) < 1$, we deduce that $\sum_{n=1}^{\infty} \exp(-\Psi_{f(t_n)}(\theta_n)) = \infty$, completing the proof. \hfill \Box

4.4. Proofs of Subsection 2.5. In this subsection we prove the results stated in Subsection 2.5.

Proofs of Lemmas 2.15 and 2.19. We first prove Lemma 2.15. Let $s \in \mathcal{L}^+(S)$ and let the function $f : [0, \infty) \to [0, \infty)$ be continuous and increasing with $f(0) = 0$ and define the function $\tilde{f}(t) := \int_0^t f(u) du$, $t \geq 0$. Note that $m_s = X_{\tau_s} \wedge X_{\tau_s -}$ equals $C_{\tau_s}$ since $\tau_s$ is a contact point between $t \mapsto X_t \wedge X_{t-}$ and its convex minorant $C$.

Part (i). By assumption, for any $M > 0$ there exists $\delta > 0$ such that $\tilde{C}'_{t+\tau_s} - s \geq M \tilde{f}(t)$ for $t \in (0, \delta)$. Since $\int_0^t (\tilde{C}'_{s+\tau_s} - s) du = C_{t+\tau_s} - m_s - st$ it follows that $C_{t+\tau_s} - m_s - st \geq M\tilde{f}(t)$ for all $t \in [0, \delta)$. Note that the path of $X$ stays above its convex minorant, implying $C_{t+\tau_s} - m_s - st \leq X_{t+\tau_s} - m_s - st$. Thus, $X_{t+\tau_s} - m_s - st \geq M\tilde{f}(t)$ for all $t \in [0, \delta)$, implying that $\liminf_{t \downarrow 0}(X_{t+\tau_s} - m_s - st)/\tilde{f}(t) \geq M$.

Part (ii). Assume that $\tilde{f}$ is convex on a neighborhood of 0, and that $\limsup_{t \downarrow 0}(C_{t+\tau_s} - s)/\tilde{f}(t) = 0$. Then, for all $M > 0$ there exists some $\delta > 0$ such that $\tilde{C}'_{t+\tau_s} - s \leq M \tilde{f}(t)$ for all $t \in [0, \delta)$. Integrating this inequality gives $C_{t+\tau_s} - m_s - st \leq M\tilde{f}(t)$ for all $t \in [0, \delta)$. Since $s \in \mathcal{L}^+(S)$, there exists a decreasing sequence of slopes $s_n \downarrow s$ such that $t_n = \tau_{s_n} - \tau_s \downarrow 0$ and $X_{t_n+\tau_s} \wedge X_{t_n+\tau_s -} = C_{t_n+\tau_s}$ for all $n \in \mathbb{N}$. Thus, either $X_{t_n+\tau_s} - m_s - st_n \leq M\tilde{f}(t_n)$ i.o. or $X_{t_n+\tau_s} - m_s - st_n \leq M\tilde{f}(t_n)$ i.o. Since $\tilde{f}$ is continuous, we deduce that $\liminf_{t \downarrow 0}(X_{t+\tau_s} - m_s - st)/\tilde{f}(t) \leq M$.

The proof of Lemma 2.19 follows along similar lines with $\tilde{f}(t) = \int_0^t f(u)^{-1} du$, $t > 0$, the slope $s = -\infty$ and $m_{-\infty} = X_0 = 0$.

Proof of Corollary 2.17. Part (i) follows from Theorem 2.7 and Lemma 2.15(ii).

Part (ii). Assume $\alpha \in (1/2, 1)$. By Theorem 2.2 and Lemma 2.15(i) it suffices to prove that (2)–(4) hold for $c = 1$. As described in Subsection 2.1.1, condition (6) implies (3)–(4). By Lemma 4.4, the density of $(X_t - st)/g(t)$ is uniformly bounded in $t > 0$. Hence, the following condition implies (6):

$$\int_0^1 \int_{f(t/2)}^1 \frac{1}{f^{-1}(x)} \frac{1}{g(t)} \frac{t}{dx} dt < \infty.$$  

Similarly, (2) holds with $c = 1$ if $\int_0^1 (f(t)/g(t))dt < \infty$. Thus, it remains to show that (35) holds and $\int_0^1 (f(t)/g(t))dt < \infty$.

We first establish (35). Let $a = \alpha/(1 - \alpha)$ and note that $f(t) = 1/G(t(t\log^{-1}P) = t^{1/a} \tilde{\omega}(t)$ where the slowly varying function $\tilde{\omega}$ is given by $\tilde{\omega}(t) = \log^{1/a}(1/t) \omega(t \log^{P}(1/t))$. Thus, by [9, Thm 1.5.12], the inverse $f^{-1}$ of $f$ admits the representation $f^{-1}(t) = t^a \tilde{\omega}(t)$ for some slowly varying function $\tilde{\omega}(t)$. This slowly varying function satisfies

$$t = f^{-1}(f(t)) = f(t)^a \tilde{\omega}(f(t)) \implies \tilde{\omega}(f(t)) \sim t/f(t)^a \sim 1/\tilde{\omega}(t)^a, \quad \text{as } t \downarrow 0.$$  

Since $a > 1$, the function $f^{-1}$ is not integrable at 0. Thus, by Karamata’s theorem [9, Thm 1.5.11] and (36), the inner integral in (35) satisfies

$$\int_{f(t/2)}^1 \frac{1}{f^{-1}(x)} dx \sim \frac{1}{a-1} f(t/2)^{1-a} \tilde{\omega}(f(t))^{-1} \sim \frac{2(1-a)}{a-1} \frac{f(t)^{1-a} \tilde{\omega}(t)^a}{a-1}, \quad \text{as } t \downarrow 0.$$
Since \( t/g(t) = t^{-1/a}/\varpi(t) \) for \( t > 0 \), condition (35) holds if and only if the following integral is finite
\[
\int_0^1 f(t)^{1-a} \varpi(t)^a t^{-1/a} dt = \int_0^1 \log^{p/a}(1/t) \varpi(t) \log^{p}(1/t) \, dt.
\]
The integrand is asymptotically equivalent to \( \log^{p/a}(1/t) \) since \( \varpi(t) \log^{p}(1/t)/\varpi(t) \to 1 \) as \( t \downarrow 0 \) uniformly on \((0,1]\) by [9, Thm 2.3.1] and our assumption on \( \varpi \). Thus, the condition \( p < -a \) makes the integral in display finite, proving condition (35).

To prove that \( \int_0^1 (f(t)/g(t)) \, dt < \infty \), take any \( \delta > 0 \) with \( p(1/a - \delta) < -1 \) (recall \( p/a < -1 \) by assumption) and apply Potter’s bound [9, Thm 1.5.6(iii)] with \( \delta \) to obtain, for some constant \( K > 0 \),
\[
\int_0^1 \frac{f(t)}{g(t)} \, dt = \int_0^1 \frac{g(t) \log^p(1/t)}{g(t) \log^{p}(1/t)} \, dt \leq K \int_0^1 \log^{p(1/a-\delta)}(1/t) \, dt < \infty.
\]
Part (iii). The result follows from Corollary 2.4 and Lemma 2.15(i). \( \square \)

5. Concluding remarks

The points on the boundary of the convex hull of a Lévy path where the slope increases continuously were characterised (in terms of the law of the process) in our recent paper [2]. In this paper we address the question of the rate of increase for the derivative of the boundary at these points in terms of lower and upper functions, both when the tangent has finite slope and when it is vertical (i.e. of infinite slope). Our results cover a large class of Lévy processes, presenting a comprehensive picture of this behaviour. Our aim was not to provide the best possible result in each case and indeed many extensions and refinements are possible. Below we list a few that arose while discussing our results in Section 2 as well as other natural questions.

- Find an explicit description of the lower (resp. upper) fluctuations in the finite (resp. infinite) slope regime for Lévy processes in the domain of attraction of an \( \alpha \)-stable process in terms of the normalising function (cf. Corollaries 2.4 and 2.12). In the finite slope regime, this appears to require a refinement of [28, Thm 4.3] for processes in this class.

- In Theorems 2.7 and 2.13 we find the correct power of the logarithmic factor, in terms of the positivity parameter \( \rho \), in the definition of the function \( f \) for processes in the domain of attraction of an \( \alpha \)-stable process. It is natural to ask what powers of iterated logarithm arise and how the boundary value is linked to the characteristics of the Lévy process. This question might be tractable for \( \alpha \)-stable processes since power series and other formulae exist for their transition densities [34, Sec. 4], allowing higher order control of the Laplace transform \( \Phi \) in Lemmas 4.5 and 4.6.

- Find the analogue of Theorems 2.7 and 2.13 for processes attracted to Cauchy process (see Remarks 2.8(a) and 2.14(b) for details).

- Find Lévy processes for which there exists a deterministic function \( f \) such that any of the following limits is positive and finite: \( \lim \sup_{t \downarrow 0} (C_{t+\tau_s}^f - s)/f(t) \), \( \lim \inf_{t \downarrow 0} (C_{t+\tau_s}^f - s)/f(t) \), \( \lim \sup_{t \downarrow 0} |C_t^f|f(t) \) or \( \lim \inf_{t \downarrow 0} |C_t^f|f(t) \). By Corollaries 2.4 and 2.12, such a function does not exist for the limits \( \lim \inf_{t \downarrow 0} (C_{t+\tau_s}^f - s)/f(t) \) or \( \lim \sup_{t \downarrow 0} |C_t^f|f(t) \) within the class of regularly varying functions and \( \alpha \)-stable processes with jumps of both signs.
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APPENDIX A. ELEMENTARY ESTIMATES

Recall that $(\gamma, \sigma^2, \nu)$ is the generating triplet of $X$ and the definition of the functions $\bar{\gamma}, \bar{\sigma}^2$ and $\bar{\nu}$ in (10) above.

**Lemma A.1.** For any $p \in (0, 2]$, $t, K > 0$ and $\varepsilon \in (0, 1]$, the following bounds hold

\[ \mathbb{E}(|X_t| \land K)^p \leq (\bar{\gamma}(\varepsilon)t^2 + \bar{\sigma}^2(\varepsilon)t)^{p/2} + K^{p-2}\bar{\nu}(\varepsilon)t, \]

\[ \mathbb{P}(|X_t| \geq K) \leq (\bar{\gamma}(\varepsilon)t^2 + \bar{\sigma}^2(\varepsilon)t)/K^2 + \bar{\nu}(\varepsilon)t. \]

**Proof.** Let $X_t = \gamma(\varepsilon)t + J_t + M_t$ be the Lévy-Itô decomposition of $X$ at level $\varepsilon$, where $J$ is compound Poisson containing all of the jumps of $X$ with magnitude at least $\varepsilon$ and $M_t$ is a martingale with jumps of size smaller than $\varepsilon$. Fix $t > 0$ and define the event $A$ of not observing any jump of $J$ on the time interval $[0, t]$. Clearly $1 - \mathbb{P}(A) = 1 - e^{-\bar{\gamma}(\varepsilon)t} \leq \bar{\nu}(\varepsilon)t$. Consider the elementary inequality $|X_t|^p \land K^p \leq |\gamma(\varepsilon)t + M_t|^p1_A + K^p1_{A^c}$. Taking expectations and applying Jensen’s inequality (with the concave function $x \mapsto x^{p/2}$ on $(0, \infty)$), we obtain the bound

\[ \mathbb{E}(|X_t|^p \land K^p) \leq (\bar{\gamma}(\varepsilon)t^2 + \mathbb{E}[M_t^2])^{p/2} + K^{p-2}\mathbb{P}(1 - \mathbb{P}(A)), \]

because $E M_t = 0$. The first inequality readily follows. The second inequality follows from the first one: using Markov’s inequality we get

\[ \mathbb{P}(|X_t| \geq K) = \mathbb{P}(|X_t| \land K \geq K) \leq \mathbb{E}(X_t^2 \land K^2)/K^2. \]

Thus, the second result follows from the first with $p = 2$. \qed
