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Abstract—Modern field-programmable gate arrays (FPGAs) may feature critical field portions of designs prearranged into movable macros during synthesis. These movable macros, with constraints of shape and resources, pose a challenge for mixed-size placement in FPGA designs that previous analytical placers cannot handle. Additionally, general timing-driven placement algorithms face challenges when dealing with real-world application designs and ultrascale FPGA architectures. To address these challenges, we present AMF-Placer 2.0, an open-source FPGA placer that supports mixed-size placement of heterogeneous resources. Building on AMF-Placer 1.0, AMF-Placer 2.0 incorporates new techniques for timing optimization, including an effective regression-based timing model, placement-blockage-aware anchor insertion, TNS/NNS-aware timing-driven quadratic placement, and sector-guided detailed placement. It is evaluated by a set of the latest large open-source benchmarks from various domains for AMD Xilinx ultrascale FPGAs. Experimental results indicate that AMF-Placer 2.0 achieves critical path delays that are on average only 2.3% and 0.69% higher than those achieved by commercial tool AMD Xilinx Vivado 2020.2 and 2021.2, respectively. Furthermore, the average runtime of the placement procedure in AMF-Placer 2.0 is 7.0% and 11.5% lower than that of AMD Xilinx Vivado 2020.2 and 2021.2, respectively. Although limited by the absence of detailed information of devices and designs, AMF-Placer 2.0 is the first open-source FPGA placer that can handle timing-driven mixed-size placement for practical complex designs with various FPGA resources and achieve comparable quality to the latest commercial tools.

Index Terms—Analytical placement, field-programmable gate array (FPGA), mixed-size placement, timing-driven placement.

I. INTRODUCTION

FIELD-PROGRAMMABLE gate array (FPGA) is a type of integrated circuit that can be reconfigured by users after manufacturing. The latest island-style FPGAs, such as the columnar and heterogeneous design shown in Fig. 1, feature a 2-D array of configurable sites, with each site consisting of basic elements of logic (BELs) [1]. Configurable logic block (CLB) sites, for example, are made up of BELs, such as lookup tables (LUTs), flip-flops (FFs), multiplexers (MUXs), and carry chains (CARRYs). Other sites may contain larger, heterogeneous BELs, such as digital signal processors (DSPs) and block random access memories (BRAMs).

During FPGA placement, the netlist generated by logic synthesis should be placed on discrete sites on the FPGA device. The goal is to realize shorter routing wirelength, fewer congestion regions and better timing, under the constraints of the device architecture. Typically, this placement flow includes the following steps: 1) initial placement/floorplanning to generate a very rough placement; 2) global placement to find optimal locations for the elements to optimize wirelength and timing under the resource constrains; 3) packing and legalization to exactly map each element to a valid FPGA site; and 4) detailed placement to resolve the worst cases locally and optimize the metrics.

With advancements in semiconductors, FPGAs have increased in size as well as the variety of resources available on them and the overall architecture. Meanwhile, FPGA applications become much more complex and denser. These factors bring many new challenges to the placement flow.

Due to the upstream optimization, macros with constraints of shape and resource [2], [3] might be generated, like the examples shown in Fig. 2. On ultrascale FPGA architecture [4], standard cell denotes the smallest, indivisible, representable instance, occupying single BEL, in the design netlist. Meanwhile, macro denotes a fixed group of multiple standard cells, occupying multiple BELs, with constraints of their relative locations. For example: 1) 1 MUX and 2 LUTs connected to it should be treated as a macro; 2) a BRAM, without cascading with other BRAMs, is a standard cell; and 3) three cascaded DSPs should be regarded as a macro. On the FPGA device, a macro might require multiple BELs spanning...
has only six input nets and one output net, and many registers are unnecessarily duplicated without consideration of timing and fanout. Furthermore, the netlists have no design hierarchy, which results in a relatively even distribution of timing criticality. Additionally, the benchmark lacks widely used instances like CARRY, MUX, LUTRAM, and 18-kb Block-RAM. These limitations make the benchmark less representative of real-world scenarios.

Timing-driven FPGA placement is critical for achieving optimal timing quality in FPGA design implementation. However, this type of placement is challenging due to the complex interaction among routing wirelength, routability, and timing quality. Improper emphasis or neglect of the reduction of estimated wirelength, such as half perimeter wire length (HPWL), can result in routing failure, longer routing wirelength, and worse timing [18], [19]. Additionally, the discrete heterogeneous resource constraints of FPGAs pose significant challenges that are not accounted for in existing timing-driven solutions for ASIC placement [18], [20], [21], [22], [23], [24], [25], [26], [27]. To address these challenges, researchers have proposed various solutions. Chen and Chang [28] proposed a local-routing-architecture-aware timing cost function in the analytical FPGA placement problem. Dhar et al. [29] introduced an effective detailed placement based on the shortest path algorithm, which has been adopted by many solutions. Lin et al. [30], [31] proposed an efficient delay model and timing-driven placement that consider clock constraints. Nikolić et al. [32] developed an efficient ILP-based detailed placer that moves a carefully selected subset of LUTs to improve timing.

Real-world applications are becoming increasingly complex, and FPGA devices used to handle them have many architecture constraints. These constraints include placement blockages, packing legalization, clock legalization, and fixed macro shapes. As a result, timing-driven placement is becoming more difficult. Advanced algorithms and tools are needed to optimize placement while still meeting these complex restrictions. The existing challenges will be discussed in Section I-B.

### B. Motivation

1) Challenges of FPGA Timing-Driven Placement: In addition to the challenges we discussed in the introduction of AMF-Placer 1.0 [33] regarding mixed-size placement, there are still many unresolved challenges in timing-driven FPGA placement. These challenges span a wide range of perspectives and have not been addressed by previous works.

1) Global placement algorithms in previous works [28], [30], [31] are mainly guided by total negative slacks (TNSs), which is a scalar value and cannot capture the negative slack distribution among the nets. Neglecting the impact of worst negative slack (WNS) during global placement might result in suboptimal WNS results.

2) The latest detailed placement algorithms are commonly based on the shortest path algorithm [29], which suffers from low-efficiency identification of candidate locations for involved instances.

#### A. Related Works

Some FPGA placers [5], [6], e.g., VTR, are based on simulated annealing (SA), which might lead to long placement runtime when the input netlist is large. Thus, analytical solutions using numerical approaches were proposed to solve the placement with high scalability and quality [7]. Gort and Anderson [7] presented an analytical FPGA placer HeAP, which demonstrated a 7.4× runtime advantage with 6% better placement quality compared to the SA placement algorithm of VPR 5.0. Chen et al. [8] proposed an analytical placement solution with efficient and effective packing that achieves 50% shorter wirelength, with an 18.30× overall speedup compared to VPR 7.0. During ISPD 2016/2017 contest, a series of analytical placers, e.g., UTPlaceF [9], [10], RippleFPGA [11], GPlace [12], and NTUfplace [13], were inspired with the consideration of congestion and clock constraints and they showed promising performance on the contest benchmarks. Later in 2017, LIQUID [14] was proposed with an analytical solution based on a gradient-guided algorithm. ElfPlace [15] cast the placement density cost to the potential energy of an electrostatic system which tried to include various cost metrics in one nonlinear model to be optimized. However, the synthetic ISPD 2016/2017 benchmarks [16], [17] have some limitations. For example, the randomly generated netlists contain impractical interconnections. Each 36-kb Block-RAM

#### Fig. 1. Example of AMD Xilinx ultrascale FPGA device, a CLB site, and a BEL in it.

#### Fig. 2. Example of various types of macros with shape constraints: the macros are highlighted. They are combinations of logic blocks, occupying multiple BELs, with constraints of their relative locations.
3) The complexity of application netlist and FPGA architectures has been raised dramatically. Complex FPGA architecture factors (e.g., placement blockage in Fig. 1) and mixed-size designs cannot be handled properly by the existing solutions [28], [30], [31].

2) Impact of Macro Instances on Timing Optimization: Mixed-size instances pose a significant challenge for timing optimization due to several factors.

1) Large macros can cause disruptions in the placement of other instances in critical timing paths, even if the macros themselves are not part of those paths. This is because macros often require multiple sites or BELs. For instance, a CARRY macro can occupy over 128 BELs (including LUTs, FFs, and CARRYs) and 8 CLB sites, leading to resource conflicts with many other instances.

2) Macros, unlike standard cells, typically have a larger number of pins and nets connected to other instances. For example, the CARRY macro mentioned earlier may have over 300 nets connected to it outside of the macro. This is due to its inclusion of 64 LUT6 cells, each with six fanin pins. This high fanin and fanout of macros can lead to a significant number of intersections in critical timing paths, making timing optimization challenging. Moving an instance to optimize the timing of one path may result in a significant degradation of timing in many other paths.

C. Contributions

AMF-Placer 1.0 [33] enables efficient mixed-size FPGA placement with parallelized techniques, including 1) SA-based floorplanning; 2) quadratic placement with interconnection-density-aware pseudo nets and legalization-oriented anchors; 3) cell spreading algorithm with utilization-guided search window and deadlock-free area supply control; and 4) progressive macro legalization. AMF-Placer 2.0 takes into account the practical demands of timing quality and the complexities of real-world applications with hierarchies that involve elements with shape constraints. It builds on the foundation laid by AMF-Placer 1.0 and offers several new essential features.

1) A set of timing optimization algorithms that do not require static timing analysis (STA), such as path-length-aware SA-based floorplanning and parallelized CLB packing with timing factors considered.

2) An efficient piecewise regression model of pin-to-pin delay, utilized by our integrated lightweight parallelized timing analysis engine.

3) A placement-blockage-aware optimization scheme that identifies the potential negative interference of placement blockage with long paths. It spreads instances in specific regions and inserts placement anchors for the instances in the target paths to reduce cross-blockage routing.

4) A WNS/TNS-aware timing-driven global placement algorithm based on quadratic programming and proper exploitation of pseudo-nets with slack-guided weights. This algorithm achieves multiobjective optimization of WNS, TNS, and wirelength.

5) A sector-guided detailed placement algorithm that can efficiently identify instance movements with promising timing benefits.

The source code and Wiki of our proposed AMF-Placer 2.0 and involved open-source benchmarks are available at https://github.com/zslwyuan/AMF-Placer.

II. PRELIMINARIES

In this section, we describe the mixed-size placement problem in FPGA scenarios and our analytical placement framework.

A. Characteristics of Mixed-Size Design and Ultrascale Device Architecture

In Fig. 2, we can see that standard cells in a macro must be placed in adjacent sites in the same column to meet downstream flow requirements. Typically, each macro includes one type of core cell, such as CARRY cells, MUX cells, LUTRAM cells, DSP cells, or BRAM cells. In addition to core cells, macros may also include peripheral LUT/FF cells directly connected to the core cells. Macro types can be primarily classified into five categories, each with distinct characteristics.

1) The CARRYs connected with carry in/out port should be extracted as a macro, along with the LUTs and FFs directly connected to them. Furthermore, to enable the routing of some input pins of CARRY, which connect to signals outside the CLB site, some corresponding LUT slots in the same CLB site should be occupied by nonlogic route-thru LUTs, which are not in the original netlist. Similarly, FF slots in CLBs may be unavailable due to routing resource contention in CARRY macros.

2) A MUX with its two input standard cells, which could be two LUTs or two other MUXes, should be extracted as a macro. MUX macros may lead to route-thru usage of LUTs or disable external interconnection of some FFs due to the routing of selection signals.

3) LUTRAM standard cells, which share input net for read/write address and data bits, should be extracted as a macro. LUTRAM macros should be located in SLICEM columns of the device.

4) For DSPs and RAMs, they might be cascaded to handle larger demand for computation and storage. The standard cells in one of these macros are interconnected by the nets of their cascaded input/output signals. AMF-Placer 2.0 inherits the ability of AMF-Placer 1.0 [33] to detect the macros in the design netlist and generates placeholders to occupy resources and meet internal routing constraints. There are some other minor macros defined by vendor primitives [3], which are out of the scope of this work. More details are available in the device documentation [34], [35], [36].

In modern FPGA devices, placement blockages separate the device into several available placement regions, which may be introduced by IO banks (e.g., GPIOs and PCIe interfaces) or die boundaries, as shown in Fig. 1. The delays of nets across the blockage region can be relatively higher than the delays of the nets routed within the general placement region.
This problem is critical in timing-driven placement but is often ignored in existing works that focus on wirelength-driven placement. For example, the placement blockages of PCIe interfaces are omitted entirely in the device information of the benchmark ISPD 2016/2017 [16], [17].

B. Problem Formulation

The placement of the instances in an FPGA-based design can be formulated as a hypergraph $H = (V, E)$ placement problem. Let vertices $V = \{v_1, v_2, \ldots, v_n\}$ represent $n$ instances in the design netlist and hyperedges $E = \{e_1, e_2, \ldots, e_m\}$ represent $m$ nets. Let $x_i$ and $y_i$ be the $x$ and $y$ coordinates of the center of the instance $v_i$ during placement, respectively. As mentioned in Section I, the instances can be categorized into two types, i.e., standard cells and macros, and both of these two types could be movable or fixed according to the design constraints. One of the most common objective functions for placement is the sum of HPWL over all nets, i.e., the defined $E$. By properly inserting weighted pin-to-pin pseudo nets, AMF-Placer 2.0 can integrate the timing objective into the conventional wirelength-driven placer. The mixed-size FPGA placer is responsible for determining the position of each movable instance (i.e., $x_i$ and $y_i$) to minimize the objective function, which comprises wirelength and timing terms, while adhering to technology and region constraints.

C. Framework of AMF-Placer 2.0

AMF-Placer 2.0 is a comprehensive FPGA placement framework as shown in Fig. 3. The input of AMF-Placer is the preimplementation netlist extracted from AMD Xilinx Vivado. The outputs are the location of each instance on the specific device and a Tcl script for Vivado to consume the generated placement. The proposed placement flow consists of STA-independent phases and STA-dependent phases.

1) STA-Independent Phases: During the early stage of placement, instances can be moved extensively, making it challenging to obtain a reliable timing evaluation of the placement. As a result, STA-independent phases focus on early-stage timing optimization to minimize HPWL and pave the way for timing-driven phases. These STA-independent phases include the following.

1.1) Initial Floorplanning: AMF-Placer 2.0 begins with SA-based floorplanning of the instance partitions obtained by the path-length-aware clustering and connectivity-based partitioning.

1.2) Blockage-Aware Spreading and Anchor Insertion: This phase analyzes the connectivity, the timing criticality of the circuits, and the location distribution of the critical paths on the device. It clusters some instances and inserts anchors for these instances to reduce the long cross-placement-blockage routing. To enable the coarse-grained movements of the clusters, instances in specific regions will be spread.

1.3) Cell Spreading: Based on the area demand of instances and the area supply of the devices, instances will be spread from the regions where the demand for resources is outrunning supply, to other regions. We adopt the cell spreading algorithm of AMF-Placer 1.0 [33] for mixed-size instances.

1.4) Resource Demand/Supply Adjustment: Based on the packing feasibility and routing congestion level, the area demands of instances and the area supply of some regions will be adjusted, to improve the placement quality. This phase is adopted from extended UTPlaceF [37].

1.5) Progressive Macro Legalization: Mainly adopted from AMF-Placer 1.0 [33], each macro will be mapped to multiple potential locations or one exact location according to the confidence.

1.6) Incremental Packing: Adopted from RippleFPGA [11], some LUTs and FFs will be paired as macros to improve the placement quality by identifying CLB internal nets.

2) STA-Dependent Phases: When the wirelength tends to be stable, timing-driven phases will further optimize the timing quality of the placement based on STA. These timing-driven phases include the following.

2.1) Timing Model and Timing Analysis: Based on the dataset of timing delays, we use a piecewise function based on noninteger polynomials to fit the distribution of timing delays. Based on this regression model of timing and the ideas of OpenTimer [38], a lightweight parallel STA engine is implemented.

2.2) Timing-Driven Quadratic Placement: To determine the next location of each instance, a quadratic optimization problem involving wirelength and timing is solved. In mixed-size placement, interconnection density and legalization are taken into account during quadratic placement. Additionally, timing-oriented pseudo nets are inserted between pins to optimize timing. The strength of these nets is determined by both the local timing slack of related paths and global timing quality.

2.3) Global Packing: After the global placement iterations, the next phase involves exact legalization, which assigns each instance to specific sites with a fixed number and type of resources. For instance, BELs, including LUTs, FFs, MUXes, and CARRYs, are mapped to CLBs. This phase focuses on maximizing the internal interconnection of CLBs while taking into account timing factors, under the constraints of available resources and clocking.

2.4) Detailed Placement: Global placement and global packing evaluate placement quality from a global perspective, whereas detailed placement focuses on local critical paths that play a smaller role in global objectives. AMF-Placer 2.0 follows a similar placement flow to UTP FORM 9, [10], RippleFPGA [11], and GPlace [12] by performing detailed placement after packing. This workflow can ensure legalization...
and identify available slots for instance replacement during detailed placement.

Most of the related algorithms for these phases are parallelized. Detailed methodologies will be illustrated in Sections III and IV.

III. IMPLEMENTATION OF STA-INDEPENDENT PHASES

In this section, we will illustrate the implementation of STA-independent phases which do not rely on STA. Some STA-independent phases are based on AMF-Placer 1.0, and we will focus on the illustration of the additional important timing-oriented modifications.

A. Initial Floorplanning

Large-scale real-world FPGA designs, as shown in Section V, have specific architectures and hierarchies that differ from randomly generated FPGA netlists [16], [39] or small designs [7]. Additionally, FPGA resources are divided into discrete regions, and the supply of resources for each type is not uniform across the device. These design and device factors make the initial floorplan critical for later timing optimization, especially for large macros with high fan-in/fan-out.

Previous partitioning/clustering algorithms, such as those in [11], [33], [40], and [41], do not account for timing factors during partitioning. Assigning weights to nets based on timing slack is a potential approach, but it may be impractical due to unreliable timing slack evaluation at the beginning of placement and the focus on minimizing TNS rather than the WNS. Besides, weighted hypergraph partitioning algorithms require additional operations, such as computing the sum of weights and sorting edges, which can increase complexity. Additionally, balancing weights across partitions further complicates the optimization problem.

To improve the timing optimization of AMF-Placer, version 2.0 introduces a novel clustering approach based on timing path length. By using breadth-first search (BFS) from the start and end points of timing paths, AMF-Placer 2.0 can easily obtain the distance of each instance to the farthest start or end point, resulting in the maximum length of the paths including that instance.

Next, AMF-Placer 2.0 sorts the instances according to their maximum path length (primary key) and the distance to the farthest start point (secondary key), generating a sorted list of instances. To focus on the instances in the longest paths, a path length threshold is introduced to select only the top 5% instances in the list.

AMF-Placer 2.0 iterates over instances in the sorted list, clustering each unclustered instance with its unclustered direct fanout instances as shown in Fig. 4. The resulting fine-grained clusters are treated as entities during partitioning, reducing cross-cluster interconnections in critical paths.

AMF-Placer 2.0 does not directly cluster long paths. This is because an instance may be included in multiple paths with similar lengths, and clustering one path could negatively impact the timing of the other paths. Additionally, extremely long paths can still span a wide range in the final placement, and clustering them will limit later optimization. Instead, AMF-Placer 2.0 clusters instances with their direct fanout, realizing a more balanced and effective partitioning solution.

After the generation of fine-grained clusters, the conventional connectivity-based partitioning [40] will be involved to obtain tens of coarse-grained partitions of the design netlist. In this partitioning procedure, each of the fine-grained clusters is treated as an entity node. Finally, an SA-based floorplanning in AMF-Placer 1.0 [33] will determine the location of partitions on the FPGA device.

B. Blockage-Aware Spreading and Anchor Insertion

Fig. 5(a) demonstrates that simple timing-slack-based net weights cannot solve the timing problem caused by nets across a blockage region. This is because the reduced distance between instances across the blockage may be reverted by cell spreading or final packing. Furthermore, fine-grained local placement optimization is not effective in resolving this problem due to two main reasons. First, one net spanning blockage may drive multiple sink instances, so resolving the problem for one sink instance may not address the cross-blockage problem for other sink instances, as shown by ⊙ in Fig. 5(b). Second, one net may belong to a long path. While resolving the problem of a pair of instances on the path, the cross-blockage problem for other instances in the path may arise, as shown by ⊙ in Fig. 5(b).

To address blockage-related problems during global placement, we propose a coarse-grained solution involving three steps as shown in Fig. 3.

First, critical path circuits are clustered based on a sorted list of instances with a maximum path length greater than a threshold. Each instance is contained in only one of the
resulting clusters, which are obtained by traversing unclustered direct/indirect successors of target instances in a depth-first search. The maximum size of each cluster is limited to an empirical number, which is set to 20,000 in AMF-Placer 2.0.

Second, a target available placement region is selected for each cluster. If the proportion of instances belonging to a cluster in a specific available placement region is greater than 50%, that region is selected as the target region. Otherwise, the cluster is not assigned to any available placement region and instances in it will be released for the other clusters.

The third step involves guiding the movement of instances in a cluster to its corresponding target region during later placement iterations. In ultrascale FPGA devices, available placement regions and blockages are typically columnar and horizontally aligned. Accordingly, each instance in the cluster is connected to a corresponding anchor at the horizontal center of the target region. The anchor has the same vertical coordinate as the instance. An example is shown in Fig. 6, where \( v_{Ai} \) is an anchor, and \( v_t \) is an instance in the cluster. For the timing-driven quadratic placement which will be illustrated in Section IV-B, the weight of the pseudo net \( e_b(v_t) \) connecting \( v_{Ai} \) and \( v_t \) can be formulated as

\[
w_{e_b}(v_t) = \beta \times |(x_t - x_{Ai})| \times \text{pinNum}(v_t)
\]

where \( \beta \) is a constant hyperparameter, and pinNum\((v_t)\) is the number of pins of \( v_t \). For all the instances assigned to specific target regions, their blockage-aware pseudo nets will be recorded in a set \( E_b = \{ e_b(v_t) \} \). According to (1), even for instances \( v_t \) in their target region, pseudo nets with lower weights will still be attached, and when \( v_t \) is far from \( v_{Ai} \), the corresponding net will be strengthened.

An available target placement region could become highly utilized or congested during placement, so we need to stretch the placement in the target region. This is necessary to ensure that incoming clusters of instances have ample room for placement without causing serious congestion problems.

The formula for calculating the stretch ratio is:

\[ \Delta r_{\text{stretch}} = N_{\text{outside}} / N_{\text{inside}} \]

where \( N_{\text{outside}} \) is the number of instances guided to the target region but not currently in it, and \( N_{\text{inside}} \) is the total number of instances in the target region that are not to be guided to other regions.

Let \( y_t \) be the vertical coordinate of the top instance \( v_t \) in the target region, and \( y_b \) be the vertical coordinate of the bottom one. The linearly transformed vertical coordinates for \( v_t \) and \( v_b \) are calculated as follows:

\[
y_t' = y_t + \Delta r_{\text{stretch}} \times (y_t - y_b) / 2
\]

\[
y_b' = y_b - \Delta r_{\text{stretch}} \times (y_t - y_b) / 2.
\]

Here, \( y_t' \) and \( y_b' \) are the new vertical coordinates for \( v_t \) and \( v_b \), respectively.

Instances within the target region that have original vertical coordinates between \( y_t \) and \( y_b \) will be mapped to new locations using a linear transformation of coordinates, similar to the method shown in Fig. 6. In the case that \( y_t' \) or \( y_b' \) falls outside the boundary of the FPGA device, slight adjustments will ensure that all instances remain within the device boundary.

The insertion of anchors and specific instance spreading helps to gradually consume the clusters with long paths across blockages by mapping their instances to their corresponding placement regions. This approach ensures that available placement space is efficiently utilized, while also avoiding congestion problems.

IV. IMPLEMENTATION OF STA-DEPENDENT PHASES

A. Regression-Based Timing Model and Timing Analysis

An accurate timing delay model is crucial in timing-driven placement. Some previous solutions for timing delay modeling [31], [42], [43] in FPGA placement are based on timing LUT or ideal routing path. They may suffer from limitations in applicability and accuracy. Some solutions [31], [44] lack availability since they rely on industry-provided datasets.

AMF-Placer 2.0 employs both a regression model and a LUT. The fixed logic delay \( (T_{\text{logic}}) \) is recorded in the LUT, while the regression model estimates the variable net delay \( (T_{\text{net}}) \). To create the regression model, we generate a dataset of instance-to-instance timing delays of nets in real-world benchmarks, as described in Section V-A. We randomly extract this data using the Vivado Tcl command “get_net_delays” and visualize it in Fig. 7. The dataset consists of \( N_{\text{sample}} \) samples that represent the locations of instances and the routing delay between them, as determined by the actual routing. In AMF-Placer 2.0, we set \( N_{\text{sample}} \) to 10,000, which is sufficient for the factors in the regression model to converge. We use a noninteger polynomial function to fit the distribution of timing delays, accounting for the differences in the \( X-Y \) coordinates of interconnected instances on the FPGA. The formula of the net delay estimation function \( T_{\text{net}}(e_{ij}) \) is
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...into several concatenated intervals based on the Euclidean distance between the instances \((\Delta x, \Delta y)\), the delay deducation for cascaded standard cells in one macro (Cas\((e_{i,j})\)), and the extra routing delay for instances in different placement regions \((Bkg(x_i, x_j))\). The values of Cas\((e_{i,j})\) and Bkg\((x_i, x_j)\) are determined by LUTs. To improve the estimation accuracy, the timing estimation function is divided into several concatenated intervals based on the Euclidean distance between instances \((D_{Eucl} = ||(\Delta x, \Delta y)||)\). The regression factors may be different among these intervals, making \(T_{net}(e_{i,j})\) a piecewise function. This approach accounts for the fact of the imbalanced dataset that the number of long-routing nets is significantly smaller than the number of short-routing nets in real designs for sampling.

In the implementation of AMF-Placer 2.0 for ultrascale FPGAs (xcvu095), the timing delay model \((T_{net})\) is divided into three intervals of Euclidean distance \((D_{Eucl})\): [0, 3), [3, 6), and [6, +∞). The regression factors \(b_0, b_1\) are found to be 0.3 and 0.5, respectively. The resulting regression model is visualized in Fig. 7. The dataset shows a maximum delay of 3.469 ns and a minimum delay of 0.225 ns. Table I shows that the average relative error of our predicted critical path delay (CPD) is 8.59%, compared to the Vivado post-route exact CPD. The average relative error of Vivado preroute CPD estimation is 7.29%. Our proposed net delay model is relatively optimistic because most of the samples in the dataset are not from congested regions, while critical paths usually route through congested regions.

In AMF-Placer 2.0, a lightweight parallel STA engine has been implemented based on the timing model for \(T_{net}\) and \(T_{logic}\), as well as the fundamental idea of OpenTimer [38]. The netlist is treated as a directed acyclic graph with topological levelization, and the timing analysis of instances at the same level is performed in parallel. For each instance \(v_i\), the actual arrival time will be

\[
T_{arr}(v_i) = \max_{v_j \in fanin(v_i)} \left( T_{arr}(v_j) + T_{logic}(v_j) + T_{net}(e_{i,j}) \right)
\]

(5)

and the required arrival time will be

\[
T_{req}(v_i) = \min_{v_j \in fanout(v_i)} \left( T_{req}(v_j) - T_{net}(e_{i,j}) \right) - T_{logic}(v_i).
\]

(6)

Accordingly, similar to [30] and [30], for later timing optimization, the slack of a timing edge \(e_{i}(i,j)\) between source instance \(v_i\) and sink instance \(v_j\) is defined as

\[
Slack(e_{i}(i,j)) = T_{req}(v_j) - T_{arr}(v_i) - T_{logic}(v_i) - T_{net}(e_{i,j}).
\]

(7)

We can get a set of timing edges with negative timing slack \(E_{L} = \{e_{i}(i,j) | Slack(e_{i}(i,j)) < 0\}\).

B. Timing-Driven Quadratic Placement

AMF-Placer 2.0’s timing-driven placement strategy offers benefits in both local and global timing optimization. Locally, it adapts pseudo net weights based on timing slack values to resolve local timing violations. Globally, it uses a percentile-based evaluation of global timing quality and adjusts the bias of the weights to improve timing at the design level.

1) Problem Modeling Overview: As mentioned in Section I-A, analytical placers approximate the wirelength (or HPWL) and some other metrics using numerical models for efficient solutions. Like many previous analytical placers [7], [9], [11], [37], to approximate the nondifferentiable HPWL function, AMF-Placer uses weighted quadratic objective function \(\widetilde{W}_{e}\), as follows:

\[
\widetilde{W}_{e} = \sum_{i,j \in E} \frac{B_{2B}}{2} \left( x_{i} - x_{j} \right)^{2} + \frac{B_{2B}}{2} \left( y_{i} - y_{j} \right)^{2}
\]

where \(e\) is a net. Accordingly, \(i\) and \(j\) represent the instances connected to \(e\). Meanwhile, \(\frac{B_{2B}}{2}\) and \(\frac{B_{2B}}{2}\) are weights set according to the Bound2Bound net model [45].

To realize timing-driven placement, AMF-Placer 2.0 formulates a minimization problem as follows:

\[
\min_{x,y} \left( 1 - \lambda \right) W_{WL}(x, y) + \lambda W_{T}(x, y)
\]

s.t. \(W_{WL}(x, y) = \sum_{e \in E} \tilde{W}_{e} + \sum_{e_{p} \in E_{p}} \tilde{w}_{e_{p}} \tilde{W}_{e_{p}}\)

\(W_{T}(x, y) = \sum_{e_{s} \in E_{s}} \tilde{w}_{e_{s}} \tilde{W}_{e_{s}} + \sum_{e_{t} \in E_{t}} \tilde{w}_{e_{t}} \tilde{W}_{e_{t}}\).

(9)

In this context, apart from the design net in \(E\), there are three types of additional pseudo nets as shown in Fig. 8.

1) \(E_{p}\) represents the set of general pseudo nets used for legalization and density control [33], and \(w_{e_{p}}\) denotes the specific weight assigned to each pseudo net.

2) \(E_{b}\) is a set of blockage-aware pseudo nets, as defined in Section III-B, and its specific weight, \(w_{e_{b}}\), is defined in (1).

3) \(E_{t}\) is a set of timing-slack-aware pseudo nets, as defined in Section IV-A, and its weight, \(w_{e_{t}}\), is related to the timing slack value of \(e_{t}\), as specified in (7).

\(\tilde{W}_{e_{p}}, \tilde{W}_{e_{b}}, \text{ and } \tilde{W}_{e_{t}}\) are the HPWL quadratic approximation for the corresponding pseudo nets. Meanwhile, \(\lambda\) balances the...
tradeoff between wirelength and timing during the placement process, gradually transitioning from wirelength-driven placement to timing-driven placement. This allows the algorithm to achieve better timing performance while minimizing wirelength and area overheads.

2) TNS/WNS-Aware Pseudo Nets: The pseudo nets in $E_t$ are pin-to-pin interconnections, and their HPWL approximation ($\tilde{W}_e$) is simply the Manhattan distance between the two connected pins. This distance provides a basic estimate of the timing delay associated with the interconnection. The goal of minimizing this term $\sum_{e \in E_t} [w_e \tilde{W}_e]$ is to reduce the approximate TNS, which is the sum of the negative slack of all the timing paths. Since the timing edges in $E_t$ could be located in timing paths with different negative slacks, more weights should be assigned to $e_t$ in the most critical timing paths. In previous solutions [31], [44], the criticality of $e_t$ was

$$w_{e_t} = \left(1 - \frac{\text{Slack}(e_t)}{\text{Dly}_{\text{max}}}\right)^\alpha$$

where $\text{Dly}_{\text{max}}$ represents the target delay value, and $\alpha$ is the constant criticality exponent that makes the weights adaptive to the nets with different criticalities. The distribution of timing slack can vary across different applications or stages of placement. For example, some control logic instances or macros with high fanout may have many tiny negative slacks and only a few significantly worse ones. This can make it difficult for the analytical model to improve the WNS. Additionally, in most cases, only a small portion of paths violate timing constraints during placement iterations, making it unnecessary to set timing-aware pin-to-pin nets for all interconnections in the circuit.

Considering these factors, in contrast, in AMF-Placer 2.0, the criticality of $e_t$ is extended as follows:

$$w_{e_t} = \begin{cases} 0 & \text{Slack}(e_t) \geq 0 \\ \left(1 - \frac{\text{Slack}(e_t)}{\text{Dly}_{\text{max}}}\right)^C \text{Slack}(e_t) & \text{Slack}(e_t) < 0 \end{cases}$$

with

$$C(\text{Slack}(e_t)) = \max\left(\alpha, \frac{\beta \text{Slack}(e_t)}{T_{\text{thr}}}\right)$$

where the parameters $\alpha$ and $\beta$ serve to restrict the possible values of the exponent, while $T_{\text{thr}}$ represents a percentile value used to evaluate timing quality globally. Specifically, $N_{\text{thr}}$ percent of edges exhibit negative timing slack worse than the threshold $T_{\text{thr}}$. This threshold is updated during STA before each quadratic placement iteration. Based on (11), the weight $w_{e_t}$ will be set aggressively high for edges with significantly negative slack values exceeding $T_{\text{thr}}$. The self-adaptive exponent can address the WNS issue. For edges with less severe negative slack values better than $T_{\text{thr}}$, a relatively low weight value will be used. These small negative slack values will still be accumulated to minimize TNS. In practice, $\alpha$, $\beta$, and $N_{\text{thr}}$ are set to 0.9, 3, and 30, respectively.

Finally, the Eigen3 solver [46] is adopted to handle the optimization for wirelength, TNS, and WNS in (9), with the high parallelism based on OpenMP.

C. Global Packing

In the exact legalization after FPGA global placement, each instance must be mapped to a specific site on the FPGA, which contains a fixed number and type of resources. For example, LUTs, FFs, MUXes, and CARRYs with compatible signals can be grouped into a CLB site, reducing intersite routing, as illustrated in Fig. 1.

A high-quality parallelized packing algorithm has been proposed by UTPlaceF [37], allowing FPGA sites to concurrently search for candidate packing solutions and negotiate during synchronization. AMF-Placer 1.0 incorporated modifications to improve efficiency in this packing solution. In AMF-Placer 2.0, a timing factor was added to the priority evaluation of instances during parallel packing to optimize timing.

In the site-centric parallel packing algorithm, instances with locations near a site compete to occupy its resources. In the original implementation of [37], a score function is introduced as follows:

$$\text{Score}_{\text{UTP}}(C, s_k) = \sum_{e \in \text{Net}(C)} \frac{\text{InternalPins}(e, C)}{\text{TotalPins}(e)} - \theta \cdot \Delta\text{HPWL}(C, s_k)$$

where:

1) $C$ is a candidate cluster of instances;
2) Net($C$) is the set of nets that have at least one cell in $C$;
3) TotalPins($e$) is the total pin count of net $e$;
4) InternalPins($e$, $C$) is the number of pins of net $e$ in $C$;
5) $\Delta\text{HPWL}(C, s_k)$ is the HPWL increase of moving the instances in $C$ from their global placement locations to site $s_k$;
6) $\theta$ is a positive weighting parameter.

The priority for instance $v_i$ to be packed into the site $s_k$ is determined by the increase of $\text{Score}_{\text{UTP}}(C, s_k)$ when inserting $v_i$ into $C$.

In (12), the first term aims to reduce intersite routing, while the second term minimizes wirelength overhead. During this process, an instance $v_i$ may be mapped to a distant site due to resource contention. After timing-driven global placement, critical path instances should be packed into sites close to their original positions to preserve timing results.

To achieve this, we utilize the longest length of paths including the instance as an extra metric during global packing. This is because placement variations in instances along a long path can accumulate and significantly degrade path delay, requiring significant effort during detailed placement to recover. For example, in benchmark FaceDetect [47], there are hundreds of timing paths with more than 50 instances. One path may have a delay of around 13 ns after global placement, which may seem acceptable given the 15-ns clock period constraint. However, if each instance in the path contributes a small delay increase of just 0.1 ns, the path delay can dramatically increase to over 18 ns, resulting in serious timing violations.

Accordingly, we include an extra term when evaluating a candidate cluster as follows:

$$\text{Score}_{\text{AMF}} = \text{Score}_{\text{UTP}} + \gamma \sum_{v_i \in C} \text{maxPathLen}(v_i)$$
where maxPathLen(v_i) is the longest length of paths including the instance and γ is a parameter which we set to 0.05 empirically while θ in ScoreUTP is set to 0.01.

Apart from the timing optimization, clock legalization is implemented as AMF-Placer 1.0. Additionally, there are multiple BEL slots in one CLB site as shown in Fig. 1. Therefore, the instances mapped to the same CLB site will be assigned to the BEL slots by enumerating possible mapping solutions to minimize the maximum delay of involved timing paths.

D. Detailed Placement

Global placement and packing can hardly reach optimal timing delays of critical paths due to resource contention and mapping instances to specific sites. To solve this problem and minimize the WNS, the detailed placement process is conducted locally on critical paths while minimizing interference with other instances. To do this, AMF-Placer 2.0 adopts the widely used shortest path algorithm [29], [44], [48], which identifies the best candidate locations for each node on a timing path under optimization. This algorithm determines the location for each node to minimize the total delay of the target critical path. This process is illustrated in Fig. 9, where various numbers of candidate locations are identified for each node on the critical path A→B→C→D. To solve this problem, a directed acyclic graph is constructed with multiple layers, each related to one instance in the critical path and containing vertices corresponding to candidate sites for the instance. Finding the shortest path from the source layer to the sink layer can then map the instances in the path to new sites and reduce the timing delay of this path.

Compared to previous solutions, AMF-Placer 2.0 offers several key features. First, it dynamically adjusts the scope of the target critical paths and the candidate sites for them, allowing for faster optimization with fewer iterations of incremental STA. Second, it tolerates a temporary increase in WNS during the shortest-path-based detailed placement, effectively resolving the problem related to local optima as shown in Fig. 10(1). Finally, it identifies promising candidates to reduce the number of candidate sites, reducing computational complexity and improving optimization.

1) Self-Adaptation of Optimization Scope and Tolerance of Temporary Timing Degradation: As shown in Algorithm 1, AMF-Placer 2.0 conducts N_DPI iterations of detailed placement, each processing N_CP of the critical paths with the highest delay sequentially. For each target path, a conventional shortest path algorithm is applied. The instances in the previously optimized critical paths are marked fixed to preserve optimization results during the detailed placement for the less critical paths. Rnbr controls the maximum distance between instances and their corresponding candidate sites, ranging from 1 to 0.1. At the beginning of each iteration, Rnbr is decreased by ΔR to reduce the number of candidate sites for each instance, and N_CP is increased by ΔN_CP. By controlling Rnbr and N_CP, more candidate sites and fewer target critical paths are used at the beginning of the detailed placement to realize fast improvement of CPD and WNS. In contrast, fewer candidate sites and more target critical paths are considered in the final iterations to fine-tune the locations of the instances and further improve timing optimization. The lowest CPD and its corresponding placement are recorded. If AMF-Placer 2.0 has not improved the CPD for I_Ithr iterations, it reverts to the best recorded placement. This involves increasing Rnbr by (I_Ithr + 1)ΔR to provide more potential candidate sites for the most critical paths and reducing N_CP by (I_Ithr + 1)ΔN_CP to focus on the most critical paths. In an interval of I_Ithr iterations, AMF-Placer 2.0 tolerates the increase of CPD of the circuit. Empirically, N_DPI, ΔN_CP, ΔR, and I_Ithr are set to 120, 20, 0.01, and 5, respectively.

2) Smart Candidate Identification: AMF-Placer 2.0 includes a sector-guided candidate selection algorithm for the concrete optimization of a specific path (i.e., lines 8 and 9 in Algorithm 1). This algorithm identifies a smaller number of promising candidate sites for path delay optimization. Conventional solutions select candidate sites from a d × d square window around each instance on the path, which may be inefficient. AMF-Placer 2.0 makes two important observations based on the examples shown in Fig. 10: 1) for zigzag patterns in a path, beneficial candidate sites for an instance at a turning point can be identified based on its predecessor and successor and 2) for a smooth or straight path, its overall delay is mainly determined by its start/end points.

To identify candidates, AMF-Placer 2.0 uses small d × d square windows for all instances on the path, where d = Rnbr × R_Square. Additionally, sector windows are set for specific instances, which could be start/end points or internal instances forming an acute triangle with their predecessor and successor. The center of a sector window overlaps with the corresponding instance and the radius is Rsector, greater than R_Square. For internal instances, the direction of the window aligns with the angle bisector of the triangle formed by the instance, its

Fig. 9. Example of shortest-path-based detailed placement: A, B, C, and D have 3, 4, 2, and 3 candidate sites, respectively.

Fig. 10. Examples explaining the motivation of detailed placement strategies.
Algorithm 1: Detailed Placement of AMF-Placer 2.0

Input: netlist information $H = (V, E)$, device information $DI$, instance locations after global packing $P = \{ (x_{i}^{pk}, y_{i}^{pk}) \}$
Output: instance locations after optimization $P' = \{ (x_{i}^{dp}, y_{i}^{dp}) \}$

1. $P' = P$
2. bestCPD = staticTimingAnalysis($H, DI, P'$);
3. notOptCnt = 0; // recording the times of optimization failures
4. $NCP, R_{arb} = 1, 0.0$;
5. for $i=0; i < N_{DPP}; i++$ do
6.   $L_{CP} = \text{getMostCriticalPaths}(N_{CP})$;
7.   foreach path $\in L_{CP}$ do
8.     candMap = findCandidateLoc(path, $P'$, $DI$, $R_{arb}$);
9.     $P' = \text{shortestPath}(\text{path}, \text{candMap}, P')$;
10.   markInstancesFixed(path);
11.   markInstancesUnfixed($L_{CP}$);
12.   R$_{arb} = \Delta R$; $N_{CP} = \Delta N_{CP}$; notOptCnt += 1;
13.   if $\text{CPD} < \text{bestCPD}$ then
14.     bestCPD = CPD;
15.     recordTheBest($P'$);
16.     notOptCnt = 0;
17.   else if notOptCnt == $I_{thr}$ then
18.     recoverToBest($P'$);
19.     notOptCnt = 0;
20.     $R_{arb} = (I_{thr} + 1) \Delta R$;
21.     $N_{CP} = (I_{thr} + 1) \Delta N_{CP}$;
22.   end
23. end
24. optPerPathPerSingle_DowngradeNotAllowed($H, DI, P'$);
25. return $P'$

global timing optimization progress and the local pattern of the instances on critical paths.

At the final stage of detailed placement, AMF-Placer 2.0 will enable the constraint of WNS, i.e., no CPD increase will be accepted, to further fine-tune the placement. For detailed placement, an integrated parallel incremental timing analysis is implemented to fast evaluate the timing benefit.

Previous works [29], [44], [48] on placement optimization may suffer from limited timing optimization and high runtime overhead due to two reasons. First, they are constrained by the requirement that no moves or swaps should increase the WNS, which may lead to local optima and limit the optimization. Second, the runtime complexity of the shortest path-based solutions is $O(p_{avg}N_{candidate}^{2})$ [44], where $p$ is a small constant overhead factor, $L_{avg}$ is the average length of the critical paths considered, and $N_{candidate}$ is the average candidate site set size for critical path nodes. A small $N_{candidate}$ may limit the optimization space, while a large $N_{candidate}$ may significantly increase the runtime. In contrast, the solutions presented in AMF-Placer 2.0 overcome these limitations effectively.

V. EXPERIMENTAL EVALUATION

A. Target Device, Benchmarks, and Environment

AMF-Placer 2.0 targets AMD Xilinx VU095 FPGA devices and can transfer related techniques to other devices [29]. The benchmarks used in the experiments are open-source, suitable for VU095 devices, and designed for various domains, such as CNN [49], memory networks [50], LSTM [51], SoC/NoC [52], and genetic encode alignment [53]. Benchmark OptimSoC [54] used by AMF-Placer 1.0 is removed since its major cause of timing violation is clock domain crossing, which is outside the scope of AMF-Placer 2.0. Table II lists the parameters of the benchmarks and device, where macroRatio indicates the macro proportion of the design. Some of the benchmarks are generated via high-level synthesis [47], while others are described in Verilog. Commercial IP cores in some benchmarks are black-box instances in the post-synthesis netlist and cannot be handled by RapidWright [55] and other placers relying on the EDIF netlists. To handle general designs, AMF-Placer 2.0 directly extracts the instance interconnection from Vivado via interactive Tcl commands.

AMF-Placer 2.0 is implemented in C++ and experiments are conducted on Ubuntu 20.04 with an Intel i7-6770 CPU (3.40 GHz, 8 logic cores) and 32-GB DDR4. All the experiments in this section use eight threads.

---

Fig. 11. Examples of sector-based candidate site window: sector windows guide the instances move to promising directions.
TABLE III
COMPARISON OF AMF-PLACER 2.0 WITH VIVADO 2020.2 AND 2021.2

|                  | WNS(mm) | CPD(mm) | R(marcs) |
|------------------|---------|---------|----------|
| **PlaceRouting** | **WNS(mm)** | **CPD(mm)** | **R(marcs)** |
| AMF-V2020        | 3.89    | 0.33    | 1.05     |
| AMF-V2021        | 9.37    | 0.75    | 1.28     |
| V2020            | 2.43    | 0.18    | 0.93     |
| V2021            | 2.28    | 0.15    | 0.87     |

B. Comparison With Vivado

Existing open-source analytical FPGA placers do not support mixed-size FPGA placement of the aforementioned macros on Ultrascale devices. Therefore, for a comprehensive comparison, we used the widely used commercial tool AMD Xilinx Vivado 2020.2 and 2021.2 as our baselines. Notably, AMD Xilinx Vivado 2021.2 employs machine learning, which is interesting for comparison.

The experimental results are presented in Table III, where WNS represents the worst negative slack, CPD represents critical path delay, and RT represents the runtime of the entire placement flow. To evaluate the final timing quality, the placement results of AMF-Placer 2.0 were loaded by Vivado router to implement actual routing. Different combinations of placer and router may lead to different results, which is also evident in Table III.

Here, AMF represents AMF-Placer 2.0, V2020 represents Vivado 2020.2, and V2021 represents Vivado 2021.2. For example, AMF-V2020 represents the combination of AMF-Placer 2.0 and the router of Vivado 2020.1. The WNS metrics, which are negative or near-zero in Table III, indicate that the designer-defined timing constraints are strict for the placement. The CPD metrics mainly indicate the delay of the critical path. All the results of runtime and CPD are normalized to the results of Vivado 2020.2 for comparison, as indicated by the Rnorm values.

Based on the table, Vivado 2020.2 is currently the top-performing option in terms of both timing quality and runtime, and its router is particularly well suited for use with AMF-Placer 2.0. However, it is worth noting that AMF-V2020 achieves only a 2.3% higher CPD and 11.5% lower runtime on average when compared to Vivado 2020.2, and a 0.69% higher CPD and 11.5% lower runtime on average when compared to Vivado 2021.2. It is important to keep in mind that the runtime comparison is only for reference, as AMF-Placer 2.0 skips certain post-placement optimizations, such as LUT pin assignment and clock skew optimization. Nonetheless, AMF-Placer 2.0 is the first FPGA placer capable of handling timing-driven mixed-size placement of complex designs using various FPGA resources, and it achieves comparable quality to the latest commercial tools. According to the analysis of the concrete placement, we find that the major existing limitations of AMF-Placer 2.0 can be categorized into two types, listed as follows.

1) Timing EstimationAccuracy: As evaluated in Section IV-A, the timing estimation model used in AMF-Placer 2.0 is relatively optimistic, as it does not consider some congested regions that overlap with critical paths. This issue is particularly noticeable for benchmarks DigitRecog [47] and MemN2N [50] and may be addressed in the future by using machine-learning-based timing estimation approaches, such as [56]. Additionally, the timing analysis at the floorplanning stage may be insufficient, leading to poor initial placement. Moreover, a significant portion of the WNS for benchmark DigitRecog [47] is caused by clock skew, which is not considered by existing works for the ultrascale FPGA architecture. This problem may be resolved by using the approach proposed in [57].

2) Design-Aware Factors: The design netlists used in Vivado placement are hierarchical in nature. The design hierarchy information can be used to fully leverage regularity for the placement of local circuits, such as parallel accumulator datapaths, buses, and FIFOs. However, AMF-Placer 2.0 uses a flattened netlist, which misses out on opportunities for regularity-related optimization. This limitation can be addressed by adopting approaches from existing works, such as [58] and [59].

C. Effectiveness of Proposed Optimization Techniques

In this section, we evaluate the individual impact of the major proposed optimizations for different placement phases in AMF-Placer 2.0. Here, we show their impact by setting the placer configurations as follows, to disable different specified optimization techniques.

1) Cfg0: All the optimization techniques are enabled as the configuration in Section V-B.
2) Cfg1: Disable path-length-aware clustering before partitioning in Section III-A.
3) Cfg2: Disable blockage-aware spreading and anchor insertion in Section III-B.
4) Cfg3: Disable WNS-aware timing criticality pseudo net weight in Section IV-B, i.e., C(\text{Slack}(e_i)) = \alpha.
5) Cfg4: Disable path-length-aware parallel packing in Section IV-C.
6) Cfg5: Disable sector-guided site candidate selection in Section IV-D and the value of R_{\text{square}} remains at 3 (i.e., just using the original small square window).
7) Cfg6: Disable sector-guided site candidate selection in Section IV-D and set R_{\text{square}} to be 5 (i.e., simply enlarge the square window).

As shown in Table III, it is evident that AMF-Placer 2.0 performs better when paired with the router of Vivado 2020.2. Therefore, we have chosen the “AMF-V2020” configuration as a baseline for the comparisons.

Table IV presents the results of the experiments conducted with different configurations, with all results normalized to those of Cfg0 for ease of comparison, as indicated by the Rnorm values. For most situations, enabling all the proposed optimization techniques (Cfg0) can realize better timing quality.
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TABLE IV

| Cfg1  | Cfg2  | Cfg3  | Cfg4  | Cfg5  | Cfg6  |
|-------|-------|-------|-------|-------|-------|
| 8.00  | 11.44 | 15.39 | 8.50  | 11.60 | 7.48  | 12.38 | -     |
| 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  |
| 9.31  | 13.24 | 18.25 | 15.18 | 13.70 | 7.01  | 11.74 | -     |
| 1.08  | 1.14  | 1.05  | 1.197 | 1.166 | 1.011 | 1.028 | 1.048 |
| 8.56  | 12.26 | 18.00 | 16.07 | 15.32 | 7.53  | 13.52 | -     |
| 1.021 | 1.082 | 1.170 | 1.185 | 1.157 | 1.079 | 1.092 | 1.109 |
| 8.42  | 12.32 | 17.35 | 10.86 | 12.42 | 5.81  | 13.19 | -     |
| 1.005 | 1.060 | 1.227 | 1.225 | 1.071 | 1.062 | 1.065 | 1.048 |
| 9.23  | 12.21 | 18.92 | 16.44 | 17.84 | 7.98  | 12.47 | -     |
| 1.098 | 1.099 | 1.001 | 1.018 | 1.013 | 1.001 | 1.054 | 1.029 |
| 8.44  | 12.72 | 18.35 | 8.50  | 11.10 | 7.97  | 12.75 | -     |
| 1.010 | 1.012 | 1.006 | 1.000 | 1.017 | 1.001 | 0.998 | 1.006 |
| 8.33  | 12.74 | 15.35 | 8.92  | 13.41 | 7.12  | 14.51 | -     |
| 1.014 | 1.093 | 1.010 | 1.155 | 1.156 | 1.077 | 1.189 | 1.044 |
| 9.02  | 14.64 | 24.50 | 5.76  | 920   | 548   | -     |
| 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  |
| 5.28  | 5.28  | 335   | 289   | 533   | 944   | 550   | -     |
| 0.97  | 0.97  | 1.02  | 0.94  | 0.93  | 1.07  | 0.97  | 1.00  |
| 5.64  | 5.54  | 186   | 180   | 505   | 937   | 510   | -     |
| 1.05  | 0.96  | 1.07  | 0.95  | 0.93  | 1.02  | 0.90  | 0.90  |
| 5.51  | 5.45  | 274   | 279   | 555   | 1077  | 545   | -     |
| 1.00  | 0.86  | 1.14  | 0.85  | 0.64  | 1.09  | 1.03  | 0.97  |
| 5.55  | 5.37  | 245   | 204   | 729   | 946   | 558   | -     |
| 1.00  | 0.97  | 1.00  | 1.00  | 0.97  | 1.03  | 0.99  | 1.00  |
| 5.53  | 5.13  | 235   | 259   | 834   | 947   | 568   | -     |
| 1.09  | 0.94  | 1.00  | 1.03  | 1.02  | 1.04  | 1.04  | 1.00  |
| 5.81  | 6.06  | 246   | 195   | 928   | 916   | 558   | -     |
| 1.32  | 1.12  | 1.01  | 0.98  | 1.10  | 1.09  | 1.18  | 1.00  |

1) Timing Quality of Global Placement: When optimization techniques, such as Cfg1, Cfg2, and Cfg3, are disabled, the timing quality can degrade by up to 10%. These results indicate that detailed placement optimization cannot compensate for low-quality global placement. Specifically, disabling blockage-aware spreading and anchor insertion (Cfg2) leads to an average increase of 10.9% in CPDs for benchmarks, underscoring the significant impact of placement blockages and the importance of corresponding optimizations.

2) Runtime of Global Placement: Disabling optimization techniques for global placement may reduce runtime by conducting fewer analyses and processes. For instance, disabling blockage-aware spreading and anchor insertion results in an average 10% reduction in runtime for benchmarks since the involved DFS-based clustering is not parallelized. However, despite the resulting runtime overheads, these optimization techniques are justified given the benefits they offer.

3) Timing Quality of Packing and Detailed Placement: Disabling the corresponding techniques, such as Cfg4, Cfg5, and Cfg6, can significantly degrade both the timing quality and runtime of placement. Results obtained with Cfg4 show that removing the path-length-based factor from (13) for global packing increases CPDs by an average of 2.9%. This is because critical paths containing many instances are noticeably disturbed during final packing. Detailed placement using small candidate windows, as implemented in Cfg5, results in longer runtimes and fails to reach the optimal CPD for most benchmarks. In contrast, sector-guided candidate windows can achieve promising location updates while preserving the proper locations of other instances. On the other hand, using large square candidate windows in Cfg6 can degrade the timing quality. This is because the serious overlaps of the large windows lead to many candidate site conflicts between instances in one critical path [29].

In Section IV-D, we discussed the importance of temporarily accepting worse CPD during detailed placement to escape from local optima and reach the optimal CPD of final placement. Fig. 12 shows two traces of CPD of benchmark FaceDetect [47] during detailed placement. One of them is obtained without allowing CPD degradation during detailed placement, while the other is obtained by temporarily accepting timing downgrading. Although the strict constraint of CPD descending can lead to a smooth CPD optimization trace, tolerating temporary degradation can result in a much better final result.

4) Runtime of Packing and Detailed Placement: Removing the path-length-based factor from (13) for global packing, as implemented in Cfg4, can significantly increase runtime. This is because there are many zigzag critical paths that require a lot of runtime for detailed placement to handle them. Using small square windows without sector windows, as implemented in Cfg5, can also increase runtime since these narrow windows slow down the optimization progress of critical paths. Meanwhile, the results of timing quality with large square windows for candidate selection (Cfg6) can be realized by using sector windows for candidate selection with lower runtime.

D. Portability to Commercial Tools

A set of toolchains is available for interacting with Vivado, such as extracting information on various netlists and device models, which can assist users in handling other designs and devices.

Placement generated by AMF-Placer can be loaded into Vivado via a Tcl script for routing, and all placements generated by the proposed placement flow in this article can be successfully routed. However, due to license restrictions in the Vivado patch used in the ISPD 2015/2016 contests, we are unable to obtain the routed wirelength from Vivado despite the availability of timing reports.

For more detailed statistics and usage of AMF-Placer 2.0, please refer to the open-source project documentation where we hope that the tool can help people in the community keep up with the progress of commercial tools.

VI. CONCLUSION

In this article, we introduce AMF-Placer 2.0, an open-source FPGA placer for complex practical designs with various FPGA resources. AMF-Placer 2.0 utilizes new techniques for timing optimization, including a simple timing model, placement-blockage-aware anchor insertion, WNS-aware timing-driven quadratic placement, and sector-guided
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