Research Reproducibility as a Survival Analysis

Edward Raff 1,2
raff.edward@bah.com, raff.edward@umbc.edu
1 Booz Allen Hamilton, 2 University of Maryland, Baltimore County

Abstract
There has been increasing concern within the machine learning community that we are in a reproducibility crisis. As many have begun to work on this problem, all work we are aware of treat the issue of reproducibility as an intrinsic binary property: a paper is or is not reproducible. Instead, we consider modeling the reproducibility of a paper as a survival analysis problem. We argue that this perspective represents a more accurate model of the underlying meta-science question of reproducible research, and we show how a survival analysis allows us to draw new insights that better explain prior longitudinal data. The data and code can be found at https://github.com/EdwardRaff/Research-Reproducibility-Survival-Analysis.

1 Introduction
There is current concern that we are in the midst of a reproducibility crisis within the fields of Artificial Intelligence (AI) and Machine Learning (ML) (Hutson 2018). Rightfully, the AI/ML community has done research to understand and mitigate this issue. Most recently, Raff (2019) performed a longitudinal study attempting to independently reproduce 255 papers, and they provided features and public data to begin answering questions about the factors of reproducibility in a quantifiable manner. Their work, like all others of which we are aware, evaluated reproducibility using a binary property: a paper is or is not reproducible. Instead, we argue for and demonstrate the value of modeling the reproducibility of a paper as a survival analysis problem. We argue that this perspective represents a more accurate model of the underlying meta-science question of reproducible research, and we show how a survival analysis allows us to draw new insights that better explain prior longitudinal data. The data and code can be found at https://github.com/EdwardRaff/Research-Reproducibility-Survival-Analysis.

2 Related Work
The meta-science question of reproducibility — scientifically studying the research process itself — is necessary to improve how research is done in a grounded and objective manner (Ioannidis 2018). Significant rates of non-reproduction have been reported in many fields, including a 6% rate in clinical trials for drug discovery (Prinz, Schlange, and Asadullah 2011), making this an issue of greater concern in the past few decades. Yet, as far as we are aware, all prior works in machine learning and other disciplines treat reproducibility as a binary problem (Gundersen and Kjesmo 2018; Glenn and P.A. 2015; Ioannidis 2017; Wicherts et al. 2006). Even works that analyze the difference in effect size between publication and reproduction still view the issue result in a binary manner (Collaboration 2015).

Some have proposed varying protocols and processes that authors may follow to increase the reproducibility of their work (Barba 2019; Gebru et al. 2018). While valuable, we lack quantification of their effectiveness. In fact, little has
been done to empirically study many of the factors related to reproducible research, with most work being based on a subjective analysis. Olorisade, Bereton, and Andras (2018) performed a small scale study over 6 papers in the specific sub-domain of text mining. Bouthillier, Laurent, and Vincent (2019) showed how replication (e.g., with docker containers), can lead to issues if the initial experiments use fixed seeds, which has been a focus of other work (Forde et al. 2018). The largest empirical study was done by Raff (2019), which documented features while attempting to reproduce 255 papers. This study is what we build upon for this work.

Sculley et al. (2018) have noted a need for greater rigor in the design and analysis of new algorithms. They note that the current focus on empirical improvements and structural incentives may delay or slow true progress, despite appearing to improve monotonically on benchmark datasets. This was highlighted in recent work by Dacrema, Cremonesi, and Jannach (2019) who attempted to reproduce 18 papers from Neural Recomendation algorithms. Their study found that only 7 could be reproduced with “reasonable effort.” Also concerning is that 6 of these 7 could be outperformed by better tuning baseline comparison algorithms. These issues regarding the nature of progress, and what is actually learned, are of extreme importance. We will discuss these issues as they relate to our work and what is implied about them from our results. However, the data from Raff (2019) that we use does not quantify such “delayed progress,” but only the reproduction of what is stated in the paper. Thus, in our analysis, we would not necessarily be able to discern the issues with the 6 papers with insufficient baselines by Dacrema, Cremonesi, and Jannach (2019).

We note that the notion of time impacting reproduction by the original authors or using original code has been previously noted (Mesnard and Barba 2017) Gronenschild et al. 2012) and often termed “technical debt” (Sculley et al. 2015). While related, this is a fundamentally different concern. Our study is over independently attempted implementation, meaning technical debt of an existing code base can not exist. Further, these prior works still treat replication as a binary question despite noting the impact of time on difficulty. Our distinction is using the time to implement itself as a method of quantifying the degree or difficulty of replication, which provides a meaningful effect size to better study replication.

3 Study Data

The original data used by Raff (2019) was made public but with explicit paper titles removed. We have augmented this data in order to perform this study. Specifically, of the papers that were reproduced, the majority had their implementations made available as part of the JSAT library (Raff 2017). Using the Github history, we were able to determine end dates for the completion of an algorithm’s implementation. In addition the original start dates of each implementation are recorded by Mendeley which were used for the original study. Combined, this gives us start and end dates and survival times for 90 out of the 162 papers that were reproduced. The remaining 44% of reproduced papers, for which we could not determine any survival time, were unfortunately excluded from the analysis conducted in the remainder of this paper.

Summary statistics on the time taken to reproduce these 90 papers are shown in Figure 1. While most were reproduced quickly, many papers required months or years to reproduce. Raff (2019) noted that the attempts at implementation were not continuous efforts, and noted many cautions of potential bias in results (e.g., most prominently all attempts are from a single author). Since we are extending their data, all these same biases apply to this work — with additional potential confounders. Total amount of time to implement could be impacted by life events (jobs, stresses, etc.), lack of appropriate resources, or attempting multiple works simultaneously, which is all information we lack. As such readers must temper any expectation of our results being a definitive statement on the nature of reproduction, but instead treat results as initial evidence and indicators. Better data must be collected before stronger statements can be made. Since the data we have extended took 8 years of effort, we expect larger cohort studies to take several years of effort. We hope our paper will encourage such studies to include time spent into the study’s design and motivate participation and compliance of cohorts.

With appropriate caution, our use of Github as a proxy measure of time spent gives us a level of ground truth for the reproduction time for a subset of reproduced papers. We lack any labels for the time spent on papers which failed to be reproduced and successful reproductions outside of Github. Survival analysis allows us to work around some of these issues as a case of right censored data. Right censored data would indicate a start time s, an amount of time observed t_o, but not the successful event (reproduction) e. If t_e is the amount of time needed to observe the event e (i.e., true amount of time needed to reproduce), then we have t_o < t_e. If we can estimate a minimum time 0 < t_o < t_e, we can still perform a reasonable and meaningful survival analysis. We work under the assumption that more time was likely spent on papers that were not reproduced than ones that were, and so assume that the average time spent on successful papers (t_e) than the actual amount of time spent (t_o). As such, we assign every non-reproduced paper the average amount of time for the data in Figure 1 or 218.8 days of effort, as
an approximate guess at the amount of time that would be expended. We note that we found our analysis to be robust to a wide range of alternative constants, such as the median time (53.5 days). While the exact values in the analysis would change, the results were qualitatively the same. A repetition showing qualitative similarity of using the median can be found in Appendix C.

A survival model does not provide us the means to circumvent the cases where we lack the observed time \( t_i \) for successfully reproduced papers. Due to the reduced number of data points (the 72 papers not implemented in JSAT’s Github), we have excluded some of the variables from analysis in this paper. Specifically, the Venue a paper was published in and the Type of Venue. This reduced dataset resulted in significant skew in some of the sub-categories of these fields, making comparisons untenable (e.g., the number of papers in Workshops was reduced to one example).

The above protocol was used to create the data for this study, and will be made available for others to study and perform additional analysis on. Our lack of ground truth “level of effort” for all of the original data is a source of potential bias in our results, and should be used to caution on taking the results as any kind of proclamation or absolute truth. That said, we find the analysis useful and able to elucidate finer details and insights that were not recognizable under the standard binary analysis of reproduction.

### 4 Linear Hazard Analysis

We start with standard Cox model, where we use a linear set of coefficients \( \beta \in \mathbb{R}^d \) to control how much our various features impact the predicted reproduction time, \( \lambda(t|x_i) = \exp (x_i^\top \beta) \cdot \lambda_0(t) \), where \( \lambda_0(t) \) is a baseline hazard function. The Cox model imposes a proportional assumption on the nature of the hazard. The base hazard rate \( \lambda_0(t) \) may be different for every individual, but the proportional assumption means that we expect the impact of altering any covariate to have the same proportional effect for every instance. e.g., specifying the hyperparameters used in a paper would always reduce the reproduction time by a factor of X%.

The Cox model provides us a number of benefits to our analysis, provided that it is a reasonable assumption. First, it allows us to estimate \( \beta \) without knowing, or even modeling, the base hazard function \( \lambda_0(t) \). Second, though not unique to the Cox model, it supports right censored data. If an instance is right censored, we have waited for the event to occur for some unit of time \( t \), but have not yet seen the event occur at a later point in time \( t_e \). This allows us to model all of the failed reproduction attempts as papers which may be reproducible, but for which we have not yet put in sufficient effort to reproduce the paper. This allows us to use our estimated effort spent on non-reproduced papers without causing significant harm to the underlying model.

#### 4.1 Cox Proportional Hazard Validation

The question we must first answer: is the Cox proportional model assumption reasonable for our data? First, as a baseline, we have the results of the non-parametric tests performed by [Raff 2019]. Next, we train a linear logistic regression model and a linear Cox proportional hazards model on our reduced subset, and we compute and compare which features were found as significant. Due to the impact of outliers in our data, we found it necessary to use a robust estimate of the Cox linear model ([Lin and Wei 1989]). Last, we perform simple cross-validation to show reasonable predictive performance.

We highlight here that our goal is not to use these results as a new determination for what factors are important, but as a method of comparing the relative appropriateness and agreement between a logistic and Cox model with that of the original analysis of [Raff 2019]. The two new models are trained on less data. In addition, the logistic and Cox models required a regularization penalty to be added to the model due to the data being linearly separable, which prevented convergence. This means the p-values presented are not technically accurate. For the logistic and Cox models, the test is whether the parameter in question has a non-zero slope, which is impacted by the values of all other features. Table 1 shows the resulting p-values. The logistic model finds only one significant relationship, which is not corroborated by the data or previous analysis. In addition, it marks several features as unimportant (\( p \approx 1.0 \)) that were previously found to be highly significant. This shows that a classification model of reproducibility is broadly not appropriate for modeling reproducibility. In general, there is considerable agreement between the Cox model and the original non-parametric testing of individual factors. These results in isolation give us an increased confidence that the Cox proportional hazards assumption is reasonable, as it has reasonable correspondence with the original analysis. We note that if one instead performs the Independent tests on the same sub-set of data (due to aforementioned 72 papers removed), the results are

| Feature                      | Independent | Logistic | Cox |
|------------------------------|-------------|----------|-----|
| Year Published               | 0.964       | 0.613    | 0.92|
| Year Attempted               | 0.674       | 0.883    | 0.45|
| Has Appendix                 | 0.330       | 0.201    | 0.07|
| Uses Exemplar Toy Problem    | 0.720       | 0.858    | 0.20|
| Looks Intimidating           | 0.829       | 0.035    | 0.20|
| Exact Compute Used           | 0.257       | 1.000    | 0.39|
| Data Available               | <0.005      | 0.644    | 0.81|
| Code Available               | 0.213       | 0.136    | 0.18|
| Number of Authors            | 0.497       | 0.542    | 0.68|
| Pages                        | 0.364       | 0.702    | 0.82|
| Num References               | 0.740       | 0.421    | 0.54|
| Number of Equations          | 0.004       | 0.478    | 0.74|
| Number of Proofs             | 0.130       | 0.629    | 0.47|
| Number of Tables             | 0.010       | 0.618    | 0.86|
| Number of Graphs/Plots       | 0.139       | 0.325    | 0.51|
| Number of Other Figures      | 0.217       | 0.809    | 0.98|
| Conceptualization Figures    | 0.365       | 0.349    | 0.13|
| Hyperparameters Specified    | <0.005      | 1.000    | 0.03|
| Algorithm Difficulty         | <0.005      | 1.000    | <0.005|
| Paper Readability            | <0.005      | 1.000    | <0.005|
| Pseudo Code                  | <0.005      | 1.000    | 1.000|
| Compute Needed               | <0.005      | 1.000    | 1.000|
| Rigor vs Empirical           | <0.005      | 1.000    | 0.02|
robust. Only the two features italicized change, with Exact Compute becoming significant and Code Available becoming non-significant.

If the proportional hazard assumption is correct, we should observe that the hazard ratio over time for any two points \( i \) and \( j \) should remain a constant for all time \( t \). This can be tested using the Kaplan–Meier (KM) (Kaplan and Meier 1958) and log-rank (Mantel 1966) tests.

Table 2: Statistical Test of Cox proportional hazard assumption for each feature, shown for the two cases that rejected the null hypothesis.

| Feature                      | Transform | Statistic | p-value |
|------------------------------|-----------|-----------|---------|
| Normalized Number of Equations | km        | 4.30      | 0.04    |
|                              | rank      | 8.03      | <0.005  |
| Year Attempted               | km        | 5.78      | 0.02    |
|                              | rank      | 8.76      | <0.005  |

We tested this assumption for each feature, and found only two that rejected the null hypothesis. This was the Normalized Number of Equations and Year Attempted features, as shown in Table 2. Note that in isolation only two features failing out of 34 coefficients in the model is encouraging, and it corresponds with having 04 - 0.05 = 1.7 false positives at a significance level of \( \alpha = 0.05 \). We also investigate these two features further by evaluating their residual fits under the linear model (see appendix Figure 4). In both cases, we can see that the Cox model is actually a decent fit, with the residual errors concentrated about zero. The failure appears to be due to the linear nature of the current Cox model, which we address in section 5.

The agreement between the Cox model on significant factors, as well as the Cox model passing goodness of fit tests, are all indicators of the appropriateness of this approach. As such, it is not surprising that we would obtain reasonable predictive performance with the Cox model. Specifically, we measure the Concordance (Harrell Jr., Lee, and Mark 1996) for the linear model, defined as \( \frac{C}{2C+D+T} \). Here \( C \) refers to the number of pairs where there model correctly predicts the survival order (i.e., which paper was reproduced first is ordered first), \( D \) the number of pairs where the model predicted the wrong order, and \( T \) the number of ties made by the model. Under Concordance, a random model would receive a score of 0.5. Using 10-fold cross validation, the linear Cox model presented here obtains 0.73.

### 4.2 Analysis of Linear Cox Model

Given the above results, it is clear that the Cox proportional hazards model is an appropriate method to model the joint set of features and analyze how they impact reproducibility time. The assumptions of the Cox model appear to hold for our data, and the \( p \)-values indicate that the model has correspondence with the original analysis as well as superior fit compared to a simpler logistic approach that treats the problem as a binary classification problem.

While we will show later that a non-linear Cox approach better models the data, we find it instructive to first examine the insights and results of the linear approach as it is easier to interpret. In Table 3, we present the coefficients \( \beta_i \) for each variable, its exponentiated value \( \exp(\beta_i) \), and the standard error for each coefficient. The value \( \exp(\beta_i) \) is of particular relevance, as in the linear Cox model it can be interpreted as the proportional impact on the paper’s reproduction time per unit increase in the feature. For example, this table indicates that Year a paper was published has no impact with a value \( \exp(\beta_{\text{Year}}) = 1 \).

In Raff (2019), it was found that a paper’s readability was a significant relationship. While the obvious interpretation of these results was that more readable papers are more reproducible, the binary measure of reproducibility used gives us no means to quantify the nature of this relationship. We can now quantify this nature under the framework of survival analysis. Papers that had “Excellent” readability reduced the reproduction time by 4.46× and “Good” papers by 2.70×. Those that were “Ok” begin to take longer, increasing the time to reproduce by 0.85⁻¹ ≈ 1.18× and “Low” readability by 0.27⁻¹ ≈ 3.70×.

In examining the coefficients presented here, we highlight the importance of considering the standard error. For example, the second most impactful feature appears to be the number

| Feature                          | \( \beta_i \) | \( \exp(\beta_i) \) | std. err |
|----------------------------------|---------------|---------------------|----------|
| Year                             | 0.00          | 1.00                | 0.03     |
| Year Attempted                   | -0.10         | 0.91                | 0.13     |
| Has Appendix                     | -0.57         | 0.57                | 0.31     |
| Uses Exemplar Toy Problem        | -0.45         | 0.64                | 0.35     |
| Exact Compute Used               | 0.30          | 1.35                | 0.35     |
| Looks Intimidating               | 0.47          | 1.61                | 0.37     |
| Data Available                   | -0.12         | 0.89                | 0.50     |
| Author Code Available            | 0.42          | 1.52                | 0.31     |
| Number of Authors                | 0.03          | 1.04                | 0.09     |
| Pages                            | 0.01          | 1.01                | 0.02     |
| Normalized Num References        | 0.09          | 1.10                | 0.15     |
| Normalized Number of Equations   | 0.02          | 1.02                | 0.07     |
| Normalized Number of Proofs      | 0.42          | 1.52                | 0.58     |
| Normalized Number of Tables      | -0.13         | 0.88                | 0.73     |
| Normalized Number of Graphs/Plots| -0.08         | 0.92                | 0.12     |
| Normalized Number of Other Figures| 0.02         | 1.02                | 1.06     |
| Normalized Conceptualization Figures| 1.28        | 3.59                | 0.84     |
| Hyperparameters Specified_No     | -0.13         | 0.87                | 0.25     |
| Hyperparameters Specified_Partial| 0.53          | 1.70                | 0.76     |
| Hyperparameters Specified_Yes    | 0.03          | 1.03                | 0.20     |
| Paper Readability_Excellent      | 1.49          | 4.46                | 0.37     |
| Paper Readability_Good           | 0.99          | 2.70                | 0.22     |
| Paper Readability_Ok             | -0.17         | 0.85                | 0.31     |
| Paper Readability_Low            | -1.29         | 0.27                | 0.24     |
| Algo Difficulty_High             | 0.02          | 1.02                | 0.66     |
| Algo Difficulty_Medium           | -0.42         | 0.66                | 0.20     |
| Algo Difficulty_Low              | 0.44          | 1.56                | 0.23     |
| Pseudo Code_Code-Like            | -0.03         | 0.97                | 0.45     |
| Pseudo Code_Code                 | -0.02         | 0.98                | 0.20     |
| Pseudo Code_Step-Code            | -0.65         | 0.52                | 0.35     |
| Pseudo Code_No                   | 0.68          | 1.97                | 0.21     |
| Rigor vs Empirical_Balance       | 0.45          | 1.57                | 0.19     |
| Rigor vs Empirical_Empirical     | -0.15         | 0.86                | 0.35     |
| Rigor vs Empirical_Theory        | -0.32         | 0.73                | 0.32     |
of Conceptualization Figures per page, but the standard error is nearly the same magnitude as the coefficient itself. This indicates that the relationship may not be as strong as first indicated by the linear Cox model.

5 Non-Linear Cox and Interpretation

We have now used the linear Cox model to evaluate the appropriateness of a Cox model, where we can more readily compare the Cox Proportional Hazard assumptions with the independent statistical testing of prior work, as well as a logistic alternative. Now, we use a non-linear tree-based model of the Cox assumption and focus our evaluation on the results, and their meaning, with this non-linear model. We do this because the data exhibits non-linear behavior and interactions that made it difficult to fit the linear Cox model. This prevents us from using standard statistical tests on the coefficients with full confidence, and we know that outliers and non-linear behavior plays a non-trivial impact on the results of the Cox regression, $\lambda(t | x_i) = \exp \left( f(x_i) \right) \cdot \lambda_0(t)$.

In particular, the XGBoost library implements a Cox log-likelihood based splitting criteria (Ben-Ameur et al. 2011; LeBlanc and Crowley 1992), allowing us to use a boosted decision tree to model the $\exp(x_i^\top \beta)$ term of the standard linear Cox model. Optuna (Akiba et al. 2019) was used to tune the parameters of the model resulting in a 10-fold cross-validated Concordance score of 0.80, which is a significant improvement over the linear Cox model indicating a better fit. For this model, we encoded X features as ordinal values that correspond with the nature of what they measure since XGBoost does not support multinominal features. This included the Paper Readability ($Low=0, Ok=1, Good=2, Excellent=3$), Algorithm Difficulty ($Low=0, Medium=1, High=2$), and Pseudo Code ($None=0, Step-Code=1, Yes=2, Code-like=3$) features. All others were encoded in a one-hot fashion.

With a boosted survival tree as our model, we can use SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017) as a method of understanding our results in greater detail and nuance than the linear Cox model allows. The SHAP value indicates the change in the model’s output contributed by a specific feature value. This is measured for each feature of each datum, giving us a micro-level of interpretability, while we can obtain a macro-level by looking at the average or distribution of all SHAP values. The SHAP value unifies several prior approaches to interpreting the impact of a feature $x$’s values on the output (Ribeiro, Singh, and Guestrin 2016; Strumbelj and Kononenko 2014; Shrikumar, Greenside, and Kundaje 2017; Datta, Sen, and Zick 2016; Bach et al. 2015; Lipovetsky and Conklin 2001). In addition, Lundberg, Erion, and Lee (2018) showed how to exactly compute a tree’s SHAP score in $O(L^2 D^2)$ time, where $L$ is the maximum number of leaf nodes and $D$ the maximum depth. The Tree SHAP is of particular value because it allows us to disentangle the impact of feature interactions within the tree, giving us a feature importance that makes it easier to understand on an individual basis with less complication.

A simple plot of all the SHAP values, sorted by their importance, is presented in Figure 3. Red indicates higher per-feature values and blue lower. The $x$-axis SHAP values correspond to features decreasing the reproduction time, while negative values indicate the feature correlates with an increase in the time to reproduce. For example, a SHAP score of 0.4 would be a $\exp(0.4) \approx 1.49 = 49\%$ reduction in the time to reproduce. At a high level, we can immediately see that a number of the features identified as important in [Raff (2019)] are also important according the Cox model, with the same overall behaviors. Paper Readability, Number of Equations, Rigor vs Empirical, Algorithm Difficulty, Hyperparameters Specification, and Pseudo-Code are all important. Other features such as the Use of an Exemplar Toy Problem, Having an Appendix, Data Made Available, or Looking Intimidating have no significant impact.

We also see what may at first appear to be contradictions with prior analysis. The number of Graphs/Plots was originally determined to have a non-significant relationship. In our model having fewer Graphs/Plots appears to be one of the most significant factors. We explain this by again noting the distinction of our model: the Cox modeling presented above indicates the impact on how long it will take us to reproduce the result, whereas the result by [Raff (2019)] indicates only if the feature has a significant impact on the success of reproduction. As such, we argue there is no contradiction in the results but only deeper insight into their nature. In the case of Graph/Plot, we say that the number of graphs or plots does not impact whether a paper can be reproduced; however, if it is reproducible then having too many graphs and plots increases the time it takes to reproduce.

Due to space limitations, we can not discuss all of the behaviors that are observable from this data. For this reason, we will attempt to avoid discussing results that reaffirm previous conclusions. We will discuss features in this context if the new Cox analysis provides a particular new insight or nuance into the nature of the relationship between said feature and reproducibility.

We note that most categorical features have a relatively simple analysis, and the results previously found to be significant also have the most impact on reproduction time. For example, one can clearly see that Excellent paper readability decreases reproduction time while Low readability increases it. Results are also consistent with the sign of correlation previously found, e.g., Theory papers take more time to reproduce than Empirical ones. However, new insight is derived from noting that Balanced papers further reduce the reproduction time.

Of these categorical variables, we draw special attention to three results. First, the nature of including pseudo-code is surprising. Before, it was noted that Step-Code negatively correlated with reproducibility, but papers with No and Code-Like pseudo-code were more reproducible. Under the Cox model, papers with No pseudo-code take significantly less time to reproduce. Step-Code is found to have a negative impact, while simply having pseudo-code or Code-Like pseudo-code have almost no impact on the hazard ratio.

We also draw attention to the fact that specifying the Exact Compute Used and the authors making their code available lead to reductions in compute time. As part of the original
study, all papers with Code Available were excluded if the code was used prior to reproduction. We suspect that the reduction in reproduction time is a psychological one: that more effort is expended with higher confidence that the results can be replicated when the authors make their code available. A similar hypothesis might be drawn by specifying the Exact Compute Used leading to a reduced reproduction time. Alternatively, it may be the case that the exact equipment provides useful information for the reproducer to judge the meaning behind discrepancies in performance and to adjust accordingly. For example, if the nature of a proposed speedup is dependent on reducing communication overhead between CPU threads, and the reproducer has a system with slower per-core clock speeds than the paper, it could explain getting reduced results — and that final replication may need to be tested on different equipment.

**Detailed Analysis of Numerical Features:** It was originally noted that the features determined to be significantly related to reproducibility were also the most subjective, which reduces the utility of the results. Under the boosted Cox model, we can more easily and readily derive insights from the more objective features. In Figure 2, we provide individual plots of all the numeric features. In each case, the SHAP value is plotted on the y-axis and a color is set based on the value of a second feature. The second feature is selected based on the SHAP interaction scores, where the feature with the highest mean interaction score is used to color the plot. This provides additional insights for some cases. However, the degree of non-linear interaction between features is relatively small so the coloring is not always useful.

With respect to the length of a paper (Figure 2b), we see that there is a strong positive correlation with paper length, with most Journal papers having reduced reproduction time. This relationship ends with excessively long papers (≥35...
Figure 3: SHAP results for each feature. The change in log hazard ratio (x-axis) caused by each feature where the color coding indicates the values from high (red) to low (blue).

Of particular interest are the number of proofs (Figure 2c) and equations (Figure 2a) due to their natural relationship with Theory oriented papers. A new insight is that the more proofs in a paper the less time it takes to reproduce its results, but this value reaches a plateau near one proof for every two pages. This gives additional credence to arguments proposed by Sculley et al. (2013) on the importance of understanding the methods we develop at a scientific level. As can be seen in Figure 2c, more proofs does naturally lend to more equations per page, which Figure 2a show has a non-linear relationship. Having no equations is bad, but having up to five per page is connected with a larger reduction in reproduction time than the benefit of more complete proofs. We note, however, that based on the protocol used it may be possible to obtain the benefits of both a moderate number of equations and well-proven works. The number of equations is counted only within the content of the main paper, but proofs are still counted when they appeared in appendices (Raff 2019). This suggests a potential ideal strategy for organizing the content of papers: few and judicious use of equations within the main paper to provide the necessary details for implementation and replication with more complete examination of the proofs in a separate section of the appendix. This we note should not be extrapolated to works that are purely theory based, which were beyond the scope of the original data.

Last, we note some unexpected results under the Cox model compared to the original analysis. First, in Figure 2g we can see that the amount of time to reproduce a paper has been increasing since 2005. This gives credence to the concern that we are entering a reproducibility crisis within machine learning, as argued by Hutson (2018) which Raff (2019) did not find evidence of.

6 Conclusion

By extending a recent dataset with “reproduction times,” measuring the number of days it took to reproduce a paper, we have proposed and evaluated the first survival analysis of machine learning research reproducibility. Combining this with more modern tree ensembles, we can use SHAP interpretability scores to gain new insights about what impacts the time it will take to reproduce a paper. In doing so, we obtain new insights into the utility of the most objective features of papers while also deriving new nuance to the nature of previously determined factors. We hope this will encourage others in this space to begin recording time spent on reproduction efforts as valuable information.
Ethical Impact Statement

Our work as the potential to positively influence the paper writing and publishing process, and in the near term, better equip us to study how reproducibility can be quantified. The timing of effort spent is intrinsically more objective than “success/non-success,” as it does not preclude any failed attempt from eventually becoming successful. This is important at a foundational level to ensure machine learning operates with a scientific understanding of our results, and to understand the factors that may prevent others from successful replication. Indeed, by making the measure of reproducibility a more objective measure of time spent (though itself not perfect), we may increase the reproducibility of research studies.

With these results come an important caveat that has been emphasized in the paper; that these results do not have exact timing information but rather a proxy measure, and we must use the survival model to circumvent missing information from the failed replication cases. Our analysis also can not explore all possible alternative hypothesis of the results. We risk readers taking these statements as a dogmatic truth and altering their research practices for the worse if it is not fully understood that this work provides the foundation for a new means of studying reproducibility.

Our analysis must not be taken as a final statement on the nature of these relationships but instead as initial evidence. There are many confounding and unobserved factors that will impact the results and cannot be obtained. It is necessary that the reader understand these to be directions for future research with thought and care to design study protocols that can unravel these confounders. Further still, this study’s data represents only attempts to obtain the same results purported in prior works. This is distinct from whether the conclusions from prior papers may be in error due to insufficient effort at tuning baselines or other factors. This is a distinct and important problem beyond the scope of this work, but has been found relevant to a number of sub-domains (Dacrema et al., 2019; Blalock et al., 2020; Musgrave et al., 2020; Cremonesi and Jannach, 2019).

The caveats are amplified because the study is based on work with one reproducer. As such, it may not generalize to other individuals, and it may not generalize to other sub-disciplines within machine learning. To do so would require significant reproduction attempts from many individuals with varied backgrounds (e.g. training, years experience, education) and with careful controls. The original study was over a span of 8 years, so progress is unlikely unless a communal effort to collect this information occurs. A cohort of only 125 participants would constitute a millennia of person effort to make a better corpus over the same conditions. Our hope is that this work, by showing how we can better quantify reproduction attempts via time spent, gives the requisite objective needed to begin such larger communal efforts.
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A Non-linear Error in Linear Cox Model

Below is the plots showing the residuals for the two features that failed the cox model test. In both cases the errors appear to be mildly non-linear, causing the test to fail, but still show that the cox model was a reasonable fit to the data.

![Plots showing residuals for two variables](image)

Figure 4: Residual errors for for the two variables which differed from the null hypothesis.

B XGBoost Code Snippet

Here we include snippets of code used to produce the results of this paper so that their exact details are available and can be easily re-implemented. First, the below code specifies the functions used for training the XGBoost model and selecting the parameters via cross validation. The Optuna library was used to perform this parameter search. The function $c_{\text{statistic}}_{\text{harrell}}$ implements the Concordance score referenced in section 4, and the $c_{\text{eval}}$ function wraps the concordance calculation in a manner that XGBoost will accept as a target metric.

```python
# XGBoost code snippet

def c_statistic_harrell(pred, labels):
    total = 0
    matches = 0
    for i in range(len(labels)):
        for j in range(len(labels)):
            if labels[j] > 0 and abs(labels[i]) >
                labels[j]:
                total += 1
            if pred[j] > pred[i]:
                matches += 1
    return matches/total

def c_eval(predt, dtrain):
    y = dtrain.get_label()
    return 'c', c_statistic_harrell(predt, y)

def objective(t):
    # t: the optuna trial object
    depth = t.suggest_int('max_depth', 3, 10)
    eta = t.suggest_loguniform('eta', 0.003, 0.5)
    subsample = t.suggest_uniform('subsample', 0.2, 0.7)
    rounds = t.suggest_int('rounds', 10, 300)
    colsample_bytree = t.suggest_uniform('colsample_bytree', 0.3, 1.0)
    colsample_bylevel = t.suggest_uniform('colsample_bylevel', 0.5, 1.0)
    lambda_ = t.suggest_uniform('lambda', 0.1, 2.0)

    params = {
        "eta": eta,
        "max_depth": depth,
        "objective": "survival:cox",
        "subsample": subsample,
        "colsample_bytree": colsample_bytree,
        "colsample_bylevel": colsample_bylevel,
        "lambda": lambda_,
        'silent':1
    }

    cv_results = xgboost.cv(
        params,
        xgb_full_ord,
        num_boost_round=rounds,
        seed=42,
        nfold=10,
        feval=c_eval
    )

    return cv_results.tail(n=1)['test-c-mean'].values[0]

study = optuna.create_study(direction='maximize')
study.optimize(objective, n_trials=100)
```

After running this search, the below parameters are the result found when we ran the above code and are used for all
C Replication of Cox Analysis using Median instead of Mean

We have stated that using the mean vs median provides different but qualitatively similar results. In this section, we show the results comparing the imputation by mean value (done in the main paper) versus the median reproduction time (here in this appendix). For all results, the mean will be shown on the left and median on the right. Starting with Table 4, we can see that conclusions on significance are not impacted at our threshold $\alpha$.

Table 4: Comparing p-values when training a linear Cox proportional hazard model for each feature’s importance between the Cox model with non-reproductions estimated as $\geq$ mean (middle column) and $\geq$ median (right column).

| Feature                           | Cox by Mean | Cox by Median |
|----------------------------------|-------------|---------------|
| Year Published                   | 0.92        | 0.62          |
| Year Attempted                   | 0.45        | 0.46          |
| Has Appendix                     | 0.07        | 0.05          |
| Uses Exemplar Toy Problem        | 0.20        | 0.28          |
| Looks Intimidating               | 0.20        | 0.25          |
| Exact Compute Used               | 0.39        | 0.49          |
| Data Available                   | 0.81        | 0.98          |
| Code Available                   | 0.18        | 0.28          |
| Number of Authors                | 0.68        | 0.47          |
| Pages                            | 0.82        | 0.79          |
| Num References                   | 0.54        | 0.47          |
| Number of Equations              | 0.74        | 0.80          |
| Number of Proofs                 | 0.47        | 0.55          |
| Number of Tables                 | 0.86        | 0.89          |
| Number of Graphs/Plots           | 0.51        | 0.63          |
| Number of Other Figures          | 0.98        | 0.85          |
| Conceptualization Figures        | 0.13        | 0.17          |
| Hyperparameters Specified        | 0.49        | 0.34          |
| Algorithm Difficulty             | 0.03        | 0.07          |
| Paper Readability                | <0.005      | <0.005        |
| Pseudo Code                      | <0.005      | <0.005        |
| Compute Needed                   | 1.000       | 0.98          |
| Rigor vs Empirical               | 0.02        | 0.02          |

In Figure 5 and Figure 6, we show the SHAP scores for each feature in detail from an XGboost tree optimized by Optuna. The Median based results had a slightly lower cross-validated concordance of 0.76 but are otherwise similar in quality.
Figure 5: SHAP individual features (change in log-hazard ratio) for several numeric features on the y-axis with feature values on the x-axis. Each figure has a color set based on the value of a second feature, indicated on the right. The second feature is selected by having the highest SHAP interaction. The left column shows the results when using the mean to impute a right censored value for non-reproduced papers. The right column shows the results when using the median.
Figure 6: Continuation of Figure 5