MAP-Gen: An Automated 3D-Box Annotation Flow with Multimodal Attention Point Generator
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Abstract—Manually annotating 3D point clouds is laborious and costly, limiting the training data preparation for deep learning in real-world object detection. While a few previous studies tried to automatically generate 3D bounding boxes from weak labels such as 2D boxes, the quality is sub-optimal compared to human annotators. This work proposes a novel autolabeler, called multimodal attention point generator (MAP-Gen), that generates high-quality 3D labels from weak 2D boxes. It leverages dense image information to tackle the sparsity issue of 3D point clouds, thus improving label quality. For each 2D pixel, MAP-Gen predicts its corresponding 3D coordinates by referencing context points based on their 2D semantic or geometric relationships. The generated 3D points densify the original sparse point clouds, followed by an encoder to regress 3D bounding boxes. Using MAP-Gen, object detection networks that are weakly supervised by 2D boxes can achieve 94∼99% performance of those fully supervised by 3D annotations. It is hopeful this newly proposed MAP-Gen autolabeling flow can shed new light on utilizing multimodal information for enriching sparse point clouds.

I. INTRODUCTION

Recently, 3D object detection models and datasets are emerging rapidly, especially in the context of autonomous driving. For open 3D detection datasets, such as KITTI Benchmark Dataset [1], Waymo Open Dataset [2], nuScenes Dataset [3] and PandaSet [4], there is a trend for the datasets to grow larger to include various scenes. Also, fine-tuning on customized datasets is still a standard and effective practice in real-world applications. However, annotating these datasets requires enormous manual work, which limits deep learning techniques for broader application and deployment.

As is well-known, annotation requires much more human effort than data collection, particularly for LiDAR scans. To label a 3D bounding box, annotators need to pan and rotate the viewpoint repetitively, followed by adjusting the boxes. Statistics show it takes an experienced annotator around 114s for labeling a 3D bounding box, or 30s if an extra 3D object detector is used as an assistance [5]–[7]. On the other hand, weak annotations such as 2D bounding boxes on images cost much less, which makes it promising if 3D boxes can be automatically generated from the weak annotations.

Several previous studies deploy weak annotations, such as center-clicks [7], [8], extreme-points [9], [10], polygon-points [11], [12], 2D bounding boxes [13], [14], or 2D segmentation masks [15], [16]. To facilitate 3D object detection with lower annotation costs, a few existing methods enhance the weak labels into a stronger form, for example, from 2D bounding boxes to 3D boxes [13]. After that, object detectors can be trained under weak supervision (i.e., 2D boxes), given 3D pseudo labels generated by these autolabelers.

However, the sparsity and irregularity of LiDAR scans make automatic 3D bounding box generation a challenging problem. As in Fig. 1a, point clouds are sparse, especially for far regions where objects can be unrecognizable due to inadequate points. Since the sparsity grows as the distance gets farther, the number of points per instance can fluctuate significantly, thus complicating the 3D label generation task.
To handle such sparsity problem, some existing methods \cite{13}, \cite{14}, \cite{17} leverage RGB images to coarsely locate or distinguish objects in the sparse point clouds, as shown in Fig. 1a and Fig. 1b. For example, it is easier to distinguish objects from similarly shaped background objects (e.g., pedestrian vs. traffic light pole) in images than in LiDAR point clouds \cite{17}. However, almost all existing multimodal autolabelers \cite{7}, \cite{13}, \cite{15}, \cite{18}, \cite{19} take images as auxiliary, either cropping/zooming to particular regions of the point cloud or fusing point features with image features. Although they are the current state-of-the-art methods, we argue this approach does not fully address the sparsity problem because the cloud sizes remain unchanged. Their performance also exhibits an obvious gap versus human annotations.

As for the irregularity, voxel-based approaches \cite{20}, \cite{21} convert point clouds into voxels for batch processing, but suffer from information loss. Alternatively, point-cloud-based methods \cite{22}, \cite{23} randomly sample or duplicate points for uniform cloud sizes, which slightly affect the point distribution but without information loss. Nonetheless, the sampling strategy increases the computation overhead without substantial gain in accuracy as no extra information is introduced.

This paper proposes the multimodal attention point generator (MAP-Gen) that generates high-quality pseudo 3D annotations from 2D bounding boxes. We design a novel multimodal attention module to address the aforementioned issues simultaneously. For each 2D bounding box, the corresponding frustum region of the point cloud is extracted as in Fig. 1a. Segmentation is then carried out on both the image and frustum point cloud to remove the backgrounds. After that, the multimodal attention module leverages image information to generate new foreground points and enrich the sparse point cloud. As shown in Fig. 1c, for each target pixel, MAP-Gen estimates the corresponding 3D coordinates by referring to other available context points, based on their semantic and geometric relationships on the image. In the last stage, we directly predict the 3D bounding box from the enriched point cloud. Experiments prove that MAP-Gen effectively improves the label quality, especially for difficult samples. Our contributions are threefold:

- We develop MAP-Gen to automatically generate high-quality 3D annotations from weak 2D boxes, thus significantly saving human workloads.
- The proposed multimodal attention module constitutes a new way of leveraging image information to solve the sparsity and irregularity problems in LiDAR tasks.
- MAP-Gen is extensively evaluated on the KITTI Benchmark dataset, and shown to outperform existing state-of-the-art baselines by a large margin.

II. RELATED WORK

A. Multimodal Approaches for 3D tasks

LiDAR scans are usually sparse without color information, making it challenging to recognize objects, especially for far regions. While images provide dense color information, the absence of depth information severely restricts 3D tasks like object detection tasks. Therefore, it is a natural idea to combine the two modalities for better performance.

MV3D \cite{24} is a pioneering work to merge LiDAR point clouds with 2D images for 3D object detection. To handle the different viewpoints from the LiDAR’s bird’s eye view (BEV) and an image, AVOD \cite{25} makes use of 3D anchors to bridge the different modalities. Later, Frustum PointNet \cite{14} generates 2D proposals on the image and then uses cascading PointNet \cite{22} to predict 3D boxes. Similarly, FGR \cite{13} extracts preliminary frustum sub-clouds from which 3D annotations are generated. On the other hand, PI-RCNN \cite{26} and PointPainting \cite{17} try to directly fuse point cloud features with the image information. PointPainting performs semantic segmentation on 2D images and concatenates the segmentation logits with 3D-point features. Besides, PI-RCNN fuses image features into point clouds with their new PACF module. Other methods, such as EPNet \cite{27} and ACMNet \cite{28}, adopt a gating mechanism to control the portion of LiDAR and image information during fusion.

Although these previous works have demonstrated satisfactory results at the time they were published \cite{28}, \cite{29}, some later single-modal methods have surpassed them \cite{30}, \cite{31}. Moreover, such extra performance often comes at the expense of higher computation and memory costs due to the extra inputs, thus incurring a higher hurdle for online tasks than their offline counterparts. In fact, how to fully utilize multimodal information remains an open question \cite{32}.

B. Generating 3D bounding boxes from weak labels

Annotating point clouds is typically time-consuming and laborious \cite{7}, \cite{18}, which significantly hinders the preparation of datasets or the fine-tuning of models on custom scenes. Subsequently, it is of high interest and value to automatically generate 3D labels from weak ones such as 2D bounding boxes. Nevertheless, only a few previous works tried to automatically generate 3D boxes from weak 2D annotations. Ref. \cite{15} predicts 3D bounding boxes from raw point clouds and 2D instance segmentation results. SDF \cite{33} uses predefined CAD models to estimate 3D geometry based on 2D bounding boxes and the sparse point clouds. FGR \cite{13} locates frustum point clouds from 2D boxes, coarsely segments the clouds to remove backgrounds, and then directly computes 3D bounding boxes. FGR is a non-training algorithm but achieves state-of-the-art performance for easy samples on KITTI. WS3D \cite{7}, \cite{18} and Ref. \cite{34} propose a new type of weak annotation named center clicks, achieving state-of-the-art performance on moderate/hard samples on KITTI. In particular, users first click on the object center from the image and then adjust the centroid on BEV. Nonetheless, center clicks require annotators to continually shift between images and BEVs. In contrast, 2D bounding boxes are more available, either manually annotated or from various 2D detection models \cite{14}.

Nonetheless, the aforementioned autolabelers mainly employ image information to narrow down the scope without addressing the sparsity problem, resulting in an apparent
accuracy drop for moderate and hard samples, which are usually far and hence sparse. This work is based on the premise that alleviating the sparsity problem can effectively boost the quality of generated annotations, as is verified through extensive experiments.

III. METHODOLOGY

Given an image cropped by a 2D box and the corresponding frustum point cloud, the goal of MAP-Gen is to automatically generate 3D bounding box annotations. As shown in Fig. 2, MAP-Gen consists of three stages: 1) foreground segmentation, 2) point cloud enrichment, and 3) 3D box regression. The image and point cloud are first segmented to remove the backgrounds. Then new points are generated by the proposed multimodal attention module to alleviate the sparsity issue. Finally, a simple PointNet [22] is used to regress 3D boxes from the enriched point clouds.

Specifically, MAP-Gen is trained with a small amount (500 frames) of ground truth 3D boxes. After training, the MAP-Gen works as an autolabeler and is used to re-label the KITTI dataset. Given weak annotation of 2D boxes, MAP-Gen outputs pseudo 3D labels which can be used for training any object detection network (e.g., PointRCNN). The following sections elaborate on how MAP-Gen generates 3D boxes from weak 2D annotations.

A. Foreground Segmentation

First, the region enclosed by each 2D bounding box is cropped and resized to a fixed size $H \times W$. Given the LiDAR-camera projection matrix, each point in the 3D LiDAR coordinate system can be projected onto the 2D plane of the camera image. As illustrated in Fig. 1a, we extract the frustum sub-cloud $\mathcal{P} \in \mathbb{R}^{n \times 3}$ whose 2D projects $\mathcal{P}_{2d} \in \mathbb{R}^{n \times 2}$ are within the target 2D bounding box. $n$ is the number of points in the cloud. Corresponding RGB values for $\mathcal{P}$ are also extracted based on the projection.

Then, the RGB point cloud is segmented by a PointNet [22], while the image is segmented by a PSPNet [35] with a Res18 [36] backbone. The outputs are $l_{pn}, l_{pssp} \in \mathbb{R}^{n \times 2}$ respectively, denoting the foreground/background segmentation results. Here $l_{pssp}$ is extracted from the PSPNet’s $H \times W$ segmentation map by the aforementioned LiDAR-image mapping. During training, points within the ground truth 3D boxes are regarded as foreground, and Cross-Entropy Loss is used for both $l_{pn}$ and $l_{pssp}$. We balance the loss for foregrounds and backgrounds by their populations. Although there are no ground-truth segmentation masks for the images, the CNN is partially supervised by calculating loss only for pixels with LiDAR point projection. As shown in Fig. 2, images are coarsely segmented.

B. Point Generation with Multimodal Attention

After segmentation, we remove the background points, resulting in a new point cloud $\mathcal{P}' \in \mathbb{R}^{n' \times 3}$, where $n' (\leq n)$ is the number of remaining points. Then the proposed multimodal attention module generates new foreground points to enrich $\mathcal{P}'$ to a predefined size $m$ via the following steps:

a) 2D Target Sampling: To enrich $\mathcal{P}'$, $k = m - n'$ pixels are randomly sampled from the image foreground, representing targets. The sampled target pixels have known 2D coordinates $\mathcal{C}_{2d} \in \mathbb{R}^{k \times 2}$ and features $\mathcal{F}_{2d} \in \mathbb{R}^{k \times c}$ extracted from the feature pyramid in PSPNet. Their 3D coordinates are unknown and to be estimated in later steps.

b) Sequence Building: Merging the segmented cloud $\mathcal{P}'$ and the $k$ sampled targets, an order-invariant sequence $S$ of length $m$ is built,

$$S = \left\{ (\mathcal{C}_{2d}^{(1)}, \mathcal{F}_{2d}^{(1)}, \mathcal{F}_{3d}^{(1)}), \ldots, (\mathcal{C}_{2d}^{(m)}, \mathcal{F}_{2d}^{(m)}, \mathcal{F}_{3d}^{(m)}) \right\}$$

In $S$, each tuple denotes a point with 3 properties, namely, 2D coordinate $\mathcal{C}_{2d}^{(i)}$, 2D feature $\mathcal{F}_{2d}^{(i)}$ and 3D feature $\mathcal{F}_{3d}^{(i)}$ derived from 3D coordinates $\mathcal{C}_{3d}^{(i)}$ by the function $f$ (e.g., a multilayer perceptron). For the $k$ targets without known 3D coordinates, we fill their 3D features with an identical trainable embedding vector $u$ as the unknown features. Next, we try to recover 3D features and hence 3D coordinates for the $k$ targets.

c) Multimodal Attention: We restore the 3D features by the proposed multimodal attention mechanism. By referencing context points based on the semantic and geometric relationships, 3D features are interpolated for the target points. As...
shown in Fig. 3, the multimodal attention module effectively alleviates the sparsity problem by generating new points.

Recently, self-attention approaches have achieved great success in the NLP and 2D CV tasks [37]–[40]. While this work proposes a new type of self-attention to generate 3D points from context points using multimodal inputs. Given a target point’s 2D feature and coordinates, we aim to restore its 3D feature \( F_{3d} \) by querying context points from \( P' \). As illustrated in Fig. 3, for each point we derive a key \( K \) and a query \( Q \) from their 2D coordinates, 2D features and 3D (known or unknown) features. The attention score between every two points is calculated by multiplying one point’s query with the other’s key as in Eq. (2d).

\[
\begin{align*}
Q &= f_g(f_{pos}(C_{2d}) \odot F_{2d} \odot F_{3d}) \\
K &= f_k(f_{pos}(C_{2d}) \odot F_{2d} \odot F_{3d}) \\
V &= f_v(F_{3d}) \\
F_{3d}' &= \sigma(\frac{QK^T}{\sqrt{d}})V
\end{align*}
\]

where \( f_{pos} \) is position embedding function, \( \odot \) denotes concatenation, \( f_q, f_k, f_v \) are three fully connected layers, \( \sigma \) is softmax function and \( \sqrt{d} \) is a scaling factor as in Ref. [41].

Noted that key and query are derived from all available information while value comes from the 3D features \( F_{3d} \) only. The motivation of this asymmetric design is that 2D position and semantic information provide critical references to determine the relationship of two points. However, we are only interested in the 3D feature for output to decode the 3D coordinates of target pixels. Therefore, we deliberately avoid mixing different modalities into the point representation \( V \).

Different from common transformers, \( S \) is unordered so we do not use sequence-level position embeddings, except the image position embedding \( f_{pos}(C_{3d}) \). Moreover, the target points will not be attended by others, because they have no 3D features and do not contribute to the context. After a stack of multimodal attention layers, a multilayer perceptron (MLP) head \( g \) is used to retrieve 3D coordinates for the targets:

\[
C_{3d} = g(F_{3d})
\]

\( d \)-Mask and Recover: There are no point generation labels for our task. Therefore, we adopt a mask-and-recover strategy to supervise the multimodal attention module. A random portion of the foreground points from \( P' \) are masked and the model is asked to recover them during training. For the points to be masked, we replace their original 3D features with the trainable embedding vector \( u \). The point generation loss \( \mathcal{L}_{gen} \) is calculated by SmoothL1 loss on masked points.

**C. Regressing 3D boxes**

The proposed multimodal attention module enriches the sparse point cloud \( P' \) and alleviates the sparsity and irregularity issues simultaneously. As in Sec. III-A the corresponding RGB values are extracted again, forming an enriched RGB cloud \( P_{rgb} \in \mathbb{R}^{m \times 6} \). Another PointNet encodes the \( P_{rgb} \) into a global feature vector \( F_{pc} \). Meanwhile, the global image representation is derived by performing global average pooling \( \mathcal{A} \) on the image feature map \( Z \in \mathbb{R}^{H \times W \times C_i} \) from the PSPNet in Sec. III-A. Finally, an MLP head \( h \) decodes the 3D bounding box \( B \), which can be formulated as:

\[
\begin{align*}
F_{img} &= \mathcal{A}(Z) \\
B &= h(F_{pc} \odot F_{img})
\end{align*}
\]

where \( B \) is defined by a 7-dimensional vector including the \( x, y, z \) location, height, length, width and rotation along the \( z \)-axis. We use the dIoU loss \( \mathcal{L}_{iou} \) [45]–[47] for training.
| Method          | Full Supervision | \( \text{AP}_{3D}(\text{IoU} = 0.7) \) | \( \text{AP}_{BEV}(\text{IoU} = 0.7) \) |
|----------------|------------------|---------------------------------|---------------------------------|
|                | Easy  | Moderate | Hard   | Easy  | Moderate | Hard   |
| MV3D [24]      | ✓     | 74.97    | 63.63  | 54.00  | 86.62    | 78.93  | 69.80  |
| F-PointNet [14] | ✓     | 82.19    | 69.79  | 60.59  | 91.17    | 84.67  | 74.77  |
| AVOID [25]     | ✓     | 83.07    | 71.76  | 65.73  | 90.99    | 84.82  | 79.62  |
| SECOND [42]    | ✓     | 83.34    | 72.55  | 65.82  | 89.39    | 83.77  | 78.59  |
| PointPillars [20] | ✓   | 82.58    | 74.31  | 68.99  | 90.07    | 86.56  | 82.81  |
| PointRCNN [43] | ✓     | 86.96    | 75.64  | 70.70  | 92.13    | 87.39  | 82.72  |
| Part\( \text{A}^2 \) [44] | ✓ | 87.81    | 78.49  | 73.51  | 91.70    | 87.79  | 84.61  |
| PV-RCNN [30]   | ✓     | 90.25    | 81.43  | 76.82  | 94.98    | 90.65  | 86.14  |
| FGR [13]       |        | 80.26    | 68.47  | 61.57  | 90.64    | 82.67  | 75.46  |
| WS3D [7]       |        | 80.15    | 69.64  | 63.71  | 90.11    | 84.02  | 76.97  |
| WS3D(2021) [18] |        | 80.99    | 70.59  | 64.23  | 90.96    | 84.93  | 77.96  |
| MAP-Gen (Ours) | (2D box) | 81.51    | 74.14  | 67.55  | 90.61    | 85.91  | 80.58  |

TABLE I: Results on KITTI test set (%). We train the proposed MAP-Gen with 500 frames data from the KITTI training set. Then the MAP-Gen generates pseudo labels for all the frames in the training set to train another PointRCNN model.

D. Training Procedure

In the above tri-module design, later stage relies on the performance of previous ones, e.g., image segmentation in Sec. III-A affects the target sampling in Sec. III-B. Therefore, we train them in three stages separately. First, the segmentation model is trained by minimizing the segmentation loss \( \mathcal{L}_{\text{seg}} \). Then, we train the multimodal attention module with \( \mathcal{L}_{\text{gen}} \). In the last stage, the final PointNet with box head are trained together by the loss \( \mathcal{L}_{\text{total}} \).

IV. EXPERIMENTS

The proposed MAP-Gen is trained with only 500 frames of the KITTI dataset, and is then used to relabel the whole dataset with ground-truth human annotations. In the end, we provide visualization results for qualitative evaluation and interpretability.

A. Experiment Settings

a) Dataset: We adopt the KITTI Benchmark Dataset [1] and split the data into training set (3712 frames) and validation set (3769 frames) same as [13], [30], [43]. Since MAP-Gen works on objects, we pre-process the dataset and extract the objects inside 2D bounding boxes. Each object is affiliated with a frustum sub-cloud \( P \), the projected 2D coordinates \( P_{\text{2d}} \) and the cropped image in the 2D box region. Some objects have no foreground LiDAR points, hence not feasible for point generation or autolabeling. Herein we follow FGR [13] to filter the dataset and preserve objects with at least 30 points and 5 foreground points for training MAP-Gen.

b) Implementation Details: For foreground segmentation and box regression, we use vanilla networks of PointNet [22] and PSPNet [35] with a light encoder of Res18. The multimodal attention module contains 4 layers, each having 8 heads, whereas the hidden and intermediate sizes are set to be 512 and 1024, respectively. The 2D position encoding \( f_{\text{pos}} \) and 3D feature embedding function \( f \) and two heads of \( g, h \) are all implemented with 2-layer MLPs. Both input and enriched cloud size \( n, m \) are set as 1024.

MAP-Gen is trained with a small portion (500 frames) of the KITTI training set. Adam optimizer [48] is adopted with a learning rate of 5e−4 and batch size of 32. CosineAnnealing [49] scheduler is employed with a 5% linear warmup. Following common 3D object detection practice and FGR [13], Average Precision (AP) and mean Intersection over Union (mIoU) are used as our quality metrics.

B. Weakly Supervised 3D Detection

We examine MAP-Gen by training another 3D object detection network with the generated annotations. Same as FGR [13] and WS3D [7], we choose PointRCNN [43] as the object detector. The PointRCNN is trained with pseudo 3D labels generated by MAP-Gen from the weak 2D boxes, and then evaluated with ground-truth human annotations. We compare our method with other baselines on both the KITTI test and validation sets.

a) Test Set: Tab. I shows the results of our MAP-Gen and other baselines on the KITTI test set. To the best of our knowledge, only a few existing works study the problem of generating strong labels from weak ones, among which FGR [13] and WS3D [7], [18] are the current state-of-the-art methods. FGR requires no training but suffers more accuracy drops than WS3D in moderate and hard samples. However, BEV centroids are used as weak annotations in WS3D, which provides more 3D information than 2D boxes.

As shown in Tab. I, our method outperforms WS3D and FGR significantly. Especially for difficult samples, MAP-Gen improves the 3D detection accuracy \( \text{AP}_{3D} \) by 3.55% and 3.32% on moderate and hard samples, respectively. These results support our motivation well since moderate and hard samples are usually farther and with sparser clouds than easy ones. Namely, they suffer more from the sparsity issue. With MAP-Gen the sparsity is mitigated by newly generated points, and thus the accuracy improves significantly compared with the baselines. Specifically, the weakly supervised PointRCNN achieves 93.7%, 98.0%, and 95.5% performance of the original model on easy, moderate, and hard categories, respectively.
Table II: KITTI val set results (%) versus the fully supervised PointRCNN and other weakly supervised baselines.

| Method               | Full Supervision | AP<sub>3D</sub>(IoU = 0.7) |
|----------------------|------------------|-----------------------------|
|                      |                  | Easy | Moderate | Hard   |
| PointRCNN [43]       | ✓                | 88.88 | 78.63    | 77.38  |
| WS3D [7] (BEV Cent.) |                  | 84.04 | 75.10    | 73.29  |
| WS3D(2021) [18]      |                  | 85.04 | 75.94    | 74.58  |
| FGR [13]             | (2D box)         | 86.68 | 73.55    | 67.91  |
| MAP-Gen (Ours)       | (2D box)         | 87.87 | 77.98    | 76.18  |

Table III: Ablation study on MAP-Gen. Enriched point cloud effectively improves pseudo labels’ quality.

| Item                  | Variants | mErr | mIoU | Recall | 0.7   |
|-----------------------|----------|------|------|--------|------|
| MAP-Gen (ours)        | ✗        | 0.1325 | 67.64 | 62.70  |      |
| Generation            | ✗        | 65.72 | 57.89 |        |      |
| Pos-Emb               | Sinusoid | 0.1374 | 67.43 | 60.82  |      |
|                       | None     | 0.1372 | 67.05 | 60.52  |      |
| Fusion                | Add      | 0.1417 | 67.40 | 62.53  |      |
|                       | Gating   | 0.1665 | 67.39 | 60.81  |      |
| Asymmetric            | ✗        | 0.1537 | 67.29 | 61.42  |      |

b) Validation Set: In Tab. II, MAP-Gen achieves over 98% of the original accuracy on all difficulty levels. Impressively, the accuracy drop on the validation set is merely 1.2% for the hard category. On the validation set, MAP-Gen yields comparable quality as human annotations. Compared with previous methods of FGR and WS3D, the improvements are still promising, being 1.19%, 2.04% and 1.8% higher than the second-best, for easy, moderate and hard samples. Noted that another three works CC [50], VS3D [19] and SDF [33] also report their scores on the KITTI validation set. However, they adopt much easier metrics of AP<sub>3</sub>D(IoU=0.25) or AP<sub>3D</sub>(IoU=0.5), and have been surpassed by FGR and WS3D by large margins, so their results are not listed in Tab. II.

The above results demonstrate that MAP-Gen can automatically generate high-quality pseudo 3D annotations from 2D bounding boxes, saving considerable workload for human annotators. Our method also significantly improves the accuracy for weakly supervised 3D detection.

C. Ablation study

We also conduct ablation studies on the KITTI validation set to further verify MAP-Gen’s contributions. To decouple possible perturbations from the detector, we compare the pseudo labels directly with the manual counterparts. Since the major innovation of MAP-Gen is point generation with the proposed multimodal attention design, we focus on ablating this module. In Tab. III, we evaluate different technical choices. The accuracy is measured in three metrics, mean error of estimated 3D coordinates, mean IoU and recall with IoU > 0.7 as the threshold. In the second row of Tab. III, the multimodal attention module is removed, resulting in a large drop of 4.81% for recall. Below that, we examine other position embedding functions. Sinusoid is the original position embedding function from [41] and None means no position embedding is used. Different fusion methods, namely add and gating, are also evaluated. In the last row, we use vanilla self-attention, where Q, K, V have the same information source. The above variants’ all have slight accuracy drops, but still obviously higher than without the generation module, proving the effectiveness of our method.

V. Qualitative Results

In Fig. 4, we visualize some samples including the segmented point clouds P' (left), images with target pixels (middle), and enriched points cloud from MAP-Gen (right). It can be observed that the problems of sparsity and irregularity have been significantly overcome by MAP-Gen, whereby the improvement is more obvious for sparser samples. This also explains why sparser (moderate/hard) samples benefit more from MAP-Gen than denser (easy) ones.

VI. Conclusion

This work has proposed MAP-Gen, an autolabeler for generating high-quality 3D annotations from the weak labels of 2D bounding boxes. To overcome the problems of point cloud sparsity and irregularity, a novel multimodal attention mechanism is developed for estimating 3D geometry and enriching the sparse point clouds based on 2D images. Evaluated on the KITTI dataset, MAP-Gen is proved to significantly improve the accuracy of weakly supervised object detectors, surpassing state-of-the-arts by a large margin. MAP-Gen represents a new strategy to enrich sparse point clouds, and has an important implication on a fully automated annotation flow utilizing multimodal information.
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