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Abstract: The focus of this work is to design a deeply quantized anomaly detector of oil leaks that may happen at the junction between the wind turbine high-speed shaft and the external bracket of the power generator. We propose a block-based binary shallow echo state network (BBS-ESN) architecture belonging to the reservoir computing (RC) category and, as we believe, it also extends the extreme learning machines (ELM) domain. Furthermore, BBS-ESN performs binary block-based online training using fixed and minimal computational complexity to achieve low power consumption and deployability on an off-the-shelf micro-controller (MCU). This has been achieved through binarization of the images and 1-bit quantization of the network weights and activations. 3D rendering has been used to generate a novel publicly available dataset of photo-realistic images similar to those potentially acquired by image sensors on the field while monitoring the junction, without and with oil leaks. Extensive experimentation has been conducted using a STM32H743ZI2 MCU running at 480 MHz and the results achieved show an accurate identification of anomalies, with a reduced computational cost per image and memory occupancy. Based on the obtained results, we conclude that BBS-ESN is feasible on off-the-shelf 32 bit MCUs. Moreover, the solution is also scalable in the number of image cameras to be deployed and to achieve accurate and fast oil leak detections from different viewpoints.
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1. Introduction

The wind industry is continuing its growth without peace. In 2017 there were 341,000 wind turbines on the planet [1]. In June 2021 alone, 3.5 gigawatts of new wind turbines were opened, proving that the need for wind energy and renewable resources is continuing to be a priority for many countries. In 2021, it is expected that the capacity of wind turbines will increase substantially [2]. They are typically clustered together in wind farms [3–5], each of which can generate enough electricity to power thousands of homes. Wind farms are usually located on top of a mountain or in an otherwise windy place, e.g., offshore in the sea, to take advantage of natural winds [6]. An example is the Walney Extension located in the Irish Sea approximately 19 km west of the northwest coast of England and covers a massive area of 149 square kilometers [7]. Each of the 87 wind turbines stands 195 m tall, making these offshore wind turbines some of the largest wind turbines in the world. The Walney Extension has the potential to generate 659 megawatts of power, which is enough to supply 600,000 homes in the United Kingdom with electricity. As a consequence, for those wind turbines inspection, monitoring, and repairing is a very complex and costly task performed in a harsh environment and represents a fast-growing...
industry due to the high number of existing wind turbines requiring maintenance and approaching an advanced age. As these wind turbines age, predictive maintenance is emerging as a must-have requirement.

Predictive maintenance differs from preventive maintenance because it relies on the actual condition of equipment, rather than average or expected life statistics used to predict when maintenance will be required. Typically, Machine Learning approaches are adopted for the definition of the actual condition of the system [8–10] including the capability to detect anomalies [11–14].

In particular, oil leak detection in wind turbines is an interesting problem, since it can provoke fires inside the turbine and because human prompt intervene is very difficult to happen, being both dangerous and very expensive [15,16]. Furthermore, the access to the inside cabin of the generator is even more challenging as they may be located offshore or in hard-to-access locations. The inside of the generator offers an interesting opportunity: it is a closed, fully controlled environment suitable to be monitored using image cameras. Indeed, it is characterized by uniform color background, limited presence of dust and dirt, absence of stains, which make the conditions quite constant in absence of anomalies. This suggests that the deployment of image cameras to monitor them is much less affected by perspective and illumination changes than cameras operating in other open un-controlled environment scenarios, such for example autonomous driving. Therefore, they can be used to perform oil leak detection in a kind of laboratory-controlled working conditions, allowing the oil leak to be the only possible change to be detected. It is worth noting that despite the fully controlled conditions, the acquired images can still be characterized by the presence of noise introduced for example by the degradation of the image sensors. Once any anomaly will be detected, it will be promptly communicated to the maintenance service department and then a specialized operator intervention will be programmed.

The proposed system is conceived in such a way that image sensors are framing the junction between the shaft and the bracket of the power generator, where oil leaks would be located in the case of anomaly. The junction needs to be framed with a 360° field of view. For this reason, at least 3 or 4 cameras would be needed (the zones framed by the camera can also be overlapped) depending on the field of view. Figure 1 shows a simplified scheme with 4 cameras framing the junction.
Figure 1. Exemplary installation with 4 cameras framing the junction where anomalies can happen. (a) The cameras framing the junction. (b) Block diagram of the cameras framing the junction, being synchronized in time.

Such system architecture needs to design a machine learning-based anomaly detector per each camera, to detect anomalies 360 degree.

Inside each image, a precisely defined zone of interest is defined, limiting the search area of the leaks, with also the advantage of reducing the processing complexity.

To the best of our knowledge, no public dataset about this problem exists in the state of the art and to simulate the zone of interest for the design and test of the anomaly detector. Collecting this type of image indeed would require direct access to the internal structure of wind turbines, limiting the possibilities of acquisition to companies performing their maintenance. To mitigate this limitation, the images used in this paper have been produced through 3D graphics photo-realistic rendering, reproducing scenarios with and without anomalies and from different viewpoints, i.e., camera positions. The noise both during the generation of the images and during their import in the system for validating the proposed approach tries to minimize their artificiality and makes them as close as possible to real images. Nevertheless, it is not guaranteed that the type of added noise covers whatever type of irregularities caused by unpredicted external factors in the considered environment. For this reason, availability in the future of real images datasets can actually help in validating the proposed approach.
The challenge we addressed consists of designing a system that can learn on site the normality with low and fixed computational complexity as well as fixed memory storage during its functioning. Thus, we investigated a system that can possibly run with low power consumption on a cheap and off-the-shelf micro-controller (MCU) which, in a preferred embodiment, is attached to all those image sensors instantiated into the system to achieve close-to-sensor machine learning computing.

The constraint of fixed complexity learning brought us to the choice of an echo state network, which belongs to the reservoir computing category, as will be specified in Section 3. Low complexity requirements are not only achieved by designing a neural network with parsimonious model size but also binarizing the images captured by the sensor before being processed by the neural network. This is also possible due to the controlled lighting and overall working conditions inside the generator cabin. The images binarization, in turn, creates another opportunity: to further reduce the complexity of the network by deeply quantizing and at most even binarizing its weights, including the reservoir layers ones, and the activations. To aggressively reduce the memory occupation and improve pipelined processing of the system with respect to a network working on the entire image, the framed zones of interest feeding the neural network are further decomposed into non-overlapped blocks to mimic a sequential scan in, for example, lexicographic order, or in any other as the sensor technology permits. Finally, we designed the system with the aim to be robust to defective phototransistors in the image sensor, in order to deal with the lifetime of the system. The sensor’s phototransistors may in fact be damaged by an imperfect manufacturing process, aging, or averse ambient conditions such as temperature variations.

In summary, the peculiarity of the proposed work is in the use of a deeply quantized (8 and 1 bit) block-based ESN network with more than one reservoir layer, capable of performing online normality (oil leak-free) learning with a cap on complexity and using images decomposed in a block-based temporally processed sequence, followed by a special purpose anomaly evaluator of the network output.

This paper is organized as follows: Section 2 introduces the system architecture and the requirements to be full-filled; Section 3 reviews related work and highlights major differences versus proposed work; Section 4 describes the novel dataset created to model the problem and in particular images with and without oil leaks; Section 5 describes the novel BBS-ESN pipeline in both full precision baseline and quantized versions. In Section 6 the metrics for evaluating anomaly detection capabilities are introduced; next in Section 7 the obtained results are reported and discussed and in Section 8 the implementation of the quantized BBS-ESN on a STM32 MCU is evaluated, with particular focus on the execution times. Finally, in Section 9 the conclusions and the possible future works are summarized.

2. System Architecture and Associated Requirements

The system architecture is shown in Figure 1. 360-degree monitoring of the junction is achieved, as an exemplary embodiment, using more than one camera with an adequate field of view (as explained in Section 4). The number of cameras to be used depends on their field view, so the system needs to be scalable in their number. Each camera outputs only a limited set of fixed position block-based zones of interest which are next binarized since the background is light and the dark shape of leaks is the only relevant information to solve the problem while there is no need to process color information which is considered redundant and deceitful. The binarization adopted in this study is explained in Section 4.2. Next, the binarized blocks are used as input by the micro-controller unit (MCU) whose aim consists of detecting the presence of any leaks exploiting the presented machine learning solution.

In Figure 2 the block diagram of the system architecture is shown, from the image acquisition to their classification as normal or anomalous. The outputs of the neural network are evaluated with a decision process, called Evaluator, which will be described in detail in Section 6.
The processing complexity that any MCU needs to support shall be minimized without compromising the accuracy of the solution. If that would be achieved, then the derived approach can be implemented on a low-power micro-controller considering limited available embedded RAM and FLASH memory.

To implement the system on a low-power MCU the processing complexity shall be minimized. In fact, the available embedded RAM and FLASH memory in a micro-controller is limited and cannot be expanded further during the aging of the device. Therefore, the neural network must be carefully designed. Besides limiting the network weights number, complexity and memory reduction can be achieved with quantization, even binarization in some cases, of the weights. To further decrease memory buffering complexity, block-based processing is used, mimicking each block decomposed zone of interest in a kind of temporal sequence.

![Image](image.png)

**Figure 2.** BBS-ESN network with camera inputs, processing them as temporal sequences of blocks.

The possibility to implement the detection in an MCU, with small power consumption, is also made possible by the absence of real-time constraints (unlike autonomous driving which requires inference in a few milliseconds). Therefore, once the zones of interest of an image are processed by the micro-controller, then that end can trigger the next zone of interest acquisition to happen. Indeed, another assumption is that the human maintainer intervention time is order of magnitudes greater than the detection time.

Furthermore, since the system must not require pre-knowledge or pre-calibration, the system must be able to learn the normality condition on site. After the learning is concluded in a fixed amount of time, it shall be able to detect anomalies with a low number of false negatives (to avoid missing dangerous anomalies) and false positives (to avoid triggering un-needed human intervention).

### 3. Related Work

Oil leak detection has been used studied in the context of satellites synthetic aperture radar images of the sea surface. One important process in these studies that happens before the evaluation of anomalies is the feature extraction that can take place through thresholding [17,18]. Another common process for these studies, also performed before the evaluation, is the image segmentation [17,19–21]. Segmentation divides the images blocks (of fixed or variable dimensions) into sub-images. The segmentation permits, also, the discarding of unuseful blocks, such as land zones [21].

In this case, however, blocks have been used as a single image, uncorrelated with the other blocks. Moreover, network used was not recurrent, since the images were not analyzed in a temporal fashion.

Apart from these fields of study, block-based image processing has been used in Compressed Sensing [22], Noise Removal [23], Image Recapture [24] and Artifact Removal and Image Compression [25,26].

Anomaly detection or outlier detection is an important problem that refers to the task of identifying patterns in data that do not comply with the expected behaviour [27–30]. The non-conforming and unexpected patterns are called outliers or anomalies. Anomaly detection has been extensively used in a wide variety of applications such as cyber-intrusion detection [31], fraud detection [32], medical anomaly detection [33,34], industrial damage detection [35], hyperspectral image analysis [36], sensor networks [37], image processing [38], to cite just a few. Outlier detection is very popular in industrial applications [39–43] since...
it is critical to the efficient and secure operation of industrial equipment, integrated sensors, and the overall production process. Many industrial real problems focus on finding outliers from time series, i.e., data depending on time [29, 44–48]. This is a challenging task since there are many requirements for time series dataset to meet: (i) the detection algorithm should satisfy real-time requirements, especially in some industrial monitoring, (ii) outliers are not necessary the maximum or minimum data, (iii) it cannot be assumed that data points are independent and identically distributed, due to strong continuity and correlation.

There are three distinct categories of anomaly approaches, depending on the existence of labels in training data, i.e., supervised, semi-supervised, or unsupervised anomaly detection. This paper deals with the last category of unsupervised anomaly detection, which is the most difficult scenario due to the absence of any label of the data. To tackle this problem, a great number of approaches exists based on analyzing segments or subsequences in a pattern sequence. However, the performance of such methods significantly degrades for high-dimensional data or in the presence of noise. To overcome such limitations, deep learning solutions [49–53], have shown to be very effective in solving unsupervised anomaly detection problems.

Two different deep learning approaches have shown to be profitable to solve the above-discussed problem: extreme learning machines (ELMs) and deep echo state networks (DESNs). In this paper, an approach of the second time is presented which includes network quantization and use of intersection of confidence tests.

3.1. Extreme Learning Machines

Due to the problem and requirements discussed in Section 2, inference and learning need to be performed in a fixed and predictable amount of time and memory. These needs represent a major limitation in the choice of NN topologies since most training methods converge to the optimal solution in an a priori unknown amount of computational and storage resources. The typical training procedure of NN is based on backpropagation using stochastic gradient descend using multiple epochs [54] by processing large batches of data. This limits our interest to extreme learning machines (ELMs). ELMs are defined as feedforward, not recurrent, neural networks for classification, regression, clustering, sparse approximation, compression, and feature learning with a single layer or multiple layers of hidden nodes, in which the parameters of the hidden nodes (not just the weights connecting inputs to hidden nodes) do not need to be tuned. These hidden nodes can be randomly assigned and never updated (i.e., they are random projection but with nonlinear transforms), just as can happen to RC weights, or can be inherited from their ancestors without being changed. In most cases, the output weights of hidden nodes are usually learned in a single step, which essentially amounts to learning a linear model, such as the Readout model, following a reservoir layer, is trained through a linear solver, e.g., Ridge regression [55]. The name “Extreme Learning Machines” was given to such models by its main inventor Guang-Bin Huang [56]. According to their creators, these models can produce good generalization performance and learn thousands of times faster than networks trained using backpropagation [57]. In the literature, it is also shown that these models can outperform support vector machines in both classification and regression applications [58–60].

The output function of an ELM is

$$f_L(x) = \sum_{i=1}^{L} \beta_i h_i(a_i, b_i, x) = h(x)\beta$$

where $\beta = [\beta_1, \ldots, \beta_L]^T$ is the output weight vector and $h(x) = [h_1(a_1, b_1, x), \ldots, h_L(a_L, b_L, x)]$ is the output vector of the hidden layer, with hidden node parameters $(a_i, b_i)$. Basically, an ELM is trained in two main stages: (1) random feature mapping, and (2) linear parameters solving. In the first stage, the hidden node parameters are randomly generated
(independent of the training data) according to any continuous probability distribution instead of being explicitly trained, thus obtaining a remarkable efficiency compared to non-random neural networks. In the second stage of ELM learning, the weights $\beta$ connecting to the hidden layer and the output layer are derived by solving the linear equation

$$T = H\beta$$

(2)

where $H$ is the hidden layer output matrix and $T$ is the training data target matrix [58].

As a comparison with the network designed for this study, Section 7.1.4 reports the results obtained using the same proposed network structure without the reservoirs recurrent connections.

3.2. Deep Echo State Networks

Echo state networks have been used for anomaly detection, in particular for situations where the network is trained only with data belonging to the normal class (for example in situations where the available data are imbalanced in the numbers for the normal and anomalous classes). Echo state network have been used for online training in [61–63]. Deep echo state networks extend the principles of ESN [64–66] as they embody more than one reservoir layer [67]. The rationale behind the stacking of reservoir layers is the processing of each temporal information in hierarchical feature abstractions [68].

Proposed BBS-ESN uses deep echo state networks (DeepESN). Its state at time $t$ is computed with (3):

$$x^{(r)}(t) = f \left( W^{(r)}_{in} i^{(r)}(t) + W^{(r)} x^{(r)}(t-1) \right) ,$$

(3)

where $W^{(r)}_{in}$ and $W^{r}$ represent respectively the input weights matrix and the recurrent matrix of the $r$th layer. $i^{(r)}$ is the input to the $r$th layer. For the 1st layer it is the input $u(t)$, which is a flattened block. For the subsequent layers $i^{(r)}$ is the state of the reservoir in position $r - 1$ at the same time, $x^{(r-1)}(t)$. $f$ represent an element-wise nonlinear function.

The network output is computed stacking the states of the reservoirs and multiplying the vector obtained for the readout matrix $W_{out}$, as in (4):

$$y(t) = W_{out}x(t)$$

(4)

The training takes place using the network states associated with the target outputs, as explained in [65], using the stacking of the reservoir layers states as network state.

The readout matrix $W_{out}$, of an DeepESN is the only part of the network subject to online learning, while the other network weights are instantiated randomly. This is why we suggest considering DeepESN and BBS-ESN as examples belonging to the ELM family. The training of $W_{out}$ is performed using a fixed number of blocks and therefore will achieve a fixed complexity differently to methods based on backpropagation using a variable number of epochs to converge to the optimal set of weights.

Considering the state at time $t$ as the vertical stacking of the states of each reservoir at the same time (taken as column vectors):

$$\begin{bmatrix} x^{(1)}(t) & x^{(2)}(t) & \cdots & x^{(N_R)}(t) \end{bmatrix}^T = x(t) \in \mathbb{R}^{N_R N_N} ,$$

(5)

being $N_R$ the number of reservoir layers and $N_N$ the neurons in each reservoir (considered the same for all reservoirs). The training of the readout matrix takes place in batch, using the grouped states from $T$ preceding instants in

$$[x(1), \ldots, x(T-1), x(T)] = X \in \mathbb{R}^{N_R N_N \times T}$$

(6)

The formula for the readout train is the following:

$$W_{out} = Y_{\text{target}}X^T (XX^T + \alpha^2 I)^{-1} ,$$

(7)
where \( I \in \mathbb{R}^{N_r \times N_r} \) is an identity matrix, \( \alpha^2 \) is a regularization term and \( Y_{\text{target}} \) is the matrix of the target outputs associated with the states matrix \( X \) [65].

### 3.3. Network Quantization

Quantization is known as the process of approximating a continuous signal by a set of discrete symbols or integer values. Most networks are trained using fp32 precision. In our case, an fp32 or even fp64 representation has greater precision than needed and requires 4 to 8 times more memory than an integer 8 bits model or 32 to 64 times than an integer 1 bits model. Therefore, converting fp32 parameters to lower bit representations, such as int8 and int1, can significantly reduce memory footprint, power consumption and offer the opportunity for an increased execution speed. However, this result cannot be achieved by compromising the accuracy of the full precision model. Quantization can be categorized into two areas: (1) quantization aware training (QAT) and (2) post-training quantization (PTQ). The difference depends on whether quantization is affecting weights learning during training. Alternatively, it is also possible to categorize quantization by where data are grouped for quantization: (1) layer-wise and (2) channel-wise. Finally, while evaluating parameter widths, another possible classification is by bit-depth, such N-bit quantization. With respect to network quantization, examples can be found in [69,70]. In [71], the authors present a study of an ESN designed with states represented by integer numbers and binary recurrence matrix.

### 3.4. Intersection of Confidence Tests

Anomaly Detection often requires analysis on the residual computed as the difference between the input and the output of an anomaly detector, implemented as an autoencoder [72,73]. Typically, the residual is analyzed using a change detection tests, i.e., statistical tools able to sequentially analyze data looking for changes [74]. Examples are, i.e., a majority-voting thresholding test and the ICI-based Change-Detection Test [75]. Such tests are characterized by lightweight computational load and reduced memory occupation and can be directly executed by a micro-controller; Some other examples can be found in [76–78].

### 4. Dataset Creation

A public dataset comprehensive of various framings of the junction object of this study, in the presence and absence of oil leaks, was not available, to the best of our knowledge. Creating a collection of real images would require direct access to the intern of wind turbines, which is possible only for their maintainers. For this reason, we created a specific one consisting of a collection of synthetic images photo realistically similar to those that would be acquired by a live image sensor, representing normality (absence of leaks) and abnormality (presence of leaks). The images have been produced through graphic rendering in RGB format. We produced these images in various framings, viewpoints, and surfaces textures and, for the anomalous images, various oil leak colors. Grayscale and binary images have been generated through image preprocessing, using the RGB images as a starting point. This dataset, named Oil leak dataset, is publicly available at [79]; the full details of the dataset and of its creation can be found in [80].

#### 4.1. Generation of the RGB Images

A 3D model of the junction has been created as the renderings starting point. The oil leaks have been simulated with images produced on purpose and added as textures located in the junction proximity. The objective was to represent various types of anomalies, from slightly evident leaks near the junction to splashes spreading in the shaft.

Regarding the surface textures for the shaft and the bracket, a metallic texture has been applied in two different variations: one for not painted steel and another for steel painted in gray. 16 framing have been used as the rendering points of view for each parameter combination. Images preprocessing has been applied to simulate various light conditions.
To estimate the camera distances to have a 360° view, we took advantage of the cylindrical nature of the junction. The rendered images have been generated with a field of view of 39.6°. In the hypothesis of positioning the cameras with view centered perpendicularly to the shaft surface, the condition for a camera with field of view of 39.6° to have a 90° view of the shaft is to be at a distance from the shaft radius of:

\[ l = \left( r \sqrt{2}/2 \right) \cdot \left( 1 + \tan^{-1}(39.6/2) \right) \approx 2.67r \text{ (with } r \text{ the shaft radius).} \]

For the images in this dataset, the distances of the virtual cameras are variable and permit coverage of a view of 180° of the shaft, generating as a consequence overlapping in the covered zones. The picture resolution is 1024 × 768. In Figure 3 some examples are shown.

Figure 3. Some examples of RGB images of the generated dataset. (a) Brown leak, metallic texture, natural light. (b) Green leak, white paint texture, warm light. (c) Gray leak, white paint texture, cold light. (d) Brown leak, metallic texture, oversaturated.

4.2. Grayscale and Binary Images

RGB images have been subsequently elaborated to be converted to grayscale and to binary format. The conversion to grayscale is performed by eliminating the hue and saturation information, retaining the luminance value [81]. The algorithm chosen to binarize the grayscale images is the Otsu’s method, which uses a globally determined threshold [82]. Due to the information loss related to color, the images used for this process have been the ones produced with brown leaks and only for the original light condition obtained from the renderings. This process could be done for other leak colors and light conditions with near equal results. The smaller number of grayscale and binary images, for this reason, brought us to apply data augmentation to these two datasets (even though only binary images have been used in this study).

For the network design, using binary pictures, the image original sizes have been scaled reducing each side to approximately 20% of the original size, to 192 × 144 resolution. Resizing has been used both for the baseline and the quantized versions of the BBS-ESN and
it has been performed using the bilinear interpolation technique [83]. Since we assumed
the cameras to be mounted in fixed positions as shown in Figure 1a, we can decompose
through a fixed mask in non-overlapped blocks the images and read from the sensor only
those which enclose portions of interest of the junction. Figure 4 shows the images divided
into blocks (both RGB and binarized), and that only the blocks outlining the junction have
been chosen to be used as network inputs for both learning and detection of anomalies. In
fact, they are the only ones carrying useful information for the purpose of this study.

Figure 4. Normal and anomalous images binarized and resized, with selected subset of blocks subject of
further processing. (a) RGB normal image, 1024 × 768 pixels. (b) Binary normal image, 192 × 144 pixels.
(c) RGB anomalous image, 1024 × 768 pixels. (d) Binary anomalous image, 192 × 144 pixels.

To test the BBS-ESN networks simulating the temporal propagation of oil leak anoma-
lies with a gradual transition, image morphing has been used. Normal images have been
used to create the starting sequence and anomalous ones with the same framing (and origi-
nal metallic texture in the RGB images) have been used as ending sequence. In Table 1a,b
are reported the images numbers with and without leaks.

It is important to point out that the images are used as network inputs in a binary
representation of −1 and 1 values.

Table 1. Quantitative view of the dataset.

| (a) Number of images produced by rendering, preprocessing and binary data augmentation. |
|---------------------------------|-----------------|-----------------|
| | RGB   | Grayscale | Binary     |
| With leak | 11,520  | 20,480   | 30,720   |
| Without leak | 192   | 1024   | 1536   |

| (b) Number of morphed binary sequences |
|---------------------------------------|
| Morphed binary sequences | 10 |
| Images per sequence | 100 |
5. Proposed Block-Based Binary Shallow Echo State Network (BBS-ESN)

Two different network versions have been developed, presenting the same architecture but differing in the weights and non-linearity precision. The two networks, named baseline and quantized BBS-ESN, also differ because the in the baseline version the reservoirs connectivity is 100\%, meaning that the reservoir matrices have all non-zero coefficients, while in the quantized version has binary reservoir matrices with non-zero weights only on the matrix diagonals. This Section is organized as follows: in Section 5.1 the two networks architecture are introduced, in Section 5.2 the BBS-ESN training is explained, Section 5.3 introduces the baseline BBS-ESN and Section 5.4 introduces to the quantized BBS-ESN.

5.1. Architecture Overview

The BBS-ESN was designed, in both full precision baseline and a quantized version, with two reservoir layers. Figure 5 shows the top-level view of the BBS-ESN.

![Figure 5. Top architecture of the BBS-ESN with 2 reservoir layers.](image)

The network pipeline follows the description below:

- The input to the network, \( u(t) \), is a binary image block (of dimension \( 16 \times 16 \)) flattened in a column vector of dimension \( 256 \times 1 \). The binary numbers are represented by \(-1\) and \(1\) values. The input is mapped into the first reservoir layer by the matrix \( W^{(1)}_\text{in} \). The mapping of the input activations into the reservoir is added to the reservoir state at the previous time \( x^{(1)}(t-1) \), multiplied by a reservoir matrix \( W^{(1)} \). The weights of \( W^{(1)} \) represent the weighted connection between the network reservoirs, from which the state of each neuron depends on the state of the others. A non-linearity \( f \) is then applied to the sum \( W^{(1)}_\text{in} i^{(r)}(t) + W^{(1)} x^{(r)}(t-1) \) as shown in (3).

- The same operations are performed in the second reservoir layer, except for its input, i.e., the first reservoir state at the same temporal instant (see (3)). The weights of the matrices \( W^{(1)}_\text{in} \), \( W^{(1)} \), \( W^{(2)}_\text{in} \) and \( W^{(2)} \) are composed by randomly instantiated weights that are kept always fixed during learning and inference.

- The network readout \( y(t) \) is computed using both the reservoir states stacked vertically, as per (8),

\[
x(t) = \begin{bmatrix} x^{(1)}(t) \\ x^{(2)}(t) \end{bmatrix}
\]
The BBS-ESN output is expressed in (9)

\[ y(t) = W_{\text{out}} x(t) \]  

(9)

The matrix \( W_{\text{out}} \) is the only element of the network that is subject to training.

- Finally, the sign extraction is applied to the network readout \( y(t) \) (10):

\[ o(t) = \text{sign}(y(t)) \]  

(10)

5.2. BBS-ESN Training

The network training modality is based on the assumption that the image sensor is initially set and turned on framing the junction while it is in normal state (i.e., without leaks). The rationale is that the network, through training, aims at approximating the input image in a situation without anomalies, while the framing of the camera remains the same. Once the learning is concluded, the network is put in inference mode.

An anomaly condition will be asynchronously identified if the output will be significantly different from the input. This condition will occur because the image under analysis is significantly different from the ones used by the training step, therefore being anomalous. This approach is similar to the ones adopted in [76–78] using ESN.

Due to this formulation of network training, the network states associated with input blocks are stacked into the state matrix \( X \), while the input blocks are used as train targets. We will have, therefore, that the states are disposed as in (11):

\[
X = \begin{bmatrix}
x^{(1)}(1) & \ldots & x^{(1)}(B) \\
x^{(2)}(1) & \ldots & x^{(2)}(B)
\end{bmatrix}
\]  

(11)

begin \( B \) the number of blocks used for the training. The matrix of the train targets \( Y_{\text{targets}} \) is represented in (12)

\[
Y_{\text{targets}} = \begin{bmatrix}
u(1) & \ldots & u(B)
\end{bmatrix}
\]  

(12)

where the blocks \( u(t) \) are acquired from more than one image and are placed in the same order they have been used as network inputs. These two matrices are used to compute \( W_{\text{out}} \) as in (7). The sign extraction of (10) does not have a role in the training. The blocks order of (12) can vary and is explained in Section 7.1. The choice on the number of blocks fell on 80 and it is explained in Section 7.1.3. As for the choice of stacking the states vertically, experiments have been conducted using the visualization technique t-SNE [84] to embed the states, treated as 256-dimensional values, in a 2-dimensional map. These experiments have shown a separation of the mapping zones of the 2 reservoir states, justifying the association of different weights to them (as the scheme in Figure 5 proposes).

5.3. Baseline BBS-ESN Implementation

The baseline BBS-ESN relies on double-precision floating point weights and computations and employs two reservoirs of 256 neurons each. The baseline BBS-ESN inputs are column vectors of dimension 256 \( \times 1 \) (obtained from images blocks of dimension 16 \( \times 16 \) that are flattened). The network output is also a column vector of dimension 256 \( \times 1 \).

All the matrices are fully connected, which means that they have all non-zero coefficients. The matrices \( W_{\text{in}}^{(1)}, W_{\text{in}}^{(2)}, W_{\text{in}}^{(1)}, \) and \( W_{\text{in}}^{(2)} \) are instantiated with a random uniform distribution between \(-1\) and \(1\), using the MT19937 pseudorandom number generator [85]. The coefficients of \( W^{(1)} \) and \( W^{(2)} \) have been rescaled in order to have spectral radius [65, 67] \( \rho(W^{(1)}) = \rho(W^{(2)}) = 0.95 \).

The baseline BBS-ESN parameters are summarized in Tables 2–4 (“bin\([-1,1]$$”, from here on, stays for “binary distribution of \([-1\), 1]”). In Table 3 is reported that the matrices \( W_{\text{in}}^{(1)}, W_{\text{in}}^{(2)}, W_{\text{in}}^{(1)} \), and \( W^{(2)} \) are to be saved in Flash memory. The reason is that since they are random instantiated values that will never change, they can be used as constant values.
The readout training of the baseline BBS-ESN implements the operations reported in Table 5. These operations are the ones performed in (7), using \( \alpha^2 = 1 \).

### Table 2. Baseline BBS-ESN parameters.

| Parameter                  | Value                        |
|----------------------------|------------------------------|
| Blocks size                | 16 × 16 pixels               |
| Blocks values distribution | bin.\([-1, 1]\)              |
| Input vector units *       | 256 × 1 pixels               |
| Number of reservoirs       | 2                            |
| Neurons per reservoirs     | 256                          |
| Reservoirs Non-linearity   | tanh                         |
| Output vector units        | 256                          |
| Output vector distribution | bin.\([-1, 1]\)              |
| Reservoirs states in readout | Vertically stacked         |
| \( W_{in}^{(1)} \)         | Uniform distribution of fp64 between \(-1\) and \(1\) |
| \( \rho(W^{(1)}), \rho(W^{(2)}) \) | 0.95                        |
| Connectivity of reservoirs | 100%                         |

* The input vectors are obtained flattening the blocks.

### Table 3. Baseline BBS-ESN weights and memory occupation.

| Position | Number | Type | Occupied Memory [KBytes] | Memory Type |
|----------|--------|------|--------------------------|-------------|
| \( W_{in}^{(1)} \) | 65,536 | fp64 | 512 | Flash |
| \( W^{(1)} \) | 65,536 | fp64 | 512 | Flash |
| \( W_{in}^{(2)} \) | 65,536 | fp64 | 512 | Flash |
| \( W^{(2)} \) | 65,536 | fp64 | 512 | Flash |
| \( W_{out} \) | 131,072 | fp64 | 1024 | RAM |
| Total    | 393,216 | fp64 | 2048 1024 | Flash RAM |
Table 4. Baseline BBS-ESN inference operations for one block.

| Operation          | Multiply | Accumulate | Non-Lin. |
|--------------------|----------|------------|----------|
| \(a(t) = \mathbf{W}^{(1)}_{in} u(t)\) | 65,536 (fp64) | 65,280 (fp64) | - |
| \(b(t) = \mathbf{W}^{(1)}_1 x^{(1)}(t - 1)\) | 65,536 (fp64) | 65,280 (fp64) | - |
| \(x^{(1)}(t) = \tanh(a(t) + b(t))\) | - | 256 (fp64) | \tanh |
| \(c(t) = \mathbf{W}^{(2)}_{in} x^{(1)}(t)\) | 65,536 (fp64) | 65,280 (fp64) | - |
| \(d(t) = \mathbf{W}^{(2)}_1 x^{(2)}(t - 1)\) | 65,536 (fp64) | 65,280 (fp64) | - |
| \(x^{(2)}(t) = \tanh(c(t) + d(t))\) | - | 256 (fp64) | \tanh |
| \(y(t) = \mathbf{W}^{out} x(t)\) | 131,072 (fp64) | 130,816 (fp64) | - |
| \(o(t) = \text{sign}(y(t))\) | - | - | \text{sign} |
| Total              | 393,216 (fp64) | 392,448 (fp64) | - |

* \(x(t) = [x^{(1)}(t) \quad x^{(2)}(t)]^T\).

Table 5. Operations performed for the readout training of the baseline BBS-ESN.

| Position | Multiply | Accumulate | Division |
|----------|----------|------------|----------|
| \(K = \mathbf{X X}^T + \mathbf{I}\) | 20,971,520 (fp64) | 20,709,632 (fp64) | - |
| \(A = K^{-1}\) | \(O^3\) order * | - | - |
| \(Z = \mathbf{Y}_{target} \mathbf{X}^T\) | 10,485,760 (fp64) | 10,354,688 (fp64) | - |
| \(
\mathbf{W}^{out} = \mathbf{Z A}\) | 67,108,864 (fp64) | 66,977,792 (fp64) | - |

* The number of operations necessary for the matrix inversion depends on the algorithm used.

5.4. Quantized BBS-ESN Implementation

The baseline network has been simplified with quantized operations and its properties are summarized in Tables 6–8. As for the baseline BBS-ESN, in Table 7 is reported that the matrices \(\mathbf{W}^{(1)}_{in}\) and \(\mathbf{W}^{(2)}_{in}\) are to be saved in Flash since they are constant as in the baseline implementation.

5.4.1. Binarization of the Input Matrices

\(\mathbf{W}^{(1)}_{in}\) and \(\mathbf{W}^{(2)}_{in}\) have been set with uniform distributions of binary values (-1 and 1). The distributions have been obtained using the same pseudorandom number generator used for the baseline BBS-ESN, i.e., the MT11937 [85].

5.4.2. Binarization of the Reservoirs

As reported in [66], the connectivity of the reservoir \(\mathbf{W}\), in an ESN, can be reduced leaving connections only in the diagonal matrix. In [71] the reservoir weights have been implemented as an identity matrix with all the rows shifted of a fixed position. In this study, the weights in both the reservoir matrices, \(\mathbf{W}^{(1)}\) and \(\mathbf{W}^{(2)}\), have been implemented as an identity matrix. Therefore, \(\rho(\mathbf{W}^{(1)}) = 1\) and \(\rho(\mathbf{W}^{(2)}) = 1\). As in [71], the condition on the spectral radius has been relaxed from \(\rho(\mathbf{W}^{(1)}) < 1\), \(\rho(\mathbf{W}^{(2)}) < 1\) to \(\rho(\mathbf{W}^{(1)}) \leq 1\), \(\rho(\mathbf{W}^{(2)}) \leq 1\).
This weights distribution on $W^{(1)}$ and $W^{(2)}$ mean that the state of a neuron depends only on the state of the same neuron at the preceding instant. Furthermore, the multiplication for an identity matrix does not need to be executed, nor it requires memory space to save its values. For this reason, these matrices are not listed in Tables 6 and 7.

Table 6. Quantized BBS-ESN parameters.

| Blocks size | 16 × 16 pixels |
|-------------|----------------|
| Blocks values distribution | bin.$[-1, 1]$ |
| Input vector units * | 256 × 1 pixels |
| Number of reservoirs | 2 |
| Neurons per reservoirs | 256 |
| Reservoirs Non-linearity | sign |
| Output vector units | 256 |
| Output vector distribution | bin.$[-1, 1]$ |
| Reservoirs states in readout | Vertically stacked |
| $W^{(1)}_m$, $W^{(2)}_m$ | Uniform distribution of binary $-1$ and $1$ |
| $\rho(W^{(1)})$, $\rho(W^{(2)})$ | 1.0 |
| Connectivity of reservoirs | 0.39% |

* The input vectors are obtained flattening the blocks.

Table 7. Quantized BBS-ESN weights and memory occupation.

| Position | Number | Type | Occupied Memory [KBytes] | Memory Type |
|----------|--------|------|--------------------------|-------------|
| $W^{(1)}_m$ | 65,536 | bin.$[-1, 1]$ | 8 | Flash |
| $W^{(2)}_m$ | 65,536 | bin.$[-1, 1]$ | 8 | Flash |
| $W_{init}$ | 131,072 | int8 | 128 | RAM |
| Total | 131,072 | bin.$[-1, 1]$ | 16 | Flash |
| Total | 131,072 | int8 | 128 | RAM |

The multiplication of the reservoirs state for the reservoirs matrices is not reported, since those matrices have been set to be identity matrices.
Table 8. Quantized BBS-ESN inference operations for each block.

| Operation | Multiply | Accumulate | Non-Lin. |
|-----------|----------|------------|----------|
| $a(t) = W_{in}^{(1)} u(t)$ | 65,536 (bin.$[-1, 1]$) | 65,280 (int8) | - |
| $x^{(1)}(t) = \text{sign}(a(t) + x^{(1)}(t-1))$ | - | 256 (int8) | sign |
| $c(t) = W_{in}^{(2)} x^{(1)}(t)$ | 65,536 (bin.$[-1, 1]$) | 65,280 (int8) | - |
| $x^{(2)}(t) = \text{sign}(c(t) + x^{(2)}(t-1))$ | - | 256(int8) | sign |
| $y(t) = W_{out} x(t)$ * | 131,072 (int8) | 130,816 (int16) | - |
| $o(t) = \text{sign}(y(t))$ | - | - | sign |
| Total | 131,072 (bin.$[-1, 1]$) | 131,072 (int8) | 130,816 (int16) | - |

* $x(t) = [x^{(1)}(t) \cdot x^{(2)}(t)]^T$. The multiplication of the reservoir state for the reservoir matrices are not reported, since these matrices have been set to be identity matrices.

5.4.3. Quantized Readout Layer

The readout weights have been quantized to int8. The procedure follows the principle of normalization, dividing all the elements of the matrix for the smaller of the matrix entries, taken in modulus, called from now min($|W_{out,i,j}|$).

It has been assessed empirically that min($|W_{out,i,j}|$) is always smaller than 1. As a consequence, the rescaled matrix

$$\tilde{W}_{out} = \frac{W_{out}}{\text{min}(|W_{out,i,j}|)} \quad (13)$$

will be composed of elements that taken in modulus are greater or equal to 1. Therefore, the values $\tilde{y}$, obtained using the readout $\tilde{W}_{out}$, will be a scaled version of $y$, obtained using the original readout $W_{out}$. This is expressed in formulas in (14)

$$\tilde{W}_{out} x(t) = \tilde{y}(t) = \frac{y(t)}{\text{min}(|W_{out,i,j}|)} \quad . (14)$$

Therefore, the sign extraction of $\tilde{y}(t)$, from (10), would produce the same results of $o(t)$ obtained with the baseline BBS-ESN, extracting the sign from $y(t)$.

The elements of $\tilde{W}_{out}$ are rescaled to int8 representation introducing, inevitably, a quantization error. The procedure for rescaling the $\tilde{W}_{out}$ values and converting them to int8 representation is reported in (15)

$$W_{out}^{\text{int8}} = (\text{int8}) \left( \frac{\tilde{W}_{out}}{\text{max}(|W_{out,i,j}|)} \cdot 2^7 - 1 \right) \quad . (15)$$

Since the output of $\tilde{W}_{out} / \text{max}(|W_{out,i,j}|)$ is at most 1, the $W_{out}^{\text{int8}}$ matrix coefficients will be at most equal to $2^7 - 1$.

5.4.4. Quantized BBS-ESN Readout Training Implementation

The quantized BBS-ESN training implements the operations in Table 9. The matrix inversion in Table 9 is performed in fp32 numbers. Consequently, also the multiplication
involving these values use fp32. In Table 9 the $K$ matrix inversion is not reported, since it can be implemented with many methods. Section 8 and Table 13 report the $K$ inversion implementative details.

Table 9. Operations performed for the readout training of the quantized BBS-ESN.

| Position                      | Multiply | Accumulate | Division |
|-------------------------------|----------|------------|----------|
| $K = XX^T + I$                | 20,971,520 (bin.$[-1, 1]$) | 20,709,632 (int8) | -        |
| $A = K^{-1}$                  |          | $O^3$ order * |          |
| $Z = Y_{target}X^T$           | 10,485,760 (bin.$[-1, 1]$) | 10,354,688 (int8) | -        |
| $W_{out} = ZA$                | 67,108,864 (fp32 $\times$ int8) | 66,977,792 (fp32 + int8) | -        |
| Rescale $W_{out}$ **          |          |            | 131.072 (fp32/fp32) |

* The number of operations necessary for the matrix inversion depends on the algorithm used. ** The rescaling operation needs to be performed only for the quantized network.

The rescaling is the only additional operation compared to the baseline BBS-ESN readout training. It is needed to quantize the readout weights as explained in the Section 5.4.

The accumulations are performed in int8, even though the theoretical accumulation maximum could be overflowed, because the uniform distribution of binary values in the input matrices permits never reaching the accumulation maximums. This has been tested changing the accumulation type, in the training procedure, from int8 to int16 and the result analysis of Section 7 showed no changes.

5.4.5. Memory Savings

The weights memory occupation for the baseline BBS-ESN is 2048 KBytes of Flash and 1024 KBytes of RAM, while for quantized BBS-ESN these values are 16 KBytes of Flash and 128 KBytes of RAM. The quantized network weights, consequently, occupy only the 0.8% of the baseline Flash memory and only the 12.5% of the baseline RAM. Section 8 reports an analysis on the implementation of the quantized BBS-ESN.

6. Method for Detecting Anomalies

Anomalies are identified using a decision process called Evaluator, which works on the reconstruction error between the BBS-ESN input blocks and output blocks, mediated over all the blocks in an image. Specifically, the error metric is the number of pixels that are reproduced wrongly (i.e., with the opposite binary value since binarized) comparing the BBS-ESN output $o(t)$ to the corresponding input $u(t)$ per block basis.

The threshold of the error value is calculated, during the training of the Evaluator, from the error values of images considered normal, processed by the BBS-ESN, once its readout has been trained and set. For each of these images $\in \{T_1, \ldots, T_j, \ldots, T_n\}$ ($T$ stays for training) the corresponding error value $\mu_{T_j}$ is computed, i.e., the mean number of wrongly reproduced pixels per block for the image $T_j$.

A window of error values for normal images is set, named Training Window (shown in Figure 6). This window will have as mean value $\mu_T$, i.e., the mean of the $\mu_{T_j}$ for the images $\in \{T_1, \ldots, T_j, \ldots, T_n\}$. Its width will be set by a coefficient $\Gamma$ multiplied by the variance on the $\mu_{T_j}$ values, named $\sigma_T$. Therefore, the Training Window will be computed as in (16)

$$\text{Training Window} = \left[\mu_T - \Gamma \sigma_T, \mu_T + \Gamma \sigma_T\right]. \quad (16)$$
For each image to be tested, numbered $I_1, \ldots, I_j, \ldots$ ($I$ stays for inference), it is calculated the mean number of wrongly reproduced pixels per image block, $\mu_{I_j}$, and the image will be considered normal if this value is included within the normality window.

Figure 6. Detection of anomalies: an image is evaluated as anomalous if the mean number of wrongly reproduced pixels per block is outside the window of values named Training Window.

The rationale, therefore, is to perform the evaluation as the sampling from a pool of values, which can be normal or anomalous. The optimal value of $\Gamma$, depends on the defective pixel percentage of the image and will be discussed in Section 7. Figure 7 shows the pipeline for both the network training and the evaluator training.

Figure 7. Pipeline for BBS-ESN (with three sequential blocks (1–3)) and evaluator training.

The Evaluator has been implemented using 100 normal images for its training, as a trade-off between test rapidity and accuracy results. In fact, the more images are used for the Evaluator training, the more the $\mu_T$ and $\sigma_T$ values are computed using a wide samples population (that in this case are images). It is useful to remind that for each training the images are different from each other, despite the framing being the same, due to the time unrelated (from an image to the next one) noise simulating defective phototransistors. In particular, Salt & Pepper noise (i.e., setting to white pixels in black regions and vice-versa) has been applied to the binary images using scikit-image library [86]. Different amounts of noise (i.e., different percentage of noisy pixels) have been added to the input images. The considered values are 0.01%, 0.1%, 1%, and 10%. Example of noisy images are shown in Figure 8.
Figure 8. Normal and anomalous images with Salt & Pepper noise. (a) Binary normal image with 1% noise. (b) Binary normal image with 10% noise. (c) Binary anomalous image with 1% noise. (d) Binary anomalous image with 10% noise.

7. Anomaly Detection Accuracy Results

Accuracy tests, evaluating False Positives Rate (FPR) and False Negatives Rate (FNR) percentages on the evaluated images, have been performed using the binary morphed sequences. FPR in a sequence of images is defined as in (17)

$$FPR = \frac{\text{False positives}}{\text{Images in the sequence}} \cdot 100 \quad ,$$

where “False positives” is the number of normal images evaluated as anomalous.

FNR is defined as in (18):

$$FNR = \frac{\text{False negatives}}{\text{Images in the sequence}} \cdot 100 \quad ,$$

where “False negatives” is the number of anomalous images evaluated as normal.

7.1. Training and Testing Conditions

In these tests, every images sequence has been evaluated with the addition of various binary noise percentages, in order to simulate a variable number of defective phototransistors. It is important to point out that the tests have been conducted with various sequences (and as a consequence various leak shapes and framings) to assess the BBS-ESN accuracy in various conditions. More than one framing has been used to simulate different camera positions. In fact, during the system setup the cameras, while remaining in fixed positions, may be placed with a variable framing of the junction.

In all the tests a fixed number of 80 blocks, collected from more than one image to achieve that cap, have been used for BBS-ESN training. Before using the states from those blocks for the training, the states from the previous 50 blocks have been discarded as initial transient [64]. The choice of the training and transient blocks is explained in Section 7.1.3.
For the Evaluator training, instead, the blocks from 100 images have been used and the reason for this choice is reported in Section 6. The reason both the trainings use blocks from more than one image is due to the addition of binary noise to the images, which is unrelated from one image to the next. If there were no noise in the images both trainings could be performed only with blocks from a single image, since the camera positions are fixed and, consequently, the normal images from the same sensor would be all equal. Using only one image for the two trainings in noisy conditions, though, would cause overfitting to the BBS-ESN. As for the Evaluator, using a single image would cause the Training Window to be just a single value, treating as anomalous every image associated with a different $\mu_i$ value (Section 6). Clearly, these conditions would be acceptable only in ideal conditions, i.e., with total absence of defective phototransistors.

Once both the trainings are completed, sequences of 70 images have been used to test the BBS-ESN accuracy (the value 70 has been chosen as a trade-off between a significant number of images and a brief enough simulations time). To test the anomaly detection process in different conditions, the number of normal images in each tested sequence (i.e., before the leak appearance) was different (keeping the total images for each sequence to 70).

For each network two different input blocks orders have been used to construct the train matrices $X$ (with the states caused by the flattened input blocks) and $Y_{\text{target}}$ (composed by the target vectors). The target vectors are the flattened input blocks themselves, since the aim of the training is the reconstruction of the input blocks (11) and (12). The two orders for the input blocks that have been tested are:

- Lexicographical order: starting from the top left block, sliding right in the same row, and repeating the process in the rows below. The process iterates for all the images used for the collection of training blocks.
- Random order: the blocks order, once the blocks from all the images have been saved, is shuffled randomly. The pseudorandom number generation algorithm used for the random shuffle is PCG64 [87].

This procedure has been done to test the sensibility of BBS-ESN to the input order. It is important to point out that the states in $X$ follow the order of the input blocks in $Y_{\text{target}}$, of which the states are a consequence.

### 7.1.1. Choice of $\Gamma$ Coefficients

A different $\Gamma$ coefficient has been chosen for each noise percentage and each network, to minimize FPR, FNR, and the sum of FPR and FNR percentages. The choice of the possible coefficients $\Gamma$ is a trade-off result. In fact, by increasing it, this will lead to the inclusion of more $\mu_i$, corresponding to anomalous images in the Training Window, leading to an increment of the FNR. On the other hand, by lowering $\Gamma$, it will shrink the Training Window, leaving out some $\mu_i$ from normal images and increasing the FPR. The $\Gamma$ values retrieved by these simulations can be used in the system deployment, depending on the defective phototransistors sensors percentage, which can be predicted from their aging. It is not possible, in fact, to retrieve the optimal $\Gamma$ from the online Evaluator training. The reason is that it does not depend only on $\mu_T$ and $\sigma_T$, but also from the mean difference of the $\mu_i$ values of both normal and anomalous images, and the system only trains with normal images.

Both FPR and FNR can lead to negative effects, this is why Table 10 shows the results obtained minimizing each of the two values and the sum of both (results with defective pixels percentage of 0% and 0.001% have not been reported since they are always FPR = 0.0, FNR = 0.0).
Table 10. Accuracy results of the baseline and quantized BBS-ESN, compared with an anomaly detection algorithm that evaluates the residual image through image subtraction. A different $\Gamma$ coefficient has been used for each network and each noise percentage, to minimize the FPR, the FNR and the sum of FPR and FNR.

| Minimization | Input-Output Comparison | BBS-ESN Training Blocks Order | Noise 0.01% | Noise 0.1% | Noise 1% | Noise 10% |
|--------------|-------------------------|--------------------------------|-------------|------------|---------|----------|
| FPR          | Baseline BBS-ESN        | Random                         | 0.0         | 0.0        | 0.0     | 0.0      | 28.7     |
|              |                         | Lexicographical                 | 0.0         | 0.0        | 0.0     | 0.0      | 28.7     |
|              | Quantized BBS-ESN       | Random                         | 0.0         | 0.0        | 0.0     | 0.0      | 33.1     |
|              |                         | Lexicographical                 | 0.0         | 0.0        | 0.0     | 0.0      | 33.1     |
|              | Residual Image Algorithm| -                              | 0.0         | 0.0        | 22.7    | 0.0      | 92.5     |
|              | Baseline BBS-ESN        | Random                         | 0.0         | 0.0        | 0.0     | 0.0      | 83.8     |
|              |                         | Lexicographical                 | 0.0         | 0.0        | 0.0     | 0.0      | 83.8     |
|              | Quantized BBS-ESN       | Random                         | 0.0         | 0.0        | 0.0     | 0.0      | 81.4     |
|              |                         | Lexicographical                 | 0.0         | 0.0        | 0.0     | 0.0      | 81.4     |
|              | Residual Image Algorithm| -                              | 0.0         | 0.0        | 32.1    | 0.0      | 9.9      |
|              | Baseline BBS-ESN        | Random                         | 0.0         | 0.0        | 0.0     | 0.0      | 2.7      |
|              |                         | Lexicographical                 | 0.0         | 0.0        | 0.0     | 0.0      | 13.2     |
|              | Quantized BBS-ESN       | Random                         | 0.0         | 0.0        | 0.0     | 0.0      | 4.1      |
|              |                         | Lexicographical                 | 0.0         | 0.0        | 0.0     | 0.0      | 4.1      |
|              | Residual Image Algorithm| -                              | 0.0         | 0.0        | 1.2     | 5.6      | 38.6     |

Results with defective pixels percentage of 0% and 0.001% have not been reported since they are always FPR = 0.0, FNR = 0.0. The number of transient blocks is 50 for each BBS-ESN test. The number of blocks to train the readout is 80 for each BBS-ESN test. The number of images used to train the Evaluator is 100 in every case.

On one hand, the increase of false negatives would cause the detection of anomalies only when they are prominent, causing delays in the maintenance service of the wind turbine, at the risk of increasing occurrence of damages. On the other hand, too many false positives could cause false alarms and useless maintenance interventions, leading to inefficiencies.

$\Gamma$ coefficients could be chosen, also, to minimize a weighted sum of FPR and FNR, obtaining a trade-off between detection speed and false alarms increments.

7.1.2. Test with Different Quantization Procedure

Experiments have been conducted with the training procedure of the quantized BBS-ESN. It has been attempted to rescale the matrix $K^{-1}$ (Table 9) and to convert it to integer representation before the multiplication with $Z$, with the aim of reducing the times required for executing the multiplication (the chosen representation has been int32, to reduce the overflow possibility). The results, using lexicographical training blocks order and choosing $\Gamma$ coefficients to minimize the sum of FPR + FNR, achieved FPR = 0.8, FNR = 1.9 at a noise level of 1% and FPR = 3.2, FNR = 13.1 at a noise level of 10%. Due to the accuracy reduction towards the original procedure reported in Table 9, the original method has been kept. In fact, this new procedure would cause a performance reduction at noise level 1%, since using this noise level with the standard quantization procedure we have FPR = 0.0, FNR = 0.0.
7.1.3. Choice of the Number of Training and Transient Blocks

For the choice of the number of training blocks, various blocks number have been tested (200, 100, 90, 80, 60, 30) using the quantized BBS-ESN with a fixed transient of 50 blocks (that is approximately the number of blocks in two images for the images with a smaller blocks number, which has a mean of 29.4). 80 has been the only number that permitted FPR = 0.0 and FNR = 0.0 at the noise level of 1%.

As for the number of transient blocks, various values have been tested (100, 80, 50, 30, 0) using the BBS-ESN, trained with 80 blocks. 50 as number of transient blocks has been the only value allowing FPR = 0.0, FNR = 0.0.

7.1.4. Removal of the Recurrent Connections

Experiments have been conducted removing the recurrent connections with the baseline and quantized BBS-ESNs, reducing the network to be feedforward, a classic ELM (Section 3.1) with 2 hidden layers instead of 1. This also means that the elements $W^{(1)}(1)(t - 1)$ and $W^{(2)}(2)(t - 1)$ of (3) have been equaled to 0, transforming the operations for computing $x^{(1)}(t)$ and $x^{(2)}(t)$ in Tables 4 and 8 to the sole application of the element-wise sign extraction.

In Table 11 a comparison of the accuracy results of the feedforward baseline and quantized BBS-ESN with respect to the baseline and quantized BBS-ESN has been reported. Results show 0.0 values for both FPR and FNR in the conditions of sequences with 0% noise (not reported in Table 11), for both the baseline and quantized feedforward networks and for training blocks in lexicographical and random order. As for the conditions of 1% and 10% noise levels, FPR+FNR minimization, the baseline feedforward network, trained with random blocks order, scored results of FPR = 0.3, FNR = 0.0 for 1% noise and FPR = 3.2, FNR = 13.0 for 10% noise. Using a lexicographical blocks order the accuracy results were FPR = 0.3, FNR = 0.3 for 1% noise and FPR = 4.5, FNR = 12.3 for 10% noise. The quantized feedforward network scored results of FPR = 0.0, FNR = 0.3 for 1% noise and FPR = 3.9, FNR = 12.0 for 10% noise with a random training order. The results for the lexicographical training order with noise levels of 1% and 10% were, respectively, FPR = 0.3, FNR = 0.3 and FPR = 4.2, FNR = 11.7. These results were obtained using Gamma coefficient for the minimization of the sum of FPR and FNR.

Results obtained by the BBS-ESN baseline and quantized versions, both with and without recurrent connections, are marginally different. For noise level 1% the difference is under 1% for both FPR and FNR for both the baseline and quantized versions. For noise level 10% the difference is under 1% for both FPR and FNR for the baseline version and under 1% for FPR and under 3% for FNR for the quantized version.

As you can see, the network versions with recurrent connections always show a low FPR and therefore have the advantage to avoid false alarms and consequently useless maintenance interventions.
Table 11. Comparison of the accuracy results of the feedforward baseline/quantized BBS-ESN respect to the baseline/quantized BBS-ESN.

| Minimization | Input-Output Comparison | BBS-ESN Training Blocks Order | FPR 1% | FNR 1% | FPR 10% | FNR 10% |
|--------------|-------------------------|-------------------------------|--------|--------|---------|---------|
| FPR          | Baseline feedforward BBS-ESN | Random                        | 0.0    | 0.6    | 0.0     | 41.5    |
|              |                         | Lexicographical               | 0.0    | 1.8    | 0.0     | 41.1    |
|              | Quantized feedforward BBS-ESN | Random                        | 0.0    | 0.3    | 0.0     | 43.1    |
|              |                         | Lexicographical               | 0.0    | 1.8    | 0.0     | 27.4    |
| FNR          | Baseline feedforward BBS-ESN | Random                        | 0.3    | 0.0    | 83.0    | 0.6     |
|              |                         | Lexicographical               | 0.8    | 0.0    | 86.4    | 0.3     |
|              | Quantized feedforward BBS-ESN | Random                        | 0.8    | 0.0    | 84.5    | 0.8     |
|              |                         | Lexicographical               | 1.4    | 0.0    | 78.9    | 0.3     |
| FPR+FNR      | Baseline feedforward BBS-ESN | Random                        | 0.3    | 0.3    | 3.2     | 13.0    |
|              |                         | Lexicographical               | 0.3    | 0.3    | 4.5     | 12.3    |
|              | Quantized feedforward BBS-ESN | Random                        | 0.0    | 0.3    | 3.9     | 12.0    |
|              |                         | Lexicographical               | 0.3    | 0.3    | 4.2     | 11.7    |
| FPR          | Baseline BBS-ESN        | Random                        | 0.0    | 0.0    | 0.0     | 28.7    |
|              |                         | Lexicographical               | 0.0    | 0.0    | 0.0     | 28.7    |
|              | Quantized BBS-ESN       | Random                        | 0.0    | 0.0    | 0.0     | 33.1    |
|              |                         | Lexicographical               | 0.0    | 0.0    | 0.0     | 33.1    |
| FNR          | Baseline BBS-ESN        | Random                        | 0.0    | 0.0    | 83.8    | 0.3     |
|              |                         | Lexicographical               | 0.0    | 0.0    | 83.8    | 0.3     |
|              | Quantized BBS-ESN       | Random                        | 0.0    | 0.0    | 81.4    | 0.6     |
|              |                         | Lexicographical               | 0.0    | 0.0    | 81.4    | 0.6     |
| FPR+FNR      | Baseline BBS-ESN        | Random                        | 0.0    | 0.0    | 2.7     | 13.2    |
|              |                         | Lexicographical               | 0.0    | 0.0    | 2.7     | 13.2    |
|              | Quantized BBS-ESN       | Random                        | 0.0    | 0.0    | 4.1     | 14.6    |
|              |                         | Lexicographical               | 0.0    | 0.0    | 4.1     | 14.6    |

Results with defective pixels percentage of 0% have not been reported since they are always FPR = 0.0, FNR = 0.0. The number transient blocks is 50 for each BBS-ESN test. The number of blocks to train the readout is 80 for each BBS-ESN test. The number of images used to train the Evaluator is 100 in every case.

7.2. Analysis of the Results

Table 10 shows the accuracy results for baseline and the quantized BBS-ESN versions and Figure 9 shows $\Gamma$ values allowing the achievement of those results, for each noise level. For the sake of brevity, only the values used to minimize the sum of FPR and FNR are reported. The $\Gamma$ coefficients used in this study span from 0.2 to 20.

As the noise increases it becomes increasingly difficult for the network to separate the $\mu_{ij}$ values corresponding to normal and anomalous images (Section 6).
7.2.1. Robustness to Training Blocks Order

Following some experiments, both the BBS-ESN versions are robust to changes in the readout matrix training blocks order, since the results obtained are the same (at one decimal place in FPR and FNR, as reported in Table 10) in both the train condition.

7.2.2. Comparison with Residual Image Algorithm

The results have been compared with the ones achieved using a Residual Image Algorithm that compares a newly acquired image with a saved reference, similar to the method in [88]. For this algorithm, the Evaluator that has been used follows the same rules of the one used for the BBS-ESN, and it is summarized in Figure 10.

Figure 10. Pipeline for Residual Image Algorithm normal image acquisition (with three sequential blocks (1–3)) and Evaluator training.

All of BBS-ESN, full precision baseline and quantized versions, have achieved better results than the Residual Image Algorithm. This is due to a greater reconstruction error that BBS-ESN is capable of achieving for anomalous images and has a lower reconstruction error for normal images. This leads to a better separation between the $\mu_I$ from normal and anomalous images (Section 6), leading to overall better performance in terms of FPR and FNR percentages.

8. Feasibility Analysis on a Tiny Micro-Controller

The execution times of BBS-ENS quantized version have been estimated considering the implementation one the micro-controller STM32H743ZI2 running at 480 MHz, featuring ARM Cortex-M7 core, 1 MByte embedded RAM and 2 MByte embedded FLASH. Full precision is out of profiling scope due to the usage of fp64 that reduces performance.

By profiling a variety of neural layers at various bit-depth generated with the plugin X-CUBE-AI v7.0.0 part of STM32CubeMX [89], it has been calculated that by average the execution time on the considered target of a single-precision floating point (fp32) MACC is 10.4 ns, of a binary MACC is 1.5 ns, of a int8 MACC is 6 ns, and finally, a fp32 division takes...
29 ns. On the basis of these values, the execution time required for training and inference of BBS-ESN can be estimated. As it is possible to implement up to 4 int8 sums in one clock cycle (using ARM SIMD instructions [90]), the time for an int8 sum can be approximated to be \(\frac{1}{4} \frac{1}{480 \text{ MHz}} = 0.52 \text{ ns}\). In a similar way, 2 int16 sums can be performed in 1 clock cycle giving an estimated sum time of \(\frac{1}{2} \frac{1}{480 \text{ MHz}} = 1.04 \text{ ns}\).

In this study, binary values (−1 and 1) are packed as 0 and 1 in 32 bit words but they are extended to int8 values in order to perform computations. The time required for packing and unpacking these values to and from 32-bit memory words has not been considered. It is important to notice, also that in these estimates the operations and the times for reading and writing into the registers are not considered, resulting in an optimistic analysis.

In Table 12 are reported the times for the operations spent during training and inference. The time necessary for a binary multiplication has been approximated with the time required for a binary MACC.

| Operation                  | Time [ms]       |
|----------------------------|-----------------|
| int8 sum                   | \(0.52 \times 10^{-6}\) |
| int16 sum                  | \(1.04 \times 10^{-6}\) |
| bin.[−1, 1] multiplication  | \(1.5 \times 10^{-6} \times\) |
| fp32 MACC                  | \(10.4 \times 10^{-6}\) |
| fp32 division              | \(29 \times 10^{-6}\) |

* The time used for the binary multiplication is approximated to the time for a binary MACC.

### 8.1. Training Time Profile

Table 13 reports the execution times and the number of operations for the readout training. These operations are represented with the types used for the MCU implementation (i.e., accumulations of fp32 with int8 values are implemented with both numbers in fp32).

| Position                  | Times [ms]       | Multiply               | Accumulate             | Division          |
|---------------------------|------------------|------------------------|------------------------|-------------------|
| \(K = XX^T + I\)          | \(0.042 \times 10^3\)       | 20,971,520 (bin.[−1, 1]) | 20,709,888 (int8)     | -                 |
| \(A = K^{-1} \times\)     | \(0.467 \times 10^3 \times\) | 44,869,888 (fp32)      | 44,869,888 (fp32)      | 131,328 (fp32)    |
| \(Z = Y_{\text{target}}X^T\) | \(0.021 \times 10^3\)       | 10,485,760 (bin.[−1, 1]) | 10,354,688 (int8)     | -                 |
| \(W_{\text{out}} = ZA\)   | \(0.698 \times 10^3 \times\) | 67,108,864 (fp32)      | 66,977,792 (fp32)      | -                 |
| Rescale \(W_{\text{out}}\) | \(0.004 \times 10^3\)       | -                      | -                      | 131,072 (fp32)    |
| Total                     | \(1.232 \times 10^3\)       | 31,457,280 (bin.[−1, 1]) | 31,064,576 (int8)     | 262,400 (fp32)    |

* The Gauss–Jordan method has been considered for the inversion. ** The time required for fp32 multiplications and sums is obtained, approximating the fp32 MACC quantity with the multiplication quantity.

The times for fp32 operations represent the worst case since they do not consider that the number of multiplications are slightly greater than the number of sums. For the estimate of the matrix inversion time, the Gauss–Jordan method has been considered, since it is the method used for the inversion in the ARM CMSIS-5 library [91].

Using 100 images to be trained, the Evaluator would require a training time of 1.206 s.
8.2. Inference Time Profile

The times and operations for the inference for a single block, using the quantized BBS-ESN, are listed in Table 14. The multiplication of the reservoirs state for the reservoir matrices are not reported, since those matrices are set to be equal to identity matrices.

Table 14. Times required and respective operations for one block inference for the quantized BBS-ESN

| Operation | Time [ms] | Multiply | Accumulate | Non-Lin. |
|-----------|-----------|----------|------------|----------|
| $a(t) = W_{in}^{(1)}u(t)$ | 0.034 | 65,536 (bin.$[-1, 1]$) | 65,280 (int8) | - |
| $x^{(1)}(t) = \text{sign}(a(t) + x^{(1)}(t-1))$ | 0.001 * | - | 256 (int8) | sign |
| $c(t) = W_{in}^{(2)}x^{(1)}(t)$ | 0.034 | 65,536 (bin.$[-1, 1]$) | 65,280 (int8) | - |
| $x^{(2)}(t) = \text{sign}(c(t) + x^{(2)}(t-1))$ | 0.001 * | - | 256 (int8) | sign |
| $y(t) = W_{out}x(t)$ ** | 0.333 | 131,072 (bin.$[-1, 1]$) | 130,816 (int16) | - |
| $o(t) = \text{sign}(y(t))$ *** | - | - | - | sign |
| Total | 0.402 | 262,144 (bin.$[-1, 1]$) | 131,072 (int8) | 130,816 (int16) | - |

* The time required for the int8 accumulation and sign extraction has been approximated with the time required for a binary multiplication and int8 sum. ** $x(t) = [x^{(1)}(t) \ x^{(2)}(t)]^T$. *** The times for the sign extraction of $y(t)$ have been neglected, having overestimated the times for the int8 sum and sign extraction (in the numbers with the * symbol). The multiplication of the reservoirs state for the reservoir matrices are not reported, since we have set those matrices to be equal to identity matrices.

Since the estimated inference time for one block is 0.402 ms and the mean blocks number for the sequences we used is 29.4, then approximated to 30, the time required to perform the inference on one image is estimated to be 12.06 ms (the reason for having different blocks number in different sequences is illustrated in Section 7.1). As for the mean computational complexity, it is estimated with 7,864,320 binary multiplications, 3,932,160 int8 sums and 3,924,480 int16 sums. The time required to compare the result output $o(t)$ with the input $u(t)$ has been neglected, being a simple XOR operation plus a count of the 1 values in output from the XOR, of second order importance versus the other operations performed by the inference. Additionally, the computation of the mean number of these 1 values per block in an image (i.e., the $\mu_{Ij}$, explained in Section 6) has been neglected for the same reason.

8.3. Required Memory

8.3.1. Training

The RAM required to perform the training (as described in Table 13) is reported in Table 15 with all the necessary steps to be executed. The maximum required RAM value is needed for the $K$ matrix inversion and it is 2176 KBytes. This quantity has been estimated in the worst optimization case (i.e., in the need for storing simultaneously every value of $K$ and $K^{-1}$, with $K$ coded as fp32 numbers).
Table 15. RAM required for the training of the BBS-ESN. X is the state matrix (11), Y_{target} is the target matrix (12).

| Step                      | Matrices Needed | Dimension and Type     | Required RAM for Matrix [KBytes] | Total Required RAM [KBytes] |
|---------------------------|-----------------|------------------------|----------------------------------|-----------------------------|
| Before training           |                 |                        |                                  |                             |
|                           | X               | 512 × 80 (bin.[-1, 1]) | 5                                |                             |
|                           | Y_{target}      | 256 × 80 (bin.[-1, 1]) | 2.5                              | 7.5                         |
| Computation of Z = Y_{target}X^T |                 |                        |                                  |                             |
|                           | X               | 512 × 80 (bin.[-1, 1]) | 5                                |                             |
|                           | Y_{target}      | 256 × 80 (bin.[-1, 1]) | 2.5                              |                             |
|                           | Z               | 256 × 512 (int8)       | 128                              |                             |
| Computation of K = XX^T + I |                 |                        |                                  |                             |
|                           | X               | 512 × 80 (bin.[-1, 1]) | 5                                |                             |
|                           | Z               | 256 × 512 (int8)       | 128                              |                             |
|                           | K               | 512 × 512 (int8)       | 256                              |                             |
| Computation of K^{-1} *   |                 |                        |                                  |                             |
|                           | K               | 512 × 512 (fp32)       | 1024                             |                             |
|                           | K^{-1}          | 512 × 512 (fp32)       | 1024                             |                             |
|                           | Z               | 256 × 512 (int8)       | 128                              |                             |
| Computation of ZK^{-1} = W_{out} |               |                        |                                  |                             |
|                           | K^{-1}          | 512 × 512 (fp32)       | 1024                             |                             |
|                           | Z               | 256 × 512 (int8)       | 128                              |                             |
|                           | ZK^{-1}         | 256 × 512 (fp32)       | 512                              |                             |
| Rescaling of W_{out}      | W_{out}         | 256 × 512 (fp32)       | 512                              | 512                         |
| Conversion of W_{out} in int8 | W_{out}         | 256 × 512 (fp32)       | 512                              |                             |
|                           | W_{out}         | 256 × 512 (int8)       | 128                              |                             |
| Final result: W_{out} in int8 | W_{out}         | 256 × 512 (int8)       | 128                              |                             |
|                           | -               | -                      | Maximum required RAM             | 2176                        |

* the RAM for the matrix inversion has been estimated in the worst optimization case (i.e., in the necessity of storing simultaneously every value of K and K^{-1}, with K converted in fp32). ** Z can be saved in int8 and every element converted to fp32 before multiplying it. *** 512 KBytes is the maximum RAM required in this step because the elements of W_{out} can be converted to int8 overwriting the fp32 values.

8.3.2. Inference

By implementing the inference with the operations reported in Table 16, then the total RAM required is 129.2 KBytes, considering the readout matrix W_{out} and the input, state and output, respectively u(t), x(t) and y(t). These values are shown in Table 16. As for the Flash memory, the required quantity is 16 KBytes, as reported in Table 7.
Table 16. RAM required to perform the inference with the operations of Table 14.

| Matrix or Vector | Dimension and Type | Required RAM [KBytes] |
|------------------|--------------------|-----------------------|
| $W_{out}$        | $256 \times 512$ (int8) | 128                   |
| $u(t)$ *         | $256 \times 1$ (bin.$[-1, 1]$) | 0.03                  |
| $x(t)$ *         | $512 \times 1$ (bin.$[-1, 1]$) | 0.06                  |
| $o(t)$ *         | $256 \times 1$ (bin.$[-1, 1]$) | 0.03                  |
| -                | Total required RAM | 129.2                 |

* The elements of $u(t)$, $x(t)$ and $o(t)$ can be saved as binary and converted to int8 performing operations $W_{out}$.

9. Conclusions

This study proved that the quantized BBS-ESN can be implemented as inference with an estimated number of operations, for each image, of 7,864,320 binary multiplications, 3,932,160 int8 sums and 3,924,480 int16 sums, and with an execution time of 12.06 ms.

The estimates on the required RAM and Flash are respectively of 129.2 KBytes and 16 KBytes. As for the BBS-ESN training, the estimated numbers and types of operations are 31,457,280 binary multiplications, 111,978,752 fp32 multiplications, 31,064,576 int8 sums and 111,847,680 fp32 sums, and with an execution time of 1.232 s. In this case, no additional space is required in Flash and the required RAM is estimated to be 2176 KBytes. Once the network has been trained, the decision process called Evaluator trains to set the reconstruction error threshold, to separate normal from anomalous images, in 1.260 s (Section 8.2).

The accuracy results on the synthetic dataset that have been obtained with the quantized BBS-ESN are of FPR = 0.0 and FNR = 0.0 in the best noise conditions (0%) and of FPR = 4.1 and FNR = 14.6 in the worst noise conditions (10%). These are the best results for the sum of FPR and FNR and they are achieved by setting the Evaluator in order to minimize this sum. In the same conditions, the baseline BBS-ESN has performance of FPR = 0.0, FNR = 0.0 with no noise and FPR = 2.7, FNR = 13.2 with a noise percentage of 10%.

The Flash memory saving for inference, between the baseline and the quantized BBS-ESN, is of 2032 KBytes, comparing the value of Table 7 with the value of Table 3. The RAM saving for inference, in terms of required weights memory, is of 896 KBytes, comparing the value of Table 7 to the value of Table 3.

It is important to note, as stated in Section 8, that the estimates are optimistic since the operations and the time for reading and writing the data in the registers are not considered. Additionally, the time and the operations required to convert binary values into int8, and vice-versa (Section 8) has been neglected. The reason for this is that these operations have a second order importance versus the others. This study has shown that the BBS-ESN deeply quantized can be implemented on an off-the-shelf MCU. This is feasible because the estimated time for the detection on one image is approximately 12.06 ms (Section 8.2) and the images could be acquired every minute or even less frequently, since the relatively slow process of oil leak motion. Slight accuracy differences have been noted between the BBS-ESN and the network without recurrent connections (both in the quantized and baseline versions).

The network training can be optimized using half-precision floating point numbers, or even fixed-point precision numbers. The training states could be reduced in smaller chunks making the training iterative between chunks until all of them are processed and
the weights computed. This is expected to reduce RAM needs. Moreover, more typologies could be tested, changing the combinations of reservoir layers, neurons per reservoir, and blocks dimensions. Finally, the network could be implemented in C-code, and therefore measuring on the real MCU since we presented complexity estimations.

Future works include the validation of the proposed approach on real oil leak images, as soon as they become available, to evaluate the accuracy of the presented network on more irregular samples and to improve it if necessary. Other possible future works regard the integration of the proposed approach with other anomaly detection techniques exploiting information coming from different types of sensors (e.g., pressure, temperature). Combining different techniques based on different information sources can mitigate the effects of degradation of the single sensors, reducing the number of false positives and false negatives.
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