Quantum shell effects in compressed mesoscopic system
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The article demonstrates the nontrivial manifestation of quantum shell effects in a compressed mesoscopic system. It is shown that there are two spatial scales in the distribution of degenerate electrons in a spherical well. The first scale is the Fermi length ≈ \( h/\rho \). By quantum shell effect, the authors mean the existence of the new spatial scale, which is order of the system size and much larger than the first scale. The theoretical analysis for the large amount of free electrons \( (N \lesssim 10^9) \) in an infinite spherical well demonstrates what causes the appearance of the spatial nonuniformity and gives analytical expression for the electron distribution function. These results are confirmed by a numerical summation of exact solutions for the electron wave functions in an infinite potential well. It is shown that an analogous effect for the spatial distribution of electrons exists in a compressed hydrogen gas bubble of submicron size \( (\lesssim 0.1 \mu m) \). The numerical simulation of the electron distribution was carried out by the DFT (Density Functional Theory) method. The consequence of this effect is the nontrivial dynamics of the compressible cold gas bubble. This system can be realized in the thermonuclear experiments. The limiting factors of the analyzed effect are considered: symmetry of system, electron temperature, and curvature of system boundary.
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I. INTRODUCTION

There are numerous manifestations of orbital quantum effects in different systems: shell model of the nucleus, orbital effects in the atomic spectrum, oscillatory behavior of the energy spectrum of nanoclusters.

It is known, that the density of the electron distribution has the oscillating behavior because of the presence of shell corrections in a spherically symmetric potential \[1\]. The spatial scale is the order of the atomic size. In a spherically symmetric potential the density of the electron distribution often shows an oscillating behavior along the radius. This can be seen in the solutions by Hartree-Fock, Hartree-Fock-Dirac methods, in Thomas-Fermi approximation \[1\] \[2\], and in DFT \[3\]. Such oscillating behavior is observed, not only for the electrons, but also for the other particles, and for Coulomb as well as for other interaction potentials between particles (Yukawa potential, hard core, etc.) \[4\]. In the atom, the number of electrons is relatively small \( (N < 10^2) \).

In the present article we show that the nonuniformity of the distribution is also present for a macroscopic number of electrons \( (N \lesssim 10^9) \) in a potential well.

The theoretical analysis of the free electron distribution in a spherical potential well shows what causes the appearance of the nonuniformity in the system. It also demonstrates that the spatial scale of the nonuniformity is of the same order of the well radius and can be greater than the distance between the particles by several orders.

We present also the effective computational technique that allows one to calculate the electron density by numerical summation of exact solutions for the wave functions of free electrons in a potential well. We perform the calcula­tions of various systems with the electron number of up to 1 billion particles. These results confirm the existence of the effect and analytical expression obtained for the electron distribution function.

We analyze the inhomogeneous spatial distribution of electrons in the strongly compressed gas bubble \( (H_2, D_2) \) of submicron size. The characteristic values of the thermodynamic quantities of the compressed gas are the following: \( \rho_{gas} \sim (10-30) \ g/cm^3, \ N_e \sim 10^{30-31} \ m^{-3}, \ E_F \sim (20-100) \ eV, \ T_i \sim T_e \sim (0.1-1) \ eV. \) All electrons are ionized and degenerate, and the ions are the classical nonideal gas.

The numerical simulation of the electron distribution was carried out by the DFT (Density Functional Theory) method. We used the jellium model for hydrogen clusters (the number of atoms varies from 4000 to 100,000). Obtained results confirm the existence of the analogous effect in the compressed hydrogen gas bubble.

Since the scale of the inhomogeneity of the electron distribution is much larger than the interatomic distance, the effect is manifested in hydrodynamic relaxation processes of the ion system and can be observed in experiments. We analyze two problems: the hydrostatic equilibrium of a compressed gas bubble and the compression dynamics of the gas bubble. The analysis indicates a non-
trivial dynamics of gas compression, which is fundamentally different from the process of adiabatic compression in traditional systems.

In the final part of the article, we analyze the factors limiting the manifestation of the effect. The main ones are the symmetry of the system, the electronic temperature and the curvature of the boundary of the system.

II. SYSTEM OF FREE DEGENERATE ELECTRONS IN AN INFINITE SPHERICAL WELL

The existence of the nonuniformity of the distribution can be demonstrated by the example of the simplest problem: a one-dimensional electron gas in an infinite well. The wave functions of electrons have the form

$$\Psi_k = \sqrt{\frac{2}{L}} \sin \left( \frac{\pi k x}{L} \right), \quad E_k = \frac{\pi^2 \hbar^2 k^2}{2m_e L^2}. \quad (1)$$

And the concentration $n$ is determined by the expression

$$n = \sum_{k=1}^{N_0} \Psi_k^2 = \sum_{k=1}^{N_0} \left( \sqrt{\frac{2}{L}} \sin \left( \frac{\pi k x}{L} \right) \right)^2 = \frac{1}{L} \sum_{k=1}^{N_0} \left( 1 - \cos \left( \frac{2\pi k x}{L} \right) \right) = n_0 \left( 1 - \frac{\csc \frac{\pi x}{L} (N_0 + 1) \pi x}{L} \cos \frac{N_0 \pi x}{L} \right). \quad (2)$$

The final expression for concentration $n$ has two spatial scales. The first scale is the distance between the particles $L/N_0$ [the factors $\sin ((N_0 + 1)\pi x/L) \cos (N_0\pi x/L)$], the second scale is the order of the system size $L$ [the factor $\csc(\pi x/L)$]. In the considered flat one-dimensional system, the effect is negligible

$$\left( \frac{\Delta n}{n_0} \right)_{\text{flat}} \sim \frac{1}{N_0}. \quad (3)$$

In the present paper, this effect is studied for the electrons in a spherical potential well. We show that, due to the quantum shell effects, the magnitude of the inhomogeneity in the electron distribution increases significantly

$$\left( \frac{\Delta n}{n_0} \right)_{\text{sph}} \sim \frac{1}{\sqrt{N_0}}. \quad (4)$$

For the large amount of electrons ($N \sim 10^9$), these quantities (3) and (4) can differ by several orders of magnitude.

A. The theoretical analysis

At first we analyze the distribution of free semiclassical electrons in an infinite spherical well. All electrons are degenerate in this system and their Fermi energy is greater than the thermal and Coulomb energies. Moreover, the electrons have the significant orbital angular momentum and thus they have semiclassical behavior. Therefore such a formulation of the problem is close to the real situation. The solution of this problem gives us the analytical dependences of the electron distribution on the system parameters.

The semiclassical approach was widely used for the analysis of metal clusters [2], for the calculation of the nuclei energy spectrum [5], for the calculation of the electron concentration oscillations in the atom.

To determine the electron concentration, we employ the Green’s function representation $G(r'', r', e)$ for the electrons in the semiclassical approximation [5].

$$G(r'', r', e) = G_0 - \frac{1}{(2\pi \hbar)^{1/2}} \sum_{\alpha} \left\{ \rho_\alpha D^{1/2} \exp \left( \frac{i}{\hbar} S_\alpha (r'', r', e) + i\nu - \frac{i\pi}{4} \right) \right\}_\alpha \quad (5)$$

$S_\alpha$ - classical action integral

$$S_\alpha = \int_{r'}^{r''} p_\alpha dl_\alpha \quad (6)$$

$$G_0 (r'', r', e) = - \frac{m}{2\pi \hbar^2} |r'' - r'| \exp \left( \frac{i}{\hbar} |r'' - r'| p(r) \right) \quad (7)$$

$$r = \frac{r' + r''}{2}, \quad p' = \frac{dS_\alpha (r', r'', e)}{dr'}, \quad p'' = \frac{dS_\alpha (r', r'', e)}{dr''} \quad (8)$$

$$D = \det \begin{bmatrix} \frac{dp'_\alpha}{d\rho'} & \frac{dp'_\alpha}{d\rho''} & \frac{dp'_\alpha}{d\nu} \\ \frac{dp''_\alpha}{d\rho'} & \frac{dp''_\alpha}{d\rho''} & \frac{dp''_\alpha}{d\nu} \\ \frac{dt_\alpha}{d\rho'} & \frac{dt_\alpha}{d\rho''} & 0 \end{bmatrix} \quad (9)$$
In (5) the summation is extended over all real classical trajectories $\alpha$ that connect $r'$ and $r''$, $t_\alpha$ is the time of the motion along the trajectory $\alpha$.

The electron concentration is determined from the following expression involving imaginary part of the Green's function

$$n(r) = -\frac{2}{\pi} \int_{-\infty}^{r} \Im\{G(r, r, e)\} de$$

In our case, the calculation of the electron concentration [i.e., integral (11)], is reduced to taking into account a set of orbits which have coincident initial and final coordinates. There are two types of orbits. The examples of such trajectories are shown in Fig. 1. Such trajectories are formed from the known periodic orbits (Fig. 1a) in two ways (Fig. 1b).

The first type of trajectory is formed from the periodic orbits by rotation. The method is shown in Fig. 1b by the example of rotation of a triangular periodic orbit (3.1). All trajectories formed by this method will be denoted as rot($n, m$).

The second type of trajectory is formed from the periodic orbits by deformation, see Fig. 1b. Such trajectories will be denoted as def($n, m$).

We obtain a general expression for the contribution of each trajectory to the concentration value $n$ (11). In our case

$$S_\alpha \sim pR_0L_\alpha \left( \frac{r'}{R_0}, \frac{r''}{R_0} \right),$$

where $L_\alpha$ the dimensionless length of the trajectory $\alpha$, $R_0$ – well radius. We define the dimensionless function $F_\alpha$ according to the following expression

$$p_\rho D_\alpha^{1/2} = \frac{m\sqrt{\rho}}{\sqrt{R_0}} F_\alpha \left( \frac{r'}{R_0}, \frac{r''}{R_0} \right).$$

The expression for second part of the Green function (5) has the following form:

$$\Delta G(r'', r', e) = \frac{1}{\hbar^{3/2}} \left( \frac{m^2}{R_0} \right)^{1/2} F \left( \frac{r'}{R_0}, \frac{r''}{R_0} \right) \times \exp \left( \frac{i}{\hbar} pR_0L_\alpha \left( \frac{r'}{R_0}, \frac{r''}{R_0} \right) \right),$$

For the integral calculation, we use the large value ($\sim 10^3$) of the exponent in (14). We obtain the following:

$$\frac{\Delta n(r)}{n_0} = -\frac{2}{\pi} \int_{-\infty}^{r} \Im\{\Delta G(r, r, e)\} de.$$
The dependence of the relative deviation of the concentration on the particle number has the form

$$\left( \frac{\Delta n}{n_0} \right)_{\text{sphere}} \sim \sqrt{\frac{8}{N}}, \quad (17)$$

Expression (16) has two spatial scales. The first scale is the Fermi length $\sim h/p_F$, the second scale is the size of the potential well $R_0$. For the two types of trajectories $\text{rot}(n,m)$ and $\text{def}(n,m)$ introduced above, the spatial dependence in (16) has qualitatively different character.

For the trajectories $\text{rot}(n,m)$, the spatial dependence of each term in (16) is determined only by the factor $F_\alpha$, since $L_\alpha$ does not depend on $r$. Therefore the total contribution to (16) of this type of trajectory forms a function having only the scale of spatial inhomogeneity of the order of $R_0$. For the trajectories $\text{def}(n,m)$, each term of the sum is the product of the rapidly oscillating function $\sin \left( \frac{r}{h} \right)$ with the spatial scale of the inhomogeneity $\sim h/p_F$ and a slowly varying function $F_\alpha \left( \frac{r}{R_0}, \frac{r}{h} \right)$ with a spatial scale $\sim R_0$. Therefore the relative deviation of the concentration consists of the oscillation and non-oscillatory parts

$$\left( \frac{\Delta n}{n_0} \right)_{\text{sphere}} = \left( \frac{\Delta n}{n_0} \right)_{\text{Oscil}} + \left( \frac{\Delta n}{n_0} \right)_{\text{Nonoscil}}. \quad (18)$$

The first part is determined by the sum (16) along the trajectories of the type $\text{def}(n,m)$, the second part is determined by the sum (16) along the trajectories of the type $\text{rot}(n,m)$.

Each term of the sum (16) is proportional $1/L_\alpha$ and decreases with increasing $m$, since $L_\alpha \sim m$. Therefore the sum is determined by terms with small $m$, i.e., trajectories $\text{def}(n,1)$, $\text{rot}(n,1)$. The Appendix A presents the results of the calculations of $F_\alpha$ and $L_\alpha$ for $\text{def}(3,1)$, $\text{rot}(3,1)$, for which it is possible to obtain closed analytic expressions. The obtained results make it possible to draw general conclusions about the structure of the expression (16) and the functions $F_\alpha$ and $L_\alpha$.

The non-oscillating part is a part of the sum (16), where $L_\alpha$ is constant. The oscillating part is a part of (16), where $L_\alpha$ is a function. For $F_\alpha$ we have

$$F_\alpha \left( \frac{r}{R_0}, \frac{r}{h} \right) = \Theta(r - s_\alpha)G_\alpha \left( \frac{r}{R_0}, \frac{r}{d_\alpha} \right), \quad (19)$$

where $\Theta$ is the Heaviside step function. The $d_\alpha$ is the point of the function $F_\alpha$ singularity (see Appendix A).

Due to the deviation of the electron concentration from the average value, an electric field appears in the system. We calculate the emerging potential for the oscillating and non-oscillating parts of $\Delta n$ by means of expression

$$\phi(r) = \frac{4\pi\varepsilon_0 r}{4\pi\varepsilon_0 r}. \quad (20)$$

First, we calculate the contribution of the oscillating part in (16). We use the stationary phase method. There are two possible cases. In the first case the function $L_\alpha$ has no stationary points on the interval of integration, so the potential has the obvious oscillating behavior. Therefore the spatial distribution of the electron has one inhomogeneity scale. This scale is the Fermi length $p_F r/h$.

In the second case, the function $L_\alpha$ has stationary points. All trajectories of the type $\text{def}(n,m)$ have this feature. The example of such a trajectory $\text{def}(4,1)$ is presented in Fig. 2.

In the latter case, to calculate the potential, we use the known relation of the stationary phase method

$$\int_a^b f(x) \exp(i\lambda s(x)) dx \cong f(x_0) \sqrt{\frac{2\pi}{\lambda s'(x_0)}} \exp(i\lambda s(x_0)), \quad (21)$$

$x_0$ is an extremum point, where $s'(x_0) = 0$.

We obtain the following expressions for the potentials associated with $\Delta n_{\text{oscil}}$ and $\Delta n_{\text{nonoscil}}$:

![Figure 2. The trajectories of electron def(4,1). The triangle trajectory has a minimal length.](image)
\[ \Delta \varphi_{\text{oscil}} = \left( \frac{18}{\pi^2} \right)^{1/3} eN^{1/3} \varepsilon_0 r \sum_{\alpha} \frac{F_{\alpha} \left( \frac{d_{\alpha}}{R_0}, \frac{d_{\alpha}}{R_0} \right)}{L_{\alpha}} \left( \frac{d_{\alpha}}{R_0}, \frac{d_{\alpha}}{R_0} \right) \left( \frac{r^2}{R_0^2} \alpha \right)^{1/2} \sin \left[ \frac{1}{\hbar} r_{\alpha} L_{\alpha} \left( \frac{d_{\alpha}}{R_0}, \frac{d_{\alpha}}{R_0} \right) \right] \Theta(r - d_{\alpha}), \quad (22) \]

\[ \Delta \varphi_{\text{nonoscil}} = \frac{3\sqrt{3} e\sqrt{N}}{4\pi} \varepsilon_0 r \sum_{\alpha} \frac{r F_{\alpha} \left( \frac{r}{R_0}, \frac{r}{R_0} \right)}{L_{\alpha}} \frac{r^2}{R_0^2} \alpha \times \sin \left( \frac{1}{\hbar} r_{\alpha} L_{\alpha} \right). \quad (23) \]

Both in (22) and (23) the summation is carried out over all trajectories \( \alpha \) for which \( s_{\alpha} < r \).

The resulting expression for \( \varphi(r) \) has a spatial scale of the inhomogeneity of the order of the size of the spherical well. For sufficiently large \( N \), the potential is determined by the expression (23). This result qualitatively differs from the result previously obtained in [6].

The structure of the sum in (23) is such that the potential has extremal points \( s_{\alpha} \). For trajectories of type \( r_{\alpha} = \text{rot}(n, m) \) for small \( n, m \) \( s_{\alpha} \approx R_0/4, R_0/2, \sqrt{2}R_0/2 \) (see Appendix A).

### B. Numerical calculations

In this section the theoretical results are confirmed by a numerical summation of exact solutions of the electron wave functions in an infinite potential well. To simulate the small plasma bubbles with the electron number that is up to \( N = 10^8 \) let us consider a very simple model.

We investigate the distribution of \( N \) electrons in the ground state in a spherically symmetric potential well with impermeable, i.e., infinitely high, walls. This problem has the complete analytical solution (see, for example, books by Fluegge and Messiah [7] [8]). For the spherical well of radius \( R \) the electron number density is

\[\rho_e(r) = \frac{2}{4\pi R^3} \sum_{n,l} 2(2l + 1) j_l^2 \left( \frac{x_{n,l} R}{R} \right) \times (j_l^2(x_{n,l}) - j_{l-1}(x_{n,l}) j_{l+1}(x_{n,l}))^{-1}, \quad (24)\]

where \( j_l(x) \) for integer \( l \) is a spherical Bessel function of order \( l \) and \( x_{n,l} \) is its root, which coincides with the root of Bessel function \( J_{l+1/2}(x) \).

The transition to a large number of \( N \gtrsim 10^8 \) electrons in this problem allows one to trace in detail the oscillating behavior of the electron density in the ground state, to see the difference from the quasi-classical Thomas-Fermi solution and to estimate the magnitude of the electric field, which can arise during adiabatic compression of a cavity containing a degenerate plasma with a similarly large number of electrons. The adiabaticity will be understood here in the spirit of P. Paradoxov [9].

The results for \( \rho_e \) for some values of \( N \) are shown in Fig. 3 in comparison with DFT results. If the density \( \rho_1 \) is not very high, the behavior of the oscillations in \( \rho_e \) and their amplitudes are surprisingly close to the DFT results [10]. The comparison of DFT predictions for electrostatic potential with this simple model can be done only if special conditions are imposed. DFT in jellium model assumes strictly uniform density of ions. The simple model for the same assumption will predict much larger electric field, because it lacks correlation and exchange contributions to the potential.

We get a realistic comparison of electrostatic potentials if we subtract from the electrostatic potential of \( N \)
Figure 4. Oscillations of the electron density (thin line) and the electrostatic potential (heavy line) for three different numbers of electrons.

electrons a parabolic least squares fit, which mimics the electrostatic contribution of ions. After some numerical experiments we found that good fits are obtained if we exclude 10% of inner parts and 20% of outer parts of the spherical potential well from the least squares procedure, since the oscillations of the electron density are especially high there in comparison with DFT jellium model. The results of computation of the electrostatic potential behavior are shown in Fig. 4, 5. These results confirm the existence of the nonuniformity in the system and the appearance of the spatial scale, which is order of the system size and much larger than the Fermi length. The theoretical results (17), (23) are in a good agreement with numerical results in Fig. 5.

III. INHOMOGENEOUS DISTRIBUTION OF THE ELECTRONS IN THE COMPRESSED GAS BUBBLE: DFT CALCULATIONS

Previously, we have considered the system of free electrons without interaction and we have shown that its potential distribution has an inhomogeneity with a spatial scale of the system size. Next we will demonstrate that this effect also takes place in a system of electrons with interaction, such as the compressed bubble of ionized gas.

The numerical simulations of the electron and potential spatial distribution were carried out applying density functional theory (DFT) in the spherical jellium background model (SJBM). In the jellium model ions are represented as a continuous fixed distribution of a positive charge. In this form the spherically symmetric distribution of ions and their potential is possible. The symmetry allows us to reduce the problem to the one-dimensional formulation. Here we use the jellium model modification, which is the so-called stabilized jellium model [11–13] with a correction that takes into account an average difference between the jellium and the point ions.
A. Computational method

For the spherically symmetrical calculations in the jellium model we solve one-dimensional Kohn-Sham equations [14]. When an external potential has a spherical symmetry, the one-electron wavefunction can be decomposed into a radial and a spherical wavefunction. For the radial wavefunction Kohn-Sham equation has the following form (to simplify the expressions, we use atomic units, where \( \hbar = e = c = 1 \)):

\[
\frac{1}{2} \frac{d^2}{dr^2} + V_{KS}(r) + \frac{l(l+1)}{2r^2} = \varepsilon_{nl} P_{nl}(r),
\]

\( V_{KS}(r) = V_{ion}(r) + V_{H}(n_e, r) + V_{xc}(n_e, r) + \langle \delta v \rangle_{WS}(n_{ion}(r)), \)

(25)

where \( V_{KS} \) is an effective Kohn-Sham potential, \( V_{H} \) and \( V_{ion} \) are electrostatic potentials of electrons (Hartree potential) and ionic jellium, respectively, \( V_{xc} \) is an exchange-correlation potential, \( \langle \delta v \rangle_{WS} \) is a stabilized jellium correction. We need to emphasize that \( V_{H} \) and \( V_{ion} \) are usual electrostatic potentials of electrons and ions multiplied by the electron charge \( -e \), i.e., \( V_{H} = -e\varphi_e = -\varphi_e \) and \( V_{ion} = -e\varphi_{ion} = -\varphi_{ion} \). The electron density is determined by expression

\[
n_e(r) = 2 \sum_{n,l}(2l+1)\Theta_{nl} \frac{P_{nl}(r)}{4\pi r^2},
\]

(27)

where \( \Theta_{nl} = \Theta(E_F - \varepsilon_{nl}) \) is the step function. In the Appendix B there are more details about potentials and the stabilized jellium model. Further, when we talk about the electrostatic potential in the jellium model, we mean the sum:

\[
V_{ES} = V_{ion} + V_{H} + \langle \delta v \rangle_{WS}.
\]

(28)

The equations (25) are solved self-consistently using simple iteration method with mixing. The electron density distribution on the next iteration step is a composition of the previous distribution and \( n_e(r) \) obtained from (25) and (27), in which potentials are calculated using the previous electron density distribution. The iterations continue till the electron density become self-consistent. In all DFT calculation we used PZ (Perdew, Zunger) exchange-correlation functional in a local density approximation (LDA) for a spin-unpolarized case to calculate \( V_{xc} \).

B. Results of calculations for uniform jellium

Applying the jellium model we performed a lot of calculations for bubbles of hydrogen with various sizes and densities of ion jellium. Only the case of uniform ion density is considered in this section. In the jellium model it is presented like this: the ion jellium density, which is the same to the positive charge density, equals the average density inside the sphere \( n_e = N/(4\pi R^3) \) and equals zero outside.

The density of ion jellium in performed calculations varies from \( 10^{29} \text{m}^{-3} \) to \( 10^{32} \text{m}^{-3} \), the number of electrons (the same as number of ions) is up to \( 4 \times 10^5 \). Figure 6 shows examples of the electron density spatial distribution in the bubble of radius 1 nm for the jellium densities \( 10^{29} \text{m}^{-3} \) and \( 10^{32} \text{m}^{-3} \). As we can see, the fluctuations of the electron density are much smaller in the second case, in which the number of electrons is hundred times larger.

The potential profiles also become smoother with the growth of the electron number. Figure 7 shows profiles of the electrostatic potential together with the exchange-correlation and the effective Kohn-Sham potential for the bubbles mentioned above.

Next let us discuss in detail the oscillations of electron density and electrostatic potential. We can simply take a difference between the electron density and the ion jellium density \( n_e - n_{ion} \) as oscillations of the electron density, since the ion jellium density is uniform and approximately equals the average electron density. We take half of a difference between maximum and minimum
values of \( n_e - n_{\text{ion}} \) as a magnitude of the electron density oscillations \( \Delta n \) in the intermediate region, excluding part near the border and the central part of a bubble, since the oscillations are always very high at the center. These oscillations in the bubble of radius 1 nm at three different densities of ion jellium are presented in Fig. 8.

It is clearly visible that the amplitudes of the electron density oscillations decrease with increasing number of electrons, as should be according to (16),

\[
\Delta n/n \approx C \frac{1}{N_e^{1/4}}.
\]

(29)

To extract oscillations of electrostatic potential \( \Delta V_{ES} \) we can, for example, subtract an average value from \( V_{ES} \), which is approximately expressed through the Fermi energy \( E_F \) (\( \bar{n} \) is an average density):

\[
\Delta V_{ES} = V_{ES} + V_{xc}(\bar{n}) + (E_F(\bar{n}) - \varepsilon^{\text{max}}),
\]

(30)
since

\[
V_{ES} + V_{xc} = V_{KS} \approx -E_F.
\]

(31)

From (23) we have

\[
\phi(r) \propto \frac{\sqrt{N_e}}{R_0} \propto \bar{n}_0^{1/3} N_e^{1/6}.
\]

(32)

All results on oscillations of electron density and potential for a set of calculations are presented in Fig. 10. The first chart shows the magnitude of electron density oscillations depending on number of electrons in a logarithmic scale. There is also dependence (16) and a fit for a power law, which was obtained using the least square method. The fitting line corresponds to law \( \Delta n/n \propto N^{-0.4} \).

The magnitude of potential oscillations depending on density is shown on the second chart in Fig. 10 with law (32) and a power law fit. We excluded the results, obtained for \( N < 15000 \) there, because, for a relatively small number of electrons the potential oscillations do not satisfy the law (32) and they are several times bigger than they should be according to the power law fit. The fitting line for the potential oscillations corresponds to dependence \( \Delta V_{ES} \propto \varphi^{1.07} \), where \( \varphi \) is from (32). It
Figure 10. The dependence of magnitudes of the electron density oscillations on the number of electrons \(N\) (top) and potential oscillation depending on value \(32\) (bottom) in the logarithmic scale; analytical dependencies \(29\) and \(32\) are shown by dashed lines.

means that the magnitudes of the potential oscillations are in a good agreement with \(32\).

IV. THE MANIFESTATION OF QUANTUM SHELL EFFECTS IN HYDRODYNAMIC PROCESSES

A. Hydrostatic equilibrium of the compressed gas bubble

Previously, we have considered the case, when the ion jellium distribution is uniform, however, the uniform distribution actually is not equilibrium, and ions will redistribute. One of the methods to calculate the equilibrium distribution of the ion density is to solve the hydrostatic equation for ion liquid. In a statical equilibrium an ion pressure is balanced with an electric field force, i.e. (we use atomic units here),

\[-\frac{1}{n_{\text{ion}}} \nabla P - Z_{\text{ion}} \nabla \varphi = 0,\]

\[(33)\]

where \(P = n_{\text{ion}} kT_{\text{ion}}\) is the ion pressure, \(Z_{\text{ion}}\) is the ion charge, \(\varphi\) is the electrostatic potential, which is defined by Poisson equation

\[\nabla^2 \varphi = 4\pi (n_e - Z_{\text{ion}} n_{\text{ion}}).\]

\[(34)\]

In the case of a spherical symmetry one can use formula \(B1\) instead of \(34\). At constant temperature we can simply integrate Eq. \(33\) and obtain

\[\frac{kT_{\text{ion}}}{Z_{\text{ion}}} \ln(n_{\text{ion}}) = -\varphi + C.\]

\[(35)\]

As a result, to obtain the electron density distribution with the ions in equilibrium we should self-consistently
solve Eq. (25) together with Eq. (35). But calculations become more complicated than in case of the uniform ion jellium, so we managed to obtain results for systems with $\lesssim 10^3$ electrons.

Figure 11 shows the results of calculations for ions in equilibrium at constant ion temperature 10 eV for three density values, in larger scale. The ions are confined by a potential wall at the bubble boundary to prevent an expansion of matter. The ions accumulate at the boundary, because of the presence of this wall and the fact that electrons are partially behind the sphere boundary, thus creating the excess of positive charge inside the bubble. In Fig. 11 we can see the electron density and the density of ions getting closer to each other with the average density increasing.

A comparison between the uniform jellium model, the hydrostatic ion relaxation model and the free electrons model is presented in Fig. 12. In the case of ionic relaxation, the electron density gets very close to the free electron distribution, when the average density grows. The electrostatic potential oscillations have almost the same form as the density since $n_{\text{ion}} \approx n_e$, and from Eq. (35) we can get

$$- \Delta \varphi + C = \frac{k T_{\text{ion}}}{Z_{\text{ion}}} \ln \left( 1 + \frac{\Delta n_{\text{ion}}}{n} \right) \approx \frac{k T_{\text{ion}}}{Z_{\text{ion}}} \frac{\Delta n_e}{n}. \quad (36)$$

Let us consider equation for the quantum electron fluid without Bohm potential \[10\] but with the oscillation potential $U_{\text{osc}}$

$$- \frac{1}{m_e n_e} \nabla P_e + \frac{e}{m_e} \nabla \varphi + \frac{e}{m_e} \nabla U_{\text{osc}} = 0, \quad (37)$$

that should give the electron density similar to one obtained from DFT calculations, which is also the same as free electrons density. Since $\nabla P_e/n_e = \nabla E_F$

$$e U_{\text{osc}} = E_F - e \varphi + \text{const} \approx E_F(n_e^\text{free} + \text{const}), \quad (38)$$

because $\varphi \rightarrow 0$ at $T_{\text{ion}} \rightarrow 0$.

### B. Nontrivial hydrodynamic of the compressible gas bubble

The quantum shell effects are manifested in the hydrodynamic of the compressible gas bubble, which is a mixture of a gas of degenerate electrons and a gas of classical ions. It leads to a new type of cumulation.

As shown in the previous section, the concentration of degenerate electrons changes due to quantum shell effects. Under the action of the arising electric field the ions relax to a concentration $n_i = n_e = n_e^\text{free}$, which affords the electroneutrality of the gas bubble. We consider a compression regime for which the relaxation time of ions is much less than the compression time. Therefore the system is locally electroneutral at all times. We show that the compression of the bubble has the nontrivial hydrodynamic behavior.

The system of hydrodynamic equations, which describes the dynamics of electrons and ions, has the following form \[10\]:

$$\frac{\partial n_i}{\partial t} + \nabla (n_i v_i) = 0, \quad (39)$$

$$\frac{\partial v_e}{\partial t} + v_e \frac{\partial v_e}{\partial r} = - \frac{1}{\rho_e} \frac{\partial p_e}{\partial r} + \frac{e}{m_e} \nabla (\varphi) - \frac{e}{m_e} \nabla U_e, \quad (40)$$

$$\frac{\partial n_i}{\partial t} + \nabla (n_i v_i) = 0, \quad (41)$$

$$\frac{\partial v_i}{\partial t} + v_i \frac{\partial v_i}{\partial r} = - \frac{1}{\rho_i} \frac{\partial p_i}{\partial r} - \frac{e}{m_i} \nabla \varphi, \quad (42)$$

$$p_e = \frac{(3\pi^2)^{2/3}}{5} \frac{h^2}{m_e} n_e^{5/3}. \quad (43)$$

We neglected the Bohm’s term and took into account the quantum orbital effects, as it was proposed in the previous section.

$$e U_e = \frac{(3\pi^2)^{2/3}}{2} \frac{h^2}{m_e} (n_e^\text{free})^{2/3}. \quad (44)$$
Since we analyze small perturbation of spatial distribution,
\[ \frac{\Delta n}{n_0} \sim \frac{1}{\sqrt{N}}, \] (45)
we consider the problem in the linear approximation
\[ n_i = n_0 + \delta n_i, \quad n_e = n_0 + \delta n_e, \quad \delta n_e \approx \delta n_i. \] (46)

In the analyzed situation
\[ 0 = -\frac{1}{\rho_e} \frac{\partial \rho_e}{\partial r} + \frac{e}{m_e} \nabla \varphi - \frac{e}{m_e} \nabla U_e. \] (47)

Therefore, in the linear approximation, the system of equations takes the form
\[ \frac{\partial \psi_i}{\partial t} = -\frac{1}{\rho_i} \frac{\partial \rho_i}{\partial r} - \frac{1}{\rho_i} \frac{\partial p_i}{\partial r} - e \frac{m_e}{m_i} \nabla U_e, \] (48)
\[ \frac{\partial (\delta n_i)}{\partial t} + n_0 \nabla (v_i) = 0. \] (49)

Taking into account \( p_i \ll \rho_e \) for the velocity potential \( v_i = -\text{grad} \psi \), we obtain the equation
\[ \frac{1}{c^2} \psi_{tt} - \Delta \psi = \frac{1}{c^2} \frac{e}{m_i} \frac{\partial U}{\partial t}, \quad c^2 = \frac{\partial p_e}{\partial \rho}. \] (50)

This is the wave equation with the source. The solution of this equation (expressed via so-called retarded potentials) shows that the presence of the shell quantum effects leads to the generation of sound waves in the volume of the compressible gas bubble. Because of the non-monotonic spatial distribution of the ion density, sound waves are transformed into shock waves [17]. This leads to a nontrivial compression mechanism of such a system, which differs from the known adiabatic compression.

**V. LIMITING FACTORS**

In this part we consider several factors, which can lead to damping of oscillations, such as a different symmetry of the system, the temperature of electrons and non-sphericity of the system boundary.

A. System symmetry

As an example of system with different symmetry, we chose a cylinder, which is infinite along its symmetry axis. The method for calculation of electron distribution in an infinite cylinder is presented in the Appendix C.

To compare the manifestation of the effect in the spherically symmetrical geometry with its display in the axial symmetrical geometry, we made several calculations for a sphere and an infinite cylinder at equal values of radius and ionic jellium density.

The results for amplitudes of potential oscillations and electron density oscillations are gathered in Table I. As can be seen, the amplitude of the potential oscillations in an infinite cylinder is dramatically small compared to a sphere, in fact, the amplitude is about a factor of 20 smaller. The oscillations of the electron density in a cylinder are also less pronounced than in a sphere, and their dependence on electron number seems to be different. This dependence is shown in Fig. [13] which is similar to Fig. [10]. The fitting line approximately corresponds to the law \( \Delta n/n \propto N^{-0.76} \approx N^{-3/4} \).

![Figure 13](image-url)

Figure 13. Magnitudes of the electron density oscillations depending on the number of electrons \( N \) in the logarithmic scale.

Analyzing these results, we can conclude that presence of the spherical symmetry is essential for the effect, which is being considered in this paper.

B. Electron temperature

Up to this point all results were obtained neglecting electron temperature. If we take into account electron temperature, then oscillations of the electron density and the electrostatic potential diminish with an increase of temperature. To calculate the distribution of electrons...
Figure 14. The electron density in the bubble of radius 1 nm with average density $10^{30} \text{m}^{-3}$ (4188 electrons) when neglecting electron temperature (on the left) and with temperature 2 eV (on the right).

Figure 15. The electron density oscillations (on the left) and the electrostatic potential oscillations (on the right) in the bubble of radius 1 nm with the average density $10^{30} \text{m}^{-3}$ (4188 electrons) at zero temperature of electrons, at electron temperature 0.2 eV, 0.5 eV, and 2 eV.

Figure 16. The electron density oscillations (on the left) and the electrostatic potential oscillations (on the right) in the bubble of radius 0.5 nm with average density $10^{32} \text{m}^{-3}$ (52360 electrons) at zero temperature of electrons, at electron temperature 1 eV, 4 eV and 6 eV.
with temperature $T > 0$ we can use Eqs. (25) and (27), but we should replace a step function $\Theta$ with the Fermi distribution $\Theta_{nl}$:

$$\Theta_{nl} = \left[ 1 + \exp \left( \frac{\varepsilon_{nl} - \mu}{k_B T} \right) \right]^{-1}, \quad (51)$$

where $\mu$ is the chemical potential, determined from the condition $\sum \Theta_{nl} = N$.

Just to show the effect of electron temperature on the distribution of the electron density we made several calculations with electron temperature in a simple case of the uniform ionic jellium. The electron density distribution in the bubble of radius 1 nm and with density $10^{30} m^{-3}$ at zero electron temperature and at temperature 2 eV, is presented in Fig. 14. With the presence of electron temperature, the oscillations are much smaller and the density profile is almost flat. In Fig. 15 the electron density and potential oscillations are shown in detail for the case mentioned above, with two more temperature values 0.2 eV and 0.5 eV.

Similar to Fig. 15 Fig. 16 shows oscillations of the density and potential in the bubble of radius 0.5 nm with the average density $10^{32} m^{-3}$ at several temperature values varying from zero to 6 eV. In both cases the oscillations diminish with the temperature growth, keeping the shape of oscillations almost unchanged.

All calculation results, presented in Table II, were obtained for nonzero electron temperature. It is clear that the oscillation magnitudes of the density and potential decrease monotonically with the electron temperature growth. Moreover, the decrease is approximately exponential, and its rate is smaller at higher density, i.e., at bigger Fermi energy.

All results described above are obtained in the strictly spherically symmetric approximation. It is natural to check if the results persist for nonspherical configurations, and the effect of the oscillations does not disappear. We have done several tests for the non-interacting electrons in the ellipsoidal potential well of different ellipticity, in order to evaluate the influence of the curved boundary. We employed package Mathematica 11.3 to perform those tests. First, we checked how the finite-element solver for Laplace equation, embedded into Mathematica 11.3, reproduces the exact analytical solution for the spherical case. We found that acceptable accuracy was obtained for $N_e < 100$, for higher values of $N_e$ the errors become too large.

Here we present the distributions of the electron density in the ellipsoidal cavities. We have tested several values of the ellipsoid axes ratios (from 0.7 through 1.3), see Figs. 17 and 18.

### Table II. Dependence of the electron density oscillation amplitudes $2\Delta n/n$ and the potential oscillation amplitudes $2\Delta V_{ES}$ on electron temperature $T$ for three values of average density and number of electrons.

| $n$ (m$^{-3}$) | $\Delta n/n$ | $\Delta V_{ES}$ | $T$ (eV) |
|-------------|-------------|----------------|---------|
| $n = 10^{30}$ | $N = 33510$ | $N = 33510$ | $T = 0$ |
| $n = 10^{31}$ | $N = 41888$ | $N = 41888$ | $T = 0.1$ |
| $n = 10^{2}$ | $N = 52360$ | $N = 52360$ | $T = 0.2$ |

| $n/n$ | $\Delta V_{ES}$ | $\Delta V_{ES}$ | $\Delta V_{ES}$ |
|-------|-----------------|-----------------|-----------------|
| $\mu$ | $0$ | $0.31$ | $0$ | $0.31$ | $0$ | $0.31$ |
| $0.1$ | $0.48$ | $0.94$ | $0.5$ | $3.15$ | $0.94$ | $0.5$ | $3.15$ |
| $0.2$ | $0.24$ | $0.65$ | $1$ | $2.81$ | $0.65$ | $1$ | $2.81$ |
| $0.3$ | $0.11$ | $0.17$ | $2$ | $1.93$ | $0.17$ | $2$ | $1.93$ |
| $0.5$ | $0.053$ | $0.016$ | $4$ | $0.74$ | $0.016$ | $4$ | $0.74$ |
| $0.8$ | $1.017$ | $1.017$ | $6$ | $0.41$ | $1.017$ | $6$ | $0.41$ |
| $10$ | $0.087$ | $0.087$ | $0.087$ | $0.087$ |

### C. Curved boundary

All results described above are obtained in the strictly spherically symmetric approximation. It is natural to...
We may conclude that when the sphere is perturbed by a few percent, the perturbations of the density are also of a few percent. There is no qualitative difference between the ellipsoidal and spherical cases. When perturbations grow up to 30%, the distribution of electrons changes dramatically (cf. [19] and references therein).

VI. CONCLUSION

We discovered new nontrivial manifestation of the quantum shell effects in a mesoscopic system of degenerate electrons in a potential well. It is shown that the electron distribution has a spatial scale of the order of system size. This effect is confirmed by the theoretical analysis of the system of free degenerate electrons in an infinite spherical well and by the numerical analysis of degenerate electrons in the compressed gas bubble of submicron size. The spatial distribution has several extreme points, and the amplitude of the deviation from the mean value depends on the number of electrons in the system

$$\frac{\Delta n(r)}{n} \propto \left(\frac{8}{N}\right)^{1/2}. \quad (52)$$

A consequence of the effect is the appearance of an electric field acting on the ion subsystem

$$\Delta \varphi \propto \frac{eN^{1/2}}{\varepsilon_0 R_0}.$$

This leads to two nontrivial consequences.

Under conditions of hydrostatic equilibrium, the concentrations of electrons and ions in the compressed gas bubble equalize and coincide with the concentration of free electrons in the well.

The quantum shells effects are also manifested in the nontrivial dynamics of the compressible gas bubble. The hydrodynamics is fundamentally different from the process of adiabatic compression in traditional systems. The phenomenon of cumulation is observed in the system.

A number of factors limits and weakens the effect considered in the article. These factors have different origin.

The first is associated with the system symmetry. The numerical and theoretical analyses showed that the dependence of the relative deviation of the electron concentration in systems, possessing different symmetries, has a different nature

$$\left(\frac{\Delta n}{n_0}\right)_{\text{sphere}} \sim \frac{1}{\sqrt{N}}, \quad (54)$$

$$\left(\frac{\Delta n}{n_0}\right)_{\text{cylinder}} \sim \frac{1}{N^{3/4}}, \quad (55)$$

and

$$\left(\frac{\Delta n}{n_0}\right)_{\text{flat}} \sim \frac{1}{N}. \quad (56)$$

For the macroscopic amounts of electrons ($N \sim 10^9$), these quantities can differ by several orders of magnitude.

The second factor is associated with the electron temperature. The calculation analysis showed, that at $T_e > 0.1E_F$ the effect disappears.

The third factor is associated with the curved boundary. The numerical analysis showed that there is no qualitative difference between the spherical and ellipsoidal cases, when the sphere is perturbed by a few percent.

In conclusion, we note that the investigated inhomogeneity effect can be observed in the laboratory. The compressed gas bubble of submicron size is a realistic system. This system can be realized in the thermoneutral experiments.
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Appendix A: Function $F_\alpha \left(\frac{r}{R_0}, \frac{r}{R_0}\right)$

We demonstrate the basic properties of the functions $F_\alpha \left(\frac{r}{R_0}, \frac{r}{R_0}\right)$ on the example of the trajectories $\text{rot}(3,1)$, $\text{rot}(4,1)$ (Fig. 19) and $\text{def}(3,1)$, $\text{def}(4,1)$ (Fig. 20). These trajectories give the main contribution to the sums (23) and (22), respectively, since trajectories with small values of $m$ give the main contribution to the value of $\Delta n(r)$. This is due to the fact that each term of the sum (16) is proportional $1/L_\alpha \left(\frac{r}{R_0}, \frac{r}{R_0}\right)$ and decreases with increasing $m$, since $L_\alpha \sim m$.

For these trajectories it is possible to obtain closed analytical expressions for $F_\alpha$ (there we denote $x = r/R_0$). For trajectories of rot type we have

$$F_{\text{rot(3,1)}}(x, x) = \begin{cases} \frac{1}{2x} & \text{at } x \geq 1/2, \\ 0 & \text{at } x < 1/2 \end{cases}, \quad (A1)$$

$$L_{\text{rot(3,1)}}(x, x) = 3\sqrt{3}, \quad (A2)$$

and

$$F_{\text{rot(4,1)}}(x, x) = \begin{cases} \frac{1}{4\sqrt{2}(2x^2 - 1)} & \text{at } x \geq \sqrt{2}/2, \\ 0 & \text{at } x < \sqrt{2}/2 \end{cases}, \quad (A3)$$

$$L_{\text{rot(4,1)}}(x, x) = 4\sqrt{2}. \quad (A4)$$

For trajectories of def type we have
\[ F_{\text{def}(3,1)}(x, x) = \frac{1 + \sqrt{8x^2 + 1}}{4x^2} \sqrt{\frac{8x^3(4x^2 + 5 + 3\sqrt{8x^2 + 1})}{(4x^2 - 1 + \sqrt{8x^2 + 1})^{5/2}} \frac{\sqrt{8x^2 + 1}}{4x^2 + 1 + \sqrt{8x^2 + 1}}} , \quad \text{at } x \geq 0, \quad (A5) \]

\[ L_{\text{def}(3,1)}(x, x) = 3\sqrt{3}, \quad (A6) \]

\[ F_{\text{def}(4,1)}(x, x) = \begin{cases} \frac{x}{\sqrt{(1 - 2x)^2(1 + x)}} \sin \left[ 3 \arccos \left( \frac{1}{2} \sqrt{\frac{1 + \frac{1}{x}}{x}} \right) \right], & \text{at } x \geq 1/3, \\ 0, & \text{at } x < 1/3, \end{cases} \quad \text{(A7)} \]

\[ L_{\text{def}(4,1)}(x, x) = 3\sqrt{3}, \quad (A8) \]

![Figure 19](image1.png)

The trajectory of electron rot(3, 1) (a) and rot(4, 1) (b).

![Figure 20](image2.png)

The trajectory of electron def(3, 1) (a) and def(4, 1) (b).

The number of important properties of the function \( F_\alpha \) are derived from the obtained expressions:

1. The function \( F_\alpha \) is nonzero for \( r > s_\alpha \)
   
   (a) \( s_{\text{rot}(n,1)} = R_0 \sin \left( \frac{(n-2)\pi}{2n} \right) \).
   
   (b) \( s_{\text{def}(n,1)} \equiv s_{\text{rot}(n-1,1)} \).

2. The function \( F_\alpha \) has singular points \( d_\alpha \)

The potential equals zero at infinity. If ionic jellium density is uniform inside the radius \( R \), then potential of ions \( V_{\text{ion}} \) has a simple form

\[ V_{\text{ion}}(r) = Z \begin{cases} -\frac{1}{r}, & r > R \\ \frac{1}{2R} \left( \frac{r^2}{R^2} - 3 \right), & r \leq R \end{cases} \quad (B2) \]

In the other case it can be calculated similar to \( V_H \) using (B1), in which \( n_e \) is replaced by \(-n_{\text{ion}}\).

In the stabilized jellium model there is a correction for the effective Kohn-Sham potential \( \langle \delta v \rangle_{WS} \), that is the difference between the potential of the uniformly charged ball with ion charge \( V(r) \) and the model pseudopotential averaged over the volume per ion \( Z/n_{\text{ion}} \)[11][13]

\[ \langle \delta v \rangle_{WS} = \frac{3}{4\pi r_0^2} \int_0^{r_0} dr 4\pi r^2 [\omega(r) + V(r)], \quad (B3) \]

Appendix B: Stabilized jellium model

In the case of spherically symmetric charge distribution, the Poisson equation \( \Delta \varphi = 4\pi n(r) \) can be simply integrated and for the electron electrostatic potential \( V_H \), we would get

\[ V_H(r) = \frac{1}{r} \left( \int_0^r 4\pi s^2 n_e(s)ds \right) + \int_r^{+\infty} 4\pi s n_e(s)ds. \quad (B1) \]

\[ V_{\text{ion}}(r) = Z \begin{cases} -\frac{1}{r}, & r > R \\ \frac{1}{2R} \left( \frac{r^2}{R^2} - 3 \right), & r \leq R \end{cases} \quad (B2) \]

In the other case it can be calculated similar to \( V_H \) using (B1), in which \( n_e \) is replaced by \(-n_{\text{ion}}\).
where \( Z \) is the ion charge, \( n_{\text{ion}} \) is the ionic jellium density, \( V(r) \) is the potential of the homogeneously charged ball, \( \omega(r) \) is the model pseudopotential of interaction between an electron and an ion with charge \( Z \):

\[
\omega(r) = \begin{cases} 
-Z/r & , r > r_c \\
0 & , r < r_c.
\end{cases}
\]

Some comparison of the stabilized jellium model with three-dimensional calculations is presented in [20].

**Appendix C: Solution for an infinite cylinder**

When the external potential has axial symmetry, and it is constant along symmetry axis (we name it \( z \)), single electron wavefunctions can be decomposed as

\[
\phi(r, \varphi, z) = \frac{P(r)}{\sqrt{r}} e^{\pm im \varphi} e^{i p_z z}.
\]

Substituting single electron wavefunctions for the Kohn-Sham equation

\[
\hat{H} \phi = \left( -\frac{1}{2} \Delta + V_{\text{KS}} \right) \phi = E \phi,
\]

we get

\[
\left( -\frac{1}{2} \frac{d^2}{dr^2} - \frac{m^2 - 1/4}{r^2} - p_z^2 + V_{\text{KS}} \right) P(r) = EP(r).
\]

If we denote \( E_{nm} = E - p_z^2/2 \), multiply the equation by \(-2\) and move all terms to the left side, we finally get equation

\[
\left( \frac{d^2}{dr^2} - \frac{m^2 - 1/4}{r^2} + 2[E_{nm} - V_{\text{KS}}] \right) P_{nm}(r) = 0,
\]

which is similar to Eq. (25), if we make a replacement \( l \rightarrow m - 1/2 \).

At zero temperature, \( E \leq E_F \) for all occupied states, so momentum component \( p_z \) of the electron with the radial wavefunction \( P_{nm}(r) \) satisfies a relation

\[
\frac{p_z^2}{2} = E - E_{nm} \leq E_F - E_{nm},
\]

i.e., momentum \( p_z \) lies in the range

\[-\sqrt{2(E_F - E_{nm})} \leq p_z \leq +\sqrt{2(E_F - E_{nm})}.\]

Let us denote the number of electrons per length unit of a cylinder as \( \tau = dN/dz \), and the respective number in states with quantum numbers \( n \) and \( m \) as \( \tau_{nm} \). The number of electrons equals the phase volume, divided by the volume of one state (\( \hbar = 1 \))

\[
dN_{nm} = g_e g_m \frac{dp_z dz}{2\pi \hbar} = g_e g_m \frac{2\sqrt{2(E_F - E_{nm})} dz}{2\pi},
\]

where \( g_e = 2 \) is spin degeneration factor, \( g_m = 1 \) at \( m = 0 \) and \( g_m = 2 \) at \( m \neq 0 \) i.e.,

\[
\tau_{nm} = \frac{dN_{nm}}{dz} = g_m \frac{2\sqrt{2(E_F - E_{nm})}}{\pi}.
\]

For the full number of electrons per unit length, the following expression is correct

\[
\tau = \sum_{E_{nm} \leq E_F} \tau_{nm} = \sum_{E_{nm} \leq E_F} g_m \frac{2\sqrt{2(E_F - E_{nm})}}{\pi},
\]

so expression for the electron density has a form

\[
n_e(r) = \sum_{E_{nm} \leq E_F} g_m \frac{P_{nm}^2}{2\pi r} \frac{2\sqrt{2(E_F - E_{nm})}}{\pi},
\]

on condition that \( P_{nm}(r) \) is normalised to unit.

The Fermi energy value \( E_F \) can be determined numerically, for example, using binary search between maximum energy value \( E_{nm} \), that gives \( \tau(E_{nm}) < \tau \) and the next closest value.

The electrostatic potential of a cylindrical surface with radius \( R \) is

\[
V_{\text{surf}}(r; R, \tau) = \begin{cases} 
0, & r \leq R \\
-2\pi \ln \frac{r}{R}, & r > R.
\end{cases}
\]

As potential indefinitely grows at infinity, it is convenient to take the cylinder center \( r = 0 \) as a zero of the potential. The potentials \( V_H \) and \( V_{\text{ion}} \), similar to (B1), (B2) (also multiplied by -1), are equal to

\[
V_H(r) = \int_0^r V_{\text{surf}}(r; s, n_e(s)) 2\pi s ds = -\int_0^r 4\pi s n_e(s) \ln \frac{r}{s} ds,
\]

\[
V_{\text{ion}}(r) = \begin{cases} 
\pi n_i r^2, & r \leq R \\
\pi n_i R^2 \left( 1 + 2 \ln \frac{r}{R} \right), & r > R
\end{cases}
\]

for the uniform ionic density inside the radius \( R \).
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