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Abstract

Misrepresentation of certain communities in datasets is causing big disruptions in artificial intelligence applications. In this paper, we propose using an automatically extracted gender-balanced dataset parallel corpus from Wikipedia. This balanced set is used to perform fine-tuning techniques from a bigger model trained on unbalanced datasets to mitigate gender biases in neural machine translation.

1 Introduction

Misrepresentation of individual communities in current datasets is causing severe disruptions in artificial intelligence applications. Examples of this are a lower performance of speech recognizers for women than for men (Tatman, 2017), a lower accuracy in face recognition for Asian faces than American or European ones (Xiong et al., 2018) and an amplification of stereotypes in Neural Machine Translation (NMT) (Font and Costa-jussà, 2019). These challenges are at the core of natural language processing applications, and, in particular, many works are focusing on trying to solve gender biases (Costa-jussà, 2019). With this objective in mind, and in the specific context of NMT, we propose the use of balanced data sets to mitigate gender biases in a standard NMT system taking advantage of domain adaptation techniques.

Previous research in the area of NMT has proposed to either mitigate biases using debiased word embeddings (Font and Costa-jussà, 2019) and using contextual information (Basta et al., 2020) or evaluating and measuring the amount of bias present in the translation (Stanovsky et al., 2019). The closest work to ours is the one by Saunders and Byrne (2020) where authors generate a small gender-balanced dataset and use Elastic Weight Consolidation techniques to perform transfer learning and mitigate the consequences of training with unbalanced datasets. Differently from this one, we use a larger non-synthetic balanced dataset to perform fine-tuning on an unbalanced-dataset and evaluate the reduction of gender bias in the final translation.

2 Bias statement

As proposed in previous work (Blodgett et al., 2020), we formulate the bias statement of our work. Our work consists of studying the effects of using a gender-balanced dataset to mitigate gender biases in NMT. In the NMT context, we can define gender bias as incorrectly translating a gendered source word into a target word opposite gender, when no ambiguity exists. We can attribute this to datasets that are over-represented with a particular gender. As shown in previous work (Bolukbasi et al., 2016b), there are representational harms in word embeddings such as demeaning women’s ability to work in tech, e.g., man is to computer programmer as woman is to homemaker. The main concern is that training a system on unbalanced data will perpetuate these biases: first, on the methods built on top of these datasets, and second, people that use these systems will learn incorrect associations between words, unknowingly perpetuating these social biases. A system trained on balanced data is a first step in eliminating this representational harm, as there is the same number of instances between genders.
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To avoid stereotypical bias in professions, the next step would be to have the same professional distribution between genders, which can be achieved by gender-swapping the initial dataset. That way, the model will equally represent genders. Beyond this, we point out the limitation of doing a binary representation of gender, not reflecting the LGBTQ+ community. Note that our work trains a word embedding and NMT model and does not aim to reflect reality. In the end, mitigating gender bias in artificial intelligence systems is a short-term solution that needs to be combined with higher-level long-term projects in challenging current social power, among other principles (D’Ignazio and Klein, 2018).

3 Gender Balanced Dataset

This section explains the procedure followed to obtain an English-Spanish gender-balanced dataset, which uses the available Gebiotoolkit (Costa-jussà et al., 2019), and it extracts (multi-)parallel corpus at the sentence level from the Wikipedia Biographies. The toolkit consists of 3 blocks: a corpus extractor, which provides a layer to transform, collect and select entries in the desired languages; (2) a corpus aligner, which finds the parallel sentences within a text and provides a quality check of the parallel sentences given a few restrictions; (3) a gender classifier which includes a filtering module that classifies the gender of the entry and outputs the final parallel corpus. Hereinafter, we refer to this dataset as Balanced. We quantify the amount of gender bias in the collected dataset due to gender bias in word embeddings. This quantification of bias is also compared to the case of word embeddings computed on the EuroParl corpus (Koehn, 2005).

3.1 Balanced Dataset Generation

We used the available Gebiotoolkit (Costa-jussà et al., 2019) to extract the Balanced dataset. Gebiotoolkit is a tool for extracting multilingual parallel corpora at the sentence level, together with document and gender information from Wikipedia biographies. In this sense, the collected data set is not synthetic. We can generate this dataset from any of the languages available on Wikipedia. In our case, we have selected the English-Spanish language pair, which have considerable differences at the morphological level, and exhibit gender bias issues in NMT (Font and Costa-jussà, 2019).

After extraction, the biographies dataset has approximately 27,000 female-related sentences and 47,000 male-related sentences. To have an equal probability of finding a male or female related sentence, we balanced the dataset by removing male-related samples until having the same amount of masculine and feminine instances. In total, we end up with 54,000 parallel sentences, and the word embedding model has a vocabulary size of 17,277 English words.

Similarly, the Europarl corpus has 2,007,758 parallel sentences, and its word embedding model has a vocabulary size of 87,033 English words.

3.2 Gender bias Analysis for the dataset

To evaluate the amount of bias in the Balanced dataset, we build word embeddings, which is a vectorization of words following the Word2Vec (Mikolov et al., 2013) technique, and we assume that the presence of bias in word embeddings is a kind of reflection of the biases in the dataset (Caliskan et al., 2017). We use 128 as the number of dimensions for these vectors, a minimum count of 5 to remove poorly represented words and a bidirectional window of 3 words, that is, given a word \(x[n]\), its “context” is

\[x[n-3], \ldots, x[n], \ldots, x[n+3]\]

To perform the gender bias analysis of these words embeddings, we use the measures proposed in previous works (Bolukbasi et al., 2016b; Gonen and Goldberg, 2019a). Inspired by these previous studies, we make use of the following lists of words:

- Definitional List 8 pairs (he/she; boy/girl; father/mother; male/female; his/her; himself/herself; man/woman; son/daughter)
• Biased List, which contains 1000 words, 500 female-biased, and 500 male-biased. (e.g., diet for female and hero for male)

• Extended Biased List, extended version of Biased List (5000 words, 2500 female-biased, and 2500 male-biased)

• Professional List 319 tokens (e.g., accountant, surgeon)

### 3.2.1 Gender Direction and Direct Bias

Following the previous study (Bolukbasi et al., 2016a), we took the $M$ gender pair difference vectors (Definitional List) and computed its principal components (PCs) to identify the gender subspace. We then generate a random base of $M$ unit vectors of 128 dimensions for comparison. Figure 1 shows the PCA plots in both the gendered and the random vectors. In the EuroParl dataset, there is a clear dominance of one gender direction in the PCA from gender vectors. In the Balanced datasets, the supremacy is lower, but we can see that the 2 PCs from the left image (our gender base) explain almost 65% of the variance (information).

We take the definition of gender bias (Bolukbasi et al., 2016b), where they define the gender bias of a word $\vec{w}$ by its projection on the gender direction $g$. The higher the magnitude of the projection onto the previously defined base, the more biased the word is. We use the lists of neutral professions in (Zhao et al., 2018) to compute the direct bias of our Balanced dataset as follows.

$$\frac{1}{|N|} \sum_{\omega \in N} |cos(\vec{\omega}, g)|$$  \hspace{1cm} (1)

After filtering by words in our word embeddings model, we get $N=147$ for the EuroParl dataset and $N=140$ for the Balanced dataset. Direct bias is 0.23 for the EuroParl, and 0.10 for the Balanced dataset\(^1\). This measure confirms that most words still have some of its information alongside the gender direction. These results are higher of what is reported in Bolukbasi’s work (although it is not directly comparable). Having a lower $N$ may interfere in the direct bias measure. We use the PCA analysis to measure the gender bias in the word embeddings. The extracted PCs could be used to debias such embeddings (Bolukbasi et al., 2016b), but we are not using them in current work.

### 3.2.2 Clustering

The clustering measure wants to evaluate if stereotypically-gendered words (Biased List) are easy to cluster based on their word embedding representations. The higher the clustering accuracy, the more bias the words embeddings have. We use Scikit learn (Pedregosa et al., 2011) toolkit to perform an unsupervised k-means clustering classification (with 2 clusters).

Figures 2a and 2b show the tSNE projections of the vectors for both Europarl and Balanced datasets, respectively. The clustering model trained with the Europarl aligns with gender with an accuracy of

\(^1\)Find words used in https://github.com/adridjs/thesis2020/tree/master/genderbias/data. Files with pca_professions suffix.
Figure 2: tSNE projection after K-means clustering on Balanced and EuroParl datasets.

77.67% and Balanced dataset word embeddings aligns with gender with an accuracy of 68.47%. Note that not all the words in the Biased List appear in fact, we were only able to use 512 words and 263 words² (out of 1000) from the original Biased List, in the Europarl and Balanced cases, respectively.

### 3.2.3 Classification

We want to know if we can classify stereotypically-gendered words (Extended Biased List) into masculine or feminine based solely on their word embedding representations. We build an RBF-kernel SVM classifier to discover if the model can generalize its predictions into other stereotypically-gendered words. We evaluate on the EuroParl and Balanced corpus.

We start from the Extended Biased List of the 5000 most-biased words in (Gonen and Goldberg, 2019b) according to the original bias (2,500 from each gender). As in previous experiments, in our datasets, this list is reduced to 1277³, which are the words that we can find in both of our datasets. We then split these into train and test sets, drawing a 20% (255 words) for the train set and 1022 for testing the model’s performance. The classifier’s accuracy for the Europarl dataset is 80.59%, and the Balanced dataset is 73.28%.

### 3.2.4 Discussion

The accuracy reported in Europarl, and Balanced datasets are not comparable since both have different total and vocabulary words. We know that the word embedding representation changes when having more word repetitions. The results in absolute terms tend to report less bias in the Balanced dataset compared to the Europarl dataset. Moreover, clustering and classification results in absolute terms are lower than the ones noted in previous studies (Gonen and Goldberg, 2019b).

### 4 Use of Domain Adaptation techniques for Gender Bias Mitigation

In this section we use the gender-balanced dataset described in the previous section to mitigate the gender bias present in a standard MT system. We build the NMT system using the standard Transformer (Vaswani et al., 2017) on a large dataset. Our idea is to use fine-tuning techniques with the balanced dataset on this baseline system.

#### 4.1 Methodology

The idea is that we have a parent translation model trained with unbalanced data, and we want to learn a child model taking advantage of the balanced dataset. To avoid catastrophic forgetting, where the child model forgets everything learned from the parent, we use the mix fine tuning strategy. This strategy, which consists of initializing the child model with the parent model and train it on a percentage of the

---

²Words used can be found in https://github.com/adridjs/thesis2020/tree/master/genderbias/dataFiles/clustering_words.suffix.
³Words used can be found in https://github.com/adridjs/thesis2020/blob/master/genderbias/data/svm_words.txt
unbalanced data set concatenated with the entire balanced data set, has been proven to mitigate the catastrophic forgetting problem (Chu and Dabre, 2019).

We train the parent model with large datasets. We then fine-tune it with 3 types of datasets: Balanced, a Mix of the Large and Balanced dataset, having different proportions of the large dataset into it, and Concat, which contains the entire Large and Balanced datasets (see Figure 3).

4.2 Experimental Framework

**Generic Training Data** To train the parent model, we used the English-Spanish EuroParl corpus (Koehn, 2005), which contains parallel data from the European Parliament’s proceedings. We extract a part of the corpus that consists of 2 million parallel sentences. We applied a preprocessing step that consisted of tokenizing, truecasing, and filtering. We performed all these steps using scripts from the well-known Moses (Koehn et al., 2007) scripts.

**Parameters** We train the network for an undefined number of epochs until convergence with an early stopping policy. That policy consists of setting a patience, which means that if the validation loss does not improve in patience epochs, stop the training. We established that to 5 as it gives good results empirically. We used 512 embeddings dimension, 6 layers in the encoder and decoder, 8 attention heads. We used a batch size of 16, a dropout of 0.1, and a learning rate of 0.001. We optimized with Adam.

**Architecture** We use the Transformer (Vaswani et al., 2017) as baseline NMT model architecture, an encoder-decoder architecture based on attention-based mechanisms that boost the performance in NMT tasks compared to RNNs or CNNs architectures.

4.3 Fine-tuning

The baseline model is fine-tuned with a dropout to 0.3. This is used as a regularization technique together with the mixed fine-tuning approach to handle the catastrophic forgetting problem. This is the only modified hyperparameter between the baseline training and fine-tuning steps.

![Figure 3: NMT training pipeline. The gray boxes represent the corpus used to train the model that they are pointing to.](image-url)

**Balanced** We hypothesize that fine-tuning on a corpus balanced in gender will improve the accuracy in gendered translations. We use the corpus extracted by Gebiotoolkit as reported in Section 3 - balanced in
gender - to test this hypothesis. Note that the Balanced data is from a different domain than the training and test data.

**Mix** This approach is building a dataset based on a mix of EuroParl and Balanced datasets. We study the influence on gender bias and NMT performance by having more or less in-domain data fed in the fine-tuning step. More percentage means more EuroParl data.

**Concat** This approach consists of concatenating the whole EuroParl corpus with the Gender-Balanced biographies dataset.

Note that Balanced and Concat could also lie into the mix fine-tuning strategy, being 0% and 100%, respectively, the percentage of sentences from the Europarl corpus.

### 4.4 Results

Our findings are presented from Table 1 to 4. We report two baseline models: one trained with the EuroParl corpus and another trained with the concatenated dataset (Base-Concat) composed by EuroParl and Gebiotoolkit dataset. We report an evaluation in terms of translation performance and an evaluation in terms of gender bias accuracy.

#### 4.4.1 Translation Evaluation

We use BLEU (Papineni et al., 2002) to evaluate the performance of our translation models on the WMT13 test set (newstest2013)\(^4\). The second baseline shows an increment of 1.5 points in the English-to-Spanish model and almost the same increment in the reversed model.

| Corpus            | en2es | es2en |
|-------------------|-------|-------|
| EuroParl          | 26.87 | 25.50 |
| Base-Concat       | 28.37 | 26.91 |
| FT-Balanced       | 27.51 | 27.80 |
| FT-Mix 5%         | 28.51 | 28.71 |
| FT-Mix 10%        | 28.52 | 28.76 |
| FT-Mix 20%        | 28.72 | 28.78 |
| FT-Mix 30%        | **28.76** | 28.95 |
| FT-Mix 40%        | 28.61 | **29.05** |
| FT-Concat         | 28.68 | 28.29 |

Table 1: BLEU results for the different trained systems.

All the fine-tuned models surpass these two baselines, except the Balanced in the English-to-Spanish model. The best performance achieved in the English-to-Spanish model is the one where 30% of EuroParl data is present, while in the Spanish-English model the proportion is of 40%. We get final improvements over the best baseline system (Base-Concat) of up to 2 BLEU points.

#### 4.4.2 Gender Bias Evaluation

We use the gender bias evaluation pipeline from (Stanovsky et al., 2019), also known as WinoMT, to evaluate the gender bias in these models. The dataset consists of 3,888 sentences. In each of these sentences, a primary entity that is coreferent with a pronoun, and a secondary entity tries to trick the translation system. The scripts provided by the authors extracted the grammatical gender of the primary entity from each translation by automatic word alignment and followed by morphological analysis. Then, it compares the translated primary entity with the annotated gender. The objective is to have a translation where the primary entity’s gender matches the gold annotated one.

\(^4\)http://www.statmt.org/wmt13/
**General Bias** For the general bias measures, the best performance is achieved with FT-Concat, getting 49.8% accuracy at identifying the correct gender when translating into Spanish, which is an improvement of 2.5% points concerning the highest baseline, which is the Base-Concat.

| Corpus       | Acc.  | F-Score | $\Delta_g$ |
|--------------|-------|---------|------------|
|              | M     | F       |            |
| EuroParl     | 46.6% | 59.8%   | 31.3%      | 28.5 |
| Base-Concat  | 47.3% | 60.3%   | 32.4%      | 27.9 |
| FT-Balanced  | 48.3% | 60.4%   | 33.8%      | 26.6 |
| FT-Mix 5%    | 47.5% | 60.2%   | 32.0%      | 28.2 |
| FT-Mix 10%   | 47.9% | 60.4%   | 32.6%      | 27.8 |
| FT-Mix 20%   | 48.2% | 60.7%   | 33.3%      | 27.4 |
| FT-Mix 30%   | 48.8% | 60.8%   | 35.2%      | 25.6 |
| FT-Mix 40%   | 49.0% | 61.1%   | 35.5%      | 25.6 |
| FT-Concat    | **49.8%** | 59.9%   | **41.7%**  | **18.2** |

Table 2: Accuracy in the General WinoMT test set. F1-Score for masculine and feminine scores, and difference in performance between masculine and feminine scores ($\Delta_g$)

**Pro-Stereotypical Bias** In this setup, FT-Concat performs much better than any other model. Its accuracy is 10 points higher than the best baseline system. Its F-score differences are also the lowest, meaning less bias than in any different trained model.

| Corpus       | Acc.  | F-Score | $\Delta_g$ |
|--------------|-------|---------|------------|
|              | M     | F       |            |
| EuroParl     | 53.5% | 67.7%   | 35.9%      | 31.8 |
| Base-Concat  | 56.2% | 69.1%   | 38.8%      | 30.3 |
| FT-Balanced  | 59.3% | 70.0%   | 47.7%      | 22.3 |
| FT-Mix 5%    | 57.3% | 69.3%   | 43.2%      | 26.1 |
| FT-Mix 10%   | 57.8% | 69.4%   | 44.1%      | 25.3 |
| FT-Mix 20%   | 58.2% | 69.9%   | 44.6%      | 25.3 |
| FT-Mix 30%   | 58.9% | 70.3%   | 46.0%      | 24.3 |
| FT-Mix 40%   | 59.0% | 70.8%   | 45.5%      | 25.3 |
| FT-Concat    | **66.3%** | **74.1%** | **62.0%**  | **12.1** |

Table 3: Accuracy in the WinoMT test set. Pro-Stereotypical translations.

**Anti-Stereotypical Bias** Lastly, the best model performance is obtained on the FT-Mix40% model, which has an accuracy of 45% (lowest for all the setups). The minimum F-score difference is 28.9%, which is very high (also competitive to the commercial reference systems reported in the original paper (Stanovsky et al., 2019). In general, we can see that in this setup, the models do not perform very well. This reveals that the systems are still biased, as we have low anti-stereotypical and high pro-stereotypical translation performance.

5 Conclusions

The motivation of our work lies in the hypothesis that the use of a gender-balanced dataset can diminish the gender bias in NMT systems.

For doing so, we first report an analysis of this Balanced dataset in terms of gender bias by using a word embedding evaluation set of measures. This analysis shows that this Balanced dataset only encodes
| Corpus         | Acc, M | F-Score M | Δg M | Acc, F | F-Score F | Δg F |
|---------------|--------|-----------|------|--------|-----------|------|
| EuroParl      | 44.3%  | 57.1%     | 28.2%| 28.9   |
| Base Concat   | 39.0%  | 52.3%     | 21.5%| 30.8   |
| FT-Balanced   | 43.1%  | 56.7%     | 22.9%| 33.8   |
| FT-Mix 5%     | 43.1%  | 56.6%     | 23.5%| 33.1   |
| FT-Mix 10%    | 43.4%  | 57.1%     | 23.2%| 33.9   |
| FT-Mix 20%    | 44.1%  | **57.4%** | 24.7%| 32.7   |
| FT-Mix 30%    | 44.3%  | 57.1%     | 26.6%| 30.5   |
| FT-Mix 40%    | **45.0%** | **57.4%** | **28.6%** | **28.8** |
| FT-Concat     | 44.5%  | 57.0%     | 26.3%| 30.7   |

Table 4: Accuracy in the WinoMT test set. Anti-Stereotypical translations.

a small amount of bias when compared in absolute terms with other more massive datasets. Note that we can use these representations by downstream applications with the ability to have little gender bias.

Then, after this analysis, we use fine-tuning techniques to reduce gender bias in a standard MT system. Results show that even if our balanced dataset is from a different domain than the training and the test of the MT system, it does improve the translation quality (up to 2 BLEU points), and it can mitigate the gender bias in a significant amount (up to a 12.5% accuracy).
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