Abstract—We provide algorithmically verifiable necessary and sufficient conditions for fundamental system theoretic properties of discrete-time linear systems subject to data losses. More precisely, the systems in our modeling framework are subject to disruptions (data losses) in the feedback loop, where the set of possible data loss sequences is captured by an automaton. As such, the results are applicable in the context of shared (wireless) communication networks and/or embedded architectures where some information on the data loss behavior is available a priori. We propose an algorithm for deciding observability (or the absence of it) for such systems, and show how this algorithm can be used also to decide other properties including constructibility, controllability, reachability, null-controllability, detectability, and stabilizability by means of relations that we establish among these properties. The main apparatus for our analysis is the celebrated Skolem’s Theorem from Linear Algebra. Moreover, we study the relation between the model adopted in this paper and a previously introduced model where, instead of allowing dropouts in the feedback loop, one allows for time-varying delays.
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I. INTRODUCTION

THE last decades have witnessed the introduction of many sensing, computing, and wireless communication devices in a broad range of control applications leading to networked control and cyber-physical systems. In such systems, it is observed that the phenomenon of data losses is rather common as a real-time feedback loop can be disrupted intermittently by packet losses in wireless communication, task deadlines can be missed in shared embedded processors, outliers can be discarded in sensor-harvested data, and so on. This has caused a vivid interest in the analysis and design of control systems, see, e.g., [3], [9], [11], [22], [24], [25], [27], [31], and the references therein.

As data losses lead to imperfect control updates, it can be expected that fundamental system theoretic properties such as observability, controllability, detectability, stabilizability, etc., are affected. These fundamental notions have played a central role throughout the history of modern control theory and have been studied extensively in the context of finite-dimensional linear systems, nonlinear systems, infinite-dimensional systems, hybrid systems, and behavioral systems. One may refer, for instance, to [28] for historical comments and references. Given the importance of these notions on the one hand and the relevance of cyber-physical and networked control systems on the other hand, we believe that observability (and related notions) under packet loss will be critical in forthcoming engineering applications. Figs. 1 and 2 illustrate two situations of intermittent data losses that are of interest and will be studied in this paper.

It is rather remarkable that these questions have not been answered despite the large literature on systems with packet loss. The above-mentioned references have introduced (analysis and design) methods that can guarantee stability of the closed-loop
systems (up to some conservativeness), but to our knowledge the fundamental properties in dropout systems have not been studied from a theoretical and algorithmic point of view, as they have been for linear (and, later, for more general) systems.

Motivated by these considerations, we will address in this paper the problem of studying observability, controllability, detectability, stabilizability, and other fundamental properties for discrete-time linear time-invariant (LTI) systems with packet losses represented in Figs. 1 and 2. We will also study the relationships between these notions. We employ a constrained switched systems perspective for modeling the system under consideration. A constrained switched system is a switched system in which the admissible switches are constrained, e.g., it is allowed to switch from mode \( a \) to mode \( b \), but it is not allowed to switch from mode \( b \) to mode \( a \), etc. More precisely, the admissible switches are described by an automaton (see Definition 1 below for the details). These constrained switched linear systems have received considerable attention in recent years [8], [20], [23], [33], and many tools or results that were initially designed for general switched systems are now available for constrained switched systems as well.

In our setting, the switching constraints arise from the consideration that the data loss signal has some known properties that prevent arbitrary signals. Our setup encapsulates many natural constraints, including the case where there is an upper bound on the maximal number of consecutive dropouts, \( (m, k) \)-firmness (a property indicating that in any window of \( m \) time units, at least \( k \) packets are received in good order), and many others.

Although for certain classes of switched systems and hybrid systems, questions of controllability, observability, and others have been addressed, see, e.g., [1], [2], [5], [6], [19], [30], [34], there are no general answers to these problems, certainly not in the context of constrained switched linear systems as considered here. Indeed, the complexity of characterizing controllability has been studied in [4] for some classes of hybrid systems, and Blondel and Tsitsiklis showed that even within quite limited classes of switched systems, there is no algorithm to decide the controllability properties of a given system. However, by exploiting the specific structure of the systems described above, and combining this with deep results from linear algebra and arguments from automata theory, we will be able to answer the questions at hand.

We build hereby on our preliminary conference paper [15] where we tackle the single observability problem (under additional restrictions). The analogous problem of controllability was studied by us in [14]. In the present journal version, we extend these results to various other system theoretic properties, and provide a complete picture of the problem. In particular, we study observability, constructibility, detectability, controllability, reachability, null-controllability, and stabilizability of discrete-time linear systems subject to data losses (and their practical variants). We show that all these properties can indeed be verified algorithmically and also reveal various duality relationships between the mentioned notions (and, surprisingly, the absence of duality in some situations, contrary to the LTI case).

As an interesting example of this lack of duality, we emphasize that, if our definition of observability indeed corresponds to the classical physical interpretation, the dual condition for controllability, which we adopt here, and which generalizes the classical definition for LTI systems, is slightly more subtle: It characterizes the existence of a valid control signal, but it does not guarantee that one can compute this signal in real time, without knowing the future dropout events beforehand. We further discuss this fact below. In addition, we connect to the recent work in [16] in which Jungers et al. studied controllability algorithms for another class of systems, containing varying delays in the feedback loop. We will study extensively the link between that model and ours in Section VI.

The remainder of this paper is organized as follows. In Section II, we present our model in details. Then, in Section III, we analyze the observability problem (and the similar constructibility problem) and in Section IV, we analyze the controllability counterpart: the reachability and 0-controllability problems. In Section V, we further generalize the technique to the stabilizability and detectability problems. Our final theoretical contribution appears in Section VI, where we take a step back and analyze the connections between our problem and the recently studied controllability with varying delays. In Section VII, we give a numerical example, and then finish with a brief conclusion.

## II. Problem Formulation

In this paper, we are primarily interested in studying the following systems and properties.

1) Observability of discrete-time linear systems subject to data losses of the form

\[
    x(t+1) = Ax(t) \\
    y(t) = \begin{cases} 
    Cx(t), & \text{if } \sigma(t) = 1 \\
    0, & \text{if } \sigma(t) = 0
    \end{cases}
\]

where \( x(t) \in \mathbb{R}^n \) and \( y(t) \in \mathbb{R}^p \) are, respectively, the vectors of states and outputs at time \( t \in \mathbb{N} \), and \( \sigma : \mathbb{N} \to \{0, 1\} \) is the data loss signal in the sense that \( \sigma(t) = 1 \) corresponds to the case where the output is available at time \( t \in \mathbb{N} \), and \( \sigma(t) = 0 \) corresponds to the case where the output is lost at time \( t \in \mathbb{N} \).

2) Controllability of discrete-time linear systems subject to data losses of the form

\[
    x(t+1) = \begin{cases} 
    Ax(t) + Bu(t), & \text{if } \sigma(t) = 1 \\
    Ax(t), & \text{if } \sigma(t) = 0
    \end{cases}
\]

where \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \) are, respectively, the vectors of states and inputs at time \( t \in \mathbb{N} \), and \( \sigma : \mathbb{N} \to \{0, 1\} \) is the data loss signal in the sense that \( \sigma(t) = 1 \) corresponds to the case where the input is effectively conveyed to the plant at time \( t \in \mathbb{N} \), and \( \sigma(t) = 0 \) corresponds to the case where the input is lost at time \( t \in \mathbb{N} \).

For any pair of matrices \((A, C)\) [resp. \((A, B)\)], the observability (resp. controllability) problem is relevant only if some additional assumptions are made on the possible dropout behavior [it is obvious that if \( \sigma(t) = 0 \) for all \( t \in \mathbb{N} \), the system is not observable (resp. not controllable)]. For this reason, our model
comes with certain constraints on the classes of data loss signals $\sigma$. For example, a natural assumption is that there can be at most $\ell \in \mathbb{N}$ consecutive data losses with $\ell$ given. Such constraints on the data loss signal are often encountered in practice, and arise from the characteristics of the shared (wireless) communication network and/or the embedded architecture. Another type of constraints could be that for every $m$ consecutive time steps, we receive data in good order on at least $k$ time steps (so-called $(m,k)$-firmness), where $m, k \in \mathbb{N}$ are given parameters [10], [13], [32].

All the above constraints (and many others) on the data loss signal can be captured by an automaton, which is part of the description of the dynamical system. Automata are a well-known tool in computer science allowing to describe languages (i.e., sets of words on a finite alphabet). Intuitively, they consist of a graph, with labels on the edges. The language described by an automaton is the set of sequences that can be read on successive states by following a path in the graph. The set of languages that can be described by this mathematical model, called “automata,” is widely acknowledged to be very general. See, for instance, Examples 1–3. We also refer the reader to [12] for more details on automata and languages. We now formally describe this notion (which slightly deviates from the literature to satisfy our needs).

**Definition 1:** An automaton is a pair $\mathcal{A} = (M, s) \in \{0, 1\}^{N \times N} \times \{0, 1\}^N$, where $N$ is the number of nodes (or states), $M \in \{0, 1\}^{N \times N}$ is the transition matrix, and $s = (s_1 \ s_2 \ldots \ s_N)^\top \in \{0, 1\}^N$ is the vector of node labels.

**Definition 2:** A data loss signal $\sigma : \mathbb{N} \to \{0, 1\}$ is said to be admissible with respect to an automaton $\mathcal{A} = (M, s)$ with $N$ nodes, if there exists a sequence of states $v : \mathbb{N} \to \{1, 2, \ldots, N\}$ such that for all $t \in \mathbb{N}$ it holds that $M_{v(t), v(t+1)} = 1$ and $\sigma(t) = s_{v(t)}$. The set of all admissible data loss signals for the automaton $\mathcal{A}$ is denoted by $L(\mathcal{A})$.

In this paper, we consider only automata that can produce at least one admissible data loss signal (and thus by definition defined for all $t \in \mathbb{N}$), which implies that the automaton must contain at least one cycle. We also assume that our automata are strongly connected. All our results can be extended to the case of nonstrongly connected automata by employing classical automata-theoretic techniques. We now provide a few examples to motivate what type of data loss signals can be captured by an automaton.

**Example 1:** Consider a control system where there can be at most $\ell \in \mathbb{N}$ consecutive data losses. This can be captured by an automaton containing $\ell + 1$ nodes, in which the node $i \in \{1, 2, \ldots, \ell\}$ represents the situation where the data generated at the last $i$ consecutive instants were lost, and the one before arrived safely. The node $\ell + 1$ represents the situation where the last packet arrived safely. Let $\ell = 3$. The corresponding automaton $\mathcal{A} = (M, s)$ with

$$M = \begin{pmatrix} 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 \end{pmatrix}$$

and

$$s = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}$$

is shown in Fig. 3. Note that such models have been used for networked control systems with packet losses [7].

**Example 2:** Consider a control system in which out of every three consecutive time steps, the packet is received in good order at least once. This can be captured by an automaton $\mathcal{A} = (M, s)$ with

$$M = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 1 \end{pmatrix}$$

and

$$s = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.$$
connected by communication channels. In some situations, a malicious attacker can try to obstruct the flow of data between these components, and it is critical to guarantee proper operation of the systems despite these attacks, which pertains, for instance, to guaranteeing observability, controllability, and related properties. In practice, the attacker has certain limitations in the sense that, for instance, he can cause at most $N$ consecutive data losses or, in every time window of length $R$, he can launch at most one attack. Typically, these limitations could be related to the situation that once a device is put to rest, it takes a certain amount of time before it can be used again, and/or the device can be used for a maximum amount of time steps before it has to be put to rest again, etc. Just like in Examples 1 and 2, such scenarios can be conveniently modeled by an automaton, and combined with models as in (1) or (2) to describe the dynamics of the plants and controllers.

Example 3: Other types of computation or communication nonidealities, which do not a priori fall into our framework, can also be captured by the automaton model: In [18], Jungers et al. propose a model, inspired by practical control protocols on multihop control networks, where the signal is guaranteed to arrive to the plant (thanks to redundancy in the network), but the delay incurred by the transmission through the network can vary, because of the variability of path lengths in the network. In Section VI, we introduce this model more precisely, and show that it is in fact a particular case of our model.

In the sequel, we refer to the discrete-time switched systems (1) and (2) constrained by an automaton $\mathcal{A}$ with the tuples $(A, C, A)$ and $(A, B, A)$, respectively. Similarly, the notations $x(t, x_0, \sigma)$ and $y(t, x_0, \sigma)$ denote the state and output trajectories of the system (1) at time $t \in \mathbb{N}$ generated under a switching signal $\sigma$ with initial state $x_0$. The notation $x(t, x_0, u, \sigma)$ denotes the state and output trajectories of the system (2) at time $t \in \mathbb{N}$ generated under a switching signal $\sigma$ and control input signal $u : \mathbb{N} \rightarrow \mathbb{R}^m$ with initial state $x_0$. However, when there is no ambiguity, we stick to $x(t)$ and $y(t)$ for brevity.

Definition 3:

i) The system $(A, C, A)$ is said to be observable if for any $\sigma \in \mathcal{L}(\mathcal{A})$, and any pair of initial states $x_0$ and $\tilde{x}_0 \in \mathbb{R}^n$, it holds that $y(t, x_0, \sigma) = y(t, \tilde{x}_0, \sigma)$ for all $t \in \mathbb{N}$ implies that $x_0 = \tilde{x}_0$. The system is called nonobservable otherwise.

ii) The system $(A, C, A)$ is said to be constructible if for any $\sigma \in \mathcal{L}(\mathcal{A})$, and any initial state $x_0$, there exists a $T \in \mathbb{N}$ such that for any $\tilde{x}_0 \in \mathbb{R}^n$ that satisfies $y(t, x_0, \sigma) = y(t, \tilde{x}_0, \sigma)$ for all $t \in \mathbb{N}_{[0, T]}$ it holds that $x(T, x_0, \sigma) = x(T, \tilde{x}_0, \sigma)$. The system is called nonconstructible otherwise.

iii) The system $(A, C, A)$ is said to be detectable if for any $\sigma \in \mathcal{L}(\mathcal{A})$, and any initial state $x_0 \in \mathbb{R}^n$ with $y(t, x_0, \sigma) = 0$ for all $t \in \mathbb{N}$, it holds that $x(t, x_0, \sigma) \rightarrow 0$ as $t \rightarrow \infty$. The system is called nondetectable otherwise.

Definition 4:

i) The system $(A, B, A)$ is said to be controllable if for any $\sigma \in \mathcal{L}(\mathcal{A})$, any initial state $x_0 \in \mathbb{R}^n$ and any final state $x_f \in \mathbb{R}^n$, there is an input signal $u : \mathbb{N} \rightarrow \mathbb{R}^m$ such that $x(T, x_0, u, \sigma) = x_f$ for some $T \in \mathbb{N}$. The system is called noncontrollable otherwise.

ii) The system $(A, B, A)$ is said to be reachable if for any $\sigma \in \mathcal{L}(\mathcal{A})$, and for the initial state $0 \in \mathbb{R}^n$ and any final state $x_f \in \mathbb{R}^n$, there is an input signal $u : \mathbb{N} \rightarrow \mathbb{R}^m$ such that $x(T, x_0, u, \sigma) = x_f$ for some $T \in \mathbb{N}$. The system is called nonreachable otherwise.

iii) The system $(A, B, A)$ is said to be 0-controllable if for any $\sigma \in \mathcal{L}(\mathcal{A})$ and any initial state $x_0 \in \mathbb{R}^n$, there is an input signal $u : \mathbb{N} \rightarrow \mathbb{R}^m$ such that $x(T, x_0, u, \sigma) = 0$ for some $T \in \mathbb{N}$. The system is called non-0-controllable otherwise.

iv) The system $(A, B, A)$ is said to be stabilizable if for any $\sigma \in \mathcal{L}(\mathcal{A})$ and any initial state $x_0 \in \mathbb{R}^n$, there is an input signal $u : \mathbb{N} \rightarrow \mathbb{R}^m$ such that $\lim_{t \rightarrow \infty} x(t, x_0, u, \sigma) = 0$. The system is called nonstabilizable otherwise.

Observe that even though our systems are not LTI, the above notions correspond to the intuitive meaning that one expects them to do. For instance, one can easily see that detectability implies that from observation of the output $y$, it is possible to obtain an estimate $\hat{x}$ of the state $x$ such that $(\hat{x}(t) - x(t)) \rightarrow 0$ when $t \rightarrow \infty$. To motivate the study of the properties defined above, let us consider an example.

Example 4: Consider the system (1) with

$$A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \text{ and } C = \begin{pmatrix} 0 & 1 \end{pmatrix}.$$ 

The observability matrix (1) (in the classical sense, that is, with $\sigma(t) = 1$ for all $t \in \mathbb{N}$) is given by

$$O(A, C) = \begin{pmatrix} C \\ CA \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$ 

As the rank of $O(A, C)$ is 2, the pair $(A, C)$ is observable in the classical sense.

Let us now suppose that the system is subject to dropout signals, as described by the automaton $\mathcal{A}$ in Fig. 3. Under the periodic data loss signal $\sigma = [1, 0, 1, 0, 1, 0, \ldots]$, which is admissible with respect to $\mathcal{A}$, it is easy to see that the system is no longer observable.

Now, consider the situation where out of every four consecutive transmissions, at least three are successful. This situation is depicted in Fig. 5, where we have an automaton $\mathcal{A} = (M, \sigma)$

![Fig. 5. Automaton representing data loss signals where out of every four consecutive transmissions, at least three are successful.](image-url)
with

\[
M = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
\end{pmatrix}
\]

and

\[
s = \begin{pmatrix}
0 \\
1 \\
1 \\
1 \\
\end{pmatrix}.
\]

In this case, it can be seen that the observability property is conserved.

The above example shows that it is not clear when the resulting switched linear system \((A,C,A)\) is observable or not. Our goal is to get general tools to answer this type of question. Interestingly, we can characterize the observability and constructibility notions in simpler forms, which will be beneficial later. This can be accomplished by noting that for any \(\sigma \in \mathcal{L}(\mathcal{A})\) fixed, it holds that the systems (1) and (2) are linear (though time varying). Hence, due to linearity, it holds that

\[
y(t, x_0, \sigma) = y(t, \tilde{x}_0, \sigma) = y(t, x_0 - \tilde{x}_0, \sigma)
\]

and

\[
x(t, x_0, \sigma) = x(t, x_0 - \tilde{x}_0, \sigma).
\]

As a consequence, the following statements hold.

**i')** The system \((A,C,A)\) is observable if and only if for any \(\sigma \in \mathcal{L}(\mathcal{A})\) and any initial state \(x_0\), it holds that

\[
y(t, x_0, \sigma) = 0 \quad \forall t \in \mathbb{N} \implies x_0 = 0.
\]

Similarly,

**ii')** The system \((A,C,A)\) is constructible if and only if for any \(\sigma \in \mathcal{L}(\mathcal{A})\) there exists a \(T \in \mathbb{N}\) such that for any \(x_0 \in \mathbb{R}^n\) that satisfies

\[
y(t, x_0, \sigma) = 0 \quad \forall t \in [0, T] \implies x(T, x_0, \sigma) = 0.
\]

**Remark 1:** We now introduce a variant of our notions, which can be of practical importance, where the critical time \(T\) in the definitions does not depend on the particular packet loss signal, nor the initial state.

The system \((A,C,A)\) is said to be *practically observable* if there exists a \(T \in \mathbb{N}\) such that for any \(\sigma \in \mathcal{L}(\mathcal{A})\), any pair of initial states \(x_0, \tilde{x}_0 \in \mathbb{R}^n\) with

\[
y(t, x_0, \sigma) = y(t, \tilde{x}_0, \sigma)
\]

for all \(t \in [0, T]\), it holds that \(x_0 = \tilde{x}_0\). Similarly, \((A,C,A)\) is said to be *practically constructible* if there exists a \(T \in \mathbb{N}\) such that for all \(\sigma \in \mathcal{L}(\mathcal{A})\), and all initial states \(x_0, \tilde{x}_0 \in \mathbb{R}^n\) with

\[
y(t, x_0, \sigma) = y(t, \tilde{x}_0, \sigma)
\]

for all \(t \in [0, T]\) it holds that

\[
x(T, x_0, \sigma) = x(T, \tilde{x}_0, \sigma).
\]

**Definition 5:** Given a data loss signal \(\sigma : \mathbb{N} \to \{0, 1\}\), we define the *observability matrix* of the system \((A,C,A)\) for \(\sigma\) at time \(t \in \mathbb{N}\) by

\[
O_\sigma(t) := \begin{pmatrix}
\sigma(0)C \\
\sigma(1)CA \\
\vdots \\
\sigma(t-1)CA^{t-1}
\end{pmatrix} \in \mathbb{R}^{p \times n}.
\]

**Proposition 1:** The system \((A,C,A)\) is observable if and only if for all \(\sigma \in \mathcal{L}(\mathcal{A})\) there exists a \(t \in \mathbb{N}\) such that the observability matrix \(O_\sigma(t)\) is of rank \(n\).

**Proof:** (Necessity) We employ contradiction. Suppose that the system \((A,C,A)\) is observable, but there exists a \(\sigma \in \mathcal{L}(\mathcal{A})\) and a nonzero \(\alpha \in \mathbb{R}^n\) such that for all \(t, O_\sigma(t)\alpha = 0\) (note that the null space of \(O_\sigma(t)\) is a superset of the null space of \(O_\sigma(t+1)\) for all \(t \in \mathbb{N}\)). Pick \(x(0) = x_0 = \alpha\). Then, \(y(t) = 0\) for all \(t \in \mathbb{N}\). Hence, based on (i'), the system \((A,C,A)\) is nonobservable.

(Sufficiency) Given that for all admissible \(\sigma\), there is a \(t \in \mathbb{N}\) such that \(O_\sigma(t)\) has full rank, \(x(0)\) can be uniquely obtained from

\[
\begin{pmatrix}
y(0) \\
\vdots \\
y(t)
\end{pmatrix} = O_\sigma(t)x_0.
\]

**Note:** Indeed, observe that in this new system, the set of acceptable dropout signals is the same, whereas \(x(t)\) is replaced by \(\tilde{x}(t) = Sx(t)\), and the outputs \(y'(t) = y(t)\) are kept the same as in the initial system.
The observability of the system \((A, C, A)\) follows. 

Based on this proposition, we sometimes call a signal \(\sigma : \mathbb{N} \to \{0, 1\}\) observable if the corresponding observability matrix has full rank for some \(t \in \mathbb{N}\). Otherwise, we say that the data loss signal \(\sigma\) is nonobservable.

Note that this proposition shows that the following statement holds.

\(\mathcal{L}\) The system \((A, C, A)\) is observable if and only if for any \(\sigma \in \mathcal{L}(A)\) there is a \(T \in \mathbb{N}\) such that for any initial state \(x_0\) with \(y(t, x_0, \sigma) = 0\) for \(t \in \mathbb{N}_{[0, T]}\) it holds that \(x_0 = 0\).

Note that the difference of (ii) with respect to practical observability lies in the fact that for practical observability \(T\) is independent of \(\sigma \in \mathcal{L}(A)\).

It is well known that for LTI systems, the difference between observability and constructibility lies in the (non)observability of the modes associated with zero eigenvalues. We now formalize this result to our framework in the next lemma.

Lemma 1: Consider the system \((A, C, A)\) and let \(S \in \mathbb{R}^{n \times n}\) be a real Jordan form basis-transformation matrix such that

\[
SAS^{-1} = \begin{pmatrix} A_r & 0 \\ 0 & A_s \end{pmatrix}
\]

and \(CS^{-1} = (C_r \ C_s)\),

where \(A_r\) is regular, and \(A_s\) has only zero eigenvalues.

Then, \((A, C, A)\) is (practically) constructible if and only if the system \((A_r, C_r, A)\) is (practically) observable.

Proof: We start by recalling that \((A, C, A)\) is (practically) observable/constructible iff \((SAS^{-1}, CS^{-1})\) is (practically) observable/constructible. As such, we can directly work in the real Jordan basis and we decompose the state \(x \in \mathbb{R}^n\) as \(x = (x_r, x_s) := [x_r^T \ x_s^T]^T\) accordingly. Similarly, we write \(y_r(t, x_r(0), \sigma)\) as the output of the system described by \((A_r, C_r)\), with data loss signal \(\sigma \in \mathcal{L}(A)\) and initial state \(x_r(0)\), and \(y_s(t, x_s(0), \sigma)\) as the output of the system given by \((A_s, C_s)\), data loss signal \(\sigma \in \mathcal{L}(A)\), and initial state \(x_s(0)\). Observe that due to the diagonal structure of \(SAS^{-1}\) it holds that \(y_r(t, x_r(0), \sigma) = y_r(t, x_r(0), \sigma) + y_s(t, x_s(0), \sigma)\) for all \(t \in \mathbb{N}\), where \(x(0) = (x_r(0), x_s(0))\).

(Sufficiency) Suppose first that \((A_r, C_r, A)\) is observable and thus according to property (ii), we have that for all \(\sigma \in \mathcal{L}(A)\) there is a \(T(\sigma)\) such that for any \(x_r(0)\) with \(y_r(t, x_r(0), \sigma) = 0\) for all \(t \in \mathbb{N}_{[0, T]}\) it holds that \(x_r(0) = 0\). To prove constructibility of \((A, C, A)\) take now \(\sigma \in \mathcal{L}(A)\) and define \(T = T(\sigma) + n\). Suppose that \(y_r(t, x_r(0), \sigma) = 0\) for all \(t \in \mathbb{N}_{[0, T]}\). Since for all \(t \geq n\), \(x_r(t, x_r(0), \sigma) = 0\) and thus \(y_s(t, x_s(0), \sigma) = 0\), we have that also \(y_r(t, x_r(0), \sigma) = 0\), and by observability of this latter system, it implies that \(x_r(T) = 0\). Hence, \(x(T) = (x_r(T), x_s(T)) = 0\), and \((A, C, A)\) is constructible.

Note that if \((A_r, C_r, A)\) is practically observable, then the \(T\) above is independent of \(\sigma\) and thus also the defined \(T\). Hence, we can conclude practical constructibility of \((A, C, A)\).

(Necessity) Suppose \((A, C, A)\) is constructible. Take any \(\sigma \in \mathcal{L}(A)\) and take \(T\) as in the constructibility characterization (ii') such that for any \(x_0 \in \mathbb{R}^n\) that satisfies \(y(t, x_0, \sigma) = 0\) for all \(t \in \mathbb{N}_{[0, T]}\) it holds that \(x(T, x_0, \sigma) = 0\). Take \(x_r(0)\) arbitrary and set \(x_0 = (x_r(0), 0)\). Suppose \(y_r(t, x_r(0), \sigma) = 0\) for all \(t \in \mathbb{N}_{[0, T]}\), then we have that \(y(t, x_0, \sigma) = 0\) for all \(t \in \mathbb{N}_{[0, T]}\) as well (as \(x_s(0) = 0\) and thus according to the constructibility characterization (ii') it holds that \(x(T, x_0, \sigma) = (A_r^T x_r(0), 0) = 0\). Using invertibility of \(A_r^T\) now yields \(x_r(0) = 0\). Hence, \((A_r, C_r, A)\) is observable. The implication “practical constructibility of \((A, C, A)\) ⇒ practical observability of \((A_r, C_r, A)\)” follows similarly, since, by practical constructibility, the integer \(T\) in the proof above can be taken independent of \(\sigma\).

Corollary 1: If the system \((A, C, A)\) is observable, then it is constructible. Moreover, if \(A\) is invertible, then constructibility and observability are equivalent.

Proof: For the first part of the corollary, it follows directly from the observability characterization (i)’ and the constructibility characterization (ii)’ (as \(x(T, x_0, \sigma) = A_r^T x_r(0)\)). The second part of the corollary is obvious from Lemma 1.

We now turn to the main result of this section, which will allow us to decide observability. As announced above, we will make use of Skolem’s Theorem from Linear Algebra [21], [26], which is given next.

Theorem 1 (Skolem’s Theorem): Consider a matrix \(A \in \mathbb{R}^{n \times n}\) and two vectors \(b, c \in \mathbb{R}^n\). The set of values of \(t \in \mathbb{N}\) such that \(c^T A t b = 0\) is eventually periodic in the sense that there exist two numbers \(P, T \in \mathbb{N}\) such that

\[
\forall t \in \mathbb{N}_{> T}, \ c^T A^t b = 0 \iff c^T A^{t+P} b = 0.
\]

Moreover, the period \(P\) can be computed explicitly. In particular, if the entries in \(A, b, c\) are rational numbers, \(P\) can be chosen smaller or equal to \(r^{n^2}\), where \(r\) is any prime number not dividing \(\det(mA)\), and \(m\) is the least common multiple of the denominators of the entries in \(A\).

The above theorem shows that if one is interested in the patterns of times such that the response of a linear system \(x(t+1) = Ax(t)\) with \(x(0) = b\) is confined to a linear subspace \(c^T := \{w \in \mathbb{R}^n \mid c^T w = 0\}\), then one can restrict the attention eventually to periodic patterns.

We now present our main result. In the course of its proof, we will need the following elementary result, which connects observability and the practical versions (see Remark 1).

Lemma 2: The system \((A, C, A)\) is practically observable (resp. practically constructible) if and only if it is observable (resp. constructible).

Proof: The “only if” part is obvious. For the “if” part, let us suppose that the system is observable. We have to show that there exists an \(A^* \in \mathbb{N}\) such that for any \(\sigma \in \mathcal{L}(A)\) any initial state \(x_0 \in \mathbb{R}^n\) with \(y(t, x_0, \sigma) = 0\) for all \(t \in \mathbb{N}_{[0, T]}\) it holds that \(x_0 = 0\). Suppose by contradiction that for every \(T^* \in \mathbb{N}\) there is a \(\sigma^*\) with \(y(t, x_0, \sigma^*) = 0\) for all \(t \in \mathbb{N}_{[0, T^*]}\), but \(x_0 \neq 0\). Since

\[
\begin{pmatrix}
  y(0) \\
  \vdots \\
  y(T^*)
\end{pmatrix} = O_{\sigma^*} \cdot (A^*) x_0 = 0
\]

we conclude that the observability matrix \(O_{\sigma^*}(A^*)\) does not have full rank. This implies the existence of an infinite signal \(\sigma\) such that \(O_{\sigma^*}(t)\) never has full rank, which leads to a contradiction. (The existence of \(\sigma\) can be easily proved, e.g., by
the convergence of the sequence \( \{\sigma^T\}_{T \in \mathbb{N}} \) w.r.t. the standard topology on words, see the proof of Lemma 4 for more details.)

The equivalence between constructibility and practical constructibility follows now from Lemma 1.

**Theorem 2:** Problem 1 is decidable in the sense that there is an algorithm that decides (non)observability and (non)constructibility of a given system specified by \((A, C, \mathcal{A})\) in finite time.

**Proof:** We first present an algorithm to decide (non)observability of \((A, C, \mathcal{A})\), in the particular case where the matrix \(A\) is regular. We then show how it can be adapted for the singular case, and finally we show how to decide constructibility.

1. **Observability algorithm when \(A\) is regular:** Our algorithm consists of two routines that run in parallel. The first routine parses every admissible periodic data loss signal corresponding to cycles of length \(s\), \(s = 1, 2, \ldots\) in the automaton. It then decides whether each of these cyclic signals (based on periodically repeating the cycle) renders the system observable or not (i.e., makes the corresponding observability matrix full rank or not, which can be checked easily as we will see at the end of the proof).

If at some point a periodic signal is found, which violates the full rank condition of the corresponding observability matrix, this establishes nonobservability.

In parallel, the second routine in our algorithm generates all finite admissible switching signals \(\sigma\) of increasing length and checks whether the corresponding observability matrix \(O_\sigma(t)\) has full rank. Following Proposition 1, if this property is satisfied for all admissible signals of a given length, then the system \((A, C, \mathcal{A})\) is observable.

The key is to prove that this algorithm is bound to stop after a finite time. In the case that the system is observable, the second subroutine will do so. This follows from Lemma 2 as observability and practical observability are equivalent. In the case the system is nonobservable, we establish in Claim 1 that there exists a cycle in the automaton, whose corresponding switching signal leads to a rank-deficient observability matrix. Thus, the first routine of our algorithm, which parses larger and larger cycles, will finally find the critical one, and the algorithm will stop.

**Claim 1:** Proof of existence of a nonobservable cyclic signal in the nonobservable case: If the system \((A, C, \mathcal{A})\) is nonobservable, by definition, there is an admissible data loss signal \(\sigma\) for which the rank of the observability matrix \(O_\sigma(t)\) is strictly less than \(n\) for all \(t \in \mathbb{N}\). Hence, the null spaces \(\ker O_\sigma(t)\), \(t \in \mathbb{N}\), of the observability matrices contain a nontrivial subspace \(\mathcal{UO}_\sigma \neq \{0\}\). Fix linearly independent vectors \(v_1, \ldots, v_r\) forming a basis of \(\mathcal{UO}_\sigma\). We apply Skolem’s Theorem to every pair \(v_i, c_j\), where \(c_j, j = 1, \ldots, p\), are the rows of the matrix \(C\), i.e.,

\[
C = \begin{pmatrix}
  c_1 \\
  \vdots \\
  c_p
\end{pmatrix}.
\]

We obtain \(T_{i,j}, P_{i,j} \in \mathbb{N}\), where \(i = 1, 2, \ldots, r\) and \(j = 1, \ldots, p\) satisfying (4) with the corresponding vector \(b = v_i\) and \(c^\top = c_j\).

From this, defining

\[
T = \max_{i,j} T_{i,j}
\]

and taking \(P\) equal to a common multiple of the \(P_{i,j}\), we have that

\[
\forall t \in \mathbb{N} \ni \forall i = 1, \ldots, r \colon C^A^t v_i = 0 \iff \forall i = 1, \ldots, r \colon C^A^{t+P} v_i = 0.
\]

Consider again the nonobservable signal \(\sigma\) and the corresponding path it generates in the automaton. By the pigeonhole principle, there are two times \(t_1, t_2 \in \mathbb{N} \ni t_2 - t_1 \leq PN\) (recall that \(N\) is the number of nodes in the automaton) such that

\[
t_1 = t_2 \mod P, \quad \text{and} \quad p_\sigma(t_1) = p_\sigma(t_2)
\]

where \(p_\sigma(t)\) denotes the node of the infinite path corresponding to \(\sigma\) in the automaton \(\mathcal{A}\) at time \(t \in \mathbb{N}\). Indeed, there are only \(PN\) different possible values for the couple \((t \mod P, p_\sigma(t))\).

By (7), the eventually periodic signal \(\hat{\sigma}\) starting with \((\sigma(0), \sigma(1), \ldots, \sigma(t_1 - 1))\) and followed by the periodic repetition of \((\sigma(t_1), \ldots, \sigma(t_2 - 1))\) corresponds to an admissible data loss signal \(\hat{\sigma} \in \mathcal{L}(\mathcal{A})\). Obviously, \(\mathcal{UO}_\sigma \subset \ker O_{\hat{\sigma}}(t_2)\) as \(\sigma\) and \(\hat{\sigma}\) coincide for the first \(t_2\) time steps. For \(t \in \mathbb{N}_{t_2 + P}\), terms \(\sigma(t)CA^t\) are added to the observability matrices. However, we know that \(\sigma(t - P)CA^{t-P}v_i = 0\) for all \(i\) and thus \(\sigma(t - P) = 0\) or \(CA^{t-P}v_i = 0\) for all \(i\). In the former case, it holds that \(\sigma(t) = 0\) as well due to (eventual) periodicity of \(\hat{\sigma}\). In the latter case, we can use (6) to conclude \(CA^tv_i = 0\) for all \(i\) as well. The same statement holds inductively for \(t \in \mathbb{N}_{t_2 + P}\).

Hence, all added contributions to the observability matrix satisfy also that for all \(i\), \(\sigma(t)CA^tv_i = 0\) for \(t \in \mathbb{N}_{t_2 + P}\).

This shows that \(\mathcal{UO}_\sigma \subset \ker O_{\sigma}(t)\) for all \(t \in \mathbb{N}\) and thus that \(\hat{\sigma}\) makes the observability matrices rank deficient. Moreover, also the purely periodic signal \(\hat{\sigma} \in \mathcal{L}(\mathcal{A})\) obtained by the periodic repetition of the cycle \((\sigma(t_1), \ldots, \sigma(t_2 - 1))\) results in rank-deficient observability matrices (since its rows are a subset of the rows of the initial observability matrix, postmultiplied by the invertible matrix \(A^{-t_1}\)). This proves Claim 1.

Finally, in order to complete the algorithm we still have to provide a finite test for checking whether a periodic data loss signal of some period \(s\) is (non)observable.

For this purpose, we now prove the following claim.

**Claim 2:** Any infinite cyclic signal \(\sigma\) with period \(s\) is nonobservable if and only if the observability matrix \(O_\sigma(t)\) is rank deficient for \(t = sn\).

This allows to check the nonobservability of the complete signal by only looking at a finite part of it. Obviously, if the signal is nonobservable, the finite matrix cannot be full rank.

Conversely, if the matrix \(O_\sigma(sn)\) is rank deficient, its rows span a subspace \(S\) of dimension smaller than \(n\). Consider all the values \(t_i\) for which \(\sigma(t_i) = 1, t_i \leq s\). By periodicity of \(\sigma\), all the nonzero rows in the observability matrix are of the shape \(CA^{t_i+ks}, k = 1, 2, \ldots\). Now, it is easy to see that

\[
\text{row span}\{CA^{t_i+ks} : k \in \mathbb{N}\} = \text{row span}\{CA^{t_i+ks} : 1 \leq k \leq n\}
\]

where \(p_\sigma(t)\) denotes the node of the infinite path corresponding to \(\sigma\) in the automaton \(\mathcal{A}\) at time \(t \in \mathbb{N}\).
Consider the system $S$ is not so easy [21] (or a priori) and for the a priori bound on the computational burden of the algorithm. For any $s$.

Given a constrained discrete-time switched linear system $S$, it follows that $y(t, x(0), \sigma(0)) = 0$ for all $t \in \mathbb{N}$, but $x(0) \neq 0$. Hence, if the system is observable, one will come across a finite time $t$ such that all the observability matrices $O_s(t)$ have full rank (due to equivalence of observability and practical observability), and the algorithm will stop.

II. Noninvertible case: If $A$ is not regular, the proof is rather simple. Indeed, suppose that the system is observable, and take $x(0) \neq 0$ such that $Ax(0) = 0$. For any $\sigma : \mathbb{N} \to \{0, 1\}$ with $\sigma(0) = 0$, it follows that $y(t, x(0), \sigma) = 0$ for all $t \in \mathbb{N}$, but $x(0) \neq 0$. Hence, if the system is observable, the automaton cannot admit $\sigma \in L(A)$ with $\sigma(0) = 0$. This shows that $(A, C, A)$ is observable if and only if all node labels are equal to 1 and $(A, C)$ is observable in the classical sense, which can obviously be checked algorithmically.

III. Constructibility: We can use Lemma 1 and check (non)constructibility of $(A, C, A)$ by (non)observability of the system $(A_r, C_r, A_r)$, which can be constructed in finite time.

We now briefly list the steps in our algorithm. Observe that it does not need the knowledge of the parameter $P$ in the proof of Theorem 2 above.

Algorithm 1:

Precomputing:
Check if the pair $(A, C)$ is observable
Handle the zero eigenvalue part separately with part II in the proof of Theorem 2.

Main part:
for increasing length $s = 1, 2, \ldots$
  • check all cycles of length $s$. If the corresponding infinite periodic signal is unobservable, exit: NO
  • check all admissible finite signals of length $s$. If they are all full rank, exit: YES

Remark 2 (On leveraging the bounds in Skolem’s Theorem): Remark that the number $T$ provided by Skolem’s Theorem is not used in the proof above. Indeed, the proof (like the algorithm) only makes use of the periodicity of the eventually periodic word, and this is enough to detect nonobservability. However, note that Skolem’s Theorem does not only allow to design an algorithm to decide observability properties of a system $(A, C, A)$, but it also allows to bound a priori the running time of the algorithm, when one has computed an effective bound on the quantity $P$ in Skolem’s Theorem. Moreover, once the quantity $P$ is known, we can adapt the algorithm to only use one of the two subroutines. Indeed, one can simply run the second subroutine of the algorithm as it was shown in the proof above that the system is nonobservable if and only if there is a “nonobservable” periodic signal based on a cycle (period) of length less than $PN$. Hence, one only has to check a finite number of cycles (of length less than $PN$) to conclude on the observability/constructibility or the absence of it. This number is bounded a priori, and one can thus deduce an a priori bound on the computational burden of the algorithm.

In case the parameters have irrational values, the computation of $P$ is not so easy [21] (or $P$ might be very large), and for this reason the algorithm presented in the proof of the above theorem does not rely on the availability of $P$ thanks to the second subroutine. We will see in Section VII (see particularly Remark 4) that in practice, the running time can be much lower than the theoretical bound of Theorem 1.

We finally emphasize that, symmetrically, the parameter $P$ provides an upper bound on the time $t$ such that the observability matrix must be observable, and $T + PN$ is such an upper bound. Indeed, if an observability matrix $O_s(t)$ would be rank deficient for all $t \leq T + PN$, then it would satisfy (7) for some $t_1, t_2 \geq T$, and by Skolem’s Theorem this would imply nonobservability of the cyclic repetition of $\sigma(t_1) \ldots \sigma(t_2)$.

Remark 3: Even though the proof relies on quite involved theoretical developments, the algorithm is quite elementary, the computations therein are standard and can be achieved efficiently. In particular, they rely on simple rank computations, and there is no need to store or analyze long observability matrices in the memory. As such, a smart implementation can ensure efficient running times. Due to space constraints, we do not further develop the actual implementation aspects.

IV. CONTROLLABILITY RESULTS

In this section, we address the following problem.

Problem 2: Given a constrained discrete-time switched linear system specified by the triple $(A, B, A)$, determine whether the system is (non)controllable, (non)reachable, and (non)0-controllable.

We will see that when the matrix $A$ is regular, the problem can be seen as exactly the “dual” of the observability problem, and hence solved thanks to the technique described above. However, a bit surprisingly, the duality does not hold when $A$ is singular, and we also describe an algorithm for that case in this section.

Lemma 3: Consider the system $(A, B, A)$, and let $S$ be a real Jordan form basis-transformation matrix such that

$$SAS^{-1} = \begin{pmatrix} A_r & 0 \\ 0 & A_s \end{pmatrix}, \quad SB = \begin{pmatrix} B_r \\ B_s \end{pmatrix}$$

(8)

where $A_r$ is regular, and $A_s$ has only zero eigenvalues.

Then, $(A, B, A)$ is 0-controllable if and only if $(A_r, B_r, A_r)$ is 0-controllable.

The proof of the above lemma follows using similar arguments as in the proof of Lemma 1 and is therefore omitted here.

Just as in the observability problem, the controllability property is related with the space spanned by the columns of a reachability matrix.
Definition 6: Given a data loss signal $\sigma : \mathbb{N} \to \{0,1\}$, we define the reachability matrix of the system $(A, B, A)$ at time $t \in \mathbb{N}$ by

$$C_\sigma(t) := \begin{pmatrix} B\sigma(t-1) & AB\sigma(t-2) & \ldots & A^{(t-1)}B\sigma(0) \end{pmatrix} \in \mathbb{R}^{n \times m}. \quad (9)$$

Similarly, we also define the reachability matrix $C_\sigma(t)$ at time $t \in \mathbb{N}$ for finite signals (words) $w : \{0,1,\ldots,r\} \to \{0,1\}$ with $r \in \mathbb{N}_{\geq 1}$. Note that for all $t \in \mathbb{N}$ and $T \in \mathbb{N}$, it holds that

$$C_\sigma(t + T) = (B\sigma(t + T - 1) AB\sigma(t + T - 2) \ldots A^{T-1} B\sigma(T) A^T C_\sigma(t)) \quad (10)$$

which will turn out to be a useful identity.

Proposition 2: The system $(A, B, A)$ is reachable if and only if for all $\sigma \in \mathcal{L}(A)$ there exists a $T \in \mathbb{N}$ such that the reachability matrix $C_\sigma(T)$ is of rank $n$.

Proof: (Necessity) We proceed by contradiction. Suppose that there is a $\sigma$ such that, for all $t \in \mathbb{N}$, the controllability matrix $C_\sigma(t)$ is of rank smaller than $n$. Let us take $x_0 = 0$ as in the definition of reachability [Definition 4-(ii)]. From (2), we have that

$$x_{t_0,\sigma,u}(t) = C_\sigma(t)u^{t-1} \quad (11)$$

where $u^{t-1} \in \mathbb{R}^{mt} = \text{col}(u(t-1), u(t-2), \ldots, u(0)) := [u(t-1)^\top u(t-2)^\top \ldots u(0)^\top]^\top$. Hence, the set of reachable vectors at time $t \in \mathbb{N}$ is a strict linear subspace of $\mathbb{R}^n$. Thus, the set of reachable points, which is a countable union of these strict linear subspaces, cannot be equal to $\mathbb{R}^n$.

(Sufficiency) Conversely, if for each $\sigma$ there is a $T \in \mathbb{N}$ such that $C_\sigma(T)$ has full rank, then the system is clearly reachable based on (11).

Proposition 3: The system $(A, B, A)$ is controllable if and only if it is reachable. Moreover, reachability implies 0-controllability and, in case $A$ is invertible, the two notions are equivalent.

Proof: The “only if” part is trivial. Let us prove the “if” part of the first statement. Fix $\sigma \in \mathcal{L}(A)$, and $x_0, x_f \in \mathbb{R}^n$. By Proposition 2, since the system is reachable, there is a time $t \in \mathbb{N}$ such that rank($C_\sigma(t)$) = $n$. Equivalently

$$C_\sigma(t)u^{t-1} = x_f - A^t x_0$$

has a solution $u^{t-1}$ for any $x_0$ and $x_f$. The input signal $u : \mathbb{N} \to \mathbb{R}^m$ starting with $(u(0), u(1), \ldots, u(t-1))$ transfers the initial state $x_0$ to the final state $x_f$ at time $t$. Hence, the system $(A, B, A)$ is controllable.

To prove the second statement, first note that since reachability implies controllability it also implies 0-controllability. To show the converse in case $A$ invertible, note that given $\sigma \in \mathcal{L}(A)$ the set of all states that can be steered to the origin in finite time is given by $\bigcup_{t=0}^\infty \mathbb{R}^n - A^{-t}\text{Im}C_\sigma(t)$. From this identity, it follows that if the system is not reachable then there exists a $\sigma$ such that $\text{Im}C_\sigma(t)$ is always a strict subspace of $\mathbb{R}^n$. Hence, the indicated union can never be $\mathbb{R}^n$ and the system is therefore not 0-controllable.

We will now prove various duality relationships to connect the observability and controllability concepts. The following lemma will be useful in proving the duality relationships.

Lemma 4: Consider $(A, B, A)$ with $A$ regular and the set of admissible signals $\mathcal{L}(A)$ as in Definition 2. Also, consider the set $\mathcal{W}(A)$ of finite words generated by $A$. The following two statements are equivalent.

I. There exists a signal $\sigma \in \mathcal{L}(A)$ such that for all $t \in \mathbb{N}$ the corresponding reachability matrix $C_\sigma(t)$ does not have full rank (i.e., the system is not reachable).

II. There exists a sequence $\{w_i\}_{i \in \mathbb{N}_{\geq 1}}$ of finite words $w_i \in \mathcal{W}(A)$ of length $i$ such that, for all $i \in \mathbb{N}_{\geq 1}$, the corresponding reachability matrix $C_{w_i}(i)$ does not have full rank (i.e., the system is not practically reachable).

Proof: The “$\Rightarrow$” part is rather obvious since the successive prefixes of $\sigma$ given by $w_i := (\sigma(0), \ldots, \sigma(i-1))$ do the job as $C_{w_i}(i) = C_\sigma(i)$.

The proof of the other direction essentially comes from compactness of the language generated by an automaton (with the standard topology on words). Here, we are now in a position to establish the duality relationships for which we need the concept of a reverse automaton.

Definition 7: Let an automaton $\mathcal{A} = (M, s) \in \{0,1\}^{N \times N} \times \{0,1\}^N$ be given as in Definition 1. The reverse automaton is defined by $\mathcal{A}^r = (M^r, s)$.

With this definition, for any $w \in \mathcal{W}(A)$ with length $|w|$, the time-reversed word $\text{rev}(w) : \{0,1,\ldots,|w|-1\} \to \{0,1\}$ given for $t \in \{0,1,\ldots,|w|-1\}$ by $\text{rev}(w)(t) := w(|w| - t)$ satisfies $\text{rev}(w) \in \mathcal{W}(A^r)$. Hence, any time-reversed finite word generated by $\mathcal{A}$ is a finite word of $\mathcal{A}^r$ and vice versa (as $(\mathcal{A}^r)^r = \mathcal{A}$).

Proposition 4: If the system $(A, C, A)$ is observable then the dual system $(A^T, C^T, A^r)$ is controllable, where $A^r$ is the reverse automaton of $A$. Moreover, if $A$ is a regular matrix, then the converse statement also holds.
Proof: Let us suppose that the system \((A, C, A)\) is observable and thus practically observable, and select \(T\) as the bound in the definition of practical observability, i.e., \(O_\sigma(T)\) has full rank for every admissible signal \(\sigma\) of length \(T\). Suppose now by contradiction that the system \((A^\top, C^\top, A^\top)\) is not controllable. Hence, there is a finite signal \(w \in \mathcal{W}(A^\top)\) of length \(|w| = T\) such that the reachability matrix
\[
C_w(T) = (C^\top w(T - 1), \ldots , (A^\top)^{(T-1)} C^\top w(0))
\]
does not have full rank. Note that
\[
C_w(T)^\top = O_{\text{rev}(w)}(T) \tag{13}
\]
and obviously \(\text{rev}(w) \in \mathcal{W}(A)\). However, \(O_{\text{rev}(w)}(T)\) has full rank because of the practical observability of system \((A, C, A)\) with bound \(T\), which is a contradiction and thus \((A^\top, C^\top, A^\top)\) is controllable.

To prove the second statement, assume \(A\) is regular and \((A^\top, C^\top, A^\top)\) is controllable. Suppose now by contradiction that the system \((A, C, A)\) is not observable. Then, there exists a \(\sigma\) such that for all \(t \in \mathbb{N}\), \(O_\sigma(t)\) does not have full rank. By taking the successive prefixes of \(\sigma\) given \(w_i = (\sigma(0), \ldots , \sigma(i - 1))\), we obtain an infinite sequence of words \(w_i \in \mathcal{W}(A)\) of length \(|w_i| = i, i \in \mathbb{N}\), such that the corresponding observability matrix \(O_{w_i}(t)\) does not have full rank for all \(t \in \mathbb{N}\). Using (13) and reversing the automaton, we obtain \(\text{rev}(w_i) \in \mathcal{W}(A^\top)\) such that \(C_{\text{rev}(w_i)}(i)\) does not have full rank. By Lemma 4, this implies the existence of a signal \(\sigma\) such that \(C_\sigma(t)\) is rank deficient for all \(t \in \mathbb{N}\) and thus the system is not controllable, which is contradictory! Hence, \((A, C, A)\) is observable.

From now on, we call \((A^\top, C^\top, A^\top)\) the dual system of \((A, C, A)\).

**Proposition 5:** The system \((A, C, A)\) is constructible if and only if the dual system \((A^\top, C^\top, A^\top)\) is 0-controllable.

**Proof:** By Lemma 1 and Proposition 4, we obtain \((A, C, A)\) is constructible \(\iff (A_\sigma, C_\sigma, A)\) observable \(\iff (A_\sigma^\top, C_\sigma^\top, A^\top)\) reachable/controllable (using that \(A_\sigma\) is regular). Since \(A_\sigma\) is regular, reachability and 0-controllability are equivalent (combining Lemma 3 and Proposition 3).

Before putting all the pieces together, we are left with the controllability problem in the case where \(A\) is singular.

**Example 5:** Take \(A = 0\) and \(B = 1\), with \(I\) the identity matrix of appropriate dimensions. We take \(A\) as a matrix that has \(L(A) = \{(1,0,1,0,1,0,\ldots),(0,1,0,1,0,1,0,\ldots)\}\) consisting of only periodic data loss signals with period 2. Note that the dual system \((A^\top, B^\top, A^\top)\) is not observable and in fact \((0,1,0,1,0,1,0,\ldots) \in L(A^\top) = L(A)\) leads to \(O_\sigma(t) = 0\) not having full rank for all \(t \in \mathbb{N}\). However, the original system \((A, B, A)\) is controllable. Hence, in contrast with the LTI case without data loss, in this case we do not have a complete duality result. Duality between controllability of a system and observability of the dual system only holds when \(A\) is regular (or no data loss is allowed).

This example shows that, surprisingly, the duality relation does not hold in the case where \(A\) is not regular. Hence, for deciding controllability in this case we must proceed differently than in the regular case. By Lemma 3 one can separate the system into the regular part and the nilpotent part.

Let us now focus on a system where \(A\) is nilpotent and thus \(A^n = 0\). Recall that in the observability case with \(A\) nilpotent, the only case where observability can hold is the trivial case where no dropout is possible (see the end of the proof of Theorem 2).

**Proposition 6:** Suppose that the matrix \(A\) is nilpotent. The controllability of the system \((A, B, A)\) can be checked algorithmically.

**Proof:** Let \(\ell\) be the smallest \(k \in \mathbb{N}_{\leq n}\) such that \(A^k = 0\). Hence, by Proposition 2 we only have to check the rank of all reachability matrices \(C_\sigma(t)\) with \(t \in \mathbb{N}_{\leq \ell}\), which is a finite check over all finite words in \(\mathcal{W}(A)\) with maximal length \(\ell\).

The main result of this section is given next.

**Theorem 3:** Problem 2 is decidable in the sense that given a system specified by \((A, B, A)\), there is an algorithm that decides (non)controllability, (non)reachability, and (non)0-controllability of the system in finite time.

**Proof:** If \(A\) is regular, one can check reachability by using Proposition 4 above, by checking observability for the dual system. If \(A\) is singular, the system \((A, B, A)\) is reachable if and only if both the “regular” part \((A_1, B_1, A)\) and the “singular” part \((A_2, B_2, A)\) are reachable (this can be seen most easily by inspecting the structure in the reachability matrices based on the block diagonal structure in the real Jordan form). The first system can be checked with Proposition 4 again, and the second one with Proposition 6. Hence, reachability is decidable and thus controllability as well [recall that controllability is equivalent to reachability (Proposition 3)].

Finally, 0-controllability (or the absence of it) can be checked by Proposition 5 (note that the dual of the dual system is the original system) as constructibility is decidable due to Theorem 2.

**Corollary 2:** The system \((A, B, A)\) is practically reachable (resp. practically controllable and practically 0-controllable) if and only if it is reachable (resp. controllable and 0-controllable).

**Proof:** In the spirit of Proposition 2, it is obvious that practical reachability is equivalent to the existence of a finite \(T \in \mathbb{N}\) such that for all \(\sigma \in L(A)\), it holds that for some \(t \in \mathbb{N}_{\leq T}\) \(C_\sigma(t)\) has full rank. From this, it follows that \((A, B, A)\) is practically reachable if and only if \((A_1, B_1, A)\) is practically reachable by Lemma 4. Finally, due to nilpotence of \(A_2\), it is clear that \((A_2, B_2, A)\) can only be reachable if and only if it is practically reachable. This shows that reachability and practical reachability are equivalent as reachability of a system is equivalent to reachability of its “regular” part \((A_1, B_1, A)\) and its “singular” part \((A_2, B_2, A)\).

Now, by the same arguments as in Proposition 3, practical controllability and practical reachability are equivalent (and we already knew that controllability and reachability are equivalent).

Finally, due to nilpotence of \(A_1\) and the results in Lemma 3, it follows that \((A, B, A)\) is practically 0-controllable \(\iff (A_1, B_1, A)\) is practically 0-controllable \(\iff (A_1, B_1, A)\) is 0-controllable \(\iff (A, C, A)\) is 0-controllable.

The relationships among various properties presented so far are summarized in Fig. 6.
V. STABILIZABILITY AND DETECTABILITY RESULTS

The next problem that we consider in this paper is given as follows.

Problem 3: (a) Given a system $(A, C, A)$, determine whether the system is (non)detectable.

(b) Given a system $(A, B, A)$, determine whether the system is (non)stabilizable.

Lemma 5: Consider matrices $A$, $B$, $C$ as in the systems $(A, C, A)$ and $(A, B, A)$. Let $W$ be a similarity transformation matrix, so that in block representation $WAW^{-1} = \begin{pmatrix} A_{11} & 0 \\ 0 & A_{22} \end{pmatrix}$, $WB = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix}$, $CW^{-1} = \begin{pmatrix} C_1 & C_2 \end{pmatrix}$, where $A_{11}$ has all the eigenvalues with modulus larger or equal to one, and $A_{22}$ has all the eigenvalues with modulus smaller than one. Then, the system $(A, C, A)$ is detectable if and only if $(A_{11}, C_1, A)$ is observable. The system $(A, B, A)$ is stabilizable if and only if $(A_{11}, B_1, A)$ is reachable.

The lemma is an easy generalization of the LTI case without data losses, just like in Lemmas 1 and 3, and we skip the proof.

An immediate consequence (as observability and reachability were proven to be decidable properties) is the following theorem.

Theorem 4: Problem 3(a) (resp. 3(b)) are decidable in the sense that given a system specified by $(A, C, A)$ (resp. $(A, B, A)$), there is an algorithm that decides (non)detectability (resp. stabilizability) of the system in finite time.

VI. CONNECTIONS WITH SYSTEMS SUBJECT TO VARYING DELAYS

In this section, we make two links between our problem and a similar one, where the nonidealities in the feedback loop incur time-varying delays, rather than pure packet losses. We mainly show that this other model is a particular case of ours, and provide an algorithm to encapsulate any given controllability problem with time-varying delays as a controllability problem with packet losses as introduced in this paper (see Section VI-B). Then, in Section VI-C, we study a particular class of systems from the model studied in this paper, namely the systems with a bound on the maximal number of consecutive dropouts, and we show how to model these particular systems as systems with varying delays. The interest of this last result is that alternative algorithms, previously developed for systems with time-varying delays, can then be used for this particular family of systems with packet dropouts.

A. Controllability Under Varying Delays

We first briefly recall the framework of [16] and [17], where the problem is to control a linear plant, when the feedback loop is subject to time-varying delays. In [16] and [17], the constraint on the combinatorial structure of the delays is not given in terms of an automaton, but simply in terms of a set of natural numbers, that represent delays, which can possibly be incurred on the feedback signal.

Definition 8: A system with varying delays is defined by a triple $(A, B, D)$ with $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, and $D = \{d_1, d_2, \ldots, d_N\} \subset \mathbb{N}$ is the set of admissible delays. Its is regular and thus observability of $(A_{11}, C_1, A)$ is equivalent to reachability of its dual system $(A_{11}^T, C_1^T, A')$. As the latter is equivalent to $(A^T, C^T, A')$ being stabilizable based on Lemma 5 (with transformation matrix $W^{-T}$), the proof is complete. ■
dynamics is described by the equations
\[ x(t+1) = Ax(t) + \sum_{t'\leq t, t'+d(t')=t} Bu(t') \]  \tag{14} \]
with
\[ d : \mathbb{N} \rightarrow \mathcal{D} \]
being any arbitrary delay signal.

The meaning of (14) is that at each time \( t' = 1, 2, \ldots \), the control packet is subject to a certain delay \( d(t') \), which is determined by an exogenous switching signal \( d \). The control packet \( u(t') \) will impact the state of the system not at time \( t' + 1 \) as in a classical LTI system, but at time \( t' + d(t') + 1 \). If several packets arrive at the actuator at the same time, it was arbitrated in [16] and [17] that they are simply added.

The trajectory generated by the system (14) with initial state \( x(0) = x_0 \), input sequence \( u : \mathbb{N} \rightarrow \mathbb{R}^m \) and delay signal \( d : \mathbb{N} \rightarrow \mathcal{D} \) is denoted by \( x_{x_0,d,u} \).

In the spirit of Definition 4, the following definition was introduced in [17].

**Definition 9:** We say that a system with varying delays described by the triple \((A, B, \mathcal{D})\) is controllable if for any delay signal \( d : \mathbb{N} \rightarrow \mathcal{D} \), any initial state \( x_0 \in \mathbb{R}^n \) and any final state \( x_f \in \mathbb{R}^n \), there is an input signal \( u : \mathbb{N} \rightarrow \mathbb{R}^m \) such that \( x_{x_0,d,u}(T) = x_f \) for some \( T \in \mathbb{N} \). In case the system is not controllable, it is said to be noncontrollable.

In this setting too, given a delay signal \( d : \mathbb{N} \rightarrow \mathcal{D} \) one can introduce the controllability matrix \( \hat{C}_d(t) \) at time \( t \in \mathbb{N} \).

**Definition 10:** Consider a system with time-varying delays (14). Given \( d : \mathbb{N} \rightarrow \mathbb{N} \), we define the controllability matrix at time \( t \in \mathbb{N} \) as \( \hat{C}_d(t) \in \mathbb{R}^{n \times mt} \), whose \( \tau \)th block column (for all \( t \in \mathbb{N}_{[1, t]} \)) is given by the following:

1. \( A^{(t-i-d(i-1))}B \), if \( i + d(i-1) \leq t \); and
2. the zero column, if \( i + d(i-1) > t \).

The state of a system with varying delays as in (14) can be expressed thanks to its controllability matrix as
\[ x_{x_0,\sigma,u}(t) = A^t x_0 + \hat{C}_d(t) u_{t-1} \]  \tag{15} \]
where \( u_{t-1} \in \mathbb{R}^{mt} \) is the column vector with all the inputs \( u(s), s = 0, \ldots, t-1 \). Again, controllability can be related to the rank of the matrix \( \hat{C}_d(t) \) as formalized next.

**Proposition 8:** [Adapted from [17, Proposition 4]] The delay system given by \((A, B, \mathcal{D})\) is noncontrollable if and only if there is a delay signal \( d : \mathbb{N} \rightarrow \mathcal{D} \) such that for all \( t \in \mathbb{N} \) it holds that \( \hat{C}_d(t) \) does not have full rank.

In order to best represent the link between the varying delays model and our packet dropouts model, we introduce another useful concept: Given a delay signal \( d : \mathbb{N} \rightarrow \mathbb{N} \), we define the actuation signal \( \tau_d : \mathbb{N} \rightarrow \{0, 1\} \) for \( t \in \mathbb{N} \) by
\[ \tau_d(t) = \begin{cases} 1, & \text{if there is a } t' \in \mathbb{N} \text{ such that } t' + d(t') = t \\ 0, & \text{otherwise.} \end{cases} \]  \tag{16} \]

With this definition in place, the link between the two models is easy to express: it turns out that for all \( d : \mathbb{N} \rightarrow \mathbb{N} \) and all \( t \in \mathbb{N} \), it holds that
\[ \text{Im} \mathcal{C}_{\tau_d}(t) = \text{Im} \hat{C}_d(t) \]  \tag{17} \]
where \( \mathcal{C}_{\tau_d}(t) \) is the reachability matrix as defined in Definition 6.

Proposition 8 gives us a characterization of controllable systems, but again not an algorithmic one. Indeed it is not clear how to generate the signal \( \sigma \) as in the proposition, and even less clear how to prove the inexistence of such an infinite-length signal. However, it is shown in [17] that this problem is decidable and even more that one can bound the time needed by the algorithm to answer the question.

## B. Varying Delays Problem Expressed as a Dropout Problem

In this section, we prove that the setting studied in this paper (where an automaton describes the possible packet loss signals) is more general than the model with varying delays. Indeed, we take an arbitrary controllability problem with varying delays, and we convert it to a controllability problem with a dropout signal constrained by an automaton, as studied in this paper. Thus, the controllability test introduced in this paper can be applied to the previously studied problem of controllability with varying delays. However, the next example demonstrates that the proposed results in this paper apply to a much richer class of automata than the ones produced by varying delays.

**Example 6:** Consider the automaton described by
\[ M = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \]
and
\[ s = \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix} \]
which is depicted in Fig. 7. Clearly, \( \mathcal{L}(A) = \{(0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1)\} \). We claim that there is no system with varying delays that generates a language of actuation signals equal to \( \mathcal{L}(A) \). To see this, observe that if the delay signal is constant (i.e., the delay does not change with time), the

---

**Fig. 7.** An automaton that cannot be simulated by a system with varying delays.

\[ t \in \mathbb{N} \), it holds that\]
actuation signal is asymptotically equal to \((1,1,1,\ldots)\), which is obviously not in \(L(\mathcal{A})\). Due to this structure, this automaton cannot be captured as a varying delay system.

**Theorem 5:** Let \((A,B,D)\) represent a system as in Definition 10. One can construct an automaton \(\mathcal{A}\) with the following property: the system \((A,B,\mathcal{A})\) is controllable (in the sense of Definition 4) if and only if the system \((A,B,D)\) is controllable (in the sense of Definition 9).

**Proof:** We have seen in Proposition 8 that the noncontrollability of system (14) boils down to the existence of a delay signal \(d: \mathbb{N} \rightarrow \mathcal{D}\) such that the controllability matrix \(C_d(t)\) has rank smaller than \(n\) for all \(t \in \mathbb{N}\). That is, we want to know whether for all \(t\), \(\text{Im} C_d(t)\), which is equal to

\[
\text{Im} \{A^{t'-d(t')-1}B : t' \in \mathbb{N}, t' + d(t') + 1 \leq t \} \tag{18}
\]

is not equal to \(\mathbb{R}^n\). The latter equation bears similarity with our definition (9) of reachability matrix, and suggests to build a dropout system \((A,B,\mathcal{A})\), such that the possible controllability matrices have block columns as in (18). More precisely, we will build an automaton \(\mathcal{A}\) such that \(L(\mathcal{A})\) is almost equal to the set of possible actuation signals \(\tau_d\) (they only differ at a few initial letters, but we show below that nevertheless, one system is controllable if and only if the other is).

We now build this automaton. (The reader may refer to Example 7 to better follow the construction on a simple example.) It corresponds to the so-called De Bruijn graph of the sequences on the alphabet \(\mathcal{D}\), which can be constructed as follows (we note \(d_{\text{max}}\) for the largest delay in \(\mathcal{D}\)). The nodes correspond to the vectors in \(\mathcal{D}^{d_{\text{max}}+1}\), and for each node \(v = (v_0,\ldots,v_{d_{\text{max}}})\), and each delay \(d \in \mathcal{D}\), there is an edge labeled with \(d\) pointing from \(v\) to the node \(v' = (d,v_0,\ldots,v_{d_{\text{max}}-1})\). Each node represents the last values of the delay signal at a certain time and from this information one can easily compute if the actuation signal at this node is equal to zero or one. More precisely

\[
s_a = 1 \text{ iff } \exists i \in [0,d_{\text{max}}] \text{ with } v_i = i. \tag{19}
\]

We prove by contradiction that the constructed system \((A,B,\mathcal{A})\) is controllable if and only if the delay system \((A,B,D)\) is controllable.

**Only if:** Let us suppose the existence of a noncontrollable delay signal \(d: \mathbb{N} \rightarrow \mathcal{D}\). We start from the vertex corresponding to the vector \((d(d_{\text{max}}),d(d_{\text{max}}-1),\ldots,d(0))\), and then follow the path with edges labeled \(d(d_{\text{max}}+1),d(d_{\text{max}}+2),\ldots\). Hence, the node \(v(t)\) in the De Bruijn graph \(\mathcal{A}\) at time \(t \in \mathbb{N}\) is given by \(v(t) = (d(t + d_{\text{max}}),d(t + d_{\text{max}}-1),\ldots,d(t))\), and for any \(t \geq 0\), the corresponding packet loss signal is given by \(\sigma(t) = \tau_d(t + d_{\text{max}})\) with \(\tau_d\) the actuation signal corresponding to \(d\) [see (16)]. Thus [see (19)]

\[
\sigma(t) = 1 \iff \exists s \in [t,d_{\text{max}}+t] : d(s) = t + d_{\text{max}} - s
\]

and from (9), the image of the reachability matrix \(C_\sigma(t)\) at an arbitrary time \(t \in \mathbb{N}\) is included in

\[
\text{Im} \{A^{t'-d(t')-1+d_{\text{max}}}B : t' \leq t \leq t + d_{\text{max}} \}. \tag{20}
\]

This set is exactly \(A^{d_{\text{max}}} \text{Im}(\bar{C}_d(t))\) with \(\bar{C}_d(t) \) is the controllability matrix determining the controllability of our system with varying delays [see (18)], which is never of rank \(n\) by hypothesis. Hence, we have found a packet loss signal \(\sigma: \mathbb{N} \rightarrow \{0,1\}\) in \(L(\mathcal{A})\) such that the reachability matrix never has full rank and thus the system is not controllable.

**If:** Conversely, if there is a data loss signal \(\sigma \in L(\mathcal{A})\) such that the corresponding reachability matrix \(C_\sigma(t)\) is never of rank \(n\), the corresponding delay signal \(d\) obtained by the successive labels \(d_1,\ldots,d_\ell\) on the edges of \(\sigma\) leads to a controllability matrix [see (18) again] with

\[
\text{Im} \bar{C}_d(t) = \text{Im} \{A^{t'-d(t')-1}B : t' > 0, t - t' - d(t') - 1 \geq 0\}.
\]

All these columns in this expression are columns of the reachability matrix (9) corresponding to the path \(\sigma\) [see our definition of the labeling of the nodes of the automaton as in (19)], and so the matrix cannot be of rank \(n\).

**Example 7:** Fig. 8 illustrates the automaton constructed in the proof of Theorem 5, for a system with dropouts corresponding to a system with set of delays \(D = \{0,1\}\).

We conclude this section by noting that Theorem 5 gives an algorithm for deciding controllability of systems with varying delays: Simply construct the automaton \(\mathcal{A}\) described in the above proof, and decide controllability of the system \((A,B,\mathcal{A})\) with the techniques presented in this paper. We note, however, that the alternative technique presented in [18] seems more advantageous, since: 1) it does not require to build an auxiliary automaton, whose size can be exponential in the size of the initial problem and 2) in [18], the total computational time of the algorithm is bounded w.r.t. the size of the initial problem, as a function that does not depend on the numerical values of the entries of \(A\). Thus, the algorithm developed here might not be competitive in terms of computational time with the one previously introduced.

### C. Particular Case of Maximal Consecutive Dropouts

As we have just seen in the previous section, the framework of this paper (where nonidealities are represented by an automaton) is more general than systems with varying delays as in (14). However, in this section we study the particular case where the automaton represents the constraint that the actuation
signal cannot contain more than \( N \) consecutive dropouts (like in Example 1). We show that in this particular case, the controllability problem can be restated as a controllability problem with varying delays. That is, the varying delays model encapsulates the constraint of maximal consecutive dropouts. As a consequence, controllability with a maximum number of dropouts in a row can be solved with the methodology developed there, for which a better bound on the running time of the algorithm is available. However, we attract the attention of the reader on the fact that the techniques developed in [17] can only be applied for the very particular case where the automaton is of the form in Fig. 3 (i.e., when the constraint on the data loss signal is a bound on the number of consecutive losses). The case with an arbitrary automaton is much more general and powerful (in terms of modeling a data loss signal).

**Theorem 6:** Let us consider a system \((A, B, \mathcal{A})\) with at most \( N \) consecutive dropouts (as described in Example 1) for some \( N \in \mathbb{N} \). The system \((A, B, \mathcal{A})\) is controllable if and only if the delay system \((A, B, \mathcal{D})\) with \( \mathcal{D} = \{0, 1, \ldots, N\} \) is controllable.

**Proof:** First, observe that in both Definitions 6 and 10, the columns appearing in the controllability matrix are uniquely defined by the packet loss signal \( \sigma \) (respectively, the actuation signal \( \tau_d \)), which characterizes the set of times where \( \mathcal{B} \) enters the controllability matrix.

Hence, if we can show that the language of actuation signals \( \sigma \) in the max-\( N \)-consecutive-dropouts-case and the language of actuation signals \( \tau_d \) induced by delay signals \( d : \mathbb{N} \to \mathcal{D} \) in the varying delay case with \( \mathcal{D} = \{0, 1, \ldots, N\} \) are the same, we have established the proof of the theorem. Indeed, there would then exist an actuation signal \( \sigma \), which is noncontrollable in the max-\( N \)-consecutive-dropouts case if and only if there exists a noncontrollable delay signal \( d : \mathbb{N} \to \mathcal{D} \) in the varying delays case.

To show that the languages are indeed equal, first take any signal \( \sigma : \mathbb{N} \to \{0, 1\} \) satisfying the max-\( N \)-consecutive-dropouts constraint, that is

\[
\forall t \in \mathbb{N}, \exists t' \in \mathbb{N}[t, t+N] \text{ such that } \sigma(t') = 1. \tag{21}
\]

The signal \( \sigma \) is the same as \( \tau_d \) corresponding to the delay signal \( d : \mathbb{N} \to \mathcal{D} \) given for \( t \in \mathbb{N} \) by

\[
d(t) = \min_{t' \geq t, \sigma(t') = 1} (t' - t).
\]

By (21), the above defined signal \( d(\cdot) \) is admissible in the sense that \( d : \mathbb{N} \to \mathcal{D} \) with \( \mathcal{D} = \{0, 1, \ldots, N\} \), as the right-hand side in the equation above is always smaller or equal to \( N \).

Second, take a signal \( d : \mathbb{N} \to \{0, 1, \ldots, N\} \). It obviously incurs an actuation signal \( \tau_d \) with at most \( N \) zeros in a row, which is clearly contained in the set of admissible signals \( \sigma \) for the max-\( N \)-consecutive-dropout case.

**Example 8:** Consider a system \((A, B, \mathcal{A})\) with \( \mathcal{A} \) described by Fig. 3. As already described, this automaton captures the situation when there is at most \( N = 3 \) consecutive data losses. Theorem 6 asserts that controllability of \((A, B, \mathcal{A})\) is equivalent to controllability of a system with delays \((A, B, \mathcal{D})\), where the set of admissible delays \( \mathcal{D} = \{0, 1, 2, 3\} \). Indeed, for any sequence of delays in \( \mathcal{D} \), one can build an equivalent path in the automaton, and conversely.

**VII. NUMERICAL EXAMPLE**

Consider a discrete-time linear system subject to data losses \((1)\) with

\[
A = \begin{pmatrix} -2 & -13 & 9 \\ -5 & -10 & 9 \\ -10 & -11 & 12 \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} 1 & 2 & 3 \end{pmatrix}.
\]

The observability matrix in the standard sense (with \( \sigma(t) = 1 \) for all \( t \in \mathbb{N} \)) of the discrete-time linear system is

\[
O(A, C) = \begin{pmatrix} 1 & 2 & 3 \\ -42 & -66 & 63 \\ -216 & 513 & -216 \end{pmatrix}
\]

the rank of which is 3. Consequently, the pair \((A, C)\) is observable in the standard sense.

Now consider a data loss signal \( \sigma \) such that maximum two consecutive data losses are allowed. The corresponding automaton is actually the same as the one represented in Fig. 4.

The problem under consideration is to decide whether the system \((A, C, \mathcal{A})\) is (non)observable. To this end, our algorithm checks nonobservability of periodic signals corresponding to cycles of increasing length. It is easy to verify (once the signal has been found) that the system \((A, C, \mathcal{A})\) is nonobservable under the periodic data loss signal \( \sigma = (1, 0, 0, 1, 0, 0, 1, 0, 0, 1) \).

Now let us modify the constraint on the data loss signal. Consider the case where the control and communication system is constructed so as to protect itself against disruptions, for example, such that at most one packet can be lost in a period of \( m \) consecutive steps (or stated otherwise, at least \( m - 1 \) successful transmissions take place in every \( m \) steps, which is \((m, m - 1)\)-firmness [32]). It turns out that in this case, the system is observable (as soon as \( m \geq 2 \)). Indeed, for \( m = 2 \), the automaton \( \mathcal{A} = (M, s) \) capturing the above constraint is given as follows [32], (see also Fig. 9):

\[
M = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix} \quad \text{and} \quad s = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

It is easy to see that the system is observable, because every finite signal of length 6 leads to a full-rank observability matrix. Clearly, if the system is observable with \( m = 2 \), it is observable for any \( m \in \mathbb{N}_{\geq 2} \).

This leads to the question of how fast our algorithm can decide (non)observability for a given \((A, C, \mathcal{A})\). Recall that the proposed algorithm checks (non)observability of each periodic...

![Fig. 9. Automaton representing data loss signals with at most one loss at a time (which is equivalent to \((2, 1)\)-firmness).](image-url)
signal corresponding to cycles of length \( s, s = 1, \ldots, PN \). If all these cycles lead to observable signals, then the system is observable. However, in practice, it may be possible to conclude that a system is observable much earlier than checking all cycles up to length \( PN \). In particular, it may be possible to conclude about (non)observability of a cycle from the properties of other cycles, which reduces the total number of signals for which the (non)observability is checked. For example, in the case presented above, the observability of the signal \( \sigma = (1, 0, 1, 0, 1, \ldots) \) leads to observability of the signal \( \sigma = (0, 1, 0, 1, 0, 1, \ldots) \). Research toward reducing the number of switching signals for which (non)observability needs to be checked is currently an open direction.

**Remark 4:** As mentioned right after Theorem 1, one could have computed \( a \) priori an upper bound on the length of the paths to be processed in our algorithm; that is, the quantity \( NP \) in Theorem 2. In the current case, we have \( n = 3 \) and \( m = 1 \). Selecting \( r = 2 \) (the smallest possible), we obtain that \( P \) is equal to \( r^{n^2} = 512 \). However, observe that the algorithm terminates much faster than could be expected in view of the \( a \) priori bound \( P \): It does not need to generate signals of length up to \( P \) since it can stop after finding a cycle of length 3, which leads to nonobservability.

**VIII. Conclusion**

In this paper, we provided a formal analysis of fundamental system-theoretic notions of LTI systems under nonidealities such as packet losses and varying delays that often occur in (wireless) networked and embedded control systems and systems under (jamming) attack. From a formal point of view, the problems we tackled are extremely hard, and, in fact, undecidable for the general class of switched systems. However, our systems, while formally belonging to the class of switched systems, have an algebraic structure that can be exploited to retrieve the powerful properties that are useful for classical LTI systems. Indeed, we showed that LTI systems with packet losses keep enough algebraic structure so that fundamental questions like controllability or observability can still be answered. We also showed that the framework presented in this paper is quite general, as it encapsulates previously studied systems subject to varying delays.

Our work opens up a few interesting and challenging future research directions. For instance, for the controllability problem, it is clear from our results how to choose an appropriate input signal steering a given initial state to a desired final state if full knowledge of the future packet loss signal is known, i.e., when an “oracle” provides the controller with the forthcoming dropout signals in advance. However, in several (and probably most) practical situations, it does not make sense to assume that the disruptions in the feedback loop are known beforehand, and thus the controller has to guess suitable control values independently of the dropout signal. For some systems, it is possible to make such a guess so that even in the worst case, the system converges to the desired final state; for some other systems, it might be impossible, even though the system is “controllable” as defined in this paper. It is of interest to extend our results to the latter problem. In this case, for the controllability problem, our results can be used as necessary, but not sufficient conditions for actual controllability. Another relevant direction for future research is the question on how the studied fundamental notions can be used to solve problems of observer and controller design and if/how the separation principle applies. We hope that the fundamental problems solved in this paper will serve as the basis for further developments on this topic in the future.
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