Abstract—This paper deploys the Deep Deterministic Policy Gradient (DDPG) algorithm for longitudinal and lateral control of a simulated car to solve a path following task. The DDPG agent was implemented using PyTorch and trained and evaluated on a custom kinematic bicycle environment created in Python. The performance was evaluated by measuring cross-track error and velocity error, relative to a reference path. Results show how the agent can learn a policy allowing for small cross-track error, as well as adapting the acceleration to minimize the velocity error.
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I. INTRODUCTION

Autonomous vehicles have evolved quickly in the last years, mainly thanks to recent development in the field of deep learning. Creating a self-driving vehicle can generally be divided into three subtasks, perception and localization, planning, and control and actuation. This paper is concerned with the latter, namely following a given path, ensuring correct control and actuation of the vehicle. More specifically, a Reinforcement Learning (RL) approach was used for controlling the steering angle $\delta$ and acceleration $a$ of a simulated land vehicle, trying to keep the cross-track error (CTE) and velocity error small. While traditional controlling algorithms exist for this coupled control task [1] and they provide promising performance, their main drawback is that precise modeling of the vehicle at hand is required. Many parameters must be measured or estimated accurately for the control algorithm to perform adequately. This motivates the use of deep learning where suitable parameters instead are learned by the algorithm itself. Although traditional supervised deep learning can be applied to solve this problem [2], this will not be considered here. Instead, Deep Deterministic Policy Gradient will be applied, which is an off-policy learning algorithm suitable to use in a continuous domain where continuous control actions are desirable [3]. The algorithm and its application to the control problem will be explained closer in the coming section.

II. RELATED WORK

Reinforcement learning has been successfully applied to various scenarios, such as playing Atari video games [4] and basic control tasks [5]. The basic idea of reinforcement learning consists of having an agent interacting with an environment by each time-step $t$ receiving an observation $x_t$, based on this taking an action $a_t$ and receiving a reward $r_t$. The agent then tries to select actions to maximize the cumulative reward.

One of the more commonly known algorithms for finding action policies is called Q-learning, which is a model-free off-policy RL algorithm, introduced already in 1989 [5]. Model-free refers to that no model of the environment is needed to learn suitable actions, while off-policy means that it can learn from previously collected observations. The Q-learning algorithm is value-based, i.e. essentially it uses observations to learn the optimal action for any giving state by keeping track of all possible state-action pairs and continuously evaluating and updating their quality $Q^*(s_t,a_t)$ (hence the name Q-learning). After learning $Q^*(s_t,a_t)$, actions are selected such that $Q^*(s_t,a_t)$ is maximized for each state. However, as the state-space grows larger, the discrete approach used in Q-learning becomes infeasible due to the curse of dimensionality. Furthermore, for a continuous state-space, each state has to be discretized, where there is a trade-off between small discretization steps and keeping low dimensionality.

The problem of continuous observation spaces can be solved using Deep Q-learning (DQN) [6]. Instead of using a table to store the Q-values, a function approximation based on a neural network is used to estimate the values. In the algorithm a continuous state-vector is fed into a neural network where the output is an estimation of the current Q-value. However, this still leaves one with having to maximize the Q-value over all possible actions, i.e. for each state, one has to search through the actions, finding the one with the highest Q-value. For a large action space or large function approximation network, this becomes computationally costly and time-consuming.

For handling continuous action spaces, one can use Deep Deterministic Policy Gradient (DDPG) [3] which is an extension of the actor-critic approach in Deterministic Policy Gradient [7] in combination with findings done by Deep Q-learning [6]. The algorithm is based on two different neural networks, called the actor $\mu(s|\theta^\mu)$ and critic $Q(s,a|\theta^Q)$ networks, where $\theta^\mu$ and $\theta^Q$ denote their weights respectively. The actor network maps vectors $s$ in the state-space into a vector $a$ in the action space, i.e. it uses the knowledge it has about its current state and tries to determine the best possible action to take. The critic network uses both the current state $s$ and the action $a$ taken by the actor-network to decide how good that particular action is to take in this particular state, i.e. trying to approximate the Q-value. The parameters of the critic are updated by using gradient stochastic descent for minimizing the Mean-Squared Bellman Error, similar as in traditional Q-learning. For the actor however, [7] showed that there exist
a policy gradient, i.e. gradient of the policy’s performance, along which one updates the parameters of the network

$$\nabla_{\theta^*} J \approx E_{s \sim \rho^t} [\nabla_a Q(s, a|\theta^Q) |_{a=\pi(s|\theta^\pi)} \nabla_{\theta^*} \mu(s|\theta^\mu)]$$  \hspace{1cm} (1)

Deep Q-learning introduced two major ideas to scale Q-learning which are also used in DDPG, namely the use of replay buffers and separate target networks. Replay buffers save a large number of observations \((s, a, r, s', d)\), where \(s'\) denotes the next state and \(d\) whether that state is terminal, in a dataset \(D\). One later randomly samples mini-batches from this dataset, rather than taking the observations directly from the simulation when training the actor and critic networks. By employing a replay buffer, one can suppress the issue that the networks overfit to the most recent data and achieve a more stable training process. Furthermore, it also handles the issues that the observations taken from the simulation are sequentially dependent on each other.

When training the critic network, the Mean-Squared Bellman Error (MSBTE) is to be minimized with respect to the parameters \(\theta\), i.e. we are trying to minimize the loss function

$$L = \left( Q_{\theta}(s, a) - \left( r + \gamma (1 - d) \max_{a'} Q_{\theta'}(s', a') \right) \right)^2$$  \hspace{1cm} (2)

by making \(Q_{\theta}\) more similar to the target \(T\). Here \(\gamma\) denotes the discount factor \(\gamma \in [0, 1]\) determining how much future rewards are valued and \(a'\) is the action taken in the next state \(s'\). As can be seen in [2], the target is dependent on the parameters we are trying to learn, namely \(\theta\). This can make the training very unstable, leading to the agent not learning anything. Here is where the authors of DQN proposed target network, which are yet another set of parameters, \(\theta_{\text{targ}}^\mu\) and \(\theta_{\text{targ}}^\pi\), which lag behind the actual parameters \(\theta^Q\) and \(\theta^\pi\). In the original DQN paper [6], the target networks were updated after a fixed number of episodes, however in the DDPG algorithm [3] the authors used Polyak averaging after each training step. The update is therefore described as

$$\theta_{\text{targ}} \leftarrow (1-\rho)\theta_{\text{targ}} + \rho \theta, \quad \rho \ll 1$$  \hspace{1cm} (3)

By using the target networks instead of the actual networks to calculate the target in (2) one can achieve much more stable training.

Finally, in RL one has to balance the trade-off between exploration and exploitation. By adding a certain level of randomness in the agent one allows it to explore and learn more about the state-action space before optimizing its policy. In the original DDPG paper [3], the authors proposed an exploration policy where Gaussian noise was added to the actor-networks output, i.e. directly to the selected action before executing it in the environment. However, as described in [8], using such independent exploration noise can be very inefficient as a vehicle system acts as a low pass filter for the high-frequency changes in acceleration and steering angle that this type of noise provides. Instead, they proposed an exploration policy where the noise added, \(\epsilon_\delta\) and \(\epsilon_T\), is sinusoidal with randomly sampled mean and deviation according to

\[
\begin{align*}
\epsilon_\delta, \epsilon_T & \sim N(\mu, \sigma^2) \quad (4) \\
\mu_\delta &= A \sin(\omega t + \varphi_\delta) \quad (5) \\
\mu_T &= A \sin(\omega t + \varphi_a) \quad (6)
\end{align*}
\]

where \(\sigma^2, A\) and \(\omega\) are sampled from a zero-mean Gaussian distribution, while \(\varphi_\delta, \varphi_a\) are uniformly sampled in the range \((-\pi, \pi)\). Note here that the values \(\sigma^2, A, \varphi_\delta, \varphi_a\) are kept constant over one full episode.

Furthermore, in [8], the authors showed that it is advantageous to have an initial explore time (e.g. the first 500 episodes) where the agent, rather than using the output of the actor-network, samples actions uniformly in the range \((-1, 1)\). They showed that this drastically improved the performance of the agent and enabled it to learn much better behaviour as it allows for vast exploration in the initial training period.

### III. Method

Before training the RL agent, an environment must be created with which it can interact. The environment in this project was produced by the authors and consisted of a kinematic bicycle model which took requested steering angles and accelerations as input, and calculated a global position \(x, y\), velocity \(v\), steering angle \(\delta\), and heading \(\theta\) of the agent. The choice of the kinematic bicycle model is based on the model’s simplicity while capturing the overall movements of a car. However, the model was adjusted such that the requested steering angle \(\delta_{\text{req}}\) was limited by a maximum steering rate \(\Delta \delta_{\text{max}} = 40\), i.e. the change in steering angle could not exceed a certain threshold. Further, the requested accelerations \(a_{\text{req}}\) were also clipped to lie within adequate limits \([-a_{\text{max}}, a_{\text{max}}]\) with \(a_{\text{max}} = 5m/s^2\). These changes were introduced to simulate how actuators of a car might behave in real-world conditions. The model can be summarized as selecting a time step \(\Delta t\) and vehicle length \(L\), then iterating

\[
\begin{align*}
\Delta \delta &= \text{clip} \left( \frac{\delta_{\text{req}} - \delta_t}{\Delta t}, -\Delta \delta_{\text{max}}, \Delta \delta_{\text{max}} \right) \\
\alpha_t &= \text{clip} \left( a_{\text{req}}, -a_{\text{max}}, a_{\text{max}} \right) \\
x_{t+1} &= v_t \cos(\theta_t) \Delta t \\
y_{t+1} &= v_t \sin(\theta_t) \Delta t \\
v_{t+1} &= \alpha_t \Delta t \\
\delta_{t+1} &= \Delta \delta \Delta t \\
\theta_{t+1} &= \frac{v_t \tan(\delta_t) \Delta t}{L}
\end{align*}
\]

The model was also used to generate reference paths for the agent to follow. For this, an average velocity \(v_{\text{avg}} \sim \mathcal{U}(3, 20)\) was sampled once before each path generation started and then \(\delta_{\text{req}}\) and \(a_{\text{req}}\) where sampled randomly every time step until the path had a length of 400m. \(\delta_{\text{req}}\) was sampled from an uniform distribution \(\mathcal{U}(-30, 30)\) and \(a_{\text{req}}\) was sampled from two different uniform distributions, \(\mathcal{U}(-2, 2)\) if \(v_t > v_{\text{avg}}\), otherwise from \(\mathcal{U}(0, 2)\). The reference trajectory was then processed to
Each simulation was terminated when either the cross-track error, steering angle, deviation from reference path, i.e. perpendicular distance from reference path to agent location, and $\delta, a \in [-1, 1]$. Each command must therefore be multiplied with the maximally allowed acceleration and steering angle, as defined by the model described above before it is passed to the simulation.

The reward signal was designed with inspiration from [8] and is described by

$$R = \begin{cases} -1 & \text{if } cte > 0.2 \\ 1.5 - P_{cte} - P_\delta - P_v - P_{acc} & \text{otherwise} \end{cases} \quad (14)$$

where, $cte$ is the cross-track error between the agent and the reference path, i.e. perpendicular distance from reference path to agent location, and $P_{cte}, P_\delta, P_v$ and $P_{acc}$ are penalties based on the cross-track error, steering angle, deviation from reference velocity, and the acceleration performed by the agent. The penalties were introduced to minimize cross-track errors, steering angles, velocity errors and jerky maneuvers respectively, and are defined by the following equations

$$P_{cte} = 0.8cte, \quad P_\delta = 0.1|\delta_i/\delta_{\text{max}},$$

$$P_v = 0.8|v_t - v_{\text{ref}}|/v_{\text{ref}}, \quad P_{acc} = 0.2|\alpha_{\text{req}}|$$

Additional negative reward was assigned when the normalized velocity error became to large, i.e.

$$R := R - 1 \text{ if } |v_t - v_{\text{ref}}|/v_{\text{ref}} > 0.25 \quad (15)$$

Each simulation was terminated when either the cross-track error $\geq 2$ meters, the velocity $v_t \leq 0$ m/s or the agent reached the end of the path. However, only the to first two cases were marked as terminal states in the target $T$

As mentioned previously the DDPG architecture consists of two different networks, the actor and the critic. The network architecture for each of the networks are shown in Figure 2. The actor-network begins with two shared fully connected layer and then branches out into two branches, each producing their own action, i.e. either the steering angle $\delta$ or the acceleration $a$. The two outputs are then concatenated before given as the final output of the actor-network. The weights and biases of the last fully connected layers of network were initialized to $U(-10^{-6}, 10^{-6})$ as this was found to be crucial for the agent to learn anything at all.

Furthermore, the replay-buffer size was set to 100,000 and the sinusoidal exploration policy explained in Section II was used. To transition smoothly from exploration to exploitation, a noise amplitude multiplier was initialize to 1 and reduced by 0.9996 every episode. The agent was trained in total for 10 epochs, each lasting for 500 episodes. The division into epochs was done mainly for learning rate scheduling.

### IV. RESULTS

In Figure 3 several different metrics from the training are shown for the first 2500 episodes. Starting from the top we see the average cross-track error and velocity error normalized with the travelled path length, as well as the average reward per time-step. After $\sim 1000$ episodes a major bump in performance was obtained, which is caused by switching from the aggressive exploration policy used in the initial training phase to the more lenient sinusoidal noise explained in Section II. Simply from sampling random actions in the action space, the agent was able to learn enough about the environment to perform adequately. When trained without the initial training phase, the agent was not able to perform any satisfactory behaviour after the same number of training steps, thus validating the results in [8]. After the initial bump in performance, the behavior of the agent only changed marginally. While it improved somewhat in all aspects shown in Figure 3, the biggest change was in consistency. Towards the end of the training the agent was able to maintain a lower variance in all of the aspects discussed above, including the average percent of completion w.r.t. the reference path.

After the training, the agent was evaluated over a set of 10 test tracks randomly generated using the environment described earlier, where the performance over these is shown in Table I. From the evaluation one can conclude that the agent is performing passably. The average cross-track error is kept
In future work, it would be interesting not only to apply and test this on an actual vehicle but also to compare it to the performance of the more conventional controllers. Furthermore, one could make the simulation more realistic by including e.g. noise in the state observations fed to the agent, or simply use a more sophisticated simulator.  

Finally, the authors recognize that the black-box nature of our RL approach raises the issue of how we can guarantee safe behavior at all times. While conventional controllers performance can be analyzed and determined under which circumstances it will perform as intended, our solution is inherently hard to analyze begging the question; can we ever guarantee satisfactory behavior at all times, and if not, under which circumstances can we assure that the RL approach will act appropriately?
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