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ABSTRACT. The box-ball system (BBS) is a simple model of soliton interaction introduced by Takahashi and Satsuma in the 1990s. Recent work of the authors, together with Tsuyoshi Kato and Satoshi Tsujimoto, derived various families of invariant measures for the BBS based on two-sided stationary Markov chains [4]. In this article, we survey the invariant measures that were presented in [4], and also introduce a family of new ones for periodic configurations that are expressed in terms of Gibbs measures. Moreover, we show that the former examples can be obtained as infinite volume limits of the latter. Another aspect of [4] was to describe scaling limits for the box-ball system; here, we review the results of [4], and also present scaling limits other than those that were covered there. One, the zigzag process has previously been observed in the context of queuing; another, a periodic version of the zigzag process, is apparently novel. Furthermore, we demonstrate that certain Palm measures associated with the stationary and periodic versions of the zigzag process yield natural invariant measures for the dynamics of corresponding versions of the ultra-discrete Toda lattice.
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1. Introduction

The box-ball system (BBS) is an interacting particle system introduced in the 1990s by physicists Takahashi and Satsuma as a model to understand solitons, that is, travelling waves [27]. In particular, it is connected with the Korteweg-de Vries (KdV) equation, which describes shallow water waves; see [30] for background. The BBS is briefly described as follows. Initially, each site of the integer lattice $\mathbb{Z}$ contains a ball (or particle – we will use the two terms interchangeably) or is vacant. For simplicity at this point, suppose there are only a finite number of particles. The system then evolves by means of a ‘carrier’, which moves along the integers from left to right (negative to positive). When the carrier sees a ball it picks it up, and when it sees a vacant site it puts a ball down (unless it is not carrying any already, in which case it does nothing). See Figure 1 for an example realisation.

To date, much of the interest in the BBS has come from applied mathematicians/theoretical physicists, who have established many beautiful combinatorial properties of the BBS, see [15, 28, 29] for introduction to such work. What has only recently started to be explored, however, are the probabilistic properties of the BBS resulting from a random initial starting configuration, see [4, 8, 9, 19] for essentially the only current literature on this topic. One particularly natural question in this direction is that of invariance, namely, which random configurations have a distribution that is invariant under the action of the box-ball system? In this article, we describe the invariant measures based on two-sided stationary Markov chains that were identified in [4], and also introduce a family of new ones for periodic configurations that are expressed in terms of Gibbs measures.

Given the transience of the system, i.e. each particle moves at least one position to the right on each time step of the dynamics, the question of invariance in distribution immediately necessitates the consideration of configurations $\eta = (\eta_n)_{n \in \mathbb{Z}} \in \{0, 1\}^\mathbb{Z}$, where we write $\eta_n = 1$ if there is a particle at location $n$ and $\eta_n = 0$ otherwise, that incorporate an infinite number of particles on both the negative and positive axes. Of course, for such configurations, the basic description of the BBS presented above is no longer applicable, as one has to consider what it means for the carrier to traverse the integers from $-\infty$. This issue was addressed systematically in [4], and at the heart of this study was a link between the BBS dynamics and the transformation of reflection in the past maximum that Pitman famously used to connect a one-dimensional Brownian motion with a three-dimensional Bessel process in [22]. We now describe this connection. Given a configuration $\eta \in \{0, 1\}^\mathbb{Z}$, introduce a path encoding $S : \mathbb{Z} \to \mathbb{Z}$ by setting $S_0 := 0$, and

$$S_n - S_{n-1} := 1 - 2\eta_n, \quad \forall n \in \mathbb{Z},$$

and then define $TS : \mathbb{Z} \to \mathbb{Z}$ via the relation

$$(TS)_n := 2M_n - S_n - 2M_0, \quad \forall n \in \mathbb{Z},$$
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\caption{Two evolutions of the BBS. Black circles represent particles, white circles represent vacant sites.}
\end{figure}
where $M_n := \sup_{m \leq n} S_m$ is the past maximum of $S$. Clearly, for the above formula to be well-defined, we require $M_0 < \infty$. If this is the case, then we let $T \eta \in \{0,1\}^\mathbb{Z}$ be the configuration given by

$$(T \eta)_n := 1_{(TS)_n = -(TS)_{n-1} = -1}, \quad \forall n \in \mathbb{Z},$$

(so that $TS$ is the path encoding of $T \eta$). It is possible to check that the map $\eta \mapsto T \eta$ coincides with the original definition of the BBS dynamics in the finite particle case [4, Lemma 2.3], and moreover is consistent with an extension to the case of a bi-infinite particle configuration satisfying $M_0 < \infty$ from a natural limiting procedure [4, Lemma 2.4]. We thus restrict to configurations for which $M_0 < \infty$, and take (1.1) as the definition of the BBS dynamics in this article. We moreover note that the process $W = (W_n)_{n \in \mathbb{Z}}$ given by

$$W_n := M_n - S_n$$

can be viewed as the carrier process, with $W_n$ representing the number of balls transported by the carrier from $\{\ldots, n-1, n\}$ to $\{n+1, n+2, \ldots\}$; see [4, Section 2.5] for discussion concerning the (non-)uniqueness of the carrier process.

Beyond understanding the initial step of the BBS dynamics, in the study of invariant random configurations it is natural to look for measures supported on the set of configurations for which the dynamics are well-defined for all times. Again, such an issue was treated carefully in [4], with a full characterisation being given of the sets of configurations for which the one-step (forwards and backwards) dynamics are reversible (i.e. invertible), and for which the dynamics can be iterated for all time. Precisely, in [4, Theorem 1.1] explicit descriptions were given for the sets:

$$\mathcal{J}^{\text{rev}} := \{ S \in \mathcal{J}^0 : TS, T^{-1}S, T^{-1}TS, TT^{-1}S \text{ well-defined, } T^{-1}TS = S, TT^{-1}S = S \},$$

where we have written $\mathcal{J}^0 := \{ S : \mathbb{Z} \to \mathbb{Z} : S_0 = 0, |S_n - S_{n-1}| = 1, \forall n \in \mathbb{Z} \}$ for the set of two-sided nearest-neighbour paths started from 0 (i.e. path encodings for configurations in $\{0, 1\}^\mathbb{Z}$), and $T^{-1}$ for the inverse operation to $T$ that is given by ‘reflection in future minimum’, see [4, Section 2.6] for details; and also the invariant set

$$\mathcal{J}^{\text{inv}} := \{ S \in \mathcal{J}^0 : T^k S \in \mathcal{J}^{\text{rev}} \text{ for all } k \in \mathbb{Z} \}.$$

Whilst in this article we do not need to make full use of the treatment of these sets from [4], we note the following important subset of path encodings

$$(1.2) \quad \mathcal{J}^{\text{lin}} := \left\{ S \in \mathcal{J}^0 : \lim_{|n| \to \infty} \frac{S_n}{n} = c \text{ for some } c > 0 \right\},$$

consisting of asymptotically linear functions with a strictly positive drift. It is straightforward to check from the description given in [4, Theorem 1.1] that $\mathcal{J}^{\text{lin}} \subseteq \mathcal{J}^{\text{inv}} \subseteq \mathcal{J}^{\text{rev}}$.

With the preceding preparations in place, we are ready to discuss directly the topic of invariance in distribution for random configurations, or equivalently particle encodings. In [4], two approaches were pursued. The first was to relate the invariance of the BBS dynamics to the stationarity of the particle current across the origin, see [4, Theorem 1.6]. Whilst the latter viewpoint does also provide an insight into the ergodicity of the transformation $\eta \mapsto T \eta$, in checking invariance in examples a more useful result was [4, Theorem 1.7], which relates the distributional invariance of $\eta$ under $T$ to two natural symmetry conditions – one concerning the
configuration itself, and one concerning the carrier process. In particular, to state the result in question, we introduce the reversed configuration $\tilde{\eta}$, as defined by setting
\[
\tilde{\eta}_n = \eta_{-(n-1)};
\]
and the reversed carrier process $\tilde{W}$, given by
\[
W_n = W_{-n}.
\]

**Theorem 1.1** (See [4, Theorem 1.7]). Suppose $\eta$ is a random particle configuration, and that the distribution of the corresponding path encoding $S$ is supported on $S^{\text{rev}}$. It is then the case that any two of the three following conditions imply the third:
\[
\tilde{\eta} \overset{d}{=} \eta, \quad \tilde{W} \overset{d}{=} W, \quad T\eta \overset{d}{=} \eta.
\]
Moreover, in the case that two of the above conditions are satisfied, then the distribution of $S$ is actually supported on $S^{\text{inv}}$.

As an application of the previous result, the following fundamental examples of invariant random configurations were presented in [4, Theorem 1.8]:
- The particle configuration $(\eta_n)_{n \in \mathbb{Z}}$ given by a sequence of independent identically distributed (i.i.d.) Bernoulli random variables with parameter $p \in (0, \frac{1}{2})$.
- The particle configuration $(\eta_n)_{n \in \mathbb{Z}}$ given by a two-sided stationary Markov chain on $\{0, 1\}$ with transition matrix
\[
\begin{pmatrix}
1 - p_0 & p_0 \\
1 - p_1 & p_1
\end{pmatrix}
\]
where $p_0 \in (0, 1)$, $p_1 \in [0, 1)$ satisfy $p_0 + p_1 < 1$.
- For any $K \in \mathbb{Z}_+$, the particle configuration $(\eta_n)_{n \in \mathbb{Z}}$ given by conditioning a sequence of i.i.d. Bernoulli random variables with parameter $p \in (0, 1)$ on the event $\sup_{n \in \mathbb{Z}} W_n \leq K$.

Further details of these are recalled in Subsections 2.1-2.3 respectively. Another easy example, discussed in [4, Remark 1.13], arises from a consideration of the periodic BBS introduced in [34] – that is, the BBS that evolves on the torus $\mathbb{Z}/N\mathbb{Z}$. As commented in [4], if we repeat a configuration of length $N$ with strictly fewer than $N/2$ balls in a cyclic fashion, then we obtain a configuration with path encoding contained in $S^{\text{lin}}$, and, by placing equal probability on each of the distinct configurations that we see as the BBS evolves, we obtain an invariant measure for the system.

Now, it should be noted that [4] was not the first study to identify the first two configurations above (i.e. the i.i.d. and Markov configurations) as invariant under $T$. Such results had previously been established in queueing theory – the invariance of the i.i.d. configuration can be seen as a discrete time analogue of the classical theorem of Burke [3], and the invariance of the Markov configuration was essentially proved in [12]. However, in the study of invariants for Pitman’s transformation, the BBS does add an important new perspective – the central role of solitons. Indeed, in the original study of [27], it was observed that configurations can be decomposed into a collection of ‘basic strings’ of the form $(1,0)$, $(1,1,0,0)$, $(1,1,1,0,0,0)$, etc., which act like solitons in that they are preserved by the action of the carrier, and travel at a constant speed (depending on their length) when in isolation, but experience interactions when they meet. Moreover, in the enlightening recent work of [8] (where the invariance of the i.i.d. configuration was again observed), it was conjectured that any invariant measure on configurations can be decomposed into
invariant measures for the box-ball system

independent measures on solitons of different sizes. (The latter study investigated the speeds of solitons in invariant random configurations under continued evolution of the BBS system.) See also [9] for a related follow-up work.

Motivated in part by [8], in this article we introduce a class of invariant periodic configurations whose laws are described in terms of Gibbs measures involving a soliton decomposition. (These were already described formally in [4] Remark 1.12, and are closely paralleled by the measures studied in [9].) Specifically, we first fix a cycle length $N \in \mathbb{N}$, and then define a random variable $(\eta_n^N)_{n=1}^N$ taking values in $\{0, 1\}^N$ by setting

$$P((\eta_n^N)_{n=1}^N = (x_n^N)_{n=1}^N) = \frac{1}{Z} \exp \left( - \sum_{k=0}^{\infty} \beta_k f_k((x_n^N)_{n=1}^N) \right) 1_{\{f_0((x_n^N)_{n=1}^N) < N/2\}},$$

for $(x_n^N)_{n=1}^N \in \{0, 1\}^N$, where $\beta_k \in \mathbb{R} \cup \{\infty\}$ for each $k \geq 0$,

$$f_0((x_n^N)_{n=1}^N) := \# \{ \text{particles in } (x_n^N)_{n=1}^N \},$$

$$f_k((x_n^N)_{n=1}^N) := \# \{ \text{solitons of size } \geq k \text{ in } (x_n^N)_{n=1}^N \}, \quad \forall k \in \mathbb{N},$$

and $Z$ is a normalising constant. We then extend to $\eta^N = (\eta_n^N)_{n \in \mathbb{Z}}$ by cyclic repetition; the law of $\eta^N$ is our Gibbs measure. (Further details are provided in Subsection 2.4.) The invariance under $T$ of such a random configuration is checked as Corollary 2.9 below. Moreover, in Proposition 2.14 it is shown that each of the three configurations of [4] Theorem 1.8] can be obtained as an infinite volume ($N \to \infty$) limit of these periodic configurations.

**Remark 1.2.** In this article, we are using the term ‘Gibbs measure’ in a loose sense. Given that the expression at (1.4) incorporates the infinite number of conserved quantities for the integrable system that is the BBS, following [24] [25] (see also the review [32]), it might rather be seen as a ‘generalised Gibbs measure’. Since we plan to present a more comprehensive study of Gibbs-type measures for the BBS in a following article, we leave further discussion of this point until the future.

The description of the path encoding of a configuration and its evolution under the BBS dynamics provides a convenient framework for deriving scaling limits. In [4], the most natural example from the point of view of probability theory, in which the path encodings of a sequence of i.i.d. configurations of increasing density were rescaled to a two-sided Brownian motion with drift, was presented. Not only did the latter result provide a means to establishing the invariance of two-sided Brownian motion with drift under Pitman’s transformation (a result which was already known from the queuing literature, see [21] Theorem 3), and [14] for an even earlier proof), but it provided motivation to introduce a model of BBS on $\mathbb{R}$. (A particular version of the latter model is checked to be integrable in [3].) Specifically, this was given by applying Pitman’s transformation to elements $S$ of $C([\mathbb{R}, \mathbb{R}])$ satisfying $S_0 = 0$ and $\sup_{t \leq 0} S_t < \infty$. In this article, we recall the aforementioned scaling limit (see Subsection 3.1), and also give its periodic variant (see Subsection 3.3), as well as discuss a continuous version of the bounded soliton example (see Subsection 3.5). As another important example, we describe a parameter regime in which the Markov configuration can be rescaled to the zigzag process, which consists of straight line segments of random length and alternating gradient $+1$ or $-1$ (see Subsection 3.2). The description of the latter process as a scaling limit readily yields its invariance under Pitman’s transformation (this result also appears in the queueing literature, see [12]). We also give a periodic version of zigzag process, show it is a scaling limit of cyclic Markov configurations,
and establish its invariance under Pitman’s transformation – a result that we believe is new (see Subsection 3.4). From the point of view of integrable systems, the transformation of the zigzag process (and its periodic counterpart) under Pitman’s transformation can be seen as describing the dynamics of the ultra-discrete Toda lattice (and its periodic counterpart, respectively) started from certain random initial conditions. By considering certain Palm measures associated with the zigzag process, the results of this article give natural invariant probability measures for the latter system as well (see Section 4).

The remainder of this article is organised as follows. In Section 2, we present our examples of discrete invariant measures for the transformation \( \eta \mapsto T \eta \). In Section 3, we detail the scaling limit framework, and explain how this can be applied to deduce invariance under Pitman’s transformation of various random continuous stochastic processes. In Section 4, we introduce Palm measures for the zigzag process, and use these to derive invariant measures for the ultra-discrete Toda lattice. Finally, in Section 5, we give a brief presentation concerning the connection between invariance under \( T \) for a two-sided process and the laws of a conditioned versions of the corresponding one-sided process. NB. Regarding notational conventions, we write \( \mathbb{N} = \{1, 2, 3, \ldots \} \) and \( \mathbb{Z}_+ = \{0, 1, 2, \ldots \} \).

2. DISCRETE INVARIANT MEASURES

In the first part of this section (Subsections 2.1-2.3), we recall the invariant measures for the box-ball system (or equivalently the discrete-space version of Pitman’s transformation) that were studied in [4]. As established in [4], these represent all the invariant measures whose path encodings are supported on \( S_{\text{rev}} \) for which either the configuration \( \eta \) or the carrier process \( W \) is a two-sided stationary Markov chain (see [4, Remark 1.10] in particular). Following this, in Subsection 2.4, we introduce a family of new invariant measures on periodic configurations based on certain Gibbs measures, and show that all the earlier examples can be obtained as infinite volume limits of these.

2.1. Independent and identically distributed initial configuration. Perhaps the most fundamental invariant measure for the box-ball system is the case when \( \eta \) is given by a sequence of independent and identically distributed Bernoulli random variables with parameter \( p \). To ensure the law of the associated path encoding has distribution supported on \( S_{\text{rev}} \) (as defined at (1.2)), we require \( p < \frac{1}{2} \). It is also clear that \( \eta \) is a two-sided stationary Markov chain with transition probabilities given by

\[
\begin{align*}
P(W_n = W_{n-1} + j | W_{n-1}) &= \begin{cases} 
p, & \text{if } j = 1, \\
1 - p, & \text{if } W_{n-1} > 0 \text{ and } j = -1, \\
1 - p, & \text{if } W_{n-1} = 0 \text{ and } j = 0.
\end{cases}
\end{align*}
\]
The stationary distribution of this chain is given by \( \pi = (\pi_x)_{x \in \mathbb{Z}_+} \), where

\[
\pi_x = \left( \frac{1 - 2p}{1 - p} \right)^x \left( \frac{p}{1 - p} \right), \quad \forall x \in \mathbb{Z}_+.
\]

**Corollary 2.2** (See [4 Corollary 3.14]). If \( \eta \) is a sequence of i.i.d. Bernoulli\( (p) \) random variables with \( p \in [0, \frac{1}{2}) \), then the three conditions of \( (1.3) \) are satisfied. In particular, \( \eta \) is invariant in distribution under \( T \).

### 2.2. Markov initial configuration

As a generalisation of the i.i.d. configuration of the previous section, we next consider the case when \( \eta \) is a two-sided stationary Markov chain on \( \{0, 1\} \) with transition matrix

\[
P = \begin{pmatrix}
1 - p_0 & p_0 \\
1 - p_1 & p_1
\end{pmatrix},
\]

by which we mean

\[
P(\eta_{n+1} = 1|\eta_n = j) = p_j, \quad j \in \{0, 1\},
\]

for some parameters \( p_0 \in (0, 1), \; p_1 \in [0, 1) \). Note that we recover the i.i.d. case when \( p_0 = p_1 = p \). The stationary distribution of this chain is given by

\[
\rho = P(\eta_0 = 1) = \frac{p_0}{1 - p_1 + p_0},
\]

and so to ensure the associated path encoding has distribution supported on \( \mathcal{S}^{lin} \), we thus need to assume \( p_0 + p_1 < 1 \). Since detailed balance is satisfied by \( \eta \), we have that \( \frac{\pi}{\eta} \xrightarrow{d} \eta \). Moreover, although \( W \) is not a Markov chain, it is a stationary process whose marginal distributions are given by the following lemma, and [12, Theorem 2] gives that \( W \xrightarrow{d} W \). Thus we obtain from another application of Theorem [13 the generalisation of Corollary 2.2 to the Markov case, see Corollary 2.4 below.

**Lemma 2.3** (See [4, Lemma 3.15]). If \( \eta \) is the two-sided stationary Markov chain described above with \( p_0 \in (0, 1), \; p_1 \in [0, 1) \) satisfying \( p_0 + p_1 < 1 \), then

\[
P(W_0 = m) = \begin{cases}
\frac{1 - p_0 - p_1}{(1 - p_0)(1 + p_0 - p_1)}, & \text{if } m = 0, \\
\frac{p_0(1 - p_0 + p_1)(1 - p_0 - p_1)}{(1 - p_0)^2(1 + p_0 - p_1)} \left( \frac{p_1}{1 - p_0} \right)^{m-1}, & \text{if } m \geq 1.
\end{cases}
\]

**Corollary 2.4** (See [4 Corollary 3.16]). If \( \eta \) is the two-sided stationary Markov chain described above with \( p_0 \in (0, 1), \; p_1 \in [0, 1) \) satisfying \( p_0 + p_1 < 1 \), then the three conditions of \( (1.3) \) are satisfied. In particular, \( \eta \) is invariant in distribution under \( T \).

### 2.3. Conditioning the i.i.d. configuration to have bounded solitons

In the two previous examples, it is possible to check that \( \sup_{n \in \mathbb{Z}} W_n = \infty \), \( \mathbb{P} \)-a.s., which can be interpreted as meaning that the configurations admit solitons of an unbounded size. The motivation for the introduction of the example we present in this section came from the desire to exhibit a random initial configuration that contained solitons of a bounded size. To do this, the approach of [4] was to condition the i.i.d. configuration of Section 2.1 to not contain any solitons of size greater than \( K \), or equivalently that \( \sup_{n \in \mathbb{Z}} W_n \leq K \), for some fixed \( K \in \mathbb{Z}_+ \). Since the latter is an event of 0 probability...
whenever \( \eta \) is Bernoulli(\( p \)), for any \( p \in (0, 1) \), a limiting argument was used to make the this description rigurous. In particular, applying the classical theory of quasi-stationary distributions for Markov chains, we were able to show that the resulting configuration \( \tilde{\eta}^{(K)} \) is stationary, ergodic, has path encoding with distribution supported on \( \mathcal{S}^{lin} \), and moreover the three conditions at (1.3) hold.

To describe the construction of \( \tilde{\eta}^{(K)} \) precisely, we start by defining the associated carrier process. Let \( P = (P(x,y))_{x,y \in \mathbb{Z}^+} \) be the transition matrix of \( W \), as defined in (2.1) (where we now allow any \( p \in (0,1) \)). For \( K \in \mathbb{Z}^+ \) fixed, let \( P^{(K)} = (P^{(K)}(x,y))_{x,y \in \{0,\ldots,K\}} \) be the restriction of \( P \) to \( \{0,\ldots,K\} \). Since \( P^{(K)} \) is a finite, irreducible, substochastic matrix, it admits (by the Perron-Frobenius theorem) a unique eigenvalue of largest magnitude, \( \lambda_K \) say. Moreover, \( \lambda_K \in (0,1) \) and has a unique (up to scaling) strictly positive eigenvector \( h_K = (h_K(x))_{x \in \{0,\ldots,K\}}. \) Let \( \tilde{P}^{(K)} = \left( \tilde{P}^{(K)}(x,y) \right)_{x,y \in \{0,\ldots,K\}} \) be the stochastic matrix defined by

\[
\tilde{P}^{(K)}(x,y) = \frac{P^{(K)}(x,y)h_K(y)}{\lambda_K h_K(x)}, \quad \forall x, y \in \{0,\ldots,K\}.
\]

The associated Markov chain is reversible, and has stationary probability measure given by

\[
\tilde{\pi}^{(K)} = \left( \tilde{\pi}^{(K)}(x) \right)_{x \in \{0,\ldots,K\}}, \quad \text{where } \tilde{\pi}^{(K)}(x) = c_1 h_K(x)^2 \pi, \text{ for some constant } c_1 \in (0,\infty) \quad (\text{which may depend on } K), \text{ and } \pi \text{ is defined as at (2.2).}
\]

Thus the Markov chain in question admits a two-sided stationary version, and we denote this by \( \tilde{W}^{(K)} = (\tilde{W}_n^{(K)})_{n \in \mathbb{Z}} \). We view \( \tilde{W}^{(K)} \) as a random carrier process, and write the associated particle configuration \( \tilde{\eta}^{(K)} = \left( \tilde{\eta}^{(K)}_n \right)_{n \in \mathbb{Z}} \).

To justify the claim that \( \tilde{\eta}^{(K)} \) is the i.i.d. configuration of Section 2.1 conditioned to have solitons of size no greater than \( K \), we have the following result. (An alternative description of the limit that is valid for \( p \in (0,1/2) \) is given in [4] Remark 3.18.)

**Lemma 2.5** (See [4] Lemma 3.17). Fix \( K \in \mathbb{Z}^+ \). Let \( \eta = \left( \eta_n \right)_{n \in \mathbb{Z}} \) be an i.i.d. Bernoulli(\( p \)) particle configuration for some \( p \in (0,1) \). Write \( \eta^{[-N,N]} = \left( \eta^{[-N,N]}_n \right)_{n \in \mathbb{Z}} \) for the truncated configuration given by \( \eta^{[-N,N]}_n = \eta_n \mathbf{1}_{\{-N < n \leq N\}} \). If \( W^{[-N,N]} \) is the associated carrier process, then we have the following convergence of conditioned processes:

\[
W^{[-N,N]} \left\{ \sup_{n \in \mathbb{Z}} W_n^{[-N,N]} \leq K \right\} \rightarrow \tilde{W}^{(K)}
\]

in distribution as \( N \rightarrow \infty \). In particular, this implies

\[
\eta^{[-N,N]} \left\{ \sup_{n \in \mathbb{Z}} \eta_n^{[-N,N]} \leq K \right\} \rightarrow \tilde{\eta}^{(K)}
\]

in distribution as \( N \rightarrow \infty \).

As a consequence of the construction of \( \tilde{\eta}^{(K)} \), it is possible to check the following result.

**Corollary 2.6** (See [4] Corollary 3.19). If \( \tilde{\eta}^{(K)} \) and \( \tilde{W}^{(K)} \) are as described above, then, for any \( p \in (0,1) \), \( K \in \mathbb{Z}^+ \), \( \tilde{\eta}^{(K)} \) is a stationary, ergodic process satisfying

\[
P \left( \tilde{\eta}_0^{(K)} = 1 \right) < \frac{1}{2},
\]

and also the three conditions of (1.3). In particular, \( \tilde{\eta}^{(K)} \) is invariant in distribution under \( T \).
2.4. Initial configurations given by periodic Gibbs measures. To define the Gibbs measures of interest, we start by introducing functions to count the number of solitons of certain sizes within the cycle of a periodic configuration. In particular, we first fix \( N \in \mathbb{N} \) to represent our cycle length, and define

\[
f_0 : \{0,1\}^N \to \mathbb{Z}_+, \quad (x_n)_{n=1}^N \mapsto \sum_{n=1}^N x_n,\]

which will count the number of particles within a cycle of a periodic configuration. Next, we introduce

\[
f_1 : \{0,1\}^N \to \mathbb{Z}_+, \quad (x_n)_{n=1}^N \mapsto \sum_{n=1}^N \mathbf{1}_{\{x_{n-1}=1, x_n=0\}},\]

where we suppose \( x_0 := x_N \) for the purposes of the above formula; this function will count the number of solitons within a cycle of a periodic configuration. To define \( f_k \) for higher values of \( k \), we introduce a contraction operation on particle configurations. Specifically, given a finite length configuration \((x_n)_{n=1}^m\) of 0s and 1s, define a new configuration \( H((x_n)_{n=1}^m) \) by removing all \((1,0)\) strings from \((x_n)_{n=1}^m\), including the pair \((x_m, x_1)\) if relevant. For \( k \geq 2 \), we then set

\[
f_k : \{0,1\}^N \to \mathbb{Z}_+, \quad (x_n)_{n=1}^N \mapsto f_1 \left( H^{k-1} \left( (x_n)_{n=1}^N \right) \right),\]

where the definition of \( f_1 \) is extended to finite strings of arbitrary length in the obvious way; this function will count the number of solitons of length at least \( k \) within a cycle of a periodic configuration. That \( f_k \) describe conserved quantities for the box-ball system and indeed have the desired soliton interpretation, see \([33]\) (cf. the corresponding description in the non-periodic case of \([31]\), and the description of the number of solitons of certain lengths via the ‘hill-flattening’ operator of \([19]\)).

We subsequently define a random variable \((\eta_n)_{n=1}^N\) taking values in \(\{0,1\}^N\) by setting, as initially presented at \((\ref{eq:1.4})\),

\[
P \left( (\eta_n)_{n=1}^N = (x_n)_{n=1}^N \right) = \frac{1}{Z} \exp \left( - \sum_{k=0}^{\infty} \beta_k f_k ((x_n)_{n=1}^N) \right) \mathbf{1}_{\{f_0((x_n)_{n=1}^N) < N/2\}}
\]

for \((x_n)_{n=1}^N \in \{0,1\}^N\), where \(\beta_k \in \mathbb{R} \cup \{\infty\}\) for each \( k \geq 0 \) and \( Z \) is a normalising constant. NB. To ensure the measure is well-defined, we adopt the convention that if \( \beta_k = \infty \) and \( f_k((x_n)_{n=1}^N) = 0 \), then their product is zero. We then extend to \( \eta^N = (\eta_n)_{n \in \mathbb{Z}} \) by cyclic repetition; the law of \( \eta^N \) is our Gibbs measure. Clearly, the inclusion of the term \( \mathbf{1}_{\{f_0((x_n)_{n=1}^N) < N/2\}} \) yields that the distribution of the path encoding of the configuration \( \eta^N \) is supported on \( \mathcal{S}^{lin} \).

We next check the spatial stationarity and distributional symmetry of \( \eta^N \), and the distributional symmetry of the associated carrier process \( W^N \).

**Lemma 2.7.** The law of the periodic configuration \( \eta^N \), as described by the Gibbs measure at \((\ref{eq:1.4})\), is stationary under spatial shifts. Moreover, \( \eta^N \overset{d}{=} \eta^N \).

**Proof.** For \( x = (x_n)_{n=1}^N \in \{0,1\}^N \), it is straightforward to check from the definitions of the relevant functions that

\[
f_k (x) = f_k (\theta_{per} x), \quad \forall k \geq 0,
\]

where \( \theta_{per} \) is the periodic shift operator given by \( \theta_{per} x := (x_2, \ldots, x_N, x_1) \). Hence we obtain from \((\ref{eq:1.4})\) that

\[
P \left( \theta_{per} \left( (\eta_n)_{n=1}^N \right) = x \right) = P \left( (\eta_n)_{n=1}^N = x \right), \quad \forall x \in \{0,1\}^N.
\]
It readily follows that $\theta \eta^N \stackrel{d}{=} \eta^N$, where $\theta$ is the left-shift on doubly infinite sequences, i.e. $\theta((x_n)_{n \in \mathbb{Z}}) = (x_{n+1})_{n \in \mathbb{Z}}$. This establishes the first claim of the lemma.

We now check the second claim. For $x = (x_n)_{n=1}^N \in \{0,1\}^N$, write $\overline{x}$ for the reversed sequence $(x_{N+1-n})_{n=1}^N$. We clearly have that

$$f_0(x) = f_0(\overline{x}).$$

Moreover, recall that $f_1$ counts the number of $(1,0)$ strings in $x$, including the $(x_N, x_1)$ pair. The latter periodicity readily implies that this is equal to the number of $(0,1)$ strings in $x$ (cf. [33, Lemma 2.1]). Hence

$$f_1(x) = f_1(\overline{x}).$$

Next, further recall that the configuration $H(x)$ is obtained by removing all $(1,0)$ strings from $x$, including the pair $(x_N, x_1)$ if relevant. Since this operation simply reduces the lengths of all the strings of consecutive 0 strings of consecutive 1s by one, it is the same (up to a periodic shift) as the $(0,1)$-removal operation; this observation was made in [33] (below Lemma 2.1 of that article), and also in the proof of [19, Lemma 2.1] in the non-periodic case. In particular, we have that

$$H(x) = \theta_{\text{per}}^l H(\overline{x})$$

for some integer $l$, (where the definition of the periodic shift operator is extended to finite sequences of arbitrary length in the obvious way). Hence, applying this observation in conjunction with (2.5) and (2.6), we find that

$$f_k(\overline{x}) = f_1(H^{k-1}(\overline{x})) = f_1(H^{k-1}(x)) = f_1(H^{k-1}(x)) = f_k(x).$$

As a consequence of these observations, we thus obtain

$$P((\eta^N_{n=1} = x) = P((\eta^N_{n=1} = \overline{x}), \quad \forall x \in \{0,1\}^N,$

which implies $\overline{\eta^N} \stackrel{d}{=} \eta^N$, as desired. $\square$

**Lemma 2.8.** If $\eta^N$ is the periodic configuration with law given by the Gibbs measure at (14), then $\overline{\eta^N} \stackrel{d}{=} \eta^N$.

**Proof.** For a sequence $w : \{1, \ldots, N\} \to \mathbb{Z}_+$, define the associated periodic increment process $\Delta(w) = (\Delta(w)_n)_{n=1}^N$ by setting

$$\Delta(w)_n = w_n - w_{n-1}, \quad \forall n \in \{1, \ldots, N\},$$

where we define $w_0 := w_N$. Moreover, let $\mathcal{W}$ be the set of $w : \{1, \ldots, N\} \to \mathbb{Z}_+$ such that $\Delta(w) \in \{-1,0,1\}^N$, $\Delta(w)_0 = 0$ if and only if $w_n = w_{n-1} = 0$, and $\Delta(w)_n = 0$ for at least one $n \in \{1, \ldots, N\}$. Note that, on this set, $w$ is uniquely determined by $\Delta(w)$.

Now, since the configuration is $N$-periodic and $S_N > 0$, $W^N$ is also $N$-periodic and moreover $(W^N)_n = 1$ takes values in $\mathcal{W}$, $\text{P}$-a.s. Since $\Delta(W^N)_n = 1$ if and only if $\eta^N_{n=1} = 1$, it follows that, for all $w \in \mathcal{W}$,

$$P((W^N)_n = 1 = w) = P((\Delta(W^N)_n = \Delta(w)) = P((\eta^N_{n=1} = x),$$

where $x = (x_n)_{n=1}^N$ is defined by setting $x_n := 1_{\{\Delta(w)_n = 1\}}$. Moreover, using the notation $\bar{w} = (w_{N-1}, w_{N-2}, \ldots, w_1, w_N)$ (which is also an element of $\mathcal{W}$), we have that

$$P((W^N)_n = 1 = w) = P((W^N)_n = \bar{w}) = P((\Delta(W^N)_n = \Delta(\bar{w})).$$
A simple calculation yields that $\Delta(\tilde{w}) = -\Delta(w)$, and so we find that

$$P (\{(\tilde{w}_n^N)_{n=1}^N = w\}) = P (\{(\eta_n^N)_{n=1}^N = \tilde{x}\}),$$

where $\tilde{x} = (\tilde{x}_n)_{n=1}^N$ is defined by setting $\tilde{x}_n := 1_{\{\Delta(w)_n = -1\}}$. In particular, the result will follow from the above observations and (1.4) if we can show that $f_k(x) = f_k(\tilde{x})$ for each $k \geq 0$.

Clearly, periodicity implies that the number of up-jumps of $w$ equals the number of down-jumps, and so

$$f_0(\tilde{x}) = \sum_{n=1}^N 1_{\{\Delta(w)_n = -1\}} = \sum_{n=1}^N 1_{\{\Delta(w)_n = 1\}} = \sum_{n=1}^N 1_{\{\Delta(w)_n = 1\}} = f_0(x).$$

Furthermore, since $\Delta(w)$ can not contain the substrings $(0, -1)$ or $(1, 0)$,

$$f_1(\tilde{x}) = \sum_{n=1}^N 1_{\{\Delta(w)_n = -1, \Delta(w)_n \in \{0, 1\}\}} = \sum_{n=1}^N 1_{\{\Delta(w)_n = -1\}} = \sum_{n=1}^N 1_{\{\Delta(w)_n = -1, \Delta(w)_n \in \{0, 1\}\}} = f_1(x).$$

Finally, observe that the $(1, -1)$ substrings of $\Delta(w)$ (including the one at $(w_N, w_1)$ if relevant) precisely correspond to the $(1, 0)$ substrings of $x$. Moreover, if we suppose $H_W$ is the operation which removes these substrings, then it is an easy exercise to check that $H_W(\Delta(w))$ is the element of $\mathcal{W}$ representing the periodic increment process of the carrier associated with the configuration given by $H(x)$. We can iterate this argument to further obtain that $H_W^k(\Delta(w))$ is the element of $\mathcal{W}$ representing the periodic increment process of the carrier associated with the configuration given by $H^{k-1}(x)$ for any $k \geq 2$. Hence we can write

$$(2.7) \quad f_k(x) = f_1\left(H^{k-1}(x)\right) = f_1\left(\left(1_{\{H_W^{k-1}(\Delta(w))_{n=1}=1\}}\right)_{n=1}^l\right),$$

where $l$ is the length of the sequence $H_W^{k-1}(\Delta(w))$. Applying the same logic to $\tilde{w}$, we similarly have that $H_W^{k-1}(\Delta(\tilde{w}))$ is the element of $\mathcal{W}$ representing the periodic increment process of the carrier associated with the configuration given by $H^{k-1}(\tilde{x})$ for any $k \geq 2$, and moreover the definition of $H_W$ readily implies that

$$H_W^{k-1}(\Delta(\tilde{w})) = H_W^{k-1}(\Delta(w)) = -H_W^{k-1}(\Delta(w)).$$

Hence

$$(2.8) \quad f_k(\tilde{x}) = f_1\left(\left(1_{\{\Delta(\tilde{w})_{n=1}=1\}}\right)_{n=1}^l\right),$$

and the argument for $f_1$ above shows the right-hand side of (2.7) and (2.8) are equal, which completes the proof.

As a consequence of the previous two lemmas and Theorem 1.1, we readily obtain the main result of this section.
Corollary 2.9. If $\eta^N$ is the periodic configuration with law given by the Gibbs measure at (1.4), then the three conditions of (1.3) are satisfied. In particular, $\eta^N$ is invariant in distribution under $T$.

Remark 2.10. We now discuss an alternative, direct proof of Corollary 2.9. Let $x \in \{0, 1\}^N$ be such that $f_0(x) < N/2$, and $Tx = (((Tx)_n)_{n=1}^N = \bar{x}$, where we are using the notation of the proofs of Lemmas 2.7 and 2.8. Moreover, the arguments applied in these proofs imply that

$$f_k(Tx) = f_k(x), \quad \forall k \geq 0.$$ 

It clearly follows that the Gibbs measure at (1.4) is invariant under $T$, and we arrive at Corollary 2.9. We note that the identity at (2.9) was previously proved as [33, Proposition 2.1], see also [31] for a proof in the non-periodic case.

To conclude this section, we relate the Gibbs measures of this section with the i.i.d., Markov and bounded soliton configurations of Subsections 2.1, 2.2 and 2.3, respectively. In particular, in the following examples we introduce three specific parameter choices for the Gibbs measures, and then show in Proposition 2.14 below that the aforementioned configurations can be obtained as infinite volume limits of these. Moreover, in Subsections 3.3, 3.4 and 3.5, we present scaling limits for certain sequences of periodic configurations based on these examples.

Example 2.11 (Periodic i.i.d. initial configuration). Similarly to [4, Remark 1.12], let $p \in (0, 1)$, and consider the parameter choice

$$\beta_0 = \log \left( \frac{1-p}{p} \right), \quad \beta_k = 0, \forall k \geq 1.$$ 

(Figure 2 shows a typical realisation of a configuration chosen according the associated Gibbs measure, and its subsequent evolution.) It is then an elementary exercise to check that

$$P \left( (\eta^N_n)_{n=1}^N = (x^N_n)_{n=1}^N \right) \propto N \prod_{n=1}^N P(x_n - 1, x_n) \sum_{i=1}^N x_i < N/2,$$

where $\eta$ is an i.i.d. sequence of Bernoulli(p) random variables. Note that the restriction $p < \frac{1}{2}$ of Subsection 2.4 is equivalent to taking $\beta_0 > 0$, and in this regime we will check that $\eta^N$ converges in distribution to $\eta$ as $N \to \infty$ (see Proposition 2.14(a)). We also describe the infinite volume limit in the case $\beta_0 \leq 0$ (see Proposition 2.15).

Example 2.12 (Periodic Markov initial configuration). Again similarly to [4, Remark 1.12], let $p_0, p_1 \in (0, 1)$, and consider the parameter choice

$$\beta_0 = \log \left( \frac{1-p_0}{p_1} \right), \quad \beta_1 = \log \left( \frac{p_1(1-p_0)}{p_0(1-p_1)} \right), \quad \beta_k = 0, \forall k \geq 2.$$ 

(Figure 3 shows a typical realisation of a configuration chosen according the associated Gibbs measure, and its subsequent evolution.) For these parameters, one can check that

$$P \left( (\eta^N_n)_{n=1}^N = (x^N_n)_{n=1}^N \right) \propto \prod_{n=1}^N P(x_{n-1}, x_n) I_{\{\sum_{i=1}^N x_i < N/2\}},$$
where, as above, we have supposed that \( x_0 := x_N \) in the preceding formula, and the matrix \( P = (P(x,y))_{x,y\in\{0,1\}} \) is given by (2.3). It follows that one has the following alternative characterisation of the law of \( \eta^N \) via the formula

\[
E \left( \nu(\eta_0)^{-1} \left( \frac{F(\eta_N)}{\nu(\eta_0)^{-1}|\eta_N = \eta_0, S_N > 0} \right) \right) = \frac{E(\nu(\eta_0)^{-1}|\eta_N = \eta_0, S_N > 0)}{E(\nu(\eta_0)^{-1})},
\]

where \( \eta \) is the two-sided stationary Markov configuration of Subsection 2.2 (noting that we now allow an increased range of parameters \( p_0, p_1 \)), \( \nu \) is its invariant measure, and the above formula holds for any function \( F : \{0,1\}^N \to \mathbb{R} \). In particular, the initial segment of \( \eta^N \) is obtained from \( \eta \) by conditioning the latter process to return to its starting state at time \( N \) and on seeing less than \( N/2 \) particles by that time, as well as weighting probabilities by \( \nu(\eta_0)^{-1} \). Note that the latter step has the effect of removing the distributional influence of the initial state, thus ensuring the law of \( \eta^N \) is stationary under spatial shifts (which is checked more generally as part of Lemma 2.7 below). We note that a similar definition, without the \( \nu(\eta_0)^{-1} \) term and \( S_N > 0 \) conditioning, of a (non-stationary) cyclic Markov chain was given in [1]. Finally, the
Example 2.12 (Periodic Markov configuration). The evolution of the system can be described by the following equation:

\[ \eta_N^{t+1} = \mathcal{F}_N(\eta_N^t) \]

where \( \mathcal{F}_N \) is the transition map. The initial configuration is given by

\[ \eta_0 = \eta_1 = \ldots = \eta_K = 0, \quad \eta_{K+1} = \ldots = \eta_{N+1} = 1 \]

with periodic boundary conditions.

Figure 3. Initial path encoding and first 25 steps of the dynamics for particle configuration sampled from the periodic Markov configuration of Example 2.12 with \( N = 100 \) and parameters \( p_0 = 0.11, p_1 = 0.80 \), i.e. \( \beta_0 = 0.11, \beta_1 = 3.48 \). (Note these parameters correspond to a density of \( \rho = 0.35 \) for the non-periodic version of the configuration, matching that for the non-periodic version of the i.i.d. example shown in Figure 2.)

**Example 2.13 (Periodic bounded soliton configuration).** Once again similarly to [4, Remark 1.12], let \( p \in (0, 1) \) and \( K \in \mathbb{N} \), and consider the parameter choice

\[ \beta_0 = \log \left( \frac{1-p}{p} \right), \quad \beta_k = 0, \forall k \in \{1, \ldots, K\}, \quad \beta_k = \infty, \forall k > K. \]

For these parameters, one can check that

\[ \mathbb{E}(F((\eta_n^N)_{n=1}^N)) = \mathbb{E}(F((\eta_n^N)_{n=1}^N) \mid \pi_{N,K}, S_N > 0), \]

where the restriction \( p_0 + p_1 < 1 \) of Subsection 2.2 is equivalent to taking \( \beta_0 > 0 \), and, similarly to the previous example, we will check that \( \eta_N \) converges in distribution to \( \eta \) as \( N \to \infty \) in this regime (see Proposition 2.14(b)).
where \( \eta \) is an i.i.d. sequence of Bernoulli\((p)\) random variables, and

\[
(2.13) \quad \mathcal{A}_{N,K} = \left\{ \max_{0 \leq n \leq N} \max_{0 \leq m \leq n} (S_m - S_n), \max_{n \leq m \leq N} (S_m - S_N - S_n) \leq K \right\}.
\]

(Note the expression involving nested maxima simply describes the supremum of the carrier corresponding to the cyclic repetition of \((\eta_n)_n\) = 1.) We will check that, for any parameters \( p \in (0,1) \) and \( K \in \mathbb{N} \), \( \eta^N \) converges in distribution to \( \tilde{\eta}^{(K)} \), the example of Subsection 2.3 as \( N \to \infty \) (see Proposition 2.14(c)).

We now give the infinite volume limits for the previous three examples.

**Proposition 2.14.** (a) Let \( p \in (0, \frac{1}{2}) \), and \( \eta^{N,\text{id}} \) be the periodic i.i.d. configuration of Example 2.11 (i.e. with law given by (2.10)). Then

\[
\eta^{N,\text{id}} \xrightarrow{d} \eta^{\text{id}}
\]
as \( N \to \infty \), where \( \eta^{\text{id}} \) is the i.i.d. configuration of Subsection 2.1.

(b) Let \( p_0, p_1 \in (0,1) \) be such that \( p_0 + p_1 < 1 \), and \( \eta^{N,\text{Mar}} \) be the periodic Markov configuration of Example 2.11 (i.e. with law given by (2.11)). Then

\[
\eta^{N,\text{Mar}} \xrightarrow{d} \eta^{\text{Mar}}
\]
as \( N \to \infty \), where \( \eta^{\text{Mar}} \) is the configuration of Subsection 2.2.

(c) Let \( p \in (0,1) \) and \( K \in \mathbb{N} \), and \( \eta^{N,\text{b}} \) be the periodic bounded soliton configuration of Example 2.13 (i.e. with law given by (2.12)). Then

\[
\eta^{N,\text{b}} \xrightarrow{d} \tilde{\eta}^{(K)}
\]
as \( N \to \infty \), where \( \tilde{\eta}^{(K)} \) is the bounded soliton example of Subsection 2.3.

**Proof.** The proof of (a) is straightforward. Indeed, starting from (2.10), and applying that \( \mathbb{P}(S_N > 0) \to 1 \), we obtain: for any \( M \in \mathbb{N} \), \( x \in \{0,1\}^M \),

\[
\mathbb{P} \left( (\eta^{N,\text{id}})_n^{M} = (x_n)_n^{M} \right) = \frac{\mathbb{P} \left( (\eta^{\text{id}})_n^{M} = (x_n)_n^{M}, S_N > 0 \right)}{\mathbb{P}(S_N > 0)} \to \mathbb{P} \left( (\eta^{\text{id}})_n^{M} = (x_n)_n^{M} \right).
\]

For (b), we start from (2.11) to deduce: for any \( M \in \mathbb{N} \), \( x \in \{0,1\}^M \),

\[
(2.14) \quad \mathbb{P} \left( (\eta^{N,\text{Mar}})_n^{M} = (x_n)_n^{M} \right) = \frac{\mathbb{E} \left( V(\eta^{0,\text{Mar}})_n^{M} - 1 \left\{ (\eta^{0,\text{Mar}})_n^{M} = (x_n)_n^{M}, \eta^{0,\text{Mar}} = \eta^{0,\text{Mar}}, S_N > 0 \right\} \right)}{\mathbb{E} \left( V(\eta^{0,\text{Mar}})_n^{M} - 1 \left\{ \eta^{0,\text{Mar}} = \eta^{0,\text{Mar}}, S_N > 0 \right\} \right)}.
\]

Now, by the definition of the Markov chain, the numerator can be written

\[
\sum_{x_0 \in \{0,1\}} \prod_{n=1}^{M} \mathbb{P}(x_{n-1}, x_n) \mathbb{P} \left( \eta^{\text{Mar}}_{N-M} = x_0, S_{N-M} + \sum_{n=1}^{M} (1 - 2x_n) > 0 \bigg| \eta^{\text{Mar}}_0 = x_M \right).
\]

Since \( N^{-1}S_N \to 1 - 2\rho > 0 \), \( \mathbb{P} \)-a.s., where \( \rho \) was defined at (2.4), it readily follows that this expression converges as \( N \to \infty \) to

\[
\sum_{x_0 \in \{0,1\}} V(x_0) \prod_{n=1}^{M} \mathbb{P}(x_{n-1}, x_n) = V(x_1) \prod_{n=2}^{M} \mathbb{P}(x_{n-1}, x_n) = \mathbb{P} \left( (\eta^{\text{Mar}})_n^{M} = (x_n)_n^{M} \right).
\]
Summing over \( x \in \{0, 1\}^M \) shows that the denominator of (2.14) converges to one, and hence we have established the result in this case.

Finally, we prove (c) for \( p \in (0, 1) \), \( K \in \mathbb{N} \). To this end, we first provide an alternative characterisation of (2.12). In particular, let \((\eta_n)_{n \geq 1}\) be i.i.d. with parameter \( p \in (0, 1) \), and \( \hat{W} \) be the associated carrier process started from the initial condition that \( \hat{W}_0 \) is uniform on \( \{0, 1, \ldots, K\} \). (Note the latter process is a Markov chain on \( \mathbb{Z}_+ \) with transition probabilities as at (2.11).) We then claim that

\[
(2.15) \quad \mathbb{E} \left( F \left( \left( \eta_n^{N,b} \right)_{n=1}^N \right) \right) = \mathbb{E} \left( F \left( \left( \eta_n \right)_{n=1}^N \right) \left| \hat{W}_N = \hat{W}_0, \max_{1 \leq n \leq N} \hat{W}_n \leq K, S_N > 0 \right. \right).
\]

To prove this, observe that for any sequence \( x \in \{0, 1\}^N \)

\[
P \left( \left( \eta_n \right)_{n=1}^N = (x_n)_{n=1}^N \left| \hat{W}_N = \hat{W}_0, \max_{1 \leq n \leq N} \hat{W}_n \leq K, S_N > 0 \right. \right)
= c \sum_{w_0=0}^K P \left( \left( \eta_n \right)_{n=1}^N = (x_n)_{n=1}^N, \hat{W}_0 = w_0 \right) \mathbb{1}_{\{w_n^{x_0}=w_0, \max_{1 \leq n \leq N} w_n^{x_0} \leq K, \sum_{i=1}^N x_n < N/2\}}
\]

where \( c := P(\hat{W}_N = \hat{W}_0, \max_{1 \leq n \leq N} \hat{W}_n \leq K, S_N > 0) \) is the required normalising constant, and \((w_n^{x_0})_{n=1}^N\) is the path of the carrier process corresponding to initial carrier value \( w_0 \) and particle configuration \( x \). Since we are assuming the initial distribution of \( \hat{W} \) is uniform, and it also holds that \( \hat{W}_0 \) is independent of \((\eta_n)_{n=1}^N = (x_n)_{n=1}^N\), we thus have that the above expression is equal to

\[
c(K + 1)^{-1} P \left( \left( \eta_n \right)_{n=1}^N = (x_n)_{n=1}^N \left| \sum_{n=1}^N x_n < N/2 \right. \right) \sum_{w_0=0}^K \mathbb{1}_{\{w_n^{x_0}=w_0, \max_{1 \leq n \leq N} w_n^{x_0} \leq K\}}.
\]

Now, under the conditions that \( w_n^{x_0} = w_0 \) and \( \sum_{n=1}^N x_n < N/2 \), it is straightforward to check that \( \max_{1 \leq n \leq N} w_n^{x_0} \leq K \) is equivalent to \( x \in \alpha_{N,K} \) (in the sense that the associated path encoding satisfies the condition given in the definition of \( \alpha_{N,K} \)). And, it is moreover possible to show that under \( \sum_{n=1}^N x_n < N/2 \) and \( x \in \alpha_{N,K} \), the condition \( w_n^{x_0} = w_0 \) holds for exactly one \( w_0 \) (corresponding to \( \max_{0 \leq n \leq N} S_n - S_N \) for the relevant path encoding). Hence we conclude that

\[
P \left( \left( \eta_n \right)_{n=1}^N = (x_n)_{n=1}^N \left| \hat{W}_N = \hat{W}_0, \max_{1 \leq n \leq N} \hat{W}_n \leq K, S_N > 0 \right. \right)
= c(K + 1)^{-1} P \left( \left( \eta_n \right)_{n=1}^N = (x_n)_{n=1}^N \right) \mathbb{1}_{\{x \in \alpha_{N,K}, \sum_{n=1}^N x_n < N/2\}}
\]

and hence (2.15) follows from the characterisation of the law of \( \eta^{N,b} \) at (2.12). To study the limit of (2.15) as \( N \to \infty \), we start by considering the corresponding formula without the \( S_N > 0 \) conditioning. That is, given a sequence \( x \in \{0, 1\}^M \) representing a particle configuration, we will deduce the \( N \to \infty \) asymptotics of

\[
(2.16) \quad P \left( \left( \eta_n \right)_{n=1}^M = (x_n)_{n=1}^M \left| \hat{W}_N = \hat{W}_0, \max_{1 \leq n \leq N} \hat{W}_n \leq K \right. \right).
\]

Decomposing over the value of \( \hat{W}_0 \), we have that the above probability can be written

\[
\sum_{w_0=0}^K P \left( \hat{W}_0 = w_0, \left( \eta_n \right)_{n=1}^M = (w_n^{x_0})_{n=1}^M \left| \hat{W}_N = \hat{W}_0, \max_{1 \leq n \leq N} \hat{W}_n \leq K \right. \right)
\]
and, by Corollary 2.6, the final expression here can be made arbitrarily small by choosing $M$. Similarly decomposing the numerator, this equals

$$
\sum_{w_0=0}^{K} \prod_{n=1}^{M} P_W(w_{n-1}^{x,w_n}, w_n^{x,w_n}) \mathbb{P} \left[ W_{N-M} = w_0, \max_{1 \leq n \leq N-M} W_n \leq K \middle| W_0 = w_0^{x,w_0} \right],
$$

(2.17)

Now, applying [10, Proposition 1], we have that

$$
\mathbb{P} \left[ W_{N-M} = w_0, \max_{1 \leq n \leq N-M} W_n \leq K \middle| W_0 = w_0^{x,w_0} \right] \sim \frac{\lambda_{N-M}^{\mathbb{P}(W_{n-1}^{x,w_n}, w_n^{x,w_n})}}{h_{K}(w_0)},
$$

where we have applied the notation of Subsection 2.3, and similarly

$$
\mathbb{P} \left[ W_N = w_0, \max_{1 \leq n \leq N} W_n \leq K \middle| W_0 = w_0 \right] \sim \frac{\lambda_{N}^{\mathbb{P}(w_0)}}{h_{K}(w_0)}.
$$

It follows that (2.17) converges as $N \to \infty$ to

$$
\sum_{w_0=0}^{K} \sum_{w_0 \in \mathbb{Z}_+} \mathbb{P}(K) \mathbb{P}(w_{n-1}^{x,w_n}, w_n^{x,w_n})^{-1} \prod_{n=1}^{M} P_W(w_{n-1}^{x,w_n}, w_n^{x,w_n})
$$

$$
= \sum_{w_0 \in \mathbb{Z}_+} \mathbb{P}(K) \prod_{n=1}^{M} \mathbb{P}(w_{n-1}^{x,w_n}, w_n^{x,w_n})
$$

$$
= \mathbb{P} \left( \mathbb{P}(K) \prod_{n=1}^{M} W_n^0 \right)
$$

$$
= \mathbb{P} \left( \mathbb{P}(K) \prod_{n=1}^{M} x_n \right).
$$

In order to complete the proof, we need to show the same limit when the $S_N > 0$ conditioning is reintroduced. To this end, first suppose $\tilde{\eta}^{N,b}_{n=1}$ is a random configuration chosen such that

$$
\mathbb{P}((\tilde{\eta}^{N,b}_{n=1})\prod_{n=1}^{N} = (x_n)_{n=1}^{N}) \text{ is given by (2.16) (with } M = N),
$$

so that $\tilde{\eta}^{N,b}$ has the law of $\eta^{N,b}$ conditioned on $\sum_{n=1}^{N} (1 - 2\tilde{\eta}^{N,b}_{n}) > 0$. Moreover, observe that, for any $M \in \mathbb{N},$

$$
\limsup_{N \to \infty} \mathbb{P} \left( \sum_{n=1}^{N} (1 - 2\tilde{\eta}^{N,b}_{n}) \leq 0 \right) \leq \limsup_{N \to \infty} \mathbb{P} \left( \sum_{n=1}^{M} (1 - 2\tilde{\eta}^{N,b}_{n}) \leq K \right)
$$

$$
= \mathbb{P} \left( \sum_{n=1}^{M} (1 - 2\tilde{\eta}^{N,b}_{n}) \leq K \right),
$$

and, by Corollary 2.6, the final expression here can be made arbitrarily small by choosing $M$ large. Hence, in conjunction with the previous part of the proof, we obtain that

$$
\mathbb{P} \left( \mathbb{P}(K) \prod_{n=1}^{M} x_n \right) = \mathbb{P} \left( \mathbb{P}(K) \prod_{n=1}^{M} \sum_{n=1}^{N} (1 - 2\tilde{\eta}^{N,b}_{n}) > 0 \right)
$$

$$
\rightarrow \mathbb{P} \left( \mathbb{P}(K) \prod_{n=1}^{M} x_n \right),
$$

where $P_W$ is the transition matrix of $W$, as given by (2.1). Similarly decomposing the numerator, this equals

$$
(2.17) \quad \sum_{w_0=0}^{K} \prod_{n=1}^{M} P_W(w_{n-1}^{x,w_n}, w_n^{x,w_n}) \mathbb{P} \left[ W_{N-M} = w_0, \max_{1 \leq n \leq N-M} W_n \leq K \middle| W_0 = w_0^{x,w_0} \right].
$$

(2.17)
as desired. 

In the final result of this section, we demonstrate that if we take the infinite volume limit in the periodic i.i.d. initial configuration (Example [2.11]) for a parameter $\beta_0 < 0$ (corresponding to $p > \frac{1}{2}$), then the limit is independent of the particular parameter chosen, being equal to the configuration consisting of i.i.d. Bernoulli parameter $\frac{1}{2}$ random variables. Note that, whilst the latter configuration can be thought of as lying on the boundary of a collection of random configurations that are invariant for $T$, the two-sided dynamics are not even defined in this case (since obviously $M_0 = \infty$). Moreover, we observe that its density is critical, in the sense that any infinite volume limit of a periodic Gibbs measure can be no greater than $\frac{1}{2}$. Whilst we do not pursue this point further, we expect similar phenomena for other choices of parameter $(\beta_k)_{k \geq 0}$ that, beyond the $S_N > 0$ restriction, favour configurations of density greater than or equal to $\frac{1}{2}$.

**Proposition 2.15.** Let $p \geq \frac{1}{2}$, and $\eta^{N,iid}$ be the periodic i.i.d. configuration of Example [2.11] (i.e. with law given by (2.10)). Then

$$
\eta^{N,iid} \overset{d}{\to} \eta^\frac{1}{2}
$$
as $N \to \infty$, where $\eta^\frac{1}{2}$ is the i.i.d. configuration of Subsection 2.1 with $p = \frac{1}{2}$.

**Proof.** We first deal with the case when $p = \frac{1}{2}$. For this parameter choice, we have that

$$
P \left( (\eta_n^{N,iid})_{n=1}^{M} = (x_n)_{n=1}^{M} \right) = \frac{P \left( (\eta_n^{\frac{1}{2}})_{n=1}^{M} = (x_n)_{n=1}^{M} \right) P \left( S_N - M + \sum_{n=1}^{M} (1 - 2x_n) > 0 \right)}{P (S_N > 0)} \to P \left( (\eta_n^{\frac{1}{2}})_{n=1}^{M} = (x_n)_{n=1}^{M} \right),
$$

where in the above $S$ is the path encoding of $\eta^\frac{1}{2}$, and the limit is a ready consequence of the fact that $N^{-1/2}S_N$ converges in distribution to a standard normal as $N \to \infty$.

We now consider the case when $p > \frac{1}{2}$. Conditioning on the value of $S_N$, we have that

$$
P \left( (\eta_n^{N,iid})_{n=1}^{M} = (x_n)_{n=1}^{M} \right) = \sum_{k \geq 0} P \left( (\eta_n^{\frac{1}{2}})_{n=1}^{M} = (x_n)_{n=1}^{M} \middle| S_N = k \right) P \left( S_N = k \middle| S_N > 0 \right)
$$

$$
= \sum_{k \geq 0} \frac{(N-M)! (N-k)! (N+k)!}{N! (\frac{N-k}{2} - \sum_{n=1}^{M} x_n)! (\frac{N+k}{2} - M + \sum_{n=1}^{M} x_n)!} P \left( S_N = k \middle| S_N > 0 \right),
$$

where the summands should be interpreted as 0 wherever the arguments of the terms involving factorials are not all non-negative integers. We next note that Cramer’s theorem for an i.i.d. sequence (e.g. [6] Theorem 2.2.3) yields that, for any $\epsilon > 0$,

$$
P (S_N > \epsilon N \middle| S_N > 0) \to 0.
$$

Moreover, straightforward calculations give that, uniformly over the relevant $k \in [0, \epsilon N]$,

$$
2^{-M} (1 - \epsilon)^M \leq \frac{(N-M)! (N-k)! (N+k)!}{N! (\frac{N-k}{2} - \sum_{n=1}^{M} x_n)! (\frac{N+k}{2} - M + \sum_{n=1}^{M} x_n)!} \leq 2^{-M} (1 + \epsilon)^M \left( \frac{1}{1 - \frac{M-1}{N}} \right)^M.
$$
It thus follows that
\[ P\left( (\eta^N_{n=1})^{\mathcal{M}} = (x^M_{n=1})^{\mathcal{N}} \right) \rightarrow 2^{-\mathcal{M}} = P\left( (\eta^\Delta_{n=1})^{\mathcal{M}} = (x^M_{n=1})^{\mathcal{N}} \right), \]
as desired. \[\square\]

3. Continuous invariant measures

In [4], a continuous state space version of the BBS was formulated to describe scaling limits of the discrete system. This was based on a two-sided version of Pitman’s transformation for continuous functions, which had been studied previously in the probabilistic literature, particularly in the context of queuing (see, for example, [21]). The main example given in [4] was the two-sided Brownian with drift (this is recalled in Subsection 3.1), which had previously been shown to be invariant for Pitman’s transformation in [14]. Here we further show that the zigzag process, which also appears in the queueing literature [12], naturally arises as a limit of the Markov initial configuration, see Subsection 3.2. Whilst it is possible to check that Brownian motion and the zigzag process are both invariant under Pitman’s transformation directly, our approach is to deduce the latter results by establishing that the processes in question are scaling limits of discrete systems, and showing that the invariance under \( T \) transfers to the limit. In addition to the examples already mentioned, we follow this line of argument for the periodic models described in Examples 2.11 and 2.12, see Subsections 3.3 and 3.4 respectively. We also discuss continuous versions of the bounded soliton examples of Subsection 2.3 and Example 2.13 in Subsection 3.5.

Prior to introducing the specific models, let us summarise the scaling approach we will use. The following assumption describes the framework in which we are working.

**Assumption 1.** It holds that \( \eta^\varepsilon = (\eta^\varepsilon_n)_{n \in \mathbb{Z}}, \varepsilon > 0, \) is a collection of random configurations such that
\[ T \eta^\varepsilon \overset{d}{=} \eta^\varepsilon \]
for each \( \varepsilon > 0. \) The corresponding path encodings \( S^\varepsilon, \varepsilon > 0, \) satisfy
\[ \left( a_\varepsilon S^\varepsilon_{t/b_\varepsilon} \right)_{t \in \mathbb{R}} \overset{d}{=} (S_t)_{t \in \mathbb{R}}, \]
in \( C(\mathbb{R}, \mathbb{R}) \), where: \( (a_\varepsilon)_{\varepsilon>0} \) and \( (b_\varepsilon)_{\varepsilon>0} \) are deterministic sequences in \( (0, \infty) \); \( S^\varepsilon \) is extended to an element of \( C(\mathbb{R}, \mathbb{R}) \) by linear interpolation; and \( S \) is a random element of \( C(\mathbb{R}, \mathbb{R}) \). Moreover, for any \( t \in \mathbb{R}, \) it holds that
\[ \lim_{s \to -\infty} \limsup_{\varepsilon \to 0} P\left( M^\varepsilon_{s/b_\varepsilon} > S^\varepsilon_{t/b_\varepsilon} \right) = 0, \]
and
\[ \lim_{s \to -\infty} P\left( M_s > S_t \right) = 0, \]
where \( M^\varepsilon \) and \( M \) are the past maximum processes associated with \( S^\varepsilon \) and \( S \), respectively.

We note that the conditions at (3.3) and (3.4) ensure the simultaneous convergence of the rescaled past maximum processes with the convergence of path encodings given at (3.2), and as a consequence we obtain the following result concerning the invariance under \( T \) of the limiting path encoding.
Proposition 3.1 (cf. [4, Lemma 5.11]). If Assumption 1 holds, then

\[ TS \overset{d}{=} S. \]

3.1. Brownian motion with drift. Perhaps the simplest, and most fundamental, (non-trivial) example of a scaling limit for the path encoding of the box-ball system is seen in the high-density regime. Specifically, fix a constant \( c > 0 \), and consider the configuration \( \eta^\varepsilon \) generated by an i.i.d. sequence of Bernoulli random variables, with parameter

\[
p_\varepsilon := \frac{1 - \varepsilon c}{2}.
\]

(We assume \( \varepsilon < c^{-1} \) for the above to make sense.) By Corollary 2.2, we have that (3.1) holds. Moreover, it is an elementary application of the classical invariance principle that (3.2) holds with \( a_\varepsilon = \varepsilon, b_\varepsilon = \varepsilon^2 \), and \( S \) a two-sided Brownian motion with drift \( c \), i.e.

\[
S_t = \begin{cases} 
ct + S^{(1)}_t, & t \geq 0, \\
ct + S^{(2)}_{-t}, & t < 0,
\end{cases}
\]

where \( S^{(1)} \) and \( S^{(2)} \) are independent standard Brownian motions (starting from 0). Also, (3.3) and (3.4) were checked as [4, Lemma 5.12]. Hence Assumption 1 is satisfied in this setting, and we conclude from Proposition 3.1 the following result.

Proposition 3.2. If \( S \) is a two-sided Brownian motion with drift \( c > 0 \), then \( TS \overset{d}{=} S \).

Remark 3.3. In this case, the carrier \( W = M - S \) is the stationary version of Brownian motion with drift \(-c\), reflected at the origin. In particular, \( W_0 \) is exponentially distributed with parameter \( 2c \), so that \( \mathbb{E}W_0 = (2c)^{-1} \).

3.2. Zigzag process. It is not difficult to extend the result of the previous section to show that Brownian motion with drift can also be obtained from a more general class of Markov configurations in the high-density limit. In this section, however, we study a different scaling regime for the Markov configurations of Section 2.2. Indeed, we will consider the case when the adjacent states are increasingly likely to be the same, and explain how we can see the so-called zigzag process (we take the name from [7], though there the name was applied to the carrier process \( M - S \); our version is also a generalisation of the so-called telegrapher’s process [17]) as a scaling limit.

Concerning the details, in this section we fix \( \lambda_0, \lambda_1 > 0 \), and suppose \( \eta^\varepsilon \) is a two-sided stationary Markov chain on \( \{0,1\} \) with transition matrix

\[
P_\varepsilon = \begin{pmatrix} 
1 - \varepsilon \lambda_0 & \varepsilon \lambda_0 \\
\varepsilon \lambda_1 & 1 - \varepsilon \lambda_1
\end{pmatrix}.
\]

(We assume \( \varepsilon \) is small enough so that the entries of this matrix are strictly positive.) We note that the invariant measure for \( \eta^\varepsilon \) is independent of \( \varepsilon \), being given by

\[
P(\eta^\varepsilon_0 = 1) = \frac{\lambda_0}{\lambda_0 + \lambda_1},
\]

and so to ensure the associated path encoding has distribution supported on \( \mathcal{S}^{lin} \), we thus need to assume \( \lambda_0 < \lambda_1 \), as we will do henceforth. From Corollary 2.4 we then have that (3.1) holds in this setting.
By definition, the numbers of spatial locations for which \( \eta^\varepsilon \) takes the value 0 or 1 before a change are given by geometric random variables with parameters \( \varepsilon \lambda_0 \) or \( \varepsilon \lambda_1 \), respectively. Noting that, when multiplied by \( \varepsilon \), the latter random variables converge to exponential, parameter \( \lambda_0 \) or \( \lambda_1 \), random variables, it is an elementary exercise to check that

\[
(3.7) \quad \left( \frac{\eta^\varepsilon_{t/\varepsilon}}{\varepsilon} \right)_{t \in \mathbb{R}} \overset{d}{\to} (\eta_t)_{t \in \mathbb{R}}
\]

in \( D(\mathbb{R}, \{0, 1\}) \), where the limiting process is the two-sided, stationary continuous-time Markov chain on \{0, 1\} that jumps from 0 to 1 with rate \( \lambda_0 \), and from 1 to 0 with rate \( \lambda_1 \). As a consequence, we find that (3.2) holds with \( a_\varepsilon = b_\varepsilon = \varepsilon \), and the limiting process being given by \( S = (S_t)_{t \in \mathbb{R}} \), where

\[
(3.8) \quad S_t := \int_0^t (1 - 2\eta_s)ds;
\]

this is the zigzag process. Since \( \lambda_0 < \lambda_1 \), it is an elementary to exercise to check that \( t^{-1}S_t \to \frac{\lambda_1 - \lambda_0}{\lambda_1 + \lambda_0} > 0 \) as \( |t| \to \infty \), \( \mathbf{P} \)-a.s., from which (3.4) readily follows. The remaining condition we need to apply Proposition 3.1 is given by the following lemma.

**Lemma 3.4.** If \( \eta^\varepsilon \) are the random configurations described above with \( \lambda_0 < \lambda_1 \), then (3.3) holds with \( b_\varepsilon = \varepsilon \).

**Proof.** Applying the Markov property for \( \eta^\varepsilon \) it will suffice to show that

\[
\lim_{t \to -\infty} \limsup_{\varepsilon \to 0} \mathbf{P} \left( M^\varepsilon_{t/\varepsilon} > 0 \mid \eta^\varepsilon_0 = i \right) = 0, \quad i = 0, 1.
\]

To this end, observe that, for any \( x \geq 0 \),

\[
\mathbf{P} \left( M^\varepsilon_{t/\varepsilon} > 0 \mid \eta^\varepsilon_0 = i \right) \leq \mathbf{P} \left( \varepsilon S^\varepsilon_{t/\varepsilon} > -x \mid \eta^\varepsilon_0 = i \right) + \sup_{j \in \{0, 1\}} \mathbf{P} \left( \varepsilon M^\varepsilon_0 > x \mid \eta^\varepsilon_0 = j \right).
\]

The first term on the right-hand side here is readily checked to converge to \( \mathbf{P} (S_t > -x \mid \eta_0 = i) \) as \( \varepsilon \to 0 \), and this limit converges to 0 as \( t \to -\infty \). As for the second term, from (2.3) we have that

\[
\sup_{j \in \{0, 1\}} \mathbf{P} \left( \varepsilon M^\varepsilon_0 > x \mid \eta^\varepsilon_0 = j \right) \leq \frac{\lambda_0 + \lambda_1}{\lambda_0} \mathbf{P} \left( \varepsilon M^\varepsilon_0 > x \right)
\]

\[
\leq C \varepsilon \sum_{m > x/\varepsilon} \left( \frac{1 - \lambda_1 \varepsilon}{1 - \lambda_0 \varepsilon} \right)^m
\]

\[
\leq C \varepsilon \sum_{m > x/\varepsilon} e^{-(\lambda_1 - \lambda_0)\varepsilon m}
\]

\[
\leq C e^{-(\lambda_1 - \lambda_0)x},
\]

where \( C \) is a constant not depending on \( \varepsilon \) that might vary from line to line. This expression can be taken arbitrarily small by choosing \( x \) large, and so the proof is complete. \( \square \)

**Proposition 3.5.** If \( S \) is the zigzag process with parameters \( \lambda_0 < \lambda_1 \), then \( TS \overset{d}{=} S \).
Remark 3.6. In this case, the carrier \( W = M - S \) is a stationary, non-Markov process. It is possible to compute its marginal distribution by taking the appropriate scaling limit of the distribution given in Lemma 2.3 yielding

\[
W_0 \sim \frac{\lambda_1 - \lambda_0}{\lambda_1 + \lambda_0} \delta_0 + \frac{2\lambda_0}{\lambda_1 + \lambda_0} \exp(\lambda_1 - \lambda_0),
\]

where \( \delta_0 \) is the probability measure placing all its mass at 0, and \( \exp(\lambda_1 - \lambda_0) \) is the law of an exponential random variable with parameter \( \lambda_1 - \lambda_0 \). In particular, \( \mathbb{E}W_0 = 2\lambda_0(\lambda_1^2 - \lambda_0^2)^{-1} \).

3.3. Periodic Brownian motion. In this subsection, we describe the periodic version of the scaling argument of Subsection 3.2. Let \( \eta^\varepsilon \) be again an i.i.d. sequence of Bernoulli random variables, with parameter \( p \) as given by (3.5), for some constant \( c \in \mathbb{R} \). (Note that we no longer need to assume \( c > 0 \).) Moreover, for \( L > 0 \), set \( N_\varepsilon := \lfloor L/\varepsilon^2 \rfloor \), and let \( (\eta^\varepsilon)^{N_\varepsilon}_{n=1} \) be a random sequence with law given by that of \( (\eta^\varepsilon)^{N_\varepsilon}_{n=1} \) conditioned on \( S^\varepsilon_0 > 0 \). Extend \( \eta^\varepsilon \) to \( (\eta^\varepsilon)^{N_\varepsilon}_{n=1} \) by cyclic repetition. From Proposition 2.9, we then have that \( T \eta^\varepsilon \overset{d}{=} \eta^\varepsilon \), and so (3.11) holds for these random configurations. Moreover, it is straightforward to check that (3.2) holds, in the sense that the associated path encodings satisfy

\[
\left( \varepsilon S^\varepsilon_{(i/\varepsilon^2)} \right)_{i \in \mathbb{R}} \overset{d}{=} \left( S^l_i \right)_{i \in \mathbb{R}},
\]

where \( (S^l_i)_{i \in [0,L]} \) has the distribution of the initial segment of two-sided Brownian motion with drift \( c \), \( (S^l_i)_{i \in [0,L]} \), conditioned on \( S_L > 0 \), and this definition is extended by cyclic repetition to give a process on \( \mathbb{R} \). With the latter definition, it is obvious that \( t^{-1}S^l_t \to L^{-1}S_L > 0 \) as \( |t| \to \infty \), \( \mathbb{P} \)-a.s., and so (3.4) holds. As for (3.3), we simply note

\[
\lim_{s \to -\infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( M^{\varepsilon L}_{s/\varepsilon^2} > S^{\varepsilon L}_{s/\varepsilon^2} \right) = \lim_{s \to -\infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( M^{\varepsilon L}_{s/\varepsilon^2} > 0 \right) \leq \lim_{s \to -\infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \sup_{u \in [0,L]} \varepsilon S^{\varepsilon L}_{u/\varepsilon^2} + \frac{s}{L} \varepsilon S^{\varepsilon L}_{L/\varepsilon^2} > 0 \right) = \lim_{s \to -\infty} \mathbb{P}\left( \sup_{u \in [0,L]} S^l_u + \frac{s}{L} S^l_L > 0 \right) = 0,
\]

where \( M^{\varepsilon L} \) is the past maximum process associated with \( S^{\varepsilon L} \). Hence Assumption 3.1 holds, and we obtain the following.

Proposition 3.7. Fix \( L > 0 \). If \( S^l \) is the periodic extension of \( (S^l_i)_{i \in [0,L]} \) conditioned on \( S_L > 0 \), where \( S \) is a two-sided Brownian motion with drift \( c \in \mathbb{R} \), then \( TS^l \overset{d}{=} S^l \).

3.4. Periodic zigzag process. The periodic analogue of Subsection 3.2 is checked similarly to the previous subsection. For \( L > 0 \), set \( N_\varepsilon := \lfloor L/\varepsilon \rfloor \), and let \( (\eta^\varepsilon)^{N_\varepsilon}_{n=1} \) be a random sequence with law given by (3.11), where \( N = N_\varepsilon \), and \( (\eta^\varepsilon)^{N_\varepsilon}_{n=1} \) is given by the two-sided stationary Markov chain with transition matrix \( P_\varepsilon \) from (3.6) for some \( \lambda_0, \lambda_1 > 0 \). Extending \( \eta^\varepsilon \) to \( (\eta^\varepsilon)^{N_\varepsilon}_{n=1} \) by cyclic repetition, we then have from Proposition 2.9 that \( T \eta^\varepsilon \overset{d}{=} \eta^\varepsilon \), and so (3.1) holds for
these random configurations. Moreover, it is not difficult to deduce from (3.7) that
\[
\left( \eta^L_{t/\varepsilon} \right)_{t \in \mathbb{R}} \xrightarrow[d]{} \left( \eta^L_t \right)_{t \in \mathbb{R}}
\]
in \(D(\mathbb{R}, \{0, 1\})\), with the law of the \(L\)-periodic process \(\eta^L\) being characterised by
\[
(3.9) \quad \mathbb{E} \left( F \left( (\eta^L_t)_{t \in [0,L]} \right) \right) = \frac{\mathbb{E} \left( \nu(\eta_0)^{-1} F \left( (\eta_t)_{t \in [0,L]} \right) \right) | \eta_L = \eta_0, S_L > 0}{\mathbb{E} \left( \nu(\eta_0)^{-1} | \eta_L = \eta_0, S_L > 0 \right)},
\]
where \(1 - \nu(0) = \frac{2\lambda_0}{\lambda_0 + \lambda_1} = \nu(1)\), and \(\eta\) is the two-sided, stationary continuous-time Markov chain that appears as a limit in (3.7). It follows that the associated path encodings satisfy
\[
\left( \varepsilon S^L_{t/\varepsilon} \right)_{t \in \mathbb{R}} \xrightarrow[d]{} \left( S^L_t \right)_{t \in \mathbb{R}},
\]
yielding (3.2) in this case; the limit process can be seen as a periodic version of the zigzag process with stationary increments. By applying identical arguments to those of the previous subsection, we are also able to confirm (3.3) and (3.4) both hold with the appropriate scaling, and we subsequently obtain the following.

**Proposition 3.8.** Fix \(L > 0\). If \(S^L\) is the path encoding of the \(\eta^L\), as given by (3.9), for some \(\lambda_0, \lambda_1 > 0\), then \(T S^L \xrightarrow[d]{} S^L\).

3.5. **Brownian motion conditioned to stay close to its past maximum.** In this section, we consider the transfer of the bounded soliton examples of Subsection 2.3 and Example 2.13 to the continuous setting, starting with the periodic case. Let \(L > 0\), and \(S^L\) be the \(L\)-periodic Brownian motion with drift \(c > 0\) of Subsection 3.3. If \(W^L = M^L - S^L\) is the associated carrier process and \(K > 0\), we define \(S^L_{K}\) to have law equal to that of \(S^L\) conditioned on \(\sup_{t \in \mathbb{R}} W^L_t \leq K\). (Note the latter event has strictly positive probability.) We then have the following.

**Proposition 3.9.** Fix \(L, K > 0\). If \(S^L_{K}\) is the \(L\)-periodic Brownian motion with drift \(c > 0\) conditioned to stay within \(K\) of its past maximum (i.e. the process described above), then \(T S^L_{K} \xrightarrow[d]{} S^L_{K}\).

**Proof.** Note that \(\sup_{t \in \mathbb{R}} W^L_t \leq K\) can alternatively be expressed as
\[
(3.10) \quad \left\{ \max_{0 \leq t \leq L} \left( \max_{0 \leq s \leq t} (S^L_s - S^L_t), \max_{t \leq s \leq L} (S^L_s - S^L_t) \right) \right\} \leq K
\]
Hence, applying the definitions of \(S^L_{K}\) and \(S^L\), we find that
\[
(3.11) \quad \mathbb{E} \left( F \left( (S^L_{K})_{t \in [0,L]} \right) \right) = \mathbb{E} \left( F \left( (S_t)_{t \in [0,L]} \right) \middle| \mathcal{A}^L_{K}, S_L > 0 \right),
\]
where \(\mathcal{A}^L_{K}\) is defined similarly to (3.10), but with \(S^L\) replaced by \(S\). This characterisation of the law of \(S^L_{K}\) allows us to show that it can be arrived at as the scaling limit of a sequence of discrete models. Indeed, let \(S^L_{K}\) be the periodic bounded soliton configuration of Example 2.13 with \((p, N, K)\) being given by \((\frac{L}{L^2}, [L/\varepsilon^2], K/\varepsilon)\). From (2.12), we then have that
\[
(3.12) \quad \mathbb{E} \left( F \left( (S^L_{K})_{n=0}^{[L/\varepsilon^2]} \right) \right) = \mathbb{E} \left( F \left( (S^L_n)_{n=0}^{[L/\varepsilon^2]} \right) \middle| \mathcal{A}^L_{K}, S^L_{[L/\varepsilon^2]} > 0 \right),
\]
where \(S^L\) is the path encoding of the i.i.d. configuration with density \(\frac{1}{2\pi}\), and
\[
\mathcal{A}^L_{K} = \left\{ \max_{0 \leq n \leq \frac{L}{\varepsilon^2}} \left( \max_{0 \leq m \leq n} (S^L_m - S^L_n), \max_{n \leq m \leq \frac{L}{\varepsilon^2}} (S^L_m - S^L_n) \right) \leq K/\varepsilon \right\}.
\]
Since $(\epsilon S^t_{[t/\epsilon^2]})_{t \in \mathbb{R}} \overset{d}{\to} S$, it is an elementary exercise to deduce from (3.11) and (3.12) that
\[
\left( \epsilon S^t_{[t/\epsilon^2]} \right)_{t \in \mathbb{R}} \overset{d}{\to} \left( S^t_t \right)_{t \in \mathbb{R}},
\]
i.e. (3.2) holds with $a_\epsilon = \epsilon$, $b_\epsilon = \epsilon^2$. We also have (3.1) from Corollary 2.2 and (3.2) and (4.1) can be checked as in Subsection 3.3. Hence Assumption 1 holds, and Proposition 3.1 yields the result. \(\square\)

The non-periodic version of the previous result is more of a challenge, and we do not prove it here. Rather we describe a potential proof strategy. Firstly, recall from Remark 3.3 that the result can be checked as in Subsection 3.3. Hence Assumption 1 holds, and Proposition 3.1 yields the result.

Conjecture 3.10. Fix $K > 0$. If $S^K$ is the Brownian motion with drift $c > 0$ conditioned to stay within $K$ of its past maximum (in the sense described above), then $T S^K \overset{d}{=} S^K$.

4. PALM MEASURES FOR THE ZIGZAG PROCESS AND THE ULTRA-DISCRETE TODA LATTICE

In this section we relate the dynamics of the zigzag process under Pitman’s transformation to the dynamics of the ultra-discrete Toda lattice, and use this connection to derive natural invariant measures for the latter. The state of the ultra-discrete Toda lattice is described by a vector $((Q_j), (E_j))_{j=1}^{\infty} \in (0, \infty)^{2J-1}$ for some $J \in \mathbb{N}$, and its one-step time evolution by the equation
\[
(\mathcal{T} Q)_j := \min \left\{ \sum_{l=1}^j Q_l - \sum_{l=1}^{j-1} (\mathcal{T} Q)_l, E_j \right\},
\]
\[
(\mathcal{T} E)_j := Q_{j+1} + E_j - (\mathcal{T} Q)_j,
\]
where for the purposes of these equations we suppose $E_j = \infty$. Similarly to the path encoding of the BBS, we can associate a path $S \in C[\mathbb{R}, \mathbb{R}]$ to the state of the ultra-discrete Toda lattice $((Q_j), (E_j))_{j=1}^{\infty}$ by setting $S_t = t$ for $t < 0$, and for $t \geq 0$, concatenating path segments of gradient $-1,1,-1,1, \ldots, -1,1,-1,1$, of lengths $Q_1, E_1, Q_2, E_2, \ldots, Q_{J-1}, E_{J-1}, Q_J, E_J = \infty$, i.e.
\[
S_t = \begin{cases} 
t & \text{for } t < 0, 
-t + 2 \sum_{l=1}^j E_l, & \text{for } \sum_{l=1}^{j+1} Q_l + \sum_{l=1}^j E_l \leq t \leq \sum_{l=1}^{j+1} Q_l + \sum_{l=1}^j E_l, 
-t - 2 \sum_{l=1}^{j+1} Q_l, & \text{for } \sum_{l=1}^{j+1} Q_l + \sum_{l=1}^j E_l \leq t \leq \sum_{l=1}^{j+1} Q_l + \sum_{l=1}^{j+1} E_l,
\end{cases}
\]
where $j = 0, \ldots, J-1$ (interpreting sums of the form $\sum_{l=1}^0$ as zero), and we again suppose $E_J = \infty$. As is confirmed by the next proposition we present, the dynamics of the ultra-discrete Toda lattice given by (4.1) are described by Pitman’s transformation applied to this path encoding.
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\[ \left( (Q_j)_{j=1}^J, (E_j)_{j=1}^{J-1} \right) \]

\[ S \]

\[ TS \]

\[ (\mathcal{F}Q)_{j=1}^J, (\mathcal{F}E)_{j=1}^{J-1} \]

\[ \tau(S) := \inf \{ t \geq 0 : t \in \text{LM}(S) \}, \]

where \( \text{LM}(S) \) is the set of local maxima of \( S \) (for the elements of \( C(\mathbb{R}, \mathbb{R}) \) that are considered in this section, \( \tau(S) \) is always well-defined and finite), and define

\[ \theta^\tau(S) := \theta^\tau(S)(S). \]

We then introduce an operator \( \mathcal{T} \) on the path encoding by the composition of \( T \) and \( \theta^\tau \), that is

\[ \mathcal{T}S := \theta^\tau(TS). \]

The motivation for this definition is the following. (See Figure 4 for a graphical representation of the result.)

**Proposition 4.1** (See [5, Theorem 1.1]). Fix \( J \in \mathbb{N} \). Let \( \left( (Q_j)_{j=1}^J, (E_j)_{j=1}^{J-1} \right) \in (0, \infty)^{2J-1} \), and \( S \) be its path encoding, defined as at (4.2). It is then the case that the transformed configuration \( \left( (\mathcal{T}Q)_j_{j=1}^J, ((\mathcal{T}E))_{j=1}^{J-1} \right) \), defined as at (4.1), has path encoding given by \( \mathcal{T}S \), defined as at (4.3).

Just as for the BBS, the ultra-discrete Toda lattice evolves in a solitonic way. Eventually the configuration orders itself so that \( Q_J \geq Q_{J-1} \geq \cdots \geq Q_1 \), and these quantities – which can be thought of as representing intervals where particles are present – remain constant, whilst the \( (E_j)_{j=1}^{J-1} \) – which can be thought of as representing the gaps between blocks of particles – grow linearly (see [20, equations (20), (21)], though note the labelling convention is reversed in the latter article). Thus to see a stationary measure one might consider, as we did for the BBS, a two-sided infinite configuration \( \left( (Q_j)_{j \in \mathbb{Z}}, (E_j)_{j \in \mathbb{Z}} \right) \). Under suitable conditions regarding the
asymptotic behaviour of these sequences, one might then encode these via piecewise linear paths with intervals of gradient \(-1\) or \(1\) as at (4.2) - extending the definition to the negative axis in the obvious way, and then defining the dynamics via (4.4). This is our approach in the next part of our discussion. Although \(\mathcal{F}\) is a more complicated operator than \(T\), we are still able to identify an invariant measure for it by considering the Palm measure of the zigzag process under which \(0\) is always a local maximum. As we show in Corollary 4.4 reading off the lengths of the intervals of constant gradient, from the latter conclusion we obtain a natural invariant measure for the ultra-discrete Toda lattice. Specifically, the invariant configuration we present has that both \((Q_j)_{j \in \mathbb{Z}}\) and \((E_j)_{j \in \mathbb{Z}}\) are i.i.d. sequences of exponential random variables (independent of each other).

The result described in the previous paragraph for the Palm measure of the zigzag process, and the corollary for the ultra-discrete Toda lattice, will be proved in Subsection 4.2. Towards this end, in Subsection 4.1, we first establish the BBS analogue of the results for the Markov configuration of Subsection 2.2. Finally, in Subsection 4.3, we establish periodic versions of the results.

4.1. Invariance of a Palm measure for the Markov configuration. In this subsection, we suppose \(\eta\) is the Markov configuration of Subsection 2.2 with \(p_0, p_1 \in (0, 1)\) and \(p_0 + p_1 < 1\). The associated Palm measure we will consider is defined to be the law of the random configuration \(\eta^*\), as characterised by

\[
\mathbb{E}(f(\eta^*)) = \mathbb{E}(f(\eta)|\eta_0 = 0, \eta_1 = 1)
\]

for any bounded functions \(f : \{0, 1\}^\mathbb{Z} \to \mathbb{R}\). Equivalently, we can express this in terms of the associated path encodings as

\[
\mathbb{E}(f(S^*)) = \mathbb{E}(f(S)|0 \in \text{LM}(S)).
\]

The main result of the subsection is the following, which establishes invariance of \(S^*\) under \(\mathcal{F}\).

**Proposition 4.2.** If \(S^*\) is the path encoding of the two-sided stationary Markov chain described in Subsection 2.2 with \(p_0, p_1 \in (0, 1)\) satisfying \(p_0 + p_1 < 1\) conditioned to have a local maximum at 0, then \(\mathcal{F}S^* = S^*\).

**Proof.** By definition, writing \(c = \mathbb{P}(0 \in \text{LM}(S))^{-1}\), we have that

\[
\mathbb{E}(f(\mathcal{F}S^*)) = c \mathbb{E}(f(\theta^T(S))1_{\{0 \in \text{LM}(S)\}})
\]

(4.6)

where we note that \(\tau(TS) > 0\) on the event \(0 \in \text{LM}(S)\), and \(\theta^a\) is defined as at (4.3). Now, it is an elementary exercise to check that, on \(0 \in \text{LM}(S)\), the event \(\tau(TS) = n\) is equivalent to \(\tau(S) = n\), where \(\bar{\tau}(S) := \inf\{n \geq 0 : n \in \text{LI}(S)\}\), and \(\text{LI}(S)\) is the set of local minima of \(S\). Hence we obtain from (4.6) that

\[
\mathbb{E}(f(\mathcal{F}S^*)) = c \sum_{n > 0} \mathbb{E}(f(\theta^n(TS))1_{\{0 \in \text{LM}(S), \bar{\tau}(S) = n\}})
\]

(4.7)

\[
= c \sum_{n > 0} \mathbb{E}(f(T \theta^n S)1_{\{\tau(\theta^n S) = -n, 0 \in \text{LI}(\theta^a S)\}}),
\]
where we define \( \tau_-(S) := \sup\{n \leq 0 : n \in LM(S)\} \). Applying the spatial stationarity of \( \eta \), it follows that
\[
E\left(f(\mathcal{T}S^\ast)\right) = c \sum_{n>0} E\left(f(\mathcal{T}S)1_{\{\tau_-(S)=-n,0 \in LI(S)\}}\right)
= c E\left(f(\mathcal{T}S)1_{\{0 \in LI(S)\}}\right).
\]
Finally, we note that \( 0 \in LI(S) \) if and only if \( 0 \in LM(TS) \), and so
\[
E\left(f(\mathcal{T}S^\ast)\right) = c E\left(f(TS)1_{\{0 \in LM(TS)\}}\right) = c E\left(f(S)1_{\{0 \in LM(S)\}}\right) = E\left(f(S^\ast)\right),
\]
where the second equality follows from the invariance of \( S \) under \( T \) (i.e. Corollary 2.4).

\subsection{Invariance of a Palm measure for the zigzag process.}
Via a scaling limit, the result of the previous subsection readily transfers to the zigzag process. In particular, given \( \lambda_0 < \lambda_1 \), now let \( \eta^\ast = (\eta^\ast_t)_{t \in \mathbb{R}} \) be a continuous time stochastic process taking values on \( \{0,1\} \) such that:
- \( (\eta^\ast_t)_{t \geq 0} \) is a continuous time Markov chain that jumps from 0 to 1 with rate \( \lambda_0 \), and from 1 to 0 with rate \( \lambda_1 \), started from \( \eta^\ast_0 = 1 \); and
- \( (\eta^\ast_t)_{t \geq 0} \) is a continuous time Markov chain with the jumps from 0 to 1 with rate \( \lambda_0 \), and from 1 to 0 with rate \( \lambda_1 \), started from \( \eta^\ast_0 = 0 \); and the two processes are independent. (NB. To make the process \( \eta^\ast \) right-continuous, we ultimately set \( \eta^\ast_0 = 1 \), and also take the right-limits at all the jump times.) Our Palm measure for the zigzag process is then the law of \( S^\ast = (S^\ast_t)_{t \in \mathbb{R}} \), where
\[
S^\ast_t := \int_0^t (1 - 2\eta^\ast_s)ds,
\]
which can be viewed as the zigzag process \( S \) of Subsection 3.2 conditioned on \( 0 \in LM(S) \), though in this case we note the conditioning is non-trivial since the event \( 0 \in LM(S) \) has zero probability. For the process \( S^\ast \), we have the following result.

\begin{proposition}
If \( S^\ast \) is the zigzag process with rates \( 0 < \lambda_0 < \lambda_1 \) conditioned to have a local maximum at 0 (in the sense described above), then \( \mathcal{T}S^\ast \overset{d}{=} S^\ast \).
\end{proposition}

\begin{proof}
Let \( \eta^{\ast,\varepsilon} \) be the process defined at (3.3) for parameters \( p_0 = \varepsilon \lambda_0 \) and \( p_1 = 1 - \varepsilon \lambda_1 \). Then, similarly to (3.7), it is straightforward to check that
\[
\left(\eta^{\ast,\varepsilon}_t\right)_{t \in \mathbb{R}} \overset{d}{\rightarrow} (\eta^\ast_t)_{t \in \mathbb{R}},
\]
and hence the associated path encodings satisfy
\[
\left(\varepsilon S^{\ast,\varepsilon}_t\right)_{t \in \mathbb{R}} \overset{d}{\rightarrow} (S^\ast_t)_{t \in \mathbb{R}}.
\]
Moreover, the conditions (3.3) and (3.4) are readily checked in this setting. From these facts, together with the readily-checked observation that \( \varepsilon \tau(TS^{\ast,\varepsilon}) \overset{d}{\rightarrow} \tau(TS^\ast) \) (simultaneously with the convergence of path encodings), the result follows by a simple adaptation of the argument of Proposition 3.1.
\end{proof}

Since the lengths of the intervals upon which \( S^\ast \) is decreasing are i.i.d. parameter \( \lambda_1 \) exponential random variables, and the lengths of the intervals upon which it is increasing are i.i.d. parameter \( \lambda_0 \) exponential random variables (and the two collections are independent), we immediately deduce the following conclusion from the previous result (and the description of the ultra-discrete Toda lattice given at the start of the section).
Corollary 4.4. Let \((Q_j)_{j \in \mathbb{Z}}\) be an i.i.d. sequence of parameter \(\lambda_1\) exponential random variables, and \((E_j)_{j \in \mathbb{Z}}\) be an i.i.d. sequence of parameter \(\lambda_0\) exponential random variables. Suppose further \((Q_j)_{j \in \mathbb{Z}}\) and \((E_j)_{j \in \mathbb{Z}}\) are independent. If \(0 < \lambda_0 < \lambda_1\), then the distribution of \(((Q_j)_{j \in \mathbb{Z}},(E_j)_{j \in \mathbb{Z}})\) is invariant under the dynamics of the ultra-discrete Toda lattice.

4.3. Palm measures in the periodic case. The arguments of the previous two subsections are readily adapted to the periodic case. Since few changes are needed, we only present a sketch, in Subsection 3.4, we set \(\eta^{*N} = (\eta^{*N}_n)_{n \in \mathbb{N}}\) be the random configuration with law characterised by

\[
E(f(\eta^{*N})) = E\left(f(\eta^N) \bigg| \eta_0^N = 0, \eta_1^N = 1\right),
\]

where \(\eta^N\) is the periodic Markov configuration of Example 2.12 cf. 4.5. Note that an alternative characterisation of the law of \(\eta^{*N}\) is given by

\[
E\left(f((\eta^{*N}_n)_{n = 1}^N)\right) = E\left(f((\eta_n^N)_{n = 1}^N) \bigg| \eta_1 = 1, \eta_N = 0, S_N > 0\right),
\]

where \(\eta\) is the Markov configuration of Subsection 2.2 We are then able to check the following result.

Proposition 4.5. Let \(p_0, p_1 \in (0, 1)\). If \(S^N\) is the path encoding of \(\eta^{*N}\), then \(\mathcal{F}S^N \overset{d}{=} S^N\).

Proof. This is identical to the proof of Proposition 4.2. In particular, in view of the Palm description of the law of \(\eta^{*N}\) at (4.7), it suffices to note that \(\eta^N\) is spatially stationary (Lemma 2.7) and invariant under \(T\) (Corollary 2.9), that \(P(0 \in LM(S^N)) > 0\), and that the terms involving \(\tau, \tau^-\) are almost-surely finite.

For the continuous version of this result, first let \(\eta^{*L} = (\eta^{*L}_t)_{t \in \mathbb{R}}\) be the \(L\)-periodic process whose law is characterised by

\[
E\left(F\left((\eta^{*L}_t)_{t \in [0,L]}\right)\right) = E\left(F\left((\eta_t)_{t \in [0,L]}\right) \Big| \eta_0 = 1, \eta_L = 0, S_L > 0\right),
\]

where \(\eta\) is the two-sided stationary continuous time Markov chain of Subsection 3.2. (NB. Of course, this definition is problematic in terms of defining \(\eta^{*L}_{t\ell}\) for \(t \in L\mathbb{Z}\); we resolve the issue by assuming \(\eta^{*L}\) is right-continuous.) If \(S^L\) is the corresponding path encoding, defined similarly to (3.8), then we have the following result.

Proposition 4.6. Let \(\lambda_0, \lambda_1 > 0\). If \(S^L\) is the path encoding of \(\eta^{*L}\), then \(\mathcal{F}S^L \overset{d}{=} S^L\).

Proof. Similarly to the proof of Proposition 4.3, we use a scaling argument. Specifically, as in Subsection 3.4 we set \(N_\varepsilon := \lfloor L/\varepsilon \rfloor\), and define the discrete time process \(\eta^{*L}_t\) by (4.7), where the underlying Markov parameters are chosen as in (3.6). Comparing (4.8) and (4.9), it is straightforward to argue from (4.7) that

\[
\left(\eta^{*L}_{t\ell/\varepsilon}\right)_{t \in \mathbb{R}} \overset{d}{=} \left(\eta^{*L}_t\right)_{t \in \mathbb{R}}.
\]

The convergence of associated path encodings follows, and the remainder of the proof is identical to Proposition 4.3.

We conclude the section by describing the application of the previous result to the ultra-discrete periodic Toda lattice, see [15][16][18] for background. For this model, we describe the current state by a vector of the form \(((Q_j)_{j = 1}^f,(E_j)_{j = 1}^f) \in (0, \infty)^{2J}\) for some \(J \in \mathbb{N}\). Although it appears we have an extra variable to the non-periodic case, this is not so, because we assume...
that \( \sum_{j=1}^{J} Q_j + \sum_{j=1}^{J} E_j = L \) for some fixed \( L \in \mathbb{R} \). Moreover, in order to define the dynamics, we further suppose that \( \sum_{j=1}^{J} Q_j < L/2 \), which can be seen as the equivalent condition to requiring fewer than \( N/2 \) particles in the \( N \)-periodic BBS model. Introducing the additional notation \( (D_j)_{j=1}^{J} \) for convenience, the dynamics of the system are given by the following adaptation of (4.1):

\[
(\mathcal{T} Q)_j := \min \{ Q_j - D_j, E_j \}, \\
(\mathcal{T} E)_j := Q_{j+1} + E_j - (\mathcal{T} Q)_j,
\]

(4.10)

\[ D_j := \min_{0 \leq k \leq J-1} \sum_{l=1}^{k} (E_{j-l} - Q_{j-l}) . \]

(In these definitions \( ((Q_j)_{j=1}^{J}, (E_j)_{j=1}^{J}) \) are extended periodically to \( ((Q_j)_{j \in \mathbb{Z}}, (E_j)_{j \in \mathbb{Z}}) \).) Given a state vector \( ((Q_j)_{j=1}^{J}, (E_j)_{j=1}^{J}) \), we define an associated path encoding \( S \) by appealing to the definition at (4.2) for \( t \in [0, L] \), and then concatenating copies of \( (S_t)_{t \in [0, L]} \) in such a way that the resulting path is an element of \( C(\mathbb{R}, \mathbb{R}) \). Using this path encoding, the dynamics at (4.10) can be expressed in terms of the operator \( \mathcal{T} \) defined as at (4.4).

**Proposition 4.7** (See [3 Theorem 2.3]). Fix \( J \in \mathbb{N} \) and \( L \in (0, \infty) \). Let \( ((Q_j)_{j=1}^{J}, (E_j)_{j=1}^{J}) \in (0, \infty)^{2J} \) satisfy \( \sum_{j=1}^{J} Q_j + \sum_{j=1}^{J} E_j = L \) and \( \sum_{j=1}^{J} Q_j < L/2 \), and \( S \) be the associated path encoding. It then holds that the periodically transformed configuration \( ((\mathcal{T} Q)_j)_{j=1}^{J}, ((\mathcal{T} E)_j)_{j=1}^{J}) \), defined as at (4.10), has path encoding given by \( \mathcal{T} S \), defined as at (4.4).

This picture of the ultra-discrete periodic Toda lattice dynamics allows us to deduce the following corollary of Proposition 4.6.

**Corollary 4.8.** Fix \( J \in \mathbb{N} \), and \( A, L \in (0, \infty) \) such that \( 0 < A < L/2 \). Let \( (\Delta Q)_j^{J} \) and \( (\Delta E)_j^{J} \) be independent Dirichlet(1, 1, \ldots, 1) random variables, and set

\[
Q_j := A \Delta Q_j, \quad E_j := (L-A) \Delta E_j, \quad j = 1, \ldots, J .
\]

It is then the case that \( ((Q_j)_{j=1}^{J}, (E_j)_{j=1}^{J}) \) is invariant under the dynamics of the ultra-discrete periodic Toda lattice.

**Proof:** Fix \( \lambda_0, \lambda_1 > 0 \). Let \( S^{\infty,J} \) be a random path with law equal to that of \( S^{\infty,J} \) conditioned on (4.11)

\[
\# \{ t \in [0, L] : t \in LM(S^{\infty,J}) \} = J,
\]

and write \( Q_1, E_1, \ldots, Q_J, E_J \) for the lengths of the sub-intervals of \( [0, L] \) upon which \( S^{\infty,J} \) has gradient \(-1, 1, \ldots, -1, 1\), respectively. Since the left-hand side of (4.11) is preserved by \( \mathcal{T} \) (see [3 Theorem 2.3], for example), it readily follows from Proposition 4.6 that \( \mathcal{T} S^{\infty,J} \) \( \equiv S^{\infty,J} \), and hence the law of \( ((Q_j)_{j=1}^{J}, (E_j)_{j=1}^{J}) \) is invariant for the dynamics of the ultra-discrete Toda lattice.

We next aim to identify the distribution of \( ((Q_j)_{j=1}^{J}, (E_j)_{j=1}^{J}) \) as described in the previous paragraph. By considering the behaviour of the underlying two-sided stationary Markov configuration \( \eta \) (that jumps from \( i \) to \( 1-i \) with rate \( \lambda_i \), \( i = 0, 1 \)), it is straightforward to deduce that

\[
f_{Q,E} \left( (q_j)_{j=1}^{J}, (e_j)_{j=1}^{J} \right) \propto \left( \prod_{j=1}^{J} \lambda_1 e^{-\lambda_1 q_j} \right) \left( \prod_{j=1}^{J} \lambda_0 e^{-\lambda_0 e_j} \right) e^{-\lambda_0 (L-\sum_{j=1}^{J} q_j-\sum_{j=1}^{J} e_j)}
\]
(4.12) \( \propto e^{-(\lambda_1 - \lambda_0)\sum_{j=1}^q q_j} \)

for vectors \((q_j)_{j=1}^l\) and \((e_j)_{j=1}^{l-1}\) satisfying \(\sum_{j=1}^l q_j + \sum_{j=1}^{l-1} e_j < L, \sum_{j=1}^l q_j < L/2\) (and the density is zero otherwise). The form of this density suggests the merit of introducing transformed random variables:

\[
A := \sum_{j=1}^l Q_j, \\
\delta_0^q := \frac{Q_j}{A}, \quad j = 1, \ldots, J - 1, \\
\delta_j^e := \frac{E_j}{L - A}, \quad j = 1, \ldots, J - 1.
\]

Writing \(f_{Q,E}\) for the density of the random variables \(((Q)_j)_{j=1}^l, (E_j)_{j=1}^{l-1}\), and \(f_{\Delta Q, \Delta E}\) for the density of the random variables \(((\Delta_j^0)_{j=1}^{l-1}, A, (\Delta_j^E)_{j=1}^{l-1})\), we have from a standard change of variable formula:

\[
f_{\Delta Q, \Delta E} \left( ((\Delta_j^0)_{j=1}^{l-1}, A, (\Delta_j^E)_{j=1}^{l-1}) \right) = f_{Q,E} \left( ((q_j)_{j=1}^l, (e_j)_{j=1}^{l-1}) \right) \text{Jac} \left( ((\delta_j^0)_{j=1}^{l-1}, A, (\delta_j^E)_{j=1}^{l-1}) \right),
\]

where

\[
(q_1, \ldots, q_l) = \left( a\delta_1^0, \ldots, a\delta_{l-1}^0, a \left( 1 - \sum_{j=1}^{l-1} \delta_j^0 \right) \right),
\]

\[
(e_1, \ldots, e_{l-1}) = \left( (L - a)\delta_1^E, \ldots, (L - a)\delta_{l-1}^E \right),
\]

and \(\text{Jac} \left( ((\delta_j^0)_{j=1}^{l-1}, A, (\delta_j^E)_{j=1}^{l-1}) \right)\), the Jacobian of the relevant transformation, is given by the modulus of the determinant of the following matrix (all other entries are zero):

\[
\begin{pmatrix}
  a & \delta_0^0 & \delta_1^0 & \delta_2^0 & \cdots & \delta_{l-1}^0 \\
  a & \delta_0^1 & \delta_1^1 & \delta_2^1 & \cdots & \delta_{l-1}^1 \\
  \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
-a & -a & \cdots & -a & 1 - \sum_{j=1}^{l-1} \delta_j^0 & L - a \\
-a & -a & \cdots & -a & \delta_j^E & L - a \\
-a & -a & \cdots & -a & \delta_{l-1}^E & \cdots & L - a \\
\end{pmatrix}.
\]

Now, it is elementary to compute this Jacobian to be equal to \((a(L - a))^{(j-1)}\), and thus we obtain from (4.12) that

\[
f_{\Delta Q, \Delta E} \left( ((\delta_j^0)_{j=1}^{l-1}, A, (\delta_j^E)_{j=1}^{l-1}) \right) = C(a(L - a))^{(j-1)} e^{-(\lambda_1 - \lambda_0)a}
\]

for \(a < L/2, \sum_{j=1}^{l-1} \delta_j^0 < 1, \sum_{j=1}^{l-1} \delta_j^E < 1\) (and the density is zero otherwise). Setting \(\Delta_j^\kappa = 1 - \sum_{j=1}^{l-1} \Delta_j^\kappa\) for \(\kappa = Q, E\), the above formula implies that \(A, (\Delta_j^Q)_{j=1}^l\) and \( (\Delta_j^E)_{j=1}^l\) are independent, with \(A\) having density

\[
f_A(a) = C(a(L - a))^{(j-1)} e^{-(\lambda_1 - \lambda_0)a}, \quad a \in (0, L/2),
\]
and \((\Delta^J)_{j=1}^r(j=1)\) and \((\Delta^r)_{j=1}^r(j=1)\) being distributed as Dirichlet\((1, 1, \ldots, 1)\) random variables.

To complete the proof, it remains to condition on the value of \(A\). To this end, we first note that, since \(A\) is preserved by the dynamics (see [26] Section 4) or [5] Corollary 2.4, for example), we readily obtain that, for any continuous bounded function \(F\):

\[
E(F(({(\mathcal{T}_E)}_{j=1}^r(j=1))|A)) = E(F(({(Q)}_{j=1}^r(j=1))|A).
\]

Moreover, it is straightforward to check that both sides here are continuous in the value of \(A\), which means we can interpret the above equation as holding for any fixed, deterministic value of \(A\in(0,L/2)\). The desired result follows.

Finally, we note that a similar conclusion can be drawn for the ultra-discrete periodic Toda lattice whose states are restricted to integer values. Since its proof is almost identical (but slightly easier) to that of the previous corollary, we simply state the result.

**Corollary 4.9.** Fix \(J\in\mathbb{N}\), and \(A,L\in\mathbb{N}\) be such that \(J\leq\min\{A,L-A\}\) and also \(A<\frac{L}{2}\). Let \((Q_j-1)_{j=1}^r(j=1)\) and \((E_j-1)_{j=1}^r(j=1)\) be independent multinomial random variables with parameters given by \((A-J^{-1},J^{-1},\ldots,J^{-1})\) and \((L-A-J^{-1},J^{-1},\ldots,J^{-1})\), respectively. It is then the case that \(({(Q)}_{j=1}^r(j=1))\) is invariant under the dynamics of the ultra-discrete periodic Toda lattice.

5. **Conditioned one-sided processes**

The introduction of Pitman’s transformation in [22] was important as it provided a (simple) sample path construction of a three-dimensional Bessel process from a one-dimensional Brownian motion, where the former process can be viewed as Brownian motion conditioned to stay non-negative. Moreover, in the argument of [22], a discrete analogue of a three-dimensional Bessel process is constructed, and the relation between such a process and random walk conditioned to stay non-negative is explored in detail in [2]. In this section, we present a general statement that highlights how a statement of invariance under Pitman’s transformation for a two-sided process naturally yields an alternative characterisation of the one-sided process conditioned to stay non-negative. The result is particularly transparent in the case of random walks with i.i.d. or Markov increments, as well as the zigzag process (details of these examples are presented below). Whilst the applications are not new (cf. [12] in particular), we believe it is still worthwhile to present a simple proof of this unified result.

**Proposition 5.1.** Let \(S = (S_t)_{t\in\mathbb{R}}\) be a random element of \(C(\mathbb{R},\mathbb{R})\) that is almost-surely asymptotically linear with strictly positive drift (cf. \(\mathcal{A}^{lin}\), as defined at \([12]\), and which satisfies \(TS \overset{d}{=} S\). It then holds that

\[
(S_t)_{t\geq0}\left\{\inf_{t\geq0}S_t = 0\right\} \overset{d}{=} (\tilde{M}_t - S_t)_{t\geq0}\left\{M_0 = 0\right\},
\]

where \(\tilde{M} = (\tilde{M}_t)_{t\geq0}\) is defined by \(\hat{M}_t := \sup_{0\leq s\leq t}S_s\).

**Proof.** We have that

\[
(S_t)_{t\geq0}\left\{\inf_{t\geq0}S_t = 0\right\} \overset{d}{=} (TS_t)_{t\geq0}\left\{\inf_{t\geq0}TS_t = 0\right\} \overset{d}{=} (TS_t)_{t\geq0}\left\{M_0 = 0\right\}.
\]
\[ d = (2M_t - S_t)_{t \geq 0} \{ M_0 = 0 \} \]
\[ d = (2\bar{M}_t - S_t)_{t \geq 0} \{ M_0 = 0 \}, \]

where the first equality is a consequence of the assumption \( TS \overset{d}{=} S \); the second follows because \( \inf_{t \geq 0} T S_t = M_0 \) for asymptotically linear \( S \) (see \([4, \text{Theorem 2.14}]\)); the third by the definition of \( T \) (and the conditioning on \( M_0 = 0 \)); and the fourth from the observation that \( M_t = \max\{\bar{M}_t, M_0\} \) for \( t \geq 0 \).

**Remark 5.2.** The condition of asymptotic linearity is sufficient but not necessary for the above proof to work. The relation between the future infimum of \( TS \) and the past maximum of \( S \) holds whenever \( S \) is in the domain of \( T \) and \( T^{-1}TS = S \). See \([4, \text{Theorem 2.14}]\) for details.

**Remark 5.3.** The same result holds for paths \( S : \mathbb{Z} \to \mathbb{R} \) whose increments take values either \(-1\) or \(1\). For more general increments, the argument does not apply (since the future infimum of \( TS \) and the past maximum of \( S \) do not necessarily agree).

**Example 5.4.** The simplest non-trivial application of the previous result (and the previous remark) is when \( S \) is a simple random walk with i.i.d. Bernoulli increments and strictly positive drift (i.e. the path encoding of Subsection 2.7). In this case, the right-hand side of (5.1) can be replaced by the unconditioned process.

**Example 5.5.** We next consider the case when \( S \) is a path with Markovian increments of the form described in Subsection 2.2. In this case, the conditioning on right-hand side of (5.1) can be replaced by the initial condition \( \eta_0 = 0 \) (using the BBS notation of earlier sections).

**Example 5.6.** For \( S \) the zigzag process of Subsection 3.2, the result applies, and the conditioning on right-hand side of (5.1) can also be replaced by the initial condition \( \eta_0 = 0 \) (i.e. \( S \) has a gradient of \(1\) at \(0\)).
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