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Abstract—This work theoretically investigates the performance of a composite neural network. A composite neural network is a rooted directed acyclic graph combining a set of pre-trained and non-instantiated neural network models, where a pre-trained neural network model is well-crafted for a specific task and targeted to approximate a specific function with instantiated weights. The advantages of adopting such a pre-trained model in a composite neural network are two folds. One is to benefit from other’s intelligence and diligence, and the other is saving the efforts in data preparation and resources and time in training. However, the overall performance of composite neural network is still not clear. In this work, we prove that a composite neural network, with high probability, performs better than any of its pre-trained components under certain assumptions. In addition, if an extra pre-trained component is added to a composite network, with high probability the overall performance will be improved. In the empirical evaluations, distinctively different applications support the above findings.

Index Terms—composite neural network, pre-trained component, non-instantiated component

1 INTRODUCTION

Deep learning has been a great success in dealing with natural signals, e.g., images and voices, as well as artifact signals, e.g., nature language, while it is still in the early stage in handling sophisticated social and natural applications shaped by very diverse factors (e.g., stock market prediction), or resulted from complicated processes (e.g., pollution level prediction). One of distinctive features of the complicated applications is their applicable data sources are boundless. Consequently, their solutions need frequent revisions. Although neural networks can approximate arbitrary functions as close as possible [1], the major reason for not existing such competent neural networks for those complicated applications is their problems are hardly fully understood and their applicable data sources cannot be identified all at once. By far the best practice is the developers pick a seemingly neural network with available data to hope for the best. The apparent drawbacks, besides the performance, are the lack of flexibility in new data source emergence, better problem decomposition, and the opportunity of employing proven efforts from others. On the other hand, some adopts a composition of several neural network models, based on function composition using domain knowledge.

An emerging trend of deep learning solution development is to employ well crafted pre-trained neural networks (i.e., neural network models with instantiated weights), especially used as a component in a composited neural network model. Most popular pre-trained neural network models are well fine tuned with adequate training data, and made available to the public, either free or as a commercial product. During the training phase of composite neural network, the weights of pre-trained models are frozen to maintain its good quality and save the training time, while the weights of their outgoing edges are trainable. In some cases as in the transfer learning, the weights of pre-trained neural network are used as initial values in the training phase of composite neural network.

It is intuitive that a composite neural network should perform better than any of its components. The ensemble learning [2], [3] and the transfer learning [4] have great success and are popular when pre-trained models are considered. However, in the transfer learning, how to overcome the negative transfer (a phenomenon of a pre-trained model has negative impact on the target task) is an important issue [5]. In the ensemble learning, it is well known that the adding more pre-trained models, it is not always true to have the better accuracy of the ensemble [6]. Furthermore, [7] pointed that the ensemble by boosting having less accuracy than a single pre-trained model often happens for neural networks. In the unsupervised learning context, some experimental research concludes that although layer-wise pre-training can be significantly helpful, on average it is slightly harmful [9]. These empirical evidences suggest that in spite of the success of the ensemble learning and the transfer learning, the conditions that composite neural network can perform better is unclear, especially in the deep neural networks training process.

The topology of a composite neural network can be represented as a rooted directed graph. For instance, an ensemble learning can be represented as 1-level graph, while a composite neural network with several pre-trained models that each is designed to solve a certain problem corresponds to a more complicated graph. It is desired to discover a mathematical theory, in addition to employing domain knowledge, to construct a composite neural network with guaranteed overall performance. In this work, we investigate the mathematical theory to ensure the overall performance of a composite neural network is better than any a pre-trained component, regardless the way of
composition, to allow deep learning application developer great freedom in constructing a high performance composite neural network.

2 Preliminaries

In this Section, we introduce some notations and definitions about composite neural network. Parameters $N, K, d_1, d_2, d_3, j$, and $j_2$ are positive integers. Denote $\{1, ..., K\}$ as $[K]$ and $[K] \cup \{0\}$ as $[K]^+$. Let $\sigma : \mathbb{R} \rightarrow \mathbb{R}$ be a differentiable activation function, such as the Logistic function $\sigma(z) = 1/(1 + e^{-z})$ and the hyperbolic tangent $\sigma(z) = (e^z - e^{-z})/(e^z + e^{-z})$. For simplicity of notation, we sometimes abuse $\sigma$ as a vector value function. A typical one hidden layer neural network can be formally presented as $w_{1,1}\sigma(\sum_{i=1}^{d} w_{0,i}x_i + w_{0,0}) + w_{1,0}$. We abbreviate it as $f_{\sigma, W}(x)$, where $W$ is the matrix defined by $w_{1,1}, w_{1,0}, ..., w_{0,1}, w_{0,0}$. Recursively applying this representation can obtain the neural network with more hidden layers. If there is no ambiguity on the activation function, then it can be skipped as $f_{W}(x)$. Now assume a set of neural networks $\{f_{W_j}(x_j)\}_{j=1}^{K}$ is given, where $W_j$ is the real number matrix defining the neural network $f_{W_j} : \mathbb{R}^{d_j \times d_j} \rightarrow \mathbb{R}^{d_j}$, and $x_j \in \mathbb{R}^{d_j \times d_j}$ is the input matrix of the $j$th neural network. For different $f_{W_j}$, the corresponding $d_j$ and $d_j$ can be different. For each $j \in [K]$, let $D_j = \{\{x(i)^j, y(i)^j\} \in \mathbb{R}^{d_j \times d_j} \times \mathbb{R}^{d_j}\} N_j = 1$ be a set of labeled data (for the $j$th neural network). For each $i \in [N]$, let $x(i)^j = (x(i)^j_1, ..., x(i)^j_K)$, $y(i)^j = (y(i)^j_1, ..., y(i)^j_K)$, and $D = \{\{x(i)^j, y(i)^j\}\}_{i=1}^{N}$.

For a pre-trained model (component), we mean $W_j$ is fixed after its training process, and then we denote $f_{W_j}$ as $f_j$ for simplicity. On the other hand, a component $f_{W_j}$ is non-instantiated means $W_j$ is still free. A deep feedforward neural network is a hierarchical acyclic graph, i.e. a directed tree. In this viewpoint, a feedforward neural network can be presented as a series of function compositions. For given $\{f_{W_j}(x_j)\}_{j=1}^{K}$, we assume $\theta_j \in \mathbb{R}^{d_j}, j \in [K]$ make the product $\theta_j f_{W_j}(x_j)$ well-defined. Denote $f_0$ as the constant function 1, then the liner combination with a bias is defined as $\Theta(f_1, ..., f_K) = \sum_{j \in [K]^+} \theta_j f_j(x_j)$. Hence, an $L$ layers of neural network can be denoted as $\Theta_L \circ \sigma \circ \cdots \circ \Theta_1(x)$. A composite neural network defined by components $f_{W_j}(x_j)$ can be designed as an directed tree. For instance, a composite neural network $\sigma_2(\theta_{1,0} + \theta_{1,1} f_1(x_1) + \theta_{1,2} \sigma_1(\theta_{0,0} + \theta_{0,1} f_1(x_1) + \theta_{0,2} f_{W_2}(x_2)$ can be denoted as $\sigma_2 \circ \Theta_1(f_1, \sigma_1 \circ \Theta_0(f_1, f_{W_2}, f_3))$, where $f_1$ and $f_3$ are pre-trained and $f_{W_2}$ is non-instantiated. Note that in this work $D_j$ is the default training data of component $f_j$ of composite neural network, but $D_j$ can be different from the training data deciding the frozen weights in the pre-trained $f_j$.

Let $\langle \vec{a}, \vec{b} \rangle$ be the standard inner product of $\vec{a}$ and $\vec{b}$ and $|| \cdot ||$ be the corresponding norm. For a composite neural network, the training algorithm is the gradient descent back propagation algorithm and the loss function is the $L_2$-norm of the difference vector. In particular, for a composite neural network $g_{\theta}$ the total loss on the data set $D$ is

$$L_{g}(x; g_{\theta}) = \langle g_{\theta}(x) - \vec{y}, g_{\theta}(x) - \vec{y} \rangle = ||g_{\theta}(x) - \vec{y}||^2 \tag{1}$$

This in fact is $\sum_{i=1}^{N} \left( g(x^{(i)}) - y^{(i)} \right)^2$. By the definition of $g_{\theta}(\cdot)$, this total loss in fact depends on the given data $x$, the components defined by $\{\theta_j\}_{j=1}^{K}$, the output activation $\sigma$, and the weight vector $\vec{w}$. Similarly, let $L(f_j(x_j))$ be the loss function of a single component $f_j$. Our goal is to find a feasible $\vec{\theta}$ s.t. $L_{g}(x; \vec{\theta}) < \min_{\vec{\theta} \in [K]} L(f_j(x_j))$.

The total loss depends on the training data $x$, the components defined by $\{\theta_j\}_{j=1}^{K}$, the output activation $\sigma$, and the weight vector $W$. It is expected that a good composite network design has low $L_2$ loss, in particular lower than all its pre-trained components. Therefore, the goal is to find a feasible $\Theta$ such that it meets the “No-Worse” property, i.e., $E(\sigma_{\Theta}(x; g)) < \min_{\vec{\theta} \in [K]} E(f_j(x_j))$.

3 Theoretical Analysis

The following assumptions are default conditions in the following proofs.

A1. Linearly independent components assumption: $\forall i \in [K]^+, \exists \beta_j \subset \mathbb{R}, s.t. \vec{f}_i = \sum_{j \in [K]\{i\}} \beta_j f_j$.

A2. No perfect component assumption: $\min_{j \in [K]} \left\{ \sum_{x \in [K]} f_j(x^{(i)}) - y^{(i)} \right\} > 0$.

A3. The activation function and its derivative are $C^1$-mappings i.e., it is differentiable and its differential is continuous and the derivative is non-zero at some points in the domain.

A4. The training process is based on the stochastic gradient descent backpropagation (SGD-BP) algorithm [9].

A5. The number of components, $K$, is less than $2\sqrt{N} - 1$, where $N$ is the size of the training data set.

3.1 Single-Layer Composite Network

The first theorem below states that if a single-layer composite network satisfies the above five assumptions, it meets the “No-Worse” property with high probability.

Theorem 1. Consider a single-layer composite network $g(x) = L(1) (\sigma(L(0) \{f_1, ..., f_K\})(x))$. Then with probability of at least $1 - \frac{K + 1}{\sqrt{N}}$ there exists $\Theta = \{\Theta_1, \Theta_0\}$ s.t. $E_{\Theta}(x; g) < \min_{\vec{\theta} \in [K]} E(f_j(x_j))$.

We discuss two cases of the activation $\sigma$.

- Case 1: $\sigma$ is a linear function.
- Case 2: $\sigma$ is not a linear function.

Case 1 $\sigma$ is a linear function such that a single-layer composite network such as $L(1) (\sigma(L(0) \{f_1, ..., f_K\}))$ can be rewritten as a linear combination with bias, i.e., $g(x) = \sum_{j \in [K]^+} \theta_j f_j(x_j)$ with a mean squared error of $E_{\Theta}(x; g) = \frac{1}{N} \sum_{i=1}^{N} (g_{\Theta}(x^{(i)}) - y^{(i)})^2$. Clearly, the composite network $g_{\theta}$ should have a mean squared error equal to or better than any of its components $f_j$, as $g_{\theta}$ can always act as its best component. To obtain the minimizer $\Theta^*$ for the error $E_{\Theta}(x; g)$, we must compute the partial differential $\partial E_{\Theta}/\partial \theta_j$ for all $j \in [K]^+$. After some calculations [10], we have Eq (2).

$$\Theta^* = [\theta_j]_{j \in [K]^+}^{-1} \left[ \begin{array}{c} \left(f_j, f_j\right) \\ i, j \in [K]^+ \end{array} \right] \times \left[ \begin{array}{c} \left(f_j, y\right) \\ i \in [K]^+ \end{array} \right] \tag{2}$$
Since Assumption A1 holds, the inverse matrix 
\[ (\langle f_j, f_j \rangle)^{-1}_{i,j \in [K]^+} \]
exists and can be written down concretely to obtain \( \Theta^\star \) as in Eq. (2). Lemma 1 summarizes the above arguments.

**Lemma 1.** Set \( \Theta^\star \) as in Eq. (2), then
\[
\mathcal{E}(g_{\Theta^\star}) \leq \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \}. \tag{3}
\]

**Proof.** (of Lemma 1)
Recall that in the case of linear activate function, \( g(x) = L(f_1, \ldots, f_K) = \sum_{j \in [K]} \theta_j f_j(x_j) \). Also recall that 
\[
\mathcal{E}_\Theta(x, g) = \sum_{i=1}^N (g(x^{\langle i \rangle}) - y^{\langle i \rangle})^2.
\]
To prove the existence of the minimizer, it is sufficient to find the critical point for the differential of Eq. (1). That is, to calculate the solution the set of equations:
\[
\nabla_{\Theta} \mathcal{E}(x; g) = \left[ \begin{array}{c}
\frac{\partial \mathcal{E}}{\partial \theta_0} \\
\vdots \\
\frac{\partial \mathcal{E}}{\partial \theta_K}
\end{array} \right] = \left[ \begin{array}{c}
0 \\
\vdots \\
0
\end{array} \right],
\]
where for each \( s \in [K]^+ \), and
\[
\frac{\partial \mathcal{E}}{\partial \theta_s} = 2 \sum_{i=1}^N \left( g(x^{\langle i \rangle}) - y^{\langle i \rangle} \right) \cdot f_s(x^{\langle i \rangle})
\]
\[
= 2 \sum_{i=1}^N \left( \sum_{j \in [K]^+} \theta_j f_j(x_j^{\langle i \rangle}) - y^{\langle i \rangle} \right) \cdot f_s(x^{\langle i \rangle})
\]
\[
= 2 \left( \sum_{j \in [K]^+} \theta_j (f_j(x_j^{\langle i \rangle}) - f_j(y)) \right).
\]

Hence, to solve \( \nabla_{\Theta} \mathcal{E}(x; g) = 0 \) is equivalent to solve \( \theta_i \)s in the equation
\[
\left( \langle f_s, f_t \rangle \right)_{(K+1) \times (K+1)} \times \left[ \theta_i \right]_{(K+1) 	imes 1} = \left[ (f_s, y) \right]_{(K+1) \times 1}
\]
where the indexes \( s, t \) are in \([K]^+\).

Note that linear independence of \( \{f_j\}_{j \in [K]^+} \) makes 
\[
\left( \langle f_s, f_t \rangle \right)_{(K+1) \times (K+1)}
\]
a positive-definite Gram matrix [10], which means the inversion 
\[
\left( \langle f_s, f_t \rangle \right)^{-1}_{(K+1) \times (K+1)}
\]
exists. Then the minimizer \( \Theta^\star \) is solved:
\[
[\theta_i]_{(K+1) \times 1} = \left( \langle f_s, f_t \rangle \right)^{-1}_{(K+1) \times (K+1)} \times \left[ (f_s, y) \right]_{(K+1) \times 1} \tag{4}
\]
The above shows the existence of the critical points. It is easy to check that the critical point can only be the minimizer of the squared error \( \mathcal{E}_\Theta(x, g) \). Furthermore, we immediately have 
\( \mathcal{E}(g_{\Theta^\star}) \leq \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \} \). \( \square \)

From Eq. (4) of the above proof, we can compute the minimizer for the case of the linear activation.

**Corollary 1.** The closed form of the minimizer is:
\[
\Theta^\star = [\theta_i]_{(K+1) \times 1} = \left[ (f_j, f_j) \right]^{-1}_{(K+1) \times (K+1)} \times [f_j, y]_{(K+1) \times 1}.
\]

There is a \( \leq \) constraint on the loss function \( \mathcal{E}(g_{\Theta^\star}) \) in Eq. (3) that is replaced by \( < \) and a probability bound. If \( \Theta^\star \) is not a unit vector, it is obvious that \( \mathcal{E}(g_{\Theta^\star}) \) must be less than any \( \mathcal{E}(f_j) \). Therefore, we proceed to estimate the probability of \( \Theta^\star = e_j^\star \), where \( j^\star \in [K]^+ \).
\[
\forall i \in [K]^+, \frac{\partial \mathcal{E}}{\partial \theta_i} \big|_{\Theta = e_j^\star} = 2(\langle f_j^\star, \bar{y} \rangle - \bar{f}_j).
\tag{5}
\]
Eq. (5) shows the gradient of the error function with respect to \( \theta_i \) conditioned on \( \Theta^\star = e_j^\star \), which is the inner products of the difference between \( f_j \) (the output of \( g_{\Theta^\star} \)) and the ground truth \( y \), and the output of each pre-trained component \( \bar{f}_j \). When the minimizer \( \Theta^\star = e_j^\star \), all the differentials \( \frac{\partial \mathcal{E}}{\partial \theta_i} \) must equal zero, i.e., \( \langle f_j^\star - \bar{y}, \bar{f}_j\rangle = 0 \), or \( f_j - \bar{y} \) is perpendicular to \( \bar{f}_j \). The following Lemma 2 is an implication from the proof of the Johnson-Lindenstrauss Lemma [11].

**Lemma 2.** For a large enough \( N \) and given \( \bar{u} \in \mathbb{R}^N \), there is a constant \( c > 0 \), s.t. for \( \eta = \cos^{-1}(c/\sqrt{N}) \),
\[
\Pr_{\bar{u} \in \mathbb{R}^N} \left\{ |\angle \bar{u}, \bar{v} - \pi/2| \leq \eta \right\} \leq 1 - \frac{1}{\sqrt{N}}.
\tag{6}
\]

where \( \angle \bar{u}, \bar{v} \) is the angle between \( \bar{u} \) and \( \bar{v} \).

The Johnson-Lindenstrauss Lemma says that a randomly sampled unit vector \( \bar{v} \) is approximately perpendicular to a given vector \( \bar{u} \) with high probability in a high dimensional space. The complement of Eq. (6) is
\[
\Pr_{\bar{v} \in \mathbb{R}^N} \left\{ |\angle \bar{u}, \bar{v} - \pi/2| > \eta \right\} < \frac{1}{\sqrt{N}}.
\tag{7}
\]

Note that angles \( \angle f, \bar{f} \), \( \angle \bar{f}, \bar{f} \), and \( \angle \bar{f}, \bar{f} \) are the three inner angles of the triangle such that \( \angle f, \bar{f} + \angle \bar{f}, \bar{f} + \angle \bar{f}, \bar{f} = \pi \). From Lemma 2, as \( \angle f, \bar{f} \) is likely a vertical angle (i.e., \( \pi/2 \)), \( \angle \bar{f}, \bar{f} \) must be less likely to be a vertical angle, which implies 
\[
\Pr\{ \langle f - \bar{y}, \bar{f} \rangle = 0 \} \leq \Pr\{ |\angle \bar{f}, \bar{f} - \pi/2| < \eta \};
\]
thus, \( \Pr\{ |\angle \bar{f}, \bar{f} - \pi/2| > \eta \} \). The following Lemma 3 immediately follows Lemma 2 and Eq. (7).

**Lemma 3.** Following Lemma 2 then for given \( \bar{y} \in \mathbb{R}^N \),
\[
\Pr_{\bar{f} \in \mathbb{R}^N} \left\{ |\angle \bar{f}, \bar{f} - \pi/2| \leq \eta \right\} \geq 1 - \frac{1}{\sqrt{N}}.
\tag{8}
\]

**Proof.** (of Lemma 3)
Apply Lemma 2 on the given \( \bar{y} \) and randomly selected \( \bar{f} \), then we have
\[
\Pr_{\bar{f} \in \mathbb{R}^N} \left\{ |\angle \bar{f}, \bar{f} - \pi/2| \leq \eta \right\} \geq 1 - \frac{1}{\sqrt{N}}.
\]

Also note that vectors \( \bar{y}, \bar{f} \) and \( \bar{f}, \bar{f} \) form a triangle with the three inner angles \( \angle \bar{y}, \bar{f} + \angle \bar{f}, \bar{f} + \angle \bar{f}, \bar{f} = \pi \). Hence, for large \( N \),
\[
\angle \bar{y}, \bar{f} = \frac{\pi}{2} \Rightarrow \angle \bar{f}, \bar{f} \neq \frac{\pi}{2} \Rightarrow \Pr\{ |\angle \bar{y}, \bar{f} - \pi/2| \leq \eta \} \leq \Pr\{ |\angle \bar{f}, \bar{f} - \pi/2| \}
\]
\[
\Rightarrow \Pr\{ |\angle \bar{y}, \bar{f} - \pi/2| \} \leq \Pr\{ |\angle \bar{f}, \bar{f} - \pi/2| \}
\]
\[
\Rightarrow 1 - \frac{1}{\sqrt{N}} \leq \Pr\{ |\angle \bar{y}, \bar{f} - \pi/2| \} \leq \Pr\{ |\angle \bar{f}, \bar{f} - \pi/2| \}
\]
1. Also refers to the lecture note of Andoni and Razenshteyn [7].
https://ilyaraz.org/static/class/scrubs/scrib5.pdf
This means there exists small enough \( \eta > 0 \) s.t.
\[
1 - \frac{1}{\sqrt{N}} \leq \Pr \left\{ |\angle_{y,f} - \frac{\pi}{2}| \leq \eta \right\} \leq \Pr \left\{ |\angle_{f-y,f} - \frac{\pi}{2}| \geq \eta \right\}
\]
\[
\Rightarrow 1 - \frac{1}{\sqrt{N}} > \Pr \left\{ |\angle_{f-y,f} - \frac{\pi}{2}| < \eta \right\}
\]

In short, as \( \angle_{f-y,f} \) is likely \( \pi/2 \), \( \angle_{y,f} \) must be less likely a vertical angle. Hence, \[1 - \frac{1}{\sqrt{N}} \leq \Pr \left\{ |\angle_{f-y,f} - \frac{\pi}{2}| \leq \eta \right\} \leq \Pr \left\{ |\angle_{y,f} - \frac{\pi}{2}| > \eta \right\} \]. This completes the proof. \( \square \)

Lemma 3 shows that the probability of the output of one component is perpendicular to the difference between itself and the ground truth. For \( K \) components and a bias, Lemma 4 gives a worst bound.

**Lemma 4.** \( \Pr \{ \mathcal{E}(g_{\Theta^*}) = \min_{j \in [K]} \{ \mathcal{E}(f_j) \} \} < \frac{K+1}{\sqrt{N}} \), i.e., \( \Pr \{ \exists \Theta^* : \mathcal{E}(g_{\Theta^*}) < \min_{j \in [K]} \{ \mathcal{E}(f_j) \} \} \geq 1 - \frac{K+1}{\sqrt{N}} \).

**Proof.** (of Lemma 4)
Observe that as \( j^* \) is fixed and known,
\[
\Pr \left\{ \nabla \mathcal{E} |_{\Theta^* = c_j^*} = \vec{0} \right\}
= \Pr \left\{ (\vec{f}_j - \vec{y}, \vec{f}_0) = 0 \wedge \cdots \wedge (\vec{f}_j - \vec{y}, \vec{f}_K) = 0 \right\}
\leq \Pr \left\{ (\vec{f}_j - \vec{y}, \vec{f}_j) = 0 \right\}
< \frac{1}{\sqrt{N}}
\]
The last inequality is from Lemma 3. But in general \( j^* \) is unknown,
\[
\Pr \left\{ \exists \Theta^* : \mathcal{E}(g_{\Theta^*}) = \min_{j \in [K]} \{ \mathcal{E}(f_j) \} \right\}
= \Pr \left\{ \exists j \in [K]^{+} \text{s.t.} \nabla \mathcal{E} |_{\Theta^* = c_j} = \vec{0} \right\}
\leq \Pr \left\{ \sqrt{|K|} \left\{ (\vec{f}_j - \vec{y}, \vec{f}_j) = 0 \right\} \right\}
= (K+1) \Pr \left\{ (\vec{f} - \vec{y}, \vec{f}) = 0 \right\}
< \frac{K+1}{\sqrt{N}}
\]

Hence,
\[
\Pr \left\{ \exists \Theta^* \in \mathbb{R}^{K^{+}} \text{s.t.} \mathcal{E}(g_{\Theta^*}) < \min_{j \in [K]} \{ \mathcal{E}(f_j) \} \right\} > 1 - \frac{K+1}{\sqrt{N}} \]

\( \square \)

**Case 2** \( \sigma \) is not a linear function. The idea of the proof is to find an interval in the domain of \( \sigma \) such that the output of \( L(1)(\sigma(\cdot)) \) approximates a linear function as close as possible. This means there is a setting such that the non-linear activation function performs almost as well as the linear one; since the activation \( L(1)(\sigma(\cdot)) \) acts like a linear function, the lemmas of Case 1 are applicable. The conclusion of this case is stated as Lemma 7 while we introduce important properties in Lemmas 5 and 5 for key steps in the proof.

Since \( \sigma \) satisfies Assumption A3, the inverse function theorem of Lemma 5 is applicable.

**Lemma 5.** (Inverse function theorem [12])
Suppose \( \mu \) is a \( C^1 \)-mapping of an open set \( E \subset \mathbb{R}^n \) to \( \mathbb{R}^n \), \( \mu^* (z_0) \) in invertible for some \( z_0 \in E \), and \( y_0 = \mu(z_0) \). (i.e., \( \mu \) satisfies Assumption A3.) Then
(1) there exist open sets \( U \) and \( V \) in \( \mathbb{R}^n \) such that \( z_0 \in U \), \( y_0 \in V \), \( \mu \) is one-to-one on \( U \), and \( \mu(U) = V \);
(2) if \( \nu \) is the inverse of \( \mu \), defined in \( V \) by \( \nu(\mu(x)) = x \) for \( x \in U \), then \( \nu \in C^1(V) \).

We also need the following lemma as an important tool.

**Lemma 6.** (Taylor’s theorem with Lagrange remainder [13])
If a function \( \tau(y) \) has continuous derivatives up to the \( (l+1) \)-th order on a closed interval containing the two points \( y_0 \) and \( y \), then
\[
\tau(y) = \tau(y_0) + \tau(1)(y_0)(y-y_0) + \cdots + \frac{\tau(l)(y_0)}{l!} (y-y_0)^l + R_l
\]
with the remainder \( R_l \) given by the expression for some \( c \in [0,1] \):
\[
R_l = \frac{\tau(l+1)(c)(y-y_0)}{(l+1)!} (y-y_0)^{l+1}.
\]

The second-degree term can be used to bound the approximation error.

Now we are ready to give more details to sketch the proof of Case 2. Denote \( \Theta^* \) as the minimizer of Case 1, i.e., the corresponding \( g_{\Theta^*} = L(1)(f_1, \ldots, f_K) \) satisfies
\[
\mathcal{E}(g_{\Theta^*}) < \min_{j \in [K]} \{ \mathcal{E}(f_j) \} = \mathcal{E}(f_{j^*})
\]
with high probability, and denote \( \Theta^*_\epsilon = \{ \Theta_{1, \epsilon}, \Theta_{0, \epsilon} \} \) corresponding to
\[
g_{\Theta} = L(1, \epsilon) \left( \sigma(L(0, \epsilon)(f_1, \ldots, f_K)) \right),
\]
called the scaled \( \sigma \) function. Lemma 7 below states a clear condition of a linear approximation of a non-linear activation function.

**Lemma 7.** For the given \( g_{\Theta^*_\epsilon} \), \( \{ x^{(i)} \}_{i \in [N]} \), and any \( 0 < \epsilon \leq 1 \), there exists \( \Theta_\epsilon = \{ \Theta_{1, \epsilon}, \Theta_{0, \epsilon} \} \) such that
\[
\forall i \in [N], |g_{\Theta_\epsilon}(x^{(i)}) - g_{\Theta_{0, \epsilon}}(x^{(i)})| < \epsilon.
\]

Furthermore, for small enough \( \epsilon \),
\[
\Pr \left\{ \mathcal{E}(g_{\Theta}) < \min_{j \in [K]} \{ \mathcal{E}(f_j) \} \right\} \geq 1 - \frac{K+1}{\sqrt{N}}.
\]

**Proof.** (of Lemma 7)
For Eq. (8): We first give a procedure of obtaining \( g_{\Theta_\epsilon}(x^{(i)}) \), then verify these settings in the procedure fit the conclusion of the first part: \( \forall i \in [N], |g_{\Theta_\epsilon}(x^{(i)}) - g_{\Theta_{0, \epsilon}}(x^{(i)})| < \epsilon. \)

**Procedure for Eq. (8):** For the given \( \epsilon \) and \( \sigma(\cdot) \), we first find the following items based on the conclusions of Case 1 and Lemmas: \( g_{\Theta_{0, \epsilon}}(\cdot) \). (By case 1)
\( z_0 \in \mathbb{R}^n \) s.t. \( \frac{d}{dz} \sigma(z) \neq 0 \). (By A3)
\( U \) contains \( z_0 \). (By Lemma 5)
\( V \) contains \( y_0 \). (By Lemma 5)
\( \tau : V \rightarrow U \) s.t. \( \forall z \in U, \tau(\sigma(z)) = z \). (By Lemma 5)
(Denote $y_0 = \sigma(z_0)$, so $\tau(y_0) = z_0$.) Then compute:

$$M_y = \max \left\{ 1, \max \left\{ 2 \cdot \left| g_{\Theta_3}(x^{(i)}) \right| \right\} \right\}$$

$$M_\sigma = \max \left\{ 1, \sup_{z \in U} \left\{ 2 \cdot \left( \frac{\sigma(z) - \sigma(z_0)}{z - z_0} \right)^2 \right\} \right\}$$

$$M_\tau = \max \left\{ 1, \sup_{z \in U} \left\{ \left( \frac{\sigma(z) - \sigma(z_0)}{z - z_0} \right)^2 \right\} \right\}$$

$$M_\gamma = \left\lfloor \log_2 (M_y M_\sigma M_\tau^{-1}) \right\rfloor + 1$$

$\gamma_0 = \sup_{z \in U} \{ r = |z - z_0| : (z_0 - r, z_0 + r) \subset U \}$

$\gamma = \min \{ \gamma_0, 2^{-M_\gamma} \}$

$M_0 = \gamma^{-1} M_\gamma$

$M_1 = M_\sigma M_\tau$

Define:

$L_{(0)}(x) = M_0^{-1} g_{\Theta_3}(x) + z_0$

$L_{(1)}(y) = M_0 \cdot \tau^{(1)}(y_0) \cdot y + M_0 \cdot \left( z_0 - \tau^{(1)}(y_0) \cdot y_0 \right)$

**Verification:**
First observe that $L_{(0)}(x)$ is a linear combination with a bias, i.e., an affine mapping, since $g_{\Theta_3}(x)$ itself is an affine mapping. Similarly, $L_{(1)}(y)$ is an affine mapping of $y$.

Next, for all $i \in [N]$, $L_{\Theta_0,i}(x^{(i)}) = M_0^{-1} g_{\Theta_3}(x^{(i)}) + z_0 \in (-\gamma + z_0, z_0 + \gamma) \subset U$ since $\gamma \leq \frac{2^0}{2}$ and $(-\frac{2^0}{2}, z_0, z_0 + \frac{2^0}{2}) \subset U$. Hence, by Lemma 6, $\tau \left( \sigma \left( L_{\Theta_0,i}(x^{(i)}) \right) \right) = L_{\Theta_0,i}(x^{(i)})$.

Now let $z \in (-\gamma + z_0, z_0 + \gamma)$ and $y = \sigma(z)$, then by Lemma 6 and Eq. 8,

$$|\tau(y) - \left( \tau(y_0) + \tau^{(1)}(y_0) y - y_0 \right)| \leq M_\gamma M_\gamma \gamma^2 = M_1 \gamma^2$$

Replace $y$ with $\sigma(z)$ and simplify the expression in the absolute value symbol, then we have $\tau(y) = \tau(\sigma(z)) = z$. Furthermore, $\tau(y_0) + \tau^{(1)}(y_0) y - y_0 = \tau^{(1)}(y_0) \cdot y + \left( \tau(y_0) - \tau^{(1)}(y_0) \cdot y_0 \right)$. Then replace $z$ with $L_{\Theta_0,i}(x^{(i)})$, and $\tau(y_0)$ with $y_0$.

$$|M_0^{-1} g_{\Theta_3}(x) + z_0 - \left\{ z_0 + \tau^{(1)}(y_0) \left( \sigma \left( L_{\Theta_0,i}(x^{(i)}) \right) \right) - y_0 \right\} | \leq M_1 \gamma^2$$

This means that $|g_{\Theta_3}(x) - L_{\Theta_0,i}(x^{(i)})| < M_0 M_1 \gamma^2$).

For Eq. 9: For the second part, we claim the following settings satisfy $\mathcal{E}(g_{\Theta_3}) \leq \frac{2\varepsilon|g_{\Theta_3}\epsilon + \mathcal{E}(f_j^{\epsilon})}{3} < \mathcal{E}(f_j^{\epsilon})$.

**Procedure for Eq. 9:**
Compute and then set these:

$M_2 = \max \left\{ \sup_{i \in [N]} \left\{ |g_{\Theta_3}(x^{(i)}) - y^{(i)}| \right\} \right\}$

$$\epsilon = \frac{\mathcal{E}(f_j) - \mathcal{E}(g_{\Theta_3})}{4N(2M_2 + 1)}$$

**Verification:**
Observe that $\mathcal{E}(g_{\Theta_3}) < \mathcal{E}(f_j^{\epsilon})$ implies

$$\max \left\{ \sup_{i \in [N]} \left\{ (f_j^{\epsilon}(x^{(i)}) - y^{(i)}) - (g_{\Theta_3}(x^{(i)}) - y^{(i)}) \right\} > 0$$

$$\mathcal{E}(g_{\Theta_3}) + \frac{\mathcal{E}(f_j^{\epsilon}) - \mathcal{E}(g_{\Theta_3})}{3} < \mathcal{E}(f_j^{\epsilon})$$

Besides,

$$N \cdot (2M_2 + 1) \cdot \epsilon < \frac{\mathcal{E}(f_j^{\epsilon}) - \mathcal{E}(g_{\Theta_3})}{3}$$

and

$$|g_{\Theta_3}(x) - g_{\Theta_3}(x)| < \epsilon$$

$$\Rightarrow |(g_{\Theta_3}(x) - y) - (g_{\Theta_3}(x) - y)| < \epsilon$$

$$0 \leq |g_{\Theta_3}(x) - y| - |g_{\Theta_3}(x) - y| + \epsilon$$

$$\Rightarrow (g_{\Theta_3}(x) - y)^2 < (|g_{\Theta_3}(x) - y| + \epsilon)^2$$

Hence, based on above observations we have

$$\mathcal{E}(g_{\Theta_3}) = \sum_{i \in [N]} \left( |g_{\Theta_3}(x^{(i)}) - y^{(i)}|^2 \right)$$

$$\leq \sum_{i \in [N]} \left( |g_{\Theta_3}(x^{(i)}) - y^{(i)}| + \epsilon \right)^2$$

$$= \sum_{i \in [N]} \left( g_{\Theta_3}(x^{(i)}) - y^{(i)} \right)^2$$

$$+ \epsilon \sum_{i \in [N]} \left( 2 \cdot |g_{\Theta_3}(x^{(i)}) - y^{(i)}| + \epsilon \right)$$

$$= \mathcal{E}(g_{\Theta_3}) + \epsilon \cdot \sum_{i \in [N]} \left( 2 \cdot |g_{\Theta_3}(x^{(i)}) - y^{(i)}| + \epsilon \right)$$

$$\mathcal{E}(g_{\Theta_3}) + \epsilon \cdot N \cdot (2M_2 + 1)$$

$$< \mathcal{E}(f_j^{\epsilon}) + \frac{\mathcal{E}(f_j^{\epsilon}) - \mathcal{E}(g_{\Theta_3})}{3}$$

$$< \mathcal{E}(f_j^{\epsilon})$$

which means that $\mathcal{E}(g_{\Theta_3}) < \min_{j \in [K]} \{ \mathcal{E}(f_j) \}$. The proof is complete.

The proofs of Cases 1 and 2 above complete the proof of Theorem 9.

### 3.2 Complicated Composite Network

In the previous section we investigated the performance of a single-layer composite network comprising several pre-trained components connected by an activation function. Now we consider expanding the composite network in terms of width and depth. Formally, for a given pre-trained component $f_K$ and a trained composite network $g_{K-1}$ of
Then, by considering $D_{\Theta}(\text{of Proposition 1})$.

**Proof.**

That is, 

$$\Theta \text{ s.t. } E(g_k^{-1}) > E_{\Theta}(g_k^{-1}).$$

Q2: (Adding depth) By adding a new pre-trained component $f_k$, let $g_k = L_{(k)}(\sigma(L_{(k-1)}(g_{k-1}, f_k)))$. Is there $\Theta$ such that $E(g_k^{-1}) > E_{\Theta}(g_k^{-1})$?

Lemma 7 answers Q1, and we require Proposition 1 as the base of induction to prove it.

**Lemma 8.** Set $g_k = L_{(k)}(\sigma(L_{(0)}((f_1, ..., f_{k-1}, f_k)))$. With probability of at least $1 - \frac{K^2}{\sqrt{N}}$, there is $\Theta$ s.t. $E(g_k^{-1}) > E_{\Theta}(g_k^{-1})$.

**Proposition 1.** Consider the case of only two pre-trained models $f_0$ and $f_1$. There exists $(\alpha_0, \alpha_1) \in \mathbb{R}^2$ s.t.

$$\sum_{i \in [N]} (f_i(x_i^{(1)}) - y_i^{(1)})^2 > \sum_{i \in [N]} \left(\alpha_0 f_0(x_i^{(1)}) + \alpha_1 f_1(x_i^{(1)}) - y_i^{(1)}\right)^2$$

with a probability of at least $1 - \frac{2}{\sqrt{N}}$.

**Proof.** (of Proposition 1)

Let

$$D(\alpha_0, \alpha_1) = \sum_{i \in [N]} (f_i(x_i^{(1)}) - y_i^{(1)})^2 - \left(\alpha_0 f_0(x_i^{(1)}) + \alpha_1 f_1(x_i^{(1)}) - y_i^{(1)}\right)^2.$$

First observe that $D(0, 1) = 0$ and hence if $\nabla D(0, 1) \neq 0$ then it is easy to know that $\exists (\alpha_0^*, \alpha_1^*)$ s.t. $D(\alpha_0^*, \alpha_1^*) > 0$.

$$\nabla D(\alpha_0, \alpha_1) = -2 \cdot \left[\begin{array}{c} \langle f_0 - \hat{y}, \hat{f}_0 \rangle \\ \langle f_1 - \hat{y}, \hat{f}_1 \rangle \end{array}\right].$$

Then, by considering $(\alpha_0, \alpha_1) = (0, 1)$ we have

$$\nabla D(0, 1) = -2 \cdot \left[\begin{array}{c} \langle \hat{f}_0 - \hat{y}, \hat{f}_0 \rangle \\ \langle \hat{f}_1 - \hat{y}, \hat{f}_1 \rangle \end{array}\right].$$

Apply Lemma 7.

**Proof.** (of Lemma 7)

We first prove this lemma of linear activation, and then similar to previous section apply Lemma 7 to address the non-linear activation. For the linear activation, it can be proved by induction.

**Base case:** It is done in Proposition 1.

**Inductive step:** Suppose as $J = k - 1$ the statement is true. That is, $g_{k-1} = L_{(j)}(f_1, ..., f_{k-1})$ and with probability at least $1 - \frac{2}{\sqrt{N}}$, there is $\Theta$ s.t. $E(g_{k-1}) > E_{\Theta}(g_{k-1})$.

As $J = k$, let $f_0$ and $f_1$ be $g_{k-1}$ and $f_k$ respectively. Then we have $\alpha_0 g_{k-1} + \alpha_1 f_k$ as the composite network. Repeat the argument in previous Proposition, then we can conclude with probability at least $1 - \frac{2}{\sqrt{N}}$ there is $(\alpha_0, \alpha_1)$ s.t. $E(g_k) > E_{\Theta}(\alpha_0 g_{k-1} + \alpha_1 f_k)$. Note that $\alpha_0 g_{k-1} + \alpha_1 f_k$ is a possible form of $g_k$. So the statement holds. The details are as follows:

$$D(\alpha_0, \alpha_1) = \sum_{i \in [N]} (g_{k-1}(x_i^{(1)}) - y_i^{(1)})^2 - \left(\alpha_0 g_{k-1}(x_i^{(1)}) + \alpha_1 f_k(x_i^{(1)}) - y_i^{(1)}\right)^2.$$

First observe that $D(1, 0) = 0$ and hence if $\nabla D(1, 0) \neq 0$ then it is easy to know that $\exists (\alpha_0^*, \alpha_1^*)$ s.t. $D(\alpha_0^*, \alpha_1^*) > 0$.

$$\nabla D(0, 1) = -2 \cdot \left[\begin{array}{c} \langle \alpha_0 \hat{g}_{k-1} + \alpha_1 \hat{f}_k - \hat{y}, \hat{g}_{k-1} \rangle \\ \langle \alpha_0 \hat{g}_{k-1} + \alpha_1 \hat{f}_k - \hat{y}, \hat{f}_k \rangle \end{array}\right].$$

Then,

$$\nabla D(1, 0) = -2 \cdot \left[\begin{array}{c} \langle \hat{g}_{k-1} - \hat{y}, \hat{g}_{k-1} \rangle \\ \langle \hat{g}_{k-1} - \hat{y}, \hat{f}_k \rangle \end{array}\right].$$

Apply Lemma 7 and by Induction hypothesis, we have

$$\Pr\{\nabla D|_{\Theta^* = e_2} = 0\} \leq \Pr\{\langle \hat{g}_{k-1} - \hat{y}, \hat{g}_{k-1} \rangle = 0\} + \Pr\{\langle \hat{f}_k - \hat{y}, \hat{f}_k \rangle = 0\} < \frac{k + 1}{\sqrt{N}}$$

Thus,

$$\Pr\{\exists (\alpha_0, \alpha_1) s.t. D(\alpha_0, \alpha_1) > 0\} > 1 - \frac{k + 1}{\sqrt{N}}$$

This completes the inductive step.

For the non-linear activation, repeat the argument of Lemma 7 to obtain a proper $g_{\Theta^*}$ corresponding to the given $\epsilon$ and the linear mapping $g_{\Theta^*}$, and a small enough $\epsilon$ can yield a proper $\Theta^*$ that fits the conclusion of $E(g_{k-1}) > E_{\Theta^*}(g_k)$. The probability of existence is inherently obtained as the same as in Lemma 7.

Proposition 1 can be proved by solving the inequality directly for the case of $K = 2$, and then generalizing the result to larger $K$ by induction with the help of Lemma 3 to prove Lemma 8. Adding a new component $f_K$ to a composite network $g_{K-1}$ as in Q2, the depth of resulting $g_K$ increases by 1. If $\hat{y}_{k-1}$ and $\hat{f}_K$ satisfy A1 and A2, consider $\{g_{k-1}, f_K\}$ as a new set of $\{f_1, f_2\}$ in the same layer. Consequently, we can apply the arguments in Case 2 of Theorem 1 to show Lemma 9 in the following, which answers Q2 and says the resulting $g_K$ has a minimizer $\Theta^*$ such that with high probability the loss decreases.

**Lemma 9.** Set $g_k = L_{(1)}(\sigma(L_{(0)}((g_{k-1}, f_K)))$. If $\hat{y}_{k-1}$ and $\hat{f}_K$ satisfy A1 and A2, then with a probability of at least $1 - \frac{2}{\sqrt{N}}$, there is $\Theta$ s.t. $E(g_{k-1}) > E_{\Theta}(g_k)$.

**Proof.** (of Lemma 9)

Observe that for the given set of pre-trained components
{f_j}_{j \in [K]}$ and by the definition of $g_{K-1}, f_K$ is not a component of $g_{K-1}$. Hence, if the activation functions used in the construction of $g_{K-1}$ are all linear, the assumption A1 implies that $\hat{g}_{K-1}$ is linear independent of $f_K$. Furthermore, if there is at least one non-linear activation function used in the construction of $g_{K-1}$, then as $N$ is large enough, Lemma 2 implies that $\hat{g}_{K-1}$ and $f_K$ are not parallel with a very high probability. This means the assumption that $\hat{g}_{K-1}$ is linear independent of $f_K$ is reasonable. Furthermore, this implies that the events $E_1 : \Pr \{ \Theta_1 \} < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \}$, and $E_2 : \mathcal{E}(g_{K-1}) < \cdots < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \}$, are independent. Hence, $\Pr \{ E_1 | E_2 \} = \Pr \{ E_1 \}$.

The proof of Lemma 2 is similar to the proof of Case 2 in the previous sub-section. Lemmas 8 and 2 imply a greedy strategy to build a complicated composite network. Recursively applying both lemmas, we can build a complicated composite network as desired. Theorem 2 gives a greedy strategy to build a complicated composite network. Theorem 3 in the previous sub-section. Lemmas 8 and 9 imply a theoretical bound on the probability that the events $E_1 : \Pr \{ \Theta_1 \} < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \}$, and $E_2 : \mathcal{E}(g_{K-1}) < \cdots < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \}$, are independent. Hence, $\Pr \{ E_1 | E_2 \} = \Pr \{ E_1 \}$.

Theorem 2. For an $H$-hidden layer composite network with $K$ pre-trained components, there exists $\Theta^*$ s.t.

$$\mathcal{E}_{\Theta^*}(g) < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \}$$

with a probability of at least $\left(1 - \frac{K+1}{\sqrt{N}}\right)^H$.

Proof. (of Theorem 2)

For a set of given $K$ pre-trained components, $g_k := L_k(\sigma(L_k-1) (\cdots (\sigma(L_0)(f_1, \cdots, f_K))))$ is one of possible $H$-hidden layer composite network. Hence obviously,

$$\Pr \left\{ \exists \Theta^* : \mathcal{E}(g_{\Theta^*}) < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \} \right\} \geq \Pr \left\{ \mathcal{E}(g_H) < \mathcal{E}(g_{H-1}) < \cdots < \mathcal{E}(g_1) < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \} \right\}$$

$$\geq \Pr \left\{ \mathcal{E}(g_1) < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \} \right\} \times \cdots \times \Pr \left\{ \mathcal{E}(g_{H}) < \mathcal{E}(g_{H-1}) < \cdots < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \} \right\}$$

$$= \left(1 - \frac{K+1}{\sqrt{N}}\right)^H$$

The last inequality is based on the fact that

$$\min_{k \in [H]} \{ P_k \} \geq 1 - \frac{K+1}{\sqrt{N}},$$

where

$$P_k = \Pr \left\{ \exists \Theta : \mathcal{E}(g_k) < \mathcal{E}(g_{k-1}) < \cdots < \min_{j \in [K]^+} \{ \mathcal{E}(f_j) \} \right\}$$

$$= \Pr \left\{ \exists \Theta : \mathcal{E}(g_k) < \mathcal{E}(g_{k-1}) \right\}$$

by Lemma 9.

This completes the proof.

3.3 Compositing non-instantiated Components

Now we first consider some of components are pre-trained and some are non-instantiated, and then investigate the hierarchical combination of both kinds of components. In particular, a simplified composite network can be re-written as $g(x) = w_0 : \sigma(\theta_1 f_1 + \theta_2 f_{W2}) + b_0$, where $f_1$ is a pre-trained component and $f_{W2}$ is non-instantiated. Since $\Theta_2$ is not fixed, it can not be checked that LIC and NPC assumptions are satisfied. On the other hand, after initialization, $f_{W2}$ can be seen as a pre-trained component at any a snapshot during training phase.

Theorem 3. In the end of an weight updating iteration, if the components $f_1$ and $f_{W2}$ satisfy LIC and NPC assumptions, then with high probability $\tilde{w}$ updated in the next iteration can improve the loss.

Proof. Recall the training algorithm is the backpropagation algorithm. Also note that according to Eq. (1), the order of updating is $\bar{f}$ first and then $\Theta_2$. We denote in the end of iteration $i$ the value of $\bar{f}$ and $\Theta_2$ as $\bar{f}_{\text{iter}=i}$ and $\Theta_{\text{iter}=i}$, respectively. With randomized initialization, $\Theta_2$ is assigned as $\Theta_2^{\text{iter}=0}$ before the execution of the iteration 1. Then in each iteration $i \geq 1$, $g(x)$ is a combination of fixed parameter components. Hence this can reduce to the all pre-trained cases, and can apply Theorem 1 and 2.

4 Empirical Studies

This section is to numerically verify the performance of composite network for two distinctively different applications, image classification and PM2.5 prediction. For image classification, we examined two pre-trained components, the ResNet50 from Keras and the SIFT algorithm from OpenCV, running on the benchmark of ImageNet competition. For PM2.5 prediction, we implemented several models running on the open data of local weather bureau and environment protection agency to predict the PM2.5 level in the future hours.

4.1 ImageNet Classification

We chose ResNet50 as the pre-trained baseline model and the SIFT model as an auxiliary model to form a composite neural network to validate the proposed theory. The experiments are conducted on the 1000-class single-label classification task of the ImageNet dataset, which has been a well received benchmark for image classification applications. A reason to choose the SIFT (Scale-Invariant Feature Transform) algorithm is that its function is very different from ResNet and it is interesting to see if the performance of ResNet50 can be improved as predicted from our theory.

We trained the SIFT model using the images of ImageNet, and directed the output to a CNN to extract useful features before merging with ResNet50 output. In the composite model, the softmax functions of both ResNet50 and SIFT model are removed that the outputs of length 1000 of both models are merged before the final softmax stage. During the training process of composite network, the weights of ResNet50 and SIFT model are fixed, and only the connecting weights and bias are trained.
The ResNet50 was from He et al. that its Top-1 accuracy in our context was lower than reported in [14] since we did not do any fine tuning and data preprocessing. In the Figure 4 it shows the composite network has higher accuracy than ResNet50 during almost the complete testing run. Table 1 shows the same result that the composite network performs better too. The experiment results support the claims of this work that a composite network performs better than any of its components, and more components work better than less components.

4.2 PM2.5 Prediction

The PM2.5 prediction problem is to forecast the particle density of fine atmospheric matter with the diameter at most 2.5 μm (PM2.5) in the future hours, mainly, for the next 12, 24, 48, 72 hours. The datasets used are open data provided by two sources including Environmental Protection Administration (EPA) and Center Weather Bureau (CWB). The EPA dataset contains 21 observed features, including the speed and direction of wind, temperature, relative humidity, PM2.5 and PM10 density, etc., from 18 monitoring stations, with one record per hour. The CWB has seventy monitoring stations, one record per 6 hours, containing 26 features, such as temperature, dew point, precipitation, wind speed and direction, etc. We partitioned the observed area into a grid of 1140 km² with 1 km × 1 km blocks and aligned the both dataset into one-hour period. We called the two datasets as air quality and weather condition dataset.

We selected ConvLSTM (Convolution LSTM) and FNN (fully connected neural network) as the components used in this experiment. The reason to select ConvLSTM is that the dispersion of PM2.5 is both spatially and temporally dependent and ConvLSTM is considered capable of catching the dependency, and FNN is a fundamental neural network that acts as the auxiliary component in the experiment.

The prediction models were trained with the data of 2014 and 2015 years, then the 2016 data was used for testing. We considered two function compositions, the linear combination θ and the Logistic function σ₃ (as Theorem 2), to combine the two components to examine the applicability of the proposed theorems.

4.3 Pre-trained Component Design

Here we introduce the design rationales of the five pre-trained components in this evaluation. As PM2.5 dispersion is highly spatially and temporally dependent, we designed four pre-trained components as base components to model this dependency. Among these, two were convolutional LSTM neural networks (ConvLSTMs [17]) with the EPA data (denoted as f₁) and CWB data (denoted as f₂) as input; the other two were fully connected neural networks (FNNs) with the EPA data (denoted as f₃) and CWB data (denoted as f₄) as input. To model the temporal relationship conveniently using the neural network, the data was fed to the pre-trained components one sequence at a time. We used two pairs of components—f₁ and f₂, and f₃ and f₄—for the same functions to determine whether component redundancy improves performance. The fifth pre-trained component (denoted as f₅) was to model the association between time and the PM2.5 value.

There are five pre-trained components from f₁ to f₅ and one non-instantiated auxiliary component, denoted as f₆, for the composite network construction. The model of f₆ is a convolutional neural network (CNN) with CWB weather data and forecasts as input to predict upcoming precipitation. The six components are connected by activation functions, either a linear function or a scaled logistic function (S(z) = 2000/(1 + e^−z/500) − 1000). Note that

2. https://opendata.epa.gov.tw/Home
3. http://opendata.cwb.gov.tw/index
any activation function that meets all six assumptions in Sec. 3 could be used; for simplicity, we used only the scaled logistic function. The prediction accuracy in RMSE of all five pre-trained components is listed in Table 3. Note that in this study we did not set out to design an optimized composite network for the best PM2.5 prediction. Rather, our main purpose was to implement and evaluate the proposed composite network theory. Nevertheless, the design of components and composite network follows the advice of domain experts and exhibits reasonably good performance in PM2.5 prediction.
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| Method            | f+24h | f+48h | f+72h |
|------------------|-------|-------|-------|
| SVM              | 11.440 | 10.917 | 12.124 |
| Random forests   | 3.3381 | 10.096 | 3.4384 |
| Ensemble         | 3.2679 | 10.120 | 3.2699 |
| (S)(Ensemble)    | 11.5053 | 10.914 | 12.2308 |
| DBC-√t          | 12.170 | 11.293 | 12.2308 |
| DBC-√(f+24)     | 11.7976 | 10.903 | 13.6321 |
| DBC-√(f+48)     | 6.7560 | 10.219 | 6.0826 |
| DBC-√(f+72)     | 24.646 | 12.484 | 24.407 |
| DBCN-√t         | 11.3711 | 12.477 | 14.6168 |
| DBCN-√(f+24)    | 12.5756 | 11.400 | 13.0951 |
| DBCN-√(f+48)    | 12.1680 | 10.471 | 11.9969 |
| Exhaustive-a    | 5.1466 | 9.2438 | 5.0981 |
| Exhaustive-b    | 6.6991 | 7.0892 | 5.0981 |

We trained and tested both ConvLSTM and FNN using air quality dataset (Dataset A) and weather condition dataset (Dataset B) separately as the baselines (denoted as $f_1$, $f_2$, $f_3$ and $f_4$) and their training error and testing error in MSE are listed in the first part of Table 4. Then we composited FNNs using Dataset A and Dataset B, each FNN can be pre-trained (denoted as $x$) or non-initialized (denoted as $o$). In addition, we used both linear and Sigmoid activation functions. As a result, we had eight combinations, as listed in the part two. We treated ConvLSTM in the same way and the outcomes were in the part 3. Finally, we composited using one FNN and one ConvLSTM that each was the best in their category, and the resulting composite network was a tree of depth 2. For instance, the candidate of ConvLSTM of part 4 for 12 hours prediction was the 4th row (i.e., $\Theta(f_3^t, f_1^t)$) of part 3. Their training and testing errors in MSE were listed in the part 4.

From the empirical study results, it shows mostly the proposed theorems are followed. While the composite networks with all pre-trained components may not perform better than others in their category, (which is not a surprise), works with all pre-trained components may not perform better than others in their category, (which is not a surprise), and the resulting composite network was a tree of depth 2. For instance, the candidate of ConvLSTM of part 4 for 12 hours prediction was the 4th row (i.e., $\Theta(f_3^t, f_1^t)$) of part 3. Their training and testing errors in MSE were listed in the part 4.
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| DBC-√(f+72) | 24.646 | 12.484 | 24.407 |
| DBCN-√t | 11.3711 | 12.477 | 14.6168 |
| DBCN-√(f+24) | 12.5756 | 11.400 | 13.0951 |
| DBCN-√(f+48) | 12.1680 | 10.471 | 11.9969 |
| Exhaustive-a | 5.1466 | 9.2438 | 5.0981 |
| Exhaustive-b | 6.6991 | 7.0892 | 5.0981 |

5 RELATED WORK

In this section, we discuss related work in the literature from the perspective of the composite network framework and PM2.5 prediction. For the framework, the composite network is related to the methods such as ensemble learning [18], transfer learning [18–20] and model reuse [21, 22]. We will also discuss some representative work on air quality prediction.

Ensemble Learning. Typical ensemble learning methods include bagging, boosting, stacking, and linear combination/regression. Since bagging groups data by sampling and boosting tunes the probability of data [6], these frameworks are not similar to composite neural networks. However, there are fine research results that are instructive for accuracy improvement [6, 23, 24]. For example, it is known that in the ensemble framework, low diversity between members can be harmful to the accuracy of their ensemble [23, 24]. In this work, we consider the neural network composition, but not data enrichment.

Among the ensemble methods, stacking is closely related to our framework. The idea of stacked generalization [25], in Wolpert’s terminology, is to combine two levels of generalizers. The original data are taken by several level-0 generalizers, after which their outputs are concatenated as an input vector to the level-1 generalizer. According to the empirical study of Ting and Witten [26], the probability distribution of the outputs from level 0, instead of their values, is critical to accuracy. Their experimental results also imply that multi-linear regression is the best level-1 generalizer, and a non-negative weight restriction is necessary for regression but not for classification. However, our analysis shows that activation functions that satisfy Assumption A3 in PM2.5 prediction.

Transfer Learning. In the context of one task with a very small amount of training data with another similar task that has sufficient data, transfer learning can be useful [29]. Typically the two data sets—the source and target domains—have different distributions. A neural network such as an auto-encoder is trained with source-domain data and the corresponding hidden layer weights or output labels are used for the target task. Part of transplanted weights can be kept fixed during the consequent steps, whereas others are trainable for fine-tuning [18]. This is in contrast to the composite neural network, in which the pre-trained weights are always fixed. For multi-source transfer, boosting-based algorithms are studied in [20]. Kandaswamy et al. [19] propose cascading several pre-trained layers to improve performance. Transfer learning can be considered a special case of the composite neural network when the source-domain neural network is fixed during target training.
Ensemble (Bagging and Boosting). Since the Bagging needs to group data by sampling and the Boosting needs to tune the probability of data [6], these frameworks are different from composite neural network. However, there are fine research results revealing many properties for accuracy improvement [6], [23], [24]. For example, it is known that in the ensemble framework, low diversity between members can be harmful to the accuracy of their ensemble [25], [26]. In this work, we consider neural network training, but not data processing.

Ensemble (Stacking). Among the ensemble methods, the stacking is closely related to our framework. The idea of stacked generalization [25], in Wolpert’s terminology, is to combine two levels of generalizers. The original data are taken by several level 0 generalizers, then their outputs are concatenated as an input vector to the level 1 generalizer. According to the empirical study of Ting and Witten [26], the probability of the outputs of level 0, instead of their values, is critical to accuracy. Besides, multi-linear regression is the best level 1 generalizer, and non-negative weights restriction is necessary for regression problem while not for classification problem. In [27], it restricts non-negative combination weights to prevent from poor generalization error and concludes the restriction of the sum of weights equals to 1 is not necessary [27]. In [28], Hashem showed that linear dependence of components could be, but not always, harmful to ensemble accuracy, while in our work, it allows a mix of pre-defined and undefined components as well as negative weights to provide flexibility in solution design.

Model Reuse. In recent years some proposed frameworks emphasize the reuse of fixed models [21], [22], [30], [31]. In this framework, pre-trained models are usually connected with the main (i.e., target) model, and then the dependency is gradually weakened by removing or reducing the connections during the training process. In this way, the knowledge of the fixed model is transferred to the main model; the key point is that model reuse is different from transfer learning as well as the composite neural network.

Pre-trained models are widely applied in applications of natural language processing to improve the generation ability of the main model, such as in BERT [32] and ELMo [33]. Multi-view learning [34] is another method to improve generalization performance. In this approach, a specific task owns several sets of features corresponding to different views, just like an object observed from various perspectives, and separate models are trained accordingly. Then, the trained models for different views are combined using co-training, co-regularization, or transfer learning methods.

6 Conclusion

In this work, we investigated the composite neural network with pre-trained components problem and showed that the overall performance of a composite neural network is better than any of its components, and more components perform better than less components. In addition, the developed theory consider all differentiable activation functions.

While the proposed theory ensures the overall performance improvement, it is still not clear how to decompose a complicated problem into components and how to construct them into a composite neural network in order to have an acceptable performance. Another problem worth some thinking is when the performance improvement will diminish (by power law or exponentially decay) even adding more components. However, in the real world applications, the amount of data, data distribution and data quality will highly affect the performance.
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The follows are notations and definitions in this paper.

- **x**, an input vector.
- **W**, a matrix of weights in a neural network.
  - **W_1**, a matrix of weights in a single hidden-layer network.
- **σ**: \( \mathbb{R} \rightarrow \mathbb{R} \), an activation function.
- \( f_\sigma; W_1(x) \triangleq w_{1,0} \sigma \left( \sum_{i=1}^{d} w_{0,i} x_i + w_{0,0} \right) + w_{1,0} \), a single-layer neural network.

If there is no ambiguity, it can be shortened to

- \( f_W(x) \), a non-instantiated component.
- \( f(x) \), a pre-trained component.

- **N**, the number of training data.
- **K**, the number of components; each component can be either non-instantiated or pre-trained.

- \( [K]^+ \triangleq \{ 0, 1, \ldots, K \} \)
- **h_j** is either \( f_W \) or \( f_j \).
- \( h_0 \triangleq f_0 \triangleq 1 \), a constant function.
- **x_j** \( \in \{ x_j^{(1)}, \ldots, x_j^{(N)} \} \), an input of \( h_j \).
- \( L(\Theta; h_1, \ldots, h_K) \triangleq \sum_{j=0}^{K} \theta_j h_j(x_j) \), a linear combination with bias.

- \( L_{\Theta(h+1)} \left( \sigma(h+1) \left( \cdots \sigma(1) \left( L_{\Theta(h)}(h_1, \ldots, h_K) \right) \right) \right) \), a network with \( h \) hidden layers.

- **Example**: a composite neural network
  \[ \sigma(2)(\theta_{1,0} + \theta_{1,1} f_4(x_4) + \theta_{1,2} \sigma(1)(\theta_{0,0} + \theta_{0,1} f_3(x_3) + \theta_{0,2} f_W(x_2) + \theta_{0,3} f_3(x_3))) \]
  can be denoted as
  \[ \sigma(2)(L(1)(f_4, \sigma(1)(L(0)(f_1, f_W, f_3)))) \]
  with \( \Theta \)s removed for simplicity.

- \( \langle \cdot, \cdot \rangle \), the standard inner product.
- \( f_j \triangleq (f_j(x^{(1)}), \ldots, f_j(x^{(N)})) \)
- \( \bar{y} \triangleq (y^{(1)}, \ldots, y^{(N)}) \).
- **g_Θ**, a composite network.
- \( \mathcal{E}_\Theta(x; g_\Theta) \triangleq \frac{1}{N} \sum_{n=1}^{N} \frac{1}{2} \left( g_\Theta(x) - \bar{y} \right)^2 \), the \( L_2 \) loss function.

If there is no ambiguity, it can be shortened to

- \( \mathcal{E}_\Theta(x; g_\Theta) \), or \( \mathcal{E}(g_\Theta) \), for non-instantiated component.
- \( \mathcal{E}(x_j; f_j) \), or \( \mathcal{E}(f_j) \), for pre-trained component.

- \( \hat{e}_j \in \mathbb{R}^{K+1} \), an unit vector in the standard basis for \( j \in [K]^+ \).
  - \( \hat{e}_0 = (1, 0, 0, \ldots, 0) \)
  - \( \hat{e}_1 = (0, 1, 0, \ldots, 0) \)
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The best model of Part 2 (Part 3) was assigned as composite model $F_{C}$ which will be used in Part 4. The best model of Part 4 was assigned as composite model $H$ which will be used in Part 5.

**TABLE 5**
Training and Testing Errors of PM2.5 Prediction

| Model (input) | Next 12 hr | Next 24 hr | Next 48 hr | Next 72 hr |
|---------------|------------|------------|------------|------------|
|              | TarinError | TestError | TarinError | TestError | TarinError | TestError | TarinError | TestError | TarinError | TestError |
| $f_{1}$: FNN-A | 100.1812   | 92.8528    | 134.7095   | 118.6065   | 141.6287   | 136.8358  | 148.1807   | 143.9980  |
| $f_{2}$: FNN-B | 134.1137   | 120.0019   | 139.8016   | 128.5960   | 136.7693   | 134.9001  | 142.7637   | 140.8650  |
| $f_{3}$: ConvLSTM-A | 54.2775   | 88.8156    | 57.5677    | 111.9122   | 74.8937    | 129.7418  | 77.7394    | 132.8923  |
| $f_{4}$: ConvLSTM-B | 67.8625   | 118.4351   | 73.1519    | 125.6062   | 68.7069    | 137.0789  | 84.9656    | 138.6642  |

Let $f_{i}$ be non-instantiated CNN with future rain fall input.

These results show the effectiveness of the models in predicting PM2.5 concentrations with various inputs.