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ABSTRACT The integration of biometric recognition with smartphones becomes necessary for increasing security, especially in financial transactions such as online payment. Vein recognition of dorsal hand is outstanding than other methods like palm, finger, and wrist as it has a wide area to be captured and does not have any wrinkles. Most of the current systems that depend on dorsal hand vein recognition are not work in real-time and have poor results. In this paper, a dorsal hand recognition system working in real-time is proposed to achieve good results with a high frame rate. A contactless device consists of a Universal Serial Bus (USB)-Camera, infrared LEDs, and connected to a smartphone used to collect our dataset. The dataset contains 2200 images collected from both hands of 100 persons. The captured images are processed with light algorithms to improve real-time performance and increase frame rate. The algorithm used for feature detection and extraction is Oriented FAST and Rotated BRIEF (ORB) with K-Nearest Neighbors (K-NN) matching to match features. Another benchmark called Poznan University of Technology (PUT) dataset is used to measure the proposed system efficiency. The result obtained from experimental testing showed that the proposed system had a low Equal Error Rate (EER) with 4.33% and a high frame rate of 29 frames per second (Fps).

INDEX TERMS Biometric system, Dorsal hand, Features extraction, Features matching, Near-Infrared, Veins Recognition, Smartphone.

I. INTRODUCTION
Biometric recognition is one of the most rising areas in the research field in the last years, with an increasing expansion in identification/authentication systems in our daily life: online purchases, bank account access, and smartphone unlocking. Biometric recognition systems are now used worldwide, and they are steadily replacing traditional ways of authentication such as user ID and passwords. These systems provide more prominent security and comfort to the users than conventional methods. Two types of biometrics are physiological (e.g., facial, iris, fingerprint, and vascular) and behavioral (e.g., voice, gesture, keystroke dynamics, and gait). One of the biometric recognition areas that attract researchers nowadays is vein recognition. The advantage of vein recognition systems is only used on alive persons. It depends on capturing veins by illuminating veins with infrared light [1].

In 1543, Andreas Vesalius proposed that the veins in our bodies are changing in their structures and positions. A professor called Arrigo Tamassia, a specialist in forensic medicine, stated that in humans, no vein pattern on the back of the hand is identical in any person, even if they are twins [2]. To perform vein recognition, it needs to build an appropriate device for scanning and capturing a vein's pattern. The main advantage of using veins pattern in authentication is that it needs the person's knowledge as they cannot be seen under normal light. Also, veins are found inside the body, making it immune to changes because it is protected from environmental effects. Research in the veins authentication field has shown that the authentication systems can have higher accuracy [3]. Veins' pattern can be captured from distinct hand parts, like a finger, palm, dorsal, and wrist. The biometric characteristics have received enormous interest in the latest years due to these vein patterns. They are hidden under the body's skin, making them difficult to forge [4].

Finger recognition is the most common method in biometric recognition. Still, it has some disadvantages as there is difficulty in using it because the finger needs to be positioned accurately on the scanning device. Also, the finger has a smaller surface area to be scanned, which means fewer feature
points, leading to difficulty recognizing the veins correctly [5]. On the contrary, dorsal or palm veins occupy a wider area and more feature points to be extracted for recognition. In this case, it will result in better security and higher accuracy [6]. Since we can capture palm vein patterns, and palm prints that are unique to each person, we will have good information for the recognition process [7].

In contrast, the palm has thicker skin tissues and wrinkles that could affect the shape of the vein patterns, whereas the dorsal hand is wrinkle-free. Also, the dorsal hand skin contains melanin, which reflected infrared light used for imaging veins since it penetrates deeper into the skin to deliver good image quality [8].

Researchers are becoming increasingly interested in dorsal hand vein biometrics because of their characteristics. We can summarize these characteristics in the following points: it does not need any contact with the capture device, cannot be forged, does not change over time, and provides high accuracy [9]. Recognition systems of the dorsal hand rely on how the collected images captured from the device are good. Since the dorsal hand veins are concealed within the skin, so they are undetectable under normal light. Near-infrared (NIR) light is used to distinguish veins from the back of the hand that can be done by illuminating the hand with NIC light. Since hemoglobin absorbs infrared light, the veins look darker than the other areas around the veins, which can then be captured as dark pixels by the camera [10].

With the increasing usage of smartphones in all fields of our lives, especially in global health, a biometric solution that can be easily combined with mobile devices is needed. Devices use biometric recognition like fingerprint scanners introduced in notebooks computers and all the current and upcoming smartphones produced nowadays. PalmSecure [11] and Finger Vein Authentication [12] are two available commercial devices depending on veins recognition for authentication systems from Hitachi corporation that need direct contact between the hands and devices.

In 2019, the LG company introduced the first smartphone using palm veins for biometric recognition: LG G8S ThinQ [13]. Although palm vein recognition in this smartphone is slower than traditional authentication methods such as facial or fingerprint recognition, it is an excellent start to relying on veins for biometric recognition.

As a result of the spread of the Coronavirus in the world known as COVID-19, it has become imperative to have biometric systems based on contactless devices. This is what will be introduced in this paper.

The main contributions of our proposed work are stated as follows:

1) A real-time system for dorsal hand vein recognition based on smartphones for collecting and processing data.
2) We used a low-cost contactless hardware device that was introduced in our previous work for veins detection [14] to create a new dataset of dorsal hands.
3) We proposed a novel recognition system that combines the Oriented FAST and Rotated BRIEF (ORB) algorithm with K-Nearest Neighbors (K-NN) for features extraction and matching, which yielded good results.
4) We conducted experiments using our dataset and PUT [15] dataset to evaluate the proposed recognition system efficiency.
5) We used different smartphones in specification to evaluate the proposed system and obtain the computational time efficiency.
6) The results showed the proposed system has a low equal error rate. Also, the proposed system has a low computational time, which makes it suitable for running on smartphones at a high frame rate.

The remaining parts of the paper are stated as follows: Section 2 shows the state-of-art dorsal hand recognition systems. Section 3 describes the proposed system. Discussion of the experimental results and evaluation of the proposed system in section 4. Finally, Section 5 states conclusions and future work.

II. RELATED WORK

In previous works, researchers depended on algorithms with heavy computational time in pre-processing steps or feature extraction and matching processes, whereas they did not provide good results. Also, we notice the lack of biometric systems integrated with mobile phones, whereas we can depend on them in processing, in addition to the capabilities that can be provided, such as ease of portability. Some of the previous work of vein recognition of dorsal hand are discussed here:

The authors introduced a new device to capture dorsal hand veins with good quality [16]. They used 40 infrared LEDs with 940nm of wavelength for illumination. A camera ADMK 22BUC03 was used, which is sensitive to infrared light with 744×480 pixels. For gathering their dataset, the hand must be placed at a fixed position. They captured five images from both hands of 50 persons in two different sessions. A CLAHE technique was used only for pre-processing to enhance image contrast. For feature extraction, they used two local and six global feature extraction techniques. They used cross-correlation to compare features extracted from local techniques and Sparse Representation Classifier (SRC) to compare features extracted from global techniques. After testing the eight techniques, the results stated that the best result among the other techniques was Log-Gabor (LG), with an EER of 7.67%. The main drawback is that Log Gabor’s technique requires a very high computational time and storage space [17].

In [18], the authors presented a recognition system based on a dorsal hand using a smartphone camera. They built a box for infrared illumination and used a special camera sensitive to infrared (mvBlueFox IGC). The database consists of 624 images from 52 persons. Pre-processing started with extracting the Region of Interest (ROI), then two smoothing
filters, median, and Gaussian were used for removing noise, followed by CLAHE for image enhancement. Three techniques: Hessian-Laplace, Harris-Laplace, and Difference of Gaussian (DoG), were used for detecting key points from images. The scale-invariant feature transform (SIFT) was used to compute the descriptor of detected features. To evaluate their system, a smartphone that was not unmodified was used to collect 312 images compared with their database. It was noticed that after the test was done, DoG with SIFT had an EER of 5.6% and false accept rate (FAR) of 61.8%, whereas Hessian-Laplace had an EER of 6.16% FAR of 49.03%, and Harris-Laplace had an EER of 7.73% and FAR of 46.1%. These values are considered to be very high for biometric recognition applications. Also, all techniques used in this work require significant computational time or give a low accuracy rate.

In [20], they presented a near-infrared illumination attached with mobile for hand recognition. A smartphone is called Google Nexus 5 smartphone was used in this study. It is a modified mobile by EigenImaging company specialized in modifying smartphones for near-infrared imaging applications [21]. This modification is a bit costly as it raises the original price of the smartphone to approximately three times. The dataset involved 920 images collected from 31 persons in two sessions. They started their proposed algorithm by extracting ROI with a size of 512×512 pixels, image enhancement with CLAHE, High-Frequency Emphasis Filtering (HEF), and Circular Gabor Filter (CGF). Maximum Curvature (MC), Principal Curvature (PC), Gabor Filter (GF), and SIFT techniques were used to extract features. For the whole dataset, the best result came from MC with an EER of 24.30% over other techniques, which is high. The algorithms proposed in this study have a high complexity time which is not suitable for mobile phones subsequently will affect the frame rates.

In [23], the authors used biometric graph matching (BGM) for the dorsal hand vein recognition system. They used a Complementary Metal Oxide Semiconductor (CMOS) Camera and 6 near-infrared LEDs to collect their dataset. The dataset is called XJTU-A and contains 789 images from 57 persons. A Projection Vein Finder VIVO500S was also used to collect another dataset. The dataset is called XJTU-B 448 images from 56. For pre-processing, they extracted the ROI followed by morphological opening operation. The curvature point algorithm was used for segmentation followed by vein skeleton extraction. To perform matching, they used BGM that consists of three phases: Feature graph registration, Feature graph matching, and Distance measurement. The results showed that the proposed system had an EER of 5.34% for the XJTU-A dataset and 5.46% for the XJTU-B dataset.

Kumar et al. developed a system to identify people through the dorsal hand veins with medical insurance to help them receive treatment in the hospitals affiliated with the insurance without paying [24]. A NIR camera VF620 with a wavelength of 850nm connected to a laptop was used to collect their dataset. They collected 1000 vein patterns from 250 persons. The morphological opening operation was used after extracting ROI to remove dark areas in the image. Then a histogram equalization was done for image enhancement. For the identification process, they used SIFT algorithm. The EER obtained from the testing is about 4.35%. Although the result obtained was good, the SIFT is a patent algorithm and not free also, it is not the best choice for real-time applications as it has large computations and a sluggish running time.

In [26], Garcia and Sanchez proposed a real-time biometric system based on wrist veins for recognition. They used their proposed hardware setup in [27] to collect their dataset called UC3M-CV1 that contains 1200 images collected from 50 persons in two different sessions. They proposed an algorithm called Three-Guideline Software (TGS) to set some instructions for the users to place their hands in specific positions within three lines on the screen for creating the dataset. Pre-processing techniques started with CLAHE then the result was filtered by three smoothing filters: Gaussian, median, and an average of size 11×11. Three algorithms (ORB, Speeded Up Robust Features (SURF), and SIFT) were used for features extraction in identification and verification. Brute Force Matcher (BFM) with simple distance threshold was used for matching features that were extracted from ORB, and Fast Library for Approximate Nearest Neighbor (FLANN) was used with SURF and SIFT. The results stated that the recognition system had an EER of 21.76, 32.29, and 39.94% for the whole dataset using SIFT, SURF, and ORB, respectively. Also, they applied their proposed algorithm to the PUT database [15], which contains 1200 images collected from 50 persons. The results obtained had a high EER value of 34.13% using ORB and a low EER of 15.93% using SIFT.

In [28], the same authors introduced a wrist recognition system based on smartphones. The smartphones used in this study were Pocophone F1© and Mi 8© from Xiaomi. The two smartphones came with built-in infrared LEDs and a near-infrared camera for face recognition. They used the two smartphones to collect 2400 images from 50 persons. They used the same algorithms from their previous work [26]. The results stated that the recognition system had an EER of 18.72, 25.19, and 34.85% for the whole dataset using SIFT, SURF, and ORB, respectively. We can note that the SIFT outperformed the other algorithms but with a high error rate and low frame rate of 3-4 frame per second (Fps) that is not suitable for real-time processing.

In [29], their work was based on Convolution Neural Network (CNN) for dorsal hand recognition system. They have collected 4000 good-quality images from 200 persons, and 2000 low-quality images from 100 persons. Different CNN architectures were used: AlexNet, VGG-16, and VGG-19. The results showed that the system had an EER of 6.502% obtained from low-quality images and 1.006% from good-quality images using VGG Net-19 with fine-tuning. Although
the CNN methods achieved a good result, they take too much time and resources for training and testing processes, affecting the frame rate [30].

In [31], the authors introduced a cross-device to recognize dorsal hand veins using coarse-to-fine matching. They used two different devices to collect 2000 images with a size of 640×480 from 100 persons. Pre-processing steps started with grayscale conversion followed by segmentation. The segmentation threshold value depends on the gradient of the image and the mean value of a window of N×N. The SIFT algorithm is applied to extract features from the collected images and Distinctive Efficient Robust Features (DERF) to compute keypoint descriptors. The system had an EER of 3.20%. Although the result was good, the algorithms used in pre-processing and feature extraction and matching require high computational time [25].

III. PROPOSED WORK

As shown in Fig. 1, the proposed system for the recognition process consists of two main phases: The Database construction and identification or verification phase. The database construction phase starts with capturing images from users, and these images are processed with some pre-processing methods: Grayscale conversion, Removing noise, and Sharpening. Then, the features are extracted from images using the ORB algorithm and sent to the database to be stored for comparison in the identification or verification phase. In identification, it starts with capturing a new frame from the camera. The same pre-processing methods are done on the new frame then the features are extracted. The next step will be matching the feature extracted from the new frame and the whole features stored in the database using K-NN matching to identify the user by his name and which hand is scanned. The same processes in the identification phase are done in the verification phase, except it starts with asking for the user’s id. The extracted features are compared with the user's features stored in the database only. All processes in the identification or verification phase are processed in real-time on an Android smartphone.

A. HARDWARE SETUP

Contactless hardware is used to capture images for the proposed system and was implemented and tested in our previous work [14]. The hardware contains three main components: USB-Camera, Infrared LEDs, and a smartphone mobile. The USB-Camera has a resolution of 640×480 pixels and was modified to be sensitive to infrared light by removing the infrared cut-off filter with another one that only wavelengths above 700nm can pass see Fig. 2(a). For illumination, 20 infrared LEDs are mounted on a test board and connected to a power supply see Fig. 2(b). The dorsal hand is illuminated with infrared LEDs then the camera starts capturing frames and sends them to the smartphone mobile see Fig. 2(d) via On-The-Go cable (OTG) for further processing.
B. DATASET COLLECTION

This hardware configuration is used to collect the dataset. It consists of 2200 dorsal hand images captured from both hands of 100 persons: 47 males and 53 females. The user places his hand in front of the USB-Camera at 10-13 cm away. The dorsal hand is illuminated with infrared LEDs then the camera starts capturing images (11 samples from each hand) and sends them to the smartphone mobile via On-The-Go cable (OTG) for processing. The captured images are resized to 320×240 and stored in .png format to retain the quality of the images. Pre-processing steps are performed to enhance the collected images. The ORB algorithm is applied to detect keypoints and compute descriptors of the images to be stored in the database. The dataset was collected indoors and under ambient light. Fig. 3(a) shows samples of the left dorsal hand, and Fig. 3(b) shows samples of the right dorsal hand of the same users.

C. PRE-PROCESSING STEPS

The main goal of pre-processing steps is to improve and enhance the quality of the image for more processing. The pre-processing methods used in this work have a low computational time to increase processing efficiency in real-time. The dorsal hand is illuminated with infrared radiation and the camera starts to capture frames of the dorsal hand then sends them to the smartphone for processing. The pre-processing steps start with grayscale conversion, as shown in Figure 4(a), shows the conversion result from RGB format to grayscale. CLAHE method is used to enhance image contrast as it outperforms the traditional Global Histogram Equalization (GHE) method that will not give good results because of the difference in illumination in the captured frames, which will affect the next pre-processing steps. CALHE counts on regional contrast and produces a good result especially, in biometric imaging systems [32], [33] see Figure 4(b). A smoothing filter called a median filter is used to smooth images and reduce noises produced from the CLAHE method. The median filter is the best way to eliminate salt and pepper noise and retain the edges of images [34]. Fig. 4(c) shows the result of smoothing the image. For further enhancement, the image is sharpened by the unsharp masking technique. Unsharp masking is a simple filter used for sharpening images. It can be done through two steps: first, blurring the original image, then second, subtracting the blurred image from the original image to detect and present edges using the following Equation (1).

\[ g(x,y) = (k + 1) \times f(x,y) - k \times f_{\text{smooth}}(x,y) \]  

Where:

- \( g(x,y) \) is the output image,
- \( k \) is constant of scaling,
- \( f(x,y) \) is the original image,
- \( f_{\text{smooth}}(x,y) \) is the blurred image.

D. ORB FEATURES EXTRACTION AND MATCHING

An ORB algorithm is used to extract features from the images developed in 2011 [35]. The reasons behind using this algorithm: rotation and scale invariance, impervious to noise, highly effective results, free to use, low memory usage. Also, its computational cost is very low, making it suitable for mobile to process in real-time [36]. ORB mainly consists of two main phases:

- Detecting keypoints using the FAST algorithm.
- Computing descriptors using the BRIEF descriptor.
1) FAST ALGORITHM
The detection process starts using the FAST, a Features from Accelerated Segment Test algorithm for detecting key points [37]. The FAST algorithm depends on finding a pixel with a significant difference in brightness with its neighborhood pixels to be a corner point. Then it can be considered a key point. Harris corner [38] is then applied to calculate the Harris scores on every corner point extracted from FAST based on the intensity difference around that corner point. These scores are sorted to select the top corner points. Because FAST does not have multi-scale features, a multi-scale pyramid of the image adds scale invariance to the detected points. Also, FAST does not have an orientation component so, the intensity weighted centroid [39] is computed to add direction to the detected points. After applying the FAST algorithm, Fig. 5 shows the extracted key points (50 keypoints as an example).

![FIGURE 5. keypoints extracted from the right hand of user18 using ORB]

2) BRIEF DESCRIPTOR
After detecting the key points using the FAST algorithm, the BRIEF descriptor is used for computing and generating descriptors of detected keypoints [40]. BRIEF (Binary Robust Independent Elementary Features) is a binary string vector that contains only 0's and 1's. First, a Gaussian kernel is used for smoothing the image to make BRIEF resistant to noise. The binary descriptor vector is created by comparing random pixels obtained from a $31 \times 31$ patch around the detected keypoint. If the intensity value at point $y$ is greater than at point $x$, it sets the value to 1; otherwise, the value is 0, as shown in Equation (2). Because the BRIFE descriptor lacks rotation invariance, the ORB uses the steer BRIFE to compute the direction of detected keypoints added to the descriptor vector [35].

$$\tau(p; x, y) = \begin{cases} 1, & p(x) < p(y) \\ 0, & \text{otherwise} \end{cases}$$  \hfill (2)

where:
- $\tau$ is the binary test between point $x$ and point $y$.
- $p(x), p(y)$ the intensity value at point $x$ and $y$.

All these steps of detecting key points and computing descriptors of these points to generate the descriptor vector of each point are performed on the dataset. Then, the descriptor vector is saved to the database to be used later in the matching process.

3) FEATURE MATCHING
In the matching process, the primary purpose is to find similarities between two images. After implementing the ORB algorithm to obtain the binary descriptor from the query image captured from the user, the binary descriptors already exist in the database. BFM with K-NN is used to classify key points produced by ORB. It provides good results with less computational time [41]. The distance between descriptors is measured using Hamming distance. K-NN is used to find the two best matches with the smallest distance for each key point in the query image then Lowe's ratio [42] is applied to obtain the good matches. The match point is accepted if the distance ratio between the two nearest neighbors is less than a predefined threshold or rejected if the distance ratio is more significant than the predefined threshold, as shown in Equation (3):

$$match = \begin{cases} \text{good match,} & d_1 < R \\ \text{incorrect match,} & d_2 > R \end{cases}$$  \hfill (3)

Where:
- $match$ is the feature comparison function between two descriptors,
- $d_1$ the distance between a descriptor and first nearest neighbor,
- $d_2$ the distance between a descriptor and second nearest neighbor
- $R$ the Lowe's ratio

After matching the test image with all descriptors in the database and obtaining suitable matches for each descriptor, the max number of suitable matches will specify which person matched with the test image. Fig. 6(a) shows suitable matches obtained from matching two different samples of the right hand of user18 also Fig. 6(b) shows the suitable matches between left and right of the same user.

![FIGURE 6. Results of suitable matches of user18: (a) two samples from the right hand. (b) two samples from left and right hand.]
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IV. RESULTS AND DISCUSSION

Some tests were conducted to evaluate the proposed recognition system and its computational-time efficiency. Firstly, our database is used for the evaluation of system recognition performance. Secondly, the PUT database [15] is used to evaluate the proposed system. Finally, we tested the proposed system on different smartphones to obtain time efficiency. In this section, reports and experimental results will be discussed.

A) RECOGNITION PERFORMANCE

False Accept Rate (FAR) and False Reject Rate (FRR) were calculated to determine system performance. FAR where imposter users are accepted wrongly, and it is calculated using Equation (4). FRR where genuine users are rejected wrongly, and it is calculated using Equation (5). The dataset with 2200 images had 2000 (100 persons × 2 dorsal hands × 10 samples) genuine scores and 398000 (100 persons × 2 dorsal hands × 199 patterns × 10 samples) impostor scores.

\[
FAR = \frac{\text{False Accepted}}{\text{total impostor score}}
\]  
\[\text{(4)}\]

\[
FRR = \frac{\text{False Rejected}}{\text{total genuine score}}
\]  
\[\text{(5)}\]

The equal error rate is calculated to measure the performance of the proposed system using FAR and FRR. The EER is where FRR and FAR intersect in the Detection Error Trade-off Curve (DET). Fig. 6 plots the FRR in the orange line and FAR in the blue line according to the threshold values. The EER value obtained according to Fig. 7 was 4.33%.

Fig. 8 presents the Receiver Operating Curve (ROC), it is plotting False Positive Rate (FPR) calculated using Equation (6), and True Positive Rate (TPR) calculated using Equation (7) to measure classification performance. The area under the ROC curve (AUROC) was 0.99. The higher is the AUROC, the better the performance.

\[
FPR = \frac{\text{False Positive}}{\text{True Negative+False Positive}}
\]  
\[\text{(6)}\]

\[
TPR = \frac{\text{True Positive}}{\text{True Positive+False Negative}}
\]  
\[\text{(7)}\]

Table 1 shows a comparison between the proposed system and other previous systems in terms of the methodology used, the number of images in the dataset, and EER values. The systems that work in real-time were [26] and [28], while the other systems work offline.

We can note from the table that all systems almost used the same methods in pre-processing with some differences, while in features extraction, different methods were used. As in [16], eight methods were used to extract the features and a sparse representation classifier was also used for the classification process, but the method that gave better results was LG, with an EER value of 7.67%. In [18] three methods were used to detect keypoints with Sift for extracting keypoints descriptors, and the best result was DoG with SIFT with an EER value of 5.19%. Also, in [20], more than one method was used in feature extraction, but the method with good results was MC with an EER value of 24.30%. In [23], BGM was used for feature extraction and matching. The EER value obtained was 5.34% for the XJTU-A dataset and 5.46% for the XJTU-B dataset. In [24], some morphological operations were used for image enhancement and SIFT for features extractions producing an EER value of 4.35%. In [26] and [28], three methods: SIFT, SURF, and ORB were used for feature extraction while the EER value obtained from using ORB was too high in [26] was 39.94% and in [28] was 34.85%. In [29], VGG-19 was used with fine-tuned while the result obtained for good-quality images was 1.006% of EER, while for low-quality images was 6.502%. In [31], they used SIFT and DERF for feature extraction and description. The value of EER obtained was 3.20%.

Also, we can see from the table that the proposed system has a promising performance with an EER value of 4.33%. The good results are obtained from pre-processing methods that delivered better-enhanced images and the use of ORB for features extraction with K-NN in the matching process.
TABLE 1. Comparative Results between the proposed system and previous systems

| Study                     | Year | Methodology                                      | Dataset images | EER % |
|---------------------------|------|-------------------------------------------------|----------------|-------|
| Raghavendra et al. [16]   | 2015 | CLAHE + Log-Gabor (LG) - SRC                    | 1000           | 7.67  |
| Patil et al. [18]         | 2016 | CLAHE + DoG with SIFT                           | 936            | 5.60  |
| Debiasi et al. [20]       | 2018 | CLAHE + (HFE) + (CGF) + (MC) + (PC) + (GF) +(SIFT) | 920            | 24.3  |
| Zhong et al. [23]         | 2019 | Segmentation + vein skeleton extraction + BGM   | 789            | 5.34  |
| Kumar et al. [24]         | 2019 | morphological operation + SIFT                  | 1000           | 4.35  |
| Garcia and Sanchez [26]   | 2020 | CLAHE + Median + Gaussian + average smooth filter + ORB | 1200           | 39.94 |
| Garcia and Sanchez [28]   | 2020 | CLAHE + Median + Gaussian + average smooth filter + ORB | 2400           | 34.85 |
| Kumar et al. [29]         | 2021 | VGG-19 with fine tuned                          | 2000           | 6.502 |
| Wang et al. [31]          | 2021 | SIFT + DERF + Coarse-to-fine matching           | 2000           | 3.20  |
| Proposed System           | 2021 | CLAHE + median filter + Unsharp Mask + ORB      | 2200           | 4.33  |

B) THE PROPOSED SYSTEM PERFORMANCE
We used a benchmark dataset (PUT) to test the proposed system efficiency in the recognition process. The PUT is a public dataset for wrist veins that contains 1200 images collected from 50 persons: 4 samples for each hand in 3 sessions. The dataset has a genuine score of 1100 (50 persons × 2 wrist hands × 11 samples) and an impostor score of 108900 (50 persons × 2 dorsal hands × 99 patterns × 11 samples). The terms FAR and FRR were calculated and plotted in Fig. 9. The EER obtained from testing the proposed system on PUT was 8.50%.

![PUT database](image)

FIGURE 9. Result of the testing proposed system on PUT

Table 2 illustrates that our proposed system outperforms the proposed system in [59] that was also tested on the PUT dataset, and the value of EER obtained was 34.13%. The result obtained in [59] due to more than one smoothing filter was applied: median, Gaussian, and average filters, which suppressed the image details which affected the feature extraction and matching process. Also, using BFM in feature matching with simple distance threshold whereas we use BFM with K-NN in matching that delivers better results in the matching process.

| System           | Database | Method                                      | EER % |
|------------------|----------|---------------------------------------------|-------|
| Garcia and Sanchez [26] | PUT     | CLAHE + Median + Gaussian + average smooth filter + ORB + BFM | 34.13 |
| Proposed System  | PUT      | CLAHE + median filter + Unsharp Mask + ORB + BFM with K-NN | 8.50  |

C) THE PROPOSED SYSTEM COMPUTATIONAL TIME
This work is based on smartphones due to the rapid growth in their specifications and computing capabilities, making them a good choice for processing many data and the ease of mobility and portability of these devices.

We developed a mobile application to implement the proposed system and measure its efficiency of real-time processing. We implement the proposed system with OpenCV library: a library used for computer vision solutions. Fig. 10 shows screenshots of the mobile application screens. The start screen in Fig. 10(a) contains two options: verification and user identification. The user can choose the verification option for the verification process by pressing the verification icon, and he will move to Fig. 10(b).
FIGURE 10. Mobile Application: a) start screen. b) verification screen. c) screenshot from real-time identification process. d) screenshot from the real-time verification process.

In Fig. 10(b), the user can enter his id and press verify button to move to Fig. 10(d), where the user places his hand in front of the USB-Camera, the hand is illuminated with infrared lights. The camera starts to capture frames, and the pre-processing is done, then features are extracted from the hand, and it matched with the features of the user stored in the database to be verified. A message will appear to the user whether the verification process has been successful or not. For the identification process, the user can choose the identification option from Fig. 10(a) by pressing the identification icon, and he will move to Fig. 10(c). The same processes are done in the identification option. The features extracted from the user in the identification option are compared against all features stored in the database. If the Identification process succeeds, a message will appear to the user with the user’s name and hand.

The mobile application has been tested on more than one smartphone with different specifications to obtain the efficiency of the proposed system. Table 3 illustrates the list of mid-range smartphones: Samsung A20 [43], Realme 5 pro [44], and Poco X3 pro [45] used in the test, with reasonable prices and good specifications. We can conclude from the table that the smartphones differ in terms of CPU, RAM, Storage, and the android version.

The proposed system is evaluated in terms of computational time. We calculate each operation separately on the smartphones mentioned in Table 2. Table 4 shows the results obtained from comparing two samples from our dataset after applying the proposed system. The table shows that the proposed system is characterized by a low computational time while comparing it with work in [28]. They used two smartphones with the exact specifications Xiaomi© Pocophone F1 and Xiaomi© Mi 8 (CPU Octa-Core 2.8 GHz, RAM 6GB, and 64 GB of storage). The total time obtained from applying their proposed system (CLAHE, median, Gaussian, average filter, and ORB) for Pocophone F1 was (52 ms) and for Mi 8 was (46 ms).

The frame rate per second of the proposed system is shown in Table 5. The table shows the proposed system has a high frame rate for the real-time process that outperforms the proposed algorithm in [28]. They achieved 13-15 Fps in the verification phase and 11 Fps in the identification phase using the ORB algorithms on Pocophone F1 and Mi 8 from Xiaomi. We achieved 27 Fps in the verification phase and 12 Fps in the identification phase. The verification process has a high frame rate because the matching is done 1:1. The matching is done between a user against all users stored in the database in the identification process.

| Specifications | Samsung A20 | Realme 5 pro | Poco X3 pro |
|----------------|-------------|--------------|-------------|
| CPU            | Samsung Exynos (octa-cores 1.56 GHz) | Qualcomm Snapdragon 712 (Octa-cores 2.30 GHz) | Qualcomm Snapdragon 860 (Octa-cores 2.96 GHz) |
| GPU            | Mali-G71 MP2 | Adreno 616  | Adreno 618  |
| RAM            | 3 GB        | 8 GB         | 6 GB         |
| Storage        | 32 GB       | 128 GB       | 128 GB       |
| Software       | Android 9   | Android 10   | Android 11   |

| Proposed algorithm | Samsung A20 (ms) | Realme 5 Pro (ms) | Poco X3 Pro (ms) |
|--------------------|------------------|-------------------|------------------|
| Pre-processing     | 21               | 14                | 9                |
| Feature Extraction | 17               | 8                 | 7                |
| Feature matching   | 4                | 3                 | 1                |
| Total              | 42               | 25                | 17               |

The frame rate per second of the proposed system is shown in Table 5. The table shows the proposed system has a high frame rate for the real-time process that outperforms the proposed algorithm in [28]. They achieved 13-15 Fps in the verification phase and 11 Fps in the identification phase using the ORB algorithms on Pocophone F1 and Mi 8 from Xiaomi. We achieved 27 Fps in the verification phase and 12 Fps in the identification phase. The verification process has a high frame rate because the matching is done 1:1. The matching is done between a user against all users stored in the database in the identification process.
TABLE 5. Frame Rate of verification and Identification process (Fps)

|          | Samsung A20 | Realme 5 pro | Poco X3 pro |
|----------|-------------|--------------|-------------|
| Verification | 22          | 27           | 29          |
| Identification | 8           | 12           | 22          |

V. CONCLUSION
In this paper, we proposed a system that works in real-time for biometric recognition of the dorsal hand veins based on a smartphone, which can be used in online payments or smartphone unlocking to increase security. We use contactless hardware that consists of a USB-Camera, infrared LEDs, and a smartphone to collect the dataset. We used this hardware to collect 2200 images of both hands from 100 people. We proposed a system for the biometric recognition process that consists of three main parts: Pre-processing, Feature extraction, and Feature matching. In the pre-processing, a CLAHE, median filter, and the unsharp mask are used to reveal the details of the image, especially the veins. ORB algorithm is used to detect and extract the features from images to store them in the database. BFM with K-NN is used for the matching process. The proposed system was tested and evaluated using the collected dataset to determine the efficiency of the system. The EER value obtained from the results is 4.33%. Also, we test the proposed system on the PUT dataset, and the obtained EER value was 8.50%. On the other hand, the Android application was developed and tested on more than one smartphone to determine the computational time efficiency. The results showed that the proposed system is suitable for working in real-time at a frame rate of 29 Fps. These promising results indicate that we can depend on vein recognition to identify people also, we can integrate it with smartphones to replace traditional methods as vein patterns cannot be forged.

We will increase our dataset and use deep learning techniques to increase recognition efficiency in future work.
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