Nonlinear Time-Varying Turbulence Signal Processing and Simulation Under Curvilinear Coordinate System
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Abstract: In order to analyse the nature of the turbulence, the curvilinear coordinate system is established according to the relations of cartesian coordinate system. Aiming at this turbulence mechanism, the turbulence boundary equations were established, then all grid points of the coordinates can be got by the established equations. The dangerous degree measure (risk factor) was put forward. The mathematical model of risk factor was established as to quantitatively describe the danger level of turbulence. A turbulence signal processing algorithm is proposed combined with the Doppler effect and the computing grid. The simulation results show that the curvilinear coordinate system and three-dimensional turbulence field can reflect the characteristics of turbulence, and risk factor can reflect the danger level of turbulence, the proposed turbulence signal processing algorithm can detect and forecast the turbulence effectively.
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1. Introduction

Turbulence has been recognized as a cause of aircraft crashes for some time.

Turbulence refers to the wind speed fluctuations in a short period time. Evoked a lot of In order to understand the nature of the proposed turbulence model, a description of microbursts is necessary. The necessary description and the characteristics of the JAWS (Jamming and Warning System) data sets are included in this paper.

These descriptions contain a discussion of some turbulence models. In anticipation of the need for adding turbulence to the JAWS data for the purpose of flight simulation, relevant aspects of turbulence theory are presented [1, 2, 3, 4]. The rule of turbulence motion is irregularity and instability. As for the weather radar, turbulence is the meteorological goal of large particles which speed suddenly change greatly.

The wind loading of a tracking radar antenna, for example, results from a meanvelocity component that varies with time plus superimposed random gusts. In the turbulence region, because of the great variation of river air velocity along the direction of change is quite sharp. Cases like this not only create dangers for the airplane but in danger of life [5, 6, 7].

The classic turbulence models of Von Karman and Dryden has been attracting the people’s attention. But these models do not consider the influence of asymmetric wind field. Kolmogorov and other people have realized the no characteristic scales of turbulence [8, 9, 10]. They think that the number of Reynold is large, turbulence is made up of all kinds of different scales of vortex. Maelstrom is produced by boundary condition and instability. Maelstrom is broken into smaller spiral by inertia and energy delivery. The difficulty of turbulence research is that it contains large and small scales of turbulence vortex.

Due to the scale self-similarity of the wavelet transform. Bezerra and Ashrafian used the method of wavelet transform to study the turbulence, its main idea is to use of the domain is transform the space domain into $k$ domain by using Fourier transform. Looking for $k$ value when the signal is the strongest, and to determine the main ingredients or cycle of the signal. So, they can decide the signal is strong or not, or in which scale the signal is the strongest [11, 12]. This approach does not play the advantages of wavelet transform. Because the wavelet transform is related to the time factor, but Fourier transform doesn't have the time factor.
Turbulence is a highly complicated nonlinear dissipative system. The MLSD (Maximum-likelihood Sequence Detection) is realized in lognormal statistical model of the atmospheric turbulence by Susumu G and Philippe R [13, 14]. But MLSD cannot track the time change of the multiplicative noise statistics. The influences of turbulence detection is researched with PPP (pulse pair processing) algorithm by Y. Li and V. Raj Mohan [15, 16]. References [17, 18, 19, 20] researched the autocorrelation characteristics of the Von Karman model, but they have not considered the effect of turbulence scale factors. References [21, 22, 23] mainly studied the numerical simulation of atmospheric turbulence, Gaussian noise sequence is dealt by adopting a double random exchange of minimization method. The method will vastly improve the degree of bleaching, but there is no discussion the wind speed estimation of turbulence flow field. Those studies have been important for turbulence detecting, and in particular their the frequency spectrum analysis of turbulence [24, 25].

Depending upon the root mean square of turbulence Doppler velocity $\sigma_v$, turbulence level classification can be defined in Table 1.

### Table 1. Turbulence level classification.

| turbulence intensity | negligible | slight | moderate | strong |
|----------------------|------------|--------|----------|--------|
| $\sigma_v$ (m/s)     | 0-1.5      | 1.5-3  | 3-4.5    | >4.5   |

The sketch of turbulence observation under airborne weather radar is shown in Figure 1.

![Figure 1. The sketch of turbulence observation.](image1.png)

In Figure 1. The plane fly at a constant velocity $V$ along X axis. The antenna angle of view is $\alpha$, from the scatterer S return of the received signal The Doppler frequency shift of the received signal from the scatterer S is described by

$$ f(\alpha) = \frac{2V}{\lambda} \cos \alpha \quad (1) $$

Where $\lambda$ is the wavelength of airborne weather radar. $\alpha$ is the azimuth of Scatterer S.

### 2. Curvilinear Coordinate System

For convenience, cartesian coordinate system $x-y-z$ is written as $x^1, x^2, x^3$, and cylindrical coordinate system $r-\varphi-z$ is written as $x^1, x^2, x^3$. The mutual conversion relationship of the two coordinate systems can be expressed as

$$ x^1 = \sqrt{(y^1)^2 + (y^3)^2} = x^1(y^1, y^3) $$
$$ x^2 = \arctan \left( \frac{y^3}{y^1} \right) x^2(y^1, y^3) $$
$$ x^3 = y^3 = x^3(y^3) $$

(2)

$$ y^1 = x^1 \cos \alpha = y^1(x^1, x^3) $$
$$ y^2 = x^1 \sin \alpha = y^2(x^1, x^3) $$
$$ y^3 = x^3 = y^3(x^3) $$

(3)

It can be seen that the relations between the two set of functions is single-valued continuous function. The two Jacobian determinant of coordinate transformation are not zero, in addition to the $(0,0,0)$ coordinate. In a certain space area, Jacobian determinat can be described by

$$ J' = \frac{\partial (x', y', z')}{\partial (y', y'', z'')} \neq 0; J'' = \frac{\partial (y', y'', z'')}{\partial (x', x'', z'')} \neq 0 \quad (4) $$

In the region D, there is one-to-one correspondence between a dot $P$ and an array $(x', x'', x'^1)$. Take $x', x'', x'^1$ as the coordinate of the dot $P$. So, a curvilinear coordinate system is established [26, 27, 28], which is shown in Figure 2.

![Figure 2. Curvilinear coordinate system in region D.](image2.png)

### 3. The Generation of Turbulence Calculation Grid

Now make $dm$ represents the quality of the fluid micelle, $\rho$ shows the average density of the fluid micelle, $d\tau$ expresses the volume of the fluid micelle. $V$ is absolute velocity.

Based on the mass conservation law, the energy conservation law and the definition of divergence. When the velocity field is continuously and differentiable, we have

$$ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho V) = 0 \quad (5) $$

The motion equations of fluid micelle is described by
In the above formulas, \( F \) is the mass force of the unit mass fluid and inertial force. \( \Pi \) expresses the stress tensor. \( \tau \) denotes the viscous force. \( \mu \) is a proportionality constant associated with the viscosity of fluid. \( I \) is a unit vector.

Under the \( \xi, \eta, \zeta \) curve coordinate system, a two-dimensional curve coordinate system can be derived according to the fluid mechanics in combination with Lame coefficient.

\[
\begin{align*}
\xi &= \xi(x, y) \\
\eta &= \eta(x, y)
\end{align*}
\]

A set of equations can be worked out of meeting with some formulas and other boundary conditions.

\[
\begin{align*}
x &= x(\xi, \eta) \\
y &= y(\xi, \eta)
\end{align*}
\]

The coordinates of all grid points \((x, y)\) can be attained associated with \( \xi, \eta = 1, 2, 3, \ldots \). Then connect these grid points by the smooth curve, the grid lines of curve coordinate can be got by connecting these grid points with the smooth curve.

4. **Turbulence Signal Processing and Detecting**

4.1. **The Risk Factor Model**

To conduct quantitative analysis on the risk of turbulence, a risk factor \( F \) for danger judgment is proposed. According to the theorem of quality continuity, a risk factor \( F \) can be defined when the vertical wind speed is proportional to the horizontal divergence in the given the height.

\[
F = \frac{v_g}{g} \frac{\partial v_z}{\partial x} - h \cdot \frac{v_z}{v_g} \cdot \frac{R}{\partial v_x} \frac{R}{\partial x}
\]

In the above formula, \( v_g \) is the ground speed of aircraft. \( g = 9.8m/s^2 \). \( W_z \) expresses the horizontal wind velocity. \( \frac{\partial v_z}{\partial x} \) is the rate of change of horizontal wind velocity. \( h \) denotes the height of aircraft. \( R \) is the distance from the airplane to the center of the micro air flow. The positive value of risk factor expresses the descended performance of airplane. The negative value of risk factor denotes the increased performance of airplane.

4.2. **Three-Dimensional Turbulence Field**

In order to meet the demands of numerical simulation. The turbulence field in the space is divided into \( M_1 \times M_2 \times M_3 \) grid points. The Three-dimensional turbulence field is shown in Figure 3.

![Figure 3. Three-dimensional turbulence field.](image)

According to the nature of FFT transform, the two relations between the space sampling rate of time domain and the sampling rate of frequency domain can be described by

\[
\begin{align*}
\Delta v_i &= \frac{v_i}{M_i}, & i = 1, 2, 3 \\
\Delta r_i &= \frac{1}{v_i}, & i = 1, 2, 3
\end{align*}
\]

In the above formulas, \( v_i \) is the sampling rate of time domain in the direction \( r_i \). \( M_i \) is the number of grid points in the direction \( r_i \). \( \Delta v_i \) is the grid spacings of frequency domain in the direction \( r_i \). \( \Delta r_i \) is the grid spacings of time domain in the direction \( r_i \).

![Figure 4. The generation of turbulence field.](image)

In Figure 4, \( n_i(r_1, r_2, r_3) \) is the three road of Gaussian white noise sequence, \( i = 1, 2, 3 \). \( H(v_1, v_2, v_3) \) denotes the three dimensional formed filter function. IDFT expresses the inverse transform of three dimensional discrete Fourier. \( w_i(r_1, r_2, r_3) \) shows the isotropic turbulence.

4.3. **Turbulence Signal Processing**

The three dimensional discrete Fourier transform and its inverse transform can be expressed as
\[
X_{k_1,k_2,k_3} = \sum_{n_1=0}^{M_1-1} \sum_{n_2=0}^{M_2-1} \sum_{n_3=0}^{M_3-1} x_{n_1,n_2,n_3}
\]
\[
\cdot e^{-j2\pi(n_1k_1/M_1 + n_2k_2/M_2 + n_3k_3/M_3)}
\] (14)

\[
X_{n_1,n_2,n_3} = \frac{1}{M_1M_2M_3} \sum_{k_1=0}^{M_1-1} \sum_{k_2=0}^{M_2-1} \sum_{k_3=0}^{M_3-1} X_{k_1,k_2,k_3}
\]
\[
\cdot e^{j2\pi(n_1k_1/M_1 + n_2k_2/M_2 + n_3k_3/M_3)}
\] (15)

In the above formulas, \( n_i = 0,1,\ldots,M_i - 1 \); \( k_i = 0,1,\ldots,M_i - 1 \). \( n_{i_1,n_2,n_3} \) is the numerical sequence of time domain of three dimensional Fourier transformation. \( X_{k_1,k_2,k_3} \) is the numerical sequence of frequency domain of three dimensional Fourier transformation.

The time domain noise variance of the three dimensional zero mean is \( \sigma^2_{n_i} \). So the frequency domain noise variance of the three dimensional zero mean can be described by

\[
\sigma^2_{X_{n_i}} = E[X_{n_{i_1,n_2,n_3}} \cdot X_{n_{i_1,n_2,n_3}}^\ast] = M_1M_2M_3\sigma^2_n (\Delta v_1\Delta v_2\Delta v_3)^2
\]
\[
= M_1M_2M_3\sigma^2_n (v_1v_2v_3)^2
\] (16)

The following formulas can be got by the FFT of three-dimensional symmetrical characteristic.

\[
X(M_1-k_1,0,0) = X^\ast(k_1,0,0)
\] (17)

\[
\text{Im}[X(M_1/2,0,0)] = 0
\] (18)

\[
X(M_1-k_1,M_2-k_2,M_3-k_3) = X^\ast(k_1,k_2,k_3)
\] (19)

\[
\text{Im}[X(M_1/2,M_2/2,M_3/2)] = 0
\] (20)

In turbulence wind field, the echo signal sampling sequence \( C(n) \) of a certain range bin can be described by

\[
C(n) = A(n) + jB(n)
\] (21)

\( A(n) \) and \( B(n) \) represent the in-phase and quadrature components of pulse sampling signal, respectively.

The power spectrum of echo signal can be got

\[
P(f_i) = \left| \sum_{n=0}^{N-1} M(n) \exp(-j2\pi Nh_i/N) \right|^2
\]
\[
f_i = \frac{i}{NT_s}, i = 0,1,\ldots,N-1
\] (22)

In the above formula, \( N \) is the length of sampling sequence. \( T_s \) denotes the sampling interval of echo signal. \( M(n) \) expresses the amplitude.

The average Doppler speed \( V_{ave} \) and spectrum width \( W_{spe} \) of echo signal can be described by

\[
V_{ave} = \frac{\sum_{i=0}^{N-1} f_iP(f_i)}{\sum_{i=0}^{N-1} P(f_i)}
\] (23)

\[
W_{spe} = \frac{\sum_{i=0}^{N-1} (f_i - V_{ave})^2 P(f_i)}{\sum_{i=0}^{N-1} P(f_i)}
\] (24)

The echo signal of turbulence processing is shown in Figure 5.

![Figure 5. The echo signal of turbulence processing flow chart.](image)

5. Simulation Results Analysis

The echo signal of three-dimensional power spectrum Doppler velocity of turbulence echo signal is shown in Figure 6. It can be seen that the proposed algorithm can estimate the wind speed distribution of the turbulence wind field effectively.
In order to verify the validity of the algorithm, we compare the real wind velocity and the proposed algorithm. As can be seen from the Figure 7, the wind speed can be accurately estimated by the proposed algorithm.

When the turbulence signal is processed by airborne weather radar, firstly estimate the spectrum width of echo signal in wind filed with different range bins, in order to determine whether the target echo is turbulence or not. Figure 8 and Figure 9 are the risk factor analysis of turbulence in different range bins.

As can be seen from Figure 8 and Figure 9, the risk factor is different in different range bins, the risk factor reaches the maximum between the 20th range bin and the 25th range bin. The performance of no ground clutter is better than the situation of have ground clutter through the Figure 8 and Figure 9.

The diagram in Figure 10 shows the three dimensional risk factor in different scanning lines. The Figure11 expresses the risk factor in different range bin. According to risk factor definition, the threshold value of risk factor can be set to 0.2. It is dangerous in some areas as can be seen from Figure 11.
6. Conclusions

In this paper, a curvilinear coordinate system is established in this paper. The mathematical model of turbulence calculation grid is set up combined with the continuous equation and motion equation of turbulence. The grid computing model is good for subdivision turbulence field. The grid could enable detailed simulations of turbulence. In order to be able to quantitative analysis the harm of turbulence, the risk factor of turbulence is set up which reflects hazard of turbulence. A turbulence signal algorithm is proposed combined with Doppler effect. This algorithm can reflect the characteristics of turbulence and can carry on the detection and prediction of turbulence.

This turbulence signal processing model and mathematical model of risk factor can be used as the reference model of microburst wind shears. Considering the nonlinear of turbulence, the space-time adaptive processing and deconvolution method can be used for turbulence research and other characteristics.
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