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Abstract

Fog computing aims to provide the solution of bandwidth, network latency and energy consumption problems of cloud computing. Likewise, management of data generated by healthcare IoT devices is one of the significant applications of fog computing. Huge amount of data is being generated by healthcare IoT devices and such types of data is required to be managed efficiently, with low latency, without failure, and with minimum energy consumption and low cost. Failures of task or node can cause more latency, maximum energy consumption and high cost. Thus, a failure free, cost efficient, and energy aware management and scheduling scheme for data generated by healthcare IoT devices not only improves the performance of the system but also saves the precious lives of patients because of due to minimum latency and provision of fault tolerance. Therefore, to address all such challenges with regard to data management and fault tolerance, we have presented a Fault Tolerant Data management (FTDM) scheme for healthcare IoT in fog computing. In FTDM, the data generated by healthcare IoT devices is efficiently organized and managed through well-defined components and steps. A two way fault-tolerant mechanism i.e., task-based fault-tolerance and node-based fault-tolerance, is provided in FTDM through which failure of tasks and nodes are managed. The paper considers energy consumption, execution cost, network usage, latency, and execution time as performance evaluation parameters. The simulation results show significantly improvements which are performed using iFogSim. Further, the simulation results show that the proposed FTDM strategy reduces energy consumption 3.97%, execution cost 5.09%, network usage 25.88%, latency 44.15% and execution time 48.89% as compared with existing Greedy Knapsack Scheduling (GKS) strategy. Moreover, it is worthwhile to mention that sometimes the patients are required to be treated remotely due to non-availability of facilities or due to some infectious diseases such as COVID-19. Thus, in such circumstances, the proposed strategy is significantly efficient.
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1. Introduction

Internet of Things (IoT) is an emerging environment in which all the surrounding smart devices/things are connected and communicate to each other via the internet. Most of the physical devices such as; intelligent ovens, smart healthcare devices, smart home appliances, smart watch, smart kegs, and drones are connected through the internet. These IoT devices produce huge amounts of data, which is being generated in each and every instance of seconds [1]. By 2020, CISCO expects 50 billion connected IoT devices with almost 7 IoT devices per person [2]. One of the prominent uses of IoT devices is in healthcare because IoT devices are useful to manage both patients and diseases. Better management is also required because of limited number of medical staff and facilities [3]. However, with the connection of devices at such a large scales, the overhead cost of communication will increase. The traditional clouds, due to increase of workload, are suffering from bandwidth, energy consumption, robustness, delay and latency challenges [4-6]. In order to overcome these challenges, a new emerging paradigm ‘fog computing’ has been introduced which aims to improve bandwidth, delay, and latency problems of cloud effectively and efficiently [7-10]. However, fog computing being a new computing paradigm to organize connections between devices also suffers from efficiency issues because of large number of connections. Therefore, this research proposes systematically approach to make fog computing more efficient and tolerant in respect of data management for healthcare IoT in fog computing and provision of two level fault tolerance at tasks and devices/nodes level. A novel scheme for Fault Tolerant Data management (FTDM) for healthcare IoT in Fog Computing is proposed in this paper. In addition to this, the paper also provides task-retry fault tolerant mechanism in FTDM at tasks level and tasks-transfer fault tolerant mechanism at fog devices/nodes level. The energy consumption, execution cost, network usage, latency (network delay), and execution time (make-span) as performance evaluation parameters are also considered in the research work. To evaluate the effectiveness of FTDM, we carried out a simulation using iFogSim [11] and then we compared the results of FTDM with existing strategy GKS [12].

Fog computing is a highly virtualized platform that provides computation, storage, and network services between IoT devices and traditional cloud computing datacenters [13]. In the case of healthcare IoT, fog computing still requires to reduce latency, energy consumption, and to provide efficient fault tolerant mechanisms [12, 14, 15]. So, all these limitations attract us to show some contribution in respect of efficient data management for healthcare IoT in fog computing.

When data is required to organize and manage efficiently and tasks are required to execute effectively and robustly for healthcare IoT in fog computing, many challenges need to be addressed [12, 15], such as:

- Suppose healthcare IoT devices generated “n” number of data packets i.e., \( D_{P1}, D_{P2}, D_{P3}, \ldots, D_{Pn} \) and required to be collected, organized and managed efficiently at “n” number of fog devices i.e., \( F_{D1}, F_{D2}, F_{D3}, \ldots, F_{Dn} \) for decision/action. Therefore, a data management scheme is essential for healthcare IoT data in fog computing.

- The data collected at “n” number of fog devices i.e., \( F_{D1}, F_{D2}, F_{D3}, \ldots, F_{Dn} \) contains tasks i.e., \( T_1, T_2, T_3, \ldots, T_n \) and these tasks are required to be executed effectively and robustly. Therefore, a fault tolerant mechanism is essential at tasks level and at nodes level.
In our work we systematically inquire and solve the above mentioned challenges in respect of data management for healthcare IoT in fog computing and provision of two level fault tolerance at tasks and devices/nodes level. Therefore, we proposed a Fault Tolerant Data management (FTDM) scheme for healthcare IoT in Fog Computing. The motivation of our work is to answer the basic question of concern to researchers: How much performance will be improved, if we provide a fault tolerant data management scheme for Healthcare IoT in fog computing?

Rest of the paper is organized as follows: Section 2 presents the related work. The need and importance of healthcare in IoT is provided in Section 3. Section 4 provides the system design and model. Section 5 presents evaluation methods including simulation tool, application modelling and performance evaluation parameters. Section 6 presents experimental setup, results and discussion. Finally, section 7 concludes the paper.

2. Related Work

We have examined the literature review in respect of data management and fault tolerance for IoT based healthcare devices in fog computing.

This section presents the literature review which is divided into two parts, in the first part, a brief literature on data management, task management, and energy and latency-aware scheduling for healthcare IoT in fog computing is presented. Whereas, in the second part, various fault tolerant scheduling techniques in fog computing are discussed.

A low-latency and energy-efficient scheduling scheme Greedy Knapsack Scheduling (GKS) was proposed in [12]. GKS scheme is designed for fog-based IoT applications and it is used to reduce the latency and minimize energy consumption. Although the GKS scheme reduces latency and minimizes energy consumption but the authors are unable to provide the solution for failure of nodes and tasks in the proposed scheme. Similarly, the GKS Scheme is a generic scheme and it is not specifically designed for any particular area such as healthcare IoT.

In [15], an intelligence scheme is proposed for fog computing to achieve low energy consumption and latency reduction. The authors used an optimization algorithm for end users to provide the decision of tasks offloading in presence of multiple fog nodes. Although the proposed scheme solves the problem of latency and energy consumption, however, the problems of data management, tasks management, and fault tolerance in the proposed scheme remains intact.

In [16], a technique was proposed in order to convert the data into chunks to reduce the latency and improve the security for fog computing. The aim of converting data to chunks is to protect the whole data from malicious users and save the network bandwidth. Since, in an IoT environment, the reliability of data and fault tolerant parameters are very important because they survive the failures at edge servers and the said parameters have not been specifically considered in the proposed technique. In [17], an IoT edge architecture was proposed in which the cloud is distributed into four levels such as; cloud, fog, mist, and dew. The architecture was based on the processing power and distance from the end of IoT devices. The proposed architecture also makes the whole system reliable because of repeating the data at the edge of the network for IoT devices.

In [18], a scheme was presented for health care IoT to reduce latency and save bandwidth by combining fog computing and edge computing. But in this scheme, there are still some issues like memory and data management, QoS, and security. In [19], a new architecture was proposed to store big data and process the sensor data by using Meta Fog Redirection (MF-R), Grouping and Choosing (GC) architectures. In MF-R authors used Apache pig and apache
HBase for collection and storage of sensor data. GC architecture is used to secure the fog computing and cloud computing categorized data. The architecture of the proposed scheme consists of three phases, first one is data collection phase, in which the data is collected from the patient and sent alert to the doctor through wireless. Second phase is the data transfer phase in which clinical data is transferred to Amazon. The third phase is the Big data phase, if Amazon cannot store data, the big data phase uses the Apache pig for storing the clinical data. Scheme have some limitations like, if the main database is temporarily down or crashed then there is no backup for data recovery.

In [20, 21], the mechanisms were proposed for healthcare monitoring by using the IoT concept to connect the patient with the internet. The limitations of the schemes are bandwidth and there is no fault tolerance. In [22], a fault tolerant technique in fog computing for healthcare IoT devices was presented to improve network reliability and processing speed. The authors in the proposed technique used Random Variable Neighboring Search (RVNS) based Computing and Analyzing (RCA) schemes that randomly choose the patient data. In this article, the authors used the fault tolerant technique to attain the connectivity of the nodes when they are failed due to high receiving data rate or other problem. The mechanism used for collecting the data of patients in the proposed scheme is not efficient in case of healthcare because of its critical nature. In [23], a fault tolerant strategy is proposed, in which the authors used the sink node as a fault tolerant node for monitoring the data in real time. There is a large number of data present in a single Gateway for healthcare monitoring systems, thus, it is difficult for a single sink node to monitor a large data at bottleneck.

In [24], it was argued that in cloud computing failures occur when they keep away from the fault tolerant mechanisms for the purpose of maintaining the financial profit. In this paper the author provided the HEFT (Heterogeneous Earliest Finish Time) scheme through which they used the proactive and reactive techniques to provide the hybrid fault tolerant strategy for cloud computing systems. In proactive strategy, the failure probability and usage time of the Virtual Machine (VM) is considered. In the reactive technique, task-replication and check-pointing strategies are applied. In general, proactive, reactive and resubmission mechanisms are used for fault tolerance in cloud platforms [25]. The proactive technique requires more information about the cloud computing and works in a probabilistic manner. In cloud computing the proactive strategy reduces the failure time and also increases the capacity and throughput. Whereas, reactive fault tolerance reduces the impact of failure on application execution when the failure efficaciously occurs. For scientific workflow systems, a study on fault tolerant mechanism [26] was proposed i.e., Cloud Outage Study (COS) in which it was argued that for scientific workflows mostly the resubmission mechanism is used as fault tolerance technique. Whenever a failed task is observed, it is resubmitted either to the same or to a separate resource at runtime.

In [27], a virtualization and fault-tolerance technique (VFT) was presented that is used to improve the system availability and also reduce the service time. In this scheme, the authors used the two modules i.e., Decision Maker and Cloud Manager, to manage the load balancing, virtualization and also to handle the faults. In this paper, the fault tolerance is used for real time cloud computing. When the system is running to the fault, the decision is taken on the basis of reliability of the processing nodes known as virtual machines. The reliability of the virtual machines is changing after every cycle, if the virtual machine manages to provide a rectify result within the stipulated time, then the reliability of the system will be increased. If it is failed to produce the result within stipulated time, the reliability of the system will be decreased. In this scheme, the authors aim to increase the level of reliability at very low cost. If any of the nodes is failed, it is removed, and a new node will be added, therefore, for such
situations there will be a minimum level of reliability which was explained in the technique Adaptive Fault Tolerance in Real-time Cloud Computing (AFTRC) [28]. Since, the large amount of data is stored in cloud computing, thus, in [29], a dynamic data fault tolerance mechanism was proposed for cloud storage i.e., Dynamically Determine Fault-tolerant Mechanism Conservation System (DDFMCS). The proposed mechanism is implemented in Hadoop by conducting some experiments. The experimental result shows that the DDFMCS improves the data access performance and minimizes the utilization of cloud storage space.

3. Healthcare in IoT

Healthcare is an indispensable part of the human body for life [30, 31]. But, unfortunately due to the development of population, senescent persons facing many challenges in respect of healthcare services [32]. For example, the rehabilitation services after accidents and services for the over-aged persons [33]. Since, due to the increasing number of patients, there is also required high number of beds in a hospital and more number of doctors are required to check each and every patient [34, 35]. It is also worthwhile to mention that sometimes the patients are required to be treated remotely due to non-availability of facilities or due to an infectious disease such as COVID-19 [36]. Eventually, a solution is required to: manage the patients’ data efficiently, provide high quality of service (QoS), and provision of treatments’ facilities to a maximum number of patients within a minimum time. Therefore; an automatic, independent and fault-tolerant system is necessary, as such we have presented FTDM by using the internet of things (IoT) in the healthcare system [37].

There are several numbers of IoT devices/nodes which are configured/installed at various body parts of a person/patient for collection of data. The persons/patients are present at multiple locations with heterogeneous environmental conditions, therefore, there are maximum chances of failure of nodes/IoT devices. Secondly, a huge amount of data for different categories of healthcare domain is collected through IoT devices/nodes which are heterogeneous in nature and are executed/evaluated at cloud resources. As such there are also chances of failure of tasks in fog environments. All these deficiencies are not considered by the authors in the existing GKS [12] scheme i.e., there is no efficient data management and fault tolerant mechanism for healthcare tasks and IoT devices. If some tasks are failed or some nodes are failed and unable to send data timely and efficiently, the energy consumption and latency will be maximized. Thus, a failure free, cost efficient, and energy aware management and scheduling scheme for data generated by healthcare IoT devices not only improves the performance of the system but, due to minimum latency and provision of fault tolerance, also saves the precious lives of patients. Therefore, to address all such challenges with regard to data management and fault tolerance, a Fault Tolerant Data management (FTDM) scheme for healthcare IoT in fog computing is presented. The presented FTDM scheme will be an efficient solution for fault tolerant aware data management and to reduce energy consumption and latency for healthcare IoT in fog computing.
In this section the design of the proposed model is presented. **Fig. 1** shows the overall architecture of FTDM. There are four core components of FTDM, i.e., (a) Data Collector, (b) Data Analyzer and Scheduler, (c) Fault Tolerant Provider, and (d) Decision Maker. The FTDM scheme not only organizes and manages healthcare data (such as Blood Pressure, Respiratory Rate, Heart Rate and Body Temperature) generated by IoT devices but also provides two level fault tolerance at tasks and devices/nodes level.

The “Data Collector” component is responsible for collection of healthcare data generated by the IoT devices related to the patients. Then the “Data Analyzer and Scheduler” component examines and schedules the collected data. This component is also responsible for allocation of tasks from data to the appropriate resources in fog computing environments. If the tasks are successfully executed, the result will be sent to the “Decision Maker” component, otherwise, Fault Tolerant Provider component will be executed. The “Fault Tolerant Provider” component performs two essential fault tolerant mechanisms at this level i.e., “Task-based fault tolerance” and “IoT devices/nodes based fault tolerance”. Firstly, in “Task-based fault tolerance”, if the tasks are failed at any node, it will be re-executed at other node, since, it is assumed that the Scheduler will retain a copy of the task when it is assigned to the fog nodes.
until its complete execution. Secondly, in “IoT devices/nodes based fault tolerance”, if any of the nodes in a fog environment is failed, then the tasks on the failed node will be transferred to another working node by utilizing the retained copy of tasks. The “Decision Maker” component receives the analyzed/executed data from “Data Analyzer”. This component classifies the data into two parts, i.e., normal and abnormal data. The normal data is the data that is appropriate for patient health and will then be stored in a datacenter. The abnormal data is the inappropriate data which is unsafe for patient health. When abnormal data is received by “Decision Maker”, it will generate an alarm for action to the patient device as well as on the device of the patient’s consultant.

We have considered the fog computing environment in which there are various arrangements of sensor nodes, edge devices, and cloud datacenters. The sensors are located at the end of a geographic location for the end user (patients in case of healthcare environment) to collect the healthcare data. For the application scenario we assumed that some sensors are deployed in the human body (for healthcare) that monitor the condition of patients and also collect healthcare data of the patients. Initially the healthcare data will be stored in a fog database for decision making which is then permanently stored on cloud datacenters for future perspectives. The step-by-step mechanism of FTDM scheme is described in Algorithm 1.

**Algorithm 1** Fault-Tolerant Data Management (FTDM)

| Input: $\alpha$ (Healthcare IoT Data) |
| Output: $\beta$ (Organized/Decision Based Healthcare IoT data) |
| 1: `procedure` FTDM($\alpha$) |
| 2: Data Collector () $\triangleright$ Healthcare IoT Data Collection |
| 3: `while` (Data Analyzer and Scheduler () `if`(task/node failed)) `then` |
| 4: FaultTolerantProvider() $\triangleright$ Analysis of IoT Data |
| 5: Decision Making () |
| 6: Data storage for $\beta$ |
| 7: `Exit` |

Algorithm 1 provides the step-by-step mechanism of FTDM. Initially, healthcare IoT data such as; respiratory rate, heart rate, blood pressure, body temperature and blood sugar [19], is collected through the Data Collector component by using IoT devices. The Data Collector after collection of raw data will then classify the same into required fields such as; respiratory rate, heart rate, blood pressure, body temperature and blood sugar. The Data Analyzer and Scheduler component will be then applied on the healthcare IoT data in order to examine and schedule it. The data is examined in a sense that various types of data such as respiratory rate, heart rate, blood pressure, body temperature and blood sugar [19] is being collected from the patient body through IoT devices. Different processes are being designed to analyze such types of data as to whether the healthcare data lies within the normal human range or not. Such type of process are required to be executed on computing resources. At this stage, examined data which is now converted into various tasks are scheduled to the required resources for execution. If the tasks are failed to execute or the node to which the tasks are assigned is failed, the Fault Tolerant Provide mechanism will be executed. For tasks, the Fault Tolerant Provide will simply re-execute them. On the other hand, since, there are a number of fog nodes available for tasks allocations. Therefore, if Scheduler assigns tasks to a particular fog node
and if that fog node fails, the Scheduler will execute another copy of that task through another node. In the case of proposed work, it is assumed that the Scheduler will retain a copy of the task when it is assigned to the fog nodes until its complete execution. After successful examination of data and execution of tasks, the data is then sent to Decision Maker. In this stage, the data is classified into two parts, i.e., normal and abnormal data. The normal data is the appropriate data which is suitable for patient health, this data will be then stored to the cloud datacenters by executing the Data Storage module. The abnormal data is the inappropriate data which is unsafe for patient health. When abnormal data is received by “Decision Maker”, it will generate an alarm for action to the patient device as well as on the device of the patient’s consultant.

4.1 Components of FTDM

The FTDM scheme is classified into the four core components. These components are: (a) Data Collector, (b) Data Analyzer and Scheduler, (c) Fault Tolerant Provider, and (d) Decision Maker. The detailed discussion along with appropriate algorithm for each component is given below.

4.1.1 Data Collector

Data Collector component collect the healthcare data from IoT devices and classified it into the proper format as per healthcare fields. The step-by-step procedure of Data Collector component is shown in Algorithm 2.

Algorithm 2 Data Collector ( )

Input: δ(Data from Sensor/IoT Devices)
Output: ε(Data for Analysis)

1: procedure DATA_COLLECTOR(δ)
2:  Queue ← δ
3:  while (Queue is not empty) do
4:      ε ← Classify Data into Healthcare Fields
5:  Return ε
6:  Exit

Algorithm 2 provides the step-by-step procedure of Data Collector component. The healthcare IoT data generated by IoT devices such as; respiratory rate, heart rate, blood pressure, body temperature and blood sugar [19], is collected through Data Collector component by using IoT devices. The Data Collector after collection of raw data will then classify the same into required fields such as; respiratory rate, heart rate, blood pressure, body temperature and blood sugar. The classified data is then will be used by the Data Analyzer and Scheduler component for examining and scheduling the same.
### 4.1.2 Data Analyzer and Scheduler

Data Analyzer and Scheduler after obtaining the healthcare IoT data from Data Collector in the form of healthcare IoT tasks will examine and schedule them to the required resources. If all the tasks in the data are successfully executed, the data will be then sent to the Decision Maker, otherwise, the module of Fault Tolerant Provider will be executed. The step-by-step procedure of Data Analyzer and Scheduler component is shown in Algorithm 3.

**Algorithm 3** Data Analyzer and Scheduler ( )

| Input: | $\lambda$(Data for Analysis) |
| Output: | $\mu$(Results for Decision) |
| 1: | procedure DATAANALYZERANDSCHEDULER($\lambda$) |
| 2: | Convert $\lambda$ into tasks |
| 3: | Assign resources to tasks |
| 4: | while executing the tasks do |
| 5: | if task/node failed then FaultTolerantProvider() |
| 6: | $\mu \leftarrow$ Results |
| 7: | Return $\mu$ |
| 8: | Exit |

Algorithm 3 provides the step-by-step procedure of Data Analyzer and Scheduler component. Data Analyzer and Scheduler after obtaining the classified healthcare IoT data in the form of healthcare IoT tasks from Data Collector will examine and schedule them to the required resources. The data is examined in a sense that various types of data such as respiratory rate, heart rate, blood pressure, body temperature and blood sugar [19] is being collected from the patient body through IoT devices. Different processes are being designed to analyze such types of data as to whether the healthcare data is lies within the normal human range or not. Such types of processes are required to be executed on computing resources. At this stage, examined data which is now converted into various tasks are scheduled to the required resources for execution. If the tasks are failed to execute or the node to which the tasks are assigned is failed, the Fault Tolerant Provide mechanism will be executed. For tasks, the Fault Tolerant Provide will simply re-execute them. On the other hand, since, there are a number of fog nodes available for tasks allocations. Therefore, if Scheduler assigns tasks to a particular fog node and if that fog node fails, the Scheduler will execute another copy of that task through another node. In the case of proposed work, it is assumed that the Scheduler will retain a copy of task when it is assigned to the fog nodes until its complete execution. After successful examination of data and execution of tasks, the data is then sent to Decision Maker.

### 4.1.3 Fault Tolerant Provider

If the tasks (that are assigned to the required resources) are failed to execute or the node to which the tasks are assigned is failed, the Fault Tolerant Provider mechanism will be executed. The “Fault Tolerant Provider” component perform two essential fault tolerant mechanisms i.e., “Task-based fault tolerance” and “IoT devices/nodes based fault tolerance”. Firstly, in “Task-based fault tolerance”, if the tasks are failed at any node, it will re-execute the failed tasks. Secondly, in “Task-based fault tolerance”, if any of the node in fog environment will be failed, then the tasks on the failed node will be transferred to other working node for execution.
Algorithm 4 Fault Tolerant Provider ( )

Input: $\pi$(Information about Failed "Tasks/Nodes)
Output: $\phi$(Results after implementation of Fault Tolerance)

1: procedure FaultTolerantProvider($\pi$)
2:  Queue $\leftarrow \pi$
3:  while Queue is not empty do
4:    if {task is failed} then
5:      re-execute the task
6:    else
7:      if {node is failed} then
8:        transfer the tasks to another node
9:    $\phi$ $\leftarrow$ Results
10:  Return $\phi$
11: Exit

Algorithm 4 provides the step-by-step procedure of Fault Tolerant Provider component. There are two essential components of “Fault Tolerant Provider” i.e., “Task-based fault tolerance” and “IoT devices/nodes based fault tolerance”. In “Task-based fault tolerance”, if the tasks are failed at any node, it will re-execute the failed tasks. On the other hand, since, there are a number of fog nodes available for tasks allocations. Therefore, if Scheduler assigns tasks to a particular fog node and if that fog node fails, the Scheduler will execute another copy of that task through another node. As in the case of proposed work, it is assumed that the Scheduler will retain a copy of the task when it is assigned to the fog nodes until its complete execution. So far as the determination of failure of task/node is concerned, the proposed model is working on healthcare IoT data in which the response time from IoT devices and fog nodes is one of the important component. Therefore, if the IoT devices or fog nodes will not response within the short range of stipulated time, it will be assumed that there is problem at that very IoT device or fog nodes. As such, the Fault Tolerant Provider component will be invoked.

4.1.4 Decision Maker

After successful examination of data and execution of tasks, the data is received by Decision Maker. In decision making, the data is classified into two parts, i.e., normal and abnormal data. The normal data is suitable for patient health, this data will be then sent and stored to the cloud datacenters. The abnormal data is unsafe data for patient health. The abnormal data includes abnormal heart beat/rate, respiration rate, and body temperature and when this type of data is received by “Decision Maker”, it will generate an alarm for action to the patient device as well as on the device of the patient’s consultant.
Algorithm 5 Decision Maker ( )

Input: $\iota$(Results for Decision)
Output: $\gamma$(Decision based Data)

1: procedure DECISIONMAKER($\psi$)
2: Queue $\leftarrow \iota$
3: while Queue is not empty do
4: Classify Data into Normal and Abnormal form
5: if (Data is Abnormal) then
6: Generate Alarm
7: else
8: if (Data is Normal) then
9: send to Cloud Storage
10: $\gamma \leftarrow$ Results
11: Return $\gamma$
12: Exit

Algorithm 5 provides the step-by-step procedure of Decision Maker component. In this stage, the data is classified into two parts, i.e., normal and abnormal data. The normal data is the appropriate data which is suitable for patient health, this data will be then stored to the cloud datacenters by executing the Data Storage module. The abnormal data is the inappropriate data which is unsafe for patient health. When abnormal data is received by “Decision Maker”, it will generate an alarm for action to the patient device as well as on the device of the patient’s consultant.

4.2 Dataflow in FTDM

The flow of data in FTDM is shown in Fig. 2. The data will be collected by Data Collector from the patients through IoT devices and will be initially stored at fog devices/database. The collected data then sent to Data Analyzer and Scheduler, where the data will be examined for correctness and tasks are assigned to the resources for execution.

If any of the tasks or nodes are failed, the Fault Tolerant Provider component, re-execute the failed tasks or transfer the tasks on failed node to some other nodes. After successful examination and execution of data, the data will be sent to the Decision Maker for appropriate decision. At this stage, the data will be classified into two parts, normal and abnormal data. Normal data is safe data for patients’ health and will be stored at cloud datacenters for future use, whereas, when abnormal data is identified, an alarm will be generated at patient’s IoT device as well as on IoT device of the patient’s consultant.
Since, fog computing is a highly virtualized computing platform that provides resources in the form of a large number of geographically available fog nodes [13]. Various processing and computational tasks are being processed on fog computing nodes. In cloud and fog environments, failures of nodes and tasks occur when they keep away from the fault tolerant mechanisms for the purpose of maintaining the financial profit [24]. As such we provided a two level fault tolerant mechanism i.e., “Task-based fault tolerance” and “IoT devices/nodes based fault tolerance”. Firstly, in “Task-based fault tolerance”, if the tasks are failed at any node, it will be re-executed at other node, since, it is assumed that the Scheduler will retain a copy of the task when it is assigned to the fog nodes until its complete execution. Secondly, in “IoT devices/nodes based fault tolerance”, if any of the node in fog environment is failed, then the tasks on the failed node will be re-executed from other working nodes by utilizing the retain copy of tasks. The proposed work is simulation based work, in which the fog computing simulator i.e., iFogSim [11] is used to evaluate the presented strategy FTDM.

5. Evaluation Methods

In this section, a brief description on simulation tool, application modeling, and performance evaluation parameters, is presented.
5.1 Simulation Tool

To enable modeling and simulation of fog computing environment for our proposed scheme, we have used iFogSim [11]. The iFogSim is a simulation tool that combine the cloud datacenters with fog environment and IoT devices to establish IoT, fog and cloud computing scenarios.

5.2 Application Modelling

In order to show the efficiency of the proposed FTDM scheme, we have executed the VR (Virtual Reality) Game, as executed by the existing GKS [19] scheme. VR Game is the application of a three dimensional artificial environment to computer games. It is created with VR software and presented to the user in such a way that it provides the real world environment. The VR Game is also important in healthcare because stroke rehabilitation is one of the most successful health research area where virtual reality technologies and therapeutic serious games have been used to create new intervention tools. This game is not only used for fun but also plays a vital role in physical exercise in order to achieve healthcare goals [38, 39].

5.3 Performance Evaluation Parameters

We have used energy consumption, execution cost, network usage, network delay, and execution time as performance evaluation parameters. Minimum latency/network delay and less execution time are the prime goals of the healthcare IoT environment. Similarly, less energy consumption, minimum execution cost, and less network usage are the current requirements of fog computing in respect of healthcare service.

5.3.1 Energy Consumption

Energy consumption is an important aspect for IoT devices because many sensor devices are bounded by battery durations. When a task is executed by taking a specific time for the processing of data, energy is consumed and its measurement unit is joule (J). The sensor devices consumed the maximum energy during the transmission, sensing and execution of tasks [40]. The energy consumption of the proposed system has been calculated with the help of (1).

\[ \text{Energy}_{\text{cons}} = \sum_{i=1}^{n} E_{\text{trans}}(i) + E_{\text{exe}}(i) + E_{\text{sen}}(i) \]  

(1)

The \( \text{Energy}_{\text{cons}} \) is the total energy consumed, whereas, \( E_{\text{trans}} \) is energy consumed during transmission of each individual task, \( E_{\text{exe}} \) is the energy consumption on execution of each individual task, and \( E_{\text{sen}} \) is the energy consumption on sensing of each individual task.
5.3.2 Execution Cost

Execution cost is the cost of total MIPS (million instructions per second) of hosts with respect to the time frame [12, 41]. The execution cost is measured in dollars and it has been calculated with the help of (2).

$$\text{Execution}_{\text{cost}} = \sum_{i=1}^{n} \text{Host} (i) \times \text{MIPS} \times \text{TFrame}_{\text{HOST}(i)} \times \text{Cost}_{\text{HOST}(i)} \quad (2)$$

Execution_{cost} represents the total Execution cost, whereas, Host_{MIPS} represents the total number of MIPS on each individual host, TFrame_{HOST} represents the time frame taken by each individual host and Cost_{HOST} represents the cost of each individual host.

5.3.3 Network Usage

In fog computing, when the number of devices connected to the application are increased, the load on the network will also increase [42]. The network usage is calculated in kilobytes and it is load on a network. The network usage is calculated by using (3).

$$\text{Network}_{\text{usage}} = \sum_{i=1}^{n} \text{Network}_{\text{Load}}(Ni) \times \text{No. of Messages}(Ni) \quad (3)$$

The Network_{usage} represents the network usage, whereas, Network_{load} represents network load on each individual node and No. of Messages (N) represents the total number of messages for each individual node.

5.3.4 Network Delay

The network delay is calculated by adding all types of delay such as processing delay, transmission delay, and computation delay. The term latency is also used for network delay. The network delay is measured in millisecond (ms) [42] and it is calculated with the help of (4).

$$\text{Network}_{\text{Delay}} = P_D + T_D + C_D \quad (4)$$

The Network_{Delay} represents the network delay, whereas, P_D represents the processing delay, T_D represents the transmission delay, and C_D represents the computation delay.

5.3.5 Execution Time

Execution time is the total time taken by the task for processing and it is measured in seconds [41, 42]. The execution time is calculated by using (5).

$$\text{Execution}_{\text{Time}} = \sum_{i=1}^{n} \text{Task}(i) \times \sum_{j=1}^{n} \text{Instructions}(j)_{\text{Time}} \quad (5)$$
The execution time represents the execution time, whereas, task
number of instruction represents the total number of instruction for each individual task and instruction time represents the time taken by each individual instruction of task.

6. Experimental Setup, Results and Discussion
This section represents the experimental setup followed by results and discussion, in which the results of performance evaluation parameters of the proposed system are discussed. The result and discussion section is further divided into five sub-sections i.e. energy consumption, cost of execution, network usage, network delay and execution time.

6.1 Experiment Setup
The simulation environment that we have used is iFogSim [43, 44]. The simulation was performed on a system with properties such as, CPU (Intel Core i5 2.50 Giga Hertz), RAM (8 Gigabyte), and OS (Microsoft Windows 10 64-bit). We have simulated the FTDM scheme and compared the result with existing scheduling technique GKS [12]. Since, the significance of proposed work is evaluated through simulation on the basis of existing and most relevant published work GKS [12], in which the similar iFogSim configurations were used. However, in the future we will test the proposed model with a real testbed and real datasets, while currently we are testing our algorithm using the existing algorithm datasets to prove the superior within the same datasets.

The comparisons were made in respect of performance evaluation parameters: energy consumption, execution cost, network usage, network delay, and execution time. We have simulated VRGame with six states of areas/departments, mobile/cameras, and Fog Devices (FDs) with \{1 = (2, 6, 16), 2 = (2, 7, 18), 3 = (3, 6, 23), 4 = (3, 7, 26), 5 = (4, 6, 30), 6 = (4, 7, 34)\}, as the same configurations have been used by the existing technique GKS [12].

6.2 Results and Discussion
The simulation was performed for each performance evaluation parameter for up to 50 times and the average values were considered. The VRGame is simulated with six states of area/departments, mobile/cameras, and FDs with \{1 = (2, 6, 16), 2 = (2, 7, 18), 3 = (3, 6, 23), 4 = (3, 7, 26), 5 = (4, 6, 30), 6 = (4, 7, 34)\}. The results for each performance evaluation parameter and discussion on results are given below:

6.2.1 Energy Consumption
The results in respect of energy consumption for proposed FTDM strategy are significant as compared with existing GKS strategy as reflected from Fig. 3. The proposed FTDM strategy reduces 3.97% energy consumption as compared with the existing GKS strategy. It is because of that, only the failed tasks are re-executed at the current stage in proposed FTDM strategy, whereas, in existing strategy when the tasks are failed, the execution will be started at initial stage of the system.
6.2.2 Cost of Execution

The results in respect of execution cost for proposed FTDM strategy are significant as compared with existing GKS strategy as reflected from Fig. 4. The proposed FTDM strategy reduces 5.09% execution cost as compared with the existing GKS strategy. It is because of that, the minimum number of resources are used in proposed FTDM strategy due to the provision of fault-tolerance.

6.2.3 Network Usage

The results in respect of network usage for proposed FTDM strategy are significant as compared with existing GKS strategy as reflected from Fig. 5. The proposed FTDM strategy reduces 25.88% network as compared with the existing GKS strategy. It is because of that, in proposed FTDM strategy less number of nodes are involved and as such there are less number of communications.
6.2.4 Network Delay

The results in respect of network delay for proposed FTDM strategy are significant as compared with existing GKS strategy as reflected from Fig. 6. The proposed FTDM strategy reduces 44.15% network delay as compared with the existing GKS strategy. It is because of that, in proposed FTDM strategy, due the provision of fault tolerant mechanism, the failed tasks are re-executed immediately when they are failed, whereas, it is not the case in existing GKS strategy. Therefore, there will be minimum network delay for the proposed FTDM strategy.

Fig. 5. Network Usage comparison of GKS (existing) and FTDM (proposed) strategies

Fig. 6. Network Delay comparison of GKS (existing) and FTDM (proposed) strategies
6.2.5 Execution Time

The results in respect of execution time for proposed FTDM strategy are significant as compared with existing GKS strategy as reflected from Fig. 7. The proposed FTDM strategy reduces 48.89% execution time as compared with the existing GKS strategy. It is because of that, in the proposed FTDM strategy, due to less number of executions, minimum execution time has been taken for tasks.

Fig. 7. Execution Time comparison of GKS (existing) and FTDM (proposed) strategies

The simulation results with regard to all the performance evaluation parameters for proposed FTDM strategy and existing GKS strategy is shown in Table 1. The results of the proposed FTDM strategy are compared with GKS strategy. It is because of that the GKS [12] scheme is designed for fog-based IoT applications and it is used to reduce the latency and minimize energy consumption. However, the GKS scheme is unable to provide the solution for failure of nodes and tasks. In cloud and fog environments, failures of nodes and tasks occur when they keep away from the fault tolerant mechanisms for the purpose of maintaining the financial profit [24]. As such, to overcome the discrepancies regarding failure we provide FTDM scheme based on the existing GKS scheme. The proposed FTDM scheme which is a fault tolerant based data management and scheduling scheme specifically designed for Healthcare IoT data. Therefore, in order to prove the superior within the same datasets and similar strategy, we compared the results of FTDM with GKS scheme.
The simulation results in respect of energy consumption, execution cost, network usage, network delay and execution time are shown in Table 1. The results reveal that almost for all the evaluation parameters, the proposed FTDM strategy is significantly better than the existing GKS strategy. The core reason behind the better performance of proposed FTDM is that in FTDM there are well-defined steps for efficient management of healthcare data with provision of suitable fault-tolerant mechanism. Therefore, the proposed FTDM strategy not only provides the mechanism of efficient data management generated by healthcare IoT devices but also provides an effective fault tolerant mechanism.

| Areas | Cameras | FD | GKS | FTDM |
|-------|---------|----|-----|------|
|       |         |    |     |      |
| 2     | 6       | 16 | 2578652 | 2547858 |
| 2     | 7       | 18 | 25806766 | 25781069 |
| 3     | 6       | 23 | 25835025 | 25780350 |
| 3     | 7       | 26 | 25856206 | 25814858 |
| 4     | 6       | 30 | 25859674 | 25835749 |
| 4     | 7       | 34 | 25872638 | 25856903 |

| Total execution cost ($) |
|--------------------------|
| 2 | 6 | 16 | 4221428 | 4158896 |
| 2 | 7 | 18 | 4236551 | 4208406 |
| 3 | 6 | 23 | 4285456 | 4212696 |
| 3 | 7 | 26 | 4314113 | 4248013 |
| 4 | 6 | 30 | 4324032 | 4279885 |
| 4 | 7 | 34 | 4327108 | 4310295 |

| Total Network usage (KB) |
|--------------------------|
| 2 | 6 | 16 | 400947.2 | 250995.3 |
| 2 | 7 | 18 | 460639.7 | 297349 |
| 3 | 6 | 23 | 545664.2 | 400701 |
| 3 | 7 | 26 | 622907.9 | 460701.7 |
| 4 | 6 | 30 | 679427 | 545520.8 |
| 4 | 7 | 34 | 769580.6 | 623576 |

| Network Delay (ms) |
|---------------------|
| 2 | 6 | 16 | 227.1968 | 226.1404 |
| 2 | 7 | 18 | 1363.466 | 226.7111 |
| 3 | 6 | 23 | 1284.039 | 227.1912 |
| 3 | 7 | 26 | 2294.101 | 1366.1 |
| 4 | 6 | 30 | 2046.877 | 1281.512 |
| 4 | 7 | 34 | 2858.536 | 2299.268 |

| Execution Time (Sec) |
|----------------------|
| 2 | 6 | 16 | 14917.6 | 7567.5 |
| 2 | 7 | 18 | 17742.1 | 9698.6 |
| 3 | 6 | 23 | 23620.7 | 14859.9 |
| 3 | 7 | 26 | 35801.3 | 17727.2 |
| 4 | 6 | 30 | 44426.6 | 23781.1 |
| 4 | 7 | 34 | 77518.1 | 35762.2 |
7. Conclusion

A systematically solution is provided in this paper to overcome the problems of data management, failure of tasks and nodes for healthcare IoT in fog computing by providing a novel scheme with two levels based fault tolerance i.e., (a) at tasks level, and (b) at devices/nodes level. The simulation results show that the newly developed model is more superior as compared to other similar model used for fog computing in health care systems. The major advantages of the proposed model are: reduce energy consumption 3.97%, execution cost 5.09%, network usage 25.88%, network delay 44.15%, and exaction time 48.89% as compared with the existing GKS strategy. Moreover, it is also worthwhile to mention that sometimes the patients are required to be treated remotely due to non-availability of facilities or due to some infectious diseases such as COVID-19. Thus, in such circumstances, the proposed strategy is significantly efficient.

This work will be extended by incorporating Service Level Agreement (SLA) based energy efficient data management technique for healthcare IoT in fog computing in the future.
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