Uncertainty depth estimation with gated images for 3D reconstruction
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Abstract—Gated imaging is an emerging sensor technology for self-driving cars that provides high-contrast images even under adverse weather influence. It has been shown that this technology can even generate high-fidelity dense depth maps with accuracy comparable to scanning LiDAR systems. In this work, we extend the recent Gated2Depth framework with aleatoric uncertainty providing an additional confidence measure for the depth estimates. This confidence can help to filter out uncertain estimations in regions without any illumination. Moreover, we show that training on dense depth maps generated by LiDAR depth completion algorithms can further improve the performance.

I. INTRODUCTION

Self-driving vehicles require a very detailed perception of their environment in order to move around safely. While 3D information is crucial to understand the scenery and to detect free space, information about texture enables to classify objects and predict their interaction. The environment can be perceived by a variety of sensors, each of them with benefits and drawbacks. Cameras are low-priced and provide high-resolution images that are essential for capturing textures. However, 3D scene reconstruction from a single image is an ill-posed problem \cite{1} and stereo setups are limited in range resolution \cite{2}. In contrast, laser scanners offer very accurate depth measurements, but at very low spatial resolution and for a high cost \cite{3}. In addition to 3D information, radar systems can measure the velocity of objects. Despite the huge progress in radar development in recent years, radars are still low resolution and can capture neither texture nor fine 3D structures. While radars still perform reasonable in adverse weather conditions, laser scanners completely fail in scattering environments \cite{4} and standard cameras suffer from strong contrast degeneration \cite{5}.

For safe autonomous driving in any conditions, all of these sensors are probably required because there is no single sensor that can solve everything reliably and sensors fail asymmetrically under adverse weather \cite{4, 5, 7}. Therefore, the fusion of multiple sensors is the key for reliable and accurate environment perception. For sensor fusion, it is extremely helpful if every sensor does not only deliver measurements but also a measure about the quality or uncertainty of these measurements. Many stereo algorithms \cite{8, 9} for example provide a confidence metric that rates the provided disparity measurement. Sensor stream uncertainties help the fusion algorithm to interpret and weight the incoming sensor measurements. As an alternative, information content can be classified by calculating the entropy \cite{7}.

Gated vision has been presented as an active imaging solution that significantly reduces backscatter and provides high-contrast images even in fog and rain \cite{5}. Additionally, the scene geometry can be reconstructed at image resolution by processing at least two images with different delays \cite{10}. As gated imaging is an active system, less illuminated areas with low signal-to-noise ratio (SNR) offer less accuracy of 3D sensing \cite{11}. Generative models have been introduced in \cite{6} in order to improve depth estimation in these areas by incorporating context information. Nevertheless, the confidence of the additionally generated information is not yet evaluated and is obviously not constant. For a sensor fusion algorithm, it would be beneficial to know for each pixel if the depth is measured, or generated by context and experience, and how certain the generative model is about its prediction.

In recent years, uncertainty estimation of neural networks based on Bayesian networks \cite{12} has found its way into a wide field of applications such as scene segmentation \cite{13} and object detection \cite{14, 15}. In this work, we extend the generative model for gated depth estimation \cite{6} with additional confidence estimation for better interpretable depth estimates. We show that the estimated depth confidence provides much higher quality than using the SNR of the input images. By filtering out a very small number of extreme outliers with very low confidence, we significantly improve the overall performance of 3D reconstruction.
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II. RELATED WORK

a) 3D sensing: 3D reconstruction from images is one of the fundamental challenges in computer vision. While structure from motion (SfM) [16], [17] exploits the motion of the camera to obtain multiple views for depth estimation by triangulation, stereo vision [8], [9] or multi-view methods [18] rely on a fixed and calibrated camera setup. Multi-view relies on finding correspondences and therefore suffer in texture-less regions and in case of occlusions. There is already work on the confidence of the stereo estimation, either directly in the stereo algorithm [8], [9] or as a post-processing step [19]. Static monocular setups instead leverage visual cues such as shading [20], perspective, or relative size [21], in recent years usually driven by deep neural networks [22], [23], [24], [25], [26], [27]. However, most of the current approaches do not offer a probabilistic interpretation of the depth estimation. Some first approaches for monocular depth prediction with confidence interpretation have been reported in [28], [29]. Gated imaging is related to other active systems such as light detection and ranging (LiDAR) [30] and time-of-flight (ToF) cameras [31]. It was shown in [32] that for ToF cameras it is insufficient to remove inaccurate estimates by simply thresholding low-amplitude values. Uncertainty can be either captured by a combination of distance, amplitude, their temporal and spatial variations, or learned by a regressor such as a random forest [32]. LiDAR depth completion combines a sparse LiDAR point cloud with RGB images in order to generate a high resolution depth map [33], [34], [35], [36]. A first approach where confidence maps are additionally learned during depth completion has been presented in [37].

b) Uncertainty estimation: Bayesian modeling offers the possibility to capture epistemic and aleatoric uncertainty in deep learning frameworks. While epistemic uncertainty represents uncertainty in the model parameters, aleatoric uncertainty depicts noise inherent in the observation. Utilizing Bayesian neural networks (BNNs), epistemic uncertainty can be modeled by inferring a posterior distribution over the model weights [38]. This is realized by replacing deterministic weights with stochastic weights following prior distributions. Generally, dropout variational inference is utilized to approximate BNNs [39]. That means that dropout is performed not only during training but also at test time in order to sample the posterior distribution. This approach was applied to camera localization estimation [40], semantic segmentation [41], and open-set object detection tasks [42]. Aleatoric uncertainty is modeled by placing a distribution over the output of the model. It is utilized to improve object detection [43] and to adjust weights of multi-task loss functions automatically [44]. Besides individual modeling of aleatoric and epistemic uncertainty, both uncertainties can be captured simultaneously. Kendall et al. [13] introduced a framework for classification and regression tasks, which can model either aleatoric or epistemic uncertainty alone or both together. This approach is further developed for two-stage [45] and one-stage [14], [15] object detection. In this work, we model only aleatoric uncertainty since it can be extracted without time-consuming dropout sampling enabling our proposed framework to be run as a real-time application.

c) Gated depth estimation: Active gated imaging requires a sensitive image sensor and an illumination source. The synchronization of sensor gate and light source delivers the reflectivity of a scene in a certain range which enables the view through scattered environments. Heckman and Hodgson [46] were the first to take advantage of this visualization technique by using it to extend the range of visibility underwater. The active gated imaging technique offers two-dimensional images of the scene. To get a three-dimensional output, multiple gated images must be captured with different delays. Various methods have been developed for gated depth estimation, such as the time-slicing method. In this method, several two-dimensional gated images must be recorded in sequence where the gate delay is increased after each image. The resulting gate delay profiles are used to estimate the depth pixel-wise by thresholding the rising or falling edge, determining the maximum, or by computing the weighted average of the profile [47]. Additionally, Andersson [48] resolved the depth by least-squares parameter fitting and data feature positioning. However, high-range accuracy requires small scanning step sizes resulting in a significant rise in capture time and processing effort. To overcome this problem, gain modulation and super-resolution depth mapping have been introduced. The gain modulation method exploits a pulsed laser and an intensified camera to recover the depth information with a gain-modulated and gain-constant image. Gain-modulated images are generated by linearly [49] or exponentially [50] increasing the gain of the intensifier during the gated time. This ensures independence of the laser pulse shape. The super-resolution depth mapping method exploits the knowledge of the range intensity profiles (RIPs) that are given by the convolution of the illuminating laser pulse and the sensor gate. To determine the depth, at least two gated images with distinct delay and overlapping RIPs are required. The use of trapezoid- [10] or triangular-shaped RIPs [51] enables range estimation by exploiting the strong linear dependencies of overlapping RIPs. Additionally, there is the opportunity to determine the depth by finding a transformation rule from pixel intensity to depth by fitting a 5th order ratio-polynomial model [52]. Optionally, the mapping between pixel intensity and depth can be learned by neural networks [53] or regression trees [54]. This enables the flexible adaptation of gated settings to any scene to get an optimal image. The aforementioned methods estimate the depth pixel-wise, meaning the range of non-illuminated and saturated pixels cannot be determined correctly. Therefore, an image-based method has been developed that exploits a convolutional neural network to utilize semantic context across gated images [6]. However, the existing framework does not provide any measurement to confirm the exact estimation of non-illuminated and saturated pixels. For this reason, aleatoric uncertainty is introduced in this work to determine the correctness of the network’s output.
Fig. 2: The extended Gated2Depth [6] derives estimates of depth and corresponding uncertainty from a set of three gated images and is supervised by interpolated LiDAR ground truth [36]. The additional confidence measure facilitates the rating and interpreting of the depth prediction quality and is provided by modeling the loss function of the encoder-decoder CNN as Laplacian distribution.

III. METHOD

A. Gated depth estimation

A gated viewing system consists of a diffused flash illuminator and a synchronized gated image sensor enabling high-contrast imaging in low-light, at night, and in adverse weather conditions [5]. Suppose that the laser pulse $p_i(t)$ is reflected by a dominating lambertian reflector with albedo $\alpha$ at distance $r$ and the camera gate $g_i(t)$ is delayed by $\xi_i$. Then, the RIP $C_i(r)$ for each gated setting $i \in \{1, 2, 3\}$ is defined by the correlation of $p_i$ and $g_i$, namely

$$C_i(r) = \int_{-\infty}^{\infty} g_i(t - \xi_i) p_i\left(t - \frac{2r}{c}\right) \beta(r) \, dt,$$

(1)

where $c$ and $\beta(r)$ denote the speed of light and the distance-dependent atmospheric influence, respectively [47]. Note that the RIP is defined to be independent of the scene albedo $\alpha$ and thus the final measured intensity $z_{uv}$ on the image sensor at pixel position $(u, v)$ is obtained by

$$z_{uv} = \alpha C_i(r_{uv}) + \eta_p (\alpha C_i(r_{uv})) + \eta_g = f_i(r_{uv}).$$

(2)

We follow the Poissonian-Gaussian noise model of Foi et al. [55] with Poissonian photon shot noise $\eta_p$ and Gaussian read-out noise $\eta_g$.

The task of gated depth estimation is to recover the range $r_{uv}$ from multiple gated measurements $z_{uv} = [z_{1,uv}, z_{2,uv}, z_{3,uv}]$ which basically means finding the inverse function $f^{-1} : \mathbb{R} \rightarrow \mathbb{R}$ that minimizes $|\hat{r}_{uv} - r_{uv}|$ with

$$\hat{r} = f^{-1}(z) = f^{-1}(f(r_{uv})),$$

(3)

where $f(r_{uv}) = [f_1(r_{uv}), f_2(r_{uv}), f_3(r_{uv})]$ describes a vector of modulated noisy gated images that depends on the distance, see Eq. (2). In previous works, this inverse function $f^{-1}$ has been learned with a fully-connected neural network [53] or a regression tree [54] and is applied pixel by pixel. However, pixel-based gated depth estimation fails in regions with low SNR, saturation, shadows, multi-path, and blooming effects because no spatial correlation is exploited. Gated2Depth [6] is a fully convolutional encoder-decoder network that is able to generate full-resolution depth maps from gated images exploiting semantic context to fill these failure regions. In this work, we rely on the same network architecture from Gated2Depth as shown in Fig. 2 and extend this work with a novel uncertainty measure. The network is a variant of the popular U-net [56] with skip-connections that consists of an encoder with four pairs of convolutions followed by a max pooling operation, and a decoder with four additional convolutions and transposed convolutions after each pair. More details can be found in [6].

B. Loss functions

The main goal of training is to penalize the absolute differences between ground truth depth $r$ and its depth estimate $\hat{r}$. This can be achieved by the L1 loss

$$L_{L1}(r, \hat{r}) = \frac{1}{n} \sum_{u,v} \| r_{uv} - \hat{r}_{uv} \|,$$

(4)

where $(u, v)$ denotes the pixel position in the image and $N = uv$ the number of pixels. Nevertheless, the main challenge of training full-image depth regression is the lack of dense ground truth data. In state-of-the-art automotive datasets such as KITTI, only sparse LiDAR measurements are available. Even accumulating consecutive LiDAR point clouds generates depth maps with only 16% coverage [57]. There exists a variety of approaches that tackle this problem by introducing specific loss functions during training that enforce dense depth output. Both multi-scale loss $L_{L1,m}$ and smoothness loss $L_s$ enforce the network to generate full-image depth either by upsampling the sparse ground truth for smaller variants of the output ($L_{L1,m}$) or by penalizing large depth differences between neighboring pixels ($L_s$). Note that the multi-scale loss $L_{L1,m}$ extends and therefore replaces $L_{L1}$. Semantic understanding from synthetic datasets with dense ground truth depth can be transferred to the real-world training by adding an adversarial loss $L_{adv}$ based on a frozen synthetic discriminator that has been trained on synthetic dense ground truth [6]. This discriminator penalizes unrealistically looking depth maps. We exactly follow the formal definitions of $L_{L1,m}$, $L_s$, and $L_{adv}$ as described in [6]. The final loss is given by

$$L = L_{L1,m} + \lambda_{adv} L_{adv} + \lambda_s L_s,$$

(5)

where $\lambda_{adv}$ and $\lambda_s$ denote tunable hyperparameters for weighting the loss components.
C. Learning from densified ground truth

Since LiDAR depth completion methods have shown impressive results in interpolating sparse depth measurements guided by intensity images, we propose a novel training method for Gated2Depth that relies on this densified depth as ground truth. We apply the popular Sparse-to-Dense framework [36] on the LiDAR point clouds and RGB images of the training set. This certainly limits the performance of Gated2Depth to the performance of the depth completion approach. However, gated depth estimation aims to replace these expensive LiDAR systems with cost-sensitive hardware and intelligent post-processing, and achieving depth completion performance is already sufficient.

D. Introducing uncertainty

Bayesian modeling enables the extraction of epistemic and aleatoric uncertainty of neural networks. Epistemic uncertainty represents the uncertainty in the model parameters, which results from an insufficient amount of training data and vanishes for an infinite number of data. However, aleatoric uncertainty depicts observation noise of the input and remains stable independent of the input quantity. In [13], they showed that epistemic uncertainty can identify inputs that deviate from the training dataset, whereas aleatoric uncertainty is appropriate for real-time applications, as no expensive dropout sampling is required. Our research will be applied in cars, where fast sensing of the environment is essential. Hence, only aleatoric uncertainty is implemented into our framework.

To capture aleatoric uncertainty, the output \( r_{uv} \) of the neural network is modeled as a likelihood function. For the given depth regression task, we propose a likelihood function \( p(r_{uv}) \) that follows a Laplacian distribution with mean \( \hat{r}_{uv} \) and variance \( \hat{\sigma}_{uv} \):

\[
p(r_{uv}) = \frac{1}{2\hat{\sigma}_{uv}} \exp \left[ -\frac{\|r_{uv} - \hat{r}_{uv}\|}{\hat{\sigma}_{uv}} \right].
\]

Thereby, \( \hat{r}_{uv} \) is the estimated depth for an input \( z_{uv} \) and \( \hat{\sigma}_{uv} \) represents the corresponding aleatoric uncertainty. Both depth \( \hat{r}_{uv} \) and uncertainty \( \hat{\sigma}_{uv} \) are modeled as explicit outputs of a single neural network, which is parameterized by its model weights. Instead of a Laplacian distribution, a Gaussian distribution can be utilized as a likelihood function.

\[
\text{Gaussian distribution: } p(r_{uv}) = \frac{1}{\hat{\sigma}_{uv} \sqrt{2\pi}} \exp \left[ -\frac{(r_{uv} - \hat{r}_{uv})^2}{2\hat{\sigma}_{uv}^2} \right].
\]

Then, the negative log-likelihood averaged over each pixel \((u, v)\) is considered as aleatoric loss function for training the neural network, namely

\[
\mathcal{L}_{\text{L1,aleatoric}} = \frac{1}{N} \sum_{u, v} \|r_{uv} - \hat{r}_{uv}\| e^{-s_{uv}} + s_{uv},
\]

where \( N \) is the number of pixels of an output image and \( s_{uv} = \log \hat{\sigma}_{uv} \) is the log variance that is numerically more stable as it avoids division by zero. Additionally, the constant term \( \log 2 \) in Eq.(7) is neglected. When aleatoric uncertainty is applied on multiple scaled versions of the output, the multi-scale aleatoric loss \( \mathcal{L}_{\text{L1,aleatoric},m} \) is given by

\[
\mathcal{L}_{\text{L1,aleatoric},m} = M \sum_{i=0}^{M-1} \lambda_{m,i} \mathcal{L}_{\text{L1,aleatoric}}(r^{(i)}, \hat{r}^{(i)}, \hat{s}^{(i)}),
\]

where \( r^{(i)}, \hat{r}^{(i)}, \) and \( \hat{s}^{(i)} \) are scaled versions of \( r, \hat{r}, \) and \( \hat{s} \). To train and test models without aleatoric uncertainty, \( s_{uv} \) has to be set to zero and the aleatoric loss \( \mathcal{L}_{\text{L1,aleatoric},m} \) converges to the multi-scale L1 loss \( \mathcal{L}_{\text{L1,m}} \).

In conclusion, to introduce aleatoric uncertainty into the Gated2Depth architecture, we add an uncertainty map as second output and train the whole network with an aleatoric loss \( \mathcal{L}_{\text{L1,aleatoric},m} \) that replaces the multi-scale loss \( \mathcal{L}_{\text{L1,m}} \).

Finally, the full loss is obtained by

\[
\mathcal{L} = \mathcal{L}_{\text{L1,aleatoric},m} + \lambda_{\text{adv}} \mathcal{L}_{\text{adv}} + \lambda_{\text{Ls}} \mathcal{L}_{\text{s}}.
\]

E. Uncertainty filtering

Gated depth estimation provides depth information at pixel level. However, low SNR or saturated pixels can infer depth only from context which is not always possible. The uncertainty estimation provides a measure of how confident the model is about the depth estimation. To show the benefit of our proposed confidence measure, we introduce uncertainty filtering where depth estimates are filtered out when the uncertainty value is above a threshold \( t \). This results in an overall better performance because obviously wrong estimates with high uncertainty are neglected. As a baseline, we use a simple SNR filtering based on the laser illumination, assuming that depth estimation from pixels with low illumination variance is insufficient. Given a set of gated input pixels \( z_{uv} \) and \( \hat{z}_{uv} \) and \( \hat{s}_{uv} \) and a predefined threshold \( \vartheta \), pixels with low illumination variance are defined as the ones that satisfy \( \max(\hat{z}_{uv}) - \min(\hat{z}_{uv}) < \vartheta \).

IV. DATASETS

Since gated imaging is an emerging sensor technology, there are not many state-of-the-art datasets that provide gated images. Gruber et al. [6] have presented the first long-range gated dataset in real-world automotive scenarios that consists of 14,277 samples recorded in Northern Europe. They have equipped a vehicle with a Brightway Vision BrightEye gated camera with two vertical-cavity surface-emitting laser (VCSEL) illuminators at 808 nm in the bumper. In addition to gated images (1920 \times 1024, 10 bit), stereo images (1920 \times 1024, 12 bit) and LiDAR point clouds (64 lines) from a Velodyne HDL64-S3 laser scanner are provided. For experiments with full-resolution ground truth depth, we rely on 9,804 simulated gated images based on the Grand Theft Auto V (GTA V) computer game [6]. We follow the same training, validation and test splits as in Gated2Depth [6] in order to make our contribution comparable.
Fig. 3: Qualitative examples for the synthetic dataset. For color coding, we refer to Fig. 1.

V. ASSESSMENT

A. Experimental setup

Besides providing uncertainty information, our framework exhibits further changes compared to the original Gated2Depth network [6]. To enlarge the field-of-view of the input images, the original image crop of 150 pixels at each side is replaced by an image crop of the upper 152 pixels, which was necessary due to missing LiDAR measurements in this area. Furthermore, instead of training two separate models for day and night, a single daytime-independent model is built, simplifying the subsequent application in cars as no conditions are required that specify day and night time.

The presented method is implemented in tensorflow and trained with an adam optimizer and a learning rate of 0.0001. We have empirically chosen $\lambda_s$ and $\lambda_{adv}$ to 10. All models utilized here are trained for 15 epochs on a GeForce GTX TITAN Xp graphics processing unit (GPU), which took roughly 13 hours for the synthetic and 20 hours for the real dataset. According to the validation mean absolute error (MAE), we have selected the best performing epoch and hyperparameters. For the synthetic dataset the error is evaluated in a range from 3-80 m and for the real dataset from 3-150 m due to the limited range of the applied LiDAR system. We rely on the popular metrics root-mean-squared error (RMSE), MAE, scale invariant logarithmic error (SIlog) and the thresholds $\delta_i < 1.25^i$ for $i \in \{1, 2, 3\}$ as defined in [6].

B. Results on simulated data

For the synthetic dataset, the conventional and the aleatoric model are trained from scratch without adversarial and smoothness loss, because dense ground truth is available. Qualitative examples for the model with uncertainty are illustrated in Fig. 3. The bright areas in the uncertainty maps indicate high uncertainty and can be perceived especially at contours of objects and in non-illuminated areas of the image. Fig. 4 compares SNR and uncertainty filtering based on the estimated uncertainty. The performance of the aleatoric model can be significantly improved compared to the conventional one by filtering only a small number of pixels. To reduce the MAE by half, only about 10% of the pixels of the aleatoric model must be filtered whereas the conventional model requires filtering of about 60% to achieve such an error reduction. Note that the conventional model is slightly better than the one with uncertainty which explains the different starting points at 100% coverage.

C. Ablation study for loss and ground truth

When training on real data with sparse LiDAR ground truth without any countermeasures, horizontal patterns in the estimated depth maps occur as Fig. 5 illustrates. For an increasing number of epochs, these horizontal patterns get even worse, although the MAE decreases due to evaluation on the sparse LiDAR points only. To quantify the errors caused by the horizontal patterns, we additionally evaluate on depth-completed ground truth. This dense ground truth is obtained by Sparse-to-Dense [36], a LiDAR depth completion method based on RGB images and sparse LiDAR points. While the error on the LiDAR ground truth reflects the accuracy of the depth estimation, the depth completion (DC) error measures the strength of the horizontal patterns.

Multi-scale loss, smooth loss, and adversarial loss are well-known approaches to handle sparse ground truth depth. Additionally, we propose a training on depth completed ground truth as another countermeasure. We evaluated different loss combinations for LiDAR and DC ground truth after training for 10 epochs with synthetic model initialization. To ensure accurate and smooth depth maps, the average of LiDAR and DC error is computed to compare the different approaches. The ablation study in Tab. I shows that applying a multi-scale loss with additional smoothness and adversarial loss delivers the best performance for models trained on sparse LiDAR ground truth. When trained on DC
ground truth, a simple L1 loss generates the best result and additional loss components do not help. Fig. 6 illustrates the significant reduction of the horizontal patterns by using a multi-loss function (multi-scale, smooth, adversarial) or depth completed ground truth. According to the average of LiDAR and DC MAE metric, the model trained on DC ground truth shows a slightly better performance. Moreover, models with dense ground truth can be trained for longer, since no horizontal patterns are generated.

**D. Results on real data**

We train a model with uncertainty and one without uncertainty (baseline) to investigate how the incorporation of uncertainty changes the overall performance. Qualitative examples for our proposed uncertainty model in Fig. 7 exhibit high uncertainty for object contours and non-illuminated areas, e.g. due to shadows above each object. Tab. II indicates that the introduction of uncertainty comes at no additional costs as there is no loss in performance. The model with uncertainty has even a slightly better performance than the baseline model without uncertainty. The benefit of our proposed uncertainty measure is shown by comparing SNR and uncertainty filtering. As Fig. 8 shows, SNR filtering does not help to get rid of erroneous measurements. On the contrary, SNR filtering probably removes pixels with good depth estimates and therefore decreases the overall performance. By applying the novel uncertainty filtering, the MAE can be significantly lowered. To halve the MAE, only about 20% of the pixels have to be filtered out. Fig. 9 demonstrates an exemplary filtering process for different pixel coverages. The MAE can be reduced from 3.32 m to less than 1 m at 50% coverage. However, when filtering out too many pixels, only the foreground is preserved and thus the semantic context of the image disappears. Hence, we decided that obtaining about 80% of the image pixels is a good choice since the MAE is reduced by half and individual objects can still be extracted.

**E. Comparison with state-of-the-art methods**

We follow [6] and compare our extended Gated2Depth method (G2D+) with state-of-the-art methods for 3D environment perception, such as monocular depth estimation [25], stereo vision [9], [59] and LiDAR depth completion [36]. Monodepth [25] and PSMnet [59] are finetuned on the real gated dataset. Finetuning of Sparse-to-Dense [36] is not possible because neither dense nor semi-dense ground truth depth is available. While Tab. II provides the evaluation metrics on the whole test dataset (day+night), the radar chart in Fig. 11 visualizes the results in a normalized representation. Each metric is normalized to the range [0, 1] such that the best approach is at 1 and the worst approach at 0.1. The results clearly show that traditional stereo [9] and monocular depth estimation [25] show worst performance, while LiDAR depth completion [36] provides the best results. However, LiDAR depth completion relies on sparse ground truth depth input from LiDAR and it is hard for other approaches to achieve this performance. Note that
TABLE II: Comparison of our proposed framework G2D+ and state-of-the-art methods on the real test dataset according to common metrics as utilized in [60]. Note that Sparse-to-Dense requires ground truth input.

| Method                  | RMSE  | MAE  | SILog | δ1   | δ2   | δ3   | Compl. |
|-------------------------|-------|------|-------|------|------|------|--------|
| MONODEPTH [25]          | 9.59  | 4.70 | 25.35 | 82.32| 92.23| 95.68| 1.00   |
| PSMNET [59]             | 6.71  | 2.45 | 19.35 | 92.65| 95.85| 97.27| 1.00   |
| SGM [9]                 | 10.83 | 5.26 | 37.82 | 77.38| 86.36| 90.52| 1.00   |
| SPARSE-TO-DENSE [36]    | 5.77  | 1.64 | 18.39 | 94.91| 96.38| 97.39| 1.00   |
| Gated2Depth [6]         | 7.08  | 2.98 | 21.78 | 94.91| 96.76| 1.00 |        |
| G2D+ Uncertainty        | 7.00  | 2.88 | 21.22 | 90.28| 94.92| 96.80| 1.00   |
| G2D+ Filter (80%)       | 3.84  | 1.49 | 13.78 | 95.53| 98.06| 98.75| 0.87   |

Compared to Gated2Depth in [6], we do not use separate models for day and night and we evaluate on a significantly larger image crop. Gated depth estimation without any filter shows in this setting only similar performance as deep stereo [59]. However, the additional uncertainty maps can be used to filter out unreliable depth estimates and Gated2Depth with uncertainty filter even outperforms depth completion performance.

VI. CONCLUSIONS

This work extends the recent Gated2Depth method with aleatoric uncertainty that provides additional confidence information for each depth estimate. We show in the application of uncertainty filtering, how this uncertainty measure can help to filter out unreliable depth estimates increasing the overall system performance. In an ablation study, we show that our proposed training on RGB guided interpolated ground truth depth is superior to conventional multi-loss approaches. Exciting future research includes the application of uncertainty maps into sensor fusion approaches, either for object detection or scene understanding enabling the integration of gated viewing systems into recent sensor setups of safe self-driving cars.

This work has received funding from the European Union under the H2020 ECSEL Programme as part of the DENSE project, contract number 692449.
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