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ABSTRACT Polynomial multiplication is one of the heaviest operations for a lattice-based public key algorithm in Post-Quantum Cryptography (PQC). Many studies have been done to accelerate polynomial multiplication with newly developed hardware accelerators or special CPU instructions. However, another method utilizes previously implemented and commercial hardware accelerators for RSA/elliptic curve cryptography (ECC). Reusing an existing hardware accelerator is advantageous, not only for the cost benefit but also for the improvement in performance. In this case, the developer should adopt the most efficient implementation method for the functions provided by a given legacy hardware accelerator. It is difficult to find an optimized implementation for a given hardware accelerator because there are a variety of methods, and each method depends on the functions provided by the given accelerator. In order to solve the problem, we survey methods for polynomial multiplication using RSA/ECC coprocessors and their application for Learning With Error (LWE)-based KEM algorithms of National Institute of Standards and Technology (NIST) PQC round 3 candidates. We implement all known methods for polynomial multiplication with RSA/ECC coprocessors in a platform, commercial mobile system-on-chip (SoC), the Exynos2100 Smart Secure Platform (SSP). We present and analyze the simulation results for various legacy hardware accelerators and give guidance for optimized implementation.

INDEX TERMS Polynomial multiplication, RSA/ECC coprocessor, Kronecker substitution, PQC, post-quantum cryptography, Lattice-based cryptosystem.

I. INTRODUCTION

The emergence of quantum computers affects widely commercialized encryption algorithms such as RSA and Elliptic curve cryptography (ECC) algorithms, which have been used for decades. Shor’s research [1] revealed that RSA and ECC are no longer secure in quantum computing environments. To prepare for these changes, the National Institute of Standards and Technology (NIST) started Post-Quantum Cryptography (PQC) standardization in 2016, and the candidates for the third round were selected in 2020 [3], [4].

One of the most-studied areas in which PQC candidate algorithms are created is lattice-based cryptography. Among these algorithms, Learning With Error (LWE)-based algorithms are often studied due to their efficiency [2]. Polynomial multiplication is one of the most important operations that constitute an LWE-based algorithm. Therefore, many researchers are studying high-speed methods that use
hardware or software to speed up an LWE-based algorithm with various implementation techniques; see the software and hardware implementation approach in Figure 1. The hardware implementation platform that should be considered for improving performance is ASIC or the field-programmable gate array (FPGA). For software implementation, a processor based on ARM or Intel with instructions related to the selected architecture are considered. After that, the best combination is determined by selecting from among the final techniques in Figure 1, which are to be discussed in this paper.

However, considering the long transition time to the new PQC algorithms, utilizing the existing legacy hardware accelerator for current public key cryptography algorithms is a reasonable approach due to its flexibility and ease of deployment: see the legacy hardware implementation approach in Figure 1. There are many devices that have a large number of modular multiplication hardware accelerators for the RSA/ECC algorithm because RSA and ECC are the most popular algorithms for public key cryptography. We can compare three approaches to implementing PQC algorithms; see Table 1. Software implementation is a common and easy way to realize algorithms. However, it is usually not proper for embedded devices because it is very slow compared with hardware-based implementation. We can also achieve a high speed by making a specific PQC algorithm-dedicated hardware accelerator. In this case, however, we have to spend a considerable amount of time and money. In Table 1, legacy hardware refers to the big number modular multiplication hardware accelerators that are intended for the RSA/ECC algorithm, and this approach is the main topic of this study. Note that legacy hardware is used in many industries, including the smart card business. Thus, the results of studies for reusing legacy hardware have been published by research engineers at companies and organizations in the smart card business.

In addition to the advantages of this approach, there are many things that we need to consider. The first is that it is slower than using PQC dedicated hardware, but it is generally faster than implementing the PQC algorithm with Software alone. Therefore, it is considered quite appropriate to use this approach if the speed with RSA/ECC coprocessor is sufficiently high. The second is that we need to know it is difficult to use legacy hardware to implement all kinds of PQC candidate algorithms. However, we can investigate which algorithm are better to use. The third is that there are many kinds of commercial legacy hardware, and a developer should use a specific legacy hardware. The reason for mentioning this is that the developer should adopt the most efficient implementation method using the functions provided by the chosen hardware. The performance differs according to the legacy hardware in the actual implementation. The fourth is that there are several well-known techniques for polynomial multiplication using RSA/ECC coprocessors. In this paper,

---

**TABLE 1. Comparison of three approaches for PQC implementation.**

| Approach                | Advantages     | Disadvantages   |
|-------------------------|----------------|-----------------|
| Software only           | Flexible       | Slow            |
| PQC-dedicated H/W       | Fast           | Expansive       |
| Legacy Hardware         | Reusable       | Limited application |
we discuss and research these four points, and we describe our own implementation result and comparison using one platform, the commercial mobile System-On-Chip (SoC) Exynos2100 SSP [35]. In addition, we present and analyze simulation results for various legacy hardware accelerators, and we offer guidance for optimized implementation.

As we described, there are various legacy hardware accelerators for RSA/ECC implementation, and software developers should adopt the most efficient implementation method within the functions provided by the given hardware. Possible functions provided by a given legacy hardware are integer operations, for example, multiplication, addition, subtraction, shift, and reduction of big number, see category of legacy hardware in Figure 1.

However, the functions that can be provided on a device vary depending on the size of chips and scope of use, so all commercial legacy hardware is different. The most time-consuming operation for RSA/ECC operations is modular integer multiplication with modular reduction, and it is generally the most widely mounted function. To maximize the computational speed of RSA/ECC, a manufacturer implements modular multiplication with a hardware pipeline that is as fast as possible. If the area allows for further improvement in performance, addition, subtraction, shift operations are provided optionally. The maximum size of the calculation value provided also varies depending on the legacy hardware. Therefore, the implementation method varies depending on the specification of the provided size, even if the same kind of functions can be used.

In order to reuse commercial legacy hardware, a key problem that must be solved is that it must be possible to perform polynomial modular multiplication using integer modular multiplication. To solve the problem, it should be possible to perform polynomial modular multiplication by moving the space of the polynomial operation to the integer operation. A mathematical approach called Kronecker substitution (KS) [26], [59], which is a method for polynomial multiplication. The main difference is the carry-by-addition technique for reducing problems concerning multivariate polynomials to the case of univariate polynomials by evaluating the polynomial. By this technique, the multiplication in \( \mathbb{Z}[x] \) can be changed to multiplication in \( \mathbb{Z} \) by evaluation. Schönhage also introduced this property in his research [59]. KS is a common way to perform modular multiplication in integer arithmetic for polynomial multiplication. The main property is described as below,

\[
\phi : \mathbb{Z}[y] \to \mathbb{Z}[y]/(B - y)
\]

A well-chosen \( B \in \mathbb{Z} \) in (1) makes \( \mathbb{Z}[y]/(B - y) \) isomorphic to \( \mathbb{Z} \) and \( f(y) \in \mathbb{Z}[y] \) is transformed to \( h(B) \). This means a polynomial is transformed to an integer. As a result, the relation between polynomial multiplication and integer multiplication is an evaluation with a well-chosen parameter \( B \). This transformation is called “base-\( B \) clumping,” and is also known as an evaluation by \( B \). In the opposite direction, it is called “lifting(\( \phi^{-1} \)),” as suggested by Bernstein [22]. We use these terms in later sections. The term “lifting” is not just defined as the opposite direction of “clumping”; it actually means the transformation to a larger space that includes the original space. This concept is based on evaluation homomorphism, which is a basic concept of abstract algebra [34].

**B. BASIC METHOD OF KS**

Harvey introduced KS and its variant in [5]. For example, given \( f(x) = 12x + 34 \) and \( g(x) = 56x + 78 \), we want to know the polynomial product \( f(x) \times g(x) = h(x) \). We know the answer is \( h(x) = 672x^2 + 2840x + 2652 \). To use integer multiplication instead of polynomial operation, we set
\[ B = 10^4. \] Thus, the result of clumping is \( \phi(f(x)) = f(10^4) = 120034 \) and \( \phi(g(x)) = g(10^4) = 560078. \) By equation (1), \( \phi(f(x) \times g(x)) = \phi(f(x)) \times \phi(g(x)) = f(10^4) \times g(10^4) = 120034 \times 560078 = 67228402652 = h(10^4), \) “672 \| 2840 \| 2652.” Finally, by lifting, which is a reversal of \( \phi, \) the number in \( \mathbb{Z} \) is transformed to \( h(x) = 672x^2 + 2840x + 2652. \) This concept illustrates how to use an integer operator for polynomial operation. An evaluation by “power of 10” is not an arithmetic operation—indeed, there is no operation for this, except extracting and storing the values on a proper buffer by radix 10. For this operation in computers, we will use the radix “power of 2.” The value of \( B \) is important for the lifting. If \( B \) is not adequately large, this transformation is not invertible. For example, \( B = 10^2, f(10^2) \times g(10^2) = h(10^2) = 7006652 \) is not directly converted to 67228402652. So, we need to choose a double size of maximum coefficient for \( B, \) which guarantees \( \phi \) is invertible.

### C. A KS VARIANT: KS2

An integer that is too large causes difficulties in the real-world implementation of PQC. For example, in Saber, the polynomial degree of a given ring is 256 and the coefficients of the multiplicands are 13 bits and 3 bits. Thus, the output of each operand by clumping is at least 6656 bits (256 × 13). The scale of an RSA/ECC coprocessor does not normally use 6656 bits, because the RSA key size generally ranges to 4096 bits, and a 2048-bit RSA is recommended until the year 2030 [27]–[29]. Indeed, many products have coprocessors that support multiplication under about 4096 bits [23]–[25].

Thus, we need to reduce the size of the operation for PQC polynomial multiplication. A simple example is given in Harvey [5], called KS variant, e.g., “KS2.” There are several division techniques, such as Number Theoretic Transform (NTT) or Nussbaumer [30], [31] as shown below:

\[
\begin{align*}
    h(x) &= xh_0(x^2) + h_1(x^2) \\
\end{align*}
\]

(2)

As we remember from the previous example, we need \( h(10^4). \) In addition, \( h_0(10^4) \) and \( h_1(10^4) \) can be directly converted to \( h(10^4). \) In other words, \( h_1 \) and \( h_2 \) are different representations of \( h. \) By the equation (2), we obtain \( h(10^2) = 10h_0(10^4) + h_1(10^4) \) and \( h(-10^2) = -10^2h_0(10^4) + h_1(10^4). \) From the two previous equations, we derive

\[
\begin{align*}
    h_1(10^4) &= \frac{h(10^2) + h(-10^2)}{2} \\
\end{align*}
\]

(3)

and

\[
\begin{align*}
    h_0(10^4) &= \frac{h(10^2) - h(-10^2)}{20} \\
\end{align*}
\]

(4)

By (3) and (4), \( h(10^4) \) can be computed, and the final lifting step is the same as the general technique that has already been described in section II-B. The size is \( B = 10^2 \) instead of \( B = 10^4. \) Therefore, the size of the integer for multiplication after clumping is reduced to half. Finally, we can compute the polynomial multiplication for Saber, which has 6656 bits, using a 4096 bits multiplier, because the size of each polynomial is 6656/2 = 3328 bits.

### III. RSA/ECC COPROCESSORS: HARDWARE FOR INTEGER OPERATIONS

For devices that have limited processing power, such as embedded secure elements, cryptographic operations need a hardware accelerator to meet application and service transaction performance requirements, for example, the transaction flow of VISA card processing should be under 300 ms [17]. In order to meet these requirements more securely, symmetric key algorithms are usually fully hardware based; we can verify that most devices for financial purposes have symmetric algorithms with a semiconductor intellectual property core (SIP core), denoted IP; see the common criteria security targets of each device [18]. RSA or Elliptic Curve Cryptography (ECC) are used for the digital signature in many applications, but the algorithms are too large to be fully implemented on hardware. However, software implementations have performance limitations even with a lightweight ECC [58]. Therefore, only the most time consuming and critical operations use the hardware accelerator, such as big number arithmetic in the integer domain.

Because of the trade-off between chip size and performance, the accelerator usually supports only core functions, which are modular multiplication, addition, subtraction, and barrel shifter, and so on. Generally speaking, addition and subtraction require a small number of operations. Shift needs a few more operations. Multiplication is a high-cost operation. One category of division operations, such as modular reduction, is a very high-cost integer operation. In a hardware accelerator, modular reduction and other operations can be combined. Modular addition is the addition and then reduction of two integers. Modular addition and subtraction are not high-cost operations because only one subtraction or addition is required in the worst case of reduction. In contrast, modular multiplication is a relatively more complex operation; modular multiplication is not a simple combination of multiplication and division. The operational cost of reduction is much greater than that of multiplication.

Many hardware security chips that support RSA/ECC, i.e., NXP [23], Infineon [24], Espressif [25] and Samsung [18], already have the accelerator for the modular multiplication. Those devices have optional adders and shifters. In addition, the pros and cons of the implementation are different depending on the type of hardware the device has. We organize the basic hardware that is helpful for the existing public key operation into the following categories and analyze the performance of the application with the latest technique using KS which is described in section VI.

- “Modular multiplication” is utilized in devices as default.
- “Add/Subtraction” is optional.
- “Shift” is optional.

Therefore, there are four combinations of hardware application. However, an ECC-dedicated architecture also exists for Transport Layer Security (TLS), called the TLS coprocessor [40], [41]. The relevant instruction is modular addition, subtraction, and multiplication by prime number \( p \) up
to 256 bits, SHA2-256 [47], and AES-128-256 [46]. We can find some implementations in Banerjee et al. [39] for CRYSTALS Kyber [14], FrodoKEM [43], ThreeBears [44], SPHINCS+ [45] and SIKE [42] with ECC coprocessor. In particular, the ECC-based algorithm SIKE is well-adapted to the ECC coprocessor. However, the limitations of the legacy-only ECC coprocessor is that the size of multiplication is small, so the big arithmetic of ring LWE-based candidates is not suitable. Thus, we do not deal with ECC dedicated coprocessors in this study.

### IV. LWE-BASED PQC ALGORITHMS

#### A. CRYSTALS KYBER

Kyber is part of CRYSTALS along with the signature scheme Dilithium [14], [16]. Kyber is an IND-CCA2-secure Key Encapsulation Mechanism (KEM) whose mathematics basis is the LWE problem in the module lattices (Module-LWE) problem by Langlois et al. [12]). The mathematical carrier is the polynomial ring $\mathbb{Z}[X]/(X^{256} + 1)$ with $q = 3229$ and a 256 coefficient polynomial. Kyber512 uses $k = 2$, Kyber768 uses $k = 3$, and Kyber1024 uses $k = 4$, which are the module sizes for each security level, as shown in Algorithm 1. The most expensive operations are multiplication over a vector or a matrix of polynomials, for example matrix $A \times \text{vector } s$. This algorithm uses NTT for the polynomial multiplication [15]. There are several back and forth transformations between domains, and the calculation complexity and the size trade-offs have to be considered carefully in the algorithm, for example, matrix $A$ is directly sampled in the NTT domain, $A \times (A^T r + e_1)$ is in the NTT domain. Moreover, to avoid conversion to the NTT domain, matrix $A$ is set in NTT domain coefficients after random uniform sampling; see step 2. The operation is well-defined because any coefficient has a one-to-one correspondence with the normal domain coefficient. In other words, the NTT domain has the same sampling space as the normal domain. However, the algorithm must fix the twiddle factors for the NTT (or inverse NTT) operation, which costs additional memory space. Moreover, the algorithm for $A$ matrix generation reduces flexibility and may cause a lack of compatibililty in future implementation.

#### B. SABER

The Saber is based on the Module Learning With Rounding (MLWR) problem, which is a variant of the LWE problem [13]. The algorithm utilizes a module structure, as introduced by Langlois et al. [12]. The polynomial ring is $\mathbb{Z}[X]/(X^{256} + 1)$ with $q = 2^{13}$. We do not need modular arithmetic, as modular reduction can be done by simple shifting because it uses a $2^n$ modulus, and the rounding operation is also easily done by chopping. LightSaber, Saber, and FireSaber consist of $2 \times 2$, $3 \times 3$, and $4 \times 4$ modules (polymatrix) with a 256 coefficient polynomial for each module.

Algorithm 3 in Table 4, is a pseudo code of Saber encryption algorithm. We refer to the algorithm from the official Saber documentation [13]. $l$ can be 2, 3 or 4, which is the module size of each security level. The main difference between Saber and CRYSTALS Kyber is shown below.

- There is no error addition presented in $e_1, e_2$ of steps 4 and 5 in Algorithm 1 and steps 5 and 6 in

### TABLE 2: (Algorithm 1): Kyber.cpa.enc (Pseudo Code, Structure overview).

| Input: $pk_{CPA} = (t, r), m \in M, r \leftarrow \{0, 1\}^{256}$ |
|---------------------------|
| Output: Cipher $c$ |
| t = $\text{Decompress}_q(t, d_t)$ |
| 2. $A \leftarrow R_q^{k \times k}$ |
| 3. $(r, e_1, e_2) \leftarrow \chi^k \times \chi^k \times \chi^n$ |
| 4. $u \leftarrow \text{Compress}_q(A \times r + e_1, d_u)$ |
| 5. $v \leftarrow \text{Compress}_q(t, r + e_2 \times \left(\frac{1}{2}\right))$ |
| 6. $c = (u, v)$ |

### TABLE 4: (Algorithm 3): Saber.cpa.enc (Pseudo Code).

| Input: $pk = (b, seed_A), m \in M$ |
|---------------------------|
| Output: Cipher $c$ |
| 1. $A \leftarrow R_q^{k \times k}$ |
| 2. $s' \leftarrow \chi^n$ |
| 3. $b' \leftarrow ((A^T s' + h) \bmod q) >> (\epsilon_q - \epsilon_p) \in R_q^{k \times 1}$ |
| 4. $b' \leftarrow b' (b' \bmod p) \in R_p$ |
| 5. $c = (c_m, b')$ |

### TABLE 3: (Algorithm 2): Kyber.cpa.enc (Pseudo Code, submitted algorithm in Round 3).

| Input: $pk_{CPA} = (t, r), m \in M, r \leftarrow \{0, 1\}^{256}$ |
|---------------------------|
| Output: Cipher $c$ |
| 1. $t \leftarrow \text{Decompress}_q(t, d_t)$ |
| 2. $A \leftarrow R_q^{k \times k}$ ($A$ is already in NTT domain) |
| 3. $(r, e_1, e_2) \leftarrow \chi^k \times \chi^k \times \chi^n$ |
| 4. $r \leftarrow \text{NTT}(r)$ |
| 5. $u \leftarrow \text{NTT}^{-1}(A^T r) + e_1$ |
| 6. $v \leftarrow \text{NTT}^{-1}(e^T r) + e_2 + \text{Decompress}_q(m, 1)$ |
| 6. $c = (u, v)$ |
Algorithm 2. Instead of modification of the value by error, Saber uses shift (rounding) of the variables in step 5 and 7 in Algorithm 3. The advantage of this property does not need to be mentioned in this paper.

- This algorithm is not an NTT-based scheme. Saber uses pure polynomial multiplication, which helps the algorithm utilize the RSA/ECC coprocessor directly, and this leads us to various efficient methods that can be used for polynomial operations, in contrast to Kyber and Dilithium, which propose algorithms with NTT for the polynomial multiplication.

V. ADDITIONAL CONSIDERATIONS FOR KS IMPLEMENTATIONS

A. GENERAL PRE-PROCESSING

To apply polynomial arithmetic with the RSA/ECC coprocessor, additional preprocessing is inevitable. In the above example $f(x) = 12x + 34$ is stored in two memory spaces, e.g., $F_0 = 12$ and $F_1 = 34$. However, after clumping, the integer is 120034. Even this simple transformation, like producing 120034 from $F_0$ and $F_1$, requires additional operations that cannot be overlooked. The save, store, and bit shift operations. KS2 needs more precomputing than KS1, and each method has its own preprocessing. In real-world implementation, these additional “non-computing steps” should be counted.

B. PREPROCESSING FOR INTEGER REDUCTION

Montgomery or Barrett methods are used in general for efficient modular reduction [19], [20]. Each method requires precomputing for multiplication, e.g., $R = b^n \mod n$ in the Montgomery method to convert to the Montgomery domain, $b^n \mod n$, where $b$ is the radix of operation [21], which is normally a power of 2. As the modular value for PQC is fixed and $m$ is a value where $b^m > n$, we do not need to consider general precomputing methods for unknown modular values. In addition, some RSA/ECC coprocessors offer precomputing by hardware. Montgomery multiplication is conducted as below,

$$\text{Mont}(A, B) \leftarrow ABR^{-1} \quad (5)$$

Thus, if we need the value $A \times B$, there are two choices: computing $AR$ first and then performing (5), or (5) and then $\text{Mont}(AR^{-1}, R^2)$. $AR$ is also computed using $\text{Mont}(A, R^2)$. Furthermore, one additional multiplication is required as a default when Montgomery multiplication is used.

C. GENERAL POST-PROCESSING

After integer multiplication, the value must be recovered in the polynomial form. In general KS, final lifting is required. For example, 67228402652 is not the desired form. Each coefficient of the polynomial should be extracted, such as $h(x) = 672x^2 + 2840x + 2652$. One of the differences between polynomial multiplication and integer multiplication is the way negative values are dealt with. Coefficients in polynomials have their own independent signs. However, in the integer world, there is no independent coefficient, so we have to recover the real signed values for each coefficient. For example, $f(x) = 5x^3 - 2x^2 + 3x + 1$ and $f(10) = 5 \times 1000 - 2 \times 100 + 3 \times 10 + 1$. The output is represented as 4831, but the desired result is 5231 (the hat denotes a negative number). Therefore, we need a reference number to decide whether a number is negative or positive. For example, if $(x > 5)$ then $x \leftarrow (10 - x)$. The 8 is changed to 2, the borrow from 4 will be added, and finally 4 becomes 5. Thus, one can know that 4831 is actually 5231. This post processing impacts the overall performance because one must check the size of all coefficients, change values, and add carry bits.

VI. KNOWN METHODS FOR POLYNOMIAL MULTIPLICATION WITH RSA/ECC COPROCESSORS

In this section, we explain three techniques that use different strategies for polynomial multiplication based on KS. To the best of our knowledge, these three techniques cover for most of the related studies until now. The techniques are verified by real implementation and simulation.

A. DIVISION AND MULTIPLICATION (DM)

This section describes the research presented by Albrecht et al. [7]. The main contribution of this paper is using KS combined with low-degree polynomials, using Karatsuba-based polynomial multiplication and KS1 and KS2 on SLE78 [24]. The asymmetric coprocessor on SLE78 has an operator of approximately 2048 bits. The main target algorithm is Kyber-768, which originally included polynomial multiplication by NTT [31], [48] in submitted algorithm in NIST round 3. Kyber does not use pure polynomial multiplication, which has already been explained in Section IV-A.

The size of the polynomial for KS1 is at least 5376 bits in general, the number of multiplications is $2n^2 - 2n$, requires additional operations. This post processing impacts the overall performance because one must check the size of all coefficients, change values, and add carry bits.

1) DIVISION POLYNOMIAL BY SCHÖNHAGE’S TECHNIQUE

Schönhage’s technique is a method for separating polynomials using the transformation shown below,

$$\Psi : \mathbb{Z}[X]/(X^n + 1) \rightarrow (\mathbb{Z}[Y]/(Y^{n/2} + 1), Z[X]/(Y - X^2)) \quad (6)$$

for example, $f(x) = 12 + 34x + 56x^2 + 78x^3 \in \mathbb{Z}[X]/(X^4 + 1)$ is transformed with $t = 2$, $y = x^2$, $f(x, y) = (12 + 56y) + (34 + 78y)x \in (\mathbb{Z}[X]/(Y^2 + 1, Z[X]/(Y - X^2))$. Thus, the multiplication of the polynomial is divided into a two-parts coefficient polynomial about $y$ in $\mathbb{Z}[Y]/(Y^2 + 1)$. The number of multiplications for 2-polynomials is $2^2 = 4$; in general, the number of multiplications is $t^2$. 
2) REDUCTION IN INTEGER DOMAIN
The original KS method is based on general polynomial multiplication. However, polynomial operation in ring LWE includes modular reduction by a given polynomial. The candidate algorithms in NIST Round 3 use $x^{256} + 1$ as the polynomial for reduction. Indeed, one could easily compute the polynomial reduction after getting output of polynomial degree 512, which is $h'(x) \leftarrow f(x) \times g(x) \in \mathbb{Z}[x]$, and then $h(x) \leftarrow h'(x) \mod (x^{256} + 1)$. The cost of this operation can be considered not to be high because the polynomial $x^{256} + 1$ is so efficient, as only 256 small coefficient subtractions are required. However, subtraction by Software can have very high-cost compared with that of a hardware coprocessor. Albrecht et al. [7] use modular multiplication using an RSA coprocessor by evaluating $2^l$ of $f(2^l) \times g(2^l)$ mod $(2^l x^{256} + 1)$.

3) COMBINATION WITH KARATSUBA TECHNIQUE
After polynomial separation, we can use the Karatsuba multiplication quoted in D.J. Bernstein [22]. It is a well-known technique with a complexity according to the number of multiplications $3 \log_2 n$. $(A \times B) \times (C + D) = ACx^2 + (AD + BC)x + BD$, concluding with four multiplications and three additions. In order to reduce the number of multiplications, we compute $A + B$ and $C + D$ first, and $P = (A + B) \times (C + D) = AC + BC + AD + BD$. Finally, $(AD + BC)$ is computed by $P$ with one subtraction, so only three multiplications, which are $AC$, $BD$, and $P$, are required and two additional additions are needed. This process can be done recursively with $t > 2$, and then the number of multiplications is converging to $3 \log_2 n$.

4) COMBINATION WITH TOOM COOK TECHNIQUE
Toom-Cook is one of the most widely used algorithm for polynomial or integer multiplication [11]. Depending on the depth of the operation, the Toom–Cook method can be generalized from Toom–Cook 2 to Toom–Cook (n). Regardless of the size of n, polynomial multiplication is calculated using the following three steps. $f(x) \times g(x) = h(x)$.

1) Evaluation—The polynomials $f(x)$, $g(x)$ are converted into a constant by evaluating $g(1)$, $g(-1), f(-1), g(-1)$, and so on with other integers, which is easily computed and is denoted by $f(b_i), g(b_i)$, where $i$ is an index.

2) Multiplication—By multiplying $f(b_i) \times g(b_i) = h(b_i)$.

3) Interpolation—$h(x)$ is finally recovered with $h(b_i)$.

In order to recover $h(x)$ with $h(b_i)$ by interpolation efficiently, one can use matrix arithmetic. Because interpolation is the reverse of evaluation, the matrix for interpolation is computed using the inverse of the evaluation matrix. The input of the interpolation matrix is $h(b_i)$ and the output of the matrix is all coefficients of $h(x)$. Toom–Cook 2 divides $f(x)$ and $g(x)$ into two large polynomials, and also uses the $\Psi$ function of Schönhage’s technique; see Equation (6). $F(x) = a_0 + a_1x + a_2x^2 + \ldots + a_{n-2}x^{n-2}$, can be separated into $F(x) = (a_1 + a_3x^2 + a_5x^4 + \ldots + a_{n-2}x^{n-2})x + (a_0 + a_2x^2 + a_4x^4 + \ldots + a_{n-2}x^{n-2})$, and then changed by $F(x, y) = (a_1 + a_3y + a_5y^2 + \ldots + a_{n-2}y^{(n-2)/2})x + (a_0 + a_2y + \ldots + a_{n-2}y^{(n-2)/2})$ where $x^2 = y$. In this way, given $F(x)$ and $G(x)$, we can get $F(x, y) = f_1(y) + f_0(y)$ and $G(x, y) = g_1(y) + g_0(y)$ where $f_0$ and $g_0$ are separated polynomials with even indexed coefficients, and $f_1$ and $g_1$ have an odd index. If two polynomials $F(x, y)$ and $G(x, y)$ for $x$ with degree 1 are multiplied, the product $H(x, y)$ becomes a cubic polynomial for $x$. Finally, we obtain $H(x, y) = f_0g_0 + (f_1g_0 + f_0g_1)x + (f_1g_1)x^2$. In the same way, where $x^4 = y$, Toom–Cook 4 is applied. For example, in order to obtain multiplication of the two 255-degree polynomials, 255-degree polynomial is divided into four 63-degree polynomial, and the operation of 3-degree polynomials with coefficient which is a 63-degrees polynomial is performed. The product of two cubic polynomials is a sixth-order polynomial, so there are a total of seven coefficients. There must be seven output coefficients. Therefore, Toom–Cook 4 requires 7 evaluations and multiplications for each polynomial. Toom–Cook 2 requires three polynomial operations with degree $m/2$, where the original polynomial degree is $m$. Toom–Cook 3 requires 5 polynomial operations with degree $m/3$, Toom–Cook 4 requires 7 polynomial operations with degree $m/4$ and Toom–Cook (n) requires $2n - 1$ polynomial operations with degree $m/n$.

5) REAL-WORLD IMPLEMENTATION OF DIVISION AND MULTIPLICATION (DM)
From the beginning to the end, until we obtain the output of polynomial multiplication, the operation steps are as shown below.

(A) Polynomial Separation of $k$ polynomials
(B) Evaluation by $2^l$ for KS
(C) Polynomial multiplication by hardware
(D) Post-Processing

Step (A) is regarded not to be an even operation, and Albrecht et al. [7] calls step (B) SNORT, and step(D) SNEEZE. In a real-world implementation, the process in detail is as below.

(A) Polynomial separation of $k$ polynomials
- Changing the order of polynomial coefficients using equation (6). There is no arithmetic operation in this step.

(B) Evaluation by $2^l$ for KS
- This step can be ignored in the operation if each coefficient is stored in a 32 bit array. This is regarded as the output the evaluation $l = 2^{32}$. By the same logic, $l$ is chosen according to the power of 2 that is the basic size of the computation, such as $2^8$ or $2^{16}$, which are an unsigned char and an unsigned short.

(C) Polynomial multiplication by hardware
- If Karatsuba is used, addition operations are required before the evaluation. The first number moves to the Montgomery domain that is described in Section V-B, $f(2^{32})R \leftarrow f(2^{32})$.
- Multiplication $h(2^{32}) \leftarrow \text{Mont}(f(2^{32})R, g(2^{32}))$: This step must be performed by the hardware.
- The number of multiplications depend on DS, Karatsuba, or Toom–Cook.
(D) Post-Processing
- Addition and subtraction of multiplication outputs. The number of addition and subtraction operations depends on the method, e.g., Karatsuba or normal DM.
- Composite array of addition outputs for single $h(x)$. This step is the reverse of (A).
- Final reduction by prime field (in Kyber and Dilithium only).

B. Kronecker+
Kronecker+ is introduced by Bos et al. [8]. This method focuses on minimizing the number of separations with a generalization of KS2.

1) GENERALIZATION OF KS2
According to VI-A, the main purpose of these techniques is to reduce the size of the polynomial. However, a smaller polynomial causes a greater number of multiplications. The original variant of KS, which is KS2 (see II-B), is a smart polynomial recursively. In other words, KS2 has no more separated compared with DM which can separate polynomial more, but Kronecker+ suggests a method or reducing the multiplicand to use multiplication by generalization, which is of the techniques of KS2 [8]. On the other hand, KS2 is based on 2-way division, as shown below,

$$f(x) = f_0(x^2) + x f_1(x^2)$$  \hspace{1cm} (7)

$$f(10) = f_0(10^2) + 10 f_1(10^2)$$  \hspace{1cm} (8)

If one more split is required, it is possible with $\pm \sqrt{10}$ and $\pm \sqrt{10}$ of $f_0$ and $f_1$. However, when $t = 4$, equation (7) expands equation (9) by Schönhage’s technique. The background will be explained in the next section.

$$f(x) = f_0(x^4) + x f_1(x^4) + x^2 f_2(x^4) + x^3 f(x^4)$$  \hspace{1cm} (9)

Then the evaluation of the polynomial by ‘10’ in the previous example for KS2 is,

$$f(10) = f_0(10^4) + 10 f_1(10^4) + 10^2 f_2(10^4) + 10^3 f(10^4)$$  \hspace{1cm} (10)

To use KS2, there are four different polynomials for pointwise multiplication. Two polynomials, $f(10)$ and $f(-10)$, obviously exist as below,

$$f(10) = f_0(10^4) + 10 f_1(10^4) + 10^2 f_2(10^4) + 10^3 f(10^4)$$  \hspace{1cm} (11)

$$f(-10) = f_0((-10)^4) + 10 f_1((-10)^4) + 10^2 f_2((-10)^4) + 10^3 f((-10)^4)$$  \hspace{1cm} (12)

We would like to know $f(10^4)$, so we need two more equations. Thus, we need four values for $x = 10^4$, which are $10, -10, 10i, -10i$. However, we do not have $i$ in $Z$. In order to compute the evaluation of $i$, Bos et al. [8] used Nussbaumer’s technique, which is quoted in Bernstein [22]; this technique is called Kronecker+. By this technique, we can split a polynomial into smaller segments than with KS2. KS2 is a 2-way example of Kronecker+, so Kronecker+ is generalization of KS2.

2) NUSSBAUMER
For the description of Nussbaumer’s technique, we recall equation (6).

$$\Psi : Z[X]/(X^n + 1) \rightarrow (Z[Y]/(Y^n + 1))[X]/(Y - X^t)$$ (13)

In CRYSTALS, Kyber, Dilithium, and Saber, $Z[X]/(X^{256} + 1)$ is used for reduction. It can be rewritten as $Z[Y]/(Y^{256/n} + 1)[X]/(Y - X^t)$. This means that the degree of the equation for $Y$ is less than 256/t, and the degree of the equation for $X$ is less than $t$. The degree of the multiplication of two polynomials in $Z[Y]/(Y^{256/n} + 1)[X]/(Y - X^t)$ is less than 2t about $x$. Equation (13) can be naturally lifted to

$$Z[Y]/(Y^{256/n} + 1)[X]/(X^{2t} - 1)$$ (14)

If we need to conduct one multiplication of two polynomials in $Z[Y]/(Y^{256/n} + 1)[X]$, the space can be lifted again $(Y^{256/n} + 1)[X]$ without the reduction part. By the definition of general homomorphism [34], we can do an evaluation by $x_i$ for $\Psi(f(x)) \times \Psi(g(x)) = \Psi(h(x))$, such as $\Psi(f(x_i)) \times \Psi(g(x_i)) = \Psi(h(x_i))$ where $x_i \in Z[Y]/(Y^{n/t} + 1)[X]$, by the 2t evaluation of $\Psi(g(x_i))$ and $\Psi(f(x_i))$ and pointwise multiplications. One can make 2t equations, such as $\{\Psi(h(x_0)), \Psi(h(x_1)), \Psi(h(x_2)), \ldots, \Psi(h(x_{2^{t-1}}))\}$. Now, by linear transformation of the system of equations, one can compute $\Psi(h(x))$. On the other hand, to simplify the system of equations, the value of the evaluation is chosen by the primitive 2t-th root of unity with the property $x^n = 1$ and $y^{n/t} = -1$. We know $(\zeta^{n/t})^{2t} = 1$, so $\zeta^{n/t}$ is the primitive 2t-th root of unity, denoted $\zeta^{n/t} = \zeta_n$, $\zeta_n^{2^{t-1}} = 1$ and $\zeta_n^{2^{t-1}} = -1$, where $\zeta_n$ is primitive n-th root of unity.

The evaluation of $\Psi(f)$ and $\Psi(g)$ with the root of unity $\zeta^t$ can be carried out using the Cooley-Tukey butterfly algorithm [31]. The total number of operations for one polynomial multiplication by Nussbaumer is 2t for polynomials of degree $(n/t)$, initial evaluation and final evaluation that is the same algorithm to initial evaluation. By the evaluation of the primitive root (which is also polynomial with y) can split a given ring.

For example, $n = 8$, $t = 2$, $y = x^2$, $\Psi(f(x)) = y^3 - 3y - 3 + (-3y^3 - 2y - y)x$, $\Psi(f(y^2)) = y^3 - 3y^3 - 3 + (-3y^3 - 2y^2 - y)y = y^3 - 3y - 3 + (-3y^3 - 2y^2 - y^2)$.

$\Psi(f(y^2)) = y^3 - 3y - 3 + (3y^2 + 2y^3 - y) = -1$ By $y^{4t} = -1$.

It is a very lucky case. The output is in $Z[Y]/(Y^{n/t} + 1)[X]$, so this reduces the original polynomial to half degree.
3) COMBINATION OF NUSSBAUMER AND GENERALIZATION OF KS2

Equation (14) expands the space of the actual area; that is \( \mathbb{Z}[X]/(X^n + 1) \cong \mathbb{Z}[Y]/(Y^{n/2} + 1)[X]/(X^2 - 1) \). If there are \( r \) elements \( \mathbb{Z}[Y]/(Y^{n/2} + 1) \) that satisfy \( X_1^2 + 1 = 0 \), \( r \) equations evaluated by the elements can be utilized in \( t \) pointwise multiplications, like NTT. However, no element exists in \( \mathbb{Z}[Y]/(Y^{n/2} + 1) \) for \( X_2 - 1 = 0 \). To solve this limitation, Kronecker+ does not evaluate the polynomial using the coefficients in \( \mathbb{Z}[Y]/(Y^{n/2} + 1) \). In other words, an evaluation by the primitive root of unity, \( (\zeta_{2^n}, \zeta_{2^n}^2, \ldots, \zeta_{2^n}^{2^n-1}) \), is utilized for Nussbaumer, but the primitive \( r \) root of unity, \( (\xi_{2^n}, \xi_{2^n}^2, \ldots, \xi_{2^n}^{r-1}) \), is finally used to evaluate the polynomial in Kronecker+. Those elements all satisfy \( X_i = -1 \) due to the multiplication by \( x \).

We can describe KS2 in a different way. \( f(x) = f_0(x^2) + x f_1(x^2) \) is re-written by Schönhage \( f(x) = f_0(y) + x f_1(y) \in (Y^{n/2} + 1)[X]/(X^2 - 1) \), and \( \zeta = y^{n/2} \) is primitive 2-nd root of unity. Thus, the elements for evaluation are \( (x \xi_{2^n}, x \xi_{2^n}^2) \). Therefore \( f(x \xi_{2^n}) = f(x) \) and \( f(x \xi_{2^n}^2) = f(-x) \) are required for KS2. Now, we can use KS alone, which is exactly KS2 (See Section II-B).

For one more split from KS2, denote For 4-way separation, the domain of operation is \( (Y^{n/4} + 1)[X]/(X^4 - Y) \). A shape of element is above equation (9), and the primitive 4-th root of unity is \( \zeta_4 = y^{n/16} \). We evaluate \( f(x) \) using \( (x, x \xi_4, x \xi_4^2, x \xi_4^3) \). We obtain four outputs, \( f(x), f(x \xi_4), f(-x) \) and \( f(x \xi_4^2) \). Now \( \zeta_4^2 = -1 \), so \( \zeta_4 \) is regarded as imaginary number \( i \), and consider the example of evaluation by 10. Equation (8) has four results of evaluation, e.g., \( f(10), f(10 \xi_4), f(-10) \) and \( f(-10 \xi_4) \). \( f(10) = f_0(10^4) + 10 f_1(10^4) - 10^2 f_2(10^4) - 10^3 f_3(10^4) \). Note that the evaluation in \( (Y^{n/4} + 1)[X]/(X^4 - Y) \) by mapping \( X \leftarrow 10 \xi_4 \) is different from the evaluation in \( \mathbb{Z}[X]/(X^n + 1) \).

The final mapping is \( X \leftarrow 10 y^{n/16}, Y \leftarrow 10^4, f(10) = f(10 y^{n/16}) = f_0(10^4) + 10 \times 10^{4n/16} f_1(10^4) - 10^2 \times f_2(10^4) - 10^3 \times (10^{4n/16})^3 f_3(10^4) \). Note that \( |10^{4n/16}|^2 = -1 \), so \( |10^{4n/16}|^2 + 1 = 0 \). Thus, if an RSA/ECC coprocessor with modular reduction is used for the algorithm, one can use reduction by \( (10^{4n/16})^2 + 1 \). This means the evaluation of the polynomial can be done with \( \mathbb{Z}[X]/(X^n + 1) \).

4) REAL-WORLD IMPLEMENTATION OF KRONECKER+

Table 5 describes how to use Kronecker+ from the beginning to the end, until we obtain the output of polynomial multiplication. The operation steps are below.

(A) Evaluation (SNORT in [7]). This is step 1 in Algorithm 4.

(B) Polynomial multiplication by hardware. This is step 2 in Algorithm 4.

(C) Post-processing. This is steps 3 and 4 in Algorithm 4. In a real-world implementation, the process in detail would be as shown below.

(A) Evaluation by \( 2^t \) for KS

- This is also considered evaluation by \( 2^t \), but unlike DM [7], it needs \( t \) different type of evaluations. It is not neglect able time-consumption. Additional consideration of Kronecker+ is the size after polynomial evaluation. This is because the Bos et al. [8] use evaluation by \( M_1 = 2^{2ln/2^2 \cdot 2^{l/2}} \) where \( f(x) = \sum_{i=0}^{n-1} f_i X^i \).

- This is also considered evaluation by \( 2^t \), but unlike DM [7], it needs \( t \) different type of evaluations. The time consumption is not negligible. An additional consideration of Kronecker+ is the size after polynomial evaluation. This is because Bos et al. [8] use evaluation by \( M_1 = 2^{2ln/2^2 \cdot 2^{l/2}} \) where \( f(x) = \sum_{i=0}^{n-1} f_i X^i \). Therefore, additional reduction is required. One reduction is replaced by one subtraction.

(B) Polynomial multiplication by hardware

- The first number moves to the Montgomery domain, as described in Section V-B. \( f(M)_1 R \leftarrow f(M)_1 \).

- Pointwise multiplication, \( h(M_1) \leftarrow M \cdot h(M)_1 R, g(M)_1 \). This is the same as DM.

(C) Post-Processing

- Recombination for \( h(x) \). This is step 3 of Algorithm 4. Every element in the summation \( \sum_{i=0}^{t} 2^{2(t-j)ln/2} h(M)_1 \) is multiple of \( t \cdot 2^{l/2} \), which seems quite complicated compared with KS2. The troublesome point is that it also causes many shift operations. If numerator is calculated at the first and we start to divide by the denominator, then the total number of operations is extremely high. Therefore, to avoid this situation, before each addition of numerator, we shift by \( t \cdot 2^{l/2} \) and add with modular reduction by \( 2^{ln/2} + 1 \).

- Processing negative values for the final output.

- Final reduction by the prime field in (Kyber and Dilithium only)

C. SMALL COEFFICIENT MULTIPLICATION

Greuet et al. [9] proposed two specific optimizations of polynomial multiplication when one of the operands has coefficients close to 0, namely Kronecker Substitution Variant using small coefficients (KSV) and Shift+Add. In particular, Greuet et al. [9] proposed optimization for embedded devices that have an RSA/ECC coprocessor that provides efficient large-integer arithmetic.

1) KSV

Suppose there are two polynomials, \( f(x) \) and \( g(x) \). Let \( g(x) = g_2 x^2 + g_1 x + g_0 \). Here, we focus on the case where \( g_i \) is

| Table 5: (Algorithm 4): Pseudo-algorithm of Kronecker+ |
|--------------------------------------------------------|
| Input: \( f, g \in \mathbb{Z}/(X^n + 1) \) for a positive integer \( n \), the Kronecker parameter \( l \) and a positive integer \( t \) such that \( tl \) and \( tn \), and \( M_1 = 2^{2ln/2^2 \cdot 2^{l/2}} \) for \( 0 \leq i < t \). Output: \( h = \sum_{i=0}^{n-1} h_i X^i = f \cdot g \mod X^n + 1. \) |
| 1. Compute \( f(M)_1 \) and \( g(M)_1 \) for \( i = 0, \ldots, t - 1 \). |
| 2. Compute \( h(M)_1 = f(M)_1 \cdot g(M)_1 \mod 2^{ln/2} + 1 \) for \( i = 0, \ldots, t - 1 \). |
| 3. Compute \( h(t) = \sum_{i=0}^{t-1} 2^{i(t-j)ln/2} h(M)_1 \mod 2^{ln/2} + 1 \) for \( j = 0, \ldots, t - 1 \). |
| 4. Recover \( h_{i+t} \) as the \( j \)-th l-bit limb of \( h(t) \) for \( 0 \leq i < t \) and \( 0 \leq j < n/l \). |
The basic idea is explained in the following example. \[ f(x)g(x) = f(x)g_2x^2 + f(x)g_1x + f(x)g_0. \] Let \( f(x) = 8x^2 + 3x + 2 \) and \( g(x) = 5x^2 + 4x + 1 \). Then, \[ f(10^2)g(10^2) = f(10^2)g_2(10^2)^2 + f(10^2)g_1(10^2) + f(10^2)g_0 = f(10^2) \times 5 \times (10^2)^2 + f(10^2) \times 4 \times (10^2) + f(10^2) \times 1 = 80302 \times 5 \times (10^2)^2 + 80302 \times 4 \times (10^2) + 80302 \times 1 = 4015100000 + 32120800 + 80302 = 4047301102. \] The resulting polynomial is recovered with radix conversion like in classical KS. The multiplication of two large integers is replaced with three multiplications with radix conversion like in classical KS. The multiplication of a polynomial with small coefficients. Such multiplications are used in some lattice-based KEM, CRYSTALS Kyber and Saber.

2) SHIFT&ADD

There is no need to perform multiplication in Shift&Add. It relies only on additions and left-shifts. This technique is of interest when one of the operands has small coefficients. The basic idea is explained in the following example.

Let \( f(x) = 9x^4 + 8x^3 + 3x^2 + 8x^2 + 2x^3 + 1 \). Let \( r = 0 \). The computation of \( f(x)g(x) \) is done as follows:

1. Step 1. Evaluate \( f : f(10^3) = 9008003 \)
2. Since \( g_2 = 2 \):
   1. \( r \leftarrow r + f(10^3) \times (10^3)^2 \)
   2. \( r \leftarrow r + f(10^3) \times (10^3) \times 2 \)
3. Step 3. Since \( g_1 = 0 \), do nothing;
4. Step 4. Since \( g_0 = -1, r \leftarrow r - f(10^3) \times (10^3)^0 \); This leads to
   \[ f(10^3)g(10^3) = 2f(10^3)(10^3)^2 - f(10^3) = 2(9008003 \times (10^3)^2) - 9008003 = 18015996691997 \]

By radix conversion,
\[
\begin{align*}
f(x)g(x) &= 18x^4 + (15 + 1)x^3 - (10^3 - (996 + 1))x^2 \\
&\quad - (10^3 - (991 + 1))x - (10^3 - 997) \\
&= 18x^4 + 16x^3 - 3x^2 - 8x - 3.
\end{align*}
\]

Greuet et al. [9] also show practical results to compare the above two methods using Kyber and Saber. Between KS variants and Shift&Add, we cannot say one is always more efficient than the other. However, in the case of Kyber512R1, KSV is more efficient than Shift&Add. In the case of Kyber1024R1 and KyberR2, Shift&Add is more efficient than KSV. We give only the simulation results for the hardware barrel shifter and adder. We do not implement polynomial multiplication with this method for the reasons given below.

1) In our environment, the multiplication of small variables and large variables is equal to the multiplication of two large variables. Therefore, KSV offers no advantage.

2) There is no barrel shifter in our environment, so we cannot take advantage of the “shift and add” technique. Actually, the shift operation is very slow for big number arithmetic. Nevertheless, this technique can be applicable to an environment that has a hardware barrel shifter and adder, but no hardware modular multiplication operator.

VII. IMPLEMENTATION OF MULTIPLICATION ON Exynos2100 SSP

Exynos2100 is a SoC for Mobile phones [36]. It contains a security module for cryptographic operations, which is called Strong Box [35] and SSP [56], [57]. It has functions for asymmetric cryptography RSA, ECC, which is a modular multiplication based on Montgomery reduction up to 4096 bits.

In this environment, we use hardware modules such as modular multiplication by Montgomery reduction and addition, and subtraction up to 512 bits only for ECC. The addition and subtraction hardware does not help big operations because hardware operations need extra data relay for hardware control. It doesn’t have a barrel shifter. Therefore, we use only modular multiplication with 4096 bits maximum.

Finally, there are three meaningful hardware conditions for our research, the first is the big addition and subtraction operator, the second is the barrel shift operator, and the third is the modular multiplication operator. Our environment is satisfactory with only the third condition, and we also discuss other conditions in the remaining sections. We implement division and multiplication (DM), Karatsuba as quoted in Albrecht et al. [7], and Kronecker+ by Bos et al. [8] by 2-way separation and 4-way separation. In our environment, a 2-way split works sufficiently, but we give an additional prospect of more splitting with the result of 4-way separation.

More separations such as 8-way and 16-way are not practical in any environment for two reasons. Firstly, as of today, we expect that commercial devices with RSA/ECC coprocessors have a modular multiplication operator of more than 2048 bits. Secondly, if an operator for less than 2048 bits multiplication is used in some environments, there is no remarkable advantage compared to the full implementation of Software multiplication. The compiler is ARM compiler version 6, and optimization -O0 because speed optimization removes the side channel attack countermeasures such as dummy operations, duplication code, etc. Furthermore, we do not choose code optimization by compiler, as countermeasures should not be deleted unintentionally.

The number of clock cycles in the following experiments is based on the external clock, so it is not estimated by clock cycles of operation in Exynos2100 SSP directly. The operation clock for the multiplication is secret hardware IP information. It gives a relative estimation of the speed of operations.

A. ADDITIONAL CONSIDERATIONS OF IMPLEMENTATION

1) PREPROCESSING FOR MONTGOMERY REDUCTION

In our environment, the hardware uses Montgomery multiplication. For Montgomery reduction, the inputs are moved to the Montgomery domain. The constant for the Montgomery domain, \( R \), is a form of \( 2^m \), and \( m \) is a constant that depends on...
the hardware specification. Thus, for KS, $A \times 2^m \mod 2^n + 1$, where $A < 2^n + 1$, is carried out by shift and subtraction. If $m$ is a multiple of $l$, which is the Kronecker parameter for evaluation (see Algorithm 4), the rotation of the index is replaced by shift. For example, the shift of 32 bits does not need to be calculated with ‘unsigned int’ variable. This can be done with index-change of the array.

2) MODULAR REDUCTION OF COEFFICIENTS

For the implementation of the PQC algorithm, the domain of each operation is different for each algorithm. In Saber, modular reduction by $2^{13}$ is removable because the computer operates variables over a power of 2, for example 16 bits (short) or 32 bits (int). However, Kyber needs a final reduction by $q$ of Kyber parameters. This additional operation affects the overall operation time, but it is implemented only by software, we do not cover its implementation.

B. RESULT OF MULTIPLICATION

In this section, we present the result of DM in Section VI-A and Kronecker+ in Section VI-B. We have explained the reason why we do not implement small coefficient multiplication (see Section VI-C).

Table 6 shows the result for the number of clock cycles of DM [7] by 2-way separation. The Kronecker parameter $l$ is set to 32. Theoretically, we can choose the parameter $l > 26$ in Saber and Kyber. However, a parameter with 32 bits is small enough to operate a variable that is less than 4096 bits with 2-way separation. If we choose $l = 26$, this also requires 2-way separation without the advantage for operation complexity. There is one more advantage: the evaluation by $2^{32}$ actually needs no operation, as it’s the basic data size (unsigned int), and the polynomial shift of this result does not require a barrel shifter because changing the index is substituted for shifting by 32 bits. Pointwise multiplication in Table 6 means polynomial multiplication by KS. In this case, there are four polynomial multiplications to be executed.

Table 7 shows a detailed analysis of pointwise multiplication in Table 6. This result does not contain the number of clock cycles for the function call. For multiplication, we need an additional data copy operation as well as hardware multiplication in Z itself. It’s over 15% in pointwise multiplication. Our environment does not have a Direct Memory Access block (DMA) [37]. If there is a DMA in the environment, the
cost will be reduced. However, DMA involves many security concerns and leakages [38], so it may not be an advantage. The move to the Montgomery domain also occupies over 15% in pointwise multiplication. For optimization of the operations, we apply the technique described in Section VII-A1. Processing negative signs is also a main post-processing after KS, so we explain this in Section V-C. In summary, the pure multiplication consumes only approximately half of the whole computational time.

Table 8 is the number of clock cycles for Karatsuba [7] using 2-way separation. By Karatsuba, there are three multiplications and more additions required, instead of four multiplications with additional memory. If the implementation environment has enough memory for the intermediate result of addition, Karatsuba is efficient solution for reducing the operation.

Tables 9 and 10 present the 4-way separation by the DM and Karatsuba methods. Because of the number of polynomial multiplications $t^2$ in DM, the operation time is almost twice that of the 2-way separation. Even though the polynomial is half the size, pointwise multiplication is not divided by

| Sub-Operation | Number of clock cycles | ratio in one-multiplication |
|---------------|------------------------|-----------------------------|
| Polynomial Separation × 2 | 1422 | 8.2% |
| Pointwise Multiplication × 4 | 13400 | 77.9% |
| Polynomial Addition × 2 | 1250 | 7.2% |
| Polynomial shift | 475 | 2.7% |
| Polynomial re-combination | 688 | 4.0% |
| Summation | 17315 | 100% |

| Sub-Operation | Number of clock cycles | ratio in one-multiplication |
|---------------|------------------------|-----------------------------|
| Polynomial Separation × 2 | 1422 | 9.4% |
| Pointwise Multiplication × 3 | 10010 | 66.5% |
| Polynomial Addition × 3 | 1875 | 12.3% |
| Polynomial Subtraction | 625 | 4.1% |
| Polynomial shift | 475 | 3.1% |
| Polynomial Addition | 624 | 4.1% |
| Polynomial re-combination | 688 | 4.5% |
| Summation | 15212 | 100% |

| Sub-Operation | Number of clock cycles | ratio in one-multiplication |
|---------------|------------------------|-----------------------------|
| Polynomial Separation × 4 | 1422 | 3.4% |
| Pointwise Multiplication × 16 | 20400 | 77.2% |
| Polynomial Addition × 9 | 2813 | 10.6% |
| Polynomial shift × 2 | 475 | 1.8% |
| Polynomial Addition × 2 | 625 | 2.4% |
| Polynomial re-combination | 688 | 2.6% |
| Summation | 28423 | 100% |
TABLE 10. Number of clock cycles of each steps for Karatsuba [7] by 4-way separation (Exynos2100 SSP).

| Sub-Operation                  | Number of clock cycles | ratio in one-multiplication |
|--------------------------------|------------------------|----------------------------|
| Polynomial Separation × 4       | 1422                   | 8.1%                       |
| Pointwise Multiplication × 9      | 11475                  | 65.6%                      |
| Polynomial Addition (divided by 4-length) × 6 | 1875                   | 10.7%                      |
| Polynomial Subtraction (divided by 4-length) × 3 | 938                    | 5.4%                       |
| Polynomial shift (comment)       | 475                    | 2.7%                       |
| Polynomial Addition (divided by 2-length) | 625                    | 3.6%                       |
| Polynomial re-combination        | 688                    | 3.9%                       |
| Summation                       | 17498                  | 100%                       |

TABLE 11. Number of clock cycles of each steps for Kronecker+ [8] by 2-way separation (Exynos2100 SSP).

| Sub-Operation                  | Number of clock cycles | ratio in 1-multiplication |
|--------------------------------|------------------------|---------------------------|
| Evaluation 1                   | 650                    | 3.6%                      |
| Evaluation 2                   | 650                    | 3.6%                      |
| Number Reduction               | 625                    | 3.5%                      |
| Pointwise multiplication × 2    | 5318                   | 19.7%                     |
| Number Shift × 4                | 3552                   | 19.8%                     |
| Number Reduction × 6            | 3750                   | 20.9%                     |
| Number Addition × 2             | 1250                   | 7.0%                      |
| Negative Processing             | 711                    | 3.9%                      |
| Negative Processing             | 711                    | 3.9%                      |
| Polynomial re-combination       | 688                    | 3.8%                      |
| Summation                       | 17905                  | 100%                      |

TABLE 12. Number of clock cycles of each steps for Kronecker+ [8] by 4-way separation (Exynos2100 SSP).

| Sub-Operation                  | Number of clock cycles | ratio in 1-multiplication |
|--------------------------------|------------------------|---------------------------|
| Evaluation × 4                 | 1300                   | 5.7%                      |
| Number Reduction               | 1250                   | 5.4%                      |
| Pointwise multiplication        | 3678                   | 16.0%                     |
| Number Shift × 16               | 7104                   | 31.0%                     |
| Number Addition × 12            | 3750                   | 16.3%                     |
| Number Reduction × 12           | 3570                   | 16.3%                     |
| Negative Processing × 4         | 1422                   | 6.2%                      |
| Polynomial re-combination       | 688                    | 3.0%                      |
| Summation                       | 22942                  | 100%                      |

for the low performance is the integer bit shifter. The performance enhancement will be discussed in Section VIII.

Table 13 shows the result of Toom–Cook 4 with an RSA/ECC coprocessor. Toom–Cook 4 is Saber’s application method for reference and optimized assembly code. In Toom–Cook 4, there are seven multiplications, which are also called pointwise multiplication. The degree of multiplication is 64, so this is the same as the application when Karatsuba or DM uses 4-way separation. Karatsuba needs nine multiplications, but Toom–Cook 4 with KS requires 2 fewer multiplications. However, the final result is worse than that of Karatsuba because the interpolation and evaluation step need many more operations, which account for 59.5% in Toom-Cook 4.

Table 14 summarizes all implementation results without the number of each operation. The best performance of ‘C’ implementation in Exynos2100 is Karatsuba (k = 2), because the proportion of the remaining operations, except for pointwise multiplication, is relatively low, and the number of pointwise multiplications is also low. Thus, we mainly use Karatsuba( k = 2) in the Saber implementation for comparison with the result of only using software.

C. APPLICATION TO 3 ROUND KEM BASED ON LWE

In our experiments, we implement CRYSTALS Kyber and Saber. The main difference between these two candidates is whether NTT is used or not. As our purpose in this study is to analyze and compare each KS and variant implementation, we refer to CRYSTALS Kyber clean code [14] and Saber reference code [13]. We do not use AVX2, Cortex-M4 optimization, or PQC variants that utilize SHA2 and AES because,

- The instructions for each ARM architecture are all different. The available optimized code based on Cortex M4 in the NIST submission mainly uses DSP instructions [54], which have parallel operations and also known as SIMD(Single Instruction Multiple Data). However, in our environment, DSP is not available.
- AVX2 is only for Intel CPU [55], so we do not use optimization with AVX2.

a quadratic number. As you can see in Table 7, multiplication by hardware is under 50% in pointwise multiplication, so the number of clock cycles is not reduced with 1/\(t^2\). The shift of polynomial coefficients in Karatsuba and DM is different from the shift of number in Kronecker+ (see Table 11). Polynomial shift is just array shifting by changing the index of the buffers; in contrast, the shift of number is quite complicated in the Software implementation. Therefore, the polynomial shift is more advantageous than Kronecker+’s shift of number.

Tables 11 and 12 present the clock cycles of the implementation of Kronecker+ by 2-way separation and 4-way separation, respectively. An interesting point is that the performance is indeed not better than that of Karatsuba (see Tables 8 and 10). As we mentioned above, the main reason

TABLE 13. Number of clock cycles of each steps for Toom-Cook 4 with RSA/ECC Coprocessor (Exynos2100 SSP).

| Sub-Operation                  | Number of clock cycles | ratio in 1-multiplication |
|--------------------------------|------------------------|---------------------------|
| Interpolation and Evaluation   | 13366                  | 59.5%                     |
| Pointwise Multiplication × 7    | 8925                   | 40.4%                     |
| Summation                      | 22091                  | 100%                      |
In our environment, hardware for AES [46] acceleration exists, but we see the main submissions are consistent with SHA3. There are PQC variants with sampling using AES. M.R. Albrecht et al. [7] shows KS with an AES sampler. It can achieve high performance due to the hardware. However, we do not use AES hardware for the implementation of the actual submitted algorithms. Our strategy for applying KS is Karatsuba $k = 2$, because this achieved the best performance of our experimental results in the previous section. Other results of KS variants will be discussed in the simulation section. We implement only algorithms with level 5 security, e.g., Kyber1024 and FireSaber, because level 5 algorithms show more characteristics of the impacts of each configuration.

1) Saber

Saber can directly utilize KS techniques because pure polynomial multiplication is used in Algorithm 3. The technique in the reference code is Toom–Cook 4, quoted in Bernstein [22]. Table 15 shows a comparison between Toom–Cook 4 and KS with an RSA/ECC coprocessor by Karatsuba $k = 2$, which is the same result as in Table 8 and in the ‘C’ implementation of Table 21. The relative operation ratio in the Tables means the relative ratio of the third columns (in this case, Karatsuba $k = 2$) to the second column (in this case, Toom–Cook).

Only 15.4% of the time (clocks) is required for polynomial multiplication with KS compared with Toom–Cook using only Software. The result of Saber is shown in Table 16. The result using KS is approximately $3 \times$ faster compared with using Software. Surprisingly, the performance is quite enhanced by changing the polynomial multiplication to the KS technique.

2) CRYSTALS Kyber

CRYSTALS Kyber uses NTT, which is similar to Saber, which uses Toom–Cook 4 for ring multiplication. There are three steps for polynomial multiplication in NTT, such as forward NTT, inverse NTT, and pointwise multiplication. All of these three steps must be sequentially combined for one multiplication. Table 17 shows a comparison between NTT and Karatsuba $k = 2$ with KS. The total number of clock cycles of NTT for one polynomial multiplication is 54644, which is a very high cost compared with Karatsuba $k = 2$, when NTT domain changes happen.

Every variable for multiplication in the original submissions algorithm, described in Algorithm 2, are in represented in the NTT domain. As we introduced in Algorithm 1, the basic structure is based on multiplication of ring $\mathbb{Z}_q[x]/(x^{256} + 1)$. Although NTT reduces the cost of operations from $O(n^2)$ to $O(n \log(n))$, the sequence from NTT to iNTT (inverse NTT) is less than $2 \times$ faster than Toom–Cook 4. Additionally, Saber does not have coefficient reduction by $q$. Thus, to speed up the algorithm, Kyber uses NTT domain representation directly for the interface. This dramatically reduces the number of total NTT and iNTT in matrix $A$ in Algorithm 1 and Algorithm 2. We call Algorithm 2 the Kyber NTT domain, denoted Kyber NTTD, and Algorithm 1 Kyber NTT multiplication, denoted Kyber NTT without NTT domain parameters.

Thus, the final submission for the parameters of the public key and private key with Kyber NTTD is even faster than with Kyber NTTM (see Table 18). To apply KS, Kyber NTTD requires many inverse NTT operations for normal domain operations by matrix $A$ in Algorithm 2. Therefore, the result of Karatsuba $k = 2$ incurs greater operation cost than does NTT with only software. Karatsuba 2-way separation is compared with Kyber NTTD in Table 19 and Kyber NTTM in Table 18.

Indeed, Kyber NTTM is more appropriate for KS. Table 20 shows the estimated number of clock cycles for CRYSTALS Kyber Algorithm 1 (Kyber NTTM), software alone vs. Kyber with the KS variant, Karatsuba $k = 2$. There is an enhancement with KS, unlike the application to Kyber NTTD.

In conclusion, CRYSTALS Kyber is not suitable for modular multiplication with integer arithmetic due to its NTT domain representation. The only way it is meaningful for KS is if the algorithm is changed to an NTTM-like scheme, which is Algorithm 1.

3) Application to Other Algorithms in NIST PQC Round 3 Candidates

- NTRU [49] is a candidate of NIST Round 3 candidate KEM. This algorithm also has polynomial multiplications and reductions. The coefficient of reduction is a form of $2^k$ or 3. The degree of the polynomial is approximately from 500 to 900, so many more separations are required. NTRU is not dedicated to using NTT. It may be more suitable to use RSA/ECC coprocessors, because polynomial multiplication is more than 98% in the encapsulation of NTRU algorithms. The disadvantage of KS is the operation cost by splitting; we already showed this property in Section VII-B. This implementation will be our future work.

- CRYSTALS Dilithium [16] has almost the same property as CRYSTALS Kyber. In order to enhance the performance of the algorithm, signature generation is the main target, because there are many rejected steps that cause unpredictable redundancy. Matrix $A$ is generated and stored in an NTT representation like Kyber. The size of the matrix in Dilithium 5 that is submitted with security parameters that satisfy security level 5 is $8 \times 7$, so 56 inverse NTT operations are required by default to utilize KS. Moreover, the coefficient in Dilithium is $\mathbb{Z}_q$ where $q = 2^{23} - 2^{13} + 1$. The minimum size after evaluation by $2^l$ is 14080 bits, which requires at least 4-way separation. As a result, Round 3 Dilithium is not suitable for KS. As a Kyber example, we can suggest a modified specification, but it does not achieve better performance compared with an NTT-based scheme.

- FALCON [50] is a signature algorithm in the NIST Round 3 candidates. Most operations are based on floating-point operations. There is no RSA/ECC
TABLE 14. Number of clock cycles and operation portion where DM [7] (k = 2, k = 4), Karatsuba [7] (k = 2, k = 4), Kronecker+ [8](k = 2, k = 4) and Toom-Cook 4 with Kronecker Substitution - estimated by ‘C’ implementation optimized level 0. The empty space(-) means that the operation is not applied for the method(Exynos2100 SSP).

| Sub-operations                  | DM [7] k = 2 | DM [7] k = 4 | Karatsuba [7] k = 2 | Karatsuba [7] k = 4 | Kronecker+ [8] k = 2 | Kronecker+ [8] k = 4 | Toom-Cook 4 |
|--------------------------------|--------------|--------------|---------------------|---------------------|---------------------|---------------------|--------------|
| Pointwise Multiplication       | 13480        | 20490        | 10010               | 11475               | 5318                | 3678                | 8925         |
| Polynomial separation          | 1422         | 1422         | 1422                | 1422                | -                   | -                   | -            |
| Polynomial addition            | 1250         | 3438         | 2499                | 2500                | -                   | -                   | -            |
| Polynomial subtraction         | -            | -            | 675                 | 938                 | -                   | -                   | -            |
| Polynomial shift               | 475          | 475          | 475                 | 475                 | -                   | -                   | -            |
| Polynomial re-combination      | 688          | 688          | 688                 | 688                 | -                   | -                   | -            |
| Evaluation                     | -            | -            | -                   | -                   | -                   | -                   | -            |
| Number reduction               | -            | -            | -                   | -                   | 4375                | 5000                | -            |
| Number shift                   | -            | -            | -                   | -                   | 3352                | 7104                | -            |
| Number addition                | -            | -            | -                   | -                   | 1230                | 3750                | -            |
| Negative Processing            | -            | -            | -                   | -                   | 1422                | 1422                | -            |
| Interpolation and Evaluation   | -            | -            | -                   | -                   | -                   | -                   | 13166        |
| Total clock cycles             | 17315        | 26423        | 15769               | 17498               | 17905               | 22942               | 22091        |

TABLE 15. Estimated Number of clock cycles for Toom-Cook 4(Software only) vs Karatsuba k = 2( with RSA/ECC co-processor) in Exynos2100 SSP.

| Clocks | Toom-Cook 4 | Karatsuba separation | Performance improvement |
|--------|-------------|----------------------|-------------------------|
|        | 98356       | 15195                | 6.47×                   |

TABLE 16. Estimated Number of clock cycles for Saber(Software only) vs Saber with Karatsuba k = 2(KS with RSA/ECC Coprocessor) in Exynos2100 SSP.

| Software only(Toom-Cook 4) | Karatsuba separation | Performance improvement |
|---------------------------|----------------------|-------------------------|
| KeyGen                    | 1954943              | 634613                  | 3.08×                   |
| Enc                       | 2426347              | 778390                  | 3.11×                   |
| Dec                       | 2767131              | 790786                  | 3.49×                   |

TABLE 17. Estimated Number of clock cycles for NTT(Software only) vs Karatsuba k = 2(KS with RSA/ECC Coprocessor) in Exynos2100 SSP.

| NTT-INTT-Pointwise Multiplication | Karatsuba 2-way separation(KS) | Performance improvement |
|-----------------------------------|---------------------------------|-------------------------|
| 54644                             | 15195                           | 3.59×                   |

coprocessors that support floating operations. Recently, an integer-based structure was suggested, the so called, ZALCON [52], with which we can find a way to use RSA/ECC coprocessors with integer-based schemes.

- Rainbow [53] is also one of the three NIST post-quantum signature finalists. The dominant operation of rainbow is matrix operation. Each element is in Galois Field such as $GF(4)$, $GF(16)$, or $GF(256)$, which is not directly related to polynomial operation. This is also unsuitable for utilizing RSA/ECC coprocessors directly.
Table 21. Comparison of multiplication among environments with reference H/W + Software(Assembly) - clock cycles (smaller is faster).

| Final techniques          | MM only (Exynos) | +Add/Sub | +BS | +Add/Sub BS Only | Add/Sub | +BS | +Add/Sub BS Only | Assembly Optimized |
|---------------------------|-----------------|----------|-----|------------------|---------|-----|------------------|-------------------|
| DM(t=2)                   | 17151           | 16085    | 17315 | 16085            | N/A     | 10882   | 10574            | 10881             |
| Karatsuba(t=2)            | 15195           | 12735    | 15195 | 12735            | N/A     | 8747    | 8131             | 8654              |
| Kronecker+(t=2)           | 17905           | 12370    | 1493  | 7308             | N/A     | 8335    | 6949             | 7327              |
| DM(t=4)                   | 26423           | 23040    | 26423 | 23040            | N/A     | 15228   | 14831            | 15135             |
| Karatsuba(t=4)            | 17498           | 14115    | 17498 | 14115            | N/A     | 9268    | 8421             | 9175              |
| Kronecker+(t=4)           | 22942           | 14332    | 15918 | 8858             | N/A     | 8683    | 6527             | 8047              |
| Shift&Add                 | 0t              | 0t       | 15360 | 15360            | 11185   | 34292   | 34292            | 34292             |
| Toom-Cook4(KS)            | 22091           | 22091    | 22091 | 22091            | N/A     | 11185   | 34292            | 34292             |
| Toom-Cook4(software only) | 98356           | 98356    | 98356 | 98356            | 11185   | 34292   | 34292            | 34292             |
| Multi-Moduli              | 11533           | 11533    | 11533 | 11533            | 11533   | 11533   | 11533            | 11533             |
| NTT(software only)        | 11533           | 11533    | 11533 | 11533            | 11533   | 11533   | 11533            | 11533             |

Table 22. Estimated ratio of each operations on H/W VS Software for 4096 bits.

| Operation          | H/W | Software |
|--------------------|-----|----------|
| Modular Multiplication | 1   | N/A      |
| Number Addition    | 0.0066 | 0.4112  |
| Number Subtraction | 0.0066 | 0.4112  |
| Number Shifter     | 0.0066 | 0.5842  |

- Classic McEliece [51] has matrix multiplications in finite extension fields ($GF(2^m)$) dominantly. It is also not directly related to polynomial operation of integers.
- Other PQC algorithms based on Ring-LWE also can be applied for KS not in NIST round 3 candidates. They have the same properties to CRYSTALS Kyber or Saber.

VIII. SIMULATION BY HARDWARE PERFORMANCE VARIATION

We show the result of simulations in different environments with three methods. In our Exynos2100 SSP environment [56], only modular multiplication is supported by hardware; other operations must be implemented by Software. However, there are several environments that have different hardware IP. Table 21 shows the result of simulating the clock cycles of various IP hardware, such as Modular Multiplication only (MM only), modular multiplication + Barrel Shifter (+BS), modular multiplication + Addition(+Add(Sub)), modular multiplication + barrel shifter + addition (+BS +Add(Sub)). Table 21 shows the results of implementation by ‘C’ and assembly optimized implementations, which have the same environment as the experimental result of Exynos2100. Here are some considerations of the simulation results. The hardware performance is referred to as relative speed in Table 22.

- Clock cycles of reduction by modular $2^n + 1$ is the same as clock cycles of subtraction. Thus, the hardware clock cycles of subtraction, addition, and reduction are equivalent.
- All hardware operates in $\mathbb{Z}$, so polynomial addition and subtraction are also not applied directly as in modular multiplication. However, after converting the numbers in $\mathbb{Z}$ to polynomials, which is called negative processing, addition and subtraction can be carried out with hardware. Thus, every polynomial addition and subtraction is changed to operations in $\mathbb{Z}$.
- We cannot know the exact performance of addition and shift. This depends on how the register transistor location is designed and the size of the hardware. One thing that is known is that both need few operations. We set operation time of addition and shifter are 0.0066 both comparing with the time operation of the modular multiplication equals 1. More important than the absolute performance is the relative performance with software. Even if the performance is very fast compared with software, the result in Table 21 should be similar.
- The software performance of modular multiplication is not useful information for us. It is definitely extremely high. It also even slower than Software NTT or Toom–Cook.
- The result of the Shift&Add algorithm is valuable when both shifter and adder exist, because one of them is used hundreds of times. Using Software in one of the operations is too slow. In addition, this method is affected by the absolute performance of addition and shift hardware. Thus, one needs clocks of real-world performance of different hardware if the method is considered one’s own product.

According to the result in Table 21, if addition or/and shift hardware is added to MM, Kronecker+ produces better efficiency. However, in the real world, we should note that hardware for addition that supports more than 1024 bits is not necessary for RSA and ECC. For similar reasons, shift hardware is also not essential. Therefore, the algorithms in Table 21 that is most appropriate should be determined according to each situation.

The assembly code is implemented in an ARM Cortex M35P-based Exynos2100 environment, which does not have SIMD (DSP). Therefore, assembly optimized code is indeed not really different from ‘C’ code with an optimized level -O3 (or -Ofast). However, the ‘C’ code result is compiled with optimized level -O0, so the result of the assembly
code is much faster than that of ‘C’ code. The infinity symbol (∞) means two things. The first is not applicable, for example, if a given device supports only Add(Sub) and Shift, as DM(t = 2) cannot be implemented. The second is that the expected performance must be extremely slow, for example, the Shift&Add method can be implemented without hardware “Shifter and Adder” but it is meaningless to estimate.

Figure 2 shows a comparison of the results in Exynos2100 only, with the results in blue color (‘C’ code) and in yellow (Assembly) in Table 21. Each result represents the result of the column on the far left side of the table.

Figure 3 shows the results of the best performance for each hardware set. Additionally, one more result is added in Figure 3, namely multi-moduli NTT, a method proposed by A. Abdularhan et al. [60]. This method achieves the best results as far as we know. The study implemented Saber using NTT in Cortex M3, and in Cortex M4 using SIMD. Our environment is similar to Cortex M3. This is because “no floating-point registers” and “no SIMD instructions” are the same in our environment. The clock cycles of multi-moduli NTT are converted to our timer clocks for the comparison, so the estimated clock cycles is different from the number in the referenced paper.

Finally, Table 23 is the result of Saber simulation with Kronecker+, which is an environment with hardware addition and shifter using ‘c’ code implementation. Indeed, this is the best case of our simulation. The result makes Saber performance approximately four times faster without any hardware support for the sampler, for example, AES or SHA of hardware.

**IX. CONCLUSION**

Recent studies on the optimization of PQC have mainly been conducted to develop new dedicated hardware or Software with special instructions, such as SIMD. However, for rapid commercialization, if a legacy hardware accelerator is used, it can make a meaningful contribution. This paper shows the value of reusing legacy RSA/ECC coprocessors and its implementation result using various specific methods. Developers can determine the best way by referring to these implementation results.

In this paper, we showed and explained the following findings:

- We explained the method of using existing legacy hardware in the implementation of the PQC candidate algorithm and various limitations to be considered when implementing it.
- We also showed that it actually works by implementing Karatsuba, Toom–Cook, Kronecker+, and a variety of variants of KS using legacy RSA/ECC coprocessors on an Exynos2100 platform, which is currently commercialized and used in mobile phones.
- We subdivided the operations of polynomial multiplication for each method into several steps and expressed the ratio of time-consumption to analyze the computational characteristics of each method and facilitate performance prediction when a specific step is replaced with hardware.
- The implementation results and predictive performance for various methods in several legacy hardware setups were simulated and shown.
- Through comparison of the performance for polynomial multiplication with the fastest results [60] recently implemented based on NTT, this paper also showed that the performance of legacy RSA/ECC hardware accelerators was better.

In the future, we plan to conduct the following studies:

- Research on more efficient methods based on KS.
- A study to apply legacy RSA/ECC hardware accelerators to other PQC candidate algorithms that is based on not only LWE lattice cryptography but also on other mathematical foundations.
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