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From computational quantum chemistry to computational biology: experiments and computations are (full) partners
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Abstract
Computations are being integrated into biological research at an increasingly fast pace. This has not only changed the way in which biological information is managed; it has also changed the way in which experiments are planned in order to obtain information from nature. Can experiments and computations be \textit{full} partners? Computational chemistry has expanded over the years, proceeding from computations of a hydrogen molecule toward the challenging goal of systems biology, which attempts to handle the entire living cell. Applying theories from \textit{ab initio} quantum mechanics to simplified models, the virtual worlds explored by computations provide replicas of real-world phenomena. At the same time, the virtual worlds can affect our perception of the real world. Computational biology targets a world of complex organization, for which a unified theory is unlikely to exist. A computational biology model, even if it has a clear physical or chemical basis, may not reduce to physics and chemistry. At the molecular level, computational biology and experimental biology have already been partners, mutually benefiting from each other. For the perception to become reality, computation and experiment should be united as full partners in biological research.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

It is currently increasingly recognized that to understand biological systems at their various levels of complexity, ranging from structure and dynamics of a single molecule to cellular networks and organisms, the traditionally more quantitative fields of physics, chemistry, computer science and other mathematics-based disciplines are essential. Here we advocate an equal-partnership, full integration of experiments and computations. Traditionally, biological studies have been dominated by experiments. Computations have been a tool used by a theoretical observer to obtain information from nature [1]. Here, we ask whether such a partnership proposition can be realized.

The goal of \textit{computational chemistry} is to model chemistry as closely as possible to reality using calculations rather than experiments. According to the National Institutes of Health (http://www.bisti.nih.gov/), the overall aim of \textit{computational biology} is ‘the development and application of data-analytical and theoretical methods, mathematical modeling and computational simulation techniques to the study of biological, behavioral, and social systems’. Yet,
whereas in studies of biological systems, computational chemistry and computational biology share a common boundary, the behavioral and social systems are far from the chemical world. Still, one may argue that a biologically critical molecule such as DNA serves as a bridge between chemistry and the ‘behavioral and social systems’. Hence, the question arises—can computational biology be achieved by a ‘bottom-up’ approach, where we start by practising computational chemistry and eventually compute the social behavior which, at the end, is a consequence of the DNA molecule?

Apart from the chemical nature of the DNA molecule and its beautiful double helical structure, its most prominent feature is its digital code [2]. The DNA specifies the genes which encode proteins and the gene regulatory networks dictating genomic behavior. Within this framework, computations may be divided into three categories: those related to the physico-chemical and the structural behavior of the DNA itself; those addressing the behavior of RNA and proteins; and systems biology, the biology of the regulatory networks. Eventually, the goal of computational biology is to compute the components of the networks and their inter-relationships. To explore whether this goal is reachable or too ambitious, we examine the performance of computational chemistry and computational biology over the past thirty years.

2. Computation and experiment at the molecular level

The modern era of computational chemistry started in 1970 [3]. Between 1962 and 1970 there was essentially a universal scientific agreement that the methylene molecule was linear in its triplet ground state, as concluded by the brilliant spectroscopist Gerhard Herzberg (the father of modern spectroscopy) from experiments described in his Nobel Prize citation. In 1970, the theoretical treatment by Bender and Schaefer applied rigorous quantum mechanics to the triatomic molecule. Previously, the method had been applied only to atoms and diatomic molecules. Their theoretical result, which predicted that the methylene molecule was bent by 135°, contradicted experiment. Yet, indirect experimental evidence for such a highly bent methylene molecule came out quickly, followed by a reinterpretation of the spectroscopic studies confirming the bent geometry predicted by theory. The reliability of a molecular quantum mechanical model for chemistry and a new role for theory, ‘full partner with experiment’ was charted. Since then, computational quantum chemistry advanced to a stage allowing us to reliably use computed results to calibrate or to substitute experiments in many small molecule systems.

Standing back and looking at the current state of computational biology, we observe that many studies, including some from our own lab (for example, [4, 5]), focus on explaining experimental results. This reminds us of the warning statement in 1970 about the practice of quantum chemistry. Even Mulligan claimed that his initial work in quantum mechanics ‘interpreted’ rather than ‘discovered’ chemical facts [6]. Alberte Pullman commented in 1970, ‘While it is certainly indispensable that theoretical chemist constantly try to improve the values of the size they calculated and more and more approach exact energy values . . . quantum chemistry risk giving the impression that its essential goal is reproducing by uncertain methods known results, in contrast to all other sciences whose goal is to use well-defined methods for the research of unknown truths’ [6] (our emphasis). Thus, the question arises as to whether computational biology today is in the similar state to that of computational chemistry 30 years ago: namely interpret rather than discover biological facts.

Computational design of novel globular protein folds and of protein–protein interfaces at atomic-level accuracy is no longer a dream [7, 8]. David Baker’s lab has successfully computationally designed a novel global protein fold with a remarkably high accuracy. The RMSD (root mean squared deviations) between the designed model and the solved crystal structure is only 1.17 Å. Using a ‘computational second-site suppressor’ strategy, the same group has further redesigned a DNase-inhibitor protein-pair interface, also confirmed by high-resolution x-ray crystallographic analysis. The designed switch in specificity was observed in in vitro binding and in functional assays. Computational design of protein function also enjoyed impressive results, achieving a high degree of control in some biological and biosensing activities (even a TNT molecule) [9]. A structure-based computational method was used to construct soluble receptors that bind trinitrotoluene, L-lactate or serotonin with high selectivity and affinity. These engineered receptors were also incorporated into synthetic bacterial signal transduction pathways, regulating gene expression in response to extracellular trinitrotoluene or L-lactate. In yet another remarkable feat, Kaplan and DeGrado designed a protein sequence using a computational method that not only considered the stabilization of the desired fold, but in addition the destabilization of likely alternatives [10]. The catalytic function of the designed protein was confirmed by subsequent experiments.

Our group also achieved a great synergy with experimental studies. The amyloid structure for the A-β peptide has long been sought by structural biologists. To control Alzheimer’s disease, it is essential to understand how the peptide aggregates. Based on extensive molecular dynamics simulations, we proposed that the A-β amyloid protofibril should have a bent sheet structure, with the bent region stabilized by a salt bridge [11]. Encouragingly, simultaneously, a similar model was proposed based on experimental solid state NMR studies [12]. Recently, our study of the ribosomal release factors has led to a computational proposition: release factors eRF1 terminate protein synthesis by recognizing stop codons on the mRNA via their conserved amino acid motifs (NIKS), and by the conserved tripeptide (GGQ) interactions with the ribosomal peptidyl-transferase center (figure 1). Crystal structures of eRF1 (figure 1(a)) do not fit their ribosomal binding pocket (~73 Å). We found that the conformational transitions and dynamics of the eRF1 between the free and ribosome-bound states are controlled by the protonation of histidines. For eRF1, the distance between the NIKS and GGQ motifs shrinks from 97.5 Å in the crystal
to 70–80 Å. eRF1 functions like a molecular machine, fueled by histidine protonation [13]. This is not surprising, since the eRF1 binds to the ribosome, the master molecular machine. Our proposition can be tested experimentally by monitoring the conformational changes of eRF1 as a function of changes in the pH.

These results indicate that computational biology can (and should be) an equal partner to experiment. Computational approaches can be used as ‘experimental tools’ to obtain information from nature. The philosophical significance of such an approach is illustrated in figure 2(a). Physical experiments do not record phenomena in a completely objective manner; rather, they already involve at least some theory. At the same time, computational experiments provide complementary tools to physical experiments. Conceptually, scientific theories used in computation are mere models to describe the phenomena: since the physical systems are used to characterize the phenomena in terms of a few parameters abstracted from the phenomena, they are abstract replicas of the actual phenomena. What we study in our computational virtual world is the theory-induced physical system, describing a real-world phenomenon. For the perception to become reality, computation and experiment should be full partners in biological research. The success of computational quantum chemistry and of some computational biological studies at the molecular level indicates the advantages in full synergy between computation and experiment.

3. Future development at the systems level

Currently, systems biology is a major challenge in computational biology. The aim of systems biology is to characterize the network of intermolecular interactions and their regulation. Systems biology is the next level up, progressing from molecules to cells. Undertaking systems biology is essential if we are to fully understand and predict the biological system. The significance of the challenge is not only in the complexity of the cellular system; rather, it is the shift in the perception of the physical and the informational sciences, leading to their deep involvement in this crucial endeavor.

p53, the tumor suppressor protein, may be taken as an example. p53 is a crucial protein not only against cancer as a tumor suppressor (50% of cancers relate to p53 mutations), but also for systems biology. It is one of the most connected hubs in the cell [14], regulating more than 160 genes and maintaining genome stability. Conventional physical and computational approaches can address problems such as mutations and the structural stability of the p53 molecule.
or its interaction with DNA. However, new approaches are essential in order to investigate the informational content of the p53 interaction networks, how its interactions affect the DNA transactivation and how genome stability changes as a result of the altered pattern of interactions.

The new approach must fully integrate physical and computational experiments. Figure 2(b) sketches our thoughts on such a united strategy, as compared with the conventional indirect interactions between the two disciplines. The main point of our suggested approach is that computations should not only be used as bioinformatics tools; rather, they should also build the system for the physical experiment to test, modify and alter as needed. The new territory and practice of systems biology is being defined as research progresses. The physical and informational sciences and the integrated wet and computational experiments combine to meet this emerging challenge.
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