HGPT2: An ERA5-Based Global Model to Estimate Relative Humidity
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Abstract: The neutral atmospheric delay is one of the major error sources in Space Geodesy techniques such as Global Navigation Satellite Systems (GNSS), and its modeling for high accuracy applications can be challenging. Improving the modeling of the atmospheric delays (hydrostatic and non-hydrostatic) also leads to a more accurate and precise precipitable water vapor estimation (PWV), mostly in real-time applications, where models play an important role, since numerical weather prediction models cannot be used for real-time processing or forecasting. This study developed an improved version of the Hourly Global Pressure and Temperature (HGPT) model, the HGPT2. It is based on 20 years of ERA5 reanalysis data at full spatial (0.25° × 0.25°) and temporal resolution (1-h). Apart from surface air temperature, surface pressure, zenith hydrostatic delay, and weighted mean temperature, the updated model also provides information regarding the relative humidity, zenith non-hydrostatic delay, and precipitable water vapor. The HGPT2 is based on the time-segmentation concept and uses the annual, semi-annual, and quarterly periodicities to calculate the relative humidity anywhere on the Earth’s surface. Data from 282 moisture sensors located close to GNSS stations during 1 year (2020) were used to assess the model coefficients. The HGPT2 meteorological parameters were used to process 35 GNSS sites belonging to the International GNSS Service (IGS) using the GAMIT/GLOBK software package. Results show a decreased root-mean-square error (RMSE) and bias values relative to the most used zenith delay models, with a significant impact on the height component. The HGPT2 was developed to be applied in the most diverse areas that can significantly benefit from an ERA5 full-resolution model.
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1. Introduction

The neutral atmosphere is a refractive medium, which affects the propagation of an electromagnetic signal. The refractive index in this medium is slightly greater than unity, causing the speed of the signal to be lower than it would be in a vacuum and an increase in the signal travel time between the satellite and the sensors located on the Earth’s surface [1]. Refraction also bends the signal path, further increasing the travel time. A consequence of these effects is expanding the equivalent path length, generally seen as a propagation delay and known as tropospheric delay [2–5]. This delay varies between 2.3 to 2.6 m at sea level and can be divided into two components, the hydrostatic delay, that depends on the dry gas mixture present in the atmosphere, and the non-hydrostatic delay, also referred to as wet delay, which depends on the water vapor distribution [6]. The hydrostatic component varies mainly with the atmospheric pressure, and therefore it fluctuates relatively slowly. This component can be calculated using a surface pressure with high accuracy, with the Hopfield model [7] or the Saastamoinen model [8]. The wet delay part is relatively small, varying between 0 and 0.5 m, but very challenging to predict due to water vapor dynamics in the troposphere [9]. It can be calculated using temperature and water vapor pressure...
profiles, made available only by radiosondes or numerical weather prediction (NWP) models. The wet component can be estimated from surface meteorological measurements in the absence of vertical profiles but with less accuracy [10]. This component is one of the major error sources remaining in Space Geodesy.

Since radiosonde vertical profiles are sparse in space and time and observations of surface meteorological parameters near GNSS stations are not frequent, solutions based on data from climatological data or NWP models emerge to provide estimates of these parameters for any point on Earth. Regional models have been developed over the past two decades (e.g., [11–16]), but in this study we refer only to models of global application. The University of New Brunswick developed a series of models (UNB series) based on the U.S. standard atmosphere [17], which was adopted in Wide Area Augmentation Systems (WAAS). The TropGrid2 model [18], an upgraded version of the TropGrid model [19], is based on 9 years of atmospheric data provided by the National Oceanic and Atmospheric Administration (NOAA) with a horizontal resolution of $1^\circ \times 1^\circ$. This model considers the annual and diurnal variations but neglects the semi-annual variation. The Improved Tropospheric Grid (ITG) model [20] is based on atmospheric data with $2.5^\circ \times 2.5^\circ$ horizontal resolution, interpolated from the ERA-Interim dataset [20]. This model uses the annual, semi-annual, and diurnal variations to provide the temperature, pressure, weighted mean temperature, zenith wet delay, and temperature lapse rate. With the implementation of the European Galileo navigation system, the European Space Agency (ESA) developed a new model [21] based on ERA-15 reanalysis data with a $1.5^\circ \times 1.5^\circ$ global grid [22]. This model is characterized by different periodicities depending on the atmospheric parameter to be estimated. However, ECMWF strongly recommends that the ERA-Interim or ERA5 products be used rather than the ERA-15 [23,24]. The improved tropospheric grid (ITG) model [20] is based on atmospheric data with $2.5^\circ \times 2.5^\circ$ horizontal resolution, interpolated from the ERA-Interim dataset [20]. This model uses the annual, semi-annual, and diurnal variations to provide the temperature, pressure, weighted mean temperature, zenith wet delay, and temperature lapse rate. More recently, a series of models, designated as Global Pressure and Temperature (GPT), became widely used. These models are derived from the reanalysis of NWP products provided by the European Centre for Medium-Range Weather Forecasts (ECMWF). The GPT model [25] is based on spherical harmonics up to degree and order nine to obtain means and annual amplitudes of temperature and pressure used as input for a periodic function, providing pressure and temperature values for a specific location and time [25]. Three more versions of this model were developed: GPT2 [26], GPT2w [27], and GPT3 [28]. The GPT2 model is based on 10 years of a $5^\circ \times 5^\circ$ grid resolution of monthly means estimated from the ERA-Interim reanalysis data. It includes two new parameters, the temperature lapse rate and the water vapor pressure, and a semi-annual amplitude to represent each parameter, but the diurnal variation is ignored. In an improved version of GPT2, the GPT2w, the amplitudes for the annual and semi-annual variation can be interpolated from a $5^\circ \times 5^\circ$ or $1^\circ \times 1^\circ$ grid resolution, and two new output parameters were included, the weighted mean temperature and the water vapor decrease factor. The last GPT version, GPT3, reveals some improvements over its predecessor. The amplitude values can also be interpolated from two different resolution grids, and two new output parameters were added, the hydrostatic north-east gradients and wet north-east gradients. Details about these models can be seen in [25–28]. The last version of the GPT series is considered the most accurate tropospheric model and the most used in the main GNSS processing packages, e.g., GAMIT/GLOBK or Bernese. However, for all these models, the best horizontal resolution is $1^\circ \times 1^\circ$, and the highest temporal resolution is 6 hours. At these resolutions, the temperature, the pressure, and mainly the water vapor can change significantly, depending on many factors, such as a complex terrain, atmospheric coastal interactions, or regional vulnerability to extreme atmospheric events. The HGPT model [29] provides surface pressure, surface air temperature, zenith hydrostatic delay, and weighted mean temperature values for any location and was developed to overcome these limitations. It is based on the time-segmentation concept and uses 20 years of ERA5 reanalysis [30] data provided by ECMWF at full spatial
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(0.25° × 0.25°) and temporal (1-h) resolution to estimate the annual, semi-annual, and quarterly periodicities for each hour. The weighted mean temperature is estimated from the surface temperature using a linear regression, where the linear coefficients are determined using a 20-year time series of monthly ERA5 data. The amplitudes and initial phase variations are estimated as a periodic function that includes a linear trend to account for the global climate change scenario; see [29] for details.

In this study, we present an improved version of the HGPT [29], named HGPT2. The HGPT2 follows the same concept of time segmentation and uses three periodicities, the annual, semi-annual, and quarterly, to obtain estimates of relative humidity. The periodicities coefficients are based on a Fourier analysis using 20 years of ERA5 dew point temperature data. The model provides the zenith non-hydrostatic delay (commonly referred to as zenith wet delay), calculated using the Saastamoinen wet formulation [8,10], and the precipitable water vapor (PWV) [31]. The zenith total delay can be obtained by adding the zenith hydrostatic and wet delays, as well the water vapor pressure, and the saturated water vapor pressure can be quickly calculated from the temperature and relative humidity, e.g., using the Wexler equations. The model function coefficients are bilinearly interpolated in space using an efficient subroutine developed in Fortran, Matlab, and Python, available at https://github.com/pjmateus/hgpt_model (accessed on 29 January 2020), along with the coefficient files in binary format. These subroutines can be easily modified to obtain the delay between the receivers and the satellites (slant path delays). Three statistical metrics: (i) the root-mean-square error (RMSE), (ii) the bias, and (iii) the Pearson correlation coefficient were used to characterize the HGPT2 model’s accuracy in space and time. We downloaded from the Scripps Orbit and Permanent Array Center (SOPAC) and the University NAVSTAR Consortium (UNAVCO) servers a database of meteorological observations (RINEX met-files), globally distributed, to assess the HGPT2-derived relative humidity. Additionally, we evaluated the performance of the GPT series versus HGPT2 regarding the estimation of relative humidity. As proof of concept, we processed 38 GNSS sites belonging to the International GNSS Service (IGS) using the GAMIT/GLOBK packages with and without the HGPT2 solutions (surface temperature, pressure, and relative humidity). The most significant impact was seen in the height component, with a considerable decrease of the solution biases.

The HGPT2 is the first global model that makes use of the ERA5 full horizontal and temporal resolution. The ERA5 model has several significant innovative features compared to discontinued reanalysis models (ERA-15, ERA-40, or the ERA-Interim). The major improvements are attributed to an increased horizontal grid spacing (of several tens of kilometers to about 30 km), an increase of the number of vertical levels (from about 60 to 137), and an increase of the temporal resolution (from 6 to 1 hour), which allows for a better temporal representation of the water vapor dynamics. Other factors are the new 4D-Var data assimilation system, based on Cycle 41r2 of the Integrated Forecasting System (IFS), which was operational at ECMWF in 2016 [32], and the number of observations that are assimilated per day (from 0.75 million per day in 1979 to about 24 million per day in 2020). ERA5 benefits from a decade of developments in model physics, numeric, and data assimilation, boosting a more realistic representation of convective systems, gravity waves, tropical cyclones, and other meso- to synoptic-scale atmospheric structures [30,33,34].

The structure of this paper is as follows: in Section 2 the current model formulation and computation of the grid coefficients are introduced; in Section 3 the results are presented and discussed; Section 4 describes the assessment materials and methods; and, finally, in Section 5 we draw some conclusions.

2. Model Formulation

The main differences between HGPT2 and HGPT are (1) the estimation of relative humidity (RH), based on 20 years of ERA5 reanalysis data at full spatial (0.25° × 0.25°) and temporal (1-h) resolutions; (2) the computation of the zenith non-hydrostatic delay (or zenith wet delay (ZWD)); and (3) the computation of the precipitable water vapor
(PWV) using the ZWD and the weighted mean temperature \((T_m)\) calculated by the previous version. Both versions of the model maintain the same inputs, five parameters \((\text{date}, \lambda, \varphi, h, h_{\text{type}})\), where the date can be in modified Julian date (MJD) of Gregorian date format, \(\lambda\) is the longitude, \(\varphi\) is the latitude, \(h\) is the altitude, and \(h_{\text{type}}\) identifies the type of altitude, ellipsoidal or orthometric.

2.1. ERA5 Relative Humidity

The relative humidity (RH) parameter is not available from the ERA5 single-level dataset, but only from the pressure levels dataset that required vertical interpolation to the surface level. To avoid interpolation, we use 20 years of dew point temperature \((T_d)\) simulations available in the single-level dataset at 2 meters from the surface. The ERA5 model grid has 721 grid points in latitude and 1440 grid points in longitude (a total of 1,038,240 grid points). A time series with 175,320 simulations was obtained for each grid point (between January 1, 1999, 00:00 UTC, and December 31, 2018, 23:00 UTC), totaling about \(3.64 \times 10^9\) simulations for the entire grid. We used the Wexler formulation to calculate the saturated water vapor pressure \((e_s)\) and the water vapor pressure \((e)\).

The Wexler formulations are based on more recent experimental data than most used formulations due to their numerical simplicity and have gained considerable international acceptance. The Wexler equation to compute the saturation vapor pressure over water is given by \([35]\):

\[
\ln e_s = \sum_{i=0}^{6} g_i T_i^{-2} + g_7 \ln T, \tag{1}
\]

where \(e_s\) is the saturation vapor pressure over water in the pure phase, in Pascal, \(T\) is the temperature, in Kelvin, and the \(g_i\) coefficients are:

\[
g_0 = -2.8365744 \times 10^3 \\
g_1 = -6.028076559 \times 10^3 \\
g_2 = 1.954263612 \times 10^1 \\
g_3 = -2.737830188 \times 10^{-2} \\
g_4 = 1.6261698 \times 10^{-5} \\
g_5 = 7.0229056 \times 10^{-10} \\
g_6 = -1.8680009 \times 10^{-13} \\
g_7 = 2.7150305
\]

In the presence of other gases, the ideal saturation vapor pressures given in Equations (1) and (2) differ from the effective saturation vapor pressure. We can relate the effective saturation vapor pressure to the ideal by

\[
e_s' = e_s \cdot f, \tag{3}
\]
where $e'_s$ is the effective saturation vapor pressure, $e_s$ is the ideal saturation vapor pressure (as given in Equations (1) and (2)), and $f$ is the enhancement factor, which varies with ideal the saturated water vapor ($e_s$), pressure ($P$), and temperature ($T$) conditions, given by [37]:

$$f = \exp \left[ \alpha \left( 1 - \frac{e_s}{P} \right) + \beta \left( \frac{P}{e_s} - 1 \right) \right],$$  

(4)

and

$$\alpha = \sum_{i=0}^{3} A_i T^i, \quad \text{and} \quad \ln \beta = \sum_{i=0}^{3} B_i T^i,$$  

(5)

where $\exp$ is the natural exponential function, and $P$ and $e_s$ have the same units. The $A_i$ and $B_i$ coefficients for water are

$A_0 = -1.6302041 \times 10^{-1}$

$A_1 = 1.8071570 \times 10^{-3}$

$A_2 = -6.7703064 \times 10^{-6}$

$A_3 = 8.5813609 \times 10^{-9}$

$B_0 = -5.9890467 \times 10^{-1}$

$B_1 = 3.4378043 \times 10^{-1}$

$B_2 = -7.7326396 \times 10^{-4}$

$B_3 = 6.3405286 \times 10^{-7}$

The $A_i$ and $B_i$ coefficients for ice are

$A_0 = -6.0190570 \times 10^{-2}$

$A_1 = 7.3984060 \times 10^{-4}$

$A_2 = -3.0897838 \times 10^{-6}$

$A_3 = 4.3669918 \times 10^{-9}$

$B_0 = -9.4868712 \times 10^1$

$B_1 = 7.2392075 \times 10^{-1}$

$B_2 = -2.1963437 \times 10^{-3}$

$B_3 = 2.4668279 \times 10^{-6}$

Coefficients for specific temperature ranges can be consulted in [37]. The $g_i$, $k_i$, $A_i$, and $B_i$ coefficients presented here agree with the International Temperature Scale of 1990 (ITS-90). Minor differences between these coefficients and Wexler’s original coefficients can be found, since the originals comply with the ITS-68 (for details, see [37]). The effective water vapor pressure ($e'_s$) was obtained by exchanging $T$ by $T_d$ in Equations (2) and (3). The relative humidity is calculated (in percentage) using Equation (6):

$$rh = \frac{e'_s}{e'_s} \times 100.$$  

(6)

2.2. HGPT2 Relative Humidity

The HGPT2 model follows the time-segmentation concept, which is focused on a set of hourly coefficients to determine the relative humidity at anytime and anywhere on Earth. The mean value and three periodic functions were considered to account for the annual, semi-annual, and quarterly periodicities, as given by Equation (7):

$$RH^h(t) = a_0^h + a_1^h \cos \left( \frac{2 \pi \cdot (t - t_0)}{365.25} + f_1^h \right) + a_2^h \cos \left( \frac{2 \pi \cdot (t - t_0)}{182.63} + f_2^h \right) + a_3^h \cos \left( \frac{2 \pi \cdot (t - t_0)}{91.31} + f_3^h \right),$$  

(7)

where $a_0$, $a_1$, $a_2$, and $a_3$ are the mean, annual, semi-annual, and quarterly amplitudes, respectively; $t$ is the modified Julian date (MJD) and $t_0$ is the MJD for the first observation ($t_0 = 51178$); $h$ is the hour (UTC); $f_1$, $f_2$, and $f_3$ are the annual, semi-annual, and quarterly initial phases, respectively. Firstly, the relative humidity time series with 1-h resolution
obtained using Equation (6) is divided into 24 times series, one for each hour of the day (00 h to 23 h). This task is performed for each pixel, resulting in 24,917,760 time series to evaluate. Secondly, a Fast Fourier Transform (FFT) analysis as a function of the location and time is performed on each time series. The amplitude and phase values for each hour corresponding to the annual, semi-annual, and quarterly signals are extracted and saved to a binary file. To save time and improve computational efficiency, only the grid for a requested hour is loaded at every run of the HGPT2 subroutine.

2.3. HGPT2 Zenith Wet Delay

To obtain the zenith wet delay (ZWD) we apply the Saastamoinen wet model [8,10], given by

\[ ZWD = 0.002277 \times \left( \frac{1255}{T} + 0.05 \right) e, \]  

where \( T \) is the surface air temperature (K), \( e \) is the surface water vapor pressure (hPa), and ZWD is the zenith wet delay (m). Equation (8) is a simplified model designed using Essen and Froome’s refractivity constants [38] and for mid-latitudes and average conditions [10]. It is possible to improve the model accuracy by estimating new constants that better represent local conditions; see Mendes (1999) [39] for details. Since the HGPT already determined the zenith hydrostatic delay (ZHD), the ZTD is easily calculated by

\[ \text{ZTD} = \text{ZHD} + \text{ZWD}. \]

2.4. HGPT2 Precipitable Water Vapor

The precipitable water vapor (PWV) is the height of the condensed water vapor contained in a vertical column of a unit cross-sectional area extending between the Earth’s surface and the upper edge of the troposphere, commonly expressed in millimeter units. The PWV quantity is often preferable to the ZWD in the meteorology community, since it is easily related to the amount of water potentially available in the atmosphere for precipitation. The PWV can be estimated using the ZWD and the atmosphere mean temperature (\( T_m \)) [31] as

\[ \text{PWV} = \text{ZWD} \times 10^6 \times \left[ \rho_w R_w \left( k_2^* + \frac{k_3}{T_m} \right) \right]^{-1}, \]

where \( \rho_w \approx 1000 \text{ kg m}^{-3} \) is the liquid water density, \( R_w = 461.525 \text{ J K}^{-1}\text{kg}^{-1} \) is the specific gas constant for water vapor [40], \( k_{1,2,3} \) are refractivity constants (as given by the best average solution proposed by Rüeger [41], i.e., \( k_1 = 77.689 \text{ K hPa}^{-1}, k_2 = 71.295 \text{ K hPa}^{-1}, \ k_3 = 3.755 \times 10^5 \text{ K}^2 \text{ hPa}^{-1} \)), and \( k_2^* = k_2 - m k_1 \), with \( m \) being the ratio of the molar masses of water vapor (18.015 g mol\(^{-1}\)) and dry air (28.973 g mol\(^{-1}\)). \( T_m \) is defined as the inverse of the water vapor column-weighted inverse temperature and can be calculated along a vertical profile [31], defined as

\[ T_m = \int \frac{e}{T} \, dz / \int \frac{e}{T^2} \, dz \approx \sum_{i=1}^{n} \frac{c_i}{T_i} \Delta z_i / \sum_{i=1}^{n} \frac{c_i}{T_i^2} \Delta z_i, \]

where \( \Delta z_i \) is the thickness of the \( i \)th layer atmosphere, \( n \) is the number of atmospheric layers, \( c_i \) and \( T_i \) are the water vapor pressure and temperature of the \( i \)th layer atmosphere, respectively. The right part of Equation (9) is called the dimensionless constant of proportionality, normally represented by \( \Pi (\text{PWV} = \text{ZWD} \times \Pi) \) [31]. To obtain \( T_m \) using Equation (10), it is necessary to know \( e \) and \( T \) along vertical profiles, which are only measured by radiosondes or simulated by NWMs. On the other hand, \( T_m \) shows a high correlation with the surface air temperature (\( T \)) and can be estimated from it using a linear function, \( T_m = \beta_0 + \beta_1 \cdot T \), where \( \beta_0 \) and \( \beta_1 \) are the linear regression coefficients estimated from ERA5 data during one year to account for the seasonality and geographic variability intrinsic to \( T_m \). The novelty
in the HGPT2 model is Equation (9), since the linear regression coefficients ($\beta_0$ and $\beta_1$) are estimated in the previous version. See details in [29].

2.5. HGPT2 Height-Dependent Values Correction

In the HGPT2 model, all the estimated values are referred to the ERA5 surface elevation grid, whose vertical datum is based on the WGS84 Earth gravitational model (EGM 96) geoid [33]. To adjust the estimated values altitudes to orthometric altitudes, we apply the equations presented by Xu [6] (page 56). The only difference is that instead of using a constant temperature lapse rate value ($6.5 \degree C km^{-1}$), we introduced the lapse rate latitudinal variation, given by [42]:

$$\alpha(\phi) = 6.25 - 2 \sin(4\phi),$$  \hspace{1cm} (11)

where $\alpha$ is the temperature lapse rate, and $\phi$ is the latitude. In the specific case of GNSS data processing, we must consider that the GNSS station heights are referenced to the WGS84 ellipsoid. A transformation from ellipsoidal heights to the mean sea level system is also necessary and achieved by subtracting the geoid height (undulation) to the ellipsoidal height [29]. All these adjustments are implemented in HGPT2.

3. Results and Discussion

This section presents and discusses the spatial distribution of each relative humidity coefficient estimated using the methodology described previously. Figure 1 shows the mean value ($a_0$) and the three mean amplitudes ($a_1$, $a_2$, and $a_3$) in Equation (7), for each pixel (full ERA5 spatial resolution) and considering 20 years of reanalysis data (between 1 January 1999, 00:00 UTC, and 31 December 2018, 23:00 UTC). Figure 1a shows the mean RH (global) spatial distribution, revealing smaller values over the tropical, subtropical, and temperate deserts (dry deserts zones) and mountain systems such as the Himalayas, Andes, and the Rocky Mountains. The higher values are concentrated over the tropical rainforest zones and over the ocean, with the diurnal cycle showing a weak variability. Variations in the daily cycle of up to 60% arise in the African and Australian continents and, although with less variation, in India and Mexico (not shown). Figure 1b shows the mean annual amplitude, with variations up to 38% in the African Sahel and over the tropical moist forests (south of Africa). The semi-annual amplitude shows variations up to 18%, mainly over India and east of the African continent, and the quarterly amplitude contributes with a variation up to 8%, primarily over the east of the African continent, in tropical shrubland zones (Figure 1c,d). The annual amplitude displays variations in the diurnal cycle up to 28% over Europe, west America, Canada, and the central part of Asia. The semi-annual amplitude reaches 14%, mainly in the center of the African continent, and about 10% to the south of the Amazon basin, south of the Asian continent, and northwest of Canada. The quarterly amplitude displays a maximum cycle variation of 6% east of the African continent and about 3% northwest of the Asian continent (not shown).

![Figure 1. Cont.](image-url)
Figure 1. Global distribution of mean coefficients for relative humidity: (a) mean values (%); (b) mean annual amplitude contribution (%); (c) mean semi-annual contribution (%); and (d) mean quarterly contribution (%).

Usually, other models adopted 5° × 5°, 2.5° × 2.5°, or 1° × 1° horizontal grid resolutions to estimate the model coefficients. However, even when considering the highest resolution grid, the water vapor present in a cell can have significant variations. In order to investigate the extent of this variation, the standard deviation for the mean value ($a_0$) and each periodicity ($a_1$, $a_2$, and $a_3$) were calculated for each window of 4 × 4 grid points (about 12,544 km²), which was approximately the 1° × 1° horizontal grid. Figure 2 shows the average of the standard deviation calculated for each amplitude. For the mean value, variations up to 28% can be found at the Andes and the west coast of the African continent, and about 20% on the west coast of the United States and Australian coasts, among other places, but with a greater incidence on the land-sea boundaries where complex atmospheric interactions occur (Figure 2a). The annual, semi-annual, and quarterly amplitudes display almost the same spatial pattern (Figure 2b–d). Although the semi-annual and quarterly amplitudes show higher variability in regions far from the coast, all three amplitudes show a higher variability incidence in the south of the Asian continent, mainly between the Himalayas and the north of the Taklamakan Desert, the African continent, and the west coast of the United States (Figure 2b–d). Combining all amplitudes, we found variations up to 48% in cells of 1° × 1° horizontal resolution, which are not considered by the other models in the literature, that can have a significant impact on the ZTD and ZWD estimation. Such variations justify the use of a full ERA5 spatial resolution for applications that require the highest precision in estimating relative humidity.

Similarly to what was done in a previous study [13], we chose the same two points, with very distinct climatological and topographical characteristics—the Sahara desert (λ = 0°, φ = 25° N) and the Amazon Rainforest (λ = 65° W, φ = 0°)—to apply Equation (7) for a one-year time-span (2020) against ERA5 simulations. Figure 3 shows a good agreement between both models, demonstrating that the time-segmentation model is able to tackle the high variability of the water vapor content in the atmosphere and to reproduce the relative humidity diurnal cycle with accuracy.
Figure 2. Maximum spatial variability for each relative humidity periodicity, calculated using a window of 4 × 4 grid points, approximately a 1° × 1° horizontal grid: (a) mean values (%); (b) annual amplitude (%); (c) semi-annual amplitude (%); (d) quarterly amplitude (%).

Figure 3. Relative humidity at two distinct locations with different climatological and topographical characteristics. In blue: over the Sahara Desert (λ = 0°, φ = 25°N), and in red: over the Amazon Rainforest (λ = 65°W, φ = 0°) during 1 year (2020). The bluish shaded area represents the diurnal cycle, obtained using Equation (7). The dashed line represents the model daily mean, and the continuous line represents the daily mean of ERA5 simulations.

The HGPT2 uses the Saastamoinen wet model (Equation (8)) to obtain the ZWD, and the ZTD is the sum of the two components, the ZWD and the ZHD (calculated using the Saastamoinen hydrostatic model [8]). Figure 4a,b shows an example of the ZTD and ZWD calculated for 1 August 2020, 12:00 UTC. As expected, the ZTD decreases with altitude (lower surface pressure), showing smaller values in mountain regions and higher values at sea level, namely along the equatorial region, due to the presence of high levels of water vapor (Figure 4a). Figure 4b also reflects that ZWD tends to decrease as the latitude increases, since the ZWD depends significantly on the temperature and water vapor pressure. The ZWD quantity can be easily converted to PWV using a constant of proportionality (Π, second part of Equation (9)) and interpreted as the height (length units) of an equivalent column of liquid water that would result if the water vapor were condensed.
The atmospheric water vapor has an active role in dynamic processes that shape the atmosphere’s global circulation, and its simulation is challenging due to its high variability in time and space. In the HGPT2, the PWV is calculated based on Equation (9), that uses meteorological surface variables, estimated from different periodicities, to obtain the ZWD and $T_m$.

![Figure 4](image_url)

**Figure 4.** Example of ZTD, ZWD, and PWV maps calculated on August 1, 2020, 12:00 UTC: (a) ZTD obtained from the sum of the two components (ZHD and ZWD), in cm; (b) ZWD obtained using the Saastamoinen wet model (see Equation (8)), in cm; and (c) PWV calculated using the ZWD and a constant of proportionality ($\Pi$, second term of Equation (9)), in mm.

### 4. Accuracy Assessment

In this section, we compare the HGPT2-derived relative humidity and precipitable water vapor against ERA5-derived relative humidity during 1 year (hourly data). The ERA5 dew point temperature, surface temperature, and pressure were used to obtain the partial surface pressure ($e$) and saturated partial pressure ($e_s$) through the Wexler equations (see Section 2.1). Finally, the RH is calculated using Equation (6). We used the RMSE, bias and Pearson spatial correlation coefficient to characterize the HGPT2 model’s accuracy in space and time. The RMSE indicates how close the estimated values are to the observed values and has the same units as the estimated (and observed) values, given by [43]:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_{\text{mod}}^i - Y_{\text{obs}}^i)^2},$$
where $Y_{\text{obs}}$ and $Y_{\text{mod}}$ are the observations and the corresponding model values, respectively, and $N$ is the number of observations. The bias reflects the difference between the estimated expected value and the true value at the same units as estimated (and true) values, given by

$$bias = \bar{Y}_{\text{mod}} - \bar{Y}_{\text{obs}}.$$  \hfill (13)

Concerning the Pearson correlation coefficient ($\rho$), it is a dimensionless measure of the linear correlation between two sets of data, and given by

$$\rho = \frac{\text{cov}(Y_{\text{mod}}, Y_{\text{obs}})}{\sqrt{\text{var}(Y_{\text{mod}}) \cdot \text{var}(Y_{\text{obs}})}}.$$  \hfill (14)

where $\text{cov}$ and $\text{var}$ represent the covariance and variance, respectively. Figure 5 shows the mean relative humidity RMSE, bias, and Pearson correlation coefficient ($\rho$). Lower RMSE values can be found on polar and tropic zones, with higher values in the temperate zones (well-defined wet and dry seasons), mostly inland. The mean global RMSE is 7.17%, inland 8.2%, and over oceans 6.5% (Figure 5a). Figure 5b shows the mean bias, where positive values indicate an overestimation of the HGPT2, notorious in the central zone of the United States and over Iraq and Syria. The negative values indicate an underestimation, with greater incidence in Mainland Australia and South Africa. The mean global bias is 0.9%, overland 0.8%, and over oceans 0.9%. The correlation is strong inland, with a mean value of 0.6 (which increases to 0.8, if we exclude Antarctica), and less strong over oceans, with a mean value of 0.4.

Figure 5. Cont.
Figure 5. Comparison of 1 year (2020) of ERA5 RH (modeled from surface dew point temperature, pressure, and temperature) with HGPT2 RH: (a) mean RMSE values (in %); (b) mean bias values, positive (negative) values indicate an overestimation (underestimation) of the HGPT2 model (in %); and (c) mean Pearson correlation coefficient values.

PWV maps were calculated every hour during 1 year (2020) and compared with the maps calculated by ECMWF using the simulations of the ERA5 model. Figure 6a–c displays the mean RMSE, bias, and Pearson correlation coefficient. The mean global RMSE is 5.0 mm, inland 3.5 mm, and over oceans 5.7 mm. The highest RMSE can be seen over the Red Sea, Arabian Sea, and north of Bengal Bay. The smallest values are found at the poles, where the amount of water vapor is almost non-existent (Figure 6a). The mean bias values show a similar behavior, with a mean bias near zero at the poles and higher values at the tropics and temperate zones, with a global mean bias of −0.2 mm (0.8 mm inland and −0.8 mm over the oceans)—see Figure 6b. The correlation is strong inland, with a mean value of 0.74. Areas without correlation can be seen throughout the tropics, the west coast of the United States, and the Arabian Peninsula. The global mean value is 0.7, and over the oceans 0.6. We also calculated the PWV monthly means between January 2016 and December 2020 and compared with the MODIS/Terra level-3 atmospheric precipitable water product with 1° × 1° spatial resolution. The MODIS/Terra (Moderate-Resolution Imaging Spectroradiometer) PWV estimates are based on a near-infrared algorithm that uses only daytime measurements with a solar zenith angle less than 72 degrees; details about the algorithm can be seen in [44]. Figure 6d shows the 5-year mean RMSE, very similar to the map displayed in Figure 6a. However, it reveals a mean global RMSE of 3.7 mm (less 1.3 mm), inland 2.9 mm (less 0.6 mm), and over oceans 4.3 mm (less 1.4 mm). The mean bias and mean Pearson correlation coefficient values are also very similar to Figure 6b,c (not shown).

The Scripps Orbit and Permanent Array Center (SOPAC) and the University NAVSTAR Consortium (UNAVCO) provide a database of meteorological observations, recorded near-surface and close to GNSS receivers at several permanent sites scattered worldwide, in RINEX format (here designated as met-files). They include the observation time (GNSS time), relative humidity, temperature, and pressure (the type of observations is dependent on the type of the meteorological sensors)—generally recorded at intervals of a few minutes. However, some sites have small sporadic data gaps, ranging from a few minutes to a few days. For this study, we used met-files with observations for the full year of 2020. A total of about 300 GNSS sites with met-files were available, but we have only considered 282 sites, as relative humidity data was missing for some sites. The in situ RH observations and the RH output from HGPT2 were evaluated based on the RMSE of the differences, the bias, and the correlation coefficient. To understand if the RH provided by the proposed model has advantages over the most used models, we made the same analysis with the Global Pressure and Temperature 2 wet (GPT2w) [27] and with the Global Pressure and Temperature 3 [28]. Both models are developed at the Technical University of Vienna and are based on 10 years of data derived from the ERA-Interim model (available by ECMWF and precedent to the ERA5 model). The GPT3 is the latest version of the GPT (Global
Pressure and Temperature) series model and has some improvements over the GPT2w version. The model coefficients are available in two different resolutions, $5^\circ \times 5^\circ$ and $1^\circ \times 1^\circ$. The code and grid files can be downloaded at https://vmf.geo.tuwien.ac.at/index.html (accessed on 29 January 2020). The output of the GPT2w and the GPT3 model is the water vapor pressure ($e$), and the RH can be determined in two steps: (1) applying the Wexler’s formulation (Equations (1)–(3)) to calculate the saturated water vapor pressure ($e_s$) using the output surface pressure and temperature; and (2) applying Equation (6) to calculate the RH. The statistical results of the mean RMSE, bias, and correlation coefficient ($\rho$) are shown in Table 1. From the analysis of this table, we can conclude that the differences for the statistic parameters concerning GPT2w and GPT3 are relatively small, with a slight advantage of GPT3, with the best grid resolution. When comparing HGPT2 and GPT3, the mean RMSE decreased 3.4%, an improvement of 17.6%, the mean bias value decreased 0.3%, an improvement of 15%, and the mean correlation value increased from 0.3 to 0.6, an expected result, since neither the GPT2w nor the GPT3 have variation in the daytime cycle—unlike HGPT2, which is based on the concept of time segmentation.
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**Figure 6.** Comparison of 1 year (2020) of ERA5 PWV (calculated by ECMWF) with HGPT2 PWV; (a) mean RMSE values (in mm); (b) mean bias values, positive (negative) values indicate an overestimation (underestimation) of the HGPT2 model (in mm); (c) mean Pearson correlation coefficient values; and (d) mean RMSE values obtained by comparing 5 years of MODIS monthly data and HGPT2 estimates.

|            | GPT2W ($5^\circ \times 5^\circ$) | GPT2W ($1^\circ \times 1^\circ$) | GPT3 ($5^\circ \times 5^\circ$) | GPT3 ($1^\circ \times 1^\circ$) | HGPT2 ($0.25^\circ \times 0.25^\circ$) |
|------------|--------------------------------|---------------------------------|--------------------------------|--------------------------------|-------------------------------------|
| RMSE (%)   | 20.38                          | 19.47                           | 20.41                          | 19.42                          | 16.01                               |
| BIAS (%)   | 2.65                           | 1.71                            | 2.65                           | 1.67                           | 1.42                                |
| $\rho$ [$-1, 1$] | 0.26                           | 0.28                            | 0.25                           | 0.27                           | 0.61                                |

A more effective validation was done by processing a set of 38 stations belonging to the IGS network using the GAMIT/GLOBK package [4]. Figure 7 shows the distribution of the 38 GNSS stations chosen for this analysis. We selected data from 70 days that were...
divided into two periods to account for the seasonal variations. The first period was from 1 January to 8 February (winter in the northern hemisphere), and the second period from 1 July to 31 July (winter in the southern hemisphere). The first run was done with the default values, i.e., GPT3, atmospheric values estimated every 2 h, and the Global Mapping Function (GMF)—see Table 2.

**Figure 7.** Weight-root-mean-square (WRMS) variation between the two runs (with and without HGPT2) for the station height. Green circles show stations with a positive impact, red circles stations with a negative impact, and black squares stations with no impact. The circle size indicates the magnitude of the impact: negative for values from $-0.8$ to $-0.1$ mm, and positive values from $0.1$ to $0.7$ mm.

**Table 2.** Processing main parameters in the GAMIT/GLOBK software. The main difference is the source of the meteorological observation. The first run uses the default options; in the second run, the surface pressure, temperature, and relative humidity at each GNSS station location is provided by the HGPT2 model through met-files. Each run has data from the 70 days selected. The bold option indicates the differences between runs.

|                          | FIRST RUN                              | SECOND RUN                             |
|--------------------------|----------------------------------------|----------------------------------------|
| GNSS system              | GPS                                    | GPS                                    |
| Reference system         | ITRF14                                 | ITRF14                                 |
| Orbits                   | IGS Final                              | IGS Final                              |
| Met obs source           | GPT3 (1° × 1°)                         | Met-files (HGPT2)                      |
| Ionospheric model        | L3 ¹                                  | L3 ¹                                   |
| Atmospheric tidal loading| Observation level ²                    | Observation level ²                    |
| Ocean tide loading       | FES2004 model ³                        | FES2004 model ³                        |
| Dry mapping function     | GMF ⁴                                 | GMF ⁴                                 |
| Wet mapping function     | GMF                                    | GMF                                    |
| Elevation cutoff angle   | 10°                                    | 10°                                    |
| Interval zenith delays   | every 2-hours                          | every 2-hours                          |

¹ Ionosphere-free carrier-phase combinations. ² Tregoning, P. And T. Van Dam model [45]. ³ Finite Element Solutions 2004 [46]. ⁴ Global Mapping Function [47].

The GPT3 model, as implemented in GAMIT/GLOBK, reads from an external table the zenith hydrostatic delay (ZHD), temperature, water vapor pressure, lapse rate, and dry and wet mapping functions. The relative humidity is then calculated using the input water vapor pressure and temperature through Magnus Teten’s formulation [48]. In the second run, the surface pressure, temperature, and relative humidity are read by GAMIT/GLOBK from met-files, and the hydrostatic delay is computed using the input values given by the Saastamoinen model. For each DOY and GNSS station, one met-
file was created with hourly resolution (a total of 2475 met-files, which corresponds to 176,400 observations) using the outputs of the HGPT2 model. We combined both solutions (two-time slots) in a unique solution and used the weight-root-mean-square (WRMS) \cite{WRMS}(p. 16.551, Equation (3)) error to determine the degree of improvement in the repeatability of the position components, namely in the vertical component, by the inclusion of the meteorological daily cycle variability. Significant biases occur in the station height, while biases on horizontal (N and E) directions are minimal, so its analysis will be ignored in this study. Comparing the WRMS between both runs, an improvement was found in 22 stations (59%) and a worsening in seven (18%); no differences were found for the remaining nine stations (23%). The WRMS varied from –0.8 mm (a worsening) to 0.7 mm (an improvement) between the two runs. Figure 7 shows each station’s results; the green circles show stations with a positive impact, the red circles stations with a negative impact, and the black squares stations with no impact. The circle size indicates the magnitude of the impact. Two stations, SGOC and HRAO, show the worst comparative solution, with –0.8 and –0.6 mm, respectively. The behavior of these two sites is not clear, and therefore a more detailed analysis is needed. The remaining five stations (BADG, BJFS, MCIL, POHN, and POVE) show small values, between –0.1 and –0.2 mm. Overall, the HGPT2 model improved the quality of the repeatability in 59% of all sites.

5. Conclusions

In this study, an improvement of the ERA5-based hourly global pressure and temperature (HGPT) is presented, named HGPT2. This model follows the same concept that its predecessor, time segmentation, to obtain estimates of relative humidity anywhere on the Earth’s surface. It uses 20 years of ECMWF ERA5 reanalysis data at full spatial (0.25° × 0.25°) and temporal (1-h) resolution to obtain the mean and three periodicities for each hour (annual, semi-annual, and quarterly). The HGPT2 adds three new outputs, the relative humidity (RH), the zenith wet delay (ZWD), and the precipitable water vapor (PWV). The water vapor pressure and saturated water vapor pressure are easily calculated from temperature and relative humidity (e.g., applying the Wexler’s formulation).

The most used zenith delay models (e.g., GPT series) interpolate their coefficients from a 5° × 5° or 1° × 1° horizontal grid resolution. We found mean relative humidity variations up to 48% in cells of 1° × 1° not considered by these models. The spatial and temporal resolution of ERA5 will significantly improve the relative humidity estimations, not only at seacoasts, where there are land-sea-atmosphere complex interactions, but also in inland areas, enhancing hydrological modeling. We compared the relative humidity from HGPT2, GPT2w (5° and 1° grid resolution), and GPT3 (5° and 1° grid resolution) with in situ observations recorded in 282 met-files (1-year interval) and made available at the SOPAC and UNAVCO FTP sites. Our results indicate an improvement of 18% (in RMSE) and 15% (in bias) and a considerable increase in the mean correlation value, from 0.27 to 0.61. The HGPT2-derived PWV values were compared with ERA5 and MODIS/Terra PWV products (monthly resolution). The mean global RMSE was 5.0 mm and 3.7 mm, respectively. We used the GAMIT/GLOBK package to process 38 GNSS stations belonging to the IGS network in two steps—the first with the default setup, and the second using the HGPT2 output. The results for the height component indicate an improvement in 22 stations (59%) and a worsening in seven (18%), while nine (23%) show no differences.
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