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Supplementary Methods

Stationary moments of a complex balanced network with a reversible binding

We illustrate how to use (19) to calculate the conditional moment of complex balanced networks with a simple example. Suppose that $S_1$ and $S_2$ can reversibly bind to form a complex $S_3$:

\[ S_1 + S_2 \xrightleftharpoons[\kappa_b]{\kappa_f} S_3. \]  

(S1)

Since the deficiency of this network is $n_c - \ell - r = 2 - 1 - 1 = 0$ and it is reversible and hence weakly reversible as well, we know that there is a complex-balanced equilibrium and every equilibrium is complex balanced \cite{1,2}. First, we can pick any potential steady state, $\bar{\lambda} = (1, 1, K)$, where $K := \kappa_f/\kappa_b$. Note that the choice of the steady state does not affect the final result. There are two conservations: $S_1 + S_3 = p$ and $S_2 + S_3 = n$, where $p$ and $n$ are determined by the initial conditions. Thus, we have $\alpha_{11} = \alpha_{13} = 1$, $\alpha_{22} = \alpha_{23} = 1$, $\alpha_{12} = \alpha_{21} = 0$, $\beta_1 = p$, $\beta_2 = n$ in (18). Due to the conservations, all $p_k$ should vanish except those corresponding to vectors $k = (k_1, k_2, k_3)$ such that $k_1 + k_3 = p$ and $k_2 + k_3 = n$. The set consisting of all such vectors is invariant, so

\[ p_k = \begin{cases} \frac{\lambda_1^{k_1} \lambda_2^{k_2} \lambda_3^{k_3}}{k_1! \, k_2! \, k_3!} & \text{if } k_1 + k_3 = p \text{ and } k_2 + k_3 = n \\ 0 & \text{otherwise} \end{cases} \]

is a solution of the ssCME. In order to obtain a probability density, we must normalize them by the sum of these $p_k$’s (i.e. the partition function, $Z(p, n)$). Because of the two conservations, the sum can be expressed in terms of just one of the indices, let us say $k_1$. Since $k_1 + k_3 = p$ and $k_3 \geq 0$, necessarily $k_1 \leq p$. Since $k_2 + n - k_3 = n + k_1 - p$ must be non-negative, we also have the constraint $k_1 \geq \max\{0, p - n\}$. Thus, $p_k$ is nonzero only when $k_1 \in \{\max\{0, p - n\}, \ldots, p\}$ with $k_2 = n + k_1 - p$, $k_3 = p - k_1$, and we have:

\[ Z(p, n) = \sum_{\ell=\max\{0, p-n\}}^{p} \frac{K^{p-\ell}}{\ell! \,(n + \ell - p)! \,(p - \ell)!} = \sum_{\ell=0}^{p} \frac{K^{p-\ell}}{\ell! \,n! \,(n + \ell - p)!} \left( \frac{n}{n + \ell - p} \right), \]  

(S2)
where second equality comes from the convention that \( \binom{n}{n+\ell-p} := \frac{n!}{(n+\ell-p)!(p-\ell)!} = 0 \) if \( n+\ell-p < 0 \) or \( \ell < p-n \).

In particular, we have:

\[
Z(0, n) = \frac{1}{n!},
\]
\[
Z(1, n) = \frac{Kn + 1}{n!},
\]
\[
Z(2, n) = \frac{K^2n^2 + (-K^2 + 2K)n + 1}{2n!},
\]
\[
Z(3, n) = \frac{K^3n^3 + (-3K^3 + 3K^2)n^2 + (2K^3 - 3K^2 + 3K)n + 1}{3n!}
\]

and so forth.

Another way to derive \( Z(p, n) \) is using the following recursion formula, which can be obtained by using the computational package MV-Poisson from [3] based on Wilf-Zeilberger theory:

\[
Z(p, n + 2) = \frac{K}{n+2} Z(p, n) + \frac{-Kn + Kp - K + 1}{n+2} Z(p, n+1).
\]

Note that by symmetry, a recursion on \( p \) can be found by exchanging \( n \) and \( p \).

Furthermore, in terms of the Gauss’s hypergeometric function \( _2F_0 \), we can also write:

\[
Z(p, n) = \frac{2F_0(-n, -p; ; K)}{p! n!}
\]

Since \( Z(p, n) \) is calculated, we can derive the conditional mean of the first species using [19]:

\[
\varphi(p, n) := E[S_1 \mid S_1 + S_3 = p, S_2 + S_3 = n] = \frac{Z(p-1, n)}{Z(p, n)}.
\]

for \( p \geq 1, n \geq 0 \), and zero otherwise. For example,

\[
\varphi(1, n) = \frac{1}{Kn + 1}
\]
\[
\varphi(2, n) = \frac{2(Kn + 1)}{K^2n^2 + (-K^2 + 2K)n + 1}.
\]

A Matlab code allowing for the calculation of (S3) is provided in this work.

**A complex balanced network with competitive reversible bindings**

Here, we apply [19] to calculate stationary conditional moments of another complex balanced network, this one with two competing reversible bindings:

\[
A + B \xrightleftharpoons{\kappa_{fp}}{\kappa_{fb}} D
\]
\[
A + C \xrightleftharpoons{\kappa_{fc}}{\kappa_{bc}} E
\]

Since the deficiency of this network is \( n_c - \ell - r = 4 - 2 - 2 = 0 \) and it is weakly reversible, there is a complex-balanced equilibrium and every equilibrium is complex balanced [12]. The steady states of the associated deterministic system satisfy \( \kappa_{fb} AB = \kappa_{fb} D \) and \( \kappa_{fc} AC = \kappa_{bc} E \), so one such equilibrium is

\[
(1, 1, 1, L, K)
\]
where
\[ L := \frac{K_{FB}}{K_{EB}}, \quad K := \frac{K_{EC}}{K_{EB}}. \]

Note that following quantities are conserved:
\[ A + D + E = n_A \]
\[ B + D = n_B \]
\[ C + E = n_C \]

Subject to these constraints, we can pick the following partition function:
\[ Z(n_A, n_B, n_C) = \sum_{(k_A, k_B, k_C, k_D, k_E) \in \mathcal{S}} \frac{1}{k_A! k_B! k_C! k_D! k_E!} L^{k_D} K^{k_E} \]

where
\[ \mathcal{S} = \{(k_A, k_B, k_C, k_D, k_E) \mid k_A + k_D + k_E = n_A, k_B + k_D = n_B, k_C + k_E = n_C\}. \]

Thus sum can be re-written as a double sum because \( \mathcal{S} \) is equal to the following set due to the three conservations.
\[ \mathcal{S}' = \{(k_A, k_B, k_C, k_D, k_E) \mid 0 \leq k_D \leq n_B, 0 \leq k_E \leq \min\{n_A - k_D, n_C\}, k_A = n_A - (k_D + k_E), k_B = n_B - k_D, k_C = n_C - k_E\}. \]

Suppose that \((k_A, k_B, k_C, k_D, k_E) \in \mathcal{S}\) so that \(k_i \geq 0\) for all \(i\). Then from \(k_B + k_D = n_B\), we have that \(k_D = n_B - k_B \leq n_B\). Similarly, \(k_C + k_E = n_C\) and \(k_A + k_D + k_E = n_A\) lead to \(k_E = n_C - k_C \leq n_C\) and \(k_E \leq n_A - k_A - k_D \leq n_A - k_D\), respectively, so that \(k_E \leq \min\{n_A - k_D, n_C\}\). Thus \((k_A, k_B, k_C, k_D, k_E) \in \mathcal{S}'\).

Conversely, suppose that \((k_A, k_B, k_C, k_D, k_E) \in \mathcal{S}'\). We have that \(k_D \leq k_E\) are non-negative. From \(k_E \leq n_A - k_D\), it follows that \(k_A = n_A - (k_D + k_E) \geq 0\), from \(k_D \leq n_B\), it follows \(k_B = n_B - k_D \geq 0\), and from \(k_E \leq n_C\), we have \(k_C = n_C - k_E \geq 0\). Therefore, \((k_A, k_B, k_C, k_D, k_E) \in \mathcal{S}\). Since \(\mathcal{S} = \mathcal{S}'\), \((k_A, k_B, k_C, k_D, k_E) \in \mathcal{S}\) can be described with two indices \((k_D, k_E) = (i, j)\) as \((k_A, k_B, k_C, k_D, k_E) = (n_A - i - j, n_B - i, n_C - j, i, j)\). The procedure used to find the set \(\mathcal{S}'\) is a special case of an algorithmic approach described in the following section.

Using the equality \(\mathcal{S} = \mathcal{S}'\), we can rewrite the partition function as follows:
\[
Z(n_A, n_B, n_C) = \sum_{i=0}^{n_B} \frac{L^i}{(n_B - i)! i!} \sum_{j=0}^{\min\{n_A - i, n_C\}} \frac{K^i}{((n_A - i) - j)! (n_C - j)! j!} \\
= \sum_{i=0}^{n_B} \frac{L^i}{(n_B - i)! i!} Q(n_A - i, n_C) \\
= \frac{1}{n_A!} \sum_{i=0}^{n_B} \binom{n_A}{i} \frac{L^i}{(n_B - i)!} \tilde{Q}(n_A - i, n_C),
\]

where we may use either alternative expressions in terms of \(Q\) or \(\tilde{Q}\) defined as follows:
\[
Q(p, n) := \sum_{\ell=0}^{\min\{p, n\}} \frac{K^\ell}{(p - \ell)! (n - \ell)! \ell!}, \quad \tilde{Q}(p, n) := p! Q(p, n) = \sum_{\ell=0}^{\min\{p, n\}} \binom{p}{\ell} \frac{K^\ell}{(n - \ell)!}.\]
The sum in \( \tilde{Q} \) is numerically better performed than that in \( Q \) when \( p \) is large and \( n \) is small. With a change of indices \( \ell = p - \ell \), it can be shown that \( Q \) is the partition function \( Z(p, n) \) given by formula (S2) for the single binding example

\[
S_1 + S_2 = S_3,
\]

Thus, \( Q \) can also be written as

\[
\frac{1}{p!n!} \binom{2}{0}(-p, -n; ; K),
\]

in terms of \( \binom{2}{0} \), Gauss’s hypergeometric function. When \( n_B = 0 \), the partition function becomes

\[
Z(n_A, 0, n_C) = Q(n_A, n_C),
\]

which is expected as when \( n_B = 0 \) the species \( B \) can only be zero, so the system reduces to the previous example, with \( S_1 = A, S_2 = C, \) and \( S_3 = E. \) When \( n_B = 1, \) we get

\[
Z(n_A, 1, n_C) = Q(n_A, n_C) + L Q(n_A - 1, n_C).
\]

Using this, the conditional mean of species \( D \) given the constraints \( (n_A, 1, n_C) \) is derived by (19):

\[
E[D | n_A, 1, n_C] = L \frac{Z(n_A - 1, 0, n_C)}{Z(n_A, 1, n_C)} = L \frac{Q(n_A - 1, n_C)}{Q(n_A, n_C) + L Q(n_A - 1, n_C)}.
\]

Using \( \tilde{Q} \), we may write, alternatively,

\[
Z(n_A, 0, n_C) = \frac{1}{n_A!} \tilde{Q}(n_A, n_C)
\]

\[
Z(n_A, 1, n_C) = \frac{1}{n_A!} \left( \tilde{Q}(n_A, n_C) + L n_A \tilde{Q}(n_A - 1, n_C) \right)
\]

and thus, cancelling the \( n_A! \) terms, and using \( Z(n_A - 1, 0, n_C) = \frac{n_A}{n_A} \tilde{Q}(n_A - 1, n_C), \)

\[
E[D | n_A, 1, n_C] = L \frac{n_A \tilde{Q}(n_A - 1, n_C)}{Q(n_A, n_C) + L n_A \tilde{Q}(n_A - 1, n_C)}
\]

(S6)

which is far better behaved numerically when \( n_A \) is large. A Matlab code allowing for the calculation of (S6) is provided in this work.

Rather than the direct summation, partition functions and thus stationary moments can also be derived using the recursion method from [3]. For this example, a third-order recursion for \( Z \) can be obtained by the algorithm MVPoisson from [3]. In order to conveniently display the recurrences, let us use the following notations. We will write \( Z \) can be obtained using the algorithm MVPoisson from [3]. In order to conveniently display the recurrences, let us use the following notations. We will write

\[
(3 + b_1)Z_1^{+++} = L K Z
\]

\[- (L K b_1 - L K b_2 - L K b_3 + L K - L - K)Z_1^+\]

\[- (L b_1 - L b_2 + K b_1 - K b_3 + 2 L + 2 K - 1)Z_1^{++}\]

\[
M(3 + b_3)(b_2 + 2)Z_2^{+++} = (L^2 - L K) Z
\]

\[+ (L^2 b_1 - L b_2 - L K b_1 + 2 L K b_2 + L K b_3 - L^2 + 3 L K + L - K)Z_2^+\]

\[+ (L K b_1 b_2 - L K b_2 - L K b_2 b_3 + 2 L K b_1 - 4 L K b_2 - 2 L K b_3 - 4 L K - L b_2 + 2 K b_2 - 2 L + 4 K)Z_2^{++}\]
\[L(3 + b_3)(b_3 + 2)Z_3^{++} = (-LK + K^2)Z\]
\[+ (-LKb_1 + LKb_2 + 2LKb_3 - K^2b_3 + 3LK - K^2 - L + K)Z_3^+\]
\[+ (LKb_1 - LKb_2 b_3 - LKb_3^2 + 2LKb_1 - 2LKb_2\]
\[- 4LKb_3 - 4LK + 2Lb_3 - Kb_3 + 4L - 2K)Z_3^{++}.
\]

The algorithm provides 27 initial conditions, the values of \(Z\) for the triples \((1, 1, 1), (1, 1, 2), (1, 1, 3), \ldots (3, 3, 3)\) listed in that order. We display them as three matrices, respectively shown below. The first matrix lists the elements of the form \((1, *, *)\), the next one \((2, *, *)\), and the last one \((3, *, *)\). In each matrix, elements are listed in the usual matrix order: \((*, i, j)\) is the \((i, j)\)th entry of the matrix.

\[
\begin{bmatrix}
L + K + 1 & \frac{L}{2} + K + \frac{1}{2} & \frac{L}{2} + K + \frac{1}{2} + \frac{1}{12} \\
L + \frac{L}{2} + \frac{1}{2} & \frac{L}{2} + \frac{1}{2} + \frac{1}{12} & \frac{L}{2} + \frac{1}{2} + \frac{1}{12} + \frac{1}{8}
\end{bmatrix}
\]

\[
\begin{bmatrix}
(K + 1)L + K + \frac{1}{2} & \frac{K}{2} + \frac{1}{2} + \frac{1}{8}
\frac{1}{2}L^2 + (K + 1)L + \frac{1}{2} + \frac{1}{12} & \frac{K}{2} + \frac{1}{12}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{1}{2}(K + 1)L^2 + \frac{1}{4}(2K + 1)L + \frac{1}{4} & \frac{1}{12}(K + 1)L + \frac{1}{4} + \frac{1}{8} + \frac{1}{72} + \frac{1}{12}
\frac{1}{8}L^3 + \frac{1}{4}(K + 1)L^2 + \frac{1}{4}(2K + 1)L + \frac{1}{4} + \frac{1}{8} + \frac{1}{72} + \frac{1}{12} + \frac{1}{36}
\end{bmatrix}
\]

where we are using these notations:

\[
\kappa_1 = (\frac{K}{2} + \frac{1}{6})L + \frac{1}{2}K^2 + \frac{K}{2} + \frac{1}{12}
\]
\[
\kappa_2 = \frac{1}{12}L^2 + (\frac{K}{2} + \frac{1}{6})L + \frac{1}{4}K^2 + \frac{K}{4} + \frac{1}{24}
\]
\[
\kappa_3 = \frac{1}{12}L^2 + \frac{1}{2}(\frac{K}{2} + \frac{1}{6})L + \frac{1}{12}K^2 + \frac{K}{12} + \frac{1}{72}
\]
\[
\gamma_1 = \frac{1}{2}(K^2 + 2K + \frac{1}{2})L + \frac{1}{2}K^2 + \frac{K}{2} + \frac{1}{12}
\]
\[
\gamma_2 = \frac{1}{2}(K^2 + K + \frac{1}{6})L + \frac{1}{12}K^3 + \frac{1}{2}K^2 + \frac{K}{4} + \frac{1}{36}
\]
\[
\beta_1 = \frac{1}{2}(K + \frac{1}{2})L^2 + \frac{1}{2}(K^2 + 2K + \frac{1}{2})L + \frac{1}{4}K^2 + \frac{K}{4} + \frac{1}{24}
\]
\[
\beta_2 = \frac{1}{12}K + \frac{1}{6}L^2 + \frac{1}{2}(K^2 + K + \frac{1}{6})L + \frac{1}{12}K^3 + \frac{1}{4}K^2 + \frac{K}{8} + \frac{1}{72}
\]
\[
\alpha_1 = \frac{1}{36}L^3 + \frac{1}{2}(\frac{K}{2} + \frac{1}{6})L^2 + \frac{1}{4}(K^2 + K + \frac{1}{6})L + \frac{1}{36}K^3 + \frac{1}{2}K^2 + \frac{K}{24} + \frac{1}{216}
\]
\[
\alpha_2 = \frac{1}{36}L^3 + \frac{1}{2}(\frac{K}{2} + \frac{1}{6})L^2 + \frac{1}{4}(K^2 + K + \frac{1}{6})L + \frac{1}{36}K^3 + \frac{1}{2}K^2 + \frac{K}{24} + \frac{1}{216}
\]

so, reading-out entries from the matrices above we have, for example:

\[Z(1, 1, 1) = L + K + 1, \quad Z(2, 2, 2) = L^2/4 + (K + 1/2)L + K^2/4 + K/2 + 1/8, \quad Z(3, 2, 3) = \beta_2.
\]

Computing reduced sums

We remark that the reduced indices for the sums defining the partition function can be obtained in a more systematic form, through the use of Smith canonical forms. Suppose
that $P$ is a matrix in $\mathbb{Z}^{q \times n}$ that represents $q$ conservation laws on $n$ species. For instance,

$$P = \begin{pmatrix}
1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{pmatrix}$$

in the competitive binding example. We assume, as in this and other examples, that $q \leq n$ and that the matrix $P$ has full row rank $q$. Under this assumption, the integer matrix $P$ can be represented in Smith canonical form (see for example [4]), meaning that there exist two unimodular (that is to say, invertible over the ring of integers) matrices $U \in \mathbb{Z}^{q \times q}$ and $V \in \mathbb{Z}^{n \times n}$ so that

$$UPV = \begin{bmatrix} \Delta & 0 \end{bmatrix}$$

where $\Delta = \text{diag}(\delta_1, \ldots, \delta_q)$, 0 is a $q \times (n-q)$ matrix of zeroes, and the $\delta_i$’s are the elementary divisors of the matrix $P$. The elementary divisors are unique up to sign change, there are formulas that express them in terms of the minors of $P$ (see [4] for details). For example, for the above example, we have $U = I$ (3 × 3 identity matrix),

$$V = \begin{pmatrix}
1 & 0 & 0 & -1 & -1 \\
0 & 1 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}$$

and $\delta_1 = \delta_2 = \delta = 3 = 1$, so $UPV = [I \ 0]$. In general, if we wish to find non-negative integer solutions of $Ak = b$, for a given (non-negative) integer vector $b$, we use that $UPV^{-1}k = Ub$, so, using the indices $\ell = V^{-1}k$,

$$[\Delta \ 0] \ell = Ub$$

which means that the last $n-q$ indices $\ell$ are free, and the constraint $V\ell \geq 0$ is imposed to insure non-negativity of $k$. For instance, in the competitive binding example, and recalling that $U = I$ and $\Delta = I$, the equation $[\Delta \ 0] \ell = Ub$ gives that $\ell_1 = b_1$, $\ell_2 = b_2$, $\ell_3 = b_3$, and $\ell_4 = i$, $\ell_5 = j$ are arbitrary. Thus we can express the sum as a sum over the two indices $k_4 = i$ and $k_5 = j$, with $k_1 = b_1 - (i+j)$, $k_2 = b_2 - i$, and $k_3 = b_3 - j$. The non-negativity condition $V\ell \geq 0$, applied with the above matrix $V$, says that these expressions must be non-negative: which means that the sum can be re-expressed as a sum over $i \geq 0$, $j \geq 0$, subject to $i \leq b_2$, $j \leq b_3$, and $i + j \leq b_1$. This is exactly the same as the set $S'$ computed by hand.
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