DIRECTIONAL REGULARIZED TENSOR MODELING FOR VIDEO RAIN STREAKS REMOVAL
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ABSTRACT
Outdoor videos sometimes contain unexpected rain streaks due to the rainy weather, which bring negative effects on subsequent computer vision applications, e.g., video surveillance, object recognition and tracking, etc. In this paper, we propose a directional regularized tensor-based video deraining model by taking into consideration the arbitrary direction of rain streaks. In particular, the sparsity of rain streaks in spatial and derivative domains, the spatiotemporal sparsity and low-rank property of video background are incorporated into the proposed method. Different from many previous methods under the assumption of vertically falling rain streaks, we consider a more realistic assumption that all the rain streaks in a video fall in an approximately similar arbitrary direction. The resulting complicated optimization problem will be effectively solved through an alternating direction method. Comprehensive experiments on both synthetic and realistic datasets have demonstrated the superiority of the proposed deraining method.

Index Terms— Video restoration, rain removal, tensor modeling, directional total variation, ADMM

1. INTRODUCTION
The existence of undesirable rain streaks in images or videos has a significant negative impact on outdoor visual system, such as object detection [1, 2], event detection [3], object recognition [4] and tracking [5]. Rain streaks removal from videos or images is thus an important issue and has been investigated extensively in computer vision research.

Inspired by the pioneering deraining research [6], a large amount of rain streaks removal methods have been proposed to enhance imaging performance. The current methods can be divided into two categories: single-image-based methods and video-based methods. For single-image rain removal, Kang et al. [7] decomposed an input hazy image into low- and high-frequency components, and proposed to separate the rain streaks from the high-frequency component using sparse coding. Luo et al. [8] removed rain streaks from a single image via highly discriminative sparse coding. Li et al. [9] utilized patch-based Gaussian mixture model (GMM) prior to restore a rain-free image from its rainy version. The restored images, however, often suffer from loss of fine details. For video rain streaks removal, Garg et al. [6] developed a comprehensive rain detection method based on photometric and dynamic models related to rain streaks. Kim et al. [10] first estimated an initial rain map using temporal correlation, and then restored the rain-free video by low-rank matrix completion. Jiang et al. [11] presented a tensor-based video rain streaks removal model by considering the discriminatively intrinsic characteristics of video background and rain streaks. Wei et al. [12] proposed to improve deraining results by integrating with the spatiotemporal smoothness of moving objects and low-rank structure of video background. Please refer to Ref. [13] for a survey work on rain streaks removal.

More recently, effective deep learning architectures [14, 15, 16, 17, 18] have achieved impressive results for both single-image and video deraining. It should be pointed out that the deraining results are strongly depended on the volume and diversity of training datasets. To make deraining more flexible, mainly inspired by the work of [11], we will propose a directional regularized tensor-based video rain streaks removal model based on the assumption of arbitrary direction of rain streaks. Its satisfactory deraining performance benefits from the directional regularizer and tensor modeling.

2. PROBLEM FORMULATION
The rainy video $O \in \mathbb{R}^{m \times n \times t}$ can be modeled as a linear superimposition of the desired unknown video background $B \in \mathbb{R}^{m \times n \times t}$ and the rain streaks $R \in \mathbb{R}^{m \times n \times t}$, i.e.,

$$O = B + R.$$ (1)

The goal of deraining is to decompose the desired video background $B$ and rain streaks $R$ from the input rainy video $O$. This decomposition process is an ill-posed inverse problem. The (statistical) priors on both $B$ and $R$ should be con-
considered to regularize the decomposition process. By introducing priors on both \( B \) and \( R \), Ref. [11] proposed a tensor-based variational model for video rain streaks removal, i.e.,
\[
\begin{align*}
\min_{B, R} & \quad \alpha_1 \|
abla_d R\|_1 + \alpha_2 \| R\|_1 + \alpha_3 \|
abla_y B\|_1 + \alpha_4 \|
abla_t B\|_1 + \text{rank}(B) \\
\text{s.t.} \quad & \quad O = B + R, \quad B, R \geq 0,
\end{align*}
\] (2)

where \( \nabla_d, \nabla_y, \nabla_t \) denote three unidirectional TV operators with respects of vertical, horizontal and temporal directions.

The tensor-based variational model (2) is based on the assumption of vertical direction of falling raindrops. It is infrequent in realistic scenarios due to the influence of wind and other factors. Meanwhile, this variational model (2) only considers the sparsity of vertical derivatives of rain streaks and uses the traditional TV regularizer \( \|
abla_y R\|_1 \). The L1-norm regularizer \( \| R\|_1 \) is related to the assumption that the magnitudes of rain streaks are commonly sparse. Since the horizontal and temporal derivatives of video background are assumed to be sparse, TV regularizers \( \|
abla_y B\|_1 \) and \( \|
abla_t B\|_1 \) are used to regularize the deraining process. By using the spatio-temporal coherencies of video data, tensor modeling regularizer \( \text{rank}(B) \) is introduced to further enhance imaging performance.

3. DIRECTIONAL REGULARIZED TENSOR MODELING

3.1. DTV Regularized Tensor Decomposition Model

The falling directions of raindrops are essentially spatially variant in realistic videos. For the sake of simplicity, we assume that all rain streaks fall in an approximately identical direction. We propose to develop a directional regularized tensor modeling for removing video rain streaks as follows
\[
\begin{align*}
\min_{B, R} & \quad \alpha_1 \|
abla_d R\|_1 + \alpha_2 \| R\|_1 + \alpha_3 \|
abla_y B\|_1 + \alpha_4 \|
abla_y B\|_1 + \alpha_5 \|
abla_t B\|_1 + \text{rank}(B) \\
\text{s.t.} \quad & \quad O = B + R, \quad B, R \geq 0,
\end{align*}
\] (3)

where \( d \) denotes the falling direction of rain streaks, \( \nabla_d \) is the directional total variation (DTV) operator. We will detailly discuss the potential reasons why introducing different regularization terms in Eq. (3).

**Sparsity of Rain Streaks in Spatial and Derivative Domains** In the case of light rain, rain streaks can be sparsely represented in both spatial and derivative domains. As the rainfall intensity becomes higher, it is better to consider the sparsity of rain streaks in derivative domain. The image derivatives are calculated along the falling (not vertical) direction of rain streaks. In contrast, Jiang et al. [11] only considers the vertical direction which is an invalid assumption in practice. The L1-norm regularizer \( \| R\|_1 \) and DTV regularizer \( \| \nabla_y R\|_1 \) are adopted to model the sparsity of rain streaks in spatial and derivative domains, respectively.

**Sparsity of Video Intensities in Spatial and Temporal Domains** Both vertical and horizontal derivatives in outdoor images can be well distributed as the Laplacian distribution\(^1\). TV regularizer is essentially related to the assumption of Laplacian prior [19]. There commonly exists high similarity between consecutive frames within one video. The distribution of differences between any two consecutive frames (i.e., along temporal direction) can also be modeled by a Laplacian prior. Therefore, TV regularizers \( \| \nabla_y B\|_1 \) and \( \| \nabla_t B\|_1 \) are used to model the sparsity of video intensities in vertical, horizontal and temporal directions, respectively.

**Tensor Structures in Video Intensities** Spatial self-similarities within each frame and temporal similarities between any two consecutive frames can be visually observed, especially for video generated by static camera or with static background. Recently, low-rank [10, 20, 21] and tensor [11] modeling have significantly improved the deraining performance. By exploiting the tensor structures in video intensities [11], our model (3) also minimizes the rank of \( B \) to promote the decomposition of video background and rain streaks.

3.2. Numerical Optimization

The alternating direction method of multipliers (ADMM) framework [22] will be used to effectively solve the complicated unconstrained optimization problem (3). By introducing several intermediate variables, we can reformulate (3) as the following equivalent constrained version
\[
\begin{align*}
\min_{\rho, D, S, X, Y, \lambda, \mu} & \quad \alpha_1 \|
abla_d D\|_1 + \alpha_2 \| S\|_1 + \alpha_3 \| X\|_1 + \alpha_4 \| Y\|_1 + \alpha_5 \| T\|_1 + \| \mathcal{L}\|, \\
\text{s.t.} & \quad D = \rho, \quad S = \rho, \quad X = \nabla_y (O - R), \quad Y = \nabla_y (O - R), \quad T = \nabla_t (O - R), \quad \mathcal{L} = O - R, \quad O \geq R \geq 0
\end{align*}
\] (4)

whose augmented Lagrangian function \( \mathcal{L}_A \) is given by
\[
\begin{align*}
\mathcal{L}_A = & \quad \alpha_1 \|
abla_d D\|_1 + \alpha_2 \| S\|_1 + \alpha_3 \| X\|_1 + \alpha_4 \| Y\|_1 + \alpha_5 \| T\|_1 + \| \mathcal{L}\| \\
& + \|
abla_d \rho\|_\rho + \beta_1 \|
abla_d \rho - \Lambda \|_\| \rho\|_\| \rho\|_F^2 + \beta_2 \| S - R - \Lambda \|_\| S - R - \| S\|_\| S\|_F^2 \\
& + \beta_3 \| X - \nabla_y (O - R) - \Lambda \|_\| X - \nabla_y (O - R) - \| X - \nabla_y (O - R) - \| X\|_\| X\|_F^2 \\
& + \beta_4 \| Y - \nabla_y (O - R) - \Lambda \|_\| Y - \nabla_y (O - R) - \| Y - \nabla_y (O - R) - \| Y\|_\| Y\|_F^2 \\
& + \beta_5 \| T - \nabla_t (O - R) - \Lambda \|_\| T - \nabla_t (O - R) - \| T - \nabla_t (O - R) - \| T\|_\| T\|_F^2 \\
& + \beta_6 \| \mathcal{L} - (O - R) - \Lambda \|_\| \mathcal{L} - (O - R) - \| \mathcal{L}\|_\| \mathcal{L}\|_F^2
\end{align*}
\]

where \( \Lambda = [\Lambda_1, \Lambda_2, \ldots, \Lambda_6] \) are Lagrangian multipliers and \( \beta = [\beta_1, \beta_2, \ldots, \beta_6] \) are positive parameters. Within our optimization framework, ADMM minimizes \( \mathcal{L}_A \) over \( \rho, D, S, X, Y, T \) and \( \mathcal{L} \) leading to subproblems whose solutions could be efficiently obtained using simple numerical methods.

**D-subproblem:** Within the ADMM framework, the D-subproblem can be formulated as follows
\[
\min_D \alpha_1 \|
abla_d D\|_1 + \frac{\beta_1}{2} \| D - R + \frac{\Lambda_1}{\beta_1} \|_F.
\] (5)

\(^1\)From a statistical point of view, magnitudes of most derivatives tend to zero and few have large values for both vertical and horizontal directions.
The falling direction $d$ of rain streaks is pre-estimated directly using the Fourier transform method [23]. The general-
ized proximal operator introduced in [24] is adopted to effect-
ively handle the nonsmooth optimization problem (5).

$(S, X, Y, T)$-subproblems: For $S$-subproblem, the mini-
imization problem can be formulated as follows

$$\min_S \alpha_2 \| S \|_1 + \frac{\beta_2}{2} \| R - S + \Lambda_2 \|_F^2,$$

which has a closed-form solution through the following soft-
thresholding operator

$$S^{(t+1)} = \text{Soft}_{\alpha_2/\beta_2} \left( R^{(t)} + \Lambda_2^{(t)}/\beta_2 \right),$$

with $\text{Soft}_{\alpha/\beta}(\cdot)$ being defined as $\text{Soft}_{\alpha/\beta}(x) = \text{sign}(x) \cdot \max(|x| - \alpha/\beta, 0)$. Analogous to the $S$-subproblem (6), the solutions $X, Y, T$ can be updated as follows

$$X^{(t+1)} = \text{Soft}_{\alpha_3/\beta_3} \left( \nabla_x (O - R^{(t)}) + \Lambda_3^{(t)}/\beta_3 \right),$$

$$Y^{(t+1)} = \text{Soft}_{\alpha_4/\beta_4} \left( \nabla_y (O - R^{(t)}) + \Lambda_4^{(t)}/\beta_4 \right),$$

$$T^{(t+1)} = \text{Soft}_{\alpha_5/\beta_5} \left( \nabla_t (O - R^{(t)}) + \Lambda_5^{(t)}/\beta_5 \right).$$

$L$-subproblem: The $L$-subproblem is given by

$$\min_L \| L \|_F + \frac{\beta_6}{2} \| R - L - S^{(t+1)} \|_F^2,$$

where the tensor nuclear norm is defined as $\| X \|_* = \sum_{i=1}^n \| X_i \|_F$.

$R$-subproblem: Finally, the $R$-subproblem is given by

$$\min_R \frac{\beta_1}{2} \| R - D \|_F^2 + \frac{\beta_2}{2} \| R - S^{(t+1)} \|_F^2,$$

which has the following closed-form solution

$$R^{(t+1)} = \mathcal{F}^{-1} \left( \mathcal{F}(K_1)/\mathcal{F}(K_2) \right),$$

where $\mathcal{F}$ and $\mathcal{F}^{-1}$ denote the fast Fourier transform (FFT) and its inverse, $K_1 = \beta_1 T^{(t+1)} - \Lambda_1^{(t)} + \beta_2 S^{(t+1)} - \Lambda_2^{(t)} + \nabla_x ^T (\beta_3 \nabla_x (O - R^{(t)}) + \Lambda_3^{(t)}/\beta_3) + \nabla_y ^T (\beta_4 \nabla_y (O - R^{(t)}) + \Lambda_4^{(t)}/\beta_4) + \nabla_t ^T (\beta_5 \nabla_t (O - R^{(t)}) + \Lambda_5^{(t)}/\beta_5)$ and $K_2 = (1 + \beta_1 + \beta_2) L + \beta_3 \nabla_x ^T \nabla_x + \beta_4 \nabla_y ^T \nabla_y + \beta_5 \nabla_t ^T \nabla_t$.

$\Lambda$ update: During each iteration, the Lagrangian multipli-
ers $\Lambda$ are updated using $\Lambda_{i+1}^{(t+1)} = \Lambda_i^{(t)} + \beta_1 (R^{(t+1)} - D^{(t+1)})$.

Fig. 1. Comparisons of deraining results on one frame extracted from the synthetic “Girl” video under different rainy conditions. From left to right: (a) rainy images, (b) original rain-free images, restored images generated by (c) Luo et al. [8], (d) Li et al. [9], (e) Jiang et al. [11] and (f) ours.

Fig. 2. Comparisons of deraining results on one frame extracted from the synthetic “Truck” video under different rainy conditions. From left to right: (a) rainy images, (b) original rain-free images, restored images generated by (c) Luo et al. [8], (d) Li et al. [9], (e) Jiang et al. [11] and (f) ours.

$\Lambda_{2}^{(t+1)} = \Lambda_2^{(t)} + \beta_2 (R^{(t+1)} - S^{(t+1)})$, $\Lambda_{3}^{(t+1)} = \Lambda_3^{(t)} + \beta_5 (\nabla_x (O - R^{(t+1)}) - \nabla_x (O - R^{(t)}))$, $\Lambda_{4}^{(t+1)} = \Lambda_4^{(t)} + \beta_5 (\nabla_y (O - R^{(t+1)}) - \nabla_y (O - R^{(t)}))$ and $\Lambda_{5}^{(t+1)} = \Lambda_5^{(t)} + \beta_5 (\nabla_t (O - R^{(t+1)}) - \nabla_t (O - R^{(t)}))$.

4. EXPERIMENTAL RESULTS AND DISCUSSION

To verify the effectiveness of the proposed method, we com-
pare our method with several advanced deraining methods, in-
cluding sparse coding method Luo et al. [8], layer priors-
based method Li et al. [9], and tensor-based method Jiang et al. [11]. For synthetic experiments, the falling direc-
tions of rain streaks were randomly selected between $[40, 50]$ or $[55, 65]$. In numerical experiments, the regularization parameters $\{\alpha_1, \alpha_2, \cdots, \alpha_5\}$ were manually selected from $\{10^1, 10^2, 10^3\}$ and $\{\beta_1, \beta_2, \cdots, \beta_6\}$ were set to be 50. The effectiveness of these manually selected parameters has been illus-
trated through comprehensive deraining experiments. Our Matlab source code is available at https://github.
Table 1. Quantitative comparisons of rain streaks removal on five different synthetic videos.

| Rain Types | 45 Degrees | 60 Degrees | 45 Degrees | 60 Degrees |
|------------|------------|------------|------------|------------|
| Heavy      |            |            |            |            |
| Rainy      | 27.519     | 0.119      | 33.211     | 27.537     | 0.721      | 33.150     | 36.729     | 0.828      | 12.126     | 36.632     | 0.832      | 11.650     |
| Luo et al. | 29.693     | 0.721      | 0.685      | 25.858     | 30.006     | 0.728      | 0.631      | 24.959     | 35.115     | 0.822      | 0.251      | 13.868     | 34.996     | 0.827      | 0.273      | 14.058     |
| Jiang et al. | 31.773 | 0.771      | 0.182      | 20.361     | 31.827     | 0.771      | 0.377      | 20.237     | 34.914     | 0.838      | 0.230      | 14.187     | 34.914     | 0.828      | 0.238      | 14.190     |
| Ours       | 30.008     | 0.788      | 0.316      | 24.996     | 30.377     | 0.813      | 0.383      | 23.408     | 38.809     | 0.876      | 0.438      | 10.355     | 38.970     | 0.903      | 0.533      | 9.460       |
| Light      | 31.853     | 0.852      | 0.536      | 20.226     | 31.841     | 0.852      | 0.531      | 20.269     | 39.401     | 0.947      | 0.669      | 9.399      | 39.388     | 0.941      | 0.665      | 9.426       |
|             |            |            |            |            |            |            |            |            |            |            |            |            |            |            |            |            |
| Mean       | 28.596     | 0.732      | 34.881     | 35.541     | 0.721      | 35.149     | 36.632     | 0.832      | 11.650     | 36.632     | 0.832      | 11.650     | 36.632     | 0.832      | 11.650     |

4.1. Synthetic Experiments

The rain streaks with different types are manually generated and incorporated into the original video backgrounds. Objective image quality metrics, i.e., PSNR, SSIM and residual error (RES), are selected to quantitatively evaluate the deraining results. Table 1 detailedly depicts the quantitative results for five synthetic datasets. It is shown that our method generates the best evaluation results under consideration in most of the cases. Its superior performance is further confirmed in Figs. 1 and 2. The degrees 45° and 60° are the average falling directions of rain streaks. These issues are the focuses of our future work.

4.2. Realistic Experiments

In the realistic experiments, it is impossible to accurately obtain the video backgrounds for quantitative evaluation. In theory, deraining methods should preserve fine details while sufficiently removing rain streaks. The restored images generated by Luo et al. [8] still suffer from rain streaks remaining leading to visual quality degradation. Li et al. [9] could effectively reduce rain effects but tend to oversmooth fine details. Compared with Jiang et al. [11], our method is able to effectively remove more rain streaks while preserving fine details.

5. CONCLUSION

We proposed a directional regularized tensor modeling for video rain streaks removal in this work. The main contribution is the assumption that all rain streaks fall in an approximately similar arbitrary direction. Experiments show that the proposed method can effectively remove rain streaks while preserving fine details. It is worth pointing out that our method suffers mainly from two limitations: (1) high computational complexity; (2) difficulty handling extremely heavy rain streaks. These issues are the focuses of our future work.
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