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Abstract

It is known that there are infinitely many exceptional sequences of quiver representations for Euclidean quivers. In this paper we study those of type \( \tilde{A}_n \) and classify them into finitely many parametrized families. We first give a bijection between exceptional collections and a combinatorial object known as strand diagrams. We will then realize these strand diagrams as chord diagrams and then arc diagrams on an annulus. Using arc diagrams, we will define parametrized families of exceptional collections and use arc diagrams to show that there are finitely many such families. We moreover show that these families of exceptional collections are in bijection with equivalence classes of small arc diagrams. Finally, we provide an algebraic explanation of parametrized families using the transjective component of the bounded derived category.

1 Introduction

Exceptional sequences are sequences of modules (equivalently representations of a quiver) that satisfy certain homological properties. They first arose in the study of vector bundles over the projective plane, \( [14] \) and \( [24] \). Shortly after, they became a popular object in representation theory first studied in \( [6] \) and \( [23] \). For instance, Crawley-Boevey showed in \( [6] \) that the braid group acts transitively on the set of so-called complete exceptional sequences. Of the many different approaches one can take in the study of these sequences, their combinatorics have been of much interest. The number of so called complete exceptional sequences of Dynkin type has been studied in \( [9] \) and \( [27] \). In this paper, we will study complete exceptional sequences of type \( \tilde{A}_n \). The universal cover of these quivers are quivers of type \( A_n \), whose exceptional sequences have been well studied. For instance there is a bijection between these exceptional sequences and parking functions given in \( [15] \); there is also a bijection between complete exceptional sequences and rooted labeled forests \( [18] \). Typically, exceptional sequences of type \( A_n \) are studied using chord diagrams as in \( [1] \) and \( [13] \). We will begin by using a slightly different combinatorial object, then show that these are equivalent to a generalization of these chord diagrams.

In this paper, we will study exceptional sequences of finite length \( kQ \)-modules where \( Q \) is a quiver of type \( \tilde{A}_n \) first by using a combinatorial object introduced in \( [12] \) known as strand diagrams. Our first result will be a bijection between exceptional collections and strand diagrams on the universal cover of \( Q \), which is an infinitely long type \( A \) quiver. After, we will introduce two more combinatorial objects, chord and arc diagrams. These chord diagrams will be slightly different than those in \( [1] \) and \( [13] \). Also, the arc diagrams we present here are very similar to those used in the study of clusters \( [10] \) and the study of tiling algebras \( [8] \); however here, we will use a different convention of associating arcs to modules than the one used in the aforementioned papers in order to use them to study a different algebraic object, namely exceptional collections. The comparison of the convention used in \( [10] \) to
It is well known that there are infinitely many complete exceptional sequences of type $\tilde{A}_n$; however, we will classify exceptional collections into parametrized families using arc diagrams and define so-called ‘small’ arc diagrams. We will use these small diagrams along with the aforementioned bijection to show that there are only finitely many such families and they are in bijection with equivalence classes of these small diagrams. In [17] we have shown that the number of such diagrams for a particular orientation of the quiver is given by a generalization of the Catalan numbers that count lattice paths in $\mathbb{R}^2$ as defined in [16] and [22]. After we define families geometrically, we will provide an algebraic definition for parametrized families in terms of the Auslander–Reiten quiver of the transjective component of the bounded derived category. In Section 5, we compute all parametrized families of exceptional sequences of type $\tilde{A}_2$ and list them in a table along side their corresponding small strand and arc diagrams.
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2 Preliminaries

We wish to use the results of [12] to describe exceptional sequences over path algebras of quivers of type $\tilde{A}_n$. Thus in this section, we will introduce representations of quivers, exceptional modules and sequences, quivers of type $\tilde{A}_n$, and universal covers of quivers.

2.1 Representations of Quivers

Throughout, let $k$ be an algebraically closed field. A quiver $Q$ is a directed graph. More formally, it is a 4-tuple $Q = (Q_0, Q_1, s, t)$ where $Q_0$ is the set of vertices, $Q_1$ is the set of arrows, and $s, t : Q_0 \to Q_1$ are maps that assign to each vertex a starting and terminal point respectively. Throughout, we will typically denote the arrows in $Q_1$ by lower case Greek letters and the vertices in $Q_0$ by numbers. A path of length $m \geq 1$ in $Q$ is a finite sequence of arrows $\alpha_1 \alpha_2 \ldots \alpha_m$ where $t(\alpha_i) = s(\alpha_j)$ for all $1 \leq j \leq m - 1$. We denote the path algebra of $Q$ by $\mathbb{k}Q$. A monomial relation in $Q$ is given by a path of the form $\alpha_1 \alpha_2 \ldots \alpha_m$ where $m \geq 2$. A two sided ideal of $\mathbb{k}Q$ is called admissible if $R_Q^m \subset I \subset R_Q^2$ for some $m \geq 2$ where $R_Q$ is the arrow ideal in $\mathbb{k}Q$.

A $\mathbb{k}$-representation $V$ of a quiver $Q$ is an assignment of a $\mathbb{k}$-vector space $V_i$ for each $i \in Q_0$ and a vector space morphism $\phi_\alpha : V_i \to V_j$ for each $\alpha \in Q_1$ such that $s(\alpha) = i$ and $t(\alpha) = j$. We call a representation $V$ finite dimensional if $V_i$ is a finite dimensional vector space for all $i \in Q_0$. Let $V = (V_i, \phi_\alpha)$ and $W = (W_i, \psi_\alpha)$ be two representations of a quiver $Q$. A morphism $\theta : V \to W$ is a collection of linear maps $\theta_i : V_i \to W_i$ such that for each $\alpha \in Q_1$, we have $\psi_\alpha \circ \theta_{s(\alpha)} = \theta_{t(\alpha)} \circ \phi_\alpha$. 
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We denote the direct sum of two representations by \( V \oplus W = (V_i \oplus W_i, \phi_\alpha \oplus \psi_\alpha) \). We call a representation indecomposable if it is not isomorphic to the direct sum of two nonzero representations. The category \( \text{rep}_k(Q) = \text{rep}(Q) \) that consists of finite-dimensional \( k \)-representations of the quiver \( Q \) as objects and morphisms of representations as morphisms forms an abelian category. Moreover, the indecomposable representations form a full subcategory denoted \( \text{ind}(\text{rep}_k(Q)) \). One can equivalently view representations of a quiver \( Q \) as modules over its path algebra \( kQ \), the algebra with basis the set of paths in \( Q \) and with multiplication defined by concatenation or zero. It is well known that the two categories are equivalent and as a result, the terms modules and representations will be used interchangeably throughout. As a consequence, we have for any representations \( V \) and \( W \), well defined notions of \( \text{Ext}_\text{rep}(Q)(V, W) = \text{Ext}^i(V, W) \) for all \( i \geq 1 \) and \( \text{Hom}_{\text{rep}(Q)}(V, W) = \text{Hom}(V, W) \). For more on representation theory of quivers see [2] and [25].

We call a representation of a quiver \( Q \) exceptional if \( \text{End}_{\text{rep}(Q)}(V) \) is a division ring and \( \text{Ext}^i(V, V) = 0 \) for all \( i \geq 1 \). When \( kQ \) is a hereditary algebra, which is the case for quivers of type \( \tilde{A}_n \), the first condition implies that the representation \( V \) is indecomposable and the second reduces to \( \text{Ext}^1(V, V) = \text{Ext}(V, V) = 0 \) as higher extension groups vanish. It is important to note that not all indecomposable representations of a quiver of type \( \tilde{A}_n \) are exceptional. An exceptional sequence \( \xi = (V_1, \ldots, V_k) \) is a sequence of exceptional representations of \( Q \) such that \( \text{Hom}(V_i, V_j) = 0 = \text{Ext}(V_i, V_j) \) for all \( j < i \). An exceptional collection is a set of representations \( \xi = \{V_1, \ldots, V_k\} \) such that the \( V_j \) can be ordered in such a way that they make an exceptional sequence. It is well known that for a quiver with \( n \) vertices, if \( (V_1, \ldots, V_k) \) is an exceptional sequence, then \( k \leq n \) [6]. When \( k = n \), we call \( \xi \) a complete exceptional sequence (collection). From now on, we adopt the convention that ‘exceptional sequence (collection)’ means complete. For more on exceptional sequences see [6] and [27].

### 2.2 Quivers of Type \( \tilde{A}_n \)

A quiver of type \( \tilde{A}_n \) is one whose underlying graph is of the form shown in Figure 1. To make a graph of type \( \tilde{A}_n \) into a quiver, we define an orientation vector \( \varepsilon = (\varepsilon_0, \ldots, \varepsilon_n) \in \{-, +\}^{n+1} \). We then define \( \alpha_i \in Q_1 \) as

\[
\alpha_i = \begin{cases} 
i \rightarrow i + 1 : \varepsilon_i = + \\ i \leftarrow i + 1 : \varepsilon_i = - \end{cases} \quad \alpha_0 = \begin{cases} n + 1 \rightarrow 1 : \varepsilon_0 = + \\ n + 1 \leftarrow 1 : \varepsilon_0 = - \end{cases} 
\]

Note that when considering our vertex set modulo \( |Q_0| = n + 1 \), the convention for \( \alpha_0 \) is consistent with that of \( \alpha_i \). So long as \( \varepsilon_i \neq \varepsilon_j \) for some \( i \) and \( j \), these quivers are hereditary and tame. By hereditary, we mean that submodules of projective \( kQ \)-modules are projective and by tame, we mean there are infinitely many indecomposable \( kQ \)-modules and for all \( n \in \mathbb{N} \), all but finitely many isomorphism classes of \( n \)-dimensional indecomposables occur in a finite number of one-parameter families. It is known that the module category, hence the Auslander–Reiten quiver \( \Gamma_{kQ} \), of a tame hereditary algebra can be partitioned into three sections, the preprojective, regular and preinjective components. For \( \tau \) the Auslander–Reiten translate, the preprojective and preinjective components are defined as follows.

**Definition 2.1.**
The underlying graph of a quiver of type $\tilde{A}_n$

A quiver of type $\tilde{A}_4$ with $\varepsilon = (-, +, -, +, +)$

Figure 1: An Example of $Q^\varepsilon$

- A connected component $C$ of the Auslander-Reiten quiver $\Gamma_{kQ}$ of $kQ$ is a **preprojective component** if the following hold:
  1. Each indecomposable module $M \in C$ is isomorphic to $\tau_{kQ}^{-i}(P)$ for some $i \geq 0$ and some indecomposable projective $kQ$-module $P$.
  2. $C$ does not have any oriented cycles.

- A connected component $C$ of the Auslander-Reiten quiver $\Gamma_{kQ}$ of $kQ$ is a **preinjective component** if the following hold:
  1. Each indecomposable module $M \in C$ is isomorphic to $\tau_{kQ}^i(I)$ for some $i \geq 0$ and some indecomposable injective $kQ$-module $I$.
  2. $C$ does not have any oriented cycles.

For $\tilde{A}_n$ quivers, the regular component consists of the left, right and homogeneous tubes, all of which are stable under AR translation $\tau$. A regular module with no proper regular submodules is called **quasi-simple** or **simple regular**. The number of quasi-simple modules in a tube is called the **rank** of the tube. For any regular module $M$, there exists a chain

$$0 = M_0 \subset M_1 \subset \cdots \subset M_l = M$$

of regular submodules of $M$ with $M_i/M_{i-1}$ a quasi-simple module for any $1 \leq i \leq l$, which we denote by $rl(M)$. It is well known that in type $\tilde{A}$, the preprojective and preinjective modules are exceptional. To classify which regular modules are exceptional, the following lemma, whose proof along with a more general statement can be found in [28], is useful.

**Lemma 2.1.** Let $A = kQ$ for a Euclidean quiver $Q$, $T$ be a stable tube of rank $r \geq 1$, and $M$ be an indecomposable module in $T$.

1. If $k \geq 0$ is an integer such that $kr < rl(M) \leq (k + 1)r$, then $\dim_k \text{End}(M) = k + 1$. 
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2. If \( k \geq 0 \) is an integer such that \( kr < rl(M) \leq (k + 1)r \), then \( \dim_k \text{Ext}(M, M) = k \).

Moreover, the path algebras are also string algebras, simplifying the aforementioned tripartite classification of \( \Gamma_{kQ} \). For more on representation theory of euclidean quivers see [2] and [28].

### 2.3 String Algebras/Gentle Algebras

Throughout the paper, we will appeal to the fact that the path algebra of a quiver of type \( \tilde{A} \) is a gentle algebra.

**Definition 2.2.** For an admissible ideal \( I \), the algebra \( B = kQ/I \) is a string algebra if

1. At each vertex of \( Q \), there are at most two incoming arrows and at most two outgoing arrows.

2. For each arrow \( \beta \) there is at most one arrow \( \alpha \) and at most one arrow \( \gamma \) such that \( \alpha\beta \notin I \) and \( \beta\gamma \notin I \).

If moreover, we have the following two conditions, the string algebra \( B \) is called gentle.

3. The ideal \( I \) is generated by a set of monomials of length two.

4. For every arrow \( \alpha \), there is at most one \( \beta \) and one \( \gamma \) such that \( 0 \neq \alpha\beta \in I \) and \( 0 \neq \gamma\alpha \notin I \).

It is well known that the indecomposable modules over string algebras are either string or band modules [20]. For \( kQ/I \) a string algebra, to define string modules, we first define for \( a \in Q_1 \) a formal inverse \( \alpha^{-1} \), such that \( s(\alpha^{-1}) = t(\alpha) \) and \( t(\alpha^{-1}) = s(\alpha) \). Let \( Q_1^{-1} \) denote the set of formal inverses of arrows in \( Q_1 \). We define a walk as a sequence \( \omega = \omega_0 \ldots \omega_r \) such that for all \( i \in \{0, 1, \ldots, r\} \), we have \( t(\omega_i) = s(\omega_{i+1}) \) where \( \omega_i \in Q_1 \cup Q_1^{-1} \). A string is a walk \( \omega \) with no sub-walk \( \alpha\alpha^{-1} \) or \( \alpha^{-1}\alpha \). A band \( \beta = \beta_1 \ldots \beta_n \) is a cyclic string, that is, \( t(\beta_n) = s(\beta_1) \). We define the start or beginning of a string \( S = \omega_0 \ldots \omega_r \), denoted by \( s(S) \), as \( s(\omega_0) \). Similarly, we define the end of a string \( S \), denoted by \( t(S) \), as \( t(\omega_r) \). For quivers of type \( \tilde{A}_n \) the band modules lie in the homogeneous tubes and we can classify in which component of the Auslander-Reiten quiver the string modules reside by their shape, as we will see in Remark 2.1. For quivers of type \( \tilde{A} \), we take the convention that all named strings move in the counter-clockwise direction around the quiver \( Q \). We denote by \( ij_k \) the string module of length \( k \) associated to the walk \( \omega_1 \cdots \omega_{k-1} \) where \( s(\omega_1) = i + 1 \) and \( t(\omega_{k-1}) = j \). For \( k = 1 \), \( (j - 1)j_1 \) denotes the simple module at vertex \( j \), associated to the walk \( e_j \) where \( e_j \) is the lazy path at vertex \( j \). Note that beginning at the previous vertex is not the usual convention, however it will be much more convenient for this paper since it helps in classifying extensions between string modules. When drawing the graph associated to strings, we take the convention that the head of each arrow is at the bottom. An example of a graph of a string and its associated representation can be seen in Figure 2.

String modules are useful, since their combinatorial structure can be used to describe both the AR translate \( \tau \) [5], and morphisms/extensions between string modules. To provide
the description of the AR translate, we need some definitions. The following lemma follows from the definition of a string algebra.

**Lemma 2.2.** Let \( S \) be a string of positive length and let \( \varepsilon \in \{ Q, Q^{-1} \} \). There is at most one way to add an arrow preceding \( s(S) \) whose orientation agrees with \( \varepsilon \), such that the resulting walk is still a string. Similarly there is at most one way to add such an arrow following \( t(S) \).

If a string \( S \) can be extended at its end by a direct arrow, then we can add a direct arrow at \( t(S) \), followed by adding as many inverse arrows as possible. This operation is called **adding a cohook** at \( t(S) \). Similarly, if \( S \) can be extended by an inverse arrow at \( s(S) \), then we can add an inverse arrow at \( s(S) \), followed by as many direct arrows as possible. This operation is called **adding a cohook** at \( s(S) \). The inverse operation is called **deleting a cohook**. To do this, we find the last direct arrow in \( S \) and remove it along with all the subsequent inverse arrows. This operation is called **deleting a cohook** at the end of \( S \). Similarly, we can find the first inverse arrow in \( S \) and remove it along with all the preceding direct arrows. This operation is called **deleting a cohook** at the start of \( S \). Note that deleting a cohook at the end (start) of \( S \) may not be defined if \( S \) does not any direct (inverse) arrows.

There are dual notions to this, namely **adding a hook** and **deleting a hook** respectively. If a string \( S \) can be extended at its start by a direct arrow, we add the direct arrow at \( s(S) \) followed by as many inverse arrows as possible. This operation is called **adding a hook** at the start of \( S \). If a string \( S \) can be extended at its end by an inverse arrow, we add this inverse arrow to \( S \) along with as many direct arrows as possible. This operation is called **adding a hook** at the end of \( S \). To **delete a hook** from the end of \( S \), we find the last inverse arrow in \( S \), and remove it along with all its subsequent direct arrows. Analogously, to **delete a hook** from the start of \( S \), we find the first direct arrow of \( S \) and remove it along with all preceding inverse arrows. Again, note that deleting a hook at the end (start) of \( S \) may not be defined if \( S \) does not any inverse (direct) arrows. It is known that in type \( \tilde{A} \), all irreducible
morphisms in the preprojective (preinjective) component are given by adding hooks (deleting cohooks). With these combinatorial notions, the following theorem was proven in [5].

**Theorem 2.3.** Let \( B = \mathbb{k}Q/I \) be a string algebra, and let \( S \) be a string. At either end of \( S \), if it is possible to add a cohook, do it. Then, at the ends at which it was not possible to add a cohook, delete a hook. The result is \( \tauBS \). Inversely, at either end of \( S \), if it is possible to delete a cohook, do it. Then, at the ends at which it was not possible to delete a cohook, add a hook. The result is \( \tau^{-1}BS \).

A basis for the space of all morphisms between two strings was given by Crawley-Boevey in [7]. Schr"oer then reformulated the basis given by Crawley-Boevey in [26]. This reformulation was then used in [4] to provide a basis for the vectorspace of extensions between two strings. Since we will be using these results of [4] throughout the paper, we will recite some of them here. The following definition follows Schr"oer’s reformulation in [26].

**Definition 2.3.** For \( C \) a string in the quiver \( Q \), the set of all factorizations of \( C \) is

\[
P(C) = \{(F, E, D) : F, E, \text{ and } D \text{ are strings of } Q \text{ and } C = FED\}.
\]

A triple \( (F, E, D) \in P(C) \) is called a **quotient factorization** of \( C \) if the following hold:

1. \( D = e_{t(E)} \) or \( D = \gamma D' \) with \( \gamma \in Q_1 \).
2. \( F = e_{s(E)} \) or \( F = F'\theta \) with \( \theta \in Q_1^{-1} \).

We denote the set of all quotient factorizations of \( C \) by \( \mathcal{F}(C) \). A triple \( (F, E, D) \in P(C) \) is called a **submodule factorization** of \( C \) if the following hold:

1. \( D = e_{t(E)} \) or \( D = \gamma D' \) with \( \gamma \in Q_1^{-1} \).
2. \( F = e_{s(E)} \) or \( F = F'\theta \) with \( \theta \in Q_1 \).

We denote the set of all submodule factorizations of \( C \) by \( S(C) \).

A quotient factorization induces a module morphism from \( C \) onto \( E \) and dually, a submodule factorization induces a monomorphism from \( E \) into \( C \).

**Definition 2.4.** For \( C_1 \) and \( C_2 \) strings in \( Q \), a pair \( ((F_1, E_1, D_1), (F_2, E_2, D_2)) \in \mathcal{F}(C_1) \times S(C_2) \) is called **admissible** if \( E_1 = E_2 \) or \( E_1 = E_2^{-1} \).

Each admissible pair \( T = ((F_1, E_1, D_1), (F_2, E_2, D_2)) \) provides a morphism \( f_T : C_1 \to C_2 \) achieved by projecting onto \( E_1 \) followed by identifying \( E_1 \) with \( E_2 \), then including \( E_2 \) into \( C_2 \). These morphisms will be called **graph maps**. Actually, more is true. These maps form a basis for the hom space as shown by Crawley-Boevey in [7].

**Theorem 2.4.** If \( A = \mathbb{k}Q/I \) is a string algebra and \( C_1 \) and \( C_2 \) are string modules, the set of graph maps is a basis for \( \text{Hom}_A(C_1, C_2) \).

Using this result, the extension group between two strings in a gentle algebra was classified in [4]. To state this result, we need some more definitions.
Definition 2.5. A graph map \( f_T \) given by an admissible pair \( T = ((F_1, E_1, D_1), (F_2, E_2, D_2)) \) is called **two-sided** if at least one of \( D_1 \) and \( D_2 \) has positive length, and the same holds for \( F_1 \) and \( F_2 \). We say that the string \( C_1 \) is connectable to the string \( C_2 \) if there exists an arrow \( \alpha \) such that \( C_1 \alpha C_2 \) is a string in \( Q \), or dually that \( C_2 \alpha^{-1} C_1 \) is a string in \( Q \).

Notice, if \( C_1 \) is connectable to \( C_2 \), we get a non-zero extension

\[
0 \to C_2 \to C_1 \alpha C_2 \to C_1 \to 0.
\]

Moreover, as shown in [26], two-sided graph maps \( f_T \in \text{Hom}_A(C_2, C_1) \) coming from an admissible pair \( T = ((F_2, E_2, D_2), (F_1, E_1, D_1)) \) give rise to a non-zero extension

\[
0 \to C_2 \to F_2ED_1 \oplus F_1ED_2 \to C_1 \to 0.
\]

Not only this, in [4] it was shown that these extensions form a basis.

**Theorem 2.5.** Let \( \mathbb{k}Q/I \) be a gentle algebra. For strings \( C_1 \) and \( C_2 \) in \( Q \), the set of extensions coming both from connections \( \alpha \) of \( C_1 \) to \( C_2 \) and two-sided graph maps \( f_T \in \text{Hom}(C_2, C_1) \) form a basis for \( \text{Ext}^1_A(C_1, C_2) \).

Since path algebras of quivers of type \( \tilde{A} \) are gentle, Theorems 2.3, 2.4, and 2.5 will be used throughout the paper.

### 2.4 Universal Covers of Quivers

We begin by recalling some definitions from category theory. We define a \( k \)-**Category** \( \mathcal{C} \) as a category in which the morphism sets are \( k \)-vector spaces and the composition maps are \( k \)-bilinear. A \( k \)-linear functor \( F : \mathcal{C} \to \mathcal{D} \) between two \( k \)-categories is called a **covering functor** if the following induced maps are bijections for all \( M \in \text{Ob}(\mathcal{C}) \) and \( B \in \text{Ob}(\mathcal{D}) \):

\[
\bigsqcup_{\{N:F(N)=B\}} \text{Mor}_\mathcal{C}(M, N) \xrightarrow{F} \text{Mor}_\mathcal{D}(F(M), B) \quad \bigsqcup_{\{N:F(N)=B\}} \text{Mor}_\mathcal{C}(N, M) \xrightarrow{F} \text{Mor}_\mathcal{D}(B, F(M))
\]

For more on universal covers and covering functors see [11]. It is well known that the universal cover of quivers of type \( \tilde{A}_n \) are infinite quivers of type \( A \) that preserve the orientation. That is, if we are given an orientation \( \varepsilon = (\varepsilon_0, \ldots, \varepsilon_n) \) of a quiver of type \( \tilde{A}_n \), then the universal cover \( \tilde{Q} \) will be a quiver of type \( A_\infty \) with orientation \( \varepsilon = (\varepsilon_i)_{i\in\mathbb{Z}} \) where \( \varepsilon_i = \varepsilon_{i(mod n+1)} \).

\[ \ldots \longleftrightarrow 2 \longleftrightarrow 1 \longleftrightarrow 0 \longleftrightarrow 1 \longleftrightarrow 2 \longleftrightarrow 3 \longleftrightarrow 4 \longleftrightarrow 5 \longleftrightarrow 6 \longleftrightarrow 7 \longleftrightarrow \ldots \]

**Figure 3:** The universal cover of the quiver in Figure 1.

Until stated otherwise, fix \( Q^\varepsilon \) to be a quiver of type \( \tilde{A}_{n-1} \) with orientation \( \varepsilon \), so that \( |Q_0| = n \). Consider the universal cover \( \tilde{Q}^\varepsilon \), the covering functor \( F : \mathbb{k}\tilde{Q}^\varepsilon \to \mathbb{k}Q^\varepsilon \), and a \( \mathbb{k}Q^\varepsilon \)-string module \( M = ij_k \). Note that \( F^{-1}(M) = \{i\tilde{Q}^\varepsilon - \text{string modules } i'j'_k : i' \equiv i(mod n), j' \equiv j(mod n), i' < j' \text{, and } j' - i' = k \} \) is a countable set of \( \mathbb{k}\tilde{Q}^\varepsilon \)-string modules. We must first establish a convention for translating between strings in \( Q^\varepsilon \) and strings in \( \tilde{Q}^\varepsilon \). We define the **fundamental domain** of the universal cover \( \tilde{Q}^\varepsilon \) to be the subset of vertices \( FD = \{0, 1, 2, \ldots, n\} \).
Definition 2.6. Consider the string module $ij_k$. We define the fundamental lift of $ij_k$, denoted by $\text{fl}(ij_k)$ as follows.

- If $ij_k$ is preprojective or left regular, then $\text{fl}(ij_k)$ is the string that begins at $\tilde{i} = i \in FD$ and ends at $\tilde{j} = i + k$.
- If $ij_k$ is preinjective or right regular, then $\text{fl}(ij_k)$ is the string that begins at $\tilde{i} = j - k$ and ends at $\tilde{j} = j \in FD$.

Remark 2.1. Notice that with this convention, $ij_k$ is a preprojective string if and only if $\tilde{\epsilon}_i = +$ and $\tilde{\epsilon}_j = -$. Similarly, $ij_k$ is a preinjective string if and only if $\tilde{\epsilon}_i = -$ and $\tilde{\epsilon}_j = +$, $ij_k$ is a right regular string if and only if $\tilde{\epsilon}_i = -$ and $\tilde{\epsilon}_j = +$.

Remark 2.2. Let $M, N$ be two $kQ^\tilde{\epsilon}$-string modules and fix $X \in F^{-1}(M)$. It follows from the definition of a covering functor that $\dim(\text{Hom}_{kQ}(M, N)) = \sum_{\{i: Y_i \in F^{-1}(N)\}} \dim(\text{Hom}_{kQ}(X, Y_i))$.

Moreover, although $kQ^\tilde{\epsilon}$ is not hereditary, we have that for any $Y_i \in F^{-1}(N)$, $X$ and $Y_i$ are indecomposable string modules over some finite subquiver of $Q^\tilde{\epsilon}$ that is of type $\tilde{A}_m$ for some $m \in \mathbb{N}$. Whence we can use the Auslander-Reiten formulas to conclude that

$$\dim(\text{Ext}_{kQ}(M, N)) = \dim(\text{Hom}_{kQ}(N, \tau M)) = \sum_{\{i: Y_i \in F^{-1}(N)\}} \dim(\text{Ext}_{kQ}(X, Y_i)).$$

where $\tau X = X' \in F^{-1}(\tau M)$.

These remarks, along with the convention in Definition 2.6, will become important in computing dimensions of extension groups and Hom spaces.

3 Combinatorial Realizations of Exceptional Collections

In this section, we will provide three combinatorial realizations of exceptional collections in type $\tilde{A}$; namely, strand diagrams, chord diagrams, and arc diagrams.

3.1 Strand Diagrams

In this subsection we will define a combinatorial object that we will call strand diagrams associated to string modules. We will then use these to classify exceptional collections over $Q^\tilde{\epsilon}$. Following [12] closely, let $S_{n, \tilde{\epsilon}} := \{\ldots, (x_{-1}, 0), (x_0, 0), (x_1, 0), \ldots\} \subset \mathbb{R}^2$ be a collection of points arranged on the $x$-axis from left to right together with the function $\tilde{\epsilon}: S_{n, \tilde{\epsilon}} \rightarrow \{+, -\}$ sending $(x_i, 0) \mapsto \tilde{\epsilon}_i \in \tilde{\epsilon}$. The reason for decorating this set with a subscript $n$ is because we will be taking these vertices modulo $n$ once we associate these diagrams to an $\tilde{A}_{n-1}$ quiver. Moreover, we will typically label vertex $(x_i, 0)$ as $i$. 


Definition 3.1. Let $i, j \in \mathbb{Z}$ be such that $i \neq j$. A strand $c(i, j) = c(j, i)$ on $S_{n, \tilde{c}}$ is an isotopy class of simple curves in $\mathbb{R}^2$ where any $\gamma \in c(i, j)$ satisfies:

1. the endpoints of $\gamma$ are $(x_i, 0)$ and $(x_j, 0)$,
2. as a subset of $\mathbb{R}^2$, $\gamma \subset \{(x, y) \in \mathbb{R}^2 : x_{\min(i,j)} \leq x \leq x_{\max(i,j)}\} \setminus \{(x_k, 0) : x_{\min(i,j)} < x_k < x_{\max(i,j)}\}$,
3. if $\min(i, j) \leq k \leq \max(i, j)$ and $\tilde{c}_k = +$ (resp., $\tilde{c}_k = -$), then $\gamma$ is locally below (resp., locally above) $(x_k, 0)$.

By locally below (locally above) $(x_k, 0)$ we mean that for a parameterization of $\gamma = (\gamma^{(1)}, \gamma^{(2)}) : [0, 1] \to \mathbb{R}^2$, there exists a $\delta \in \mathbb{R}$ with $0 < \delta < \frac{1}{2}\min\{|x_k - x_{k-1}|, |x_k - x_{k+1}|\}$ such that $\gamma$ satisfies $\gamma^{(2)}(t) < 0$ if $\tilde{c}_k = +$ (resp., $\gamma^{(2)}(t) > 0$ if $\tilde{c}_k = -$) for all $t \in (0, 1)$ where $\gamma^{(1)}(t) \in (x_k - \delta, x_k + \delta)$. Note that there is an injection $\Phi_{\tilde{c}}$ from the string modules in $\text{ind(rep}(Q^c)\}$ to the set of strands on $S_{n, \tilde{c}}$ given by $\Phi_{\tilde{c}}(ijk) := c(i, j)$ where $i < j$. We call a strand $c(i, j) \in S_{n, \tilde{c}}$ a fundamental strand if $c(i, j) \in \im(\Phi_{\tilde{c}})$. Note that any strand $c(i, j)$ can be represented by a monotone curve $\gamma \in c(i, j)$. That is, there exists a curve $\gamma \in c(i, j)$ with a parameterization $\gamma = (\gamma^{(1)}, \gamma^{(2)}) : [0, 1] \to \mathbb{R}^2$ such that if $t, s \in [0, 1]$ and $t < s$, then $\gamma^{(1)}(t) < \gamma^{(1)}(s)$.

For the following definitions we fix some $n \in \mathbb{N}$, again keeping in mind that we will associate these strands to a quiver $Q^c$ where $|Q_0| = n$. We say that two strands $c(i_1, j_1)$ and $c(i_2, j_2)$ intersect nontrivially if there exists $z \in \mathbb{Z}$ such that any two curves $\gamma_1 \in c(i_1 + nz, j_1 + nz)$ and $\gamma_2 \in c(i_2, j_2)$ intersect in their interiors. Otherwise we say that $c(i_1, j_1)$ and $c(i_2, j_2)$ do not intersect nontrivially. We say a strand $c(i, j)$ self-intersects if there exists $z \in \mathbb{Z}$ such that any two curves $\gamma_1 \in c(i + nz, j + nz)$ and $\gamma_2 \in c(i, j)$ intersect in their interiors. Otherwise we say that $c(i, j)$ does not self-intersect. If $c(i_1, j_1)$ and $c(i_2, j_2)$ do not intersect nontrivially, we say $c(i_2, j_2)$ is clockwise from $c(i_1, j_1)$ (or equivalently $c(i_1, j_1)$ is counterclockwise from $c(i_2, j_2)$) if and only if for any $z \in \mathbb{Z}$ such that there exists $\gamma_1 \in c(i_1 + zn, j_1 + zn)$ and $\gamma_2 \in c(i_2, j_2)$ that share an endpoint $(x_k, 0)$ and do not intersect in their interiors, we have that $\gamma_1$ and $\gamma_2$ locally appear in one of the six configurations Figure 4 preserving the property that $\gamma_1 \in c(i_1 + zn, j_1 + zn)$ and $\gamma_2 \in c(i_2, j_2)$. We say that $c(i_2, j_2)$ is locally clockwise from $c(i_1, j_1)$ if there exists $z \in \mathbb{Z}$ such that some $\gamma_1 \in c(i_1 + zn, j_1 + zn)$ and $\gamma_2 \in c(i_2, j_2)$ share an endpoint $(x_k, 0)$, do not intersect in their interiors, and $\gamma_1$ and $\gamma_2$ locally appear in one of the six configurations in Figure 4 preserving the property that $\gamma_1 \in c(i_1 + zn, j_1 + zn)$ and $\gamma_2 \in c(i_2, j_2)$. We say that a collection of strands $\{c(i_1, j_1), c(i_2, j_2), \ldots, c(i_k, j_k)\}$ form a cycle if and only if $c(i_l, j_l)$ is locally clockwise from $c(i_{l+1}, j_{l+1})$ for all $l < k$ and $c(i_k, j_k)$ is locally clockwise from $c(i_1, j_1)$. We say a strand $c(i, j)$ is a loop if it does not self-intersect and $c(i, j)$ is both locally clockwise and locally counterclockwise from itself.

A given collection of strands $d = \{c(i_l, j_l)\}_{i=1}^{k}$ with $k \leq n$, naturally defines a graph with vertex set $S_{n, \tilde{c}}$ and edge set $\{(x_s, 0), (x_t, 0)) : c(s, t) \in d\}$. We refer to this graph as the graph determined by $d$. The following technical yet important lemma and its proof appear in [12 Lemma 11].

Lemma 3.1.
Figure 4: The six possible local configurations of strand $c(i_2, j_2)$ being clockwise from strand $c(i_1, j_1)$ near the shared endpoint $(x_k, 0)$.

1. Each strand $c(i, j)$ can be represented by a monotone curve $\gamma_{i,j}$.

2. Two distinct strands $c(i_1, j_1)$ and $c(i_2, j_2)$ on $S_{n, \tilde{\varepsilon}}$ that intersect nontrivially do not share an endpoint.

3. Two distinct strands $c(i_1, j_1)$ and $c(i_2, j_2)$ on $S_{n, \tilde{\varepsilon}}$ intersect nontrivially if and only if there exist representatives of the monotone curves $\gamma_{i_1,j_2}$ and $\gamma_{i_2,j_2}$ that have a unique crossing.

**Definition 3.2.** A fundamental strand diagram $d = \{(c(i_l, j_l))\}_{l \in [n]}$ is a collection of $n$ strands on $S_{n, \tilde{\varepsilon}}$ that satisfies the following:

1. $c(i_l, j_l)$ is a fundamental strand for all $l$,

2. $c(i_l, j_l)$ neither self-intersects nor forms a loop for all $l$,

3. distinct strands do not intersect nontrivially, and

4. the graph determined by $d$ contains no cycles.

Let $D_{\tilde{\varepsilon}}$ denote the set of all fundamental strand diagrams on $S_{n, \tilde{\varepsilon}}$. The next lemma classifies when two nonisomorphic string modules of $Q^\varepsilon$ define zero, one or two exceptional pairs. The statement of Lemma 3.2 is nearly identical to that of Lemma 11 in [12]. The proof of this statement using strand diagrams is however more technical and tedious and relies on several other lemmas. To provide a shorter proof, we will reformulate this lemma using a different combinatorial object and prove it as Lemma 3.7.

**Lemma 3.2.** Let $Q^\varepsilon$ be a quiver of type $\tilde{\mathbb{A}}_{n-1}$ and $U, V \in \text{ind}(\text{rep}_k(Q^\varepsilon))$ be two exceptional string modules.

1. The strands $\Phi^\varepsilon(U)$ and $\Phi^\varepsilon(V)$ intersect nontrivially or form a cycle if and only if neither $(U, V)$ nor $(V, U)$ are exceptional pairs.

2. The strand $\Phi^\varepsilon(U)$ is clockwise from $\Phi^\varepsilon(V)$ if and only if $(U, V)$ is an exceptional pair and $(V, U)$ is not.

3. The strands $\Phi^\varepsilon(U)$ and $\Phi^\varepsilon(V)$ do not intersect at any of their endpoints (up to shift modulo $n$) and they do not intersect nontrivially if and only if both $(U, V)$ and $(V, U)$ form exceptional pairs.
Our first result follows from Lemma 3.2. The proof of Theorem 3.3 is nearly identical to that of Theorem 12 in [12] and we will reformulate the statement and prove it as Theorem 3.8.

**Theorem 3.3.** Let $\tilde{E}_\varepsilon := \{\text{exceptional collections of } Q^\varepsilon\}$ where $Q^\varepsilon$ is a quiver of type $\tilde{A}_{n-1}$. There is a bijection $\tilde{E}_\varepsilon \xrightarrow{\Phi_\varepsilon} D_\varepsilon$ given by $\tilde{\Phi}_\varepsilon : \{i_lj_l\}_{l \in [n]} \mapsto \{c(\tilde{i}, \tilde{j})\}_{l \in [n]}$.

**Example 3.1.** Consider the quiver $Q^\varepsilon$ with $\varepsilon = (-, +, -, +, +)$ as in Figure 1. Then we have an exceptional collection given by $\{13_2, 14_3, 15_4, 25_3, 12_6\}$. The corresponding fundamental strand diagram is shown below with the black strands corresponding to the regular modules and the other strands corresponding to the preprojectives.

![Fundamental Strand Diagram](image)

### 3.2 Chord Diagrams and Arc Diagrams

Let $S_{n,+} := \{\ldots, (1, y_{-1}), (1, y_0), (1, y_1), \ldots\} \subset \mathbb{R}^2$ and $S_{n,-} := \{\ldots, (-1, y'_{-1}), (-1, y'_0), (-1, y'_1), \ldots\} \subset \mathbb{R}^2$ be two collections of points such that $y_i \neq y'_j$ for all $i$ and $j$, arranged on the lines $x = 1$ and $x = -1$ respectively from bottom to top in natural numerical order together with the function $\varepsilon : S_{n,+(-)} \rightarrow \{+(-)\}$ sending $(1(-1), y_i(y'_j)) \mapsto \varepsilon_i$. Again, the reason for decorating this set with a subscript $n$ is because we will be taking these vertices modulo $n$ once we associate these diagrams to an $\tilde{A}_{n-1}$ quiver.

**Definition 3.3.** A chord $C(i, j) = C(j, i)$ is defined as follows:

- if $y_i \in S_{n,+(-)}$ and $y'_j \in S_{n,-(+)}$ then $C(i, j)$ is the straight line segment beginning at $(1(-1), y_i)$ and ending at $(-1(1), y'_j)$.

- if $y_i \in S_{n,+(-)}$ and $y_j \in S_{n,+(-)}$ then $C(i, j)$ is an isotopy class of simple curves in $\mathbb{R}^2$ where any $\gamma \in C(i, j)$ satisfies:
  1. the endpoints of $\gamma$ are $(1(-1), y_i)$ and $(1(-1), y_j)$,
  2. as a subset of $\mathbb{R}^2$, $\gamma \subset \{(x, y) \in \mathbb{R}^2 : y_{\min(i,j)} \leq y \leq y_{\max(i,j)}, -1 < x < 1\} \cup \{(1(-1), y_i), (1(-1), y_j)\}$.

Note that any non-linear chord $C(i, j)$ can be represented by a monotone curve $\gamma \in C(i, j)$. A chord diagram is any collection of chords on $S_{n,+} \cup S_{n,-}$. The fundamental domain of a chord diagram is $\{(x, y) : -1 \leq x \leq 1, \min(y_0, y'_0) < y < \max(y_n, y'_n)\}$. Any other fundamental domain is given by shifting the fundamental domain vertically modulo $n$. Given a string module, we define the fundamental chord associated to the module analogously to Definition 2.6. We say that two chords $C(i_1, j_1)$ and $C(i_2, j_2)$ intersect...
nontrivially if there exists $z \in \mathbb{Z}$ such that any two representatives $\gamma_1 \in C(i_1 + nz, j_1 + nz)$ and $\gamma_2 \in C(i_2, j_2)$ intersect in their interiors. Note that we can always take this intersection to occur in the interior of a fundamental domain. Otherwise we say that $C(i_1, j_1)$ and $C(i_2, j_2)$ do not intersect nontrivially. We say a chord $C(i, j)$ self-intersects if there exists $z \in \mathbb{Z}$ such that any two representatives $\gamma_1 \in C(i + nz, j + nz)$ and $\gamma_2 \in C(i, j)$ intersect in their interiors. Otherwise we say that $C(i, j)$ does not self-intersect. If $C(i_1, j_1)$ and $C(i_2, j_2)$ do not intersect nontrivially, we say $C(i_2, j_2)$ is locally clockwise from $C(i_1, j_1)$ (or equivalently $C(i_1, j_1)$ is locally counterclockwise from $C(i_2, j_2)$) if and only if for all $z \in \mathbb{Z}$ such that $C(i_1 + nz, j_1 + nz)$ and $C(i_2, j_2)$ share an endpoint, we have the following. If this point is in $S_{n,+} \cup S_{n,-}$, then the chord lying locally above (below) the other is clockwise from the lower (upper) chord. We say $C(i_2, j_2)$ is locally clockwise from $C(i_1, j_1)$ (or equivalently $C(i_1, j_1)$ is locally counterclockwise from $C(i_2, j_2)$) if there exists such a $z$. As before, we say that a collection of chords $\{C(i_1, j_1), C(i_2, j_2), \ldots, C(i_k, j_k)\}$ form a cycle if and only if $C(i_l, j_l)$ is locally clockwise from $C(i_{l+1}, j_{l+1})$ for all $l < k$ and $C(i_k, j_k)$ is locally clockwise from $C(i_1, j_1)$. We say a chord $C(i, j)$ is a loop if it does not self-intersect and $C(i, j)$ is both locally clockwise and locally counterclockwise from itself.

**Definition 3.4.** A fundamental chord diagram $C_{Q^\varepsilon}$ is a collection of $n$ chords on $S_{n,+} \cup S_{n,-}$ that satisfies the following:

1. all $n$ chords are fundamental,
2. all chords neither self-intersect nor form a loop,
3. distinct chords do not intersect nontrivially, and
4. the chords do not form any cycles.

Let $C_{Q^\varepsilon}$ denote the set of fundamental chord diagrams $C_{Q^\varepsilon}$. Note that there exists a homeomorphism between any two fundamental strand and chord diagrams. Given a strand diagram, if $\varepsilon_i = (+)$, we send $(x_i, 0)$ to $(x_i, 1(-1))$, then straighten the strands that begin (end) at $(x_i, 1(-1))$ and end (begin) at $(x_j, 1(-1))$. We then send those that begin at $(x_i, 1(-1))$ and end at $(x_j, 1(-1))$ to a simple monotone curve. Finally a $\pi$ counterclockwise rotation about the origin gives the fundamental chord diagram, as in the next Example. Call this homeomorphism $\Psi$.

**Example 3.2.** For $Q^\varepsilon$ where $\varepsilon = (-, +, +, -)$, $\Psi$ acts as follows.
We can conclude that two chords cross if and only if their preimages under $\Psi$ cross. Moreover, we notice that $\Psi$ preserves the clockwise nature of strands. Therefore we have the following reformulation of Lemma 3.2.

**Lemma 3.4.** Let $Q^\varepsilon$ be a quiver of type $\tilde{A}_{n-1}$ and let $U, V \in \text{ind}(\text{rep}_k(Q^\varepsilon))$ be two exceptional string modules.

1. The fundamental chords $\Psi \circ \Phi(\tilde{U})$ and $\Psi \circ \Phi(\tilde{V})$ intersect nontrivially or form a cycle if and only if neither $(U, V)$ nor $(V, U)$ are exceptional pairs.

2. The chord $\Psi \circ \Phi(U)$ is clockwise from $\Psi \circ \Phi(V)$ if and only if $(U, V)$ is an exceptional pair and $(V, U)$ is not.

3. The chords $\Psi \circ \Phi(U)$ and $\Psi \circ \Phi(V)$ do not intersect at any of their endpoints (up to shift modulo $n$) and they do not intersect nontrivially if and only if both $(U, V)$ and $(V, U)$ form exceptional pairs.

As a consequence, we have the following reformulation of Theorem 3.3.

**Theorem 3.5.** Let $\tilde{E}_\varepsilon := \{\text{exceptional collections of } Q^\varepsilon\}$ where $Q^\varepsilon$ is a quiver of type $\tilde{A}_{n-1}$. There is a bijection $\tilde{E}_\varepsilon \xrightarrow{\Psi \circ \Phi} C_\varepsilon$ given by $\Psi \circ \Phi : \{i, j\}_{i \in [n]} \mapsto \{C(i, j)\}_{i \in [n]}$.

Given our quiver $Q^\varepsilon$, we will now associate an annulus $A_{Q^\varepsilon}$ whose difference between outer and inner radii is $r$ as follows. If $\varepsilon_i = +(-)$, then $i$ is a marked point on the outer (inner) circle of the annulus. We moreover write the vertices in clockwise order respecting the natural numerical order of the vertices. We adopt the convention that $i \in \{0, 1, \ldots, n-1\}$ where we identify $n$ and 0.

**Definition 3.5.** Let $i, j \in \{0, 1, \ldots, n-1\}$ be such that $i \neq j$. An arc $a(i, j)[\lambda]$ on $A_{Q^\varepsilon}$ is an isotopy class of simple curves in $A_{Q^\varepsilon}$ where any $\gamma \in a(i, j)[\lambda]$ satisfies:

1. $\gamma$ begins at $i$ and ends at $j$, 

2. $\gamma$ travels clockwise through the interior of the annulus from $i$ to $j$.

3. If $\gamma$ begins and ends on the same boundary component, the integer $\lambda$ is the winding number of $\gamma$ about the inner boundary component. If $\gamma$ connects the two boundary components, $\lambda$ is the clockwise winding number of $\gamma$ about the inner boundary circle of $A_{Q^e}$ when traversing $\gamma$ beginning from the outer boundary component.

A collection of such arcs will be called an arc diagram. If an arc from $i$ to $j$ has counter clockwise winding number $k$, we write $a(i,j)[-k]$. Arcs that begin at one boundary component and end at another will be called bridging arcs, while those that begin and end on the same boundary component will be called exterior arcs.

Remark 3.1. This annulus is not new in the study of indecomposable representations of type $\tilde{A}$ quivers. In fact, mathematicians have been using triangulations of marked surfaces to study these algebras as seen in [10], [29], and [3] to name a few. The main difference between the model presented here and the models in the aforementioned papers is that the bijection between arcs and indecomposable representations is different. In the aforementioned papers, the algebra is given by a triangulation of the marked surface. Upon drawing an arc in this triangulation, this arc crosses a finite number of the diagonals in the triangulation. The number of times the arc crosses a particular diagonal then gives the dimension of the vectorspace at the vertex corresponding to this arc. Here, our bijection between arcs and indecomposable representations is different. In [17], Igusa and the author have shown precisely when the convention in [29] and the one in this paper coincide.

Remark 3.2. It is well known that there is a duality $D : \text{rep}_k Q \rightarrow \text{rep}_k Q^{op}$. Suppose the quiver $Q^e$ has annulus $A_{Q^e}$ with $p$ marked points on the inner boundary and $q$ on the outer boundary. Then the annulus associated to the opposite quiver is the one with $q$ marked points on the inner boundary and $p$ on the outer boundary. We can visualize the duality functor topologically as a homeomorphism as follows.
We say that two arcs \(a(i_1, j_1)[\lambda_1]\) and \(a(i_2, j_2)[\lambda_2]\) intersect nontrivially if any two curves \(\gamma_1 \in a(i_1, j_1)[\lambda_1]\) and \(\gamma_2 \in a(i_2, j_2)[\lambda_2]\) intersect in their interiors. Otherwise we say that \(a(i_1, j_1)[\lambda_1]\) and \(a(i_2, j_2)[\lambda_2]\) do not intersect nontrivially. We say an arc \(a(i, j)[\lambda]\) self-intersects if any two curves \(\gamma_1 \in a(i, j)[\lambda]\) and \(\gamma_2 \in a(i, j)[\lambda]\) intersect in their interiors. Otherwise, we say \(a(i, j)[\lambda]\) does not self-intersect. If \(a(i_1, j_1)[\lambda_1]\) and \(a(i_2, j_2)[\lambda_2]\) do not intersect nontrivially, we say \(a(i_1, j_1)[\lambda_1]\) is clockwise from \(a(i_2, j_2)[\lambda_2]\) (or equivalently \(a(i_2, j_2)[\lambda_2]\) is counterclockwise from \(a(i_1, j_1)[\lambda_1]\)) if and only if there exists \(\gamma_1 \in a(i_1, j_1)[\lambda_1]\) and \(\gamma_2 \in a(i_2, j_2)[\lambda_2]\) that do not intersect in their interiors and such that for all shared endpoints \(p\), if we place a circle of radius \(\frac{r}{2}\) about the shared point \(p\), then the circle must be traversed clockwise through the interior of the annulus to get from the point of intersection of \(a(i_2, j_2)[\lambda_2]\) with the circle to that of \(a(i_1, j_1)[\lambda_1]\) with the circle. Again, we say that a collection of arcs \(\{a(i_1, j_1)[\lambda_1], a(i_2, j_2)[\lambda_2], \ldots, a(i_k, j_k)[\lambda_k]\}\) form a cycle if and only if \(a(i_l, j_l)[\lambda_l]\) is clockwise from \(a(i_{l+1}, j_{l+1})[\lambda_{l+1}]\) for all \(l < k\) and \(a(i_k, j_k)[\lambda_k]\) is clockwise from \(a(i_1, j_1)[\lambda_1]\). We say \(a(i, j)[\lambda]\) forms a loop if it does not self-intersect and \(i = j\).

**Definition 3.6.** An exceptional arc diagram (or fundamental arc diagram) is a collection \(n\) of arcs on \(A_{Q^e}\) that satisfies the following:

1. no arc self-intersects or forms a loop,
2. distinct arcs do not intersect nontrivially, and
3. the arcs do not form any cycles.

Recall that the universal cover of the annulus is \(\pi_{Q^e} : \mathbb{R} \times [-1, 1] \to A_{Q^e}\). Notice that chord diagrams lie in the universal cover of the annulus. In particular, this means that any fundamental arc diagram on an annulus \(A_{Q^e}\) lifts to a chord diagram \(\pi_{Q^e}^{-1}(A_{Q^e})\) on \(S_{n,+} \cup S_{n,-}\). Since chords cross in the interior of a fundamental domain of the universal cover, we have that two arcs on the annulus cross if and only if there exist some lifts such that the chords cross in the universal cover. Moreover, the clockwise nature of the arcs is preserved in the universal cover since the covering map is a local homeomorphism by definition. Therefore, arcs cross if and only if their corresponding lifted chords cross, and one arc is clockwise from the other if and only if the same is true for their lifts. From this we conclude that exceptional arc diagrams lift to fundamental chord diagrams and fundamental chord diagrams project to exceptional arc diagrams. Moreover, the above association of arcs to strands gives a bijection between arcs and fundamental lifts of string modules. We can explicitly write this bijection; however, we will introduce new notation that will be used in what follows.

**Definition 3.7.** For \(l \in \mathbb{N}\) and \(i, j \in [n]\), define the string module \((i, j; l)\) to be the module associated to the walk \(e_{i+1}(a_{i+1} \ldots a_i)\lambda a_{i+1} \ldots a_{j-1} e_j\).

Notice that all strings in \(Q\) can be uniquely written in this form. We take the convention that when we write strings in this notation, we take \(l\) to be maximal.

**Remark 3.3.** Using this notation, we have the following bijection \(\varphi\) between strings and arcs:

\[
M = (i, j; l) \mapsto \begin{cases} 
 a(i \mod n, j \mod n)[-l] & \text{if } M \text{ preinjective} \\
 a(i \mod n, j \mod n)[l] & \text{otherwise}
\end{cases}
\]
We will denote by \( a(i', j')[l] \) the arc associated to the module \((i, j; l)\) under this bijection. Notice that under this bijection, bridging arcs that begin on the inner (outer) boundary component correspond to preinjective (preprojective) modules. On the other hand, exterior arcs beginning and ending on the inner (outer) boundary component correspond to right (left) regular modules.

In some sense, these arc diagrams provide a better way to view exceptional collections since two arcs cross if and only if they cross when they are drawn. Moreover, they give a nice geometric description of parametrized families of exceptional collections as we will see in Section 4.

**Lemma 3.6.** Let \( M = (i, j; l) \) be a string module. Then \( M \) is exceptional if and only if \( a(i', j')[l] \) does not self-intersect and does not form a loop.

**Proof.** We begin by noticing that the arc \( a(i', j')[l] \) self intersects or forms a loop if and only if it is an exterior arc (ie. \( M \) is a regular module).

We begin with the forward direction. If \( M \) is preprojective or preinjective, then \( a(i', j')[l] \) is a bridging arc, hence does not self intersect or form a loop. Whence suppose \( M \) is regular. In this case, we will prove the contrapositive, so assume that \( a(i', j')[l] \) either self intersects or forms a loop. If it self-intersects, we have that \( l > 0 \). If \( M \) is left-regular, we have that \( l < 0 \). If \( M \) is right-regular, we have that \( l > 0 \). We see that \( \tilde{e}_i = + = \tilde{e}_j \), we can write \( M = e_{i+1}(\alpha_{i+1} \ldots \alpha_i)e_{i+1} \ldots e_{j+i} \). Since \( l \geq 1 \), we have the following two factorizations of \( M \): \( F = (e_{i+1}, \alpha_{i+1} \ldots \alpha_{j-1}, e_{j+i}) \) and \( S = (\alpha_{i+1} \ldots \alpha_{i}, \alpha_{i+1} \ldots \alpha_{j-1}, e_{j}) \). Since \( M \) is left regular, we have that \( \alpha_i, \alpha_j \in Q_1 \). This allows us to conclude that \( F \) is a quotient factorization while \( S \) is a submodule factorization. Moreover, we have that this admissible pair is a two-sided graph map by definition. Thus by Theorem 2.5, \( \text{Ext}(M, M) \neq 0 \) and we have that \( M \) is not exceptional. Now suppose that \( a(i', j')[l] \) does not self-intersect, but forms a loop. Thus \( i = j \) and we can write \( M = e_{i+1}, e_{i+1} \ldots e_{i} \). We see that \( M \) is connectable to itself; that is, \( M \alpha_i M \) is a string in \( Q \). Therefore by Theorem 2.5, \( \text{Ext}(M, M) \neq 0 \) and \( M \) is not exceptional. The proof when \( M \) is right regular follows from duality.

Conversely, suppose that \( a(i', j')[l] \) neither self-intersects nor forms a loop. If \( M \) is not regular, it is well known that \( M \) is exceptional. Whence suppose \( M \) is regular lying in a tube of rank \( r \). By assumption, we have that \( i \neq j \) and \( l = 0 \). It follows that \( rl(M) < r \), so by Lemma 2.1, \( M \) is exceptional.

We have the following reformulations of Lemma 3.2 and Theorem 3.3.

**Lemma 3.7.** Let \( Q^e \) be a quiver of type \( \tilde{A}_{n-1} \) and let \( U, V \in \text{ind}(\text{rep}(Q^e)) \) be two exceptional string modules.

1. The arcs corresponding to \( U \) and \( V \) intersect nontrivially or form a cycle if and only if neither \((U, V)\) nor \((V, U)\) are exceptional pairs.
2. The arc corresponding to \( U \) is clockwise from that corresponding to \( V \) if and only if \((U, V)\) is an exceptional pair and \((V, U)\) is not.
3. The arcs corresponding to \( U \) and \( V \) do not intersect at any of their endpoints and they do not intersect nontrivially if and only if both \((U, V)\) and \((V, U)\) form exceptional pairs.
Proof. Let $U$ and $V$ be two exceptional string modules with associated arcs $a(i, j)[k]$ and $a(r, s)[l]$ respectively. Fix $X$ to be the fundamental strand on $S_{n, \varepsilon}$ corresponding to the fundamental lift of $U$. Let $Y_m$ be a strand on $S_{n, \varepsilon}$ associated to some string module in $F^{-1}(V)$ for all $m$, where $F : \tilde{Q}^\varepsilon \to Q^\varepsilon$ is the covering functor. We first prove the forward direction.

1. Suppose first that the arcs $a(i, j)[k]$ and $a(r, s)[l]$ intersect nontrivially. Then there exists an $m$ such that $X$ and $Y_m$ intersect non-trivially in the universal cover. Then by Lemma 11 in [12] either $\text{Ext}_{kQ}(X, Y_i) \neq 0 \neq \text{Hom}_{kQ}(Y_i, X)$ or $\text{Ext}_{kQ}(Y_i, X) \neq 0 \neq \text{Hom}_{kQ}(X, Y_i)$. In either case by definition of the covering functor $F$ along with the AR formulas as noted in Remark 2.2 we have that neither $(U, V)$ nor $(V, U)$ form an exceptional $kQ$ pair. Now suppose the arcs form a cycle. Then there exist lifts $Y_m$ and $Y_p$ such that $X$ is locally clockwise from $Y_m$ and locally counter clockwise from $Y_p$. By Lemma 11 in [12], the fact that $X$ is locally clockwise from $Y_m$ implies that $\text{Hom}_{k\tilde{Q}}(Y_m, X) \neq 0$ or $\text{Ext}_{k\tilde{Q}}(Y_m, X) \neq 0$. Similarly, we have that $\text{Hom}_{k\tilde{Q}}(X, Y_p) \neq 0$ or $\text{Ext}_{k\tilde{Q}}(X, Y_p) \neq 0$. By Remark 2.2 we have that either $\text{Hom}_{kQ}(V, U) \neq 0$ or $\text{Ext}_{kQ}(V, U) \neq 0$ and either $\text{Hom}_{kQ}(U, V) \neq 0$ or $\text{Ext}_{kQ}(U, V) \neq 0$. We conclude that neither $(U, V)$ nor $(V, U)$ form an exceptional sequence.

2. Suppose now that $a(i, j)[k]$ is clockwise from $a(r, s)[l]$. If these arcs share one endpoint, there is exactly one lift $Y_m$ such that $X$ is clockwise of $Y_m$ and all other lifts do not interact with $X$. Thus by Lemma 11 in [12], $(U, V)$ forms an exceptional pair and $(V, U)$ does not. If these arcs share two endpoints, then there exist precisely two lifts $Y_m$ and $Y_p$ such that $X$ is locally clockwise from $Y_m$ and locally clockwise from $Y_p$. By Lemma 11 in [12], in either case, $\text{Hom}_{k\tilde{Q}}(Y_{m(p)}, X) \neq 0$ or $0 \neq \text{Ext}_{k\tilde{Q}}(Y_{m(p)}, X)$ and $\text{Hom}_{k\tilde{Q}}(X, Y_{m(p)}) = 0 = \text{Ext}_{k\tilde{Q}}(X, Y_{m(p)})$. Thus $(U, V)$ is exceptional and $(V, U)$ is not.

3. Suppose the arcs neither intersect nor trivially intersect. Then for all $Y_m \in F^{-1}(V)$, the strands $X$ and $Y_m$ neither intersect nor trivially intersect. Thus by Lemma 11 in [12], for all $m$, $\text{Hom}_{k\tilde{Q}}(X, Y_m) = \text{Ext}_{k\tilde{Q}}(X, Y_m) = \text{Hom}_{kQ}(Y_m, X) = \text{Ext}_{kQ}(X, Y_m) = 0$. We conclude that both $(U, V)$ and $(V, U)$ form exceptional pairs.

We prove the reverse direction by contrapositive.

1. Suppose the arcs $a(i, j)[k]$ and $a(r, s)[l]$ do not intersect nontrivially and do not form a cycle. Then we have the following cases.

   (a) Suppose that $a(i, j)[k]$ is clockwise $a(r, s)[l]$. Then by part 2 of the forward direction, $(U, V)$ is exceptional and $(V, U)$ is not. Similarly, if the arc $a(r, s)[l]$ is clockwise of $a(r, s)[l]$, then $(V, U)$ is exceptional and $(U, V)$ is not.

   (b) Suppose the arcs $a(i, j)[k]$ and $a(r, s)[l]$ neither intersect nor intersect trivially. Then by part 3 of the forward direction, both $(U, V)$ and $(V, U)$ are exceptional.

   In either case, we have shown that either $(U, V)$ or $(V, U)$, or both are exceptional.

2. Suppose the arc $a(i, j)[k]$ is not clockwise from $a(r, s)[l]$. We have the following cases:
There is a bijection between the set of complete exceptional collections of string modules, and let

\[ \bar{\Lambda}_{n-1} \]

Theorem 3.8. Let \( \bar{E}_\xi \) be a quiver of type \( \bar{\Lambda}_{n-1} \). There is a bijection between the set of complete exceptional collections of \( \mathbb{k}Q^\xi \)-modules and fundamental arc diagrams on \( A_{Q^\xi} \).

Proof. Let \( \xi = \{(i_1, j_1; l_1), \ldots, (i_n, j_n; l_n)\} \) be an exceptional collection of \( Q^\xi \) modules and consider the arc diagram \( \varphi(\xi) = D \) consisting of the arcs \( \{a(i_1', j_1')[l_1], \ldots, a(i_n', j_n')[l_n]\} \) on the annulus \( A_{Q^\xi} \). Since \( \xi \) is exceptional, by Lemma 3.6, we have that no arc self-intersects or forms a loop. Moreover, by 1. of Lemma 3.7, we see that no two arcs cross or form a cycle. We will now show that \( D \) does not contain a cycle by contradiction. Suppose the arcs \( a(i_1', j_1')[l_1], \ldots, a(i_n', j_n')[l_n] \) form a cycle. Then we have that for all \( x \in [p] \), the arc \( a(i_x', j_x')[\lambda_x] \) is clockwise from the arc \( a(i_{x+1}', j_{x+1})[\lambda_{x+1}] \). By 2. of Lemma 3.7, this implies that for all \( x \in [p] \), \( (i_x, j_x; \lambda_x) \) proceeds \( (i_{x+1}, j_{x+1}; \lambda_{x+1}) \) in any exceptional sequence corresponding to \( \xi \). But this is impossible, contradicting the exceptionality of \( \xi \).

We will now show that any exceptional arc diagrams yields an exceptional sequence, so suppose \( D \) is an exceptional arc diagram. Since no arc self-intersects or forms a loop and moreover, no two arcs cross or form a cycle, it follows that either \( (\varphi^{-1}(a(i_x', j_x')[\lambda_x]), \varphi^{-1}(a(i_x', j_x')[\lambda_x])) \) or \( (\varphi^{-1}(a(i_x', j_x')[\lambda_x]), \varphi^{-1}(a(i_x', j_x')[\lambda_x])) \) forms an exceptional pair for all \( s \neq x \). Now, there exists an arc \( a(i_{s_1}', j_{s_1})[\lambda_{s_1}] \in D \) such that \( (\varphi^{-1}(a(i_{s_1}', j_{s_1})[\lambda_{s_1}]), \varphi^{-1}(a(i_{s_1}', j_{s_1})[\lambda_{s_1}])) \) is an exceptional pair for all \( a(i_{s_1}', j_{s_1})[\lambda_{s_1}] \in D \). For if not, \( D \) would contain a cycle. By continuing to choose arcs in this way inductively, we obtain an exceptional sequence as desired.

At this point, we will provide some intuition behind the results of Lemma 3.7.

Proposition 3.9. Let \( Q^\xi \) be a quiver of type \( \bar{\Lambda}_{n-1} \), let \( U, V \in \text{ind}(\text{rep}(Q^\xi)) \) be two exceptional string modules, and let \( a_1 \) and \( a_2 \) be their corresponding arcs on \( A_{Q^\xi} \).
1. The arcs $a_1$ and $a_2$ do not intersect at any of their endpoints and they do not intersect nontrivially if and only if there are no extensions or morphisms between $U$ and $V$.

2. The arc $a_1$ is clockwise from $a_2$ if and only if $\text{Hom}(U, V)$ contains only non two-sided graph maps and $\text{Ext}(U, V) = \text{Hom}(V, U) = \text{Ext}(V, U) = 0$, or $U$ and $V$ are connectable and $\text{Hom}(U, V) = \text{Hom}(V, U) = \text{Ext}(V, U) = 0$.

3. The arcs $a_1$ and $a_2$ form a cycle if and only if $U$ is connectable to $V$, $V$ is connectable to $U$, and $\text{Hom}(U, V) = 0 = \text{Hom}(V, U)$.

4. The arcs $a_1$ and $a_2$ intersect nontrivially if and only if there is a two-sided graph map between $U$ and $V$.

**Proof.**

1. This follows immediately from Lemma 3.7.

2. In this case, there are 6 possible local configurations for $a_1$ and $a_2$, as seen in Figure 5. We begin with the annulus on the top left of Figure 5. Suppose the arcs locally lie in this configuration, and suppose $t(U) = i = s(V)$. Then we have that $U\alpha V$ is a string in $Q$, hence $U$ is connectable to $V$. Since the arcs don’t cross or form a cycle, we have that $(U, V)$ is exceptional and $(V, U)$ is not by Lemma 3.7. Thus $\text{Hom}(V, U) = 0 = \text{Ext}(V, U)$. If $U$ is preinjective, then $V$ must be regular or preprojective for the arcs to attain this configuration, in which case $\text{Hom}(U, V) = 0$. If $U$ is regular, then $V$ is either regular or preprojective. If $V$ is preprojective, then $\text{Hom}(U, V) = 0$. If $V$ is regular, then since the arcs don’t cross or form a cycle, the modules don’t share support. Thus $\text{Hom}(U, V) = 0$ in all cases. The case in which the arcs appear as in the bottom left annulus is analogous.

Conversely, suppose $U\alpha V$ is a string in $Q$, there is no Hom between $U$ and $V$, and $\text{Ext}(V, U) = 0$. Then $t(U) = s(V)$, so the corresponding arcs must locally appear in one of the two configurations on the left hand side of Figure 5. Moreover, we have that $(U, V)$ is exceptional and $(V, U)$ is not. By Lemma 3.7, we conclude that the arc $a_1$ is clockwise of $a_2$.

Now suppose the arcs locally appear as the middle or right column of Figure 5. Then by Lemma 3.7, $(U, V)$ is exceptional and $(V, U)$ is not. Thus there is a nontrivial morphism from $U$ to $V$, or a nontrivial extension of $U$ by $V$, or both. Since $(U, V)$ is exceptional, $\text{Hom}(V, U) = 0 = \text{Ext}(V, U)$. From this we conclude that there is not a two-sided graph map between $U$ and $V$. Thus if there is an extension of $U$ by $V$, we must have that $U$ is connectable to $V$. By the previous paragraph, this allows us to conclude that the arcs appear on the other boundary circle as in the left hand side of Figure 5, which is not possible since each arc has only one start and end point. Thus we conclude there is a graph map between $U$ and $V$ that is not two-sided.

Conversely, suppose $\text{Hom}(U, V)$ contains only non two-sided graph maps and $\text{Ext}(U, V) = \text{Hom}(V, U) = \text{Ext}(V, U) = 0$. Thus $(U, V)$ is exceptional and $(V, U)$ is not. By Lemma 3.7, the arc $U$ must be clockwise of $V$, and by the first paragraph, they must lie as in the middle or right column of Figure 5.
3. Suppose the arcs $U$ and $V$ form a cycle. Then they must both be exterior arcs on the same boundary component and share two endpoints. Moreover, at each shared endpoint, the arcs must appear as in the left hand side of Figure 5. From this we conclude that $U$ is connectable to $V$ and $V$ is connectable to $U$. Since the corresponding modules have disjoint support, it follows that there is no Hom between them.

Conversely, suppose that $U$ is connectable to $V$, $V$ is connectable to $U$, and $\text{Hom}(U, V) = 0 = \text{Hom}(V, U)$. Since $U$ is connectable to $V$ and $V$ is connectable to $U$, the arcs must locally appear at their shared endpoints at in the left hand side of Figure 5. Moreover, since there is no Hom, we conclude that the arcs don’t cross, and thus form a cycle.

4. Suppose there is a two-sided graph map from $U$ to $V$. Then $\text{Hom}(U, V) \neq 0 \neq \text{Ext}(V, U)$. By Lemma 3.7 we have that either the arcs corresponding to $U$ and $V$ form a cycle, or cross. Since there is Hom between them, they can’t form a cycle by part 3, so the arcs must cross.

Conversely, suppose that the arcs corresponding to $U$ and $V$ cross. Since the arcs cross, we may without loss of generality assume that $\text{Hom}(U, V) \neq \text{Ext}(V, U)$. If the extension comes from a two-sided graph map, we are done, so suppose that the extension does not come from a two-sided graph map. Then $V$ is connectable to $U$, and there is moreover a non two-sided graph map from $U$ to $V$. Thus on one boundary component, the arcs must appear locally as in the middle or right of Figure 5, where on the other boundary component, they must appear as on the left of 5, which is impossible. We conclude that there must be a two-sided graph map between $U$ and $V$.

\[\square\]
4 Families of Exceptional Collections

It is well known that there are infinitely many exceptional collections of type $\tilde{A}$. In this section we will classify them into families and show that there are finitely many such families. Recall that $Q^\xi$ is a quiver of type $\tilde{A}_{n-1}$ and $A_{Q^\xi}$ is the associated annulus.

4.1 A Geometric Description of Parameterized Families

In this subsection, we will define parametrized families of exceptional collections in terms of arc diagrams. We begin by defining what we mean by Dehn twists of the annulus, then we will use these twists to define the families.

A $2\pi$ clockwise Dehn twist of the inner circle of the annulus $A_{Q^\xi}$ is a homeomorphism between arc diagrams $D_1 \to D_2$ defined on arcs as follows:

$$ M = a(i, j)[l] \mapsto \begin{cases} 
  a(i, j)[l] & \text{if } a(i, j)[l] \text{ is an exterior arc (ie } M \text{ is a regular module)} \\
  a(j, i)[0] & \text{if } a(i, j)[l] \text{ is a bridging arc with } M \text{ injective and } l = 0 \\
  a(i, j)[l + 1] & \text{otherwise}
\end{cases} $$

A $2\pi$ counter clockwise Dehn twist of the inner circle of the annulus is the inverse of a $2\pi$ clockwise Dehn twist. An example of these twists can be seen in Examples 4.1 and 4.2.

**Definition 4.1.** Let $\xi_1$ and $\xi_2$ be two exceptional collections and $D_1$ and $D_2$ be their corresponding exceptional arc diagrams. We say the exceptional collections are equivalent, denoted $\xi_1 \sim \xi_2$, if $D_2$ is attained from $D_1$ by a sequence of $2\pi$ Dehn twists of the inner circle of the annulus.

**Example 4.1.** We have on the left the corresponding exceptional arc diagram from Example 3.2 and on the right, a clockwise $2\pi$ Dehn twist of the inner boundary circle corresponding to another exceptional arc diagram in same equivalence class.

Since $2\pi$ Dehn twists are homeomorphisms, note that they preserve exceptionality of the arc diagram, and hence the exceptional collection by Theorem 3.8. Before proving that there are only finitely many equivalence classes of exceptional collections under the equivalence relation in Definition 4.1, we will study the conditions that the winding numbers of the arcs must satisfy to ensure that the diagram is exceptional.
As a result of Lemma 3.6 along with the fact that $2\pi$ Dehn twists fix exterior arcs, we adopt the convention that exterior arcs (regular modules) will be written $a(i, j)$; that is, without indicating their winding number of zero.

**Lemma 4.1.** Let $\xi = \{a(i_1, j_1)[\lambda_1], \ldots, a(i_k, j_k)[\lambda_k]\}$ be a not necessarily complete exceptional collection without regular modules containing both preprojective and preinjective modules. Then $\lambda_p = 0$ for all $p$.

**Proof.** We prove the contrapositive. Let $U = (i, j; k)$ be preprojective with $k \geq 1$ and $V = (l, m; 0)$ be injective. Then we can decompose $V = (e_s(\alpha'_t), \alpha'_{t+1} \ldots \alpha'_m, e_t(m))$ which is a submodule factorization. As a string, $U = e_{i+1}(\alpha_{i+1} \ldots \alpha_j)^k\alpha_{j+1} \ldots \alpha_{j+1}e_j$. Since $k \geq 1$, we have that $\alpha'_{t+1} \ldots \alpha'_m$ is a substring of $U$. Write $U = (\alpha_{i+1} \ldots \alpha'_t, \alpha'_{t+1} \ldots \alpha'_m, \alpha'_{m+1} \ldots \alpha_j)$. Since $V$ is preinjective, by Remark 2.1, $\alpha'_t \in Q_1^{-1}$ and $\alpha'_{m+1} \in Q_1$. Therefore, this admissible pair gives a two-sided graph map, hence by Theorem 2.5, $\text{Hom}(U, V) \neq 0 \neq \text{Ext}(V, U)$. Therefore, $U$ and $V$ can’t be together in an exceptional set. The proof for when the parameter of $V$ is non-zero follows from this by performing Dehn twists.

**Lemma 4.2.** Suppose we have an exceptional pair $\{a(i_1, j_1)[\lambda_1], a(i_2, j_2)[\lambda_2]\}$ where both $U = a(i_1, j_1)[\lambda_1]$ and $V = a(i_2, j_2)[\lambda_2]$ are either preprojective or preinjective. Then $\lambda_1 \leq \lambda_2 + 1$ or $\lambda_1 + 1 \leq \lambda_2$.

**Proof.** We prove the contrapositive. Suppose both modules are preprojective and $\lambda_1 > \lambda_2 + 1$. Write $U = \alpha_{i_1+1} \ldots \alpha_{i_j}$ and $V = \alpha_{i_2+1} \ldots \alpha_{j_2} = (e_s(\alpha_{i_2+1}), \alpha_{i_2+1} \ldots \alpha_{j_2}, e_t(\alpha_{j_2}))$. Then this is a quotient factorization of $V$. Since $\lambda_1 > \lambda_2 + 1$, we have that $\alpha_{i_2+1} \ldots \alpha_{j_2}$ is a substring of $U$. Write $U = (\alpha_{i_1+1} \ldots \alpha_{i_2}, \alpha_{i_2+1} \ldots \alpha_{j_2}, \alpha_{j_2+1} \ldots \alpha_{j_1})$. Since $V$ is preprojective, by Remark 2.1, $\alpha_{j_2} \in Q_1$ and $\alpha_{j_2+1} \in Q_1^{-1}$. Thus this admissible pair gives a two-sided graph map. We conclude from Theorem 2.5 that neither $(U, V)$ nor $(V, U)$ form an exceptional sequence. The proof when both $U$ and $V$ are preinjective follows from duality.

Putting these Lemmas together, we have shown that if an exceptional collection contains a regular module, this module must be of the form $(i, j; 0)$. Moreover, if an exceptional collection contains both preprojective modules and preinjective modules, then they must both be projective and injective. Finally, if an exceptional collection contains only regular modules and preprojective (preinjective) modules, then the winding numbers of the corresponding arcs can differ by at most 1. Before showing that there are only finitely many equivalence classes of exceptional collections under the equivalence relation in Definition 4.1 we require one more definition.

**Definition 4.2.** We call an exceptional collection **small** if in its corresponding arc diagram, all winding numbers are 0. Two small diagrams are **equivalent** if they are equivalent under the relation defined in Definition 4.1.

**Theorem 4.3.** There are finitely many equivalence classes of exceptional collections and they are in bijection with equivalence classes of small fundamental diagrams.

**Proof.** We can associate a small diagram to any given equivalence class of exceptional collections as follows. Given an element of an equivalence class $\xi = \{a(i_1, j_1)[\lambda_1], \ldots, a(i_n, j_n)[\lambda_n]\}$,
either all the $\lambda_k$ are the same, or we have two subsets $A, B \subset \{\lambda_k\}$ such that if $\lambda_l \in A$ then $\lambda_l = \lambda_s \pm 1$ for all $\lambda_s \in B$. Note that by Lemma 4.2, it is either exclusively plus or exclusively minus. If for all $k$, $\lambda_k = z$ for a positive integer $z$, the associated small diagram is the one attained by performing $z$ counter clockwise $2\pi$ Dehn twists. This small diagram contains regular modules and projective modules with winding number 0. Performing one more counter clockwise $2\pi$ Dehn twist will give another small diagram containing regular modules and injective modules with winding number 0. Analogously, if for all $k$, $\lambda_k = -z$, then we also get two small diagrams, one containing regular modules and injective modules and the other containing regular modules and projective modules. In this case, these are the only two small diagrams associated to the equivalence class of $\xi$.

On the other hand, suppose we have two subsets $A, B \subset \{\lambda_k\}$ such that if $\lambda_l \in A$ then $\lambda_l = \lambda_s \pm 1$ for all $\lambda_s \in B$ and let $\lambda = \min(|\lambda_s|, |\lambda_l|)$. Then by performing $\lambda$ counter clockwise $2\pi$ Dehn twists in the appropriate direction, we attain a diagram in which all $\lambda_l \in A$ are one or negative one depending on if the corresponding modules are preprojective or preinjective, and all $\lambda_s \in B$ are zero. If all the $\lambda_l \in A$ equal one, then all the modules in $B$ must also be preprojective by Lemma 4.2. Then one more counter clockwise $2\pi$ Dehn twist gives a small diagram in which the arcs in $B$ are injective with winding number zero, and those in $A$ are projective with winding number 0. A similar argument holds for the case in which all the $\lambda_l \in A$ are negative one. In this case, this is the unique small diagram in the equivalence class of $\xi$.

By definition, the association of the equivalence class of $\xi$ to the equivalence class of the aforementioned small diagram is unique; and moreover, each equivalence class of small diagrams is associated to exactly one parametrized family of exceptional collections. Since there are only finitely many small diagrams, the claim holds. □

**Definition 4.3.** Let $\Xi$ be an equivalence class of exceptional collections. We define the small diagram associated to $\Xi$ as follows.

- If the small diagram constructed in the proof of Theorem 4.3 is not unique, the small diagram that contains only regular modules and projective modules is the small diagram associated to $\Xi$.

- If the small diagram constructed in the proof of Theorem 4.3 is unique, then this small diagram is the small diagram associated to $\Xi$.

With Definition 4.3 in mind, we see that an equivalence class $\Xi$ under the relation in Definition 4.1 is parametrized by the number of clockwise $2\pi$ Dehn twists from the small diagram associated to $\Xi$. This motivates the following name.

**Definition 4.4.** We call an equivalence class of exceptional collections under the relation in Definition 4.1 a parametrized family of exceptional collections.

### 4.2 An Algebraic Description of Parameterized Families

In this subsection, we will analyze the algebraic consequences of performing twists of the boundary components of the annulus. Let $Q^\varepsilon$ be a quiver of type $\tilde{A}_{m-1}$ with orientation $\varepsilon$. Suppose that on the corresponding annulus $A_{Q^\varepsilon}$, the vertices are written and labeled
in clockwise order, respecting the natural numerical order on the vertices. Moreover, that the $p$ vertices on the inner boundary component are equally spaced as well as the $q$ on the outer boundary component. By an **elementary clockwise twist of the inner boundary component** we mean a clockwise $\frac{2\pi}{p}$ twist of the inner boundary circle. Elementary clockwise twists of the outer boundary component are defined analogously, as are elementary counter clockwise twists of either component. Any twist of this form is called an **elementary twist** of the annulus.

**Lemma 4.4.** Let $M = (i,j;l)$ be a string module.

1. If $M$ is preprojective, we have the following.
   
   (a) An elementary clockwise twist of the inner boundary is equivalent to adding a hook to the end of $M$.
   
   (b) If it is possible to delete a hook at the end of $M$, this is equivalent to an elementary counterclockwise twist of the inner boundary.
   
   (c) An elementary counter clockwise twist of the outer boundary is equivalent to adding a hook at the start of $M$.
   
   (d) If it is possible to delete a hook at the start of $M$, this is equivalent to an elementary clockwise twist of the outer boundary.

2. If $M$ is regular, we have the following.

   (a) If $M$ resides in the left tube, an elementary clockwise twist of the outer boundary is equivalent to $\tau M$.

   (b) If $M$ resides in the left tube, an elementary counterclockwise twist of the outer boundary is equivalent to $\tau^{-1} M$.

   (c) If $M$ resides in the right tube, an elementary clockwise twist of the inner boundary component is equivalent to $\tau^{-1} M$.

   (d) If $M$ resides in the right tube, an elementary counter clockwise twist of the inner boundary is equivalent to $\tau M$.

3. If $M$ is preinjective, we have the following.

   (a) If it is possible to delete a cohook at the start of $M$, this is equivalent to an elementary clockwise twist of the inner boundary.

   (b) An elementary counterclockwise twist of the inner boundary is equivalent to adding a cohook at the start of $M$.

   (c) If it is possible to delete a cohook at the end of $M$, this is equivalent to an elementary counter clockwise twist of the outer boundary.

   (d) An elementary clockwise twist of the outer boundary is equivalent to adding a cohook at the end of $M$.

**Proof.** This proof relies on the way in which our annulus is set up. Recall that the labeled vertices on the boundary components of the annulus are written in clockwise order respecting the order in which the numbers appear in the quiver.
1. Let $M = (i, j; k)$ be a preprojective string and $a(i', j')[k]$ its corresponding arc.

(a) An elementary clockwise twist of the inner boundary component of the annulus keeps $i'$ the same, while sending $j'$ to $s$, where $s$ is the next vertex on the inner boundary component clockwise of $j'$. Thus, we have extended $M$ at its end by adding the next inverse arrow along with all possible subsequent direct arrows, these of course correspond to all the marked points on the outer boundary of the annulus between $j'$ and $s$. Therefore, this operation is equivalent to adding a hook to the end of $M$.

(b) If it is possible to delete a hook at the end of $M$, then the string $M$ contains an inverse arrow. Then there is a vertex on the inner boundary component of the annulus $s \neq j'$ over which the arc corresponding to $M$ passes. Let $s$ be the first vertex on the inner boundary component counter clockwise of $j'$. An elementary counter clockwise twist of the inner boundary component keeps $i'$ the same, while sending $j'$ to $s$. This is equivalent to removing the last inverse arrow from the string $M$, along with all subsequent direct arrows (the marked points on the outer boundary component). Therefore, this operation is equivalent to deleting a hook at the end of $M$.

The proofs of (c) and (d) are analogous to those of (a) and (b).

2. Suppose $M = (i, j; k)$ is regular and let $a(i', j')[k]$ be its corresponding arc.

(a) Suppose $M$ is left regular, so that $\varepsilon_i = \varepsilon_j = +$. Then an elementary clockwise rotation of the outer boundary sends $j'$ to the next possible vertex $s$ clockwise of $j'$ with $\varepsilon_s = +$. This is equivalent to extending $M$ at the end by a direct arrow while adding all possible subsequent inverse arrows, and hence, equivalent to adding a cohook at the end of $M$. Moreover, this operation sends $i'$ to the next possible vertex $x$ clockwise of $i'$ on the outer boundary component. This is equivalent to removing the first direct arrow from the string $(s, j; k')$, along with all preceding inverse arrows (the marked points on the outer boundary component). Therefore, this operation is equivalent to deleting a hook at the start of $M$. Since $\varepsilon_i = \varepsilon_j = +$, it is impossible to add a cohook at the start of $M$. Therefore by Theorem 2.3, this operation is equivalent to $\tau M$.

The proof of (b) is analogous to that of (a) and the proofs of (c) and (d) follow from the fact that the statements are dual to (a) and (b).

3. This case is dual to 1.

Using this lemma, we can give a combinatorial partial description of $\tau$.

**Theorem 4.5.** Let $\xi = (M_1, M_2, \ldots, M_n)$ be an exceptional collection of $\mathbb{k}Q$ modules that does not contain any projectives, and $D_\xi$ its corresponding arc diagram. Then the arc diagram $D_{\tau \xi}$ corresponding to the exceptional collection $\tau \xi = (\tau M_1, \tau M_2, \ldots, \tau M_n)$ is attained from $D_\xi$ by an elementary clockwise twist of the outer boundary circle followed by an elementary counter clockwise twist of the inner boundary circle.
Proof. Let $M$ be a string module. The case in which $M$ is regular has already been proven in Lemma 4.4. If $M$ is preprojective and not projective, then the corresponding string contains an inverse arrow. Then the result follows from Lemma 4.4 1 (b) and (d) along with Theorem 2.3. Similarly, if $M$ is preinjective, then this follows from Lemma 4.4 3 (b) and (d) along with Theorem 2.3.

Note that, in the case in which it is not possible to delete hooks in projectives, or delete cohooks in injectives, we can still perform elementary twists on the annulus; however, Lemma 4.4 provides no algebraic insight. In these cases, elementary twists send injective modules to projective modules and vice versa, as seen in Example 4.2. To attain some algebraic insight in these cases, we need to recall the equivalence of categories $\nu: \text{Proj}Q \rightarrow \text{Inj}Q$ defined as $D\text{Hom}(-, kQ)$ where $D$ is the duality, also known as the Nakayama functor. This functor sends a projective corresponding to vertex $i$, denoted by $P(i)$, to the corresponding injective at the same vertex, $I(i)$.

**Lemma 4.6.** Let $M = (i, j; l)$ be a string module.

1. If $M$ is preprojective, we have the following.

   (a) If it is not possible to delete a hook at the end of $M$, an elementary counter clockwise twist of the inner boundary is equivalent to $\nu M'$ where $M'$ is attained from $M$ by adding a hook to the start of $M$.

   (b) If it is not possible to delete a hook at the start of $M$, an elementary clockwise twist of the outer boundary is equivalent to $\nu M'$ where $M'$ is attained from $M$ by adding a hook to the end of $M$.

2. If $M$ is preinjective, we have the following.

   (a) If it is not possible to delete a cohook at the start of $M$, an elementary clockwise twist of the inner boundary is equivalent to $\nu^{-1} M'$ where $M'$ is attained from $M$ by adding a cohook to the end of $M$.

   (b) If it is not possible to delete a cohook at the end of $M$, an elementary counter clockwise twist of the outer boundary is equivalent to $\nu^{-1} M'$ where $M'$ is attained from $M$ by adding a cohook to the start of $M$.

Proof. We will prove 1. (a). The proof of 1. (b) is analogous and 2. is dual to 1. Let $M = (i, j; l)$ be a preprojective string module such that it is not possible to delete a hook at the end of $M$ and let $a(i', j')[l]$ be its corresponding arc on $A_{Q*}$. Thus the string corresponding to $M$ contains no inverse arrows and $l = 0$ since $Q$ is not a cycle. Therefore, $M$ is projective and the string associated to $M$ is $\alpha_{i+1} \alpha_{i+2} \ldots \alpha_{j-1}$ in the case $M$ is not simple, and $e_{i+1}$ in the case $M$ is simple. Let $s$ be the marked point on the inner boundary component of $A_{Q*}$ that is immediately counter clockwise of $j'$. Then an elementary counter clockwise twist of the inner boundary component sends the arc $a(i', j')[l]$ to the arc $a(s, i')[0]$. The module corresponding to $a(s, i')[0]$ has support only at the marked points $s+1, s+2, \ldots, i$, which lie entirely on the outer boundary component of the annulus. Note that it could be the case that $s+1 = i'$. Moreover, since $s+1$ is on the outer boundary component while $s$ is on the inner boundary component, we have that $s+1$ is a source. Therefore the string corresponding to
\(a(s, i')[0]\) contains only direct arrows \(\alpha_{i+1} \ldots \alpha_{i-1}\) where \(\alpha_i\) is a direct arrow. This allows us to conclude that the module \(a(s, i')[0]\) is an injective module with simple socle \(S(i)\), hence \(a(s, i')[0] = I(i)\).

Now consider again the projective \(M = (i, j; 0)\). Since \(M\) contains no inverse arrows, \(M = P(i, j)\). In this case, adding a hook at the start of \(M\) will give \(P(i)\). Let \(M'\) denote the module attained by adding a hook to the start of \(M\). From this we conclude that \(a(s, i')[0] = I(i) = \nu M'\) as desired.

In the case when \(M\) is projective, then \(\tau M = 0\); however, an elementary clockwise twist of the outer boundary circle followed by an elementary counter clockwise twist of the inner boundary circle does not annihilate the arc corresponding to \(M\). In fact, by Lemmas 4.4 and 4.6, this operation sends \(M\) to the corresponding injective module at the same vertex. To make this consistent with Theorem 4.5, it seems that it is best to study the bounded derived category of \(\mathbb{A}Q\).

To this end, let \(D^b(\mathbb{A}Q)\) denote the bounded derived category of \(\text{rep}_\mathbb{A}Q\). It is known that \(D^b(\mathbb{A}Q)\) is a triangulated category with shift functor \(\Sigma : D^b(\mathbb{A}Q) \to D^b(\mathbb{A}Q)\). In \(D^b(\mathbb{A}Q)\), almost split triangles that are contained inside a given shift \(\Sigma \text{rep}_\mathbb{A}Q\) are induced by almost split sequences in \(\text{rep}_\mathbb{A}Q\). The others are of the form \(\Sigma^{-1}I \to E \to \Sigma^2 P\) where \(P\) is indecomposable projective and \(I = \nu(P)\) where \(\nu\) is the Nakayama functor; that is, \(I\) is the indecomposable injective associated with the same vertex of the quiver. Let \(\tau : D^b(\mathbb{A}Q) \to D^b(\mathbb{A}Q)\) denote the equivalence which induces the Auslander-Reiten translation so that \(\tau C = A\) if we have a triangle of the form \(A \to B \to C \to \Sigma^1 A\). The transjective component \(\mathcal{T}\) of the bounded derived category is the full subcategory containing preprojective modules and \(\Sigma^{-1}\)-shifted preinjective modules [21]. We can realize all objects in \(\mathcal{T}\) as arcs on the annulus by simply considering the arc associated to the unshifted module.

In the transjective component, using Lemmas 4.4 and 4.6, we can see that an elementary clockwise twist of the outer boundary circle followed by an elementary counter clockwise twist of the inner boundary circle sends a projective \(\mathbb{A}Q\) module \(P(i)\) to \(\Sigma^{-1}I(i)\), which is \(\tau P(i)\) in \(\mathcal{T}\). In this setting, the result of Theorem 4.5 can be extended to include projectives. Now in the AR quiver of \(\mathcal{T}\), we take the convention that for preprojectives, moving down corays corresponds to adding hooks at the end of the string, while moving up rays corresponds to adding hooks at the start of the string. Dually for shifted preinjectives, moving down corays corresponds to deleting cohooks at the start of the string of the unshifted module, where moving up rays corresponds to deleting cohooks at the end of the string of the unshifted module. The shifted injective \(\Sigma^{-1}I\) with a downward arrow to the projective \(P\) is thus uniquely defined as the shift of the injective module that is gotten by applying the Nakayama functor to the projective that is gotten from \(P\) by adding a hook at the start of \(P\). Analogously, the shifted injective \(\Sigma^{-1}I\) with an upward arrow to the projective \(P\) is uniquely defined as the shift of the injective module that is gotten by applying the Nakayama functor to the projective that is gotten from \(P\) by adding a hook at the end of \(P\). An example of a transjective component with this convention can be seen in Example 4.2.

Finally, we will provide an algebraic description of the parametrized families introduced in Definition 4.4. Let \(M\) be an object in \(\mathcal{T}\). For \(z \in \mathbb{N}\), define \(M \pm z\) to be the unique object that lies \(z\) positions away from \(M\) in the downward (upward) direction on the same coray.
Lemma 4.7. Let $M$ be an object in $\mathcal{T}$ and let $a(i, j) | l |$ be the corresponding arc on the annulus. After performing an elementary clockwise twist of the inner circle, the new object is $M + 1$. After performing an elementary counterclockwise twist of the inner circle, the new object is $M - 1$.

Proof. By Lemma 4.4, if the object $M$ is preprojective before and after the twist, then the twist corresponds to adding a single hook at the end of $M$, hence a downward arrow in $\mathcal{T}$. Similarly, if the object is preinjective before and after the twist, then the twist corresponds to deleting a cohook at the start of $M$, hence a downward arrow in $\mathcal{T}$. Suppose now that the object begins as an injective $I$ and ends as a projective. Then by Lemma 4.6, we have that the projective is attained by adding a cohook to the end of $I$; that is, moving one position from $I$ down the ray on which $I$ lies, then applying $\nu^{-1}$. Thus $P$ is the last term in an almost split sequence in which $I$ is a summand of the middle term with a downward arrow to $P$ in the AR quiver of $\mathcal{T}$. We conclude that $P$ lies one position down a coray from $I$. The proof for counter clockwise twists is similar.

Theorem 4.8. Let $Q$ be a quiver of type $\tilde{A}_{n-1}$ whose corresponding annulus has $p$ marked points on the inner boundary component. Let $\Xi$ be a parametrized family of exceptional collections. Then $\xi_1, \xi_2 \in \Xi$ if and only if $\xi_1$ and $\xi_2$ contain the same regular modules and there exists a $z \in \mathbb{Z}$ such that for all nonregular $M \in \xi_1$, we have that the unshifted module corresponding to $M + z \cdot p \in \mathcal{T}$ lies in $\xi_2$.

Proof. This follows from Lemma 4.7.

Example 4.2. Let $Q$ be the quiver $1 \rightarrow 2 \rightarrow 3$. Then we have a parametrized family $\{01, 02, 21\}$ given by the annulus on the left below. To the right of this annulus is a $2\pi$ clockwise Dehn twist giving another member of the family, namely $\{13, 23, 21\}$.

![Diagram](image_url)

Depicted below is the transjective component of the Auslander Reiten quiver of $D^b(kQ^\varepsilon)$. The aforementioned Dehn twist corresponds to sliding the red oval down the corays to the blue oval, and any other member of this family is attained by sliding the oval along the corays in this fashion.
Moreover, using Lemma 4.4 its proof, and the fact that irreducible morphisms are given by adding hooks or deleting cohooks, we can draw the AR quiver $\Gamma^k_Q$ in terms of arc diagrams as follows. On the left (right) is the preprojective (preinjective) component.
We can also write the left and right tubes, which are typically drawn between the preprojective and preinjective components, as below where the dotted vertical lines are identified.

```
5 Examples/Future Work
```

For the Kronecker quiver there is only one family and for \( \tilde{A}_2 \), the number of parametrized families of exceptional sequences is independent of orientation. This follows from the fact that there is only one possible orientation and it consists of one sink and one source. After writing code to compute the number of families, this does not seem to be the case in general. Further evidence suggesting that the number of families is dependent on orientation comes from the fact that annular non-crossing permutations are dependent on the number of marked points on both the outer and inner circle \[8\]. We wish to find a formula to count how many families there are in general. For the orientation such that \( \varepsilon_i = + \) for all \( i \in \{1, 2, \ldots, n\} \) and \( \varepsilon_0 = - \), we have found that the number of families of exceptional collections for \( n = 0, 1, 2, 3, 4 \) respectively, is given by the sequence 1, 1, 8, 54, 352. When considering \( \tilde{A}_n \) for \( n > 0 \), dividing each term of this sequence by its respective \( n \) gives 1, 4, 18, 88. These are the first few terms of a generalization of the Catalan numbers known as the Rothe numbers \[22\] or the Rothe-Hagen coefficients of the first type \[16\]. These numbers count the number of lattice paths satisfying certain constraints. In \[17\], we have proven that these lattice paths are indeed in bijection with families of exceptional collections of type \( \tilde{A}_n \) with the aforementioned orientation.

The action of changing parameters and Dehn twists in the annulus is equivalent to moving modules along rays or corays in the transjective component of the Auslander-Reiten quiver. For quivers of type \( \tilde{A}_n \), the exceptionality of sequences corresponds to the modules forming
certain patterns and shapes in the transjective component. Since all Euclidean quivers are of tame representation type, we wish to determine whether this behavior generalizes and if/how exceptional sequences of modules over any Euclidean quiver algebra can also be classified into finitely many parametrized families. Finally, we would like to see how infinite string modules fit into this picture and possibly extend this construction to string algebras in general.

Throughout the remainder of this section, let $Q^\epsilon$ denote the quiver

```
  1 → 2
  ^   ^
  |   |
  3   2
```

We thus have that $\epsilon = (-, +, +)$. The generators, small strand diagrams, and corresponding fundamental arc diagrams of all 8 parametrized families of exceptional collections (also sequences in this case), are listed in the charts below. The strands that can be lengthened are colored red (preinjectives) or blue (preprojectives), while the black strands are regular and hence can’t be lengthened.
| (02, 23, 21) | ![Graph](image) | ![Graph](image) |
|--------------|----------------|----------------|
| (01, 12, 23) | ![Graph](image) | ![Graph](image) |
| (12, 02, 23) | ![Graph](image) | ![Graph](image) |
| (01,13,12)   | ![Graph](image) | ![Graph](image) |
| Configuration     | Diagram 1 | Diagram 2 |
|-------------------|-----------|-----------|
| (01, 23, 13)      | ![Diagram](image1.png) | ![Diagram](image2.png) |
| (21, 01, 13)      | ![Diagram](image3.png) | ![Diagram](image4.png) |
| (02, 01, 23)      | ![Diagram](image5.png) | ![Diagram](image6.png) |
| (23, 21, 13)      | ![Diagram](image7.png) | ![Diagram](image8.png) |
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