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Abstract—As robotics matures and increases in complexity, it is more necessary than ever that robot autonomy research be reproducible. Compared to other sciences, there are specific challenges to benchmarking autonomy, such as the complexity of the software stacks, the variability of the hardware and the reliance on data-driven techniques, amongst others. In this paper, we describe a new concept for reproducible robotics research that integrates development and benchmarking, so that reproducibility is obtained “by design” from the beginning of the research/development processes. We first provide the overall conceptual objectives to achieve this goal and then a concrete instance that we have built: the DUCKIENet. One of the central components of this setup is the Duckietown Autolab, a remotely accessible standardized setup that is itself also relatively low-cost and reproducible. When evaluating agents, careful definition of interfaces allows users to choose among local versus remote evaluation using simulation, logs, or remote automated hardware setups. We validate the system by analyzing the repeatability of experiments conducted using the infrastructure and show that there is low variance across different robot hardware and across different remote labs.

I. INTRODUCTION

Mobile robotics poses unique challenges that have precluded the establishment of benchmarks for rigorous evaluation. Robotic systems are complex with many different interacting components. As a result, evaluating the individual components is not a good proxy for full system evaluation. Moreover, the outputs of robotic systems are temporally correlated (due to the system dynamics) and partially observable (due to the requirement of a perception system). Disentangling these issues for proper evaluation is daunting.

The majority of research on mobile robotics takes place in idealized laboratory settings or in unique uncontrolled environments that make comparison difficult. Hence, the value of a specific result is either open to interpretation or conditioned on specifics of the setup that are not necessarily reported as part of the presentation. The issue of reproducibility is exacerbated by the recent emergence of data-driven approaches, the performance of which can vary dramatically and unpredictably across seemingly identical environments (e.g., by only varying the random seed [2]). It is increasingly important to fairly compare these data-driven approaches with the more classical methods or hybrids of the two.

Most existing methods for evaluating robotics operate on individual, isolated components of the system. For example, evaluating robot perception is comparatively straightforward and typically relies on annotated datasets [3,6]. However, performance on these benchmark datasets is often not indicative of an algorithm’s performance in practice. A common approach to analyzing robot control algorithms is to abstract away the effects of perception [7,8] and assume that the pose of the robot is known (e.g., as determined using an external localization system, such as a motion capture setup [9]).

Simulation environments are potentially valuable tools for system-level evaluation. Examples such as CARLA [10], AirSim [11], and Air Learning [12] have recently been developed for this purpose. However, a challenge with simulation-based evaluation is that it is difficult to quantify the extent to which the results extend to the real world.

Robotics competitions have been excellent testbeds for more rigorous evaluation of robotics algorithms [13]. For example, the DARPA urban challenge [14], the DARPA robotics challenge [15], and the Amazon Picking Challenge [16] have all resulted in massive development in their respective sub-fields (autonomous driving, humanoid robotics, and manipulation respectively). However, the cost and multi-year effort required to join these challenges limit participation.

A very promising recent trend that was spearheaded by the Robotarium at Georgia Tech [17,18] is to provide remotely accessible lab setups for evaluation. This approach has the key advantage that it enables access for anyone to submit. In the case of the Robotarium, the facility itself cost 2.5M $US, and would therefore be difficult to replicate. Additionally, while it does allow users flexibility in the algorithms they can run, it does not offer any standardized evaluation.
In this paper, we propose to harmonize all the above-mentioned elements (problem definition, benchmarks, development, simulation, annotated logs, experiments, etc.) in a “closed-loop” design that has minimal software and hardware requirements. This framework allows users to define benchmarks that can be evaluated with different modalities (in simulation or on real robots) locally or remotely. Importantly, the design provides immediate feedback from the evaluations to the user in the form of logged data and scores based on the metrics defined in the benchmark.

We present the Decentralized Urban Collaborative Benchmarking Network (DUCKIENet), an instantiation of this design based on the Duckietown platform that provides an accessible and reproducible framework focused on autonomous vehicle fleets operating in model urban environments. The DUCKIENet enables users to develop and test a wide variety of different algorithms using available resources (simulator, logs, cloud evaluations, etc.), and then deploy their algorithms locally in simulation, locally on a robot, in a cloud-based simulation, or on a real robot in a remote lab. In each case, the submitter receives feedback and scores based on well-defined metrics.

The DUCKIENet includes Duckietown Autolabs (DTAs), remote labs that are also low-cost, standardized and fully documented with regards to assembly and operation, making this approach highly scalable. Features of the DTAs include an off-the-shelf camera-based localization system and a custom automatic robot recharging infrastructure. The accessibility of the hardware testing environment through the DUCKIENet enables experimental benchmarking that can be performed on a network of DTAs in different geographical locations.

In the remainder of this paper we will summarize the objectives of our integrated benchmarking system in Section II, describe an instantiation that adheres to these objectives, the DUCKIENet, in Section III, validate the performance and usefulness of the approach in Section IV, and finally present conclusions in Section V.

II. INTEGRATED BENCHMARKING AND DEVELOPMENT FOR REPRODUCIBLE RESEARCH

Benchmarking should not be considered an isolated activity that occurs as an afterthought of development. Rather, it should be considered as an integral part of the research and development process itself, analogous to test-driven development in software design. Robotics development should be a feedback loop that includes problem definition, the specification of benchmarks, development, testing in simulation and on real robot hardware, and using the results to adjust the problem definition and the benchmarks (Fig. 2).

In this paper we describe a system built to explore the benefits and the challenges of harmonizing development, benchmarking, simulation and experiments to obtain reproducibility “by design”. In this section we give an overview of the main challenges and design choices.

A. Reproducibility

Our main objective is to achieve “reproducibility”. At an abstract level, reproducibility is the ability to reduce variability in the evaluation of a system such that experimental results are more credible. More specifically, there are three distinct aspects to reproducibility, all equally important:

1) An experiment is reproducible if the results obtained at different times and by different people are similar;
2) An experimental setup is reproducible if it is possible to build a copy of the same setup elsewhere and obtain comparable results;
3) An experimental platform is reproducible if it is relatively easy, in terms of cost and complexity, to replicate.

1) Software: Modern autonomy stacks consist of many modules and dependencies, and the reproducibility target implies being able to use the same software possibly many years later.

Standardized software archival systems such as Git solve part of the problem, as it is easy to guarantee storage and integrity of the software over many years. However, even if the core implementation of the algorithm is preserved, the properties of the system change significantly in practice due to the external dependencies (libraries, operating system, etc.). In extreme cases “bit rot” causes software to stop working simply because the dependencies are no longer maintained.

Containerization technologies such as Docker have dramatically reduced the effort required to create reproducible software. Containerization solves the problem of compilation reproducibility, as it standardizes the environment in which the code runs. Furthermore, the ability to easily store and retrieve particular builds ("images") through the use of registries, solves the problem of effectively freezing dependencies. This allows perfect reproducibility for a time span of 5–10 years (until the images can no longer be easily run using the current version of the containerization platform).

2) Hardware: In addition to issues related to software, a central challenge in the verification and validation of robot autonomy is that the results typically depend on under-defined properties of the particular hardware platforms used to run the experiments. While storage and containerization make it possible to standardize the version and build of software, hardware will never be fully reproducible, and using only one instance of a platform is impossible due to wear and tear.

As a result, we propose to make several samples from a distribution of hardware platforms that are used for evaluation. Consequently, metrics should be considered statistically (e.g., via mean and covariance), similarly to recent standard practices in reinforcement learning that evaluate over a set of random seeds. This incentivizes algorithms that are robust to hardware variation, and will consequently be more likely to work in practice. Also, one can define the distribution of variations in simulations such that configurations are sampled.
by the benchmark on each episode. While the distribution as a whole might change (due to different components being replaced over the years), the distributional shift is easier to detect by simply comparing the performance of an agent on the previous and current distributions.

Cost can also quickly become the limiting factor for the reproducibility of many platforms. Our objective is to provide a robotic platform, a standardized environment in which it should operate, and a method of rigorous evaluation that is relatively inexpensive to acquire and construct.

3) Environment: We use an analogous approach to deal with variability in the environment. The first and most crucial step for reproducibility of the setup is to standardize the formal description of the environment. Nevertheless, it is infeasible to expect that even a well described environment can be exactly reproduced in every instance. As discussed in Section III our approach is to use a distributed set of experimental setups (the DTAs) and test agents across different installations that exist around the world. Similar to the way that robot hardware should be randomized, proper evaluation should include sampling from a distribution over environments.

B. Agent Interoperability

Open source robotics middleware such as ROS [24] and LCM [25] are extremely useful due to the tools that they provide. However, heavily leveraging these software infrastructures is an impediment to long-term software reproducibility since versions change often and backward/forward compatibility is not always ensured. As a result, we propose a framework based on low-level primitives that are extremely unlikely to become obsolete, and instead provide bridges to popular frameworks and middlewares. Specifically, components in our infrastructure communicate using pipes (FIFOS) and a protocol based on Concise Binary Object Representation (CBOR) (a binarized version of JavaScript Object Notation) [26]. These standardized protocols have existed for decades and will likely persist long into the future. It is then the job of the infrastructure to interconnect components, either directly or through middleware, and to exchange messages. In the future, the choice of middleware might change without invalidating the stored agents as a new bridge can be built to the new middleware.

An additional benefit of CBOR is that it is self-describing (i.e., no need of a previously agreed schema to decode the data) and allows some form of extensibility since schema can change. As a result, we propose a framework that is reliable and enables the easy exchange of either agents or robots in a flexible and straightforward manner. As described in Section III this approach is leveraged in the DUCKIENet to enable zero friction transitions from local development, to remote simulation, and to remote experiments in DTAs.

D. Robot-Benchmark Abstraction

A benchmarking system becomes very powerful and extensible if there is a way to distinguish the infrastructure from the particular benchmark being run. In similar fashion to the definition of the interface for the robot system, we standardize the definition of a benchmark and its implementation as containers (Fig. 3):

- **Benchmarks** provide environment configurations and consume robot states to evaluate well-defined metrics.
- **Infrastructure** consumes environment configurations and provides estimates of robot state, either directly (e.g., through a simulator) or through other external means.

III. THE DUCKIENET

In this section we describe an instantiation of the high-level objectives proposed in Section II that we refer to as DUCKIENet, which:

- comprises affordable robot hardware and environments,
- adheres to the proposed abstractions to allow easy evaluation on local hardware or in simulation,
- enables evaluation of user-specified benchmarks in the cloud or in a remote, standardized lab.

A. The Base Platform

The DUCKIENet is built using the Duckietown platform, which was originally developed in 2016 and has since been used for education [27], research [28] and outreach [29].
Local Development

1) The Duckietown hardware platform: The Duckietown hardware consists of Duckiebots and Duckietown urban environments. Duckiebots are differential-drive mobile robots with a front-facing camera as the only sensor, five LEDs which marshal agents to be submitted in simulation challenges to the cloud. The results of these evaluations are combined with the benchmark definition of reinforcement learning, rewards can be specified and are called at a chosen frequency to speed up training. In the case of a real robot, localization system that estimates the pose of every Duckiebot in the map (Sec. III-C.1); (c) a local experiment manager, which marshals agents to be submitted in simulation challenges to the cloud simulation, or agents that should be evaluated on real hardware to a DTA. The results of these evaluations are combined with the benchmark definition and made available to the submitter.

2) The Duckietown software architecture: We implement the Duckietown base software as ROS nodes and use the ROS topic messaging system for inter-process communication. The nodes are organized in Docker images that can be composed to satisfy various use-cases (Fig. 4). Specifically, the components that correspond to the “robot” are the actuation and the sensing, and all other nodes correspond to the agent. The Duckietown simulator [30] is a lightweight, modular, customizable virtual environment for rapid debugging and training of agents. It can replace the physical robot by submitting commands and producing sensor observations. We provide an agent interface to the OpenAI Gym [31] protocol that can be called at a chosen frequency to speed up training. In the case of reinforcement learning, rewards can be specified and are returned, enabling one to easily set up episodes for training.

The process of marshalling containers requires some specific configurations. To ease this process, we have developed the Duckietown Shell which is a wrapper around the Docker commands and provides an interface to the most frequent development and evaluation operations [32]. Additionally, the Duckietown Dashboard provides an intuitive high-level web-based graphical user interface [33]. The result is that agents that are developed in one modality (e.g., the simulator) can be evaluated in the cloud, on real robot hardware, or in the DTA with one simple command or the at click of a button.

B. System Architecture Overview

The DUCKIENet (Fig. 5) is comprised of: (i) a Challenges server that stores agents, benchmarks, and results, computes leaderboards, and dispatches jobs to be executed by a distributed set of evaluators; (ii) a set of local or cloud-based evaluation machines that run the simulations; and (iii) one or more DTAs, physical instrumented labs that carry out physical experiments (Sec. III-C). The system has:

1) Super-users who define the benchmarks. The benchmarks are defined as Docker containers submitted to the Challenges server. These users can also set permissions for access to different benchmarks, their results, and the scores.

2) Regular developers are users of the system. They develop agents locally and submit their agent code as Docker containers. They can observe the results of the evaluation, though the system supports notions of testing and validation, which hides some of the results.

3) Simulation evaluators and experimental evaluators query the Challenges server for jobs to execute. They run jobs as they receive them and communicate the results back to the Challenges server.

C. The Duckietown Automated Laboratory (DTA)

The DTAs are remotely accessible hardware ecosystems designed to run reproducible experiments in a controlled environment with standardized hardware (Sec. III-A.1). DTAs comprise: (a) a set of Duckietown environments (maps); (b) a localization system that estimates the pose of every Duckiebot in the map (Sec. III-C.1); (c) a local experiment manager,
which receives jobs to execute from the Challenges server. The experiment is run in the DTA following a predefined and deterministic procedure. The results are then uploaded to the Challenges server and returned to the submitter.

which executes each experiment in a series of three steps: (i) experiment execution, (ii) data validation, and (iii) data post-processing. In each step, the appropriate agents are transferred to each robot and verified that the initial pose is correct. The robot(s) that runs the user-defined agent is categorized as “active”, while the remaining “passive” robots run baseline configurations.

The DTA is equipped with a graphical user interface based on the compose web framework (Fig. 6). A graphical UI (Fig. 6) makes the handling of experiments more user-friendly (Sec. III-C.2).

We evaluate the reproducibility of the DTAs themselves by evaluating agents across different labs at distributed locations worldwide, as described in Section IV.

1) Localization: The goal of the localization system is to provide pose estimates of all Duckiebots during experiments. This data is post-processed according to metrics specified in the benchmarks to evaluate agent performance. The localization system comprises a network of Watchtowers, i.e., low-cost observation structures using the same sensing and computation as the Duckiebots. The Watchtowers are placed such that their fields-of-view, which are restricted to a local neighbor region of each Watchtower, overlap and collectively cover the entire road network. A set of calibration AprilTags are fixed to the road layer of the map and provide reference points from the camera frame of each Watchtower to the map’s fixed reference frame.

The localization system is decentralized and vision-based, using the camera both the streams of the network of Watchtowers and those of the Duckiebots themselves. In each image stream the system detects AprilTags, which are placed on the Duckiebots as well as in other locations around the city, e.g., on traffic signs at intersections. For each AprilTag, the system extracts their camera-relative pose. Using the resulting synchronized sequences of AprilTag-camera relative pose estimates, a pose graph-based estimate of the pose history of each AprilTag, using the g2o library [35], is returned.

2) Operator console: DTAs are equipped with a graphical user interface based on the compose web framework (Fig. 6). Similarly to the Duckietown Dashboard, it is designed to provide an intuitive interface between the operator and the DTA. Available functionalities include: various diagnostics (e.g., network latency, room illumination, camera feeds, etc.), the ability to run jobs (experiments) with a few clicks and compute, visualize and return results to the Challenges server, and the control of the environment illumination.

D. Defining the Benchmarks

Benchmarks can be defined either to be evaluated in simulation or on real robot hardware. Both types require the definition of: (a) the environment, through a standardized map format; (b) the “non-playing characters” and their behavior; and (c) the evaluation metrics, which can be arbitrary functions defined on trajectories.

Each benchmark produces a set of scalar scores, where the designer can choose the final total order for scoring by describing a priority for the scores as well as tolerances (to define a lexicographic semiorder). The system allows one to define “benchmarks paths” as a directed acyclic graph of benchmarks with edges annotated with conditions for progressions. One simple use case is to prescribe that an agent be first evaluated in simulation before being evaluated on real robot hardware. It is possible to set thresholds on the various scores that need to be reached for progression. For competitions such as the AI Driving Olympics [28], the superusers can set up conditions such as “progress to the next stage only if the submission does better than a baseline”.

E. DTA Operation Workflow

The Challenges server sends a job to a DTA that provides the instructions necessary to carry out the experiment (Fig. 7). The DTA executes each experiment in a series of three steps: (i) experiment execution, (ii) data validation, and (iii) data post-processing and report generation.

Before the DTA carries out an experiment, it first verifies that the robots pass a hardware compliance test that checks to see that their assembly, calibration, and the functionality of critical subsystems (sensing, actuation, power, and memory) are consistent with the specifications provided in the description of the experiment.

Having passed the compliance test, the experiment execution phase begins by initializing the pose of the robot(s) in the appropriate map, according to the experiment definition. The robot(s) that runs the user-defined agent is categorized as “active”, while the remaining “passive” robots run baseline agents. During the initialization step, the appropriate agents are transferred to each robot and initialized (as Docker containers). The localization system assigns a unique ID to each robot and verifies that the initial pose is correct.
Once the robots are ready and the DTA does not detect any abnormal conditions (e.g., related to room illumination and network performance), the DTA sends a confirmation signal to synchronize the start of the experiment. The robots then execute their respective agents until a termination condition is met. Typical termination conditions include a robot exiting the road, crashing (i.e., not moving for longer than a threshold time), or reaching a time limit.

During the validation phase, the DTA evaluates the integrity of the data, that it has been stored successfully, and that the experiment was not been terminated prematurely due to an invalidating condition (e.g., an unexpected change in environment lighting). Experiments that pass this phase are labeled as successful runs.

In the final phase, the DTA compiles experiment data and passes it to the Challenges server. The Challenges server processes the data according to the specifications of the experiment and generates a report that summarizes the run, provides metrics and statistics unique to the run, as well as information that uniquely identifies the experiment, physical location, human operator, and hardware compliance. The entire report including the underlying data as well as optional comparative analysis with selected baselines are then shared with the user who submitted the agent. The Challenges server then performs cleanup in anticipation of the next job.

F. The Artificial Intelligence Driving Olympics (AI-DO)

One of the key applications of our infrastructure is to host competitions. The AI Driving Olympics (AI-DO) \cite{28} is a bi-annual competition that leverages the DUCKIENet to compare the ability of various agents, ranging from traditional estimation-planning-control architectures to end-to-end learning-based architectures, to perform autonomous driving tasks of increasing complexity. By fixing the environment and the hardware, agents and tasks can be modified to benchmark performance across different challenges. Most robotics challenges offer either embodied or simulated experiments. The DUCKIENet enables seamless evaluation in both along with a visualization of performance metrics, leaderboards, and detailed documentation.

IV. Validation

We perform experiments to demonstrate (a) the repeatability of performance within a DTA, (b) the reproducibility of experiments across different robots in the same DTA, and (c) reproducibility across different facilities.

To assess the repeatability of an experiment, we run the same agent, in this case a lane-following (LF) ROS-based baseline, on the same Duckiebot and in the same DTA. To evaluate inter-robot reproducibility, we run the same experiment on multiple Duckiebots, keeping everything else fixed. Finally, we demonstrate that the same experiments yield similar results when run in different DTAs across the world.

We define two metrics to measure repeatability: Mean Position Deviation (MPD) and Mean Orientation Deviation (MOD). Given a set of trajectories, MPD at a point along a trajectory is computed as the mean lateral displacement of the Duckiebot from the center of the lane. Similarly, MOD represents the mean orientation with respect to the lane orientation. For each set of experiments, we compute the average and the standard deviation along the trajectory itself.

A. Experiment Repeatability

To demonstrate experiment repeatability, we run a baseline agent for the LF task nine times, on the same Duckiebot, with the same initial conditions and in the same DTA. The results are in Figure 8 with the mean and standard deviation of the robot’s position on the map. We also include plots of the MPD and MOD metrics. Given the vetted robustness of the baseline agent, we expect repeatable behavior. This is supported by standard deviations of the MPD (1.3 cm) and the MOD (2.8 deg), which show that there is low variability in agent performance when run on the same hardware.
B. Inter-Robot Reproducibility

Given the low-cost hardware setup, we expect a higher degree of variability if the same agent is run on different robots. To evaluate inter-robot reproducibility, we run the LF baseline three times each, on three different Duckiebots. Experiments are nominally identical, and performed in the same DTA. Although the behavior of each Duckiebot is expected to be repeatable given the result of the previous section, we expect some shift in the performance distribution to hardware nuisances such as slight variations in assembly, calibration, manufacturing differences of components, etc.

Figure 9 visualizes mean and standard deviation of the trajectories for all runs. The experiments reveal a standard deviation for the MPD of 3.4 cm and a standard deviation for the MOD of 5.2 deg. These results show higher deviations than for the single Duckiebot repeatability test, as expected.

C. DTA Reproducibility

To demonstrate DTA reproducibility, we run a total of twelve experiments in two different DTAs with nominally identical conditions except for the hardware, the geographic location, the infrastructure, and the human operators. Results are shown in Figure 10. We obtain a standard deviation for the MPD of 2.5 cm, and a standard deviation for the MOD of 3.9 deg. Although variance is higher than the single Duckiebot repeatability test, which is to be expected, it is lower than that of the experiments run on three different robots, reinforcing the notion that hardware variability is measurable across different DTAs on the DUCKIENet.

D. Limitations

Finally, we discuss some limitations of the DUCKIENet framework, all of which are on our development roadmap.

The scenarios used to evaluate the reproducibility of the platform are relatively simple. With the Duckietown setup, we are able to produce much more complex behaviors and scenarios, such as multi-robot coordination, vehicle detection and avoidance, sign and signal detection, etc. These more complex behaviors should also be benchmarked. We have also only considered here metrics that are evaluated over a single agent, but multi-agent evaluation is also needed.

Finally, we have not analyzed the robustness to operator error (e.g., mis-configuration of the map compared to the simulation) or in case of hardware error (e.g., one camera in the localization system becomes faulty). This is necessary to encourage widespread adoption of the platform, which requires the components to be well-specified and capable of self-diagnosing configuration and hardware errors.

V. Conclusions

We have presented a framework for integrated robotics system design, development, and benchmarking. We subsequently presented a realization of this framework in the form the DUCKIENet, which comprises simulation, real robot hardware, flexible benchmark definitions, and remote evaluation. These components are swappable because they are designed to adhere to well-specified interfaces that define the abstractions. In order to achieve this level of reproducibility, we have relied heavily on concepts and technologies including formal specifications and software containerization. The combination of these tools with the proper abstractions and interfaces yields a procedure that can be followed by other roboticists in a straightforward manner.

Our contention is that there is a need for stronger efforts towards reproducible research for robotics, and that to achieve this we need to consider the evaluation in equal terms as the algorithms themselves. In this fashion, we can obtain reproducibility by design through the research and development processes. Achieving this on a large-scale will contribute to a more systemic evaluation of robotics research and, in turn, increase the progress of development.
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