Non Holonomic Collision Avoidance of Dynamic Obstacles under Non-Parametric Uncertainty: A Hilbert Space Approach
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Abstract— We consider the problem of an agent/robot with non-holonomic kinematics avoiding many dynamic obstacles. State and velocity noise of both the robot and obstacles as well as the robot’s control noise are modelled as non-parametric distributions as often the Gaussian assumptions of noise models are violated in real-world scenarios. Under these assumptions, we formulate a robust MPC that samples robotic controls effectively in a manner that aligns the robot to the goal state while avoiding obstacles under the duress of such non-parametric noise. In particular, the MPC incorporates a distribution matching cost that effectively aligns the distribution of the current collision cone to a certain desired distribution whose samples are collision-free. This cost is posed as a distance function in the Hilbert Space, whose minimization typically results in the collision cone samples becoming collision-free. We compare and show tangible performance gain with methods that model the collision cone distribution by linearizing the Gaussian approximations of the original non-parametric state and obstacle distributions. We also show superior performance with methods that pose a chance constraint formulation of the Gaussian approximations of non-parametric noise without subjecting such approximations to further linearizations. The performance gain is shown both in terms of trajectory length and control costs that vindicates the efficacy of the proposed method. To the best of our knowledge, this is the first presentation of non-holonomic collision avoidance of moving obstacles in the presence of non-parametric state, velocity and actuator noise models.

I. INTRODUCTION

Collision avoidance of dynamic obstacles by kinematically constrained planar robots has been a problem well studied in literature [1], [2]. However, collision avoidance in the presence of uncertainty of such systems has been sparsely reported. All the more so when state and control noise (that includes velocity and actuator noise) are characterized by non-parametric models, which is typically encountered in real-world and practical scenarios. Recently [3], [4] detail collision avoidance, as well as trajectory tracking under the duress of non-parametric noise but wherein the kinematic evolution can be expressed in the form of linear models. In this paper, we extend such formulations [3], [4] to kinematically constrained systems wherein the state evolves according to the popular unicycle kinematics [5].

This paper proposes a novel MPC formulation that outputs actuator controls in the form of changes in linear and angular velocities when subject to non-parametric state, velocity and control noise of both the ego agent and other dynamic participants. The MPC formulation takes the form of matching the moments of a certain desired collision cone distribution (whose samples are all collision-free) and the current distribution of the ego agent’s collision cone vis a vis other dynamic participants. By collision cone, we indicate the analytical counterpart of the popular velocity obstacle [6] that has been successfully employed in many works [1], [7], [8]. The collision cone [2] distribution is non-parametric as well since it is composed of agent and obstacle state and velocities whose distributions are non-parametric. The matching of higher-order moments of two non-parametric distributions can be accomplished by embedding these distributions into the Reproducing Kernel Hilbert Space (RKHS) [9], [10], as shown in Figure 1 through the Kernel trick. Those actuator controls that minimize this distance in the RKHS space are selected by the proposed MPC formulation from the feasible set of controls.

In particular the paper contributes in the following manner

1) It extends our previous methods of RKHS based collision avoidance [3] to kinematically constrained robots/agents whose state evolution can be modelled by unicycle kinematics. The effectiveness of the formulation can be seen in the results section where the ego agent can circumvent many dynamic participants despite being kinematically constrained even as it accounts for uncertainties associated with all the participants (itself included).

2) It indicates why approaches that approximate the non-parametric noise through Gaussian models can either be conservative in their avoidance maneuver. In partic-
ular, the proposed method compares favourably against two variants, one which linearizes the Gaussian approximations of state and velocities of all participants to obtain linearized collision cone distribution, the other which does not subject the Gaussian models to further linearizations. Both these variants are posed as Chance Constraint Optimization along the lines reported in [11], [8].

Moreover, the RKHS formulation provides for easily tunable parameter through which a trade-off between cost and robustness is possible. We showcase this through ablations on this parameter in the results section.

Favourable comparisons in terms of trajectory length, control costs as well as qualitative evaluations vis-a-vis many dynamic participants vindicate the efficacy of the proposed framework in Sections V-B and V-C respectively. It is to be noted that performance gain over other distribution matching frameworks such as KLD was established in our previous works [3].

II. RELATED WORK

While literature abounds in collision avoidance formulations of dynamic obstacles from both single-agent and multi-agent standpoints [6], [7] the literature is sparse when it comes to collision avoidance under uncertainty. The trade-off comes in the form of just avoiding the mean evolution of dynamic obstacles with heightened collision chances vis-a-vis avoiding the entire uncertainty distribution that gives rise to highly conservative maneuvers. Earlier methods tended to err on the side of caution by growing obstacles by the size of the uncertainty, often referred to as bounding volume methods [12], [14]. However, the limitations of such approaches were exemplified in [8] where it was shown chance-constrained formulations offer tunable trade-offs.

The most preferred route amongst researchers is to pose the problem as a robust MPC with probabilistic chance constraints. By nature such chance constraint formulations are intractable. The primary difficulty lies in computing the analytical form for the chance constraints. Notable exceptions exist in the case in which the random variables under consideration have Gaussian distribution and the chance constraints are defined over affine inequalities [14], [15]. Formulations along the lines of [16], [17], [8] have developed reliable surrogates that give tight approximations to these chance constraints defined over non-linear inequalities (could be non-convex also). These methods also develop deterministic surrogates that have closed-form expressions and can approximate the chance constraint efficiently increasing its tractability. However, all these algorithms require a fundamental assumption on the nature of uncertainty of the random variables (state and actuation of the robot) involved. In general closed-form, surrogates can only be derived if the random variables belong to a Gaussian distribution. Extensions to the non-Gaussian and non-parametric case are very complex and a very active field of research.

The challenge of robust MPC in the presence of non-parametric uncertainty for collision avoidance systems was first approached in [3] wherein an RKHS embedding of moment matching cost was folded into the original MPC cost function. These approaches were inspired by the formulations of [9], [10] and showcased their efficacy on systems whose state evolution was linear with respect to the current state. In this paper, we advance the above formulations to systems that are kinematically constrained and whose evolution is non-linear with respect to the current state and further verify its efficacy.

III. PRELIMINARIES

In this paper, we represent the vectors in bold letters, \( \mathbf{x} \), matrices in capital, \( \mathbf{M} \), and sets in mathcal, \( \mathcal{A} \). \( \| \mathbf{x} \| \) denotes the Euclidean norm of \( \mathbf{x} \). For a random variable \( x \), \( \mathbb{E}[\mathbf{x}] \) denotes the mean. \( \Pr(\cdot) \) denotes the probability of an event while \( P(\cdot) \) denotes the probability density function. The subscript \( j \) indicates the value at time \( t \) while the superscript \( j \) indicates the \( j^{th} \) obstacle or robot. Some of the commonly used symbols and notations are summarized in the table I. We also define some notations in the first place of their use.

A. Robot State Estimation

The state estimates of the robot at time \( t \) is given by \((r'x_t, r'\dot{x}_t)\). We model \( r'x_t \) and \( r'\dot{x}_t \) as random variables following a non-parametric probability distribution. We define the state evolution over time in (1).

\[
\begin{align*}
\mathbf{r}x_t &= A'\mathbf{x}_{t-1} + B'(\mathbf{r}x_t) \\
\mathbf{r}\dot{x}_t &= \begin{bmatrix} v_t \cos(\theta_{t-1} + \omega_t \Delta t) \\ v_t \sin(\theta_{t-1} + \omega_t \Delta t) \end{bmatrix} \\
\mathbf{u}_t + \mathbf{d}_t &= \begin{bmatrix} v_t \\ \omega_t \end{bmatrix}
\end{align*}
\]

where, \( \delta_t \) is a random variable described by an unknown non-parametric probability distribution and denotes the uncertainty in executing the given control. \( v_t \) is the magnitude of the velocity of the robot at time \( t \) while \( \omega_t \) is the angular velocity. \( \theta_t \) is the heading of the robot at time \( t \). Though the distribution of \( \delta_t \) is unknown, we assume that we have access to the samples of \( \delta_t \) at every instance of \( t \). We apply a particle filter-based approach on \( \delta_t \) to propagate the noise in time space.

| Symbol | Description |
|--------|-------------|
| \((r'x_t, r'\dot{x}_t)\) | (Position, Velocity) of the robot at time \( t \) |
| \((\theta_t, \omega_t)\) | (Heading, Angular velocity) of the robot at time \( t \) |
| \((r'x_j, r'\dot{x}_j)\) | (Position, Velocity) of the \( j^{th} \) obstacle at time \( t \) |
| \(u_t\) | Control input to the robot at time \( t \) |
| \(f_j^t(\cdot) \leq 0\) | Deterministic collision avoidance constraint |
| \(P(f_j^t(\cdot))\) | Distribution of \( f_j^t(\cdot) \) under uncertainty |
| \(\eta\) | Probability of satisfaction of the chance constraint |
B. Obstacle State Estimation

We assume that we have access to the state estimates $\hat{x}_j^t$ of the obstacles via a sensor like a camera or a LiDAR. The sensors are prone to noise and hence $\hat{x}_j^t$ is also a random variable described by an unknown non-parametric probability distribution. We estimate $\hat{x}_j^t = D(\hat{x}_j^t)$ using another particle filter to track the obstacles.

C. Collision Avoidance Chance Constraints

1) Collision Avoidance: For a robot and obstacle modeled as circular disks with radii $^R_r$ and $^oR_j$ respectively, the collision avoidance condition at time $t$ according to velocity obstacle [6] is defined in (2).

\[
\begin{align*}
  f_j^t(\cdot) &\leq 0 : \frac{(r_j^T v_j)^2}{\|v_j\|^2} - \|r_j\|^2 + (^R_r + ^oR_j)^2 \leq 0, \forall j \quad (2a) \\
  r_j & = r_r - ^oR_j, \quad v_j = \dot{x}_j - ^o\dot{x}_j \quad (2b)
\end{align*}
\]

2) Chance Constraints: According the state estimations described in sections [II-A] and [II-B] the positions and velocities of the robot and obstacles are random variables described by unknown probability distributions. Hence, the collision avoidance constraints described in (2) should be satisfied in a probabilistic manner given by (3).

\[
\Pr(f_j^t(\cdot) \leq 0) > \eta, \forall j \quad (3)
\]

I.e. a control $u$ is required which moves the distribution to the left of zero. Figure 2 shows how the shape of the distribution can be manipulated by $u$ to obtain a desired distributional shift.

D. Problem Formulation

We formulate the collision avoidance problem as an optimization problem. For every obstacle, we satisfy the chance constraints while optimizing a trajectory following cost.

\[
\begin{align*}
  \arg\min_{u_t} J(u_t) = \|\dot{x}_t - d'x_t\|^2 + \|u_t\|^2 \quad (4a) \\
  \text{subject to } \Pr(f_j^t(\cdot) \leq 0) > \eta, \forall j, \quad u_t \in \mathcal{C} \quad (4b)
\end{align*}
\]

where, $d'x_t$ is some desired velocity that the robot needs to attain at time $t$ and $\mathcal{C}$ is the set of feasible control commands.

IV. METHODOLOGY

We now present the method to sample the set of feasible controls, $\mathcal{C}$, for a non-holonomic robot. We also describe a method to solve the chance constraints presented in [3]. In general, the chance constraint of the form (4b) is intractable and is replaced by surrogate constraints. For non-parametric state and control noise, we model the surrogate constraint as distribution matching problem [3], [4]. From this, we reformulate (4) as

\[
\begin{align*}
  \arg\min_{u_t} J(u_t) + \lambda L_{dist}(P(f_j^t(u_t)), P_{des}(f_j^t)), u_t \in \mathcal{C} \quad (5)
\end{align*}
\]

where, $\lambda$ is the weight for $L_{dist}$, $L_{dist}$ is a metric of similarity between the two given distributions, $P(f_j^t)$ and $P_{des}(f_j^t)$. $P_{des}(f_j^t)$ is a desired distribution which avoids the collision with $\eta \rightarrow 1$. Here, we fold the chance constraint into the main cost function and manifest a surrogate distribution matching cost [3], [4]. It should be noted that we do not have access the parametric form of the distributions of $P(f_j^t)$ and $P'(f_j^t)$ but we assume access to the samples of the same. We elaborate on the desired distribution in section IV-A. We describe the method to sample the feasible set of controls $u_t \in \mathcal{C}$ in section IV-B.

A. Desired Distribution

A control input that can shape the distribution of constraints to have an appropriate shape, e.g. appropriate mass to the left of zero as shown in the Figure 2 is a solution of the chance constrained optimization. The solution distribution should be as similar as possible to the desired distribution in aspects such as the similarity around the tail of the distribution. To put it more simply, the desired distribution is an estimate of how the solution distribution might look like. Thus, given a feasible chance-constrained optimization there always exists a desired distribution. However, the essential question one should ask is whether we can always construct such a desired distribution. The construction of the desired distribution is equivalent to solving the following deterministic optimization problem for $u_t^{nom}$

\[
\begin{align*}
  u_t^{nom} &= \arg\min_{u_t} J(u_t) \quad (6a) \\
  f_j^t(u_t^{nom}) &\leq 0, \quad \forall u_t \in \mathcal{C} \quad (6b)
\end{align*}
\]

The different $f_j^t(u_t^{nom} \cdot)$ computed for $u_t^{nom}$ obtained from (6a)-(6c) are precisely the samples of the desired distribution $P_{des}(f_j^t)$. A desired distribution can be constructed as long as we can solve (6a)-(6c). In other words, the construction guarantee of the desired distribution is tied to the existence guarantee of solution of (6a)-(6c). Now, since $f_j^t(\cdot)$ represents the velocity obstacle function, (6a)-(6c) represents a non-convex optimization problem for which absolute solution guarantees are intractable to obtain. Thus, instead we focus on the conditions under which a solution to (6a)-(6c) is likely to be obtained. 

Assumption 1: A $u_t^{nom}$ exists such that $f_j^t(u_t^{nom}) \leq 0$. 

Fig. 2: The shape of the distribution can be manipulated by $u$. An appropriate shape is one where most of the probability distributions mass lies to the left of $f_j^t = 0$. 

![Fig. 2: The shape of the distribution can be manipulated by u. An appropriate shape is one where most of the probability distributions mass lies to the left of $f_j^t = 0$.](image-url)
Assumption 1 essentially means that a collision avoidance control can be obtained if we disregard the uncertainty and just consider the mean. This is a fair assumption since velocity obstacle is indeed known to produce collision-free motion in the deterministic case with a very high success rate [7]. Now, the solution computed with respect to the mean would always result in some non-zero probability. For example, if the uncertainty is Gaussian, the control input computed based on the mean of uncertainty will lead to a collision-free motion in the deterministic case with a very high success probability of collision avoidance. This, in turn, implies that there would always be samples around the mean that will be collision-free with respect to the control input computed considering just the mean of the uncertainty. Thus, it is likely that if we choose samples \( \{x_i, (\omega^d_i, \omega^s_i)\} \) within a ball of radius \( \epsilon \) of the mean uncertainty, we would obtain a solution for \( f^d_{\epsilon} \) and hence can construct the desired distribution.

The desired distribution can be constructed as long as the solution to the deterministic counterpart of (4) can be obtained with respect to the motion in the deterministic case with a very high success rate [19], [3]. Formulating a workaround using the concept of embedding distributions in Reproducing Kernel Hilbert Space (RKHS) and Maximum Mean Discrepancy (MMD) distance.

\[
\mathcal{L}_{dist}(x, y) = K_{xx} - 2K_{xy} + K_{yy} \tag{8a}
\]
\[
K_{xx} = \alpha_1 \omega_{xx} \tag{8b}
\]
\[
K_{xy} = \alpha_1 \omega_{xy} \tag{8c}
\]
\[
K_{yy} = \alpha_1 \omega_{yy} \tag{8d}
\]
\[
k_d(x, x) = (aL_n + 1) \tag{8e}
\]
\[
k_d(x, y) = (aM_n + 1) \tag{8f}
\]
\[
k_d(y, y) = (aM_n + 1) \tag{8g}
\]
where, \( L \) and \( M \) are number of samples from respective distributions of the random variables \( x \) and \( y \). \( k_d(\cdot) \) represents a polynomial kernel of degree \( d \). \( \alpha \) and \( \beta \) are the weights vectors corresponding to \( W_x \) and \( W_y \). For \( i.i.d \) samples, \( \alpha \) and \( \beta \) take the values given in (9).

\[
\alpha = \beta = \frac{1}{n} \mathbf{1}_{n \times 1} \tag{9}
\]

2) Collision Avoidance: Algorithm 2 describes the procedure to obtain an optimal control, \( u^opt \), that avoids the obstacles under uncertainty at time \( t \).

Essentially, we take steps between the bounds on the magnitude of angular velocities and the bounds of the magnitude of linear velocities to get \( N_v \) samples of linear velocities and \( N_\omega \) samples of angular velocities. All combinations of the sampled linear and angular velocities are used to generate the set of feasible controls \( C \). The number of steps is chosen to ensure adequate coverage of the sample space of velocities that the ego vehicle can take.

C. Solving Collision Avoidance Chance Constraints

1) Distribution matching: A probability distribution is defined by its moments. From [18], for given random variables \( x \) and \( y \), the distributions of \( x \) and \( y \) become more similar as the higher-order moments become similar.

\[
\|P(x) - P(y)\| \leq B(d), B(d) \to 0, d \to \infty \tag{7}
\]

where, \( d \) refers to the order up to which the moments of \( P(x) \) and \( P(y) \) are similar. To the best of our knowledge, there is no method to deduce the exact mapping between the similarity of the distribution and order of moment to match starting from the first moment. Taking the concepts from [19], [3] formulates a workaround using the concept of embedding distributions in Reproducing Kernel Hilbert Space (RKHS) and Maximum Mean Discrepancy (MMD) distance.

\[
\mathcal{L}_{dist}(x, y) = K_{xx} - 2K_{xy} + K_{yy} \tag{8a}
\]
\[
K_{xx} = \alpha_1 \omega_{xx} \tag{8b}
\]
\[
K_{xy} = \alpha_1 \omega_{xy} \tag{8c}
\]
\[
K_{yy} = \alpha_1 \omega_{yy} \tag{8d}
\]
\[
k_d(x, x) = (aL_n + 1) \tag{8e}
\]
\[
k_d(x, y) = (aM_n + 1) \tag{8f}
\]
\[
k_d(y, y) = (aM_n + 1) \tag{8g}
\]

where, \( L \) and \( M \) are number of samples from respective distributions of the random variables \( x \) and \( y \). \( k_d(\cdot) \) represents a polynomial kernel of degree \( d \). \( \alpha \) and \( \beta \) are the weights vectors corresponding to \( W_x \) and \( W_y \). For \( i.i.d \) samples, \( \alpha \) and \( \beta \) take the values given in (9).

\[
\alpha = \beta = \frac{1}{n} \mathbf{1}_{n \times 1} \tag{9}
\]

V. RESULTS AND DISCUSSION

All simulations were carried out on a commodity laptop with MATLAB as the simulation engine. The robot’s state was evolved according to unicycle kinematics. Non-Gaussian and at times multi-model distributions were used to model the robot’s state, velocity and control noise and the state and velocity noise of the dynamic obstacles and participants.
These distributions are shown in Figure 3. Twenty-five samples for robot and obstacle each were used to model the uncertainty in the state, velocity and actuator controls where the samples were drawn from a Pearson distribution.

### A. Qualitative Results

Figure 4 shows the various stages in an obstacle avoidance in the presence of two and five obstacles. For every snapshot where we are performing an avoidance manoeuvre we show below it the desired distribution of collision cones in black and the current distribution in blue for the closest obstacle. When a majority of samples of the robot are colliding with samples of the obstacles this distribution tends to be on the right side of the coordinate axis. Progressively as the obstacle gets avoided the collision cone distribution moves to the left of the y axis and as can be seen in Figure 4 coincides largely in its moments (such as the mean) with the desired distribution. Also shown in the top part of the distribution plots, is a horizontal bar whose length shows the number of samples of the obstacle distribution that are avoided. By showcasing the ability of the algorithm where many samples of the ego robot is able to avoid many samples of the obstacles and for many such obstacles we verify its efficiency. In these figures the obstacle is shown in a shade of orange, the robot in blue; the mean sample is shown dense in their respective colours whereas the other samples are shown by the circles whose interiors are unfilled.

### B. Ablation Studies

As the RKHS hyper-parameter $d$ increases higher order moments of the distributions strive to match each other as shown in 5d, 5e, 5f. This results in enhanced collision avoidance at the cost of increasing trend in conservativeness of the maneuver. We show this for a robot avoiding single obstacle in Figures 5a 5b 5c. Figure 5a depicts the scenario for $d = 1$ where the agent gets close enough to the obstacle and not all samples of the obstacles are avoided. As $d$ increases to $d = 2$, $d = 3$ more samples of the obstacles are avoided by the robot samples as seen in Figures 5b, 5c. However the conservativeness of the maneuver depicted in terms of deviation from the optimal path (straight line) also increases with increasing $d$ as shown in the bar chart of Figures 6. We further compare with the following 2 formulations. In the first one the collision cone distribution is obtained by further linearization of the Gaussian distributions [20]. In the second one the mean and variance are derived from the Gaussian approximation of the noise. Then we construct the surrogate chance constraint along the lines of [11], [8]. We can see that we are consistently better than them with respect to both the control cost and the deviation in 6.
Fig. 4: Obstacle avoidance in the presence of 2 obstacles and 5 obstacles. For every snapshot in which we are executing an avoidance maneuver we show below it the desired distribution of collision cones in black and the current distribution in blue for the closest obstacle.
Fig. 5: 5a, 5b, 5c are the snapshots of the collision avoidance simulation for $d = 1, 2, 3$ respectively. An increase in $d$ results in an increase in the clearance between the robot and the obstacles. The increased clearance in turn results in an improvement to the probability of collision avoidance. 5d, 5e, 5f are the distributions of velocity obstacles $P(f_j(u_t))$ obtained after solving the RKHS based approach for different values of $d$. We see that as $d$ increases more of the tail end starts to match which is also shown by the increasing values of $\eta$.

Fig. 6: 6a shows the average control cost 6b shows the average deviation from the optimal trajectory 6c shows the time taken to avoid. All costs were obtained with different methods for collision avoidance of a single obstacle observed across $n$ different instances. The proposed RKHS formulation consistently results in a lower cost more optimal solution compared to the listed baseline approaches. Furthermore, the approach based on surrogate constraints is often infeasible for higher $\eta$.

Fig. 7: 7a shows the average control cost 7b shows the average deviation from the optimal trajectory 7c shows the time taken to avoid. All costs were obtained with different methods for collision avoidance of the given number of obstacle observed across $n$ different instances. The proposed RKHS formulation consistently results in a lower cost more optimal solution.
C. Quantitative Comparisons

In this section, we compare the proposed RKHS formulation vis-à-vis with a chance constrained linearized formulation which approximates the non-parametric distribution by Gaussian models as described in Section V-B. The comparisons are shown in the bar plots of Figure 7b which compares over deviations in trajectory length from the optimal trajectory whereas Figure 7a compares over the L2 norm of control or actuator costs. The bar coloured in blue in each bar plot represents the proposed formulation for \( d = 3 \), while the bar coloured in orange is for the method of linearization. Figures 7a, 7b and 7c show the respective comparisons for the cases of one, two and three obstacles between the proposed method and the linearized method.

It is evident from these plots that the RKHS formulation outperforms our baseline on both trajectory deviations and control costs. Thus the qualitative results and the quantitative comparisons vindicate the efficacy of the proposed method. Additional results based on the proposed method can be found at https://robotics.iiit.ac.in/publications/2020/non-holonomic-collision-avoidance-hilbert-space.html.

VI. Conclusion

This paper proposed a novel formulation based on Reproducing Kernel Hilbert Space embedding of non-parametric agent and obstacle distributions and gainfully employed it to solve the problem of the ego agent avoiding several dynamic obstacles under the duress of non-parametric state, velocity, and actuator noise. Specifically, the formulation was validated for a kinematically constrained agent whose state evolves according to unicycle kinematic. Performance gain across various parameters such as trajectory length and time were shown with respect to two formulations first where the collision cone distribution is obtained by further linearization of the Gaussian distributions with respect to state and velocity variables and the second method where the collision cone distribution is not analytically computed but its mean and variance are derived from the Gaussian approximation which is then used to construct the surrogate chance constraint. To the best of the authors’ knowledge, this is the first such paper to have attacked this problem.
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