Machine-learning scoring functions for structure-based drug lead optimization
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Abstract
Molecular docking can be used to predict how strongly small-molecule binders and their chemical derivatives bind to a macromolecular target using its available three-dimensional structures. Scoring functions (SFs) are employed to rank these molecules by their predicted binding affinity (potency). A classical SF assumes a predetermined theory-inspired functional form for the relationship between the features characterizing the structure of the protein–ligand complex and its predicted binding affinity (this relationship is almost always assumed to be linear). Recent years have seen the prosperity of machine-learning SFs, which are fast regression models built instead with contemporary supervised learning algorithms. In this review, we analyzed machine-learning SFs for drug lead optimization in the 2015–2019 period. The performance gap between classical and machine-learning SFs was large and has now broadened owing to methodological improvements and the availability of more training data. Against the expectations of many experts, SFs employing deep learning techniques were not always more predictive than those based on more established machine learning techniques and, when they were, the performance gain was small. More codes and web servers are available and ready to be applied to prospective structure-based drug lead optimization studies. These have exhibited excellent predictive accuracy in compelling retrospective tests, outperforming in some cases much more computationally demanding molecular simulation-based methods. A discussion of future work completes this review.
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1 | INTRODUCTION

Molecular docking is an important method in the domain of computer-aided drug design. It can be utilized to generate three-dimensional (3D) conformations of small-organic molecules as bound to a macromolecular target (pose generation) or to predict which of these conformations are closer to that of a cocrystallized molecule (native pose prediction). The target is often a protein, although other macromolecules like DNA can also be targeted by small molecules. When the modulation of the target function exerted by the bound molecule triggers a medicinal effect in the organism, the target is called therapeutic.

Docking is often adapted to predicting the binding affinities of protein–ligand complexes from their X-ray crystal structures, a problem known as binding affinity prediction (BAP). While the latter permits reducing confounding factors to a minimum (e.g., pose generation error does not have to be considered in crystal structures), it has the disadvantage of being suboptimal to discriminate nonbinding molecules (nonbinders). The latter is crucial for structure-based virtual screening (SBVS), where the goal is to identify binders within compound libraries containing a far larger proportion of nonbinders. It is also important for structure-based lead optimization (SBLO), where the objective is typically to identify the most potent molecules among those with similar chemical structure to a drug lead. In either case, a scoring function (SF) is required to estimate the binding strength of a putative protein–ligand complex, as a surrogate of ligand bioactivity (e.g., inhibition of the molecular function of the target by the ligand). The accuracies of SFs arguably remain the major limitation for the reliability of these docking applications.

SFs can be categorized into two classes: classical SFs and machine-learning SFs. A classical SF assumes a predetermiined theory-inspired functional form for the relationship between the features characterizing the protein–ligand complex and its predicted binding affinity. This relationship is almost always assumed to be linear. However, many complexes will not conform to this strong modeling assumption and hence less accurate predictions will be obtained in those cases. In contrast, approaches based on machine learning (ML) circumvent the limitation of imposing a fixed functional form for the SF, which is learnt instead from training data. ML-based SFs are thus capable of implicitly capturing intermolecular binding interactions that are hard to model explicitly. A broader introduction to ML-based SFs can be found in a previous review (see for instance Figures 1–3 there).

2 | WHY IS THIS REVIEW TIMELY?

Predicting the binding strength of small molecules to a macromolecular target is one of the most challenging open problems in computational molecular science. It is thus exciting to see the latest progress made in the past 4 years since our last review in this area. ML-based SFs are now sometimes called artificial intelligence (AI)-based SFs, following the widespread switch of nomenclature from ML to AI. This rebranding was motivated by the breakthroughs of deep learning (DL), a subfield of ML, on problems from other disciplines. DL techniques such as deep convolutional neural network (CNN) achieved outstanding accuracy at image recognition and deep recurrent neural network (RNN) were also found to be very powerful in speech recognition. This review will analyze the level of improvement introduced by DL in BAP in comparison with more established ML methods.

Progress also includes the application of recent ML techniques such as eXtreme gradient boosting (XGBoost), more suitable featurization schemes and studies investigating how well ML-based SFs perform at SBLO. The number of targets for which a ML-based SF has demonstrated top performance is continuously growing. Last but not least, the work of those gathering and curating protein structure and bioactivity data (Table 1) cannot be praised enough. Larger datasets are beneficial for ML training and result in better predictions across targets, even without any further algorithmic or featurization improvements.

Excellent reviews analyzing the success of ML-based SFs have been recently presented. For example, Hou and coworkers reviewed ML-based SFs by the employed ML algorithm, with particular attention to DL approaches. Another example is the particularly comprehensive review on the application of AI to computer-assisted drug discovery presented by Schneider, Yang and coworkers. Reviews have also been presented about the application of ML to quantitative structure–activity relationship (QSAR) modeling as well as proteochemometric modeling. While these are different research topics, they share important commonalities with structure-based ML-based SFs that warrant following their developments.
Our review is instead organized by BAP application, not by ML algorithm, to clarify the progress introduced by ML-based SFs on each application. We paid particular attention to SBLO, the most important application of SFs for BAP. By contrast, SFs for SBVS are out of the scope of this review. The latter research topic has also experienced strong growth and thus requires a dedicated review to analyze its differential circumstances (the use of ML classifiers instead ML regressors, the high proportions of nonbinders, the unreliability of established benchmarks, the much higher size, and chemical diversity of test sets). Some of the specific questions that we will address in this review are:

- To which extent are ML-based SFs better than classical SFs on multitarget test sets?
- To which extent are ML-based SFs better than classical SFs on single-target test sets?
- How have these SFs been applied to SBLO?
- Which codes are freely available for each of these applications?
- Predictive target-specific ML-based SFs have been achieved: for which targets and requiring what training set sizes?
- There were very high expectations about the application of DL algorithms: are the resulting SFs consistently better than SFs using other ML algorithms?

The rest of the article is organized as follows. Section “Generic machine-learning SFs for binding affinity prediction” reviews generic ML-based SFs to predict binding affinity for diverse protein–ligand complexes spanning multiple targets. Section “Family-specific machine-learning SFs for binding affinity prediction” explores the application of generic SFs as well as development of ML-based SFs tailored to a protein family of interest (or a particular target within a family), with particular attention to how these can be used for SBLO prospective applications. Last, section “Conclusions” summarizes the current state and future prospects of this research topic.

### 3 | GENERIC MACHINE-LEARNING SFS FOR BAP

This section overviews studies predicting the binding affinities of protein–ligand complexes from multiple targets using their X-ray crystal structures. A recent review has grouped the performance of these SFs by the employed test benchmark.\(^\text{19}\) Given that there are subtle differences between studies regarding training set composition and SF implementation, we focus instead on direct comparisons of different SFs within the same study.

Table 1 compiles common benchmarks for assessing the performance of SFs at various tasks. Generic SFs are usually benchmarked on PDBbind datasets. The first benchmark using PDBbind data was initially unnamed,\(^\text{23}\) it was thus named the PDBbind benchmark in its first application to assess ML-based SFs.\(^\text{10}\) Later, PDBbind authors renamed it CASF-2007 while they presented CASF-2013.\(^\text{24}\) To date, three versions of comparative assessment of scoring functions (CASF) have been constructed: CASF-2007,\(^\text{23}\) CASF-2013,\(^\text{24}\) and CASF-2016\(^\text{25}\) (these use the core sets of PDBbind v2007, v2013, and v2016 as test sets, respectively). Evaluating the performance of a generic SF at BAP corresponds to the scoring power test of CASF. The most widely used performance metric is the Pearson correlation coefficient ($R_p$) between the predicted and the measured binding affinities, so we will primarily report this metric. If $R_p$ is not reported, we will use Spearman correlation coefficient ($R_s$) instead.

As expected in 2015,\(^\text{9}\) there have been applications of deep neural network (DNN) for the development of SFs. For instance, Sirimulla and coworkers developed a DNN-based SF, DLSCORE,\(^\text{33}\) by using an ensemble of fully connected neural
networks (NNs). DLSCORE was trained and tested on a partition of the PDBbind v2016 refined set. It employed 348 descriptors generated by the BINANA软件，which identifies ligand and protein atoms within a distance of 2.5–4.0 Å between them, as well as electrostatic interactions, binding pocket flexibility, hydrogen bonds, salt bridges, rotatable bonds, π interactions, among others. A 10-fold cross validation was performed. The best 10 networks based on $R_p^2$ (the square of the Pearson’s correlation coefficient) on the validation set were aggregated to construct DLSCORE, which yielded a $R_p^2$ of 0.82 on the test set. On the same set, NNScore 2.0 and Vina36 obtained a $R_p$ of just 0.21 and 0.15, respectively.

A salient characteristic of DNN is that it builds a sophisticated neural network with a large number of hidden layers and neurons. However, like other ML approaches such as random forest (RF) and support vector machine (SVM), DNN still relies on feature engineering, where expert knowledge is required to describe or represent molecules with fixed-length feature vectors. The use of CNN, on the other hand, has made it possible to generate features directly from the crystal structure of a complex, thus permitting automatic extraction of features that are not readily encoded in simplified potentials, such as hydrophobic enclosure or surface area dependent terms, and features that have not been acknowledged as informative or relevant by existing SFs. CNN arranges its neurons spatially, and only connects locally to the output of the previous layer. Therefore, a CNN is particularly suited to exploit data instances whose components are arranged spatially (e.g., protein and ligand atoms in 3D space).

Wei and coworkers combined the element-specific persistent homology (ESPH) method and CNN to develop a multichannel topological NN, TopologyNet.37 This was the basis of TNet-BP, a deep CNN-based SF for BAP. The 3D complex geometry was represented by topological invariants, which helped to reduce the dimensionality of 3D biomolecular data. The element-specific persistent barcodes were transformed to a one-dimensional (1D) image-like representation with multiple channels. A CNN comprising a few 1D convolution layers and some fully connected layers was used to obtain higher level features from topological images which were used for regression. TNet-BP achieved $R_p = 0.826$ on the PDBbind v2007 core set and $R_p = 0.810$ on the v2016 core set.

Jiménez et al. utilized 3D CNN to devise KDEEP.38 A 3D voxel representation of both the protein and the ligand was generated using a van der Waals radius for each atom type, which in turns gets assigned to one of the eight pharmacophoric-like property channels (hydrophobic, hydrogen bond donor or acceptor, aromatic, positive or negative ionizable, metallic, and total excluded volume). The descriptors were computed on a fixed 24 Å³ subgrid centered at the ligand’s centroid, thereby capturing a neighborhood of the binding site in practice. Evaluated on the PDBbind v2016 core set, KDEEP obtained $R_p = 0.82$. Nevertheless, when evaluated on four CSAR datasets, it obtained an average $R_p$ of just 0.59, lower than that of RF-Score v3 (0.70) and X-Score (0.61). When evaluated on several congeneric series of target-bound molecules, KDEEP still performed worse than RF-Score v3 on four of the nine blind targets (MCL1, p38, Tyk2, and TRK-Kinase), although KDEEP yielded an average $R_p$ of 0.38, higher than that of RF-Score v3 ($R_p = 0.28$).

Siedlecki and coworkers developed a CNN-based SF called Pafnucy,41 in which the protein–ligand complex is represented by a 3D grid for the DNN model to utilize a 3D convolution to produce a feature map. The complex was cropped to a defined size of 20 Å cubic box centered at the ligand’s centroid. The positions of heavy atoms were discretized using a 3D grid with 1 Å resolution. In this way, each point was represented by a four-dimensional (4D) tensor where the first three dimensions define the coordinates of the atom and the last dimension defines a vector of 19 features used to describe an atom, including atom type, hybridization, valence, hydrophobic and aromatic properties, and partial charges. To process the input, which is a molecular complex represented as a 4D tensor, the neural network consisted in three 3D convolutional layers followed by max pooling layers and three fully connected layers. Trained on 11,906 complexes from the PDBbind v2016 general set, Pafnucy achieved $R_p = 0.70$ on CASF-2013, $R_p = 0.78$ on CASF-2016, and $R_p = 0.57$ on the independent Astex Diverse Set. These results were better than those of X-Score,42 which obtained $R_p = 0.61$ and $R_p = 0.52$ on the CASF-2013 scoring power benchmark and the Astex Diverse Set, respectively.

Pande and colleagues proposed PotentialNet,43 a graph CNN (GCN)-based SF. The staged PotentialNet comprises three main steps (covalent-only propagation, dual noncovalent and covalent propagation, and ligand-based graph) to achieve feature learning. The input descriptors covered atom types, bonds, and spatial distances of atoms. Evaluated on CASF-2007, PotentialNet obtained $R_p = 0.822$, better than RF-Score v1 (0.783). Note that less old versions of RF-Score obtain higher performance on the same test set ($R_p = 0.803$), which provides a better appraisal of the improvement introduced by PotentialNet (+0.019 $R_p$). By contrast, the performances of classical SFs range from 0.22 to 0.64 on the same test set.23 Incidentally, on the agglomerative sequence cross validation split, PotentialNet obtained an $R_p$ of 0.700, worse than that of RF-Score v1 (0.732). This is a reminder that the relative performance of SFs can substantially depends not only on the dataset, but also on how it is split.
Ashtawy and Mahapatra\textsuperscript{44} conducted a comprehensive assessment of the scoring power of classical and ML-based SFs across both diverse and protein-family-specific benchmark test sets using a common diverse set of features. Physicochemical and geometrical features used by X-Score, AffiScore\textsuperscript{45} and RF-Score v1 were extracted and combined. Six regression techniques were utilized, including multiple linear regression (MLR), multivariate adaptive regression splines (MARS), k-nearest neighbors (kNN), SVM, RF, and boosted regression trees (BRT). The best ML-based SF turned out to be RF::XR, which obtained $R_p = 0.806$ on the PDBbind v2007 core set, whereas $R_p = 0.644$ was obtained by the best classical SF X-Score.\textsuperscript{23}

Expanding from their previous work, Ashtawy and Mahapatra developed two new SFs based on bagging (BgN-Score) and boosting (BsN-Score)\textsuperscript{46} ensembles of NN models. These SFs used combinations of the terms from X-Score, AffiScore,\textsuperscript{45} GOLD,\textsuperscript{47} and RF-Score v1 as features. Evaluated on the PDBbind v2007 core set, BgN-Score led to $R_p = 0.804$ and BsN-Score produced $R_p = 0.816$. These ensemble SFs were also more accurate than SFs based on a single nondeep NN ($R_p = 0.675$).

Khamis and Gomaa proposed 12 ML-based SFs and evaluated them on the PDBbind v2013 core set.\textsuperscript{48} They employed a range of ML algorithms, including RF, BRT, kNN, NN, or SVM. The features were initially 108 terms from RF-Score, BALL,\textsuperscript{49} X-Score,\textsuperscript{40} and SLIDE.\textsuperscript{50} Principal component analysis (PCA) was performed to reduce the dimensionality of the input set of features to just 17 principal components. The resultant SFs (with @ML suffix) were assessed and compared to 20 classical SFs. In the scoring power test, RF@ML, BRT@ML, and kNN@ML obtained a $R_p$ of 0.704, 0.694, and 0.672, respectively, versus 0.614 achieved by the best classical SF (X-Score).\textsuperscript{45}

Pires and Ascher developed CSM-lig,\textsuperscript{51} a web server for protein–ligand BAP that encompasses protein and ligand complementarity in terms of shape and chemistry via a class of graph-based structural signatures called cutoff scanning matrix (CSM) to describe the 3D environment of proteins and small ligands. Atoms were labeled with eight pharmacophore types based on their physicochemical characteristics. A cumulative distribution of distances between atoms per pharmacophore pair was generated. Complementary small molecule properties were also considered. With these two sets of information, Gaussian processes (GP) was employed to train CSM-Lig, which achieved $R_p = 0.751$ on the PDBbind v2007 core set, $R_p = 0.80$ on the v2013 core set, and $R_p = 0.71$ on the v2014 core set.

Wei and coworkers developed a topology-based binding prediction method, T-Bind,\textsuperscript{52} by combining the ESPH method and gradient boosting decision tree (GBDT) regression. ESPH retains important chemical and biological information while dramatically reducing biomolecular complexity. The features generated from element-specific topological fingerprints using binned barcode representation were fed to GBDT. T-Bind achieved $R_p = 0.818$ on the PDBbind v2007 core set, $R_p = 0.767$ on the v2013 core set, and $R_p = 0.775$ on the v2015 core set. It was suggested that protein–ligand hydrophobic interactions are extended to 40 Å away from the binding site.

De Azevedo and colleagues developed SAnDReS,\textsuperscript{53} a computational tool for statistical analysis of docking results and development of SFs. SAnDReS offers several ML regression methods, including least absolute shrinkage and selection operator (LASSO), Ridge, Elastic net, their cross validation version, Ordinary Linear Regression, and stochastic gradient descent (SGD). With this in-house tool, Bitencourt-Ferreira and de Azevedo\textsuperscript{54} compiled a dataset of 48 high-resolution crystallographic structures for which binding data were available. The energy terms of SFs from AutoDock Vina,\textsuperscript{36} AutoDock4,\textsuperscript{55} and MolDock\textsuperscript{56} were employed to build a series of ML-based SFs using SAnDReS.\textsuperscript{53} Results showed that a polynomial equation with coefficients determined by elastic net with cross validation obtained the best performance with $R_s = 0.886$ versus $R_s = 0.746$ obtained by Vina.

Using RF-Score v3 features, Li et al. generated XGB-Score,\textsuperscript{37} the first SF employing XGBoost, which is an implementation of GBDT designed for increased speed and performance. They investigated how the accuracy of XGB-Score varies with training set size, and observed that like RF-Score v3, XGB-Score also improves with training set size while outperforming classical SFs. XGB-Score,\textsuperscript{37} RF-Score v3,\textsuperscript{39} X-Score, Vina, and Cyscore\textsuperscript{58} produced an average $R_p$ of 0.806, 0.800, 0.643, 0.596, and 0.657, respectively, on CASF-2007 (the maximum test $R_p$ was 0.815 by XGB-Score).

Li et al. revised RF-Score v1 to RF-Score v3 by expanding the set of features to include energy terms from Vina.\textsuperscript{36} By following a ML approach, the accuracy of Vina was strongly improved. The factors responsible for this improvement and their generality were analyzed. Importantly, with the help of a proposed time-stamped benchmark, this improvement was demonstrated to grow larger as more data becomes available for training RF models, as regression models implying additive functional forms did not improve with more training data. Additional studies have shown how other classical SFs improve by substituting their predetermined functional form with a ML method.\textsuperscript{57,59–61} For instance, Afifi and Ali-Sadek\textsuperscript{59} attempted to improve the prediction performance of four SFs (X-Score, Vina, AutoDock4, and RF-Score v1) by both replacing the linear regression model with RF and combining SFs into hybrid ones. Evaluated on the PDBbind v2016 core set, RF-Score v1 achieved the best performance with $R_p = 0.808$, followed by X-Score HP, Vina,
and AutoDock, which obtained $R_p = 0.656$, $R_p = 0.646$, $R_p = 0.573$, respectively. After substituting RF, the latter three SFs led to increased performance with $R_p = 0.672$, $R_p = 0.711$, $R_p = 0.672$, respectively. AutoDock and Vina benefited considerably from such algorithmic substitution, whereas X-Score had only a slight improvement. Six hybrid RF-based SFs combining the features of two individual SFs were also evaluated, among which the hybrid SF combining AutoDock and RF-Score v1 performed the best with $R_p = 0.824$.

Wang and Zhang$^{62}$ observed that those ML-based SFs designed for BAP (scoring) did not perform so well on other tasks (docking, screening). They further showed that it is possible to build a ML-based SF that excels at all three tasks: $\Delta_{\text{vina}} R_p^{20}$, which employs RF and 10 features related to pharmacophore-based solvent-accessible surface area plus the 10 terms from AutoDock Vina score. To better estimate binding affinities for structures having weak binding, the initial training set of 3,336 crystal structures with weak binding affinities was supplemented with 3,322 computationally generated structures (synthetic data). As a result, $\Delta_{\text{vina}} R_p^{20}$ obtained $R_p = 0.686$ and $R_p = 0.732$ for the CASF-2013 and CASF-2007 benchmarks, respectively. Subsequently, these authors realized two limitations of $\Delta_{\text{vina}} R_p^{20}$: (a) receptor-bound water molecules were not considered, despite the analysis by a previous study$^{63}$ that over 85% protein–ligand complex structures have at least one bridging water molecule in the ligand binding site; (b) the change of internal ligand conformational energy was not considered either, which, in addition to the change of intermolecular interactions and solvation, can influence the process for a ligand molecule to adopt a receptor-bound conformation. To address these limitations, an XGB-based SF termed $\Delta_{\text{vina}} \text{XGB}^{64}$ was developed by exploring new features characterizing explicit mediating water molecules and ligand conformation stability. The training set was judiciously enlarged from 6,658 complexes used by $\Delta_{\text{vina}} R_p^{20}$ to 14,406 complexes used by $\Delta_{\text{vina}} \text{XGB}$. The feature set was also expanded from 20 features used by $\Delta_{\text{vina}} R_p^{20}$ to 94 features used by $\Delta_{\text{vina}} \text{XGB}$, including 58 Vina features, 30 bSASA features, plus three features related to water effect, two features related to ligand stability, and one feature related to ions. Tested on CASF-2016, $\Delta_{\text{vina}} \text{XGB}$ obtained a higher $R_p$ than $\Delta_{\text{vina}} R_p^{20}$ and Vina (0.796 vs. 0.732 and 0.604, respectively).

Wei and coworkers proposed a feature functional theory-binding predictor (FFT-BP),$^{65}$ which uses six categories of microscopic features derived from physical models, including Poisson Boltzmann theory, nonpolar solvation models, and components in molecular mechanics poisson-boltzmann surface area and quantum models. Multiple additive regression tree (MART), also named GBDT, was used for ranking the nearest neighbors via microscopic features. FFT-BP obtained $R_p = 0.80$ on the PDBbind v2007 core set, and $R_p = 0.78$ on the v2015 core set. In another study, these authors postulated that ligand-binding-induced reduction of protein flexibility, or rigidity strengthening, plays a unique role in protein–ligand binding. They considered nothing but protein rigidity change upon ligand binding, quantified by the element-specific rigidity indices calculated from interatomic distances. These rigidity indices were used as features and combined with RF in model development to generate RI-Score,$^{66}$ which achieved $R_p = 0.803$ on the PDBbind v2007 core set, $R_p = 0.782$ on the v2013 core set, and $R_p = 0.815$ on the v2016 core set. They concluded that flexibility reduction or rigidity enhancement is a mechanism in protein–ligand binding, with contributing interactions from the nearest four layers of residues.

As Wang and Zhang,$^{62}$ Ashtawy and Mahapatra$^{67}$ pointed out the limited predictive accuracies of generic binding affinity-based SFs when applied to docking and screening. Hence they employed a task-specific strategy and developed specific ML-based SFs for each of the three tasks. For the task of BAP, they developed BT-Score, an ensemble of 4,000 BRT looking at 2714 features and trained with 3,000 complexes. This large set of descriptors comes from several popular SFs such as AffiScore,$^{45}$ Vina, CyScore,$^{58}$ DSX,$^{68}$ RF-Score v1, X-Score, and others. BT-Score reproduced binding affinity of out-of-sample test complexes with $R_p = 0.827$ on the PDBbind v2014 core set, while RF-Score v1 obtained $R_p = 0.725$, and X-Score obtained $R_p = 0.627$. Moreover, a novel multitask DNN (MT-Net) was proposed to simultaneously tackle the three tasks. Its performance was shown to be superior to classical SFs and on a par with or better than models based on single task neural networks. More recently, Nguyen and Wei$^{69}$ have presented a novel algebraic graph learning score, AGL-Score, which was design to excel at multiple tasks. AGL-Score employs multiscale weighted colored subgraphs to describe crucial molecular and biomolecular interactions in terms of graph invariants derived from graph Laplacian, its pseudoinverse, and adjacency matrices. The eigenvalues and eigenvectors computed from these matrices were used as features to characterize the biological and physical interactions of molecules. Coupled with GBDT, AGL-Score achieved some of the best performances on scoring power benchmarks ($R_p = 0.830$ on CASF-2007, $R_p = 0.792$ on CASF-2013, and $R_p = 0.833$ on CASF-2016).

Wei and coworkers also investigated the impact of featurization (i.e., translating the 3D structures of biomolecules to features) on SF performance. Despite the powerful capability of DL for automatic extraction of features from original inputs such as images, DL-based SFs taking biomolecules as inputs are not as competitive as some ML-based SFs with carefully designed features, due to the intrinsic complexity of biomolecules. To this end, they introduced a number of
algebraic topology approaches to characterize biomolecular complexes. With topological fingerprints generated from multicomponent persistent homology, multilevel persistent homology, and electrostatic persistence, they employed GBDT to build TopBP-ML(complex) and CNN to generate TopBP-DL(complex), and their consensus TopBP(complex).\textsuperscript{70} Evaluated on the PDBbind v2007, v2013, v2015, and v2016 core sets, TopBP(Complex) exhibited the best performance with $R_p = 0.827, 0.808, 0.812,$ and 0.861, respectively. TopBP-DL(Complex) did not outperform TopBP-ML(complex) on v2007 and v2013 core sets, showing again that DL-based SFs do not necessarily outperform SFs based on other ML algorithms.

Nguyen and Wei introduced differential geometry-based geometric learning (DG-GL) as a representation of biomolecular structures and their interactions.\textsuperscript{71} The idea is to encode chemical, biological, and physical information contained in high-dimensional data into differentiable low-dimensional manifolds, from which latent mathematical representations of the original dataset are then constructed using differential geometry tools. Their DG-GL strategy required only atomic coordinates and element types as its essential input data, without molecular force fields in general. Element interactive curvatures (EICs) generated from the manifolds were used as differential geometry features to GBDD. The resulting SF, EIC-Score,\textsuperscript{71} achieved $R_p = 0.817$ on the PDBbind v2007 core set, $R_p = 0.774$ on the v2013 core set, and $R_p = 0.825$ on the v2016 core set.

Boyles et al.\textsuperscript{72} demonstrated that the inclusion of diverse ligand-based features in ML-based SFs improves their scoring power across multiple targets. A RF-based SF combining RF-Score v3 features with 183 RDKit molecular descriptors achieved $R_p = 0.836, 0.780,$ and 0.821 on the PDBbind 2007, 2013, and 2016 core sets, respectively, compared to $R_p = 0.790, 0.746,$ and 0.814 when exclusively using the features of RF-Score v3. Excluding proteins or ligands that are similar to those in the test sets from the training set had a deleterious effect on scoring power, but did not remove the predictive power of ligand-based features. This result is contrary to that by Schneider et al.,\textsuperscript{73} who found that ligand-based features have lower predictive power than structure-based features, and their combination led to a moderate intermediate accuracy when an RF-based SF was applied on the estrogen receptor alpha (ER\textalpha) target.

In the above studies, the developed SFs were exclusively evaluated on crystal structures of protein–ligand complexes. This approach has the advantage of circumventing the introduction of confounding factors such as pose generation error. Thus, SFs developed in this way should perform well at predicting binding affinities from crystal structures. On the other hand, when a crystal structure with the ligand cocrystallized is unavailable, which is a common scenario, docking has to be performed to generate putative binding poses. There are only a few studies analyzing the prediction of binding affinities from docked poses in the presence of pose generation error. One of these studies is by Li et al.,\textsuperscript{2} who systematically analyzed the influence of this error, measured as the difference between the geometry of the docked pose and that of the same molecule cocrystallized with the considered protein, on BAP across diverse protein–ligand complexes. Against commonly held views, they found that the impact of pose generation error on the scoring power of SFs is generally small. This observation applies to not only ML-based SFs such as RF::VinaElem, but also classical SFs such as MLR::Vina. It was also shown that a substantial part of this error can be corrected if the SF is calibrated on docked poses, rather than on crystal poses as usual. In this way, the relationship between the poses generated by docking software and their binding affinities is directly learned. After this error-correcting procedure, the SF performance becomes pretty close to that of predicting the binding affinity without pose generation error (i.e., on crystal structures). Furthermore, several strategies were assessed, among which those using a single docked pose per ligand obtained better results than those using multiple docked poses per ligand. The SF implementing this error-correcting procedure was termed RF-Score v4.\textsuperscript{2}

Recent controversy over the impact of different ways to partition data into training and test sets has arisen. Li and Yang\textsuperscript{74} measured the training-test set similarity by their constituting protein structures and sequences. Through controlling the similarity cutoff, the original full training set was split to form a series of nested sets, with only training complexes whose proteins are highly dissimilar to those in the test set initially, and subsequently expanded gradually to incorporate similar proteins as well. These nested training sets were also be sorted in the opposite direction, that is, from small sets of highly similar proteins to large sets that also include highly dissimilar proteins, to better understand to what extent such most relevant data could contribute to the performance of SFs. They showed that ML-based SFs failed to outperform classical SFs after removal of training complexes with proteins highly similar to the test proteins, resulting in the conclusion that the remarkable scoring power of ML-based SFs is exclusively credited to the presence of training data most relevant to the test set.\textsuperscript{74} Nonetheless, a subsequent but expanded reanalysis by Li et al.\textsuperscript{75} found issues with this analysis. ML-based SFs were shown to outperform classical SFs even when trained with a moderate percent of dissimilar proteins, suggesting that ML-based SFs owe a considerable part of their remarkable performance to training on complexes whose proteins are dissimilar to those in the test set.\textsuperscript{75} By generating additional nested training
sets with even fewer training complexes, these authors highlighted that classical SFs are unable to exploit large sizes of structural and interaction data, as including a larger proportion of similar complexes to the training set did not make them more accurate. On the contrary, ML-based SFs, regardless of employing either RF or XGB, managed to keep learning from more data and improving performance.

To sum up, Table 2 compiles a list of the above-reviewed ML-based SFs for BAP, along with their ML algorithm, features and benchmarks in use, and their availability. In addition, Figure 1 shows how the best performance on CASF-2007 has been improving with new SFs since this benchmark was presented about 10 years ago. We focus on CASF-2007, instead of more recent benchmarks like CASF-2013, because otherwise some early competitive SFs such as CScore would be missed.

Furthermore, there are some papers that facilitate to start research in this area. Wang and coworkers have presented a protocol to carry out the CASF benchmark. This protocol specifically refers to the CASF-2013 benchmark, enabling evaluation of not only the so-called scoring power (to which this section is dedicated), but also other tasks (“ranking power,” “dockings power,” and “screening power”). Evaluation results of classical SFs implemented in several commercial software packages (including Schrödinger, MOE, Discovery Studio, SYBYL, and GOLD) are provided as reference. In this protocol, the authors provide detailed descriptions of the data files included in the CASF-2013 package and step-by-step instructions on how to conduct the performance tests with the provided ready-to-use computer scripts. A complementary protocol was presented by Wójcikowski et al., a step-by-step explication of how to build and evaluate the original version (v1) of RF-Score using the CASF-2007 benchmark. This paper also points out how to use different data, features, and regression models using either R or Python programming languages.

Last, we have carried out several experiments to show how the future availability of more data is expected to affect the performance of ML-based and classical SFs. Figure 2 shows how ML-based SFs increase performance given more data for training, whereas classical SFs do not. This was carried out by multiple time-wise splits of the PDBbind data, each split sharing the same test set (318 complexes from the v2018 refined set not already included in the v2017 refined set, that is, refined2018-refined2017). Interestingly, this test set is completely new, that is, none of these 318 complexes is included in any of the v2007, v2013, v2014, v2015, v2016, and v2017 refined sets, hence it represents future unseen data. Therefore, the five training sets of increasing data size are exactly the refined sets themselves: refined2007 (N = 1,300), refined2013 (N = 2,959), refined2014 (N = 3,446), refined2015 (N = 3,706), and refined2017 (N = 4,154). Five comparing models are Vina, MLR::Vina, RF::Vina, RF::Elem (analogous to RF-Score v1), and RF::VinaElem (analogous to RF-Score v3). Results show that time-wise splits are somewhat harder than CASF splits for all the tested SFs. Even without improving features or ML algorithms, exploiting more training data results in more accurate BAP of test set complexes.

Beyond protein–ligand complexes, a ML approach to predict protein–protein interactions (PPIs) has also been taken. Here the challenge is to predict the binding strength of two macromolecules. For instance, Li et al. designed an SVM for regression ensemble for protein–protein BAP, which was reported to be substantially more predictive than popular knowledge-based SFs for PPIs. While there are notable differences between this problem and that of protein–ligand BAP (e.g., possibility of using residue–residue features, more flexibility in the ligand protein or much less data available), many concepts and methodologies are transferable. This is explored in a recent review. Furthermore, Han et al. created a new benchmark, named CASF–PPI, specifically for assessing the SFs applicable to protein–protein docking tasks. A high-quality dataset of 273 protein–protein complexes was compiled and employed in both tests. This is based on a larger, non-redundant set of protein–protein complexes with carefully examined 3D structures and experimental binding data. Four SFs were evaluated to demonstrate how the CASF–PPI benchmark may be applied.

### 4 FAMILY-SPECIFIC MACHINE-LEARNING SFs FOR BAP

Tailoring the ML-based SF to the characteristics of a target or a family of targets represents a promising route to improving its performance. The SF can be tailored by training on only those complexes with the considered target. Another way to tailor SFs to a target is identifying the most predictive features for that target, instead of using a generic set of features in all targets as in the slides of the previous section. For example, the predictive performance of family-specific SFs is in principle expected to improve when the presence of a given metal ion coordinating ligand binding is part of the employed features.

Utilizing their in-house program SAnDReS, de Azevedo and colleagues built ML-based SFs to investigate four popular protein targets: Cyclin-dependent kinase 2 (CDK2), HIV protease (HIV PR), CDK, and 3-dehydroquinate dehydratase (DHQD). In the study of CDK2, these authors compared ML-based SFs to classical SFs (PLANTS and
| SF | Machine learning (ML) method | Features or descriptors | Benchmark | Availability |
|---|---|---|---|---|
| RF::XR | kNN, SVM, RF, BRT | Combinations of the terms from X-Score, AffiScore and RF-Score | CASF-2007 | N/A |
| BRT::XAR | | | CASF-2007 and PDBbind v2013 blind benchmark | [http://ballester.marseille.inserm.fr/rf-score-3.tgz](http://ballester.marseille.inserm.fr/rf-score-3.tgz) |
| SVM::XAR | | | | |
| RF-Score v3 | RF | Terms from RF-Score v1 and Vina | CASF-2007 and PDBbind v2013 blind benchmark | [http://ballester.marseille.inserm.fr/rf-score-4.tgz](http://ballester.marseille.inserm.fr/rf-score-4.tgz) |
| BgN-Score | NN | Combinations of the terms from X-Score, AffiScore, GOLD and RF-Score v1 | CASF-2007 | N/A |
| BsN-Score | | | | |
| RF@ML | RF, BRT, kNN, NN, SVM, etc. | Terms from RF-Score, BALL, X-Score and SLIDE | CASF-2013 | N/A |
| BRT@ML | | | | |
| kNN@ML | | | | |
| CSM-lig | GP | Cutoff scanning matrix (CSM) | PDBbind v2007, v2013, v2014 | [http://biosig.unimelb.edu.au/csm_lig](http://biosig.unimelb.edu.au/csm_lig) |
| RF-Score-v4 | RF | Terms from RF-Score v1 and Vina | CASF-2007 and PDBbind v2013 blind benchmark | [http://ballester.marseille.inserm.fr/rf-score-4.tgz](http://ballester.marseille.inserm.fr/rf-score-4.tgz) |
| $\Delta_{\text{vinaRF20}}$ | RF | Ten terms from Vina and 10 terms related to buried solvent-accessible surface area (bSASA) | CASF-2013 and CASF-2007 | [https://www.nyu.edu/projects/yzhang/DeltaVina](https://www.nyu.edu/projects/yzhang/DeltaVina) |
| FFT-BP | GBDT | Microscopic features | PDBbind v2007, v2015 | N/A |
| T-Bind | GBDT | Topological fingerprints | PDBbind v2007, v2013, v2015 | N/A |
| RI-Score | RF | Element-specific rigidity index | CASF-2007, CASF-2013, CASF-2016 | [http://weilab.math.msu.edu/RI-Score](http://weilab.math.msu.edu/RI-Score) |
| TNet-BP | CNN | Multichannel topological invariants | CASF-2007 and PDBbind v2016 | [https://weilab.math.msu.edu/TDL/TDL-BP](https://weilab.math.msu.edu/TDL/TDL-BP) |
| BT-Score | GBDT, multitask DNN | 2,714 descriptors from [http://www.descriptordb.com](http://www.descriptordb.com) | PDBbind v2014 | N/A |
| MT-Net | | | | |
| Kdeep | CNN | Voxelized 24 Å representation of the binding site considering eight pharmacophoric-like properties | PDBbind v2016, CSAR datasets, congeneric series sets | [https://playmolecule.org/Kdeep/](https://playmolecule.org/Kdeep/) |
| TopBP | GBDT, CNN | Topological fingerprints | PDBbind v2007, v2013, v2015, v2016 | N/A |
| Afifi and Al-Sadek | RF | Terms from X-Score, Vina, AutoDock, and RF-Score v1 | PDBbind v2016 | N/A |
| DLSCORE | DNN | 348 BINANA descriptors | PDBbind v2016 | [https://github.com/sirimullalab/dlscore](https://github.com/sirimullalab/dlscore) |
| Pafnucy | CNN | Atomic coordinates and 19 features associated with atom type, hybridization, bonds, pharmacophoric-like properties or partial charges | CASF-2013, CASF-2016, Astex diverse set | [https://gitlab.com/cheminfIBB/pafnucy](https://gitlab.com/cheminfIBB/pafnucy) |
| PotentialNet | GCN | Basic information about atoms, bonds, and distances | CASF-2007 | N/A |

(Continues)
MolDock), with 173 generic crystallographic structures as the training set and 11 CDK2 crystallographic structures as the test set. Application of ML methods to build new SFs using the energy terms in MolDock and PLANTS was shown to generate a polynomial equation with improved prediction power ($R_s$ of 0.845) when compared to AutoDock4,55 Vina,36 PLANTS, and MolDock whose $R_s$ ranged from −0.773 to 0.682.
In the study of HIV PR, Pintro and de Azevedo built target-specific SFs to predict inhibition constants ($K_i$) for ligands against the HIV-1 protease. Seventy-one crystal structures of HIV protease were collected, of which 51 were for training and the other 20 were for testing. Energy terms from MolDock and PLANTS were used to build ML-based SFs, the best of which produced $R_p = 0.368$, outperforming PLANTS ($R_p = 0.010$) and MolScore ($R_s = 0.086$).

In the study of CDK, de Azevedo and coworkers focused on the development of CDK-targeted ML-based SFs. One hundred and seventy CDK structures were collected, of which 70% were for training. The overall performance of a ML-based SF ($R_p = 0.346$) were higher than MolDock ($R_s = -0.291$), AutoDock4 ($R_s = 0.213$), and Vina ($R_s = 0.207$). Also with CDK as an use case, the authors implemented a program named Taba, an acronym for tool to analyze the binding affinity. Taba represents protein–ligand interactions as a mass-spring system and considers the average intermolecular distances calculated from an ensemble of crystallographic structures of protein–ligand complexes. Seven ML techniques (ordinary linear regression, LASSO, LASSO with cross validation, Ridge, Ridge with cross validation, Elastic Net, and Elastic Net with cross validation) were utilized and a set of 31 structures of human CDKs was split in 70/30 for training/test partition. The best model obtained $R_p = 0.794$, better than those obtained by the classical SFs from MVD ($R_p = 0.001$ by PLANTS and $R_p = 0.010$ by MolDock), AutoDock4 ($R_p = 0.204$), and Vina ($R_p = 0.117$).

In the study of DHQD, de Ávila and de Azevedo described the development of ML-based SFs to predict log($K_i$) for the enzyme DHQD, which is the third step of the shikimate pathway and is responsible for the synthesis of chorismate. A dataset of 22 structures, each showing a different ligand with specific $K_i$ value, was used in the analysis of ensemble docking and to develop DHQD-targeted SFs with different combinations of energy terms from MolDock and AutoDock4. Two resulting SFs have shown superior predictive performance ($R_p = 0.900$ and 0.943) when compared with classical SFs such as AutoDock4 ($R_s = 0.714$), MolDock ($R_s = -0.943$), and PLANTS ($R_s = 0.314$). Intermolecular electrostatic interactions between DHQD and competitive inhibitors were found to be of pivotal importance for the binding affinity against this enzyme. Previous studies showed that it is possible to discover novel DHQD inhibitors using ML-based SFs.

Schneider et al. focused on a well-known therapeutic target, the estrogen receptor ERα, a steroid binding receptor playing a key role in a range of diseases. When applied to this target using RF, 11 ligand-based features were found to
have lower predictive power ($R_p = 0.69$), compared to 19 structure-based features ($R_p = 0.78$). By contrast, Boyles et al.\textsuperscript{72} showed that the scoring power of ML-based SFs can be consistently improved by the inclusion of ligand-based features on average across targets. This suggests that ERα is an exception to this general trend. Combining ligand-based and structure-based features maintained high accuracy ($R_p = 0.73$) in between the two reduced-variable models on the internal test set, still strongly outperforming PLANTS,$^{87}$ MedusaScore,$^{88}$ DSX,$^{68}$ and X-Score,$^{40}$ ($R_p = 0.038, 0.111, 0.118,$ and 0.076, respectively). A previous prospective study on this target\textsuperscript{89} found that NNscore was able to discover a range of ERα ligands (some with nM potency).

Like Pintro and de Azevedo,$^{82}$ Schiffer and coworkers\textsuperscript{90} also analyzed the application of ML-based SFs to rank actives against HIV proteases. Structure-based protein–ligand interaction fingerprints including vdW potential, hydrogen bonds, halogen bonds, salt bridges, $\pi$-interactions, and $\pi$-cation interactions were used as features and generated for 282 crystal structures of HIV protease in complex with competitive active site inhibitors. A GBDT-based SF yielded $R_p = 0.77$, outperforming three baseline ML-based SFs using Elastic Net, SVM, and RF. The recently proposed TreeSHAP method\textsuperscript{91} was utilized to build an explanatory model with an additive feature attribution for the GBDT-based SF, attempting to quantify feature importance on the prediction performance and thus identify the most informative features.

In addition to basic research studies, the application of target-specific ML-based SFs to translational problems has been investigated. Nogueira and Koch\textsuperscript{92} showed ML-based SFs can be used to predict the targets of a ligand. A NN model and an SVM model were built for each of the 20 considered protein targets. In this way, the targets of a ligand can be returned as the targets where the ligand is predicted to bind. This target-centric approach has also been investigated at large scale (5,454 crystal structures comprising 869 targets that can be predicted),\textsuperscript{93} albeit using classical SFs. Note, however, that even this number of targets is low with respect to those offered by ligand-centric approaches.\textsuperscript{94,95} Regarding how these SFs were built,\textsuperscript{92} the protein–ligand interaction fingerprint PADIF (protein atom score contributions derived interaction fingerprint) calculated based on docking poses of active and inactive compounds was employed as a source of features. The authors reported that target-specific SFs were more predictive than off-the-shelf generic SFs for this application, as it has been seen as well in closely related applications.\textsuperscript{96}

Another application of ML-based SFs for BAP is SBLO.\textsuperscript{8} More concretely, ranking the chemical derivatives of a lead molecule by their predicted affinities against a target as a way to identify the most potent derivatives. Jiménez-Luna et al.,\textsuperscript{97} the authors of the CNN-based SF K\textsubscript{DEEP}$^{28}$ for generic BAP, recently presented DeltaDelta NN, a CNN specifically tailored for ranking congeneric series of molecules against the structure of a target. This CNN is innovative in that, instead of predicting the binding affinity of a single molecule as usual, predicts the relative affinities of two congeneric molecules. Therefore, each data instance consists of a pair of congeneric molecules docked, or bound, to the target of interest. The authors argue that a CNN predicting relative affinity is more accurate than subtracting the absolute affinity predictions of the pair of congeneric molecules because calculating relative affinities from an absolute predictor inevitably leads to the concatenation of errors from two separate predictions. Comprehensive and compelling numerical experiments are presented using public and private datasets from a range of targets, including BRD4, BACE, CDK2, JNK1, MCL1, P38, PTP1B, Thrombin, TYK2, PDE2, PDE3, PDE10, and ROS1. The authors declared that these were carried out blindly among them, while employing sequences of random and time-based data splits into training and test sets, the latter realistically mimicking the process of SBLO. The results show the power of using large target-specific datasets. For instance, in the Pfizer datasets with up to 362 ligands, an average test $R_s$ of 0.64 across six targets was achieved. This correlation is much higher than those obtained by the baselines, including molecular weight, clogP, and MM-GBSA (molecular mechanics/generalized born surface area) based on molecular dynamics simulations and the generic CNN-based SF K\textsubscript{DEEP} with average test $R_s$ of 0.2, 0.18, 0.4, and 0.18, respectively. On several targets, these authors demonstrated that DeltaDelta NN was even more predictive than a far slower physics-based free energy perturbation (FEP) simulation method.\textsuperscript{98}

Community blind tests have also been carried out to assess the SBLO ability of a range of in silico methods.\textsuperscript{26–28} The D3R Grand Challenge 2\textsuperscript{27} presented a blind evaluation of methods to predict the affinities of molecules against the nuclear receptor Farnesoid X receptor (FXR). Wei and coworkers obtained the top place in absolute free energy prediction for free energy set 1 in stage 2 with their mathematical DL models.\textsuperscript{99} RF-Score v3\textsuperscript{39} to rescore docked poses generated by idock\textsuperscript{100} was among the top performing methods in some subchallenges. There were other top methods using ML, for example, those labeled “Trained,” but their design principles were not stated (e.g., it was not clear if these were ML-based SFs or ligand-based 3D QSAR models). This study led to additional findings of particular interest. First, pose accuracy did not correlate well with ranking accuracy, indicating that much of the error in ranking ligands by predicted
affinity is due to SF limitations and not to a failure to identify the native poses. In a previous study, we also found that pose accuracy does not correlate with ranking accuracy, which is the reason why we do not focus on pose generation error in this review. Second, explicit-solvent free energy simulation methods did not provide greater accuracy than much faster, less detailed methods (this has also been concluded in other studies).

The D3R Grand Challenge 3 was a larger blind evaluation and more specific regarding whether methods employ ML or not. In comparison to the previous challenge, only one participant employed free energy simulation methods, whereas an increase in the use of ML methods allied with structure-based modeling was observed. Also, this challenge yields the highest potency ranking accuracy, with values of Kendall’s τ exceeding the highest prior GC2 value of 0.46, for ABL1 (0.52 ± 0.3), JAK2 SC2 (0.55 ± 0.08), JAK2 SC3 (0.71 ± 0.16), and TIE2 (0.57 ± 0.24). These authors also show that the top in silico methods outperformed high-throughput screening (HTS) single-concentration activity measurements for two of the six compared targets (ABL1, TIE2) regarding their ability to correlate with low-throughput multiconcentration binding constant measurements. In contrast with these accurate affinity rankings, a prior large-scale evaluation concluded in 2006: “For prediction of compound affinity, none of the docking programs or SFs made a useful prediction of ligand binding affinity.” Comparing the results of both exercises does indeed show that SF development has substantially improved in recent years.

The D3R Grand Challenge 3 study also stated that it is not clear whether structure-based ML methods perform better overall than those not using ML across the six different protein targets (Cathepsin S and the kinases VEGFR2, JAK2, p38-α, TIE2, and ABL1). However, eight subchallenges with top 3 methods each give 24 top submissions, of which 19 did use ML. This can be seen in Table 5 of that study, where the three methods with the highest rank correlation to measured affinities per subchallenge are displayed (those with submission IDs in bold font indicate a method that used ML). To be more accurate, one can calculate per subchallenge how enriched are the top 3 submissions with ML methods. The numbers of ML submissions per subchallenge are 24, 51, 8, 17, 15, 18, 15, and 19 for CatS stage 1, CatS stage 2, ABL1, JAK2 SC2, JAK2 C3, p38-α, TIE2, and VEGFR2, respectively. Taking into account the total numbers of submissions (see their Table 2) and using the enrichment factor (EF) metric with ranked submissions instead of ranked molecules, EFtop3 were 1.5 (2.3), 1.6 (1.6), 0.92 (1.4), 1.2 (1.8), 1.2 (1.2), 0.54 (1.6), 1.2 (1.2), and 1.8 (1.8) for CatS stage 1, CatS stage 2, ABL1, JAK2 SC2, JAK2 C3, p38-α, TIE2, and VEGFR2, respectively (between brackets the highest possible EFtop3 is provided for comparison). These results mean, for example, that ML methods were 1.8 times more likely to be among the top submissions for VEGFR2 (this is the maximum enrichment because all top 3 submissions employ ML). Overall, ML methods did only work worse on two of the eight subchallenges (those investigating targets ABL1 and p38-α). The ML-based SFs from Wei and colleagues achieved more ranked-first submissions than any other participant in this challenge.

Community blind tests like D3R are important. They have the advantage that test set affinities are only made available to the participants after their models have been selected (e.g., FEP simulation settings, ligand preparation protocols, weights in classical SF terms, hyperparameters in ML methods), thus mimicking a realistic scenario. Furthermore, community blind tests permit a broader comparison across very diverse classes of methods, which is helpful to clarify the application niche of a given class. However, they have drawbacks too. Unconscious bias in selecting targets might be detrimental for a particular class of methods (e.g., targets with few known ligands tends to be harder for ML-based SFs), precluding the possibility of generalizing conclusions to unselected targets. Also, challenges are presented to have the same practical importance, but docking pose generation is not as important as BAP. Last, the results might be analyzed by experts from one class of methods only, which might result in unconsciously selecting types of analysis that favor them.

Another important consideration is that a community blind test is not the only valid way to evaluate SFs. A SF can be fully evaluated by the community if its code and training data is made freely available along with proper documentation (this is only the case for a few methods participating in D3R challenges). In this way, anyone can easily verify what is claimed about the SF, evaluate it on any target with any type of analysis, employ it to construct criticisms advancing our understanding of this problem and/or help others to build upon that work to generate more accurate SFs. Another way to evaluate SFs is prospectively (there are already impressive prospective applications of target-specific SVM-based SFs to SBLO). Such applications should increase, as the number of open-source ML-based SFs, or at least freely available as executables or webservers, grows. Table 3 compiles studies in this section, including the DeltaDeltaNN webservice that can build target-specific DNNs with user-supplied training and test sets and hence can be used for prospective SBLO applications. While expected to be generally less predictive due to their generic nature, the codes of ML-based SFs in Table 2 can also be used for this objective without any further training.
| Study                          | ML method            | Features or descriptors                                                                 | Test sets                                         | Availability |
|-------------------------------|----------------------|-----------------------------------------------------------------------------------------|---------------------------------------------------|--------------|
| De Azevedo and colleagues \(^{81-84}\) | LASSO, Ridge, Elastic Net, Ordinary Linear Regression | Energy terms from AutoDock4, Vina, PLANTS and MolDock                                       | CDK2, HIV PR, CDK and DHQD                        | N/A          |
| Da Silva et al. \(^{85}\)     | LASSO, Ridge, Elastic Net, Ordinary Linear Regression | A mass-spring system with the average intermolecular distances                             | CDK                                               | https://github.com/azevedolab/taba |
| Schneider et al. \(^{73}\)    | RF                   | 19 terms from MedusaScore, DSX, X-Score, PLANTS, etc., and 11 QSAR topological, geometrical, constitutional and charge-based descriptors | ER\(\alpha\)                                      | N/A          |
| Leidner et al. \(^{90}\)      | GBDT                 | Interaction fingerprints including vdW potential, hydrogen bonds, halogen bonds, salt bridges, \(\pi\)-interactions and \(\pi\)-cation interactions | HIV protease                                      | N/A          |
| Jiménez-Luna et al. \(^{97}\) | CNN                  | Voxelized binding site with 10 atom types and 8 pharmacophoric-like properties            | Public Schrödinger dataset                       | https://www. playmolecule.org/DeltaDelta/ |
|                               |                      |                                                                                        | (BACE, CDK2, JNK1, MCL1, p38, PTP1B, Thrombin, TYK2) and bromodomain dataset (BRD4), and private congeneric datasets from Janssen (PDE2, PDE3, PDE10, ROS1, BACE), Pfizer (kinase, enzyme, PDE, activator of transcription) and Biogen (tyrosine-protein kinase and receptor-associated kinase) |             |
| D3R GC 2015 \(^{26}\)         | Various              | Various                                                                                 | HSP90                                            | N/A          |
| D3R GC 2015 \(^{26}\)         | Various              | Various                                                                                 | MAP4K4                                           | N/A          |
| D3R GC 2 \(^{27}\)            | Various              | Various                                                                                 | FXR                                              | N/A          |
| D3R GC 3 \(^{28}\)            | Various              | Various                                                                                 | Cathepsin S                                      | N/A          |
| D3R GC 3 \(^{28}\)            | Various              | Various                                                                                 | ABL1                                             | N/A          |
| D3R GC 3 \(^{28}\)            | Various              | Various                                                                                 | JAK                                              | N/A          |
| D3R GC 3 \(^{28}\)            | Various              | Various                                                                                 | P38-\(\alpha\)                                   | N/A          |
| D3R GC 3 \(^{28}\)            | Various              | Various                                                                                 | TIE2                                             | N/A          |
| D3R GC 3 \(^{28}\)            | Various              | Various                                                                                 | VEGFR2                                           | N/A          |

Abbreviations: CDK2, Cyclin-dependent kinase 2; CNN, convolutional neural network; DHQD, 3-dehydroquinate dehydratase; GBDT, gradient boosting decision tree; HIV PR, HIV protease; LASSO, least absolute shrinkage and selection operator; RF, random forest.
Table 4: Software tools and web servers for feature generation

| Software name                      | Generating features                                      | Availability                              |
|------------------------------------|----------------------------------------------------------|-------------------------------------------|
| Descriptor Data Bank72             | Over 2,700 proteins, ligands, and protein–ligand features | http://www.descriptordb.com              |
| Cang et al.70                      | Topological fingerprints                                  | https://doi.org/10.1371/journal.pcbi.1005929.s002 |
| ODDT104                            | RF-Score, NNScore and PLEC fingerprints                   | https://github.com/oddt/oddt              |
| BINANA34                           | Intermolecular descriptors                                | http://www.nbcr.net/binana               |
| RF-Score v110                      | 36 intermolecular atom type pair occurrence count         | http://ballester.marseille.inserm.fr/RF-Score-v1.zip |
| RF-Score v339                      | 36 RF-Score v1 features and 11 Vina features             | https://github.com/HongjianLi/RF-Score    |

Last, in addition to curated structural and binding data (Table 1), another prerequisite to build ML-based SFs is to calculate some features or descriptors for every considered protein–ligand complex. Table 4 presents freely available codes for this task. Among them, we highlight Ashtawy and Mahapatra’s Descriptor Data Bank (DDB72 for its comprehensiveness. DDB is an open-access hub for depositing, hosting, executing, and sharing descriptor extraction tools and data for a large number of interaction modeling hypotheses. The platform also implements a ML toolbox for automatic descriptor filtering and analysis and SF fitting and prediction. The descriptor filtering module is used to filter out irrelevant and/or noisy descriptors and to produce a compact subset from all available features. The authors seed DDB with 16 diverse descriptor extraction tools developed in-house and collected from the literature. The tools altogether generate over 2,700 descriptors that characterize (a) proteins, (b) ligands, and (c) protein–ligand complexes. The authors found that SFs built with multiperspective descriptor were 15% more predictive on average than their single-perspective counterparts. Furthermore, their proposed protein-specific descriptors also improved the accuracy of SFs.

5 | CONCLUSIONS

The number of studies presenting and/or evaluating ML-based SFs for BAP has boomed in the reviewed period (2015 to 2019). These SFs fall into two broad categories: generic (trained on complexes from a range of targets and hence of broad applicability) and target-specific (trained on complexes from a specific target or family of targets to be applied to this target or family).

The performance gap between generic classical and ML-based SFs was large9 and has now broadened owing to methodological improvements. For example, on CASF-2007, RF-Score v3 obtained $R_p = 0.803$ 5 years ago39 whereas RF-Score v3 supplemented with ligand features now reaches $R_p = 0.836$72 and a GBDT-based SF achieves $R_p = 0.830$69. On the same benchmark, DL SFs based on CNN such as TNet-BP37 and PotentialNet42 are closely behind with $R_p$ values of 0.826 and 0.822, respectively. By contrast, 16 classical SFs tested on the same test set obtained a lower $R_p$ ranging from 0.216 to 0.644 (e.g., GlideScore-XP obtained an $R_p$ of 0.457). By comparing these SFs on the same 195 protein–ligand complexes of this pre-existing benchmark (CASF-2007), a broad comparison of ML-based and classical SFs can be made. It also has the advantage of ensuring that previously tested SFs were provided with optimal settings by their authors. Several of the classical SFs tested on CASF-2007 by Cheng et al.23 have different versions or multiple options. However, for the sake of practicality, only the best-performing version/option of each SF was reported resulting in the set of 16 classical SFs.23 It is important to note that the best classical SF on this test set is still X-Score 10 years already since 200923 ($R_p = 0.644$). A similar performance gap is observed using other benchmarks, with X-Score also being the gold standard of classical SFs. On CASF-2013, AGL-Score achieves an $R_p$ of 0.792, whereas the $R_p$ of 21 classical SFs on the same test set range from 0.221 to 0.614.69 On CASF-2016, a RF-based SF obtains an $R_p$ of 0.824,59 whereas the $R_p$ of 32 classical SFs on the same test set range from 0.212 to 0.631.64 This gap is also broadening thanks to the ever increasing training sets, as shown for CASF-200777 and time-stamped splits in Figure 2 and other articles.39,61

Generic ML-based SFs have not been systematically compared to target-specific ML-based SFs for BAP. However, there is some evidence that the latter is more predictive than the former.97 Here too, ML-based SFs outperform classical SFs across targets, with very few exceptions like ABL1.28 This is fully consistent with the observed performance gap between ML-based and linear regression methods in QSAR (e.g., see Table 2 of that study105). We are not aware of any prospective comparison between ML-based and classical SFs for SBLO. At most, SFs are compared retrospectively to
select that expected to generalize best to the test set. For example, a SVM-based SF was employed prospectively because it outperformed the five classical SFs that were considered (DrugScore, PMF, LigScore2, Jain, PLP1) on a retrospective validation. Since ML-based SFs are consistently found to outperform classical SFs at retrospective BAP and SBLO validations, there is no reason to think that this trend would be any different in prospective comparisons. With that said, such in vitro confirmatory studies remain to be carried out.

Against the expectations of many experts, SFs employing DL techniques were not always more predictive than those based on more established ML techniques. For example, KDeep obtained an average $R_p$ of 0.59 on four CSAR datasets on which RF-Score v3 achieved an average $R_p$ of 0.70 (incidentally, the classical SF X-Score also obtained a higher average $R_p$ of 0.64). Another example was Pafnucy, which obtained an $R_p$ of 0.70 at CASF-2013, but was also surpassed on this benchmark by RF-Score v3 ($R_p$ of 0.74). A further example is PotentialNet, which obtained an $R_p$ of 0.70 at sequence-based cross validations of the 2007 PDBbind refined set where RF-Score v1 obtained an $R_p$ of 0.73 (the performance of the more advanced RF-Score v3 was not reported). Yet another example is an RF-based SF achieving lower root mean square error than MoleculeNet on several PDBbind datasets. Beyond predictive accuracies, many non-DL methods possess the advantages of much shorter training times along with easier interpretation and faster rescoring of test set complexes. This trend has also been observed in other disciplines. For example, when compared to DNNs, other types of ML methods have been found to be trained faster and have overall better performance on some clinical problems.

Data-driven identification of the most synergistic combination of ML regressor and featurization scheme has emerged as the most successful strategy. When compared, this strategy has been found to be more predictive than CNN’s automatic feature extraction (feature learning), although this is likely to be target-dependent. In the future, we expect systematic studies that will shed light into which featurization schemes work best for each target. Such studies will be enabled by already available resources (Table 4).

Another promising avenue for future work is elucidating which datasets from other targets improve the performance of ML-based SFs on a given target. There is some work with multitarget test sets showing the benefit of training with complexes containing similar targets and similar ligands. It is however unclear how much this helps depending on the considered target. Furthermore, there could as well be more effective ways to select training data instances from other targets improving performance on the considered target. For instance, the impact of similarities between complexes in terms of their features remains unexplored. While training on docked poses of known binders instead of their cocrystallized structures is now common, it is still unknown how well this strategy works depending on the studied target.

The literature shows that using ML-based SFs for SBLO is a particularly promising opportunity. There are now many more of these SFs for others to use in prospective applications (Tables 2 and 3), compared to 5 years ago. This should facilitate collaborations with the experimental groups that are required to validate predictions in vitro. For example, DeltaDeltaNN, which has demonstrated an outstanding level of performance on retrospective blind tests, is freely available for prospective SBLO. This DNN-based target-specific SF achieved test set $R_p$ correlations averaging 0.64 across the Pfizer targets with training sets ranging from 28 to 109 congeneric ligands docked to the target. By contrast, molecular simulation-based MM-GBSA obtained an average $R_p$ of 0.40 using the same training and test sets. In a previous prospective study, a SVM-based target-specific SF trained on a chemical series of 47 inhibitors docked to an Akt1 structure was able to discover a high proportion of nM inhibitors of this target. As more targets with sufficient ligands and more user-friendly code to implement ML-based SFs become available, we expect more compelling prospective studies to be presented. Note that practically all reviewed SFs have been specifically designed for BAP and hence should not be applied to SBVS. We will dedicate a separate review of ML-based SFs designed for this related application.
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