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Abstract: This present research uses artificial neural networks (ANNs) to analyze and estimate the influence of transfer functions and training algorithms on experimentally determined Nusselt numbers, friction factors, entropy generation numbers and irreversibility distribution ratios for nine different baffle plate inserted tubes. Nine baffle-inserted tubes have several baffles with various geometric parameters used in the experiments with a baffle area blockage ratio of two, with different pitch to diameter ratios, different baffle orientation angles and different baffle spacings. The actual experimental data sets were used from previous author’s studies and applied as a input data set of ANNs. MATLAB toolbox was used to search better network configuration prediction by using commonly used multilayer feed-forward neural networks (MLFNN) with back propagation (BP) learning algorithm with thirteen different training functions with adaptation learning function of mean square error and TANSIG transfer function. In this research, eighteen data samples were used in a series of runs for each nine samples of baffle-inserted tube. Reynold number, tube length to baffle spacing ratio, baffle orientation angle and pitch to diameter ratio were considered as input variables of ANNs and the time averaged values of Nusselt number, friction factor, entropy generation number and irreversibility distribution ratio were determined as the target data. The total 70% of the experimental data was used to train, 15% was used to test and the rest of data was used to check the validity of the ANNs. The TRAINBR training function was found as the best model for predicting the target experimental outputs. Almost perfect accuracy between the neural network predictions and experimental data was achieved with mean relative error (MRE) of 0.000105816% and correlation coefficient (R) that was 0.999160176 for all datasets, which suggests the reliability of the ANNs as a strong tool for predicting the performance of transient forced convective heat transfer applications.
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1. Introduction

Artificial Neural Networks (ANNs) have been successfully used in many engineering applications to simulate nonlinear complex system without requiring any input and output knowledge such as dynamic control, system identification and performance prediction of thermal systems in heat transfer applications. ANN have been widely used for thermal analysis of heat exchangers during the last two decades. The applications of ANN for thermal analysis of heat exchangers are reviewed in detail [1].

The various network architectures were tested in [2] suggesting feed-forward network with log-sigmoid node functions in the first layer and a linear node function in the output layer to be the most advantageous architecture to use for prediction of helically-finned tube performance. A feed forward ANN approach trained by Levenberg–Marquardt algorithm was developed to predict friction factor in the serpentine microchannels with rectangular cross section has been investigated experimentally [3] hybrid high order neural network and a feed forward neural network are developed and applied to find an optimized empirical correlation for prediction of dryout heat transfer. The values predicted by the models are compared with each other and also with the previous values of empirical correlation [4]. ANN is applied for heat transfer analysis of shell-and-tube heat exchangers with segmental baffles or continuous helical baffles. Three heat exchangers were experimentally investigated. Limited
experimental data was obtained for training and testing neural network configurations. The commonly used back propagation algorithm was used to train and test networks. Prediction of the outlet temperature differences in each side and overall heat transfer rates were performed. Different network configurations were also studied by the aid of searching a relatively better network for prediction [5]. ANN is used for heat transfer analysis in corrugated channels. A data set evaluated experimentally is prepared for processing with the use of neural networks. Back propagation algorithm, the most common learning method for ANNs, was used in training and testing the network [6]. The capabilities of an ANN approach for predicting the performance of a liquid desiccant dehumidifier in terms of the water condensation rate and dehumidifier effectiveness is proposed [7]. An application of ANNs to characterize thermo-hydraulic behavior of helical wire coil inserts inside tube. An experimental study was carried out to investigate the effects of four types of wire coil inserts on heat transfer enhancement and pressure drop. The performance of the ANN was found to be superior in comparison with corresponding power-law regressions [8]. This paper describes the selection of training function of an ANN for modeling the heat transfer prediction of horizontal tube immersed in gas–solid fluidized bed of large particles. The ANN modeling was developed to study the effect of fluidizing gas velocity on the average heat transfer coefficient between fluidizing bed and horizontal tube surface. The feed-forward network with back propagation structure implemented using Levenberg–Marquardt’s learning rule in the neural network approach. Performances of five training functions implemented in training neural network for predicting the heat transfer coefficient [9]. It is reported the results of an experimental investigation to characterize the thermal performance of different configurations of phase change material based pin fin heat sinks. An ANN is developed to determine the optimal configuration of the pin fin heat sink that maximizes the operating time for the n-icosane based heat sink [10]. A non-iterative method is applied utilizing ANN and principal component analysis to estimate the parameters that define the boundary heat flux. The inversion has been accomplished by employing a non-iterative method using ANN and principal component analysis. The potential use of covariance analysis in reducing the dimensionality of the inverse problem has also been demonstrated [11]. A generalized neural network analysis for natural convection heat transfer from a horizontal cylinder is developed and a three-layer network is used for predicting the Nusselt number. The number of the neurons in the hidden layer was determined by a trial and error process together with cross-validation of the experimental data evaluating the performance of the network and standard sensitivity analysis [12]. Heat transfer correlation developed [13] to assist the heat exchanger designer in predicting the heat transfer coefficient along a horizontal straight circular tube with uniform wall heat flux for a specified inlet configuration in the transition region by using ANN. An application of ANNs was presented to predict the pressure drop and heat transfer characteristics in the plate-fin heat exchangers [14]. A new and detailed three-layer BP network model for prediction of performance parameters on prototype wet cooling towers is developed successfully in this paper, and the improved BP algorithm, the gradient descent algorithm with momentum, is used in [15]. The results of an experimental investigation carried out to characterize the thermal performance of different configurations of phase change material based pin fin heat [16]. In the research ANN approach has been utilized to characterize the thermo hydraulic behavior of corrugated tubes combined with twisted tape inserts in a turbulent flow regime. The experimental data sets have been utilized in training and validation of the ANN in order to predict the heat transfer coefficients and friction factors inside the corrugated tubes combined with twisted tape inserts, and the results were compared to the experimental data [17]. ANNs are utilized to compile values of the mean Nusselt number particularized to binary gas mixtures in the Prandtl number sub-region. Thereafter, these values are used to generate a heat transfer correlation that is obtained from using a combination of available data and predicted values [18]. A linear regression approach was used to correlate experimentally-determined Colburn j-factors and Fanning friction factors for flow of liquid water in helically-finned tubes. The principal finding of the [19] investigation is the fact that in helically-finned tubes both Fanning friction factors and Colburn j-factors can be correlated with exponentials of linear combinations of the same five simple groups of parameters and a constant. The ANNs has been applied for the unsteady heat transfer in a rectangular duct for the prediction of unsteady heat transfer in a rectangular duct [20]. An experimental study has been carried out to investigate the axial variation of inlet temperature and the impact of inlet frequency on decay indices in the thermal entrance region of a parallel plate channel. The investigation was conducted with laminar forced flows.

Despite the fact that comprehensive studies were conducted on heat transfer applications in the literature, the research studies concerning the effectiveness and comparison of different ANN models considering transfer functions and training algorithms in the broader sense are not sufficient. The main focus of the present study is based on the experimental data obtained from author’s previous studies [21-23] for optimizing transient forced convective heat transfer for turbulent flow in a circular tube with baffle inserts using tangent sigmoid TANSIG function and thirteen training algorithms to predict ANN performances based on mean relative error (MRE) and correlation coefficient (R) for all data sets.

2. Experimental Procedure and Data Collection

2.1. Experimental Setup

The experimental setup illustrated in Figure 1 is used for data gathering for the heat transfer analysis. A detailed description of the experimental setup is available in some of author’s previous researches in detail [21-23].
The flow geometries and related parameters is shown in Figures 2-4.

The detailed geometrical parameters of baffled tubes were tabulated in Table 1. The heat loss calibration tests were performed before taking measurements on the system for each type of baffle inserted tubes in the following manner. Each baffle inserted tube was completely filled up with insulation materials of multi layer glass wool and constant heat flux was supplied through the pipe wall by means of PLC integrated DC power supply.

| Baffle Type | Designation | $\beta$ (°) | $H \times 10^3$ m | $H/D$ |
|-------------|-------------|-------------|-------------------|------|
| Type 1      | 18031       | 180         | 31                | 1    |
| Type 2      | 18062       | 180         | 62                | 2    |
| Type 3      | 18093       | 180         | 93                | 3    |
| Type 4      | 9031        | 90          | 31                | 1    |
| Type 5      | 9062        | 90          | 62                | 2    |
| Type 6      | 9093        | 90          | 93                | 3    |
| Type 7      | 4531        | 45          | 31                | 1    |
| Type 8      | 4562        | 45          | 62                | 2    |
| Type 9      | 4562        | 45          | 93                | 3    |
The average wall temperatures were evaluated at eleven points along the test section in terms of heat flux, difference in wall and ambient temperatures. The time averaged wall temperature variations by time were recorded using data online acquisition system. When the steady state condition is established to insure that external thermal equilibrium can be achieved, heat loss calibration tests for different values of power supply are reported for a steady state case. It was observed where the heat loss is directly proportional to the difference between the wall and ambient temperatures. The required constant of proportionality was taken from the previously determined heat loss calibrations. It was observed that the maximum heat loss did not exceed %5 all through the test runs. More detailed explanation of the heat loss calibration technique was given by [21-23].

2.2. Data Reduction

Data reduction of baffle inserted tubes presented above in Figures 2-4, is available in author’s previous researches in detail [21-23] for fully developed turbulent flow by using ANNs. The independent parameters are Reynolds number and tube diameter. The Reynolds numbers based on the tube hydraulic diameter are given by,

\[ Re = \frac{uD}{v} \]  

The average fully developed heat transfer coefficients are evaluated as follows,

\[ h = \frac{q}{(T_w - T_p)A} \]  

where \( A \) is convective heat transfer area. Nusselt numbers and friction factor for fully developed turbulent flow are evaluated by using Eq. (4) and Eq. (5) respectively.

\[ Nu = \frac{hD}{k} \]  

\[ f = \frac{dP}{2\mu u^2} \]  

where \( \frac{dP}{dx} \) is pressure gradient.

It is considered a circular pipe flow with constant heat flux \( q \) and cross sectional area, \( A \) as shown schematically in Figure 5.

For an incompressible viscous fluid with mass flow rate, \( \dot{m} \) passes through the pipe of length of \( L \). In general this heat transfer arrangement is characterised by an control volume on a finite length of \( dx \) pressure gradient is \(-\frac{dP}{dx} > 0\), by a finite wall bulk fluid temperature difference \( \Delta T \). For an investigated heat transfer region, the rate of entropy generation per unit length expression is

\[ \dot{S}_{gen} = \frac{q^2}{\kappa T_s^2 Nu} + \frac{32m^2f}{\pi^2 \rho^2 TD^2} \]  

where the first term on the right hand side is the contribution made by heat transfer, while the second term is the contribution due to fluid friction that is

\[ \dot{S}_{gen} = \dot{S}_{gen,AT} + \dot{S}_{gen,DP} \]  

The second law requires \( \dot{S}_{gen} > 0 \) for all real processes. Since classical macroscopic thermodynamics does not provide any theoretical way to calculate entropy generation of irreversible process directly, the only way to determine how much \( \dot{S}_{gen} \) is greater than zero is to use data obtained from experiments. To describe the effects of the flow conditions and geometry parameters of Reynolds number \( Re \), Prandtl number \( Pr \), pitch to diameter ratio \( H/D \), baffle orientation angle \( \beta \), ratio of smooth to baffled crosssection area \( S_a/S_b \) and ratio of tube length to baffle spacing \( L/H \) on transient forced convection heat transfer for turbulent flow in a circular tube with baffle inserts, time averaged Nusselt number, time averaged friction factor, time averaged entropy generation per unit time and irreversibility distribution ratio are related as follows:

\[ Nu_{ave}(t) = f_1 \left( Re, Pr, \left( \frac{H}{D} \right), \left( \frac{S_a}{S_b} \right), \beta, \left( \frac{L}{H} \right) \right) \]  

In Eq. (7), the Prandtl number \( Pr \), which should be an important parameter affecting the heat transfer of baffle inserted tube, is defined as:

\[ Pr = \frac{C_p \mu l}{k} \]  

But, Prandtl number has not been separately considered in this investigation because air is only used as working fluid and its Prandtl number in the considered experimental range temperature range remains almost constant. So, Eq. (7) can be simplified as:

\[ Nu_{ave}(t) = f_2 \left( Re, \left( \frac{H}{D} \right), \left( \frac{S_a}{S_b} \right), \beta, \left( \frac{L}{H} \right) \right) \]  

Similarly, time averaged friction factor and time averaged entropy generation per unit time is related as given below.

\[ f_{ave}(t) = f_2 \left( Re, \left( \frac{H}{D} \right), \left( \frac{S_a}{S_b} \right), \beta, \left( \frac{L}{H} \right) \right) \]  

\[ \dot{S}_{gen,ave}(t) = f_3 \left( Re, \left( \frac{H}{D} \right), \left( \frac{S_a}{S_b} \right), \beta, \left( \frac{L}{H} \right) \right) \]
An important dimensionless parameter in the second law analysis of convective heat transfer is the irreversibility distribution ratio [25]:

\[ \phi = \frac{S_{gen,\Delta P}}{S_{gen,\Delta T}} \]  

(12)

The parameter \( \phi \) describes the relative importance of fluid friction in the total irreversibility of a flow passage. As it is known augmentation entropy generation number \( W \) can be rewritten as

\[ W \approx \phi \]  

(13)

where

\[ \phi = \left( \frac{\Delta U}{\Delta V} \right) \]  

(14)

Irreversibility distribution ratio can be obtained for the reference smooth tube as

\[ \phi = \left( \frac{\Delta U}{\Delta V} \right) \]  

(16)

where

\[ \frac{\Delta U}{\Delta V} = \left( \frac{m}{\rho'} \right) \]  

(17)

\[ \frac{\Delta U}{\Delta V} = \left( \frac{q\Delta T}{T^2} \right) \]  

(18)

substituting Eqs. (17) and (16) into Eq. (8), \( \phi \) can be simplified and rewritten for turbulent flow in the forms of

\[ \phi = \left( \frac{\Delta U}{\Delta V} \right) \]  

(19)

where

\[ St_o = \frac{Nu_o}{Re_p Pr} \]  

(20)

Reynolds-Colburn analogy between heat transfer and momentum for turbulent flow is given by

\[ \frac{f_0/2}{St_o} = 1 \]  

(21)

Introducing Eq. (21) into Eq. (19), irreversibility distribution ratio is obtained for the turbulent flow as

\[ \phi = \left( \frac{\Delta U}{\Delta V} \right) \]  

(22)

Eq. (22) permits a quick estimate of \( \phi \), without having to calculate the Reynolds number [26]. For the case of \( N_s = 1 \) where the rate of entropy generation per unit length of smooth pipe is equal to the rate of entropy generation per unit length of baffle inserted augmented pipe

\[ N_s = \frac{Nu_o + p}{Nu_o} = 1 \]  

(23)

irreversibility distribution ratio \( \phi \), can be expressed as

\[ \phi = \left( \frac{\Delta U}{\Delta V} \right) \]  

(24)

For the present case proposed augmentation technique having minimum area under the graph of \( \phi \) versus \( Re \) can be optimally selected in order to yield the maximum reduction in heat exchanger duct irreversibility called irreversibility minimization analysis.

2.3. Experimental Uncertainty Analysis

The uncertainties of experimental quantities were computed by using the method presented [27]. The uncertainty calculation method used involves calculating derivatives of the desired variable with respect to individual experimental quantities and applying known uncertainties. The general equation presented by [27] showing the magnitude of the uncertainty in \( R(uR) \) is

\[ u_R = \sqrt{\left( \frac{\partial R}{\partial x_1} u_{x_1} \right)^2 + \left( \frac{\partial R}{\partial x_2} u_{x_2} \right)^2 + \cdots + \left( \frac{\partial R}{\partial x_n} u_{x_n} \right)^2} \]  

(25)

where \( R = R(x_1, x_2, \ldots, x_n) \) and \( x_n \) is the variable that affects the results of \( R \).

The experimental results up to a Reynolds number of 20000 were correlated with a standard deviation of 5% at most. Experimental uncertainties in the Reynolds number, friction factor, and Nusselt number were estimated by the above procedure described [27]. The mean uncertainties are \( \pm 2.5\% \) in the Reynolds number, \( \pm 4\% \) in the friction number. The highest uncertainties are \( \pm 9\% \) in the Nusselt number for the type 9031. Uncertainties in the Nusselt number range between \( \pm 5\% \) and \( 8\% \) for \( 3000 \leq Re \leq 20000 \) at the type 18093 and \( \pm 8\% \) and \( 10\% \) \( 3000 \leq Re \leq 20000 \) at the type 9031, highest uncertainties being at the lowest Reynolds number [21-23].

2.4. Development of Artificial Neural Network
ANN is a numerical model that simulates the human brain’s biological neural network ability to learn and recognize complicated nonlinear functions. This learning ability makes the ANN more powerful than the parametric approaches. ANN usage in heat transfer applications is popular because of its functional approximation between the inputs and desired outputs. In this present study a MLFNN with BP learning algorithm [28] has been used. It is simple and high learning rates; therefore it is widely used to train the networks.

The ANN model was developed for the system with four independent parameters in the input layer (Reynold number, tube length to baffle spacing ratio, baffle orientation angles and pitch to diameter ratio), four parameters (time averaged values of Nusselt number, friction factor, entropy generation number and irreversibility distribution ratio) and ten neurons in hidden layer. The architecture of the network for this current study is shown in Figure 6.

Neural network tool in the MATLAB R2011b version is used for ANN modelling of the system. There are fourteen different back propagation (BP) training algorithms in MATLAB ANN toolbox [29]. In this study, multilayer feed-forward neural networks (MLFNN) with back propagation (BP) training and validation algorithms were applied for each of thirteen different training functions given in Table 2.

### Table 2. ANN training function descriptions used in for the study.

| Training function | Description |
|-------------------|-------------|
| TRAINBR           | Bayesian regularization. Modification of the Levenberg-Marquardt training algorithm to produce networks that generalize well. |
| TRAINCGB          | Powell-Beale conjugate gradient algorithm. Slightly larger storage requirements than TRAINCGP. Generally faster convergence [32]. |
| TRAINSCG          | Scaled conjugate gradient algorithm. The only conjugate gradient algorithm that requires no line search. A very good general purpose training algorithm [33, 34]. |
| TRAINCGF          | Polak-Ribiere conjugate gradient algorithm. Slightly larger storage requirements than traincgf. Faster convergence on some problems [35]. |
| TRAINLM           | Levenberg-Marquardt algorithm. Fastest training algorithm for networks of moderate size. Has memory reduction feature for use when the training set is large [36, 37]. |
| TRAINRP           | Resilient backpropagation. Simple batch mode training algorithm with fast convergence and minimal storage requirements [38]. |
| TRAINR            | Random order incremental training w/learning functions. TRAINR trains a network with weight and bias learning rules with incremental updates after each presentation of an input. Inputs are presented in random order. |
| TRAINGD           | Basic gradient descent. Slow response, can be used in incremental mode training. |
| TRAINGDM          | Gradient descent with momentum. Generally faster than traingd. Can be used in incremental mode training. |
| TRAINGDA          | Gradient descent with adaptive lr backpropagation. TRAINGDA is a network training function that updates weight and bias values according to gradient descent with adaptive learning rate. |
| TRAINBFG          | BFGS quasi-Newton method. Requires storage of approximate Hessian matrix and has more computation in each iteration than conjugate gradient algorithms, but usually converges in fewer iterations [39,40]. |
| TRAINGDX          | Adaptive learning rate. Faster training than TRAINGD, but can only be used in batch mode training. |

2.5. Normalization of Experimental Data

It is desirable to normalize all the input and output data with the largest and smallest values of each of the data sets, since the variables of input and output data have different physical units and ranges. So, all of the input and output data were normalized between 0.1 and 0.9 due to restriction of sigmoid function [41-43] using the below rearranged formula as follows:

\[
\text{Normalized value} = 0.8 \ast \left( \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \right) + 0.1 \quad (26)
\]

where the \(X\) is the measured value, while \(X_{\text{min}}\) and \(X_{\text{max}}\) values are the minimum and maximum values of found in the train set and also employed data for normalization are given shown in Table 3.

### Table 3. The range of employed data in the modelling.

| Variable       | Range         | Minimum | Maximum |
|----------------|---------------|---------|---------|
| \( f \)        | Minimum/Maximum | 0.01517 | 0.1835  |
| \( Nu \)       | Minimum/Maximum | 52.87346 | 2712.383 |
| \( S_{\text{gen}} \) | Minimum/Maximum | 1.30E-04 | 0.00142 |
| \( \phi \)     | Minimum/Maximum | 0.00228 | 0.06986 |

TANSIG transfer function gives better results than logarithmic sigmoid function (LOGSIG) according to present investigation as mentioned [44]. TANSIG transfer function is being used as an activation function in the hidden layer of ANN [24] is given as

\[
f(x) = \frac{2}{1+e^{-2x}} - 1 \quad (27)
\]

3. Results and Discussion

MATLAB toolbox was used to search better network configuration prediction by using commonly used feed forward back propagation algorithm with thirteen different training functions with adaptation learning function of MSE and TANSIG transfer function. In this research, eighteen data samples were used in a series of runs for each nine samples of baffle-inserted tube. Reynold number, tube length to baffle spacing ratio, baffle orientation angle and pitch to diameter ratio were considered as input variables of ANNs and the time averaged values of Nusselt number, friction factor, entropy generation number and irreversibility distribution ratio were determined as the target data. Up to 70% of the whole experimental data was used to train the models, 15% was used to test the outputs and the remaining data points
which were not used for training were used to evaluate the validity of the ANNs. As mentioned above the ANN was trained using all possible thirteen different training functions available in MATLAB toolbox. To determine the optimal neural network structure, both the error convergence rates was checked by changing the number of hidden layer and also by decreasing momentum rate ranged from 0.9 to 0.7 in successive decreasement of 0.025 to increase learning rate of the networks. Based on the analysis, it was observed that the optimal number of hidden neurons varies mostly from one training function to another one but the optimal momentum rate was found to be 0.825 for all training functions. TRAINBR training function has shown better performance as compared to other twelve training functions under the constant network parameters. Constructed configuration of TRAINBR network has ten neurons in the hidden layer as shown in Figure 7.

![Figure 7. Constructed configuration of TRAINBR network.](image)

The absolute fraction of variance values ($R^2$) and optimal number of hidden neurons for each training function were determined and tabulated in Table 4.

### Table 4. Absolute fraction of variance ($R^2$) values for different training algorithms.

| Training algorithm | Number of optimal hidden neurons | $R^2$ (Training) | $R^2$ (Validation) | $R^2$ (Test) | $R^2$ (All) |
|--------------------|----------------------------------|------------------|-------------------|-------------|-------------|
| TRAINBR            | 10                               | 0.99960          | 0.99957           | 0.99911     | 0.99958     |
| TRAINCGB           | 5                                | 0.99949          | 0.99928           | 0.99914     | 0.99940     |
| TRAINSCG           | 5                                | 0.99938          | 0.99927           | 0.99899     | 0.99895     |
| TRAINCGP           | 8                                | 0.99929          | 0.99894           | 0.99855     | 0.99890     |
| TRAINCGF           | 6                                | 0.99907          | 0.99875           | 0.99815     | 0.99885     |
| TRAINLM            | 6                                | 0.99900          | 0.99855           | 0.99812     | 0.99885     |
| TRAINR             | 7                                | 0.99877          | 0.99804           | 0.99774     | 0.99842     |
| TRAINR             | 5                                | 0.99823          | 0.99731           | 0.99696     | 0.99812     |
| TRAINGD            | 7                                | 0.99792          | 0.99729           | 0.99690     | 0.99762     |
| TRAINGD            | 7                                | 0.99715          | 0.99716           | 0.99688     | 0.99702     |
| TRAINGD            | 6                                | 0.99681          | 0.99689           | 0.99651     | 0.99696     |
| TRAINBF            | 9                                | 0.99629          | 0.99468           | 0.99618     | 0.99621     |
| TRAINBFG           | 5                                | 0.99372          | 0.99371           | 0.99394     | 0.99371     |

Training regression plots for the best training algorithm of TRAINBR are shown in Figure 8.

![Figure 8. Neural network training regression plots for TRAINBR.](image)

Thirteen different ANN training models have been compared by mean square error (MSE), mean relative error (MRE) and absolute fraction of variance ($R^2$) mathematically expressed as following equations:

\[
MRE = \frac{1}{n} \sum_{i=1}^{n} \frac{100|a_i-t_i|}{|t_i|} \quad (28)
\]

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (a_i-t_i)^2 \quad (29)
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (a_i-t_i)^2}{\sum_{i=1}^{n} (a_i)^2} \quad (30)
\]

where $a_i$ is the actual (experimental) value, $t_i$ is the predicted (output) value and $n$ is the number of the data. The networks were trained for all thirteen different training functions under same network parameters. The training was continued till the least value of MSE at a definite value of epochs attained for all thirteen different training functions seperately. The use of the MSE is an excellent numerical criterion for evaluating the performance of a prediction tool. Table 5 shows the results for the MRE, MSE and $R^2$ values for different training algorithms. After analysing all the results, TRAINBR training function has shown best performance as compared to other twelve training functions.
for predicting the target experimental outputs which has the least MSE value.

Table 5. MRE, MSE and \( R^2 \) values for different training algorithms.

| Training algorithm | MRE    | MSE            | \( R^2 \)     |
|--------------------|--------|----------------|---------------|
| TRAINBR            | 0.000105816  | 9.99956E-09    | 0.999160176   |
| TRAINCGB           | 0.000158725  | 2.24993E-08    | 0.998800360   |
| TRAINSCG           | 0.000603162  | 3.24897E-07    | 0.997901103   |
| TRAINCGF           | 0.005820003  | 3.025E-05      | 0.997801210   |
| TRAILLM            | 0.010581825  | 1E-04          | 0.997201323   |
| TRAIRN             | 0.996631818  | 8.8701807      | 0.997710323   |
| TRAIRNP            | 0.996825454  | 8.887394837    | 0.996642496   |
| TRAINR             | 0.997248727  | 0.88814861     | 0.996243534   |
| TRAINGD            | 0.998306910  | 0.890034442    | 0.995245664   |
| TRAINGDG           | 0.998306910  | 0.890034442    | 0.994048880   |
| TRAINGDMA          | 0.998962983  | 0.891204663    | 0.993292422   |
| TRAINBFG           | 0.999492075  | 0.89214895     | 0.992434364   |
| TRAINGDX           | 0.999788366  | 0.892677968    | 0.987459864   |

The graphs in Figures 9-12, generated by using friction factor, Nusselt number, entropy generation number and irreversibility distribution ratio values that appear in all the tested ANN training algorithms with respect to Reynolds numbers respectively.

Figure 9. Scatter plot indicating the performance of \( \text{Nu}_{\text{ave}(t)} \).

Figure 10. Scatter plot indicating the performance of \( f_{\text{ave}(t)} \).

Figure 11. Scatter plot indicating the performance of \( S_{\text{pen}_{\text{ave}(t)}} \).

Figure 12. Scatter plot indicating the performance of \( \phi \).

Best training performance plot for the best training algorithm of TRAINBR is shown in Figure 13. This figure is the performance plots of the mean square error value versus the number of epochs that is iteration numbers. Mean square error decreases with increasing iteration numbers and converges to a steady state value based on the TRAINBR algorithm characteristic as the best training performance is achieved at 246 epochs.

Figure 13. Performance curve for the best training algorithm of TRAINBR.
The training state of the best training algorithm of TRAINBR is shown in Figure 14. In this graph it is clearly shown that optimized network is developed with mean squared error of $9.99956 \times 10^{-9}$ and sum of squared network parameters found to be 308.7523. The performance goal of optimized network having 89.8305 parameters is achieved in 246 epochs.

Figure 14. Performance plots of the best training function of TRAINBR.

A comparison of predicted values using best training function TRAINBR and the experimental values of the system is given in Table 6 for performance evaluation. The deviation values (MSE, MRE, and $R^2$) of thirteen different training functions for estimation of ANNs are presented in Table 7. A well trained ANN model produces small MSE and large $R^2$ values. According to this table, the optimal network configuration which is TRAINBR training function has a lower MSE and higher $R^2$ values. A parity plots of the output layer parameters are drawn to show the performance of optimal ANN TRAINBR training function in Figures 15-18. All of the graphs clearly show that the TRAINBR training function works very well. Based on these figures and MSE values of Table 5, parity plots show the accuracy with which the optimal ANN TRAINBR training function predicts output layer parameters of friction factor, Nusselt number, entropy generation number and irreversibility distribution ratio obtained from the experimental outputs. The coefficient of determination values $R^2$ for best training function TRAINBR has achieved unity for all outputs. The results show that the optimal neural network configuration TRAINBR training function is successful in predicting the solution of transient forced convective heat transfer problems to determine friction factor, Nusselt number, entropy generation number and irreversibility distribution ratio.

Table 6. Comparison of experimental and ANNs results for best training function TRAINBR.

| Re     | $f_{ave}(\text{t})$ | $N_{\text{ave}}(\text{t})$ | $S_{\text{ave}}(\text{t})$ | $\varphi$ | $f_{ave}(\text{t})$ | $N_{\text{ave}}(\text{t})$ | $S_{\text{ave}}(\text{t})$ | $\varphi$ |
|--------|---------------------|-----------------------------|-----------------------------|-----------|---------------------|-----------------------------|-----------------------------|-----------|
| 3000   | 0.07135             | 122,717,090                 | 0.00118                     | 0.00684   | 0.0708365          | 121,490,191                 | 0.0013682                   | 0.0069716  |
| 4000   | 0.07234             | 196,236,060                 | 0.00112                     | 0.00579   | 0.0718166          | 194,273,899                 | 0.0013088                   | 0.0059321  |
| 5000   | 0.07313             | 282,433,110                 | 0.00106                     | 0.00509   | 0.0725987          | 279,608,789                 | 0.0012494                   | 0.0052391  |
| 6000   | 0.07377             | 380,296,890                 | 0.00100                     | 0.00458   | 0.0732323          | 376,491,211                 | 0.0011900                   | 0.0047342  |
| 7000   | 0.07452             | 489,064,210                 | 0.00094                     | 0.00419   | 0.0737768          | 484,173,767                 | 0.0011306                   | 0.0043481  |
| 8000   | 0.07480             | 608,130,180                 | 0.00088                     | 0.00388   | 0.0742520          | 602,049,078                 | 0.0010712                   | 0.0040412  |
| 9000   | 0.07523             | 736,998,720                 | 0.00081                     | 0.00362   | 0.0746777          | 729,628,932                 | 0.0010019                   | 0.0037838  |
| 10000  | 0.07561             | 875,252,480                 | 0.00075                     | 0.00341   | 0.0750539          | 866,500,152                 | 0.0009425                   | 0.0035759  |
| 11000  | 0.07596             | 1022,533,440                | 0.00069                     | 0.00323   | 0.0754004          | 1012,308,306                | 0.0008831                   | 0.0033977  |
| 12000  | 0.07628             | 1178,296,965                | 0.00063                     | 0.00307   | 0.0757172          | 1166,744,554                | 0.0008237                   | 0.0032393  |
| 13000  | 0.07657             | 1342,965,858                | 0.00057                     | 0.00293   | 0.0760043          | 1329,536,392                | 0.0007643                   | 0.0031007  |
| 14000  | 0.07685             | 1515,596,588                | 0.00051                     | 0.00280   | 0.0762815          | 1500,440,814                | 0.0007049                   | 0.0029720  |
| 15000  | 0.07710             | 1696,200,096                | 0.00045                     | 0.00269   | 0.0765290          | 1679,239,150                | 0.0006455                   | 0.0028631  |
| 16000  | 0.07734             | 1884,578,777                | 0.00039                     | 0.00259   | 0.0767666          | 1865,733,182                | 0.0005861                   | 0.0027641  |
| 17000  | 0.07757             | 2080,547,300                | 0.00033                     | 0.00246   | 0.0769943          | 2059,742,027                | 0.0005267                   | 0.0026750  |
| 18000  | 0.07778             | 2283,938,838                | 0.00027                     | 0.00224   | 0.0772022          | 2261,096,642                | 0.0004673                   | 0.0025958  |
| 19000  | 0.07799             | 2494,596,867                | 0.00021                     | 0.00223   | 0.0774101          | 2469,652,883                | 0.0004079                   | 0.0025265  |
| 20000  | 0.07818             | 2712,383,440                | 0.00015                     | 0.00228   | 0.0775982          | 2685,259,806                | 0.0003485                   | 0.0024572  |
Figure 15. Scatter diagram of $N_{u\text{ave}}(t)$ showing the performance of optimal ANN.

Figure 16. Scatter diagram of $f_{\text{ave}}(t)$ showing the performance of optimal ANN.
Figure 17. Scatter diagram of $S_{gen_{ave}(t)}$ showing the performance of optimal ANN.

Figure 18. Scatter diagram of $\phi$ showing the performance of optimal ANN.
4. Conclusions

In this paper, the performance of transient forced convection heat transfer with nine various baffle inserted tubes have been analyzed to determine optimal training function by using commonly used MLFNN with BP learning function with thirteen different training function with adaptation learning function of mean square error and TANSIG transfer function. The importance of this study is to develop an optimal ANN configuration between thirteen different ANN configurations using an actual experimental data set and to develop an optimal ANN architecture as well.

The ANN architecture consists of four independent parameters in input layer and four dependent parameters in output layer. It is obvious that all of the the training functions are in good agreement with the experimental data set but TRAINBR training function is the best training function for prediction of output layer parameters. Almost perfect accuracy between the TRAINBR neural network training function predictions and experimental data was achieved with mean relative error (MRE) of 0.000105816% and correlation coefficient (R) that was 0.999160176 for all data sets, which suggests the reliability of the ANNs as a strong tool for predicting the performance of transient forced convective heat transfer applications.

Nomenclature

\[ \begin{align*}
C_p & \quad \text{specific heat} \left( \frac{kT}{kgk} \right) \\
(dP/dx) & \quad \text{pressure gradient} \left( \frac{N}{m^3} \right) \\
D & \quad \text{tube inlet diameter} \ (m) \\
h & \quad \text{heat transfer coefficient} \left( \frac{W}{m^2K} \right) \\
H & \quad \text{baffle spacing or pitch} \ (m) \\
H/D & \quad \text{ratio of pitch to tube inlet diameter} \\
f & \quad \text{dimensionless pressure drop} \\
k & \quad \text{thermal conductivity} \left( \frac{W}{mK} \right) \\
L & \quad \text{tube length} \ (m) \\
m & \quad \text{mass flow rate} \left( \frac{kg}{s} \right) \\
N_e & \quad \text{augmentation entropy generation number} \\
Nu & \quad \text{Nusselt number} \\
Pr & \quad \text{Prandtl number} \\
Q & \quad \text{heat transferred to fluid} \\
R & \quad \text{coefficient of correlation} \\
R^2 & \quad \text{coefficient of determination} \\
Re & \quad \text{Reynolds number} \\
S & \quad \text{cross sectional area} \\
S_{gen} & \quad \text{rate of entropy generation} \left( \frac{W}{mk} \right) \\
T & \quad \text{temperature} \ (K) \\
\end{align*} \]

Greek symbols

\[ \begin{align*}
\beta & \quad \text{baffle orientation angle} \ (^\circ) \\
\rho & \quad \text{density} \ \left( \frac{kg}{m^3} \right) \\
\phi & \quad \text{irreversibility distribution ratio} \\
\pi & \quad \text{Pi number} \\
\mu & \quad \text{dynamic viscosity} \ \left( \frac{kg}{m.s} \right) \\
v & \quad \text{kinematic viscosity} \ \left( \frac{m^2}{s} \right) \\
\end{align*} \]

Subscripts

\[ \begin{align*}
a & \quad \text{baffle inserted tube} \\
av & \quad \text{average} \\
b & \quad \text{bulk} \\
m & \quad \text{mean} \\
o & \quad \text{smooth pipe} \\
t & \quad \text{transient condition} \\
w & \quad \text{wall} \\
max & \quad \text{maximum} \\
in & \quad \text{minimum} \\
\Delta P & \quad \text{fluid friction} \\
\Delta T & \quad \text{heat transfer} \\
\end{align*} \]

Abbreviations

ANN: artifical neural network  
BP: back propagation  
DC: direct current  
LOGSIG: logarithmic sigmoid  
MLFNN: multilayer feed-forward neural network  
MSE: mean square error  
MRE: mean relative error  
PLC: programmable logic controller  
TANSIG: tangent sigmoid
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