A Performance Analysis Framework of Time-Triggered Ethernet Using Real-Time Calculus
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Abstract: With increasing demands of deterministic and real-time communication, network performance analysis is becoming an increasingly important research topic in safety-critical areas, such as aerospace, automotive electronics and so on. Time-triggered Ethernet (TTEthernet) is a novel hybrid network protocol based on the Ethernet standard; it is deterministic, synchronized and congestion-free. TTEthernet with a time-triggered mechanism meets the real-time and reliability requirements of safety-critical applications. Time-triggered (TT) messages perform strict periodic scheduling following the offline schedule tables. Different scheduling strategies have an effect on the performance of TTEthernet. In this paper, a performance analysis framework is designed to analyze the end-to-end delay, backlog bounds and resource utilization of network by real-time calculus. This method can be used as a base for the performance evaluation of TTEthernet scheduling. In addition, this study discusses the impacts of clock synchronization and traffic integration strategies on TT traffic in the network. Finally, a case study is presented to prove the feasibility of the performance analysis framework.
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1. Introduction

In recent years, as the continuous improvement of real-time demand for Ethernet in the aviation industry and other fields, over 20 forms of solutions have been continuously competing with each other to gain industry recognition. In the fierce competition, time-triggered Ethernet (TTEthernet) has gradually attracted more attention due to its characteristics of certainty, fault tolerance and reliability [1]. TTEthernet is a real-time communication protocol based on IEEE 802.3 standard Ethernet, which can fully support the timely-determinism property and mixed-criticality applications in a single network infrastructure. It is mainly applied in safety-critical industries such as aviation, automobiles, electronics, etc. [2].

TTEthernet is a promising extension of Ethernet, which introduces clock synchronization to synchronize the local clocks of all devices in the whole network. Under the control of a unified global clock, time-triggered (TT) messages are sent and received according to the offline schedule table [3]. The schedule tables are generated in an offline fashion and guarantee to be collision-free transmission of
TT messages, thereby ensuring reliable and real-time transmission. Other event-triggered (ET) messages, including rate-constrained (RC) and best-effort (BE) messages [4], are transmitted during the idle periods after TT messages have been scheduled. Hence, TTEthernet is fully compatible with Avionics Full-Duplex Switched Ethernet (AFDX) and standard Ethernet.

The critical data in TTEthernet are transmitted in the form of TT traffic, so they are the core of TTEthernet to ensure the real-time and deterministic nature of TT traffic. TT traffic is scheduled based on the offline schedule table, which sets the acceptance windows of each TT frame. The schedule tables assign specific time slots for TT transmission, which is pre-designed after considering several factors such as the period of all TT traffic; the lengths of frames; and the restrictions from resources and physical links. The schedule is designed to facilitate a collision-free transmission between TT traffic, thereby minimizing a delay and jitter of TT traffic [5]. In the scenario of mixed-critical traffic, RC traffic has to be integrated with TT traffic via different scheduling strategies, which have a non-negligible impact on the performance boundary of the network.

Typically, simulation techniques, as traditional methods, are used to analyze the delay and resource utilization of TTEthernet. However, such methods usually need to expend considerable effort to build a TTEthernet model with multiple details, and it tends to take lots of time to execute the model to get simulation results. Real-time calculus (RTC) is a framework to model and analyze heterogeneous system, which can be used to analyze and evaluate the network performance based on an established abstract model.

In this paper, we present a performance analysis framework for evaluating TTEthernet and use RTC to calculate its hard upper and lower bounds. The processing capacity for critical traffic can be indicated so long as users give correlation parameters (such as event rate, message size, routing path and scheduling strategy) into a model. RTC was used to calculate delay bounds, backlog bounds and resource utilization in the transmission process from sender to receiver. This study mainly discusses the impacts of clock synchronization and traffic integration strategies for TT traffic. The main contributions of this paper are as follows:

1. This paper proposes a performance analysis framework of TTEthernet. The abstract model of TTEthernet consists of the data model, resource model and component model, and RTC is applied to analyze the feasibility of abstract model.
2. We discuss the impacts of clock synchronization and different traffic integration strategies on delay bounds of TT traffic, backlog bounds of processing nodes and resource utilization of the network.
3. Finally, the paper concludes the feasibility of the performance analysis framework through discussing a specific case that mainly focuses on different traffic integration strategies.

In the remainder of this paper, the content is organized as follows. The related work was discussed in Section 2. In Section 3, the relevant portions of TTEthernet and RTC were introduced. The performance analysis framework was described in Section 4, along with a detailed presentation for the construction of data and resource models. Section 5 showed how to obtain the performance analysis results. In Section 6, a case was applied to prove the feasibility of the performance analysis framework proposed in this paper. Lastly, Section 7 summarized the work.

2. Related Work

The deterministic and real-time nature of TT traffic in TTEthernet is mainly implemented through a predefined schedule. A well-designed schedule can ensure collision-free transmission and minimum delay in TT frames, which can guarantee the deterministic of TTEthernet. There are many scheduling algorithms that have been developed to generate schedule tables for efficient traffic transmission, such as [5–7]. The performance analysis framework proposed in this paper can be utilized to analyze whether the critical
traffic can meet requirements of the system after scheduling according to these scheduling tables, so as to evaluate the merits and demerits of scheduling algorithms.

Traditional network analysis is conducted to obtain the final performance analysis result through actual simulation, such as [8]. Several details are required to form a TTEthernet model. This process is very time-consuming and requires tremendous amounts of resources. Another method, which can be used to analyze a complex performance of the network, is network calculus. For example, Zhao et al. used network calculus to analyze the worst-case end-to-end delay of RC traffic in TTEthernet [9], but it only analyzes the time delay, which is only part of the network performance. The RTC used in this paper is based on the network calculus, which can analyze the network performance at entire system level. It can analyze not just delay bounds but backlog bounds and resource utilization of network.

Performance analysis of complex systems is a common problem in embedded real-time systems. Chakraborty et al. proposed a system performance analysis framework to analyze the performance of the event flow in the system [10]. Zhang et al. devised a feasibility analysis framework to analyze the performance of time-sensitive networking [11]. In this paper, we design a performance analysis framework of TT traffic in TTEthernet and use RTC to evaluate the performances of network system.

3. Preliminaries

3.1. Time-Triggered Ethernet

Time-triggered Ethernet can realize deterministic communication by combining the mature fault-tolerance and real-time mechanisms of the time-triggered technology on the basis of standard Ethernet. A globally unified clock is established in the network system to schedule communication between terminals, and the data transmission rate can be increased by up to 1 Gb/s. To support the application of different real-time and security requirements, TTEthernet divides different traffic into three categories: time-triggered (TT) traffic, rate-constrained (RC) traffic and best-effort (BE) traffic. The three data frames adopt the standard format of the Ethernet frame, with the different value in the type field. The value of TT frame’s type field is 0\texttimes\text{88d7}, RC frame’s is 0\texttimes\text{0888} and BE frame’s is 0\texttimes\text{0800} [12].

TT messages adopt a global clock synchronization to ensure real-time communication. TT scheduling follows the offline schedule table to ensure that TT messages communicate at a predefined time [13]. It is suitable for communication applications with low jitter and deterministic delay. At the same time, TT message has the highest priority; that is to say, it can get resource prior to other messages. RC messages have lower priority as compared to TT messages and are used for applications with relatively weak deterministic and real-time. RC is a rate-constrained communication, which is determined by the minimum allowed time interval and the maximum allowed frame size between consecutive frames. The minimum allowed time interval between consecutive frames is known as the bandwidth allocation gap (BAG). As different controllers can simultaneously send multiple RC messages to the same receiver, different RC messages tend to queue up in the switching machine, thereby resulting in increased jitter of transmission communication. In comparison to TT messages and RC messages, BE messages are transmitted using the remaining bandwidth of the network. They have the lowest priority and their performance cannot be guaranteed due to delays and reliability issues [14].

Figure 1 shows the internal architecture of a TTEthernet switch. The switch receives traffic from different nodes and classifies traffic, including TT traffic, RC traffic and BE traffic with different priorities [15]. TTEthernet switch can ensure that TT frames are transmitted from an internal buffer at the time specified in the schedule, and a critical traffic is scheduled according to the allocated transmission time. Protocol control frames (PCFs) are TTEthernet frames of a special kind exchanged between TTEthernet components in order to establish and maintain synchronization, and their priority should be higher than TT traffic, thereby affecting the transmission of TT traffic. In addition, if a low-priority frame starts to be
transmitted just before the scheduling time of a TT frame, it will also cause a delay for the critical traffic. The delay caused by low priority traffic is determined by the traffic integration strategy of TT and ET traffic (primarily referring to RC traffic).

![Figure 1. TT Ethernet switch architecture.](image)

The integrated transmission modes of TT and RC traffic are divided into three types: preemption, timely-block and shuffling [16], as shown in Figure 2. Preemption indicates a RC frame can be preempted and relayed after the transmission of a TT frame. In timely-block mode, before a RC frame is transmitted, it needs to predict whether there is enough idle time between the next adjacent TT frame for its complete transmission. If not, the RC frame will be delayed for transmission. Shuffling is the mode in which TT frame will be delayed until the transmission for RC is finished.

![Figure 2. Integration policies of time-triggered (TT) and rate-constrained (RC) traffic.](image)

3.2. Real-Time Calculus

Real-time calculus (RTC) is an extension of network calculus in real-time applications [17]. Network calculus [18] is a mathematical approach to modeling network behavior. RTC relies on the modeling of data flows and resources for processing components with curves called arrival curves and service curves. Arrival curves are functions of relative time to constrain the traffic that can occur in an interval of time. Service curves are used to count available resources. A component can be described with curves; then RTC gives exact delay bounds, backlog bounds and resource utilization for already-modeled components to evaluate network performance. The arrival curve and service curve are defined as follows.

**Definition 1 (Arrival Curve).** Given a time interval $[s, t]$, the cumulative function $R(t) \geq 0$ represents the total number of data flows that has arrived in the network component up to time $t$. Further, assume that the amount of data flows arriving within any interval of time is bounded above by a function called the upper arrival curve,
denoted by \( \alpha^u \). Similarly, a lower bound on the number of data flows arriving is given by a lower arrival curve \( \alpha^l \). \( \alpha^l \) and \( \alpha^u \) are related by the following inequality:

\[
\alpha^l(t - s) \leq R(t) - R(s) \leq \alpha^u(t - s), \forall s < t
\]  

(1)

where \( \alpha^l(0) = \alpha^u(0) = 0 \).

Definition 2 (Service Curve). Given a time interval \([s, t)\), \( C(t) \) is a cumulative function that represents the available communication resources in the network component up to time \( t \). Similarly to arrival curves, \( \beta^u \) and \( \beta^l \) denote upper and lower service curves of a resource respectively; the following inequality holds:

\[
\beta^l(t - s) \leq C(t) - C(s) \leq \beta^u(t - s), \forall s < t
\]  

(2)

where \( \beta^l(0) = \beta^u(0) = 0 \).

RTC is based on min-plus algebra and max-plus algebra. In these algebras, convolution and deconvolution are commonly used operations. These operations are defined as follows, where \( \inf \) means infimum (greatest lower bound) and \( \sup \) means supremum (least upper bound).

Definition 3 (Min-plus Algebra). The min-plus convolution \( \otimes \) and deconvolution \( \oslash \) of \( f \) and \( g \) are defined as:

\[
(f \otimes g)(t) = \inf_{0 \leq s \leq t} \{ f(t - s) + g(s) \}
\]  

(3)

\[
(f \oslash g)(t) = \sup_{s \geq 0} \{ f(t + s) - g(s) \}
\]  

(4)

The max-plus deconvolution is similar to the min-plus convolution.

Definition 4 (Max-plus Algebra). The max-plus convolution \( \boxplus \) and deconvolution \( \oslash \) of \( f \) and \( g \) are defined as:

\[
(f \boxplus g)(t) = \sup_{0 \leq u \leq t} \{ f(t - u) + g(u) \}
\]  

(5)

\[
(f \oslash g)(t) = \inf_{u \geq 0} \{ f(t + u) - g(u) \}
\]  

(6)

4. Performance Analysis Framework

This section describes the construction of a performance analysis framework for TTEthernet. As shown in Figure 3, a data model, resource model and system model were devised and used to build the abstract model of the system required for the performance analysis of TTEthernet. The data model is mainly described by the arrival curve under the traffic configuration. The resource model is represented by the service curve under different scheduling strategies. The system model was built based on component model and system architecture. For already-modeled abstract model, RTC was applied to analyze network performance and get analysis results.
4.1. Data Model

The data model is described by the arrival curve, which defines lower and upper bounds on the amount of data flows that can occur in a window of time [19]. Since TT frames can only be served in reserved time slots, the arrival curve of TT flow can be represented by a staircase function. The arrival curve of a single TT flow is given by Equation (7).

\[ \alpha_{TT}(t) = \begin{cases} 
  l_{TT} \cdot \left\lceil \frac{t+\Delta}{P_{TT}} \right\rceil, & t > 0 \\
  0, & t \leq 0 
\end{cases} \]

(7)

where \( P_{TT} \) is the periodic of TT flow, \( l_{TT} \) represents the frame length and \( \Delta \) is the delay variation.

However, multiple TT flows are often transmitted on the same port. Therefore, an aggregate arrival curve of TT flows needs to be processed. As shown in Figure 4, it is assumed that there are three types of TT flows which are transmitted at one output port, with their periods \( P_{TT1} = 2 \text{ ms}, P_{TT2} = 3 \text{ ms} \) and \( P_{TT3} = 6 \text{ ms} \). Since all TT flows are scheduled periodically, the aggregate TT flows will be scheduled based on the least common multiple period (\( P_{LCM} \)) of these three TT flows. As shown in Figure 4, the \( P_{LCM} \) of these three flows is 6 ms.

To obtain the aggregated arrival curves of all TT flows, one TT flow is used as a reference to analyze the arrival curves of other flows. Thereafter, the arrival curves of all TT flows are accumulated to obtain the aggregated arrival curve of the reference one [20]. Assuming that the flow \( TT_i \) is used as a reference, the upper aggregated arrival curve \( \alpha_{TT}^{i,u}(t) \) and the lower aggregated arrival curve \( \alpha_{TT}^{i,l}(t) \) about \( TT_i \) are given by Equations (8) and (9).
\[ \alpha_{uTT}^i(t) = \sum_{k=1}^{N_{TT}} \alpha_{uTT}^i(t - O_{k,i}) \]  
\[ \alpha_{lTT}^i(t) = \sum_{k=1}^{N_{TT}} \alpha_{lTT}^i(t - O_{k,i}) \]

where \( O_{k,i} \) is the relative offset which defines the interval between the first frame of the reference flow \( TT_i \) and the first frame of the flow \( TT_k \). \( N_{TT} \) refers to the number of TT traffic.

\( \alpha_{uTT}^i(t) \) and \( \alpha_{lTT}^i(t) \) can be calculated by the upper arrival curve and the lower arrival curve of a single TT flow given by

\[ \alpha_{uTT}^k(t) = \begin{cases} \min \{ l_{TT} \cdot \lceil \frac{t+j}{P_{TTk}} \rceil, \lceil \frac{d}{d} \rceil \}, & t > 0 \\ 0, & t \leq 0 \end{cases} \]  
\[ \alpha_{lTT}^k(t) = \begin{cases} l_{TT} \cdot \lceil \frac{t-j}{P_{TTk}} \rceil, & t > 0 \\ 0, & t \leq 0 \end{cases} \]

where \( j \) is the jitter of TT flows, \( d \) is the minimum interval distance of traffic and \( d \) is much smaller than \( P_{TTk} \).

There are three TT flows in Figure 4, and we can get three different aggregate arrival curves with these TT flows as references, as shown in Figure 5. The blue and gray dotted lines indicate upper arrival curves and lower arrival curves for each of these flows. Finally, the worst-case upper aggregate arrival curve \( \alpha_{uTT}(t) \) and the lower aggregate arrival curve \( \alpha_{lTT}(t) \) are represented by red and green solid lines, respectively. Their formula is given in Equations (12) and (13).

\[ \alpha_{uTT}(t) = \max_{1 \leq i \leq N_{TT}} \{ \alpha_{uTT}^i(t) \} \]  
\[ \alpha_{lTT}(t) = \min_{1 \leq i \leq N_{TT}} \{ \alpha_{lTT}^i(t) \} \]

Figure 5. Aggregate arrival curve of TT flows.
4.2. Resource Model

The resource model is described by a service curve, which represents the amount of data that a component can process. Here we suppose that the scheduling strategy is known, to analyze the data processing ability of nodes under this scheduling strategy.

In a time-triggered system, the schedule defines the “receiving point” (the expected time of transmission) of TT traffic. Due to clock drifts and jitter, the receiving point is not exactly known and thus acceptance windows are given [21]. The acceptance windows is a predefined duration interval around the expected “receiving point”. If a transmission occurs within the defined acceptance window, the transmission is “scheduled”; otherwise it is “unscheduled” and such unscheduled transmission is considered to be invalid. The size of acceptance window for TT flow is predefined, but under the influence of clock synchronization and traffic integration strategies, the actual open window is smaller than a predetermined window.

As is shown in Figure 6, we give an example to illustrate the influence of clock synchronization and traffic integration strategy on the acceptance windows of TT flows. In this example, it is assumed that $P_{LCM}$ of TT flow is 6 ms and consists of three TT flows. $W_{TT}$ represents a predefined acceptance window of TT flow, and $W^*_{TT}$ represents an actual open acceptance window after considering the effects of clock synchronization and traffic integration strategies. Suppose that the i-th time slot of TT transmission is used as the reference point for next calculation. $O^{ij}_{TT}$ represents the time interval between the i-th open window and the j-th open window. $I^i_{TT}$ represents the longest waiting time before the i-th open window.

![Figure 6. Acceptance windows for TT.](image-url)

It is vital to ensure clock synchronization for TT frame transmission. If clock synchronization cannot be maintained, the transmission will be congested and blocked, thereby impacting real-time of critical traffic. TTEthernet defines dedicated synchronization messages as the PCFs, whose priority should be higher than that of TT frames, so that the transmission of PCFs will have an impact on acceptance windows of TT frames. There are three types of PCF: cold-start (CS) frame, cold-start acknowledge (CA) frame and integration (IN) frame. The first two are executed to reach an initial synchronization of the local clocks in the system. The latter is executed during normal operation mode to keep the local clocks synchronized to each other and used for components to join an already synchronized system. Figure 6 shows the effect of IN frames on the TT acceptance window. The time slot of the PCFs indicates that clock synchronization will be performed during this period, so PCFs will preempt TT traffic during this period, thereby affecting the size of the TT acceptance window. As shown in Figure 6, the expected acceptance window $W_{TT1}^i$ in first $P_{LCM}$ will be reduced under the influence of PCFs. After being preempted by PCFs, the actual open window of TT1 becomes $W^*_{TT1}$. Suppose $t^i_{TT_{pcf}}$ and $t^i_{TT_{pcf}}$ represent the opening and closing times of
the TT acceptance window under the influence of PCFs respectively. $t_{TT_{pcf}}^{\text{oo}}$ and $t_{TT_{pcf}}^{\text{oc}}$ are calculated by Equations (14) and (15).

$$t_{TT_{pcf}}^{\text{oo}} = t_{TT}^{\text{oo}} + d_{TT_{pcf}}^{\text{oo}}$$  
$$t_{TT_{pcf}}^{\text{oc}} = t_{TT}^{\text{oc}} - d_{TT_{pcf}}^{\text{oc}}$$  

where $t_{TT}^{\text{oo}}$ and $t_{TT}^{\text{oc}}$ represent the opening and closing times of the expected TT window respectively. $d_{TT_{pcf}}^{\text{oo}}$ and $d_{TT_{pcf}}^{\text{oc}}$ are open delay and closed delay of TT acceptance window under the influence of PCFs respectively and given by

$$d_{TT_{pcf}}^{\text{oo}} = \begin{cases} 
\min\{t_{PCF}^{\text{max}} - t_{TT}^{\text{oo}}, t_{PCF}^{\text{max}} - t_{TT}^{\text{oc}}\}, & t_{TT}^{\text{oo}} < t_{PCF}^{\text{oc}} \\
0, & t_{TT}^{\text{oo}} \geq t_{PCF}^{\text{oc}} 
\end{cases}$$  

$$d_{TT_{pcf}}^{\text{oc}} = \begin{cases} 
(t_{TT}^{\text{oc}} - t_{PCF}^{\text{oc}}), & t_{TT}^{\text{oc}} > t_{PCF}^{\text{oc}} \\
0, & t_{TT}^{\text{oc}} \leq t_{PCF}^{\text{oc}} 
\end{cases}$$  

where $t_{PCF}^{\text{max}}$ is the maximum length of PCFs and $C$ is the physical link rate. Similarly, $t_{PCF}^{\text{oo}}$ and $t_{PCF}^{\text{oc}}$ are the opening and closing times of PCF transmission.

There exists competition in TTEthernet when a RC frame is already for transmission while encountering a TT acceptance window. Three integration strategies of TT and RC, i.e., preemption, timely-block and shuffling, are illustrated in Figure 2. In preemption and timely-block strategies, RC frame will not cause the delay for TT frame’s transmission. Thus, a TT acceptance window has no effect under these two strategies. Under the shuffling integration strategy, if a TT frame is scheduled while an RC frame is available, the delay for TT frame’s transmission. Thus, a TT acceptance window has no effect under these two strategies. The transmission of RC frame has an influence on acceptance window of TT in a shuffling strategy. As shown in Figure 6, for the acceptance window $W_{TT1}$ in the first $P_{LCM}$, the actual acceptance window is $W_{TT1}^{2}$ under the influence of a shuffling integration strategy. Suppose $t_{TT_{rc}}^{\text{oo}}$ represents the opening time of TT acceptance window affected by integration strategies. $t_{TT_{rc}}^{\text{oo}}$ is given by Equation (18).

$$t_{TT_{rc}}^{\text{oo}} = t_{TT}^{\text{oo}} + d_{TT_{rc}}^{\text{oo}}$$  

where $d_{TT_{rc}}^{\text{oo}}$ indicates the delay of TT acceptance window under the influence of integration strategy. Note that $d_{TT_{rc}}^{\text{oo}}$ is caused by the shuffling integration strategy and expressed as follows:

$$d_{TT_{rc}}^{\text{oo}} = \begin{cases} 
\min\{t_{RC}^{\text{max}} - t_{RC}^{\text{oo}}, t_{RC}^{\text{max}} - t_{RC}^{\text{oc}}\}, & t_{TT}^{\text{oo}} < t_{RC}^{\text{oc}} \\
0, & t_{TT}^{\text{oo}} \geq t_{RC}^{\text{oc}} 
\end{cases}$$  

where $t_{RC}^{\text{max}}$ represents the maximum length of the RC frames and $t_{RC}^{\text{oc}}$ is the end time of RC transmission.

Considering the influence of clock synchronization and integration strategy, the start time $t_{TT}^{\text{oo}}$ and end time $t_{TT}^{\text{oc}}$ of actual acceptance window for TT are as follows:

$$t_{TT}^{\text{oo}} = \max\{t_{TT}^{\text{oo}}, t_{TT_{pcf}}^{\text{oo}}, t_{TT_{rc}}^{\text{oo}}\}$$  
$$t_{TT}^{\text{oc}} = \min\{t_{TT}^{\text{oc}}, t_{TT_{pcf}}^{\text{oc}}, t_{TT_{rc}}^{\text{oc}}\}$$  

where $t_{TT}^{\text{oo}}$ and $t_{TT}^{\text{oc}}$ represent the opening and closing times of the expected TT window respectively. $d_{TT_{pcf}}^{\text{oo}}$ and $d_{TT_{pcf}}^{\text{oc}}$ are open delay and closed delay of TT acceptance window under the influence of PCFs respectively and given by
Therefore, an actual acceptance window for TT is
\[
W_{TT}^{i,s} = \begin{cases} 
\max\{t_{i,TT}^{j,i} - t_{TT}^{j,i}, t_{TT}^{j,i} - t_{TT}^{j,i} \} & \text{if } t_{i,TT}^{j,i} < t_{TT}^{j,i} \\
0 & \text{if } t_{i,TT}^{j,i} \geq t_{TT}^{j,i} 
\end{cases}
\] (22)

Assuming the \(i\)-th acceptance window is used as a baseline, the upper service curve \(\beta_{TT}^{i,u}\) and the lower service curve \(\beta_{TT}^{i,l}\) for TT traffic in a \(P_{LCM}\) are given by
\[
\beta_{TT}^{i,u}(t) = \sum_{j=i}^{i+N_{TT}-1} \beta_{TT}^{j,i,u}(t)
\] (23)
\[
\beta_{TT}^{i,l}(t) = \sum_{j=i}^{i+N_{TT}-1} \beta_{TT}^{j,i,l}(t)
\] (24)

where \(N_{TT}\) is the amount of TT traffic. \(\beta_{TT}^{j,i,u}\) and \(\beta_{TT}^{j,i,l}\) are as follows:
\[
\beta_{TT}^{j,i,u} = \beta_{P_{LCM},W_{TT}^{j,i}}(t + P_{LCM} - W_{TT}^{j,i} - O_{TT}^{j,i})
\] (25)
\[
\beta_{TT}^{j,i,l} = \beta_{P_{LCM},W_{TT}^{j,i}}(t + P_{LCM} - W_{TT}^{j,i} - I_{TT}^{j,i} - O_{TT}^{j,i})
\] (26)

\(O_{TT}^{j,i}\) is the time interval between the \(j\)-th open window and the \(i\)-th open window and can be obtained by the following formula:
\[
O_{TT}^{j,i} = (j - i) \cdot P_{TT} + O_{TT}^{i,s} - O_{TT}^{j,s}
\] (27)

where
\[
O_{TT}^{i,s} = t_{TT}^{i,i} - t_{TT}^{i,i}
\] (28)
\(I_{TT}^{j,i}\) represents the longest waiting time before the \(i\)-th open window.
\[
I_{TT}^{j,i} = t_{TT}^{j,i} - t_{TT}^{j,i-1}
\] (29)

The service curve \(\beta_{P_{LCM},W_{TT}^{j,i}}(t)\) is calculated by
\[
\beta_{T,L}(t) = C \cdot \max\left( \left\lfloor \frac{t}{L} \right\rfloor L, t - \left\lceil \frac{t}{L} \right\rceil (T - L) \right)
\] (30)

By considering the different baselines, the final upper service curve of \(\beta_{TT}^{u}(t)\) and the final lower service curve \(\beta_{TT}^{l}(t)\) of TT flows are given by Equations (31) and (32).
\[
\beta_{TT}^{u}(t) = \max_{1 \leq i \leq N_{TT}} \{ \beta_{TT}^{i,u}(t) \}
\] (31)
\[
\beta_{TT}^{l}(t) = \min_{1 \leq i \leq N_{TT}} \{ \beta_{TT}^{i,l}(t) \}
\] (32)

Figure 7 shows the worst-case service curve of TT1 traffic for the example above.
4.3. Abstract Model

The abstract model consists of all component resources and data flows of the system. Firstly, to build an abstract model of the system, analysis was undertaken on how a resource processes the flows through it. The arrival curve $\alpha(t)$ of the data model gets processed by the service curve $\beta(t)$ provided by the resource model, thereby generating an outgoing arrival curve $\alpha'(t)$ and a remaining service curve $\beta'(t)$. The outgoing data flows might enter another resource for further processing. The remaining resources might provide services to other data flows through the component. Given a data model which is specified by its arrival curves $\alpha_u(t)$ and $\alpha_l(t)$ and resources which processes these data flows, its processing capability is specified by its service curves $\beta_u(t)$ and $\beta_l(t)$. Let $\alpha'^u(t)$ and $\alpha'^l(t)$ denote the outgoing upper and lower arrival curves, respectively. Furthermore, the remaining upper and lower service curves of the component are denoted by $\beta'^u(t)$ and $\beta'^l(t)$, respectively [10]. Then these curves are related by the following expressions:

$$\begin{align*}
\alpha'^u &= \min\{ (\alpha^u \otimes \beta^u) \ominus \beta'^l, \beta^u \} \\
\alpha'^l &= \min\{ (\alpha^l \otimes \beta^u) \ominus \beta'^l, \beta^l \} \\
\beta'^u &= (\beta^u - \alpha'^l) \ominus 0 \\
\beta'^l &= (\beta^l - \beta'^u) \ominus 0
\end{align*}$$

In this discussion, we consider two combinations of components as shown in Figures 8 and 9.

**Figure 7.** Worst-case service curve of TT1.

**Figure 8.** A model consisting of two components.
In the first case, we consider the impact of a single data flow through different components on the arrival curve. As shown in Figure 8, suppose a TT flow constrained by arrival curve \( \alpha \) passes through two components. After the first component processing, the outgoing arrival curve of data flow becomes \( \alpha' \). The data flow continues to enter into the second component with its arrival curve \( \alpha' \). Finally, an outgoing arrival curves \( \alpha'' \) is obtained.

In another combination, there are two different flows passing through the same component at the same time. The component provides services to process different flows in order of priority. As shown in Figure 9, the resource model will first serve the high-priority flow \( \alpha_1 \) with service curve \( \beta \). Thereafter, the remaining resource is used to process the low-priority flow \( \alpha_2 \). With \( \alpha_1 \) and \( \alpha_2 \) done, the remaining service curve is known as \( \beta'' \). These remaining resources might be used to process other lower priority flows. In the worst case, the available resources are exhausted when processing \( \alpha_1 \), thereby preventing the remaining resources from satisfying \( \alpha_2 \), which in turn will block the low-priority flows until the next slot.

Based on a system architecture and the combination of the above two modes, an abstract model of the system can be constructed. The abstract model includes all the necessary information for network performance analysis for the next calculation.

5. Performance Analysis

In the actual analysis network, it is easily to get the arrival curve of TT flows in the initial node according to TT period, size and other information. However, as flows are transmitted, the arrival curve at each node gets changed with delay and jitter. Simultaneously, according to the transmission capacity, the service curve in each node can be obtained. But after processing incoming data flows, transmission resources are consumed, and the service curve changes accordingly. In this paper, we use RTC framework to analyze the change process of arrival curves and service curves. The analyzable performance metrics mainly include delay bounds, backlog bounds and resource utilization. In this section we formalize these notions and state the formulas for deriving these performance metrics.

Delay is an important performance characteristic in computer networks, which reflects to the time required for data flows to be transmitted from source to destination through the network. Typically, network delay consists of processing, queuing, transmission and propagation delays. In this study, delay mainly refers to processing and queuing delay. Suppose that transmission rate is determined; then transmission delay can be calculated by the relative calculating formula. Propagation delay is generally of the order of nanoseconds and negligible in the ideal situation. Delay bound can be expressed by the following inequality:

\[
\text{delay} \leq \sup_{t \geq 0} \{ \inf \{ \tau \geq 0 : \alpha''(t) \leq \beta'(t + \tau) \} \}
\]  

(37)

Backlog is another performance metric, which is often related to the determination of worst-case buffer fill levels. When high volumes of traffic reach a processing node, if the resources are occupied,
the traffic first enters a buffer and waits for scheduling. Thus, the processing node needs to reserve a buffer space; that is, the maximum backlog needs to be considered. The backlog satisfies

\[ \text{backlog} \leq \sup_{t \geq 0} \{ \alpha^u(t) - \beta^l(t) \} \]  

(38)

As depicted in Figure 10, the maximum delay corresponds to the maximal horizontal distance between \( \alpha^u \) and \( \beta^l \), represented by \( d_{\text{max}} \). The backlog is bounded by the vertical deviation between the arrival and service curves, signified by \( b_{\text{max}} \).

![Figure 10. Abstract representation of delay and backlog.](image)

Finally, the resources of each node are limited in TTEthernet. The network system is needed to not only satisfy real-time and reliability requirements for critical traffic, but also improve resource utilization as far as possible. Let \( \beta^u \) and \( \beta^l' \) be the initial upper service curve and the final lower (remaining) service curve of a resource; then its long term maximum utilization can be given by

\[ \text{utilization} = \lim_{\Delta \to \infty} \frac{\beta^u(\Delta) - \beta^l'(\Delta)}{\beta^u(\Delta)} \]  

(39)

Generally, non-critical traffic (such as BE) use the remaining bandwidth of the network. For critical traffic, the fewer resources that are overhead while barely impacting the delay, the more resources that can be utilized for non-critical traffic. Thus, resources exploited in an optimal way facilitate higher resource utilization of the whole network system.

Through the calculation of delay bounds, backlog bounds and resource utilization, a comprehensive performance analysis over TTEthernet can be undertaken. Meanwhile, it also can be used to evaluate potential bottlenecks that exist in a network system.

6. Case Study

In this section, a case study is demonstrated to evaluate the feasibility of the proposed performance analysis framework. The TTEthernet system has a topology of two TTE switches and six end systems, running six TT flows and eight RC flows in Figure 11. The transmission rate of this network is 100 Mbps. The details of the TT and RC flows are presented in Table 1. The flow name, route, period (or BAG) and size are presented in columns 1, 2, 3 and 4, respectively. The scheduled time slots for each TT flow are displayed in Table 2.
Figure 11. TTEthernet topology.

Table 1. The details of TT and RC flows.

| Flow | Route                  | Period (ms) | Size (B) |
|------|------------------------|-------------|----------|
| TT1  | ES1-SW1-SW2-ES3        | 2           | 880      |
| TT2  | ES1-SW1-ES3            | 1           | 730      |
| TT3  | ES1-SW1-SW2-ES6        | 2           | 340      |
| TT4  | ES2-SW1-SW2-ES6        | 2           | 560      |
| TT5  | ES2-SW1-ES3            | 2           | 1300     |
| TT6  | ES4-SW2-ES5            | 2           | 900      |

| Flow | Route                  | BAG (ms)   | Size (B) |
|------|------------------------|------------|----------|
| RC1  | ES1-SW1-SW2-ES6        | 2          | 1320     |
| RC2  | ES2-SW1-SW2-ES3        | 2          | 890      |
| RC3  | ES2-SW1-ES3            | 4          | 1250     |
| RC4  | ES4-SW2-ES5            | 2          | 760      |
| RC5  | ES2-SW1-SW2-ES6        | 8          | 900      |
| RC6  | ES1-SW1-SW2-ES3        | 2          | 1050     |
| RC7  | ES1-SW1-SW2-ES3        | 2          | 1200     |
| RC8  | ES1-SW1-ES3            | 2          | 980      |

Table 2. TT schedule.

| Link       | VL ID | Time Slot (ms) |
|------------|-------|----------------|
| [ES1, SW1] | 1     | [0.65, 0.90]   |
|            | 2     | [0.35, 0.60]   |
|            | 3     | [1.05, 1.30]   |
| [ES2, SW1] | 4     | [1.70, 1.95]   |
|            | 5     | [1.05, 1.30]   |
| [SW1, SW2] | 1     | [1.40, 1.65]   |
|            | 3     | [0.10, 0.35]   |
|            | 4     | [0.75, 1.00]   |
| [SW1, ES3] | 2     | [0.45, 0.70]   |
|            | 5     | [0.80, 1.05]   |
| [ES4, SW2] | 6     | [1.35, 1.60]   |
| [SW2, ES3] | 1     | [0.65, 0.90]   |
|            | 6     | [1.00, 1.25]   |
| [SW2, ES6] | 3     | [0.80, 1.05]   |
|            | 4     | [1.70, 1.95]   |
During nonsynchronous operations such as cold start and restart in TTE networks, end systems dispatch PCFs (such as CS frame and CA frame) to TTE switches. Then, TTE switches generate a new PCF and dispatch it to all end systems. The nonsynchronous operation process has no effect on TT flows. During clock synchronization, end systems plan to dispatch IN frames in each integration cycle duration, which might impact on TT transmission. Each PCF frame is a fixed size of 64 bytes. In this case study, it is assumed that six end systems respectively dispatch PCF frames to the TTE switch at the beginning of the integration cycle duration. In this experiment, we adopt a pessimistic approach to calculate the delay under the impact of clock synchronization; that is, PCFs preempt TT traffic in the worst case scenario.

In accordance to the previous analysis, the data model based on the period, rate and other relevant information can be built, so as to get the arrival curve of TT flows. The resource model for each TT flow is built according to the TT schedule, so as to get the service curve. After building the data model and resource model, an abstract model of the system is generated based on the component model and the TTEthernet architecture in Figure 11. In the next part, we mainly discuss the impacts of three types of traffic integration strategies. Under the preemption and timely-block strategies, it is observed that RC flows have no effect on the transmission of TT flows. Therefore, the two strategies can be regarded as one case to analyze.

The worst-case delay of TT traffic can be obtained by the maximum horizontal distance between the modeled arrival curve and the modeled service curve, and concrete results are shown in Figure 12. In contrast to the preemption/timely block and shuffling integration mode, it is not difficult to find that under the shuffling integration strategy, the worst-case delay is higher than that under the other two integration strategies. This is consistent with the previous observations that the transmission of RC flows affect the transmission of TT flows.

![Figure 12. Worst-case delay under different traffic integration strategies.](image)

Through the previous analysis, it became evident that the worst-case backlog of processing node is the maximum vertical distance between the arrival curve and the service curve. Since the arrival curve in this case uses a staircase model, the influence of different integration strategies on the nodes can be ignored. The concrete buffer size in this case study is displayed in Table 3.
Table 3. Worst-case backlog of processing node.

| Node | WCB (bits) |
|------|------------|
| ES₁  | 24,160     |
| ES₂  | 14,880     |
| SW₁  | 78,080     |
| SW₂  | 65,280     |
| ES₄  | 7200       |

Finally, we consider the resource utilization of each link. The resource utilization is obtained according to the upper service curve and the final lower (remaining) service curve of the link, and the calculation process is given by Equation (39).

In this case, we take the resource utilization on the ES₁–SW₁ link as an example to calculate the resource utilization of the transmission of TT₁, TT₂ and TT₃ flows under three integration strategies, and the results are shown in Figure 13. It can be observed that resource utilization under shuffling strategy is higher in comparison to the other two strategies.

![Resource utilization under different traffic integration strategies.](image)

Figure 13. Resource utilization under different traffic integration strategies.

In summary, under the preemption/timely block integration strategy, the worst-case delay of TT traffic is lower, and the system has higher real-time performance. Under the shuffling integration strategy, though the delay of TT flows increases slightly, the delay of RC flows can be guaranteed. From the aspect of resource utilization, the performance under the shuffling strategy gets better. Which integration strategy to choose should be combined with the real-time requirements of the system. The experimental results show that the proposed performance analysis framework is feasible in evaluating the performance of TTEthernet. Moreover, the analysis results can assist in selecting the appropriate scheduling algorithm and traffic integration strategy for the system.

7. Conclusions

In this paper, we proposed a TTEthernet performance analysis framework, and conducted a feasibility analysis for the scheduling of critical traffic in the network. We presented the data model and resource model, and built the abstract model with system architecture and component mode. Then RTC was used to calculate the worst-case end-to-end delay of TT traffic in the network, the cache size of nodes and the utilization of network resources, so as to evaluate the performance of the system. During the modeling process, the influences of clock synchronization and traffic integration strategies on the acceptance window
for the critical traffic were analyzed to ensure the reliability of this study’s results. Finally, the feasibility of this study’s proposed performance analysis framework was verified through a specific case study. According to the experimental results, different integration strategies can be chosen for designing the network architecture which meets the different levels of real-time requirements. This is conducive to saving money and improving the utilization of system resources.
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The following abbreviations are used in this manuscript:

- **TTEthernet**: time-triggered Ethernet
- **RTC**: real-time calculus
- **TT**: time-triggered
- **ET**: event-triggered
- **RC**: rate-constrained
- **BE**: best-effort
- **AFDX**: Avionics Full-Duplex Switched Ethernet
- **BAG**: bandwidth allocation gap
- **PCF**: protocol control frames
- **CS**: cold-start
- **CA**: cold-start acknowledge
- **IN**: integration
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