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Abstract

We introduce and survey results on two families of zeta functions connected to the multiplicative and additive theories of integer partitions. In the case of the multiplicative theory, we provide specialization formulas and results on the analytic continuations of these “partition zeta functions”, find unusual formulas for the Riemann zeta function, prove identities for multiple zeta values, and see that some of the formulas allow for $p$-adic interpolation. The second family we study was anticipated by Manin and makes use of modular forms, functions which are intimately related to integer partitions by universal polynomial recurrence relations. We survey recent work on these zeta polynomials, including the proof of their Riemann Hypothesis.

1 The setting: Visions of Euler

In antiquity, storytellers began their narratives by invoking the muse whose divine influence would guide the unfolding imagery. It is fitting, then, that we begin this article by praising the immense curiosity of Euler, whose imagination ranged playfully across almost the entire landscape of modern mathematical thought.
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Euler made spectacular use of product-sum relations, often arriving at by unexpected avenues, thereby inventing one of the principle archetypes of modern number theory. Among his many profound identities is the product formula for what is now called the Riemann zeta function:

\[ \zeta(s) := \sum_{n=1}^{\infty} n^{-s} = \prod_{p \in \mathbb{P}} \left(1 - p^{-s}\right)^{-1} \]

(1)

With this relation, Euler connected the (at the time) cutting-edge theory of infinite series to the ancient set \( \mathbb{P} \) of prime numbers. Moreover, in solving the famous “Basel problem” posed a century earlier by Pietro Mengoli (1644), Euler showed us how to compute even powers of \( \pi \) using the zeta function, giving explicit formulas of the shape

\[ \zeta(2N) = \pi^{2N} \times \text{rational}. \]

(2)

It turns out there are other classes of zeta functions, arising from other Eulerian formulas in the universe of partition theory.

Much like the set of positive integers, but perhaps even more richly, the set of integer partitions ripples with striking patterns and beautiful number-theoretic phenomena. In fact, the positive integers \( \mathbb{N} \) are embedded in the integer partitions \( \mathcal{P} \) in a number of ways: obviously, positive integers themselves represent the set of partitions into one part; less trivially, the prime decompositions of integers are in bijective correspondence with the set of prime partitions, i.e., the partitions into prime parts (if we map the number 1 to the empty partition \( \emptyset \)), as Alladi and Erdős note \[1\]. We might also identify the divisors of \( n \) with the partitions of \( n \) into identical parts, and there are many other interesting ways to associate integers to the set of partitions.

Euler found another profound product-sum identity, the generating function for the partition function \( p(n) \)

\[ \prod_{n=1}^{\infty} \left(1 - q^n\right)^{-1} = \sum_{n=0}^{\infty} p(n)q^n, \]

(3)

single-handedly establishing the theory of integer partitions. This formula doesn’t look much like the zeta function identity \([1]\); however, generalizing Euler’s proofs of these theorems leads to a new class of partition-theoretic zeta functions. It turns out that \([1]\) and \((3)\) both arise as specializations of a single “master” product-sum formula.

Before we proceed, let us fix some notation. Let \( \mathcal{P} \) denote the set of all integer partitions. Let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_r) \), with \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r \geq 1 \), denote a generic partition, \( l(\lambda) := r \) denote its length (the number of parts), and \( |\lambda| := \lambda_1 + \lambda_2 + \cdots + \lambda_r \) denote its size (the number being partitioned). We write “\( \lambda \vdash n \)” to mean \( \lambda \) is a partition of \( n \), and “\( \lambda_i \in \lambda \)” to indicate \( \lambda_i \in \mathbb{N} \) is one of the parts of \( \lambda \).

Then we have the following “master” identity (which is a piece of Theorem 1.1 in \([4]\)).

**Proposition 1.** For an arbitrary function \( f : \mathbb{N} \to \mathbb{C} \), we have
\[
\prod_{n=1}^{\infty} (1-f(n)q^n)^{-1} = \sum_{\lambda \in \mathcal{P}} q^{\lambda} \prod_{\lambda \in \lambda} f(\lambda).
\]

The sum on the right is taken over all partitions, and the left-hand product is taken over the parts \(\lambda_i\) of partition \(\lambda\). The proof proceeds along similar lines to Euler’s proof of (3), and can be seen immediately if one expands a few terms of the infinite product by hand, without collecting coefficients in the usual manner. This simple identity also has interesting (and sometimes exotic) representations in terms of Eulerian \(q\)-series and continued fractions; readers are referred to [41] for details.

Remark 1. Note that, collecting like terms, we can re-write such partition sums as standard power series, summed over non-negative integers:

\[
\sum_{\lambda \in \mathcal{P}} c_{\lambda} q^{\lambda} = \sum_{n=0}^{\infty} q^n \sum_{\lambda \vdash n} c_{\lambda}
\]

(4)

It is immediate from Proposition 1 and (4) that the partition generating function (3) results if we let \(f \equiv 1\) identically.

Similarly, if we set \(f(n) = n^{-s}, q = 1\), and sum instead over the subset \(\mathcal{P}_p\) of prime partitions, we arrive at the Euler product formula (1) for the zeta function. This follows from the bijective correspondence between prime partitions and the factorizations of natural numbers noted above.

In light of these observations, we might view the Riemann zeta function as the prototype for a new class of combinatorial objects arising from Eulerian methods.

### 1.1 Partition-theoretic zeta functions

Inspired by work of Euler [19], Fine [23], Andrews [2], Bloch and Okounkov [7], Zagier [52], Alladi and Erdős [1], and others, the authors here undertake the study of a class of zeta functions introduced by the third author in [41], resembling the Riemann zeta function \(\zeta(s)\) but summed over proper subsets of \(\mathcal{P}\), as opposed to over natural numbers.

In this paper, we review a few of the results from [41], and record a number of further identities relating certain zeta functions arising from the theory of partitions to various objects in number theory such as Riemann zeta values, multiple zeta values, and infinite product formulas. Some of these formulas are related to results in the literature; they are presented here as examples of this new class of partition-theoretic zeta functions. We also give several formulas for the Riemann zeta function, and results on the analytic continuation (or non-existence thereof) of zeta-type series formed in this way. Furthermore, we discuss the \(p\)-adic interpolation of these zeta functions in analogy with the classical work of Kubota and Leopoldt on \(p\)-adic continuation of the Riemann zeta function [32].

To describe our primary object of study, we must introduce a new statistic related to partitions, to complement the length and size defined above. We define the integer
of a partition \( \lambda \), notated as \( n_\lambda \), to be the product of its parts:

\[
n_\lambda := \lambda_1 \lambda_2 \ldots \lambda_r
\]  

(5)

This multiplicative statistic may not seem very natural as partitions arise purely additively, with deep additive structures such as Ramanujan congruences dominating the theory. Yet if we let \( n_\lambda \) formally replace the usual index \( n \) in the Riemann zeta function, and sum instead over appropriate subsets of partitions, we arrive at an analytic-combinatorial object with many nice properties.

**Definition 1.** Over a subset \( \mathcal{P}' \subset \mathcal{P} \) and value \( s \in \mathbb{C} \) for which the sum converges, we define a partition zeta function to be the series

\[
\zeta_{\mathcal{P}'}(s) := \sum_{\lambda \in \mathcal{P}'} n_\lambda^{-s}.
\]

Very nice relations arise from unique properties of special subsets \( \mathcal{P}' \), e.g. partitions with some distinguishing structure, or into parts sharing some trait. For example, if we let \( \mathcal{P}^* \subset \mathcal{P} \) denote partitions into distinct parts, there are interesting closed-form expressions, such as

\[
\zeta_{\mathcal{P}^*}(2) = \frac{\sinh \pi}{\pi},
\]

(6)

which follows from Proposition [1] together with a formula of Euler (cf. [41]). By summing instead over partitions into parts \( \geq 2 \) (that is, disallowing 1’s), we arrive at curious identities such as

\[
\zeta_{\mathcal{P} \geq 2}(3) = \frac{3\pi}{\cosh \left( \frac{1}{2} \pi \sqrt{3} \right)},
\]

(7)

which can be found from Proposition [1] together with a formula of Ramanujan [41]. This equation is somewhat surprising, as the Riemann zeta values at odd arguments are famously enigmatic.

Other attractive closed sums can be found—and general structures observed, as detailed in [41]—when we restrict our attention to partitions \( \mathcal{P}_M \) whose parts all lie in a subset \( M \subset \mathbb{N} \). It is easy to check from Proposition [1] that we have the Euler product formula

\[
\zeta_{\mathcal{P}_M}(s) = \prod_{k \in M} \left( 1 - k^{-s} \right)^{-1}.
\]

(8)

We see from the right-hand side of (8) that \( \zeta_{\mathcal{P}_M}(s) \) diverges if \( 1 \in M \), thus the restriction \( 1 \notin M \) exhibited in the pair of identities above is a necessary one here. In fact, some restriction on the maximum multiplicity of 1 occurring as a part is necessary for any partition zeta function to converge. That is, we must sum over partitions containing 1 with multiplicity at most \( m \geq 0 \). Note that the resulting zeta function will equal the one in the case where 1’s are not allowed, multiplied by
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$m + 1$, as each $n^{-s}_{k}$ is repeated $m + 1$ times in the sum (adjoining 1’s to a partition does not affect its “integer”).

We note that if Dirichlet series coefficients $a_n$ are defined by

$$
\zeta_{\mathcal{P}, \mathcal{M}}(s) = \sum_{n \geq 1} a_n n^{-s},
$$

it is easy to see that $a_n$ counts the number of ways to write $n$ as a product of integers in $\mathcal{M}$, where each ordering of factors is only counted once. When $\mathcal{M} = \mathbb{N}$, then these ways of writing $n$ as a product of smaller numbers are known as multiplicative partitions, and have been studied in a number of places in the literature; for example, the interested reader is referred to [2, 14, 34, 43, 54].

We wish to study partition zeta functions over special subsets of $\mathcal{P}$ and arguments $s$ that lead to interesting relations. We begin by highlighting a few nice-looking examples. Let us recall a few identities from [41] as examples of zeta function phenomena induced by suitable partition subsets of the form $\mathcal{P}, \mathcal{M}$. By summing over partitions into even parts we have a combinatorial formula to compute $\pi$:

$$
\zeta_{\mathcal{P}, \mathcal{M}}(2) = \frac{\pi}{2}
$$

Curiously, this partition zeta function produces an odd power of $\pi$, which does not occur in Euler’s evaluations of $\zeta$ at even arguments. This simple formula belongs to an infinite family of identities arrived at by letting $z = \pi/m$ in Euler’s product identity for the sine function:

$$
\sin z = z \prod_{n=1}^{\infty} \left(1 - \frac{z^2}{\pi^2 n^2}\right).
$$

To describe this family, we take $\mathcal{P}_{m\mathbb{N}} \subseteq \mathcal{P}$ to denote the set of partitions into multiples of $m > 1$. Summing over these partitions, we have identities such as

$$
\zeta_{\mathcal{P}_{m\mathbb{N}}}(2) = \frac{\pi}{m \sin \left(\frac{\pi}{m}\right)},
$$

$$
\zeta_{\mathcal{P}_{m\mathbb{N}}}(4) = \frac{\pi^2}{m^2 \sin \left(\frac{\pi}{m}\right) \sinh \left(\frac{\pi}{m}\right)},
$$

and similar (but increasingly complicated) formulas can be computed for $\zeta_{\mathcal{P}_{m\mathbb{N}}}(2')$ with $t \in \mathbb{N}$. Clearly (9) is the case $m = 2$ of the first identity.

All of these partition zeta formulas seem to hint at analogous algebraicity results like that of [2] for the Riemann zeta function. Although the first few examples show that the situation is more complicated, such formulas immediately lead one to suspect the existence of a similar theory.

There is indeed a class of partition zeta functions with a structure much like that exhibited by classical zeta functions.
Definition 2. We define the partition zeta function $\zeta_P(\{s\}^k)$ to be the following sum over all partitions $\lambda$ of fixed length $\ell(\lambda) = k \geq 0$:

$$\zeta_P(\{s\}^k) := \sum_{\ell(\lambda) = k} \frac{1}{n_{\lambda}^s} \quad (\text{Re}(s) > 1)$$

We directly find that $\zeta_P(\{s\}^0) = \eta^{-s} = 1$ and $\zeta_P(\{s\}^1) = \zeta(s)$. Proceeding much as Euler did to evaluate $\zeta(2k)$ (cf. [19]), for $k \geq 0$ we find that $\zeta_P(\{2\}^k)$ is a rational multiple of $\zeta(2k)$:

$$\zeta_P(\{2\}^k) = \frac{2^{2k-1} - 1}{2^{2k-2}} \zeta(2k) \quad (13)$$

It follows that $\zeta_P(\{2\}^k)$ is of the form “$\pi^{2k} \times \text{rational}$” for all positive $k$, much like the zeta values $\zeta(2k)$ given by Euler. Equation (13) also suggests the well-known Riemann zeta value

$$\zeta(0) = \frac{2^{-2} - 1}{2^{-1} - 1} \zeta_P(\{2\}^0) = -1/2,$$

which is usually arrived at via analytic continuation. Furthermore, we can write $\zeta_P(\{2^t\}^k)$ explicitly for all $t \in \mathbb{N}$ as finite combinations of well-known zeta values, also of the shape “$\pi^{2k} \times \text{rational}$” [41].

Of course, it was Riemann’s creative analytic continuation of the zeta function that led to stunning advances in number theory and analysis. Using general structural relations for partition zeta functions, the analytic continuation of $\zeta_P(\{s\}^k)$ is given in [41] for one case: for fixed length $k = 2$, we can write

$$\zeta_P(\{s\}^2) = \frac{\zeta(2s) + \zeta(s)^2}{2} \quad (14)$$

Thus $\zeta_P(\{s\}^2)$ inherits analytic continuation from the two zeta functions on the right. One would very much like to see further examples of analytic continuations of $\zeta_P(\{s\}^k)$ as well as other partition zeta functions.

We remark that (14) resembles the well-known “series shuffle product” relation for multiple zeta values (see [4]). Hoffman gives lovely formulas using different notations, relating $\zeta_P(\{s\}^k)$ to combinations of multiple zeta values [27]. As we will see below, the theory of partition zeta functions connects with multiple zeta values in other ways as well.

1.2 Evaluations

In the previous section we saw a variety of simple closed forms for partition zeta functions, depending on the natures of the subsets of partitions being summed over. Different subsets induce different zeta phenomena. In what follows, we consider the
evaluations of a small sampling of possible partition zeta functions having particularly pleasing formulas.

1.2.1 Zeta functions for partitions with parts restricted by congruence conditions

Our first line of study will concern sets \( \mathcal{M} \subset \mathbb{N} \) that are defined by congruence conditions. Note by (8) that for disjoint sets \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \),

\[
\zeta_{\mathcal{P}, \mathcal{M}_1 \cup \mathcal{M}_2}(s) = \zeta_{\mathcal{P}, \mathcal{M}_1}(s) \zeta_{\mathcal{P}, \mathcal{M}_2}(s).
\]

Hence, to study any set of partitions determined by congruence conditions on the parts, it suffices to consider series of the form

\[
\zeta_{\mathcal{P}, a + m\mathbb{N}}(s),
\]

where \( a \in \mathbb{Z}_{\geq 0}, m \in \mathbb{N} \) (excluding the case \( a = 0, m = 1 \), where the zeta function clearly diverges), and \( \mathcal{P}_{a + m\mathbb{N}} \) is partitions into parts congruent to \( a \) modulo \( m \). We see examples of the case \( \zeta_{\mathcal{P}, m\mathbb{N}}(2\mathbb{N}) = \zeta_{\mathcal{P}, 0 + m\mathbb{N}}(2\mathbb{N}) \) in (11) and (12); we are interested in the most general case, with \( s = n \in \mathbb{N} \).

Our first main result is then the following, where \( e(x) := e^{2\pi i x} \). The proof will use an elegant and useful formula highlighted by Chamberland and Straub in [15], which we note was also inspired by previous work on multiplicative partitions in [14]. In fact, the following result is a generalization of Theorem 8 of [14] which in our notation corresponds to \( a = m = 1 \).

**Theorem 1.** For \( n \geq 2 \), we have

\[
\zeta_{\mathcal{P}, a + m\mathbb{N}}(n) = \Gamma(1 + a/m)^{-n} \prod_{r=0}^{n-1} \Gamma \left( 1 + \frac{a - e(r/n)}{m} \right).
\]

Theorem 1 has several applications. By considering the expansion of the logarithm of the gamma function, we easily obtain the following result, in which \( \gamma \) is the Euler-Mascheroni constant and the principal branch of the logarithm is taken.

**Corollary 1.** For any \( m, n \geq 2 \), we have that

\[
\log \left( \zeta_{\mathcal{P}, a + m\mathbb{N}}(n) \right) = n \log(1 + a/m) + \frac{a(n+1)}{m}(1 - \gamma) - \sum_{r=0}^{n-1} \log \left( 1 + \frac{a - e(r/n)}{m} \right)
+ \sum_{r=0}^{n-1} \sum_{k \geq 2} \frac{(-1)^k (\zeta(k) - 1) (a^k + (a - e(r/n))^k)}{km^k}.
\]

When \( a = 0 \) and \( m \geq 2 \), we obtain the following strikingly simple formula, which is similar to Theorem 7 of [14] that in our notation corresponds to the case \( a = m = 1 \).
Corollary 2. For any \( m, n \geq 2 \), we have that
\[
\log (\zeta_{\mathcal{P}(n)}^{P}(k)) = n \sum_{k \geq 2} \zeta(k) \frac{k}{mk}.
\]

1.2.2 Connections to ordinary Riemann zeta values

In addition to providing interesting formulas for values of more exotic partition-theoretic zeta functions, the above results also lead to curious formulas for the classical Riemann zeta function. In fact, \( \zeta(s) \) is itself a partition zeta function, summed over prime partitions, so it is perhaps not too surprising to find that we can learn something about it from a partition-theoretic perspective. Then we continue the theme of evaluations by recording a few results expressing the value of \( \zeta \) at integer argument \( n > 1 \) in terms of gamma factors.

In the first, curious identity, let \( \mu \) denote the classical Möbius function. We point out that this is essentially a generalization of a formula for the case \( a = m = 1 \) given in Equation 11 of [14].

Corollary 3. For all \( m, n \geq 2 \), we have
\[
\zeta(n) = m^n \sum_{k \geq 1} \mu(k) \frac{n^{k-1}}{k} \sum_{r=0}^n \log \left( \Gamma \left( 1 - e \left( \frac{r}{m} \right) \right) \right).
\]

The next identity gives \( \zeta(n) \) in terms of the \( n \)th derivative of a product of gamma functions. The authors were not able to find this formula in the literature; however, given the well-known connections between \( \Gamma \) and \( \zeta \), as well as the known example below the following theorem, it is possible that the identity is known.

Theorem 2. For integers \( n > 1 \), we have
\[
\zeta(n) = \frac{1}{n!} \lim_{z \to 0^+} \frac{d^n}{dz^n} \prod_{j=0}^{n-1} \Gamma \left( 1 - ze(j/n) \right).
\]

Example 1. As an example of implementing the above identity, take \( n = 2 \); then using Euler’s well-known product formula for the sine function, it is easy to check that
\[
\zeta(2) = \frac{1}{2!} \lim_{z \to 0^+} \frac{d^2}{dz^2} \Gamma(1+z) \Gamma(1-z) = \frac{1}{2!} \lim_{z \to 0^+} \frac{d^2}{dz^2} \frac{\pi z}{\sin(\pi z)} = \frac{\pi^2}{6}.
\]

This last formula for \( \zeta(2) \), following from a formula in [41] together with the preceding theorem, is analogous to some extent to the classical identity \( \sin(n) = \frac{e^{in} - e^{-in}}{2i} \).

Corollary 4. For integers \( n > 1 \), we have
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\[ \zeta(n) = \lim_{z \to 0^+} \frac{\prod_{j=0}^{n-1} \Gamma(1 - ze(j/n)) - \prod_{j=0}^{n-1} \Gamma(1 - ze(j/n))^{-1}}{2^m}. \]

1.2.3 Zeta functions for partitions of fixed length

We now consider zeta sums of the shape \( \zeta_P(\{s\}_k) \) as in Definition 2. Our first aim will be to extend (13) above (which is Corollary 2.4 of [41]). As we shall see below, these zeta values are special cases of sums considered by Hoffman in [27].

Let \([z^n]f\) represent the coefficient of \(z^n\) in a power series \(f\). Using this notation, we show the following, which in particular gives an algorithmic way to compute each \( \zeta_P(\{m\}_k) \) in terms of Riemann zeta values for \( m \in \mathbb{N}_{\geq 2} \).

**Theorem 3.** For all \( m \geq 2, k \in \mathbb{N} \), we have

\[
\zeta_P(\{m\}_k) = \pi^m k \left[ z^m \right] \prod_{r=0}^{m-1} \Gamma \left( 1 - z \frac{e(r/m)}{\pi} \right) \exp \left( \sum_{j \geq 1} \zeta(mj) \left( \frac{z}{\pi} \right)^{mj} \right). 
\]

Generalizing the comments just below (13), the next corollary follows directly from Theorem 3 (using the well-known fact that \( \zeta(k) \in \mathbb{Q}\pi^k \) for even integers \( k \)).

**Corollary 5.** For \( m \in 2\mathbb{N} \) even, we have that

\( \zeta_P(\{m\}_k) \in \mathbb{Q}\pi^m k. \)

**Remark 2.** This can also be deduced from Theorem 2.1 of [27].

To conclude this section, we note one explicit method for computing the values \( \zeta_P(\{m\}_k) \) at integral \( k,m \) (especially if \( m \) is even, in which case the zeta values below are completely elementary).

**Corollary 6.** For \( m \geq 2, k \in \mathbb{N} \), and \( j \geq i \), set

\[
\alpha_{i,j} := \zeta(m(j-i+1)) \frac{(k-i)!}{\pi^{m(j-i+1)} (k-j)!}. 
\]

Then we have

\[
\zeta_P(\{m\}_k) = \frac{\pi^m k!}{k!} \det \begin{pmatrix}
\alpha_{1,1} & \alpha_{1,2} & \alpha_{1,3} & \ldots & \alpha_{1,k} \\
-1 & \alpha_{2,2} & \alpha_{2,3} & \ldots & \alpha_{2,k} \\
0 & -1 & \alpha_{3,3} & \ldots & \alpha_{3,k} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & -1 & \alpha_{k,k}
\end{pmatrix}. 
\]

**Remark 3.** There are results resembling these in Knopfmacher and Mays [31].
1.3 Analytic continuation and $p$-adic continuity

If we jump forward about 100 years from the pathbreaking work of Euler concerning special values of the Riemann zeta function at even integers, we arrive at the famous work of Riemann in connection with prime number theory. Namely, in 1859, Riemann brilliantly described the most significant properties of $\zeta(s)$ following that of an Euler product: the analytic continuation and functional equation for $\zeta(s)$. It is for this reason, of course, that the zeta function is named after Riemann, and not Euler, who had studied this function in some detail, and even conjectured a related functional equation. In particular, this analytic continuation allowed Riemann to bring the zeta function, and indeed the relatively new field of complex analysis, to the forefront of number theory by connecting its roots to the distribution of prime numbers.

It is natural therefore, whenever one is faced with new zeta functions, to ask about their prospect for analytic continuation. Here, we offer a brief study of some of these properties, in particular showing that the situation for our zeta functions is much more singular. Partition-theoretic zeta functions in fact naturally give rise to functions with essential singularities. Here, we use Corollary 2 to study the continuation properties of partition zeta functions over partitions $P_m\mathbb{N}$ into multiples of $m > 1$. In order to state the result we first define, for any $\varepsilon > 0$, the right half-plane $\mathbb{H}_\varepsilon := \{ z \in \mathbb{C} : \text{Re}(z) > \varepsilon \}$, and we denote by $\mathbb{1}_N$ the set $\{1/n : n \in \mathbb{N}\}$.

**Corollary 7.** For any $\varepsilon > 0$ and $m > 1$, $\zeta_{P_m\mathbb{N}}(s)$ has a meromorphic extension to $\mathbb{H}_\varepsilon$ with poles exactly at $\mathbb{H}_\varepsilon \cap \mathbb{1}_N$. In particular, there is no analytic continuation beyond the right half-plane $\text{Re}(s) > 0$, as there would be an essential singularity at $s = 0$.

**Remark 4.** For the function $\zeta_{P_m\mathbb{N}}(s)$, a related discussion of poles and analytic continuation was made by the user mohammad-83 in a mathoverflow.net question.

Finally, we follow Kubota and Leopoldt [32], who showed $\zeta$ could be modified slightly to obtain modified zeta functions for any prime $p$ which extend $\zeta$ to the space of $p$-adic integers $\mathbb{Z}_p$, to obtain further examples of $p$-adic zeta functions of this sort. These continuations are based on the original observations of Kubota and Leopoldt, and, in a rather pleasant manner, on the evaluation formulas discussed above.

In particular, we will use Corollary 6 to $p$-adically interpolate modified versions of $\zeta_{\mathbb{Z}_p}(\{m\}^k)$ in the $m$-aspect. Given the connection discussed in Section 1.4 to multiple zeta values, these results should be compared with the literature on $p$-adic multiple zeta values (e.g. see [25]), although we note that our $p$-adic interpolation procedure seems to be more direct in the special case we consider.

The continuation in the $m$-aspect of this function is also quite natural, as the case $k = 1$ is just that of the Riemann zeta function. Thus, it is natural to search for a suitable $p$-adic zeta function that specializes to the function of Kubota and Leopoldt when $k = 1$. It is also desirable to find a $p$-adic interpolation result which makes the partition-theoretic perspective clear.
Here, we provide such an interpretation. Let us first denote the set of partitions with parts not divisible by $p$ as $\mathcal{P}_p$; then we consider the length-$k$ partition zeta values $\zeta_{\mathcal{P}_p}(\{s\}^k)$. Note that for $k = 1$, $\zeta_{\mathcal{P}_p}(\{s\}^1)$ is just the Riemann zeta function with the Euler factor at $p$ removed (as considered by Kubota and Leopoldt). We then offer the following $p$-adic interpolation result.

**Theorem 4.** Let $k \geq 1$ be fixed, and let $p \geq k + 3$ be a prime. Then $\zeta_{\mathcal{P}_p}(\{s\}^k)$ can be extended to a continuous function for $s \in \mathbb{Z}_p$ which agrees with $\zeta_{\mathcal{P}_p}(\{s\}^k)$ on a positive proportion of integers.

### 1.4 Connections to multiple zeta values

Our final application of the circle of ideas related to partition zeta functions and infinite products will be in the theory of multiple zeta values.

**Definition 3.** We define for natural numbers $m_1, m_2, \ldots, m_k$ with $m_k > 2$ the *multiple zeta value* (commonly written “MZV”)

$$
\zeta(m_1, m_2, \ldots, m_k) := \sum_{n_1 > n_2 > \cdots > n_k \geq 1} \frac{1}{n_1^{m_1} \cdots n_k^{m_k}}.
$$

We call $k$ the *length* of the MZV. Furthermore, if $m_1 = m_2 = \ldots = m_k$ are all equal to some $m \in \mathbb{N}$, we use the common notation

$$
\zeta(\{m\}^k) := \sum_{n_1 > n_2 > \cdots > n_k \geq 1} \frac{1}{(n_1 n_2 \cdots n_k)^m}. 
$$

(15)

Multiple zeta values have a rich history and enjoy widespread connections; interested readers are referred to Zagier's short note [51], and for a more detailed treatment, the excellent lecture notes of Borwein and Zudilin [9]. There are many nice closed-form identities in the literature; for example, one can show (see [27]) on analogy to (13) that

$$
\zeta(\{2\}^k) = \frac{\pi^{2k}}{(2k + 1)!}. 
$$

(16)

Similar (but more complicated) expressions for $\zeta(\{2^t\}^k)$ for all $t \in \mathbb{N}$ are given in [41], parallel to those mentioned in Section 1.1 for $\zeta_{\mathcal{P}_p}(\{2\}^k)$.

Observe that the partition zeta function $\zeta_{\mathcal{P}}(\{m\}^k)$ (see Definition 13) can be rewritten in a similar-looking form to (15) above:

$$
\zeta_{\mathcal{P}}(\{m\}^k) = \sum_{n_1 > n_2 > \cdots > n_k \geq 1} \frac{1}{(n_1 n_2 \cdots n_k)^m}.
$$

(17)

In fact, if we take $\mathcal{P}_*^{\star}$ to denote partitions into distinct parts, then (15) reveals $\zeta(\{m\}^k)$ is equal to the partition zeta function $\zeta_{\mathcal{P}_*^{\star}}(\{m\}^k)$ summed over length-$k$
partitions into distinct parts, as pointed out in [41]. Series such as those in (17) have been considered and studied extensively by Hoffman (for instance, see [27]).

By reorganizing sums of the shape (17), we arrive at interesting relations between \( \zeta_P(\{m\}^k) \) and families of MZVs. In order to describe these relations, we first recall that a composition is simply a finite tuple of natural numbers, and we call the sum of these integers the size of the composition. Denote the set of all compositions by \( \mathcal{C} \) and write \(|\lambda| = k\) for \( \lambda = (a_1, a_2, \ldots, a_j) \in \mathcal{C} \) if \( k = a_1 + a_2 + \ldots + a_j \). Then we obtain the following.

**Proposition 2.** Assuming the notation above, we have that

\[
\zeta_P(\{m\}^k) = \sum_{\lambda=(a_1,\ldots,a_j) \in \mathcal{C} \atop |\lambda| = k} \zeta(a_1m, a_2m, \ldots, a_jm).
\]

**Remark 5.** Proposition 2 is analogous to results of Hoffman; the reader is referred to Theorem 2.1 of [27].

In particular, for any \( n > 1 \) we can find the following reduction of \( \zeta(\{n\}^k) \) to MZVs of smaller length. We note in passing that Theorem 2.1 of [27] also shows directly how to write these values in terms of products (as opposed to simply linear combinations) of ordinary Riemann zeta values; hints, perhaps, of further connections. We remark in passing that this can be thought of as a sort of “parity result” (cf. [29, 45]).

**Corollary 8.** For any \( n, k > 1 \), the MZV \( \zeta(\{n\}^k) \) of length \( k \) can be written as an explicit linear combination of MZVs of lengths less than \( k \).

As our final result, we give a simple formula for \( \zeta(\{n\}^k) \). This formula is probably already known; if \( k = 2 \) it follows from a well-known result of Euler (see the discussion of \( H(n) \) on page 3 of [49]) and is closely related to (11) and (32) of [8]. The idea of the proof is also similar to what has appeared in, for example, [49]. However, the authors have decided to include it due to connections with the ideas used throughout this paper, and the simple deduction of the formula from expressions necessary for the proofs of the results described above.

**Proposition 3.** The MZV \( \zeta(\{n\}^k) \) of length \( k \) can be expressed as a linear combination of products of ordinary \( \zeta \) values. In particular, we have

\[
\zeta(\{n\}^k) = (-1)^k [z^k] \exp \left( -\sum_{j\geq 1} \frac{\zeta(nj)}{j} z^j \right).
\]

**Remark 6.** This formula is equivalent to a special case of Theorem 2.1 of [27]. However, since the proof is very simple and ties in with the other ideas in this paper, we give a proof for the reader’s convenience.

The proof of Corollary 6 yields a similar determinant formula here.
Corollary 9. For \( n \geq 2, k \in \mathbb{N}, \) and \( j \geq i, \) set
\[
\beta_{i,j} := -\zeta(n(j-i+1)) \frac{(k-i)!}{(k-j)!}.
\]
Then we have
\[
\zeta(\{n\}^k) = (-1)^k \frac{\det \begin{pmatrix}
\beta_{1,1} & \beta_{1,2} & \beta_{1,3} & \ldots & \beta_{1,k} \\
-1 & \beta_{2,2} & \beta_{2,3} & \ldots & \beta_{2,k} \\
0 & -1 & \beta_{3,3} & \ldots & \beta_{3,k} \\
& & & \ddots & \vdots \\
0 & 0 & \ldots & -1 & \beta_{k,k}
\end{pmatrix}}{k!}.
\]

Remark 7. We can see from the above corollary that \( \zeta(\{n\}^k) \) is a linear combination of products of zeta values, which is closely related to formulas of Hoffman [27].

1.5 Machinery

1.5.1 Useful formulas

In this section, we collect several formulas that will be key to the proofs of the theorems above. We begin with the following beautiful formula given by Chamberland and Straub in Theorem 1.1 of [15]). In fact, this formula has a long history, going back at least to Section 12.13 of [47], and we note that Ding, Feng, and Liu independently discovered this same result in Lemma 7 of [17].

Theorem 5. If \( n \in \mathbb{N} \) and \( \alpha_1, \ldots, \alpha_n \) and \( \beta_1, \ldots, \beta_n \) are complex numbers, none of which are non-positive integers, with \( \sum_{j=1}^n \alpha_j = \sum_{j=1}^n \beta_j, \) then we have
\[
\prod_{k \geq 0} \prod_{j=1}^n \frac{(k+\alpha_j)}{(k+\beta_j)} = \prod_{j=1}^n \frac{\Gamma(\beta_j)}{\Gamma(\alpha_j)}.
\]

We will also require two Taylor series expansions for \( \log \Gamma\), both of which follow easily from Euler’s product definition of the gamma function [20]. The first expansion, known as Legendre’s series, is valid for \( |z| < 1 \) (see (17) of [48]):
\[
\log \Gamma(1+z) = -\gamma z + \sum_{k \geq 2} k \frac{\zeta(k)}{k} (-z)^k.
\]

We also have the following expansion valid for \( |z| < 2 \) (see (5.7.3) of [36]):
\[
\log \Gamma(1+z) = -\log(1+z) + z(1-\gamma) + \sum_{k \geq 2} (-1)^k (\zeta(k) - 1) \frac{z^k}{k}.
\]
Furthermore, we need a couple of facts about Bell polynomials (see Chapter 12.3 of [2]). The \( n \)th complete Bell polynomial is the sum

\[
B_n(x_1, \ldots, x_n) := \sum_{i=1}^n B_{n,i}(x_1, x_2, \ldots, x_{n-i+1}).
\]

The \( i \)th term here is the polynomial

\[
B_{n,i}(x_1, x_2, \ldots, x_{n-i+1}) := \sum_{j_1, j_2, \ldots, j_{n-i+1}} n! \frac{x_1^{j_1}}{1!} \frac{x_2^{j_2}}{2!} \cdots \left( \frac{x_{n-i+1}}{(n-i+1)!} \right)^{j_{n-i+1}},
\]

where we sum over all sequences \( j_1, j_2, \ldots, j_{n-i+1} \) of nonnegative integers such that \( j_1 + j_2 + \cdots + j_{n-i+1} = i \) and \( j_1 + 2j_2 + 3j_3 + \cdots + (n-i+1)j_{n-i+1} = n \).

With these notations, we use a specialization of the classical Faà di Bruno formula [22], which allows us to write the exponential of a formal power series as a power series with coefficients related to complete Bell polynomials:

\[
\exp \left( \sum_{j=1}^{\infty} a_j x^j \right) = \sum_{k=0}^{\infty} \frac{B_k(a_1, \ldots, a_k)}{k!} x^k
\]

Faà di Bruno also gives an identity [22] that specializes to the following formula for the \( k \)th complete Bell polynomial in the series above as the determinant of a certain \( k \times k \) matrix:

\[
B_k(a_1, \ldots, a_k) = \det \begin{pmatrix} a_1 \left( \begin{smallmatrix} k-1 \\ 1 \end{smallmatrix} \right) a_2 \left( \begin{smallmatrix} k-1 \\ 2 \end{smallmatrix} \right) a_3 \left( \begin{smallmatrix} k-1 \\ 3 \end{smallmatrix} \right) & \cdots & a_k \\ -1 & a_1 \left( \begin{smallmatrix} k-2 \\ 1 \end{smallmatrix} \right) a_2 \left( \begin{smallmatrix} k-2 \\ 2 \end{smallmatrix} \right) a_3 \left( \begin{smallmatrix} k-2 \\ 3 \end{smallmatrix} \right) & \cdots & a_{k-1} \\ 0 & -1 & a_1 \left( \begin{smallmatrix} k-3 \\ 1 \end{smallmatrix} \right) a_2 \left( \begin{smallmatrix} k-3 \\ 2 \end{smallmatrix} \right) a_3 \left( \begin{smallmatrix} k-3 \\ 3 \end{smallmatrix} \right) & \cdots & a_{k-2} \\ 0 & 0 & -1 & a_1 \left( \begin{smallmatrix} k-4 \\ 1 \end{smallmatrix} \right) a_2 \left( \begin{smallmatrix} k-4 \\ 2 \end{smallmatrix} \right) a_3 \left( \begin{smallmatrix} k-4 \\ 3 \end{smallmatrix} \right) & \cdots & a_{k-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \vdots & \cdots & -1 & a_1 \end{pmatrix}
\]

### 1.5.2 Proofs of Theorems 1 and 2, and their corollaries

We begin with the proof of our first main formula.

**Proof (Proof of Theorem 1).** By [8], we find that

\[
\zeta_{\beta \alpha + \beta \beta}(n) = \prod_{k=\alpha + \beta + \beta}^{n \beta} \frac{k^n}{k^n - 1} = \prod_{j=\beta + 1}^{n \beta} \frac{(a + mj)^n}{(a + mj)^n - 1} = \prod_{j=0}^{n-1} \prod_{r=0}^{\beta} \left( j + 1 + \frac{a + \epsilon r}{\beta} \right)^n.
\]

Using Theorem 5 and the well-known fact that...
\[ \sum_{j=0}^{n-1} e(j/n) = 0 \]  \hfill (22)

directly gives the desired result.

**Proof (Proof of Corollary 1).** For this, we apply (19) and use (22), the obvious fact that
\[ |(a - e(j/n))/m| < 2, \]
and the easily-checked fact that
\[ 1 + (a - e(j/n)) \]
is never a negative real number for \( j = 0, \ldots, n - 1 \).

**Proof (Proof of Corollary 2).** Here, we simply use (18). Again, the corollary is proved following a short, elementary computation, using the classical fact that
\[ \sum_{r=0}^{n-1} e(rk/n) = \begin{cases} n & \text{if } n|k, \\ 0 & \text{else.} \end{cases} \]

**Proof (Proof of Corollary 3).** We utilize a variant of Möbius inversion, reversing the order of summation in the double sum
\[ \sum_{k \geq 1} \sum_{d \mid k} \mu(d) f(nk)k^{-s}; \]
if
\[
g(n) = \sum_{k \geq 1} \frac{f(kn)}{k^s},
\]
then
\[
f(n) = \sum_{k \geq 1} \frac{\mu(k) g(kn)}{k^s}.
\]
Applying this inversion procedure to Corollary 2 so that \( g(n) = \log \zeta_{\mathfrak{m}}(n) \) (taking \( s = 1 \)), and \( f(n) = \zeta(n)/m^n \), we directly find that
\[
\zeta(n) = m^n \sum_{k \geq 1} \frac{\mu(k)}{k} \log \left( \zeta_{\mathfrak{m}}(nk) \right).
\]
Applying Theorem 1 then gives the result.

**Proof (Proof of Theorem 2).** By the comments following Theorem 1.1 in [41], for \( M \in \mathbb{N} \) we have
\[
\prod_{k \in M} \left( 1 - \frac{z^s}{k^s} \right)^{-1} = 1 + z^s \sum_{k \in M} \frac{1}{k^s} \prod_{j \in M, j < k} \left( 1 - \frac{z^s}{j^s} \right);
\]
thus
\[
\sum_{k \in M} k^{-s} = \lim_{z \to 0^+} \frac{\prod_{k \in M} \left( 1 - \frac{z^s}{k^s} \right)^{-1} - 1}{z^s}.
\]
Taking \( M = \mathbb{N}, s = n \in \mathbb{Z}_{\geq 2} \), we apply L’Hospital’s rule \( n \) times to evaluate the limit on the right-hand side. The theorem then follows by noting, from Theorem 5, that in fact
\[
\prod_{k \in \mathbb{N}} \left( 1 - \frac{z^s}{k^s} \right)^{-1} = \lim_{z \to 0^+} \frac{1}{\prod_{j = 0}^{n-1} \Gamma \left( 1 - ze(j/n) \right)}.
\]

**Proof (Proof of Corollary 4).** Picking up from the proof of Theorem 2 above, it follows also from Theorem 1.1 of [41] that
\[
\prod_{k \in M} \left( 1 - \frac{z^s}{k^s} \right) = 1 - z^s \sum_{k \in M} \prod_{j \in M, j < k} \left( 1 - \frac{z^s}{j^s} \right)^{1/k^s}.
\]
Subtracting this equation from (23), making the substitutions \( M = \mathbb{N}, s = n \geq 2 \) as in the proof above, and using Theorem 5, gives the corollary.

**1.5.3 Proof of Theorem 3 and its corollaries**

**Proof (Proof of Theorem 3).** Using a similar method as in [41] and a similar rewriting to that used in the proof of Theorem 1, we note that a short elementary compu-
tation shows

\[
\sum_{k \geq 0} \frac{z^{mk}}{\prod_{r=0}^{m-1} \left(1 - \frac{z}{\pi e (r/m)}\right)^{1 / (k + 1)}} = \prod_{k \geq 1} \prod_{r=0}^{m-1} \frac{(k + 1)^m}{(k + 1 - \frac{z}{\pi} e (r/m))}.
\]

Much as in the proof of Theorem 2, using Theorem 5, we directly find that this is equal to

\[
\prod_{r=0}^{m-1} \Gamma \left(1 - \frac{z}{\pi} e (r/m)\right),
\]

which gives the first equality in the theorem. Applying Equation (18) (formally we require \(|z| < \pi\), but we are only interested in formal power series here anyway), we find immediately, using a very similar calculation to that in the proof of Corollary 2, that

\[
\sum_{k \geq 0} \left(\frac{z}{\pi}\right)^{mk} \zeta_P \left(\{m\}^k\right) = \exp \left(\sum_{r=0}^{m-1} \sum_{j \geq 2} \frac{\zeta(j)}{j} \left(\frac{z}{\pi}\right)^m e(r/m)\right)
\]

which is equivalent to the second equality in the theorem.

**Proof (Proof of Corollary 6).** Replace \(x\) with \(z\) in Equation 20, and set

\[
a_j = \frac{(j - 1)! \zeta(mj)}{\pi^{mj}}
\]

on the left-hand side (which becomes the right-hand side of (24)). Then comparing the right side of 20 to the left side of 24, we deduce that

\[
\zeta_P \left(\{m\}^k\right) = \frac{\pi^{mk}}{k!} B_k(a_1, \ldots, a_k).
\]

To complete the proof, we substitute the determinant in 21 for \(B_k(a_1, \ldots, a_k)\) and rewrite the terms in the upper half of the resulting matrix as \(\alpha_{i,j}\), as defined in the statement of the corollary.

**Proof (Proof of Theorem 4).** In analogy with the calculation of Theorem 3, we find that

\[
\sum_{k \geq 0} \frac{z^{mk}}{\prod_{r=0}^{m-1} \left(1 - \frac{z}{\pi e (r/m)}\right)^{(k+1)}} = \prod_{k \geq 0} \prod_{r=0}^{m-1} \frac{(k+1)^m}{(k+1 - \frac{z}{\pi} e (r/m))} = \prod_{r=0}^{m-1} \Gamma \left(1 - \frac{z}{\pi} e (r/m)\right).
\]

As in the calculation of (24), this is equal to
We further define \( \zeta^* (s) := (1 - p^{-s}) \zeta(s) \),
then we have

\[
\zeta_{\mathcal{P}_p} (\{m\}^k) = \frac{1}{k!} \det \left( \begin{array}{cccc}
\alpha_{1,1}^{(p)} & \alpha_{1,2}^{(p)} & \cdots & \alpha_{1,k}^{(p)} \\
-1 & \alpha_{2,2}^{(p)} & \cdots & \alpha_{2,k}^{(p)} \\
0 & -1 & \cdots & \alpha_{3,k}^{(p)} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -1 & \alpha_{k,k}^{(p)}
\end{array} \right). 
\]

We further define \( \zeta_{\mathcal{P}_p} (\{m\}^k) \) for more general values in \( \mathbb{C} \), such as \( m \in -\mathbb{N} \) using the analytic continuation of \( \zeta \) in each of the factors \( \alpha_{i,j}^{(p)} (m) \). Next we recall the Kummer congruences, which state that if \( k_1, k_2 \) are positive even integers not divisible by \( (p - 1) \) and \( k_1 \equiv k_2 \pmod{p^a - p^a} \) for \( a \in \mathbb{N} \) where \( p > 2 \) is prime, then

\[
(1 - p^{k_1}) \frac{B_{k_1}}{k_1} \equiv (1 - p^{k_2}) \frac{B_{k_2}}{k_2} \pmod{p^{a+1}}.
\]

Let us take \( S_{s_0} \) to be the set of natural numbers congruent to \( s_0 \) modulo \( p - 1 \). The Kummer congruences then imply that for any \( s_0 \neq 0 \pmod{p - 1} \), and for any \( k_1, k_2 \in S_{s_0} \) with \( k_1 \equiv k_2 \pmod{p^a} \) and \( k_1, k_2 > 1 \), that

\[
\zeta^* (1 - k_1) \equiv \zeta^* (1 - k_2) \pmod{p^{a+1}}.
\]

If we choose \( m_1, m_2 \in S_{s_0} \) with \( m_1 \equiv m_2 \pmod{p^a} \), then the values \( 1 - (1 - m_1) (j - i + 1), 1 - (1 - m_2) (j - i + 1) \) are in \( S_{1+(s_0-1)(j-i-1)} \) and are congruent modulo \( p^a \), and as \( p > k \) the additional factorial terms (inside and outside the determinant) are \( p \)-integral. Now in our determinant, \( j - i + 1 \) ranges through \( \{1,2,\ldots,k\} \), and we want to find an \( s_0 \) such that \( 1 + (s_0 - 1) r \neq 0 \pmod{p - 1} \) for \( r \in \{1,2,\ldots,k\} \). If we take \( s_0 = 2 \), then the largest value of \( 1 + (s_0 - 1) r \) is \( k + 1 \), which is by assumption less than \( p - 1 \), and hence not divisible by it. Hence, in our case, \( s_0 = 2 \) suffices. Thus, if \( m_1, m_2 \in S_2 \) with \( m_1 \equiv m_2 \pmod{p^a} \), then

\[
\zeta_{\mathcal{P}_p} (\{1 - m_1\}^k) \equiv \zeta_{\mathcal{P}_p} (\{1 - m_2\}^k) \pmod{p^{a+1}}.
\]

This shows that our zeta function is uniformly continuous on \( S_2 \) in the \( p \)-adic topology. As this set is dense in \( \mathbb{Z}_p \), we have shown that the function extends in the \( m \)-aspect to \( \mathbb{Z}_p \).
1.5.4 Proofs of results concerning multiple zeta values

Proof (Proof of Proposition 2). Recall from (17) that we need to study the sum

$$\sum_{n_1 \geq n_2 \geq \ldots \geq n_k \geq 1} \frac{1}{(n_1 n_2 \ldots n_k)^m}.$$ 

The proof is essentially combinatorial accounting, keeping track of the number of ways to split up a sum

$$\sum_{n_1 \geq n_2 \geq \ldots \geq n_k \geq 1}$$

over all all $k$-tuples of natural numbers into a chain of equalities and strict inequalities. Suppose that we have

$$n_1 \geq n_2 \geq \ldots \geq n_k \geq 1.$$ 

Then if any of these inequalities is an equality, say $n_j = n_{j+1}$, in the contribution to the sum

$$\sum_{n_1 \geq n_2 \geq \ldots \geq n_k \geq 1} (n_1 \ldots n_k)^{-m},$$

the terms $n_j$ and $n_{j+1}$ “double up”. That is, we can delete the $n_{j+1}$ and replace the $n_j^{-m}$ in the sum with a $n_j^{-2m}$. Thus, the reader will find that our goal is to keep track of different orderings of $\geq$ and $=,$, taking symmetries into account. The possible chains of $=$ and $\geq$ are encoded by the set of compositions of size $k$, by associating to the composition $(a_1, \ldots, a_j)$ the chain of inequalities

$$n_1 = \ldots = n_{a_1} \geq n_{a_1+1} = \ldots = n_{a_1+a_2} \geq n_{a_2+1} > \ldots > n_k.$$ 

That is, the number $a_1$ determines the number of initial terms on the right which are equal before the first inequality, $a_2$ counts the number of equalities in the next block of inequalities, and so on. It is clear that the sum corresponding to the each composition then contributes the desired amount to the partition zeta value in the corollary.

Proof (Proof of Corollary 8). In Proposition 2, comparison with Corollary 6 shows that we have a linear relation among MZVs and products of zeta values. Observe that in $\zeta_{\nu}(\{m\}^k)$, the only composition of length $k$ is $(1,1,\ldots,1)$, which contributes $k! \zeta(\{m\}^k)$ to the right-hand side of Proposition 2 and that the rest of the compositions are of lower length, hence giving MZVs of smaller length; the corollary follows immediately.

Proof (Proof of Proposition 3). Consider the multiple zeta value $\zeta(\{n\}^k)$ of length $k$. Then we directly compute

$$\sum_{k \geq 0} (-1)^k \zeta(\{n\}^k) \omega^n = \prod_{m \geq 1} \left( 1 - \left( \frac{z}{m} \right)^n \right) = \prod_{m \geq 0} \prod_{r=0}^{n-1} \left( m+1 - ze(r/n) \right) \frac{n!}{(m+1)^n}.$$
By Theorem 5 this equals
\[ \prod_{r=0}^{n-1} \Gamma(1 - ze(r/n))^{-1}. \]

Using precisely the same computation as was made in the proof of Theorem 3 we
find that this is equal to
\[ \exp \left( -n \sum_{j \geq 2 \atop n|j} \frac{\zeta(j)}{j} z^j \right). \]

Hence, we have that
\[ \zeta(\{n\}^k) = (-1)^k \left[ z^{nk} \right] \exp \left( -\sum_{j \geq 1} \frac{\zeta(nj)}{j} z^{nj} \right). \]

**Proof (Proof of Corollary 9).** Here we proceed exactly as in the proof of Corollary 6 except we make the simpler substitution
\[ a_k = (k - 1)! \xi(nk) \]
into Equation 20 and compare with Proposition 3. In the final step, we replace the
terms in the upper half of the matrix with \( \beta_{i,j} \) as defined in the statement of the
corollary.

### 1.6 Some further thoughts

We have presented samples of a few varieties of flora one finds at the fertile inter-
section of combinatorics and analysis. What unifies all of these is the perspective
that they represent instances of partition zeta functions, with proofs that fit naturally
into the Eulerian theory we propound.

We close this article by noting a general class of partition-theoretic analogs of
classical Dirichlet series having the form
\[ \mathcal{D}(f,s) := \sum_{\lambda \in \mathcal{P}} f(\lambda) n^{-s}, \]
where \( \mathcal{P}' \) is a proper subset of \( \mathcal{P} \) and \( f : \mathcal{P}' \to \mathbb{C} \). Of course, partition zeta func-
tions arise from the specialization \( f \equiv 1 \), just as in the classical case.

Taking \( \mathcal{P}' = \mathcal{P}_{\mathcal{M}} \) as defined previously, then if \( f := f(n_\lambda) \) is completely mul-
tiplicative with appropriate growth conditions, it follows from Theorem 1.1 of [41]
that we have a generalization of [40].
and nearly the entire theory of partition zeta functions noted here (and developed in [41]) extends to these series as well.
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2 Zeta polynomials

We now turn our attention toward a different layer of connections between partitions and zeta functions, via the theory of modular forms. Although Euler’s generating function for \( p(n) \) is essentially modular, and Euler also anticipated the study of \( L \)-functions that are intimately tied to modular forms, the true depth of such observations did not come into view until further work on complex analysis was carried out in the nineteenth century.

It turns out that all modular forms are related to partitions in a very direct way. Here we recall the case of this connection for modular forms for the full modular group \( SL_2(\mathbb{Z}) \). We then use these modular forms to define the second class of functions that are the topic of this paper, the zeta polynomials associated to modular forms.

2.1 Partitions and modular forms

In a paper from 2004 [11], the first author, Bruinier, and Kohnen investigated the values of a certain sequence of modular functions in connection with the arithmetic properties of meromorphic modular forms on \( SL_2(\mathbb{Z}) \). One of the main results in the paper shows that integer partitions and a universal sequence of polynomials encode the Fourier expansions of modular forms.

Here we recall this result, which can be thought of as a precise formulation of the assertion that a modular form is distinguished by its “first few coefficients.” In fact, by making use of partitions we have an effective recursive procedure which computes the Fourier coefficients in order.

We take \( q := e^{2\pi i z} \) throughout this section. Now, suppose that
is a weight \( k \in 2\mathbb{Z} \) meromorphic modular form on \( \text{SL}_2(\mathbb{Z}) \). If \( k \geq 2 \) is even, then let \( E_k(z) \) denote the normalized Eisenstein series

\[
E_k(z) := 1 - \frac{2k}{B_k} \sum_{n=1}^{\infty} \sigma_{k-1}(n) q^n.
\] (26)

Here \( B_k \) denotes the usual \( k \)th Bernoulli number and \( \sigma_{k-1}(n) := \sum_{d|n} d^{k-1} \). If \( k > 2 \), then \( E_k(z) \) is a weight \( k \) modular form on \( \text{SL}_2(\mathbb{Z}) \); although the Eisenstein series

\[
E_2(z) = 1 - 24 \sum_{n=1}^{\infty} \sigma_1(n) q^n
\] (27)

is not a modular form, it also plays an important role. As usual, let \( j(z) \) denote the modular function on \( \text{SL}_2(\mathbb{Z}) \) which is holomorphic on \( \mathbb{H} \), the upper half of the complex plane, with Fourier expansion

\[
j(z) := q^{-1} + 744 + 196884q + 21493760q^2 + \cdots.
\]

We will require a specific sequence of modular functions \( j_m(z) \); to define this sequence, we set

\[
j_0(z) := 1 \quad \text{and} \quad j_1(z) := j(z) - 744.
\] (28)

If \( m \geq 2 \), then define \( j_m(z) \) by

\[
j_m(z) := j_1(z) | T_0(m),
\] (29)

where \( T_0(m) \) is the usual normalized \( m \)th weight zero Hecke operator. Each \( j_m(z) \) is a monic polynomial in \( j(z) \) of degree \( m \). Here we list the first few:

\[
\begin{align*}
    j_0(z) &= 1, \\
    j_1(z) &= j(z) - 744 = q^{-1} + 196884q + \cdots, \\
    j_2(z) &= j(z)^2 - 1488j(z) + 159768 = q^{-2} + 42987520q + \cdots, \\
    j_3(z) &= j(z)^3 - 2232j(z)^2 + 1069956j(z) - 36866976 = q^{-3} + 2592899910q + \cdots.
\end{align*}
\]

Let \( \mathfrak{F} \) denote the usual fundamental domain of the action of \( \text{SL}_2(\mathbb{Z}) \) on \( \mathbb{H} \). By assumption, \( \mathfrak{F} \) does not include the cusp at \( \infty \). Throughout, let \( i := \sqrt{-1} \) and let \( \omega := (1 + \sqrt{-3})/2 \). If \( \tau \in \mathfrak{F} \), then define \( e_\tau \) by

\[
e_\tau := \begin{cases} 
    1/2 & \text{if } \tau = i, \\
    1/3 & \text{if } \tau = \omega, \\
    1 & \text{otherwise}.
\end{cases}
\] (30)
By studying the logarithmic derivatives of modular forms, the first author, Bruninier and Kohnen obtained the next result in [11], which offers universal polynomial recursion formulas for the Fourier coefficients of modular forms.

**Theorem 6.** For every positive integer $n$ define $F_n(x_1, \ldots, x_n) \in \mathbb{Q}[x_1, \ldots, x_n]$ by

$$F_n(x_1, \ldots, x_n) := -\frac{2x_1\sigma_1(n)}{n} + \sum_{m_1, \ldots, m_{n-1} \geq 0, m_1 + 2m_2 + \cdots + (n-1)m_{n-1} = n} (-1)^{m_1 + \cdots + m_{n-1}} \cdot \frac{(m_1 + \cdots + m_{n-1} - 1)!}{m_1! \cdots m_{n-1}!} \cdot x_1^{m_1} \cdots x_{n-1}^{m_{n-1}}.$$

If $f(z) = q^h + \sum_{n=1}^{\infty} a_f(h+n)q^{h+n}$ is a weight $k$ meromorphic modular form on $\text{SL}_2(\mathbb{Z})$, then for every positive integer $n$ we have

$$a_f(h+n) = F_n(k, a_f(h+1), \ldots, a_f(h+n-1)) - \frac{1}{n} \sum_{\tau \in \mathbb{Q}} e_\tau \text{ord}_z(f) \cdot j_\tau(\tau).$$

**Remark 8.** Theorem 6 illustrates a deep connection between integer partitions and the coefficients of modular forms. An inspection of the summation in the theorem reveals the role of partitions: the partitions of $n$, apart from $(n)$ itself, determine the recurrence formula for $a_f(h+n)$. We note that for each such partition $\lambda = ((n-1)^{m_{n-1}} (n-2)^{m_{n-2}} \cdots 2^{m_2} 1^{m_1}) \vdash n$ with $m_k$ being the multiplicity of $k$ as a part, we can rewrite $m_1 + m_2 + \cdots + m_{n-1} = \ell(\lambda)$.

The first few polynomials $F_n$ are

- $F_1(x_1) := -2x_1$,
- $F_2(x_1, x_2) := -3x_1 + \frac{x_2^2}{2}$,
- $F_3(x_1, x_2, x_3) := -\frac{8x_1}{3} - \frac{x_2^3}{3} + x_2x_3$,
- $F_4(x_1, x_2, x_3, x_4) := -\frac{7x_1}{2} - \frac{x_2^3}{2}x_3 + x_2x_4 + \frac{x_2^4}{4} + \frac{x_3^2}{2}$.

The $n = 1$ case of Theorem 1 implies that

$$a_f(h+1) = 60k - 744h - \sum_{\tau \in \mathbb{Q}} e_\tau \text{ord}_z(f) \cdot j(\tau).$$

**Example 1.** Since

$$\Delta(z) = \sum_{n=1}^{\infty} \tau(n)q^n = q - 24q^2 + 252q^3 - \cdots,$$
the unique normalized weight 12 cusp form on $\text{SL}_2(\mathbb{Z})$, is nonvanishing in $\mathbb{H}$, Theorem 6 implies that
\[ \tau(n + 1) = F_n(12, \tau(2), \ldots, \tau(n)). \]

### 2.2 Manin’s zeta polynomials

Theorem 6 shows that integer partitions and universal polynomials play central roles in computing the Fourier coefficients of modular forms. The only additional data required is a form’s leading coefficient, weight, and its divisor. In the spirit of the previous section, it is then natural to ask for a theory of zeta functions related to partitions, which somehow arises from this connection. Here we address this problem by giving a brief exposition of recent work on a problem of Manin on zeta polynomials.

To begin, we consider any newform $f = \sum_{n \geq 1} a_n q^n \in S_k(\Gamma_0(N))$ of even weight $k$ and level $N$. The standard zeta-type function associated to $f$ is its $L$-function
\[ L(f, s) := \sum_{n \geq 1} a_n q^n, \]
which may be normalized so that the completed $L$-function
\[ \Lambda(f, s) := \left( \frac{\sqrt{N}}{2\pi} \right)^s \Gamma(s)L(f, s) \]
may be analytically continued and satisfies the functional equation
\[ \Lambda(f, s) = \varepsilon(f)\Lambda(f, k-s), \]
with $\varepsilon(f) = \pm 1$. The critical $L$-values are the complex numbers $L(f, 1), L(f, 2), \ldots, L(f, k-1)$. Manin’s conjecture then states that these critical $L$-values can be suitably packaged to fit into the following framework.

**Definition 4 (Manin).** A polynomial $Z(s)$ is a **zeta-polynomial** if it satisfies the following criteria:

1. (Naturality) It is arithmetic-geometric in origin.
2. (Functional Equation) For $s \in \mathbb{C}$ we have $Z(s) = \pm Z(1-s)$.
3. (Riemann Hypothesis) If $Z(\rho) = 0$, then $\text{Re}(\rho) = 1/2$.
4. The values $Z(-n)$ have a “nice” generating function.
5. The values $Z(-n)$ encode arithmetic-geometric information.

We remark that, of course, it is very important that the arithmetic-geometric nature of the function in part (1) of the definition is satisfied. For example, any polynomial with real coefficients and satisfying the Riemann Hypothesis automatically
satisfies the functional equation in part (2), and hence the compelling arithmetic nature of the particular object being constructed is critical. Part (4) is also central to Manin’s idea, and is meant to parallel Euler’s power series expansion for the Riemann zeta function:

\[
\frac{t}{1 - e^{-t}} = 1 + \frac{1}{2} t - t \sum_{n=1}^{\infty} \frac{\zeta(-n) \cdot t^n}{n!}
\]  

(31)

This generating function (31) for the values \(\zeta(-n)\) also has a well-known interpretation in K-theory [24], in line with part (5) of the above definition. Namely, it is essentially the generation function for the torsion of the \(K\)-groups for \(\mathbb{Q}\).

Recently in [37], Sprung and the first two authors confirmed Manin’s speculations and offered the following resolution to his question. To describe this result, first consider the \(m\)th weighted moments of critical values:

\[
M_f(m) := \sum_{h=0}^{k-2} \frac{\sqrt{N}}{2\pi} \left[ \frac{L(f, j+1)}{(k-2-j)!} \right]^j \cdot \sum_{m=0}^{k-2} \frac{(-2)^{-h} \cdot (m+h) \cdot s(k-2,m+h) \cdot M_f(m)}{h!}.
\]  

(32)

For positive integers \(n\), we recall the usual generating function for the (signed) Stirling numbers of the first kind:

\[
(x)_n = x(x-1)(x-2) \cdots (x-n+1) = \sum_{m=0}^{n} \, s(n,m) x^m
\]  

(33)

Using these numbers, the zeta-function satisfying Manin’s definition is given by

\[
Z_f(s) := \sum_{h=0}^{k-2} (-s)^h \sum_{m=0}^{k-2-h} \binom{m+h}{h} \cdot s(k-2,m+h) \cdot M_f(m).
\]  

(34)

The main result of [37] confirms that this natural object satisfies a zeta-type functional equation and the Riemann Hypothesis.

**Theorem 7 (Theorem 1.1 of [37]).** If \(f \in S_k(\Gamma_0(N))\) is an even weight \(k \geq 4\) newform, then the following are true:

1. For all \(s \in \mathbb{C}\) we have that \(Z_f(s) = \varepsilon(f)Z_f(1-s)\).
2. If \(Z_f(\rho) = 0\), then \(\text{Re}(\rho) = 1/2\).

In accordance with Definition 4 we also want to find natural interpretations of the values \(Z_f(-n)\) at negative integers and for their generating functions. This may be accomplished by considering the “Rodriguez-Villegas Transform” of [40]. Theorem 7 is naturally related to the arithmetic of period polynomial.

\[
R_f(z) := \sum_{j=0}^{k-2} \binom{k-2}{j} \cdot \Lambda(f, k-1-j) \cdot z^j.
\]  

(35)

\(^2\) This is a slight renormalization of the period polynomials considered in references such as [16, 33, 38, 53].
The values of \(Z_f(s)\) at non-positive integers are then the coefficients expanded around \(z = 0\) of the rational function

\[
\frac{R_f(z)}{(1 - z)^{k-1}}.
\]

The following result is the analogue of (31) for the Riemann zeta function, and is our answer to part (4) of the above definition.

**Theorem 8 (Theorem 1.3 of [37]).** Assuming the notations and hypotheses above, as a power series in \(z\) we have

\[
\frac{R_f(z)}{(1 - z)^{k-1}} = \sum_{n=0}^{\infty} Z_f(-n)z^n.
\]

In accordance with the aforementioned \(K\)-theoretic interpretation of the values of \(\zeta(s)\) at negative integers, and in relation to part (5) of Definition 4, it is natural to ask whether the \(z\)-series in Theorem 8 has an analogous interpretation—that is, what (if any) arithmetic information is encoded by the values \(Z_f(-n)\)? Hints along these lines were first offered by Manin in [35], where he produced similar zeta-polynomials by applying the Rodriguez-Villegas transform to the odd period polynomials for Hecke eigenforms on \(SL_2(\mathbb{Z})\) studied by Conrey, Farmer, and Imamoğlu [12]. He asked for a generalization for the full period polynomials for such Hecke eigenforms in connection to recent work of El-Guindy and Raji [21]. Theorems 7 and 8 answer this question and provide the generalization for all even weight \(k \geq 4\) newforms on congruence subgroups of the form \(\Gamma_0(N)\). Theorem 7 additionally offers an explicit combinatorial description of the zeta-polynomials in terms of weighted moments. In fact, the developments of [37] are made possible by the recent general proof of the following Riemann Hypothesis for period polynomials.

**Theorem 9 ([30]).** For any even integer \(k \geq 4\), and any level \(N\), all of the zeros of the period polynomial \(R_f(z)\) are on the unit circle.

**Remark 9.** The reason that the term “Riemann Hypothesis” is fitting for this result is that the period polynomials satisfy a natural functional equation relating the values at \(z\) and \(-1/z\) (itself arising from the functional equation for \(L(f,s)\)), and this result states that all zeros of the period polynomials lie on the line of symmetry for their functional equations.

**Remark 10.** In fact, the authors of [30] prove a somewhat stronger statement, giving rather precise bounds on the location of the angles of these zeros.

In line with part (5) of Definition 4, we offer a conjectural combinatorial arithmetic-geometric interpretation of the \(Z_f(s)\). To this end, we make use of the Bloch-Kato Conjecture, which offers a Galois cohomological interpretation for critical values of motivic \(L\)-functions [6]. Here we consider the special case of the critical values \(L(f,1), L(f,2), \ldots, L(f,k-1)\). These conjectures are concerned with motives \(M_f\)
associated to \( f \), but the data needed for this conjecture can be found in the \( \lambda \)-adic re-

alization \( V_\lambda \) of \( \mathcal{M}_f \) for a prime \( \lambda \) of \( \mathbb{Q}(f) \), where \( \mathbb{Q}(f) \) is the field generated by the Hecke eigenvalues \( a_p(f) \) (where we have \( a_1(f) = 1 \)). The Galois representation \( V_\lambda \) associated to \( f \) is due to Deligne, and we recall the essential properties below. For a high-brow construction of \( V_\lambda \) from \( \mathcal{M}_f \), we refer to the seminal paper of Scholl [42].

Deligne’s theorem says that for a prime \( \lambda \) of \( \mathbb{Q}(f) \) lying above \( l \), there is a continuous linear representation \( V_\lambda \) unramified outside \( l \mathbb{N} \)

\[
\rho_{f,\lambda} : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \text{GL}(V_\lambda),
\]

so that for a prime \( p \nmid l \mathbb{N} \), the arithmetic Frobenius \( \text{Frob}_p \) satisfies

\[
\text{Tr}(\rho_f(\text{Frob}_p^{-1})) = a_p(f), \quad \text{and} \quad \det(\rho_f(\text{Frob}_p^{-1})) = p^{k-1}.
\]

We may also consider the \( j \)-th Tate twist \( V_\lambda(j) \), which is \( V_\lambda \) but with the action of Frobenius multiplied by \( p^j \). After choosing a \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \)-stable lattice \( T_\lambda \) in \( V_\lambda \), we may consider the short exact sequence

\[
0 \longrightarrow T_\lambda(j) \longrightarrow V_\lambda(j) \longrightarrow V_\lambda/T_\lambda(j) \longrightarrow 0.
\]

Bloch and Kato define local conditions \( H^1_f(\mathbb{Q}_p, V_\lambda(j)) \) for each prime \( p \). We let \( H^1_f(\mathbb{Q}, V_\lambda(j)) \) be the corresponding global object, i.e., the elements of \( H^1(\mathbb{Q}, V_\lambda(j)) \) whose restriction at \( p \) lies in \( H^1_f(\mathbb{Q}_p, V_\lambda(j)) \). Analogously, we may define \( H^1_f(\mathbb{Q}, V_\lambda/T_\lambda(j)) \), which is the Bloch–Kato \( \lambda \)- Selmer group. The Šafarevič–Tate group is

\[
\text{III}_{f}(j) = \bigoplus_{\lambda} \frac{H^1_f(\mathbb{Q}, V_\lambda/T_\lambda(j))}{\pi H^1_f(\mathbb{Q}, V_\lambda(j))}.
\]

The Bloch–Kato Tamagawa number conjecture then claims the following.

**Conjecture 1 (Bloch–Kato).** Let \( 0 \leq j \leq k-2 \), and assume \( L(f, j+1) \neq 0 \). Then we have

\[
\frac{L(f, j+1)}{(2\pi i)^{j+1}\Omega^{(-1)^{j+1}}} = u_{j+1} \times \frac{\text{Tam}(j+1)\#\text{III}(j+1)}{\#H^1_f(j+1)\#H^0_f(k-1-j)} =: C(j+1).
\]

Here, \( \Omega^\pm \) denotes the Deligne period, \( \text{Tam} \) denotes the product of the Tamagawa numbers, \( H^0_f \) is the set of global points, and \( u_{j+1} \) is a non-specified unit of \( \mathbb{Q}(f) \).

**Remark 11.** Note that \( L(f, j+1) \neq 0 \) in this range provided that \( j+1 \neq k/2 \).

We denote the normalized version of \( C(j+1) \) by

\[
\widetilde{C}(j+1) = C(j+1) \cdot \frac{(i\sqrt{N})^{j+1}\Omega^{(-1)^{j+1}}}{(k-2-j)!}, \quad \text{(36)}
\]

but when \( L(f, j+1) = 0 \), we define \( \widetilde{C}(j+1) := 0 \).
Theorem 10 (Theorem 1.4 of [37]). Assuming the Bloch-Kato Conjecture and the notation above, we have that
\[ M_f(m) = \sum_{0 \leq j \leq k-2} C(\widetilde{j}+1) j^m, \]
which in turn implies for each non-negative integer \( n \) that
\[ Z_f(-n) = \sum_{j=0}^{k-2} \left( \sum_{h=0}^{k-2-k-h} \sum_{m=0}^{n} n^h \left( \frac{m+h}{h} \right) \cdot s(k-2,m+h) \right) \tilde{j}^m C(j+1). \]

Finally, we offer an intriguing connection of the zeta polynomials \( Z_f(s) \) to the world of combinatorial geometry. This investigation is motivated by the following question. In light of the vast importance of the distribution of the zeros of the Riemann zeta function on (presumably) the critical line, it is natural to consider the distribution of the zeros of \( Z_f(s) \) on the line \( \text{Re}(s) = 1/2 \). Of course, the \( Z_f(s) \) are polynomials, and so any interesting distributional properties only make sense in the context of limits of sequences of modular forms as the level or weights go to infinity. In this sense, one can ask: do their zeros behave in a manner which is analogous to the zeros of the Riemann zeta-function \( \zeta(s) \)? Namely, how are their zeros distributed in comparison with the growth of
\[ N(t) := \# \{ \rho = s + it : \zeta(\rho) = 0 \text{ with } 0 < t \leq T \}, \]
which is well known to satisfy
\[ N(T) = \frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi} + O(\log T)? \tag{37} \]
As we shall see, the zeros of \( Z_f(s) \) behave in a manner that is somewhat analogous to \( \zeta(s) \) in terms of its highest zero.

To make this precise, it turns out that the correct answer lies in comparing \( Z_f(s) \) with two families of combinatorial polynomials. In what follows, we note that for \( x, y \in \mathbb{C} \), the binomial coefficient \( \binom{x}{y} \) is defined by
\[ \binom{x}{y} := \frac{\Gamma(x+1)}{\Gamma(y+1)\Gamma(x-y+1)}. \]
We see below that the \( Z_f(s) \), depending on \( \varepsilon(f) \), can naturally be estimated by the polynomials
\[ H^+_k(s) := \binom{s+k-2}{k-2} + \binom{s}{k-2}, \tag{38} \]
\[ H^-_k(s) := \sum_{j=0}^{k-3} \binom{s-j+k-3}{k-3}. \tag{39} \]
Theorem 11 (Theorem 1.3 of [37]). Assuming the notations and hypotheses above, the following are true:

1. The zeros of $H_k^-(-s)$ lie on the line $\text{Re}(s) = 1/2$, and they are the complex numbers $\rho = \frac{1}{2} + i t$ with $t \in \mathbb{R}$ such that the value of the monotonically decreasing function

$$h_k(t) := \sum_{j=0}^{k-3} \cot^{-1} \left( \frac{2t}{2j+1} \right)$$

lies in the set $\{\pi, 2\pi, \ldots, (k-3)\pi\}$. Similarly, the zeros of $H_k^+(s)$ lie on the line $\text{Re}(s) = 1/2$ and have imaginary parts $t$ which may be found by solving for $h_k(t)$ to lie in the set $\{\pi/2, 3\pi/2, \ldots, (k-5)/2)\pi\}$. Moreover, as $k \to \infty$, the highest pair of complex conjugate roots of $H_k^+(s)$ have imaginary part equal in absolute value to

$$\frac{(k-3)(k-1)}{2\pi} + O(1),$$

and the height of the highest roots of $H_k^+(s)$ is

$$\frac{(k-3)(k-1)}{\pi} + O(1).$$

2. Let $f \in S_q(I_0(N))$ be a newform. If $\varepsilon(f) = -1$, then the only root of $Z_f(s)$ is at $s = 1/2$. If $\varepsilon(f) = 1$, then there are two roots of $Z_f(s)$, and as $N \to \infty$, their roots converge on the sixth order roots of unity $\exp(\pm \pi i/3)$.

3. For fixed $k \geq 6$, as $N \to +\infty$, the zeros of $Z_f(s)$ for newforms $f \in S_k(I_0(N))$ with $\varepsilon(f) = \pm 1$ converge to the zeros of $H_k^\pm(-s)$. Moreover, for all $k, N$, if $\varepsilon(f) = 1$ (resp. $\varepsilon(f) = -1$), then the imaginary part of the largest root is strictly bounded by $(k-3)\left( k - \frac{1}{2} \right)$ (resp. $(k-4)\left( k - \frac{9}{2} \right)$).

Remark 12. Theorem 11(3) is somewhat analogous to (37). Since the zeros of $Z_f(s)$ are approximated by those of $H_k^\pm(-s)$, the analog of $N(T)$ is dictated by Theorem 11 (1), where the largest zero has imaginary part $\sim \frac{\sqrt{2}}{2\pi}$ or $\sim \frac{\sqrt{3}}{2\pi}$ depending on the sign of the functional equation. Numerical investigations indicate that the locations of the “high” zeros are however somewhat differently arranged than those of the Riemann zeta function, the $n$th highest pair of zeros being at approximately height $N_0/n$, where $N_0$ is the highest zero.

As we shall describe shortly, the zeta polynomials $Z_f(s)$ may be thought of, via Theorem 11 as arithmetic-geometric Ehrhart polynomials. In this comparison, the combinatorial structure in Theorem 10, which we call the “Bloch-Kato complex”, serves as an analogue of a polytope. Assuming the Bloch-Kato Conjecture, Theorem 10 describes the values $Z_f(-n)$ as combinatorial sums of $n$-weighted moments of the $j$th Bloch-Kato components. To describe this combinatorial structure, we made use of the Stirling numbers $s(n, k)$ which can be arranged in a “Pascal-type” triangle
thanks to the recurrence relation

\[ s(n, k) = s(n - 1, k - 1) - (n - 1) \cdot s(n - 1, k). \]

This follows from the obvious relation

\[ (x)_n = (x)_{n-1} (x - n + 1) = x(x)_{n-1} - (n - 1) (x)_{n-1}. \]

The Bloch-Kato complex is then obtained by cobbling together weighted layers of these Pascal-type triangles using the binomial coefficients appearing in (34).

The connection to Ehrhart polynomials arises from the central role played by the \( H_{\pm}^k(-s) \) in our study of the \( Z_f(s) \). In [40], Rodriguez-Villegas proved that certain Hilbert polynomials, such as the \( H_{\pm}^k(-s) \), which are Rodriguez-Villegas transforms of \( x^{k-2} \pm 1 \), are examples of zeta-polynomials. These well-studied combinatorial polynomials encode important geometric structure such as the distribution of integral points in polytopes.

Given a \( d \)-dimensional integral lattice polytope in \( \mathbb{R}^n \), we recall that the Ehrhart polynomial \( \mathcal{L}_p(x) \) is determined by

\[ \mathcal{L}_p(m) = \# \{ p \in \mathbb{Z}^n : p \in m \mathcal{P} \}. \]

The polynomials \( H_k^{-}(s) \) whose behavior determines an estimate for those of \( Z_f(s) \) (when \( \epsilon(f) = -1 \)) as per Theorem 11 are the Ehrhart polynomials of the simplex (cf. [5])

\[ \text{conv} \left\{ e_1, e_2, \ldots, e_{k-3}, - \sum_{j=1}^{k-3} e_j \right\}. \]

We note that in Section 1.10 of [26], Gunnells and Rodriguez-Villegas also gave an enticing interpretation of the modular-type behavior of Ehrhart polynomials. Namely, they noted that the polytopes \( P \) with vertices in a lattice \( L \), when acted upon by \( \text{GL}(L) \) in the usual way, have a fixed Ehrhart polynomial for each equivalence class of polytopes. Hence, these classes may be thought of as points on a “modular curve”, and the operation of taking the \( \ell \)th coefficient of the Ehrhart polynomial is analogous to a modular form. This analogy is strengthened as they define a natural Hecke operator on the set of Ehrhart polynomials, such that the \( \ell \)th coefficients of them are eigenfunctions. Moreover, they show that these eigenclasses are all related to explicit, simple Galois representations. Thus it is natural—as well as intriguing—to speculate about the relationship between these observations and Theorem 11. In particular, we have shown that as the level \( N \) of cusp forms of a fixed weight \( k \) tends
to infinity, the coefficients of the zeta-polynomial $Z_f(s)$ tend to (a multiple of) these coefficients of Ehrhart polynomials considered in [26]. It is also interesting to note that Zagier defined (see [50]) a natural Hecke operator on the period polynomials of cusp forms, which commutes with the usual Hecke operators acting on cusp forms. Thus one may ask if there is a reasonable interpretation of Hecke operators on the zeta functions $Z_f(s)$, which ties together this circle of ideas.

In the following sections, we will give a brief outline of the main underlying ideas of the proofs of these results. In particular, we devote the next subsection to some tools needed for the proofs, follow up with the proof sketches, and finish with several examples.

2.3 Tools needed for the proof of Manin’s conjecture

2.3.1 Work of Rodriguez-Villegas

We begin our summary of key tools for the proofs of the preceding section by recalling the clever and useful observations of Rodriguez-Villegas in [40]. We will only be concerned with a specialized result; although the reader is referred to the original paper for a more general version and interesting mathematical context of his work. We first take a polynomial $U(z)$ of degree $e$ with $U(1) \neq 0$. The non-vanishing condition is non-essential, as otherwise one simply factors out all the powers of $1 - z$ from the polynomial and then applies the Rodriguez-Villegas transform; however, it is convenient for the simplest description to have the exact degree of the polynomial with these factors pinned down. We then define the rational function

$$P(z) := \frac{U(z)}{(1 - z)^{e+1}}.$$

Expanding in $z$, we have

$$P(z) = \sum_{n=0}^{\infty} h_n z^n,$$

and it is easy to see that there is a polynomial $H(z)$ of degree $d - 1$ such that $H(n) = h_n$ for all $n$. The key observation of [40] is then as follows.

**Theorem 12 (Rodriguez-Villegas).** If all roots of $U$ lie on the unit circle, then all roots of $Z(s)$ lie on the vertical line $\text{Re}(z) = 1/2$. Moreover, if $U$ has real coefficients and $U(1) \neq 0$, then $Z(s)$ satisfies the functional equation

$$Z(1 - s) = (-1)^{d-1} Z(s).$$

**Proof.** The first claim is simply the special case of the Theorem of [40] when $d = e + 1$. The second claim was described in Section 4 of [40], but for the reader’s convenience we sketch the proof. By the single proposition of [40], it suffices to show that $P(1/z) = (-1)^{d-1} z^{d-e} P(z)$. Now suppose that $U$ factors as
\[ U(z) = (z - \rho_1) \ldots (z - \rho_e), \]

where each \( \rho_j \) is on the unit circle but not equal to 1. Then

\[ z^e U \left( \frac{1}{z} \right) = (1 - z\rho_1) \ldots (1 - z\rho_e). \]

Since the coefficients of \( U \) are real, we have \((-1)^e \rho_1 \rho_2 \ldots \rho_e = 1\), and dividing by this quantity yields

\[ U \left( \frac{1}{z} \right) = z^{-e} U(z). \]

The claimed transformation for \( P \) then follows directly from the definition.

### 2.3.2 Period polynomials at 1

Here, we recall a simple result that we shall need, related to the order of \( R_f(s) \) at \( s = 1 \).

**Lemma 1.** Assuming the notation above, \( R_f(1) \neq 0 \) if \( \varepsilon(f) = 1 \), and \( R_f(s) \) has a simple zero at \( s = 1 \) if \( \varepsilon(f) = -1 \).

**Proof.** The functional equation for \( \Lambda(f,s) \) shows that

\[
R_f(1) = \sum_{j=0}^{k-2} \binom{k-2}{j} \Lambda(f,j+1)
= \begin{cases} 
\Lambda(f, \frac{k}{2}) + 2 \sum_{j=\frac{k-2}{2}}^{k-2} \binom{k-2}{j} \Lambda(f,j+1) & \text{if } \varepsilon(f) = 1, \\
\Lambda(f, \frac{k}{2}) & \text{if } \varepsilon(f) = -1.
\end{cases} 
\]  \hspace{1cm} (40)

Now \( \Lambda(f,s) \) is real-valued on the real line, and well-known work of Waldspurger \[46\] implies that \( \Lambda(f, \frac{k}{2}) \geq 0 \). Furthermore, Lemma 2.1 of \[30\] states that

\[
0 \leq \Lambda \left( f, \frac{k}{2} \right) \leq \Lambda \left( f, \frac{k}{2} + 1 \right) \leq \ldots \leq \Lambda(f,k-1), \]  \hspace{1cm} (41)

and that \( \Lambda(f, \frac{k}{2}) = 0 \) if \( \varepsilon(f) = -1 \). So, if \( \varepsilon(f) = 1 \), then the expression in the first case of (40) is composed of all non-negative terms, which cannot all vanish as it is impossible for all periods of \( f \) to be zero. Hence, in this case, \( R_f(1) \neq 0 \). If \( \varepsilon(f) = -1 \), then as \( \Lambda(f, \frac{k}{2}) = 0 \), we see that \( R_f(1) = 0 \). To see that this zero is simple, note in a similar manner that all terms in \( R'_f(1) \) are non-negative, with the last term being \((k-2)\Lambda(f,k-1)\). But this term cannot be zero, as the chain of inequalities in (41) would then imply that all periods of \( f \) are zero.
2.3.3 Ingredients for Theorem [10]

We first describe the local conditions \( H^1_f(\mathbb{Q}_p, V_{\lambda}(j)) \) for a given prime \( p \), following [6, Section 3]. Recall that \( \lambda \) was the prime above \( l \) in Deligne’s representation \( V_{\lambda} \).

The first case is when \( p = l \). Here, we define

\[
H^1_f(\mathbb{Q}_p, V_{\lambda}(j)) := \ker \left( H^1_f(D_p, V_{\lambda}(j)) \rightarrow H^1_f(D_p, V_{\lambda}(j) \otimes \mathbb{B}_{\text{cris}}) \right),
\]

where \( D_p \) denotes a decomposition group for a prime over \( p \). For a definition of the \( \mathbb{Q}_p \)-algebra \( \mathbb{B}_{\text{cris}} \), we refer to Berger’s article [3, II.3].

For the other cases (i.e. \( p \neq l \)), we let

\[
H^1_f(\mathbb{Q}_p, V_{\lambda}(j)) := \ker \left( H^1_f(D_p, V_{\lambda}(j)) \rightarrow H^1_f(I_p, V_{\lambda}(j)) \right),
\]

where \( I_p \) is the inertia subgroup. We let \( H^1_f(\mathbb{Q}, V_{\lambda}(j)) \) be the corresponding global object, i.e., the elements of \( H^1(\mathbb{Q}, V_{\lambda}(j)) \) whose restriction at \( p \) lies in \( H^1_f(\mathbb{Q}_p, V_{\lambda}(j)) \).

We note that Bloch and Kato’s Tamagawa number conjecture [1] is independent of any choices, cf. [18, Section 6], or for more detail cf. [6, Proposition 5.14 (iii)] and [6, page 376], in which the independence of the choice in lattice in the Betti cohomology is discussed.

Secondly, we describe the set of global points \( H^0_Q \), with the appropriate Tate twists:

\[
H^0_Q(j) := \bigoplus_{\lambda} H^0(\mathbb{Q}, V_{\lambda}/T_{\lambda}(j))
\]

2.4 Sketch of proofs for theorems on zeta polynomials and the Riemann Hypothesis for period polynomials

Here we sketch the proofs of the theorems in Section [2.2]. We begin with the proof of the Riemann Hypothesis for period polynomials, which is an essential ingredient in the main proofs about zeta polynomials.

Proof (Sketch of the proof of Theorem [9]). The general strategy is to consider, for \( m := \frac{k-2}{2} \), the polynomial

\[
P_f(X) := \frac{1}{2} \binom{2m}{m} \Lambda \left( f, \frac{k}{2} \right) + \sum_{j=1}^{m} \binom{2m}{m+j} \Lambda \left( f, \frac{k}{2} + j \right) X^j.
\]

The result then follows if the unit circle contains all of the zeros of

\[
T_f(X) := P_f(X) + \epsilon(f)P_f(1/X).
\]
Following a standard trick, we substitute $X \to z = e^{i\theta}$, note that $T_f(i\theta)$ takes on only real values, and hope to find enough sign changes to locate all zeros using the Intermediate Value Theorem. In fact, it turns out that $T_f(z)$ is a trigonometric polynomial in sin or cos depending on $\varepsilon(f)$. For large values of $k$ or $N$, results of Pólya [39] and Szegö [44] then give strong conditions on the locations of the zeros, given unimodal properties of the coefficients of these polynomials. Overall, this boils the argument down (in the limit) to proving several handy inequalities for the competed critical $L$ values of $f$. These are shown to follow from several arguments making keen use of the famous Hadamard factorization for $\Lambda(f,s)$ in terms of the roots of $\Lambda$.

This proof is only sufficient for modular forms of large weight or level. For the remaining cases, separate arguments can be directly constructed (for example, as we will look at in Section 2.5 if the weight is a small number like 4, the polynomial is only of degree 2 and can hence be studied somewhat directly). After this, finitely many cases remain, which may then be checked numerically, as the authors of [30] do using SAGE.

We proceed to outline the proof of Theorem 7, which gives the version of the Riemann Hypothesis inherited by $Z_f(s)$ from the Riemann Hypothesis for $P_f(s)$. Firstly, however, we need the result of Theorem 8.

**Proof (Proof of Theorem 8).** This proof is a combinatorial exercise; we refer the reader interested in the details to [37].

**Proof (Proof of Theorem 7).** We first let

$$\hat{R}_f(z) := \frac{R_f(z)}{(1-z)^{\delta_{1,\varepsilon(f)}},}$$

where $\delta_{i,j}$ is the Kronecker delta function. By Theorem 9 and Lemma 1, we see that $\hat{R}_f$ is a polynomial of degree $k - 2 - \delta_{1,\varepsilon(f)}$, all of whose roots lie on the unit circle, and such that $\hat{R}_f(1) \neq 0$. Thus we have

$$\frac{R_f(z)}{(1-z)^{k-1}} = \frac{\hat{R}_f(z)}{(1-z)^{k-1-\delta_{1,\varepsilon(f)}}}.$$

Applying Theorems 8, 9 and 12 with $d = k - 1 - \delta_{1,\varepsilon(f)}$ yields the result, and in particular shows that the zeros of $Z_f(s)$ lie on the line $\text{Re}(s) = 1/2$.

**Proof (Proof of Theorem 10).** The proof of Theorem 10 follows immediately from replacing the terms involving $L(f,j+1)$ by $C(j+1)$, and appropriate normalizations.

**Proof (Sketch of the proof of Theorem 11).** Part (1) follows directly from the observation (which is easy to combinatorially verify) that the polynomials $H_{k^-}^-(x)$ are Rodriguez-Villegas transforms of $\sum_{j=0}^{k-3} x^j$ and that the $H_{k^+}^+ (x)$ are the transforms of $x^{k-2} + 1$. 
The fact that the zeros of $H^{-k}_x(x)$ lie on the line $\text{Re}(x) = 1/2$ is one of the main examples of Theorem 12 in [5]. The precise location of its zeros in Theorem 11 is a direct restatement (and slight modification in the case of $\varepsilon(f) = +1$) of Theorem 1.7 of [5].

The proof of part (2) follows directly from the more precise estimates on the locations (and in particular the equidistribution) of the zeros in Theorem 9, which is hinted at in Remark 10 and provided in Theorem 1.2 in [30]. As extracting roots of a polynomial is continuous in the coefficients of the polynomial, we have the desired convergence of the roots of $Z_f(s)$ in the limit to those of the polynomials $H^-_x(x)$.

Part (3) also follows by utilizing the precise estimates of Theorem 1.2 of [30] to determine the zeros of $R_f(z)$ to high accuracy. The strict upper bound on the imaginary parts of roots follows from a careful consideration of Theorem 1 of [10], using the positivity properties of critical completed $L$-values reviewed in Lemma 1.

When $\varepsilon(f) = -1$, by Lemma 1 and the functional equation for $\Lambda(f,s)$, we see that $R_f(x)/(1-x)$ is a polynomial with all non-positive coefficients, so the Rodriguez-Villegas transform of $R_f$ is the same as the Rodriguez-Villegas transform of this polynomial with the degree lowered by 1. This shows that we may again use Theorem 1 of [10], by applying it to the polynomial $R_f(s)/(x-1)$ with positive coefficients and whose transform has the same zeros as $Z_f(s)$.

2.5 Examples

2.5.1 Period polynomials in weight 4

To give a flavor of the types of analysis going into the proof of Theorem 9 for small weights and levels, here we consider the case of weight 4 newforms. The period polynomial $R_f$ is then quadratic, and we are concerned with the zeros of

$$-2L(f,1)\pi^2 X^2 + 2\pi i L(f,2)X + L(f,3) = 0.$$ 

Clearly, we may then apply the quadratic formula. Now, the values $L(f,1)$ and $L(f,3)$ are also related via the functional equation for $L(f,s)$, and the conclusion is thus trivial if $L(f,2) = 0$.

In the case when $L(f,2) \neq 0$, the theorem is equivalent to the estimate

$$\frac{N}{\pi^2} L(f,3)^2 \geq L(f,2)^2.$$ 

This can be shown using the Hadamard factorization of $\Lambda(f,s)$:

$$\Lambda(f,s) = e^{A + B'} \prod_{\rho} \left(1 - \frac{s}{\rho}\right) \exp(s/\rho)$$

where $A$ and $B'$ are constants related to the zeros of $\Lambda(f,s)$ and the coefficients of the polynomial $R_f(x)$. 
Here the product is over all the zeros of $\Lambda(f, s)$ (that is, the non-trivial zeros of $L(f, s)$), and $A$ and $B$ are constants. Now we always have $3/2 \leq \text{Re}(\rho) \leq 5/2$, which means that $\Lambda(f, 3) \geq \Lambda(f, 2)$, and is enough to imply the desired inequalities.

### 2.5.2 Zeta function for the modular discriminant

It is interesting to consider the first level 1 newform, namely, the normalized Hecke eigenform $f = \Delta \in S_{12}(\Gamma_0(1))$. In this case, $\varepsilon(f) = 1$ and we have

$$R_\Delta(z) \approx 0.114379 \left( \frac{36}{691} z^{10} + 3z^8 + 3z^6 + z^4 + z^2 + \frac{36}{691} \right) + 0.00926927 \cdot (4z^9 + 25z^7 + 42z^5 + 25z^3 + 4z).$$

The ten zeros of $R_\Delta$ lie on the unit circle, and are approximated by the set

$$\{ \pm i, -0.465 \pm 0.885i, -0.744 \pm 0.668i, -0.911 \pm 0.411i, -0.990 \pm 0.140i \}.$$

These are illustrated in the following diagram.

![Diagram of the roots of $R_\Delta(z)$](image-url)

**Fig. 1** The roots of $R_\Delta(z)$

It is quite tempting from this picture to conjecture that the zeros of $R_f$ always lie on one half of a unit circle. However, this small example is somewhat misleading: the zeros for large level or weight modular forms eventually have to equidistribute on the whole unit circle, as shown in [30]. Another manner in which this example is
atypical is the following. The size of the coefficients of $R_f$ follows a unimodal pattern. The same equidistribution-of-zeros result shows that eventually the coefficients of $R_f$ must be unimodal, but in the opposite direction! In fact, if the direction of this unimodality of coefficients were reversed, the Riemann Hypothesis for $R_f$ would follow directly from its functional equation (showing it is a self-inversive polynomial) along with elementary results such as Theorem 1 of [13]. It is this eventual “correct” unimodality that follows from the results of [30], and this drastic switching of phenomena that make the proof of Theorem 9 split into several cases and make its statement surprising. In fact, this line of reasoning allows one to conclude that for large weights and levels, the location of the zeros of $R_f(s)$ on the unit circle is a relatively “stable” phenomenon, while a quick numerical experiment for a polynomial such as $R_A$ shows that the location of its zeros on the circle is very unstable, and hence rather astounding.

We now consider the Rodriguez-Villegas transform; letting $s \mapsto -s$ we find that

$$Z_A(s) \approx (5.11 \times 10^{-7})s^{10} - (2.554 \times 10^{-6})s^9 + (6.01 \times 10^{-5})s^8 - (2.25 \times 10^{-4})s^7 + 0.00180s^6 - 0.00463s^5 + 0.0155s^4 - 0.0235s^3 + 0.0310s^2 - 0.0199s + 0.00596.$$  

Theorem [7] establishes that the zeros $\rho$ of $Z_A$ satisfy $\Re(\rho) = 1/2$; indeed, they are approximately

$$\left\{ \frac{1}{2} \pm 8.447i, \frac{1}{2} \pm 5.002i, \frac{1}{2} \pm 2.846i, \frac{1}{2} \pm 1.352i, \frac{1}{2} \pm 0.349i \right\},$$  

as illustrated in the next figure.
2.5.3 Ehrhart polynomials and newforms of weight 6

Here we consider newforms \( f \in S_6(\Gamma_0(N)) \) with \( \varepsilon(f) = -1 \). By Theorem 11 (2), the roots of \( Z_f(s) \) may be modeled (with improving accuracy as \( N \to \infty \)) on the roots of the Ehrhart polynomial of the convex hull

\[ \text{conv} \{ e_1, e_2, e_3, -e_1 - e_2 - e_3 \}. \]

The following image displays this tetrahedron.

![Fig. 3 The tetrahedron whose Ehrhart polynomial is \( H_6^- (s) \).](image)

The corresponding Ehrhart polynomial counts the number of integer points in dilations of Figure 2.5.3 and is given by the Rodriguez-Villegas transform of \( 1 + x + x^2 + x^3 \). Namely, we have

\[
H_6^- (s) = \binom{s+3}{3} + \binom{s+2}{3} + \binom{s+1}{3} + \binom{s}{3} = \frac{2}{3} s^3 + s^2 + \frac{7}{3} s + 1.
\]

Therefore, we find that

\[
\lim_{N \to +\infty} \tilde{Z}_f(s) = \tilde{H}_6^- (-s) = \left( s - \frac{1}{2} \right) \left( s - \frac{1}{2} + \frac{\sqrt{-11}}{2} \right) \left( s - \frac{1}{2} - \frac{\sqrt{-11}}{2} \right),
\]

where the limit is over newforms \( f \in S_6(\Gamma_0(N)) \) with \( \varepsilon(f) = -1 \), and where the polynomials with tildes have been normalized to have leading coefficient 1.
2.6 Concluding remark

In both this and the previous section, we have surveyed a number of natural partition-theoretic forms emerging from the same stellar nursery as the Riemann zeta function. Indeed, it is evident that classical zeta functions represent a relatively small subclass in the vast universe of partition-theoretic objects.
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