Clean Floquet Time Crystals: Models and Realizations in Cold Atoms
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Time crystals, a phase showing spontaneous breaking of time-translation symmetry, have been an intriguing subject for systems far away from equilibrium. Recent experiments found such a phase both in the presence and absence of localization, while in theories localization by disorder is usually assumed a priori. In this work, we point out that time crystals can generally exist in systems without disorder. A series of clean quasi-one-dimensional models under Floquet driving are proposed to demonstrate this unexpected result in principle. Robust time crystalline orders are found in the strongly interacting regime along with the emergent integrals of motion in the dynamical system, which can be characterized by level statistics and the out-of-time-ordered correlators. We propose two cold atom experimental schemes to realize the clean Floquet time crystals, one by making use of dipolar gases and another by synthetic dimensions.

Introduction — The recent realizations of Floquet (or discrete) time crystals have drawn much attention [1–10]. A common feature of these systems is that certain physical observable $\hat{O}$ shows a rigid reduced periodicity $(\hat{O}(t) + nT) = \hat{O}(t)$, $n \geq 2$, compared with the Floquet driving period $T$ of the Hamiltonian $H(t + T) = H(t)$. As originally conceptualized in Ref. [11–13], “time-crystals” are regarded as a new addition to the concept of spontaneous symmetry breaking, for the temporal translation symmetry missing for nearly a century.

Early discussions of time crystals [12–15] concluded with a no-go theorem [16] forbidding such a phase in equilibrium. Consequently, a new generation of periodically-driven models were proposed [11–15], with results that challenge our understanding of dynamical interacting systems. Unlike the usual quasi-static examples such as charge pumping [17–19] or lattice shaking [20–21], the Floquet time crystal lives in the regime with large driving amplitude and resonant frequencies, surprisingly robust against chaotic behaviors, such as in turbulence [22–24]. It is therefore natural to ask what serves as the stabilizer against butterfly effects and heating.

A key strategy in recent theories is to employ non-ergodic systems to resist trivialization of dynamics due to thermalization [25–28]. Besides the fine-tuned integrable Hamiltonians, many-body localized (MBL) systems consist of the most well-studied examples showing robust non-ergodicity. As such, it is assumed a priori in most theories that stable time-crystal phase can only occur in the MBL regime with strong spatial disorder [3–5,9,11]. However, a recent experiment on nitrogen-vacancy (NV) centers performed by Choi et. al. demonstrated an alternative possibility [10], where time crystals formed regardless of the delocalization by the three-dimensional spin-dipolar interactions. It was also emphasized that the system is not in a pre-thermal regime [6,10]. The experimental breakthrough indicates the tantalizing possibility of seeking for stable time-crystals without the aid of localization, and the theoretical need to understand the time-crystal phase in this regime.

The purpose of this work is to demonstrate through a simple model that stable time crystals can exist in the strongly interacting regime completely without disorder. These Floquet-ladders we propose represent a large class of models including, as special cases, the quenched Ising chain [2,8] discussed before. Within certain parameter regions, the persisting double-periodic oscillation modulates with time spans that scale exponentially with system sizes. Unlike the “MBL time crystal” [2,8] which inherits integrability from a static MBL-Hamiltonian, these “clean time crystals” exhibit emergent integrability through dynamics and is a property of the Floquet evolution operator. Such a character is illustrated by the level statistics and out-of-time-ordered correlators (OTOC) in different parameter regimes. Moreover, these phenomena even survive when the interactions are modified to those that can be readily realized in current cold atom experiments. The generality of our results clearly suggests an exciting field of studying time crystals in various clean systems with more intriguing properties.

Definition of time crystal—Periodic motions exist widely in dynamical systems, ranging from Rabi oscillations [25] to Josephson effects [26] and Zitterbewegung [27]. More generally, if one picks an arbitrary initial state, the unitary time-evolution $e^{-iHt/\hbar} = \sum n \left| n \right> e^{-iE_n t/\hbar} \left< n \right|$ may fairly endow the evolved state certain oscillations. Therefore, restrictions must be applied to screen out some periodic motions that are already well-understood without involving a new name. Here we give a phenomenological definition of non-equilibrium time crystal by selecting oscillations that are emergent from many-body dynamics. Specifically, there should exist a physical observable $\hat{O}$ and a class of initial states $|\psi\rangle$, such that

$$f(t) = \lim_{L \rightarrow \infty} \langle \psi | \hat{O}(t) | \psi \rangle$$

(1)

satisfy all of the three conditions: (A) Time-translation-symmetry-breaking, which means $f(t + T) \neq f(t)$ while the Hamiltonian has $H(t + T) = H(t)$; (B) Rigidity: $f(t)$ shows a fixed oscillation frequency without fine-tuned Hamiltonian parameters. (C) Persistence: the non-trivial oscillation with fixed frequency must persist to indefinitely-long time when
first taking system size \( L \) to the thermodynamic limit.

The above definition is inspired by making analogy to the familiar charge-density-wave (CDW). Condition (A) rules out oscillations trivially following the external drive, which functions as “temporal lattice potentials”. The rigidity of frequency in condition (B) requires many-body origins, resembling the rigidity of wave-vector for density-modulation in CDW given by Fermi-surface nesting \( [1] \). Condition (C) is added to distinguish a stable time crystal from a quasi-stable, i.e. a pre-thermal one \( [6] \), or accidental oscillations lasting for short periods. See also Ref. \( [2–5, 7] \) emphasizing different aspects of the definitions respectively.

\[
\begin{align*}
\text{FIG. 1.} & \quad \text{(a) Schematic plot for the Floquet-ladder. Green and red lines indicate the inter-chain (Eq. (3)) and intra-chain couplings (Eq. (1)) respectively, which alternate during the binary drive. Blue dots represent occupied sites. In time crystal regime, density distribution in two chains shows rigid reduced periods 2T. (b) DMRG result for density polarization } P(t) \text{ (Eq. (5)) under perturbation } \epsilon = 0.12 \text{ at stroboscopic time (lines are guides to the eyes). The interaction } U \text{ rigidifies the 2T periodicity, signifying a time-crystal phenomenon. Here the lattice size is } L = 80 \text{ for each chain, } \Delta = 0.1, \text{ and the open boundary condition is used.}
\end{align*}
\]

\[
\begin{align*}
\text{Model—We introduce a clean Floquet-ladder model that turns out to satisfy all of the conditions (A)-(C). The Hamiltonian is under binary quench with periodicity } T = t_1 + t_2, \text{ where during }
\end{align*}
\]

\[
\begin{align*}
t_1 : \quad H_1 &= -J' \sum_{i=1}^{L} (a_i^\dagger b_i + b_i^\dagger a_i), \quad \frac{J_1}{\hbar} = \frac{\pi}{2} + t_1 \epsilon, \quad (2) \\
t_2 : \quad H_2 &= -J \sum_{i=1}^{L} (a_{i+1}^\dagger a_i + b_{i+1}^\dagger b_i + h.c.) \\
&\quad + U \sum_{i=1}^{L} (n_i^A n_i^A + n_i^B n_i^B) + \Delta \sum_{i=1}^{L} (n_i^A - n_i^B). \quad (3)
\end{align*}
\]

See Fig. 1(a) for illustrations. Here \( a_i^\dagger (b_i^\dagger) \) creates a particle in leg-A (-B), \( n_i^{A,B} = a_i^\dagger a_i \) (or \( b_i^\dagger b_i \)) is the particle number operator, and \( L \) is the number of sites in each leg. The evolution operator at stroboscopic time is

\[
U(nT) = (U_F)^n = \left( e^{-iH_2t_2/\hbar} e^{-iH_1t_1/\hbar} \right)^n
\]

where \( U_F \) is the Floquet operator. The physics is controlled by dimensionless parameters \( (\epsilon t_1, U t_2, J t_2, \Delta t_2) / \hbar \), which will be denoted simply as \( (\epsilon, U, J, \Delta) \) later on. To compare with previous works using an Ising chain \( [2, 5] \), we note that for either spinless fermions or hard-core bosons, our model maps to two coupled spin-1/2 XXZ chains, and is therefore generically different (in additional to the lack of disorder) except in the special limit \( J = 0 \) and \( n_i^A + n_i^B = 1 \) \( [29] \).

The general characters of our model are as follows. Dynamics during \( t_1 \) resembles single-particle Rabi oscillations of particles between two chains \( U_1 = e^{-iH_1 t_1 / \hbar} \), i.e. \( U_1^\dagger U_1 = i \cos(\epsilon) b_j^\dagger - \sin(\epsilon) a_j \), and \( U_1^\dagger b_j U_1 = i \cos(\epsilon) a_j^\dagger - \sin(\epsilon) b_j \). During \( t_2 \), each chain is experiencing nearest-neighbor interactions separately. Define the physical observable as the density polarization \( P(t) \) between two chains,

\[
P(t) = \frac{1}{L} \sum_i \langle \hat{P}_i | \psi(t) \rangle, \quad \hat{P}_i = a_i^\dagger a_i - b_i^\dagger b_i. \quad (5)
\]

When \( \epsilon = 0 \), its periodicity is strictly 2T regardless of \( H_2 \). But the period of \( P(t) \) is unstable against perturbations \( \epsilon \) to the “Rabi frequency”: see the example of \( J = U = 0 \) in Fig. 1(b). The essential feature is that the dynamics during \( t_2 \), though keeping \( P(t) \) unchanged, functions as a many-body synchronizer for the 2T periodicity of \( P(t) \) and rigidifies the temporal ordering, as we shall see.

\[
\text{Time crystal signatures—We first seek for solutions in a large system using density-matrix-renormalization-group (DMRG) method. Remarkably, time crystal behaviors show up in a parameter region where the interaction strength } U \text{ is large enough (in units of } h / t_2 \text{) and } J / U \text{ is small, completely without disorder or fine-tuning. Two examples with different } U = 0.5 \text{ and } 0.7 \text{ for } J = 0.2, \Delta = 0.1 \text{ are presented in Fig. 1(b) for the system size } L = 80 \text{ on each chain. Here we consider hard-core bosons, with the initial state that one of the two legs is fully occupied, i.e. } |\psi_i\rangle = \prod_i |a_i^\dagger / 0 \rangle. \text{ When the “Rabi frequency” is perturbed by } \epsilon = 0.12, \text{ the oscillation frequency is indeed locked to 2T. In supplementary materials we checked the longer time behavior for a smaller system (} L = 20 \text{) using DMRG, which shows that the amplitudes cease to decay around } t / T \in [35, 45] \text{ and remain almost a constant. We have also checked that a slight variation of Hamiltonian parameters or the initial state does not change the 2T periodicity } [29]. \text{ Thus, conditions (A) (B) are both met.}
\]

To further understand the DMRG result and to access late time behaviors, we next turn to exact diagonalization for the same initial state with periodic boundary condition. A dramatic contrast for systems in and out of the time crystal regime is found in their finite-size scalings. Starting from isolated Rabi oscillators \( H_2 = 0 \), a chaotic regime is reached immediately upon turning on weak interactions \( U \), see Fig. 2(a1). After an initial period \( t / T \approx 10, \text{ the many-body physics sets in and the oscillation becomes non-universal for different } L. \text{ Especially, for weak drive } J' = 0.22, \text{ the oscillation amplitude decays for larger } L, \text{ signifying a thermalizing behavior. However, for drivings near } J' = \pi/2 + \epsilon, \text{ further increasing interaction strength } U \text{ leads to a time-crystal regime with fixed}
period-2T oscillations, consistent with DMRG results. For much later time, the oscillation amplitude shows an overall envelope shape (Fig. 2(a2) inset). But the envelope’s length expands exponentially with increasing system size (see Fig. 2), indicating a constant oscillation amplitude in the thermo-envelope shape (Fig. 2(a2) inset). But the envelope’s length much later time, the oscillation amplitude shows an overall state is that one of the two chains is fully occupied.

(d1)-(d2): The modulation length (a1)-(a2): Floquet eigenstates gives us infinite that a direct calculation of spectral weight (ΔJ',U,J,Δ)=(π/2+0.12,0.2,0.2,0.1) corresponds to the expanding modulation length N0 with site i = 1 and for different sites f's. The system size is L = 7 with periodic boundary condition. The initial state is that one of the two chains is fully occupied.

Complementary views can be provided by temporal correlation functions [30].

$$C(\omega) = \sum_{N=0}^{\infty} \frac{e^{i\omega NT}}{2\pi} \sum_{\mu=1}^{m} \langle \omega^{|\hat{P}(NT)\hat{\rho}(0)|\omega^{|N}} \rangle$$

$$= \sum_{m,n} \delta(\omega - \omega_m)A(\omega_{mn}).$$

Here $\hat{P} = \frac{1}{L} \sum \hat{P}_i, U_F|\omega_m\rangle = e^{i\omega_mT}|\omega_m\rangle$, and the spectral weight $A(\omega_{mn}) = |\langle \omega_m|\hat{P}|\omega_n\rangle|^2, \omega_{mn} = \omega_m - \omega_n$. We emphasize that a direct calculation of spectral weight $A(\omega_{mn})$ at arbitrary Floquet eigenstates gives us infinite time response characters to arbitrary initial states. The time-crystral phase is highlighted by a strong peak of $A(\omega_{mn})$ at $\omega_m T = \pi$ (Fig. 2(b3)) corresponding to 2T periodic motions of $P(t)$, compared with no or weak peaks in other regimes (Fig. 2(b1)-(b2)). For finite-size systems, the shrinking deviation $|\omega_n T - \pi| \sim e^{-\eta L}$ (Fig. 2(b3)) corresponds to the expanding modulation length $N_0$ for $P(t)$.

Emergent Floquet-integrability—The coupling between two chains $H_I$ breaks the integrability of $H_2$, and the linear combinations $\alpha H_1 + \beta H_2$ should exhibit thermalizing behaviors in late-time dynamics if localization is absent. Then, how do we understand the non-trivial dynamics in the time-crystral regime? The key point is that when the system is under strong drive, i.e. the Hamiltonian parameters are no longer much smaller than Floquet driving frequencies, the Magnus expansion of $U_F$ is no longer dominated by the linear terms of static Hamiltonians, and it turns out that emergent Floquet integrability shows up in the time crystral regime as a property of $U_F$.

We first look at level statistics as a diagnostics of integrability [31]. Arrange the Floquet quasi-energies $\alpha_m \in (0,2\pi) : U_F|\alpha_m\rangle = e^{\alpha_m}|\alpha_m\rangle$ such that $\alpha_{m+1} > \alpha_m$. Define the level spacings $\delta_m = \alpha_{m+1} - \alpha_m$ and further the ratios $r_m = \max(\delta_m,\delta_{m+1})/\min(\delta_m,\delta_{m+1})$, we typically end up with two distributions of $r_m$ with probability $P(r_m)$. In the integrable limit, such as in MBL systems, we expect a Poission distribution $P(r) = 2/(1 + r^2)$ with mean values $r(\bar{m}) \approx 0.236$. Contrastly for thermalizing systems, level repulsion gives a Gaussian orthogonal ensemble (GOE) for $P(r) = (2/\pi)(r + r^3)/(1 + r^2)^{3/2}$ with the mean value $r(\bar{m}) \approx 0.536$. From Fig. 2(c1)-(c3), we see that as one goes from thermalizing regime (c1),(c2) to deep in the time-crystral regime (c3), the distribution gradually crosses from the GOE type to the Poisson limit.

To further understand the emergent integral of motion, we compute the out-of-time-of-order correlators (OTOC),

$$F(t) = \frac{\langle W_i(t)V_i(0)W_j(t)V_j(0)\rangle}{\langle W_i(t)W_j(t)\rangle \langle V_i V_j \rangle}.$$  

Here $i, j$ are site indices, and operators $W_i, V_i$ are both chosen as local density polarization $P_i, P_j$, for reasons specified later. The average is taken on the state of interest, i.e. the initial state. Such a correlator has the intriguing property of quantifying quantum chaos, and has been used extensively in recent works ranging from gravity theories [32] to quantum many-body systems [33-35]. Several experimental measurements [36] have also been performed recently.
For isolated Rabi oscillators with $H_2 = 0$, $W_2(t)$ remains local and commutes with $V_{\text{dip}}$ for all time, giving a constant $|F(t)|$. In contrast, OTOC in thermalizing systems should decay to and remain a small value. But if the system possesses integrals of motion with $W_2, V_2$ having large overlap with them, $F(t)$ would remain close to unity. Accordingly, we find a sharp contrast of OTOC in and out of the time-crystal phases, as shown in Fig. 2d1) and (d2) respectively. The fact that $|F(t)|$ for $P_1$ remains a large value prompts us to suggest the possible form for emergent Floquet-integral of motion $F^a = \sum_i k_i^a \hat{P}_i; \{U_2, \hat{P}_i\} = O(e^{-t}) \xrightarrow{t \to \infty} 0$, when the parameters are within time-crystal regime, where $\hat{P}_i$ is defined in Eq. (5). As we do not have localizations, the configuration for the proportionality coefficients $\{k_i^a \in \mathbb{C}\}$ can be extended in space.

Two caveats are in order. First, the integrals of motion in our system may not be complete, as can be reflected in the imperfect Poisson distribution in Fig. 2c3 and an irregular pattern of $\langle \rho \rangle$ when system sizes change. This resembles the “partial thermalization” as in mobility edge of MBL [37, 38] or in quantum disentangled liquids [39–41]. Second, the characters we show differ from the typical description of “pre-thermal time crystals” in Ref. [6], where oscillations cease to exist within fixed time regardless of system size and a longer thermalization time relies on weaker interactions. However, our time crystal phase requires strong interactions, and the temporal correlator in Fig. 2b3 with a dominant peak clearly dictates persisting oscillations to infinite time, as one can verify that the same histogram in the inset of Fig. 2a2 repeats with modulation periods $N_0$.

**Experimental realization and generality**—Since the time-crystal phase does not rely on the integrability of static Hamiltonians, we expect such phases to persist when the models in Eqs. (2)-(3) are generalized. This is verified by the following results for experimental proposals using dipolar gases or alkaline-earth atoms with spin-SU(N) symmetry.

Dipolar atoms [5–7] or molecules [8–12] have been successfully trapped in current cold atom experiments. In our case, the interaction within each chain can be written as [29]

$$V_{\text{dip}} = \sum_{ij} \left( U_{\text{dip}}/x_{ij}^3 \right) \left( n_i^A n_j^A + n_i^B n_j^B \right)$$  \hspace{1cm} (9)

where $x_{ij}$ is the distance between lattice sites $i, j$ along a chain, and $U_{\text{dip}}$ is the interaction strength. This term replaces the nearest-neighbor interaction proportional to $U$ in Eq. (3). In particular, one can polarize the dipolar gases along suitable directions by electric fields such that there is vanishingly small interaction between two chains [29].

Alternatively, using SU(N) fermions [17–20], one can engineer an “infinite-ranged” interaction

$$V_{\text{SU(N)}} = U \sum_{m \in m'} \left( n_m^A n_{m'}^A + n_m^B n_{m'}^B \right),$$  \hspace{1cm} (10)

where the particle at each “site” $m$ interacts with all particles at other “sites” $m'$. Here we have exploited the concept of “synthetic dimensions” where one uses the internal degree of freedom, i.e. spins $m = -S, -S+1, \ldots, S$, to play the role of different lattice sites. For atom species trapped in current experiments, the spin $S$ can be $9/2$ for $^{87}\text{Sr}$ [17,18], or $5/2$ for $^{131}\text{Yb}$ [19,20]. The SU(N) particle gains its name as the interaction (10) among different spin species preserve the SU(N) symmetry. One therefore only needs a tight double-well potential accommodating totally $N = (2S + 1)$ particles in its lowest orbital state if we have half-filling in the initial state.

We refer the readers to Supplemental Material for details regarding lattice set-up, quench process, and parameter estimations. Here we present a phase diagram for each of these two cases in Fig. 3a and (b) respectively. We clearly see that time crystal phases are stabilized by strong interactions.
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**Supplemental Material**

**MAPPING TO SPIN MODELS**

In this section, we rewrite the Hamiltonians in Eqs. (2), (3) in the main text as spin models. It is well known that a Hubbard-type of interacting chain can be mapped into a spin-1/2 XXZ spin chain [1]. For hard-core bosons

\[
[a_i, a_j^\dagger] = (1 - 2n_i)\delta_{ij}
\]

the mapping is

\[
a_i^\dagger = S_i^x + iS_i^y, \quad n_i = a_i^\dagger a_i = S_i^z + 1/2.
\]

Then the Hamiltonians become

\[
t_1 : \quad H_1 = 2J' \sum_{i=1}^{L}(S_{iA}^x S_{iB}^x + S_{iA}^y S_{iB}^y)
\]

\[
t_2 : \quad H_2 = \sum_{i=1}^{L} \sum_{\mu=A,B} \left[ 2J(S_{\mu i}^x S_{\mu i+1}^x + S_{\mu i}^y S_{\mu i+1}^y) + U S_{\mu i}^z S_{\mu i+1}^z \right] + \sum_{i=1}^{L} \left[ (U + \Delta) S_{iA}^z + (U - \Delta) S_{iB}^z \right]
\]

On the other hand, for fermions

\[
(f_i, f_i^\dagger) = \delta_{ij},
\]

we can perform a Jordan-Wigner transform and map to the spin operators,

\[
S_i^x = (f_i + f_i^\dagger)e^{i\sum_{j=1}^{i-1} n_j}, \quad S_i^y = i(f_i - f_i^\dagger)e^{i\sum_{j=1}^{i-1} n_j}, \quad S_i^z = n_i - 1/2.
\]

Then we have a non-local XXZ type of model due to the inter-chain coupling during \( t_1 \),

\[
t_1 : \quad H_1 = 2J' \sum_{i=1}^{L}(S_{iA}^x S_{iB}^x + S_{iA}^y S_{iB}^y)e^{i\sum_{j=1}^{i-1} n_j}
\]

\[
t_2 : \quad H_2 = \sum_{i=1}^{L} \sum_{\mu=A,B} \left[ 2J(S_{\mu i}^x S_{\mu i+1}^x + S_{\mu i}^y S_{\mu i+1}^y) + U S_{\mu i}^z S_{\mu i+1}^z \right] + \sum_{i=1}^{L} \left[ (U + \Delta) S_{iA}^z + (U - \Delta) S_{iB}^z \right].
\]

Here \( H_2 \) is fully identical to the situation for hard-core boson. The non-local phase in \( H_1 \) reflects the fact that when we interpret the inter-chain coupling in terms of one-dimensional interactions in the chain \((A_1, A_2, ..., AL, B_1, ..., BL)\), it is a non-local one.

The situation is simplified when the tunneling within each chain is suppressed, \( J = 0 \) in Eq. (3) in the main text, and with the onsite constraint \( n_A^A + n_B^B = 1 \). Then, for both hard-core bosons and fermions we can regard the two chains as two spin states, and perform the mapping

\[
S_i^x = \frac{1}{2}(b_i^+ a_i + a_i^+ b_i), \quad S_i^y = \frac{i}{2}(b_i^+ a_i - a_i^+ b_i), \quad S_i^z = \frac{1}{2}(n_A^A - n_B^B), \quad 1 = n_A^A + n_B^B.
\]

where the last one is a constraint. Here \( a_i, b_i \) can be either bosons or fermions. Then the model becomes

\[
t_1 : \quad H_1 = 2J' \sum_{i=1}^{L} S_i^z
\]

\[
t_2 : \quad H_2 = 2U \sum_{i=1}^{L} \left( S_i^z S_{i+1}^z + \frac{1}{4} \right) + \Delta \sum_{i=1}^{L} S_i^z
\]

**DETAILS AND MORE RESULTS OF DMRG CALCULATIONS**

The calculation burdens for exact diagonalization (ED) and density-matrix-renormalization-group [2, 3] have quite opposite characters regarding system sizes and the number of periods. For ED, the size of Hilbert space grows exponentially with the length of the chain. But once the exact eigenstates and eigenvalues are obtained, the evolution operator at any moment can be immediately obtained. In contrast, for DMRG methods, the calculation time grows linearly for larger system sizes when the “bond dimension” (to be discussed below) is fixed. The restriction is that the bond dimension required for achieving sufficient
FIG. 4. DMRG results of the density polarization. $J' = \pi/2 + 0.12$, $\Delta = 0.1$ in all cases and $J, U$ as given as legends. The initial state is given by Eq. [13] with $\alpha = 0$. The accuracy for data points are over 95%. By studying the evolution of the smaller system $L = 20$ for a long time, we see clearly that the initial decay gradually stops after 40~50 periods.

accuracy grows rapidly with the number of periods to be simulated. In sum, ED is suitable for checking late-time dynamics for small systems, while DMRG can give the early time behaviors for large systems. We next discuss the details and more numerical results of DMRG analysis.

For a system with $L$ sites, we denote the local basis states as $|\sigma_i\rangle$ ($i \in [1, 2, \cdots, L]$) so the many-body basis states are $|\sigma_1, \sigma_2, \cdots, \sigma_L\rangle$. The DMRG method is based on representing a physical state $|\Psi\rangle$ in the matrix product state (MPS) form as

$$|\Psi\rangle = \sum_{\{s_i\}} M_{s_1}^1 M_{s_2}^2 \cdots M_{s_L}^L |\sigma_1, \sigma_2, \cdots, \sigma_L\rangle$$

where $M_{s_i}^i$ are matrices and the products $M_{s_1}^1 M_{s_2}^2 \cdots M_{s_L}^L$ are scalars. The maximal dimension of these matrices is called the MPS bond dimension $\chi$. An arbitrary state can be written as MPS if one takes $\chi \to \infty$.

The DMRG time evolution algorithm can be applied most simply if the Hamiltonian of a system contains only onsite and nearest neighbor terms. To this end, we interpret our system as a one-dimensional chain with four states on each site: no boson, one boson in state $A$, one boson in state $B$, one boson in each of the states $A$ and $B$. The initial state is chosen as a product state of sites $i$ $|\Psi_{\text{ini}}\rangle = \prod_i |\phi_i\rangle$, $|\phi_i\rangle = \cos(\alpha)|A_i\rangle + \sin(\alpha)|B_i\rangle$ (13)

with the same angle $\alpha$ used for all sites. This kind of states can be represented easily as MPS. The time evolution operator $\exp(-iHt)$ for an interval $t$ is divided to $M$ steps as $\prod_{k=1}^{M} \exp(-iH\tau)$ with $\tau = t/M$. The Hamiltonian contains only onsite and nearest neighbor terms so it can be written as $H = H_e + H_o$ where the two terms act on the even and odd lattice sites respectively. The one-step operator $\exp(-iH\tau)$ is split using a fifth order Trotter-Suzuki decomposition as

$$\exp(-iH\tau) = \exp(-iH_e\theta\tau/2) \exp(-iH_o\theta\tau) \exp[-iH_e(1 - \theta)\tau/2] \exp[-iH_o(1 - \theta)\tau/2] \exp(-iH_e\theta\tau) \exp(-iH_o\theta\tau/2) + O(\tau^5)$$

with $\theta = (2 - 2^{1/3})^{-1}$. The terms on the right-hand side can be obtained following standard procedure and written as matrix product operators (MPOs). When an MPO is multiplied on an MPS, the result is still an MPS but with an increased bond dimension.

The non-commutativity of $H_e$ and $H_o$ is the first approximation in the DMRG time evolution algorithm. For a fixed time step $\tau$, this error accumulates as the number of steps $M$ grows so we can not simulate for a very long time. As the application of an
FIG. 5. DMRG results for the density polarization. \( J' = \frac{\pi}{2} + 0.12, \Delta = 0.1 \) in all cases and \( J, U \) as given as legends. The initial state is given by Eq. [13] with \( \alpha = 0.1 \) (for comparison with Fig. 4). The accuracy for most data points are over 95%. Similar to the results in Fig. 4 we also find that the initial decay gradually stops after 40∼50 periods.

MPO on an MPS increases the bond dimension \( \chi \), we need to truncate the result to make sure that \( \chi \) stays below a reasonable value, which is the second source of error in the calculations. To make sure that the time-evolved states are sufficiently accurate, we generally perform multiple calculations using different \( \chi \) and \( \tau \).

Figs. 4 and 5 present our results of the \( L = 20, 80 \) systems. We choose the parameters \( J' = \frac{\pi}{2} + 0.12, \Delta = 0.1 \) in all cases and study multiple combinations of \( J, U \) as indicated in the figures. The initial state is set as \( \alpha = 0 \) in Fig. 4 and \( \alpha = 0.1 \) in Fig. 5. For each case, we only show the evolution of \( P \) for the largest \( \chi \) that has been used. To gauge the reliability of these results, we define accuracy at a particular time as the overlap between the time-evolved states obtained using the largest and the second largest \( \chi \)’s. An arrow attached with 95 (90) indicates the last position where the overlap is larger than 95% (90%). If there is no arrow with 95 (90) for a certain \( U \) in a panel, all the overlaps in this panel for this \( U \) are larger than 95% (90%). For all the cases in Figs. 4 and 5, the density polarization \( P \) decays at the beginning. For the \( L = 20 \) system, we can simulate up to 60 periods and the results demonstrate that the initial decay gradually stops after 40∼50 periods. For the \( L = 80 \) system, we have only studied 30 periods due to the higher computational cost.

To give a more detailed analysis of the accuracy, we show the results for \( L = 20 \) at different \( \chi \) and \( \tau \) for illustration. The initial state is set as \( \alpha = 0 \) and two sets of parameters \( J = 0.0, U = 0.5 \) and \( J = 0.2, U = 0.5 \) are used (\( J' = \pi/2 + 0.12, \Delta = 0.1 \) as before). Fig. 6 shows the overlaps between time-evolved states obtained using different \( \chi \) and \( \tau \). The overlaps decrease as time increases because of the errors mentioned above. For a fixed \( \tau \), the overlap between two neighboring \( \chi \)’s gradually increases. For the largest \( \chi \), using \( \tau = 0.04, 0.02, 0.01 \) give very similar results. This demonstrates that we can get excellent convergence using sufficiently large \( \chi \) and small \( \tau \). All the results in Figs. 4 and 5 were obtained using \( \tau = 0.01 \) for several different \( \chi \) values.

EXPERIMENTAL PROPOSALS

Dipolar gases

In recent years, dipolar atoms (i.e. \(^{168}\)Er \([5]\), \(^{160}\)Dy, \(^{162}\)Dy \([6\),7\]) and molecules (i.e. \(^{40}\)K\(^{87}\)Rb \([8]\), \(^{23}\)Na\(^{40}\)K \([10]\), \(^{23}\)Na\(^{87}\)Rb \([11]\), \(^{87}\)Rb\(^{133}\)Cs \([12]\)) have been widely prepared in cold atom experiments. Here we consider for example the fermionic molecule \(^{23}\)Na\(^{40}\)K prepared by Zwierlein’s group at MIT, where the stable ground state of the Feshbach molecules has been achieved. Note that the ground state for \(^{23}\)Na\(^{40}\)K is a spin singlet, and therefore the fermionic nature of the dipolar
FIG. 6. DMRG results of the density polarization in the $L = 20$ system. $J' = \pi / 2 + 0.12, \Delta = 0.1$ in all cases and $J, U$ as given as legends. The initial state is given by Eq. 13 with $\alpha = 0$. The accuracy is quantified by the overlaps between time-evolved states with different bond dimension $\chi$ and time step $\tau$. The left two panels show that the overlaps approach 1 as the bond dimension $\chi$ increases. The right two panels show that $\tau = 0.04, 0.02, 0.01$ give similar results so $\tau = 0.01$ is sufficient for our calculations.

molecule forbids double-occupancy of the same site due to Pauli blocking. Thus, there is no onsite interactions in addition to the dipolar one. (For bosonic molecules, one can similarly consider a deep optical lattice with strong onsite $s$-wave repulsive interaction, such that double occupancy is also suppressed in such a hard-core regime. In the following we focus on fermionic particles and do not elaborate on the bosonic case).

**Laser set-up**

(a) A pair of laser beams along x-direction forms the 1D optical lattice. (b) Another two beams of lasers form the double-well potential along y-direction. Here the blue-detuned laser beam has much smaller Gaussian width and much stronger intensity than the red-detuned laser beam, so it gives the barrier for the double well, while the red-detuned laser gives the overall harmonic trap. Tuning the strength of blue-detuned beam $V_B$ changes the barrier height, and tuning the width $\sigma_B$ changes the distance between the two chains. The Gaussian width for both beams in x- and z-directions is much larger than either $\sigma_R$ or $\sigma_B$ and are not represented in the figure.
We propose using 2 beams of laser to form a double-well potential and to trap the gas in a quasi-1D system; and then using an additional pair of laser beams to form 1D optical lattices. The schematic plot is given in Fig. 7. Note that the double well potential can be engineered in cold atom experiments in multiple ways, and here we adopt one of the schemes given in Ref. [4]. Our modification is to increase the anisotropy for the beams in Fig. 7(b) so a quasi-1D system is formed. The whole optical potential can be read as

\[ V(x, y) = V_{\text{surf}}(t) \cos^2(kt) - V_R e^{-x^2/\sigma_R^2} + V_B(t)e^{-y^2/\sigma_B^2} \]  

(15)

The combined potential is given in the main text by Fig. 7. Here \( \sigma_R \gg \sigma_B \), so the red-detuned beam functions as an overall anisotropic harmonic trap for a quasi-1D system, while the blue-detuned beam gives the barrier between two wells. \( \sigma_B \) controls the distance between the two chains, and \( V_B \) tunes the height of the barrier and therefore the tunneling. The height and width can be tuned accurately within a wide range [4], providing feasible platform for the quench process. Also note that the initial state where particles fill up one of the two chains can be prepared by slowly moving the barrier from the edge to the center [4].

**Dipolar interaction**

![Dipolar interaction](image)

**FIG. 8.** (a) Schematic plot for the direction of electric field that polarizes the dipolar gas. \( \vec{E} \) is the electric field directions during \( t_2 \), given by Eq. (20). The inter-chain spacing \( \Delta y \) is chosen to be large so as to reduce the dipolar interactions between two chains during \( t_2 \). (b) The interaction within each chain \( V_{\text{dd}}^{AA} \) (blue dots) and between different chains \( V_{\text{dd}}^{AB} \) (orange dots) during \( t_2 \). Although the inter-chain interaction is not strictly zero, it is vanishingly small. Here the units for interaction strength is \( U = d^2/4\pi\varepsilon_0 a^4 \), and the unit for site-distance \( x_{ij} = 1, 2, \ldots \) along x-direction is the lattice spacing \( a \). We see that the interaction for sites in different chains is vanishing-small for the exemplary parameters we choose.

A general electric dipole interaction reads

\[ V_{\text{dd}}(\vec{r}_i, \vec{r}_j) = \frac{d^2}{4\pi\varepsilon_0} \hat{n}_i \cdot \hat{n}_j - 3(\hat{n}_i \cdot \hat{r}_{ij})(\hat{n}_j \cdot \hat{r}_{ij}) \]  

(16)

Here \( d \) is the dipole strength, and \( \varepsilon_0 \) is the dielectric constant in vacuum. \( \vec{r}_i, \vec{r}_j \) are the coordinate of the location for the two dipoles. \( r_{ij} = |\vec{r}_i - \vec{r}_j| \) is the distance for the two dipoles, and \( \hat{r}_{ij} = (\vec{r}_i - \vec{r}_j)/r_{ij} \). The unit vector \( \hat{n}_i \) is the direction where the dipole is pointing to.

For ultracold dipolar gases, the dipole direction \( \hat{n}_i \) is usually polarized by a uniform electric field, so \( \hat{n}_i \cdot \hat{n}_j = 1 \) as \( \hat{n}_i \parallel \vec{E} \). Then we can denote the site-independent electric field direction as \( \hat{n}_i \), and

\[ V_{\text{dd}}(\vec{r}_i, \vec{r}_j) = \frac{d^2}{4\pi\varepsilon_0} \frac{1 - 3(\hat{n}_i \cdot \hat{r}_{ij})^2}{r_{ij}^3} \]  

(17)

During \( t_2 \), we consider electric field within the plane perpendicular to chain, forming an angle \( \theta \) with respect to the quasi-1D plane, as shown in Fig. 8(a). As such, the interaction within each chain (i.e. within chain A) is

\[ V_{\text{dd}}^{AA}(i, j) = \frac{d^2}{4\pi\varepsilon_0 x_{ij}^3}, \quad x_{ij} = x_i - x_j. \]  

(18)
For interaction between two chains,

\[ V_{dd}^{AA}(i, j) = \frac{d^2}{4\pi\epsilon_0((\Delta y)^2 + x_{ij}^2)^{3/2}} \times \left(1 - 3\cos^2\theta \frac{(\Delta y)^2}{(\Delta y)^2 + x_{ij}^2}\right) \]  (19)

In general, the inter-chain interaction is never strictly zero: one can consider the limit where two sites separate far away in the x-direction, \( x_{ij} \to \infty \), then \( V_{dd}^{AA}(i, i + \infty) \to V_{dd}^{AA}(i, i + \infty) \). However, we note that the dipole interaction strength decays to the third power with respect to distance, and we can approximate a vanishing inter-chain interaction strength if the nearby sites have vanishing inter-chain interaction strength. Specifically, we choose a large \( \Delta y \), and let

\[ \cos^2\theta = \frac{1}{3}, \quad \vec{E}_2 \parallel (0, 1/\sqrt{3}, \sqrt{2/3}). \]  (20)

In Fig. 8(b), we plot the interaction strength for intra-chain and inter-chain sites, with \( \Delta y = 10a \), where \( a \) is the lattice spacing. We clearly see that for small \( x_{ij} \), the interaction strength between different chains is vanishingly small. The large separation of two chains is also helpful for distinguishing particles in two chains in the imaging process.

One may be worried whether the long-range part of the inter-chain interactions may play important roles. The concern derives from the experience in equilibrium systems, where the long-range tail of the interactions, albeit weak, can possibly change qualitative behaviors of the system. For instance, a Coulomb type of long-range interaction may induce a Wigner crystal behavior, while if one cuts off the interaction beyond certain distance, the phase may be qualitatively changed. However, note that here we are dealing with a highly non-equilibrium system subject to repeated quenches. The interaction does not last for infinitely long as in thermal equilibrium before the Hamiltonian is quenched. Therefore, we expect the weak long-range part of the inter-chain interaction exhibits negligible effects in our system.

**Parameter estimations and the quench process**

There are four parameters in the model (Eq. (3) and (7) in the main text): \( \theta, J \) for inter-chain and intra-chain tunneling, \( U \) for dipolar interaction strength, and \( \Delta \) for global chemical potential bias between two chains. These parameters also give the duration time for each quench period, and constrain how many periods can we have for one experiment. Here \( \theta, J, \Delta \) are all controlled by optical potential and can be tuned within a wide range in cold atom experiments. The chief constraint comes from dipolar interaction strength \( U \). Here we take the number from Ref. [10]. Written in our notations,

\[ U = \frac{d^2}{4\pi\epsilon_0a^3}, \]  (21)

where \( d \approx 0.3 \sim 0.9 \) Debye is the dipole strength, 1Debye \( \approx 3.33 \times 10^{-30} C \cdot m; \epsilon_0 = 8.85 \times 10^{-12} F/m \) is the dielectric constant in vacuum; \( a \) is the lattice spacing within each chain. We set

\[ d = \alpha \times 1 \) Debye, \quad \alpha = \beta \times 1 \mu m, \]  (22)

then

\[ U/h \approx \frac{\alpha^2}{\beta^3} \times 950 \) Hz, \]  (23)

where \( h = 1.06 \times 10^{-34} J \cdot s \) is the Planck constant. Take a typical number for experiments, \( \alpha = 0.3 \) [10], \( \beta = 0.7 \) [13], we have \( U/h \approx 250 \) Hz. On the other hand, the typical lifetime for the dipolar system is a few seconds [10]. Thus, we estimate that a typical experiment can undergo several hundreds of Floquet periods.

During \( t_1 \), \( V_{int} \) in Eq. (15) takes large value and the barrier \( V_B \) is lowered, so there is effectively only tunneling between the rungs of the ladder. As discussed before, the electric field is along the \((1/\sqrt{3})(1, 1, 1)\) direction. Then the dipole interaction within the same chain is strictly zero, while interaction between different chains are smaller than \( 0.6 \times 10^{-3} U \). Note the tunneling strength \( \theta/h \) is of the order of \( 10^2 \) Hz. Thus, during \( t_1 \) we can safely neglect dipole interactions and achieve \( H_1 \) given by Eq. (2) in the main text. The duration \( t_1 \) is given by \( (\pi/2 + \epsilon)h/\theta \), which is typically tens of milliseconds.

During \( t_2 \), one ramps up the inter-chain barrier \( V_B \) and turns down the 1D lattice potential \( V_{latt} \). Also, one turns down the electric field so that the dipole moment goes down. Then each chain separately undergoes intra-chain tunneling \( J \) as well as dipolar interactions. The duration can be estimated by \( h/U \).
SU(N) particles

The set-up for SU(N) particles shares many similarities with that for dipolar gases. And in many aspects, it may to be even simpler to implement in experiments.

Laser set-up

For SU(N) particles, each “chain” is represented by different internal states, i.e. the spin \(m_F = -S, -S + 1, \ldots, S\), and \(N = 2S + 1\). Thus, we only need a double-well potential to represent the “rung” direction, i.e. removing the \(V_{\text{lat}}\) in Eq. (15). The initial state consists of \((2S + 1)\) particles confined within one of the two wells.

In principle, one can use Raman coupling of different spin states to engineer the “tunneling” \(J\) within each chain along the synthetic dimension. Moreover, the tunneling term \(J\) can be a complex number, which may lead to interesting phenomenon, such as quantum-Hall like physics \([14, 15]\), due to the non-zero flux within a plaquette of the ladder. We leave the discussion for Raman-coupled spin states for future work, and here only focus on the \(J = 0\) situation, which is easier to implement in experiments.

Parameter estimations

The key feature of SU(N) particles is that due to the lack of electronic spin (so the hyperfine spin equals the nuclear spin), the collisions between SU(N) particles does not flip the hyperfine spin state. Thus, the hyperfine magnetic quantum number \(m_F\) functions as a good quantum number representing the (spin-)site index. We can estimate the interaction strength \(U/h\) in our model by noting that the scattering lengths \([16–20]\)

\[
173\text{Yb}: a_s = 10.55\text{nm}, \quad 87\text{Sr}: a_s = 5.05\text{nm}.
\] (24)

The interaction strength

\[
U = \frac{4\pi\hbar^2 a_s}{m} \int d^3x |\psi(x)|^4,
\] (25)

where \(m\) is the mass for SU(N) particles, and \(\psi(x)\) is the wave function for an atom in one of the double well potential. Note that both the scattering lengths and the mass for \(^{173}\text{Yb}\) are about twice as much as those for \(^{87}\text{Sr}\); therefore, the interaction strengths \(U\) for these two types of atoms are actually the same, depending only on the size of the wave function. Note that as an estimation, we can approximate \(\int d^3x |\psi(x)|^4 \approx 1/L^3\), where \(L\) is the size of the wave function that can be tuned by changing the depth and size of the double-well potential. Consider, for example, that \(L \approx 2\mu m\), we have

\[
\frac{U}{\hbar} \approx 5.8\text{Hz}.
\] (26)

Then for \(Ut_2/h = 0.1\), we have \(t_2 \approx 17.2\) milliseconds. Note that the size of the well (a few micrometers) we consider is much larger than the scattering lengths \([24]\). So it is not in a “deep optical lattice” regime where atom loss may be severe due to 3-atom recombinations \([16, 17]\). Thus, we expect the life-time for the system is the same as a typical SU(N) fermion system, which can last for a few seconds. That implies that a few hundreds of Floquet periods can be observed.

Finally, we note that during \(t_1\), as estimated in the case of dipolar gases, the tunneling strength \(\theta/h\) is of the order of \(10^2\text{Hz}\), which is several orders of magnitudes larger than the interaction strength \(U/h\). Thus, we can treat the system in this regime as non-interacting particles, and end up with \(H_1\) in Eq. (2) in the main text. (In principle, one can further apply a magnetic field to reduce the interaction strength \([13]\).

---

[1] A. Auerbach, “Interacting Electrons and Quantum Magnetism”, Springer (1998).
[2] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[3] U. Schollwöck, Ann. Phys. 326, 96 (2011).
[4] I. Stroescu, D. B. Hume, and M. K. Oberthaler, Phys. Rev. Lett. 117, 243005 (2016).
[5] K. Aikawa, A. Frisch, M. Mark, S. Baier, A. Rietzler, R. Grimm, and F. Ferlaino, Phys. Rev. Lett. 108, 210401 (2012).
[6] M. Lu, N. Q. Burdick, S. H. Youn, and B. L. Lev, Phys. Rev. Lett. 107, 190401 (2011).
[7] M. Lu, N. Q. Burdick, and B. L. Lev, Phys. Rev. Lett. 108, 215301 (2012).
[8] K.-K. Ni, S. Ospelkaus, M. H. G. de Miranda, J. A. Peer, B. Neyenhuis, J. J. Zirbel, S. Kotochigova, P. S. Julienne, D. S. Jin, J. Ye, Science, 322, 231 (2008).
[9] A. Chotia, B. Neyenhuis, S. A. Moses, B. Yan, J. P. Covey, M. Foss-Feig, A. M. Rey, D. S. Jin, and J. Ye, Phys. Rev. Lett. 108, 080405 (2012). B. Yan, S. A. Moses, B. Gadway, J. P. Covey, K. R. A. Hazzard, A. M. Rey, D. S. Jin, J. Ye, Nature 501, 521 (2013).
[10] J. W. Park, S. A. Will, and M. W. Zwierlein, Phys. Rev. Lett. 114, 205302 (2015). J. Park, S. A. Will and M. Zwierlein, New J. Phys. 17, 075016 (2015).
[11] M. Guo, B. Zhu, B. Lu, X. Ye, F. Wang, R. Vexiau, N. Bouloufa-Maafa, G. Quéméner, O. Dulieu, and D. Wang, Phys. Rev. Lett. 116, 205303 (2016).
[12] T. Takekoshi, L. Reichsöllner, A. Schindewolf, J. M. Hutson, C. R. Le Sueur, O. Dulieu, F. Ferlaino, R. Grimm, and H.-C. Nägerl, Phys. Rev. Lett. 113, 205301 (2014).
[13] C. J. Pethick and H. Smith, “Bose-Einstein Condensation in Dilute Gases”, 2nd Edition, Cambridge (2008).
[14] M. Mancini, G. Pagano, G. Cappellini, L. Livi, M. Rider, J. Catani, C. Sias, P. Zoller, M. Inguscio, M. Dalmonte, L. Fallani, Science 349, 1510 (2015).
[15] B. K. Stuhl, H.-I. Lu, L. M. Aycock, D. Genkina, I. B. Spielman, Science 349, 1514 (2015).
[16] M. A. Cazalilla and A. M. Rey, Rep. Prog. Phys. 77, 124401 (2014).
[17] X. Zhang, M. Bishof, S. L. Bromley, C. V. Kraus, M. S. Safronova, P. Zoller, A. M. Rey, J. Ye, Science 345, 6203 (2014).
[18] C. Hofrichter, L. Riegger, F. Scazza, M. Hofer, D. R. Fernandes, I. Bloch, and S. Folling, Phys. Rev. X 6, 021030 (2016).
[19] S. Taie, Y. Takasu, S. Sugawa, R. Yamazaki, T. Tsujimoto, R. Murakami, and Y. Takahashi, Phys. Rev. Lett. 105, 190401 (2010).
[20] M. Mancini, G. Pagano, G. Cappellini, L. Livi, M. Rider, J. Catani, C. Sias, P. Zoller, M. Inguscio, M. Dalmonte, L. Fallani, Science 349, 6255 (2015).