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Abstract. —
Given two newforms $f$ and $g$ of respective weights $k$ and $l$ with $k < l$, Hida constructed
a $p$-adic $L$-function interpolating the values of the Rankin convolution of $f$ and $g$ in the
critical strip $l \leq s \leq k$. However, this construction works only if $f$ is an ordinary form.
Using a method developed by Panchishkin to construct $p$-adic $L$-function associated with
modular forms, we generalize this construction to the case where the slope of $f$ is small.
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1. Introduction

In this article, we consider $p$ a prime number and $N$ an integer prime to $p$. Given two
primitive modular forms $f = \sum_{n=1}^{\infty} a_n q^n$ of weight $k \geq 2$ for the congruence subgroup
$\Gamma_0(N)$, with Dirichlet character $\psi$, and $g = \sum_{n=1}^{\infty} b_n q^n$ of weight $l < k$ and character $\omega$,
we can define their Rankin convolution by

$$D_N(s, f, g) = L_N(2s + 2 - k - l, \psi \omega)L(s, f, g)$$

where

$$L(s, f, g) = \sum_{n=1}^{\infty} a_n b_n n^{-s}$$

2000 Mathematics Subject Classification. — 11F33, 11F67, 11F30.
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It is a complex function whose analytic properties were studied by Rankin in the 1930’s. Later, the arithmetic properties of its special values were studied by Shimura in [Shi76], proving algebraicity results.

The goal of this article is to construct a $p$-adic function interpolating the values taken by the Rankin convolution in the critical strip $l \leq s \leq k - 1$.

Several such functions have already been constructed, especially by Hida ([Hid85]) in the case where $a_p$ is a $p$-adic unit (the ordinary case) or by Vinh Quang My ([My92]) in the case of Hilbert modular forms. Here, we give another construction extending the ordinary case, which we call the case of positive slope. Let explain quickly this appellation: in what follows, we will consider the $p$-th Hecke polynomial of $f$: $X^2 - a_p X + \psi(p)p^{k-1}$ which we factor in $(X - \alpha)(X - \alpha')$, with $v_p(\alpha) \leq v_p(\alpha')$. The theory of Newton’s polygon implies that the $p$-adic valuation of $\alpha$ is the smallest slope of the Newton polygon of the polynomial. In the ordinary case, since $a_p$ is an unit, this slope is zero. Our construction works even in the case when this slope is non-zero (but only when $2([v_p(\alpha)] + 1) \leq k - l$).

Hida’s construction is quite complicated, and cannot be generalized to the case of positive slope. Here we will ameliorate this method using a general method developed by Alexei Panchishkin in [Pan02] to construct $p$-adic $L$ functions associated to modular forms.

This method (explained in details in the second part of this article) has several steps:

1) the construction of a family of distributions with values in some spaces of modular forms (in our case nearly holomorphic modular forms)
2) the application of a projector $\pi_\alpha$ onto a subspace of finite dimension, which is the characteristic subspace of the Atkin-Lehner operator $U_p$, associated with an eigenvalue $\alpha$.
3) the construction of an admissible measure “glueing” the different distributions
4) the application of a well-chosen linear form in order to obtain scalar-valued distributions.

Using this method, the goal of the third part of this article will be to prove the following theorem:

**Theorem A.** — Let $f$, $g$ and $\alpha$ be defined as previously, and $b$ prime to $Np$. If $2([v_p(\alpha)] + 1) \leq k - l$, then there exists an unique $(k-l)$-admissible measure $\tilde{\Phi}_\alpha^b$ over $Y = \lim Y_\nu = \lim(\mathbb{Z}/Np^{\nu}\mathbb{Z})^\times$ such that for all $\nu \geq 1$ and all $r \in \{0, 1, \ldots, k - l - 1\}$:

$$
\int_{a+(Np^{\nu})} y_\nu \, d\tilde{\Phi}_\alpha = (U^\alpha)^{-2\nu} \pi_\alpha \left( U^{2\nu} \sum_{y \in Y_\nu} \psi(\bar{\omega}(y)) \bar{g}(y^2 a_\nu) E_{r,k-l}^b((y)_\nu) \right)
$$

where $g((a)_\nu)$ and $E_{r,k-l}^b((y)_\nu)$ are distributions that will be defined in the second part.

The hardest point in the proof of this theorem is the verification of two conditions (especially the one called the divisibility condition) imposed by Panchishkin’s method. We will use techniques developed by Bertrand Gorsse in his PhD thesis ([Gor06]).

In the last chapter, we will compute the values of the Mellin transform of this measure and link them to the special values of Rankin convolution. More precisely:
Theorem B. — Under previous hypothesis over \( f, g \) and \( \alpha \), for all \( \chi \in \text{Hom}_{\text{cont}}(Y, \mathbb{C}_p^\times)_{\text{tors}} \) and \( r \in \{0, 1, \ldots, k-l-1\} \),
\[
(-1)^{k+r} l_{f,\alpha} \left( \int_Y \chi(y)y_p^r d\tilde{\alpha}(y) \right) = \alpha^{-2r}(1-b^{k-l-2r}\psi\bar{\chi}(b)) \frac{\mathcal{D}_{Np^{2r+1}}(l+r, f_0^\rho, g(\chi) | \ell W_{Np^{2r+1}})}{\langle f_0^\rho, f_0 \rangle_{Np}}
\]
\[
\times \pi^{-l-2r-1}2^{1-k-l-2r}N^{1-(k-l-2r)/2}p^{(2r+1)(1-(k-l-2r)/2)}(-1)^r i^{k-l-1} \Gamma(l+r)\Gamma(r+1)
\]
where \( f_0 \) is the eigenfunction of \( U \) associated with \( f \), \( f_0^0 = f_0^\rho | _k W_{Np} \) and \( W_{Np^\nu} = \begin{pmatrix} 0 & -1 \\ Np^\nu & 0 \end{pmatrix} \).

2. Notations and generalities

In this article, we denote by \( p \) a fixed prime number, and \( \mathbb{Q}_p \), the field of \( p \)-adic numbers, equipped with its normalized \( p \)-adic norm (i.e. \( |p|_p = p^{-1} \)). We denote by \( \mathbb{Z}_p \) the ring of \( p \)-adic integers and the Tate field (the completion of an algebraic closure of \( \mathbb{Q}_p \)) by \( \mathbb{C}_p \), and recall that it is also algebraically closed.

In what follows, it will be useful to consider algebraic numbers as \( p \)-adic numbers, so we set once and for all an embedding \( i_p : \mathbb{Q} \hookrightarrow \mathbb{C}_p \), and if there is no risk of confusion write \( x \) instead of \( i_p(x) \).

2.1. Classical modular forms. — Here, we just specify the notations we use, for more informations about holomorphic modular forms, the reader can refer to [Shi71] or [Miy89].

As usual, we define the congruence subgroups of \( SL_2(\mathbb{Z}) \) as follows:

\[
\Gamma_0(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) | c \equiv 0 \text{ mod } N \right\}
\]

\[
\Gamma_1(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) | c \equiv 0, a \equiv d \equiv 1 \text{ mod } N \right\}
\]

For \( k \) a positive integer, we define an action of these groups over functions defined on Poincaré half-plane \( \mathcal{H} = \{ z \in \mathbb{C} | \Im(z) > 0 \} \) by

\[
f|_k \begin{pmatrix} a & b \\ c & d \end{pmatrix} = (cz + d)^{-k}f \left( \frac{az + b}{cz + d} \right)
\]

For \( k, N \) two positive integers, we denote by \( \mathcal{M}_k(\Gamma_1(N)) \) (resp. \( \mathcal{S}_k(\Gamma_1(N)) \)) the space of holomorphic modular forms (resp. holomorphic parabolic forms) of weight \( k \) for \( \Gamma_1(N) \).

Such forms have Fourier developments of the type \( f(z) = \sum_{n=0}^{\infty} a_ne^{2\pi iz} \). We will often write \( q \) instead of \( e^{2\pi iz} \), or sometimes \( e(z) \), where \( e \) is the function \( z \mapsto e^{2\pi iz} \).

In the case where all the Fourier coefficients of \( f = \sum a_n q^n \) are algebraic, we set the \( p \)-adic norm of \( f \) to be \( |f|_p = \sup_n |a_n|_p \). It is a well defined norm.

We define the Petersson inner product over these spaces of modular forms by

\[
\langle f, g \rangle_{\Gamma_1(N)} = \int_{\Gamma_1(N) \backslash \mathcal{H}} f(z)\overline{g(z)}y^k \frac{dzdy}{y^2}
\]
If \( \chi \) is a Dirichlet character modulo \( N \), we extend it in a character of \( \Gamma_0(N) \) by
\[
\chi(\gamma) = \chi(d) \quad \text{where} \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N)
\]
Then, the subspace of \( \mathcal{M}_k(\Gamma_1(N)) \) (resp. \( \mathcal{S}_k(\Gamma_1(N)) \)) of functions \( f \) satisfying
\[
f|_{k\gamma} = \chi(\gamma)f, \forall \gamma \in \Gamma_0(N)
\]
is denoted by \( \mathcal{M}_k(\Gamma_0(N), \chi) \) (resp. \( \mathcal{S}_k(\Gamma_0(N), \chi) \)).

The Hecke operator of index \( n \) will be denoted by \( T(n) \), and the matrix of the principal involution of level \( N \) by \( W_N = \begin{pmatrix} 0 & -1 \\ N & 0 \end{pmatrix} \).

### 2.2. Nearly holomorphic modular forms.
As in the previous section, we just specify here the notations for later use. A good introductory reference about nearly holomorphic modular forms is [Hid93].

Nearly holomorphic modular forms are functions defined over \( H \), infinitely differentiable when considered as functions in two real variables, which satisfy some automorphic properties (the same as classical modular forms) and growth conditions. We denote by \( \mathcal{M}_k^r(\Gamma_0(N), \chi) \) the space of nearly holomorphic modular forms of weight \( k \), type \( r \), and Dirichlet character \( \chi \) modulo \( N \).

Recall that such functions have a Fourier expansion of the type:
\[
f(z) = \sum_{j=0}^{r}(4\pi \text{Im}(z))^{-j} \sum_{n=0}^{\infty} a(n, j, f) e^{2\pi i n z} = \sum_{j=0}^{r}(4\pi y)^{-j} \sum_{n=0}^{\infty} a(n, j, f) q^n
\]

In the case when all the Fourier coefficients of \( f = \sum_{i=0}^{r}(4\pi y)^{-i} \sum_{n=0}^{\infty} a(i, n)q^n \) are algebraic, we define the \( p \)-adic norm of \( f \) by: \( |f|_p = \sup_{n} |a(i, n) p^n|_p \). It is a well-defined norm, extending the one over holomorphic modular forms with algebraic coefficients.

### 2.3. Distributions and measures.
As in classical analysis, distributions are linear applications over some function spaces.

**Definition 2.1.** — As usual when \( Y = \lim_{\longrightarrow} Y_i \) (in our case we only need to consider the case where \( Y = \lim_{\longrightarrow} (\mathbb{Z}/Np^r\mathbb{Z})^\times \), \( Y \) being equipped with the topology induced by the product topology, where the \( Y_i \) are considered as discrete groups.

**Definition 2.2.** — Let \( A \) be a commutative ring. We denote by \( \text{Step}(Y, A) \) the space of locally constant functions over \( Y \), with values in \( A \). It is easy to see that such functions can be factored through one of the \( Y_i \). If \( M \) is an \( A \)-module, we call distribution over \( Y \) with values in \( M \) an \( A \)-linear application: \( \mu : \text{Step}(Y, A) \rightarrow M \). In the case where \( A \) is equipped with a norm, a distribution is called a measure if it is uniformly bounded over the open sets of \( Y \).
In this article, we just need to consider a certain class of distributions, namely admissible measures (which we define only for $Y = \lim_{\leftarrow \nu} (\mathbb{Z}/Np^\nu \mathbb{Z})^\times$). A good reference about admissible measures is [Viš76].

**Definition 2.3.** — For $h > 0$, let $C^h(Y, \mathbb{C}_p)$ be the space of locally polynomial functions of the variable $x_p$, of degree strictly less than $h$ (where $x_p : Y \to \mathbb{C}_p$ is the canonical projection).

**Remark 2.4.** — For $h = 1$, it is the space of locally constant functions $C^1(Y, \mathbb{C}_p) = \text{Step}(Y, \mathbb{C}_p)$.

**Definition 2.5.** — An $h$-admissible measure is a linear form $\mu : C^h(Y, \mathbb{C}_p) \to \mathbb{C}_p$ verifying the following growth condition: for $r = 0, \ldots, h - 1$

$$\left| \sup_{a \in Y} \int_{a+(Np^\nu)} (x_p - a_p)^r \, d\mu \right|_p = o\left( |p^\nu|^{-h} \right)$$

Every such linear form can be extended in an unique way in a linear form over $C_{\text{loc-an}}(Y, \mathbb{C}_p)$, the space of locally analytic functions.

For an admissible measure $\mu$, we define its Mellin transform $L_\mu$ to be the function defined over $X_p = \text{Hom}_{\text{cont}}(Y, \mathbb{C}_p^\times)$ by

$$L_\mu(x) = \mu(x) = \int_Y x \, d\mu$$

In fact, it can be proved that this function is always $\mathbb{C}_p$-analytic (over the $p$-adic analytic group $\text{Hom}_{\text{cont}}(Y, \mathbb{C}_p^\times)$). Moreover, we have the following important unicity result:

**Theorem 2.6.** — Let $\tilde{\Phi}$ be an $h$-admissible measure over $\mathbb{Z}_p$, with values in $\mathbb{C}_p$. Then $\tilde{\Phi}$ is uniquely determined by the numbers:

$$L_{\tilde{\Phi}}(\chi(x)x_p^j) = \int_{\mathbb{Z}_p} \chi(x)x_p^j \, d\tilde{\Phi}, \text{ where } j = 0, 1, \ldots, h - 1 \text{ and } \chi \in X_p^{\text{tors}}$$

### 3. Panchishkin’s method

In [Hid85], Hida treated the case where $f$ is what he calls an ordinary form, meaning that its $p$-th Fourier coefficient is a $p$-adic unit. To that goal, he uses spaces of $p$-adic modular form, *i.e.* subrings of $\mathbb{C}_p[[X]]$ generated by formal series corresponding to modular forms of fixed weight, level or character. Then, using inverse limits, he introduces $p$-adic Hecke algebras acting over these spaces of $p$-adic modular forms. Especially, he constructs an element $e$ of these Hecke algebras which is idempotent and whose image is of finite dimension. Here is the point where $f$ needs to be ordinary since in the contrary case $f \mid e = 0$. The end of its method is quite similar to the one we will develop later, also using nearly holomorphic modular forms and a similar linear form.

However, this construction is quite fastidious and only works with ordinary forms.

The method we expose now was developed by Alexei Panchishkin in [Pan02], [Pan03a], and [Pan03b] in order to construct $p$-adic $L$ functions of modular forms. In a general way, there are two principal steps:

- the construction of distributions with values in finite dimensional spaces of nearly holomorphic modular forms
- the use of a linear form in order to obtain scalar-valued distributions.
3.0.1. Spaces of modular forms. — Let $N'$ be a non-negative integer prime to $p$, $k$ a positive integer and $r$ a non-negative integer. Then we denote by $\mathcal{M}_{r,k}(N'p^\nu, \mathcal{O})$ the space of nearly holomorphic modular forms for $\Gamma_1(N'p^\nu)$, of weight $k$, of type $r$ and whose coefficients are algebraic.

**Definition 3.1.** — Using previous notations, we define

$$\mathcal{M} = \mathcal{M}_{r,k} = \bigcup_{\nu \geq 0} \mathcal{M}_{r,k}(N'p^\nu, \mathcal{O})$$

It is a vector space over $\overline{\mathbb{Q}}$, unfortunately of infinite dimension.

This space of modular forms is equipped with a $p$-adic norm given by

$$\left| \sum_{i=0}^{r} (4\pi y)^{-i} \sum_{n=0}^{\infty} a(i,n)q^n \right|_p = \sup_{i,n} |a(i,n)|_p,$$
and with the Atkin-Lehner operator $U = U_p$ defined as follows

$$g |_k U^m = p^{m(k/2-1)} \sum_{u \mod p^m} g |_k \begin{pmatrix} 1 & u \\ 0 & p^m \end{pmatrix} = p^{-m} \sum_{u \mod p^m} g \left( \frac{z + u}{p^m} \right)$$

It acts over the Fourier coefficients through

$$\left( \sum_{i=0}^{r} (4\pi y)^{-i} \sum_{n=0}^{\infty} a(i,n)q^n \right) |_k U^m = \sum_{i=0}^{r} (4\pi y)^{-ip^m} \sum_{n=0}^{\infty} a(i,p^m n)q^n$$

so that it is a $p$-integral operator.

Serre proved in [Ser73] the following formula, denoting $N'_0 = N'p$

$$U^m = p^{m(k/2-1)} W_{N'_0 p^m} \text{Tr}^{N'_0 p^m}_{N'_0} W_{N'_0},$$
implicating that $U^m (\mathcal{M}_{r,k}(N'_0 p^m)) \subset \mathcal{M}_{r,k}(N'_0)$

3.0.2. Projection over finite-dimensional subspaces. — We wish now to work with finite dimensional subspaces of $\mathcal{M}_{r,k}$. The very first idea would be to consider the trace operator given by :

$$\text{Tr}^{N'_0 p^\nu}_{N'_0} = \sum_{\gamma \in \Gamma_0(N'_0 p^\nu) \setminus \Gamma_0(N'_0)} f |_k \gamma$$

After normalization, it defines a projector given by

$$\left[ \Gamma_0(N'_0) : \Gamma_0(N'_0 p^\nu) \right]^{-1} \text{Tr}^{N'_0 p^\nu}_{N'_0}$$

However, when $\nu$ grows, the $p$-adic norm of the denominator grows quickly.

Instead of the trace, we will consider projection over finite dimensional subspaces associated with the operator $U$.

**Definition 3.2.** — For $\alpha \in \overline{\mathbb{Q}}$, we set $\mathcal{M}^\alpha = \bigcup_{n \geq 1} \text{Ker}(U - \alpha I)^n$ the characteristic subspace associated with $\alpha$. We equally denote $\mathcal{M}^\alpha(N'_0 p^\nu) = \mathcal{M}^\alpha \cap \mathcal{M}_{r,k}(N'_0 p^\nu)$.

**Proposition 3.3.** — Let $\alpha$ be a non-zero element of $\overline{\mathbb{Q}}$. Then

i) $(U^\alpha)^m : \mathcal{M}^\alpha(N'_0 p^m) \to \mathcal{M}^\alpha(N'_0 p^m)$ is an invertible operator ($m \in \mathbb{N}$).
ii) The $\mathbb{Q}$-vector space $\mathcal{M}^\alpha(N_0^p \mathbb{Z})$ does not depend over $m \in \mathbb{N}$ and is equal to $\mathcal{M}^\alpha(N_0')$.

iii) Let $\pi_{\alpha,m} : \mathcal{M}(N_0^p \mathbb{Z}) \to \mathcal{M}^\alpha(N_0^p \mathbb{Z})$ be the canonical projector over the characteristic subspace associated to $\alpha$, with kernel

$$\text{Ker} \pi_{\alpha,m} = \bigcap_{n \geq 1} \text{Im}(U - \alpha I)^n = \bigoplus_{\beta \neq \alpha} \mathcal{M}^\beta(N_0^p \mathbb{Z}).$$

Then the following diagram is commutative

$$\begin{array}{ccc}
\mathcal{M}(N_0^p \mathbb{Z}) & \xrightarrow{\pi_{\alpha,m}} & \mathcal{M}^\alpha(N_0^p \mathbb{Z}) \\
U^m \downarrow & & \downarrow (U^\alpha)^m \\
\mathcal{M}(N_0') & \xrightarrow{\pi_{\alpha,0}} & \mathcal{M}^\alpha(N_0')
\end{array}$$

Proof. —

i) The linear operator $(U^\alpha)^m$ acts over a $\mathbb{Q}$-vector space of finite dimension, with non-zero determinant.

ii) Obviously, $\mathcal{M}^\alpha(N_0') \subset \mathcal{M}^\alpha(N_0^p \mathbb{Z})$. But by i),

$$\mathcal{M}^\alpha(N_0') \subset \mathcal{M}^\alpha(N_0^p \mathbb{Z}) = U^m (\mathcal{M}^\alpha(N_0^p \mathbb{Z})) \subset \mathcal{M}^\alpha(N_0')$$

iii) Being in finite dimension, it is a well-known fact that the projector $\pi_{\alpha,m}$ is a polynomial in $U$, so commutes with $U$. Moreover, the restriction of $\pi_{\alpha,m}$ to $\mathcal{M}(N_0')$ coincides with $\pi_{\alpha,0}$ because its image is

$$\bigcup_{n \geq 1} \text{Ker}(U - \alpha I)^n \cap \mathcal{M}(N_0') = \bigcup_{n \geq 1} \text{Ker}(U|_{\mathcal{M}(N_0')}) - \alpha I^n$$

and its kernel is

$$\bigcap_{n \geq 1} \text{Im}(U - \alpha I)^n \cap \mathcal{M}(N_0') = \bigcap_{n \geq 1} \text{Im}(U|_{\mathcal{M}(N_0')}) - \alpha I^n$$

$\square$

3.0.3. Modular distributions. — We now consider distributions over $Y = \varprojlim Y_\nu$ taking values in $\mathcal{M}$.

The following simple fact, directly coming from the orthogonality of characters will be very useful later :

**Proposition 3.4.** — Let $\Phi$ be a distribution over $Y$ and $a \in Y_\nu$. Then

$$\Phi(a + (Np^\nu)) = \frac{1}{\varphi(Np^\nu)} \sum_{\chi \mod Np^\nu} \chi(a)^{-1} \Phi(\chi)$$

where $\varphi$ is Euler’s totient function, and the sum is taken over all the Dirichlet characters modulo $Np^\nu$.

**Definition 3.5.** — Let $\Phi$ be a distribution over $Y$ with values in $\mathcal{M}$ and $\alpha$ a non-zero eigenvalue of $U$ over $\mathcal{M}$. We define the $\alpha$-primary part $\Phi^\alpha$ of $\Phi$ by

$$\int_Y \varphi d\Phi^\alpha = \pi_{\alpha,0}(\Phi(\varphi)) = (U^\alpha)^{-\nu} \pi_{\alpha,0} \left( \left( \int_Y \varphi d\Phi \right) |_{U^\nu} \right) \in \mathcal{M}^\alpha$$

for every step function $\varphi$ in $\text{Step}(Y, \mathbb{Q})$ and $\nu$ such that $\int_Y \varphi d\Phi \in \mathcal{M}(N_0^p \mathbb{Z})$. 
Remark 3.6. — The third assertion of the previous proposition proves that this definition does not depend over sufficiently large $\nu$.

Theorem 3.7. — If $|\alpha|_p = 1$ (i.e. if $\alpha$ is a $p$-adic unit), then $\Phi^\alpha$ is a measure over $Y$ with values in $M^\alpha$.

Proof. — It is sufficient to prove that the distribution $\Phi^\alpha$ is in fact a measure, that is that there exists a constant $C > 0$ such that for every open set $a + (Np^m)$, $|\Phi^\alpha(a + (Np^m))|_p \leq C$. By hypothesis, there exists $m'$ such that

$$\Phi(a + (Np^m)) \in M(N^\alpha p^{m' + 1})$$

Then the $\alpha$-primary part of $\Phi$ is

$$\Phi^\alpha(a + (Np^m)) = (U^\alpha)^{-m'} \pi_{\alpha,0}(\Phi(a + (Np^m)))U^{m'}$$

Over the subspace $M^\alpha \subset M$, $U^\alpha = \alpha I + Z$ where $Z$ is a $p$-integral nilpotent operator. Thereby for $f \in M$, $|f|U_p \leq |f|_p$ and $|f|Z_p \leq |f|_p$.

Next, all the functions

$$\Phi(a + (Np^m) = \Phi^\alpha(a + (Np^m)) = \alpha^{-m'}(\alpha(U^\alpha)^{-1})^m \pi_{\alpha,0}(\Phi(a + (Np^m))U^{m'})$$

are uniformly bounded since $|\alpha^{-1}|_p = 1$ and

$$(\alpha(U^\alpha)^{-1})^m = (\alpha^{-1}U^\alpha)^{-m} = (I + \alpha^{-1}Z)^{-m'} = \sum_{j=0}^{n-1} \binom{-m'}{j} \alpha^{-j}Z^j$$

where $n$ is the dimensions of $M^\alpha$ over $\bar{Q}$.

Binomial coefficients $\binom{-m'}{j}$ being $p$-adic integers, this proves that the sum is bounded.

Now, we consider a finite family of distributions $\Phi_j : \text{Step}(Y, \bar{Q}) \rightarrow M_j (j = 0, 1, \ldots, r^*)$ and we prove an important theorem which will allow us to “glue” together the distributions $\Phi_j$ (which are not necessarily bounded) to an admissible measure.

Theorem 3.8. — Let $\alpha$ be a non-zero eigenvalue of $U$, with $0 < |\alpha|_p < 1$, and let $h = [v_p(\alpha)] + 1$. Assume that there exists an integer $\kappa \in \mathbb{N}^*$ such that $\kappa h \leq r^* + 1$ and verifying the two following conditions :

i) Level condition : for all $j \in \{0, 1, \ldots, r^*\}$, all $\nu \geq 1$ and all $a \in Y_{\nu}$

$$\Phi_j(a + (Np^\nu)) \in M(N_0^0 p^{\kappa \nu})$$

ii) Divisibility condition : there exists $C > 0$ such that for all $t \in \{0, 1, \ldots, r^*\}$, all $\nu \geq 1$ and all $a \in Y_{\nu}$

$$\left| U^{\kappa \nu} \sum_{j=0}^{t} \binom{t}{j} (-a_p)^{t-j} \Phi_j(a + (Np^\nu)) \right|_p \leq C p^{-\nu t}$$

Then the linear map $\bar{\Phi}^\alpha : C^{r^*+1}(Y, \bar{Q}) \rightarrow M^\alpha$ defined by

$$\int_{a + (Np^\nu)} y_j^\nu d\bar{\Phi}^\alpha = \pi_{\alpha,0}(\Phi_j(a + (Np^\nu)))$$

for all $j \in \{0, 1, \ldots, r^*\}$ is a $r^* + 1$-admissible measure.
Proof. — To prove that the linear map we consider is an admissible measure, it is sufficient to prove the growth condition defining admissible measures, that is to say that for all \( a \in Y \) and all \( t \in \{0, 1, \ldots, r^*\} \)

\[
\left| \int_{a+(Np^r)} (y_p - a_p)^t d\tilde{\Phi}^\alpha \right|_p = o(p^{\nu(t^*+1-t)}) \quad \text{as} \ \nu \to +\infty
\]

On the one hand, over the subspace \( \mathcal{M}^\alpha(N_0^r) \), we have \( U = \alpha I + Z \) with \( Z \) a nilpotent operator, verifying \( Z^n = 0 \) where \( n \) is the dimension of \( \mathcal{M}^\alpha(N_0^r) = \mathcal{M}^\alpha(N_0^r,p^r) \) over \( \bar{\mathbb{Q}} \).

On the other hand, by the definition of \( \tilde{\Phi}^\alpha \):

\[
\int_{a+(Np^r)} (y_p - a_p)^t d\tilde{\Phi}^\alpha = \sum_{j=0}^t \binom{t}{j} (-a_p)^{t-j} \pi_{\alpha,0}(\Phi_j(a+(Np^r)))
\]

\[
= \alpha^{-\nu} \alpha^{\nu} U^{-\nu} \left[ \pi_{\alpha,0} U^{\nu} \left( \sum_{j=0}^t \binom{t}{j} (-a_p)^{t-j} \Phi_j(a+(Np^r)) \right) \right]
\]

Moreover, by the same argument than previously, the operators

\[
\alpha^{\nu} U^{-\nu} = (\alpha^{-1} U)^{-\nu} = (I + \alpha^{-1} Z)^{-\nu} = \sum_{i=0}^{n-1} \binom{-\nu}{i} (\alpha^{-1} Z)^i
\]

are uniformly bounded by a constant \( C_1 > 0 \), so by the divisibility condition

\[
\left| \int_{a+(Np^r)} (y_p - a_p)^t d\tilde{\Phi}^\alpha \right|_p \leq CC_1 |\alpha|^{-\nu} |p^{\nu} a|^{t} = o(p^{\nu(t^*+1-t)})
\]

when \( \nu \to +\infty \) because \( |\alpha|_p = p^{-v_p(\alpha)}, v_p(\alpha) < h \), so \( p^{\nu v_p(\alpha)} = o(p^{\nu h}) = o(p^{\nu(r^*+1)}) \).

\[ \square \]

3.0.4. Eigenfunctions of Atkin-Lehner’s operator. — We now introduce some basic notions about eigenfunctions of the operator \( U \).

**Definition 3.9.** — A primitive cusp form \( f = \sum_{n \geq 0} a_n q^n \in \mathcal{S}_k(\Gamma_0(N), \psi) \) is said to be associated with the eigenvalue \( \alpha \) if there exists a cusp form \( f_0 = \sum_{n=1}^{\infty} a(n, f_0) q^n \) such that \( f_0 | U = \alpha f_0 \) and \( f_0 | T(l) = a_l f_0 \) for every \( l \nmid Np \).

In fact, if \( f = \sum_{n=1}^{\infty} a_n q^n \) is a primitive cusp form, it is necessarily associated with an eigenvalue.

Let \( X^2 - a_p X + \psi(p)p^{k-1} \) be the \( p \)-th Hecke polynomial associated with this form, factored into \( (X - \alpha)(X - \alpha') \). Let \( f_0 = f_{0,\alpha} \) be defined by \( f_0 = f - \alpha' V(f) \) where \( V \) acts through \( \mathcal{V} (\sum_{n=0}^{\infty} a_n q^n) = \sum_{n=0}^{\infty} a_n q^m \).

**Proposition 3.10.** — Under the previous hypothesis \( f_0 | U = \alpha f_0 \).

**Proof.** — The Fourier expansion of \( f_0 \) is

\[
\sum_{n=1}^{\infty} a(n, f_0) q^n = \sum_{n=1}^{\infty} a_n q^n - \alpha' \sum_{n=1}^{\infty} a_n q^m
\]
The expansion of \( f_0 \mid U = f \mid U - \alpha' f \) is
\[
\sum_{n=1}^{\infty} a_{pn} q^n - \alpha' \sum_{n=1}^{\infty} a_{n} q^n
\]

To be able to link these two functions, we need to know more about their Fourier coefficients, and so about those of \( f \). \( f \) being primitive, we already know that \( f \mid T(p) = a_p f \). But a well-known formula asserts that the \( n \)-th Fourier coefficient \( b_n \) of \( f \mid T(p) \) is given by
\[
b_n = \begin{cases} a_{pn} \text{ si } (n, p) = 1 \\ a_{pn} + \psi(p)p^{k-1}a_{\frac{\alpha}{p}} \text{ si } (n, p) = p \end{cases}
\]

If \((n, p) = 1\), then \(a_na_p = a_{np}\). But the \( n \)-th coefficient of \( f_0 \mid U \) is \( a_{pn} - \alpha'a_n = a_{pn} - (a_p - \alpha)a_n = a\alpha a_n\), which is exactly the \( n \)-th coefficient of \( \alpha f_0 \).

In the case where \((n, p) = p\), by what we said before, Fourier coefficients of \( f \) verify
\[
a_p a_n = a_{pn} + \psi(p)p^{k-1}a_{\frac{\alpha}{p}}.
\]

So \((\alpha + \alpha')a_n = a_{pn} + \alpha\alpha'a_{\frac{\alpha}{p}}\).

Eventually
\[
\alpha(a_n - \alpha'a_{\frac{\alpha}{p}}) = a_{pn} - \alpha'a_n
\]
so that \(\alpha f_0\) and \(f_0 \mid U\) have the same Fourier coefficients, so are equal. \(\square\)

There is no difficulty to verify the property about Hecke operators of rank prime to \(Np\), proving the following:

**Proposition 3.11.** — Every primitive cusp form is associated with at least an eigenvalue \(\alpha\) of \(U\). Moreover, we can choose for \(\alpha\) a root of the \(p\)-th Hecke polynomial of \(f\).

3.0.5. Application of a suitable linear form. — Let \(\alpha \in \overline{\mathbb{Q}}\) be a non-zero eigenvalue of \(U\) associated with a primitive cusp form \(f \in S_k(\Gamma_0(N), \psi)\) and let
\[
f_0 = f_{0,\alpha} = f - \alpha' V(f)
\]
be an eigenfunction of \(U\) such that \(f_0 \mid_k U = \alpha f_0\). Set
\[
f^0 = f_0 \mid_k W_{N_0}, f^0 = \sum_{n=0}^{\infty} a_n(f_0) q^n
\]

**Proposition 3.12.** —

i) \(U^* = W_{N_0}^{-1} U W_{N_0}\) acting over \(S_{r,k}(\Gamma_0(N_0), \psi)\) is the adjoint of the operator \(U\) with respect to Petersson inner product.

ii) \(f^0 \mid_k U^* = \tilde{\alpha} f^0\), and for all “good” primes \(l\) (i.e. \(l \nmid Np\)), \(T(l)f^0 = a_l(f)f^0\)

iii) For all \(g \in M_{r,k}(\Gamma_1(N_0))\), we have
\[
\langle f^0, g \rangle = \langle f^0, \pi_{\alpha,0}(g) \rangle
\]
meaning that the linear form \(g \mapsto \langle f^0, g \rangle\) defined over \(M_{r,k}(\Gamma_1(N_0))\) is zero over \(\text{Ker}(\pi_{\alpha,0})\).
iv) If \( g \in \mathcal{M}_{r,k}(\Gamma_1(N_0p^r), \mathbb{Q}) \) and \( \alpha \neq 0 \), then
\[
\langle f^0, \pi\alpha(g) \rangle = \alpha^{-\nu} \langle f^0, U^\nu(g) \rangle
\]
where \( \pi\alpha(g) = (U^\alpha)^{-\nu}\pi_{\alpha,0}(U^\nu(g)) \in \mathcal{M}_{r,k}(\Gamma_1(N_0p^r), \mathbb{Q}) \) is the canonical \( \alpha \)-primary projection of \( g \).

v) We set
\[
\mathcal{L}_{f,\alpha}(g) = \frac{\langle f^0, \alpha^{-\nu}U^\nu(g) \rangle}{\langle f^0, f^0 \rangle} = \frac{\langle f^0, \pi\alpha(g) \rangle}{\langle f^0, f^0 \rangle}
\]
Then it defines a linear form
\[
\mathcal{L}_{f,\alpha} : \mathcal{M}_{r,k}(\Gamma_1(Np^{r+1}), \mathbb{Q}) \to \mathbb{Q}
\]
over \( \mathbb{Q} \) and there exists a unique \( \mathbb{C}_p \)-linear form \( l_{f,\alpha} \in \mathcal{M}_{r,k}^0(N_0, \mathbb{C}_p)^* \) acting over the \( \mathbb{C}_p \)-generators of the vector space \( \mathcal{M}_{r,k}^0(N_0p^r, C_p) = \mathcal{M}_{r,k}(N_0p^r, \mathbb{Q}) \otimes_{\mathbb{Q}} \mathbb{C}_p \) by
\[
l_{f,\alpha}(g) = i_p(\mathcal{L}_{f,\alpha}(g)) = i_p\left( \frac{\langle f^0, \alpha^{-\nu}U^\nu(g) \rangle}{\langle f^0, f^0 \rangle} \right)
\]

Proof. — i) See [Miy89], theorem 4.5.5.

ii) We have
\[
f^0 \mid_k U^* = f^0 \mid_k W_{N_0}^{-1}UW_{N_0} = \tilde{\alpha}f^0 \mid_k W_{N_0} = \tilde{\alpha}f^0
\]

iii) For every function
\[
g_1 = (U - \alpha I)^n g \in \text{Ker}(\pi_{\alpha,0}) = \text{Im}(U - \alpha I)^n
\]
we have
\[
\langle f^0, g_1 \rangle = \langle f^0, (U - \alpha I)^n g \rangle = \langle (U^* - \tilde{\alpha}I)f^0, (U - \alpha I)^{n-1}g \rangle = 0
\]
so that for \( g_1 = g - \pi_{\alpha,0}(g) \), we have
\[
\langle f^0, g \rangle = \langle f^0, \pi_{\alpha,0}(g) + (g - \pi_{\alpha,0}(g)) \rangle
= \langle f^0, \pi_{\alpha,0}(g) \rangle + \langle f^0, g_1 \rangle
= \langle f^0, \pi_{\alpha,0}(g) \rangle
\]

iv) We use the result of ii) : \( (U^*)^\nu f^0 = \tilde{\alpha}^\nu f^0 \):
\[
\alpha^\nu \langle f^0, \pi\alpha(g) \rangle = \langle (U^*)^\nu f^0, U^{-\nu}\pi_{\alpha,0}(U^\nu(g)) \rangle
= \langle f^0, \pi_{\alpha,0}(U^\nu(g)) \rangle
= \langle f^0, U^\nu(g) \rangle
\]

v) Consider the complex vector space
\[
\text{Ker}(L_{f,\alpha}) = \langle f^0 \rangle^\perp = \{ g \in \mathcal{M}_{r,k}(N_0, \mathbb{C}) \mid \langle f^0, g \rangle = 0 \}
\]
It admits an algebraic basis (i.e. consisting of elements with Fourier coefficients in \( \mathbb{Q} \)) since it is stable under all “good” Hecke operators \( T(l), l \nmid Np \):
\[
\langle f^0, g \rangle = 0 \Rightarrow \langle f^0, T(l)g \rangle = \langle T(l)f, g \rangle = 0
\]
Such a basis is obtained by simultaneous diagonalization of all the \( T(l) \).
The method we will use in what follows is then to construct an admissible measure with values in (nearly holomorphic) modular forms and then to apply it the linear form we just constructed to obtain a scalar-valued measure.

4. Construction of the distributions

In this section, we construct several modular distributions, to which the Panchishkin’s method can be applied so as to obtain an admissible measure.

As in the introduction, let \( f \) be a newform of weight \( k \geq 2 \), modular for the congruence subgroup \( \Gamma_0(N) \), with \((N,p) = 1\), and with Dirichlet character \( \psi \) modulo \( N \). Let \( g \) be a primitive form of level \( l < k \), modular for \( \Gamma_0(N) \) and with Dirichlet character \( \omega \) modulo \( N \). We denote their Fourier expansions by

\[
f = \sum_{n=1}^{\infty} a_n q^n \quad \text{and} \quad g = \sum_{n=1}^{\infty} b_n q^n
\]

We denote by \( \alpha \) and \( \alpha' \) the roots of the \( p \)-th Hecke polynomial of \( f \), that is

\[
X^2 - a_p X + \psi(p)p^{k-1} = (X - \alpha)(X - \alpha')
\]

and we suppose moreover that \( v_p(\alpha) \leq v_p(\alpha') \). Hida treated the case where \( |a_p|_p = 1 \) which implies that \( v_p(\alpha) = 0 \) by the theory of the Newton polygon. Here, the first slope of the Newton polygon can be non-zero, and it is the reason why we call it the case of positive slope. These distributions will be defined on the profinite group

\[
Y = \varprojlim Y_\nu = \varprojlim \left( \mathbb{Z}/Np^\nu \mathbb{Z} \right)^\times
\]

By the Chinese remainder theorem,

\[
Y = (\mathbb{Z}/N\mathbb{Z})^\times \times \mathbb{Z}_p^\times
\]

The distributions we construct are very similar to those used by Hida in [Hid85], using partial modular forms and Eisenstein distributions.

4.1. Partial modular forms. —

**Definition 4.1.** — Let \( g = \sum_{n=0}^{\infty} a_n q^n \in \mathcal{M}_l(\Gamma_1(N), \mathbb{Q}) \), \( \nu \in \mathbb{N} \) and \( a \in (\mathbb{Z}/Np^\nu \mathbb{Z})^\times \). Then we set

\[
g((a)_\nu) = \sum_{n \equiv a \mod Np^\nu} a_n q^n
\]

In fact, \( g((a)_\nu) \) is a modular form with the same weight than \( g \), but with higher level, as stated by the following proposition.

**Proposition 4.2.** — With \( g, \nu \) and \( a \) as previously, \( g((a)_\nu) \in \mathcal{M}_l(\Gamma_1(N^2p^{2\nu})) \)

**Proof.** — It is a special case of the proposition 8.1 of [Hid85].

Then, it is obvious that we define a distribution over \( Y = \varprojlim (\mathbb{Z}/Np^\nu \mathbb{Z})^\times \), with values in modular forms.
4.2. Eisenstein distributions. — Here, we quickly redefine Eisenstein distributions, following Panchishkin’s paper [Pan03b] where the reader can find all the details, especially about the Fourier expansion of such distributions.

First, we need to define classical Eisenstein series:

**Definition 4.3.** — Let \( l, N \) be to natural integers, \( l, N \geq 1, z \in H, s \in \mathbb{C} \). For \( l + \text{Re}(s) \geq 2 \) and \( a, b \in \mathbb{Z}/N\mathbb{Z} \) we set

\[
E_{l,N}(z, s; a, b) = \sum_{\substack{c,d \equiv (a,b) \mod N \\ (c,d) \neq (0,0)}} (cz + d)^{-l}|c\overline{z} + d|^{-2s}
\]

These functions have well known automorphic properties and their Fourier expansion is also known.

**Definition 4.4.** — For \( 0 \leq r \leq l - 1, \nu \geq 0 \) and \( a \in (\mathbb{Z}/Np^\nu\mathbb{Z})^\times \) we set

\[
E_{r,l}((a)_{\nu}) = \frac{\Gamma(l - r)(Np^\nu)^{l-2r}}{(-2i\pi)^{l-2r}(-4\pi y)^r} \sum_{b \equiv a \mod Np^\nu} e\left(-\frac{ab}{Np^\nu}\right) E_{l,Np^\nu}(z, -r; 0, b)
\]

**Remark 4.5.** — Even if the notation \( E_{r,l}((a)_{\nu}) \) is not obvious, it denotes a function of the complex variable \( z \).

**Proposition 4.6.** — Functions defined previously are nearly holomorphic modular forms. Precisely:

\[
E_{r,l}((a)_{\nu}) \in M_{r,l}(\Gamma_1(N^2 p^{2\nu}))
\]

Their Fourier expansion is given by

\[
E_{r,l}((a)_{\nu}) = \varepsilon_{r,l,\nu}(a) + (4\pi y)^{-r} \sum_{n=1}^{\infty} \left( \sum_{d|n \atop d \equiv a \mod Np^\nu} sgn(d) d^{-2r-1} \right) W(4\pi ny, l - r, -r) q^n
\]

where

\[
\varepsilon_{r,l,\nu}(a) = \frac{1}{2}(-4\pi y)^{-r} \left[ \frac{\Gamma(l + s)}{\Gamma(l + 2s)} \zeta(1 - l - 2s, a, Np^\nu) \right] \bigg|_{s=-r}
\]

with \( \zeta(1 - l - 2s, a, Np^\nu) \) denotes the partial zeta function and \( W(4\pi ny, l - r, -r) \) is the Whittaker polynomial

\[
W(y, \alpha, -r) = \sum_{i=0}^{r} (-1)^i \binom{r}{i} \frac{\Gamma(\alpha)}{\Gamma(\alpha - i)} y^{r-i}
\]

**Proof.** — See [Pan03b], section 2.

5. Construction of the admissible measure

In the following we shall use distributions defined over \( \mathbb{Z}_p^\times \) for which the divisibility condition will be easier to prove. The distributions we use are obtained from the previously defined partial modular distributions and Eisenstein series:

\[
g((a)_{\nu}) = \sum_{0<n \equiv a \mod Np^\nu} b(n) q^n
\]
\[ E^b_{r,m}((a)_\nu) = E_{r,m}((a)_\nu) - b^{m-2r} E_{r,m}((b^{-1}a)_\nu) \]

where \( b \) is a fixed integer prime to \( Np \).

**Definition 5.1.** — For \( 0 \leq r \leq k - l - 1 \), we define

\[ \Phi_r((y)_\nu) = (-1)^r \sum_{a \in Y_\nu} \psi(a) \tilde{\omega}(a) g((a^2 y)_\nu) E^b_{r,k-l}((a)_\nu) \]

The normalisation factor \((-1)^r\) will be useful later to verify the congruence condition.

These distributions were suggested in the ordinary case by Panchishkin [Pan87]. Instead of using nearly holomorphic modular forms, he was using their holomorphic projection, but this does not change the final result because we then use the Petersson inner product with an holomorphic modular form.

Now, we want to use the Panchishkin method described before, with \( \kappa = 2 \). For this, we need to verify both conditions: the level condition and the condition about the divisibility of the Fourier coefficients.

**Remark 5.2.** — Remind that in order to apply Panchishkin’s method, we need to construct admissible measures out of sufficiently many distributions. Here, we defined \( k - l \) distributions \( \Phi_j, j = 0, \ldots, k - l - 1 \). So everything we do next will be true only under the hypothesis that \( 2([v_p(\alpha)] + 1) \leq k - l \). This means that the slope of the Newton polygon associated with the Hecke polynomial is not too big. Especially, this is the case in the ordinary case, *i.e.* when \( \alpha \) is a \( p \)-adic unit.

**Example 5.3.** — Take Ramanujan’s \( \Delta \) function for \( f \), and \( g \) of weight 2 (for example the modular form associated with an elliptic curve), and \( p = 7 \). Then, the \( p \)-th Hecke polynomial of \( f \) is \( X^2 + 16744X + 7^{11} \). By the Newton polygon theory, we see that \( v_p(\alpha) = 1 \) while \( k - l = 10 \), so we have enough distributions to apply our method.

**5.1. The level condition.** — As usual, the level condition is easier to verify than the divisibility one. Indeed, we know that if \( a \in Y_\nu \), then the partial modular form is in \( S_l(N^2 p^{2\nu}) \).

We also know that the Eisenstein series verify \( E_{r,k-l}((a)_\nu) \in \mathcal{M}_{r,k-l}(Np^{\nu}) \subset \mathcal{M}_{r,k-l}(N^2 p^{2\nu}) \).

Hence, for all \( a, y \in Y_\nu \), \( g((a^2 y)_\nu) E^b_{r,k-l}((a)_\nu) \in S_{r,k}(N^2 p^{2\nu}) \) so that

\[ \Phi_r((y)_\nu) = (-1)^r \sum_{a \in Y_\nu} \psi(a) g((a^2 y)_\nu) E^b_{r,k-l}((a)_\nu) \in \mathcal{M}_{k}(N^2 p^{2\nu}) \]

proving the level condition.

**5.2. Using distributions over \( \mathbb{Z}_p^\times \).** — In this part we aim at explaining how and why we reduce the proof to distributions over \( \mathbb{Z}_p^\times \) as Gorsse did for symetric squares [Gor06].

What we want to prove is an inequality with the \( p \)-adic norm, so congruences modulo \( p \). But reasoning with the profinite group \( Y \) gives congruences modulo \( Np^k \), while using \( \mathbb{Z}_p^\times \) is the same that manipulating congruences modulo a power of \( p \).
Let $\xi$ be a fixed Dirichlet character modulo $N$. We can then define a distribution $\Phi^\xi_r$ over $\mathbb{Z}_p^\times$ by

$$\int_{\mathbb{Z}_p^\times} \chi(x) d\Phi^\xi_r(x) = \int_Y \chi(x_p)\xi(x_N) d\Phi_r(x)$$

where $x_p : Y \to \mathbb{Z}_p^\times$ et $x_N : Y \to (\mathbb{Z}/N\mathbb{Z})^\times$ are the canonical embeddings.

Given $\Phi_r$, it defines the family $\Phi^\xi_r$, where $\xi$ runs through the set of Dirichlet characters modulo $N$. Conversely, given the family of the $\Phi^\xi_r$, it is possible to construct $\Phi_r$.

Indeed, the characteristic function of the open set $y + (Np^\nu)$ is

$$\sum_{\chi \mod Np^\nu} \chi(y) = \sum_{\xi \mod N} \xi(y) \left( \sum_{\chi \mod p^\nu} \chi(y_p) \Phi^\xi_r(\chi) \right)$$

So

$$\Phi_r(y + (Np^\nu)) = \sum_{\xi \mod N} \xi(y) \left( \sum_{\chi \mod p^\nu} \chi(y_p) \Phi^\xi_r(\chi) \right)$$

We choose to prove the divisibility condition for each family $\Phi^\xi_r, r = 0, 1, \ldots, k - l - 1$ for any fixed $\xi$. Then two solutions are possible to conclude:

− remark that considering the expression of the $\Phi_r$ depending on the $\Phi^\xi_r$, the family of the $\Phi_r$ also verifies the condition so that it is possible to apply Panchishkin’s method in order to construct an admissible measure $\Phi^\alpha$

− apply Panchishkin’s method to the families of the $\Phi^\xi_r$ (which obviously also verify the level condition) in order to construct admissible measures $(\Phi^\xi)^\alpha$ and then use them to construct $\Phi^\alpha$.

In all what follows, in order to simplify the notations, we prove the result with $\xi = 1$ (the trivial character) and abusively write $\Phi_r$ instead of $\Phi^1_r$. After the proof, we will explain why it is essentially the same for any Dirichlet character $\xi$ modulo $N$.

5.3. The divisibility condition. —

**Proposition 5.4.** — There exists a positive real number $C$ such that for every open set $y + (p^\nu)$ of $\mathbb{Z}_p^\times$ we have

$$\left| \sum_{r'=0}^r \binom{r}{r'} (-y_p)^{r-r'} \Phi_{r'}((y)_p) \right|_p \leq Cp^{-\nu r}$$

The different steps of the proof are as follow:

1) by definition, the $p$-adic norm of $\sum_{i=0}^r (4\pi y)^{-i} \sum_{n=0}^\infty a(i,n)q^n$ is the supremum of the norms of the coefficients $|a(i,n)|_p$. To prove the inequality (1), it is sufficient to prove that the majoration is available for each Fourier coefficient. So the first step is
to compute these Fourier coefficients, and we will show that they are:

\[ a(i, n) = p^{2n} \sum_{r' = 0}^{r} \binom{r}{r'} (-y_p)^{r-r'} (1)^i \Gamma\left( \frac{k-l-r'}{i} \right) \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)} \sum_{n_1+n_2=np^{2\nu}} b_{n_1} n_2^{r-i} \]

\[ \times \frac{1}{\varphi(p^\nu)} \sum_{\chi \mod p^\nu} \chi(n_1) \bar{\chi}(y) \left( 1 - b^{k-l-2r'} \psi \bar{\omega} \bar{\chi}^2(b) \right) \sum_{0<d|n_2} \psi \bar{\omega} \bar{\chi}^2(d) d^{k-l-2r'-1} \]

2) by the ultrametric inequality, it is sufficient to prove the majoration with fixed \( n, n_2 \) and \( d \). Moreover, as \( n_2 \) is prime to \( p \) (in the contrary case, the corresponding term is zero), it is the same for \( d \). Hence, \( n_2 \) and \( d \) are \( p \)-adic units, so that it is sufficient to majorate terms of the form:

\[ b_{n_1} p^{2n} \sum_{r' = 0}^{r} \binom{r}{r'} (-y_p)^{r-r'} (1)^i \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)} \varphi(p^\nu) \]

\[ \times \sum_{\chi \mod p^\nu} \left( -\frac{n_2}{d^2} \right)^r \chi \left( -\frac{n_2}{yd^2} \right) \left( 1 - b^{k-l-2r'} \psi \bar{\omega} \bar{\chi}^2(b) \right) \]

3) using Iwasawa’s isomorphism (see for example theorem 1.10 of [CP04]), we reduce it to the study of an integral of the form

\[ \int_{\mathbb{Z}_p^\times} \chi x_r d\mu_b \]

where \( \mu_b \) is a measure over \( \mathbb{Z}_p^\times \), only depending on \( b \).

4) we introduce a well-chosen differential operator \( D \) helping us to treat the hypergeometric term \( (-1)^i \binom{r'}{i} \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)} \). More explicitly, we will prove that:

\[ \sum_{r' = 0}^{r} \binom{r}{r'} (-y_p)^{r-r'} \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)} z^{r'} = \frac{z^i}{i!} D^i (z-y)_p \]

5) After that, it will be easy to prove the congruences we are looking for.

5.3.1. Computation of the Fourier coefficients. — The first step of the proof is to compute the Fourier expansion we will later majorate. Denote:

\[ \sum_{r' = 0}^{r} \binom{r}{r'} (-y_p)^{r-r'} \Phi_{r'}((y)_\nu) = \sum_{i=0}^{r} \sum_{n=0}^{\infty} A(i, n) q^n \]

using orthogonality of the characters, we can write:

\[ \Phi_{r'}((y)_\nu) = \frac{1}{\varphi(p^\nu)} \sum_{\chi \mod p^\nu} \bar{\chi}(y) \Phi_{r'}(\chi) \]
Moreover, the Fourier expansions of $g(\chi)$ and $E_{r', k-l}(\psi \bar{\omega} \bar{\chi}^2)$ are known and are:

$$g(\chi) = \sum_{n=1}^{\infty} \chi(n) b_n q^n$$

and

$$E_{r', k-l}^b(\psi \bar{\omega} \bar{\chi}^2) = \varepsilon_{r', k-l}^b(\psi \bar{\omega} \bar{\chi}^2) + \left(1 - b^{k-l-2r'} \psi \bar{\omega} \bar{\chi}^2(b)\right) (4\pi y)^{-r'}$$

$$\times \sum_{n=1}^{\infty} \left( \sum_{0<d|n} \psi \bar{\omega} \bar{\chi}^2(d) d^{k-l-2r'-1} \right) W(4\pi ny, k - l - r', -r') q^n$$

In this case, we previously explicited the Witthaker polynomial which is:

$$W(y, k - l - r', -r') = \sum_{i=0}^{r'} (-1)^i \binom{r'}{i} \frac{\Gamma(k - l - r')}{\Gamma(k - l - r' - i)} y^{r'-i}$$

So we can write the Fourier expansion of $E_{r', k-l}^b(\psi \bar{\omega} \bar{\chi}^2)$ under the form:

$$\varepsilon_{r', k-l}^b(\psi \bar{\omega} \bar{\chi}^2) + \left(1 - b^{k-l-2r'} \psi \bar{\omega} \bar{\chi}^2(b)\right) \sum_{i=0}^{r'} (4\pi y)^{-i} (-1)^i \binom{r'}{i}$$

$$\times \frac{\Gamma(k - l - r' - i)}{\Gamma(k - l - r')} \sum_{n=1}^{\infty} n^{r'-i} \left( \sum_{0<d|n} \psi \bar{\omega} \bar{\chi}^2(d) d^{k-l-2r'-1} \right) q^n$$

so that the Fourier expansion of the product $g(\chi) E_{r', k-l}^b(\psi \bar{\omega} \bar{\chi}^2)$ is

$$\sum_{i=0}^{r'} (4\pi y)^{-i} (-1)^i \binom{r'}{i} \frac{\Gamma(k - l - r')}{\Gamma(k - l - r' - i)} \left(1 - b^{k-l-2r'} \psi \bar{\omega} \bar{\chi}^2(b)\right)$$

$$\times \left( \sum_{n_1 + n_2 = n \atop n_2 > 0} \chi(n_1) b_{n_1} n_2^{r'-i} \left( \sum_{0<d|n_2} \psi \bar{\omega} \bar{\chi}^2(d) d^{k-l-2r'-1} \right) + \chi(n) b_n \varepsilon_{r', k-l}^b(\psi \bar{\omega} \bar{\chi}^2) \right)$$
To end the computation of Fourier coefficients, it is sufficient to remind that $U$ acts on nearly holomorphic modular forms by

$$
\left( \sum_{i=0}^{r} \omega^{-i} \sum_{n=0}^{\infty} a_i(n)q^n \right)|U = \sum_{i=0}^{r} \omega^{-i} \sum_{n=0}^{\infty} a_i(np)q^n
$$

We are now able to compute the coefficients we previously denoted by $A(i, n)$.

$$
A(i, n) = p^{2vi} \sum_{r' = 0}^{r} \left( \frac{r'}{r'} \right) (-y_p)^{r-r'} (-1)^i \left( \frac{r'}{i} \right) \frac{\Gamma(k - l - r')}{\Gamma(k - l - r' - i)} (-1)^r' \sum_{n_1 + n_2 = np^{2nu}} b_{n_1} n_2^{r'-i}
\times \frac{1}{\varphi(p^\nu)} \sum_{\chi \mod p^\nu} \chi(n_1) \bar{\chi}(y) \left( 1 - b^{k-l-2r'} \psi \bar{\omega} \chi^2(b) \right) \sum_{0 < d | n_2} \psi \bar{\chi}^2(d) d^{k-l-2r'-1}
$$

The non-zero terms in $A(i, n)$ will necessarily be those with $n_1$ prime to $p$ (in the contrary case, $\chi(n_1) = 0$). Then the relations $n_1 + n_2 = np^{2nu}$ and $d | n_2$ show that $n_2$ and $d$ are also prime to $p$. Then $n_1, n_2$ and $d$ are p-adic units. As a consequence, we can write $A(i, n)$ as a linear combination with units coefficients of terms of the following form:

$$
B(i, n, n_1, d) = p^{2vi} \sum_{r' = 0}^{r} \left( \frac{r'}{r'} \right) (-y_p)^{r-r'} \left( \frac{r'}{i} \right) (-1)^i \frac{\Gamma(k - l - r')}{\Gamma(k - l - r' - i)} (-1)^{r'} n_2^{r'} b_{n_1}
\times \frac{1}{\varphi(p^\nu)} \sum_{\chi \mod p^\nu} \chi(n_1) \bar{\chi}(y) \chi^2(d) d^{-2r'} \left( 1 - b^{k-l-2r'} \psi \bar{\omega} \chi^2(b) \right)
$$

$$
= p^{2vi} \sum_{r' = 0}^{r} \left( \frac{r'}{r'} \right) (-y_p)^{r-r'} \left( \frac{r'}{i} \right) (-1)^i \frac{\Gamma(k - l - r')}{\Gamma(k - l - r' - i)} (-1)^{r'} n_2^{r'} b_{n_1}
\times \frac{1}{\varphi(p^\nu)} \sum_{\chi \mod p^\nu} \chi(-n_2) \bar{\chi}(y) \chi^2(d) d^{-2r'} \left( 1 - b^{k-l-2r'} \psi \bar{\omega} \chi^2(b) \right)
$$

5.3.2. Use of a p-adic integral. — In this section, we wish to use Iwasawa's isomorphism in the goal of considering integrals over $\mathbb{Z}_p^\times$.

Considering the term $1 - b^{k-l-2r'} \psi \bar{\omega} \chi^2(b)$ with $b, \psi$ and $\omega$ fixed, we can see it as a $\mathbb{C}_p$-analytic bounded function of the variable $x = \chi x_p^r$. Iwasawa's isomorphism then says that it is the Mellin transform of a measure $\mu$, evaluated at the point $x$. This measure then verifies:

$$
1 - b^{k-l-2r'} \psi \bar{\omega} \chi^2(b) = \int_{\mathbb{Z}_p^\times} \chi x_p^r d\mu
$$

An important fact in what follows is that this measure only depends on $b$, $\psi$ and $\omega$ previously fixed, and so is independant of $r'$. Hence, the following equality holds:

$$
B(i, n, n_1, d) = b_{n_1} p^{2vi} \sum_{r' = 0}^{r} \left( \frac{r'}{r'} \right) (-y_p)^{r-r'} (-1)^i \left( \frac{r'}{i} \right) \frac{\Gamma(k - l - r')}{\Gamma(k - l - r' - i)} \times \frac{1}{\varphi(p^\nu)} \sum_{\chi} \chi \left( \frac{-n_2}{yd^2} \right) \left( \frac{-n_2}{d^2} \right)^{r'} \int_{\mathbb{Z}_p^\times} \chi x_p^r d\mu
$$
5.3.3. Use of a differential operator. — Now, working with $n, n_1$ and $d$ fixed, we wish to introduce a differential operator which could help us to understand the origin of the hypergeometric factor $(-1)^i \binom{r'}{i} \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)}$.

First, let’s write

$$\binom{r'}{i} = \frac{r' \times (r' - 1) \ldots (r' - i + 1)}{i!}$$

$$(-1)^i \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)} = (-1)^i (k-l-r'-1) \times \ldots \times (k-l-r'-i)$$

$$= (i + r' + l-k) \times \ldots \times (1 + r' + l-k)$$

Making the change of variable $z = \frac{-z^{p_n}}{d^2}$, we define the differential operator $D$ by

$$D = z^{k-l-i} \frac{d}{dz} \frac{1}{z^{k-l-i-1}} \frac{d}{dz}$$

It is then easy to check that

$$Dz^{r'} = r'(i + r' + l-k)z^{r'-1}$$

and by induction that

$$D^i z^{r'} = r' \ldots (r' - i + 1)(i + r' + l-k) \ldots (1 + r' + l-k)z^{r'-i}$$

Consequently, the following equality holds:

$$\sum_{r'=0}^{r} \binom{r}{r'} (-y_p)^{r-r'} (-1)^i \binom{r'}{i} \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)} z^{r'} = \frac{z^i}{i!} D^i ((z-y)^i_p)$$

5.3.4. Proof of the congruences. — Now, we have all the tools we need to prove the inequality (11). Remind that by what we already said, it is sufficient to prove that the inequality holds for $B(i, n, n_1, d)$.

But, using the tools we just introduced, we have:

$$B(i, n, n_1, d) = b_{n_1} p^{2n_i} \sum_{r'=0}^{r} \binom{r}{r'} (-y_p)^{r-r'} (-1)^i \binom{r'}{i} \frac{\Gamma(k-l-r')}{\Gamma(k-l-r'-i)} \int_{x \equiv d^2y_{i_2}^{-1}} z^{r'} d\mu(x)$$

$$= \frac{b_{n_1} p^{2n_i}}{i!} \int_{x \equiv d^2y_{i_2}^{-1} \mod p^i} D^i ((z-y)^i_p) z^i d\mu(x)$$

$$= \frac{b_{n_1} p^{2n_i}}{i!} \int_{z_p} \delta_y(z) D^i ((z-y)^i_p) z^i d\mu(x)$$
where $\delta_y$ denotes the characteristic function of the open set $y + (p^\nu)$.

Notice that when $z \equiv y \mod p^\nu$, then $(z - y)^r \equiv 0 \mod p^{\nu r}$ so that $D^i ((z - y)^r) \equiv 0 \mod p^{\nu(r - 2i)}$. Thereby the following inequality holds:

$$|B(i, n, n_1, d)|_p \leq |b_{n_1}|_p |p|^{-2\nu i} \frac{1}{|\ell|_p} |D^i ((z - y)^r) y^r|_p$$

$$\leq |g|_p \frac{1}{|r|!_p} p^{\nu(2i - 2i - r)}$$

$$\leq C p^{-\nu r}$$

This achieves the proof of the divisibility condition in the case where $\xi$ is the trivial character.

Before the proof, we noticed that it would not be really harder with any character $\xi$ modulo $N$. Indeed, in the upper proof, it suffices to replace $\chi$ by $\chi \times \xi$, the only change being in the use of Iwasawa’s isomorphism: we still consider a function of the variable $\chi x^r_p$, which now depends also on $\xi$. This is not embarrassing for the following since we work with $\xi$ fixed.

### 6. Computation of the integrals

In this section, we try to compute explicitly the integrals obtained with the admissible measure defined in the previous section (in what follows, $\Phi^\alpha$ is the distribution constructed previously, not just the case $\xi = 1$), and to link them with Rankin product. For that, the reasoning is analogous to the one of Panchishkin in [Pan03b], where he treats the case when $g$ is an Eisenstein series convolution. The result is the one given by theorem B.

We want to compute the integrals

$$\int_Y \chi(y) y^r_p l_{f, \alpha}(d\Phi^\alpha)$$

where $\chi$ is a Dirichlet character modulo $p^\nu$ and $0 \leq r \leq k - l - 1$.

Notice that the application of the linear form $l_{f, \alpha}$ to the measure $\Phi^\alpha$ is only in the goal of having numerical distributions, $\Phi^\alpha$ being a modular distribution.

$$\int_Y \chi(y) y^r_p l_{f, \alpha}(d\Phi^\alpha) = l_{f, \alpha} \left( \sum_{a \in Y} \chi(a) \int_{(a)_\nu} y^r_p d\Phi^\alpha \right)$$

$$= l_{f, \alpha} \left( \sum_{a \in Y} \chi(a) \Phi_{\nu}^\alpha((a)_{\nu}) \right)$$

where $\Phi_{\nu}^\alpha((a)_{\nu}) = U^{-2\nu} [\pi_{\alpha, 1} U^{2\nu} \Phi_r((a)_{\nu})]$ denotes the $\alpha$-primary part of $\Phi_r$, so that

$$\Phi_{\nu}^\alpha((a)_{\nu}) = U^{-2\nu} \left[ \pi_{\alpha, 1} U^{2\nu} \left( (-1)^r \sum_{b' \in Y_{\nu}} \psi_{\nu}(b') g((b'^2 a)_{\nu}) E_{r, k-l}^b ((b')_{\nu}) \right) \right]$$

Hence,
\[
\int_Y \chi(y) \gamma_{p} l_{f,\alpha} (d\Phi^\alpha) = l_{f,\alpha} \left( \sum_{a \in Y_\nu} \chi(a) \Phi^\alpha_{\nu} ((a)_\nu) \right) \\
= l_{f,\alpha} \left( U^{-2\nu} \left[ \pi_{\alpha,1} U^{2\nu} \left( (-1)^r \sum_{a,b'} \chi(a) \psi \omega (b') g((b'^2 a)_\nu) E_{r,k-l}((b')_\nu) \right) \right] \right)
\]

Since \( \chi(a) \psi \omega (b') = \chi(ab'^2) \psi \omega \chi^2 (b') \), we have

\[
\int_Y \chi(y) \gamma_{p} l_{f,\alpha} (\Phi^\alpha) = l_{f,\alpha} \left( U^{2\nu} \left[ \pi_{\alpha,1} U^{-2\nu} \left( (-1)^r g(\chi) E_{r,k-l} (\psi \omega \chi^2) \right) \right] \right)
\]

To simplify notations, from now on we denote \( h = (-1)^r g(\chi) E_{r,k-l} (\psi \omega \chi^2) \).

From the definition of \( l_{f,\alpha} \)

\[
l_{f,\alpha} \left( U^{-2\nu} \left[ \pi_{\alpha,1} U^{2\nu} h \right] \right) = i_p \left( \frac{\langle f^0, \alpha^{-2\nu} U^{2\nu} (h) \rangle_{Np}}{\langle f^0, f_0 \rangle_{Np}} \right) \]

\[
= i_p \left( \alpha^{-2\nu} p^{2\nu(k-1)} \frac{\langle V^{2\nu}(f^0), h \rangle_{Np^{2\nu+1}}}{\langle f^0, f_0 \rangle_{Np}} \right)
\]

where \( V \) denotes the operator defined by \( V(f)(z) = f(pz) = p^{-k/2} f \mid_k \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \)

Last identity is obtained by watching the action of double cosets:

\[
\langle f^0, U^{2\nu} (h) \rangle_{Np} = \left\langle f^0, h \mid_k \begin{pmatrix} 1 & 0 \\ 0 & p^{2\nu} \end{pmatrix} \Gamma_0(Np) \right\rangle_{Np} \\
= \left\langle f^0, \mid_k \begin{pmatrix} 1 & 0 \\ 0 & p^{2\nu} \end{pmatrix} \Gamma_0(Np^{2\nu+1}) \right\rangle_{Np^{2\nu+1}}
\]

But it is well-known that

\[
\left[ \Gamma_0(Np) \left( \begin{pmatrix} p^{2\nu} & 0 \\ 0 & 1 \end{pmatrix} \Gamma_0(Np^{2\nu+1}) \right) \right] _{Np^{2\nu+1}}
\]

so that

\[
\langle f^0, \mid_k \begin{pmatrix} 1 & 0 \\ 0 & p^{2\nu} \end{pmatrix} \Gamma_0(Np^{2\nu+1}) \rangle_{Np^{2\nu+1}} = p^{2\nu(k-1)} f^0(p^{2\nu} z) = p^{2\nu(k/2-1)} f^0 \mid_k \begin{pmatrix} p^{2\nu} & 0 \\ 0 & 1 \end{pmatrix}
\]

Now, using the action of the principal involution of level \( Np^{2\nu+1} : \begin{pmatrix} 0 & -1 \\ Np^{2\nu+1} & 0 \end{pmatrix} \)

\[
\langle V^{2\nu}(f^0), h \rangle_{Np^{2\nu+1}} = \langle (V^{2\nu}(f^0)) \mid_k W_{Np^{2\nu+1}}, h \mid_k W_{Np^{2\nu+1}} \rangle_{Np^{2\nu+1}}
\]

From the definition of \( f^0 = f_0^p \mid_k W_{Np} \), we have

\[
\langle V^{2\nu}(f^0) \rangle \mid_k W_{Np^{2\nu+1}} = p^{-2\nu k/2} f^0 \mid_k \begin{pmatrix} p^{2\nu} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1 \\ Np^{2\nu+1} & 0 \end{pmatrix} \]

\[
= p^{-2\nu k/2} f_0^p \mid_k W_{Np^{2\nu+1}} W_{Np^{2\nu+1}}
\]

\[
= (-1)^k p^{-vk} f_0^p
\]
so that we transformed the inner product in
\[ \langle V^{2\nu}(f^0), h \rangle_{Np^{2
u+1}} = (-1)^k p^{-\nu k} \langle f_0^0, h | k W_{Np^{2
u+1}} \rangle_{Np^{2
u+1}} \]

Going back to the computation of the integral (2):
\[ (-1)^{k+r} \int_y \chi(y) y'_p y_{f,\alpha} (d\Phi^\alpha) = (-1)^{k+r} I_{f,\alpha} \left( U^{-2\nu} \left[ \sigma_{\alpha,1} U^{2\nu}(h) \right] \right) \]
\[ = i_p \left( \alpha^{-2\nu} p^{2\nu(k/2-1)} \langle f_0^0, g(\chi) | t W_{Np^{2
u+1}} \times E_{r,k-l}(\psi \bar{\chi}^2) | k-l W_{Np^{2
u+1}} \rangle_{Np^{2
u+1}} \right) \]

From now on, we denote \( \omega \chi^2 \) the Dirichlet character of \( g(\chi) \) by \( \xi \). It remains to express the numerator as a Rankin product. We already know that
\[ E_{r,k-l}(\psi \bar{\xi}) | W_{Np^{2\nu+1}} = \frac{(Np^{2\nu+1})^{k-l-2r/2} \Gamma(k-l-r)}{(-2i\pi)^{k-l-2r} (-4\pi y)^r} N_0^{-1} G(\psi \bar{\xi})_0 \]
\[ \times \sum_{0 < t \leq N} \mu(t)(\psi \bar{\xi})_0(t) t^{-1} J_{k-l,N} (t^{-1} N_1 z, -r, \bar{\psi \bar{\xi}})_0 \]

where \( (\psi \bar{\xi})_0 \) is the primitive Dirichlet character modulo \( N \) associated to \( \psi \bar{\xi} \) and \( N_1 = Np^{2\nu+1}/N_0 \) and \( G((\psi \bar{\xi})_0) \) is its Gauss sum and \( J_{k-l,N} \) is defined as in [Pan03]. Since
\[ E_{r,k-l}(\psi \bar{\xi}) = \sum_{a \in Y_r} \psi(a) \xi(a) E_{r,k-l}(a) - b^{k-l-2r} \sum_{a \in Y_r} \psi(a) \xi(a) E_{r,k-l}(b^{-1} a) \]
\[ = (1 - b^{k-l-2r} \psi(b) \xi(b)) E_{r,k-l}(\psi \bar{\xi}) \]
it is sufficient to treat the case of \( E_{r,k-l} \) to deduce those of \( E_{r,k-l}^b \).

In this purpose, we use a result of Shimura, under the form given in [Hid85]:

**Proposition 6.1.** — With previous notations, we have
\[ D_{Np^{2\nu+1}}(l+r, f_0^0, g(\chi) | W_{Np^{2\nu+1}}) = \sum_{0 < t \leq N} \mu(t) t^{-1} \left( \psi \bar{\xi}_0(t) \langle f_0^0, g(\chi) | W_{Np^{2\nu+1}} \times J_{k-l,N} (t^{-1} N_1 z, -r, \bar{\psi \bar{\xi}})_0 \rangle_{Np^{2\nu+1}} \right) \]

with \( C = \pi^{-k+2l+3r+1} 2^{2l+2r-1}(Np^{2\nu+1})^{k-l-2r-1} N_0^{-1} G((\psi \bar{\xi})_0) \frac{\Gamma(k-l-r)}{1(t+r)\Gamma(r+1)} \) where \( G((\psi \bar{\xi})_0) \) is the Gauss sum of \( (\psi \bar{\xi})_0 \).

Going back to the inner product appearing in the computation of the integral:
\[ \langle f_0^0, g(\chi) | t W_{Np^{2\nu+1}} E_{r,k-l}(\psi \bar{\xi}) | W_{Np^{2\nu+1}} \rangle = \]
\[ (1 - b^{k-l-2r} \psi(b) \xi(b)) \frac{(Np^{2\nu+1})^{k-l-2r} \Gamma(k-l-r)}{(-2i\pi)^{k-l-2r} (-4\pi)^r} N_0^{-1} G((\psi \bar{\xi})_0) \]
\[ \times \sum_{0 < t \leq N} \mu(t)(\psi \bar{\xi})_0(t) t^{-1} \langle f_0^0, g(\chi) | W_{Np^{2\nu+1}} \times J_{k-l,N} (t^{-1} N_1 z, -r, \bar{\psi \bar{\xi}})_0 \rangle_{Np^{2\nu+1}} \]

Using Shimura’s formula, this is equal to:
\[ (1 - b^{k-l-2r} \psi(b) \xi(b)) \frac{(Np^{2\nu+1})^{k-l-2r} \Gamma(k-l-r)}{(-2i\pi)^{k-l-2r} (-4\pi)^r} N_0^{-1} G((\psi \bar{\xi})_0) \frac{\Gamma(k-l-r)}{1(t+r)\Gamma(r+1)} \]
Thus the integral (2) is equal to:

\[ (-1)^{k+r} \int_Y \chi(y) y_p^r d\tilde{\Phi}^\alpha(y) = \alpha^{-2\nu} p^{2(\nu/2-1)} (1 - b^{k-l-2r} \psi_\xi(b)) \frac{D_N p^{2\nu+1} (l + r, f_0^\rho, g(\chi) \mid t \mid W_N p^{2\nu+1})}{\langle f_0^\rho, f_0 \rangle_N} \times \frac{(N p^{2\nu+1})^{-1/2}}{(-2i\pi)^{k-l-2r} (-4\pi)^r} \times \frac{\Gamma(k - l - r)}{N^0 G((\psi_\xi)_0)^{-1} p^{(1+2r+l-k)(2\nu+1)} \Gamma(l + r) \Gamma(r + 1)} \frac{\Gamma(l + r) \Gamma(r + 1)}{\Gamma(k - l - r)} \]

Grouping similar terms, we have

\[ (-1)^{k+r} l_{f,\alpha} \left( \int_Y \chi(y) y_p^r d\tilde{\Phi}^\alpha(y) \right) = \alpha^{-2\nu} (1 - b^{k-l-2r} \psi_\xi(b)) \frac{D_N p^{2\nu+1} (l + r, f_0^\rho, g(\chi) \mid t \mid W_N p^{2\nu+1})}{\langle f_0^\rho, f_0 \rangle_N} \times \pi^{-l-2r-1/2} N^{1-(k-l-2r)/2} p^{(2\nu+1)(1-(k-l-2r)/2)} (-1)^{r} i^{-k-l-1} \Gamma(l + r) \Gamma(r + 1) \]

In order to conclude the proof of the theorem, let us use the unicity property of admissible measures (Thm 2.6). This proves that the admissible measure we constructed is the only admissible measure taking those values in the critical strip \( \{ l, l + 1, \ldots, k - 1 \} \).

Acknowledgements: I thank Alexei Panshichkin for having suggested me this work. I also thank François Brunault for his careful reading and helpful comments.

References

[CP04] Michel Courtieu and Alexei Panchishkin, *Non-Archimedean L-functions and arithmetical Siegel modular forms*, 2nd ed., Lecture Notes in Mathematics, vol. 1471, Springer-Verlag, Berlin, 2004.

[Gor06] Bertrand Gossse, *Mesures p-adiques associées au carré symétrique*, Université Joseph Fourier, Grenoble, 2006.

[Hid93] Haruzo Hida, *Elementary theory of \( \ell \)-adic and Eisenstein series*, London Mathematical Society Student Texts, vol. 26, Cambridge University Press, Cambridge, 1993.

[Hid85] ————, *A \( \ell \)-adic measure attached to the zeta functions associated with two elliptic modular forms. I*, Invent. Math. 79 (1985), no. 1, 159–195.

[Kob77] Neal Koblitz, *\( \ell \)-adic numbers, \( \ell \)-adic analysis, and zeta-functions*, Springer-Verlag, New York, 1977. Graduate Texts in Mathematics, Vol. 58.

[Iwa72] Kenkichi Iwasawa, *Lectures on \( \ell \)-adic \( L \)-functions*, Princeton University Press, Princeton, N.J., 1972. Annals of Mathematics Studies, No. 74.

[Lan76] Serge Lang, *Introduction to modular forms*, Springer-Verlag, Berlin, 1976. Grundlehren der mathematischen Wissenschaften, No. 222.

[Maz] Barry Mazur, *Analyse p-adique*. Rapport Bourbaki non publié.

[Miy89] Toshitsune Miyake, *Modular forms*, Springer-Verlag, Berlin, 1989. Translated from the Japanese by Yoshitaka Maeda.

[My02] Võ Phong My, *Convolutions \( \ell \)-adiques non bornées de formes modulaires de Hilbert*, C. R. Acad. Sci. Paris Sér. I Math. 315 (1992), no. 11, 1121–1124 (French, with English and French summaries).

[Pan03a] Alexei Panchishkin, *Sur une condition suffisante pour l’existence de mesures \( \ell \)-adiques admissibles*, J. Théor. Nombres Bordeaux 15 (2003), no. 3, 805–829 (French, with English and French summaries).

[Pan03b] A. A. Panchishkin, *Two variable \( \ell \)-adic \( L \) functions attached to eigenfamilies of positive slope*, Invent. Math. 154 (2003), no. 3, 551–615.
[Pan91] Alexey A. Panchishkin, *Non-Archimedean L-functions of Siegel and Hilbert modular forms*, Lecture Notes in Mathematics, vol. 1471, Springer-Verlag, Berlin, 1991.

[Pan87] A. A. Panchishkin, *A functional equation of the non-Archimedean Rankin convolution*, Duke Math. J. **54** (1987), no. 1, 77–89.

[Pan02] Alexei Panchishkin, *A new method of constructing p-adic L-functions associated with modular forms*, Mosc. Math. J. **2** (2002), no. 2, 313–328. Dedicated to Yuri I. Manin on the occasion of his 65th birthday.

[Ser73] Jean-Pierre Serre, *Formes modulaires et fonctions zêta p-adiques*, Modular functions of one variable, III (Proc. Internat. Summer School, Univ. Antwerp, 1972), Springer, Berlin, 1973, pp. 191–268. Lecture Notes in Math., Vol. 350 (French).

[Shi71] Goro Shimura, *Introduction to the arithmetic theory of automorphic functions*, Publications of the Mathematical Society of Japan, No. 11. Iwanami Shoten, Publishers, Tokyo, 1971. Kano Memorial Lectures, No. 1.

[Shi76] ———, *The special values of the zeta functions associated with cusp forms*, Comm. Pure Appl. Math. **29** (1976), no. 6, 783–804.

[Viš76] M. M. Višik, *Nonarchimedean measures associated with Dirichlet series*, Mat. Sb. (N.S.) **99(141)** (1976), no. 2, 248–260, 296 (Russian).