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Abstract
We study stochastic convex optimization with heavy-tailed data under the constraint of differential privacy (DP). Most prior work on this problem is restricted to the case where the loss function is Lipschitz. Instead, as introduced by Wang, Xiao, Devadas, and Xu (Wang et al., 2020), we study general convex loss functions with the assumption that the distribution of gradients has bounded k-th moments. We provide improved upper bounds on the excess population risk under concentrated DP for convex and strongly convex loss functions. Along the way, we derive new algorithms for private mean estimation of heavy-tailed distributions, under both pure and concentrated DP. Finally, we prove nearly-matching lower bounds for private stochastic convex optimization with strongly convex losses and mean estimation, showing new separations between pure and concentrated DP.

1. Introduction
Stochastic convex optimization (SCO) is a classic optimization problem in machine learning. The goal is, given a loss function $\ell$ and a dataset $x_1, \ldots, x_n$ drawn i.i.d. from some unknown distribution $\mathcal{D}$, to output a parameter vector $w$ which minimizes the population risk $L_{\mathcal{D}}(w) = \mathbb{E}_{x \sim \mathcal{D}}[\ell(w; x)]$. The quality of a solution $\hat{w}$ is measured in terms of the excess risk over the minimizer in the parameter set $\mathcal{W}$, $L_{\mathcal{D}}(\hat{w}) - \min_{w \in \mathcal{W}} L_{\mathcal{D}}(w)$. We study SCO under the constraint of differential privacy (Dwork et al., 2006) (DP), a rigorous notion of privacy which guarantees that an algorithm’s output distribution is insensitive to modification of a small number of datapoints.

The field of DP optimization has seen a significant amount of work. Early results focused on differentially private empirical risk minimization (ERM), a non-statistical problem in which the goal is to privately output a parameter vector $w$ which minimizes the loss function $\ell$ over a fixed dataset $x_1, \ldots, x_n$: that is we would like to optimize $\min_w \frac{1}{n} \sum_{i=1}^n \ell(w, x_i)$. See, for example, Chaudhuri & Monteleoni (2008); Chaudhuri et al. (2011); Rubinstein et al. (2012); Kifer et al. (2012); Thakurta & Smith (2013); Song et al. (2013); Jain & Thakurta (2014); Bassily et al. (2014); Talwar et al. (2015); Kasiviswanathan & Jin (2016); Wu et al. (2017); Wang et al. (2017); Iyengar et al. (2019); Wang et al. (2019); Zhang et al. (2021); Wang et al. (2021). The first result to address the statistical problem of DP SCO was Bassily et al. (2014), using generalization properties of differential privacy and regularized ERM. However, the excess risk bounds were suboptimal. Bassily et al. (2019) addressed this and closed the gap by providing tight upper bounds on DP SCO. Following this result there has been renewed interest in DP SCO, with works reducing the gradient complexity and running time (Feldman et al., 2020; Kulkarni et al., 2021), and deriving results for different geometries (Asi et al., 2021; Bassily et al., 2021).

Despite the wealth of work in this area, a significant restriction in almost all results is that the loss function is assumed to be Lipschitz. This assumption bounds the magnitude of each datapoint’s gradient, a very convenient property for restricting the sensitivity in the design of differentially private algorithms. While convenient, it is often an unrealistic assumption which does not hold in practice, and DP optimizers resort to heuristic clipping of gradients to enforce a bound on their magnitude (Abadi et al., 2016). One can remove the strong Lipschitz assumption by instead assuming that the distribution of gradients is somehow well-behaved. In this vein, Wang et al. (2020) and Hu et al. (2022) introduce and study the problem of DP SCO with heavy-tailed data. Their work removes the requirement that the loss function is Lipschitz, and instead assumes that the distribution of gradients is well-behaved. However, the excess risk bounds were suboptimal. Bassily et al. (2019) addressed this and closed the gap by providing tight upper bounds on DP SCO. Following this result there has been renewed interest in DP SCO, with works reducing the gradient complexity and running time (Feldman et al., 2020; Kulkarni et al., 2021), and deriving results for different geometries (Asi et al., 2021; Bassily et al., 2021).

1Note that the phrase heavy-tailed data is a slight misnomer – they actually consider a setting with heavy-tailed gradients. Though the two are naturally related, they are not equivalent. Despite this unfortunate mismatch, we use the same nomenclature as Wang et al. (2020) to signify that we consider the same setting as they do.
We answer this question affirmatively, giving algorithms k with better rates for DP SCO with heavy-tailed gradients. (Informal, see Theorems 5.2, 5.4, and 5.6)

Theorem 1.1
Suppose we have a convex and smooth loss function \( \ell : W \times \mathbb{R}^d \rightarrow \mathbb{R} \) and there exists a distribution \( \mathcal{D} \) over \( \mathbb{R}^d \) such that for any parameter vector \( w \in W \), when \( x \sim \mathcal{D} \), the k-th moment of \( \nabla \ell(w, x) \) is bounded. Then there exists a computationally efficient \( \varepsilon \)-concentrated differentially private algorithm which, given \( x_1, \ldots, x_n \sim \mathcal{D} \), outputs a parameter vector \( w^{priv} \) satisfying the following:

\[
\mathbb{E}[L_D(w^{priv}) - L_D(w^*)] \leq O\left( \frac{d}{\sqrt{n}} + d^2 \frac{\varepsilon n}{\varepsilon \delta^{3/2}} \right),
\]

where \( w^* = \arg \min_w L_D(w) \). Furthermore, if \( \ell \) is strongly convex, a similar algorithm guarantees the following:

\[
\mathbb{E}[L_D(w^{priv}) - L_D(w^*)] \leq \tilde{O}\left( \frac{d}{\sqrt{n}} + d \cdot \left( \frac{\sqrt{d}}{\varepsilon n} \right)^{2(k-1)/k} \right),
\]

In the first bound, \( q \) plays the role of balancing the non-private and private cost for the second term. For example, consider the extreme case when \( \varepsilon = 3 \) (non-private), \( q = 2 \) minimizes the non-private cost in that term.

This theorem is stated under the constraint of \( \varepsilon^2 \)-concentrated differential privacy, which also implies the more common notion of \( (\varepsilon \sqrt{\log(1/\delta)}, \delta) \)-differential privacy for any \( \delta > 0 \) (see Lemma 2.3).\(^2\) Thus, ignoring factors which are logarithmic in \( 1/\delta \), the same rates in Theorem 1.1 also hold under the weaker notion of \( (\varepsilon, \delta) \)-differential privacy.

Prior work on DP SCO with heavy-tailed data is due to Wang et al. (2020). Their main results are algorithms for a case with bounded second moments \( (k = 2) \), guaranteeing excess risk bounds of \( \tilde{O}\left( \frac{d^3}{\pi^2 n} \right)^{1/3} \) and \( \tilde{O}\left( \frac{d^3}{\pi^2 n} \right) \) for the convex and strongly convex cases, respectively, which our results significantly improve on.\(^3\) Furthermore, our results are applicable to distributions with bounded moment conditions of all orders \( k \), while Wang et al. (2020) only applies to distributions with bounded second moments \( (k = 2) \). Finally, while it may appear that one advantage of our upper bounds is that they hold under the stronger notion of concentrated DP, the results of Wang et al. (2020) could easily be analyzed under concentrated DP as well.

We also provide lower bounds to complement our upper bounds.

Theorem 1.2
Let \( \ell : W \times \mathbb{R}^d \rightarrow \mathbb{R} \) be a convex and smooth loss function and \( \mathcal{D} \) be a distribution over \( \mathbb{R}^d \), such that for any parameter vector \( w \in W \), when \( x \sim \mathcal{D} \), the k-th moment of \( \nabla \ell(w, x) \) is bounded. Suppose there exists an \( \varepsilon^2 \)-concentrated differentially private algorithm which is given \( x_1, \ldots, x_n \sim \mathcal{D} \) and outputs a parameter vector \( w^{priv} \). Then there exists a choice of convex and smooth loss function \( \ell \) and distribution \( \mathcal{D} \) such that

\[
\mathbb{E}[L_D(w^{priv}) - L_D(w^*)] \geq \Omega\left( \frac{d}{\sqrt{n}} + \sqrt{d} \cdot \left( \frac{\sqrt{d}}{\varepsilon n} \right)^{2(k-1)/k} \right),
\]

where \( w^* = \arg \min_w L_D(w) \). Furthermore, there exists a choice of strongly convex and smooth loss function \( \ell \) and distribution \( \mathcal{D} \) such that

\[
\mathbb{E}[L_D(w^{priv}) - L_D(w^*)] \geq \Omega\left( \frac{d}{\sqrt{n}} + d \cdot \left( \frac{\sqrt{d}}{\varepsilon n} \right)^{2(k-1)/k} \right).
\]

Observe that our upper and lower bounds nearly match for the strongly convex case. For the convex case and \( k = 2 \), the individual terms in our upper bound match the corresponding terms in our lower bound when \( q \) is chosen to be \( 0.5 \) and \( 2 \).

Those familiar with the literature on DP SCO under a Lipschitz condition may be puzzled by the apparent discrepancy on the dimension-dependence in our results. Specifically, results of Bassily et al. (2019) (which assume that the \( \ell_2 \) norm of gradients are bound by a constant) give an optimal rate of \( \Theta(1/\sqrt{n} + \sqrt{d}/\varepsilon n) \). In contrast, if one focuses on our convex lower bound in Theorem 1.2 with \( k = \infty \), we show the rate can be no better than \( \Omega(\sqrt{d}/n + d/\varepsilon n) \), which is worse et al. (2020). After communicating with authors of Wang et al. (2020) and Holland (2019) (which Wang et al. (2020) depends on), we confirmed an issue in the analysis of Wang et al. (2020) which they leave open the question of whether the rates of their algorithms can be improved.

\(^2\)While it may seem unusual to write \( \varepsilon^2 \)-concentrated DP, this allows for direct comparison with \( (\varepsilon, 0) \)-DP and \( (\varepsilon, \delta) \)-DP results, two privacy notions it is intermediate to.

\(^3\)The quoted bounds are weaker than those alleged in Wang et al. (2020).
by a factor of $\sqrt{d}$. This discrepancy can be explained by the fact that our moment condition (Definition 2.11) bounds each coordinate of the $\ell_2$-norm of the gradient by a constant, leading to an overall bound on the $\ell_2$-norm of the gradient by $O(\sqrt{d})$, larger than the $O(1)$ bound in the Lipschitz case by precisely this $\sqrt{d}$ factor. Thus a scaling argument is required to provide the most direct comparison. As comparison between the two settings is nuanced for $k < \infty$ and not the focus of our investigation (since, in particular, our algorithms apply in settings where Lipschitz bounds required by other works may not hold), we omit further discussion.

As one of our key tools, we introduce new algorithms and lower bounds for differentially private mean estimation for distributions with heavy tails.

**Theorem 1.3** (Informal Corollary 4.2 and Theorem 6.3). Let $D$ be a distribution over $\mathbb{R}^d$ with $\mathbb{E}[D] = \mu$ and bounded $k$-th moment. There exists a computationally efficient $\epsilon^2$-concentrated differentially private algorithm which, given $x_1, \ldots, x_n \sim D$, outputs $\hat{\mu}$ which, with probability at least 0.9, satisfies:

$$\|\hat{\mu} - \mu\|_2 \leq \tilde{O}
\left(\frac{\sqrt{d}}{n} + \sqrt{d} \cdot \left(\frac{\sqrt{d}}{\epsilon n}\right)^{\frac{k-1}{2}}\right).$$

Furthermore, if the algorithm is required to satisfy $\epsilon$-differential privacy instead of $\epsilon^2$-concentrated differential privacy, the guarantee instead becomes

$$\|\hat{\mu} - \mu\|_2 \leq \tilde{O}
\left(\frac{\sqrt{d}}{n} + \sqrt{d} \cdot \left(\frac{d}{\epsilon n}\right)^{\frac{k-1}{2}}\right).$$

Finally, considering instead the expected $\ell_2$ error $\mathbb{E}[\|\hat{\mu} - \mu\|_2]$, these rates can not be improved by more than polylogarithmic factors.

Some prior works have considered private heavy-tailed mean estimation (Barber & Duchi, 2014; Kamath et al., 2020), achieving different rates than what we report here. The distinction arises in the definition of bounded moments: letting $D$ be the distribution of interest, $\mathbb{E}[D] = \mu$, and $X \sim D$, Barber & Duchi (2014) considers distributions $D$ where $\mathbb{E}[\|X - \mu\|_2^k]$ is bounded, while Kamath et al. (2020) considers distributions $D$ where, for all unit vectors $v$, $\mathbb{E}[(X - \mu, v)^k]$ is bounded. In contrast, we consider distributions $D$ where $\mathbb{E}[(X - \mu, v)^k]$ is bounded for all standard basis vectors $v$, to match the definition employed in Wang et al. (2020). We observe an interesting separation which arises under this definition. For worst-case distributions over the hypercube, it is known that the sample complexity of private mean estimation is separated by a $\sqrt{d}$ factor under pure and approximate differential privacy (Bun et al., 2014; Steinke & Ullman, 2015; Dwork et al., 2015). On the other hand, under the strong direction-wise moment bound of Kamath et al. (2020), the best known algorithms and lower bounds indicate that no such separation exists between these two notions. However, under our weaker moment bound, our results show that this same $\sqrt{d}$ separation between the sample complexity of pure and approximate differential privacy arises once again.\footnote{We actually show a stronger separation, between pure and concentrated differential privacy.} Pinpointing the precise conditions under which such a separation exists remains an interesting direction for future investigation.

Furthermore, our results are the first to derive matching upper and lower bounds for heavy-tailed mean estimation under a privacy notion other than pure DP.\footnote{While the combined results of Kamath et al. (2020) and Barber & Duchi (2014) prove quantitatively matching upper and lower bounds for a related heavy-tailed setting, they are for qualitatively different notions of privacy. Specifically, the upper bound is under the easier constraint of concentrated DP, while the lower bound is under the harder constraint of pure DP, resulting in a qualitative gap. In contrast, we prove matching upper and lower bounds for pure DP, and separate matching upper and lower bounds for concentrated DP, the latter of which is often qualitatively harder.} To prove our lower bounds we introduce a concentrated DP version of Fano’s inequality, building upon the pure DP version from Acharya et al. (2021). Considering the wide applicability of pure DP Fano’s inequality, we believe our CDP version can also be applied to establish tight lower bounds for other statistical problems. The proof appears in Section B.10.

**Theorem 1.4** ($\rho$-CDP Fano’s inequality). Let $\mathcal{V} = \{p_1, \ldots, p_M\} \subseteq \mathcal{P}$ be a set of probability distributions, $\theta : \mathcal{P} \rightarrow \mathbb{R}^d$ be a parameter of interest, and $f: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ be a loss function. Suppose for all $i \neq j$, it satisfies (a) $\ell(\theta(p_i), \theta(p_j)) \geq r$, (b) $d_{TV}(p_i, p_j) \leq \alpha$, (c) $d_{KL}(p_i, p_j) \leq \beta$. Then for any $\rho$-CDP estimator $\hat{\theta}$,

$$\frac{1}{M} \sum_{i \in [M]} \mathbb{E}_{X \sim p_i^\rho} \left[\ell(\hat{\theta}(X), \theta(p_i))\right] \geq \frac{r}{2} \max \left\{1 - \frac{\beta + \log 2}{\log M}, 1 - \frac{\rho(n^2 \alpha^2 + n \alpha (1 - \alpha)) + \log 2}{\log M}\right\}.$$
the estimator is known to have low bias. This is where the
intersection of privacy and heavy-tailed data gives rise to
a new technical challenge: no unbiased mean estimation
algorithm for this setting is known to exist. To deal with
these issues, we explicitly derive bounds on the bias and
variance of the estimator. We must additionally switch the
order of various steps in their algorithm, to achieve sharper
bounds on the variance while keeping the bias unchanged.
Even with these changes in place, the bound would still
be lossy – as a final modification, we find that a different
bias-variance tradeoff is required in each iteration to achieve
the best possible error. Namely, if we tolerate additional
variance to reduce the bias of each step, this results in an
improved final accuracy.

2. Preliminaries

2.1. Privacy Preliminaries

In our work we consider a few different variants of differen-
tial privacy. The first is the standard notion.

**Definition 2.1 (Differential Privacy (DP) (Dwork et al.,
2006)).** A randomized algorithm \( M : \mathcal{X}^n \to \mathcal{Y} \) satisfies \((\varepsilon, \delta)\)-differential privacy if for every pair of neighbouring datasets \( X, X' \in \mathcal{X}^n \) (i.e., datasets that differ in exactly one entry), \( \forall Y \subseteq \mathcal{Y}, \mathbb{P}[M(X) \in Y] \leq e^{\varepsilon} \cdot \mathbb{P}[M(X') \in Y] + \delta. \)
When \( \delta = 0 \), we say that \( M \) satisfies \( \varepsilon \)-differential privacy or pure differential privacy.

The second is **concentrated differential privacy** (Dwork &
Rothblum, 2016), and its refinement **zero-concentrated dif-
terential privacy** (Bun & Steinke, 2016). Since in this work
we exclusively concern ourselves with the latter, in a slight
overloading of nomenclature, we refer to it more concisely
as concentrated differential privacy.

**Definition 2.2 (Concentrated Differential Privacy (CDP)
(Bun & Steinke, 2016)).** A randomized algorithm \( M : \mathcal{X}^n \to \mathcal{Y} \) satisfies \( \rho \)-CDP if for ev-
ery pair of neighboring datasets \( X, X' \in \mathcal{X}^n \), \( \forall \alpha \in (1, \infty), D_\alpha(M(X)||M(X')) \leq \rho \alpha \), where
\( D_\alpha(M(X)||M(X')) \) is the \( \alpha \)-Rényi divergence\(^6\) between \( M(X) \) and \( M(X') \).

Roughly speaking, CDP lives between pure \((\varepsilon, 0)\)-DP and
approximate \((\varepsilon, \delta)\)-DP, formalized in the following lemma.

**Lemma 2.3 (Bun & Steinke (2016)).** For every \( \varepsilon > 0 \), if \( M \) is \( \varepsilon \)-DP, then \( M \) is \((\varepsilon^2 / 2, \varepsilon \sqrt{2 \log(1/\delta)})\)-DP. If \( M \) is \((\varepsilon^2 / 2, \varepsilon \sqrt{2 \log(1/\delta)})\)-CDP, then \( M \) is \((\varepsilon^2 / 2 + \varepsilon \sqrt{2 \log(1/\delta)}, \delta)\)-DP for every \( \delta > 0 \).

Differential privacy enjoys adaptive composition.

---

\(^6\)Let \( P \) and \( Q \) be two probability distributions defined over
some probability space, the \( \alpha \)-Rényi divergence of order \( \alpha > 1 \) is
defined as \( D_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \mathbb{E}_{x \sim P} \left( \left( \frac{P(x)}{Q(x)} \right)^\alpha \right) \).
Definition 2.11. Let \( \mathcal{D} \) be a distribution over \( \mathbb{R}^d \) with mean \( \mu \). We say that for \( k \geq 2 \), the \( k \)-th moment of \( \mathcal{D} \) is bounded by \( \gamma \), if for every \( j \in [d] \), \( \mathbb{E}[\|X - \mu, e_j\|^k] \leq \gamma \), where \( e_j \) is the \( j \)-th standard basis vector.

Let \( B_R(\hat{c}) \subset \mathbb{R}^d \) be the ball of radius \( R > 0 \) centered at \( \hat{c} \in \mathbb{R}^d \). All our theorems rely on the following set of assumptions.

Assumption 2.12. We assume the following:
1. The loss function \( \ell(w, x) \) is non-negative, differentiable and convex for all \( w \in \mathcal{W} \) and \( x \in \mathcal{X} \).
2. For any \( x \in \mathcal{X} \), \( \ell(w, x) \) is \( L \)-smooth on \( \mathcal{W} \).
3. The constraint set \( \mathcal{W} \) is bounded with diameter \( M \).
4. The gradient of the loss function at the optimum is zero.
5. For any \( w \in \mathcal{W} \), the distribution of the gradient of the loss function has bounded \( k \)-th moments for some \( k \geq 2 \): \( \nabla \ell(w, x) \sim \mathcal{P} \) satisfies Definition 2.11 with \( \gamma = 1 \).
6. For any \( w \in \mathcal{W} \), the distribution of the gradient has bounded mean: \( \mathbb{E}[\nabla \ell(w, x)] \in B_R(\bar{0}) \), where \( R = O(1) \).

The first four points in Assumption 2.12 are standard when studying convex learning problems. The fifth is a relaxation of the Lipschitz condition in non-heavy-tailed SCO problems, in which the gradient is assumed to be uniformly bounded by a constant. While the gradient in our setting is unbounded, it is realistic to assume that the expected gradient is inside a ball with some radius \( R \). In fact, packing lower bounds for private mean estimation necessitate such an assumption under most notions of DP (Karwa & Vadhan, 2018). As a direct corollary, \( \|\nabla L_D(w)\|_2 \leq R \), so \( L_D(w) \) is \( R \)-Lipschitz. We note that all these assumptions are explicitly or implicitly assumed in Wang et al. (2020).

3. A Framework for Stochastic Convex Optimization

In this section, we present a general framework for private SCO. Before diving into the details, we first provide some intuition on how we approach this problem, via the classic optimization model.

Let \( L_D(\cdot) \) be the expected loss function we are trying to minimize. Although the data \( x \sim \mathcal{X} \), the loss function \( \ell(\cdot) \), and its gradient \( \nabla \ell(\cdot) \) may be heavy-tailed, \( L_D(\cdot) \) is well-behaved: specifically, Assumption 2.12 implies that it is both convex and \( R \)-Lipschitz. Therefore, if \( L_D(\cdot) \) were known, the problem would reduce to a classical convex optimization problem, solvable by gradient descent (GD). Of course, \( L_D(\cdot) \) is not known to the optimizer, and we can not directly run gradient descent. Instead, we estimate \( \nabla L_D(\cdot) \) from the samples \( X \), incurring an additional loss based on the quality of the approximation.

Algorithm 1 SCO algorithmic framework

| Input: | \( X = \{x_i\}_{i=1}^n, x_i \in \mathbb{R}^d \), algorithm MeanOracle, parameters \( \eta, T \) |
|--------|--------------------------------------------------|
| Initialize | \( w^0 \in \mathcal{W} \) |
| for \( t = 1, 2, \ldots, T \) do |
| if \( \ell \) is convex then |
| Select \( S_t = X \) |
| else if \( \ell \) is strongly convex then |
| Select \( S_t = \{x_{i(t-1)n/T+1}, \ldots, x_{tn/T}\} \) |
| end if |
| \( \nabla L_D(w^{t-1}) = \text{MeanOracle}(\{\nabla \ell(w^{t-1}, x_i)\}_{i \in S_t}) \) |
| \( w^t = \text{Proj}_W(w^{t-1} - \eta_{t-1} \nabla L_D(w^{t-1})) \) |
| end for |
| Output: \( \{w^1, w^2, \ldots, w^T\} \) |

There are two approaches to choosing samples used for this estimate in each iteration. The first strategy is to choose the entire dataset \( X \). This breaks independence between the different iterations, so one must argue using uniform convergence to bound the estimation error for all \( w \in \mathcal{W} \) simultaneously. The second strategy is to choose disjoint samples for each iteration, which maintains independence between iterations at the cost of less data and thus more error for each iteration. We adopt the first strategy in our analysis for convex functions, and the second strategy for strongly convex functions.

Our GD-based framework, SCO, is presented in Algorithm 1. The true gradient \( \nabla L_D(w^{t-1}) \) is replaced by an estimate \( \nabla \tilde{L}_D(w^{t-1}) \) obtained by a mean estimation algorithm.

Observe that Algorithm 1 is differentially private if the mean estimator MeanOracle is differentially private, a consequence of composition and post-processing of differential privacy. In Theorems 3.1 and 3.2, we quantify the population risk of Algorithm 1 based on the accuracy of MeanOracle. Theorem 3.1 considers convex loss functions, while Theorem 3.2 achieves better rates when the loss function is strongly convex. Although the proof techniques resemble those in previous work, e.g., Agarwal et al. (2018), we include the analysis for completeness, with proofs in Appendix B.1 and Appendix B.2.

Theorem 3.1 (Convex). Suppose that MeanOracle guarantees that for any \( w \in \mathcal{W} \), \( \|\mathbb{E}[\nabla \tilde{L}_D(w)] - \nabla L_D(w)\|_2 \leq B \) and \( \mathbb{E}[\|\nabla \tilde{L}_D(w) - \nabla L_D(w)\|] \leq G^2 \). Under Assumption 2.12, for any \( \eta > 0 \) the output \( w^\text{priv} = \frac{1}{T} \sum_{t=1}^T w^t \) produced by SCO satisfies

\[
\mathbb{E}_{X \sim \mathcal{D}_n \cdot \mathcal{A}} \left[ L_D(w^\text{priv}) - L_D(w^*) \right] \leq \frac{M^2}{2\eta T} + \eta (R^2 + G^2) + MB,
\]

where \( w^* = \arg\min_w L_D(w) \).
1. For any \( \tau \), let \( T \). Theorem 4.1. (Strongly convex) Theorem 3.1 necessitates bounds on the bias and variance \( T \). Specifically, if \( \nabla \) our needs.

\[ \begin{align*}
\mathbb{E}_{x \sim D^n, A} \left[ L_D(w_{\text{priv}}) - L_D(w^*) \right] & \leq \left( 1 - \frac{\lambda L}{(\lambda + L)^2} \right)^T M \\
& + \frac{(\lambda + L) G}{\lambda L}.
\end{align*} \]

Specifically, if \( T = \log \frac{(\lambda + L)^2}{\lambda L} / \log \left( \frac{\lambda^2 + \lambda L}{(\lambda + L)^2} \right) \), the output \( w_{\text{priv}} \) satisfies

\[ \mathbb{E}_{x \sim D^n, A} \left[ L_D(w_{\text{priv}}) - L_D(w^*) \right] \leq \frac{(\lambda + L)^2 (M + 1)^2 G^2}{2 \lambda^2 L}, \]

where \( w^* = \arg \min_w L_D(w) \).

4. Mean Estimation Oracle

We employ an adaption of Kamath et al. (2020)'s CDPHIDME algorithm, which privately estimates the mean of a heavy-tailed distribution. In order to improve upon the bounds one would obtain via a black-box application, we provide a novel analysis for an adapted version of this algorithm, which differs from theirs in two crucial aspects.

First, their analysis only applies for a specific choice of the truncation parameter (\( \tau \) in Theorem 4.1), which is selected to be optimal for their one-round algorithm. However, note that our problem is different from theirs, since GD requires multiple steps instead of only one round. If we naively follow the same parameter setting as they do, we will get a loose bound on the excess risk. Therefore, we generalize their analysis to accommodate a range of values for \( \tau \) to fit our needs.

Second, while their analysis provides \( \ell_2 \)-error guarantees, Theorem 3.1 necessitates bounds on the bias and variance of the estimator. We thus modify steps in their algorithm to reduce the variance (while leaving the bias untouched).

Our new analysis can be summarized by Theorem 4.1, where we provide theoretical guarantees for our estimators in both the private and non-private settings. We defer our algorithm and the proof to Appendix B.3.

**Theorem 4.1.** Let \( D \) be a distribution over \( \mathbb{R}^d \) with mean \( \mu \in B_R(0) \) with \( R \leq 10 \) and \( k \)-th moment bounded by 1. For any \( \tau \geq 10 \) and a universal constant \( C \geq 14 \), there exists a polynomial-time (non-private) algorithm (Algorithm 3) that takes \( n \) samples from \( D \), and outputs \( \tilde{\mu} \in \mathbb{R}^d \), such that with probability at least \( 1 - \beta \),

\[ \| \tilde{\mu} - \mu \|_2 = O \left( \sqrt{\frac{d}{\varepsilon n}} \cdot \left( \frac{\log \left( \frac{d}{\varepsilon} \right)}{n} + \left( \frac{C}{\tau} \right)^{k-1} \right) \right). \]

A \( \rho \)-CDP adaption, CDPCWME(\( \rho \), \( \tau \)), takes \( n \) samples from \( D \), and outputs \( \tilde{\mu} = \tilde{\mu} + N \left( 0, \frac{1152 \tau^2 d \log^2 (\frac{2d}{\varepsilon})}{\rho n^2} \mathbb{I}_{d \times d} \right) \), where \( \tilde{\mu} \) is the non-private output of Algorithm 3, such that with probability at least \( 1 - \beta \),

\[ \| \tilde{\mu} - \mu \|_2 = O \left( \sqrt{d} \cdot \left( \frac{\log \left( \frac{d}{\varepsilon} \right)}{n} + \left( \frac{C}{\tau} \right)^{k-1} \right) \right) + \frac{1}{\sqrt{n}} \log \left( \frac{d}{\varepsilon} \right) \left( \sqrt{\frac{d}{\varepsilon n}} + \log \left( \frac{d}{\varepsilon n} \right) \right). \]

Finally, an \( (\varepsilon, 0) \)-DP adaption, DPCWME(\( \varepsilon \), \( \tau \)), takes \( n \) samples from \( D \), and outputs \( \tilde{\mu} \) with \( \tilde{\mu}_j = \tilde{\mu}_j + \text{Lap} \left( 0, \frac{48 \varepsilon d \log (\frac{2d}{\varepsilon})}{\varepsilon n^2} \right) \), where \( \tilde{\mu} \) is the non-private output of Algorithm 3, such that with probability at least \( 1 - \beta \),

\[ \| \tilde{\mu} - \mu \|_2 \leq O \left( \sqrt{d} \cdot \left( \frac{\log \left( \frac{d}{\varepsilon} \right)}{n} + \left( \frac{C}{\tau} \right)^{k-1} \right) + \frac{\tau d^2 \log (\frac{d}{\varepsilon})}{\varepsilon n} \right). \]

Setting \( \beta = \frac{1}{10}, \tau = \left( \frac{\varepsilon n}{\sqrt{d}} \right)^{\frac{1}{k}} \) for CDPCWME(\( \rho \), \( \tau \)), and \( \tau = \left( \frac{C}{\varepsilon n} \right)^{\frac{1}{k}} \) for DPCWME(\( \varepsilon \), \( \tau \)), gives the following corollary.

**Corollary 4.2.** Let \( D \) be a distribution over \( \mathbb{R}^d \) with mean \( \mu \in B_R(0) \) with \( R \leq 10 \) and \( k \)-th moment bounded by 1. There exists a polynomial-time \( \rho \)-CDP algorithm CDPCWME(\( \rho \), \( \left( \frac{\varepsilon n}{\sqrt{d}} \right)^{\frac{1}{k}} \)) that takes \( n \) samples from \( D \), and outputs \( \tilde{\mu} \in \mathbb{R}^d \), such that with probability at least 0.9,

\[ \| \tilde{\mu} - \mu \|_2 = O \left( \sqrt{\frac{d}{n}} + \sqrt{d} \cdot \left( \frac{\sqrt{d}}{\sqrt{\varepsilon n}} \right)^{k-1} \right). \]

Furthermore, there exists a polynomial-time \( \varepsilon \)-DP algorithm DPCWME(\( \varepsilon \), \( \left( \frac{C}{\varepsilon n} \right)^{\frac{1}{k}} \)) that takes \( n \) samples from \( D \), and outputs \( \tilde{\mu} \in \mathbb{R}^d \), such that with probability at least 0.9,

\[ \| \tilde{\mu} - \mu \|_2 = O \left( \sqrt{\frac{d}{n}} + \sqrt{d} \cdot \left( \frac{d}{\varepsilon n} \right)^{k-1} \right). \]
5. Algorithms for SCO with Heavy-Tailed Data

In this section we introduce our main algorithm for ρ-CDP SCO, Algorithm 2. We analyze utility for convex loss functions in Section 5.1, while the results for strongly convex loss functions are in Section 5.2.

Algorithm 2 CDP-SCO algorithm with heavy-tailed data
1: **Input:** $X = \{x_i\}_{i=1}^n, x_i \in \mathbb{R}^d$, parameters $\eta, \rho, T$
2: $\{w_i\}_{i=1}^T = \text{SCO}_F^T(\eta, T, \text{MeanOracle}(\rho/T))(X)$
3: **Output:** $w^{\text{priv}}$

Privacy is straightforward: since each of the $T$ steps of the algorithm is $\rho/T$-CDP, composition of CDP (Lemma 2.4) gives the following privacy guarantee.

**Lemma 5.1.** Algorithm 2 is $\rho$-CDP.

5.1. Convex Setting

In this section, we consider convex and smooth loss functions. We provide accuracy guarantees for Algorithm 2 in Section 5.1, while the results for strongly convex loss functions are in Appendix B.5.

**Theorem 5.2** (Convex). Suppose we have a stochastic convex optimization problem which satisfies Assumption 2.12. Assuming $R \leq 10$ and $L \leq 10$, for any $0.5 \leq q \leq 2$, Algorithm 2, instantiated with CDPCWME with parameters $T = \frac{R^2\rho n^2}{q\rho}$, $\eta = \frac{M}{RV^2}$, and $\tau = \left(\frac{\sqrt{\rho n}}{Md^2}\right)^\frac{1}{2}$, outputs $w^{\text{priv}} = \frac{1}{T} \sum_{t \in [T]} w^t$, such that

$$\mathbb{E}_{X \sim \mathcal{D}_n, A}[L_D(w^{\text{priv}}) - L_D(w^*)] \leq O\left(\frac{Md^{\frac{q-2}{2}}}{\sqrt{n}} + \frac{Md^{\frac{q}{2}}}{\rho^2\sqrt{n}}\right),$$

where $w^* = \arg\min_w L_D(w)$, and $M$ is the diameter of the constraint set $\mathcal{W}$. The running time is $O(ndT)^7$.

**Remark 5.5.** By varying $q$ from 0.5 to 2, Theorem 5.4 is able to achieve different balances between the non-private (first) and private (second) error terms. In practice, one should choose $q$ which minimizes their sum, which depends on the instance parameters. When $q = 0.5$, our bound is $O\left(\frac{Md^{\frac{q-2}{2}}}{\sqrt{n}} + \frac{Md^{\frac{q}{2}}}{\rho^2\sqrt{n}}\right)$, where the private term matches the $k = 2$ lower bound in Theorem 6.4. Additionally, when $q = 1$ and $\rho$ and $M$ are constants, our bound is $O\left(\frac{d}{\sqrt{n}}\right)$, strictly improving upon $O\left(\frac{d}{\sqrt{n}}\right)$ in Wang et al. (2020).

Combining Theorems 5.2 and 5.4 gives the convex part of Theorem 1.1.

5.2. Strongly Convex Setting

In this section, we consider strongly convex and smooth loss functions. The analysis is somewhat simpler than the convex case, due to number of iterations being only logarithmic. The proof of the following theorem is in Appendix B.6.
Theorem 5.6 (Strongly Convex). Suppose we have a stochastic convex optimization problem which satisfies Assumption 2.12, and additionally, the loss function \( \ell \) is \( \lambda \)-strongly convex. Algorithm 2, instantiated with CDPCWME with parameters \( T = \log \left( \frac{(\lambda + L)G}{\lambda L} \right) / \log \left( \frac{\lambda^2 + L^2 + ML}{(\lambda + L)^2} \right) \) with \( G = \tilde{O} \left( \sqrt{\frac{d}{n}} + \sqrt{d} \cdot \left( \frac{\sqrt{d}}{\sqrt{n}} \right)^{\frac{k-1}{k}} \right) \), \( \eta = \frac{1}{\lambda + L} \) and \( \tau = \left( \frac{\sqrt{\rho n}}{\sqrt{d} T^2} \right)^{1/k} \), outputs \( w^{\text{priv}} = w^T \), such that
\[
\begin{align*}
\mathbb{E}_{X \sim D^n \times A} [L_D(w^{\text{priv}}) - L_D(w^*)] \\ \leq \frac{(M + 1)^2(\lambda + L)^2}{\lambda^2 L} \cdot \tilde{O} \left( \frac{d}{n} + d \cdot \left( \frac{\sqrt{d}}{\sqrt{n}} \right)^{\frac{2k-2}{k}} \right),
\end{align*}
\]
where \( w^* = \arg \min_w L_D(w) \). The running time is \( O(ndT) \).

Remark 5.7. Although in Theorem 5.2 and 5.6, we provide our utility guarantees in terms of the expectation, they can be easily generalized to the high-probability setting. In Appendix B.11, we present the high-probability version of Theorem 5.2 as an example.

6. Lower Bounds for DP SCO with Heavy-Tailed Data

In this section, we present our lower bounds for \( \rho \)-CDP SCO. Our results are generally attained by reducing from mean estimation to SCO, where similar connections have been explored when proving lower bounds for DP empirical risk minimization (Bassily et al., 2014). In order to prove some of our lower bounds, we introduce a new technical tool, a CDP version of Fano’s inequality (Theorem 1.4), which is of independent interest.

6.1. Strongly-Convex Loss Functions

Theorem 6.1 (Strongly convex case). Let \( n, d \in \mathbb{N} \) and \( \rho > 0 \). There exists a strongly convex and smooth loss function \( \ell : \mathcal{W} \times \mathbb{R}^d \), such that for every \( \rho \)-CDP algorithm \( A \) (whose output on input \( X \) is denoted by \( w^{\text{priv}} = A(X) \)), there exists a distribution \( \mathcal{D} \) on \( \mathbb{R}^d \) such that \( \forall w \in \mathcal{W}, \sup_{j \in [d]} \mathbb{E}_{x \sim \mathcal{D}} [\|\langle \nabla \ell(w, x) - \mathbb{E} [\nabla \ell(w, x)], e_j \rangle \|_k] \leq 1 \) (\( e_j \) is the \( j \)-th standard basis vector), which satisfies
\[
\begin{align*}
\mathbb{E}_{X \sim D^n \times A} [L_D(w^{\text{priv}}) - L_D(w^*)] \\ \geq \Omega \left( \frac{d}{n} + d \cdot \min \left( 1, \left( \frac{\sqrt{d}}{\sqrt{n}} \right)^{\frac{k-1}{k}} \right) \right),
\end{align*}
\]
where \( w^* = \arg \min_w L_D(w) \).

Proof. The following lemma shows a reduction from mean estimation to SCO. The proof is deferred to Appendix B.7.

Lemma 6.2. Let \( n, d \in \mathbb{N} \) and \( \rho > 0 \). There exists a strongly convex and smooth loss function \( \ell : \mathcal{W} \times \mathbb{R}^d \), such that for every \( \rho \)-CDP algorithm \( A \) (whose output on input \( X \) is denoted by \( w^{\text{priv}} = A(X) \)), and every distribution \( \mathcal{D} \) on \( \mathbb{R}^d \) with \( \mathbb{E}[\mathcal{D}] = \mu \),
\[
\begin{align*}
\mathbb{E}_{X \sim D^n \times A} [L_D(w^{\text{priv}}) - L_D(w^*)] \\ = \mathbb{E}_{X \sim D^n \times A} \left[ \frac{1}{2} \| w^{\text{priv}} - \mu \|_2^2 \right],
\end{align*}
\]
where \( w^* = \arg \min_w L_D(w) \).

The following lemma provides lower bounds for mean estimation, under both DP and CDP. The first term is the non-private sample complexity, and is folklore for Gaussian mean estimation. To prove the second term, we leverage our CDP version of Fano’s inequality (Theorem 1.4), based on the packing of distributions employed by Barber & Duchi (2014). Detail are in Appendix B.8.

Lemma 6.3. Let \( n, d \in \mathbb{N} \) and \( \rho > 0 \). For every \( \rho \)-CDP algorithm \( A \), there exists a distribution \( \mathcal{D} \) on \( \mathbb{R}^d \) with \( \mathbb{E}[\mathcal{D}] = \mu \) and \( \sup_{j \in [d]} \mathbb{E}_{x \sim \mathcal{D}} [\| e_j, x - \mu \|_k^k] \leq 1 \) (\( e_j \) is the \( j \)-th standard basis vector), such that
\[
\begin{align*}
\mathbb{E}_{X \sim D^n \times A} [\| A(X) - \mu \|_2] \\ \geq \Omega \left( \sqrt{\frac{d}{n}} + \sqrt{d} \cdot \min \left( 1, \frac{\sqrt{d}}{\sqrt{n}} \right)^{\frac{k-1}{k}} \right).
\end{align*}
\]

Additionally, for every \( (\varepsilon, 0) \)-DP algorithm \( A \), there exists a distribution \( \mathcal{D} \) on \( \mathbb{R}^d \) with \( \mathbb{E}[\mathcal{D}] = \mu \) and \( \sup_{j \in [d]} \mathbb{E}_{x \sim \mathcal{D}} [\| e_j, x - \mu \|_k^k] \leq 1 \) (\( e_j \) is the \( j \)-th standard basis vector), such that
\[
\begin{align*}
\mathbb{E}_{X \sim D^n \times A} [\| A(X) - \mu \|_2] \\ \geq \Omega \left( \sqrt{\frac{d}{n}} + \sqrt{d} \cdot \min \left( 1, \frac{d}{\varepsilon n} \right)^{\frac{k-1}{k}} \right).
\end{align*}
\]

Observe that Jensen’s inequality, for \( \rho \)-CDP algorithms,
\[
\begin{align*}
\mathbb{E}_{X \sim D^n \times A} [\| A(X) - \mu \|_2^2] \\ \geq \Omega \left( \frac{d}{n} + d \cdot \min \left( 1, \left( \frac{\sqrt{d}}{\sqrt{n}} \right)^{\frac{2k-2}{k}} \right) \right).
\end{align*}
\]

Combining Lemma 6.2 and Lemma 6.3 yields Theorem 6.1.
6.2. Convex Loss Functions

The convex case is slightly different from the strongly convex case, as it can not be reduced to mean estimation in a black-box fashion. As before, we apply our CDP version of Fano’s inequality (Theorem 1.4), based on the packing of distributions employed by Barber & Duchi (2014). The proof appears in Appendix B.9.

**Theorem 6.4** (Convex case). Let $n, d \in \mathbb{N}$ and $\rho > 0$. There exists a convex and smooth loss function $\ell : \mathcal{W} \times \mathbb{R}^d$, such that for every $\rho$-CDP algorithm $A$ (whose output on input $X$ is denoted by $w^{\text{priv}} = A(X)$), there exists a distribution $\mathcal{D}$ on $\mathbb{R}^d$ such that $\forall w_0 \in \mathcal{W}, \sup_{j \in [d]} E_{x \sim \mathcal{D}} |\langle \nabla \ell(w, x) - \mathbb{E} [\nabla \ell(w, x)], e_j \rangle |^k \leq 1$ ($e_j$ is the $j$-th standard basis), which satisfies

$$
\mathbb{E}_{x \sim \mathcal{D}, A} \left[ L_D(w^{\text{priv}}) - L_D(w^*) \right] \\
\geq \Omega \left( \sqrt{\frac{d}{n}} + \sqrt{d} \cdot \min \left( 1, \left( \frac{\sqrt{d}}{\sqrt{\rho n}} \right)^{k-1} \right) \right),
$$

where $w^* = \arg \min_w L_D(w)$.
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**A. Useful Inequalities**

**Lemma A.1.** Let $\mathcal{D}$ be a distribution over $\mathbb{R}$ with mean $\mu$, and $k$-th moment bounded by $\gamma$. Then the following holds for any $a > 1$.

$$
\mathbb{P}_{X \sim \mathcal{D}} [ |X - \mu| > a \gamma^k ] \leq \frac{1}{a^k}.
$$

The following lemma comes from Kamath et al. (2020). We prove it here for completeness.

**Lemma A.2.** Let $\mathcal{D}$ be a distribution over $\mathbb{R}$ with mean $\mu$, and $k$-th moment bounded by 1. Suppose $X_1, \ldots, X_n$ are generated from $\mathcal{D}$, then with probability at least 0.99,

$$
\left| \frac{1}{n} \sum_{i=1}^n X_i - \mu \right| \leq \frac{10}{\sqrt{n}}.
$$

**Proof.** By Jensen’s inequality,

$$
\mathbb{E} [(X - \mu)^2] \leq \mathbb{E} [ |X - \mu|^k ]^{\frac{2}{k}} \leq 1.
$$

Then

$$
\mathbb{E} \left[ \left( \frac{1}{n} \sum_{i=1}^n X_i - \mu \right)^2 \right] = \frac{1}{n^2} \mathbb{E} \left[ \left( \sum_{i=1}^n X_i - n\mu \right)^2 \right]
= \frac{1}{n^2} \mathbb{E} \left[ \sum_{i=1}^n (X_i - \mu)^2 \right] \leq \frac{1}{n}.
$$

By Chebyshev’s inequality,

$$
\Pr \left( \left| \frac{1}{n} \sum_{i=1}^n X_i - \mu \right| \geq \frac{10}{\sqrt{n}} \right) \leq \frac{1}{100}.
$$

**B. Omitted Proofs**

**B.1. Proof of Theorem 3.1**

We let $L_D(w^t) = \mathbb{E}_{x \sim \mathcal{D}} [\ell(w^t, x)]$. By Assumption 2.12, for all $t$,

$$
\|\nabla L_D(w^t)\|_2 = \|\nabla \mathbb{E}_{x \sim \mathcal{D}} [\ell(w^t, x)]\|_2 = \|\mathbb{E}_{x \sim \mathcal{D}} [\nabla \ell(w^t, x)]\|_2 \leq R.
$$

Let $w^{t+1} = w^t - \eta \nabla_L D(w^t)$, and $w^t$ denotes its projection to $\mathcal{W}$. By the convexity of $L_D(\cdot)$ (see, e.g., Section 14.1.1 in Shalev-Shwartz & Ben-David (2014)), we have

$$
\mathbb{E}_{A, X \sim \mathcal{D}^n} \left[ L_D(w^{priv}) - L_D(w^*) \right]
= \mathbb{E}_{A, X \sim \mathcal{D}^n} \left[ L_D \left( \frac{1}{T} \sum_{t=1}^T w^t \right) - L_D(w^*) \right]
\leq \mathbb{E}_{A, X \sim \mathcal{D}^n} \left[ \frac{1}{T} \sum_{t=1}^T (L_D(w^t)) - L_D(w^*) \right]
= \mathbb{E}_{A, X \sim \mathcal{D}^n} \left[ \frac{1}{T} \sum_{t=1}^T (L_D(w^t) - L_D(w^*)) \right]
\leq \mathbb{E}_{A, X \sim \mathcal{D}^n} \left[ \frac{1}{T} \sum_{t=1}^T \frac{1}{\eta} \langle \eta \nabla L_D(w^t), w^t - w^* \rangle \right]
$$

(1)
where (1) is by the Jensen’s inequality and (2) is by the convexity of $L_D$. Continuing the proof,
\[
A,X \sim D^n \left[ L_D(w^{priv}) - L_D(w^*) \right] \\
\leq \mathbb{E}_{A,X \sim D^n} \left[ \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\eta} \left\langle \eta \nabla L_D(w^t) + \eta \tilde{L}_D(w^t) - \eta \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle \right] \\
= \mathbb{E}_{A,X \sim D^n} \left[ \frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla L_D(w^t) - \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle \right] 
\]
\[
A,X \sim D^n \left[ \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\eta} \left\langle \eta \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle \right]. 
\]

We bound the first term, note that $\|w^t - w^*\|_2 \leq M$, and $\|\mathbb{E}[\nabla \tilde{L}_D(w)] - \nabla L_D(w)\|_2 \leq B$,
\[
\mathbb{E}_{A,X \sim D^n} \left[ \frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla L_D(w^t) - \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle \right] \\
= \frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla L_D(w^t) - A,X \sim D^n \left[ \nabla \tilde{L}_D(w^t) \right], w^t - w^* \right\rangle \leq BM. 
\]

Then we move to the second term.
\[
A,X \sim D^n \left[ \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\eta} \left\langle \eta \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle \right] \\
= \mathbb{E}_{A,X \sim D^n} \left[ \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{2\eta} \left( -\left\| w^t - w^* - \eta \nabla \tilde{L}_D(w^t) \right\|^2 + \left\| w^t - w^* \right\|^2 \right) + \frac{\eta}{2} \left\| \nabla \tilde{L}_D(w^t) \right\|^2 \right) + \frac{2}{\eta T} \cdot \mathbb{E} \left[ \sum_{t=1}^{T} \left\| \nabla \tilde{L}_D(w^t) \right\|^2 \right] \\
\leq \frac{M^2}{2\eta T} + \frac{\eta}{2T} \cdot \mathbb{E} \left[ \sum_{t=1}^{T} \left\| \nabla \tilde{L}_D(w^t) \right\|^2 \right]. 
\]

where (4) comes from the fact that $\forall a, b \in \mathbb{R}^d$, $(a, b) = \frac{1}{2} \left( \|a\|^2 + \|b\|^2 - \|a - b\|^2 \right)$, and (5) is by the updating rule, (6) comes from the fact that $\|w^{t+1} - w^*\|_2 \geq \|w^{t} - w^*\|_2$, and (7) is by the telescopic sum.

Finally, for all $t \in [T]$,
\[
\mathbb{E} \left[ \left\| \nabla \tilde{L}_D(w^t) \right\|^2 \right] = \mathbb{E} \left[ \left\| \nabla \tilde{L}_D(w^t) - \nabla L_D(w^t) + \nabla L_D(w^t) \right\|^2 \right] \\
\leq 2 \mathbb{E} \left[ \left\| \nabla \tilde{L}_D(w^t) - \nabla L_D(w^t) \right\|^2 \right] + 2 \left\| \nabla L_D(w^t) \right\|^2 \\
\leq 2G^2 + 2R^2, 
\]
where we note that $\mathbb{E} \left[ \left\| \nabla \tilde{L}_D(w) - \nabla L_D(w) \right\|^2 \right] \leq G^2$, and $\left\| \nabla L_D(w^t) \right\|^2 \leq R^2$.

We conclude the proof by combining (3), (8), and (9).
B.2. Proof of Theorem 3.2

The argument is broadly similar to the proof of Theorem 5 in Wang et al. (2020), albeit with some minor modifications. Let \( w^t = w^{t-1} - \eta \nabla \tilde{L}_D(w^{t-1}) \). Now we have

\[
\|w^t - w^*\|_2 = \|w^{t-1} - \eta \nabla \tilde{L}_D(w^{t-1}) - w^*\|_2 \\
\leq \|w^{t-1} - \eta \nabla L_D(w^{t-1}) - w^*\|_2 + \eta \|\nabla \tilde{L}_D(w^{t-1}) - \nabla L_D(w^{t-1})\|_2.
\]

It should be noticed that, the second term is bounded by \( \eta G \) in expectation, since \( \mathbb{E}[\|\nabla \tilde{L}_D(w^{t-1}) - \nabla L_D(w^{t-1})\|_2] \leq G \).

For the first term, by the coercivity of strongly convex functions (Lemma 3.11 in Bubeck (2015))

\[
\langle w^{t-1} - w^*, \nabla L_D(w^{t-1}) \rangle \geq \frac{\lambda L}{\lambda + L} \|w^{t-1} - w^*\|_2^2 + \frac{1}{\lambda + L} \|\nabla L_D(w^{t-1})\|_2^2
\]

and by taking \( \eta = \frac{1}{\lambda + T} \) we have

\[
\|w^{t-1} - \eta \nabla L_D(w^{t-1}) - w^*\|_2^2 = \|w^{t-1} - w^*\|_2^2 + \|\eta \nabla L_D(w^{t-1})\|_2^2 - 2 \langle w^{t-1} - w^*, \eta \nabla L_D(w^{t-1}) \rangle
\]

\[
\leq \left(1 - \frac{2\lambda L}{\lambda + L} \right) \|w^{t-1} - w^*\|_2^2 - \frac{1}{\lambda + L} \|\nabla L_D(w^{t-1})\|_2^2
\]

\[
\leq \left(1 - \frac{2\lambda L}{\lambda + L} \right) \|w^{t-1} - w^*\|_2^2.
\]

Now using the inequality \( \sqrt{1 - x} \leq 1 - \frac{x}{2} \) we combine two terms together to have

\[
\mathbb{E}[\|w^t - w^*\|_2] \leq \left(1 - \frac{\lambda L}{\lambda + L} \right) \mathbb{E}[\|w^{t-1} - w^*\|_2] + \frac{G}{\lambda + L}.
\]

Recall that \( w^t \) is the projection of \( w^t \) on \( \mathcal{W} \), which implies \( \|w^t - w^*\|_2 \leq \|w^t - w^*\|_2 \). Therefore,

\[
\mathbb{E}[\|w^t - w^*\|_2] \leq \left(1 - \frac{\lambda L}{\lambda + L} \right) \mathbb{E}[\|w^{t-1} - w^*\|_2] + \frac{G}{\lambda + L}.
\]

After \( T \) multiplications and simplifying the geometric series,

\[
\mathbb{E}[\|w^T - w^*\|_2] \leq \left(1 - \frac{\lambda L}{\lambda + L} \right)^T M + \frac{(\lambda + L)^2}{\lambda L} \frac{G}{\lambda + L}.
\]

Letting \( T = \log \left( \frac{\lambda + L}{\lambda L} G / \log \left( \frac{\lambda^2 + L^2 + \lambda L}{\lambda + L} \right) \right) \),

\[
\mathbb{E}[\|w^T - w^*\|_2] \leq \frac{(\lambda + L)(M + 1)G}{\lambda L}.
\]

Since \( L_D(w) \) is \( L \)-smooth, we have

\[
\mathbb{E}_{A,X \sim D^n} \left[ L_D(w^T) \right] - L_D(w^*) \leq \frac{L}{2} \mathbb{E}[\|w^T - w^*\|_2^2] \leq \frac{(\lambda + L)^2(M + 1)^2G^2}{2\lambda^2 L},
\]

which concludes the proof.
We apply the union bound to all the dimensions. Combined with (10), we get

We analyze the algorithm coordinatewisely. For a fixed dimension \( j \) we adopt a coordinate analysis for the algorithm. For each coordinate, Algorithm 3 truncates each point to an interval. We

Algorithm 3 High-Dimensional Mean Estimator

1: \textbf{Input:} Samples \( X = \{x_i\}_{i=1}^n, x_i \in \mathbb{R}^d \). Parameters \( 0 < R < 10, \tau \geq 10 \)
2: Set parameters: \( m \leftarrow 4 \log(2d/\beta) \)
3: \( I = [-3\tau, 3\tau] \)
4: \textbf{for} \( j \leftarrow 1, \ldots, d \) \textbf{do}
5: \textbf{for} \( i \leftarrow 1, \ldots, m \) \textbf{do}
6: \( Z_j^i \leftarrow (\text{clip}(x, I) \text{ for } x \in (X_{(i-1)}\frac{m}{n}+1(j), \ldots, X_{i}\frac{m}{n}(j))) \)
7: \( \hat{\mu}_j^i \leftarrow \frac{m}{n} \sum_{x \in Z_j^i} x \)
8: \textbf{end for}
9: \( \hat{\mu}_j = \text{median}(\hat{\mu}_j^1, \ldots, \hat{\mu}_j^m) \)
10: \textbf{end for}
11: Let \( \hat{\mu} = (\hat{\mu}_1, \ldots, \hat{\mu}_d) \)
12: \textbf{Output:} \( \hat{\mu} \)

We adopt a coordinate analysis for the algorithm. For each coordinate, Algorithm 3 truncates each point to an interval. We first recall a lemma from Kamath et al. (2020), which quantifies the bias induced.

Lemma B.1. [Lemma 3.1 in Kamath et al. (2020)] Let \( \tau \geq 10 \), and \( D \) be a distribution over \( \mathbb{R} \) with mean \( \mu \) and \( k \)-th moment bounded by 1. Suppose \( x \sim D \), \( ce \in \mathbb{R} \) and \( Z \) is the following random variable.

\[
Z = \begin{cases} 
  a & \text{if } x < ce - 3\tau, \\
  b & \text{if } x > ce + 3\tau, \\
  x & \text{if } x \in [ce - 3\tau, ce + 3\tau]. 
\end{cases}
\]

If \( \mu - ce \leq 3\tau \), then \( |\mu - \mathbb{E}[Z]| \leq 3 \cdot (\frac{C}{\tau})^{k-1} \), where \( C \geq 14 \) is a universal constant.

Intuitively, this lemma tells that if the heavy-tailed random variable is truncated to an interval with length \( 6\tau \) and its center \( ce \) close enough to the true mean \( \mu \), the induced bias is small. With this in mind, we proceed to prove Theorem 4.1.

Proof of Theorem 4.1. We firstly show the accuracy guarantees of the non-private algorithms.

We analyze the algorithm coordinatewisely. For a fixed dimension \( j \), let \( Z_j = \text{clip}(x(j), I) \) with \( x \sim D \), we note that the \( k \)-th moment of \( Z_j \) is bounded by 1. Since \( R \leq \tau \), by Lemma B.1,

\[
|\mathbb{E}[Z_j] - \mu_j| \leq 3 \cdot \left(\frac{C}{\tau}\right)^{k-1},
\]

where \( \mu_j = \mathbb{E}[X(j)] \).

Let \( m = 4 \log(2d/\beta) \). For a fixed \( i \), \( Z_j^i \) is a combination of \( \frac{m}{n} \) i.i.d. realizations of \( Z_j \). By Lemma A.2, we have

\[
\Pr \left( |\hat{\mu}_j^i - \mathbb{E}[Z_j]| \leq 10 \cdot \sqrt{\frac{m}{n}} \right) \geq 0.9.
\]

Note that \( \hat{\mu}_j = \text{median}(\hat{\mu}_j^1, \ldots, \hat{\mu}_j^m) \). By Hoeffding’s inequality,

\[
\Pr \left( |\hat{\mu}_j - \mathbb{E}[Z_j]| \geq 10 \cdot \sqrt{\frac{m}{n}} \right) \leq e^{-4}.\]

We apply the union bound to all the dimensions. Combined with (10), we get

\[
\Pr \left( \|\hat{\mu} - \mu\|_2 \geq \sqrt{d} \cdot \left(10 \cdot \sqrt{\frac{m}{n}} + 3 \cdot \left(\frac{C}{\tau}\right)^{k-1}\right) \right) \leq d \cdot e^{-\frac{\beta}{2}} \leq \frac{\beta}{2}.
\]
Next we move to private adoptions, where the key step is to bound the sensitivity of the non-private algorithm.

Fixing one dimension \( j \in [d] \), for two neighboring datasets \( X \) and \( X' \), we want to show that \( |\hat{\mu}_j(X) - \hat{\mu}_j(X')| \leq \frac{12\rho m}{n} \) for each \( j \). With this in mind, \( \ell_1 \) sensitivity of \( \hat{\mu} \) is upper bounded by \( \frac{12\rho m d}{n} \), and the \( \ell_2 \) sensitivity is upper bounded by \( \frac{12\rho m \sqrt{d}}{n} \).

Now it suffices to bound the \( \ell_\infty \) sensitivity. Let \( \hat{\mu} = \text{median}(\hat{\mu}_1, \ldots, \hat{\mu}_m) \). Let \( X \) and \( X' \) be the two neighboring datasets which differ at one sample. Suppose \( m \) is odd, there are two cases:

1. \( \hat{\mu}_j(X) \) is the median for dataset \( X \), and \( \hat{\mu}_j(X') \) is the median for dataset \( X' \).
2. \( \hat{\mu}_j(X) \) is the median for dataset \( X \), while \( \hat{\mu}_j(X') \) is the median for dataset \( X' \).

For the first case, \( |\hat{\mu}_j(X) - \hat{\mu}_j(X')| \leq \frac{12\rho m}{n} \), since \( X \) and \( X' \) differ at one sample. For the second case, note that it can only happen when \( |\hat{\mu}_j(X) - \hat{\mu}_j(X')| \leq \frac{6\rho m}{n} \). Furthermore, we have \( |\hat{\mu}_j(X) - \hat{\mu}_j(X')| \leq \frac{6\rho m}{n} \). By triangle inequality, \( |\hat{\mu}_j(X) - \hat{\mu}_j(X')| \leq \frac{12\rho m}{n} \), which provides an upper bound of the \( \ell_\infty \) sensitivity. The case when \( m \) is even is similar and omitted.\(^8\)

For CDP adaption, by the guarantee of Gaussian mechanism (Lemma 2.5), the algorithm satisfies \( \rho \)-CDP when the noise added is \( \mathcal{N}(0, \frac{2\sigma^2 m^2 d}{\rho^2 d} \mathbb{1}_{d \times d}) \).

Besides, since \( N \sim \mathcal{N}(0, \sigma^2 \mathbb{1}_{d \times d}) \), where \( \sigma^2 = \frac{2\sigma^2 m^2 d}{\rho n^2} \). By the tail property of chi-squared distribution (Laurent & Massart, 2000),

\[
\Pr\left( \|N\|_2 \geq 2\sigma \left( \sqrt{d} + \sqrt{\log \left( \frac{1}{\beta} \right)} \right) \right) \leq \frac{\beta}{2}.
\]

Note that \( \|\hat{\mu} - \mu\|_2 \leq \|N\|_2 + \|\hat{\mu} - \mu\|_2 \), we conclude the proof by the union bound.

With respect to DP adaption, by the guarantee of Laplace mechanism (Lemma 2.5), the algorithm satisfies \( \varepsilon \)-DP when the noise added is \( \text{Lap}(0, \frac{12\rho m d}{\varepsilon n}) \) for each dimension.

Besides, let \( N_j \sim \text{Lap}(0, \frac{12\rho m d}{\varepsilon n}) \), by the tail property of Laplace distribution,

\[
\Pr\left( |N_j| \geq \frac{48\rho d}{\varepsilon n} \cdot \log^2(2d/\beta) \right) \leq \frac{\beta}{2d}.
\]

By union bound, with probability at least \( 1 - \frac{\beta}{2} \),

\[
\Pr\left( \|N\|_2 \geq \frac{48\rho d^2}{\varepsilon n} \cdot \log^2(2d/\beta) \right) \leq \frac{\beta}{2}.
\]

Note that \( \|\hat{\mu} - \mu\|_2 \leq \|N\|_2 + \|\hat{\mu} - \mu\|_2 \), we conclude the proof by applying the union bound.

\[\square\]

**B.4. Proof of Theorem 5.2**

**Lemma B.2.** Consider Algorithm 1 instantiated with CDPCWME\( \left( \frac{\rho}{\varepsilon}, \tau \right) \) as MeanOracle (Algorithm 3). Under Assumption 2.12 and further assuming \( R \leq 10 \), \( L \leq 10 \), when \( \tau \geq 10 \), the following holds for all \( w \in W \) simultaneously:

\[
\|E[\nabla \tilde{L}_D(w)] - \nabla L_D(w)\|_2 \leq \tilde{O} \left( \frac{d}{\sqrt{n}} + \sqrt{d} \cdot \left( \frac{C}{\tau} \right)^{k-1} \right).
\]

\(^8\)To facilitate the sensitivity analysis, let \( \{x'_i\}_{i=1}^n \) be the ordered set of \( \{x_i\}_{i=1}^n \). If \( n \) is even, we define the median to be \( \frac{1}{2}(x'_{\frac{n}{2}} + x'_{\frac{n}{2} + 1}) \) rather than an arbitrary value ranging from \( x'_{\frac{n}{2}} \) to \( x'_{\frac{n}{2} + 1} \).
We bound each term separately.

\[ \mathbb{E}[\| \nabla \hat{L}_D(w) - \nabla L_D(w) \|^2] \leq \tilde{O}\left( \frac{r^2 d^4 T}{\rho n^2} + \frac{d^2}{n} + d \cdot \left( \frac{C}{\tau} \right)^{2k-2} \right). \]

where \( \nabla \hat{L}_D(w) \) is the estimated gradient in Algorithm 1.

**Proof.** We start with bounding the bias. First we note that \( \mathbb{E}[\nabla \hat{L}_D(w) | \nabla \hat{L}_D(w)] = \nabla L_D(w) \), which denotes the output of the non-private algorithm.

In order to obtain bounds that hold uniformly over the choice of \( w \), we follow a standard strategy of covering. Note that the number of balls of radius \( \alpha \) required to cover \( \mathcal{W} \) is bounded as \( N_\alpha \leq \left( \frac{M}{\alpha} \right)^d \). Let \( \mathcal{W}_\alpha = \{ \tilde{w}_1, \ldots, \tilde{w}_{N_\alpha} \} \) denote the centers of this covering. For an arbitrary \( w \in W \), and \( \tilde{w} \in \mathcal{W}_\alpha \),

\[ \| \nabla \hat{L}_D(w) - \nabla L_D(w) \|_2 \leq \| \nabla \hat{L}_D(w) - \nabla \hat{L}_D(\tilde{w}) \|_2 + \| \nabla \hat{L}_D(\tilde{w}) - \nabla L_D(\tilde{w}) \|_2 + \| \nabla L_D(\tilde{w}) - \nabla L_D(w) \|_2. \]

We bound each term separately.

For the first term, we need to analyze how much the output of the non-private estimator \( \nabla \hat{L}_D(\cdot) \) changes, when the input switches from \( w \) to \( \tilde{w} \).

Let \( \beta = \left( \frac{\alpha}{M} \right)^{2d} \), and \( m = 4 \log(2d/\beta) = 8d \log \left( \frac{3M}{\alpha} \right) \). According to the smoothness assumption, for each dimension \( j \), and batch \( i \in [m] \), the average of each batch differs by no more than \( L \alpha \). Therefore, for each dimension \( j \), the median differs by no more than \( L m \alpha \). Summing over all the dimensions,

\[ \| \nabla \hat{L}_D(w) - \nabla \hat{L}_D(\tilde{w}) \|_2 \leq L m \alpha \cdot \sqrt{d}. \]

For the second term, let \( \beta = \left( \frac{\alpha}{M} \right)^{2d} \). According to Theorem 4.1, with probability at least \( 1 - \beta \),

\[ \| \nabla \hat{L}_D(\tilde{w}) - \nabla L_D(\tilde{w}) \|_2 \leq C' \left( \sqrt{d} \cdot \left( \frac{\log \left( \frac{d}{\beta} \right)}{n} + \left( \frac{C}{\tau} \right)^{k-1} \right) \right), \]

where \( C' \) is a universal constant.

Note that \( \beta \cdot N_\alpha \leq \left( \frac{\alpha}{M} \right)^d \). By union bound, with probability at least \( 1 - \left( \frac{\alpha}{M} \right)^d \), for all \( \tilde{w} \in \mathcal{W}_\alpha \),

\[ \| \nabla L_D(\tilde{w}) - \nabla L_D(\tilde{w}) \|_2 \leq C' \left( \sqrt{d} \cdot \left( \frac{\log \left( \frac{d}{\beta} \right)}{n} + \left( \frac{C}{\tau} \right)^{k-1} \right) \right), \]

Note that \( \| \nabla \hat{L}_D(\tilde{w}) - \nabla L_D(\tilde{w}) \|_2 \leq 2R \) for sure. Taking expectation, we have

\[ \mathbb{E}[\| \nabla \hat{L}_D(\tilde{w}) - \nabla L_D(\tilde{w}) \|_2] \leq C' \left( \sqrt{d} \cdot \left( \frac{\log \left( \frac{d}{\beta} \right)}{n} + \left( \frac{C}{\tau} \right)^{k-1} \right) \right) + 2R \cdot \left( \frac{\alpha}{M} \right)^d. \]

For the third term, according to the smoothness assumption,

\[ \| \nabla L_D(\tilde{w}) - \nabla L_D(w) \|_2 \leq L \alpha. \]
where \( \sigma \) as designed in Theorem 4.1, we notice that

\[
L \leq \mathbb{E} [\| \nabla \bar{L}_D(w) - \nabla L_D(\bar{w}) \|^2_2] \leq L \alpha (m \sqrt{d} + 1) + C^\prime \left( \sqrt{d} \cdot \left( \sqrt{\log \left( \frac{d}{\sigma} \right)} + \left( \frac{C}{\tau} \right)^{k-1} \right) \right) + 2R \cdot \left( \frac{\alpha}{M} \right)^d.
\]

Finally taking \( \alpha = \frac{1}{n^3} \), and note that \( \mathbb{E} [\nabla \tilde{L}_D(w)] = \mathbb{E} \left[ \mathbb{E} [\nabla \tilde{L}_D(w)] | \nabla \tilde{L}_D(w) \right] = \mathbb{E} [\nabla \tilde{L}_D(w)] \).

\[
\| \mathbb{E} [\nabla \tilde{L}_D(w)] - \nabla L_D(w) \|_2 = \mathbb{E} \left[ \left\| \nabla \hat{L}_D(\bar{w}) - \nabla L_D(\bar{w}) \right\|_2 \right] \\
\leq \mathbb{E} \left[ \left\| \nabla \hat{L}_D(\bar{w}) - \nabla L_D(w) \right\|_2 \right] \\
\leq \mathcal{O} \left( \frac{L \alpha d^{1.5}}{n^3} + \frac{d}{\sqrt{n}} + \sqrt{d} \cdot \left( \frac{C}{\tau} \right)^{k-1} + \frac{R}{n^3} \right). \quad (11)
\]

Assuming \( L, R \) are constants,

\[
\| \mathbb{E} [\nabla \tilde{L}_D(w)] - \nabla L_D(w) \|_2 \leq \mathcal{O} \left( \frac{d}{\sqrt{n}} + \sqrt{d} \cdot \left( \frac{C}{\tau} \right)^{k-1} \right).
\]

Next we move to the variance. Note that

\[
\mathbb{E} [\| \nabla \tilde{L}_D(w) - \nabla L_D(w)^i \|_2^2] \leq 2 \mathbb{E} [\| \nabla \tilde{L}_D(w) - \nabla \tilde{L}_D(w) \|_2^2] + 2 \mathbb{E} [\| \nabla \tilde{L}_D(w) - \nabla L_D(w) \|_2^2].
\]

As designed in Theorem 4.1, we notice that

\[
\nabla L_D(w^i) - \nabla \tilde{L}_D(w^i) = N_i \sim \mathcal{N}(0, \sigma^2 I_{d \times d}),
\]

where \( \sigma^2 = \frac{72r^2m^2d^4T}{n^4} \).

Thus, \( \mathbb{E} [\| \nabla \tilde{L}_D(w) - \nabla \tilde{L}_D(w) \|_2^2] = \frac{72r^2m^2d^4T}{n^4} \), and by (11),

\[
\mathbb{E} [\| \nabla \tilde{L}_D(w) - \nabla L_D(w) \|_2^2] \leq \mathcal{O} \left( \frac{r^2 d^4 T}{\rho n^2} + \frac{L^2 d^3}{n^6} + \frac{d^2}{n} + d \cdot \left( \frac{C}{\tau} \right)^{2k-2} + \left( \frac{R}{n^3 d} \right)^2 \right).
\]

Assuming \( L, R \) are constants,

\[
\mathbb{E} [\| \nabla \tilde{L}_D(w) - \nabla L_D(w) \|_2^2] \leq \mathcal{O} \left( \frac{r^2 d^4 T}{\rho n^2} + \frac{d^2}{n} + d \cdot \left( \frac{C}{\tau} \right)^{2k-2} \right).
\]

The proof now follows by choosing the right \( \eta \) and \( T \) in Theorem 3.1. To balance the first two terms, \( \frac{M^2}{\eta T} + \frac{\eta}{2} R^2 \), in Theorem 3.1, we let \( \eta = \frac{M}{R \sqrt{T}} \).

Suppose \( T = \frac{R^2 \rho n^2}{r^2 d^4} \), with \( r = \left( \frac{\sqrt{m}}{M d^2} \right)^{\frac{1}{2}} \) we have

\[
\frac{M^2}{\eta T} = \frac{\eta}{2} R^2 = \mathcal{O} \left( \sqrt{d} \cdot \left( \frac{M d^2}{\sqrt{\rho n}} \right)^{\frac{k-1}{k}} \right).
\]
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Besides,

\[
BM = \tilde{O}\left(\frac{Md}{\sqrt{n}} + M\sqrt{d} \cdot \left(\frac{Md^{2} \sqrt{\rho}}{\sqrt{pn}}\right)^{\frac{k-1}{k}}\right).
\]

Finally,

\[
\eta G^2 = \tilde{O}\left(\frac{d^2}{n} + d \cdot \left(\frac{Md^2 \sqrt{\rho}}{\sqrt{pn}}\right)^{\frac{2k-2}{k}} + M\sqrt{d} \cdot \left(\frac{Md^2 \sqrt{\rho}}{\sqrt{pn}}\right)^{\frac{k-1}{k}}\right).
\]

Putting the various terms together completes the proof.

B.5. Proof of Theorem 5.4

We first introduced the mean estimation oracle in Holland (2019). For \( x \in \mathbb{R} \), let

\[
\phi(x) = \begin{cases} 
  x - \frac{x^2}{T}, & \text{if } -\sqrt{2} \leq x \leq \sqrt{2}, \\
  \frac{2\sqrt{2}}{T}, & \text{if } x > \sqrt{2}, \\
  -\frac{2\sqrt{2}}{T}, & \text{if } x < -\sqrt{2}.
\end{cases}
\]

**Algorithm 4 CDP Noise Smoothing Mean Estimator (Holland, 2019; Wang et al., 2020)**

1: **Input:** Samples \( X = \{x_i\}_{i=1}^{n} \), \( x_i \in \mathbb{R}^d \). Parameters \( \rho, \tau \geq 10 \)
2: Let \( p = \mathcal{N}(0, c) \), and \( N \sim p \), where \( c \) is a constant
3: for \( j \leftarrow 1, \ldots, d \) do
4: \( \hat{\mu}_j = \frac{\tau}{n} \sum_{i=1}^{n} \int_{-\infty}^{\infty} \phi\left(\frac{x_i(j)(1+N)}{\tau}\right) dp(N) \)
5: Let \( \hat{\mu} = (\hat{\mu}_1, \ldots, \hat{\mu}_d) \)
6: end for
7: **Output:** \( \hat{\mu} + \mathcal{N}\left(0, \frac{\tau^2 d}{\rho n^2} \cdot \mathbb{I}_{d \times d}\right) \)

Remark B.3. This estimator can be efficiently computed. Please refer to Holland (2019); Wang et al. (2020) for more detail.

It is not hard to see this algorithm satisfies \( \rho \)-CDP. We note that \( \forall x, |\phi(x)| \leq 1 \), so the \( \ell_2 \) sensitivity \( \Delta_2(\hat{\mu}) \leq \sqrt{d} \). We conclude the proof by applying Lemma 2.5.

We provide the accuracy guarantee of this algorithm in the following lemma.

**Lemma B.4.** Consider Algorithm 1 instantiated with CDPNSME\((\frac{\rho}{\tau}, \tau)\) as MeanOracle (Algorithm 4). Under Assumption 2.12 and further assuming \( R \leq 10 \), \( L \leq 10 \), when \( \tau \geq 10 \), the following holds for all \( w \in W \) simulatenously:

\[
\|E[\nabla L_D(w)] - \nabla L_D(w)\|_2 \leq \tilde{O}\left(\frac{d^2 \tau}{n} + \frac{\sqrt{d}}{\tau}\right).
\]

and

\[
E[\|\nabla L_D(w) - \nabla L_D(w)\|_2^2] \leq \tilde{O}\left(\frac{d^3 \tau^2}{n^2} + \frac{d}{\tau^2} + \frac{\tau^2 d^2 T}{\rho n^2}\right).
\]

where \( \nabla L_D(w) \) is the estimated gradient in Algorithm 1.

**Proof.** This bias analysis directly comes from combining Remark 3 and Lemma 4 in Holland (2019). In fact, this analysis can be viewed as Lemma 5 of Holland (2019) with an explicit analysis on \( \tau \). \(^9\)

\(^9\)One may wonder why our result is different with Lemma 5 in Holland (2019) when setting \( \tau = \sqrt{\frac{n}{d}} \). After communicating with authors of Holland (2019), we confirmed there was an issue in their Lemma 5, where their \( s_j \) (equivalent with our \( \tau \)) should be \( \sqrt{\frac{\tau}{n}} \) instead of \( \sqrt{\frac{n}{d}} \).
With respect to the variance analysis,

\[ E[\|\nabla \tilde{L}_D(w) - \nabla L_D(w)\|^2] \leq 2E[\|\nabla \tilde{L}_D(w) - \nabla \hat{L}_D(w)\|^2] + 2E[\|\nabla \hat{L}_D(w) - \nabla L_D(w)\|^2]. \]

Note that the noise added is generated from \( N \sim N\left(0, \frac{M^2}{\eta T} I_{d \times d}\right) \). We conclude the proof by summing over all the dimensions.

The proof now follows by choosing the right \( \eta \) and \( T \) in Theorem 3.1. To balance the first two terms, \( \frac{M^2}{\eta T} + \eta R^2 \), in Theorem 3.1, we let \( \eta = \frac{M}{R\sqrt{T}} \).

Suppose \( T = \frac{R^2 \rho n^2}{\tau^2 d^2} \), with \( \tau = \left(\frac{\sqrt{\rho n}}{M}\right)^{\frac{1}{2}} \) we have

\[ \frac{M^2}{\eta T} = \frac{\eta C}{2} = O\left(\frac{\sqrt{M}d^{3-\frac{q}{2}}}{\rho \sqrt{n}}\right). \]

Besides,

\[ BM = \tilde{O}\left(\frac{Md^3}{n} \cdot \left(\frac{\sqrt{m}}{Md^2}\right)^{\frac{1}{2}} + M\sqrt{d} \cdot \left(\frac{\sqrt{m}}{Md^2}\right)^{-\frac{1}{2}}\right) = \tilde{O}\left(\frac{\sqrt{M}d^{3-q}}{\sqrt{n}} + \frac{\sqrt{M}d^{1+q}}{\rho \sqrt{n}}\right). \]

Finally,

\[ \eta G^2 = \tilde{O}\left(\frac{d^{3-q}}{n} + \frac{Md^{1+q}}{\sqrt{\rho n}} + \frac{\sqrt{M}d^{3-\frac{q}{2}}}{\rho \sqrt{n}}\right). \]

Note that when \( 0.5 \leq q \leq 2 \), \( 1+q \geq 1 - \frac{q}{2} \), putting the various terms together completes the proof.

**B.6. Proof of Theorem 5.6**

In the strongly convex setting, for each iteration, the input of the MeanOracle is disjoint and independent, with size \( \frac{n}{T} \). Therefore, there is no need to adopt the strategy of covering.

Note that Corollary 4.2 immediately guarantees the following accuracy when CDPCWME is instantiated as MeanOracle in SCOF:

**Lemma B.5.** Consider Algorithm 1 instantiated with CDPCWME \( \left(\frac{\rho}{T}, \left(\frac{\sqrt{m}}{\sqrt{dT^{k/2}}}\right)^{1/k}\right) \) as MeanOracle. Under Assumption 2.12, the following holds for all \( w^t, t \in [T]: \)

\[ E[\|\nabla \tilde{L}_D(w^t) - \nabla L_D(w^t)\|_2] \leq \tilde{O}\left(\sqrt{\frac{Td}{n}} + \sqrt{d} \cdot \left(\frac{\sqrt{dT^{\frac{k}{2}}}}{\sqrt{\rho n}}\right)^{\frac{k-1}{k}}\right), \]

where \( \nabla \tilde{L}_D(w^t) \) is the estimated gradient in Algorithm 1.

Note that \( T \) is poly-logarithmic on \( n \) and \( d \). The proof follows by Theorem 3.2 immediately.
B.7. Proof of Lemma 6.2

Let \( x \sim \mathcal{D} \), and \( \ell(w; x) = \frac{1}{2} \| w - x \|_2^2 \). Note that \( w^* = \arg \min_{\omega} L_{\mathcal{D}}(w) = \mathbb{E}_{x \sim \mathcal{D}}[x] = \mu \). Further using the expansion
\[
\|a - b\|_2^2 = \|a\|_2^2 - 2\langle a, b \rangle + \|b\|_2^2,
\]
we have
\[
L_{\mathcal{D}}(w) - L_{\mathcal{D}}(w^*) = \frac{1}{2} \mathbb{E}_{x \sim \mathcal{D}}[|w - x|^2 - \|w^* - x\|^2] = \frac{1}{2} \mathbb{E}_{x \sim \mathcal{D}}[(\|w\|_2^2 - 2\langle w, x \rangle + \|x\|_2^2 - 2\langle w^*, x \rangle - \|x\|_2^2)] = \frac{1}{2} \left( \|w\|_2^2 - 2\langle w, w^* \rangle - \|w^*\|_2^2 + 2\langle w^*, w \rangle \right) = \frac{1}{2} \left( \|w\|_2^2 - 2\langle w, w^* \rangle + \|w^*\|_2^2 \right) = \frac{1}{2} \|w - w^*\|_2^2.
\]

Notice that \( \ell \) is both strongly convex and smooth and the expected risk of \( w_{\text{priv}} \) is
\[
\mathbb{E}_{x \sim D^n, A}\left[L_{\mathcal{D}}(w_{\text{priv}}) - L_{\mathcal{D}}(w^*)\right] = \mathbb{E}_{x \sim D^n, A}\left[\frac{1}{2} \|w_{\text{priv}} - \mu\|_2^2\right],
\]
which implies the result.

Now we prove the second half, note that \( \nabla \ell(w, x) = w - x \), and \( \mathbb{E}[\nabla \ell(w, x)] = w - \mu \),
\[
\sup_{j \in [d]} \mathbb{E}_{x \sim \mathcal{D}}\left[|\langle e_j, \nabla \ell(w, x) - \mathbb{E}[\nabla \ell(w, x)]\rangle|^k\right] = \sup_{j \in [d]} \mathbb{E}_{x \sim \mathcal{D}}\left[|\langle e_j, w - x - (w - \mu)\rangle|^k\right] = \sup_{j \in [d]} \mathbb{E}_{x \sim \mathcal{D}}\left[|\langle e_j, x - \mu\rangle|^k\right] \leq 1.
\]

B.8. Proof of Lemma 6.3

We first prove the private term (the second term) in Lemma 6.3 for \((\varepsilon, 0)\)-DP.

We adopt the packing set defined in the proof of Proposition 4 in Barber & Duchi (2014). Given \( \nu \in \mathcal{V} \), with \( \|\nu\|_1 = \frac{d}{2} \), and \( \nu \in \{\pm 1\}^d \), let \( Q_\nu = (1 - p) P_0 + p P_\nu \) for some \( p \in [0, 1] \), where \( P_0 \) is a point mass on \( \{D = 0\} \) and \( P_\nu \) is a point mass on \( D = p^{-1/k} \).

Given \( Q_\nu \), we define \( \mu_\nu \in \mathbb{R}^d \) to be the mean of \( Q_\nu \), i.e., \( \mu_\nu = \mathbb{E}_{x \sim Q_\nu}[x] \).

As a corollary of standard Gilbert-Varshamov bound for constant-weight codes (e.g., see Lemma 6 in Acharya et al. (2021)), there exists a set \( \mathcal{V} \) such that

- The cardinality of \( \mathcal{V} \) satisfies \(|\mathcal{V}| \geq 2^d\).
- For all \( \nu \in \mathcal{V} \), \( \nu \in \{\pm 1\}^d \) with \( \|\nu\|_1 = \frac{d}{2} \).
- For all \( \nu_1, \nu_2 \in \mathcal{V} \), \( d_{\text{Ham}}(\nu_1, \nu_2) \geq \frac{d}{8} \).

We first compute the norm of \( \mu_\nu \). Note that \( \forall \nu \in \mathcal{V} \), \( \|\mu_\nu\|_2 \) is the same, which is denoted by \( \|\mu\|_2 \).
\[
\|\mu_\nu\|_2 = \|\mathbb{E}_{x \sim Q_\nu}[x]\|_2 = p^{\frac{k-1}{k}} \sqrt{\frac{d}{2}} := \|\mu\|_2.
\]
Let $x \sim Q_\nu$, and $e_j$ denote the $j$-th standard basis.

$$\sup_{j \in [d]} \mathbb{E}_{x \sim Q_\nu} \left[ |\langle (x - \mu_\nu), e_j \rangle|^k \right] \leq p \cdot \left( p^{-1/k} \right)^k = 1.$$ 

Now we are able to bound the error.

$$\mathbb{E}_{X \sim \mathcal{D}^n, \mathcal{A}} \left[ \|A(X) - \mu\|_2 \right] \geq \frac{1}{|\mathcal{V}|} \sum_{\nu \in \mathcal{V}} \mathbb{E}_{X \sim Q_\nu^n} \left[ \|\mu^{priv}(X) - \mu_\nu\|_2 \right],$$

which comes from the fact that the worst case loss is no smaller than the average loss.

Note that $|\mathcal{V}| \geq 2^d$. Furthermore, $\forall \nu \neq \nu'$, $\|\mu_\nu - \mu_{\nu'}\|_2 \geq \frac{1}{2} \|\mu\|_2$; $d_{TV}(Q_{\nu}, Q_{\nu'}) = p$, indicating that there exists a coupling between $Q_\nu$ and $Q_{\nu'}$ with a coupling distance $np$. Suppose $p = \min \left( 1, \frac{d}{\varepsilon n} \right)$, by DP Fano’s inequality (Theorem 2 in Acharya et al. (2021)), it can be shown that

$$\frac{1}{|\mathcal{V}|} \sum_{\nu \in \mathcal{V}} \mathbb{E}_{X \sim Q_\nu^n} \left[ \|\mu^{priv}(X) - \mu_\nu\|_2 \right] \geq \Omega \left( \min \left( 1, \frac{d}{\varepsilon n} \right)^{\frac{k-1}{k}} \cdot \sqrt{d} \right).$$

With respect to $\rho$-CDP algorithms, we just take $p = \min \left( 1, \frac{\sqrt{d}}{\rho n} \right)$, by CDP Fano’s inequality (Theorem 1.4), it can be shown that

$$\frac{1}{|\mathcal{V}|} \sum_{\nu \in \mathcal{V}} \mathbb{E}_{X \sim Q_\nu^n} \left[ \|\mu^{priv}(X) - \mu_\nu\|_2 \right] \geq \Omega \left( \min \left( 1, \frac{\sqrt{d}}{\sqrt{\rho n}} \right)^{\frac{k-1}{k}} \cdot \sqrt{d} \right).$$

We conclude the proof by noting that the non-private term (the first term) in Lemma 6.3 comes from classical Gaussian mean estimation, and $\forall a, b_1, b_2, a \geq 0.5(b_1 + b_2)$ if $a \geq \max(b_1, b_2)$.

**Remark B.6.** The previous analysis implicitly assumes the strongly convex parameter $\lambda = 1$. To see the dependency on $\lambda$, we let the loss function $\ell(w; x) = \frac{1}{2} \|w - x\|_2^2$ instead. Meanwhile, to keep the $k$-th moment bounded by 1, we have to shrink the parameter space of $x$ by $\lambda$. Therefore, the $\|w^{priv} - \mu\|_2$ gets scaled by $\frac{1}{\lambda}$, and the final loss gets scaled by $\lambda \cdot \frac{1}{\lambda^2} = \frac{1}{\lambda^2}$. We note that this dependency matches with our upper bound when $\lambda = L$, which is the smoothness parameter.

**B.9. Proof of Theorem 6.4**

**Theorem B.7** (Convex case). Let $n, d \in \mathbb{N}$. There exists a convex and smooth loss function $\ell : \mathcal{W} \times \mathbb{R}^d$, such that for every $(\varepsilon, 0)$-DP algorithm (whose output on input $X$ is denoted by $w^{priv} = \mathcal{A}(X)$), there exists a distribution $\mathcal{D}$ on $\mathbb{R}^d$ with $\forall w$,

$$\sup_{j \in [d]} \mathbb{E}_{X \sim \mathcal{D}^n, \mathcal{A}} \left[ |\langle \nabla \ell(w, x) - \mathbb{E}[\nabla \ell(w, x)], e_j \rangle|^k \right] \leq 1 (e_j$ is the $j$-th standard basis), which satisfies

$$\mathbb{E}_{X \sim \mathcal{D}^n, \mathcal{A}} \left[ L_{\mathcal{D}}(w^{priv}) - L_{\mathcal{D}}(w^*) \right] \geq \frac{\sqrt{d}}{n} + \Omega \left( \min \left( 1, \left( \frac{d}{\varepsilon n} \right)^{\frac{k-1}{k}} \right) \cdot \sqrt{d} \right),$$

where $w^* = \arg\min_w L_{\mathcal{D}}(w)$.

With respect to $\rho$-CDP algorithms, the lower bound turns to

$$\mathbb{E}_{X \sim \mathcal{D}^n, \mathcal{A}} \left[ L_{\mathcal{D}}(w^{priv}) - L_{\mathcal{D}}(w^*) \right] \geq \frac{\sqrt{d}}{n} + \Omega \left( \min \left( 1, \left( \frac{\sqrt{d}}{\sqrt{n} \rho} \right)^{\frac{k-1}{k}} \right) \cdot \sqrt{d} \right).$$

We first prove the private term (the second term) in Theorem 6.4.

Similarly, we adopt the packing set defined in the proof of Proposition 4 in Barber & Duchi (2014). Given $\nu \in \mathcal{V}$, with $\|\nu\|_1 = \frac{d}{2}$, and $\nu \in \{ \pm 1 \}^d$, let $Q_\nu = (1 - p)P_0 + pP_\nu$ for some $p \in [0, 1]$, where $P_0$ is a point mass on $\{D = 0\}$ and $P_\nu$ is a point mass on $\{D = p^{-1/k} \nu\}$. 
Given \( Q_\nu \), we define \( \mu_\nu \in \mathbb{R}^d \) to be the mean of \( Q_\nu \), i.e., \( \mu_\nu = \mathbb{E}_{x \sim Q_\nu}[x] \). Additionally, we define \( w_\nu \) to be its normalization, i.e., \( w_\nu = \frac{\mu_\nu}{\| \mu_\nu \|_2} \). Note that \( w_\nu \) is in the same direction as \( \mu_\nu \), with \( \| w_\nu \|_2 = 1 \).

As a corollary of standard Gilbert-Varshamov bound for constant-weight codes (e.g., see Lemma 6 in Acharya et al. (2021)), there exists a set \( V \) such that

- The cardinality of \( V \) satisfies \( |V| \geq 2^\frac{d}{3} \).
- For all \( \nu \in V \), \( \nu \in \{ \pm 1 \}^d \) with \( |\nu| = \frac{d}{2} \).
- For all \( \nu_1, \nu_2 \in V \), \( d_{\text{Ham}}(\nu_1, \nu_2) \geq \frac{d}{8} \).

We first compute the norm of \( \mu_\nu \). Note that \( \forall \nu \in V \), \( \| \mu_\nu \|_2 \) is the same, which is denoted by \( \| \mu \|_2 \).

\[
\| \mu_\nu \|_2 = \| \mathbb{E}_{x \sim Q_\nu}[x] \|_2 = p^{-\frac{1}{k-1}} \cdot \sqrt{d} := \| \mu \|_2 .
\]

Without loss of generality, we assume the parameter space \( \| W \|_2 = 1 \), which is a unit ball. Then we define the loss function \( \ell(w; x) \). Given \( \nu \in V \), and \( x \sim Q_\nu \), we let

\[
\ell(w; x) = \langle w, x \rangle,
\]

and

\[
L_{Q_\nu}(w) = \mathbb{E}_{x \sim Q_\nu} \mathbb{E}[\ell(w; x)] = \langle w, \mu_\nu \rangle.
\]

Note that \( \ell \) is both convex and smooth. Let \( x \sim Q_\nu \). Note that \( \nabla \ell(w, x) = -x \), and \( \mathbb{E}[\nabla \ell(w, x)] = -\mu_\nu \),

\[
\sup \mathbb{E}_{x \sim Q_\nu} \left( \| \nabla \ell(w, x) - \mathbb{E} \nabla \ell(w, x) \|^k \right) \\
= \sup \mathbb{E}_{x \sim Q_\nu} \left( \| -x + \mu_\nu \|^k \right) \\
\leq p \cdot (p^{-1/k})^k = 1.
\]

Now we are able to bound the error of SCO.

\[
\mathbb{E} \left[ L_D(w^{\text{priv}}) - \min_{w \in W} L_D(\hat{w}) \right] \geq \frac{1}{|V|} \sum_{\nu \in V} \mathbb{E} \left[ L_{Q_\nu}(w^{\text{priv}}) - \min_{w \in W} L_{Q_\nu}(\hat{w}) \right] \tag{12}
\]

\[
\geq \frac{1}{|V|} \sum_{\nu \in V} \mathbb{E} \left[ \frac{\mu_\nu}{\| \mu \|_2}, \mu_\nu \right] - \langle w^{\text{priv}}, \mu_\nu \rangle \tag{13}
\]

\[
= \frac{1}{|V|} \sum_{\nu \in V} \mathbb{E} \left[ \| \mu \|_2 - \langle w^{\text{priv}}, \mu_\nu \rangle \right] \\
\geq \frac{1}{|V|} \sum_{\nu \in V} \mathbb{E} \left[ \frac{1}{2} \cdot \| \mu \|_2 \cdot \| w^{\text{priv}} - w_\nu \|_2^2 \right] , \tag{14}
\]

where (12) comes from the fact that the worst case loss is no smaller than the average loss, (13) comes from \( w_\nu = \arg \min_{\hat{w} \in W} L_{Q_\nu}(\hat{w}) \), and (14) comes from the fact that \( \| w^{\text{priv}} \|_2 \leq 1 \), and \( \| w_\nu \|_2 \leq 1 \).

Note that \( |V| \geq 2^\frac{d}{3} \). Furthermore, \( \forall \nu \neq \nu' \), \( \| w_\nu - w_{\nu'} \|_2 = \Omega(1) \); \( d_{\text{TV}}(w_\nu, w_{\nu'}) = p \), indicating that there exists a coupling between \( w_\nu \) and \( w_{\nu'} \) with a coupling distance \( np \). Suppose \( p = \min \left( 1, \frac{d}{n^e} \right) \), by DP Fano’s inequality (Theorem 2 in Acharya et al. (2021)), it can be shown that

\[
\frac{1}{|V|} \sum_{\nu \in V} \mathbb{E} \left[ \| w^{\text{priv}} - w_\nu \|_2^2 \right] = \Omega(1).
\]
We note that the first term comes from classical Fano’s inequality. So it is enough to prove the second term.

With respect to \( \hat{\mathbf{x}} \), as a standard Gilbert-Varshamov bound for constant-weight codes (e.g., see Lemma 6 in Acharya et al. (2021)), there exists a set \( \mathcal{V} \) with cardinality at least \( \| \mathcal{V} \|_2 \geq 2^{\frac{d}{8}} \), with \( \| \nu \|_1 = \frac{d}{2} \) for all \( \nu \in \mathcal{V} \), and with \( d_{\text{Ham}}(\nu, \nu') \geq \frac{d}{2} \) for all \( \nu \neq \nu' \in \mathcal{V} \).

Suppose \( p = \min \left( 1, \sqrt{\frac{d}{n}} \right) \), we can compute the norm of the distribution mean. Note that \( \| \nu \|_1 = \frac{d}{2} \).

\[
\| \mu_{\nu} \|_2 = \frac{\sqrt{2}}{2} \min \left( 1, \sqrt{\frac{d}{n}} \right) := \| \nu \|_2.
\]

By a similar argument with the private case, it can be shown that

\[
\mathbb{E} \left[ L_D(w^\text{priv}) - \min_{\hat{w} \in \mathcal{W}} L_D(\hat{w}) \right] \geq \Omega(1) : \| \nu \|_2 = \Omega \left( 1, \sqrt{\frac{d}{n}} \right).
\] (15)

Combining (15) and (16), and note that \( \forall a, b_1, b_2, a \geq 0.5(b_1 + b_2) \) if \( a \geq \max(b_1, b_2) \), we conclude the proof.

B.10. Proof of Theorem 1.4

We note that the first term comes from classical Fano’s inequality. So it is enough to prove the second term.

Let \( i^* \) be a random variable uniformly sampled over \([-M]\). Given \( i^* \), we generate \( n \) i.i.d. samples \( X \sim p_{i^*} \). Note that the distribution of \( X \) is a mixture of \( M \) distributions. Specifically, for any event \( S \),

\[
\Pr(X \in S) = \frac{1}{M} \sum_{i \in M} \Pr_{X \sim p_i} (X \in S).
\]

Letting \( X^i \sim p_{i^*} \), and \( \hat{p}(X) \) be a classifier mapping from samples to the underlying distribution. For the mutual information \( I(X, \hat{p}(X)) \) between \( X \) and \( \hat{p}(X) \),

\[
I(X, \hat{p}(X)) = \mathbb{E}_{x \sim X} [d_{\text{KL}}(\hat{p}(x), \hat{p}(X))]
\]

\[
= \frac{1}{M} \sum_{i \in M} \mathbb{E}_{x \sim p_{i^*}} [d_{\text{KL}}(\hat{p}(x), \hat{p}(X))],
\]
where the first equation comes from the definition of the mutual information:

\[ I(X, Y) = \mathbb{E}_X [d_{KL}(Y | X, Y)] . \]

By convexity of the KL divergence,

\[
d_{KL}(\hat{p}(x), \hat{p}(X)) \leq \frac{1}{M} \sum_{j \in M} d_{KL}(\hat{p}(x), \hat{p}(X^j)) \leq \frac{1}{M} \sum_{j \in M} \mathbb{E}_{x' \sim \rho_{\hat{p}^n}} [d_{KL}(\hat{p}(x), \hat{p}(x'))].
\]

Therefore,

\[
I(X, \hat{p}(X)) \leq \frac{1}{M^2} \sum_{i \in M} \sum_{j \in M} \mathbb{E}_{x \sim \rho^n} \left[ \mathbb{E}_{x' \sim \rho^n} [d_{KL}(\hat{p}(x), \hat{p}(x'))] \right].
\]

By the group privacy property of CDP (Proposition 1.9 in Bun & Steinke (2016)), which says that if \( \hat{p} \) is \( \rho \)-CDP, \( d_{KL}(\hat{p}(x), \hat{p}(x')) \leq \rho \cdot d_{Ham}(x, x')^2 \). Therefore, we have

\[
I(X, \hat{p}(X)) \leq \frac{\rho}{M^2} \sum_{i \in M} \sum_{j \in M} \mathbb{E}_{x \sim \rho^n} \left[ \mathbb{E}_{x' \sim \rho^n} [d_{Ham}(x, x')^2] \right].
\]

Note that the TV distance between each pair of distributions is upper bounded by \( \alpha \). By the property of optimal coupling, there exists a coupling such that \( \Pr_{z \sim p_z, z' \sim p_{z'}} (z \neq z') = \alpha \). Therefore, \( d_{Ham}(x, x') \sim Bin(n, \alpha) \), and

\[
\mathbb{E}_{x \sim \rho^n} \left[ \mathbb{E}_{x' \sim \rho^n} [d_{Ham}(x, x')^2] \right] \leq n^2 \alpha^2 + n \alpha (1 - \alpha).
\]

By Fano’s inequality, let \( p_e = \frac{1}{M} \sum_{i \in [M]} \Pr_{X \sim \rho^n} (\hat{p}(X) \neq p_i) \),

\[
I(i^*, \hat{p}(X)) \geq (1 - p_e) \log M - 2.
\]

Noting that \( I(i^*, \hat{p}(X)) \leq I(X, \hat{p}(X)) \), combining inequalities shows that

\[
p_e \geq 1 - \frac{\rho (n^2 \alpha^2 + n \alpha (1 - \alpha)) + \log 2}{\log M} . \tag{17}
\]

Finally, let \( \hat{p}(X) := \arg \min_{i \in [M]} \ell(\hat{X}(X), \theta(p_i)) \). By triangle inequality,

\[
\ell(\theta(p_i), \theta(\hat{p}(X))) \leq \ell(\hat{X}(X), \theta(p_i)) + \ell(\hat{X}(X), \theta(\hat{p}(X))) \leq 2 \ell(\hat{X}(X), \theta(p_i)) .
\]

Therefore,

\[
\frac{1}{M} \sum_{i \in [M]} \mathbb{E}_{X \sim \rho^n} [\ell(\hat{X}(X), \theta(p_i))] \geq \frac{1}{2M} \sum_{i \in [M]} \mathbb{E}_{X \sim \rho^n} [\ell(\theta(\hat{p}(X)), \theta(p_i))]
\]

\[
\geq \frac{r}{2M} \sum_{i \in [M]} \Pr_{X \sim \rho^n} (\hat{p}(X) \neq p_i)
\]

\[
= \frac{r p_e}{2}.
\]

Combined with (17), we conclude the proof.
B.11. Theorem 5.2 with High-probability Guarantees

In this paper, we provide all our utility guarantees in terms of the expectation over the randomness of samples and algorithms. However, they can be easily generalized to the high-probability setting. In this section, we present the high-probability version of Theorem 5.2 as an example.

**Theorem B.8** (Theorem 5.2 in high probability). Suppose we have a stochastic convex optimization problem which satisfies Assumption 2.12. Assuming \( R \leq 10, L \leq 10 \), Algorithm 2, instantiated with CDPCWME with parameters \( T = \frac{R^2 \rho n^2}{\tau t d^3} \), \( \eta = \frac{M}{R \sqrt{T}} \), and \( \tau = \left( \frac{\sqrt{\bar{n}}}{Md^2} \right)^\frac{1}{2} \), outputs \( w^{pr} = \frac{1}{T} \sum_{t \in [T]} w^t \), such that with probability at least \( 1 - \beta \),

\[
L_D(w^{pr}) - L_D(w^*) \leq O \left( \frac{Md \sqrt{\log \frac{Md \bar{n}}{\beta}}}{\sqrt{n}} + \log \left( \frac{Md \bar{n}}{\beta} \right) \cdot \left( \frac{M d^2}{n \sqrt{\rho}} \cdot \left( \frac{\sqrt{\bar{n}}}{Md^2} \right)^\frac{1}{2} + \frac{MLd}{n} \right) \right),
\]

where \( w^* = \arg\min_w L_D(w) \), and \( M \) is the diameter of the constraint set \( W \).

**Proof.** Let \( w^t = w^{t-1} - \eta \nabla \tilde{L}_D(w^{t-1}) \), and \( w^t \) denotes its projection to \( W \). Similar with the proof of Theorem 3.1,

\[
L_D(w^{pr}) - L_D(w^*)
\leq \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\eta} \left( \eta \nabla L_D(w^t), w^t - w^* \right)
\leq \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\eta} \left( \eta \nabla L_D(w^t) + \eta \nabla \tilde{L}_D(w^t) - \eta \nabla \tilde{L}_D(w^t), w^t - w^* \right)
\leq \frac{1}{T} \sum_{t=1}^{T} \left( \nabla L_D(w^t) - \nabla \tilde{L}_D(w^t), w^t - w^* \right) + \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\eta} \left( \eta \nabla \tilde{L}_D(w^t), w^t - w^* \right)
= \text{LHS} + \text{RHS}.
\]

We first bound the RHS, which corresponds to analyzing the variance. Let \( w'^t = w^{t-1} - \eta \nabla \tilde{L}_D(w^{t-1}) \), and \( w^t \) denotes its projection to \( W \). Similar with the proof of Theorem 3.1,

\[
\text{RHS} = \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\eta} \left( \eta \nabla \tilde{L}_D(w^t), w^t - w^* \right)
= \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{2\eta} \left( - \|w^t - w^* - \eta \nabla \tilde{L}_D(w^t)\|^2 + \|w^t - w^*\|^2 \right) + \frac{\eta}{2} \|\nabla \tilde{L}_D(w^t)\|^2 \right)
= \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{2\eta} \left( - \|w'^{t+1} - w^*\|^2 + \|w^t - w^*\|^2 \right) + \frac{\eta}{2} \cdot \|\nabla \tilde{L}_D(w^t)\|^2 \right)
\leq \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{2\eta} \left( - \|w'^{t+1} - w^*\|^2 + \|w^t - w^*\|^2 \right) + \frac{\eta}{2} \cdot \|\nabla \tilde{L}_D(w^t)\|^2 \right)
= \frac{1}{2\eta T} \left( - \|w^T - w^*\|^2 + \|w^1 - w^*\|^2 \right) + \frac{\eta}{2T} \cdot \sum_{t=1}^{T} \|\nabla \tilde{L}_D(w^t)\|^2
= \frac{1}{2\eta T} \left( - \|w^T - w^*\|^2 + \|w^1 - w^*\|^2 \right) + \frac{\eta}{2T} \cdot \sum_{t=1}^{T} \left( \|\nabla \tilde{L}_D(w^t) - \nabla L_D(w^t) + \nabla L_D(w^t)\|^2 \right)
\leq \frac{1}{2\eta T} \left( - \|w^T - w^*\|^2 + \|w^1 - w^*\|^2 \right) + \frac{\eta}{T} \cdot \sum_{t=1}^{T} \left( \|\nabla \tilde{L}_D(w^t) - \nabla L_D(w^t)\|^2 + \|\nabla L_D(w^t)\|^2 \right).
By Assumption 2.12, we have

\[ \| \nabla L_D(w^t) \|^2 = \left\| \nabla \mathbb{E}_{x \sim D} [\ell(w^t, x)] \right\|^2 = \left\| \mathbb{E}_{x \sim D} [\nabla \ell(w^t, x)] \right\|^2 \leq R^2 \]

for all \( t \), and \( \| w^t - w^* \|^2 \leq M^2 \) for any \( w^t \in \mathcal{W} \).

Thus,

\[
\text{RHS} \leq \frac{M^2}{2\eta T} + \frac{\eta}{T} \sum_{t=1}^{T} \left( \left\| \nabla \tilde{L}_D(w^t) - \nabla L_D(w^t) \right\|^2 \right).
\]

Following a similar proof with the covering argument in the proof of Theorem 5.2, we can bound \( \left\| \nabla \tilde{L}_D(w^t) - \nabla L_D(w^t) \right\|^2 \) for all \( t \in [T] \) simultaneously. Specifically, replacing \( \alpha = \frac{1}{n^2} \) and \( m = d \log \frac{Md}{\beta} \), we can show that with probability \( 1 - \frac{\beta}{10} \), for all \( w^t \in \mathcal{W} \),

\[
\left\| \nabla \tilde{L}_D(w) - \nabla L_D(w) \right\| \leq O \left( \sqrt{d} \cdot \left( \frac{C}{\tau} \right)^{k-1} + d \cdot \sqrt{\frac{\log \frac{Md}{\beta}}{n}} + \frac{Ld^{1.5} \log \frac{Md}{\beta}}{n^3} \right), \quad (18)
\]

Then by Gaussian tail bound and the union bound, with probability \( 1 - \frac{\beta}{10} \), for all \( w^t \) with \( t \in [T] \),

\[
\left\| \nabla \tilde{L}_D(w) - \nabla \tilde{L}_D(w) \right\| \leq O \left( \frac{\tau d^2 \sqrt{T \log \frac{MdT}{\beta}}}{n \sqrt{\rho}} \right).
\]

Combining the previous two equations, with probability at least \( 1 - \frac{\beta}{7} \),

\[
\frac{\eta}{T} \sum_{t=1}^{T} \left\| \nabla L_D(w^t) - \nabla \tilde{L}_D(w^t) \right\|^2 \leq O \left( \eta \cdot \left( \frac{d \cdot \left( \frac{C}{\tau} \right)^{2k-2}}{n} + \frac{d^2 \log \frac{Md}{\beta}}{n} + \frac{Ld^2 \log \frac{Md}{\beta}}{n^3} \right) \right),
\]

\[
\frac{\eta}{T} \sum_{t=1}^{T} \left\| \nabla \tilde{L}_D(w^t) - \nabla L_D(w^t) \right\|^2 \leq O \left( \eta \cdot \frac{\tau d^2 T \log \frac{MdT}{\beta}}{n^2 \rho} \right). \quad (19)
\]

Next we bound the LHS, which corresponds to analyzing the bias. By the triangle inequality,

\[
\text{LHS} = \frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla L_D(w^t) - \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle \leq \frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla L_D(w^t) - \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle + \frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla \tilde{L}_D(w^t) - \nabla L_D(w^t), w^t - w^* \right\rangle.
\]

By (18), we have

\[
\left\| \nabla \tilde{L}_D(w) - \nabla L_D(w) \right\| \leq O \left( \sqrt{d} \cdot \left( \frac{C}{\tau} \right)^{k-1} + d \cdot \sqrt{\frac{\log \frac{Md}{\beta}}{n}} + \frac{Ld^{1.5} \log \frac{Md}{\beta}}{n^3} \right).
\]
Note that \( \|w^t - w^*\|_2 \leq M \),

\[
\frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla L_D(w^t) - \nabla \hat{L}_D(w^t), w^t - w^* \right\rangle \leq M \cdot O \left( \sqrt{d} \cdot \left( \frac{C}{T} \right)^{k-1} + d \cdot \sqrt{\frac{\log \frac{Md}{\beta \epsilon}}{n}} + \frac{Ld^{1.5} \log \frac{Md}{\beta \epsilon}}{n^3} \right).
\]

Until now, the proof is almost the same with the case under expectation. Lastly, we analyze the term of \( \nabla \hat{L}_D(w^t) - \nabla \tilde{L}_D(w^t) \).

Note that this term is new, since it is zero when taking expectation. As designed in Theorem 4.1, we notice that \( \nabla \hat{L}_D(w^t) - \nabla \tilde{L}_D(w^t) = N_t \sim \mathcal{N}(0, \sigma^2 \mathbb{I}_{d \times d}) \), where \( \sigma^2 = 72 \tau^2 d^3 T \log^2 \frac{Md}{\beta \epsilon} \). Note that \( N_t \) is independent of \( w^t - w^* \), with \( \mathbb{E}[\langle N_t, w^t - w^* \rangle | w^t] = 0 \). Therefore, \( \{ \langle N_t, w^t - w^* \rangle, w^t \}_{t=0}^T \) is a martingale difference sequence. By Azuma’s inequality for sub-Gaussian distributions (see Theorem 2 in (Shamir, 2011)),

\[
\frac{1}{T} \sum_{t=1}^{T} \left\langle \nabla \hat{L}_D(w^t) - \nabla \tilde{L}_D(w^t), w^t - w^* \right\rangle \leq O \left( \frac{M \sqrt{d} \sigma \log(1/\beta)}{\sqrt{T}} \right)
\]

with probability at least \( 1 - \frac{\beta}{10} \). Taking \( \eta = \frac{M}{R \sqrt{T}} \), and \( T = \frac{R^2 \rho n^2}{\epsilon^2} \), this term is strictly dominated by (19).

Finally, putting everything together with the same \( \eta \) and \( T \) chosen in Theorem 5.2, and by the union bound, we conclude the result in Theorem B.8.

\( \square \)