Out-of-Distribution Detection for Dermoscopic Image Classification
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Abstract

Medical image diagnosis can be achieved by deep neural networks, provided there is enough varied training data for each disease class. However, a hitherto unknown disease class not encountered during training will inevitably be misclassified, even if predicted with low probability. This problem is especially important for medical image diagnosis, when an image of a hitherto unknown disease is presented for diagnosis, especially when the images come from the same image domain, such as dermoscopic skin images.

Current out-of-distribution detection algorithms act unfairly when the in-distribution classes are imbalanced, by favouring the most numerous disease in the training sets. This could lead to false diagnoses for rare cases which are often medically important.

We developed a novel yet simple method to train neural networks, which enables them to classify in-distribution dermoscopic skin disease images and also detect novel diseases from dermoscopic images at test time. We show that our BinaryHeads model not only does not hurt classification balanced accuracy when the data is imbalanced, but also consistently improves the balanced accuracy. We also introduce an important method to investigate the effectiveness of out-of-distribution detection methods based on presence of varying amounts of out-of-distribution data, which may arise in real-world settings.

1. Introduction

It is important to diagnose malignant skin lesions early. In particular, early detection and surgical treatment of malignant melanoma can result in excellent patient outcomes [9]. Other malignant skin lesions, including basal cell carcinoma (BCC) and squamous cell carcinoma (SCC), can also be threatening if left untreated [8]. However, differentiating malignant skin lesions from benign skin lesions such as nevi and seborrheic keratoses (SK) is often difficult even for trained clinicians. Several clinical algorithms have been developed to aid clinicians make a diagnosis of a skin lesion, such as the visual clues to help to diagnose malignant melanoma. These clinical algorithms include the well-known ABCD criteria (Asymmetry, Border irregularity, Colour irregularity, Diameter) [32, 1], and the 7-point check-list [2, 6]. But even with these clues, Heal et al. showed it can be extremely difficult for physicians to make a differential diagnosis between the commonly-encountered skin lesions, such as nevi and non-melanocytic lesions like seborrheic keratoses (SK), and rarely-encountered malignant melanomas [20].

A magnified dermoscopic view taken very close to, or in contact with, the skin is frequently used to supplement the observational clinical view for diagnosis of skin lesions [7]. A dermoscopic image, typically taken at magnification 10-15 times and with polarized lighting, can show skin details at much higher resolution, including dermoscopic structures a few millimeters under the surface of the skin including textures such as pigment networks, dots, globules and streaks [7, 25].

In contrast with the previously mentioned clinical algorithms, a separate set of clues for diagnosis from dermoscopic images has also been developed such as the dermoscopy ABCD rule where "D" stands for dermoscopic structures instead of "diameter" as it does for the clinical ABCD observation [16]. These dermoscopy rules are primarily intended to help identify malignant melanoma, but the differential diagnosis remains very challenging, with many possible features to identify and use [44]. Inter-class similarities and intra-class dissimilarities are examples of what make differential diagnoses challenging. For example, benign seborrheic keratoses (SK) mimic SCCs, BCCs, and
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malignant melanomas, especially for patients with many atypical (dysplastic) nevi [38]. There are also many intra-class dissimilarities, where a given disease may have many subtypes according to colour and texture [25]. Dermoscopic images of two nevi and SKs are shown in Fig 1, illustrating the difficulty in differentiating between these two diagnoses.

Figure 1: Dermoscopic images showing how SK can mimic a nevus (publicly available skin images from ISIC 2020 dataset [34]).

Using dermoscopy images to supplement the clinical view improves diagnosis [3], [44]. However, it is very important to provide adequate training in dermoscopy for primary care physicians to make good diagnoses [27, 14, 26], and even then it is very difficult to make correct differential diagnoses. There is also a lot of uncertainty in diagnosis, which means that many more benign lesions are excised than are strictly necessary [42].

We were motivated to develop an automated tool to help dermatologists and primary care physicians to perform differential diagnosis of dermoscopic skin lesions encountered in the clinic. Since developing an algorithm which is able to detect every skin disease’s type is not possible, we built a tool which is able to express uncertainty when presented with a previously unseen disease. Our algorithm can be an aid in treatment decisions and detection of lesions which are not in the commonly encountered categories.

We also show that current out-of-distribution (OOD) detection algorithms face many challenges in our evaluation setting. These algorithms act well when the OOD images are coming from a different domain, but they act poorly when the OOD images share many geometric and semantic features with the in-distribution images. Also, we show that classes with smaller number of images in the training set contribute more to false positives in the OOD detection.

Our algorithms are designed to perform multi-class classification of dermoscopic images of skin lesions with high accuracy, and with an important additional out-of-distribution (OOD) class by leveraging a separate binary classifier for each in-distribution class.

2. Related Work

2.1. Automated analysis of dermoscopic skin images

Research on automated analysis of dermoscopic images of skin lesions initially used image processing methods, often focusing on the “ABCD” features such as border irregularity [29], or texture features [36, 35].

Recently deep learning approaches have proven very successful, despite having been initially hamstrung by a lack of data [43]. However with much more labelled data, Esteva et al. showed deep learning models could perform as well as expert dermatologists [17]. Furthermore, Yap et al. showed that incorporating metadata provided even better results [45].

The interest in deep learning methods has been catalyzed by challenges hosted by the International Skin Imaging Collaboration (ISIC), which has released thousands of high-quality images to the public.

In 2018, Tschandl et al. published the HAM10000 dataset [40] with over 10,000 labelled dermoscopic images, which were used for the 2018 ISIC skin diagnosis challenge. The main task was to perform differential diagnosis of 7 classes of skin lesions using the HAM10000 dataset. The possible 7 disease categories were: melanoma (MEL), melanocytic nevus (NV), basal cell carcinoma (BCC), actinic keratosis/Bowens disease (AKIEC), benign keratosis (BKL) (solar lentigo/seborrheic keratosis / lichen planus-like keratosis), dermatofibroma (DF), and vascular (VASC).

The winning results showed balanced multi-class accuracy of 88.5%, a commendable result given the highly imbalanced nature of the data in each class. An important subsequent study by Tschandl et al. showed that the top three algorithms actually out-performed dermatologists with respect to most outcome measures [39]. However, as Tschandl et al. noted, a limitation of these algorithms is their decreased performance for out-of-distribution images, which should be addressed in future research [39].

The main task in the 2019 ISIC challenge [23] was to classify dermoscopic images among 9 different diagnosis categories: the 7 classes from the 2018 challenge where the AK class now specified only actinic keratosis (AK) as opposed to (AKIEC), plus Squamous cell carcinoma (SCC), and a class representing “none of the others” ie out of distribution. For the ISIC 2019 challenge, 25,331 images were available for training across the 8 known different categories.

The winning balanced multiclass accuracy was 63.6% with the addition of external training data, and 60.7% without using external data.

This much lower accuracy reflected the addition of two extra classes in the test set (SCC and the ”other” class).

For both of the 2018 and 2019 challenges, the classes had highly imbalanced distributions, reflecting the distribution
of lesions biopsied in a real clinical setting.

The 2020 ISIC challenge task was to identify melanoma in images of skin lesions [24]. The leaderboard shows there were over 3300 entries, with the winning score of 94.9% (area under the ROC curve). Of note is the fact that in 2020 there were 33k training images, but only 1.8% were malignant (vs 17.8% in 2019, 10 times more) ie the data was much more strongly imbalanced compared to previous years.

A summary of recent AI approaches, mostly published in 2017-2019, to diagnosing skin lesions is given by Goyal et al. [19].

2.2. Out-of-Distribution Detection Algorithms

Despite all the advances in classification, AI models still have difficulty in expressing their uncertainty and detecting OOD samples. Gal et al. estimated uncertainty in deep neural networks using Monte-Carlo DropOut [18]. They proposed that measuring uncertainty can be an effective way to detect OOD samples (“special cases”). They provided a mathematically grounded proof on why averaging multiple stochastic forward passes can capture uncertainty in dropout neural networks. Der Kiureghian and Ditlevsen suggested breaking uncertainty into two types: Aleatoric and Epistemic [15]. Aleatoric uncertainty comes from the uncertainty in the data. An image of a lesion which is hard to tell if it is a benign melanocytic nevus or malignant melanoma is an example of one which might accompany high aleatoric uncertainty. Epistemic uncertainty comes from a lack of predictive power, due to observing only a subset of the true data distribution at training time. In our work, by restricting the domain of novel disease images to dermoscopic images, aleatoric uncertainty is increased considerably. We show that even in the scenario when there is higher aleatoric uncertainty between in-distribution samples and OOD samples, detecting OOD lesion images is still possible.

Hendrycks and Gimpel proposed an initial baseline method for OOD detection which works based on thresholding softmax probabilities [21]. Bendale and Boult proposed a methodology for unknown class detection at test time by introducing an OpenMax model layer [5]. Liang et al. showed that temperature scaling and adding small perturbations to the input image are two effective tools in separating in-distribution samples and OOD samples [30]. Lee et al. calculated a confidence score based on Mahalanobis distance between a given sample and class-conditional probability distributions [28]. Vyas et al. identified OOD samples by enforcing a margin between in-distribution and OOD samples softmax probabilities in the loss function across an ensemble of classifiers [41]. Later, Hendrycks et al. showed that incorporating auxiliary OOD images during the training stage and enforcing the
model to produce a uniform response on auxiliary OOD samples can boost a model’s uncertainty estimation at test time [22]. Recently, Liu et al. showed that energy-based models associate higher energy values with OOD samples [31]. They identified OOD samples by thresholding a samples’ energy calculated over the output of the model. They also provided a fine-tuning method to improve their results even more in the setting where auxiliary OOD samples are available at training time. Shafaei et al. discussed different points of views when tackling the OOD detection problem [37]. They also proposed a three-dataset evaluation scheme for more reliable evaluation of OOD detection algorithms.

Another limitation of current outlier detection algorithms is that they aim to sacrifice the model’s balanced accuracy in order to maximize accuracy in outlier detection. These models look at the OOD detection problem as a binary classification problem. However, with the existence of underrepresented classes in skin diseases, these methods act harshly on underrepresented classes. Fig 2 shows the variation of predicted probabilities per samples in different classes. It can be seen that defining a global threshold on the probabilities only takes the false positive samples from underrepresented classes. This consequently decreases a model’s balanced accuracy significantly.

## 2.3. Out-of-Distribution Detection in Dermatology

There has also been some research in order to detect OOD samples in the context of skin disease detection. As mentioned above, ISIC 2019 introduced a challenge [23] where training data contained 8 classes. However, in the testing phase there was an “Other” class which did not belong to the training classes.

Pacheco et al. used the Gram matrix to estimate a given sample’s deviation and identify various types of OOD samples from different domains [33]. Their results showed that OOD detection on domains closer to in-distribution data is much more challenging than on other domains. Combalia et al. [13] used test data augmentation and Monte-Carlo test time dropout ([18]) to measure both aleatoric and epistemic uncertainty at the same time. Bagchi et al. utilized a two-level ensembling technique to classify skin lesions and detect novel classes [4]. They also showed that detecting outliers results in a decrease in balanced multi-class accuracy measured on the ISIC 2019 test set.

### 3. Data

In order to train and evaluate our algorithms, we used publicly available dermoscopic images from the ISIC 2019 [40, 11, 12] and ISIC 2020 challenge [34].

From the ISIC 2020 challenge, we only used the data with labels present in the ISIC 2019 classes or where the label could be mapped to one of the classes in ISIC 2019 challenge. So images labelled as lichenoid keratosis, solar lentigo, and seborrheic keratosis were labelled as benign keratosis.

We treated actinic keratosis as the out-of-distribution class and trained our model on the rest of the classes. We split the data such that 80% of lesion IDs of in-distribution data went to the training set, for a total of 26,400 training images. The rest of the data (in-distribution and out-of-distribution) was split equally between the validation and test set. More details can be found in Table 1.

| Class Name | Training | Validation | Test  |
|------------|----------|------------|-------|
| BCC        | 2807 (11%) | 299 (12%)  | 217 (9%) |
| BKL        | 2397 (9%)  | 259 (10%)  | 147 (6%) |
| DF         | 187 (1%)   | 28 (1%)    | 24 (1%) |
| MEL        | 4720 (18%) | 193 (8%)   | 193 (8%) |
| NV         | 15609 (59%)| 1230 (48%) | 1229 (53%) |
| SCC        | 496 (2%)   | 79 (3%)    | 53 (2%) |
| VASC       | 184 (1%)   | 40 (2%)    | 29 (1%) |
| AK         | 0 (0%)     | 428 (17%)  | 439 (19%) |

Table 1: Number of images per class used and the percentage per set.

### 4. Method

One less-travelled path in multi-class classification is using C one-versus-the-rest classifiers where C is the number of classes. Although this approach comes with difficulties in training, it can be shown to effectively identify OOD samples. Each of the C classifiers is trained to predict whether the given sample belongs to its corresponding class. If no classifier accepts the given sample, the sample will be classified as OOD.

In order to perform this task, we propose a simple yet flexible neural network architecture called BinaryHeads (BH) which transforms training multiple classifiers, into a multi-task learning framework. A BH network consists of a shared feature extractor backbone and multiple classification heads, each corresponding to one known class in the training set. In our experiments we used EfficientNet-B3 as feature extractor backbone and used a simple logistic regression unit for each classification head. An overview of our BH model can be seen in Fig 3.

#### 4.1. Training

When training the BH network, each dermoscopic image belongs to exactly one class. We set the ground truth for the corresponding classification head to be 1 and the rest should predict 0. Using this schema we train all classification heads
Figure 3: BinaryHeads network

together. Each binary head backpropagates through its logistic regression unit to the backbone network at the same time.

4.2. Inference

At inference time, we define $C$ thresholds, each corresponding to one of the classification classes in the training set. In order to get the network’s prediction on each sample, we first discard the classes where the sample probability is lower than the class threshold. Among remaining classes, we then choose the class with the highest probability, or we predicted the sample to be OOD if no class remains.

\[
\text{confidence} = \max_{i=1}^{C} H(\text{prob}_i - \text{threshold}_i) \ast \text{prob}_i
\]

\[
\text{candidateClass} = \arg \max_{i=1}^{C} H(\text{prob}_i - \text{threshold}_i) \ast \text{prob}_i
\]

\[
\text{prediction} = \begin{cases} 
\text{candidateClass} & \text{if confidence > 0} \\
\text{OOD} & \text{otherwise}
\end{cases}
\]

Equation 1 shows the criteria for choosing the predicted class. Note that $H$ is heaviside step function. The intuition behind having per-class thresholds is that different classes have different amounts of training data and distinctiveness. This leads to some classes being overconfident and others being underconfident as shown in Fig 2. Hence these thresholds are defined to be more fair to underrepresented classes. It is important to note setting per-class threshold here is possible since predicted probabilities at each head are independent. This means that independent heads can have independent thresholds.

In order to find the most suitable per-class thresholds, we define an initial set of thresholds (can be any arbitrary initial value between 0 and 1). Then by local optimization of these thresholds we maximize balanced accuracy on the validation set. In the local optimization process, each time we randomly choose a disease, and then set its threshold to the value which maximizes the balanced accuracy. We repeat this process until all the diseases have their threshold set and we converge to a local minimum. We find that this method strikes a good balance between complexity and effectiveness.

5. Experiments

5.1. Setting

Some additional training details which helped our models converge were regimes of weighted sampling and data augmentation. These were mainly employed to minimize the effect of class imbalance as much as possible. We augmented the data using random rotation, color jitter, and center crop.

We trained the models using stochastic gradient descent as the optimizer and decreased the learning rate on plateau during the training process. More information on our training hyperparameters can be found in the projects’ Github repository \(^1\).

\(^1\)https://github.com/mrm-196/Derm-OOD
5.2. Results

In order to effectively evaluate an OOD detection algorithm in an imbalanced setting, one needs to show how the presence of differing amounts of OOD data in the dataset affects accuracy and balanced accuracy of the system. This is critical, since the number of novel diseases seen in different clinics can vary greatly and it is difficult to impossible to have an accurate estimation of number of OOD samples across different real world scenarios. Thus, it is more realistic to evaluate the performance of the system against various amounts of OOD data present in the test set. Also, the class imbalance in the in-distribution classes suggests the use of a metric which is robust to class imbalance. To evaluate the performance of our classifier at each scenario, we measure both the accuracy of the classifier as well as its balanced accuracy.

In practice, a strong consideration for the incorporation of an OOD detection component within a classification framework is its overall effect on classification performance. One needs to show that the inclusion of an OOD detection algorithm does not hurt general performance of the system so much as to render it noticeably less useful. In order to do such evaluation, we compare a BH model which has OOD detection capability, against a vanilla BH model. The vanilla BH model classifies samples by choosing the class with the maximum probability as the prediction and does not label any samples as OOD. Fig 4 shows the outcome of this experiment across different number of OOD samples in the dataset.

We also compared our work against other recent OOD detection algorithms. Of the algorithms listed in related works, we chose the baseline OOD detection algorithm [21] and the energy based OOD detection [31]. The energy-based method currently holds the state of the art in the OOD detection task. Fig 5 shows a comparison of our method, against the baseline OOD detector, and the energy-based OOD detector. The baseline method identifies a sample as OOD if the maximum class probability is lower than a predefined threshold across all classes. The energy based method initially calibrates the model using temperature scaling before calculating the energy for each sample. Samples with energy higher than a given threshold are then predicted as OOD.

Our BH model’s accuracy on the full test set was 65.21% and had a balanced accuracy of 58.10%. The confusion matrix in Fig 6 shows there is no significant unfairness towards underrepresented classes.
According to our experiments shown in Fig 4, the per-class thresholding technique not only helps with identifying new diseases, but also decreases the confusion between in-distribution classes. This can be seen in the scenario when there is no OOD available and we gain 0.68% balanced accuracy by having per-disease thresholds.

The result shows that when the number of OOD samples in the test set is relatively high, our per-class thresholding technique increases both the model’s accuracy as well as its balanced accuracy. However, when there are not many OOD samples in the test set, our method hurts accuracy while increasing balanced accuracy.

Also, an interesting observation is that current OOD detection approaches seem poorly equipped to detect OOD data which comes from the same domain as the in-distribution classes. This result is also supported by Pacheco et al. [33]. The reason that we limit our focus to this type of OOD is its importance in the clinical setting. Consequently, as shown in Fig 5, our method outperforms the baseline and the energy-based methods in terms of balanced accuracy while having very competitive accuracy in the presence of various amounts of OOD samples.

Another observation which can be made from Figures 4 and 5 is the strong performance of the BH model even without the ability to detect OOD samples compared to the baseline model. While conventional knowledge suggests that training binary classifiers to detect each class in a one-vs-rest setting is not the best way to train classifiers, we show that such a classifier outperforms its more popular softmax-based cousin. Additionally, we believe that BH
model is more flexible and interpretable than a softmax classifier since the BH model can propose multiple candidate classes for the prediction even if those classes are underrepresented or complex to learn.

Many OOD detection approaches rely on a set of OOD samples in advance in order to find appropriate thresholds. Another strong point about using BH network in this setting is that setting thresholds can be done even when no OOD samples are available. We experimented with setting thresholds both with and without using OOD samples. Where no OOD samples were used, performance decreased by only 0.26% accuracy and 0.37% balanced accuracy which is relatively small and provides a good trade-off to collecting a set of OOD examples, which may not always be feasible.

We should mention that although this approach comes with almost no additional costs compared to softmax methods. Training BH networks can be challenging and in some cases they may not converge to a good solution. These networks are similar to multi-task networks and they might benefit from techniques like GradNorm [10] in order to be trained properly. Future research is suggested on this matter to reveal the true potential of BH networks.

7. Conclusion

Well-instructed primary care physicians (PCPs) are able to consistently capture dermoscopic images from a similar domain as training images, rendering classification of dermoscopic lesions feasible. However, training on every possible class of skin diseases is not possible, because some diseases are extremely rare. This suggests a need to identify a usable OOD detection method which is trained on in-domain data (common diseases) and is able to identify novel diseases, without largely sacrificing model performance, nor having to be trained/tuned on a large held-out set of OOD samples.

We have presented a novel method for detecting OOD classes and have demonstrated how it might be used to help partition medical images even from within the same domain, such as dermoscopy skin lesion images, as being known or unknown diseases (unseen during training). Importantly, our method does not rely on training with labelled images of every possible skin disease, nor does it rely on having access to out of distribution samples to tune thresholds.

Future work will examine the performance of our method when multiple different disease classes are removed from the training set, and when new disease classes such as some inflammatory conditions are added. Ultimately, we plan to evaluate the performance of our system through comparison with dermatologists.
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