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We present a new method to model spin-wave excitations in magnetic solids, based on the Liouville-Lanczos approach to time-dependent density functional perturbation theory. This method avoids computationally expensive sums over empty states and naturally deals with the coupling between spin and charge fluctuations, without ever explicitly computing charge-density susceptibilities. Spin-wave excitations are obtained with one Lanczos chain per magnon wave-number and polarization, avoiding the solution of the linear-response problem for every individual value of frequency, as other state-of-the-art approaches do. Our method is validated by computing magnon dispersions in bulk Fe and Ni, resulting in agreement with previous theoretical studies in both cases, and with experiment in the case of Fe. The disagreement in the case of Ni is also comparable with that of previous computations.

I. INTRODUCTION

Spin dynamics in magnetic systems is at the core of many interesting phenomena and technologies [1-2]. Its thorough characterization has become possible in the last 50 years by the development and continuous refinement of magnetic spectroscopies, most notably inelastic neutron scattering spectroscopy (INSS) for bulk materials [3], spin-polarized electron energy loss spectroscopy (SPEELS) and inelastic scanning tunneling spectroscopy for thin films [4, 5]. These spectroscopies allow probing collective and single-particle magnetic excitations due to spin-density fluctuations, namely, spin-wave (magnons) and Stoner (spin-flip) excitations, respectively. At long wave-lengths magnons have lower energies and are long lived. At smaller wavelengths the energies of these two excitation channels become comparable, and magnon lines broaden due to the coupling with spin-flip electron-hole pairs, a process usually referred to as Landau damping [6, 7].

From a theoretical point of view, model Hamiltonians are often used to describe magnetic excitations, possibly in conjunction with ab initio results to fit the parameters appearing therein [8-11]. While such models can be derived systematically from an adiabatic decoupling of the spin degrees of freedom from charge fluctuations [12, 13] within constrained density functional theory, a fully ab initio treatment of spin-wave dynamics requires the computation of the dynamical spin susceptibility from either time-dependent density functional theory (TDDFT) [14, 15] or many-body perturbation theory (MBPT) [20, 24]. Both methods treat charge and spin fluctuations on an equal footing in a self-consistent manner and they are formally exact, though in practice they rely on different approximations and have different computational requirements. TDDFT is numerically way less demanding than MBPT, particularly when adopting the adiabatic local spin density approximation (ALSDA), which results in a good compromise between computational cost and accuracy [25-26] and has in fact been universally adopted so far for modelling magnetic excitations. Previous attempts to compute magnon dispersion relations from linear-response TDDFT were based on either the solution of the time-dependent Schrödinger equation [14, 19] or of the Dyson equation for the spin susceptibility, starting from the independent-electron spin and charge susceptibilities [15-18]. In all these approaches the linear-response problem must be solved for every individual value of the excitation frequency, which is one of the main computational bottlenecks to be addressed and overcome in this work.

In the present study we introduce a generalization of the Liouville-Lanczos approach to time-dependent density functional perturbation theory (TDDFpT) [27-29], which allows us to treat the dynamical spin-fluctuation response of magnetic systems in a fully non-collinear framework, and thus model their spin-wave excitation spectra entirely from first principles. Using techniques borrowed from static density functional perturbation theory (DFpT) [30, 31] and similarly to the method of Ref. [19], our method avoids computing any independent-particle susceptibilities, and thus does not require computationally expensive and slowly converging sums over empty states. At variance with previous studies, our method also avoids repeated linear-response calculations for each individual excitation frequency, by using a recursive Lanczos algorithm to solve the quantum Liouville equation, independently of the frequency. The actual spectrum is then computed upon completion of the compute-intensive Lanczos recursion, in an inexpensive post-processing step for any desired frequency. This al-
allows us to obtain the full spectrum of magnetic excitations (both magnons and Stoner excitations) in any wide frequency range with just one Lanczos chain per excitation wave-number and polarization.

This paper is organized as follows. In Sec. II we describe the Liouville-Lanczos approach within TDDFpT for magnetic excitations, in Sec. III we present a validation of our approach on the prototypical systems bulk Fe and Ni, and in Sec. IV we give our conclusions. Appendix A contains a discussion about a generic perturbation of our approach on the prototypical systems bulk Fe and Ni. Lastly, the main text contains a general formulation of the magnetic Liouville-Lanczos approach, while in appendix B we give the details necessary to implement it for metals.

II. THEORY AND ALGORITHMS

In INSS experiments a neutron beam with wave-vector \( \mathbf{k}_i \) and energy \( E_i \) impinges on the target sample. Due to inelastic scattering, the outgoing neutron will be characterized by the wave-vector \( \mathbf{k}_f = \mathbf{k}_i - \mathbf{q} \) and energy \( E_f = E_i - \hbar\omega \), where \( \hbar\mathbf{q} \) and \( \hbar\omega \) are the momentum and energy transferred to the sample, respectively. In the first Born approximation \cite{32, 33}, the double-differential cross section corresponding to magnetic excitations of electrons can be written in the compact form as:

\[
\frac{d^2\sigma}{d\Omega d\omega} = \frac{\hbar}{\pi} \left( \frac{g_n e}{2\hbar} \right)^2 \frac{k_f}{k_i} S(q, \omega),
\]

where

\[
S(q, \omega) = -\text{Im} \left[ P^\perp(q) \chi(q, q; \omega) \right].
\]

Here, \( -e \) and \( g_n \approx 3.826 \) are the electron charge and the neutron g-factor, respectively, \( P^\perp(q) \) is the \( 3 \times 3 \) matrix, \( P_{\alpha\beta}^\perp(q) = \delta_{\alpha\beta} - q_\alpha q_\beta/q^2 \) (with \( \alpha, \beta = x, y, z \)), which is a projector on to the plane perpendicular to the direction of \( q \), and \( \chi(q, q; \omega) \) is the \( 3 \times 3 \) spin susceptibility matrix. The poles of \( S(q, \omega) \) occur at frequencies of magnons and Stoner excitations. This quantity is accessible from the linear-response theory, and in the following we will show how it can be computed in an efficient way using the Liouville-Lanczos approach to TDDFpT.

In the following Hartree atomic units will be used.

A. Ground state

In periodic solids, in the spin-polarized case the ground-state Kohn-Sham (KS) equations read \cite{34}:

\[
\hat{H}^0 \Psi^0_{n, \mathbf{k}}(\mathbf{r}) = \varepsilon^0_{n, \mathbf{k}} \Psi^0_{n, \mathbf{k}}(\mathbf{r}),
\]

where \( n \) is the band index, \( \mathbf{k} \) is the point in the first Brillouin zone (1BZ), \( \varepsilon^0_{n, \mathbf{k}} \) are the KS energies, and \( \Psi^0_{n, \mathbf{k}}(\mathbf{r}) \) are the ground-state two-component KS spinor wave functions

\[
\Psi^0_{n, \mathbf{k}}(\mathbf{r}) = \begin{pmatrix} \psi^0_{n, \mathbf{k}, 1}(\mathbf{r}) \\ \psi^0_{n, \mathbf{k}, 2}(\mathbf{r}) \end{pmatrix},
\]

where the subscripts “1” and “2” correspond to spin-up (\( \uparrow \)) and spin-down (\( \downarrow \)) components of the spinor, respectively. The ground-state 2 \times 2 Hamiltonian \( \hat{H}^0 \) reads:

\[
\hat{H}^0 = -\frac{1}{2} \nabla^2 + \hat{V}_{\text{ext}}^0 + \hat{V}_{\text{H}}^0 + \hat{V}_{\text{XC}}^0,
\]

where the first term is the kinetic-energy operator, \( \hat{V}_{\text{ext}}^0 = \hat{V}_{\text{loc}}^0 + \hat{V}_{\text{NL}}^0 \) is the external potential, defined as the sum of the local part of the pseudopotential (PP), \( \hat{V}_{\text{loc}}^0 \), and the non-local part of PP, \( \hat{V}_{\text{NL}}^0 \), respectively. \( \hat{V}_{\text{H}}^0 \) and \( \hat{V}_{\text{XC}}^0 \) are the Hartree and exchange-correlation (XC) potentials, respectively. The last two operators in Eq. \( (5) \) depend on the 2 \times 2 spin-charge density, which, in the non-collinear case reads:

\[
n^0_{\sigma\sigma'}(\mathbf{r}) = \sum_{n, \mathbf{k}} f_{n, \mathbf{k}} \psi^0_{n, \mathbf{k}, \sigma}(\mathbf{r}) \psi^0_{n, \mathbf{k}, \sigma'}(\mathbf{r}),
\]

where \( \sigma \) and \( \sigma' \) are the spin indices, \( f_{n, \mathbf{k}} \) is the occupation factor which equals to 1 for occupied states and to 0 for empty states at zero temperature, hence \( n \) runs over occupied states only, and \( \mathbf{k} \) runs up to \( N_{\mathbf{k}} \) points in 1BZ. It is convenient to change variables and instead of working with \( n^0_{\sigma\sigma'}(\mathbf{r}) \) to use the charge density \( n^0(\mathbf{r}) \) and spin density (also called as magnetization density) \( m^0(\mathbf{r}) \), which are defined, respectively, as:

\[
n^0(\mathbf{r}) = \sum_{\sigma} n^0_{\sigma\sigma}(\mathbf{r}) = \sum_{n, \mathbf{k}} f_{n, \mathbf{k}} \Psi^0_{n, \mathbf{k}, \sigma}(\mathbf{r}) \Psi^0_{n, \mathbf{k}, \sigma}(\mathbf{r}),
\]

\[
m^0(\mathbf{r}) = \mu_B \sum_{\sigma\sigma'} n^0_{\sigma\sigma'}(\mathbf{r}) = \mu_B \sum_{n, \mathbf{k}} f_{n, \mathbf{k}} \Psi^0_{n, \mathbf{k}, \sigma}(\mathbf{r}) \sigma \Psi^0_{n, \mathbf{k}, \sigma}(\mathbf{r}),
\]

where \( \mu_B \) is the Bohr magneton, and \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) is the vector of Pauli matrices. With these definitions, the Hartree potential \( \hat{V}_{\text{H}}^0 \) in the coordinate representation can be written as:

\[
\hat{V}_{\text{H}}^0(\mathbf{r}) = \sigma^0 \cdot \mathbf{v}_{\text{H}}^0(\mathbf{r}),
\]

\[
\mathbf{v}_{\text{H}}^0(\mathbf{r}) = \int \frac{n^0(\mathbf{r}')}{| \mathbf{r} - \mathbf{r}' |} d\mathbf{r}',
\]

and the XC potential \( \hat{V}_{\text{XC}}^0 \) in the coordinate representation is defined as:

\[
\hat{V}_{\text{XC}}^0(\mathbf{r}) = \sigma^0 \cdot \mathbf{b}_{\text{XC}}^0(\mathbf{r}) - \mu_B \sigma \cdot \mathbf{b}_{\text{XC}}^0(\mathbf{r}),
\]
where $\sigma^\circ$ is the unit $2 \times 2$ matrix, and $v_{XC}^\circ(r)$ and $b_{XC}^\circ(r)$ are the scalar and magnetic parts of the XC potential which are defined as:

$$v_{XC}^\circ(r) = \delta E_{XC}[n,m] \bigg|_{m=m^\circ(n)}$$

(12)

$$b_{XC}^\circ(r) = -\delta E_{XC}[n,m] \bigg|_{m=m^\circ(n)}$$

(13)

where $E_{XC}[n,m]$ is the XC energy functional.

For the latter convenience, let us rewrite Hamiltonian [5] as:

$$\hat{H}^\circ = \sigma^\circ \left[ -\frac{1}{2} \nabla^2 + \hat{\rho}_n^\circ + \hat{\rho}_H + v_{XC}^\circ \right] - \mu_B \sigma \cdot \hat{b}_{XC}^\circ$$

(14)

where we have used the notation $\hat{V}_{\text{ext}}^\circ = \sigma^\circ \hat{\rho}_{\text{ext}}^\circ$.

**B. Time-dependent density functional perturbation theory**

1. General formulation

According to the Bloch theorem, the KS spinor wave functions can be written as:

$$\Psi_{\sigma n,k}(r) = \frac{1}{\sqrt{N_k}} e^{i k \cdot r} U_{\sigma n,k}(r)$$

(15)

where $U_{\sigma n,k}(r)$ are the lattice-periodic spinor functions, and the normalization factor $1/\sqrt{N_k}$ is present because $U_{\sigma n,k}(r)$ are taken to be orthonormalized in the primitive unit cell. We consider a system, initially in the ground state described by Hamiltonian $[14]$, perturbed by adiabatically switching on a time-dependent external potential. In the frequency domain, the perturbing potential can be decomposed into monochromatic components $[20][31]$:

$$\hat{V}_{\text{ext},q}(\omega) = \sum_q e^{i q \cdot r} \hat{V}_{\text{ext},q}(\omega)$$

(16)

where $\hat{V}_{\text{ext},q}(\omega)$ is the lattice-periodic part. In the case of a magnetic perturbation it reads:

$$\hat{b}_{\text{ext},q}(\omega) = -\mu_B \sigma \cdot \hat{b}_{\text{ext},q}(\omega)$$

(17)

where $\hat{b}_{\text{ext},q}(\omega)$ is the lattice-periodic part of the external magnetic field potential. A more generic form of the external perturbation is discussed in appendix A. The response of KS spinor wave functions can be correspondingly expressed as a linear combination of the responses to each monochromatic $q$ component of the perturbing potential $[20]$: 

$$\hat{\Psi}_{\sigma n,k}(r,\omega) = \frac{1}{\sqrt{N_k}} \sum_q e^{i (k+q) \cdot r} \hat{U}_{\sigma n,k+q}(r,\omega)$$

(18)

where $\hat{U}_{\sigma n,k+q}(r,\omega)$ are the lattice-periodic response spinor functions. Consequently, a similar decomposition can be made for the response charge and magnetization densities, and response Hartree-and-XC (HXC) potential. After such decompositions and by performing a linearization and Fourier transformation of the time-dependent KS equations, we can write the resonant and anti-resonant linear-response KS equations for individual monochromatic $q$ components of the lattice-periodic quantities in the frequency domain as $[20]$: 

$$\hat{H}^\circ_{\sigma k+q} = \sigma^\circ \left[ -\frac{1}{2} \nabla^2 + \hat{\rho}_{\text{loc}}^\circ + \hat{\rho}_{\text{loc}}^\circ + \hat{\rho}_{H}^\circ + v_{XC}^\circ \right] - \mu_B \sigma \cdot \hat{b}_{XC}^\circ$$

(21)

whereas in Eq. (20) we defined $H^\circ_{k+q} = \hat{T} H^\circ_{k-q} \hat{T}^{-1}$, which can be shown to be equal to the operator in Eq. (21) with the opposite sign in the ground-state magnetic XC potential. We note that in Eq. (21) only the first two operators (kinetic term and non-local PP) depend on the current value of $k + q$. In Eq. (19), $\hat{V}_{\text{HXC},q}(\omega)$ is the monochromatic $q$ component of the response HXC potential, which reads:

$$\hat{V}_{\text{HXC},q}(\omega) = \sigma^\circ \hat{\rho}_H^\circ(\omega) + \sigma^\circ \hat{\rho}_{XC}^\circ(\omega)$$

(22)
where
\[ \tilde{v}_{\text{H},q}(r,\omega) = \int \frac{\tilde{n}_q'(r',\omega) e^{-iqrr'}}{|r-r'|} d\mathbf{r}', \] (23)
is the response Hartree potential in the coordinate represen-
tation, and \( \hat{v}_{\text{XC},q}^{'\,\text{ext}}(\omega) \) and \( \hat{b}_{\text{XC},q}^{'\,\text{ext}}(\omega) \) are the re-
sponse scalar and magnetic XC potentials, respectively, which in the coordinate representation within ALSDA read [31 36]:

\[ \hat{v}_{\text{XC},q}^{'\,\text{ext}}(\omega) = \frac{\partial v_{\text{XC}}}{\partial n} \bigg|_{n^\ast,m^\ast} \tilde{n}_q'(r,\omega) + \frac{\partial v_{\text{XC}}}{\partial m} \bigg|_{n^\ast,m^\ast} \tilde{m}_q'(r,\omega), \] (24)

\[ \hat{b}_{\text{XC},q}^{'\,\text{ext}}(\omega) = \frac{\partial b_{\text{XC}}}{\partial n} \bigg|_{n^\ast,m^\ast} \tilde{n}_q'(r,\omega) + \frac{\partial b_{\text{XC}}}{\partial m} \bigg|_{n^\ast,m^\ast} \tilde{m}_q'(r,\omega). \] (25)

From Eqs. (24) and (25) we can see that there are mixed scalar and magnetic responses of \( v_{\text{XC}} \) and \( b_{\text{XC}} \), which are coupled in a self-consistent way. As will be seen in the following, this allows us to compute the spin susceptibility directly by avoiding calculations of charge-charge responses and cross-terms spin-charge responses (see also appendix A). The response potentials in Eqs. (23) – (25) are expressed in terms of the monochromatic \( q \) components of the response charge and magnetization densities, which read:

\[ \tilde{n}_q'(r,\omega) = \frac{1}{N_k} \sum_{n,k} \left[ f_{n,k} U_{n,k}^\circ(r) \tilde{U}_{n,k+q}^\prime(r,\omega) + f_{n,-k} \left( \tilde{U}_{n,-k}^\circ(r) \right)^\dagger \tilde{U}_{n,-k-q}^\prime(r,\omega) \right], \] (26)

\[ \tilde{m}_q'(r,\omega) = \frac{\mu_b}{N_k} \sum_{n,k} \left[ f_{n,k} U_{n,k}^\circ(r) \sigma \tilde{U}_{n,k+q}^\prime(r,\omega) - f_{n,-k} \left( \tilde{U}_{n,-k}^\circ(r) \right)^\dagger \sigma \tilde{U}_{n,-k-q}^\prime(r,\omega) \right], \] (27)

and satisfy the following relations [37]: \( \tilde{n}_q^{\ast\,\text{ex}}(r,\omega) = \tilde{n}_q'(r,\omega) \) and \( \tilde{m}_q^{\ast\,\text{ex}}(r,\omega) = \tilde{m}_q'(r,\omega) \). Using these properties it is easy to see that \( \tilde{V}_{\text{HXC},q}^{\ast\,\text{ext}}(\omega) = \tilde{V}_{\text{HXC},q}^{'\,\text{ext}}(\omega) \tilde{T}^{-1} \) is the operator of Eq. (22) with the opposite sign in the response magnetic XC potential. The same applies for \( \tilde{V}_{\text{ext},q}^{'\,\text{ext}}(\omega) = \tilde{V}_{\text{ext},q}^{'\,\text{ext}}(\omega) \tilde{T}^{-1} \), which is the external perturbing potential [17] with a reversed direction of the magnetic field. Lastly, the operators \( \tilde{P}_{k+q}^+ \) and \( \tilde{P}_k^+ \), appearing in Eqs. (19) and (20), respectively, are the projectors on to the empty-states manifold, and in the coordinate representation they read:

\[ P_{k+q}^\dagger(r,r') = \delta(r-r') - \sum_m f_{m,k+q} U_{m,k+q}^\circ(r) U_{m,k+q}^\circ(r'), \] (28)

\[ P_{k+q}^+ = \tilde{T} P_{k,q}^+ \tilde{T}^{-1} = \delta(r-r') - \sum_m f_{m,-k-q} \left( \tilde{T} U_{m,-k-q}^\circ(r) \right) \left( \tilde{T} U_{m,-k-q}^\circ(r') \right)^\dagger. \] (29)

We want to stress that the projectors on to the empty-states manifold \( P_{k+q}^\dagger \) and \( P_k^+ \) are expressed in terms of the ground-state spinors \( U_{m,k+q}^\circ \) and \( U_{m,-k-q}^\circ \), respectively, which in turn refer to the occupied-states manifold, similarly to the static DFPT [30 31]. Therefore, no explicit reference to empty states is present in our formula-
tion, i.e. we avoid computationally expensive summations over empty states.

In summary of this section, the linear-response problem is decoupled for individual monochromatic \( q \) com-
ponents of the external magnetic perturbation, and is dis-
cribed by the resonant and anti-resonant linear-response KS equations (19) and (20), respectively. A general-
ization of the formalism to metals in shown in the ap-
pendix B.

2. Quantum Liouville equation and spin susceptibility matrix

The resonant and anti-resonant linear-response KS equations (19) and (20) can be equivalently expressed in terms of the quantum Liouville equation for the 2 \( \times \) 2 response spin-charge density matrix operator \( \hat{\rho}_q^\prime(\omega) \) [29]:

\[ (\omega - \hat{L}_q) \cdot \hat{\rho}_q^\prime(\omega) = [\hat{V}^\prime_{\text{ext},q}(\omega), \hat{\rho}^\prime], \] (30)
where \( \hat{V}'_{\text{ext},q}(\omega) \) is the external perturbing potential defined in Eq. \( [17] \), \( \hat{\rho}^\circ \) is the unperturbed \( 2 \times 2 \) spin-charge density matrix operator, and \( \hat{L}_q \) is the Liouvillian superoperator, the action of which is defined as:

\[
\hat{L}_q \cdot \hat{\rho}_q(\omega) = \left[ \hat{H}^\circ, \hat{\rho}_q(\omega) \right] + \left[ \hat{V}'_{\text{H XC},q}(\omega), \hat{\rho}^\circ \right],
\]

(31)

where \( \hat{V}'_{\text{H XC},q} \) is the response HXC potential [see Eq. \( [22] \)].

The expectation value of the magnetization-density operator linearly induced by the external magnetic perturbing potential at a specific transferred momentum \( q \) and at a specific frequency \( \omega \) can be defined as:

\[
\langle \hat{m}'_q \rangle_\omega = \text{Tr}[\hat{m}'_q \cdot \hat{\rho}'_q(\omega)] = \left( \hat{m}_q, (\omega - \hat{L}_q)^{-1} \cdot [\hat{V}'_{\text{ext},q}(\omega), \hat{\rho}^\circ] \right),
\]

(32)

where with \( (\cdot, \cdot) \) we indicate a scalar product in an operator space. Using the following convention for the external perturbing potential \[38\]

\[
\hat{V}'_{\text{ext},q}(\omega) = m_q \cdot \hat{b}'_{\text{ext},q}(\omega),
\]

(33)

we can rewrite the expectation value \( [32] \) as

\[
\langle \hat{m}'_q \rangle_\omega = \chi(q; q; \omega) \cdot \hat{b}'_{\text{ext},q}(\omega),
\]

(34)

where \( \chi(q, q; \omega) \) is the \( 3 \times 3 \) spin susceptibility matrix, which reads:

\[
\chi(q, q; \omega) = \left( \hat{m}_q, (\omega - \hat{L}_q)^{-1} \cdot [\hat{m}_q, \hat{\rho}^\circ] \right).
\]

(35)

The poles of this quantity mark the magnetic excitations of the system, and they allow to characterize the cross section of numerous magnetic spectroscopies, both bulk ones such as INSS [Eqs. \( [1] - [2] \)], or surface ones such as SPEELS \[39\]. It is worth noting that our formalism allows us to compute the whole \( 4 \times 4 \) generalized susceptibility matrix which contains spin-spin [Eq. \( [35] \)], charge-charge, spin-charge, and charge-spin couplings (see appendix \( [A] \)). Moreover, this is done in the general non-collinear framework, which is important in systems with the presence of large spin-orbit coupling \[10\] or in the case of systems which exhibit complex non-collinear patterns in the ground state.

C. Liouville-Lanczos approach

1. Batch representation

Equations \[26\] and \[27\] show that the response charge and magnetization densities are uniquely determined by the two sets of spinor wave functions \( X_q = \{ x_{n,k+q} \} \) and \( Y_q = \{ y_{n,k+q} \} \), which are called respectively upper and lower components of the batch representation (BR) of the response spin-charge density matrix operator:

\[
\hat{\rho}'_q \xrightarrow{\text{BR}} \begin{pmatrix} X_q \\ Y_q \end{pmatrix} = \begin{pmatrix} \{ \hat{U}'_{n,k+q}(r, \omega) \} \\ \{ \hat{T}\hat{U}'_{n,-k-q}(r, -\omega) \} \end{pmatrix}.
\]

(36)

This mapping can be formalized by defining BR of a generic operator \( \hat{O}(\omega) \) as

\[
\hat{O}(\omega) \xrightarrow{\text{BR}} \begin{pmatrix} O^X_q \\ O^Y_q \end{pmatrix} = \begin{pmatrix} \{ \hat{P}_{k+q} \hat{O}(\omega) U^\circ_{n,k}(r) \} \\ \{ \hat{T}\hat{P}_{k-\omega} \hat{O}(\omega) U^\circ_{n,-k}(r) \} \end{pmatrix},
\]

(37)

similarly to how it is done in Refs. \[28\] \[40\]. Therefore, the commutator appearing on the right-hand side of Eq. \[30\] in BR will result in:

\[
\{ \hat{V}'_{\text{ext},q}, \hat{\rho}^\circ \} \xrightarrow{\text{BR}} \begin{pmatrix} V^X_q \\ V^Y_q \end{pmatrix} = \begin{pmatrix} \{ \hat{P}_{k+q} \hat{V}'_{\text{ext},q} U^\circ_{n,k}(r) \} \\ \{ -\hat{P}^+_{k+q} \hat{V}'_{\text{ext},q} \hat{T}\hat{U}'_{n,-k}(r) \} \end{pmatrix}.
\]

(38)

Thus, the quantum Liouville equation \[30\] [or equivalently Eqs. \[19\] and \[20\]] in BR takes the following form:

\[
(\omega - \hat{L}_q) \begin{pmatrix} X_q \\ Y_q \end{pmatrix} = \begin{pmatrix} V^X_q \\ V^Y_q \end{pmatrix},
\]

(39)

and the Liouvillian in BR reads:

\[
\hat{L}_q \xrightarrow{\text{BR}} \begin{pmatrix} D^{XX}_{qq} + K^{XX}_{qq} & K^{XY}_{qq} \\ -K^{X+}_{qq} & -D^{XY}_{qq} - K^{YY}_{qq} \end{pmatrix},
\]

(40)

where the actions of the superoperators, appearing in Eq. \[40\], on the response batches are defined as:
Finally, from the expression for the expectation value of \( \hat{m}_q \), Eq. (32), we can see that we need to represent \( \hat{m}_q \) in BR. Formally we can write:

\[
\hat{m}_q \xrightarrow{\text{BR}} \begin{pmatrix} m^X_q \\ m^Y_q \end{pmatrix} = \begin{pmatrix} \{ \hat{P}_{k+q} \hat{m}_q U^\circ_{n,k}(r) \} \\ \{ \hat{P}_{k+q}^+ \hat{m}_q^T U^\circ_{n,-k}(r) \} \end{pmatrix}.
\]  

(45)

Therefore, using Eq. (33) in Eq. (38), and using Eqs. (40) - (45), we can write the spin susceptibility matrix (35) in BR as:

\[
\chi(q, q; \omega) \xrightarrow{\text{BR}} \begin{pmatrix} m^X_q, m^Y_q \end{pmatrix}^\top (\omega - \hat{\mathcal{L}}^\circ_q)^{-1} \begin{pmatrix} m^X_q, -m^Y_q \end{pmatrix}^\top,
\]  

(46)

which can be efficiently computed using iterative algorithms, as explained in the next section.

It is worth noting that due to the lack of time-reversal symmetry, it is not useful to make a rotation of the batches as it was done for other spectroscopies [28, 29].

2. Lanczos algorithm

The spin susceptibility matrix in the batch representation (46) is well suited to be computed using iterative algorithms, which allows us to avoid computationally expensive inversion of the Liouvillian. Popular methods are the Lanczos recursive biorthogonalization algorithm and the Davidson diagonalization algorithm [41]. Here we will use the non-Hermitian Lanczos recursive biorthogonalization algorithm, the details of which can be found in Refs. [27, 28, 42].

Let us consider a generic function \( g(\omega) \) which is defined as the off-diagonal element of the resolvent of the operator \( \hat{L} \) as:

\[
g(\omega) = \begin{pmatrix} u_i & (\omega - \hat{L})^{-1} v \end{pmatrix},
\]  

(47)

where \( \hat{L} \) is the \( P \times P \) non-Hermitian matrix, and \( u \) and \( v \) are generic \( P \)-dimensional arrays. To this end we define two sets of **Lanczos vectors**, \( \{v_i\} \) and \( \{u_i\} \), through the recursive relations:

\[
\beta_{i+1} v_{i+1} = \hat{L} v_i - \alpha_i v_i - \gamma_i v_{i-1},
\]

(48)

\[
\gamma_{i+1} u_{i+1} = \hat{L}^\dagger u_i - \alpha_i u_i - \beta_i u_{i-1},
\]

(49)

where we define \( u_0 = v_0 = 0, u_1 = v_1 = v \), and \( \alpha_i, \beta_i, \) and \( \gamma_i \) are the **Lanczos coefficients**. The Lanczos vectors satisfy the biorthogonality condition \( \langle u_i, v_j \rangle = \delta_{ij} \). The set of vectors and coefficients generated through the recursion relations (48) - (49) is called the **Lanczos chain**. The Lanczos coefficients are computed at every step of the Lanczos recursion. If we call \( \bar{v} \) and \( \bar{u} \) the vectors on the right-hand side of Eqs. (48) and (49), respectively, the Lanczos coefficients are defined as [28]:

\[
\alpha_i = \langle u_i, \hat{L} v_i \rangle,
\]

(50)

\[
\beta_{i+1} = \sqrt{\langle \bar{v}, \bar{u} \rangle},
\]

(51)

\[
\gamma = \text{sign} \left( \langle \bar{v}, \bar{u} \rangle \right) \beta_{i+1}.
\]

(52)

The Lanczos vectors thus generated have the property that they provide a tridiagonal representation of \( \hat{L} \). More specifically, if we define the \( P \times M \) matrices \( M U = \{u_1, u_2, \ldots, u_M\} \) and \( M V = \{v_1, v_2, \ldots, v_M\} \), where \( M \) is the number of Lanczos iterations, one has:

\[
(M U)^\dagger \hat{L} M V = M T,
\]

(53)

where \( M T \) is the tridiagonal matrix

\[
M T = \begin{pmatrix}
\alpha_1 & \gamma_2 & 0 & \ldots & 0 \\
\beta_2 & \alpha_2 & \gamma_3 & 0 & \vdots \\
0 & \beta_3 & \alpha_3 & \ddots & 0 \\
\vdots & 0 & \ddots & \ddots & \gamma_M \\
0 & \ldots & 0 & \beta_M & \alpha_M
\end{pmatrix}.
\]

(54)

In this representation, the matrix element of Eq. (47) can be expressed as [28]:

\[
g(\omega) \simeq (M z, (\omega M I - M T)^{-1} M e_1),
\]

(55)
where $\mu e_1 = \{1,0,\ldots,0\}$, and $Mz$ is the $M$-dimensional vector defined as:

$$Mz = (M^T)^\dagger u.$$  \hspace{1cm} (56)

The right-hand side of Eq. (55) can be conveniently computed by solving, for any given value of $\omega$, the equation:

$$(\omega M^T - M) Mz = \mu e_1,$$  \hspace{1cm} (57)

and calculating the scalar product:

$$g(\omega) = (Mz, Mz).$$  \hspace{1cm} (58)

The vector $Mz$, Eq. (56), can be computed on the fly during the Lanczos recursion, through the relation $z_i = (v_i, u)$.

In practice, the procedure outlined above is performed in two steps. In the first step, which is by far the most time consuming, one generates the tridiagonal matrix $M^T$, Eq. (54), and the vector $Mz$, Eq. (56). The strength of the Lanczos algorithm for frequency-independent XC kernels is precisely due to the fact that the tridiagonalization is done independently of the frequency. In the second step, $g(\omega)$ is calculated using Eq. (58) upon the solution of Eq. (57), for different frequencies $\omega$. In practice, a small imaginary part $\epsilon$ is added to the frequency argument, $\omega \rightarrow \omega + i \epsilon$, so as to regularize the function $g(\omega)$. Setting $\epsilon$ to a non-zero value amounts to broadening each individual spectral line or, alternatively, to convoluting the function $g(\omega)$ with a Lorentzian. Because of the tridiagonal form of the matrix $M^T$ the second step is computationally inexpensive. Different responses to a same perturbation can be computed simultaneously from a same Lanczos recursion, by computing different $z$ vectors on the fly.

The convergence of the computed magnetic excitation spectrum with respect to the length of the Lanczos chains depends on the spectral range: the lower the frequency is, the faster the convergence is. Therefore, magnon peaks in the spectrum converge faster than the the Stoner continuum.

### III. VALIDATION

The Liouville-Lanczos approach within TDDFpT to model magnetic excitations has been implemented in the QUANTUM ESPRESSO package and is scheduled to be distributed in one of its future releases. We now proceed to validate it by calculating the spin susceptibility for bulk ferromagnetic bcc iron and fcc nickel, for which several TDDFT and MBPT studies exist together with the experimental data.

#### A. Technical details

All the calculations for bulk Fe and bulk Ni have been performed using ALSDA to the XC functional. We have used norm-conserving pseudopotentials from the PseudoDojo library and the experimental lattice parameters $a = 2.86$ Å for Fe and $3.52$ Å for Ni. Kohn-Sham spinor wave functions were expanded in plane waves (PW) up to a kinetic energy cutoff of 70 Ry for Fe and 60 Ry for Ni, while the charge and magnetization densities and potentials were expanded in PWs with the cutoff 4 times larger than that for wave functions. For both Fe and Ni the first Brillouin zone has been sampled with a uniform $k$ point mesh centered at the $\Gamma$ point of size $36 \times 36 \times 36$, and we have used a Gaussian smearing technique with a broadening parameter of 5 mRy. With these parameters, the ground state magnetization (aligned along the $z$ axis) results in $2.17 \mu_B$ and $0.62 \mu_B$ per atom for Fe and Ni, respectively, which is in good agreement with the experimental values of $2.22 \mu_B$ and $0.60 \mu_B$, respectively. The magnon spectra have been convoluted with a Lorentzian function with a broadening parameter of 0.5 mRy.

#### B. Lanczos coefficients and convergence of magnon spectra

In this section we analyze the behaviour of the Lanczos and $z$ coefficients and the convergence of a magnon spectrum with respect to the number of Lanczos iterations (see Sec. IIIC) in the case of bulk Fe for the finite transferred momentum $q = \frac{2\pi}{\alpha} (0.2, 0.2, 0.0)$. The convergence studies for bulk Ni are qualitatively similar, hence we will not discuss them here.

We find that the $\alpha$ coefficients oscillate around zero; these oscillations are about three orders of magnitude smaller than the average value of $\beta$ and $\gamma$, as it can be seen in Fig. 1. As was pointed out in other works which use the Lanczos algorithm (28, 40), $\beta$ coefficients oscillate around the energy equal approximatively to the half of the kinetic energy cutoff, whereas the difference of $\beta$’s at even and odd iterations corresponds roughly to twice the lowest excitation energy. Indeed, here we find a similar trend, namely the $\beta$ coefficients oscillate around 37.8 Ry [see Fig. 1(b)] which is roughly $70/2 = 35$ RY, and the difference between the averages of $\beta$’s at even and odd iterations gives $220$ meV which equals to twice the lowest excitation energy, which is in this case is the magnon energy of $\approx 120$ meV (see Sec. IIIC). It is worth noting that in general there may be instabilities in the behaviour of $\beta$ coefficients (28, 40) (which though do not influence the final spectra), however we did not observe any instabilities in the case presented here. Figure 1(c) shows the evolution of $z$ coefficients defined in Eq. (56). It can be seen that $z$’s at even iterations are essentially zero, while $z$’s at odd iterations are non-zero and they decrease non-monotonically with the number of Lanczos iterations. In the following we discuss the convergence of the magnon spectra with respect to the number of Lanczos iterations. Magnons and Stoner excitations are the poles of $S(q, \omega)$ [see Eq. (2)], which is directly related
to the spin susceptibility matrix defined in Eq. (35). In Fig. 2 (a) we show $S(q,\omega)$ for Fe, which was evaluated after performing a Lanczos calculation and determining Lanczos and $z$ coefficients up to a certain number of iterations. It can be seen that the magnon peak appears at around 175 meV when computed after 3000 Lanczos iterations, and it shifts to smaller energies by further increasing the number of iterations. In addition, one can see smaller intensity peaks e.g. around 445 meV when computed after 9000 iterations which shift largely by increasing the number of iterations. These peaks are due to Stoner excitations, and their position is very sensitive to the number of Lanczos iterations, indicating their slow convergence. Indeed, as was mentioned in Sec. II C 2 the higher-energy portions of the spectra (i.e. Stoner excitations) tend to converge more slowly than the lower-energy ones (i.e. magnons) with respect to the number of Lanczos iterations. This problem can be overcome using the extrapolation technique for the Lanczos and $z$ coefficients, which is a computationally inexpensive operation (negligible with respect to the cost of the Lanczos recursion calculation). The main observation is that $z$ coefficients decrease with the Lanczos iterations and at some point they become very small [see Fig. 1 (c)]. Therefore, after a certain number of iterations $M_0$ – after which $z$’s can be considered to be vanishing – the spectrum is completely determined by $\alpha$, $\beta$ and $\gamma$ coefficients. These coefficients, in turn, can be extrapolated after $M_0$, because they do not show large variations but instead they oscillate around a certain number, as was explained above. Thus, setting the Lanczos coefficients to their respective averages for $M > M_0$ is an approximation which allows us to speed up considerably the convergence of the magnon spectrum, without the loss of accuracy. It is worth noting that the choice of $M_0$ is rather arbitrary, and in practice one has to perform convergence tests (which are computationally very cheap) with respect to this parameter. In the case considered here, $z$ coefficients can be considered to be equal to zero after $M_0 = 12000$ Lanczos iterations, where $|z|$
starts oscillating slightly below 0.01 \( z_{\text{max}} \), as can be seen in Fig. [3 (c)]. The magnon spectra computed using the extrapolation technique starting from 12000 Lanczos iterations are shown in Fig. [2 (b)]. In order to obtain a converged spectrum it is necessary to extrapolate the Lanczos coefficients up to a few hundred thousand iterations, a value that would be unfeasible to reach explicitly via the Lanczos recursion without extrapolation, due to the large computational cost and the loss of stability of the algorithm due to increase of the numerical noise. The wiggles appearing e.g. after the extrapolation up to 100000 do not have any physical meaning: they are inherent to the current approach – at convergence no wiggles must be present (for example, after the extrapolation up to 400000 the spectrum is smooth with no wiggles). Moreover, in order to check the convergence of the magnon peak, we extrapolated the spectra also after \( M_0 = 14000 \) and \( M_0 = 16000 \) Lanczos iterations, and we did not observe any substantial changes. Finally, we note that the extrapolation of Lanczos coefficients does not alter the position of the magnon peak – because it is already converged after 12000 Lanczos iterations without the extrapolation – but it damps the magnon peak (decrease its intensity and increase the width) by bringing to convergence the Stoner continuum. All in all, the computational advantages, we think that there is ample room for conceptual advantages, we think that there is ample room for

C. Discussion

In this section we show the magnon dispersions for bulk Fe and Ni, which are obtained after the convergence tests with respect to the number of Lanczos iterations and using the extrapolation technique as described in the previous section. The magnon spectra at various values of the transferred momenta \( q \) along the [110] direction for Fe and along the [100] direction for Ni are shown in Figs. [3 and 4] respectively. We note that only one Lanczos chain is needed for each value of the transferred momentum \( q \), since in ferromagnetic collinear structures only the response to the external magnetic field is relevant, and not \( q \) and the ground-state magnetization contributes to the excitation spectrum (as long as \( q \) and the ground-state magnetization are non-parallel).

In agreement with previous calculations and experiments, the magnon peak of both Fe and Ni is sharp at small values of the transferred momenta, whereas it becomes damped at larger values of the transferred momenta [see Figs. [3 (a) and 4 (a)]. As it is well known the damping of the magnon occurs when it enters in the Stoner continuum, which leads to the fact that the energy of the magnon is transferred to the creation of the electron-hole pairs. In Figs. [3 (b) and 4 (b) we show the magnon dispersion in Fe and Ni, respectively, as obtained in this work using the Liouville-Lanczos approach, in others TDDFT studies [15, 19, 19], and in the INSS experiments [51, 52]. It can be seen that our calculations are in good agreement with other TDDFT studies both for Fe and Ni, though there are some variations between all the theoretical results which may be due to differences in the details of the implementation and in the computational parameters used. In particular, for Ni there are variations in the magnon dispersion close to the edge of the Brillouin zone: in our calculations, and in agreement with Refs. [15, 16], we find a small decrease in the magnon energy while in Ref. [19] a plateau-like magnon dispersion was observed - these small discrepancies might be attributed to the differences in the \( k \) point sampling of the Brillouin zone and the smearing technique used (as e.g. in Ref. [19] a frequency-dependent smearing was used).

For Fe our magnon dispersion is in very good agreement with the experimental data of Ref. [51]. However, for Ni the agreement between our calculations (as well as all other TDDFT studies) and the experiments is good only at small values of the transferred momenta \( q \), while at larger values of \( q \) the theoretical magnon energies overestimate the experimental ones due to the overestimation of the exchange splitting when using local spin density approximation [21, 23, 53]. More advanced \textit{ab initio} approaches for a more accurate treatment of the exchange splitting are therefore required, in order to overcome this drawback. Finally, it is worth noting that for Ni, when having a more dense \( q \) point sampling of the magnon dispersion and when using smaller values of the broadening parameter for the magnon spectra, there are evidences of a presence of two magnon branches - acoustic and optical [14, 21, 23], which though we do not attempt to resolve in our calculations.

IV. CONCLUSIONS

We believe that the method introduced in this paper will offer substantial advantages with respect to existing techniques to model spin-wave excitations in complex magnetic systems, both in the bulk and in reduced dimensionality. The method has been developed and implemented in a fully general spinor formalism, so that it is ready-to-use for systems in which spin-orbit coupling effects are important. The main feature of the new method is that a single Lanczos chain is needed to obtain the full magnetic spectrum (over a broad frequency range) for each magnon wave-vector and polarization. In addition to the already considerable numerical and conceptual advantages, we think that there is ample room for
Further improvements, including an improved sampling of the response over the Brillouin zone (by both interpolating the response at different electron wave-vectors and by leveraging crystal symmetry), and by improving the convergence of the Lanczos recursion by optimizing the representation of the response orbitals and reducing the condition number of the Liouvillian. Work along all of these lines is in progress.
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Appendix A: Generalized spin-charge susceptibility

Similarly to Refs. 16 17 19, our formalism presented in the main text can be straightforwardly generalized to a more general perturbation, which contains the scalar perturbing potential \( \tilde{v}_{\text{ext},\mathbf{q}}(\mathbf{r}, \omega) \) and the external magnetic field \( \mathbf{b}_{\text{ext},\mathbf{q}}(\mathbf{r}, \omega) \) [see Eqs. 16 and 17]:

\[
\tilde{V}_{\text{ext},\mathbf{q}}(\mathbf{r}, \omega) = \sigma^0 \tilde{v}_{\text{ext},\mathbf{q}}(\mathbf{r}, \omega) - \mu_B \mathbf{σ} \cdot \mathbf{b}_{\text{ext},\mathbf{q}}(\mathbf{r}, \omega). \tag{A1}
\]

In this case, all the formalities discussed in Sec. II B remain valid given that Eq. (A1) is used instead of Eq. (17).

By defining a generic 4-component operator \( \hat{A}_\mathbf{q} = \{ \hat{n}_\mathbf{q}, \hat{m}_\mathbf{q} \} \), we can compute the expectation value of its response by generalizing Eq. (32) to:

\[
\langle \hat{A}_\mathbf{q}^\dagger \rangle_\omega = \text{Tr}[\hat{A}_\mathbf{q}^\dagger \hat{\rho}^\omega(\omega)] = \left( \hat{A}_\mathbf{q}, (\omega - \hat{L}_\mathbf{q})^{-1} \cdot [\tilde{V}_{\text{ext},\mathbf{q}}(\omega), \hat{\rho}^\omega] \right). \tag{A2}
\]

Using arguments similar to those in Sec. II B 2 we can define a \( 4 \times 4 \) generalized susceptibility:

\[
\chi_A(\mathbf{q}, \omega) = \left( \hat{A}_\mathbf{q}, (\omega - \hat{L}_\mathbf{q})^{-1} \cdot [\hat{A}_\mathbf{q}, \hat{\rho}^\omega] \right). \tag{A3}
\]
which contains charge-charge, spin-spin, charge-spin, and spin-charge responses. Typically, charge-charge (plasmons) and spin-spin (magnons) responses do not overlap in energies, because the former appear at several eV or tens of eV, while the latter appear at several tens or hundreds of meV. However, if plasmons’ and magnons’ energies start overlapping then a generalized description presented here become important.

The batch representation of Sec. II C 1 can be straightforwardly generalized to this case and subsequently used with the Lanczos algorithm of Sec. II C 2.

Appendix B: Numerical treatment of metals

In this appendix we present a generalization of the Liouville-Lanczos approach within TDDFpT to magnetic excitations in metals.

When considering metals, special care needs to be taken of sums over \( k \) points around the Fermi surface in the Brillouin zone. In practice, various smearing techniques are used in order to speed up the convergence of such sums \([54–56]\). This implies adding extra complexity in the TDDFpT formalism, which we discuss in the following.

Let us start from the ground-state charge and magnetization densities, Eqs. (7) and (8). Using smearing techniques implies replacing the zero-temperature occupations \( f_{n,k} \) with the smearing step-like functions \( \tilde{\theta}_{n,k} \) which mimic some small finite temperature controlled by \( \eta \) (called a broadening parameter). Therefore, using Eq. (15), for metals we have:

\[
n^o(r) = \frac{1}{N_k} \sum_{n,k} \tilde{\theta}_{n,k} U_{n,k}^{+}(r) U_{n,k}^{o}(r),
\]

\[
m^o(r) = \frac{\mu B}{N_k} \sum_{n,k} \tilde{\theta}_{n,k} U_{n,k}^{+}(r) \sigma U_{n,k}^{o}(r),
\]

where \( \tilde{\theta}_{n,k} = \tilde{\theta}[(\varepsilon_{n,k}^{o} - \varepsilon_{n,k}^{\circ})/\eta] \), with \( \tilde{\theta} \) being the smooth function \([54,55]\) which approximates the step-like function, \( \varepsilon_{n,k}^{\circ} \) is the Fermi energy, and the summation with \( n \) runs over all fully occupied states plus a small number of partially occupied states (e.g. 20% of the number of fully occupied states). Similar replacement of \( f_{n,k} \) by \( \tilde{\theta}_{n,k} \) must be done in the expressions for the response charge and magnetization densities [see Eqs. (26) and (27)]. However, it is convenient to redefine the response KS spinor wave functions appearing in these equations in such a way that the smearing functions \( \tilde{\theta}_{n,k} \) are not present explicitly in Eqs. (26) and (27). This is the same idea as in the static DFpT for metals \([31,57]\) and its generalization to the frequency domain \([29]\). By doing so, we can rewrite the response charge and magnetization densities for metals as:

\[
\tilde{n}^o_q(r, \omega) = \frac{1}{N_k} \sum_{n,k} \left[ U_{n,k}^{o}(r) \tilde{\theta}_{n,k} U_{n,k+q}^{o}(r, \omega) + \left( \tilde{\theta} U_{n,-k}^{o}(r) \right) \left( \tilde{\theta} U_{n,-k-q}^{o}(r, -\omega) \right) \right],
\]

\[
\tilde{m}^o_q(r, \omega) = \frac{\mu B}{N_k} \sum_{n,k} \left[ U_{n,k}^{o}(r) \sigma \tilde{\theta}_{n,k} U_{n,k+q}^{o}(r, \omega) - \left( \tilde{\theta} U_{n,-k}^{o}(r) \right) \sigma \tilde{\theta} U_{n,-k-q}^{o}(r, -\omega) \right],
\]

where the response KS spinor wave functions \( \tilde{U}_{n,k+q}^{o}(r, \omega) \) and \( \tilde{U}_{n,-k-q}^{o}(r, -\omega) \) satisfy the linearized KS equations for metals:

\[
\left( \hat{H}_{k+q} - \varepsilon_{n,k} - \omega \right) \tilde{U}_{n,k+q}^{o}(r, \omega) + \hat{P}_{n,k+q}^{+} V_{\text{HXC}}^{o}(\omega) \tilde{U}_{n,k}^{o}(r) = -\tilde{\theta}_{n,k} \hat{P}_{n,k+q}^{+} V_{\text{ext}}^{o}(\omega) \tilde{U}_{n,k}^{o}(r),
\]

\[
\left( \hat{H}^{o}_{k+q} - \varepsilon_{n,-k} + \omega \right) \tilde{U}_{n,k-\omega}^{o}(r, -\omega) + \hat{P}_{n,k+q}^{+} V_{\text{HXC}}^{o}(\omega) \tilde{U}_{n,k}^{o}(r) = -\tilde{\theta}_{n,k} \hat{P}_{n,k+q}^{+} V_{\text{ext}}^{o}(\omega) \tilde{U}_{n,k}^{o}(r).
\]

Note that, with respect to Eqs. (19) – (20), here we have introduced two new operators, \( \hat{P}_{n,k+q}^{+} \) and \( \hat{P}_{n,k+q}^{+} \), which in the coordinate representation are defined as:

\[
P_{n,k+q}(r, r') = \tilde{\theta}_{n,k} \delta(r - r') - \sum_{m} \beta_{n,m,k+q} U_{m,k+q}^{o}(r) U_{n,k+q}^{o}(r'),
\]

\[
P^{+}_{n,k+q}(r, r') = \tilde{\theta}_{n,k} \delta(r - r') - \sum_{m} \beta_{n,m,k+q} \left( \tilde{\theta} U_{n,k-\omega}^{o}(r) \right) \left( \tilde{\theta} U_{n,k-\omega}^{o}(r') \right)^{†},
\]

where

\[
\beta_{n,m,k+q} = \tilde{\theta}_{n,k} \delta_{n,k} \beta_{n,m,k+q} + \tilde{\theta}_{n,k} \delta_{n,k} \beta_{m,k+q,n,k}.
\]

In Eq. (B9), \( \beta_{n,k;m,k+q} = \tilde{\theta}[(\varepsilon_{n,k}^{o} - \varepsilon_{m,k+q}^{\circ})/\eta] \) is the rescaled complementary error function with the opposite
sign of the argument, i.e. \( \theta(\varepsilon) \equiv \text{erfc}(\varepsilon)/2 \). In practice, the summations in Eqs. (17) and (18) run over all the states up to \( \varepsilon_F \) plus the partially occupied states with energy in the range from \( \varepsilon_F \) to \( \varepsilon_F + 3\eta \). Thus, only a few partially occupied states above the Fermi level are needed, while the whole manifold of the fully empty states needs not to be computed, which is one of the main bottlenecks of the state-of-the-art methods as those based on the solution of the Dyson equation [15, 17, 18].
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