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Abstract

The Internet of Things (IoT) connects many devices daily together in the same environment. Each device may follow the set of rules from a static environment. A static environment is usually controlled by an expert who knows all the necessary rules to provide this environment. The violation of one rule can cause a feature interaction. A feature interaction occurs when two or more devices generate instability in an environment. In a dynamic environment like IoT, devices’ inclusion, and exclusion make it impossible for an expert to maintain all these rules up-to-date. It is necessary to provide an automatic solution to avoid violating these rules and maintain the environment’s good performance. Thus, this work introduces a new approach to detect a feature interaction in dynamic environments automatically. Almost all previous work provides static rules defined by an expert in a controlled environment to detect an interaction. However, this is not possible in dynamic environments because of the number of device interactions and the number of device connections in/out, which grow exponentially in IoT environments. We started with a lightweight systematic review to better position our research, and then we identified one gap to provide our solution. Thus, our method learns to detect the interactions based on data analysis and then automatically predict the device detections in IoT environments. Datasets were manually annotated. Experiments were performed, and results provide evidence that automatic detection of a set of device interactions is possible in similar or either in complementary domains.
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Introduction

With the growth of the Internet, more devices are plugged and published over the world [25]. Internet infrastructure optimizes some routines and enables users to achieve some requirements outlining a new technological reality. Some envisioning systems are now available through the Internet due to the composition of devices, such as remote lock operation, home appliances operation via a network, and remote control of smart environments. This new reality empowers the connection among devices transparently, providing a new system of devices called the Internet of Things (IoT).

Due to the diversity of smart devices, IoT defines a set of physical objects embedded with sensors and actuators, connected by wireless networks [7]. These devices are plugged into independent domain systems, such as industry, transport, health, and smart environments. Such devices’ exponential growth is estimated to reach over 75 billion smart devices in 2025 [1].

The evolution of the Internet has contributed to an increase in complex information systems. Such complexity is related to the communication and interaction between numerous components that occur statically and dynamically, requiring an
effort to provide solutions with total interoperability [32]. However, the disordered growth of IoT allows the combination of devices that can generate unforeseen interactions or some side effects classified as: desirable and undesirable. These effects are called feature interaction [56].

Desirable features interactions occur when an effect modifies a behavior that improves some functionality [57]. For example, transaction management and database locking system cooperate to ensure data atomicity, consistency, isolation, and durability. Thus, it can be classified as a desirable feature interaction [20]. Undesirable feature interaction occurs when the effect provides an unstable behavior or an inconsistent data in a system [40]. Kolberg et al [27] treat undesirable feature interaction when a resource, when interacting with other resources, generates unexpected behavior in the environment. For example, a residence made up of security and entertainment services that share the DVD player within the security service. The process of recording a camera in the DVD player starts due to security rules. However, the entertainment service is triggered to record a TV program simultaneously, disabling the security setting. Such interaction causes an effect of assumption violation, since the activation of the entertainment service disables the security services, violating some rules, thus causing an undesirable feature interaction [56].

Features interactions have been a challenge for a long time [9]. Finding solutions that identify and solve such interactions is crucial to providing stable and intelligent systems capable of matching user behavior. Such solutions are subject to a critical step, which is the management of feature interactions[10]. A feature interaction occurs when the resource behavior is influenced by the presence of another resource (or a set of other resources) [6]. It is possible to identify a feature interaction when rules and interactions analyze sole resource behaviour. However, such a case can degrade due to resource failure or intervention from other resources. To avoid such scenarios, a FI can occur where there are at least two resources.

Batory et al [8] discuss an intelligent building scenario with fire and flood controls with fire sensors on every ceiling and water sensors on every floor. In a given situation, when a sensor detects a fire, sprinklers are activated. On the other hand, observing the water on the floor, the flood sensor is activated, and sprinklers are deactivated. Such interaction between fire and flood controls generates, in this scenario, a conflict of interest that causes an untreated feature interaction [56]. This problem can let the building on fire and, as a consequence, physical and material damage.

Several studies analyze feature interaction problems, but no one has done an exhaustive literature review focusing on IoT systems. However, our study is performed with a constraint: time[55]. Other systematic mapping studies have been conducted at the same time constraint. They adjectively denominate such kind of systematic review as rapid systematic studies [54]. In this work, we follow the definition provided by Turner et al [55], designating our approach as a Lightweight Systematic Mapping Study (LSMS). Our LSMS provides a study on feature interactions within IoT to position our research solution in the state of the art.

Seven research questions regarding feature interactions in IoT were defined. Our period to retrieve articles was between 2003 and 2019. This period was based on the systematic mapping conducted by Soares et al [53], carried on the software product
line. As a result, 20 studies analyze feature interactions, and all of them were classified according to detection, resolution, or general analysis. Our findings identified some gaps on feature interaction in smart environments. Such gaps motivated us to focus on the automatic detection of feature interaction within a smart environment.

Our approach concerns a machine learning model to predict a feature interaction in a given environment automatically. Datasets from smart environments were manually annotated to provide a classification of feature interaction. We validate our model against a set of manual rules designed by the experts. New desirable and undesirable interactions were found by our model. Such findings were validated against our definition of feature interaction, obtaining satisfactory and valid results.

This paper is organized as follows. Section 2 presents the formal concepts of feature interactions in IoT. Section 3 describes our LSMS. Section 4 discusses some related work. Section 5 identifies some research gaps. Section 6 introduces our feature interaction detection model. Section 7 describes our experiments' setup. Section 8 presents our findings. Section 9 discusses some of our results. Finally, section 10 concludes and show some envisioning work.

Formal definitions

The term feature interaction emerged in the 1980s to describe everyday situations in telecommunications[8]. Since then, this term has been spread to several areas, such as software engineering, smart grid, automotive, IoT, and smart environments [49].

The literature presents many definitions of feature interaction. Such definitions address aspects that vary from resource behavior from the user’s point of view. Some definitions are described as follows:

- A feature interaction occurs when we integrate two or more resources to produce a new product, but together they do not work as intended [24];
- A feature interaction is the way a resource or a set of resources modifies or influences another resource in its behavior in the system [30];
- A feature interaction is a situation in which two or more characteristics exhibit unexpected behavior that does not occur when the characteristics are used in isolation [5];
- A feature interaction occurs when a combination of specific characteristics has an unexpected influence on performance [52]; and
- A feature interaction is the combination of two or more services that perform correctly and individually to obtain unexpected results when combined [31].

As far as there is still no consensus regarding the definition of a feature interaction, we redefine it from the point of view of smart environments.

Feature Interaction for smart environments

Considering the previous definitions of feature interactions [22] and the characteristics of IoT, the main factor for FI in IoT is the resource [11, 51]. We redefine the resource considering the context of IoT as follows:

**Definition 1** (Resource (R)) is a composition of devices (D) with expected behaviors (Ce) that individually meet the needs of the system:
A feature interaction occurs when two or more resources \( R_1 \) and \( R_2 \) interact considering that \( R_1 \) and \( R_2 \) satisfies each individual behavior in isolation and \( R_1 \) and \( R_2 \) do not satisfy the expected behavior when combined, that is:

\[
(D_1, Ce_1 \models R_1) \wedge (D_2, Ce_2 \models R_2) \not\rightarrow D_1 \wedge D_2, Ce_1 \wedge Ce_2, R_1 \wedge R_2
\]  

Consider the smart home scenario, with the following features: fire control (\( R_1 \)) and window control feature (\( R_2 \)). The resource \( R_1 \) is composed of two devices (smoke sensor (\( D_1 \)) and window (\( D_2 \))), for an expected behavior (fire (\( Ce_1 \))). The expected result of \( Ce_1 \) is the opening of \( D_2 \) in case of smoke detection by \( D_1 \). The resource \( R_2 \) is composed of devices (\( D_2 \) and light sensor (\( D_3 \))) and two expected behaviors (airy environment (\( Ce_2 \)) and night security (\( Ce_3 \))). The expected result of \( Ce_2 \) is opening of \( D_2 \) in case of detection of luminosity \( D_3 \). The expected result of \( Ce_3 \) is the closing of \( D_2 \) in case of lack of light by \( D_3 \).

The resources \( R_1 \) and \( R_2 \) alone have the expected behaviors achieved. In the event of interaction between the \( R_1 \) and \( R_2 \) resources, an undesirable feature interaction of the type Multiple Action Interaction is generated, compromising at least one of the resources and the \( D_2 \) is in an undefined state.

Figure 1 exemplifies the occurrence of an undesirable feature interaction in the smart home scenario. The fire and window control features work well in isolation. However, in the interaction between resources, a feature interaction can be generated. Based on this circumstance, if a fire occurs at night, the fire control triggers the window to open. However, because it is in the night, the window control triggers the window’s closing to maintain nighttime safety behavior. This interaction ends up interfering with the functioning of the window and, consequently, with the smart home’s security.

**Definition 2** (Feature Interaction in Smart environments) A feature interaction can occur in a smart environment when two or more resources (\( R_i \)) interact, causing unexpected behavior; that is, a resource affects the behavior of the other resources and, consequently, the behavior of the environment.

**Type of FI**

Regarding the type of interaction, a feature interaction can be classified into four types [27]. In this work, only the Multiple Action Interaction (MAI) was carried out.

- **Multiple Action Interaction (MAI)**: occurs when two resources try to control the same device. Depending on the rules from the environment, this interaction can compromise at least one resource or device, which can remain in an indefinite state;
Considering a dynamic environment with thousands of resources ($R_i$) and devices ($D_j$) moving automatically in and out, the detection of a feature interaction may be hard to be followed by an expert. In this context, an investigation in the literature was carried out to evaluate methods and techniques adopted to detect a feature interaction.

**Our Lightweight Systematic Mapping**

This systematic mapping study aimed to provide an overview of the detection of FI area and to discover the gaps, authors, research groups, and its trends [44, 45].

Some systematic reviews had imposed restrictions. Turner et al [55] proposed a set of procedures to develop and document the conduction of systematic literature reviews emphasizing stakeholders with time constraints. Such particularity imposes a restriction to conduct the whole SMS process. Such SMS has achieved positive results, and it is called the Lightweight Systematic Mapping Study. Other approaches adopted similar restrictions but with different names. Rapid systematic reviews[54] aim to offer simplified alternatives to the traditional systematic review process. Some of the peculiarities in the rapid review process are focused on reaching the set of research questions. In contrast to the classic approach that focuses on more rigid steps, these approaches have provided a systematization to carry out an overview if a specific domain. Thus, in this work, we adopted the Lightweight Systematic Mapping Study (LSMS).

**Methodology**

Our LSMS is divided into 3 phases: planning, conduction and documentation as depicted in Figure 2.
The planning phase includes the preliminary scope of the literature and aims to identify and refine the objectives of the study. A protocol is developed, and so the criteria for selecting articles. The protocol serves as the basis for the execution of the conduction and documentation phases. The protocol design was built and validated into two-fold: a) with researchers from the IoT domain and b) a manual execution of the protocol to observe which papers were retrieved.

The conduction phase deals with the execution of the mapping, and it is responsible for searching and selecting papers based on the research questions defined in the protocol. For this execution, two strategies for searching articles were defined: automatic search and manual search. Additional filtering was employed according to the inclusion and exclusion criteria [44].

The documentation phase defines a classification and information extraction scheme to answer the planning phase’s research questions. Results from the detailed analysis of each primary study are presented on this lightweight systematic mapping. Our LSMS results were divided into quantitative and qualitative answers. Due to space reduction, our quantitative results were placed into Appendix.

Research Questions
The methodology followed to construct the research question was based on [47], adapting the PIOC method:
- **P** Population: **IoT**;
- **I.** Intervention: **Detection of feature interaction**;
- **O** Result: **Methods and techniques for detecting features interaction**;
- **C** Application: **Smart environments**.

*Figure 2* Our phases of LSMS (adapted from [44]).
This LSMS aims to identify feature interaction approaches in IoT, defined by the combination of the characteristics in PIOC. Consequently, seven secondary questions were identified, grouped into two-folds: three questions with quantitative aspects and four questions with qualitative aspects. The quantitative aspects focus on providing some statistical knowledge of FI on IoT. On the other hand, qualitative aspects aims to analyze the detection methods already proposed in the literature, how they were evaluated, and the domains in which FI in IoT was employed.

**RQ1. Quantitative Questions**

**RQ1a.** Which countries are researching feature interaction in IoT? Conduct a survey of the countries working with feature interaction in IoT;

**RQ1b.** How many articles have been published in conferences and journals? Collect the mediums which are getting more publicity on FI in IoT;

**RQ1c.** How many universities and/or research groups are working on FI in IoT? Find out which universities are researching FI in IoT.

**RQ2. Qualitative Questions**

**RQ2a.** What feature interaction solutions have been proposed on IoT environments? Investigate the solutions that involve the detection and management of feature interaction in IoT to bring together research communities and industries focused on such solutions;

**RQ2b.** What are the methods employed to detect feature interaction? Categorize the methods for the detection of FI in IoT, addressing the levels of syntactic interoperability, semantic or pragmatic [50], being formalized through rules, access policies, formal notation, among others;

**RQ2c.** What are the domains that apply FI in IoT? Examine which domains are usually provided to detect FI in IoT. This question was subdivided into three extraction possibilities: (i) the domain, (ii) the detection of specific or generic feature interaction, that is if the solution can be applied in other domains, and (iii) in which domains the solutions need to consider specific contexts;

**RQ2d.** What are the evaluation methods of feature interaction in IoT? In this question, the objective is to investigate applied empirical research (case study, controlled experiment, and formal validation). Allowing to carry out the evaluation and validate the area’s maturity in detecting feature interaction in IoT.

**Research Strategy**

A three-stage strategy to select the papers: automatic search, manual search, and full paper (Figure 4).

The first stage automatic search was against a set of search engines presented in Table 1 [53]. All studies published from 2003 to 2019, including conferences, newspapers, and workshops in the field of feature interaction in the IoT were retrieved.

The search string is composed of keywords according to the Kitchenham and Charters [26] method: (i) Feature Interaction and (ii) Internet Of Things. These words served as a basis to build the search string, adding synonyms and alternative words, applying the operators AND and OR to perform the joining of the terms, according to Table 2.
A set of 661 publications was gathered after applying the search string (Table 1). Figure 3 presents the distribution of the articles per vehicles. Most articles were from Springer, followed by Science Direct with 56.6% and 29.5%, respectively.

All 661 publications were submitted to the inclusion and exclusion criteria, as described in Figure 4.

- **Inclusion criteria**
  - Written in English (F6);
  - Publications with search strings in the title, abstract or keywords (F4);
  - Publications at conferences or in newspapers (F3).

- **Exclusion criteria**
  - Gray literature (such as tutorials and manuals) (F2);
  - Short articles (less than six pages) (F5);
  - Studies that do not have feature interaction on the IoT (F7);
  - Duplicate studies (F1).

The analysis of the first filter was related to duplicate articles (F1). Due to the indexing process used by search engines, the F1 filter removed 52 articles. The second (F2) and the third filter (F3) removed 266 articles, 262 of which were removed from F2 and 4 from F3, composed of gray literature and articles published in workshops. Then, F4 filter was applied which corresponds to reading the title, abstract
and keywords that do not have feature interactions in IoT, resulting in an exclusion of 304 publications. The F5 filter, concerning short publications contributes to the removal of 6 publications. The last filter (F6) was related to publications that were not written in the English language, where there were no removals. At the end of the first stage (automatic search), 95.1% of the publications were discarded, resulting in 33 articles for the second stage (manual search).

The second stage (manual search) was applied to obtain a sample of the references from the set of filtered articles. This stage was divided into (i) manual search in conferences and (ii) snowballing. The conferences were chosen by IoT domain. More 3 new publications were added to our approach. The snowballing [58], a manual search on the references of relevant studies, was conducted based on 36 pre-filtered publications (33 from the automatic search and 3 from the manual search). This process resulted in the selection of 2 more publications to be added. Thus, the manual search and automatic search summarized 38 articles for the third stage (full read).
The third stage (full read) was tackled by the F7 filter. Publications were full reading, removing manuscripts that: (i) are not about feature interaction in IoT; (ii) do not have any discussion on feature interaction; or (iii) do not provide an assessment of the approach. At the end of the full reading, 20 publications were selected, and made available at https://www.bibsonomy.org/user/fi-smart-envirn.

Our findings
As we described previously, our LSMS results were divided into two-fold: quantitative and qualitative results [16]. Due to space purposes, all Quantitative results were placed into Appendix.

Qualitative results
The qualitative assessment stage focuses on the interpretation of the study, with an emphasis on subjectivity [14]. In addition to allowing the understanding and context that influence the results from each article, it provides a reflection based on questions regarding the solutions, methods, domains and evaluation of each article.

Feature interaction solutions. Different solutions were developed to deal with feature interactions in different environments on IoT. In this study, five categories were identified:

- **framework** is a reusable mini-architecture that applies to the development of solutions in a specific and limited domain [48];
- **method** means the definition of systematized procedures for the description and explanation of phenomena [14];
- **algorithm** a sequence of computational steps that transforms inputs into outputs [12];
- **architecture** is a process that defines a conceptual framework of the elements of a process [41]; and
- **model** defines the flow of activities, actions, artifacts and organization of activities to be carried out [48].

Among these categories, framework and method stood out, with 70% of the solutions (Figure 5). In a framework approach, Maternaghan and Turner [35] provided a mini-architecture by a set of rules based on access policies to the set of resources in a smart home. Pedersen et al [43] describes the method through model checking, applied in a home automation environment to finding feature interactions.

Methods for detecting feature interactions. Our LSMS retrieved three main groups of methods to detect a FI in IoT:

- **algorithms** present a sequence of computational steps that transforms input(s) into output(s) [12];
- **formal notation** is a set of rigorous engineering practices, along with well-defined rules that are based on mathematical theory [19]; and
- **rules** are rules that require something to be done within the established conditions [21].

Figure 6 shows the distribution of each group. The **algorithm** [37] details the actions to perform a task.
The formal notation group corresponds to methods that adopted a formal method or a Z notation to describe their approach. The rules group is based on the conceptualization of standards defined by experts. Among the papers, those that presented a variation in the application of the rules were either grouped, as they follow the same concept.

**IoT Domain.** With the development of intelligent components and devices, several domains are perceived from the papers:

- **automotive** is a feature pack that provides advanced functionality for a vehicle [23];
- **home automation** consists of managing a set of resources for a home [43];
- **sensors** are devices that detect signals from physical phenomena (such as thermal, electrical or magnetic radiation) and convert them into digital values [33];
- **embedded systems** consist of any system that has a built-in microprocessor, with the exception of equipment easily identified as computers. This definition of embedded systems includes smart objects [29];
- **smart building** is composed of equipment to automate constructions, with the objective of facilitating the real-time monitoring and control of each function [42];
- **smart grid** is an enhanced electrical grid that collaborates with information technologies for efficient electricity distribution [15]; and
- **smart home** is a residence equipped with smart technologies designed to provide personalized services to users [34].

Figure 7 presents the most addressed domains in comparison with the solutions highlighted in the selected works. Smart home obtained 37.5% of incidences, followed by home automation with 25%.
Among the solutions, framework and method are concentrated in the domains of home automation and smart homes. The other approaches were spread into other domains.

With the diversity of solutions and domains, it is possible to provide new approaches for detecting feature interaction in specific domains that can have significant results. These solutions can work with the applicability of knowledge acquisition from data.

**Evaluation of feature interaction.** Regarding the evaluation of feature interaction, two categories were mapped based on the 20 studies:

- **experiment** is used to support the formulation of new theories. An experiment is characterized by the composition and execution of several activities that include changing input data, parameters, programs or even their combination [36]; and
- **case study** is an empirical investigation and comprises a comprehensive method, with the logic of data planning, collection and analysis [59].

The predominant method was the case study with 13 publications, while the experiments had 5 appearances. Two studies did not evaluate their method regarding FI aspects.

**Research Opportunities**

With the evidence from our LSMS, the methods for detecting *feature interactions* were mostly focused on the applicability of rules and the absence of data analysis.

Looking at the scenario of smart environments, a large number of devices are connected at the same time. According to [17], in 2025, it is projected that 41.6 billion devices will be connected to the internet and will generate 79.4 zetabytes. This considerably increases the complexity of determining priority policies manually.
In dynamic environments such as the Web and IoT, the inclusion and exclusion of devices make it hard to maintain manual rules up-to-date, increasing the potential for feature interactions. In such environments, with the inclusion and exclusion of devices and resources dynamically, there is a need to treat feature interactions in an automated manner. One possible way to automate is to identify patterns from the IoT datasets to detect a feature interaction\footnote{46} \[3\] \footnote{39} \[28\].

We observed other transversely gaps that must have an attention from the research community. The lack of basic artifacts for replicating the experiments, such as a benchmark of feature interaction is an important envisioning work to enable the evolution of FI area. Another aspect is concerning a general solution to different domains instead of having specific approaches to solve an isolated problem. Such solutions can carry out an automate manner to detect FI due to the exponential growth of devices in IoT systems.

Finally, there is no measure concerning temporal detection of a feature interaction in IoT. This is an important measure due to the mobility in IoT environments.

Concerning these research opportunities, we develop a new model to detect patterns of feature interactions in IoT datasets. We faced some challenges related to
the annotated smart environments data set, the definition of FI in the context of the IoT, as well as experts to annotate the dataset.

**Feature Interaction Detection Model**

Considering our previous definition of FI in IoT, we introduce our approach with the focus on data to automate the detection of patterns. This detection enables an assessment of the existence of *feature interaction* and its associations.

We follow the knowledge discovery process from [18] and we depicted all three stages in Figure 8.

---

**Figure 8** Method for detecting *feature interaction* in smart environments.

---

The first step consists of pre-processing the data. Firstly, we identified the attributes referring to devices and resources. Secondly we analysed the sampling, the balancing and data cleaning, applying techniques to incomplete and inconsistent data. Afterwards, we did a data transformation to convert and normalized some of them [18].

The second stage identifies patterns based on interpreting the predictive and descriptive model algorithms. The predictive model aims to learn from previously labeled instances by creating a model capable of predicting unknown values. The descriptive model, on the other hand, has the function of finding patterns and trends interpretable by humans to describe the data [13].

The third step aims to consolidate the knowledge discovered with the validation and verification of conflicts related to the detected *features interactions*, (“desirable”
or “undesirable”), based on the formalization adopted by the method or with the help of the rules defined by an expert.

Next sections describe our experiments to evaluate our approach.

**Experiment Setup**

Two experiments were carried out to evaluate the detection model thru a dataset. The first experiment consists of detecting features interactions, and the second of identifying new FI and validating existing ones.

The experiments were carried out in a synthetic database in the context of smart environments, in an environment capable of providing temperature, safety and pleasant energy efficiency for the possible residents and with the presence of undesirable features interactions.

**Synthetic Dataset**

Our dataset simulates a smart home made up of smart devices. An algorithm was built to input events for each device with other random events to add undesirable feature interaction data sets.

Based on the LSMS, all datasets were made up of binary attributes. Alemdar et al [2] explored the data to identify the pattern behavior of their residents and served as a parameter for defining the data domain of our dataset.

Our dataset consists of devices arranged in a smart home: (i) fan, (ii) curtain, (iii) air conditioning, (iv) temperature sensor, (v) window, (vi) door, (vii) smoke detector, (viii) photosensor, (ix) anemometer, and (x) rain sensor, totaling 10 devices, with random data events generated by the algorithm. The dataset contains 11 attributes, 10 of which refer to devices and resources, and one ‘target’ attribute, labeled by an expert. The values of the ‘target’ attribute of a feature interaction are determined to be desirable or undesirable.

The dataset consists of 12,931 observations, divided into 6,422 by events with desirable feature interactions and 5,969 with undesirable feature interactions. Seven rules were defined by the expert $C_i$, ($i = 1...7$), as follows, to meet the user’s need.

- $C_1$ - Fan: IF temperature between $15^\circ C$ and $24^\circ C$ THEN Turn on the Fan;
- $C_2$ - Curtain: IF Wind speed greater than $20$ km/h THEN Close the curtain;
- $R_3$ - Air conditioning: IF temperature greater than or equal $24^\circ C$ THEN Turn on the Air Conditioning;
- $C_4$ - Window: IF rain THEN Close the window;
- $C_5$ - Curtain: IF temperature greater than or equal to $20^\circ C$ THEN Open the curtain;
- $C_6$ - Door: IF smoke THEN Open the Door; and
- $C_7$ - Window: IF smoke THEN Open the window.

**Machine Learning Algorithms**

Two experiments were carried out: identification of FI (experiment A); and detection of rules for FI (experiment B). Both experiments generated a generic model to detect feature interaction.

To identify FI, algorithms for the classification task were employed [38]: (i) KNN, (ii) Naive Bayes, (iii) Decision tree, (iv) Random Forest and (v) SVM. Such algorithms are commonly employed to identify patterns from IoT data [3, 28, 39, 46].
To detect the rules, an algorithm for the association task were employed [18]: Apriori. This algorithm was adapted to finding new interactions of characteristics and validating the rules defined by the expert.

The evaluation of the A experiment occurred through the analysis of the confusion matrix, precision, recall and F-measure. On the other hand, in experiment B, the evaluation process was based on the rules generated by the algorithm and on the comparison of them with the expert’s rules. Results are presented and discussed in the following sections.

Results

We present our results considering each experiment performed. Firstly, we describe the Experiment A considering the classification task and then we present our second experiment B which aims to discover the rules based on an associate task.

Experiment A

This experiment aims to predict the class considering if it is a desirable or undesirable FI. We provide a generic model based on a 10 fold cross-validation. Results are presented in Table 3 and we can observe that the Decision Tree based algorithm gathered the best accuracy.

| Algoritmos     | Accuracy | Recall  | F-measure |
|----------------|----------|---------|-----------|
| Random Forest  | 0.9883   | 0.9997  | 0.9939    |
| Decision Tree  | 0.9899   | 0.9952  | 0.9920    |
| KNN            | 0.9720   | 0.9725  | 0.9722    |
| SVM            | 0.881    | 0.9517  | 0.9188    |
| Naive Bayes    | 0.8658   | 0.8655  | 0.8645    |

We provided additional experiments to guarantee no overfitted approach. We analyze the distribution of the data in each fold of the cross-validation. Our findings make evidence that no overfitting was performed due to medians close to 1 and with low dispersion.

Results from the decision tree algorithms were above 98%, and a new investigation of data distribution within a cross-validation approach was employed. Figure 9 depicts the boxplot graph with the data distribution, which the average is close to 1, and there is a little dispersion, thus achieving a good distribution.
Experiment B

Experiment B was performed by an Associate algorithm, Apriori, which is based on finding a subset of the most frequent items in a data set [18]. The main goal of such an experiment was to compare the rule set from the dataset and the rule set defined by the expert. This algorithm enables the discovery of new feature interactions that have not been previously defined by the expert.

As it is a balanced dataset, built to apply the predictive model, the extraction of the rules adopted a threshold of 0.4 and 0.8 for support and confidence parameters, respectively. Nine (9) rules (Table 4) were generated taking these thresholds, of which two of these rules are the same defined by the expert (R6 and R7).

- **R6 - Door**: IF smoke THEN Open the Door (associated with rule 8 in Table 4); and
- **R7 - Window**: IF smoke THEN Open the Window (associated with rules 1 in Table 4) of the association algorithm.

Table 4: Rules generated by the association algorithm with 0.4 support and 0.8 confidence. Lines 1 and 8 indicate the aforementioned rules defined by the expert (R6 and R7).

| Rules |
|-------|
| 1     | Smoke :=> Window |
| ...   | ...               |
| 8     | Smoke :=> Door   |
| 9     | Door :=> Smoke   |

We experimented with decreasing the threshold to catch more rules, adopting support at a rate of 0.2 and confidence at a rate of 0.6. Thus, 40 rules were generated with this new threshold. From this set of 40 rules, 3 of them were the same as those defined by the expert (R3, R6, R7) which are (25, 32, 39) in Table 5.

- **R3 - Air conditioning**: IF temperature greater than or equal 24°C THEN turn on the Air Conditioning (associated with rule 25 in the Table 5);
- **R6 - Door**: IF smoke THEN Open the Door (associated with rule 39 in Table 5); and
- **R7 - Window**: IF smoke THEN Open the Window (associated with rule 32 in Table 5).

Table 5: Rules generated by the association algorithm with 0.2 support and 0.6 confidence. Rule 3 indicates an undesirable feature interaction and rules 25, 32 and 39 indicate the rules defined by the expert (R3, R6, and R7).

| Rules                        |
|------------------------------|
| 1                            | Rain, Smoke :=> Door        |
| 2                            | Door, Rain :=> Smoke        |
| 3                            | Rain, Smoke :=> Window      |
| ...                          | ...                         |
| 25                           | Temperature :=> Warm :=> Air conditioning |
| ...                          | ...                         |
| 32                           | Smoke :=> Window            |
| ...                          | ...                         |
| 39                           | Smoke :=> Door              |
| 40                           | Door :=> Smoke              |

In addition, the model detects a new undesirable feature interaction at rule 3 (in green) in Table 5, involving rain and smoke sensors. The interaction between these sensors generates a feature interaction of the type Multiple Action Interaction, since the smoke detection service triggers the window opening and the rain detection service triggers the window closure.
Discussion
The association and decision tree algorithms validated the rules defined by an expert. In addition to providing the detection of feature interaction in a smart environment, this approach envisions the possibility to create a generic model of feature interaction detection for different domains. Such models provided interoperability in smart environments based on data through machine learning algorithms, without relying on architecture or a set of rules defined by an expert to obtain a stable environment.

Results were based on a synthetic dataset that may have generated an undesirable bias. It is important to note that the origin of this dataset is real. The problem is that the generation of real datasets must cause undesirable feature interaction, so it is necessary to set up a real environment with inclusion and exclusion of devices dynamically and then evaluate more complex rules.

The dataset analysis indicated that the occurrence of feature interaction is low, in which the detection of feature interaction can be addressed in data anomaly.

Another relevant aspect is related to dataset agglutination, that is, the union of different domain datasets from smart environments. The challenge stands out in combining the attributes of different domains by building a model capable of detecting feature interaction without reapplying the learning process and adjustments in the model.

Conclusion
We provide a lightweight systematic mapping with an overview of the feature interaction approaches in the IoT domain, delimiting the construction of a feature interaction detection model from data.

The detection model used classification and association algorithms to detect feature interaction in IoT environments through data analysis. The model can help domain experts adjust the rules, mainly detecting undesirable feature interaction.

The analysis for the detection of feature interaction was performed manually. In a real environment, this analysis would be carried out by an expert, a complex task when dealing with millions of thousands of devices working together. As future work, we intend to improve our approach to consider rules with a significant probability and provide a benchmark dataset to guide other works on this challenging task.

Regarding the aspects inherent to the detection of feature interaction in smart environments, the present work demonstrated that it is possible, with the acquisition of knowledge from a set of data, to detect feature interaction without the presence of an expert. In addition, other transversal contributions can be listed: (i) a detection model of feature interaction based on the data, (ii) a data set annotated with feature interaction undesirable, and (iii) a rule detection model with the purpose of assisting domain experts to improve the addressed environment.

Appendix A

Quantitative results
Authors in [4] define that the data in a quantitative search must be expressed with numerical measures focusing on the relationship between variables. Based on these
variables, issues related to countries, conferences, journals, universities, and research groups investigating feature interactions in the IoT were analyzed.

Regarding the countries that are developing research with features interactions in IoT, 60.65% of the publications are from Asia. Each country is counted from the researcher’s publication. These results condition Japan and China (with 18 and 10 publications, respectively) as references in this research area (Figure 10).

![Figure 10](image)

**Figure 10** Number of countries with research in the area of feature interaction.

Regarding the year of publication, Figure 11 shows the distribution of articles over the years. Studies were published in journals, magazines, and conferences from 2003 to 2019.

In 2008 there was a higher incidence of publications, followed by the years 2007, 2011, 2015, and 2017 with two publications per year; that is, the research area is evolving. However, this evolution is timid since only 1 or 2 articles were published annually among those selected. Considering the paper venues, we observed that 65% of the publications occur in journals (Table 6).

**Table 6** Journals of selected articles

| Journal                                                                 |
|-------------------------------------------------------------------------|
| Feature Interactions in Software and Communication Systems IX           |
| Electronic Communications of the EASST 2008                             |
| Computer Networks 2004                                                 |
| IEICE TRANSACTIONS on Information and Systems                          |
| IET Communications                                                   |
| arXiv                                                                   |
| IEEE Transactions on Emerging Topics in Computing                      |
| IEEE Communications Magazine                                           |
| Pervasive and Mobile Computing                                         |
| Computer Networks                                                     |
| Science of Computer Programming                                       |
| Transactions on Emerging Telecommunications Technologies              |
Figure 11 Number of publications per year.

Figure 12 Universities and Group researching feature interaction.

In publications by universities or research groups, quantitative aspects were explored to obtain an overview of where the techniques and solutions are being developed and evolved. The evaluation process to define the institutions was based on the number of researchers linked to each institution. Figure 12 stands out: Chongqing University and University of Stirling.
In the quantitative aspects, an annual variation of publications, particularly in journals, the concentration on the Asian continent, and either their universities and laboratories consolidating the evolution of the feature interaction research area in the context of IoT.
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