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ABSTRACT

Large volcanic eruptions have strong impacts on both atmospheric and ocean dynamics that can last for decades. Numerical models have attempted to reproduce the effects of major volcanic eruptions on climate; however, there are remarkable inter-model disagreements related to both short-term dynamical response to volcanic forcing and long-term oceanic evolution. The lack of robust simulated behaviour is related to various aspects from model formulation to simulated background internal variability to the eruption details. Here, we use the Norwegian Earth System Model version 1 to calculate interactively the volcanic aerosol loading resulting from SO₂ emissions of the second largest high-latitude volcanic eruption in historical time (the Laki eruption of 1783). We use two different approaches commonly used interchangeably in the literature to generate ensembles. The ensembles start from different background initial states, and we show that the two approaches are not identical on short-time scales (< 1 yr) in discerning the volcanic effects on climate, depending on the background initial state in which the simulated eruption occurred. Our results also show that volcanic eruptions alter surface climate variability (in general increasing it) when aerosols are allowed to realistically interact with circulation: Simulations with fixed volcanic aerosol show no significant change in surface climate variability. Our simulations also highlight that the change in climate variability is not a linear function of the amount of the volcanic aerosol injected. We then provide a tentative estimation of the ensemble size needed to discern a given volcanic signal on surface temperature from the natural internal variability on regional scale: At least 20–25 members are necessary to significantly detect seasonally averaged anomalies of 0.5°C; however, when focusing on North America and in winter, a higher number of ensemble members (35–40) is necessary.
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1. Introduction

The potential climate effects of large volcanic eruptions have received wide attention in the climate science community since they can have major – albeit short-lived – impacts on the energy balance (e.g. Robock, 2000; Cole-Dai, 2010). In fact, large volcanic eruptions have been a major natural driver of climate variability during the last millennium (Bindoff et al., 2013). However, important aspects of both short- and long-term dynamical climate responses to large volcanic eruptions remain unclear (e.g. Robock, 2002; Timmreck, 2012). The frequency of such volcanic events is low, and so direct observations of their impacts are limited, while coupled climate models show little robustness in their response to volcanic forcing. In addition, climate models have shown poor performance in capturing the post-tropical-volcanic strengthening (underestimated) of the Northern Hemisphere (NH) polar vortex, as well as the cooling (overestimated) in the tropical troposphere compared to observations (Driscoll et al., 2012). However, the differences between models and observations may be related to the effects of internal noise: Removing the El Niño/Southern Oscillation (ENSO) signal, for example, considerably improves the agreement between the observed and simulated surface temperature (Santer et al., 2014).
The lack of robust simulated behaviour among climate models may depend on various aspects of the model formulation (e.g. Shindell, 2004; Cagnazzo and Manzini, 2009), on the simulated background internal climate variability (e.g. Thomas et al., 2009; Zanchettin et al., 2012, 2013; Berdhall and Robock, 2013), and also on how the models implement volcanic eruptions [e.g. basic top of the atmosphere (TOA) shortwave forcing, to the more complex direct \( \text{SO}_2 \) injection]. In addition, the details of the eruption, including magnitude (Timmreck, 2012), latitude (Schneider et al., 2009) and season (Kravitz and Robock, 2011; Toohey et al., 2011), play an important role in the consequent climate impacts. Finally, there is no commonly accepted protocol for simulating the climate impacts of volcanic eruptions, including prescriptions for ensemble size, for how the ensemble is produced (from a single year or from different years), and the type of reference period chosen to compare the volcano simulations. The ensemble size should be large enough to account for the range of variability depicted by the dominant processes influencing interannual and decadal climate variability. However, no general agreement has yet been reached on this point. Some studies have used only three ensemble members (e.g. Oman et al., 2006a; Schneider et al., 2009), others 5 or 6 (Meronen et al., 2012; Man et al., 2014), others 10 (e.g. Highwood and Stevenson, 2003; Oman et al., 2006b), and a few studies 20 members (e.g. Oman et al., 2005; Kravitz and Robock, 2011) or more (e.g. Wegmann et al., 2014). In any case, the necessary ensemble size strongly depends on the type of impacts investigated and the magnitude of the forcing. When looking at global changes, such as impacts on radiative forcing (Oman et al., 2006b) and global surface temperature (Shepherd, 2014), or very large forcing/climate response (Schneider et al., 2009) a small number of ensemble members may be sufficient, whereas a large number of ensemble members is needed to establish statistical significance on regional scales, especially at mid- and high-latitudes due to high internal natural variability (Oman et al., 2005; Kravitz and Robock, 2011). Another important aspect is how to measure the volcanic signal. When comparing model results of volcanic impact on climate to reconstructions or observations, it is necessary to express the influence of the eruption as the difference between the period following the eruption and a reference period around the eruption. When instead the purpose is not to compare against reconstructions, but rather to investigate the general influence of the volcanic eruptions on climate, two alternatives are possible and the influence of the eruption can be expressed as either:

1. The difference between a set of simulations of the volcanic eruption (volcanic ensemble) generated from a single year, i.e. slightly different atmospheric states but same ocean conditions, and another ensemble starting from the same initial conditions but with no-volcanic eruption (e.g. Schneider et al., 2009); or
2. The difference between a volcanic ensemble and an equivalent no-volcanic ensemble where each member is generated from a different year, i.e. different atmospheric and oceanic states (e.g. Highwood and Stevenson, 2003).

However, to our knowledge no study has compared these two methods. The aims here are four-fold: (1) test the performance of the Norwegian Earth System Model version 1 (NorESM1-M) in simulating the volcanic aerosol production from \( \text{SO}_2 \) released by the Lakagígar or Laki eruption in 1783–1784, the second largest high-latitude volcanic eruption in historical time (after the Eldgíjar eruption in 934) and the consequent changes in the radiative forcing and climate; (2) investigate how the choice of generating the ensemble members from a single year or from different years influences the simulated climate impacts; (3) investigate how adopting interactive aerosols may impact post-volcanic surface climate variability and (4) suggest a lower bound estimate of ensemble size necessary to significantly separate the volcanic signal from internal natural variability for an eruption of this type.

The paper is structured as follows. In Section 2 we provide a description of the coupled model used and the experimental set-up adopted to simulate the Laki-type eruption. In Section 3 we evaluate the model results against other studies, and in Section 4 we discuss the differences between the two ensemble approaches. In Section 5 we investigate the changes in surface climate variability associated to the volcanic eruption; while in Section 6 we quantify the number of ensemble members necessary to isolate the volcanic signal from the background variability in terms of surface temperature on regional scale; discussion and conclusions are provided in Section 7.

2. Methods

2.1. Model description

The simulations were conducted using the coupled atmospheric–ocean–aerosol model NorESM1-M (Bentsen et al., 2013; Iversen et al., 2013). NorESM1-M is an Earth System Model that uses a modified version of the Community Atmospheric Model version 4 (CAM4, Neale et al., 2013) – CAM4–Oslo – for the atmospheric part of the model, with an updated aerosol model, with online calculation of aerosols and their direct effect, and the first and second indirect effects on warm clouds. The aerosol model includes the life cycle of sea salt, mineral dust, particulate sulphate, black and organic carbon (Kirkevåg et al., 2013). CAM4–Oslo has a separate representation of aerosols,
aerosol–radiation and aerosol–cloud interactions. The model uses the finite volume dynamical core for transport calculations, with horizontal resolution 1.9° (latitude) × 2.5° (longitude) and 26 vertical levels, as in the original CAM4. CAM4–Oslo is coupled with the updated version of the Miami Isopycnic Coordinate Ocean Model – MICOM (Assmann et al., 2010). The sea ice and land models are basically the same as in the Community Climate System Model version 4 – CCSM4 (Gent et al., 2011).

The model can adequately represent the modern climate variability (Iversen et al., 2013): The northern and southern annular modes, the Madden-Julian Oscillation and the El Niño Southern Oscillation are well-captured in the model. The Atlantic Meridional Overturning Circulation strength is in the upper range found in models contributing to CMIP3 and above the range estimated from synthesised observational records (Medhaug and Furevik, 2011). A detailed analysis of NorESM performances is provided in Iversen et al. (2013).

The model calculates the radiative properties and the size of hygroscopic sulphate aerosols, which depend explicitly on the local relative humidity. The aerosol scheme is based on a sectional model creating look-up tables for aerosol properties (see Table 1 in Kirkevåg et al., 2013). Look-up tables allow using background aerosol modes and tabulated properties for condensed and coagulated aerosol mass. The sulphuric acid produced condenses on pre-existing particles or nucleates to form new particles. All particles at all levels are subject to gravitational settling. This is an important removal process for particles at high altitudes. The model’s wet deposition is fully coupled to the model’s hydrologic cycle, including the convection scheme. The washout takes into account the aerosol mixing state, so hydrophilic aerosols (e.g. sulphate) are removed more easily than hydrophobic aerosols (e.g. dust). An in-depth description and validation of the performance of the model version used in this study for current climate conditions can be found in Bentsen et al. (2013), Iversen et al. (2013) and Kirkevåg et al. (2013).

2.2. Experimental set-up

We simulate a hypothetical multistage Laki-type eruption, basing our SO2 emission and frequency of the eruptions on the study of Thordarson and Self (2003). The 1783–1784 Laki flood lava eruption started on June 8th, 1783 and lasted for 8 months, injecting about 122 Tg of SO2 into the atmosphere. About 95 Tg of SO2 were injected into the upper troposphere/lower stratosphere between 9 and 13 km, and the total mass of the Laki tephra was roughly 110 Tg. About 95% of the total SO2 emission took place in the first 4 months of activity (see Fig. 2 in Thordarson and Self, 2003), with 9 out of 10 eruption episodes featuring a short-lived (0.5–4 d) explosive phase. The last 3.5 months were characterised by quiet emission of lava and gas. While this is the best available estimate of the SO2 amount emitted by Laki, there are uncertainties estimated to be at least ±20% (Oman et al., 2006b).

For simplicity, we simulate the multistage Laki eruption by injecting 100 Tg of both SO2 and dust – as an analogue for the ash injection – over eight eruptions with a 2-week frequency, starting on June 1st. Each sub-eruption lasts 4 d, for an overall duration of 4 months (Table 1). The SO2 and dust particles are evenly distributed within each vertical domain shown in Table 1. The SO2 injection heights follow the percentage distribution reported in the work of Thordarson and Self (2003).

To examine the role of the background initial state in affecting the impact of volcanic eruptions on climate, we apply the two approaches commonly used in the literature (denoted with the letters A and B) to generate a total of four ensembles (see Fig. 1):

1. Ensemble ENSvolc–A: We simulate the volcanic eruption starting from a specific model year (1934) and generate the ensemble members by perturbing the initial condition of that specific year. We generate 20 ensemble members and run them for 5 yr each. The year is selected from a transient 105-yr climatology (1860–1964).
2. Ensemble ENSno-volc–A: We generate an equivalent ensemble with volcanic aerosol set to background conditions by perturbing the initial condition of the year selected for the ENSvolc–A, i.e. 20 reference ensemble members and run them for 5 yr.
3. Ensemble ENSvolc–B: We simulate the volcanic eruption and the ensemble members starting each member from a different year at 5-yr intervals (1860, 1865, ..., 1960; we have skipped 1935 because too close to the selected year in ENS–A). We generate 20 ensemble members each 5-yr long.
4. Ensemble ENSno-volc–B: We use for each member the five unperturbed years from the climatology corresponding to the 5 yr of the simulated volcanic eruption (i.e. eruption members starting in 1860, 1865, ..., 1960; selected unperturbed years from the climatology 1860 to 1964). This ensemble is not – in the strictest sense – an ensemble and is usually referred in the literature as a climatological or reference simulation.

The difference in the two approaches is shown schematically in Fig. 1. All ensemble members are initialised on the
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1Historical emissions for the aerosol concentrations are taken from IPCC AR5 datasets, see Kirkevåg et al. (2013).
day of the eruption (June 1st). We use the initial conditions of the days preceding or following the date of the eruption to perturb the model state at the date of the volcanic eruption (June 1st) and generate the ensemble members.

Studies in the existing literature either compare ENSvolc – A with ENSno-volc – A, or ENSvolc – B with the climatology/reference simulation (i.e. ENSno-volc – B). Here we do both, allowing us to investigate whether or not the different approaches used in the literature are equivalent. In other words, if the climate perturbation (Δvolc) induced by the volcanic eruption is measured as:

$$\Delta_{\text{volc}} = \text{STATE}_{\text{volc}} - \text{STATE}_{\text{no-volc}}$$  \hspace{1cm} (1)

where STATE_{no-volc} is the unperturbed climate state and STATE_{volc} is the climate state induced by the eruption, we would like to investigate whether the change Δvolc is the same using either approach.

The year 1934 of the reference simulation was selected as the eruption year for ENSvolc – A (eruption year: number 01), which is roughly in the middle of the climatology period and features a strong El Niño event, as was the case in 1860–64 during the Laki eruption (Cook and Krusic, 2004; D’Arrigo et al., 2011). Each ensemble member in ENSvolc – B starts from different initial conditions. Prior to analysis, the temperature trend in the ENSno-volc – B climatology (1860–1964) is linearly removed. The same trend is removed from the ENSvolc – B.

The use of a transient historical simulation rather than a reference equilibrium simulation is unlikely to significantly affect our results because the trend in temperature is small compared to the amplitude of interannual variability. Furthermore, our analyses are performed comparing volcanic and non-volcanic ensembles of the same type (i.e. ENSvolc – A vs. ENSno-volc – A or ENSvolc – B vs. ENSno-volc – B), further limiting the potential effects of such trend. We only compare the ENSvolc – A to ENSno-volc – B (i.e. climatology) when we evaluate the model against historical and simulated data. In this case, the uncertainties in temperature reconstruction for the Laki event and the climate anomalies (temperature and precipitation) induced by the volcanic eruptions (see discussion below) in the months following the eruptions are quite large and any anthropogenic forcing is negligible. Therefore, the exact estimate of the temperature trend does not impact our model evaluation.

The two ensemble sets also allow testing whether or not the choice of one or the other set-up (ENS – A or ENS – B) may require a different number of ensemble members to discern the volcanic effect from the interannual natural climate variability.

We analyse monthly means of model outputs, and all differences discussed in this study are assessed using the Student’s t test. Significance is reported at the 95% confidence level unless otherwise noted.

### 3. Model validation

Before going into the details of the two different approaches adopted here to model the Laki eruption and the number of necessary ensemble members required to distinguish the volcano signal from natural variability, we first validate the large-scale changes simulated by NorESM with the climate impacts of Laki known from the literature. This is the first study where NorESM has been used to compute volcanic aerosols interactively from SO2 emissions. In previous studies (e.g. CMIP5 experiments), the simulations were performed using prescribed aerosol data (Ammann, 2003). We compare our results with the information available about the Laki eruption that mainly comes from the work of Thordarson and Self (2003) and a few other model studies (Highwood and Stevenson, 2003; Oman et al., 2006b; Schmidt et al., 2012).

We first analyse how NorESM performs in simulating the SO4 burden, the aerosol optical depth (AOD) at 550 nm and radiative forcing, and then the NH surface temperature (TS) and precipitation.

As mentioned in the introduction, when evaluating the model results against reconstructions, we need to compare the ENSvolc – A (El-Niño background state as in 1873) to the climatology (ENSno-volc – B). In any case, when analysing global or hemispheric scale changes associated to the volcanic eruption, the changes are so large that comparing

### Table 1. Total amount of SO2 (Tg) emitted for each of the 4-d long eruption, and its vertical distribution

| Eruption date | Jun 1st | Jun 15th | Jul 1st | Jul 15th | Aug 1st | Aug 15th | Sep 1st | Sep 15th |
|---------------|---------|----------|---------|----------|---------|----------|---------|---------|
| Total SO2 (Tg)| 42      | 11       | 11      | 15       | 9       | 5        | 4       | 3       |
| 100 < p < 150 hPa | 5       | 1        | 1       | 2        | 2       | 1        | 0       | 0       |
| 150 < p < 300 hPa | 29      | 8        | 8       | 10       | 6       | 4        | 3       | 2       |
| p > 300 hPa    | 8       | 2        | 2       | 3        | 2       | 1        | 1       | 1       |

Maximum emission pressure height $p = 100$ hPa (~ 15 km).
the volcano ensemble (either ENS_{volc}^A or ENS_{volc}^B) with the climatology (ENS_{no-volc}^B) or ENS_{volc}^A with the ENS_{no-volc}^A gives the same qualitative results (not shown). When instead investigating regional changes the differences can be remarkable (see Section 4).

3.1. Optical depth and radiative forcing

The simulated monthly ensemble average peak of SO₂ gas loading in our experiment was just over 22 Tg in June. The NH zonal monthly ensemble mean of sulphate (SO₄) concentrations peaks above the polar circle at over 42 ppbv in August with a total sulphate loading of 51 Tg (Fig. 2).

Our study compares well with the results from Oman et al. (2006b) that show a sulphate loading peaking in late August 1783 at 60 Tg. The e-folding time of the sulphate aerosol is approximately 3.5 months in good agreement with the 4 months shown by Oman et al. (2006b). Using a global aerosol microphysics model, Schmidt et al. (2010) have shown a similar SO₂ gas loading maximum of 29 Tg, resulting in a SO₄ burden peak of only 14 Tg. The difference in SO₄ burden must be related to a quicker particle removal in their model.

The SO₄ AOD perturbation averaged over the entire NH peaks in August with an ensemble mean anomaly of 1.53 (Fig. 3). The AOD anomalies have almost vanished 7–8
months after the end of the eruption. A similar behaviour is shown by the radiative forcing that peaks in July with a NH TOA mean of $-22$ W/m$^2$ (Fig. 3). The global forcing is exactly half this value since the entire radiative anomaly is confined to the NH (not shown). Our anomalies are almost three times larger compared to other studies. For example, Oman et al. (2006a) simulate a total NH forcing of $-8$ W/m$^2$; Highwood and Stevenson (2003) simulate different injection height scenarios (low: SO$_2$ is injected up to 9 km; high: SO$_2$ is injected up to 13 km) and the magnitude of the radiative forcing varies depending on the scenario with maximum global mean forcing of $-3$ W/m$^2$ for the high altitude scenario ($-6$ W/m$^2$ for the NH). However, they argued that their value could be an underestimate and that the real direct effect could be 1.6 times larger ($\sim -5$ W/m$^2$ global) $\sim -10$ W/m$^2$ NH) mainly due to the assumptions about relative humidity effects on the aerosol scattering properties.

The differences in the AOD are most likely due to the differences in effective radii: Smaller particles scatter light more efficiently. The specific surface area, i.e. surface area seen by radiation is inversely proportional to the effective radius ($\sim 1/2\pi r_{eff}$). In Oman et al. (2006b) simulations, the average UT/LS effective radius is between 0.54 and 0.61 $\mu$m. In our simulations, the effective radius is approximately 0.2 $\mu$m, and this would lead to greater optical depth by a factor of 2–3.

The reason for such small particles is that CAM4–Oslo does not simulate growth by self-coagulation (coagulation of Aitken-mode particles combining to form larger particles). CAM4–Oslo simulates nucleation and growth to Aitken-mode size, and also growth of background aerosols (which were there prior to the eruption). Self-coagulation is an important mechanism after an eruption when a massive amount of sulphate is injected as described in Pinto et al. (1989) and English et al. (2013). In our simulations, new aerosol particles are created via nucleation, and they grow to the Aitken-mode size, then slowly into the accumulation mode since the only growth mechanism is condensation, and intra-modal coagulation is not taken into account. However, given the same amount of SO$_2$ emitted by a volcanic eruption, there can be large differences in the effective radius (Pinto et al., 1989). Since very little is known about the effective radius of particles for the Laki eruption, based on Pinto et al. (1989), Oman et al. (2006b) assumed a 20% larger effective radius for the Laki eruption compared to the Mount Pinatubo. The Pinatubo eruption, which emitted around 15–20 Tg of SO$_2$ in 1 d, had an effective radius of around 0.2 to 0.4 $\mu$m in the first 4 months after the eruption as suggested by a compilation of observations done mainly over California and Wyoming (Russell et al., 1996). Pinto et al. (1989) have shown using a microphysical model that in their set-up 10 Tg SO$_2$ leads to an effective radius peak of 0.3–0.4 $\mu$m after 13 months and 100 Tg SO$_2$ emission provides an effective radius peak of 0.6 $\mu$m after 8 months from the eruption. However, no microphysical modelling studies investigating the Laki particle size are yet available. Furthermore, the Laki eruption was a multistage eruption where the 122 Tg of SO$_2$ were injected over 8 months rather than a few days, as was the case of the Pinatubo eruption. Therefore, an effective radius of 0.6 $\mu$m for the Laki eruption, which is greater than the Pinatubo one, may well be an overestimate.

To verify that the reasons for such differences in AOD and radiative forcing between our model and the other studies were indeed related to the particle size, we added different percentages of the sulphate emissions readily as coarse mode aerosols. The sensitivity tests show that indeed the AOD and radiative forcing decrease (not shown). This suggests that the decrease is due to both the coarse aerosols

![Fig. 3. Ensemble mean change (ENS$_{volc}$−A minus ENS$_{no-volc}$−B) in NH visible (550 nm) aerosol optical depth – AOD (left) and net radiative forcing (shortwave + longwave) at the top of the atmosphere – TOA (right) due to a Laki-type volcanic eruption. The shadings represent the standard deviation of the ensemble difference.](image-url)
being less scattering in the visible range and the coarse aerosols falling out more quickly.

To conclude, our model is able to reproduce the SO$_4$ concentrations as simulated by Oman et al. (2006b) whereas it produces a smaller particle size and consequently a stronger radiative forcing induced by the volcanic SO$_2$ emission. Given that no information is available on the effective radius for the Laki eruption, it is difficult to assess the impact of neglecting intra-modal coagulation in our model simulation of the eruption. We are currently considering including intra-modal coagulation in the aerosol module to investigate its influence on the effective radius for multistage Laki-type eruptions. However, this improvement would require a significant rewrite of the aerosol model, which is beyond the scope of the current work.

3.2. NH temperature and precipitation

The large radiative forcing in our study produces a NH cooling almost three times more intense than in other studies (Highwood and Stevenson, 2003; Oman et al., 2006b). Our simulations show a NH cooling peak of about $-2.8^\circ$C in September accompanied by a significant drop in precipitation (Fig. 4). The cooling lasts around 5 yr whereas the precipitation anomalies seem to recover slightly faster (Fig. 4). This long-lasting cooling may arise from changes in the ocean heat content as also suggested for example by Kravitz and Robock (2011). The cooling relative to the climatology ($\text{ENS}_\text{volc-A} - \text{ENS}_\text{no-volc-B}$) is concentrated over the NH continents with peaks around $-8^\circ$C in northeastern Asia in the summer of the eruption. In Europe the simulated summer cooling ranges between $-2^\circ$C in the western side and $-6^\circ$C over the eastern side (Fig. 5), about double the magnitude shown by other model studies (Highwood and Stevenson, 2003; Oman et al., 2006a).

Observations from 29 stations spread over Europe and northeastern United States, however, do not show any cooling for the summer of the Laki eruption (Thordarson and Self, 2003). The data show a summer that was actually warmer than average, especially the month of July over Europe (Grattan and Brayshay, 1995; Grattan and Sadler, 1999; Thordarson and Self, 2003; Luterbacher et al., 2004). To our knowledge, no model has been able to reproduce the observed warming, and given the scarcity of the records and their limited spatial distribution, it is challenging to attribute the warm European summer of 1783 to a specific forcing related to the Laki eruption. Warmer-than-average conditions may have simply been caused by prevailing southerly flow over western Europe due to natural variability. The observed European warming contrasts with other areas of the NH, which experienced significant negative temperature anomalies, especially over large portions of Asia and North America. Reconstructed summer temperatures using tree ring maximum latewood density data found that the summer of 1783 was the coldest of the last 400 yr in northwestern Alaska (Jacoby et al., 1999). Radial growth of tree rings in the Polar Urals and Yamal Peninsula in northwest Siberia was the smallest in about 300–600 yr (Hantemirov et al., 2004). Our study shows a cooling of around 3–4°C and 5–6°C for Alaska and Polar Urals/ Yamal Peninsula respectively, which is consistent with the tree ring data.

Several studies (Soden et al., 2002; Oman et al., 2005, 2006a; Iles et al., 2013) have shown that global mean precipitation is sensitive to volcanic forcing. However, the precipitation is highly variable; therefore, it is more difficult to detect significant anomalies at regional scale. For example, Oman et al. (2005, 2006a) have shown that both
the Katmai (Alaska) eruption of 1912 and the Laki eruption of 1783 led to a reduction of monsoon precipitation; however, the effects of Katmai were barely distinguishable from weather noise (Oman et al., 2005). On the other hand, the changes in African Monsoon following the Laki eruption seem to be more robust in the model experiments: Oman et al. (2006a) have shown a decrease of 1–3 mm/d over the Sahel in the summer after the eruption. Our results show a significant decrease of NH precipitation that lasts around 3 yr (Fig. 4). The reduction is concentrated over the tropics and subtropics with 1–2 mm/d decrease in precipitation over Sahel and negative peaks of $-5/-6$ mm/d over the Indian basin for the summer of the eruption (Fig. 5). The model clearly shows a southward shift of the Inter-Tropical Convergence Zone in the summer over the Western Pacific and Atlantic Oceans and in all basins in the winter of the eruption. This shift is consistent with the expected response to a NH cooling (Kang et al., 2008; Hwang et al., 2013). These model results are supported by historical observations – severe droughts were indeed reported across both the Nile River watershed (Hassan et al., 1998) and India (Mooley and Pant, 1981) – and a recent study (Haywood et al., 2013) suggesting that volcanic eruptions in the NH can cause severe droughts over Sahel.

4. Climate impacts: comparison between the two ensemble approaches

As mentioned above, on global or hemispheric scales the modelled changes in temperature and precipitation are so large that comparing the volcano ensemble (either $\text{ENS}_{\text{volc}}-$A or $\text{ENS}_{\text{volc}}-$B) with the climatology ($\text{ENS}_{\text{no-volc}}-$B) or $\text{ENS}_{\text{volc}}-$A with the $\text{ENS}_{\text{no-volc}}-$A gives the same qualitative results (not shown). However, this is not true when looking at the regional scales due to the strong influence of the initial conditions (cf. Figs. 5 and 6). For example, when comparing the volcano ensemble mean ($\text{ENS}_{\text{volc}}-$A) for the summer of the eruption with the climatology ($\text{ENS}_{\text{no-volc}}-$B) a pronounced warm anomaly is seen over the central-eastern Tropical Pacific and Indian Oceans, but these anomalies are not present when comparing the volcano ($\text{ENS}_{\text{volc}}-$A) with the no-volcano ensemble mean of that specific year ($\text{ENS}_{\text{no-volc}}-$A), indicating that those changes are specific to the chosen year (which was an El Niño year).

In principle, as mentioned previously, the comparison between $\text{ENS}_{\text{volc}}-$A and $\text{ENS}_{\text{no-volc}}-$B is only used when evaluating the model against reconstructions and not the general volcanic influence on climate, given the specific background conditions of the selected year in $\text{ENS}_{\text{volc}}-$A. To study the volcanic impacts on climate, it is necessary to compare either $\text{ENS}_{\text{volc}}-$A or $\text{ENS}_{\text{volc}}-$B with the equivalent unperturbed ensemble, $\text{ENS}_{\text{no-volc}}-$A or $\text{ENS}_{\text{no-volc}}-$B, respectively. In the literature, these two approaches have been both widely used without a rigorous comparison between them. Given the non-linear nature of the climate system, it is reasonable to expect different impacts depending on the background conditions before the eruption. However, it is not obvious that these differences are statistically significant. Therefore, in order to understand whether the two approaches are equivalent, we compare...
the temperature and precipitation anomalies in the ENS–A (ENS_{volc}–A minus ENS_{no-volc}–A) with the ENS–B (ENS_{volc}–B minus ENS_{no-volc}–B), focusing only on the summer and winter of the year of the eruption.

In the summer of the eruption, broad areas with statistically significant differences in temperature anomaly are evident over the NH continents, with differences of up to 2–2.5°C in Eastern Europe (Fig. 7a). Differences in precipitation appear mainly over the tropical regions, especially the South Asian Monsoon basin. In winter, the differences in temperature change are most remarkable over North America, with anomalies warmer by up to 4–5°C in ENS–A compared to ENS–B. Warmer anomalies are also present over eastern Greenland and the Barents Sea. Widespread negative anomalies are instead shown over great part of Eurasia; however, only in a relative narrow region in central Asia is the difference significant. The regions that display significant changes in precipitation difference in winter are eastern Tropical Pacific, Indian Ocean, Pacific Northwest and eastern Greenland.

The changes highlighted above are unlikely to occur by chance or be induced by a different ocean response in the two ensemble approaches, and are more likely related to the different initial background state of the ensemble set-ups. In fact, the ocean response to the volcanic forcing is the same in both ensemble set-ups with a temporary weakening of the Meridional Overturning Circulation and a similar decrease in the ocean heat content (not shown). Furthermore, most of the significant differences concern regions known to be influenced by the ENSO. For example, ENSO-induced variability in the Aleutian low often leads to increased precipitation over the Alaskan/Pacific coastal range and above-average temperature over northwestern North America. Therefore, the El Niño background initial state in ENS–A influences the anomalies induced by volcanic eruptions.

In conclusion, our results suggest that the two approaches, ENS–A and ENS–B are not equivalent, particularly in regions strongly tied to ENSO, and caution must be used when interpreting volcano impacts on climate using the ENS–A approach.

5. Post-eruption surface climate variability

Here we investigate whether using interactive aerosols in the simulations has impacts on the variability of the ensembles, and specifically on surface temperature. We analyse the standard deviations of the area-averaged surface temperature (TS) for the ENS–A and ENS–B for three large regions: Europe – EU (35°–72.5°N; 10°W–45°E), North America – NA (35°–72.5°N; 60°–150°W) and Northern Asia – AS (35°–72.5°N; 45°–180°E). We have considered only the land-surface temperature. The domains are chosen to represent the three macro-regions showing the most pronounced cooling and covering all together the entire NH land mass above 35°N. We focus on surface temperature because it is of most direct relevance to volcanic impacts, in addition to having a long historical record that can be compared to model simulations. We have analysed the summer (JJA) and winter (DJF) of the year of the eruption (year 01). To test whether the volcanic eruption significantly impacts temperature variability,
we generated a standard deviation distribution for each of the two ENS\(_{\text{no-volc}}\) experiments: Through a bootstrap technique, we generate 1000 sub-samples of 10 members for the ENS–A and ENS–B, randomly selecting from the original pool of 20 members (e.g. TS\(_{\text{NA}}\) is a 10 \(\times\) 1000 matrix). We then calculate the standard deviation for each sub-sample: The standard deviation of bootstrapped quantities is by definition an empirical estimate of the standard error of the mean (SEM) as also shown by Toohy and von Clarmann (2013) (e.g. SEM\(_{\text{NA}}\) is 1 \(\times\) 1000 matrix). We generate the ENS\(_{\text{no-volc}}\) SEM distributions that allow quantifying whether the ENS\(_{\text{volc}}\) variability is within the range of no-volcanic natural variability. It also allows a comparison between the two ENS\(_{\text{no-volc}}\) approaches. We consider the changes outside the 5th and 95th percentiles relative to the ENS\(_{\text{no-volc}}\) to be statistically significant.

In the no-volcano ensembles, the land-surface temperature SEMs are in general comparable over Europe and Asia, whereas they are significantly larger (twice) in the ENS\(_{\text{no-volc}}\)-A compared to the ENS\(_{\text{no-volc}}\)-B set-up actually decreases from the no-volcano to the volcano ensemble, contrary to what happens in the ENS–A. We attribute this anomalous behaviour to the fact that the eruption triggers a warming response in the equatorial Pacific in the winter of the eruption year (see Fig. 6c). A detailed examination of the ENS–B simulations shows that this warm anomaly is in

| Source     | SEM\(_{\text{TS}}\) (°C) ENS–A | SEM\(_{\text{TS}}\) (°C) ENS–B |
|------------|-------------------------------|-------------------------------|
| North America | ENS\(_{\text{no-volc}}\) 0.31 | ENS\(_{\text{volc}}\) +50% +18% |
|            | ENS\(_{\text{volc}}\) 0.98   | ENS\(_{\text{volc}}\) +22% –27% |
| Europe     | ENS\(_{\text{no-volc}}\) 0.40 | ENS\(_{\text{volc}}\) +11% –45% |
|            | ENS\(_{\text{volc}}\) 1.03   | ENS\(_{\text{volc}}\) +4% +35%  |
| Asia       | ENS\(_{\text{no-volc}}\) 0.46 | ENS\(_{\text{volc}}\) –11% +4%  |
|            | ENS\(_{\text{volc}}\) 1.49   | ENS\(_{\text{volc}}\) +35% +30% |

Changes in bold indicate anomalies above the 95th or below the 5th percentile, in italics anomalies outside the interquartile range (<25th or >75th).
fact considerably stronger in La Niña years than in El Niño years (not shown). Therefore, ENSO variability is effectively reduced in the ENS\textsubscript{volc\_B} compared to ENS\textsubscript{no\_volc\_A}, and so are the teleconnected temperature anomalies over North America. This is not the case, in ENS\textsubscript{\_A} given the fixed ENSO state. However, the number of El-Niño/La-Niña events is small (6–8 events), and further investigations are required to confirm our results.

The general increase in the ensemble variability over the NH likely arises from the variability in the radiative forcing induced by the volcanic sulphate aerosols, which in our model are interactively computed from the emitted SO\textsubscript{2}. To test this hypothesis, we perform two additional sensitivity experiments, one with SO\textsubscript{2} injections reduced by a factor of 3 (ENS\textsubscript{red\_volc}) and another with fixed SO\textsubscript{2} distribution (ENS\textsubscript{fix\_volc}); both ensembles use the ENS\textsubscript{\_A} set-up and are composed of 10 members each. The ENS\textsubscript{fix\_volc} members are generated simply by reading back the monthly mean concentrations from one of the ensemble members into the model’s default volcanic aerosol concentration and scaling it to get approximately the same forcing as the original experiments (ENS\textsubscript{volc\_A}). These two sensitivity experiments should in principle enable us to get some insights on whether or not the change in variability is a function of the strength of the eruption (ENS\textsubscript{red\_volc\_A}) and whether it depends on the interactive aerosol (ENS\textsubscript{fix\_volc\_A}).

The ENS\textsubscript{red\_volc} members show a cooling that is almost 1/3 of that in ENS\textsubscript{volc\_A}, especially in the summer of the eruption. The magnitude of the cooling in ENS\textsubscript{fix\_volc} is almost as large as ENS\textsubscript{volc\_A} in the summer of the eruption, but recovers faster (Table 3). ENS\textsubscript{red\_volc\_A} shows increased variability compared to ENS\textsubscript{no\_volc\_A} over North America (both in summer and winter) and Europe (only in winter) with a magnitude similar to ENS\textsubscript{volc\_A} (Table 4). This sensitivity experiment suggests that the increased variability is not a linear function of the volcanic eruption strength.

The second sensitivity experiment (ENS\textsubscript{fix\_volc\_A}) does not show any significant change in variability compared to

| Table 3. Changes in land-surface temperature (°C) relative to ENS\textsubscript{no\_volc\_A} for the summer (JJA) and the winter (DJF) of the year of the eruption in the ENS\textsubscript{volc\_A} and the sensitivity experiments (ENS\textsubscript{red\_volc} and ENS\textsubscript{fix\_volc}). |
|-------------------------------------------------|
|                                    | ENS\textsubscript{volc\_A} | ENS\textsubscript{red\_volc\_A} | ENS\textsubscript{fix\_volc\_A} |
|----------------------------------|---------------------------|-------------------------------|-------------------------------|
|                                  | JJA           | DJF          | JJA           | DJF          | JJA           | DJF          |
| North America                   | −4.61         | −1.43        | −1.41         | −0.16        | −3.81         | +0.16        |
| Europe                          | −4.66         | −2.16        | −1.51         | −0.96        | −3.78         | −1.10        |
| Asia                            | −5.73         | −2.45        | −2.00         | −1.28        | −4.49         | −1.03        |

6. Required number of ensemble members

Here we investigate a further important methodological issue that has not been systematically addressed in previous studies, namely that of determining the number of ensemble members necessary to discern the volcano signal from the underlying noise of the natural internal variability on regional scale. We analyse the surface temperature anomalies for the ENS\textsubscript{\_A} and ENS\textsubscript{\_B} as a function of the number of ensemble members considered for the same three large regions defined in the previous section.

We calculate the area-averaged temperature anomalies relative to the all-member ENS mean in the three domains for an increasing number of ensemble members. The area-averaged temperature anomalies are defined as follows [eq. (2)]:

\[
TS_{ENS}^{all\_members} = \overline{TS}_{ENS} - TS_{all\_members} - TS_{ENS}^{all\_members}
\]

where \(\overline{TS}_{ENS}\) is the surface temperature mean of a given ENS set-up for a size \(n\) of ensemble members with \(n\) going from one to the total ensemble size and \(TS_{ENS}^{all\_members}\) is the surface temperature mean of a given ENS set-up for all members (i.e. 20). This \(TS_{ENS}^{all\_members}\) is a measure of how an \(n\)-member TS mean can be offset from the all-member (‘true’) ensemble mean (i.e. how the mean temperature obtained – for example – using only three members differs from the ‘true’ mean calculated using 20 members). Hence, it gives

| Table 4. Changes (in %) in land-surface temperature SEMs (°C) relative to ENS\textsubscript{no\_volc\_A} for the summer (JJA) and the winter (DJF) of the year of the eruption in the sensitivity experiments (ENS\textsubscript{red\_volc} and ENS\textsubscript{fix\_volc}) for the ENS\textsubscript{\_A} set-up |
|-------------------------------------------------|
|                                    | ENS\textsubscript{red\_volc\_A} | ENS\textsubscript{fix\_volc\_A} |
|----------------------------------|---------------------------|-------------------------------|
|                                  | JJA           | DJF          | JJA           | DJF          |
| North America                   | +32%          | +29%         | +22%          | −15%         |
| Europe                          | −4%           | +33%         | +10%          | +18%         |
| Asia                            | +65%          | +18%         | −19%          | +2%          |

Changes in bold indicate anomalies above the 95th or below the 5th percentile, in italics anomalies outside the interquartile (<=25th or >75th).
information on how biased a regional scale temperature estimate can be as a function of the number of members used. However, the $T_{\text{ENS}_{\text{anomaly}}}^{\text{C3}}$ decreases as $n$ increases and is zero when the number of members equals all members by construction. To overcome this limitation, we use the bootstrap technique with replacement, where we sequentially draw $n$-members from the same pool. For example, for $n=3$ we randomly draw the first ensemble member from the entire pool of 20 members, then we do the same thing with the second one, and then with the third one, each drawn from the same entire pool. We perform this calculation 1000 times in order to obtain a distribution of $T_{\text{ENS}_{\text{anomaly}}}^{\text{C3}}$ and hence, $T_{\text{ENS}_{\text{anomaly}}}^{\text{C3}}$ for each $n$. The bootstrap technique with replacement also enables extending the analysis by choosing $n$ larger than the size of the pool.

Hence, we have considered a total population size of 50 members. We have then calculated the 5th and 95th percentile of the $T_{\text{ENS}_{\text{anomaly}}}^{\text{C3}}$ distributions for each $n$ ($n$ from 1 to 50) and for each ensemble. This analysis is independent from the strength of the volcanic forcing since each ensemble has been considered separately and provides a lower bound estimation of the number of ensemble members necessary to capture a given temperature anomaly/volcanic signature (e.g. 0.2 or 0.5°C) for the considered regions and for the summer and winter seasons following the eruption. For example, to be able to capture a 1°C temperature anomaly over North America for the winter following the eruption, about 15 members are necessary using the ENS–B and only five using the ENS–A approach (Fig. 8). To capture a 0.5°C anomaly, the number of

![Graphs showing temperature anomaly distributions](Fig. 8). Average between the absolute values of 5th and 95th percentile of $T_{\text{ENS}_{\text{anomaly}}}^{\text{C3}}$ distributions as a function of the number of ensemble members ($n$) for North America (NA), Europe (EU) and Asia (AS) for the summer (JJA) and winter (DJF) of the eruption, calculated for each ensemble. The 5th and 95th anomalies are fairly symmetric around the mean for a number of members greater than 5: The difference in absolute value between the 5th and 95th percentiles is below 0.1°C. The curves show the temperature anomalies that can be detected at the 95% confidence level as a function of $n$. The anomalies are computed relative to the all-member mean of each ensemble.
members triples. For the other regions, the difference in the number of necessary members between ENS–A and ENS–B is smaller and to capture a 0.5°C anomaly in winter 15–25 members are needed. As mentioned in the previous section, the reason why the ENS–B requires a higher number of ensemble members for North America is related to the high sensitivity of this region to ENSO.

To summarise, our analyses provide a lower bound estimate of the number of ensemble members necessary to capture the volcano signal on a regional scale in terms of surface temperature: In general, they show the need of selecting more members when using the ENS–B compared to the ENS–A approach to account for regions in which the initial background state (e.g. ENSO) is particularly important – such as North America. We must note that further in-depth studies are warranted to provide a more conclusive estimate of the necessary ensemble size, as it is likely that the results may be model-dependent. This dependency, however, is only related to the ability of the model to reproduce natural internal variability. For example, models that have a lower internal variability require fewer ensemble members compared to others with larger internal variability.

7. Discussions and conclusion

The present study evaluates NorESM performance in simulating the climate impacts of the second largest high-latitude eruption in historical time, using interactive SO2 emissions and aerosol formation. While the model is able to reproduce the correct SO4 concentrations, it seems to underestimate – with respect to prior model studies – the particle size since self-coagulation growth is not simulated in CAM4–Oslo. Self-coagulation is an important process following an eruption when a massive amount of sulphate is emitted, as described in Pinto et al. (1989) and English et al. (2013). However, for a given amount of emitted SO2 there can be large differences in the effective radius obtained (Pinto et al., 1989). The lack of information on the effective particle size in the Laki eruption hampers a quantification of the potential biases introduced by not taking into account self-coagulation growth. A future step to better understand the role played by self-coagulation in a Laki-type eruption and to improve NorESM performance in simulating interactively the formation of sulphate from volcanic eruptions will be to include intra-modal coagulation to allow SO4 particle growth into the coarse mode.

Some studies (e.g. Oman et al., 2006b; Schneider et al., 2009) have used three ensemble members to isolate the volcanic signal from the background internal variability, given the large volcanic forcing. While this is reasonable when looking at changes in large-scale patterns (Figs. 3 and 4) such as global temperature, AOD (e.g. Oman et al., 2006b), and radiative forcing it is less true when looking for example at regional temperature changes (Fig. 8). Our study highlights the importance of having a large ensemble size in order to be able to detect significant changes on regional scale (Fig. 8). For example, up to 40 ensemble members are necessary to detect a significant change in surface temperature of 0.5°C over North America in the winter following the volcanic eruption (Fig. 8). Our analyses provide a lower bound estimate of the number of ensemble members necessary in order to discern the volcano signal from the natural internal variability on regional scale: At least 20–25 ensemble members, but possibly more (35–40) especially when looking at changes over North America, are needed to significantly detect seasonally averaged anomalies of 0.5°C. Furthermore, our results show that volcanic eruptions are likely to generally increase the internal variability of the climate system. This implies that models using prescribed aerosol forcing may need a slightly lower number of ensemble members; however, it is likely that these models will not be able to capture potential changes in variability caused by the eruption.

Finally, our study compares the two most common approaches used in the literature to construct ensembles to simulate volcanic eruptions. Twin ensembles of volcano and reference runs are conducted starting either from one specific year (ENS–A: 1934) slightly modifying the initial conditions between one member and the next, or every 5 yr (ENS–B: 1860, 1865, . . . , 1960). The response of the climate system to volcanic forcing is calculated as the ensemble mean over the volcano runs minus the ensemble mean over the reference runs. In principle, the two approaches might be considered equivalent because when selecting one specific year and then running an ensemble for the volcano and no-volcano set-up, the specific initial background state is removed when subtracting the ensemble mean of the no-volcano from the volcano ensemble mean (Eq. 1). For the ENS-B approach, generating an eruption every 5 yr randomises the initial state in which the eruption takes place and hence makes the changes independent from the initial state. Nevertheless, our study shows that the two approaches, ENS–A and ENS–B, are not equivalent, especially in regions strongly tied to ENSO. Yang and Schlesinger (2002) have shown, using composite and singular value decomposition analyses to separate the volcano signal from the ENSO, that for the 1991 Pinatubo eruption 50% of the temperature response over North America was due to the warm ENSO phase, whereas in Europe the ENSO contribution was weak. Furthermore, Zanchettin et al. (2013) have shown that under different background conditions, simulated atmospheric and especially oceanic dynamics may evolve significantly differently after large tropical eruptions. Our study extends these conclusions to high-latitude
volcanic eruptions and relative to atmospheric dynamics: Background conditions are not merely a source of additive noise, but actively influence the mechanisms involved in the post-eruption interannual evolution. Therefore, caution must be used when interpreting volcano impacts on climate using the ENS−A approach, i.e. picking one specific year to simulate the volcano eruption. The ENS−A approach should be adopted to specifically study the effects of volcanic forcing superimposed on a particular initial state (e.g. warm/cold ENSO state). ENS−B should be used, instead, when trying to isolate the volcano signal from the background internal variability.

In light of the relevance of background climate conditions, we should point out that in simulating past volcanic eruptions and comparing them with reconstructions, a proper initialisation of the model with similar large-scale modes of variability such as El Niño – if known – is recommended. For example, the positive anomalies in the summer of the eruption over the Tropical Pacific Ocean shown in Fig. 5 (ENS_{volc}−A vs. ENS_{no_voIc,cyclatomi}_{B}) are not due to the volcanic eruption but rather to the simulated El Niño phase. Therefore, when comparing results with historical and/or proxy reconstructions some of the reported/recorded climate anomalies may not be due to the volcanic eruption itself but to the pre-existing atmosphere/ocean conditions.

Given the growing interest in an initiative concerning the climate response to very strong volcanic eruptions (such as the Model Intercomparison Project on the climatic response to Volcanic forcing – VolMIP) and the differences among models in reproducing volcanic cooling, we envision the need for common guidelines to be adopted in experimental design related to simulating volcanic eruptions. Our study provides an overview of crucial aspects that need to be taken into account when developing common initiatives, such as the type of ensemble approach, the choice of the background conditions and the necessary ensemble size. It also highlights the importance of using climate models with an interactive aerosol module rather than prescribed aerosol forcing to better capture potential changes in climate variability induced by the eruption. Finally, it provides a tentative guideline related to the number of ensemble members that should be adopted for seasonal regional anomalies and for given volcanically induced temperature anomalies.
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