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Abstract

Revealing the dynamics of groundwater movement in the vadose zone is crucial to groundwater management and artificial recharge. In this study, the groundwater flow characterization of the pumping process is monitored by the joint time-lapse electrical resistivity tomography (ERT) and self-potential (SP) data tomography. The ERT data invert the resistivity distribution, which relates to the variation of soil moisture content during the pumping process. Based on the groundwater motion feature, the SP data provide a direct way to invert the current density and estimate the permeability. A total of 24 hours of time-lapse surveys show a significant increase and decrease in resistivity and permeability during water pumping and groundwater recharge, which suggests groundwater decline and recovery process. These results have an excellent agreement with the groundwater level monitoring result. Combining ERT and SP data can provide a reliable way in groundwater or other hydrogeological surveys.
The groundwater flow or level variation is crucial to groundwater management and site soil pollution control (Tesfaldet et al., 2019). To understand the location and timing of groundwater traveling through the vadose zone, we must investigate groundwater flow characterization and recharge mechanism. The traditional hydrographic groundwater surveys usually include float observation, pressure observation, and automatic tracking observation. However, when measuring the dynamic change of groundwater level or content over a long period, the measurement is usually indirect, difficult, costly, and infrequent, except for the traditional methods such as volume weighing and borehole sampling to detect the properties of groundwater (Ogilvy et al., 2009). In contrast, the nonintrusive time-lapse geophysics tools provide an opportunity to complement hydraulic campaigns (Fetter, 2001) since they can be implemented over a large region with dense sampling in both space and time. In particular, electrical resistivity tomography (ERT) and self-potential (SP) tomography are particularly appropriate to monitoring groundwater dynamics in resistivity and apparent current density because it is sensitive to changes in flow or chemistry (Carey, 2017; Revil & Linde, 2006). The time-lapse method carries out periodic measurements at a fixed location and provides the perception of the 2D/3D groundwater flow by analyzing the response variation in the subsurface. Compared with the hydrographic survey, and it is a non-invasive, practical, and cost-effective method for characterizing and delineating special recharge zones.

The time-lapse ERT is a mature technology for the hydrogeological study. There have been many recent examples of applying this technology for vadose zone soil moisture estimation, groundwater flow monitoring based on the resistivity characteristic (Jongmans & Garambois, 2007; Niesner, 2010). It measures the resistivity of the subsurface by using an electrode dipole to inject direct current into the ground and using additional dipoles to measure the resulting voltage. Many studies have explored the challenges and uncertainties associated with predicting groundwater flow using ERT. However, the ERT method is an indirect approach that depends on the change of soil moisture content. There are inherent uncertainties, and the sensitivity of ERT is also not enough for small-scale groundwater flow.

The SP method corresponds to the generation of an underground natural current source (Ahmed & Jardani, 2013). This method is used to monitor the groundwater based on the flow characteristic. Sill (1983) uses physical approaches to simulate the SP anomalies related to groundwater flow by solving major mathematical problems corresponding to groundwater flow problems. By observing the SP data on the ground surface, the potential distribution and current density distribution of the underground space can be effectively calculated to quantify the abnormal distribution characteristics. In recent years, the application of the natural potential method in the inversion of geophysical parameters, such as changes in the hydraulic head using SP technology to reconstruct pumping tests, has gradually attracted attention.

The ERT and SP method monitors the groundwater flow from different aspects. ERT utilizes the change of resistivity caused by the variations of moisture content in the soil. The groundwater movement produces the SP signal. These two methods have different physical mechanisms to describe groundwater flow characterization. Therefore, it is necessary to use a variety of geophysics methods for cross-validation and interpretation using ground truth constraints. This study addressed two primary questions: 1) What is the advantage of the joint time-lapse strategy; and 2) How does the magnitude and timing of water input change groundwater flow dynamics? To answer these questions, we propose the joint ERT and SP method strategy to monitor the groundwater flow variation in the pumping experiment. The groundwater level is controlled by pumping water from well to create various conditions of groundwater flow. The ERT data invert the resistivity distribution, which relates to the soil moisture content. Then, we combine the SP data and resistivity result to invert the apparent current density and estimate the permeability.

The paper is organized as follows. After the introduction, we introduce the basic forward and inversion theory of SP data. By solving the hydraulic problem and the Poisson equation, the underground current density distribution is restored. Then, the pumping experiment is used to test the ability of ERT and SP data in groundwater flow monitoring. The final sections are the conclusion and discussions.

2 The Self-potential Inversion Theory
Self-potential (SP) refers to passively measure electric potentials that are generated through coupling with some other forcing mechanism, which is often hydraulic, chemical, or thermal. This coupled flow mechanism in this stratigraphic setting was detected on the surface by Minsley, (2007). Over the years, there has been a growing interest in the application of the SP method in various fields of earth science, including hydrology, geothermal and geotechnical and environmental engineering (Darnet & Marquis, 2004). In many cases, this method is relatively easy to use and convenient for qualitative interpretation. In this section, the forward and inverse problems of the SP method will be introduced. Meanwhile, the permeability tensor can be determined directly according to the coupling coefficient. The problem can then be determined independently by resistivity tomography.

2.1 Forward Modeling

Use the constitutive equation to explain the hydraulic problems of heterogeneous and anisotropic porous materials:

\[
\begin{align*}
\frac{\partial h}{\partial t} + \nabla \cdot \mathbf{u} &= Q_s, \\
\mathbf{u} &= -K \nabla h \quad (2.1)
\end{align*}
\]

Where \( h \) denotes the hydraulic head (in m), \( a \) (m\(^{-1}\)) denotes the Storage ratio, \( Q_s \) denotes the external sources, \( u \) denotes the Darcy velocity (m\( \cdot \)s\(^{-1}\)), and \( K \) (m\( \cdot \)s\(^{-1}\)) denotes the Penetration rate. The pressure of pore fluid \( p \) (in pa) can be expressed as the relationship between the mass density of pore water (in kg/m\(^3\)), the acceleration of gravity \( g \) (in m/s\(^2\)), and the hydraulic head \( h \) (in m) \( p=\rho \cdot g \cdot (h - z) \). \( z \) (in m) is the constant elevation above a given datum. Eq1 should follow the first type boundary (Dirichlet) condition and the second type boundary (Neumann) condition while following the initial term.

\begin{align*}
\text{Boundary} \{ \\
\quad h &= h_D \text{ at } \Gamma_D \\
\quad -nK\nabla h &= q_0 \text{ at } \Gamma_N \quad (2.2)
\}
\end{align*}

\begin{align*}
\text{Initial} \ h &= h_0 \text{ at } t = 0 \quad (2.3)
\end{align*}

After solving hydraulic problems, it is essential to analyze electrical problems. The sum of conductive current density (Ohm’s Law)\(-\sigma \nabla \psi\) and the current source density \(j_s\) is the total current density \(j\) (A/m\(^2\)) (Ahmed & Jardani, 2013).

\[
\begin{align*}
\mathbf{j} &= -\sigma \nabla \psi + \mathbf{j}_s, \\
\mathbf{j}_s &= Q_V \mathbf{u} \quad (2.4)
\end{align*}
\]

Where \( \psi \) (in V) denotes the electrical potential, \( \sigma \) is the electrical conductivity tensor. \( Q_V \) is the effective excess charge density tensor of the pore water per unit pore volume. \( Q_V \) can be predicted from the permeability tensor according to (Jardani et al., 2007):

\[
\log_{10} Q_V = -9.2 - 0.82 \log_{10} K \quad (2.6)
\]

According to the continuity equation of charge\(\nabla j = 0\):

\[
\nabla \cdot (\sigma \nabla \psi) = \nabla \cdot \mathbf{j}_s \quad (2.7)
\]

Where a Neumann boundary condition \( \Gamma_{NV} \) is applied to the upper interface (air-ground) and a Dirichlet boundary condition \( \Gamma_{DV} \) is applied to other boundaries. It can ensure that the response of the underground potential is received on the ground surface and does not spread to the surrounding ground floor. The boundary problem indicates that the anomaly contains some information related to the hydraulic flow path (Revil et al., 2010).

2.2 Inverse Problem
Source inversion is an ill-posed, non-unique problem that can be solved by incorporating model regularization into the inverse problem. According to the SP inversion method proposed by Ahmed and Jardani (2013), the spatial distribution of potential anomalies caused by the underground current density vector is obtained. Use on a set of points M:

\[ \psi(N) = \int_0^1 G(N,M)j_\lambda(M) \, dV \]  

(2.8)

Where \( j_\lambda(M) \) is the current density source at a set of points M, \( \psi(N) \) is the potential at a set of N electrodes, and \( G(N,M) \) represents the measured natural potential data at point N and is currently at point M Kernel matrix. The calculation of the G (N, M) kernel function depends on the selection of several parameters: 1) the conductivity value of the medium; 2) the number of discrete elements M. The kernel matrix can be solved by using the finite element method (Trujillo-Barreto et al., 2004).

\[ \phi_d = \| W_d(G\omega - \psi^{\text{obs}}) \|_2^2 \]  

\[ \psi^{\text{obs}} = [\psi_1^{\text{obs}}, \psi_2^{\text{obs}}, \psi_3^{\text{obs}}, \ldots, \psi_N^{\text{obs}}]^T \]  

(2.9)

\[ W_d = \text{diag}(\frac{1}{\delta_1^2}, \frac{1}{\delta_2^2}, \ldots, \frac{1}{\delta_N^2}) \]  

(2.10)

Where \( \| \cdot \|_2 \) is the L2 norm, \( G \) represents the kernel matrix of \( N \times 2M \) (corresponding to the self-potential measured at each site), and \( \omega \) is the current density \( j_\lambda \) related to the potential and the kernel matrix \( G \). \( \psi^{\text{obs}} \) denotes a vector of N elements corresponding to a set of self-potential data, \( W_d \) is a \( N \times N \) diagonal weighted square matrix, and \( \delta_i \) denotes the square of the deviation (Linde et al., 2007). Because the inversion leads to the ill-posedness of the solution, a regularization term, and a depth weighting function \( \phi_m \) are added to the analysis process to reduce the problem of overfitting. Establish the global objective function term \( \phi_T \) (Menke, 1984):

\[ \phi_T = \phi_d + \phi_m = \| W_d(G\omega - \psi^{\text{obs}}) \|_2^2 + \lambda^2 \| W_m(\omega - \omega_0) \|_2^2 \]  

(2.11)

\[ W_m = LW_z = (z_0 + z)^{-\frac{3}{2}} \]  

denotes a depth-weighted matrix of \( N \times 2M \) (Li & Oldenburg, 1998), \( z_0 \) denotes the observation height of the model unit, and \( L \) is the smoothness based on the first derivative of \( \omega \), \( \beta \) is a constant term between 1 and 4. \( \lambda \) denotes the regularized constraint term \( 0 < \lambda < [?]\), and the objective function of the above formula is in the standard form:

\[ \phi_T = \| G\omega - \psi^{\text{obs}} \|_2^2 + \lambda \| \omega - \omega_0 \|_2^2 \]  

(2.12)

Where \( G, \omega, \psi^{\text{obs}}, L \) are matrices deduced by the Elédn’s algorithm based on QR decomposition (Elédn, 1977). The solution to finding the minimum value of the objective function \( \phi_T \) (Hansen, 1998):

\[ \min (\| G\omega - \psi^{\text{obs}} \|_2^2 + \lambda \| \omega - \omega_0 \|_2^2) \]  

(2.13)

When the permeability is known, the current density distribution can be calculated for the prior model of the objective function, and in the case where there is no prior model \( \omega_0 = 0 \):

\[ \hat{\omega}(\lambda) = [G^TG + \lambda E]^{-1}G^T \omega^{\text{obs}} \]  

(2.14)

The singular value decomposition (SVD) method is used \( G = \sum_{i=1}^r u_i \Lambda_i v_i^T \), \( = \min(N,M) \) and redefine \( \hat{\omega}(\lambda) \):

\[ \hat{\omega}(\lambda) = \frac{\Lambda^v}{\Lambda^v + \lambda} u_i^T \psi^{\text{obs}} \]  

(2.15)

\[ \Lambda \] is a singular diagonal matrix, \( \Lambda_i \) denotes a singular value component on the diagonal of the matrix and \( u_i^Tv_i \) is a singular vector. In terms of calculation efficiency, the equation after SVD can better reflect
the information of the main components, which effectively reduces the amount of calculation. Besides, the selection of the regularization parameter $\lambda$ is also crucial. This paper uses the L-curve method (logarithmic-logarithmic intersection graph of $\phi_d$ and $\phi_m$) to define the optimal value of the regularization parameter (Hansen, 1998).

### 2.3 Permeability Estimation

Regarding the description of Vogt et al. (2014) in the article, two types of potential field equations are connected by Darcy’s velocity formula:

$$
\sigma \nabla^2 \psi = -\rho \gamma Q_V (K) \nabla^2 h \hspace{1cm} (2.18)
$$

Among them, the spatial change of the pressure $p$(Pa) denotes the change of the hydraulic head $p=\rho \gamma \nabla h$. When estimating the permeability $K$, it is set as an ideal pressure distribution in a uniform half-space. Different pressure distributions can also be applied to the terrain surface or the stratum according to the specific conditions.

$$
\sigma \nabla^2 \psi \nabla^2 h = -\rho \gamma
$$

$\mu Q_V (K) K = -\sigma c(K)$ (2.19)

c(k) denotes the sedimentary coupling coefficient on permeability, which is related to the ratio of potential and pressure and is equal to $\frac{\psi}{p}$, $\mu$ is the viscosity of the underground medium. Considering the dependence of $Q_V (K)$ on permeability, we can know:

$$
\log_{10} \sigma c(K) \mu = -9.2 + 0.18 \log_{10} K \hspace{1cm} (2.20)
$$

Combining the above equations, a coupling coefficient value that depends on $K^{0.18}$ can be obtained. Although the permeability dependencies of the coupling coefficient reported in the literature are not as strong as in $K_1$ (Jardani & Revil, 2009), Vogt et al. (2014) apply it for study to see maximal effects resulting from permeability dependent coupling. The main workflow of SP inversion is in Figure.1.

Figure 1: Flowchart of the SP inversion and permeability estimation.

### 3 Groundwater Flow Monitoring Experiment

We select the appropriate experimental measurement area for artificial pumping to achieve the dynamic change of groundwater flow for a long time. The experiment site is in the hydrological observation site of Jilin University (Figure 2). The ERT survey line is 59 m with electrode space is 1m. There are four shallow wells (C6, Ch2, C1, Ch1), and the pumping test is conducted at the well Ch2.

Figure 2. Photos of the survey area, showing the distribution of the ERT survey lines and the water well locations.

#### 3.1 Groundwater Table Hydrological Monitoring

A continuous pumping process is about 12 hours at Well Ch2. After stopping pumping, the groundwater level recovers to the normal within the next 12 hours. Figure 3 visualizes the groundwater level depth in the C6, Ch2, C1, and Ch1 wells around the line. The initial groundwater level is about 2.5m at 3:30 pm. As pumping water, the depth of the groundwater level in Ch2 continuous declines and reaches a peak value (6.5m) around 4:50 am (10 hours later). Then, we stop pump water, and the groundwater level slowly returns to initial depth by groundwater recharge. Both the water level of C6 and Ch1 is little change. The water level in the C1 well has a significant difference after stopping pump water. It indicates that the pumping process only affects the local region around Ch2 and recharges groundwater main from the C1.

Figure 3. Groundwater level monitoring results in the well.

#### 3.2 ERT Monitoring Test
Resistivity tomography is with the Swedish RES2DINV software (Loke, 2006). Figure 4 shows the background resistivity result and source current density inverted by SP data before the pumping test. The first low-resistivity layer is about 0–2.5m, which is surface permeability clay. The current source density at the same depth also shows high values. The current source density, to some extent, reflects the high flow value in the shallow low-resistance area. It is the natural characteristic of low-resistivity soil. Below 2.5m, it is an unsaturated sand layer. The low resistivity zone in the middle part indicates that the groundwater distribution in the shallow well.

Figure 4. a) Background ERT results in the experimental area; b) distribution of underground source current density obtained by SP data inversion.

The time-lapse ERT surveys are more than 20 hours, and delayed resistivity data were collected every 1 hour. The collected data is pre-processed and inverted by RES2DINV software to obtain the resistivity tomography profile in Figure 5 (left). The time-lapse resistivity results have good consistency, which indicates that the raw data has stable quality. Figure 5 (right) is the time-lapse resistivity variation, which is obtained by calculating the difference of time-lapse ERT result. It shows significant spatial and temporal resistivity changes in the pumping area. With the pumping process, the low-resistivity zone gradually becomes deeper. It indicates that the groundwater level declines. Similarly, after pumping is stopped, the water level steadily recovered, and the low-resistivity at the bottom of the formation increased.

Figure 5. 2D time-lapse ERT tomography results (left) and resistivity variation in a different time (right).

Figure 6 shows the results of resistivity changes over time for well Ch2 and C1 at different depths. The resistivity changes around the two wells are similar to the hypothetical formation structure. We believe that there are two types of groundwater recharge zones underground, which have played a key role in different models. In the pumping process, the water level in the CH2 well dominates, and the recharge zone is about 3m to 6 m. However, the recharge range of well C1 is only 3 m to 4 m, and the resistivity change is consistent with the water level record. In the recovery process, the supply area of well CH2 is below 6 m, showing a trend of low to high, while the supply range of well C1 is below 4 m, showing a continuous increase in resistivity changes.

Figure 6. The resistivity curves around Ch2 and C1

3.3 SP Signal Monitoring

The self-potential signal in the pumping test depends on the movement of the groundwater flow. We also collected the time-lapse SP data in the ERT survey line, and the time interval is 1 hour.

3.3.1 Synthetic Model SP Test

To test the SP signal in the pumping process, we first build a synthetic model according to the pumping experiment (Figure 7). The model (50m × 15m) has three layers of soil structure, and two drill pipes are set up to simulate the pumping and recovery process. The permeability and conductivity parameters of the model are in Table 1.

| Table 1. Distribution of material parameters for numerical simulation |
|---------------------------------------------------------------|
| A fluid pressure of 1,000 KPa is applied on the surface. Regarding the electrical boundary conditions, given Neumann conditions at the surface ensures that potential anomalies can be responded to at the surface. Considering that the bottom permeability of the model is extremely low, and the left and right boundaries are far from the channel, the Dirichlet conditions are given to simulate zero at infinity. The potential underground anomaly obtained through the forward modeling problem is shown in figure 8 (up) and figure 9a. The SP amplitude response has significant change at different times. It demonstrates that the rise of groundwater has positive self-potential anomalies, while the abnormal negative signals caused by drawdown. The amplitude of the SP signal decreases with distance from the injection well, which roughly matches the prediction of radial flow in a homogeneous medium around an infinite source. |
Regarding the inversion problem, the SP signal is used to retrieve the current source density $j_s$. A regularization smoothing term is added to the calculation process to solve the ill-posedness of the potential problem. Where calculate the potential field of the $j_s$ term (Cardarelli, 2019), we added the conductivity model used in the forward modeling as a constraint term to invert the potential underground distribution (Figure 9b) and the surface SP signal (Figure 8(bottom)). Comparing the anomalous distributions obtained from the two sets of problems, both can adequately characterize the potential response during the decline and rise of the water level, and the results obtained by the inversion of the water level in the bottom part show instability.

Figure 7. Numerical pumping test with a three-layer soil model

Figure 8. The forward SP data (up) and the inverted SP data (bottom)

Figure 9. (a) The forward potential field of groundwater level changes and (b) the inverted potential field

3.3 Time-lapse SP Signal in the Pumping Experiment

Surface time-lapse SP measurements during a pumping test in the ERT survey line and the time interval is 1 hour (Figure 10a), which shows significant SP signal variation during the groundwater flow. The change of real SP data is in agreement with the conclusion of the above SP synthetic model test. The SP field shows local negative anomalies during pumping, which is the result of groundwater level decline in the well. When stopping pumping, the potential anomaly dropped significantly, showing multiple positive anomalies, indicating that the water flow in the bottom replenishment zone penetrated upwards until the pumping equilibrium.

Used the resistivity as a constraint, we estimate the permeability distribution in the test area according to the SP data (Figure 10b, Ikard et al., 2018). Similarly, the electrical boundary conditions we choose are consistent with those of the forward simulation, and the ground boundary is the Neumann boundary condition. The estimated value of permeability information is a scalar quantity, which represents the information state of groundwater flow sensitivity and distribution in the formation. It can be observed that the characteristics of groundwater flow are evident in the two model phases (pumping and recovery), and they are mainly distributed in the shallow formations around Ch2.

Figure 10. (a) Time-lapse SP field in the pumping water experiment,(b) estimated permeability distribution result by SP and ERT coupling coefficient.

4 Discussion

The ERT and SP results show reliable evidence to describe the groundwater pumping and recharge experiments. In Figure 11a, we compare the time-lapse hydrological groundwater level monitoring at well Ch2 to the geophysics result. In Figure 11a, the groundwater level increases from the initial depth (2.6m) to 6 m at the pumping water stage (from 3:30 pm to 6:50 am). Then, the groundwater level returns to the initial depth by the groundwater recharge. In the time-lapse ERT results (Figure 11b), because the soil moisture content reduces in the pumping stage, the resistivity increase to the maximum value. Then, it decreases to normal value after the groundwater recharge. It is consistent with the groundwater level change in Figure 11a. There is a positive correlation between the groundwater level and the resistivity.

The SP field at the same depth near the wellhead (Figure 11c) has a negative correlation with the groundwater level change. The estimated permeability by SP and ERT coupling coefficient is in Figure 11d. The primary relationship between the permeability and moisture content in unsaturated soil is that the high moisture content corresponds to low permeability (Gómez et al., 2019; Miao et al., 2018). The reason is that increase in water level depth means that the moisture content reduces. Then, the soil porosity will increase the growth of permeability.

The permeability response is not directional, but it shows a derivative change in the water level detection results. The peak point of the two states during the pumping period is about 7 pm. The permeability value shows a significant increase with the rapid decline of the water level, and the permeability gradually decreases in the saturated state in the late pumping period. In the same way, within the pumping stops, the rise of
the groundwater level causes the formation of permeability to increase. When the water level returns to its original state, the permeability is flat with the background value.

Figure 11: a) Time-lapse groundwater level at Well Ch2, b) the resistivity variation around Well Ch2, c) the measured SP signal around Well Ch2, and d) is the estimated permeability by SP and ERT coupling coefficient.

Figure 12: Interpretative scheme of mutual recharge of groundwater flow at pumping and recharge processes.

Based on the following discussion, we build the conceptual model to display the groundwater flow characteristics around well CH2 and well C1 (Figure 12). The process of groundwater flow can be divided into two stages (Figure 12a: pumping and Figure 12b: recovery), and the main layered recharge is concentrated in the changing area of water level. Obviously, in the pumping model, the central formation becomes the main recharge area in the well, and in the recovery stage, the deep formation supplies to the well. The continuous recharge zone around well C1, which corresponds to the low resistivity zone. It can be interpreted as an area of high permeability and high moisture content, both of which provide groundwater recharge.

5 Conclusions

In this paper, we combine the time-lapse ERT and SP data to monitor the groundwater flow variation. Groundwater flow infiltrates and transfers between soil particles and pores, and the moisture content affects the formation to some extent and other parameters. ERT result establishes linkages between the resistivity and moisture content to reveal the change of groundwater flow. Besides, the SP field is sensitive to the change of groundwater flow by groundwater dynamics. The rise and drawdown of groundwater will produce positive and negative SP field, respectively. The pumping water experiment results demonstrate that joint ERT and SP method can provide a reliable result to describe the variation of groundwater flow and understand the qualitative relationship between groundwater flow and its geophysical response.
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Solve the Hydraulic Problem and Darcy Velocity:
\[
\begin{align*}
\frac{\partial h}{\partial t} - K \nabla^2 h &= Q_s \\
u &= -K \nabla h
\end{align*}
\]
Boundary Conditions

Solve the streaming current:
\[
\log_{10}(Q_r) = -9.2 - 0.82 \log_{10}(K)
\]
\[
f_s = Q_s u
\]

Electrical Problem:
\[
\sigma \nabla^2 \psi = \nabla f_s
\]
Boundary Conditions

Sedimentary coupling Coefficient of permeability
\[
K^{0.18} = I(K)
\]

Hydraulic and electrical conductivity \(K, \sigma\)
