Event-Based Control for Synchronization of Stochastic Linear Systems with Application to Distributed Estimation
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Abstract: This paper studies the synchronization of stochastic linear systems which are subject to a general class of noises, in the sense that the noises are bounded in covariance but might be correlated with the states of agents and among each other. We propose an event-based control protocol for achieving the synchronization among agents in the mean square sense and theoretically analyze the performance of it by using a stochastic Lyapunov function, where the stability of c-martingales is particularly developed to handle the challenges brought by the general model of noises and the event-triggering mechanism. The proposed event-based synchronization algorithm is then applied to solve the problem of distributed estimation in sensor network. Specifically, by losslessly decomposing the optimal Kalman filter, it is shown that the problem of distributed estimation can be resolved by using the algorithms designed for achieving the synchronization of stochastic linear systems. As such, an event-based distributed estimation algorithm is developed, where each sensor performs local filtering solely using its own measurement, together with the proposed event-based synchronization algorithm to fuse the local estimates of neighboring nodes. With the reduced communication frequency, the designed estimator is proved to be stable under the minimal requirements of network connectivity and collective system observability.

1. INTRODUCTION

Because of the widespread applications, the past decades have witnessed ever-growing interests in multi-agent systems (MASs). As one of its fundamental focuses, the synchronization problem for linear MASs has been studied in the literature. Given a group of agents modeled by general linear dynamics, the distributed controllers are proposed therein, towards the end of achieving the asymptotic consensus on the states of agents. For instance, in the continuous-time domain, Ma and Zhang (2010) find that minimal requirement for consensusability is that the agent dynamics has to be stabilizable and the communication graph must contain a spanning tree for unstable agent dynamics. On the other hand, You and Xie (2011) consider the MASs with discrete-time linear dynamics. Under a certain relation between the system matrix and the Laplacian matrix, the authors show that the synchronization among agents is able to be achieved with the static local feedback control. Since then, various control protocols are developed within this field of research, such as Gu et al. (2011); Xu et al. (2019); Yan et al. (2021).

On the other hand, the autonomous agents are often equipped with embedded microprocessors and onboard communication that are powered by energy-finite batteries and thus have limited energy resources. As such, event-triggering has recently been popular for their capabilities of improving the resource utilization efficiency (Dimarogonas et al. (2011); Yi et al. (2018); Kadowaki and Ishii (2014); Nowzari et al. (2019); Yan et al. (2020)). Since the early works Garcia et al. (2014) and Zhu et al. (2014), remarkable efforts have also been devoted to developing the event-based control protocols for solving the synchronization problem in deterministic linear MASs. In these years, stochastic linear systems with event-triggered schemes have received particular research attention. For example, Ma et al. (2016) focus on the stochastic MASs, where the dynamics of each agent is subject to mutually uncorrelated zero-mean Gaussian white noises. Using linear matrix inequalities, they provide an event-based controller which facilitates the synchronization among agents in the mean square sense while decreasing their communication frequency. Considering state-dependent noises, Ding et al. (2015) analyze control performance leveraging the theory of input-to-state stability in probability, and derive sufficient conditions under which the consensus in probability is reached by using an event-triggered control protocol. However, despite these works, the results in this area have been scattered in literature.

In this work, we also focus on the event-based control for stochastic linear system synchronization. Different from the existing works, this paper considers a more general class of noises. It includes the independent Gaussian white noise model in Ma et al. (2016) and the state-dependent noise model in Ding et al. (2015), since the noises are only assumed to be bounded in covariance while they might be correlated with the states of agents along time and among agents. Because of its generality, this problem reveals
various applications in both theoretical and engineering fields (Ding et al. (2015); Qi et al. (2020)).

Here, we follow the approach of Yang et al. (2021), which finds that, by performing the local decomposition of the Kalman filter, the problem of distributed state estimation can be reformulated to that of the synchronization of stochastic linear MAIs. We would therefore show how the event-based control protocol proposed in this work can be applied to develop stable distributed estimators as well. In particular, the aim is to estimate the state of an n-dimensional linear time invariant system by using the measurements from m sensors, where the Kalman filter offers the optimal solution in a centralized manner (Anderson and Moore (2012)). This paper presents a novel framework for the event-based distributed implementation of the centralized Kalman filter, where each sensor node performs local filtering with its own measurement based on a local decomposition of Kalman filter, and information fusion by communicating with neighbors through the proposed event-based synchronization algorithm. The designed estimator is proved to be stable (i.e., the state estimation error is mean-square bounded at each node side), which extends the results in Yang et al. (2021) for the full transmission case.

2. PROBLEM FORMULATION

Let us consider the synchronization of a group of m agents. The dynamics of each agent i is described by the following stochastic linear system:

\[ \eta_i(k+1) = S_\eta(k) + B u_i(k) + L_i z_i(k), \]

where \( \eta_i(k) \in \mathbb{R}^n \) and \( u_i(k) \in \mathbb{R} \) are respectively the state and control input, and \( z_i(k) \) is the system noise with zero mean and bounded covariance, i.e., \( \mathbb{E}(z_i(k)) = 0 \) and \( \text{cov}(z_i(k)) \) is bounded at any time. By assuming so, we consider the most general class of noises which might be correlated along time and among agents.

In this paper, we would like to design the control input for each node such that they are able to achieve synchronization in the presence of the noises \( \{z_i(k)\} \). To this end, we make the following definitions:

\[ \bar{\eta}(k) \triangleq \frac{1}{m} \sum_{i=1}^{m} \eta_i(k), \quad L_z(k) \triangleq \frac{1}{m} \sum_{i=1}^{m} L_i z_i(k). \]

(2)

Namely, \( \bar{\eta}(k) \) and \( \bar{z}(k) \) respectively denote the averages of local states and noises at current time. Then the network of agents is said to reach synchronization in the mean square sense, if it holds at any \( k \geq 0 \) that:

(1) **Consistency**: The average of local states keeps consistent throughout the execution, i.e.,

\[ \bar{\eta}(k+1) = S \bar{\eta}(k) + L_z(k). \]

(3)

(2) **Consensus**: The agents can achieve consensus with bounded error covariance, i.e., there exists a bounded \( \Xi \) such that

\[ \text{cov}[(\eta_i(k) - \bar{\eta}(k))] \leq \Xi. \]

(4)

We elucidate these statements as below. First, the consistency condition claims that the dynamics of average state \( \bar{\eta}(k) \) is governed by a linear system, the input to which is the external noises only. Therefore, the interaction among agents will only affect the evolution of local states but not \( \bar{\eta}(k) \). Second, due to the presence of uncertain noises, it is unable for the agents to achieve exact agreement, i.e., to perfectly track the average state \( \bar{\eta}(k) \). As a compromise, in (4), we aim to track \( \bar{\eta}(k) \) with bounded error covariance. We should note that in the absence of noises, these conditions become identical to the standard ones as in You and Xie (2011); Xu et al. (2019); Gu et al. (2011).

For a stable system matrix \( S \), it is straightforward that simply holding the zero input, \( u_i(k) = 0 \), can realize the synchronization among agents. To avoid this trivial case, this paper focuses on the unstable system matrix:

**Assumption 1.** At least one eigenvalue of \( S \) lies on or outside the unit circle. Moreover, \( (S, B) \) is controllable.

The communication network is modeled by a connected undirected graph \( G = (V, E, A) \), where \( V = \{1, ..., m\} \) is the set of agents, \( E \subseteq V \times V \) is the set of edges. Moreover, \( A = [a_{ij}] \) is the weighted adjacency matrix, where \( a_{ij} \geq 0 \) and \( a_{ij} = a_{ji}, \forall i, j \in V \). Notice that \( (i, j) \in \mathcal{E} \) if and only if \( a_{ij} > 0 \). Let us arrange the eigenvalues of Laplacian matrix \( \mathcal{L}_G \) as

\[ 0 = \mu_1 \leq \mu_2 \leq \cdots \leq \mu_m. \]

(5)

2.1 Event-triggered communication and control strategy

This paper aims to design an event-driven strategy, under which synchronization among agents is reached with low communication frequency. In particular, for any agent \( i \), it broadcasts to neighbors only when a certain event at its local side is triggered. Based on the received knowledge, agent \( i \) updates its state according to

\[ u_i(k) = \Gamma \sum_{j=1}^{m} a_{ij} (\hat{\eta}_j(k) - \hat{\eta}_i(k)), \]

(6)

where \( \Gamma \in \mathbb{R}^{1 \times n} \) is the matrix to be determined, and

\[ \hat{\eta}_i(k) \triangleq S^{(k-k_i^d)} \eta_i(k_i^d), \quad k \in [k_i^d, k_i^d + 1), \]

(7)

such that \( \eta_i(k_i^d) \) denotes the information most recently broadcast by agent \( i \).

To determine the triggering instants \( k_i^d \) for agent \( i \), let us define the triggering function \( f_i(k) \) as

\[ f_i(k) = ||(\bar{\eta}_i(k))||^2 - (c_0 + c_1 g^k), \]

(8)

where \( c_0, c_1 \) are positive constants, \( g \in (0, 1) \), and

\[ c_i(k) \triangleq \hat{\eta}_i(k) - \eta_i(k). \]

(9)

At the initial phase, communications at all agents are carried out. After that, each agent updates its local state based on (6) until the triggering function (8) exceeds 0. To be specific, once \( f_i(k) \geq 0 \), agent \( i \) will be triggered. It then broadcasts its local state \( \eta_i(k) \) to neighbors, yielding that \( c_i(k) \) is reset to zero. Therefore, the sequence of triggering instants is determined recursively as \( k_{i+1}^d \triangleq \min \{k > k_i^d \mid f_i(k) \geq 0\} \), \( k_0^d = 0 \).

3. PERFORMANCE ANALYSIS

We shall next study the performance of the proposed algorithm. Particularly, in order to reach the synchronization among agents, it is desired to establish both consistency and consensus conditions.
Notice that the presence of noises prevents us from directly applying approaches of Lyapunov stability for deterministic systems to the analysis. We therefore resort to a stochastic analogue of it. To this end, we will prove an important preliminary result for our purpose, i.e., c-martingale convergence lemma, which would be used later in the stability analysis:

**Lemma 1.** (c-martingale convergence lemma). Let \(\{\mathcal{F}(t)\}\) be a filtration in a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Moreover, let \(\{V(k)\}\) be a sequence of non-negative random variables such that

\[
\mathbb{E}[\Delta V(k)] \leq -\rho V(k) + c(k),
\]

where \(\mathbb{E}[\Delta V(k)] \triangleq \mathbb{E}[V(k + 1)|\mathcal{F}(k)] - V(k)\), \(\rho > 0\), and \(\mathbb{E}[c(k)] \leq c < \infty\). Then it holds for \(k \geq 0\) that \(\mathbb{E}[V(k)]\) is bounded.

**Proof.** It follows from (10) that

\[
0 \leq \mathbb{E}[V(k + 1)|\mathcal{F}(k)] \leq (1 - \rho)\mathbb{E}[V(k)] + c.
\]

The result is thus obvious by taking expectation on both sides of (11), which yields that

\[
0 \leq \mathbb{E}[V(k + 1)] \leq (1 - \rho)\mathbb{E}[V(0)] + c \sum_{t=0}^{k+1}(1 - \rho)^{t}.
\]

The proof is thus finished. \(\blacksquare\)

We are now ready to present the main result on achieving synchronization of stochastic linear systems:

**Theorem 1.** Suppose that the Mahler measure\(^1\) of \(S\) meets the condition

\[
\prod_{j} |\lambda_{j}(S)| < \frac{1 + \mu_{2}/\mu_{m}}{1 - \mu_{2}/\mu_{m}},
\]

where \(\lambda_{j}(S)\) denotes the \(j\)th unstable eigenvalue of \(S\), and \(\mu_{2}\) and \(\mu_{m}\) are defined in (5). Let \(\Gamma\) be designed according to

\[
\Gamma = \frac{2}{\mu_{2} + \mu_{m}} B^{T} P S
\]

where \(P > 0\) is the solution to the following inequality

\[
P - S^{T} PS + (1 - \zeta^{2}) S^{T} B^{T} P B S
\]

with \(\zeta\) satisfying \(\prod_{j} |\lambda_{j}(S)| < \zeta^{-1} \leq \frac{1 + \mu_{2}/\mu_{m}}{1 - \mu_{2}/\mu_{m}}\). With the event-based controller (6), the network of agents reach synchronization in the mean square sense.

4. APPLICATION TO EVENT-BASED DISTRIBUTED STATE ESTIMATION

There are many practices where the synchronization of stochastic linear systems is applicable. In this section, we will provide a non-trivial example showing how the results developed in the previous sections can be applied to solve the problem of distributed state estimation.

To this end, let us first introduce the formulation of distributed estimation and consider the following discrete-time dynamical system:

\[
x(k + 1) = Ax(k) + w(k),
\]

where \(x(k) \in \mathbb{R}^{n}\) is the system state to be estimated, \(w(k) \sim N(0, Q)\) is the independent and identically distributed (i.i.d.) Gaussian disturbance with zero mean and covariance matrix \(Q \geq 0\). The initial state \(x(0)\) also follows the Gaussian distribution which has zero mean.

A sensor network monitors the system above. The measurement from each sensor \(i \in \{1, 2, \ldots, m\}\) is given by

\[
y_{i}(k) = C_{i} x(k) + v_{i}(k),
\]

where \(y_{i}(k) \in \mathbb{R}\) is the measurement produced by sensor \(i, C_{i} \in \mathbb{R}^{1 \times n}\), and \(v_{i}(k) \in \mathbb{R}\) is the measurement noise.

By collecting the measurements from all sensors, we have

\[
y(k) = Cx(k) + v(k),
\]

where

\[
y(k) \triangleq \begin{bmatrix} y_{1}(k) \\ \vdots \\ y_{m}(k) \end{bmatrix}, C \triangleq \begin{bmatrix} C_{1} \\ \vdots \\ C_{m} \end{bmatrix}, v(k) \triangleq \begin{bmatrix} v_{1}(k) \\ \vdots \\ v_{m}(k) \end{bmatrix},
\]

and \(v(k)\) is zero-mean i.i.d. Gaussian noise with covariance \(R \geq 0\) and is independent of \(w(k)\) and \(x(0)\).

In this section, we make the following assumption on system observability, which is the minimum requirement for solving the distributed estimation problem:

**Assumption 2.** (Jointly observable). The system is jointly observable, i.e., the pair \((A, C)\) is observable, while \((A, C_{i})\) is not necessarily observable for each \(i \in \{1, \cdots, m\}\).

4.1 Fundamental limit: Kalman filter

If there exists a single fusion center that has access to measurements from all sensors, then the centralized Kalman filter offers the optimal solution and provides a fundamental limit for all distributed estimation schemes. We thus introduce Kalman filter before going to the distributed solution.

Let \(P(k)\) be the error covariance of Kalman estimate at time \(k\). Under Assumption 2, the error covariance will converge to the steady state exponentially fast (Anderson and Moore (2012)):

\[
P = \lim_{k \to \infty} P(k).
\]

Since a sensor network typically operates for a long period of time, we consider the steady-state Kalman filter, which has the fixed gain

\[
K = P C^{T} \left(C P C^{T} + R\right)^{-1}.
\]

By using \(K\), the optimal Kalman estimate is calculated recursively as

\[
x(k + 1) = (A - KCA) x(k) + K(y(k) + 1).
\]
In this work, we propose a new framework for achieving the distributed estimation with an event-triggered communication strategy. Compared with existing algorithms, the novelty of this framework is that we decouple the procedure of local filters from that of the fusion process so that communication among sensors occurs only in the fusion process and will not affect the performance of local filters. Particularly, the update at each time can be divided into two phases. In the first phase, a lossless local decomposition of Kalman filter is proposed, based on which each sensor runs a local filter solely using its own measurement. After that, the second phase fuses the local knowledge by performing the event-based synchronization algorithm from Section 2, to obtain the stable local estimators while decreasing the transmission frequency.

In what follows, we will detail our solution for solving the distributed estimation problem by respectively introducing these two phases.

**Phase I: Implementation of local filters** In the first phase, a local decomposition of the Kalman filter is proposed, where each sensor runs a local filter based on its own measurements. In what follows, we will detail our solution for solving the distributed estimation problem by respectively introducing these two phases.

**Remark 1.** Under Assumption 3, we can find a non singular matrix \( V \), by which \( A - KCA \) is diagonalizable as \( A - KCA = V \Lambda V^{-1} \), where \( \Lambda \triangleq \text{diag}(\lambda_1, \ldots, \lambda_n) \) such that \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( A - KCA \).

In this paper, we consider the following local filter, which is performed by each sensor \( i \) solely based on its local measurements:

\[
\begin{align*}
\dot{z}_i(k) &= y_i(k + 1) - \beta^T \hat{\xi}_i(k), \\
\hat{\xi}_i(k + 1) &= S \hat{\xi}_i(k) + 1_n z_i(k), \quad \forall i \in \{1, \ldots, m\},
\end{align*}
\]  

(24)

where \( \hat{\xi}_i(k) \) and \( z_i(k) \) are respectively the state and output of the local filter, \( \beta \in \mathbb{R}^n \) and \( G_i \) solve the following equation:

\[
(G_i - 1_n C_i)A = \Lambda G_i, \quad \beta^T G_i = C_i A,
\]

(25)

and

\[
S \triangleq \Lambda + 1_n \beta^T.
\]

Before analyzing the performance of the local filter (24), some of its properties are summarized below:

**Lemma 2.** Consider the local filter (24). There always exist \( \beta \) and \( G_i \) that solve (25). Moreover, it holds for \( k \geq 0 \) that the covariance of \( z_i(k) \) is bounded.

We shall next study the performance of local filter (24), namely, how it is related to that of the Kalman filter. For simplicity, decompose the Kalman gain as \( K = [K_1, \ldots, K_m] \), where \( K_i \) denote the \( j \)-th column of \( K \). In the next lemma, it is shown that the Kalman estimate (22) is indeed a weighted sum of the local filters and thus can be perfectly recovered by the collective information of them:

**Lemma 3.** (Mo and Garone (2016)). Suppose Assumption 3 holds. The Kalman estimate (22) can be recovered by

\[
\hat{x}(k) = \sum_{i=1}^{m} F_i \hat{\xi}_i(k),
\]

(27)

where \( F_i = V \text{diag}(V^{-1} K_i) \).

**Phase II: Fusion of local filters via event-based synchronization algorithm** By virtue of (27), it is clear that the optimal estimate needs to fuse \( \hat{\xi}_i(k) \) of all sensors. However, in the distributed formulation, a single sensor can only access the local states within its neighborhood. Therefore, in the second phase, each sensor \( i \) runs a synchronization algorithm, through which a stable local estimate is obtained by inferring \( \hat{\xi}_j(k) \) for all \( j \in \mathcal{V} \). For the particular purpose of decreasing the transmission frequency, we will adopt the event-based synchronization algorithm proposed in Section 2.

To simplify notations, let \( \eta_{i,j}(k) \) denote the inference from sensor \( i \) on \( \hat{\xi}_j(k) \). By collecting its inference on all sensors, each sensor \( i \) contains a local state

\[
\eta_i(k) \triangleq \begin{bmatrix} \eta_{i,1}(k) \\ \vdots \\ \eta_{i,m}(k) \end{bmatrix} \in \mathbb{R}^{mn}.
\]

(28)

Particularly, the local inference will be updated through the following synchronization algorithm:

\[
\eta_i(k + 1) = \tilde{S} \eta_i(k) + \tilde{L}_i z_i(k) + \tilde{B}\Gamma \sum_{j=1}^{m} a_{ij}(\tilde{\eta}_j(k) - \hat{\eta}_i(k)),
\]

(29)

where \( \tilde{S} \triangleq I_m \otimes S, \quad \tilde{L}_i \triangleq e_i \otimes 1_n \) with \( e_i \) denoting the \( i \)-th canonical basis vector in \( \mathbb{R}^n \), \( B \triangleq I_m \otimes B \) such that \((S, B)\) is controllable, \( \Gamma = I_m \otimes \Gamma \), and \( \tilde{\eta}_i(k) \) is the latest information broadcast by sensor \( i \) and is calculated by

\[
\tilde{\eta}_i(k) = \tilde{S}^{(k-\kappa_i)} \eta_i(k_{\kappa_i}).
\]

(30)

By collecting Phases I and II together, we summarize the update of any sensor \( i \) in Algorithm 1, where the initial values are set as \( \hat{x}_i(0) = 0 \) and \( \eta_i(0) = 0 \). The information flow of Algorithm 1 is provided in Fig. 1, which requires no fusion center and thus is achieved in a distributed manner.

### 4.3 Stability analysis of local estimators

As shown in Lemma 2, the covariance of \( z_i(k) \) in (29) is bounded at any time. As proved in Section 3, the synchronization algorithm (29) guarantees that the local states \( \eta_i(k) \)'s achieve both the consistency and consensus.

\[2\text{Notice diag}(V^{-1} K_i) \text{ is a diagonal matrix, where the } j \text{-th diagonal entry of diag}(V^{-1} K_i) \text{ equals the } j \text{-th entry of vector } V^{-1} K_i.\]
Theorem 2. Suppose that the Mahler measure of $S$ meets condition (3), and $\Gamma$ is designed based on (14) and (15). Algorithm 1 yields a stable estimator at each sensor side. Specifically, it holds for any $k \geq 0$ that:

(1) The average of local estimates from all sensors equals the Kalman estimate. That is,

$$\frac{1}{m} \sum_{i=1}^{m} \hat{x}_i(k) = \hat{x}(k), \text{ for all } k \geq 0. \quad (32)$$

(2) The error covariance of local estimate from each sensor $i$, i.e., $\text{cov}(\hat{x}_i(k) - x(k))$, is bounded.

Proof. The proof respectively holds by the consistency condition (3) and consensus condition (4).

(1) Due to consistency condition (3), we obtain

$$\sum_{i=1}^{m} \eta_i(k + 1) = \mathcal{S} \sum_{i=1}^{m} \eta_i(k) + \sum_{i=1}^{m} \hat{L}_i z_i(k). \quad (33)$$

Comparing it with (24), we conclude the following relation for any time $k$ and any $j \in \mathcal{V}$:

$$\hat{\xi}_j(k) = \sum_{i=1}^{m} \eta_{i,j}(k). \quad (34)$$

Thereby, the following equation is satisfied at any $k \geq 0$:

$$\frac{1}{m} \sum_{i=1}^{m} \bar{x}_i(k) = \sum_{i=1}^{m} F \eta_i(k) = \sum_{i=1}^{m} \sum_{j=1}^{m} f_{i,j} \eta_{i,j}(k) = \sum_{j=1}^{m} F_j \hat{\xi}_j(k) = \hat{x}(k). \quad (35)$$

(2) Let us consider the local estimator of any sensor $i$. To begin with, by the virtue of (4), we conclude that $\text{cov}(\delta_i(k))$ is bounded at any time $k$, where

$$\delta_i(k) = \eta_i(k) - \bar{\eta}(k).$$

In order to prove the boundedness of error covariance at each sensor side, let us denote

$$\bar{\epsilon}_i(k) \triangleq \hat{x}_i(k) - \hat{x}(k), \quad (36)$$

which is the bias from local estimate $\hat{x}_i(k)$ to the optimal Kalman filter. Combining (27) and (34) yields

$$\hat{x}(k) = F \sum_{i=1}^{m} \eta_i(k) = m F \bar{\eta}(k). \quad (37)$$

One thus has

$$\bar{\epsilon}_i(k) = m F (\eta_i(k) - \bar{\eta}(k)) = m F \delta_i(k). \quad (38)$$

Therefore, the estimation error of sensor $i$ is calculated as

$$\epsilon_i(k) = \bar{\epsilon}_i(k) - x(k) = (\hat{x}_i(k) - \hat{x}(k)) + (\hat{x}(k) - x(k)) = \bar{\epsilon}_i(k) + \hat{e}(k),$$

where $\hat{e}(k)$ is the estimation error of Kalman filter. Since Kalman filter is optimal, $\bar{\epsilon}_i(k)$ is orthogonal to $\hat{e}(k)$. Therefore, it follows that

$$\text{cov}(\bar{\epsilon}_i(k)) = \text{cov}(\bar{\epsilon}_i(k)) + \text{cov}(\hat{e}(k)) = m^2 F \text{cov}(\delta_i(k)) F^T + P \leq m^2 F \Xi F^T + P, \quad (39)$$

where the inequality holds by the consensus condition (4), and $P$ is steady-state error covariance of Kalman filter as defined in (20). We therefore complete the proof. \(\square\)

Therefore, by applying (29), the problem of distributed estimation is solved.

5. NUMERICAL EXAMPLE

In the numerical example, we consider the case where a network of four sensors monitors the system with following parameters:

$$A = \begin{bmatrix} 0.9 & 0 \\ 0 & 1.1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & -1 \end{bmatrix}^T, \quad Q = 0.5 I_2, \quad R = 2 I_4. \quad (40)$$

Suppose that the four sensors are connected as a ring, where each edge is assigned with weight 1. The Laplacian matrix is thus:

$$\mathcal{L}_G = \begin{bmatrix} 2 & -1 & 0 & -1 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -1 \\ -1 & 0 & -1 & 2 \end{bmatrix}. \quad (41)$$

Therefore, one has $\mu_2 = 2, \mu_4 = 4$. To guarantee the condition in Theorem 2, let us choose $\zeta = 0.5$. Based on these parameters, we calculate $\Gamma = [0.80, -0.41]$.

The initial states are set as $x(0) \sim \mathcal{N}(0, I)$ and $\bar{x}_i(0) = 0$ for each sensor $i$. By performing Algorithm 1, we observe
from Fig. 2 that the mean squared estimation error from each sensor is stable during the operation. Moreover, the average communication rate over the whole network is 66.5% obtained by the 1000-run Monte Carlo trials. On the other hand, the performance loss is only 5.3% compared to the full transmission case.

![Graph showing the estimation error over time](image)

Fig. 2. Average mean square estimation error of system states in 1000-run Monte Carlo trials.

6. CONCLUSION

In this paper, the event-triggered synchronization problem has been addressed for the discrete-time stochastic MASs which are subject to a general class of noises. By using the stochastic Lyapunov stability theory, we propose an event-based control protocol, which is proved to facilitate the mean-squared synchronization among agents. In particular, through the local decomposition of the Kalman filter, we transform the problem of distributed estimation to the synchronization of stochastic linear systems, in which the proposed event-based protocol is applied to yield stable local estimators while decreasing the communication frequency.
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