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Abstract

This paper deals with estimation with functional covariates. More precisely, we aim at estimating the regression function $m$ of a continuous outcome $Y$ against a standard Wiener coprocess $W$. Following Cadre and Truquet (2015) and Cadre, Klutchnikoff, and Massiot (2017) the Wiener-Itô decomposition of $m(W)$ is used to construct a family of estimators. The minimax rate of convergence over specific smoothness classes is obtained. A data-driven selection procedure is defined following the ideas developed by Goldenshluger and Lepski (2011). An oracle-type inequality is obtained which leads to adaptive results.
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1 Introduction

The problem of regression estimation is one of the most studied in statistics and different models have been considered depending on the nature of the data. In an increasing number of applications, it seems natural to assume that the covariate takes values in a functional space. The book of Ramsay and Silverman (2005) provides an overview on the subject of functional data analysis. In this context, several authors studied linear functional regression models (see for example Müller and Stadtmüller, 2005; Cai and Hall, 2006;
Crambes, Kneip, and Sarda, 2009). Non-parametric functional regression models have also been investigated (see Ferraty and Vieu, 2006, and references therein). In this paper, we are interested in such a model where the covariate is a Wiener Process. More precisely, let \( \varepsilon \) be a real-valued random variable and \( W = (W(t) : 0 \leq t \leq 1) \) be a standard Brownian motion independent of \( \varepsilon \). We define

\[
Y = m(W) + \varepsilon
\]

where \( m : \mathcal{C} \to \mathbb{R} \) is a mapping defined on the set \( \mathcal{C} \) of all continuous functions \( w : [0, 1] \to \mathbb{R} \) and we assume that both \( m(W) \) and \( \varepsilon \) are square integrable random variables. Our goal is to estimate the function \( m \) using a dataset \( (Y_1, W_1), \ldots, (Y_n, W_n) \) of independent realizations of \( (Y, W) \).

Since this framework is a specific case of the more general functional regression framework, usual approaches (which mainly consist in extending classical local methods such as \( k \)-nearest neighbors, kernel smoothing or local polynomial smoothing) could be used. However, in our context, these methods are known to lead to slow rates of convergence over classical models (see below for detailed references). Taking advantage of the probabilistic properties of the Wiener coprocess, we aim at defining a new family of models as well as dedicated estimation procedures with faster rates of convergence (in both minimax and adaptive minimax senses).

In usual functional approaches the set \( \mathcal{C} \) is endowed with a metric \( d \) (see for example Ferraty and Vieu, 2006; Ferraty, Mas, and Vieu, 2007; Biau, Cérou, and Guyader, 2010) which allows to extend several nonparametric estimators. For example a simple version of the Nadaraya-Watson estimator is given, for any function \( w \in \mathcal{C} \) and any bandwidth \( h > 0 \), by:

\[
\hat{m}_h(w) = \frac{1}{n} \sum_{i=1}^{n} Y_i \frac{\mathbf{I}_{d(W_i,w) \leq h}}{\sum_{j=1}^{n} \mathbf{I}_{d(W_j,w) \leq h}},
\]

where \( \mathbf{I} \) stands for the indicator function. The properties of these estimators are related to the behavior of a quantity known as the small ball probability defined for \( w \in \mathcal{C} \) and \( h > 0 \) by \( \varphi_w(h) = \mathbb{P}(d(W, w) \leq h) \). Pointwise risks of such methods can be generally bounded, up to a positive factor by

\[
h^\beta + \left( \frac{1}{n \varphi_w(h)} \right)^{1/2}
\]

where \( \beta \) denotes the smoothness of the mapping \( m \) measured in a Hölder sense. For example, if \( 0 < \beta \leq 1 \) it is assumed that there exists \( L > 0 \) such that \( |m(w) - m(w')| \leq L d(w, w')^\beta \) for any \( w, w' \in \mathcal{C} \). Under additional assumptions similar results can be obtained for integrated risks.
The classical assumption \( \varphi_w(h) \asymp h^k \) corresponds roughly to the situation where the covariate \( W \) lies in some space of finite dimension \( k \) (see Azaïs and Fort, 2013). This framework corresponds to the usual nonparametric case. The minimax rates of convergence are then given by \( n^{-\beta/(2\beta+k)} \) (see Tsybakov, 2009). However if \( W \) lies in a functional space, the behavior of \( \varphi_w(h) \) is quite different. In our context, where \( W \) is a standard Wiener process, it is well-known (see Li and Shao, 2001) that

\[
\log \mathbb{P} \left( \sup_{t \in [0,1]} |W(t)| \leq h \right) = \log \varphi_0(h) \asymp h^{-2}
\]

which leads to slower rates of convergence of the form \((\log n)^{-\beta/2}\). We refer the reader to Chagny and Roche (2016) for recent results with different behavior of \( \varphi_w(h) \).

In practical situations, since \( \beta \) is unknown, finding adaptive procedures to select the smoothing parameter \( h \) is of prime interest. To our best knowledge few papers deal with this problem. Adaptive procedures based on cross validation have been used in Rachdi and Vieu (2007). Chagny and Roche (2016) also propose an adaptation of the method developed by Goldenshluger and Lepski (see Goldenshluger and Lepski, 2011) using an empirical version of the quantity \( \varphi_w(h) \). Lower bounds have been investigated by Mas (2012). In all these papers, the pointwise risk is studied in terms of \( \varphi_w(h) \) and theoretical properties are obtained assuming a \( \beta \)-Hölder condition on \( m \) with respect to the metric \( d \) with smoothness \( \beta \in (0,1] \).

In this paper we follow a different strategy. Taking advantage of probabilistic properties of the Wiener process, similarly to the methodology developed by Cadre and Truquet (2015) and Cadre et al. (2017), we consider the Wiener-Itô chaotic decomposition of \( m(W) \). Indeed, every random variable that belongs to \( L_{dW}^2 = \{m(W) \mid m : \mathcal{C} \to \mathbb{R} \text{ and } \mathbb{E}(m(W))^2 < +\infty \} \) can be decomposed as a sum of multiple stochastic integrals (see Di Nunno, Øksendal, and Proske, 2009, for more details). There exists a unique sequence of functions \((f_\ell)_{\ell \geq 1}\) such that

\[
m(W) \overset{L^2}{=} \mathbb{E}(Y) + \sum_{\ell=1}^{\infty} \frac{1}{\ell!} I_\ell(f_\ell)(W),
\]

where \( f_\ell \) belongs to \( L_{\text{sym}}^2(\Delta_\ell) \), the set of symmetric and square integrable real-valued functions defined on \( \Delta_\ell = [0,1]^\ell \) and

\[
I_\ell(f_\ell)(W) = \int_{\Delta_\ell} f_\ell \, dW^{\otimes \ell} = \int_{\Delta_\ell} f_\ell(u_1, \ldots, u_\ell) W(du_1) \cdots W(du_\ell).
\]

The iterated integral \( I_\ell(f_\ell)(W) \) is called a chaos of order \( \ell \). We define a well-adapted family of models assuming that the summation (1) stops at a
finite index $L$ and imposing regularity assumptions on each function $f_\ell$ for $\ell = 1, \ldots, L$ (see Section 2.1 for a precise definition). Kernel-type estimators $\tilde{f}_\ell$ of $f_\ell$ can be defined using the Itô’s isometry. Using plug-in estimator for each chaos, this lead to a simple estimator of $m$ given by:

$$\hat{m}(W) = \frac{1}{n} \sum_{i=1}^{n} Y_i + \sum_{\ell=1}^{L} \frac{1}{\ell!} I_\ell(\tilde{f}_\ell)(W).$$

We prove that such dedicated estimators achieve optimal rates of convergence on our models (indeed, these rates are proved to be the minimax ones). Contrary to the classical functional framework (where logarithmic rates are derived) the minimax rates of convergence over our models are polynomial in $n$ with an exponent that depends on the smoothness of the functions $f_\ell$. A data-driven procedure, based on the method developed by Goldenshluger and Lepski (2011), is then defined to tune the bandwidths used in the estimation of the functions $f_\ell$. The resulting estimator of $m$ satisfies an oracle-type inequality that allows us to derive adaptive results.

The paper is organized as follows. Section 2 presents the model and the studied problem. Section 3 describes the construction of the estimators. Section 4 gives the main results and Section 5 is dedicated to the proofs.

2 Statistical framework

2.1 Model

Let $W = (W(t) : 0 \leq t \leq 1)$ be a standard Brownian motion and let $\varepsilon$ be a centered real-valued random variable independent of $W$. We define:

$$Y = m(W) + \varepsilon$$

where $m : C \to \mathbb{R}$ is a given mapping. We assume that $m(W)$ as well as $\varepsilon$ belong to $L^2$, the set of square integrable random variables, and that there exists $L \in \mathbb{N}$ such that

$$m(W) = \mathbb{E}(Y) + \sum_{\ell=1}^{L} \frac{1}{\ell!} I_\ell(f_\ell)(W),$$

where for $\ell \in \{1, \ldots, L\}$, $f_\ell$ belongs to $L^2_{\text{sym}}(\Delta_\ell)$. As mentioned in the introduction we also assume that $f_\ell$ is a regular function. Below we define precisely the functional classes used to measure the smoothness of each function $f_\ell$. 
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Definition 1 Set \( \ell \in \mathbb{N} \), \( s_\ell > 0 \), \( \Lambda_\ell > 0 \) and \( M > 0 \). The Hölder ball \( \mathcal{H}_\ell(s_\ell, \Lambda_\ell, M) \) is the set of all functions \( f : \Delta_\ell \to \mathbb{R} \) that satisfy the following properties:

1. For any \( \alpha = (\alpha_1, \ldots, \alpha_\ell) \in \mathbb{N}^\ell \) such that \( |\alpha| = \sum \alpha_i \leq \lfloor s_\ell \rfloor = \max \{ k \in \mathbb{N} \mid k < s_\ell \} \), the partial derivative \( D^\alpha f \) exists where
   \[
   D^\alpha f = \partial^{\alpha_1} \ldots \partial^{\alpha_\ell}.
   \]

2. For any \( x \) and \( y \) in \( \Delta_\ell \) we have:
   \[
   \sum_{|\alpha|=\lfloor s_\ell \rfloor} |D^\alpha f(x) - D^\alpha f(y)| \leq \Lambda_\ell |x - y|^{s_\ell - \lfloor s_\ell \rfloor},
   \]
   where \( |\cdot| \) stands for the Euclidean norm of \( \mathbb{R}^\ell \).

3. We have \( \|f\|^2_{\Delta_\ell} \leq M^2 \ell! \) where:
   \[
   \|f\|_{\Delta_\ell} = \left( \int_{\Delta_\ell} f^2(u) \, du \right)^{1/2}.
   \]

Equipped with these notations we can define a scale of models for the mapping \( m \). Each model is characterized by \( L \) functional classes \( \mathcal{H}_\ell(s_\ell, \Lambda_\ell, M) \) for \( \ell = 1, \ldots, L \).

Definition 2 Set \( s = (s_1, \ldots, s_L) \in (0, +\infty)^L \), \( \Lambda = (\Lambda_1, \ldots, \Lambda_L) \in (0, +\infty)^L \) and \( M > 0 \). We denote by \( \mathcal{M}_{s,\Lambda,M} \) the subset of \( \mathbb{L}^2_W \) defined by:

\[
\mathcal{M}_{s,\Lambda,M} = \mathbb{R} \oplus \left( \bigoplus_{\ell=1}^L \frac{1}{\ell!} I_\ell(\mathcal{H}_\ell(s_\ell, \Lambda_\ell, M))(W) \right)
\]

where \( I_\ell(\mathcal{H}_\ell(s_\ell, \Lambda_\ell, M))(W) \) consists of all random variables \( I_\ell(f)(W) \) with \( f \in \mathcal{H}_\ell(s_\ell, \Lambda_\ell, M) \). We also denote by \( \mathcal{M}_{s,\Lambda,M} \) the corresponding class of mappings \( m : \mathcal{C} \to \mathbb{R} \) such that \( m(W) \in \mathcal{M}_{s,\Lambda,M} \).

2.2 Adaptive framework

The observations consist in a \( n \)-sample \( (Y_1, W_1), \ldots, (Y_n, W_n) \) distributed as and independent of \( (Y, W) \). Our main goal is to investigate the adaptive estimation of \( m \), based on these observations, over the scale of mapping classes \( \mathcal{M}(s^*) = \{ \mathcal{M}_{s,\Lambda,M} \mid s \in (0, s^*)^L, \Lambda \in (0, +\infty)^L, M > 0 \} \) where
s^* > 0 is fixed. To measure the accuracy of an arbitrary estimator \( \hat{m}_n = \hat{m}(\cdot; (Y_1,W_1),\ldots,(Y_n,W_n)) \) of \( m \), we consider the following risk:

\[ R_p(\hat{m}_n, m) = \left( \mathbb{E} |\hat{m}_n(W) - m(W)|^p \right)^{1/p} \]

where \( p \geq 2 \).

The maximal risk of an arbitrary estimator \( \hat{m}_n \) over a given class of mappings \( \mathcal{M} \) is defined by:

\[ R_p(\hat{m}_n, \mathcal{M}) = \sup_{m \in \mathcal{M}} R_p(\hat{m}_n, m), \]

whereas the minimax risk is defined, taking the infimum over all possible estimators, by:

\[ \Phi_n(\mathcal{M}, p) = \inf_{\hat{m}_n} R_p(\hat{m}_n, \mathcal{M}). \]

An estimator \( \hat{m}_n \) whose maximal risk is asymptotically bounded, up to a multiplicative factor, by \( \Phi_n(\mathcal{M}, p) \) is called minimax over \( \mathcal{M} \). Such an estimator is well-adapted to the estimation over \( \mathcal{M} \) but it can perform poorly over another class of mappings. The problem of adaptive estimation consists in finding a single estimation procedure that is simultaneously minimax over a scale of mapping classes. More precisely our goal is to construct a single estimation procedure \( m^*_n \) such that, for any \( \mathcal{M} \in \mathcal{M}(s^*) \), the risk \( R_p(m^*_n, \mathcal{M}) \) is asymptotically bounded, up to a multiplicative constant, by \( \Phi_n(\mathcal{M}, p) \). One of the main tools to prove such a result is to find an oracle-type inequality that guarantees that this procedure performs almost as well as the best estimator in a rich family of estimators. Ideally, we would like to have, for any \( m \in \bigcup \mathcal{M}_{s,\Lambda,M} \), an inequality of the following form:

\[ R_p(m^*_n, m) \leq \inf_{\eta \in H} R_p(\hat{m}_{n,\eta}, m), \]  

where \( \{\hat{m}_{n,\eta} \mid \eta \in H\} \) is a family of estimators well-adapted to our problem in the following sense: for any \( \mathcal{M} \in \mathcal{M}(s^*) \), there exists \( \eta \in H \) such that \( \hat{m}_{n,\eta} \) is minimax over \( \mathcal{M} \). However, in many situations, (2) is relaxed and we prove a weaker inequality of the type:

\[ R_p(m^*_n, m) \leq \Upsilon_{1,p} \inf_{\eta \in H} R^*_p(m, \eta) + \Upsilon_{2,p} \left( \frac{\log n}{n} \right)^{1/2}, \]

where \( \Upsilon_{1,p} \) and \( \Upsilon_{2,p} \) are two positive constants and \( R^*_p(m, \eta) \) is an appropriate quantity to be determined that can be viewed as a tight upper bound on \( R_p(\hat{m}_{n,\eta}, m) \). Inequalities of the form (3) are called oracle-type inequalities.

Theorems 2 and 3 below correspond respectively to an oracle-type inequality and an adaptive result of these types.
3 Estimator construction

In this section we present our estimation procedure. To do so, we first recall classical properties satisfied by Wiener chaos which allow us to construct a family of “simple” estimators that depends on a multivariate tuning parameter. Next we construct a procedure which selects, in a data-driven way, this tuning parameter using the methodology developed by Goldenshluger and Lepski (2011).

3.1 Classical properties of the chaos

Throughout this paper and in the construction of our statistical procedure, we use the following two fundamental properties satisfied by the iterated integrals.

For \( \ell, \ell' \in \mathbb{N} \), Itô’s isometry (Di Nunno et al., 2009) ensures that, if \( g \in L^2_{\text{sym}}(\Delta_\ell) \) and \( g' \in L^2_{\text{sym}}(\Delta_{\ell'}) \), then

\[
E\left(I_\ell(g)(W)I_{\ell'}(g')(W)\right) = \delta_{\ell,\ell'}\ell! \int_{\Delta_\ell} g(u)g'(u) \, du \tag{4}
\]

where \( \delta_{\ell,\ell'} \) denotes the Kronecker delta.

The hypercontractivity property (Nourdin and Peccati, 2012) will be used to control the concentration of our estimators. Set \( q \geq 2 \) and \( \ell \in \mathbb{N} \). There exists a positive constant \( c_\ell(q) \) such that for any \( g \in L^2_{\text{sym}}(\Delta_\ell) \) we have:

\[
(E|I_\ell(g)(W)|^q)^{1/q} \leq c_\ell(q) \left(EI^2_\ell(g)(W)\right)^{1/2} \tag{5}
\]

3.2 A simple family of estimators

Let \( k : \mathbb{R} \to \mathbb{R} \) be a function that satisfies the following properties: \( k \) is continuous inside \([0,1]\), \( k(x) = 0 \) for any \( x \notin [0,1] \),

\[
\int_0^1 k(x) \, dx = 1 \quad \text{and} \quad \int_0^1 x^s k(x) \, dx = 0, \quad s = 1, \ldots, \lfloor s^* \rfloor.
\]

Let \( \ell \in \{1, \ldots, L\} \). A natural estimator of the function \( f_\ell \) is given, for \( h \in (0,1) \), by:

\[
\hat{f}_h^{(\ell)}(t) = \frac{1}{n} \sum_{i=1}^{n} Y_i I_\ell \left(K_h^{(\ell)}(t, \cdot)\right)(W_i), \quad t \in \Delta_\ell \tag{6}
\]

where \( K_h^{(\ell)} \) is a multivariate kernel defined by:

\[
K_h^{(\ell)}(t, u) = \frac{1}{h^\ell} \prod_{k=1}^{\ell} k \left(\zeta(t_k)\frac{t_k - u_k}{h}\right) \quad \text{with} \quad \zeta(\cdot) = 2I_{(1/2,1)}(\cdot) - 1.
\]
This specific construction allows one to obtain an estimator free of boundary bias (see Bertin, El Kolei, and Klutchnikoff, 2018, for more details).

Indeed, note that for any \( t \in \Delta_\ell \) and under regularity assumptions on \( f_\ell \) we have:

\[
f_\ell(t) \overset{(h \to 0)}{\approx} \int_{\Delta_\ell} f_\ell(u)K_h^{(\ell)}(t-u) \, du
\]

\[
= E \left( \frac{1}{\ell !} I_\ell(f_\ell)(W)I_\ell\left(K_h^{(\ell)}(t, \cdot)\right)(W) \right)
\]

\[
= E \left( m(W)I_\ell\left(K_h^{(\ell)}(t, \cdot)\right)(W) \right)
\]

where the last two lines are obtained using (1) and (4). Since \( \varepsilon \) is centered and independent of \( W \) we have:

\[
f_\ell(t) \overset{(h \to 0)}{\approx} E \left( YI_\ell\left(\hat{K}_h^{(\ell)}(t, \cdot)\right)(W) \right)
\]

\[
\overset{(n \to +\infty)}{\approx} \hat{f}_h^{(\ell)}(t).
\]

Equipped with these notations we define a family of plugin estimators of the mapping \( m \). For all \( h = (h_1, \ldots, h_L) \in (0, 1)^L \) we set:

\[
\hat{m}_h(W) = \overline{Y}_n + \sum_{\ell=1}^L \frac{1}{\ell !} I_\ell\left(\hat{f}_h^{(\ell)}\right)(W)
\]

where \( \overline{Y}_n = \sum_{i=1}^n Y_i/n \).

### 3.3 Selection procedure

Set \( \tau > 0 \) and \( M > 0 \). Assume that \( \mu_4 = (E|\varepsilon|^4)^{1/4} \) exists. Let \( \ell \in \{1, \ldots, L\} \) be fixed and define

\[
H_\ell = \left\{ h \in (0, 1) : n^{-1/(2\tau+\ell)} \leq h \leq (\log n)^{-1} \right\} \cap \{e^{-k} : k \in \mathbb{N}\}.
\]

Now, define

\[
M(\ell, h) = \frac{\nu(\ell) \left( 1 + 4\sqrt{\log(1/h^\ell)} \right)}{\sqrt{nh^\ell}}
\]

where

\[
\nu(\ell) = \left( \mu_4 + \sum_{k=1}^L c_4(k)M \right) \sqrt{b_{\ell,2}} \quad \text{and} \quad b_{\ell,2} = c_2^2(4)2^\ell \ell!\|k\|_{[0,1]}^{2\ell},
\]

where the constants \( c_\ell(k) \) are defined in (5). Define for \( h \in H_\ell \)

\[
B(\ell, h) = \max_{h' \in H_\ell} \left\{ \|\hat{f}_h^{(\ell)} - \hat{f}_{h \vee h'}^{(\ell)}\| - M(\ell, h') - M(\ell, h \vee h') \right\}_+
\]
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and set
\[ \hat{h}_\ell = \arg \min_{h \in \mathcal{H}_\ell} \{ B(\ell, h) + M(\ell, h) \}. \] (8)

The estimation procedure is defined by \( \hat{m} = \hat{m}_\hat{h} \) where \( \hat{h} = (\hat{h}_1, \ldots, \hat{h}_L) \).

**Remark 1** This selection rule follows the principles and the ideas developed by Goldenshluger and Lepski in a series of papers (see Goldenshluger and Lepski, 2011, 2014, among others). The quantity \( M(\ell, h) \), which is called a majorant in the papers cited above, is a penalized version of the standard deviation of the estimator \( \hat{f}^{(\ell)}_h \) while the quantity \( B(\ell, h) \) is, in some sense, closed to its bias term, see (24). Finding tight majorants is the key point of the method since \( \hat{h}_\ell \) is chosen in (8) in order to realize an empirical trade-off between these two quantities.

It is worth noting that the procedure depends on a hyperparameter \( \tau > 0 \) which can be chosen arbitrary small. The introduction of this parameter is due to technical reasons, see (28) in the proof of Lemma 2. This additional assumption (we would like to take \( \tau = 0 \)) implies some restrictions on Theorem 3 below.

### 4 Main results

Our first result proves that the minimax rate of convergence over the class \( \mathcal{M}_{s, \Lambda, M} \) is of the same order as:

\[ \phi_n(s, \Lambda, M) = \max \left\{ \Lambda^{\ell/(2s+\ell)} \left( \frac{M^2}{n} \right)^{s/(2s+\ell)} \mid \ell = 1, \ldots, L \right\}. \]

**Theorem 1** Set \( p \geq 2 \), \( L \in \mathbb{N} \), \( s \in (0, s^*)^L \), \( \Lambda \in (0, +\infty)^L \), \( M > 0 \) and assume that \( E|\varepsilon|^p < +\infty \). Define \( h_n(s, \Lambda, M) = \left( h_n^{(\ell)}(s, \Lambda, M) \right)_{\ell=1,\ldots,L} \in (0, 1)^L \) where:

\[ h_n^{(\ell)}(s, \Lambda, M) = \left( \frac{M^2}{\Lambda^{2s} n} \right)^{\frac{1}{2s+\ell}}, \quad \ell = 1, \ldots, L. \]

There exist two positive constants \( \kappa_* \) and \( \kappa^* \) that depend only on \( L \) and \( s^* \) such that

\[ \limsup_{n \to +\infty} \phi_n^{-1}(s, \Lambda, M) R_p \left( \hat{m}_{h_n(s, \Lambda, M)}, \mathcal{M}_{s, \Lambda, M} \right) \leq \kappa_* \] (9)

and

\[ \liminf_{n \to +\infty} \phi_n^{-1}(s, \Lambda, M) \Phi_n \left( \mathcal{M}_{s, \Lambda, M}, p \right) \geq \kappa_* \] (10)
Note that this result also ensures that the family of estimators constructed in Section 3.2 is well-adapted to our problem. The next result states an oracle-type inequality satisfied by our data-driven estimator $\hat{m}$.

**Theorem 2** Assume that for any $\ell = 1, \ldots, L$, $\|f_\ell\|_2^2 \Delta_\ell \leq M^2 \ell!$ and that for any $q \geq 1$ the moment $\mu_q = (E|\varepsilon|^{q})^{1/q}$ exists. Then:

$$R_2(\hat{m}, m) \leq \Upsilon_1 \sum_{\ell=1}^{L} \inf_{h \in H_\ell} \left[ \max_{h' \leq h} \|E\hat{f}_h^\ell - f_\ell\|_2 + M(\ell, h) \right] + \Upsilon_2 \left( \frac{\log n}{n} \right)^{1/2},$$

where $\Upsilon_1$ and $\Upsilon_2$ are two positive constants.

Using Theorems 1 and 2 we can derive our last result: the data-driven estimation procedure is adaptive, up to a logarithmic factor, over the scale $\{M_{s, \Lambda, M} : s \in [\tau, s^*)^L, \Lambda \in (0, +\infty)^L, M > 0\}$.

**Theorem 3** Assume that for any $q \geq 1$ the moment $\mu_q = (E|\varepsilon|^{q})^{1/q}$ exists. For any $s \in [\tau, s^*)^L$, any $\Lambda \in (0, +\infty)^L$, any $M > 0$, we have

$$\limsup_{n \to +\infty} \tilde{\phi}_n^{-1}(s) R_2(\hat{m}, M_{s, \Lambda, M}) \leq \kappa^{**}$$

where $\kappa^{**}$ is a positive constant and

$$\tilde{\phi}_n(s) = \max \left\{ \left( \frac{\log n}{n} \right)^{s_\ell/(2s_\ell + \ell)} \mid \ell = 1, \ldots, L \right\}.$$

**Remark 2** While the minimax rate of convergence over $M(s, \Lambda, M)$ is given in Theorem 1 for any risk $R_p(\cdot, \cdot)$ with $p \geq 2$, Theorems 2 and 3 are only stated for the risk $R_2(\cdot, \cdot)$. We made this choice to avoid too technical details in the proofs but similar results could be obtained for $p > 2$ using the hypercontractivity property. Note that in Theorem 2, the quantity

$$\max_{h' \leq h} \|E\hat{f}_h^\ell - f_\ell\|_2$$

is a tight upper bound of the bias term of the estimator $\hat{f}_h^\ell$.

This result ensures that our data-driven procedure is adaptive, up to a logarithmic factor, over a large scale of mapping classes since $\tau$ can be chosen as close to 0 as one wants.

The presence of the extra logarithmic factor in the adaptive rate of convergence is not usual for $p = 2$. This term is introduced in the definition of $M(\ell, h)$ to control the deviation of the estimator (6) based on the variables $I_\ell \left( R_h^{(t)}(t, \cdot) \right)(W_i)$. See (29) for more details.
5 Proofs

We first consider some notation and lemmas. Define for \(i \in \{1, \ldots, n\}\), \(\ell \in \{1, \ldots, L\}\) and \(h \in (0, 1)\)

\[
\xi_{i, \ell}(t, h) = I_\ell(K_h^t(t - \cdot))(W_i), \quad \text{and} \quad \xi_\ell(t, h) = I_\ell(K_h^t(t - \cdot))(W)
\]

and

\[
\Theta_{i, \ell} = I_\ell(f_\ell)(W_i) \quad \text{and} \quad \Theta_\ell = I_\ell(f_\ell)(W).
\]

**Lemma 1** We have, for any \(\ell \in \{1, \ldots, L\}\), \(h \in H_\ell\) and \(r \geq 1\)

\[
\left(\mathbb{E} |\xi_\ell(t, h)|^{2r} \right)^{1/r} \leq b_{\ell, r} h^{-\ell} \quad \text{with} \quad b_{\ell, r} = \mathcal{C}_r^2(2^r \ell^2 \|k\|_2^2 |0, 1|^{2\ell}).
\]

Moreover for \(\varphi > 0\) and \(q \geq 1\)

\[
\mathbb{E} \left( |\xi_\ell(t, h)|^r I_{|\xi_\ell(t, h)| > \varphi} \right) \leq (b_{\ell, r})^{r/2} (b_{\ell, q})^{q/2} \varphi^{-\ell(r+q)/2}.
\]

**Lemma 2** Let \(\ell \in \{1, \ldots, L\}\) and \(h \in H_\ell\). Let \(\chi, \chi_1, \ldots, \chi_n\) be i.i.d random variables such that, for any \(r \geq 1\)

\[
\left(\mathbb{E} |\chi|^{2r} \right)^{1/(2r)} \leq a_r < +\infty.
\]

Define

\[
U(t) = \frac{1}{n} \sum_{i=1}^n \left\{ \chi_i \xi_{i, \ell}(t, h) - \mathbb{E}(\chi_i \xi_{i, \ell}(t, h)) \right\}
\]

and

\[
T = (1 + \delta) \frac{a_2 \sqrt{b_{\ell, 2}}}{2 \sqrt{nh_\ell}} \quad \text{with} \quad \delta = 4\sqrt{\log(1/h_\ell)}.
\]

Then there exists a positive constant \(C > 0\) such that

\[
\mathbb{E} \{\|U\|_2 - T\}^2 \leq Cn^{-1}. \quad (11)
\]

The following Lemma recalls the Bousquet’s version of Talagrand’s concentration inequality (see Bousquet, 2002; Boucheron, Lugosi, and Massart, 2013).

**Lemma 3 (Bousquet’s inequality)** Let \(X_1, \ldots, X_n\) be independent identically distributed random variables. Let \(S\) be a countable set of functions and define \(Z = \sup_{s \in S} \sum_{i=1}^n s(X_i)\). Assume that, for all \(i = 1, \ldots, n\) and \(s \in S\), we have \(\mathbb{E}s(X_i) = 0\) and \(s(X_i) \leq 1\) almost surely. Assume also that \(v = 2\mathbb{E}Z + \sup_{s \in S} \sum_{i=1}^n \mathbb{E}(s(X_i))^2 < \infty\). Then we have for all \(t > 0\)

\[
\mathbb{P}(Z - \mathbb{E}Z \geq t) \leq \exp \left\{ -\frac{t^2}{2(v + \frac{1}{2})} \right\}.
\]
5.1 Proof of Theorem 1

Set \( p \geq 2, L \in \mathbb{N}, s \in (0, s^*)^L, \Lambda \in (0, +\infty)^L \) and \( M > 0 \). For the sake of readability we denote \( h = h_n(s, \Lambda, M), h_\ell = h_n(s, \Lambda, M), K_\ell = K_n^{\ell(t)}, \xi_\ell(t) = \xi_\ell(t, h_\ell) \) and \( \hat{f}_\ell = \hat{f}_n^{\ell(t)} \). This proof is decomposed into two parts. We first prove the upper bound (9) and then the lower bound (10).

5.1.1 Proof of the upper bound

**Decomposition of the risk.** Using the triangle inequality we have:

\[
R_p(\hat{m}_h, m) = \left( \mathbb{E}|\hat{m}_h(W) - m(W)|^p \right)^{1/p} \\
\leq \left( \mathbb{E}|\bar{Y}_n - \mathbb{E}(Y)|^p \right)^{1/p} + \sum_{\ell=1}^{L} \frac{1}{\ell!} \left( \mathbb{E}|I_\ell(\hat{f}_\ell - f_\ell)(W)|^p \right)^{1/p} \\
\leq \left( \mathbb{E}|\bar{Y}_n - \mathbb{E}(Y)|^p \right)^{1/p} + \sum_{\ell=1}^{L} \frac{\xi(p)}{\ell!} \left( \mathbb{E}|I_\ell(\hat{f}_\ell - f_\ell)(W)|^2 \right)^{1/2}
\]

Last lines comes from the hypercontractivity property. Now, using Itô’s isometry, we obtain:

\[
R_p(\hat{m}_h, m) \leq \left( \mathbb{E}|\bar{Y}_n - \mathbb{E}(Y)|^p \right)^{1/p} + \sum_{\ell=1}^{L} \frac{\xi(p)}{\ell!} \left( \mathbb{E}\|I_\ell(\hat{f}_\ell - f_\ell)\|_{\Delta_t}^2 \right)^{1/2} \\
\leq \left( \mathbb{E}|\bar{Y}_n - \mathbb{E}(Y)|^p \right)^{1/p} + \sum_{\ell=1}^{L} \frac{\xi(p)}{\ell!} \left( B(\ell) + V(\ell) \right),
\]

where the bias term \( B(\ell) \) and the stochastic term \( V(\ell) \) are defined by:

\[
B(\ell) = \|\mathbb{E}\hat{f}_\ell - f_\ell\|_{\Delta_t} \quad \text{and} \quad V(\ell) = \left( \mathbb{E}\|\hat{f}_\ell - \mathbb{E}\hat{f}_\ell\|_{\Delta_{t_c}}^2 \right)^{1/2}.
\]

**Study of the constant term.** Remark that

\[
\left( \mathbb{E}|\bar{Y}_n - \mathbb{E}Y|^p \right)^{1/p} = \left( \mathbb{E}\left| \frac{1}{n} \sum_{i=1}^{n} (Y_i - \mathbb{E}Y_i) \right|^p \right)^{1/p} \\
\leq \frac{C_{1,p}}{n^{1/p}} (\mathbb{E}|Y - \mathbb{E}Y|^p)^{1/p} + \frac{C_{2,p}\sigma_Y}{n^{1/2}}
\]

where the last line is obtained using Rosenthal’s inequality. Here \( C_{1,p} \) and \( C_{2,p} \) denote two positive constants while \( \sigma_Y \) stands for the standard deviation.
of $Y$ (which is finite since both $m(W)$ and $\varepsilon$ belong to $L^2$). Moreover we have

$$|Y - EY|^p = \left| \sum_{\ell=1}^{L} \frac{\Theta_\ell}{\ell!} + \varepsilon \right|^p \leq (L + 1)^{p-1} \left( \sum_{\ell=1}^{L} \left( \frac{|\Theta_\ell|}{\ell!} \right)^p + |\varepsilon|^p \right)$$

which implies, using the hypercontractivity property combined with Itô’s isometry, that

$$(E|Y - EY|^p)^{1/p} \leq (L + 1)^{1-1/p} \left( \sum_{\ell=1}^{L} \frac{\zeta_\ell(p)}{\ell!} \left( E\Theta_\ell^2 \right)^{1/2} + (E|\varepsilon|^p)^{1/p} \right)$$

Using hypercontractivity we obtain

$$(E|Y - EY|^p)^{1/p} \leq (L + 1)^{1-1/p} \left( M \sum_{\ell=1}^{L} \frac{\zeta_\ell(p)}{\sqrt{\ell!}} \frac{1}{\ell!} \left( E\Theta_\ell^2 \right)^{1/2} + (E|\varepsilon|^p)^{1/p} \right)$$

where the right hand side of the above inequality is a finite quantity denoted by $s_Y(p)$. Taking together (13) and (14) we finally obtain

$$\left( E|Y_n - EY|^p \right)^{1/p} \leq \frac{C_{1,p}s_Y(p)}{n^{1-1/p}} + \frac{C_{2,p}\sigma_Y}{n^{1/2}} \leq \frac{\kappa_0}{n^{1/2}},$$

where $\kappa_0 = C_{1,p}s_Y(p) + C_{2,p}\sigma_Y$.

### Study of the bias term.

Set $\ell \in \{1, \ldots, L\}$ and note that:

$$E\hat{f}_\ell(t) = E\left( Y\xi_\ell(t) \right)(W) = E\left( m(W)\xi_\ell(t) \right) = \frac{1}{\ell!} E\left( \Theta_\ell\xi_\ell(t) \right)$$

Using Itô’s isometry we thus obtain:

$$E\hat{f}_\ell(t) = \int_{\Delta_t} f_\ell(u) K_\ell(t - u) du.$$
Previous inequality follows from Taylor’s expansion and classical arguments (see Bertin et al., 2018). The expression of $b_\ell(k, s)$ can be computed:

$$b_\ell(k, s) = 2^\ell m_\ell \sum_{|\alpha|=m_\ell} \prod_{i=1}^\ell \int_0^1 |k(y)| y^{\alpha_i+\gamma_\ell} \, dy.$$  

Here, $\alpha = (\alpha_1, \ldots, \alpha_\ell) \in (\mathbb{N} \cup \{0\})^\ell$, $|\alpha| = \alpha_1 + \ldots + \alpha_\ell$, and $s_\ell = m_\ell + \gamma_\ell$ with $m_\ell \in \mathbb{N} \cup \{0\}$ and $0 < \gamma_\ell \leq 1$.

**Study of the stochastic term $V(\ell)$** Set $\ell \in \{1, \ldots, L\}$. We have:

$$\left( V(\ell) \right)^2 = \frac{V_1(\ell) + V_2(\ell)}{n},$$

where

$$V_1(\ell) = \int_{\Delta_\ell} E \left( \varepsilon^2 \xi_\ell^2(t) \right) \, dt$$

and

$$V_2(\ell) = \int_{\Delta_\ell} \text{Var} \left( m(W) \xi_\ell(t) \right) \, dt.$$  

Since $W$ and $\varepsilon$ are independent Lemma 1 implies:

$$V_1(\ell) = \int_{\Delta_\ell} E \left( \varepsilon^2 \right) E \left( \xi_\ell^2(t) \right) \, dt$$

$$\leq \frac{\mu_2 b_{\ell,1}}{k_\ell^\ell}.$$  

Now recall some usual conventions. First we assume that $0! = 1$ and, following Di Nunno et al. (2009), we define $f_0 = E(Y)$ while $I_{00}(\cdot)(W)$ stands for the identity application. Using these conventions we have:

$$V_2(\ell) = \int_{\Delta_\ell} E \left( \sum_{k=1}^L \frac{1}{k!} \Theta_k \xi_\ell(t) \right)^2 \, dt$$

$$= \sum_{k,k'=1}^L \frac{1}{k! k'^!} \int_{\Delta_\ell} E \left( \Theta_k \Theta_{k'} \xi_\ell^2(t) \right) \, dt.$$  

Using Cauchy-Schwarz inequality we obtain:

$$V_2(\ell) \leq \sum_{k,k'=1}^L \frac{(E \Theta_k^4)^{1/4} (E \Theta_{k'}^4)^{1/4}}{k! k'^!} \int_{\Delta_\ell} \left( E \xi_\ell^4(t) \right)^{1/2} \, dt.$$  

14
Now, using Lemma 1 and denoting by convention $c_0(q) = 1$ for any $q > 0$, we obtain:

$$V_2(\ell) \leq M^2 \left( (\ell!)c_\ell^2(4) \sum_{k,k' = 1}^L c_k(4)c_{k'}(4) \right) \|k\|^{2\ell}_\Delta h_{\ell}^{-\ell}$$

Now, define

$$v_\ell(k, L) = \left( (\ell!)c_\ell^2(4) \sum_{k,k' = 1}^L c_k(4)c_{k'}(4) + \sigma^2 \right) \|k\|^{2\ell}_\Delta$$

Taking the bounds on $V_1(\ell)$ and $V_2(\ell)$ together we obtain

$$\left( V(\ell) \right)^2 \leq \frac{v_\ell(k, L)M^2}{nh_{\ell}^\ell}. \quad (17)$$

**Control of the minimax risk** Taking together (16) and (17) and the definition of $h_{\ell}$, we obtain:

$$E\|\hat{f}_{\ell,h_{\ell}} - f\|^2_\Delta \leq b_\ell^2(k, s)\Lambda_\ell^2 h_{\ell}^{2s_{\ell}} + \frac{v_\ell(k, L)M^2}{nh_{\ell}^\ell}$$

$$\leq \kappa_\ell(k, s, L)\Lambda_\ell^{2\ell/(2s_{\ell}+\ell)} \left( \frac{M^2}{n} \right)^{s_{\ell}/(2s_{\ell}+\ell)}$$

where $\kappa_\ell(k, s, L) = (b_\ell^2(k, s)+v_\ell(k, L))$. Combining the above result with (12), we obtain the following bound on the risk:

$$R_p(\hat{m}_{h_{\ell}}, m) \leq \frac{\kappa_0}{\sqrt{n}} + \sum_{\ell = 1}^L \frac{c_\ell(p)\kappa_\ell(k, s, L)}{\ell!} \Lambda_\ell^{2\ell/(2s_{\ell}+\ell)} \left( \frac{M^2}{n} \right)^{s_{\ell}/(2s_{\ell}+\ell)}$$

$$\leq \kappa^* \max \left\{ \Lambda_\ell^{2\ell/(2s_{\ell}+\ell)} \left( \frac{M^2}{n} \right)^{s_{\ell}/(2s_{\ell}+\ell)} \mid \ell = 1, \ldots, L \right\}$$

where $\kappa^*$ is a positive constant that depends only on $L$ and $s^*$. Note that last line is valid for $n$ large enough. This ends the proof of the upper bound. Now, let us prove the lower bound.

### 5.1.2 Proof of the lower bound

**Method.** We fix $s \in (0, s^*)^L$, $\Lambda \in (0, +\infty)^L$ and $M > 0$. To prove the lower bound over the space $\mathfrak{M}(s, \Lambda, M)$, we define

$$\ell = \arg \max_{k=1,\ldots,L} \Lambda_k^{k/(2s_k+k)} \left( \frac{M^2}{n} \right)^{s_k/(2s_k+k)}$$
and we follow the strategy developed by Cadre et al. (2017). In particular Lemma 6.1 of this paper implies (using Itô’s isometry combined with Theorem 2.5 in Tsybakov (2009)) that the problem boils down to find a finite family of functions \( \{g_\omega\}_{\omega \in \mathcal{W}} \) with cardinal \( |\mathcal{W}| \geq 2 \) that satisfies the following assumptions:

(i) the null function \( 0 \in \{g_\omega\}_{\omega \in \mathcal{W}} \).

(ii) for any \( \omega \in \mathcal{W} \), the function \( g_\omega \in \mathcal{H}(s, \Lambda, \Lambda_\ell, M) \).

(iii) there exists \( \kappa_* > 0 \) such that for \( \omega \neq \omega' \), \( \|g_\omega - g_{\omega'}\|_{\Delta_\ell} \geq 2\kappa_*\phi_n(s, \Lambda, M) \).

(iv) there exists \( 0 < \alpha < 1/8 \) such that

\[
\frac{n}{|\mathcal{W}|} \sum_{\omega \in \mathcal{W}} \|g_\omega\|_{\Delta_\ell}^2 \leq 2\alpha \log(|\mathcal{W}|).
\]

Under these assumptions, the lower-bound (10) holds.

**Notation.** Now we consider \( 0 < \alpha < 1/8 \),

\[
\kappa_*^2 = \frac{1}{32} \left( \frac{\|\psi\|_{[-1,1]}^2}{2} \right)^L c_1^2
\]

and

\[
c_1 = \min \left\{ 1, (2L\lambda^*)^{-1}, \left( \alpha \log(2)(8 \cdot 2^L M^2)^{-1} \right)^{1/2} \right\}.
\]

Here, we construct a finite set of functions used in the rest of the proof. We consider the function \( \psi : \mathbb{R} \to \mathbb{R} \) defined, for any \( u \in \mathbb{R} \) by

\[
\psi(u) = \exp(-1/(1 - u^2))I_{(-1,1)}(u).
\]

Note that, since the function \( \psi \) is infinitely differentiable with compact support, we have:

\[
\lambda^* = \max_{0 < \alpha < \alpha^*} \sup_{x \neq y} \frac{|\psi^{(\lfloor s\rfloor)}(x) - \psi^{(\lfloor s\rfloor)}(y)|}{|x - y|^s} < +\infty.
\]

We consider the bandwidth

\[
h = \left( \frac{M^2}{\Lambda_\ell^2 n} \right)^{\frac{1}{2s + \ell}}
\]
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and we set $R = 1/(2h)$. We assume, without loss of generality, that $R$ is an integer and $nh^\ell \geq 1$. Let $\mathcal{R} = \{0, \ldots, R - 1\}$ and define, for any $r = (r_1, \ldots, r_\ell) \in \mathcal{R}$, the function $\phi_r : \Delta_\ell \rightarrow \mathbb{R}$ by:

$$\phi_r(y) = \prod_{i=1}^{\ell} \psi \left( \frac{y_i - x_i^{(r)}}{h} \right),$$

where $x_i^{(r)} = (2r_i + 1)h$. Finally, for any $w : \mathcal{R} \rightarrow \{0, 1\}$ we define:

$$g_w = \rho_n \sum_{r \in \mathcal{R}} w(r) \phi_r,$$

where

$$\rho_n = c_1 \Lambda_\ell h^{s_\ell} = c_1 \frac{M}{\sqrt{nh^\ell}}.$$

**Proof of (ii).** Set $w : \mathcal{R} \rightarrow \{0, 1\}$. The following property can be readily verified:

$$\|g_w\|^2_{\Delta_\ell} = |w| \|\psi\|_{[-1,1]}^2 \rho_n^2 h^\ell \quad \text{where} \quad |w| = \left( \sum_{r \in \mathcal{R}} w(r) \right) \leq R^\ell = \frac{1}{2^\ell h^\ell}.$$

This implies that

$$\|g_w\|^2_{\Delta_\ell} \leq \left( \frac{\|\psi\|_{[-1,1]}^2}{2} \right) \rho_n^2 h^\ell \leq c_1^2 M^2 \frac{1}{nh^\ell} \leq \ell! M^2. \quad (18)$$

Moreover note that, for any $y \in \Delta_\ell$ and $\alpha = (\alpha_1, \ldots, \alpha_\ell)$ such that $|\alpha| = [s_\ell]$, we have:

$$D^\alpha \phi_r(y) = \frac{1}{h^{\alpha}} \prod_{i=1}^{\ell} \psi^{(\alpha_i)} \left( \frac{y_i - x_i^{(r)}}{h} \right)$$

which implies that, for any $z \in \Delta_\ell$ we have

$$|D^\alpha \phi_r(y) - D^\alpha \phi_r(z)| \leq \left| \frac{\psi^{(\ell-1)}}{h^{\alpha}} \sum_{i=1}^{\ell} \psi^{(\alpha_i)} \left( \frac{y_i - x_i^{(r)}}{h} \right) - \psi^{(\alpha_i)} \left( \frac{z_i - x_i^{(r)}}{h} \right) \right|$$

$$\leq \frac{\lambda_{s_\ell}}{h^{s_\ell}} \sum_{i=1}^{\ell} |y_i - z_i|^{s_\ell - [s_\ell]}$$

$$\leq \frac{\ell \lambda_{s_\ell}}{h^{s_\ell}} |y - z|^{s_\ell - [s_\ell]}$$
This also implies, since the function $\psi$ vanishes outside $(-1, 1)$, that

$$|D^{\alpha}g_w(y) - D^{\alpha}g_w(z)| \leq (2\ell \lambda^*) \frac{\rho_n}{h^s} |y - z|^{s_t - \lfloor s_t \rfloor} \leq c_1 (2\ell \lambda^*) \Lambda_t |y - z|^{s_t - \lfloor s_t \rfloor} \leq \Lambda_t |y - z|^{s_t - \lfloor s_t \rfloor}.$$  \hspace{1cm} (19)

Using (18) and (19), we deduce that $g_w$ belongs to $H_t(s, \Lambda_t, M)$ and then (ii) is fulfilled.

**Proof of (i) and (iii).** Using Lemma 2.9 of Tsybakov (2009), there exists a set $W \subset \{w : \mathcal{R} \to \{0, 1\}\}$ such that the null function belongs to $W$, $\log_2 |W| \geq R^t/8$ and

$$\forall w \neq w' \in W, \sum_{r \in \mathcal{R}} |w(r) - w'(r)| \geq R^t/8.$$

Let $w, w' \in W$ such that $w \neq w'$. We have

$$\|g_w - g_{w'}\|_2^2 = \rho_n^2 \sum_{r \in \mathcal{R}} (w(r) - w'(r))^2 \|\phi_r\|^2$$

$$= \rho_n^2 \sum_{r \in \mathcal{R}} |w(r) - w'(r)| h^s \|\psi\|_{2t}^2$$

$$\geq \rho_n^2 h^s \|\psi\|_{2t}^2 R^t / 8$$

$$\geq \frac{1}{8} \left( \frac{\|\psi\|_{2,1,1}}{2} \right)^L c_1^2 \Lambda_t^2 h^{2s_t}$$

$$\geq 4\kappa^2 \phi_n^2(s, \Lambda, M).$$

Then Assumptions (i) and (iii) are fulfilled.

**Proof of (iv).** Using (18), we deduce that using the definition of $c_1$

$$\frac{n}{|W|} \sum_{w \in W} \|g_w\|_{2t}^2 \leq c_1^2 M^2 h^{-t}$$

$$\leq \frac{\alpha}{8} (2h)^{-t} \log(2) \leq \alpha \log |W|.$$

Then Assumption (iv) is fulfilled.
5.2 Proof of Theorem 2

We have using (12) and (15) that

\[
\left( E \left| \hat{m}(W) - m(W) \right|^2 \right)^{1/2} \leq \kappa_0 n^{-1/2} + \sum_{\ell=1}^L \frac{1}{\sqrt{\ell!}} \left( E \left\| \hat{f}_{\ell}^{(\ell)} - f_{\ell} \right\|^{2}_{\Delta^t} \right)^{1/2}.
\]  

(20)

Let \( \ell \in \{1, \ldots, L\} \). Let \( h \in H_\ell \). We have

\[
\left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|_{\Delta^t} \leq \left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|_{\Delta^t} + \left\| \hat{f}_{\ell \vee h}^{(\ell)} - \hat{f}_{\ell}^{(\ell)} \right\|_{\Delta^t} + \left\| \hat{f}_{\ell \vee h}^{(\ell)} - \hat{f}_{\ell}^{(\ell)} \right\|_{\Delta^t} \\
\leq \left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|_{\Delta^t} + B(\ell, h) + M(\ell, \hat{h}_\ell) \\
+ B(\ell, \hat{h}_\ell) + M(\ell, h) + 2M(\ell, \hat{h}_\ell \vee h) \\
\leq \left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|_{\Delta^t} + 4(B(\ell, h) + M(\ell, h)).
\]

Then we have

\[
\left( E \left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|^{2}_{\Delta^t} \right)^{1/2} \leq \left( E \left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|^{2}_{\Delta^t} \right)^{1/2} + 4M(\ell, h) + 4 \left( EB^2(\ell, h) \right)^{1/2}.
\]  

(21)

Note that using (17), we have

\[
\left( E \left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|^{2}_{\Delta^t} \right)^{1/2} \leq C \left( \left\| E \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|_{\Delta^t} + M(\ell, h) \right).
\]  

(22)

In the following, we will demonstrate that

\[
\left( EB^2(\ell, h) \right)^{1/2} \leq C \left( \max_{h' \leq h} \left\| E \hat{f}_{h'}^{(\ell)} - f_{\ell} \right\|_{\Delta^t} + M(\ell, h) \right) + O \left( \frac{\log n}{n} \right).
\]  

(23)

Combining (21) with (22) and (23), we obtain that

\[
\left( E \left\| \hat{f}_{\ell}^{(\ell)} - f_\ell \right\|^{2}_{\Delta^t} \right)^{1/2} \leq C \left( \max_{h' \leq h} \left\| E \hat{f}_{h'}^{(\ell)} - f_{\ell} \right\|_{\Delta^t} + M(\ell, h) \right) + O \left( \frac{\log n}{n} \right).
\]

Theorem 2 is then a direct consequence of the above inequality and (20).

Proof of (23) Now let us control \( B(\ell, h) \) for \( h \in H_\ell \). We have

\[
B(\ell, h) = \max_{h' \leq h} \left\{ \left\| \hat{f}_{h'}^{(\ell)} - \hat{f}_{h' \vee h}^{(\ell)} \right\| - M(\ell, h') - M(\ell, h \vee h') \right\} + \\
\leq \max_{h' \leq h} \left\{ \left\| \hat{f}_{h'}^{(\ell)} - E \hat{f}_{h'}^{(\ell)} \right\| - M(\ell, h') \right\} + \left\{ \left\| \hat{f}_{h}^{(\ell)} - E \hat{f}_{h}^{(\ell)} \right\| - M(\ell, h) \right\} + \\
+ 2 \max_{h' \leq h} \left\| E \hat{f}_{h'}^{(\ell)} - f_{\ell} \right\|.
\]
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Then
\[
(EB^2(\ell, h))^{1/2} \leq 2 \max_{h' \leq h} \|E \hat{f}^{(\ell)}_{h'} - f_\ell\| + 2 \left(\#(H_\ell) \max_{h' \leq h} A_\ell(h')\right)^{1/2}
\] (24)

where
\[
A_\ell(h') = E \left[\left(\|\hat{f}^{(\ell)}_{h'} - E \hat{f}^{(\ell)}_{h'}\|_2 - M(\ell, h')\right)^2\right].
\]

We have
\[
\hat{f}^{(\ell)}_{h'} - E \hat{f}^{(\ell)}_{h'} = \sum_{k=1}^L U_{k,\ell} + U_\ell
\]
where
\[
k! U_{k,\ell}(t) = \frac{1}{n} \sum_{i=1}^n \left\{ \Theta_{i,k} \xi_{i,\ell}(t, h') - E (\Theta_{i,k} \xi_{i,\ell}(t, h')) \right\}
\]
and
\[
U_\ell(t) = \frac{1}{n} \sum_{i=1}^n \epsilon_i \xi_{i,\ell}(t, h').
\]

Using these notations we have:
\[
A_\ell(h') \leq 2^{L+1} \left( \sum_{k=0}^L E \left\{ \|U_{k,\ell}\|_2 - T(k, \ell)\right\}^2 + E \left\{ \|U_\ell\|_2 - T(\ell)\right\}^2 \right),
\]

where
\[
T(\ell) = \frac{\mu_4 \left(1 + 4 \sqrt[4]{\log(1/(h')^\ell)}\right)}{\sqrt{n(h')^\ell}}
\]
and
\[
T(k, \ell) = \frac{c_4(k) Mk! \left(1 + 4 \sqrt[4]{\log(1/(h')^\ell)}\right)}{\sqrt{n(h')^\ell}}.
\]

Now note that
\[
(\mathbb{E} \epsilon_1^4)^{1/4} = \mu_4 < \infty
\]
and for \(k \in \{0, \ldots, L\}\)
\[
(\mathbb{E} \Theta_{i,k}^4)^{1/4} \leq c_4(k) Mk!.
\]

Using Lemma 2 with \(U = U_\ell\) (respectively \(U = k! U_{k,\ell}\), \(T = T(\ell)\) (respectively \(T = T(k, \ell)\)) and \(\chi = \epsilon_i\) (respectively \(\chi = \Theta_{i,k}\)), we deduce that for all for \(h' \leq h\)
\[
A_\ell(h') \leq C n^{-1}.
\]

This implies that
\[
\#(H_\ell) \max_{h' \leq h} A_\ell(h') \leq C (\log n)n^{-1}.
\] (25)

Now (24) and (25) entail (23).
5.3 Proof of Theorem 3.

Let \( s = (s_1, \ldots, s_L) \in [\tau, s^*)^L \), \( \Lambda \in (0, +\infty)^L \), \( M > 0 \) and \( f \in \mathfrak{M}_{s, \Lambda, M} \). Define for \( \ell \in \{1, \ldots, L\} \)

\[
k_\ell = \left\lfloor \frac{1}{2s_\ell + \ell} \log \left( \frac{n}{\log n} \right) \right\rfloor.
\]

For \( n \) large enough, we have \( h_\ell = e^{-k_\ell} \in H_\ell \). Using (16) and (7), Theorem 2 implies that

\[
R_2(\hat{m}, m) \leq C \sum_{\ell=1}^{L} \left\{ \max_{h' \leq h_\ell} (h')^s + M(\ell, h_\ell) \right\} + \Upsilon_2 \left( \frac{\log n}{n} \right)^{1/2}
\]

\[
\leq C \sum_{\ell=1}^{L} \left\{ h_\ell^s + \left( \frac{\log n}{nh_\ell} \right)^{1/2} \right\} + \Upsilon_2 \left( \frac{\log n}{n} \right)^{1/2}
\]

\[
\leq C \tilde{\phi}_n(s) + \Upsilon_2 \left( \frac{\log n}{n} \right)^{1/2}
\]

where \( C \) may depend on \( s \), \( \Lambda \) and \( M \). Since \( C \) does not depend on \( m \in \mathfrak{M}(s, \Lambda, M) \), this ends the proof.

5.4 Proof of Lemma 1.

We have

\[
\left( E \left| \xi_\ell(t, h) \right|^{2r} \right)^{1/r} \leq c_\ell^2(2r) E \left| \xi_\ell(t, h) \right|^2
\]

\[
\leq c_\ell^2(2r) \ell! \int_{\Delta_r} (K_n^{(\ell)}(t, u))^2 \, du
\]

\[
\leq c_\ell^2(2r) \ell! 2\ell \|k\|_{[0,1]}^2 h^{-\ell}
\]

\[
\leq b_\ell, h^{-\ell}.
\]

Moreover we have

\[
E \left( \left| \xi_\ell(t, h) \right|^r \right| I_{|\xi_\ell(t, h)| > \varphi} \leq \left( E \left| \xi_\ell(t, h) \right|^{2r} \right)^{1/2} \left( P \left( \left| \xi_\ell(t, h) \right| > \varphi \right) \right)^{1/2}
\]

\[
\leq (b_\ell, h^{-\ell})^{r/2} \left( E \left| \xi_\ell(t, h) \right|^{2q} \right)^{1/2} \varphi^{2q}
\]

\[
\leq (b_\ell, h^{-\ell})^{r/2} (b_\ell, d)^{q/2} h^{-\ell(r+q)/2} \varphi^{-q}.
\]
5.5 Proof of Lemma 2

Since $h$ is fixed, we simplify the notation and use in the proof $\xi_{i,\ell}(t, h) = \xi_{i,\ell}(t)$ and $\xi_{\ell}(t, h) = \xi_{\ell}(t)$. Now, we have for $k \geq 1$:

$$U = \bar{\eta}_0(t) + \eta_1(t) + \eta_2(t) + \eta_3(t)$$

where

$$\bar{\eta}_0(t) = \eta_0(t) - E\eta_0(t)$$
$$\eta_0(t) = \frac{1}{n} \sum_{i=1}^{n} \chi_i I_{|\chi_i| \leq \varphi(n)} \xi_{i,\ell}(t) I_{|\xi_{i,\ell}| \leq \psi(n)}$$
$$\eta_1(t) = E\eta_0(t) - E(\chi \xi_{\ell}(t))$$
$$\eta_2(t) = \frac{1}{n} \sum_{i=1}^{n} \chi_i I_{|\chi_i| > \varphi(n)} \xi_{i,\ell}(t)$$
$$\eta_3(t) = \frac{1}{n} \sum_{i=1}^{n} \chi_i I_{|\chi_i| \leq \varphi(n)} \xi_{i,\ell}(t) I_{|\xi_{i,\ell}| > \psi(n)}.$$

where for any $\ell = 1, \ldots, L$:

$$\psi(n) = n^\alpha \quad \text{with} \quad \alpha = \alpha(\tau, \ell) = \frac{\tau + \ell}{2\tau + 4\ell}$$

and

$$\varphi(n) = n^\beta \quad \text{with} \quad \beta = 1/2 - \alpha > 0.$$

Note that both $\alpha$ and $\beta$ are positive numbers.

5.5.1 Control of $\eta_1$

We have using Cauchy-Schwarz, Markov inequality

$$|\eta_1(t)| = \left| -E(\chi \xi_{\ell}(t) I_{|\chi| > \varphi(n)}) - E(\chi \xi_{\ell}(t) I_{|\chi| \leq \varphi(n)} I_{|\xi_{\ell}| > \psi(n)}) \right|$$
$$\leq E\left(|\chi \xi_{\ell}(t)| I_{|\chi| > \varphi(n)}\right) + E\left(|\chi \xi_{\ell}(t)| I_{|\chi| \leq \varphi(n)} I_{|\xi_{\ell}| > \psi(n)}\right) \quad (26)$$

Note that we have

$$E\left(|\chi \xi_{\ell}(t)| I_{|\chi| > \varphi(n)}\right) \leq \left(E\left(|\chi|^2 I_{|\chi| > \varphi(n)}\right) E|\xi_{\ell}(t)|^2\right)^{1/2}$$
$$\leq b_{\ell,1} h^{-\ell} a_2 (P(|\chi| > \varphi(n)))^{1/4}$$
$$\leq b_{\ell,1} a_2 (E|\chi|)^{8/\beta} \quad (27)$$
$$\leq b_{\ell,1} a_2 (a_{4/\beta})^{2/\beta} h^{-\ell} (\varphi(n))^{-2/\beta}$$
$$\leq Cn^{-1}.$$
Moreover since $h \in H_\ell$, using Lemma 1 with $q = \frac{8\tau + 6\ell}{\tau}$, we have

$$\left( \mathbb{E} \left[ |\chi \xi(t)| I_{|\chi| \leq \varphi(n)} I_{|\xi(t)| > \psi(n)} \right] \right)^2 \leq a_1^2 \mathbb{E} |\xi(t)|^2 I_{|\xi(t)| > \psi(n)} \leq (b_{t,2})(b_{t,q})^{\eta/2}(\psi(n))^{-q} h^{-\ell(2+q)/2} \leq Cn^{-2}. \quad (28)$$

Now using (26), (27) and (28), we finally obtain

$$\mathbb{E} \left( \|\eta_1\|_{\Delta_\ell}^2 \right) \leq Cn^{-1}.$$

### 5.5.2 Control of $\eta_2$

Define

$$\mu_n(t) = \mathbb{E} \left( \chi I_{|\chi| > \varphi(n)} \xi(t) \right).$$

We have

$$\mathbb{E} \left( \|\eta_2\|_{\Delta_\ell}^2 \right) \leq 2(A + B)$$

where using Lemma 1 with $q = 4/\beta$

$$A = \frac{1}{n} \int_{\Delta_\ell} \mathbb{E} \left( \chi I_{|\chi| > \varphi(n)} \xi(t) - \mu_n(t) \right)^2 dt \leq \frac{1}{n} \int_{\Delta_\ell} \left( \mathbb{E} \left( \chi^4 I_{|\chi| > \varphi(n)} \right) \mathbb{E} \xi^2(t) \right)^{1/2} dt \leq n^{-1} a_1^2 \mathbb{P} (|\chi| > \varphi(n))^{1/4} b_{t,2} h^{-\ell} \leq a_1^2 b_{t,2} \mathbb{P} (|\chi| > \varphi(n))^{1/4} \leq a_1^2 b_{t,2} (a_{q/2})^{q/4} (\varphi(n))^{-q/4} \leq Cn^{-1}$$

and following (27)

$$B = \frac{1}{n} \int_{\Delta_\ell} \mu_n^2(t) dt \leq Cn^{-1}.$$

### 5.5.3 Control of $\eta_3$

Define

$$\nu_n(t) = \mathbb{E} \left( \chi I_{|\chi| \leq \varphi(n)} \xi(t) I_{|\xi(t)| > \psi(n)} \right).$$

We have

$$\mathbb{E} \left( \|\eta_3\|_{\Delta_\ell}^2 \right) \leq 2(A + B)$$
where
\[
A = \frac{1}{n} \int_{\Delta_t} E \left( \chi_{|\chi| \leq \varphi(n)} \xi(t) I_{|\xi(t)| > \psi(n)} - \nu_n(t) \right)^2 dt
\]
and
\[
B = \frac{1}{n} \int_{\Delta_t} \nu_n^2(t) dt
\]
Note that using similar arguments as above with \( q = (8\tau + 4\ell)/\tau \),
\[
A \leq \frac{1}{n} \int_{\Delta_t} \left( E \left( \chi^4 \right) E \left( \xi(t) I_{|\xi(t)| > \psi(n)} \right)^{1/2} dt
\leq a_2^2 b_{\ell,q} (b_{\ell,q}^{q/4} (\psi(n))^{-q/2}) h^{-q/4}
\leq C n^{-1}
\]
and following (28) \( B \leq C n^{-1} \).

### 5.5.4 Control of \( \bar{\eta}_0 \)

We have to bound
\[
E \{ \| \bar{\eta}_0 \|_2 - T \}_+ \leq \int_0^{+\infty} P \left( \| \bar{\eta}_0 \|_2 - T > \sqrt{u} \right) du
\leq 2 \int_0^{+\infty} u P \left( \| \bar{\eta}_0 \|_2 > u + T \right) du.
\]
Note that, using duality arguments, there exists a countable set \( S \) of functions \( s \in L^2(\Delta_t) \) such that \( \| s \|_2 \leq 1 \) and
\[
\| \bar{\eta}_0 \|_2 = \sup_{s \in S} \int_{\Delta_t} s(t) \bar{\eta}_0(t) dt = \frac{2\varphi(n)\psi(n)}{n} Z = \frac{2Z}{\sqrt{n}}
\]
where
\[
Z = \sup_{s \in S} \sum_{i=1}^n X_{i,s}
\]
and, for \( s \in S \), we have:
\[
X_{i,s} = \int_{\Delta_t} s(t) X_i(t) dt \quad \text{with} \quad X_i(t) = g_i(t) - E g_i(t)
\]
and
\[
g_i(t) = \frac{1}{2\sqrt{n}} \chi_{|\chi_i| \leq \varphi(n)} \xi_i(t) I_{|\xi_i(t)| \leq \psi(n)}.
\]
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Note that we have both $\mathbf{E}(X_{i,s}) = 0$ and $\|X_{i,s}\|_{\infty} \leq 1$. Now, let us control:

$$v = 2\mathbf{E}\left(\sup_{s \in S} \sum_{i=1}^{n} X_{i,s}\right) + n \sup_{s \in S} \mathbf{E}X_{1,s}^2.$$ 

Using Cauchy-schwarz’s inequality and Fubini’s theorem we obtain:

$$\mathbf{E}X_{1,s}^2 \leq \left(\int_{\Delta_t} s^2(t) dt\right) \left(\int_{\Delta_t} \mathbf{E}X_{i}^2(t) dt\right) \leq \int_{\Delta_t} \mathbf{E}g_{i}^2(t) dt$$

We have

$$\int_{\Delta_t} \mathbf{E}g_{i}^2(t) dt \leq \frac{a^2 b_{\ell^2}}{4nh^{\ell/2}}$$

and

$$\mathbf{E}\left(\sup_{s \in S} \sum_{i=1}^{n} X_{i,s}\right) = \mathbf{E}\left\|\sum_{i=1}^{n} X_i(\cdot)\right\|_{\Delta_t}$$

$$\leq \left(\mathbf{E}\left\|\sum_{i=1}^{n} X_i(\cdot)\right\|^2_{\Delta_t}\right)^{1/2}$$

$$\leq \frac{1}{4} \left(\int_{\Delta_t} \mathbf{E}X_{i}^2(t) dt\right)^{1/2}$$

$$\leq \frac{a^2 \sqrt{b_{\ell^2}}}{4h^{\ell/2}}$$

Combining the previous results we have:

$$v \leq \theta_n + \sqrt{\theta_n} \quad \text{with} \quad \theta_n = \frac{a^2 b_{\ell^2}}{4h^{\ell/2}}.$$ 

Define

$$T = (1 + \delta) \frac{a^2 \sqrt{b_{\ell^2}}}{2 \sqrt{nh^{\ell}}} = (1 + \delta) \sqrt{\frac{\theta_n}{n}}.$$  

We have:

$$\mathbf{P}\left(\|\bar{\eta}_0\|_2 > u + T\right) \leq \mathbf{P}\left(Z - \mathbf{E}Z > \frac{\sqrt{nu}}{2} + \frac{\delta}{2} \sqrt{\theta_n}\right).$$
Define:
\[ a = \frac{\delta \sqrt{n \theta_n}}{2}, \quad b = \delta^2 \theta_n / 4, \quad c = \sqrt{n}, \quad d = 2 \theta_n + 2 \sqrt{\theta_n (1 + \delta / 6)}. \]

Using Bousquet’s inequality we have:
\[ P \left( Z - E_Z > \frac{\sqrt{n}u}{2} + \frac{\delta}{2} \sqrt{\theta_n} \right) \leq C_n(u) D_n(u) \]

where
\[ C_n(u) = \exp \left( - \frac{nu^2}{4(cu + d)} \right) \]

and
\[ D_n(u) = \exp \left( - \frac{au + b}{cu + d} \right). \] (29)

Since \( ad - bc > 0 \), we have, \( D_n(u) \leq D_n(0) \), that is:
\[ D_n(u) \leq \exp \left( - \frac{b}{d} \right) \leq \exp \left( - \frac{\delta^2 \theta_n}{4(2 \theta_n + 2 \sqrt{\theta_n (1 + \delta / 6))}} \right) . \]

Since for \( n \) large enough \( (1 + \delta / 6) \leq \sqrt{\theta_n} \) we have \( D_n(u) \leq C \ell \). Moreover we have doing the change of variables \( v = \sqrt{n \ell} u \)
\[ E \left\{ \| \bar{\eta}_0 \|_2 - T \right\}_+^2 \leq 2 \int_0^{+\infty} u P \left( \| \bar{\eta}_0 \|_2 > u + T \right) du \]
\[ \leq C \ell \int_0^{+\infty} u C_n(u) du \]
\[ \leq \frac{C}{n} \int_0^{+\infty} v \exp \left( - \frac{C v^2}{1 + v} \right) dv. \]

This implies that:
\[ E \left\{ \| \bar{\eta}_0 \|_2 - T \right\}_+^2 \leq C n^{-1} . \]

Combining results of Sections 5.5.1, 5.5.2, 5.5.3 and 5.5.4, we obtain (11)
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