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ABSTRACT

This monograph aims to survey a range of econometric techniques that are currently being used by experimental economists. It is likely to be of interest both to experimental economists who are keen to expand their skill sets, and also the wider econometrics community who may be interested to learn the sort of econometric techniques that are currently being used by Experimentalists. Techniques covered range from the simple to the fairly advanced. The monograph starts with an overview of treatment testing. A range of treatment tests will be illustrated using the example of a dictator-game giving experiment in which there is a communication treatment. Standard parametric and non-parametric treatment tests, tests comparing entire distributions, and bootstrap tests will all be covered. It will then be demonstrated that treatment tests can be performed in a regression framework, and the important concept of clustering will be explained. The multilevel modelling framework will also be covered, as a means of dealing with more than one level of clustering. Power analysis will be covered from both theoretical and practical perspectives, as a means of determining the sample size required to attain a given power, and also as a means of computing ex-post power for a reported test. We then progress to a discussion of different data types arising in Experimental Economics (binary, ordinal, interval, etc.), and how to deal with them. We then consider the estimation of fully structural models, with particular attention paid to
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the estimation of social preference parameters from dictator game data, and risky choice models with between-subject heterogeneity in risk aversion. The method maximum simulated likelihood (MSL) is promoted as the most suitable method for estimating models with continuous heterogeneity. We then consider finite mixture models as a way of capturing discrete heterogeneity; that is, when the population of subjects divides into a small number of distinct types. The application used as an example will be the level-\(k\) model, in which subject types are defined by their levels of reasoning. We then consider other models of behaviour in games, including the Quantal Response Equilibrium (QRE) model. The final area covered is models of learning in games.
Experimetrics\textsuperscript{1} comprises the body of econometric techniques that are customised to experimental applications. This monograph is aimed principally at two types of reader. The first is the experimental economist who is interested in expanding their skill set in econometric techniques. In particular, experimental researchers who rely heavily on straightforward treatment testing techniques will hopefully be persuaded that more sophisticated econometric techniques are more suitable in many settings. The second type of target reader is the researcher from the wider econometrics community who may be interested to discover the sort of econometric techniques that are currently being used by Experimentalists. Of particular interest to this type of reader may be the techniques that have not traditionally been part of the standard Econometrics toolkit, for example, power analysis and optimal experimental design. The best possible end result from this monograph would be the cross-fertilisation of ideas from Applied of Theoretical Econometrics resulting in new and improved techniques in Experimetrics.

\textsuperscript{1}The word “Experimetrics” was (to the best of my knowledge) coined by Camerer (2003, p. 42). The first article containing the word in the title was Bardsley and Moffatt (2007), and a textbook bearing the title Experimetrics was produced by Moffatt (2015).
Introduction

The most widely used approach in the experimental economics literature is the treatment testing approach. The treatment test often simply amounts to a comparison of some behavioural outcome between two samples: a control sample and a treatment sample, drawn randomly from the population of experimental subjects. Justification of this approach is usually provided in terms of subjects being assigned randomly to treatments, and all influences on behaviour other than the treatment of interest being held fixed by virtue of the experimental environment. These arguments are often used to explain away many of the types of problem that econometricians have traditionally been interested in, such as sample selection bias, measurement error, and endogeneity.

However, there are a number of compelling reasons why the level of econometrics required in the analysis of experimental data goes beyond simple treatment testing. Firstly, in planning a treatment test, issues of experimental design are important. The most basic feature of the design is the sample size, and the use of power analysis is becoming routine in the process of setting this design feature. Power analysis has underpinnings in statistical theory, and conducting a thorough power analysis is facilitated by an understanding of this underlying theory. It must be said that this interest in the use of power analysis is relatively new in econometrics and has taken hold mainly as a consequence of the rise of Experimental Economics.

Second, there are many different ways of conducting the treatment test itself. A choice must be made over parametric and non-parametric tests, between-subject and within-subject tests, and so on. Which approach is best suited in a particular situation is often far from obvious. Once again power analysis is important. Testing approaches vary widely in terms of power. However, a theme of this monograph is that there are other considerations relating to human behaviour which sometimes distort theoretical prescriptions, and the test with the highest power is not always the most suitable.

Third, the structure of experimental data is frequently such that straightforward application of treatment tests is invalid. Data is often clustered, sometimes at more than one level. It is very common for each subject to engage in a sequence of experimental tasks, and hence there is clustering (or dependence) at the subject-level. In some types
of experiment, subjects interact in groups, and it is natural to expect clustering at the group level. Finally, an experiment may be divided into sessions taking place in different places or at different times, and we may expect clustering at the session level. It is well-known (Moulton, 1986) that any combination of these different levels of clustering invalidates any test that assumes independence between observations. One way of dealing with these problems is to conduct the treatment tests as tests of significance in regressions with clustered standard errors, but a superior approach is to use a multilevel model that fully incorporates all levels of clustering.

Fourth, most treatment tests are performed on the assumption that if agents respond to a treatment, they all respond to it in the same way. That is, there is an implicit assumption of homogeneity. It may be that a proportion of subjects respond to the treatment in the expected way, but the remainder are not affected by the treatment. In this case, a test that assumes homogeneity will underestimate the treatment effect for those who respond to it. A more extreme possibility is that half of the population respond positively to the treatment while the other half respond negatively, and in this case the homogeneous treatment test may completely fail to detect any effect.

The importance of subject heterogeneity extends far beyond treatment effects. In many experiments, the focus is on “home-grown” characteristics of experimental subjects, such as risk aversion, ambiguity aversion, discount rate, inequity aversion, aversion to lying, and depth of reasoning. All of these characteristics are likely to exhibit wide variation over the population of subjects. Any model of any aspect of behaviour in which such characteristics are relevant must allow for this variation. Often, the most natural way to allow for such variation is to construct a fully structural model in which the distributional parameters of the varying characteristics are estimated along with the treatment effects of interest.

A good example of this is the modelling of social preference data. In some settings, individuals face repeated tasks in each of which they decide how to divide an endowment between their self and another player, with the endowment and price of transferring varying between tasks. This sort of data set provides an opportunity to estimate social
preference parameters such as aversion to inequity and preference for efficiency – parameters which are almost certain to exhibit between-subject heterogeneity.

Another example is the modelling of risky choice data. Here, data on repeated choices between lottery pairs may be used to estimate preference parameters such as risk aversion and probability weighting. Again, these are parameters for which between-subject heterogeneity is expected. This sort of heterogeneity is allowed for in estimation using the method of maximum simulated likelihood.

Some sorts of heterogeneity may be referred to as discrete heterogeneity, meaning that, instead being characterised by continuously varying preference parameters, it takes the form of the population subjects dividing into discrete “subject-types”, with discretely different models of behaviour. One example is behaviour in public goods games, in which the population might be assumed to divide between free-riders (who follow the Nash prediction by contributing zero), reciprocators (who are willing to contribute only if they see others contributing), selfish contributors (who contribute in anticipation of reciprocity by others), and altruists (who contribute regardless). Note that these four types are each defined by a different sub-model, and the econometric objective is to use the experimental data to estimate the parameters of these four models, along with a set of mixing proportions, which reveal the proportions of the population who are of each type. The econometric framework used for this purpose is the finite mixture model. A variety of methods are available for the estimation of finite mixture models, including machine learning techniques.

Another application of the finite mixture model which is used for illustrative purposes in this monograph is to depth of reasoning models. Here, the objective is to use data from behaviour in one-shot interactive games in order to estimate the proportion of the population who act at each level of reasoning.

Also of interest is behaviour in repeated games, where the initial questions to be addressed are how closely subject choices adhere to the Nash-equilibrium prediction, and whether sequences of choices appear random. More sophisticated analysis of repeated-game data reveals whether and how decision-makers learn to optimise their behaviour.
in repeated games. Are they attracted to strategies that have proved beneficial in previous tasks (reinforcement learning), or do they go further and form beliefs about the other players’ actions and then make optimal decisions based on these beliefs (belief learning)?

The purpose of this monograph is to survey these techniques. However, it aims to be more than just a survey of the literature because it also aims to explain the techniques and evaluate them with illustrations, sometimes using data sets from previously published studies.

Section 2 provides an overview of treatment testing. A range of treatment tests are illustrated using the example of a dictator-game giving experiment in which there is a communication treatment. Standard parametric and non-parametric treatment tests, and also tests comparing entire distributions, are surveyed briefly. Then bootstrap tests are proposed as a way of avoiding the disadvantages of both parametric and non-parametric tests. Then it is explained how a treatment tests can be performed in a regression framework, as the test of significance of the effect of a dummy variable representing the treatment, one considerable advantage of this approach being that it becomes possible to correct the test for clustering of the data that inevitably arises at the subject-level and/or the session level. The final part of the section covers multi-level modelling, in which subject-specific and session-specific random effects are both incorporated in estimation.

Section 3 covers power analysis, an area of growing importance in experimental economics. The question of central interest is usually: what sample is required in a treatment test to attain a benchmark level of power (e.g., 0.8)? Tailor-made routines are outlined, but it is made clear that these methods are only applicable to a fairly limited range of treatment testing problems. The Monte Carlo method is proposed as a useful method for performing power calculations in situations in which ready-made routines are not available. The method is be applied to investigate questions including: how much more powerful is a within-subject test with n subjects than a between-subject test with 2n subjects? Then the method is applied to consider the problem of how to choose both n and T simultaneously in order to attain a required power in a panel data context.
Section 4 covers the different types of data arising in Experimental Economics, and the reasons why they arise in the form they do. Decision-making under risk is the chosen context in which these are considered. This choice of context is convenient because different data types arise depending on the elicitation method used: binary data arises when the subject chooses between lotteries; ordinal data arises when the subject makes a choice and also reports strength of preference; interval data arises when the subject is faced with a sequence of choice problems and decides on their switch-point, that is, where in the sequence they switch from the safe to the risky choice or vice versa; exact data arises when the subject has been asked to report a certainty equivalent of a single lottery.

The remainder of the monograph is concerned mainly with the estimation of fully structural models. Section 5 considers methods for the structural estimation of social preference parameters. Section 6 considers ways of dealing with continuous heterogeneity. The method of maximum simulated likelihood (MSL) is be used for all examples, and this method is explained in reasonable detail. Models with one dimension of heterogeneity, such as the Fechner and RP models of risky choice, in which only risk aversion varies between subjects, are be considered first. We then move on to settings in which there is more than one dimension of heterogeneity, for example: models in which subjects vary in both risk aversion and probability weighting; models in which subjects vary in risk aversion and time preference; models in which subjects vary in risk aversion and inequity aversion.

Section 7 considers finite mixture models as a way of capturing discrete heterogeneity; that is, when the population of subjects divides into a small number of distinct types. The application used as an example will be the level-k model, in which subjects are defined by their levels of reasoning, with the level of reasoning typically ranging from 0 up to 3 or 4. Section 8 considers other models of behaviour in games, including the Quantal Response Equilibrium (QRE) Model. Section 9 considers models of Learning. Section 10 concludes.
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