AIDA-UPM at SemEval-2022 Task 5: Exploring Multimodal Late Information Fusion for Multimedia Automatic Misogyny Identification

Álvaro Huertas-García
Universidad Politecnica de Madrid
Madrid, Spain
alvaro.huertas.garcia@alumnos.upm.es

Helena Liz López
Universidad Politecnica de Madrid
Madrid, Spain
helena.liz@alumnos.upm.es

Guillermo Villar-Rodríguez
Universidad Politecnica de Madrid
Madrid, Spain
guillermo.villar@upm.es

Alejandro Martín
Universidad Politecnica de Madrid
Madrid, Spain
alejandro.martin@upm.es

Javier Huertas-Tato
Universidad Politecnica de Madrid
Madrid, Spain
javier.huertas.tato@upm.es

David Camacho
Universidad Politecnica de Madrid
Madrid, Spain
david.camacho@upm.es

Abstract
This paper describes the multimodal late fusion model proposed in the SemEval-2022 Multimedia Automatic Misogyny Identification (MAMI) task. The main contribution of this paper is the exploration of different late fusion methods to boost the performance of the combination based on the Transformer-based model and Convolutional Neural Networks (CNNs) for text and image, respectively. Additionally, our findings contribute to a better understanding of the effects of different image preprocessing methods for meme classification. We achieve 0.636 F1-macro average score for the binary sub-task A, and 0.632 F1-macro average score for the multi-label sub-task B. The present findings might help solve the inequality and discrimination women suffer on social media platforms.

1 Introduction
The proposed task, SemEval-2022 Task 5 Multimedia Automatic Misogyny Identification (MAMI) (Fersini et al., 2022) consists in the identification of misogynous memes in English language, taking advantage of both text and images available as a source of information.

Overall, our proposed method consists of a multimodal approach combining different features (e.g., logits, probabilities, embeddings) of a text Transformer-based model and an image CNN model in a late fusion approach. This late fusion step implies that both models are trained and fine-tuned separately to the task. Then, the features from each model are concatenated and jointly used as input for a final classifier that combines their knowledge to obtain a final prediction (see Figure 1). Different preprocessing steps, text and image models, concatenated feature combinations, and classifiers are explored to obtain the final multimodal architecture.

Our presented method has been developed for sub-task A and B from the MAMI competition independently. sub-task A consists of misogynous meme binary classification, where a meme should be categorized either as misogynous or not misogynous. On the other hand, sub-task B requires a more detailed multi-label classification where misogynous content should be recognized among potential overlapping categories such as stereotype, shaming, objectification, and violence.

It is noteworthy that our multimodal late fusion method outperforms single models in both sub-tasks, being more remarkable in complex sub-task B. Similarly, considering that both sub-tasks share the same data, the results of model evaluation on both tasks show how the model trained on complex sub-task B can achieve the same results as a model trained only on binary sub-task A. Therefore, future studies should investigate the complexity and pruning of the required models.

This paper provides new insights into information fusion for tackling multimodal tasks, presenting an in-depth exploration of different late fusion approaches and image processing steps. The presented work might help identify malicious be-
haviours towards women on social media.

2 Background

Misogyny comprises every hateful and prejudicial action against women, ranging from discrimination, objectification, violence and disdain affecting women to all the types of manifested male superiority like patriarchy, androcentrism and privilege (Pamungkas et al., 2020). Misogynist posts represent one type of hate speech on Online Social Networks, but it is complex to distinguish them from other sorts of offensive discourses in an automated way (Shushkevich and Cardiff, 2019).

Whereas research shows a survey of methods for misogyny recognition in text including traditional methods and their ensembles and neural networks (Shushkevich and Cardiff, 2019), studies reviewing misogyny in images are more scarce, and more work can be found under the generalization of sexist content (Campisi et al., 2018; Fersini et al., 2019) than under the particular topic of misogyny.

These sexist images can be in the form of memes, multimedia content with a humorist goal composed of photos and/or illustrations with some text on it (Sabat et al., 2019). Furthermore, this initially shows that sexist and also misogynist content on social networks do not need just the isolated use of image and text processing but the combination of both. In fact, having images or texts on their own may not lead to hateful speech and only their mix is offensive (Sabat et al., 2019), underlining the major necessity of architectures that encode the global meaning of memes.

On the one hand, the latest advances in NLP for text classification include the use of Transformers, which has demonstrated to be successful in the detection of misogyny (Samghabadi et al., 2020; Aldana-Bobadilla et al., 2021). These distributional models encode the meaning of texts in vectors that also capture the context (Devlin et al., 2018). However, they may not be so optimal for the detection of subclasses, for instance between the absence and the implicit or sarcastic presence of aggressiveness (Samghabadi et al., 2020), or when the female subject that is attacked is not present in the text (Aldana-Bobadilla et al., 2021).

On the other hand, when images are also taken into account, the use of Convolutional Neural Networks (CNNs) for images is still present (Gomez et al., 2020) through image-based state-of-the-art models such as VGG16, ResNet, DenseNet and Inception. Specifically, VGG16 works by itself for the prediction of offensive memes and succeeds when combined with different models for the text inside them (LSTMs, BiLSTMs and CNNs), which were later compared (Aman et al., 2021), but when the comparison is among vision models, depending on the dataset and the multimodal approach followed, ResNet50 can surpass VGG16 and ResNet152 for VGCN-BERT combined pipelines for hateful images detection (Vlad et al., 2020), but Inception outperforms the F1-scores from ResNet50 for multimodal approaches with BiLSTMs for ‘troll’ (sarcastic or offensive) meme detection (Hossain et al., 2021), and just using DenseNet alone for meme emotion recognition can be even better than ResNet alone and than either DenseNet or ResNet in image joining forces with BERT for the textual features (Guo et al., 2020). Alternative implementations for vision are Transformers such as VisualBERT, which represents an architecture with image and text mod-
els (Lippe et al., 2020) or CLIP, which predicts the text that better describes the images (Zia et al., 2021).

Recent research has shown that joining the probabilities from the CNN classification and the output statistical variables obtained after training a successive classifier (Huertas-Tato et al., 2022) improves the task. These results invite to use this advance in information fusion for practical applications such as hateful images and, specifically, misogynist memes. In line with this theoretical framework, our work will concatenate the different outputs (e.g., logits, probabilities, last hidden embeddings) from CNN-based image classification and from Transformers-based text classification towards a better performance in MAMI.

3 System overview

As previously mentioned, our proposed approach is depicted in Figure 1. This section details the preprocessing steps, the text and image models employed, and the methodology followed to train the final multimodal late fusion classifier that combines different features.

3.1 Image Preprocessing

To rule out the possibility of text misleading the image CNN model and to enhance its focus on the image, three different preprocessing steps are separately explored. Consequently, three different image models are trained: (1) no preprocessing, (2) blacking out, and (3) inpainting the text from the image. These preprocessing methods make use of EasyOCR\(^1\) and OpenCV (Bradski, 2000). Figure 2 illustrate some examples of the results of these preprocessing steps. Additionally, an application for applying the inpainting preprocessing to images has been publicly published with the aim of contributing to the scientific community\(^2\).

3.2 Text Preprocessing

Ftfy package (Speer, 2019) was used as a preprocessing step for fixing text and ensuring it is uniformly UTF-8 encoded. URLs, emojis, or other native features present in the text are not modified as we consider these characteristics crucial for this task.

\(^1\)https://github.com/raidenAI/EasyOCR
\(^2\)https://huggingface.co/spaces/Huertas97/Inpaint_Me

3.3 Explored Models

According to the models employed, it is worth mentioning that different Transformer-based models publicly available at Hugging Face (Wolf et al., 2020) are evaluated as the textual model:

- **bertweet-base** (Nguyen et al., 2020): large-scale language model pre-trained for English Tweets based on RoBERTa (Liu et al., 2019) pre-training procedure and BERT architecture (Devlin et al., 2019).
- **all-distilroberta-v1**\(^3\): pre-trained distilroberta-base (Sanh et al., 2019) model fine-tuned on a 1B sentence pairs dataset using a contrastive learning objective.
- **all-miniLM-L6-v2**\(^4\): pre-trained Microsoft MiniLM (Wang et al., 2020) model fine-tuned on a 1B sentence pairs dataset using a contrastive learning objective.
- **twitter-roberta-base-offensive** (Barbieri et al., 2020): roberta-base model trained on 58M tweets and finetuned for offensive language identification with the TweetEval benchmark.
- **twitter-xlm-roberta-base** (Barbieri et al., 2021): xlm-roberta-base model trained on 198M multilingual tweets.

For image processing we have used CNNs, which extract features with convolutional layers and deduce knowledge with dense layer. We use

\(^3\)https://huggingface.co/sentence-transformers/all-distilroberta-v1
\(^4\)https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
| Optimization | Hyperparameters | Values |
|--------------|-----------------|--------|
| Text Model   | learning rate   | min = 1e-6, max = 1e-3 |
|              | epochs          | min = 1, max = 10 |
|              | weight decay    | min = 0, max = 1 |
|              | gradient accumulation steps | min = 1, max = 4 |
|              | scheduler       | constant_schedule with warmup |
|              | optimizer       | AdamW |
|              | sliding window  | True, False |
|              | pos_weights*    | [2, 1, 1, 2], [2, 0.5, 0.5, 2], [1, 1, 1, 1] |
| Image Data   | shear range     | 0.1 |
| augmentation | zoom range      | 0.1 |
|              | rotation range  | 45 |
|              | width shift range | 0.1 |
|              | height shift range | 0.1 |
|              | horizontal flip | True |
|              | brightness range | 0.7-1.1 |
|              | channel shift range | 0.05 |
| Image Model  | optimizer       | Adam |
|              | learning rate   | 0.001 |
|              | preprocess_input | True |
|              | pos_weights*    | [1, 1, 1, 1], [1, 0.96, 1.78, 2.27, 5.25] |
|              | percentage of frozen layers | 0.1, 0.3* |
| Auto-sklearn | time_left_for_this_task | 60, 120, 500, 3600, 7200 |
|              | memory_limit    | 6072 |
|              | exclude         | None |
|              | resampling_strategy | Cross Validation 5 folds |
|              | ensemble_size   | 10 |

Table 1: Hyperparameters optimized during the development of the proposed approaches. *Only for multi-label subtask B.

different architectures pretrained from state of the art:

- **VGG16** (Simonyan and Zisserman, 2014): it is composed by a feed-forward set of units and is the most straightforward without additional forward connections or auxiliary outputs. However this architecture has to adjust lots of parameters.

- **ResNet50** (He et al., 2016): The main advantage of this architecture is the shortcut connections, these links skip one or more layers, aggregating their output to the outputs of the stacked layers.

- **DenseNet201** (Huang et al., 2017): Instead of adding more layers to the architecture, it increases the number of connections between units, connecting every units with later ones.

- **Inception_v3** (Szegedy et al., 2016): it factorises the convolution into smaller ones (that can be asymmetric) to reduce the cost. Moreover, this architecture has an auxiliary classifier between layers, that acts as regularizer.

- **EfficientNetB0** (Tan and Le, 2019): This architecture uses a compound coefficient to scale all dimensions of depth, width and resolution.
Finally, the Auto-sklearn package (Feurer et al., 2015, 2020) is used to automatically explore a wide range of models and preprocessing approaches available in scikit-learn and identify the best ensemble configuration for the multimodal late fusion step. We opted for this method because it implements Bayesian Optimization for searching the optimal pipeline configuration and Ensemble Selection to choose the suitable model.

3.4 Multimodal late fusion approaches

From the text and image models, three features are used for the late fusion step: the output of the activation function from the last classification layer (i.e., probabilities) and its input (i.e., logits), and the vectorize output representation of the last hidden layer (i.e., embeddings). In order to develop the final multimodal classification predictions, different late fusion approaches for combining these features are considered.

Naive baseline approaches consist of averaging or taking the maximum logit or probability values from both models for each class or label depending on the sub-task. An advanced baseline approach consists of finding the weights for each model that will give the lowest mean square error (MSE) score between multimodal predictions and real values using logits or probabilities. For this purpose, Sequential Least Squares Programming (SQLSP) from Scipy package (Virtanen et al., 2020) is the optimization method used. Finally, logits, probabilities or embeddings from both models are used as input in Bayesian Optimization for searching the optimal pipeline configuration and Ensemble Selection using Auto-sklearn.

4 Experimental Setup

As previously mentioned, both sub-tasks share the same data and the official metric for system evaluation, F1-macro averaged. The dataset consists of 10,000 memes and its corresponding text transcriptions. To develop the proposed approach, balanced data for sub-task A is split into 64% train, 16% validation and 20% test in a stratified way using scikit-learn package (Pedregosa et al., 2011) with 42 as random state. Regarding multi-label sub-task B where the data is unbalanced, the data is split into 64% train, 16% validation and 20% test using the “iterative_train_test_split” method from scikit-multilearn package (Szymański and Kajdanowicz, 2018) to equally represent the different combination of overlapping labels in the splits.

To obtain the best results and avoid overfitting, we optimized several hyperparameters. Table 1 summarizes the hyperparameters tuned for both sub-tasks using their respective development sets. The experiment tracking and the selected hyperparameter values are published in Weight and Biases\(^6\). The resulting model are openly available in HuggingFace\(^7\).

5 Results

5.1 Sub-task A - Binary misogyny classification

5.1.1 Image

Firstly, we analysed which of the three preprocessing techniques performed best for this task, where we observed that the images without preprocessing showed the best results. Therefore, all models were trained on this dataset. Table 2 shows performance from the five models, where the best model is EfficientNetB0 which achieves the highest F1 score.

| Image Model  | F1 macro Avg |
|--------------|--------------|
| VGG16        | 0.5224       |
| ResNet       | 0.6143       |
| DenseNet     | 0.6608       |
| EfficientNet | **0.6825**   |
| Inception    | 0.6792       |

Table 2: Evaluation results of image models in the validation split of subtask A.

5.1.2 Text

The Trasnforme-based models results for validation split are shown in Table 3. As can be derived from these results, bertweet-base model has the best score and it is the one selected for the next multimodal late fusion step.

5.1.3 Multimodal Late Fusion

As explained in 3.4 different late fusion methods are explored. The best score is obtained using Auto-sklearn and probabilities from both text and image models as input data (see Table 4). The best Auto-sklearn ensemble configuration is composed of...

---

\(^5\) Tracking experiments W&B sub-task A  
\(^6\) Tracking experiments W&B sub-task B  
\(^7\) Multi-label sub-task B model in Hugging Face hub
Table 3: Evaluation results of Transformer-based models in the validation split of subtask A.

| Text Model                  | F1 macro Avg |
|-----------------------------|--------------|
| bertweet-base               | 0.8320       |
| all-miniLM-L6-v2           | 0.8254       |
| all-distilroberta-v1        | 0.8239       |
| twitter-roberta-base-offensive | 0.8082     |
| twitter-xlm-roberta-base    | 0.7950       |

Late Fusion Method | F1 macro Avg
---|---
Avg Logit         | 0.7874
Avg Probs         | 0.8410
Max Logit         | 0.8425
Max Probs         | 0.8410
Weighted Avg Logit | 0.8307
Weighted Avg Probs | 0.8430
Auto-sklearn Logit | 0.8400
Auto-sklearn Probs | **0.8430**
Auto-sklearn Embss | 0.7890

Table 4: Evaluation results of multimodal late fusion methods in the validation split of subtask A.

Table 5: Evaluation results of image models in the validation split of subtask B.

| Image Model | F1 macro Avg |
|-------------|--------------|
| VGG16       | 0.2626       |
| ResNet      | 0.27734      |
| DenseNet    | 0.2857       |
| EfficientNet| **0.3477**   |

Table 6: Evaluation results of Transformer-based models in the validation split of subtask B.

| Text Model                  | F1 macro Avg |
|-----------------------------|--------------|
| bertweet-base               | **0.5785**   |
| all-miniLM-L6-v2           | 0.2057       |
| all-distilroberta-v1        | 0.5570       |
| twitter-roberta-base-offensive | 0.4666     |
| twitter-xlm-roberta-base    | 0.4218       |

5.2 Sub-task B - Multi-label misogyny classification

5.2.1 Image

In multilabel task the preprocessing is interesting. The third technique, inpainting the text from the images has better performance than the no preprocessing, however, the difference between them is low (as f1 score is 0.02) so it was decided to continue with the non-preprocessed images in order to maintain the methodology of the sub-task A. In this sub-task the best model is EfficientNetB0, as in the first one, which reached the highest performance.

5.2.2 Text

As in sub-task A, bertweet-base model has the best score and it is the one selected for the next multimodal late fusion step (see Table 6).

| Text Model                  | F1 macro Avg |
|-----------------------------|--------------|
| bertweet-base               | **0.5785**   |
| all-miniLM-L6-v2           | 0.2057       |
| all-distilroberta-v1        | 0.5570       |
| twitter-roberta-base-offensive | 0.4666     |
| twitter-xlm-roberta-base    | 0.4218       |

5.2.3 Multimodal Late Fusion

As in sub-task A, Auto-sklearn and probabilities from both text and image models as input data (see Table 7) shows the best results. The Auto-sklearn ensemble configuration is composed of Random Forest MLP, and Naive Bayes classifiers.

It is interesting to note that in a more in-depth analysis of the classification results performed by the different fusion methods, the simplest (e.g., average, max) only learned to correctly separate the majority label (misogynous or non-misogynous). However, the models using Auto-sklearn did manage to also classify the less frequent labels.

Finally, we report our test competition results along with the baseline results from the organizers of the competition. For sub-task A, the baselines are grounded a fine-tuned sentence embedding using the USE pre-trained model; fine-tuned image classification model grounded on VGG-16; and a concatenation of deep image and text representations using a single layer neural network. For sub-task B, the baselines are grounded on a multi-label model, based on the concatenation of deep image and text representations; a hierarchical multi-label model, based on text representations, for predicting if a meme is misogynous or not and, if misogynous, the corresponding type.

---

8https://github.com/AIDA-UPM/AIDA-UPM-SemEval-2022-Task-5-MAMI-
Late Fusion Method | F1 macro Avg
---|---
| Avg Logit | 0.4475
| Avg Probs | 0.2014
| Max Logit | 0.4289
| Max Probs | 0.3308
| Weighted Avg Logit | 0.4977
| Weighted Avg Probs | 0.1627
| Auto-sklearn Logit | 0.5411
| Auto-sklearn Probs | 0.5522
| Auto-sklearn Embs | 0.3897

Table 7: Evaluation results of multimodal late fusion methods in the validation split of subtask B.

Table 8: Competition results

| Subtask | Method | F1 macro Avg |
|---|---|---|
| A | Our Late Fusion method | 0.636 |
| | Baseline_Text | 0.640 |
| | Baseline_Image | 0.639 |
| | Baseline_Image_Text | 0.543 |
| B | Our Late Fusion method | 0.632 |
| | Baseline_Hierarchical_M. | 0.621 |
| | Baseline_Flat_Multilabel | 0.421 |
| | Baseline_Image_Text | 0.000 |
| | Baseline_Text | 0.000 |
| | Baseline_Image | 0.000 |

Conclusion

As a conclusion of the results obtained in the exploration and evaluation of models for the development of the multimodal late information fusion architecture, it is evident that the contribution between image and text is different, being the text much more informative in both sub-tasks.

In the case of the image model, it is interesting to note that the different proposed pre-processing techniques do not seem to have a beneficial effect on model training. Although further future analysis is needed, one possible justification could be that the information supplied by the text present in the images provides valuable information rather than noise in the CNN models.

Finally, it is also important to point out that in sub-task A, the multimodal strategy is not as relevant as expected as the baseline strategy that combines image and text information and our approach has the lowest scores in Table 8. A possible explanation for the results obtained could be the difference distribution between train and test sets of the competition, which would have facilitated overfitting in the development of the models in sub-task A. On the contrary, our method proves to be beneficial in sub-task B. Therefore, this could reinforce the idea of overfitting in sub-task A since sub-task B is more complex and better results are obtained. Following the same line, obtaining text models in sub-task B that maintain sub-task A performance supports future research exploring pruning techniques to avoid this situation. Additionally, this study provides a springboard for exploring the late fusion methods applied in this work in different modal problems and other domain scenarios, and comparing them to an end-to-end deep classifier.

In general, our results from the presented multimodal late fusion approach are encouraging to counteract malicious misogynistic behavior against women on social media.
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