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Doped one-dimensional (1D) conjugated polymers, such as polyacetylene, have a conductivity of some metals, like copper. We show that when this polymer is asymmetrically doped, unexpected properties are revealed, when compared to the behavior of the symmetrically standard doped systems (SDS). Depending on the level of imbalance between the chemical potentials of the two involved fermionic species, the polymer can be converted into a 1D partially or fully spin polarized organic conductor.
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I. INTRODUCTION

The interest in polyacetylene was revived recently by many reasons. From the theoretical point of view, it can be considered a 1D version of graphene, at least with respect to the fractionalization of the electric charge \cite{1,2,3}. From the experimental and technological sides, the advent of the semiconductor nanotechnology \cite{4} with new possibilities of developing semiconductor devices made from polyacetylene \cite{4} strongly motivated the study of transport properties of conducting 1D polymers \cite{4}. Polyacetylene is a 1D chain of CH groups with alternating single and double bonds. The system is half filled, i.e., has one electron per site and, in the tight binding approximation, it would be a metal. However, due to the interaction of the electrons with the lattice or, the spontaneous Peierls dimerization, the polyacetylene is an insulator. After doping, the conductivity of trans-polyacetylene is greatly increased, reaching metal-like properties \cite{5}.

The model which describes the electron-phonon interactions is the celebrated Su-Schrieffer-Heeger (SSH) Hamiltonian \cite{6}, whose continuum version is known as the Takayama–Lin-Liu–Maki (TLM) model \cite{7}. The TLM model is a relativistic field theory with two-flavor Dirac fermions. We shall use the Gross-Neveu (GN) model \cite{8} in 1+1 dimensions since its Lagrangian \cite{8} is equivalent to that of the TLM model \cite{9}, and will provide us with analytic solutions. In the field theory context, the discrete chiral symmetry is spontaneously broken in the GN model (at zero temperature and chemical potential), and there is the dynamical generation of a mass (gap) for the electrons. The (global) external chemical potential $\mu$ is introduced in the theory to represent the extra electrons that are supplied in the system by the doping process. At a critical chemical potential $\mu_c = \frac{\Delta_0}{2}$, where $\Delta_0 \approx 0.7 \text{eV}$ for trans-(CH)$_x$, the constant band-gap, the GN model undergoes a first order phase transition to a symmetry restored (zero gap) phase \cite{10}. The critical doping concentration $y_c$ can be related with the critical chemical potential as $y_c = \frac{N}{\pi k_F a \mu_c}$ \cite{11}, where $N = 2$ is the number of spin degrees of freedom of the (delocalized) $\pi$ electron, $\hbar$ is the Planck’s constant divided by $2\pi$, $v_F = k_F \hbar / m$ is the Fermi velocity, $k_F$ is the Fermi wavenumber, $m \equiv \hbar^2 / 2t_o a^2$, and $a (\approx 1.22 \text{Å})$ is the lattice (equilibrium) spacing between the $x$ coordinates of successive CH radicals in the undimerized structure. $t_0(\approx 3 \text{ eV})$ \cite{12} is the intercarbon transfer integral for $\pi$ electrons, or simply the “hopping parameter”, resulting in $v_F \approx 10^6 \text{ m/s}$ for trans-(CH)$_x$, which is of the order of the velocity of the Dirac fermions in graphene \cite{13}. Employing the GN model in the large-$N$ (mean-field) approximation, previous work \cite{14} found a very good agreement with the experimentally found $y_c (\approx 6\%$). Recent calculations including finite corrections to $N$ improved the theoretical prediction for $y_c$, and showed that $y_c$ is solely weakly affected by thermal effects \cite{15}.

The novelty is brought about by an “asymmetrical doping”, defined as an imbalance between the chemical potentials of the electrons with the two possible spin orientations (“up” $\equiv \uparrow$, and “down” $\equiv \downarrow$) inserted in the system by the doping process. Since the densities of the $\uparrow$ and $\downarrow$ electrons are directly proportional to their chemical potentials, we investigate the consequences of the asymmetrical doping in the magnetic properties of the trans-polyacetylene.

Experimentally, the chemical potential asymmetry can be achieved by the actuation of an external magnetic field on the system, which breaks the spin-1/2 SU(2) symmetry. We show that with low imbalanced doping (with respect to the critical doping), the energy gap is zero, although there is an imbalance between the $\uparrow$ and $\downarrow$ electron populations. The situation changes substantially with strong imbalanced doping, favoring one of the spinor from the two spin orientations ($\uparrow$ or $\downarrow$). In this case, the system acquires a small but stable non-zero gap $\Delta_0(\delta \mu) < \Delta_0$, and there is an absence of the not favored spin oriented electron. We argue that this may have observable consequences in the magnetic properties of the asymmetrically doped polyacetylene (ADP).
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II. MODEL LAGRANGIAN

The Lagrangian density of the TLM model in the adiabatic approximation (i.e., neglecting the lattice vibrations) is given by

\[
\mathcal{L}_{\text{TLM}} = \sum_{j=1}^{N} \psi_j^\dagger (i\partial_t - i\hbar v_F \gamma_3 \partial_x - \gamma_0 \Delta(x)) \psi_j - \frac{1}{2\pi \hbar v_F \lambda_{\text{TLM}}} \Delta^2(x),
\]

where \( \psi \) is a two component Dirac spinor \( \psi_j = \begin{pmatrix} \psi_j^\uparrow \\ \psi_j^\downarrow \end{pmatrix} \), representing the “left-moving” and “right-moving” electrons close to their Fermi energy, respectively, and \( j \) is an internal symmetry index (spin) that determines the “effective potential” for a constant \( \Delta \) field is given by \( V_{\text{eff}} = -\frac{k_B T}{\nu} \ln Z \), then

\[
\ln Z = -\beta V \left( \frac{1}{\hbar v_F \lambda_{\text{GN}}} \Delta^2 \right) + \frac{V}{2} \int_{-\infty}^{+\infty} \frac{dp}{2\pi \hbar} \left[ \begin{array}{l} \beta E_1^+ + 2 \ln \left( 1 + e^{-\beta E_1^+} \right) + \beta E_1^- + 2 \ln \left( 1 + e^{-\beta E_1^-} \right) \\
+ \beta E_2^+ + 2 \ln \left( 1 + e^{-\beta E_2^+} \right) + \beta E_2^- + 2 \ln \left( 1 + e^{-\beta E_2^-} \right) \end{array} \right],
\]

where \( V \) is the 1D “volume”, \( E_{\uparrow,\downarrow} = \pm \mu_{\uparrow,\downarrow} \), and \( E_p = \sqrt{\nu^2 p^2 + \Delta^2} \). The “effective potential” for a constant \( \Delta \) gives the well-known result \( 10 \)

\[
\Delta_0 = m_F e^{1 - \frac{\pi}{2\lambda_{\text{GN}}}}.
\]

At finite chemical potentials and in the zero temperature limit, we have

\[
V_{\text{eff}}(\Delta, \mu_{\uparrow,\downarrow}) = \frac{1}{\hbar v_F \lambda_{\text{GN}}} \Delta^2 - \int_0^\Lambda \frac{dp}{\pi \hbar} \left( 2E_p - \frac{1}{\hbar v_F \lambda_{\text{GN}}} \Delta^2 \right).
\]
be rewritten as

\[ V_{\text{eff}}(\Delta, \mu_{\perp,\|}) = \frac{\Delta^2}{\hbar v_F} \left( \frac{1}{\lambda_{\text{GN}}} - \frac{3}{2\pi} \right) + \frac{\Delta^2}{\pi \hbar v_F} \ln \left( \frac{\Delta}{m_F} \right) \]

\[ + \frac{\Theta_1}{2\pi \hbar v_F} \left[ \Delta^2 \ln \left( \frac{\mu_1 + \sqrt{\mu_1^2 - \Delta^2}}{\Delta} \right) - \mu_1 \sqrt{\mu_1^2 - \Delta^2} \right] \]

\[ + \frac{\Theta_2}{2\pi \hbar v_F} \left[ \Delta^2 \ln \left( \frac{\mu_1 + \sqrt{\mu_1^2 - \Delta^2}}{\Delta} \right) - \mu_1 \sqrt{\mu_1^2 - \Delta^2} \right], \]

where \( \Theta_{1,2} = \Theta(\mu_{\perp,\|} - \Delta^2) \) is the step function, defined as \( \Theta(x) = 0, \) for \( x < 0, \) and \( \Theta(x) = 1, \) for \( x > 0. \) Minimizing \( V_{\text{eff}}(\Delta, \mu_{\perp,\|}) \) with respect to \( \Delta \) yields the trivial solution \( (\Delta = 0), \) and

\[ \ln \left( \frac{\Delta}{\Delta_0} \right) + \frac{\Theta_1}{2} \ln \left( \frac{\mu_1 + \sqrt{\mu_1^2 - \Delta^2}}{\Delta} \right) \]

\[ + \frac{\Theta_2}{2} \ln \left( \frac{\mu_1 + \sqrt{\mu_1^2 - \Delta^2}}{\Delta} \right) = 0, \]

where we have made use of Eq. (7) to eliminate \( m_F \) in the gap equation. The ground state is determined by jointly finding the solutions of the equation above \( \Delta_0(\delta \mu), \) and the analysis of the effective potential at the minimum, \( V_{\text{eff}}(\Delta_0(\delta \mu)). \) In the SDS, defined for \( \delta \mu = 0, \) the solution \( \Delta = \Delta_0 \) represents a minimum of \( V_{\text{eff}}(\Delta, \mu), \) while \( \mu < \mu_c, \) (where the critical chemical potential, \( \mu_c, \) is obtained by \( V_{\text{eff}}(\Delta = 0, \mu_c) = V_{\text{eff}}(\Delta = \Delta_0, \mu), \)) and \( \Delta = 0 \) is a local maximum. When \( \mu \geq \mu_c, \Delta(\mu \geq \mu_c) \) is a local maximum and \( \Delta = 0 \) is turned into a minimum through a first order phase transition \( \Delta, \mu \) agreeing with experiment [12, 14]. Thus, the gap as a function of the chemical potential in the SDS has the following expression:

\[ \Delta_0(\mu) = \Theta(\mu_c - \mu) \Delta_0. \]  

The situation changes significantly in an asymmetrically doped system, where \( \Delta = 0 \) still represents the minimum of \( V_{\text{eff}}(\Delta, \mu_{\perp}), \) for \( \delta \mu < \delta \mu_c = 0.38 \Delta_0, \) where \( \delta \mu_c \) is obtained from the equality \( V_{\text{eff}}(\Delta = 0, \mu_{\perp}) = V_{\text{eff}}(\Delta = \Delta_0(\delta \mu_c), \mu_{\perp}), \) with \( \Delta_0(\delta \mu_c) \) being the solution of Eq. (10) for \( \mu_{\perp}(\delta \mu_c). \) For \( \delta \mu/\Delta_0 \geq \delta \mu_c, \) the \( \Theta_2 \) function prevents the "\( \perp \)" term in the effective potential of participating in the minimum. Thus, Eq. (10) can be rewritten as

\[ \Delta^4 - 2\mu_1 \Delta_0^3 \Delta + \Delta_0^4 = 0. \]  

We show in Fig. 1 the (non-dimensional) function \( V_{\text{eff}}/\hbar v_F/\Delta_0^3 \) for \( \delta \mu/\Delta_0 = 0, \delta \mu/\Delta_0 = 0.3, \delta \mu/\Delta_0 = 0.5, \delta \mu/\Delta_0 = 0.6, \) and \( \delta \mu/\Delta_0 = 0.7, \) as a function of \( \Delta/\Delta_0. \)

We see that the minimum of \( V_{\text{eff}}/\hbar v_F/\Delta_0^3 \) for \( \delta \mu < \delta \mu_c \) is at \( \Delta = 0, \) while for \( \delta \mu > \delta \mu_c, \) a narrow gap \( \Delta(\delta \mu) \) "appears" through a first order (quantum) phase transition. However, this transition now is from \( \Delta = 0 \) to \( \Delta(\delta \mu) \neq 0, \) i.e., is in opposite direction from that observed in SDS \( (\delta \mu = 0), \) as a function of \( \mu. \) The behavior of \( V_{\text{eff}}/\hbar v_F/\Delta_0^3 \) shows that the gap will eventually vanish for very high asymmetry, or \( \delta \mu >> \delta \mu_c. \)

FIG. 1: The top curve is the effective potential of Eq. (9) for \( \delta \mu/\Delta_0 = 0, \) and \( \mu = \mu_c. \) The second curve from top to bottom is for \( \delta \mu/\Delta_0 = 0.3, \) with the minimum of \( V_{\text{eff}} \) at \( \Delta = 0. \) The following curves are for \( \delta \mu/\Delta_0 = 0.5, \delta \mu/\Delta_0 = 0.6 \) and \( \delta \mu/\Delta_0 = 0.7. \) There are stable gaps now at \( \Delta(\delta \mu = 0.5 \Delta_0) > \Delta_0(\delta \mu = 0.6 \Delta_0) > \Delta_0(\delta \mu = 0.7 \Delta_0) \) all of them agreeing with the solution of Eq. (12).

### III. MAGNETIC PROPERTIES

As we mentioned, the imbalance in the chemical potentials of the \( \uparrow \) and \( \downarrow \) electrons can be caused by the application of a static magnetic field \( \vec{B} = B_0 \hat{k}, \) perpendicular to the wire, with a Zeeman energy \( \Delta E = S_c g \mu_B B_0 \) \cite{13, 20}, where \( S_c = \pm 1/2, \) \( g \approx 2 \) is the effective \( g \) factor, \( \mu_B = e\hbar/2m \approx 5.882 \times 10^{-5} \) eV T\(^{-1} \) is the Bohr magneton, \( m \) is the bare electron mass, and \( B_0 \) is the magnetic field strength. In the present case \( \delta \mu = |\Delta E| = \mu_B B_0. \)

The number densities \( n_{\uparrow,\downarrow} = \frac{\partial}{\partial \mu_{\perp}} V_{\text{eff}}(\Delta, \mu_{\perp}), \) are obviously imbalanced due to the asymmetry between \( \mu_1 \) and \( \mu_4, \) and will depend on \( \delta \mu. \) Before the critical asymmetric doping, \( \Delta_0(\delta \mu) = 0, \) and the densities read

\[ n_{\perp,\downarrow}(\delta \mu < \delta \mu_c) = \frac{1}{\pi \hbar v_F} \mu_{\perp,\downarrow}. \]  

For such a low imbalance, compared to the critical chemical potential asymmetry \( \delta \mu_c, \) the total number density, \( n_F, \) is the same as in the symmetric limit or, in other words, is independent of the applied field:
In the fully spin polarization regime the magnetization \[ n_T(\delta \mu < \delta \mu_c) = n_\uparrow + n_\downarrow = 2n = \frac{2}{\pi \hbar v_F} \mu_c. \] (14)

This partial spin polarization results in a net magnetization \[ M(\delta \mu < \delta \mu_c) = \mu_B(n_\uparrow - n_\downarrow) = \frac{2\mu_B}{\pi \hbar v_F} \delta \mu \] (15)

\[ = \frac{2\mu_B^2}{\pi \hbar v_F} B_0 \equiv M_0. \]

The magnetic susceptibility in the low asymmetrical doping regime is

\[ \chi(\delta \mu < \delta \mu_c) = \frac{\partial M}{\partial B_0} = \frac{2\mu_B^2}{\pi \hbar v_F}. \] (16)

which is exactly the Pauli expression for noninteracting electrons.

Increasing the asymmetry beyond the critical value means that, effectively, only \( \uparrow \)-moving electrons of the conduction band are present in the system. In terms of this “higher” chemical potential asymmetry the densities are

\[ n_\uparrow(\delta \mu > \delta \mu_c) = \frac{1}{\pi \hbar v_F} \sqrt{\mu_\uparrow^2 - \Delta^2}, \] (17)

where \( \Delta = \Delta(B_0) \) in the equation above is the solution of Eq. \[ \text{(12)} \] for a given \( \mu_\uparrow \), and

\[ n_\downarrow(\delta \mu > \delta \mu_c) = 0, \] (18)

meaning that the system is fully polarized. The total number density is now

\[ n_T(\delta \mu > \delta \mu_c) = n_\uparrow = \frac{1}{\pi \hbar v_F} \sqrt{(\mu_c + \mu_B B_0)^2 - \Delta^2}. \] (19)

In the fully spin polarization regime the magnetization of the chain reads

\[ M(\delta \mu > \delta \mu_c) = \mu_B n_\uparrow \] (20)

\[ = \frac{\mu_B}{\pi \hbar v_F} \sqrt{(\mu_c + \mu_B B_0)^2 - \Delta^2} > M_0. \]

The magnetic susceptibility in this regime is given by a rather involved expression

\[ \chi(\delta \mu > \delta \mu_c) = \frac{\mu_B}{\pi \hbar v_F} \frac{(\mu_c + \mu_B B_0)\mu_B - \Delta \delta \mu}{\sqrt{(\mu_c + \mu_B B_0)^2 - \Delta^2}}, \] (21)

that clearly does not have the simple form of the Pauli susceptibility.

Finally we find the critical magnetic field separating the partially and fully polarized magnetic phases \( \delta \mu_c = 0.38\Delta_0 = \mu_B B_{0,c} \), yielding

\[ B_{0,c} \approx 4.6 \text{ kT}, \] (22)

which is a magnetic field of very high intensity, compared to the maximum current laboratory values, that are up to 20 T (DC-magnetic fields), and up to 331 T (mega-gauss fields) \[ \text{(21)}. \]

IV. SUMMARY

To summarize, we have investigated the mean-field zero-temperature phase diagram of a 1D polymer upon asymmetric doping. Our main finding is that an ADP can be converted into a partially or fully magnetized organic wire, depending on the level of doping imbalance, i.e., the difference between the \( \uparrow \) and \( \downarrow \) electron densities, induced by an external magnetic field. Although the (critical) magnetic field \( B_{0,c} \) necessary for a fully magnetization of the polyacetylene be of very high magnitude, we have seen that any non-zero \( B_0 \) produces a net magnetization. This doable partial spin polarization can be a manifestation of the interesting “itinerant magnetism”, for which conduction electrons are responsible. It would also be desirable to study the polarization mechanism in the trans-(CH)\(_x\) at finite temperature, and the subsequent calculation of thermal effects on the magnetization, critical magnetic field, and susceptibility, within the field theory approach. We hope to address these issues in future.
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