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CLUSTER ANALYSIS APPLICATION IN THE EVALUATION OF THE FOREIGN ECONOMIC POTENTIAL OF UKRAINE’S REGIONS

To analyze the market situation and to determine the demand for services provided by freight customs complexes in the regions of Ukraine, it is proposed the application of statistical data analysis methods for a comprehensive regional foreign economic potential assessment. The observation objects were twenty-four regions of Ukraine and the city of Kyiv in the period from 2015 to 2018. A number of indicators reflecting the level of their development were used as regional foreign economic potential assessment factors. As a research tool, such statistical analysis methods as hierarchical cluster analysis techniques and the k-means method in Statistica, the suite of analytics software products, are used. Following the classification results, the regions of Ukraine are divided into five homogeneous clusters based on which it is possible to develop a system of differentiated measures for each cluster of regions with the high, average, and low levels of foreign economic activity development.
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С целью анализа существующей ситуации на рынке и оценки спроса на услуги грузовых таможенных комплексов по регионам Украины предложено применение методов статистического анализа данных для комплексной © N. O. Luzhanska, I. H. Lebid, I. M. Kravchenya, 2020
оценки внешнеэкономического потенциала регионов. Объектами наблюдения явились двадцать четыре области Украины и город Киев в период с 2015 по 2018 год. Для оценки внешнеэкономического потенциала регионов использовались показатели, отражающие уровень их развития. В качестве инструмента исследования применяются такие методы статистического анализа данных как иерархические методы кластерного анализа и метод k-средних в пакете статистического анализа данных Statistica. В результате классификации области Украины распределены по пяти однородным кластерам, что позволит на этой основе разработать систему дифференцированных мероприятий применительно к каждому кластеру регионов с высоким, средним, низким уровнями развития внешнеэкономической деятельности.
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Доцільність функціонування вантажних митних комплексів в Україні в цілому, а також в окремо взятому регіоні залежить від попиту на митні та логістичні послуги у суб’єктах зовнішньоекономічної діяльності. З метою визначення попиту на послуги вантажних митних комплексів по регіонах України запропоновано застосування методів статистичного аналізу даних для комплексної оцінки зовнішньоекономічного потенціалу регіонів.

Об’єктом спостереження були двадцять чотири області України та місто Київ в період з 2015 по 2018 роки. Як фактори оцінки зовнішньоекономічного потенціалу регіонів використовувались показники, що відображають рівень їх розвитку: регіональні обсяги зовнішньої торгівлі товарами; експорт і імпорт товарів суб’єктами господарювання за кількістю найманіх працівників у розрізі регіонів, кількість активних підприємств за регіонами України та видами економічної діяльності, транспорт, складське господарство, пошта та кур’єрська діяльність, валовий регіональний продукт, кількість суб’єктів господарювання, кількість зайнятих працівників на суб’єктах господарювання; регіональна структура обороту роздрібної торгівлі; капітальні інвестиції за регіонами; регіональна структура роздрібного товарооборою підприємств з роздрібної торгівлі; обсяг реалізованої промислової продукції.

Поряд зі стандартизацією вхідних даних, кожному фактору присвоено певний коефіцієнт важливості, який відображає значимість відповідного показника. Застосовується двоетапна методологія кластерного аналізу: попередня ідентифікація кластерів регіонів України за допомогою ієрархічних алгоритмів (побудови дендрограм) з наступним уточненням класте-
Problem statement. The important components of management strategy development for freight customs complexes in different regions of Ukraine are the development of their foreign economic potential assessment system, forecasting the volume of export and import freight flows as well as the infrastructure and production capacity level [1, 2].

The rationale for the construction of new freight customs complexes and the improvement of technical, technological, and organizational support in a particular region depend on the demand for their services and prospects for further production and economic development. This determines the relevance of a comprehensive assessment of Ukraine’s foreign economic potential.

Analysis of recent research and publications. At present, there is no clear mechanism for the foreign economic sector comprehensive assessment. However, attempts have been made to develop a methodology for assessing regional foreign economic potential. Such authors as N. E. Kudratov, N.I., Askarov, and B.A. Isakhov [3] proposed a system of indicators for a comparative evaluation of the foreign economic situation in regions.

The theory of cluster economic management is becoming highly relevant. The concept of the cluster is a promising tool for analyzing and assessing the regional economic potential. In the clustering method, regional foreign economic complex management concentrates on the general regulation of economic processes taking place in the region [1].

B.N. Zhyhzhytova [4] has developed methodological approaches to managing regional economy innovative development based on the cluster approach.
The cluster approach and classification methods are also used in the various fields of economy, management, and engineering [5 – 7].

In the paper [5] by applying the Fuzzy-ANP-Weighted-Distance-QC (FAWQC) method to weighted random data, the effectiveness of the method is verified. The method is applied to the 2015 Economics-Energy-Environment (3E) data for 19 provinces in China for a comparative study of the classification of the system structure and evaluation of the low-carbon economy development level.

The paper [6] highlights the relevance of both quantitative and qualitative features of applicants and proposes a new methodology based on mixed data clustering techniques. The cluster analysis may prove particularly useful in the estimation of credit risk. Credit applicants are characterized by mixed personal features, a cluster analysis specific for mixed data can lead to discovering particularly informative patterns, estimating the risk associated with credit granting.

Considering relations among dimensionality reduction, noise trading, and market situations, the paper [7] empirically investigates the effect of dimensionality-reduction methods – principal component analysis, stacked autoencoder, and stacked restricted Boltzmann machine – on stock selection with cluster analysis in different market situations.

Thus, due to the diversity and widespread use of classification methods, it is reasonable to apply the cluster analysis in the evaluation of the foreign economic potential of Ukraine’s regions when assessing the demand for services provided by freight customs complexes.

**Aim.** The article aims to comprehensively assess the foreign economic potential of Ukraine’s regions as well as to determine the optimal set of statistical methods and the sequence of their application to the initial data, which would give the best result in terms of their subsequent substantial interpretation.

**Statement of basic materials.** Preparation of initial data. For the comparative assessment of the foreign economic situation in the regions, fifteen factors are singled out, reflecting their development level (Table 1) [1].

The observation objects are twenty-four regions of Ukraine and the city of Kyiv in the period from 2015 to 2018.

The analyzed data is obtained based on a harmonized system of statistical indicators [8]. Despite the fact that it is consistent at the methodological level, it cannot be used without prior preparation. The main problem with the use of the factors is their presentation in different units of measurement, which may not
match. For example, data can be presented in units or thousands of units, in US dollars or the national currency, etc.

**Factors reflecting regional economic development**

| Factor identifier | Factors                                                                 | Units of measurement                        |
|-------------------|-------------------------------------------------------------------------|---------------------------------------------|
| F1                | Regional volumes of foreign goods trade, exports                        | thousand dollars                            |
| F2                | Regional volumes of foreign goods trade, imports                        | thousand dollars                            |
| F3                | Export of goods according to the number of employees broken down by regions | the number of foreign economic activity participants |
| F4                | Import of goods by economic entities according to the number of employees broken down by regions | the number of foreign economic activity participants |
| F5                | Export of goods according to the number of employees broken down by regions | million US dollars                          |
| F6                | Import of goods by economic entities according to the number of employees broken down by regions | million US dollars                          |
| F7                | The number of operational enterprises in the regions of Ukraine and economic activity types, transport, warehousing, postal and courier activities | total units                                 |
| F8                | Gross regional product                                                  | million UA hryvnias                         |
| F9                | The number of economic entities by regions                               | total units                                 |
| F10               | The number of employees working for economic entities by regions         | thousand people                             |
| F11               | Regional retail turnover structure                                       | million UA hryvnias                         |
| F12               | Capital investment by regions                                            | million UA hryvnias                         |
| F13               | Retail trade enterprises’ regional retail turnover structure             | million UA hryvnias                         |
| F14               | Sold production of industry by regions                                   | million UA hryvnias                         |
| F15               | Volume of products sold (work and services) by regions                   | million UA hryvnias                         |

Therefore, it is necessary to bring them to a uniform format.

Thus, the normalization (or standardization) of the initial data is done by the subtraction of the mean deviation and the division by the standard one. The indicators obtained as a result of standardization have zero mean and unit variance.
Along with the standardization, each factor is assigned a certain importance or weight coefficient indicating the significance of a corresponding indicator.

The weight vector for fifteen factors has the following form:

\[ W = (1.55; 1.55; 1.5; 1.5; 1.45; 1.45; 1.4; 1.35; 1.3; 1.25; 1.2; 1.15; 1.1; 1.05; 1.0) \]

The product of normalized indices by the corresponding weights allowed identifying the distances between the points in multidimensional space, taking into account the different weights of the factors (Figure 1).

Cluster data analysis. There is a wide variety of methods for classifying objects. Hierarchical methods and the k-means method are the most common and widespread in statistical data processing packages characterized by relative simplicity, the high quality of obtained results, their interpretability, and wide possibilities for setting partitioning rules [9, 10].

The advantages of hierarchical cluster analysis methods include the possibility of constructing dendrograms, i.e. treeclustering, in which classification stages and the distance between classes are clear. The basis of the algorithm is a distance matrix, which is formed based on consolidation rules and distance calculations.

One of the common hierarchical classification methods is Ward’s method, the algorithm of which consists in determining the distances between groups using variance analysis methods [9, 10].
In k-means clustering, the number of clusters that should be produced is required as input, and the algorithm operates by iteratively assigning points to clusters represented by cluster centroids, which are updated in each iteration. A cluster centroid is calculated by taking the average in each dimension of all data points included in the cluster. The algorithm is initiated by assigning \( k \) randomly chosen points in the data set as centroids, and it iterates between two steps until the clusters have stabilized.

The k-means method is considered to be more optimal in comparison with Ward's method both in terms of quantitative and qualitative partition structure. In addition, the result of partitioning with respect to the number of clusters in this method is strictly determined, which is, on the one hand, a positive point because it makes it possible to analyze stable and relatively homogeneous groups over time, and, on the other hand, it presents a problem because this quantity has to be previously determined.

Thus, in the first stage, using Statistica, the suite of analytics software products, a hierarchical classification was applied. Ward’s method was used as a rule for the consolidation of observations into clusters, and the Euclidean distance was applied as the distance between observations. A graphical representation of the hierarchical classification results in the form of a dendrogram is shown in Figure 2.

The dendrogram shows the presence of several groups of neighboring observations, which are grouped into clusters at a short distance of about 1–10 units of the normalized scale. At the same time, there is also a single observation (the city of Kyiv), which is combined with the entire main group at a distance of 38 units and the values of which dramatically differ from the given consolidation. At the same time, the inclusion of the given observation in any cluster will seriously shift its center, leading to the classification distortion.

To determine the optimal number of clusters that the regions should be divided into, a horizontal line was drawn at a distance of 8 units of the normalized scale. Based on the classification results, five clusters are singled out.

Based on the fact that the sample consists of five clusters, the classification of observation by the k-means method was performed. Observations that maximize the initial distances between clusters were chosen as the cluster centroids.
As a result of classification by the k-medium method, Ukraine’s regions are distributed by clusters as follows (table 2):

**Table 2.**

| Cluster   | Number of observations | Regions                                                                 |
|-----------|------------------------|-------------------------------------------------------------------------|
| Cluster 1 | 6                      | Kyiv region, Lviv region, Odesa region, Kharkiv region, Zaporizhia region, Donetsk region |
| Cluster 2 | 1                      | Kyiv city                                                               |
| Cluster 3 | 7                      | Vinnytsia region, Volyn region, Zhytomyr region, Transcarpathian region, Ivano-Frankivsk region, Mykolay region, Poltava region |
| Cluster 4 | 10                     | Kirovohrad region, Rivne region, Sumy region, Ternopil region, Kherson region, Khmelnytskyi region, Cherkasy region, Chernivtsi region, Chernihiv region, Luhansk region |
| Cluster 5 | 1                      | Dnipropetrovsk region                                                   |
Figure 3 presents Euclidean distances and squared Euclidean distances between clusters.

| Cluster Number | No. 1  | No. 2  | No. 3  | No. 4  | No. 5  |
|----------------|--------|--------|--------|--------|--------|
| No. 1          | 0.000000 | 0.29766 | 0.64675 | 1.19066 | 2.75660 |
| No. 2          | 0.29678  | 0.00000 | 3.26515 | 36.02443 | 16.06244 |
| No. 3          | 0.84206  | 5.71416 | 0.00000 | 0.11089 | 6.56716 |
| No. 4          | 1.091170 | 6.00204 | 0.33315 | 0.00000 | 7.00161 |
| No. 5          | 1.669269 | 4.00738 | 2.36735 | 2.64666 | 0.00000 |

Fig. 3. Euclidean distances and squared Euclidean distances

The Euclidean distance (values below the diagonal) is the distance between the sets of variables (F1 – F15) for each cluster of regions and it is equivalent to the distance between the clusters according to the selected indicators. The smaller the distance between objects, the more similar they are. Clusters are at greater distances from each other when Euclidean distances are greater than unity. The squared Euclidean distance (values above the diagonal) is used to give more weight to more distant objects.

The greatest distance is between clusters four and two, three and two, that is, they are the least similar. Clusters four and three, three and one are almost equidistant from each other since Euclidean distances are less than unity.

The average values for each cluster are presented in a linear graph (Fig. 4).

Fig. 4. Linear graph of clusters
The linear graph clearly shows 5 clusters. The average values differ from each other. This indicates a qualitative clustering. As the graph shows, the distance between the average characteristics of the clusters is large, and the total distance between the cluster centroids is significant, which indicates successful clustering.

Figure 5 shows the results of the variance analysis of factors by clusters.

| Variable | Analysis of Variance (KL, W.stat) |
|----------|----------------------------------|
|          | Between SS | df | Within SS | df | F          | signif. p |
| F1       | 52.57055   | 4  | 4.099447  | 20 | 65.4985    | 0.00000   |
| F2       | 57.04755   | 4  | 0.512454  | 20 | 465.7295   | 0.00000   |
| F3       | 47.85967   | 4  | 6.140327  | 20 | 38.9716    | 0.00000   |
| F4       | 45.78303   | 4  | 7.219666  | 20 | 32.3978    | 0.00000   |
| F5       | 46.81211   | 4  | 3.578786  | 20 | 65.4988    | 0.00000   |
| F6       | 49.92402   | 4  | 0.536977  | 20 | 465.7289   | 0.00000   |
| F7       | 40.45891   | 4  | 6.581088  | 20 | 30.7388    | 0.00000   |
| F8       | 42.61187   | 4  | 1.128134  | 20 | 188.8599   | 0.00000   |
| F9       | 35.80559   | 4  | 4.754412  | 20 | 37.6551    | 0.00000   |
| F10      | 36.87563   | 4  | 0.526367  | 20 | 259.3043   | 0.00000   |
| F11      | 32.24688   | 4  | 2.313124  | 20 | 69.7042    | 0.00000   |
| F12      | 31.05856   | 4  | 0.694434  | 20 | 226.8634   | 0.00000   |
| F13      | 27.09633   | 4  | 1.943667  | 20 | 69.7041    | 0.00000   |
| F14      | 21.01063   | 4  | 5.441470  | 20 | 19.3133    | 0.00001   |
| F15      | 23.85563   | 4  | 0.144314  | 20 | 626.5212   | 0.00000   |

Fig. 5. Variance analysis of factors by clusters

The table shows the values of the between-group (Between SS) and within-group (Within SS) variances of indicators. The smaller the value of the within-group variance and the greater the value of the between-group variance, the better the factor characterizes the cluster membership of objects and the "better" clustering is. For all parameters, the between-group variance is greater than 21, and the within-group variance is less than 6.58.

The cluster membership of objects is best characterized by the following factors: F2 – regional volume of foreign goods trade, import; F6 – import of goods by economic entities according to the number of employees broken down by regions, F10 – the number of employees working for economic entities by regions, and F12- capital investment by regions since they correspond to the largest difference between intergroup and intragroup variances. Indicator F14 – sold production of industry by regions characterizes the cluster membership to the least extent (it corresponds to the smallest difference of variances).

Factors with the values of p > 0.05 can be excluded from the clustering procedure, since for these indicators there is no significant difference in the
average values of clusters, that is, the factor is not informative when conducting the cluster analysis. In our case, for any indicator \( p < 0.05 \), which means that we will not exclude any of the factors under consideration. Parameters \( F \) and \( p \) also characterize the influence of the factor on the division of objects into groups.

Better clustering is achieved with the higher values of the first parameter and lower values of the second one. The table shows that the best indicators specified above correspond to the maximum difference between \( F \) and \( p \) for factors \( F_{15}, F_2, F_6 \), which significantly affect the classification of regions into groups, and the factor with minor influence on the clustering process is \( F_{14} \).

**Conclusions.** As a result of the analysis of the factors underlying the division of data into clusters based on the k-means method and the hierarchical method, it was determined that the best result is achieved by a combination of these methods, when at the first stage, the number of clusters is determined with the help of the analysis of hierarchical algorithm visualization (building dendrograms), based on which k-means partitioning is performed.

The cluster analysis results made it possible to single out five clusters and classify observations according to these clusters. The obtained clusters are homogeneous in composition and can be interpreted: the second cluster, which includes the city of Kyiv, and the fifth cluster corresponding to the Dnipropetrovsk region, can be described as clusters with a high level of foreign economic activity development. The first cluster, consisting of 6 observations, includes the following regions with an average level of foreign economic activity development: Kyiv region, Lviv region, Odesa region, Kharkiv region, Zaporizhia region, and Donetsk region. The remaining regions belong to clusters 3 and 4 and are characterized by low foreign economic activity development levels.

The clustering of regions will help to systematize them according to the main problems associated with the development of foreign economic relations, and on this basis to develop a system of differentiated measures for each cluster of regions – with high, average, and low levels of foreign economic activity development.
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