U-Sleep: resilient to AASM guidelines
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Abstract

AASM guidelines are the results of decades of efforts aiming at standardizing sleep scoring procedure, in order to have a commonly used methodology. The guidelines cover several aspects from the technical/digital specifications, e.g., recommended EEG derivations, to detailed sleep scoring rules accordingly to age. In the context of sleep scoring automation, deep learning has demonstrated better performance compared to many other techniques. Usually, clinical expertise and official guidelines are fundamental to support automated sleep scoring algorithms in solving the task. In this paper we show that a deep learning based sleep scoring algorithm may not need to fully exploit the clinical knowledge or
to strictly follow the AASM guidelines. Specifically, we demonstrate that U-Sleep, a state-of-the-art sleep scoring algorithm, can be strong enough to solve the scoring task even using clinically non-recommended or non-conventional derivations, and with no need to exploit information about the chronological age of the subjects. We finally strengthen a well-known finding that using data from multiple data centers always results in a better performing model compared with training on a single cohort. Indeed, we show that this latter statement is still valid even by increasing the size and the heterogeneity of the single data cohort. In all our experiments we used 28528 polysomnography studies from 13 different clinical studies.
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1 Introduction

Since its origin in the late 1950s, polysomnography (PSG) has been at the centre of sleep medicine testing with the main aim of standardizing and to simplifying the scoring procedure. A common methodology has fostered clinical research and improved sleep disorder classification and comprehension. A PSG typically involves a whole night recording of bio-signals. Brain activity, eye movements, muscle activity, body position, heart rhythm, breathing functions and other vital parameters are monitored overnight. PSG scoring involves the procedure of extracting information from the recorded signals. Sleep stages, arousals, respiratory events, movements and cardiac events must be correctly identified. Wakefulness and sleep stages, *i.e.* stages 1, 2, 3 and rapid eye movement (REM), can be mainly described by three bio-signals: electroencephalography (EEG), electrooculography (EOG) and electromyography (EMG). Clinical sleep scoring involves a visual analysis of overnight PSG by a human expert and may require up to two hours of tedious repetitive work. The scoring is done worldwide accordingly to official standards, *e.g.*, the American Academy of Sleep Medicine (AASM) scoring manual [1].

Artificial intelligence (AI) is a powerful technique that has the potential to simplify and accelerate the sleep scoring procedure. In literature over the last two decades, a wide variety of machine learning (ML) and deep learning (DL) based algorithms have been proposed to solve the sleep scoring task [2–7]. DL based scoring algorithms have shown higher performances compared to the traditional machine learning approaches. Autoencoders [8], deep neural networks (DNNs) [9], U-Net inspired architectures [10, 11], convolutional neural networks (CNNs) and fully-CNNs [12–21], RNNs [22, 23] and several combinations of them [24–33] have been recently proposed in sleep scoring. The possibility to extract complex information from a large amount of data is one of the main reasons to apply DL techniques in PSG classification. Another significant advantage is the ability to learn features directly from raw data,
by also taking into account the temporal dependency among the sleep stages.

In literature we find many examples about how clinical guidelines have been exploited when trying to support ML and DL based algorithms. The oldest Rechtschaffen and Kales (R&K) [34] or the updated AASM [1] scoring manuals have been designed to cover all the aspects of the PSG: from the technical/digital specifications (e.g., assessment protocols, data filtering, recommended EEG derivations) to the scoring rules (e.g., sleep scoring rules for adults, children and infants, movement rules, respiratory rules) and the final interpretation of the results. To date, all the sleep scoring algorithms, both ML or DL based, are trained on sleep recordings annotated by sleep physicians according to these manuals. For example, Stephansen et al. [27] they pre-filtered the sleep recordings as indicated in the AASM guidelines before feeding them to their scoring system; almost all of the algorithms mentioned above were trained using recommended channel derivations and fixed length (i.e., 30-second) sleep epochs. However, it still remains unknown whether a DL based sleep scoring algorithm actually needs to be trained by following these guidelines. A decade ago, it was already highlighted that sleep is not just a global phenomenon affecting the whole brain at the same time, but that sleep patterns such as slow waves and spindle oscillations often occur out-of-phase in different brain regions [35, 36]. Hence, the usage of multi-channel derivations, but not necessarily the ones indicated in the AASM guidelines, may be sufficient to reach high performance with our DL based scoring algorithms. Furthermore, in the AASM manual and in previous studies [37, 38], age has been addressed as one of the demographic factors that mainly change sleep characteristics (e.g., sleep latency, sleep cycle structure, EEG amplitude etc.). To the best of our knowledge, it has never been attempted before to incorporate this information within a sleep scoring system; it could reasonably improve its performance.

To date, all the efforts have focused on optimizing a sleep scoring algorithm in order to be ready to score any kind of subject. Data mismatch and data heterogeneity is one of the biggest challenges to address. The performance of a sleep scoring algorithm on a PSG from an unseen data distribution (e.g., different data domains/centers) usually drastically decreases. A common objective among researchers is to increase the model generalizability, i.e., the ability of the model to make accurate predictions over different or never seen data domains. In recent studies, Phan et al. and Guillot et al. [31, 39] propose to adapt a sleep scoring architecture on a new data domain via transfer learning techniques. They demonstrate the efficiency of their approaches in addressing the variability between the source and target data domains. Perslev at al., Olesen et al. and Vallat et al. [11, 40, 41] propose to train their sleep scoring architectures on tens of thousands of PSGs from different large-scale-heterogeneous cohorts. They demonstrate that using data from many different sleep centers improves the performance of their model, even on never seen
data domains. In particular, Olesen et al. [40] show that models trained on a single data domain fail to generalize on a new data domain or data center.

In our study we did several experiments to evaluate the resilience of an existing DL based algorithm against the AASM guidelines. In particular we focused on the following questions:

(i) can a sleep scoring algorithm successfully encode sleep patterns, from clinically non-recommended or non-conventional electrode derivations?

(ii) can a single sleep center large dataset contain enough heterogeneity (i.e., different demographic groups, different sleep disorders) to allow the algorithm to generalize on multiple data centers?

(iii) whenever we train an algorithm on a dataset with subjects with a large age range, should we exploit the information about their age, conditioning the training of the model on it?

We ran all of our experiments on U-Sleep, a state-of-the-art sleep scoring architecture recently proposed by Perslev et al. [11]. U-Sleep has been chosen mainly for the following reasons: it has been evaluated on recordings from 15660 participants of 16 different clinical studies (four of them never seen by the architecture); it processes inputs of arbitrary length, from any arbitrary EEG and EOG electrode positions, from any hardware and software filtering; it predicts the sleep stages for an entire PSG recording in a single forward pass; it outputs sleep stage labels at any temporal frequency, up to the signal sampling rate, i.e., it can label sleep stages at shorter intervals than the standard 30-seconds, up to one sleep stage per each sampled time point.

In the original implementation of U-Sleep we found an extremely interesting bug: the data sampling procedure was not extracting the channel derivations recommended in the AASM guidelines, as stated by the authors in [11]. Instead, atypical or non-conventional channel derivations were randomly extracted. This insight triggered the above mentioned question (i).

Our contributions can be summarized as follows: (1) we find that a DL based scoring algorithm is still able to solve the scoring task, with high performance, even when trained with clinically non-conventional channel derivations; (2) we show that a sleep scoring model, even if trained on a single large and heterogeneous data domain, fails to generalize on new recordings from different data centers; (3) we demonstrate that the conditional training based on the chronological age of the subjects is unnecessary.
2 Results

2.1 Datasets and model experiments

We trained and evaluated U-Sleep on 19578 recordings from 15322 subjects of 12 publicly available clinical studies, as done previously [11].

In this study we also exploit the Bern Sleep Data Base (BSDB) registry, the sleep disorder patient cohort of the Inselspital, University hospital Bern. The recordings have been collected from 2000 to 2021 at the Department of Neurology, at the University hospital Bern. Secondary usage was approved by the cantonal ethics committee (KEK-Nr. 2020-01094). The dataset consists of 8950 recordings from patients and healthy subjects aged 0-91 years. The strength of this dataset is that, unlike the ones available online, it contains patients covering the full spectrum of sleep disorders, many of whom were diagnosed with multiple sleep disorders and non-sleep related comorbidities [42]; thus providing an exceptionally heterogeneous PSG data set. EEG (F4-M1, F3-M2, C4-M1, C3-M2, O2-M1, O1-M2) and EOG (E2-M1, E1-M2) standard derivations have been considered in our experiments. The signals are recorded at 200Hz. The recordings are manually scored by sleep experts according to the AASM rules. An overview of all the open access (OA) datasets and the BSDB dataset along with demographic statistics is reported in Table 1. In Supplementary Notes: Datasets, we report a detailed description of all the OA datasets.

The data pre-processing and the data selection/sampling across all the datasets is implemented as described in [11] (see subsection 4.1). In contrast with the recommendation of the AASM manual, no filtering was applied to the EEG and the EOG signals during the pre-processing procedure. Most importantly, we found that in their model implementation atypical or non-conventional channel derivations were erroneously extracted. In fact, the data extraction and the resulting sampling procedure were creating totally random derivations, see Supplementary Table 6, obviously different to those recommended in the AASM guidelines. In this study, we examined the resilience of U-Sleep with respect to the strict AASM guidelines. To this aim, we extracted the channel derivations following the guidelines (as was originally meant to be done in [11]), to better understand the impact of channel selection on the overall performance. Below we summarize all the experiments performed in our work on U-Sleep:

(i) We pre-trained U-Sleep on all the OA datasets using both the original implementation selecting the atypical channel derivations (U-Sleep-v0), and our adaptation following AASM guidelines (U-Sleep-v1). We split each dataset in training (75%), validation (up to 10%, at most 50 subjects) and test set (up to 15%, at most 100 subjects). The split of the PSG recordings was done per-subject or per-family, i.e., recordings from
Table 1 Datasets overview with demographic statistics. Missing values are due to study design or anonymized data. On the BSDB dataset, we compute the age and the sex values on the 99.1% and on the 98.6% of the whole dataset, respectively, because of missing age/sex information. Datasets directly available online are identified by ✓, whilst datasets that require approval from a Data Access Committee marked by (✓). BSDB is a private dataset.

| Datasets | Recordings | Age in years ($\mu \pm \sigma$) | Sex % (F/M) |
|----------|------------|-------------------------------|-------------|
| [43, 44] ABC (✓) | 132 | 48.8 ± 9.8 | 43/57 |
| [43, 45] CCSHS (✓) | 515 | 17.7 ± 0.4 | 50/50 |
| [43, 46] CFS (✓) | 730 | 41.7 ± 20.0 | 55/45 |
| [43, 47, 48] CHAT (✓) | 1638 | 6.6 ± 1.4 | 52/48 |
| DCSM ✓ | 255 | - | - |
| [43, 49] HPAP (✓) | 238 | 46.5 ± 11.9 | 43/57 |
| [43, 50] MESA (✓) | 2056 | 69.4 ± 9.1 | 54/46 |
| [43, 51, 52] MROS (✓) | 3926 | 76.4 ± 5.5 | 0/100 |
| [53, 54] PHYS ✓ | 994 | 55.2 ± 14.3 | 33/67 |
| [53, 55] SEDF-SC ✓ | 153 | 58.8 ± 22.0 | 53/47 |
| [53, 55] SEDF-ST ✓ | 44 | 40.2 ± 17.7 | 68/32 |
| [43, 56] SHHS (✓) | 8444 | 63.1 ± 11.2 | 52/48 |
| [43, 57, 58] SOF (✓) | 453 | 82.8 ± 3.1 | 100/0 |
| BSDB | 8884 | 47.9 ± 18.4 | 66/34 |

the same subject or members of the same family appear in the same data split. In Supplementary Table 7 we summarize the data split on each OA dataset. We evaluated both U-Sleep-v0 and U-Sleep-v1 on the test set of the BSDB dataset. We also evaluated the models on the whole BSDB dataset, to test on a higher number of subjects, with a higher heterogeneity of sleep disorders and a wider age range. A model pre-trained on the OA datasets and evaluated directly on the BSDB dataset is what we will refer to as direct transfer (DT) on BSDB.

(ii) We exploited the BSDB dataset to evaluate whether a DL based scoring architecture, trained with a large and a highly heterogeneous database, is able to generalize on the OA datasets from different data centers. We split the BSDB recordings in training (75%), validation (10%) and test set (15%). We ran two different experiments on U-Sleep-v1: we trained the model from scratch (S) on the BSDB dataset; we fine-tuned (FT) the model pre-trained in (i) on the BSDB dataset, by using the transfer learning approach (see subsection 4.2). Then, we evaluated both (S) and (FT) on the test set of all the OA datasets and the test set of the BSDB dataset.

(iii) We exploited the BSDB dataset to investigate whether U-Sleep needs to be trained by also having access to chronological age-related information. We split the BSDB dataset in seven groups, according to the
Table 2 (i) Performance of U-Sleep-v0 and U-Sleep-v1, pre-trained on the OA datasets, and evaluated on the test set of the BSDB dataset, and on the whole BSDB$_{100\%}$ dataset, i.e. both direct transfer (DT) on BSDB. We report the F1-score (%F1), specifically the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings.

| Datasets | U-Sleep-v0 | U-Sleep-v1 |
|----------|------------|------------|
| BSDB     | 72.5 ± 12.2| 72.5 ± 12.0|
| BSDB$_{100\%}$ | 72.9 ± 12.4| 72.9 ± 12.4|

age categories of the subjects [37], resulting in $G = 7$ subdatasets, see Supplementary Notes: Age Analysis. We further split the recordings of each subdataset in training (75%), validation (10% at most 50 subjects) and test set (15% at most 100 subjects). We ran three different experiments on U-Sleep-v1: we fine-tuned the model by using all the training sets of the seven groups (FT); we fine-tuned seven Independent models by using the training set of each group independently (FT-I); we fine-tune a single Sandwich Batch Normalization model (exploiting the batch normalization layers, see subsection 4.3), to add the condition on the age-group-index $G$ for each recording (FT-SaBN). These last two experiments have been replicated considering only two age groups, i.e., babies/children and adults, as recommended in [1], resulting in two additional fine-tuned model (FT-I and FT-SaBN for $G = 2$). We then evaluated all of the fine-tuned models on the independent test test of each age group.

In Supplementary Table 8 we summarize the two different data split sets, in experiment (ii) and experiment (iii), on the BSDB dataset.

2.2 Performance overview

(i) Clinically non-recommended channel derivations. In Table 2 we compare the performance of U-Sleep pre-trained on all the OA datasets, with (U-Sleep-v0) and without (U-Sleep-v1) using randomly ordered channel derivations. There is no statistically significant difference between the two differently trained architectures evaluated on the test set of the BSDB dataset (paired t-test $p-value > 0.05$). Most importantly, we found no difference in performance with the direct transfer also on the whole BSDB$_{100\%}$ dataset (paired t-test $p-value > 0.05$). These results clearly show how the architecture is able to generalize regardless of the channel derivations used during the training procedure, also on a never seen highly heterogeneous dataset.

(ii) Generalizability on different data centers with a heterogeneous dataset.

In Table 3 we report the results obtained on U-Sleep-v1 pre-trained (i) on the OA datasets, and evaluated on all the test sets of the OA datasets
Table 3 (ii) Performance of U-Sleep-v1, pre-trained on the OA datasets, and evaluated on all the test sets of the OA datasets and on the test set of the BSDB dataset. We also report the performance of U-Sleep-v1 trained from scratch (S) or fine-tuned (FT) on the BSDB dataset, and evaluated on all the test sets of all the available datasets. We report the F1-score (%F1), specifically the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings.

| Datasets | Training on OA | Training on BSDB |
|----------|----------------|------------------|
|          | U-Sleep-v1     | U-Sleep-v1 (S)   | U-Sleep-v1 (FT) |
| ABC      | 73.6 ± 11.4    | 71.4 ± 13.9      | 69.0 ± 12.5     |
| CCSHS    | 84.9 ± 5.1     | 77.3 ± 7.2       | 77.3 ± 6.7      |
| CFS      | 76.6 ± 11.6    | 70.2 ± 10.8      | 70.9 ± 10.2     |
| CHAT     | 82.1 ± 6.5     | 72.9 ± 8.0       | 68.8 ± 8.7      |
| DCSM     | 79.3 ± 9.3     | 71.5 ± 11.2      | 69.3 ± 10.5     |
| HPAP     | 73.8 ± 10.8    | 68.9 ± 11.1      | 67.9 ± 12.5     |
| MESA     | 72.7 ± 10.8    | 68.5 ± 14.3      | 68.7 ± 11.9     |
| MROS     | 71.4 ± 12.1    | 61.7 ± 13.7      | 63.9 ± 13.2     |
| PHYS     | 74.2 ± 10.7    | 72.9 ± 11.2      | 73.2 ± 11.4     |
| SEDF-SC  | 77.8 ± 7.9     | 75.8 ± 8.0       | 77.9 ± 7.7      |
| SEDF-ST  | 77.2 ± 10.1    | 64.3 ± 15.4      | 67.5 ± 12.4     |
| SHHS     | 76.9 ± 9.7     | 70.9 ± 9.3       | 73.0 ± 8.9      |
| SOF      | 74.8 ± 9.8     | 64.6 ± 12.6      | 67.5 ± 11.2     |
| avg OA   | 76.5 ± 10.6    | 69.9 ± 11.9      | 70.2 ± 11.1     |
| BSDB     | 72.5 ± 12.0 (DT) | 77.6 ± 11.3    | 77.3 ± 11.4     |

and on the test set of the BSDB dataset. We also show the results obtained on U-Sleep-v1 trained from scratch (S) on the BSDB dataset, and the results obtained on the model pre-trained in (i) on OA and then fine-tuned (FT) on the BSDB dataset. Unlike what we expected, both the models (S) and (FT), trained with a large and a highly heterogeneous database, are not able to generalize on the OA datasets from the different data centers. The average performance achieved on the OA with (S) and (FT) models is significantly lower compared to the performance of the model pre-trained on OA (paired t-tests $p-value < 0.001$). Whilst, with both (S) and (FT) we show a significant increase in performance compared to the direct transfer (DT), on the test set of the BSDB dataset (paired t-tests $p-value < 0.001$). We also found that the training from scratch results in significantly higher performance (paired t-test $p-value < 0.001$) on the BSDB dataset, compared to the performance of the fine-tuned model. No significant difference (paired t-test $p-value > 0.05$) occurs between (S) and (FT) evaluated on the average performance on OA datasets. The pre-training on the OA dataset was not beneficial for the model fine-tuned on the BSDB dataset. With a large number of highly heterogeneous subjects, we can directly train the model from scratch on the dataset. However, we have to mention that the main advantage of using the fine-tuned model is that it reaches same
Table 4 (iii) Performance of U-Sleep-v1 on a single model fine-tuned on all the training set of the seven BSDB groups (FT); on seven/two models fine-tuned on the independent training set of each group (FT-I) with $G = 7$ and $G = 2$ respectively; and on a single model fine-tuned on all the training set of the seven/two BSDB groups conditioned (FT-SaBN) by $G = 7$ and by $G = 2$ groups respectively. All the fine-tuned models are evaluated on the associated test set of each group. We report the F1-score ($\%$F1), specifically the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings. B: Babies (0-3 years); C: Children (4-12 years); A: Adolescents (13-18 years); YA: Young Adults (19-39 years); MA: Middle Aged Adults (40-59 years); E: Elderly (60-69 years); OE: Old Elderly ($> 70$ years). When $G = 2$ we have the following two groups $G_1 = \{B \cup C\}$, $G_2 = \{A \cup YA \cup MA \cup E \cup OE\}$, further details in Supplementary Notes: Age Analysis.

| Subsets | FT (G=1) | FT-I (G=7) | FT-I (G=2) | FT-SaBN (G=7) | FT-SaBN (G=2) |
|---------|----------|------------|------------|---------------|---------------|
| B       | 74.9 ± 6.8 | 74.1 ± 6.6 $^G_1$ | 74.8 ± 6.2 $^G_1$ | 72.2 ± 7.7 | 72.6 ± 7.7 |
| C       | 75.0 ± 9.8 | 74.9 ± 9.2 $^G_2$ | 75.9 ± 9.1 $^G_1$ | 74.8 ± 8.9 | 75.6 ± 10.1 |
| A       | 82.7 ± 13.7 | 80.0 ± 14.6 $^G_3$ | 82.8 ± 13.6 $^G_2$ | 82.3 ± 13.7 | 82.0 ± 14.0 |
| YA      | 80.8 ± 11.5 | 80.6 ± 11.6 $^G_4$ | 80.6 ± 11.6 $^G_2$ | 80.3 ± 11.9 | 79.9 ± 11.9 |
| MA      | 80.4 ± 7.8 | 79.90 ± 8.0 $^G_5$ | 79.8 ± 8.2 $^G_2$ | 79.6 ± 8.0 | 79.4 ± 8.3 |
| E       | 75.7 ± 10.1 | 74.2 ± 10.7 $^G_6$ | 74.9 ± 10.2 $^G_2$ | 74.5 ± 10.6 | 73.9 ± 10.9 |
| OE      | 75.2 ± 11.7 | 73.9 ± 11.0 $^G_7$ | 74.9 ± 11.3 $^G_2$ | 73.8 ± 11.7 | 74.0 ± 11.3 |
| avg     | 77.9 ± 10.7 | 77.0 ± 10.8 | 77.6 ± 10.7 | 76.9 ± 11.0 | 76.8 ± 11.1 |

(iii) Training conditioned by age. In Table 4 we show the performance of U-Sleep-v1 fine-tuned (FT) on all the training sets of the seven BSDB groups, i.e., single model. We also report the performance achieved using the training set of each group independently (FT-I) with $G = 7$ and $G = 2$ respectively (i.e., seven and two models), and the performance achieved using the training set of the seven/two BSDB groups conditioned (FT-SaBN) by $G = 7$ and by $G = 2$ groups respectively (i.e., single model). The mean and the standard deviation of the F1-score ($\%$F1), are computed across the recordings of the test set of each of the seven BSDB age groups. Comparing both the experiments (FT-I and FT-SaBN) and types of grouping ($G=2$ and $G=7$) with the baseline (FT), we did not find a statistically significant increase of the performance in any of the subgroups (paired t-test $p$-value $> 0.05$). Despite the lack of significant performance differences in our age-conditioned models, REM sleep seems to be less accurately predicted for small children, if the training data set only consists of data from adults (see Supplementary Figure 13, confusion matrix for test $\{CH\}$ against Model 1b). This is an interesting finding since small children exhibit more REM sleep (see Supplementary Figure 10). Visual scoring guidelines for small children differ from the guidelines for adults, with REM sleep scoring strongly relying on irregular respiration [59]. However, overall these results show that, despite
the age-related differences, the architecture is able to deal with different age subgroups at the same time, without needing to have access to chronological age-related information during the training procedure.

3 Discussions

In this paper we demonstrate the resilience of a DL network, when trained on a large and heterogeneous dataset. We focused on three of the most significant aspects: channel derivation selection, multi centre heterogeneity needs and age conditioned fine tuning. Channel derivations do have complementary information, and a DL based model resulted resilient enough to be able to extract sleep patterns also from mismatched, atypical and clinically non-recommended derivations. We showed that the variability among different sleep data centers (e.g., hardware, scoring rules etc.) needs to be taken into account more than the variability inside one single sleep center. A large database such as the BSDB (sleep disorder patient cohort of the Inselspital, with patients covering the full spectrum of sleep disorders) did not have enough heterogeneity to strengthen the performance of the DL based model on unseen data centers. Lastly, we show that a state-of-the-art DL network is able to deal with different age groups simultaneously, mitigating the need of adding chronological age-related information during training.

The resilience of the DL based model to the atypical or non-conventional channel derivations is fascinating. The model still learns relevant sleep patterns while solving the scoring tasks with high state-of-the-art performance on multiple large-scale-heterogeneous data cohorts. Although this is a remarkable finding, it would be useful to further investigate the reasons why the DL model is still able to encode clinically valid information. DL has been criticised for its non-interpretability and its black-box behavior, factors that may actually limit its implementation in sleep centers. Future works should focus on solving the following open question: which sleep patterns/features our DL algorithms are encoding/highlighting from the typical/atypical channel derivations?

AASM scoring rules have been widely criticized over the years, for many aspects. The scoring manual has been designed to consider the sleep stages almost as discrete entities. However, it is well-known that sleep should be viewed as a continuum/gradual transition from one stage to another. A growing consensus suggests that we should reconsider the scoring rules and the entire scoring procedure. Given the high variability among the individual scorers and different sleep centers, more efforts should be made to improve the standardization of the methodology. This variability inevitably affects the performance of any kind of algorithm, since all algorithms are learning from the noisy variability of labels given by physicians. A relevant finding of this paper is indeed that the heterogeneity given by data coming from different sleep data centers (e.g., different sleep scorers) is much more relevant than
the variability coming from patients affected by different sleep disorders. This latter insight raises a research question yet to be answered, i.e., how could we define and quantify the heterogeneity of a sleep database? To what extent could we consider a database heterogeneous enough, to allow the algorithm to generalize across different data domains/centers?

The age-related findings leave room to an important observation: the DL algorithm is intrinsically encoding age-related features, which may not be categorized into discrete age-subgroups. As sleep should be considered as a continuous physiological process, the hyperspace of features associated to the respective age-subgroups should be considered continuum as well. We are forcing the algorithm to learn sleep patterns based on the chronological age of the subjects, but actually there are many other factors that the DL model is taking into account.

To our knowledge, our study on the automatic sleep scoring task is the largest in terms of number of polysomnography recordings and diversity with respect to both patient clinical pathology and age spectrum.

Our final consideration relates to the general approach to solve the automated scoring dilemma. DL algorithms have reached better performance than feature based approach, DL is definitely able in learning features alone. DL better resemble the unconscious wide and comprehensive knowledge of the human beings, that cannot be discretized in a set of well defined features. Being the AASM so widely criticized, being the sleep labels so noisy (e.g., due to high inter- and intra- scorer variability), and being sleep so complex: could we delegate to a DL algorithm totally the scoring procedure? Could an unsupervised approach, that does not use labels, be the solution?

4 Methods

4.1 U-Sleep architecture

U-Sleep \cite{11}, optimized version of its predecessor U-Time \cite{10}, is inspired by the popular U-Net architecture for image-segmentation \cite{60–62}. Below we briefly describe U-Sleep architecture, for further details we refer the reader to \cite{11}.

U-Sleep is a fully convolutional deep neural network. It takes as input a sequence of length \( L \) of 30-second epochs and outputs the predicted sleep stage for each epoch. The peculiarity of this architecture is that it defines the general function \( f(X; \theta) : \mathbb{R}^{L \times i \times C} \rightarrow \mathbb{R}^{L \times K} \), where \( L > 0 \) is any positive integer, \( \theta \) are the learning parameters, \( L \) is a number of fixed-length windows with \( i \) sampled points each, \( C \) the number of PSG channels and \( K \) the number of sleep stages. Hence, U-Sleep takes in input any temporal section of a PSG (even the whole PSG) and output a sequence of labels for each fixed-length
$i > 0$ window. Ideally $L \cdot i > 4096$, because U-Sleep contains 12 pooling operations, downsampling the signal by a factor of 2. The architecture requires at least $C = 2$, one EEG and one EOG channel, sampled/resampled at 128Hz, with $K = 5$ \textit{i.e.} awake, $N1, N2, N3, R$.

U-Sleep architecture consists of three learning modules as shown in Figure 1.

- The \textit{encoder} module is designed to extract feature maps from the input signals, each resulting in a lower temporal resolution compared to its input. The module includes 12 encoder blocks. Each block consists of a 1D convolutional layer, one layer of activation function - \textit{i.e.} exponential linear unit (ELU), a batch normalization layer and one max-pooling layer.
- The \textit{decoder} module is designed to up-scale the feature maps to match the temporal resolution of the signals in input. We can interpret the output of the decoder as a high-frequency representation of the sleep stages at the same $f_s$ of the input signal (\textit{e.g.}, with $f_s = 128Hz$, output one sleep stage each $1/128Hz$). The module includes 12 decoder blocks. Each block consists of a nearest neighbour up-sampling layer (\textit{e.g.}, with a \textit{kernel size} = 2, the length of the feature map in input is doubled), a 1D convolutional layer, one layer of ELU activation function and a batch normalization layer. Then, a skip connection layer combines the up-scaled input with the output of the batch normalization layer of the corresponding encoder block. Finally, a 1D convolution, a ELU non-linearity and a batch normalization are applied to the stacked feature maps. The output has the same temporal resolution of the signal in input.
- The \textit{segment classifier} module is designed to segment the high-frequency representation output of the decoder into the desired sleep stage prediction frequency. The module consist of a dense segmentation layer (\textit{i.e.}
U-Sleep: resilient to AASM guidelines

1d convolution layer with a hyperbolic tangent activation function), an average-pooling layer (e.g., with kernel_size = stride_size = 30sec * f_s considering the same prediction frequency of a sleep scorer) and two 1D convolutional layers (the first using an ELU activation function, and the latter using a softmax activation function). The output of the segment classifier is a $L \times K$, where $L$ is the number of segments and $K = 5$ is the number of sleep stages.

The sequence length $L$, the number of filters, the kernel and the stride sizes are specified in Figure 1. The softmax function, together with the cross-entropy loss function, is used to train the model to output the probabilities for the five mutually exclusive classes $K$ that correspond to the five sleep stages. The architecture is trained end-to-end via backpropagation, using the sequence-to-sequence learning approach. The model is trained using mini-batch Adam gradient-based optimizer [63] with a learning rate $lr$. The training procedure runs up to a maximum number of iterations, as long as the break early stopping condition is satisfied.

Unlike [11], we consider early stopping and data augmentation as regularization techniques. As stated in [64] “regularization is any modification we make to a learning algorithm that is intended to reduce its generalization error but not its training error”. Early stopping and data augmentation do so in different ways, they both decrease the regularization error.

**Early stopping.** It provides guidance on how many iterations can be run before the model begins to overfit [65]. The training procedure is stopped as soon as the performance (i.e. F1-score) on the validation set is lower than it was in the previous iteration step. In our experiments, before hastily stopping the learning procedure, the algorithm runs for an additional number of iterations (by fixing the so called patience parameter). The model with the highest performance is the one we finally save.

**Data augmentation.** The signals in input are randomly modified during training procedure to improve model generalization. Variable length of the sequences in input are replaced with a Gaussian noise. For each sample in a batch, with 0.1 probability, a fraction of the sequence is replaced with $N(\mu = \hat{\mu}, \sigma^2 = 0.01)$, where $\hat{\mu}$ is the mean of the sample’s signals. The fraction is sampled with a log-uniform distribution $\{\text{min} = 0.001; \text{max} = 0.33\}$. With a 0.1 probability at most one channel is entirely replaced by noise.

The training parameters (e.g., adam-optimizer parameters beta1 and beta2, mini-batch size etc.) are all set as stated in [11]. The learning rate, the early stopping patience parameter and the maximum number of iterations have been changed to $10^{-5}$, 100 and 1000 respectively, to let U-Sleep converge faster. The architecture has several hyperparameters (e.g., number of layers, number/sizes of filters, regularization parameters, training parameters etc.) which could be optimized to tune its performance on any dataset. We decided
to not systematically tune all these parameters, as this is out of our scope, but to fix them for all the experiments, as done in the original network.

**Data pre-processing.** The signals are resampled to 128Hz and rescaled (per channel and per-subject), so that, for each channel, the EEG signal has median 0 and inter quartile range (IRQ) 1. The values with an absolute deviation from the median above 20*IQR are clipped. The signals outside the range of the scored hypnogram are trimmed. The recordings scored according to Rechtschaffen and Kales rules results in six scoring classes, *i.e.* awake, N1, N2, N3, N4, and REM. In order to use the AASM standard, we merge the N3 and N4 stages into a single stage N3. The loss function for stages as MOVEMENT and UNKNOWN is masked during the training procedure.

**Data sampling.** U-Sleep is trained using mini-batch Adam gradient-based optimizer. Each element in the batch is a sequence/segment of $L = 35$ EEG and EOG 30-second signals/epochs from a single subject. Each sequence/element is sampled from the training data as follows. (1) dataset sampling: one dataset is selected randomly. The probability that a dataset $D$ is selected is given by $P(D) = \alpha P_1(D) \cdot (1 - \alpha)P_2(D)$, where $P_1(D)$ is the probability that a dataset is sampled with a uniform distribution $1/N_D$, where $N_D$ is the number of available datasets, and $P_2(D)$ is the probability of sampling a dataset according to its size. The parameter $\alpha$ was set to 0.5 to equally weight $P_1(D)$ and $P_2(D)$; (2) subject sampling: a recording $S_D$ is uniformly sampled from $D$; (3) channel sampling: one EEG and one EOG are uniformly sampled from the available combinations of channels in $S_D$ (*e.g.*, if 2 EEG and 2 EOG channels are available, four combinations would be possible); (4) segment sampling: a segment of EEG/EOG signals of length $L = 35$ is selected as follows: first uniformly sample a class from $W, N1, N2, N3, R$, then select randomly a 30-second epoch scored with the sampled class and finally shift the chosen epoch in a random position of the segment of length $L$.

### 4.2 Transfer learning

We define transfer learning quoting the following clear and simple statements: "Transfer learning and domain adaptation refer to the situation where what has been learned in one setting (*e.g.*, distribution $P_1$) is exploited to improve generalization in another setting (say, distribution $P_2$)" by [64]; or in other words "Given a source domain $D_S$ and learning task $T_S$, a target domain $D_T$ and learning task $T_T$, transfer learning aims to help improve the learning of the target predictive function $f_T(\cdot)$ in $D_T$ using the knowledge in $D_S$ and $T_S$, where $D_S \neq D_T$ and $T_S \neq T_T$" by [66].

Formally, let $P_1 = D_S = \{X_S, Y_S\}$ denote the data domain $S$ with the biosignal/feature space $X_S$ and the corresponding label space $Y_S$. Let $T_S$ denote the task in the domain $S$ maximizing the conditional probability distributions $P(y_S|x_S)$, where $x_S \in X_S$ and $y_S \in Y_S$. Similarly, let $P_2 = D_T = \{X_T, Y_T\}$ denote the data domain $T$ with the biosignal/feature space $X_T$ and the
corresponding label space $Y_T$. $T_T$ denote the task in the domain $T$ maximizing the conditional probability distributions $P(y_T|x_T)$, where $x_T \in X_T$ and $y_T \in Y_T$. The transfer learning technique aim to improve the learning of the distributions $P(y_T|x_T)$ given what we previously learned from $D_S$ and $T_S$, where $D_S \neq D_T$ or $T_S \neq T_T$.

Overall the transfer learning approach have the following advantages: (1) the time-complexity of the training phase on the target domain (i.e., fine-tuning procedure) is drastically reduced in respect to that required if the learning process is made from scratch; (2) it does not require a big-sized training set, making the approach feasible when labelled data are missing; (3) the source model is already pre-trained, hence the hyperparameters are already tuned/optimized. This allow to reach quickly high performances on the target task without re-designing the model and without lose its generalization capabilities. As highlighted in [66], we can define two macro-classes of transfer learning approaches. Inductive transfer refers to those scenario in which both the task and the domain are different in the source and target model; transductive transfer defines a method in which the model adapts to a different target domain where, however, the source and the target task are the same. Transductive transfer is exactly what we do in our experiments, where $T_S \equiv T_T$, as the task is always to perform sleep staging with the same set of sleep classes/stages.

The main challenges when handling with transfer learning are "what" transfer, "when" transfer and "how" transfer. "What" refers to the data domain shifts (e.g., different hardware, different subject distributions with different disorders) and the disagreement between the predictions of the model and labels given by different physicians. "When" is not the major issue here as we will perform the transfer only once, and directly on the whole target dataset available. "How" is the most challenging decision. The process involves overwriting a knowledge from a small-sized database to a previous big-sized knowledge (result of a long training process). In this scenario, one concern is to avoid ending up in what the data scientists call catastrophic forgetting: "Also known as catastrophic interference, it is the tendency of an artificial neural network to completely and abruptly forget previously learned information upon learning new information" by [67].

Even if it is conceptually easy to understand, avoiding its occurrence is not trivial. To partially bypass this phenomena we fine-tune the architecture on the target domain using a smaller learning rate.

In our experiments we will first pre-train the architecture on the data-source domain $S$ (e.g., a set of different domains/databases \{ $S_{DB_1}, S_{DB_2}, ..., S_{DB_n}$ \}), then we fine-tune the model on the data-target domain $T$. Formally, we first minimize the loss function $L_S$, resulting in the learned parameters $\theta$: 
argmin_θ = \sum_{(x,y) \in D_S} L_S(x, P(y|x), P_\theta(y,x)) \tag{1}

The parameters θ of the pre-trained model will be used as the starting point on the data-target domain T. To transfer the learning on the new domain T, we fine-tune all the pre-trained parameters θ' = θ (i.e. the entire network is further trained on the new data domain T):

argmin_{θ'} = θ = \sum_{(x,y) \in D_T} L_T(x, P(y|x), P_\theta(y,x)) \tag{2}

4.3 Conditional learning

Basically all the sleep scoring architectures learn in a conditional way. The aim is to maximize the conditional probability distributions P(Y|X), where X are the sequences of the biosignals in input and Y are the corresponding ground-truth labels. For each epoch x_t in input the models aim to maximize the conditional probability distribution P(y_t|x_t), where y_t is the t-th one-hot encoded vector of the ground-truth label. Hence, the model is trained to minimize the prediction error conditioned only by the knowledge of X.

We know that the sleep data X often come from different sources or data domains. Even in the same cohort, subjects with different demographics and sleep disorders may occur, resulting in significant shifts in their sleep data X distributions. Imagine to have in the same data cohort G different groups of subjects \{g_1, g_2, ..., g_G\}, with \(g_1 = \{healthy\}, g_2 = \{sleep-\text{apnea}\}\) and so on. This additional information about the group (i.e. the sleep disorder group \(g_i\)) to which the subject belongs can be given in input to the model. So, we can either train G fully separated models, each maximizing G different P(Y|X) functions, or either train a single model maximizing the conditional probability distributions P(Y|X, \(g_i\)). The latter - i.e. train the joint model with the additional condition \(g_i\) - is the smartest approach; the tasks are similar enough to benefit from sharing the parameters and the extracted features.

We decided to exploit the batch normalization layers to insert the additional knowledge in the training of our model. In literature different normalization variants have been proposed by modulating the parameters of the vanilla batch normalization (BN) layer [68–72]. We decided to exploit the Sandwich Batch Normalization (SaBN) approach recently proposed in [73].

The vanilla BN [74] normalizes the samples in a mini-batch in input by using the mean μ and the standard deviation σ, and then re-scales them with the γ and β parameters. So, given the feature in input \(f \in \mathbb{R}^{B \times C \times H \times W}\), where \(B\) is the batch size, \(C\) is the number of channels and \(H\) and \(W\) are the height and width respectively, the vanilla BN computes:

\[ h = \gamma \left( \frac{f - \mu(f)}{\sigma(f)} \right) + \beta \tag{3} \]
where $\mu(f)$ and $\sigma(f)$ are the mean and variance running estimates (batch statistics, \textit{i.e.}, moving mean and moving variance) computed on $f$ along $(N, H, W)$ dimensions; $\gamma$ and $\beta$ are the re-scaling learnable parameters of the BN affine layer with shape $C$. Clearly, the vanilla BN has only a single re-scaling transform, indirectly assuming all features coming from a single data distribution. In [71], to tackle the data heterogeneity issue (\textit{i.e.}, images from different data domains/distributions), they propose the Categorical Conditional BN (CCBN), so boosting the quality of the generated images. The CCBN layer computes the following operation:

$$h = \gamma_g \left( \frac{f - \mu(f)}{\sigma(f)} \right) + \beta_g \quad g = 1, \ldots, G$$

where $\gamma_g$ and $\beta_g$ are the re-scaling learnable parameters of each $g$-th affine layer, where $g$ corresponds to the domain index associated to the input. The parameters of each affine layer are learned to capture the domain/distribution-specific information. In [73], instead, they propose the Sandwich Batch Normalization layer, an improved variant of the CCBN. They claim that different individual affine layers might cause an imbalanced learning for the different domains/distributions. They factorize the BN affine layer into one shared ”sandwich” BN layer cascaded by a set of independent BN affine layers, computed as follows:

$$h = \gamma_g (\gamma_{sa} \left( \frac{f - \mu(f)}{\sigma(f)} \right) + \beta_{sa}) + \beta_g \quad i = 1, \ldots, G$$

where $\gamma_{sa}$ and $\beta_{sa}$ are the re-scaling learnable parameters of the ”sandwich” shared affine BN layer, while, as above, $\gamma_g$ and $\beta_g$ are the re-scaling learnable parameters of each $g$-th affine layer, conditioned on the categorical input $g$. The SaBN enable the conditional fine-tuning of a pre-trained U-Sleep architecture, conditioned by the categorical index in input $g$.

### 4.4 Evaluation

In all our experiments we evaluate U-Sleep as stated in [11]. The model scores the full PSG, without considering the predicted class on a segment with a label different from the five sleep stages (\textit{e.g.}, segment labelled as 'UNKNOWN' or as 'MOVEMENT'). The final prediction is the results of all the possible combinations of the available EEG and EOG channels for each PSG. Hence, we use the majority vote, \textit{i.e.} the ensemble of predictions given by the multiple combination of channels in input.

The unweighted F1-score metric [75] has been computed on all the testing sets to evaluate the performance of the model on all the experiments. We compute the F1-score for all the five classes, we then combine them by calculating the unweighted mean. Note that the unweighted F1-scores reduce the absolute scores due to lower performance on less abundant classes such as sleep stage N1. For this reason, we also report in Supplementary Tables 9, 10, 11 and 12...
the results achieved in terms of weighted F1-score - i.e. the metric is weighted
by the number of true instances for each label, so as to consider the high imbal-
ance between the sleep stages. In that case, the absolute scores significantly
increases on all the experiments.

5 Ethical approval

Data usage was ethically approved in the framework of the E12034 - SPAS
(Sleep Physician Assistant System) Eurostar-Horizon 2020 program (Kan-
tonale Ethikkommission Bern, 2020-01094).

6 Data availability

The Bern Sleep Registry *BSDB*, the sleep disorder patient cohort of the Insel-
spital, University hospital Bern, is a not publicaly available. All other datasets
are in principle publicly available, most datasets require the user to complete
a data request form. The researchers and the use-case scenario need to be eli-
gible for a given dataset. In Table 1 we specify which datasets require approval
from a Data Access Committee and which are directly available online.
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SUPPLEMENTARY MATERIAL

Supplementary notes

Dataset

We report a detailed description of all the datasets used in our experiments.

**ABC.** The Apnea, Bariatric surgery, and CPAP database consists of 132 recordings from 49 patients with severe obstructive sleep apnea and morbity obesity (BMI from 35 to 45) [1, 2]. EEG signals (F4-M1, F3-M2, C4-M1, C3-M2, O2-M1, O1-M2) and EOG signals (E2-M1, E1-M2) have been considered in our experiments. The signals are recorded at 256Hz, and hardware low-pass filtered and high-pass filtered at 105Hz and at 0.16Hz respectively. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://doi.org/10.25822/nx52-bc11 and https://clinicaltrials.gov/ct2/show/NCT01187771.

**CCSHS.** The Cleveland Childrend’s Sleep and Health Study consists of children and adolescents recordings. In our experiments we consider 515 recordings from adolescents aged 16-19 years. The recordings are collected in three different hospitals around Cleveland, Ohio, US [1, 3]. EEG signals (C4-A1, C3-A2) and EOG signals (ROC-A1, LOC-A2) have been considered in our experiments. The signals are recorded at 128Hz, and hardware high-pass filtered at 0.15Hz. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://doi.org/10.25822/cg2n-4y91.

**CFS.** The Cleveland Family Study is a family-based study on sleep apnea disordered subjects. The database consists of 2284 subjects from 361 families [1, 4]. We consider recordings of 730 subjects from 144 families (whence full whole-night PSG were available). For this specific database, the data split (train/val/test set) is done by considering subjects and family belonging (i.e., all the family members appear in the same data split). EEG signals (C4-A1, C3-A2) and EOG signals (ROC-A1, LOC-A2) have been considered in our experiments. The signals are recorded at 128Hz, and hardware low-pass filtered and high-pass filtered at 105Hz and 0.16 Hz respectively. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://doi.org/10.25822/jmyx-mz90.

**CHAT.** The Childhood Adenotonsillectomy Trial database consists of 1638 recordings (452 baseline, 407 follow-up and 779 control) from 1232 children post-adenotonsillectomy-surgery aged 5-10 years. The recordings are collected in six different sleep centers in Massachusetts, Missouri, New York, Ohio and Pennsylvania [1, 5, 6]. EEG signals (F4-M1, F3-M2, C4-M1, C3-M2, O2-M1, O1-M2, T4-M1, T3-M2) and EOG signals (E2-M1, E1-M2) have been
considered in our experiments. The signals are recorded at 200Hz (or higher in other sleep centers), and different hardware filtering given the different acquisition systems. One recording has been excluded - EOG missing. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://doi.org/10.25822/d68d-8g03 and https://clinicaltrials.gov/ct2/show/NCT00560859.

DCSM. The Danish Centre for Sleep Medicine database consists of 255 recordings from patients with potential and non-specific sleep related disorders. No demographic is available for the database. EEG signals (F4-M1, F3-M2, C4-M1, C3-M2, O2-M1, O1-M2, T4-M1, T3-M2) and EOG signals (E2-M1, E1-M2) have been considered in our experiments. The signals are recorded at 256Hz, and band-pass filtered between 0.3Hz and 70Hz. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://sid.erda.dk/wsgi-bin/ls.py?share_id=fUH3xbOXv8.

HPAP. The Home Positive Airway Pressure database consists of 373 recordings (238 considered in our experiments) from obstructive sleep apnea patients aged over 18 years. The recordings are collected in seven different US sleep centers [1, 7]. EEG signals (F4-M1, F3-M2, C4-M1, C3-M2, O2-M1, O1-M2, T4-M1, T3-M2) and EOG signals (E2-M1, E1-M2) have been considered in our experiments. The signals are recorded at 200Hz, no filtering applied. Nine recordings have been excluded - EOG and/or reference channels missing. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://doi.org/10.25822/xmwv-yz91 and https://clinicaltrials.gov/ct2/show/NCT00642486.

MESA. The Multi-Ethnic Study of Atherosclerosis consists of 2237 recordings (2056 considered in our experiments) from a cohort of black, white, Hispanic and Chinese-American subjects aged 45-84 years [1, 8]. EEG signals (Fz-Cz, C4-M1, Cz-Oz) and EOG signals (E2-Fpz, E1-Fpz) have been considered in our experiments. The signals are recorded at 256Hz, and hardware low-pass filtered at 100Hz. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://doi.org/10.25822/n7hq-c406.

MROS. The database is a subset of the larger study Osteoporotic Fractures in Men (MrOS), involving 5,994 community-dwelling men aged over 65 years [1, 9, 10]. In our experiments we consider 3926 recordings (2900 from visit 1 and 1026 from visit 2) from 2903 subjects, which underwent in-home overnight PSG. EEG signals (C4-A1, C3-A2) and EOG signals (ROA-A1, LOC-A2) have been considered in our experiments. The signals are recorded at 256Hz, and hardware high-pass filtered at 0.15Hz. Seven recordings have been excluded - EOG channels and/or sleep stage annotation files missing. The recordings are manually scored by sleep experts according to the AASM
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rules. For more information we refer to https://doi.org/10.25822/kc27-0425.

**PHYS.** The database from the 1028 PhysioNet/CniC Challenge consists of 1985 recordings (994 labelled considered in our experiments) from patients with potential sleep disorders [11, 12]. EEG signals (F4-M1, F3-M2, C4-M1, C3-M2, O2-M1, O1-M2) and one EOG signal (E1-M2) have been considered in our experiments. The signals are recorded at 200Hz. The recordings are manually scored by sleep experts according to the AASM rules. For more information we refer to https://physionet.org/content/challenge-2018/1.0.0/.

**SEDF-SC & SEDF-ST.** The Sleep-EDF Expanded database consists of 197 recordings from two subset studies. The Sleep-EDF Sleep Cassette (SEDF-SC) consists of 153 recordings from 78 healthy subjects aged 25-101 years. The Sleep-EDF Sleep Telemetry (SEDF-ST) consists of 44 recordings from 22 healthy subjects with mild difficulty falling asleep (two recordings collected for each subject, i.e., one after temazepam intake and one after placebo intake) [11, 13]. EEG signals (Fpz-Cz, Pz-Oz) and one EOG signal (ROC-LOC) have been considered in our experiments. The signals are recorded at 100Hz. The recordings are manually scored by sleep experts according to the Rechtschaffen and Kales scoring rules, and re-aligned to the AASM rules as described at the end of this section. For more information we refer to https://doi.org/10.13026/C2C30J.

**SHHS.** The Sleep Heart Health Study consists of 8444 recordings (5793 from visit 1 and 2651 from visit 2) from 5797 patients with sleep-disordered breathing aged over 40 years [1, 14]. EEG signals (C4-A1, C3-A2) and EOG signals (ROC-A1, LOC-A2) have been considered in our experiments. The EEG and EOG signals are recorded at 125Hz and 50Hz respectively, and hardware high-pass filtered at 0.15Hz. The recordings are manually scored by sleep experts according to the Rechtschaffen and Kales scoring rules, and re-aligned to the AASM rules as described at the end of this section. For more information we refer to https://clinicaltrials.gov/ct2/show/NCT00005275 and https://doi.org/10.25822/ghy8-ks59.

**SOF.** The database is a subset of the larger study Osteoporotic Fractures (SOF). In our experiments we consider 453 recordings (from visit 8), which underwent in-home overnight PSG [1, 15, 16]. EEG signals (C4-A1, C3-A2) and EOG signals (ROC-A1, LOC-A2) have been considered in our experiments. The EEG and EOG signals are recorded at 128Hz, and hardware high-pass filtered at 0.15Hz. The recordings are manually scored by sleep experts according to the Rechtschaffen and Kales scoring rules, and re-aligned to the AASM rules as described at the end of this section. For more information we refer to https://doi.org/10.25822/e1cf-rx65.
Age analysis

(G=7) Age Groups by [17]

Inspired by the meta-analysis of quantitative sleep parameters from childhood to old age reported in [17], we decided to study, and then run all our experiments, on the following seven age groups: Babies (B; 0-3 years), Children (C; 4-12 years), Adolescents (A; 13-18 years), Young Adults (YA; 19-39 years), Middle Aged Adults (MA; 40-59 years), Elderly (E; 60-69 years), Old Elderly (OE; >70 years). Unlike in [17], we also considered the additional group of Babies, uncovered in their study. In Figure 1 and in Table 1, respectively, we show the age distribution of the BSDB dataset in the seven age groups, and we report the number of recordings, the age range, the age mean and standard deviation ($\mu \pm \sigma$) and the male/female percentage (M/F) for each group. For each PSG of the BSDB dataset we compute the following ten sleep parameters: Total Sleep Time (TST), Sleep Period Time (SPT), Wake After Sleep Onset (WASO), Sleep Latency (SL), Sleep Efficiency (SE), Percentage of N1 stage ($pN_1$), Percentage of N2 stage ($pN_2$), Percentage of N3 stage ($pN_3$), Percentage of REM stage ($pREM$) and Number of stage shifts per hour ($n_{\text{shift}}$). In Table 2 we report the mean and standard deviation ($\mu \pm \sigma$) of each sleep parameter for each age group. We also show the boxplots in Figures 2-11 computed on each sleep parameter and for each age group. In some of these plots emerge the continuous positive/negative trend on the specific sleep parameter from babies to old elderly subjects.

(G=2) Age Groups by AASM [18]

With sleep-specific age groups we refer to those suggested by the AASM scoring manual [18]. Indeed, it provides two sets of rules for visual sleep scoring, i.e., babies/children and adults.

The age boundary between the two groups is not well defined; in particular, it is not clear which group the subjects in the age range between 13 and 18 (adolescents) belong to. Therefore we started considering two groups plus the adolescents’ group: Babies/Children (CH; 0-12 years), Adolescents (A; 13-18 years), Adults (AD; < 19 years).

In Figure 12 and in Table 3, respectively, we show the age distribution of the BSDB dataset in the three age groups, and we report the number of recordings, the age range, the age mean and standard deviation ($\mu \pm \sigma$) and the male/female percentage (M/F) for each age group. We used U-sleep to evaluate if the PSGs of the Adolescents were closer to the Babies/Children’s recordings or to the Adults’ recordings. We run two different experiments on U-Sleep-v1: in experiment_1 we merge the recordings from the Adolescents with the Babies/Children; in experiment_2 we merge the recordings from Adolescents with the Adults. In both the experiments (1, 2), we fine-tuned two different models (a, b), resulting in four independently trained models: (1a) fine-tuning on $G_{1a} = \{CH \cup A\}$; (1b) fine-tuning on $G_{1b} = \{AD\}$; (2a)
fine-tuning on $G_{2a} = \{CH\}$; (2b) fine-tuning on $G_{2b} = \{A \cup AD\}$. For each experiment, we tested both the models (a) and (b) on the test set of the three groups $\{CH, A, AD\}$. In Table 4 we report the macro F1-score ($\%F1$), specifically the mean value and the standard deviation ($\mu \pm \sigma$), computed across the recordings. In bold we indicate the best performance achieved on each test set. We compared with a paired t-test the performance of the four models tested on the Adolescents. The model (2b), fine-tuned on $\{A \cup AD\}$, performs significantly better ($p-value < 0.05$) on the Adolescents than the model (1a), fine-tuned on $\{CH \cup A\}$, suggesting that Adolescents tend to be similar to Adults. This is confirmed by the fact that also the model (1b), fine-tuned on $\{AD\}$, performs better ($p-value < 0.05$) on the Adolescents than the model (1a), even without Adolescents’ recordings in the training set. The models (1b) and (2b), fine-tuned on Adults without or with Adolescents, reach the same performance (paired t-test $p-value > 0.05$), hence confirming again the statement above. We might conclude that the Adolescents belong to the Adults’ group, so as to run all the age conditioning analysis on the following two sleep-related age groups: $G_1 = \{B \cup C\}$ and $G_2 = \{A \cup YA \cup MA \cup E \cup OE\}$.

For both $\{CH\}$ and $\{AD\}$ we obtain the same performance (paired t-test $p-value > 0.05$) with the two models fine-tuned on the group itself, with or without Adolescents. However, we reached significantly lower performance (paired t-test $p-value < 0.01$) with the other two models fine-tuned on the complementary group. This latter statement strengthens the basic assumption that babies/children and adults are two clearly different groups for the deep learning scoring algorithm.

In Figure 13 we report the confusion matrix for each of the five models (0, 1a, 1b, 2a, 2b) and each of the three test sets $\{CH, A, AD\}$. With model (0) we refer to the model fine-tuned on the whole training set, regardless of the subjects’ age.
Noisy labels, uncertainty and query procedure

The visual scoring is a highly subjective procedure. In the last decades, [19–22] have been reporting high inter-scorer variability, i.e. the agreement between different scorers is of about 70%-80%. The labels we are using to train our sleep scoring algorithms are commonly annotated by a single scorer. It is well-known that the AASM scoring rules leave space for subjective interpretation. Hence, we are actually transferring the scorer’s subjectivity in our models. The labels should be considered noisy by nature. This noise may generate uncertainty during the training procedure. In our study we also exploit the label smoothing regularization technique to introduce additional noise on top of our labels, to better evaluate the uncertain predictions given from our model. In [23, 24] it has been shown that label smoothing helps improving robustness when learning with noisy labels.

The predicted sleep stage for each fixed-length $i > 0$ window comes with a probability value $\hat{p}$. As stated in [25], the probability value associated with the predicted sleep stage should mirror its ground truth correctness likelihood. When this happens the model is well calibrated. In [25] we also showed label smoothing [26] to be a suitable technique to improve the calibration of the model. In this study, we also train U-Sleep with the label smoothing techniques, to add some noise on the labels, to better calibrate the model and to evaluate its impact on our uncertainty estimate procedure. In a standard training of a neural network, the cross-entropy loss is minimized using the hard targets $y_k$ (i.e. hot encoded targets, ‘1’ for the correct class and ‘0’ for the other). When the model is trained with the label smoothing technique, the hard targets are weighted with the uniform distribution $1/K$ (eq. 1), and the cross-entropy loss is minimized using the weighted mixture of the targets (eq. 2).

$$y_k^{LSU} = y_k \cdot (1 - \alpha) + \alpha/K$$  \hspace{1cm} (1)

$$H(y, p) = \sum_{k=1}^{K} -y_k^{LSU} \cdot \log(\hat{p}_k)$$  \hspace{1cm} (2)

where $\alpha$ is the smoothing parameter, $K$ is the total number of classes, $y_k^{LSU}$ the targets smoothed with the uniform distribution, and $\hat{p}_k$ the softmax output probabilities. We fix the $\alpha$ smoothing parameter equal to 0.1.

We exploit the ensemble of the $M$ different predictions (i.e. one prediction for each combination of channel in input) and the query procedure introduced in [25] to estimate the model uncertainty, and consequently the uncertain predictions. We can compute the mean $\mu_{i,k}$ (eq. 3) and the variance $\sigma^2_{i,k}$ (eq. 4) of the $M$ predictions for each sleep stage $k$:

$$\mu_{i,k} = \frac{\sum_{m=1}^{M} \hat{p}_{m,i,k}}{M}$$  \hspace{1cm} (3)

$$\sigma^2_{i,k} = \frac{\sum_{m=1}^{M} (\hat{p}_{m,i,k} - \mu_{i,k})^2}{M}$$  \hspace{1cm} (4)
where $\hat{p}_{m,i,k}$ is the output probability for the sleep stage $k$ of the m-th prediction for the $i$-th 30-second epoch. The final prediction $\hat{y}_i$ of the model will be given by $max(\mu_i)$, which we will refer to as $\mu_{\max}$, along with the assigned variance value $\sigma^2\mu_{\max}$. As proposed in [25], the mean $\mu_{\max}$ and the variance $\sigma^2\mu_{\max}$ can be used as indicators of the model uncertainty. High $\mu_{\max}$ and low $\sigma^2\mu_{\max}$ indicate that the model is confident about its prediction, i.e. low degree of uncertainty. In this study, we use only the $\mu_{\max}$ query procedure introduced in [25], i.e., on each subject we select a fixed percentage of epochs with the lowest $\mu_{\max}$ value. It has been shown to be more efficient compared to the query procedure via $\sigma^2\mu_{\max}$. The query procedure requires the selection of a threshold $q\%$ on the distribution of the mean values. The selection criterion of the threshold value $q\%$ is based on a reasonable percentage of epochs to be re-sent to the physician for a secondary review. In our study we fix $q\%$ equal to 5%, as done in [25].

We found that training $U$-$Sleep$-$v1$ on the OA datasets with the label smoothing technique results in a significant decrease in performance compared to the baseline pre-trained in (ii) without label smoothing (paired t-test $p$-value < 0.001). Nonetheless, by adding some noise on the label during the training, we are able to select a significantly higher number of misclassified epochs among the selected ones (paired t-test $p$-value < 0.001). We thus succeed to better detect the uncertain predictions, see Table 5.
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**Fig. 12** Age distribution of the BSDB dataset in the three age groups by AASM [18].
**Fig. 13** Fine-tuning performance (confusion matrix) on \(\{CH, A, AD\}\).
List of Tables

Table 1  Age groups by [17] overview with demographic statistics.

| Age groups | Recordings | Age in years (range) | Age in years (µ ± σ) | Sex % (F/M) * |
|------------|------------|----------------------|----------------------|---------------|
| B          | 151        | 0-3 1.6 ± 1.1        | 44/56                |
| C          | 246        | 4-12 7.8 ± 2.6       | 43/57                |
| A          | 177        | 13-17 15.3 ± 1.4     | 41/59                |
| YA         | 2106       | 18-39 29.7 ± 6.3     | 42/58                |
| MA         | 3655       | 40-59 50.4 ± 5.5     | 31/69                |
| E          | 1546       | 60-69 64.0 ± 2.8     | 30/70                |
| OE         | 988        | 70-91 75.1 ± 4.1     | 30/70                |

Table 2  Sleep parameters.

|        | TST (min) | SPT (min) | WASO (%) | SL (min) | SE | n shift (n/h) | pN1 (%) | pN2 (%) | pN3 (%) | pREM (%) |
|--------|-----------|-----------|----------|----------|----|---------------|---------|---------|---------|----------|
| all    | 340.2     | 402.0     | 15.7     | 18.1     | 84.3 | 20.8          | 20.2    | 44.6    | 17.9    | 14.5     |
| ± 83.7 | ± 71.4    | ± 13.6    | ± 25.1   | ± 13.6   | ± 7.8 | ± 15.1        | ± 14.2  | ± 12.3  | ± 7.6   |
| B      | 452.0     | 539.6     | 15.8     | 23.5     | 84.2 | 14.7          | 13.0    | 32.6    | 29.4    | 23.9     |
| ± 85.8 | ± 88.5    | ± 11.4    | ± 30.4   | ± 11.4   | ± 5.4 | ± 10.0        | ± 14.0  | ± 10.9  | ± 9.3   |
| C      | 430.2     | 465.9     | 7.5      | 20.3     | 92.5 | 12.9          | 8.0     | 36.5    | 36.5    | 17.0     |
| ± 73.3 | ± 75.9    | ± 7.4     | ± 28.3   | ± 7.4    | ± 4.1 | ± 6.6         | ± 11.6  | ± 13.4  | ± 6.9   |
| A      | 377.8     | 415.2     | 9.0      | 18.7     | 91.0 | 14.7          | 8.9     | 41.0    | 32.1    | 15.1     |
| ± 79.3 | ± 85.0    | ± 10.6    | ± 30.1   | ± 10.6   | ± 5.2 | ± 6.7         | ± 11.1  | ± 10.9  | ± 6.3   |
| YA     | 371.1     | 414.9     | 10.9     | 16.1     | 89.1 | 18.1          | 14.0    | 44.4    | 21.4    | 15.8     |
| ± 93.9 | ± 90.8    | ± 11.4    | ± 22.4   | ± 11.4   | ± 6.5 | ± 10.9        | ± 13.3  | ± 10.9  | ± 7.3   |
| MA     | 336.3     | 393.7     | 14.7     | 16.7     | 85.3 | 21.8          | 20.1    | 46.5    | 16.1    | 14.5     |
| ± 66.8 | ± 55.4    | ± 12.1    | ± 22.8   | ± 12.1   | ± 7.4 | ± 13.3        | ± 13.8  | ± 10.9  | ± 7.3   |
| E      | 311.4     | 389.6     | 20.3     | 20.0     | 79.7 | 22.8          | 25.3    | 45.1    | 14.5    | 13.0     |
| ± 72.6 | ± 56.8    | ± 14.7    | ± 26.5   | ± 14.7   | ± 8.1 | ± 15.9        | ± 14.6  | ± 11.9  | ± 7.5   |
| OE     | 287.8     | 385.6     | 25.7     | 22.6     | 74.3 | 23.4          | 31.9    | 41.5    | 13.8    | 11.6     |
| ± 73.4 | ± 53.2    | ± 15.7    | ± 32.0   | ± 15.7   | ± 8.3 | ± 19.3        | ± 15.8  | ± 12.2  | ± 7.4   |
**Table 3** Age groups by AASM [18] overview with demographic statistics.
* The percentage sex % (F/M) has been computed on different percentage (from 99.4% up to 99.5%) of the total recordings for each age group, given the lack of availability of the gender information.

| Age groups | Recordings | Age in years (range) | Age in years ($\mu \pm \sigma$) | Sex % (F/M) * |
|------------|------------|----------------------|-------------------------------|---------------|
| CH         | 397        | 0-12                 | 5.4 $\pm$ 3.7                | 43/57         |
| A          | 177        | 13-17                | 15.3 $\pm$ 1.4               | 41/59         |
| AD         | 8295       | 18-91                | 50.6 $\pm$ 15.6              | 34/66         |

**Table 4** Performance of *U-Sleep-v1* fine-tuned on $\{CH, A, AD\}$. We report the F1-score (%F1), specifically the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings. Best shown in bold.

| Test Subsets | Experiment 1 | Experiment 2 |
|--------------|--------------|--------------|
|              | (1a) $\{CH, A\}$ | (1b) $\{AD\}$ | (2a) $\{CH\}$ | (2b) $\{A, AD\}$ |
| CH           | $75.3 \pm 8.0$ | $68.2 \pm 12.4$ | $75.4 \pm 7.9$ | $71.8 \pm 10.2$ |
| A            | $76.5 \pm 19.1$ | $82.9 \pm 13.7$ | $78.4 \pm 18.1$ | $82.8 \pm 13.6$ |
| AD           | $72.1 \pm 13.0$ | $77.7 \pm 10.9$ | $72.2 \pm 13.3$ | $77.5 \pm 10.8$ |
Table 5 Performance of U-Sleep-v1, pre-trained on the OA datasets, and evaluated on all the test set of the OA datasets (avg OA) with and without (i.e., U-Sleep-v1 pre-trained in (ii)) label smoothing. We report the F1-score (%F1), referred to the epochs kept after the $\mu_{\text{max}}$ query selection procedure ($q\%$ threshold value fixed to 5%), and we report percentage of misclassified epochs among the rejected with query (%miscl.). Specifically, we report the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings.

| Dataset | w/o label smoothing | w/ label smoothing |
|---------|---------------------|--------------------|
| avg OA  | %F1                 | µ ± σ              |
|         | 78.1 ± 11.2         | 72.5 ± 12.4        |
|         | %miscl.             | 51.1 ± 9.5         | 53.7 ± 10.6 |

Table 6 Atypical and/or randomly ordered channel derivations. U-Sleep channel extraction for each open database: (U-Sleep-v0) atypical and/or randomly ordered channel derivations are extracted from the available channels; (U-Sleep-v1) correctly ordered channel derivations are extracted from the available channels, i.e., expected clinical derivations meant to be extracted in [27].

| Datasets | Channel type | U-Sleep-v0 | U-Sleep-v1 |
|----------|--------------|------------|------------|
| ABC      | EEG          | F3-F4      | F3-M2      |
|          |              | O1-C3      | F4-M1      |
|          |              | C4-F4      | C3-M2      |
|          |              | E2-C3      | C4-M1      |
|          |              | O2-F4      | O1-M2      |
|          |              | M1-C3      | O2-M1      |
|          | EOG          | M2-F4      | E1-M2      |
|          |              | E1-C3      | E2-M1      |
| CCSHS    | EEG          | LOC-C4     | C3-A2      |
|          |              | M2-ROC     | C4-A1      |
|          | EOG          | M1-C4      | LOC-A2     |
|          |              | C3-ROC     | ROC-A1     |
| CFS      | EEG          | A2-A1      | C3-A2      |
|          |              | C3-C4      | C4-A1      |
|          | EOG          | ROC-A1     | LOC-A2     |
|          |              | LOC-C4     | ROC-A1     |
| CHAT *   | EEG          | M2-E1      | F3-M2      |
|          |              | F4-T4      | F4-M1      |
|          |              | C3-E1      | C3-M2      |
|          |              | E2-T4      | C4-M1      |
|          |              | C4-E1      | T3-M2      |
|          |              | T3-T4      | T4-M1      |
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| Datasets | Channel type | U-Sleep-v0 | U-Sleep-v1 |
|----------|--------------|------------|------------|
|          |              | M1-E1      | O1-M2      |
|          |              | O2-T4      | O2-M1      |
| EOG      | O1-E1        | E1-M2      |
|          | F3-T4        | E2-M1      |

| DCSM     | EEG          | F3-M2      | F3-M2      |
|          | F4-M1        | F4-M1      |
|          | C3-M2        | C3-M2      |
|          | C4-M1        | C4-M1      |
|          | O1-M2        | O1-M2      |
|          | O2-M1        | O2-M1      |

| HPAP **  | EEG          | F3-M2      |
|          |              | F4-M1      |
|          |              | C3-M2      |
|          |              | C4-M1      |
|          |              | O1-M2      |
|          |              | O2-M1      |
| EOG      |              | E1-M2      |
|          |              | E2-M2      |

| MESA     | EEG          | E2-Fpz    |
|          |              | Fpz-Cz    |
|          | C4-M1        | Cz-Oz     |
|          | E1-Fpz       | C4-M1     |

| MROS     | EEG          | E1-C4     |
|          |              | C3-M2     |
|          | M1-C3        | C4-M1     |
| EOG      | M2-C4        | E1-M2     |
|          | E2-C3        | E2-M1     |

| PHYS     | EEG          | F3-M2      |
|          | F4-M1        | F4-M1      |
|          | C3-M2        | C3-M2      |
|          | C4-M1        | C4-M1      |
|          | O1-M2        | O1-M2      |
|          | O2-M1        | O2-M1      |

| SEDF-SC  | EEG          | Pz-Oz      |
|          | Fpz-Cz       | Fpz-Cz    |
| EOG      | EOG          | EOG       |
| SEDF-ST  | EEG          | Pz-Oz      |
|          | Fpz-Cz       | Pz-Oz      |

*Continued on next page*
| Datasets | Channel type | U-Sleep-v0 | U-Sleep-v1 |
|----------|--------------|------------|------------|
| EOG      | EOG          | EOG        |
| SHHS     | EEG          | C4-A1      | C4-A1      |
|          |              | C3-A2      | C3-A2      |
|          | EOG          | EOGL-PG1   | EOGL-PG1   |
|          |              | EOGR-PG1   | EOGR-PG1   |
| SOF      | EEG          | LOC-A2     | C3-A2      |
|          |              | A1-C4      | C4-A1      |
|          | EOG          | C3-A2      | LOC-A2     |
|          |              | ROC-C4     | ROC-A1     |

* The CHAT dataset has recordings where we may find a different order of EEG and EOG sensors for different edf files. Consequently, in the U-Sleep version where they were erroneously extracting atypical and/or randomly ordered channel derivations (U-Sleep-v0), we can generate multiple combinations of incorrect derivations. In Table we report the most frequent incorrect EEG and EOG derivations.

** The HPAP dataset has recordings where we can find a different order of EEG and EOG sensors for each edf file, resulting in different combinations of incorrect derivations for each recording. For that reason, we preferred not to report the incorrect and completely random combinations of derivations between the different recordings.


### Table 7
Data split on the OA datasets. We report the total number of recordings, and the number of recordings used to train, validate and test the U-Sleep architecture in the experiment (i).

| Datasets | Recordings | Train | Valid | Test |
|----------|------------|-------|-------|------|
| ABC      | 132        | 93    | 15    | 24   |
| CCSHS    | 515        | 387   | 50    | 78   |
| CFS      | 730        | 531   | 95    | 104  |
| CHAT     | 1638       | 1438  | 70    | 130  |
| DCSM     | 255        | 190   | 26    | 39   |
| HPAP     | 238        | 178   | 24    | 36   |
| MESA     | 2056       | 1906  | 50    | 100  |
| MROS     | 3926       | 3728  | 69    | 129  |
| PHYS     | 994        | 844   | 50    | 100  |
| SEDF-SC  | 153        | 115   | 15    | 23   |
| SEDF-ST  | 44         | 30    | 6     | 8    |
| SHHS     | 8444       | 8226  | 77    | 141  |
| SOF      | 453        | 339   | 46    | 68   |

### Table 8
Data split on the BSDB dataset. We report the total number of recordings, and the number of recordings used to train, validate and test the U-Sleep architecture in the experiments (ii) and (iii).

| Datasets | Recordings | Train | Valid | Test |
|----------|------------|-------|-------|------|
| (ii)     | -          | 8884  | 6658  | 882  | 1344 |
| B        | 151        | 111   | 14    | 26   |
| C        | 246        | 185   | 26    | 35   |
| A        | 177        | 132   | 17    | 28   |
| (iii)    | YA         | 2066  | 1902  | 58   | 106  |
| MA       | 3636       | 3482  | 51    | 103  |
| E        | 1539       | 1378  | 55    | 106  |
| OE       | 988        | 829   | 53    | 106  |
Table 9 (i) Performance of $U$-Sleep-$v0$ and $U$-Sleep-$v1$, pre-trained on the OA datasets, and evaluated on the test set of the BSDB dataset, and on the whole BSDB$^{(100\%)}$ dataset, i.e. both direct transfer (DT) on BSDB. We report the weighted F1-score ($\%wF1$), specifically the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings.

| Datasets     | Training on OA |
|--------------|----------------|
|              | $U$-Sleep-$v0$ | $U$-Sleep-$v1$ |
| BSDB         | 77.8 ± 10.9    | 77.9 ± 10.8    |
| BSDB$^{(100\%)}$ | 78.2 ± 11.1    | 78.3 ± 11.2    |

Table 10 (ii) Performance of $U$-Sleep-$v1$, pre-trained on the OA datasets, and evaluated on all the test set of the OA datasets and on the test set of the BSDB dataset. We also report the performance of $U$-Sleep-$v1$ trained from scratch (S) or fine-tuned (FT) on the BSDB dataset, and evaluated on all the test set of all the available datasets. We report the weighted F1-score ($\%wF1$), specifically the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings.

| Datasets     | Training on OA |
|--------------|----------------|
|              | $U$-Sleep-$v1$ | $U$-Sleep-$v1$ (S) | $U$-Sleep-$v1$ (FT) |
| ABC          | 81.3 ± 8.5     | 78.9 ± 10.1       | 76.5 ± 10.1       |
| CCSHS        | 90.3 ± 4.6     | 85.3 ± 6.3        | 85.4 ± 5.9        |
| CFS          | 87.8 ± 6.6     | 82.2 ± 7.9        | 82.8 ± 7.2        |
| CHAT         | 86.4 ± 4.8     | 79.3 ± 6.7        | 76.5 ± 7.5        |
| DCSM         | 90.5 ± 4.4     | 81 ± 8.9          | 79.1 ± 9.7        |
| HPAP         | 80.6 ± 7.5     | 75.8 ± 9.6        | 74.5 ± 11.7       |
| MESA         | 84.2 ± 7.2     | 79.1 ± 12.9       | 79.6 ± 9.3        |
| MROS         | 85.3 ± 7.0     | 75.5 ± 10.5       | 77.4 ± 9.8        |
| PHYS         | 80.5 ± 8.6     | 79.2 ± 8.9        | 79.2 ± 9.0        |
| SEDF-SC      | 86.7 ± 5.5     | 85.1 ± 5.6        | 86.6 ± 5.3        |
| SEDF-ST      | 83.5 ± 4.5     | 73.6 ± 8.3        | 74.9 ± 6.4        |
| SHHS         | 86.6 ± 6.3     | 81.6 ± 7.1        | 83.5 ± 6.5        |
| SOF          | 85.6 ± 6.5     | 75.6 ± 10.9       | 78.4 ± 9.9        |
| avg OA       | 85.7 ± 7.1     | 79.7 ± 9.4        | 80.0 ± 9.0        |
| BSDB         | 77.9 ± 10.8    | 82.2 ± 9.4        | 82.0 ± 9.4        |
**Table 11** (iii) Performance of *U-Sleep-v1* on a single model fine-tuned on all the training set of the seven *BSDB* groups (FT); on seven/two models fine-tuned on the independent training set of each group (FT-I) with $G = 7$ and $G = 2$ respectively; and on a single model fine-tuned on all the training set of the seven/two *BSDB* groups conditioned (FT-SaBN) by $G = 7$ and by $G = 2$ groups respectively. All the fine-tuned models are evaluated on the associated test set of each group. We report the weighted F1-score (%wF1), specifically the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings. B: Babies (0-3 years); C: Children (4-12 years); A: Adolescents (13-18 years); YA: Young Adults (19-39 years); MA: Middle Aged Adults (40-59 years); E: Elderly (60-69 years); OE: Old Elderly ($> 70$ years). When $G = 2$ we have the following two groups $G_1 = \{B \cup C\}$, $G_2 = \{A \cup YA \cup MA \cup E \cup OE\}$.

| Subsets | FT (G=1) | FT (G=7) | FT-I (G=7) | FT-I (G=2) | FT-SaBN (G=7) | FT-SaBN (G=2) |
|---------|----------|----------|------------|------------|---------------|---------------|
| B       | 79.2 $\pm$ 7.4 | 78.7 $\pm$ 7.2 | 77.6 $\pm$ 8.5 | 79.5 $\pm$ 6.7 | 77.2 $\pm$ 7.9 |
| C       | 80.8 $\pm$ 9.5 | 80.7 $\pm$ 8.9 | 81.1 $\pm$ 7.7 | 81.5 $\pm$ 8.0 | 81.4 $\pm$ 7.9 |
| A       | 87.3 $\pm$ 10.8 | 86.0 $\pm$ 13.4 | 87.0 $\pm$ 10.7 | 87.0 $\pm$ 10.8 | 86.2 $\pm$ 11.3 |
| YA      | 85.9 $\pm$ 9.3 | 85.6 $\pm$ 9.4 | 85.4 $\pm$ 9.5 | 85.5 $\pm$ 9.4 | 84.6 $\pm$ 9.8 |
| MA      | 84.1 $\pm$ 6.2 | 83.5 $\pm$ 6.6 | 83.4 $\pm$ 6.4 | 83.5 $\pm$ 6.6 | 82.9 $\pm$ 6.9 |
| E       | 80.5 $\pm$ 8.3 | 79.4 $\pm$ 9.0 | 79.6 $\pm$ 8.9 | 80.0 $\pm$ 8.2 | 79.0 $\pm$ 9.4 |
| OE      | 79.8 $\pm$ 9.6 | 78.9 $\pm$ 9.4 | 79.1 $\pm$ 9.7 | 79.4 $\pm$ 9.5 | 78.8 $\pm$ 9.4 |
| **avg** | 82.5 $\pm$ 9.0 | 81.8 $\pm$ 9.4 | 81.9 $\pm$ 9.2 | 82.2 $\pm$ 8.9 | 81.4 $\pm$ 9.34 |

**Table 12** Performance of *U-Sleep-v1*, pre-trained on the OA datasets, and evaluated on all the test set of the OA datasets (avg OA) with and without (i.e., *U-Sleep-v1* pre-trained in (ii)) label smoothing. We report the weighted F1-score (%F1), referred to the epochs kept after the $\mu_{\text{max}}$ query selection procedure ($q\%$ threshold value fixed to 5%), and we report percentage of misclassified epochs among the rejected with query (%miscl.). Specifically, we report the mean value and the standard deviation ($\mu \pm \sigma$) computed across the recordings.

| Dataset | w/o label smoothing | w/ label smoothing |
|---------|---------------------|-------------------|
| **avg OA** | %F1 87.4 ± 7.3 | 82.5 ± 9.8 |
|          | %miscl. 51.1 ± 9.5 | 53.7 ± 10.6 |
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