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We introduce and study random bipartite networks with hidden variables. Nodes in these networks are characterized by hidden variables which control the appearance of links between node pairs. We derive analytic expressions for the degree distribution, degree correlations, the distribution of the number of common neighbors, and the bipartite clustering coefficient in these networks. We also establish the relationship between degrees of nodes in original bipartite networks and in their unipartite projections. We further demonstrate how hidden variable formalism can be applied to analyze topological properties of networks in certain bipartite network models, and verify our analytical results in numerical simulations.
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I. INTRODUCTION

Bipartite networks are composed of two types of nodes with no links connecting nodes of the same type, see Fig. 1(a). Examples include recommendation systems [1], networks of collaborations [2] and metabolic reactions [3], gene regulatory networks [4], peer to peer networks [5], pollination networks [6], and many others [7]. Compared to traditional unipartite networks, less is known about the organizing principles determining the structure and evolution of bipartite networks, partly because only unipartite projections of bipartite networks are often considered. The unipartite projection accounts for connecting two nodes of one type by a link if these nodes share at least one neighbor of the other type, and then throwing out all nodes of this other type, see Figs. 1(b) and 1(c). Even though this procedure allows one to study bipartite networks using powerful tools developed for unipartite networks, the unipartite projections in most cases lead to significant loss of information, and to artificial inflation of the projected network with fully connected subgraphs [7, 8].

Nodes in real bipartite networks can often be characterized by a number of intrinsic attributes. For example, in recommendation networks, composed of consumer and product nodes, a consumer-product pair is connected if the consumer has purchased the product. Consumers can be characterized by their age, geographic location, income, sex, lifestyle, etc., while products have their type, price, quality, uniqueness, and other properties. Consumers do not buy products at random. Making their purchase decisions, consumers implicitly match their attributes with those of products. For example, a person with a higher income is more likely to purchase an expensive item, books in Italian are mostly purchased by people who speak Italian, consumers at a gas station tend to own a car, etc. Similar considerations apply to the formation of links between researchers and scientific projects, molecules and reactions in which they participate, and so forth.

The concept of hidden variables formalizes these observations as follows. Every node of each type in a bipartite network is assigned a number of hidden variables drawn from some distributions, and then every node pair of different types is connected with some probability which depends on the hidden variables of the two nodes. In this work we build the hidden variable formalism for bipartite networks, based on the formalism developed earlier for unipartite networks [9]. Specifically, in Section II we overview basic topological characteristics of bipartite networks. In Section III we define a general class of bipartite networks with hidden variables, and study analytically the topological properties of networks in this class. In Section IV we consider two specific examples of bipartite networks with hidden variables, uncorrelated and stratified bipartite networks, and confirm in simulations our analytical results for these networks. Section V summarizes the paper.
II. TOPOLOGICAL CHARACTERISTICS OF BIPARTITE NETWORKS

In this section we review some key relationships among the basic topological characteristics of bipartite networks. Let the nodes of two different types be called top and bottom nodes, see Figs. 1(b) and 1(c). Similar to unipartite networks, the degree correlations in bipartite networks are defined by the number of links $E_{k\ell}$ between top and bottom nodes of degrees $k$ and $\ell$. The correlation matrix $E_{k\ell}$ satisfies the following equations:

$$\sum_{\ell} E_{k\ell} = k N_k, \quad \sum_{k} E_{k\ell} = \ell M_\ell, \quad \sum_{k,\ell} E_{k\ell} = E,$$  

where $N_k$ and $M_\ell$ are the numbers of top and bottom nodes of degree $k$ and $\ell$, and $E$ is the total number of links in the network. The joint degree distribution $P(k, \ell)$ is the normalized correlation matrix, i.e., the probability that a randomly chosen edge connects nodes of degrees $k$ and $\ell$:

$$P(k, \ell) = \frac{E_{k\ell}}{E},$$

which contains all information needed to construct a network with a given degree distribution and correlations.

The top and bottom node degree distributions $P(k)$ and $P(\ell)$ can be obtained from Eq. (1):

$$P(k) = \frac{\bar{k}}{k} \sum_{\ell} P(k, \ell), \quad P(\ell) = \frac{\bar{\ell}}{\ell} \sum_{k} P(k, \ell).$$

The conditional probabilities $P(\ell|k)$ and $P(k|\ell)$ that an edge emanating from a $k$- or $\ell$-degree node is connected to a node of degree $\ell$ or $k$ are

$$P(\ell|k) = \frac{E_{k\ell}}{k N_k}, \quad P(k|\ell) = \frac{\bar{k} P(k, \ell)}{k P(k)}, \quad P(\ell|\ell) = \frac{\bar{\ell} P(\ell, \ell)}{\ell P(\ell)}.$$

To characterize degree correlations in unipartite networks, one often considers the average nearest neighbor (ANND), which is the average degree of the neighbors of a node of degree $k$ and $\ell$.

$$\overline{\ell}_{nn}(k) = \sum_{\ell} \ell P(\ell|k), \quad \overline{k}_{nn}(\ell) = \sum_{k} k P(k|\ell).$$

In uncorrelated bipartite networks

$$P^{unc}(k, \ell) = \frac{k P(k) \ell P(\ell)}{k \ell}.$$  

As a result, $P(\ell|k)$ and $P(k|\ell)$ do not depend on $k$ and $\ell$, respectively:

$$P^{unc}(\ell|k) = \frac{\ell P(\ell)}{\ell}, \quad P^{unc}(k|\ell) = \frac{k P(k)}{k}.$$

and neither do the ANNDS:

$$\overline{\ell}_{nn}^{unc}(k) = \frac{\bar{\ell}}{\bar{\ell}}, \quad \overline{k}_{nn}^{unc}(\ell) = \frac{\bar{k}}{\bar{k}}.$$  

Networks with increasing or decreasing ANNDS are called assortative or disassortative [12]. Some real bipartite networks have non-trivial degree correlation profiles, and therefore they can not be classified as either assortative or disassortative [7].

The standard clustering coefficient of node $i$ quantifies how close $i$'s neighbors are to forming a clique [13]:

$$c(i) = \frac{2}{k_i(k_i - 1)} \sum_{j < k} c_{jk},$$

where the summation is over all $i$'s pairs of neighbors $j$ and $k$, and $e_{jk}$ is the adjacency matrix. Since in bipartite networks there are no loops of size 3, this clustering coefficient is zero for all nodes. Therefore, to assess the density of connections in a vicinity of a particular node, one has to analyze connections among its second nearest neighbors. There have been several attempts to generalize the clustering coefficient for bipartite networks using this idea [7, 14, 15]. Here we focus on the definition by Zhang et al. [14]:

$$c_B(i) = \frac{\sum_{m > n} q_{imn}}{\sum_{m > n} (q_{imn} + k_m + k_n - 2 q_{imn})},$$

where $\sum_{m > n}$ goes over all pairs of $i$'s neighbors, $q_{imn}$ is the number of common neighbors between nodes $m$ and $n$ excluding $i$, $k_m$ and $k_n$ are the degrees of nodes $m$ and $n$, and $\eta_{imn} = 1 + q_{imn} + e_{mn}$. The above definition may look cumbersome, but it has a simple interpretation. Let $A_m$ and $A_n$ be the sets of neighbors of nodes $m$ and $n$ excluding $i$. Then $q_{imn}$ is the intersection of $A_m$ and $A_n$, $q_{imn} = ||A_m \cap A_n||$, while $q_{imn} + (k_m - \eta_{imn}) + (k_n - \eta_{imn}) = ||A_m \cup A_n||$ is their union. Therefore, the bipartite clustering coefficient is simply

$$c_B(i) = \frac{\sum_{m > n} ||A_m \cap A_n||}{\sum_{m > n} ||A_m \cup A_n||}.$$  

The ratio of the intersection and union of two sets is known as the Jaccard similarity coefficient [16]. The bipartite clustering coefficient, on the other hand, is given by the ratio of the sums of intersections and unions for all pairs of $i$'s neighbors. Regardless of the clustering definition details, nodes in real bipartite networks tend to be strongly clustered, as compared to nodes in their randomized counterparts with preserved degree distributions [7].

III. HIDDEN VARIABLE FORMALISM FOR BIPARTITE NETWORKS

We define the class of bipartite networks with hidden variables as follows:
(i) Each top and bottom nodes $i$ and $j$ are assigned hidden variables $\kappa_i$ and $\lambda_j$ drawn from probability distribution $\rho_i(\kappa)$ and $\rho_b(\lambda)$;

(ii) Each top-bottom node pair $\{i, j\}$ is connected with probability $r(\kappa_i,\lambda_j), 0 \leq r(\kappa,\lambda) \leq 1$.

The hidden variable formalism developed here is valid for both discrete and continuous variables. In the latter case, all sums must be replaced by integrals. We are primarily interested in the cases where the hidden variable distributions $\rho_i(\kappa)$ and $\rho_b(\lambda)$ are independent of the sizes of the top and bottom domains $N$ and $M$. We also assume that in the thermodynamic limit of large $N,M$, these sizes are proportional to each other, $N \propto M$. For the sake of clarity we consider only one hidden variable per node. The generalization to several hidden variables per node is straightforward. We also drop indices in the top and bottom hidden variable distribution notations: $\rho_i(\kappa) \equiv \rho(\kappa)$ and $\rho_b(\lambda) \equiv \rho(\lambda)$.

### A. Degree distributions

We first compute the most basic topological properties of the networks in the model—the degree distributions and average degrees. Due to the stochastic nature of connections between top and bottom nodes, we can not compute the degree of a top node with hidden variable $\kappa$ deterministically. Instead, we can compute propagator $g(k|\kappa)$, which is the probability that a node with hidden variable $\kappa$ ends up connected to $k$ bottom nodes. Similarly, propagator $f(\ell|\lambda)$ is the probability that a bottom node with hidden variable $\lambda$ will be connected to $\ell$ top nodes. Propagators $g(k|\kappa)$ and $f(\ell|\lambda)$ are the main building blocks of the hidden variable formalism. As soon as we know $g(k|\kappa)$, for example, the average degree $\bar{k}(\kappa)$ of a top node with hidden variable $\kappa$, the degree distribution $P(k)$, and the average degree $\bar{k}$ in the top node domain are given by:

$$
\bar{k}(\kappa) = \sum_k kg(k|\kappa),
$$

$$
P(k) = \sum_\kappa g(k|\kappa)\rho(\kappa),
$$

$$
\bar{k} = \sum_k kP(k) = \sum_\kappa \bar{k}(\kappa)\rho(\kappa),
$$

while the corresponding expressions for bottom nodes can be obtained by an appropriate swap of notations.

To compute propagator $g(k|\kappa)$ we first compute partial propagator $g^\kappa_i(\kappa_i|\kappa)$ defined as the probability that a top node with hidden variable $\kappa_i$ ends up having $\kappa_i$ connections to bottom nodes with hidden variable $\lambda_i$. Since links between node pairs appear independently from one pair to another, $g^\kappa_i(\kappa_i|\kappa)$ is given by the binomial distribution:

$$
g^\kappa_i(\kappa_i|\kappa) = C^M_{\kappa_i} [r(\kappa,\lambda_i)]^{\kappa_i} [1 - r(\kappa,\lambda_i)]^{M_{\lambda_i} - \kappa_i},
$$

where $C^M_{\kappa_i}$ is the binomial coefficient, and $M_{\lambda_i} \equiv M\rho(\lambda_i)$ is the total number of bottom nodes with hidden variable $\lambda_i$. The full propagator $g(k|\kappa)$ is then a convolution of partial propagators:

$$
g(k|\kappa) = \sum_{k_i=0}^k \prod_i g^\kappa_i(k_i|\kappa),
$$

where the product is over the entire spectrum of hidden variables $\lambda$, while the summation is over the ensemble of all possible degrees $k_i$ whose sum is $k$.

Since the full propagator is a convolution, its generating function $\hat{g}(z|\kappa)$ is a product of the generating functions $\hat{g}^\lambda(z|\kappa)$ for partial propagators:

$$
\hat{g}(z|\kappa) = \prod_\lambda \hat{g}^\lambda(z|\kappa),
$$

substituting which into Eq. (18) we obtain

$$
\ln \hat{g}(z) = M \sum_\lambda \rho(\lambda) \ln [1 - (1 - z)r(\kappa,\lambda)].
$$

The average degree of nodes with hidden variable $\kappa$ is given by the derivative of $\hat{g}(z|\kappa)$ at $z = 1$ [17], to confirm the obvious

$$
\bar{\kappa}(\kappa) = M \sum_\lambda \rho(\lambda) r(\kappa,\lambda),
$$

while higher moments of $g(k|\kappa)$ can be computed by taking higher order derivatives of the generating function. Eq. (23) yields the average degree in the entire top node domain

$$
\bar{k} = \sum_k \bar{k}(\kappa)\rho(\kappa) = M \sum_{\kappa,\lambda} \rho(\kappa)\rho(\lambda)r(\kappa,\lambda),
$$

and the expected total number of links in the network

$$
E = N\bar{k} = M\bar{k} = NM \sum_{\kappa,\lambda} \rho(\kappa)\rho(\lambda)r(\kappa,\lambda).
$$

It is evident from the last equation that to end up with a sparse bipartite network, $E \propto N \propto M$, the connection probability $r(\kappa,\lambda)$ must be of the form

$$
r(\kappa,\lambda) \propto \hat{r}(\kappa,\lambda)/M,
$$

where $\hat{r}(\kappa,\lambda)$ is independent of $M$. Therefore, for large sparse networks we can expand the logarithm in Eq. (22) in powers of $r(\kappa,\lambda)$ to finally obtain, in the first order,

$$
\ln \hat{g}(z) \approx (z - 1) \sum_\lambda \rho(\lambda)\hat{r}(\kappa,\lambda),
$$

$$
g(k|\kappa) = e^{-\bar{\kappa}(\kappa)} \left[\bar{\kappa}(\kappa)\right]^k/k!;
$$
which we can use to compute the degree distribution in Eq. (14). Propagator $f(ℓ|\lambda)$ and degree distribution $P(ℓ)$ for bottom nodes can be obtained from Eqs. (28) and (14) by swapping $κ \to \lambda$ and $k \to ℓ$.

The Poisson form of the propagator $g(k|κ)$, given by Eq. (28), implies that

$$
\overline{k}^2(κ) = [\mathcal{E}(κ)]^2 + \mathcal{E}(κ). \quad (29)
$$

Furthermore, Eq. (14) allows us to obtain the second moment of the degree distribution:

$$
\overline{k}^2 = \sum_k k^2 P(k) = \sum_κ \mathcal{E}(κ)^2 \rho(κ) + \sum_κ \mathcal{E}(κ)ρ(κ) \quad (30)
$$

**B. Unipartite projection**

Next we establish the connection between the degrees of nodes in a bipartite network and in its unipartite projection, often considered in the literature. In the top unipartite projection, two top nodes are connected if they have at least one common bottom neighbor in the bipartite network. Therefore, we first compute the probability $p_0(κ_1, κ_2)$ that two top nodes with hidden variables $κ_1$ and $κ_2$ do not have any common bottom neighbors in the bipartite network. This probability is

$$
p_0(κ_1, κ_2) = \prod_i [1 - r(κ_1, λ_i)r(κ_2, λ_i)], \quad (31)
$$

where the product is over all the bottom nodes. Taking the logarithm on both sides, we get

$$
\ln p_0(κ_1, κ_2) = M \sum_λ \rho(λ) \ln [1 - r(κ_1, λ)r(κ_2, λ)], \quad (32)
$$

and the probability $p_u(κ_1, κ_2) = 1 - p_0(κ_1, κ_2)$ that two top nodes with hidden variables $κ_1$ and $κ_2$ are connected in the unipartite projection is simply

$$
p_u(κ_1, κ_2) = 1 - \exp \{M \sum_λ \rho(λ) \ln [1 - r(κ_1, λ)r(κ_2, λ)]\}. \quad (33)
$$

In sparse networks we use Eq. (26) to approximate $p_u(κ_1, κ_2)$ as

$$
p_u(κ_1, κ_2) \approx M \sum_λ \rho(λ)r(κ_1, λ)r(κ_2, λ). \quad (34)
$$

Next we find propagator $p(k_u|κ)$, the conditional probability that a top node with hidden variable $κ$ has $k_u$ connections in the unipartite projection. The derivation is similar to the derivation of propagator $g(k|κ)$ for the bipartite network. We first define partial propagator $p_i^κ(n_i|κ)$, the probability that a top node with hidden variable $κ$ is connected in the unipartite projection to $n_i$ nodes with hidden variable $κ_i$. Equation (34) indicates that a node with hidden variable $κ$ is equally likely to be connected in the unipartite projection to any of $N_u$ nodes with hidden variable $κ_i$, where $N_u = Nρ(κ)$ is the number of top nodes with hidden variable $κ_i$. If $n_i \ll M$, we can assume that the links in the unipartite projection are independent, leading to binomial $p_i^κ\ell(n_i|κ)$:

$$
p_i^\ell(κ, κ_i) = C_{n_i}^{N_u} [p_u(κ, κ_i)]^{n_i} [(1 - p_u(κ, κ_i))]^{N_u - n_i}. \quad (35)
$$

Similar to Eq. (17), $p(k_u|κ)$ is then a convolution

$$
p(k_u|κ) = \sum_{κ_1} \prod_i p_i^{κ_i}(n_i|κ), \quad (36)
$$

and its generating function $\hat{p}(z|κ) = \sum_{k_u} p(k_u|κ)z^{k_u}$ is

$$
\ln \hat{p}(z|κ) = N \sum_{κ'} ρ(κ') \ln [1 - (1 - z)p_u(κ, κ')]. \quad (37)
$$

Therefore if $p_u(κ, κ')$ scales as

$$
p_u(κ, κ') \sim \frac{1}{N^{a}}, \quad (38)
$$

with $a \geq 1$, then similar to the bipartite case, propagator $p(k_u|κ)$ is approximately the Poisson distribution:

$$
p(k_u|κ) \approx e^{-\overline{k}_u(κ)} [\overline{k}_u(κ)]^{k_u}/k_u!. \quad (39)
$$

The average degree $\overline{k}_u(κ)$ of nodes with hidden variable $κ$ in the unipartite projection is given by the first derivative of the generating function $\hat{p}(z|κ)$ at $z = 1$ to yield the obvious

$$
\overline{k}_u(κ) = N \sum_{κ'} ρ(κ')p_u(κ, κ'), \quad (40)
$$

which for sparse networks using Eq. (34) transforms to:

$$
\overline{k}_u(κ) = N M \sum_{λ, κ'} ρ(λ)p(λ)r(κ, λ)r(κ', λ), \quad (41)
$$

$$
\overline{k}_u(κ) = M \sum_{λ} \overline{ℓ}(λ)p(λ)r(κ, λ), \quad (42)
$$

where $\overline{ℓ}(λ)$ is the average degree of bottom nodes with hidden variable $λ$ in the bipartite network. The average degree in the entire top unipartite projection is then

$$
\overline{k}_u = \sum_κ ρ(κ)\overline{k}_u(κ) = \frac{M}{N} \sum_λ ρ(λ) [\overline{ℓ}(λ)]^2. \quad (43)
$$

Finally, the degree distribution in the unipartite projection is

$$
P(k_u) = \sum_κ p(k_u|κ)ρ(κ). \quad (44)\]
C. Number of common neighbors

The generating function for the common neighbor distribution is useful in many applications, such as node similarity estimation [18] and link prediction [19]. We compute the probability that two top nodes with hidden variables $\kappa_1$ and $\kappa_2$ have $m$ common bottom neighbors. This probability can be calculated as

$$P_{\kappa_1, \kappa_2}(m) = \sum_{m_1=m}^{m} \prod_i p_{\kappa_1, \kappa_2}(m_i | \lambda_i),$$

(45)

where $p_{\kappa_1, \kappa_2}(m_i | \lambda_i)$ is the probability that two top nodes with $\kappa_1$ and $\kappa_2$ have $m_i$ common bottom neighbors with $\lambda_i$, and the product is over the entire range of $\lambda_i$, while the summation is over all possible combinations of $m_i$ adding up to $m$.

Consider two nodes with hidden variables $\kappa_1$ and $\kappa_2$. Each common neighbor of the two nodes with $\kappa_1$ and $\kappa_2$ appears independently with probability

$$\hat{r}_\lambda(\kappa_1, \kappa_2) = r(\kappa_1, \lambda)r(\kappa_2, \lambda),$$

(46)

where $\lambda$ is the hidden variable of the common neighbor. Therefore, $p_{\kappa_1, \kappa_2}(m | \lambda)$ is also binomial:

$$p_{\kappa_1, \kappa_2}(m | \lambda) = C_m^M [\hat{r}_\lambda(\kappa_1, \kappa_2)]^m [1 - \hat{r}_\lambda(\kappa_1, \kappa_2)]^{M - m},$$

(47)

and the corresponding generating function is given by

$$\hat{p}_{\kappa_1, \kappa_2}(z | \lambda) = [1 - (1 - z)\hat{r}_\lambda(\kappa_1, \kappa_2)]^M.$$  

(48)

Since $P_{\kappa_1, \kappa_2}(m)$ is given by a convolution, its generation function is

$$\hat{P}_{\kappa_1, \kappa_2}(z) = \prod_i \hat{p}_{\kappa_1, \kappa_2}(z | \lambda_i).$$

(49)

Combining the last two equations, we get

$$\ln \hat{P}_{\kappa_1, \kappa_2}(z) = M \sum_\lambda \rho(\lambda) \ln [1 - (1 - z)\hat{r}_\lambda(\kappa_1, \kappa_2)].$$

(50)

To compute the average number of common neighbors between top nodes with $\kappa_1$ and $\kappa_2$ we evaluate the derivative of $\hat{P}_{\kappa_1, \kappa_2}(z)$ with respect to $z$ at $z=1$:

$$m(\kappa_1, \kappa_2) = M \sum_\lambda \rho(\lambda) \hat{r}_\lambda(\kappa_1, \kappa_2).$$

(51)

The generating function for the common neighbor distribution has the same structure as $\hat{g}(z | k)$. Therefore, the closed form of $P_{\kappa_1, \kappa_2}(m)$ in the sparse network approximation is given by

$$P_{\kappa_1, \kappa_2}(m) \approx e^{-m(\kappa_1, \kappa_2)} [m(\kappa_1, \kappa_2)]^m / m!.$$

(52)

D. Degree correlations

The degree correlations in bipartite networks are fully described by conditional probabilities $P(\ell | k)$ and $P(k | \ell)$ in Eqs. (14). In order to calculate $P(\ell | k)$ we need to define the related conditional probability $\rho(\lambda | \kappa)$ that an edge outgoing from a top node with hidden variable $\kappa$ is connected to a bottom node with hidden variable $\lambda$. Then, $P(\ell | k)$ can be written as

$$P(\ell | k) = \sum_{\kappa, \lambda} f(\ell - 1 | \lambda) \rho(\lambda | \kappa) g^*(\kappa | k),$$

(53)

where $f(\ell - 1 | \lambda)$ is the conditional probability that a bottom node with hidden variable $\lambda$ ends up having degree $\ell$ (one connection is already taken into account by the conditional edge), while the inverse propagator $g^*(\kappa | k)$ is the probability that a top node of degree $k$ has hidden variable $\kappa$. This inverse propagator is given by the Bayes’ formula [20]

$$P(k | \kappa) = \rho(\kappa) g(k | \kappa),$$

(54)

using which we write

$$P(\ell | k) = \frac{1}{P(k)} \sum_{\kappa, \lambda} \rho(\lambda) \rho(\lambda | \kappa) f(\ell - 1 | \lambda) g^*(\kappa | k).$$

(55)

To determine $\rho(\lambda | \kappa)$ we note that the conditional probability that an edge is connected to a bottom node with $\lambda$, given that this edge is connected to a top node with $\kappa$, is proportional to the density of bottom nodes $\rho(\lambda)$ and the connection probability $r(\kappa, \lambda)$:

$$\rho(\lambda | \kappa) \propto \rho(\lambda) r(\kappa, \lambda).$$

(56)

Taking into account the normalization condition $\sum_\lambda \rho(\lambda | \kappa) = 1$, we get

$$\rho(\lambda | \kappa) = \frac{\rho(\lambda) r(\kappa, \lambda)}{\sum_\lambda \rho(\lambda) r(\kappa, \lambda)}. $$

(57)

Using Eqs. (55) and (57) we obtain the final expression for the top ANND statistics:

$$\overline{\ell}_{nn}(k) = \frac{1}{P(k)} \sum_\ell \ell P(\ell | k) = 1 + \frac{1}{P(k)} \sum_\kappa \overline{\ell}_{nn}(\kappa) \rho(\kappa) g(k | \kappa),$$

(58)

where $\overline{\ell}_{nn}(\kappa)$ is the average nearest neighbor degree of top nodes with hidden variable $\kappa$:

$$\overline{\ell}_{nn}(\kappa) = \sum_\lambda \overline{\ell}(\lambda) \rho(\lambda | \kappa).$$

(59)

E. Bipartite clustering coefficient

Finally we derive the bipartite clustering coefficient as defined by P. Zhang et al [13]. Other variations of the bipartite clustering coefficient can be computed in a similar manner.
The bipartite clustering coefficient of top node $i$, given by Eq. (11), can be written as
\[
c_B(i) = \frac{\sum_{j,l} (m_{jl} - 1)}{\sum_{j,l} (k_j + k_l - m_{jl} - 1)},
\]
where $m_{jl}$ is the number of common neighbors between bottom nodes $j$ and $l$, while $k_j$ and $k_l$ are their degrees. Since the summations in the numerator and denominator are performed independently, we can estimate the average bipartite clustering coefficient of top nodes with hidden variable $\kappa$ by calculating the ensemble averages of the numerator and denominator. The details are in the Appendix, while the answer is
\[
\bar{c}_B(\kappa) = \frac{\sum_{\lambda_1,\lambda_2} \rho(\lambda_1|\kappa)\rho(\lambda_2|\kappa)\overline{m}(\lambda_1,\lambda_2)}{2\overline{P}_{nn}(\kappa) - \sum_{\lambda_1,\lambda_2} \rho(\lambda_1|\kappa)\rho(\lambda_2|\kappa)\overline{m}(\lambda_1,\lambda_2)},
\]
where $\rho(\lambda|\kappa)$ is the conditional probability that an edge connected to a top node with hidden variable $\kappa$ is also connected to a bottom node with hidden variable $\lambda$, $\overline{m}(\lambda_1,\lambda_2)$ is the average number of common neighbors between two bottom nodes with hidden variables $\lambda_1$ and $\lambda_2$, and $\overline{P}_{nn}(\kappa)$ is the average nearest neighbor degree of top nodes with hidden variable $\kappa$. The average bipartite clustering coefficient of top nodes with degrees $k \geq 2$ can be expressed in terms of $\bar{c}_B(\kappa)$ as
\[
\bar{c}_B(k) = \frac{1}{\overline{P}(k)} \sum_{\kappa} \rho(\kappa)g(k|\kappa)\bar{c}_B(\kappa),
\]
while the average bipartite clustering coefficient in the top node domain is simply
\[
\bar{c}_B = \sum_{\kappa} \rho(\kappa)\bar{c}_B(\kappa) = \sum_k \overline{P}(k)\bar{c}_B(k).
\]

IV. EXAMPLES OF BIPARTITE NETWORKS WITH HIDDEN VARIABLES

Having the general formalism in place, we next consider a couple of examples of bipartite networks with hidden variables. The first example of uncorrelated networks is fairly standard. The second one, stratified networks, is more unusual.

A. Uncorrelated Bipartite Networks

Consider a random bipartite network composed of nodes with degrees $\{k_i\}$ and $\{\ell_j\}$ drawn from distributions $P(k)$ and $P(\ell)$. If nodes in the network are connected at random, then two randomly chosen nodes with degrees $k$ and $\ell$ are connected with probability $p = k\ell/E$, where $E$ is the total number of links in the network.

Similar random uncorrelated networks can be constructed in the hidden variable formalism. Consider a network with hidden variables drawn from distributions $\rho(\kappa)$ and $\rho(\lambda)$, in which node pairs are connected with probability proportional to the product of nodes’ hidden variables:
\[
r(\kappa,\lambda) = \frac{\kappa \lambda}{C},
\]
where $C$ is some normalization constant. The above form of $r(\kappa,\lambda)$ implies that the hidden variable of a node can be regarded as its target or expected degree. Indeed, if we choose $C = \overline{X}M$, then a top node with hidden variable $\kappa$ gets $\kappa$ connections on average
\[
\overline{k}(\kappa) = \overline{M} \sum_{\lambda} \rho(\lambda)r(\kappa,\lambda) = \kappa.
\]

Since the assumption of a sparse network, given by Eq. (26) holds here, propagator $g(k|\kappa)$ is given by the Poisson distribution:
\[
g(k|\kappa) = e^{-\kappa}k^k/k!,
\]
and using Eqs. (14) and (28) one can obtain
\[
\overline{k}^2 = \kappa^2 + \kappa.
\]

One type of nodes in real bipartite networks is often characterized by scale-free degree distributions, while degree of nodes of the other type can follow either fat-tailed or poissonian distributions [8]. Our uncorrelated formalism can account for both options. The former case is actually simpler, and the properties of top and bottom nodes can be obtained from each other via a simple swap of notations. Therefore below we consider the latter case, which is more typical for real networks.

Specifically, let $\kappa$ be power-law distributed:
\[
\rho(\kappa) = (\gamma - 1)\kappa^{\gamma - 1}k^{-\gamma},
\]
where power-law exponent $\gamma$ and minimum expected degree $\kappa_0$ are parameters of the distribution. The resulting degree distribution of the top node domain is given by Eqs. (14) and (28), which yield
\[
P(k) = (\gamma - 1)\kappa_0^{\gamma - 1}\frac{\Gamma[k - \gamma + 1,\kappa_0]}{\Gamma[k + 1]},
\]
where $\Gamma[x, s]$ is the incomplete gamma function. In the large $k$ limit we can approximate $P(k)$ by
\[
P(k) \approx (\gamma - 1)\kappa_0^{\gamma - 1}k^{-\gamma}.
\]
We note that the distribution $P(k)$ of top node degrees does not depend on a specific form of the hidden variable distribution $\rho(\lambda)$ in the bottom node domain. Let the latter be a delta function $\rho(\lambda) = \delta(\lambda - \lambda_0)$, meaning that all bottom nodes have the same value of their hidden variable equal to $\lambda_0$. Then using the same Eqs. (14)/(28) swapped for the bottom nodes, we immediately conclude
that the distribution of bottom node degrees is poissonian:
\[ P(\ell) = e^{-\lambda_0} \frac{\lambda_0^\ell}{\ell!}. \]  

(71)

We now turn our attention to the unipartite projections. We first consider the top node projection. We use Eq. (42) to compute the average degree of \( \kappa \)-nodes:
\[ \overline{k}_u(\kappa) = \kappa \lambda_0. \]  

(72)

Therefore the average degree in the top unipartite projection is
\[ \overline{k}_u = \overline{\ell}_u(\lambda) = \lambda_0 \frac{\kappa^2}{\kappa}. \]  

(73)

The degree distribution in the projection are given by Eqs. (44) and (39):
\[ P(k_u) = (\gamma - 1)[\kappa \lambda_0]^{\gamma-1} \frac{\Gamma[k_u - \gamma + 1, \kappa \lambda_0]}{\Gamma[k_u + 1]}, \]  

(74)

that is, this distribution is also a power law:
\[ P(k_u) \sim (\gamma - 1)[\kappa \lambda_0]^{\gamma-1} k_u^{-\gamma}, \]  

(75)

and the exponent of this power law is equal to the exponent of the top power-law degree distribution in the original bipartite network.

In the bottom unipartite projection, the average node degrees are obtained in a similar manner to yield
\[ \overline{k}_u = \overline{\ell}_u(\lambda) = \lambda_0 \frac{\kappa^2}{\kappa}. \]  

(76)

For \( \gamma \leq 3 \), \( \overline{k}_u \) depends on \( N \), and diverges in the thermodynamic limit. Therefore connection probability \( p(\lambda_1, \lambda_2) \) does not satisfy the condition of Eq. (38), and we cannot approximate the degree distribution in the bottom domain by Eq. (44) with poissonian \( p(k_u|\kappa) \) in Eq. (39). However, if \( \gamma > 3 \), then \( \overline{k}_u \) is finite in the thermodynamic limit, and the degree distribution is given by
\[ P(\ell_u) = e^{-\overline{\ell}_u(\lambda)} \frac{\overline{\ell}_u(\lambda)^\ell}{\ell!}. \]  

(77)

As far as correlations are concerned, the conditional hidden variable distributions are
\[ \rho(\lambda|\kappa) = \delta(\lambda - \lambda_0), \]  

(78)

\[ \rho(\kappa|\lambda) = \frac{\kappa}{\kappa^2} \rho(\kappa), \]  

(79)

leading to the following expression for the top and bottom ANNDs given by Eq. (68):
\[ \overline{n}_n(k) = 1 + \lambda_0, \]  

(80)

\[ \overline{k}_n(\ell) = 1 + \frac{\overline{k}_u^2}{\kappa} = \frac{\kappa^2}{\kappa}. \]  

(81)

The average number of common neighbors is given by Eq. (61) yielding, for top and bottom nodes,
\[ \overline{m}(\kappa_1, \kappa_2) = \frac{\kappa_1 \kappa_2}{M}, \]  

(82)

\[ \overline{m}(\lambda_0, \lambda_0) = \frac{\lambda_0^2}{N \kappa^2}. \]  

(83)

Finally, to compute clustering, we insert the expressions for the average number of common neighbors into Eq. (61), and obtain the average bipartite clustering coefficient for top and bottom nodes:
\[ \overline{\tau}_B(\kappa) = \frac{(\lambda_0^2 \kappa^2)/(N \kappa^2)}{2 \lambda_0 - (\lambda_0^2 \kappa^2)/(N \kappa^2)} \approx \frac{\lambda_0 \kappa^2}{2N \kappa^2}, \]  

(84)

\[ \overline{\tau}_B(\lambda) = \frac{(\kappa^2)^2/(M \kappa^2)}{2 \kappa^2/\kappa - (\kappa^2)^2/(M \kappa^2)} \approx \frac{\kappa^2}{2M \kappa^2}. \]  

(85)

We observe that the clustering coefficient of a node does not depend on its hidden variable in either case, i.e., that it is constant. This constant decreases as the network sizes \( N, M \) increase, and vanishes in the thermodynamic limit.

To test our analytical results we perform simulations, setting \( N = 2M, N = 2 \times 10^5, \gamma = 2.5, \kappa_0 = 1, \) and \( \lambda_0 = 6 \) to satisfy \( N \kappa = M \bar{\ell} \). The degree distributions in the top and bottom domains as well as in their unipartite projections are shown in Fig. 2. The degree distribution of top nodes in the original bipartite network, and in its top unipartite projection both follow a power law with the same exponent \( \gamma = 2.5, \) see Fig. 2(a). As seen in Fig. 2(b), the degree distribution in the bottom node domain is well approximated by a Poisson distribution. On the other hand, due to the divergent behavior of the second moment of the top degree distribution \( \overline{k}_u \), the degree distribution in the bottom unipartite projection seems to follow a truncated power-law. The measured values of \( \bar{\kappa}_u = 20.0 \) and \( \overline{n}_n \approx 119 \) are in good agreement with Eqs. (73,76) since \( \bar{\kappa} = 2.85 \) and \( \kappa^2 = 62 \) for the selected parameters.

In Fig. 3(a) we plot the ANNDs, and confirm that they are independent of node degrees as Eqs. (80,81) predict for uncorrelated networks.

To test the dependence of the average bipartite clustering coefficient on the network size, we generate a number of uncorrelated bipartite network of different sizes and values of \( \gamma \). While sampling hidden variables \( \kappa \) for top nodes, we impose the cutoff of \( \kappa_{\text{max}} \sim N^{1/2} \) to avoid structural degree correlations [21]. Therefore, \( \kappa^2 \sim N^{(3-\gamma)/2} \). and the average bipartite clustering coefficient scales as \( \overline{\tau}_B \sim N^{-\delta} \) with \( \delta = (\gamma - 1)/2 \) for \( 2 < \gamma < 3 \). In Fig. 3(b) we confirm this scaling. The figure shows the measured bipartite clustering coefficients as a function of \( N \) for different values of \( \gamma \).
B. Stratified Bipartite Networks

The original stratified unipartite network model was considered by Leicht et al. In this model, $N$ nodes are assigned random integer ages $t_i = 1, \ldots, t_{\text{max}}$ with uniform probability, and then links are created between node pairs with probability

$$P(\Delta t) = p_0 e^{-a|\Delta t|},$$

(86)

where $p_0$ and $a$ are model parameters. The motivation for this model in [18] was to have a simplified social model in which individuals preferably connect to other individuals of similar age. The stratified model was used in [18] to test the ability of different node similarity measures to infer relative node ages.

Here we generalize the stratified network model as follows. The networks in the model consist of $N$ top and $M$ bottom nodes. All nodes are assigned hidden variables $\kappa$ and $\lambda$ drawn from the continuous uniform distribution on interval $[0, T]$, $\rho(\kappa) = \rho(\lambda) = 1/T$. To eliminate finite size effects we impose the periodic boundary condition, meaning that nodes are uniformly scattered along a circle, and their hidden variables are their angular coordinates if we set $T = 2\pi$. To simplify the calculations we use the squared distances in the connection probability function:

$$r(\kappa, \lambda) = r_0 e^{-a||\lambda - \kappa||^2},$$

(87)

where $||\lambda - \kappa||$ is the angular distance between $\lambda$ and $\kappa$:

$$||\lambda - \kappa|| = \pi - |\pi - |\lambda - \kappa||.$$

(88)

We first calculate the degree distributions for the top nodes. Due to the uniform distribution of hidden variables, the expected degree of a node is independent of its
hidden variable $\kappa$. Using Eqs. \ref{eq:k_m} and \ref{eq:k_n} we obtain
\[ \kappa = \kappa(\kappa) = \frac{M r_0}{2\sqrt{\pi a}} \text{Erf}(\pi \sqrt{a}), \]

where $\text{Erf}(x)$ is the error function. For $\kappa$ to be independent of network size, we must set $r_0/\sqrt{a} \sim 1/M$. Another natural choice would be to constrain $r_0 = M^{-1}$, but this choice would lead to bipartite clustering coefficients dependent on the network size. Constant bipartite clustering can be instrumented by setting
\[ r_0 = 1, \quad \text{and} \quad a = \tilde{a} M^2, \]
where $\tilde{a}$ is a parameter controlling the average degree in the network. With the above choice of parameters Eq. \ref{eq:k} simplifies to
\[ \kappa = \kappa(\kappa) \approx \frac{1}{2\sqrt{\pi a}}. \]

Similarly, the average degree in the bottom node domain is given by
\[ \bar{\ell} = \ell(\lambda) = \frac{N}{M} \kappa. \]

Since connection probability $r(\kappa, \lambda)$ does not scale as $M^{-1}$, propagator $g(\kappa|\lambda)$ is not given by Eq. \ref{eq:prop}. Instead we have to use Eq. \ref{eq:prop2} to compute the propagator, yielding
\[ g(\kappa|\lambda) = e^{-\kappa \text{Li}_3/2 (1 - z)}, \]
where $\text{Li}_n(x)$ is the polylogarithm. Equation \ref{eq:prop2} can be used to calculate higher moments of the degree distribution. For example, the second moment is
\[ \kappa^2 = \kappa^2 + \kappa (1 - \frac{1}{\sqrt{2}}). \]
That is, similar to the Poisson distribution, the standard deviation of $g(\kappa|\lambda)$ is
\[ \sigma = \sqrt{\kappa^2 - \kappa^2} \propto \sqrt{\kappa}. \]

According to Eq. \ref{eq:nn}, the average nearest neighbor degree is independent of the node’s hidden variable:
\[ \bar{\ell}_{nn}(\kappa) = \bar{\ell}, \]
because node degrees are not correlated with their hidden variables, see Eq. \ref{eq:nncorr}. Therefore, despite strong correlation between hidden variables of connected nodes, there are no degree correlations. The ANND can be obtained by inserting $\bar{\ell}_{nn}(\kappa)$ from Eq. \ref{eq:nncorr} into Eq. \ref{eq:nncorr2} to yield
\[ \bar{\ell}_{nn}(k) = 1 + \bar{\ell}. \]

The average number of common neighbors between bottom nodes with hidden variables $\kappa_1$ and $\kappa_2$ is given by Eq. \ref{eq:nn}, which now becomes
\[ \bar{m}(\kappa_1, \kappa_2) = \frac{N r_0^2}{2\pi} \int_{-\pi}^{\pi} e^{-a \|\kappa_1 - \kappa\|^2} e^{-a \|\kappa_2 - \kappa\|^2} d\kappa. \]

To compute $\bar{m}(\kappa_1, \kappa_2)$ we first change the integration variable to $x = \sqrt{a} \kappa$, so that the new integration limits are $\pm \sqrt{a} \pi$. Since $\sqrt{a} \sim M$, in the thermodynamic limit the integration interval becomes $(-\infty, \infty)$, leading
bipartite networks, nodes of both type reside in hidden variable spaces, and the connection probability between a pair of nodes is a function of their hidden variables. The independent character of link appearance in the model allows one to calculate analytical expressions for many important topological properties of modeled networks.

The formalism developed here builds up on the hidden variable formalism for unipartite networks [9]. Some basic structural properties of bipartite networks, such as the degree distributions and correlations, are straightforward generalizations of those in unipartite networks. Some other characteristics, such as unipartite projections and bipartite clustering, are unique to bipartite networks.

The hidden variable formalism has proven to be a powerful tool in studying the structure and function of complex networks [22–25]. One particular application of interest for us are network geometry and navigability [26–29]. The formalism developed here can also be useful in inferring individual characteristics, attributes, and annotations of nodes in real bipartite networks.
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Appendix A: Derivation of the bipartite clustering coefficient

Here we provide the detailed derivation of the bipartite clustering coefficient defined in Eq. (60). We estimate the average bipartite clustering coefficient of a node with hidden variable $\kappa$ by calculating the ensemble averages of the numerator and the denominator in Eq. (60):

$$c_B(\kappa) = \frac{\langle \sum_{j > l}(m_{jl} - 1) \rangle}{\langle \sum_{j > l}(k_j + k_l - m_{jl} - 1) \rangle}. \tag{A1}$$

We first focus on the numerator in Eq. (A1):

$$\langle \sum_{j > l}(m_{jl} - 1) \rangle = \frac{1}{2} \sum_k g(k|\kappa)k(k - 1) \sum_{\lambda_1, \lambda_2} \rho(\lambda_1|\kappa)\rho(\lambda_2|\kappa) \sum_m (m - 1) P_{\lambda_1, \lambda_2}(m - 1), \tag{A2}$$

where $g(k|\kappa)$ is the $\kappa$-to-$k$ propagator, $\rho(\lambda_1|\kappa)$ is the conditional probability that a bottom node has hidden variable $\lambda_1$ provided it is connected to a top node with $\kappa$, and $P_{\lambda_1, \lambda_2}(m - 1)$ is the probability that two bottom nodes with $\lambda_1$ and $\lambda_2$ have exactly $m - 1$ common neighbors besides $i$. Equation (A2) simplifies to

$$\langle \sum_{j > l}(m_{jl} - 1) \rangle = \frac{1}{2} \langle k(k - 1) \rangle_{\kappa} \sum_{\lambda_1, \lambda_2} P(\lambda_1|\kappa)P(\lambda_2|\kappa)\overline{m}(\lambda_1, \lambda_2). \tag{A3}$$

Next we compute the denominator of Eq. (A1):

$$\langle \sum_{j > l}(k_j + k_l - m_{jl} - 1) \rangle = \langle \sum_{j > l}(k_j - 1 + k_l - 1) \rangle - \langle \sum_{j > l}(m_{jl} - 1) \rangle. \tag{A4}$$

Sum $\langle \sum_{j > l}(m_{jl} - 1) \rangle$ is the same as in the numerator, so that we only need to compute $\langle \sum_{j > l}(k_j - 1 + k_l - 1) \rangle$:

$$\sum_{j > l}(k_j - 1 + k_l - 1) = (k_i - 1) \sum_{j = 1}^{k_i} (k_j - 1) = (k_i - 1)k_i(k_i - 1), \tag{A5}$$

where $k_i$ is degree of node $i$. Therefore,

$$\langle \sum_{j > l}(k_j - 1 + k_l - 1) \rangle = \sum_k g(k|\kappa)(k - 1)k \sum_\lambda \rho(\lambda|\kappa) \sum_\ell (\ell - 1)f(\ell - 1|\lambda) = \langle k(k - 1) \rangle_{\kappa} \overline{m}_{nn}(\kappa). \tag{A6}$$

Using Eqs. (A3) and (A6) we finally obtain

$$c_B(\kappa) = \frac{\sum_{\lambda_1, \lambda_2} \rho(\lambda_1|\kappa)\rho(\lambda_2|\kappa)\overline{m}(\lambda_1, \lambda_2)}{\sum_{\lambda_1, \lambda_2} \rho(\lambda_1|\kappa)\rho(\lambda_2|\kappa)\overline{m}(\lambda_1, \lambda_2) - \sum_{\lambda_1, \lambda_2} \rho(\lambda_1|\kappa)\rho(\lambda_2|\kappa)\overline{m}(\lambda_1, \lambda_2)}. \tag{A7}$$