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ABSTRACT
As the world’s largest professional network, LinkedIn wants to create economic opportunity for everyone in the global workforce. One of its most critical missions is matching jobs with professionals. Improving job targeting accuracy and hire efficiency align with LinkedIn’s Member First Motto. To achieve those goals, we need to understand unstructured job postings with noisy information. We applied deep transfer learning to create domain-specific job understanding models. After this, jobs are represented by professional entities, including titles, skills, companies, and assessment questions. To continuously improve LinkedIn’s job understanding ability, we designed an expert feedback loop where we integrated job understanding models into LinkedIn’s products to collect job posters’ feedback. In this demonstration, we present LinkedIn’s job posting flow and demonstrate how the integrated deep job understanding work improves job poster satisfaction and provides significant metric lifts in LinkedIn’s job recommendation system.
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1 INTRODUCTION
LinkedIn serves as a job marketplace that matches millions of jobs to more than 675 million members. To create economic opportunity for every member of the global workforce, LinkedIn needs to understand the job marketplace precisely. However, understanding job postings is non-trivial due to their lengthy and noisy nature. Job postings usually cover a wide range of topics ranging from company description, job qualifications, benefits to disclaimers. It is challenging to model job postings directly in tasks such as job recommendation and applicant evaluation. To address this challenge, we develop job understanding models that take noisy job postings as input and output structured data for easy interpretation. To be specific, we standardize job postings into professional entities that represent the characteristics of a job, for example, the occupation of a job (title), the hiring company (company), key skills required by the job (skills), and job qualifications (assessment questions).

Standardizing job information has a tremendous impact on the LinkedIn ecosystem. Firstly, it helps recruiters to do better candidate targeting. Using the extracted key skill entities, recruiters can target the candidates that have the right skill set. Secondly, it helps members to find jobs easily. It is convenient for members to search jobs based on the professional entities standardized from the job postings such as occupation and requirements. Lastly, it improves the overall hire efficiency. By extracting assessment questions and key skill entities from jobs, LinkedIn can automatically evaluate job-applicant fit by comparing them with member-side entities.

However, developing a good job understanding model is a challenging task in many aspects. First, we need to define an extensive professional entity taxonomy that covers a wide range of industries and occupations. Without a comprehensive taxonomy, it is hard to represent jobs using entities. Second, we need domain-specific natural language understanding models to understand jobs. Compared to ordinary articles, job posting text is often long, noisy, and has job-specific writing styles, general-purpose Natural Language Processing (NLP) models are less suitable for this task. Third, job understanding models need to be market-aware. To be specific, it needs to go beyond simply identifying mentioned entities and understand market importance of entities via modeling each different job market and the hiring experts in the market.

Unfortunately, existing methods haven’t addressed all the above challenges. Models such as SPTM [16] and TATF [15] perform job-skill analysis on IT skills only. DuerQuiz [10] focuses on job content only and ignores the market dynamics. Lastly, none of these models explicitly model market variance via establishing a feedback loop between models and hiring experts.

In this work, we present LinkedIn’s deep job understanding and demonstrate LinkedIn’s job posting flow1 powered by our work. We combined machine learning techniques and linguist experts to curate the world’s largest professional entity taxonomy. To develop domain-specific content understanding model, we used deep transfer learning to adapt open-domain NLP models and professional entity embeddings trained on LinkedIn member profiles to our domain. We engineered market-specific features and established a feedback loop with job posters. We showed the model outputs and allowed them to override the suggestions to collect the feedback. By developing the feedback loop, we were able to collect domain-specific and market-aware training data to continuously improve our model. Moreover, such a feedback loop also empowered the job posters while giving options to them to delegate decisions to AI.

1https://www.linkedin.com/talent/job-posting/post
models. More importantly, the standardized job data improves member experience in several downstream LinkedIn products such as Job Search, Job Alert and Job You Maybe Interested In (JYMBII) [8].

2 RELATED WORK

Named Entity Recognition (NER) is most related to our work given the present knowledge. However, there are a few key distinctions between general NER and our work. First, most neural network (NN) NER models [1, 5, 9] are trained on open domain corpora [11, 14] and focus on recognizing a limited set of entities including person, location, date, and organization. These methods are not designed to recognize professional entities. In stark contrast, few work is focused on recognizing professional entities such as title and skills in job recruiting fields. Goindani, et al. [4] recognize industries from job postings by treating it as a classification problem. Qin, et. al. [10] developed a NN model to extract skill entities from the job postings and resumes. Yet, they solely focus on one specific entity extractor, neglecting mutual benefits from other entity extractors. Additionally, there is no feedback loop [3, 17] in their development cycle. This is a major shortcoming because models based on their approaches fail to adapt well with job market fluctuations and changes. To our best knowledge, as an important part of our work, feedback loop has not been applied to the entities standardization problem in the job domain yet.

3 JOB STANDARDIZATION

3.1 Architecture

Fig.1 shows the overall architecture of the job standardization and how it fits in LinkedIn’s ecosystem. It essentially consists of 2 phases: user feedback loop and downstream applications. In the user feedback loop, we first initialize our work with small-scale human annotated data targeting a specific job standardization task. With the small amount of high quality data and our professional entity taxonomy, we are able to train a simple linear or tree-based job understanding model as our bootstrapping solution and deploy it to the production. The bootstrapping model also starts feeding freshly standardized data to other downstream AI models to play with. As the bootstrapping model serves the customer online, more user-behavior and market-specific data will be collected. A more advanced NN-based job understanding model is trained and deployed to replace the bootstrapping model. And it will loop once a few months to constantly improve and adjust the model with more latest online data being collected. Once trained, the latest job standardization models will be deployed to a nearline streaming platform to process millions of LinkedIn’s jobs and the standardized data will further be fed to all downstream AI models for consumption at LinkedIn within minutes of latency. The downstream products consume the data and improve the model before being re-deployed for online serving. The collection of LinkedIn AI products forms an ecosystem around the job standardization work and keeps benefiting users and serving the job market.

3.2 Models

We developed a set of job standardization models to identify professional entities from job postings, and used an user feedback loop to continually improve model performance by retraining it with collected data. In general, We developed these models using a two-step procedure: entity tagging (i.e. candidate generation) and content & market-aware entity ranking. To achieve the best performance, we trained type-specific models for each entity. Currently we support four types of entities: title, skill, company and assessment question.

3.2.1 Entity Tagging. We built one of the world’s largest in-house professional entity taxonomy with 30k titles and 50k skills by our taxonomy linguists and machine learning models. Utilizing the comprehensive taxonomy with rich entity aliases, we developed string-based entity taggers for each entity type. We generated entity candidate sets by identifying all possible entity mentions from the job postings and then pass them to the entity ranking model.

3.2.2 Content & Market-aware Entity Ranking. We designed deep NN models to rank the candidates and pick the top-k most important standardized entities in a given job posting. In order to get the mastery of both entities and context, we built rich feature set to represent the content. To capture shallow linguistic structure and meanings of the text, we adopt engineered features such as job location, email domain, n-gram matching distance, etc. To extract deep semantic meaning of the entities and context, we use deep transfer learning to adapt pre-trained NLP models such as Deep Averaging Network [6] and FastText [7] to the job domain, and apply them to model sentences and paragraphs that contain entity mentions. To model cross-tagger entity-entity relationships, we utilize entity embeddings learned from member profiles [13]. We fine-tune those embeddings to measure entity coherence in jobs and detect potential outliers among the entity candidates.

We also rank the candidates based on market-related factors to do personalized recommendations for different markets, industries, and regions. We do this in two ways. First, we construct member-job Pointwise Mutual Information (PMI) features for all jobs and members to have an grip on the overall personnel-recruiting market. Also, by collecting the hiring expert signals such as users’s acceptance/rejection rate in the user feedback loop, we are able to master the latest market trends and iteratively refine our models.
3.3 User Feedback loop

We build a user feedback loop to continuously improve the job standardization. Specifically, we track and collect user feedback directly from recruiters and members from all industries. Therefore, we keep getting domain-specific and market-aware data that has better quality than the data labeled by human annotators who are generally not experts in specific hiring markets. Also, with the data pipeline automatically consuming the large-scale feedback data in a daily fashion, our model is highly scalable. By building a feedback loop, we use it for getting a good sense of job and hiring market and being sensitive to user behaviour changes. For example, it is used to calculate market-aware features that reveal the latest skill trend and most popular questions being asked in a specific industry.

4 JOB POSTING FLOW DEMONSTRATION

In this section, we will showcase how the deep job understanding empowers LinkedIn’s job posting flow. By applying the deep job understanding models and establishing feedback loops, we observed +11 Net Promoter Score (NPS) improvement indicating good user satisfaction, and 30% more job applications because of the better job targeting that aims at putting the job post in front of the right candidates. Additionally, we observed the latest job skill standardization model reduces the need of manually adding job targeting skills by 33.75% compared to the original model trained without user feedback signals. Also, 80% of jobs with assessment questions get a qualified applicant within 24 hours. Lastly, with LinkedIn’s jobs represented by professional entities, we see +1.92% onsite job apply and +2.66% job save in the job recommendation system.

4.1 Title Standardization

When a recruiter posts a job on the LinkedIn platform, we standardize the job posting’s title into a standardized title entity for easy index. The job title standardization consists of two steps. Firstly, the original title given by the user is broken into individual tokens to form a key lookup table for candidate retrieval. Secondly, the candidates are passed into a ranking model that outputs a confidence score. LinkedIn shows these standardized titles to the user to make a final selection. As shown in Fig. 2, the user has the option of choosing a standardized title suggested by the model, or manually inputting any title as the user sees fit. In the latter case, LinkedIn provides a typeahead to encourage the user to input a standardized title in the end. By tracking the user’s final choice of the title at the end of the job posting, we can use the feedback to train better models over time.

4.2 Skill Standardization

At LinkedIn, we use a job skill standardizer to suggest job targeting skills for job posters. Fig. 3 shows an example on how job posters receive skill suggestions. When a recruiter fills in the basic information of a job, we will process the text inputs and provide job targeting skill suggestions to them. The skill standardizer will first generate a list of mentioned skills using the skill entity tagger, and then pass it into a learning-to-rank model to pick the most important job targeting skills based on a variety of content and market signals. For example, the model uses FastText to model the semantic meaning of job and uses entity embeddings to model the skill coherence within the job. It also uses signals aggregated from hiring experts to model the market trend.

By providing job posters with a set of skills which the job targets on instead of asking them to provide it manually, we improve the user satisfaction by reducing their workload. Moreover, because job posters still have the chance to reject or propose other job targeting skills, we are able to collect their feedback and hence refine our model based on their latest preferences.

4.3 Company Standardization

When a company is mentioned in news articles in LinkedIn feed, it is passed through our company standardizer to output a standardized company entity in our company taxonomy. Again, we establish an open channel here to take in user feedback. When the user selects
which standardize entities out of job postings. The models were built and presented our customer feedback loop by tracking user-interactive behaviour on current models in LinkedIn’s job posting flow. Using the feedback loop, we were able to iteratively update our model using the up-to-date feedback data and put it into the production to serve again. We recommend adding 3 or more questions. Applicants must answer each question.

**Step 2: Add screening questions**

- **Have you completed the following level of education: Bachelor’s Degree?**
  - Ideal Answer: Yes

- **How many years of work experience do you have using Relational Databases?**
  - Ideal Answer: 1

- **How many years of experience do you currently have?**
  - Ideal Answer: 1

**REFERENCES**

[1] Alan Akbik, Duncan Blythe, and Roland Vollgraf. 2018. Contextual string embeddings for sequence labeling. In COLING. 1638–1649.

[2] Tiantang Chen and Carlos Questrin. 2016. XGboost: A scalable tree boosting system. In KDD.

[3] Isabel F Cruz, Cosmin Stroe, and Matteo Palmonari. 2012. Interactive user feedback in ontology matching using signature vectors. In ICDE. IEEE.

[4] Mahak Goswami, Qiaoling Liu, Josh Chao, and Valentin Jikoun. 2017. Employer industry classification using job postings. In ICDM. IEEE, 183–188.

[5] Deepak Gupta, Asif Ekbal, and Pushpak Bhattacharyya. 2018. A deep neural network based approach for entity extraction in code-mixed Indian social media text. In IJCNLP.

[6] Mohit Iyyer, Varun Manjunatha, Jordan Boyd-Graber, and Hal Daumé III. 2015. Deep unordered composition rivals syntactic methods for text classification. In IJCNLP.

[7] Armand Joulin, Edouard Grave, Piotr Bojanowski, and Tomas Mikolov. 2016. Bag of tricks for efficient text classification. arXiv preprint arXiv:1607.01759 (2016).

[8] Krishnaram Kenthapadi, Benjamin Le, and Ganesh Venkataraman. 2017. Personalized job recommendation system at linkedin: Practical challenges and lessons learned. In RecSys. 346–347.

[9] Matthew E Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee, and Luke Zettlemoyer. 2018. Deep contextualized word representations. arXiv preprint arXiv:1802.05365 (2018).

[10] Chuan Qin, Hengshu Zhu, Chen Zhu, Tong Xu, Fuzhen Zhuang, Chao Ma, Jing-shuai Zhang, and Hui Xiong. 2019. DuerQuiz: A Personalized Question Recommender System for Intelligent Job Interview. In KDD. 2165–2173.

[11] Erik F Sang and Fien De Meulder. 2003. Introduction to the CoNLL-2003 shared task: Language-independent named entity recognition. arXiv preprint cs/0306050 (2003).

[12] Baoxu Shi, Shan Li, Jaewon Yang, Mustafa Emre Kazdagli, and Qi He. 2020. Learning to Ask Screening Questions for Job Postings. In SIGIR.

[13] Baoxu Shi, Jaewon Yang, Tim Weninger, Jing How, and Qi He. 2019. Representation Learning in Heterogeneous Professional Social Networks with Ambiguous Social Connections. In IEEE BigData.

[14] Ralph Weischedel, Martha Palmer, Mitchell Marcus, Eduard Hovy, Sameer Pradhan, Lance Ramshaw, Nnaemeka Xue, Ann Taylor, Jeff Kaufman, Michelle Franchini, et al. 2013. Ontonotes release 5.0 ldc2013t19. LDC 23 (2013).
[15] Xunxian Wu, Tong Xu, Hengshu Zhu, Le Zhang, Enhong Chen, and Hui Xiong. 2019. Trend-aware tensor factorization for job skill demand analysis. In IJCAI.

[16] Tong Xu, Hengshu Zhu, Chen Zhu, Pan Li, and Hui Xiong. 2018. Measuring the popularity of job skills in recruitment market: A multi-criteria approach. In AAAI.

[17] Xiao Yan, Jaewon Yang, Mikhail Obukhov, Lin Zhu, Joey Bai, Shiqi Wu, and Qi He. 2019. Social Skill Validation at LinkedIn. In KDD.