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Traditional imaging systems, such as the eye or cameras, image scenes that lie in the direct line-of-sight (LoS). Most objects are opaque in the optical and infrared regimes and can limit dramatically the field of view (FoV). Current approaches to see around occlusions exploit the multireflection propagation of signals from neighboring surfaces either in the microwave or the optical bands. Using lower frequency signals anatomical information is limited and images suffer from clutter while optical systems encounter diffuse scattering from most surfaces and suffer from path loss, thus limiting the imaging distance. In this work, we show that terahertz (THz) waves can be used to extend visibility to non-line-of-sight (NLoS) while combining the advantages of both spectra. The material properties and roughness of most building surfaces allow for a unique combination of both diffuse and strong specular scattering. As a result, most building surfaces behave as lossy mirrors that enable propagation paths between a THz camera and the NLoS scenes. We propose a mirror folding algorithm that tracks the multireflection propagation of THz waves to 1) correct the image from cluttering and 2) see around occlusions without a priori knowledge of the scene geometry and material properties. To validate the feasibility of the proposed NLoS imaging approach, we carried out a numerical analysis and developed two THz imaging systems to demonstrate real-world NLoS imaging experiments in sub-THz bands (270-300 GHz). The results show the capability of THz radar imaging systems to recover both the geometry and pose of LoS and NLoS objects with centimeter-scale resolution in various multipath propagation scenarios. THz NLoS imaging can operate in low visibility conditions (e.g., night, strong ambient light, smoke) and uses computationally inexpensive image reconstruction algorithms.
Due to the opaqueness of most materials in the visible and infrared portion of the electromagnetic (EM) spectrum, human vision, as well as regular optical cameras, are capable of seeing objects that are in the direct line-of-sight (LoS). However, when opaque surfaces are present in the scene, occluded objects are not visible, thus limiting the available field of view (FoV). On the other hand, lower frequency EM waves can penetrate most non-metallic or low loss materials and hence can reveal the anatomy and pose of non-line-of-sight (NLoS) objects and scenes. For example, through-the-wall-raders (TTWR) can detect the presence of humans or discern large objects behind concrete walls or other materials that are opaque in the visible spectrum [1-3]. Additionally, microwave frequencies have been used to detect NLoS objects through multireflection of the signals on surrounding opaque walls [4-6]. Nevertheless, the large wavelength of the low frequency signals and the limited bandwidth (typically <6 GHz) merely enable detection and tracking rather than clear images with detailed information. Additionally, the transparency of most materials, the small roughness of most surfaces with respect to the wavelength, and edge diffraction result in strong multipath propagation that clutters the reconstructed images. Therefore, microwave NLoS systems can be very effective for sensing hidden objects but offer limited imaging capabilities.

At infrared and optical frequencies, most materials are opaque and surfaces scatter most of the incident waves. As such, an alternative approach of NLoS imaging has been developed by exploiting the multipath propagation of lights, as first introduced in [7] where the authors demonstrate imaging of an occluded object by light scattering via a white, near-Lambertian surface. The method uses a laser for illumination and an ultra-fast infrared camera to record the time-of-flight of photons and reconstructs the image using a filtered backprojection-based algorithm. Gariepy et al showed a simpler approach to detect NLoS objects [8] and O’Toole et al. demonstrated a confocal NLoS imaging approach that can extend the visible distance; however, it mainly relies on the use of retroreflective surfaces [9]. Liu et al. developed a virtual cameral concept to reduce image reconstruction complexity and account for scenes with multiple diffuse reflections [10]. Despite the recent advances [11-13], optical/infrared NLoS imaging needs to contend with several challenges: 1) limited by low visibility conditions (e.g., dust, smoke, fog), low reflectance surfaces (e.g., dark colors), and ambient lights (e.g., outdoors during daytime); 2) it usually requires complex and large systems to acquire backscattered signals; 3) the image reconstruction algorithms are computationally intensive; and 4) the diffuse scattering on the Lambertian surfaces suffers from a large loss and hence limits the imaging range [14].

As an emerging technology, the terahertz (THz) spectrum (0.3-3 THz) offers unique wave propagation phenomena that can alleviate many shortcomings of current NLoS imaging approaches. As illustrated in Fig. 1, at lower frequencies (<70 GHz) most building surfaces are smooth compared to the wavelength with negligible diffuse scattering. On the other hand, as previous works have shown, many surfaces can be characterized as near-Lambertian such that diffuse scattering dominates the wave reflection in the optical range. However, in the THz regime, the roughness of most building surfaces is comparable to the wavelength so that wave reflection is characterized by strong specular components as well as diffuse scattering, as it has been shown in [15]. Thereby, the specular reflection can be used to establish a strong signal propagation path between the imaging aperture and the NLoS scene, whereas the diffuse scattering can help reconstruct the shape of the LoS objects. So together they can be exploited for robust THz NLoS imaging without a priori knowledge of the scene geometry [16]. As shown below in this work, these unique scattering phenomena allow computationally efficient THz NLoS imaging with a centimeter-scale resolution and possibly long-distance imaging due to the strong specular reflections.

The advances in semiconductor technology and nanofabrication techniques have enabled a plethora of THz active imaging systems that can generate high-resolution 2D and 3D images. Such systems include real-time THz cameras [17], stand-off raster scanners [18], as well as multiple-input-multiple-output (MIMO) imaging radars [19]. These systems can use moderate sized apertures to generate centimeter-scale resolution images at a >20 meters distance. So far, THz imaging research has focused on astronomy, imaging in low visibility conditions, spectroscopy, and seeing through light clothing for contrabands and security. Extending the vision to the NLoS and seeing around obstacles with THz waves can benefit multiple applications such as first response and rescue missions, detection for hidden traffic/peDESTrians, and autonomous navigation. Besides, NLoS THz imaging can take advantage of the expected co-existence of radar and communication systems to provide high resolution simultaneous localization and mapping (SLAM) for future wireless communication systems [20].

In this paper, we present an image reconstruction method that can be applied to multireflection NLoS imaging (mirror folding). The method is evaluated first using a set of computationally generated 2D radar images. Then, we present measurement results of several experiments in real-life scenarios to further demonstrate the feasibility of THz NLoS imaging. We show that both the LoS and NLoS scenes can be successfully recovered with a centimeter-scale resolution.
Results

Without loss of generality, we consider active THz imaging systems that generate narrow beams to scan a wide field of view (FoV) and use a finite bandwidth signal to acquire the range information of the backscattered signals (e.g., pulsed or continuous wave systems). The proposed method can be applied to THz images acquired by alternative systems, including MIMO-based imagers [19], programmable metasurfaces [21], or compressive sensing [22].

**THz radar imaging and mirror folding.** Let us consider an NLoS imaging scenario, as depicted in Fig. 2a. To image the invisible scene behind an opaque occlusion, an imaging aperture (THz camera) forms narrow transmitting and receiving beams that illuminate and record the backscattered signals from a LoS surface, respectively. Assuming the LoS surface is a common indoor building material, wave scattering features both strong specular reflection (green arrows) and detectable diffuse scattering that is almost omnidirectional (blue arrows). The latter enables imaging flat or lightly curved surfaces that are not normal to the imaging system’s beam direction. On the other hand, the specular reflection allows a relatively low-loss roundtrip path between the aperture and the NLoS area and hence enables seeing around occlusions. In other words, the surrounding surfaces can act as lossy mirrors in the THz band and allow a relatively simple image reconstruction algorithm of NLoS scenes.

We assume an active imaging system where a narrow beam is scanned in both azimuth and elevation angles to obtain the angle-of-arrival (AoA) of the backscattered signals. In the meantime, at each scanning angle, the aperture measures the time-of-flight (ToF) information of the received signals. By combining them, a 3D image (range and cross-range) of the imaging scene is formed where the value of every voxel corresponds to the intensity of the backscattered signal. We note that 1) based on the Rayleigh criterion, the angular resolution is \( \theta = \frac{1.22 \lambda}{D} \), where \( \lambda \) and \( D \) are the wavelength and aperture diameter, respectively; and 2) according to the sampling theorem, the range resolution is \( \frac{c_0}{2B} \), where \( c_0 \) and \( B \) are the speed of light in free space and measurement frequency bandwidth, respectively.

However, due to the nature of THz signal propagation, the 3D image may comprise backscattered signals originating from both single reflections (i.e., camera \( \rightarrow \) LoS object \( \rightarrow \) camera) and multiple reflections (e.g., camera \( \rightarrow \) LoS object \( \rightarrow \) NLoS object \( \rightarrow \) LoS object \( \rightarrow \) camera), as illustrated in Fig. 2a. As a result, although LoS objects can be imaged properly, due to longer propagation paths, signals from NLoS scenes arrive later and appear behind LoS objects with the wrong pose (location and orientation) in the initial image, as depicted in Fig. 2b. This is also known in radars as cluttering and results in false representation of the scene’s geometry.

To correct the NLoS geometries and achieve an accurate image, we assume that, at THz frequencies, 1) all surfaces
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**Figure 2**  **Mirror folding for reconstruction of NLoS images.** (a) Illustration of a THz NLoS imaging scenario. Surrounding surfaces are used as mirrors to image the hidden scene behind nontransparent occlusions. (b) Due to the strong specular reflection from the LoS surface, the NLoS object appears as a “ghost” with a wrong pose in the initial image. (c) Assuming the LoS surface behaves as a mirror, the NLoS pose is corrected using mirror folding; (d) When multiple reflections between the LoS and NLoS objects are involved, more than one “ghost” objects appear in the initial image. (e-f) In this case, mirror folding is performed multiple times successively to properly determine the correct geometries.
are opaque and 2) the specular reflection dominates the surface wave scattering. With these assumptions, most building surfaces can be treated as lossy mirrors with an amount of loss depending on the surface roughness and the material properties. This way, the whole area behind a LoS surface (determined by the relative position to the THz camera) is characterized as a “shadow area” (as illustrated in Fig. 2c). Correspondingly, the presence of any object inside this shadow area, classified as “ghost objects”, is the result of a secondary reflection.

To account for this propagation, we mirror the objects inside the shadow area around the plane defined by the LoS surface (i.e., mirror) and obtain an image that depicts the NLoS objects with the correct geometries and poses, as shown in Fig. 2c. We term this operation as mirror folding.
since it reverses the process of mirror unfolding [23]. This method is also computationally efficient as it acts directly on the voxels of the image, thus adding a small overhead to the overall imaging process. On the contrary, in optical NLoS imaging approaches, the large amount of data being processed, and the complex algorithms lead to computationally intensive image reconstructions. For example, the back-projection method can take hours to produce images [7][24].

Nevertheless, high permittivity and/or high conductivity surfaces can allow multiple wave reflections within the scene of interest (SoI). Such propagation, as illustrated in the example of Fig. 2d, provides an opportunity to extend NLoS imaging to larger scenes but also can result in additional cluttering of the image. In this case, we need to perform mirror folding multiple times to obtain the correct image. As depicted in Fig. 2e and f, both the LoS and NLoS surfaces behave as mirrors in the initial image. To facilitate the multistep reconstruction process, we classify the hidden mirrors and objects depending on the number of bounces needed to image them. As such, the hidden mirror in this example is classified as a child mirror to the LoS wall and the object as children to the hidden mirror. Then, mirror folding is first applied to the children objects of the “youngest” mirror and then repeated for the LoS mirror. This hierarchical reconstruction process can be generalized for arbitrary number of bounces and is discussed in more detail in the methods section.

**THz NLoS imaging simulation.** Simulating an NLoS imaging scenario with a full-wave model is computationally expensive in the THz bands due to electrically large dimensions. For example, one meter corresponds to $1,000 \lambda$ at 300 GHz ($\lambda$ is the wavelength), and we would need models that have a total surface area of multiple square meters. Thus, computing the fields propagation in most THz NLoS scenarios becomes prohibitively demanding in terms of CPU and RAM resources. An alternative approach is to reduce 3D geometries that are uniform in one dimension (e.g., height) to a 2D space [25]. For example, a circle in 2D corresponds to an infinitely long cylinder in 3D.

We assume a 2D imaging problem with both LoS and NLoS scenes and a THz camera, as depicted in Fig. 3. In this example, the scene comprises two LoS walls (both are 1 meter long) and two NLoS targets (a corner with a total length of 40 cm and a 50 cm-long arc). Wall 1 blocks the direct LoS between the THz camera and the NLoS targets, thus wall 2 is used to image the hidden scene.
Fig. 4a shows the obtained initial image using a frequency band of 290-300 GHz. We notice that 1) two LoS walls are correctly reconstructed (marked in green); 2) both LoS walls generate “ghosts” (marked in yellow) due to the multiple reflections between themselves; and 3) NLoS objects also create “ghosts” (marked in red), the two at the top are resulted from the right-handed wall whereas the one at the bottom is created due to the multiple reflections between the walls. Then, following the image correction process discussed above, we mirror the shadow areas behind the LoS walls (shown in Fig. 4b) to determine the accurate positions and orientations of the NLoS objects. As such, Fig. 4c-e depict the image correction steps using \textit{mirror folding}.

The corrected image, as depicted in Fig. 4e, agrees with the actual topology of the simulation model (see Fig. 3).

**THz NLoS imaging experiment.** To demonstrate THz NLoS imaging, we carried out experiments for various propagation scenarios. Two imaging systems, based on raster scanning and synthetic apertures, are used to investigate 3D and 2D NLoS imaging, respectively.

First, we implement a THz NLoS experiment using a 3D THz radar imaging system, as depicted in Fig. 5a. A drywall is used to image a life-sized mannequin placed in the NLoS. The imaging system uses optics (i.e., a lens and a rotational mirror) to generate a narrow THz beam that scans in both azimuth and elevation directions (approximately ±15° range). Thus, the scanner stares at the drywall at an oblique angle such that the signals are reflected toward the NLoS scene. As such, using a measurement frequency band of 270-300 GHz, we obtain an initial image as depicted in Fig. 5b (horizontal cross-section). We notice that the drywall is at the expected location and orientation. It appears to be thicker compared with the simulation results because the simulation does not account for the effect of volume scattering that occurs within a shallow depth inside the drywall material [26]. In addition, the shape of the mannequin is clearly reconstructed behind the drywall due to the strong specular reflection, however with a wrong pose. The correct image obtained using \textit{mirror folding} is presented in Fig. 5c, we notice that it agrees with the actual measurement setup topology. Moreover, a vertical cross-section of the mannequin is shown in Fig. 5d, which clearly shows its outline and posture.

To highlight the relatively low-loss propagation under specular reflection, we present a scenario where the mannequin carries an L-shaped object (covered with aluminum foil to increase the reflectivity) under clothing. As depicted in the vertical cross-section of the mannequin (Fig. 5e), we can identify the concealed (i.e., covered by the mannequin’s clothing) object appearing as a brighter area due to a stronger backscattering. Therefore, THz NLoS imaging has the potential to reveal concealed objects under clothing, which is beneficial to security applications.

Next, we deploy this 3D THz radar system to a more complicated NLoS imaging scenario, as shown in Fig. 6a.
The scene comprises the corner of a corridor entrance in the LoS whereas a life-sized mannequin and the inner side of the corridor (with a metallic fire extinguisher box) are in the NLoS. Using a measurement bandwidth of 270-300 GHz, Fig. 6b shows a horizontal cross-section of the obtained initial image. We observe that 1) both LoS walls are correctly imaged, including the right angle between them; 2) all the NLoS objects are revealed, including the mannequin, fire extinguisher box, and the NLoS wall; and 3) the NLoS objects are mirrored by the LoS wall. Besides, the metallic fire extinguisher box exhibits stronger backscattering, hence is brighter in the image. Fig. 6c depicts the correct image achieved by applying mirror folding. We notice that it properly reflects the actual measurement environment. In addition, Fig. 6d shows a vertical cross-section of the mannequin, we can easily recognize its outline and posture.

Nevertheless, to achieve high resolution and long imaging range, large apertures are needed to focus the beam to a small spot with a centimeter-scale size. Therefore, an imaging setup based on optics (e.g., lens and mirror) can be bulky with meter-scale optical components [18]. Additionally, the mechanical movement used to implement beam steering (e.g., translation and rotation) is a bottleneck of achieving a sub-second frame rate.

An alternative approach is to use antenna arrays. They can accomplish a fast-imaging rate, 3D image reconstruction, large FoV, and planar structure while maintaining a moderate aperture size to ensure good spatial resolution. To emulate the use of antenna arrays for imaging, we use a synthetic aperture radar (SAR) to evaluate THz NLoS imaging scenarios, as shown in Fig. 7a. Here, to reduce the image acquisition time, we implemented a linear SAR (2D imaging), but the approach can be extended to 3D imaging.

In this experiment, similar to the first experiment using the 3D THz radar, a drywall is used to image the NLoS scene. To fulfill 2D imaging due to the linear aperture, we use a carpet roll and cardboard boxes (inner side covered with aluminum foil to block signal penetration) as the NLoS objects. As a result, using a bandwidth of 270-300 GHz, Fig. 7b shows the reconstructed image. We can identify the drywall and two ghost objects in the shadow area. Then, using mirror folding, we acquire the corrected image, as depicted in Fig. 7c. We notice that it agrees with the actual setup topology well.

Discussion

In this paper, we propose a method of THz NLoS imaging. Common building materials exhibit a very strong specular reflection in the case of THz wave illumination. This lays the foundation for THz NLoS imaging as the specular reflection can be used to deflect the signals from the imaging aperture to the invisible scene. However, it also leads to incorrect images as the NLoS objects will appear at
the wrong locations. Thus, we introduced a computationally efficient post-processing method (i.e., mirror folding) to correct the initial images such that the hidden scene can be properly reconstructed.

To demonstrate THz NLoS imaging, we performed 2D simulations in the 290-300 GHz frequency band. Moreover, we carried out multiple measurements in the range of 270-300 GHz to further validate THz NLoS imaging. Two types of imagers are used: a 3D radar based on raster scanning and a synthetic aperture imaging system. In various scenarios, we achieved satisfying imaging results with centimeter-scale resolution.

Although this method presents for the first time the reconstruction of detailed NLoS images, further investigation is needed to improve the performance in a broad range of imaging scenarios. For example, arbitrarily shaped objects (nonmirrors) can contribute to the multiple reflection propagation and clutter the image further. Although it might be much weaker than the specular reflections of flat surfaces, it can have a deleterious effect with highly reflective materials and with short propagation distances. Additionally, if a mirror surface is semitransparent (either due to thin or low loss material), the objects appearing farther behind will not necessarily be the result of reflection but transmission. Therefore, directly applying mirror folding will result in erroneous reconstruction of the scene. This could be mitigated by generating images in both vertical and horizontal polarizations which can help distinguish the location of an object with respect to the mirror surface. Furthermore, the method can be generalized to account for curved mirror surfaces. This could be achieved by discretizing the curved surface into multiple, smaller planar segments before applying the proposed mirror folding method. Interestingly, the use of convex surfaces can be exploited by THz NLoS imaging to increase the FoV of the system, although with reduced spatial resolution. Future work could also investigate the efficiency of the imaging method at lower frequencies where surface roughness and spatial resolution (for a given aperture size) become smaller.

THz NLoS imaging can provide motivation and impact in other related areas. The requirement for high spatial resolution and bandwidth can achieved with advances in THz monolithic integrated circuit (TMIC) fabrication and integration techniques, planar antenna arrays, and programmable metasurfaces for electronic beamforming. Additionally, the proposed imaging method can be used to develop physics based and machine learning (ML) based radar algorithms for NLoS imaging, sensing, and detection.

**Methods**

**Numerical Analysis of Multirefection Wave Propagation.** To allow the calculation of EM fields on an electrically large model, as the one encountered in a typical indoor propagation scenario, we limit the analysis on a 2D space (assume objects are infinitely uniform on the third dimension). To further simplify the model, all object surfaces are modeled as perfect electric conductors (PECs), hence material losses (other than loss due to diffuse scattering) are not included in this analysis. Besides, to numerically model the surface roughness of all the objects, we use the root mean square (RMS) height \(h\) and correlation length \(L\) to describe the roughness [27]. In this work, we assume that the walls and targets have a \(h/L\) of 0.05 mm/0.2 mm and 0.1 mm/0.2 mm, respectively, which are close to common building surfaces [25].

To create lines with random roughness based on the desired total length, number of points, \(h\), and \(L\), we first generate random data with distribution and autocovariance functions both being Gaussian, then import them into the WIPL-D 2D solver to construct a rough (wiggly) line. We note that the number of points needs to be large enough such that the segment length is smaller than \(L/2\) to fulfill the Nyquist sampling theorem. Also, to achieve adequate gaussian statistics, the total length of the rough line needs to be much larger than \(L\) (> 500 times larger in our model).

For this work, the THz imaging aperture consists of a 161-element linear antenna array with uniform excitation and spacing. The antennas radiate THz waves in the band of 290-300 GHz and coherently detect the backscattered signals. In addition, to avoid grating lobes in the array factor (AF), the spacing between the elements is \(\lambda/2\) at the highest frequency [28], namely 0.5 mm. Thus, the total aperture size is 8 cm. Besides, all the antennas are omnidirectional and linearly polarized (normal to the topology plane). The simulations are carried out using a 2D Method-of-moments (MoM) commercial EM solver (WIPL-D 2D).

**Measurement hardware and operation.** The 3D THz radar system comprises a transceiver integrated with a diagonal horn antenna, a Teflon lens, and a motorized rotational mirror. Here, the transceiver is a vector network analyzer (VNA, model: Rohde & Schwarz ZVA24) extension module (model: Virginia Diodes WR3.4-VNAX) that measures the \(S_{11}\) parameter in the WR3.4 band (220-330 GHz). The horn has a half-power beamwidth and gain of 10 degrees and 26 dB, respectively. Thus, together they emit a diverging THz beam into the free space. Besides, the customised Teflon lens has a focal length of 44.3 cm so that, when it is placed in front of the horn at a distance of 50 cm, the diverging beam is focused on a spot with a radius of approximately 1.7 cm at a distance of 3.6 m. Additionally, the customized rotational mirror is driven by two stepper motors to enable controlled rotation in both azimuth and elevation angles. Thus, the lens forms a narrow THz beam while the mirror enables beam steering (±15°).

The synthetic aperture imaging system includes a pair of THz transceiver and receiver (instead of using only one transceiver as in the 3D THz radar) for a better dynamic range. Both of them are VNA extenders in the WR3.4 band and integrated with diagonal horn antennas. The extenders are respectively mounted on two translation stages (model: Thorlabs LTS150/M) such that we translate the transceiver for 81 steps with a spacing of 0.5 mm (\(\lambda/2\) at the highest
frequency). Meanwhile, at each step, the receiver is translated in the same way (81 steps, 0.5 mm spacing) and coherently records the backscattered signals by measuring the $S_{21}$ parameter. In addition, the extenders are placed as close as possible to minimize the effect of aperture dislocation. As such, we emulate a linear antenna array with full multistatic measurement capability.

**Image reconstruction algorithm.** The 2D simulation and the synthetic aperture imaging method have the same image reconstruction algorithm. We treat the transmitting (Tx) and receiving (Rx) linear arrays as a MIMO system such that they record the backscattered signals for all the Tx-Rx combinations. To generalize the method to cases where imaging apertures sizes are comparable to the distance from the region of interest (RoI), we account for the curvature of the wavefront. Thus we use the total focusing method (TFM) [29] which exploits the information of every Tx-Rx pair in the imaging array. In contrast to ultrasound imaging, where TFM is used with pulsed signals, the examples presented in this work assume stepped frequency continuous wave (SFCW) systems. As such, the measurement results form a three-dimensional $M \times N_{Tx} \times N_{Rx}$ matrix ($\mathbf{S}$), where $M$ is the number of frequency points and $N_{Tx, Rx}$ are the number of Tx and Rx antennas, respectively.

As depicted in Fig. 8, to form a focused illumination at a point $(x_0, z_0)$, we consider the distance between the focusing point and each antenna element independently. Thereby, the relative phase delay of the signal at the $i$-th antenna on the array is:

$$\varphi_i = \frac{2\pi}{\lambda} (R_i - R_0)$$  \hspace{1cm} (1)

![Figure 8. Illustration of the geometrical relationship between the antenna array and a focal point.](image)

**TABLE I**

| Algorithm and Pseudocode for Image Reconstruction Using Mirror Folding |
|---|
| 1. **Raw image acquisition:** The THz camera generates a 3D matrix forming the initial image (cross-range and range). The numerical value assigned to each voxel corresponds to the intensity of the backscattered signals. Additionally, to compensate for the free space path loss, each voxel’s intensity is normalized with the $r^2$ factor ($r$ is distance of voxel from the THz camera’s reference point). Besides, to extract a 2D image (horizontal cross-section) as we demonstrated in this work, we only keep the pixel with the maximum value in every vertical cross-range column. |
| 2. **Determine the mirror pixels:** Set a threshold $T$ such that only the pixels with an intensity $> T$ are considered as objects whereas others are recognized as free space. Then, apply the Hough transform on the objects to determine the linear segments that correspond to flat surfaces (mirrors) [30]. The remaining pixels above threshold $T$ are assumed to be nonmirror (objects) and do not contribute to multipath propagation. |
| 3. **Hierarchical mirror classification based on the number of bounces:** As shown in the diagram of Fig. 9, the detected flat surfaces in the LoS are designated as the “parent” mirrors (e.g., `image.mirror(i).line()`). Accordingly, other identified flat surfaces at longer range distances (i.e., appear to be behind LoS mirrors) become “child” mirrors. For example, for a second bounce mirror the corresponding pixel line will be `image.mirror(i).mirror(k).line()` where $i$ corresponds to the $i$th LoS mirror (first generation) and $k$ corresponds to the $k$th next generation mirror of the $i$th LoS mirror. This way, the total number of bounces determines the number of mirror generations. |
| 4. **Hierarchical (nonmirror) object classification:** After the mirror detection and classification, the remaining pixels above the threshold $T$ are classified hierarchically similar to the mirror classification process (step 3), as shown in diagram of Fig. 9. As such, each mirror determines a shadow region with child mirrors and/or nonmirror objects. For example, `image.mirror(1).mirror(3).objects()` stores the indices of the pixels in the shadow area of the 3rd child mirror behind the 1st LoS mirror. |
| 5. **Apply mirror folding on every branch of the tree structure:** |
| $j =$ maximum number of bounces |
| while $j > 0$ |
| for $t <$ number of mirrors of $j$th bounce |
| (i) Rotate all objects around the line defined by the parent mirror (find the new coordinates) |
| (ii) Assign the new pixel coordinates to the previous generation. For example, the updated coordinates of `image.mirror(2).mirror(1).objects()` will be stored into the `image.mirror(2).objects()` method. |
| $t = t + 1$ |
| $j = j - 1$ |
| 6. **Finally, image.objects()** contains the pixels of the reconstructed scene. |
with
\[ R_0 = \sqrt{x_0^2 + z_0^2} \]  
(2)
\[ R_i = \sqrt{(x_i - x_0)^2 + z_0^2} \]  
(3)
where \( \lambda \) is the wavelength, \( R_0 \) and \( R_i \) are the distances of the focusing point from the array center (reference element, zero phase) and the \( i \)-th element, respectively. Thus, based on \( M \) frequency points, we acquire two phase matrices \( \Phi_{Tx} \) and \( \Phi_{Rx} \), with a size of \( M \times N_{Tx} \) and \( M \times N_{Rx} \), for the Tx and Rx arrays, respectively. The columns of the matrices represent the phase delays of the corresponding elements at every frequency. Then, beam focusing by the Tx and Rx arrays is achieved by applying the necessary phase delays:
\[ S_0 = \sum_{\text{Dim}_2} (\sum_{\text{Dim}_1} S_k \ast \Phi_{Tx}) \ast \Phi_{Rx} \]  
(4)
Here, the operator \( \ast \) stands for the Hadamard product and \( S_k \) is the \( k \)-th 2D matrix along the third dimension of \( S \) \((k=1, 2, ..., N_{Rx})\). Also, \( \text{Dim}_2 \) denotes that the summation is operated in the second dimension of the matrix. As a result, we obtain a frequency domain vector \( S_0 \), which is then converted to the time domain using the inverse Fourier transform (IFT), the time domain vector \( S_t \) is then converted to distance (range) based on the wave velocity in free space \((c_0)\). As a result, the radar system produces a 3D matrix with a size of \( N_a \times N_e \times M \), where \( N_a \) and \( N_e \) are the number of scanning angles in the azimuth and elevation planes, respectively, and \( M \) is the number of frequency points (i.e., discretized points

To achieve lower side lobes in the range direction, we taper \( S_0 \) before calculating the IFT. For simplicity and without loss of generality, we use the triangular function \( a \), as determined by:
\[ a[n] = \frac{1}{N-1} \left[ n + \frac{N+1}{2} \right] \]  
(6)

The time domain vector \( S_t \) is then converted to distance (range) based on the wave velocity in free space \((c_0)\). According to the sampling theorem, the maximum unambiguous detectable range is \( c_0/(2\Delta f) \), where \( \Delta f \) is the frequency step. However, since \( S_t \) is calculated for a single focusing point, we only keep the value that corresponds to the range of this point in \( S_t \). Finally, following the same process, we calculate the backscattered signal from every focusing point \((x, z)\) in the RoI and combine them to form the reconstructed image.

On the other hand, the 3D THz radar has a simpler image reconstruction algorithm. At each scanning angle, the transceiver measures the \( S_{11} \) parameter in the frequency domain. Then we convert it to time-domain using the IFT, thus acquiring the range information based on \( c_0 \). As a result, the radar system produces a 3D matrix with a size of \( N_a \times N_e \times M \), where \( N_a \) and \( N_e \) are the number of scanning angles in the azimuth and elevation planes, respectively, and \( M \) is the number of frequency points (i.e., discretized points

Figure 9. Tree structure of the hierarchical classification of mirrors and other objects on the initial THz image (see Fig. 4a).
along the range direction). Therefore, each matrix element corresponds to a voxel and a 3D image is obtained by plotting the magnitude of all the voxels.

**Mirror folding algorithm.** The initial image captured by the imaging aperture (e.g., THz camera) is processed to reveal the correct geometry and pose of NLoS objects and scenes. We are using an inverse approach to the mirror unfolding approach used in ray tracing methods in computer graphics. We term this approach *mirror folding* and it is summarized in table I. After the initial THz image is acquired, the method detects linear segments of minimum length and classifies them as mirrors. The relative position of every mirror determines the number of bounces that the signal has encountered by assuming that surfaces are opaque to the THz waves. This multibounce propagation is modeled as a hierarchical tree (see Fig. 9) where behind every mirror the subsequent pixels belong to the respective mirrors generation tree. The number of generations depends on the number of bounces. Finally, by systematically applying mirror folding, we reconstruct the correct geometry and pose of both LoS and NLoS scenes. Although for this work the reconstruction has been limited to 2D images and flat surfaces, it can be easily generalized for 3D images and curved surfaces.
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