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ABSTRACT
As artificial intelligence (AI) technologies become increasingly powerful and prominent in society, their misuse is a growing concern. In educational settings, AI technologies could be used by students to cheat on assignments and exams. In this paper we explore whether transformers can be used to solve introductory level programming assignments while bypassing commonly used AI tools to detect similarities between pieces of software. We find that a student using GPT-J [60] can complete introductory level programming assignments without triggering suspicion from MOSS [2], a widely used software similarity and plagiarism detection tool. This holds despite the fact that GPT-J was not trained on the problems in question and is not provided with any examples to work from. We further find that the code written by GPT-J is diverse in structure, lacking any particular tells that future plagiarism detection techniques may use to try to identify algorithmically generated code. We conclude with a discussion of the ethical and educational implications of large language models and directions for future research.
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1 INTRODUCTION
The COVID-19 pandemic has lead to a boom in online education [1] due to the health risks of in-person teaching [33]. This has in turn lead to a growing market for tools that claim to ensure academic integrity in online courses [64]. With the increased attention to and wider use of these tools, it becomes even more important to have thorough understanding of if, and how, such tools may be subverted by students. While there is a substantial literature on plagiarism techniques and detection strategies, this literature has not yet engaged with the recent breakthroughs in transformers research. Similarly, recent work in the transformers literature has investigated the ability of large language models to solve college-level homework assignments in a variety of domains including calculus [19], linear algebra [20], astronomy [55], machine learning [57] but has not engaged with the issues and implications of real-world application of their results.

Figure 1: A breakdown of MOSS scores for completions of exercises from Karnalim et al. [34] by how they were generated. “Original” denotes the original solutions, “LN” denotes Level N plagiarism, “non” denotes non-plagiarisms, and “AI” denotes solutions written by GPT-J.

In this paper we carry out the first investigation of the ability of a transformer-based language model to generate de novo completions of homework assignments in a college-level course while bypassing plagiarism detection techniques. For our investigation we choose to use Measure of Software Similarity (MOSS) [2], a popular tool used to monitor academic integrity in universities worldwide [7, 37, 45, 53], to identify likely plagiarisms. We choose to study MOSS because it is an open-source model representing the state-of-the-art for plagiarism detection and its design has been widely copied by commercial tools [18]. While the licensing of commercial tools prevent us from studying them directly, we anticipate our findings to apply to the many commercial tools based on MOSS. We find that the GPT-J model [60] is capable of fooling MOSS [2] with a high degree of reliability, that little human editing is required to produce assignments that would receive full marks in a course, and that
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GPT-J solutions have sufficient diversity to avoid easy detection. Our study raises serious questions about the efficacy of using MOSS-based tools as a primary identifier of academic plagiarism due to the new risks posed by modern language models.

1.1 Deployment Context

Our study focuses on GPT-J and MOSS because they are both widely used and freely and publicly available to the public. GPT-J is the most powerful easily usable transformer model in the world, via the free API maintained by EleutherAI at 6b.eleuther.ai. Although there exist more powerful transformers that are publicly available, they are either incapable of generating code [50, 52] or lack free public APIs and require substantial expertise to deploy [6, 66].

GPT-J and similar models have also been widely deployed in industry applications including for writing and code completion tasks. The API we use has been used over 3 million times and has been integrated into many products and services including ones by Kiel AI, PragnaKalp, Helm & Nagel GmbH, CodeGenX, and Prototypr. Beyond code generation, the models are also popular for generating emails1, powering chatbots2, and creative writing3.

MOSS has been widely used by professors across the world for decades, including at University of South Florida [7], the Georgia Institute of Technology [53], Bundeswehr University, Munich [49], University of Newcastle [35], and Utah Valley University [54]. In 2020 there were over 300K currently active MOSS accounts, growing at a rate of 50k-100k per year [18]. MOSS is also the basis for or integrated with a number of commercial tools for plagiarism detection, including CodeQuiry and GradeScope [56].

1.2 Outline

The rest of our paper is organized as follows. First we will review the related work, and how prior language models have not provided satisfying answers to the plagiarism risk of language models in section 2. Next we will review our methodology in section 3, where we provide a realistic approach to how a student may use GPT-J to plagiarize an assignment, and what (simple) prompt engineering is required to produce the results. section 5 performs a detailed analysis of the results, cataloging the types of errors made by GPT-J, measures the similarity and detection risk of multiple plagiarism strategies, and shows how GPT-J is challenging to detect. Further detailed analysis of individual assignments is in the appendix. Due to the nature of this work, we discuss the ethics and why we believe the benefits outweigh their risks in subsection 6.3, noting that the limits of GPT-J’s abilities prevent it from allowing a student to proceed through an entire degree, and other teaching touch points like exams and quizzes provide a remediation for the informed instructor. Finally we conclude with a discussion and related Human-Computer Interaction (HCI) problems in section 6.

2 RELATED WORK

Very recent concurrent works have looked at college assignment generation [19, 55, 57] as a means of understanding what language models like GPT-3 [8] and Codex [11] learn. Although these models are substantially more powerful than GPT-J, the study setups do not evaluate a realistic scenario for plagiarism. Significant coding, prompt engineering, and infrastructure is required for the experiments that a novice student would not have or be able to replicate (indeed if they could, there is no question they could complete these introductory assignments without assistance). Our work instead focuses on a realistic threat model to determine that there is a real risk that needs further study, though we suspect many of the best solutions would be non-technical (See subsection 6.3). Other recent work has sought to develop code models that are accessible to students [25, 63], but these models are pure code models and therefore lack the ability to do the text-to-code “translation” necessary to complete homework assignments.

Previous research has used language models to detect textual plagiarism with modest success in a laboratory setting [13, 24]. While we were unable to find papers that explicitly seek to use language models for plagiarism, there is a wealth of research both on paraphrasing [41, 44, 47] and on adversarial examples against textual models [16, 28, 36], both of which can easily be applied to plagiarism even if the papers do not say so explicitly. A key difference in these prior works is that they all require an initial valid solution that becomes plagiarized, i.e., modified to avoid detection. In our study we show that a modern neural language models can produce valid, or valid with little additional work, solutions to novel questions that have no given solution. The user is then plagiarizing the model itself, rather than a human being. To the best of our knowledge this is the first demonstration of such an ability, and poses new concerns on how to avoid such potential plagiarism.

There is comparatively less research on AI-based code plagiarism, likely because AI techniques for generating code have only recently become prominent [3, 11, 29, 46, 60]. Dawson et al. [17] is the most relevant that we are aware of, who use machine learning to compare solutions of prior submissions of a student to detect “contract” plagiarism, where assignments are outsourced to third parties, which results in inconsistent coding style of the student’s submissions. While Dawson et al. [17] found promising evidence of machine learning being helpful in this case, there is also risk of neural style transfer [31] being leveraged to combat this. The resulting adversarial game is beyond the scope of this work, but the need for greater study is reinforced by our findings.

3 METHODOLOGY

To evaluate the ability of GPT-J to fool MOSS, we compare how MOSS views code generated by GPT-J with a dataset of plagiarized introductory coding assignments created by Karnalim et al. [34]. The dataset contains seven programming exercises suitable for an introduction to programming course with accompanying solutions written in Java. For each solution (henceforth referred to as “original solution”), Teaching Assistants (TAs) who have experience in introductory computer science courses composed independent solutions to the exercise (henceforth “non-plagiarisms”). These represent two distinct sources of valid solutions to the exercise, with

---

1https://www.helm-nagel.com/open-sourced-gpt-neo-writes-individualized-emails
2https://writeholo.com/
3https://blog.coreweave.com/powering-a-world-of-possibility-with-gpt-j
one that may be “altered” to produce plagiarisms, and the other that can be used to measure similarity (i.e., similarity between source and plagiarized variant, and between plagiarized variant and an independent solution).

Around fifty plagiarisms of the original solutions are made, designed using techniques from and classified according to, the taxonomy presented in Faidhi and Robinson [22]. Following [34], we refer to these plagiarism categories as “levels” with “level 1” being the simplest and “level 6” being the most sophisticated form of plagiarism. While the exact number of plagiarized solutions varies slightly, every exercise has between seven and nine examples of plagiarisms per category and examples of plagiarisms from all seven categories in the taxonomy. In total, each programming exercise is paired with 15 non-plagiarisms and between 49 and 54 plagiarisms of varying types.

A comparison of MOSS scores by plagiarism level is shown in Figure 1, with a higher similarity score indicating that an assignment is more likely to be plagiarized. Faidhi and Robinson [22] and Karnalim et al. [34] find that level 1 through 3 plagiarisms can be easily detected by human graders, that level 3 plagiarisms are borderline, and that level 6 plagiarisms can consistently fool human graders. These claims are consistent with the fact that level 4, level 5, and level 6 plagiarisms obtain similar MOSS scores to the genuinely not-plagiarized solutions.

We prompt GPT-J with the descriptions of the exercises provided in [34] and attempt to use it to produce code that compiles and correctly solves the problem. To evaluate our success, we have three major criteria:

1. We wish to obtain code that correctly solves the exercise.
2. We wish to obtain code that is not flagged by MOSS as suspiciously similar to the original code.
3. We wish to minimize the amount of human modification necessary to obtain code from raw GPT-J output.

As we will show later in section 5, these desiderata can be obtained with relative ease despite GPT-J not knowing about MOSS, and can generally be completed with just a querying GPT-J multiple times.

3.1 Coding Exercises and Preprocessing

The problems that we use to prompt GPT-J are shown below, organized loosely in increasing order of difficulty. These descriptions are taken verbatim from [34], and reflect the formatting and stylistic choices made by the authors.

(1) Write a program that prints “Welcome to Java” five times.
(2) Write a program that accepts the radius & length of a cylinder and prints the area & volume of that cylinder. All inputs and outputs are real numbers.
(3) Write a program that accepts the weight (as a real number representing pound) and height (as two real numbers representing feet and inches respectively) of a person. Upon accepting input, the program will show that person’s BMI (real number) and a piece of information stating whether the BMI is categorised as underweight, normal, overweight, or obese. A person is underweight if $BMI < 18.5$; normal if $18.5 \leq BMI < 25$; overweight if $25 \leq BMI < 35$; or obese if

\[
BMI \geq 35.
\]

\[
Height = feet \times 12 + inches
\]

\[
BMI = weight \times 0.45359237/(height \times 0.0254)^2
\]

(4) Write a program that shows a conversion table from miles to kilometers where one mile is equivalent to 1.609 kilometers. The table should display the first ten positive numbers as miles and pair them with their respective kilometer representation.

(5) Write a program that accepts an integer and displays that integer with its digits shown in reverse. You should create and use a method `void reverse(int number)` which will show the reversed-digit form of the parameterised number.

(6) Write a program that accepts 10 integers and shows them in reversed order.

(7) Write a program that accepts a 4 x 4 matrix of real numbers and prints the total of all numbers placed on the leading diagonal of the matrix. You should create and use a method `double sumMajorDiagonal(double[][] m)` which will return the total of all numbers placed on the leading diagonal of the parameterised matrix.

As GPT-J was trained on mathematics and computer science text that is written in \texttt{LaTeX} [26], we choose to provide the model with an input prompt written in \texttt{LaTeX}. This has the notable advantage of allowing us to provide a prompt that is identical to what is presented in Karnalim et al. [34], and is hopefully reflective of how a real student might opt to type a homework assignment into a language model.

There is a substantial literature on “prompt programming,” or crafting inputs to language models in ways that help the model perform better at downstream tasks [12, 42, 51] (for a survey, see [43]). Although we expect students to try varying phrasing and framing to elicit improved results, we leave the impact of this to future work that delves into an important computer-human interaction problem beyond the scope of this article. The only adjustment that we make to the exercises presented in Karnalim et al. [34] is that we add the word “Java,” to make each exercise begin “Write a \texttt{Java} program...” A cursory exploration of GPT-J without this modification shows that it is not inclined to write in Java without specific prompting, often giving results in Python and C instead. Once the prompts are modified to include the word “Java,” all responses are either natural text, \texttt{LaTeX}, or Java except for some of the responses to exercise 4 which were in C.

- \texttt{Prompt} \hspace{1cm} \texttt{Not code} \hspace{1cm} \texttt{C} \hspace{1cm} \texttt{Java} \hspace{1cm} \texttt{Python}

| Prompt                              | Not code | C | Java | Python |
|-------------------------------------|----------|---|------|--------|
| “Wrote a program that...”           | 25       | 6 | 4    | 0      |
| “Write a C program that...”         | 22       | 12| 1    | 0      |
| “Write a \texttt{Java} program that...” | 19       | 3 | 13   | 0      |
| “Write a \texttt{Python} program that...” | 22       | 1 | 0    | 12     |

Figure 2: Natural language prompts are pretty hit-or-miss when it comes to getting GPT-J to produce an actual program, but it is responsive to naming specific programming languages. Table shows the results of 5 generations for each of the 7 programming tasks.
3.2 Generation
We use the free GPT-J API offered by EleutherAI. The API offers two options for tuning generations called "top-p" and "temperature." For the purposes of this paper we stick with the default values of 0.9 and 0.8 respectively, and leave exploring the influence of these parameters for future work. The API also provides a "send results as prompt" button, which concatenates the prompt with the generated response and resubmits the combined string as a new prompt and allows the model to continue from where it left off. This is especially helpful for circumstances where the model generation halts before completing a piece of code. Although autoregressive language models can generate indefinitely, for cost reasons the online demo has a limited number of tokens (128) that it will return. For this paper, we resend the results as a prompt for a new generation until we appear to reach a complete program, the text degenerates [30], or until five consecutive generations yield no code, whichever happens first. As Java has a rigid class and function structure with braces that mark where components begin and end, it is easy to unambiguously identify when a section of code is done generating.

3.3 Post-Processing and Human Editing
One particularly noteworthy aspect of generating code is that a student using GPT-J to cheat most likely is able to test whether or not the resulting code solves the problem, even at low skill levels, since compiling and running a program are first steps in curricula. Additionally, they are able to receive hints as to why their code doesn’t work by running it and examining the errors that are printed out. The nature of a concrete and objective output allows unambiguous feedback to the student before receiving a grade.

In this context, to produce a more realistic threat model, we allow the human using the AI to cheat to modify the outputs lightly. Specifically, we add whatever imports are necessary and lightly edit the code by correcting simple syntax errors, off-by-one errors, and removing "obvious" mistakes. Fixing these types of errors is likely to occur due to the objective nature of grading and assignment completion, and in doing so we document and categorize the types of errors we observe across our results.

While what is considered "obvious" varies from person to person, we have sought to take a very conservative approach in the hopes that a student using GPT-J to cheat most likely is able to test whether or not the resulting code solves the problem, even at low skill levels, since compiling and running a program are first steps in curricula. Additionally, they are able to receive hints as to why their code doesn’t work by running it and examining the errors that are printed out. The nature of a concrete and objective output allows unambiguous feedback to the student before receiving a grade. This is especially helpful for circumstances where the model generation halts before completing a piece of code. Although autoregressive language models can generate indefinitely, for cost reasons the online demo has a limited number of tokens (128) that it will return. For this paper, we resend the results as a prompt for a new generation until we appear to reach a complete program, the text degenerates or until five consecutive generations yield no code, whichever happens first. As Java has a rigid class and function structure with braces that mark where components begin and end, it is easy to unambiguously identify when a section of code is done generating.

In the following example, GPT-J provides three candidate solutions but only one of them is correct. Note as well that in all three examples GPT-J omits code for reading in the input and instead hard-codes the array to be reversed. As a result, we mark this generation as "partially correct."

Write a Java program that accepts 10 integers and shows them in reversed order.

```java
for example:
10 2 3 4 5 6 7 8 9 1
```

A: This program will give the result in reverse order:

```java
public class Main {
    public static void main(String[] args) {
        int[] a = new int[] {10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
        int i = 0;
        while (i < a.length) {
            System.out.print(a[i]);
            i++;
        }
        System.out.println();
    }
}
```

A:

```java
public class ReverseInts {
    public static void main(String[] args) {
        int[] ints = {10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
        int i = 0;
        while (i < ints.length) {
            System.out.print(ints[i]);
            i++;
        }
    }
}
```

4.1 Testing multiple generated solutions
GPT-J frequently generates multiple complete answers to the problems it is given, requiring the human user to run each example to determine which (if any) are correct. As mentioned previously, a unique property of the coding assignment context is that students can easily verify the correctness of their assignments before submitting them.

In the following example, GPT-J provides three candidate solutions but only one of them is correct. Note as well that in all three examples GPT-J omits code for reading in the input and instead hard-codes the array to be reversed. As a result, we mark this generation as "partially correct."

Write a Java program that accepts 10 integers and shows them in reversed order.

```java
for example:
10 2 3 4 5 6 7 8 9 1
```

A: This program will give the result in reverse order:

```java
public class Main {
    public static void main(String[] args) {
        int[] a = new int[] {10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
        int i = 0;
        while (i < a.length) {
            System.out.print(a[i]);
            i++;
        }
        System.out.println();
    }
}
```

A:

```java
public class ReverseInts {
    public static void main(String[] args) {
        int[] ints = {10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
        int i = 0;
        while (i < ints.length) {
            System.out.print(ints[i]);
            i++;
        }
    }
}
```
public static void main(String[] args) {
    int[] a = new int[]{10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
    for(int i = a.length-1; i >= 0; i--) {
        System.out.print(a[i]);
    }
}

4.2 Mathematics Errors
Although GPT-J generally has a high quality understanding of mathematics, it regularly makes mistakes in the geometric formula for the area and the volume of a cylinder in Exercise 2. The correct formulae are $A = 2\pi r^2 + 2\pi r l$ and $V = \pi r^2 l$. While these are not provided in the problem statement, they are readily available on the internet so we assume a student is able to correct them.

Write a Java program that accepts the radius & length of a cylinder and prints the area & volume of that cylinder. All inputs and outputs are real numbers. The program is to be given as input and output and be stored in a file named "CylinderArea.java".

I have the following code

```java
package CylinderArea;

public class CylinderArea {

    public static void main(String[] args) {
        Scanner sc = new Scanner(System.in);
        double radius, length;
        System.out.print("Enter radius: ");
        radius = sc.nextDouble();
        System.out.print("Enter length: ");
        length = sc.nextDouble();
        double area;
        area = Math.PI * radius * radius;
        double volume;
        volume = 2 * Math.PI * radius * length;
        System.out.println("The area of the cylinder is " + area + " and the volume is " + volume + ".");
    }
}
```

The other common mathematical mistake occurs in Exercise 3, computing BMI. While the previous completion shows GPT-J correctly computing exponents using `Math.pow(len, 3)`, in Exercise 3 GPT-J consistently expresses exponents using the carrot symbol. We hypothesize that this is caused by the use of `\text{E}Xtorexpress the equations in the statement of Exercise 3, showing GPT-J the carrot symbol which it proceeds to copy despite seeming to know that that is incorrect syntax in Java.

```java
package WeightAndHeight;

public class WeightAndHeight {
    public static void main (String[] args) {
        double height, weight, BMI; // input variables.
        Scanner in = new Scanner(System.in);
        System.out.println("Enter height: ");
        height = in.nextDouble(); // get user's height
        System.out.println("Enter weight: ");
        weight = in.nextDouble(); // get user's weight
        BMI = weight * 0.45359237 / (height * 0.0254)^2;
        // calculate BMI
        System.out.println("The person's BMI is: " + BMI);
        if (BMI < 18.5) {
            System.out.println("The person is underweight.");
        } else if (18.5 <= BMI && BMI < 25) {
            System.out.println("The person is normal.");
        } else if (25 <= BMI && BMI < 35) {
            System.out.println("The person is overweight.");
        } else if (BMI >= 35) {
            System.out.println("The person is obese.");
        }
    }
}
```

4.3 Invented Constraints
Another common failure mode for GPT-J is inventing new problem constraints that do not actually exist in the problem. In this example, GPT-J decides to round the bmi variable, despite the fact that a decimal value is desired. Other errors also exist in this piece of code, but they are easily fixed by rereading the problem specification and the overall logic is correct.

```java
import java.io.*;

public class Java {
    public static void main(String[] args) {
        System.out.println("Welcome to Java");
        System.out.println("Welcome to Java");
        System.out.println("Welcome to Java");
    }
}
```
A related failure case occurs because our inputs do not clearly delineate where the question ends and where the answer begins. It is common when working with prompted datasets to use special tokens or natural language queues to tell the model that the question is over and it should produce the answer, a practice we avoid to keep our inputs as close to the original assignments as possible. As a result, on several occasions GPT-J continues the question statement and then proceeds to try to answer the modified question.

In this next example, GPT-J adds the requirement that the file be called CylinderArea.java. Due to the way Java semantics works, this implicitly requires that the name of the public class be CylinderArea, a requirement GPT-J complies with.

Write a Java program that accepts the radius and length of a cylinder and prints the area and volume of that cylinder. All inputs and outputs are real numbers. The program is to be given as input and output and be stored in a file named "CylinderArea.java". The resulting generation is ultimately marked as correct, though it needs to have some import statements added and the mathematical formulae modified.

I have the following code

```java
import java.io.*;

public class CylinderArea {
    public static void main(String[] args) {
        Scanner sc = new Scanner(System.in);
        double radius, length;
        System.out.print("Enter radius: ");
        radius = sc.nextDouble();
        System.out.print("Enter length: ");
        length = sc.nextDouble();
        double area;
        area = Math.PI * radius * radius;
        double volume;
        volume = 2 * Math.PI * radius * length;
        System.out.println("The area of the cylinder is "+ area + " and the volume is "+ volume + ".");
    }
}
```

We see the same situation play out in another Assignment 2 completion, where GPT-J specifies the order the inputs and outputs should be presented in and then complies with its requirement.

### 4.4 A Curious Semantic Failure

GPT-J was trained on Stack Overflow, and this is clearly reflected in some of its generations which directly mimic the style of the Q&A site. However GPT-J (as it is being used in this paper) doesn’t seem to be able to correctly pair the claim that there is an error with an actually erroneous code example, or be able to correct an incorrect piece of code.

In the following two examples, GPT-J gives a correct solution and then creates a response that represents it as being incorrect. The “correction” doesn’t actually change the code, and proposes swapping out a segment of the code for a functionally identical segment.

Write a Java program that accepts the weight (as a real number representing pound) and height (as two real numbers representing feet and inches respectively) of a person. Upon accepting input, the program will show that person’s BMI (real number) and a piece of information stating whether the BMI is categorised as underweight, normal, overweight, or obese. A person is underweight if $BMI < 18.5$; normal if $18.5 \leq BMI < 25$; overweight if $25 \leq BMI < 35$; or obese if $BMI \geq 35$.

$Height = feet \times 12 + inches$

$BMI = weight \times 0.45359237 / (height \times 0.0254)^2$

I tried to solve the problem but the program is not working. It shows only "Can't find variable weight"

This is the code I wrote:

```java
import java.util.*;

public class Exercise1 {
    public static void main(String[] args) {
        Scanner input = new Scanner(System.in);
        System.out.println("Enter weight");
        double weight = input.nextDouble();
        System.out.println("Enter height");
        double height = input.nextDouble();
        System.out.println("BMI is: " + getBMI(weight, height));
    }

    public static double getBMI(double weight, double height) {
        double weight_meters = weight * 0.45359237;
        double height_meters = height * 0.0254;
        double height_meters_squared = height_meters * height_meters;
        double bmi = weight_meters / (height_meters_squared);
        return bmi;
    }
}
```

Can anyone help me please?

A:

You are using Scanner, but you are not calling nextLine(). You should be using nextLine().

```java
Scanner input = new Scanner(System.in);
System.out.println("Enter weight");
double weight = input.nextDouble();
System.out.println("Enter height");
double height = input.nextDouble();
```
System.out.println("BMI is: " + getBMI(weight, height));

public static double getBMI(double weight, double height) {
    double weight_meters = weight * 0.45359237;
    double height_meters = height * 0.0254;
    double height_meters_squared = height_meters * height_meters;
    double bmi = weight_meters / (height_meters_squared);
    return bmi;
}

In this next example generation, GPT-J provides three candidate solutions but only one of them is correct. Fortunately, the user can simply run the code to evaluate them without having to understand the problem’s specification. Note as well that in all three examples GPT-J omits code for reading in the input and instead hard-codes the array to be reversed. As a result, we mark this generation as “partially correct.”

Write a Java program that accepts 10 integers and shows them in reversed order.

for example:

10 2 3 4 5 6 7 8 9 1

A:

This program will give the result in reverse order

```java
public class Main {
    public static void main(String[] args) {
        int[] a = new int[] {10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
        int i = 0;
        while (i < a.length) {
            System.out.print(a[i]);
            i++;
        }
        System.out.println();
    }
}
```

A:

```java
public class ReverseInts {
    public static void main(String[] args) {
        int[] ints = {10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
        int i = 0;
        while (i < ints.length) {
            System.out.print(ints[i]);
            i++;
        }
    }
}
```

A:

```java
public static void main(String[] args) {
    int[] a = new int[] {10, 2, 3, 4, 5, 6, 7, 8, 9, 1};
    for(int i = a.length-1; i >= 0; i--){
        System.out.print(a[i]);
    }
}
```
GPT-J’s generations do not register as plagiarizing by MOSS. Out of the correct completions, none of the code generated by GPT-J stood out as potential plagiarisms according to MOSS. GPT-J’s exercise completions rated similarly to the non-plagiarism and to the plagiarisms created using the most advanced techniques in our dataset, as shown in Table 3 and Figure 1.

| Ex. | Original | L1 | L2 | L3 | L4 | L5 | L6 | Non | GPT-J |
|-----|----------|----|----|----|----|----|----|-----|-------|
| 1   | 1.0      | 1.00| 1.00| 0.926| 0.664| 0.427| 0.357| 0.512| 0.691 |
| 2   | 1.0      | 0.995| 0.836| 0.832| 0.605| 0.657| 0.652| 0.811| 0.492 |
| 3   | 1.0      | 0.996| 0.874| 0.874| 0.768| 0.748| 0.653| 0.872| 0.573 |
| 4   | 1.0      | 0.975| 0.917| 0.839| 0.746| 0.728| 0.689| 0.439| —     |
| 5   | 1.0      | 0.964| 0.588| 0.635| 0.602| 0.519| 0.459| 0.440| 0.440 |
| 6   | 1.0      | 0.930| 0.890| 0.807| 0.650| 0.562| 0.462| 0.644| 0.266 |
| 7   | 1.0      | 0.977| 0.881| 0.838| 0.811| 0.746| 0.726| 0.798| 0.669 |

Table 3: MOSS scores for completions of exercises by how they were generated and by exercise. The lowest score for each exercise, and all scores within 10% of that score, are bolded.

Memorization does not explain GPT-J’s performance. Transformers, like all neural networks, exhibit a behavior commonly referred to as “memorization” where long passages of the training data are regurgitated word-for-word [9, 10, 23]. We explore the possibility that the exercises and their solutions are memorized by searching through the training data in GPT-J for exact matches of 20 tokens or more. We find that neither the exercises from Karnalim et al. [34] nor the code produced by GPT-J in response to the prompts can be found in the training data. While GPT-J was trained on arXiv preprints [26], it appears that Karnalim et al. [34] avoids being in the training data by having their preprint posted on the University of Warwick website rather than arXiv. Crucially, this means that generating novel questions is not an effective way for professors to prevent their students from using GPT-J to cheat.

GPT-J generates stylistically diverse code. Although MOSS is unable to detect GPT-J’s plagiarisms when they are mixed in with genuine solutions, one might think that having examples of GPT-J’s solutions would allow an instructor to detect other outputs from GPT-J. We find that this is not the case in two senses: MOSS does not judge GPT-J’s solutions to be notably similar to each other, and a clustering algorithm trained to distinguish between GPT-J’s solutions and those in the dataset fails to do so. While this does not rule out the possibility of more advanced techniques detecting GPT-J’s fingerprints, the techniques currently used for plagiarism detection in practice fail to do so.

To further demonstrate the syntactic diversity of the GPT-J solutions, we perform 2D embeddings of the MOSS scores using the Isomap algorithm. Isomap is preferred in this instance because it: 1) Embeds the data based on a geodesic assumption of the manifold that we know to be true due to the multiple submissions per homework and nature of source to plagiarized copy. 2) Preserves global and local relationships in the embedding, which we care about to understand the degree of separation between solutions (as measured by MOSS). Other popular approaches such as t-SNE and UMAP lack this second property that we desire, and make interpretation of the results difficult.

Figure 3: Isomap embedding of the original solutions (black), plagiarized variants (red and yellow, where yellow are sophisticated ones that evade MOSS), along with GPT-J produced solutions (blue) and independent implementations (green). The blue data points being interspersed with yellow, green, and far-away spaces shows that GPT-J is not easily detected by MOSS.

The Isomap results are found in Figure 3, where we see the GPT-J solutions exist predominantly in their own independent area, or near other original solutions (green). Each shape indicates a different homework question the solution is designed for, and the overall distribution reinforces the geodesic assumption (same assignment solutions cluster, plagiarisms cluster near their source (black), and better plagiarisms (yellow) are further away than ineffective ones (red)).

Yellow plagiarisms are “level 6” in the taxonomy of Faidhi and Robinson [22]. Both our experiments and those of Faidhi and Robinson [22] indicate that level 6 plagiarisms are effectively indistinguishable from non-plagiarized assignment completions.
We note that the disperse of the GPT-J solutions in “their own space” does not imply that they would be easy to detect. The green independent solutions are not a complete sampling of the space, and often exist in similar areas, so the validity of a model built from this data, which represents one course, is unlikely to generalize due to strong violation of I.I.D. nature of the data (e.g., everyone had the same professor, TAs, study groups, etc.). We are aware of no longitudinal data of plagiarized and independent assignments, but our results suffice to show that this is a novel problem with no trivial solutions.

6 DISCUSSION & CONCLUSIONS

While our results present a promising (from a research perspective, see aforementioned ethics section) analysis of the use of GPT-J to plagiarize coding assignments, there are still significant limitations and important avenues for future work. Importantly many aspects of our work’s success pose long term challenges and new research questions.

6.1 What Does it Mean for MOSS to “Work”?

In this paper we speak of MOSS as a tool for detecting plagiarism because our focus is on the use of text similarity analysis to detect cheating in academic environments. However, while this is the intended use of MOSS, it is not the only one. As noted previously there are many tools that appear to be suitable for use to detect plagiarism but which are primarily marketed for other purposes. In future work we intended to examine how the intended application is explicitly and implicitly embedded in the functionality of document similarity detectors [4, 5, 32], and incorporate analysis of what it means for such a device to be judged as “working” in its planned application context [38].

6.2 Human-AI Co-Creation and HCI Research

In this paper we consider the example of a student with minimal knowledge of computer programming. We allow them to make minimal edits to the code written by GPT-J, but the user is not modeled as performing significant intellectual work. The nascent field of human-AI co-creation [62] generalizes this lens by studying the ability of humans and AI systems to work collaboratively, with each performing creative work. While the bulk of recent work focuses on creative writing [27, 39, 40, 65] or image generation [15, 48, 58], Weisz et al. [61] and Vaidhilingam et al. [59] consider the case of code generation. While it is beyond the scope of the present study, we hope that future work on plagiarism with transformer models considers the broader HCI context.

6.3 Ethical Ramifications

This paper details a free and easily accessible way to carry out academic misconduct without being detected using common approaches. While we anticipate that the results of this paper will be concerning to many, it is important to recognize that these flaws and risks exist. In particular, we do not have evidence that GPT-J is sufficient for prolonged plagiarism into more advanced courses, which limits the degree of impact (students who reach such courses are likely to fail out or revert to some other form of cheating), and provides no means for students to circumvent in-person quizzes, exams, and other assignments that may be used to determine possible cheaters (e.g., in our experience we follow up and carefully review students who have high grades in one aspect of the course and low in the other. Both to identify potential misconduct, but also students who may have special needs that have not been satisfied).

We believe these additional factors modulate the risk of publishing this research, and the value in studying it is ultimately beneficial. Indeed the use of the publicly available and inspectable GPT-J was a requirement for us to confirm that the generated solutions are novel and not memorized content regurgitated. Further remediation of risk may indeed be possible by incorporating GPT-J into a modernized curriculum. For example, one could envision a course assignment to generate multiple solutions using GPT-J and have students rank them based on code readability, identify / describe types of errors produced, and other code review/debugging tasks. This would enable growth in skill, and can be used to establish boundaries of when and how GPT-J (or future variants) should be used in an academic context. Ultimately this is a significant item for future work.

6.4 Technical Limitations

Our study has several technical limitations, most notably a small number of GPT-J generations and a lack of experimentation with prompt programming. Future more extensive experiments with GPT-J may reveal a more complete picture than what we find.

6.5 Conclusions

In this paper we present the first realistic evaluation of the ability of a transformer-based language model to be used for misconduct in introductory programming assignments. We find GPT-J is sufficiently capable, and easy to use, that a novice student is able to cheat and produce solutions that appear novel by current anti-plagiarism techniques. Our work poses questions to future curriculum design, and watermarking/detection capabilities, to provide long term solutions.
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