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Abstract

Many socially valuable activities depend on sensitive information, such as medical research, public health policies, political coordination, and personalized digital services. This is often posed as an inherent privacy trade-off: we can benefit from data analysis or retain data privacy, but not both. Across several disciplines, a vast amount of effort has been directed toward overcoming this trade-off to enable productive uses of information without also enabling undesired misuse, a goal we term ‘structured transparency’. In this paper, we provide an overview of the frontier of research seeking to develop structured transparency. We offer a general theoretical framework and vocabulary, including characterizing the fundamental components — input privacy, output privacy, input verification, output verification, and flow governance — and fundamental problems of copying, bundling, and recursive oversight. We argue that these barriers are less fundamental than they often appear. Recent progress in developing ‘privacy-enhancing technologies’ (PETs), such as secure computation and federated learning, may substantially reduce lingering use-misuse trade-offs in a number of domains. We conclude with several illustrations of structured transparency — in open research, energy management, and credit scoring systems — and a discussion of the risks of misuse of these tools.

1 Introduction

We share medical details with doctors in order to receive appropriate care. We share location data with mapping apps in order to receive relevant directions. We allow tracking of our heartbeat, exercise, and sleep patterns because analysis thereof can improve our well-being. Every day, we grant access to personal information to buy goods, make use of services, and collaborate. But this is not without risk: allowing others to use our data can open the door to misuse, ranging from manipulation and public exposure to theft and discrimination. And even if there are many cases where the benefits still exceed the expected harms, there are some where we – at the individual or societal level – choose not to reap the gains of a potential exchange because the risk of misuse is too great.

The list of problems that could be solved if the right analytical tools (such as machine learning techniques) could gain access to the relevant data (ranging from personal health information to state secrets) is vast; it includes curing diseases, addressing coordination issues and even preventing war. But under the current paradigm of information exchange, actors typically have little incentive to grant access to this data.
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Disciplines ranging from computer science to law have dedicated significant thought to the question of how to enable desired uses of information while preventing misuse. In this paper, we use the term ‘structured transparency’ to describe this aim. Although this moniker and many contemporary techniques it encompasses are new, its objective is ancient. For instance, the practice of casting secret ballots, which dates back at least to classical antiquity, allows citizens to communicate preferences without opening the door to voter intimidation (in theory). More recent examples of systems designed to support structured transparency include bomb-sniffing dogs, which can report that a bag is safe without revealing further detail about its contents, and end-to-end encryption systems, which allow services to deliver messages without being able to read them.

While the aims and methods of structured transparency feature in many disciplines, the subject is seldom discussed in general terms. Researchers in different fields typically develop distinct frameworks and terminology for grappling with these topics. In this paper, we have chosen to highlight the general problem for four main reasons.

First, significant commonalities among different manifestations of the problem suggest great opportunity for the cross-pollination of insights: knowledge well-established in one domain might have as-yet-unrecognised significance for others. For example, researchers studying secrecy-preserving nuclear warhead verification have recently begun to draw inspiration from work in cryptography \[26\]. Discussing structured transparency in general terms may further catalyze cross-disciplinary knowledge transfer.

Second, we believe that there has never been a more important time for research on structured transparency. The rise of digital technology has allowed the collection and analysis of sensitive information at an unprecedented scale. While this has led to many productive uses, ranging from groundbreaking research to helpful mobile apps, it has simultaneously introduced threats to privacy and social stability \[52,61,47,56\]. Well-grounded concerns about further harm have also slowed the development of valuable applications in high-impact domains. Strategies to reduce such trade-offs would have enormous value.

Third, we believe that there has never been a more promising time for research on structured transparency. Recent progress in the development of privacy-enhancing technologies (PETs), such as secure computation and differential privacy techniques, has facilitated levels of structured transparency that would previously have been impractical \[40,14\]. Although these technologies have broad relevance, awareness of them has yet to percolate to many fields.

Finally, we believe that taking advantage of these opportunities will require interdisciplinary collaboration. The challenge of designing privacy-preserving surveillance protocols, for example, clearly contains myriad technical and institutional components. No single PET will serve as a panacea for all of the problems at hand, and some PETs, while improving privacy along certain dimensions, could also introduce new problems, such as decreased accountability, that will need to be addressed through other means. Otherwise, systems could become increasingly vulnerable to socially destructive outcomes including money laundering, voter manipulation, or algorithmic discrimination \[55,34,59,15\]. Effectively advancing the cause of structured transparency will require a patchwork of solutions – some technical, some institutional, some societal – drawn from a wide assortment of disciplines. We hope that a shared perspective on structured transparency can lay the foundation necessary for such work.

In this paper, we describe a general framework for understanding structured transparency. We then discuss the core components of structured transparency and the primary barriers to achieving it, and explain how emerging PETs could help reduce these barriers. Next we provide three present-day use cases that illustrate how these technologies can enforce precise information flows and, as a result, minimize risks of misuse. Lastly, we describe potential directions for future work. As noted above, structured transparency is inherently a multidisciplinary topic, with deep roots in several fields. This paper represents an initial attempt to spark discussion with a broad range of researchers and receive feedback.
2 Structured Transparency and Ideal Information Flows

2.1 Information Flow Desiderata

A system exhibits structured transparency to the extent that it conforms with a set of predetermined standards about who should be able to know what, when they should be able to know it, and what they should able to do with this knowledge; in other words, if it enforces a desired information flow. The standard of structured transparency in a given circumstance thus exists relative to the desiderata of the specific use case. Accordingly, the architect of a system that harnesses structured transparency must answer both a question of ends (what constraints does the ideal flow impose on specific actors) and means (how can that ideal be achieved without any data leakage). For example, the designers of a voting system might set goals such as ‘all votes should be counted and the public should know the true vote count, but nobody should know who, aside from themselves, voted for whom’ and then deploy available technology, such as secret ballots, to obtain this outcome. In this paper, we focus primarily on how a set of rapidly-developing capabilities can serve as powerful means for designing more precise information flows. However, we also believe that it is important to comment briefly on prior work addressing the question of ends.

Many academic literatures examine the societal consequences of the flow of information. Within international relations, for instance, a great deal of work deals with the role of private information in preventing peaceful resolutions to conflicts \[22,21\]. Economists have also extensively studied how the flow of information within a market can support the efficient pricing of goods and services. And game theorists have shown how information exchange can be essential to escaping certain collective problems \[32,8,7,51,25\].

However, the extant work most relevant to this paper is the framework of ‘contextual integrity’ proposed by Nissenbaum et al. It asserts that what people care most about is not simply restricting access to certain kinds of information but ensuring that it flows appropriately. Societies have developed systems of norms that govern the flow of personal information in distinct social contexts (e.g. education, healthcare, and politics \[11\]). These norms protect people and groups against harm and balance the distribution of power \[45,46\].

In a globalized world where much information is stored digitally in forms that permit easy copying, sale, and exploitation, enforcing these context-relative informational norms becomes increasingly challenging. Violations of privacy therefore proliferate, along with associated materials harms such as theft and discrimination \[2,56\]. In the framework of contextual integrity, an ideal information flow is one that would enable us to collaborate over information while ensuring that information is used only for the context-relative ‘approved’ purposes.

In summary, the question of what constitutes an ‘ideal information flow’ is complex. Communities with different preferences, values, and ways of thinking will tend to give very different answers. For this reason, the remainder of the paper focuses solely on the question of means: how can one enforce a desired information flow with clearly-defined desiderata?

2.2 Information Flow Taxonomy

Information flows vary significantly in terms of the challenges they pose for structured transparency. Below we describe three broad categories in order of ascending complexity. These offer a sample of the diversity of situations in which one might want to apply structured transparency, and also serve as helpful archetypes that we will reference throughout the paper.

**Messaging flows** seek to transfer a bit of information from one party to another such that it can be trusted by the receiver (verified) and does not reveal other bits. This type of transfer can face structured transparency challenges in practice, but existing social institutions possess useful techniques for solving many such issues. In the analog world, a sealed envelope enables the postal service to deliver a message without inspecting its contents. In the digital world encrypted messaging performs a similar function. Greater difficulty arises when existing systems do not allow for easy unbundling of relevant and irrelevant information (we examine this situation when describing the bundling problem in section 4).

**Service provider flows** involve an external entity (service provider) performing computation within the flow before returning the results to the data owner. The introduction of computation makes
such flows somewhat more complicated: unfortunately, in nearly every case a trusted third-party must be able to view all of the inputs to the computation in order to generate the correct output. Consider, for example, almost any situation — analog or digital — in which a service requires personalization: from necessities such as doctors’ visits to conveniences such as automated film recommendations, customized services nearly always require sharing personal data with the service provider.

Finally, aggregation flows contain all of the challenges of service-provider flows with the additional requirement that the aggregating entity itself intends to learn a fact, rather than simply process and forward information. This could be a high-level trend such as average user computing statistics or a needle-in-a-haystack problem that involves pinpointing a specific fact or individual.

3 The Components of Structured Transparency

Structured transparency consists of a number of sub-problems: input and output privacy, input and output verification, and flow governance structures. Not every situation requires that all be explicitly addressed, but most trade-offs can be reduced to some combination of these issues. Below, we describe each of these from the perspective of someone participating in an information flow.

Input privacy refers to the ability to process information that is hidden from you and to allow others to process your information without revealing it to them. Consider the sealed envelope as described above: this allows information (the contents of a letter) to be processed (transmitted) by a mail service without that intermediary gaining access to it.

Output privacy allows you to receive/read the output of an information flow without being able to infer further information about the input and, symmetrically, to contribute to the input of an information flow without worrying that the later output could be reverse engineered to learn about your input.

While the aim of output privacy is similar to that of input privacy (both relate to protecting providers of inputs to an information flow), they are not the same. Input privacy is concerned with facilitating the flow of information without leaking collateral data, whereas output privacy is concerned with preventing the output of the flow from being reverse engineered to reveal additional information about the input or sender. Input privacy is concerned with preventing parties participating in computation from learning anything whereas output privacy is concerned with preventing the recipient from inferring the inputs. Returning to the sealed letter example, output privacy in this context would guarantee that the letter recipient could not deduce sensitive information that the author did not want to include in the message.

At first glance, satisfying input and output privacy may appear sufficient to enforce any information flow. However, most use cases require balancing these criteria with the informational burdens necessary for recipients to trust the data they receive. Privacy, in other words, exists in tension with verification.

Input verification allows you to verify that information you receive from an information flow is sourced from entities you trust, and (symmetrically), it allows you to send information such that the output can be verifiably associated to you. When you sign a document, you make a mark which (in theory) only you can make — a signal to readers of the document that you approved the information contained therein. Novel input verification techniques empower a signer to verify specific attributes of an input to an information flow, such as that it came from a trusted source or that it happened within a specific date range.

Output verification allows you to verify attributes of any information processing (computation) within an information flow. In analog systems that contain little to no computation, the difference between input and output verification can be nuanced or nonexistent. Process auditing by an external party, however, is an example of output verification. If a letter goes missing, one might audit tracking records. Likewise, a tax auditor might verify that the flow of information (in this case, funds) from a company’s account to their employees’ accounts obeys relevant tax codes.

---

5 More formally, input privacy is satisfied when multiple data-holding parties can provide inputs to one or more computing parties, who can provide computation without having the ability to know the values of the respective inputs, intermediate variables, or outputs.

6 Except the output destined for them (if any)
Finally, **flow governance** is satisfied if each party with concern/standing over how information should be used has guarantees that the information flow will preserve that intended use. Even if a flow satisfies a suitable combination of input and output privacy and input and output verification, questions still remain concerning what authority can modify the flow. In real-world scenarios, a wide variety of governance mechanisms exist for this purpose (escrow and executorship stand out as widely-used legal devices). Within the physical world, multi-key safety-deposit boxes for holding secure documents accomplish similar goals.

To recap these traits in the context of sending a letter: input privacy is the envelope that prevents unauthorized access, output privacy is withholding sensitive personal information from the letter itself, input verification is the signature on the letter, output verification is a wax seal proving to the recipient that the letter has not been tampered with, and flow governance is equivalent to the letter being shipped in a safe with a combination lock only the recipient knows.

### 4 Limitations of Structured Transparency in Practice

Satisfying all of the criteria of structured transparency can prove difficult to achieve in practice. For example, often input and output verification can come at the cost of input and output privacy. We view the core barriers to structured transparency in the analog world as consisting of three key technical problems: the copy problem, the bundling problem, and the recursive oversight problem.

**The copy problem** lies at the root of many structured transparency issues. When a bit of information is shared, governance over its use is released to the recipient, who is then typically free from any further technical limitation to misuse (though ex-post legal or social sanctions may exist). As a result, when deciding whether to share information, data owners often face a trade-off that pits the benefits of sharing with the risks of misuse.

**The bundling problem** arises from consequences of the copy problem. It is often difficult to share a bit of information without also needing to reveal additional bits because either the conventional encoding will not allow individual bits to be shared or a bit cannot be trusted/verified without the context of other relevant bits. An example is the use of a surveillance video: many pieces of irrelevant (and potentially invasive) information are shared to contextualize the critical piece(s) of information (e.g. whether a suspect was in a particular location). Another example is a driver’s license, which reveals all of the details on the card in order to verify a single piece of information, namely whether the individual is old enough to enter a given venue. Put another way, while cutting out your birthday from your license would allow you to hide the other information on your card, it would not suffice to enter an age-restricted establishment.

The use of third-party oversight institutions can solve issues caused by the copy and bundling problems. In doing so, however, this solution presents a third issue: the **recursive oversight problem**. Direct oversight of information only leads to another, even more well informed entity who could misuse information (i.e., “who watches the watchers?” — it can be hard to hold those in power accountable).

In practice, these three hurdles constrain our ability to satisfy the guarantees of structured transparency in a wide variety of domains. The consequence is a great number of data sharing dilemmas: either useful-but-sensitive data goes unused, or society has to absorb the costs of sharing information with misaligned actors. Without new capabilities that could enable more precisely-controlled information flows, we will remain constrained by a Pareto frontier that places these desiderata in tension with one another.

### 5 Tools for Technical Structured Transparency

Fortunately, many information flows constrained by the bundling and recursive enforcement problems can be addressed elegantly in the digital domain. And while the copy problem itself can never truly be solved (and arguably should not be) relevant digital tools, when combined with other social and legal measures, could effectively mitigate the harms it poses.

Such technical tools can be loosely grouped into responses to the five sub-problems of structured transparency outlined in Section 3.
5.1 Technical Input Privacy

All proposed within the last half-century, technical input privacy tools come primarily from the field of cryptography — public-key cryptography, end-to-end encryption, secure multi-party computation, homomorphic encryption, functional encryption, garbled-circuits, oblivious RAM, federated learning, on-device analysis, and secure enclaves are several popular (and overlapping) techniques capable of providing input privacy [5][38][60][5][2][6][2][4][3][1][4][2][53]. Many of these techniques can theoretically facilitate any arbitrary computation (also known as 'Turing-complete computation') while keeping the computation inputs secret from all parties involved. These methods differ in terms of performance. Homomorphic encryption requires heavy computation even for relatively simple information flows, while secure multi-party computation requires less computation but greater message volume between the various parties in the flow (increased network overhead) [14]. The field still lacks the general-purpose software implementations necessary for widespread use, but this is an active and quickly-maturing area of research.

The most important implication of technical tools for input privacy is that they can, theoretically, perform a task impossible in the analog world: achieving service provider information flows without a trusted third-party [14]. In other words, technical input privacy tools could allow service providers to process data without being able to see it or use it for other purposes outside of the governed information flow. This means that claims along the lines of “we need a copy of the data in order to provide a service that takes it as input” will lose legitimacy as technical input privacy tools mature.

Aggregation flows also stand to benefit from input privacy tools: under the right configuration, the aggregator will learn only the output intended for them, and will be unable to observe the computation inputs, or any outputs not agreed upon with the input flow providers.

5.2 Technical Output Privacy

Early forms of non-technical output privacy focused on redacting sensitive data-points or threatening reprisal via legal or other means against those who reverse engineer inputs. For highly bundled data, redaction can prove very challenging — consider trying to remove ‘personal’ information from an MRI image without corrupting information useful to cancer researchers. And even when one can redact information easily (such as removing names and SSNs from a database), the advent of big data has demonstrated that ‘data anonymization’ techniques can sometimes be reversed if enough information is available [50].

However, technical output privacy tools (chiefly, differential privacy and related techniques) can provide strict upper bounds on the likelihood that a data point could be reverse-engineered [19][20]. This capability is useful in many settings, but it has particular significance in aggregator flows where the actor processing the information is performing statistical analysis; with differential privacy, aggregator flows can reveal high-level insights without ever observing individuals’ data in detail. This holds great promise for preserving privacy in the context of scientific inquiry and surveillance (such as public-health surveillance used to track the progression of COVID-19).

5.3 Input Verification

Technical input verification tools stand out as perhaps the most promising and least utilized of the technical structured transparency tools. Within the context of message flows, they are robust, performant and proven at scale, but rarely used owing to a lack of awareness or usable engineering tools. Most input verification techniques use some combination of public-key infrastructure (SSI, Key Transparency, etc.), cryptographic signatures, input privacy techniques with active security, and zero-knowledge proofs [28][23][39][10]. These methods can allow an actor to verify a specific attribute such that the information flow output contains cryptographic proof of this verification.

For example, returning to the driver’s license example: normally, somebody inspecting a driver’s license views the card in its entirety (a date-of-birth removed from the rest of card would carry no weight from a verification perspective). Technical input verification tools do not suffer from this constraint[54][10]. Attributes can be individually verified and revealed within an information flow. Critically, this allows for high levels of both input privacy and input verification, largely eliminating one of the trade-offs that characterizes attempts to achieve structured transparency in analog settings.
Much like input privacy, however, the greatest promise of input verification techniques lies in the ability to verify the inputs to arbitrary computations. Perhaps the simplest example of this is that of verified voting, wherein an election authority can publish the final vote with cryptographic evidence guaranteeing to each voter that their vote was included in the final tally. Because technical input verification techniques make it possible to verify properties of specific inputs selectively, it enables systems which, in practice, are both more private and more strongly verified than analog equivalents.

5.4 Output Verification

The key limitation of output verification tools in many analog contexts is that the verifier must examine the data in order to perform the verification. A tax auditor must inspect cash flows in detail in order to determine whether fraud has occurred, and a financial regulator must have access to credit score inputs and outputs in order to ascertain whether loans have been distributed fairly. This in turn relates to the recursive oversight problem: effective oversight requires granting access that opens the door to more potential misuse.

However, when combined with the aforementioned input privacy techniques, technical tools for output verification can address this challenge. An external auditor could verify properties of an information flow without learning anything beyond the output of targeted tests (e.g. searching for patterns reflective of fraud) while also ensuring that the tests ran correctly. This has significant implications for increasing the precision, scale, and security of auditing institutions, potentially facilitating new types of checks and balances and fairer distributions of power. It also relates to ongoing research such as that conducted in the fairness, accountability, and transparency in machine learning (FATML) community [16].

5.5 Flow Governance

As noted above, information flow governance in the analog world typically employs legal and physical means. The primary benefit of technical flow governance tools is that their scale and efficiency can greatly exceed that of their analog counterparts (See “policy enforcement” in [14]). Secure multi-party computation (SMPC) represents an excellent example of this: SMPC enables the selection of arbitrary parties to govern the flow over arbitrary information, limited only by the compute and network resources of the chosen information shareholders. Trust in the system need not rely on threats of legal retribution against offenders when hard cryptographic limitations can prohibit forbidden behavior.

Flow governance can also be enacted over computation [14]. Whereas service provider flows and aggregation flows previously required a trusted third party to observe all inputs to a computation in order to create the output, technical flow governance systems such as SMPC have no such limitation. Via computation over encrypted, mutually governed information, digital systems can enforce agreed-upon checks and balances between shareholders in ways that are impossible for physical systems.

5.6 In Combination: A New Frontier for Structured Transparency

Together, these tools help address the question of how to enable desired uses of information while avoiding misuse. They enable much more precise social and technical arrangements than their analog predecessors. Most importantly, they provide (1) the ability to unbundle information such that one needs to share only the bits necessary for a collaboration, and (2) a solution to the recursive enforcement problem such that small actors can audit information to which they do not themselves have access.

Technology alone cannot vanquish all information-sharing issues, but these new capabilities can empower complementary legal and social systems to deliver holistic solutions that would previously have been impossible. Consider a mobile app that collects and stores large volumes of personal information about its users, perhaps as a seemingly-necessary component of supplying whatever service it offers (directions, medical advice, etc.). Absent modern structured transparency tooling, users would simply have to conduct a cost-benefit analysis and accept the risks of misuse as the price of the product. With awareness of such techniques, however, legislators and regulators could mandate that any personal data remain on device, or that any off-device operations performed on such data must be suitably privacy-preserving. Advocacy and activist groups could make similar requests, and
consumers could expect and demand more of the services offered to them. Thus, these technologies, in concert with regulators, ethicists, and relevant governance bodies can enforce adherence to more responsible information flows.

6 Illustrations of structured transparency

Above, we have described the goals and capabilities of structured transparency mainly in the abstract. Below, we turn our attention to a handful of domain-specific use cases that illustrate how, by expanding the privacy-performance Pareto frontier, such technologies can lead to meaningful advances.

6.1 Improved Data Flows for Open Research

For years, the open-data movement in research has expressed concern that the inability to share data safely hampers research progress [44, 13, 45, 37, 1, 20, 17, 31, 3, 4, 29, 33]. The core issue at play here is a textbook example of the copy problem: once an individual or institution shares a copy of their data, it becomes extremely difficult to control what the recipient(s) might do with it. Structured transparency enables information flows that can answer specific research questions while letting the data owners maintain control over the only copy of their personal information. Depending on the level of trust between parties and the nature of the research, combinations of the following techniques could make that workflow possible.

Technical input privacy techniques could enable data owners (hospitals, labs, statistics offices, etc.) to grant researchers the ability to perform specific computations over their data without providing access for any other operations. This allows the researcher to answer their research question (‘what is the mean weight of newborns in this city?’; ‘how does my neural network perform on your patient MRI dataset?’) without the owner facing the perils of the copy problem [35]. Additionally, using technical output privacy techniques, data owners could prevent reverse engineering of the computation output to reconstruct patient information.

Input verification techniques could allow data owners to prove to researchers various attributes of the dataset, such as whether or not it was used in another experiment (a potentially important feature for research reproducibility). In situations that feature a competitive relationship between institutions or research groups, output verification may also be required. It could, for example, be used to prove that a key statistical result was actually computed by the data owner using the computations requested by the researcher (as opposed to stemming from shortcuts or mistakes).

Finally, flow governance could distribute control across third parties (e.g., funding bodies, stakeholders in a collaboration network, groups safeguarding rights for vulnerable populations, etc.) to enable especially sensitive to remain available for appropriate research while minimizing risk of misuse.

In summary, stronger, more precise and more automated controls over data sharing could make more scientific data available for research, increasing the pace of scientific research in many empirically-driven fields.

6.2 Large-Scale Collaboration for Social Good

Coordination at scale could alleviate a number of societal challenges. Often, however, privacy concerns impede such arrangements. To take a specific example, consider energy efficiency: the collection of detailed energy usage data from smart meters has immense potential both to reduce gratuitous carbon emissions and to save consumers money. This data, however, could also be used to infer occupancy and activity patterns at a high level of detail, down to which television channel is being watched [37].

Structured transparency tools could enable the use of insights from usage data to optimize energy consumption, while letting customers maintain control over the only copy of their data. As with the researchers in the example above, the meter company does not need a full copy of this data in order to achieve their goals; they only require the output of specific computations (statistics, model training, or model testing).
Technical input privacy techniques could allow providers to perform their smart service (whatever that may be) using energy usage data without ever seeing it in its entirety. Using technical output privacy techniques, smart-meter companies could prevent any reverse engineering that might infringe customer privacy. Flow governance could distribute control beyond the private companies to third parties such as consumer interest groups unlikely to collude against the consumer in a data attack (e.g. environmental protection or privacy rights activist organizations). In this use case, since no party has any incentive to poison the data or computation, input verification and output verification are likely unnecessary. This means that the combination of input and output privacy with flow governance would likely be enough to support this information flow.

6.3 Verification and Bias

Banks’ ability to predict the likelihood of a customer defaulting on a loan can play an incredibly important function in society, ideally facilitating the quantification of financial risk and the efficient allocation of resources. However, the data most predictive of default risk includes some highly personal information. Modern credit scoring systems incorporate details ranging from court records and landlord testimony to employer information, insurance histories and, in some cases, social media profiles [33, 36].

Credit scoring agencies have a strong incentive to obtain this information because of the light it can shed on individuals’ creditworthiness. And financial institutions often have no obligation to reveal their credit algorithm — or a list of inputs it relies on — to users. This is generally due to arguments that releasing further algorithmic detail could open the algorithms to being ‘gamed’ by consumers and/or involve surrendering proprietary intellectual property to competitors [37]. In addition to creating information asymmetry and power imbalances, such an opaque situation prompts questions about the fairness and bias: consumers have no reason to trust a process about which they know nothing.

Technical input privacy techniques could allow banks to generate credit scores without needing to centralize massive amounts of personal customer data. Technical input verification techniques could enable the sourcing of information directly from consumers — alleviating the incentive for a back-channel private data marketplace and reducing the opportunity for intentional or unintentional tampering with said data (modifications would invalidate the signature). Perhaps most importantly, output verification techniques could allow external auditors to evaluate the fairness and equity of credit scoring algorithms without ever making the algorithm itself public.

6.4 Potential Misuse of these Tools

It is important to note that the capacity to enforce information flows more precisely by no means guarantees that the flow in question is ethically designed or socially beneficial. A malevolent actor could train an algorithm on users’ online activity in a perfectly encrypted way and use differential privacy to achieve input and output privacy, but still use the resulting insights to manipulate users in ways that are not in the their best interest.

All of this highlights the distinction made in Section 2.1 (information flow desiderata) between means and ends. Structured transparency technologies offer an avenue for achieving ‘ideal’ information flows, but one must always ask, ‘ideal for whom’? The ideals of the set of stakeholders empowered to design the system may differ greatly from those of the average system user. In the examples we detailed above, we advocate for a certain set of ends, but the desirability of these is far from self-evident. In short, like many technologies, structured transparency tools are morally agnostic. Whether this toolkit truly results in socially beneficial outcomes depends on a much broader set of considerations than those discussed in this paper.

7 Conclusion

This paper attempts to begin conversations around structured transparency. We have outlined a framework that describes how a set of rapidly-developing technical tools can help design and enforce far more precise information flows than those currently in widespread use. These methods are not complete solutions in and of themselves, but they enable selective sharing and disclosure of information and thereby offer an opportunity to expand the Pareto frontier that has historically defined trade-offs between privacy and performance. We have set forth several examples illustrating
how structured transparency tools could enable the use of sensitive information for social good while minimizing the risk of misuse. These tools sit at the intersection of a number of active fields of research and have potential applications for many more. It is our hope that this framework acts as a useful bridge between disciplines, and we look forward to receiving feedback.
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Appendix

9.1 Appendix A: Abilities and Limitations of Technical Structured Transparency

Tools for technical structured transparency move the ball forward in capability over previous analog approaches (such as those found in the social and legal domains). In particular, service-provider and aggregation flows previously required a trusted-third party to view all of the inputs to an information flow and generate the output. Tools for technical structured transparency endow us with a better “black box” for our information flows which, more than simply transferring information (like an envelope), can actually perform computations without any party seeing the inputs (and therefore opening them up to the risks of the copy problem).

However, looking forward it becomes clear that even if tools for technical structured transparency were to become fully realized throughout society, there are still limitations. Specifically, not every information flow within the real world can be performed entirely within the digital domain. Sometimes large systems cannot entirely be put into a single “black box” to hide intermediate variables, and several smaller information flows have to pass information to and from various parties throughout the larger system.

While additional limitations may exist, the primary paradigm we observe is that technical structured transparency tools can theoretically provide arbitrary information flows and arbitrary information governance up until a party in the real world needs to take a physical action. Related to the branching problem in computer science, physical action in the real world leaks information in a way which cannot be captured without simply not taking the action, and non-technical structured transparency tools (legal and social) must take over to govern this analog information.

Thus, some information flows within society can benefit greatly from technical structured transparency tools, and others less so. We exposit this through three examples showing the full range of this dynamic. First, consider a taxi driver receiving your home address as a pickup location. In this case, the taxi driver must take actions in the physical world (turning the steering wheel and pressing pedals) in order to provide the service, and thus technical structured transparency is of little help. On the flip side, a software program for machine translation, hosted in the cloud, could allow a customer to encrypt their document, send it to the cloud for translation, and return the encrypted result back...
to the customer without the cloud provider ever having the ability to read (either translation of) the
document they processed. Because no physical action in the physical world is required, technical
structured transparency provides a strong improvement over the information flow of a similar process
in the analog world (hiring a translator).

While this might seem obvious at first, the nuance occurs when designing systems with a
mixture of digital processing and physical action. For example, one commonly discussed use-case
of smartphone applications during the COVID pandemic is to deny COVID-positive individuals
access to particularly sensitive areas (such as nursing homes). However, in the early days of the
pandemic, on several occasions individuals were physically assaulted because they were believed
to be a potential COVID carrier. Thus, the concern arose that if someone was turned away from
an establishment, everyone in their immediate surroundings would know that they were a COVID
patient and potentially harm them. It might appear that technical structured transparency is of no use
in this situation, individuals who are sick need to be denied entrance.

However, while technical structured transparency tools cannot perfectly alleviate the situation,
technical output privacy techniques can be applied to the output of the information flow indicating
who is likely COVID positive. The result is that 90% of the time an individual is denied entrance, it
is a false positive and the individual is instructed to walk back to their car and re-run the app from
within their car. This gives any person denied access plausible deniability, as everyone else in line to
enter the secure facility knows that 90% of the time people turned away aren’t actually sick. Note that
we do not give this illustration as an endorsement of apps for this use case, but merely to illustrate a
real-life scenario in which technical structured transparency serves only a partial role because actions
themselves leak information in the real world.