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Abstract

Because a cell must adapt to different stresses and growth rates, its proteostasis system must too. How do cells detect and adjust proteome folding to different conditions? Here, we explore a biophysical cost-benefit principle, namely that the cell should keep its proteome as folded as possible at the minimum possible energy cost. This can be achieved by differential expression of chaperones—balancing foldases (which accelerate folding) against holdases (which act as parking spots). The model captures changes in the foldase-holdase ratio observed both within organisms during aging and across organisms of varying metabolic rates. This work describes a simple biophysical mechanism by which cellular proteostasis adapts to meet the needs of a changing growth environment.

Author summary

Cells must maintain low levels of protein unfolding to avoid deleterious outcomes such as protein aggregation, oxidative damage, or premature degradation. The proteins responsible for this, called chaperones, come in two main varieties: ATP-consuming "foldases" that help clients fold and ATP-independent "holdases" that hold unfolded proteins until a foldase arrives. While foldases are necessary for folding, they are expensive to have in high quantities. Given that chaperones are abundant and costly, cells are under strong selective pressure to find economical combinations of foldases and holdases for maintaining low levels of unfolded protein. Yet, it is presently unclear what the ideal combination is and how it varies with growth conditions. By examining a toy model of chaperone function and minimizing the total cost of folding at different rates of protein synthesis, we find that while foldases are necessary at fast growth, holdases become increasingly effective at slow growth. Unexpectedly, total chaperone requirements were predicted to increase as synthesis slows, consistent with observations across age in worms, as well as across species with varying metabolic rates. This work thus provides a general framework for understanding the chaperone requirements of a proteome in terms of an energy minimization principle.
Introduction

Proteostasis is a big activity of a healthy cell. It entails the protein synthesis, chaperoning and degradation needed to sustain a folded, functional proteome. It is costly, consuming as much as 25–50% of a cell’s energy [1]. That energy goes into synthesis, and making and running chaperones [2-4]. Proteostasis needs to be adaptive, operating differently depending on the cell’s growth rate, stress levels, or other environmental factors. Different external conditions require the differential synthesis, folding and chaperoning of different proteins. And different amounts of energy are available under different conditions. How does the cell determine its chaperone needs? And, what is the nature of its response?

We propose here a simple biophysical principle that can implement proteostasis adaptation. We start from the distinction between the two types of chaperones: foldases, which are energy-costly and ATP-dependent [2], and which accelerate the transition of non-native conformations towards native states [3], and holdases, which do not use ATP and which simply protect their client proteins from aggregation [5,6]. We hypothesize that the cell’s fitness objective—i.e. what the cell “cares about”—is to keep its proteome as folded as possible, with the least expenditure of energy.

Previous work on holdases has focused on their ability to affect aggregation, primarily by keeping non-native protein soluble in a refolding-competent state [5,6]. These studies often apply high stress conditions that rarely occur in larger homeotherms like us. Yet, even under low stress laboratory conditions, holdase overexpression can extend lifespan [7,8] and under-expression shorten it [7,9]. The aim of this work is to use a simplified model of holdase-foldase function to explore mechanisms by which cells and proteomes may benefit from different ratios of these two functions under low stress, steady state conditions.

Results

The different actions of holdases vs. foldases

Proteostasis can be regarded as a complex traffic pattern on a network: different client proteins in different states of folding or misfolding, trafficked through the cell’s different types of chaperones. Those details are modelled elsewhere [2,10]. Here, Fig 1 shows the simplified version that best serves our purposes here. First, we divide chaperones into just two classes, holdases and foldases. Second, we center our attention on the unfolded state U, not the native state N. The steady state concentration of free (non-bound) unfolded protein [U_free] (shown here metaphorically like a liquid level in a container) is sustained by a balance between an inflow and outflow. The two inflows are of newly synthesized protein and from native protein that is unfolding due to finite stability [2,11,12]. The diagram shows two circuits: (a) an energy-dependent foldase circuit that gives its client a chance to fold and (b) an energy-independent holdase chaperone that captures U_free and provides a “holding tank” for the client until a foldase arrives to fold it. Based on the known binding and rate coefficients (S1 Table), we can consider circuit (a) to be in steady state equilibrium on the time scale of action of circuit (b).

First, consider (a), the foldase circuit. Foldases resemble enzymes inasmuch as they are saturable, so their processing rates can be modelled with Michaelis-Menten kinetics [15]. Fig 2 shows the Michaelis-Menten function, but turned sideways, to make a useful point; namely, if the influx rate from either protein synthesis or unfolding is too fast, it saturates the foldases and the level of unfolded molecules will sharply rise. The point of showing this is to indicate how large fluxes of unfolded proteins requiring foldases drive a need for holdases to protect those proteins while they wait. This point is useful later when we consider the effects of growth rate. Eq 2 shows how we compute the conversion rate k_{U→N} of unfolded to native protein in terms of [U_free], binding affinities, and known rate constants. When the proteostasis system is
in a steady state, i.e. when the concentration of unfolded protein \( U_{\text{free}} \) is unchanging, the rates of flow out of \( U_{\text{free}} \) must equal the rates of flow into \( U_{\text{free}} \). This steady state condition allows us to express \( U_{\text{free}} \) as a function of foldase level, synthesis rate and the folding stability of the client protein (Eq 3 and the curve in Figs 2 (right) and S1A).

Fig 1. Chaperone holdases and foldases traffic unfolded client proteins (\( U_{\text{free}} \)) to their native conformations (\( N \)). Unfolded proteins can only exist in solution up to a level where they “overflow” into aggregation. Unfolded proteins can either bind directly to (a) a foldase system [13] or (b) a holdase that acts as a parking spot until it is taken up by a foldase [14].

https://doi.org/10.1371/journal.pcbi.1008460.g001

Fig 2. Foldases follow Michaelis-Menten kinetics. (Left) If client protein becomes too abundant, it saturates the foldases and unfolded protein accumulates. (Right) Reversing the axes shows how high input rates of unfolded protein can overflow the chaperone, leading to a sharp increase in unprocessed protein. For this situation, to keep these accumulating proteins from becoming lost to processes like aggregation, cells need holdases as “holding tanks” where client proteins can wait in relative safety for foldases to arrive.

https://doi.org/10.1371/journal.pcbi.1008460.g002
Next, consider (b), the holdase circuit. Because of the separation of time scales between circuits (a) and (b), our calculations for the holdase can be made based on the fixed value of $[U_{\text{free}}]$ established by the foldases. Eqs 5 and 6 show how excess unfolded client protein gets taken up by the "holding tank" of holdases, as a temporary repository, while waiting for a foldase to arrive. We assume that foldases bind holdase-bound protein at the same rates as they do non-bound $U_{\text{free}}$. The equilibrium concentration $[U_{\text{free}}]$ in the presence of holdases can be expressed mathematically and solved in limiting cases, as shown in S1B Fig. Under low unfolding loads—where unfolding inflows are small compared to foldase capacity for outflows (e.g., smaller box in S1A Fig)—holdases outnumber unfolded protein and are predicted to strongly deplete $[U_{\text{free}}]$ (bottom-left corner of S1B Fig). By providing a safe, soluble route to foldases, holdases allow for greater foldase saturation—and hence specific activity (larger box in S1A Fig)—without excessive levels of $[U_{\text{free}}]$. In contrast, under very high unfolding loads, the pool of unfolded protein can exceed the carrying capacity even of the holdases, which become fully saturated and provide no further protection against unfolding (righthand side of S1B Fig), heightening the risk of functional loss through protein aggregation, oxidation or degradation [16–18]. The expression of holdases and foldases must be carefully tuned so as not to allow the burden on either chaperone system to become excessive, with their combined effect on $[U_{\text{free}}]$ summarized by Eq 7.

**Calculating the costs of holdases vs. foldases**

Now, we explore the idea that evolution has arrived at a principle of optimization—like a fitness function—that dictates the relative levels of expression of holdases and foldases. Given that energy is precious to the cell, we hypothesize that the two types of chaperones are expressed in a ratio that maximizes foldedness of client proteins at a minimum energy cost. Chaperone costs can be divided into an upfront synthesis cost proportional to the size of the chaperone and a running cost equal to the amount of energy (ATP) needed for function. For holdases, which do not consume ATP, the cost is just $c_{\text{holdase}} = c_{\text{syn},\text{holdase}}$, where $c_{\text{syn},\text{holdase}}$ is the cost to synthesize the holdase. For foldases, the cost can be expressed as $c_{\text{foldase}} = c_{\text{syn},\text{foldase}} + c_{\text{run},\text{foldase}}$ (see S2 and S3 Figs), $c_{\text{run},\text{foldase}}$ is the cost to run the foldase per unit time and $t$ is the duration it runs prior to its degradation or dilution ($\approx 1/k_{\text{syn}}$). This run rate can either be treated as a constant, independent of unfolding loads, or be divided into load-dependent and load-independent (background) activity. We choose to treat this run rate as a constant and explore the sensitivity to this assumption (see S1 Text and S4 Fig). For synthesis, we assume that adding one amino acid to a growing protein chain costs 5 ATP, equal to the cost of polymerization and proofreading [19] (the costs of the amino acids themselves can be included, increasing the overall synthesis costs, but this does not change the key conclusions). We propose that the running cost is a key driver of chaperone adaptation, especially in the limit of slow growth where running costs dominate.

**The cost-benefit trade-off reaches a peak when the marginal benefits are equal, of holdases vs. foldases**

We explore the principal that the optimal ratio of holdases to foldases occurs when the marginal decrease in $[U_{\text{free}}]$ from expressing more holdases is equal to the marginal decrease from expressing more foldases of equal cost. Eqs 8–13 state this principle in mathematical terms. The optimal ratio can be converted into chaperone abundances if we assume that cells regulate chaperone levels such that the risk of functional loss of a protein client over its lifetime is constant (sensitivity to this assumption is shown in S5 Fig). Given that proteins are more likely to become aggregated, damaged, or degraded when in non-native conformations [16–18], constant risk is assumed to be equivalent to holding constant the total time a protein molecule
spends in \( U_{\text{free}} \) over its lifetime. As even native proteins unfold regularly—over hours or days depending on stability—a two-fold increase in a protein’s lifetime needs to be accompanied by a two-fold reduction in the risk of functional loss per unfolding event. This reduction can be accomplished by faster detection and binding of vulnerable, unfolded protein by both holdases and foldases. We propose that this need for increased protein protection is a driver of chaperone adaptation in the limit of slow growth.

The holdase-foldase ratio should increase at slow growth rates

Fig 3 shows the predictions of the energy optimization principle, obtained by applying Eqs 8–13 (see Methods) along with the condition that a protein’s total unfolding dwell time is constant over its effective half-life. This half-life is determined by a combination of degradation and dilution, and thus is proportional to \( 1/k_{\text{syn}} \), where \( k_{\text{syn}} \) is a measure of the proteome’s overall synthesis rate. For simplicity, we will study the behavior of an average protein with turnover comparable to the mean of the proteome and use the same value for the turnover of our chaperones. An exploration of model sensitivity to assumptions can be found in S1 Text and S3–S6 Figs. Fig 3 shows the predicted optimal levels of the two chaperone types as a function of synthesis rate (a surrogate for the cell’s growth rate in rapidly growing cells). The diagram is constructed as follows, from bottom to top. First, we show the optimal foldase level in blue. It counteracts two sources of unfolding: (i) due to the stochastic unfolding \( N \rightarrow U \) of folded protein, which happens at a constant rate independent of protein synthesis, and (ii) due to protein synthesis, which is linear in the synthesis rate. Hence, the optimal foldase curve (blue) is flat at

\[
\alpha \, k_{\text{syn}}^{-1} \quad \alpha k_{\text{syn}} \quad \alpha k_{N \rightarrow U}
\]

Fig 3. Optimal ratio of holdases to foldases depends on synthesis rate of a cell. The optimal allocation of foldases (blue) and foldases + holdases (magenta) to achieve fixed unfolded dwell time is predicted to vary with synthesis rate, \( k_{\text{syn}} \). At low and high synthesis rates, unfolding loads are dominated by unfolding (proportional to \( k_{N \rightarrow U} \)) and synthesis (proportional to \( k_{\text{syn}} \)), respectively (see S3–S6 Figs). Holdase levels are predicted to rise inversely with \( k_{\text{syn}} \).
the left and rises linearly at the right. Holdases, in contrast, are predicted to be most beneficial under slow growth. In the limit of slow synthesis rates (left), Eq 13 predicts that holdase levels should grow larger, scaling as $1/k_{\text{syn}}$ in proportion to effective half-lives. Holdase expression under fast synthesis is also predicted to rise, but with a slope that depends on model assumptions (the magenta curve in Fig 3 is holdase + foldase levels; see S3–S6 Figs for holdase levels alone).

Here is the essence of Fig 3. Take the protein synthesis rate as the independent variable. It dictates the replacement rate that is needed (for non-secretory cells). Now, to maintain a fixed level of proteome folding, holdases and foldases together need to hold constant a client molecule’s total unfolded dwell time—its risk of loss. Lower replacement rates with new protein—and thus longer half-lives—necessitates lower levels of free (non-bound) unfolded protein at any given time simply because there is more time, and hence more unfolding events, over which it must remain safe. Yet, keeping the proteome folded using foldases alone is not cost-effective because it requires too high a concentration of ATP-consuming foldases (see Eq 2 and S1 Table). Holdases provide an affordable solution by holding the client and keeping it safe until a foldase arrives. While protein solubility and safety put a limit on the level of free, unfolded protein that can be tolerated, holdases provide a safe, *additional* route to foldases. This raises the activity per foldase molecule, lessening the need for their expression. So, creating the optimal chaperone allocation is a delicate balance depending on folding requirements and energy cost.

Fig 3 shows that under fast-synthesis conditions, the most cost-effective solution is to produce proportionately more foldases, as (i) the impact of their running costs is lessened by the shorter time window of operation ($1/k_{\text{syn}}$), and (ii) the shorter replacement time permits higher rates of client protein loss per unit time, and thus higher unfolded protein levels that allow greater flow through the foldase systems. These factors make foldases more cost-effective under fast-synthesis conditions.

The situation is different under slow-synthesis conditions. Here, the cell must keep its proteome safe over long times and thus more unfolding events. Keeping a protein safe for twice as long requires halving the threat of protein functional loss per unit time. This may be a core reason why organisms upregulate stress response machinery at slow growth despite the lower synthesis burden [20,21]. Over these longer timespans, ATP running costs begin to dominate the chaperone budget, making holdases proportionately better value (S2 Fig and Eq 13). So, under slow-synthesis conditions, holdases are more energy efficient.

Between these two growth extremes is a “Goldilocks zone”. At this point, the burden of folding newly synthesized proteins is balanced by the burden of keeping proteins safe until their “replacement part” is made. This is the point where the proteome can be maximally careless because replacement parts come quickly, but not so quickly that it significantly burdens the chaperone systems.

**Aging is a form of stress that calls for more holdases**

Aging is associated with a decline in productive protein synthesis across a broad range of organisms. This is particularly evident in the nematode worm *C. elegans*, which experiences a 15- to 30-fold reduction in protein synthesis rate during adult aging [4]. This decrease is accompanied by changes in chaperone expression (S2 Table), coordinated in part by daf-16 [9,22] which, interestingly, also plays a role in slowing synthesis [23]. Comparing the model with the known holdase and foldase systems [24], we find the changes in chaperone abundance to be consistent with the predictions from cost-benefit analysis, as shown in Fig 4A and 4B (S2 Table). While HSP60, HSP70 and HSP90 foldase levels change little, holdases of various kinds increase markedly and in rough proportion to the decrease in synthesis rate, as predicted,
albeit with variation among types. For example, the abundant holdase sip-1, found in muscle and germline, increases even more sharply than predicted. This may be due to changes in the relative volume of germline to soma with age or a shift in pH [25], which can destabilize proteins [26]. In contrast, the holdase hsp-17 shows almost no age-dependence, although with its low expression, it could work in parallel with other holdases. Interestingly, daf-16 activation slows protein turnover [27], suggesting it may have a more global role in orchestrating an economical preservation of the protein made during youth, many of which last as long as the worm.

This chaperone adaptation through life can be summarized by superimposing the lifetime trajectory of synthesis rates onto Fig 3, as shown in Fig 4C. While data in fast-growing larvae are sparse, gene expression immediately after larval development has been shown to correlate with the heat shock response, suggesting chaperone upregulation [28]. Further support comes from *C. elegans* insulin signalling mutants, which not only show a similar pattern of increased holdases and mildly decreased foldases with age [4], but also start adulthood with higher levels of holdases, consistent with their reduced synthesis rates when young [23,27]. These observations are not unique to worms. The ratio of holdases to foldases also increases in the aging human brain [24], for which there is evidence of slowed protein synthesis [29], consistent with an energy-preserving adaptation.

**Cost-efficiency predicts chaperone expression trends across species**

If the present cost-benefit principle is general, it should apply not only within a single organism upon aging, but also across organisms in youth. To test this, we examined chaperone levels across a range of mammals. Holdase HSP25 levels are known across rodents [30] (Fig 5A), whereas several foldases have been measured across an even greater array of mammals [31] (Fig 5B). As protein synthesis rates are not known for all these organisms, we use metabolic rate as a proxy, as protein synthesis is a dominant component of metabolism and thus should scale similarly [1,32]. Observing the trends, we see that holdases follow an inverse relationship with metabolic rate, as predicted (red line in Fig 5A, slope = -1.00, R² = 0.61 excluding the outlier; slope = -1.33 with the outlier). In contrast to model predictions, foldase levels appear to increase with decreasing metabolic rate, albeit less than holdases and strongly dependent on the outlier (slope = -0.74 excluding the outlier; slope = +0.72 with the outlier).

To help resolve the uncertainty in the foldase dependence, we extended our comparison to other foldase types across a broader range of mammals [31]. Fig 5B shows the key findings. First, the average scaling exponent of -0.35 across four foldases—HSP60, HSP70, GRP78, and GRP94—is much shallower than in Fig 5A, thus closer to model predictions. Second, the foldase with the greatest variation is HSP70 (blue), the same foldase type displayed in Fig 5A. This suggests that most foldases change less with metabolic rate than Fig 5A would imply, thus closer to the model prediction.

**Discussion**

Here we have explored the hypothesis that organisms change the relative expression of holdases and foldases to maintain low levels of unfolded protein at the minimum energy cost. Applying this energy minimizing principle to a toy model of chaperone function predicts a U-shaped chaperone solution, where the most economical composition is foldases-heavy at fast growth, holdase-heavy at low growth (Fig 3), and requires the least chaperones in between. The counter-intuitive need for more chaperones at low synthesis rates, despite the lower
burden of nascent protein, is supported by data from yeast [20] to \textit{C. elegans} [4] to mammals [30,31]. It is even seen across the natural heterogeneity of cells within single tissues [34].

Despite this broad support for increased chaperone levels—and holdases in particular—at slow growth, the behavior of foldases is less uniform. While foldase levels are relatively constant in aging worms [4] and humans [24], they are modestly higher in mammals with lower metabolic rates. Why is this? A possible answer suggested by the model lies in the metabolic consequences of excess foldases. The model assumes that excess foldases result in an increase
in basal energy consumption. Such consumption could result from over-binding of unfolded protein, and thus to less efficient folding, or from excess foldases promoting greater cellular ATP consumption by indirect means [35]. In such scenarios, the model predicts foldase levels should only depend weakly on synthesis rates within the slow-synthesis regime expected for adult mammals (see Figs 3 and 4C and S4A). However, if excess foldases result in negligible additional energy consumption relative to their synthesis costs—the “efficient chaperone buffer” limit—then a different chaperone expression pattern is predicted to be optimal, with both foldases and holdases approaching a common slope of -0.5 (see S4B Fig). In other words, the additional need for chaperones at low metabolic rates are split equally between foldases and holdases. This is close to the average slope of -0.35 observed here across mammals [30,31], suggesting that excess foldases result in little additional ATP consumption when overexpressed. In contrast, excess foldases in an aging cell filled with irreparably altered, destabilized proteins may lead to high ATP consumption, a cost that would be hard for the cell to bear. Future experiments will be needed to test these hypotheses.

Much of biology are stories about the adaptation of cells to their environment. Protein folding accounts for a major component of cell machinery in terms of biomass, energy usage and complexity. It, too, must adapt when cells see different environments or growth conditions. What are the decision variables and actions the cell takes to make proteostasis adaptive? We have explored here a biophysical principle, namely that the cell adjusts its balance of chaperone holdases versus foldases to minimize its energy cost while maintaining a fixed average unfolded dwell time over the proteome. This principle predicts a U-shaped chaperone expression pattern, with greater need for chaperones at slow and fast growth than at medium rates of synthesis. At fast growth, foldases are needed in greater proportion to holdases, while at slow growth and in older cells, relatively more holdases are needed. Existing evidence is consistent with these predictions, providing a framework for interpreting chaperone expression across species, growth conditions and aging.
Methods

Analytical solution to the energy minimization problem

The most cost-effective combination of holdases and foldases can be solved numerically, as was performed for all figures in this work. However, insight can be gained by finding the analytical solution in limiting cases, as follows.

In the presence of foldases, the rate of change of unfolded protein concentration is the difference between the rate of creation and the rate of removal, given by

$$\frac{d}{dt}([U]) = (v_{\text{syn}} + v_{N} - U) - (v_{\text{foldase}})$$  \hspace{1cm} (1)

where

$$v_{\text{foldase}} = \frac{k_{\text{foldase}}[\text{foldase}]}{1 + \frac{k_{\text{foldase}}}{[U]}}$$  \hspace{1cm} (2)

using Michaelis-Menten kinetics for $v_{\text{foldase}}$. The flux of newly synthesized foldase clients $v_{\text{syn}} = k_{\text{syn}}[\text{clients}]$ and newly unfolded foldase clients $v_{N} - U = k_{N} - U[\text{clients}]$ can be written in terms of the total concentration of foldase-dependent protein, [client]. Synthesis flux is not to be confused with elongation rate, which is distinct and not treated here. In steady state $\frac{d}{dt}([U]) = 0$, from which Eq 1 becomes

$$\frac{[U]}{K_{m,\text{foldase}}} = \frac{v_{\text{syn}} + v_{N} - U}{k_{\text{foldase}}[\text{foldase}]} - \left(\frac{v_{\text{syn}} + v_{N} - U}{k_{\text{foldase}}[\text{foldase}]} - 1\right)$$  \hspace{1cm} (3)

which is plotted in Figs 1B and S1A. In the limit that $k_{\text{foldase}}[\text{foldase}] \gg (v_{\text{syn}} + v_{N} - U)$ far from saturation, the system is in the linear region at the bottom left of S1A Fig, which can be approximated as

$$\frac{[U]}{K_{m}} \approx \frac{v_{\text{syn}} + v_{N} - U}{k_{\text{foldase}}[\text{foldase}]}$$  \hspace{1cm} (4)

Now, given the equilibrium in Eq 4, we can introduce holdases into the mix. If holdases are taken to act as passive, reversibly binding “holding tanks” that soak up unfolded protein [14] with a dissociation constant $K_d$ [6,36], the binding-unbinding equilibrium can be expressed as

$$K_d = \frac{[U][\text{holdase}]}{[U : \text{holdase}]}$$  \hspace{1cm} (5)

where [holdase] is the concentration of the multimeric functional unit, not necessarily the monomer [37]. Eq 5 can be solved in three limiting cases: (i) $[\text{holdase}_{\text{tot}}] \ll [U_{\text{tot}}] & K_d$ (ii) $K_d \ll [\text{holdase}_{\text{tot}}] & [U_{\text{tot}}]$, and (iii) $[U_{\text{tot}}] \ll [\text{holdase}_{\text{tot}}]$. Here, $[\text{holdase}_{\text{tot}}] = [\text{holdase}] + [U : \text{holdase}]$ and $[U_{\text{tot}}] = [U] + [U : \text{holdase}]$. In the low-holdase limit of case (i), holdases are inconsequential to proteostasis due to their low abundance, leading to

$$[U] \approx [U_{\text{tot}}] \quad (\text{for} \ [\text{holdase}_{\text{tot}}] \ll [U_{\text{tot}}] & K_d)$$  \hspace{1cm} (6A)

In the tight-binding limit of case (ii), holdases are fully bound, giving

$$[U] \approx [U_{\text{tot}}] - [\text{holdase}_{\text{tot}}] \quad (\text{for} \ K_d \ll [\text{holdase}_{\text{tot}}] & [U_{\text{tot}}])$$  \hspace{1cm} (6B)
Lastly in the low-unfoldedness limit of case (iii), holdases are significant but unsaturated, giving

\[ [U] \approx \frac{[U_{\text{tot}}]}{2} \cdot \left( 1 + \frac{K_d - [\text{holdase}_{\text{tot}}]}{K_d + [\text{holdase}_{\text{tot}}]} \right) \quad \text{(for } [U_{\text{tot}}] \ll [\text{holdase}_{\text{tot}}] \text{)} \quad (6C) \]

which further simplifies to

\[ [U] \approx \frac{[U_{\text{tot}}] K_d}{[\text{holdase}_{\text{tot}}]} \quad \text{(for } [U_{\text{tot}}] \ll K_d \ll [\text{holdase}_{\text{tot}}] \text{)} \quad (6D) \]

The limiting behaviours of Eqs 6B and 6C are shown in S1B Fig, for which case 6D is the most physiologically relevant, as holdases are believed to be mostly free of clients under normal conditions and outnumber the load of unfolded protein ([U_{\text{tot}}] < 2 \mu M, K_d \approx 2 \mu M [37], and [holdase_{\text{tot}}] = 3–30 \mu M [38] (S1 Table). Given that folds determine the total pool size of unfolded protein (Eq 4), whereas holdases determine the fraction of this pool that is non-bound and vulnerable (Eq 6C), these two factors are multiplicative. Solving Eq 4 for [U] and multiplying by the fraction of [U] that is free, namely [U]/[U_{\text{tot}}], from Eq 6C gives

\[ [U] \approx \frac{K_m(v_{\text{syn}} + v_{N\to U})}{[\text{foldase}]} \cdot \frac{K_d}{[\text{holdase}]} \quad (7) \]

The optimal expression of foldases and holdases is reached when the marginal decrease in [U] from expressing more foldases is equal to the marginal decrease in [U] from spending the same cost on more holdases. Mathematically, this can be written as

\[ \frac{\partial[U]}{\partial \text{cost}_{\text{foldase}}} = \frac{\partial[U]}{\partial \text{cost}_{\text{holdase}}} \quad (8A) \]

Applying chain rule gives

\[ \frac{\partial[U]}{\partial [\text{foldase}]} \cdot \frac{\partial [\text{foldase}]}{\partial \text{cost}_{\text{foldase}}} = \frac{\partial[U]}{\partial [\text{holdase}]} \cdot \frac{\partial [\text{holdase}]}{\partial \text{cost}_{\text{holdase}}} \quad (8B) \]

As the marginal costs \( \frac{\partial \text{cost}_{\text{foldase}}}{\partial [\text{foldase}]} \) and \( \frac{\partial \text{cost}_{\text{holdase}}}{\partial [\text{holdase}]} \) are independent of the chaperones’ expressions, they can be removed from the derivatives and Eq 8B becomes

\[ \frac{\partial [\text{foldase}]}{\partial \text{cost}_{\text{foldase}}} \cdot \frac{\partial [\text{foldase}]}{\partial [\text{foldase}]} = \frac{\partial [\text{holdase}]}{\partial \text{cost}_{\text{holdase}}} \cdot \frac{\partial [\text{holdase}]}{\partial [\text{holdase}]} \quad (8C) \]

Given that \( \frac{\partial \text{cost}_{\text{foldase}}}{\partial [\text{foldase}]} \) and \( \frac{\partial \text{cost}_{\text{holdase}}}{\partial [\text{holdase}]} \) are the unit costs, namely \( c_{\text{foldase}} = c_{\text{syn, foldase}} + c_{\text{run, foldase}} \) and \( c_{\text{holdase}} = c_{\text{syn, holdase}} \), Eq 8C becomes

\[ \frac{1}{c_{\text{foldase}}} \frac{\partial[U]}{\partial [\text{foldase}]} = \frac{1}{c_{\text{holdase}}} \frac{\partial[U]}{\partial [\text{holdase}]} \quad (9) \]

Taking the derivatives of Eq 7, \( \frac{\partial[U]}{\partial [\text{foldase}]} = -\frac{[U]}{[\text{foldase}]} \) and \( \frac{\partial[U]}{\partial [\text{holdase}]} = -\frac{[U]}{[\text{holdase}]} \), Eq 9 becomes

\[ \frac{1}{c_{\text{foldase}}} [U] = \frac{1}{c_{\text{holdase}}} [U] \quad (10) \]
Finally, inserting the unit costs gives the optimal chaperone ratio that minimizes unfoldedness $[U]$, 

$$
\frac{[\text{holdase}]}{[\text{foldase}]} = \frac{c_{\text{foldase}}}{c_{\text{holdase}}} = \frac{c_{\text{syn.foldase}} + c_{\text{run.foldase}}t}{c_{\text{syn.holdase}}} 
$$

(11)

The foldase run time is its effective half-life from degradation and dilution, i.e. $t = \tau_{1/2} \propto 1/k_{\text{syn}}$ giving 

$$
\frac{[\text{holdase}]}{[\text{foldase}]} = a + b \frac{1}{k_{\text{syn}}} 
$$

(12)

where $a = \frac{c_{\text{syn.foldase}}}{c_{\text{syn.holdase}}}$ and $b = \frac{c_{\text{run.foldase}}}{c_{\text{syn.holdase}}}$.

In the limit of slow synthesis ($k_{\text{syn}}$ is small and $\tau_{1/2}$ is large), foldase running cost dominates, thus

$$
\frac{[\text{holdase}]}{[\text{foldase}]} \approx b \frac{1}{k_{\text{syn}}} 
$$

(13)

Assumptions used for this derivation fail at fast synthesis, where low foldase usage (linear approximation of Michaelis-Menten kinetics) and low unfolding levels no longer hold. For a solution over all synthesis rates, numerical optimization was performed, with the results shown in Figs 3 and 4.

**Supporting information**

**S1 Fig. Foldases and holdases each decrease the level of unfolded protein.** (A) Foldases actively promote the folding of proteins that are newly unfolded (flux $v_{N \rightarrow U}$) or newly synthesized ($v_{\text{syn}}$). The total foldase capacity ($v_{\text{foldase}}$) needs to be greater than the unfolding burden ($v_{N \rightarrow U} + v_{\text{syn}}$) to prevent unfolded levels from diverging (vertical dashed line is the limit of the Michaelis-Menten function describing foldase activity in blue). The benefit of a large spare foldase capacity can be seen from the rapid rise of the unfolded level $[U]$, up 4-fold for only a 2-fold increase in unfolding load (thin black lines). (B) Holdases further deplete the level of unfolded protein by acting as protective “parking spots” while their unfolded clients wait for a foldase. The degree of depletion, given by the distance of the curve below the diagonal, can be solved in limiting cases (thin dashed lines, see Methods for the derivation).

(TIF)

**S2 Fig. Chaperone costs depend on usage time.** Total foldase cost (blue line) is the sum of an initial synthesis cost and an increasing “running cost” (shaded area) whereas holdases do not consume ATP and have a flat synthesis cost (red line). The running cost of an HSP70-type foldase in constant use is estimated to equal the synthesis (polymerization) cost after roughly 10 hours (dashed line). This stretches to roughly 100 hours for HSP60-class chaperones due to cycle times that are an order of magnitude slower (ATP consumption per kDa per cycle is comparable to HSP70 chaperones) (see S4 Fig).

(TIF)

**S3 Fig. Sensitivity to foldase size or synthesis cost.** Effect on optimal chaperone expression if foldase size or synthesis cost is increased 10-fold from 70 kDa (3,500 ATP) to 700 kDa (35,000 ATP).

(TIF)
**S4 Fig. Sensitivity to foldase activity.** (A) Effect on optimal chaperone expression if foldase activity goes from "always on" to 10% ATPase activity when not folding proteins (ATP-dependent chaperones have functions other than folding). (B) In the limit of "perfect foldases" that have zero ATPase activity when not folding proteins, foldases "split the difference" with holdases, each scaling as $1/\sqrt{k_{\text{syn}}}$.

(TIF)

**S5 Fig. Sensitivity to unfoldedness requirements.** Effect on optimal chaperone expression if unfolding requirement goes from $[U_{\text{free}}] = u_0k_{\text{syn}}$ to $[U_{\text{free}}] = 100$ nM, where $u_0 = 100$ nM-day (see S1 Table).

(TIF)

**S6 Fig. Sensitivity to holdase binding affinity for non-native proteins.** Effect on optimal chaperone expression from holdases transitioning from a loose binding ($K_d = 1$ μM; light curves) to tight binding regime ($K_d = 10$ nM; dark curves). Holdases (red) and foldases (blue).

(TIF)

**S1 Text. Dependence of optimal chaperone expression on chaperone properties.**

(DOCX)

**S1 Table. Parameters of the model.**

(DOCX)

**S2 Table. Experimental measurements of C. elegans chaperone levels.**

(XLSX)

**Acknowledgments**

We are grateful to Ursula Jakob, Johannes Buchner and Mantu Santra for fun and insightful discussions. We appreciate the support from the Stony Brook University Laufer Center.

**Author Contributions**

**Conceptualization:** Adam MR de Graff, Ken A. Dill.

**Data curation:** Adam MR de Graff.

**Formal analysis:** Adam MR de Graff, David E. Mosedale.

**Software:** Adam MR de Graff.

**Supervision:** David E. Mosedale, Tilly Sharp, Ken A. Dill, David J. Grainger.

**Visualization:** Adam MR de Graff, David E. Mosedale, Tilly Sharp, Ken A. Dill, David J. Grainger.

**Writing – original draft:** Adam MR de Graff, David E. Mosedale, Tilly Sharp, Ken A. Dill, David J. Grainger.

**Writing – review & editing:** Adam MR de Graff, David E. Mosedale, Tilly Sharp, Ken A. Dill, David J. Grainger.

**References**

1. Buttgereit F, Brand MD. A hierarchy of ATP-consuming processes in mammalian cells. Biochem J. 1995; 167:163–7. https://doi.org/10.1042/bj3120163 PMID: 7492307
2. Santra M, Farrell DW, Dill KA. Bacterial proteostasis balances energy and chaperone utilization efficiently. Proc Natl Acad Sci U S A. 2017; 114(13):E2654–61. https://doi.org/10.1073/pnas.1620646114 PMID: 28292901

3. Kerner MJ, Naylor DJ, Ishihama Y, Maier T, Chang HC, Stines AP, et al. Proteome-wide analysis of chaperonin-dependent protein folding in Escherichia coli. Cell. 2005; 122(2):209–20. https://doi.org/10.1016/j.cell.2005.05.028 PMID: 16051146

4. Walther DM, Kasturi P, Zheng M, Pinkert S, Vecchi G, Ciryam P, et al. Widespread proteome remodeling and aggregation in aging C. elegans. Cell. 2015; 161(4):919–32. https://doi.org/10.1016/j.cell.2015.03.032 PMID: 25957690

5. Ungelenk S, Moayed F, Ho CT, Grousl T, Scharf A, Mashaghi A, et al. Small heat shock proteins sequester misfolding proteins in near-native conformation for cellular protection and efficient refolding. Nat Commun. 2016; 7:1–14. https://doi.org/10.1038/ncomms13673 PMID: 27901028

6. Haslbeck M, Weinkauf S, Buchner J. Small heat shock proteins: Simplicity meets complexity. Vol. 294, J Biol Chem. 2019. p. 2121–32. https://doi.org/10.1074/jbc.REV118.002809 PMID: 30385502

7. Morrow G, Samson M, Michaud S, Tanguay RM. Overexpression of the small mitochondrial Hsp22 extends Drosophila life span and increases resistance to oxidative stress. FASEB J. 2004; 18(11):552–9. https://doi.org/10.1096/fj.03-0860fje PMID: 16051146

8. Kurapati R, Passananti HB, Rose MR, Tower J. Increased hsp22 RNA Levels in Drosophila Lines Genetically Selected for Increased Longevity. J Gerontol. 2000; 55(11):552–9. https://doi.org/10.1093/gerona/55.11.b552 PMID: 11078089

9. Hsu AL, Murphy CT, Kenyon C. Regulation of aging and age-related disease by DAF-16 and heat-shock factor. Science. 2003; 300(5622):1142–5. https://doi.org/10.1126/science.1083701 PMID: 12750521

10. Powers ET, Powers DL, Gierasch LM. Resource FoldEco: A Model for Proteostasis in E. coli. Cell Rep. 2012; 1:265–76. https://doi.org/10.1016/j.celrep.2012.02.011 PMID: 22509487

11. Ghosh K, Dill KA. Computing protein stabilities from their chain lengths. Proc Natl Acad Sci U S A. 2009; 106(26):10649–54. https://doi.org/10.1073/pnas.0903995106 PMID: 19541647

12. Guo M, Xu Y, Gruenbele M. Temperature dependence of protein folding kinetics in living cells. Proc Natl Acad Sci U S A. 2012; 109(44):17863–7. https://doi.org/10.1073/pnas.1201797109 PMID: 22665776

13. Hartl FU, Bracher A, Hayer-Hartl M. Molecular chaperones in protein folding and proteostasis. Nature. 2011; 475:324–32. https://doi.org/10.1038/nature10317 PMID: 21776018

14. Eyles JS, Gierasch LM. Nature’s molecular sponges: Small heat shock proteins grow into their chaperone roles. Proc Natl Acad Sci U S A. 2010; 107(7):2727–8. https://doi.org/10.1073/pnas.0915160107 PMID: 20136378

15. Silberg JJ, Vickery LE. Kinetic Characterization of the ATPase Cycle of the Molecular Chaperone Hsc66 from Escherichia coli. J Biol Chem. 2000; 275(11):7779–86. https://doi.org/10.1074/jbc.275.11.7779 PMID: 10713091

16. Dukan S, Farewell A, Ballesteros M, Taddei F, Radman M, Nyström T. Protein oxidation in response to increased transcriptional or translational errors. Proc Natl Acad Sci U S A. 2000; 97(11):5746–9. https://doi.org/10.1073/pnas.100422497 PMID: 10811907

17. Vidovic A, Supek F, Nikolic A, Krisko A. Signatures of conformational stability and oxidation resistance in proteomes of pathogenic bacteria. Cell Rep. 2014; 7(5):1393–400. https://doi.org/10.1016/j.celrep.2014.04.057 PMID: 24882003

18. Santra M, Dill KA, de Graff AMR. How Do Chaperones Protect a Cell’s Proteins from Oxidative Damage? Cell Syst. 2018; 6:743–51. https://doi.org/10.1016/j.cels.2018.05.001 PMID: 29886110

19. Amthor JS. The McCree-de Wit-Penning de Vries-Thornley respiration paradigm: 30 Years later. Ann Bot. 2000; 86(1):1–20.

20. Lu C, Brauer MJ, Botstein D. Slow Growth Induces Heat-Shock Resistance in Normal and Respiratory-deficient Yeast. Mol Biol Cell. 2009; 20:891–903. https://doi.org/10.1091/mbc.e08-08-0852 PMID: 19056679

21. Hansen M, Taubert S, Crawford D, Libina N, Lee SJ, Kenyon C. Lifespan extension by conditions that inhibit translation in Caenorhabditis elegans. Aging Cell. 2007; 6(1):95–110. https://doi.org/10.1111/j.1476-9276.2006.00267.x PMID: 17266679

22. Li ST, Zhao HQ, Zhang P, Liang CY, Zhang YP, Hsu AL, et al. DAF-16 stabilizes the aging transcriptome and is activated in mid-aged Caenorhabditis elegans to cope with internal stress. Aging Cell. 2019; 18(3):e12896. https://doi.org/10.1111/agec.12896 PMID: 30773782

23. Depuydt G, Shanmugam N, Rasulova M, Dhondt I, Braeckman BP. Increased protein stability and decreased protein turnover in the Caenorhabditis elegans isn/igf-1 dal-2 mutant. J Gerontol A Biol Sci Med Sci. 2016; 71(12):1553–9. https://doi.org/10.1093/gerona/glw221 PMID: 26885495
24. Brehme M, Voisine C, Rolland T, Wachi S, Soper JH, Zhu Y, et al. A chaperone subnetwork safeguards proteostasis in aging and neurodegenerative disease. Cell Rep. 2014; 9(3):1135–50. https://doi.org/10.1016/j.celrep.2014.09.042 PMID: 25437566

25. Fleckenstein T, Kastenmüller A, Stein ML, Peters C, Daake M, Krause M, et al. The Chaperone Activity of the Developmental Small Heat Shock Protein Sip1 Is Regulated by pH-Dependent Conformational Changes. Mol Cell. 2015; 58(6):1067–78. https://doi.org/10.1016/j.molcel.2015.04.019 PMID: 26009280

26. de Graff AMR, Hazoglou MJ, Dill KA. Highly Charged Proteins: The Achilles’ Heel of Aging Proteomes. Structure. 2016; 24(2):329–36. https://doi.org/10.1016/j.str.2015.11.006 PMID: 26724998

27. Dhondt I, Petyuk VA, Cai H, Vandemeulebroecke L, Vierstraete A, Smith RD, et al. FOXO/DAF-16 Activation Slows Down Turnover of the Majority of Proteins in C. elegans. Cell Rep. 2016; 16(11):3028–40. https://doi.org/10.1016/j.celrep.2016.07.088 PMID: 27626670

28. McCarroll SA, Murphy CT, Zou S, Pletcher SD, Chin CS, Jan YN, et al. Comparing genomic expression patterns across species identifies shared transcriptional profile in aging. Nat Genet. 2004; 36(2):197–204. https://doi.org/10.1038/ng1291 PMID: 14730301

29. Ding Q, Markesbery WR, Chen Q, Li F, Keller JN. Ribosomal dysfunction is an early event in Alzheimer’s disease. J Neurosci. 2005; 25(40):9171–5. https://doi.org/10.1523/JNEUROSCI.3040-05.2005 PMID: 16207876

30. Rodriguez KA, Valentine JM, Kramer DA, Gelfond JA, Kristan DM, Nevo E, et al. Determinants of rodent longevity in the chaperone-protein degradation network. Cell Stress Chaperones. 2016; 21(3):453–66. https://doi.org/10.1007/s12192-016-0672-x PMID: 26894765

31. Salway KD, Gallagher EJ, Page MM, Stuart JA. Higher levels of heat shock proteins in longer-lived mammals and birds. Mech Ageing Dev. 2011; 132(6–7):287–97. https://doi.org/10.1016/j.mad.2011.06.002 PMID: 21703294

32. Lobley GE. Protein turnover—What does it mean for animal production? Can J Anim Sci. 2003; 83(3):327–40.

33. Tacutu R, Thornton D, Johnson E, Budovsky A, Barando D, Craig T, et al. Human Ageing Genomic Resources: new and updated databases. Nucleic Acids Res. 2018; 46:1083–90. https://doi.org/10.1093/nar/gkx1042 PMID: 29121237

34. Burnaevskiy N, Sands B, Yun S, Tedesco PM, Johnson TE, Kaeberlein M, et al. Chaperone biomarkers of lifespan and penetrance track the dosages of many other proteins. Nat Commun. 2019; 10(1):1–12. https://doi.org/10.1038/s41467-018-07882-8 PMID: 30602773

35. Henstridge DC, Bruce CR, Drew BG, Tony K, Kolonics A, Estevez E, et al. Activating HSP72 in rodent skeletal muscle increases mitochondrial number and oxidative capacity and decreases insulin resistance. Diabetes. 2014; 63(6):1881–94. https://doi.org/10.2337/db13-0967 PMID: 24430435

36. Hilton GR, Hochberg GKA, Laganowsky A, Moginnigle SI, Baldwin AJ, Benesch JLP, et al. C-terminal interactions mediate the quaternary dynamics of a B-cristallin. Philos Trans R Soc B Biol Sci. 2013; 368:20110405.

37. Ehrnsperger M, Gräber S, Gaestel M, Buchner J. Binding of non-native protein to Hsp25 during heat shock creates a reservoir of folding intermediates for reactivation. EMBO J. 1997; 16(2):221–9. https://doi.org/10.1093/emboj/16.2.221 PMID: 9029143

38. Wang M, Weiss M, Simonovic M, Haertinger G, Schrempf SP, Hengartner MO, et al. PaxDb, a database of protein abundance averages across all three domains of life. Mol Cell Proteomics. 2012; 11(8):492–500. https://doi.org/10.1074/mcp.O111.014704 PMID: 22535208