Observation of type-III corner states induced by long-range interactions
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Long-range interactions (LRIs) are ubiquitous in nature. Higher-order topological (HOT) insulator represents a new phase of matter. A critical issue is how LRI dictates the HOT phases. In this work, we discover four topologically distinct phases, i.e., HOT phase, the bound state in the continuum, Dirac semimetal (DSM) phase, and trivial insulator phase in a breathing kagome circuit with tunable LRIs. We find an emerging type-III corner state in the HOT phase, which splits from the edge state continuum and originates from the strong couplings between nodes at different edges. We experimentally detect this novel state by impedance and voltage measurements. In the DSM phase, the Dirac cone exhibits an itinerant feature with a tunable position that depends on the LRI strength. Our findings provide a deeper understanding of the LRI effect on exotic topological phases and pave the way for regulating interactions in topological circuits.

I. INTRODUCTION

Long-range interactions (LRIs) typically represent the two-body potential decaying algebraically at large distances with a power smaller than the spatial dimension. Paradigms of LRIs include electromagnetism, gravity, 2D vortices, etc. Physical systems with LRIs can exhibit many peculiar properties in their dynamics and statistics, such as negative specific heat [1, 2]. Recently, the LRIs have been studied in their dynamics and statistics, such as negative specific heat [3–9]. For instance, Li et al. observed a type-II corner state in the photonic breathing kagome crystal in the presence of a weak LRI [5]. An open question is how a strong enough LRI dictates the topological phase. Quantum-optical technology may be a choice to address this issue with controllable spin-spin interactions, but it is difficult to implement in experiments [10, 11].

Recently, electrical circuit manifests as an exceptional platform to study topological physics [7, 12–37], which can imitate the tight-binding (TB) model in condensed matter physics by the inductor-capacitor (LC) network. Conveniently, one can introduce an arbitrary hopping term between different nodes in the circuit. For example, the higher-order topological (HOT) insulators have been widely explored in circuits [14, 15, 19, 20, 24–27], which however focused on short-range interactions or hoppings.

It is thus interesting to establish a fruitful connection between these two different topical areas of physics, i.e., LRIs and HOT phases. In this work, we investigate how LRIs affect the HOT insulators both in theory and experiment. To this end, we first derive the full phase diagram which includes four topologically distinct phases in the breathing kagome circuit with LRIs, specifically, a HOT phase, a bound state in the continuum (BIC, higher-order topology supporting corner-localized bound states in the continuum [38]), a Dirac semimetal (DSM) phase, and a trivial insulator phase. Interestingly, the HOT phase can be further classified into three types of corner states. The type-I corner states are pinned to zero admittance due to the protection of the generalized chiral symmetry, and they are localized at the three vertices of the lattice. The type-II and type-III corner states are at finite admittances and split from the edge state continuum, which are akin to the edge states but exponentially decaying away from the 2nd and 3rd cells along the boundary, respectively [see the 2nd and 3rd subfigures in Fig. 3(d)]. Moreover, the type-II corner states separate from the lowest and highest edge modes and appear for an arbitrary LRI. By contrast, the type-III ones split from the edge state continuum only in the strong-coupling region, namely, a critical LRI value is required to move them out of the edge band. By measuring the impedance distribution and the voltage signal propagation, we directly observe all three types of corner states in experiments. In addition, we numerically identify the BIC and DSM phases. We show that the position of the Dirac points depends on the strength of LRI, which may help to control the transport behaviors of Dirac states.

The paper is organized as follows. In Sec. II, we present the circuit model and derive the full phase diagram. The emerging corner states are analyzed in Sec. III. We perform experimental measurements in Sec. IV. Conclusions are drawn in Sec. V. Technical details are given in Appendixes.

II. CIRCUIT MODEL AND PHASE DIAGRAM

As shown in Fig. 1(a), we consider an infinite breathing kagome LC circuit with LRIs, by introducing next-nearest-neighbor (NNN) hopping terms (capacitors $C_N$) to the lattice. The NNN interactions can be regarded as LRIs for two reasons. In most topological systems with true LRIs, one can consider the NNN hopping terms without missing the key physics, because higher-order terms beyond NNN can only contribute negligible effects [5, 6]. Besides, the concept of LRI very recently has been adopted in systems with NNN interactions [7]. Labelling the nodes of the circuit by $a = 1, 2, ...$ the response at frequency $\omega$ follows Kirchhoff’s law: $J_a(\omega) = \sum_n J_{ab}(\omega)V_b(\omega)$, with $I_a$ the external current flowing into node $a$, $V_b$ the voltage at node $b$, and $J_{ab}(\omega)$ being the circuit Laplacian: $J_{ab}(\omega) = i\omega \left[ -C_{ab} + \delta_{ab} \left( \sum_n C_{an} - \frac{1}{\omega^2 L_a} \right) \right]$ with $C_{ab}$ the capacitance between nodes $a$ and $b$, and $L_a$ being the grounded inductance at node $a$. The sum is taken over
FIG. 1: Breathing kagome circuit with LRIs supporting four topologically distinct phases. (a) Schematic plot of an infinite breathing kagome circuit with NNN hoppings. The breathing means alternatively arranged intracell and intercell hoppings \( C_A \) and \( C_B \). The black, green, and gray line segments represent the capacitors \( C_A \), \( C_B \), and \( C_N \), respectively, and each node is grounded by an inductor \( L \). The basic vectors \( a_1 = (1, 0) \) and \( a_2 = (1/2, \sqrt{3}/2) \). Inset: the first BZ. (b) Phase diagram of \( Z_3 \) Berry phase by tuning the ratio \( C_A/C_B \) and \( C_N/C_B \). The blue, green, white, and gray regions represent the HOT phase, BIC phase, DSM phase, and trivial insulator phase, respectively. The red curve indicates the critical NNN hopping strength for the emergence of type-III corner states. Insets: schematic plots of three types of corner states. (c) At \( C_A/C_B = 0.1 \) (\( C_B = 1 \, \text{nF} \)), the band structures for \( C_N/C_B = 0, 0.25, 0.5, 0.75, 1, \) and 1.5, respectively, corresponding to the blue symbols (from left to right) in (b).

FIG. 2: Finite-size circuit model and the photograph of experimental setup. (a) Illustration of a finite-size kagome circuit with 360 nodes. The gray, green, and gray line segments represent the capacitors \( C_A \), \( C_B \), and \( C_N \), respectively, and each node is grounded by capacitors and inductors with configurations shown in the insets. (b) Photograph of the printed circuit broad used in experiments. The inset zooms in the local details of the circuit.

All connected nodes. The dashed red triangle represents the unit cell including three nodes, with the first Brillouin zone (BZ) plotted in the inset of Fig. 1(a). For convenience, we express \( J(\omega) \) as \( i\mathcal{H}(\omega) \), with \( \mathcal{H}(\omega) \) akin to the Hermitian TB Hamiltonian expressed as

\[
\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_{\text{NNN}},
\]

where \( \mathcal{H}_0 \) and \( \mathcal{H}_{\text{NNN}} \) represent the NN and NNN coupling Hamiltonian, respectively (see Appendix A for details). Next, as suggested in Refs. [39–42], we use \( Z_3 \) Berry phase to distinguish these phases in the parameter space (here is the \( C_A-C_N \) plane), which is computed by

\[
\theta = \int_{L_1} \text{Tr}[\mathbf{A}(\mathbf{k})] \cdot d\mathbf{k} \pmod{2\pi},
\]

where \( \mathbf{A}(\mathbf{k}) \) is the Berry connection: \( \mathbf{A}(\mathbf{k}) = \imath \Psi^\dagger(\mathbf{k}) \frac{\partial}{\partial \mathbf{k}} \Psi(\mathbf{k}) \) with \( \Psi(\mathbf{k}) \) being the eigenvector of (1) for the lowest band. \( L_1 \) is an integral path in BZ: \( K' \rightarrow \Gamma \rightarrow K'' \), shown by the green line segment in the inset of Fig. 1(a) (see Appendix A for discussion). The computation of \( Z_3 \) Berry phase is displayed in Fig. 1(b). Here, we obtain three different \( Z_3 \) Berry phases, i.e., \( Z_3 = 2\pi/3, -2\pi/3, 0 \), and an ill-defined value, filled by
FIG. 3: Admittance spectrums, wave functions, and impedances. (a) The admittance spectrum as a function of the capacitance ratio \( C_N/C_B \) at \( \omega = \omega_c \). The red, magenta, green, blue, and gray curves represent the type-I corner, type-II corner, type-III corner, edge, and bulk states, respectively. (b) The details of the admittance spectrum [gray rectangle in (a)]. (c) Admittance spectrum at \( C_N/C_B = 0.275 \) [dashed black line in (b)]. (d) The wave-function profiles of the type-I corner, type-II corner, type-III corner, and edge states. (e) The impedance of the 1st, 3rd, 9th, 84th, and 78th node as a function of the driving frequencies. (f) The distributions of impedance at different frequencies. Colored pentagrams on the top right corner indicate the measured frequencies marked in (e). Insets: The distributions of impedance of type-III corner and edge state with higher \( Q \)-factor inductors (\( Q = 200 \)).

blue, green, gray, and white colors, respectively. Specifically, \( Z_3 = 2\pi/3 \) denotes the HOT phase, \( Z_3 = -2\pi/3 \) indicates the BIC phase (see Appendix B), and \( Z_3 = 0 \) is the trivial insulator phase. The ill-defined \( Z_3 \) belongs to the DSM phase owing to the gapless band structures (\( Z_N \) Berry phase can only be rigorously defined for a gapped system. In the presence of strong NNN couplings, the lowest two bands touch each other. One thus cannot have a well-defined \( Z_3 \). It is noted that, in the absence of the NNN coupling, one can only observe the type-I corner state and trivial phase by tuning the ratio \( C_A/C_B \) [25]. However, by adjusting certain capacitances of \( C_A \) or \( C_B \) in this lattice by breaking the crystal symmetry (such as \( C_3 \) symmetry), one may expect some peculiar edge states as illustrated in Ref. [31].

Figures 1(c) displays the band structures for different capacitance ratio \( C_N/C_B \) at \( C_A/C_B = 0.1 \) [blue symbols in Fig. 1(b)]. For \( 0 < C_A/C_B < 1 \), in the absence of NNN hopping term \( (C_N = 0) \), the band structures are gapped, which belongs to the HOT phase [25]. As we increase the capacitance \( C_N \), the lowest two bands firstly converge at \( K \) point at \( C_N/C_B = 0.5 \) and reopen beyond it, and then close again at \( M \) point when \( C_N/C_B = 1 \) (see Appendix A). The degenerate point subsequently moves along the \( M \rightarrow \Gamma \) trace, forming the DSM state (see Appendix C). This phenomenon may provide a feasible method to manage the unique transport properties of itinerant Dirac states, in exploring the physics of anomalous quantum Hall effect [43], minimum conductivity [44, 45], and Klein tunneling [46, 47]. For \( C_A/C_B > 1 \), the two gapless thresholds appear at \( C_A/C_B = 2C_N/C_B \) and \( C_A/C_B = C_N/C_B \), and the behaviors of band structures are similar to the foregoing ones (not shown). Below, we focus on the HOT phase, i.e., \( 0 < C_A/C_B < 1 \) and \( 0 < C_N/C_B < 0.5 \) [blue region in Fig. 1(b)].

III. CORNER STATES

To observe the corner states, we consider a finite-size circuit network with \( N = 360 \) nodes with the configuration being shown in Fig. 2(a). Diagonalizing the circuit Laplacian \( J(\omega) \), we obtain both the admittance spectrum and wave functions. In the following calculations, we consider \( C_A/C_B = 0.1 \) with \( C_B = 1 \) nF. Figure 3(a) shows the admittance spectrum for different NNN hopping strengths. Except for the isolated zero-admittance mode (red segment), the other two modes (magenta and green segments) escape from the edge spectrums, which represent the type-II and type-III corner states, see Fig. 3(b) for details. We demonstrate that the type-II corner states appear for any \( C_N > 0 \), while the type-III corner states emerge
only when \( C_N > C_{Nc} \) with \( C_{Nc} \), the critical value, as shown by the dark blue region in Fig. 1(a) (see Appendix D for details). In Ref. [5], the same lattice is constructed in a photonic system but with a rather weak LRI. Therefore, only the type-II corner states were observed there, and they split from both the lowest and highest boundary modes. In order to find the type-III corner states, one needs a stronger LRI, and the circuit then exhibits its superiority for such a purpose. The strong NNN interactions induce strong couplings between nodes at different edges, so the internal edge modes can separate from the edge state continuum and form the type-III corner states.

Next, we analyze a representative example at \( C_N/C_B = 0.275 \) [the dashed black line in 3(b)]. Specifically, we choose \( C_N = 0.275 \) nF and \( L = 39 \) \( \mu \)H. The admittances \( j_n \) are depicted in Fig. 3(c), with five kinds of eigenmodes donated by red, magenta, green, blue, and gray circles, corresponding to type-I corner, type-II corner, type-III corner, edge, and bulk states, respectively. It is noted that the type-I corner states are pinned to zero admittance, while type-II and type-III corner states are at finite admittances. Figure 3(d) shows the wave functions of the corner states and edge states, from which one can distinguish them clearly. The wave functions of the type-II (type-III) corner states are resembling those of the edge states, which have been proved to be topological [5, 48], but exponentially decaying away from the 2nd (3rd) cell along the boundary. This behavior can be viewed as the boundary states of the topological edge modes, i.e., the corner states.

In an electrical circuit, one can use the impedance between the node and ground to reflect the mode near the zero admittance [16, 25, 29]. In order to observe the different states mentioned above, one can shift the corresponding modes to zero admittance by changing the driving frequency without modifying the wave functions. Here, we adopt the impedance between the 1st, 3rd, 9th, 84th, 78th nodes and the ground to quantify the signals from the type-I corner, type-II corner, type-III corner, edge, and bulk states [see numbered nodes in Fig. 2(a)], respectively. Figure 3(e) shows the theoretical impedance as a function of the driving frequency, in which the red, magenta, green, blue, and gray curves denote the signal from the aforementioned five nodes, respectively. It is noted that we consider the quality factor (\( Q \) factor) of inductor here with the value \( Q = 45 \) measured in the experiment. One can see that the impedance peaks of the type-I, type-II, type-III, and edge states appear at \( f_1 = 444 \) kHz, \( f_2 = 497 \) kHz, \( f_3 = 530 \) kHz, and \( f_4 = 520 \) kHz, respectively, marked by four colored pentagrams, which means the four states close to zero admittance at these frequencies.

We calculate the distributions of the impedance at \( f_1, f_2, f_3 \) and \( f_4 \), with the results plotted in Fig. 3(f). At frequency \( f_1 = 444 \) kHz, the type-I corner modes are pinned at zero admittance. We depict the distribution of impedance at the resonant frequency in the first subfigure of Fig. 3(f). The impedances concentrate on the three vertexes of the sample, which confirms the existence of the type-I corner states. For type-II corner states, we find the distributions of the impedance are identical to the corresponding eigenmode profiles at frequency \( f_2 \). However, the impedance curve of the edge state behaves as an extension and submerges the type-III corner states due to the
finite $Q$ factor of inductor. Therefore, the distributions of the impedance for type-III corner states seem to sprinkle throughout the edge. To distinguish the type-III corner states from edge states, one needs to improve the $Q$ factor of inductors. We plot the distributions of impedance with higher $Q$-factor inductors ($Q = 200$) in the insets of Fig. 3(f), then one can distinguish the type-III corner states from the edge states. Next, we verify these numerical results by experiments.

IV. EXPERIMENT

As shown in Fig. 2(b), we manufacture a printed circuit board (PCB) to observe three kinds of corner states. To directly compare with the numerical calculations, we choose the same electric elements as those in theoretical analysis, but each circuit element has a natural 2% tolerance. The impedance of circuit is measured by the impedance analyzer (Keysight E4990A). Figure 4(a) shows the experimental impedances at different driving frequencies. Similarly, we adopt the impedances between the 1st, 3rd, 9th, 84th, 78th nodes and the ground to characterize the type-I corner (red curve), type-II corner (magenta curve), type-III corner (green curve), edge (blue curve), and bulk (gray curve) states, respectively. The experimental results are fully consistent with the numerical ones. Then, we measure the distribution of impedance at four frequencies marked by red, magenta, green, and blue pentagrams in Fig. 4(a), with the results plotted in Fig. 4(b). One can observe the type-I corner states, type-II corner states clearly, but the type-III corner states mix with the edge states due to the low $Q$ factor.

The $Q$ factor of an inductor is defined as $Q = \omega L / r$, where the $r$ comes from inevitable losses. To compensate for the dissipation, we introduce active elements to the boundary nodes [light green region in Fig. 4(c)], realized by connecting a series of negative resistances $-R$ with the configuration shown in Figs. 4(d) and 4(e) (see Appendix E). We numerically compare two cases that $-R$ in introduced to all nodes and to boundary nodes only, which gives almost identical results. We therefore only add negative resistances to edge nodes to reduce the experimental complexity. As a consequence, the effective $Q$-factor of inductors is improved to about 150, so the impedance peak becomes very sharp, with the peak value being enhanced by about 400%, as shown in Fig. 4(f). We then measure the distribution of impedance at frequency $f_2'$ and $f_4'$ again and clearly separate the type-III corner states from the edge states, see Figs. 4(g) and 4(h). From these experimental results, we find that all corner states are robust against the disorder because the elements intrinsically have 2% tolerance.

To directly observe the dynamic response of the circuit, we measure the propagation of the voltage signals for all three corner states and edge states. As shown in Fig. 5(a), we impose a voltage signal at the first node (labeled by red arrow) by $v(t) = v_0 \sin(2\pi f t)$ with the amplitude $v_0 = 5$ V and $f = f_1'$ by an arbitrary function generator (GW AFG-3022), and measure the amplitudes of the steady voltage sign by the oscilloscope (Keysight MSO3024A) over the whole sample. We find that the signal is only localized at the first node, indicating the type-I corner state. With the same method, we further observe the type-II corner, type-III corner, and edge states at frequency at the $f_2'$, $f_4'$, and $f_4'$, with the results plotted in Figs. 5(b)-5(d), respectively. Meanwhile, we show theoretical results in the insets of each subfigure for comparison, which agree well with experimental findings.

V. CONCLUSION

To summarize, we investigated the effect of LRIs on the topological phases in breathing kagome circuits. With appropriate LRIs, we discovered the type-III corner state and presented a direct experimental observation. We showed that the type-III corner states split from the edge modes, and originate from the strong coupling between nodes at different edges. With stronger LRIs, the BIC and DSM phases subsequently emerge in this system. Our results highlighted the important role played by LRI in topological phases and phase transitions. Our findings significantly advance the understanding of the localization behavior of HOT states and may spur future studies in other systems, such as acoustic lattices, photonic crystals, and cold atoms, and in higher dimensions allowing peculiar hinge states and Weyl semimetal states. It is worth mentioning that the NNN hopping terms in our system differ from the LRIs in the field of strongly correlated electrons that are closely related to local and non-local density interactions. LRIs beyond long-range hopping may exhibit other appealing properties, which deserve thorough exploration in the future.
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APPENDIX

Appendix A: The generalized chiral symmetry, $\mathbb{Z}_3$ Berry phase and phase transitions

As shown in Fig. 6, the NN coupling Hamiltonian is given by

$$\mathcal{H}_0 = \begin{pmatrix} Q_0 & Q_1 & Q_2 \\ Q_1^* & Q_0 & Q_3 \\ Q_2^* & Q_3^* & Q_0 \end{pmatrix}, \quad (A1)$$

with the matrix elements

$$Q_0 = \omega \left[ 2(C_A + C_B) - \frac{1}{\omega^2 L} \right],$$

$$Q_1 = -\omega [C_A + C_B e^{-ik_3/2}],$$

$$Q_2 = -\omega [C_A + C_B e^{ik_1}],$$

$$Q_3 = -\omega [C_A + C_B e^{-ik_3/2}],$$

where $k_{i,j}$ is the wave vector in the $i,j$ directions, and

$$\mathcal{H}_{\text{NNN}} = \begin{pmatrix} Q_{N0} & Q_{N1} & Q_{N2} \\ Q_{N1}^* & Q_{N0} & Q_{N3} \\ Q_{N2}^* & Q_{N3}^* & Q_{N0} \end{pmatrix}, \quad (A3)$$

with the matrix elements

$$Q_{N0} = 4\omega C_N,$$

$$Q_{N1} = -\omega C_N [e^{-ik_1} + e^{ik_1/2} + \sqrt{3}k_3/2],$$

$$Q_{N2} = -\omega C_N [e^{-ik_2} + e^{ik_2/2} + \sqrt{3}k_3/2],$$

$$Q_{N3} = -C_A e^{-ik_3} + e^{ik_3/2} + \sqrt{3}k_3/2].$$

It can be verified that $\mathcal{H}_0$ satisfies the generalized chiral symmetry at resonant frequency $\omega_0 = 1/[\sqrt{L(2C_A + 2C_B)}]$, because of $\Gamma_3^{-1} \mathcal{H}_0 \Gamma_3 = \mathcal{H}_1$, $\Gamma_3^{-1} \mathcal{H}_1 \Gamma_3 = \mathcal{H}_2$, $\mathcal{H}_0 + \mathcal{H}_1 + \mathcal{H}_2 = 0$, with $\Gamma_3 = \text{diag} (1, e^{2\pi i/3}, e^{4\pi i/3})$. If we add the diagonal element $Q_{N0}$ to $Q_{N0}$, the resonant frequency will shift from $\omega_0$ to $\omega_c = 1/[\sqrt{L(2C_A + 2C_B + 4C_N)}]$. We find that the remainder of $\mathcal{H}_{\text{NNN}}$ still holds the generalized chiral symmetry. It is to say that the periodic NNN hopping terms do not break the generalized chiral symmetry but only cause a shift of the resonant point, which provides topological protection for the triply degenerate zero-admittance mode.

Next, we discuss the relationship between the $C_3$ symmetry and the quantized $\mathbb{Z}_3$ Berry phase. The Berry phase is closely related to the local twist of the Hamiltonian [39], which is quantized due to time-reversal symmetry and inversion symmetry, for instance. In the breathing kagome lattice, it has $C_3$ symmetry, so the points $K$, $K'$, $K''$ in the Brillouin zone are equivalent, as shown in the inset of Fig. 6. So, there are three equivalent paths for computing $\mathbb{Z}_3$ Berry phase: $L_1$: $K' \rightarrow \Gamma \rightarrow K''$, $L_2$: $K'' \rightarrow \Gamma \rightarrow K$ and $L_3$: $K \rightarrow \Gamma \rightarrow K'$. As a result, the Berry phases $\theta(L_i)$ should take the same value, i.e., $\theta(L_1) = \theta(L_2) = \theta(L_3)$. In addition, the integral along the path $L_1 + L_2 + L_3$ is equal to zero, i.e., $\sum_{i=1,3} \theta(L_i) = 0$. Therefore, we obtain the quantized $\mathbb{Z}_3$ Berry phase $\theta \equiv \theta(L_2) = 2\pi k/3$ with $k = 0, 1, 2$.

To show the details of phase transition at $K$ and $M$ points, we analyze the eigenvalues and wave functions at these two points. At $K$ point, the admittance spectra are given by $j_{K}^{(1)} = C_A + C_B - 4C_N$, $j_{K}^{(2)} = C_A - 2C_B + 2C_N$, and $j_{K}^{(3)} = -2C_A + C_B + 2C_N$ with the corresponding wave functions expressed as

$$\phi_1 = \left[ -\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 1 \right]^T, \quad \phi_2 = \left[ \frac{\sqrt{2}}{2}, -\frac{\sqrt{2}}{2}, 1 \right]^T, \quad \phi_3 = \left[ 1, 1, 1 \right]^T.$$

We find that the lowest band exchanges from $j_{K}^{(2)}$ to $j_{K}^{(1)}$ at $C_N/C_B = 0.5$ [the first phase transition in Fig. 1(b)]. Meanwhile, the expectation value of the phase functions for the lowest band $\varphi_{C_i} = \arg(\phi_{i}^\dagger R_{3}\phi)$ [48] changes from $2\pi$ to $-\pi$ (same as the $Z_3$ Berry phase), where

$$R_3 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$$

is the three-fold rotational operator.

At $M$ point, the admittance spectra are $j_{M}^{(1)} = C_A + C_B - 2C_N$, $j_{M}^{(2)} = C_N - C_A/2 - \Delta/2$, and $j_{M}^{(3)} = C_N - C_B/2 - C_A/2 + \Delta/2$ with the eigenmodes $\phi_1 = [0,-1,1]^T$, $\phi_2 = \left[ -(C_A + C_B - 2C_N - \Delta)/(2C_A - 2C_B), 1, 1 \right]^T$, and $\phi_3 = \left[ -(C_A + C_B - 2C_N + \Delta)/(2C_A - 2C_B), 1, 1 \right]^T$. Here $\Delta = \sqrt{9C_A^2 - 14C_A C_B - 4C_B C_N + 9C_N^2 - 4C_B C_N + 4C_N^2}$. The lowest two bands close at $C_N/C_B = 1$, accompanied by the exchange of the lowest band from $j_{M}^{(2)}$ to $j_{M}^{(1)}$ and the wave functions from $\phi_2$ to $\phi_1$ [the second phase transition in Fig. 1(b)]. In the case of $C_N/C_B > 1$, the lowest two bands touch each other and form the semimetal states. For the trivial state, the wave-function phase $\varphi_{C_i}$ is always equal to 0.
Appendix B: Bound state in the continuum

In Fig. 3(a), one cannot find any isolated mode in the range of $0.5 < C_N/C_B < 1$ [green region in Fig. 1(b)]. However, if we evaluate the inverse participation ratio (IPR)

$$p = \sum_i |\phi_i|^4$$  \hspace{1cm} (B1)

of the system, where $\phi_i$ is the normalized wave function with $\sum_i |\phi_i|^2 = 1$, we find localized states buried in the bulk and edge continuum, as shown in Fig. 7(a). The IPR has been widely adopted to study Anderson localization in disordered systems [49], and to confirm the existence of HOT states recently [50, 51]. Taking $C_N/C_B = 0.75$ as an example, we find two groups of localized states appearing in the continuum, as shown in Fig. 7(b). We plot their wave functions in Figs. 7(c) and 7(d), respectively. We confirm that both localized states actually are corner states.

![FIG. 7: Admittance spectrums and eigenmodes of BIC. (a) The admittance spectrum as a function of $C_N/C_B$ at $C_A/C_B = 0.1$, with the IPR indicated by the color map. The magenta dots represent the localized states, while gray dots mean extended states. (b) The admittance spectrum at $C_N/C_B = 0.75$ with the inset showing the details. (c)(d) The profile of the wave functions of the localized states with the state number $n = 180$ and 194, respectively.](image)

Appendix C: Dirac semimetal state

To illustrate the DSM state, we plot the band structure of an infinite kagome circuit in Fig. 8(a). The lowest two bands linearly touch each other at six points, which corresponds to the DSM state. Besides, by tuning the capacitance $C_N$, we find that the positions of the six Dirac points continuously move (one of them moves along the path $M \to \Gamma$), see Fig. 8(b).

To obtain an analytical understanding, we begin with Hamiltonian (1), and rewrite it as a concise form

$$\mathcal{H} = \begin{pmatrix} 0 & a & b \\ a^* & 0 & c \\ b^* & c^* & 0 \end{pmatrix},$$  \hspace{1cm} (C1)

with $a = Q_1 + Q_{N1}$, $b = Q_2 + Q_{N2}$, and $c = Q_3 + Q_{N3}$ [see Eq. (A2) and Eq. (A4) for details]. The secular equation is given by

$$\lambda^3 - (aa^* + bb^* + cc^*)\lambda - ab^*c - a^*bc^* = 0.$$  \hspace{1cm} (C2)

For a cubic equation, if the discriminant $27(ab^*c + a^*bc^*)^2 = 4(aa^* + bb^* + cc^*)^3$ is satisfied, it must have three real roots with two degenerate ones. Imposing $k_y = \frac{\sqrt{3}}{2}k_x$, the matrix elements $a, b,$ and $c$ can be simplified as

$$a = b = -\omega(C_A + C_B e^{-ik_x} + C_N e^{-ik_y}),$$
$$c = -\omega(C_A + 2C_N \cos k_x).$$  \hspace{1cm} (C3)

Divided by $-\omega C_B$, the above equations are expressed as

$$a = b = t_n e^{-ik_y} + t_n e^{-ik_x},$$
$$c = t_n \cos k_x,$$  \hspace{1cm} (C4)

with $t_n = C_A/C_B$ and $n = C_N/C_B$. The discriminant is simplified as $8(aa^*)^3 - 15(aa^*)^2c + 6aa^*c^3 + c^6 = 0$. Substituting the expressions of $a, c$ to this equation, we get

$$2t_n(t_n - 1) \cos k_x + 2t_n^2 \cos(2k_x) + t_n^2 - 2t_n - 1 = 0.$$  \hspace{1cm} (C5)

The solution is given by

$$\cos(k_x) = -\frac{t_n - t_n^2 + \sqrt{t_n^2 - 2t_n^2t_n + t_n^4 + 4t_n^4 + 8t_n^3 + 4t_n^2}}{4t_n^2}.$$  \hspace{1cm} (C6)

At $t_n = 1$, we have $\cos(k_x) = -1$ ($k_x = \pm \pi$). In the case of $t_n < 1$ ($t_n > 1$), the value of the right part of Eq. (C6) is greater (less) than 1, so we can obtain a real solution of $k_x$ only for $t_n > 1$. In the limit of $t_n \to \infty$, we obtain $\lim_{t_n \to \infty} \cos(k_x) = -1/2$ and $k_x = \pm \frac{\pi}{2}$, which is the terminal of the Dirac points. We therefore prove that the solution

![FIG. 8: Tunable Dirac points. (a) Illustration of the band structures of an infinite system with $C_A/C_B = 0.1$ and $C_A/C_B = 1.5$. (b) The positions of the six Dirac points (green dots) move in the first BZ as $C_N/C_B$ ranges from 1 to 20. The blue hexagon shows the first BZ and the gray arrows indicate the moving direction of the Dirac points.](image)
We consider the circumstance of Dirac points exist along the lines of the band structure as dots in Fig. 8(b). In such a case, we can analytically solve the perturbation Hamiltonian given by

$$H = \omega \begin{pmatrix} 0 & C_N & 0 \\ C_N & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  

Diagonalizing the above matrix, we obtain the perturbation solution

$$\delta j_n = \pm \omega \left( \frac{C_A + 2C_N}{2C_A + 4C_N} \right)^2,$$

with the results plotted by dashed red lines in Fig. 9(c). The two solutions are type-II corner states. The NNN couplings cause the splitting of the boundary modes as \(\delta \omega_1 = 2\omega C_N\), \(\delta \omega_2 = 2\omega (C_N^2 - C_N^4)\), and \(\delta \omega_3 = 2\omega (C_N^2 - C_N^5)\), which can be approximatively regarded as an effective capacitances \(C_N, C_N^2\) and \(C_N^5\) directly connect the two boundary nodes, as the red arrows shown in Fig. 10(a). Next, we will show how these connections induce the type-II and type-III corner states.

As shown in Fig. 10(b), one can separate the nodes of the breathing kagome lattice into three types: single, dimer, and trimer. The edge spectra are formed by the boundary dimers.
Then, we reduce to the effective one-dimensional problem with two edges (green sectors) meeting at the corner, as shown in Fig. 10(b). The effective hopping term $\omega_{CN}$ connects the 3rd node to the 4th node, and as a result, the 1st and 6th bands split from the edge state continuum and form the type-II corner state [see black line in Fig. 10(c)]. To explain the energy splitting of the type-III corner state, we consider the interaction $\omega_{CN}^2$ between the 2nd and 5th, and the result is plotted in Fig. 10(c). We find the 2nd and 5th blue spectrums first submerge in the edge spectrums and then diverge from them at a critical point, and result in the emergence of the type-III corner states. Therefore, a threshold exists for the appearance of type-III corner states, as labeled by the orange dot in Fig. 9(d). In Fig. 10(d), we plot the critical points of emergence of type-III corner state for different capacitance $C_A$, and one can find the type-III corner state in the blue region. The critical points can be fitted by the following curve

$$\frac{C_A}{C_B} = 0.0058 \exp \left(21.11 \frac{C_N}{C_B}\right),$$

and different $C_A$ gives different threshold $C_{NC}$. Furthermore, by taking the effective coupling $\omega_{CN}^2$ between 1st and 6th nodes into account, we find the 3rd and 4th can deviate from the edge state continuum a little but cannot escape from them. Therefore, one can only observe two types of corner states splitting from the edge spectrums in the present model.

Appendix E: The realization of the negative resistance

As shown in Figs. 4(d) and 4(e), the negative resistance is realized by an integrated operational amplifier XL5532 and three resistances $R_a, R_b$, and $R_n$. For an ideal operational amplitude, $i_+ = 0$, $i_- = 0$, and $\mu g = 0$ (most modern amplifiers have large gains and input impedances, so the analysis is feasible in a real circuit). According to Ohm’s law, we obtain

$$v_m - v_o = i R_n,$$

$$v_o = \frac{R_a + R_b}{R_b} v_m.$$  \hspace{1cm} (E1)

Combining these two equations, we have

$$\frac{v_m}{i} = \frac{R_a}{R_b} R_n.$$  \hspace{1cm} (E2)

Here, we choose $R_a = R_b = R_n = 4.99 \, k\Omega$, so the network is equivalent to a negative resistance due to $v_m = i(-R)$.
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