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Abstract

We present a method for determining the local stability of equilibrium points of conservative generalizations of the Lotka-Volterra equations. These generalizations incorporate both an arbitrary number of species—including odd-dimensional systems—and nonlinearities of arbitrarily high order in the interspecific interaction terms. The method combines a reformulation of the equations in terms of a Poisson structure and the construction of their Lyapunov functionals via the energy-Casimir method. These Lyapunov functionals are a generalization of those traditionally known for Lotka-Volterra systems. Examples are given.
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1. Introduction

Consider the following Lotka-Volterra system \[26,41\]

\[
\dot{x}_i = x_i \left( \lambda_i + \sum_{j=1}^{n} A_{ij} x_j \right), \quad i = 1, \ldots, n \tag{1}
\]

which is assumed to have a unique equilibrium point, \(x_0 \in \text{int}\{\mathbb{R}^n_+\}\). One of the most relevant results about its stability is well summarized in a theorem originally enunciated by Kerner [17], and later generalized by many different authors [5,6,8,16,21,24,27,35,37-40] (see also [14,25,36] for detailed reviews of the subject). The result makes use of the well-known Lyapunov functional

\[
V(x) = \sum_{i=1}^{n} d_i \left( x_i - x_{0i} - x_{0i} \ln \frac{x_i}{x_{0i}} \right) \tag{2}
\]

The time derivative of (2) along the trajectories of (1) is

\[
\dot{V}(x) = \frac{1}{2} (x - x_0)^T (D \cdot A + A^T \cdot D) (x - x_0) \tag{3}
\]

where \(D = \text{diag}(d_1, \ldots, d_n)\). Thus, it can be stated that if there exists a positive definite diagonal matrix \(D\) such that \(D \cdot A + A^T \cdot D\) is negative definite, \(x_0\) is Lyapunov asymptotically stable. Moreover if, instead, \(D \cdot A + A^T \cdot D\) is negative semi-definite, then \(x_0\) is Lyapunov semi-stable and every solution of (1) in \(\text{int}\{\mathbb{R}^n_+\}\) tends to the maximal invariant set \(M\) contained in the set (see [22,23,28] and references therein)

\[
E = \left\{ x \in \text{int}\{\mathbb{R}^n_+\} / (x - x_0)^T (D \cdot A + A^T \cdot D) (x - x_0) = 0 \right\} \tag{4}
\]

Every one of the two previous alternatives encompasses the already classical community models, respectively: The so-called Lotka-Volterra dissipative and conservative systems [25]. In particular, Lotka-Volterra conservativeness implies that (2) is a constant of motion, thus making conservative systems formally amenable to analysis by standard theoretical mechanics methods [3,19,20] and statistical mechanics considerations [4,17,18]. On this respect, the Hamiltonization of classical Lotka-Volterra conservative systems [19,20] proceeds by defining the canonical variables, \(z_i\), as linear transforms of new dependent variables \(y_i = \ln(x_i/x_{0i})\). If the Hamiltonian, \(H\), is simply identified with the functional in (2) appropriately rewritten in the canonical variables, \(z_i\), the conservative Lotka-Volterra equations adopt the familiar symplectic form

\[
\dot{z} = S \cdot \nabla H(z) \tag{5}
\]
where $S$ is the classical symplectic matrix [7].

Unfortunately, this constructive procedure cannot be carried out beyond the class of even-dimensional classical conservative Lotka-Volterra systems. This made the Hamiltonian description of rather limited use until Nutku [30] and Plank [33] suggested re-considering it under the light of the more general Poisson structure representation (see [31] for an overview; see also references therein). Poisson systems constitute a natural extension of classical Hamiltonian dynamical systems, but have the advantage of embracing odd-dimensional flows as well. In the Poisson context, no prior transformation on the variables is necessary, and the conservative Lotka-Volterra equations can be put into Poisson form in terms of the original variables

$$\dot{x} = \mathcal{J} \cdot \nabla H(x)$$ (6)

where the elements of the structure matrix $\mathcal{J}$ are defined as $J_{ij} = K_{ij}x_ix_j$, $K$ being a skew-symmetric matrix, and $H$ is the classical Volterra’s constant of motion (2).

In fact, form (6) happens to be suitable for embracing a higher number of families of conservative systems than those of type (1), as stated in the following result (see [12]):

**Theorem 1.** [12] Let us consider a differential system defined in the positive orthant, of the form

$$\dot{x}_i = x_i \left( \lambda_i + \sum_{j=1}^{m} A_{ij} \prod_{k=1}^{n} x_k^{B_{jk}} \right), \quad i = 1, \ldots, n, \quad m \geq n$$ (7)

such that $\text{rank}(B) = n$ and

$$\lambda = K \cdot L, \quad A = K \cdot B^T \cdot D,$$ (8)

with $K$, $L$ and $D$ matrices of real entries, where $K$ is $n \times n$ and skew-symmetric; $L$ is $n \times 1$; and $D$ is $m \times m$, diagonal and of maximal rank. Then the system has a constant of motion of the form:

$$H = \sum_{i=1}^{m} D_{ii} \prod_{k=1}^{n} x_k^{B_{ik}} + \sum_{j=1}^{n} L_j \ln x_j$$ (9)

Moreover, the system is Poisson with Hamiltonian $H$ and a structure matrix $\mathcal{J}$ with entries $J_{ij} = K_{ij}x_i x_j$.  
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Note that systems (7) appear when we combine a quadratic structure matrix (first identified by Plank [33]) together with Hamiltonian (9), which is a generalization of Volterra’s constant of motion (2). Important dynamical features of certain particular cases of such systems have recently deserved detailed attention in the literature [34]. In what follows, we shall denote systems described by Theorem 1 as quasipolynomial of Poisson form, or QPP in brief. QPP systems (7) include the conservative Lotka-Volterra equations as a particular case when \( m = n \), \( B \) is the identity matrix, the dimension is even and \( A \) is invertible. In such a case, Hamiltonian (9) also reduces to Volterra’s first integral, as it can be easily verified.

The purpose of the present article is to investigate under which conditions the equilibrium points of the QPP systems are stable and compare the resulting generalization with what is known for conservative Lotka-Volterra models (1). In particular, we shall also carry out a generalization of the corresponding Lyapunov functionals (2). In this way, we shall complete a treatment that simultaneously embraces arbitrary-dimensional systems and also arbitrary nonlinearities in the flow.

The construction of suitable Lyapunov functionals for the QPP systems involved will be possible thanks to their Poisson structure, which allows the use of the energy-Casimir method (see [15] and references therein) in which the stability analysis of a given fixed point \( x_0 \) proceeds by defining an ansatz for the Lyapunov functional, which takes the form:

\[
H_C(x) = H + F(C_1, \ldots, C_k)
\]

where \( F(z_1, \ldots, z_k) \) is a \( C^2 \) real function to be determined and \( \{C_1, \ldots, C_k\} \) is a complete set of independent Casimir invariants. The method amounts to the search of one suitable \( F \), by imposing two conditions on \( H_C \): (i) \( H_C \) must have a critical point at \( x_0 \); and (ii) the second derivative of \( H_C \) at \( x_0 \) must be either positive or negative definite. Once one suitable \( F \) has been found, stability of \( x_0 \) follows automatically, and the method provides us with a Lyapunov functional for this point.

The structure of the article is as follows: Section 2 is devoted to the establishment of the main stability theorem. Different consequences of the result are considered in the examples of Section 3.
2. Stability of QPP Systems

Let us start by recalling the following definition, valid for normed spaces (see [15]):

**Definition 1.** [15] A given steady state $x_0$ of a dynamical system is said to be locally stable if for every $\varepsilon > 0$ there exists a $\delta > 0$ such that: If $\|x(0) - x_0\| < \delta$, then $\|x(t) - x_0\| < \varepsilon$ for every $t > 0$.

In what follows, stability shall denote local stability. We give now our main result:

**Theorem 2.** Consider a QPP system with either $m = n$ and $|B| > 0$, or with $m > n$. If matrix $D$ is positive or negative definite, then:

(i) Every fixed point belonging to the interior of the positive orthant is stable.

(ii) For every fixed point belonging to the interior of the positive orthant there is a Lyapunov functional of the form:

$$H_C = H + \sum_{i=1}^{n} N_k \ln x_k, \quad N \in \ker(K),$$

where $H$ is the Hamiltonian (9).

**Proof.**

The proof rests strongly on the quasimonomial formalism. The unfamiliar reader is referred to the basic references on the subject [1-2,10-13,32].

The strategy of the proof consists in reducing the problem to the Lotka-Volterra representative and analyzing there the stability of the fixed points. The resulting criteria and Lyapunov functionals are then mapped back into the original system.

For the sake of clarity, we omit in what follows the proofs of the auxiliary lemmas, which can be found in the Appendix.

**Proof of the first statement of Theorem 2.**

We begin by examining the behaviour of stability properties under embeddings. Consider an arbitrary quasipolynomial system with $m > n$:

$$\dot{x}_i = x_i \left( \lambda_i + \sum_{j=1}^{m} A_{ij} \prod_{k=1}^{n} x_k^{B_{jk}} \right), \quad i = 1, \ldots, n$$
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Let $\hat{A}$, $\hat{B}$ and $\hat{\lambda}$ be the matrices of the expanded system which are defined in the following way:

$$
\hat{A} = \left( \begin{array}{c|c}
A_{n \times m} & O_{(m-n) \times m} \\
\end{array} \right), \quad \hat{B} = \left( \begin{array}{c}
B_{m \times n} | B'_{m \times (m-n)} \\
\end{array} \right), \quad \hat{\lambda} = \left( \begin{array}{c}
\lambda_{n \times 1} \\
O_{(m-n) \times 1} \\
\end{array} \right)
$$

(13)

where we have explicitly indicated by means of indexes the sizes of the submatrices for the sake of clarity, $O$ denotes a null matrix, $B'$ is a matrix of arbitrary entries chosen in such a way that $|\hat{B}| > 0$, and $x_i = 1$ for $i = n + 1, \ldots, m$.

**Lemma 1.** Let $x_0 = (x_{01}, \ldots, x_{0n})$, with $x_{0i} > 0$ for $i = 1, \ldots, n$, be a phase-space point of (12), and let $\tilde{x}_0 = (x_{01}, \ldots, x_{0m})$, with $x_{0i} = 1$ for $i = n + 1, \ldots, m$, be the corresponding phase-space point of the expanded system. Then:

(i) $x_0$ is a fixed point of (12) if and only if $\tilde{x}_0$ is a fixed point of the expanded system.

(ii) If $x_0$ and $\tilde{x}_0$ are fixed points, then $x_0$ is stable if and only if $\tilde{x}_0$ is stable.

We can now examine the effect of quasimonomial transformations (QMT’s from now on) of the form:

$$
x_i = \prod_{k=1}^{n} y_{ik}^\Gamma, \quad i = 1, \ldots, n, \quad |\Gamma| > 0
$$

(14)

**Lemma 2.** Given a quasipolynomial system of the form (12) with $m \geq n$, and a stable fixed point $x_0$ belonging to the positive orthant, the image of $x_0$ under an arbitrary QMT of the form (14) is also stable.

In particular, Lemma 2 applies to the expanded QP system (13). Let us choose a QMT such that $\Gamma$ in (14) is given by $\hat{B}^{-1}$ in (13). The result is a new QP system with characteristic matrices:

$$
\hat{A}' = \hat{B} \cdot \hat{A}, \quad \hat{B}' = I, \quad \hat{\lambda}' = \hat{B} \cdot \hat{\lambda}
$$

(15)

and thus a Lotka-Volterra system ($\hat{B}'$ is the identity matrix). The inverse transformation, leading from (15) to (13) is also a QMT, thus validating Lemma 2 for (15).

Alternatively, in the case $m = n$ no embedding is to be performed and Lemma 2 is applied directly to the original flow setting $\Gamma = B^{-1}$.

In either case ($m > n$ or $m = n$) we have reduced the stability problem to that corresponding to the Lotka-Volterra representative: If we establish stability for the
corresponding fixed point of the Lotka-Volterra system, the steady state of the original flow will automatically be stable. Note that these considerations hold irrespectively of the fact that now the Lotka-Volterra representative may have an infinity of fixed points, even if this is not the case for the original flow.

Let us then consider an arbitrary \( m \)-dimensional QPP system of Lotka-Volterra form. Since the tildes and primes appearing in (15) will not be necessary in what follows, we drop them for the sake of clarity. We then have \( A = K \cdot D \), \( \lambda = K \cdot L \) and, according to [12], \( \text{rank}(A) = \text{rank}(K) \equiv r \leq m \). Steady states are given in parametric form by:

\[
x_0(N) = -D^{-1} \cdot (L - N) , \quad N \in \ker(K)
\]  

(16)

We can now turn to the characterization of stability of steady-states by means of the energy-Casimir method. The \((m - r)\) independent Casimir functions are of the form:

\[
C(N) = \sum_{j=1}^{m} N_j \ln x_j , \quad N \in \ker(K)
\]  

(17)

and we can accordingly take the following convenient form for the energy-Casimir functional:

\[
H_C \equiv \sum_{j=1}^{m} (D_{jj}x_j + (L_j + N_j) \ln x_j)
\]  

(18)

where \( N \in \ker(K) \) is to be determined. Let us concentrate on a particular steady state \( x_0^* = -D^{-1} \cdot (L - N_0) \). We can state:

**Lemma 3.** If the entries of \( (L - N_0) \) are either all positive or all negative, then \( x_0^* \) is stable.

Now notice that:

\[
L - N_0 = -D \cdot x_0^*
\]  

(19)

Since we consider only steady states belonging to the positive orthant, Lemma 3 can be equivalently formulated in terms of positiveness or negativeness of matrix \( D \). Since \( D \) is invariant under QMTs and embeddings [12], the same result is valid for the original QPP system and the first part of Theorem 2 is demonstrated.
Proof of the second statement of Theorem 2.

The energy-Casimir functional (18) is mapped into a functional of the form (11) for the original QPP system [12]. We need to prove, however, that (11) is also an energy-Casimir functional. This is done in the following two lemmas:

Lemma 4. Every QMT of the form (14) maps an energy-Casimir functional into an energy-Casimir functional.

And finally:

Lemma 5. The property of being an energy-Casimir functional is preserved in the process of decoupling the \((m - n)\) variables of the embedding.

This completes the proof of Theorem 2.

Remark 1. The stable character of the steady state is independent of important features of the system, such as the degree of nonlinearity or the number of fixed points present in the positive orthant. This implies that there are certain degrees of freedom available in the Hamiltonian which can be varied without destroying the stability of motion. This has relevant consequences that we shall illustrate in the next section.

Remark 2. The criterion in Theorem 2 can be verified straightforwardly by simple inspection of the Hamiltonian. In particular, a precise knowledge of the coordinates of the fixed point(s) is not required.

Remark 3. In the specific case of conservative Lotka-Volterra equations, we have from (8) that \(B\) is the identity matrix and then \(A = K \cdot D\). Therefore, if the hypothesis of Theorem 2 is verified then there exists a diagonal positive definite matrix \(\tilde{D}\), which is the absolute value of \(D\), such that \(\tilde{D} \cdot A + A^T \cdot \tilde{D} = 0\) due to the skew-symmetry of \(K\). Accordingly, the classical stability criterion for conservative Lotka-Volterra systems is implied by Theorem 2 and now appears as a particular case.
3. Examples

Example 1. We first consider Volterra’s [41] predator-prey equations:

\[
\begin{align*}
\dot{x}_1 &= x_1(a - bx_2) \\
\dot{x}_2 &= x_2(-d + cx_1)
\end{align*}
\]  

Here \(a, b, c\) and \(d\) are positive constants. This system is QPP with:

\[
K = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad D = \begin{pmatrix} -c & 0 \\ 0 & -b \end{pmatrix}, \quad L = \begin{pmatrix} d \\ a \end{pmatrix}
\]

The Hamiltonian is:

\[
H(x_1, x_2) = -cx_1 - bx_2 + d\ln x_1 + a\ln x_2
\]

It is well known that there is a unique fixed point in the positive orthant, which is stable. We can immediately verify this from the point of view of Theorem 2, since \(D\) in (21) is negative definite. Therefore the steady state is stable. Moreover, (22) is a Lyapunov functional for it, since flow (20) is symplectic.

Example 2. Taking the system of Example 1 as starting point, let us now consider the following generalization of the Hamiltonian:

\[
H(x_1, x_2) = -cx_1^\alpha x_2^\beta - bx_1^\gamma x_2^\delta + d\ln x_1 + a\ln x_2
\]

Now the equations become

\[
\begin{align*}
\dot{x}_1 &= x_1(a - \beta cx_1^\alpha x_2^\beta - \delta bx_1^\gamma x_2^\delta) \\
\dot{x}_2 &= x_2(-d + \alpha cx_1^\alpha x_2^\beta + \gamma bx_1^\gamma x_2^\delta)
\end{align*}
\]  

Let us assume that \(\alpha, \beta, \gamma\) and \(\delta\) are all positive. Since in Volterra’s model \(\alpha\) and \(\delta\) are greater than \(\beta\) and \(\gamma\), we shall also extend this requirement here and consider:

\[
|B| = \alpha\delta - \beta\gamma > 0
\]

Within these assumptions, which are not very restrictive, it is not difficult to prove that there exists a unique fixed point inside the positive orthant if and only if:

\[
\frac{\delta}{\gamma} > \frac{a}{d} > \frac{\beta}{\alpha}
\]
We have that matrix $D$ retains the same form than in (21). Therefore, according to Theorem 2 the point is stable, Hamiltonian (23) is also a Lyapunov functional of the generalized system (given that (24) is a symplectic flow) and (26) remains as the only condition both for the positiveness of the fixed point and for its stability.

It is clear that the generalized Hamiltonian (23) must incorporate dynamical features not present in Volterra’s model. To see this, we first put (24) into classical Hamiltonian form by means of transformation $y_i = \ln x_i$, for $i = 1, 2$ (see [12] for the general reduction algorithm of QPP systems into the Darboux canonical form). After that, we perform a phase-space translation with the new axes centered in the steady state: $y_i = y_i^0 + \varepsilon_i$, $i = 1, 2$. Finally, we consider the case of small oscillations around the steady state and neglect terms of order $\varepsilon^3$. The resulting system has the following Hamiltonian:

$$H(\varepsilon_1, \varepsilon_2) = \mu_1 \varepsilon_1^2 + \mu_2 \varepsilon_2^2 + 2\mu_1 \varepsilon_1 \varepsilon_2,$$

where $\mu_1$, $\mu_2$ and $\mu$ are negative constants.

We shall first consider a particular case of (24)

$$\dot{x}_1 = x_1(a - (1 + \delta^*)bx_2^{1+\delta^*})$$
$$\dot{x}_2 = x_2(-d + (1 + \alpha^*)cx_1^{1+\alpha^*})$$

where $\alpha^*$ and $\delta^*$ are greater than $-1$. It is a simple task to demonstrate that for (28) $\mu = 0$ in (27), and then the trajectories are ellipses aligned with the coordinate axes, similarly to what occurs in Volterra’s case. However, the frequency of the oscillations is now generalized to:

$$\omega = \sqrt{(1 + \alpha^*)(1 + \delta^*)ad}$$

If $\alpha^*$ and $\delta^*$ remain small, $\omega$ is of the order of Volterra’s frequency $\omega_0 = \sqrt{ad}$. In the most general case, $\omega$ can take any positive value, and is not restricted to any particular range.

There are some additional features not present in Volterra’s model which are due to the off-diagonal terms in matrix $B$. These are related to the phase shift between the oscillations of the predator and the prey. To see this, let us turn back to the general Hamiltonian (27) for the case of small oscillations. It is well known that there exists a canonical transformation, which is a rotation of angle $\phi$ of the axes, such that in the new variables the Hamiltonian is

$$H(\xi_1, \xi_2) = \lambda_1 \xi_1^2 + \lambda_2 \xi_2^2,$$
where $\lambda_1$ and $\lambda_2$ are the eigenvalues of the ellipse. The solution for $(\xi_1, \xi_2)$ is straightforward. Then, if we transform back into the variables $(\varepsilon_1, \varepsilon_2)$, a simple calculation shows that the phase shift between the predator and the prey is just:

$$\Phi(\rho, \phi) = \frac{\pi}{2} + \arctan(\rho \tan \phi) - \arctan(\rho^{-1} \tan \phi)$$  \hspace{1cm} (31)$$

where $\rho = \sqrt{\lambda_1/\lambda_2}$. Thus, we now have phase shifts which may be different to $\pi/2$, which is the classical Volterra value ($\phi = 0$). Notice that, in the neighbourhood of $\phi = 0$ we have:

$$\Phi(\rho, \phi) = \frac{\pi}{2} + \left(\rho - \frac{1}{\rho}\right) \phi + o(\phi^3)$$  \hspace{1cm} (32)$$

Therefore, if the eigenvalues do not have exactly the same magnitude (which is a reasonable assumption) these models can reproduce, in particular, a whole range of phase shifts centered around $\pi/2$. This is consistent with observed time series in predator-prey systems (see, for example, [9, pp. 60, 92] and [29, p. 67]) in which the average phase shifts may differ from $\pi/2$.

We can then conclude that generalization (23) accounts for additional features observed in real systems, while retaining the advantages and the basic framework provided by a Hamiltonian formulation.

**Example 3.** We shall start again with the Lotka-Volterra equations (20). Let us now consider the addition to the Hamiltonian (22) of two extra nonlinear terms:

$$H(x_1, x_2) = -cx_1 - bx_2 + \sigma_1 x_1^\alpha + \sigma_2 x_2^\beta + d \ln x_1 + a \ln x_2$$  \hspace{1cm} (33)$$

with both $\alpha$ and $\beta$ positive and different from 1. Notice that matrix $D$ is:

$$D = \begin{pmatrix}
-c & 0 & 0 & 0 \\
0 & -b & 0 & 0 \\
0 & 0 & \sigma_1 & 0 \\
0 & 0 & 0 & \sigma_2
\end{pmatrix}$$  \hspace{1cm} (34)$$

The resulting generalized equations are:

$$\dot{x}_1 = x_1(a - b x_2 + \beta \sigma_2 x_2^\beta)$$

$$\dot{x}_2 = x_2(-d + c x_1 - \alpha \sigma_1 x_1^\alpha)$$  \hspace{1cm} (35)$$

Before considering the existence of steady states, note from the form of $H$ and $D$ and from Theorem 2 that every fixed point of the positive orthant is stable if $\sigma_1 < 0$ and $\sigma_2 < 0$, independently of the values of $\alpha$ and $\beta$. Let us assume that this is the case. It
is then simple to prove that there exists a unique point in the interior of the positive orthant which verifies the fixed point conditions:

\[
\begin{align*}
    cx_1 - \alpha \sigma_1 x_1^\alpha &= d \\
    bx_2 - \beta \sigma_2 x_2^\beta &= a
\end{align*}
\]  

(36)

Therefore there is a unique steady state inside the positive orthant, it is stable and $H$ is a Lyapunov functional for it. The analytic determination of the coordinates of the point may be a nontrivial problem, since $\alpha$ and $\beta$ are real constants in general. However, it is now possible to establish stability even without knowing the exact position of the point, but only by demonstrating its existence.

**Example 4.** We shall finally look upon the following system, characterized by Nutku [30]:

\[
\begin{align*}
    \dot{x}_1 &= x_1(\rho + cx_2 + x_3) \\
    \dot{x}_2 &= x_2(\mu + x_1 + ax_3) \\
    \dot{x}_3 &= x_3(\nu + bx_1 + x_2)
\end{align*}
\]  

(37)

As Nutku has pointed out, this is a Poisson system if

\[
abc = -1, \quad \nu = \mu b - \rho a
\]  

(38)

In fact, if conditions (38) hold the system is QPP with Hamiltonian:

\[
H = abx_1 + x_2 - ax_3 + \nu \ln x_2 - \mu \ln x_3
\]  

(39)

The associated QPP matrices are:

\[
K = \begin{pmatrix}
0 & c & bc \\
-c & 0 & -1 \\
-bc & 1 & 0
\end{pmatrix}, \quad D = \begin{pmatrix}
ab & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -a
\end{pmatrix}, \quad L = \begin{pmatrix}
0 \\
\nu \\
-\mu
\end{pmatrix}
\]  

(40)

System (37), being odd-dimensional, falls out of the scope of the traditional Hamiltonian domain. However, the previous results hold in this context as well. If we apply Theorem 2 to this case, from $D$ in (40) together with (38) we immediately obtain that the fixed points of the positive orthant are stable if $a < 0$, $b < 0$ and $c < 0$. Notice that system (37) has an infinite number of fixed points, so stability is simultaneously demonstrated for all those belonging to int $\{R_+^3\}$.

Notice also that the flow is not symplectic, and we have one independent Casimir invariant:

\[
C = ab \ln x_1 - b \ln x_2 + \ln x_3 = \text{constant}
\]  

(41)
Thus, according to (11) the Lyapunov functional of every positive steady state will be of the form:

\[ H_C = H + \kappa C = abx_1 + x_2 - ax_3 + \kappa ab \ln x_1 + (\nu - \kappa b) \ln x_2 + (\kappa - \mu) \ln x_3 , \ \kappa \in \mathbb{R} \] (42)

Obviously, the Lyapunov functional (i.e., the appropriate value of the parameter \( \kappa \)) will be different for every fixed point and can be determined without difficulty by following the constructive procedure given in the proof of Theorem 2. We do not elaborate further on this issue for the sake of conciseness.

Finally, notice that the flow can be easily generalized to account for higher order nonlinearities while preserving stability, by means of the same techniques employed in Examples 2 and 3. Such techniques are completely general.
Appendix

Proof of Lemma 1. For (i), we have:

\[
\sum_{j=1}^{m} \tilde{A}_{ij} \prod_{k=1}^{m} (x_{0k})^{\tilde{B}_{jk}} + \tilde{\lambda}_i = 0, \quad \forall i = 1, \ldots, m \implies \\
\sum_{j=1}^{m} A_{ij} \prod_{k=1}^{n} (x_{0k})^{B_{jk}} + \lambda_i = 0, \quad \forall i
\]

The converse follows after noting that the sense of these implications can be reversed.

The proof of (ii) is a consequence of the fact that the removal or addition of variables of constant value 1 does not affect the stable character of the point. Q.E.D.

Proof of Lemma 2. It is a consequence of the fact that QMTs (14) are orientation-preserving diffeomorphisms and therefore relate topologically orbital equivalent systems. Q.E.D.

Proof of Lemma 3. The gradient of the energy-Casimir functional vanishes identically at \( \tilde{x}_0 \) if we set \( N = -N_0 \) in \( H_C \). For the second part of the criterion, we note that the Hessian of \( H_C \) at \( \tilde{x}_0 \) is diagonal due to the simple form of \( H \) in the case of Lotka-Volterra equations, and takes the value

\[
\text{Hess}(H_C | x_0) = \text{diag} \left( \frac{(N_0 - L)_1}{(x_{01})^2}, \ldots, \frac{(N_0 - L)_m}{(x_{0m})^2} \right)
\]

Q.E.D.

Proof of Lemma 4. It is a simple consequence of the chain rule for \( C^2 \) functions of \( m \) real arguments. Q.E.D.

Proof of Lemma 5. Clearly, if the gradient of \( H_C \) vanishes at \( \tilde{x}_0 \), the gradient of the \( n \)-dimensional restriction of \( H_C \) will also vanish at \( x_0 \). Similarly, the Hessian of the restriction of \( H_C \) will be a \( n \times n \) minor of the Hessian of \( H_C \), corresponding to the first \( n \) rows and columns. Consequently, the Hessian of the restriction will also be definite. Q.E.D.
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