Deep superpixel generation and clustering for weakly supervised segmentation of brain tumors in MR images
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Abstract

Purpose Training machine learning models to segment tumors and other anomalies in medical images is an important step for developing diagnostic tools but generally requires manually annotated ground truth segmentations, which necessitates significant time and resources. We aim to develop a pipeline that can be trained using readily accessible binary image-level classification labels, to effectively segment regions of interest without requiring ground truth annotations.

Methods This work proposes the use of a deep superpixel generation model and a deep superpixel clustering model trained simultaneously to output weakly supervised brain tumor segmentations. The superpixel generation model's output is selected and clustered together by the superpixel clustering model. Additionally, we train a classifier using binary image-level labels (i.e., labels indicating whether an image contains a tumor), which is used to guide the training by localizing undersegmented seeds as a loss term. The proposed simultaneous use of superpixel generation and clustering models, and the guided localization approach allow for the output weakly supervised tumor segmentations to capture contextual information that is propagated to both models during training, resulting in superpixels that specifically contour the tumors. We evaluate the performance of the pipeline using Dice coefficient and 95% Hausdorff distance (HD95) and compare the performance to state-of-the-art baselines. These baselines include the state-of-the-art weakly supervised segmentation method using both seeds and superpixels (CAM-S), and the Segment Anything Model (SAM).

Results We used 2D slices of magnetic resonance brain scans from the Multimodal Brain Tumor Segmentation Challenge (BraTS) 2020 dataset and labels indicating the presence of tumors to train and evaluate the pipeline. On an external test cohort from the BraTS 2023 dataset, our method achieved a mean Dice coefficient of 0.745 and a mean HD95 of 20.8, outperforming all baselines, including CAM-S and SAM, which resulted in mean Dice coefficients of 0.646 and 0.641, and mean HD95 of 21.2 and 27.3, respectively.

Conclusion The proposed combination of deep superpixel generation, deep superpixel clustering, and the incorporation of undersegmented seeds as a loss term improves weakly supervised segmentation.
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Segmentation is crucial in medical imaging for localizing regions of interest (ROI), which can then assist in the identification of anomalies. Machine learning (ML) can automate the analysis and segmentation of medical images with excellent performance [1], on computed tomography [2], ultrasound [3, 4], and magnetic resonance (MR images) [5–7]. However, training ML segmentation models demands large datasets of manually annotated medical images which are not only tedious and expensive to acquire, but also may be inaccessible for specific diseases such as rare cancers.

In brain tumor analysis, ML segmentation models and supervised learning have demonstrated the ability to annotate ROIs in MR images when a sufficient number of manually annotated patient scans are available [8]. For specific tumor types, such as pediatric low-grade gliomas, accurate ROI segmentation is required for downstream tasks, including molecular subtype identification and treatment planning [9]. However, conventional supervised learning approaches are limited by their dependence on large annotated datasets, making them impractical in scenarios with insufficient labeled data.

Alternative frameworks, including unsupervised learning, transfer learning, multitask learning, semi-supervised learning, and weakly supervised learning, have been developed to address these limitations. Unsupervised learning, while applicable in the absence of labeled data, typically yields lower performance [10]. Transfer learning leverages patterns learned from external datasets, enabling improved performance with limited annotated data [11]. Multitask learning facilitates simultaneous training on primary and auxiliary tasks when multiple ground truth labels are available [12]. Semi-supervised learning is applicable when a subset of the dataset is annotated [13], and weakly supervised learning enables segmentation models to localize anomalies using image-level classification labels [14], which are less expensive to acquire than pixel-level annotations.

This study focuses on leveraging image-level binary labels to differentiate cancerous from non-cancerous images for pixel-wise tumor segmentation, utilizing weakly supervised learning as the primary framework. The main limitation of the existing weakly supervised learning methods is the gap between them and the supervised methods in terms of performance.

Class activation maps (CAM) and attention maps are frequently used for weakly supervised tumor segmentation when the only available ground truths are image-level classification labels. The classification labels are used to train a classifier which is then used to acquire the CAMs or attention maps. CAMs have been used in a variety of medical imaging problems including the segmentation of organs [15], pulmonary nodules [16], and brain lesions [17]. Classifier architectures such as PatchConvNet have been specifically designed to generate accurate attention maps [18]. Multiple Instance Learning (MIL) is another approach to weakly supervised segmentation that trains a model using instances arranged in sets, which in this case are patches of an image, and then outputs a prediction for the whole set by aggregating the predictions corresponding to the instances within the set [19]. Additionally, a multi-level classification network (MLCN) which was designed for multi-class brain tumor segmentation has also been demonstrated to be effective for single-class segmentation [20].

Another approach to weakly supervised segmentation is to utilize superpixels. Superpixels are pixels grouped based on various characteristics, including pixel gray levels and proximity. By grouping pixels together, superpixels capture redundancy and reduce the complexity of computer vision tasks, making them valuable for image segmentation [21–23]. The Superpixel Pooling Network (SPN) is an example of a weakly supervised segmentation method that uses superpixels generated from algorithms such as Felzenszwalb’s algorithm to aid the segmentation task [23]. Superpixels generated using Simple Linear Iterative Clustering (SLIC) have also been used to refine CAMs over multiple steps to generate pseudo labels which can then be used to train a segmentation model [24]. Superpixels can also be generated using ML-based approaches such as Fully Convolutional Networks (FCN) which generate oversegmented superpixels with less computational complexity [25].

Transformers have become a prominent approach to many computer vision tasks including image segmentation. However, transformer architectures require large datasets to be effectively trained [26], which are not available for many medical contexts such as pediatric cancer. Transformers have been trained using large, varied datasets to produce foundational segmentation models that have strong zero-shot and few-shot generalization, the most notable of which is the Segment Anything Model (SAM) [27]. Foundational segmentation models have the potential to circumvent dataset requirements for medical contexts due to their ability to generalize beyond data observed during training. A foundational segmentation model for the medical space known as MedSAM has also been proposed [28], but these segmentation models are limited by a reliance on user prompts to segment specific objects. SAM requires manually selected points indicating the presence and/or absence of desired objects or manually selected bounding boxes while MedSAM specifically requires manually selected bounding boxes.
using such foundational models introduces more manual effort than image-level classification labels, unless the prompt acquisition is automated. In addition, both SAM and MedSAM require RGB image inputs, which prevent multimodal medical image inputs.

We hypothesize that superpixels can be leveraged to acquire additional contextual information, thereby improving weakly supervised segmentation performance. We propose to simultaneously train a superpixel generation model and a superpixel clustering model using localization seeds acquired from a classifier trained with the image-level labels. For each pixel, the superpixel generator assigns association scores to each potential superpixel, and the clustering model predicts weights for each superpixel based on their overlap with the tumor. Pixels are soft clustered based on their association with highly weighted superpixels to form segmentations. The superpixel models combine information from the pixel intensities of the superpixels with information from the localization seeds, yielding segmentations that are consistent with both the classifier understanding from the localization seeds and the pixel intensities of the MR images.

The novelty of the work is summarized by the following points:

- We combine a deep superpixel generation and clustering module into a weakly supervised brain tumor segmentation pipeline that improves performance of the models on MR images.
- We derive image-specific masks, which are referred to as localization seeds, from binary classifier trained to identify cancerous images. We propose the use of undersegmented seeds rather than more accurate seeds as priors for training the models, and demonstrate that using the undersegmented seeds leads to improved weakly supervised segmentation.
- We compare our proposed algorithm with multiple benchmark models such as foundational models, supervised learning, and other superpixel-based weakly supervised methods.

To outline the structure of this manuscript beyond the introduction, the Materials and methods section presents the datasets, the data preprocessing, the proposed methodology, the implementation details, and the metrics used for evaluation. The Results section presents the performance of the proposed pipeline, baseline methods, and variants of the proposed pipeline, including ablation studies. The Discussion section discusses the key findings and limitations of the research, and the Conclusions section presents the conclusions of the work.

**Materials and methods**

**Datasets and preprocessing**

Similar to other state-of-the-art brain tumor segmentation models [8, 29], the proposed pipeline relies on multimodal 4-channel MR images as inputs. As such, we form our dataset using the 369 3-dimensional (3D) T1-weighted, post-contrast T1-weighted, T2-weighted, and T2 Fluid Attenuated Inversion Recovery (T2-FLAIR) MR image volumes from the Multimodal Brain Tumor Segmentation Challenge (BraTS) 2020 dataset [30–34]. These volumes were combined to form 369 3D multimodal volumes with 4 channels, where the channels represent the T1-weighted, post-contrast T1-weighted, T2-weighted, and T2-FLAIR images for each patient. Only the training set of the BraTS dataset was used because it is the only one with publicly available ground truths.

The images were preprocessed by first cropping each image and segmentation map using the smallest bounding box which contained the brain, clipping all non-zero intensity values to their 1 and 99 percentiles to remove outliers, normalizing the cropped images using min-max scaling, and then randomly cropping the images to fixed patches of size 128 × 128 along the coronal and sagittal axes, as done by Henry et al. [5] and Wang et al. [35] in their work with BraTS datasets. The 369 available patient volumes were then split into 295 (80%), 37 (10%), and 37 (10%) volumes for the training, validation, and test cohorts, respectively.

The 3D multimodal volumes were then split into axial slices to form multimodal 2-dimensional (2D) images with 4 channels. After splitting the volumes into 2D images, the first 30 and last 30 slices of each volume were removed, as done by Han et al. [36] because these slices lack useful information. The training, validation, and test cohorts had 24635, 3095, and 3077 stacked 2D images, respectively. For the training, validation, and test cohorts, respectively; 68.9%, 66.3%, and 72.3% of images were cancerous. The images will be referred to as $X = \{x_1, x_2, ..., x_N\} \in \mathbb{R}^{NAH,W}$, where $N$ is the number of images, $H = 128$, and $W = 128$. Ground truths for each slice $y_k$ were assigned 0 if the corresponding true segmentations were empty, and 1 otherwise.

To assess generalizability, we also prepared the BraTS 2023 dataset [30–32, 34, 37] for use as an external test cohort during evaluation. To do so, we removed data from the BraTS 2023 dataset that appeared in the BraTS 2020 dataset, preprocessed the images as was done for the images in the BraTS 2020 dataset, and then extracted the cross-section with the largest tumor area from each patient. This resulted in 886 images from the BraTS 2023 dataset.
Proposed weakly supervised segmentation method

We first trained a classifier model to identify whether an image contains a tumor, then generated localization seeds from the model using Randomized Input Sampling for Explanation of Black-box Models (RISE) [38]. The localization seeds used the classifier’s understanding to assign each pixel in the images to one of three categories. The first, referred to as positive seeds, indicate regions of the image with a high likelihood of containing a tumor. The second, referred to as negative seeds, indicate regions with a low likelihood of containing a tumor. The final category, referred to as unseeded regions, correspond to the remaining areas of the images and indicated regions of low confidence from the classifier. This resulted in positive seeds that undersegment the tumor, and negative seeds that undersegment the non-cancerous regions. Assuming that the seeds were accurate, these seeds simplified the task of classifying all the pixels in the image to classifying all the unseeded regions in the image, and provided a prior on image features indicating the presence of tumors. The seeds were used as pseudo-ground truths to simultaneously train both a superpixel generator and a superpixel clustering model which, when used together, produced the final refined segmentations from the probability heat map of the superpixel-based segmentations. Using undersegmented seeds, rather than seeds that attempt to precisely replicate the ground truths, increased the acceptable margin of error and reduced the risk of accumulated propagation errors.

A flowchart of the proposed methodology is presented in Fig. 1. We chose to use 2D images over 3D images because converting 3D MR volumes to 2D MR images yields significantly more data samples and reduces memory costs. Many state-of-the-art models such as SAM and MedSAM use 2D images [27, 28], and previous work demonstrated that brain tumors can be effectively segmented from 2D images [39].

Stage 1: Training the classifier model

The classifier model was trained to output the probability that each $x_k \in X$ contains a tumor, where $X = \{x_1, x_2, \ldots, x_N\} \in \mathbb{R}^{N \times H \times W}$ is a set of brain MR images, and $N$ is the number of images in $X$. Prior to being input to the classifier, the images were upsampled by a factor of 2. The images were not upsampled for any other model in the proposed method. This classifier model was trained using $Y = \{y_1, \ldots, y_N\}$ as the ground truths, where $y_k$ is a binary label with a value of 1 if $x_k$ contains a tumor.

Stage 2: Extracting localization seeds from the classifier model using RISE

Stage 3: Training the proposed superpixel generation and clustering models for weakly supervised segmentation

Fig. 1 Flowchart of proposed weakly supervised segmentation method. For the localization seeds component; green indicates positive seeds, magenta indicates negative seeds, black indicates unseeded regions. Solid lines represent use as inputs and outputs. The superpixel generation model uses a fully convolutional AINet architecture [40] and outputs each pixel’s association with each of the 64 potential superpixels. The superpixel clustering network uses a ResNet-18 architecture and outputs a score for each of the 64 superpixels indicating the likelihood that each superpixel contains a tumor. The labels used to train the method are binary image-level labels which indicate the presence or absence of tumors.
contains tumor and 0 otherwise. The methodology is independent of the classifier architecture, and thus, other classifier architectures can be used instead.

**Stage 2: Extracting localization seeds from the classifier model using RISE**

RISE is a method proposed by Petsiuk et al. that generates heat maps indicating the importance of each pixel in an input image for a given model’s prediction [38]. RISE first creates numerous random binary masks which are used to perturb the input image. RISE then evaluates the change in the model prediction when the input image is perturbed by each of the masks. The change in model prediction at each perturbed pixel is then accumulated across all the masks to form the heat maps.

We applied RISE to our classifier to generate heat maps \( H_{\text{rise}} \in \mathbb{R}^{N,H,W} \) for each of the images. The heat maps indicate the approximate likelihood for tumors to be present at each pixel. These heat maps were converted to localization seeds by setting the pixels corresponding to the top 20% of values in \( H_{\text{rise}} \) as positive seeds, and setting the pixels corresponding to the bottom 20% of values as negative seeds. \( S_+ = \{s_{+1}, s_{+2}, ..., s_{+N}\} \in \mathbb{R}^{N,H,W} \) is defined as a binary map indicating positive seeds and \( S_- = \{s_{-1}, s_{-2}, ..., s_{-N}\} \in \mathbb{R}^{N,H,W} \) is defined as a binary map indicating negative seeds. Any pixel not set as either a positive or negative seed was considered uncertain.

Once all the seeds were generated, any images considered healthy by the classifier had their seeds replaced by new seeds. These new seeds did not include any positive seeds and instead set all pixels as negative seeds, which minimized the risk of inaccurate positive seeds from healthy images causing propagation errors.

**Stage 3: Training the proposed superpixel generation and clustering models for weakly supervised segmentation**

The superpixel generation model and the superpixel clustering model were trained to output the final segmentations without using the ground truth segmentations. The superpixel generation model assigns \( N_S \) soft association scores to each pixel, where \( N_S \) is the maximum number of superpixels to generate, which we set to 64. The association maps are represented by \( Q = \{q_1, ..., q_N\} \in \mathbb{R}^{N,N_S,H,W} \), where \( N \) is the number of images in \( X \), and \( q_{k,p_x,q_x} \) is the probability that the pixel at \((p_y, p_x)\) is assigned to the superpixel \( s \). Soft associations may result in a pixel having similar associations to multiple superpixels. The superpixel clustering model then assigns superpixel scores to each superpixel indicating the likelihood that each superpixel represents a cancerous region. The superpixel scores are represented by \( R = \{r_1, ..., r_N\} \in \mathbb{R}^{N,N_S} \) where \( r_{k,s} \) represents the probability that superpixel \( s \) contains a tumor. The pixels can then be soft clustered into a tumor segmentation by performing a weighted sum along the superpixel association scores using the superpixel scores as weights. The result of the weighted sum is the likelihood that each pixel belongs to a tumor segmentation based on its association with strongly weighted superpixels.

The superpixel generator takes input \( x_k \) and outputs a corresponding value \( q_k \) by passing the direct output of the superpixel generation model through a SoftMax function to rescale the outputs from 0 to 1 along the \( N_s \) superpixel associations. The clustering model receives a concatenation of \( x_k \) and \( q_k \) as input, and the outputs of the clustering model are passed through a SoftMax function to yield superpixel scores \( R \). Heatmaps \( H_{\text{spixel}} \in \mathbb{R}^{N,H,W} \) that localize the tumors can be acquired from \( Q \) and \( R \) by multiplying each of the \( N_S \) association maps in \( Q \) by their corresponding scores in \( R \), and then summing along the \( N_S \) channels as shown in (1). The superpixel generation architecture is based on AINet proposed by Wang et al. [40], which is a FCN-based superpixel segmentation model that uses a variational autoencoder. The innovation introduced by AINet is the association implantation module which improves superpixel segmentation performance by allowing the model to directly perceive the associations between pixels and their surrounding candidate superpixels. We altered AINet, which outputs local superpixel associations, to output global associations instead so that \( Q \) could be passed into the superpixel clustering model. This allowed the generator model to be trained in tandem with the clustering model. Two different loss functions were used to train the superpixel generation and clustering models. The first loss function, \( L_{\text{spixel}} \), was proposed by Yang et al. [25] and minimizes the variation in pixel intensities and pixel positions in each superpixel. This loss is defined in (2), where \( p \) represents a pixel’s coordinates ranging from \((1, 1)\) to \((H, W)\), and \( m \) is a coefficient used to tune the size of the superpixels, which we set as \( \frac{3}{1600} \). We selected this value for \( m \) by multiplying the value suggested by the original work, \( \frac{3}{16000} \) [25], by 100 to achieve the desired superpixel size. \( l_i \) and \( u_i \) are the vectors representing the mean superpixel location and the mean superpixel intensity for superpixel \( s \), respectively. The second loss function, \( L_{\text{seed}} \), is a loss from the Seed, Expand, and Constrain paradigm for weakly supervised segmentation. This loss was designed to train models to output segmentations that include positive seeded regions and exclude negative seeded regions [41]. This loss is defined in (1)-(4) where \( C \) indicates whether the positive or negative seeds of an image \( x_k \) is being evaluated. These losses, when combined together, encourage the models to account for both the localization seeds \( S \) and the pixel intensities. This results in \( H_{\text{spixel}} \) localizing the unseeded regions that correspond to the pixel
Intensities in the positive seeds. The combined loss is presented in (5), where \( \alpha \) is a weight for the seed loss. The output \( H_{\text{spixel}} \) can then be thresholded to generate final segmentations \( E_{\text{spixel}} \in \mathbb{R}^{N,H,W} \).

While the superpixel generation and clustering models were trained using all images in \( X \), during inference the images predicted to be healthy by the classifier were assigned empty output segmentations.

\[
H_{\text{spixel}} = \sum_{\text{spixel}} Q_{k,s} R_{k,s} \tag{1}
\]

\[
L_{\text{pixel}} = \frac{1}{N} \sum_{k} \left( \left\| \sum_{s \in N_k} u_i Q_k(p) \right\|_2 + m \left\| \sum_{s \in N_k} l_j Q_k(p) \right\|_2 \right) \tag{2}
\]

\[
H_{\text{spixel}} = 1 - H_{\text{spixel}} \tag{3}
\]

\[
L_{\text{seed}} = \frac{1}{N} \sum_{k=0}^{N-1} \sum_{C \in \{+,-\}} \sum_{s \in C_k} \log H_{\text{spixel}}(c,k,i,j) \sum_{C \in \{+,-\}} |s|_C \tag{4}
\]

\[
L = L_{\text{spixel}} + \alpha L_{\text{seed}} \tag{5}
\]

**Implementation details**

For the classifier model, we used a VGG-16 architecture [42] with batch normalization, whose output was passed through a Sigmoid function. The classifier was trained to optimize the binary cross-entropy between the output probabilities and the binary ground truths using an Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1e-8 \), and a weight decay of 0.1 [43]. The classifier was trained for 100 epochs using a batch size of 32. The learning rate was initially set to 5e-4 and then decreased by a factor of 10 when the validation loss did not decrease by 1e-4.

When using RISE, we set the number of masks for an image to 4000 and used the same masks across all images. For the clustering model, we used a ResNet-18 architecture [44] with batch normalization. The superpixel generation and clustering models were trained using an Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1e-8 \), a weight decay of 0.1. The models were trained for 100 epochs using a batch size of 32. The learning rate was initially set to 5e-4, which was halved every 25 epochs. The weight for the seed loss, \( \alpha \), was set to 50.

**Evaluation metrics**

We evaluated the segmentations generated by our proposed weakly supervised segmentation method and comparative methods using Dice coefficient (Dice) and 95\% Hausdorff distance (HD95). We also evaluated the seeds generated using RISE and seeds generated for other comparative methods using Dice, HD95, and a metric that we refer to as undersegmented Dice coefficient (U-Dice).

Dice is a common metric in image segmentation that measures the similarity between two binary segmentations. Dice compares the pixel-wise agreement between the generated and ground truth segmentations using a value from 0 to 1. 0 indicates no overlap between the two segmentations while 1 indicates perfect overlap. A smoothing factor of 1 was used to account for division by zero with empty segmentations and empty ground truths.

The Hausdorff distance is the maximum distance among all the distances from each point on the border of the generated segmentation to their closest point on the boundary of the ground truth segmentations. Therefore, Hausdorff distance represents the maximum distance between two segmentations. However, Hausdorff distance is extremely sensitive to outliers. To mitigate this limitation of the metric, we used HD95 which is the 95th percentile of the ordered distances. HD95 values of 0 indicate perfect segmentations while greater HD95 values indicate segmentations with increasingly flawed boundaries. HD95 was set to 0 when either the segmentations/ seeds or the ground truths had empty segmentations.

U-Dice is an alteration to Dice that measures how much of the seeds undersegment the ground truths. We used this measure because our method assumes that the seeds undersegment the ground truths rather than precisely contouring them. Therefore, this measure can be used to determine the impact of using undersegmented seeds as opposed to more oversegmented seeds. A value of 1 indicates that the seeds perfectly undersegment the ground truths and a value of 0 indicates that the seed does not have any overlap with the ground truth. A smoothing factor of 1 was also used for the U-Dice. The equation for Dice is presented in Eq. (6) and the equation for U-Dice is presented in Eq. 7, where \( A \) is the seed or proposed segmentation and \( B \) is the ground truth.

\[
\text{Dice} = \frac{2|A \cap B| + 1}{|A| + |B| + 1} \tag{6}
\]

\[
\text{U-Dice} = \begin{cases} 0 & \text{if } |A| = 0, |B| > 0 \\ \frac{|A \cap B| + 1}{|A| + 1} & \text{otherwise} \end{cases} \tag{7}
\]

**Results**

We trained our models using images \( X \) and binary image-level labels \( Y \) without using any segmentation ground truths. The classifier achieved a test accuracy of 0.933 using a decision threshold of 0.5. Table 1 presents the per-image Dice and HD95 between the output segmentations for our proposed method and the ground
Table 1  Comparison of proposed weakly supervised segmentation method and baseline methods

| Method                        | All Images | Correctly Classified Images | Incorrectly Classified Images |
|-------------------------------|------------|-----------------------------|-----------------------------|
|                               | Dice | HD95 | Test | BraTS 2023 | Dice | HD95 | Test | BraTS 2023 | Dice | HD95 | Test | BraTS 2023 |
| Proposed ($\alpha = 50$)     | 0.691 | 0.745 | 18.1 | 208       | 0.737 | 0.754 | 19.3 | 21.0       | 0.059 | 0.002 | 1.24 | 0.000       |
| Proposed ($\alpha = 10$)     | 0.594 | 0.574 | 24.9 | 34.7      | 0.622 | 0.580 | 26.7 | 35.1       | 0.206 | 0.002 | 0.549 | 0.000       |
| Ablation (Seeds)             | 0.671 | 0.697 | 18.6 | 222       | 0.712 | 0.705 | 19.9 | 22.5       | 0.110 | 0.002 | 0.748 | 0.000       |
| Ablation (Superpixels)       | 0.401 | 0.302 | 5.52 | 671       | 0.419 | 0.306 | 5.89 | 6.79       | 0.156 | 0.002 | 0.387 | 0.000       |
| Proposed (CAM-S Seeds)       | 0.612 | 0.583 | 37.7 | 519       | 0.639 | 0.590 | 40.3 | 52.5       | 0.228 | 0.002 | 1.32  | 0.000       |
| Proposed (Fully Supervised)  | 0.835 | 0.891 | 7.31 | 861       | 0.875 | 0.902 | 7.80 | 8.71       | 0.284 | 0.002 | 0.662 | 0.000       |
| PatchConvNet                 | 0.134 | 0.001 | 54.13| 873       | 0.005 | 0.001 | 71.7 | 76.8       | 0.370 | 0.002 | 3.12  | 51.8        |
| SAM                          | 0.616 | 0.641 | 24.1 | 273       | 0.613 | 0.641 | 24.5 | 27.2       | 0.660 | 0.558 | 18.8  | 35.2        |
| MLCN                         | 0.607 | 0.583 | 28.8 | 519       | 0.649 | 0.590 | 30.7 | 52.5       | 0.025 | 0.002 | 2.53  | 0.000        |
| SPN                          | 0.375 | 0.260 | 53.9 | 73.4      | 0.401 | 0.263 | 57.5 | 74.2       | 0.012 | 0.002 | 4.25  | 0.000        |
| MIL                          | 0.391 | 0.126 | 47.6 | 53.4      | 0.413 | 0.128 | 50.9 | 54.0       | 0.086 | 0.002 | 2.83  | 0.000        |
| CAM-S                        | 0.658 | 0.646 | 16.7 | 21.2      | 0.693 | 0.653 | 17.9 | 21.5       | 0.168 | 0.002 | 0.728 | 0.000        |

Dice coefficients and 95% Hausdorff distances between generated segmentations and true segmentations on all images, correctly classified images, and incorrectly classified images. 24540 images in the training cohort, 2822 images in the validation cohort, 2870 images in the test cohort, and 876 images in the BraTS 2023 test cohort were correctly classified. 95 images in the training cohort, 293 images in the validation cohort, 207 images in the test cohort, and 10 images in the BraTS 2023 test cohort were incorrectly classified.
truth segmentations, with the proposed method written in bold text. The table also includes the Dice and HD95 across correctly classified images and across incorrectly classified images.

We also present the performance of baseline methods for comparison. The first baseline method is the proposed method using a seed loss weight of 10 ($\alpha = 10$) rather than a seed loss weight of 50 ($\alpha = 50$). This is to determine the impact of the seed loss weight on the segmentation performance. The second baseline method is the performance of the AINet architecture used by the superpixel generator model with the superpixel components removed and altered to directly output segmentations. This method, referred to as Ablation (Seeds), serves as an ablation study that investigates the impact of removing the superpixel generation component from the proposed method. The third baseline method is the performance of the superpixel model with the superpixel clustering component removed. For this baseline, instead of using the superpixel clustering model to select superpixels, a superpixel was selected if a majority of the superpixel overlapped with positive seeds from RISE. This method is referred to as Ablation (Superpixels), and presents the impact of removing the superpixel clustering component from the proposed method. The fourth baseline method is our proposed method with the VGG-16 classifier replaced by a PatchConvNet classifier [18]. For this baseline, we used the attention maps from PatchConvNet in place of the RISE generated seeds to train our superpixel generation and clustering models. The fifth baseline method is a pretrained SAM model provided by Meta [27]. As SAM was trained on RGB images, we used the T2-FLAIR channel of each image converted to RGB as inputs to the SAM baseline. To generate the user prompts required by SAM to segment specific regions, for each image we used the center of mass for the largest positive seed region from RISE as a positive object point and the center of masses of all negative seed regions from RISE as negative object points. The sixth baseline is the MLCN method simplified to be applicable for single-class segmentation as described in the original work [20]. For the seventh baseline, we evaluated the performance of our proposed method when trained in a fully supervised fashion rather than a weakly supervised fashion to evaluate the performance gap between weakly supervised and fully supervised segmentation.

In addition, we compared our proposed method with three other methods designed for weakly supervised segmentation. The first is the SPN which relies on pre-generated superpixels [23], which we generated using Felzenszwalb’s Algorithm with a scale of 100 and a standard deviation of 0.5, resulting in approximately 100 pre-generated superpixels per image. The second is a MIL baseline that we trained using a VGG-16 model with batch normalization [19]. At each epoch, we extracted 50 patches of shape $128 \times 128$ from the images after upsampling them to $512 \times 512$. At each iteration, we set the 20% of patches with the highest predictions to be cancerous and 20% of patches with the lowest predictions to be non-cancerous, as these thresholds were demonstrated to be effective in the original work and are consistent with the thresholds we used when generating seeds using RISE. The third is a weakly supervised segmentation method for cardiac adipose tissue which we will refer to as the CAM-Superpixels (CAM-S) method [24]. This method generates CAMs from a classifier and then uses pre-generated superpixels to refine the CAMs into pseudo-labels over multiple steps, which are then used to train a segmentation model. In addition, we also evaluated the performance of our model when trained with the pseudo labels generated from the CAM-S method instead of the localization seeds generated using RISE.

The SPN, MLCN, SPN, MIL, and CAM-S methods differ from the other baselines in that they are not variants of the proposed method, and thus do not assign empty segmentations to images classified as non-cancerous. To allow for effective comparison, we present the performance of these baseline methods with empty segmentations assigned to images classified as non-cancerous by the classifier trained for our proposed method.

In addition, we present the generalizability of each model by evaluating the models on the BraTS 2023 test cohort. These results can be found under the BraTS 2023 columns in Table 1.

Each of the presented methods uses a decision threshold to convert the output probability maps to binary segmentations. The decision threshold for each method was determined by evaluating the Dice on the validation cohort at threshold intervals of 0.1 and choosing the threshold that yielded the maximum validation Dice. The proposed methods used thresholds of 0.6 and 0.9 for seed loss weights of 50 and 10, respectively, while the ablation (seeds) and PatchConvNet methods used thresholds of 0.5 and 0.9, respectively. The ablation (superpixels) method did not use a decision threshold and instead set superpixels with more than 50% overlap with positive seeds as segmented regions. The proposed method trained using CAM-S seeds used a threshold of 0.9 and the proposed method trained under fully supervised training used a threshold of 0.8. The SPN, MIL, MLCN, and CAM-S models used thresholds of 0.9, 0.3, 0.1, and 0.8 respectively.

Figure 2 presents three images from the test set and their corresponding segmentations generated at each step of the pipeline. In addition, Fig. 2 also presents the outputs from the SAM, MLCN, and CAM-S baselines,
as well as the true segmentations. The SAM, MLCN, and CAM-S baselines are the only visualized baselines because they were the only baseline methods with comparable performance to the proposed method.

Table 2 presents the Dice, HD95 and U-Dice of the RISE seeds used for the proposed method and the other seeds used in the comparative methods. These results serve to indicate the potential propagation errors from the seeds and explain the performance change when training the proposed method using different seeds as presented in Table 1. It can be seen that the CAM-S seeds outperformed the positive seeds generated using RISE in terms of both Dice and HD95 but was worse than the positive seeds in terms of U-Dice, indicating that the CAM-S seeds were more accurate to the tumors but the positive seeds from RISE better undersegmented the tumors. Considering that in Table 1, the proposed method achieved Dice of 0.745 on the BraTS 2023 test cohort, while the proposed method trained on the CAM-S and PatchConvNet seeds achieved Dice of 0.583 and 0.134, respectively, this demonstrates that using undersegmented seeds instead of more accurate seeds can lead to improved performance.

**Discussion**

**Key findings**

When comparing the performance of the proposed method with the SPN and MIL baseline methods, the proposed method and the Ablation (Seeds) method significantly outperformed SPN and MIL in both Dice and HD95. The improved performance indicates that the SPN and MIL methods, while being effective in tasks with large training datasets, can worsen in tasks with limited available data such as brain tumor segmentation. MIL is frequently used for weakly supervised segmentation of histopathology images because of the need to interpret the large gigapixel resolution images in patches. We believe the significantly reduced spatial dimensions and resolutions of the MR images negatively impacted the performance of the MIL baseline. The MR images lacked the resolution required to extract patches with sufficient information that only occupied a small portion of its

| Seeds     | Dice Test | Dice BraTS 2023 | HD95 Test | HD95 BraTS 2023 | U-Dice Test | U-Dice BraTS 2023 |
|-----------|-----------|-----------------|-----------|-----------------|-------------|--------------------|
| RISE (Positive) | 0.485     | 0.522           | 26.0      | 25.3            | 0.732       | 0.900             |
| RISE (Negative) | 0.946     | 0.922           | 0.000     | 0.000           | 0.900       | 0.857             |
| PatchConvNet | 0.005     | 0.001           | 69.3      | 89.9            | 0.026       | 0.015             |
| CAM-S     | 0.610     | 0.594           | 19.3      | 27.2            | 0.560       | 0.569             |

Dice coefficients, 95% Hausdorff distances, and undersegmented Dice coefficients between the seeds generated for the evaluated methods and true segmentations.
source image. As such, the MIL baseline was unable to effectively learn to segment the tumors.

PatchConvNet also suffered from the smaller dataset size. The PatchConvNet classifier was not able to generate effective undersegmented positive and negative seeds to guide the training of the superpixel generator and clustering models. This can be attributed to the smaller dataset size, which PatchConvNet was not designed for, and the use of attention-based maps for the seeds. With the smaller dataset size, PatchConvNet was unable to acquire an effective understanding of the tumors. As a result, the attention maps acquired from PatchConvNet did not consistently undersegment the cancerous and non-cancerous regions, which is a critical assumption when using the seeds. Using a VGG-16 classifier and generating the seeds using RISE resulted in localization seeds that tend to undersegment the cancerous and non-cancerous regions despite the limited available data.

CAM-S achieved the highest Dice and the lowest HD95 among the baseline methods, having produced seeds that outperformed the positive RISE seeds in both Dice and HD95. However, the proposed method trained with the RISE seeds outperformed the proposed method trained with the seeds from the CAM-S method. We attribute the difference in performance to the fact that the positive RISE seeds better undersegmented the tumors compared to the CAM-S seeds. The proposed method assumes that the positive seeds undersegment the tumors and the negative seeds undersegment the non-cancerous regions. The undersegmentation creates uncertain regions that add a margin of error for the seeds, which mitigates potential propagation errors originating from imperfect seeds.

SAM achieved similar performance to CAM-S and successfully segmented some images but failed to segment difficult cases as shown in Fig. 2. These results indicate that methods such as RISE can be used to automatically generate points which can be used as prompts for foundational segmentation models. However, the inability for SAM to segment multimodal images and the poor performance of SAM on smaller, less distinct tumors demonstrates the need for models developed and trained for specific medical tasks, especially in weakly-supervised contexts. It should be noted that SAM was the only method to have reasonable performance on incorrectly classified images, which is expected due to SAM being the only pretrained model among the evaluated models, and therefore being unaffected by the classifier’s performance.

The use of simultaneously generated superpixels is a key novelty of our work. When using traditional superpixel generation algorithms, the precision of the segmentations is dependent on the number of superpixels, as fewer superpixels can result in less refined boundaries. Training a deep learning model to generate superpixels simultaneously with a superpixel clustering model allows for the gradients of the loss functions that encourage accurate segmentations to propagate through the superpixel generation model. This allows the superpixel generation model to not just learn to generate superpixels, but also to generate a lower number of superpixels with refined boundaries around the tumors. Thus, simultaneous generation and clustering of superpixels using neural networks improves the segmentation performance when using superpixels for segmentation.

Figure 2 demonstrates how the proposed method can reduce the number of outputted superpixels despite using a predefined number of superpixels. In our test cohort, the models reduced the number of superpixels from a predefined limit of 64 to approximately 22 per image by outputting 64 superpixels but having the majority of superpixels have no associated pixels.

In Fig. 2, the superpixels do not perfectly contour the segmented regions because the segmentations are calculated using a weighted sum of the superpixel scores based on their association with each pixel. Thus, pixels whose most associated superpixel is not primarily a part of the segmented region can be segmented so long as it has a sufficiently high association score with the primarily segmented superpixel. As such, the segmentations cannot be generated simply by selecting superpixels outputted by the method, they need to be soft clustered using the superpixel association and weights. Despite the lower number of superpixels when using higher seed loss weights, the method is still able to segment smaller tumors. It can also be seen that superpixels outside the tumor regions do not align with brain subregions or local patterns. This indicates that the superpixels are tuned to segment specifically brain tumors. While Fig. 2 implies that only one superpixel is approximately required for each image, we argue that the clustering component has the benefit of allowing this method to be applied to tasks with multiple localized anomalies in each image.

Limitations
A limitation of this method is its reliance on superpixels which are computed based on pixel intensity. While the superpixels provide valuable information that improves segmentations of brain tumors, the superpixels also provide constraints on the set of problems this method can be applied to. In particular, this method would be ineffective for segmenting non-focal ROIs.

In addition, the proposed method relies on the localization seeds to be trained effectively. Despite not requiring the localization seeds during inference, poor localization seeds during training can lead to
poor segmentations during inference. In addition, no steps were taken to improve the RISE seeds. We consider the seed generation beyond the scope of this work but note that the lack of seed refinement could lead to propagation errors. The performance of the PatchConvNet baseline demonstrates the importance of seed accuracy. PatchConvNet was unable to output effective localization seeds for this specific task and using the seeds from PatchConvNet with our proposed method decreased the Dice coefficient from 0.691 to 0.134 on the test cohort. As such, effective localization seeds from an accurate classifier that undersegment the cancerous and non-cancerous regions are crucial for effective performance using the proposed method.

Another limitation is that this method cannot be trained end-to-end. While the method is a weakly supervised approach as it does not require any segmentation ground truths to train, it can also be interpreted as a fully supervised classification task followed by an unsupervised superpixel generation and clustering task. Without seeds generated from an accurate classifier, the downstream models will fail. Many clinical contexts have classifiers available that can be applied to this method. However, the proposed method cannot be applied to contexts without classifiers that require end-to-end training.

A shortcoming of this study is its use of 2D images rather than 3D images due to the GPU memory costs required to generate 3D superpixels using an FCN-based superpixel generation model. The method is not limited to 2D images and thus it is of interest to explore applications of this method in 3D contexts. Previous studies have demonstrated that 3D segmentation leads to superior performance compared to 2D segmentation, which suggests that this method could be improved further when applied to 3D images [45].

As is the case with other weakly supervised segmentation methods, the performance of our proposed method does not match the performance of fully supervised training. However, weakly supervised segmentation methods serve a different purpose than fully supervised segmentation methods. Weakly supervised segmentations are very effective at generating initial segmentations that can be revised by radiologists or for downstream semi-supervised training to reduce workload on medical datasets that lack manual annotations. In summary, despite the lower performance of our proposed method compared to fully supervised training, our proposed method is effective for generating initial segmentations when manually annotated training data is not available.

Integrating multiple stages and modules into the pipeline increases the complexity of the proposed method. In future work, the complexity and running time of the pipeline, and the effect of implementing parallel computation [46–48] should be investigated.

Regularization has been demonstrated to improve model robustness during training, with particular benefits in mitigating bias toward majority classes [49]. Such regularization could be applied to the classifier model to improve extracted localization seeds and further mitigate seed propagation errors. In addition, image preprocessing can be used to account for noise and artifacts that frequently occur in medical images [2, 3]. The MR images in the BraTS datasets used in this study were preprocessed and made available. When applying the proposed methodology to unprocessed medical images, preprocessing techniques such as stochastic resonance theory [2, 50–52] have the potential to improve performance and should be explored further in future work.

Conclusions

We introduced a weakly supervised superpixel-based approach to segmentation that incorporates contextual information through simultaneous superpixel generation and clustering. Integrating superpixels with localization seeds provides information on the boundaries of the tumors, allowing for the segmentation of tumors only using image-level labels. We demonstrated that using undersegmented seeds as opposed to seeds that attempt to accurately contour tumors can mitigate propagation errors from suboptimal seeds and lead to improved performance. This work can be used to improve the development of future weakly supervised segmentation methods through the integration of deep superpixels.

Abbreviations

| Abbreviation | Definition |
|--------------|------------|
| 2D           | 2-dimensional |
| 3D           | 3-dimensional |
| BraTS        | Brain tumor segmentation |
| CAM-S        | CAM-Superpixels |
| Dice         | Dice coefficient |
| FCN          | Fully convolutional network |
| HD95         | 95% Hausdorff distance |
| MIL          | Multiple instance learning |
| ML           | Machine learning |
| MLCN         | Multi-level classification network |
| RISE         | Randomized input sampling for explanation of black-box models |
| ROI          | Regions of interest |
| SAM          | Segment anything model |
| SLIC         | Simple linear iterative clustering |
| SPN          | Superpixel pooling network |
| T2-FLAIR     | T2 fluid attenuated inversion recovery |
| U-Dice       | Undersampled Dice coefficient |

Acknowledgements

Not applicable.
Authors’ contributions
JY, KN, and FK contributed to the design of the concept, study, and analysis. JY implemented the algorithms, conducted the experiments, and wrote the original draft. All authors contributed to the writing and editing of the manuscript and approved the final manuscript. FK acquired the funding, and supervised the research.

Funding
This study received funding from Huawei Technologies Canada Co., Ltd. The funder was not involved in the study design, collection, analysis, interpretation of data, the writing of this article or the decision to submit it for publication.

Data availability
The BraTS 2020 dataset analysed during the current study is available through the following website, https://www.med.upenn.edu/cbica/brats2020/data.html. The BraTS 2023 dataset analysed during the current study is available through the following website, https://www.synapse.org/Synapse.syn51156910/wiki/627000.

Declarations

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Author details
1Institute of Medical Science, 1 King’s College Circle, Toronto MSS 1A8, Ontario, Canada. 2Department of Diagnostic & Interventional Radiology, The Hospital for Sick Children, SSS University Avenue, Toronto MSG 1X8, Ontario, Canada. 3Department of Medical Imaging, University of Toronto, 263 McCaul Street, Toronto M5T 1W7, Ontario, Canada. 4Department of Computer Science, University of Toronto, 40 St. George Street, Toronto MSS 2E4, Ontario, Canada. 5Department of Mechanical and Industrial Engineering, University of Toronto, 5 King’s College Road, Toronto MSS 3GB, Ontario, Canada. 6Vector Institute, 61 University Avenue, Toronto MSG 1M1, Ontario, Canada.

Received: 26 September 2024 Accepted: 6 December 2024

Published online: 18 December 2024

References
1. Ansari MY, Qaraqe M, Righetti R, Serpedin E, Qaraqe K. Unveiling the future of breast cancer assessment: a critical review on generative adversarial networks in elastography ultrasound. Front Oncol. 2023;13:1282536. https://doi.org/10.3389/fonc.2023.1282536.
2. Ansari MY, Yang Y, Balakrishnan S, Abinahed J, Al-Ansari A, Warfa M, et al. A lightweight neural network with multiscale feature enhancement for liver CT segmentation. Sci Rep. 2022;12(1):14153. https://doi.org/10.1038/s41598-022-16828-6.
3. Ansari MY, Yang Y, Meher PK, Dakua SP. Dense-PSP-UNet: A neural network for fast inference liver ultrasound segmentation. Comput Biol Med. 2023;153:106478. https://doi.org/10.1016/j.compbiomed.2022.106478.
4. Ansari MY, Changaai Mangalote IA, Meher PK, Aboumarzouk O, Al-Ansari A, Halabi Q, et al. Advancements in Deep Learning for B-Mode Ultrasound Segmentation: A Comprehensive Review. IEEE Trans Eng Top Comput Intell. 2022;8(3):2126–49. https://doi.org/10.1109/TETCI.2022.3437767.
5. Henry T, Carré A, Lerousseau M, Estienne T, Robert C, Papajos N, et al. Brain Tumor Segmentation with Self-ensembled, Deeply-Supervised 3D U-Net Neural Networks: A BraTS 2020 Challenge Solution. In: Crimi A, Bakas S, editors. Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries. Cham: Springer International Publishing; 2021. pp. 327–39.
6. Isensee F, Jäger PF, Full PM, Vollmuth P, Maier-Hein KH. nnU-Net for Brain Tumor Segmentation. In: Crimi A, Bakas S, editors. Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries. Cham: Springer International Publishing; 2021. pp. 118–32.
7. Jia H, Cai W, Huang H, Xia Y. H-NF-Net for Brain Tumor Segmentation Using Multimodal MR Imaging: 2nd Place Solution to BraTS Challenge 2020 Segmentation Task. In: Crimi A, Bakas S, editors. Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries. Cham: Springer International Publishing; 2021. pp. 58–68.
8. Isensee F, Jaeger PF, Kohl SAA, Petersen J, Maier-Hein KH. nnU-Net: a self-configuring method for deep learning-based biomedical image segmentation. Nat Methods. 2021;18(2):203–11. https://doi.org/10.1038/s41592-020-01008-z.
9. Vafaeiak F, Wagner MW, Hawkins C, Taboni U, Ertl-Wagner BB, Khalvati F. MRI-Based End-To-End Pediatric Low-Grade Glioma Segmentation and Classification. Can Assoc Radiol J. 2024;75(1):153–60. https://doi.org/10.1177/084653712331184780.
10. Huang SJ, Chen CC, Kao Y, Lu HHS. Feature-aware unsupervised lesion segmentation for brain tumor images using fast data density functional transform. Sci Rep. 2023;13(1):13582. https://doi.org/10.1038/s41598-023-04084-5.
11. Hao R, Namdar K, Liu L, Khalvati F. A Transfer Learning-Based Active Learning Framework for Brain Tumor Classification. Front Artif Intell. 2021;4:635766. https://doi.org/10.3389/frai.2021.635766.
12. Vafaeiak F, Wagner MW, Hawkins C, Taboni U, Ertl-Wagner BB, Khalvati F. Improving the Segmentation of Pediatric Low-Grade Gliomas Through Multitask Learning. In: 2022 44th Annual International Conference of the IEEE Engineering in Medicine & Biology Society (EMBC). Glasgow: IEEE; 2022. pp. 2119–22. https://doi.org/10.1109/EMBC48229.2022.9871627.
13. Li Z, Huang C, Xie S. Multimodality-Assisted Semi-Supervised Brain Tumor Segmentation in Nondominant Modality Based on Consistency Learning. IEEE Trans Instrum Meas. 2024;73:1–11. https://doi.org/10.1109/TIM.2024.3400343.
14. Rajapaksa S, Namdar K, Khalvati F. In: Xue Z, Antani S, Zamzmi G, Yang F, Rajaraman S, Huang SX, et al., editors. Combining Weakly Supervised Segmentation with Multitask Learning for Improved 3D MRI Brain Tumour Classification. vol. 14307. Cham: Springer Nature Switzerland; 2023. pp. 171–80. https://doi.org/10.1007/978-3-031-44917-8_16.
15. Chen Z, Tian Z, Zhu J, Li C, Du S. C-CAM: Causal CAM for Weakly Supervised Semantic Segmentation on Medical Image. In: 2022 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR). Los Alamitos: IEEE Computer Society; 2022. p. 11666–75.
16. Feng X, Yang J, Laine AF, Angelini ED. Discriminative Localization in CNNs for Weakly-Supervised Segmentation of Pulmonary Nodules. In: Descoteaux M, Maier-Hein L, Franz A, Jannin P, Collins DL, Duchesne S, editors. Medical Image Computing and Computer Assisted Intervention – MICCAI 2017. Cham: Springer International Publishing; 2017. pp. 568–76.
17. Wu K, Du B, Luo M, Wen H, Shen Y, Feng J. Weakly Supervised Brain Lesion Segmentation via Attentional Representation Learning. In: Shen D, Liu T, Peters TM, Staal LH, Essert C, Zhou S, et al., editors. Medical Image Computing and Computer Assisted Intervention – MICCAI 2019. Cham: Springer International Publishing, 2019. pp. 211–9.
18. Touvron H, Cord M, El-Nouby A, Bojanowski P, Joulin A, Synnaeve G, et al. Augmenting Convolutional networks with attention-based aggregation. arXiv:2112.13692 [Preprint]. 2021. [Cited 2024 Jan 23] [14 p.]. Available from: https://arxiv.org/abs/2112.13692.
19. Lerousseau M, Vakalopoulou M, Classe M, Adam J, Battistella E, Carré A, et al. Weakly Supervised Multiple Instance Learning Histopathological Tumor Segmentation. In: MICCAI 2020 - Medical Image Computing and Computer Assisted Intervention. Lima, 2020. pp. 470–9. https://doi.org/10.1007/978-3-030-97722-1_45.
20. Kuang Z, Yan Z, Yu L. Weakly supervised learning for multi-class medical image segmentation via feature decomposition. Comput Biol Med. 2024;171:108228. https://doi.org/10.1016/j.compbiomed.2024.108228.
21. Chen J, He F, Zhang Y, Sun G, Deng M. SMF-Net: Weakly Supervised Building Segmentation by Combining Superpixel Pooling and Multi-Scale Feature Fusion. Remote Sens. 2020;12(6). https://doi.org/10.3390/rs12061049.
22. Yi S, Ma H, Wang X, Hu T, Li X, Wang Y. Weakly-supervised semantic segmentation with superpixel guided local and global consistency. Pattern Recogn. 2022;124:108504. https://doi.org/10.1016/j.patcog.2021.108504.
23. Kwak S, Hong S, Han B. Weakly Supervised Semantic Segmentation Using Superpixel Pooling Network. Proc AAAI Conf Artif Intell. 2017;31(1). https://doi.org/10.1609/aaai.v31i1.11213.

24. Huang Z, Gan Y, Lye T, Liu Y, Zhang H, Laine A, et al. Cardiac Adipose Tissue Segmentation via Image-Level Annotations. IEEE J Biomed Health Inform. 2023;27(6):2932–43. https://doi.org/10.1109/JBHI.2023.3263838.

25. Wang F, Sun Q, Jin H, Zhou Z. Superpixel Segmentation With Fully Convolutional Networks. In: 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR). Los Alamitos: IEEE Computer Society; 2020. p. 13961–70.

26. Gu Q, Zhang H, Cai R, Si SY, Wang R. Segmentation of liver CT images based on weighted medical transformer model. Sci Rep. 2020;14(1):9887. https://doi.org/10.1038/s41598-024-60594-6.

27. Korilis A, Mintu S, Ravi N, Mao H, Rolland C, Gustafson L, et al. Segment Anything. arXiv:2304.02643 [Preprint]. 2023. [cited 2024 Jun 7]. [30 p]. Available from: https://arxiv.org/abs/2304.02643.

28. Ma J, He Y, Li F, Han L, You C, Wang B. Segment anything in medical images. Nat Commun. 2024;15(1):1654. https://doi.org/10.1038/s41467-024-44824-z.

29. Esmaeilzadeh A, Tsai S, Chehel Amiran M, Seyedarabi H. Brain tumors segmentation using a hybrid filtering with U-Net architecture in multimodal MRI volumes. Int J Inf Technol. 2024;16(2):1033–42. https://doi.org/10.1007/s41870-023-01485-3.

30. Bakas S, Akbari H, Sotiras A, Bilicelo M, Rozyczki M, Kirby J, et al. Segmentation Labels for the Pre-operative Scans of the TCGA-GBM collection. The Cancer Imaging Archive; 2017. Type: dataset. https://doi.org/10.7937/K9/TICIA.2017.KLXWJJQ.

31. Bakas S, Akbari H, Sotiras A, Bilicelo M, Rozyczki M, Kirby J, et al. Segmentation Labels for the Pre-operative Scans of the TCGA-LGG collection. The Cancer Imaging Archive; 2017. Type: dataset. https://doi.org/10.7937/K9/TICIA.2017.GQ7ROEF.

32. Bakas S, Akbari H, Sotiras A, Bilicelo M, Rozyczki M, Kirby JS, et al. Advancing The Cancer Genome Atlas glioma MRI collections with expert segmentation labels and radiomic features. Sci Data. 2017;4(1):170117. https://doi.org/10.1038/sdata.2017.117.

33. Bakas S, Reyes M, Jakab A, Bauer S, Rempfler M, Cirini A, et al. Identifying the Best Machine Learning Algorithms for Brain Tumor Segmentation, Progression Assessment, and Overall Survival Prediction in the BRATS Challenge. University of Cambridge Research Outputs (Articles and Conferences). 2019. https://doi.org/10.17863/CAM.38755.

34. Menze BH, Jakab A, Bauer S, et al. The Multimodal Brain Tumor Image Segmentation Benchmark (BRATS). IEEE Trans Med Imaging. 2015;34(10):1993–2024. https://doi.org/10.1109/TMI.2014.2377694.

35. Wang F, Jiang R, Zheng L, Meng C, Biswal B. 3D U-Net Based Brain Tumor Segmentation and Survival Days Prediction. In: Brainlesion: Glioma, Brain Tumor Imaging Challenges and Radiogenomic Classification. arXiv:2107.02314v2 [Preprint]. 2021. [cited 2024 Jan 23]. [19 p]. Available from: https://arxiv.org/abs/2107.02314.

36. Petrusik V, Das A, Saenko K. RISE: Randomized Input Sampling for Explanation of Black-box Models. In: Proceedings of the British Machine Vision Conference (BMVC). Newcastle: BMVA Press; 2018. p. 151.

37. Noori M, Bahri A, Mohammad K. Attention-Guided Version of 2D U-Net for Automatic Brain Tumor Segmentation. In: 2019 9th International Conference on Computer and Knowledge Engineering (ICCKE). 2019. pp. 269–75. https://doi.org/10.1109/ICCKE4859.2019.8864956.

38. Wang Y, Wei Y, Qian X, Zhu L, Yang Y. AIRec: Association Implantation for Superpixel Segmentation. In: 2021 IEEE/CVF International Conference on Computer Vision (ICCV). Los Alamitos: IEEE Computer Society; 2021. p. 7058–67.