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Abstract. We establish higher integrability estimates for constant-coefficient systems of linear PDEs
\[ A\mu = \sigma, \]
where \( \mu \in M(\Omega; V) \) and \( \sigma \in M(\Omega; W) \) are vector measures and the polar \( \frac{\partial^\alpha}{|\alpha|} \) is uniformly close to a convex cone of \( V \) intersecting the wave cone of \( A \) only at the origin. More precisely, we prove local compensated compactness estimates of the form
\[ \|\mu\|_{L^p(\Omega')} \lesssim |\mu|(\Omega) + |\sigma|(\Omega), \quad \Omega' \subset \Omega. \]
Here, the exponent \( p \) belongs to the (optimal) range \( 1 \leq p < d/(d - k) \), \( d \) is the dimension of \( \Omega \), and \( k \) is the order of \( A \). We also obtain the limiting case \( p = d/(d - k) \) for canceling constant-rank operators. We consider applications to compensated compactness and applications to the theory of functions of bounded variation and bounded deformation.
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1. Introduction

Let \( V, W \) be finite-dimensional inner product vector spaces. We consider a constant-coefficient homogeneous linear differential operator \( A : \mathcal{D}'(\mathbb{R}^d; V) \to \mathcal{D}'(\mathbb{R}^d; W) \) of order \( k \), which acts on smooth maps \( u \) as
\[ Au = \sum_{|\alpha|=k} A_\alpha \partial^\alpha u, \quad A_\alpha \in \text{Lin}(V, W), \quad (1.1) \]
where \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d \) is a multi-index with modulus \( |\alpha| = \alpha_1 + \cdots + \alpha_d \), and \( \partial^\alpha \) stands for the composition of the distributional partial derivatives \( \partial_1^{\alpha_1} \cdots \partial_d^{\alpha_d} \). As usual, the principal symbol of \( A \) is the \( k \)-homogeneous polynomial map
\[ \Lambda(\xi) := (2\pi)^k \sum_{|\alpha|=k} A_\alpha \xi^\alpha \in \text{Lin}(V, W), \quad \xi \in \mathbb{R}^d, \]
where \( \xi^\alpha := \xi_1^{\alpha_1} \cdots \xi_d^{\alpha_d} \). Given an open set \( \Omega \) of \( \mathbb{R}^d \), we shall consider \( V \)-valued measures \( \mu \in M(\Omega; V) \) satisfying the distributional PDE constraint
\[ A\mu = \sigma \quad \text{in } \mathcal{D}'(\Omega; W), \quad (1.2) \]
where \( \sigma \in M(\Omega; W) \). In the special case that \( \sigma \equiv 0 \), we say that \( \mu \) is an \( A \)-free measure.

An object of pivotal importance is the wave cone associated to \( A \), which is defined as
\[ \Lambda_A := \bigcup_{|\xi|=1} \ker \Lambda(\xi) \subset V. \]
Observe that $\Lambda_A$ characterizes those amplitudes on which the operator fails to be elliptic, i.e.,

$$v \in V \setminus \Lambda_A \iff |A(\xi)v| \geq c|\xi|^k \text{ for some } c > 0 \text{ and all } \xi \in \mathbb{R}^d. \quad (1.3)$$

The wave cone $\Lambda_A$ also plays a critical role in the theory of compensated compactness (see, e.g., [14, 23–25, 30, 31]). Classically, the theory of compensated compactness for elliptic systems tells us that if $L$ is a linear subspace of $V$ with no $\Lambda_A$-connections, namely (cf. [22, Section 2.6] or [28, Section 8.8])

$$v - v' \notin \Lambda_A \quad \text{for all distinct } v, v' \in L,$$

and if $(u_j)$ is a sequence of $\mathcal{A}$-free functions satisfying

$$u_j \rightarrow u \quad \text{in } L^p,$$
$$\text{dist}(u_j, L) \rightarrow 0 \quad \text{in measure},$$

then $u \in C^\infty(\Omega; L)$ and

$$u_j \rightarrow u \quad \text{in measure.}$$

Naturally, the choice to work with $L^p$ for $p > 1$ rules out any $(L^1)$-concentrations along the sequence. If $p = 1$, the same result holds if instead of the weak $L^p$-convergence, one assumes that $u_jL^d$ converges to $uL^d$ weakly* in the sense of measures. This, in turn, may be understood as an $L^1_w$ (weak-$L^1$) compensated compactness result, which generally is not well-suited to rule out mass concentrations. The guiding question behind the present work is to investigate in what form compensated compactness theory can be extended to an $L^1$-context that prevents mass concentration. Assume we are given an $L^1$-bounded sequence of $\mathcal{A}$-free maps that take values in a cone that only intersects the wave cone at the origin and that converges weakly* in $\mathcal{M}(\Omega; V)$ to some limit. Then, is it possible to show that the measures are actually $L^q$-maps for some $q > 1$ and that the weak* convergence can be improved to a stronger notion of convergence? A first guess is to consider the restriction

$$\text{dist} \left( \frac{u(x)}{|u(x)|}, L \right) \leq \varepsilon, \quad (1.4)$$

for a sufficiently small $\varepsilon > 0$. As we shall see later, this restriction is robust enough to establish a priori $L^p$ higher-integrability estimates of the form

$$u \in L^p(\Omega) \implies \|u\|_{L^p(\Omega')} \lesssim \|\mathcal{A}u\|_{L^1(\Omega)} + \|u\|_{L^1(\Omega)}$$

for some $p > 1$ depending only on $d$ and $\mathcal{A}$ (see Remark 6.1). However, the constraint (1.4) being double-sided (non-convex) allows for convex integration methods that provide counterexamples to $L^p$ integrability. A classic example of this is contained in the work of Astala et al. [8], where it is shown that the double-sided constraint allows for the construction of almost $k$-quasiconformal curl-free fields with infinite $L^{1+\delta}$-norm. More precisely, they proved (cf. Theorem 7.3 and Proposition 7.4 in the last section) that, for every $\delta > 0$, there exists an integrable curl-free field $u_\delta : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^{2 \times 2}$ satisfying

$$\text{dist} \left( \frac{u_\delta(x)}{|u_\delta(x)|}, L_0 \right) = C\delta \quad \text{for a.e. } x \in \Omega, \quad \text{but} \quad u_\delta \notin L^{1+\delta}_{\text{loc}}(\Omega)$$

where $L_0 \subset \mathbb{R}^{2 \times 2}$ is the subspace of conformal matrices (a subspace with no rank-one connections). Hence, in order to establish higher-integrability estimates (without
assuming a priori $L^p$ regularity), we shall henceforth work under a convexity (or one-sided) assumption

$$u(x) \in \mathcal{K} \quad \text{at a.e. } x \in \Omega,$$

where $\mathcal{K}$ is a convex subset of $\{ y \in V : \text{dist}(y, L) \leq \varepsilon|y| \}$, the $\varepsilon$-cone about $L$. Notice that this convexity constraint is essential to guarantee the existence of $L^p$-regularizations by means of standard mollification.

**Notation.** In all that follows $\Omega \subset \mathbb{R}^d$ is an open (not necessarily bounded) subset of $\mathbb{R}^d$. To state the higher-integrability estimates, we work with Lipschitz (open, bounded, and connected) domains $\Omega' \Subset \Omega$. We write

$$S_V := \{ v \in V : v \cdot v = 1 \},$$

to denote the unit sphere in $V$.

Our main result establishes compensated $L^p$-regularity for functions with $L^p$-bounded $\mathcal{A}$-gradients when the polar of the measure is ($L^\infty$-close) uniformly close to a convex subset of $L$ with no $\Lambda_A$-connections. In this regard, our results are reminiscent of the Gagliardo–Nirenberg estimates for gradients and the classical estimates for injective elliptic systems:

**Theorem 1.1 (Higher integrability).** Let $\mathcal{A}$ be a homogeneous linear PDE operator of order $k$, from $V$ to $W$. Let $L$ be a subspace of $V$ satisfying the ellipticity condition

$$L \cap \Lambda_A = \{0_V\} \quad \text{(1.5)}$$

and let

$$p \in \left[1, \frac{d}{d-k}\right] \quad \text{if } k < d,$$
$$p \in [1, \infty) \quad \text{if } k \geq d.$$  

Then, for every compactly contained subdomain $\Omega' \Subset \Omega$ there exists a positive constant $\varepsilon = \varepsilon(p, d, \mathcal{A}, L, \Omega')$ with the following property: If $\mu \in \mathcal{M}(\Omega; V)$ satisfies

$$\mathcal{A}\mu = \sigma \quad \text{in } D'(\Omega; W)$$

for some $\sigma \in \mathcal{M}(\Omega; W)$, and

$$\frac{d\mu}{d|\mu|}(x) \in \mathcal{K} \quad \text{for } |\mu|-\text{almost every } x \in \Omega,$$

where $\mathcal{K} \subset V$ is a convex set satisfying

$$\text{dist}(\mathcal{K} \cap S_V, L) \leq \varepsilon,$$

then $\mu \in L^p(\Omega'; V)$ and

$$\|\mu\|_{L^p(\Omega')} \leq C(|\mu|(\Omega) + |\sigma|(\Omega)). \quad \text{(1.6)}$$

for some constant $C$ depending solely on and $d, \mathcal{A}, L, \Omega'$ and $\text{dist}(\Omega', \partial \Omega)$.

Similar to classical elliptic regularity, functions that solve the homogeneous PDE problem satisfy optimal integrability estimates (even in the case when the order of the operator is smaller than the space dimension):

**Corollary 1.2 (Higher integrability for $\mathcal{A}$-free measures).** If $\mathcal{A}$ and $\mu \in \mathcal{M}(\Omega; V)$ are as in the previous theorem and

$$\mathcal{A}\mu = 0 \quad \text{in } D'(\Omega; W),$$

for some $\sigma \in \mathcal{M}(\Omega; W)$, and

$$\frac{d\mu}{d|\mu|}(x) \in \mathcal{K} \quad \text{for } |\mu|-\text{almost every } x \in \Omega,$$

where $\mathcal{K} \subset V$ is a convex set satisfying

$$\text{dist}(\mathcal{K} \cap S_V, L) \leq \varepsilon,$$

then $\mu \in L^p(\Omega'; V)$ and

$$\|\mu\|_{L^p(\Omega')} \leq C(|\mu|(\Omega) + |\sigma|(\Omega)). \quad \text{(1.6)}$$

for some constant $C$ depending solely on and $d, \mathcal{A}, L, \Omega'$ and $\text{dist}(\Omega', \partial \Omega)$.
then the estimates above hold in the range $p \in [1, \infty)$ (for possibly smaller constants $\varepsilon$ and $C$ with the same parameter dependencies), even in the case $k < d$.

To illustrate this result, we can record the following example, which follows immediately from the fact that the wave cone for the divergence operator consists of all singular matrices (see also Propositions 2.2-2.4 on related results for the gradient and symmetric gradient operators).

**Example 1.3.** Let $d \geq 2$. If $\mu \in \mathcal{M}(\Omega; \mathbb{R}^{d \times d})$ has divergence-free rows, i.e.,

$$\text{Div}(\mu) := \left( \sum_{j=1}^{d} \partial_j \mu^i_j \right)_i = 0, \quad i = 1, \ldots, d,$$

and its polar $\frac{d\mu}{d|x|}$ is sufficiently close to $\{I_n\}$ where $I_n$ is the identity matrix, then $\mu$ is locally $L^p$-integrable for every $1 < p < \infty$. Notice that under this constraint, one can think of the divergence of $\mu$ as a perturbation of the gradient since $\text{Div}(I_n \rho) = D \rho$ for all $\rho : \mathbb{R}^n \to \mathbb{R}$.

In general, one can not expect Theorem 1.1 to hold for the limiting exponent $p = d/(d-k)$. In order to establish a limiting estimate for $p = d/(d-k)$ (when $k < d$), we need to require further that $A$ is a canceling operator as defined by Van Schaftingen [33, Definition 1.3] and that its symbol satisfies the constant-rank property. Then we obtain the following:

**Theorem 1.4 (Limiting estimate).** Let $A, L$ be as in the previous theorem and assume additionally that $A$ is of constant rank, i.e.,

$$\text{rank } A(\xi) = \text{const } \quad \text{for all } \xi \in \mathbb{R}^d \setminus \{0\},$$

and canceling, i.e.,

$$\bigcap_{|\xi|=1} \text{im } A(\xi) = \{0_W\}.$$

If $k < d$, then for every compactly contained subdomains $\Omega' \Subset \Omega$ there exists a positive constant $\varepsilon = \varepsilon(d, A, L, \Omega')$ with the following property: If $\mu \in \mathcal{M}(\Omega; V)$ satisfies

$$A\mu = \sigma \quad \text{in } \mathcal{D}'(\Omega; W)$$

for some $\sigma \in \mathcal{M}(\Omega; W)$, and

$$\left. \frac{d\mu}{d|\mu|} \right|_x \in \mathcal{K} \quad \text{for } |\mu|\text{-almost every } x \in \Omega,$$

where $\mathcal{K} \subset V$ is a convex set such that

$$\text{dist } (\mathcal{K} \cap S_V, L) \leq \varepsilon,$$

then $\mu \in L^{d/(d-k)}(\Omega'; V)$ and

$$\|\mu\|_{L^{d/(d-k)}(\Omega')} \leq C(|\mu|(\Omega) + |\sigma|(\Omega)).$$

for some constant $C$ depending solely on $d, A, L, \Omega'$ and $\text{dist}(\Omega', \partial \Omega)$.

**Remark 1.5 (Results for inhomogeneous PDEs).** It is worth mentioning that in the above theorems, there is no obstruction to taking $A$ to be an inhomogeneous
PDE operator instead, other than the fact that the range of $p$ for which the estimates in Theorem 1.1 and Theorem 1.4 would be reduced to $[1, \frac{d}{d-k}]$ and $[1, \frac{d}{d-k}]$ respectively, where

$$k' := k - \max \{ l < k : A \text{ has a derivative of order } l \}.$$  

This is due to the mapping properties of the multiplier operators associated to the lower-order terms that would arise in the proofs.

Theorem 1.1 implies the following compensated compactness result:

**Corollary 1.6.** Let $(\mu_j) \subset M(\Omega; V)$ satisfy

$$A\mu_j = \sigma_j \text{ in } D'(\Omega; W)$$

and

$$\sup_{j \in \mathbb{N}} \{|\mu_j| + |\sigma_j|\} < \infty.$$  

Let $p$, $\Omega'$ and $\varepsilon$ be as in Theorem 1.1. Further assume that

$$\frac{d\mu}{d|\mu|}(x) \in K \quad \text{for } |\mu|\text{-almost every } x \in \Omega,$$

for some convex set $K \subset V$ such that

$$\text{dist}(K \cap S_V, L) \leq \varepsilon,$$

Then, $(\mu_j) \subset L^p(\Omega'; V)$ and

$$\{|\mu_j|^q\}_j \text{ is equiintegrable on } \Omega' \text{ for all } 1 \leq q < p.$$  

Moreover,

$$\mu_j \rightharpoonup^* \mu \text{ as measures } \implies \mu_j \rightharpoonup \mu \text{ in } L^q(\Omega'; V),$$

and

$$\left\{ \begin{array}{l} \mu_j \rightharpoonup \mu \text{ in measure (as maps), or} \\ \mu_j \rightharpoonup \mu \text{ a.e. (as maps)} \end{array} \right\} \implies \mu_j \rightharpoonup \mu \text{ in } L^q(\Omega'; V).$$

We refer to Section 7 for some counterexamples on related statements one might conjecture but which are false. This also sheds some light on the differences to the classical $L^p$-case. In particular, Example 7.8 conveys that one cannot expect (local) strong $L^p$-compactness in the previous corollary.

**Remark 1.7.** Our results are also related to Question 1 in [9] and to [13]. In this regard, recall that an *Alberti representation* of $\mu \in \mathcal{M}^+(\mathbb{R}^d)$ is a (non-zero) measure

$$\nu = \int_0^1 \mathcal{H}^1(\mathbf{L}E_t) \, dt$$

for some family of 1-rectifiable sets $\{E_t\}_{t \in I}$, such that $\mu \ll \nu$. We say that $\mu$ has $d$ *independent* Alberti representations $\{\nu^1, ..., \nu^d\}$ with corresponding families $\{E^i_t\}_{t \in I}$, $i = 1, ..., d$, if

$$\text{span}\{\text{Tan}(E^i_t, x), \ldots, \text{Tan}(E^i_t, x)\} = \mathbb{R}^d$$

for $(\mathcal{H}^1(\mathbf{L}E_t))$-almost every $x$ and almost every $t \in [0, 1]$, where $\text{Tan}(E, x)$ is the tangent space of $E$ at $x$; see [2, Section 2] for a more detailed introduction. If $\mu$ has $d$ independent Alberti representations, then one may construct (see [2, Corollary 6.5]
or [11, Lemma 4.2.5]) \( d \) normal 1-currents \( T_i \) such that \( \mu \ll \|T_i\| \) for all \( i = 1, \ldots, d \), and

\[
\text{span}\{ \vec{T}_1(x), \ldots, \vec{T}_d(x) \} = \mathbb{R}^d \quad \text{for } |\mu|^s\text{-almost every } x \in \mathbb{R}^d.
\]

Hence, [12, Corollary 1.12] tells us that \( \mu \ll L^d \). Our results can be interpreted as more quantitative information about the density \( \frac{d\mu}{dL^d} \). In particular, under the assumptions that \( \vec{T}_i \) is sufficiently close to \( e_i \), we can deduce that \( \frac{d\mu}{dL^d} \in L^p \) for all \( 1 < p < \infty \), compare with Example 1.3. The case \( p = 2 \) and \( d = 2 \) is also considered in [9].

We remark that all our present results are all perturbative in the sense that they apply only to a small conical neighborhood of the linear space \( L \). It is an interesting question to ask whether the results can be extended to the case of any closed and convex cone that intersects the wave cone only at the origin. In an earlier version of this article, we posed the following (false) conjecture:

**Conjecture 1.8.** Suppose \( \mu \in \mathcal{M}(\Omega; V) \) satisfies (1.2) and its polar satisfies

\[
\frac{d\mu}{d|\mu|}(x) \in \mathcal{K} \quad \text{for } |\mu|\text{-a.e. } x \in \Omega,
\]

where \( \mathcal{K} \subset V \) is a convex cone satisfying the ellipticity assumption

\[
\mathcal{K} \cap \Lambda_A = \{0_V\}.
\]

Then, analogous \( L^p \) estimates to those in Theorem 1.1 hold for \( \mu \).

However, the examples provided in [17] disprove the validity of Conjecture 1.8 for the full range of exponents suggested in Theorem 1.1. There, the authors pose a slight modification of our conjecture by suggesting the higher integrability holds when the range of exponents is further restricted (see [17, Conjecture 1.1]):

\[
p \in [1, q_{\max}), \quad q_{\max} = q_{\max}(A, \mathcal{K}) \leq p.
\]

which indeed appears reasonable.

We remark that a positive resolution of such a conjecture would imply the following compensated compactness result, for \( p \) below \( q_{\max} \) (as defined above): For a uniformly bounded sequence of measures \( \mu_j \in \mathcal{M}(\Omega; V) \) (sup \( |\mu_j|)(\Omega) < \infty \) satisfying \( A\mu_j = \sigma_j \in \mathcal{M}(\Omega; W) \) with sup \( |\sigma_j|(\Omega) < \infty \) and polars \( \frac{d\mu_j}{d|\mu_j|} \) lying in a (fixed) cone \( \mathcal{K} \) as above, the family \( \{\mu_j\} \) is \((L^p)-\)equiintegrable, meaning that the \( \mu_j \) are maps (not measures) and there are no \((L^p)-\)concentrations in the sequence.

To motivate the expectation of improved integrability discussed above, we will show the following rigidity result:

**Proposition 1.9.** Let \( \mathcal{K} \subset V \) be a convex cone satisfying

\[
\mathcal{K} \cap \Lambda_A = \{0\}.
\]

Then, there are no non-zero solutions \( u \in L^1(\mathbb{R}^d; V) \) of the homogeneous system

\[
\begin{cases}
A u = 0, \\
u \in \mathcal{K} \text{ a.e.}
\end{cases}
\]
Remark 1.10. This rigidity result also holds under the weaker assumption that $\mathcal{A}$ is co-canceling on $\mathcal{K}$, i.e.,

$$\mathcal{K} \cap \bigcap_{|\xi|=1} \ker \mathcal{A}(\xi) = \{0\}.$$

**Structure of the paper.** We conclude this introduction by briefly describing the structure of the paper. In Section 2 we present some applications of our main results. In Section 3 we record some useful fact about elliptic operators while in Section 5 we prove a localized version of Van Schaftingen’s estimate for canceling operators which is instrumental to prove Theorem 1.4. In Section 6 we prove our main results and in Section 7 we present some counterexamples showing that the convexity of the nonlinear constraint cannot be relaxed.
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2. Compensated embeddings for elliptic operators

In this section we give an account of applications of our results to deduce higher integrability results for elliptic operators and other well-known PDE constraints.

2.1. Higher integrability for elliptic operators. The same argument can be generalized to all elliptic operators as follows. Let us fix a homogeneous elliptic operator $B$ of order $k$ from a finite-dimensional normed vector space $U$ to another such space $V$, i.e., for a smooth map $u: \mathbb{R}^d \to U$,

$$Bu := \sum_{|\alpha|=k} B_\alpha \partial^\alpha u, \quad B_\alpha \in \text{Lin}(U,V). \quad (2.1)$$

We make the ellipticity assumption that there is a constant $c > 0$ such that the symbol $B(\xi)$ of $B$ satisfies

$$|B(\xi)v| \geq c|\xi|^k|v| \quad \text{for all } \xi \in \mathbb{R}^d \text{ and } v \in U.$$

A parade of examples of constant-coefficient elliptic operators can be found in [33] (see also [6] where also other less known examples are discussed).

Elliptic operators possess (see below) an annihilator operator $\mathcal{A}$, that is, a constant-coefficient linear PDE operator from $V$ to $V$ such that

$$\text{im } \mathcal{B}(\xi) = \ker \mathcal{A}(\xi) \quad \text{for all } \xi \in \mathbb{R}^d \setminus \{0\}$$

and

$$\mathcal{A}(Bu) = 0 \quad \text{in } \mathcal{D}'(\Omega;W)$$

defines a linear isomorphism for every $\xi \in \mathbb{R}^d \setminus \{0\}$. If the polar of $Bu$ takes values away from $\Lambda_{\mathcal{A}}$ in the sense of Theorem 1.1 and Remark 1.2, then we can make use of the improved $L^p$-estimates for $\mathcal{A}$-free measures. To make this more precise, let us introduce the following suitable annihilator. By the ellipticity, $\mathcal{B}(\xi)^* \mathcal{B}(\xi): U \to U$ (where here and in the following we have identified the primal and dual spaces) defines a linear isomorphism for every $\xi \in \mathbb{R}^d \setminus \{0\}$. If the polar of $Bu$ takes values away from $\Lambda_{\mathcal{A}}$ in the sense of Theorem 1.1 and Remark 1.2, then we can make use of the improved $L^p$-estimates for $\mathcal{A}$-free measures. To make this more precise, let us introduce the following suitable annihilator. By the ellipticity, $\mathcal{B}(\xi)^* \mathcal{B}(\xi): U \to U$ (where here and in the following we have identified the primal and dual spaces) defines a linear isomorphism for every $\xi \in \mathbb{R}^d \setminus \{0\}$.
Consider the homogeneous operator \( A \) from \( V \) to \( V \) of order \( 2kd \) associated to the symbol
\[
A(\xi) := \det[B(\xi)^* B(\xi)] \text{Id}_V - B(\xi) \circ \text{adj}[B(\xi)^* B(\xi)] \circ B(\xi)^*.
\]
Here, the adjugate matrix \( \text{adj}(Q) \) of \( Q \in U \otimes U \) is the transpose of the cofactor matrix of \( Q \). In particular, this ensures that \( \text{adj}[B(\xi)^* B(\xi)] \) is a matrix-valued polynomial of order \( 2k(d-1) \) and thus \( A(\xi) \) is indeed the symbol of a \( 2kd \)-homogeneous operator \( A \) with constant coefficients. Moreover, the adjugate matrix of an invertible \( Q \in U \otimes U \) satisfies the identity \( \text{adj}(Q) \circ Q = \det(Q) \text{Id}_U \), which implies that
\[
\text{im} B(\xi) = \ker A(\xi), \quad \xi \in \mathbb{R}^d \setminus \{0\}.
\]
In particular, the wave cone associated to \( A \) is given as
\[
\Lambda_A = \bigcup_{|\xi|=1} \text{im} B(\xi) \subset V. \tag{2.2}
\]
Hence, by a localization argument and an application of the Fourier transform we conclude that \( A \circ B = 0 \), as desired. Notice that, due to (2.2), the \( L \)-ellipticity condition (1.5) translates to into the requirement
\[
L \cap \text{im} B(\xi) = \{0\} \quad \text{for all } \xi \in \mathbb{R}^d. \tag{2.3}
\]
Therefore, we may apply the higher-regularity results for \( L \)-elliptic systems of \( A \)-free measures to deduce higher-integrability for \( B u \) provided that the polar of \( B u \) takes values near \( L \). The precise statement is the following:

**Theorem 2.1.** Let \( B \) be a homogeneous elliptic operator from \( U \) to \( V \), of order \( k \), and let \( L \) be a subspace of \( V \) with no \( B \)-connections, i.e.,
\[
L \cap \text{im} B(\xi) = \{0\} \quad \text{for all } \xi \in \mathbb{R}^d.
\]
Then, for every \( 1 < p < \infty \) and every compactly contained subdomain \( \Omega' \Subset \Omega \) there exist positive constant \( \varepsilon = \varepsilon(p,d,A,L,\Omega') \) with the following property: if \( u \in L^1(\Omega; U) \) is such that \( B u \in M(\Omega; V) \) and
\[
\frac{d|B u|}{d|B u|}(x) \in K \quad \text{for } |B u|\text{-almost every } x \in \Omega,
\]
for some convex set \( K \subset V \) such that
\[
\text{dist} (K \cap S_V, L) \leq \varepsilon,
\]
then \( u \in W^{k,p}(\Omega'; \mathbb{R}^d) \) and
\[
\|u\|_{W^{k,p}(\Omega')} \leq C \left( \|u\|_{L^1(\Omega)} + |B u|(\Omega) \right), \quad \Omega' \Subset \Omega,
\]
for some constant \( C \) depending on \( p,d,L,B,\Omega' \) and \( \text{dist}(\Omega', \partial \Omega) \).

**Proof.** If \( L = \{0\} \), then the choice \( \varepsilon < 1 \) implies that \( B u \equiv 0 \) and hence the result follows from the Riesz representation theorem (or the Lax–Milgram theorem). Let us therefore assume that \( L \) is non-trivial and let \( A \) be an annihilator of \( B \) as above, so that
\[
\text{im} B(\xi) = \ker A(\xi) \quad \text{for all } \xi \in \mathbb{R}^d \setminus \{0\}.
\]
Notice that \( A \) is also not the trivial operator since by assumption
\[
L \cap \ker A(\xi) = \{0\} \quad \text{for all } \xi \in \mathbb{R}^d.
\]
Fix $1 < p < \infty$ and let $\varepsilon$ be the smallness constant in Theorem 1.1 (which by Corollary 1.2 exists for $p$ in this range). It then follows by the aforementioned theorem and its corollary that $Bu \in L^p(\Omega')$ and

$$\|Bu\|_{L^p(\Omega')} \leq C|Bu|(\Omega), \quad \Omega' \subset \Omega.$$ 

The sought Sobolev estimates for $u$ then follow from a further localization argument and the classical Calderón–Zygmund estimates for elliptic operators (see Theorem 3.1). This finishes the proof.

2.2. Higher integrability for functions of bounded variation. For an open domain $\Omega \subset \mathbb{R}^d$, we define the space of functions of bounded variation $BV(\Omega)$ as

$$BV(\Omega) := \{ u \in L^1(\Omega; \mathbb{R}^m) : Du \in M(\Omega; \mathbb{R}^m \otimes \mathbb{R}^d) \}.$$ 

We say that a subspace $L$ of $\mathbb{R}^m \otimes \mathbb{R}^d$ has no rank-one connections if

$$L \cap \{ a \otimes \xi : \xi \in \mathbb{R}^d, a \in \mathbb{R}^m \} = \{0\}.$$ 

We write

$$S_{m,d} := \{ A \in \mathbb{R}^m \otimes \mathbb{R}^d : |A|^2 = \text{trace}(A^T A) = 1 \},$$

to denote the set of tensors of norm one in $\mathbb{R}^m \otimes \mathbb{R}^d$. Applying Theorem 2.1 with $B := D$ (or Theorem 1.1 with $A := \text{curl}$) yields the following regularity result:

**Proposition 2.2.** Let $L$ be a space of matrices in $\mathbb{R}^m \otimes \mathbb{R}^d$ with no rank-one connections, let $1 < p < \infty$ and let $\Omega' \subset \Omega$. Then, there exists a constant $\varepsilon = \varepsilon(p,d,D,L,\Omega')$ such that if $u \in BV(\Omega; \mathbb{R}^m)$ satisfies

$$\frac{Du}{|Du|}(x) \in K \quad \text{for } |Du|-almost every } x \in \Omega,$$

for some convex cone $K$ of the space of matrices $\mathbb{R}^m \otimes \mathbb{R}^d$ satisfying

$$\text{dist} \left( K \cap S_{m,d}, L \right) \leq \varepsilon,$$

then $u \in W^{1,p}(\Omega'; \mathbb{R}^m)$, and

$$\|u\|_{W^{1,p}(\Omega')} \leq C\|u\|_{BV(\Omega)}$$

for some $C = C(p,d,D,L,\Omega', \text{dist}(\Omega', \partial \Omega))$.

**Remark 2.3.** A similar statement holds for the analogous bounded variations spaces associated to the $k$’th-order Hessian

$$D^k u := (\partial^\alpha u)_{|\alpha|=k},$$

which defines an elliptic operator from $\mathbb{R}^m$ to $\mathbb{R}^m \otimes E_k(\mathbb{R}^d)$, where $E_k(\mathbb{R}^d)$ denotes the symmetric tensors of order $k$ on $\mathbb{R}^m$. Then,

$$BV^k(\Omega; \mathbb{R}^m) = \{ u \in L^1(\Omega; \mathbb{R}^d) : D^k u \in M(\Omega; \mathbb{R}^m \otimes E_k(\mathbb{R}^d)) \},$$

and the $L$-ellipticity condition takes the form

$$L \cap \{ a \otimes \underbrace{\xi \otimes \cdots \otimes \xi}_{k\text{-times}} : \xi \in \mathbb{R}^d, a \in \mathbb{R}^m \} = \{0\}.$$
2.3. Higher integrability of symmetric gradients. The space $\text{BD}(\Omega)$ of functions of bounded deformation [3, 32] is

$$\text{BD}(\Omega) := \left\{ u \in L^1(\Omega; \mathbb{R}^d) : Du + Du^T \in \mathcal{M}(\Omega; E_2(\mathbb{R}^d)) \right\}.$$ 

We have the following rigidity result for functions of bounded deformation:

**Proposition 2.4.** Let $L$ be a subspace of $E_2(\mathbb{R}^d)$ satisfying

$$L \cap \{ a \otimes b + b \otimes a : a, b \in \mathbb{R}^d \} = \{ 0 \},$$

let $1 < p < \infty$, and let $\Omega' \Subset \Omega$. There exists a constant $\varepsilon = \varepsilon(p, d, E, L, \Omega')$ such that if $u \in \text{BD}(\Omega)$ satisfies

$$\frac{dEu}{d|Eu|}(x) \in \mathcal{K} \quad \text{for } |Eu|-\text{almost every } x \in \Omega,$$

for some convex cone $\mathcal{K}$ of $E_2(\mathbb{R}^d)$ such that

$$\text{dist}(\mathcal{K} \cap S_{d,d}, L) \leq \varepsilon,$$

then $u \in W^{1,p}(\Omega'; \mathbb{R}^d)$ and

$$\|u\|_{W^{1,p}(\Omega')} \leq C \|u\|_{\text{BD}(\Omega)},$$

for some $C = C(p, d, L, E, \Omega', \text{dist}(\Omega', \partial \Omega))$.

3. Preliminaries

In this section, we recall some well-known facts of Sobolev spaces and Calderón–Zygmund estimates that will be useful in the following sections. Given a function $u$ in the Schwartz class $\mathcal{S}(\mathbb{R}^d)$, we define its Fourier transform by

$$\mathcal{F}(u)(\xi) = \hat{u}(\xi) = \int u(x)e^{-2\pi i x \cdot \xi}dx.$$ 

We recall the classical Hörmander–Mihlin multiplier theorem ([16, Theorem 5.2.7]).

**Theorem 3.1 (Mihlin).** Assume that $m \in C^\infty(\mathbb{R}^d \setminus \{ 0 \}; \text{Lin}(V, W))$ is smooth and it satisfies

$$|\partial^\alpha m(\xi)| \leq C_{\alpha,d}|\xi|^{-\alpha}$$

for all multi-indexes $\alpha$. Then the multiplier

$$T[f] := \mathcal{F}^{-1}[m\hat{u}], \quad u \in \mathcal{S}(\mathbb{R}^d; V),$$

can be extended to a continuous linear functional from $L^p(\mathbb{R}^d; V)$ to $L^p(\mathbb{R}^d; W)$, i.e.,

$$\|T[f]\|_{L^p} \leq C\|f\|_{L^p}.$$

Given a domain $\Omega \subset \mathbb{R}^d$ we define the Sobolev space $W^{k,p}(\Omega)$ as the class of functions $u$ for which

$$\|u\|_{W^{k,p}(\Omega)} := \left( \sum_{|\alpha| \leq k} \int_{\Omega} |\partial^\alpha u|^p \right)^{\frac{1}{p}} < +\infty$$

where $\partial^\alpha u$ is the $\alpha$ distributional derivative. Recall also that if $\Omega = \mathbb{R}^d$, then

$$\|u\|_{W^{k,p}(\mathbb{R}^d)} \approx \|\mathcal{F}^{-1}((1 + |\xi|^k)\hat{u})\|_{L^p(\mathbb{R}^d)} \quad (3.1)$$

We also denote by $W^{-k,p'}(\Omega)$ the dual of $W_0^{k,p}(\Omega)$, where $p' = p/(p - 1)$. 

We recall the following embedding results for Sobolev spaces, see for instance [1] or [21]:

**Lemma 3.2.** Let $k$ be an integer, $\ell$ a non-negative integer and $1 < p < \infty$ and let $\Omega$ be either $\mathbb{R}^d$ or a Lipschitz domain. Then,

(a) $W^{k+\ell,p}(\Omega) \hookrightarrow W^{k,p}(\Omega)$, when $0 < \ell p < d$;

(b) $W^{k+\ell,p}(\Omega) \hookrightarrow W^{k,\ell p}(\Omega)$ for all $p \leq q < \infty$, when $\ell p \geq d$;

(c) $W^{k+\ell,p}(\Omega) \hookrightarrow C^{k}(\Omega)$, when $\ell p > d$ and $k \geq 0$.

(d) In particular, $M(\Omega) \hookrightarrow W^{r,q}(\Omega)$ for all $1 < q < \frac{d}{r}$ and $0 < k < d$ or all $q > 1$ if $k \geq d$.

It will be convenient to introduce the following exponent.

**Definition 3.3.** Let $1 < q < \infty$ and $\ell \in \mathbb{N}$. Define

$$q(\ell) := \begin{cases} \frac{dq}{d-\ell q} & \ell q < d, \\ q(\ell - 1) & \ell q \geq d, \end{cases}$$

(3.2)

and

$$q(0) := q.$$

Notice that in particular $q \leq q(\ell) < \infty$ and that

$$[q(r)](\ell) = q(r + \ell).$$

From Lemma 3.2 we have

$$W^{−k,\ell q}(\mathbb{R}^d) \hookrightarrow W^{−k,q(\ell)}(\mathbb{R}^d).$$

(3.3)

### 4. Generalized Laplace operators

We prove standard existence and regularity estimates for generalized Laplace–Beltrami operators associated with elliptic operators. For an elliptic homogeneous operator $B$ of order $k$ from $U$ to $V$ as in (2.1), we define the homogeneous operator $\triangle_B := B^*B$ of order $2k$ from $U$ to $U$ that is associated to the symbol $B(\xi)^*B(\xi)$. Here, $B^*$ denotes the formal adjoint of $B$ and $B(\xi)^*$ denotes the Hermitian adjoint of $B(\xi)$.

**Remark 4.1.** For every elliptic operator $B$, the operator $\triangle_B$ is positive-definite in the sense that its symbol $B(\xi)^*B(\xi)$ satisfies

$$B(\xi)B(\xi)^*a \cdot a = |B(\xi)a|^2 \geq C|\xi|^{2k}|a|^2$$

for all $a \in U$.

**Remark 4.2.** Notice that $\triangle_D = −\Delta$, where $D = (\partial_1, \ldots, \partial_d)$ is the gradient operator and $\Delta = \sum_{j=1}^d \partial_{jj}$ is the classical Laplacian operator.

#### 4.1. Existence and regularity of generalized Laplacians

The following existence for the Dirichlet problem is a direct consequence of the standard $L^p$-theory for strongly elliptic systems:

**Lemma 4.3.** Let $B$ be an elliptic operator from $U$ to $V$ of order $k$. Define the generalized Laplace–Beltrami operator $\triangle_B$ as the operator associated to the symbol $B(\xi)^*B(\xi)$. Then, for $1 < p < \infty$, the distributional equation

$$(\text{Id} + \triangle_B)u = f, \quad f \in L^p(\mathbb{R}^d; U),$$
has a unique solution $u \in W^{2k,p}(\mathbb{R}^d; U)$ satisfying,
$$
\|u\|_{W^{2k,p}} \leq C\|f\|_{L^p}
$$
with $C = C(p,d,B)$.

**Proof.** Since $\Delta_B$ is positive-definite, the map
$$
T(\xi) := (\text{Id} + B(\xi)B(\xi)^*)^{-1}
$$
is well-defined and smooth on $\mathbb{R}^d$. Given a Schwartz function $f \in \mathcal{S}(\mathbb{R}^d; U)$, we set
$$
u := F^{-1}(T(\xi)\hat{f}).
$$
It is immediate to verify that $\nu$ belongs to $\mathcal{S}(\mathbb{R}^d; U)$ and that it solves the equation.

Moreover, by the Mihlin multiplier Theorem 3.1 and (3.1),
$$
\|\nu\|_{W^{2k,p}(\mathbb{R}^d)} \leq C\|F^{-1}((1 + |\xi|^{2k})\hat{\nu})\|_{L^p(\mathbb{R}^d; U)}
$$
$$
= \|F^{-1}((1 + |\xi|^{2k})T(\xi)\hat{f})\|_{L^p(\mathbb{R}^d; U)}
\leq C\|f\|_{L^p(\mathbb{R}^d; U)}.
$$
A simple approximation argument concludes the existence part of the proof. To prove uniqueness just note that the positivity of $\Delta_B$ implies that any Schwartz distributions solving
$$(\text{Id} + \Delta_B)u = 0,$$
also satisfies $\hat{u}(\xi) = 0$ for $\xi \in \mathbb{R}^d$.

For later use we now prove a perturbative version of the previous invertibility result. This will allow us to prove the main $L^p$ estimates for elliptic systems by a duality argument.

**Corollary 4.4.** Let $\Omega \subset \mathbb{R}^d$ be a Lipschitz domain and let $B$ as be as in the previous lemma. Consider the operator $\text{Id} + \Delta_B - R$, where $R$ is an operator from $U$ to $U$ of order $2k$ with measurable coefficients of the form
$$
R = \sum_{|\alpha| = 2k} R_\alpha(x)\partial^\alpha, \quad R_\alpha \in \text{Lin}(U,U).
$$
For $1 < p < \infty$, there exists a constant $\delta = \delta(d,p,\Omega,B) > 0$ such that, if
$$
\sup_{|\alpha| = k} \|R_\alpha\|_{L^\infty} \leq \delta,
$$
then the distributional equation
$$(\text{Id} + \Delta_B - R)u = f, \quad f \in L^p(\Omega; U),
$$
has a solution $u \in W^{2k,p}(\Omega; U)$ satisfying
$$
\|u\|_{W^{2k,p}(\Omega; U)} \leq C\|f\|_{L^p(\Omega; U)}
$$
for some constant $C = C(p,d,B)$.

**Proof.** For a given function $\eta \in L^p(\mathbb{R}^d; U)$, we write $(\text{Id} + \Delta_B)^{-1}\eta \in W^{2k,p}(\mathbb{R}^d)$ to denote the solution of $(\text{Id} + \Delta_B)w = \eta$ constructed in the previous lemma, for which we have
$$
\|(\text{Id} + \Delta_B)^{-1}\eta\|_{W^{2k,p}} \leq C(p,d,B)\|\eta\|_{L^p}.
$$
Define the linear map
$$
T[u] := (\text{Id} + \Delta_B)^{-1}R[u]
$$
for $W^{2k,p}(\mathbb{R}^d; U)$. The second statement of the previous lemma implies that

$$
\|T\|_{W^{2k,p} \rightarrow W^{2k,p}} \leq C\delta,
$$

where the constant $C$ depends on $p, d$ and $\mathcal{B}$. Now, provided that $\delta$ is sufficiently small (i.e., strictly smaller than $1/C$), the von-Neumann series bounds imply that $(\text{Id} - T)$ is invertible with $\|(\text{Id} - T)^{-1}\|_{W^{2k,p} \rightarrow W^{2k,p}} \leq 2$. In particular, we may define

$$
u := (\text{Id} - T)^{-1}(\text{Id} + \mathcal{B})^{-1}\tilde{f} \in W^{2k,p}(\mathbb{R}^d; U),$$

where $\tilde{f}$ is the trivial extension by zero of the function $f$. By construction, $\nu$ satisfies the distributional equation

$$
(\text{Id} + \triangle_B - \mathcal{R})\nu = (\text{Id} + \triangle_B)[(\text{Id} - T)\nu] = \tilde{f} \quad \text{on } \mathbb{R}^d,
$$

and the global bound

$$
\|\nu\|_{W^{2k,p}(\mathbb{R}^d; U)} \leq C(p, d, \mathcal{B})\|f\|_{L^p(\Omega; U)}.
$$

The assertion follows by taking the restriction of $\nu$ to $\Omega$. □

5. Canceling operators

The aim of this section is to show a local version for constant-rank operators of Van Schaftingen’s canceling estimates for elliptic operators [33, Theorem 1.3]. This will be employed in the proof of the borderline estimate of Theorem 1.4.

More precisely, we show that if $A$ is a canceling operator of constant rank and $\mu \in \mathcal{M}(\Omega; V)$, then

$$
A\mu = \sigma \in \mathcal{M}(\Omega) \implies \sigma \in W^{-1,d/(d-1)}(\Omega'), \quad \Omega' \Subset \Omega,
$$

and the $W^{-1,d/(d-1)}(\Omega')$-norm of $\sigma$ can be quantitatively estimated in terms of its total variation measure $|\sigma|$ up to a constant depending solely on $d, A$ and $\text{dist}((\Omega', \Omega))$.

5.1. Representation of operators of constant rank. In order to establish the local cocanceling estimates we need to recall the kernel representation for operators of constant rank, along with some basic properties of their kernel representation. To this end, let us fix a linear PDE operator $A$ of order $k$ from $V$ to $W$ satisfying

$$
\text{rank } A(\xi) = \text{const} \quad \text{for all } \xi \in \mathbb{R}^d \setminus \{0\},
$$

and denote by $\pi(\xi) : V \rightarrow V$ the orthogonal projection from $V$ to $(\text{ker } A(\xi))^\perp$. A classical result of Schulenberger and Wilcox [29] states that if (5.1) is verified, then the map $\xi \mapsto \pi(\xi)$ is analytic on $\mathbb{R}^d \setminus \{0\}$. Since $\pi(\xi)$ is also 0-homogeneous, the map $\xi \mapsto \pi(\xi)$ defines an $L^p$-Fourier multiplier. Murat [25] used this to define an “$A$-representative”, which for any $u \in \mathcal{L}'(\mathbb{R}^d; V)$, can be defined as

$$
u_A := \mathcal{F}^{-1}(\pi \hat{u}).
$$

Notice that, by construction, we have $A \circ \pi = A \circ [\text{Id} - \text{pr}_{\ker A(\xi)}] = A$ (with $\text{pr}_{\ker A(\xi)}$ the orthogonal projection onto $\ker A(\xi)$) and therefore

$$
A\nu_A = A\hat{u}, \quad \mathcal{A}\nu_A = \mathcal{A}u.
$$

It is well-known that (5.1) implies that $\xi \mapsto A(\xi)^\dagger$ belongs to $C^\infty(\mathbb{R}^d; \text{Lin}(W, V))$, where $M^\dagger$ denotes the Moore-Penrose inverse of $M$ (see, for instance [7, Proposition 8]). On the other hand, using that $A^\dagger$ is homogeneous of degree $-k$, one can show that $A^\dagger$ extends to a tempered distribution on $\mathbb{R}^d$ and, denoting its extension also by $A^\dagger$, the kernel $K_A := (2\pi i)^k \mathcal{F}^{-1}A^\dagger$ is locally integrable on $\mathbb{R}^d \setminus \{0\}$ and belongs
to \( C^\infty(\mathbb{R}^d \setminus \{0\}; \text{Lin}(W, V)) \). The precise statement, which follows from a minor modification of [10, Lemma 2.1], is the following:

**Lemma 5.1.** Let \( \mathcal{A} \) be a linear PDE operator of order \( k \), from \( V \) to \( W \). If \( \mathcal{A} \) satisfies the constant-rank property, then \( K_\mathcal{A} := (2\pi i)^k \mathcal{F}^{-1} \hat{\mathcal{A}}^\dagger \) is locally integrable and satisfies

\[
K_\mathcal{A} \in C^\infty(\mathbb{R}^d \setminus \{0\}; \text{Lin}(W, V)).
\]

In particular, \( K_\mathcal{A} \) is a fundamental solution of \( \mathcal{A} \) in the sense that

\[
u_\mathcal{A} = K_\mathcal{A} \ast \mathcal{A} u \quad \text{for all } u \in C^\infty_c(\mathbb{R}^d; V).
\]

Moreover, for every \( \ell > k - d \), the map \( D^\ell K_\mathcal{A} \) is homogeneous of degree \(-d + k - \ell\).

Recalling the seminal ideas of Fonseca and Müller [15], we can use this representation of \( \nu_\mathcal{A} \) to deduce Sobolev estimates as one would do for elliptic operators. One simple verifies that that the map

\[
\xi \mapsto m(\xi) = \xi^\alpha |\xi|^{k-|\alpha|} A(\xi)^\dagger
\]

is homogeneous of degree 0 and smooth on the sphere. By Mihlin’s theorem, we deduce that the linear map

\[
T[f] \mapsto \mathcal{F}^{-1}[m \hat{f}], \quad f \in C^\infty_c(\mathbb{R}^d; V),
\]

is bounded from \( L^p \) to \( L^p \). In turn, the identity

\[
\partial^s u_\mathcal{A}(\xi) = \xi^\alpha A(\xi)^\dagger \tilde{\mathcal{A}} u(\xi) = m(\xi) \mathcal{F}(\tilde{I}_{k-|\alpha|} \ast \mathcal{A} u)(\xi),
\]

where \( I_s = c_{s,d} |\cdot|^{-n+s} \) is the Riesz potential of order \( s \), conveys that (see [1, Sec. 1.2])

\[
\|D^j u_\mathcal{A}\|_{L^p} \leq C \|I_{k-j} \ast \mathcal{A} u\|_{L^p} \approx C \|\mathcal{A} u\|_{W^{-s,p}(\mathbb{R}^d)},
\]

holds for every positive integer \( j \in (k-d, k) \) for some \( C = C(d, p, k) \). Here, \( W^{-s,p}(\mathbb{R}^d) \) is the dual of \( W^{s,p'}(\mathbb{R}^d) \), where the homogeneous Sobolev space \( W^{s,p}(\mathbb{R}^d) \) is defined as the closure of \( W^{s,p}(\mathbb{R}^d) \) with respect to the semi-norm \( \|D^s u\|_{L^p} \).

Notice that when \( k > d \), one cannot directly infer the \( L^p \)-estimate

\[
\|u_\mathcal{A}\|_{L^p} \leq C_p \|\mathcal{A} u\|_{W^{-k-p}}.
\]

which is a key estimate when dealing with localization arguments. The issue is that for \( k \) larger than the dimension \( d \), one can no longer make use of the equivalence between the Riesz potential norm \( \|I_k f\|_{L^p} \) and the negative homogeneous norm \( \|f\|_{W^{-k-p}} \) induced by the duality \( W^{k,p'} = (W^{k,p})^* \). Instead, this \( L^p \) estimate will be addressed by exploiting the kernel representation from Lemma 5.1.

Finally, we recall that constant-rank operators are precisely the class of operators for which an exact annihilator exists. This was proven by Raita [27] (see also [7]), who showed that (5.1) is equivalent with the existence of an operator \( \mathcal{L} \) from \( W \) to \( W \) (of the form (1.1)) with symbol \( L \) satisfying

\[
\text{im } L(\xi) = \ker L(\xi) \quad \text{for all } \xi \in \mathbb{R}^d \setminus \{0\}.
\]

5.2. **Local estimates.** Now that we are equipped with a kernel representation, we show that if \( \varphi \in C^\infty_c(\mathbb{R}^d; [0, 1]) \) is a cut-off function satisfying \( \varphi \equiv 1 \) on an open neighborhood of \( \Omega \subset \mathbb{R}^d \) (where \( \omega \) is open and bounded), then

\[
\mathcal{A} u \in \mathcal{M}(\mathbb{R}^d; W) \quad \mapsto \quad (\varphi u)_\mathcal{A} \in W^{k-1,q}(\omega) \quad \text{for all } 1 \leq q < d/(d-1).
\]

The proof of this result is an adaptation for constant-rank operators of the one for elliptic operators given in [26, Lemma 2.2], which itself is based on an argument
of Hörmander (see [18, Theorem 4.5.8]). Since the adaptation of the proof is not entirely trivial, we include it here for the convenience of the reader.

**Lemma 5.2.** Let $A$ be a linear PDE operator of order $k$ from $V$ to $W$ that satisfies the constant-rank property. Let $\Omega' \subset \Omega$ be an open and bounded subdomain and let $\varphi \in \mathcal{D}(\mathbb{R}^d, [0, 1])$ be a test function satisfying

$$1_{\Omega'} \leq \varphi \leq 1_{\Omega} \quad \text{and} \quad 0 < \text{dist}(\text{supp} \partial^\alpha \varphi, \Omega') \leq \text{dist}(\Omega', \partial \Omega)$$

for all $|\alpha| \geq 1$. If $1 \leq q < d/(d-1)$ and $\mu \in \mathcal{M}(\mathbb{R}^d; V)$ satisfies

$$A\mu = \sigma \in \mathcal{M}(\mathbb{R}^d, W),$$

then

$$\|D^{k-1}(\varphi \mu)\|_{L^q(\Omega')} \leq C \left( |\mu|(\Omega) + |A\mu|(\Omega) \right)$$

for some $C = C(q, d, A, \text{dist}(\Omega', \text{supp} \varphi), \text{dist}(\Omega', \partial \Omega), |\text{supp} \varphi|)$.

**Proof.** Define $w := \varphi \mu \in \mathcal{D}'(\mathbb{R}^d; V)$. By the discussion above and the representation of constant-rank operators we get

$$w_k = K_k \ast A(\varphi \mu),$$

where $K_k$ is the kernel given by Lemma 5.1. Following the argument in [26, Lemma 2.2], we find that

$$D^{k-1}w_k = (D^{k-1}K_k) \ast A(\varphi \mu)$$

$$= (D^{k-1}K_k) \ast (\varphi \sigma) + (D^{k-1}K_k) \ast [A, \varphi](\mu)$$

$$=: I + II.$$

Where the commutator $[A, \varphi]$ is the $(k-1)^{\text{th}}$ order operator defined as

$$[A, \varphi](\eta) = A(\varphi \eta) - \varphi A(\eta).$$

(5.5)

First, we bound $\|I\|_{L^q}$. We distinguish two cases: if $d > 1$, then we may apply the result of Lemma 5.1 with $\ell = k-1 > k-d$ to deduce that $D^{k-1}K_k$ is homogeneous of degree $-d+1$ and smooth away from $0 \in \mathbb{R}^d$. Then, $|D^{k-1}K_k| \lesssim |\cdot|^{-d+1} \in L^q_{\text{loc}}(\mathbb{R}^d)$. Then, letting $R := 2 \text{diam}(\Omega)$, we see from Young’s convolution inequality that

$$\|I\|_{L^q(\Omega')} \lesssim \|I_1 \ast (\varphi \sigma)\|_{L^q(\Omega')}$$

$$\leq \|I_1\|_{L^q(B_R)} \cdot \|\varphi \sigma\|_{(\mathbb{R}^d)},$$

where $I_1(x) = c_n|x|^{-d+1}$ is the 1-Riesz potential. If $d = 1$, then from the discussion in [26, Chapter 3] it follows that $|D^{k-1}K_k| \lesssim 1 + \log |\cdot|$ and therefore $D^{k-1}K_k \in L^p_{\text{loc}}(\mathbb{R}^d)$ for all $1 \leq p < \infty$. In this case Young’s inequality yields

$$\|I\|_{L^q(\Omega')} \lesssim \|D^{k-1}K_k\|_{L^q(\Omega')} \cdot |\sigma|(\Omega).$$

In both cases the constants involved into the inequalities depend solely on $q, d$ and $A$.

Next we bound $\|II\|_{L^q}$. A modification of the proof [26, Lemma 2.2] shows that $\Pi$ is smooth on $\Omega'$. Here, we need to obtain more information on the actual bounds of $\Pi$, for which we shall first assume that $\mu \in L^1_{\text{loc}}(\Omega)$. By the Leibniz rule, $[A, \varphi]$ is a (inhomogeneous) linear PDE operator of order (at most) $k-1$ such that

$$\text{supp} \ [A, \varphi] \subset \text{supp} \partial^\gamma \varphi$$

for all $\gamma$ with $1 \leq |\gamma| \leq k$. 


Let $x \in \Omega'$. By assumption $0 < \delta := \inf_{|\gamma| \geq 1} \text{dist}(\text{supp} \partial^{\gamma} \varphi, \Omega') \leq |y - x| \leq \text{dist}(\Omega', \partial \Omega)$ for all $y \in \text{supp} D \varphi$. Let $S$ be the closed annulus $B^c_\lambda \setminus B_\delta$, where $\lambda := \text{dist}(\Omega', \partial \Omega)$. Then, it follows from integration by parts that

$$
\|(D^{k-1} K_v \ast [A, \varphi](\sigma))(x)\| \leq \|K_v\|_{W^{2k-1, \infty}(R)} \cdot \|\varphi\|_{W^{2k, \infty}(R)} \cdot \|\mu\|_{L^1(S)} \leq C|\mu|(\Omega)
$$

with a constant $C = C(q, d, A, \lambda, \delta)$. Here, we used the regularity of the kernel $K_v \in C^\infty(\mathbb{R}^d \setminus \{0\}; \text{Lin}(W, V))$ in passing to the last inequality. This proves that

$$
\|\Pi\|_{L^q} \leq C \sup |\varphi|^\frac{1}{q} |\mu|(\Omega),
$$

which together with the bound for $I$ implies the desired bound when $\mu$ is in $L^1_{\text{loc}}(\Omega)$. The general case for $\mu \in \mathcal{M}(\Omega; V)$ follows from the bounds for $I$ and $\Pi$ above and a standard mollification argument. \hfill \Box

We are now ready to prove the main result of this section, namely the following local canceling estimates.

**Theorem 5.3.** Let $\mathcal{A}$ be a linear PDE operator of order $k$, from $V$ to $W$. Further assume that $\mathcal{A}$ is canceling and satisfies the constant-rank property. If $\mu \in \mathcal{M}(\Omega; V)$ satisfies

$$
\mathcal{A} \mu = \sigma \quad \text{in } \mathcal{D}'(\Omega; W)
$$

for some $\sigma \in \mathcal{M}(\Omega; W)$, then $\sigma \in W^{-1, \frac{d}{d-1}}_{\text{loc}}(\Omega)$.
Moreover, for all compact subdomains $\Omega' \Subset \Omega$,

$$
\left| \int_{\Omega'} \varphi \cdot \text{d} \sigma \right| \leq C \left( \|\mu\|(\Omega) + |\sigma|(\Omega) \right) \cdot \|D \varphi\|_{L^q(\Omega')},
$$

for all $\varphi \in C^\infty_c(\Omega'; W)$, where $C = C(d, A, \text{dist}(\Omega', \partial \Omega), \text{diam}(\Omega'))$.

**Proof.** Let $\varphi_1, \varphi_2 \in C^\infty_c(\Omega; [0, 1])$ be two test functions satisfying $1_{\Omega'} \leq \varphi_1 \leq \varphi_2$ and whose supports are nested sufficiently far from each other so that $(\partial^\alpha \varphi_2)\varphi_1 = 0$ for all $|\alpha| > 0$ and also

$$
\|\partial^\alpha \varphi_1\|_\infty \leq C(k) \text{dist}(\Omega', \partial \Omega)^{-2k}, \quad |\alpha| \leq 2k.
$$

Define $w := \varphi_2 \mu$ and let $q := (2d - 1)/2(d - 1)$. By the estimates of Lemma 5.2 and the properties of $\varphi_1, \varphi_2$ we deduce that

$$
\|w_\mathcal{A}\|_{W^{k-1, q}(\Omega')} \leq C \left( \|\mu\|(\Omega) + |\sigma|(\Omega) \right),
$$

for some $C = C(d, A, \text{dist}(\Omega', \partial \Omega), \text{diam}(\Omega'))$. Next, we define $v := \varphi_1 w_\mathcal{A}$, which satisfies

$$
\mathcal{A} v = \varphi_1 \mathcal{A}(\varphi_2 \mu) + [\mathcal{A}, \varphi_1](w_\mathcal{A})
$$

$$
= \varphi_1 \varphi_2 \sigma + \varphi_1 [\mathcal{A}, \varphi_2](\mu) + [\mathcal{A}, \varphi_1](w_\mathcal{A})
$$

in the sense of distributions on $\Omega$. Now, use that the derivatives of $\varphi_2$ vanish on $\{\varphi_2 \equiv 1\}$ to find that

$$
\mathcal{A} v = \varphi_1 \sigma + [\mathcal{A}, \varphi_1](w_\mathcal{A}) \quad \text{in } \mathcal{D}'(\Omega; W),
$$

where the right-hand side is the sum of a measure and an $L^q$-function, both of which can be estimated in terms of $\|\mu\|(\Omega) + |\sigma|(\Omega)$ up to a constant depending on
Identifying $v$ with its trivial extension by zero on $\mathbb{R}^d$, we have constructed a function $v \in W^{k-1,d}(\mathbb{R}^d; V)$ satisfying
\begin{equation}
\mathcal{A}v \in \mathcal{M}(\mathbb{R}^d; W),
\end{equation}
\begin{equation}
|\mathcal{A}v|(\mathbb{R}^d) \leq C(\|\mu\|_{\Omega} + |\sigma|_{\Omega}),
\end{equation}
\begin{equation}
\mathcal{A}v = \sigma \quad \text{in the sense of distributions on } \Omega'.
\end{equation}

We are now in position to apply global cocanceling estimates from \cite[Theorem 1.4]{33}: Let $\mathcal{L}$ be an annihilator of $\mathcal{A}$ such that (5.4) holds. Then, the canceling assumption on $\mathcal{A}$ implies that $\mathcal{L}$ is cocanceling as defined in \cite[Definition 1.3]{33}. Applying a version of the aforementioned theorem with (with $\mathcal{L}$ and $f = \mathcal{A}v$) to conclude that
\begin{equation}
\sup_{\varphi \in C_c^\infty(\Omega'), \|D\varphi\|_{L^d} \leq 1} \left| \int_{\Omega'} \varphi \cdot d\sigma \right| \overset{(5.8)}{\leq} \|\mathcal{A}v\|_{W^{-1,d/(d-1)}} \lesssim |\mathcal{A}v|(\mathbb{R}^d) \lesssim \|\mu\|_{\Omega} + |\sigma|_{\Omega},
\end{equation}
where the constants carried through the inequalities depend only on $d, \mathcal{A}, \Omega'$ and $\text{dist}(\Omega', \partial\Omega)$.

\section{6. Proofs of the main results}

We are now in position to give a proof of our main theorem.

\textbf{Proof of Theorem 1.1.} Without loss of generality we may assume that $V = \mathbb{R}^m$, $L = \mathbb{R}^\ell \times \{0\}^{m-\ell}$ and $\varepsilon \leq 2^{-1}$. Write $\mu = P\nu$ with $\nu \in \mathcal{M}^+(\Omega)$ and $P \in L^\infty(\nu; \mathbb{R}^m)$ to denote the polar decomposition of $\mu$. For a vector $z \in \mathbb{R}^m$ let us adopt the notation $z = (v, w)$ where $v \in \mathbb{R}^\ell$ and $w \in \mathbb{R}^{m-\ell}$. Recall that, under these conventions our main assumption on $P$ reads as
\begin{equation}
P(x) \in \mathcal{K}_{\varepsilon} \subset \left\{ (v, w) \in \mathbb{R}^m : |w| \leq \frac{\varepsilon |v|}{\sqrt{1 - \varepsilon^2}} \right\}, \; \nu\text{-a.e. } x \in \Omega,
\end{equation}
where $\mathcal{K}_{\varepsilon}$ is convex and $\varepsilon > 0$ is a sufficiently small real number, to be constrained below.

\textbf{Reduction to smooth maps.} We claim that establishing a priori estimates for smooth functions suffice. Indeed, if $\{\mu_t\}_{t > 0}$ is family of standard probability mollifiers at scale $t > 0$, then our assumption that $\mathcal{K}_{\varepsilon}$ is a convex cone is crucial to deduce that $\mu_t := \mu * \rho_t$ satisfies
\begin{equation}
\mu_t(x) \in \mathcal{K}_{\varepsilon} \quad \text{for every } x \in \Omega^t := \{ x \in \Omega : \text{dist}(x, \partial\Omega) > t \}.
\end{equation}
Then, the validity of the sough estimates for smooth functions leads to the estimate
\begin{equation}
\|\mu_t\|_{L^p(\Omega^t)} \leq C_t \left( |\mu_t|_{\Omega^t} + |\sigma_t|_{\Omega^t} \right)
\end{equation}
where $C_t = C(d, \mathcal{A}, L, \Omega^t, \text{dist}(\Omega^t, \partial\Omega))$. As it will become apparent from the development of the proof, it holds $C_t \geq C_s$ for all $t \geq s > 0$ and therefore from Young’s inequality for convolutions it holds
\begin{equation}
\liminf_{t \to 0^+} \|\mu_t\|_{L^p(\Omega^t)} \leq \liminf_{t \to 0^+} C_t \left( |\mu_t|_{\Omega^t} + |\sigma_t|_{\Omega^t} \right)
\end{equation}
\begin{equation}
\leq C \left( |\mu|_{\Omega} + |\sigma|_{\Omega} \right),
\end{equation}
where $C = C(d, \mathcal{A}, L, \Omega, \text{dist}(\Omega, \partial\Omega))$. This proves that $\mu_t$ is uniformly bounded in $L^p(\Omega^t)$ provided and since $\mu_t \to \mu$ in the sense of distributions on $\Omega$, we conclude from the lower semicontinuity of the $L^p$-norm with respect to distributional convergence that
\begin{equation}
\|\mu\|_{L^p(\Omega)} \leq C \left( |\mu|_{\Omega} + |\sigma|_{\Omega} \right),
\end{equation}
which is precisely what we aim to prove. Hence, in all that follows, we may assume that \( \mu \) is a smooth map (so that \( P \) and \( \nu \) are also smooth) on \( \Omega \).

**Remark 6.1 (A priori \( L^p \) estimates).** This previous step is the only place where the convexity of \( K \) is used (to ensure the existence of \( K \)-constrained regularizations). It is worth mentioning that if the convexity assumption on \( K \) is dispensed with (in the sense that it is allowed to be a double-sided cone), then our proof still gives the estimate (for \( p \) as in the range of Theorem 1.1) if a priori we know that \( \mu \) is \( L^p \)-integrable, that is,

\[
\mu \in L^p(\Omega) \quad \implies \quad \|\mu\|_{L^p(\Omega)} \lesssim |\mu|(\Omega) + |A\mu|(\Omega).
\]

To back this claim up, we simply observe the following:

(a) the estimates for \( q(\ell) \) derived in Step 3 (below) hold for all \( 1 < p < \infty \), provided that \( \mu \in L^p(\Omega) \),

(b) the estimates in Step 4 (below) hold for all \( p \) as in the range of Theorem 1.1.

**Step 1.** Our assumption on \( L \) implies that \( L \cap \Lambda_A \cap \mathbb{S}^{m-1} = \emptyset \). Since \( L \) and \( \Lambda_A \) are cones, it follows that \( \delta_L := \text{dist}(\Lambda_A \cap \mathbb{S}^{m-1}, L) > 0 \). In all of the following we assume that \( \varepsilon \in (0, \delta_L) \), so that \( \Lambda_A \cap K_{\varepsilon} = \{0\} \).

**Step 2.** Before delving into the main argument, let us introduce some handy notation: We decompose the polar \( P \) as the direct sum \( P = P_0 + P_1 \), where

\[
P_0 := \pi_L P, \quad P_1 := P - \pi_L P,
\]

where \( \pi_L : \mathbb{R}^m \to L \) is the orthogonal projection onto \( L \). By construction, both \( P_0 \) and \( P_1 \) are \( L^\infty \)-functions and hence we may define a measurable tensor field by setting

\[
M := \left( \frac{P_1 \otimes P_0}{|P_0|^2} \right) \chi_{\{|P| > 0\}} \in L^\infty(\Omega; \mathbb{R}^{m \times m}).
\]

For future reference, we record that (6.1) conveys the uniform bound

\[
|M| \lesssim \frac{|P_1|}{|P_0|} \lesssim \frac{\varepsilon}{\sqrt{1 - \varepsilon^2}} \leq 2\varepsilon.
\]  

(6.2)

**Step 3.** Let us first assume that \( \mu \) is compactly supported in \( \Omega' \) and that \( \mu \) satisfies, for some \( 1 < q < \infty \) and some integer \( 0 \leq \ell \leq k - 1 \),

\[
A\mu = \gamma \quad \text{in} \quad \mathcal{D}'(\Omega; V),
\]

for some distribution \( \gamma \in W^{-k+\ell,q}(\Omega; W) \) supported on \( \text{supp} \mu \subset \Omega' \). Henceforth, compactly supported measures and distributions will often be considered as measures and distributions on \( \mathbb{R}^d \) through their trivial extensions. The key argument is to express the source term \( \gamma \) as a perturbation of a well-behaved elliptic operator acting on \( P_0 \nu \). More precisely, we write \( B := A \circ \pi_L \) so that

\[
\gamma = A\mu = B(P_0 \nu) + A(P_1 \nu) = (B + AM)P_0 \nu.
\]  

(6.3)

Since \( P_0 \nu \in L^4(\Omega; \mathbb{R}^m) \), then

\[
\langle MP_0 \nu, \psi \rangle_{\mathcal{D}' \times \mathcal{D}} = \langle P_0 \nu, M^T \psi \rangle_{L^1 \times L^\infty} \quad \text{for all} \ \psi \in \mathcal{D}(\mathbb{R}^d; \mathbb{R}^m).
\]

In particular, the \( (L^1, L^\infty) \)-adjoint of

\[
\mathcal{R} = B^*AM
\]

is given by

\[
\mathcal{R}^* = M^T A^* B.
\]
which is an operator of order $2k$ that can be written in the form

$$
\sum_{|\alpha|=2k} R_\alpha(x)^* \partial^\alpha
$$

where the coefficients $x \mapsto R_\alpha(x)^*$ are Lebesgue-measurable and satisfy

$$
||R_\alpha^*||_{L^\infty} \leq C ||M||_{L^\infty} \leq C_1 \varepsilon
$$

for some $C_1 = C_1(A, L)$. Applying $\mathcal{B}^*$ and adding $P_0\nu$ to both sides of (6.3), we obtain

$$
P_0\nu + \mathcal{B}^* \gamma = (\text{Id} + \triangle_B + \mathcal{R}) P_0\nu =: T \in \mathcal{D}(\Omega; \mathbb{R}^m),
$$

where $\triangle_B := \mathcal{B}^* \mathcal{B}$. In particular $\text{supp}(T) \subseteq \Omega'$. Integration by parts yields (recall that $\triangle_B$ is self-adjoint with respect to the $L^2$-pairing)

$$
<T, \varphi> = <P_0\nu, (\text{Id} + \triangle_B + \mathcal{R}^*)\varphi>, \quad \varphi \in \mathcal{W}^{2k,\delta}(\Omega; \mathbb{R}^m), \quad s \in (1, \infty).
$$

In the next lines, we shall often identify smooth maps as elements of a negative Sobolev space. From Lemma 3.2 in the form (3.3) and in conjunction with (6.6), we deduce (recall that $\mathcal{B}^*$ is a homogeneous operator of order $k$ and $\gamma$ is a compactly supported distribution on $\Omega' \in \mathbb{R}^d$)

$$
||T||_{\mathcal{W}^{-2k,\delta}(\Omega)} = ||P_0\nu + \mathcal{B}^* \gamma||_{\mathcal{W}^{-2k,\delta}(\Omega)}
\leq ||\gamma||_{\mathcal{W}^{-k,\delta}(\Omega)} + ||P_0\nu||_{\mathcal{W}^{-2k,\delta}(\Omega)}
\lesssim_{q,d,k,\Omega} ||\gamma||_{\mathcal{W}^{-k+s,\delta}(\Omega)} + ||P_0\nu||_{\mathcal{W}^{-2k,\delta}(\Omega)}.
$$

Here, $q(\ell)$ is the exponent from Definition 3.3.

In all that follows we further assume $2C_1 \varepsilon \leq \delta$, where $\delta = \delta(d, q(\ell)', \Omega', A, L)$ is the smallness constant from Corollary 4.4 and $q(\ell)'$ is the dual exponent of $q(\ell)$. Applying the results of the aforementioned corollary to $\text{Id} + \triangle_B + \mathcal{R}^*$, the smallness (6.4) implies that given $f \in \mathcal{D}(\Omega'; \mathbb{R}^m)$, we may find $\eta \in \mathcal{W}^{2k,q(\ell)'}(B_1(\Omega'); \mathbb{R}^m)$ satisfying

$$
(\text{Id} + \triangle_B + \mathcal{R}^*)\eta = f \quad \text{and} \quad ||\eta||_{\mathcal{W}^{2k,q(\ell)'}(B_1(\Omega'))} \leq C_2 ||f||_{\mathcal{L}^{q(\ell)'}(\Omega')}
$$

where $C_2 = C_2(d, q, A, L)$ and we have set

$$
B_1(\Omega') = \{x \in \mathbb{R}^d : \text{dist}(x, \Omega) \leq 1\}.
$$

Note also that $0 \leq \ell \leq k - 1$ so that the constant does not depend on $\ell$ but rather on the order $k$ of $A$. Now, let $\chi \in \mathcal{C}_c^\infty(\Omega)$ be a cut-off function satisfying $\chi_{1_{\Omega'}} \leq \chi \leq 1_{\Omega \cap B_1(\Omega')}$ and

$$
||\chi||_{C^{2k}} \leq C(k)\lambda^{2k}, \quad \lambda := 1 \wedge \text{dist}(\Omega', \partial \Omega)^{-1}.
$$

Notice that with this in mind $T[\chi \eta]$ is well-defined and equals $<\pi_L[\mu], f>$. Hence, we obtain the following duality estimate:

$$
||P_0\nu, f|| \leq ||T||_{\mathcal{W}^{-2k,\delta}(\Omega)} \cdot ||\chi\eta||_{\mathcal{W}^{2k,q(\ell)'}(\Omega)}
\leq C(q, d, A, L, \Omega', \lambda) \left(||\gamma||_{\mathcal{W}^{-k+s,\delta}(\Omega)} + ||P_0\nu||_{\mathcal{W}^{-2k,\delta}(\Omega)}\right) \cdot ||f||_{\mathcal{L}^{q(\ell)'}(\Omega')}.
$$

By the dual definition of the $L^{q(\ell)}$-norm we conclude that

$$
||P_0\nu||_{\mathcal{L}^{q(\ell)'}(\Omega')} \leq C(q, d, A, L, \Omega', \lambda) \left(||\gamma||_{\mathcal{W}^{-k+s,\delta}(\Omega)} + ||P_0\nu||_{\mathcal{W}^{-2k,\delta}(\Omega)}\right).
$$

**Step 4.** We proceed now prove the general case, which follows by a localization argument and the previous step.
Let \( p \) be as in the statement of the theorem. Notice that by the definition of \( p \) we may always find \( q = q(p, d, k) \) satisfying

\[
1 < q < \frac{d}{d - 1} \quad \text{and} \quad p = q(k - 1) < \infty,
\]

where \( q(k - 1) \) is the exponent defined in Definition 3.3. Our next objective will be to establish \( L^{q(k-1)} \)-estimates for localizations of \( \mu \). In all that follows we assume that

\[
\varepsilon = \varepsilon(p, d, A, L, \Omega') < \min \{ C_1^{-1} \delta(q(\ell)'', d, A, L, \Omega') : 0 \leq \ell \leq k - 1 \},
\]

so that (6.10) holds for all \( 0 \leq \ell \leq k - 1 \) and some constant \( C = C(d, p, A, L, \Omega', \lambda) \) whenever \( A\mu = \gamma \in W^{-k-\ell, q}(\Omega) \), supp \( \mu \subset \Omega' \), and \( P \in \mathcal{K}_\varepsilon \) almost everywhere with respect to \( \nu \).

First, let us consider a sequence of nested domains \( \Omega_k = \Omega' \subsetneq \Omega_{k-1} \cdots \subsetneq \Omega_1 \subset \Omega_0 = \Omega \) with Lipschitz boundary and satisfying

\[
dist(\Omega_{r+1}, \partial \Omega_r) \geq (2k)^{-1} (1 \wedge dist(\Omega', \partial \Omega)) \quad \text{for all} \quad r = 0, \ldots, k - 1.
\]

For each such \( r \), we may find a cut-off function \( \varphi_r \in C_c^\infty(\Omega) \) satisfying

\[
\| D^\ell \varphi_r \|_{L^\infty} \leq C(k) \lambda^k \quad \text{for} \quad \ell \in \{0, 1, \ldots, k\}, \quad 1_{\Omega_{r+1}} \leq \varphi_r \leq 1_{\Omega_r},
\]

where as above \( \lambda = 1 \wedge dist(\Omega', \partial \Omega)^{-1} \). In all of the following, we adopt the convention that the bounding constant \( C \) may increase from inequality to inequality (or from line to line), but remains to depend solely on \( p, d, k, A, L, \Omega' \); additional dependencies such the dependency on \( \lambda \) will be carried next to the constant.

Define the localized measures \( \mu_r := \varphi_r \mu \) for all \( r = 0, \ldots, k - 1 \). The main argument consists of bootstrapping the regularity of \( \mu_r \) at each step \( r = 0, \ldots, k - 1 \), until we reach the desired \( L^{q(k-1)} \)-bounds for \( \mu \) on \( \Omega_k = \Omega' \). The key is to observe that \( \mu_r \) satisfies the distributional equation

\[
A\mu_r = \gamma_r := \varphi_r \sigma + [A, \varphi_r](\mu_{r-1}),
\]

where the commutator \( [A, \varphi] \) is defined in (5.5) and it is of order \( k - 1 \) and whose coefficients depend solely on the principal symbol of \( A \) and \( \| \varphi \|_{C^k} \).

With regard to the regularity of the localization term \( [A, \varphi_r](\mu_{r-1}) \) (which a priori only belongs to \( W^{-k-\ell, q}(\Omega) \)), we will show that, at the \( r \)'th step of the iteration, the measure \( \mu_r \) belongs to \( L^{q(r)} \). This, in turn, will allow us to lift the regularity of \( [A, \varphi_{r+1}](\mu_r) \) to \( W^{-k, q(r+1)} \) and subsequently bootstrap it onto the regularity of \( \mu_{r+1} \).

Let us begin with the estimate for \( r = 1 \). Using that \( [A, \varphi_1] \) is an operator of order \( k - 1 \) with \( C^\infty \)-coefficients depending only on \( \partial^\alpha \varphi \) (\( |\alpha| \leq k \)) and the coefficients of \( A \), we have

\[
\|[A, \varphi_1](\mu_1)\|_{W^{-k-s, s}} \leq C \lambda^k \|\mu_0\|_{W^{-1-s}},
\]

for all \( 1 < s < \infty \). Since also \( \mu_1, \gamma_1 \) are compactly supported on \( \Omega_1 \), the bound from (6.10) with \( \ell = 0 \) and \( \Omega_1 \) instead of \( \Omega' \) yields

\[
\| P_0 \nu_1 \|_{L^2} \leq C(\|\varphi_1 \|_{W^{-k-s, s}} + \| P_0 \nu_1 \|_{W^{-2k+s, s}} + \|[A, \varphi_1](\mu_1)\|_{W^{-k-s, s}})
\leq C(\|\varphi_1 \|_{W^{-k-s, s}} + \| P_0 \nu_1 \|_{W^{-2k+s, s}} + (C(k) \lambda^k \|\mu_0\|_{W^{-1-s}}))
\leq C \lambda^k (|\sigma(\Omega)| + |\mu(\Omega)|),
\]

(6.11)
where the last inequality follows from Morrey’s embedding (see Lemma 3.2 (d)) and the fact that $1 < q < d/(d - 1)$. The pointwise constraint $|\mu| \leq (1 + \varepsilon)|P_0\nu_1|$ further implies that

$$
\|\mu\|_{L^q(\Omega)}^q \leq \|\mu_1\|_{L^q(\Omega_1)}^q \leq (1 + \varepsilon)\|P_0\nu_1\|_{L^q}^q \leq (1 + \varepsilon)C\lambda^k(1 + |\sigma|(\Omega) + |\mu|(\Omega)).
$$

Notice that in the case $k = 1$ (when $q(k - 1) = q(0) = q \geq p$), this already proves the desired bound.

We shall henceforth assume that $k \geq 2$. Let us now address the derivation of the $L^q(r)$-estimates at the $r$’th step. Assuming in an inductive fashion that $\mu_{r-1} \in L^p(r^{-1})$, we estimate

$$
\|A, \varphi_r\|_{W^{-k,q(r)}} \leq C\lambda^k|\mu_{r-1}|_{W^{-1,q(r)}} \leq C\lambda^k|\mu_{r-1}|_{L^q(r^{-1})}.
$$

In the last line we observed that with $q(r)$ from Definition 3.3, we have (see (3.3)) that $L^q(r^{-1})(\Omega_1) \hookrightarrow W^{-1,q(r)-1}(\Omega_1) = W^{-1,q(r)}(\Omega_1)$.

Similarly, we recall from Lemma 3.2 that for $1 \leq r \leq k - 1$,

$$
\|\varphi_r\|_{W^{-k,q(r)}} \leq C|\varphi_r|_{W^{-k,q(r)}} \leq C|\varphi_r|_{W^{-1,q(r)}} \leq C|\sigma|_{\Omega}.
$$

Using once more the bounds in (6.10) with $\ell = 0$, $\Omega_1$ and now with $q(r)$ we find that

$$
\|\mu_r\|_{L^p(\Omega)} \leq (1 + \varepsilon)(\|\varphi_r\|_{W^{-k,q(r)}} + |P_0\nu_r|(\Omega) + \|[A, \varphi_r]\|_{W^{-k,q(r)}})
\leq C\lambda^k(1 + \varepsilon)(|\sigma|(\Omega) + |P_0\nu_r|(\Omega) + \|\mu_{r-1}\|_{L^q(r^{-1})}).
$$

Thus, the $r$’th iteration can be estimated as ($1 \leq r \leq k - 1$)

$$
\|\mu_r\|_{L^q(r^{-1})} \leq C\lambda r^{k}(1 + \varepsilon)^r(|\sigma|(\Omega) + |\mu|(\Omega)).
$$

This completes the inductive step.

For $r = k - 1$ we then have shown (recall that $\varepsilon < 1$)

$$
\|\mu\|_{L^p(\Omega)} \lesssim_{p,d,R} \|\mu_{k-1}\|_{L^q(k^{-1})} \leq C(p, d, A, L, \Omega^r) k^{\lambda^2}(1 + |\sigma|(\Omega) + |\mu|(\Omega)).
$$

This finishes the proof. \hfill \square

Proof of Corollary 1.2. The idea is that the regularity of $\sigma$ acts as a barrier for the regularity of $\mu$ in the sense that one can only expect (for $k < d$)

$$
|\sigma|(\Omega) < \infty \implies \|\mu\|_{L^p(\Omega')} < \infty \quad \text{for } p < d/(d - k).
$$

In the absence of the source term $\sigma$ (when $\mu$ is $A$-free), there is no such obstruction to improve the integrability of $\mu$. This can be easily circumvented by artificially constructing a higher-order PDE constraint for $\mu$. The operator $\Delta_A^r$ (from $V$ to $V$) associated to the symbol $\xi \mapsto [A(\xi)^*A(\xi)]^{2r-1}$ has order $2^r k$ and satisfies the following properties: Firstly, every $A$-free measure is a $\Delta_A^r$-free measure since

$$
\Delta_A^r(\mu) = \Delta_A^{r-1} \circ \Delta_A^{r-1}(\mu) = \cdots = \Delta_A^{r-1} \circ \Delta_A^{r-2} \circ \cdots \circ A^*(A\mu) = 0.
$$

Secondly, the wave-cones of $\Lambda_{\Delta_A^r}$ and $A\Lambda$ coincide due to the identity

$$
\ker [A(\xi)^*A(\xi)]^{2r-1} = \cdots = \ker [A(\xi)^*A(\xi)] = \ker A(\xi).
$$

Thus, upon taking $r = r(k, d) > \log_2(d/k)$, one may apply the estimates from Theorem 1.1 to $\Delta_A^r$ and $\mu$. The smallness constant for $\Delta_A^r$ still depends on the same parameters $p, d, A, L, \Omega'$ but now they also depend on $r$ and therefore the smallness
constant may not coincide with the one for $\triangle B$. This however does not require
to introduce a dependency parameter on $k$ since $k = k(A)$.  

Proof of Theorem 1.4. The argument is exactly the same as the one used in
the proof of Theorem 1.1, with the exception that the constant-rank and canceling
assumptions will allow us to improve the regularity of the source term $\sigma$, namely
that (recall that $\text{supp}\mu_1 \subseteq \Omega_1$ and $\text{dist}(\Omega_1, \partial\Omega) \approx \lambda$)
$$
\|A\mu_1\|_{W^{-1,d/(d-1)}} \leq C(\|\mu\|_{\Omega} + |\sigma|_{\Omega})
$$
with a constant $C = C(d,A,L,\Omega',\lambda)$. Once this is established, the rest follows as
before since
$$
q(k-1) = \frac{d}{d-k} \quad \text{for} \quad q = \frac{d}{d-1}.
$$

To see that the estimate in (6.12) holds, let $1 < p < d/(d - k)$. Observe that
if $\varepsilon$ is sufficiently small, by the previous part of the proof we may assume without
any loss of generality that $\mu \in L^p_{\text{loc}}(\Omega)$ (with bounds that depend solely on the total
variation of $\mu$ and $\sigma$). Let $\chi$ be a suitable cut-off function on $\Omega$ satisfying $\chi \equiv 1$ on
$\text{supp} \varphi_1$. Then,
$$
\|\varphi_1 \sigma\|_{W^{-k,d/(d-k)}} \leq \|A\varphi_1\|_{W^{-k,p(1)}} \leq \|\mu\|_{W^{-1,p(1)}} \leq C(\|\mu\|_{\Omega} + |\sigma|_{\Omega}),
$$
where in the first inequality we have used that $p > 1$ and in the last inequality that
$p < d/(d - 1)$. Here, $\chi$ can be chosen so that the constant $C$ depends on $d, A, \Omega', \lambda$.
Similarly, we also get (recall that $k < d$)
$$
\|\varphi_1 \sigma\|_{W^{-k,d/(d-k)}} \leq C(\|\mu\|_{\Omega} + |\sigma|_{\Omega}),
$$
where the last inequality is a direct consequence of the local estimates for canceling
operators given in Theorem 5.3. Since $A\mu_1 = \varphi_1 \sigma + [A, \varphi_1](\chi\mu)$, this proves (6.12).

Proof of Corollary 1.6. The proof of the first part of this corollary is immediate
from Theorem 1.1 since $L^p$-bounds for $p > 1$ imply $L^q$-equiintegrability for $1 \leq q <
 p$. For the second part, we first observe that $L^q$-equiintegrability upgrades weak*
convergence in the sense of measures to weak convergence locally in $L^q$. Further, if
$\mu_j \to \mu$ in measure or almost everywhere (as maps), then the $L^q$-equiintegrability
implies the strong convergence locally in $L^q$ by Vitali’s convergence theorem.

Proof of Proposition 1.9. Note first that by the assumed convexity of $K$ it holds
that either the cone is acute, i.e., $-K \cap K = \{0\}$ or that $K = V$. In the latter case,
$A_A = \{0\}$ and $A$ is elliptic. Thus, there are no non-zero integrable solutions of our
system.

To show the theorem also in the first case, we argue by contradiction. So assume
that there is a non-zero $u \in L^1(\mathbb{R}^d; V)$ with $Au = 0$ and $u \in K$ almost everywhere.
By the linearity of the integral, it holds that $K \ni e := \int u \, dx \neq 0$; here we have
used that $K$ is an acute cone, so that $\int u \, dx = 0$ if and only if $u$ is identically zero.

We define $u_\lambda(x) := \lambda^{-d}u(x/\lambda)$ and proceed to apply a well-known rescaling
argument (see [33, Proposition 2.2]): Since $u \in L^1(\mathbb{R}^d; V)$, one has that $u_\lambda \to \varepsilon \delta_0$
in the sense of distributions as $\lambda \to 0^+$. It follows that
$$
A(e \delta_0) = 0 \quad \text{in} \ D'(\mathbb{R}^d; V).
$$
Applying the Fourier transform to both sides of this equation, we obtain $\mathcal{A}(\xi)e = 0$
for all $\xi \in \mathbb{R}^d$. Hence $e \in \Lambda_A$. As $e \in K \setminus \{0\}$, the the assumption $K \cap \Lambda_A = \{0\}$
yields the sought contradiction.
Remark 1.10 follows by observing that in reaching a contradiction it suffices to assume that
\[ K \cap \bigcap_{|\xi|=1} \ker A(\xi) = \{0\}. \]
This completes the proof. \( \square \)

7. Counterexamples

As shown in the previous sections, we can expect compensated compactness in \( L^1_{\text{loc}} \) under the assumption that an \( A \)-free (or uniformly \( A \)-bounded) sequence satisfies
\[ \text{dist}(\mu_j, D) \leq \varepsilon, \quad 0 < \varepsilon \ll 1, \]
where \( D \subset L \) is a one-sided cone and \( L \) is a subspace with no \( \Lambda_A \)-connections. However, relaxing this to a double-sided constraint
\[ \text{dist}(\mu_j, D \cup -D) \to 0 \text{ in } L^p \text{ for any } p \in [1, \infty] \quad (7.1) \]
does not yield analogous compactness results.

We will first demonstrate, with three counterexamples and a general result about the failure of \( L^1 \)-compensated for \( L \)-elliptic systems from [5], that (7.1) with \( p = 1 \) is not enough to rule out concentrations.

For the following three examples, we specialize to the case \( A = \text{curl} \) for \( M^{n \times d} \)-valued maps, for which we have \( \Lambda_{\text{curl}} = \{ A \in \mathbb{R}^{n \times d} : \text{rank} A \leq 1 \} \). The first two examples are constructive but less general, and the third and fourth examples are rather abstract but cover general situations.

Example 7.1 (Gradients swirling around an elliptic space). Let \( \text{SD}(d) \subset \mathbb{R}^{d \times d} \) denote the space of trace-free symmetric \((d\times d)\)-matrices \( (d \geq 2) \). Clearly, this space only intersects the cone of rank-one matrices at the origin. We will construct a sequence of gradients \( \nabla v_j \in L^1(B_1; \mathbb{R}^{d \times d}) \) satisfying the following properties:

(i) \( \| \text{dist}(\nabla v_j, \text{SD}(d)) \|_{L^1} \to 0 \) as \( j \to \infty \);
(ii) \( \nabla v_j L^d \rightharpoonup 0 \) in \( D'(B_1; \mathbb{R}^{d \times d}) \);
(iii) \( \nabla v_j \not\to 0 \) in \( L^1(B_1; \mathbb{R}^{d \times d}) \).

This means that imposing the \( L^1 \)-closeness condition (i) to a \( (d+2)(d-1)/2 \)-dimensional subspace (this subspace is 2-dimensional if \( d = 2 \)) that only intersects the rank-one cone at the origin, is insufficient for improving weak* convergence to strong \( L^1 \) convergence for a curl-free sequence, in opposition to the statement of Corollary 1.6 for \( L^\infty \)-closeness to a fixed polar.

Since the ideas are similar, we will only construct our example for \( d = 2 \). Let \( 0 < \varepsilon < 1 \) and define
\[ u_\varepsilon(x) := \frac{1}{|\ln \varepsilon|} g_\varepsilon(\ln |x|), \quad \text{where} \quad g_\varepsilon(t) := \eta\left(\frac{t}{\ln \varepsilon}\right)t, \]
and \( \eta: \mathbb{R} \to \mathbb{R} \) is a smooth function with \( \eta(t) = 1 \) for \( \eta \leq 1 \) and \( \eta(t) = 0 \) if and only if \( t \geq 2 \). We compute, where we set \( R_{\varepsilon}(x) := \frac{\ln |x|}{\varepsilon} \),

\[
\nabla^2 u_\varepsilon(x) = \frac{1}{|\ln \varepsilon|} (g_\varepsilon'(\ln |x|) \nabla^2 \ln |x| + g_\varepsilon''(\ln |x|) \nabla \ln |x| \otimes \nabla \ln |x|) \\
= \frac{1}{|\ln \varepsilon|} (\eta(R_{\varepsilon}(x)) + \eta'(R_{\varepsilon}(x)) R_{\varepsilon}(x)) \nabla^2 \ln |x| \\
+ \frac{1}{|\ln \varepsilon|^2} (2\eta'(R_{\varepsilon}(x)) + \eta''(R_{\varepsilon}(x)) R_{\varepsilon}(x)) \frac{x}{|x|^2} \otimes \frac{x}{|x|^2} \\
=: I_{\varepsilon} + II_{\varepsilon}.
\]

We observe that \( R_{\varepsilon}(x) \leq 1 \) for \( |x| \geq \varepsilon \) and \( R_{\varepsilon}(x) \geq 2 \) for \( |x| \leq \varepsilon^2 \). Notice also that \( \eta(t) + \eta'(t)t \) is 1 if \( t \leq 1 \) and 0 if \( t \geq 2 \) and bounded and nonzero in between. Thus,

\[
\int_{B_1} |I_{\varepsilon}| \, dx = \int_{B_1 \setminus B_{\varepsilon^2}} |I_{\varepsilon}| \, dx,
\]

whereby

\[
\int_{B_1} |I_{\varepsilon}| \, dx \sim \frac{1}{|\ln \varepsilon|} \int_{B_1 \setminus B_{\varepsilon^2}} |\nabla^2 \ln |x|| \, dx = \frac{2\sqrt{2\pi}}{|\ln \varepsilon|} \int_{\varepsilon^2}^1 \frac{1}{r} \, dr = 4\sqrt{2\pi}.
\]

Moreover, \( 2\eta'(t) + \eta''(t)t \) is supported in \((1,2)\) and bounded, we have

\[
\int_{B_1} |II_{\varepsilon}| \, dx \lesssim \frac{1}{|\ln \varepsilon|^2} \int_{B_1 \setminus B_{\varepsilon^2}} |x|^{-2} \, dx \to 0.
\]

Now define \( v_\varepsilon := \nabla u_\varepsilon \), for which \( \nabla v_\varepsilon = \nabla^2 u_\varepsilon \). Then, since \( g_\varepsilon \) converges to the function that is 1 almost everywhere in \( L^1_{\text{loc}} \) this yields (ii). Moreover, \( \int_{B_1} |\nabla^2 u_\varepsilon| \, dx \approx 1 \), so (iii) also holds. For (i), we note that \( \nabla^2 \ln |x| \in \text{SD}(2) \) almost everywhere since \( \nabla^2 \ln |x| \) is a Hessian and \( \text{trace}(\nabla^2 \ln |x|) = \Delta \ln |x| = 0 \) (recall that \( \ln |x| \) is the fundamental solution of the Laplacian in two dimensions). Therefore,

\[
\text{dist}(\nabla v_j(x), \text{SD}(2)) \leq |II_{\varepsilon}|.
\]

Thus,

\[
\int_{B_1} \text{dist}(\nabla v_j(x), \text{SD}(2)) \, dx \leq \int_{B_1} |II_{\varepsilon}| \, dx \to 0,
\]

yielding (i).

**Example 7.2 (Quasiconformal maps).** We recall that the conformal coordinates \((a^+, a^-) \in \mathbb{C}^2\) of a matrix \( A \in \mathbb{R}^{2 \times 2} \) are defined by the rule

\[
Av = a^+ v + a^- \overline{v},
\]

under the identification of vector \( v = (x,y) \in \mathbb{R}^2 \) with complex numbers \( v = x + iy \). Verifying that this defines a linear isomorphism from \( \mathbb{R}^{2 \times 2} \) onto \( \mathbb{C}^2 \) is straightforward. The complex dilation of a matrix \( A \in \mathbb{R}^{2 \times 2} \), which is defined as

\[
\mu_A := \frac{a_-}{a^+},
\]

quantifies how far is a matrix \( A \) from being conformal (precisely when \( a_- = 0 \)). In this vein, for a real number \( r \in \mathbb{R} \) we define

\[
E_r := \left\{ A \in M^{2 \times 2} : \mu_A = r \right\},
\]
of matrices with complex dilation equal to $r$. With these conventions, it is straightforward that

$$E_0 = \left\{ \begin{pmatrix} a & b \\ -b & a \end{pmatrix} : a, b \in \mathbb{R}^2 \right\}$$

is the space of conformal matrices. Notice that the set space of conformal matrices possesses no rank-1 connections. Indeed, this follows from the fact that $\det(A) = \frac{1}{2} |A|^2$ for all $A \in E_0$. Moreover, since the change to conformal coordinates is a linear isomorphism, it follows that

$$A \in E_r \implies \text{dist}(A, E_0) \leq C |a| \leq C |A| \cdot |r| \sqrt{2}.$$ 

Hence,

$$\text{dist} \left( \frac{A}{|A|}, E_0 \right) \leq C |r| \quad \text{for all} \quad A \in E_r$$

and in particular $E_r$ belongs to a closed (two-sided) $C^r$-neighborhood of $E_0$.

**Theorem 7.3 (Astala et al. [8, Thm. 3.18]).** Let $\varepsilon \in (0, 1)$. For bounded set $\Omega \subset \mathbb{R}^2$ there exists a mapping $f \in W^{1,1}(\Omega; \mathbb{R}^2) \cap C(\Omega; \mathbb{R}^2)$ satisfying

1. $f(x) = 0$ on $\partial \Omega$,
2. $\nabla f(x) \in E_{-\varepsilon} \cup E_{\varepsilon}$ for almost every $x \in \Omega$,
3. $f \in W^{1,q}(\Omega; \mathbb{R}^2)$ for all $q < 1 + \varepsilon$, but for any ball $B \subset \Omega$ it holds

$$\int_B |\nabla f|^{1+\varepsilon} = \infty.$$ 

The following result, which follows directly from the Theorem 7.3 above, shows that the higher-integrability bounds from Theorem 1.1 may fail for non-convex constraints of the polar in the case $d = 2$.

**Proposition 7.4 (Almost conformal curl-free fields).** For every $p \in (1, 2)$ and every $\varepsilon \in (0, p - 1)$, there exists an integrable matrix field $\mu \in L^q(\Omega; \mathbb{R}^2)$ for all $q \in [1, 1 + \varepsilon)$, such that

$$\text{curl} \mu = 0 \quad \text{on} \quad \Omega$$

and

$$\text{dist} \left( \frac{\mu}{|\mu|}(x), E_0 \right) \leq C \varepsilon.$$

However,

$$\int_B |\mu|^{1+\varepsilon} \, dx = \infty \quad \text{for every ball} \ B \subset \Omega.$$ 

*Proof.* Simply let $\mu = \nabla f$, where $f$ is the function given by Theorem 7.3 for $\varepsilon \in (0, p - 1)$. Clearly $\mu$ is curl-free. Moreover, the estimate (7.2) and the fact that $\nabla f(x) \in E_{-\varepsilon} \cup E_{\varepsilon}$ imply that distance from the polar of $\mu$ to $E_0$ is bounded by $\varepsilon$ up to a constant. The failure of the local $p$-integrability follows from (3) in the theorem above, the fact that $p > 1 + \varepsilon$ and Hölder’s inequality. \hfill $\Box$

Now we show that under the (weaker) assumption of $L^1$-closeness of a sequence of gradients to a line away from the wave cone, we still cannot expect compensated compactness. However, this example is non-constructive, and relies on the characterization [20, Theorem 1] of BV-Young measures via a Jensen-type inequality. We refer the reader to [28, Chapter 12] for notation.
Example 7.5. Fix any $P_0 \in \mathbb{R}^\ell \otimes \mathbb{R}^d$ with $|P_0| = 1$, rank $P_0 \geq 2$, and consider the following generalized Young measure:

$$\nu = (\nu_x, \lambda, \nu_\infty) := \left( \delta_0, \delta_0, \frac{1}{2} \delta_{P_0} + \frac{1}{2} \delta_{-P_0} \right) \in Y^M(B_1; \mathbb{R}^\ell \otimes \mathbb{R}^d).$$

Namely, $\nu$ concentrates only at the origin with the direction of concentration oscillating between $\pm P_0$. We have for the barycenter

$$[\nu] := [\delta_0]L^d(\mathbb{S}^{\ell - 1}) + \left[ \frac{1}{2} \delta_{P_0} + \frac{1}{2} \delta_{-P_0} \right] \delta_0 = 0$$

Also $\lambda_\nu(\partial B_1) = 0$. Now take any quasiconvex $h: \mathbb{R}^\ell \otimes \mathbb{R}^d \to \mathbb{R}$ with linear growth. We have

$$h\left([\delta_0] + \left[ \frac{1}{2} \delta_{P_0} + \frac{1}{2} \delta_{-P_0} \right] \frac{d\delta_0}{d\mathcal{L}^d}(x) \right) = h(0) = \langle h, \delta_0 \rangle + \left\langle h^\#, \frac{1}{2} \delta_{P_0} + \frac{1}{2} \delta_{-P_0} \right\rangle \frac{d\delta_0}{d\mathcal{L}^d}(x),$$

for almost every $x$, where

$$h^\#(A) := \lim_{\varepsilon \to 0^+} \sup \left\{ \frac{f(tB)}{t} : 0 < |A - B| < \varepsilon, \ t > \frac{1}{t} \right\}$$

is the upper (generalized) recession function associated to $h$. Hence, by [20, Theorem 1], we deduce that $\nu \in BVY(B_1; \mathbb{R}^\ell \otimes \mathbb{R}^d)$, so by [28, Proposition 12.18], we can find an (improved) generating sequence of maps $(u_j)_j \subset (W^{1,1} \cap C^\infty)(B_1; \mathbb{R}^\ell)$ with $\nabla u_j \rightharpoonup Y \nu$. But if we choose

$$f(x, A) := \text{dist}(A, \text{span}\{P_0\}) \in E(B_1; \mathbb{R}^\ell \otimes \mathbb{R}^d),$$

where $E(B_1; \mathbb{R}^\ell \otimes \mathbb{R}^d)$ is the pre-dual of $Y^M(B_1; \mathbb{R}^\ell \otimes \mathbb{R}^d)$, we have that

$$\langle f, \delta[\nabla u_j] \rangle = \int_{B_1} \text{dist}\left(\nabla u_j(x), \text{span}\{P_0\}\right) dx \to 0.$$ 

So we have found a sequence of gradients (curl-free functions) that converge weakly* in $\mathcal{M}(B_1; \mathbb{R}^\ell \otimes \mathbb{R}^d)$ to $[\nu] = 0$, and the distance between their polars and $\{P_0, -P_0\}$ converges to 0 strongly in $L^1$. However, we cannot improve weak* convergence to strong convergence here since [28, Corollary 12.15] tells us that this is only possible provided $\lambda_\nu = 0$, which is not true.

More generally, for operators $\mathcal{A}$ satisfying the constant-rank property, we recall the following abstract result on the failure of $L^1$-compensated compactness for $\mathcal{A}$-free measures [5, Corollary 3.1]:

**Proposition 7.6.** Let $\mathcal{A}$ be a linear PDE operator from $V$ to $W$ that satisfies the constant-rank property. Let $L$ be a non-trivial subspace of

$$\text{span} \Lambda_\mathcal{A} \subset V,$$

and assume that $L$ has no non-trivial $\Lambda_\mathcal{A}$-connections, i.e.,

$$L \cap \ker \mathcal{A}(\xi) = \{0\} \quad \text{for all} \ \xi \in \mathbb{R}^d \setminus \{0\}.$$ 

Then, for every non-trivial cone $\mathcal{K} \subset L$, there exists a sequence $\{w_j\} \subset C^\infty(B_1; V)$ of $\mathcal{A}$-free vector-valued functions satisfying

$$w_j \mathcal{L}^d \rightharpoonup 0 \quad \text{in} \ \mathcal{M}(B_1; V),$$

$$\text{dist}(w_j, \mathcal{K} \cup -\mathcal{K}) \to 0 \quad \text{in} \ L^1(B_1),$$
but
\[ w_j \not\to 0 \quad \text{in} \quad L^1(B_1; V), \quad \text{and} \]
\[ \{ |w_j| \} \text{ is not locally equiintegrable on any sub-domain of } B_1. \]

**Remark 7.7.** The proof in this case appeals to the characterization of \( \mathcal{A} \)-free Young measures, which has in been recently established independently in [5] and [19]. In this regard, a thorough discussion and counterexamples to the compensated compactness for \( L^1 \)-asymptotically \( L \)-elliptic systems can be found in [5, Sec. 3.2].

Finally, we show that in our compensated compactness result, Corollary 1.6, we cannot expect strong convergence since bounded oscillations are still allowed.

**Example 7.8 (Laminates).** Let \( P \in \Lambda_{\mathcal{A}} \) and let \( \xi \in \mathbb{R}^d \) be a normal direction such that \( P \in \ker \mathcal{A}(\xi) \). If \( K \subset E \) is a set with non-empty interior, then we may find \( \delta > 0 \) and vectors \( A, B \in K \) such that
\[ A = B + \delta P. \]

Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be the \([0,1]\)-periodic extension of the indicator function \( \chi_{[0,\frac{1}{2}]} \) and consider the sequence of \( \{0,1\} \)-valued maps
\[ \varphi_j(x) := \varphi(j(x \cdot \xi)), \quad x \in \mathbb{R}^d. \]

We define an \( \{A, B\} \)-valued sequence of laminates \( u_j : \mathbb{R}^d \to \mathbb{R}^m \) oscillating on the \( \xi \)-direction by letting
\[ u_j := B + \delta P \varphi_j. \]

Notice that this conforms a sequence of \( \mathcal{A} \)-free measures since
\[ \mathcal{A} u_j \left( [j \delta \varphi'(j(dx \cdot \xi))] \mathcal{A}(\xi) |P| \right) = 0 \quad \text{in} \quad \mathcal{D}'(\mathbb{R}^d; V). \]

By construction it holds
\[ u_j \to \frac{A + B}{2} \quad \text{locally in } L^p \text{ for all } p \in [1, \infty), \]
\[ u_j \not\to \frac{A + B}{2} \quad \text{locally in } L^1. \]
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