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Abstract: Supply Chain Finance (SCF) has gradually taken on digital characteristics with the rapid development of electronic information technology. Business audit information has become more abundant and complex, which has increased the efficiency and increased the potential risk of commercial banks, with credit risk being the biggest risk they face. Therefore, credit risk assessment based on the application of digital SCF is of great importance to commercial banks’ financial decisions. This paper uses a hybrid Extreme Gradient Boosting Multi-Layer Perceptron (XGBoost-MLP) model to assess the credit risk of Digital SCF (DSCF). In this paper, 1357 observations from 85 Chinese-listed SMEs over the period 2016–2019 are selected as the empirical sample, and the important features of credit risk assessment in DSCF are automatically selected through the feature selection of the XGBoost model in the first stage, then followed by credit risk assessment through the MLP in the second stage. Based on the empirical results, we find that the XGBoost-MLP model has good performance in credit risk assessment, where XGBoost feature selection is important for the credit risk assessment model. From the perspective of DSCF, the results show that the inclusion of digital features improves the accuracy of credit risk assessment in SCF.
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1. Introduction

In recent years, technological innovation and transformation of the new technology-led FinTech applications in the digital economy are gradually merging with traditional industries and generating new developments (see Deloitte (2021) at https://www2.deloitte.com/mt/en/pages/technology/articles/mt-what-is-digital-economy.html, accessed on 12 January 2021). DSCF, a product of the digital technology surrounding SCF, is a complex web-like system formed due to the combination of big data, cloud computing, IT and blockchain technologies. The SCF platform provided by traditional financial institutions is infinitely extended by the participating entities in this engagement process (Du et al. [1]). The upstream and downstream operational structure of companies in the supply chain is not limited to the traditional chain organization but has evolved into an organizational structure (Scuotto et al. [2]). Governments, financial institutions, logistics, and other proponents of SCF activities are all reflected in this intertwining of interests, guiding supply chain forecasting, planning, execution, and decision-making activities through DSCF platforms. The construction of a modern DSCF system is the integration of traditional process fragmentation, using new technological tools to keep companies closely connected while refining the division of labor and reducing the frictional costs between each link through information technology; DSCF is a deep integration of various industrial chains and...
Due to the application and penetration of digital technologies, SCF has undergone significant changes in the valuation of the soft power of companies, target credit assessment, and asset risk control (Banerjee et al. [4]). For companies financed based on DSCF, financial institutions are increasingly incorporating the digitalization of companies into their credit assessment (Ivanov and Dolgui [5]). Meanwhile, credit risk assessment models are being improved to accommodate the increasing complexity of the data. The introduction of machine learning methods has contributed significantly to the development of credit risk assessment, but the effectiveness of an extensive range of machine learning models in dealing with the credit risk assessment problem in DSCF remains to be investigated.

The motivation of this paper is driven by three aspects: Firstly, the model for credit risk assessment is various and ambivalent. For instance, LR has defaulted to the most common method for credit risk assessment even if it shows less non-linear fitting ability in forecasting the credit risk (Denison et al. [6]). While SVM is believed to provide the highest accuracy in forecasting (Khemakhem and Boujelbene [7]; Danenas and Garsva [8]), the MLP is also argued to outperform other traditional approaches (Bahnsen and Gonzalez [9]). The performance of modern machine learning models in empirical data remains to be tested. Secondly, most of the credit risk assessment variables in the existing literature are selected manually, and their selection is subjective and arbitrary, e.g., Wang et al. [10] summarized the existing literature and came up with four first-level indicators, 11 s-level indicators, and 20 third-level indicators. However, the selection of feature variables for enterprises is diverse and advanced with the time that we cannot clarify the proper indicators for assessment. Thirdly, there are gaps in the research on DSCF, especially from the perspective of credit risk assessment, and most existing articles investigate DSCF from a theoretical perspective, not to mention the lack of a corresponding indicator system. Thus, we use 1357 observations from 85 Chinese-listed SMEs over the period 2016–2019 as the sample, and select the important feature automatically through XGBoost at the first stage, then compare the performance of MLP and other machine learning models in credit risk assessment.

This study enriches the theory and practice of enterprise credit risk assessment in the DSCF environment. The effectiveness of the XGBoost-MLP approach for credit risk assessment in DSCF is investigated. Based on the traditional single credit risk assessment model, the feature selection is taken into account in the first stage by using XGBoost as the model, and then is compared to each traditional model including LR, KNN, NB, DT, RF, SVM and MLP, and its combination with XGBoost in the second stage. The hybrid method of XGBoost-MLP is observed to have optimal performance, which contributes to the enhancement and development of the theory of enterprise risk assessment models in the DSCF environment, and also provides new ideas to improve the accuracy of enterprise credit risk prediction. Further, the impact of feature selection on credit risk assessment under the XGBoost method is explored in depth by observing the effect of risk assessment models with different feature thresholds. Feature selection plays an important role in credit risk assessment, and selecting the most appropriate features as indicators for credit risk assessment analysis helps to improve the accuracy of the model. This extends the application of traditional credit risk assessment indicator systems and provides strong evidence for banks and other financial institutions to make sound financing decisions. Finally, the study on DSCF features is conducted by comparing the assessment results with and without DSCF features; we find that the credit risk assessment of firms is better when their DSCF features are taken into account. On the basis of feature screening, adding indicators of DSCF features further improves the modern credit risk assessment indicator system and enriches the relevant theory.

The paper proceeds as follows. In Section 2, the background of DSCF and credit risk assessment with machine learning is presented as the literature review. Section 3 includes the theory and methodology. Section 4 exhibits experimental design. Section 5 reports the results and discussion of the experiment. Section 6 offers the robustness check. Section 7 provides the conclusion.
2. Literature Review

2.1. Background of DSCF

Since the 1970s, driven by rising consumption levels, market demand, and minimization of production costs, there has been a gradual shift in the pattern of division of labor from within a single enterprise to between multiple enterprises. The role of inter-firm coordination and facilitation through new supply chain enterprises has led to the derivation of a supply chain production model. Timme and Williams-Timme [11] first introduced the concept of SCF, and then Berger et al. [12] defined SCF from the perspective of SME lending. They argued that SMEs have difficulty in obtaining loans due to a lack of good credit support and proposed a new financing model in which large enterprises or financial institutions control transactions to finance SMEs that are difficult to finance. Initially, supply chain management neglected the flow of capital until the late 20th century when the importance of capital flow to the entire supply chain came into focus and SCF was created. Hofmann [13] argued that multiple firms and external service participants participate in the management and integration of financial resources to increase the value of all participants in the supply chain. He also innovatively incorporates corporate values by managing the stakeholders in the supply chain to strengthen the corporate culture of the core companies, which can effectively reduce the credit risk in SCF. The core of SCF is composed of financial institutions, core enterprises, and information platforms, which focus on financing and cost settlement in the supply chain, thereby optimizing and reducing the costs of enterprises in the supply chain (Supply chain Europe [14]). Further, Camerinelli [15] defines SCF as the provision of financial services by financial institutions to companies in the supply chain to help them manage logistics and information flows. Lyons et al. [16] argue that supply chains contain a large number of enterprises with complex structures, and that they can be considered as a whole where countermeasures can be formulated by integrating information on all commodities and materials, information on transactions, and financial transactions to ultimately improve the competitiveness of the supply chain.

Digitization has been a popular trend in recent years, and its application does not happen overnight but is advanced in layers. With the advancement of technology, FinTech, represented by artificial intelligence, blockchain, cloud computing, and big data, is being deeply integrated with traditional SCF, forming a new generation of DSCF platforms. The root of DSCF is the supply chain. The essence of the supply chain is actually the supply and demand chain, which refers to the chain consisting of a series of supply and demand links from the supply chain to the customer. The supply chain includes physical flow, capital flow and information flow, in which the physical flow and capital flow form a complete closed-loop, i.e., the use of funds to purchase raw materials, raw materials are converted into products, products are further converted into funds, and then part of the converted funds are used to purchase raw materials again, opening a new cycle (see Financial Times (2021) at https://www.ft.com/content/8ca7b05d-f1a8-4ddd-8fda-3383f11e5143, accessed on 5 April 2021). SCF is an activity that brings in external capital when a company is not operating well or when it wants to expand its business. Scholars usually define the concept of SCF: from the supply chain perspective, e.g., Hofmann [13]. Guillen et al. [17] thought that SCF integrates production and financing into the management framework of a firm’s supply chain, and thus manages it in an integrated manner. Gomm [18] and Caniato et al. [19] believed that SCF uses optimal strategies to plan, manage, and control cash flows in the supply chain to help improve the operational efficiency of the supply chain, while Wuttke et al. [20] and Wändfluh et al. [21] illustrated that SCF can strengthen the relationship between upstream firms, downstream firms and core firms, and optimize the financing structure in the supply chain. From another type of financial perspective, such as Atkinson [22] and Gobbi and Sette [23], they considered that SCF is a financing business conducted through a third-party trading platform, which can effectively reduce the financing cost of enterprises and improve the cash flow turnover of the supply chain. Jing and Seidmann [24] and Caniato et al. [19] argued that SCF is a process of optimizing the financial management of the supply chain, focusing on core enterprises and financing institutions.
Compared to traditional SCF, an important feature of DSCF is the “enterprise data on the chain”, i.e., the enterprises in the supply chain register and confirming their transaction information on the chain (see Figure 1), which is a different way of digitizing enterprises than the internet (Goldfarb and Tucker [25]). For the realization of this feature, the digitalization of both financial institutions and enterprises is essential, with the digitalization of enterprises also playing an important role in the risk control of SCF. Firstly, the information recording, IoT technology, plays a role in collecting and recording information, warehouse management system (WMS), supplier relationship management (SRM), customer relationship management (CRM), etc., which are all supply chain information collection and recording systems. Secondly, the dissemination of information, in digital form, makes it possible to share, collaborate, and monitor information in real-time across locations. Enterprise resource planning (ERP), for example, is called the internal information internet of the enterprise. Thirdly, information processing, i.e., the fast and accurate processing of information, e.g., advanced planning and scheduling (APS) is an information processing system for the supply chain management. The new generation platform features intelligent multi-party connection, mutual trust of chain enterprises, multi-level credit penetration and closed-loop ecological risk control, which is expected to drive the development of enterprise financing business in relatively risk-controlled batches by transferring core enterprise credit at multiple levels and closing the loop of funds in an operational manner.

Figure 1. Framework of digital supply chain finance.

2.2. Machine Learning and Credit Risk Models

The issue of credit risk assessment in SCF has attracted the attention of scholars. Hallikas et al. [26] used internal audit and computer cameras and analyzed the causes of risk through interviews with two core enterprises and nine suppliers, and classified the risks of SCF into four parts: demand, transaction, pricing, and finance. Finch [27] analyzed the literature on the need for core firms to determine whether to use SMEs as a supply partner for critical operations and to establish appropriate information systems for review, and found that improved information management of SMEs contributed to credit risk reduction. Yurdakul and ˙Iç [28] developed a credit assessment and decision-making model for determining the credibility of manufacturing firms. Ghadge et al. [29] developed a holistic, systematic, and quantitative risk assessment process to measure overall risk behavior. By capturing dynamic risks in case studies of manufacturing firms, the overall risk impact of SCF can be predicted and a whole picture of risk behavior exhibited is constructed. With the gradual improvement of SCF applications, the credit risks they face are becoming increasingly complex. Subjective assessments based on experience and traditional linear models are no longer able to accurately predict risks, and assessment
models based on machine learning techniques are now more popular. Many research results have been achieved in the assessment of enterprise credit risks in SCF. Zhu et al. [30] used an integrated ensemble machine learning approach to assess SME credit risk in Chinese SCF. The RS-boosting method was found to outperform other methods in improving the accuracy of risk prediction. Zhu et al. [31] further used a new hybrid ensemble machine learning method, RS-MultiBoosting, which improved the accuracy of credit risk assessment based on the SCF in China. Wang et al. [10] then explored the mechanism of online SCF using least squares support vector machine (LS-SVM) method and found that LS-SVM method has higher accuracy in online SCF risk prediction.

Due to the complexity of credit risk, there are various models for credit risk assessment, which have undergone a series of improvements since their development. Prior to 1970, financial institutions such as commercial banks mainly carried out qualitative analysis of financing companies by professionals and credit assessment was more subjective. The methods used included expert scoring and profiling. After 1970, financial institutions used ZETA scoring models, Z-score models, and other statistical distributions to assess the credit risk of financing companies. Orgler [32] studied credit risk based on the characteristics of linear regression, and later linear regression methods also provided many references to credit risk assessment problems (Fitzpatrick [33]; Lucas [34]; Henley [35]). However, in view of the shortcomings of linear discriminatory methods, non-linear statistical models such as logistic regression (LR) and Probit have emerged as commonly used models for multivariate credit risk assessment. Wiginton [36] assessed risk on the basis that logistic regression can explain problems where the variable is a qualitative indicator, and Steenackers and Goovaens [37] made a related follow-up application of personal loans. Cramer [38] systematically investigated LR and showed that LR was more accurate in classification, and that its low assumptions and high stability made it one of the most widely used methods for credit risk assessment. Profit regression was used by Grablowsky and Talley [39] in their study of credit risk and the results showed that profit regression did not have as good an interpretation as LR.

Further, the classification tree method was first applied to credit risk assessment by Makowsik [40], whose results were compared and which confirmed its high accuracy in credit assessment applications, with the advantage of automatic variable selection and better handling of missing information (Carter and Catlett [41]). While Cover [42] proposed the k-nearest neighbor (KNN) discriminant method, and then Henley et al. [43] applied the KNN analysis method to personal credit assessment and confirmed the feasibility of KNN in credit risk assessment. Hand [44] used the KNN method and decision trees (DT) to identify loan risk, and the results showed that the KNN method had better prediction accuracy. Subsequently, Bayesian algorithms were proposed by Pearl [45] and have been used to good effect in the areas of representation of uncertain knowledge and inference. The research of Hsieh [46] showed that Bayesian networks enable to intuitively represent the relationship between attributes and probabilities, and have good explanatory power. As Bayesian classification models combine prior knowledge and sample information and use probability tables to quantify the dependencies between variables with better classification accuracy, they have attracted increasing attention from scholars. The naive Bayesian (NB) classification algorithm (Friedman et al. [47]), a milestone in Bayesian classification research, assumes that all feature variables are independent of each other where the class node is the parent of all attribute nodes in the structured graph, with no arcs between any other attribute nodes. A good classification with a simple structure can be obtained using an NB classifier when the correlation between feature variables is small, but its strict conditional independence is often not achieved under realistic conditions thereby greatly reducing its classification effectiveness (Langley et al. [48]).

As the application of machine learning methods in credit risk assessment continues to evolve, do Prado et al. [49] used the Web Science database to analyze the journal literature on credit risk and bankruptcy research published between 1968 and 2014 using bibliometric methods. They found that LR has been a common approach though, since Odom and
Sharda [50] first used Artificial Neural Network (ANN) for credit risk assessment, artificial intelligence (AI) techniques represented by neural networks have been used more and more widely, and multiple or hybrid models with sophisticated AI techniques are a trend for further research. Since credit risk assessment models based on AI techniques do not require strict assumptions to be made and have advantages in dealing with non-linear problems (Denison et al. [6]), they have become more popular when facing increasingly complex credit risk. Davis et al. [51] conducted a case study of neural networks in personal credit assessment and found that the neural network method was more accurate in classification, but the training time for the neural network data was longer. Desai et al. [52] also used neural networks in personal credit assessment and showed that their performance was better. Piramuthu [53] developed a neural network survival model using multi-layer perceptron (MLP) neural networks and fuzzy neural network-related principles. Lee and Chen [54] used neural networks and the related theory of multivariate adaptive spline regression to investigate the feasibility of applying the related theory to credit assessment. Tsai [55] applied the principles of MLP neural networks to corporate bankruptcy prediction and credit assessment. Marciano-Cedeño et al. [56] developed a plasticity neural network model and then conducted an empirical study using relevant data. Coincidentally, the theory of support vector machine (SVM) was first proposed by Cortes and Vapnik [57] in 1995, and SVM has quickly become a hot topic of research in machine learning in recent years. Stecking and Schebesch [58] selected different kernel functions and then analyzed the impact of these kernel functions on credit appraisal. Lai et al. [59] modeled the problem of credit assessment and verified the feasibility of the theory in credit assessment by using the theory related to least squares support vector machines. Schebesch and Stecking [60] developed a credit assessment model by combining these principles through a study of combined support vector machines and imbalanced data sets. Yu et al. [61] developed a credit risk assessment model based on hybrid intelligent mining, in which rough set theory and the related theory of support vector machines were used.

Controversy surrounds the choice of credit risk assessment models. The advent of SVM has provided excellent algorithms for classification models, with a large number of kernel functions available for flexible solutions to a wide range of non-linear classification regression problems. However, model selection is also the main problem with SVMs, as the selection of kernels and the optimization of kernels and regularization parameters can often lead to severe overfitting if the model selection criteria are over-optimized, while the emergence of ANNs has effectively bridged the shortcomings of traditional methods. ANNs are widely used for the estimation and prognostics of complex processes due to their ability to classify research populations in complex environments using large amounts of uncertain information. The advantage of ANNs is that they do not require a strict distribution of the data, nor do they require a detailed representation of the function between the independent and dependent variables, and they are effective in solving non-normally distributed non-linear credit assessment problems. However, neural networks also have their disadvantages, namely the long training time and the difficulty in identifying the relative importance of the input variables in order to obtain the optimal network. Among the ANNs, MLP neural networks have been used in risk assessment due to their outstanding performance.

3. Methodology

In order to accurately and effectively conduct a credit risk assessment, we construct the following model (See Figure 2). In the first stage, through feature selection, we extract the training sample set and select the features with higher scores based on the importance score of the calculated features. In the second stage, MLP is used for credit risk assessment based on the selected features. As credit risk assessment can essentially be seen as a classification problem, the MLP is used as a classification model in the credit assessment process. Further, the trained model is used to test the test set and ultimately, we validate the proposed research question. Specifically, given the training set $X, x_i$ represents the original features as the input of credit risk assessment and $y_i$ is the label of credit status ($Y = 0$ or $1$, i.e.,
risk (non-risky). \( X = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\} \). Based on the importance ranking \( r_n \) by XGBoost classifier in the first stage, we filter the features by thresholds \( t_i \) and remove features \( x_n \) where \( r_n < t_i \). Then we obtain the remained features in subset \( X \) as the input for retraining with MLP. Though the ReLU-based MLP, ReLU does not have the vanishing gradient problem as the gradient of the non-negative interval is constant, allowing the convergence rate of the model to be maintained in a steady-state. Thus, we obtain the output of \( y = f(x) = \max(0, x) \) and the performance of the model.

![Figure 2. The flowchart of XGBoost-MLP.](image)

### 3.1. Stage I: Feature Selection with XGBoost

XGBoost is an improved algorithm based on Gradient Boosting Decision Trees (GBDT) proposed by Chen and Guestrin [62], which can efficiently build augmented trees and run in parallel. This is an ensemble learning method where the basic idea is to select some samples and features to generate a simple model (e.g., a decision tree) as the basic classifier and to learn the residuals of the previous model, minimize the target function, and generate a new model, which is repeated to produce a combination of hundreds of linear or tree models with high accuracy. At its core, the new model is built in the direction of the corresponding gradient of the loss function, correcting for residuals while controlling complexity. Thus, the dataset in our paper containing \( n \) examples with \( e \) features is denoted as \( X = \{(x_i, y_i) : x_i \in R^e, \ y_i \in R, \ |X| = n\} \), and the set of all classification and regression trees (CART) [63] is denoted as \( F = \{f(x) = wq(x), \ q : R^e \rightarrow T, \ w \in R^T\} \) where \( q \) is the rule structure for mapping the samples to the corresponding leaf nodes, \( T \) is the number of leaf nodes in a tree, and \( w \) is the weight of the leaf nodes. \( f \) represents the CART, including the structure of the tree \( q \) and the weight of the leaf nodes \( w \). CART decision trees are divided into regression trees and classification trees, and CART regression trees, which assume that a DT is a binary tree. It constructs a DT by continuously splitting the features (into left and right halves). The predicted value of \( y_i \) based on the XGBoost algorithm can be expressed as:

\[
\hat{y}_i = \theta(x_i) = \sum_{k=1}^{K} f_k(x_i)
\]

where \( f_k \in F \) and \( K \) is the number of CART. \( f_k(x) \) represents a DT, that function \( f \) can be interpreted as mapping the sample \( x \) into some leaf node of the tree, and each leaf node in the tree will correspond to a weight \( w \).
We consider a general objective function first:

$$\text{obj}(\theta) = \sum_i l(\hat{y}_i, y_i) + \sum_k \Omega(f_k)$$  \hspace{1cm} (2)

$$\Omega(f) = \gamma T + \frac{1}{2} \lambda ||w||^2$$  \hspace{1cm} (3)

Among them, $l$ is a derivable and convex loss function, which is used to measure the similarity between $\hat{y}$ and $y$. The second term $\Omega$ is a regular term, which contains two parts. The first one is $\gamma T$, where $T$ is leaf. The number of nodes, $\gamma$, is a hyperparameter that if $\gamma$ is larger, the number of leaf nodes will be smaller. The other part is the L2 regularization term, which penalizes the weight of the leaf nodes so that there will be no leaf nodes with too large weights to prevent overfitting.

It is difficult to optimize and minimize the above objective function Equation (2), so we transform it by greedily optimizing the objective function by adding a base classifier $f_t$ at each step, so that each time it is added, the loss becomes smaller. In this way, we obtain an evaluation function that can be used to evaluate the performance of the current classifier $f_t$.

$$\text{obj}(t) = \sum_{i=1}^{n} l(y_i, \hat{y}_i^{(t-1)} + f_t(x_i)) + \Omega(f_t)$$  \hspace{1cm} (4)

where $y_i$ is the $i$ target and $\hat{y}_i^{(t)} = \hat{y}_i^{(t-1)} + f_t(x_i)$ is the prediction for the $t$th iteration. Equation (4) can also be called forward stepwise optimization. To optimize this function more quickly, we do a second-order Taylor expansion at $f_t = 0$.

$$\text{obj}(t) \approx \sum_{i=1}^{n} \left[ l(y_i, \hat{y}_i^{(t-1)}) + g_i f_t(x_i) + \frac{1}{2} h_i f_t^2(x_i) \right] + \gamma T + \Omega(f_t)$$  \hspace{1cm} (5)

where $g_i$ denotes the first order partial derivative of $l$ with respect to $f$ and $h_i$ denotes the second order partial derivative of $l$ with respect to $f$.

$$g_i = \partial_{\hat{y}_i^{(t-1)}} l(y_i, \hat{y}_i^{(t-1)})$$  \hspace{1cm} (6)

$$h_i = \partial^2_{\hat{y}_i^{(t-1)}} l(y_i, \hat{y}_i^{(t-1)})$$  \hspace{1cm} (7)

Then we define the total number of samples as $n$, each sample as $i$, the information of $i$ is divided into some leaf node information, and define the weight of each leaf belonging to $i$ as $j$. $I_j = \{i | q(x_i) = j\}$ is the instance set of leaf $i$.

$$\overline{\text{obj}}(t) = \sum_{i=1}^{n} \left[ g_i f_t(x_i) + \frac{1}{2} h_i f_t^2(x_i) \right] + \gamma T + \frac{1}{2} \lambda \sum_{j=1}^{T} w_j^2$$  \hspace{1cm} (8)

Define the $G_i = \sum_{i=1}^{T} g_i$, $H_i = \sum_{j=1}^{I_j} h_i$, then let the current function derivative of $w$ be 0. At this point, the objective function becomes quadratic with respect to $w$. The optimal weight for the fixed $q(x)$ is:

$$w_j^* = \frac{G_j}{H_j + \lambda}$$  \hspace{1cm} (9)

Substituting Equation (9) into the objective function gives:

$$\overline{\text{obj}}^* = -\frac{1}{2} \sum_{j=1}^{T} G_j^2 / (H_j + \lambda) + \gamma T$$  \hspace{1cm} (10)
When selecting features for XGBoost-based classification, feature importance is integrated into the classification process. A new tree is created in each iteration, and the branch nodes in the tree are a feature variable, and the importance of these nodes is calculated. The importance of a feature is based on the squared improvement of the split nodes of the tree that a feature is selected for. Each time a feature is selected to be added to the tree as a splitting node, all possible splitting points are enumerated using a greedy algorithm, from which the splitting point with the best gain is selected. The best splitting point corresponds to the maximum gain, and the gain is calculated by the formula:

$$G_{\text{gain}} = \frac{1}{2} \left[ \frac{G_L^2}{H_L + \lambda} + \frac{G_R^2}{H_R + \lambda} - \frac{(G_L + G_R)^2}{H_L + H_R + \lambda} \right] - \gamma$$  \hspace{1cm} (11)$$

where the $I_L$ and $I_R$ are the instance sets of left and right nodes after splitting. Relevant features and split points improve the squared difference on a single tree, and the more improvement there is, the better the split point and the more important the feature is. When all trees are built, the calculated node importance is averaged over the forest. The more times a feature is selected as a split point, the more important it will be.

3.2. Stage II: Credit Risk Assessment Models

As part of the second stage, we utilize several models, namely a MLP, KNN, NB, DT, RF, and SVM. MLP, an ANN with forwarding agency that maps a set of input vectors to a set of output vectors, is thought of as a directed graph, consisting of multiple layers of nodes, each layer fully connected to the next (see Figure 3). In addition to the input nodes, each node is a neuron (or processing unit) with a non-linear activation function. A supervised learning method known as backpropagation is often used to train MLPs, which overcomes the weakness of the perceptron in their inability to recognize non-linear data. MLP has been shown to be a general function approximation method that can be used to fit complex functions or to solve classification problems. For more details on MLPs and their modeling design, we refer the interested reader to Sermpinis et al. [64].

![Figure 3. Structure of multi-layer perceptron.](image-url)

The LR model is widely used in corporate credit risk assessment research, and the LR model is used to calculate the relationship between the dependent variables and the independent variables as well as the strength of the relationship (Crook et al. [65]). In this paper, the subject of credit risk research, i.e., enterprise in the digital supply chain financial...
environment, is divided into two categories: one category is risky SMEs; the other category is non-risky enterprises, and the binary LR method is used to assess the credit risk based on the DSCF environment. For more details on LRs and their modeling design, we refer the interested reader to Hassanniakalager et al. [66]. KNN is a non-parametric estimation method in the field of pattern recognition (Cover and Hart [67]). The algorithm is simple, fast and efficient, and the idea is to assume that a sample data \( x \) is to be recognized, where most of the \( k \)-nearest-neighbor training sample representative points in the feature space belong to one of the categories, then \( x \) also belongs to this category. The Euclidean distance is generally used to measure the distance between the sample with the training sample. For more details on KNNs and their modeling design, we refer the interested reader to Sermpinis et al. [68].

The NB classifier is the simplest Bayesian classifier with the advantage of high efficiency and good classification accuracy (Rish [69]; Antonakis and Sfakianakis [70]). In its structure, the class variables are treated as parents of the other attribute variables, and it is assumed that the attribute variables are independent of each other, provided that the class variables are known. For more details on NBs and their modeling design, we refer the interested reader to Hassanniakalager et al. [71]. The DT algorithm is a binary tree decision method similar to that used in risk management theory and a conditional branching structure in discrete mathematical flowchart theory, where probability calculations are used to classify the categories (Breiman et al. [63]). The DT model makes an inductive classification algorithm that learns from a sample of training data, and then suitable decision rules are then used to analyze the test data samples. The DT algorithm divides the data into subsets depending on whether the selected attribute is discrete or numerical. The corresponding subsets are then divided recursively until the division is no longer required and a leaf node is placed to identify it. There are many classification algorithms for DTs, including the Iterative Dichotomiser 3 (ID3) algorithm and the C 4.5 algorithm proposed by Quinlan [72].

The RF method is a classification model based on DT theory, but which differs from DT in that the RF does not generate only unique trees, and randomly uses variables and data in the process of generating DTs (Breiman [73]). It is also known as a random DT because it uses variables and data randomly in the process of generating a DT that contains multiple DTs. RF contains the idea of integrated learning, which means that weak classifiers are learned and trained to combine into strong classifiers. In the RF model, this integrated learning theory is based on the Bagging algorithm (Bootstrap aggregating). The difference is that the RF model creates a DT by splitting the set of attributes for random selection. SVM is the linear classifier first proposed by Cortes and Vapnik [57]. The SVM has advantages in solving small-sample, non-linear and high-dimensional pattern recognition (Cusano et al. [74]). For non-linear problems, a non-linear transformation \( f(x) \) is used to map the input data into a high-dimensional feature space, and then go for linear classification in the high-dimensional feature space, which solves the low-dimensional space (Bao et al. [75]). The linearly indivisible problem in low-dimensional space could be transformed into a linearly divisible problem in high-dimensional feature space by Kernel function, basically including linear, polynomial, radial bias function, and sigmoid. For more details on SVM and their modeling design for classification or regression tasks, we refer the interested reader to Stasinakis et al. [76].

4. Experimental Design

In order to compare the performance of the XGBoost-MLP model with other traditional models for credit risk assessment of DSCF, we selected listed SMEs in China as our data sample because SMEs in China are a major demand-side of SCF which is certainly representative. The studies on SCF in China are relatively limited, and it is difficult to collect relevant data. Thus, we firstly select listed SMEs as the main subject of the credit risk assessment, which represents the main target of supply chain financial services. Secondly, large enterprises listed on the Main Board are selected as the core enterprises, which have the strong financial strength and enable them to act as important guarantors in the supply chain. The
requirements for listing on the Main Board are the highest, with the listing criteria requiring the company to be established and in operation for at least three years, and to be profitable for three years, with an aggregate of more than RMB 30 million, and the company’s net cash flow from operations for three years to exceed an aggregate of RMB 50 million. The company is also required to have a cumulative total of more than RMB 300 million over three years, plus a total pre-issue share capital of not less than RMB 30 million. Companies that can successfully list on the Main Board are in a leading position in a certain industry (https://www.szse.cn/English/products/equity/mainboards/index.html, accessed on 5 February 2021). Thirdly, the selected SMEs have real trading relationships with the core enterprises, and they are suppliers or customers of the core enterprises. Based on the above selection criteria, we selected 85 listed SMEs from 31 March 2016–31 December 2019 from the Small and Medium Enterprise Board of the Shenzhen and Shanghai Stock Exchange including a quarterly 1357-observations dataset of risky and non-risky enterprises.

All companies selected are private manufacturing companies that have been listed for more than 10 years. Although this method of data collection is commonly used in the existing literature (Zhang et al. [77]; Zhu et al. [31]; Zhu et al. [30]), it has certain limitations that make the results susceptible to error. Hence, certain improvements have been made on this basis. Firstly, most of the relevant data samples are collected through questionnaires on non-financial data related to the supply chains which is somewhat subjective and arbitrary, and can bias the experimental results. Thus, we use publicly available financial data for the SCF part of the feature data to be measured. Secondly, the existing literature mostly takes SCF or online SCF as the research object, and there are gaps in research on the characteristics of the DSCF. In this paper, through the analysis and investigation of DSCF, digital features are added to the credit risk assessment. Thirdly, there are few data treatments in the existing literature that focus on feature selection. Zhu et al. [30] use the DT to evaluate data samples and derive important rankings before conducting classification assessment. Although the algorithm of DT is simple and interpretable, the risk of overfitting is great and the application scenario is limited. In this paper, we use XGBoost as the first stage feature selection method, which improves on the basis of GBDT by adding a regular term to the objective function of each iteration to further reduce the risk of overfitting, thus improving the performance for feature selection.

The 85 listed SMEs comprise 11 enterprises under special treatment under risk alert, i.e., ST and *ST stocks, which are regarded as risky SMEs with negative credit status, and 74 enterprises with normal financial status. Thus, we classify the dependent variables into two groups based on the credit status; the dependent variables are assigned the value of 0 or 1 which indicates the risky and non-risky enterprises. We select 30% of the data set as the test set, i.e., 408 observations, with 49 negative examples and 359 positive examples, and 949 observations in the training set, with 127 negative examples and 822 positive examples.

In addition, the confusion matrix and its derived assessment metrics are used to evaluate the results of the sample data. In this paper, positive samples are creditworthy, i.e., risk-free firms, and negative samples are bad creditworthy, i.e., risky firms. The parameters mentioned below are calculated based on a confusion matrix shown in Table 1. True positive (TP) refers to the number of defaults that are correctly predicted as defaults; false positive (FP) refers to the number of non-defaults that are mistakenly predicted as defaults; true negative (TN) refers to the number of non-defaults that are correctly predicted as non-default; false negative (FN) refers to the number of defaults that are mistakenly predicted as non-defaults. The parameters used in this work are calculated with the following equations (Equations (12)–(18)).

The accuracy rate represents the proportion of correct samples to the total sample:

$$\text{Average Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}$$  \hspace{1cm} (12)

Precision indicates the number of samples that are predicted to be positive that are truly positive and recall indicates the number of positive cases in the sample that was
correctly predicted. Precision is specific to the predicted output and recall is specific to the original sample. Type I error is defined as the number of true negative samples incorrectly predicted to be positive as a proportion of the number of all true negative samples; while Type II error is defined as the number of true positive samples incorrectly predicted to be negative as a proportion of the number of all true positive samples.

\[
Precision = \frac{FP}{TP + FP} \quad (13)
\]

\[
Recall = \frac{TP}{TP + FN} \quad (14)
\]

\[
Type \ I \ Error = \frac{FP}{TP + FN} \quad (15)
\]

\[
Type \ II \ Error = \frac{FN}{TN + FP} \quad (16)
\]

The \textit{F-Measure} is the composite index based on the accuracy and recall; the closer the \textit{F-Measure} is to 1, the better the classification model is.

\[
F - \text{Measure} = \frac{2 \times TP}{2 \times TP + FP + FN} \quad (17)
\]

The Matthew correlation coefficient (\textit{MCC}) takes into account true and false positives and false negatives, and is often seen as an unbalanced measure that can be used even if these categories are of different sizes.

\textit{MCC} is essentially the correlation coefficient between the observed category and the predicted binary category; it returns a value between −1 and +1. A coefficient of +1 indicates a perfect prediction, 0 indicates no better than a random prediction, and −1 indicates a complete inconsistency between prediction and observation.

\[
MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \quad (18)
\]

Table 1. Confusion matrix.

| Actual Condition | Test result          | Positive (non-risky) | Negative (risky) |
|------------------|----------------------|----------------------|------------------|
| Positive (non-risky) | True positive (TP)   | False positive (FP)  |
| Negative (risky)   | False negative (FN)  | True negative (TN)   |

5. Experimental Result

Following the existing literature (Zhu et al. [31]; Wang and Ma [78]; Wang et al. [10]), 17 independent variables are selected. Table 2 define the variables for enterprise credit risk analysis based on the DSCF and Table 3 presents the descriptive statistics of all data.

Table 2. Variables for enterprise credit risk analysis.

| Groups                        | Independent Variables                                                                 |
|-------------------------------|----------------------------------------------------------------------------------------|
| Status of financing company   | Current ratio of SMEs                                                                  |
|                               | Quick ratio of SMEs                                                                    |
|                               | Working capital turnover of SMEs                                                        |
|                               | Accounts receivable turnover ratio of SMEs                                              |
|                               | Rate of return on total assets of SMEs                                                  |
|                               | Total assets growth rate of SMEs                                                        |
|                               | Credit rating of SME (the evaluation of SMEs creditworthiness is divided into 10 grade) |
Table 2. Cont.

| Groups               | Independent Variables                                                                 |
|----------------------|----------------------------------------------------------------------------------------|
| Status of core enterprise | Quick ratio of the CE  
Total assets growth rate of the CE  
Rate of return on total assets of the CE  
Credit rating of CE (the evaluation of CEs creditworthiness is divided into 10 grade) |
| Status of supply chain | Transaction amount/SME sales or cost of sales (sales when the SME is upstream, cost of sales when the SME is downstream)  
Transaction amount/cost of sales of the core enterprise (sales when the core enterprise is an upstream supplier, cost of sales when the core enterprise is a downstream purchaser)  
Average rate of return on total assets in the industry |
| Status of digitalization | Age of online platform construction  
Enterprise resource planning (ERP) system application (1/0)  
Age of ERP system application |

Table 3. Descriptive statistics.

| Code                        | Observations | Mean    | Std. Dev | Minimum | Maximum |
|-----------------------------|--------------|---------|----------|---------|---------|
| SME_CurrentRatio            | 1357         | 2.327   | 2.327    | 0.162   | 45.316  |
| SME_QuickRatio              | 1357         | 1.802   | 1.972    | 0.161   | 45.191  |
| SME_WorkingCapitalTurnover  | 1355         | 0.502   | 5.859    | −3.101  | 189.143 |
| SME_Account ReceivableTurnover | 1319       | 12.710  | 92.873   | 0.000   | 1736.194|
| SME_ROA                     | 1357         | 0.029   | 0.059    | −0.909  | 0.248   |
| SME_TotalAssetGrowthRate    | 1357         | 0.091   | 0.327    | −0.579  | 5.779   |
| SME_CreditRating            | 1357         | 8.757   | 1.365    | 2.000   | 10.000  |
| CE_QuickRatio               | 1348         | 1.570   | 1.587    | 0.000   | 19.821  |
| CE_TotalAssetGrowthRate     | 1348         | 0.163   | 0.304    | −0.708  | 2.587   |
| CE_ROA                      | 1348         | 533.465 | 285.922  | 1.000   | 946.000 |
| CE_CreditRating             | 1357         | 4.850   | 3.511    | 1       | 10      |
| TransactionAmount/SME       | 1357         | 96.944  | 57.707   | 1.000   | 197.000 |
| TransactionAmount/CE        | 1357         | 57.027  | 60.218   | 1.000   | 185.000 |
| AverageIndustryROA          | 1357         | 3.248   | 1.481    | 1.000   | 5.000   |
| ERP_Age                     | 1324         | 4.546   | 5.348    | 0.000   | 19.000  |
| ERP_Usage                   | 1325         | 0.649   | 0.487    | 0.000   | 1.000   |
| PlatformAge                 | 1325         | 5.629   | 5.323    | 0.000   | 19.000  |

Note: This table presents the descriptive statistics of original features for credit risk assessment based on the existing works of literatures. The raw data is collected from CSMAR, Wind, and annual reports manually.

5.1. Model Performance Evaluation

In order to compare the performance of the proposed XGBoost-MLP model with other machine learning models, LR, DT, SVM, RF, and MLP were chosen as the single model for comparison, as well as the hybrid model of XGBoost with DF, SVM, and RF. The results of XGBoost-MLP and other machine learning results using out-of-sample tests are shown in Table 4, the accuracy of XGBoost-MLP is the highest of the full sample (0.983). Compared to the average accuracies of LR (0.909), DT (0.936), SVM (0.961), and RF (0.966), the single machine learning model is overall lower than the hybrid XGBoost model, although the MLP has a better classification evaluation among them. The comparison of the hybrid models shows that XGBoost-MLP has the best results, which validates our first research question. Further, the XGBoost-MLP model achieves good results for both recall and precision, and the XGBoost-MLP model has the highest F-Measure score of 0.994 compared to other models, which indicates a well-balanced precision and recall. Type I error indicates the weight of this false-positive case, i.e., enterprises that are expected to be risky are judged to be risk-free, which is unfavorable for credit risk assessment. The Type I error of XGBoost-MLP is 0.014, which is the lowest among the models measured, which is beneficial.
for credit risk assessment. In addition, MCC shows that the XGBoost-MLP has the best performance, i.e., 0.922.

Table 4. Performance of XGBoost-MLP and other machine learning methods. (Out-of-sample).

|               | Average Accuracy | Recall | Precision | Type I Error | Type II Error | F-Measure | MCC   |
|---------------|------------------|--------|-----------|--------------|---------------|-----------|-------|
| LR            | 0.909            | 0.994  | 0.910     | 0.098        | 0.038         | 0.950     | 0.508 |
| KNN           | 0.946            | 0.983  | 0.956     | 0.045        | 0.115         | 0.969     | 0.741 |
| NB            | 0.897            | 0.938  | 0.943     | 0.056        | 0.423         | 0.941     | 0.545 |
| DT            | 0.936            | 0.978  | 0.951     | 0.051        | 0.154         | 0.964     | 0.693 |
| SVM           | 0.961            | 1.000  | 0.957     | 0.044        | 0.000         | 0.978     | 0.814 |
| RF            | 0.966            | 1.000  | 0.962     | 0.039        | 0.000         | 0.981     | 0.839 |
| MLP           | 0.973            | 0.986  | 0.983     | 0.017        | 0.009         | 0.985     | 0.922 |
| XGBoost-KNN   | 0.953            | 0.986  | 0.961     | 0.039        | 0.096         | 0.974     | 0.776 |
| XGBoost-NB    | 0.912            | 0.952  | 0.947     | 0.053        | 0.327         | 0.949     | 0.607 |
| XGBoost-DT    | 0.963            | 0.986  | 0.972     | 0.028        | 0.096         | 0.979     | 0.921 |
| XGBoost-SVM   | 0.963            | 1.000  | 0.960     | 0.042        | 0.000         | 0.979     | 0.826 |
| XGBoost-RF    | 0.973            | 1.000  | 0.970     | 0.031        | 0.000         | 0.985     | 0.875 |
| XGBoost-MLP   | **0.983**        | **0.994** | **0.986** | **0.014** | **0.038** | **0.994** | **0.922** |

Notes: This table presents the performance of XGBoost-MLP and other machine learning methods. All models presented in Table 4 are estimated based on the out-of-samples test. Results are estimated based on the training set of 949-observations and the test set of 408-observations from 31 March 2016–31 December 2019. LR is the logistic regression model; KNN is the k-nearest-neighbor model; NB is the naive Bayes model; DT is the decision tree model; SVM is the support vector machine model with radial bias function as kernel function; RF is the random forest model; MLP is the multi-layer perceptron model.

In addition, to access the effectiveness of the algorithm, we also present the performance of models in sample test (See Table 5). The average accuracy score of models are all higher than the results of the out-of-sample test, and the results of XGBoost-based models are close to 1, which indicates that the models are well trained.

Table 5. Performance of XGBoost-MLP and other machine learning methods. (In sample).

|               | Average Accuracy | Recall | Precision | Type I Error | Type II Error | F-Measure | MCC   |
|---------------|------------------|--------|-----------|--------------|---------------|-----------|-------|
| LR            | 0.917            | 0.991  | 0.919     | 0.087        | 0.056         | 0.954     | 0.573 |
| KNN           | 0.978            | 0.994  | 0.981     | 0.019        | 0.040         | 0.987     | 0.900 |
| NB            | 0.902            | 0.948  | 0.939     | 0.061        | 0.347         | 0.944     | 0.558 |
| DT            | 1.000            | 1.000  | 1.000     | 0.000        | 0.000         | 1.000     | 1.000 |
| SVM           | 0.967            | 1.000  | 0.964     | 0.037        | 0.000         | 0.982     | 0.850 |
| RF            | 1.000            | 1.000  | 1.000     | 0.000        | 0.000         | 1.000     | 1.000 |
| MLP           | 1.000            | 1.000  | 1.000     | 0.000        | 0.000         | 1.000     | 0.995 |
| XGBoost-KNN   | 0.978            | 0.996  | 0.979     | 0.022        | 0.024         | 0.987     | 0.899 |
| XGBoost-NB    | 0.906            | 0.958  | 0.935     | 0.067        | 0.274         | 0.947     | 0.558 |
| XGBoost-DT    | 1.000            | 1.000  | 1.000     | 0.000        | 0.000         | 1.000     | 1.000 |
| XGBoost-SVM   | 0.969            | 1.000  | 0.966     | 0.035        | 0.000         | 0.983     | 0.870 |
| XGBoost-RF    | 1.000            | 1.000  | 1.000     | 0.000        | 0.000         | 1.000     | 1.000 |
| XGBoost-MLP   | **0.999**        | **1.000** | **0.999** | **0.001** | **0.000** | **0.999** | **0.995** |

Notes: This table presents the performance of XGBoost-MLP and other machine learning methods. All models presented in Table 5 are estimated based on the in-samples test. Results are estimated based on the training set of 949-observations from 31 March 2016–31 December 2019. LR is the logistic regression model; KNN is the k-nearest-neighbor model; NB is the naive Bayes model; DT is the decision tree model; SVM is the support vector machine model with radial bias function as kernel function; RF is the random forest model; MLP is the multi-layer perceptron model.

5.2. The Impact of Feature Selection

To further validate the impact of XGBoost feature selection on credit risk assessment, we first ranked the importance of all the features, and Figure 4 shows the XGBoost feature importance ranking, with the horizontal axis showing the threshold of the selected features.
We then examine the accuracy of the assessment at different thresholds and plot the change as Figure 5. An increasing threshold means that more useless features are removed, and the accuracy of the model increases as the threshold increases until the best accuracy of the model is assessed at a threshold of 0.03 (average accuracy is 0.983), when the quick ratio of SMEs, the growth rate of total assets of the core enterprise and the average industry ROA are removed. This indicates that these three indicators are detrimental to credit risk assessment and that removing these three characteristics will result in a more accurate model. Then, as the threshold continues to increase (above 0.03), the correctness of the model starts to decline, especially when the threshold is between 0.05 and 0.08, the correctness tends to drop sharply which shows when important features are removed from the model, the correctness rate deteriorates. This indicates that feature selection has a significant impact on the effectiveness of credit risk assessment models, and that reasonable feature selection can improve model effectiveness.

Further, for the extent to which DSCF features affect the effectiveness of credit risk assessment, we find that DSCF features occupy certain importance from the important features chart, i.e., whether the enterprise has an ERP system or not, the importance accounts for roughly 0.07 in credit risk assessment, which is an important credit risk assessment factor. The age of an enterprise's electronic information technology platform construction, with an important share of roughly 0.065, and the year in which the ERP was used with an important share of roughly 0.055, are the more important features. In order to further confirm that the inclusion of digital supply chain financial features has an impact on the effectiveness of the credit risk assessment model, we compared the results of the XGBoost-MLP model with/without digital supply chain financial features. As shown in Table 6, the average accuracy of XGBoost-MLP without DSCF feature is 0.946, which is lower than the result of XGBoost-MLP with DSCF features, and the MCC also shows that the performance of XGBoost-MLP with DSCF features is better than when it is without DSCF features.

Moreover, this paper uses partial dependence plots (PDP) to analyze the impact of each explanatory variable in the XGBoost-MLP model on credit risk assessment (Scikit-learn in Python is used for the PDP experiment.). PDP was introduced by Friedman [79] which can be used to indicate how one of the features affects the model prediction if all other features are maintained constant. Figure 6 shows the PDP of traditional financing features of SMEs including the current ratio, working capital turnover ratio, accounts receivable turnover ratio, ROA, total asset growth rate, and the credit rating score.

Figure 4. XGBoost feature importance ranking.

Figure 5. The model accuracy in different threshold level.

5.3. The Impact of DSCF Feature

Further, for the extent to which DSCF features affect the effectiveness of credit risk assessment, we find that DSCF features occupy certain importance from the important
features chart, i.e., whether the enterprise has an ERP system or not, the importance accounts for roughly 0.07 in credit risk assessment, which is an important credit risk assessment factor. The age of an enterprise’s electronic information technology platform construction, with an important share of roughly 0.065, and the year in which the ERP was used with an important share of roughly 0.055, are the more important features. In order to further confirm that the inclusion of digital supply chain financial features has an impact on the effectiveness of the credit risk assessment model, we compared the results of the XGBoost-MLP model with/without digital supply chain financial features. As shown in Table 6, the average accuracy of XGBoost-MLP without DSCF feature is 0.946, which is lower than the result of XGBoost-MLP with DSCF features, and the MCC also shows that the performance of XGBoost-MLP with DSCF features is better than when it is without DSCF features.

Table 6. Comparison of XGBoost-MLP with/without digital SCF features.

|                        | Average Accuracy | Recall | Precision | Type I Error | Type II Error | F-Measure | MCC  |
|------------------------|------------------|--------|-----------|--------------|---------------|-----------|------|
| XGBoost-MLP (Threshold = 0.03) with DSCF features | 0.983 | 0.994 | 0.986 | 0.014 | 0.038 | 0.994 | 0.922 |
| XGBoost-MLP (Threshold = 0.03) without DSCF features | 0.946 | 0.986 | 0.954 | 0.048 | 0.096 | 0.970 | 0.739 |

Moreover, this paper uses partial dependence plots (PDP) to analyze the impact of each explanatory variable in the XGBoost-MLP model on credit risk assessment (Scikit-learn in Python is used for the PDP experiment). PDP was introduced by Friedman [79] which can be used to indicate how one of the features affects the model prediction if all other features are maintained constant. Figure 6 shows the PDP of traditional financing features of SMEs including the current ratio, working capital turnover ratio, accounts receivable turnover ratio, ROA, total asset growth rate, and the credit rating score. The vertical axis of PDP represents the probability that an SME is judged non-risky, and the horizontal axis represents the change in features. Accordingly, Figure 6 indicates that the higher the current ratio, the higher probability of non-risky SMEs, which is consistent with the result of Zhu et al. [31]. Similarly, the impact of accounts receivable turnover ratio and ROA also have a similar trend that the higher ratio, the higher probability of non-risky SMEs. The change of total asset growth rate has a slight impact on the probability though the overall impact of the total asset growth rate remains between 0.85 to 0.9. Moreover, the working capital turnover ratio has the contrary trend of probability changes that the higher the working capital turnover ratio, the lower possibility of non-risky SMEs. The highest probability of non-risky SMEs happens when the working capital ratio is below 1. Generally, the higher the accounts receivable turnover rate, the shorter the period of accounts receivable, which means that the return of funds is guaranteed and the risk of repayment is correspondingly lower. However, for working capital turnover, a high working capital turnover indicates that the company is under-capitalized and has a debt crisis. Based on the sample of the SMEs in the paper, the working capital turnover ratio of SMEs in China is generally low, and although the risk of loan repayment is low, it also indicates low capital utilization and insufficient sales. Additionally, a higher credit rating has a higher probability of non-risky SMEs and the probability increases sharply when the credit rating of SMEs is improved.
When the age of information platform usage is around three years. Whereas, when the age of the platform usage is non-linear, with the lowest probability of a firm being non-risky when the age of information platform usage is around three years. Whereas, when the age of platform use is in the range of 3 to 10 years, the probability of a firm being non-risky is positively affected. Furthermore, the longer the platform is used does not increase the risk-free probability of the firm, which starts to decrease after 15 years of usage. We further use the dummy variable to describe the usage of ERP by firms, and the trend in Figure 7 shows that SMEs using ERP systems have a higher probability of being risk-free. The feature of ERP usage age is also non-linear, as the change in risk-free probability is not significant for firms with ERP usage of fewer than five years, but when firms have ERP usage of more than five years, the longer the usage time, the higher the risk-free probability. Regarding the basis of supply chain financial cooperation, the variable of the transactions between the core firm and the SME divided by SME’s sales or costs also show a positive
change, with a subsequent increase in the probability of risk-free for the firm. This indicates that in the supply chain when the main business of SMEs and core enterprises has a certain regularity and a large proportion, the solvency of SMEs has certain stability and security.

6. Robustness Check

The XGBoost-MLP model achieves better credit risk assessment results than the comparison models in the designed experimental environment. In order to assess the robustness of the XGBoost-MLP model in credit risk assessment, we attempt to vary the experimental setting of the model and investigate whether changing the test set proportion in the dataset has an impact on the performance of the models. The following tables show the evaluation results for each model when the test set percentage is adjusted from 0.3 to 0.1 with the rest of the data set remaining unchanged.

Table 7 shows the performance of each model when the test set is 0.1; the average accuracy of XGBoost-MLP is the highest, and we further focus on the F-Measure which represents the harmonized average score of recall and precision. The F-Measure score of XGBoost-MLP is also the highest among the tested models. In addition, the Type I error of XGBoost-MLP is the lowest among the models, which indicates that XGBoost-MLP works best in screening for risky firms.
### Table 7. Performance of XGBoost-MLP and other machine learning methods. (Test set = 0.1).

| Method          | Average Accuracy | Recall  | Precision | Type I Error | Type II Error | F-Measure | MCC   |
|-----------------|------------------|---------|-----------|--------------|---------------|-----------|-------|
| LR              | 0.926            | 0.992   | 0.929     | 0.076        | 0.056         | 0.959     | 0.638 |
| KNN             | 0.971            | 0.992   | 0.975     | 0.025        | 0.056         | 0.983     | 0.868 |
| NB              | 0.860            | 0.889   | 0.946     | 0.051        | 0.722         | 0.917     | 0.487 |
| DT              | 0.956            | 0.966   | 0.983     | 0.017        | 0.222         | 0.974     | 0.818 |
| SVM             | 0.971            | 1.000   | 0.967     | 0.034        | 0.000         | 0.983     | 0.867 |
| RF              | 0.963            | 1.000   | 0.959     | 0.042        | 0.000         | 0.979     | 0.832 |
| MLP             | 0.978            | 1.000   | 0.975     | 0.025        | 0.000         | 0.987     | 0.901 |
| XGBoost-KNN     | 0.978            | 0.992   | 0.983     | 0.017        | 0.056         | 0.987     | 0.902 |
| XGBoost-NB      | 0.882            | 0.924   | 0.939     | 0.059        | 0.500         | 0.932     | 0.512 |
| XGBoost-DT      | 0.934            | 0.983   | 0.943     | 0.059        | 0.111         | 0.963     | 0.695 |
| XGBoost-SVM     | 0.977            | 1.000   | 0.975     | 0.025        | 0.000         | 0.987     | 0.901 |
| XGBoost-RF      | 0.971            | 1.000   | 0.967     | 0.034        | 0.000         | 0.983     | 0.867 |
| XGBoost-MLP     | **0.978**        | **0.989**| **0.986**| **0.014**    | **0.077**     | **0.987** | **0.901** |

Notes: This table presents the performance of XGBoost-MLP and other machine learning methods. All models presented in Table 7 are estimated based on the test set = 0.1. Results are estimated based on the training set of 949-observations and the test set of 408-observations from 31 March 2016–31 December 2019. LR is the logistic regression model; KNN is the k-nearest-neighbor model; NB is the naïve Bayes model; DT is the decision tree model; SVM is the support vector machine model with radial bias function as kernel function; RF is the random forest model; MLP is the multi-layer perceptron model.

Figure 8 shows the ranking of the feature importance of XGBoost-MLP at a test set of 0.1, with the ROA of SME being the most important feature. More specifically, we find by plotting the variation in model accuracy for different thresholds (see Figure 9) that the model has the highest accuracy of 0.978 when the threshold is at 0.04 or 0.05, i.e., removing the quick ratio of SMEs, the credit rating of CE, the proportion of trading transaction on CE sales or cost, the growth rate of total assets of the core enterprise, and the average industry ROA. It is noteworthy that when the threshold rises to 0.06, the growth rate of total assets of the core enterprise and the average industry ROA is also removed, and then the accuracy of the model decreases significantly and the features removed include ERP age, usage status of ERP, the growth rate of total assets of the SME, and the credit rating of the SME.

Extra similar robustness findings supporting the main results are obtained of test set = 0.2 and 0.4, and they are available upon request. In summary, combining the different test set settings, we find that the overall model evaluation results change to some extent as the test set changes, but the average accuracy of the XGBoost-MLP is still the highest, indicating the robustness of the XGBoost-MLP model. Moreover, the most optimal test setting is when the test set is 0.3.

Figure 8. XGBoost feature importance ranking. (Test set = 0.1).
7. Conclusions

With the development of the industrial IoT and the digital economy, various industries and sectors will form different industrial chains and supply chains on various digital platforms in the future. DSCF is breaking the shackles of the current inertia of building digital platforms centered on finance or banks, embedding DSCF into various industrial Internet of Things and various digital economic platforms, and becoming an organic part of these digital economic platforms. In order to take DSCF as the research background, specifically from the perspective of credit risk assessment, this paper conducted research on the credit risk assessment methods of enterprises in the DSCF environment and its empirical evidence.

Firstly, the existing credit risk assessment methods in terms of their subjective and arbitrary feature selection and the poor effectiveness of linear assessment methods are analyzed in this paper. Secondly, feature importance and the role of feature selection on credit risk assessment models through XGBoost feature selection are evaluated. Then, the role of digital features for credit risk assessment in SCF is validated. We selected 1357 observations from 85 private Chinese-listed manufacturing SMEs over the period 2016–2019 to empirically test and compare the credit risk assessment models. After the feature selection by XGBoost, the five most important features were selected as accounts receivable turnover of SME, working capital turnover of SME, ROA of SME, quick ratio of CE, and ERP usage situations of SME, which improved the accuracy of risk identification by 98.3% compared to the traditional credit risk assessment models without the feature selection. The importance of the DSCF features was also verified through the XGboost feature selection. We further found that the feature selection is essential to the performance of credit risk assessment results by varying the threshold value of XGBoost feature importance ranking. The effectiveness of the risk assessment model varies depending on the threshold value set by the lending decision-maker for the feature selection process in the risk assessment, and that reasonable feature selection will improve the model effectiveness. Taking into account the various threshold values for feature selection, the accounts receivable turnover ratio of SMEs is the most important risk assessment indicator. Finally, by comparing the inclusion and removal of digital features of enterprises, we found that digital features are important for the credit risk assessment effect of digital supply chain finance, and the model with the inclusion of digital features as an assessment indicator has a higher accuracy rate, with an increase of 3.7%. This further validates that the inclusion of DSCF features in credit risk assessment is beneficial in terms of the accuracy of its risk identification.

Figure 9. The model accuracy in different threshold levels. (Test set = 0.1).
On this aforementioned basis, this paper provides the following recommendations for the mitigation of credit risks based on DSCF. For supply chain finance platforms, including commercial banks and other financial institutions, as one of the main actors in supply chain financial services, they should be well prepared for their own risk management, credit assessment, and credit limits. Traditional credit risk assessment features such as accounts receivable turnover of SMEs, working capital turnover of SMEs, ROA of SMEs and CEs, quick ratio of CE, and credit rating of SMEs are still key characteristics for lending decision-makers. Furthermore, in the case of companies with a high degree of digitalization, such as those that actively use ERP systems or have a well-developed information technology network, the corresponding DSCF features such as the degree of ERP usage or the construction of an information technology platform should also be taken into account in the credit risk assessment. For core enterprises and SMEs, the enterprise’s accounts receivable turnover and working capital turnover are two important indicators for credit risk assessment, so enterprises are expected to be flexible in working capital and to digitize assets such as pledges to improve the speed and efficiency of circulation of the pledge. Whereas ROA, as one of the most important traditional evaluation indicators, also points out that enterprises are supposed to improve their own financial system and management system to improve their production and operation capacity. Meanwhile, the construction of digital information platforms and the usage of ERP as new indicators also provide important reference bases for credit risk assessment, and enterprises are advised to strengthen their digital development process to achieve open and transparent business data and reduce their own credit risks.

Overall, SCF is a very promising business for commercial banks, and with the continuous innovation of technology, the application of DSCF is becoming more and more widespread, and its connotations are becoming more and more enriched. Although DSCF is a future development trend and has high research value, DSCF is still in its infancy and research on it is very limited. Thus, there are some limitations in our paper. Firstly, due to the availability of data, 85 Chinese enterprises are selected as the sample for this paper. Although they are representative of the empirical samples in the context of DSCF in China, the experimental results may be biased due to the small sample. Secondly, only by comparing traditional commonly used machine learning models as a comparative analysis in this paper, we do not perform a comprehensive experimental analysis, so we will further increase the inter-model study in future research.
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