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ABSTRACT The design and performance evaluation of a grey wolf optimizer (GWO) aided rank-sum-weight method based proportional-integral-derivative regulator with derivative filter for automatic generation control of two-area interconnected power systems are presented in this research. The derivative gain filter is used to lessen the impacts of noise in the input signal. Sub-objectives based on integral of time multiplied square error (ITSE) of frequency deviations, tie-line power deviation, and area-control errors (ACEs) are used to formulate the objective function for adjusting regulator settings. A single overall objective function is formed by combining these sub-objectives. ITSEs of two areas, ITSEs of tie-line power deviation, and ITSEs of ACEs of two areas comprise up the overall objective function. In the control design, the weights in the overall objective function are used to evaluate relative significance of each sub-objective. In contrast to previous techniques, where weights are either considered equal by ignoring the relative relevance of sub-objectives or selected randomly, the weights in this article are obtained using the rank-sum-weight method systematically. Using the GWO algorithm, the overall objective function is minimized. For six different circumstances including different load disturbances in interconnected areas, the effectiveness of the proposed GWO aided rank-sum-weight method based controller is examined. The performance of the GWO-tuned controller is also compared to those of other controllers tuned using the differential evolution, elephant herding optimization, Nelder-Mead simplex, membrane computing, and Luus-Jaakola algorithms.

INDEX TERMS Automatic generation control, Grey wolf optimization, proportional-integral-differential controller, rank-sum-weight method.

I. INTRODUCTION Whenever there is a change in either system frequency or tie-line loading, or a combination of both, the regulation of output electrical power from electric generators in a specific region is defined as the automatic generation control (AGC). Electric power is exchanged across the areas within established boundaries in order to sustain scheduled system frequency. Because of the following factors, AGC [1], [2] is required:

1) For generating enough electricity to fulfill all load needs.
2) To keep the interconnected power system’s frequency at nominal operating level.
3) As soon as feasible, to reduce the deviation of tie-line power from preset interchanges among control areas.
4) To achieve optimal generation scheduling.

Studies on AGC of single-area power systems [3]–[5], two-area power systems [6]–[8], three-area power systems [9]–[11], and multi-area power systems [12]–[14] have been published. It is also obvious from the literature that various contributions mention mostly linear models of power systems in the form of transfer functions. The proportional-integral-derivative (PID) controllers are primarily developed to regulate the overall
system [4], [5], [12], [15]–[20], since transfer functions are used to describe the power systems investigated. Other kind of PID controllers include proportional-integral (PI) [21], integral-double derivative (IDD) [22], proportional-integral-double derivative (PIDD) [23], proportional-derivative cascaded proportional-integral (PD-PI) [24], and cascaded PI-PD [25], cascaded PID-PID [26] controllers.

To ensure tie-line power exchange and frequency of interconnected power system within predefined bounds, controller parameters must be tuned for optimal and reliable power flow. PID tuning methods are divided into three categories depending on the tuning process:

1) Manual tuning,
2) Rule-based tuning, and
3) Meta-heuristic based tuning.

Meta-heuristic based tuning has recently been adopted to tune controllers, since it delivers superior performance characteristics than manual and rule-based tuning approaches. Optimization techniques utilized are meta-heuristic approaches to minimise the objective function specified for controller tuning. Genetic algorithm [27], [28], gravitational search algorithm [29], [30], bacteria foraging optimization [31], [32], bat algorithm [33], [34], teaching learning based optimization [35], [36], firefly algorithm [37], [38], particle swarm optimization [39], [40], artificial bee colony [41], [42], jaya algorithm [19], [43], and whale optimization [15], [44] are some of the algorithms used in literature for tuning PID controllers for AGC.

Performance indices such as integral of absolute error (IAE) [28], [39], an integral of squared error (ISE) [32], [44], an integral of time multiplied absolute error (ITAE) [45], [46], an integral of time multiplied square error (ITSE) [45], [46] are used to formulate objective functions for tuning controller settings. Frequency deviations, tie-line power variations, and area control errors (ACEs) of interconnected areas are all examined using these performance indicators. The researchers in [27] examined ISE, in order to attain controller parameters for a two-area interconnected power system. According to the findings of this research, individual ISE of ACEs from two areas are combined to form the overall objective function. In [31], the use of ISE to get controller parameters for a three-area linked power system is examined. As per the results of this study, individual ISE of ACEs from the three areas under consideration are combined to produce the overall objective function. The researchers in [32] also procured ISE to perform controller parameter tuning. The findings from this study indicate that individual ACEs from both areas of the power system are used to obtain a overall objective function.

In [11], to achieve controller parameters of a three-area interconnected power system, ISEs of frequency deviation in area-1 and area-2, as well as tie-line power deviation, are evaluated. These ISEs of frequency variations, as well as tie-line power deviation in a three-area interconnected power system, are combined to produce the overall objective function. The researchers in [12] considered ITAE to acquire controller parameters for a five-area interconnected power system. For the purpose of formulating the objective function, the ACEs of a five-area interconnected power system are taken into account. In [28], for the formulation of the objective function, more than one performance indices are considered. The objective function is formulated using a combination of ISE, ITAE, ITSE, integral of squared time multiplied absolute error (ISTAE) and integral of squared time multiplied squared error (ISTSE) of frequency deviations of area-1 and area-2, as well as tie-line power. These performance metrics, evaluated in the objective function, are either incorporated directly without considering relative relevance or are given equal weights in the literature [17], [27], [31], [32], [34], [42], [47], [48]. To construct a better objective function for controller realization, a systematic process should be used to determine relative weights of distinct performance criteria.

In this article, a PID regulator for AGC of a two-area linked power system is constructed utilising the grey wolf optimization algorithm assisted with a systematic technique namely rank-sum-weight method. ITAEs of deviation in frequencies of area-1 and area-2, ITAEs of deviation in tie-line power of interconnected areas, and ITAEs of ACEs of area-1 and area-2 are used to formulate the objective function. These performance indices (i.e. ITAEs) are sub-objective functions that together constitute the overall objective function. The weighted summation of all these five ITAEs form the overall objective function. Weights associated with multiple sub-objective functions are usually chosen arbitrarily or given equal value in literature [17], [48], ignoring their relative significance. The significant contributions of this work include:

1. The weights of the sub-objective functions examined in this study are derived systematically using rank-sum-weight method [49]. The weight calculations in rank-sum-weight method are based on relative relevance among the sub-objectives evaluated.
2. The grey wolf optimization (GWO) algorithm is used to tune the PID controller parameters to maintain frequency deviation, tie-line power deviation, and ACEs within preset limits by minimising the overall objective function.
3. To prove the efficacy and effectiveness of proposed GWO-based PID controller, other controllers tuned utilising differential evolution (DE), elephant herding optimization (DE), Nelder-Mead simplex (NMS), membrane computing (MC), and Luus-Jaakola (LJ) algorithms are compared.
4. Furthermore, six distinct test circumstances are explored for evaluating the proposed GWO-PID controller’s performance. The statistical analysis provided aids the effectiveness and efficacy of the suggested GWO-PID controller.

The following is a breakdown of this contribution. Section II describes the power system architecture that has been examined. The controller structure is also provided in Section II. In Section III, the problem formulation is provided. Section IV explains the rank-sum-weight method and
how it is used to AGC. In Section V, the grey wolf optimization algorithm is explained. In Section VI, the performance of the proposed controller is evaluated for six different test circumstances. Finally, in Section VII, the conclusion is stated, followed by future scope.

II. STUDIED POWER SYSTEM ARCHITECTURE

A power system is made up of a network of transmission lines that interconnect a large number of generators. Electrical power is delivered to consumers at rated voltage and frequency via these transmission lines. There are several energy sources for generating electrical power which include fossil fuels like natural gas, oil, and coal; and hydro, wind, solar, geothermal, nuclear, tidal, wave, biomass, etc. The energy gained from these sources is first transformed into mechanical energy. This mechanical energy is then converted to electrical energy with the help of generators. There are two types of power systems based on the number of generation and distribution networks:

1) Single-area power systems and
2) Multi-area power systems.

The increased load demand in a single-area power system is fulfilled either by borrowing rotating kinetic energy from machines in the power system or increasing generation whereas the increased load demand in a multi-area power system is fulfilled by power interchanges across interconnected areas through tie-lines.

A. CONFIGURATION OF MODEL UNDER INVESTIGATION

The Fig. 1 depicts the two-area power system investigated in this work. The examined two-area power system is considered from Ali and Abd-Elazim [50] along with the system parameters. It is a veristic linked system made up of two non-reheat thermal power plants with a total capacity of 2000 MW and a nominal load of 1000 MW each. A network of two-area power system is depicted in the Fig. 1 where $\Delta f_{a1}$ and $\Delta f_{a2}$ are variations in system frequencies, $ACE_{a1}$ and $ACE_{a2}$ are area control errors, $\mu_{a1}$ and $\mu_{a2}$ are control inputs, $\beta_{a1}$ and $\beta_{a2}$ are frequency bias factors, $\tau_{a1}$ and $\tau_{a2}$ are governor speed regulation constants, $\tau_{gr1}$, and $\tau_{gr2}$ are governor time constants, $\tau_{tl1}$, and $\tau_{tl2}$ are turbine time constants, $\tau_{a1}$, and $\tau_{a2}$ are power system time constants, $\kappa_{g1}$, and $\kappa_{g2}$ are power system gains, $\Delta P_{gr1}$, and $\Delta P_{gr2}$ are power deviations of governors, $\Delta P_{te1}$, and $\Delta P_{te2}$ are power deviations of non-reheat steam turbines, $\Delta P_{la1}$, and $\Delta P_{la2}$ are change in load demands of power system in area-1, and area-2 respectively, $\Delta P_{tl}$ is the change in tie-line power of interconnected power system.

B. CONFIGURATION OF CONTROLLER

As it is simple to comprehend and implement, PID controller is the most widely used feedback control mechanism. The controller structure used in this research is depicted in Fig. 2. $k_{pg}$, $k_{ig}$, and $k_{dg}$ are three controller parameters in the controller structure which indicate proportional gain, integral gain, and derivative gain, respectively. These parameters must be tuned finely to fit the dynamics of the process under control. A filter $\eta$ with derivative gain is used to reduce noise in the signal. The PID controller transfer function [50] with filter in derivative gain is given by

$$TF_{PIDn} = k_{pg} + k_{ig} \left( \frac{1}{s} \right) + k_{dg} \left( \frac{1}{\eta + s} \right)$$

The area control errors, $ACE_{a1}$ and $ACE_{a2}$ of area-1 and area-2, respectively, are the controllers’ inputs. The area control errors (ACEs) of area-1 and area-2 [50] are calculated as follows:

$$ACE_{a1}(s) = \Delta P_{tl12}(s) + \beta_{a1} \cdot \Delta F_{a1}(s)$$
$$ACE_{a2}(s) = \Delta P_{tl12}(s) + \beta_{a2} \cdot \Delta F_{a2}(s)$$

III. PROBLEM FORMULATION

The aim of automatic generation control is to optimize the reliable and persistent power flow in a multi-area interconnected power system such that frequency fluctuations are reduced while the system’s constraints are met. The formulation of an objective function is critical for finding the best solution to this problem. The tuning of a controller is based on well-defined objectives that meet the demands and limits of the system. The objective function as well as the various constraints are listed below.

A. OBJECTIVE FUNCTION FORMULATION

The effectiveness of an optimization is considerably influenced by the objective function selected. An integral error (IE), an integral of absolute error (IAE), an integral of squared error (ISE), an integral of time multiplied absolute error (ITAE), or an integral of time multiplied square error (ITSE) may be chosen for formulation of objective function. While tuning controller parameters, ITAE error minimization of frequency deviations, tie-line power deviation, and area control errors (ACEs) are among the design objectives covered in this article. The following are the various minimization objectives considered.

$$\Gamma_1 = \int_{0}^{\tau} |\Delta f_{a1}| t \, dt + \int_{0}^{\tau} |\Delta f_{a2}| t \, dt$$
$$\Gamma_2 = \int_{0}^{\tau} |\Delta P_{tl}| t \, dt$$
$$\Gamma_3 = \int_{0}^{\tau} |ACE_{a1}| t \, dt + \int_{0}^{\tau} |ACE_{a2}| t \, dt$$

where, $\tau$ denotes the overall simulation time. The first objective function, $\Gamma_1$ studied is a combination of ITAE of deviation in system frequencies of area-1 and area-2. The second objective function studied is $\Gamma_2$, which defines the ITAE of power deviation in tie-line. The third objective function studied is $\Gamma_3$, which describes the ITAE of deviation in ACEs.
of area-1 and area-2. The total objective function, taking into account all three objectives, is as follows:

\[
\Gamma(\Gamma_1, \Gamma_2, \Gamma_3) = \varepsilon_1 \Gamma_1 + \varepsilon_2 \Gamma_2 + \varepsilon_3 \Gamma_3
\]  

(7)

where, the weights of the objectives $\Gamma_1, \Gamma_2,$ and $\Gamma_3$ are $\varepsilon_1, \varepsilon_2,$ and $\varepsilon_3$ respectively. These weights show the relative significance of the sub-objectives in the overall objective. Most of the time, the relative importance of objectives is overlooked or viewed as a set of arbitrary values. The overall aim established utilising the sub-objectives is deemed to be of similar relative importance, as indicated in literature [17], [48]. The overall objective function in (7) is realised by combining (4), (5), and (6) and can be formulated as follows.

\[
\begin{align*}
\Gamma &= \varepsilon_1 \left( \int_0^{\tau_1} |\Delta f_{d1}| t \, dt + \int_0^{\tau_2} |\Delta f_{d2}| t \, dt \right) \\
&+ \varepsilon_2 \left( \int_0^{\tau_1} |\Delta P_{e1}| t \, dt \right) \\
&+ \varepsilon_3 \left( \int_0^{\tau_1} |ACE_{a1}| t \, dt + \int_0^{\tau_2} |ACE_{a2}| t \, dt \right)
\end{align*}
\]  

(8)

In this article, the weights $\varepsilon_1, \varepsilon_2,$ and $\varepsilon_3$ associated with (8) are determined in a methodical way. The individual weightage of each objective function $\Gamma_1, \Gamma_2,$ and $\Gamma_3$ specified in (4), (5), and (6), respectively, appearing in the overall objective function, $\Gamma$, is obtained using rank-sum-weight method [49].

**B. CONSTRAINTS**

The overall objective function for this AGC problem is derived in (8). Controller parameters, $\kappa_{pg}, \kappa_{ig}, \kappa_{dg},$ and derivative filter coefficient, $\eta$, are among the decision factors, as illustrated in Fig. 2. The boundary conditions of the controller parameters taken into account are as follows

\[
\kappa_{pg}^{min} < \kappa_{pg} < \kappa_{pg}^{max}
\]  

(9)

\[
\kappa_{ig}^{min} < \kappa_{ig} < \kappa_{ig}^{max}
\]  

(10)

\[
\kappa_{dg}^{min} < \kappa_{dg} < \kappa_{dg}^{max}
\]  

(11)

\[
\eta^{min} < \eta < \eta^{max}
\]  

(12)

**IV. RANK-SUM-WEIGHT METHOD AND ITS IMPLEMENTATION TO AGC**

Rank-sum-weight method is a multi-attribute-decision-making methodology proposed by Stillwell et al. [49]. The rank-sum-weight method is used for weighing of attributes with respect to each other for decision making problem.

---

**FIGURE 1.** Block diagram of two-area power system.

**FIGURE 2.** Block diagram of PID controller with derivative filter.
Firstly, attributes are identified. Then, the rank ordering of the attributes in the attribute set are decided. From this information, the weight [49] for the given attribute is determined by

\[ \varepsilon_r = \frac{\chi - \vartheta_r + 1}{\sum_{r=1}^{\chi} (\chi - \vartheta_r + 1)} \]  

(13)

where, \(\chi\) denotes the total number of attributes, \(\vartheta_r\) indicates the rank position of \(r^{th}\) attribute and \(\varepsilon_r\) gives the normalized weight of \(r^{th}\) attribute. In this contribution, three sub-objectives are formulated as considered attributes (i.e., \(\chi = 3\)). The attributes considered are \(\Gamma_1\), \(\Gamma_2\), and \(\Gamma_3\) as given in (4), (5) and (6), respectively. Once, the attributes are considered, the rank ordering of these sub-objectives is accomplished as given in Table 1.

**V. GREY WOLF OPTIMIZATION ALGORITHM**

In 2014, Mirjalili et al. [51] presented the grey wolf optimization (GWO) algorithm. It is based on the behaviour of grey wolves when they are exploring and hunting for prey. Grey wolves are members of the canidae family and are scientifically known as Canis lupus. They are predators who prefer to live in a group, namely pack. The social dominance order among these grey wolves is rigid. Grey wolves’ behaviour is characterised by social hierarchy, encircling prey, hunting, exploitation, and exploration. In dependence on these behavioural patterns, grey wolves are divided into four categories: \(\rho\), \(\sigma\), \(v\) and \(v\). The first level is \(\rho\), and the wolf at this level is in charge of making judgments. The pack is bound to the judgments made by \(\rho\). Wolves of this rank do not have to be the strongest members of the pack, but they are the greatest in terms of pack management. In this level of pack, the wolves demonstrate that group discipline and structure are more essential than collective power. The second level is \(\sigma\), where the wolves aid the \(\rho\) level in decision-making and other endeavours. In the absence of a \(\rho\) level, the pack is officiated by the \(\sigma\) level. Wolves at the \(\sigma\) level promote \(\rho\)'s choice all over the pack, even while providing feedback to \(\rho\) level on the judgment and its execution. Scouts, sentinels, hunters, and caretakers make up the third level of the ranking system (i.e., \(v\)). Scouts are responsible for being vigilant when watching the territory’s borders and informing the pack if there is a threat while sentinels are responsible for the pack’s safety. During the search for prey, hunters are responsible for assisting \(\rho\) and \(\sigma\) levels. The pack’s lowest ranking is the \(v\) level. The wolves at this \(v\) level are the last to devour food and are subject to submission by higher ranked wolves.

The new position of wolves [51] is calculated mathematically by aggregating the locations of \(\rho\), \(\sigma\) and \(v\) wolves in the search space.

\[ \Psi_{Itr+1} = \frac{\Psi_{\rho} + \Psi_{\sigma} + \Psi_{v}}{3} \]  

(17)

where, \(\Psi_{Itr+1}\) represents new position of wolves in search space, \(\Psi_{\rho}\) denotes new position of first level wolves (\(\rho\)), \(\Psi_{\sigma}\) represents new position of second level wolves (\(\sigma\)) and \(\Psi_{v}\) denotes new position of third level wolves (\(v\)). The new positions of these three levels of wolves are calculated as

\[ \Psi_{\rho} = \Psi_{\rho,Itr} - \bar{T}_1 \cdot \bar{X}_{\rho} \]  

(18)

\[ \Psi_{\sigma} = \Psi_{\sigma,Itr} - \bar{T}_2 \cdot \bar{X}_{\sigma} \]  

(19)

\[ \Psi_{v} = \Psi_{v,Itr} - \bar{T}_3 \cdot \bar{X}_{v} \]  

(20)

where, \(\Psi_{\rho,Itr}\), \(\Psi_{\sigma,Itr}\) and \(\Psi_{v,Itr}\) represent current positions of \(\rho\), \(\sigma\) and \(v\) level wolves respectively; \(\bar{X}_{\rho}, \bar{X}_{\sigma}, \bar{X}_{v}\) denote the encircling behaviour of different levels of wolves. The encircling behaviour is given as

\[ \bar{X}_{\rho} = |\bar{T}_1 \cdot \Psi_{\rho,Itr} - \Psi| \]  

(21)

\[ \bar{X}_{\sigma} = |\bar{T}_2 \cdot \Psi_{\sigma,Itr} - \Psi| \]  

(22)

\[ \bar{X}_{v} = |\bar{T}_3 \cdot \Psi_{v,Itr} - \Psi| \]  

(23)
VI. RESULTS AND DISCUSSION
A two-area interconnected power system from Ali and Abd-Elazim [50] is examined in this research. In the MATLAB environment, all simulations are carried out. To convert a multi-objective illustration to a single-objective illustration, rank-sum-weight approach is employed. The Overall objective function is given in (16), whereas (9), (10), (11), and (12) depict the controller’s boundary conditions. Appendix A and Appendix B contain all of the parameters for both the areas and controller, respectively. For time-domain simulations, six different test scenarios with a variety of load perturbations are taken into account. The following is a list of the six test scenarios considered:

- **Test Scenario 1:** At $t = 0$ s, a step load variation of $+0.05$ p.u. is examined in area-1, with no load change in area-2.
- **Test Scenario 2:** At $t = 0$ s, a step load variation of $+0.05$ p.u. is examined in area-2, with no load change in area-1.
- **Test Scenario 3:** At $t = 0$ s, a step load variation of $+0.05$ p.u. is examined in both the areas.
Tables 2-7 provide the results for various loading conditions as discussed in Test Scenario 1 to Test Scenario 6. In these tables, the performance of the GWO-based PID controller is compared with other controllers tuned using differential evolution (DE), elephant herding optimization (EHO), Nelder-Mead simplex (NMS), membrane computing (MC), and Luus-Jaakola (LJ) algorithms. The values of the overall objective function, $\eta$, and the sub-objectives, $\eta_1$, $\eta_2$, and $\eta_3$, as defined in (16), are included in these findings. The controller parameters $\kappa_{pg}$, $\kappa_{ig}$, $\kappa_{dg}$, and $\eta$ for which the minimal value of the objective function is attained are also provided in these tables. These tables also indicate the settling times and peak overshoots of the variations in the frequencies and tie-line power.

**Test Scenario 4:** At $t = 0$ s, a step load variation of $+0.050 \ p.u.$ is considered in area-1, whereas at $t = 0$ s, a $-0.05 \ p.u.$ step load variation is considered in area-2.

**Test Scenario 5:** At $t = 0$ s, a step load variation of $+0.05 \ p.u.$ is considered in area-1, whereas at $t = 0$ s, a $+0.10 \ p.u.$ step load variation is considered in area-2.

**Test Scenario 6:** At $t = 0$ s, a step load variation of $+0.10 \ p.u.$ is considered in area-1, whereas at $t = 0$ s, a $+0.05 \ p.u.$ step load variation is considered in area-2.

For various loading conditions as discussed in Test Scenario 1 to Test Scenario 6, the results are provided in Tables 2-7. In these tables, the performance of the GWO-based PID controller is also compared with other controllers tuned using differential evolution (DE), elephant herding optimization (EHO), Nelder-Mead simplex (NMS), membrane computing (MC), and Luus-Jaakola (LJ) algorithms. The values of the overall objective function, $\eta$, and the sub-objectives, $\eta_1$, $\eta_2$, and $\eta_3$, as defined in (16), are included in these findings. The controller parameters $\kappa_{pg}$, $\kappa_{ig}$, $\kappa_{dg}$, and $\eta$ for which the minimal value of the objective function is attained are also provided in these tables. These tables also indicate the settling times and peak overshoots of the variations in the frequencies and tie-line power.
For fair comparison of controllers designed using GWO, DE, EHO, NMS, MC, and LJ algorithms, a comparative study is also performed. For all six test circumstances stated above, every optimization algorithm is run consecutively 50 times. During simulations, a total 100 solutions are considered for each algorithm. The results for comparative study are provided in Table 8.

The simulation results for Test Scenario 1 are presented in Table 2. Fig.(s) 3, 4, and 5 demonstrate the deviations in frequencies of area-1, area-2, and change in tie-line power achieved respectively under this loading scenario. The GWO-based PID controller provides the smallest value of the objective function, $0$, when compared to other algorithm-based controllers. In addition, all three sub-objectives, $0_1$, $0_2$, and $0_3$ are determined to be minimal for the GWO-based PID controller. Further study of the simulation results reveals that the GWO-based PID controller achieves the shortest settling times for frequency fluctuations in area-1 and area-2.

Table 3 tabulates the simulation results for Test Scenario 2. Under the loading scenario described in Test Scenario 2, the suggested GWO-based PID controller achieves the lowest value of $\Gamma$. Along with the overall objective function being the least value, the sub-objective $\Gamma_2$ is determined to be the least. Fig.(s) 6, 7, and 8 illustrate the changes in frequencies of area-1, area-2, and tie-line power, respectively. Fig.(s) 6, 7, and 8 also indicate that the GWO-based PID controller outperforms the other five controllers.

Under the circumstances described in Test Scenario 3, variations in frequencies of area-1, area-2, and tie-line power obtained using the proposed GWO-based PID controller are shown in Fig.(s) 9, 10, and 11, respectively. Table 4 tabulates the simulation results for Test Scenario 3. The suggested GWO-based PID controller achieves the lowest value of $\Gamma$. 
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Under the circumstances described in Test Scenario 3, variations in frequencies of area-1, area-2, and tie-line power obtained using the proposed GWO-based PID controller are shown in Fig.(s) 9, 10, and 11, respectively. Table 4 tabulates the simulation results for Test Scenario 3. The suggested GWO-based PID controller achieves the lowest value of $\Gamma$. 

For fair comparison of controllers designed using GWO, DE, EHO, NMS, MC, and LJ algorithms, a comparative study is also performed. For all six test circumstances stated above, every optimization algorithm is run consecutively 50 times. During simulations, a total 100 solutions are considered for each algorithm. The results for comparative study are provided in Table 8. 

The simulation results for Test Scenario 1 are presented in Table 2. Fig.(s) 3, 4, and 5 demonstrate the deviations in frequencies of area-1, area-2, and change in tie-line power achieved respectively under this loading scenario. The GWO-based PID controller provides the smallest value of the objective function, $0$, when compared to other algorithm-based controllers. In addition, all three sub-objectives, $0_1$, $0_2$, and $0_3$ are determined to be minimal for the GWO-based PID controller. Further study of the simulation results reveals that the GWO-based PID controller achieves the shortest settling times for frequency fluctuations in area-1 and area-2.
as well as all sub-objectives, $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$. As a result, the suggested GWO-based PID controller easily outperforms the other five controllers.

Similarly, the simulation results for Test Scenario 4 are presented in Table 5. The proposed GWO-based PID controller achieves the minimal values of the objective function, $\Gamma$, as well as all sub-objectives $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$. Fig(s) 12, 13, and 14 illustrate the deviations in frequencies of area-1, area-2, and tie-line power, respectively. The settling time of frequencies in area-1 and area-2, as well as the settling time of tie-line power are minimal in these plots. From the Test Scenario 4 findings, it is clear that the suggested GWO-based PID controller outperforms the other controllers investigated.

The deviations in frequencies of area-1, area-2, and tie-line power obtained using the proposed GWO-based PID controller for the loading condition described in Test Scenario 5 are shown in Fig(s) 15, 16 and 17, respectively. Table 6 tabulates the simulation results for this Test Scenario 5. The suggested GWO-based PID controller produces the lowest values of the objective function, $\Gamma$, as well as all three sub-objective functions, $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$. As a result, the proposed GWO-based PID controller is easily outperforming the existing controllers in Test Scenario 5.

The overall efficacy of the proposed GWO-based PID controller is evaluated using comparative statistical analysis. For each test scenario, the best, mean, worst, and standard deviation are calculated. The acquired values are listed in Table 8. It is evident from this table that the proposed GWO-based PID controller delivers the best value in all the scenarios. The DE-based controller is the next best option, followed by the MC-based controller. In the test scenarios, namely Test
TABLE 5. Test Scenario 4: Simulation results.

|                | DE    | EHO   | NMS   | MC    | LJ    | GWO   |
|----------------|-------|-------|-------|-------|-------|-------|
| Fitness        | 0.0367| 0.0448| 0.0521| 0.0649| 0.1011| 0.0327|
| \( \Gamma \)   | 0.0446| 0.0559| 0.0616| 0.0666| 0.1508| 0.0426|
| \( \Gamma_1 \)| 0.0253| 0.0296| 0.0359| 0.0518| 0.0388| 0.0204|
| \( \Gamma_2 \)| 0.0360| 0.0421| 0.0558| 0.0862| 0.0765| 0.0275|

Controller parameters

\( \kappa_{pg} \) | 2.6611| 1.8414| 2.5869| 2.7543| 2.1558| 2.8364|
\( \kappa_{sg} \) | 2.8233| 2.8136| 2.4463| 2.5614| 2.0524| 2.9243|
\( \kappa_{cg} \) | 0.9305| 0.5680| 1.4420| 1.7113| 0.9637| 1.0903|
\( \alpha \)       | 424.02| 137.13| 279.43| 395.31| 204.18| 408.96|

Settling time (s)

\( \Delta f_{1} \) | 3.9020| 3.6552| 4.1817| 5.5629| 3.6615| 3.4314|
\( \Delta f_{2} \) | 3.7902| 3.6552| 4.1817| 5.5629| 3.6615| 3.4314|
\( \Delta P_{1} \) | 4.3300| 4.5086| 6.1159| 8.2727| 4.2910| 3.7973|

Peak overshoots (p.u.)

\( \Delta f_{1} \) | 0.0347| 0.0428| 0.0301| 0.0212| 0.0568| 0.0369|
\( \Delta f_{2} \) | 0.0347| 0.0428| 0.0301| 0.0212| 0.0568| 0.0369|
\( \Delta P_{1} \) | 0.0114| 0.0160| 0.0114| 0.0088| 0.0297| 0.0125|

TABLE 6. Test Scenario 5: Simulation results.

|                | DE    | EHO   | NMS   | MC    | LJ    | GWO   |
|----------------|-------|-------|-------|-------|-------|-------|
| Fitness        | 0.0686| 0.0705| 0.0624| 0.0757| 0.1187| 0.0517|
| \( \Gamma \)   | 0.1125| 0.1164| 0.1028| 0.1254| 0.1964| 0.0852|
| \( \Gamma_1 \)| 0.0116| 0.0122| 0.0105| 0.0123| 0.0136| 0.0097|
| \( \Gamma_2 \)| 0.0097| 0.0492| 0.0448| 0.0533| 0.0858| 0.0348|

Controller parameters

\( \kappa_{pg} \) | 1.3917| 2.1394| 1.1101| 2.9606| 2.1332| 1.7827|
\( \kappa_{sg} \) | 2.7334| 2.6138| 2.3524| 2.8451| 2.9614| 2.9022|
\( \kappa_{cg} \) | 0.3881| 0.8694| 0.4044| 0.8963| 0.3748| 0.4887|
\( \eta \)       | 497.94| 196.35| 220.03| 191.99| 400.57| 184.96|

Settling time (s)

\( \Delta f_{1} \) | 3.4898| 3.3919| 1.9310| 4.3378| 5.4689| 2.5043|
\( \Delta f_{2} \) | 2.8336| 2.5608| 2.5463| 3.3582| 4.8412| 1.6843|
\( \Delta P_{1} \) | 4.2789| 3.9172| 2.5883| 4.8007| 6.2130| 3.1865|

Peak overshoots (p.u.)

\( \Delta f_{1} \) | 0.1159| 0.0826| 0.1214| 0.0790| 0.1169| 0.1045|
\( \Delta f_{2} \) | 0.0098| 0.0063| 0.0110| 0.0056| 0.0098| 0.0088|

FIGURE 15. Frequency deviation of area-1 under Test Scenario 5.

FIGURE 16. Frequency deviation of area-2 under Test Scenario 5.

Scenario 1, Test Scenario 2, Test Scenario 4, Test Scenario 5, and Test Scenario 6, the proposed GWO-based PID controller obtains the minimal mean value of objective function. In Test Scenario 1, Test Scenario 2, and Test Scenario 4, the proposed GWO-based PID controller has the lowest standard deviation values, whereas the DE-based controller have the least standard deviation values in Test Scenario 3 and Test Scenario 5 along with NMS-based controller having the least standard deviation value in Test Scenario 6. According to this statistical analysis, the suggested GWO-based PID controller is more effective than the other five controllers developed using the DE, EHO, NMS, MC, and LJ algorithms.
Table 7 tabulates the simulation results obtained using the proposed GWO-based PID controller for the loading condition described in Test Scenario 6. The overall objective function, $\Gamma$, and all three sub-objectives, $\Gamma_1$, $\Gamma_2$, $\Gamma_3$, are evaluated for different algorithms and compared in the table.

**TABLE 7. Test Scenario 6: Simulation results.**

| Algorithm | DE | EHO | NMS | MC | LJ | GWO |
|-----------|----|-----|-----|----|----|-----|
| Fitness   | 0.1574 | 0.1554 | 0.0638 | 0.0759 | 0.1376 | 0.0512 |
| $\Gamma_1$ | 0.2600 | 0.2598 | 0.1058 | 0.1254 | 0.2365 | 0.0846 |
| $\Gamma_2$ | 0.0712 | 0.0216 | 0.0106 | 0.0129 | 0.0186 | 0.0085 |
| $\Gamma_3$ | 0.1107 | 0.1096 | 0.0442 | 0.0533 | 0.0970 | 0.0367 |

- Controller parameters
  - $\kappa_{pg}$: 2.0371, 0.9565, 1.9119, 2.5847, 0.9858, 1.3186
  - $\kappa_{iG}$: 2.7657, 2.5817, 2.7808, 2.8956, 2.6851, 2.7516
  - $\kappa_{dG}$: 0.6456, 0.3716, 0.8822, 1.2152, 0.4795, 0.4536
  - $\eta$: 403.36, 239.51, 438.97, 466.76, 299.07, 246.61

- Settling time (s)
  - $\Delta f_{a1}$: 2.7367, 5.7520, 2.9346, 2.7219, 4.6783, 2.4523
  - $\Delta f_{a2}$: 3.1966, 6.2006, 2.5977, 3.6371, 5.0160, 1.8939
  - $\Delta P_{t1}$: 4.0572, 6.7531, 3.2403, 4.1070, 5.6262, 2.5575

- Peak overshoots (p.u.)
  - $\Delta f_{a1}$: 0.1571, 0.0613, 0.0828, 0.0875, 0.0804, 0.1139
  - $\Delta f_{a2}$: 0.1216, 0.0440, 0.0533, 0.0555, 0.0571, 0.0768
  - $\Delta P_{t1}$: 0.0163, 0.0057, 0.0065, 0.0068, 0.0069, 0.0100

**FIGURE 17. Deviation of tie-line power under Test Scenario 5.**

**FIGURE 18. Frequency deviation of area-1 under Test Scenario 6.**

**FIGURE 19. Frequency deviation of area-2 under Test Scenario 6.**

**FIGURE 20. Deviation of tie-line power under Test Scenario 6.**
TABLE 8. Statistical analysis.

| Test Scenarios  | Statistical measures | DE   | EHO  | NMS  | MC   | LJ   | GWO  |
|-----------------|----------------------|------|------|------|------|------|------|
| Test Scenario 1 | Best                 | 0.0329 | 0.0373 | 0.0310 | 0.0299 | 0.0274 | 0.0219 |
|                 | Mean                 | 0.0410 | 0.0470 | 0.0390 | 0.0441 | 0.0538 | 0.0262 |
|                 | Worst                | 0.0528 | 0.0582 | 0.0613 | 0.0537 | 0.1074 | 0.0291 |
|                 | Standard deviation   | 0.0072 | 0.0103 | 0.0126 | 0.0096 | 0.0326 | 0.0026 |
| Test Scenario 2 | Best                 | 0.0270 | 0.0255 | 0.0353 | 0.0255 | 0.0302 | 0.0242 |
|                 | Mean                 | 0.0382 | 0.0448 | 0.0413 | 0.0401 | 0.0737 | 0.0281 |
|                 | Worst                | 0.0636 | 0.0694 | 0.0470 | 0.0634 | 0.1938 | 0.0328 |
|                 | Standard deviation   | 0.0147 | 0.0193 | 0.0054 | 0.0159 | 0.0642 | 0.0086 |
| Test Scenario 3 | Best                 | 0.0347 | 0.0331 | 0.0315 | 0.0379 | 0.0501 | 0.3313 |
|                 | Mean                 | 0.0415 | 0.0739 | 0.0487 | 0.0635 | 0.0726 | 0.0666 |
|                 | Worst                | 0.0512 | 0.1582 | 0.0813 | 0.1401 | 0.1038 | 0.1052 |
|                 | Standard deviation   | 0.0075 | 0.0501 | 0.0195 | 0.0430 | 0.0229 | 0.0267 |
| Test Scenario 4 | Best                 | 0.0341 | 0.0352 | 0.0422 | 0.0422 | 0.0496 | 0.0326 |
|                 | Mean                 | 0.0454 | 0.0411 | 0.0467 | 0.0689 | 0.0725 | 0.0343 |
|                 | Worst                | 0.0643 | 0.0448 | 0.0521 | 0.0945 | 0.1011 | 0.0386 |
|                 | Standard deviation   | 0.0123 | 0.0036 | 0.0035 | 0.0194 | 0.0260 | 0.0025 |
| Test Scenario 5 | Best                 | 0.0541 | 0.0687 | 0.0624 | 0.0757 | 0.0678 | 0.0447 |
|                 | Mean                 | 0.0675 | 0.0806 | 0.1040 | 0.1018 | 0.1170 | 0.0564 |
|                 | Worst                | 0.0750 | 0.1010 | 0.1744 | 0.1382 | 0.1868 | 0.0831 |
|                 | Standard deviation   | 0.0086 | 0.0149 | 0.0511 | 0.0253 | 0.0470 | 0.0152 |
| Test Scenario 6 | Best                 | 0.0557 | 0.0821 | 0.0638 | 0.0682 | 0.0853 | 0.0312 |
|                 | Mean                 | 0.0835 | 0.1061 | 0.0861 | 0.1019 | 0.1187 | 0.1327 |
|                 | Worst                | 0.1574 | 0.1554 | 0.1097 | 0.1393 | 0.2001 | 0.2088 |
|                 | Standard deviation   | 0.0423 | 0.0284 | 0.0182 | 0.0312 | 0.0469 | 0.0658 |

and $\Gamma_3$, have the minimal values. The frequency deviations of area-1, area-2, and tie-line power obtained using the proposed GWO-based PID controller are shown in Fig.(s) 18, 19, and 20, respectively. As can be seen in the plots, the suggested GWO-based PID controller clearly achieves the shortest settling time for frequency variations in area-1, area-2, and power deviations in tie-line. As a result, it is evident that the suggested GWO-based PID controller outperforms the other five controllers in this test instance also.

VII. CONCLUSION

For tackling the problem of AGC, GWO assisted rank-sum-weight method based controller is proposed in this article. The controller design takes into account three objectives. These separate objectives result in a multi-objective formulation. This multi-objective formulation is converted into a single objective formulation using a decision making tool, rank-sum-weight method. The suggested GWO assisted rank-sum-weight method based controller is compared to controllers tuned using differential evolution (DE), elephant herding optimization (EHO), Nelder-Mead simplex (NMS), membrane computing (MC), and Luus-Jaakola (LJ) algorithms for ensuring the effectiveness. The effectiveness of the suggested GWO assisted rank-sum-weight method based controller is tested for six distinct scenarios involving a variety of perturbations in the range of mild load variations to large load variations in interconnected areas. The numerical results demonstrate the superior performance of the suggested GWO-based PID controller in comparison with other optimization based controllers. The improved nature of the suggested controller for an AGC issue is demonstrated by time-domain simulations for variations in the frequencies of the regions under various scenarios. A comparative statistical analysis is performed for all the scenarios to assess the overall effectiveness of the suggested GWO-based PID controller.

The examination of AGC issue with non-linear models and implementation of renewable energies is the future topic of this research. The efficacy of rank-sum-weight method should also be investigated for other multi-objective formulations in the area of AGC. Moreover, other optimization algorithms [52], [53] should also be investigated for single-objective and multi-objective formulations [54], [55] of AGC problem.
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APPENDIX A

PARAMETERS OF TWO-AREA INTERCONNECTED POWER SYSTEM

| System frequency $f$ = 60 Hz; | $\beta_{a1}, \beta_{a2} = 0.05$ p.u. Mw/Hz; |
|--------------------------------|---------------------------------------------|
| Governor speed regulation constants | $R_{a1}, R_{a2} = 2.4$ Hz/p.u.; |
| Governor time constants | $\tau_{g1}, \tau_{g2} = 0.8$ s; |
| Turbine time constants | $\tau_{t1}, \tau_{t2} = 0.5$ s; |
| Power system gains | $\kappa_{a1}, \kappa_{a2} = 120$ Hz/p.u. Mw; |
| Power system time constants | $\tau_{a1}, \tau_{a2} = 20$ s; |
| Synchronizing torque co-efficient | $\tau_{s1} = 0.545$ p.u.; |
| Ratio of rated power at area-1 to area-2 | $a_{12} = -1.$ |

APPENDIX B

BOUNDARY CONDITIONS OF CONTROLLER

| Proportional gain $K_p^m = 0; K_p^d = 3;$ | |
|---------------------------------|---------------------------------|
| Integral gain $K_i^m = 0; K_i^d = 3;$ | |
| Derivative gain $K_d^m = 0; K_d^d = 3;$ | |
| Filter gain $K_f^m = 0; n_{max} = 500.$ | |
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