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The Mori’s projection method, known as memory function method is an important theoretical formalism to study various transport coefficients. In the present work, we calculate the dynamical thermal conductivity in the case of metals using the memory function formalism. We introduce thermal memory functions for the first time and discuss the behavior of thermal conductivity in both zero frequency limit and in the case of non-zero frequencies. We compare our results for the zero frequency case with the results obtained by the Bloch-Boltzmann kinetic approach and find that both approaches agree with each other. Motivated by some recent experimental advancements, we obtain several new results for the ac or the dynamical thermal conductivity.
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I. INTRODUCTION

There have been significant advancements in the study of the thermal transport coefficients for complex systems.1,2 In such systems, the transport coefficients can be understood via the transport lifetime which captures the role of different interactions such as electron-impurity, electron-phonon and electron-electron interactions. Several methods,3,4 based on the Kubo formalism and the Bloch-Boltzmann method have been applied to compute the effects of such interactions on various transport coefficients such as thermal conductivity. The commonly used method is the Bloch-Boltzmann transport method.5 Within this approach, it is found that the thermal conductivity \( \kappa(T) \) is proportional to the temperature \( T \) both in high and low temperature regimes in the case of impurity interactions. While in the case of electron-phonon interactions, it varies as \( T^{-2} \) in the low temperature limit (\( T < \Theta_D \), where \( \Theta_D \) is the Debye temperature) and saturates to a constant value in the high temperature limit (\( T >> \Theta_D \)). These signatures are predicted long ago and are well verified. However, the notion of frequency dependent (dynamical) thermal conductivity was not previously known and hence was not addressed in theoretical discussions.

Recently, the notion of the dynamical thermal conductivity is introduced by Volz et.al.8 With this idea, the recent experiments access frequency in which \( \omega \) dependence cannot be ignored. There it is introduced in the context of its usefulness for the thermal design of microsystems and nanosystems which operates at several GHz clock frequency. Cooling of the Joule heating in such systems is an important issue4 and it requires detailed understanding of the frequency dependence of the thermal conductivity. In reference9, the dynamical thermal conductivity is introduced in the context of phonon mediated thermal transport in Si crystals. However, in the case of metals, and particularly at certain frequency, the electronic contributions to the thermal conductivity may predominates. We consider that scenario and present the paper to a careful theoretical analysis of the frequency dependent electronic thermal conductivity of metals in various regimes of interest. In a recent computer simulation using molecular dynamics technique, it is found that the phononic thermal conductivity reduces its magnitude at high frequencies.10 Experimentally, it is also studied in the context of semiconductor alloys and it is found that the magnitude of the phononic thermal conductivity reduces as the frequency increases.11

Theoretically, the electronic and the phononic dynamical thermal conductivity is discussed in the recent past by Shastry12 and others13–16 in different contexts such as in open systems, strongly correlated systems, semiconductor crystals, etc. In the present work, we explicitly derive the various expressions for the electronic thermal conductivity in case of metal with electron-impurity and electron-phonon interaction.

We use the memory function formalism which was introduced by Mori and Zwanzig.12 It is formulated in several renditions. The commonly used version named projection operator formalism is the most fascinating regarding the physical aspects of the systematic approximations. The main motivation of this approach is the determination of the time correlation function in quantum or classical many body systems in a systematic way.20–29

We calculate for the first time, the dynamical thermal memory functions for the case of electron-impurity and electron-phonon interactions. It is directly related to the dynamical thermal conductivity viz. \( \kappa(z,T) \sim \ \frac{1}{\pi T M_{QQ}(z,T)} \), where \( M_{QQ}(z,T) \) is the thermal memory function and \( z \) is the complex frequency. The details of \( M_{QQ}(z,T) \) will be discussed in the next section. The results in the zero frequency limit are consistent with the results predicted using Bloch-Boltzmann approach. We also calculate the dynamical thermal memory functions in different frequency regimes and discuss the effects of the impurity and the phonon scattering on it.

This paper is organized as follows: we review the basics of the memory function formalism in Sec.11. Later in Sec.11, we introduce the model Hamiltonian and then calculate the thermal memory functions for the case of electron-impurity and electron-phonon interactions.
Then, we discuss its behavior in different frequency and temperature regimes. Here we also calculate the asymptotic behavior of the thermal conductivity in the presence of these interactions. The results for the zero frequency case is compared with the results previously obtained by the Boltzmann approach and we find good agreement. We make several predictions in frequency dependence cases in Sec.IV. Finally, in Sec.V, we conclude.

II. MEMORY FUNCTION FORMALISM

Before embarking into the detailed calculation of the thermal memory function, let us first briefly review the general framework of the memory function formalism in this section.

Consider two operators $A$ and $B$ corresponding to two different physical observables. Their correlation function is defined as:

$$\chi_{AB}(t) = \langle A(t); B(0) \rangle,$$

where $\langle \cdots \rangle$ denotes the thermal average and $t$ is the time variable. The Laplace transform of the correlation function in the complex frequency domain can be expressed as

$$\chi_{AB}(z) = \langle [A, B] \rangle z = -i \int_0^\infty e^{zt} \langle [A(t), B] \rangle dt. \quad (2)$$

Here $[\cdot, \cdot]$ represents the commutator between two operators, $z$ is the complex frequency variable and the outer angular bracket $\langle \cdots \rangle_z$ refers to the Laplace transform.

In frequency space, the equation of motion of this correlation function can be cast in the following form

$$z\langle [A, B] \rangle_z = \langle [A, B] \rangle + \langle [A, H]; B] \rangle_z. \quad (3)$$

Here $H$ represents the total Hamiltonian of the system. In the present work, we are interested in calculating the thermal current-thermal current correlation function. Thus we replace both the general operators $A$ and $B$ by the thermal current operator $J_Q$ and the equation (3) takes the form

$$z\langle [J_Q, J_Q] \rangle_z = \langle [J_Q, J_Q] \rangle + \langle [J_Q, H]; J_Q] \rangle_z. \quad (4)$$

Here the first term in the right hand side contains equal time commutator $[J_Q, J_Q]$ which identically vanishes. Thus, $z\langle [J_Q, J_Q] \rangle_z = \langle [J_Q, H]; J_Q] \rangle_z$. Again applying equation of motion on $\langle [J_Q, H]; J_Q] \rangle_z$, one obtains

$$z\langle [J_Q, J_Q] \rangle_z = \frac{\langle [J_Q, H]; [J_Q, H]) \rangle_{z=0} - \langle [J_Q, H]; [J_Q, H]) \rangle_z}{z}. \quad (5)$$

Finally, the correlation function can be expressed as

$$\chi_{QQ}(z,T) = \frac{\langle [J_Q, H]; [J_Q, H]) \rangle_{z=0} - \langle [J_Q, H]; [J_Q, H]) \rangle_z}{z^2}. \quad (6)$$

Following the Refs. \[33-34\], the correlation function $\chi_{QQ}(z,T)$ and the memory function $M_{QQ}(z,T)$ are related as

$$M_{QQ}(z,T) = z \frac{\chi_{QQ}(z,T)}{\chi_{QQ}(T) - \chi_{QQ}(z,T)}, \quad (7)$$

where $\chi_{QQ}(T)$ is the static thermal current-thermal current correlation function. This above expression is identical to that in the case of electrical transport.

Finally, in Sec.V, we conclude.

On considering the assumption that $\chi_{QQ}(z,T)/\chi_{QQ}(T)$ is smaller than one, the above expression with the leading order term can be expressed as

$$M_{QQ}(z,T) \approx z \frac{\chi_{QQ}(z,T)}{\chi_{QQ}(T)}. \quad (8)$$

The validity of this approximation is discussed in detail in the references \[33-34\] for the electrical transport and same should follow to the case of thermal transport.

Using Eq. (6) and (8), the thermal memory function can be written as

$$M_{QQ}(z,T) = \frac{\langle [J_Q, H]; [J_Q, H]) \rangle_{z=0} - \langle [J_Q, H]; [J_Q, H]) \rangle_z}{z^2}. \quad \chi_{QQ}(T) \quad (9)$$

This is an expression for the complex thermal memory function in terms of the thermal force-thermal force correlation. Further the thermal conductivity can be written in terms of the thermal memory function as follows,

$$\kappa(z,T) = \frac{1}{T} \frac{\chi_{QQ}(T)}{z + M_{QQ}(z,T)}. \quad (10)$$

This is a general expression for the thermal conductivity in a memory function formalism (proof is given in Appendix A). Here $M_{QQ}(z,T)$ is the thermal memory function which provides the information about the effects of various interactions such as electron-impurity and electron-phonon interactions on the thermal conductivity $\kappa(z,T)$. The specific cases are discussed in detail in the next section.

III. THERMAL CONDUCTIVITY

A. Model Hamiltonian

In this work, we consider a system in which electrons interact with impurities and phonons. The total Hamiltonian of such a system takes the form

$$H = H_0 + H_{\text{imp}} + H_{\text{ep}} + H_{\text{ph}}. \quad (11)$$

Here the first term in the right hand side of the above Eq. corresponds to the unperturbed part which is expressed as

$$H_0 = \sum_{k\sigma} \epsilon_k c_k^\dagger c_{k\sigma}. \quad (12)$$
where $\epsilon_k$ is the energy dispersion for free electrons, $c_{k\sigma}$ and $c_{k\sigma}^\dagger$ are annihilation and creation operators having crystal momentum $\mathbf{k}$ and spin $\sigma$. The second term is the perturbed Hamiltonian for the electron-impurity interactions which is described as

$$H_{imp} = \sum_i \sum_{kk'\sigma} \langle \mathbf{k}|U^i|\mathbf{k}'\rangle c_{k\sigma}^\dagger c_{k'\sigma}. \quad (13)$$

Here $N$ represents the number of lattice cells, $U^i$ refers for impurity interaction strength and sum over $i$ index refers for the number of impurity sites. Here the unit cell volume is taken as unity. The third term of Eq. (11) describes the interacting Hamiltonian for electron-phonon interactions which is defined as

$$H_{ep} = \sum_{kk'\sigma} \left[ D(\mathbf{k} - \mathbf{k}') c_{k\sigma}^\dagger c_{k'\sigma} b_{\mathbf{k} - \mathbf{k}'} + H.c. \right]. \quad (14)$$

Here $b_q$ ($b_q^\dagger$) is the phonon annihilation (creation) operator having momentum $\mathbf{q}$. The electron-phonon matrix element $D(\mathbf{q})$ can be considered in the following form:

$$D(\mathbf{q}) = \frac{1}{\sqrt{2m_i N \omega_q}} C(q), \quad (15)$$

where $m_i$ is the ion mass, $\omega_q$ is the phonon dispersion, $C(q)$ is a slowly varying function of the phonon momentum which in case of metal is considered as $1/\rho_F$, where $\rho_F$ is the density of the states (DOS) at the Fermi surface. The last term of the Hamiltonian represents free phonons and is given by

$$H_{ph} = \sum_q \omega_q \left( b_q^\dagger b_q + \frac{1}{2} \right). \quad (16)$$

With this Hamiltonian, we proceed to the calculation of the thermal memory functions.

### B. Thermal Memory functions

To compute the thermal memory functions, we need to define the heat current which is the energy current where energy is measured with respect to the electronic chemical potential $\mu$. In an operator form, it can be written as

$$J_Q = \frac{1}{m} \sum_k \mathbf{k} \dot{n}(\epsilon_k - \mu) c_{k\sigma}^\dagger c_k, \quad (17)$$

where $\dot{n}$ is the unit vector parallel to the direction of heat current and $m$ is the electron mass.

Using this definition, let us focus on the calculation of the thermal memory function and hence thermal conductivity. In general, the $M_{QQ}(z, T)$ is a complex valued function of frequency having both real and imaginary parts. Its imaginary part describes the scattering rate due to the presence of different interactions such as electron-impurity and electron-phonon interactions. On the other hand, the real part describes mass enhancement.

#### 1. Electron-Impurity Interaction

In the presence of only electron-impurity interactions, the thermal memory function defined in Eq. (9) is computed by considering the total Hamiltonian $H = H_0 + H_{imp}$. To compute it, we first evaluate the commutator of $J_Q$ and $H$. Since $J_Q$ commutes with free part of Hamiltonian, $H_0$, then $[J_Q, H] = [J_Q, H_{imp}]$. Thus using the Eq. (13) and (17), the commutator becomes

$$[J_Q, H] = \frac{1}{mN} \sum_i \sum_{kk'\sigma} \langle \mathbf{k}|U^i|\mathbf{k}'\rangle \left( k(\epsilon_k - \mu) - k'(\epsilon_{k'} - \mu) \right) \dot{n} c_{k\sigma}^\dagger c_{k'\sigma}. \quad (18)$$

Using the above expression, the Laplace transform and the thermal average of the inner product $\langle \langle [J_Q, H]; [J_Q, H] \rangle \rangle_z$ becomes

$$= \frac{1}{m^2 N^2} \sum_{ij} \sum_{kk'\sigma \rho \tau} \langle \langle [\mathbf{k}|U^i|\mathbf{k}'\rangle \langle \mathbf{p}|U^j|\mathbf{p}' \rangle \rangle \quad (19)$$

By considering the case of dilute impurity i.e. $i = j$ and performing the ensemble average using Eq. (2) followed by integration over time, the Eq. (19) takes the following form

$$= \frac{2N_{imp}}{m^2 N^2} \sum_{kk'} |\langle \mathbf{k}|U|\mathbf{k}' \rangle|^2 \left[ k(\epsilon_k - \mu) - k'(\epsilon_{k'} - \mu) \right] \dot{n}^2 \times \frac{f_k - f_{k'}}{z + \epsilon_k - \epsilon_{k'}}. \quad (20)$$

Here $N_{imp}$ represents the impurity concentration, the factor 2 is due to the electronic spin degeneracy and $f_k = \frac{1}{e^{\beta(\epsilon_k - \mu)} + 1}$ is the Fermi distribution function and $\beta$ is the inverse of the temperature. Substituting the above Eq. in Eq. (9) and on performing the analytic continuation $z \rightarrow \omega + i\eta$, $\eta \rightarrow 0^+$, the imaginary part of the thermal memory function becomes

$$M''_{QQ}(\omega, T) = \frac{2\pi}{N^2} \chi''_{QQ}(T) m^2 \sum_{kk'} |\langle \mathbf{k}|U|\mathbf{k}' \rangle|^2 \times \left[ k(\epsilon_k - \mu) - k'(\epsilon_{k'} - \mu) \right] \dot{n}^2 \times \frac{f_k - f_{k'}}{\omega} \delta(\omega + \epsilon_k - \epsilon_{k'}). \quad (21)$$

To reduce the Eq. further, it is convenient to assume that the system has cubic symmetry. Then on averaging over all directions, we obtain

$$\left[ k(\epsilon_k - \mu) - k'(\epsilon_{k'} - \mu) \right] \dot{n}^2 = \frac{1}{3} \left| k(\epsilon_k - \mu) - k'(\epsilon_{k'} - \mu) \right|^2. \quad (22)$$
Using the above Eq. along with the assumption that $U$ is independent of momentum, the Eq.\,(21) can be written in the integral form

$$M''_{QQ}(\omega, T) = \frac{U^2 N_{imp}}{3(2\pi)^5 m^2 \chi^0_{QQ}(T)} \int \frac{d\epsilon_k}{v_k} k^2 \sin \theta d\theta d\phi$$

$$+ \int \frac{d\epsilon_{k'}}{v_{k'}} k'^2 \sin \theta' d\theta' d\phi'$$

$$|k(\epsilon_k - \mu) - k'(\epsilon_{k'} - \mu)|^2$$

$$\frac{f_k - f_{k'}}{\omega} \delta(\omega + \epsilon_k - \epsilon_{k'}).$$

(23)

For our convenience, we drop the subscript $k$ from all $\epsilon_k$ in further calculations and solve one of the energy integral using the property of delta function. In a typical metal, the Fermi energy is very large (is of the order of $10^4\text{K}$). On the other hand, the experiments are usually performed at temperature of the order of $10^5\text{K}$. Thus, electrons from a small region of width $k_BT$ (in the present case $k_B = 1$) around the Fermi surface participate in the scattering events. Hence, we assume that the magnitude of $k$ and $k'$ are equal to $k_F$, the Fermi wave vector. Thus, the imaginary part of the thermal memory function takes the following form

$$M''_{QQ}(\omega, T) = \frac{N_{imp} U^2 k_F^2}{6\pi^3 \chi^0_{QQ}(T)} \int d\epsilon ((\epsilon - \mu)^2 + (\epsilon - \mu + \omega)^2)$$

$$\times \frac{f(\epsilon - \mu) - f(\epsilon - \mu + \omega)}{\omega}.$$ \hspace{1cm} (24)

Substituting $\frac{\epsilon - \mu}{\omega} = \eta$ and $\frac{\omega}{\omega} = x$, the above expression can be written in simpler form as

$$M''_{QQ}(\omega, T) = \frac{N_{imp} U^2 k_F^2 T^2}{6\pi^3 \chi^0_{QQ}(T)} \int_0^\infty d\eta \frac{\eta^2 + (\eta + x)^2}{x}$$

$$\left[ \frac{1}{\eta^2 + 1} - \frac{1}{\eta^2 + x + 1} \right].$$ \hspace{1cm} (25)

This is the final expression for the imaginary part of the thermal memory function due to the impurity interactions. Here we assume that the electronic kinetic energy is higher than the temperature $T$. Further in various frequency and temperature limits, its behavior can be discussed as follows:

**Case-I: In the dc limit i.e. $\omega \to 0$**

In this limit, the Eq.\,(25) reduces to

$$M''_{QQ}(T) = \frac{N_{imp} U^2 k_F^2 T^2}{3\pi^3 \chi^0_{QQ}(T)} \int_0^\infty d\eta \eta^2 \frac{e^{\eta}}{(e^{\eta} + 1)^2}. \hspace{1cm} (26)$$

This concludes that the temperature dependent imaginary part of the thermal memory function, also known as thermal scattering rate, $1/\tau_h$ varies with temperature as $T^2/\chi^0_{QQ}(T)$. Since the static correlation function $\chi^0_{QQ}(T)$ is directly proportional to the square of temperature (proof is given in Appendix [B]). Thus, $1/\tau_h$ in the zero frequency limit is independent of the temperature. This result agrees with the Bloch-Boltzmann result. On the other hand, due to the symmetry relations of the thermal memory function, its real part becomes identically zero in the dc limit. On substituting this in the expression for the thermal conductivity (Eq.\,(10)), we find that the real part of the thermal conductivity depends on the temperature as

$$\text{Re}[\kappa(T)] = \frac{1}{T} \chi^0_{QQ}(T).$$ \hspace{1cm} (27)

Using Eq.\,(26) and (B2) (mentioned in the Appendix [B]), the above Eq. for the thermal conductivity reduces to

$$\text{Re}[\kappa(T)] = \frac{\pi k_F^2}{72 N_{imp} U^2 m^2 T}$$

i.e. $\text{Re}[\kappa(T)] \propto T$. \hspace{1cm} (28)

This result is in accord with the result predicted earlier using Boltzmann’s equation approach (Eq.\,(C10) in Appendix [C]).

**Case-II: In the finite frequency limit**

In the high frequency limit i.e. $\omega >> T$, the imaginary part of the thermal memory function becomes

$$M''_{QQ}(\omega, T) \approx \frac{N_{imp} U^2 k_F^2 T^2}{6\pi^3 \chi^0_{QQ}(T)} \int_0^\infty d\eta \left[ \frac{1}{e^\eta + 1} - \frac{1}{e^\eta + x + 1} \right].$$

$$\approx \frac{N_{imp} U^2 k_F^2 T^2}{6\pi^3 \chi^0_{QQ}(T)} \int_0^\infty d\eta \frac{\omega}{e^\eta + 1 + T} \hspace{1cm} (29)$$

This yields that the thermal memory function or the thermal scattering rate varies linearly with the frequency and inversely with the temperature. While in the opposite case $\omega << T$, the leading order term in the Eq.\,(29) becomes

$$M''_{QQ}(T) \approx \frac{N_{imp} U^2 k_F^2 T^2}{6\pi^3 \chi^0_{QQ}(T)} \int_0^\infty d\eta \frac{\eta^2}{e^\eta + 1} \left( 2 - \frac{\omega}{T} \right).$$ \hspace{1cm} (30)

These results are summarized in the table I.

| $\omega$ | $\omega > T$ | $\omega < T$ |
|----------|--------------|--------------|
| $1/\tau_h$ | $T^0$ | $T^0$ |
| $1/\tau_h$ | $T^0$ | $T^0$ |
| $1/\tau_h$ | $(2 - \frac{\omega}{T})$ | $(2 - \frac{\omega}{T})$ |

### Table I. The thermal scattering rate due to the electron-impurity interaction in different frequency and temperature domains.
considered as $H = H_0 + H_{ep} + H_{ph}$. The thermal current commutes with the free electron and the free phonon parts of the Hamiltonian. Thus, we are left with the commutator of the thermal current $J_Q$ and the interaction term $H_{ep}$ which is expressed as

$$[J_Q, H_{ep}] = \frac{1}{m} \sum_{kk'} \bigg( \kappa(e_k - \mu) - k'(e_{k'} - \mu) \bigg) \cdot \hat{n} \bigg( D(k - k')c_{k\sigma}\sigma c_{k'\sigma}b_{k-k'} - H.c. \bigg).$$

Using the above commutation relation, $\langle [J_Q, H_{ep}]; [J_Q, H_{ep}] \rangle_z$ can be cast in the following form

$$\frac{1}{m^2} \sum_{kk'\sigma} \sum_{pp'\pi} \bigg( \kappa(e_k - \mu) - k'(e_{k'} - \mu) \bigg) \cdot \hat{n}$$

$$\bigg( \mathcal{P}(\epsilon_p - \mu) - \mathcal{P}'(\epsilon_{p'} - \mu) \bigg) \cdot \hat{n}$$

$$\bigg( D(k - k')D^*(p - p')\big( \langle c_{k\sigma}\sigma c_{k'\sigma}b_{k-k'}; c_{p\pi}\pi c_{p'\pi}b_{p-p'} \rangle \big) \bigg)$$

$$\bigg( D(k - k')D^*(p - p')\big( \langle c_{k\sigma}\sigma c_{k'\sigma}b_{k-k'}; c_{p\pi}\pi c_{p'\pi}b_{p-p'} \rangle \big) \bigg).$$

On further simplifications, the above expression reduces to

$$\frac{2}{m^2} \sum_{kk'} \left[ \left( \kappa(e_k - \mu) - k'(e_{k'} - \mu) \right) \cdot \hat{n} \right]^2 |D(k - k')|^2$$

$$\left( f_k(1 - f_{k'}) \left( 1 + n \right) - f_k f_{k'} n \right) \frac{1}{\omega - \epsilon_k - \epsilon_{k'} - \omega_{k-k'}} + \frac{1}{\omega - \epsilon_k - \epsilon_{k'} - \omega_{k-k'}}.$$

(33)

where $n = \frac{1}{e^{\frac{\omega - \mu}{T}} - 1}$ is the Boson distribution function at a temperature $1/\beta$.

On substituting the above Eq. in the thermal memory function Eq. and then performing the analytic continuation $z \rightarrow \omega + i\eta$, $\eta \rightarrow 0^+$, the imaginary part of the thermal memory function can be written as

$$M''_{QQ}(\omega, T) = \frac{2\pi}{\chi_{QQ}(T)m^2} \sum_{kk'} \left[ \left( \kappa(e_k - \mu) - k'(e_{k'} - \mu) \right) \cdot \hat{n} \right]^2$$

$$\left| D(k - k') \right|^2 \left( 1 - f_k f_{k'} \right) n$$

$$\left\{ \frac{e^{\omega/T} - 1}{\omega} \delta(\epsilon_k - \epsilon_{k'} - \omega_{k-k'}) + \text{terms with } \omega \rightarrow -\omega \right\}.$$

(34)

To evaluate the above Eq., we use the law of conservation of energy $\epsilon_k = \epsilon_{k'} - \omega_q$ and conservation of momentum $q = k' - k$ which simplify a factor appearing in the Eq. as follows

$$\left[ \left( \kappa(e_k - \mu) - k'(e_{k'} - \mu) \right) \cdot \hat{n} \right]^2 = \left[ \omega_q k' + (\epsilon_k - \mu) q \right] |\hat{n}|^2.$$

(35)

For simplicity, we consider that the system has cubic symmetry as considered in the case of impurity. Then on averaging over all directions, we obtain

$$\left[ \omega_q k' + (\epsilon_k - \mu) q \right] |\hat{n}|^2 = \frac{1}{3} \left( \omega_q^2 k'^2 + q^2(\epsilon_k - \mu)^2 + \omega_q(\epsilon_k - \mu)q^2 \right).$$

(36)

Substituting the Eq. in (34) and on converting the summations to integrals, we get

$$M''_{QQ}(\omega, T) = \frac{N^2}{12\pi^3} \int_0^\infty \int_0^{qD} dq |D(q)|^2$$

$$\left\{ \frac{1}{e^{\omega/T} - 1} \left( \omega_q^2 k'^2 + q^2(\epsilon_k - \mu)^2 + \omega_q(\epsilon_k - \mu)q^2 \right) \right\}$$

$$\left\{ \frac{e^{\omega/T} - 1}{\omega} \delta(\epsilon_k - \epsilon_{k'} - \omega_{k-k'}) + \text{terms with } \omega \rightarrow -\omega \right\}.$$

(37)

Following the argument as quoted in the impurity case, for low energy scattering, we consider the magnitudes of $k$ and $k'$ of the order of $k_F$. With these facts and solving one of the energy integrals, the above Eq. reduces to

$$M''_{QQ}(\omega, T) = \frac{N^2}{12\pi^3} \frac{1}{\chi_{QQ}(T)} \int_0^\infty \int_0^{qD} dq |D(q)|^2$$

$$\left\{ \frac{1}{e^{\omega/T} - 1} \left( \omega_q^2 k'^2 + q^2(\epsilon_k - \mu)^2 + \omega_q(\epsilon_k - \mu)q^2 \right) \right\}$$

$$\left\{ \frac{1}{e^{\omega/T} - 1} \right\}$$

$$\left\{ \frac{e^{\omega/T} - 1}{\omega} \delta(\epsilon_k - \epsilon_{k'} - \omega_{k-k'}) + \text{terms with } \omega \rightarrow -\omega \right\}.$$

(38)

Here we introduce new dimensionless variables $\frac{qD}{\Theta_D} = \eta$, $\frac{k'}{\Theta_D} = x$ and $\frac{k}{\Theta_D} = y$. Now integrating over $\eta$, we obtain

$$M''_{QQ}(\omega, T) = \frac{N^2}{12\pi^3} \frac{1}{\chi_{QQ}(T)} \int_0^\infty \int_0^{yD} dy |D(y)|^2$$

$$\left\{ \frac{1}{e^{\omega/T} - 1} \right\}$$

$$\left\{ \frac{e^{\omega/T} - 1}{\omega} \delta(\epsilon_k - \epsilon_{k'} - \omega_{k-k'}) + \text{terms with } \omega \rightarrow -\omega \right\}.$$

(39)

Substituting the phonon matrix element using the Eq. (15), the thermal memory function is simplified to

$$M''_{QQ}(\omega, T) = \frac{N}{24\pi^3 m k_F^6} \frac{T^7}{\chi_{QQ}(T)} \left( \frac{qD}{\Theta_D} \right)^4 \int_0^{\Theta_D/\gamma} dy y^4$$

$$\left\{ \frac{1}{e^{\omega/T} - 1} \right\}$$

$$\left\{ \frac{e^{\omega/T} - 1}{\omega} \delta(\epsilon_k - \epsilon_{k'} - \omega_{k-k'}) + \text{terms with } \omega \rightarrow -\omega \right\}.$$

(40)
This is the frequency and the temperature dependent thermal memory function for the case of electron-phonon interaction. In certain regimes of temperature and frequency, this can be solved analytically and are discussed as follows:

**Case-I: In the dc limit i.e. \( \omega \to 0 \)**

In this limit, the Eq. [40] reduces to

\[
M''_{QQ}(T) = \frac{N}{12\pi m_i \rho_F^2} \frac{T^7}{\chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^6 \int_0^{\Theta_D/T} dy \frac{y^5 e^{y}}{(e^y - 1)^2} \left\{ \frac{k_F^2}{\pi^2 T^2} \left( \frac{\Theta_D}{q_D} \right)^2 + \frac{1}{3} - \frac{1}{6\pi^2}y^2 \right\}.
\]  

(41)

In the high temperature limit i.e. when the temperature is much more than the Debye temperature (\( T >> \Theta_D \)), the second term within the curly brackets contributes more as compared to the other terms. Because the other terms vary inversely as square of the temperature, they contribute less than the second term (i.e. 1/3). Hence, the thermal memory function \( M''_{QQ}(T) \) with leading term can be approximated as

\[
M''_{QQ}(T) \approx \frac{N}{36\pi m_i \rho_F^2} \frac{T^7}{\chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^6 \int_0^{\Theta_D/T} dy \frac{y^5 e^{y}}{(e^y - 1)^2}.
\]

\[
M''_{QQ}(T) = \frac{N\Theta_D^4}{144\pi m_i \rho_F^2} \left( \frac{q_D}{\Theta_D} \right)^6 T^3 \chi_{QQ}(T).
\]

(42)

Thus on considering the temperature variation of the static thermal correlation function, we find that the imaginary part of the dc thermal memory function varies linearly with the temperature in the high temperature regime. On substituting this in Eq. [10], we find that the real part of the thermal conductivity varies as

\[
\text{Re}[\kappa(T)] = \text{constant}.
\]  

(43)

In the low temperature limit i.e. when the temperature is much less than the Debye temperature (\( T << \Theta_D \)), the first term and the third term in the Eq. [41] contributes more to the thermal memory function as compared to the second term. If we consider \( q_D \) to be smaller than the \( k_F \), then the first term dominates over third term. Thus using this fact \( M''_{QQ}(T) \) becomes

\[
M''_{QQ}(T) \approx \frac{Nk_F^2}{12\pi^3 m_i \rho_F^2} \left( \frac{q_D}{\Theta_D} \right)^6 \int_0^{\infty} dy \frac{y^5 e^{y}}{(e^y - 1)^2}.
\]  

(44)

The above Eq. tells that the imaginary part of the thermal memory function or the thermal scattering rate varies as \( T^3 \) (1/\( \tau_{th} \propto T^3 \)). As argued in the impurity case, the mass renormalization is zero. Thus, we find that the real part of the thermal conductivity (Eq. [10]) which varies inversely as square of the temperature i.e.

\[
\text{Re}[\kappa(T)] \propto T^{-2}.
\]  

(45)

These results in different temperature regimes are in accord with the results obtained by the Boltzmann equation approach [39] and with the experimental results [35][40]. In Appendix C 2, we compare these results with the results from the Bloch-Boltzmann equation and we observe agreement.

**Case-II: In the finite frequency case**

In the high frequency limit i.e. when frequency is much higher than the Debye frequency (\( \omega >> \omega_D \)), the thermal memory function (Eq. [40]) becomes

\[
M''_{QQ}(\omega, T) \approx \frac{N}{12\pi m_i \rho_F^2} \frac{T^7}{\chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^6 \int_0^{\Theta_D/T} dy \frac{y^4 e^{y}}{(e^y - 1)^2} \left\{ \frac{k_F^2}{\pi^2} \left( \frac{\Theta_D}{q_D} \right)^2 + \frac{1}{3} + \frac{1}{3\pi^2} \omega^2 T^2 \right\}.
\]  

(46)

In the high temperature limit i.e. \( T >> \Theta_D \) and \( \omega << T \), the second term of Eq. [46] contributes more over the other terms. Thus, the imaginary part of the thermal memory function becomes

\[
M''_{QQ}(\omega, T) \approx \frac{N}{36\pi m_i \rho_F^2} \left( \frac{q_D}{\Theta_D} \right)^6 T^7 \chi_{QQ}(T) \int_0^{\Theta_D/T} dy \frac{y^4}{e^y - 1}.
\]  

(47)

On solving the integral in the above limits, we obtain

\[
M''_{QQ}(\omega, T) \propto T.
\]  

(48)

In the case, when \( T >> \Theta_D \) and \( \omega >> T \), the third term of Eq. [46] contributes to the thermal memory function as

\[
M''_{QQ}(\omega, T) \approx \frac{N}{36\pi^3 m_i \rho_F^2} \frac{T^7}{\chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^6 \int_0^{\Theta_D/T} dy \frac{y^4}{e^y - 1} \times \omega^2 T^2.
\]  

(49)

In the above mentioned frequency and temperature regime, the thermal memory function varies as \( \omega^2 T^2 \).

In the low temperature limit i.e. \( T << \Theta_D \), the first term and the third term are the leading order terms in the thermal memory function. Further in the limit \( \omega >> T \),

\[
M''_{QQ}(\omega, T) \approx \frac{N}{12\pi m_i \rho_F^2} \frac{T^7}{\chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^6 \times \left\{ \frac{k_F^2}{\pi^2} \left( \frac{\Theta_D}{q_D} \right)^2 + \frac{1}{3} + \frac{1}{3\pi^2} \omega^2 T^2 \right\} \int_0^{\infty} dy \frac{y^4}{e^y - 1}.
\]  

(50)
Similarly in the low frequency limit i.e. when frequency is much smaller than the Debye frequency \((\omega << \omega_D)\), the Eq.\((40)\) is written as

\[
M''_{QQ}(\omega, T) \approx \frac{N}{24\pi m_F^2 \chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^6 \sinh(\omega/T) \omega/T 
= \int_0^{\Theta_D/T} \frac{T^7}{y^6 e^y} \left\{ \frac{k_F^2}{\pi^2} \left( \frac{\Theta_D}{q_D T} \right)^2 + 1 - \frac{y^2}{6\pi^2} \right\}.
\] (51)

In the limit \(T >> \Theta_D\) and \(\omega << T\),

\[
M''_{QQ}(\omega, T) \approx \frac{N}{36\pi m_F^2 \chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^6 \times \int_0^{\Theta_D/T} \frac{T^7}{y^6 e^y} \frac{dy}{(e^y-1)^2}.
\] (52)

This shows the linear temperature variation and frequency independent character of the thermal scattering rate.

**IV. RESULTS AND DISCUSSION**

In this section, we have plotted the imaginary part of the dynamical thermal memory functions \(M''_{QQ}(\omega, T)\) for the case of the electron-impurity and electron-phonon interactions. To extract the characteristic frequency dependent and temperature dependent behavior of \(M''_{QQ}(\omega, T)\), we suitably normalize it in various cases.

First for the impurity interaction, we plot \(M''_{QQ}(\omega, T)/M''_0\) where \(M''_0\) is frequency and temperature independent constant \(\left(= \frac{2q_D^2 m_F^2 \chi_{QQ}}{\pi^2 N_e} \right)\), as a function of frequency using the Eq.\((25)\) in Fig. 1. Here we consider impurity concentration \(N_{\text{imp}} = 0.001\) and interaction strength \(U = 0.1\,\text{eV}\). It is found that the normalized thermal scattering rate increases linearly with the frequency in the range where the frequency is very high as compared to the temperature (as shown in Fig. 1(a)). This linear feature becomes more prominent as the temperature is lowered. For example in Fig. 1(b), the purple curve drawn at \(T = 200\,\text{K}\) start showing a linear behavior above a frequency lower than that of the other two curves drawn at higher temperatures such as \(300\,\text{K}\) and \(400\,\text{K}\). The low frequency regime \(\omega << T\) of the plot is more elaborated in Fig. 1(b) which shows deviations from linearity. Also in both the regimes, the thermal scattering rate due to the impurity interaction decreases with the rise in temperature. These features are in accord with our asymptotic analytical predictions (table\((I)\)).

In the case when \(T << \Theta_D\) and \(\omega << T\), the Eq.\((51)\) becomes

\[
M''_{QQ}(\omega, T) \approx \frac{N k_F^2}{12\pi^3 m_F^2 \chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^4 \times \int_0^{\Theta_D/T} dy \frac{y^6 e^y}{(e^y-1)^2}.
\] (53)

From the above Eq., we find that \(M''_{QQ}(\omega, T)\) varies as \(T^3\) and frequency independent behavior.

In the limit \(T << \Theta_D\) and \(\omega >> T\),

\[
M''_{QQ}(\omega, T) \approx \frac{N k_F^2}{24\pi^2 m_F^2 \chi_{QQ}(T)} \left( \frac{q_D}{\Theta_D} \right)^4 \sinh(\omega/T) \omega/T 
= \int_0^{\Theta_D/T} \frac{T^5}{y^6 e^y} \frac{dy}{(e^y-1)^2}.
\] (54)

These analytical predictions of the dynamical behavior of the thermal memory functions in different temperature and frequency domains are supplemented by numerical calculation in the next section. We summarize the above results in the table\((II)\).
accord with the experimental finding \[ \text{[150]} \]

For the electron-phonon interaction, the frequency dependent behavior of the normalized thermal scattering rate (Eq. (40)) is shown in Fig. 2 at different temperatures. Here the Debye temperature \( \Theta_D \) is kept fixed at 300K. In Fig. 2(a) we observe that in the high frequency regime \( (\omega >> \Theta_D) \), \( M''_{QQ}/M'_0 = \frac{Nmq_f^2}{6\pi^2 m_{\rho_f}^2 N_i \Theta_D} \) increases as the frequency increases. While in the low frequency regime, it becomes constant. To see the zoomed low frequency behavior, we replott the same curves within a small frequency regime (as shown in Fig. 2(b)). We also observe that the magnitude of the thermal memory function reduces with the increase in temperature. However, the exact temperature dependence in the low frequency regime depends on whether the temperature is greater or lower than the Debye temperature. The detail asymptotic behaviors are obtained analytically in previous section [III] and given in table [III].

In Fig. 3(a) the real part of the thermal conductivity in case of electron-phonon interaction using Eq. (10) is plotted as a function of frequency at a fixed Debye temperature \( \Theta_D \) at different temperatures. Here we assume that the leading frequency dependence of the thermal conductivity is coming from the thermal scattering rate. Thus to make our discussion simpler, we neglect the frequency dependence of the mass renormalization factor in the thermal conductivity coming from the real part of the thermal memory function.

Here we have scaled the frequency with \( \omega_0 = \frac{Nmq_f^2}{6\pi^2 m_{\rho_f}^2 N_i \Theta_D} \), which has the dimension of energy and normalized the real part of the thermal conductivity \( \text{Re}[\kappa(\omega,T)] \) with \( \kappa_0 = \frac{\pi^2 N_i}{4m_{\rho_f}^2} \). It is observed that the thermal conductivity decays with the increase in frequency in a non-linear manner. Also with the increase of temperature, the thermal conductivity increases. This detail behavior can be understood as follows. Since, our calculation is limited to a perturbative regime i.e. \( M''_{QQ}(\omega,T) \ll \omega \), then \( \text{Re}[\kappa(\omega,T)] \sim \frac{\chi_{0}^{QQ} M''_{QQ}(\omega,T)}{\omega} \). As \( \chi_{0}^{QQ}(T) \sim T^2 \), thus the real part of the thermal conductivity becomes \( \text{Re}[\kappa(\omega,T)] \sim \frac{T M''_{QQ}(\omega,T)}{\omega} \). Under this condition, the increase in the thermal conductivity due to the increase in temperature is governed by the factor \( TM''_{QQ}(\omega,T) \) which is an increasing function of temperature. Using this relation and table [III], various regime of Fig. 3 can be understood. For example, (1) in the regime \( T \ll \omega \ll \omega_D \), \( \text{Re}[\kappa(\omega,T)] \sim T^5 \sinh(\omega/T) \), (2) in regime \( T \gg \omega \gg \omega_D \), \( \text{Re}[\kappa(\omega,T)] \sim \frac{T^2}{\omega} \), (3) in regime \( \omega >> \omega_D \), \( \omega >> \omega_D \), \( \omega >> T \) and \( T \ll \Theta_D \), \( \text{Re}[\kappa(\omega,T)] \sim T^4 \left( \frac{a}{\omega^2} + b \right) \), where \( a \) and \( b \) are constants, etc. The detail asymptotic results of the thermal conductivity due to the electron-phonon and the electron-impurity is given in table [III] and [IV]. These signatures are new predictions from our formalism and
TABLE III. The real part of the thermal conductivity due to the electron-phonon interaction in different frequency and temperature domains.

| $\omega = 0$ | $\omega >> \omega_D$ | $\omega << \omega_D$ |
|--------------|----------------------|----------------------|
| $T >> \Theta_D$ | $T << \Theta_D$ | $T >> \Theta_D$ |
| $\kappa \sim T^0$ | $\kappa \sim T^{-\frac{3}{2}}$ | $\kappa \sim T^{-\frac{3}{2}}$ |
| $\omega >> T$ | $\omega <<< T$ | $\omega <<< T$ |
| $\kappa \sim \omega^2 T$ | $\kappa \sim T^0$ | $\kappa \sim T^{-\frac{3}{2}}$ |

TABLE IV. The real part of the thermal conductivity due to the electron-impurity interaction in different frequency and temperature domains.

| $\omega = 0$ | $\omega \neq 0$ |
|--------------|----------------|
| $\kappa \sim T$ | $\frac{1}{\omega}$ |
| $\omega >> T$ | $\omega <<< T$ |

FIG. 4. (a): Plot of temperature dependent normalized dc imaginary part of the thermal memory function for electron-phonon interaction at different Debye temperatures such as 200 (purple), 300 (brown) and 400K (blue). (b): The variation of the normalized thermal conductivity with $T$ at same Debye temperatures.

Now in the dc limit, we plot $M''_{DC}(T)/M_0$ as a function of temperature $T$ at different Debye’s temperatures in Fig. 4(a). Here we find three important features. One is the increase of the non-linear thermal scattering rate with temperature in the low temperature regime ($\sim T^3$, refer table[I]). Second, it increases linearly with the temperature at high temperature regime. Third in the intermediate regime around the Debye temperature, there is a minima in the thermal scattering rate. These features (at high and low temperatures namely $T^3$ at $T << \Theta_D$ and $T$ at $T >> \Theta_D$) are in agreement with experiments[38][40]. In Fig. 4(b) using Eq. [10] the normalized thermal conductivity has been plotted with temperature $T$. This shows that it decreases as $T^{-2}$ in the low temperature regime and becomes constant in the high temperature regime. These results are consistent with the results derived using Boltzmann approach in Appendix C. In the intermediate temperature regime, it passes through a minimum. This minimum in the thermal conductivity plot is an artifact of neglecting contributions from the Umklapp process in the memory function. Such minima occurs near the Debye temperature where Umklapp process becomes important. The same peculiarity is also found in Bloch-Boltzmann theory when Umklapp processes are neglected[31]. Such a minima is purely a theoretical artifact and is not observed in any experiment[42].

V. CONCLUSION

Traditionally, the dc transport of a metallic system is discussed in several contexts using Boltzmann equation approach with much success[34][35][41]. However within this approach, the calculation of the dynamical thermal conductivity is lacking. Also, the Boltzmann approach is solved using relaxation time approximation[24]. On the other hand, the memory function approach is beyond the relaxation time approximation. So, it is a better choice to study the dynamical transport properties in various electronic systems. Also, this approach does not require quasiparticle picture, hence has a broader range of applicability[39][42]. Thus, the memory function formalism is a better choice to study the dynamical transport properties in various electronic systems. However, in the present work, we deal with the system having well defined quasiparticles i.e. metals.

In this work, we perform analytical calculation of the dynamical thermal conductivity of metal for electron-impurity and electron-phonon interactions. We discuss the results in different frequency and temperature domains. Since in the zero frequency limit thermal conductivity of the metal is well known, we consider the results
from the Bloch-Boltzmann approach and the experimental findings as a benchmark and compare our results with them.

According to the memory function formalism, the total thermal memory function is the thermal current-thermal current correlation function which captures the role of the impurity and the electron-phonon interactions. This leads the thermal memory function as the sum of the memory functions due to the electron-impurity interactions and the electron-phonon interactions which further result to the total thermal conductivity. We found that at the low temperature, the thermal memory function due to the impurity interaction shows the temperature independent behavior (Eq. (42)). While due to the electron-phonon interaction, it shows $T^3$ behavior (Eq. (44)). On the other hand, at the high temperature, the thermal memory function gives linear temperature behavior (Eq. (26)). While due to the impurity interaction and the electron-phonon interactions which further result to the total thermal conductivity. We found that at the low temperature, the thermal memory function due to the impurity interaction shows the temperature independent behavior (Eq. (42)). While due to the electron-phonon interaction, it shows $T^3$ behavior (Eq. (44)). On the other hand, at the high temperature, the thermal memory function gives linear temperature behavior (Eq. (26)).

Now, in the dc limit, the thermal conductivity can be written as

$$\kappa(T) \approx \frac{T}{M'_{QQ}(T)},$$

which shows that it varies with an inverse of the memory function. According to the Matthiessen’s rule, resistivities add up. Hence, the memory function also add up which is the sum of the memory function due to the electron-impurity and the electron-phonon interactions. Based on that the thermal conductivity can be explained as follows. At very low temperature regime, the conductivity comes mainly due to the impurity interactions which gives the linear temperature dependence behavior. As the temperature increases, the population of the phonon start increasing, resulting the increase of the memory function due to the electron-phonon interaction and the corresponding thermal conductivity decreases. But as the temperature becomes more than the Debye temperature $\Theta_D$, the population of the phonon saturates and thus the memory function gives linear temperature dependent behavior and hence the thermal conductivity becomes constant.

In other words, if we consider the impurity and phonon contribution together, we see that the total thermal conductivity can be expressed in an empirical form as,

$$\frac{1}{\kappa_{\text{total}}(T)} = \frac{1}{\kappa_{\text{imp}}(T)} + \frac{1}{\kappa_{\text{ep}}(T)},$$

$$\sim \begin{cases} \frac{A}{T} + BT^2, & \text{at } T \ll \Theta_D \\ \frac{A}{T} + C, & \text{at } T \gg \Theta_D. \end{cases}$$

Here, the first term and the second term are due to the electron-impurity interaction and the electron-phonon interaction respectively and $A$, $B$ and $C$ are material dependent constants. These results are in accord with the results calculated using Bloch-Boltzmann approach and also with the experimental findings.

In a general theory of electrical and or thermal conductivity within memory function(matrix) theory must consider the slow relaxation of the conserved total momentum. In principle, one should consider all the relevant slow modes to construct the “full memory matrix”. The mode with the slowest relaxation rate is the most relevant in studying the dynamics. Firstly, to keep our discussion simple we neglect the inclusion of the conserved total momentum. However, we see good agreement between our results with that of the previous theories and experiments as well. This is possible because we have confined our discussions on metals with an well defined Fermi surface.

In the finite frequency cases we have several predictions depending on the relative values of the frequency $\omega$, temperature $T$ and the Debye frequency $\omega_D$. Few of them can be summarized as follows. 1) $T \gg \omega_D$ : in this case, as we move from the low frequency regime to the high frequency regime we see a crossover from the $\kappa \sim \frac{T^2}{\omega^2}$ behavior to the $\kappa \sim T^0/\omega^0$ behavior. 2) On the other hand for $T << \omega_D$, we observe that $\kappa \sim \frac{T^4}{\omega^4}$ in the low frequency regime, then we see $\kappa \sim T^5 \sinh \frac{\omega}{T}$ behavior in the intermediate regime and finally see $\kappa \sim T^4 \left( \frac{a}{\omega^4} + b \right)$ behavior. These predictions can be verified in future experiments. Moreover, the present approach can also be used to study other transport properties such as thermoelectric coefficients etc.

**Appendix A: Thermal conductivity and Memory function relation**

In the linear response theory, the thermal conductivity is expressed as

$$\kappa_{\mu\nu}(z) = \frac{1}{T} \int_0^\infty dt e^{izt} \int_0^\beta d\lambda \langle J_{\nu Q}(z)J_{\mu Q}(t) \rangle.$$  \hspace{1cm} (A1)

Here $\mu, \nu = x, y, z$ and represent special directions.

In classical limit i.e. $\hbar \rightarrow 0$, the above Eq. reduces to

$$\kappa_{\mu\nu}(z) = \frac{1}{T^2} \int_0^\infty dt e^{izt} \langle J_{\nu Q}(0)J_{\mu Q}(t) \rangle.$$  \hspace{1cm} (A2)

The time evolution of a dynamical variable $f$ follows Liouville Eq. which is given as

$$\frac{\partial f}{\partial t} = -\mathcal{L}f,$$  \hspace{1cm} (A3)

where $\mathcal{L}$ is the Liouvillian operator. The solution of the above Eq. yields

$$f(t) = e^{i\mathcal{L}t} f(0).$$  \hspace{1cm} (A4)

Using the above relation, the Kubo formula for the thermal conductivity can be written as

$$\kappa_{\mu\nu}(z) = \frac{1}{T^2} \int_0^\infty dt e^{izt} \langle J_{\nu Q}(0)e^{i\mathcal{L}t}J_{\mu Q}(0) \rangle.$$  \hspace{1cm} (A5)
On further simplification, it becomes

$$\kappa_{\mu\nu}(z) = \frac{1}{T^2} \left< J_{\nu Q} \right| \frac{i}{z + L} \left| J_{\mu Q} \right> . \quad (A6)$$

Now we introduce the projection operator $\mathcal{P}$ which is defined as follows

$$\mathcal{P} = \sum_{\nu,\mu} \frac{|J_{\nu Q}\rangle\langle J_{\mu Q}|}{|J_{\nu Q}|J_{\mu Q}|} = \mathcal{I} - Q, \quad (A7)$$

where $\mathcal{I}$ is an identity matrix and $Q = \mathcal{I} - \mathcal{P}$ is an unprojected part. Then replace $\mathcal{L}$ by $\mathcal{L}(\mathcal{P} + Q)$ in Eq. (A6), $\kappa_{\mu\nu}(z)$ becomes

$$\kappa_{\mu\nu}(z) = i \frac{1}{T^2} \left< J_{\nu Q} \right| \frac{i}{z + LQ} \left| J_{\mu Q} \right> \right. \left. - i \frac{1}{T^2} \left< J_{\nu Q} \right| \frac{i}{z + LQ} \left| J_{\mu Q} \right> \right> . \quad (A8)$$

On expanding the above Eq., the first term is $i \frac{1}{T^2} \left< J_{\nu Q} \right| J_{\mu Q} \rangle$ which can be written as $i \chi_{\nu Q}^0(T)$ where $\chi_{\nu Q}^0(T)$ is the static thermal current-thermal current correlation function. Inserting the projection operator into the second term, the later becomes

$$\frac{1}{T^2} \left< J_{\nu Q} \right| \frac{i}{z + LQ} \sum_{\mu' Q} |J_{\mu' Q}\rangle\langle J_{\mu' Q}| \frac{1}{z + L} \left| J_{\mu Q} \right> \right> . \quad (A9)$$

Inserting the above expressions of the first and the second term in Eq. (A8), the thermal conductivity in the isotropic case can be written as

$$\kappa(z, T) = i \frac{1}{T} \frac{\chi_{\nu Q}^0(T)}{z + M_{QQ}(z, T)} , \quad (A10)$$

where $M_{QQ}(z, T)$ is the thermal memory function

$$M_{QQ}(z, T) = \frac{1}{T \chi_{\nu Q}^0(T)} \left< J_{Q} \right| \frac{z}{z + LQ} \left| J_{Q} \right> . \quad (A11)$$

**Appendix B: Derivation of static correlation function**

The static thermal current-thermal current correlation is defined as

$$\chi_{\nu Q}^0(T) = \frac{1}{3T} \sum_{k} (\epsilon_k - \mu)^2 \langle \nu_k^2 \rangle f_k (1 - f_k) . \quad (B1)$$

Converting the summation into energy integral and substituting $\frac{2\epsilon_k}{3T} = \eta$, the above Eq. reduces to

$$\chi_{\nu Q}^0(T) = \frac{T^2 k_F^2}{3m} \int_0^\infty d\eta \eta^2 e^{\eta} \left( e^{\eta/2} + 1 \right)^2 . \quad (B2)$$

This shows that the static thermal current-thermal current correlation varies quadratically in temperature.

**Appendix C: Thermal conductivity using Boltzmann approach**

1. For Impurity interaction

The Boltzmann equation for the semiclassical distribution function $g_k(r, t)$ is written as

$$\psi_k \frac{\partial g_k}{\partial r} = \left( \frac{\partial g_k}{\partial T} \right)_{\text{coll}} = \int \frac{dk'}{2\pi T} \left< W(k' \rightarrow k) - W(k \rightarrow k') \right> . \quad (C1)$$

Here $W(k' \rightarrow k)$ defines the transition probability of an electron scattering from initial state $k'$ to final state $k$. According to the Fermi-Golden rule, in case of the impurity scattering it can be expressed as

$$W(k' \rightarrow k) = 2\pi|\langle k' \rangle H_{\text{imp}} |k|^2 \delta(\epsilon_k - \epsilon_k) . \quad (C2)$$

Considering the impurity interaction Hamiltonian given in Eq. (C4), the transition probability can be expressed as

$$W(k' \rightarrow k) = \frac{N_{\text{imp}}}{N^2} |U(k', k)|^2 g_k (1 - g_k) \delta(\epsilon_k - \epsilon_k) . \quad (C3)$$

Here $U(k', k) = \langle k'| U(k)| k \rangle$, the matrix element for the impurity interaction. Inserting the above Eq. in Eq. (C1), we obtain

$$\left( \frac{\partial g_k}{\partial t} \right)_{\text{coll}} = \int \frac{dk'}{2\pi T^2 N_{\text{imp}}} |U(k', k)|^2 (g_k') \delta(\epsilon_k' - \epsilon_k) . \quad (C4)$$

Now linearizing the Boltzmann equation using $g_k = f_k + \delta g_k$ and taking equilibrium collision integral terms to zero, the Eq. (C4) can be written as

$$\left( \frac{\partial g_k}{\partial t} \right)_{\text{coll}} = \int \frac{dk'}{2\pi T^2 N_{\text{imp}}} |U(k', k)|^2 (g_k' - g_k) \delta(\epsilon_k' - \epsilon_k) . \quad (C5)$$

In the standard procedure, the collision integral is solved by an iterative procedure. One starts with the relaxation time approximation.

$$g_k = f_k + \delta g_k = f_k + \frac{k_F}{m} \tau(\epsilon_k) \left( \frac{\partial f_k}{\partial T} \right) (\nabla T)_x . \quad (C6)$$

Thus the change in the distribution function is written as

$$\delta g_k = g_k - f_k = \frac{k_F}{m} C(\epsilon_k) \left( \frac{\partial f_k}{\partial T} \right) , \quad (C7)$$

Here $C(\epsilon_k)$ is proportional to an energy dependent relaxation time. On substituting the above expression in Eq. (C5) and noticing that $\psi_k^* \nabla g_k = \frac{k_F}{m} \frac{\partial f_k}{\partial T} \nabla T$, one obtains

$$\frac{1}{\tau(\epsilon_k)} = \frac{2N_{\text{imp}} m k_F}{\pi N^2} \int_0^\pi d\theta |U(k_F, \theta)|^2 \sin \theta (1 - k \cdot k') . \quad (C8)$$
This shows that the thermal scattering rate due to impurity interaction is independent of the temperature. As the thermal conductivity is defined as

\[ \kappa(T) = \frac{2}{T^2} \sum_k \tau(\epsilon_k)(\epsilon_k - \mu)^2 \frac{e^{(\epsilon_k - \mu)/T}}{(e^{(\epsilon_k - \mu)/T} + 1)^2}, \]

Substituting the Eq. (C8) in the above Eq., the thermal conductivity due to the electron-impurity interaction shows the temperature dependence as

\[ \kappa(T) = \frac{\pi k_F^2}{16 \pi m^2 T} \]

i.e. \( \kappa(T) \propto T \).

From this we infer that the results of the thermal conductivity using both the approaches the memory function and the Boltzmann approach agree quantitatively to each other.

2. For electron-phonon interaction

Similarly for the electron-phonon interaction case, the Boltzmann equation becomes

\[ \frac{\partial g_k}{\partial t} = \left( \frac{\partial g_k}{\partial t} \right)_{\text{coll}} = \int d\mathbf{k}(W(k + q \rightarrow k) - W(k \rightarrow k + q)). \]

Here \( W(i \rightarrow f) \) is the transition probability involving both the emission and absorption of phonons. This, using Fermi Golden rule can be expressed as

\[ W(k + q \rightarrow k) = 2\pi|\langle k|H_{\text{ep}}|k + q\rangle|^2 \delta(\epsilon_{k+q} - \epsilon_k \pm \omega_q). \]

Using the Eq. (14), above expression for the transition probability can be written as

\[ W(k + q \rightarrow k) = 4\pi|D(q)|^2 g_{k+q}(1 - g_k)(n_q + 1) \delta(\epsilon_k + \omega_q - \epsilon_{k+q}). \]

Considering all possible scattering processes, the collision integral can be written as

\[ \left( \frac{\partial g_k}{\partial t} \right)_{\text{coll}} = \int dq \left( U(k + q; k) g_{k+q}(1 - g_k) - U(k; k + q) g_k(1 - g_{k+q}) \right), \]

where

\[ U(k + q; k) = W^0_q(n_q + 1) \delta(\epsilon_k + \omega_q - \epsilon_{k+q}) + n_{-q} \delta(\epsilon_k - \omega_q - \epsilon_{k+q}) \]

\[ U(k; k + q) = W^0_q(n_{-q} + 1) \delta(\epsilon_{k+q} + \omega_q - \epsilon_k) + n_q \delta(\epsilon_{k+q} - \omega_q - \epsilon_k), \]

and \( W^0_q = 4\pi|D(q)|^2 \).

The details of the calculation is given in the references [11110]. Here we note that using the relation \( U(k + q; k) = e^{\beta \epsilon_q + \bar{\epsilon} - \beta \epsilon_k} U(k; k + q) \) and linearizing the Boltzmann equation by substituting \( g_k = f_k + \delta g_k \) and taking the equilibrium collision integral terms to be zero, the Eq. (C14) can be reduced to,

\[ \left( \frac{\partial g_k}{\partial t} \right)_{\text{coll}} = \int dq U(k; k + q) \left\{ \delta g_{k+q}(e^{-\beta(\epsilon_k - \epsilon_{k+q})}) \right. \]

\[ + f_k(1 - f_{k+q}) \delta(\epsilon_{k+q} - \omega_q - \epsilon_k) \]

\[ \left. + f_k(1 - f_k + q) \delta(\epsilon_{k+q} - \omega_q - \epsilon_k) \right\} \]

On further simplifications, the collision integral can be written as

\[ \beta \int dq W^0_q(n_q + 1) \delta(\epsilon_{k+q} + \omega_q - \epsilon_k)
\]

\[ + f_k(1 - f_{k+q}) \delta(\epsilon_{k+q} - \omega_q - \epsilon_k)
\]

\[ + f_k(1 - f_k + q) \delta(\epsilon_{k+q} - \omega_q - \epsilon_k)
\]

where \( \delta \phi(k) = \frac{\delta \epsilon_q}{\beta} \). As explained in the impurity scattering case that the calculation is done by an iterative procedure, where one introduces

\[ \delta \phi(k) = \frac{k_x}{m} C(\epsilon_k). \]

From Eqs. (C18) and (C19), we have

\[ \frac{k_x}{m} \left( \frac{\partial f_k}{\partial T} \right)_{\text{coll}} = \left( \frac{\partial g_k}{\partial t} \right)_{\text{coll}} = \frac{4\pi}{mT} \int dq |D(q)|^2 n_q
\]

\[ \left\{ f_{k+q}(1 - f_k) \delta(\epsilon_{k+q} + \omega_q - \epsilon_k) + f_k(1 - f_{k+q}) \delta(\epsilon_{k+q} - \omega_q - \epsilon_k) \right\}
\]

\[ \left\{ (k_x + q_x)C(\epsilon_{k+q}) - k_x C(\epsilon_k) \right\}.
\]

On inserting the phonon matrix element, solving the angular integrals and introducing the dimensionless variables \( \frac{\epsilon - \mu}{T} = \gamma \) and \( \frac{z}{T} = z \), the collision integral reduces to

\[ \left( \frac{\partial g_k}{\partial t} \right)_{\text{coll}} = -\frac{1}{2\pi m_n \rho_F^2(2m)^{1/2}} e^{-3/2} k_x \left( \frac{T}{\Theta_D} \right) \]

\[ \int_0^{\Theta_D/T} \frac{dz}{e^{\gamma z} - 1}
\]

\[ \left\{ e^{\gamma + 1} \left[ \left( \frac{e^{-1} T}{\Theta_D} \right)^2 z^2 - \frac{1}{2} T z \right) C(\gamma - z) - eC(\gamma) \right] + e^{\gamma z} \left[ \left( \frac{e^{-1} T}{\Theta_D} \right)^2 z^2 + \frac{1}{2} T z \right) \right\}.
\]
Here $D = \frac{q_D^2}{2m}$. On further simplifications, the above expression can be written as

$$- \frac{k_x}{m} \eta \left( \frac{\partial f_k}{\partial \epsilon} \right) (\nabla T)_x = \left( \frac{\partial g_k}{\partial \epsilon} \right)_{\text{coll}}$$

$$= \frac{k_x}{2\pi m_i N \rho_F^2 (2m)^{1/2}} \frac{\epsilon^{-3/2}}{\partial \epsilon} \left( T \frac{\Theta_D}{\Theta} \right)^3$$

$$\times \int_{\Theta_D/T}^{\Theta_D/T} dz \frac{z^2}{|e^\epsilon - 1|} \frac{e^{i\eta z}}{e^{i\eta z} + 1}$$

$$\left[ \left( 1 - \frac{D}{2\epsilon_F} \left( T \frac{\Theta_D}{\Theta} \right)^2 \right)^2 z^2 + \frac{1}{2} T z \right]$$

$$C(\eta + z) - \epsilon C(\eta).$$

In the above Eq., the contribution from the terms with odd power in $z$ vanishes. Thus on simplification, we have

$$\frac{2\pi m_i N \rho_F^2 \epsilon_F^{1/2} (2m)^{1/2}}{m} \left( \frac{\Theta_D}{T} \right)^3 \eta(\nabla T)_x$$

$$= \int_{-\Theta_D/T}^{\Theta_D/T} dz \frac{z^2}{|e^\epsilon - 1|} \frac{e^{i\eta z}}{e^{i\eta z} + 1}$$

$$\left[ \left( 1 - \frac{D}{2\epsilon_F} \left( T \frac{\Theta_D}{\Theta} \right)^2 \right)^2 z^2 \right] C(\eta + z) - C(\eta).$$

(C23)

In the high temperature limit i.e. $T >> \Theta_D$, the term within the bracket in Eq. (C23) with $T^2$ contributes more then the others terms and in the case $\eta >> z$, the $C(\eta)$ can be approximated as

$$C(\eta) \approx - \frac{16\pi m_i \rho_F^2 N \epsilon_F^{3/2} (2m)^{1/2}}{m D q_D^4} \left( \frac{\Theta_D}{T} \right) \eta(\nabla T)_x.$$

The thermal current is defined as

$$J_Q = 2 \int \frac{d\epsilon}{(2\pi)^3} v_k \left( \epsilon_k - \mu \right) \delta g_k$$

$$= \frac{2k_x^2}{\pi^2} \int d\eta C(\eta) \frac{\partial f_k}{\partial \eta}.$$  (C24)

Substituting the value of $C(\eta)$ and using the relation $q_D^2 = -\kappa(\nabla T)_x$, we find that the thermal conductivity in high temperature regime becomes

$$\kappa(T) \approx \frac{8\pi k_x^2 m_i \rho_F^2 \Theta_D^2 N}{3}$$

$$q_D^6 m^2$$

i.e. $\kappa(T) = \text{constant.}$ (C25)

Now in the case of low temperature ($T << \Theta_D$), the right hand side of Eq. (C23) can be written as

$$\int_{-\Theta_D/T}^{\Theta_D/T} dz \frac{z^2}{|e^\epsilon - 1|} \frac{e^{i\eta z}}{e^{i\eta z} + 1} [C(\eta + z) - C(\eta)].$$

(C26)

The above Eq. can be solved by variational method\[11\] Following the reference \[11\], in the low temperature limit, we can write,

$$C(\eta) = - \frac{4\pi \Theta_D \epsilon_F^{1/2} \rho_F^2 m_i N}{3mq_D^3} \left( \frac{\Theta_D}{T} \right)^3 \eta(\nabla T)_x.$$

(C27)

Substituting the above Eq. in (C24), we observe that the thermal conductivity shows a temperature dependence of the following form

$$\kappa(T) \approx \frac{2\pi^2 k_x^2 m_i \rho_F^2 \Theta_D^4 N}{125 m^2 q_D^4}$$

$$\kappa(T) \propto T^{-2}.$$  (C28)

Thus, we see that the thermal conductivity in the case of electron-phonon interaction shows inverse square temperature dependence in the low temperature regime and saturates to a constant value in the high temperature regime within the Bloch-Boltzmann approach and this agrees qualitatively with our calculation using the memory function formalism. Because of the approximate results of the thermal conductivity, the numeric factors are different in the thermal conductivity expressions in both the approaches.

---

1. pankajbhalla66@gmail.com
2. D. Cao, F. Bridges, G. R. Kowach and A. P. Ramirez, Phys. Rev. Lett., 89, 215902 (2002).
3. P. Bhalla and N. Singh, Eur. Phys. J. B, 87, 213 (2014).
4. A. L. Chernyshev and W. Brenig, Phys. Rev. B, 92, 054409 (2015).
5. A. Jain and A. J. H. McGaughey, Phys. Rev. B, 93, 081206 (2016).
6. G. Romano, K. Esfarjani, D. A. Strubbe, D. Broideo and A. M. Kolpak, Phys. Rev. B, 93, 035408 (2016).
7. C. C. Bidwell, Phys. Rev. 58, 561 (1940).
8. B. Deo and S. N. Behera, Phys. Rev. 141, 738 (1966).
9. A. H. Wilson, The Theory of Metals (Cambridge University Press, 1953).
10. J. M. Ziman, Electrons and Phonons (Clarendon Oxford, 1960).
10. S. G. Volz, Phys. Rev. Lett., 87, 074301 (2001).
11. Y. K. Koh and D. G. Cahill, Phys. Rev. B, 76, 075207 (2007).
12. B. S. Shastry, Phys. Rev. B, 73, 085117 (2006).
13. B. S. Shastry, Rep. Prog. Phys., 72, 016501 (2009).
14. A. Dhar, O. Narayan, A. Kundu and K. Saito, Phys. Rev. E, 83, 011101 (2011).
15. Y. Ezzahri and K. Joulain, J. Appl. Phys., 112, 083515 (2012).
16. F. Yang and C. Dames, Phys. Rev. B, 91, 165311 (2015).
17. R. Zwanzig, Phys. Rev. 124, 983 (1961).
18. R. Zwanzig, in Lectures in Theoretical Physics, edited by W. E. Brittin, B. W. Downs and J. Downs (Interscience, New York, 1961), vol. 3, p. 135.
19. H. Mori, Progr. Theoret. Phys. 33, 423 (1965).
20. D. Forster, Hydrodynamic Fluctuations, Broken Symmetry And Correlation Functions, (Advanced Books Classics 1995).
21. P. Fulde, Correlated electrons in Quantum Matter (World Scientific, 2012).
22. A. S. T. Pires, Helvetica Physica Acta, 61, 988 (1988).
23. B. J. Berne, J. P. Boon and S. A. Rice, J. Chem. Phys. 45, 1086 (1966).
24. G. D. Harp and B. J. Berne, Phys. Rev. A, 2, 975 (1970).
25. B. J. Berne and G. D. Harp, Advan. Chem. Phys. XVII, 63 (1970).
26. B. Arfi, Phys. Rev. B, 45, 2352 (1992).
27. P. F. Maldague, Phys. Rev. B, 16, 2437 (1977).
28. N. Das and N. Singh, IJMP B, 30, 1650071 (2016).
29. N. Das, P. Bhalla and N. Singh, ArXiv e-prints, arXiv:1601.01127 (2016).
30. L. P. Kadanoff and P. C. Martin, Ann. Phys. 24, 419 (1963).