Collaborative Wireless Power Transfer in Wireless Rechargeable Sensor Networks
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Wireless power transfer techniques to transfer energy have been widely adopted by wireless rechargeable sensor networks (WRSNs). These techniques are aimed at increasing network lifetime by transferring power to end devices. Under these wireless techniques, the incurred charging latency to replenish the sensor nodes is considered as one of the major issues in wireless sensor networks (WSNs). Existing recharging schemes rely on rigid recharging schedules to recharge a WSN deployment using a single global charger. Although these schemes charge devices, they are not on-demand and incur higher charging latency affecting the lifetime of a WSN. This paper proposes a collaborative recharging technique to offload recharging workload to local chargers. Experiment results reveal that the proposed scheme maximizes average network lifetime and has better average charging throughput and charging latency compared to a global charger-based recharging.

1. Introduction

A WSN is a network of hundreds of sensor devices deployed randomly in an area. Under most deployments, these sensor nodes are autonomous and are small. In a typical sensor network deployment, a base station (BS) is responsible to process data after collecting it from sensor nodes. These deployed sensor nodes forward data to the sink node either based on a single event, forwarding this information to the sink or next relay node, and processing and aggregation. These functions characterize WSN as an autonomous self-organized network. Apart from simple operations as discussed above, some WSN applications may require complex computations which make it a highly energy-driven network requiring immediate energy replenishment for its continuous operation [1]. This energy-driven nature has attracted significant attention for the last decade and still is considered as one of the challenging issues. Battery replacement is challenging and difficult in certain circumstances, e.g., hazardous areas where deployed sensors are difficult to access. Network lifetime can be prolonged for continuous operations with the help of energy-efficient scheduling, charging, and harvesting mechanisms [1]. Most wireless energy transfer techniques have revolutionized the way to recharge sensor devices and are widely adopted by WRSNs. In these techniques, BS also called coordinator access point or sink node emits radio frequency (RF) waves to recharge sensor nodes. Kurs et al. [2] effectively transferred energy wirelessly from one magnetic
object to another. Inventors powered the light bulb of 60 W efficiency from two meters. Further research carried by the industry achieved 75% of efficiency for transferring a 60 W power wirelessly from three meters. This research resulted in the development of several commercially used products such as cell phones, RFIDs, sensors, and automotive vehicles which are based on the principles of wireless power transfer (WPT).

In recent times, few energy harvesting techniques have been proposed to replenish a sensor’s battery to prolong the network lifetime. These schemes, however, require installation of external instruments like wind turbines and solar panels and are helpful to improve network lifetime under certain conditions. It is not feasible to completely rely on these techniques as they cannot work in the absence of energy sources. More reliable approaches to replenish a node’s battery must be investigated [1]. The major hurdle to the successful operation of these power transfer techniques are the limitations imposed by the propagation nature of waves. The strength of the signal decreases as signals propagate over longer distances limiting the efficient operation of low-power devices. Few recharging schemes operate on-demand where a node may request recharging only when it is about to deplete all its energy. If its charging demand is not fulfilled in time, it may die out, thereby affecting the network lifetime and connectivity which is critical for emergency applications. A multisink scenario with varying charging demands may result in this situation. In this situation, when a sink node places a charging request to a BS, the BS may be already busy transferring the power to another sink. In that case, the request of the sink node cannot be fulfilled on time and needs to be queued. This delay can result in the requesting sink node to deplete all its energy and die which affects the overall network life. This work proposes a novel solution to address this problem with the help of local charger deployments in different regions of a WSN which can work collaboratively to serve the charging request from their local region in a timely fashion. Specifically, this work investigates the limitations and challenges of different WPT techniques and proposes a novel WPT technique called zoning and collaborative charging scheduling (ZCCS) scheme to improve the charging time and charging throughput in critical regions. The main contributions of the paper are summarized as follows:

(i) The paper proposes a charger deployment model to accelerate the recharging of sensor nodes deployed in different regions

(ii) Based on the charger deployment model, we also propose an on-demand recharging protocol called as ZCCS

(iii) The work performs various simulations to establish the better charging percentage and charging latency of ZCCS against NaZCCS (global charger-based) under various network densities

The rest of the paper is organized as follows. Related work is reviewed in Section 2. The network model and problem description are described in Section 3. The proposed algorithm called ZCCS is elaborated in Section 4. In Section 5, experimental setup, performance metrics, results, and analysis for both ZCCS and NaZCCS are presented. Finally, Section 6 concludes the paper.

2. Related Work

Several models have been proposed for wireless power transfer with various objectives. Dai et al. [3] explore safe charging problem under a sensor network deployment with a static sink. The proposed work keeps the unexpected omission of electromagnetic radiated waves from multiple sinks below a predefined threshold. Selection of an ideal point for electromagnetic radiated signals in a plane is one of the challenges which need consideration. The authors in [3] propose a near optimal solution to address this problem. Rechargeable sensors have potential to harvest energy from other sources and are capable to maximize the charging efficiency. The authors in [4] discussed the problem to place chargers in a wireless sensor network. Although the proposed approach is time efficient, it requires a higher number of chargers to fulfill the charging demand of the area. The authors in [5] determine an optimal reader power towards balanced energy charging to avoid transmission collision. The proposed scheme ensures that the total duration for all wireless identification and sensing platforms (WISPs) to be fully charged is minimized. However, as the number of WISPs increases, the power of reader decreases.

A work on joint data gathering and energy replenishment has been reported in [6, 7]. In [6], Zhang et al. focused on the maximum utility of the network and proposed an algorithm to improve routing, sensing, and energy management. The authors also proposed an energy management scheme in the dynamic environment along with a topology control scheme to reduce computational complexity. It also improved data gathering efficiency; however, the proposed scheme experiences security loopholes. The work proposed by Zhang et al. [6] is aimed at maximizing the utility of users in a network. The proposed technique is highly efficient and computationally less complex. This solution can be approximated by a distributed algorithm using standard optimization techniques. It achieved better performance and has a smaller battery size requirement with low complexity online solution. However, the proposed solution does not consider wireless interference and requires complex statistical information for its operation. FarMAC [8] uses more various power sources to maximize energy efficiency.

It achieves this with the help of concurrent data gathering and energy replenishment. Although FarMAC improves overall network throughput, it incurs higher delay in data collection. This delay is more significant when the number of sensor nodes deployed in an area is approximately five times greater than the number of sinks.

Propagation limitations of energy signals result in power decreases with an increase in distance. Khan et al. [9] proposed a zoning technique to address the propagation limitations of waves. In this work, the network area is distributed into different zones and sectors. The authors proposed a
does not consider the number of charged sensor nodes under high traffic loads. The proposed scheme also addressed the selection of the charging location for optimal power transfer. However, the proposed scheme does not consider the number of charged sensor nodes under high traffic loads.

Cooperation of mobile chargers (MCs) to optimize charging is discussed in [10–12]. These techniques allow MCs to harvest energy from each other when required. The authors in [11] proposed scheduling algorithms to improve the overall energy usage effectiveness of a WSN. Although the proposed approach improves charging coverage, it does not consider the issue of charging reliability under dense sensor deployments. In [10], the authors analyse the relationship between traveling cost and transferred energy in a wireless rechargeable sensor network with mobile chargers. The proposed solution demonstrated network lifetime improvement in different scenarios. Collaboration between the MCs has potential to improve charging efficiency. In [12], MCs are divided into two categories; one of them can charge sensors called mobile chargers, whereas the second can charge mobile chargers called special chargers. The proposed cooperative charging scheme shows better charging capability with improved coverage and quality. It also significantly improves network lifetime with guaranteed connectivity in the network. The proposed has potential to be merged with noncollaborative protocols for improved performance. In this technique, only sink node performs data gathering process with no burden on sensor nodes. The proposed protocol is not feasible for nonuniform network deployments.

Xie et al. [13] studied the colocation problem of WPT-enabled charger and base station for data collection on a vehicle called as wireless charging vehicle (WCV). In [14], Zhang et al. proposed a scheme to maximize network usage through efficient data collection. It is aimed at collecting maximum data while maintaining the network fairness. However, the proposed scheme experiences a trade-off of fairness and network throughput. In [15], the authors present a scheduling algorithm to maximize the network lifetime through energy replenishment. The proposed scheduling approach has certain practical limitations to get the exact location of nodes. An algorithm proposed in [16] is aimed at conserving energy with a minimum number of chargers. However, this scheme incurs high overhead.

An increase in distance and variation in angle may impact the efficiency of a charger. These considerations are addressed by Rao et al. in [17] where the authors proposed a scheme to minimize charging and travelling time for a mobile charging rechargeable sensor deployment. The proposed scheme performs well in terms of charging time; however, the adjustment of angle and distance is challenging under varying speeds. The joint operation of WPT-enabled charger and base station on the same vehicle has been considered by the works in [10–17]. However, efficient operation of this mechanism is challenging in hazardous areas where deployed sensors are difficult to access. In a recent work [18], a deterministic method to construct a recharging path for mobile chargers to charge sensors has been proposed. The method, however, requires track of residual energy, location, and energy consumption rate. The authors in [19] proposed a recharging schedule by considering multisensory model to charge multiple sensors simultaneously with improved charging efficiency. The scheme recharging schedule relies on the velocity control coupled with spatial and temporal discretization.

In a work by Liu et al. [16], an energy-efficient recharging solution to address the minimum charger recharging problem has been proposed. In [20], Lin et al. proposed a charging scheme based on double thresholds of residual energy. To accelerate the recharging process, two charging schemes called hierarchical clustering charging algorithm and hierarchical clustering charging algorithm based on task splitting are proposed in [21]. In [22], a temporal-spatial real-time charging scheduling algorithm to maximize the network lifetime by reducing the number of dead nodes has been introduced. The authors in [23] proposed a recharging schedule algorithm called TADP to recharge sensor nodes according to temporal and distance priorities. The authors in [24] proposed a recharging scheduling algorithm to recharge the sensor nodes by using a charging vehicle. The scheduling algorithm considers the traveling distance of charging a vehicle to recharge the sensor nodes to maximize the network lifetime. In [10], the authors formulate the recharging problem as a traveling salesman problem with two key considerations including energy replenishment and the vehicle traveling cost.

According to the authors in [25], charging latency is one of the primary concerns in wireless rechargeable sensor networks. To improve this, the authors proposed a solution to group and recharge sensors according to their energy consumption rate. The solution, however, does not focus on the average charging throughput of the network which can contribute significantly to the network maximization. In another work in [15], the authors considered the network lifetime maximization as the coverage problem. They solved the problem by devising a charging schedule based on linear programming. Some works consider the chargers with the limited power supply available to charge sensor networks. In a work in [26], Ma et al. determined an energy-efficient charging path based on the residual energy of sensor nodes.

In [27], the authors have proposed a particle swarm optimization-based clustering approach to replenish the energy of sensor nodes. The proposed approach exploits wireless power transfer technique coupled with dynamic recharging schedule. The proposed scheme has demonstrated significant improvement in charging efficiency compared to grid clustering. The work, however, relies on a charging vehicle to achieve the objective. In another study [28], the authors have proposed an energy-efficient algorithm for wireless charging vehicles. This work differs from the work in [27], in that wireless power transfer is enabled for a
multihop scenario. The approach uses adaptive transfer function to select a cluster head for each region. Specifically, the cluster head selection is based on the residual energy and position of sensors within a cluster.

The authors in [29] have proposed a reinforcement learning-based recharging algorithm. The proposed algorithm recharges sensor nodes by using a fixed charger for less critical regions; however, critical sensor nodes are recharged through a mobile charger. The algorithm exploits reinforcement learning to devise an optimal policy for the charging path. The results of the proposed scheme have maximized the network lifetime compared to other state-of-the-art recharging algorithms. The trade-off between the exploration and exploitation makes this solution expensive compared to other heuristics.

Most of the above work addresses the network lifetime maximization problem based on the energy consumption rate and coverage or through the determination of a charging path determination. However, none of the above-discussed schemes propose a solution to maximize the network lifetime in an on-demand manner for the dense deployment in a region. Compared to the above work on recharging wireless sensor networks, this work proposes an on-demand network maximization which is aimed at maximizing the lifetime of a denser charger deployment without relying on in-hand scheduling. The proposed scheme offloads the charging workload from the global chargers to local chargers, thus improving the average charging throughput of the network.

3. Problem Description and Network Model

3.1. Problem Description. In wireless rechargeable networks, energy consumption rate of each sensor node varies due to variations in an environment including location and density of the network [30]. This work proposes an on-demand collaborative charging technique to address the following problems:

(i) Consideration to on-demand energy charging compared to the scheduled charging in traditional wireless rechargeable sensor networks
(ii) Charging multiple sensors simultaneously deployed in different regions
(iii) To replenish energy of a network with minimum latency by distributing recharging load across local chargers

3.2. Network Model. The proposed technique assumes two types of chargers deployed in the area called as global charger (GC) and local chargers (LCs). GC is deployed in the centre of the network to ensure that all LCs are in its transmission range. Each region is equipped with a LC which can charge its sensor nodes. The LC is assumed to collect and aggregate data from the sensors and forward to the GC which may incur extra energy. The LC is assumed to be equipped with significantly higher energy compared to the sensor nodes. This deployment is illustrated in Figure 1. In each region, the deployment of sensor nodes is assumed random, static, and uniform. All sensor nodes are assumed to be equipped with homogeneous capabilities with respect to the antenna gain. Both the sensor nodes and LCs have maximum battery capacity denoted as $E_t$. These devices are equipped with a transceiver to harvest energy from the LC and GC.

Our experiments divide the simulation area into 4 regions each of size $15 \times 15$ m$^2$ as shown in Figure 1. Nodes are randomly deployed in each region. Charging range of each LC is 15 m to cover its region with the assumption that
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each LC can recharge sensors in its local region. If energy experienced by a LC drops below the threshold, the LC initiates an on-demand recharging request from the GC based on Algorithm 4 as discussed in Section 4.3. Each LC is assumed to be deployed in the centre of the region; therefore, the transmission range of GC is 15 to make sure that all the LCs are recharged as illustrated in Figure 1.

Both the sensor nodes and LCs initiate a charging request when their energy drops lower than a predefined threshold. The charging request carries a node’s ID and its remaining energy. LC and GC buffer incoming charging requests and serve them in the order of their residual energy. It is also assumed that the dimensions of the sensor network are known along with the coordinates of the GC and LCs. Messages used in the proposed WPT technique are described briefly in Table 1.

### 4. Proposed WPT technique

This section introduces the operation of zoning and collaborative charging scheduling scheme to address the problems discussed in Section 3.1. The scheme consists of different phases including communication, recharging request, recharging confirmation, and wireless power transfer. These phases are illustrated below in detail.

#### 4.1. Phase I: Communication.

Each sensor node keeps track of its residual energy to initiate wireless power transfer. Residual energy of each sensor node depends on different functions including sensing, forwarding, and aggregation. These functionalities result in different energy consumption rates at different sensor nodes. Once the residual energy of these sensors drops below threshold $T_1 = 0.1\text{J}$, it initiates a charging request to the LC. As the distance of the sensor nodes is different from the LC, charging requests may arrive in different orders at the LC even if initiated at the same time. A LC always serves the request in the order of the residual energy. This is illustrated in Algorithm 1 which runs in a decentralized manner on each sensor node. Energy consumed by a sensor node depends on its distance from the sender or receiver. In the algorithm, in lines 2 to 4, each sensor node keeps track of its residual energy and as it drops below the threshold $T_1$, sensor node enters in Phase II.

#### Algorithm 1: Recharging requirement for LCs.

**Input:** Residual energy of a node (LC($i$).E)

**Output:** Charging Request to GC or LC

```plaintext
1 if (LC($i$).E < T3 && GC != busy)
2 low_energy_of_LC ← low_energy_of_LC + 1
3 charging_requests_to_GC ← charging_request_to_GC + 1
4 end if
5 if (LC($i+1$).E > T4)
6 low_energy_of_LC ← low_energy_of_LC + 1
7 charging_request_to_LC ← charging_request_to_LC + 1
8 end if
9 if (LC($i-1$).E > T4)
10 low_energy_of_LC ← low_energy_of_LC + 1
11 charging_request_to_LC ← charging_request_to_LC + 1
12 end if
```

#### Algorithm 2: Recharging confirmation.

**Input:** Charging Request from a node or other LC.

**Output:** ETC

```plaintext
1 while (TRUE)
2 receive packet (P_type)
3 if (P_type = Recharging_Request_from_node)
4 send ETC
5 end if
6 if (P_type = Recharging_Request_from_LC)
7 if (LC($i$).E > T4)
8 Send ETC
9 end if
10 end if
11 end while
```

#### Algorithm 3: Wireless power transfer.

**Input:** ETC

**Output:** Wireless power transfer to node or a LC.

```plaintext
1 While (1)
2 receive packet (P_type)
3 if (P_type = ETC)
4 Extract node ID
5 Transfer 1 Eu to node($i$) or LC($i$);
6 end if
7 end while
```

#### Table 1: Protocol messages.

| Terminologies          | Description                     |
|------------------------|---------------------------------|
| Node($i$).E            | Current energy of node $i$      |
| $E_{consumed}$         | Consumed energy of a node       |
| Node ID                | Identity of a node              |
| Distance               | Distance of a node from its LC  |
| ETC                    | Energy transfer confirmation     |

4.1. Phase I: Communication. Each sensor node keeps track of its residual energy to initiate wireless power transfer. Residual energy of each sensor node depends on different functions including sensing, forwarding, and aggregation. These functionalities result in different energy consumption rates at different sensor nodes. Once the residual energy of these sensors drops below threshold $T_1 = 0.1\text{J}$, it initiates a charging request to the LC. As the distance of the sensor nodes is different from the LC, charging requests may arrive in different orders at the LC even if initiated at the same time. A LC always serves the request in the order of the residual energy. This is illustrated in Algorithm 1 which runs in a decentralized manner on each sensor node. Energy consumed by a sensor node depends on its distance from the sender or receiver. In the algorithm, in lines 2 to 4, each sensor node keeps track of its residual energy and as it drops below the threshold $T_1$, sensor node enters in Phase II.
4.2. Phase II: Recharging Request. If a sensor node experiences low-energy issue, i.e., its node\(^{i}\).E is below the predefined threshold, i.e., \(T_2 = 0.4\) J, it sends a recharging request to the LC. This charging request consists of node ID and its current energy status. The LC records the charging request and extracts the node ID and the node energy. The number of recorded charging requests is used later to evaluate the charging throughput as discussed in Section 5. The LC schedules the recharging of received requests in the ascending order of node\(^{i}\).E, where \(i\) denotes the sensor node ID. The recharging request procedure for the sensor nodes is illustrated in Algorithm 2.

Similarly, when the energy of a LC denoted as LC\(^{i}\).E drops below the predefined threshold, i.e., \(T_3 = 2\) J, it sends a recharging request to the GC in a similar manner as described above. This request contains local charger ID and its current energy. Upon receiving multiple recharging requests, the GC schedules recharging of LCs in the ascending order of LC\(^{i}\).E, where \(i\) denotes the local charger ID. If the GC is busy charging another LC, the requesting LC initiates the recharging request procedure with its neighbouring LCs. This is illustrated in Algorithm 3.

4.3. Phase III: Recharging Confirmation. Upon receiving a recharging request from a sensor node, the LC evaluates request based on the number of requests in the queue and its available energy. If a recharging request is received from another local charger, depending on the available energy and number of pending recharging requests, the LC decides to fulfill the recharging request. It queues the request if it can fulfill the request within a specified time. It can be observed from Algorithm 4 that the LC confirms a recharging request only if its energy, i.e., LC.E is greater than the predefined threshold defined as \(T_4 = 4\) J. Lines 2 to 5 of Algorithm 4 show that a recharging confirmation is sent to a sensor node after receiving its recharging request. On the other hand, lines 6 to 9 illustrate that the LC sends the recharging confirmation to its neighbouring local charger on receiving their request and after evaluating the available energy.

LCs sort the service pool from small to large energy and schedule the recharging requests with less remaining energy. In other words, the actual charging sequence is determined based on the remaining lifetime of sensor nodes. The process to charge the next sensor node or LC is on-demand and dynamic and is adjusted each time a new recharging request is received by the LC.

4.4. Phase IV: Wireless Power Transfer. Once a LC or sensor node receives a recharging confirmation from the LC or GC, it keeps itself ready to receive the power/energy which is transferred in the form of energy unit (Eu). If recharging request has been fulfilled, a sensor node and LC evaluate their remaining energy. LC keeps track of the number of fulfilled recharging request to compute the charging throughput and charging percentage. Steps for the wireless power transfer from an LC to another LC or sensor node are illustrated in Algorithm 5. Line 2 of Algorithm 5 shows that if a LC receives a ready to recharge packet from a sensor or LC it transfers 1 Eu to the LC or sensor node until the requested energy is transferred as given in lines 4 to 5.

5. Experimental Setup

This section evaluates the performance of ZCCS and compares it with the naïve version of ZCCS, called as NaZCCS. In NaZCCS, all the sensor nodes deployed in the region are charged by a single global charger located in the centre of the region. Performance metrics used for the evaluations are described in Section 5.1, and performance evaluations under various scenarios for the experiments are given in Section 5.2.
5.1. Performance Metrics. To evaluate the performance of ZCCS and compare it with the NaZCCS as shown in Figure 2, this paper introduces a notion of charging throughput. Charging throughput represents the number of sensor nodes charged per unit time. ZCCS strives to maximize the charging throughput to ensure maximum network lifetime. It assures that a minimum number of sensor nodes drain out energy and are recharged in less time. In other words, charging throughput indirectly represents the average functioning time of sensor nodes.

The dynamic nature of sensor networks makes it hard to predict a sensor’s functioning time; therefore, performance evaluations consider it as the total number of sensors charged in unit time. Compared to the existing recharging scheduling techniques, NaZCCS operates in an on-demand manner and requires an exchange of different control packets which are exchanged between the sensor and local charger and global chargers. Exchange of these control chargers may incur extra energy.
In our evaluations, energy overhead represents the number of control packets exchanged among the sensors and chargers to fulfill a charging request of 1 Eu. Like WPT, through the magnetic resonant coupling, an LC must send 100 μJ pulses towards a sensor node to charge one energy unit (1 Eu = 50 μJ). Results are averaged over 5 runs. To evaluate how faster ZCCS can replenish the energy of sensor nodes, we also consider the average charging latency experienced by the sensor nodes. Charging latency of a sensor node is defined as the time when the sensor node sends the recharging request to the time the local charger starts recharging the sensor node.

5.2. Performance Evaluations

5.2.1. Charging Throughput under Varying Node Densities and Rounds. This section evaluates the charging throughput of both the ZCCS and NaZCCS under varying node densities and rounds. Node density is defined as the number of sensor nodes deployed per unit area. The experiments under
consideration calculate the node density with the assistance of poissrnd MATLAB function [31]. An average of 5 numbers of runs with 45, 80, and 114 nodes under the area 60 × 60 yields node densities 0.1, 0.2, and 0.3, respectively, as shown in Figure 2. All results are based on the number of nodes generated by poissrnd function on a run. Wireless sensor networks support hierarchical communication, where sensing and data transmission to a destination are carried in rounds. The number of rounds represents the schedule for the overall sensor network communication.

In the first set of experiments, the number of charging requests successfully fulfilled by the network is considered to assess the charging throughput of ZCCS and NaZCCS under varying node densities. Figure 3 shows a comparison between two schemes at node density 0.1. Figure 4 compares two schemes at node density 0.2, whereas Figure 5 shows a comparison between two schemes at node density 0.3. Figure 6 shows a comparison of charging throughput under different node densities for NaZCCS, whereas Figure 7 compares charging throughput under different node densities for ZCCS.
different node densities for ZCCS. From these evaluations, it is analysed that the performance difference between NaZCCS and ZCCS is less under low node density. Both schemes demonstrate similar charging throughput. However, this difference increases with an increase in node densities. It is evident from the results that ZCCS performs better under high densities in terms of charging throughput, as it can serve a greater number of nodes per unit time by exploiting on-demand local charging as compared to NaZCCS. It can also be observed from Figures 6 and 7 that a change in node densities does not significantly affect the charging throughput of NaZCCS; however, in case of ZCCS, it results in significant improvement in charging throughput.

5.2.2. Energy Overhead under Varying Node Densities. Energy overhead incurred by both ZCCS and NaZCCS is evaluated under different node densities and is shown in Figures 8–12. Figure 8 compares the energy overhead of both schemes for node density 0.1. Figure 9 presents a comparison between two schemes under node density 0.2. Figure 10 compares them under node density 0.3.
Figure 11 gives a comparison of energy overhead under different node densities of NaZCCS, whereas Figure 12 shows a comparison under different node densities for ZCCS. Under node density 0.1 as shown in Figure 8, both schemes demonstrate similar energy overhead. However, with an increase in node density, energy overhead incurred by ZCCS is higher than that by NaZCCS. This overhead is attributed to control packets exchanged before initiating recharging process.

However, on-demand recharging method of ZCCS compensates this loss through local charging in a timely fashion without any compromise on network lifetime.

5.2.3. Average Charging Latency. Average charging latency reflects charging efficiency of a recharging scheme. A small charging latency indicates a high probability of connectivity with a better network lifetime. For both schemes, average charging latency is evaluated under 100 nodes deployed in
Table 2: Average charging latency.

| Scheme  | Average charging latency |
|---------|--------------------------|
| ZCCS    | 27 s                     |
| NaZCCS  | 47 s                     |

an area of $60 \times 60$ divided into 4 regions each with $15 \times 15$ size for 5 simulation runs. Average charging latency for both algorithms under this deployment is given in Table 2. From the table, it can be observed that the average charging latency observed by the NaZCCS is double the average charging latency of ZCCS. ZCCS demonstrates this excellent charging latency improvement due to its on-demand local charging supported by the local chargers deployed in each region. It balances the load across the local chargers thereby reducing the charging latency. On the other hand, in NaZCCS, all the charging requests are serviced by a single global charger which may queue the requests longer under high traffic loads.

6. Conclusions

This work presents an efficient collaborative wireless energy recharging for wireless rechargeable sensor networks. The proposed algorithm exploits the idea of local charger deployment to minimize charging time of a WSN deployment with improved charging throughput. Charging throughput and charging latency are critical for the continuous operation of a WSN deployed in critical regions. Experiment results reveal that ZCCS achieves better charging throughput and charging latency compared to NaZCCS. Our future work will investigate energy overhead incurred by the ZCCS. Further, to overcome the charging overhead, we plan to propose a deep reinforcement learning-enabled power transfer technique.

The technique will formulate recharging policies based on the neural network and active monitoring of wireless sensor network.
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