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Abstract—A cluster consensus system is a multi-agent system in which the autonomous agents communicate to form multiple clusters, with each cluster of agents asymptotically converging to the same clustering point. We introduce in this paper a special class of cluster consensus dynamics, termed the G-clustering dynamics for G a point group, whereby the autonomous agents can form as many as |G| clusters, and moreover, the associated |G| clustering points exhibit a geometric symmetry induced by the point group. The definition of a G-clustering dynamics relies on the use of the so-called voltage graph [1]. We recall that a G-voltage graph is comprised of two elements—one is a directed graph (digraph), and the other is a map assigning elements of a group G to the edges of the digraph. For example, in the case when G = {1, −1}, i.e., a cyclic group of order 2, a voltage graph is nothing but a signed graph. A G-clustering dynamics can then be viewed as a generalization of the so-called Altafini’s model [2], [3], which was originally defined over a signed graph, by defining the dynamics over a voltage graph. One of the main contributions of this paper is to identify a necessary and sufficient condition for the exponential convergence of a G-clustering dynamics. Various properties of voltage graphs that are necessary for establishing the convergence result are also investigated, some of which might be of independent interest in topological graph theory.

I. INTRODUCTION

A cluster consensus (or group consensus) system is a multi-agent system in which the autonomous agents communicate to form multiple clusters, with each cluster of agents asymptotically converging to the same clustering point. Motivated by what is seen in nature and the hopes for manmade systems, there has been many efforts in modeling a clustering consensus system whereby local interactions among the agents can lead to a desired global behavior of the ensemble system. Often, the choice of such a model is some kind of diffusive network dynamics, possibly with a set of external inputs injected into the evolution equations of certain individual agents that are chosen from different clusters. We refer to [4]–[8] as typical examples of such cluster consensus system.

In this paper, we introduce a class of cluster consensus dynamics, termed the G-clustering dynamics for G a point group, along which the N autonomous agents can form as many as |G| clusters without any external input. Moreover, the associated |G| clustering points exhibit a geometric symmetry induced by the point group G. To elaborate a bit, we consider, for example, the case where G is a cyclic group of order n, generated by a single rotation matrix θ ∈ R^{2×2} with θ^n = I. Then, an associated G-clustering dynamics partitions the agents into n clusters, with the clustering points being the vertices of an n-sided regular polygon.

To introduce a G-clustering dynamics, we first recall the definition of a voltage graph. In topological graph theory [1], a G-voltage graph is defined to be a pair (Γ, ρ), with Γ = (V, E) a directed graph and ρ : E → G a map from the edge set E to a finite group G (not necessarily a point group). The values of the map ρ are said to be the voltages, and the group G is said to be the voltage group associated with (Γ, ρ).

We note here that a voltage graph (Γ, ρ) is also known as a gain graph, and this terminology is more often used in bias graph theory [9] and matroid theory [10]. We also note that in the case G = Z/(2) = {1, −1}, i.e., the cyclic group of order 2, a voltage graph (Γ, ρ) can be viewed as a signed graph [11], with 1 and −1 representing the plus- and minus-sign, respectively. With a G-voltage graph at hand, we describe below the G-clustering dynamics.

The G-clustering dynamics. To this end, let Γ = (V, E) be a directed graph (or simply, digraph) of N vertices, with V = {v_1, . . . , v_N} the set of vertices and E the set of edges. We denote by v_i → v_j (or simply e_{ij}) an edge of Γ from v_i to v_j; we say that v_i is an in-neighbor of v_j, and v_j is an out-neighbor of v_i. For a vertex v_i ∈ V, let N^+(v_i) and N^−(v_i) be the sets of in- and out-neighbors of vertex v_i, respectively. Now, consider a multi-agent system of N agents. Following the standard convention, we assign to each vertex v_i of Γ an agent x_i ∈ R^k, and let the edges of Γ represent the information flow. For a set of agents x_1, . . . , x_N in R^k, set

\[
p := (x_1, . . . , x_N) ∈ R^{kN}.
\]

We call p a configuration, and P := R^{kN} the configuration space. Let (Γ, ρ) be a voltage graph, with the voltage group G being a point group in dimension k. For ease of notation, let θ_{ij} := ρ(e_{ij}). The G-clustering dynamics of a configuration p = (x_1, . . . , x_N) is then given by

\[
\dot{x}_i = \sum_{v_j ∈ N^+(v_i)} a_{ij} (θ_{ij} x_j - x_i), \quad ∀i = 1, . . . , N, \quad (1)
\]

where the a_{ij}’s are positive constants. Note that a G-clustering dynamics does not require an external input. We also note that the dynamics of each agent x_i depends only on its local information, i.e., the positions of its out-neighbors x_j and the associated voltages θ_{ij}, for v_j ∈ N^−(v_i). In particular, it does not require a global labeling of the agents that belong to the same cluster.

A G-clustering dynamics can be viewed as a straightforward generalization of the Altafini’s model [2], [3]: indeed, if each x_i, for v_i ∈ V, is a scalar, and G = {1, −1}, which is the (unique) nontrivial point group in dimension one, then system (1) is reduced to the standard Altafini’s model. Signed graphs have been widely used in social science: naturally the edges of a signed graph, with the labeling of plus/minus signs, can be used to model the relationships between pairs of interacting agents; specifically, an positive (resp. negative)
edge of a signed graph means a friendship (resp. an antagonism) between a pair of neighboring agents. This then leads to an application of the Altafini’s model in opinion dynamics. Specifically, it has been shown in [12]–[14] that if \( \Gamma \) is strongly connected and the associated signed graph \((\Gamma, \rho)\) is structurally balanced (the notion of structural balance is originally defined for signed graphs [11]), a generalized definition for voltage graphs will be given in Subsection II-B, then the \( N \) scalars \( x_1, \ldots, x_N \) evolve, along the dynamics [11], to form two clusters, with the pair of clustering points being the opposite of each other. On the other hand, if \((\Gamma, \rho)\) is structurally unbalanced, then all the scalars \( x_1, \ldots, x_N \) converge to zero. We further refer to [12]–[14] for analyses of convergence of the Altafini’s model to an application of the Altafini’s model in opinion dynamics.

Section IV is devoted to the analysis of a clustering dynamics. Specifically, we establish a necessary and sufficient condition, in Theorem 4, to an application of the Altafini’s model in opinion dynamics, and for the problem of identifying the agents that have multiple connected components. We show in Subsection II-B, we review certain definitions of finite groups in lower dimensions have been completely understood. A map \( \theta \) be two groups of the same order. A map \( \tau : G \rightarrow G' \) is said to be a group homomorphism if for any two group elements \( g_1 \) and \( g_2 \) of \( G \), we have \( \tau(g_1 \cdot g_2) = \tau(g_1) \cdot \tau(g_2) \). Furthermore, if \( \tau \) is a bijection, then we call \( \tau \) a group isomorphism.

c). Point groups. Let \( O(k) \) be the orthogonal group in dimension \( k \). We express \( O(k) \) as the set of \( k \)-by-\( k \) orthogonal matrices:

\[
O(k) = \{ \theta \in \mathbb{R}^{k \times k} \mid \theta^T \theta = I \}.
\]

A group \( G \) is said to be a point group in dimension \( k \) if it is a finite subgroup of \( O(k) \). Point groups are naturally used to characterize the geometric symmetries of objects in \( \mathbb{R}^k \). Because of the widespread relevance, point groups have been investigated extensively in the literature. In particular, point groups in lower dimensions have been completely understood. For example, for the case \( k = 1 \), there is only one nontrivial subgroup of \( O(1) \), i.e., \( G = \{1, -1\} \). For the case \( k = 2 \), a point group \( G \) is isomorphic to either \( C_n \), the cyclic group of order \( n \), or \( D_n \), the dihedral group of order \( 2n \). Specifically,
If $G$ is isomorphic to $C_n$, then $G = \{ \{ \theta_{\text{rot,n}} \} \}$, with $\theta_{\text{rot,n}}$ a rotation matrix given by
\[
\theta_{\text{rot,n}} := \begin{bmatrix}
\cos(\frac{2\pi}{n}) & -\sin(\frac{2\pi}{n}) \\
\sin(\frac{2\pi}{n}) & \cos(\frac{2\pi}{n})
\end{bmatrix}.
\] (2)
If $G$ is isomorphic to $D_n$, then $G = \{ \{ \theta_{\text{rot,n}}, \theta_{\text{ref,v}} \} \}$, with $\theta_{\text{rot,n}}$ defined in (2) and $\theta_{\text{ref,v}}$ given by
\[
\theta_{\text{ref,v}} = 2vw^T/\|v\|^2 - I, \quad \text{for } v \in \mathbb{R}^2 - \{0\},
\] (3)
which represents the reflection of the line $\{ \alpha v \mid \alpha \in \mathbb{R} \}$ in $\mathbb{R}^2$. Point groups in dimension three are more complicated. Roughly speaking, the isomorphism classes of point groups in dimension three fall into fourteen categories, seven of which are infinite families of axial groups, and the remaining seven are polyhedral groups. We refer to [15] for more details.

We note here that point groups also arose naturally in the theory of finite group representations. Specifically, let $G$ be an arbitrary finite group, and let $GL(k, \mathbb{R})$ be the general linear group of degree $k$, i.e.,
\[ GL(k, \mathbb{R}) := \{ A \in \mathbb{R}^{k \times k} \mid \det A \neq 0 \} \].
A representation of $G$ is a group homomorphism $h : G \rightarrow GL(k, \mathbb{R})$. Then, it is known that $h(G)$, the image of $G$ under $h$, has to be a point group in dimension $k$.

2) On directed graphs: A directed graph (digraph) is said to be simple if it does not contain multiple edges or self-loops. All directed graphs considered in this paper are simple. We introduce below some definitions and notations of simple digraphs that are needed in the paper:

a). Semi-walks, -paths, and -cycles. A semi-walk $w$ of a digraph $\Gamma$ is an alternating sequence of vertices and edges:
\[ w = v_1, a_1, v_2, \ldots, v_n, a_n = v_{n+1}, \] (4)
and for each $j = 1, \ldots, n - 1$, either $a_j = e_{i_j,i_{j+1}}$ or $a_j = e_{j,i_{j+1}}$. Further, the semi-walk $w$ is said to be a walk if $a_j = e_{i_j,i_{j+1}}$, for all $j = 1, \ldots, n - 1$. If the semi-walk $w$ is comprised only of a single vertex (and hence does not contain any edge), then $w$ is said to be trivial. The length of the semi-walk $w$, denoted by $l(w)$, is defined to be the number of edges contained in $w$. Let $l_+(w)$ and $l_-(w)$ be two non-negative integers defined as follows:
\[
\begin{align*}
l_+(w) := & \{ j \mid a_j = e_{i_j,i_{j+1}}, 1 \leq j \leq n - 1 \}, \\
l_-(w) := & \{ j \mid a_j = e_{j,i_{j+1}}, 1 \leq j \leq n - 1 \}.
\end{align*}
\]
It should be clear that $l_+(w) + l_-(w) = l(w)$, and $w$ is a walk if and only if $l_-(w) = 0$. The semi-walk $w$ in Eq. (4) is said to be closed if the starting vertex $v_1$ coincides with the ending vertex $v_n$. We say that $w$ is a semi-path (resp. a semi-cycle) if $w$ is both a walk and a semi-path (resp. a semi-cycle). Note that if $w$ is a trivial semi-walk, then $w$ is also a walk, a path and a cycle.

b). Operations on semi-walks. Let $\Gamma$ be a weakly connected digraph. We introduce here three types of operations on the semi-walks of $\Gamma$ that will be frequently used in the paper:

i). Concatenation of semi-walks. Let $w'$ and $w''$ be semi-walks of $\Gamma$, and let the starting vertex of $w'$ coincide with the starting vertex of $w''$:
\[ w' = v_{i_1}, a_{i_1}, \ldots, a_{i_{n-1}}, v_{i_n}, \]
\[ w'' = v_{i_n}, a_{i_n}, \ldots, a_{i_{n+m-1}}, v_{i_{n+m}}. \]
A semi-walk $w$ is a concatenation of $w'$ and $w''$, denoted by $w = w'w''$, if
\[ w = v_{i_1}, a_{i_1}, \ldots, a_{i_{n+m-1}}, v_{i_{n+m}}. \]
Note that if $w$ is a closed semi-walk, then $w$ can be concatenated with itself. We thus denote by $w^k$ the semi-walk derived by concatenating $k$ copies of $w$.

ii). Inverse of a walk. Let $\Gamma$ be a weakly connected voltage graph. Let $v_i$ and $v_j$ be vertices of $\Gamma$, and $w$ be a semi-walk from $v_i$ to $v_j$:
\[ w = v_i, a_{i_1}, \ldots, a_{i_{n-1}}, v_{i_n} \]
\[ v_j = v_{i_n}, a_{i_n}, \ldots, a_{i_{n+1}}, v_{i_{n+1}}. \]
The inverse of $w$, denoted by $w^{-1}$, is a semi-walk from $v_j$ to $v_i$ derived by reversing the appearing order of vertices and edges in $w$, i.e.,
\[ w^{-1} := v_{i_n}, a_{i_n}, \ldots, a_{i_{n-1}}, v_i. \]

iii). Cycle reduction of a closed semi-walk. Let $w = v_{i_1}, a_{i_1}, \ldots, a_{i_{n-1}}, v_{i_n}, a_{i_n} = v_{i_{n+1}}$, be a closed semi-walk of $\Gamma$. Suppose that $w$ is not a semi-cycle; then, there is a vertex $v_{i_j}$, for $j > 1$, such that $v_{i_j} = v_{i_{j+k}}$ for some $k > 0$. Let $k$ be chosen such that it is the least positive integer for the relation above to hold. Then, the semi-walk
\[ c_1 := v_{i_{j+k}}, a_{i_{j+k}}, \ldots, a_{i_1}, v_{i_j} \]
is a semi-cycle. We can thus derive a closed semi-walk $w_1$ by removing $c_1$ out of $w$, i.e.,
\[ w_1 := v_{i_1}, a_{i_1}, \ldots, a_{i_{n-1}}, v_{i_n}. \]
We call such an operation a cycle reduction of $w$. Recall that $l(w)$ is the length of $w$. It should be clear that $l(w_1) < l(w)$, and hence if we let $w_1, w_2, \ldots$ be a chain of semi-walks, with each $w_i$ derived by the operation of cycle-reduction of its predecessor, then the chain must terminate in finite steps. Suppose that the chain terminates at $w_i$, then $w_i$ has to be a semi-cycle. We call $w, w_1, \ldots, w_l$ the chain of cycle reductions of $w$. We note here that if $w$ is a closed walk, then each $w_i$, for $i = 1, \ldots, l$, in the chain is a closed walk, and each removed semi-cycle $c_s$, for $i = 1, \ldots, l$, is a cycle.

c). Connectivities of digraphs. We call a digraph $\Gamma$ weakly connected if for any two vertices $v_i$ and $v_j$ of $\Gamma$, there is a semi-walk from $v_i$ to $v_j$. The digraph $\Gamma$ is said to be rooted if there exists at least one vertex $v_i$ such that for any vertex $v_j$, there is a path from $v_i$ to $v_j$. We call $v_r$ a root of $\Gamma$. A pair of distinct vertices $(v_i, v_j)$ of $\Gamma$ is said to be mutually reachable if there is a path from $v_i$ to $v_j$ and a path from $v_j$ to $v_i$. The digraph $\Gamma$ is said to be strongly connected if each pair of distinct vertices is mutually reachable. We also note that if $\Gamma$ is strongly connected, then each vertex is a root.

d). Induced subgraphs. Let $\Gamma = (V, E)$ be a digraph, and $V'$ be a subset of $V$. A subgraph $\Gamma' = (V', E')$ is said to
be induced by \( V' \) if the edge set \( E' \) satisfies the following condition: let \( v_i \) and \( v_j \) be vertices in \( V' \); then, \( v_i \rightarrow v_j \) is an edge of \( \Gamma' \) if and only if it is an edge of \( \Gamma \). Note that if \( \Gamma \) is a rooted graph with \( V_r \) the set of roots, then the subgraph \( \Gamma_r \) induced by \( V_r \) is strongly connected.

e). Graph isomorphisms. Let \( \Gamma = (V, E) \) and \( \Gamma' = (V', E') \) be two digraphs. We say that \( \Gamma \) is isomorphic to \( \Gamma' \) if there is a bijection \( \sigma : V \rightarrow V' \) such that the following condition holds: let \( v_i \) and \( v_j \) be any two vertices of \( \Gamma \), then \( v_i \rightarrow v_j \) is an edge of \( \Gamma \) if and only if \( \sigma(v_i) \rightarrow \sigma(v_j) \) is an edge of \( \Gamma' \). We call \( \sigma \) a graph isomorphism between \( \Gamma \) and \( \Gamma' \).

B. Voltage Graphs, Structural Balance and Local Groups

In this subsection, we recall the definition of a voltage graph and a few other notions associated with it. We also describe some basic properties associated with a voltage graph. We start with the following definition:

Definition 1 (Voltage graphs). Let \( G \) be a finite group. A voltage graph is a pair \( (\Gamma, \rho) \) with \( \Gamma = (V, E) \) a directed graph, and \( \rho : E \rightarrow G \) a map from the edge set \( E \) to \( G \). A voltage graph \( (\Gamma, \rho) \) is weakly-connected, rooted, and strongly-connected, respectively, if \( \Gamma \) is weakly-connected, rooted, and strongly-connected. Let \( V' \) be a subset of \( V \); a voltage graph \( (\Gamma', \rho') \) is induced by \( V' \) if \( V' = (V', E') \) is a subgraph of \( \Gamma \) induced by \( V' \) and \( \rho' : E' \rightarrow G \) is derived by restricting \( \rho \) to the subset \( E' \).

To each voltage graph, one can associate a map which sends a semi-walk of \( \Gamma \) to a group element, obtained as a multiplication of the group elements assigned to the edges by the map \( \rho \) along the semi-walk. Precisely, we have the following definition:

Definition 2 (Net voltage). Let \( (\Gamma, \rho) \) be a voltage graph, with \( G \) the voltage group. Let \( SW \) be the set of semi-walks of \( \Gamma \). The net voltage is a map \( f : SW \rightarrow G \) defined as follows: Let \( w \) be a semi-walk:

\[
w = v_1 a_1 v_2 \ldots v_{n-1} a_{n-1} v_n.
\]

For each \( j = 1, \ldots, n-1 \), let

\[
\overrightarrow{\rho}_w (a_j) := \begin{cases} \rho(a_j) & \text{if } a_j = e_{i_j i_{j+1}}, \\ \rho(a_j)^{-1} & \text{if } a_j = e_{i_{j+1} i_j}. \end{cases}
\]

Then, set

\[
f(w) := \overrightarrow{\rho}_w (a_1) \cdots \overrightarrow{\rho}_w (a_{n-1}).
\]

For the case \( w \) is trivial, set \( f(w) := 1 \). We call \( f(w) \) the net voltage on \( w \).

Note that the two operations on semi-walks—(i) concatenation and (ii) taking inverse—are both compatible with the voltage map. Precisely, we have the following fact:

Lemma 1. Let \( (\Gamma, \rho) \) be a weakly connected voltage graph, and \( w \) be a semi-walk of \( \Gamma \). Then, the following hold:

1) Suppose that \( w \) is a concatenation of \( w' \) and \( w'' \), i.e., \( w = w' w'' \); then, \( f(w) = f(w') \cdot f(w'') \).

2) For the inverse of \( w \), we have \( f(w^{-1}) = f(w)^{-1} \).

We omit the proof as the results directly follow from the definition of the net voltage. With the net voltage \( f \) at hand, we introduce the notion of structural balance:

Definition 3 (Structural balance). A voltage graph \( (\Gamma, \rho) \) is structurally balanced if \( f(w) = 1 \) for any closed semi-walk \( w \) in \( \Gamma \).

We note here that the notion of structural balance is originally defined for signed-graphs \([16]\), and later extended to voltage graphs (see, for example, \([11]\)). We describe below a necessary and sufficient condition for a voltage graph to be structurally balanced. Recall that a semi-walk \( w \) is said to be a semi-cycle if there is no repetition of vertices of \( w \), other than the repetition of the starting- and ending-vertex. We show below that a voltage graph is structurally balanced if and only if \( f(w) = 1 \) for any semi-cycle \( w \) of \( \Gamma \). Appealing to the operation of cycle reduction on closed semi-walks of \( \Gamma \), we establish the following result:

Lemma 2. Let \( G \) be a finite group, and \( (\Gamma, \rho) \) be a voltage graph. Then, \( (\Gamma, \rho) \) is structurally balanced if and only if \( f(c) = 1 \) for all semi-cycles \( c \) of \( \Gamma \).

Proof. First, note that if \( (\Gamma, \rho) \) is structurally balanced; then, from Definition 3 \( f(w) = 1 \) for all semi-cycles \( w \) of \( \Gamma \). We now show that the converse is also true. Let \( w \) be closed semi-walk of \( \Gamma \), and \( w = w_1, w_2, \ldots, w_l \) be the chain of cycle reductions of \( w \). Each \( w_k \), for \( k = 1, \ldots, l \), is obtained by removing a semi-cycle, denoted by \( c_k \), from its predecessor. By assumption, we have \( f(c_k) = 1 \) for all \( k = 1, \ldots, l \). It then follows that

\[
f(w) = f(w_1) \cdots = f(w_l) = 1.
\]

The last equality holds because \( w_1 \) is itself a closed semi-walk of \( \Gamma \). This completes the proof.

Let a voltage graph \( (\Gamma, \rho) \) be structurally unbalanced. Then, from the definition, there is a closed semi-walk \( w \) of \( \Gamma \) such that \( f(w) \neq 1 \). If the voltage graph is a signed-graph, i.e., \( G = \mathbb{Z}/(2) \), then the value of \( f(w) \) can only be \(-1\). Yet, in the most general case where \( G \) is an arbitrary finite group, the value of \( f(w) \) can be varied. We thus introduce for each vertex \( v_i \) a subgroup of \( G \), termed a local group, which characterizes all possible values of \( f(w) \) for \( w \) a closed semi-walk with \( v_i \) the starting- and ending-vertex. Precisely, we have the following:

Let \( \Gamma \) be a weakly connected digraph. Recall that \( SW \) is the set of semi-walks of \( \Gamma \). Let \( v_i \) and \( v_j \) be two vertices of \( \Gamma \); we define \( SW(v_i, v_j) \) to be the set of semi-walks of \( \Gamma \) from \( v_i \) to \( v_j \). In particular, if \( v_j = v_i \), then \( SW(v_i, v_i) \) is the set of closed semi-walks of \( \Gamma \) with \( v_i \) the starting- and ending-vertex. Precisely, we have the following:

Definition 4 (Local groups). Let \( (\Gamma, \rho) \) be a weakly connected voltage graph, with \( G \) the voltage group. For a vertex \( v_i \) of \( \Gamma \), let a subset of \( G \) be defined as follows:

\[
G_i := \{ f(w) \mid w \in SW(v_i, v_i) \}.
\]

It is known that \( G_i \) is a subgroup of \( G \) (see, for example, \([11]\)). We call \( G_i \) the local group at \( v_i \), and the collection \( \{G_i\}_{v_i \in V} \) the local groups of \( (\Gamma, \rho) \).
It should be clear that the voltage graph \((\Gamma, \rho)\) is structurally balanced if and only if the local groups \(G_i\), for \(v_i \in V\), are trivial subgroups of \(G\). We further note that any two local groups \(G_i\) and \(G_j\) are related by conjugation. Precisely, we have the following fact:

**Lemma 3** Let \((\Gamma, \rho)\) be a weakly connected voltage graph, with \(G\) the voltage group. Let \(v_i\) and \(v_j\) be two vertices of \(\Gamma\), and \(w\) be a semi-walk from \(v_i\) to \(v_j\). Then,

\[
G_j = f(w)^{-1} \cdot G_i \cdot f(w).
\]

For the remainder of the subsection, we introduce the notion of a directed local group, which is a variation on the definition of a local group by restricting \(f\) to closed walks of \(\Gamma\). To proceed, let \(W\) be the set of walks of \(\Gamma\). Similarly, for two vertices \(v_i\) and \(v_j\), let \(W(v_i, v_j)\) be the set of walks from \(v_i\) to \(v_j\). Then, we make the following definition:

**Definition 5** (Directed local groups). Let \((\Gamma, \rho)\) be a weakly connected voltage graph, with \(G\) the voltage group. For a vertex \(v_i\) of \(\Gamma\), let \(G^*_i\) be a subset of \(G\) defined as follows:

\[
G^*_i = \{ f(w) \mid w \in W(v_i, v_i) \}.
\]

We call \(G^*_i\) the directed local group at \(v_i\), and the collection \(\{G^*_i\}_{v_i \in V}\) the directed local groups of \((\Gamma, \rho)\).

We show in the following lemma that each \(G^*_i\) is indeed a subgroup of \(G\).

**Lemma 4.** Each \(G^*_i\), for \(v_i \in V\), is a subgroup of \(G\).

**Proof.** First, note that \(G^*_i\) is a subset of \(G_i\) because \(W(v_i, v_i)\) is a subset of \(SW(v_i, v_i)\). It thus suffices to show that \(G^*_i\) is a subgroup of \(G\). We need to show that (i) the identity element is contained in \(G^*_i\); (ii) for any two elements \(g_1\) and \(g_2\) in \(G^*_i\), we have \(g_1 \cdot g_2 \in G^*_i\); and (iii) for any \(g \in G^*_i\), we have \(g^{-1} \in G^*_i\). For (i), note that the trivial walk \(w = v_i\) is contained in \(W(v_i, v_i)\), and hence \(f(w) = 1 \in G^*_i\). For (ii), we first choose closed walks \(w_1\) and \(w_2\) in \(W(v_i, v_i)\) such that \(f(w_i) = g_i\), for \(i = 1, 2\). Let \(w := w_1 w_2\); then, \(w \in W(v_i, v_i)\), and hence

\[
f(w) = f(w_1) \cdot f(w_2) = g_1 \cdot g_2 \in G^*_i.
\]

It now remains to establish (iii). To proceed, note that since \(G\) is a finite group, there exists a positive integer \(m\) as the order of \(g\), such that \(g^m = 1\). In particular, \(g^{m-1} = g^{-1} = 1\).

Now, choose a \(w \in W(v_i, v_i)\) such that \(f(w) = g\), and let \(w' := w^{m-1}\). Then, \(w' \in W(v_i, v_i)\), and moreover,

\[
f(w') = f(w)^{m-1} = g^{m-1} = g^{-1} \in G^*_i.
\]

We have thus proved that \(G^*_i\) is a subgroup of \(G\).

We note here that \(G^*_i\) is in general a proper subgroup of \(G_i\). Also, two directed local groups \(G^*_i\) and \(G^*_j\) may not be related by conjugation; indeed, the orders \(|G^*_i|\) and \(|G^*_j|\) may not be the same. We provide in Corollary 2 (in Subsection II C) sufficient conditions for (i) \(G_i = G^*_i\), and (ii) \(G^*_i\) and \(G^*_j\) to be related by conjugation.

**C. On strongly connected voltage graphs**

In this subsection, we focus on the class of strongly connected voltage graphs, and establish certain relevant properties associated with it. To proceed, we first define two subsets of \(G\). First, for any two vertices \(v_i\) and \(v_j\), let \(Net(v_i, v_j)\) be defined as follows:

\[
Net(v_i, v_j) = \{ f(w) \mid w \in SW(v_i, v_j) \}.
\]

Note that if \(v_j = v_i\), then \(Net(v_i, v_j)\) is nothing but the local group \(G_i\) at \(v_i\). Recall that \(W(v_i, v_j)\) is the set of walks from \(v_i\) to \(v_j\). Now, let a subset of \(Net(v_i, v_j)\) be defined as follows:

\[
Net^*(v_i, v_j) := \{ f(w) \mid w \in W(v_i, v_j) \}.
\]

In general, \(Net^*(v_i, v_j)\) is only a proper subset of \(Net(v_i, v_j)\). However, in the case when \((\Gamma, \rho)\) is strongly connected, we establish the following result:

**Theorem 1.** Let \((\Gamma, \rho)\) be a strongly connected voltage graph. Then, for any two vertices \(v_i\) and \(v_j\),

\[
Net(v_i, v_j) = Net^*(v_i, v_j).
\]

**Proof.** Let \(w\) be a semi-walk of \(SW(v_i, v_j)\). It suffices to show that there is a walk \(w' \in W(v_i, v_j)\) such that \(f(w) = f(w')\). Suppose that \(w\) is itself a walk; then we can let \(w' = w\). We thus assume that \(w\) is not a walk. Let \(w = v_i a_1 \ldots a_{n-1} v_{n-1} v_n = v_j\). Then, there exists an index \(k = 1, \ldots, n - 1\) such that \(a_k = e_{i_k+1} e_{i_k}\). Since \(\Gamma\) is strongly connected, there is a path \(p\) from \(v_i\) to \(v_{i_k+1}\). By concatenating the path \(p\) with the edge \(a_k\), we obtain a cycle \(c = p a_k \Gamma \), with \(v_{i_k}\) the starting- and ending-vertex. Since \(G\) is a finite group, there exists a positive integer \(m\), as the order of \(f(c)\), such that \(f(c)^m = 1\).

Let \(w' := c^{m-1} p\); then, \(w'\) is a walk from \(v_{i_k}\) to \(v_{i_k+1}\). Further, let a semi-walk \(w_1\) from \(v_i\) to \(v_j\) be defined by replacing the edge \(a_k\) in \(w\) with the walk \(w'\), i.e.,

\[
w_1 := v_i a_1 \ldots a_{k-1} v_{i_k} w' v_{i_k+1} a_{k+1} \ldots a_{n-1} v_n.
\]

Then, using the fact that \(f(c)^m = f(w') \cdot \rho(a_k) = 1\), we obtain

\[
\mathcal{F}_w(a_k) = \rho(a_k)^{-1} = f(w'),
\]

and hence \(f(w) = f(w_1)\). Recall that \(L_-(w)\) is the total number of edges \(a_k\) in \(w\), with \(a_k = e_{i_k+1} e_{i_k}\). From the construction of the semi-walk \(w_1\), we have \(L_-(w_1) = L_-(w) - 1\).

Now, suppose that there exists another edge \(a_k\) in \(w\) (and hence in \(w_1\)) such that \(a_k = e_{i_k+1} e_{i_k}\); then, by the same arguments above, we can obtain a new semi-walk \(w_2 \in SW(v_i, v_{i_k})\), by replacing the edge \(a_k\) in \(w_1\) with a particularly chosen walk from \(v_{i_k}\) to \(v_{i_k+1}\), such that \(f(w_2) = f(w_1) = f(w)\) and \(L_-(w_2) = L_-(w_1) - 1 = L_-(w) - 2\). Continuing with this process, we then obtain, in finite steps, a walk \(w^*\) from \(v_i\) to \(v_j\) with \(f(w^*) = f(w)\). This completes the proof.

We state below some implications of Theorem 1. Recall that from Lemma 2 a voltage graph is structurally balanced if and only if \(f(c) = 1\) for each semi-cycle \(c\) of \(\Gamma\). Following
Theorem 1: We establish below a necessary and sufficient condition for a strongly connected voltage graph to be structurally balanced:

**Corollary 1.** Let \((\Gamma, \rho)\) be a strongly connected voltage graph. Then, \((\Gamma, \rho)\) is structurally balanced if and only if \(f(c) = 1\) for each cycle \(c\) of \(\Gamma\).

**Proof.** First, note that a cycle \(c\) of \(\Gamma\) is a closed semi-walk, and hence if \((\Gamma, \rho)\) is a structurally balanced voltage graph, then \(f(c) = 1\). We now show that the converse is also true. The proof is carried out by contradiction. Suppose that, to the contrary, there is a closed semi-walk \(w \in SW(v_i, v_i)\) such that \(f(w) \neq 1\). Then, from Theorem 1 there is a closed walk \(w^* \in W(v_i, v_i)\) such that

\[
f(w^*) = f(w) \neq 1.
\]

Let \(w_0^*, w_1^*, \ldots, w_l^*\), with \(w_0^* = w^*\), be the chain of cycle reductions of \(w^*\), and let \(c_i\), for \(i = 1, \ldots, l\), be the cycle removed from \(w_{i-1}^*\). Then, by the fact that \(f(c_i) = 1\) for all \(i = 1, \ldots, l\), we obtain

\[
f(w^*) = f(w_1^*) = \ldots = f(w_l^*) \neq 1.
\]

On the other hand, \(w_l^*\) is itself a cycle of \(\Gamma\), and hence \(f(w_l^*) = 1\), which is a contradiction. This completes the proof.

Recall that for a vertex \(v_i\) of a digraph \(\Gamma\), we have defined the directed local group at \(v_i\) as \(G_i^* := Net^*(v_i, v_i)\). We have shown in Lemma 4 that \(G_i^*\) is a subgroup of \(G_i\). We now establish the following result as another corollary to Theorem 1:

**Corollary 2.** Let \((\Gamma, \rho)\) be a weakly connected voltage graph, with \(G\) the voltage group. Let \(\{G_i^*\}_{v_i \in V}\) be the collection of directed local groups of \((\Gamma, \rho)\). Then, the following hold:

1) If \(\Gamma\) is strongly connected, then \(G_i^* = G_i\).
2) If two vertices \(v_i\) and \(v_j\) of \(\Gamma\) are mutually reachable, then \(G_i^*\) and \(G_j^*\) are related by conjugation: let \(w_{ij}\) be a walk from \(v_i\) to \(v_j\), then

\[
G_j^* = f(w_{ij})^{-1} \cdot G_i^* \cdot f(w_{ij}).
\]

**Proof.** The first part of the corollary directly follows from Theorem 1; indeed, if \(v_j = v_i\), then

\[
G_i = Net(v_i, v_i) = Net^*(v_i, v_i) = G_i^*.
\]

We now prove the second part. Since \(v_i\) and \(v_j\) are mutually reachable, there is a walk \(w_{ij}\) from \(v_j\) to \(v_i\). Let \(V'\) be the set of vertices incident to either \(w_{ij}\) or \(w_{ji}\), and let \(\Gamma' = (V', E')\) be the subgraph induced by \(V'\). Then, \(\Gamma'\) is strongly connected. From Theorem 1 there is a walk \(w'_{ij}\) of \(\Gamma'\) from \(v_j\) to \(v_i\) such that

\[
f(w'_{ji}) = f(w_{ij})^{-1} = f(w_{ij})^{j-i}.
\]

Now, for each closed walk \(w_{ij} \in W(v_i, v_i)\), we can define a closed walk \(w_{ji} \in W(v_j, v_j)\) by \(w_{ji} := w_{ij} w_{ij} w_{ij}\). This, in particular, implies that

\[
G_j^* \supseteq f(w'_{ji}) \cdot G_i^* \cdot f(w_{ij}) = f(w_{ij})^{j-i} \cdot G_i^* \cdot f(w_{ij}).
\]

Conversely, for any \(w'_{ij} \in W(v_j, v_j)\), we can define a closed walk \(w'_{ii} \in W(v_i, v_i)\) by \(w'_{ii} := w_{ij} w'_{ji} w_{ij}\), and hence

\[
G_i = f(w_{ij}) \cdot G_j^* \cdot f(w'_{ij}) = f(w_{ij}) \cdot G_j^* \cdot f(w'_{ij}).
\]

Combining (7) and (8), we establish (6).

**D. On nondegenerate voltage graphs**

Let \((\Gamma, \rho)\) be a voltage graph, with \(G\) the voltage group. If the map \(\rho\) is such that \(\rho(e_{ij}) = 1\) for each edge \(e_{ij}\) of \(\Gamma\), then \((\Gamma, \rho)\) is said to be trival. We are more interested in nontrivial voltage graphs. We introduce in this subsection a special class of nontrivial voltage graphs, termed nondegenerate voltage graphs. Roughly speaking, a nondegenerate voltage graph exhibits all the elements of the associated voltage group by going along semi-walks of the graph with a fixed starting vertex. We now define nondegenerate voltage graphs in precise term. First, recall that for any two vertices \(v_i\) and \(v_j\) of \(\Gamma\), \(SW(v_i, v_j)\) is the set of semi-walks from vertex \(v_i\) to \(v_j\), and \(Net(v_i, v_j)\) is a subset of \(G\) defined as follows:

\[
Net(v_i, v_j) := \{f(w) \mid w \in SW(v_i, v_j)\}.
\]

Now, we define

\[
SW(v_i, V) := \bigcup_{v_j \in V} SW(v_i, v_j).
\]

In other words, \(SW(v_i, V)\) is the set of semi-walks of \(\Gamma\) with \(v_i\) the starting-vertex. Let

\[
Net(v_i, V) := \{f(w) \mid w \in SW(v_i, V)\} = \bigcup_{v_j \in V} Net(v_i, v_j).
\]

We then have the following definition:

**Definition 6** (Nondegenerate voltage graphs). Let \((\Gamma, \rho)\) be a weakly connected voltage graph, with \(G\) the voltage group. Then, \((\Gamma, \rho)\) is nondegenerate if there exists a vertex \(v_i \in V\) such that \(Net(v_i, V) = G\).

Note that the definition above does not depend on a particular choice of a vertex \(v_i\); indeed, we have the following fact:

**Lemma 5.** Let \((\Gamma, \rho)\) be a weakly connected voltage graph. Then, for any two vertices \(v_i\) and \(v_j\) of \(\Gamma\), we have \([Net(v_i, V)] = [Net(v_j, V)]\).

**Proof.** We first show that \([Net(v_j, V)] \geq [Net(v_i, V)]\), and then show that \([Net(v_j, V)] \leq [Net(v_i, V)]\). Since \(\Gamma\) is weakly connected, there is a semi-walk \(w\) from \(v_j\) to \(v_i\). Hence, for any semi-walk \(w_i\) in \(SW(v_i, V)\), we derive a semi-walk \(w_j\) in \(SW(v_j, V)\) by concatenating \(w\) and \(w_i\), i.e., \(w_j := w w_i\). This, in particular, implies that

\[
Net(v_j, V) \supseteq f(w) \cdot Net(v_i, V),
\]

and hence \([Net(v_j, V)] \geq [Net(v_i, V)]\). Applying the same arguments, we obtain

\[
Net(v_i, V) \supseteq f(w^{-1}) \cdot Net(v_j, V),
\]

and hence \([Net(v_i, V)] \geq [Net(v_j, V)]\). This completes the proof.
We describe below a necessary and sufficient condition for a voltage graph to be nondegenerate. First, recall that given a group element \( g \) of \( G \) and a subgroup \( H \), the right-coset of \( H \) with respect to \( g \) is given by \( H \cdot g \). We establish the following result:

**Theorem 2.** Let \( (\Gamma, \rho) \) be a voltage graph, with \( G \) the voltage group. Then, the following properties hold:

1. Let \( v_i \) and \( v_j \) be two vertices of \( \Gamma \), and \( w \) be a semi-walk from \( v_i \) to \( v_j \). Then,
   \[
   \Net(v_i, v_j) = G_i \cdot f(w).
   \] (9)

   In particular, \( |G_i| \) divides \( |\Net(v_i, V)| \).

2. Fix a vertex \( v_i \); then, \( (\Gamma, \rho) \) is nondegenerate if and only if for any \( g \in G \), there exists a vertex \( v_j \) such that \( \Net(v_i, v_j) = G_i \cdot g \).

**Proof.** We prove part 1 of the proposition by establishing the following two inequalities: \( \Net(v_i, v_j) \supseteq G_i \cdot f(w) \) and \( \Net(v_i, v_j) \subseteq G_i \cdot f(w) \). To establish the first inequality, let \( g \in G_i \cdot f(w) \); then, \( g = f(w') \cdot f(w) \) for \( w' \) a closed semi-walk in \( \Net(v_i, v_j) \). Since the concatenation \( w'w \) is a semi-walk from \( v_i \) to \( v_j \), we have
   \[
   g = f(w') \cdot f(w) = f(w'w) \in \Net(v_i, v_j).
   \]

To establish the second inequality, let \( g \in \Net(v_i, v_j) \), and \( w_g \) be a semi-walk from \( v_i \) to \( v_j \) such that \( f(w_g) = g \). Let \( w' = w_g w^{-1} \); then, \( w' \) is a closed semi-walk in \( \Net(v_i, v_j) \), and hence
   \[
   g = f(w_g w^{-1}) \cdot f(w) \in G_i \cdot f(w).
   \]

We have thus established (9). Then, using the fact that two right-cosets \( G_i \cdot g \) and \( G_i \cdot g' \) are either identical or disjoint, we have that \( |G_i| \) divides \( |\Net(v_i, V)| \).

The second part then directly follows from the first part; indeed, from (9), we obtain the following relation:
   \[
   \{\Net(v_i, v_j) \mid v_j \in V \} \subseteq G_i \backslash G, \quad (10)
   \]

where we recall that \( G_i \backslash G \) is the collection of right-cosets of \( G_i \). Since the right-cosets of \( G_i \) form a partition of \( G \), we conclude that \( (\Gamma, \rho) \) is nondegenerate if and only if the equality holds in (10).

In the remainder of the subsection, we focus on voltage graphs that are both structurally balanced and nondegenerate. In particular, we investigate the following question: given a weakly connected digraph \( \Gamma \) and a finite group \( G \), does there exist a map \( \rho : E \to G \) such that \( (\Gamma, \rho) \) is both structurally balanced and nondegenerate? We provide a complete answer to this question in the following theorem:

**Theorem 2.** Let \( (\Gamma, \rho) \) be a weakly connected voltage graph, with \( G \) the voltage group. Then, there exists a map \( \rho : E \to G \) such that \( (\Gamma, \rho) \) is structurally balanced and nondegenerate if and only if \( |V| \geq |G| \).

**Proof.** We first show that if \( |V| < |G| \), then there does not exist a map \( \rho : E \to G \) such that \( (\Gamma, \rho) \) is structurally balanced and nondegenerate. Suppose that, to the contrary, there exists such a map \( \rho \); then, for any vertex \( v_i \), there exists a vertex \( v_j \), together with two semi-walks \( w_1 \) and \( w_2 \) from \( v_i \) to \( v_j \), such that \( f(w_1) \neq f(w_2) \). This holds because otherwise, \( |\Net(v_i, V)| \leq |V| < |G| \), and hence \( (\Gamma, \rho) \) is degenerate. By concatenating \( w_1 \) with \( w_2^{-1} \), we obtain a closed semi-walk \( w := w_1 w_2^{-1} \), with \( v_i \) the starting- and ending-vertex, and moreover,
   \[
   f(w) = f(w_1) \cdot f(w_2^{-1}) \neq 1.
   \]

Hence, \( (\Gamma, \rho) \) is structurally unbalanced, which is a contradiction.

We now show that if \( |V| \geq |G| \), then there is a map \( \rho : E \to G \) such that the voltage graph \( (\Gamma, \rho) \) is structurally balanced and nondegenerate. Since \( |V| \geq |G| \), there is a surjective map \( \eta : V \to G \). Fix any such map \( \eta \), and let \( \rho : E \to G \) be defined as follows: for any edge \( e_{ij} \) of \( \Gamma \), let
   \[
   \rho(e_{ij}) := \eta(v_i)^{-1} \cdot \eta(v_j).
   \] (11)

We now show that the voltage graph \( (\Gamma, \rho) \), with the map \( \rho \) defined above, is structurally balanced and nondegenerate. First, note that by the construction of the map \( \rho \), the net voltage satisfies the following condition: let \( w \) be a semi-walk from \( v_i \) to \( v_j \), then
   \[
   f(w) = \eta(v_i)^{-1} \cdot \eta(v_j).
   \] (12)

Hence, for any closed semi-walk \( w \), we have \( f(w) = 1 \), which implies that \( (\Gamma, \rho) \) is structurally balanced. We next show that \( (\Gamma, \rho) \) is nondegenerate. Since \( \eta : V \to G \) is surjective, there is a vertex \( v_i \) such that \( \eta(v_i) = 1 \). Then, from (12), we conclude that if \( w \) is a semi-walk from \( v_i \) to \( v_j \), then \( f(w) = \eta(v_j) \). In other words,
   \[
   \Net(v_i, V) = \{\eta(v_j) \mid v_j \in V\} = G,
   \]

which implies that \( (\Gamma, \rho) \) is nondegenerate.

The proof of Theorem 2 further implies the following: first, recall that for a pair of positive integers \((n, k)\), with \( n \geq k \), a Stirling number of the second kind, denoted by \( S(n, k) \), is given by
   \[
   S(n, k) := \frac{1}{k!} \sum_{i=0}^{k} (-1)^{k-i} \binom{k}{i} i^n,
   \]

which can be viewed as the number of ways to partition a set of \( n \) objects into \( k \) non-empty subsets; with the number \( S(n, k) \) at hand, we establish the following result as a corollary to Theorem 2.

**Corollary 3.** Let \( \Gamma = (V, E) \) be a weakly connected, and \( G \) be a finite group. Suppose that \( |V| \geq |G| \); then, there are as many as \( S(|V|, |G|)(|G|! - 1)! \) different maps \( \rho : E \to G \) such that the voltage graph \( (\Gamma, \rho) \) is nondegenerate.

**Proof.** First, note that from the proof of Theorem 2, if the map \( \eta : V \to G \) is surjective, then the resulting map \( \rho \), defined by (11), yields a structurally balanced and nondegenerate voltage graph \( (\Gamma, \rho) \). Conversely, each structurally balanced and nondegenerate voltage graph \( (\Gamma, \rho) \) can be constructed in this way. To see this, we first fix a vertex \( v_1 \) of \( \Gamma \), and let \( \eta(v_1) = 1 \); then, for any vertex \( v_i \) of \( \Gamma \), we choose a semi-walk \( w \) from \( v_i \) to \( v_i \), and set \( \eta(v_i) := f(w) \). Note that the
The definition of $\eta(v_i)$ does not depend on a particular choice of the semi-walk $w$ because $(\Gamma, \rho)$ is structurally balanced.

The arguments above then imply the following fact: let $N_1$ be the number of maps $\rho : E \rightarrow G$ such that $(\Gamma, \rho)$ is structurally balanced and nondegenerate, and $N_2$ be the number of maps $\eta : V \rightarrow G$ that are surjective; then, $N_1 = N_2/|G|$. To see this, note that $N_1$ is exactly the number of surjective maps $\eta : V \rightarrow G$ with $\eta(v_1) = 1$, which is then given by $N_2/|G|$.

It now suffices to compute $N_2$. To proceed, note that a surjective map $\eta$ can be constructed in two steps: first, we partition the vertex set $V$ into $|G|$ non-empty subsets $V_1, \ldots, V_{|G|}$; then, we assign a group element $g_i$ to the vertices of $V_i$, and the assignment is such that $g_1, \ldots, g_{|G|}$ are pairwise distinct. It then follows that $N_2 = S(|V|, |G|)|G|!$, and hence $N_1 = S(|V|, |G|)(|G| − 1)!$.

III. Derived Graphs and Root-Connectivity of Their Connected Components

In this section, we introduce an important object associated with a voltage graph, namely the derived graph. To proceed, we first recall the notion of a covering graph. Let $\Gamma = (V, E)$ and $\Gamma' = (V', E')$ be two arbitrary digraphs, and let $\pi : V' \rightarrow V$ be a surjective map. Then, we say that $\Gamma'$ is a covering graph of $\Gamma$ (correspondingly, $\pi$ is a covering map) if for each vertex $v' \in \pi^{-1}(v)$, the numbers of in- and out-neighbors of $v'$ in $\Gamma'$ are the same as those of $v$ in $\Gamma$. In other words, the local structure of $\Gamma'$ at $v'$ is identical with the local structure of $\Gamma$ at $v$. The derived graph of $(\Gamma, \rho)$ is then a particular covering graph of $\Gamma$. Precisely, we have the following definition:

Definition 7 (Derived graph). Let $(\Gamma, \rho)$ be a voltage graph, with $G$ the voltage group. The derived graph $\Gamma' = (V', E')$ of $(\Gamma, \rho)$ is a covering graph of $\Gamma$ with $|G||V|$ vertices and $|G||E|$ edges. Specifically, we have the following:

1) The vertex set of $\Gamma'$ is $V' = \{[g, v_i] \mid g \in G, v_i \in V\}$.
2) The edge set of $\Gamma'$ is determined by the following condition: $[g, v_i] \rightarrow [g', v_j]$ is an edge of $\Gamma'$ if and only if $e_{ij}$ is an edge of $\Gamma$ and $g_i \cdot \rho(e_{ij}) = g_j$.

Note that a derived graph $\Gamma'$ is indeed a covering graph of $\Gamma$. To see this, let the projection map $\pi : V' \rightarrow V$ be defined as follows:

$$\pi : [g, v_i] \mapsto v_i. \quad (13)$$

Then, for each vertex $v_i \in V$, the pre-image $\pi^{-1}(v_i)$ is given by $\pi^{-1}(v_i) = G \times \{v_i\}$. Moreover, the in- and out-neighbors of each vertex $[g, v_i] \in \pi^{-1}(v_i)$ are given by

$$\mathcal{N}^{\times}([g, v_i]) = \{[g \cdot \rho(e_{ij}), v_j] \mid e_{ij} \in E\}$$

$$\mathcal{N}^{-}([g, v_i]) = \{[g \cdot \rho(e_{kj})^{-1}, v_k] \mid e_{kj} \in E\},$$

and hence the numbers of in- and out-neighbors of $[g, v_i]$ are the same as those of $v_i$ in $\Gamma$.

A. On connected components of a derived graph

Let $(\Gamma, \rho)$ be a voltage graph, with $G$ the voltage group, and $\Gamma'$ be the associated derived graph. In general, $\Gamma'$ is not connected; indeed, we will see soon that $\Gamma'$ is (weakly) connected if and only if the local groups $\{G_i\}_{v_i \in V}$ of $(\Gamma, \rho)$ are such that $G_i = G$ for all $v_i \in V$. Suppose that $\Gamma'$ is not connected; then, it must be comprised of multiple weakly connected subgraphs. We call each connected subgraph a connected component of $\Gamma'$. In this subsection, we describe certain relevant properties associated with the connected components of a derived graph.

To proceed, we first recall that for a group element $g \in G$, the left-coset of $G_i$ with respect to $g$ is given by $g \cdot G_i$. We start with the following fact:

Lemma 6. Let $[g, v_i]$ and $[g', v_j]$ be two vertices of the derived graph $\Gamma$. Then, the following hold:

1) There is a semi-walk (resp. walk) from $[g, v_i]$ to $[g', v_j]$ if and only if there is a semi-walk (resp. walk) $w$ of $\Gamma$ from $v_i$ to $v_j$ such that $g' = g \cdot f(w)$.
2) If $v_j = v_i$, then $[g, v_i]$ and $[g', v_i]$ belong to the same connected component if and only if $g$ and $g'$ belong to the same left-coset of $G_i$.

Proof. The first part of the lemma directly follows from Definition[7] For the second part, first note that $[g, v_i]$ and $[g', v_j]$ belong to the same component if and only if $g = g' \cdot f(w)$ for $w$ a closed semi-walk in $SW(v_i, v_j)$. Since $f(w) \in G_i$, we thus conclude that $g$ and $g'$ belong to the same left-coset of $G_i$.

For the remainder of the subsection, we fix a vertex $v_1$ of $\Gamma$, and let $G_1$ be the local group at $v_1$. Let $k$ be the index of $G_1$ in $G$, and let $g_1, \ldots, g_k \in G$ be chosen such that the left-cosets $g_1 \cdot G_1, \ldots, g_k \cdot G_1$ partition the group $G$. From the second part of Lemma[9] $[g_i, v_1]$ and $[g_j, v_1]$, for $i \neq j$, belong to two different connected components of $\Gamma'$. In other words, there are at least $k$ connected components of $\Gamma'$ (we will see that the number $k$ is actually exact). To proceed, recall that two digraphs $\Gamma = (V, E)$ and $\Gamma' = (V', E')$ are said to be isomorphic if there is a bijection $\sigma : V \rightarrow V'$, termed a graph isomorphism, such that for any two vertices $v_i$ and $v_j$ of $\Gamma$, $v_i \rightarrow v_j$ is an edge of $\Gamma$ if and only if $\sigma(v_i) \rightarrow \sigma(v_j)$ is an edge of $\Gamma'$. We now establish the following result:

Proposition 2. Let $(\Gamma, \rho)$ be a weakly connected voltage graph, with $G$ the voltage group. Let $G_1$ be the local group at vertex $v_1$, and $k := |G|/|G_1|$ the index of $G_1$ in $G$. Let $g_1, \ldots, g_k$ be chosen such that $G = \bigcup_{i=1}^{k} (g_i \cdot G_1)$. Then, the following hold for the connected components of the associated derived graph $\Gamma'$:

1) There are $k$ connected components of $\Gamma'$, labelled as $\Gamma_1 = (V_1, E_1), \ldots, \Gamma_k = (V_k, E_k)$. Any two connected components are isomorphic: without loss of generality, let $[g_i, v_i] \in V_i$, for all $i = 1, \ldots, k$, then, the map

$$\sigma_{ij} : [g, v] \mapsto [g_j \cdot g_i^{-1} \cdot g, v],$$

when restricted to $V_i$ is a graph isomorphism between $\Gamma_i$ and $\Gamma_j$.

2) If $(\Gamma, \rho)$ is structurally balanced, then each connected component is isomorphic to $\Gamma$. The projection map

$$\pi_i : [g, v] \mapsto v,$$

when restricted to $V_i$ is a graph isomorphism between $\Gamma_i$ and $\Gamma$. 

Theorem 3. Let $(\Gamma, \rho)$ be a rooted voltage graph, with $G$ the voltage group. Let $\{G_i\}_{v \in V}$ (resp. $\{G_i^r\}_{v \in V}$) be the local groups (resp. directed local groups) of $(\Gamma, \rho)$. Let $\overline{\Gamma}$ be the derived graph of $(\Gamma, \rho)$. Then, the connected components of $\overline{\Gamma}$ are rooted if and only if $G_i = G_i^r$ for some (and hence any) root $v_i$ of $\Gamma$.

Proof. We first prove part 1 of the proposition. From the second part of Lemma 6, there exist at least $k$ connected components of $\overline{\Gamma}$. To show that $k$ is exact, it suffices to show that for any vertex $[g, v]$ of $\overline{\Gamma}$, there is a semi-walk from $[g, v]$ to $[g', v_1]$ for some $g' \in G$. Let $w$ be a semi-walk of $\Gamma$ from $v_i$ to $v_j$; then, from the first part of Lemma 6, there is a semi-walk from $[g, v]$ to $[g \cdot f(w), v_1]$.

We next show that $\overline{\Gamma}_i = (V_i, E_i)$ and $\overline{\Gamma}_j = (V_j, E_j)$ are isomorphic, with $\sigma_{ij} : V_i \to V_j$ a graph isomorphism. First, note that $\sigma_{ij}$ is indeed a bijection between $\overline{\Gamma}_i$ and $\overline{\Gamma}_j$. To see this, let $[g, v] \in \overline{\Gamma}_i$, and we show that $[g', g_1^{-1} \cdot g \cdot v] \in \overline{\Gamma}_j$. Since $[g, v_1] \in \overline{\Gamma}_i$, from the first part of Lemma 6, there is a semi-walk from $v_1$ to $v$ such that $f(w) = g_1^{-1} \cdot g$, which in turn implies that there is a semi-walk from $[g_j, v_1]$ to $[g_j \cdot f(w), v] \in \overline{\Gamma}_j$.

It then follows that $\sigma_{ij}$ is a graph isomorphism: let $[g, v_a] \to [g \cdot \rho(e_{ab}), v_b]$ be an edge of $\overline{\Gamma}_i$; then,

$$[g_j \cdot g_i^{-1} \cdot g \cdot v_a] \to [g_j \cdot g_i^{-1} \cdot g \cdot \rho(e_{ab}), v_b]$$

is an edge of $\overline{\Gamma}_j$, and vice versa. We have thus established the first part of the proposition.

To establish the second part, first note that in the case $(\Gamma, \rho)$ is structurally balanced, we have $|G| = 1$, and hence there are $|G|$ connected components of $\overline{\Gamma}$, each of which has $|V|$ vertices and $|E|$ edges. In particular, the projection map $\pi_i$ is a bijection between $V_i$ and $V$. Now, let $[g, v_a]$ be a vertex of $\overline{\Gamma}_i$, and $[g', v_b] \to [g'', v_b]$ be an edge of $\overline{\Gamma}_i$; then, it should be clear that $e_{ab}$ is an edge of $\Lambda$, and moreover, $g'' = g' \cdot \rho(e_{ab})$. Conversely, if $e_{ab}$ is an edge of $\Lambda$, then by the fact that $(\Gamma, \rho)$ is structurally balanced, we have $\rho(e_{ab}) = \rho(e_{ab})$. This completes the proof.

Theorem 4. Let $(\Gamma, \rho)$ be a strongly connected graph. Then, each connected component $\overline{\Gamma}_i$, for $i = 1, \ldots, k$, of $\overline{\Gamma}$ is strongly connected.

Proof. Let $[g', v_1]$ and $[g''', v_3]$ be two vertices of $\overline{\Gamma}_i$. It suffices to show that there is a walk of $\overline{\Gamma}_i$ from $[g', v_1]$ to $[g''', v_3]$. From the first part of Lemma 6, there is a semi-walk from $v_1$ to $v_3$ such that $f(w) = g'' \cdot f(w)$, and hence $g'' = g' \cdot f(w)$. Appealing again to the first part of Lemma 6, we conclude that there is a walk of $\overline{\Gamma}_i$ from $[g', v_1]$ to $[g''', v_3]$.

We now focus on the case where the voltage graph $(\Gamma, \rho)$ is only rooted. Denote by $V_r$ the set of roots of $\Gamma$. Let $(\Gamma_r, \rho_r)$ be the voltage graph induced by $V_r$ — the digraph $\overline{\Gamma}$, is a subgraph of $\overline{\Gamma}$ induced by $V_r$ and the map $\rho_r$ is derived by restricting $\rho$ to $V_r$. Let $\overline{\Lambda}_r$ (resp. $\overline{\Lambda}_r$) be the set of semi-walks (resp. walks) of $\Gamma_r$. Similarly, for vertices $v_i$ and $v_j$ of $\Gamma_r$, let $\overline{\Lambda}_r(v_i, v_j)$ (resp. $\overline{\Lambda}_r(v_i, v_j)$) be the set of semi-walks (resp. walks) from $v_i$ to $v_j$. We state below some facts about the voltage graph $(\Gamma_r, \rho_r)$. First, let a subset of $\overline{\Gamma}$ be defined as follows:

$$\overline{\Lambda}_r := \pi^{-1}(V_r) = \{[g, v] \mid g \in G, v \in V_r\}.$$

Let $\overline{\Gamma}_r = (\overline{\Lambda}_r, \overline{E}_r)$ be the subgraph of $\overline{\Gamma}$ induced by $\overline{\Lambda}_r$. It then directly follows from Definition 7 that $\overline{\Gamma}_r$ is the derived graph of $(\Gamma_r, \rho_r)$. We further establish the following result:

Lemma 7. The local groups of $(\Gamma_r, \rho_r)$ are $\{G_i^r\}_{v \in V_r}$.

Proof. Let $v_i$ be a root of $\Gamma$; we first show that

$$W(v_i, v_i) = W_r(v_i, v_i).$$

It suffices to show that each closed-walk $w$ in $W(v_i, v_i)$ is indeed in $W_r(v_i, v_i)$. This holds because (i) the starting vertex of $w$ is $v_i$, which is a root, and (ii) an out-neighbor of a root is also a root. Thus, all the vertices in $w$ are roots of $\Gamma$, which implies that $w \in W_r(v_i, v_i)$.

On the other hand, $(\Gamma_r, \rho_r)$ is strongly connected. We thus appeal to Theorem 1 and obtain

$$\{f(w) \mid w \in W_r(v_i, v_i)\} = \{f(w) \mid w \in SW_r(v_i, v_i)\}.$$

Combining (15) and (16), we conclude that for all $v_i \in V_r$,

$$G_i^r = \{f(w) \mid w \in SW_r(v_i, v_i)\},$$

and hence $\{G_i^r\}_{v \in V_r}$ are the local groups of $(\Gamma_r, \rho_r)$. Let $v_i$ be a root of $\Gamma$. Since $G_i^r$ is a subgroup of $G$, we have that $|G_i^r|$ divides $|G|$. Now, let

$$k^* := |G|/|G_i^r|.$$

Since two roots $v_i$ and $v_j$ of $\Gamma_r$ are mutually reachable, from Corollary 2 $G_i^r$ and $G_j^r$ are related by conjugation. In particular, $|G_i^r| = |G_j^r|$, and hence the number $k^*$ does not
depend on a particular choice of a root \( v_j \) of \( \Gamma \). We also note that \( G_i^* \) is a subgraph of \( G_i \); since \( k = |G_i|/|G_i^*| \), we have that \( k \) divides \( k^* \), and moreover, \( k = k^* \) if and only if \( G_i^* = G_i \). For convenience, let
\[
l := k^*/k.
\]
From Proposition 2 there are \( k^* \) connected components of \( \Gamma_r \), labelled as \( \Gamma_{r,1}, \ldots, \Gamma_{r,k^*} \), any two of which are isomorphic. Furthermore, since \((\Gamma_r, \rho_r)\) is strongly connected, from Lemma 7 each \( \Gamma_{r,i} \), for \( i = 1, \ldots, k^* \), is strongly connected. On the other hand, \( \Gamma_r \) is a subgraph of \( \Gamma \) induced by \( \Gamma_r \). Since \( \Gamma \) has only \( k \) isomorphic connected components, we have the following fact:

**Lemma 9.** There exists a partition of the index set \( \{1, \ldots, k^*\} \):
\[
\{1, \ldots, k^*\} = \bigsqcup_{j=1}^k I_j,
\]
such that the following hold:
1. \( |I_j| = l \) for all \( j = 1, \ldots, k \).
2. Each \( \Gamma_{r,i} \), for \( i \in I_j \), is a subgraph of \( \Gamma_r \).

**Proof.** Without loss of generality, we assume that \( v_1 \) is a root of \( \Gamma \). Let \( G_1 \) (resp. \( G_i^* \)) be the local group (resp. directed local group) at \( v_1 \). Let \( g^*_1, \ldots, g^*_k \) be chosen such that \( G = \bigsqcup_{j=1}^k \{g^*_j, G^*_j\} \); we assume, without loss of generality, that \( g^*_1, v_1 \) is a vertex of \( \Gamma_{r,i} \), for all \( i = 1, \ldots, k^* \). It now suffices to show that for each subgraph \( \Gamma_{r,j} \), there exists a subset \( I_j \subset \{1, \ldots, k^*\} \), with \( |I_j| = l \), such that the vertices \( g^*_i, v_1 \) for \( i \in I_j \), belong to the subgraph \( \Gamma_{r,j} \). Let \( g_1, \ldots, g_b \) be chosen as in Proposition 2. We have \( G = \bigsqcup_{j=1}^k \{g^*_j, G_j\} \) and each \( g^*_j, v_1 \), for \( i = 1, \ldots, k \), is a vertex of \( \Gamma_r \). Because \( G_i^* \) is a subgraph of \( G_i \), with \( l \) the index of \( G_i^* \) in \( G_i \). So, each \( g^*_i \cdot G_i^* \), for \( i = 1, \ldots, k^* \), is a vertex of \( \Gamma_{r,i} \) for some \( j = 1, \ldots, k \). This, in particular, implies that there exists a subset \( I_j \), with \( |I_j| = l \), such that \( g^*_i \cdot G^*_i \subset g^*_j \cdot G_j \) for all \( i \in I_j \). Since
\[
g^*_i \in g^*_j \cdot G^*_j \subset g^*_j \cdot G_j,
\]
we conclude, from the second part of Lemma 6 that all vertices \( g^*_i, v_1 \), for \( i \in I_j \), belong to the same subgraph \( \Gamma_{r,j} \), which completes the proof.

Following Lemma 9 we consider below two cases about the value of the integer \( l \)

**Case I.** We assume that \( l > 1 \), and prove that \( \Gamma_{r,j} \) is not rooted. Specifically, we prove the following fact:

**Lemma 10.** Let \( \Gamma_{r,i} \) be a subgraph of \( \Gamma_r \). Let \( [g, v] \) be a vertex of \( \Gamma_{r,i} \), and \( [g', v'] \) be a vertex of \( \Gamma_r \). Then, there is a walk from \( [g, v] \) to \( [g', v'] \) if and only if \( [g', v'] \) is a vertex of \( \Gamma_{r,i} \).

**Proof.** Since \( \Gamma_{r,i} \) is strongly connected, if \( [g', v'] \) is a vertex of \( \Gamma_{r,i} \), then there is a walk from \( [g, v] \) to \( [g', v'] \). We now show that if \( [g', v'] \) is not a vertex of \( \Gamma_{r,i} \), then there does not exist a walk from \( [g, v] \) to \( [g', v'] \). The proof is carried out by contradiction: we assume, to the contrary, that such walk from \( [g, v] \) to \( [g', v'] \) exists. Then, from the first part of Lemma 6 there is a walk \( w \) of \( \Gamma \) from \( v \) to \( v' \), with \( g' = g \cdot f(w) \). Since \( [g, v] \) is a vertex of \( \Gamma_{r,i} \), and hence of \( \Gamma_r \), \( v \) is a root of \( \Gamma \). So, the existence of the walk \( w \) implies that \( v' \) is also a root of \( \Gamma \), and hence \( [g', v'] \) is a vertex of \( \Gamma_r \). Furthermore, the two vertices \( [g, v] \) and \( [g', v'] \) have to be in the same connected component of \( \Gamma_r \), and hence \( [g', v'] \) is a vertex of \( \Gamma_{r,i} \), which is a contradiction. This completes the proof.

**Lemma 10** then implies the following fact: if \( \Gamma_{r,j} \) is rooted, then the root set of \( \Gamma_{r,j} \) has to be the vertex set of \( \Gamma_{r,i} \). Hence, if \( l = |I_j| > 1 \), then \( \Gamma_{r,j} \) cannot be rooted because otherwise, the root set of \( \Gamma_{r,j} \) has to coincide with the vertex set of each \( \Gamma_{r,i} \), for \( i \in I_j \), which is a contradiction. We have thus proved that if \( G_i^* \) is a proper subgraph of \( G_i \) for some (and hence all) \( v \), \( v \in V_r \), then each connected component of \( \Gamma_r \) is only weakly connected, but not rooted.

**Case II.** We now assume that \( l = 1 \), and prove that \( \Gamma_{r,j} \) is rooted. In this case, \( k^* = k \), and hence \( \Gamma_{r,j} \) is a singleton, we can assume, without loss of generality, that each \( \Gamma_{r,i} = \{v_{r,i}, \Gamma_{r,i}\} \), for \( i = 1, \ldots, k \), is a subgraph of \( \Gamma_r \). We establish the following fact:

**Lemma 11.** If \( l = 1 \), then each \( \Gamma_{r,j} \), for \( j = 1, \ldots, k \), is a rooted graph, with \( \Gamma_{r,i} \) the root set.

**Proof.** From Lemma 10 it suffices to show that for each vertex \( [g, v] \) of \( \Gamma_{r,j} \), there is a walk of \( \Gamma_{r,j} \) from \( [g, v] \) to a vertex of \( \Gamma_{r,i} \). Let \( v \) be a root of \( \Gamma_r \), and \( w \) be a walk from \( v \) to \( v_r \). Then, from the first part of Lemma 6 there is a walk of \( \Gamma_{r,j} \) from \( [g, v] \) to \( [g \cdot f(w), v] \), which is a vertex of both \( \Gamma_{r,j} \) and \( \Gamma_r \). Using the fact that \( \Gamma_{r,j} \) is the only connected component of \( \Gamma_r \) that is contained in \( \Gamma_r \), we conclude that \( [g \cdot f(w), v] \) is a vertex of \( \Gamma_{r,j} \). This completes the proof.

Combining the results derived in the two cases above, we establish Theorem 3.

**IV. THE G-CLUSTERING DYNAMICS**

**A. Exponential convergence and the adapted partition**

In this section, we investigate the class of G-clustering dynamics, for \( G \) a point group, and establish relevant properties associated with it. Let \( (\Gamma, \rho) \) be a \( G \)-voltage graph, and let
\[
\theta_{ij} := \rho(\epsilon_{ij}), \quad \forall \epsilon_{ij} \in E.
\]
We recall that a \( G \)-clustering dynamics of a configuration \( \rho = (x_1, \ldots, x_N) \) is described by the following equation:
\[
\dot{x}_i = \sum_{v_j \in N^*(v_i)} a_{ij} (\theta_{ij} x_j - x_i), \quad \forall i = 1, \ldots, N,
\]
where the \( a_{ij} \)'s are positive constants. We first establish the following theorem:

**Theorem 4.** Let \( (\Gamma, \rho) \) be a rooted voltage graph, with the voltage group \( G \) a point group in dimension \( k \). Let \( \{G_i\}_{i \in V} \) (resp. \( \{G_i^*\}_{i \in V} \) be the local groups (resp. directed local groups) of \( (\Gamma, \rho) \). Suppose that \( G_i = G_i^* \) for some (and hence any) root \( v \), of \( \Gamma \); then, for any initial condition \( \rho(0) \in P \), the trajectory \( \rho(t) \), generated by system 11, converges exponentially fast to a configuration \( \rho^* = (x_1^*, \ldots, x_N^*) \) which satisfies the following two properties:
1) For each $e_{ij} \in E$, we have $x_i^* = \theta_{ij} x_j^*$. In particular, $\|x_1^*\| = \ldots = \|x_N^*\|$.  
2) For each $v_i \in V$, we have $\theta x_i^* = x_i^*$ for all $\theta \in G_i$. 

**Remark 1.** Note that if $(\Gamma, \rho)$ is strongly connected, then from Theorem 3 we have that $G_i = G_i^*$ for all $v_i \in V$. Hence, if the $x_i$’s are scalars and $G = \{1, -1\}$ (and hence $(\Gamma, \rho)$ is a signed graph), then Theorem 4 implies the following fact (Theorem 1 in [3]):

1) If the signed graph $(\Gamma, \rho)$ is structurally balanced, then for any initial condition $p(0) \in P$, the trajectory $p(t)$, generated by system (1), converges exponentially fast to a configuration 

$$p^* = (x_1^*, \ldots, x_N^*) \in P$$

with $|x_1^*| = \ldots = |x_N^*|$. 
2) If the signed graph $(\Gamma, \rho)$ is structurally unbalanced, then for any initial condition $p(0) \in P$, the trajectory $p(t)$, generated by system (1), converges exponentially fast to $0 \in P$. 

The first part directly follows from item 1 of Theorem 4. For the second part, since $(\Gamma, \rho)$ is structurally unbalanced, $G_i = G = \{1, -1\}$ for some (and hence any) $v_i \in V$. So, from item 2 of Theorem 4 we have $x_i^* = -x_i^*$, which implies that $x_i^* = 0$ for all $v_i \in V$. 

**Proof of Theorem 4** The proof relies on the construction of an augmented consensus process: First, note that for a pair $(\theta, v_i)$ in $G \times V$, the dynamics of $\theta x_i$ is given by 

$$\dot{x}_i = \sum_{v_j \in N^-(v_i)} a_{ij} (\theta x_j - \theta x_i).$$

Hence, if we let $y_{[\theta, v_i]} := \theta x_i$, then, from Definition 7 the dynamics of $y_{[\theta, v_i]}$, for $[\theta, v_i] \in G \times V$, are given by 

$$\dot{y}_{[\theta, v_i]} = \sum_{[\theta', v_j]} a_{ij} (y_{[\theta', v_j]} - y_{[\theta, v_i]}),$$

where the summation is over all out-neighbors of $[\theta, v_i]$. We thus recognize that system (17) is a standard consensus process, with the derived graph $\bar{\Gamma} = (\bar{V}, \bar{E})$ of $(\Gamma, \rho)$ being the underlying network topology.

Let $k$ be the index of $G_i$ in $G$. Label the connected components of $\bar{\Gamma}$ as $\bar{\Gamma}_j = (\bar{V}_j, \bar{E}_j)$, for $j = 1, \ldots, k$. Since $G_i = G_i^*$ for any root $v_i$ of $\Gamma$, we know from part 3 of Theorem 3 that each $\bar{\Gamma}_j$, for $j = 1, \ldots, k$, is rooted. Thus, given the initial conditions $y_{[\theta, v_i]}(0)$, for $[\theta, v_i] \in \bar{V}$, it is known from (12) that for each connected component $\bar{\Gamma}_j$ there exists a point $y_j^* \in \mathbb{R}^k$ such that along the evolution of the dynamics (17), we have 

$$\lim_{t \to \infty} y_{[\theta, v_i]}(t) = y_j^*, \quad \forall [\theta, v_i] \in \bar{\Gamma}_j, \quad (18)$$

and the convergence is exponentially fast. The convergence of the $y$-system (17) implies the convergence of the $x$-system (1). Indeed, choose a vertex $v_i$ of $\Gamma$; without loss of generality, we assume that $[I, v_i]$, for the identity matrix in $O(k)$, is a vertex of $\Gamma_1$. Then, from the definition of $y_{[I, v_i]}$, 

$$\lim_{t \to \infty} y_{[I, v_i]}(t) = \lim_{t \to \infty} x_i(t) = y_i^*.$$

We next show that $x_i^* = \theta_{ij} x_j^*$ for any edge $e_{ij}$ of $\Gamma$. First, note that from Definition 7 each $[\theta_{ij}, v_j]$, for $v_j \in N^-(v_i)$, is an out-neighbor of $[I, v_i]$. Thus, from (13), we obtain 

$$\lim_{t \to \infty} y_{[I, v_i]}(t) = \lim_{t \to \infty} y_{[\theta_{ij}, v_j]}(t),$$

which implies that $x_i^* = \theta_{ij} x_j^*$. It thus follows that $\|x_1^*\| = \|x_2^*\|$ for any edge $e_{ij}$ of $\Gamma$. Using the fact that $\Gamma$ is connected, we obtain $\|x_1^*\| = \ldots = \|x_N^*\|$. 

It remains to show that for each vertex $v_i \in V$, we have $\theta x_i^* = x_i^*$ for all $\theta \in G_i$. Because of (18), it suffices to show that the two vertices $[I, v_i]$ and $[\theta, v_i]$ of $\bar{\Gamma}$ belong to the same connected component. This holds because first, by the definition of a local group, there exists a closed semi-walk $w \in SW(v_i, v_i)$ such that $f(w) = \theta$; then, from the first part of Lemma 6 there is a semi-walk from $[I, v_i]$ to $[\theta, v_i]$ in $\bar{\Gamma}$. This completes the proof. 

**Remark 2.** We note here that this “lifting approach” by lifting a $G$-clustering dynamics to the corresponding $y$-system (17) was first proposed by Hendrickx in [18] for studying the Altanin’s model, with $(\Gamma, \rho)$ a strongly connected signed graph. The proof of Theorem 4 thus generalizes this method so that the “lifting approach” can be now applied to a $G$-clustering dynamics, with the corresponding $G$-voltage graph $(\Gamma, \rho)$ satisfying the assumptions of Theorem 4.

With Theorem 4 at hand, we formalize below in a corollary the following fact: along the evolution of dynamics (1), the $N$ agents are partitioned into multiple clusters, with each cluster of agents converging to the same point in $\mathbb{R}^k$. We first have the following definition:

**Definition 8 (Adapted partition).** Let $(\Gamma, \rho)$ be a weakly connected voltage graph, with $V$ the vertex set of $\Gamma$. A partition $V = \bigsqcup_{i=1}^m V_i$ is a $(\Gamma, \rho)$-adapted partition if it is defined as follows: two vertices $v_i$ and $v_j$ belong to the same subset if there is a semi-walk $w$ of $\Gamma$ from $v_i$ to $v_j$ such that $f(w) = 1$. Note that a $(\Gamma, \rho)$-adapted partition of $V$ is unique; indeed, the defining condition above establishes an equivalence relation on the set of vertices $V$.

Recall that for two vertices $v_i$ and $v_j$, $Net(v_i, v_j)$ is a subset of $G$ given by $Net(v_i, v_j) = \{f(w) \mid w \in SW(v_i, v_j)\}$. Also, recall that $Net(v_i, V) = \bigcup_{v_j \in V} Net(v_i, v_j)$. We have shown in Proposition 1 that $Net(v_i, v_j) = G_i \cdot f(w)$ for $w$ a semi-walk from $v_i$ to $v_j$, and hence $|G_i|$ divides $|Net(v_i, V)|$. We further recall that a voltage graph $(\Gamma, \rho)$ is said to be nondegenerate if $Net(v_i, V) = G$. We now establish the following result as a corollary to Theorem 4.

**Corollary 4.** Let $(\Gamma, \rho)$ be a rooted voltage graph that satisfies the assumptions of Theorem 4. Let $V$ be the set of vertices of $\Gamma$, and $V = \bigsqcup_{i=1}^m V_i$ be the $(\Gamma, \rho)$-adapted partition, with $m$ the number subsets of the partition. Then, the following hold:

1) Fix a vertex $v_i$ of $\Gamma$; then, two vertices $v_j$ and $v_k$ belong to the same subset $V_l$, for some $l = 1, \ldots, m$, if and only if $Net(v_i, v_j) = Net(v_i, v_k)$. 

The proof of Corollary 4 relies on the convergence properties of the dynamics (17), along the lines of Remark 2. Specifically, the convergence of $y_{[\theta, v_i]}(t)$ to $y_j^*$ (18) implies that $x_j^* = \theta_{ij} x_i^*$ for any edge $e_{ij}$ of $\Gamma$. Therefore, the $y$-system (17) and hence the $x$-system (1) converge to the same point $y_j^* = x_j^*$ for all $v_j \in V_l$. This establishes the adaptation of agents to the same point in $\mathbb{R}^k$.
In particular, we have

\[ m = \|\text{Net}(v_i, V)/|G_i| \leq |G|/|G_i|, \]

and the equality holds if and only if \((\Gamma, \rho)\) is nondegenerate.

2) Let \(p(t)\) be a trajectory generated by system (I) that converges to \(p^∗ = (x_1^∗, \ldots, x_N^∗)\). Then, \(x_i^∗ = x_j^∗\) if \(v_i\) and \(v_j\) belong to the same subset \(V_l\) for some \(l = 1, \ldots, m\).

Proof. We first establish part 1 of the corollary. Suppose that \(v_j\) to \(v_k\) belong to the same subset; then, there is a semi-walk \(w_{jk}\) from \(v_j\) to \(v_k\) such that \(f(w_{jk}) = 1\). We now show that \(\text{Net}(v_i, v_j) = \text{Net}(v_i, v_k)\). Choose a semi-walk \(w_{ij}\) from \(v_i\) to \(v_j\); then, by concatenating \(w_{ij}\) with \(w_{jk}\), we obtain \(w_{ik} := w_{ij}w_{jk}\) as a semi-walk from \(v_i\) to \(v_k\). Appealing to Proposition [1] we obtain

\[ \text{Net}(v_i, v_k) = G_i : f(w_{ik}) = G_i : f(w_{ij}) \cdot f(w_{jk}) = G_i : f(w_{ij}) = \text{Net}(v_i, v_j). \]

Conversely, suppose that \(\text{Net}(v_i, v_j) = \text{Net}(v_i, v_k)\); then, there exist two semi-walks \(w_{ij} \in \text{SW}(v_i, v_j)\) and \(w_{ik} \in \text{SW}(v_i, v_k)\) such that \(f(w_{ij}) = f(w_{ik})\). Let \(w_{jk} := w_{ij}^{-1}w_{ik}\); then, \(w_{jk}\) is a semi-walk from \(v_j\) to \(v_k\), and moreover,

\[ f(w_{jk}) = f(w_{ij})^{-1} \cdot f(w_{ik}) = 1, \]

which implies that \(v_j\) and \(v_k\) are in the same subset.

The second part of the corollary directly follows from Theorem [4] indeed, from part 1 of Theorem [4] if \(w\) is a semi-walk of \(\Gamma\) from \(v_i\) to \(v_j\), then \(x_i^∗ = f(w)x_j^∗\). In particular, if \(v_i\) and \(v_j\) belong to the same subset \(V_l\) for some \(l = 1, \ldots, m\), then we can choose \(w\) such that \(f(w) = 1\), and hence \(x_i^∗ = x_j^∗\), which completes the proof.

B. Simulations

In this subsection, we illustrate the \(G\)-clustering dynamics via two concrete examples. We consider a formation of 8 agents \(x_1, \ldots, x_8 \in \mathbb{R}^2\) that evolves according to a \(G\)-clustering dynamics (I). For simplicity, all the coefficients \(a_{ij}\)’s are set to be ones. The underlying network topology \(\Gamma = (V, E)\) is a strongly connected digraph of 8 vertices, illustrated in Fig. 1.

![Fig. 1. A strongly connected digraph \(\Gamma\) of 8 vertices, with the arrows representing the edges of \(\Gamma\).](image-url)

Goal. The goal here is to choose a point group \(G\) in dimension 2, and to design a map \(\rho : E \rightarrow G\) such that along the dynamics of system (I) the 8 agents are partitioned into 6 clusters, and moreover, the associated clustering points form the vertices of a regular hexagon. Specifically, we require that the following two conditions hold for the choices of the point group \(G\) and of the map \(\rho\): let \(p(t) = (x_1(t), \ldots, x_8(t))\) be any trajectory of system (I); then, \(p(t)\) converges to a configuration \(p^∗ = (x_1^∗, \ldots, x_8^∗)\), with \(x_i^∗ \in \mathbb{R}^2\), such that the following condition is satisfied:

\[ A) \quad x_1^* = \theta_{rot,6}^{-1} x_1^* \text{ for all } i = 1, \ldots, 8, \text{ where we recall that } \theta_{rot,6} \text{ is a rotation matrix given by} \]

\[
\begin{bmatrix}
\cos(\pi/3) & -\sin(\pi/3) \\
\sin(\pi/3) & \cos(\pi/3)
\end{bmatrix}
\]

Note that from the relation above, we have \(x_1^* = x_7^*\) and \(x_2^* = x_8^*\).

In the remainder of the subsection, we exhibit two point groups \(G\) in dimension 2, and correspondingly two different maps \(\rho : E \rightarrow G\), such that the associated \(G\)-clustering dynamics achieve the goal above.

Example 1. Let \(G\) be a point group isomorphic to \(C_6\), i.e., the cyclic group of order 6; then, \(G = (\{\theta_{rot,6}\})\). Let \((\Gamma, \rho)\) be a voltage graph, with the map \(\rho : E \rightarrow G\) defined as follows:

1) Let \(\rho(e_{i,i+1}) := \theta_{rot,6}^{-1} \text{ for } i = 1, \ldots, 7;\)
2) Let \(\rho(e_{8,1}) := \theta_{rot,6}^{-1};\)
3) Let \(\rho(e_{1,8}) := \theta_{rot,6};\)

Then, from Corollary [2], \((\Gamma, \rho)\) is structurally balanced. Moreover, a direct computation shows that \((\Gamma, \rho)\) is nondegenerate, and the \((\Gamma, \rho)\)-adapted partition is given by

\[ V = \{1, 7\} \cup \{2, 8\} \cup \{3\} \cup \cdots \cup \{6\}. \]

(19)

Let \(p(t)\) be a trajectory generated by the \(G\)-clustering dynamics. Then, from Theorem [4] and Corollary [4] \(p(t)\) converges to a configuration \(p^∗ = (x_1^*, \ldots, x_8^*)\) which satisfies the condition (A).

We illustrate the result, via simulation, in Fig. 2. In the simulation, we let the initial condition \(p(0) = (x_1(0), \ldots, x_8(0))\) of system (I) be randomly generated; each \(x_i(0)\) is a random variable uniformly distributed over the square \([-1, 1] \times [-1, 1]\) in \(\mathbb{R}^2\). Fig. 2 then shows how agents evolve over the plane and converge correspondingly to the vertices of a regular hexagon.

Example 2. Let \(G\) be a point group isomorphic to \(D_6\), i.e., the dihedral group of order 12. We recall that any such point group is generated by two elements: a rotation matrix \(\theta_{rot,6}\) and

\[ \theta_{ref,v} = 2vv^T/\|v\|^2 - I, \quad \text{for } v \in \mathbb{R}^2 - \{0\} \]

which represents the reflection of the line \(\{\alpha v \mid \alpha \in \mathbb{R}\}\) in \(\mathbb{R}^2\). Let \((\Gamma, \rho)\) be a voltage graph, with \(\rho : E \rightarrow G\) given by

1) Let \(\rho(e_{i,i+1}) := \theta_{rot,6} \text{ for } i = 1, \ldots, 7;\)
2) Let \(\rho(e_{8,1}) := \theta_{rot,6}^{-1};\)
3) Let \(\rho(e_{1,8}) := \theta_{rot,6} \theta_{rot,6};\)

Note that in this case, the resulting voltage graph \((\Gamma, \rho)\) is structurally unbalanced, but nondegenerate. To see this, let \(G_1\)
be the local group of $(\Gamma, \rho)$ at the vertex $v_1$. Then, a direct computation yields that $G_1 = \{I, \theta_{\text{ref}, v}\}$, and moreover,

$$\text{Net}(v_1, v_i) = G_1^{-1} \cdot \theta_{\text{ref}, G}^{-1}, \quad \forall i = 1, \ldots, 8.$$  \hspace{1cm} (20)

In particular,

$$\{\text{Net}(v_1, v_i) \mid i = 1, \ldots, 8\} = G_1 \setminus G,$$

and hence from Proposition 1 the voltage graph $(\Gamma, \rho)$ is nondegenerate. Also, note that from (20).

\[
\text{Net}(v_1, v_7) = \text{Net}(v_1, v_1) \quad \text{and} \quad \text{Net}(v_1, v_2) = \text{Net}(v_1, v_8),
\]

and moreover, these are the only equalities among the sets Net($v_1, v_i$), for $i = 1, \ldots, 8$. So, from Corollary 2 the $(\Gamma, \rho)$-adapted partition of $V$ yields (19).

Appealing again to Theorem 4 and Corollary 4 we conclude that for a trajectory of system (1) that converges to $p^* = (x_1^*, \ldots, x_8^*)$, the condition A is satisfied. Furthermore, since $G_1 = \{I, \theta_{\text{ref}, v}\}$, from part 2 of Theorem 4 we have $\theta_{\text{ref}, v} x_i^* = x_i^*$, which implies that $x_i^*$ can not be arbitrary, but rather lies on the line $\{\alpha v \mid \alpha \in \mathbb{R}\}$.

We illustrate this result, via simulation, in Fig 3 In the simulation, the initial conditions $x_i(0)$, for $i = 1, \ldots, 8$, are also randomly generated; each $x_i(0)$ is a random variable uniformly distributed over $[-1, 1] \times [-1, 1]$ in $\mathbb{R}^2$. The nonzero vector $v$ is chosen to be $v = (1, 0)$, and hence the matrix $\theta_{\text{ref}, v}$ represents the reflection of the $x$-axis. So, from the analysis, we have that $x_i^*$ lies on the $x$-axis, which is confirmed by the simulation.

V. CONCLUSIONS

A key aspect of modeling dynamics of agents in a large networked system is to design local interaction laws between the individual agents that can lead to some certain desired global behaviors of the ensemble system. Constructing tractable and flexible models which capture this essential aspect of the network dynamics is a pressing open question. In this paper, we have presented a special class of cluster consensus dynamics, termed $G$-clustering dynamics for $G$ a point group, in which $N$ autonomous agents interact with their neighbors to form multiple clusters, with the clustering points satisfying a certain geometric symmetry induced by the associated point group. We have established in Theorem 3 a necessary and sufficient condition for the convergence of a $G$-clustering dynamics. Furthermore, in Corollary 4 we have counted the number of the associated clusters, and labelled the agents that belong to the same cluster. Toward the analysis of a $G$-clustering dynamics, we have also investigated the underlying $G$-voltage graph and the associated derived graph $\Gamma$ from the perspective of topological graph theory. In particular, we have established, in Subsections II-C, II-D, and III-B respectively, results about directed local groups of a strongly connected voltage graph, about the existence of nondegenerate and structurally balanced voltage graphs, and about root connectivity of connected components of a derived graph. These results might be of independent interest in topological graph theory.

Future work may focus on the case where the underlying $G$-voltage graph is time-varying. Consider, for example, the map $\rho$ is now a map from $E$ to the power set $2^G$. In other words, each $\rho(e_{ij})$, for $e_{ij} \in E$, is now a subset of $G$. Let $\theta_{ij}(t) \in \rho(e_{ij})$, for $t \geq 0$, be piecewise constant; then, a time-
varying $G$-clustering dynamics can be defined as follows:

$$\dot{x}_i = \sum_{v_j \in \mathcal{N}^-(v_i)} a_{ij} (\theta_{ij}(t) x_j - x_i), \quad \forall i = 1, \ldots, N, \quad (21)$$

which is a special switching linear system. Establishing stability criterion, such as computing the minimum dwelling time and etc., is in the scope of our future work. We further note that system (21) can be viewed as a bilinear control system if each agent $x_i$ is able to manipulate the values of $\theta_{ij}(t)$, for $v_j \in \mathcal{N}^-(v_i)$. Questions about reachability and controllability can be addressed there.
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