Optimal Distribution Coefficients of Energy Resources in Frequency Stability of Hybrid Microgrids Connected to the Power System
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Abstract: The continuous stability of hybrid microgrids (MGs) has been recently proposed as a critical topic, due to the ever-increasing growth of renewable energy sources (RESs) in low-inertia power systems. However, the stochastic and intermittent nature of RESs poses serious challenges for the stability and frequency regulation of MGs. In this regard, frequency control ancillary services (FCAS) can be introduced to alleviate the transient effects during substantial variations in the operating point and the separation from main power grids. In this paper, an efficient scheme is introduced to create a coordination among distributed energy resources (DERs), including combined heat and power, diesel engine generator, wind turbine generators, and photovoltaic panels. In this scheme, the frequency regulation signal is assigned to DERs based on several distribution coefficients, which are calculated through conducting a multi-objective optimization problem in the MATLAB environment. A meta-heuristic approach, known as the artificial bee colony algorithm, is deployed to determine optimal solutions. To prove the efficiency of the proposed scheme, the design is implemented on a hybrid MG. Various operational conditions which render the system prone to experience frequency fluctuation, including switching operation, load disturbance, and reduction in the total inertia of hybrid microgrids, are studied in PSCAD software. Simulation results demonstrate that this optimal control scheme can yield a more satisfactory performance in the presence of grid-following and grid-forming resources during different operational conditions.
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1. Introduction

Carbon emissions and energy sustainability are significant challenges that can be addressed by proper penetration plans of renewable energy sources (RESs) in modern power systems. The deployment of power electronic interfaces generation (PEIG) has proposed a new concept related to low-inertia systems, that can affect the system stability in both islanded and grid-connected modes [1–5]. The integration of various technologies, current/voltage control loops, and energy management methods represent several solutions which have been recently introduced [6–8]. However, the main concern of operating MGs is frequency stability and introducing frequency ancillary service programs [9]. Both frequency and voltage oscillations can be alleviated by traditional generation units in grid-connected mode [10,11]; however, the aforementioned terms should be mitigated in islanded mode, based on intelligent control frameworks. An unusual frequency nadir,
excessive rate of change of frequency (RoCoF), and catastrophic instability are examples of recent challenges in islanded MGs that stemmed from load/generation imbalance [12–15]. As the penetration of RESs into the modern power system is steadily increasing, the creation of a coordination between RESs appears to be a vital issue.

Many studies have focused on the effects of high penetrated RESs on power systems [16–19]. For example, ultra-capacitors and batteries are able to improve the transient stability of hybrid MGs; however, in a conventional power system with a high penetration level of distributed generation (DG), monitoring the location of the disturbance causes this storage-based solution to be costly [20]. Furthermore, several studies have introduced innovative control strategies to provide efficient MG stability, in the case of islanded mode. Numerous controllers including, but not limited to, intelligent control [21], adaptive control [22], robust control [23], and model predictive control (MPC) [24], have been proposed in order to create a smooth frequency excursion. For effective collaboration of electric vehicles in the frequency support, authors in [25] have proposed a general type-II fuzzy system. It is important to note that the specific mentioned paper has only focused on the controller design, without detailing the different renewable energy sources (RESs). One of the prominent investigations among MG frequency support provision is the employment of generalized droop controllers (GDC) in order to mitigate frequency oscillations effectively. In [26], as the GDC is highly sensitive to MG configuration, authors have considered the adaptive neuro-fuzzy inference system (ANFIS) in order to remove any dependency.

Among DGs, combined heat and power (CHP) and wind turbine generators (WTGs) have recently drawn much attention in the operation of MGs. The output of CHP can be planned as a fast generation unit during a wide range of operations in the islanded MGs. These types of power generation units are generally equipped with a ramping capability, which renders them more advantageous for low-inertia MGs [27]. As a practical example, authors in [28] have proposed a practical model for CHP in order to reduce frequency deviation and improve the situation of the systems’ stability. It is notable that using other RESs along with CHP can also improve the frequency deviation and voltage variations considerably. Furthermore, WTGs have received a great amount of consideration in recent years, due to the modern control mechanism and capacity to improve frequency deviation by shifting to de-loaded areas [29]. There are a number of techniques for deploying the primary frequency regulation of wind energy conversion systems (WECSs). In [30] and [31], several control methods are provided to address the involvement of WECSs in providing frequency regulation services. The frequency control scheme is a practical integration of inertial control and kinetic energy in rotational elements [32]. Furthermore, photovoltaic (PV) panels have been widely used in the frequency improvement scheme of hybrid MGs, with the help of their inverter-based structures [33–35]. However, the optimal contribution of PV array, along with other DERs, has not been studied in order to improve the frequency excursion of islanded MGs during emergency conditions. Recent studies show that the intelligent coordination between RESs has been neglected in a great number of research papers. Nonetheless, considering the distribution coefficients of DERs may provide this capability to alleviate the frequency excursion effectively.

In this paper, an optimal design is proposed for involving different DERs, including CHP, WTG, diesel engine generator (DEG), and photovoltaic panels, in the frequency control of a hybrid MG. Firstly, the regulation signal is distributed among DERs by related distribution coefficients. Following this, the frequency response characteristics of the MG are defined, according to a multi-objective function. In fact, this objective function is influenced by the provided coordination scheme for allocating the regulation signal to DERs. Finally, distribution coefficients that are associated with the DERs are optimized by a meta-heuristic algorithm, known as the artificial bee colony (ABC) algorithm, in the case of load disturbance, switching operation, and changes in MG inertia. Numerical simulations demonstrate that the proposed coordinated control can ensure a stable performance of our islanded MG, and achieve a favorable regulation performance.
2. System Modeling and Configuration
2.1. Combined Heat and Power (CHP)

Recently, the deployment of CHP units has received a high level of attention in microgrid applications. The primary reason is that the overall efficiency of hybrid MGs can be improved by taking advantage of CHP units in a generation plan.

In the case of MG operation, the fast performance of CHP can convert this unit into a highly reliable source that can be dispatched during multistep disturbances and following disruptive events. Moreover, CHP units can effectively participate in low-inertia power systems and recycle generated heat to meet the requirements of heating loads in different industries, shown in Figure 1. In our paper, this power generation unit is defined as a frequency control ancillary service (FCAS), which compensates for residential or industrial loads during a generation imbalance. One practical application of CHP in modern MG structures is the fast frequency regulation in the presence of other DGs. It is often argued that there are two operating modes in microgrid operation, i.e., grid-connected mode and islanded mode. The CHP can generate a predefined value of active power in the grid-connected mode, while in the islanded mode, it could provide a regulation scheme to maintain the frequency excursion in permissible ranges during operation. As above mentioned, many works have studied its prime mover structures, i.e., turbine and governor models, to consider all aspects of dynamic behaviors of low-inertia power systems.

Figure 1. Overall layout of a combined heat and power (CHP) unit.

In general, CHP output regulation and power system frequency adjustment are conducted by turbine and governor control mechanisms, illustrated in Figure 2. According to this figure, the PI controller operates as a speed control loop, in which its parameters, including the proportional and integral time constants, represent the governor gain ($1/R$) and the damping time ($D_t$), respectively. All parameters related to this CHP unit are listed in Table 1 [36].
Figure 2. Dynamic model of governor and turbine in a CHP unit.

Table 1. Governor-turbine parameters of the MG’s CHP.

| Description                  | Symbol | Value |
|------------------------------|--------|-------|
| Proportional gain            | $K_p$  | 40    |
| Integral time constant       | $K_i$  | 0.2   |
| Lead–Lag time constant       | $T_{1-2}$ | 0.2   |
| Turbine time constant        | $T_{3-4}$ | 0.1   |

2.2. Synchronous Generator Model

Power system stability studies require an appropriate and detailed model of the synchronous machines. Therefore, the dynamics of the field circuit, excitation system, and rotor damper circuits can be presented accurately (subject to data availability). With considerate progress in different computational tools, there is no need to simplify models for specific types of frequency studies. For example, rather than simplifying models, which generally ignore fast dynamics, singular perturbation techniques can be introduced to distinguish between fast and slow dynamics, and accurately estimate the fast dynamics to increase computational efficiency of long-term dynamic behaviors. In this paper, the sixth order model is considered. This model includes four windings on the $q$-axis and the $d$-axis. In small signal dynamic models, the synchronous machine is described using six equations, and this model has the capability to present a desired stability study. Finally, all parameters used in the sixth model of SG are illustrated in Table 2 [37].

$$\frac{dE'_q}{dt} = -E'_q - (X_d - X'_d) \left[ I_d - \frac{X'_q - X''_q}{(X'_d - X_{ls})^2}(\psi_{1d} + (X'_d - X_{ls})I_d + E'_q) \right] + E'_d \quad (1)$$

$$\frac{d\psi_{1d}}{dt} = -\psi_{1d} + E'_q - (X'_d - X_{ls})I_d \quad (2)$$

$$\frac{dE'_d}{dt} = -E'_d + (X_q - X'_q) \left[ I_q - \frac{X'_q - X''_q}{(X'_d - X_{ls})^2}(\psi_{2q} + (X'_q - X_{ls})I_q + E'_d) \right] \quad (3)$$

$$\frac{d\psi_{2q}}{dt} = -\psi_{2q} + E'_q - (X'_q - X_{ls})I_q \quad (4)$$

$$\frac{d\delta}{dt} = \omega - \omega_s \quad (5)$$

$$\frac{2H}{\omega_s} \frac{d\omega}{dt} = T_M - \frac{X'_q - X_{ls}}{(X'_d - X_{ls})} E'_q I_q - \frac{X'_q - X''_q}{(X'_d - X_{ls})} \psi_{1d} I_q - \frac{X'_q - X_{ls}}{(X'_q - X_{ls})} E'_d I_d - \frac{X'_q - X''_q}{(X'_q - X_{ls})} \psi_{2q} I_d - (X'_q - X'_d)I_d I_q - T_{FW} \quad (6)$$
Table 2. Parameters of 6th model of synchronous generator.

| Description                              | Symbol | Value       |
|------------------------------------------|--------|-------------|
| Rated RMS line-neutral voltage           | $V_{\text{base}}$ | 66.47 [kV] |
| Rated RMS line current                   | $I_{\text{base}}$ | 0.7 [kA]   |
| Inertia constant                         | $H$    | 3.85 [s]    |
| Mechanical friction                      | $D$    | 0.01 [pu]   |
| Armature resistance                      | $R_a$  | 0.003 [pu]  |
| Poitier reactance                        | $X_p$  | 0.11 [pu]   |
| Unsaturated reactance                    | $X_d$  | 1.79 [pu]   |
| Unsaturated transient reactance          | $X'_d$ | 0.24 [pu]   |
| Unsaturated sub-transient reactance      | $X''_d$| 0.185 [pu]  |
| Unsaturated transient time (Open)        | $T_{\text{do}}$| 5.9 [s]    |
| Unsaturated sub-transient time (Open)    | $T'_{\text{do}}$| 0.033 [s]  |
| Unsaturated transient reactance          | $X'_q$ | 1.64 [pu]   |
| Unsaturated sub-transient reactance      | $X''_q$| 0.38 [pu]   |
| Unsaturated transient time (Open)        | $T'_{\text{qo}}$| 0.54 [s]  |
| Unsaturated sub-transient reactance      | $X''_q$| 0.185 [pu]  |
| Unsaturated sub-transient time (Open)    | $T''_{\text{qo}}$| 0.076 [s] |

2.2.1. Steam Turbine Model

One of the main challenges is designing a satisfactory turbine system for electric machines, which plays an active role in the effective regulation of frequency responses. The shaft of the SG is driven by a mechanism of prime movers which determines the steady-state speed of the SG. Hydraulic turbines, gas turbines, steam turbines, and diesel engines are typical types of prime movers. For a steam turbine power plant, the boiling water as the main component is transferred into high-pressure steam to drive SG. Following this, steam starts to pass through the control valve and enters different stages in the turbine, including high pressure (HP), intermediate pressure (IP), low pressure (LP), and reheater. In the final stage, the steam is expanded and transferred into the condenser section. In this study, the presented model is a double reheater cross-compound turbine mode which is illustrated in Figure 3. In the dynamic model, $K_1$, $K_3$, $K_5$, and $K_7$ are the fractions of the HP unit’s mechanical power, resulting from the different turbine stages. In the following, $K_2$, $K_4$, $K_6$, and $K_8$ are similar fractions of the LP unit’s mechanical power. Presented time constants including $T_4$, $T_5$, $T_6$, and $T_7$ are steam chest, first and second reheater, and the crossover time constants, respectively. All parameters related to the steam turbine are listed in Table 3 [38].

Figure 3. Dynamic model of a steam turbine model.
Table 3. Steam turbine parameters used in the microgrid.

| Description                                      | Symbol | Value |
|--------------------------------------------------|--------|-------|
| Steam chest time constant                        | $T_4$  | 0.2   |
| Reheater time constant                           | $T_5$  | 0.2   |
| Reheater/cross-over time constant                | $T_6$  | 1.0   |
| Over-heater time constant                        | $T_7$  | 1.0   |
| Turbine (HP + LP) initial output power           | $P_{mo}$ | 1.0   |
| Different fraction for LP and HP stages (p.u.)   | $K_1 - K_8$ | 0.125 |

2.2.2. Excitation System

In order to achieve a high level of reliability in modern low-inertia power systems, each generator is equipped with an excitation system. Excitation systems include a DC excitation system, using a DC generator with a commutator. The AC excitation system, in which requires a direct current, is produced by the related alternators.

It is important to mention that both excitation systems are considered as rotating exciter systems mounting to the shaft of the generator, and are compelled to the prime mover. In this study, the AC4A model is deployed, which differs from frequent excitation systems, and a full thyristors bridge in the exciter output circuit is implemented. The firing of this bridge is performed using the voltage regulator. The model of the excitation system is shown in Figure 4. The thyristors bridge in the excitation system can satisfy the exciter stabilization goal, using a lag-lead series rather than the rate feedback. The voltage regulator is identified by two time constants, i.e., $T_A$ and $T_A$. For a detailed study, parameters of the excitation system are shown in Table 4 [39].

![Figure 4. AC4A Exciter type model.](image)

Table 4. Excitation system parameters.

| Description                              | Symbol | Value     |
|------------------------------------------|--------|-----------|
| Lead time constant                       | $T_C$  | 1.0 s     |
| Lag time constant                        | $T_B$  | 10 s      |
| Regulator integral gain                  | $K_A$  | 200 p.u.  |
| Regulator time constant                  | $T_A$  | 0.015     |
| Rectifier loading factor                 | $K_C$  | 0.2 p.u.  |
| Transducer time constant                 | $T_R$  | 0.1 s     |
| Upper limit on error signal              | $V_{IMAX}$ | 10      |
| Lower limit on error signal              | $V_{IMIN}$ | -10    |
| Maximum regulator output                 | $V_{RMAX}$ | 5.64   |
| Minimum regulator output                 | $V_{RMIN}$ | -4.53  |

2.3. Wind Turbine Generator

Over the last decades, the development of a control mechanism has considerably increased the share of WTG in power grids. It is expected that the total installation of wind power will increase from 440 GW to 760 GW by the year 2020. To provide a reliable power system operation, the coordination of the wind power with other distributed generation...
presents as a necessary issue. The intermittent nature of wind turbines and the variability of wind turbines’ speed to extract maximum power obliges the use of power electronic devices, in which the control injection of active and reactive power is made available. Recently, the capability of WTG has increased considerably by implementation of AC–AC frequency converters. One of the classic methods for the control of the DFIG’s active and reactive power is a vector control approach which is described as follows:

2.3.1. Rotor Side Converter Vector Control

If the reference frame is aligned with stator flux $\lambda_s$, stator flux equation can be revised as follows:

$$\lambda_s = \lambda_d, \lambda_q = 0, \frac{d\lambda_q}{dt}$$  \hspace{1cm} (7)

If the frame of stator is called dq frame, the voltage and flux equations of stator by considering constant stator flux and zero stator resistance in this frame can be written accordingly [40,41]:

$$V_{ds} = 0$$  \hspace{1cm} (8)

$$V_{qs} \approx -\omega_r \lambda_d \approx \| \vec{v}_s \|$$  \hspace{1cm} (9)

$$\vec{\lambda}_s = L_s i_s + L_{ms} \vec{i}_s + L_m \vec{i}_r = L_s \vec{i}_s + L_m \vec{i}_r$$  \hspace{1cm} (10)

$$\lambda_{ds} + j\lambda_{qs} = L_s (i_{ds} + j i_{qs}) + L_m (i_{dr} + j i_{qr})$$  \hspace{1cm} (11)

$$\lambda_{qs} = L_s i_{qs} + L_m i_{qr} = 0$$  \hspace{1cm} (12)

$$\lambda_{ds} = L_m \| \vec{i}_{ms} \| = L_s i_{ds} + L_m i_{dr}$$  \hspace{1cm} (13)

Therefore, the stator active and reactive powers is given as [42]:

$$P_s = \frac{3}{2} (v_{ds} i_{ds} + v_{qs} i_{qs})$$  \hspace{1cm} (14)

$$Q_s = \frac{3}{2} (v_{qs} i_{ds} - v_{ds} i_{qs})$$  \hspace{1cm} (15)

$$P_r = \frac{3}{2} (v_{dr} i_{dr} + v_{qr} i_{qr})$$  \hspace{1cm} (16)

$$Q_r = \frac{3}{2} (v_{qr} i_{dr} - v_{dr} i_{qr})$$  \hspace{1cm} (17)

$$P_s \approx \frac{3}{2} v_{qs} i_{qs} \approx \frac{3}{2} \| \vec{v}_s \| i_{qs}$$  \hspace{1cm} (18)

$$Q_s \approx \frac{3}{2} v_{qs} i_{ds} \approx \frac{3}{2} \| \vec{v}_s \| i_{ds}$$  \hspace{1cm} (19)

Based on (12) and (13) for stator currents in the dq framework, the following equations can be obtained as:

$$i_{ds} = \frac{L_m}{L_s} \left( \| \vec{i}_{ms} \| - i_{dr} \right)$$  \hspace{1cm} (20)

$$i_{qs} = -\frac{L_m}{L_s} (i_{qr})$$  \hspace{1cm} (21)

Finally, based on dq currents, the stator active and reactive power can be derived similarly as:

$$P_s = -\frac{3}{2} L_m \| \vec{v}_s \| i_{qr}$$  \hspace{1cm} (22)

$$Q_s = \frac{3}{2} L_m \| \vec{v}_s \| \left( \| \vec{i}_{ms} \| - i_{dr} \right)$$  \hspace{1cm} (23)
According to (22) and (23), the stator active and reactive powers can be controlled independently through the d and q current components. It is important to mention that this obtained result is the main concept of the vector control application in the layout of WTG. As the control of active and reactive powers is perfumed using a rotor voltage injection, rotor current components must be revised based on rotor voltage components. In this regard, the rotor flux equations can be summarized as follows:

\[
\begin{align*}
\lambda_{dr} + j\lambda_{qr} &= L_r(i_{dr} + j i_{qr}) + L_m(i_{ds} + j i_{qs}) \\
\lambda_{dr} &= L_r i_{dr} + L_m i_{ds} \\
\lambda_{qr} &= L_r i_{qr} + L_m i_{qs} = (L_r - \frac{L_m}{L_s}) i_{qr} = L_{r}' i_{qr}
\end{align*}
\]  

(24)

(25)

(26)

where \(L_{r}'\) is defined as:

\[
L_{r}' = L_r - \frac{L_m^2}{L_s}
\]

(27)

Based on (27), the d-axis rotor voltage equation can be acquired as:

\[
v_{dr} = R_r i_{dr} + \sigma \frac{d}{dt} \frac{L_m^2}{L_s} (\frac{di_{ms}}{dt}) - \omega_s L_{r}' i_{qr} + \hat{v}_{dr} - \omega_s L_{r}' i_{qr}
\]

(28)

Based on obtained (28), the d-axis rotor voltage consists of two components. The first component is composed of feedback from the d-axis rotor current. The second is a combination of feedforward from the q-axis rotor current. Figure 5 shows the control loop related to stator reactive power control [42]. Similar to the previous section, q-axis rotor voltage can be concluded as follows:

\[
v_{qr} = R_q i_{qr} + \sigma L_r \frac{d}{dt} (\frac{L_m^2}{L_s}) (\frac{di_{ms}}{dt}) + \omega_s L_{r}' i_{dr} + \hat{v}_{qr}
\]

(29)

Figure 5. Control loop related to stator reactive power.

Similarly, the q-axis rotor voltage includes two components according to (29). The control loop for stator active power is shown in Figure 6. At the final stage, the block diagram of the vector control of doubly fed induction generator (DFIG) is illustrated in Figure 7.
2.3.2. Grid Side Converter Vector Control

The main role of the grid side converter (GSC) is to maintain voltage of the DC-link at a stable level. As it may be expected, this side of the converter is able to control a portion of reactive power. It can be concluded that DC-link voltage is controllable through the d-axis current component of the GSC, while reactive power can be controlled using the q-axis current component of the GSC. It is often argued that the GSC is connected to the grid with an adjustable transformer. In this regard, the rotor voltage can be equal to the stator voltage during maximum slip [43]. Voltage equations in the main grid considering the inductance line can be written as follows:

$$\begin{align*}
|V_a| &= R |I_{as}| + L \frac{d}{dt} |I_{bs}| + V_{as} \\
|V_b| &= |I_{bs}| \\
|V_c| &= |I_{cs}| + V_{cs} \\
\end{align*}$$  \hspace{1cm} (30)

Similar to the previous rotation flux framework, the d-axis stator voltage is assumed to be constant and the q-axis stator voltage can be equal to zero:

$$V_s = V_{d}, \quad V_q = 0$$ \hspace{1cm} (31)
Therefore, the active and reactive powers are associated with \(i_d, i_q\) respectively in \(dq\) frame. The regulation of the DC-link can be performed by the \(d\)-axis current, while regulation of reactive power uses the \(q\)-axis:

\[
V_d = R_i d + L \frac{d i_{ds}}{dt} - (2\pi f) L i_{qs} + V_{ds}
\]

\[
V_q = R_i q + L \frac{d i_{qs}}{dt} - (2\pi f) L i_{ds} + V_{qs}
\]

If \(m_1\) is defined as a modulation index of the AC/DC inverter, the voltage of the DC-link can be expressed as follows:

\[
C \frac{dV_{dc}}{dt} = I_{dc} - I'_{dc} = \frac{3m_1}{4 \sqrt{2}} I_d - I'_{dc}
\]

This equation confirms that the DC-link voltage can be controlled by \(I_d\). Furthermore, the reactive power from main network can be obtained accordingly [44]:

\[
Q_r = \frac{3}{2} (V_d i_q - V_q i_d) = \frac{3}{2} V_d i_q, V_q = 0
\]

Figure 8 shows that the grid side vector control scheme, which is related to the DFIG vector control, benefits from a decoupled device to find the rotor voltages. All parameters related to the WTG are also given in Table 5. The specifications of our system, which is used to simulate this islanded microgrids, is as follows: Intel(R) Core(TM) i5 Pentium N4200 CPU @ 1.10 GHz, 5-core processor, with 4 GB RAM, 128 GB SSD. Moreover, all distributed energy resources (DERs), including CHP, DEG, WTG, and PV are modeled through PSCAD 4.5 and simulations are performed at a 100 \(\mu\)s time step.

### Figure 8. Overall control framework of the DFIG.

### Table 5. The parameters of the DFIG.

| WTG Parameters                      | Symbol | Values       |
|------------------------------------|--------|--------------|
| Rated power                        | \(P_{\text{base}}\) | 15 MW        |
| LL Voltage                         | \(V_{\text{base}}\) | 0.69 kV      |
| Base Angular Frequency             | \(f_{\text{main}}\) | 60 Hz        |
| Stator/Rotor turns ratio           | TRN    | 0.85         |
| Angular moment of inertia\((j = 2 \ h)\) | \(J_{\text{WTG}}\) | 0.6          |
| Mechanical Damping                 | \(D_{\text{WTG}}\) | 0.0001 p.u   |
| Stator Resistance                  | \(R_1\) | 0.0054 p.u   |
| Wound rotor resistance             | \(R_2\) | 0.00607 p.u  |
| First Squirrel cage resistance     | \(R_3\) | 0.298 p.u    |
Table 5. Cont.

| WTG Parameters                        | Symbol | Values  |
|---------------------------------------|--------|---------|
| Magnetizing Inductance                | $X_{md}$ | 4.5     |
| Stator leakage inductance             | $X_a$  | 0.10    |
| Wound rotor Leakage inductance        | $X_{kd1}$ | 0.11 |
| First Cage Leakage Inductance         | $X_{kd2}$ | 0.05   |

| Converter Parameters                  | Symbol | Values          |
|---------------------------------------|--------|-----------------|
| Converter reactor                     | $L_{conv}$ | 0.00134 H     |
| Capacitance                           | $C_{dc}$ | 50,000 µF      |
| Machine terminal Voltage              | $V_{LL}$ | 0.69 KV        |
| Stator resistance                     | $R_{st}$ | 0.0054 p.u     |

3. Optimum Contribution of DERs in Frequency Improvement Scheme

3.1. Multi-Objective Function

The layout of our proposed islanded MG, which includes CHP, diesel engine generator, WTG, and photovoltaic panels, is illustrated in Figure 9. In this layout, power electronic interface generation (PEIG) is broadly used in order to monitor and control the frequency excursion, compared to the use of large synchronous generator-based power systems. In the islanded mode, all power generation units can effectively participate in the MG frequency stability scheme. To improve the contribution of distributed energy resources (DERs) and reach a desirable frequency deviation in various conditions, distribution coefficients, i.e., $\alpha_1$, $\alpha_2$, ..., $\alpha_n$, are defined based on Figure 9. The physical meaning of these coefficients is the amount of participation of DERs in the frequency improvement of islanded MG during the switching function from main grid and islanded mode, multi-step load changes, and different inertia of the hybrid system. All mentioned distribution coefficients can be optimally tuned in the MATLAB environment by a multi-objective function (MOF) as follows:

$$\text{MOF}(\alpha_1, \alpha_2, ..., \alpha_n) = \alpha \times \text{ISE} + \beta \times S_t + \gamma \times \text{MSFC} + \delta \times U_s$$  (36)

Figure 9. The layout of hybrid MG connected to a power system using distribution coefficients in frequency excursion improvement.

In this MOF, $\text{ISE} = \int_0^\infty \Delta f^2(t) dt$ is referred to as the integral squared error of the frequency response, $S_t$ is the settling time, $U_s$ is the maximum overshoot of frequency response, and MSFC is considered as the maximum slope of the frequency response after any
disturbance. Moreover, in this multi-objective function, \( \alpha = 0.002, \beta = 0.001, \gamma = 0.002, \) and \( \sigma = 0.006 \) are determined and defined as weight coefficients of frequency deviation, which plays an important role in convergence speed of the optimization process. The nominal frequency of our microgrid is \( f_0 = 60 \text{ Hz} \). To achieve the best result of this MOF, which can considerably decrease all characteristics of the frequency response, the artificial bee colony (ABC) algorithm is employed to determine optimum distribution coefficients, i.e., \( \alpha_1, \alpha_2 \ldots \alpha_n \).

### 3.2. Artificial Bee Colony (ABC) Algorithm

In the ABC algorithm, two parameters are defined in the search space. The first parameter consists of two different parts, i.e., the number of food resources and the number of onlooker bees. To present a satisfactory performance of the initialization process during the process of optimization, a matrix \( X_{\text{Search-space}} \) should be defined, that consists of \( n \) rows and \( m \) columns as follows:

\[
X_{\text{Search-space}} = [X_{ij}]_{n \times m} \tag{37}
\]

In this search space matrix by the dimensions of \( n \times m \), each row (\( n \)) represents a set of distribution coefficients, i.e., \( \alpha_1, \alpha_2 \ldots \alpha_n \). In contrast, each column represents the number of frequency response characteristics proposed in the multi-objective function, including integral square error (ISE), settling time \( (S_t) \), maximum slope of frequency response (MSFC), and maximum overshoot of frequency response \( (U_s) \).

In the first step, the proposed ABC initializes the search space, which includes distribution coefficients of different distributed energy resources (DERs). Then, for each row of the search space, the frequency response is obtained, and the optimal cost function is calculated. The search process in the ABC algorithm is associated with two different bee allocation methods for food sources. At first, employed bees move toward various food sources and for each employed bee, a cost function value is calculated through the frequency response calculation (i.e., for each distribution coefficient, the simulation is performed, and the MOF is evaluated in order to calculate the cost function, so called nectar information hereafter). When all employed bees completed the search process, they share the nectar information of food sources and their position information with onlooker bees. An onlooker bee evaluates the nectar information taken from all employed bees and chooses a food source with a probability related to its nectar amount. This meta-heuristic algorithm selects a food source through a probability value \( P_i \) related to that food source that can be obtained as follows:

\[
P_i = \frac{\text{fit}_i}{\sum_{n=1}^{SN} \text{fit}_n} \tag{38}
\]

where \( \text{fit}_i \) is fitness function value for \( i \)th bee, and \( SN \) is referred to as the total number of food sources (i.e., \( n \) is the number of optimization parameters). In the final step, the optimum values of distribution coefficients move towards the best answer, so that the multi-objective function proposed in (38) will reach a minimum level \([45]\):

\[
V_{ij} = x_{ij} + \varnothing_{ij} (x_{ij} - x_{kj}) \tag{39}
\]

where \( V_{ij} \) is a new food source position in the search space, and its performance is compared to early (primary) food source position \( (x_{ij}) \). If the new food has equal or better nectar than the old source, it is replaced with the old one in the memory. In fact, a gluttonous selection mechanism must be used to choose operation between the old and the current food sources. Furthermore, \( \varnothing_{ij} \) is a random number between \([-1, 1]\), deployed during the update process. In this research, based on different operational conditions, several participations of distributed energy resources (DERs) may be ignored, and the ABC algorithm will be updated for any cases based on the flowchart presented in Figure 10.
4. Simulation Results and Discussion

Several case studies are introduced to monitor the impact of RESs integration on the frequency stabilization of a hybrid MG. In the first case, MG is separated from the main grid and the effect of this disconnection on the MG’s frequency response is studied. In the following, CHP operates as a rapid energy source to effectively support the frequency response of islanded MG. In addition, the role of grid-forming resources is highlighted. In scenario II, the frequency response for different load steps is discussed, when the microgrid is operated in the islanded mode. In scenario III, the total inertia decreases to 70% of its nominal value, in order to assess the operation of DERs in frequency stability. Furthermore, the load disturbance occurs to assess the event’s sensitivity based on several key performance indicators (KPI), including nadir time \( t_{\text{nadir}} \), value of frequency nadir point \( f_{\text{nadir}} \), frequency deviation \( \Delta f \), and RoCoF \( \frac{df}{dt} \). Scenario III considers the frequency deviation improvement using different penetration levels of DERs, as well as CHPs contribution obtained from the ABC meta-heuristic algorithm. In the final scenario, a different inertia is proposed in order to calculate the power delivery requirement for each DER. Moreover, a relationship between the amount of total inertia and the power delivery requirement for a frequency response is concluded. Power quality, reliability, and the utility grid’s resilience are also considered to show the capability of DERs in the frequency improvement scheme. In this paper, PSCAD software is used to simulate the aforementioned DERs of the hybrid MG, using different libraries according to IEEE standards. Moreover, the MATLAB software is deployed and linked with PSCAD to solve the optimization problem, which will improve the frequency response during various operational conditions.
4.1. Scenario I

In the grid-connected mode, SGs cooperate with active DERs to meet the power demands and support local/residential loads efficiently. Controlled distributed sources are responsible for the production of active and reactive powers in order to keep a reasonable balance between frequency and voltage levels. Grid following (GFL) and grid forming (GFM) are two terms which determine the frequency stability, using a converter interface generator (CIG) concept. Grid-forming resources are deployed in the penetration of one energy source, which can influence the frequency response. On the contrary, inactive resources are introduced as grid followers in the layout of a hybrid MG. During a fault in the main grid, a protection scheme is triggered leading to the switch of point of common coupling (PCC) which creates the islanded mode in the MG. In conventional power systems, power plants can provide enough power to mitigate a frequency collapse. However, inverter-based resources can participate in frequency control effectively, due to their power electronic interface devices. In this scenario, the grid-following resources are penetrated into the MG to supply all loads. In the islanded mode, inverter-based generation resources (IGB) cannot operate alone; therefore, a diesel generator is implemented. One of main purposes of a low-inertia power system is system stability through an appropriate active power injection during unwanted frequency excursion. Set points of DERs can be optimally tuned in order to alleviate the transient frequency response with a proper injected active power from grid-connected to islanded mode.

To show the effect of different DERs in frequency improvement, non-synchronous based generation (NSGs) resources, such as wind farms and PV panels, are utilized. However, they could not efficiently mitigate frequency instability during switching operation from grid-connected to islanded mode. Based on the frequency response in Figure 11, 40% wind penetration and 0.3% PV generation lead to a high RoCoF and low frequency nadir point. From this perspective, the frequency drop can be improved considerably through the deployment of a droop-based DERs, i.e., small scale CHP unit.

Figure 11. Frequency deviation with and without CHP contribution.

4.2. Scenario II

In this scenario, a hybrid MG is separated from the main grid and a load disturbance is applied into the system, in order to investigate the effect of collaboration between various DERs. In this case, CHP is firstly employed to improve the RoCoF and mitigate excessive frequency deviations. The behavior of CHP shows that it can compensate for the frequency nadir by providing the required injected active power. The frequency behavior for different load steps, including 75%, 50%, and 30% is illustrated in Figure 12. It is evident that RoCoF
experiences a high value in the presence of a 75% load step, and in the worst situation, it will reach $-1.2 \ \text{Hz/s}$. It is important to mention that a sufficient threshold is defined as 2 Hz/s, so that each value exceeding this can activate the network protection relays. In addition, the frequency deviation in the presence of CHP, operating as a fast-paced injecting active power resource, in the case of a 30% step load is shown in Figure 13. As the figure implies, inverter-based units cannot effectively participate in frequency stability, compared to that of the droop-based resources, particularly when the distribution coefficients are not performed in this scenario. In the presence of step load changes, SG-based resources could inject the active power with the assist of their governor systems. It is important to mention that additional control strategies can be implemented along with the contribution of the wind farm and solar panels, to improve the frequency response using optimum distribution coefficients, i.e., $\alpha_1, \alpha_2, \ldots, \alpha_n$. Finally, Figure 14 illustrates the amount of active power injected by different DERs, including solar panels, DEG, and CHP.

![Figure 12. MG frequency excursion for various load steps in the islanded mode.](image)

![Figure 13. Excessive frequency excursion due to lack of CHP collaboration in islanded mode.](image)
Figure 14. (a) CHP unit power delivered for different load steps. (b) Active power injection by diesel engine generator during various load steps. (c) Wind farm power injection during various load steps. (d) Solar panel power injection during various load steps.

4.3. Scenario III

The objective of this scenario is to study the impact of DERs penetration into the MG, in the case that there is an inertia reduction. In this regard, inverter-based resources, such as wind farm and PV panels, are implemented at a high level of penetration based on its MPPT curve. Figure 15 shows that a 10% load reduction applied into the hybrid MG at t = 7 s can lead to a noticeable frequency excursion. The fully inverter-based generation is not suggested, as it does not bring the frequency back to its nominal value, i.e., 60 Hz, due to the GFL operation of inverter-based structures. Furthermore, this strategy, which consists of solar and wind farm, represents the worst case of overshooting, i.e., 60.69 Hz, due to working on MPPT and lack of kinetic energy. In the following, to mitigate the system frequency excursion, a CHP unit is deployed. This small scale unit compensates for the required active power by the droop control mechanism, so that the frequency deviation could reach 0.02 Hz, which is the most optimal value of frequency changes.

To investigate the contribution of inverter- and droop-based resources, the inertia of the system reduced by 30%, and different combinations of the CHP and wind farm are presented during permissible ranges, based on optimum distribution coefficients tuned by the ABC algorithm. Figure 16 presents the results of the ABC algorithm in finding optimum values of distribution coefficients. Based on this figure, it can be concluded that the most highly penetrated droop-based or inverter-based resources cannot contribute to the desired frequency response. In this regard, 53% of CHP and 5% wind farm penetration are the optimal penetration rate of combined inverter and droop-based resources, which are able to minimize the frequency changes in the presence of a 30% reduction in the inertia of our system. From this perspective, distribution coefficients can be summarized as follows: $\alpha_{\text{CHP}} = 0.53$, $\alpha_{\text{DEG}} = 0.38$, $\alpha_{\text{WTG}} = 0.05$, $\alpha_{\text{PV}} = 0.04$. 
Figure 15. Frequency deviation due to 10% load disconnection in the presence of different DER contributions.

Figure 16. Frequency deviation due to the 30% reduction in system inertia for different combinations of inverter-based and droop-based strategies.

In the following, a 52% wind farm and 16% CHP penetration rate is suggested based on the distribution coefficients ($\alpha_{\text{CHP}} = 0.16$, $\alpha_{\text{DEG}} = 0.30$, $\alpha_{\text{WTG}} = 0.52$, $\alpha_{\text{PV}} = 0.02$), optimized by the ABC in the presence of a 10% load disconnection, as illustrated in Figure 17. This study is carried out to show the contribution of grid-forming and grid-following resources in the mitigation of frequency deviation during various operational conditions, i.e., reduction inertia and step load change. For further description, the RoCoF is plotted in Figure 18 to show the behavior of inverter and droop-based implementation. It can be concluded that the difference between the highest RoCoF (wind farm = 65%, CHP = 0%) and the lowest RoCoF (wind farm = 6%, CHP = 59%) is about 80%.
4.4. Scenario IV

In the last scenario, the collaboration of DERs in the presence of different inertia of the islanded MG is evaluated. It can be argued that the power injected by DERs during different inertia constants depends on the identity of the MG and the network. In this regard, the amount of required power injection for a frequency response has a generally nonlinear behavior, which is determined by distribution coefficients ($\alpha_{CHP}$, $\alpha_{DEG}$, $\alpha_{WTG}$, $\alpha_{PV}$). This scenario is carried out through changes in the inertia of the utility grid, as well as droop-based DERs. Table 6 is an illustration of the effect of inertia reduction on the frequency response. According to this table, several levels of the loss of SG production, including 50 MW, 100 MW, and 300 MW are proposed. In addition, a noticeable lack of load is considered for various inertia constants. It can be concluded from this table that a 2 s inertia case, which is related to both inertia of the main grid and the droop-based DERs, requires a high level of active power injection among other cases due to the most considerable
decrease of inertia. It can be argued that the system strength becomes weaker and the MG experiences excessive frequency excursion compared to a higher inertia constant.

Table 6. Frequency Response Requirement for different values of inertia and generation loss.

| Total System Inertia | Reduced Inertia | ΔP(MW) Response Requirement |
|----------------------|-----------------|----------------------------|
|                       | Based on the Second Utility Grid | Droop-Based DERs | 50 MW SG Loss (42% of Total Capacity) | 100 MW SG Loss (55% of Total Capacity) | 300 MW SG Loss (59% of Total Capacity) | 100 MW Load Step (83% of Total Load) |
|                       |                  |                          | 59 MW         | 100 MW          | 215 MW          | 98 MW          |
| 15 Normal             | ✓                | ✓                         | 54 MW         | 99 MW           | 216 MW          | 100 MW         |
| 6                    | ✓                | ✓                         | 55 MW         | 99 MW           | 216 MW          | 103.5 MW       |
| 5                    | ✓                | ✓                         | 54 MW         | 100 MW          | 203 MW          | 104 MW         |
| 2                    | ✓                | ✓                         | 54 MW         | 102 MW          | 206 MW          | 104 MW         |

The amount of contribution of each droop-based source, which constitutes the total inertia of the hybrid system, is shown in Table 7. Figure 19 shows the frequency response for different inertia constants. It can be concluded that the reduction in the inertia constant of the MG can contribute to a higher frequency excursion and excessive RoCoF. Furthermore, the active power provided by various components of the hybrid MG, including DEG, CHP, solar panels, and wind farm during 100 MW loss, is presented in Figure 20. This is the result of the ABC algorithm in finding optimum distribution coefficients, i.e., \( \alpha_{\text{CHP}} = 0.532, \alpha_{\text{DEG}} = 0.431, \alpha_{\text{WTG}} = 0.035, \alpha_{\text{PV}} = 0.002 \). It is important to state that the active power injection, which is generally regarded as a main characteristic of CIGs, decreases the frequency nadir point, overshoot, and settling time of the frequency response, compared to the synchronous based electric grid. The main purpose of CHP implementation is to reduce operational expenses that can be caused by long settling times and high-frequency nadir points.

Figure 19. Frequency deviation during 100 MW SG outage in the presence of different values of inertia constants.
Figure 20. (a) Active power injected by CHP in the islanded MG unit during various inertia constants. (b) Diesel Unit Power Delivery for different Inertia-100 MW SG Loss. (c) Wind farm Unit Power Delivery for different Inertia-100 MW SG Loss. (d) Solar Unit Power Delivery for different Inertia-100 MW SG Loss.

Table 7. Different Values Implemented for Inertia $H(s)$.

| $H(s)$ | SG   | Diesel Generator | CHP  |
|--------|------|------------------|------|
| 15     | 4.96 | 4.96             | 4.96 |
| 8      | 3.96 | 1.96             | 2.31 |
| 6      | 1.73 | 1.96             | 2.31 |
| 5      | 3.96 | 0.5              | 0.5  |
| 2      | 1.0  | 0.5              | 0.5  |

5. Conclusions

In this paper, a coordination scheme between various distributed energy resources (DERs) in a hybrid MG was proposed in order to improve the frequency deviation after several events, including switching operation and disconnection form the main grid, load disturbances, and the reduction in the inertia constant of our islanded microgrid. This contribution between different droop-based and inverter-based resources was introduced based on a multi-objective function that was optimized using an ABC meta-heuristic algorithm. Simulation results illustrated that collaboration between droop-based units, i.e., CHP and diesel engine generator (DEG), and inverter-based resources, such as WTG and PV, could mitigate the frequency excursion considerably. In the presence of a 10% load disturbance, it was concluded that optimum distribution coefficients ($\alpha_{\text{CHP}} = 0.53$, $\alpha_{\text{DEG}} = 0.38$, $\alpha_{\text{WTG}} = 0.05$, $\alpha_{\text{PV}} = 0.04$) could decrease the frequency nadir point, overshoot, and settling time of the frequency response compared to the non-optimum selection of DER coefficients in the frequency response. Moreover, in the case of a 30% reduction in total inertia of the MG system, optimum contribution of the aforementioned DERs ($\alpha_{\text{CHP}} = 0.16$, $\alpha_{\text{DEG}} = 0.30$, $\alpha_{\text{WTG}} = 0.52$, $\alpha_{\text{PV}} = 0.02$) assists the MG in preventing any excessive frequency deviation and system instability.
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- MG: Microgrid
- RES: Renewable Energy Sources
- FCAS: Frequency Control Ancillary Services
- DER: Distributed Energy Resources
- PEIG: Power Electronic Interferences Generation
- RoCoF: Rate of Change of Frequency
- ABC: Artificial Bee Colony
- DG: Distributed Generation
- CHP: Combined Heat and Power
- WTG: Wind turbine Generator
- WECS: Wind Energy Conversion System
- MPPT: Maximum Power Point Tracking
- PV: Photovoltaic Panels
- LFC: Load Frequency Control
- MOF: Multi-Objective Function
- SG: Synchronous Generator
- DEG: Diesel Engine Generator
- DFIG: Doubly Fed Induction Generator
- GSC: Grid Side Converter
- RSC: Rotor Side Converter
- ISE: Integral Square Error
- KPI: Key Performance Indicator
- GFL: Grid Following
- GFM: Grid Forming
- CIG: Converter Interface Generator
- PCC: Point of Common Coupling
- IGB: Inverter-based Generation Resources
- NSG: Non-synchronous Based Generation
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