ABSTRACT

A new method to acquire cross-sectional x-ray images is studied which is based on processing information contained in an x-ray sinogram recorded at varying angles of an object. A derivation of the respective integral equation and its solution are given as well as a functional scheme of a computing and television screen-based device enabling to acquire a selected cross-sectional x-ray images of the object.

Introduction

A characteristic feature of tomography methods used so far is that the shadow image of an examined layer in an object is superimposed with the images of its other layers, “blurred” to a greater extent the farther these layers are apart from the studied layer. This issue significantly limits the possibilities of x-ray-based examination of sufficiently thin layers and obtaining sharp layer-by-layer images of the object. Nevertheless, tomography and tomofluorography are used in several important practical applications [1].

Based on envisioned possibilities to compensate image distortion [2], methods of x-ray technology were proposed which allow the determination of the local x-ray attenuation coefficient in each element of a three-dimensional object and to obtain a volumetric image of the latter [3, 4]. Employing
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2Original: рентгеношифрограммъ, „encoded x-ray radiograph”. This term refers to what is now called x-ray sinogram. Although the term “sinogram” does not appear in the original work in adequate Russian linguistic morphology, it is clear that projec- tional radiographs from an examined plane at continuous sample rotation is referred to. In the following рентгеношифрограммы will be translated as (x-ray) sinogram.
these methods, radiographic examination schemes of practically any desired layer thickness can also be realized, and the image acquired will not depend on other characteristic features of other layers in the object.

The present article studies one such scheme. The most important practical case of a relatively close radiation source resulting in an object irradiated by a narrow fan-shaped beam is studied. During a continuous rotation of the object around an axis perpendicular to the layer under investigation, a photosensitive film moving parallel to the axis acquires encoded x-ray radiograms which contain the necessary data to obtain images of the layer. A television screen-equipped analog computing device implemented to solve the respective integral equation converts the information contained in the x-ray sinogram into an image of the layer in the object under study.

The article derives the integral equation of the problem and gives its solution. Further, a block diagram of the respective computing device is described.

1 Acquisition of sinogram and integral equation

Let object A (Fig. 1) be irradiated with a sufficiently narrow fan-shaped x-ray beam originating in a monochromatic source B (in plane of the investigated section) and shaped by a slot collimator C. To obtain the x-ray image of the layer it is necessary to determine the values of the locally distributed x-ray attenuation coefficient $F(x, y)$, which is a function of the geometric coordinates of the object, located in the $xy$ plane (see Fig. 1).

We add an object enclosed by a cylinder of radius $R$ and an axis $z$ perpendicular to the $xy$ plane and set $F(x, y)$ inside the cylinder but outside the object equal to zero. We shall determine the radiation intensity $F(\alpha, \tau)$ transmitted by the object and illuminating the x-ray film $\Gamma$ which is arranged on a cylindrical surface of radius $L$ with an axis parallel to $z$-direction through the source B. The intensity to be determined will be inversely proportional to $L^2$ and decrease with increasing attenuation of the radiation caused by all elements of the object located on the linear path of each ray. It can be expressed up to a constant factor $K$:

$$F(\alpha, \tau) = \frac{K}{L^2} \exp \left[ -\sqrt{1 + \tan^2 \alpha} \int_{x'_1}^{x'_2} F(x, y) \, dx' \right],$$  \hspace{1cm} (1)

where

$$x = x' \cos \tau + (D + x') \tan \alpha \sin \tau;$$

$$y = -x' \sin \tau + (D + x') \tan \alpha \cos \tau;$$

$$x'_{1,2} = -D \tan^2 \alpha \pm \sqrt{R^2 + (R^2 - D^2) \tan^2 \alpha} \frac{1 + \tan^2 \alpha}{1 + \tan^2 \alpha}.$$

In Fig.1 a second slot collimator is implemented to shield the film from scattered x-ray radiation.
After the exposure of the film, it will contain an image in the shape of a narrow stripe which characterizes the function $F(\alpha, \tau)$ for a fixed $\tau$. We will rotate the object with constant angular velocity around the $z$-axis and simultaneously move the film at a velocity $v$ along the $z$-axis. In this case, the function $F(\alpha, \tau)$ will be recorded on the film with a smoothly alternating angle $\tau$ – an x-ray sinogram containing necessary and sufficient information to obtain the layer’s x-ray image. The dependence of the film’s darkening density on exposure can also be taken into account.

The possibility of obtaining an x-ray image of the layer, i.e. the determination of the unknown function $F(x, y)$ (characterizing the distribution of the local x-ray attenuation coefficient in the cross-section of the object) on the basis of the function $F(\alpha, \tau)$ found from experiment is a result of the uniqueness of the continuous solution of the integral equation.
2 Solution of the integral equation

We assume that the function $F(x, y)$ is continuously differentiable three times. After taking the logarithm, Equation (1) can be expressed as:

$$\int_{l} F(x, y) \, dl = \Phi(\eta, \sigma)$$

(2)

where integration is carried out along line $l$, which is parameterized by

$$x \sin \sigma + y \cos \sigma = \eta,$$

moreover

$$\sigma = \tau - \alpha; \eta = D \sin \alpha;$$

(3)

$$\Phi(\eta, \sigma) = \begin{cases} 
- \ln F(\alpha, \tau) + \ln \frac{K}{L^2} & \text{for } (|\eta| \leq R) \\
0 & \text{for } (|\eta| > R) 
\end{cases}$$

(4)

So, our task comes down to the following: knowing the integral of the Function $F(x, y)$ along all possible lines $l$, find the function $F(x, y)$ itself. Similar problems were studied in several works (see e.g. [5, 6]). Below, a solution of the problem is given based on the theory of the Fourier integral. Let us find the Fourier transform of the unknown function $F(x, y)$:

$$g(u, v) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} F(x, y) e^{-iyr_1} \, dxdy$$

(5)

where $r_1 = (u, v); r = (x, y)$. Integral (5) can be converted as follows:

$$g(u, v) = \frac{1}{|r_1|} \int_{-\infty}^{+\infty} e^{-it} \, dt \int_{r_1 \cdot r = t} F(x, y) \, dl$$

(6)

Assuming

$$u = \rho \cos \theta; v = \rho \sin \theta$$

(7)

and using (2), (4) we rewrite (6) as follows:

$$g(u, v) = \frac{1}{\rho} \int_{-\infty}^{+\infty} e^{-it} \Phi\left(\frac{t}{\rho}, \frac{\pi}{2} - \theta\right) \, dt = \int_{-\infty}^{+\infty} e^{-i\rho\eta} \Phi\left(\frac{\eta}{\rho}, \frac{\pi}{2} - \theta\right) \, d\eta.$$

(8)
As known from the Fourier integral theory, \( g(u, v) \) decreases at least with \( \rho^{-3} \) for \( \rho \to \infty \). Therefore, we can apply the inversion formula of the Fourier integral

\[
F(x, y) = -\frac{1}{4\pi^2} \int_{-\infty}^{+\infty} e^{ir_1r} \left[ \int_{-\infty}^{+\infty} e^{-i\eta\phi} \left( \frac{\pi}{2} - \theta \right) d\eta \right] dudv,
\]

where the outer double integral converges absolutely. However, it is not possible to change the order of integration here, because the triple integral is not absolutely convergent. Therefore, we introduce the convergence factor \( e^{-\delta|r_1|} \) and move to the limit for \( \delta \to 0 \). Changing to polar coordinates and denoting

\[
x = r \cos \varphi; \quad y = r \sin \varphi,
\]

we get from (9):

\[
F(x, y) = -\frac{1}{4\pi^2} \lim_{\delta \to +0} \int_{0}^{2\pi} \int_{-\infty}^{+\infty} \left[ \int_{-\infty}^{+\infty} e^{-i\eta\phi} \left( \frac{\pi}{2} - \theta \right) d\eta \right] e^{-\delta \rho} e^{ir \cos(\theta - \varphi)} d\rho d\theta
\]

\[
= -\frac{1}{4\pi^2} \lim_{\delta \to +0} \int_{0}^{2\pi} \int_{-\infty}^{+\infty} \frac{\Phi \left( \eta, \frac{\pi}{2} - \theta \right)}{r} d\eta d\theta
\]

Since the functions \( F(x, y) \) and \( \Phi(\eta, \sigma) \) are real-valued, the imaginary part in the integrative expression can be discarded (11):

\[
F(x, y) = -\frac{1}{4\pi^2} \lim_{\delta \to +0} \int_{0}^{2\pi} \int_{-\infty}^{+\infty} \frac{r}{|r \cos (\theta - \varphi) - \eta + \delta i|^2} \Phi \left( \eta, \frac{\pi}{2} - \theta \right) d\eta d\theta
\]

To calculate the limit here, we will use the following lemma.

**Lemma.** If \( f(x) \) is twice differentiable and bounded on \((-\infty, +\infty)\), and if \( f'(x) \) decreases faster for \(|x| \to \infty\) than some degree of \(|x|^{-\alpha} (\alpha > 0)\), then:

\[
\lim_{\delta \to +0} \int_{-\infty}^{+\infty} \frac{x^2 + \delta^2}{(x^2 + \delta^2)^2} f(x) \, dx = \int_{-\infty}^{+\infty} \frac{f'(x)}{x} \, dx,
\]

where the integral on the right is understood in the sense of the Cauchy principal value:
The proof of this lemma is omitted.

Applying this lemma, we transform (12) to the form

\[
F(x, y) = -\frac{1}{4\pi^2} \int_0^{2\pi} d\sigma \int_{-\infty}^{+\infty} \frac{\partial}{\partial \eta} \Phi(\eta, \sigma) \, d\eta
\]

where the integral is considered in context of the principal value relative to the point \( \eta = r \sin(\varphi + \sigma) \).

For example, let's assume

\[
\Phi(\eta, \sigma) = \begin{cases} 
1 & \text{for } (|\eta| < R) \\
0 & \text{for } (|\eta| > R).
\end{cases}
\]

In this case the derivative \( \frac{\partial}{\partial \eta} \Phi(\eta, \sigma) = \delta(\eta + R) - \delta(\eta - R) \) is the difference between two Dirac functions. Equation (13) gives

\[
F(x, y) = \frac{1}{4\pi^2} \int_0^{2\pi} \left[ \frac{1}{R - r \sin(\varphi + \sigma)} + \frac{1}{R + r \sin(\varphi + \sigma)} \right] d\sigma = \frac{1}{\pi \sqrt{R^2 - r^2}} \ln \frac{R + r \sin(\varphi + \sigma)}{R - r \sin(\varphi + \sigma)} 
\]

\(|r| < R\).

Note that for \(|r| > R\) formula (13) cannot be used directly, because for values of \(\sigma\) at which \(r \sin(\varphi + \sigma) = \pm R\), the integral

\[
\int_{-\infty}^{+\infty} \frac{\partial}{\partial \eta} \Phi(\eta, \sigma) \, d\eta
\]

is invalid. However, formula (12) also applies at \(|r| > R\). In general formula (12) does not assume continuity, let alone differentiability of the function \(\Phi(\eta, \sigma)\).

Now the solution of equation (1) is simple. For that \(\Phi(\eta, \sigma)\) from function (4) is inserted in (13) and the expression is transformed to variables \(\alpha\) and \(\sigma\) by formula (3). We obtain

\[
F(x, y) = \frac{1}{4\pi^2} \int_0^{2\pi} d\tau \int_{-\arcsin(R/D)}^{+\arcsin(R/D)} \frac{(\frac{\partial}{\partial \alpha} + \frac{\partial}{\partial \tau}) \ln F(\alpha, \tau)}{(x' + D) \sin \alpha - y' \cos \alpha} \, d\alpha
\]

(14)
or after changing variables $\alpha, \tau$ to $\alpha, \alpha + \sigma$:

$$F(x, y) = \frac{1}{4\pi^2} \int_0^{2\pi} d\sigma \int_{\arcsin(R/D)}^{\arcsin(R/D)} \frac{\partial}{\partial \alpha} \ln F(\alpha, \alpha + \sigma) \frac{D}{D \sin \alpha - (x \sin \sigma + y \cos \sigma)} d\alpha$$

(15)

where

$$x' = x \cos \tau - y \sin \tau,$$

$$y' = x \sin \tau + y \cos \tau,$$

(Inner integrals in (14) and (15) are considered in context of the Cauchy principal value relative to the points $\alpha = \arctan \frac{y'}{x'} + D$ and $\alpha = \arcsin \left[ \frac{1}{D} (x \sin \sigma + y \cos \sigma) \right]$ respectively.) In this case, the function $F(\alpha, \tau)$ should be considered to be periodically continued by the second argument outside the main interval $0 \leq \tau \leq 2\pi$.

3 Functional block diagram of television screen-equipped computing device

In the design of the block diagram (Fig. 2) it was taken into account that the integrand function has a simple pole within the integration interval of the variable $\alpha$.

The x-ray sinogram is "read" in a sensor consisting of a transferring television tube (A), a photomultiplier (B) and a mechanical system for the movement of the sinogram film mounted on a rotating drum (B). The sensor output is an electric signal (video signal) whose amplitude at time $t$ corresponds to the density of blackening of the sinogram $F(\alpha, \alpha + \sigma)$ at the point with coordinates $(\alpha, \sigma)$ and goes to the logarithmizing cascade (G), then it is differentiated (cascade D) and conducted to the multiplier E. Simultaneously, the sweep block (Ж), which is coupled to the potentiometric sensors (providing voltages proportional to $\sin \sigma$ and $\cos \sigma$) of the mechanical rotation system of the drum B, guides the signal though the summation cascade (З) and the generator of the inverse function (И), supplying the multiplier with a voltage corresponding to the inverse denominator of the integrand.

To model a function with a pole, the following method is used. The integral with the integration limits located on both sides of the pole $(\alpha_i \pm \epsilon)$ is extracted and replaced by an approximation:

$$F(x, y) = \int_{\alpha_i - \epsilon}^{\alpha_i + \epsilon} \frac{\partial}{\partial \alpha} \ln F(\alpha, \alpha + \sigma) \frac{D}{D \sin \alpha - (x \sin \sigma + y \cos \sigma)} d\alpha \approx 2\epsilon \frac{\partial^2}{\partial \alpha^2} \ln F(\alpha, \alpha + \sigma) \bigg|_{\alpha = \alpha_i}$$

where

$$\alpha_i = \arcsin \left[ \frac{1}{D} (x \sin \sigma + y \cos \sigma) \right].$$

The second differentiating stage (K) and the "switch" (Л) are used to obtain this term, "cutting out" the part corresponding to the interval $2\epsilon$ from the output voltage of the differentiating cascade. The
The multiplier output voltage (E) is added to the voltage from the switch output (I), integrated by the integrator (M) and supplied to switch (H). The determination of the desired value of the function \( F(x, y) \) for each element of the object consists of a single calculation cycle of the computing device. The switch (H) controlled by the sweep generator (ЖК) sets the same initial conditions for each calculation cycle. From the switch (H) the voltage corresponding to the searched function \( F(x, y) \) is supplied to the control grid of the television screen receiver, which is connected to the sweep generator system.

As a result, a spot appears at the screen in a certain point with coordinates \((x, y)\) and its brightness is proportional to the x-ray attenuation coefficient \( F(x, y) \) in the corresponding element of the object cross-section. The image from the television screen is projected on a photographic film (П).

Logarithmic, differentiating and other cascades of the analog computation device are designed by known principles of mathematical modeling [7].

It should be noted that a significant amount of information must be processed to obtain an image of the layer. Therefore, at the speed of operation, which is adapted to the after-glow time of modern television tubes designed for scanning beam systems (0.3\( \mu s \)) and acceptable rotation speeds of the
drum (3000 rpm), the image of a layer with a resolution of $10^4$ elements can be obtained in about 5 minutes. For that the circuitry of the analog computing device should be designed for a frequency bandwidth of up to 1 MHz.

Considerations about the possibility of examination using the continuous spectrum of x-ray frequencies and the use of selective color contrasting are described in [3, 4].

Currently, the first experimental system for obtaining x-ray images of thin layers according to the scheme described in this article is under construction at the Kiev Polytechnic Institute.
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4 Translator’s Note

The early efforts in x-ray tomography at the Kiev Polytechnical Institute reported in the present translated work are remarkable in several aspects. The idea to reconstruct three-dimensional representations of the local x-ray attenuation coefficient from angular x-ray projections was first reported by Tetelbaum in 1957 (Ref. 3 in original work, translation available [6]) and deduced in detail in the present article for the special case of a fan-beam geometry. It is noteworthy that Allan Cormack, who is considered to be the theoretical pioneer of computed tomography, published this idea and the solution to the problem in 1963 [1] – more than 5 years after Tetelbaum and Korenblum. After some experiments with gamma sources, Cormack did not pursue further development due to the lack of interest in the community until hearing about Hounsfield’s work [2]. It also seems that neither Cormack and Hounsfield nor Korenblum and coworkers were familiar with Radon’s work [3] on respective integral transforms, which provided a mathematical solution to the inverse problem, however, did not envision any practical applications. It is evident from the present paper that Korenblum et al. did not only present the mathematical solution to the problem but were also sincerely working towards an experimental realization of such a device with technical equipment.
available in the 50s. In contrast to first CT scanner designs in the early 70s in the West (‘rotate-translate scanners’), the design proposed here was a fan-beam geometry employing the entire beam transmitting the examined layer. For that, a flexible, arc-bent x-ray film was suggested as a 2D detector to record the sinogram directly. Such a geometry was only realized much later in commercial 3rd generation CT scanners, reducing the scanning time significantly. The proposed reconstruction procedure is based on an analog computing circuit coupled with a mechanical data readout and testifies an incredible ability to solve complex problems with limited technological resources. Even if the estimated reconstruction time of 5 min for a 100x100 matrix appears long, it was clearly way ahead of its time. Note, that Hounsfield used a powerful, state-of-the-art mainframe computer at EMI to reconstruct images from his first prototype scanner and it took about 2.5 hours to reconstruct a matrix of 80x80 pixels [4]. The progress in computed tomography went incredibly fast after Hounsfield’s first demonstration of clinical application. In October 1971, the first patient was scanned in South London with Hounsfield’s first clinical prototype and in 1976 (about 5 years later), there were already 17 companies on the market offering commercial 3rd generation CT scanners [4]. In 1979 Cormack and Hounsfield were awarded the Nobel Prize in Physiology or Medicine for their introduction of CT.

Reviewing the early works on CT by Tetelbaum, Korenblum and Tyutin, they seem to be the first to have published the idea to reconstruct the linear attenuation coefficient in a cross-section of an object from projectional x-ray data. In fact, they even solved the special case of the fan-beam geometry and proposed a respective apparatus and reconstruction method. They even envisioned time-resolved CT as well as employing different x-ray energies for the acquisition of "colored" images with additional diagnostic value [6]. Most likely they were also the first to start an experimental realization before 1958. However, their efforts seem to have ended probably with the death of Tetelbaum in November 1958, since he must have been the engineering mind behind the hardware implementation and the computational system. Unfortunately, these early papers remained completely unnoticed in Western literature until 1983, when a short letter to the editor by Barrett et al. was published [5]. Still those works remained widely unknown until today due to limited accessibility and the language barrier. Since the authors are hardly known related to computed tomography short biographies will be given in the following.

**Boris I. Korenblum** (orig. Борис Исаакович Коренблюм, 12 August 1923, Odessa – 15 December 2011, Slingerlands, New York) first started an education to become a violinist at the School of Stolyarsky in Odessa. However, after winning a young mathematician’s competition, he was given the opportunity to move to Kiev and pursue his study of mathematics. When World War II started the family left Kiev and – unlike the majority of the Jews in the capital – escaped the anti-Semitic massacres by Nazi Germany. Korenblum, who was not yet 17 at that time, volunteered for the army and served as a scout and interpreter due to his excellent German language skills. After the war he continued with his studies at the Institute of Mathematics of the National Academy of Sciences of Ukraine and received his Candidate of Sciences degree (equivalent to PhD) in 1947. He continued to work at the Institute, however, lost his position at the height of an anti-Semitic campaign in 1952 and considered himself lucky to secure a position at a Construction Engineering Institute in Kiev where he worked until 1973. In 1956 he received his Russian Doctorate of Sciences from Moscow State University. In 1973 he immigrated to Israel and held a professorship
of Mathematics at the University of Tel-Aviv from 1974 to 1977. After that Korenblum went to the US for a visiting position as a member of the School of Mathematics at the Institute of Advanced Study in Princeton and assumed a professorship at the University at Albany, SUNY from 1977 until his retirement as professor emeritus in 2009. Korenblum mainly researched classical harmonic analysis, functional analysis, Banach algebras (particularly Bergman spaces) and complex analysis. He died of natural causes at his home in Slingerlands, NY on December 15, 2011 at the age of 88.

Semyon I. Tetelbaum (orig. Семён Исаакович Тетельбаум, July 7, 1910, Kiev - November 24, 1958, Kiev) studied at the Kiev Polytechnic Institute (KPI) from 1928-1932 and worked there as an electrical design engineer performing pioneering contributions to television and radio. In 1932 he designed and built a television system enabling first experiments on television in Ukraine. In the later Thirties he carried out research on radio transmission and supervised the development and construction of radio stations in Kiev and Odessa. He defended his doctoral thesis in 1939 and became professor and head of the department of "Receiving and Transmitting Technology" in 1940 at KPI. During Word War II he was Dean of the Radio Engineering Department of the Central Asian Industrial Institute and worked on radar technology and high frequency-induced melting of metal alloys. From 1946 he headed the high-frequency current laboratory at the Institute of Electrical Engineering of the Academy of Sciences of Ukraine and became an elected member of the latter in 1948. He served as the first managing editor of the Soviet Union-wide scientific and technical journal "Proceedings of the Higher Educational Institutions in the Field of Radio Technology" and taught various courses related to electrical engineering at the Kiev Polytechnic Institute. He also investigated problems of efficient wireless energy transmission, sonar, remote control, automatization and electronics in medicine. The theoretical and technical development of computed tomography with x-rays was among his last projects. He died unexpectedly on November 24 in 1958 at the age of 48 in Kiev.

I was not able to find biographical data on the last author, A. A. Tyutin (orig. А. А. Тютин) and would be thankful for any hint or remark.
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6 Appendix A

Scans of the original work in Russian language are provided below.
ОБ ОДНОЙ СХЕМЕ ТОМОГРАФИИ

Б. И. Коренблюм, С. И. Тетельбаум, А. А. Тютин

Рассматривается новый способ получения послойных рентгеновских изображений, основанный на переработке информации, содержащейся в рентгеновском изображении, снятом при переменном ракурсе объекта. Приводится вывод соответствующего интегрального уравнения и его решение, а также описывается функциональная схема счетно-решающего телевизионного устройства, позволяющего получить рентгеновское изображение выбранного слоя объекта.

Особенностью применяемых до настоящего времени методов томографии является то, что на теневое изображение исследуемого слоя объекта накладываются изображения всех остальных его слоев, "размазанные" в той большей степени, чем дальше расположены эти слои от слоя, подлежащего исследованию. Это обстоятельство существенно ограничивает возможности рентгенотехнического изучения достаточно тонких слоев объекта и получения четких послойных изображений. Тем не менее, томография и томографирование находят ряд важных практических применений.

Основываясь на представлениях о возможности компенсации искажений изображений [7], были предложены методы рентгенотехники, позволяющие определять значение локального коэффициента ослабления рентгеновского излучения в каждом элементе трехмерного объекта и получать объемное изображение последнего [4]. С помощью этих методов могут быть осуществлены также схемы рентгенографического исследования практически сколь угодно тонких слоев, причем полученное изображение не будет зависеть от характеристик каких-либо других слоев объекта.

В настоящей статье рассматривается одна из таких схем. Исследуется практически наиболее важный случай относительно близкого расположения источника излучения, когда объект облучается узким веерообразным пучком. При равномерном вращении объекта вокруг оси, перпендикулярной исследуемому слою, на фотопленку, перемещающуюся параллельно вдоль этой оси, получается рентгеновский снимок, заключающий в себе данные, необходимые для получения изображения слоя. Счетно-решающее телевизионное устройство, осуществляющее аппаратуарное решение соответствующего интегрального уравнения, преобразует информацию, заключенную в рентгеновском снимке, в изображение исследуемого слоя объекта.

В статье приводится интегральное уравнение задачи и его решение, а также описывается функциональная схема соответствующего счетно-решающего устройства.
I. ПОЛУЧЕНИЕ РЕНТГЕНОШИФРОГРАММЫ И ИНТЕГРАЛЬНОЕ УРАВНЕНИЕ

Пусть объект A (рис. 1) облучается достаточно узким веерообразным пучком рентгеновского излучения, образуемого монохроматическим (ненаправленным в плоскости исследуемого сечения) источником B и щелевым коллиматором B'. Для получения рентгеноснимка слоя необходимо определить величину локального коэффициента ослабления рентгеновского излучения \( F(x, y) \), являющегося функцией жестко связанных с объектом геометрических координат, расположенных в плоскости \( xy \) слоя (обозначения см. на рис. 1).

Дополним объект в пределах цилиндра радиуса \( R \), с осью \( z \), перпендикулярной плоскости \( xy \), положив внутри этого цилиндра (вне объекта) \( F(x, y) \) равным нулю. Определим интенсивность излучения \( F(x, y) \), проходящего через объект и падающего на рентгенопластину \( \Gamma \), расположенную на цилиндрической поверхности радиуса \( L \), ось которой параллельна \( z \) и проходит через источник A. Искомая интенсивность будет обратно пропорциональна \( L^2 \) и тем меньше, чем больше результатирующее ослабление излучения, вызываемое всеми элементами объекта, находящимися на практически прямолинейном пути каждого пучка излучения. С точностью до постоянного множителя \( K \)

\[
F(x, y) = \frac{K}{L^2} \exp \left[ -\int_{x_1}^{x_2} \frac{F(x, y) \, dx'}{1 + \tan^2 x} \right],
\]

где

\[
x = x' \cos \tau + (D + x') \tan \tau \sin \tau; \quad y = -x' \sin \tau + (D + x') \tan \tau \cos \tau;
\]

\[
x_{1,2} = \frac{-D \tan ^2 \tau \pm \sqrt{R^2 + (R^2 - D^2) \tan ^2 \tau}}{1 + \tan ^2 \tau}.
\]

После проявления экспонированной пленки на ней будет получено изображение в виде узкой полосы, характеризующее функцию \( F(x, y) \) для фиксированного \( \tau \).

* В схеме рис. 1 предусмотрен второй щелевой коллиматор D, экранирующий пленку от рассеянного рентгеновского излучения.
Будем равномерно вращать объект вокруг оси $z$, одновременно перемешивая пленку со скоростью $v$ вдоль оси $z$. В этом случае на пленке будет записана функция $F(x, y)$ при линейно изменяющемся ракурсе $x$ — рентгенограмма, содержащая информацию, необходимую и достаточную для получения рентгеновского слоя. Зависимость плотности почернения пленки от экспозиции также может быть учтена.

Возможность получения рентгеновского изображения слоя, т. е. определения неизвестной функции $F(x, y)$, характеризующей распределение локального коэффициента ослабления излучения по сечению объекта на основании найденной из опыта функции $F(x, y)$, вытекает из факта единственности непрерывного решения интегрального уравнения (1).

2. РЕШЕНИЕ ИНТЕГРАЛЬНОГО УРАВНЕНИЯ

Будем предполагать, что функция $F(x, y)$ трижды непрерывно дифференцируема. Уравнение (1) после логарифмирования может быть записано так:

$$\int_{l} F(x, y) \, dt = \Phi(\eta, \varphi),$$

где интегрирование велидится по прямой $l$, имеющей уравнение

$$x \sin \varphi + y \cos \varphi = \eta,$$

в котором

$$\varphi = \tau - \varphi; \quad \eta = D \sin \varphi;$$

$$\Phi(\eta, \varphi) = \begin{cases} - \ln F(x, y) + \ln \frac{K}{L^2} & (|\eta| < R) \\ 0 & (|\eta| > R) \end{cases}$$

Итак, наша задача свелась к следующему: найти интеграл от функции $F(x, y)$ по всем возможным прямым $l$, наложней самую функцию $F(x, y)$. Аналогичные задачи рассматривались в ряде работ (см., например, [24]). Ниже приводится решение этой задачи, основанное на теории интеграла Фурье.

Найдем преобразование Фурье неизвестной функции $F(x, y)$:

$$g(u, v) = \int_{-\infty}^{\infty} F(x, y) e^{-ix} \, dx \, dy,$$

где обозначено: $r_1 = (u, v); \quad r = (x, y)$. Интеграл (5) можно преобразовать следующим образом:

$$g(u, v) = \frac{1}{|r_1|} \int_{-\infty}^{\infty} e^{-it} \, dt \int_{r_1} F(x, y) \, dl.$$  

Полагая

$$u = \rho \cos \theta; \quad v = \rho \sin \theta$$

и используя (2), (4), перепишем (6) так:

$$g(u, v) = \frac{1}{\rho} \int_{-\infty}^{\infty} e^{-it} \Phi\left(\frac{\rho}{\rho}, \frac{\pi}{2} - \theta\right) \, dt = \int_{-\infty}^{+\infty} e^{-it} \Phi(\eta, \frac{\pi}{2} - \theta) \, d\eta.$$
Как известно из теории интеграла Фурье, при сделанных предположениях $g(u, v)$ убывает при $r \to \infty$ по крайней мере как $r^{-\frac{3}{2}}$. Поэтому можно применить формулу обращения интеграла Фурье

$$F(x, y) = -\frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{iur} \left[ \int_{-\infty}^{+\infty} e^{-i\xi \eta} \Phi \left( \frac{\eta}{2} + \theta \right) d\eta \right] d\xi d\eta,$$  

причем внешний двойной интеграл сходится абсолютно. Однако переменить порядок интегрирования не представляется здесь возможным, так как тройной интеграл не является абсолютно сходящимся. Поэтому мы вводим фактор сходимости $e^{-b|\rho|^2}$ и переходим к пределу при $b \to 0$. Переходя к полярным координатам и обозначая

$$x = r \cos \varphi, \quad y = r \sin \varphi,$$

получим из (9):

$$F(x, y) = -\frac{1}{4\pi^2} \lim_{b \to 0} \int_{0}^{2\pi} \int_{-\infty}^{+\infty} e^{-i\xi \eta} \Phi \left( \frac{\eta}{2} + \theta \right) d\eta \left[ e^{-b|\rho|^2} e^{i\rho \cos(\theta - \varphi)} \rho d\rho d\theta \right].$$

(11)

Так как функции $F(x, y)$ и $\Phi(\eta, \varphi)$ действительны, то можно отбросить минимум часть в подынтегральном выражении (11):

$$F(x, y) = -\frac{1}{4\pi^2} \lim_{b \to 0} \int_{0}^{2\pi} \int_{-\infty}^{+\infty} \frac{[r \cos(\theta - \varphi) - \eta]^2 - \frac{d}{d\eta}}{[(r \cos(\theta - \varphi) - \eta)^2 + \frac{d^2}{d\eta^2}]} \Phi \left( \frac{\eta}{2} + \theta \right) d\eta d\theta.$$

(12)

Чтобы перейти здесь к пределу, воспользуемся следующей леммой.

Лемма. Если $f(x)$ дважды дифференцируема и ограничена на $(-\infty, +\infty)$, $f'(x)$ при $|x| \to \infty$ убывает быстрее, чем некоторая степень $|x|^{-\alpha}$ ($\alpha > 0$), то:

$$\lim_{s \to 0^+} \int_{-\infty}^{+\infty} \frac{x^s + \frac{d}{dx}}{x^s + \frac{d^2}{dx^2}} f(x) dx = \int_{-\infty}^{+\infty} \frac{f'(x)}{x} dx,$$

где интеграл правой части понимается в смысле главного значения по Коши:

$$\int_{-\infty}^{+\infty} \frac{f'(x)}{x} dx = \lim_{s \to 0^+} \left[ \left( \int_{-\infty}^{s} + \int_{s}^{+\infty} \right) \frac{f'(x)}{x} dx \right] = \int_{0}^{+\infty} f'(x) dx - f'((-x)) dx.$$  

Доказательство этой леммы опускаем.

Применяя эту лемму, преобразуем (12) к виду

$$F(x, y) = -\frac{1}{4\pi^2} \int_{0}^{2\pi} \int_{-\infty}^{+\infty} \frac{\partial}{\partial \eta} \Phi \left( \eta, \varphi \right) d\eta d\varphi,$$

(13)
где интеграл берется в смысле главного значения, относительно точки \( \eta = r \sin (\varphi + \sigma) \).

Пусть, например, \( \Phi(\eta, \sigma) = 1 \) при \( |\eta| < R \),

\( \Phi(\eta, \sigma) = 0 \) при \( |\eta| \geq R \).

В этом случае производная \( \frac{\partial}{\partial \eta} \Phi(\eta, \sigma) = \delta(\eta + R) - \delta(\eta - R) \) есть разность двух функций Дирака. Формула (13) дает

\[
F(x, y) = \frac{1}{4\pi^2} \int_0^{2\pi} \left[ \frac{1}{R - r \sin (\varphi + \sigma)} + \frac{1}{R + r \sin (\varphi + \sigma)} \right] d\sigma = \frac{1}{\pi \sqrt{R^2 - r^2}}
\]

(\(|r| < R\)).

Заметим, что для \(|r| > R\) формула (13) нельзя непосредственно пользоваться, так как при тех значениях \( \sigma \), при которых \( r \sin (\varphi + \sigma) = \pm R \), интеграл

\[
\int_{-\infty}^{+\infty} \frac{\partial}{\partial \eta} \Phi(\eta, \sigma) d\eta
\]

tеряет смысл. Однако формула (12) применима и при \(|r| > R\). Вообще, формула (12) не предполагает непрерывности, а тем более дифференцируемости функции \( \Phi(\eta, \sigma) \).

Теперь легко получить решение уравнения (1). Для этого нужно в (13) подставить вместо \( \Phi(\eta, \sigma) \) функцию (4) и, перейти к переменным \( \alpha, \tau \) по формулам (3). Получим

\[
F(x, y) = \frac{1}{4\pi^2} \int_0^{2\pi} d\tau \int_{-\arcsin \frac{R}{D}}^{+\arcsin \frac{R}{D}} \left( \frac{\partial}{\partial \alpha} + \frac{\partial}{\partial \tau} \right) \ln F(\alpha, \tau) d\alpha
\]

или после замены переменных \( \alpha, \tau \) на \( x, x + \sigma \):

\[
F(x, y) = \frac{1}{4\pi^2} \int_0^{2\pi} d\sigma \int_{-\arcsin \frac{R}{D}}^{+\arcsin \frac{R}{D}} \frac{\partial}{\partial \alpha} \ln F(\alpha, x + \sigma) d\alpha,
\]

где

\[
x' = x \cos \sigma - y \sin \sigma,
\]

\[
y' = x \sin \sigma + y \cos \sigma
\]

(внутренние интегралы в (14) и (15) берутся в смысле главного значения по Коши соответственно относительно точек \( \alpha = \arctan \frac{y'}{x'} + D \) и \( \alpha = \arcsin \left[ \frac{1}{D} (x \sin \sigma + y \cos \sigma) \right] \)). При этом функцию \( F(\alpha, \tau) \) нужно считать периодически продолженной по второму аргументу за пределы основного интервала \( 0 \leq \tau \leq 2\pi \).
3. ФУНКЦИОНАЛЬНАЯ СХЕМА ТЕЛЕВИЗИОННОГО СЧЕТНО-РЕШАЮЩЕГО УСТРОЙСТВА

При построении блок-схемы (рис. 2) учтено, что подынтегральная функция имеет простой полюс внутри интервала изменения переменной $\alpha$.

Рентгенограмма "прочитывается" в датчике, состоящем из передающей телевизионной трубки (A), фотоэлектронного умножителя (B) и механической системы движения шифрограммы, укрепленной на врачающемся барабане (B). С выхода датчика электрический сигнал (видеосигнал), амплитуда которого в момент времени $t$ соответствует плотности точечного переноса шифрограммы $F(\alpha, \alpha + \sigma)$ в точке с координатами $\alpha, \sigma$, поступает в логарифмический каскад (Г), затем дифференцируется (каскад Д) и подается в умножитель Е. Одновременно из блока развертки (Ж) через связанные с механической системой вращения барабана (B) потенциометрические датчики, вырабатывающие напряжения, пропорциональные $\sin \sigma$ и $\cos \sigma$, через суммирующий каскад (З) и генератор обратной функции (H) в умножителе поступает напряжение, соответствующее функции, обратной знаменателю подынтегрального выражения.

Для моделирования функции, имеющей полюс, используется следующий прием. Выделяется интеграл с пределами интегрирования, расположенными по обеим сторонам от полюса ($a_i \pm \varepsilon$), а затем последний заменяется приближенным выражением:

$$
\int_{a_{i-\varepsilon}}^{a_{i+\varepsilon}} \frac{\partial}{\partial x} \ln F(x, \alpha + \sigma) \frac{\partial}{\partial \sigma} \ln F(x, \alpha + \sigma) d\alpha \approx 2\varepsilon \left[ \frac{\partial}{\partial \sigma} \ln F(x, \alpha + \sigma) \right]_{\alpha=a_i},
$$

где

$$a_i = \arcsin \left[ \frac{1}{D} (x \sin \sigma + y \cos \sigma) \right].$$

Для получения этого слагаемого используется второй дифференцирующий каскад (К) и "ключ" (Л), "вырезающий" из напряжения на выходе этого дифференцирующего каскада ту часть, которая соответствует интервалу $2\varepsilon$. Управление ключом осуществляется со стороны генератора обратной функции, так что интервал $2\varepsilon$ обеспечивается автоматически.
Напряжение на выходе умножителя (E) суммируется с напряжением, поступающим с выхода ключ (J), интегрируется в интеграторе (M) и поступает на ключ (H). Определение значения искомой функции \( F(x, y) \) для каждого элемента объекта представляет собой единичный цикл вычисления счетно-решающего устройства. Ключ (H), управляемый из блока развертки (2К), устанавливает одинаковые начальные условия для каждого цикла вычисления. С ключа (H) напряжение, соответствующее искомой функции \( F(x, y) \), подводится к управляющей сетке приемной телевизионной трубки (O), снабженной системой развертки.

В результате на экране приемной трубки для выбранной точки с координатами \( x \), \( y \) получается отметка, яркость которой пропорциональна коэффициенту ослабления рентгеновских лучей \( F(x, y) \), в соответствующем элементе сечения объекта. Изображение с экрана приемной телевизионной трубки проектируется на фотопленку (П).

Логарифмирование, дифференцирование и другие каскады счетно-решающей части устройства строятся по известным принципам математического моделирования [7].

Следует отметить, что для получения изображения слоя необходимо переработать значительное количество информации. Поэтому при скорости работы, которая выбирается, исходя из времени после сечения современных телевизионных трубок, предназначенных для установок с бегущим лучом (0,3 мксеc), и допустимой скорости вращения барабана (3000 об/мин), изображение слоя с четкостью 10^4 элементов может быть получено за время порядка 5 мин. При этом тракт счетно-решающего устройства должен быть рассчитан на полосу частот до 1,0 мгц.

Соображения о возможности исследования в сплошном спектре частот рентгеновского излучения и использования условного цветового контрастирования изложены в [8], [9].

В настоящее время в Киевском политехническом институте строится первая экспериментальная установка для получения рентгеновских изображений тонких слоев по описанной в этой статье схеме.
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