Classifying neural networks and methods of their illogical behaviour revealing
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Abstract. In this article a feedforward error backpropagation artificial neural network is investigated and the analysis of its illogical behaviour is presented. The problem of illogical behavior arises in various models of artificial neural networks. In the presented work a classifying artificial neural network (CANN) is considered and several learning algorithms were implemented and compared. CANN was designed for automatic differentiation of cyanobacterial strains during environmental monitoring and some of trained networks demonstrated illogical behavior in further testing. Several original techniques were elaborated for estimation of the quality and accuracy of classification in addition to the traditional ones. Novel visualization methods were suggested for classification and generalization results representation.

1. Introduction

Artificial neural networks (ANNs) are now widely used for modeling and simulating in almost all fields related to processing large volumes of information: in energy sources, chemical engineering, water treatment, food chemistry, control domain, etc.

One of the most common problem, solved by means of ANN, is the classification problem. Neural networks are quite actively used in the classification of numerical and time series, which are utilized in physical fields. During the last years, the ANNs have been frequently used to process spectral signals [1–3].

In general, the classification problem is one of the data processing tasks, which matches the considered observation with one of the known target classes [4]. Each observation is characterized by a set of features. The classification of observations is a vital application problem in most scientific areas. The solution of this problem is associated with the elaboration of a correct model with minimal classification errors, as well as with verification of the results of applying such model to the known and unknown observations.

The wide application of CANN is due to several advantages, firstly, the ability of CANN to create a model with a high level of nonlinearity and, secondly, the ability of CANN to work with samples that cannot be correctly statistically analyzed by conventional methods. On the other hand, CANNs have one great disadvantage related to its intrinsic nature, it is a randomness of the resulting trained model. Using one dataset one can obtain a large number of different models that can give an approximately equal good results. Unfortunately, these models follow their own inner logic, which is different for each model, thus some of them may display illogical behaviour in specific non-standard situations. This leads to the necessity of accurate selection of the best model from a set of similar ones.
Selection of a correctly trained and correctly classifying neural network is an important problem of the machine learning. There are various ways to verify the results of the neural network operation, and some of them have become conventional. However, the conventional methods cannot sometimes detect the illogical behavior of a trained model. One of the examples of such conventional method is the calculation of generalization errors for new observations, belonging to one of target classes of the already trained classifier. But sometimes the illogical behavior can become obvious only while the dataset of observations, not belonging to the considered classes, was used for testing [5].

In this paper a new original technique for verifying the classification results, obtained by a multilayer feed-forward artificial neural network, is presented and new methods for identifying of ANN’s illogical behavior are suggested, including the method based on a comparison with the results of the linear discriminant analysis (LDA).

The proposed technique is based on the analysis of entropy and probability distribution of the neural network output. We describe some problems in correctly trained neural network identification, and suggest possible ways to overcome these problems. The problem of generalization of data not belonging to the classes, used in training process, is discussed. The effectiveness of the presented technique in solving a specific classification problem is demonstrated on the ordinary ecological problem of classification of 16 strains of blue-green algae (cyanobacteria). Such problem arises during the environmental monitoring of toxical “blooms” of water bodies. The considered classification model is based on a 63 features, extracted from a series of 7 single-cell self-fluorescence spectra for each observation. The cases of illigical behaviour of one of the trained CANN are demonstrated on the base of the comparison of CANN results with the results of LDA.

2. Material and methods

One of the aims of the environmental monitoring of water bodies is the investigation and control of toxic cyanobacterial “blooms”. This task involves the study of biological diversity of cyanobacteria and the identification and continuous monitoring of the development of potentially harmful strains. Until now, this problem has been difficult to formalize due to the ambiguous and labour-consuming methods of data collection. However, recently the authors of this article developed a novel technique based on a single-cell data obtained by means of fluorescent microscopic spectroscopy [6–7]. The intrinsic single-cell fluorescence spectra of cyanobacteria, recorded by means of confocal laser scanning microscopy, are convenient for statistical processing and for subsequent computer analysis via various mathematical methods. In this work 307 single cyanobacterial cells, belonging to 23 different strains, were analyzed. For each sample a set of 7 fluorescent spectra were obtained. The classification problem was solved on the base of artificial neural network modelling and the results were verified by comparing with the results of linear discriminant analysis.

2.1. Data acquisition and pre-processing

23 cyanobacterial strains, used in this investigation, were provided by Core Facility Center for Culture Collection of Microorganisms of the Research Park of St. Petersburg State University. In the CALU collection of this facility center cyanobacterial strains are numbered and for the clarity of further narration the CALU numbers for corresponding strains were used below in all illustrations. To record self-fluorescence spectra of living cyanobacterial cells confocal laser scanning microscope Leica TCS-SP5 was used. In the presented investigation fluorescence emission spectra of the intact cells were measured at 7 excitation wavelengths: 405, 458, 476, 488, 496, 514, 543 nm.

The main problem of the considered classification task resulted from the high non-uniformity of the initial data and non-ballansed class sizes (different number of observation in each class). A smallness of initial dataset, as well as the sophisticated nature of the experimental data requires complex pre-processing procedure. The original experimental data represents a set of self-fluorescence spectra of cyanobacterial cells, belonging to 23 different strains. Each observation from a data set is described by a series of seven spectra taken from a single cell by means of confocal laser scanning microscopy. Each initial spectrum is an array of 38-45 numbers, which correspond to the fluorescence intensities on specific emission frequencies of the visible range from 520 to 785 nm. In contrast to the previous investigations, that utilized
for classification a full spectrum of the samples [8-10], we used a set of integral and statistical characteristics, describing the shape of each spectrum. To extract a set of classification features from initial data a computer program has been developed in mathematics system MATLAB [11]. By means of this program, interpolation, extrapolation and smoothing of the raw spectra were carried out. All spectra were reduced to the same scale and size of data array, the first derivative was taken over initial spectra and the fast Fourier transform was performed. The specific values characterizing the shape of obtained curves and the spectral composition of their derivatives were calculated. After additional investigation, a set of 63 features, describing the shape and statistical characteristics of seven-spectra set, has been determined. All selected classification features can be divided into three groups: asymmetry and excess, deviation between 0 and 1 and allows to analyze FFAN.

In our case cross-entropy is better than mean square error for training of classifying neural networks, because it allows to measure distance between two distributions of probability. In our case cross-entropy

\[ H(i|\lambda) = \frac{1}{L} \sum_{i=1}^{L} -y_i \ln y_i, \]

where \( y_i \) and \( y_i \) is obtained and expected value on \( i-th \) neuron of the output layer, respectively. It should be noted, that cross-entropy is better than mean square error for training of classifying neural networks.

2.2. Artificial neural network

There is a lot of different types and architectures of neural networks varying fundamentally. In this paper a feed-forward ANN (FFANN) is used for solving considered classification problem [13]. The architecture of FFANN may contain two or more layers. An input layer contains the input variables and output layer contains the solution of the problem. An additional intermediate (hidden) layers are employed to handle the problem’s nonlinearity and complexity. Due to the simplicity of the problem to be solved, a multi-layer feed-forward neural network (FFANN) with one hidden layer was considered (figure 1).

The size of the input layer is equal to the number of classification features – 63 neurons. The number of neurons on the output layer corresponds to the number of target classes (16 in our case). During the investigation, several variants of network architecture with different number of neurons in hidden layer have been tested. Finally, the number of hidden-layer neurons was established as 31 [14]. An additional bias neuron with a signal equal to unity is added on input and hidden layers, which helps to obtain trained model with higher classification accuracy.

While FFANN is activated by feeding the input vector, this vector propagates through the layers and transforms. The way of vector transformation is given by weights of neural network and activation functions at each layer. At each layer, the input signal is converted according to the following rule:

\[ z_j = F_i \left( \sum_{j=1}^{L} w_{ji} h_j \right), \]

where \( z_j \) - state of \( i-th \) neuron, \( h_j \) - value of \( j-th \) input signal, \( w_{ji} \) - weight between \( i-th \) and \( j-th \) neuron of two adjacent layers, \( L \) – number of neurons in previous layer, \( F_i \) - activation function on \( i-th \) neuron.

As an activation function, a hyperbolic tangent, bounded between -1 and 1, was used on the hidden layer, and Softmax function was used on the output layer. Softmax function at a specified neuron \( i \) of the considered layer have a following form:

\[ F_i(\hat{h}) = e^{\hat{h}_i} / \sum_{j=1}^{L} e^{\hat{h}_j}, \]

where the summation is performed over the neurons of the considered layer. Softmax function is bounded between 0 and 1 and allows to analyze FFANN output as a class likelihood.

Softmax is a conventional function used in classifying models, which allows to use cross-entropy for deviation calculation (i.e. as an error function):

\[ E = -\sum_{i=1}^{L} y_i \ln y_i, \]

where \( y_i \) and \( y_i \) is obtained and expected value on \( i-th \) neuron of the output layer, respectively. It should be noted, that cross-entropy is better than mean square error for training of classifying neural networks, because it allows to measure distance between two distributions of probability. In our case cross-entropy
measures the distance between expected and obtained by ANN probabilities of observation’s classification.

For the initial initialization of the neural network weights, Xavier initialization was used

\[ W \sim U \left(-\sqrt{\frac{6}{L_k+L_{k+1}}}, \sqrt{\frac{6}{L_k+L_{k+1}}}\right) \]

where \( U \) – uniform distribution, \( k \) – layer number. During the preliminary study LeCun and He weight initializations were rejected [15].

According to supervised learning the network is trained with a dataset of observations and optimized basing on its ability to predict a set of known outcomes. The deviation of the network solution from the target (true) value is computed, and the calculation of the error is propagated backward from the output layer to adjust the connection weights. Several first-order modifications of gradient descent method were tested as FFANN training algorithms. Finally, Adam method (method of adaptive moment estimation) was chosen due to the best performance [16]. This method approximates a second-order learning methods and analyzes value of error on previous epoch of training instead of analyzing only a current step, like in standard gradient descent method. The calculation of weight change in this case is similar to all first-order gradient methods:

\[ (\Delta W)_t = \eta \cdot (g_t + \rho \cdot W_{t-1}) + \nu \cdot (\Delta W)_{t-1} \]

(4)

where \( \eta \) - learning rate, \( \rho \) - regularization coefficient, \( \nu \) - momentum coefficient. Here learning rate \( \eta \) specifies the magnitude of changes in the weighting coefficients, and the coefficients of the momentum \( \nu \) and regularization \( \rho \) reduce the probability of getting stuck into a local minimum. According to the conducted investigation the values of these coefficients were chosen as follows: \( \eta = 0.05 \), \( \nu = 0.001 \) and \( \rho = 0.001 \).

The equation (4) differs from standard gradient descent method only by the presence of the function of error gradient \( g_t = D_t/(1-\beta)\sqrt{(1-\alpha)}S_t \), with \( S_t = \alpha \cdot S_{t-1} + (1-\alpha) \cdot (\nabla E)^2_t \), \( D_t = \beta \cdot D_{t-1} + (1-\beta) \cdot (\nabla E)^{t-1} \), where \( S_0 = 0 \), \( D_0 = 0 \), \( \alpha = 0.999 \), \( \beta = 0.9 \).

The ANN architecture presented in this paper (see figure 1), as well as the learning algorithm and its parameters were determined during the study of various configurations. The selected model after training consistently gives a classification accuracy of at least 90%.

The considered neural network architecture and selected training algorithm were implemented on MATLAB software.

3. Results and discussion

The selection of criterions for analysis of ANN classification quality in each specific case should be done according to the considered problem. In our case, final classifier should recognize all strains included in the training process and also should be able to distinguish new species (not belonging to the target classes) in percentage to already defined classes. In the frames of such approach the developed classifier

\[ \text{Figure 1. Artificial Neural Network model.} \]
must show high generalization quality (internal and external) in addition to high classification accuracy. It is well-known, that the analysis of generalization quality, especially the external generalization quality, is closely related to the problem of illogical behaviour of ANNs. Here under illogical behaviour we mean that the trained ANN classifies observation according to its own criterions that differ from normal human criterions. Therefore, according to these abnormal criterions ANN can make crucial errors in the nonstandard irregular situations. Thus, some specific additional techniques are required for revealing of such illogical behaviour. Here we present a set of conventional and new methods for classification quality estimation.

3.1. Cross-entropy, classification accuracy and entropy

The analysis of the value of the error function allows one to select immediately those models that were trained incorrectly and which have no sense to analyze further. However, only on the basis of the value of error function is impossible to evaluate the quality of the trained model, therefore the next stage of the analysis should be evaluation of the classification accuracy.

The first criterion for assessing the quality of ANN operation is the value of the network error function – in our case it is cross-entropy. The dynamic changes of cross-entropy allows to determine whether the model has been correctly trained or not. As an example, the dependence of cross-entropy on the number of learning epochs for two model networks is presented in figure 2. These two network models (figure 2, a and figure 2, b) were chosen from a set of 10 as examples of “correctly” and “incorrectly” trained ANNs. Three curves red, blue and green correspond to learning, control and test samples. Here learning and control sample consist of 70 and 30 percent of the whole data set, respectively. And for the test sample the whole data set was used. This graph helps to identify the usual problems of the training process such as falling into a local minimum and overfitting.

Figure 2. Cross-entropy (left axis) and classification accuracy (right axis) versus number of epochs for two selected models: a) – model 1, b) – model 2. Three curves red, blue and green correspond to learning, control and test samples.

Usually falling into the local minimum is characterized by the fact that the value of error function for training sample begins to oscillate at a sufficiently high value of this function. Here both of sample networks have no such problems.

The occurrence of overfitting is detected as an increase of the error function (cross-entropy) for the learning, control and test samples. Overfitting is the state of the model when it gives a correct result only for the data on which it was trained. The ability of internal generalization for ANN with overfitting will be very low. According to figure 2 for both chosen networks overfitting arises after 500 epoch. Comparison of the curve shape for two models reveals that the second model has slightly better classification ability since it has less cross-entropy for learning sample. Moreover, the curve slope at the last 100 epochs also is less for the second model. So by this criterion it is better than first one.
Unfortunately, further investigation reveals that the generalization quality of the second model is worse, thus it cannot be selected as the best of these two ones. It should be noted here, that the separation of the whole dataset on learning and control samples was carried out randomly, thus the difference in the slope for the control samples can be explained by high non-uniformity of the initial data, and the analysis in this case should be made on the basis of learning and test samples.

The analysis of cross-entropy dynamics allows one to select immediately those models that were trained incorrectly as a whole and have some obvious problems. However, the best network model from a set of trained ones cannot be selected based on the error function solely. Thus further analysis should be carried out.

In our case it is more correct to calculate the classification accuracy for each class independently, as the ratio of the number of correctly classified class observations to the total number of observations in a given class. Then the average classification accuracy for all classes should be calculated. To determine minimal required number of epochs for learning the dependence of classification accuracy on a number of learning epochs should be plotted (figure 2 a, b, right axis, black curve). From figure 2 it is obvious, that after 500 epoch classification accuracy changes very slowly for both cases, so there is no reason to train the model further, because it can be overfitted. And again, following the conventional rules of model comparison the second model will be better of two ones, because it have higher classification accuracy 97.67%, in contrast to 95.73% for the first model.

The calculation of classification accuracy for each class independently allows to build a matrix of errors with size CxC (C – number of classes), which can be represented as a bar chart (Figure 3 c, d), thus the classification accuracy for each class can be visualized. Bar charts show the averaged probability distribution within each class (or averaged class likelihood) i.e. the averaged probability of assigning the observations of a specific class to corresponding target classes. The disadvantage of ANN analysis based on the classification accuracy assessment is the absence of a criterion for selecting the best model from a set, when all models have approximately the same classification accuracy. To solve this problem an additional criteria for selecting the best model from a set should be used.

The entropy of the network output can become such additional criteria for the case, when the models have similar classification accuracy:

$$h = -\sum_{i=1}^{L} y_i \cdot \ln y_i,$$

where $y_i$ – the value of the network output on the $i$-th neuron, $L$ – the number of neurons on the output layer.

While the cross-entropy, indicates the similarity of two probability distributions, and in the case of ANN, shows the closeness of the expected and obtained network output values, the conventional entropy (5) allows to estimate the degree of “chaos” for the probability distribution of each class. Entropy will be higher for a model that has more uniform distribution of output between target classes. Thus, the entropy decreases when the accuracy of the classification of observations of one class tends to unity.

In the case of ANN, the entropy for each individual class can be interpreted as an indicator of how “confidently” the model determines the observations of this class. In the case of a large number of classes, the entropy histogram can be plotted (figure 3 a, b). The higher value of entropy indicates the class for which ANN can give a false positive result.

Actually, while analyzing the entropy of classes on which ANN was trained, the criterion of model correctness is the entropy tends to zero for all classes involved in learning process. At the same time, the entropy values for different classes should be close to each other. On the other hand, while estimating the external generalization quality, in the case when observations from a new class should be uniquely attributed to one of the known classes with similar characteristics, it is necessary to minimize the entropy, otherwise, when the new class have no similarities in target classes, the entropy should be maximal.

On the base of the averaged class likelihood (figure 3, c, d), it is possible to estimate the quality of ANN training, as well as the quality of internal generalization quality. The two models under consideration have similar classification accuracy, but second model is a little bit better with 97% against...
95% for the first model. However, from figure 3, a, b it follows, that “the confidence” of the second model is lower, because the entropy is higher for most of classes. Thus, the first model is better despite having lower classification accuracy, because it evaluates the internal generalization better.

It should be pointed out, that in the initial data set there are three very similar classes 1713, 1715, 1750. These are three cyanobacterial strains of one species. Obviously, that the classification accuracy for them is very low and these classes have maximum entropy. Consequently, the false-positive results may be observed in these classes. However, the second model also have the problems with classes 1416 and 1712. Thus, the analysis of the network output makes it possible to determine incorrectly trained ANN models and to detect the probability of false positive result (type I error). Also on the basis of such analysis the incorrectly determined source data can be revealed.

3.2. External generalization quality

usually, the generalization quality is evaluated on a set of observations, that belong to the classes included in model, so called internal generalization. However, in the areas such as microbiology and ecology, new classes of observations may appear during the research process, i.e. the classes that were not used in the model training. In this case, the developed ANN should be tested on the ability of the external generalization, i.e. the response of the ANN on observations belonging to classes unknown for the model should be analyzed. In some cases, such formulation may lead to the illogical behavior of ANN, in other words, ANN, while having high classification accuracy and good ability for internal generalization, at the same time fails in the external generalization [5].

In the considered classification problem, the operation quality of trained ANN should be determined not only by the absolute value of classification accuracy, but also by the ability of the designed network to recognize and properly classify unknown data classes, which were not included in training process. Thus, for verification of the external generalization quality the averaged class likelihood and entropy of the network output for unknown classes, should be calculated. The results of the external generalization
are verified on the base of a priori knowledge about new classes, which were obtained from an expert or from calculation of different metrics in the original feature space (e.g., Euclidian distances, Mahalanobis distances, etc.).

Figure 4. External generalization quality. Entropy histograms (a, b) and averaged class likelihood bar charts (c, d) for two models under consideration. Results for observations from 7 additional classes, not involved in the training process, are presented. The numbers on the x-axis and in the legend indicate numbers of strains from CALU collection.

In figure 4 the averaged class likelihood and entropy for 7 classes, that were not presented in learning process, are presented. It can be seen, that trained models are very different and the first model shows better external generalization quality because the entropy is lower for all classes and the classification results are closer to the expected values. The main goal of ANN classifier was to determine to which of the 16 known classes the observations from 7 unknown classes could be attributed.

Figure 5. LDA classification results plotted in first three dimensions. The unknown classes in the legend are marked by red. Closed curves on the plot indicate corresponding new observation sets.

In table 2 closely related strains for 7 unknown ones are anumerated and several numeric results of classification are given. Low averaged probability in classification of strains 756 and 550 can be explained by the fact that in the space of classification features they lie between the areas occupied by known classes, approximately at equal distances from 2 or 3 nearest ones. Therefore the ANN cannot make a correct
decision. This can be clearly demonstrated by the results of Fisher’s LDA [17] for a complete set of 23 strains presented in figure 5. Closed curves show areas occupied by seven new strains.

While comparing the results of two classifiers (LDA and ANN), the so-called intersection areas can be compared, i.e. those observations that are correctly and/or incorrectly classified in both models. If, for different ANN models, the area of incorrectly classified data coincides with the same area for LDA, then this indicates incorrectness in the source data. If for the ANN, the incorrect classification of observations that are correctly classified by the LDA model is observed, this indicates illogical behavior of a specific ANN. The second ANN model shows higher accuracy, but its areas of intersection did not match with LDA ones. Thus, the constructed model, even though it has a sufficiently high classification accuracy, is not entirely correct, and in its work, in some cases, may show illogical behavior.

4. Conclusion

In this paper, a novel technique is proposed to verify the quality of CANN operation and to identify the possibility of its illogical behavior. The presented method allows to select the best model from a number of trained ANNs. The advantage of this technique is a simple mathematical apparatus, which makes it easy to visualize the results. The elaborated technique was tested on two classifying ANN models, which solve the problem of differentiation of cyanobacterial strains using their self-fluorescence spectra. According to elaborated technique one of the compared models was rejected inspite its higher classification accuracy, because its external generalization quality turned out to be worse. The comparison with LDA result have confirmed the illogical behaviour of the second model, while classifying of the observations belonging to the unknown classes.
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