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Abstract
We propose a probabilistic model with automatic relevance determination (ARD) for computing interpolative decomposition (ID), that is commonly used for low-rank approximation, feature selection, and extracting hidden patterns in data, where the matrix factors are latent variables associated with each data dimension. The constraint on the magnitude of the factored component is addressed using prior densities with support on the designated subspace. Bayesian inference procedure based on Gibbs sampling is employed. We evaluate the proposed models on a range of real-world datasets including CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets with different dimensions and sizes, and show that the proposed Bayesian ID algorithms with ARD lead to smaller reconstructive errors even compared to vanilla Bayesian ID algorithms with fixed latent dimension set to matrix rank.
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1 Introduction

Matrix decompositional methods such as singular value decomposition (SVD), CUR/Skeleton decomposition, factor analysis, independent component analysis (ICA), and principal component analysis (PCA) have been used extensively over the years to reveal hidden and latent structures of matrices in many scientific and engineering areas such as recommendation systems [5, 17, 20], deep learning [16], computer vision [7], collaborative filtering [22, 15, 24, 25, 4, 3, 20, 19], clustering and classification [13, 28, 18], and machine learning in general [12].

Moreover, low-rank matrix approximations are essential in modern machine learning and data science. Low-rank approximation with respect to the Frobenius norm can be easily solved with SVD. However, it is sometimes advantageous to work with a basis that consists of a subset of the columns of the observed matrix itself for many applications [10, 23]. One such low-rank approximation is provided by the interpolative decomposition (ID). The fact that it makes use of columns from the original matrix sets it apart. As a result, it may preserve matrix properties such as nonnegativity and sparsity, which also assist conserve memory.

Interpolative decomposition is widely used as a feature selection tool which distills the essence and enables handling of massive data that was initially too vast to fit into the RAM. Additionally, it eliminates the incorrect and unnecessary portions of the data that consist of errors and redundant information [4, 10, 23, 17]. In the meantime, finding the indices associated with the spanning columns is frequently valuable for the purpose of problem analysis and data interpretation, it can be very useful to identify a subset of the matrix’s columns that condenses its information. If the columns of the observed matrix have some specific interpretations, e.g., they are transactions in a transaction dataset, then the columns of the factored matrix in ID will have the same meaning as well.
The factored matrix obtained from interpolative decomposition is also numerically stable since its maximal magnitude is limited to a certain range.

Matrix decomposition, on the other hand, can also be viewed as statistical models in which we seek the decomposition that provides the maximum marginal likelihood (MML) for the observed data matrix \( A \). Numerous common matrix factorizations are investigated in the literature for their probabilistic meanings such as general real-valued matrix factorization \(^2\), nonnegative matrix factorization (NMF) \(^1\)\(^2\), principal component analysis \(^\)\(^2\), and generalized to high-order tensor factorizations \(^1\). While probabilistic models can easily accommodate constraints on the specific range of the factored matrix.

In this light, our attention is drawn to the Bayesian interpolative decomposition of underlying matrices. The interpolative decomposition of observed data matrix \( A \) can be described by \( A = CW + D \), where the data matrix \( A = [a_1, a_2, \ldots, a_N] \in \mathbb{R}^{M \times N} \) is approximately factorized into a matrix \( C \in \mathbb{R}^{M \times K} \) containing \( K \) basis columns of \( A \) and a matrix \( W \in \mathbb{R}^{K \times N} \) with absolute values of the entries no greater than 1 in magnitude\(^3\) the noise is captured by matrix \( D \in \mathbb{R}^{M \times N} \). Training such models amounts to finding the optimal rank-\( K \) approximation to the observed \( M \times N \) data matrix \( A \) under some loss functions. Let \( r \in \{0, 1\}^N \) be the state vector with each entry indicating the type of the corresponding column, i.e., basis column or interpolated (remaining) column: if \( r_n = 1 \), then the \( n \)-th column \( a_n \) is a basis column; if \( r_n = 0 \), then \( a_n \) is interpolated using the basis columns plus some error term. Suppose further \( J \) is the set of the indices of the selected basis columns, \( I \) is the set of the indices of the interpolated columns such that \( J \cup I = \{1, 2, \ldots, N\} \), \( J = J(r) = \{n|r_n = 1\}_{n=1}^N \), and \( I = I(r) = \{n|r_n = 0\}_{n=1}^N \). Then \( C \) can be described as \( C = A[,J] \) where the colon operator implies all indices. The approximation \( A \approx CW \) can be equivalently stated that \( A \approx CW = XY \) where \( X \in \mathbb{R}^{M \times N} \) and \( Y \in \mathbb{R}^{N \times N} \) so that \( X[:,J] = C \), \( X[:,I] = 0 = \mathbb{E}^{(N-K)} \); \( W = Y[J,:) \). We also notice that there exists an identity matrix \( I \in \mathbb{R}^{K \times K} \) in \( W \) and \( Y \):

\[
I = W[:,J] = Y[J,J].
\]

Then, finding the low-rank interpolative decomposition of \( A \approx CW \) can be equivalently transformed into the problem of finding the \( A \approx XY \) with state vector \( r \) recovering the submatrix \( C \) (see Figure\(^1\)). To evaluate the approximation, reconstruction error measured by mean squared error (MSE or Frobenius norm) is minimized (assume \( K \) is known):

\[
\min_{W,Z} \frac{1}{MN} \sum_{n=1}^N \sum_{m=1}^M (a_{mn} - x_m^T y_n)^2,
\]

where \( x_m, y_n \) are the \( m \)-th row and \( n \)-th column of \( X, Y \) respectively. In this paper, we approach the magnitude constraint in \( W \) and \( Y \) by considering the Bayesian ID models as a latent factor model where we describe a fully specified graphical model for the problem and employ Bayesian inference algorithms to find the latent components. In this sense, explicit magnitude constraints on the latent components are not necessary because the appropriate choice of prior distribution—here, the general-truncated-normal (GTN) prior—takes care of this automatically.

This paper’s primary contribution is its innovative Bayesian ID approach that can decide the latent dimension \( K \) automatically which is called the GBTN with ARD model. To further favor flexibility and insensitivity on the hyperparameter choices, we also propose the hierarchical model known as the GBTN with ARD algorithm, which has straightforward conditional density distributions requiring only little extra computation. In the meantime, the method is easy to implement. We demonstrate that both dense and sparse datasets may be successfully processed using our method.

### 2 Related Work

#### 2.1 Probability Distributions for Bayesian ID

In this section, we introduce all notations and probability distributions that will be used in the Bayesian ID models.

\(^1\)A weaker construction is to assume no entry of \( Y \) has an absolute value greater than 2. See proof of the existence of the decomposition in Lu \(^1\).
\[ \mathcal{N}(x|\mu, \tau^{-1}) = \frac{1}{\sqrt{2\pi}\tau} \exp\left(-\frac{1}{2}(x - \mu)^2\right) \] is a normal (or Gaussian) distribution with parameters mean \( \mu \) and precision \( \tau \) (where variance \( \sigma^2 = \tau^{-1} \)).

\[ \mathcal{G}(x|\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha - 1} \exp\left(-\frac{\beta}{\tau}x\right) u(x) \] is a Gamma distribution where \( \Gamma(\cdot) \) is the gamma function and \( u(x) \) is the unit step function that has a value of 1 when \( x \geq 0 \) and 0 otherwise.

\[ \mathcal{G}^{-1}(x|\alpha, \beta) = \frac{\alpha}{\Gamma(\alpha)} x^{-\alpha - 1} \exp\left(-\frac{\beta}{\tau}x\right) u(x) \] is an inverse-Gamma distribution.

\[ \mathcal{TN}(x|\mu, \tau^{-1}) = \frac{1}{\sqrt{2\pi} \tau} \cdot \exp\left(-\frac{1}{2}(x - \mu)^2\right) \Phi\left(\frac{x - \mu}{\tau}\right) \] is a truncated-normal (TN) with zero density value below \( x = 0 \) and renormalized to integrate to one. Parameters \( \mu \) and \( \tau \) are known as the “parent mean” and “parent precision” of the normal distribution. And \( \Phi(\cdot) \) function is the cumulative distribution function of standard normal density \( \mathcal{N}(0, 1) \).

\[ \mathcal{GTN}(x|\mu, \tau^{-1}, a, b) = \frac{1}{\sqrt{2\pi} \tau} \cdot \exp\left(-\frac{1}{2}(x - \mu)^2\right) \Phi\left(\frac{x - \mu}{\tau}\right) \] is a general-truncated-normal (GTN) with zero density below \( x = a \) or above \( x = b \) and renormalized to integrate to one where \( u(x|a, b) \) is a step function that has a value of 1 when \( a \leq x \leq b \) and 0 otherwise. Similarly, parameters \( \mu \) and \( \tau \) are known as the “parent mean” and “parent precision” of the original normal distribution. When \( a = 0 \) and \( b = \infty \), the GTN distribution reduces to a TN density.
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Figure 1: A conceptual overview of the interpolative decomposition of matrix \( A \in \mathbb{R}^{M \times N} \) where the yellow vectors denote the basis columns of matrix \( A \), white entries denote zero values, purple entries denote one, blue and black entries denote elements that are not necessarily zero. The Bayesian ID models find the approximation \( A \approx XY \) and the post processing procedure finds the approximation \( A \approx CW \).

### 2.2 Bayesian GBT and GBTN Models for Interpolative Decomposition

![Figure 2](image2.png)

Figure 2: GBT and GBTN models where green circles denote prior variables, orange circles represent observed and latent variables, and plates represent repeated variables. Comma “,” in the cycles represents “and”, and “/” in the cycles represents “or”. Parameters \( a, b \) are fixed with \( a = -1, b = 1 \) in our case; while a weaker construction can set them to \( a = -2, b = 2 \).

We think of the data matrix \( A \) as being generated according to the probabilistic generative process (see Figure 2 and also Lu [19]). The observed \((m, n)\)-th element \( a_{mn} \) of matrix \( A \) is modeled via a
Gaussian likelihood function with variance $\sigma^2$ and mean $x_m^T y_n$ (Eq. 2).

$$p(a_{mn} | x_m^T y_n, \sigma^2) = \mathcal{N}(a_{mn} | x_m^T y_n, \sigma^2).$$

(3)

Then, we place a conjugate prior over the data variance, i.e., an inverse-Gamma distribution with shape parameter $\alpha_\sigma$ and scale parameter $\beta_\sigma$,

$$p(\sigma^2 | \alpha_\sigma, \beta_\sigma) = \mathcal{G}^{-1}(\sigma^2 | \alpha_\sigma, \beta_\sigma).$$

(4)

We apply Gibbs sampling in this paper since it is very accurate when we tend to find the true posterior. We treat the latent variables $y_{kl}$’s (with $k, l \in \{1, 2, \ldots, N\}$, see Figure 2) as random variables. And in order to express beliefs about the values of these latent variables, we need prior densities over them, for example, a constraint with magnitude smaller than 1, even when there are many additional constraints (e.g., semi-nonnegativity in Ding et al. [6], nonnegativity in Lu & Ye [21], or discreteness in Gopalan et al. [8, 9]). Here we assume further that the latent variable $y_{kl}$’s are independently drawn from a GTN prior:

$$p(y_{kl} | \cdot) = \mathcal{G\text{T}\text{N}}(y_{kl} | \mu_{kl}, (\tau_{kl})^{-1}, a = -1, b = 1).$$

(5)

As mentioned, this GTN prior serves to enforce the constraint on the components $Y$ with no entry of $Y$ having a value greater than 1 in magnitude, and is conjugate to the Gaussian likelihood. While in a weaker construction of interpolative decomposition, the constraint on the magnitude can be loosened to 2; the prior is flexible in that the parameters can be then set to $a = -2, b = 2$ accordingly.

**Hierarchical prior** To favor further flexible structures, we place a joint hyperprior over the hyperparameters $\{\mu_{kl}, \tau_{kl}\}$ of GTN density in Eq. 5, i.e., the GTN-scaled-normal-Gamma (GTNSNG) density,

$$p(\mu_{kl}, \tau_{kl} | \cdot) = \mathcal{G}\text{TNSNG}(\mu_{kl}, \tau_{kl} | \mu_\mu, 1, \alpha_t, \beta_t)$$

$$= \{\Phi((b - \mu_\mu) \cdot \sqrt{\tau_\mu}) - \Phi((a - \mu_\mu) \cdot \sqrt{\tau_\mu})\} \cdot \mathcal{N}(\mu_{kl} | \mu_\mu, (\tau_\mu)^{-1}) \cdot \mathcal{G}(\tau_{kl} | a_t, b_t).$$

(6)

Due to the useful scale, this prior can decouple the parameters $\mu_{kl}, \tau_{kl}$, and as a result, their posterior conditional densities are normal and Gamma respectively.

**Terminology** We name the model in the order of the likelihood distribution, the priors we place on the factored components, and the type of hierarchical priors. For example, if Gaussian density is selected to be the likelihood function, and the two prior densities over the factored matrices are chosen to be Gamma density and Exponential density functions respectively, then the model will be termed as Gaussian Gamma-Exponential (GAE) model. In some cases, we need to further place a hyperprior over the parameters of the prior density functions, for example, we put a Gamma prior over the Gamma density, then it will further be termed as a Gaussian Gamma-Exponential Gamma (GAEA) model. In this sense, the Bayesian interpolative decomposition methods are described as the GBT and GBTN models where $B$ stands for Beta-Bernoulli density intrinsically.

### 2.3 Gibbs Sampler

We apply Gibbs sampling in this paper since it is very accurate when we tend to find the true posterior conditional density. In this section, we only shortly describe the posterior conditional density. While a step-by-step derivation is provided in Lu [19] or Appendix [A] the posterior density of $y_{kl}$ is a GTN distribution. Denote all elements of $Y$ except $y_{kl}$ as $Y_{-kl}$, we have

$$p(y_{kl} | A, X, Y_{-kl}, \mu_{kl}, \tau_{kl}, \sigma^2) \propto p(A | X, Y, \sigma^2) \cdot p(y_{kl} | \mu_{kl}, \tau_{kl})$$

$$= \prod_{i,j=1}^{M,N} \mathcal{N}(a_{ij} | x_i^T y_j, \sigma^2) \cdot \mathcal{G\text{T\text{N}}}(y_{kl} | \mu_{kl}, 1, \tau_{kl}^{-1}, -1, 1)$$

$$\propto \mathcal{G\text{T\text{N}}}(y_{kl} | \tilde{\mu}, (\tau)^{-1}, a = -1, b = 1),$$

(7)

where $\tilde{\tau} = \frac{\sum_{i}^M x_{ik}^2}{\sigma^2} + \tau_{kl}$ is the posterior “parent precision” of the GTN distribution, and

$$\tilde{\mu} = \frac{1}{\sigma^2} \sum_{i}^M x_{ik} (a_{il} - \sum_{j \neq k} N x_{ij} y_{jl}) + \tau_{kl} \mu_{kl} / \tilde{\tau}$$
is the posterior “parent mean” of the GTN distribution.

Given the state vector \( r = [r_1, r_2, \ldots, r_N]^T \in \mathbb{R}^N \), the relation between \( r \) and the index set \( J \) is simple; \( J = J(r) = \{ n | r_n = 1 \}_{n=1}^N \) and \( I = I(r) = \{ n | r_n = 0 \}_{n=1}^N \). A new value of state vector \( r \) is to select one index \( j \) from index set \( J \) and another index \( i \) from index sets \( I \) (we note that \( r_j = 1 \) and \( r_i = 0 \) for the old state vector \( r \)) such that

\[
o_j = \frac{p(r_j = 0, r_i = 1 | A, \sigma^2, Y, r_{-ji})}{p(r_j = 1, r_i = 0 | A, \sigma^2, Y, r_{-ji})} = \frac{p(r_j = 0, r_i = 1)}{p(r_j = 1, r_i = 0)} \times \frac{p(A | \sigma^2, Y, r_{-ji}, r_j = 0)}{p(A | \sigma^2, Y, r_{-ji}, r_j = 1)}, \tag{8}\]

where \( r_{-ji} \) denotes all elements of \( r \) except \( j \)-th and \( i \)-th entries. Trivially, we can set \( p(r_j = 0, r_i = 1) = p(r_j = 1, r_i = 0) \). Then the full conditionally probability of \( p(r_j = 0, r_i = 1 | A, \sigma^2, Y, r_{-ji}) \) can be calculated by

\[
p(r_j = 0, r_i = 1 | A, \sigma^2, Y, r_{-ji}) = \frac{o_j}{1 + o_j}. \tag{9}\]

Finally, by conjugacy, the conditional posterior density of \( \sigma^2 \) is an inverse-Gamma distribution:

\[
p(\sigma^2 | X, Y, A) = \mathcal{G}^{-1}(\sigma^2 | \tilde{\alpha}_\sigma, \tilde{\beta}_\sigma), \tag{10}\]

where \( \tilde{\alpha}_\sigma = \frac{MN}{2} + \alpha_\sigma \), \( \tilde{\beta}_\sigma = \frac{1}{2} \sum_{i,j=1}^{M,N} (a_{ij} - x_i^T y_j)^2 + \beta_\sigma \).

**Extra updates for the GBTN model** Following the conceptual overview of the GBTN model in Figure 2, the conditional posterior density of \( \mu_{kl} \) can be obtained by

\[
p(\mu_{kl} | \tau_{kl}, \mu_\mu, \tau_\mu, \alpha_t, b_t, y_{kl}) \propto \mathcal{G} \mathcal{T} N(y_{kl} | \mu_\mu, (\tau_{kl})^{-1}, a = -1, b = 1) \cdot \mathcal{G} \mathcal{T} N S \mathcal{N}(\mu_{kl} | \mu_\mu, (\tau_{kl})^{-1}, \alpha_t, \beta_t) \tag{11}\]

\[
\propto \mathcal{N}(\mu_{kl} | \tilde{\mu}, (\tilde{\tau})^{-1}), \]

where \( \tilde{\tau} = \tau_{kl} + \tau_\mu \), and \( \tilde{\mu} = (\tau_{kl} y_{kl} + \tau_\mu \mu_\mu) / \tilde{\tau} \) are the posterior precision and mean of the normal density. Similarly, the posterior density of \( \tau_{kl} \) is,

\[
p(\tau_{kl} | \mu_{kl}, \mu_\mu, \tau_\mu, \alpha_t, b_t, y_{kl}) \propto \mathcal{G} \mathcal{T} \mathcal{N}(y_{kl} | \mu_\mu, (\tau_{kl})^{-1}, a = -1, b = 1) \cdot \mathcal{G} \mathcal{T} \mathcal{N} \mathcal{S} \mathcal{N}(\mu_{kl} | \mu_\mu, (\tau_{kl})^{-1}, \alpha_t, \beta_t) \tag{12}\]

\[
\propto \mathcal{G}(\tau_{kl} | \tilde{\alpha}_\tau, \tilde{\beta}_\tau),
\]

where \( \tilde{\alpha}_\tau = \alpha_t + 1/2 \) and \( \tilde{\beta}_\tau = b_t + (y_{kl} - \mu_\mu)^2 \) are the posterior parameters of the Gamma density. The full procedure is then formulated in Algorithm 1.

For the GBT and GBTN models, in all circumstances, the maximal magnitude of the factored matrix \( W \) is no greater than 1 because the prior densities in Bayesian ID models guarantee the magnitude constraint. However, in many other methods, e.g., the randomized algorithm for ID, a weaker interpolative decomposition with a maximal magnitude of no more than 2 is found instead [14].

### 3 Bayesian Interpolative Decomposition with Automatic Relevance Determination (ARD)

#### 3.1 Automatic Relevance Determination (ARD)

We furthermore extend the Bayesian models with automatic relevance determination (ARD) to eliminate the need for model selection. Given the state vector \( r = [r_1, r_2, \ldots, r_N]^T \in \mathbb{R}^N \) whose index sets are \( J = J(r) = \{ n | r_n = 1 \}_{n=1}^N \) and \( I = I(r) = \{ n | r_n = 0 \}_{n=1}^N \). A new value of state vector \( r \) is to select one index \( j \) from either the index set \( J \) or the index set \( I \) such that

\[
o_j = \frac{p(r_j = 0 | A, \sigma^2, Y, r_{-ji})}{p(r_j = 1 | A, \sigma^2, Y, r_{-ji})} = \frac{p(r_j = 0)}{p(r_j = 1)} \times \frac{p(A | \sigma^2, Y, r_{-ji}, r_j = 0)}{p(A | \sigma^2, Y, r_{-ji}, r_j = 1)}, \tag{13}\]

where
Algorithm 1: Gibbs sampler for GBT and GBTN ID models. The procedure presented here can be inefficient but is explanatory. While a vectorized manner can be implemented to find a more efficient algorithm. By default, weak priors are $a = -1, b = 1, \alpha_\sigma = 0.1, \beta_\sigma = 1, \{\mu_{kl}\} = 0, \{\tau_{kl}\} = 1$ for GBT, $(\mu_\mu = 0, \tau_\mu = 0.1, \alpha_\mu = \beta_\mu = 1)$ for GBTN.

1: for $t = 1$ to $T$ do
2: Sample state vector $r$ from Eq. (9);
3: Update matrix $X$ by $A[:, J]$ where index vector $J$ is the index of $r$ with value 1 and set $X[:, I] = 0$ where index vector $I$ is the index of $r$ with value 0;
4: Sample $\sigma^2$ from $p(\sigma^2|X, Y, A)$ in Eq. (10);
5: for $k = 1$ to $N$ do
6: for $l = 1$ to $N$ do
7: Sample $y_{kl}$ from Eq. (7);
8: (GBTN only) Sample $\mu_{kl}$ from Eq. (11);
9: (GBTN only) Sample $\tau_{kl}$ from Eq. (12);
10: end for
11: end for
12: Output loss in Eq. (2), and stop iteration if it converges.
13: end for
14: Output averaged loss in Eq. (2) for evaluation after burn-in iterations.

where $r_{-j}$ denotes all elements of $r$ except $j$-th element. Compare Eq. (13) with Eq. (8), we may find that in the former equation, the number of selected columns is not fixed now. Therefore, we let the inference decide the number of columns in basis matrix $C$ of interpolative decomposition. Again, we can set $p(r_j = 0) = p(r_j = 1) = 0.5$. Then the full conditionally probability of $p(r_j = 0, r_i = 1|A, \sigma^2, Y, r_{-ji})$ can be calculated by

$$p(r_j = 0|A, \sigma^2, Y, r_{-j}) = \frac{o_j}{1 + o_j}. \quad (14)$$

Then the full algorithm of GBT and GBTN with ARD is described in Algorithm 2, where the difference lies in that we need to iterate over all elements of the state vector rather than just one or two elements of it. We aware that many elements in the state vector can change their signs making the update of matrix $Y$ (see Figure 1) unstable. Therefore, we also define a number of critical steps $\nu$: after sampling the whole state vector $r$, we update several times (here we repeat $\nu$ times) for the matrix $Y$ and its related parameters (the difference is highlighted in blue of Algorithm 2).

3.2 Post Processing

The Gibbs sampling algorithm finds the approximation $A \approx XY$ where $X \in \mathbb{R}^{M \times N}$ and $Y \in \mathbb{R}^{N \times N}$. As stated above, the redundant columns in $X$ and redundant rows in $Y$ can be removed by the index vector $J$:

$$C = X[:, J] = A[:, J], \quad \text{and} \quad W = Y[J, :].$$

Since the submatrix $Y[J, J] = W[:, J]$ (Eq. (1)) from the Gibbs sampling procedure is not enforced to be an identity matrix (as required in the interpolative decomposition). We need to set it to be an identity matrix manually. This will basically reduce the reconstructive error further. The post processing procedure is shown in Figure 1.

| Dataset       | Rows | Columns | Fraction observed | Matrix rank |
|---------------|------|---------|------------------|-------------|
| CCLE EC50    | 502  | 48      | 0.632            | 24          |
| CCLE IC50    | 504  | 48      | 0.965            | 24          |
| Gene body meth. | 160  | 254     | 1.000            | 160         |
| Promoter meth. | 160  | 254     | 1.000            | 160         |

Table 1: Overview of the CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets, giving the number of rows, columns, the fraction of entries that are observed, and the matrix rank.
Algorithm 2: Gibbs sampler for GBT and GBTN ID with ARD models. The procedure presented here can be inefficient but is explanatory. While a vectorized manner can be implemented to find a more efficient algorithm. By default, weak priors are $a = -1, b = 1, \alpha = 0.1, \beta = 1, (\mu_{kl} = 0, \tau_{kl} = 1)$ for GBT, $(\mu, \tau_{\mu} = 0.1, \alpha = \beta = 1)$ for GBTN. Number of critical steps: $\nu$.

1: for $t = 1$ to $T$ do
2: for $j = 1$ to $N$ do
3: Sample state vector element $r_j$ from Eq. (14);
4: end for
5: Update matrix $X$ by $A[\cdot, J]$ where index vector $J$ is the index of $r$ with value 1 and set $X[\cdot, I] = 0$ where index vector $I$ is the index of $r$ with value 0;
6: Sample $\sigma^2$ from $p(\sigma^2|X, Y, A)$ in Eq. (10);
7: for $n = 1$ to $\nu$ do
8: for $k = 1$ to $N$ do
9: for $l = 1$ to $N$ do
10: Sample $y_{kl}$ from Eq. (7);
11: (GBTN only) Sample $\mu_{kl}$ from Eq. (11);
12: (GBTN only) Sample $\tau_{kl}$ from Eq. (12);
13: end for
14: end for
15: end for
16: Output loss in Eq. (2), stop iteration if it converges.
17: end for
18: Output averaged loss in Eq. (2) for evaluation after burn-in iterations.

Figure 3: Data distribution of CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets.

4 Experiments

To assess the proposed algorithms and highlight the key benefits of the proposed Bayesian ID with ARD methods, we conduct experiments with different analysis tasks; and different datasets including Cancer Cell Line Encyclopedia (CCLE EC50 and CCLE IC50 datasets [2]), cancer driver genes (Gene Body Methylation [11]), and the promoter region (Promoter Methylation [11]) from bioinformatics. Following Brouwer & Lio [3], we preprocess these datasets by capping high values to 100 and undoing the natural log transform for the former three datasets. Then we standardize to have zero mean and unit variance for all datasets and fill missing entries by 0. Finally, we copy every column twice (for the CCLE EC50 and CCLE IC50 datasets) in order to increase redundancy in the matrix; while for the latter two (Gene Body Methylation and Promoter Methylation datasets), the number of columns is already larger than the matrix rank such that we do not increase any redundancy. A summary of the four datasets is reported in Table 1 and their distributions are presented in Figure 3.

In all scenarios, the same parameter initialization is adopted when conducting different tasks. Experimental evidence reveals that post processing procedure can increase performance to a minor level, and that the outcomes of the GBT and GBTN models are relatively similar. For clarification, we only provide the findings of the GBT model after post processing. We compare the results of ARD versions of GBT and GBTN with vanilla GBT and GBTN algorithms. In a wide range of experiments across various datasets, the GBT or GBTN with ARD models improve reconstructive error and leads to performance that is as good or better than the vanilla GBT or GBTN methods in low-rank ID approximation.
In order to measure overall decomposition performance, we use mean squared error (MSE, Eq. (2)), which measures the similarity between the true and reconstructive; the smaller the better performance.
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(a) Convergence of the models on the CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets, measured by the data fit (MSE). The algorithm almost converges in less than 50 iterations.

![Autocorrelation](image)

(b) Averaged autocorrelation coefficients of samples of $\mu_k$ computed using Gibbs sampling on the CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets.
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(c) Convergence of the number of selected columns on the CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets, measured by the data fit (MSE). The algorithm almost converges in less than 100 iterations.

Figure 4: Convergence results (upper), sampling mixing analysis (middle), and reconstructive results (lower) on the CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets for various latent dimensions.

### 4.1 Hyperparameters

In this experiments, we use $a = -1, b = 1, \alpha_\sigma = 0.1, \beta_\sigma = 1, (\{\mu_k\} = 0, \{\tau_{kl}\} = 1)$ for GBT, $(\mu_k = 0, \tau_\alpha = 0.1, \alpha_t = \beta_t = 1)$ for GBTN, and critical steps $\nu = 5$ for GBT and GBTN. The adopted parameters are very uninformative and weak prior choices and the models are insensitive to them. The observed or unobserved variables are initialized from random draws as long as these hyperparameters are fixed since this initialization method provides a better initial guess of the correct patterns in the matrices. In all scenarios, we run the Gibbs sampling 1,000 iterations with a burn-in of 100 iterations and a thinning of 5 iterations as the convergence analysis shows the algorithm can converge in less than 100 iterations.

### 4.2 Convergence and Comparative Analysis

We first show the rate of convergence over iterations on the CCLE EC50, CCLE IC50, Gene Body Methylation, and Promoter Methylation datasets. We run GBT model with $K = 5, 10, 15, 24$ for the CCLE EC50 and CCLE IC50 datasets where $K = 24$ is the full rank of the matrices and $K = 100, 120, 140, 160$ for the Gene Body Methylation and Promoter Methylation datasets where

---

2The results of GBT and GBTN without ARD are close so here we only provide the results of GBT for clarity.
$K = 160$ is the full rank of the matrices; and the error is measured by MSE. Figure 4(a) shows the rate of convergence over iterations. Figure 4(b) shows autocorrelation coefficients of samples computed using Gibbs sampling. We observe that the mixing of the GBT and GBTN with ARD are close to those without ARD. The coefficients are less than 0.1 when the lags are more than 10 showing the mixing of the Gibbs sampler is good. In all experiments, the algorithm converges in less than 50 iterations. On the CCLE EC50, Gene Body Methylation, and Promoter Methylation datasets, the sampling is less noisy; while on the CCLE IC50 dataset, the sampling of GBT without ARD seems to be noiser than those of GBT and GBTN with ARD.

Comparative results for the proposed GBT and GBTN with ARD and those without ARD on the four datasets are again shown in Figure 4(a) and Table 2. In all experiments, the proposed GBT and GBTN with ARD achieve the smallest MSE, even compared to the non-ARD versions with latent dimension $K$ setting to full matrix rank ($K = 24$ for the CCLE EC50 and CCLE IC50 datasets, and $K = 160$ for the Gene Body Methylation and Promoter Methylation datasets). Figure 4(c) shows the convergence of the number of selected columns for GBT and GBTN with ARD models on each dataset. We observe that the samples are walking around 27 for the CCLE EC50 and CCLE IC50 datasets; and around 130 for the Gene Body Methylation and Promoter Methylation datasets. These samples are close to the true rank of each matrix.

## 5 Conclusion

The paper aims to solve the annoying choice of latent dimension issue of the Bayesian algorithms in computing the low-rank ID approximation. We propose a computationally efficient, yet simple algorithm that needs little extra computation, that is easy to implement for interpolative decomposition, and that automatically finds the latent dimension. Overall, we show that the presented GBT and GBTN models with ARD are versatile algorithms that have good convergence results and better reconstructive performances on both sparse and dense datasets. Similar to vanilla GBT and GBTN models, GBT and GBTN with ARD methods are able to force the magnitude of the factored matrix to be no greater than 1 such that numerical stability is guaranteed.
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A Derivation of Gibbs Sampler for Bayesian Interpolative Decomposition

We provide a detailed derivation of the Gibbs sampler for the proposed Bayesian ID (with or without ARD) models in this appendix. As shown in the paper, the \((m,n)\)-th entry \(a_{mn}\) of the underlying matrix \(A\) is modeled using a Gaussian likelihood with variance \(\sigma^2\) and mean \(x_m^\top y_n\) (given by the latent decomposition in Eq. (2)),

\[
p(a_{mn}|x_m^\top y_n, \sigma^2) = \mathcal{N}(a_{mn}|x_m^\top y_n, \sigma^2);
p(A|\theta) = \prod_{m,n=1}^{M,N} \mathcal{N}(a_{mn}|(XY)_{mn}, \tau^{-1}),
\]

where \(\theta = \{X, Y, \sigma^2\}\) denotes all parameters in the model, \(\sigma^2\) is the variance, \(\tau^{-1} = \sigma^2\) is the precision.

Prior We further place a conjugate prior, an inverse-Gamma distribution with shape parameter \(\alpha_\sigma\) and scale parameter \(\beta_\sigma\), over the variance parameter \(\sigma^2\),

\[
p(\sigma^2|\alpha_\sigma, \beta_\sigma) = \mathcal{G}^{-1}(\sigma^2|\alpha_\sigma, \beta_\sigma).
\]

Then, we assume that the latent variable \(y_{kl}\)'s (with \(k, l \in \{1, 2, \ldots, N\}\), see Figure 2) are drawn from a GTN prior,

\[
p(y_{kl}|\cdot) = \mathcal{GTN}(y_{kl}|\mu_{kl}, \tau_{kl}, a = -1, b = 1) = \frac{\sqrt{\frac{2}{\pi}} \exp\left\{-\frac{\tau_{kl}^2}{2}(y_{kl} - \mu_{kl})^2\right\}}{\Phi((b - \mu_{kl}) \cdot \sqrt{\tau_{kl}}) - \Phi((a - \mu_{kl}) \cdot \sqrt{\tau_{kl}})} \cdot u(y_{kl}|a, b),
\]

where \(u(x|a, b)\) is a step function that has a value of 1 when \(a \leq x \leq b\) and 0 otherwise when \(x < a\) or \(a > b\).

Hyperprior To further favor flexible structures, we choose a joint hyperprior density over the latent parameters \(\{\mu_{kl}, \tau_{kl}\}\) of GTN prior in Eq. (15), i.e., the GTN-scaled-normal-Gamma (GTNSNG) prior,

\[
p(\mu_{kl}, \tau_{kl}|\cdot) = \mathcal{GTNSNG}(\mu_{kl}, \tau_{kl}|\mu_{\mu}, \tau_{\mu}, (\tau_{\mu})^{-1}, \alpha_t, \beta_t) = \left\{ \Phi((b - \mu_{kl}) \cdot \sqrt{\tau_{kl}}) - \Phi((a - \mu_{kl}) \cdot \sqrt{\tau_{kl}}) \right\} \cdot \mathcal{N}(\mu_{kl}|\mu_{\mu}, (\tau_{\mu})^{-1}) \cdot \mathcal{G}(\tau_{kl}|\alpha_t, \beta_t).
\]

This prior can decouple parameters \(\mu_{kl}, \tau_{kl}\) due to the re-scale, and the conditional posterior densities of them are normal and Gamma distributions respectively from this convenient scale.

Posterior Following the graphical representation of the GBT (or the GBTN) model in Figure 2, the conditional posterior density of \(y_{kl}^W\) can be obtained by
$$p(y_{kl}|A, X, Y_{-kl}, \mu_{kl}, \tau_{kl}, \sigma^2) \propto p(A|X, Y, \sigma^2) \cdot p(y_{kl}|\mu_{kl}, \tau_{kl})$$
$$= \prod_{i,j=1}^{M,N} \mathcal{N}(a_{ij} | x_i^T y_j, \sigma^2) \times \mathcal{GN}(y_{kl}|\mu_{kl}, (\tau_{kl})^{-1}, a = -1, b = 1)$$
$$\propto \exp \left\{-\frac{1}{2\sigma^2} \sum_{i,j=1}^{M,N} (a_{ij} - x_i^T y_j)^2 \right\} \exp \left\{-\frac{\tau_{kl}}{2}(y_{kl} - \mu_{kl})^2 \right\} u(y_{kl}|a, b)$$
$$\propto \exp \left\{-\frac{1}{2\sigma^2} \sum_{i}^{M} \left(x_{ik}^2 y_{kl}^2 + 2x_{ik}y_{kl} (\sum_{j \neq k}^{N} x_{ij} y_{jl} - a_{il}) \right) \right\} \exp \left\{-\frac{\tau_{kl}}{2}(y_{kl} - \mu_{kl})^2 \right\} u(y_{kl}|a, b)$$
$$\propto \exp \left\{-\frac{2}{\sigma^2} \frac{\sum_{i}^{M} x_{ik}^2}{2\sigma^2} + \frac{\tau_{kl}}{2} \right\} + y_{kl} \left(\frac{1}{\sigma^2} \sum_{i}^{M} x_{ik} (a_{il} - \sum_{j \neq k}^{N} x_{ij} y_{jl}) + \tau_{kl} \mu_{kl} \right) \right\} u(y_{kl}|a, b)$$
$$\propto \mathcal{N}(y_{kl}|\mu_{kl}, (\tau_{kl})^{-1}) u(y_{kl}|a, b) \propto \mathcal{GN}(y_{kl}|\mu_{kl}, (\tau_{kl})^{-1}, a = -1, b = 1),$$

where again, for simplicity, we assume the rows of $X$ are denoted by $x_i$'s and columns of $Y$ are denoted by $y_j$'s, $\bar{\tau} = \sum_{i,j}^{M,N} \sum_{k,l}^{M,N} x_{ik} x_{jl}$ and $\bar{\tau}_{kl}$ is the posterior “parent precision” of the GTN density, and the posterior “parent mean” of the GTN density is

$$\bar{\mu} = \left(\frac{1}{\sigma^2} \sum_{i}^{M} x_{ik} (a_{il} - \sum_{j \neq k}^{N} x_{ij} y_{jl}) + \tau_{kl} \mu_{kl} \right) / \bar{\tau}.$$ 

**Update of state vector for GBT and GBTN without ARD** Suppose further that $r \in \{0, 1\}^N$ is the state vector with each element indicating the type of the corresponding column. If $r_n = 1$, then $a_n$ is a basis column; otherwise, $a_n$ is interpolated using the basis columns plus some error term. Given the state vector $r = [r_1, r_2, \ldots, r_N]^\top \in \mathbb{R}^N$, the relation between $r$ and the index sets $J$ is simple; $J = J(r) = \{n|r_n = 1\} \cup \{n|r_n = 0\}$. A new value of state vector $r$ is to select one index $j$ from index sets $J$ and another index $i$ from index sets $I$ (we note that $r_j = 1$ and $r_i = 0$ for the old state vector $r$) such that

$$o_j = \frac{p(r_j = 0, r_i = 1|A, \sigma^2, Y, r_{-ji})}{p(r_j = 1, r_i = 0|A, \sigma^2, Y, r_{-ji})} = \frac{p(r_j = 0, r_i = 1|A, \sigma^2, Y, r_{-ji})}{p(r_j = 1, r_i = 0|A, \sigma^2, Y, r_{-ji})} \times \frac{p(A|\sigma^2, Y, r_{-ji}, r_j = 0, r_i = 1)}{p(A|\sigma^2, Y, r_{-ji}, r_j = 1, r_i = 0)},$$

(17)

where $r_{-ji}$ denotes all elements of $r$ except $j$-th and $i$-th entries. Trivially, we can set $p(r_j = 0, r_i = 1) = p(r_j = 1, r_i = 0)$. Then the full conditionally probability of $p(r_j = 0, r_i = 1|A, \sigma^2, Y, r_{-ji})$ can be calculated by

$$p(r_j = 0, r_i = 1|A, \sigma^2, Y, r_{-ji}) = \frac{o_j}{1 + o_j}.$$ 

**Update of state vector for GBT and GBTN with ARD** For the update of the state vector in GBT and GBTN with ARD, a new value of state vector $r$ is to select one index $j$ from either the index set $J$ or the index set $I$ such that

$$o_j = \frac{p(r_j = 0|A, \sigma^2, Y, r_{-j})}{p(r_j = 1|A, \sigma^2, Y, r_{-j})} = \frac{p(r_j = 0|A, \sigma^2, Y, r_{-j})}{p(r_j = 1|A, \sigma^2, Y, r_{-j})} \times \frac{p(A|\sigma^2, Y, r_{-j}, r_j = 0)}{p(A|\sigma^2, Y, r_{-j}, r_j = 1)},$$

(18)

where $r_{-j}$ denotes all elements of $r$ except $j$-th element. Compare Eq. (18) with Eq. (17), we may find that in the former equation, the number of selected columns is not fixed now. Therefore, we let the inference decide the number of columns in basis matrix $C$ of interpolative decomposition.
Again, we can set \( p(r_{j} = 0) = p(r_{j} = 1) = 0.5 \). Then the full conditionally probability of \( p(r_{j} = 0, r_{i} = 1 | A, \sigma^{2}, Y, r_{-j}) \) can be calculated by

\[
\begin{align*}
p(r_{j} = 0 | A, \sigma^{2}, Y, r_{-j}) &= \frac{o_{j}}{1 + o_{j}}.
\end{align*}
\]

Finally, the conditional posterior density of \( \sigma^{2} \) can be easily obtained by conjugacy: an inverse-Gamma distribution

\[
p(\sigma^{2} | X, Y, A) = G^{-1}(\sigma^{2} | \widetilde{\alpha}_{\sigma}, \widetilde{\beta}_{\sigma}),
\]

where \( \widetilde{\alpha}_{\sigma} = \frac{MN}{2} + \alpha_{\sigma}, \widetilde{\beta}_{\sigma} = \frac{1}{2} \sum_{i,j=1}^{M,N} (a_{ij} - x_{i}^{T}y_{j})^{2} + \beta_{\sigma} \).

**Extra update for GBTN model** Following the conceptual representation of the GBTN model in Figure 2, the conditional density of \( \mu_{kl} \) can be obtained by

\[
p(\mu_{kl} | \tau_{kl}, \mu_{\mu}, \tau_{\mu}, a_{t}, b_{t}, y_{kl}) \propto GTN(y_{kl} | \mu_{kl}, (\tau_{kl})^{-1}, a = -1, b = 1)
\]

\[
\times GTNSNG(\mu_{kl}, \tau_{kl} | \mu_{\mu}, (\tau_{\mu})^{-1}, \alpha_{t}, \beta_{t})
\]

\[
\propto GTN(y_{kl} | \mu_{kl}, (\tau_{kl})^{-1}, a = -1, b = 1) \cdot \{ \Phi((b - \mu_{\mu}) \cdot \sqrt{\tau_{\mu}}) - \Phi((a - \mu_{\mu}) \cdot \sqrt{\tau_{\mu}}) \}
\]

\[
\times \frac{1}{\sqrt{\tau_{kl}}} \cdot \exp \left\{ -\frac{\tau_{kl}}{2} (y_{kl} - \mu_{kl})^{2} \right\} \cdot \exp \left\{ -\frac{\tau_{\mu}}{2} (\mu_{\mu} - \mu_{kl})^{2} \right\}
\]

\[
\propto \exp \left\{ -\frac{\tau_{kl} + \tau_{\mu}}{2} \mu_{kl}^{2} + \mu_{kl} (\tau_{kl} y_{kl} + \tau_{\mu} \mu_{\mu}) \right\}
\]

\[
\propto G(\mu_{kl} | \widetilde{\mu}, (\tilde{\tau})^{-1}),
\]

where \( \tilde{\tau} = \tau_{kl} + \tau_{\mu} \), and \( \widetilde{\mu} = (\tau_{kl} y_{kl} + \tau_{\mu} \mu_{\mu}) / \tilde{\tau} \) are the posterior precision and mean of the normal density. Similarly, the conditional density of \( \tau_{kl} \) is,

\[
p(\tau_{kl} | \mu_{kl}, \mu_{\mu}, \tau_{\mu}, a_{t}, b_{t}, y_{kl}) \propto GTN(y_{kl} | \mu_{kl}, (\tau_{kl})^{-1}, a = -1, b = 1)
\]

\[
\times GTNSNG(\mu_{kl}, \tau_{kl} | \mu_{\mu}, (\tau_{\mu})^{-1}, \alpha_{t}, \beta_{t})
\]

\[
\propto GTN(y_{kl} | \mu_{kl}, (\tau_{kl})^{-1}, a = -1, b = 1) \cdot \{ \Phi((b - \mu_{\mu}) \cdot \sqrt{\tau_{\mu}}) - \Phi((a - \mu_{\mu}) \cdot \sqrt{\tau_{\mu}}) \}
\]

\[
\times \frac{1}{\sqrt{\tau_{kl}}} \cdot \exp \left\{ -\frac{\tau_{kl}}{2} (y_{kl} - \mu_{kl})^{2} \right\} \cdot \exp \left\{ -\frac{\tau_{\mu}}{2} (\mu_{\mu} - \mu_{kl})^{2} \right\}
\]

\[
\propto \exp \left\{ -\frac{\tau_{kl} (y_{kl} - \mu_{kl})^{2}}{2} \right\} \cdot \tau_{kl}^{1/2} \cdot \tau_{kl}^{\alpha_{t} - 1} \cdot \exp \left\{ -b_{t} \tau_{kl} \right\}
\]

\[
\propto \exp \left\{ -\tau_{kl} \left[ b_{t} + \frac{(y_{kl} - \mu_{kl})^{2}}{2} \right] \right\} \cdot \tau_{kl}^{(\alpha_{t} + 1/2) - 1}
\]

\[
\propto G(\tau_{kl} | \bar{a}, \bar{b}),
\]

where \( \bar{a} = a_{t} + 1/2 \) and \( \bar{b} = b_{t} + \frac{(y_{kl} - \mu_{kl})^{2}}{2} \) are the posterior parameters of the Gamma density.