Kibble-Zurek scaling from linear response theory
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Abstract: While quantum phase transitions share many characteristics with thermodynamic phase transitions, they are also markedly different as they occur at zero temperature. Hence, it is not immediately clear whether tools and frameworks that capture the properties of thermodynamic phase transitions also apply in the quantum case. Concerning the crossing of thermodynamic critical points and describing its non-equilibrium dynamics, the Kibble-Zurek mechanism and linear response theory have been demonstrated to be among the very successful approaches. In the present work, we show that these two approaches are consistent also in the description of quantum phase transitions, and that linear response theory can even inform arguments of the Kibble-Zurek mechanism. In particular, we show that the relaxation time provided by linear response theory gives a rigorous argument for why to identify the “gap” as a relaxation rate, and we verify that the excess work computed from linear response theory exhibits Kibble-Zurek scaling.
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1. Introduction

In thermodynamics a phase transition describes the dramatic change of the macroscopically observable physical properties of matter [1]. At the microscopic scale, such a transition requires the fundamental re-ordering and structuring (or lack thereof) of the system’s constituents. Realizing the complexity of the microscopic properties of a system approaching and passing through a phase transition, it is almost obvious to recognize that around the transition the response to external perturbations is strongly inhibited. In renormalization group theory this insight is formalized as the universal divergence of response functions [2].

All real processes occur at finite time and are accompanied by the inevitable production of nonequilibrium excitations. If the rate of driving is much slower than the inverse of the relaxation time, effectively quasistatic, equilibrium processes can be facilitated. However, close to critical points the relaxation time diverges (as does the response), and hence any real driving through a phase transition will always exhibit nonequilibrium characteristics. This observation is at the core of the Kibble-Zurek mechanism [3–12], which predicts the size of finite domains to be fully determined by the critical exponents and the rate of driving.

Whereas the arguments of the Kibble-Zurek mechanism can be phrased rather intuitively for thermodynamic phase transitions, the situation is more involved for quantum phase transitions [13]. A quantum system undergoes a quantum phase transition, if its macroscopically observable physical properties of the ground state change according to an external field [13]. It has then been argued that the energy difference between ground and excited state, the so-called “gap”, plays the role of a relaxation rate, and that thus the Kibble-Zurek mechanism can be generalized to the fully quantum domain [14–17].

Both, the classical and the quantum Kibble-Zurek mechanism describe nonequilibrium excitations in terms of the critical exponents of the underlying equilibrium phase transition. Hence, it appears somewhat natural to assume that the mechanism itself is valid “close enough to equilibrium”. However, like all phenomenological approaches the range of validity cannot
be fully determined from within the approach. On the other hand, "close to equilibrium" is the domain of linear response theory \cite{18,19}. Therefore, the natural question arises whether the Kibble-Zurek mechanics can be phrased as a consequence of linear response, or whether the mechanism goes beyond the theory. In previous work, we have found some clear evidence that the Kibble-Zurek mechanism does in fact describe the physics outside the range of validity of linear response \cite{20}, but also that for slow enough driving the two approaches are consistent \cite{21}.

In the present work, we further investigate to what extend insight from and about the Kibble-Zurek mechanism can be extracted from linear response theory. To this end, we focus on the less intuitive case and analyze the quantum phase transition of the Ising model in the transverse field \cite{22}. Since this model can be solved analytically \cite{23,24}, it has become the paradigmatic case study for phase transitions in quantum systems \cite{14,25–29}. As a first result we elucidate the interpretation of the "gap" as a relaxation rate. To this end, we compute the relaxation time directly from the response function, and we find that the quantum phase transition indeed exhibits "critical slowing down". This insight can then be used to compute the excess work, which quantifies the "amount" of diabatic excitations and which can be computed relatively easily by means of linear response theory \cite{30–39}. We find that this excess work exhibits exactly the polynomial behavior as a function of the driving time predicted by the Kibble-Zurek mechanism. Finally, benchmarking our results from linear response theory against exact numerics, we obtain a good characterization of the range of validity of linear response theory around quantum phase transitions.

2. Preliminaries

We begin by establishing notions and notations. To this end, we briefly review some elements of the Kibble-Zurek mechanism as well as how to compute the excess work from linear response theory. For specificity, we phrase our analysis entirely in terms of the quantum Ising chain in the transverse field,

\[ H = -J \sum_{i=1}^{N} \sigma_i^x \sigma_{i+1}^x - \Gamma \sum_{i=1}^{N} \sigma_i^z. \]  

where \( \sigma_i^z \) and \( \sigma_i^x \) are the Pauli matrices of the \( i \)th spin, \( J \) is the coupling energy, and \( \Gamma \) is the transverse magnetic field. For our purposes we choose \( N \) to be even, and we work with periodic boundary condition.

2.1. Kibble-Zurek mechanism

The Kibble-Zurek mechanism is a phenomenological theory that can be used to describe the non-equilibrium dynamics of the Ising chain (1) when crossing its critical point, \( \Gamma = J \). Renormalization group theory predicts \cite{2,13} that the "relaxation time" diverges polynomially governed by the corresponding critical exponents. In quantum phase transitions the energy gap, \( \Delta \), plays the role of the relaxation rate \cite{14}, and we can write

\[ \tau_R(t) \equiv \frac{\hbar}{\Delta(t)}, \]  

where \( \tau_R \) is the relaxation time. For large systems, \( N \gg 1 \) it is a simple exercise to show that

\[ \Delta(t) \equiv 2|J - \Gamma(t)|. \]
Figure 1. Illustration of the Kibble-Zurek mechanism. Far from the critical point, the dynamics of the system is essentially adiabatic, meaning that the system recovers from the defects of the driving faster than the inverse of the driving rate. Close to the critical point the situation changes dramatically. The healing capacity is lost and finite-size domains are “frozen” into the system.

For simplicity and without loss of generality [40] we now assume that the magnetic field $\Gamma$ changes linearly as a function of time, 

$$\Gamma(t) = J \left| 1 - \frac{t}{\tau} \right|, \quad (4)$$

where $\tau$ is the duration of the process. The resulting $\tau_R(t)$ is illustrated in Fig. 1. Zurek recognized that this “critical freezing out” of the response has crucial ramifications for the nonequilibrium behavior [4]. Far from the critical point, the relaxation dynamics is fast and all nonequilibrium excitations can be mitigated or “healed”. Close to the critical point, this is no longer possible and the nonequilibrium shattering of the order parameter is imprinted onto the system. Thus, the regions far from the critical point are called adiabatic and close to the critical point the system undergoes the impulse regime.

The transition from “adiabatic” to “impulse” behavior occurs when the relaxation time becomes equal to the driving time $\hat{t} = \tau_R(\hat{t})$, which can be solved for $\pm \hat{t}$. We have 

$$\hat{t} = \pm \sqrt{\frac{\hbar \tau}{2J}}, \quad (5)$$

which is governed by the driving rate $1/\tau$, with which the system crosses the critical point.
2.2. Excess work in linear response theory

In the following, we will investigate how much of the Kibble-Zurek mechanism is encoded in linear response theory. To this end, it will be instructive to write the Hamiltonian (1) as

\[ H(t) = H_0 + A \lambda(t), \]

where \( A \) is some “observable” and \( |\lambda(t)| \ll 1 \). We will be particularly interested in the excess work \( W_{ex} \), i.e., the amount of energy above the ground state that is injected due to the finite time driving. In linear response theory \( W_{ex} \) can be written as

\[ W_{ex} = \frac{1}{2} \int_0^\tau \int_0^\tau dt' dt \Psi(t-t') \dot{\lambda}(t') \dot{\lambda}(t). \]

where \( \Psi(t-t') \) is the relaxation function. This can be determined from the response function,

\[ \phi(t) = \frac{1}{i \hbar} \langle [A(0), A(t)] \rangle_0, \]

and \( \phi(t) = -\dot{\Psi}(t) \). The average is taken over an initial, equilibrium state, here over the ground state wave function, and \( A(t) \) is evolved according to the Heisenberg equation of motion for the unperturbed Hamiltonian \( H_0 \).

2.3. Excess work from Kibble-Zurek arguments

In Ref. [21] it was argued that the behavior of \( W_{ex} \) can be predicted with arguments from the Kibble-Zurek mechanism. To this end, it is instructive to recognize that only driving in the impulse regime will appreciably contribute to \( W_{ex} \), and hence the integrals in Eq. (7) are evaluated up to \( \hat{t} \) and not \( \tau \). Note that strictly speaking Ref. [21] verified the claim only for thermodynamic phase transitions, and more specifically noise-induced phase transitions. That similar arguments hold for quantum phase transitions is at best a sophisticated guess.

However, if one simply works with the expression of the relaxation function from renormalization group theory for the quantum Ising model, it is easy to show that [21]

\[ W_{ex} \sim \tau^{\gamma_{KZ}}, \quad \gamma_{KZ} = \frac{\Lambda - 2}{2z + 1}, \]

where \( \Lambda \) is the critical exponent corresponding to the variation of an external parameter, \( z \) the dynamical critical exponent and \( \nu \) the spatial critical exponent. In the present case, the driven Ising chain, we have \( \Lambda = 0 \) for the magnetic fields, \( z = 1 \), and \( \nu = 1 \), and hence \( \gamma_{KZ} = -1 \), which is consistent with numerical findings [20,25]. However, the question remains whether this is a coincidence or a deep conceptual fact. Quantum phase transitions occur in the ground state and in unitary dynamics. Hence, notions such as “relaxation” are borrowed at best, and must not be taken too literally. Hence, a more thorough analysis of the relaxation function for the quantum Ising chain appears instrumental to elucidate how the Kibble-Zurek mechanism arises from the equilibrium properties of isolated quantum systems.

3. The relaxation function

We now need to analyze the relaxation function, \( \Psi(t) \), more thoroughly and determine the corresponding relaxation time (within the framework of linear response theory). In App. A we show that \( \Psi(t) \) for the quantum Ising chain (1) can be written as

\[ \Psi(t) = \frac{16}{J} \sum_{n=1}^{N/2} \frac{r^3}{e_n^3} \sin^2 \left( \frac{(2n-1)\pi}{N} \right) \cos \left( \frac{2e_n t}{\hbar} \right), \]
where we have introduced the eigenenergies

$$\epsilon_n = 2 \sqrt{J^2 + \Gamma_0^2 - 2J\Gamma_0 \cos \left( \frac{(2n-1)\pi}{N} \right)}.$$  \hspace{1cm} (11)

Observe that $\Psi(t)$ is a highly oscillatory function, which is expected for an isolated quantum system evolving under unitary dynamics. Moreover, the expression describing the relaxation behavior is governed by the initial value of the transverse magnetic field, which is a consequence of linear response theory. Thus, already at this point we recognize that the Kibble-Zurek mechanism goes beyond linear response theory, as its arguments address the simultaneous response of the system to the external driving. We will see shortly in Sec. 4.1 that this does not lead to a major complication within the range of validity of linear response theory.

3.1. Large $N$ limit

Phase transitions and their corresponding singularities are observed strictly only for infinitely large systems $N \gg 1$. In this limit, the discrete eigenvalue spectrum (11) becomes continuous and the quantum numbers can be expressed in terms of the wavenumber $k = 2\pi n/N$. Thus, we write,

$$\psi(t) \simeq \frac{8J^2}{\pi} \int_0^\pi dk \frac{\sin^2(k)}{\epsilon^2(k)} \cos \left( \frac{2\epsilon(k)t}{\hbar} \right)$$

and the eigenenergies (11) become

$$\epsilon(k) = 2 \sqrt{J^2 + \Gamma_0^2 - 2J\Gamma_0 \cos(k)}.$$ \hspace{1cm} (13)

Note that the ground state $n = 0$ now corresponds to the zero mode, $k = 0$.

Ferromagnetic and paramagnetic phases

It is instructive to first inspect the relaxation function far from the critical point. For $\Gamma_0/J \ll 1$ the quantum Ising model (1) assumes ferromagnetic ordering. In this case, the relaxation function (12) can be expanded and the leading order is,

$$\psi_F(t) = \frac{1}{2J} \cos \left( \frac{4Jt}{\hbar} \right).$$ \hspace{1cm} (14)

Such a relaxation function is characteristic for single spins, which is a good description of macroscopic spin ordering. Also observe that this ferromagnetic relaxation function is independent of the external field $\Gamma_0$.

In the opposite limit, $\Gamma_0/J \gg 1$, the Ising chain becomes paramagnetic. The corresponding expansion of $\Psi(t)$ gives in leading order

$$\psi_P(t) = \frac{J^2}{2\Gamma_0^2} \cos \left( \frac{4\Gamma_0 t}{\hbar} \right),$$ \hspace{1cm} (15)

which expresses the fact that paramagnetic systems are highly susceptible to external fields. The stark contrast in the response of the ferromagnetic and paramagnetic phases to external driving is indicative of the “dramatic” change that occurs at the phase transition.
Divergence at the critical point

It is then easy to see that Eq. (12) exhibits a critical divergence if the Ising chain (1) is driven through its phase transition at $\Gamma = J$. To this end, we introduce the amplitude density $A(k)$ as well as the characteristic frequency $\Omega(k)$, with which we can write

$$\psi(t) = \int_0^\pi A(k) \cos(\Omega(k)t).$$

(16)

Now assuming that the chain starts close to the critical point, $\Gamma_0 \approx J$, we obtain

$$A(k) = \frac{\sin^2 k}{2\sqrt{2}J\pi(1 - \cos k)^{3/2}}$$

(17)

and

$$\Omega(k) = \frac{4\sqrt{2}}{h}(1 - \cos k),$$

(18)

for which $\Psi(t)$ clearly diverges in the limit $k \to 0$. Also note that in this limit $\cos(\Omega(k)t)$ becomes a constant as a function of time, which is the characteristic “freezing” of the response around the critical point.

Variance of the magnetic moment per spin

For time-independent problems, and for quasistatic driving the relaxation function becomes identical to the magnetic susceptibility, $\chi$, [19]. Thus, we now evaluate $\chi = \Psi(t = 0)$ for systems prepared in the zero mode, $k = 0$. We obtain,

$$\chi = \frac{(\Gamma_0^2 + J)K\left(\frac{4j\Gamma_0}{(\Gamma_0 + J)^2}\right) - (\Gamma_0 + J)^2E\left(\frac{4j\Gamma_0}{(\Gamma_0 + J)^2}\right)}{\pi\Gamma_0^2|\Gamma_0 + J|},$$

(19)

where $K$ and $E$ are the complete elliptic integral of first and second kind [41]. Equation (19) is depicted in Fig. 2. We observe that, as expected, at the critical point $\chi$ diverges, and that decays polynomially into the ferro- and paramagnetic phases.
Figure 3. Effective relaxation time (21) for $J = 1$.

This establishes that the relaxation function (12) in the limit $N \gg 1$ exhibits important properties of a thermodynamic system undergoing a phase transition. Next we will show how a corresponding relaxation time can be derived from $\Psi(t)$.

3.2. Relaxation time

In linear response theory, the relaxation time, $\tau_R$, can be determined directly from the relaxation function [19]. We have

$$\tau_R = \int_0^{\infty} dt \frac{\Psi(t)}{\Psi(0)},$$

which we can now evaluate for the quantum Ising chain with Eq. (12). Note, however, that for isolated quantum systems the relaxation function (12) is oscillatory, and hence Eq. (20) is an indeterminate integral. Therefore, in App. B we compute the upper envelop of the integral in Eq. (20), for which we obtain

$$\tau_{UB}^R = \frac{\hbar(J + \Gamma_0)^2(J^2 + \Gamma_0^2)}{8J^2\Gamma_0^2} \frac{1}{|J - \Gamma_0|}.$$  

Equation (21) is plotted in Fig. 3, which closely resembles Fig. 1.

Remarkably, the relaxation time determined by means of linear response in Eq. (21) is governed by the gap and we can write

$$\tau_{UB}^R \sim |J - \Gamma_0|^{-1}.$$  

Consequently the critical exponent $\nu = 1$, and more importantly $\tau_{UB}^R$ gives a more transparent justification for the identification of the energy gap with a relaxation rate (2). Equation (21) constitutes our first main result. Rather than having to rely on plausibility arguments, the relaxation time in isolated quantum systems can be determined directly from the relaxation function of linear response theory.
Figure 4. Excess work (7) computed from linear response theory and exact numerics for protocols driving in the ferromagnetic ((a), (b), (c)) and paramagnetic ((d), (e), (f)) phase, and crossing the critical point ((g), (h), (i)). Figures (a), (d) and (g) depict situations in which linear response theory and the exact result perfectly match. Figures (b), (e), (h) depict situations with large errors. Figures (c), (f) and (i) depict situations with strong driving.
4. Kibble-Zurek scaling of the excess work

Now that we have established that both, relaxation function as well as the corresponding relaxation time behave properly, it is tempting to directly compute the excess work (7). However, to guarantee that our comparison with predictions from the Kibble-Zurek mechanism are sound, we first need to more carefully analyze the range of validity of linear response theory around the critical point.

4.1. Range of validity

To this end, we computed the exact excess work by solving the corresponding time-dependent Schrödinger equation using a standard Runge-Kutta method. The excess work can be written as

\[ W_{\text{ex}} = \langle \psi(\tau)|H(\tau)|\psi(\tau)\rangle - \langle \psi(0)|H(0)|\psi(0)\rangle - \Delta E \]  

(23)

where \( \Delta E \) is the exergy [21,42], which reduces to the energy difference of initial and final groundstates. Expressions for \( \Delta E \) can be found in the literature [43]. The numerically exact results can then be compared with the expression from linear response theory (7) for the relaxation function in Eq. (10). In Fig. 4 we plot our findings for a range of system sizes and “perturbation strengths”, and for processes starting in the ferromagnetic, \( \Gamma_0 > 1 \), as well as the paramagnetic, \( \Gamma_0 < 1 \), phases.

Intuitively, we would expect linear response theory to be accurate as long as the quantum Ising chain remains close to its ground state. Thus a natural parameter to quantify the range of validity can be chosen to be \( \delta \Gamma / \epsilon_1 \ll 1 \), where \( \delta \Gamma \) denotes the “strength” of the driving and \( \epsilon_1 \) is the energy difference between ground and excited state, i.e. the gap. Note that \( \epsilon_1 \to 0 \) for \( N \to \infty \). Thus, one would expect a failure of linear response theory for large systems, which means in the limit of “proper” phase transitions. In fact, in Fig. 4 we observe very good agreement between the prediction of linear response theory and the exact numerics for small enough \( \delta \Gamma / \epsilon_1 \). However, we also observe that for large \( \delta \Gamma / \epsilon_1 \) linear response theory still qualitatively captures the behavior of the excess work as a function of the external driving.

Note that the critical point is only crossed in Figs. 4 (g), (h), and (i). However, also for such processes we find regimes in which linear response theory accurately predicts the excess work, and in all other cases we have at least qualitatively accurate results. Thus, we can now continue to analyze the scaling behavior of \( W_{\text{ex}} \) (7).

4.2. Kibble-Zurek scaling from linear response theory

Based on our understanding for when linear response theory is accurate, we can now verify the expected Kibble-Zurek scaling. To this end, we consider a case of \( N = 10^5 \) and a process that drives through the critical point at constant rate (4). In complete analogy to Ref. [21] we consider only the excess work accumulated in the impulse regime,

\[ W_{\text{ex}}^{\text{imp}} = \frac{J^2}{\tau^2} \int_{-i}^i \int_{-i}^i dt' \, dt \, \Psi(t - t') \]  

(24)

Note that for each \( \tau \) we have a corresponding value of \( \hat{\Gamma} \) (5), and that we choose \( \Gamma_0 = \Gamma(-\hat{\Gamma}) \). This is a fair analysis as the Kibble-Zurek arguments only depend on the rate of driving, and not on the initial values of the external field. The resulting values of \( W_{\text{ex}}^{\text{imp}} \) are plotted on a log-log scale as a function of the driving time \( \tau \) in Fig. 5. We observe polynomial behavior over three orders of magnitude, and the numerical Kibble-Zurek exponent \( \gamma_{\text{KZ}} \approx -1 \). This is in full agreement with the aforementioned expectation, and we are now comfortable to conclude that the framework developed in Ref. [21] indeed applies also to quantum phase transitions.
Figure 5. Comparison between Kibble-Zurek scaling of the excess work (7) from exact dynamics and linear response theory.

5. Concluding remarks

In the present analysis, we analyzed the consistency and interplay of two phenomenological frameworks to describe quantum phase transitions, namely the Kibble-Zurek mechanism and linear response theory. We found that while the Kibble-Zurek mechanism does go beyond the range of validity of linear response theory, additional insight can be obtained by studying both frameworks. A key finding of our analysis is that the relaxation time determined from linear response theory gives solid and rigorous justification for the plausibility argument that identifies the “gap” as a relaxation rate. Moreover, we found that the excess work computed from linear response theory exhibits the scaling properties that are predicted by the Kibble-Zurek arguments.
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Appendix A. The relaxation function for the quantum Ising model

In this appendix, we briefly summarize the derivation of the relaxation function (10). Generally, the response function \( \phi(t) \) is defined by

\[
\phi(t) = \frac{1}{\hbar} \langle \{ \partial_t \mathcal{H}(0), \partial_t \mathcal{H}(t) \} \rangle_0, \quad (A1)
\]

where \( \langle \ldots \rangle_0 \) is the average under the canonical ensemble and the time evolution is given by Heisenberg equations for the Hamiltonian of the initial ground state. We now express the operators in a basis where the Hamiltonian is diagonal. Following the procedure outlined in Ref. [13], we first use the Jordan-Wigner transformation, which maps the spin chain onto an equivalent system of spinless fermions

\[
\sigma_j^x = (c_j^+ + c_j) \prod_{i<j} (1 - 2c_i^+c_i), \quad \sigma_j^z = 1 - 2c_j^+c_j, \quad (A2)
\]

where \( c_j^+ \) and \( c_j \) are the creation and annihilator fermionic operators. The Hamiltonian becomes

\[
\mathcal{H} = -J \sum_{j=1}^{N} (c_j^+c_{j+1} + c_j^+c_{j+1}^+ + \text{H.c.}) \]

\[
-\Gamma \sum_{j=1}^{N} (1 - 2c_j^+c_j), \quad (A3)
\]

where \( c_{N+1} = -c_1 \), given the periodic boundary conditions. The next step is applying a Fourier transform to the fermionic operators

\[
c_j = e^{-i\pi/4N} \sum_{k \in \mathcal{K}} c_k e^{ikj}, \quad (A4)
\]

where

\[
\mathcal{K} = \{ \pm (2n - 1)\pi/N, \ n = 1, ..., N/2 \}. \quad (A5)
\]

Therefore, the Hamiltonian can be written as

\[
\mathcal{H} = \sum_{k \in \mathcal{K}} \left[ (\Gamma - J \cos k) (c_k^+c_k - c_{-k}^+c_{-k}) \right. \]

\[
+ J (c_k^+c_{-k} + c_{-k}^+c_k) \sin k \left. \right]. \quad (A6)
\]

It is convenient to express the pair \((k, -k)\) by means of one number \( k \) only. Thus, we can write

\[
\mathcal{H} = 2 \sum_{k \in \mathcal{K}^+} \left[ (\Gamma - J \cos k) (c_k^+c_k - c_{-k}^+c_{-k}) \right. \]

\[
+ J (c_k^+c_{-k} + c_{-k}^+c_k) \sin k \left. \right] \quad (A7)
\]

where

\[
\mathcal{K}^+ = \{ (2n - 1)\pi/N, \ n = 1, ..., N/2 \}. \quad (A8)
\]

The diagonalization of the Hamiltonian is performed using the Bogoliubov transformation in each one of the \( k \in \mathcal{K}^+ \) modes. These Bogoliubov transformations \( U_k^+ \) are unitary transformations, given by

\[
U_k^+ = \begin{pmatrix}
  u_k^+ & v_k^+
\end{pmatrix}, \quad (A9)
\]
with

\[ u_k = \cos \frac{\theta_k}{2}, \quad v_k = \sin \frac{\theta_k}{2}, \]  \hspace{1cm} (A10)

where

\[ \sin \theta_k = \frac{\sin k}{\sqrt{J^2 + \Gamma^2 - 2J\Gamma \cos k}}, \]  \hspace{1cm} (A11)

and

\[ \cos \theta_k = \frac{\Gamma - \cos k}{\sqrt{J^2 + \Gamma^2 - 2J\Gamma \cos k}}. \]  \hspace{1cm} (A12)

Hence, the Hamiltonian can now be written as

\[ H = \sum_{k \in \mathcal{K}^+} \epsilon_k (\gamma_k^+ \gamma_k + \gamma_{-k}^+ \gamma_{-k} - 1), \]  \hspace{1cm} (A13)

where

\[ \epsilon_k = 2 \sqrt{J^2 + \Gamma^2 - 2J\Gamma \cos k}, \]  \hspace{1cm} (A14)

and

\[ \begin{pmatrix} \gamma_k \\ \gamma_{-k}^+ \end{pmatrix} = U_k^+ \begin{pmatrix} c_k \\ c_{-k}^+ \end{pmatrix}, \]  \hspace{1cm} (A15)

which are fermionic operators as well. The solutions of the Heisenberg equations of the operators \( \gamma_k^+ \) and \( \gamma_k \) are then given by

\[ \gamma_k^+(t) = \gamma_k^+ e^{i \frac{\epsilon_k t}{\hbar}}, \quad \gamma_k(t) = \gamma_k e^{-i \frac{\epsilon_k t}{\hbar}}. \]  \hspace{1cm} (A16)

To calculate the response function, we calculate the derivative of the Hamiltonian using Eq. (A7), since its Bogoliubov transformation depends implicitly on the magnetic fields on the fermionic operators \( \gamma_k^+ \) and \( \gamma_k \). We have

\[ \partial \Gamma H = 2 \sum_{k \in \mathcal{K}^+} (c_k^+ c_k - c_{-k}^+ c_{-k}^+) \]  \hspace{1cm} (A17)

The crucial step now is to observe that the response function is invariant if the operators involved are transformed by Bogoliubov transformations. In particular, the derivative of the Hamiltonian becomes

\[ \partial \Gamma H = \sum_{k \in \mathcal{K}^+} [4|u_k|^2 \gamma_k^+ \gamma_k + 4|v_k|^2 \gamma_{-k}^+ \gamma_{-k} + 4u_k v_k (\gamma_k^+ \gamma_{-k}^+ + \gamma_{-k} \gamma_k) - 2] \]  \hspace{1cm} (A18)

Finally, we can the response function in terms of a sum in each mode \( k \in \mathcal{K}^+ \)

\[ \phi(t) = \frac{1}{i\hbar} \sum_{k \in \mathcal{K}^+} \langle [\partial \Gamma H_k(0), \partial \Gamma H_k(t)] \rangle_k, \]  \hspace{1cm} (A19)

where

\[ \mathcal{H} = \sum_{k \in \mathcal{K}^+} H_k, \]  \hspace{1cm} (A20)
and \(\langle \ldots \rangle_k\) denotes a thermal average with \(\rho_k = \exp (-\beta \mathcal{H}_k) / \text{tr}\{\exp (-\beta \mathcal{H}_k)\}\), where \(\beta\) is the inverse temperature. Collecting expression we finally arrive at

\[
\phi(t) = 32 \sum_{n=1}^{N/2} J^2 n^2 \sin^2 \left( \frac{(2n-1)\pi}{N} \right) \times \sin \left( \frac{2e_n t}{\hbar} \right) \tan \left( \frac{\beta}{2} e_k \right),
\]

which is an odd function and \(\phi(0) = 0\). In the zero temperature limit \(\beta \to \infty\), the response function becomes

\[
\phi(t) = 32 \sum_{n=1}^{N/2} J^2 n^2 \sin^2 \left( \frac{(2n-1)\pi}{N} \right) \sin \left( \frac{2e_n t}{\hbar} \right).
\]

whose derivative is the desired expression (10).

**Appendix B. The upper envelop for the relaxation time**

Finally, we show how to compute the relaxation function from linear response theory. Generally, the relaxation time is given by

\[
\tau_R = \frac{1}{\chi} \int_0^\infty \int_0^\pi dk \, dt \, A(k) \cos (\Omega(k)t)
\]

To calculate the integral, we consider a finite time \(T\), first,

\[
L = \frac{8f^2}{\pi} \int_0^T \int_0^\pi dk \, dt \, \sin^2 \left( \frac{k}{\epsilon^2(k)} \right) \cos \left( \frac{2\epsilon(k)t}{\hbar} \right).
\]

This can be evaluated and we obtain

\[
L = \frac{4\hbar f^2}{\pi} \int_0^\pi dk \, \frac{\sin^2 \left( \frac{k}{\epsilon^4(k)} \right) \sin \left( \frac{2\epsilon(k)T}{\hbar} \right).}{\epsilon^4(k)}
\]

An envelop is then readily given by the trigonometric inequality

\[
L \leq L' = \frac{4\hbar f^2}{\pi} \int_0^\pi dk \, \frac{\sin^2 \left( \frac{k}{\epsilon^4(k)} \right)}{\epsilon^4(k)}.
\]

and we have

\[
L \leq \frac{\hbar(|\delta \Gamma|)(\delta \Gamma^2 + 2J^2 - 2\delta \Gamma J) - \delta \Gamma^2 |2J - \delta \Gamma|)}{16\delta \Gamma^2 (J - \delta \Gamma)^2 |2J - \delta \Gamma|}
\]

which holds for any \(T\). Finally using, \(\epsilon(k) \leq 2|J - \Gamma_0|\), we can write

\[
\frac{1}{\chi} \leq \frac{8|J + \Gamma_0|^3}{J^2}
\]

which leads to Eq. (21).
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