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Abstract

This paper investigates the unsourced random access (URA) scheme to accommodate numerous machine-type users communicating to a base station equipped with multiple antennas. Existing works adopt a slotted transmission strategy to reduce system complexity; they operate under the framework of coupled compressed sensing (CCS) which concatenates an outer tree code to an inner compressed sensing code for slot-wise message stitching. We suggest that by exploiting the MIMO channel information in the angular domain, redundancies required by the tree encoder/decoder in CCS can be removed to improve spectral efficiency, thereby an uncoupled transmission protocol is devised. To perform activity detection and channel estimation, we propose an expectation-maximization-aided generalized approximate message passing algorithm with a Markov random field support structure, which captures the inherent clustered sparsity structure of the angular domain channel. Then, message reconstruction in the form of a clustering decoder is performed by recognizing slot-distributed channels of each active user based on similarity. We put forward the slot-balanced $K$-means algorithm as the kernel of the clustering decoder, resolving constraints and collisions specific to the application scene. Extensive simulations reveal that the proposed scheme achieves a better error performance at high spectral efficiency compared to the CCS-based URA schemes.
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I. INTRODUCTION

The next generation of cellular technology aims at wirelessly interconnecting sensors, machines, and wearable biomedical devices for potential new applications, thereby forming the architecture of the Internet of Things (IoT). Massive machine-type communications (mMTC) [1], also known as massive access [2], [3], is a key requirement for IoT. Different from human-type communications (HTC), generic mMTC scenarios seek to establish reliable communications for a burgeoning number of devices with sporadic traffic patterns and small data payloads. Hence, it calls for novel theories and paradigms for the design of efficient multiple-access schemes.

Applying conventional grant-based random access (RA) schemes [4] to mMTC systems will reveal much energy consumption and high latency. Thus, grant-free RA protocols [5] recently attract significant attention, where users directly send data to the base station (BS) without waiting for any approval. A typical type of grant-free RA scheme is based on the allocation of pilot sequences, where unique pilots as user identities are used for activity detection (AD) and channel estimation (CE) in the first stage [6]. Data transmission is executed in the next stage using efficient RA schemes like sparse code multiple access (SCMA) [7]. As a prospective grant-free scheme for mMTC, a novel modality of unsourced random access (URA) is introduced in [8]. Different from the pilot-based RA scheme, the URA users compulsorily utilize the same codebook to transmit messages directly without revealing their identities. Therefore, the BS only needs to acquire a list of transmitted messages without associating them to specific active users. Relying on the infinite block-length assumption, traditional asymptotic information theory provides limited perspectives to analyze the capacity of URA channels that propagate small user payloads. Therefore, in [8], the author derives a finite block-length (FBL) achievability bound attained by random coding and maximum-likelihood (ML) decoding. Conventional RA schemes like ALOHA and treating inference as noise (TIN) are shown to remain an important gap to the FBL benchmark, thereby arousing great interest in introducing more efficient schemes.

An intuitive URA scheme can be easily obtained where a unique signature (codeword) is allotted to each message for transmission, and the BS performs AD to the set of codewords. Although it is evident that RA as an AD problem is closely related to the compressed sensing (CS)
recovery problem [6], [9], directly applying CS techniques are prohibited in practical situations because the codebook size grows exponentially to the user payloads (e.g., to transmit 100 bits, one must assign $2^{100}$ signatures). Many practical URA coding schemes, e.g. [10]–[12], have been studied on the additive white Gaussian noise (AWGN) channel to approach the FBL bound. They follow a recently proposed concatenated coding scheme termed coded compressed sensing (CCS) [13], which couples an outer tree code and an inner CS code. More specifically, the entire message is partitioned into several smaller fragments, coupled by appending parity check bits generated from a linear block code. Each fragment is encoded by one column of a common coding matrix. The decoder first reconstructs transmitted fragments in all transmission slots, then relies on a tree-based decoding process to stitch these fragments together. An enhanced decoding strategy is reported in [14], [15], where message stitching is executed right after the inner decoder recovers active fragments in each transmission slot. Existing fragment combinations impose restrictions on potential parity patterns, which helps narrow down the search realm for the CS algorithm in the next AD stage, leading to a systematic improvement in detection and decoding error probabilities. The works of [16], [17] further extend the CCS-based URA model to the Rayleigh block-fading AWGN channel in a MIMO setting, where a covariance-based support estimation method [18] is investigated for AD. Such a non-Bayesian method outperforms the approximate message passing (AMP) based Bayesian approach [6], [9] in terms of AD error probability since it well exploits the channel hardening effect. However, due to redundancies required by the tree encoder/decoder for message stitching, the coding rate and spectral efficiency of CCS-based URA schemes are decreased. Other transmission schemes for MIMO URA can be found in [19]–[21]. A pilot-aided URA scheme is proposed in [19] based on pilot transmission with subsequent CE and maximum-ratio-combining (MRC). Such a protocol appears to be similar to the conventional two-stage design of pilot-based RA, while the difference is that pilot sequences in [19] are chosen pseudo-randomly from a common pilot pool based on the first few bits of active users’ message. Tensor-based modulation (TBM) is introduced to URA in [20], [21], where data decoding is based on tensor decomposition and single-user demapping.

Aiming at decoupling the CCS structure, the authors in [22] suggest that the strong-correlation between slot-wise MIMO channels belonging to each active user enables the message recombi-

---

1A SCMA based URA scheme can be similarly designed, where the pilot for joint AD and CE in the first stage and the SCMA coding matrix for data transmission in the next stage are both chosen from a common pool based on the first few data bits. However, it is difficult to directly apply SCMA to the CCS scheme since it requires carefully designed pilot sequences to remove the scaling and permutation ambiguities in the blind detection process known as a dictionary learning problem.
nation across slots. Specifically, after AD and CE, the determined active fragments are regrouped to the original packets by a clustering decoder capturing the similarity of their corresponding channels. Since the entire transmission frame is dedicated to data communication without redundancies, this uncoupled compressed sensing (UCS) scheme manifests high spectral efficiency. However, the correlation-aware clustering process counts on fractional parameters drawn from the well-estimated channels, while arguments like large-scale fading coefficients (LSFCs) are dropped. Also, lacking a collision resolution mechanism, one must apply a relatively large-sized codebook to reduce the probability of codeword collision (i.e., two or more users choose to send the same codeword at the same slot), which results in a huge computational burden.

Massive MIMO technology, which utilizes a large number of antennas at the BS, provides high spatial resolution within the same time/frequency resource to support more active devices. To fully exploit rich spatial statistics reserved in the large-scale antenna space, we appeal to the angular domain channel when modifying the UCS transmission scheme. The sparse nature of the angular domain channel \cite{23}, \cite{24} promotes the sparsity of the CS paradigm, so less number of measurements are required to achieve the same level of estimation accuracy. Moreover, provided that angle of arrival (AoA) intervals of conflicting users are non-overlapping, codeword collision can be resolved \cite{25}. We summarize the main contributions of the proposed uncoupled URA transmission scheme as follows.

- **A novel CS algorithm for AD and CE considering correlated angular domain channels:**
  We obey the generalized approximate message passing (GAMP) \cite{26} framework for sparse signal reconstruction, where a Markov random field (MRF) \cite{27} structure is introduced to capture the inherent clustered sparsity of angular domain channels. We further provide an expectation-maximization (EM) way to learn crucial channel parameters dynamically. The proposed algorithm named **EM-MRF-GAMP** achieves better CE accuracy compared to state-of-the-art CS techniques.

- **Clustering-based message recombination design tailored for angular domain channels:**
  We rely on unique angular transmission features reserved in the recovered channels to stitch the slot-distributed sequences together in a clustering way, thereby eliminating the tree-based encoding/decoding processes involved in CCS. The proposed slot-balanced $K$-means algorithm as the kernel of the clustering decoder enforces two constraints specific to the application scene. An adjustment is further made to alleviate the influence of codeword collision.

- **Uncoupled transmission design for URA with high spectral efficiency:** We leverage distinc-
tive MIMO channel information rather than parity check bits to concatenate segmented data, which decouples the CCS scheme and achieves a higher coding rate. Compared to CCS-based URA regimes, the proposed uncoupled transmission scheme exhibits advantages with respect to decoding error probability in a high spectral efficiency region.

We organize the rest of this paper as follows. We describe the virtual angular domain channel model and the URA system model in the next section. In Section III, we overview the encoding and decoding processes of the UCS scheme exploiting angular domain sparsity. In Section IV, the EM-MRF-GAMP algorithm is put forward as the CS decoder. In Section V, we introduce the slot-balanced $K$-means algorithm as the kernel of the clustering decoder. Numerical results of the system performance are presented in Section VI, followed by concluding remarks drawn in Section VII.

Notations: Throughout this paper, the $j$-th column and $i$-th row of matrix $X$ are represented by $x_j$ and $x_i$, respectively, and the $(i, j)$-th entry of $X$ is expressed by $x_{ij}$. $I_M$ denotes the $M$-dimensional identity matrix. We signify the conjugate, transpose, and conjugate transpose by superscripts $(\cdot)^*$, $(\cdot)^T$, and $(\cdot)^H$, respectively. Given any complex variable or matrix, $\Re\{\cdot\}$ and $\Im\{\cdot\}$ return its real and imaginary part, respectively. We denote the Euclid norm of vector $x$ by $\|x\|_2$, $\|\cdot\|_2$, and $\|\cdot\|_F$ stand for the absolute value, the $\ell_2$-norm, and the Frobenius norm, respectively. $|\mathcal{X}|$ calculates the number of elements in set $\mathcal{X}$, and $\mathcal{X} \setminus \mathcal{Y}$ represents the set $\{z : z \in \mathcal{X}, z \notin \mathcal{Y}\}$. For an integer $X > 0$, we use the shorthand notation $[X]$ to represent the set $\{1, 2, \ldots, X\}$. $\mathcal{N}(x; \hat{x}, \mu_x)$ denotes the Gaussian distribution of a random variable $x$ with mean $\hat{x}$ and variance $\mu_x$, and $\mathcal{CN}(x; \hat{x}, \mu_x)$ represents the case of the complex Gaussian distribution.

II. System Model

A. Sparse 3D-MIMO Channel Modeling

Consider a single-cell network system where many single-antenna users communicate to a BS through the uplink synchronizing scheme. The BS is equipped with a uniform planar array (UPA) of $M = M_v \times M_h$ antennas, arranging $M_v$ antennas in the vertical direction and $M_h$ antennas in the horizontal direction. The channel matrix $\tilde{H}_k \in \mathbb{C}^{M_v \times M_h}$ of the $k$-th user corresponding to the UPA can be modeled as the sum of $L$ propagation paths, i.e.,

$$\tilde{H}_k = \sum_{l=1}^{L} g_{k,l} e_v(\Omega_{k,l}^v) e_h^T(\Omega_{k,l}^h)$$  

(1)
where \( g_{k,l} \) is the path gain of the \( l \)-th path between the BS and the \( k \)-th user. Moreover, the vertical steering vector \( \mathbf{e}_v \) and the horizontal steering vector \( \mathbf{e}_h \) are in turn given by

\[
\mathbf{e}_v (\Omega_{k,l}^v) = \frac{1}{\sqrt{M_v}} \left[ 1, e^{-j2\pi\Omega_{k,l}^v}, \ldots, e^{-j2\pi(M_v-1)\Omega_{k,l}^v} \right]^T
\]

\[
\mathbf{e}_h (\Omega_{k,l}^h) = \frac{1}{\sqrt{M_h}} \left[ 1, e^{-j2\pi\Omega_{k,l}^h}, \ldots, e^{-j2\pi(M_h-1)\Omega_{k,l}^h} \right]^T
\]

where \( \Omega_{k,l}^v = \Delta \cos(\phi_{k,l}) \), \( \Omega_{k,l}^h = \Delta \sin(\phi_{k,l}) \cos(\varphi_{k,l}) \), \( \phi_{k,l} \in [-\pi/2, \pi/2] \) and \( \varphi_{k,l} \in [-\pi/2, \pi/2] \) are the elevation AoA and the horizontal AoA, respectively, and \( \Delta \) stands for the ratio of the distance between two adjacent antenna elements to the carrier wavelength. We consider a typical half-wavelength spaced antenna array in this paper, i.e., \( \Delta = 1/2 \).

The channel \( \tilde{\mathbf{H}}_k \) can be transformed to the angular domain by

\[
\mathbf{H}_k = \sum_{l=1}^{L} g_{k,l} \left[ \mathbf{U}_v^H \mathbf{e}_v (\Omega_{k,l}^v) \right] \left[ \mathbf{U}_h^H \mathbf{e}_h (\Omega_{k,l}^h) \right]^T = \mathbf{U}_v^H \tilde{\mathbf{H}}_k \mathbf{U}_h
\]

where

\[
\mathbf{U}_v = \left[ \mathbf{e}_v(0), \mathbf{e}_v \left( \frac{1}{M_v} \right), \ldots, \mathbf{e}_v \left( \frac{M_v-1}{M_v} \right) \right]
\]

\[
\mathbf{U}_h = \left[ \mathbf{e}_h(0), \mathbf{e}_h \left( \frac{1}{M_h} \right), \ldots, \mathbf{e}_h \left( \frac{M_h-1}{M_h} \right) \right]
\]

are discrete Fourier transform (DFT) matrices whose columns can be regarded as receive beamforming vectors that decompose the total transmit signal into multi-beams along fixed directions. Each entry of the angular domain channel \( \mathbf{H}_k \) counts the aggregated energy along the associated receive beam. For convenience, we write \( \tilde{\mathbf{H}}_k \) and \( \mathbf{H}_k \) in the \( M \)-dimensional vector form as

\[
\tilde{\mathbf{h}}_k = \sum_{l=1}^{L} g_{k,l} \mathbf{e} \left( \Omega_{k,l}^h \right) \otimes \mathbf{e} \left( \Omega_{k,l}^v \right), \quad \mathbf{h}_k = \mathbf{U}^H \tilde{\mathbf{h}}_k
\]

where \( \otimes \) denotes the Kronecker product and \( \mathbf{U} = \mathbf{U}_h \otimes \mathbf{U}_v \) is a unitary matrix.

The angular domain representation \( \mathbf{H}_k \) is actually sparse since: 1) the BS is surrounded with few scatterers in the propagation environment [23], [24]; 2) the \((m_v, m_h)\)-th entry of \( \mathbf{H}_k \) has a significant magnitude only if there is a scatterer with mean elevation/horizontal AoA satisfying (51) and (52) at the same time (see Appendix A for explanation). Against finite number of propagation paths, the sparsity of the angular domain channel is further promoted with the growing number of receiving antennas. Moreover, due to angular spread of the scatterer, the
dominant elements of $H_k$ often appear in clusters in both vertical and horizontal dimensions. Such a two-dimensional clustered sparsity structure of $H_k$ is illustrated in Fig. 1.

Fig. 1. An example of the angular domain channel sparsity with an $12 \times 12$ UPA. The channel is generated from a virtual 3D wireless channel model elaborated in Section VI. The maximum value of $|H_k(i,j)|$ is normalized to 1.

B. Signal Model

The sporadic traffic pattern of mMTC indicates that only a small set of users $K_a$ among a total number of $K_{tot}$ users are active. According to the URA setups, to communicate $J$ bits of information to the BS, these active users pick up codewords $\{\tilde{a}_{i_k} \in \mathbb{C}^N : i_k \in [2^J], k \in K_a\}$ from a common codebook $\tilde{A} = [\tilde{a}_1, \ldots, \tilde{a}_{2^J}] \in \mathbb{C}^{N \times 2^J}$ to transmit. We set $\tilde{A} \in \mathbb{C}^{N \times 2^J}$ a Gaussian independent and identically distributed (i.i.d.) matrix with each element $a_{nj} \sim \mathcal{C}\mathcal{N}(0, 1/N)$, such that $\mathbb{E}\{||\tilde{a}||^2\} = 1$. If we assume a block-fading channel where channel coefficients remain constant within the coherent block of $N$ symbol transmissions, the received signal at each transmission slot takes on the form

$$Y = \sum_{k \in K_a} \tilde{a}_{i_k} \tilde{H}_k^T + W = \tilde{A}\Xi\tilde{H} + W \quad (8)$$

where $\Xi \in \{0, 1\}^{2^J \times K_{tot}}$ is a codeword selection matrix with exactly one nonzero value at the $i_k$-th entry of the $k$-th column for $k \in K_a$, $\tilde{H} = [\tilde{h}_1, \ldots, \tilde{h}_{K_{tot}}]^T \in \mathbb{C}^{K_{tot} \times M}$, and $W \in \mathbb{C}^{N \times M}$ is the matrix of additive white Gaussian noise with elements generated from an i.i.d. complex Gaussian distribution $\mathcal{C}\mathcal{N}(0, 2\sigma^2)$. The equivalent received signal in the angular domain can be expressed as

$$\tilde{Y} = \tilde{A}\Xi\tilde{H}U^* + \tilde{W}U^* = \tilde{A}\Xi\tilde{H} + \tilde{W} = \tilde{A}\tilde{X} + \tilde{W} \quad (9)$$
where $H = [h_1, \ldots, h_{K_{\text{tot}}}]^T$, $\tilde{W} = \tilde{W}U^*$ is the equivalent noise sample matrix, and $\tilde{X} \triangleq \Xi H \in \mathbb{C}^{2^J \times M}$.

III. SLOTTED TRANSMISSION SCHEME FOR UNSOURCED RANDOM ACCESS

Transmission protocol design for URA faces the bottleneck that if one wishes to send the entire message of length $B$ (on the order of 100) within a single transmission slot, decoding will entail finding the support of $2^B$ possible codewords, which is computationally intractable. The recent introduction of CCS [13], demonstrated in Fig. 2(a), takes a divide-and-conquer strategy to alleviate the system complexity. It utilizes a concatenated coding scheme coupling an outer tree code and an inner CS code. Each user payload of size $B$ is transmitted using $S'$ fragments of amenable length $J$. Within each fragment, parity check bits are added after partitioned information bits in the form of an outer tree code; they are generated by pseudo-random linear combinations of information bits from previous fragments. Then, it is the task of the CS encoder to map each fragment (denoted by $v \in \{0, 1\}^J$) to a codeword in the common codebook to emit over the noisy channel. The encoding process can be portrayed as the product of a common coding matrix $\tilde{A} \in \mathbb{C}^{N \times 2^J}$ and an index vector $\xi \in \{0, 1\}^{2^J}$. Such a vector associated with $v$ contains all zeros except one non-zero element at location $\text{decimal}(v)$, where $\text{decimal}(v)$ represents the radix ten equivalent of the binary vector $v$. In other words, fragment $v$ chooses the $\text{decimal}(v)$-th column of $A$ as the codeword for transmission. After the BS determines the active codewords through a CS support recovery method, the tree-based outer decoder reconstructs the entire message by recombining the slot-wise fragments fitting exactly the parity check rules.

We suggest that the unique angular propagation pattern indicated by angular domain channels pertaining to each active user already offers adequate information to regroup messages scattered among different transmission slots. User data propagates through different scatterers with different arriving angles and energies to the BS. Therefore, the sparsity and magnitude of each entry of the angular domain channel vector vary between users. These channel statistics are assumed to be almost unchanged within the short period of time when grant-free URA happens. Hence, the message stitching process can be rendered into distinguishing recovered channels of each active user from different slots.

The proposed uncoupled transmission scheme exploiting angular domain sparsity is illustrated in Fig. 2(b). Without appending redundancies, the $B$-bit message is divided into $S = \lceil B/J \rceil$
fragments of length \( J \), each encoded by the CS encoder as discussed in the above context. After transmitting codewords over noisy channels, it is the task for the BS to determine active codewords and also retrieve their corresponding channels. Finally, slot-distributed codewords of each entire packet are recognized by a clustering decoder based on their similarity. In summary, the UCS regime forms three significant departures from CCS:

1) The data structure of CCS includes both information bits and parity check bits, while that of UCS contains only information bits without redundancies for concatenation.

2) The inner decoder of CCS only retrieves the codeword activity pattern, whereas the CS decoder under the uncoupled framework also performs CE for these active codewords.

3) The outer tree decoder in CCS is replaced in UCS by a clustering-based decoder.

Considering that no redundancies are required to couple information bits across slots, the UCS scheme is foreseeable to manifest high spectral efficiency. In the next section, we elaborate the EM-MRF-GAMP algorithm operating as the CS decoder for AD and CE. And in Section V, the slot-balanced \( K \)-means algorithm is addressed to enforce the clustering-based message stitching.
IV. PROPOSED COMPRESSED SENSING ALGORITHM FOR JOINT ACTIVITY DETECTION AND CHANNEL ESTIMATION

In this section, we present the EM-MRF-GAMP algorithm as the kernel of the CS decoder in UCS. First, we recognize the AD and CE problems in the CS recovery paradigm. Afterwards, under the Bayesian inference framework, the MRF model is introduced to model the underlying clustered support structure of the sparse angular domain channels. On such bases, we resort to the message passing strategy for sparse signal recovery. Finally, we leverage the EM framework to infer important channel parameters to help with the reconstruction.

A. Activity Detection and Channel Estimation as a Compressed Sensing Problem

Within this paper, the associated channel to the $i$-th codeword is defined by the $i$-th column of $\tilde{X}$ expressed as

$$\tilde{x}_{i,:} = \sum_{k \in \mathcal{K}_a} \xi_{i,k} h_k^T$$

where $\xi_{i,k}$ is the $(i,k)$-th element of $\Xi$ in (9): it takes nonzero value only if $i = i_k$, i.e., at least one user arranges to send the $i$-th codeword, in which case, such a codeword is said to be “active”. It is easily seen that to perform AD and CE to the set of codewords is to recover $\tilde{X}$ from the noisy observation $\tilde{Y}$ in (9). Since all users choose codewords independently and uniformly from the common codebook, $\tilde{x}_{i,:}$ is identically zero with probability $(1 - 2^{-J})^{K_a}$. Given $K_a = |\mathcal{K}_a| \ll 2^J$, the matrix $\tilde{X}$ is row-sparse. Profited from the sparse nature of the angular domain channel $h_k$, the sparsity of $\tilde{X}$ is further encouraged within each row. Therefore, we see that the joint AD and CE problem is equivalent to a CS recovery problem.

Throughout this paper, we assign a Laplacian prior to each channel coefficient, as particulars will be discussed later. Since the Laplacian distribution is defined only over the real number field, we tune the complex-valued model (9) to the following equivalent real-valued model:

$$\begin{bmatrix} \Re\{\tilde{Y}\} \\ \Im\{\tilde{Y}\} \end{bmatrix} = \begin{bmatrix} \Re\{\tilde{A}\} & -\Im\{\tilde{A}\} \\ \Im\{\tilde{A}\} & \Re\{\tilde{A}\} \end{bmatrix} \begin{bmatrix} \Re\{\tilde{X}\} \\ \Im\{\tilde{X}\} \end{bmatrix} + \begin{bmatrix} \Re\{\tilde{W}\} \\ \Im\{\tilde{W}\} \end{bmatrix}.$$  

For convenience, we divide the row index of $X$ (i.e., $j \in [2^{J+1}]$) into two sets of sequences: the row index of the equivalent real part is denoted by $j_{re} \in [2^J]$ and that of the imaginary part by...
$j_{\text{im}} = j_{\text{re}} + 2^J$. Except the row sparsity inherited from $\tilde{X}$, the matrix $X$ also possesses a group sparsity structure since $x_{j_{\text{re}},:} = \Re\{\tilde{x}_{i,:}\}$ and $x_{j_{\text{im}},:} = \Im\{\tilde{x}_{i,:}\}$ share the same active state.

### B. Probability Model

We follow the Bayesian approach to retrieve $X$ from the received noisy superposition. For convenience, we represent the probability distribution function (pdf) of a true but unknown distribution by $p_0(\cdot)$, and the postulated prior used for inference algorithm design by $p(\cdot)$. First, we assign a zero-mean Laplacian distribution to each angular domain channel coefficient, i.e.,

$$p(h_{\text{re}}) = \frac{\lambda}{2} \exp (-\lambda |h_{\text{re}}|), \quad p(h_{\text{im}}) = \frac{\lambda}{2} \exp (-\lambda |h_{\text{im}}|)$$  \hspace{1cm} (12)

where $h_{\text{re}}$ and $h_{\text{im}}$ are the real and imaginary part of the channel coefficient $h$, respectively, and $\lambda$ is a scale parameter known as the Laplace rate. The motivation comes from [28] where the authors suggest employing Laplacian distributed random variables to model the MIMO mmWave channel coefficients in the angular domain, which are obtained by a DFT transformation [29] similar to our case in (4). It is found in [28] that the designed Bayes-optimal channel estimator under a Laplacian prior exhibits improvements in channel estimation accuracy and convergence rate compared to the Gaussian mixture prior [30]. Subsequently, we give a Bernoulli-Laplacian prior distribution to each entry of the sparse matrix $X$, represented as

$$p(x_{jm}|b_{j'm}) = \frac{\lambda}{2} \exp (-\lambda |x_{jm}|) \delta(b_{j'm} - 1) + \delta(x_{jm})\delta(b_{j'm} + 1)$$  \hspace{1cm} (13)

where $\delta(\cdot)$ denotes the Dirac function, and $b_{j'm} \in \{-1, 1\}$ with $j' = j - 2^J \lceil j/2^J \rceil$ is a binary state capturing the group support structure of the real and imaginary part of the complex $\tilde{x}_{j'm}$; $b_{j'm} = \pm 1$ signifies that both $x_{j'm} = \Re\{\tilde{x}_{j'm}\}$ and $x_{j'+2^J,m} = \Im\{\tilde{x}_{j'm}\}$ are nonzero/zero.

We take into account the clustered support structure of the angular domain channel coefficients by leveraging an MRF prior at the active state side. The motivation comes from the widely application of the MRF prior in modeling two-dimensional block-sparse image signals in many image recovery methods [31]. Such a prior has the potential to encourage clustered sparsity and suppress “isolated coefficients” whose activity pattern is different from that of other coefficients.

To model the hidden binary state of the channel of the $j'$-th codeword, denoted by $b_{j'i} = [b_{j'1}, \ldots, b_{j'M}] \in \{-1, 1\}^{1 \times M}$, we employ an Ising model [27], i.e., $p(b_{j'i})$ is obtained by
Fig. 3. Factor graphs associated to the model in (15): (a) Factor graph for the hierarchical probability model in (15), where the box marked ‘A’ represents the process of RLM and adsorbs factor nodes \{p(z_{nm}|a_n, x_m) : n \in [N], m \in [M]\}; (b) Factor graph for the MRF support structure.

### TABLE I

**NOTATIONS OF FACTOR NODES IN FIG. 3**

| Factor | Distribution | Functional Form |
|--------|--------------|-----------------|
| \(f_{lm}\) | \(p(y_{lm}|z_{lm})\) | \(\frac{1}{\sqrt{2\pi}\sigma^2} \exp\left(-\frac{(y_{lm}-z_{lm})^2}{2\sigma^2}\right)\) |
| \(g_{jm}\) | \(p(x_{jm}|b'_{jm})\) | \(\frac{1}{2} \exp\left(-\lambda|x_{jm}|\delta(b'_{jm} - 1) + \delta(x_{jm})\delta(b'_{jm} + 1)\right)\) |
| \(\eta^\alpha_{jm}\) | \(\\) | \(\exp(-\alpha_j b'_{jm})\) |
| \(\eta^\beta_{jmk}\) | \(\\) | \(\exp(\beta_j b'_{jm} b'_{jk})\) |

sampling

\[
\exp\left(\sum_{m=1}^{M} \left(\frac{1}{2} \sum_{k \in \mathcal{R}_m} \beta_j b'_{jk} - \alpha_j\right) b'_{jm}\right) = \left(\prod_{m=1}^{M} \prod_{k \in \mathcal{R}_m} \exp\left(\beta_j b'_{jm} b'_{jk}\right)\right)^{\frac{1}{2}} \prod_{m=1}^{M} \exp\left(-\alpha_j b'_{jm}\right)
\]

(14)

at \(b'_{jm}\), where \(\mathcal{R}_m \subset \{1, \ldots, M\} \setminus m\) is the set of related entries of index \(m\). The Ising prior depicts the sparsity and the interaction between parameters of \(b'_{jm}\) by arguments \(\alpha_j\) and \(\beta_j\), respectively. A higher magnitude of \(\alpha_j\) indicates a sparser activity pattern, and a larger value of \(\beta_j\) heightens the covariance between related entries.
Denote by \( B = [b_{1,:}^T, \ldots, b_{2J,:}^T]^T \in \{-1, 1\}^{2J \times M} \) the binary state matrix. To infer \( B \) and \( X \) from the observed signal \( Y \), we derive the posterior probability density of \( B \) and \( X \) given \( Y \) as

\[
p(B, X | Y) \propto p(Y | B, X) p(X | B) p(B)
\]

\[
\propto \exp \left( -\frac{1}{\sigma^2} \| Y - Z \|^2_2 \right) \prod_j p(x_j | b_j) p(b_j)
\]  

(15)

where \( Z = AX \) is the output of a random linear mixing (RLM) transform \[26\] with \( X \) the input. We demonstrate the connections of random variables in (15) by a factor graph as shown in Fig. 3 where circles and squares signify variable nodes and factor nodes, respectively. The notations of factor nodes are detailed in Table I. Fig. 3(a) generally illustrates the hierarchical probability model, and Fig. 3(b) concretely describes the MRF support estimation module, where we arrange the factor graph in a two-dimension shape corresponding to the UPA arrangement. Except for the nodes at edges, each support variable node \( b_{j',m} \) is linked to four adjacent nodes termed \( b_{j',m_1} = b_{j',m-M_v}, b_{j',m_2} = b_{j',m+M_v}, b_{j',m_3} = b_{j',m-1}, \) and \( b_{j',m_4} = b_{j',m+1} \) from the left, right, top, and bottom, respectively.

Unfortunately, the minimum mean square error (MMSE) estimation or the maximum a posteriori (MAP) estimation with respect to \( p(B, X | Y) \) in (15) is hard to carry out straightforwardly. Especially when RLM occurs, it is computationally intractable to reach a precise posterior distribution form of any individual component \( x \) since it involves marginalizing a joint distribution with high dimensions. In order to obtain a tractable proxy, we refer to the framework of GAMP \[26\] and propose a message passing based method, as detailed in what follows.

C. Message Passing Algorithm for Signal Reconstruction

As a practical approach to tackle the RLM estimation problem, GAMP employs loopy belief propagation (BP) over the factor graph to make approximate inference of the marginal. For the MMSE estimation of \( p(B, X | Y) \), the sum-product algorithm \[32\] is applied to reduce the number of messages involved in propagation. Furthermore, for a random Gaussian i.i.d. transformation matrix \( A \) under the large system limit hypothesis, i.e., \( 2^J \rightarrow \infty \), the messages passed between the edges of the factor graph admit very good Gaussian approximations. This helps to simplify the loopy message passing process to iteratively update means and variances of Gaussian distributions, following the algorithmic description detailed in Algorithm 1.
Algorithm 1 EM-MRF-GAMP with Laplacian Prior

1: **Input:** Observed signal \( \mathbf{Y} \), measurement matrix \( \mathbf{A} \), precision tolerance \( \tau \), maximum number of iterations \( T_{\text{max}} \) and \( T_{\text{mrf}} \)

2: **Initialize:**
\[
\forall n, m: \hat{s}_{nm}(0) = 0, \forall j, m: \text{choose } \hat{x}_{jm}(1), \mu_{jm}(t), \\
\forall j': \alpha_{j'} = \beta_{j'} = 0.4, \forall j', m, d: \kappa_{j'md} = 0.5, \lambda = 1, \sigma^2 = \frac{\|\mathbf{Y}\|^2_F}{2MN(K+1)}
\]

3: **for** \( t = 1, 2, \ldots, T_{\text{max}} \) **do**

4: \( \forall n, m: \mu_{nm}(t) = \sum_j |a_{nj}|^2 \mu_{jm}(t) \)

5: \( \forall n, m: \hat{p}_{nm}(t) = \sum_j a_{nj} \hat{x}_{jm}(t) - \mu_{nm}(t) \hat{s}_{nm}(t - 1) \)

6: \( \forall n, m: \hat{z}_{nm}(t) = \mu_{nm}(t) \hat{s}_{nm}(t - 1) \)

7: \( \forall n, m: \mu_{nm}^2(t) = \frac{\mu_{nm}(t) \hat{s}_{nm}(t - 1)}{\mu_{nm}(t)} \)

8: \( \forall n, m: \mu_{nm}(t) = \frac{\mu_{nm}(t) \hat{s}_{nm}(t - 1)}{\mu_{nm}(t)} \)

9: \( \forall n, m: \hat{s}_{nm}(t) = \frac{\hat{z}_{nm}(t) - \hat{p}_{nm}(t)}{\mu_{nm}(t)} \)

10: \( \forall j, m: \mu_{jm}(t) = \frac{\sum_j a_{nj} \hat{s}_{nm}(t)}{\mu_{nm}(t)} \)

11: \( \forall j, m: \hat{r}_{jm}(t) = \hat{x}_{jm}(t) + \mu_{jm}(t) \sum_j a_{nj} \hat{s}_{nm}(t) \)

12: **% MRF Support Estimation Module**

13: \( \forall j, m: \text{Compute input } \omega_{jm}(t) \text{ via (17)} \)

14: **for** \( t_{\text{mrf}} = 1, 2, \ldots, T_{\text{mrf}} \) **do**

15: \( \forall j, m: \text{Update } \nu_{jm}^1, \nu_{jm}^2, \nu_{jm}^3 \text{ and } \nu_{jm}^b \text{ via (20)} \)

16: **end for**

17: \( \forall j, m: \text{Compute output } \rho_{jm}(t) \text{ via (24)} \)

18: \( \forall j, m: \hat{x}_{jm}(t + 1) = \mathbb{E}\{ x_{jm} | Y; \hat{r}_{jm}(t), \mu_{jm}(t), \rho_{jm}(t), \lambda \} \)

19: \( \forall j, m: \mu_{jm}(t + 1) = \mathbb{V}ar\{ x_{jm} | Y; \hat{r}_{jm}(t), \mu_{jm}(t), \rho_{jm}(t), \lambda \} \)

20: **% EM Update**

21: \( \text{Update } \sigma^2 \text{ and } \lambda \text{ via (38) and (41), respectively} \)

22: **if** \( \| \hat{X}(t + 1) - \hat{X}(t) \|^2_F < \tau \| \hat{X}(t) \|^2_F \), **stop**

23: **end for**

24: **Output:** Estimated signal \( \hat{X} \)

The message to variable node \( z_{nm} \) from the RLM output side is calculated by integrating \( p(z_{nm}|a_n,x_m) \) over all the variable nodes related to the elements in \( x_m \). According to the central limit theorem, such a calculation has a Gaussian approximation \( \mathcal{N}(z_{nm}; \hat{p}_{nm}, \mu_{nm}^p) \) with variance \( \mu_{nm}^p \) and mean \( \hat{p}_{nm} \) obtained from lines 4 and 5 in Algorithm 1 separately. Note that an equivalent “Onsager” correction term \([33]\) is appended when computing the Gaussian mean. For an AWGN channel, the mean and variance of the marginal posterior \( p_0(z_{nm}|Y) \) can be approximated by an empirical calculation involving the product of two Gaussian distributions (see lines 6 and 7 of
Algorithm [1]. Then, the scaled residual $\hat{s}_{nm}$ and the inverse-residual-variance $\mu_{nm}^s$ are computed as detailed in lines 8 and 9. Finally, the inverse output message to variable node $x_{jm}$ is also approximately Gaussian with mean $\tilde{x}_{jm}$ and variance $\mu_{nm}^v$ (see lines 10 and 11 of Algorithm [1]).

Now we concentrate on the message passing concerning the MRF support estimation module. In GAMP, the message from variable node $x_{jm}$ to factor node $f_{jm}$ takes on the same form as the RLM inverse output message, i.e., $\nu_{x_{jm} \rightarrow g_{jm}} = \mathcal{N}(x_{jm}; \tilde{r}_{jm}, \mu_{jm}^v)$. In Appendix B, we derive the message from $g_{jm}$ to $b_{jm}$ as

$$
\nu_{g_{jm} \rightarrow b_{jm}} = \bar{\omega}_{jm} \delta(b_{jm} - 1) + (1 - \bar{\omega}_{jm}) \delta(b_{jm} + 1)
$$

with

$$
\bar{\omega}_{jm} = \frac{I_x^- + I_x^+}{N(0; \tilde{r}, \mu^r) + (I_x^+ + I_x^-)}
$$

where

$$
I_x^- = \frac{\lambda}{2} \exp\left(\frac{1}{2} \lambda^2 \mu_{jm}^v + \lambda \tilde{r}_{jm}\right) \Phi_{\mathcal{N}}\left(-\frac{\tilde{x}_{jm}}{\sqrt{\mu_{jm}^v}}\right)
$$

$$
I_x^+ = \frac{\lambda}{2} \exp\left(\frac{1}{2} \lambda^2 \mu_{jm}^v - \lambda \tilde{r}_{jm}\right) \Phi_{\mathcal{N}}\left(\frac{\tilde{x}_{jm}}{\sqrt{\mu_{jm}^v}}\right)
$$

$\tilde{r}_{jm} = \tilde{r}_{jm} + \lambda \mu_{jm}^v$, $\tilde{r}_{jm} + \lambda \mu_{jm}^v$, and $\Phi_{\mathcal{N}}(x) = \frac{1}{\sqrt{2\pi}} \int_x^{-\infty} \exp\left(-\frac{t^2}{2}\right) \, dt$ is the cumulative distribution function of a standard normal distribution. The parameter $\bar{\omega}_{jm} \in (0, 1)$ is viewed as the MRF module input, providing preceding support information. Apart from factor node $\eta_{jm}^o$ and the two coupled factor nodes $g_{jw,m}$ and $g_{jw,m}$ with $jw = j'$ and $jw = j' + 2^j$, node $b_{jm}$ is also linked to its four neighboring support variable nodes. We mark the messages from the left, right, top, and bottom direction by $\nu_{j'm}^l$, $\nu_{j'm}^r$, $\nu_{j'm}^t$, and $\nu_{j'm}^b$, respectively. These messages can be calculated as

$$
\nu_{j'm}^d = \kappa_{j'm}^d \delta(b_{jm} - 1) + \left(1 - \kappa_{j'm}^d\right) \delta(b_{jm} + 1)
$$

where $d \in \mathcal{D} = \{l, r, t, b\}$ and $\kappa_{j'm}^d$ is given by

$$
\kappa_{j'm}^d = \frac{\bar{\omega}_{jw,m} \bar{\omega}_{jw,m} \prod_{k \in \mathcal{D}(d)} \kappa_{jw,m}^{k_{jw,m}} e^{-\beta_{j'm}} + (1 - \bar{\omega}_{jw,m}) \prod_{k \in \mathcal{D}(d)(\{k_{jw,m}\}) (1 - \kappa_{jw,m}^{k_{jw,m}}) e^{\alpha_{j'm} - \beta_{j'm}}}{\left(e^{\beta_{j'm}} + e^{-\beta_{j'm}}\right) \left(\bar{\omega}_{jw,m} \bar{\omega}_{jw,m} \prod_{k \in \mathcal{D}(d)} \kappa_{jw,m}^{k_{jw,m}} e^{\alpha_{j'm}} + (1 - \bar{\omega}_{jw,m}) \prod_{k \in \mathcal{D}(d)(\{k_{jw,m}\}) (1 - \kappa_{jw,m}^{k_{jw,m}}) e^{\alpha_{j'm}}\right)}
$$

In [21], for instance, with respect to the left node $b_{j'm}$, $\mathcal{D}_l = \mathcal{D} \setminus r = \{l, t, b\}$. Later, the
backward message from $b_{jm}'$ to $g_{jm}$ is represented as

$$
\nu_{b_{jm} \to g_{jm}} = \rho_{jm} \delta(b_{jm}' - 1) + (1 - \rho_{jm}) \delta(b_{jm}' + 1)
$$  \hfill (23)

with

$$
\rho_{jm} = \frac{\omega_{qm} \prod_{d \in D} \kappa^{d}_{jm} e^{-\alpha_{j'}}}{\omega_{qm} \prod_{d \in D} \kappa^{d}_{jm} e^{-\alpha_{j'}} + (1 - \omega_{qm}) \prod_{d \in D} (1 - \kappa^{d}_{jm}) e^{\alpha_{j'}}}
$$  \hfill (24)

where the index $q = j + 2^j$ when $j \in [1, 2^J]$ and $q = j - 2^j$ when $j \in [2^J + 1, 2^{J+1}]$. The parameter $\rho_{jm} \in (0, 1)$ as the output of the MRF module offers estimated support information of $x_{jm}$. Then, the message from $g_{jm}$ to $x_{jm}$ is a Bernoulli-Laplacian distribution expressed as

$$
\nu_{g_{jm} \to x_{jm}} \propto \int_{b_{jm}'} p(x_{jm} | b_{jm}') \nu_{b_{jm} \to g_{jm}} = \rho_{jm} \frac{\lambda}{2} \exp \left( -\lambda |x_{jm}| \right) + (1 - \rho_{jm}) \delta(x_{jm}).
$$  \hfill (25)

As special cases, in Appendix B, we give examples of message updates of variable nodes in the edges/corners of the MRF structure.

We approximate the true marginal posterior $p_0(x_{jm} | \mathbf{Y})$ by

$$
p(x_{jm} | \mathbf{Y}; \tilde{r}_{jm}, \mu_{jm}, \rho_{jm}, \lambda) \propto \mathcal{N}(x_{jm}; \tilde{r}_{jm}, \mu_{jm}) \cdot \nu_{g_{jm} \to x_{jm}}
$$  \hfill (26)

using the aforementioned RLM inverse output Gaussian message and message $\nu_{g_{jm} \to x_{jm}}$. In Appendix B, we achieve closed forms of the marginal posterior mean and variance of $x_{jm}$, in turn expressed as

$$
\tilde{x}_{jm} = \rho_{jm} \frac{I^-}{I_x} \left[ \tilde{r}_{jm} - \mu_{jm} \frac{\mathcal{N}(0; \tilde{r}_{jm}, \mu_{jm})}{\Phi_X(-\tilde{r}_{jm}/\sqrt{\mu_{jm}})} \right] + \rho_{jm} \frac{I^+}{I_x} \left[ \tilde{r}_{jm} + \mu_{jm} \frac{\mathcal{N}(0; \tilde{r}_{jm}, \mu_{jm})}{\Phi_X(\tilde{r}_{jm}/\sqrt{\mu_{jm}})} \right]
$$  \hfill (27)

$$
\mu_{jm} = \rho_{jm} \frac{I^-}{I_x} \left[ (\tilde{r}_{jm})^2 + \mu_{jm}^2 - \frac{\tilde{r}_{jm} \mu_{jm} \mathcal{N}(0; \tilde{r}_{jm}, \mu_{jm})}{\Phi_X(-\tilde{r}_{jm}/\sqrt{\mu_{jm}})} \right] + \rho_{jm} \frac{I^+}{I_x} \left[ (\tilde{r}_{jm})^2 + \mu_{jm}^2 + \frac{\tilde{r}_{jm} \mu_{jm} \mathcal{N}(0; \tilde{r}_{jm}, \mu_{jm})}{\Phi_X(\tilde{r}_{jm}/\sqrt{\mu_{jm}})} \right] - \tilde{x}_{jm}^2
$$  \hfill (28)

where the normalization constant $I_x$ is given by

$$
I_x = \int_x \mathcal{N}(x; \tilde{r}_{jm}, \mu_{jm}) \nu_{g_{jm} \to x_{jm}} = (1 - \rho_{jm}) \mathcal{N}(0; \tilde{r}_{jm}, \mu_{jm}) + \rho_{jm} \left( I^- + I^+ \right).
$$  \hfill (29)

The aforementioned message components in Algorithm $\square$ are updated iteratively until a certain stopping criterion is satisfied. Apart from the limits on the maximum number of iterations, we leverage another normalized mean squared error (NMSE) based stopping criterion (see line 22 in Algorithm $\square$ for certain tolerance $\tau$. At last, the complex-valued estimation of $\tilde{X}$, denoted
by $\mathbf{X}$, can be easily obtained from the real-valued estimation $\hat{\mathbf{X}}$, i.e.,

$$\mathbf{X} = \begin{bmatrix} \hat{x}_{1,1}^T, \ldots, \hat{x}_{2J,1}^T \end{bmatrix}^T + i \begin{bmatrix} \hat{x}_{2J+1,1}^T, \ldots, \hat{x}_{2J+1,1}^T \end{bmatrix}^T$$  \hspace{1cm} (30)

where $\hat{i} = \sqrt{-1}$.

Finally, to learn the activity pattern of codewords, we make a hard decision on the support of codewords with an appropriate threshold $\nu$:

$$\mathcal{X} = \{ i : \|\mathbf{x}_{i,:}\|^2 > \nu, i \in [2J] \}$$  \hspace{1cm} (31)

where $\mathbf{x}_{i,:}$ is the $i$-th row of $\mathbf{X}$. Note that the length of $\mathcal{X}$ is not obligated to be $K_a$ since two or more users may select the same codeword to send at the same transmission slot. Recall that in the URA scenario, the BS has no obligation to discern any active user identity, thus we do not seek to reconstruct the codeword selection matrix $\mathbf{\Xi}$ in (9).

D. Parameter Learning via Expectation Maximization

Note that some parameters required by the iterative process of GAMP, including noise variance $\sigma^2$ and Laplace rate $\lambda$, are typically unknown to the detection side. Denote by $\mathbf{\theta} = [\sigma^2, \lambda]^T$ the complete vector of unknown parameters. Our purpose is to find the ML estimate $\hat{\mathbf{\theta}}$ of $\mathbf{\theta}$ from the received signal $\mathbf{Y}$, i.e., $\hat{\mathbf{\theta}} = \arg \max_{\mathbf{\theta}} \ln p(\mathbf{Y}; \mathbf{\theta})$. The EM algorithm gives the solution to $\hat{\mathbf{\theta}}$ recursively taking the following two steps (detailed deduction can be found in [30]):

- **Expectation Step (E-STEP):** Replace $\ln p(\mathbf{Y}; \mathbf{\theta})$ by the conditional expectation with respect to $p(\mathbf{X}|\mathbf{Y}; \hat{\mathbf{\theta}}(t))$:

$$\mathbb{E} \{ \ln p(\mathbf{Y}, \mathbf{X}; \mathbf{\theta}) \} = \int_{\mathbf{X}} p(\mathbf{X}|\mathbf{Y}; \hat{\mathbf{\theta}}(t)) \ln p(\mathbf{Y}, \mathbf{X}; \mathbf{\theta}).$$  \hspace{1cm} (32)

- **Maximization Step (M-STEP):** Maximize the above average log-likelihood:

$$\hat{\mathbf{\theta}}(t + 1) = \arg \max_{\mathbf{\theta}} \mathbb{E} \{ \ln p(\mathbf{Y}, \mathbf{X}; \mathbf{\theta}) \}. $$  \hspace{1cm} (33)

For convenience, we divide the overall ML estimation problem into two tractable parts, each independently solved by an EM algorithm. These algorithms manifest as the recursions of the following optimization problems [30]:

$$\theta_{\sigma^2}(t + 1) = \arg \max_{\sigma^2} \sum_n \sum_m \mathbb{E} \{ \ln p(y_{nm}|z_{nm}; \sigma^2) \}$$  \hspace{1cm} (34)
where the expectation is taken over \( p(z_{nm} \mid Y, \theta) \), and

\[
\theta_\lambda(t + 1) = \arg \max_\lambda \sum_j \sum_m \mathbb{E} \{ \ln p(x_{jm}; \lambda) \}
\]  

(35)

where the expectation is taken over \( p(x_{jm} \mid Y, \theta) \). Note that alternately solving (34) and (35) may not lead to the optimal \( \hat{\theta} \), but it is more computationally tractable and helps with the convergence.

We first derive the EM update for the noise variance \( \sigma^2 \). The maximizing value of \( \sigma^2 \) in (34) is certainly the value of \( \sigma^2 \) when the derivative of the sum equals to zero, i.e.,

\[
\sum_n \sum_m \int_{z_{nm}} p(z_{nm} \mid Y, \theta) \frac{d}{d\sigma^2} \ln p(y_{nm} \mid z_{nm}; \sigma^2) = 0.
\]  

(36)

With \( p(y_{nm} \mid z_{nm}; \sigma^2) = \mathcal{N}(y_{nm}; z_{nm}, \sigma^2) \), we have

\[
\frac{d}{d\sigma^2} \ln p(y_{nm} \mid z_{nm}; \sigma^2) = \frac{1}{2\sigma^2} \left[ \frac{(y_{nm} - z_{nm})^2}{\sigma^2} - 1 \right].
\]  

(37)

By plugging (37) into (36), we obtain the unique solution to (34) expressed as

\[
\sigma^2 = \frac{1}{2NM} \sum_n \sum_m \int_{z_{nm}} (y_{nm} - z_{nm})^2 p(z_{nm} \mid Y, \theta)
\]

\[
= \frac{1}{2NM} \sum_n \sum_m \left[ (y_{nm} - \hat{z}_{nm})^2 + \mu_{nm}^2 \right].
\]  

(38)

Then, similar processes can be implemented to learn the Laplace rate \( \lambda \). With the distribution of the component \( x_{jm} \) given in (25), it is readily seen that

\[
\frac{d}{d\lambda} \ln p(x_{jm} \mid \lambda) = \frac{\rho_{jm}}{\lambda} \left[ \frac{1 - \lambda |x_{jm}|}{\rho_{jm}} \exp \left( -\lambda |x_{jm}| \right) \right] = \begin{cases} 
0, & x_{jm} = 0 \\
\frac{1}{\lambda - |x_{jm}|}, & x_{jm} \neq 0
\end{cases}.
\]  

(39)

The derived function above is not continuous, thus, we define the closed ball \( \mathcal{X}_\epsilon = [-\epsilon, \epsilon] \) and its complementary set over the real number field \( \bar{\mathcal{X}}_\epsilon = \mathbb{R} \setminus \mathcal{X}_\epsilon \) to describe the field of integration. When \( \epsilon \to 0 \), the derivative of the sum conditional expectation in (35) can be computed as

\[
\sum_j \sum_m \int_{x_{jm}} p(x_{jm} \mid Y, \theta) \frac{d}{d\lambda} \ln p(x_{jm} \mid \lambda)
\]

\[
= \sum_j \sum_m \frac{\rho_{jm}}{\lambda} - \sum_j \sum_m \lim_{\epsilon \to 0} \int_{x_{jm} \in \bar{\mathcal{X}}_\epsilon} |x_{jm}| p(x_{jm} \mid Y, \theta).
\]  

(40)
By setting (40) to be zero, we have the EM update for the scale parameter $\lambda$ expressed as

$$
\lambda = \frac{\sum_j \sum_m \rho_{jm} \{ I_x^+ [\tilde{r}_{jm}^+ + \mu_{jm}^+ N(0; \tilde{r}_{jm}^+, \mu_{jm}^+)] - I_x^- [\tilde{r}_{jm}^- - \mu_{jm}^- N(0; \tilde{r}_{jm}^-, \mu_{jm}^-)] \}}{\sum_j \sum_m \rho_{jm}}. \tag{41}
$$

For EM initialization, we set the Laplacian rate $\lambda = 1$ and the noise variance $\sigma^2 = \|Y\|_F^2 / (2MN(R+1))$ with $R$ the overall signal-to-noise ratio (SNR) defined by $\mathbb{E}\{\|\tilde{X}\|_F^2\} / \mathbb{E}\{\|W\|_F^2\}$. When the true SNR is unknown, $R = 100$ is recommended [30]. The EM framework can also be adapted to study MRF parameters, while we directly set $\alpha_j' = \beta_j' = 0$ as suggested in [27].

E. Performance Analysis

1) Asymptotic Analysis: It is well known that the AMP/GAMP algorithm can be analyzed by state evolution (SE) [34] in the asymptotic area where $N, 2^J \to \infty$ while their ratio converges to a fixed positive value $\delta = 2^J/N$. Viewing the output $\tilde{X}$ of EM-MRF-GAMP as a signal plus Gaussian noise, SE provides a scalar equivalent model for the mean square error performance prediction of the algorithm. Define a set of random vectors $\tilde{x}_i(t) = x_i + \varrho_i(t)v_i, i \in [2^J]$, where $x_i \in \mathbb{C}^M$ captures the distribution of $\tilde{x}_i^T, v_i \in \mathbb{C}^M \sim \mathcal{CN}(0, I_M)$, and $\varrho_i$ known as the state is iteratively computed as [35]

$$
\varrho^2(t + 1) = 2\sigma^2 + \delta \mathbb{E}\{\|\eta_{de}(x + \varrho(t)v) - x\|^2\} \tag{42}
$$

where $\eta_{de}(\cdot)$ is the denoiser. Note that due to the underlying structured channel sparsity captured by MRF, the denoiser of EM-MRF-GAMP is non-separable [36]. Leveraging SE, we have the following proposition.

**Proposition 1.** Suppose that $x$ captures the distribution of $\tilde{x}_i^T$ in (9) and $v \sim \mathcal{CN}(0, I_M)$, the likelihood of $\hat{x} = x + \varrho v$ given $x = 0$ is expressed as

$$
p(\hat{x} | x = 0) = \frac{\exp \left(-\|\hat{x}\|_2^2 / \varrho^{-2} \right)}{\pi^M \varrho^{2M}}. \tag{43}
$$

**Proof.** Given $x = 0$, we have $\hat{x} = \varrho v \sim \mathcal{CN}(0, \varrho^2 I_M)$, leading to (43). \qed

Now we evaluate the detection performance of EM-MRF-GAMP using the criterion of per-user probability of error (PUPE) in [8] defined as $\text{PUPE} \triangleq \mathbb{E}\{|\mathcal{A}_a \setminus \mathcal{X}| / |\mathcal{A}_a|\}$, where $\mathcal{A}_a$ is the set of indexes of active codewords, and $\mathcal{X}$ is defined in (31). For convenience but without loss of generality, we follow the assumption in [8], [17] that exactly $K_a = |\mathcal{A}_a|$ active
codewords are determined active without codeword collisions (since $2^J \to \infty$). Thus, we have $\mathbb{E}\{|A_\mathcal{A}|/|A_a|\} = \mathbb{E}\{|\mathcal{X}\setminus A_a|/|\mathcal{X}|\}$, leading to the following corollary.

**Corollary 1.** Given $A_a$ the set of indexes of active codewords, and $\mathcal{X}$ in (31). With a threshold $\nu > 0$, $\text{PUPE} = \mathbb{E}\{|A_\mathcal{A}\setminus \mathcal{X}|/|A_a|\}$ can be computed as

$$\text{PUPE} = \int_{\|\hat{x}\|^2 > \nu} p(\hat{x}|x = 0) d\hat{x} = \frac{\Gamma(M, \nu \varrho^{-2})}{\Gamma(M)}$$

(44)

where $\Gamma(\cdot)$ and $\Gamma(\cdot, \cdot)$ denote the Gamma function and the upper incomplete Gamma function, respectively. Further, suppose that the threshold $\nu = c \mathbb{E}\{\|v\|^2\} = cM \varrho^2$ with $c > 1$, we have

$$\lim_{M \to \infty} \frac{\Gamma(M, \nu \varrho^{-2})}{\Gamma(M)} = 0.$$  

(45)

**Proof.** See Appendix C.

Corollary 1 claims that with an appropriate threshold setting, the detection error rate of EM-MRF-GAMP tends to be zero when the number of antennas grows to infinity, revealing the benefit of massive MIMO. Note that to provide valuable insights of asymptotic AD performance of the proposed algorithm, we do not consider explicit expression or specific structure of the denoiser. Consequently, how the state $\varrho$ evolves with the number of iterations is not addressed in the above analysis. Rigorous asymptotic analyses dealing with this issue for AMP with non-separable denoisers can be found in [35], [36], where more strict assumptions are taken compared to those considered in this paper.

2) **Computational Complexity Analysis:** The computations for lines 6-9 in Algorithm 1 and those for lines 13, 17, and 18-19 yield the complexity of $O(NM)$ and $O(2^J M)$, respectively. The calculations related to the MRF estimation module in line 15 have the complexity of $O(T_{\text{mrf}} 2^J M)$, where the number of iterations $T_{\text{mrf}}$ is relatively small and has limited effects to the overall complexity. The EM updates of $\sigma^2$ and $\lambda$ are computed in $O(NM)$ and $O(2^J M)$ times, respectively. As $2^J$ grows, the most of the computing resources are contributed to the matrix multiplications in lines 4-5 and 10-11, each requiring $2^J NM$ multiplications. In general, the complexity order of the proposed algorithm per iteration is $O(2^J NM)$, which is on the same level as other message passing based CS algorithms like MMV-AMP [6] and GAMP [26]. Since the computational complexity increases linearly with $M$, the proposed EM-MRF-GAMP algorithm is computationally efficient in the massive MIMO setting.
V. PROPOSED CLUSTERING ALGORITHM FOR CLUSTERING-BASED DECODING

After retrieving active codewords and their corresponding channels from all slots, the BS reconstructs the original message list by distinguishing slot-distributed channels of each active user in a clustering way. In this section, we provide a modified constrained clustering algorithm tailored for message stitching with a refinement to restrain the impact of codeword collision.

A. Slot-Balanced $K$-means for Constrained Clustering

We provisionally consider an ideal circumstance where there are no users selecting the same codeword at the same time, such that exactly $K_a$ codewords are judged to be active in every slot. The clustering decoder aims to sort the associated channels into $K_a$ groups according to some notions of similarity, and obtain each message based on the permutation of codewords. As a well-known approach for data classification, $K$-means clustering [37] automatically partitions a data set into groups with low intra-group distances and high inter-group distances. It proceeds by choosing $K$ random group centers as the initializer, and then iteratively amending them taking the following two steps:

- **Assignment Step:** Each data instance is assigned to the closest cluster center.
- **Update Step:** Each cluster center is updated to be the centroid of its constituent data instances.

These steps are repeated until there are no further changes in centroid locations. For convenience, we denote the reconstructed channels of active codewords at the $s$-th slot by $G_s = [(x^s_{i_1})^T, \ldots, (x^s_{i_{K_a}})^T] \in \mathbb{C}^{M \times K_a}$, $i_k \in \mathcal{X}_s$. To find the main lobe of the angular domain channel obtained by a DFT transformation (see Appendix A), we take the absolute value of $G_s$ and construct the data set to be classified as $\mathcal{R} = \{R_s : s \in [S]\}$ with $\mathbf{R}_s = [r^s_1, \ldots, r^s_{K_a}]^T = |G_s|$. The center points (centroids) of $K_a$ groups are represented by $C = [c_1, \ldots, c_{K_a}]^T$.

Traditional $K$-means algorithm set no limitation conditions when classifying data. However, in the application scene of message stitching, the decoder is mandatory to satisfy two obvious constraints [22]:

- **Constraint I:** Channels from the same slot can not be allocated to the same group.
- **Constraint II:** Each group must consist of $S$ channels at the end of the clustering.

To proceed as in $K$-means with Constraint II, we perform the assignment step on a per-slot basis, i.e., all $K_a$ channels obtained from the same slot are allocated to $K_a$ groups in one step. At each
assignment step, to meet Constraint I, we tend to solve the following assignment problem:

\[
\begin{align*}
\text{minimize} & \quad \Gamma \sum_{k=1}^{K_a} \sum_{k'=1}^{K_a} \gamma_{k,k'} d(k,k') \\
\text{subject to} & \quad \sum_{k'=1}^{K_a} \gamma_{k,k'} = 1, \forall k \in [K_a] \\
& \quad \sum_{k=1}^{K_a} \gamma_{k,k'} = 1, \forall k' \in [K_a] \\
& \quad \gamma_{k,k'} \in \{0,1\}, k \in [K_a], k' \in [K_a].
\end{align*}
\]

We measure the distance between a channel vector and a group center by the Euclidean distance, i.e., \( d(k,k') = \|r_k - c_{k'}\| \) in (46a). As the solution to the above linear programming problem, \( \Gamma \in \{0,1\}^{K_a \times K_a} \) is a binary matrix whose \((k,k')\)-th entry \( \gamma_{k,k'} = 1 \) indicates that the \( k \)-th channel belongs to the \( k' \)-th group. We appeal to the famous Hungarian algorithm \([38]\) to get the optimal assignment. As the algorithm input, weights are stored in a cost matrix \( D \in \mathbb{R}^{K_a \times K_a} \) with the \((k,k')\)-th entry calculating the Euclidean distance between \( r_k \) and \( c_{k'} \). After grouping according to the algorithm output \( \Gamma \), the update step is similar to that of \( K \)-means, where each new group center is calculated as the mean of the constituent channel vectors.

We name the proposed clustering algorithm slot-balanced \( K \)-means since it performs assignment slot by slot and obtains clusters with identical numbers of constituting elements. Obviously, it requires \( S \) assignment steps to finish one round of channel partitioning concerning all transmission slots. Denote \( c^{t,s}_{k'} \) the updated centroid of the \( k' \)-th group at round \( t \), step \( s \). With the assignment matrix \( \Gamma \) acquired from the \( s \)-th assignment step, the update step goes by

\[
\begin{align*}
c^{t,s}_{k'} &= \frac{1}{s} \left( (s-1)c^{t,s-1}_{k'} + \sum_{k=1}^{K_a} \gamma_{k,k'} r^s_k \right).
\end{align*}
\]

The initial centroids of each round are inherited from the final renewed center points of the former round, i.e., \( C^{t,0} = C^{t-1,S} \). As the initialization of the algorithm, \( C^{0,S} \) can be generated randomly or set to be \( R_s \) chosen randomly from any slot.

**B. Codeword Collision Resolution**

Codeword collisions are unavoidable to appear when a large number of active users share a common codebook with limited codewords. If at least two users choose the same codeword to send simultaneously, the equivalent channel of the reused codeword is the sum of their corresponding channels (see [10]). Fortunately, provided that these confronted users are geographically
Algorithm 2 Slot-Balanced $K$-means for Clustering Decoding

1: **Input:** Data set \( \{ r_{s,k} \in \mathbb{C}^M : s \in [S], k \in [K_s] \} \), maximum number of iterations \( T_c \)

2: **Initialize:** Centroid locations \( C^{0,S} = [c _ {1}^{0,S}, \ldots, c _ {K_a}^{0,S}] \)

3: for \( t = 1, 2, \ldots, T_c \) do

4: Set \( C^{t,0} = C^{t-1,S} \)

5: for \( s = 1, 2, \ldots, S \) do

6: \( \forall k \in [K_s], k' \in [K_a] : \) Compute cost matrix \( D \) with \( d(k, k') = ||r_k^s - c _ {k'}^{t,S-1}|| \)

7: if \( K_s < K_a \) then

8: Add \( K_a - K_s \) rows with the largest sum of elements to the matrix \( D \)

9: end if

10: Solve the assignment problem (46a) by the Hungarian algorithm with output \( \Gamma \)

11: if \( K_s = K_a \) then

12: \( \forall k' : \) Update \( c_{k}^{t,s} \) via (47).

13: else

14: \( \forall k' : \) Update \( c_{k'}^{t,s} \) via (48).

15: end if

16: end for

17: if \( C^{t,S} = C^{t-1,S} \), stop

18: end for

19: **Output:** Partitioning of the data set

Separated, their broadcast signals will undergo different scatterers with different AoA intervals to the BS. Therefore, the sparse channel based on information recovered from other slots where such a user is not involved in any codeword collisions.

In the case of codeword collision, the proposed slot-balanced $K$-means can still work with a bit of adjustment. The number of active users is first judged to be \( K_a = \max \{ K_s, s \in [S] \} \). Codeword reuse is deduced to happen at the \( s \)-th slot when \( K_s < K_a \). The cost matrix \( D \) is first computed as a \( K_s \times K_a \)-dimensional matrix. Since the Hungarian algorithm only operates with a square matrix, we select \( K_a - K_s \) rows of \( D \) with the largest sum of elements and append them to \( D \) to form a \( K_a \times K_a \)-dimensional input matrix. The channel corresponding to each duplicated row is allocated to more than one group by the Hungarian algorithm. However, such a contaminated channel vector should not be straightly used to calculate the next centroid. We leverage the unique angular transmission pattern revealed by the center point of each cluster to counteract the interference of other conflicting users, with the update step expressed as

\[
c _ {k'}^{t,s} = \frac{1}{s} \left[ (s - 1) c _ {k'}^{t,s-1} + \sum _ {k=1} ^ {K_a} \gamma _ {k,k'} \Lambda _ {k'}^{t,s-1} r _ {k}^s \right]. \tag{48}
\]

where \( \Lambda _ {k'}^{t,s-1} \in \{0, 1\} ^ {M \times M} \) is a diagonal matrix with indexes of none-zero diagonal elements.
denoted by $\mathcal{A}$. The set $\mathcal{A}$ is chosen such that the elements $\{c^{t,s-1}_{k,m} : m \in \mathcal{A}\}$ concentrate most of the energy of the vector $c^{t,s-1}_{k'}$, i.e., $\sum_{m \in \mathcal{A}} |c^{t,s-1}_{k,m}|^2 > \zeta \|c^{t,s-1}_{k'}\|^2$ for a given threshold $\zeta$ (e.g. $\zeta = 0.95$).

C. Further Discussions

We summarize the overall algorithm in Algorithm 2. Our method is a special case of the constrained $K$-means [39] where channels recovered at each slot formulate couples of cannot-link constraints with each other. Same as the constrained $K$-means, the proposed iterative clustering algorithm is guaranteed to converge. Note that even though the data assignment step and centroid update step are both optimal, the final solution often reaches a local optimum. Our method can also be treated as a revision of the balanced $K$-means [40] to satisfy Constraint I. Dominated by the Hungarian algorithm computed in $O(K_\alpha^3)$ time, the algorithm complexity yields the order of $O(SK_\alpha^3)$, which vastly outperforms the constrained $K$-means of complexity $O(S^{3.5}K_\alpha^7)$.

VI. Simulation Results

In this section, we conduct numerical experiments to evaluate the performance of the proposed UCS scheme. We consider a circumstance where $K_a = 100$ active users are randomly and uniformly located in a semicircular coverage area with a radius of 50 meters, while the value of $K_a$ is unknown to the decoder. We would like to mention that the system does not acquire the knowledge of $K_{tot}$. The number of inactive users within the URA model can be arbitrarily large, but the system performance depends only on $K_a$.

We generate the virtual MIMO channel by a general 3D wireless channel model [41]. Such a geometry-based stochastic model (GBSM) is derived from the predefined stochastic distributions of effective scatterers by applying the fundamental laws of wave propagation. We consider a non-line-of-sight (NLOS) propagation environment. There are 16 random scatterers each with 7.0 degrees angular spread in azimuth and 19.0 degrees angular spread in elevation [42]; they are randomly effective for a given active user. The carrier frequency is 2.6 GHz, and other parameters related to scatterers are set according to [42, Table II]. Since we consider a block-fading narrow-band MIMO channel in this paper, we treat parameters in [41, Table I] as time-invariant, i.e., we do not consider scenes like target movement, array-time cluster evolution, and mean power updates of rays specific to the model in [41]. Given the coordinates of transmitting/receiving antennas and the statistics of scatterers, the spatial domain channel $\tilde{H}_k$ can be easily generated.
Since GBSM captures the characteristic that MIMO channels propagate in the form of clusters of paths, the transformed angular domain channel $H_k$ exhibits the clustered sparsity structure as shown in Fig. 1.

A. Performance of EM-MRF-GAMP Algorithm

We choose the measurement matrix $\tilde{A} \in \mathbb{C}^{N \times 2^{12}}$ as an i.i.d Gaussian matrix with $N$ the number of measurements. As the stopping criteria for the iterative algorithm, we set $T_{\text{max}} = 50$, $T_{\text{mrf}} = 20$, and the precision tolerance $\tau = 10^{-5}$. We assess the algorithm in the aspect of CE accuracy by the NMSE of the recovered active channels, i.e., $\text{NMSE} = \frac{\|X_o - \hat{X}\|_F^2}{\|X_o\|_F^2}$ with $X_o$ the original channel matrix arranged by the indexes in $\mathcal{X}$ (c.f. (31)). Note that the AD performance of EM-MRF-GAMP is integrated into the systematic error for consideration.

We consider several algorithms from the Bayesian family for comparison: 1) GAMP-Laplace [28]: a GAMP-based algorithm with a Bernoulli-Laplacian prior on $x$; 2) MMV-GAMP: based on [28], the multiple measurement vector (MMV) setting [43] is introduced to capture the row sparsity of $X$; 3) CB-CS+LMMSE [19]: the covariance-based CS (CB-CS) estimator in [16] first reconstructs the LSFCs of channels for AD, and the linear minimum mean-square error (LMMSE) estimation is then performed on active codewords for CE. We depict the average NMSE performance of the aforementioned methods versus the SNR in Fig. 4(a). It can be seen that the proposed EM-MRF-GAMP algorithm significantly outperforms other approaches since it well captures the clustered support structure of the sparse angular domain channel. Fig. 4(b) exhibits the NMSE performance as a function of the number of measurements (i.e, coherent block-length). For instance, at target NMSE $= -20$dB when SNR $= 10$dB, the EM-MRF-GAMP algorithm requires about 120 measurements, while MMV-GAMP needs more than 160 measurements. As CE is key to the clustering decoder for message stitching, in order to reach the same level of decoding error probability, the spectral efficiency of the UCS scheme where EM-MRF-GAMP acts as the CS decoder is certainly higher than that of the UCS scheme with the MMV-GAMP based CS decoder.

Furthermore, we employ a Bernoulli-Gaussian distributed variable to model the sparse signal $x$ in EM-MRF-GAMP. In Fig. 5(a), we see that the EM-MRF-GAMP algorithm with Laplacian prior offers performance gains over EM-MRF-GAMP with Gaussian prior, which is in line with the conclusion drawn in [28] that the Laplacian distribution is more suitable to model the angular domain channel than the Gaussian (mixture) distribution. We also plot in Fig. 5(b) the NMSE
Fig. 4. The NMSEs of various algorithms. $K_a = 100$, $M_v = 4$, $M_h = 25$ (i.e., $M = 4 \times 25 = 100$). a) NMSEs versus the SNR when $N = 100$. b) NMSEs versus the number of measurements when SNR = 10dB.

Fig. 5. The NMSEs of MRF-GAMP based algorithms with different priors. $K_a = 100$ and $M = 100$. a) NMSEs versus the SNR under different numbers of measurements. b) NMSEs versus the iteration number when $N = 100$ and SNR = 5dB. Precision tolerance is set to be $\tau = -1$, i.e., algorithms operate until the maximum number of iterations $T_{\text{max}} = 50$ is reached.

performance of both algorithms as a function of iterations. We observe that the algorithm with Laplacian prior converges much faster than the one with Gaussian prior: the former converges after approximately 27 iterations, while the latter still slightly diverges within 50 iterations. It is another strength brought by precisely modeling angular domain channel coefficients.

B. Performance of Uncoupled Compressed Sensing Scheme

Now we examine performance of the proposed UCS scheme with EM-MRF-GAMP as the CS decoder and the slot-balanced $K$-means assisted clustering decoder. Each 96-bit user message
is divided into fragments of length \( J = 12 \) to send over \( S = 8 \) slots. The total number \( 2^J \) of codewords in the common codebook is chosen such that the codeword collision probability is relatively low, meanwhile, the complexity of the EM-MRF-GAMP algorithm is computationally manageable. In URA, the error event probability is defined in the forms of the per-active-user probability of misdetection and the probability of false-alarm, in turn expressed as

\[
P_{\text{md}} = \frac{1}{K_a} \sum_{k \in K_a} p(m(k) \notin \mathcal{L}), \quad P_{\text{fa}} = \frac{\left| \mathcal{L} \setminus \{m(k) : k \in K_a\} \right|}{|\mathcal{L}|}
\]

where \( m(k) \) is a message sequence in the recovered message list \( \mathcal{L} \). The total error rate is counted as the sum of the above error probabilities, i.e., \( P_e = P_{\text{md}} + P_{\text{fa}} \).

Fig. 6 demonstrates the error rate of the introduced UCS scheme with different selections of \( M \) and \( N \). It suggests that the system error probability can be decreased by increasing the number of receiving antennas or the coherent block-length. It can be observed in Fig. 6(a) that if the block-length is shortened by 20 signal dimensions, one only needs to pay a price of \( 1.0 \sim 1.3 \)dB in SNR to achieve the target \( P_e = 0.05 \), as EM-GAMP-MRF is robust to the number of measurements (c.f. Fig. 4(b)). Fig. 6(b) reveals that the error rate improves rapidly when the number of receive antennas is increased. It is owing to the higher resolution offered by more antennas, which provides more dimensional information for measuring channel similarity/difference. Thus, users can be easily distinguished in the angular domain. The total spectral efficiency of the proposed UCS scheme is \( \Psi = \frac{BK_a}{SN} = 12 \) bits per channel use.
The available works of URA in the MIMO scenario [16], [17], [22] all consider i.i.d. MIMO channels. In particular, the CB-CS decoder in [16], [17] relies highly on the i.i.d. assumption to ensure that the covariance of $\tilde{X}$ is an approximate diagonal matrix. In order to compare with the aforementioned schemes under realistic correlated channels, we put forward the following modified schemes.

1) **CCS with CB-CS under correlated channels**: The work of [44] attempts to alleviate the correlation at the transmitting/receiving antenna side to allow the CB-CS recovery method to work under correlated channels. The channel in the transformation domain considered in [44] is approximately independent only when there are rich scatterers between users and the BS. One can refer to [44] for the specific transmission framework design and settings.

2) **UCS with correlation-aware clustering decoder**: The clustering decoder devised in [22] captures the strong correlation between slot-wise channels of each active user for message stitching. We design a similar correlation-aware clustering decoder in our proposed UCS regime by measuring the distance between the channel vector and the group center based on their correlation, i.e., $d(k, k') = 1 - \frac{\langle r_k, c_{k'} \rangle}{\sqrt{\langle r_k, r_k \rangle \langle c_{k'}, c_{k'} \rangle}}$ in (46a), with $\langle r, c \rangle = r^H c$ the Euclidean scalar product. Other system settings are the same as the proposed UCS scheme.

We also provide several intuitive URA schemes for comparison:

3) **CCS with MMV-AMP**: Under the CCS framework, the message is divided into 32 blocks of size $J = 12$ based on the data profile $\{12, 3, 3, \ldots, 3, 0, 0, 0\}$. We apply the MMV-AMP algorithm [6] for AD under spatial domain channels, then the tree decoder reconstructs the message list. Such a scheme can be viewed as the MIMO extension of [12].

4) **CCS with EM-MRF-GAMP**: Under the CCS framework, we split the message into 20 blocks of size $J = 12$ based on the data profile $\{12, 5, \ldots, 5, 4, 0, 0\}$. Under the angular domain channel, EM-MRF-GAMP acts as the CS decoder for AD.

We depict the performance of various URA schemes in Fig. 7 as a function of the SNR. Among UCS schemes for URA, the proposed UCS scheme outperforms the one with a correlation-aware clustering decoder. The latter only adopts small-scale fading coefficients for clustering, while we take both large-scale and small-scale fading coefficients into account by the Euclidean distance. It can be seen in Fig. 7 that the performance of the CB-CS decoder under correlated channels is not ideal, as the correlation between users is heightened due to the limited number of scatterers. The CCS scheme with MMV-AMP also performs poorly since the MMV-AMP algorithm fails to
It is evident that on the basis of the same AD and CE results offered by the EM-MRF-GAMP based CS decoder, the CCS scheme with a tree-based decoder can ultimately achieve a lower error rate of message stitching than the UCS scheme with a clustering-based decoder by appending many parity check bits. But meanwhile, the corresponding coding rate and spectral efficiency are reduced. We find in Fig. 7 that to approach the error rate of the proposed UCS scheme, the CCS regime manifests a spectral efficiency of 4.8 bits per channel use, which is relatively low compared to that of UCS (12 bits per channel use). In general, the proposed uncoupled scheme achieves a low error rate at a high spectral efficiency, which makes it suitable for the massive access scenario.

We also compare the proposed UCS scheme under correlated channels with the tensor-based URA scheme [20] under Rayleigh fading i.i.d. channels. The total block-length for the transmission of $B = 96$ bits is $N_{\text{tot}} = 3200$. For UCS, messages are sent using $S = 8$ slots with $J = 12$ and $N = 400$. One can refer to [20] for detailed settings of the tensor-based URA scheme with tensor size $(64, 50)$. Focusing on the probability of error $P_{\text{md}}$ defined in (49), we depict the SNR required to achieve $P_{\text{md}} \leq 0.1$ in Fig. 8 with $M = 50$. As can be seen from Fig. 8, the tensor-based scheme possesses better energy efficiency, while the proposed UCS scheme supports more potential active users. The tensor-based URA scheme relies on a rank-$K_a$ tensor decomposition to separate different users’ signals. The Kruskal’s condition [45] for
the uniqueness of decomposing a rank-$K_a$ tensor states that $K_a$ is positively correlated with the rank of the matrix of active channels. Since correlated channels are of low rank, the tensor-based scheme will support even less active users under correlated channels than under i.i.d. channels.

VII. Conclusion

URA is a novel paradigm for massive connectivity. We show that by exploiting the rich dimensionality of the sparse angular domain MIMO channel, an uncoupled slotted data transmission can be adopted for URA. We first explore the EM-MRF-GAMP algorithm to retrieve transmitted message sequences and the corresponding channels slot by slot. Afterwards, the similarity of the angular transmission pattern implied in the slot-wise reconstructed channels enables us to design a clustering-based decoder to combine message sequences across slots. We employ the slot-balanced $K$-means method for message stitching as a constrained assignment problem. Finally, we perform simulation to validate that the presented transmission scheme is reliable with a low error rate in a high spectral efficiency region.

Appendix A

A Note on Angular Domain Transformation

Considering the $m_v$-th entry of vector $\mathbf{u}_v \triangleq \mathbf{U}_v^H \mathbf{e}_v (\Omega_{k,l}^v)$ in (4), whose magnitude can be calculated as [28]

$$|\mathbf{u}_v(m_v)| = \frac{1}{\sqrt{M_v}} \left| \frac{\sin \left( \pi \left[ m_v - 1 - M_v \Omega_{k,l}^v \right] \right)}{\sin \left( \frac{\pi}{M_v} \left[ m_v - 1 - M_v \Omega_{k,l}^v \right] \right)} \right|.$$  \hspace{1cm} (50)
It can be seen that $|u_v(m_v)|$ is maximal for $\tilde{m}_v$ satisfying
\[
\left| \cos(\phi_{k,l}) - \frac{\tilde{m}_v - 1}{\Delta M_v} \right| < \frac{1}{\Delta M_v}.
\] (51)
Similarly, the magnitude of the $m_h$-th entry of vector $u_h \triangleq U_h^H e_h (\Omega_{k,l})$ in (4) is maximal for $\tilde{m}_h$ satisfying
\[
\left| \sin(\phi_{k,l}) \cos(\varphi_{k,l}) - \frac{\tilde{m}_h - 1}{\Delta M_h} \right| < \frac{1}{\Delta M_h}.
\] (52)

Recall (4), we have that the $(m_v,m_h)$-th element of the angular domain channel $H$ has a significant magnitude if there exists a path whose elevation AoA and horizontal AoA verify (51) and (52) simultaneously.

**APPENDIX B
CALCULATIONS OF MESSAGE PASSING COMPONENTS

1) Message Passing Over $x_{jm} \to b_{j'm}$. The message from $g_{jm}$ to $b_{j'm}$ can be expressed as
\[
\nu_{g_{jm}\to b_{j'm}} = \frac{1}{I_r} \int_{x_{jm}} p(x_{jm}|b_{j'm})N(x_{jm}; \hat{r}_{jm}, \mu_{jm})
\]
\[
= \varpi_{jm} \delta(b_{j'm} - 1) + (1 - \varpi_{jm}) \delta(b_{j'm} + 1).
\] (53)

For simplicity, we ignore the subscripts of variables in the following derivations. In the above equation, $\varpi$ and the normalization constant $I_r$ are respectively given by
\[
I_r = \int_b \int_x p(x|b)N(x; \hat{r}, \mu^r) = N(0; \hat{r}, \mu^r) + \int_x \frac{\lambda}{2} \exp(-\lambda|x|)N(x; \hat{r}, \mu^r)
\] (54)
and
\[
\varpi = \frac{1}{I_r} \int_x \frac{\lambda}{2} \exp(-\lambda|x|)N(x; \hat{r}, \mu^r).
\] (55)

Facing the absolute value within the term $\psi(x) \triangleq \frac{\lambda}{2} \exp(-\lambda|x|)N(x; \hat{r}, \mu^r)$, we consider two cases: $x < 0$, $x > 0$, respectively. For $x < 0$, we have
\[
\psi(x) = \frac{\lambda}{2} \exp(\lambda x) \cdot \frac{1}{\sqrt{2\pi \mu^r}} \exp\left(-\frac{(x - \hat{r})^2}{2\mu^r}\right) = \frac{\lambda}{2} \cdot \frac{1}{\sqrt{2\pi \mu^r}} \exp\left(-\frac{x^2 - 2\hat{r}x + \hat{r}^2 - 2\lambda\mu^r x}{2\mu^r}\right)
\]
\[
= \frac{\lambda}{2} \cdot \frac{1}{\sqrt{2\pi \mu^r}} \exp\left(-\frac{[x^2 - (\hat{r} + \lambda\mu^r)]^2 - (\lambda\mu^r)^2 - 2\lambda\hat{r}\mu^r}{2\mu^r}\right)
\]
\[
= \frac{\lambda}{2} \exp\left(\frac{1}{2} \lambda^2 \mu^r + \lambda\hat{r}\right)N(x; \hat{r}, \mu^r)
\] (56)
where \( \hat{r}^- = \hat{r} + \lambda \mu^r \). Similarly, for \( x > 0 \), we have

\[
\psi(x) = \frac{\lambda}{2} \exp \left( \frac{1}{2} \lambda^2 \mu^r - \lambda \hat{r} \right) \mathcal{N}(x; \hat{r}^+, \mu^r)
\]  

(57)

where \( \hat{r}^+ = \hat{r} - \lambda \mu^r \). The integral of \( \psi(x) \) on \( x \) is also computed under two conditions as

\[
I^-_x = \frac{\lambda}{2} \exp \left( \frac{1}{2} \lambda^2 \mu^r + \lambda \hat{r} \right) \int_{-\infty}^{0} \mathcal{N}(x; \hat{r}^-, \mu^r) dx = \frac{\lambda}{2} \exp \left( \frac{1}{2} \lambda^2 \mu^r + \lambda \hat{r} \right) \Phi_{\mathcal{N}} \left( \frac{-\hat{r}^-}{\sqrt{\mu^r}} \right)
\]

(58)

\[
I^+_x = \frac{\lambda}{2} \exp \left( \frac{1}{2} \lambda^2 \mu^r - \lambda \hat{r} \right) \int_{0}^{\infty} \mathcal{N}(x; \hat{r}^+, \mu^r) dx = \frac{\lambda}{2} \exp \left( \frac{1}{2} \lambda^2 \mu^r - \lambda \hat{r} \right) \Phi_{\mathcal{N}} \left( \frac{\hat{r}^+}{\sqrt{\mu^r}} \right)
\]

(59)

followed by

\[
I_r = \mathcal{N}(0; \hat{r}, \mu^r) + (I^-_x + I^+_x).
\]

(60)

Plugging (58), (59), and (60) into (55), we have the closed form of \( \varpi \) expressed in (17).

2) Message Updates of Edge/Corner Variable Nodes: Apart from factor node \( \eta^g_{j,1} \) and the two coupled factor nodes \( g_{j,v,1} \) and \( g_{j,m,1} \), variable node \( b_{j',1} \) at the corner of the MRF structure receive messages from factor nodes \( \eta^g_{j',1,M_v+1} \) and \( \eta^g_{j',1,2} \) in two directions:

\[
\nu^{d}_{j,1} = \kappa^{d}_{j,1} \delta(b_{j,1} - 1) + (1 - \kappa^{d}_{j,1}) \delta(b_{j,1} + 1)
\]

(61)

where \( d \in \{r, b\} \), and

\[
\kappa^{r}_{j',1} = \frac{\varpi_{j',m_r} \varpi_{j,m_r} \prod_{k \in \{r, b\}} \kappa^{k}_{j,m_r} e^{-\alpha_j + \beta_{j'}} + (1 - \varpi_{j,m_r}) \prod_{k \in \{r, b\}} (1 - \kappa^{k}_{j,m_r}) e^{\alpha_j - \beta_{j'}}}{(e^{\beta_j} + e^{-\beta_{j'}}) \varpi_{j',m_r} \varpi_{j,m_r} \prod_{k \in \{r, b\}} \kappa^{k}_{j,m_r} e^{\alpha_j + \beta_{j'}} + (1 - \varpi_{j,m_r}) \prod_{k \in \{r, b\}} (1 - \kappa^{k}_{j,m_r}) e^{-\alpha_j - \beta_{j'}}}
\]

(62)

\[
\kappa^{b}_{j',1} = \frac{\varpi_{j',m_b} \varpi_{j,m_b} \prod_{k \in \{r, b\}} \kappa^{k}_{j,m_b} e^{-\alpha_j + \beta_{j'}} + (1 - \varpi_{j,m_b}) \prod_{k \in \{r, b\}} (1 - \kappa^{k}_{j,m_b}) e^{\alpha_j - \beta_{j'}}}{(e^{\beta_j} + e^{-\beta_{j'}}) \varpi_{j',m_b} \varpi_{j,m_b} \prod_{k \in \{r, b\}} \kappa^{k}_{j,m_b} e^{\alpha_j + \beta_{j'}} + (1 - \varpi_{j,m_b}) \prod_{k \in \{r, b\}} (1 - \kappa^{k}_{j,m_b}) e^{-\alpha_j - \beta_{j'}}}
\]

(63)

with \( m_r = M_v + 1 \) and \( m_b = 2 \). The backward message from \( b_{j',1} \) to \( g_{j,1} \) is represented as

\[

\nu^{d}_{b_{j',1} \rightarrow g_{j,1}} = \rho_{j,1} \delta(b_{j,1} - 1) + (1 - \rho_{j,1}) \delta(b_{j,1} + 1)
\]

(64)

with

\[
\rho_{j,1} = \frac{\varpi_{q,1} \prod_{d \in \{r, b\}} \kappa^{d}_{j,1} e^{-\alpha_j}}{\varpi_{q,1} \prod_{d \in \{r, b\}} \kappa^{d}_{j,1} e^{-\alpha_j} + (1 - \varpi_{q,1}) \prod_{d \in \{r, b\}} (1 - \kappa^{d}_{j,1}) e^{\alpha_j}}
\]

(65)

Apart from factor node \( \eta^{g}_{j',2} \) and the two coupled factor nodes \( g_{j,v,2} \) and \( g_{j,m,2} \), variable node \( b_{j',2} \) at the edge of the MRF structure receive messages from factor nodes \( \eta^{g}_{j',2,M_v+2} \), \( \eta^{g}_{j',1,2} \) and
\[ \eta_{j',2}^{d} = \kappa_{j'2}^{d}(b_{j'2} - 1) + \left(1 - \kappa_{j'2}^{d}\right) \delta(b_{j'2} + 1) \]  

(66)

where \( d \in \{t, r, b\} \), and

\[ \kappa_{j'2}^{t} = \frac{\varpi_{j'2}^{t} \varpi_{j'm_t}^{t} \varpi_{j'm_r}^{t} e^{-\alpha_{j'2}^{t} + \beta_{j'}^{t}} + (1 - \varpi_{j'2}^{t})(1 - \varpi_{j'm_t}^{t})(1 - \varpi_{j'm_r}^{t}) e^{\alpha_{j'2}^{t} - \beta_{j'}^{t}}}{(e^{\beta_{j'}^{t} + e^{-\beta_{j'}}})(1 - \varpi_{j'2}^{t})(1 - \varpi_{j'm_t}^{t})(1 - \varpi_{j'm_r}^{t}) e^{\alpha_{j'2}^{t} + \beta_{j'}^{t}}} \]  

(67)

\[ \kappa_{j'2}^{r} = \frac{\varpi_{j'2}^{r} \varpi_{j'm_t}^{r} \varpi_{j'm_r}^{r} e^{-\alpha_{j'2}^{r} + \beta_{j'}^{r}} + (1 - \varpi_{j'2}^{r})(1 - \varpi_{j'm_t}^{r})(1 - \varpi_{j'm_r}^{r}) e^{\alpha_{j'2}^{r} - \beta_{j'}^{r}}}{(e^{\beta_{j'}^{r} + e^{-\beta_{j'}}})(1 - \varpi_{j'2}^{r})(1 - \varpi_{j'm_t}^{r})(1 - \varpi_{j'm_r}^{r}) e^{\alpha_{j'2}^{r} + \beta_{j'}^{r}}} \]  

(68)

\[ \kappa_{j'2}^{b} = \frac{\varpi_{j'2}^{b} \varpi_{j'm_t}^{b} \varpi_{j'm_r}^{b} e^{-\alpha_{j'2}^{b} + \beta_{j'}^{b}} + (1 - \varpi_{j'2}^{b})(1 - \varpi_{j'm_t}^{b})(1 - \varpi_{j'm_r}^{b}) e^{\alpha_{j'2}^{b} - \beta_{j'}^{b}}}{(e^{\beta_{j'}^{b} + e^{-\beta_{j'}}})(1 - \varpi_{j'2}^{b})(1 - \varpi_{j'm_t}^{b})(1 - \varpi_{j'm_r}^{b}) e^{\alpha_{j'2}^{b} + \beta_{j'}^{b}}} \]  

(69)

with \( m_t = M_t + 2 \), \( m_t = 1 \), and \( m_b = 3 \). The backward message from \( b_{j'2} \) to \( g_{j2} \) is represented as

\[ \nu_{b_{j'2}\rightarrow g_{j2}} = \rho_{j2}(b_{j'2} - 1) + (1 - \rho_{j2}) \delta(b_{j'2} + 1) \]  

(70)

with

\[ \rho_{j2} = \frac{\varpi_{q2} \prod_{d \in \{t, r, b\}} \kappa_{j'2}^{d} e^{-\alpha_{j'}^{d}} + (1 - \varpi_{q2}) \prod_{d \in \{t, r, b\}} (1 - \kappa_{j'2}^{d}) e^{\alpha_{j'}^{d}}}{\varpi_{q2} \prod_{d \in \{t, r, b\}} \kappa_{j'2}^{d} e^{-\alpha_{j'}^{d}} + (1 - \varpi_{q2}) \prod_{d \in \{t, r, b\}} (1 - \kappa_{j'2}^{d}) e^{\alpha_{j'}^{d}}} \]  

(71)

3) Derivations of \( \hat{x}_{jm} \) and \( \mu_{jm}^{r} \): Consider the marginal posterior (26), the integral items \( \int_{x} x \mathcal{N}(x; \hat{r}, \mu_{j'}) \nu_{g \rightarrow x} \) and \( \int_{x} x^{2} \mathcal{N}(x; \hat{r}, \mu_{j'}) \nu_{g \rightarrow x} \) can be calculated as

\[
\int_{x} x \mathcal{N}(x; \hat{r}, \mu_{j'}) \nu_{g \rightarrow x} \\
= \frac{\lambda}{2} \exp \left( \frac{1}{2} \lambda^{2} \mu_{r} + \lambda \hat{r} \right) \int_{-\infty}^{0} x \mathcal{N}(x; \hat{r}^{-}, \mu_{r})dx + \frac{\lambda}{2} \exp \left( \frac{1}{2} \lambda^{2} \mu_{r} - \lambda \hat{r} \right) \int_{0}^{\infty} x \mathcal{N}(x; \hat{r}^{+}, \mu_{r})dx \\
= \frac{t_{x}^{r}}{\Phi_N \left( \frac{t_{x}^{r}}{\mu_{r}} \right)} \cdot \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\hat{r}^{+}} (\sqrt{\mu_{r}}t + \hat{r}) e^{-t^{2}/2} dt + \frac{t_{x}^{r}}{\Phi_N \left( \frac{t_{x}^{r}}{\mu_{r}} \right)} \cdot \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\hat{r}^{-}} (\hat{r} - \sqrt{\mu_{r}}t) e^{-t^{2}/2} dt \\
= \rho I_{x}^{-} \left[ \hat{r}^{-} - \mu_{r} \frac{\mathcal{N}(0; \hat{r}^{-}, \mu_{r})}{\Phi_N \left( -\hat{r}^{-}/\sqrt{\mu_{r}} \right)} \right] + \rho I_{x}^{+} \left[ \hat{r}^{+} + \mu_{r} \frac{\mathcal{N}(0; \hat{r}^{+}, \mu_{r})}{\Phi_N \left( \hat{r}^{+}/\sqrt{\mu_{r}} \right)} \right] \\
\int_{x} x^{2} \mathcal{N}(x; \hat{r}, \mu_{j'}) \nu_{g \rightarrow x} \\
= \frac{\rho \lambda}{2} \exp \left( \frac{1}{2} \lambda^{2} \mu_{r} + \lambda \hat{r} \right) \int_{-\infty}^{0} x^{2} \mathcal{N}(x; \hat{r}^{-}, \mu_{r})dx + \frac{\rho \lambda}{2} \exp \left( \frac{1}{2} \lambda^{2} \mu_{r} - \lambda \hat{r} \right) \int_{0}^{\infty} x^{2} \mathcal{N}(x; \hat{r}^{+}, \mu_{r})dx 
\]  

(72)
Combining the results of (72), (73), and the normalization constant $I_x(29)$, the mean and variance of $p(x_{jm}|Y)$ can be easily achieved.

APPENDIX C
PROOF OF COROLLARY 1

PUPE is equivalent to the probability $p(||\hat{x}||^2 > \upsilon|x = 0)$ [9], i.e,

$$
\text{PUPE} = \int_{||\hat{x}||^2 > \upsilon} p(\hat{x}|x = 0) d\hat{x} = \int_{||\hat{x}||^2 > \upsilon} \frac{\exp\left(-||\hat{x}||^2 \frac{\varrho}{\varrho^2}\right)}{\pi M \varrho 2^M} d\hat{x} \xrightarrow{(a)} \frac{\Gamma(M, v \varrho^{-2})}{\Gamma(M)}
$$

where $(a)$ is obtained by treating the integral of $\hat{x}$ as the cumulative distribution function of a $\chi^2$ distribution with $2M$ degrees of freedom.

Now with $\upsilon = cM \varrho^2$, we have [46]

$$
\lim_{M \to \infty} \frac{\Gamma(M, v \varrho^{-2})}{\Gamma(M)} = \frac{1}{2} \text{erfc}\left(C \sqrt{\frac{1}{2} M} \right) + \frac{\exp(-\frac{1}{2}MC^2)}{\sqrt{2\pi M}} \sum_{i=0}^{\infty} \frac{C_i(M)}{M^i}
$$

where $C = \sqrt{2(c - 1 - \log c)} > 0$ for $c > 1$, and $C_0(M) = 1$, $C_1(M) = 0$, $C_i(M) = C_{i-2}(M) + L_i^{(1-M-i)}(1-M)$ with $L_i^M$ the Laguerre polynomials. It is known that the complementary error function

$$
\text{erfc}(x) = \frac{\exp(-x^2)}{\sqrt{\pi x}} \left(1 + o(x^{-2})\right).
$$

Therefore, we have

$$
\lim_{M \to \infty} \frac{\Gamma(M, v \varrho^{-2})}{\Gamma(M)} = \lim_{M \to \infty} \left[\frac{\exp(-\frac{1}{2}MC^2)}{C \sqrt{\pi M/2}} \left(1 + o\left(\frac{1}{M}\right)\right) + o\left(\frac{\exp(-M)}{\sqrt{M}}\right)\right] = 0.
$$

Corollary 1 is thus proved.
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