Self-Force Calculations with a Spinning Secondary
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We compute the linear metric perturbation to a Schwarzschild black hole generated by a spinning compact object, specialising to circular equatorial orbits with an (anti-)aligned spin vector. We derive a two-timescale expansion of the field equations, with an attendant waveform-generation framework, that includes all effects through first post-adiabatic order, and we use the Regge-Wheeler-Zerilli formalism in the frequency domain to generate waveforms that include the complete effect of the spin on the waveform phase. We perform the calculations using expansions at fixed orbital frequency, increasing the computational efficiency and simplifying the procedure compared to previous approaches. Finally, we provide the first fully relativistic, first-principles regularisation procedure for gauge invariant self-force quantities to linear order in spin. We use this procedure to produce the first strong-field, conservative self-force calculation including the spin of the secondary — computing Detweiler’s redshift invariant.

I. INTRODUCTION

The era of gravitational wave astronomy was beckoned by the first detection of gravitational waves by the LIGO and VIRGO collaborations [1]. The collaborations’ ground-based detectors now frequently detect signals from the mergers of binary systems of neutron stars and stellar-mass black holes [2]. The advent of future space-based gravitational wave detectors will bring the ability to observe gravitational waves in lower frequency bands. The European Space Agency is currently scheduled to launch LISA, a space-based gravitational wave detector, in 2034 [3]. Extreme mass ratio inspirals (EMRIs) are an important source of gravitational waves for LISA, with frequencies optimally placed in LISA’s sensitivity band [4]. EMRIs consist of a compact ‘secondary body’ (of mass $\mu$) such as a stellar mass black hole or neutron star, orbiting a significantly more massive ‘primary body’ (of mass $M$) such as a supermassive black hole. The system radiates energy as gravitational waves, leading the secondary’s orbit to gradually inspiral before it eventually collides and merges with the primary body. EMRI configurations evolve slowly while the secondary body effectively surveys the primary’s spacetime. This information is imprinted on the resulting gravitational waveforms, including data in the strong gravitational field as the separation of the bodies diminishes. Thus the scientific potential of EMRI detection is particularly alluring and can be used as an accurate test of General Relativity in the strong field, as well as giving insight into compact object populations [4]. The detection of EMRI waveforms and parameter estimation of the binary’s physical attributes will require precise waveform models.

The extreme mass ratio of EMRI systems can be exploited by modelling their waveforms using the self-force approach of black hole perturbation theory (see for example, [5,7]). In this approach, the primary body’s spacetime is perturbed by the secondary and the resulting perturbed spacetime metric is expanded in powers of the mass ratio, $\mu/M$. The Einstein field equations can then be solved order by order in the mass ratio for the metric perturbations, which in turn can be used to calculate EMRI inspirals and waveforms. Calculations involving the first order in mass ratio metric perturbations are referred to as first-order self-force (1SF) calculations, while calculations involving the second-order metric perturbations are referred to as second-order self-force (2SF) calculations, and so on.

Leading order approximate EMRI waveforms, known as ‘adiabatic’ waveforms, require only partial 1SF calculations. The phase evolution of these adiabatic waveforms is obtained from the 1SF dissipative gravitational self-force. The remaining conservative 1SF contributes to the waveform at next-to-leading order or first post-adiabatic order (1PA). The other contributions to 1PA waveforms are the dissipative part of 2SF (without spin effects) and terms related to the spin of the secondary body. These additional spin terms comprise of the spin-curvature coupling contributions and the linear in spin, linear in mass ratio dissipative self-force and self-torque. Detection of weaker EMRI signals and accurate parameter estimation necessitates 1PA waveform modelling. Practical calculations of 1PA waveforms take advantage of the slow evolution of EMRI configurations compared to the timescale of the orbital motion of the secondary — the two-timescale expansion [5,8]. In this paper we develop a two-timescale expansion including all spin effects through 1PA order, in the special case of quasicircular orbits and (anti-)aligned spin. This expansion provides a practical method of solving the field equations, a rapid, first-principles waveform-generation framework, and a simple, modular way of including spin effects into 1PA waveform calculations. When combined with recent progress on 2SF calculations [9,10], this will enable production of complete 1PA waveforms, including (anti-)aligned spin for quasicircular inspirals into non-spinning (or slowly spinning [10]) black holes.

Although the conservative linear in spin self-force only contributes to the waveform at post-2-adiabatic order
(and is thus not required for 1PA waveform modelling), the complete leading order self-force including the leading spin effects is interesting in its own right. Conservative self-force dynamics can be used to inform the effective-one-body formalism \[11\] or ‘EOB’ for short (see \[12\], \[18\]), especially with the discovery of the ‘First Law of Binary Black Hole Mechanics’ \[19\] and the development of powerful scattering techniques. As detector sensitivity improves, it will become increasingly critical to make use of this SF information to improve EOB models of spin effects, eccentricity, and small mass ratios. Useful ingredients to do so are gauge invariant quantities such as Detweiler’s redshift invariant — first introduced for non-spinning secondary bodies in circular equatorial orbits in Schwarzschild spacetime in \[20\] — and the spin precession invariant \[21\]. The definition of the redshift invariant was generalised to include spin effects in \[22\], and in the same work a Post-Newtonian (PN) approximation was calculated for the case of an aligned-spin secondary in a circular equatorial orbit around a Schwarzschild primary. This calculation was later extended to include the body’s spin-induced quadrupole moment \[22\]. There have been several calculations of the spin precession invariant \[21\], \[24\], \[26\], though to our knowledge these are yet to be extended to include the spin of the secondary.

In black hole perturbation theory, a small extended ‘test’ body experiences an acceleration driven by perturbation forces induced by the body’s own multipole moments coupling to the background spacetime. The pole-dipole approximation for a spinning test body assumes the body can be described by its mass-monopole and spin-dipole moments only, neglecting the quadrupole and higher moment.\(^3\) Omitting perturbations to the background spacetime, the motion of a spinning test body is governed by the Mathisson-Papetrou-Dixon (MPD) equations \[27\]–\[29\] with a supplementary spin condition (SSC). The MPD equations assume that the length scale associated with the spin of the test body are much smaller than the length scale of the curvature of the background spacetime — this leads us to include only linear in spin effects. A thorough study of motion governed by the MPD equations was produced in \[30\], \[31\]. The consistency of different physical results for solutions of the MPD equations with several common SSCs was investigated in \[32\]–\[33\]. The results in \[33\] showed, for example, that varying the SSC can change the expression for the orbital frequency of a spinning body in a circular orbit at quadratic and higher order in spin. As the secondary’s spin is proportional to the square of its mass, the leading linear spin terms enter the metric perturbation at second order in the mass ratio, and linearizing in spin is necessary to consistently satisfy the equations of motion at each order in the mass ratio. Defining the dimensionless spin parameter \(\chi \equiv S/\mu^2\) where \(S\) is the magnitude of the spin vector, \(S^2 \equiv S_\mu S^\mu = S_\mu S^\mu\), this motivates us to work with the dimensionless spin tensor, \(\tilde{S}^{\mu \nu} \equiv S^{\mu \nu}/\mu^2\).

If the compact secondary is a black hole, for example, then \(|\chi| \leq 1\). The spin-linearized metric perturbation has the additional advantage that it can be computed without fixing a value of \(\chi\), making it a very efficient way of filling the parameter space of \(\chi\) values.

First order gravitational self-force calculations began by examining specific EMRI models with a non-spinning secondary body and progressed towards generic EMRI configurations \[34\]. Recently, there has been progress on incorporating the secondary’s spin in specific EMRI configurations. The effect of the spin-curvature coupling (MPD force) was incorporated into self-force calculations in \[35\] for a Schwarzschild black hole primary, and waveforms were produced including the coupling for secondaries in eccentric equatorial motion with the spin vector aligned to the orbital angular momentum. That work neglected the spin contribution to the gravitational wave fluxes. The spin-curvature coupling in a Kerr background spacetime was studied in detail in the frequency domain in \[36\] with a view to informing perturbative EMRI calculations. Fluxes for a Kerr black hole primary and an aligned spinning secondary in a circular equatorial orbit were produced in the frequency domain in \[37\] and in the time domain in \[38\], without truncating quadratic and higher order in spin terms. A flux balance law was derived in \[39\] that holds for generic orbits in Kerr to linear order in spin and the law was demonstrated for aligned-spin circular equatorial orbits in Schwarzschild spacetime, truncating at linear order in spin. Linearized-in-spin fluxes were computed for a secondary in a spin-aligned circular equatorial orbit around a Kerr primary in \[40\] and used to calculate waveforms. That work was later extended to investigate aspects of the detectability of the spin of the secondary in \[41\]. Flux calculations including spin effects for the most general EMRI configuration that we are aware of were performed in \[42\], with a Kerr primary and an aligned-spinning secondary in an eccentric equatorial orbit, without truncating quadratic in spin and higher terms.

Of all the self-force flux calculations including spin effects, we are not aware of any that generalise the spin of the secondary away from the (anti-)aligned case. The numerical calculations in this work will continue this legacy, specialising to secondaries with (anti-)aligned spin in circular equatorial orbits around a Schwarzschild primary black hole. We calculate both the dissipative and conservative leading self-force including the next-to-leading-order spin effects, and derive from first principles a fully relativistic regularization procedure for gauge invariant self-force quantities to linear order in spin. In doing so, we provide a covariant expansion of the corresponding singular field. We also introduce a fixed frequency parameterisation where the (quasi)circular motion of the spinning body can be parameterised by a spin independent frequency. In frequency domain calculations, this

\(^3\) Note that the term ‘multipoles’ is also used separately to refer to spherical harmonic modes (such as ‘the low multipoles’ in completing the metric perturbation).
has a distinct advantage in linearizing numerical results in spin — the numerically integrated perturbation equations depend on the frequency and if there is spin dependence in the frequency, then one must find a way to truncate numerical results at linear order in spin. Typically this has been done by numerically fitting the spin dependence [39–40] (significantly increasing the computational cost) or more recently by linearizing the perturbation equations and solving a coupled system with an extended source [41]. Removing the spin dependence from the frequency (and therefore from the numerical integration) entirely avoids the issues that come with a non-compact source, and produces results that are readily comparable with their post-Newtonian equivalents (calculated at fixed frequency) and that are simple to implement in the two-timescale expansion for producing waveforms.

In this paper we adopt the metric signature $-+++$ and work with geometrized units such that $G = c = 1$. Symmetrisation of indices is denoted using parentheses while square brackets represent anti-symmetrisation. We use $\varepsilon$ as a formal order-counting parameter to keep track of powers of the mass ratio. Finally, when referring to gauge invariance, we mean invariance within a class of gauges that do not interfere with the helical symmetry of the perturbed spacetime.

In Section II we review the equations of motion for a spinning secondary body. In Section III we specialise the motion to circular equatorial orbits in Schwarzschild spacetime with the secondary body’s spin vector (anti-aligned) to its total angular momentum. In Section IV we develop the two-timescale expansion of the field equations and equations of motion. In Section V we review Regge-Wheeler-Zerilli formalism for solving the perturbation equations to obtain the leading order metric perturbation (including sub-leading spin effects) and the gravitational energy and angular momentum fluxes associated with a spinning body. In Section VI we review Detweiler’s redshift invariant for a spinning secondary. In Section VII we derive a regularisation procedure for the perturbed spacetime. In Section VIII we present our numerical results and some gravitational waveforms.

these test-body equations, referred to as the Mathisson-Papapetrou-Dixon (MPD) equations [27–29], take a simple form:

$$\frac{\hat{D}p^\alpha}{d\hat{t}} = -\frac{1}{2} \hat{R}^\alpha_{\beta\gamma\delta} \hat{u}^\beta S^{\gamma\delta}, \quad (1a)$$

$$\frac{\hat{D}S^{\gamma\delta}}{d\hat{t}} = 2p^{[\gamma} \hat{u}^{\delta]}, \quad (1b)$$

where $p^\mu$ is the body’s linear momentum, $\hat{u}^\mu = d\gamma^\mu / d\hat{t}$ is its four-velocity, $S^{\gamma\delta}$ is its spin tensor, and $\hat{D}/d\hat{t} = \hat{u}^\alpha \nabla_\alpha$ are the proper time and covariant derivative compatible with $\hat{g}_{\alpha\beta}$. Several decades earlier, Thorne and Hartle [44] showed that these equations also hold for a black hole. However, the results of both Harte and Thorne and Hartle (particularly the latter) are limited by an incomplete characterization of $\hat{g}_{\alpha\beta}$. One of our ancillary goals will be to partly solidify their status.

For any given $\hat{g}_{\alpha\beta}$, Eq. (1) is an underdetermined system of 10 equations for 13 unknowns: the six components of the antisymmetric tensor $S^{\gamma\delta}$, the 4 components of $p^\mu$, and the three independent components of $\hat{u}^\mu$. A “spin supplementary condition” is therefore required to uniquely determine the solution. Common spin supplementary conditions are $\hat{g}_{\alpha\beta} \hat{u}^\alpha S^{\beta\gamma} = 0$ and $\hat{g}_{\alpha\beta} p^\alpha S^{\beta\gamma} = 0$. If we work to linear order in the spin, these conditions are equivalent, and they imply $p^\alpha = \mu \hat{u}^\alpha$. The MPD equations in $\hat{g}_{\alpha\beta}$ then reduce to

$$\frac{\hat{D}^2 p^\mu}{d\hat{t}^2} = \frac{\hat{D} \hat{u}^\alpha}{\hat{D} \hat{t}} = -\frac{\mu}{2} \hat{R}^\alpha_{\beta\gamma\delta} \hat{u}^\beta \hat{S}^{\gamma\delta}, \quad (2a)$$

$$\frac{\hat{D} \hat{S}^{\gamma\delta}}{d\hat{t}} = 0, \quad (2b)$$

where we have used $S^{\mu\nu} = \mu^2 \hat{S}^{\mu\nu}$.

B. Effective metric, self-force, and self-torque

In self-force theory, the physical metric of the spacetime is expanded in the form

$$g_{\alpha\beta} = g_{\alpha\beta} + \varepsilon h_{\alpha\beta}^{(1)} + \varepsilon^2 h_{\alpha\beta}^{(2)} + \mathcal{O}(\varepsilon^3), \quad (3)$$

where $\varepsilon$ is an order-counting parameter that counts powers of $\mu$. In our context, $g_{\alpha\beta}$ is the metric of the central black hole and $h_{\alpha\beta} \equiv \sum \varepsilon^n h_{\alpha\beta}^{(n)}$ is the perturbation due to the presence of the secondary. Since $S_{\alpha\beta} \sim \mu^2$, the secondary’s spin contributes (linearly) to $h_{\alpha\beta}^{(2)}$. Higher moments would contribute at order $\varepsilon^3$ and above.

The effective metric is given by $g_{\alpha\beta} = g_{\alpha\beta} + h_{\alpha\beta}^{R}$, where $h_{\alpha\beta}^{R} = \sum \varepsilon^n h_{\alpha\beta}^{(n)}$ is a certain piece of the physical perturbation $h_{\alpha\beta}$. We can expand the MPD equations (2) in powers of $h_{\alpha\beta}^{R}$ following Sec. IIIA of Ref. [45] (for example). Defining the difference between the connections on $\hat{g}_{\alpha\beta}$ and $g_{\alpha\beta}$ as $C^\alpha_{\beta\gamma} \equiv \Gamma^\alpha_{\beta\gamma} - \Gamma^\alpha_{\beta\gamma}$, we have the standard
we obtain
\begin{equation}
C^\alpha_{\beta\gamma} = \frac{1}{2} g^{\alpha\delta} \left( 2 h^R_{\beta(\delta;\gamma)} - h^R_{\beta\gamma\delta} \right), \quad (4)
\end{equation}
\begin{equation}
\ddot{R}^\alpha_{\beta\gamma\delta} = R^\alpha_{\beta\gamma\delta} + 2C^\alpha_{\beta[\delta;\gamma]} + 2C^\alpha_{\beta[\gamma}C^\rho_{\delta]}\beta, \quad (5)
\end{equation}
where a semicolon denotes the covariant derivative compatible with $g_{\alpha\beta}$. The proper times in the two metrics are related by $d\tau/d\tau = 1 - h^R_{\alpha\beta} u^\alpha u^\beta$, where $u^\alpha = dz^\alpha / dt$.

Substituting these relations into Eq. (2) and expanding, we obtain
\begin{equation}
D^2 z^\mu / d\tau^2 = - \frac{1}{2} P^{\mu\nu}(g^\nu_{\rho} - h^R_{\rho\lambda}) \left( 2 h^R_{\rho\nu,\sigma} - h^R_{\rho\sigma;\lambda} \right) u^\rho u^\sigma
- \frac{\mu}{2} R^\mu_{\alpha\beta\gamma} \left( 1 - \frac{1}{2} P^{\nu\rho}(u^\nu u^\rho) \right) u^\alpha \tilde{S}^{\beta\gamma}
+ \frac{\mu}{2} P^{\mu\nu}(2 h^R_{\nu(\alpha;\beta)} - h^R_{\nu;\alpha\beta}) u^\alpha \tilde{S}^{\beta\gamma} + O(\varepsilon^3)
\equiv F^\mu, \quad (6a)
\end{equation}
\begin{equation}
D S^\mu_{\nu} / d\tau = u^{(\rho \tilde{S})[\mu} g^{\nu]_{\rho} \left( 2 h^R_{\rho\nu,\sigma} - h^R_{\rho\sigma;\lambda} \right) + O(\varepsilon^2)
\equiv N^\mu_{\nu}, \quad (6b)
\end{equation}
where $P^{\mu\nu} \equiv g^{\mu\nu} + u^\mu u^\nu$. The spin-independent terms in $F^\mu$ are referred to as the self-force (per unit $\mu$) and $N^\mu_{\nu}$ as the self-torque (per unit $\mu^2$). Note that Eq. (6b) is expanded to one order lower than Eq. (6a) because the spin itself enters into the metric at one order higher than the trajectory $z^\mu$.

We can also extract an evolution equation for the scaled spin vector $\tilde{S}^\mu = -\frac{1}{2} \epsilon^{\mu}_{\alpha\beta\gamma} u^\alpha \tilde{S}^{\beta\gamma}$. Substituting $\tilde{S}^\mu_{\nu} = -\epsilon^{\mu}_{\alpha\beta\gamma} S^\alpha u^\beta$ into Eq. (6b) and contracting the equation with $P^{\rho}_{\beta}$ (to project out components tangent to $u^\alpha$), we find
\begin{equation}
P^{\rho}_{\beta} D S^\mu_{\beta} / d\tau = N^\mu, \quad (7)
\end{equation}
where $N^\mu \equiv -\frac{1}{2} \epsilon^{\mu}_{\nu\rho\sigma} u^\nu N^\rho_{\sigma}$.

The secondary’s spin contributes to the above equations in three ways: through the standard MPD terms, which are independent of $h^R_{\mu\nu}$; through terms of the form $h^R \cdot S$, which can be considered as spin-induced self-forces and self-torques; and by contributing to $h^R_{\mu\nu}$ (via the spin’s contribution to $h^R_{\mu(2)}$). We can write these contributions explicitly as
\begin{equation}
F^\mu_{(x)} = -\frac{\varepsilon^2}{2} D^{\mu\nu} \left( 2 h^R_{\nu(\rho} - h^R_{\rho;\nu}) u^\rho u^\sigma
- \frac{\mu}{2} R^\mu_{\sigma\rho\nu} \left( 1 - \frac{\varepsilon}{2} h^R_{\rho(1)\nu} u^\rho u^\sigma \right) u^\sigma \tilde{S}^{\rho\gamma}
+ \frac{\mu \varepsilon}{2} D^{\mu\nu}(2 h^R_{\nu(1)} - h^R_{\nu;1}) u^\sigma \tilde{S}^{\beta\gamma} + O(\varepsilon^3), \quad (8a)
\end{equation}
\begin{equation}
N^\mu_{(x)} = 1 u^{(\rho \tilde{S})[\mu} g^{\nu]_{\rho} \left( 2 h^R_{\rho\nu,\sigma} - h^R_{\rho\sigma;\lambda} \right) + O(\varepsilon^2), \quad (8b)
\end{equation}
where we introduce $h^R_{\mu\nu}$ as the linear-in-spin piece of $h^R_{\mu\nu(2)}$.

However, we note that the system of equations (6) is incomplete for two reasons: it omits terms of the same order as it keeps, specifically test-body spin-squared and quadrupole terms that first appear at $O(\varepsilon^2)$; and we have not defined $h^R_{\mu\nu}$. Since we restrict our attention in this paper to linear spin effects, we freely skip over the first omission. The definition of $h^R_{\mu\nu}$ is thornier. Harte defines a class of effective metrics in which the MPD equations hold, but the specific choice he makes becomes singular on $z^\mu$ at order $\varepsilon^2$ in a perturbative expansion. Thorne and Hartle effectively define $\tilde{g}_{\mu\nu}$ as the metric that exerts tidal fields on the body, leaving it open how to determine the body’s own contribution to those fields. In Ref. [16], one of us (AP) defined a $\tilde{g}_{\mu\nu}$ that is a smooth vacuum metric on $z^\mu$ and is well defined for both material bodies and black holes. For a nonspinning body, the equation of motion (6a) is valid for AP’s definition of $\tilde{g}_{\mu\nu}$ [17] [18]. But in the case of a spinning body, it has not been shown that the $O(\varepsilon^2)$ and $O(\varepsilon)$ terms in Eqs. (6a) and (6b) (respectively) are correct for AP’s $\tilde{g}_{\mu\nu}$.

To skirt this issue, we note that Harte’s definition is well defined and smooth for the effects we focus on: linear effects, whether linear in $\mu$ or linear in spin. For those contributions to $h^R_{\mu\nu}$ and $h^R_{\mu\nu}$, Harte’s definition reduces to the more familiar Detweiler-Whiting definition [19][20]. We can therefore assume with some confidence that the linear-in-spin terms in (6) are correct with this definition of $h^R_{\mu\nu}$.

We return to the regular field in Sec. VII. There, as a byproduct of our concrete calculations, we show that Harte’s definition of $h^R_{\mu\nu(x)}$ agrees with AP’s, giving us additional confidence in our assumption.

---

2 This corrects the analogous equations in Ref. [49]. Since those equations were the starting point for Ref. [59]’s derivation of the flux-balance law, we have independently re-derived the balance law, including the key intermediate result [60].

3 This can be deduced from Eqs. (82)–(84) in Ref. [13], which express $\tilde{g}_{\mu\nu}$ as the solution to $\tilde{g}_{\mu\nu} = g_{\mu\nu} - \tilde{g}_{\mu\nu} \tilde{g}_{\rho\sigma} - \tilde{g}_{\mu\nu} \tilde{g}_{\rho\sigma} H^{\rho\sigma}$, where $H^{\rho\sigma}$ is a solution to a linear differential equation in the spacetime $\tilde{g}_{\mu\nu}$. For $\tilde{g}_{\mu\nu}$ to be regular on the particle’s worldline, $H^{\rho\sigma}$ must cancel any singularities in $\tilde{g}_{\mu\nu}$. This is impossible beyond linear order because if we substitute $\tilde{g}_{\mu\nu} = g_{\mu\nu} + \epsilon h^R_{\mu\nu(1)} + \epsilon^2 g_{\mu\nu(2)} + O(\varepsilon^3)$ and Eq. (3), we find that $g_{\mu\nu(2)}$ cannot contain terms any more singular than $\sim h^R_{\mu\nu(1)}$, while $h^R_{\mu\nu}$ contains terms as singular as $h^R_{\mu\nu(1)}$.

4 The only quantity in [60] that is not covered by this definition is the spin-independent piece of $h^R_{\mu\nu(2)}$, for which one can use AP’s definition.
C. Stress-energy of a spinning body

Since we are only interested in the gravitational field on scales much larger than the body’s size, we can replace the body with a “gravitational skeleton” [27] — a point singularity equipped with the body’s multipole moments. Concretely, through second order in $\varepsilon$, a generic compact object can be modelled as a spinning point particle in $\eta_{\mu\nu}$, with a stress-energy tensor

$$T^{\alpha\beta} = \varepsilon T^{\alpha\beta}_{(\mu)} + \varepsilon^2 T^{\alpha\beta}_{(x)} + O(\varepsilon^3),$$

(9)

where $T^{\alpha\beta}_{(\mu)}$ is a mass-multipole term and $T^{\alpha\beta}_{(x)}$ is a spin-dipole term. Explicitly, the two contributions are

$$T^{\alpha\beta}_{(\mu)}(x) = \mu \int d\tau' \frac{\delta^4[x^\mu - z^\mu(\tau')]}{\sqrt{-g}} \dot{u}^{\alpha}(\tau') \dot{u}^{\beta}(\tau'),$$

(10a)

$$T^{\alpha\beta}_{(x)}(x) = \nabla_\mu \left[ \int d\tau' \frac{\delta^4(x^\mu - z^\mu(\tau'))}{\sqrt{-g}} u^{(\alpha}(\tau') S^{\beta)\mu}(\tau') \right],$$

(10b)

where $\delta^4$ is the four-dimensional Dirac delta function, and the covariant derivative $\nabla_\mu$ is with respect to the arbitrary field point $x^\mu$ and not the worldline point $z^\mu$. Note that both $T^{\alpha\beta}_{(\mu)}$ and $T^{\alpha\beta}_{(x)}$ have subleading dependence on $\chi$ (and on $h^{\alpha\beta}_{(\text{reg})}$) via their dependence on the worldline. However, the quantity $h^{\alpha\beta}_{(\chi)}$ defined in the previous section corresponds only to the regular field associated with $T^{\alpha\beta}_{(x)}$. Also note that no hats appear on quantities in $T^{\alpha\beta}_{(\chi)}$ since the difference would only contribute at order $\varepsilon^3$.

Unlike the equations of motion (8), the stress-energy tensor (9) has been rigorously derived from the method of matched asymptotic expansions [46, 50]. It holds for black holes, material bodies, and exotic compact objects.

III. CIRCULAR ORBITS AND ALIGNED SPINS: TEST-SPIN EFFECTS

Before considering the full system of equations (8), we consider the orbit and spin with $h_{\mu\nu}$ set to zero. The equations of motion are then given by the MPD equations Eq. (2) with all hats removed; the orbit is accelerated in $g_{\mu\nu}$ by the MPD spin force on the right-hand side of Eq. (2a), and the spin is parallel-propagated in $g_{\mu\nu}$. The results for this case will carry over directly to the full problem.

A. Fixed-frequency parametrisation

We specialise to the case of a non-spinning black hole primary, in which case the background is the Schwarzschild spacetime with line element

$$ds^2 = -f dt^2 + f^{-1} dr^2 + r^2 d\Omega^2,$$

(11)

where $f \equiv 1 - 2M/r$ and $d\Omega^2 \equiv d\theta^2 + \sin^2 \theta d\phi^2$. The spacetime admits two Killing vectors, $\xi^\mu(\tau) = \partial_\tau$ and $\xi^\mu(\phi) = \partial_\phi$, which in turn give rise to two constants of motion preserved by the MPD equations. In terms of a generic Killing vector $\xi^\mu$, the corresponding constant of motion is given by

$$\Xi = u^\alpha \xi_\alpha + \frac{\mu}{2} \hat{S}^\alpha\beta \nabla_\alpha \xi_\beta.$$  

(12)

If $\xi^\mu = (\xi^\mu(t))$, then $\Xi$ is (minus) the particle’s specific energy; if $\xi^\mu = (\xi^\mu(\phi))$, then it is the particle’s angular momentum.

When the secondary’s spin vector is aligned (or anti-aligned) with its orbital angular momentum, the MPD equations admit a solution for circular equatorial orbits. Specialising to that case, the orbit is described by

$$r = r_p, \quad \theta = \frac{\pi}{2}, \quad \phi = \Omega t,$$

(13)

where $\Omega = \frac{d\phi}{dt}$ is the constant orbital frequency and where the radial and polar components of the secondary’s four-velocity vanish, $u^\rho = 0 = u^\theta$.

For a non-spinning test body in circular, equatorial geodesic motion, the orbital radius and frequency are related by

$$r_p = r_0, \quad \Omega = \Omega_0 \equiv \sqrt{\frac{M}{r_0^3}}.$$  

(14)

The MPD spin force accelerates the orbit, altering this relationship. To determine the change, one can fix the orbital radius and examine how the spin alters the orbital frequency, or one can fix the frequency and examine how the spin alters the radius. Previous numerical self-force calculations which included the spin of the secondary parametrised the test-body motion with a fixed-radius parametrisation [37, 41]

$$r_p = r_0, \quad \Omega(r_p, \varepsilon) = \Omega_0 + \varepsilon \Omega_\chi(r_p) + O(\varepsilon^2).$$

(15)

However, as illustrated in Sec. [X] it is better to instead adopt a fixed-frequency parametrisation,

$$r_p = r_0, \quad \Omega(r_p, \varepsilon) = \Omega_0 + \varepsilon \Omega_\chi(r_p) + O(\varepsilon^2), \quad \Omega = \Omega_0.$$  

(16)

To emphasise that $r_0 = r_0(\Omega)$ in Eq. (16), we have labelled it as $r_0$. Throughout this paper we work exclusively with the fixed-frequency parametrisation, allowing us to refer simply to the physical frequency $\Omega$ without a $0$ adornment. (The notable exception is Appendix [C] where we discuss the alternative fixed-radius parametrisation.)

To derive the fixed-frequency parametrisation from the equations of motion (2a) and (2b) (with hats removed), we take advantage of the fact that we are only looking for solutions valid through order $\varepsilon$ (i.e., linear order in the spin force). We hence seek a solution of the form

$$z^\alpha(t, \varepsilon) = z^\alpha_0(t) + \varepsilon z^\alpha_1 + O(\varepsilon^2),$$

(17)
where \( z_0^\alpha = (t, r_\Omega, \pi/2, \Omega t) \) and \( z_1^\alpha = r_\chi \delta_\alpha^r \).

Substituting this ansatz into (2a) and solving order by order in \( \varepsilon \), we obtain the relations

\[
\begin{align*}
  r_\Omega &= \frac{M}{(M\Omega)^{2/3}}, & r_\chi &= -\frac{F_{(1,\chi)}^r}{3(u_0^\alpha)^2 f_\Omega \Omega^2},
\end{align*}
\]

where \( f_\Omega \equiv f(r_\Omega) \), \( u_0^\alpha \) is the zeroth-order four-velocity, and \( F_{(1,\chi)}^r \) is the (purely radial) leading-order spin force. The first equality in (18) is simply a restatement of the geodesic relationship (14).

The non-zero components of the four-velocity are given by the circular-orbit condition, \( u_0^\beta = u_0^\Omega \), along with the normalisation \( u^\alpha u_\alpha = -1 \). Conveniently, this implies that when parametrised at fixed frequency the four-velocity of the spinning secondary is equal to the corresponding non-spinning geodesic four-velocity, \( u^\alpha = u_0^\alpha + \mathcal{O}(\varepsilon^2) \).

Writing Eq. (18) more explicitly requires an explicit form for the spin tensor. In the aligned-spin case, the spin vector is given by \( \tilde{S}^{\beta\gamma} = \tilde{S}^{\beta\gamma}_\Omega \), and the corresponding scaled spin vector \( \tilde{S}_\chi^{\beta\gamma} \) has only one non-zero component, \( \tilde{S}_\chi^{\beta\gamma} = -\frac{\chi}{r_\Omega} \). Introducing a unit vector \( \tilde{z}_\alpha = -\frac{1}{r_0} \) along the zeroth-order worldline, we write

\[
\tilde{S}_\chi^{\beta\gamma} = \chi \tilde{z}_\chi \delta_{\beta\gamma}. \tag{19}
\]

The scaled spin tensor \( \tilde{S}_\chi^{\beta\gamma} = -\varepsilon \mu \chi \delta_{\alpha\beta} \tilde{z}_\alpha u_\beta \) then has two independent non-zero components \([39]\)

\[
\begin{align*}
  \tilde{S}^r_\chi &= -\frac{\chi}{\Omega r_\Omega} u_\theta = -\tilde{S}^{t_\chi}_\Omega, & \tilde{S}_\chi^\phi &= -\frac{\chi}{\Omega r_\Omega} u_t = -\tilde{S}^{\theta_\chi}_\Omega.
\end{align*}
\]

and we can evaluate the spin force to get

\[
F_{(1,\chi)}^\alpha = 3\mu \chi f_\Omega r_\Omega \Omega^3 (u_0^\alpha)^2 \delta_\chi^\alpha. \tag{21}
\]

Given this spin force, we find that in the aligned-spin case with a fixed-frequency parametrisation, we have motion described by

\[
\begin{align*}
  z_\alpha &= (t, r_\Omega - \mu \chi \Omega r_\Omega, \pi/2, \Omega t) + \mathcal{O}(\varepsilon^2), & u^\alpha &= \sqrt{\frac{r_0}{r_\Omega - 3M}} (1, 0, 0, \Omega) + \mathcal{O}(\varepsilon^2),
\end{align*}
\]

where we note that the sole spin dependence is in the radial position of the worldline, and where the contravariant components of the four-velocity are independent of \( \chi \). Note that the covariant components \( u_\alpha \) are not spin independent as \( \chi \) enters via the metric components evaluated on the worldline.

Evaluating Eq. (12) for the two conserved quantities associated with the timelike and angular Killing vectors yields the specific energy and specific angular momentum, which are given respectively by

\[
\begin{align*}
  E &= E_0 + \varepsilon E_\chi = f(r_\Omega) v_0^t - \mu \chi \frac{M}{r_\Omega} \left( \frac{M}{r_\Omega} \right)^{5/2}, \tag{24}
  J &= J_0 + \varepsilon J_\chi = \sqrt{M r_\Omega} u_0^t + \mu \chi \frac{M}{r_\Omega} \left( \frac{M}{r_\Omega} \right) (r_\Omega - 4M), \tag{25}
\end{align*}
\]

omitting \( \mathcal{O}(\varepsilon^2) \) terms.

### B. Stress-energy tensor

The stress-energy tensor for the circular-orbit, aligned-spin case can be written in the form

\[
\begin{align*}
  T_{(\mu)}^{\mu} &= \frac{\mu K_{0}^{\mu\nu}}{r_\Omega^2 \sin \theta} \delta_{\nu} \delta_{\phi}, \tag{26a}
  T_{(\chi)}^{\mu\nu} &= \frac{\chi \mu^2}{r_\Omega^2 \sin \theta} \left[ K_1^{\mu\nu} \delta_{\nu} \delta_{\phi} + K_2^{\mu\nu} \delta_{\nu} \delta_{\phi} + K_3^{\mu\nu} \delta_{\nu} \delta_{\phi} \right], \tag{26b}
\end{align*}
\]

where we use the shorthand notation \( \delta_r \equiv \delta (r - r_p) \), \( \delta_\theta \equiv \delta (\theta - \pi/2) \) and \( \delta_\phi \equiv \delta (\phi - \phi_p) \). The non-zero components of the constant tensors \( K_0^{\mu\nu} \), \( K_1^{\mu\nu} \), \( K_2^{\mu\nu} \) and \( K_3^{\mu\nu} \) are the same as those defined in Ref. [39] with the identification \( r_p \leftrightarrow r_\Omega \) (along with an additional factor of \( M^{-1} \) in our definition of \( K_1^{\mu\nu} \), \( K_2^{\mu\nu} \), and \( K_3^{\mu\nu} \)); for completeness we give their full expressions in Appendix A).

When we substitute the expansions \( r_p = r_\Omega + \varepsilon r_\chi + \mathcal{O}(\varepsilon^2) \) and \( u^\alpha = u_0^\alpha + \mathcal{O}(\varepsilon^2) \) into \( T_{(\mu)}^{\mu} \) and \( T_{(\chi)}^{\mu\nu} \), we can make the trivial replacements \( r_p \rightarrow r_\Omega \) (and we have preemptively done so in the expressions in Appendix A) but we must keep the subleading term in (26a), yielding

\[
\begin{align*}
  T_{(\mu)}^{\mu} &= \frac{\mu K_{0}^{\mu\nu}}{r_\Omega^3} \delta_{\nu} \delta_{\phi} \left( r_{\Omega} \delta_{\tau_\alpha} - 2\varepsilon r_\chi \delta_\tau_\alpha - \varepsilon r_\chi \delta_\tau_\alpha \right) + \mathcal{O}(\varepsilon^2), \tag{27}
  T_{(\tau)}^{\mu\nu} &= \varepsilon T_{(1)}^{\mu\nu} + \epsilon^2 T_{(2)}^{\mu\nu} + \mathcal{O}(\varepsilon^3), \tag{28}
\end{align*}
\]

where

\[
\begin{align*}
  T_{(1)}^{\mu\nu} &= \frac{\mu K_{0}^{\mu\nu}}{r_\Omega^2 \sin \theta} \delta_{\tau_\alpha} \delta_{\phi} \delta_{\phi}, \tag{29a}
  T_{(2)}^{\mu\nu} &= \frac{\mu r_\chi K_{0}^{\mu\nu}}{r_\Omega^3} \delta_{\tau_\alpha} \delta_{\phi} \left( 2\delta_{\tau_\alpha} + \delta_\phi \right) + T_{(\chi)}^{\mu\nu}. \tag{29b}
\end{align*}
\]

### IV. TWO-TIMESCALE EXPANSION

When the metric perturbations \( h_{0,\beta}^{(n)} \) are accounted for, the binary system slowly evolves due to dissipation. In this section we show how the linear effects of the particle’s spin can easily be incorporated into the two-timescale evolution scheme of Ref. [5]. We closely follow the particular formulation in Appendix A of that reference.

Our method assumes the particle’s trajectory, its spin, and the spacetime metric only depend on \( t \) through the \( t \) dependence of a set of mechanical variables \( (\phi_p, J_1) \). The slow evolution is captured by the parameters \( J_1 = (\Omega, \chi, \delta M, \delta J) \), which evolve on the radiation-reaction timescale \( \sim \Omega/\dot{\Omega} \sim 1/\epsilon \). (Though we find below that \( \chi \) is constant at IPA order.) Here \( (\mu \delta M, \mu \delta J) \) represent corrections to the central black hole’s mass and spin, which evolve due to the flux of energy and angular momentum.
into the black hole; we pull out an overall factor of $\mu$ to make $(\delta M, \delta J)$ order unity. During the slow evolution, the system is assumed to retain a periodic dependence on the particle’s orbital phase $\phi_p$, which evolves on the fast timescale $\sim 1/\Omega$.

Given that the method requires a choice of time coordinate, it will be convenient to adopt the 3+1 split $x^\mu = (t, x^i)$.

### A. Orbit, spin, and metric

We first consider the particle’s orbit. In place of Eq. (17), we write the coordinate trajectory as

$$z^i(t, \varepsilon) = (t, z^i(t, \varepsilon))$$

and assume that $z^i(t, \varepsilon) = z^i(\phi_p(t, \varepsilon), J_I(t, \varepsilon), \varepsilon)$. Expanding in powers of $\varepsilon$ at fixed ($\phi_p, J_I$), we write

$$z^i(\phi_p, J_I, \varepsilon) = z^i_0(\phi_p, \Omega) + \varepsilon z^i_1(J_I) + O(\varepsilon^2),$$

(30)

where the leading-order trajectory is

$$z^i_0(\phi_p, \Omega) = (r_0(\Omega), \pi/2, \phi_p),$$

(31)

and the subleading term is a purely radial correction

$$z^i_1(J_I) = (r_1(J_I), 0, 0).$$

(32)

We continue to define the frequency as

$$\frac{d\phi_p}{dt} \equiv \Omega.$$  (33)

The above ansatz represents an orbit that remains in the equatorial plane, with a slowly evolving radius and frequency. Accordingly, we seek a solution in which the spin remains orthogonal to the equatorial plane,

$$\tilde{S}^a(J_I) = \chi \tilde{\alpha}^a(\Omega) + O(\varepsilon),$$

(34)

in analogy with [19].

Following the same pattern, we expand the metric as

$$g_{\mu\nu} = g_{\mu\nu}(x^i) + \varepsilon h^{(1)}_{\mu\nu}(x^i, \phi_p, \Omega, \delta M, \delta J) + \varepsilon^2 h^{(2)}_{\mu\nu}(x^i, \phi_p, J_I) + O(\varepsilon^3),$$

(35)

with the assumption that each term is periodic in $\phi_p = \phi_p(t, \varepsilon)$. For simplicity, we suppress dependence on $\delta M$ and $\delta J$, with the understanding that $h^{(n)}_{\mu\nu}$ is equal to $\mu^n$ times a $\mu$-independent function of $(x^i, \phi_p, J_I)$.

The first-order perturbation $h^{(1)}_{\mu\nu}(x^i, \phi_p, \Omega, \delta M, \delta J)$ is linear in $\delta M$ and $\delta J$, and it will be convenient to peel off that dependence, writing

$$h^{(1)}_{\mu\nu} = h^{(1)}_{\mu\nu}(x^i, \phi_p, \Omega, 0, 0) + \delta M h^{(\delta M)}_{\mu\nu}(x^i) + \delta J h^{(\delta J)}_{\mu\nu}(x^i).$$

(36)

If we replaced $\phi_p$ with its geodesic expression $\Omega t$, then the first term would be the standard perturbation due to a point mass on a circular geodesic with frequency $\Omega$. The terms $\delta M h^{(\delta M)}_{\mu\nu}(x^i)$ and $\delta J h^{(\delta J)}_{\mu\nu}(x^i)$ are linear perturbations toward a Kerr black hole with mass $M + \mu \delta M$ and angular momentum $\mu \delta J$. We show below that at 1PA order, $\delta M$ and $\delta J$ do not couple to the spin $\chi$.

When substituting these expansions into the equations of motion and field equations, we apply the chain rule

$$\frac{\partial}{\partial x^a} = \epsilon^a_i \frac{\partial}{\partial x^i} + t_a \left( \frac{d\phi_p}{dt} \frac{\partial}{\partial \phi_p} + \frac{dJ_I}{dt} \frac{\partial}{\partial J_I} \right),$$

(37)

where $\epsilon^a_i \equiv \partial x^a / \partial x^i$ and $t_a \equiv \partial t / \partial x^i$. This implies the expansion

$$\nabla \alpha = \nabla^{(0)} \alpha + \epsilon t \alpha \partial_{\nu} + O(\varepsilon^2),$$

(38)

where the zeroth-order covariant derivative is

$$\nabla^{(0)} \alpha = \epsilon^a_i \frac{\partial}{\partial x^i} + t_a \Omega \frac{\partial}{\partial \phi_p} + \text{Christoffel terms}.$$  (39)

$V_I = (F^{(0)}_\Omega, F^{(1)}_\phi, F^{(1)}_0, F^{(1)}_\varepsilon, F^{(1)}_\delta M, F^{(1)}_\delta J)$ is the leading-order velocity through parameter space, and

$$\tilde{\alpha}_\nu \equiv V_I \frac{\partial}{\partial J_I} = F^{(0)}_\Omega \frac{\partial}{\partial \Omega} + F^{(1)}_\phi \frac{\partial}{\partial \phi} + F^{(1)}_0 \frac{\partial}{\partial J_0} + F^{(1)}_\varepsilon \frac{\partial}{\partial \varepsilon} + F^{(1)}_\delta M \frac{\partial}{\partial \delta M} + F^{(1)}_\delta J \frac{\partial}{\partial \delta J}.$$  (40)

$\nabla^{(0)} \alpha$ acts at fixed parameter values; its action on $h^{(1)}_{\mu\nu}(x^i, \phi_p, \Omega, 0, 0)$ is identical to the action of $\nabla \alpha$ on the linear metric perturbation from a point mass on a circular geodesic. The directional derivative $\tilde{\alpha}_\nu$ then accounts for the system’s slow movement through the parameter space.

### B. Evolution equations

The rates of change of the parameters $J_I$ are likewise expanded in powers of $\varepsilon$ at fixed $(\phi_p, J_I)$:

$$\frac{d\Omega}{dt} = \varepsilon F^{(0)}_\Omega(\Omega) + \varepsilon^2 F^{(1)}_\Omega(J_I) + O(\varepsilon^3),$$

(42)

$$\frac{d\chi}{dt} = \varepsilon F^{(1)}_\phi(J_I) + O(\varepsilon^2),$$

(43)

$$\frac{d\delta M}{dt} = \varepsilon F^{(1)}_0(\Omega) + O(\varepsilon^2),$$

(44)

$$\frac{d\delta J}{dt} = \varepsilon F^{(1)}_\varepsilon(\Omega) + O(\varepsilon^2).$$

(45)
From these expansions we obtain the expansion for the coordinate velocity,

\[
\dot{z}^\alpha = \frac{dz^\alpha}{dt} = \dot{z}_0^\alpha(\Omega) + \varepsilon \dot{z}_1^\alpha(\Omega) + O(\varepsilon^2),
\]

where

\[
\dot{z}_0^\alpha = \frac{d\dot{z}_0^\alpha}{dt} = (1, 0, 0, \Omega),
\]

and

\[
\dot{z}_1^\alpha = (0, \dot{r}_0, 0, 0),
\]

with \(\dot{r}_0(\Omega) = \frac{dr_0}{d\Omega} F_{\Omega}^{(0)}\); the proper four-velocity is \(u^\alpha = u_0^\alpha(\Omega) + \varepsilon u_0^\alpha(\Omega) + O(\varepsilon^2)\), with \(u_0^\alpha = u_0^\alpha\dot{z}_0^\alpha\) as in (23).

The driving forces \(F_Y^{(n)}\), which govern the evolution, are to be determined from the equations of motion (6), and from the Einstein field equations.

In the above expansions, the numerical labels within parentheses denote the post-adiabatic order at which the quantity enters, while the numeric labels without parentheses denote the post-adiabatic order at which the \(\varepsilon\) quantity enters, while the numeric labels without parentheses correspond to the explicit powers of \(\varepsilon\). We have foreshadowed the structure of the solution by indicating that \(0\)PA quantities only depend on \((\phi_p, \Omega)\), and that \(dJ_I/dt\) is independent of \(\phi_p\) (an essential requirement for the separation between slow and fast evolution).

To expand the forces and torque as

\[
F^\alpha = \varepsilon F_0^\alpha(J_I) + \varepsilon^2 F_2^\alpha(J_I) + O(\varepsilon^3),
\]

\[
N^\alpha = \varepsilon N_1^\alpha(J_I) + O(\varepsilon^2),
\]

Here the numeric labels correspond to the explicit powers of \(\varepsilon\), following the usual nomenclature for “first-order” and “second-order” self-forces. The spin-dependent contributions are given by the expansions of (8). More precisely, the first-order spin force \(F_{S_{\Omega,\chi}}^{(1)}(\Omega, \chi)\) is given by the test-body force (21); \(F_{S_{\Omega,\chi}}^{(2)}(\Omega, \chi)\) is given by the remainder of Eq. (8a), and \(N_2^\alpha\) is given by Eq. (8b) evaluated at \(r_p = r_{1\Omega}\) and \(u^\alpha = u_0^\alpha\). We will not require a more explicit expression for \(F_{S_{\Omega,\chi}}^{(2)}\). The torque reduces to

\[
N_1^\mu = -\frac{\chi}{2} \dot{z}^\mu \left( g^{\alpha\beta} - \dot{z}^\alpha \dot{z}^\beta \right) u_0^0 \nabla_\gamma h_{\alpha\beta}^{(1)} = 0.
\]

To see why this vanishes, note that it can be written as

\[-\frac{\chi}{2} \dot{z}^\mu \dot{z}_0^0 \nabla_\gamma \left( g^{\alpha\beta} - \dot{z}^\alpha \dot{z}^\beta \right) h_{\alpha\beta}^{(1)}\]

For our quasicircular, spin-aligned system, the quantity in square brackets is constant along the zeroth-order worldline \(z_0^\mu\) (at fixed \(\Omega\)). The derivative therefore vanishes.

Substituting all of the above expansions into Eqs. (6a) and (6b), we can straightforwardly solve order by order in \(\varepsilon\), equating coefficients of powers of \(\varepsilon\) at fixed \(J_I\) rather than at fixed \(t\). We obtain

\[
r_{0}(\Omega) = r_{1\Omega}, \quad r_{1}(J_I) = -\frac{F_{1\Omega}^{(i)}}{3(u_0^0)^2 f_{1\Omega} \Omega^2},
\]

from the conservative sector [the radial component of Eq. (6a)], in perfect analogy with Eq. (18). From the dissipative sector [Eq. (6b) and the \(t\) or \(\phi\) component of (6b)], we obtain

\[
F_{1\Omega}^{(0)} = -\frac{3 f_0 \Omega F_{1\Omega}^{(i)}}{g(u_0^0)^4(1 - 6y)},
\]

\[
F_{1\Omega}^{(1)} = -\frac{3 f_0 \Omega F_{1\Omega}^{(i)}}{g(u_0^0)^4(1 - 6y)} - \frac{2\dot{\phi}_p F_{1\Omega}^{(i)}}{\sqrt{g(u_0^0)^4 f_{1\Omega}(1 - 6y)}}
- \frac{4(1 - 6y + 12y^2) F_{1\Omega}^{(i)}/F_{1\Omega}(\Omega)}{y^{3/2}(u_0^0)^6 f_{1\Omega}(1 - 6y)^2},
\]

\[
F_{1\Omega}^{(1)} = N_1^\mu = 0.
\]

Here

\[
y \equiv M/R_{\Omega} = (M\Omega)^{2/3}.
\]

Equation (50) shows that the spin magnitude is constant at 1PA order.

The equations of motion do not determine the driving forces \(F_{\Omega}^{(1)}(\Omega)\) and \(F_{\Omega}^{(1)}(\Omega)\). However, as shown in Ref. [8], the second-order Einstein equations (64c) below dictate that these are the usual fluxes of energy and angular momentum through the horizon due to a point mass on a circular geodesic orbit of frequency \(\Omega\) (reviewed in Sec. VD below).

It is easy to see that if we rewrite Eqs. (43) and (42)–45 in terms of a “slow time” variable \(\tilde{t} \equiv \varepsilon t\), then the equations have asymptotic solutions

\[
\phi_p = \varepsilon^{-1} \phi_p^{(0)}(\tilde{t}) + \phi_p^{(1)}(\tilde{t}) + O(\varepsilon),
\]

\[
\Omega = \Omega^{(0)}(\tilde{t}) + \varepsilon \Omega^{(1)}(\tilde{t}) + O(\varepsilon^2),
\]

\[
\chi = \chi^{(1)} + O(\varepsilon),
\]

\[
\delta M = M^{(1)}(\tilde{t}) + O(\varepsilon),
\]

\[
\delta J = J^{(1)}(\tilde{t}) + O(\varepsilon),
\]

with constant \(\chi^{(1)}\), with \(d\phi_p^{(n)}/d\tilde{t} = \Omega^{(n)}(\tilde{t})\), and with easily worked out equations for \(d\Omega^{(n)}/d\tilde{t}\). These expansions in powers of \(\varepsilon\) at fixed slow time make clear the structure of the solution on the radiation-reaction timescale \(t \sim M/\varepsilon\ (\tilde{t} \sim M)\). However, they are primarily useful at the final waveform-generation stage, where they allow one to solve for the coefficients \(\phi_p^{(n)}, \Omega^{(n)}, M^{(1)},\) and \(J^{(1)}\) without specifying a value of the mass ratio. Prior to that stage, we treat \((\phi_p, \Omega, \chi, \delta M, \delta J)\) as independent variables on the binary’s phase space.

\[\text{This statement assumes that we calculate } F_{\Omega}^{(0)} \text{ using the local self-force. If we instead calculate it from energy fluxes to infinity and into the horizon, then the leading horizon fluxes } F_{\Omega}^{(1)}(\Omega) \text{ and } F_{\Omega}^{(1)}(\Omega) \text{ enter at } 0\text{PA order, and the first subleading horizon fluxes enter at } 1\text{PA order. However, } \delta M \text{ and } \delta J \text{ themselves only enter at } 1\text{PA order in either approach.}\]
C. Stress-energy tensor

Substituting the expansions (30)–(48) into the stress-energy \[ \mathcal{E} \], we obtain
\[
T^\mu_\nu = \varepsilon T^{(1)}_\mu_\nu (x^i, \phi_0, \Omega) + \varepsilon^2 T^{(2)}_\mu_\nu (x^i, \phi_0, \Omega) + O(\varepsilon^3). \tag{62}
\]
The leading term is still given by the leading term in Eq. (28), except that in \( \phi_0 \) we do not replace \( \phi_0 \) with \( \Omega \). The subleading term is now
\[
T^{(2)}_\mu_\nu = \frac{\varepsilon^2}{\varepsilon^3} \left[ \varepsilon^2 T^{(2)}_\mu_\nu (x^i, \phi_0, \Omega) + O(\varepsilon^3) \right],
\]
which is identical to Eq. (29c) except for (i) the change \( \chi \rightarrow \chi_1 \), (ii) the addition of the \( \chi_1 \) term, and (iii) the fact that we again do not replace \( \phi_0 \) with \( \Omega \). In this expression, \( \chi_1 \) receives a contribution from the first-order self-force as well as from the first-order spin force (21).

Since the spin does not contribute to \( \chi_1 \), its total contribution to \( T^{(2)}_\mu_\nu \) therefore remains precisely (29c).

D. Field equations and Fourier expansions

Substituting the expansions (35) and (62) into the Einstein equations \( G_{\mu_\nu} [\mathcal{E}] = T_{\mu_\nu} \), and equating coefficients of powers of \( \varepsilon \) at fixed \( (\phi_0, \Omega, t) \), we obtain the hierarchy
\[
G_{\mu_\nu} [\mathcal{E}] = 0, \tag{64a}
\]
\[
G^{(1,0)}_{\mu_\nu} [h^{(1)}] = 8\pi T^{(1)}_{\mu_\nu}, \tag{64b}
\]
\[
G^{(0,1)}_{\mu_\nu} [h^{(2)}] = 8\pi T^{(2)}_{\mu_\nu} - G^{(0,0)}_{\mu_\nu} [h^{(1)}] + G^{(0,2)}_{\mu_\nu} [h^{(1)}], \tag{64c}
\]
The operators \( G^{(n,m)}_{\mu_\nu} \) act on functions of \( (x^i, \phi, \Omega, t) \). If we first expand \( G^{(n,m)}_{\mu_\nu} [g+h] \) in powers of \( h_{\mu_\nu} \), as \( G^{(n,m)}_{\mu_\nu} [h] + G^{(n,m)}_{\mu_\nu} [h, h] + \ldots \), then \( G^{(n,m)}_{\mu_\nu} \) is derived from \( G^{(0,0)}_{\mu_\nu} \) using the expansion of \( \nabla_\alpha \) in Eq. (38). Using that expansion, we see that \( G^{(1,0)}_{\mu_\nu} \) is the standard linearized Einstein tensor with \( \nabla_\alpha \rightarrow \nabla^{(0)}_\alpha \). \( G^{(0,1)}_{\mu_\nu} \) is given by the terms in \( G^{(2)}_{\mu_\nu} \) that are linear in the velocity \( V^i \); since these do not couple to spin terms at 1PA order, we will not display them here, but they can be extracted from Ref. [8].

The linear-in-spin equations are
\[
G^{(1,0)}_{\mu_\nu} [h^{(2,\chi)}] = 8\pi T^{(2)}_{\mu_\nu} \chi, \tag{65}
\]
where \( T^{(2)}_{\mu_\nu} \) is given by Eq. (29b) as described around Eq. (63). Note that \( h^{(2,\chi)} \), and the associated regular field \( h^{R(2,\chi)}_{\mu_\nu} \), includes the effect of \( r_\chi \) in addition to the effect of \( T^{(2)}_{\mu_\nu} \). This means that \( h^{R(2,\chi)}_{\mu_\nu} \) differs from the field \( h^{R(\chi)}_{\mu_\nu} \) in Sec. IB by terms proportional to \( r_\chi \) (plus order-\( \varepsilon^3 \) differences).

Since all functions of \( \phi_\nu \) are periodic, we can expand them in Fourier series. For example
\[
h^{(n)}_{\alpha\beta}(x^i, \phi_\nu, \Omega) = \sum_{m=-\infty}^{\infty} h^{(n,m)}_{\alpha\beta}(x^i, \Omega) e^{-im\phi_\nu}. \tag{66}
\]
We then have \( \frac{\partial}{\partial \phi_\nu} \rightarrow -im \) when acting on individual modes, implying
\[
\nabla^{(0)}_{\alpha} \rightarrow \varepsilon \frac{\partial}{\partial x^i} - it_\alpha \omega_m + \text{Christoffel terms}, \tag{67}
\]
where \( \omega_m \equiv m\Omega \). The label \( m \) here also serves as the azimuthal mode number, such that
\[
h^{(n)}_{\alpha\beta}(x^i, \phi_\nu, \Omega) = \sum_{m=-\infty}^{\infty} h^{(n,m)}_{\alpha\beta}(t, \theta, \Omega) e^{im(\phi_\nu-\phi_\nu)}. \tag{68}
\]
(The abuse notation by using \( h^{(n,m)}_{\alpha\beta} \) for the coefficients in both decompositions.)

The action of \( \nabla^{(0)}_{\alpha} \) in Eq. (67) is identical to the action of an ordinary covariant derivative acting on a Fourier series \( \sum_{m=-\infty}^{\infty} h^{(n,m)}_{\alpha\beta}(x^i) e^{-im\Omega t} \), even though \( \phi_\nu \) in Eq. (66) is not equal to \( \Omega t \). Analogously, when acting on a Fourier expansion of the form (66), the leading-order linearized Einstein tensor \( G^{(1,0)}_{\mu_\nu} \) is identical to the ordinary linearized Einstein tensor acting on an ordinary Fourier series with modes \( e^{-im\Omega t} \). Equations (64b) and (64c) therefore reduce to the familiar form of linearized Einstein equations in the frequency domain.

E. Summary: two-timescale evolution with spin

Our analysis has shown that linear-in-spin effects are easily incorporated into the two-timescale evolution and waveform-generation scheme of Ref. [8]. That scheme can be summarized in two conceptually simple steps:

1. Offline computations. On a grid of \( \Omega \) values, solve the field equations (64b) and (64c) for the mode amplitudes \( h^{(n,m)}_{\alpha\beta} \). From these, compute the forcing functions \( F^{(0)}_\alpha (\Omega), F^{(0)}_{\delta\delta} (\Omega) \), and

There are also two simplifications that are important in practice but not conceptually essential. First, the offline computations are done on the one-dimensional space of \( \Omega \) values rather than the three-dimensional space of \( (\Omega, \delta M, \delta J) \) values because we only require effects linear in \( \delta M \) and \( \delta J \), allowing us to compute the coefficients of those effects without specifying values of \( (\delta M, \delta J) \). Second, by assuming the ansätze (57)–(61), we can convert Eqs. (53) and (42)–(45) into equations for the coefficients \( \phi_\nu^{(0)}(t), \phi_\nu^{(1)}(t) \), etc., which can be solved for and stored without specifying \( \mu \). The inspiral trajectory and waveform for a given \( \mu \) can then be generated effectively instantly using the stored solutions.
\( F_{\Omega}^{(1)}(\Omega, \chi = 0, \delta M, \delta J) \). These calculations only involve the coefficients of the phase factors \( e^{-im\phi_f} \), never the orbital phase \( \phi_f(t, \varepsilon) \) itself; the orbital phase factors out of the computations.

2. Online simulation. Using the stored forcing functions, choose a value of \( \mu \) and solve Eqs. (33) and (42–45) for the phase-space trajectory

\[
(\phi_f(t, \varepsilon), \Omega(t, \varepsilon), \chi = 0, \delta M(t, \varepsilon), \delta J(t, \varepsilon)).
\]

From that trajectory and the mode amplitudes, \( h_{\alpha\beta}^{(n,m)} \), generate the waveform

\[
\lim_{r \to \infty} \sum_{n,m} \varepsilon^n h_{\alpha\beta}^{(n,m)}(x^t, \mathcal{J}_f(t, \varepsilon)) e^{-im\phi_f(t, \varepsilon)}.
\]

To incorporate the spin into this framework, we simply add the following to the first step:

1. On the grid of \( \Omega \) values, solve the field equation (65) for the linear-in-spin contribution to the mode amplitudes \( h_{\alpha\beta}^{(2,m)} \). From them and \( h_{\alpha\beta}^{(1,m)} \), compute the linear-in-spin contribution to \( F_{\Omega}^{(1)} \).

This can be done without specifying a value of \( \chi \). In Step 2, we then simply set a freely specifiable nonzero value \( \chi \), which remains constant by virtue of Eq. (55), add the linear-in-spin term to \( F_{\Omega}^{(1)} \) and \( h_{\alpha\beta}^{(2,m)} \), and proceed as above to generate the waveform.

In principle, the spin contribution to \( F_{\Omega}^{(1)} \) can be computed directly from the local expression (54). However, we can also extract it from the asymptotic fluxes of gravitational waves. As shown in (39), the quantity \( \Xi \) defined in Eq. (12) (the energy or angular momentum) satisfies a flux-balance law: neglecting higher-order spin effects, and neglecting all other \( \mathcal{O}(\varepsilon^2) \) terms in the equation of motion, the rate of change of \( \Xi \) due to the local force and torque, which can be written as

\[
\frac{D\Xi}{dt} = \frac{1}{2} \left\langle u^\alpha u^\beta \mathcal{L}_\xi h_{\alpha\beta}^R + \mu S_{\alpha\beta}^{\gamma\delta} u^\gamma \nabla_{\alpha} \mathcal{L}_\xi h_{\beta\gamma}^R \right\rangle,
\]

is equal (with opposite sign and up to a factor of \( u^t \)) to the total flux of gravitational-wave energy (or angular momentum) out to infinity and into the black hole.\(^8\) For example, with the caveats of what is being neglected, the rate of change of the energy \( E \) is

\[
\frac{dE}{dt} = -(\dot{E}^+ + \dot{E}^-) \equiv -F,
\]

where \( \dot{E}^+ \) and \( \dot{E}^- \) are the gravitational-wave energy fluxes (per unit \( \mu \)) to infinity and into the horizon, respectively.

The energy has the form \( E(J_t) = E_0(\Omega) + \varepsilon E_1(\Omega, \chi) + \varepsilon E_{\mathcal{S}F}(\Omega, \delta M, \delta J) + \mathcal{O}(\varepsilon^2) \), where the first two terms are given by the test-body energy (24), and the final term comes from the first-order radial self-force term in \(-u^\alpha \xi_\alpha = f(r_p)u^t \). Substituting this expression for \( E \) into the balance law (70), applying the chain rule, substituting \( \frac{d\Omega}{dt} = \varepsilon F_{\Omega}^{(1)} + \mathcal{O}(\varepsilon^2) \) and \( E_0 = f_0u_0^0(\Omega) \), and rearranging for \( F_{\Omega}^{(0)} \), we immediately find

\[
F_{\Omega}^{(0)}(\Omega) = \frac{3\Omega}{y(u_0^t)^3(1-6y)} F_{(1)}(\Omega).
\]

This is the standard adiabatic, flux-driven evolution of the frequency, and \( F_{(1)}(\Omega) \) is identical to the standard leading-order flux due to a point mass on a geodesic circular orbit of frequency \( \Omega \).

We can similarly pick off the linear-in-spin, \( \mathcal{O}(\varepsilon^2) \) terms in the balance law (70). We write their contribution as

\[
\frac{dE}{dt} = -F_x,
\]

noting that these denote coefficients of \( \chi \) rather than including the linear factor of \( \chi \). Since we are not neglecting any linear-in-spin, \( \mathcal{O}(\varepsilon^2) \) terms, this formula is exact, unlike (70). Again applying the chain rule, using \( d\chi/dt = \mathcal{O}(\varepsilon^2) \), and picking out the linear-in-spin terms, we find the left-hand side of Eq. (72) evaluates to

\[
\left( \frac{dE_x}{dt} \right)_x = \frac{\partial E_0}{\partial \Omega} F_{\Omega}^{(1)} + \left( \frac{\partial E_x}{\partial \Omega} \right)_x F_{\Omega}^{(0)}.
\]

Substituting this into Eq. (72) and rearranging, we obtain our desired result:

\[
F_{\Omega}^{(1,\chi)}(\Omega) = \frac{3\Omega}{y(u_0^t)^3(1-6y)} F_{\Omega}(\Omega) - \frac{3\mu^2(5-12y)}{(u_0^t)^3y(1-6y)^2} F_{(1)}(\Omega).
\]

This is the most essential input for a 1PA evolution including spin. Its main ingredient, \( F_{\Omega}(\Omega) \), has the distinct advantage of being more easily computable than the local metric perturbation, as it is derived from the amplitudes \( h_{\alpha\beta}^{(n,m)} \) at infinity and the black hole’s horizon. It has been calculated previously by several groups using a fixed-radius formulation (39–41); we review its computation using a more efficient fixed-frequency formulation in the next section.

Before moving to the next section, we note that although we have not included quadratic-in-spin terms in our calculations, they would not enter into the 1PA waveform. This follows from the fact that at \( \mathcal{O}(\varepsilon^2) \), they only enter in the form of test-body terms in the background spacetime. Such terms are known to be purely conservative (51), and only dissipative \( \mathcal{O}(\varepsilon^2) \) terms can enter at 1PA (specifically, through \( F_{\Omega}^{(1)} \)).
V. REGGE-WHEELER-ZERILLI FORMALISM

The Regge-Wheeler-Zerilli (RWZ) formalism [53, 54] specialises the linearized Einstein field equations to perturbations of a Schwarzschild background spacetime. The RWZ equations follow from a tensor spherical harmonic decomposition of the field equations which separates the odd and even parity perturbations. Physically speaking, the even parity sector describes fields that are invariant under the transformation $(\theta, \phi) \rightarrow (\pi - \theta, \pi + \phi)$ while the odd parity sector describes fields that are changed by a factor of $-1$ under the same transformation.

In the RWZ formalism, two master functions satisfying the RWZ equations are defined in terms of the metric perturbation amplitudes, one for the odd parity sector and one for the even parity sector. The master functions can then be used to reconstruct the metric perturbation amplitudes and thus the metric perturbation. We make a gauge choice in this final step: the odd parity perturbations are fixed into the Zerilli gauge while the even parity perturbations are fixed into the Regge-Wheeler gauge.

In this work we follow the gauge-invariant approach to the RWZ formalism detailed in [55, 56]. In the even parity sector we use the Zerilli-Moncrief [57] master function, while in the odd parity sector we use the Cunningham-Price-Moncrief [58] master function.

A. The Regge-Wheeler-Zerilli equation

Both the Zerilli-Moncrief and the Cunningham-Price-Moncrief master functions satisfy a wave equation (the RWZ equation), which in the frequency domain is of the form

$$\left[ \frac{d^2}{dr_*^2} - V(r) + \omega^2 \right] \psi_{\ell m \omega}(r) = Z_{\ell m \omega}(r), \quad (75)$$

where $r_* = r + 2M \ln(r/2M - 1)$ is the Schwarzschild tortoise coordinate such that $dr/dr_* = f(r)$, and where $\omega = m\Omega$ for circular orbits. The form of the potential $V(r)$ and the source term $Z_{\ell m \omega}$ depends on the master function, $\psi_{\ell m \omega}$, and therefore is different in each parity sector, with the Zerilli potential in the even sector and the Regge-Wheeler potential in the odd sector. In each parity sector, the source term derives from the stress-energy tensor due to a small spinning point particle, Eq. (28), and is of the form

$$Z_{\ell m \omega} = \left( G_{\ell m \omega} \delta_{\tau_1} + F_{\ell m \omega} \delta'_{\tau_1} + H_{\ell m \omega} \delta''_{\tau_1} \right), \quad (76)$$

where as previously we use the shorthand $\delta_{\tau_1} \equiv \delta(r-r_1)$. The functions $G_{\ell m \omega}$, $F_{\ell m \omega}$ and $H_{\ell m \omega}$ depend only on $r_1$, $\chi$, $\mu$ and $M$ [59], explicit expressions for these and for the potentials $V(r)$ are given in Appendix B.

B. Retarded solutions to the RWZ equations

The RWZ equation, Eq. (75), admits two linearly independent homogeneous solutions. There is flexibility in the particular choice of basis of homogeneous solutions. For radiative ($\omega \neq 0$) modes we choose to work with “in” and “up” solutions, which satisfy boundary conditions representing radiation that is purely ingoing into the future horizon and purely outgoing to future null infinity, respectively. Using hats to signify that they are unit-normalised homogeneous solutions, the “in” and “up” solutions therefore have the asymptotic behaviour

$$\hat{R}^-_{\ell m \omega}(r \to 2M) = e^{-i\omega r_*}, \quad (77a)$$

$$\hat{R}^+_{\ell m \omega}(r \to \infty) = e^{i\omega r_*}. \quad (77b)$$

For the non-radiative ($\omega = 0$) modes we use analytic solutions in terms of hypergeometric functions,

$$\hat{R}^-_{\ell m 0}(r) = 2F_1(l - s + 1, l + s + 1; f(r)) \quad (78a)$$

$$\hat{R}^+_{\ell m 0}(r) = 2F_1(l - s + 1, l + s + 1; 2(l + 1); 2M/r), \quad (78b)$$

where $s = 2$ for the gravitational RWZ equations. Here, we adopt the same notation as for the radiative modes but our solutions are now chosen on the basis that they are regular at the horizon and at infinity, respectively.

In this work we make use of the ReggeWheeler package from the Black Hole Perturbation Toolkit [59] to obtain numerical solutions to the homogeneous RWZ equations. We then use the method of variation of parameters to find the inhomogeneous solution of Eq. (75) in terms of these homogeneous solutions,

$$\psi_{\ell m \omega}(r) = c^+_{\ell m \omega}(r) \hat{R}^+_{\ell m \omega}(r) + c^-_{\ell m \omega}(r) \hat{R}^-_{\ell m \omega}(r), \quad (79)$$

where

$$c^+_{\ell m \omega}(r) = \frac{1}{W_{\ell m \omega}} \int^{r'} \hat{R}^-_{\ell m \omega}(r') Z_{\ell m \omega}(r') f(r') dr', \quad (80a)$$

$$c^-_{\ell m \omega}(r) = \frac{1}{W_{\ell m \omega}} \int_{r}^{r'} \hat{R}^+_{\ell m \omega}(r') Z_{\ell m \omega}(r') f(r') dr', \quad (80b)$$

and the factor of $f(r')$ in the denominator of the integrand comes from changing integration variable from $r_*$ to $r$. In the method of variation of parameters, the Wronskian

$$W_{\ell m \omega} \equiv \frac{d\hat{R}^-_{\ell m \omega}}{dr_*} \hat{R}^+_{\ell m \omega} - \hat{R}^+_{\ell m \omega} \frac{d\hat{R}^-_{\ell m \omega}}{dr_*}, \quad (81)$$

typically appears inside the integral. However, since there is no first-derivative term in Eq. (75), by Abel’s identity the Wronskian is a constant so it may be taken outside of the integral and evaluated at any convenient radius.
Substituting the source, $Z_{t\ell m}(r)$, given by Eq. (76) into Eqs. (80a) and (80b), integrating by parts and paying careful attention to the boundary terms, the inhomogeneous solution in Eq. (79) becomes

$$
\psi_{t\ell m}(r) = \frac{1}{W_{t\ell m}} \left( \frac{\Theta}{f_\ell} \hat{F}_{t\ell m} + \frac{d^2}{dr^2} \left( \frac{\hat{R}_{t\ell m}(r)}{f(r)} \right) \right)_{r=r_\Omega} \hat{H}_{t\ell m}.
$$

where we have denoted the Heaviside step functions by $\Theta[r-r_\Omega]$ and $\Theta[r_\Omega-r]$, and $X_{t\ell m} \equiv H_{t\ell m} f_\ell^{1-\ell}$ is a constant. In the above expressions we have introduced the shorthand $R_{t\ell m}(r) \equiv C_{t\ell m}^+ R_{t\ell m}^+(r)$.

The completion part of the metric perturbation can be reconstructed by applying differential operators to the RWZ master functions along with source terms involving the stress-energy tensor. The metric perturbation one obtains is in the Regge-Wheeler/ Zerilli gauges. In terms of the complex vector $m^\mu = \frac{1}{\sqrt{2}} (0, 0, 1, \csc \theta)$ (with complex conjugate $\bar{m}^\mu$) the Regge-Wheeler gauge condition is equivalent to the conditions $h_{mm} = 0 = h_{tm} = h_{rm}$ in the even-parity sector and to the condition $h_{mm} = 0$ in the odd-parity sector. This reconstruction procedure is by now well-established and we omit the details here as they are given in full in Refs. [56] and [5].

2. Metric completion at fixed frequency

The completion part of the metric perturbation can be obtained by solving the harmonic decomposed linearized Einstein equations directly for the $\ell = 0$ and $\ell = 1$ modes. The previous RWZ gauge conditions do not fully fix the gauge in this case since by definition $h_{mm} = 0$ for $\ell = 0, 1$ and $h_{tm} = 0 = h_{rm}$ for $\ell = 0$. Instead we fix the residual gauge freedom by working in a “RWZ-like” gauge (see Appendix G for further details).

The metric completion pieces for a secondary with aligned spin in a circular orbit in a Schwarzschild background spacetime were first given in a RWZ-like gauge in [22]. These results were derived at fixed radius and their contribution to the redshift was later rewritten at fixed frequency. For completeness in Appendix G we derive the completion pieces directly within a fixed frequency calculation.

The key result from this derivation is that for $\ell = 0$ the only non-zero components of the metric perturbation for a spin-aligned secondary in a circular orbit in a Zerilli-like gauge are:

$$
\hat{h}_{t\ell t}^{\ell=0} = \frac{2\mu E^+}{r} \left[ \Theta[r - r_\Omega] 
+ \frac{r f}{r_\Omega f_\Omega} \left( 1 - \chi \mu \Omega \left( \frac{r_\Omega - 3M}{r_\Omega - 2M} \right) \right) \Theta[r_\Omega - r] \right],
$$

$$
\hat{h}_{t\ell r}^{\ell=0} = \frac{2\mu E^+}{r f^2} \Theta[r - r_\Omega].
$$

Note that the expression in Ref. [22] for $h_{rr}$ featured a Dirac delta that does not appear when expressed at fixed frequency.

The $\ell = 1$ contribution is comprised of the odd parity $m = 0$ mode and the even parity $m = \pm 1$ modes. The even parity modes are pure gauge modes away from the worldline and also do not contribute to the redshift gauge invariant in Section VI. The odd parity modes do contribute to the redshift invariant. In a Regge-Wheeler-like gauge, the only non-zero retarded metric perturbation component for a spin-aligned secondary in a circular

C. Metric reconstruction

We next obtain the actual metric perturbation sourced by the stress-energy tensor due to a spinning point particle. This metric perturbation has two components: a radiative piece which can be reconstructed from the RWZ master functions; and a completion piece that fully captures the mass and angular momentum content of the perturbation.
orbit is
\[ h_{t\phi} = -\frac{2\mu J}{r} \left\{ \Theta[r - r_\Omega] + \frac{r^3}{r_{\Omega}^3} \left[ 1 + \frac{3\chi}{2} M \frac{\Omega}{r_{\Omega} - 3M} \right] \Theta[r_{\Omega} - r] \right\} \text{sin}^2(\theta). \]

(89)

3. Evaluation on the worldline

There is a subtlety in the fixed-frequency formulation in that when we wish to evaluate “on the worldline” (for example, to compute the local force or Detweiler’s redshift) we must evaluate the metric perturbation at \( r = r_p \). When evaluating a given expression, we must therefore substitute the expansion \( r_p = r_{\Omega} + \varepsilon r_\chi(y) \), re-expand and truncate in order to obtain a consistent result involving the metric perturbation and its derivatives evaluated at \( r = r_{\Omega} \). An example of this final step is given in Sec. \( \text{VI} \) in which we use it when computing Detweiler’s redshift.

D. Gravitational wave fluxes

The gravitational wave energy and angular momentum fluxes at \( r_* = \pm \infty \) (more formally, at future null infinity and at the event horizon) are in general gauge invariant. They also involve only dissipative contributions to the metric perturbation and thus have the advantages of not requiring regularization and of involving a rapidly-convergent sum over spherical harmonic modes.

Provided the homogeneous radial solutions \( \hat{R}_{\ell m}^*(r) \) have been normalised as unit in-going/outgoing waves at \( r_* = \mp \infty \), the specific (per unit \( \mu \)) energy and specific angular momentum fluxes (with respect to coordinate time \( t \)) are [50]

\[ \hat{E}^\pm = \sum_{\ell = 2}^{\infty} \sum_{m = -\ell}^{\ell} \hat{E}_{\ell m}^\pm, \quad \hat{J}^\pm = \sum_{\ell = 2}^{\infty} \sum_{m = -\ell}^{\ell} \hat{J}_{\ell m}^\pm, \]

where

\[ \hat{E}_{\ell m}^\pm = \frac{1}{64\pi\mu} \frac{(\ell + 2)!}{(\ell - 2)!} \omega_m^2 |C_{\ell m}^\pm|^2, \]

(90)

\[ \hat{J}_{\ell m}^\pm = \frac{m}{64\pi\mu} \frac{(\ell + 2)!}{(\ell - 2)!} \omega_m^3 |C_{\ell m}^\pm|^2. \]

(91)

are the harmonic modes of the energy and angular momentum fluxes at \( r_* = \pm \infty \) respectively. The \( C_{\ell m}^\pm \) are those given by Eqn. (83) and also depend on \( \mu \). Note that neither the zero frequency \( m = 0 \) modes nor the conservative \( \ell = 0 \) and \( \ell = 1 \) modes contribute to the fluxes so the mode-sum starts at \( \ell = 2 \).

VI. DETWEILER’S REDSHIFT INVARIANT

Detweiler’s gauge invariant redshift — \( z \equiv \frac{dt}{dt'} = 1/\tilde{u}^t \) — was generalised to the case of an (anti-)aligned spinning secondary in a circular orbit on a Schwarzschild background spacetime in Ref. [22]. Written in a “mixed” form in terms of the invariant frequency variable \( y = M/r_\Omega \) and orbital radius \( r_p = r_{\Omega} + \varepsilon r_\chi(y) \), the explicit form of the redshift is given by

\[ z(y, r_p, \varepsilon) = z(0)(y) + \varepsilon z(1)(y, r_p) + \varepsilon^2 z(2)(y, r_p) + \mathcal{O}(\varepsilon^3), \]

(92)

where we have defined

\[ z(0)(y) \equiv \sqrt{1 - 3y}, \]

(93)

\[ z(1)(y, r_p) \equiv -\frac{1}{2\sqrt{1 - 3y}} \hat{h}_{kk}^{R(1)}(r_p), \]

(94)

and as usual we restrict our analysis of the \( O(\varepsilon^2) \) term to spin effects only, which contribute

\[ z(2)(y, r_p) \equiv -\frac{1}{2\sqrt{1 - 3y}} \left[ \hat{h}_{kk}^{R(1)}(r_p) + \mu \chi \varepsilon^{1/2} \partial_t \hat{h}_{kk}^{R(1)}(r_p) \right]. \]

(95)

We have also defined the helical Killing vector \( k^\alpha \equiv \xi^\alpha_t + \Omega_\phi^\alpha \) and \( \hat{h}_{kk}^{R(1)} \equiv h_{kk}^{R(1)} k^\alpha k^\beta \). The radial derivative term in Eq. (95) follows from the MPD equations in the perturbed spacetime, and can be interpreted as ensuring the redshift is gauge invariant through linear order in spin.

From Eq. (92) we can obtain a simpler expression in which \( z \) is fully expanded in powers of \( \varepsilon \) at fixed \( \Omega \):

\[ z(y, \varepsilon) = z(0)(y) + \varepsilon z(1)(y) + \varepsilon^2 z(2)(y) + \mathcal{O}(\varepsilon^3). \]

(96)

The single-argument functions here are related to the two-argument functions in Eq. (92) by \( z(1)(y, r_p) = z(1)(y, r_{\Omega}) + \varepsilon x_\chi(y) \partial_{r_{\Omega}} z(1)(y, r_{\Omega}) \). To understand the expansion in more detail, note that in the equations above, \( h_{kk}^{R(1)}(r_p) \) and \( \hat{h}_{kk}^{R(1)}(r_p) \) are evaluated at the field point \( r = r_p \), but they also denote fields that are generated by a particle at \( r_p \). We can make this explicit by writing the metric perturbation’s dependence on the field point \( \alpha_\gamma \) and on the secondary body’s worldline \( \alpha^\nu \) as \( \hat{h}_{kk} = \hat{h}_{kk}^{R(1)}(\alpha^\nu, x_\chi) \). Substituting \( r_p = r_{\Omega} + \varepsilon r_\chi \) and expanding both arguments, we obtain

\[ h_{kk}^{R(1)}(\alpha^\nu, z_0) = h_{kk}^{R(1)}(z_0^\alpha, z_0^\nu) + \varepsilon x_\chi \partial_{r_{\Omega}} h_{kk}^{R(1)}(z_0^\alpha, z_0^\nu) + \mathcal{O}(\varepsilon^2), \]

(97)

and \( \hat{h}_{kk}^{R(1)}(\alpha^\nu, z_0) = \hat{h}_{kk}^{R(1)}(z_0^\alpha, z_0^\nu) + \mathcal{O}(\varepsilon) \). Inspecting Eqs. (92), (94), and (95) again, and noting \( r_\chi = \)

\[ \text{This expression is valid for (anti-)aligned spinning secondaries in a circular orbit parameterised at fixed frequency only.} \]
$-\mu \chi y^{1/2}$, we see that the final term in Eq. (97) cancels the term involving $\mu \chi y^{1/2} \partial_t h_{kk}^{R(1)}$ in $z(2)(y, r_p)$. The second term in Eq. (67) combines with the $h_{kk}^{R(1)}$ term in $z(2)(y, r_p)$ to give the total linear-in-spin contribution to $h_{kk}^{R(2)}$:

$$h_{kk}^{R(2,\chi)}(z_0' , z_0) = h_{kk}^{R(\chi)}(z_0' , z_0) + r_\chi \tilde{\partial}_r h_{kk}^{R(1)}(z_0' , z_0) .$$ (98)

The two terms in $h_{kk}^{R(2,\chi)}$ correspond to the two terms in $T_{(2)}^{\mu \nu}$ from Eq. (29b).

The explicit version of Eq. (96) is then simply

$$z = \sqrt{1 - 3y} - \frac{1}{2\sqrt{1 - 3y}} \left[ \varepsilon h_{kk}^{R(1)}(r_{\Omega}) + \varepsilon z h_{kk}^{R(2,\chi)}(r_{\Omega}) \right] ,$$ (99)

where we only keep the linear-in-spin second-order terms,

$$z(2, \chi) = -\frac{h_{kk}^{R(2,\chi)}(r_{\Omega})}{2\sqrt{1 - 3y}} .$$ (100)

This formula can also be deduced from Eq. (100) in Ref. [61], which is valid for any radial perturbing force and includes the complete order-$\varepsilon^2$ term.

VII. REGULARIZATION

A consequence of modelling a compact object by a Dirac delta function and its derivatives is that the retarded metric perturbation is singular on the worldline. This leads to discontinuities in the RWZ master functions across the worldline and the sum over spherical harmonic modes will not converge there. In fact, equation (52) shows that for a spinning body modelled in this way there is also a delta singularity in the master functions on the worldline. These spurious divergences are not fundamental, and can be unambiguously avoided by a more careful treatment that uses matched asymptotic expansions instead of distributions. The net result of such an analysis is that at leading order in perturbation theory (including subleading order spin terms) we recover the point particle approximation with distributions along with a well-defined regularization procedure that involves subtracting an appropriate singular field from the retarded field to produce a so-called residual field. That is,

$$h_{\mu \nu}^R = h_{\mu \nu}^{\text{ret}} - h_{\mu \nu}^S ,$$ (101)

where the superscripts ‘R’ and ‘S’ denote the regular and singular pieces, respectively. It is this residual field that appears in local quantities evaluated on the worldline.

The spin’s contribution to the local field $h_{\mu \nu}^{(2)\text{ret}}$ near the particle was derived in Ref. [61] as a local expansion in powers of distance from the worldline, through order (distance)$^0$, and in Ref. [46] through linear order in distance. Ref. [46] also defined a split into singular and regular pieces. However, the field was expressed in a local coordinate system; some additional work is required to put $h_{\mu \nu}^{S(2, \chi)}$ in a practical form that can be used to calculate $h_{kk}^R$. Moreover, as explained in Sec. [11], it was not shown that the regular field defined in Ref. [46] is the one that enters into the equations of motion.

Here, we instead adopt the Detweiler-Whiting approach to defining a singular-regular split. While it has not been rigorously shown that the resulting regular metric produces the correct force for a spinning body, we again point out that Harte’s choice of effective metric has been shown to do so and is consistent with Detweiler and Whiting’s choice through linear order in the secondary’s mass and spin — to which our calculations are restricted. The resulting approximated singular field is also consistent with that of Ref. [46] at least when the conditions required for the calculation of Detweiler’s redshift.

A. Detweiler-Whiting singular field

In defining a singular-regular split our main criteria are that the singular field has the same singular structure as the retarded field in the vicinity of the secondary’s worldline, and that it must not contribute to the equations of motion. Detweiler and Whiting [49] have shown that in the non-spinning case an appropriate singular field can be defined in terms of a Green function decomposition, which is best understood in the Lorenz gauge. Furthermore, the singular field they identified has the property that when subtracted from the retarded field, the residual regular field satisfies the homogeneous Lorenz-gauge wave equation.

The trace-reversed Detweiler-Whiting singular field is defined by

$$h_{\alpha \beta}^{S}(x) = 4 \int G_{\alpha \beta \sigma' \sigma'}(x, x') T^{\sigma' \sigma'}(x') \sqrt{-g} d^4 x' ,$$ (102)

where $G_{\alpha \beta \sigma' \sigma'}(x, x')$ is the Detweiler-Whiting singular Green function. Within a normal neighbourhood the singular Green function can be expressed in its Hadamard form [49, 62],

$$G_{\alpha \beta \sigma' \sigma'}^S = \frac{1}{2} \left[ U_{\alpha \beta \sigma' \sigma'} \delta(\sigma) + V_{\alpha \beta \sigma' \sigma'} \theta(\sigma) \right] .$$ (103)

where $\delta(x, x')$ is the Synge world function, and where $U(x, x')_{aba'b'}$ and $V(x, x')_{aba'b'}$ are symmetric bi-tensors. The singular metric perturbation for a spinning body in
the Lorenz gauge can be expressed in terms of these fundamental bi-tensors by substituting the stress-energy in Eqs. [9], (10a) and [10b], and the singular Green function in Eq. (103) into Eq. (102). Considering the mass-monopole and spin-dipole contributions to the singular function separately,

\[ \tilde{h}^{S}_{\alpha\beta} = \tilde{h}^{S(\mu)}_{\alpha\beta} + \tilde{h}^{S(\chi)}_{\alpha\beta}, \]

where

\[ \tilde{h}^{S(\mu/\chi)}_{\alpha\beta}(x) = 4 \int C^{2}_{\alpha\beta\alpha'\beta'}(x, x') T^{(\mu/\chi)\alpha'\beta'}(x') \sqrt{-g} d^4 x', \]

the mass-monopole contribution to the singular field is well known [49, 63] and is given by

\[ \tilde{h}^{S(\mu)}_{\alpha\beta}(x) = 2\mu \left[ \frac{U(x, x') \alpha\beta\alpha'\beta'}{\sigma^{\alpha'\beta'}} \right] \bigg|_{x' = x_A/R} \]

\[ + 2\mu \int_{\tau_R}^{\tau_A} V(x, z(\tau')) \alpha\beta\alpha'\beta' u^{\alpha'} u^{\beta'} d\tau'. \]

(104)

Here, the shorthand \([\ldots]_{x' = x_A/R}\) corresponds to \([\ldots]\big|_{x' = x_A} + [\ldots]\big|_{x' = x_R}\) where \(x_A\) is the advanced point at which the future lightcone of \(x\) intersects the worldline and \(x_R\) is the retarded point at which the past lightcone of \(x\) intersects the worldline. The spin-dipole contribution (derived in Appendix D) is given by

\[ \tilde{h}^{S(\chi)}_{\alpha\beta}(x) = 2\mu^2 \left[ \frac{\epsilon^{\alpha'\beta'\alpha''\beta''} u^{\alpha'} \Gamma^{\beta'\beta''}}{\sigma^{\alpha'\beta'}} \right] \bigg|_{x' = x_A/R} \]

\[ - 2\mu^2 \int_{\tau_R}^{\tau_A} \nabla_{\rho'} V(x, z(\tau')) \alpha\beta\alpha'\beta' u^{\alpha'} \tilde{S}^{\beta'} d\tau', \]

(105)

where this result is not yet specialised to a given spacetime, spin alignment or orbital configuration.

B. Tensor harmonic regularisation parameters

The forms of equation (104) and (105) are not yet suitable to subtract the singular metric perturbation from the retarded metric perturbation on the worldline, since subtracting infinity from infinity is not well defined. Instead, we use the mode-sum regularisation approach originally pioneered in the case of a scalar charged particle in Schwarzschild spacetime in [51, 65]. The idea behind the approach is that while the mode-sum producing the retarded metric perturbation is singular on the secondary body’s worldline, the discrete modes in the sum are themselves finite. Thus, one can subtract off the singular metric perturbation mode-by-mode to leave a regular metric perturbation for which the sum converges to a finite result.

In fact, in the mode sum approach only an approximation to the singular metric perturbation is required. The mode decomposed singular field can be represented as an infinite series of so-called regularisation parameters and only the first few regularisation parameters need to be included to achieve a finite mode-sum; the inclusion of successive regularisation parameters (associated with higher-order approximations to the singular field) only serves to speed up the rate of convergence of the sum. In the case of the redshift invariant for a spinning body discussed in Sec. VI the subtraction of the first two regularisation parameters is sufficient to render the mode-sum convergent.

In order to derive mode-sum regularisation parameters, we start from a suitable local expansion of the singular field. High order expansions of the singular field for a non-spinning secondary in Schwarzschild spacetime were produced in [63] and used to derive regularisation parameters for various self-force quantities. That work was later extended to Kerr spacetime [66] and then to accelerated bodies in the scalar-field case [67]. Applying the covariant expansion techniques developed in those earlier works to the singular field in Eqs. (104) and (105) and imposing the condition \(u_{\gamma} \tilde{S}^{\alpha\beta} = O(\epsilon^2)\) leads to an approximation for the Detweiler-Whiting singular field given by

\[ \tilde{h}^{S}_{\mu\nu} = \mu^2 \frac{4g_{\mu}^{\alpha} g_{\nu}^{\beta} u_{\alpha} \tilde{S}_{\beta\gamma}}{\lambda^2 s^3} + \mu^4 \frac{4g_{\mu}^{\alpha} g_{\nu}^{\beta} u_{\alpha} \tilde{S}_{\beta\gamma}}{\lambda s^4} + \tilde{h}^{S(0)}_{\mu\nu} + \tilde{h}^{S(1)}_{\mu\nu} + O(\lambda^2, \epsilon^2), \]

(106)

where \(\tilde{s} \equiv (g_{\tilde{a}\tilde{b}} + u_{\tilde{a}} u_{\tilde{b}}) \epsilon^{\tilde{a}} \epsilon^{\tilde{b}}\). Here, \(\lambda\) is simply used as an order counting parameter measuring distance from the worldline. The bar over the indices represent evaluation at \(\tilde{x}\), an arbitrary point on the worldline. The leading-order spin term, of order \(\lambda^{-2}\), has been independently derived using matched asymptotic expansions [5], and the first subleading term, of order \(\lambda^{-1}\), derives purely from the mass-monopole and is already well-established [63]. The subleading terms, of order \(\lambda^0\) and \(\lambda^1\), are expressed in covariant form here (see Appendix D) for the first time, though their equivalents were produced in Ref. [16] in Fermi-Walker coordinates.

The next step in deriving regularization parameters is to perform a coordinate series expansion of Eq. (106) and to decompose the result into a basis of spherical-harmonic modes. As our retarded metric perturbation is decomposed into a basis of scalar, vector and tensor spherical harmonics, to use the traditional mode-sum approach of using scalar-harmonic regularisation parameters would require us to project our tensor harmonic modes onto a basis of scalar spherical harmonics. To avoid this issue, Wardell and Warburton [65] derived a tensor-harmonic mode-sum regularisation procedure and applied it to the non-spinning case. We now follow their methodology to
derive tensor-harmonic regularisation parameters for the case of a spinning body. The process is technically involved, but follows exactly the procedure described in Ref. [65] so we only briefly summarise the key results here.

The final form of the tensor-harmonic-mode decomposed singular field is

$$h_{\mu\nu}^{\mathrm{S},\ell} = \pm (2\ell + 1)h_{\mu\nu}^{[-1]} + h_{\mu\nu}^{[0]} + O(\ell^{-2}),$$

where $h_{\mu\nu}^{[-1]}$ and $h_{\mu\nu}^{[0]}$ are the leading two regularisation parameters. We then obtain the regular metric perturbation via a mode-sum regularization procedure,

$$h_{\mu\nu}^{R} = \sum_{\ell=0}^{\infty} \left[ h_{\mu\nu}^{\text{reg},\ell} \mp (2\ell + 1)h_{\mu\nu}^{[-1]} - h_{\mu\nu}^{[0]} \right].$$

At this point, it is important to point out that since Eqs. (104) and (105) are derived in the Lorenz gauge, the regularisation parameters for the components of the metric perturbation are, in general, only suitable for self-force calculations in the Lorenz gauge. It is possible to transform the regularisation parameters to the Regge-Wheeler gauge [69], but in our case this is not necessary as we are ultimately interested in computing gauge invariant quantities and thus may use the parameters calculated in the Lorenz gauge. In particular, inserting the regularisation parameters for the Lorenz gauge metric perturbation into the expression for the redshift, Eq. (69), we arrive at a mode-sum formula for the gauge-invariant redshift,

$$z = \sum_{\ell=0}^{\infty} \left[ z^{\text{reg},\ell} \mp (2\ell + 1)z^{[-1]} - z^{[0]} \right].$$

with regularisation parameters given by

$$z^{[-1]} = \begin{cases} 
\mu^2 \chi \frac{M^{1/2}}{2r_\Omega^{1/2}} (r_\Omega - 3M), & \ell \geq 2, \\
\mu^2 \chi \frac{M^{1/2}}{2r_\Omega^{1/2}}, & \ell = 1, \\
-\mu^2 \chi \frac{M^{1/2}}{2r_\Omega^{1/2}}, & \ell = 0,
\end{cases} \quad (110a)$$

$$z^{[0]} = -\frac{2\mu K(r_\Omega^{5/2} - 16Mr_\Omega f_\Omega \Lambda_1 + 16M^2\Lambda_2)}{\pi r_\Omega^{3/2} (r_\Omega - 3M)(r_\Omega - 2M)^{1/2}} \times \frac{\mu^2 \chi}{\pi M^{1/2} r_\Omega^{1/2} (r_\Omega - 3M) (r_\Omega - 2M)^{1/2}} \times \begin{cases} 
M \left[ 2K (2r_\Omega - 3M) (4M - r_\Omega) \\
+ \mathcal{E} (9M - 5r_\Omega) (2M - r_\Omega) \right] \\
+ 8\Lambda_1 [\mathcal{E} (2M - r_\Omega) (13M^2 - 9Mr_\Omega + 2r_\Omega^2)] \\
+ 2K (5M^2 + 6Mr_\Omega + r_\Omega^2) \\
+ 16\Lambda_2 [\mathcal{E} (11M^2 - 9Mr_\Omega + 2r_\Omega^2)] \\
- 2K (5M^2 - 5Mr_\Omega + r_\Omega^2) \}
\end{cases}. \quad (110b)$$

Here, $\mathcal{K} \equiv \int_0^{\pi/2} \left( 1 - \frac{M}{r_\Omega - 2M} \sin^2 x \right)^{-1/2} \, dx$ and $\mathcal{E} \equiv \int_0^{\pi/2} \left( 1 - \frac{M}{r_\Omega - 2M} \sin^2 x \right)^{1/2} \, dx$ are elliptic integrals of the first and second kind, respectively, and we have introduced $\Lambda_1 \equiv \frac{(\ell+1)}{(2\ell+1)(2\ell+3)}$ and $\Lambda_2 \equiv \frac{(\ell-1)(\ell+1)(\ell+2)}{(2\ell-3)(2\ell-1)(2\ell+3)(2\ell+5)}$.

### VIII. NUMERICAL RESULTS

Our numerical results naturally divide into three sections. In Section VIII A we demonstrate the flux balance law, showing agreement between the asymptotic gravitational wave energy fluxes and the local rate of change of energy. In Section VIII B we give results for the Detweiler’s redshift invariant. In Section VIII C we produce gravitational waveforms that are complete at adiabatic order and include post adiabatic spin effects. Unless otherwise stated, all numerical results are given adimensionalized in $\Omega$, $\mu$ and $\chi$.

#### A. Flux balance

In Table I we reproduce the flux balance law results of [69] at fixed frequency, demonstrating Eqn. (70) by comparing the asymptotic energy flux at $r_s = \pm \infty$ with the rate of change of local energy at the worldline. In all cases we have summed up to $\ell_{\max} = 30$ and have set the tolerances in our numerical integration of the retarded field equations such that the local rate of change of energy is accurate in all digits shown. We find that the flux balance law is satisfied to all significant digits in our calculation, with the asymptotic fluxes agreeing with the local rate of change of energy to an absolute accuracy of 10$^{-26}$ or better.

#### B. Detweiler’s redshift invariant

In Table II we give results for Detweiler’s redshift, which is a conservative gauge invariant quantity and requires regularization. While in Sec. VII B we have only derived the first two regularisation parameters analytically, we can improve the convergence of the mode-sum by fitting for higher regularisation parameters (see Fig. 1) whose successive $\ell$ dependence is well known [68]. We can confidently subtract the fitted parameters since we know their contribution formally sums to zero in the complete mode-sum.

Strong field values of $z^{(1)}$ were computed in Refs. [69, 70] (although both give the values for $-(u')^2 z^{(1)}$ and truncate the mode-sum at a larger $\ell_{\max}$); these agree with our non-spinning result to within the errors given. Strong field values of the linear in spin contribution to the redshift, $z^{(2,\chi)}$, have not been previously computed,
TABLE I. Total non-spin energy flux ($\dot{E}_0$), linear-in-spin contributions to the asymptotic energy flux through the event horizon ($\dot{E}_\infty$) and future null infinity ($\dot{E}_\infty^+$), local rate of change of energy, $dE/d\tau$, and relative error in the linear-in-spin flux balance, $\Delta^\infty_{\chi}$ as a function of the frequency of the circular orbit (represented by $y$).

| $y$ | $\dot{E}_0$ | $\dot{E}_\infty$ | $\dot{E}_\infty^+$ | $dE/d\tau$ | $\Delta^\infty_{\chi}$ |
|-----|-------------|------------------|------------------|-------------|---------------------|
| 0.2 | $2.79273071868 \times 10^{-3}$ | $3.77193403195 \times 10^{-3}$ | $-6.10406921099 \times 10^{-4}$ | $-9.6454266941 \times 10^{-4}$ | $1.210 \times 10^{-28}$ |
| 0.18 | $1.46844062936 \times 10^{-3}$ | $7.6054147292 \times 10^{-8}$ | $-2.6058546715 \times 10^{-4}$ | $-3.8140734136 \times 10^{-4}$ | $1.029 \times 10^{-28}$ |
| 0.16 | $7.4675427782 \times 10^{-4}$ | $1.08905056901 \times 10^{-8}$ | $-1.0564301974 \times 10^{-4}$ | $-1.4562859427 \times 10^{-4}$ | $2.6 \times 10^{-30}$ |
| 0.14 | $3.5876589419 \times 10^{-4}$ | $8.0692440798 \times 10^{-10}$ | $-3.89407471318 \times 10^{-5}$ | $-5.1130646414 \times 10^{-5}$ | $1.771 \times 10^{-28}$ |
| 0.12 | $1.5822815329 \times 10^{-4}$ | $-6.5395197867 \times 10^{-11}$ | $-1.28067951208 \times 10^{-5}$ | $-1.6006575639 \times 10^{-5}$ | $1.144 \times 10^{-28}$ |
| 0.1 | $6.1516316784 \times 10^{-5}$ | $-2.6693375958 \times 10^{-11}$ | $-3.5491559346 \times 10^{-6}$ | $-4.2421081269 \times 10^{-6}$ | $4.627 \times 10^{-29}$ |
| 0.09 | $3.5968362311 \times 10^{-5}$ | $-1.0147699375 \times 10^{-11}$ | $-1.7103198762 \times 10^{-6}$ | $-2.0017898809 \times 10^{-6}$ | $4.20 \times 10^{-30}$ |
| 0.08 | $1.9757908537 \times 10^{-5}$ | $-3.1096178152 \times 10^{-12}$ | $-7.6260685171 \times 10^{-7}$ | $-8.7415330793 \times 10^{-7}$ | $4.498 \times 10^{-29}$ |
| 0.07 | $1.0977672995 \times 10^{-5}$ | $-7.5507222918 \times 10^{-13}$ | $-3.0721180528 \times 10^{-7}$ | $-3.4564113479 \times 10^{-7}$ | $1.458 \times 10^{-28}$ |
| 0.06 | $4.6528705440 \times 10^{-6}$ | $-1.4058811961 \times 10^{-13}$ | $-1.0855179434 \times 10^{-6}$ | $-1.9187555831 \times 10^{-6}$ | $1.113 \times 10^{-28}$ |
| 0.05 | $1.8714707112 \times 10^{-6}$ | $-1.8560708132 \times 10^{-14}$ | $-3.2008999160 \times 10^{-8}$ | $-3.4718654218 \times 10^{-8}$ | $4.890 \times 10^{-30}$ |
| 0.04 | $6.1579196036 \times 10^{-7}$ | $-1.4966127140 \times 10^{-15}$ | $-7.2554356705 \times 10^{-9}$ | $-7.73434118125 \times 10^{-9}$ | $2.074 \times 10^{-29}$ |
| 0.03 | $1.4726588660 \times 10^{-7}$ | $-5.6790003298 \times 10^{-17}$ | $-1.0838097500 \times 10^{-9}$ | $-1.1364119765 \times 10^{-9}$ | $4.583 \times 10^{-30}$ |
| 0.02 | $1.9624587564 \times 10^{-8}$ | $-5.4913567204 \times 10^{-19}$ | $-7.55124235208 \times 10^{-11}$ | $-7.7851185422 \times 10^{-11}$ | $3.201 \times 10^{-29}$ |
| 0.015 | $4.6933548927 \times 10^{-9}$ | $-2.02390121354 \times 10^{-20}$ | $-1.14903370686 \times 10^{-11}$ | $-1.17579357813 \times 10^{-11}$ | $1.054 \times 10^{-28}$ |
| 0.01 | $6.2382034734 \times 10^{-10}$ | $-1.91947958972 \times 10^{-22}$ | $-8.14067891602 \times 10^{-13}$ | $-8.26560712093 \times 10^{-13}$ | $9.494 \times 10^{-30}$ |

FIG. 1. An example of the mode-sum regularisation procedure used to calculate the linear-in-spin part of the redshift, $z(\omega,\chi)$, for $m=100M$. The data points show the absolute value of the successively regularized $\ell$ modes of $z(\omega,\chi)$ when using different numbers of regularization parameters; the joined lines are the fitted regularisation parameters. The leading behaviour in $\ell$ of the regularized $z(\omega,\chi)$ modes goes as the next leading regularisation parameter that was not included in the regularisation scheme. Hence the joined lines overlay the plotted points and qualitatively verify the fitted parameters.

FIG. 2. The absolute error $\Delta z(\omega,\chi) = \left| z(\omega,\chi) - z^{PN}(\omega,\chi) \right|$ between our numerical results and the PN series on a logarithmic scale as a function of $y$. Each set of plot markers show the comparison including increasingly high order PN terms, with the highest included order in $y$ labelled in the plot legend. The joined lines give the individual $y^{5.5}$, $y^{7.5}$, $y^{8.5}$ and $y^{9.5}$ terms in the PN series; towards the weak field these approach the leading contributions to the residuals, $\Delta z(\omega,\chi)$, when the PN series is truncated to the preceding order.

C. Waveforms

To produce a gravitational waveform incorporating effects from a spinning secondary, we follow the two-timescale evolution and waveform-generation procedure summarised in Sec. IV E. On a grid of $\Omega$ values, we solve the RWZ equations for the master functions and calculate $C^{\ell\max}_{\ell m}(\Omega)$ in doing so. From the $C^{\ell\max}_{\ell m}(\Omega)$ values we obtain the asymptotic energy fluxes via Eq. (90) (summing to some $\ell_{\max}$ determined by the accuracy requirements) and in turn produce the forcing functions, $F^{\ell 0}_{\Omega}(\Omega)$ and $F^{(1,\chi)}_{\Omega}(\Omega)$ via Eqs. (71) and (74). We then fix the value of $\mu\chi$ and solve for the orbital phase $\phi_p(t)$ and frequency...
where the spherical harmonic modes of the waveform are

given by

\[
h_{\ell m}(t) = \begin{cases} 
  \frac{D}{2} C_{\ell m}^+(\Omega(t)) e^{-i\phi(t)} & \ell + m \text{ even}, \\
  -\frac{i D}{2} C_{\ell m}^+(\Omega(t)) e^{-i\phi(t)} & \ell + m \text{ odd}, 
\end{cases}
\]

(113)

In Figures [3] and [4] we plot the (\ell, m) = (2, 2) mode of the waveform for mass ratio 1 : 1 and 1 : 10^5 binaries, respectively. Figures [5] and [6] demonstrate the impact of the spin on the waveform’s phase. The leading phase difference between a waveform including the secondary’s spin and a non-spinning waveform comes from the linear spin contribution to \Delta\phi = \phi - \tilde{\phi} \sim -e x\phi_y = -\chi \phi_y. Thus the leading phase difference is independent of the mass ratio and \chi by simply multiplying \phi by \chi and \tilde{t} by \e^{-1}, giving the error to expect on the waveform’s phase accumulated over time neglecting the spin of the secondary. This

\[
\Omega(t).
\]

To obtain a waveform, we note that the gravitational wave strain in the RWZ formalism is given by [5]

\[
r(h_+ - ih_\times) = \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} \frac{D}{2} (\psi_{\ell m}^{\text{even}} - i\psi_{\ell m}^{\text{odd}}) Y_{\ell m}(\theta, \phi),
\]

where the equality holds in the limit \lim \rightarrow \infty and the constant \( D \equiv \sqrt{\ell (\ell - 1)(\ell + 1)(\ell + 2)} \). The function \(-2Y_{\ell m}(\theta, \phi)\) is the spin-weight \(-2\) spherical harmonic. Conveniently, \( \psi_{\ell m}^{\text{even/odd}} \rightarrow C_{\ell m}^{\text{even/odd}} e^{-i\phi_{\ell m}(t)} \) as \( r \rightarrow \infty \), so defining \( h = r(h_+ - ih_\times) \) and explicitly taking the limit in Eq. (111) we can write

\[
h = \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} h_{\ell m}(t) -2Y_{\ell m}(\theta, \phi),
\]

(112)
highlights the importance of including the secondary’s spin in waveform models, as a key requirement to test fundamental physics with EMRI waveforms is to accurately track the phase over the full inspiral.

\[ \chi = 1 \quad \chi = 0 \]

FIG. 3. Comparison of the \((\ell, m) = (2, 2)\) mode of the waveform with \(\chi = 1\) (blue) and \(\chi = 0\) (orange) for an equal mass binary. Both inspirals begin at the same orbital frequency \((r\Omega = 20M)\) and phase before evolving.

\[ \mu_M = 10^{-5}, \chi = 0.9 \quad \mu_M = 10^{-5}, \chi = 0 \]

FIG. 4. Comparison as in Fig. 3 but for a binary with a more realistic EMRI mass ratio of \(1 : 10^5\).

\[ \Delta \tilde{\phi} = \tilde{\phi}_0 - \tilde{\phi} \]

FIG. 6. Phase difference (in radians) between the waveform with a spinning secondary and with a non-spinning secondary, \(\Delta \tilde{\phi} = \tilde{\phi}_0 - \tilde{\phi}\).

IX. CONCLUSIONS

We have performed calculations of the leading order self-force including the sub-leading linear-in-spin effects in the two-timescale expansion and demonstrated how these spin effects can be included in 1PA waveforms. In doing so we have produced waveforms complete at adiabatic order and including the spin’s 1PA contribution. We have developed a fixed frequency approach for solving the perturbation equations which significantly improves the computational efficiency of linear-in-spin self-force quantities, including the asymptotic gravitational wave fluxes and the metric perturbation. We provided the first fully relativistic regularisation scheme to treat the singular field associated with a spinning secondary body, using a first principles approach — having derived the spin-dipole contributions to the Detweiler-Whiting singular field and produced a covariant expansion of the approximated field. We have performed the first fully relativistic calculations of a conservative self-force quantity with a spinning secondary — having computed the redshift invariant and checked agreement with the equivalent PN expansion.

There are several obvious future extensions to this work. Firstly, we could repeat our calculations for more general EMRI configurations, allowing for eccentric equatorial or generic motion of the secondary body and performing the computations in a Kerr background spacetime to include the spin of the primary. Further generalization beyond equatorial motion requires treatment of the secondary body’s precessing spin (instead of the spin aligned/anti-aligned case). Now that the regularisation scheme has been developed for a spinning body, we could extend current calculations of other gauge invariants such as the spin precession invariant to include the spin of the secondary. We could also study more extended body effects, beginning with including the secondary’s quadrupole moment in our computations. Finally, as progress on 2SF calculations continue, it would be natural to compute complete 1PA waveforms, including all the conservative 1SF and dissipative 2SF effects.
as well as the spin effects highlighted in this work. Aside from their immediate application for LISA, complete IPA waveforms could be compared with numerical relativity counterparts and used to establish the domain of validity of perturbation theory in less extreme mass ratios.
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Appendix A: Stress-energy tensor for a point mass with aligned spin on a circular orbit

The coefficients appearing in Eq. (26) are given explicitly by

\[
K_0^{tt} = u^t, \quad K_0^{t\phi} = u^\phi, \quad K_0^{\phi \phi} = \frac{M^3}{r_\Omega (r_\Omega - 2M) \sqrt{r_\Omega - 3M}},
K_1^{tt} = \frac{M^{3/2}}{r_\Omega (r_\Omega - 2M) \sqrt{r_\Omega - 3M}}, \quad K_1^{t\phi} = K_1^{\phi \phi} = \frac{M}{r_\Omega \sqrt{r_\Omega - 3M}},
K_2^{rr} = -\frac{M^{1/2} (r_\Omega - 2M) \sqrt{r_\Omega - 3M}}{r_\Omega} + \frac{M^{1/2} (r_\Omega - 2M)}{r_\Omega}, \quad K_2^{t\phi} = K_2^{\phi \phi} = \frac{M^{1/2} \sqrt{r_\Omega - 3M}}{2r_\Omega^3}.
K_3^{rr} = -\frac{M^{1/2}}{\sqrt{r_\Omega - 3M}}, \quad K_3^{t\phi} = K_3^{\phi \phi} = -\frac{M^{1/2} (r_\Omega - 2M)}{2r_\Omega^{3/2} \sqrt{r_\Omega - 3M}}, \quad K_3^{\phi \phi} = -\frac{M^{1/2} (r_\Omega - 2M)}{r_\Omega^{3/2} \sqrt{r_\Omega - 3M}}.
\]

Appendix B: Sources for the RWZ equations at fixed frequency

1. Odd parity

The Cunningham-Price-Moncrief master function is defined in [55] and satisfies the RWZ equation with the Regge-Wheeler potential:

\[
V_{\text{odd}} = \frac{f}{r^2} \left[ \ell (\ell + 1) - \frac{6M}{r} \right].
\]

For a spin-aligned secondary in a circular equatorial orbit parameterised at fixed frequency, the frequency domain source [76] in the odd parity sector has the following coefficients of the distributional functions:

\[
H_{(2,\chi)}^{(\ell m)} = \frac{4\pi \mu^2 f_\ell^2}{\chi(\lambda + 1)} \sqrt{1 - \frac{3M}{r_\Omega}} \sqrt{(\ell - m)(1 + \ell + m)} \chi_{(m+1)} \left( \frac{\pi}{2}, 0 \right),
F_{(1,\chi)}^{(\ell m)} = \frac{8\pi \mu^2 f_\ell^2}{\chi(\lambda + 1)} \sqrt{\frac{M}{r_\Omega - 3M}} \sqrt{(\ell - m)(1 + \ell + m)} \chi_{(m+1)} \left( \frac{\pi}{2}, 0 \right),
F_{(2,\chi)}^{(\ell m)} = \frac{8\pi \mu^2 f_\ell^2}{\chi(\lambda + 1)} \left( M^2 + 3Mr_\Omega - 3r_\Omega^2 \right) \sqrt{\frac{r_\Omega}{r_\Omega - 3M}} \sqrt{(\ell - m)(1 + \ell + m)} \chi_{(m+1)} \left( \frac{\pi}{2}, 0 \right),
G_{(1,\chi)}^{(\ell m)} = \frac{8\pi \mu f_\ell}{\chi(\lambda + 1)r_\Omega} \sqrt{\frac{M}{r_\Omega - 3M}} \sqrt{(\ell - m)(1 + \ell + m)} \chi_{(m+1)} \left( \frac{\pi}{2}, 0 \right),
G_{(2,\chi)}^{(\ell m)} = \frac{4\pi \mu^2 M (m^2 r_\Omega + (2 - 3m^2)M)}{\chi(\lambda + 1)r_\Omega^4} \sqrt{\frac{r_\Omega}{r_\Omega - 3M}} \sqrt{(\ell - m)(1 + \ell + m)} \chi_{(m+1)} \left( \frac{\pi}{2}, 0 \right),
\]
where $\lambda \equiv (\ell - 1)(\ell + 2)/2$ and we have separated the spin independent and linear-in-spin contributions as $\tilde{F}_{\ell m \omega}^{(1)} + F_{\ell m \omega}^{(2,\chi)}$, $G_{\ell m \omega}^{(1)} + G_{\ell m \omega}^{(2,\chi)}$ and $\tilde{H}_{\ell m \omega} \equiv H_{\ell m \omega}^{(2,\chi)}$.

2. Even parity

The Zerilli-Moncrief master function is defined in [35] and satisfies the RWZ equation with the Zerilli potential;

$$V_{\text{even}} \equiv \frac{f}{r^2 \Lambda^2} \left[ 2\lambda^2 \left( \lambda + 1 + \frac{3M}{r} \right) + \frac{18M^2}{r^2} \left( \lambda + M \frac{1}{r} \right) \right]. \quad (B2)$$

For a spin-aligned secondary in a circular equatorial orbit parameterised at fixed frequency, the frequency domain source [76] in the even parity sector has the following coefficients of the distributional functions:

$$H_{\ell m \omega}^{(2,\chi)} = 0,$$

$$F_{\ell m \omega}^{(1)} = -\frac{8\pi \mu r_\Omega f_\Omega^3}{(\lambda r_\Omega + 3M)(\lambda + 1)} \left( \frac{r_\Omega}{r_\Omega - 3M} \right) Y_{\ell m} \left( \frac{\pi}{2}, 0 \right),$$

$$F_{\ell m \omega}^{(2,\chi)} = -\frac{8\pi \mu^2 \chi f_\Omega (r_\Omega - 3M)}{(\lambda r_\Omega + 3M)(\lambda + 1)r_\Omega^2} \left( \frac{M}{r_\Omega - 3M} \right) Y_{\ell m} \left( \frac{\pi}{2}, 0 \right) \left( 3 (1 - m^2) \frac{M}{\lambda} + r_\Omega (\lambda - m^2) + \left( -7M^2 - Mr_\Omega + r_\Omega^2 \right) \right),$$

$$G_{\ell m \omega}^{(1)} = -\frac{8\pi \mu f_\Omega}{(\lambda + 1)r_\Omega^2 (3M + \lambda r_\Omega)^2} \left( \frac{r_\Omega}{r_\Omega - 3M} \right) Y_{\ell m} \left( \frac{\pi}{2}, 0 \right) \left( 3M^3 (5 + (3/\lambda)(m^2 - 1)) + 2M^2 r_\Omega (2\lambda + 3m^2 - 9) \right) + \lambda Mr_\Omega^2 (\lambda + m^2 - 4) - (\lambda + 1)r_\Omega^2),$$

$$G_{\ell m \omega}^{(2,\chi)} = -\frac{8\pi \mu^2 \chi}{\lambda(\lambda + 1)r_\Omega^2 (3M + \lambda r_\Omega)^2} \left( \frac{M}{r_\Omega - 3M} \right) Y_{\ell m} \left( \frac{\pi}{2}, 0 \right) \left( 3\lambda m^2 r_\Omega (2M^2 + 3Mr_\Omega - r_\Omega^2) \right) + (4M - r_\Omega) (9 (m^2 - 1) M^3 - 3\lambda M (2M^2 + Mr_\Omega + r_\Omega^2) + \lambda^3 r_\Omega^2 (M - r_\Omega)) + \lambda^2 r_\Omega (-m^2 r_\Omega (2M^2 - 4Mr_\Omega + r_\Omega^2) + 4M^3 - 10M^2 r_\Omega - 2Mr_\Omega^2 + r_\Omega^3).$$

Appendix C: Fixed-radius approaches to numerical RWZ solutions

Earlier works that parameterise the secondary body at fixed radius extract out the linear in spin terms from numerical results by repeating the calculations for multiple values of $\chi$ and fitting a polynomial to the results [39, 40]. This method is undesirable as it is very computationally expensive. It is also possible to linearize the perturbation equations themselves and solve a coupled system with an extended source (as in Ref. [41]). That way, numerical results relying on the integration of the perturbation equations may be obtained directly to linear order in spin. In the RWZ formalism, the linearized perturbation equations in the frequency domain are

$$L_0 \psi_{\ell m \omega}^0 (r) = Z_{\ell m \omega}^0 (r), \quad (C1)$$

$$L_0 \psi_{\ell m \omega}^\chi (r) = Z_{\ell m \omega}^\chi (r) - 2\omega_0 \omega \psi_{\ell m \omega}^0 (r), \quad (C2)$$

where we have defined the RWZ ‘non-spin’ operator as:

$$L_0 = \left[ \frac{\partial^2}{\partial r^2} - V_1 (r) + \omega_0^2 \right],$$

and separated the spin independent and linear-in-spin terms as $\psi_{\ell m \omega} (r) = \psi_{\ell m \omega}^0 (r) + \psi_{\ell m \omega}^\chi (r)$, $Z_{\ell m \omega} (r) = Z_{\ell m \omega}^0 (r) + Z_{\ell m \omega}^\chi (r)$ and $\omega = \omega_0 + \omega_\chi$. Eq. (C1) is the usual RWZ equation for a non-spinning secondary body. Eq. (C2) for the linear in spin master function has the same differential operator as Eq. (C1) but sourced by both the compact spin source $Z_{\ell m \omega}^\chi (r)$ and an extended source term from the coupling to $\psi_{\ell m \omega}^0 (r)$.

In general, we wish to avoid modelling with an extended source. This becomes especially important when generalising to eccentric (or more generic) motion of the secondary and using the method of extended homogeneous solutions (EHS) to solve the perturbation equations [50, 72] instead of regular variation of parameters. Motivated by this, we split the extended and compact parts of Eq. (C1) into two separate equations — by linearity we can write
\[ \psi_{\text{ext}}(r) = \psi_{\text{in}}(r) + \psi_{\text{up}}(r). \] Acting on the extended equation again, having identified the RWZ operator as a 'partial annihilator' \[ \hat{\mathcal{L}}_0 \psi_{\text{ext}}(r) = Z_{\text{ext}}(r), \] \[ \hat{\mathcal{L}}_0^2 \psi_{\text{ext}}(r) = -2w_\chi Z_{\text{ext}}(r), \] where now the entire system involves only compact sources and we have decoupled the equations. The trade off is having to solve the fourth order Eq. \[ (C4) \] which has four homogeneous solutions to find numerically. Conveniently, only two new homogeneous solutions are required in practice as the other two are shared with Eq. \[ (C1) \] — the ‘in’ and ‘up’ solutions. The two new homogeneous solutions to Eq. \[ (C4) \] can be considered the extended ‘in’ and ‘up’ solutions and the boundary conditions are similarly posed by considering their asymptotic behaviour

\begin{align*}
\tilde{\mathcal{R}}_{\text{ext}}^-(r_s \to -\infty) &\sim r_s e^{-i2\omega r_s}, \\
\tilde{\mathcal{R}}_{\text{ext}}^+(r_s \to \infty) &\sim r_s e^{i2\omega r_s}.
\end{align*}

Once all the homogeneous solutions are obtained numerically, the general solutions for the spin-linearized master functions are easily obtained via standard variation of parameters. The method can be extended to eccentric orbits using EHS.

**However, the issue of linearizing numerical quantities such as the master functions is entirely avoided with the fixed frequency parametrisation where \( \omega_\chi = 0 \). Then, the homogeneous RWZ equation is independent of spin and may be solved in the same way as for a non-spinning secondary. The linearized inhomogeneous solution for the retarded master function is obtained analytically from the homogeneous solutions as described in Section \[ V\] in Eqs. \[ (32-33) \] — in practice this is equivalent to solving Eqs. \[ (C1) \] and \[ (C3) \] with \( \psi_{\text{ext}}(r) = 0 \).

**Appendix D: Derivation of the spin-dipole singular field**

Substituting the stress-energy in Eq. \[ (103) \] and the singular Green function in Eq. \[ (104) \] into Eq. \[ (102) \],

\[ \hat{\mathcal{G}}^{(\chi)}(x) = 4 \int G^{(\chi)}_{\alpha\beta}(x,x') \nabla_{x'} \left( \int d\tau' \frac{\delta^4 [x' - z(\tau')]}{\sqrt{-\hat{g}}} u^{(\alpha') \tilde{S}^{(\beta')}} \right) \sqrt{-\hat{g}} d^4 x' \]

\[ = -2 \int \delta[\sigma] \left[ \nabla_{x'} U_{\alpha\beta \alpha' \beta'} + V_{\alpha\beta \alpha' \beta'} \sigma_{\rho'} \right] u^{(\alpha') \tilde{S}^{(\beta')}} d\tau' - 2 \int \delta' [\sigma] U_{\alpha\beta \alpha' \beta'} \sigma_{\rho'} u^{(\alpha') \tilde{S}^{(\beta')}} d\tau' - 2 \int \delta [\sigma] V_{\alpha\beta \alpha' \beta'} \sigma_{\rho'} u^{(\alpha') \tilde{S}^{(\beta')}} d\tau', \]

where in this context \( \delta[\sigma] = \delta[\sigma(x,z(\tau'))] \). Considering the three different distributional integrals separately, the first integral is

\[ -2 \int \left( \frac{\delta [\tau' - \tau_A]}{\sigma_{\rho'} u^{\rho'}} \right) \nabla_{x'} U_{\alpha\beta \alpha' \beta'} \sigma_{\rho'} u^{(\alpha') \tilde{S}^{(\beta')}} d\tau' \]

\[ = -2 \left[ \nabla_{x'} U_{\alpha\beta \alpha' \beta'} \sigma_{\rho'} u^{(\alpha') \tilde{S}^{(\beta')}} \right]_{x' = x_A/R}, \]

where \( \delta [\sigma] \) was rewritten using equation \[ (F3) \]. The fact that the two simple roots of \( \sigma(x,z(\tau')) \) along the worldline are \( x_A / x_R \), and that \( \frac{d^2}{d\tau'^2} \sigma(x,z(\tau')) = \sigma_{\rho'} u^{\rho'} \). The second integral is

\[ -2 \int \left( \frac{\delta' [\tau' - \tau_A] + \delta' [\tau' - \tau_R]}{\sigma_{\rho'} u^{\rho'}} \nabla_{x'} U_{\alpha\beta \alpha' \beta'} \sigma_{\rho'} u^{(\alpha') \tilde{S}^{(\beta')}} d\tau' \right) \]

\[ = 2 \left[ \nabla_{x'} U_{\alpha\beta \alpha' \beta'} \sigma_{\rho'} u^{(\alpha') \tilde{S}^{(\beta')}} \right]_{x' = x_A/R}, \]

where the \( \delta' [\sigma] \) has been rewritten using equation \[ (F4) \]. Also, although strictly \( \frac{d^2}{d\tau'^2} \sigma(x,z(\tau')) = \sigma_{\rho'} u^{\rho'} + \frac{d\rho'}{d\tau'} \sigma_{\rho'} \), Eq. \[ (2a) \] gives that \( \frac{d\rho'}{d\tau'} = O(\varepsilon) \) and thus four-acceleration can be neglected in terms that are already linear order in
spin. Similarly, Eq. [23] implies that $\tilde{\delta}^{\alpha\beta}$ may be treated as a constant to first order in spin. Combining everything, the spin-dipole contribution to the Detweiler-Whiting singular field is

$$\tilde{h}_{\alpha\beta}^{(S)}(x) = 2 \left[ \frac{\left( u^{\nu} \nabla_{\nu} U_{\alpha \beta \alpha' \beta'} \sigma_{\alpha'} + U_{\alpha \beta \alpha' \beta'} u^{\nu} \sigma_{\alpha' \beta'} - (\nabla_{\nu} U_{\alpha \beta \alpha' \beta'}) V_{\alpha \beta \alpha' \beta'} \sigma_{\nu} \right)}{\sigma_{\nu} u^{\nu}} \right]_ {x' = x, \mu / r} - 2 \int_{\tau A}^{\tau R} \nabla_{\nu} V(x, z(\tau'))_{\alpha \beta \alpha' \beta'} u^{(\alpha' \tilde{\delta}^{\beta})} \nu' d\tau', \quad (D4)$$

**Appendix E: Covariant expansion of the Detweiler-Whiting singular field**

We have already given the expression for the covariant expansion of the Detweiler-Whiting singular field to linear order in spin, for a particle under the pole-dipole approximation:

$$\tilde{h}_{\mu \nu}^{S} = \mu^2 \frac{4g_{\mu} g_{\nu} (\tilde{\delta}^{\tilde{\delta})}}{\lambda^2 \tilde{\delta}^{3}} + \mu \frac{4g_{\mu} g_{\nu}}{\lambda} + \tilde{h}_{\mu \nu}^{S(0)} + \lambda \tilde{h}_{\mu \nu}^{S(1)} + O (\lambda^2).$$

The second two terms are given explicitly by

$$\tilde{h}_{\mu \nu}^{S(0)} = - \mu^2 \frac{2g_{\mu} g_{\nu} \tilde{\delta}^{\tilde{\delta})}}{3 \lambda^2 \tilde{\delta}^{3}} \left[ 2g_{\mu} g_{\nu} \tilde{\delta}^{\tilde{\delta})} \left( 2g_{\mu} (R_{\alpha} R_{\beta}) u_{\alpha} u_{\beta} + 2u_{(\alpha} (R_{\beta}) u_{\gamma)} + 4u_{(\alpha} (R_{\beta}) u_{\gamma)} \right) \right]$$

and

$$\tilde{h}_{\mu \nu}^{S(1)} = \mu^2 \frac{2g_{\mu} g_{\nu} \tilde{\delta}^{\tilde{\delta})}}{3 \lambda^2 \tilde{\delta}^{3}} \left[ 2g_{\mu} g_{\nu} \tilde{\delta}^{\tilde{\delta})} \left( 2g_{\mu} (R_{\alpha} R_{\beta}) u_{\alpha} u_{\beta} + 2u_{(\alpha} (R_{\beta}) u_{\gamma)} + 4u_{(\alpha} (R_{\beta}) u_{\gamma)} \right) \right]$$

Here indices labelled with with a $\sigma$ or $u$ are contracted with $\sigma^\alpha$ or $u^\alpha$ respectively. For example, $R_{\alpha \sigma u} = R_{\alpha \beta \gamma \delta} u^\beta \sigma^\gamma u^\delta.$

**Appendix F: Useful properties of the Dirac delta distribution**

As this work involves derivatives of the Dirac delta, the idea of the derivative must be extended to these distributional functions. By integrating against a test function, one can show that the derivative of the Dirac delta satisfies the property

$$f(x) \delta'[x - a] = f(a) \delta'[x - a] - f'(a) \delta[x - a]. \quad (F1)$$

Properties of higher derivatives of the delta distribution may be found through the direct differentiation of equation [F1], such that the second derivative of the delta distribution satisfies

$$f(x) \delta''[x - a] = f(a) \delta''[x - a] - 2f'(a) \delta'[x - a] + f''(a) \delta[x - a]. \quad (F2)$$

The composition of a Dirac delta distribution with a smooth and continuously differentiable function,
\[ g(x), \text{satisfies} \]
\[ \delta[g(x)] = \sum_i \frac{\delta [x - x_i]}{|g'(x_i)|}, \tag{F3} \]

where \( x_i \) are the roots of \( g(x) \) and it is assumed that
the roots are simple and \( g'(x_i) \neq 0 \). Differentiating
equation (F3) and making use of (F1) yields the equivalent
property for the composition of the derivative of the
Dirac delta function with a function \( g(x) \),
\[ \delta'[g(x)] = \sum_i \left( \frac{\delta'[x - x_i]}{g'(x_i)} + \frac{\delta [x - x_i]}{|g'(x_i)| g'(x_i)^2} \right). \tag{F4} \]

As before it is assumed that the roots are simple and
\( g'(x_i) \neq 0 \).

**Appendix G: Monopole metric completion in the Zerilli gauge**

In this appendix we summarize the derivation of the \( \ell = 0 \) perturbation presented in Sec. \[\text{(VC)}\]. Solving the linearized and mode decomposed Einstein Field Equations directly for \( \ell = 0 \) in a Zerilli-like gauge, we obtain the two non-zero monopole metric perturbation components for an aligned-spin secondary in a circular equatorial orbit in Schwarzschild spacetime:

\[ h_{rr} = \frac{2\Omega^2 K_3}{r f} \delta(r - r_p) + \frac{2\mu E \Theta(r - r_p)}{r f^2} + c_1 \frac{c_2 f}{r f^2}, \tag{G1} \]
\[ h_{tt} = \frac{2\mu E \Theta(r - r_p)}{r} \left[ \frac{r_p - r}{r f} + \mu \chi \Omega^2 \frac{2r_p - 3M}{r_p - 2M} \right] + \frac{c_2 f}{r} + \frac{c_1}{r}, \tag{G2} \]

where \( c_1 \) and \( c_2 \) are constants of integration. Note that
these expression are valid in either the fixed frequency
or fixed radius parameterisation by substituting the corresponding \( E \) and \( r_p \) of either parameterisation and expanding through linear order in spin.

By ‘Zerilli-like’ gauge, we mean a gauge in which the
trace of the metric perturbation on the unit two-sphere
vanishes: \( K = 1/(2r^2)(h^{\theta \phi} + \sin^2 \theta h^{\phi \phi}) = 0 \). \( c_2 \) characterizes the residual freedom within this gauge after imposing the additional gauge conditions \( h_{\ell\ell}^{\ell\ell} = 0 \).

To see this, first note that a monopole gauge vector has the form \( \xi^a = \{\xi^t, \xi^r, 0, 0\} \). Under a gauge transformation, \( K \) changes by \( \delta_t K = -\frac{2}{r} f \xi_r \) and thus fixing \( K = 0 \) fixes \( \xi_r \). Requiring the monopole to be static requires fixing \( h_{tr} = 0 \) which changes as \( \delta_t h_{tr} = -\partial_r \xi_t + 2\mathcal{M}/r \) \( \xi_t \) under a gauge transformation, limiting \( \xi_t \) to be of the form \( \xi_t = g(t)f(r) \). Finally as \( \delta_t h_{tt} = -2\partial_r \xi_r \), a static monopole requires that the function \( g(t) \) is of the form \( g(t) = \frac{-\Omega^2}{f C} \) where \( C \) is a constant. Then, \( \delta_t h_{tt} = C f(r) \) and with the identification \( C = c_2 \), the remaining gauge freedom is captured by the choice of \( c_2 \) in (G2).

The constant \( c_1 \) is not a gauge freedom — we have
set \( c_1 = 0 \) to ensure the monopole perturbation has the correct mass (it is a nice addition that this also ensures the monopole is regular at the horizon). By correct mass, we mean that every sphere of radius \( r < r_p \) contains a mass \( M \); for \( c_1 \neq 0 \), the mass enclosed by such spheres is instead \( M + c_1/2 \), meaning the background mass \( M \) differs from the black hole’s physical mass \( M + c_1/2 \). Since the mass is gauge invariant \( \text{[74]} \), it is independent of \( c_2 \).

The asymptotic behaviour of the metric perturbation is
\[ \lim_{r \to \infty} h_{tt} = c_2 - \frac{2\mu E}{r_p f_p} \left[ 1 - \mu \chi \Omega^2 \frac{2r_p - 3M}{r_p - 2M} \right], \]
\[ \lim_{r \to \infty} h_{rr} = 0, \]

and requiring asymptotic flatness restricts our choice to a unique \( c_2 \):

\[ c_2 = \frac{2\mu E}{r_p f_p} \left[ 1 - \mu \chi \frac{2r_p - 3M}{r_p - 2M} \Omega \right]. \tag{G3} \]

Selecting the gauge (i.e., \( c_2 \)) to impose asymptotic flatness and expanding the monopole to linear order in spin with \( r_p = r_{13} + \chi_r \), we obtain the monopole listed in equation (88). In this form we have the retarded monopole in a Zerilli-like gauge that is static, well behaved at the horizon, asymptotically flat and has the correct mass-energy. The linear-in-spin discontinuity is a result of the spin-dipole contribution to the Detweiler Whiting singular field; the regularised monopole is continuous. We have opted to use this particular monopole in our numerical calculations so that we may check our redshift results with those of Ref. \( \text{[22]} \), who first derived and used this monopole for a spinning secondary.
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