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Abstract. Let $A \subset \mathbb{F}_p$ of size at most $p^{3/5}$. We show

$$|A + A| + |AA| \gtrsim |A|^{6/5+c},$$

for $c = 4/305$. Our main tools are the cartesian product point–line incidence theorem of Stevens and de Zeeuw and the theory of higher order energies developed by the second author.

1. Introduction

For a finite subset $A$ of an abelian group, we define the sumset and product set via

$$A + A := \{a + b : a \in A, b \in B\}, \quad AA := \{ab : a \in A, b \in B\}.$$  

The Erdős–Szemerédi sum–product conjecture [ErSz] states the following. We adopt Vinogradov’s notation and say $b \ll a$ when $a = O(b)$.

Conjecture 1.1 [ErSz] Fix $\delta < 1$. For any finite $A \subset \mathbb{Z}$, one has

$$|A + A| + |AA| \gg |A|^{1+\delta}.$$  

The current state of the art progress towards Conjecture 1.1 is due to the first author [Sha] building upon the works of [El, So, BaWo, KoSh1, KoSh2, Shr4, RSS]. The underlying idea in these works is a set with few sums and products to create point–line incidence structure with many incidences. This is in tension with point–line incidence bounds, for instance the well–known Szemerédi–Trotter theorem [SzTr], valid over $\mathbb{R}$.

It is expected that Conjecture 1.1 is true over $\mathbb{F}_p$ as long as $|A|$ is not too large. The first general sum–product bound in $\mathbb{F}_p$ was due Bourgain, Katz, and Tao [BKT] in which they also gave the first general point–line incidence bound in $\mathbb{F}^2_p$. Since then, sum–product estimates have found applications to RIP matrices [BDFKK, BDFKK2], exponential sums [BGK, Bo], and finite field Fourier restriction [RuSh] to name just a few. Their sum–product estimate was quantitatively improved in [Ga, KaSh, BoGa, Ru1]. Roche–Newton, Rudnev, and the second author [RRS] obtained a big quantitative improvement coming from the breakthrough point–plane incidence bound of Rudnev [Ru2].

Theorem 1.2 [RRS] Let $A \subset \mathbb{F}_p$ of size at most $p^{5/8}$. Then

$$|A + A| + |AA| \gg |A|^{6/5}.$$  

We are able to improve upon Theorem 1.2. We say $b \gtrsim a$ if $a = O(b \log^c |A|)$ for some $c > 0$. 
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Theorem 1.3 (Sum–product bound) Let $A \subset \mathbb{F}_p$ of size at most $p^{3/5}$. Then
\[ |A + A|^{35}|AA|^{26} \gtrsim |A|^{74}. \]
In particular,
\[ |A + A| + |AA| \gtrsim |A|^{6/5 + 4/305}. \]
Thus we improve upon Theorem 1.2 by more than $1/100$. One can replace products with ratios in Theorem 1.3. Also, we can switch the role of plus and times in our arguments, which allows us to interchange sums and products in Theorem 1.3. For $|A| \geq p^{3/5}$, see for instance, [Ga2]. The proof of Theorem 1.3 is entirely self-contained modulo the point–line incidence bound of Stevens and de Zeeuw [StZe].

We describe our two-step approach to Theorem 1.3. First, we use the point–line incidence bound of Stevens and Zeeuw [StZe] to bound the fourth order additive energy in terms of the product set. An application of Cauchy–Schwarz at this step recovers Theorem 1.2. We then bound this fourth order energy via Theorem 2.5 below to conclude the sumset is slightly larger than this application of Cauchy–Schwarz. In the second step we utilize the theory of higher energies developed by the second author [ScSh1, Sh1, Sh2]. We emphasize that this is a particularly simple instance of the operator method, which we describe in detail.

We actually give two proofs that one can improve Theorem 1.2. The first is elementary, though quantitatively worse. We hope the similarities seen in these two proofs will further highlight the flexibility of the operator method.

In Section 2 we define quantities related to higher energies, provide some basic properties and examples, and introduce Theorem 2.5. In Section 3 we apply incidence geometry to bound a fourth order energy in terms of the product set. In Section 4, we provide an elementary improvement to Theorem 1.2. In Section 5 we introduce the notion of operators and provide some basic properties and examples. In Section 6 we finish the proof of Theorem 1.3. Note that Section 4 and Section 6 do not rely on each other in a fundamental way.

2. Notation and Set-up

Let $G$ be an abelian group and $A$ and $B$ be two finite subsets. We define a representation function
\[ r_{A-B}(x) := \# \{(a, b) \in A \times B : x = a - b\}, \quad x \in G. \]
Thus
\[ \sum_{x \in G} r_{A-B}(x) = |A||B|, \]
and so $r_{A-B}(x)$ is $|A||B||A - B|^{-1}$ on average. The distribution of $r_{A-B}(x)$ depends on the additive structure of $A$ and $B$. To understand this better, it is convenient to introduce the additive energy of $A$ and $B$ is defined via
\[ E^+(A, B) := \sum_x r_{A-B}(x)^2 = \sum_x r_{A+B}(x)^2, \quad E^+(A) := E^+(A, A). \]
We have the trivial bounds $|A|^2 \leq E^+(A) \leq |A|^3$. Heuristically, $E^+(A)$ is closer to $|A|^3$ when $A$ has additive structure. This is seen more clearly by the relation

$$E^+(A) = \#\{(a, b, c, d) \in A^4 : a + b = c + d\}.$$  

Quantitatively, we have the following application of Cauchy–Schwarz

$$|A|^4 \leq E^+(A)|A + A|.$$  

We now introduce the $k^{th}$ order energy (we are primarily interested in $k = 2, 4$):

$$E_k^+(A, B) := \sum_x r_{A-B}(x)^k, \quad E_k^+(A) := E_k^+(A, A).$$  

We take $k = 4$, and in this case the trivial bounds are $|A|^4 \leq E_4^+(A) \leq |A|^5$. As with the additive energy, $E_4^+(A)$ being close to $|A|^5$ is an indication of additive structure. There is the following relation to additive energy via Hölder

$$E^+(A, B) = \sum_x r_{A-B}(x)^{4/3 + 2/3} \leq E_4^+(A, B)^{1/3}|A|^{2/3}|B|^{2/3}.$$  

In particular,

$$E_4^+(A, B) \geq \frac{|A|^4|B|^4}{|A + B|^3} \geq |A||B|,$$

and so taking $B = \pm A$, we find the analog of (1) for $E_4^+(A)$ is

$$|A|^8 \leq E_4^+(A)|A \pm A|^3.$$  

Even with the optimal information $E_4^+(A) \leq |A|^4$, we can only conclude with (3) that $|A \pm A| \geq |A|^{4/3}$. We have the relation

$$E_4^+(A) = \#\{(a, b, c, d, e, f, g, h) \in A^8 : a - b = c - d = e - f = g - h\}.$$  

Geometrically, as in [MRSS, Equation 9], $E_4^+(A)$ counts the number of collinear quadruples in $A \times A$ that lie on a line of the form $y = x + d$. By double counting the projections onto the coordinate axes, we find that

$$E_4^+(A) = \sum_{x,y,z} |A \cap (A + x) \cap (A + y) \cap (A + z)|^2.$$  

Indeed, $a, a + x, a + y, a + z \in A$ can be extended to a collinear quadruple in $A \times A$ on a line of slope one of the form

$$(a, b), (a + x, b'), (a + y, b''), (a + z, b'''), \quad b, b', b'', b''' \in A,$$

if and only if $b = b' + x = b'' + y = b''' + z$. One natural question is to relate $E_4^+(A)$ to lower order energies. We give one possible way to do this in Lemma 4.1 below.

We will also need the following definition, which is crucial in the proof of Theorem 1.3.

**Definition 2.1** Let $A \subset G$ be finite. We define

$$d_4^+(A) := \sup_{B \neq \emptyset} \frac{E_4^+(A, B)}{|A||B|^3}.$$
It follows from Definition 2.1 that
\[ 1 \leq E_4^+(A)|A|^{-4} \leq d_4^+(A) \leq |A|. \]
All of the identities we mentioned for \( E_4^+(A) \) can be generalized in a natural way for \( E_4^+(A, B) \). Intuitively, the closer \( d_4^+(A) \) is to \( |A| \), the more additive structure \( A \) has. Indeed \( d_4^+(A) \) is a fourth moment analog of the additive energy of a set, where we are allowed flexibility in choosing \( B \). The next two key examples highlight the subtle difference in working with \( d_4^+(A) \) as opposed to \( E_4^+(A) \). We take \( x \asymp y \) to mean \( x \ll y \) and \( x \gg y \).

**Example 2.2** (Small progression and many generic elements) Let \( n, m \geq 1 \) be fixed integers. Let
\[ A = \{1, \ldots, n\} \cup \{n, \ldots, n^m\}, \quad n^5 \asymp m^4 \]
be the union of an arithmetic progression with a disassociated set. Thus \( |A| \asymp m \). We have
\[ E_4^+(A)|A|^{-4} \asymp 1. \]
On the other hand, letting \( B = \{1, \ldots, n\} \), we find
\[ E_4^+(A, B)|A|^{-1}|B|^{-3} \asymp n^2 m^{-1} \asymp m^{3/5} \asymp |A|^{3/5}. \]
Thus \( d_4^+(A) \gg |A|^{3/5} \), which is significantly larger than \( E_4^+(A)|A|^{-4} \).

The previous example is important in the paper of the second author [Sh2]. In the next example we will see the quantity \( d_4^+(A) \) is large because it is contained in a set with additive structure, rather than containing a set with additive structure in the previous example.

**Example 2.3** (Dense subset of interval) Consider a random \( A \subset \{1, \ldots, n\} \) where each element is chosen independently and uniformly with probability \( p > n^{-1/2} \). We have \( |A| \sim pn \) with high probability. Let \( B = \{1, \ldots, n\} \). It follows from Chernoff’s inequality (for instance, Chapter 1 of [TV]) and the union bound, that every \( x \) with \( r_{B-B}(x) \geq p^{-2} \log n \) satisfies
\[ r_{A-B}(x) \sim p \cdot r_{B-B}(x), \quad r_{A-A}(x) \sim p^2 \cdot r_{B-B}(x). \]
This implies
\[ \frac{E_4^+(A, B)}{|A||B|^3} \sim p^2 |A|, \quad \frac{E_4^+(A)}{|A|^4} \sim p^3 |A|. \]
In this example \( d_4^+(A) \) is larger than what is predicted by the fourth order energy, where we only allow \( B = A \) in Definition 2.1. One can show \( d_4^+(A) \sim p^2 |A| \).

We note that \( B \) cannot be too large or small in Definition 2.1.

**Remark 2.4** Observe that the supremum in Definition 2.1 is achieved for some \( |B| \leq |A|^{3/2} \).
Indeed for \( |B| \geq |A|^{3/2} \), we have
\[ \frac{E_4^+(A, B)}{|A||B|^3} \leq \frac{|A|^3}{|B|^2} \leq 1 \leq d_4^+(A). \]
From (3) we have the following Cauchy–Schwarz

$$|A|^4 \leq |A \pm A|^3 d_+^4(A). \quad (5)$$

So (5) is (3) for the quantity $d_+^4(A)$. One of our goals will be to improve upon (5), utilizing the flexibility in the choice of $B$ in Definition 2.1.

**Theorem 2.5** (Small energy implies large sumset) Let $A$ be a subset of an abelian group. Then

$$|A \pm A| \gtrsim |A|^{48/35} / d_+^4(A)^{13/35}$$

To see that this improves (5), one just needs to check $48/35 > 4/3$. Theorem 2.5 has limitations. In light of Example 2.3, the best one can hope for is

$$|A + A| \gtrsim |A|^{3/2} d_+^4(A)^{-1/2}.$$

This unproven bound, combined with Proposition 3.1 below, would give an Elekes [El] type bound for the sum–product problem over $\mathbb{F}_p$.

### 3. Reduction to an Energy Estimate via Incidence Geometry

The main purpose of this section is to show if the product set of $A \subset \mathbb{F}_p$ is small then $d_+^4(A)$ is small.

**Proposition 3.1** (Incidence bound) Let $A \subset \mathbb{F}_p$ such that $|A| < p^{3/5}$. Then

$$d_+^4(A) \lesssim |AA|^2 |A|^{-2}.$$  

The key input in the proof of Proposition 3.1 is the point–line incidence bound of Stevens and de Zeeuw [StZe]. Theorem 1.3 then follows immediately upon combining Proposition 3.1 and Theorem 2.5. On the other hand, combining Proposition 3.1 with (5) recovers Theorem 1.2.

**Remark 3.2** Proposition 3.1 is why we are required to introduce higher order energies of the form in Definition 2.1. We provide some context. This idea originated from a paper of Schoen and the second author [ScSh1]. We say a finite $A \subset \mathbb{R}$ is convex if it has increasing consecutive differences. It was known for convex sets that

$$\max_{B \neq \emptyset} \frac{E_3^+(A, B)}{|A||B|^2} \lesssim 1.$$  

They were able to use this to show that

$$|A + A| \gtrsim |A|^{3/2 + \delta}, \quad \text{for some } \delta > 0,$$

thus breaking the “$3/2$–barrier.”

We will use an incidence theorem specialized for cartesian products due to Stevens and de Zeeuw [StZe, Theorem 4], building work in [BKT, Jo]. The exact statement we use is a slight modification of it appearing in work of Murphy and Petridis (see also [Shr5, Lemma 12]).
Theorem 3.3 [MuPe, Theorem 7] Let $A, B \subseteq \mathbb{F}_p$ be sets. Let $\mathcal{P} = A \times B$ and $\mathcal{L}$ be a collection of lines in $\mathbb{F}_p^2$. Then

$$I(\mathcal{P}, \mathcal{L}) \ll |A|^{3/4} |B|^{1/2} |\mathcal{L}|^{3/4} + |\mathcal{L}| + |A||B| + \frac{|A||B||\mathcal{L}|}{p}. \quad (6)$$

Theorem 3.3 is most naturally interpreted as a fourth moment estimate, that is a $d_4(A)$ estimate. One can see this by the exponent $3/4$ on $\mathcal{L}$ in the conclusion. This differs from the real case, in which Szemerédi–Trotter gives an exponent $2/3$, which is most naturally a third moment estimate. This was taken advantage of in recent work of the first author [Sha] to improve the Balog–Wooley decomposition [BaWo].

Proof of Proposition 3.1. Let $B$ be a set obtaining the maximum in Definition 2.1. By a dyadic decomposition, there is a $\tau \geq 1$ such that

$$E_\tau^+(A, B) \lesssim |D_\tau|^4, \quad D_\tau = \{x \in A - B : r_{A-B}(x) \geq \tau\}.$$ 

Thus to prove Proposition 3.1, it is enough to show

$$|D_\tau|^4 |A|^{-1} |B|^{-3} \ll |AA|^2 |A|^{-2}. \quad (7)$$

We plan to apply Theorem 3.3 to the point set

$$D_\tau \times AA$$

and the $|B||A|$ lines of the form (without loss of the generality one can suppose that $0 \notin A$)

$$\{(u, v) \in \mathbb{F}_p^2 : v = \frac{u}{r} - b\}, \quad r \in A, \ b \in B.$$ 

Observe that for any $a \in A$ there are $|A|$ solutions to the equation

$$a = \frac{q}{r}, \ q \in AA, \ r \in A.$$ 

Applying Theorem 3.3, we obtain that

$$|A||D_\tau| \leq |A| \#\{(x, a, b) \in D_\tau \times A \times B : x = a - b\} \leq \#\{(x, u, r, b) \in D_\tau \times AA \times A \times B : x = u/r - b\} \ll |D_\tau|^{3/4} |AA|^{1/2} |A|^{3/4} |B|^{3/4} + |A||B| + |D_\tau||AA| + |A||B||D_\tau||AA|p^{-1}.$$ 

Thus $|A||D_\tau|$ must be at most a constant times one of the terms on the right hand side. In the main case, that is the first term in the bound dominates, we have

$$|A||D_\tau| \ll |D_\tau|^{3/4} |AA|^{1/2} |A|^{3/4} |B|^{3/4},$$

which after simplifying gives (7).

We now handle the error terms. We will use the following two inequalities repeatedly

$$|D_\tau| \leq |A||B|, \quad (8)$$

$$\tau \leq |A|, \ |B|. \quad (9)$$

Suppose

$$|A||D_\tau| \ll |A||B|.$$
Then we have

$$|D_\tau| \tau \ll |B|,$$

which combined with (9) gives (7) via

$$\frac{|D_\tau| \tau^4}{|A||B|^3} \ll \frac{\tau^3|B|}{|A||B|^3} \ll 1 \leq |AA|^2|A|^{-2}.$$

Next, we suppose $|A||D_\tau| \tau \ll |D_\tau||AA|$ and so $|A|\tau \ll |AA|$. Combining with (9) and (8), we find

$$\frac{|D_\tau| \tau^4}{|A||B|^3} \ll |AA|^2|A|^{-2} \frac{|D_\tau| \tau^2}{|A||B|^3} \leq |AA|^2|A|^{-2}|B|^{-1},$$

which is better than (7).

We may assume

$$|AA| \leq |A|^{3/2},$$

for otherwise (7) follows immediately from $|D_\tau|\tau^4|A|^{-1}|B|^{-3} \leq |A|$.

Suppose that $|A||D_\tau| \tau \ll |A||B||D_\tau||AA| p^{-1}$ and so $p \tau \ll |B| |AA|$. We may suppose $\tau^3 \geq |B|^3|AA|^2|A|^{-2}$, since otherwise we may use (8) to obtain (7) via

$$|D_\tau| \tau^4 |A|^{-1} |B|^{-3} \leq \tau^3 |B|^{-2} \leq |AA|^2|A|^{-2}.$$

Then

$$|AA|^2|A|^{-2} |B|^2 p^3 \leq \tau^3 p^3 \ll |B|^3 |AA|^3,$$

which simplifies to

$$p^3 \ll |AA||B||A|^2 \leq |A|^5,$$

by (10) and Remark 2.4. This case cannot happen by our assumption $|A| < p^{3/5}$ in Proposition 3.1.

Thus in all possible cases (7) holds and so Proposition 3.1 follows.

We end this section with a summary of the proof of Proposition 3.1. If \( d_4^+(A) \) is large, then the equation

$$x = a - b, \quad x \in D, \ a \in A, \ b \in B,$$

has many solutions for some choices of \( D \) and \( B \). On the other hand, if \( |AA| \) is small, then we may efficiently write \( a = q/r \) (an important case to keep in mind is when \( A \) is a multiplicative subgroup). Thus there are many solutions to \( x = q/r - b \), which is in contrast with the Stevens and de Zeeuw point–line incidence bound.

4. Elementary energy estimates

Our main goal is to use elementary methods, adopted from [ScSh1], to improve upon (5), which combined with Proposition 3.1 improves upon the sum–product estimate in Theorem 1.2. We only handle the “minus” case, since the “plus” case is a bit more technically involved (see [ScSh1, Theorem 1]).

We need following notation for \( x \in G \),

$$A_x := A \cap (A + x).$$

(11)
Thus

\[ |A_x| = r_{A - A}(x). \]

The following lemma allows us to pass from fourth order energy to additive energy of subsets of the form (11). This is a special case of [ShVy, Lemma 2.8].

**Lemma 4.1** Let \( A \) be a subset of an abelian group \( G \). Then

\[ E_4^+(A) = \sum_{x,w \in G} E^+(A_x, A_w). \]

**Proof.** By (4), we have

\[
E_4^+(A) = \sum_{x,y,z} |A \cap (A + x) \cap (A + y) \cap (A + z)|^2
= \sum_{x,y,z} |A \cap (A_{-y} + y)|^2 = \sum_{x,y,z} |A \cap (A + y)|^2
= \sum_{x,y,z} r_{A_x - A_{-y}}(y)^2 = \sum_{x,w} E^+(A_w, A_x)
\]

\[ \square \]

The next lemma asserts if the fourth energy of \( A \) is small, then many of the sumsets from (11) are large. This is a special case of [ShVy, Lemma 2.6].

**Lemma 4.2** Let \( P \) be any subset of \( A - A \). Then

\[ \left( \sum_{x \in P} |A_x| \right)^4 \leq E_4^+(A) \sum_{x,w \in P} |A_x \pm A_w|. \]

**Proof.** The proof is Lemma 4.1 and two applications of Cauchy–Schwarz, the first of which being (1). We have

\[
\left( \sum_{x \in P} |A_x| \right)^4 = \left( \sum_{x,x',w \in P} |A_x||A_{x'}||A_w| \right)^2 \leq \left( \sum_{x,x',w \in P} |A_x \pm A_{x'}||A_w|^{1/2}E^+(A_x, A_{x'})^{1/2} \right)^2
\]

\[
\leq \sum_{x,x',w \in P} |A_x \pm A_{x'}| \sum_{x,x'} E^+(A_x, A_x) = E_4^+(A) \sum_{x,w \in P} |A_x \pm A_w|
\]

\[ \square \]

We remark that we could apply Lemma 6.1 with \( P = A - A \) along with the trivial bound

\[ |A_x - A_w| \leq |A - A|, \]

to obtain

\[ |A|^8 \leq E_4^+(A)|A - A|^3. \]

Combining this with the following implication of Definition 2.1

\[ E_4^+(A) \leq d_4^+(A)|A|^4, \quad (12) \]

we are lead back to the bound (5). We improve upon this argument with Katz–Koester inclusion [KaKo].
Proposition 4.3 Let $A$ be a finite subset of an abelian group $G$. Then
\[ |A - A| \gg |A|^{15/11} d^+_d(A)^{4/11}. \]

This is an improvement on (5). Combining this with Proposition 3.1 gives the difference–product estimate
\[ |A - A| + |AA| \gg |A|^{6/5 + 1/95}. \]

Proof. Let
\[ P = \{ x \in A - A : r_{A-A}(x) \geq |A|^2/(2|A - A|) \}, \]
be a set of popular differences. Then
\[ \sum_{x \in P} r_{A-A}(x) \geq |A|^2/2. \]

By Lemma 6.1 and (12) we find
\[ |A|^8 \ll E^+_4(A) \sum_{x,w \in P} |A_x - A_w| \leq d^+_4(A)|A|^4 \sum_{x,w \in P} |A_x - A_w|. \]

Let $D = A - A$. Then Katz–Koester inclusion yields
\[ A_x - A_w \subset D \cap (D + x) \cap (D - w) \cap (D + x - w). \]

Thus we have
\[ \sum_{x,w \in P} |A_x - A_w| \leq \sum_{x,w \in P} |D \cap (D + x) \cap (D - w) \cap (D + x - w)| \]
\[ = \sum_{x,w \in P} |D_x \cap (D_x - w)| \leq \sum_{x \in P} |D_x|^2. \]

Combining this with (13), we have
\[ |A|^4d^+_4(A)^{-1} \leq E^+(D) \]

Now the trivial bound is
\[ \sum_{x \in P} |D_x|^2 \leq |D|^3, \]

which upon combing with (14) would yield (5). We can improve upon this when $d^+_4(A)$ is small. Using $x \in P$ and Hölder via (2), we find
\[ \sum_{x \in P} |D_x|^2 \leq |D| \sum_{x \in P} r_{D-D}(x) \ll \frac{|D|^2}{|A|^2} \sum_{x \in P} r_{D-D}(x)r_{A-A}(x) \leq \frac{|D|^2}{|A|^2} E^+(A, D) \]
\[ \leq \frac{|D|^2}{|A|^2} E^+_4(A, D)^{1/3}(|A||D|)^{2/3} \leq \frac{|D|^2}{|A|^2} (d^+_4(A)|A||D|^3)^{1/3}(|A||D|)^{2/3}. \]

We combine this with (14) to obtain
\[ \frac{|A|^4}{d^+_4(A)^{1/3}} \leq d^+_4(A)^{1/3}|A|^{-1}|D|^{11/3}. \]

Simplifying gives Proposition 4.3. □
Remark 4.4 In the proof of Proposition 4.3, we used the identity
\[ E^+(A, D) = \sum_x r_{A-A}(x)r_{D-D}(x), \]
which is a consequence of
\[ a - a' = d - d' \text{ if and only if } a - d = a' - d'. \]
There is no such identity for higher energies.

5. Operator method basics

We now introduce the notions from the theory of operators and higher order energies, developed by the second author [Sh1, Sh2]. We do not require much, but we provide some context. This theory was already used to improve sum–product estimates over the real numbers [KoSh1, KoSh2, Sha]. The results we need are much simpler than the real case, for a reason we will explain below. We will use some basic facts from linear algebra, which can be found in [HoJo].

For two functions \( f, g : G \to \mathbb{C} \) with finite support, we define the convolution of \( f \) and \( g \) via
\[
(f * g)(x) := \sum_{y \in G} f(y)g(x-y), \quad (f \circ g)(x) := \sum_{y \in G} f(y)g(x+y).
\]
Thus
\[
r_{A+B}(x) = 1_A * 1_B(x), \quad r_{A-B}(x) = 1_A \circ 1_B(x).
\]
We first want to illustrate why the study of operators is a natural one in additive combinatorics. To this end, we interpret the set \( A \) as a convolution operator, \( K_A \) or \( \tilde{K}_A \), via
\[
K_A(f)(x) := 1_A * f(x), \quad \tilde{K}_A(f)(x) := 1_A \circ f(x).
\]
All of the quantities we have previously defined can be given in terms of \( \tilde{K}_A \):
\[
E^+(A) = ||\tilde{K}_A(1_A)||^2_2, \quad E^+_4(A) = ||\tilde{K}_A(1_A)||^4_4;
||\tilde{K}_A(1_B)||_1 = |A||B|, \quad |A - B| = |\text{supp}(\tilde{K}_A(1_B))|
\]
\[
d^*_4(A) = |A|^{-1}||\tilde{K}_A||^3_{4\rightarrow 4/3}, \quad r_{A-B}(x) = \tilde{K}_A(1_B)(x).
\]
Indeed \( \tilde{K}_A(1_0) = 1_A \), and so we can recover \( A \) from \( \tilde{K}_A \). Thus there is no loss in generality in considering \( \tilde{K}_A \) in place of \( A \). We also need a local version of \( \tilde{K}_A \), given by
\[
\tilde{K}^A_A(f)(x) := 1_A(x)\tilde{K}_A(f)(x). \]
Again \( \tilde{K}^A_A(1_0)(x) = 1_A(x) \), so we may recover \( A \) from \( \tilde{K}^A_A \). A priori, \( \tilde{K}^A_A \) is not a finite dimensional operator, but from the definition we see
\[
\tilde{K}^A_A(1_z)(x) = 1_A(x)1_{A-z}(x). \quad (15)
\]
This can be nonzero only if \( z \in A - A \) and so we may interpret \( \tilde{K}^A_A \) as a \( A \times (A - A) \) matrix with the \((x, z)\) entry given in (15).
Given a function \( g : G \to \mathbb{C} \), we let \( T^g_A \) and \( \widetilde{T}^g_A \) be the \(|A| \times |A|\) square matrices defined by
\[
T^g_A(x, y) := g(x - y)1_A(x)1_A(y), \quad \widetilde{T}^g_A(x, y) := g(x + y)1_A(x)1_A(y).
\]
One important example is \( g(z) = r_{A-A}(z) \). From (15), we see that
\[
T^r_{A-A} = \widetilde{K}^A_A(\widetilde{K}^A_A)^*,
\]
where \((\widetilde{K}^A_A)^*\) is the adjoint of \( \widetilde{K}^A_A \). Thus \( T^r_{A-A} \) is a non-negative, self-adjoint operator.

**Example 5.1** Let us compute \( T^r_{A-A} \) two examples. First take \( S \) to be a Sidon set. Then
\[
T^r_S = (|S| - 1)I + J,
\]
where \( J \) is the all ones matrix. Now, suppose that \( H \) is a subgroup of \( G \). In this case
\[
T^r_H = |H|J.
\]
The eigenvalues for \( T^r_S \) are
\[
2|S| - 1, |S| - 1, \ldots, |S| - 1,
\]
while the eigenvalues for \( T^r_H \) are
\[
|H|^2, 0, \ldots, 0.
\]
Thus the eigenvalues of \( T^r_{A-A} \) for sets with additive structure are localized.

One can check that adding a few disassociated elements to \( H \) in the previous example does not greatly alter the eigenvalues. Before the next example, we recall some facts from linear algebra. Let \( M \) be an \( n \times n \) Hermitian matrix with eigenvalues \(|\mu_1| \geq \cdots \geq |\mu_n|\). Then
\[
|\mu_1| = \sup_{||v||=1} |\langle Mv, v \rangle|, \quad \text{trace}(M^k) = \sum_{j=1}^{n} \mu_j^k.
\]

**Example 5.2** Let us give a basic demonstration on how to use the operator \( T^r_{A-A} \) to obtain higher energy bounds. Note that \( T^r_{A-A} \) is self-adjoint and non-negative and so it has \(|A| \) real eigenvalues \( \mu_1 \geq \cdots \geq \mu_{|A|} \geq 0 \). Thus
\[
\mu_1^2 \leq \sum_{j=1}^{|A|} \mu_j^2 \leq \text{trace}((T^r_{A-A})^2) = \sum_{x,y \in A} r_{A-A}(x-y)r_{A-A}(y-x) = E_3^+(A).
\]
On the other hand, we may take the unit vector \( v := |A|^{-1/2}(1, \ldots, 1)^T \) and see that
\[
\mu_1 \geq \langle T^r_{A-A}v, v \rangle = E^+(A)|A|^{-1}.
\]
Putting this together, we obtain
\[
E^+(A)^2 \leq E_3^+(A)|A|^2,
\]
which recovers an application of Cauchy–Schwarz. The situation that arises after will be more complicated combinatorially (we take a fourth power of a matrix), but is in a similar spirit to this example.
We now introduce a different choice of $g$. Computing higher powers of $T_A^g$ and $\tilde{T}_A^g$ for this choice of $g$ gives rise to other combinatorial quantities.

**Remark 5.3** Let $P \subset A + A$ and consider $\tilde{T}_A^{1_P}$. Note that $\tilde{T}_A^{1_P}$ is self-adjoint, but not non-negative in general. Let $|\mu_1| \geq \cdots \geq |\mu_A|$ be the eigenvalues. For the unit vector $v = |A|^{-1/2}(1, \ldots, 1)$, we have

$$|\mu_1| \geq \langle \tilde{T}_A^{1_P} v, v \rangle = |A|^{-1} \sum_{x,y \in A} 1_P(x + y) = |A|^{-1} \sum_{z \in P} r_{A+A}(z).$$

Thus for any integer $k \geq 1$, we have

$$\left( |A|^{-1} \sum_{z \in P} r_{A+A}(z) \right)^{2k} \leq \mu_1^{2k} \leq \sum_{j=1}^{|A|} \mu_j^{2k} \leq \text{trace}((\tilde{T}_A^{1_P})^{2k}).$$

(16)

The right hand side of (16) can be written as

$$\sum_{x_1, \ldots, x_{2k} \in A} 1_P(x_1 + x_2) \cdots 1_P(x_{2k-1} + x_{2k}) 1_P(x_{2k} + x_1).$$

See Lemma 5.4 below for one possible estimate of this quantity.

For a finite set $A \subset G$ we define another natural notion of higher order energy via

$$T_k(A) = \# \{(a_1, \ldots, a_{2k}) \in A^{2k} : a_1 + \cdots + a_k = a_{k+1} + \cdots + a_{2k}\} = \int_{\mathbb{R}/\mathbb{Z}} |\sum_{a \in A} e^{2\pi i a \theta}|^{2k} d\theta.$$

Higher powers of $\tilde{T}_A^{1_P}$ in (16) give rise combinatorial quantities involving higher order energies of $A$.

**Lemma 5.4** [Sh2, Proposition 31] Let $k \geq 2$ be a power of two and $A, B \subset G$ be two finite sets. Then for any $P \subset A - B$, one has

$$\left( \sum_{x \in P} r_{A-B}(x) \right)^{4k} \leq |A|^{2k} |B|^{2k} T_k(P) \sum_x r_{A-A}(x)^k r_{B-B}(x)^k.$$

We only need a special case of Lemma 5.4, and we will provide a proof in this special case in Lemma 6.1 below. We state Lemma 5.4 here to illustrate the generality of the operator method. The case $B = A$ is easier as one can prove Lemma 5.4 with the spectral theory of self-adjoint operators rather than singular value decomposition. In the case $B = A$, $P = A - A$, and $k = 2$, Lemma 5.4 reduces to

$$|A|^8 \leq E^+(A) E^+(P).$$

(17)

We show that if $A$ has a small product set than we have non-trivial bounds for both quantities on the right hand side of (17). Actually we already saw this inequality in (14), but we need Lemma 5.4 to obtain a statistical version, where $P$ is allowed to be a set of popular differences.
6. Optimized energy estimates

Our main goal is to prove Theorem 2.5 and improve upon (5). The proof requires two separate parts. The first is a simple application of the operator method developed by the second author. This is a special case of Lemma 5.4, but we provide a proof here.

**Lemma 6.1** [Sh2, Proposition 31] Let $A$ be a subset of an abelian group and $P \subseteq A - A$. Then

$$\left( \frac{\sum_{x \in P} r_{A-A}(x)}{|A|} \right)^8 \leq E_4^+(A)E^+(P).$$

Similarly, for any $P \subseteq A + A$ the following holds

$$\left( \frac{\sum_{x \in P} r_{A+A}(x)}{|A|} \right)^8 \leq E_4^+(A)E^+(P).$$

The idea is to bound the trace of the fourth power of a matrix in two ways: spectrally and combinatorially.

Lemma 6.1 should be compared with (14). This is a “statistical version” of a set inequality, which the operator method is suitable for. Actually, one can modify the application of Katz–Koester given above to prove Lemma 6.1 for difference sets, but it is unclear how to do so for sumsets.

We will use the following identity, valid for finite $P$,

$$\sum_{\alpha, \beta, \gamma} 1_P(\alpha)1_P(\alpha - \beta)1_P(\gamma - \beta)1_P(\gamma) = E^+(P). \quad (18)$$

Indeed,

$$\sum_{\alpha} 1_P(\alpha)1_P(\alpha - \beta) = r_{P-P}(\beta), \quad \sum_{\gamma} 1_P(\gamma - \beta)1_P(\gamma) = r_{P-P}(\beta).$$

**Proof.** We prove the plus statement, the minus being easier. Consider the matrix $M = \mathcal{T}_A^{4P}$ defined by

$$M(x, y) = 1_A(x)1_A(y)P(x + y).$$

Note that $M$ is self adjoint and so all of its eigenvalues are real. By Remark 5.3, we have that the absolute value of the largest eigenvalue is at least $|A|^{-1} \sum_{z \in P} r_{A+A}(z)$, and so the trace of $M^4$ is at least

$$\left( |A|^{-1} \sum_{z \in P} r_{A+A}(z) \right)^4.$$

On the other hand the trace of $M^4$ is equal to

$$\sum_{x, y, z, w \in A} 1_P(x + y)1_P(y + z)1_P(z + w)1_P(w + x). \quad (19)$$

We change variables, leaving $x$ unchanged, to

$$\alpha = x + y, \beta = x - z, \gamma = x + w.$$

Thus $x \in A \cap (\alpha - A) \cap (\beta + A) \cap (\gamma - A)$ and so we find that (19) is
\[ = \sum_{\alpha, \beta, \gamma} 1_P(\alpha)1_P(\alpha - \beta)1_P(\gamma - \beta)1_P(\gamma) |A \cap (\alpha - A) \cap (\beta + A) \cap (\gamma - A)| \]

\[ \leq \left( \sum_{\alpha, \beta, \gamma} 1_P(\alpha)1_P(\alpha - \beta)1_P(\gamma - \beta)1_P(\gamma) \sum_{\alpha, \beta, \gamma} |A \cap (\alpha - A) \cap (\beta + A) \cap (\gamma - A)|^2 \right)^{1/2} \]

\[ = E(P)^{1/2} \left( \sum_{\alpha, \beta, \gamma} |A \cap (\alpha - A) \cap (\beta + A) \cap (\gamma - A)|^2 \right)^{1/2} \]

using Cauchy–Schwarz and then (18). Now we want to use (4), but there is a sign issue. It turns out we still can. In a similar manner to Lemma 4.1, recalling the definition in (11), we have

\[ \sum_{\alpha, \beta, \gamma} |A \cap (\alpha - A) \cap (\beta + A) \cap (\gamma - A)|^2 = \sum_{\beta, \alpha, \gamma} |A_\beta \cap (A_{\gamma - \alpha} + \alpha)|^2 \]

\[ = \sum_{\beta, w} E^+(A_\beta, -A_w) = \sum_{\beta, w} E^+(A_\beta, A_w) \]

\[ = \sum_{\alpha, \beta, \gamma} |A \cap (A + \alpha) \cap (A + \beta) \cap (A + \gamma)|^2 \]

Thus by (4), we find that (19) is \( \leq E^+_4(A)^{1/2} E^+(P)^{1/2} \), as desired. \qed

\begin{remark}
In the sum–product problem over \( \mathbb{R} \), third order energies are the object of study. In this case, it would be advantageous to modify Lemma 6.1 by taking a third power of \( M \). One is presented with the difficulty that the third powers of the eigenvalues can be negative and one cannot bound the trace of \( M^3 \) from below by the cube of the largest eigenvalue, as in (16). This makes the analysis harder (see [Sh3, Theorem 11]).
\end{remark}

We are now ready to prove Theorem 1.3. Before we do so, let us reevaluate our position after Lemma 6.1. Taking \( P = A + A \) in Lemma 6.1, and using (12) we find that

\[ |A|^4 d^+_4(A)^{-1} \leq E^+(P) \leq |A + A|^3, \]

where we used the trivial bound \( E^+(P) \leq |P|^3 \) in the last inequality. Simplifying, we are lead back to (5). Any nontrivial improvement over this trivial bound will give us an improvement over (5). There is not a unique way to proceed here, as we saw in Section 4. We are interested in the best quantitative bounds so we present the following argument. The idea is to write \( P + P = (A + A) + P = A + (A + P) \), and then bound this by taking \( B = A + P \) in Definition 2.1. We then bound the size of \( A + P \) by using Definition 2.1 again with \( B = P \).

\begin{proof}[Proof of Theorem 2.5]
We only prove the plus version, the minus version following in a similar manner. Let

\[ P = \{ x \in A + A : r_{A+}(x) \geq 2^{-1}|A|^2|A + A|^{-1} \}. \]
Thus
\[\sum_{x \in P} r_{A+A}(x) \geq |A|^2/2.\]

We apply Lemma 6.1 and (12) to obtain
\[|A|^4 d_4^+(A)^{-1} \ll E^+(P).\]

By our choice of \(P\), we have
\[|A|^2 |A + A|^{-1} r_{P+P}(x) \ll r_{A+A+P}(x),\]

and so
\[E^+(P) \ll \frac{|A + A|^2}{|A|^4} \sum_x r_{A+A+P}(x)^2.\] (20)

By a dyadic decomposition, we find a \(\Delta \geq 1\) such that
\[\sum_x r_{A+A+P}(x)^2 \lesssim \Delta^2 \sum_x r_{A+T}(x)^2, \quad T = \{x : \Delta \leq r_{A+P}(x) \leq 2\Delta\}.

Thus (20) is
\[\ll \frac{|A + A|^2}{|A|^4} \Delta^2 \sum_x r_{A+T}(x)^2 \ll \frac{|A + A|^2}{|A|^4} \Delta^2 E_4^+(A, B)^{1/3}|A|^{2/3}|T|^{2/3},\]

by Hölder’s inequality as in (2). By Definition 2.1, this is
\[\ll \frac{|A + A|^2}{|A|^4} \Delta^2 d_4^+(A)^{1/3}|A||T|^{5/3} = \frac{|A + A|^2}{|A|^4} d_4^+(A)^{1/3}|A|(|\Delta|T|)^{14/9}(\Delta^4|T|)^{1/9}.\]

Now from the definition of \(T\), we have that
\[|T|\Delta^4 \leq \sum_x r_{A+P}(x)^4 \leq d_4^+(A)|A||P|^{3}, \quad |T|\Delta \leq \sum_x r_{A+P}(x) \leq |A||P|,\]

and so putting this altogether we obtain
\[|A|^4 d_4^+(A)^{-1} \ll E^+(P) \lesssim |A + A|^2 d_4^+(A)^{4/9}|A|^{-4/3}|P|^{17/9}.\]

Using \(P \subset A + A\) and simplifying gives Theorem 2.5.

\[\square\]

It is interesting to note that the techniques in Section 4 can be modified to give the bound of Theorem 2.5 for difference sets. We do not see how one can do this for the sumsets.
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