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Abstract

We describe parBLEU, parCHR++ and parESIM, which augment baseline metrics with automatically generated paraphrases produced by PRISM (Thompson and Post, 2020a), a multilingual neural machine translation system. We build on recent work studying how to improve BLEU by using diverse automatically paraphrased references (Bawden et al., 2020), extending experiments to the multilingual setting for the WMT2020 metrics shared task and for three base metrics. We compare their capacity to exploit up to 100 additional synthetic references. We find that gains are possible when using additional, automatically paraphrased references, although they are not systematic. However, segment-level correlations, particularly into English, are improved for all three metrics and even with higher numbers of paraphrased references.

1 Introduction

One of the major challenges faced when automatically evaluating machine translation (MT) outputs is that there are almost always multiple correct translations of a sentence, and an automatic metric should be able to reward them all. Some of the most widely used MT metrics, including BLEU (Papineni et al., 2002) and CHR++ (Popović, 2015, 2017), rely on a surface-form comparison of MT outputs to a human-produced reference translation. Both metrics support the use of multiple references. However, even for metrics that support multiple references, human-produced references are expensive to produce and so are rarely available. To overcome this problem, metrics that do not rely on the surface form of reference translations have been developed. One example is ESIM (Chen et al., 2017; Mathur et al., 2019), which uses contextual embeddings with the aim of creating an abstract meaning representation of the reference, with the potential of covering all translations with the correct meaning.

We explore an alternative way of increasing the capacity of MT metrics to reward multiple valid translations: create additional references by automatically paraphrasing the original reference. There have been previous efforts to provide some sort of paraphrase support, mostly concentrating on synonyms (Banerjee and Lavie, 2005; Kauchak and Barzilay, 2006; Denkowski and Lavie, 2014). However, we base our work on a more recent attempt to improve BLEU using diverse automatic paraphrasing with high quality MT-style sentential paraphrasing (Bawden et al., 2020).

We put this to the test in the WMT’20 metrics shared task by applying Bawden et al.’s (2020) approach to three different metrics: BLEU, CHR++ and ESIM. We compare the different metrics’ capacity to exploit automatically generated multiple references. We choose to use diverse paraphrases produced using PRISM (Thompson and Post, 2020a), since they are available in multiple languages, including most languages of the WMT shared task. We find that gains in correlation are possible, but this depends largely on the language direction and on whether the metric is system- or segment-level. The most positive gains are seen at the segment level, especially for into-English and even at higher numbers of additional paraphrases. This holds for all three metrics, despite ESIM relying on more abstract semantic representations.

2 Overview of Base Metrics

In an extension of (Bawden et al., 2020), we augment three base metrics with automatic paraphrasing. The metrics vary in the basic units of comparison between MT outputs and the reference. BLEU and CHR++ compare surface representations, BLEU at the token level, whereas CHR++ also takes into account character n-grams. ESIM is an embedding-based metric, which aims to cap-
ture the semantic relatedness of the sentences. A description of each base metric can be found below.

2.1 BLEU

BLEU (Papineni et al., 2002) is the dominant metric in MT. It is a modified form of n-gram precision, calculated by averaging token n-gram precisions \((p_n, n = 1, 4)\) and multiplying by a brevity penalty (BP) used to penalise overly short translations:

\[
\text{BLEU} = \text{BP} \cdot \exp \left( \sum_{n=1}^{N} w_n \log p_n \right)
\]

\[
\text{BP} = \begin{cases} 
1 & \text{if } c > r \\
\frac{1}{c^{1-r/c}} & \text{if } c \leq r 
\end{cases}
\]

\[
p_n = \frac{\sum_{h \in H} \sum_{ngram \in h} \#_{\text{clip}} (ngram)}{\sum_{h' \in H} \sum_{ngram' \in h'} \# (ngram)},
\]

where \(c\) and \(r\) are the lengths of the hypothesis and reference sets respectively, \(H\) is the set of hypothesis translations, \(#(\text{ngram})\) the number of times \(\text{ngram}\) appears in the hypothesis, and \(#_{\text{clip}}(\text{ngram})\) is the same but clipped to the maximum number of times it appears in any one reference (if several references are available).

BLEU is typically used in its corpus-based variant, where a single score is produced for a test set. However, a segment-level variant also exists, where each sentence is scored individually. Smoothing is necessary in this segment-level variant to counteract the effect of 0 n-gram precision.

We use the sacreBLEU implementation\(^1\) of BLEU (Post, 2018), with default tokenisation (and \(-\text{tok}\) \(zh\) tokenisation for Chinese) and exponential smoothing for the sentence-level variant.

2.2 CHRFF++

CHRFF++ (Popović, 2017),\(^2\) like BLEU, is a surface-based metric, but which relies on overlap in character n-grams as well as token n-grams (hence its name ‘character n-gram F-score’\(^3\)). This theoretically gives it an advantage over BLEU, since it is able to reward partial token matches thanks to its character-level component.

The original chrF (Popović, 2015) was calculated as follows using just character-level n-grams:

\[
\text{ngrF}\beta = (1 + \beta^2) \frac{ngrP \cdot ngrR}{\beta^2 \cdot ngrP + ngrR},
\]

where \(\text{ngrP}\) and \(\text{ngrR}\) respectively stand for the arithmetic average of n-gram precision and recall over character n-grams from 1 to \(N\), where \(\beta\) gives more or less weight to precision than recall. CHRFF++ expands on this original metric by also including token-level n-grams in this calculation with \(n\) from 1 to \(M\). The best results were found with \(N = 6\) and \(M = 1\) or 2. We use the settings used in the WMT19 shared task: \(N = 6\), \(M = 1\) and \(\beta = 3\). Like BLEU, CHRFF++ has a specific corpus-level and sentence-level variant.

2.3 ESIM

ESIM (Chen et al., 2017; Mathur et al., 2019), is an embedding-based metric, which relies on neural models to handle inter-sentence semantic relatedness, going beyond surface-level matching (as in BLEU and CHRFF++). ESIM was originally proposed to compare and match sentence pairs for natural language inference (Chen et al., 2017). Mathur et al. (2019) adapted it to evaluate MT performance by pairing the human reference and the MT output as ESIM input. Following (Mathur et al., 2019),\(^3\) we treat the evaluation task as a regression task, and train ESIM models on segment-level human judgments. We train ESIM on the WMT18 metric data for WMT19 evaluation, and WMT18+WMT19 metric data for WMT20 evaluation. ESIM is a sentence-level metric. Scores are averaged to produce a single score for a given corpus.

3 Experiment Setup

Paraphrase generation We use the PRISM system to generate paraphrases. PRISM is a many-many multilingual NMT system covering 39 languages, including all of those of WMT 2019, except Gujarati. In their submission to the WMT 2020 Metrics task, Thompson and Post (2020c) re-trained PRISM with five additional languages: Gujarati (for WMT’19), and Inuktitut, Khmer, Pashto, and Tamil (for WMT’20). This provided almost complete coverage of the WMT 2019 and 2020 languages. We use this same model.

By design, PRISM approaches paraphrasing as a zero-shot translation task. As a result, while good for scoring, it is not a particularly good generative model, in terms of being able to produce diverse outputs. Thompson and Post (2020b) have tried to address this, but their implementation does not

\(^1\)https://github.com/mjpost/sacrebleu
\(^2\)https://github.com/m-popovic/chrF/
\(^3\)https://github.com/nitikam/mteval-in-context
We reached a pretty quick agreement, Kouki said. We reached a fairly quick agreement, Kouki said. We reached a fairly quick agreement, Kouki was quoted as saying. We reached a fairly quick agreement, Kouki said. We reached a fairly quick agreement, Kouki was quoted as telling reporters. We reached a fairly quick agreement, Kouki was quoted as saying. We reached a fairly quick agreement, Kouki was quoted as adding.

Jamsen says that the church bells don’t ring because of a malfunction.
Jamsen says the church bells do not ring because of a malfunction.
Jamsen says the church bells don’t ring because of a malfunction.
Jamsen says that the church bells don’t ring because of a malfunction.
It’s a technical malfunction, to say it’s a technical malfunction.
It’s a technical malfunction, I’m sure.

Figure 1: Two examples of automatic paraphrasing from fi–en WMT’20 (original references in bold). Produce n-best lists. We therefore produce n-best lists from the model using Fairseq’s built-in diverse beam search tool. For every reference in the WMT19 and WMT20 news test sets, we generate a 100-best list (Vijayakumar et al., 2016). 4

Figure 1 shows examples of paraphrases of two fi–en WMT’20 references. Note that the paraphrases are diverse and generally of high quality. However, the later paraphrases may be noisier.

Integrating multiple references We augment each of the base metrics described in Section 2 to produce three new metrics: parBLEU, parCHR F++ and parESIM. Both BLEU and CHR F++ have built support for multiple references. For ESIM, we calculate the score for each reference separately and then average them to get the final score.

Metrics Task Setup Awaiting the gold judgments for WMT’20, we test and report the results of each method on the WMT19 metrics task. 5 We follow the metrics task setup (Ma et al., 2019) by calculating the correlation with manual direct assessments (DA) of MT quality (Graham et al., 2013). System-level scores are evaluated using Pearson’s r and segment-level correlations using Kendall’s τ on the DA assessments converted into relative rankings. Statistically significant improvements (over the single-reference base metric) are marked in bold (with p ≤ 0.05). Significance is calculated using the Williams test (Williams, 1959) at the system level and bootstrap resampling at the segment level.

---

4We pass the following arguments: fairs eq-interactive ... --beam 100 --nbest 100 --diverse-beam-groups 10 -- diverse-beam-strength 1
5http://statmt.org/wmt19/results.html

4 Results
The results are reported in the following three sections for each paraphrase-augmented metric: parBLEU (Section 4.1), parCHR F++ (Section 4.2) and parESIM (Section 4.3). We report results for up to 100 additional paraphrased references, except for parESIM, where we report up to 50 additional references due to the length of time needed to calculate results. There are some general trends:

• There is often a difference between into- and from-English language directions, with more positive results seen into English. This could be due to the potential better quality of the English paraphrases.
• Results are better for into-English at the segment-level, where adding paraphrases tends to help even with more paraphrases.

4.1 parBLEU
Results for parBLEU are found in Table 1 (system-level) and Table 2 (segment-level).

| #extra | en-cs | en-de | en-fi | en-gu | en-kk | en-lt | en-ru | en-zh |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0      | 0.988 | 0.959 | 0.970 | 0.736 | 0.849 | 0.989 | 0.968 | 0.901 |
| 1      | 0.986 | 0.954 | 0.968 | 0.737 | 0.876 | 0.982 | 0.977 | 0.941 |
| 2      | 0.986 | 0.953 | 0.968 | 0.738 | 0.875 | 0.981 | 0.979 | 0.938 |
| 5      | 0.986 | 0.954 | 0.968 | 0.738 | 0.879 | 0.980 | 0.980 | 0.923 |
| 25     | 0.984 | 0.958 | 0.969 | 0.739 | 0.883 | 0.976 | 0.982 | 0.927 |
| 50     | 0.982 | 0.959 | 0.969 | 0.740 | 0.887 | 0.974 | 0.982 | 0.924 |
| 100    | 0.977 | 0.957 | 0.965 | 0.743 | 0.888 | 0.973 | 0.982 | 0.897 |

(a) From-English language directions

| #extra | de-en | fi-en | gu-en | kk-en | lt-en | ru-en | zh-en |
|--------|-------|-------|-------|-------|-------|-------|-------|
| 0      | 0.891 | 0.986 | 0.798 | 0.943 | 0.969 | 0.861 | 0.888 |
| 1      | 0.905 | 0.987 | 0.802 | 0.951 | 0.975 | 0.887 | 0.898 |
| 2      | 0.906 | 0.987 | 0.797 | 0.953 | 0.977 | 0.893 | 0.894 |
| 5      | 0.912 | 0.987 | 0.794 | 0.955 | 0.981 | 0.897 | 0.892 |
| 25     | 0.925 | 0.985 | 0.784 | 0.966 | 0.984 | 0.898 | 0.894 |
| 50     | 0.930 | 0.984 | 0.780 | 0.971 | 0.986 | 0.906 | 0.892 |
| 100    | 0.940 | 0.979 | 0.777 | 0.977 | 0.990 | 0.919 | 0.874 |

(b) To-English language directions

Table 1: parBLEU system-level results.

System-level results are variable, with a notable difference between into-English and from-English language directions. For a couple of from-English languages, there are some slightly higher correlations but these are not significant, and some deteriorations can be seen when adding paraphrase for others. Adding paraphrased references is more successful for into-English languages. For four of the language directions, adding the maximum number of 100 paraphrases provides the greatest significant correlation gains, suggesting that even more gains could be achieved with more paraphrases. These gains are illustrated in Figure 2a.
Segment-level results show variability according to the language direction too. The greatest gains are seen for the into-English directions, and the highest scores are achieved for the higher order numbers of paraphrases. Some gains are seen for most from-English directions, even with higher numbers of paraphrases. Interestingly, the language directions that see gains at the segment level are not correlated with those that see gains at the system level.

4.2 parCHR++

System-level and segment-level results can be found in Table 3 and Table 4 respectively. The CHR++ baseline (0 extra references) is higher than the BLEU baseline for into-English at the system-level and into all languages (except Chinese) at the segment-level.

At the system level, additional paraphrases help all into-English directions, although this does depend on the number of references added for some language directions. From-English, some slight gains are seen but in most cases, adding extra references degrades results. At the segment level, the best results can be seen with just one additional reference.

4.3 parESIM

System-level and segment-level results can be found in Table 5 and Table 6 respectively. As an automatic metric that relies on comparing continuous representations (aiming to abstract away from surface forms), we would expect paraphrases to help ESIM less than the two other metrics, for which surface form variation is one of the major limitations.

At the system level, additional paraphrases does not seem to help for any of the language directions, and is even harmful (decreasing correlations as the number of paraphrases is increased). This could be due to the addition of noise in the results, which treats semantically divergent hypotheses as valid. Note however that the correlations start from a strong base—baseline ESIM has a much higher correlation than BLEU and CHR++.

The segment-level results are more positive: paraphrasing significantly helps four from-English directions (into cs, de, ru and zh). It brings even more positive gains for the into-English language directions, where the best results are often achieved with the higher numbers of additional paraphrases.
4.4 Additional parBLEU comparisons

Following the shared task, we explored some alternative versions of parBLEU.

Replacing the original reference  Concurrently to Bawden et al. (2020), Freitag et al. (2020) also review paraphrasing for BLEU, although they focus on human paraphrasing. They find that better correlations are achieved by replacing the original reference with a human paraphrased one, as original references often display translationese. We test this observation here, but using our automatic paraphrases. Results are shown in Table 7 (system level) and Table 8 (segment level).

We find that replacing the original reference with its first paraphrase results in higher correlations for the into-English language directions at the system

Figure 2: System-level results for into-English language directions.
level (although the gain is only significant for three directions), and there do not seem to be gains at the segment level. In general, it harms both correlation types for the from-English language directions, probably due to the better quality of the English paraphrasing compared to that of the other languages. This appears to confirm Freitag et al.’s observation, as long as the quality of the paraphraser is good enough, which is our hypothesis concerning the into-English language directions.

Type of paraphraser We compare three different paraphraser directions for the into-English language directions: (i) the ‘sampled’ diverse paraphrasing approach from (Bawden et al., 2020), (ii) the n-best PRISM paraphrases, and (iii) the n-best diverse PRISM paraphrases used elsewhere in this paper. The results are given in Table 9. Somewhat surprisingly, even though they are not designed to be diverse, the n-best paraphrases give good correlations, at least up to 20 paraphrases, which was the maximum number tested with the sampled paraphraser. The sampled paraphrases also often perform better than the diverse approach produced by the PRISM paraphraser. One reason for this could be that the sampled paraphraser is trained specifically as an English paraphraser, whereas the PRISM paraphraser is multilingual (therefore providing greater support for automatic evaluation).

Exclusion of outliers Mathur et al. (2020) suggested that system-level correlations computed with Pearson’s are artificially inflated due to the presence of outliers, which are typically very poorly performing systems with low human scores. They propose a method based on mean average deviation (MAD) to exclude those outliers. We applied this method to the WMT19 system-level data to exclude systems, and then recomputed the system-level correlations.

The complete results are in Table 10. Comparing this to Table 7, we see an absolute drop in values, but little to nothing in the way of reversals between the BLEU (single-reference, zero-paraphrase) baseline and the paraphrase methods.

5 Conclusions and Future Work

The goal with any metric is to balance accuracy with ease-of-use. For our submission to the WMT20 metrics task, we extended our work investigating paraphrased English references (Bawden et al., 2020), by using a multilingual paraphraser.
the usefulness of extending surface-based metrics in the neural age. BLEU is appealing because of its simplicity and universality, but the emerging evidence (cf. Mathur et al. (2020)) suggest that the most promising approach for future work in MT evaluation is in model-based deep-learning approaches. What is encouraging and also somewhat surprising is that the embedding-based ESIM also seems to benefit from the addition of automatically paraphrased references at the segment level, especially into English.
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