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1 INTRODUCTION

In recent years, recommender system (RS) has been broadly adopted in various industries, helping users’ decisions in the era of information explosion, and playing a key role in promoting corporate profits. However, a growing scale of users (and items) and sophisticated model architecture to capture complex patterns make the size of the model continuously increasing [13, 25, 28, 30]. A large model with numerous parameters has a high capacity, and thus usually has better recommendation performance. On the other hand, it requires a large computational time and memory costs, and thus incurs a high latency during the inference phase, which makes it difficult to apply such large model to real-time platform.

Motivated by the significant success of knowledge distillation (KD) in the computer vision field, a few work [13, 25] have employed KD for RS to reduce the size of models while maintaining the performance. KD is a model-agnostic strategy to accelerate the learning of a new compact model (student) by transferring knowledge from a previously trained large model (teacher) [7]. The knowledge transfer is conducted as follows: First, the teacher model is trained with the user-item interactions in the training set which has binary labels – ‘1’ for observed interactions, and ‘0’ for unobserved interactions. Then, the student model is trained with the “soft” labels generated by the teacher model (i.e., teacher’s predictions) along with the available binary labels. The student model trained with KD has comparable performance to that of the teacher, and also has a lower latency due to its small size [13, 25].

The core idea behind this process is that the soft labels predicted by the teacher model reveal hidden relations among entities (i.e., users and items) not explicitly included in the training set, so that they accelerate and improve the learning of the student model. Specifically, the items ranked near the top of a user’s recommendation list would have strong correlations to the items that the user has interacted before [25]. Also, the soft labels provide guidance for distinguishing the items that each user would like and the items that each user would not be interested in among numerous unobserved items only labeled as ‘0’ [13]. By using the additional supervisions from the teacher model, the state-of-the-art methods [13, 25] have achieved comparable or even better performance to the teacher models with faster inference time.

However, there are still limitations in existing methods [13, 25]. First, the learning of the student is only guided by the teacher’s prediction results, which is not sufficient to fully take advantage of the knowledge stored in the teacher. This is because the prediction results incompletely reveal the teacher’s knowledge. As illustrated in Figure 1, the recommendation list from the teacher only shows that a user has a similar degree of preference on the two items (0.99 and 0.98). However, latent knowledge in the teacher, which is used to make such predictions, contains more detailed information that
the user likes different aspects of the two items (marked as navy blue and orange, respectively). In this regard, we argue that the training process and the performance of the student can be further improved by directly distilling such latent knowledge stored in the teacher model. Second, they distill the knowledge from the teacher’s predictions in a point-wise manner that considers a single item at a time. Because the point-wise approach does not consider multiple items simultaneously, it has a limitation in accurately maintaining the ranking orders predicted by the teacher model [24], which leads to degraded recommendation performance.

In this paper, we propose a novel knowledge distillation framework for RS, named DE-RRD, which distills both the latent knowledge stored in the teacher model (Fig. 1a) and the knowledge revealed from the teacher’s predictions (Fig. 1b). By learning both the teacher’s final predictions and the detailed knowledge that provides the bases for such predictions, the student model can be further improved. The proposed framework consists of two methods: 1) Distillation Experts (DE) and 2) Relaxed Ranking Distillation (RRD).

The main contributions of this paper lie in the following aspects:

**Distilling latent knowledge in the teacher model.** We propose a novel method—DE—for directly distilling latent knowledge stored in the teacher model. Specifically, DE transfers the knowledge from hidden representation space (i.e., the output of the intermediate layer) of the teacher to the representation space of the student. Due to the limited capacity, the student model cannot learn all the knowledge in the teacher representation space. DE first introduces an “expert”, which is a small feed-forward network, to distill the summarized knowledge that can restore the detailed knowledge of each entity in the teacher. However, distilling the knowledge of all entities with a single expert intermingles the information of weakly correlated entities and further hinders the entire distillation process. To tackle this problem, DE adopts the multiple experts and a novel expert selection strategy that clearly distinguishes the knowledge that each expert distills based on the correlations among the entities in the teacher representation space. To the best of our knowledge, our approach is the first attempt to directly distill the latent knowledge in the teacher model for RS. We demonstrate its rationality and superiority through extensive experiments and comprehensive analyses.

**Relaxed Ranking Distillation from the teacher’s predictions.** We propose a new method—RRD—that transfers the knowledge from the teacher’s predictions with direct consideration of ranking orders among items. Unlike the existing methods [13, 25] that distill the knowledge of an item at a time, RRD formulates this as a ranking matching problem between the recommendation list of the teacher and that of the student. To this end, RRD adopts the list-wise learning-to-rank approach [29] and learns to ensure the student to preserve the ranking orders predicted by the teacher. However, directly applying the list-wise approach can have adverse effects on the recommendation performance. Since a user is interested in only a few items among the numerous total items [10], learning the detailed ranking orders of all items is not only daunting but also ineffective. To tackle this challenge, RRD reformulates the daunting task to a relaxed ranking matching problem. Concretely, RRD matches the recommendation list from the teacher and that from the student, ignoring the detailed ranking orders among the uninteresting items that the user would not be interested in. RRD achieves superior recommendation performance compared to the state-of-the-art methods [13, 25].

**An unified framework.** We propose a novel framework—DE-RRD—which enables the student model to learn both from the teacher’s predictions and from the latent knowledge stored in the teacher model. Our extensive experiments on real-world datasets show that DE-RRD considerably outperforms the state-of-the-art competitors. DE-RRD achieves comparable performance to that of the teacher with a smaller number of learning parameters than all the competitors. Also, DE-RRD shows the largest performance gain when the student has the identical structure to the teacher model (i.e., self-distillation [5]). Furthermore, we provide both qualitative and quantitative analyses to further investigate the superiority of each proposed component. The source code of DE-RRD is publicly available1.

1https://github.com/SeongKu-Kang/DE-RRD_CIKM20

2 RELATED WORK

**Balancing effectiveness and efficiency is a key requirement for real-time recommender system (RS): the system should provide accurate recommendations with fast inference time.** Recently, the size of the recommender model is continuously increasing, and the computational time and memory cost required for the inference are also increasing accordingly [13, 25, 28, 30]. Due to the high latency, it becomes difficult to apply such large recommender to the real-time large-scale platform. In this section, we review several approaches to alleviate this problem.

**Balancing Effectiveness and Efficiency.** Several methods have adopted hash techniques to reduce the inference cost [10, 15, 16, 30]. They first learn binary representations of users and items, then construct the hash table. Although exploiting the binary representation can significantly reduce the inference costs, due to the constrained capability, their recommendation performance is limited compared to models that use real-values representations. In addition, several work has focused on accelerating the inference of the existing recommenders [1, 14, 26]. Specifically, tree-based data structures [2], data compression techniques [26], and approximated nearest neighbor search techniques [4, 23] have been successfully adopted to
Knowledge Distillation. Knowledge distillation (KD) is a model-agnostic strategy to improve the learning and the performance of a new “compact” model (student) by transferring knowledge from a previously trained “large” model (teacher) [3, 5, 7, 22]. The student model trained with KD has comparable performance to that of the teacher model, and also has lower inference latency due to its small size. Most KD methods have focused on the image classification problem. An early work [7] matches the softmax distribution of the teacher and the student. The predicted label distribution contains more rich information (e.g., inter-class correlation) than the one-hot class label, which leads to improved learning of the student model. Subsequent methods [3, 22] have focused on distilling knowledge from intermediate layers. Because teacher’s intermediate layers are generally bigger than that of the student, they [3, 22] utilize additional layers to bridge the different dimensions. Interestingly, KD has turned out to be effective in improving the teacher model itself by self-distillation [5].

Knowledge Distillation in Recommender System. Recently, inspired by the huge success of KD in the computer vision field, a few work [13, 25] have adopted KD to RS. A pioneer work is Ranking Distillation (RD) [25] which applies KD for the ranking problem; Providing recommendations of top-N unobserved items that have not interacted with a user. RD jointly optimizes a base recommender’s loss function with a distillation loss.

\[
\min_{\theta_s} L_{\text{Base}} + \lambda L_{\text{RD}}
\]

where \(\theta_s\) is the learning parameters of the student model, \(\lambda\) is a hyperparameter that controls the effects of RD. The base recommender can be any existing RS model such as BPR [21], NeuMF [6], and \(L_{\text{Base}}\) is its loss function (e.g., binary cross-entropy). The distillation loss of RD for user \(u\) is defined as follows:

\[
L_{\text{RD}} = - \sum_{\pi_k \in \pi} w_{\pi_k} \log(\hat{P}(\text{rel}=1|u, \pi_k))
\]

where \(\pi\) is a ranked list of top-K unobserved items for user \(u\) predicted by the teacher, \(w_{\pi_k}\) is the weight, which is computed based on each item’s ranking from the student and the teacher, for reflecting relative importance among top-K items.

A subsequent work Collaborative Distillation (CD) [13] first samples unobserved items from the teacher’s recommendation list according to their ranking; high-ranked items are more frequently sampled, then trains the student to mimic the teacher’s prediction score (e.g., relevance probability) on the sampled items. The distillation loss of CD for user \(u\) is defined as follows:

\[
L_{\text{CD}} = - \left( \sum_{\pi_k \in \pi} q_{\pi_k} \log(\hat{P}(\text{rel}=1|u, \pi_k)) + (1 - q_{\pi_k}) \log(1 - \hat{P}(\text{rel}=1|u, \pi_k)) \right)
\]

where \(\pi\) is a ranked list of \(K\) unobserved items sampled from teacher’s recommendations for user \(u\), \(q_{\pi_k}\) is the weight, which is computed based on teacher’s prediction score on each item, for reflecting relative importance among the sampled items.

In summary, the distillation loss of the existing methods makes the student model follow the teacher’s predictions on unobserved items with particular emphasis on the high-ranked items. In RS, only high-ranked items in the recommendation list are matter. Also, such high-ranked items reveal hidden patterns among entities (i.e., users and items); the high-ranked items in the recommendation list would have strong correlations to the user [25]. By using such additional supervisions from the teacher, they have achieved the comparable performance to the teacher with faster inference time.

However, the existing methods still have room for improvement by the following reasons: First, the student can be further improved by directly distilling the latent knowledge stored in the teacher model. Latent knowledge refers to all information of users, items, and relationships among them that is discovered and stored in the teacher model. Such knowledge is valuable for the student because it provides detailed explanations on the final prediction of the teacher. Second, they transfer the knowledge from the teacher’s predictions with a point-wise approach that considers a single item at a time. Since the point-wise approach does not take into account multiple items simultaneously, it has a limitation in accurately maintaining the ranking orders in the teacher’s ranking list [24]. This can lead to limited recommendation performance.

3 PROBLEM FORMULATION

In this work, we focus on top-N recommendations for implicit feedback. Let \(\mathcal{U}\) and \(\mathcal{I}\) denote the set of users and items, respectively. Given collaborative filtering (CF) information (i.e., implicit interactions between users and items), we build a binary matrix \(R \in \{0, 1\}^{|\mathcal{U}| \times |\mathcal{I}|}\). Each element of \(R\) has a binary value indicating whether a user has interacted with an item (1) or not (0). Note that an unobserved interaction does not necessarily mean a user’s negative preference on an item, it can be that the user is not aware of the item. For each user, a recommender model ranks all items that have not interacted with the user (i.e., unobserved items) and provides a ranked list of top-N unobserved items.

The knowledge distillation is conducted as follows: First, a teacher model with a large number of learning parameters is trained with the training set which has binary labels. Then, a student model with a smaller number of learning parameters is trained with the help from the teacher model in addition to the binary labels. The goal of KD is to fully improve the inference efficiency without compromising the effectiveness; We aim to design a KD framework that enables the student model to maintain the recommendation performance of the teacher with a small number of learning parameters.

4 DE-RRD: THE PROPOSED FRAMEWORK

We propose DE-RRD framework which enables the student model to learn both from the teacher’s predictions and from the latent knowledge encoded in the teacher model. DE-RRD consists of two methods: 1) Distillation Experts (DE) that directly transfers the latent knowledge from the teacher, 2) Relaxed Ranking Distillation (RRD) that transfers the knowledge revealed from the teacher’s predictions with direct consideration of ranking orders among items. This section is organized as follows. We first describe each
which is a small feed-forward network, is trained to reconstruct an expert $E$ (e.g., NeuMF [6]) based on the base model’s structure and the type of the student model. This approach provides a kind of filtering effect and improves the learning of detailed knowledge in the teacher as accurate as possible. This captured information on the user’s preference that can restore more latent knowledge from the hidden representation space (i.e., the output of the intermediate layer) of the teacher to the corresponding intermediate layer of the student. Let $h_t(\cdot)$ denote a mapping function to the student’s representation space ($\in R^{d_s}$) of the teacher model (i.e., a nested function up to the intermediate layer of the teacher). Similarly, let $h_s(\cdot)$ denote a mapping function to the student’s representation space ($\in R^{d_s}$). The output of the mapping function can be a separate representation of a user, an item (e.g., BPR [21]) or their combined representation (e.g., NeuMF [6]) based on the base model’s structure and the type of selected layer. Here, we use user $u$ as an example for convenience. An expert $E$ is trained to reconstruct $h_t(u)$ from $h_s(u)$ as follows:

$$\mathcal{L}(u) = \|h_t(u) - E(h_s(u))\|_2$$

Note that in the KD process, the teacher model is already trained and frozen. By minimizing the above equation, parameters in the student model (i.e., $h_s(\cdot)$) and the expert are updated.

The student model has smaller capacity compared to the teacher ($d_s << d_t$). By minimizing the equation 4, the student learns compressed information on the user’s preference that can restore more detailed knowledge in the teacher as accurate as possible. This approach provides a kind of filtering effect and improves the learning of the student model.

4.1 Distillation Experts (DE)

In this section, we provide the details of DE which distills the latent knowledge from the hidden representation space (i.e., the output of the intermediate layer) of the teacher to the corresponding representation space of the student. We first introduce “expert” to distill the summarized knowledge that can restore the detailed teacher’s knowledge of each entity. Then, we introduce a novel expert selection strategy for effectively distilling CF knowledge that contains information of all the entities having diverse preferences and characteristics.

4.1.1 Expert for distillation. DE exploits “expert” to distill knowledge from the teacher’s hidden representation space. An expert, which is a small feed-forward network, is trained to reconstruct the representation on a selected intermediate layer of the teacher from the representation on the corresponding intermediate layer of the student. Let $h_t(\cdot)$ denote a mapping function to the representation space ($\in R^{d_t}$) of the teacher model (i.e., a nested function up to the intermediate layer of the teacher). Similarly, let $h_s(\cdot)$ denote a mapping function to the student’s representation space ($\in R^{d_s}$). The output of the mapping function $\pi^{u}$ can be a separate representation of a user, an item (e.g., BPR [21]) or their combined representation (e.g., NeuMF [6]) based on the base model’s structure and the type of selected layer. Here, we use user $u$ as an example for convenience. An expert $E$ is trained to reconstruct $h_t(u)$ from $h_s(u)$ as follows:

$$\mathcal{L}(u) = \|h_t(u) - E(h_s(u))\|_2$$

Then, DE selects an expert based on the computed distribution. The representation belonging to the same division has strong correlations with each other, and they are distilled by the same expert without being mixed with weakly correlated representations belonging to the different divisions. The knowledge transfer of DE is conducted in the two steps: 1) a selection network first computes each expert’s degree of specialization for the knowledge to be distilled. 2) DE selects an expert based on the computed distribution, then distills the knowledge through the selected expert.

4.1.2 Expert selection strategy. Training a single expert to distill all the CF knowledge in the teacher is not sufficient to achieve satisfactory performance. The CF knowledge contains vast information of user groups with various preferences and item groups with diverse characteristics. When a single expert is trained to distill the knowledge of all the diverse entities, the information of the weakly correlated entities (e.g., users that have dissimilar preferences) is mixed and reflected in the expert’s weights. This leads to the adulated distillation that hinders the student model from discovering some users’ preferences.

To alleviate the problem, DE puts multiple experts in parallel and clearly distinguishes the knowledge that each expert distills. The key idea is to divide the representation space into exclusive divisions based on the teacher’s knowledge and make each expert to be specialized in distilling the knowledge in a division (Fig. 2a). The representations belonging to the same division has strong correlations with each other, and they are distilled by the same expert without being mixed with weakly correlated representations belonging to the different divisions. The knowledge transfer of DE is conducted in the two steps: 1) a selection network first computes each expert’s degree of specialization for the knowledge to be distilled. 2) DE selects an expert based on the computed distribution, then distills the knowledge through the selected expert.

Concretely, DE has $M$ experts ($E_1, E_2, ..., E_M$) and a selection network $S$ whose output is $M$-dimensional vector. To distill user $u$’s knowledge from the teacher, the selection network $S$ first computes the normalized specialization score vector $\alpha^u \in R^M$ as follows:

$$e^u = S(h_t(u)),$$

$$\alpha^u_m = \frac{\exp(e^u_m)}{\sum_{i=1}^{M} \exp(e^u_i)} \quad \text{for} \quad m = 1, ..., M$$

Then, DE selects an expert based on the computed distribution. We represent the selection variable $s^u$ that determines which expert to be selected for distilling $h_t(u)$. $s^u$ is a $M$-dimensional one-hot vector where an element is set to 1 if the corresponding expert is selected for distillation. DE samples this selection variable $s^u$ from a multinoulli distribution parameterized by $\{\alpha^u_m\}$ i.e.,
Discussion: selection vs. attention. Instead of selecting one expert, the attention mechanism (i.e., the softmax function) can be adopted. However, we think the selection is a more appropriate choice to distill the CF knowledge containing all the entities having diverse preferences and characteristics. This is because the attention makes every expert involved in distilling the knowledge of each entity. In other words, like in the case of a single expert, all the experts and attention network are trained to minimize the overall reconstruction errors of all the diverse entities. By doing so, information of weakly relevant entities gets mixed together, and this leads to performance degrade in some user groups. We provide experimental results to support our claims. Please refer to Section 5.3.

4.1.3 Optimization of DE. DE is jointly optimized with the base model’s loss function in the end-to-end manner as follows:

\[
\min_{\theta, \theta_{DE}} \mathcal{L}_{Base} + \lambda_{DE} \cdot \mathcal{L}_{DE}
\]

where \(\theta\) is the learning parameters of the student model, \(\theta_{DE}\) is the learning parameters of DE (i.e., the selection network and the experts), and \(\lambda_{DE}\) is a hyperparameter that controls the effects of DE. The base model can be any existing recommender (e.g., BPR, NeuMF), and \(\mathcal{L}_{Base}\) corresponds to its loss function. Note that the experts are not used in the inference phase.

The loss function of DE can be flexibly defined based on the base model’s structure and the types of hidden layer chosen for the distillation. Concretely, for NeuMF [6], which is a state-of-the-art deep recommender, the loss function can be defined to 1) separately distill knowledge of users and items in a mini-batch (i.e., \(\sum_{u \in B} \mathcal{L}(u) + \sum_{i \in B} \mathcal{L}(i)\)) or 2) distill the combined knowledge (i.e., \(\sum_{(u,i) \in B} \mathcal{L}(u,i)\)). Also, we adopt a simple temperature annealing schedule, which gradually decays the temperature from \(\tau_0\) to \(\tau_F\) as done in [11]: \(\tau(p) = \tau_0 (\tau_F / \tau_0)^p\) where \(\tau(p)\) is the temperature at epoch \(p\), and \(P\) is the total training epochs.

4.2 Relaxed Ranking Distillation (RRD)

We propose RRD, a new method to distill the knowledge revealed from the teacher’s predictions with direct consideration of ranking orders among items. RRD formulates this as a ranking matching problem between the recommendation list of the teacher model and that of the student model. To this end, RRD adopts the classical list-wise learning-to-rank approach [29]. Its core idea is to define a probability of a permutation (i.e., a ranking order) based on the ranking score predicted by a model, and train the model to maximize the likelihood of the ground-truth ranking order. For more details about the list-wise approach, please refer to [29].

However, merely adopting the list-wise loss can have adverse effects on the ranking performance. Because a user is interested in only a few items among the numerous total items [10], learning the detailed ranking orders of all the unobserved items is not only daunting but also ineffective. The recommendation list from the teacher model contains information about a user’s potential preference on each unobserved item; A few items that the user would be interested in (i.e., interesting items) are located near the top of the list, whereas the majority of items that the user would not be interested in (i.e., uninteresting items) are located far from the top.

Based on this information, RRD reformulates the daunting task of learning all the precise ranking orders to a relaxed ranking matching
problem. In other words, RRD aims to match the recommendation list from the teacher and that from the student, ignoring the detailed ranking orders among the uninteresting items. Concretely, RRD distills the information of 1) the detailed ranking orders among the interesting items, 2) the relative ranking orders between the interesting items and the uninteresting items. The overview of RRD is provided in Figure 2b.

4.2.1 Sampling interesting/uninteresting items. The first step of RRD is to sample items from the teacher’s recommendation list. In specific, RRD samples $K$ interesting items and $L$ uninteresting items for each user. As a user would not be interested in the vast majority of items, the interesting items should be sampled from a very narrow range near the top of the list, whereas the uninteresting items should be sampled from the wide range of the rest. To sample the interesting items, we adopt a ranking position importance scheme [20, 25] that places more emphasis on the higher positions in the ranking list. In the scheme, the probability of the $k$-th ranked item to be sampled is defined as: $p_k = e^{-k/T}$ where $T$ is the hyperparameter that controls emphasis on top positions.

With the scheme, RRD samples $K$ interesting items according to the user’s potential preference on each item (i.e., item’s ranking) predicted by the teacher. To sample the uninteresting items that corresponds the majority of items, we use a simple uniform sampling. Concretely, RRD uniformly samples $L$ uninteresting items from a set of items that have lower rankings than the previously sampled interesting items.

4.2.2 Relaxed permutation probability. Then, RRD defines a relaxed permutation probability motivated by [29]. For user $u$, $\pi^u$ denotes a ranked list of all the sampled items ($K + L$) sorted by the original order in the teacher’s recommendation list. $\pi^u_j$ denotes ranking scores on the sampled items predicted by the student model. The relaxed permutation probability is formulated as follows:

$$p(\pi^u_{1:K} | r^u) = \prod_{k=1}^{K} \frac{\exp(r^u_{\pi^u_{k}})}{\sum_{j=1}^{K} \exp(r^u_{\pi^u_{j}}) + \sum_{j=K+1}^{K+L} \exp(r^u_{\pi^u_{j}})}$$

(9)

where $r^u_{\pi^u_{k}}$ denotes a ranking score predicted by the student for the $k$-th item in $\pi^u$. $\pi^u_{1:K}$ denotes the partial list that contains the interesting items. RRD learns to maximize the log-likelihood $\log p(\pi^u_{1:K} | r)$ for all users. The proposed permutation probability is not affected by the detailed ranking orders among the uninteresting items ($L$). By maximizing the log-likelihood, the student model is trained to locate all the interesting items ($K$) higher than the all the uninteresting items ($L$) in the recommendation list, while maintaining the detailed ranking orders (from the teacher’s recommendation list) among the interesting items.

4.2.3 Optimization of RRD. RRD is jointly optimized with the base model’s loss function in the end-to-end manner as follows:

$$\min_{\theta_s} \mathcal{L}_{Base} + \lambda_{RRD} \cdot \mathcal{L}_{RRD}$$

(10)

where $\theta_s$ is the learning parameters of the student model and $\lambda_{RRD}$ is a hyperparameter that controls the effects of RRD. The base model can be any existing recommender, and $\mathcal{L}_{Base}$ corresponds to its loss function. The sampling process is conducted at every epoch. The loss function of RRD is defined to distill the knowledge of users in the mini-batch: $-\frac{1}{|B|} \sum_{u \in B} \log p(\pi^u_{1:K} | r^u)$. 

4.3 Optimization of DE-RRD

The proposed DE-RRD framework is optimized in the end-to-end manner as follows:

$$\min_{\theta_s, \theta_{DE}} \mathcal{L}_{Base} + \lambda_{DE} \cdot \mathcal{L}_{DE} + \lambda_{RRD} \cdot \mathcal{L}_{RRD}$$

(11)

where $\theta_s$ is the learning parameters of the student model, $\theta_{DE}$ is the learning parameters of DE (i.e., the selection network and the experts). The base model can be any existing recommender, and $\mathcal{L}_{Base}$ corresponds to its loss function.

5 EXPERIMENTS

We validate the superiority of DE-RRD on 12 experiment settings (2 real-world datasets $\times$ 2 base models $\times$ 3 different student model sizes). We first provide extensive experiment results supporting that DE-RRD outperforms the state-of-the-art competitors (Section 5.2). We also provide both quantitative and qualitative analyses to verify the rationality and superiority of each proposed component (Section 5.3). Lastly, we provide hyperparameter study (Section 5.4).

5.1 Experimental Setup

Datasets. We use two public real-world datasets: CiteULike [27], Foursquare [17]. We remove users and items having fewer than five ratings for CiteULike, twenty ratings for Foursquare as done in [6, 9, 21]. Data statistics are summarized in Table 1.

| Dataset      | #Users | #Items | #Interactions | Sparsity |
|--------------|--------|--------|---------------|----------|
| CiteULike    | 5,220  | 25,182 | 115,142       | 99.91%   |
| Foursquare   | 19,466 | 28,594 | 609,655       | 99.89%   |

Base Models. We validate the proposed framework on base models that have different architectures and optimization strategies. We choose a latent factor model and a deep learning model that are broadly used for top-$N$ recommendation with implicit feedback.

- BPR [21]: A learning-to-rank model for implicit feedback. It assumes that observed items are more preferred than unobserved items and optimizes Matrix Factorization (MF) with the pair-wise ranking loss function.
- NeuMF [6]: The state-of-the-art deep model for implicit feedback. NeuMF combines MF and Multi-Layer Perceptron (MLP) to learn the user-item interaction, and optimizes it with the point-wise objective function (i.e., binary cross-entropy).

Teacher/Student. For each base model and dataset, we increase the number of learning parameters until the recommendation performance is no longer increased, and use the model with the best performance as Teacher model. For each base model, we build three student models by limiting the number of learning parameters. We adjust the number of parameters based on the size of the last hidden layer. The limiting ratios ($\phi$) are $0.1, 0.5, 1.0$. Following the notation of the previous work [13, 25], we call the student model trained without the help of the teacher model (i.e., no distillation) as “Student” in this experiment sections.

Comparison Methods. The proposed framework is compared with the following methods:
• Ranking Distillation (RD) \([25]\): A KD method for recommender system that uses items with the highest ranking from the teacher’s predictions for distilling the knowledge.

• Collaborative Distillation (CD) \([13]\): The state-of-the-art KD method for recommender system. CD samples items from teacher’s predictions based on their ranking, then uses them for distillation. As suggested in the paper, we use unobserved items only for distilling the knowledge.

Finally, DE-RRD framework consists of the following two methods:

• Distillation Experts (DE): A KD method that directly distills the latent knowledge stored in the teacher model. It can be combined with any prediction-based KD methods (e.g., RD, CD, RRD).

• Relaxed Ranking Distillation (RRD): A KD method that distills the knowledge revealed from the teacher’s predictions with consideration of relaxed ranking orders among items.

Evaluation Protocol. We follow the widely used leave-one-out evaluation protocol \([6, 9, 19]\). For each user, we leave out a single interacted item for testing, and use the rest for training. In our experiments, we leave out an additional interacted item for the validation. To address the time-consuming issue of ranking all the items, we randomly sample 499 items from a set of unobserved items of the user, then evaluate how well each method can rank the test item higher than these sampled unobserved items. We repeat this process of sampling a test/validation item and unobserved items five times and report the average results.

As we focus on the top-\(N\) recommendation task based on implicit feedback, we evaluate the performance of each method with widely used three ranking metrics \([6, 9, 10]\): hit ratio (H\(_{\text{@}\text{N}}\)), normalized discounted cumulative gain (N@N), and mean reciprocal rank (M@N). H\(_{\text{@}\text{N}}\) measures whether the test item is present in the top-\(N\) list, while N@N and M@N are position-aware ranking metrics that assign higher scores to the hits at upper ranks.

Implementation Details for Reproducibility. We use PyTorch to implement the proposed framework and all the baselines, and use Adam optimizer to train all the methods. For RD, we use the public implementation provided by the authors. For each dataset, hyperparameters are tuned by using grid searches on the validation set. The learning rate for the Adam optimizer is chosen from \([0.1, 0.05, 0.01, 0.005, 0.0005, 0.00005, 0.000001]\), the model regularizer is chosen from \([10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}]\). We set the total number of epochs as 1000, and adopt early stopping strategy: stopping if H\(_{\text{@}5}\) on the validation set does not increase for 30 successive epochs.

For all base models (i.e., BPR, NeuMF), the number of negative sample is set to 1, and no pre-trained technique is used. For NeuMF, the number of the hidden layers is chosen from \([1, 2, 3, 4]\).

For all the distillation methods (i.e., RD, CD, DE, RRD), weight for KD loss \((\lambda)\) is chosen from \([1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}]\). For DE, the number of experts \((M)\) is chosen from \([5, 10, 20, 30]\). MLP is employed for the experts and the selection network. The shape of the layers of an expert is \([-d_1 \rightarrow (d_1 + d_2)/2 \rightarrow d_l]\) with ReLu activation, and that of the selection network is \([-d_1 \rightarrow M]\). We select the last hidden layer of all the base models to distill latent knowledge. We put the experts according to the structure of the selected layer; For the layer where user and item are separately encoded (i.e., BPR), we put \(M\) user-side experts and \(M\) item-side experts, and for the layer where user and items are jointly encoded (i.e., NeuMF), we put \(M\) experts to distill the combined information. \(\gamma_u\) and \(\gamma_p\) are set to \(10^{-10}\), respectively.

For prediction-based KD methods (i.e., RD, CD, RRD), the number of high-ranked (or interesting) items \((K)\) for distillation is chosen from \([10, 20, 30, 40, 50]\), weight for controlling the importance of top position \((\tau)\) is chosen from \([1, 5, 10, 20]\). For RRD, the number of uninteresting items \((L)\) is set to the same with \(K\), but it can be further tuned. For RD, the number of the warm-up epoch is chosen from \([30, 50, 100]\), the number of negative items in the dynamic weight is chosen from \([50, 100]\). Also, RD and CD have additional hyperparameters for reflecting the relative importance of the items used for distillation. We follow the recommended values from the public implementation and from the original papers.

5.2 Performance Comparison

Table 2 shows top-\(N\) recommendation accuracy of different methods in terms of various ranking metrics. In summary, DE-RRD shows the significant improvement compared to the state-of-the-art KD methods on two base models that have different architectures and optimization strategies. Also, DE-RRD consistently outperforms the existing methods on three different sizes of the student model in Figure 4. We analyze the results from various perspectives.

We first observe that the two methods of the proposed framework (i.e., DE, RRD) improve the performance of the student model. DE directly distills the teacher’s latent knowledge that includes detailed information on users, items, and the relationships among them. This enables the student to be more effectively trained than finding such information from scratch with a limited capacity. RRD distills the knowledge from the teacher’s predictions based on the relaxed ranking approach which makes the student to effectively maintain the ranking orders of interesting items predicted by the teacher. Unlike the existing methods (i.e., RD, CD), it directly handles the ranking violations among the sampled items, which can lead to better ranking performance.

Also, we observe that RRD achieves large performance gain particularly in NeuMF (\(\phi = 0.1\)). One possible reason is that NeuMF is trained with the point-wise loss function (i.e., binary cross-entropy) which considers only one item at a time. In general, it is known that the approaches considering the preference orders between items (e.g., pair-wise, list-wise) can achieve better ranking performance than the point-wise approach \([24]\). RRD enables the model to capture the ranking orders among the unobserved items, so that it can lead to the large performance gain. Interestingly, we observe that the prediction-based KD methods (i.e., RD, CD, RRD) can have an adverse effect when the model size is large (NeuMF with \(\phi = 0.5, 1.0\) in Figure 4). We conjecture that this is because when a model has sufficient capacity to achieve comparable performance to the teacher, enforcing it to exactly mimic the teacher’s prediction results can act as a strong constraint that rather hinders its learning.

In addition, we observe that DE-RRD achieves the best performance among all the methods in general. DE-RRD enables the student to learn both from the teacher’s prediction and from the latent knowledge that provides the bases for such predictions. Interestingly, DE-RRD also shows a large performance gain when the student model has the identical structure to the teacher model (i.e., self-distillation with \(\phi = 1.0\) in Figure 4). This result shows that
Table 2: Recommendation performances ($\phi = 0.1$). $\text{Improv.}_b$ and $\text{Improv.}_s$ denote the improvement of DE-RRD over the best baseline and student respectively. *, **, ***, and **** indicate $p \leq 0.05$, $p \leq 0.005$, $p \leq 0.0005$, and $p \leq 0.00005$ for the paired t-test of vs. the best baseline (for RRD, DE-RRD), vs. Student (for DE) on H@5.

| Dataset | Base Model | KD Method | H@5 | M@5 | N@5 | H@10 | M@10 | N@10 | H@20 | M@20 | N@20 |
|---------|------------|-----------|-----|-----|-----|------|------|------|------|------|------|
| BPR     | Teacher    | 0.5135    | 0.3583 | 0.3970 | 0.6185 | 0.3724 | 0.3102 | 0.3691 | 0.6577 | 0.3133 | 0.3906 |
|         | Student    | 0.4441    | 0.2949 | 0.3319 | 0.5541 | 0.3207 | 0.3202 | 0.3809 | 0.6746 | 0.3293 | 0.4074 |
|         | CD         | 0.4550    | 0.3025 | 0.3404 | 0.5607 | 0.3167 | 0.3746 | 0.6650 | 0.3240 | 0.4011 |       |
|         | DE **      | 0.4817    | 0.3230 | 0.3625 | 0.5916 | 0.3372 | 0.3977 | 0.6917 | 0.3441 | 0.4229 |       |
|         | DE-RRD *** | 0.4843    | 0.3231 | 0.3632 | 0.5966 | 0.3373 | 0.3989 | 0.6991 | 0.3417 | 0.4251 |       |
| CiteULike | Teacher    | 0.4790    | 0.3318 | 0.3684 | 0.5827 | 0.3347 | 0.4020 | 0.6748 | 0.3521 | 0.4245 |       |
|         | Student    | 0.3867    | 0.2331 | 0.2665 | 0.4909 | 0.2670 | 0.3202 | 0.3853 | 0.2738 | 0.3436 |       |
|         | RD         | 0.4179    | 0.2760 | 0.3113 | 0.5211 | 0.2896 | 0.3444 | 0.6227 | 0.2958 | 0.3696 |       |
|         | CD         | 0.4025    | 0.2633 | 0.2979 | 0.5030 | 0.2769 | 0.3306 | 0.6053 | 0.2822 | 0.3580 |       |
|         | DE **      | 0.4079    | 0.2625 | 0.2986 | 0.5139 | 0.2766 | 0.3328 | 0.6238 | 0.2843 | 0.3607 |       |
|         | DE-RRD ****| 0.4758    | 0.3108 | 0.3518 | 0.5805 | 0.3246 | 0.3856 | 0.6770 | 0.3312 | 0.4099 |       |
| NeuMF   | Teacher    | 0.5598    | 0.3607 | 0.4101 | 0.7046 | 0.3802 | 0.4571 | 0.8175 | 0.3882 | 0.4859 |       |
|         | Student    | 0.4869    | 0.3033 | 0.3489 | 0.6397 | 0.3239 | 0.3984 | 0.7746 | 0.3338 | 0.4333 |       |
|         | RD         | 0.4932    | 0.3102 | 0.3555 | 0.6455 | 0.3502 | 0.4043 | 0.7771 | 0.3591 | 0.4577 |       |
|         | CD         | 0.5006    | 0.3147 | 0.3608 | 0.6519 | 0.3534 | 0.3257 | 0.7789 | 0.3440 | 0.4421 |       |
|         | DE **      | 0.5283    | 0.3344 | 0.3824 | 0.6810 | 0.3544 | 0.4316 | 0.8032 | 0.3631 | 0.4627 |       |
|         | DE-RRD ****| 0.5308    | 0.3359 | 0.3843 | 0.6829 | 0.3565 | 0.4336 | 0.8063 | 0.3647 | 0.4647 |       |
| Foursquare | Teacher    | 0.5436    | 0.3464 | 0.3954 | 0.6906 | 0.3662 | 0.4430 | 0.8085 | 0.3746 | 0.4731 |       |
|         | Student    | 0.4724    | 0.2847 | 0.3319 | 0.6343 | 0.3060 | 0.3833 | 0.7327 | 0.3185 | 0.4180 |       |
|         | RD         | 0.4789    | 0.2918 | 0.3380 | 0.6368 | 0.3110 | 0.3878 | 0.7761 | 0.3173 | 0.4205 |       |
|         | CD         | 0.4904    | 0.2979 | 0.3456 | 0.6477 | 0.3156 | 0.3940 | 0.7845 | 0.3260 | 0.4293 |       |
|         | DE **      | 0.4862    | 0.2977 | 0.3444 | 0.6413 | 0.3174 | 0.3938 | 0.7742 | 0.3278 | 0.4284 |       |
|         | DE-RRD ****| 0.5172    | 0.3170 | 0.3621 | 0.6739 | 0.3321 | 0.4132 | 0.7962 | 0.3409 | 0.4450 |       |
|         | DE **      | 0.5193    | 0.3130 | 0.3641 | 0.6741 | 0.3352 | 0.4139 | 0.7983 | 0.3421 | 0.4544 |       |
|         | DE-RRD ****| 0.5193    | 0.3130 | 0.3641 | 0.6741 | 0.3352 | 0.4139 | 0.7983 | 0.3421 | 0.4544 |       |

Figure 4: Recommendation Performance on across three different student model sizes. (Red dotted line: Teacher)

It can be also used to maximize the performance of the existing recommender. Lastly, we provide the result of the online inference efficiency test in Table 3. All inferences are made using PyTorch with CUDA from Tesla P40 GPU and Xeon on Gold 6148 CPU. The student model trained with DE-RRD achieves comparable performance with only 10-50% of learning parameters compared to the teacher. The smaller model requires less computations and memory costs, so it can achieve lower latency. In particular, deep recommender (i.e., NeuMF) which has a large number of learning parameters and complex structures takes more benefits from the smaller model size. On real-time RS application that has larger numbers of users (and items) and has a more complex model structure, DE-RRD can lead to a larger improvement in online inference efficiency.
5.3 Design Choice Analysis

We provide both quantitative and qualitative analyses on the proposed methods and alternative design choices (i.e., ablations) to verify the superiority of our design choice. The performance comparisons with the ablations are summarized in Table 4.

For DE, we consider three ablations: (a) Attention, (b) One expert (large), (c) One expert (small). As discussed in Section 4.1.2, instead of the selection strategy, attention mechanism can be adopted. We also compare the performance of one large expert\(^5\) and one small expert. Note that DE, attention, and one expert (large) has the exact same number of learning parameters for experts. We observe that the increased numbers of learning parameters do not necessarily contribute to performance improvement ((a) vs. (c) in BPR).

We also observe that the selection shows the best performance among all the ablations. To further investigate this result, we conduct qualitative analysis on user representation spaces induced by each design choice. Specifically, we first perform clustering\(^6\) on user representation space from the teacher model to find user groups that have strong correlations (or similar preferences). Then, we visualize the average performance gain (per group) map in Figure 5. We observe that distilling the knowledge by the attention, one large expert can cause performance decreases in many user groups (blue clusters), whereas the selection improves the performance in more numbers of user groups (red clusters). In the ablations (a)-(c), the experts are trained to minimize the overall reconstruction errors on the sampled items (interesting and uninteresting items) for (d), on the top-ranked items (interesting items) for (e). Note that all the methods use the same number of items for distillation. We observe

\(^5\)We make one large expert by adopting the average pooling.

\(^6\)We use \(k\)-Means clustering in Scikit-learn. \(k\) is set to 20.

| Dataset | Base Model | \(\phi\) | Time (s) | #Params. | H@5 Ratio |
|---------|------------|--------|---------|----------|-----------|
| CiteULike | BPR | 1.0 | 59.27s | 6.08M | 1.03 |
| | 0.5 | 57.53s | 3.04M | 1.01 |
| | 0.1 | 55.39s | 0.61M | 0.94 |
| | NeuMF | 1.0 | 79.27s | 15.33M | 1.01 |
| | 0.5 | 68.37s | 7.63M | 1.01 |
| | 0.1 | 58.27s | 1.52M | 0.99 |
| Foursquare | BPR | 1.0 | 257.28s | 9.61M | 1.01 |
| | 0.5 | 249.19s | 4.81M | 1.01 |
| | 0.1 | 244.23s | 0.96M | 0.95 |
| | NeuMF | 1.0 | 342.84s | 24.16M | 1.02 |
| | 0.5 | 297.34s | 12.03M | 1.01 |
| | 0.1 | 255.24s | 2.40M | 0.95 |

We observe similar tendencies on CiteULike dataset. For DE, we show the effects of two hyperparameters: \(\lambda_{DE}\) that controls the importance of DE and the number

![Figure 5: Performance (N@20) gain map (BPR with \(\phi = 0.1\) on Foursquare).](image)

![Figure 6: Expert selection map of DE. Each color corresponds to an expert (BPR with \(\phi = 0.1\) on Foursquare).](image)

that merely adopting the list-wise loss has adverse effects on the ranking performance. First, (d) learns to match the full ranking order among all the sampled items. Learning the detailed order among the uninteresting items is not necessarily helpful to improve the ranking performance, and may further interfere with focusing on the interesting items. Also, (e), which only considers the interesting items, shows even worse performance than Student. The list-wise loss does not take into account the absolute ranking positions of the items; a ranking order can be satisfied regardless of the items’ absolute positions. Since (e) does not consider the relative orders between the interesting items and the uninteresting items, it may push such interesting items far from the top of the ranking list. Unlike the ablations, RRD adopts the relaxed ranking approach, which enables the student to better focus on the interesting items while considering the relative orders with the uninteresting items.

5.4 Hyperparameter Analysis

We provide analyses to offer guidance of hyperparameter selection of DE-RRD. For the sake of space, we report the results on Foursquare dataset with \(\phi = 0.1\). We observe similar tendencies on CiteULike dataset. For DE, we show the effects of two hyperparameters: \(\lambda_{DE}\) that controls the importance of DE and the number
of experts in Figure 7a. For RRD, we show the effects of two hyperparameters: $\lambda_{RRD}$ that controls the importance of RRD and the number of interesting items ($K$) in Figure 7b. In our experiment, the number of uninteresting items is set to the same with $K$. Note that for all graphs, value 0 corresponds to Student (i.e., no distillation).

Because the types of loss function of the proposed methods are different from that of the base models, it is important to properly balance the losses by using $\lambda$. For DE, the best performance is achieved when the magnitude of DE loss is approximately 20% (BPR), 2.5% (NeuMF) compared to that of the base model’s loss. For RRD, the best performance is achieved when the magnitude of RRD loss is approximately 7-10% (BPR), 1000% (NeuMF) compared to that of the base model’s loss. For the number of experts and $K$, the best performance is achieved near 10-20 and 30-40, respectively. Lastly, we show the effects of combinations of $\lambda_{DE}$ and $\lambda_{RRD}$ in DE-RRD framework in Table 5. Generally, the best performance of DE-RRD is observed in the ranges where each method (i.e., DE, RRD) achieves the best performance.

6 CONCLUSION

This paper proposes a novel knowledge distillation framework for recommender system, DE-RRD, that enables the student model to learn both from the teacher’s predictions and from the latent knowledge stored in a teacher model. To this end, we propose two novel methods: 1) DE that directly distills latent knowledge from the representation space of the teacher. DE adopts the experts and the expert selection strategy to effectively distill the vast CF knowledge to the student. 2) RRD that distills knowledge revealed from teacher’s predictions with direct considerations of ranking orders among items. RRD adopts the relaxed ranking approach to better focus on the interesting items. Extensive experiment results demonstrate that DE-RRD significantly outperforms the state-of-the-art competitors.
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