The complex elliptic Ginibre ensemble at weak non-Hermiticity: bulk spacing distributions
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Abstract
We show that the distribution of bulk spacings between pairs of adjacent eigenvalue real parts of a random matrix drawn from the complex elliptic Ginibre ensemble is asymptotically given by a generalization of the Gaudin-Mehta distribution, in the limit of weak non-Hermiticity. The same generalization is expressed in terms of an integro-differential Painlevé function and it is shown that the generalized Gaudin-Mehta distribution describes the crossover, with increasing degree of non-Hermiticity, from Gaudin-Mehta nearest-neighbor bulk statistics in the Gaussian Unitary Ensemble to Poisson gap statistics for eigenvalue real parts in the bulk of the Complex Ginibre Ensemble.

Keywords: complex elliptic Ginibre ensemble, Fredholm determinants, Gaudin-Mehta gap statistics, integro-differential Painlevé functions, Gaudin-Mehta and Poisson gap distribution.

1. Introduction and statement of results

Given a matrix $M_n \in \mathbb{C}^{n \times n}$, we let $\{\lambda_j(M_n)\}_{j=1}^n \subset \mathbb{C}$ be the eigenvalues of $M_n$ counted with algebraic multiplicity. The purpose of this paper is to study nearest-neighbor bulk spacings of elements in the set $\{\Re \lambda_j(M_n)\}_{j=1}^n \subset \mathbb{R}$ when $M_n$ is drawn from the complex elliptic Ginibre ensemble (eGinUE), in a suitable scaling limit coined the limit of weak non-Hermiticity, see
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The GTU is defined as the following probability law on $M_n$.

$$
\mathbb{P}_{n,\tau}(dM_n) = Z_{n,\tau}^{-1} \exp \left\{ -\frac{n}{1-\tau^2} \text{tr} \left( M_n^* M_n - \frac{\tau}{2} (M_n^2 + (M_n^*)^2) \right) \right\} dM_n, \quad \tau \in [0,1),
$$

(1.1)

where $Z_{n,\tau}$ is a normalizing constant and $M_n^\dagger$ denotes the adjoint of $M_n$. The GUE is defined on $M_n$ by taking $\tau = 0$ in (1.1).

**Definition 1.2 (GUE, [43])**. Let $H_n$ denote the space of Hermitian matrices $G_n = [z_{ij}]_{1 \leq i \leq n} \in \mathbb{C}^{n \times n}$ equipped with the measure

$$
dG_n = \prod_{i=1}^{n} d\xi_{ii} \prod_{1 \leq i < k \leq n} d\xi_{ik}.
$$

The GUE is defined as the following probability law on $H_n$,

$$
\mathbb{P}_n(dG_n) = Z_n^{-1} \exp \left\{ -n \text{tr} \left( G_n^2 \right) \right\} dG_n,
$$

(1.2)

where $Z_n$ is a normalizing constant.

1.1. **Spacings in the GUE**

The bulk distribution of eigenvalues in the GUE is a classical topic in Random Matrix Theory (RMT), see [3, 21, 40, 42], which is driven by the Wigner semicircle law. To the point, if $N_n(\Delta)$ denotes the number of eigenvalues of $G_n \in \text{GUE}$ in a bounded interval $\Delta \subset \mathbb{R}$, then under the law (1.2),

$$
\mathbb{E}_n \{ N_n(\Delta) \} = n \int_{\Delta} \rho_{sc}(x) \, dx + o(n) \quad \text{as} \quad n \to \infty,
$$

(1.3)

uniformly in $\Delta$, with $\rho_{sc}$ equal to the semi-circular density

$$
\rho_{sc}(x) := \frac{1}{\pi} \sqrt{4-x^2}, \quad x_+ := \max \{ x, 0 \}, \quad x \in \mathbb{R}.
$$

In informally, the mean law (1.3) says that the eigenvalues $\lambda_j(G_n)$ concentrate in the interval $[-\sqrt{2}, \sqrt{2}] \subset \mathbb{R}$ and for a level $\lambda_0 \in \mathbb{R}$ in the interior of the bulk region $-\sqrt{2} + \epsilon \leq \lambda_0 \leq \sqrt{2} - \epsilon$ with $\epsilon \in (0, \sqrt{2})$ fixed, the expected eigenvalue spacing should be $1/(n\rho_{sc}(\lambda_0))$ near $\lambda_0$. In more detail, if we first define the eigenvalue density $p_n: \mathbb{R}^n \to \mathbb{R}_+$ in the GUE to be the unique symmetric function for which under (1.2)

$$
\mathbb{E}_n \{ F(\lambda_1(G_n), \ldots, \lambda_n(G_n)) \} = \int_{\mathbb{R}^n} F(x_1, \ldots, x_n) p_n(x_1, \ldots, x_n) \, dx_1 \cdots dx_n, \quad G_n \in \text{GUE},
$$

(1.4)
for any bounded symmetric Borel function $F : \mathbb{R}^n \rightarrow \mathbb{R}$ of compact support in the region \(-\infty < x_1 < \cdots < x_n < \infty\), then, by the work of Dyson [20],

$$p_n(x_1, \ldots, x_n) = Q_n^{-1} \exp \left\{ -n \sum_{\ell = 1}^{n} x_{\ell}^2 \right\} |\Delta(x_1, \ldots, x_n)|^2,$$

in terms of the Vandermonde $\Delta(x_1, \ldots, x_n) := \prod_{1 \leq j < k \leq n} (x_k - x_j)$ and the normalizing constant $Q_n$ given in [42, (4.1.29)]. In particular, the marginal density

$$p_{\ell}^{(n)}(x_1, \ldots, x_{\ell}) := \int_{\mathbb{R}^{n-\ell}} p_n(x_1, \ldots, x_n) \, dx_{\ell+1} \cdots dx_n, \quad 1 \leq \ell \leq n,$$

is given by the famous Gaudin-Mehta formula, see [42, (4.2.22)],

$$p_{\ell}^{(n)}(x_1, \ldots, x_{\ell}) = \frac{(n-\ell)!}{n!} \det [K_n(x_j, x_k)]_{j,k=1}^{\ell}, \tag{1.5}$$

where $K_n(x, y)$ is the reproducing kernel

$$K_n(x, y) = e^{-2x^2 - 2y^2} \sum_{\ell = 0}^{n-1} P_{\ell}^{(n)}(x) P_{\ell}^{(n)}(y),$$

and $\{P_{\ell}^{(n)}\}_{\ell=0}^{\infty} \subset \mathbb{R}[x]$ are the orthonormal polynomials with respect to the measure $e^{-nx^2} \, dx$ on $\mathbb{R}$, i.e.

$$\int_{-\infty}^{\infty} e^{-nx^2} P_{j}^{(n)}(x) P_{k}^{(n)}(x) \, dx = \delta_{jk} \quad \text{and so} \quad P_{\ell}^{(n)}(x) = n^{\ell/2} h_{\ell}(\sqrt{n}x),$$

where the family $\{h_{\ell}\}_{\ell=0}^{\infty} \subset \mathbb{R}[x]$ relates to the Hermite polynomials $\{H_{\ell}\}_{\ell=0}^{\infty} \subset \mathbb{R}[x]$, see [41, section 18.3], via

$$h_{\ell}(x) := \gamma_{\ell} H_{\ell}(x), \quad \gamma_{\ell}^2 := \sqrt{\pi} 2^{\ell} \ell!, \quad H_{\ell}(x) := \frac{\ell!}{2\pi i} \oint_{|\eta| = \delta > 0} e^{2\pi i \eta n - n} \frac{d\eta}{\eta^{\ell+1}}. \tag{1.6}$$

Furthermore, by (1.4) and (1.5), the generating functional in the GUE, i.e. the quantity

$$E_n[\phi] := \mathbb{E}_n \left\{ \prod_{\ell=1}^{n} (1 - \phi(\lambda_{\ell}(G_n))) \right\}$$

$$= 1 + \sum_{\ell=1}^{n} (-1)^{\ell} \left( \frac{n}{\ell} \right) \int_{\mathbb{R}^{\ell}} p_{\ell}^{(n)}(x_1, \ldots, x_{\ell}) \phi(x_1) \cdots \phi(x_{\ell}) \, dx_1 \cdots dx_{\ell},$$

admits the Fredholm determinant representation, see [42, (4.2.20)],

$$E_n[\phi] = 1 + \sum_{\ell=1}^{n} \left( -1 \right)^{\ell} \frac{\ell!}{\ell} \int_{\mathbb{R}^{\ell}} \phi(x_1) \cdots \phi(x_{\ell}) \det [K_n(x_j, x_k)]_{j,k=1}^{\ell} \, dx_1 \cdots dx_{\ell}, \tag{1.7}$$
as soon as the support \( J = \text{supp}(\phi) \) of the bounded test function \( \phi : \mathbb{R} \to \mathbb{C} \) is compact. Hence, by (1.7) and the inclusion-exclusion principle, the probability \( E_n(\Delta) := \mathbb{P}_n(\mathcal{N}_n(\Delta) = 0) \) that \( M_n \in \text{GUE} \) has no eigenvalues in a given bounded interval \( \Delta \subset \mathbb{R} \), is equal to

\[
E_n(\Delta) = E_n[\chi_{\Delta}] = 1 + \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell}}{\ell!} \int_{\Delta^\ell} \det[K_n(x_j, x_k)]_{j,k=1}^{\ell} \, dx_1 \cdots dx_\ell,
\]

with the indicator function \( \chi_{\Delta} \) of \( \Delta \). Seeing that the asymptotics of \( K_n \) are very-well understood, the precise eigenvalue spacing near a level \( \lambda_0 \) in the interior of the bulk region becomes accessible: by the Plancherel-Rotach asymptotics [41, section 18.15(v)],

\[
\lim_{n \to \infty} (\rho_n(\lambda_0))^{-\ell} P_{\ell}^{(\alpha)}(\lambda_0 + \frac{\mu_1}{n \rho_n(\lambda_0)}, \ldots, \lambda_0 + \frac{\mu_\ell}{n \rho_n(\lambda_0)}) = \det \left[ \frac{\sin \pi (\mu - \mu_k)}{\pi (\mu_j - \mu_k)} \right]_{j,k=1}^{\ell},
\]

uniformly in \((\mu_1, \ldots, \mu_\ell)\) chosen from any compact subset of \( \mathbb{R}^\ell \) where \( \rho_n(x) := P_{\ell}^{(\alpha)}(x) \) is the density of the averaged normalized counting measure, i.e. the density of \( E_n(\mathcal{N}_n(\cdot)) \). Note the consistency of the normalization in the LHS of (1.9) with the aforementioned heuristic that the expected eigenvalue spacing should be \( 1/(n \rho_n(\lambda_0)) \sim 1/(n \rho_n(\lambda_0)) \) near \( \lambda_0 \) for large \( n \). From (1.9), one obtains subsequently that

\[
E_n\left(\lambda_0 + \frac{\Delta}{n \rho_n(\lambda_0)}\right) = 1 + \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell}}{\ell!} \int_{\Delta^\ell} \det \left[ \frac{\sin \pi (\mu - \mu_k)}{\pi (\mu_j - \mu_k)} \right]_{j,k=1}^{\ell} \, d\mu_1 \cdots d\mu_\ell + o(1)
\]
as \( n \to \infty \) uniformly in the bounded interval \( \Delta \subset \mathbb{R} \), or in equivalent form, as \( n \to \infty \),

\[
E_n\left(\lambda_0 + \frac{\Delta}{n \rho_n(\lambda_0)}\right) = \prod_{j=1}^{\infty} (1 - \omega_j(K_{\text{sin}}(\Delta))) + o(1),
\]

\[
\lambda_0 + \frac{\Delta}{c} := \left\{ \lambda_0 + \frac{x}{c} : x \in \Delta \right\}, \quad c > 0,
\]

(1.10)

where \( \omega_j(K_{\text{sin}}(\Delta)) \) are the non-zero eigenvalues, counted according to their algebraic multiplicities, of the trace class integral operator \( K_{\text{sin}} : L^2(\Delta) \to L^2(\Delta) \) with

\[
(K_{\text{sin}} f)(x) := \int_{\Delta} \frac{\sin \pi (x - y)}{\pi (x - y)} f(y) \, dy.
\]

The asymptotic (1.10) can now be used to control the spacing distribution of an individual bulk eigenvalue \( \lambda_0 \). Indeed, the conditional probability that the distance between an eigenvalue at \( \lambda_0 \) and its nearest neighbor to the right is bigger than \( s/(n \rho_n(\lambda_0)) \) for large \( n \) and fixed \( s > 0 \), equals

\[
q_n(s) := \lim_{n \to \infty} \mathbb{P}_n \left\{ \text{no eigenvalues in } \left( \lambda_0, \lambda_0 + \frac{s}{n \rho_n(\lambda_0)} \right] \right\} \geq \mathbb{P}_n \left\{ \text{an eigenvalue in } \left( \lambda_0 - \frac{h}{n \rho_n(\lambda_0)}, \lambda_0 \right) \right\},
\]

(1.11)

and so, by (1.10), the to (1.11) corresponding limiting spacing distribution becomes the Gaudin-Mehta distribution,

\[
F_1(s) := 1 - \lim_{n \to \infty} q_n(s) = \int_{0}^{s} \frac{d^2}{du^2} \left( 1 - \omega_j(K_{\text{sin}}(0, u)) \right) \, du, \quad s > 0,
\]

(1.12)
Figure 1. The Gaudin-Mehta bulk spacing distribution (1.12) in the GUE. The plots were generated in MATLAB with \( m = 80 \) quadrature points using the Nyström method for (1.12) with Gauss-Legendre quadrature, see [5]. On the left the distribution function, on the right the density function.

Note that (1.12) also equals the limiting distribution function for the average [19, (1.85)] and single [45, (7)] gap spacing in the GUE, see figure 1 for a graph of the same and its density. From an integrable systems viewpoint we highlight that the Fredholm determinant in the leading order of (1.10) relates to a distinguished solution of Painlevé-V, see [32], however for us the following alternative Painlevé representation will be more interesting, see [3, lemma 3.6.6]. For any \( t > 0 \),

\[
D(t) := \prod_{j=1}^{\infty} (1 - \omega_j(K_{\sin}, (-t, t))) = \exp \left[ -2t - \int_{0}^{t} (t - s) (u(s))^2 \, ds \right],
\]

(1.13)

where \( u = u(t) \) solves the differential equation

\[
\left[ \frac{d^2}{dr^2} (tu(t)) + 4\pi^2 u(t) \right]^2 = 4 (u(t))^2 \left[ \left( \frac{d}{dr} (tu(t)) \right)^2 + 4\pi^2 (tu(t))^2 \right]
\]

(1.14)

with boundary constraint \( u(t) \sim 2 + O(t) \) as \( t \downarrow 0 \). Equation (1.14) also relates to a Painlevé-V equation, see [40, (21.3.19), (21.3.20)] and in particular [40, chapter 21.5].

1.2. Spacings in the GinUE

Moving to the GinUE, bulk spacings for eigenvalue real parts should also be considered classical, albeit the same topic is somewhat under appreciated in RMT literature. Namely, if \( \mathcal{R}_n(\Delta) \)

\[
\frac{d}{ds} F_1(s) = \frac{1}{3} (\pi s)^2 + \mathcal{O}(s^4), \quad s \downarrow 0.
\]

Note that (1.12) also equals the limiting distribution function for the average [19, (1.85)] and single [45, (7)] gap spacing in the GUE, see figure 1 for a graph of the same and its density. From an integrable systems viewpoint we highlight that the Fredholm determinant in the leading order of (1.10) relates to a distinguished solution of Painlevé-V, see [32], however for us the following alternative Painlevé representation will be more interesting, see [3, lemma 3.6.6]. For any \( t > 0 \),

\[
D(t) := \prod_{j=1}^{\infty} (1 - \omega_j(K_{\sin}, (-t, t))) = \exp \left[ -2t - \int_{0}^{t} (t - s) (u(s))^2 \, ds \right],
\]

(1.13)

where \( u = u(t) \) solves the differential equation

\[
\left[ \frac{d^2}{dr^2} (tu(t)) + 4\pi^2 u(t) \right]^2 = 4 (u(t))^2 \left[ \left( \frac{d}{dr} (tu(t)) \right)^2 + 4\pi^2 (tu(t))^2 \right]
\]

(1.14)

with boundary constraint \( u(t) \sim 2 + O(t) \) as \( t \downarrow 0 \). Equation (1.14) also relates to a Painlevé-V equation, see [40, (21.3.19), (21.3.20)] and in particular [40, chapter 21.5].

\[\text{One needs the identification } u(t) = 2\pi r(2\pi t) \text{ to map } r = r(t) \text{ in } [3, (3.6.36), (3.6.37)] \text{ to our } u = u(t) \text{ in (1.13).}\]
denotes the number of eigenvalue real parts of $M_n \in \text{GinUE}$ in a bounded interval $\Delta \subset \mathbb{R}$, then our workings in section 2 below show that under the law (1.1),

$$E_{n,0}\{ \mathcal{R}_n(\Delta) \} = n \int_{\Delta} \varrho_0(x) \, dx + o(n) \quad \text{as } n \to \infty,$$  

(1.15)

uniformly in $\Delta$, with $\varrho_0(x)$ equal to the density

$$\varrho_0(x) := \frac{2}{\pi} \sqrt{1 - x^2} + , \quad x \in \mathbb{R}. $$

Note that the integral in the right hand side of (1.15) is the integral of the uniform density $\rho_c$ on the unit disk over $\Omega_{\Delta} := \Delta \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C}$, i.e.

$$E_{n,0}\{ \mathcal{R}_n(\Delta) \} = n \int_{\Omega_{\Delta}} \rho_c(z) \, d^2z + o(n) \quad \text{as } n \to \infty.$$  

(1.16)

Hence, eigenvalue real parts of $M_n \in \text{GinUE}$ concentrate predictably, in view of the circular law [27], in the interval $[-1, 1] \subset \mathbb{R}$ and for a level $\lambda_0 \in \mathbb{C}$ in the interior of the bulk region $|\lambda_0| \leq 1 - \epsilon$ with $\epsilon \in (0, 1)$ fixed, the expected horizontal eigenvalue spacing should be $1/(n\varrho_0(\overline{\Re\lambda_0}))$ near $\lambda_0$.

**Remark 1.3.** The circular law foretells the expected radial eigenvalue spacing to be of order $1/(\sqrt{n}\rho_c(\lambda_0))$ near a bulk level $\lambda_0 \in \mathbb{C}$ and the same spacing yields the Ginibre bulk kernel, see e.g. [27, (1.42)]. Indeed, if

$$p_\ell^{(n,0)}(z_1, \ldots, z_\ell) := \frac{(n-\ell)!}{n!} \det[K_{n,0}(z_j, z_k)]_{j,k=1}^{\ell},$$

$$K_{n,0}(z, w) := \frac{n}{\pi} e^{-\frac{1}{2}|z|^2 - \frac{1}{2}|w|^2} \sum_{\ell=0}^{n-1} \frac{n^\ell}{\ell!} (z\overline{w})^\ell,$$

denotes the GinUE marginal density of its symmetric joint eigenvalue density, see e.g. [40, (15.1.31)], then

$$\lim_{n \to \infty} p_\ell^{(n,0)} \left( \lambda_0 + \frac{w_1}{\sqrt{n}}, \ldots, \lambda_0 + \frac{w_\ell}{\sqrt{n}} \right) = \det \left[ \frac{1}{\pi} e^{-\frac{1}{2}|w_j|^2 - \frac{1}{2}|w_k|^2 + w_j \overline{w_k}} \right]_{j,k=1}^{\ell},$$  

(1.17)

uniformly in $(w_1, \ldots, w_\ell)$ chosen from any compact subset of $\mathbb{C}^\ell$, and valid for any $\lambda_0$ in the interior of the unit disk. As we are interested in spacings of eigenvalue real parts, (1.17) will not be useful in the following.

Aiming at a better understanding of bulk spacings of eigenvalue real parts in the GinUE, we now formulate an analogue of (1.10) which will prove useful later on. Similarly to (1.8) and the GUE, we let $E_{n,0}(\Omega) := \mathbb{P}_{n,0}\{ \mathcal{N}_n(\Omega) = 0 \}$ denote the probability, under the law (1.1) with $\tau = 0$, that $M_n \in \text{GinUE}$ has no eigenvalues in a given rectangle $\Omega \subset \mathbb{C}$.

**Lemma 1.4.** Assume $\lambda_0 \in \mathbb{C}$ belongs to the interior of the support $\{ z \in \mathbb{C} : |z| \leq 1 \}$ of the circular law and suppose $\Delta \subset \mathbb{R}$ is a bounded interval of length $|\Delta| \in (0, \infty)$. Then

$$\lim_{n \to \infty} E_{n,0} \left( \lambda_0 + \frac{\Omega \Delta}{n\varrho_0(\overline{\Re\lambda_0})} \right) = e^{-|\Delta|}, \quad \Omega \Delta = \Delta \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C},$$  

(1.18)

where $\varrho_0(x)$ appeared in (1.15) and where we abbreviate $\lambda_0 + \frac{\Omega}{\pi} := \{ \lambda_0 + \frac{\ell}{\pi} : z \in \Omega \}$ for any $\ell > 0$. 
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The limit (1.18) tells us that bulk eigenvalue real parts in the GinUE, as \( n \to \infty \), behave like points in a Poisson process on \( \mathbb{R} \) with unit rate. To the point, for large \( n \), bulk eigenvalue real parts in the GinUE form a determinantal point process on \( \mathbb{R} \) determined by the correlation kernel

\[
K_{\text{Poi}}(x, y) := \begin{cases} 
1, & x = y \\
0, & x \neq y
\end{cases}, \quad (x, y) \in \mathbb{R}^2.
\]

This observation underwrites our next result about the spacing distribution of an individual bulk eigenvalue real part. We view the same result as the GinUE analogue of (1.12) and it reads as follows.

**Corollary 1.5.** Assume \( \lambda_0 \in \mathbb{R} \) belongs to the interior of the interval \([-1, 1] \subset \mathbb{R} \) and let \( q_{n,0}(s) \) denote the conditional probability that the distance between an eigenvalue real part at \( \lambda_0 \) and its nearest real part neighbor to the right is bigger than \( s/(n \rho_0(\lambda_0)) \) for large \( n \) and fixed \( s > 0 \), under (1.1) with \( \tau = 0 \), i.e.

\[
q_{n,0}(s) := \lim_{h \to 0} \mathbb{P}_{n,0} \left\{ \begin{array}{ll}
\text{no eigenvalue r.p.s. in } & \left( \lambda_0, \lambda_0 + \frac{s}{n \rho_0(\lambda_0)} \right) \\
\text{an eigenvalue r.p. in } & \left( \lambda_0 - \frac{h}{n \rho_0(\lambda_0)}, \lambda_0 \right)
\end{array} \right. ,
\]

Then the corresponding limiting spacing distribution is the Poisson gap distribution,

\[
F_0(s) := 1 - \lim_{n \to \infty} q_{n,0}(s) = \int_0^s \frac{d^2}{du^2} e^{-u} du = 1 - e^{-s}, \quad s > 0, \tag{1.19}
\]

uniformly in \( s \in (0, \infty) \) in any compact subset, compare figure 2, with

\[
\frac{d}{ds} F_0(s) = 1 + O(s), \quad s \downarrow 0.
\]
When comparing (1.12) and (1.19) one might wonder about the existence of a dynamical system interpolating between $D(\xi)$, representable in terms of a Fredholm determinant (1.12) or a Painlevé transcendent (1.13), (1.14), and the elementary function $e^{-t}$ appearing in (1.19). We will provide an answer to this question through our upcoming analysis of the eGinUE.

**Remark 1.6.** The limiting behavior (1.19) reaffirms the statistical independence of eigenvalue real parts in the GinUE in the large $n$-limit. This was previously known to hold true near the edge, see [4, 12], and is now known to hold true in the bulk as well. More classical is the independence of eigenvalue moduli in the GinUE, see [35].

1.3. **Spacings in the eGinUE**

The statistical analysis of eigenvalue real parts in the eGinUE is made possible by the remarkable insights of [17, 22] on the exact solvability of the same matrix model. Namely, if we define the eigenvalue density $p_{n,\tau} : \mathbb{C}^n \to \mathbb{R}_+$ in the eGinUE to be the unique symmetric function for which

$$
E_{n,\tau} \{F(\lambda_1(M_n), \ldots, \lambda_n(M_n))\} = \int_{\mathbb{C}^n} F(z_1, \ldots, z_n) p_{n,\tau}(z_1, \ldots, z_n) d^2z_1 \cdots d^2z_n, \quad M_n \in \text{eGinUE},
$$

for any bounded symmetric Borel function $F : \mathbb{C}^n \to \mathbb{R}$ of compact support in the region \{-∞ < |z_1| \leq \cdots \leq |z_n| < ∞ and arg$z_j$ < arg$z_{j+1}$ if $|z_j| = |z_{j+1}|$ for some $j\},$ then by the works [23–25] of Fyodorov, Khrouzhenko and Sommers, assuming $\tau \in (0, 1)$ henceforth,

$$
p_{n,\tau}(z_1, \ldots, z_n) = Q_{n,\tau}^{-1} \exp \left\{-n \sum_{\ell=1}^{n} V_\ell(z_\ell) \right\} |\Delta(z_1, \ldots, z_n)|^2, \quad V_\ell(z) := \frac{1}{1-\tau^2} \left(|z|^2 - \tau \Re \left(z^2\right)\right),
$$

in terms of the Vandermonde $\Delta(z_1, \ldots, z_n)$ and the normalizing constant $Q_{n,\tau}$ in [24, (2)]. Consequently, with the help of [17, 22], the orthogonal polynomial method in RMT allows one to compute the marginal density

$$
p_{n,\tau}^{(n,\tau)}(z_1, \ldots, z_\ell) := \int_{\mathbb{C}^{n-\ell}} p_{n,\tau}(z_1, \ldots, z_n) d^2z_{\ell+1} \cdots d^2z_n, \quad 1 \leq \ell \leq n,
$$

in Gaudin-Mehta fashion, see [17, section 3.1],

$$
p_{\ell}^{(n,\tau)}(z_1, \ldots, z_\ell) = \frac{(n-\ell)!}{n!} \det[K_{n,\tau}(z_j, z_k)]_{j,k=1}^\ell,
$$

(1.20)

where $K_{n,\tau}(z, w)$ is the reproducing kernel

$$
K_{n,\tau}(z, w) = e^{-\frac{1}{2}V_\tau(z) - \frac{1}{2}V_\tau(w)} \sum_{\ell=0}^{n-1} p_{\ell}^{(n,\tau)}(z) \overline{p_{\ell}^{(n,\tau)}(w)},
$$

(1.21)

and \{P_{\ell}^{(n,\tau)}\}_{\ell=0}^\infty \subset \mathbb{R}[z]$ are the orthonormal polynomials with respect to the measure $e^{-nV_\tau(z)}d^2z$ on $\mathbb{C}$, i.e.

$$
\int_{\mathbb{C}} e^{-nV_\tau(z)} p_j^{(n,\tau)}(z) \overline{p_k^{(n,\tau)}(z)} d^2z = \delta_{jk} \quad \text{and so} \quad p_{\ell}^{(n,\tau)}(z) = n^{\frac{\ell}{2}} h_{\ell}^n \left(\sqrt{n}z\right),
$$
where the family \( \{ h^\tau_\ell \}_{\ell=0}^\infty \subset \mathbb{R}[z] \) relates again to the Hermite polynomials \( \{ H_\ell \}_{\ell=0}^\infty \subset \mathbb{R}[x] \) in (1.6),

\[
h^\tau_\ell (z) := \gamma^\tau_\ell H_\ell \left( \frac{z}{\sqrt{2\tau}} \right), \quad (\gamma^\tau_\ell)^{-2} := \pi \ell! \sqrt{1 - \frac{z^2}{\tau}} \ell.
\]

With (1.20) in place it is now straightforward to compute the generating functional in the eGinUE, i.e. the quantity

\[
E_{n,\tau} [\phi] := E_{n,\tau} \left\{ \prod_{\ell=1}^n (1 - \phi (\lambda_\ell (M_n))) \right\}, \quad M_n \in \text{eGinUE},
\]

taken under the law (1.1) with \( \tau \in (0, 1) \), as Fredholm determinant, using the general theory of determinantal point processes, see for instance [33]. In turn, we are able to express the gap probability \( E_{n,\tau} (\Omega) \), i.e. the probability that \( M_n \in \text{eGinUE} \) has no eigenvalues in a rectangle \( \Omega \subset \mathbb{C} \), as Fredholm determinant, too.

**Proposition 1.7 ([33, proposition 2.2]).** Suppose the bounded test function \( \phi : \mathbb{C} \to \mathbb{C} \) has compact support \( J = \text{supp} \phi \subset \mathbb{C} \). Then

\[
E_{n,\tau} [\phi] = 1 + \sum_{\ell=1}^n \frac{(-1)^\ell \ell!}{\ell!} \int_{J^\ell} \phi (z_1) \cdots \phi (z_\ell) \det [K_{n,\tau} (z_j, z_k)]_{j,k=1}^\ell \, d^2z_1 \cdots d^2z_\ell,
\]

valid for all \( \tau \in (0, 1) \) in terms of the kernel \( K_{n,\tau} (z, w) \) in (1.21). In particular,

\[
E_{n,\tau} (\Omega) = E_{n,\tau} [\chi_{\Omega}]
\]

valid for any bounded rectangle \( \Omega \subset \mathbb{C} \) in terms of the indicator function \( \chi_{\Omega} \) on \( \Omega \).

Having flushed out (1.20) and (1.23) we proceed with our analysis of the bulk distribution of eigenvalue real parts in the eGinUE. First, we remind the reader about the celebrated elliptic law [28]: if \( N_{n,\tau} (\Omega) \) denotes the number of eigenvalues of \( M_n \in \text{eGinUE} \) in a bounded rectangle \( \Omega \subset \mathbb{C} \), then under the law (1.1),

\[
E_{n,\tau} \{ N_{n,\tau} (\Omega) \} = n \int_{\Omega} \rho_r (z) \, d^2z + o (n) \quad \text{as } n \to \infty,
\]

uniformly in \( \Omega \) and uniformly in \( \tau \in (0, 1) \) on compact subsets, with \( \rho_r \) equal to the uniform density

\[
\rho_r (z) := \frac{1}{\pi (1 - r^2)} \chi_{D_r} (z), \quad D_r := \left\{ z \in \mathbb{C} : \left( \frac{\Re z}{1 + r} \right)^2 + \left( \frac{\Im z}{1 - r} \right)^2 \leq 1 \right\}.
\]

Moving now to the statistics of bulk eigenvalue real parts we can, in principle, continue in two qualitatively different directions: One \( (i) \), we keep \( \tau \in (0, 1) \) fixed and find in section 3 that for the number \( \mathcal{R}_{n,\tau} (\Delta) \) of eigenvalue real parts of \( M_n \in \text{eGinUE} \) in a bounded interval \( \Delta \subset \mathbb{R} \),

\[
E_{n,\tau} \{ \mathcal{R}_{n,\tau} (\Delta) \} = n \int_\Delta \varrho_r (x) \, dx + o (n) \quad \text{as } n \to \infty,
\]
uniformly in $\Delta$, with $\varrho_\tau(x)$ equal to the density
\[\varrho_\tau(x) := \frac{2}{\pi(1 + \tau)} \sqrt{1 - \left(\frac{x}{1 + \tau}\right)^2}, \quad x \in \mathbb{R}. \tag{1.26}\]

The asymptotic (1.25) constitutes the limiting mean law for eigenvalue real parts at strongly non-Hermiticity, a term coined in [23] when $1 - \tau > 0$ uniformly in $n$. In this limit we are studying eigenvalue correlations of a genuinely non-Hermitian model and it is therefore less surprising that the bulk spacings of eigenvalue real parts are as in the GinUE, i.e. as in (1.18).

In detail, we record the below result.

**Lemma 1.8.** Assume $\lambda_0 \in \mathbb{C}$ belongs to the interior of the support $\mathbb{D}_\tau$ of the elliptic law with $\tau \in (0, 1)$ fixed and suppose $\Delta \subset \mathbb{R}$ is a bounded interval of length $|\Delta| \in (0, \infty)$. Then
\[\lim_{n \to \infty} E_{n, \tau} \left( \lambda_0 + \frac{\Omega_\Delta}{n \varrho_\tau(R\lambda_0)} \right) = e^{-|\Delta|}, \quad \Omega_\Delta = \Delta \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C}, \tag{1.27}\]
where $\varrho_\tau(x)$ appeared in (1.25).

As can be inferred from (1.27) the $\tau$-dependence in the limiting gap statistics of bulk eigenvalue real parts at strongly non-Hermiticity is trivial, and thus the same limit has no chance of interpolating between (1.19) and (1.12). For this reason we turn our attention to the second direction: Two (ii), the limit of weak non-Hermiticity when $\tau \uparrow 1$ at an explicit $n$-dependent rate. In this case our discussion starts from the below result that can be distilled from [2].

**Proposition 1.9 ([2, theorem 3]).** Let $\rho_{n, \tau}$ denote the density of the averaged normalized counting measure $E_{n, \tau} \left\{ \frac{1}{n} N_{n, \tau}(\cdot) \right\}$ in the eGinUE with $\tau \in (0, 1)$ and set $\tau_n := 1 - \frac{\tau}{n} \in (0, 1)$ with $\sigma > 0$. Then
\[\lim_{n \to \infty} \rho_{n, \tau_n}(z) = 0, \tag{1.28}\]
uniformly in any compact subset of $(\mathbb{C} \setminus \mathbb{R}) \times (0, \infty) \ni (z, \sigma)$ and
\[\lim_{n \to \infty} \int_{-\infty}^{\infty} \rho_{n, \tau_n}(x + iy) \, dy = \varrho_1(x), \quad \varrho_1(x) := \frac{1}{2\pi} \sqrt{2 - x^2}_+, \tag{1.29}\]
uniformly in any compact subset of $(\mathbb{R} \setminus \{\pm 2\}) \times (0, \infty) \ni (x, \sigma)$. In particular, by [2, (52)] and the dominated convergence theorem, the number $\mathcal{R}_{n, \tau_n}(\cdot)$ of eigenvalue real parts in the eGinUE at weak non-Hermiticity obeys the mean law
\[E_{n, \tau_n} \{ \mathcal{R}_{n, \tau_n}(\Delta) \} = n \int_{\Delta} \varrho_1(x) \, dx + o(n) \quad \text{as} \quad n \to \infty, \]
uniformly in the bounded interval $\Delta \subset \mathbb{R}$, for any fixed $\sigma > 0$. See (1.26) for $\varrho_1 = \varrho_1(x)$.

By (1.28) and (1.29), at weak non-Hermiticity, we observe a limiting scenario where the global eigenvalue distribution of a non-Hermitian random matrix is supported on the real line, yet local correlations still extend to the complex plane, see the upcoming proposition 1.10. This feature was first discovered in the eGinUE bulk by Fyodorov, Khoruzhenko and Sommers in

\[\text{Also because of the findings in [23, p 558] and in [2, theorem 1].}\]
theoretical physics, see [23–25]. It was made rigorous in mathematics at the eGinUE edge in [4] and in the eGinUE bulk, even for more general complex elliptic models, in [2]. Our upcoming spacing analysis of eigenvalue real parts in the eGinUE bulk will rest on some of the results in [2], but we need more, in particular we need Fredholm determinant formulæ for the generating functional, for gap probabilities and lastly for the limiting bulk real part spacing distribution.

**Proposition 1.10.** Assume \( \lambda_0 \in \mathbb{R} \) belongs to the interior of the interval \([-2, 2]\) and define

\[
\tau_n := 1 - \frac{1}{n} \left( \frac{\sigma}{\varrho_1(\lambda_0)} \right)^2 \in (0, 1),
\]

with \( \sigma > 0 \) and \( \varrho_1 = \varrho_1(x) \) as in (1.26). Then for any \( \ell \in \mathbb{Z}_{\geq 1} \), with \( p^{(n, \tau_\ell)}(z_1, \ldots, z_\ell) \) as in (1.20),

\[
\lim_{n \to \infty} \left( \varrho_1(\lambda_0) \sqrt{n} \right)^{-2\ell} p^{(n, \tau_\ell)}(\lambda_0 + \frac{w_1}{n \varrho_1(\lambda_0)}, \ldots, \lambda_\ell + \frac{w_\ell}{n \varrho_1(\lambda_0)}) = \det \{ K^\sigma_{\text{lim}}(w_j, z_k) \}_{j,k=1}^\ell,
\]

uniformly in \((w_1, \ldots, w_\ell)\) chosen from any compact subset in \( \mathbb{C}^\ell \) and uniformly in \( \sigma \in (0, \infty) \) also chosen from any compact subset. Here, using \( z_k := x_k + iy_k \in \mathbb{C}, \)

\[
K^\sigma_{\text{lim}}(z_1, z_2) := \frac{1}{\sigma} \exp \left[ -\frac{y_1^2 + y_2^2}{2\sigma^2} \right] \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-(\sigma u)^2} \cos(u(z_1 - z_2)) \, du.
\]

Next, the limiting generating functional of (1.23) at weak non-Hermiticity, i.e.

\[
E_\sigma[\phi] := \lim_{n \to \infty} E_{n, \tau_n}[\phi_n],
\]

where \( \phi_n(z) := \phi((z - \lambda_0)n \varrho_1(\lambda_0)) \) with \( \phi : \mathbb{C} \to \mathbb{C} \) bounded and of compact support \( J = \text{supp} \phi \subset \mathbb{C} \), equals

\[
E_\sigma[\phi] = 1 + \sum_{\ell=1}^\infty \frac{(-1)^\ell}{\ell!} \int_{\mu} \phi(z_1) \cdots \phi(z_\ell) \det \{ K^\sigma_{\text{lim}}(z_j, z_k) \}_{j,k=1}^\ell \, d^2z_1 \cdots d^2z_\ell,
\]

for any fixed \( \sigma > 0 \), and so the limiting gap probability

\[
E_\sigma(\Omega) := \lim_{n \to \infty} E_{n, \tau_n}(\lambda_0 + \frac{\Omega}{n \varrho_1(\lambda_0)}), \quad \Omega \subset \mathbb{C} \text{ measurable and bounded}
\]

is given by \( E_\sigma(\Omega) = E_\sigma[\chi_{\Omega}] \) in terms of the indicator function \( \chi_{\Omega} \) on \( \Omega \).

The limit (1.31) for the marginal density is a special case of [2, theorem 3(b)], after redefining our \( \sigma > 0 \) to align with \( \alpha > 0 \) in [2]. Note that (1.31) was first derived in [25, (51), (52)] using saddle point methods without details. To obtain the Fredholm determinant identity (1.33), and in turn the result for (1.34), one uses (1.23) and Hadamard’s inequality. The proof is easy since \( \Omega \subset \mathbb{C} \) is bounded in (1.34). However, our workings also show that the result for (1.34) remains valid for certain unbounded \( \Omega \subset \mathbb{C} \), precisely as needed in our study of eigenvalue real part spacings.
Proposition 1.11. Assume $\lambda_0 \in \mathbb{R}$ belongs to the interior of the interval $[-2, 2]$ and define $\tau_n$ as in (1.30). Then the limiting $e$GinUE gap probability

$$E_{\sigma}(s) := \lim_{n \to \infty} E_{n, \tau_n} \left( \lambda_0 + \frac{\Omega_s}{n \vartheta_1(\lambda_0)} \right), \quad \Omega_s := (0, s) \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C} \quad (1.35)$$

exists for all fixed $s, \sigma > 0$ and equals $E_{\sigma}(s) = E_{\sigma}[\chi]\chi$, compare (1.33).

Access to the gap probability in the vertical strip $\Omega_s$, as established in proposition 1.11, yields access to the bulk spacing distribution of eigenvalue real parts at weak non-Hermiticity. Indeed, we have the following generalization of (1.11), (1.12) and corollary 1.5 in the eGinUE at weak non-Hermiticity. The same constitutes our first main result.

Theorem 1.12. Assume $\lambda_0 \in (-2, 2)$ and define $\tau_n$ as in (1.30). Let $q_{n}^{\sigma}(s)$ denote the conditional probability that the distance between an eigenvalue real part at $\lambda_0$ and its nearest real part neighbor to the right is bigger than $s/(n \vartheta_1(\lambda_0))$ for large $n$ and fixed $s, \sigma > 0$, under the law (1.1) with $\tau = \tau_n \in (0, 1)$ as in (1.30), i.e.

$$q_{n}^{\sigma}(s) := \lim_{n \to \infty} \mathbb{P}_{n, \tau_n} \left\{ \begin{array}{l}
\text{no eigenvalue r.p.s. in } \left( \lambda_0, \lambda_0 + \frac{s}{n \vartheta_1(\lambda_0)} \right) \\
\text{or an eigenvalue r.p.s. in } \left( \lambda_0 - \frac{h}{n \vartheta_1(\lambda_0)}, \lambda_0 \right)
\end{array} \right\} \quad (1.36)$$

Then the corresponding limiting spacing distribution

$$\varphi(s, \sigma) = 1 - \lim_{n \to \infty} q_{n}^{\sigma}(s), \quad s, \sigma > 0 \text{ fixed},$$

is given by the following generalization of (1.12) and (1.19),

$$\varphi(s, \sigma) = \int_0^t \frac{d^2}{du} \prod_{j=1}^\infty \left( 1 - \omega_j(K_{\sin}^{\sigma}, \Omega_u) \right) du, \quad \Omega_u = (0, u) \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C}.$$

Here, $\omega_j(K_{\sin}^{\sigma}, \Omega)$ are the non-zero eigenvalues, counted according to their algebraic multiplicities, of the trace class integral operator $K_{\sin}^{\sigma} : L^2(\Omega) \to L^2(\Omega)$ with

$$(K_{\sin}^{\sigma})(z) := \int_{\Omega} K_{\sin}^{\sigma}(z, w) f(w) \, d^2 w, \quad \Omega \subset \mathbb{C},$$

see (1.32). As $s \downarrow 0$ and $\sigma > 0$ is fixed,

$$\frac{\partial}{\partial s} \varphi(s, \sigma) = \frac{1}{8} (\pi s)^2 \int_0^2 \int_0^2 (x - y)^2 e^{-\frac{1}{4}(\pi \sigma)^2(x - y)^2} \, dx \, dy + \mathcal{O}(s^4).$$

The limiting spacing distribution function (1.36) is our sought after generalization of the Gaudin-Mehta distribution function (1.12) in the eGinUE at weak non-Hermiticity. An easy argument, see section 5 below in corollaries 5.3 and 5.4, shows that $\varphi(s, \sigma)$ indeed degenerates to $F_{\lambda}(s)$ in (1.12), once $\sigma \downarrow 0$ as we move to the GUE, and to $F_0(s)$ in (1.19), once $\sigma \to \infty$ as we move to the GinUE, for fixed $s > 0$. The same interpolation phenomenon is visualized in figure 3 for selected choices of $\sigma \in [0, \infty)$.

Moving forward, we are now prepared to formulate the aforementioned integrable system that achieves the interpolation between $D(t)$ in (1.12), and the exponential in (1.19).
Figure 3. The generalized Gaudin-Mehta bulk spacing distribution (1.36) in the eGinUE at weak non-Hermiticity. The plots were generated in MATLAB with $m = 80$ quadrature points using the Nyström method with Gauss-Legendre quadrature. On the left the distribution function, on the right the density function, both for varying $\sigma \in [0, \infty)$.

This integrable system will underwrite the Fredholm determinant appearing in the integrand of (1.36). For brevity, we define for any $t, \sigma > 0$,

$$D_\sigma(t) := \prod_{j=1}^{\infty} (1 - \omega_j(K^-_{\text{sin}}(-t, t) \times \mathbb{R})), \quad (-t, t) \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C}, \quad (1.37)$$

and state our second main result.

**Theorem 1.13.** Set

$$\omega_{\alpha}(y) := \Phi(\alpha(y + 1)) - \Phi(\alpha(y - 1)), \quad y \in \mathbb{R}, \quad \alpha > 0; \quad \Phi(z) := 1 - \frac{1}{2}\text{erfc}(z), \quad z \in \mathbb{C},$$

in terms of the complementary error function $w = \text{erfc}(z)$, see [41, 7.2.2]. Then for all $t, \sigma > 0$,

$$D_\sigma(t) = \exp\left[-2t \int_{0}^{\infty} \omega_{\alpha}(y) \, dy - \int_{0}^{\infty} (t - s) \left\{ \int_{0}^{\infty} u_{\alpha}(s, y) \, dw_{\alpha}(y) \right\}^2 \, ds \right] \bigg|_{\alpha = \sigma^{-1}} (1.38)$$

with $dw_{\alpha}(y) \equiv w'_{\alpha}(y)dy$ and where $u_{\alpha} = u_{\alpha}(t, y)$ solves the integro-differential equation

$$\left[ \frac{\partial^2}{\partial t^2} (tu_{\alpha}(t, y)) + 4\pi^2 y^2 tu_{\alpha}(t, y) \right]^2 = 4 \left\{ \int_{0}^{\infty} u_{\alpha}(s, y) \, dw_{\alpha}(y) \right\}^2 \times \left[ \left( \frac{\partial}{\partial t} (tu_{\alpha}(t, y)) \right)^2 + 4\pi^2 y^2 (tu_{\alpha}(t, y))^2 \right], \quad (1.39)$$

with boundary condition $u_{\alpha}(t, y) \sim 2y$ as $t \downarrow 0$ for any fixed $y, \alpha > 0$.

Identity (1.38), (1.39) is a special case of a broader result for finite-temperature sine kernel Fredholm determinants of the type

$$F(t) := \prod_{j=1}^{\infty} (1 - \omega_j(K, (-t, t))), \quad t > 0,$$
as established in section 6 below, see theorem 6.7. Here, $K: L^2(\Delta) \to L^2(\Delta)$ is the integral operator with kernel
\[ K(x, y) := \int_0^\infty \cos(\pi (x - y) z) w(z) \, dz, \quad x, y \in \Delta \subset \mathbb{R}, \tag{1.40} \]
depending on a smooth, even weight function $w : \mathbb{R} \to [0, 1]$ such that $\lim_{|z| \to \infty} w(z) = 0$ exponentially fast, and where $\omega_j(K, \Delta)$ are its non-zero eigenvalues. Integral operators of the type (1.40) first appeared in the analysis of the emptiness formation probability in the one-dimensional Bose gas by Its et al. [31] for a Fermi weight, see [31, (1.4), (1.5)]. The same authors investigated the corresponding $F(t)$ in the framework of operator-valued Riemann-Hilbert problems, however a single scalar integro-differential equation as in (1.39) was not found in [31]. The next appearance of a kernel of the type (1.40) occurred in Johansson’s work [34, (38)] on the Moshe-Neuberger-Shapiro model, in a suitable grand canonical scaling limit. But no focus was placed on integrable systems in [34] and the same goes for the works [18, 38] where examples of $F(t)$ reappeared. Consequently, to the best of our knowledge, (1.38) and (1.39) mark the first time that the Fredholm determinant of a finite-temperature sine kernel (1.40) has been related to Painlevé special function theory. For more on finite-temperature kernels see, in particular, the recent works [14–16].

**Remark 1.14.** The kernel (1.32) is translation invariant in the horizontal direction and so
\[ D_\sigma (t) = \prod_{j=1}^\infty (1 - \omega_j(K^\sigma_{\text{min}}, \Omega_{2t})), \quad \Omega_{2t} = (0, 2t) \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C}, \]
which shows that (1.38) and (1.39) underwrite the limiting distribution function $\varphi$ in (1.36).

**Remark 1.15.** Observing the pointwise limit
\[ \lim_{\alpha \to \infty} w_\alpha(y) = \begin{cases} 1, & y \in (-1, 1) \\ 0, & y \in (-\infty, -1) \cup (1, \infty) \end{cases}, \]
of the weight in theorem 1.13, expression (1.38) becomes (1.13) as $\sigma \downarrow 0$ and $t > 0$ is fixed, with $u_\infty(s, 1)$ in (1.39) formally equal to $u(s)$ in (1.14). It is in this way that (1.38) and (1.39) generalize (1.13) and (1.14).

### 1.4. Methodology and outline of paper

The study of eigenvalue real parts in non-Hermitian random matrix ensembles was initiated by May in his landmark paper [39] on the stability of large ecological systems. Indeed, any quantitatively accurate description of the Gardner-Ashby-May transition [26] from sharp to unstable behavior, as the system’s complexity increases, requires precise control over the statistical behavior of eigenvalue real parts in the underlying matrix model. On the level of the rightmost eigenvalue, that is the eigenvalue with largest real part, such control was achieved in [4] for the

---

5 The paper [16] by Claes-Tarricone appeared in print earlier than our manuscript and it connects a class of finite-temperature sine kernel determinants to Painlevé special function theory. However, our work is independent of [16] and appeared nine months prior to it on arXiv.
eGinUE and in [12] for the GinUE\(^6\). Moreover, the work of Bender [4] was recently connected to the theory of integrable systems in [9] where it was shown that the limiting distribution function of the rightmost eigenvalue in the eGinUE at weak non-Hermiticity is expressible in terms of a distinguished integro-differential Painlevé-II transcendent. The same transcendent interpolates, with varying degree of non-Hermiticity, between the Hastings-McLeod Painlevé-II transcendent that underwrites the limiting statistical behavior of the rightmost eigenvalue in the GUE, see [47], and the elementary exponential that upholds the limiting Gumbel law found in [12] at the rightmost edge in the GinUE. In summary, the precise statistical description of the largest eigenvalue real part in the GUE, eGinUE and GinUE has been obtained in the papers [4, 9, 12, 47]. On the level of innermost eigenvalues, i.e. bulk eigenvalue real parts, much less was known in RMT literature up to this point. Save for the ubiquitous Gaudin-Mehta distribution (1.12), the Poisson gap distribution (1.19) in the GinUE and the generalized Gaudin-Mehta distribution (1.36) in the eGinUE at weak non-Hermiticity are novel results, and, as before at the rightmost edge, these results have now been connected to Painlevé special function theory through theorem 1.13 and corollaries 5.3, 5.4; nearly 25 years after the first appearance of (1.32) in [24, 25].

In proving the limit laws (1.16), (1.18), (1.19), (1.25), (1.27), (1.35) and (1.26) one faces a common technical hurdle in that all vertical eigenvalue coordinates need to be integrated out over \(\mathbb{R}^\infty\), i.e. unlike for the GUE in (1.3) or (1.10), one necessarily has to deal with unbounded integration domains when studying eigenvalue real parts in non-Hermitian ensembles. Our favorite tools for this obstacle will be the dominated convergence theorem and Fatou’s lemma, so we will oftentimes first establish dominance bounds and pointwise limits before integrating. Once the limits have been established, we then proceed by relating them to integrable systems theory. This is trivial in case of (1.18), (1.19) and (1.27), but far from trivial in (1.36). Indeed, the underlying integral operator \(K_{\sin}^\sigma\) in theorem 1.12 acts on \(L^2(\Omega)\) where \(\Omega \subset \mathbb{C}\) is two-dimensional and so most classical tools in integrable systems theory are not applicable to study the Fredholm determinant in (1.36). Faced with this obstacle one might be tempted to follow the approach in [9] where a similar higher-dimensional problem occurred at the rightmost eGinUE edge at weak non-Hermiticity. In [9] the problem was bypassed through the use of trace identities and quite surprisingly, similar trace identities also hold in the eGinUE bulk at weak non-Hermiticity for the operator \(K_{\sin}^\sigma\) with kernel (1.32). Namely, we have for any \(t, \sigma > 0\),

\[
\operatorname{tr}_{L^2(J)} \left( K_{\sin}^\sigma \right)^k = \operatorname{tr}_{L^2(J)} \left( M_{\sin}^\sigma \right)^k \quad \forall k \in \mathbb{Z}_{\geq 1} \text{ with } J := (-t, t) \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C},
\]

where \(M_{\sin}^\sigma : L^2(J) \to L^2(J)\) is trace class with

\[
(M_{\sin}^\sigma f)(z) := \int_K M_{\sin}^\sigma (z, w) f(w) \, dw, \quad M_{\sin}^\sigma (z_1, z_2) := \frac{1}{\sqrt{\pi}} e^{-\frac{1}{2} z^2} K_{\sin} (x_1 + \sigma y_1, x_2 + \sigma y_2) e^{-\frac{1}{2} z_2},
\]

in terms of the ordinary sine kernel (1.10), (5.6) and with \(z_k = x_k + iy_k \in \mathbb{C}\). The kernel structure (1.41) also appeared at the rightmost eGinUE edge at weak non-Hermiticity with \(K_{\sin}^\sigma\) replaced by the GUE Airy kernel, see [9, proposition 2.3]. In turn, the edge equivalent of (1.41)
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served as starting point for the analysis in [9] as it identified the underlying integral operator as Hankel composition operator acting on $L^2(\Omega)$ with a suitable domain $\Omega \subset \mathbb{C}$, and so the techniques of [7, 36] became available in the analysis of the underlying Fredholm determinant. Unfortunately, (1.41) does not identify $M^\omega_{\text{sin}}$ as Hankel composition operator but instead as Wiener-Hopf type operator and it is therefore not clear how (1.41) can be useful in the derivation of an integrable system for the Fredholm determinant of $K^\omega_{\text{sin}}$ on $L^2(J_t)$, say. For this reason we follow a different route in the analysis of $K^\omega_{\text{sin}}$, a route which relies on a suitable operator factorization and subsequent application of Sylvester’s identity. Afterwards we employ a Fourier integral representation while exploiting our previous dominance bounds, Hadamard’s inequality and a suitable dominance estimate. In turn, (1.39) does not identify the Fredholm determinant of $K^\omega_{\text{sin}}$ on $L^2(J_t \subset \mathbb{R}^2)$ as Fredholm determinant of a suitable finite-temperature sine kernel (1.40) on $L^2((-t, t) \subset \mathbb{R})$. Equipped with the same dimensional reduction we then adapt parts of the original algebraic Tracy-Widom method [46] to our needs and obtain the integro-differential connection (1.38), (1.39).

In more detail, the remaining sections of this paper are organized as follows: in section 2 we derive our horizontal spacing results in the GinUE as stated in (1.15), in lemma 1.4 and corollary 1.5. Our workings rely on the integrable structure of the GinUE and first establish a Fredholm determinant representation for the gap probability in suitable unbounded vertical sectors at finite $n$. Once achieved, we then evaluate the same Fredholm determinant in the large $n$ limit by exploiting the Plemelj-Smithies formula and by estimating the underlying operator traces. With (1.18) in place, formula (1.19) follows by l’Hospital’s rule and another operator trace estimation. Afterwards, in section 3, we establish (1.25) and lemma 1.8. Working in the eGinUE at strong non-Hermiticity requires us to rewrite the correlation kernel (1.21) as double contour integral as in [2] and to establish another Fredholm determinant formula for the gap probability (1.27) in a vertical sector, at finite $n$. Subsequently, the limit in (1.27) follows by proving that a suitable integral operator is asymptotically small in Hilbert–Schmidt norm. The same yields the desired result (1.27) via (3.16) and we note that this approach is inspired by the recent GinUE edge workings in [12, (20)]. We move to the eGinUE at weak non-Hermiticity in section 4 and first establish the Fredholm determinant formulæ in (1.33) and (1.34) for the gap probability on bounded domains $\Omega \subset \mathbb{C}$. The same formulæ are subsequently shown to be valid for unbounded vertical strips, too, and the limiting gap probability (1.35) is obtained by Hadamard’s inequality and a suitable dominance estimate. In turn, (1.36) follows by Taylor expansion while exploiting our previous dominance bounds, Hadamard’s inequality and the translation invariance of (1.32) in horizontal direction. Moving ahead, in section 5 we establish trace class and invertibility properties of $K^\omega_{\text{sin}}$ and derive two equivalent representations for its Fredholm determinant: one in (5.3) which is particular amenable to numerical simulations, compare figure 3, and which relies on an operator factorization and Sylvester’s identity. The same representation is also useful in establishing the degenerations of $\varphi(s, \sigma)$ as $\sigma \downarrow 0$ and $\sigma \rightarrow \infty$ in corollaries 5.3 and 5.4. The second representation in (5.9) for the Fredholm determinant of $K^\omega_{\text{sin}}$ identifies the same as a finite-temperature sine kernel determinant (1.40) and using this representation we compute the integrable system (1.38), (1.39) in section 6. In detail, we bring our finite-temperature sine kernel in generalized integrable form, see (6.1), and afterwards adapt the Tracy-Widom algebraic method [46, section VI] to the general kernel (1.40). En route we obtain integro-differential Gaudin-Mehta identities in (6.17), (6.18), (6.19) and subsequently theorem 6.7 for the general kernel family (1.40). A special case of this general result yields (1.38), (1.39) and completes our paper.

**Remark 1.16.** We choose to work with the algebraic Tracy–Widom method in the derivation of theorem 6.7 for ease of presentation. The same approach was used in [1] in the derivation of the aforementioned integro-differential Painlevé-II connection and only later on it was shown.
in [6, 8] that operator-valued Riemann-Hilbert techniques yield the same result. We expect that the operator-valued Riemann-Hilbert methodology can also be applied to (5.10), (6.1) and it would yield (1.38), (1.39) through the compatibility of a suitable operator-valued Lax pair.

**Remark 1.17.** A third approach to the Fredholm determinant of (1.40) emerges from the trace identities

\[ \text{tr}_{L^2(-\infty, 0)} K^m = \text{tr}_{L^2(\mathbb{R})} K^m, \quad m \in \mathbb{Z}_{\geq 1}, \quad t > 0; \]

where \( K_t : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \) acts as

\[ f \mapsto (K_t f)(x) := \int_{-\infty}^{\infty} \left[ \sqrt{w(x)} \frac{\sin(\pi (x - y) t)}{\pi (x - y)} \sqrt{w(y)} \right] f(y) \, dy \equiv \int_{-\infty}^{\infty} K_t(x, y) f(y) \, dy. \]

(1.42)

The kernel \( K_t(x, y) \) in (1.42) is of standard integrable type and it was precisely an operator of this form that appeared in the work of Its, Izergin, Korepin and Slavnov on the one-dimensional Bose gas, see [31, (1.4)]. Being of standard integrable type, one can analyze the Fredholm determinant of \( K_t \) on \( L^2(\mathbb{R}) \) via matrix-valued Riemann-Hilbert techniques as done in [31, section 5], where it was shown that the associated Fredholm determinant, for a particular weight, solves a PDE [31, (5.15)]\(^7\). It is reasonable to expect that a matrix-valued Riemann-Hilbert analysis of \( K_t \) will bring our integro-differential result (6.25) and the PDE result of [31] under one umbrella, just as it happened for the finite-temperature Airy kernel in [11]. Lastly, the matrix-valued Riemann-Hilbert approach is at present well amenable to asymptotics, see [31, section III] for some elements thereof, although the weight (5.15) in the eGinUE will pose additional difficulties because of the non-trivial zero locus of \( 1 - w_\alpha(z) \).

2. Horizontal spacings in the GinUE: proof of (1.15), lemma 1.4 and corollary 1.5

The following basic fact can be found in [27], in [21, 40, chapter 15] or in [30, theorem 4.3.10], compare also remark 1.3: the eigenvalues \( \{ \lambda_j(M_n) \}_{j=1}^n \subset \mathbb{C} \) of \( M_n \in \text{GinUE} \), see (1.1) with \( \tau = 0 \), form a determinantal point process in the complex plane with kernel

\[ K_{n,0}(z, w) = \frac{n}{\pi} e^{-\frac{1}{2} |z|^2 - \frac{1}{2} |z|^2} \sum_{\ell=0}^{n-1} \frac{n!}{\ell!} (z w)^\ell, \quad z, w \in \mathbb{C}, \]

(2.1)

with respect to the flat measure \( d^2 z \). As such, using Andréief’s and the Cauchy-Binet identity, the generating functional

\[ E_{n,0}[\phi] := E_{n,0} \left\{ \prod_{j=1}^n \left( 1 - \phi(\lambda_j(M_n)) \right) \right\}, \quad M_n \in \text{GinUE}, \]

equals

\[ E_{n,0}[\phi] = 1 + \sum_{\ell=1}^n (-1)^{\ell} \left[ \prod_{j=1}^\ell \phi(z_j) \cdots \phi(z_\ell) \det [K_{n,0}(z_j, z_k)]_{j,k=1}^\ell \right] d^2 z_1 \cdots d^2 z_\ell, \]

(2.2)

\(^7\) The weight in [31, (1.5)] depends on an auxiliary parameter \( \beta \) and the PDE is formulated in \((t, \beta)\).
where the support $J \equiv \text{supp} \phi \subset \mathbb{C}$ of the bounded test function $\phi : \mathbb{C} \to \mathbb{C}$ is assumed to be compact. Moving ahead, we let
\[
\rho_{n,0}(z) := \frac{1}{n} K_{n,0}(z, z), \quad z \in \mathbb{C},
\]
denote the density of the averaged normalized counting measure and now prove (1.15) and lemma 1.4.

**Proof of (1.15) and lemma 1.4.** Let $E_{n,0}(\Omega)$ denote the probability, under (1.1) with $\tau = 0$, that $M_n \in \text{GinUE}$ has no eigenvalues in $\Omega \subset \mathbb{C}$. Consider the rectangle $\Omega_{ab} := (a,b) \times (c,d) \subset \mathbb{R}^2 \simeq \mathbb{C}$ with $-\infty \leq a < b \leq \infty$ and $-\infty \leq c < d \leq \infty$. We begin by establishing the Fredholm determinant identity
\[
E_{n,0}\left(\lambda_0 + \frac{\Omega_{ab}}{n}\right) = 1 + \sum_{\ell=1}^n \frac{(-1)^\ell}{\ell!} \int_{(\Omega_{ab})^\ell} \det\left[n^{-2} K_{n,0}(\lambda_0 + \frac{w_j}{n}, \lambda_0 + \frac{w_k}{n})\right]_{j,k=1}^\ell \, d^2 w_1 \cdots d^2 w_\ell
\]
(2.3)
for any finite $n \in \mathbb{Z}_{\geq 1}$ and any $\lambda_0 \in \mathbb{C}$. Indeed, if $a, b, c, d$ are all finite, then (2.3) is a consequence of (2.2) and the inclusion-exclusion principle, so we first establish convergence of the right hand side of (2.3), for any finite $n \in \mathbb{Z}_{\geq 1}$, if at least one of $a, b, c, d$ is infinite. We will achieve this by using a version of Hadamard’s inequality. Namely, $B = [B_{jk}]_{j,k=1}^\ell \in \mathbb{C}^{\ell \times \ell}$ is a positive-definite matrix, for it is Hermitian, see (2.1), and we have for all $(t_1, \ldots, t_\ell) \in \mathbb{C}^\ell$, \[
\sum_{j,k=1}^\ell B_{jk} t_j \overline{t_k} = \frac{1}{n!} \sum_{m=0}^{n-1} \frac{n^m}{m!} \left| \sum_{j=1}^\ell \exp\left[-\frac{n}{2} \left| \lambda_0 + \frac{w_j}{n} \right|^2\right] \left(\lambda_0 + \frac{w_j}{n}\right)^m t_j \right|^2 \geq 0.
\]
Hence by [42, (5.2.72)],
\[
\det [B_{jk}]_{j,k=1}^\ell \leq \prod_{j=1}^\ell B_{jj} = \prod_{j=1}^\ell n^{-1} \rho_{n,0}\left(\lambda_0 + \frac{w_j}{n}\right),
\]
(2.4)
with
\[
\rho_{n,0}\left(\lambda_0 + \frac{w}{n}\right) := \frac{1}{\pi} \exp\left[-\frac{n}{2} \left| \lambda_0 + \frac{w}{n} \right|^2\right] \sum_{\ell=0}^{n-1} \frac{n^\ell}{\ell!} \left| \lambda_0 + \frac{w}{n} \right|^{2\ell}, \quad w \in \Omega_{ab}.
\]
However, for any $z, w \in \mathbb{C}$, by the binomial theorem and non-negativity,
\[
\sum_{\ell=0}^{n-1} \frac{1}{\ell!} |z + w|^{2\ell} \leq \sum_{\ell=0}^{n-1} \frac{1}{\ell!} (\Re(z + w))^{2\ell} \sum_{\ell=0}^{n-1} \frac{1}{\ell!} (\Im(z + w))^{2\ell},
\]
and so
\[
\rho_{n,0} \left( \lambda_0 + \frac{w}{n} \right) \leq f_n \left( \Re \left( \lambda_0 + \frac{w}{n} \right) \right) f_n \left( \Im \left( \lambda_0 + \frac{w}{n} \right) \right); \quad f_n(x) := \frac{1}{\sqrt{\pi}} e^{-x^2 \sum_{\ell=0}^{n-1} \frac{n^\ell}{\ell!} x^\ell}, \quad x \in \mathbb{R},
\]
with $\Re \ni x \mapsto f_n(x) \in L^1(\mathbb{R})$ for all $n \in \mathbb{Z}_{\geq 1}$. Consequently, for any $n, \ell \in \mathbb{Z}_{\geq 1}$,
\[
\int_{(\Omega_{ab}^d)^\ell} \det [B_{jk}]_{j,k=1}^\ell \, d^2w_1 \cdots d^2w_\ell \overset{(2.4)}{\leq} \left[ \frac{1}{n} \int_{\Omega_{ab}^d} \rho_{n,0} \left( \lambda_0 + \frac{w}{n} \right) \, d^2w \right]^\ell \leq \left[ \frac{1}{n} \int_a^b f_n \left( \Re \lambda_0 + \frac{x}{n} \right) \, dx \right]^\ell f_n \left( 3 \lambda_0 + \frac{y}{n} \right) \, dy < \infty.
\]
This proves that the right hand side of (2.3) is well-defined for all $-\infty < a < b < \infty, -\infty < c < d < \infty$ and so by continuity of $\mathbb{P}_{n,0}$, equality in (2.3) follows. In particular, we have the exact identity
\[
E_{n,0} \{ R_n (\Delta) \} = n \int_{\Omega_\Delta} \rho_{n,0} (z) \, d^2z, \quad \Omega_\Delta = \Delta \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C}, \tag{2.5}
\]
for the average number of eigenvalue real parts of $M_n \in \GinUE$ in a bounded interval $\Delta \subset \mathbb{R}$, which will be used to establish (1.15) below. Next, we note that
\[
\Omega_{ab}^d \times \Omega_{ab}^d \ni (z,w) \mapsto n^{-2} K_{a,b} \left( \lambda_0 + \frac{z}{n}, \lambda_0 + \frac{w}{n} \right)
\]
is continuous for any $n \in \mathbb{Z}_{\geq 1}$ and $\lambda_0 \in \mathbb{C}$. Moreover, the integral operator $K_{a,b} : L^2(\Omega_{ab}^d) \to L^2(\Omega_{ab}^d)$ with
\[
(K_{a,b}) (z) := \int_{\Omega_{ab}^d} n^{-2} K_{a,b} \left( \lambda_0 + \frac{z}{n}, \lambda_0 + \frac{w}{n} \right) f(w) \, d^2w, \quad z \in \Omega_{ab}^d,
\]
is well-defined, since $|K_{a,b}(z,w)| \leq \sqrt{K_{a,b}(z,z)} \sqrt{K_{a,b}(w,w)}$, $z, w \in \mathbb{C}$ for the reproducing kernel, and has rank at most $n$, so by [29, chapter I, (1.8), (6.3)] and (2.3),
\[
E_{n,0} \left( \lambda_0 + \frac{\Omega_{ab}^d}{n} \right) = \prod_j \left( 1 - \omega_j (K_{a,b}) \right), \tag{2.6}
\]
where $\omega_j(K_{a,b}, \Omega_{ab}^d)$ are the finitely many eigenvalues, counted according to their algebraic multiplicities, of $K_{a,b}$ when restricted to the subspace $M_{K_{a,b}}$ in the decomposition [29, chapter I, (1.1)]. Noting that $\mathbb{C} \ni \gamma \mapsto \prod_j \left( 1 - \gamma \omega_j (K_{a,b}) \right)$ is a polynomial and that for $|\gamma|$ small
\[
\prod_j \left( 1 - \gamma \omega_j (K_{a,b}) \right) = \exp \left[ -\sum_{k=1}^{\infty} \frac{\gamma^k}{k} \, \text{tr} \left[ K_{a,b}^k \right] \right], \tag{2.7}
\]
by [29, chapter I, theorem 3.3], we proceed by estimating the operator traces that occur in the right hand side of (2.7) for large $n$, when $(a,b) = \Delta / \theta_0 (\Re \lambda_0) =: \Delta_0$ with fixed length $|\Delta| \in (0, \infty)$ and $c = -\infty, d = \infty$, i.e. when $\Omega_{ab}^d = \Omega_{ab} / \theta_0 (\Re \lambda_0) =: \Omega_0$. First, by (2.1),
\[
\text{tr} \left[ K_{a,b} \right] = \frac{1}{n} \int_{\Delta_0} \int_{-\infty}^\infty Q \left( n, n, \left( \Re \lambda_0 + \frac{x}{n} \right)^2 + y^2 \right) \, dy \, dx
\]
in terms of the normalized incomplete gamma function, see [41, (8.2.4)],

\[
Q(a,z) := \frac{1}{\Gamma(a)} \int_z^\infty r^{a-1} e^{-r} \, dr, \quad \Re a > 0, \ z \in \mathbb{C}.
\] (2.8)

A residue calculation, see also [10, proposition 1, 2], readily verifies that for \( x \in \mathbb{R} \setminus \{ \pm 1 \} \) and \( n \in \mathbb{Z}_{\geq 1} \),

\[
Q(n, nx) = e^{-nx} \sum_{\ell=0}^{n-1} \frac{n^\ell}{\ell!} = \frac{i}{2\pi} e^{-nx} \oint_{|z|=1} \frac{e^{nz} \, dz}{z - x} + \begin{cases} 1, & |x| < 1 \\ 0, & |x| > 1 \end{cases}
\]

and thus

\[
|Q(n, nx) - \chi_{[0,1]}(x)| \leq |1 - x|^{-1} e^{-n(x - \ln x - 1)}, \quad x \geq 0, \ x \neq 1.
\] (2.9)

Consequently,

\[
Q(n, nx) \leq 1 \quad \text{and} \quad \frac{d}{dx} Q(n, nx) \leq 0 \quad \forall x \geq 0; \quad \lim_{n \to \infty} Q(n, nx) = \begin{cases} 1, & x \in [0, 1) \\ 0, & x \in (1, \infty) \end{cases}
\] (2.10)

which motivates the decomposition

\[
\text{tr}_{L^2(\Gamma_0)} K_n = \frac{1}{\pi} \int_{\Delta_0} \left[ \int_{-2}^2 + \int_{\mathbb{R} \setminus [-2,2]} \right] Q \left( n, n \left[ (\Re \lambda_0 + \frac{x}{n})^2 + y^2 \right] \right) \, dy \, dx.
\]

For in the first integral we can use dominated convergence: as \( n \to \infty \), uniformly in \( \Delta \), noting \( |\lambda_0| < 1 \),

\[
\frac{1}{\pi} \int_{\Delta_0} \int_{-2}^2 Q \left( n, n \left[ (\Re \lambda_0 + \frac{x}{n})^2 + y^2 \right] \right) \, dy \, dx
\]  
\[
\overset{(2.10)}{=} \frac{1}{\pi} \int_{\Delta_0} \int_{(\Re \lambda_0)^2} \right. \left. \int_{|y|^2 < 1} \, dy \, dx + o(1) = |\Delta| + o(1),
\]

and in the second integral we can employ (2.9),

\[
\frac{1}{\pi} \int_{\Delta_0} \int_{\mathbb{R} \setminus [-2,2]} Q \left( n, n \left[ (\Re \lambda_0 + \frac{x}{n})^2 + y^2 \right] \right) \, dy \, dx
\]  
\[
\overset{(2.10)}{=} \frac{2}{\pi} \left| \Delta_0 \right| \int_{-2}^2 Q \left( n, ny^2 \right) \, dy
\]
\[
\leq \frac{2}{3\pi} \left| \Delta_0 \right| \int_{-2}^2 e^{-n(y^2 - 2\ln y - 1)} \, dy \leq \frac{2}{9\pi n} |\Delta_0| e^{-n(3 - 2\ln 2)}, \ n \in \mathbb{Z}_{\geq 1}.
\]

Combined together, for any bounded interval \( \Delta \subset \mathbb{R} \) of length \( |\Delta| \in (0, \infty) \),

\[
\text{tr}_{L^2(\Gamma_0)} K_n = |\Delta| + o(1) \quad \text{as} \ n \to \infty.
\] (2.11)
Before moving ahead with the higher order traces in (2.7), we point out that the argument leading to (2.11) yields (1.15): indeed, by (2.5), (2.1) and (2.8),

\[
\mathbb{E}_{\alpha,0} \{ R_n(\Delta) \} = n \int_{\Delta} \rho_{n,0}(z) \, d^2z = \frac{n}{\pi} \int_{\Delta} \int_{-\infty}^{\infty} Q(n, n [x^2 + y^2]) \, dy \, dx
\]

as \( n \to \infty \) uniformly in the bounded interval \( \Delta \subset \mathbb{R} \). Back to (2.7), we proceed with the elementary estimate

\[
\left| \operatorname{tr} L^1(\Omega_0) K_n^k \right| \leq \frac{1}{\pi} \prod_{j=1}^{k} \left| n^{-2} K_{n,0} \left( \lambda_0 + \frac{z_j}{n}, \lambda_0 + \frac{z_{j+1}}{n} \right) \right| d^2z_1 \cdots d^2z_k
\]

\[
\leq \frac{1}{\pi n} \left( \frac{1}{n} \right)^{\frac{k}{2}} \prod_{j=1}^{k} \exp \left[ -\frac{n}{2} \left( \left| \lambda_0 + \frac{z_j}{n} \right| - \left| \lambda_0 + \frac{z_{j+1}}{n} \right| \right)^2 \right] \sqrt{Q(n, n |\lambda_0 + \frac{z_k}{n}|^2}) d^2z_1 \cdots d^2z_k,
\]

(2.12)

where \( z_{k+1} \equiv z_1 \) by convention, where \( \Omega_* := (-\tau, \tau) \times \mathbb{R} \supset \Omega_0 \) with \( \tau := \sup\{|x| : x \in \Delta_0\} > 0 \) and where we have used the Cauchy-Schwarz inequality,

\[
Q(n, n |zw|) \leq e^{\frac{1}{2} |z|^2} \sqrt{Q(n, n |z|^2)} \sqrt{Q(n, n |w|^2)}, \quad z, w \in \mathbb{C},
\]

as well as (2.10). Note that the right hand side of the inequality (2.12) only depends on the modulus of \( \lambda_0 + z_j/n \), so we will evaluate the same via polar coordinates. First, for \( \lambda_0 = 0 \), the value of the angular integral for each \( z_j = r_j e^{i\theta_j} \) is given by

\[
\int_{\Pi_j} d\theta_j = f \left( \frac{r_j}{\tau} \right), \quad f(x) := \begin{cases} 2\pi, & 0 \leq x \leq 1 \\ 4 \arcsin \left( \frac{1}{r_j} \right), & x > 1 \end{cases},
\]

where \( \Pi_j \) is the range of angles of the intersection of a circle of radius \( r_j > 0 \) with \( \Omega_* \). Hence,

\[
\left| \operatorname{tr} L^1(\Omega_0) K_n^k \right| \leq \frac{1}{\pi} \prod_{j=1}^{k} \left| \frac{rf \left( \frac{r_j}{\tau} \sqrt{n} \right)}{\tau} \exp \left[ -\frac{1}{2} \left( r_j - r_{j+1} \right)^2 \right] \right| \sqrt{Q(n, r_k^2) dr_1 \cdots dr_k},
\]

and since \( x f(x) \leq 2\pi \) for all \( x \geq 0 \),

\[
\left| \operatorname{tr} L^1(\Omega_0) K_n^k \right| \leq \left( \frac{2\pi}{\sqrt{n}} \right)^k \left( \frac{2\pi}{\sqrt{n}} \right)^{\frac{k}{2}} \prod_{j=1}^{k} \left| \frac{rf \left( \frac{r_j}{\tau} \sqrt{n} \right)}{\tau} \exp \left[ -\frac{1}{2} \left( r_j - r_{j+1} \right)^2 \right] \right| \sqrt{Q(n, r_k^2) dr_1 \cdots dr_k}
\]

\[
\leq \left( \frac{2\pi}{\sqrt{n}} \right)^k \left( \frac{2\pi}{\sqrt{n}} \right)^{\frac{k}{2}} \prod_{j=1}^{k} \left( 2\pi \right)^{\frac{k}{2}} \int_{0}^{\infty} \sqrt{Q(n, r_k^2) dr_k}
\]

\[
\leq \left( \frac{2\pi}{\sqrt{n}} \right)^k \left( \frac{2\pi}{\sqrt{n}} \right)^{\frac{k}{2}} \left( \frac{2\pi}{\sqrt{n}} \right)^{\frac{k}{2}} \int_{0}^{\infty} \sqrt{Q(n, r_k^2) dr_k}
\]

\[
\leq \left( \frac{2\pi}{\sqrt{n}} \right)^k \left( \frac{2\pi}{\sqrt{n}} \right)^{\frac{k}{2}} \left( \frac{2\pi}{\sqrt{n}} \right)^{\frac{k}{2}} \left[ 1 + \frac{1}{n} e^{-n(1-\ln 2)} \right], \quad (2.13)
\]
valid for all $n, k \in \mathbb{Z}_{\geq 1}$. Thereafter, for $\Re \lambda_0 > 0$, we first change variables according to $w_j = \sqrt{n} \Re \lambda_0 + z_j / \sqrt{n}$,

$$
\left| \text{tr} K_n \right| \leq \frac{1}{\pi} \int_{\left(\pi \Re \lambda_0 + \Omega_n / \sqrt{n}\right)^c} \prod_{j=1}^{n-1} \exp \left[ -\frac{1}{2} (|w_j| - |w_{j+1}|)^2 \right] \sqrt{Q(n, |w_k|^2)} \, dw_1 \cdots dw_2,
$$

(2.14)

and perform the angular integral for each $w_j = r_j e^{i\theta_j}$ with $n \geq n_0$ sufficiently large,

$$
\int_{\Pi_n} d\theta_j = g_n(r_j).
$$

Here, $\Pi_n$ denotes the range of angles of the intersection of a circle of radius $r_j > \sqrt{n} \Re \lambda_0 - \tau / \sqrt{n} > 0$ with the strip $\sqrt{n} \Re \lambda_0 + \Omega_n / \sqrt{n}$, and the continuous non-negative function $x \mapsto g_n(x)$ equals

$$
g_n(x) := 2 \begin{cases} 
\arcsin \left( \sqrt{1 - x^{-2} \left( \sqrt{n} \Re \lambda_0 - \tau / \sqrt{n} \right)^2} \right), & x \in A_n, \\
\arcsin \left( x^{-1} \left( \sqrt{n} \Re \lambda_0 + \tau / \sqrt{n} \right) - \arcsin \left( x^{-1} \left( \sqrt{n} \Re \lambda_0 - \tau / \sqrt{n} \right) \right) \right), & x \in B_n,
\end{cases}
$$

with the intervals $A_n := (\sqrt{n} \Re \lambda_0 - \tau / \sqrt{n}, \sqrt{n} \Re \lambda_0 + \tau / \sqrt{n})$ and $B_n := [\sqrt{n} \Re \lambda_0 + \tau / \sqrt{n}, \infty)$. However, by Jordan’s inequality [41, 4.18.1],

$$
\chi g_n(x) \leq \pi \sqrt{x^2 - \left( \sqrt{n} \Re \lambda_0 - \frac{\tau}{\sqrt{n}} \right)^2} \leq c \left[ 1 + \frac{1}{\sqrt{n}} \right], \quad x \in A_n; \quad c = c(\tau, \Re \lambda_0) > 0,
$$

and also

$$
\chi g_n(x) = \frac{4\pi}{\sqrt{n}} \int_0^1 \frac{x \, du}{\sqrt{\left( x - \frac{2\pi}{\sqrt{n}} u - \sqrt{n} \Re \lambda_0 + \frac{\pi}{\sqrt{n}} \right) \left( x + \frac{2\pi}{\sqrt{n}} u + \sqrt{n} \Re \lambda_0 - \frac{\pi}{\sqrt{n}} \right)}} \leq \frac{4\tau}{\sqrt{n}} \int_0^1 \frac{x}{\sqrt{x + \sqrt{n} \Re \lambda_0 - \frac{\pi}{\sqrt{n}}}} \, du \leq \frac{8\tau}{\sqrt{n}} \int_0^1 \frac{x}{\sqrt{x - \sqrt{n} \Re \lambda_0 + \frac{\pi}{\sqrt{n}}}} \, du \leq c \left[ \frac{1}{\sqrt{n}} + \frac{n^{-1}}{\sqrt{x - \sqrt{n} \Re \lambda_0 + \frac{\pi}{\sqrt{n}}}^2} \right], \quad x \in B_n,
$$

with another $c = c(\tau, \Re \lambda_0) > 0$, provided $\sqrt{n} \Re \lambda_0 - \tau / \sqrt{n} > 0$. Put together, for $x \in A_n \cup B_n$ and $n \geq n_0$ sufficiently large,
By definition of conditional probability, for any uniformly in the bounded interval large. However, (i.e. the LHS and RHS in (2.16)) we return to (2.14), apply the aforementioned polar coordinates,

\[
\left| \text{tr}_{L^{2}(\Omega_{0})} K_{n} \right| \leq \frac{1}{\pi} \int_{\sqrt{\Re \lambda_{0} + \Omega} / \sqrt{\pi}}^{\infty} \left\{ \prod_{j=1}^{k-1} g_{n}(r_{j}) r_{j} \exp \left[ -\frac{1}{2} (r_{j} - r_{j+1})^{2} \right] \right\} g_{n}(r_{k}) \frac{2}{\sqrt{\pi}} \lambda \sqrt{Q(n, r_{k}^{2})} \, dr_{1} \cdots dr_{k},
\]

and obtain by Hölder’s inequality, for any \( j \in \{1, \ldots, k-1\}, \)

\[
\int_{\sqrt{\Re \lambda_{0} + \Omega} / \sqrt{\pi}}^{\infty} g_{n}(r_{j}) r_{j} \exp \left[ -\frac{1}{2} (r_{j} - r_{j+1})^{2} \right] \, dr_{j} \leq \frac{c}{\sqrt{n}} \quad \forall n \geq n_{0}, \quad c = c(\tau, \Re \lambda_{0}) > 0.
\]

Consequently,

\[
\left| \text{tr}_{L^{2}(\Omega_{0})} K_{n} \right| \leq cn^{-\frac{1}{2}(k-1)} \int_{\sqrt{\Re \lambda_{0} + \Omega} / \sqrt{\pi}}^{\infty} \left[ \lambda \sqrt{Q(n, y^{2})} \right] dy \quad \text{(2.10)}
\]

\[
\leq cn^{-\frac{1}{2}(k-1)} \int_{\sqrt{\Re \lambda_{0} + \Omega} / \sqrt{\pi}}^{\infty} \left[ \lambda \sqrt{Q(n, y^{2})} \right] dy \quad \text{(2.9) (2.10)}
\]

\[
\leq cn^{-\frac{1}{2}(k-1)},
\]

valid for all \( n \geq n_{0} \) uniformly in \( k \in \mathbb{Z}_{\geq 1} \) with \( c = c(\tau, \Re \lambda_{0}) > 0 \). Seeing that the case \( \Re \lambda_{0} < 0 \) can be treated as in (2.16), we now combine (2.13), (2.16) with (2.11) and obtain in the right hand side of (2.7),

\[
- \sum_{k=1}^{\infty} \frac{1}{k} \text{tr}_{L^{2}(\Omega_{0})} K_{n} = -|\Delta| \gamma + o(1) + O\left(n^{-\frac{1}{2}}\right) \quad \forall n \geq n_{0}, \quad |\gamma| \leq 1,
\]

i.e. the LHS and RHS in (2.7) with \( \Omega_{n,0}^{\Delta} = \Omega_{0} \) are analytic for \( |\gamma| \leq 1 \) if \( n \geq n_{0} \) is sufficiently large. However, (2.7) says that both sides agree for \( |\gamma| \) small and all \( n \in \mathbb{Z}_{\geq 1} \), hence by the identity theorem for analytic functions, (2.6), (2.7) and (2.17),

\[
\lim_{n \to \infty} E_{n,0} \left( \lambda_{0} + \frac{\Omega_{0}}{n_{0}(\Re \lambda_{0})} \right) = \lim_{n \to \infty} E_{n,0} \left( \lambda_{0} + \frac{\Omega_{0}}{n} \right) = e^{-|\Delta|},
\]

uniformly in the bounded interval \( \Delta \subset \mathbb{R} \) of length \( |\Delta| \in (0, \infty) \). This completes our proof of (1.15) and of (1.18).

**Remark 2.1.** The workings in (2.13) and (2.16) show that \( K_{n} : L^{2}(\Omega_{0}) \to L^{2}(\Omega_{0}) \) is small in the Hilbert–Schmidt norm as \( n \to \infty \). A similar thing will happen in our proof of lemma 1.8 when analyzing the limiting bulk gap probability in the eGinUE at strong non-Hermiticity.

**Proof of corollary 1.5.** By definition of conditional probability, for any \( s > 0 \) and \( n \in \mathbb{Z}_{\geq 1} \),

\[
q_{n,0}(s) = \lim_{k \to 0} \frac{\mathbb{P}_{n,0} \left\{ R_{n}(\lambda_{0}, \lambda_{0} + \frac{h}{n_{0}(\lambda_{0})}) = 0 \text{ and } R_{n}(\lambda_{0} - \frac{h}{n_{0}(\lambda_{0})}, \lambda_{0}) > 0 \right\}}{\mathbb{P}_{n,0} \left\{ R_{n}(\lambda_{0} - \frac{h}{n_{0}(\lambda_{0})}, \lambda_{0}) > 0 \right\}},
\]

(2.18)
where \( R_n(\Delta) \) is the number of eigenvalue real parts of \( M_n \in \text{GinUE} \) in a bounded interval \( \Delta \subset \mathbb{R} \). But

\[
P_{n,0}\left( R_n(\Delta) = 0 \right) = E_{n,0}\left\{ \prod_{\ell=1}^{n} (1 - \chi_{\Delta}(\Re \lambda_{\ell}(M_n))) \right\} \quad (2.3)
\]

by the inclusion-exclusion principle with \( \Omega_\Delta := \Delta \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C} \) and so (2.18) becomes

\[
q_{n,0}(s) = \lim_{n \to \infty} \frac{E_{n,0}(\lambda_0 + \frac{(0,s] \times \mathbb{R}}{n\theta_0(\lambda_0)}) - E_{n,0}(\lambda_0 + \frac{(-h,0] \times \mathbb{R}}{n\theta_0(\lambda_0)})}{1 - E_{n,0}(\lambda_0 + \frac{(-h,0] \times \mathbb{R}}{n\theta_0(\lambda_0)})}, \quad s > 0,
\]

since \( \mathbb{P}(A \cap B) = \mathbb{P}(A) - \mathbb{P}(A \cap B^c) \). Then, by l’Hospital’s rule, for any \( s > 0 \) and \( n \in \mathbb{Z}_{\geq 1} \),

\[
q_{n,0}(s) = \left. \frac{\partial}{\partial s} e_n(x,s) \right|_{s=0} \quad \text{in terms of} \quad e_n(x,a) := E_{n,0}\left( \lambda_0 + \frac{(-x,a] \times \mathbb{R}}{n\theta_0(\lambda_0)} \right), \quad x,a \geq 0,
\]

and our proof workings for lemma 1.4 have shown that for sufficiently large \( n \geq n_0 \), see (2.7), (2.13) and (2.16),

\[
e_n(x,a) = \exp\left[ -\sum_{k=1}^{\infty} \frac{1}{k} \operatorname{tr} K_n^k \right], \quad \Omega^x_n := \left( -\frac{x}{\theta_0(\lambda_0)}, \frac{a}{\theta_0(\lambda_0)} \right) \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C}.
\]

We thus proceed by proving that the last series is differentiable with respect to \( x \) and afterwards by computing the large \( n \) limit of its derivative at \( x = 0 \) for \( a \in \{0,s\} \). To that end, abbreviate

\[
T^k_n(x,a) := \frac{1}{k} \operatorname{tr} K_n^k, \quad x \geq 0, \quad k,n \in \mathbb{Z}_{\geq 1},
\]

and treat \( a \geq 0 \) as arbitrary but fixed in what follows. Then,

\[
\frac{d}{dx} T^k_n(x,a) = \frac{1}{\pi \theta_0(\lambda_0)} \frac{d}{dx} \int_{-x}^{a} \int_{-\infty}^{\infty} Q\left( n,n, \left[ \lambda_0 + \frac{s}{n\theta_0(\lambda_0)} \right]^2 + r^2 \right) dr ds
\]
\[
= \frac{1}{\pi \theta_0(\lambda_0)} \int_{-\infty}^{\infty} Q\left( n,n, \left[ \lambda_0 + \frac{x}{n\theta_0(\lambda_0)} \right]^2 + r^2 \right) dr \overset{(2.9)}{=} 1 + o(1), \quad n \to \infty,
\]

(2.20)

uniformly in \( x \geq 0 \) chosen from compact subsets. Moreover, for \( k \in \mathbb{Z}_{\geq 2} \),

\[
\frac{d}{dx} T^k_n(x,a) = \frac{1}{\theta_0(\lambda_0)} \int_{(\Omega^x_n)^{-1}} \int_{-\infty}^{\infty} \left( \prod_{j=1}^{k} n^{-2} K_{n,0} \left( \lambda_0 + \frac{z_j}{n}, \lambda_0 + \frac{z_{j+1}}{n} \right) \right) d\delta z_1 d^2z_2 \cdots d^2z_k,
\]

(2.21)
with \( \mathcal{K}_2 \equiv -x/q_0(\lambda_0) \) and the convention \( z_{k+1} \equiv z_1 \). Here, we have exploited the fact that

\[
\mathbb{R}^k / (\mathbb{R} z_1, \ldots, \mathbb{R} z_k) \rightarrow \int_{\mathbb{R}^k} \left\{ \prod_{j=1}^{k} n^{-2} K_{n,0} \left( \lambda_0 + \frac{z_j}{n}, \lambda_0 + \frac{z_{j+1}}{n} \right) \right\} d\mathbb{R} \zeta_1 \cdots d\mathbb{R} \zeta_k, \quad \zeta_{k+1} \equiv z_1,
\]

is symmetric in its variables. Consequently, first estimating the integral over \( \zeta_1 \) in (2.21), and the remaining terms as in (2.12),

\[
\left| \frac{d}{dx} T_k^\tau(x,a) \right| \leq c \left( \frac{2\pi}{\sqrt{n}} \right)^{k-1} (2\pi)^{1/2} \forall k \in \mathbb{Z}_{\geq 2}, n \in \mathbb{Z}_{\geq 1} \quad \text{with} \quad c = c(\tau) > 0,
\]

and for \( \lambda_0 \in (-1,1) \setminus \{0\},

\[
\left| \frac{d}{dx} T_k^\tau(x,a) \right| \leq c \left( \frac{2\pi}{\sqrt{n}} \right)^{k-1} n^{1/2} \forall k \in \mathbb{Z}_{\geq 2}, n \geq n_0 \quad \text{with} \quad c = c(\tau, \lambda_0) > 0.
\]

Hence, for fixed \( a \geq 0, \)

\[
\sum_{k=1}^{\infty} \frac{d}{dx} T_k^\tau(x,a) = 1 + o(1) + O\left( n^{-\frac{1}{2}} \right) \quad \forall n \geq n_0,
\]

uniformly in \( x \geq 0 \) chosen from compact subsets, which yields

\[
q_{n,0}(s) \overset{(2.19)}{=} \frac{e_n(0,s)}{e_n(0,0)} \sum_{k=1}^{\infty} \left| \frac{d}{dx} T_k^\tau(x,s) \right| \overset{(2.23)}{=} e_n(0,s) + o(1) = e^{-s} + o(1) \quad \forall n \geq n_0
\]

uniformly in \( s \in (0,\infty) \) on compact subsets where we used \( e_n(0,0) = 1 \) in the second equality and (1.18) in the third. The last estimate yields (1.19) and completes our proof of corollary 1.5.

3. The eGinUE at strong non-Hermiticity: proof of (1.25) and lemma 1.8

In our first section on the eGinUE we will derive the mean law (1.25) for eigenvalue real parts and the bulk spacing limit (1.27), both in the limit of strong non-Hermiticity when \( \tau \in (0,1) \) remains fixed. Our proof workings start out as in [25, p 471], see also [2, p 1128], but are then adapted to the unbounded integration domain \( \Omega_\Delta = \Delta \times \mathbb{R} \).
The integral in (3.1) over $\Omega_\Delta = \Delta \times \mathbb{R}$ is well-defined for all $n \in \mathbb{Z}_{\geq 1}$, for with [41, 18.6.1, 18.10.10],

$$H_n(z) = \left(\frac{\pm 2i}{\sqrt{n}}\right)^n e^{z^2} \int_{-\infty}^{\infty} e^{-\tau z} e^{\pm 2i\tau z} d\tau, \quad z \in \mathbb{C},$$

leading to

$$\rho_{n, \tau}(z) = \frac{e^{-nV_{\tau}^{-1}(z)}}{\pi^2 \sqrt{1 - \tau^2}} e^{\varphi(\tau, z)} \sum_{\ell=0}^{n-1} \frac{(\tau)^\ell}{\ell!} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(\ell^2 + \tau^2)} (u s) \exp \left[2i \sqrt{\frac{n}{2\tau}} (\tau z - s)\right] \, ds \, dr.$$

Note that

$$\int_{\mathbb{C}} \rho_{n, \tau}(z) \, d^2z = 1,$$

and hence $\mathbb{C} \ni z \mapsto \rho_{n, \tau}(z)$ is integrable with respect to $d^2z$ for any $n \in \mathbb{Z}_{\geq 1}, \tau \in (0, 1)$. Moving forward, we now evaluate the large $n$-limit of (3.1) by the dominated convergence theorem and Fatou’s lemma. To that end consider the change of variables

$$u = (t + s) / \sqrt{n / (2\tau)}, \quad v = (t - s) / \sqrt{n / (2\tau)},$$

in (3.2) and obtain for any $z \in \mathbb{C}, n \in \mathbb{Z}_{\geq 1}$ and $\tau \in (0, 1)$,

$$\rho_{n, \tau}(z) = \frac{1}{\pi^2 \sqrt{1 - \tau^2}} \frac{n}{4\tau} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[\frac{n}{4} \left(\frac{1 - \tau}{\tau}\right) \left(u - i \frac{z - \tilde{z}}{1 - \tau}\right)^2\right]$$

$$- \frac{n}{4} \left(\frac{1 + \tau}{\tau}\right)^2 \left(v - i \frac{z + \tilde{z}}{1 + \tau}\right)^2 Q\left(n, n, \frac{u^2 - v^2}{1 - \tau}\right) \, dv \, du,$$

$$Q(n, nz) = e^{-n} \sum_{\ell=0}^{n-1} \frac{n^\ell}{\ell!} z^\ell, \quad z \in \mathbb{C}.$$
Starting with the innermost \( v \)-integral we first change variables,

\[
\int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) \left( v - i \left( \frac{nzw}{1 + \tau} \right) \right)^2 \right] Q \left( n, \frac{n}{4} \left( u^2 - v^2 \right) \right) \, dv
\]

\[= \int_{\mathbb{R}_c} \exp \left[ -\frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) v^2 \right] Q \left( n, n \lambda_2^\tau \left( u, v \right) \right) \, dv, \quad \lambda_2^\tau \left( u, v \right) := \frac{u^2}{4} - \left( \frac{v}{2} + \frac{iR_z}{1 + \tau} \right)^2,
\]

with \( \mathbb{R}_c := \mathbb{R} - 2i \frac{R_z}{1 + \tau} \) and then recall from [41, section 8.12] the decomposition

\[
Q \left( n, n \lambda_2^\tau \left( u, v \right) \right) = \frac{1}{2} \text{erfc} \left( \sqrt{n} \eta_2^\tau \left( u, v \right) \right) + S \left( n, \sqrt{2} \eta_2^\tau \left( u, v \right) \right).
\]

Here, using principal branches for all multivalued functions,

\[
\eta_2^\tau \equiv \eta_2^\tau \left( u, v \right) := (\lambda_2^\tau - \ln \lambda_2^\tau - 1)^\frac{1}{2} \sim \frac{1}{\sqrt{2}} (\lambda_2^\tau - 1), \quad \lambda_2^\tau \to 1,
\]

and where, uniformly with respect to \( \lambda_2^\tau \) in the sector \( |\arg \lambda_2^\tau| < 2\pi \),

\[
S \left( n, \sqrt{2} \eta_2^\tau \right) \sim \frac{e^{-n(\eta_2^\tau)^2}}{\sqrt{2\pi n}} \left( \frac{1}{\lambda_2^\tau - 1} - \frac{1}{\sqrt{2} \eta_2^\tau} \right), \quad \text{as} \quad n \to \infty.
\]

Consequently, by the analytic and asymptotic properties of the integrand in the RHS of (3.3), as function of \( v \), see [41, (7.12.1)], we can collapse \( \mathbb{R}_c \) back to \( \mathbb{R} \) without affecting the value of the integral, namely

\[
\text{LHS in (3.3) = } \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) v^2 \right] Q \left( n, n \lambda_2^\tau \left( u, v \right) \right) \, dv.
\]

Then, by Cauchy-Schwarz inequality,

\[
\left| Q \left( n, nzw \right) \right| \leq e^{\frac{1}{2} |z|^2 + \frac{i}{2} v^2 - nR(zw)} \sqrt{Q \left( n, n |z|^2 \right)} \sqrt{Q \left( n, n |w|^2 \right)}
\]

\[\leq e^{\frac{1}{2} |z|^2 + \frac{i}{2} v^2 - nR(zw)}, \quad z, w \in \mathbb{C},
\]

which yields

\[
\left| \exp \left[ -\frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) v^2 \right] Q \left( n, n \lambda_2^\tau \left( u, v \right) \right) \right| \leq \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) v^2 \right] \forall \left( u, v \right) \in \mathbb{R}^2, \tau \in (0, 1), \ z \in \mathbb{C},
\]

and thus shows that the integral in the right hand side of (3.6) can be truncated to an integral over the short interval

\[
I_n := \left\{ -\frac{1}{n^\epsilon} \frac{1}{n^\epsilon} \right\} \subset \mathbb{R}, \quad \epsilon \in \left( 0, \frac{1}{2} \right) \text{ fixed},
\]
Moving ahead, we note that
\[ \pi \frac{\sin(\pi \tau)}{\sin(\pi (1 - \tau))} \exp \left[ -\frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) \right] \mathcal{Q}(n, n \lambda R^2(u, v)) \, dv + R^2(u, n), \] (3.8)
with
\[ |R^2(u, n)| \leq \sqrt{\frac{2\pi}{1 - \tau^2}} \exp \left[ -\frac{1 - \tau}{4\tau} n^{1-2\epsilon} \right] \quad \forall n \in \mathbb{Z}_{\geq 1}, \]
\[ \tau \in (0, 1), \epsilon \in \left( 0, \frac{1}{2} \right), \ u \in \mathbb{R}, \ z \in \mathbb{C}. \]

Hence, for the same parameter values,
\[ \rho_{\tau}(z) = \frac{1}{\pi^2 \sqrt{1 - \tau^2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) \left( \frac{2z}{1 - \tau} \right) \right. \]
\[ \left. \times \mathcal{Q}(n, n \lambda R(u, v)) \, dv \, du + S^2(n) \right) \]
\[ \left| S^2(n) \right| \leq \frac{1}{2\pi \sqrt{1 - \tau^2}} \frac{1}{1 - \tau} \exp \left[ -\frac{1 - \tau}{4\tau} n^{1-2\epsilon} \right]. \]

Moving ahead, we note that \( \Re \left( \lambda R(u, v) - \ln \lambda R(u, v) - 1 \right) > 0 \) for large \( n \geq n_0 \) uniformly in \( v \in I, u \in \mathbb{R}, \tau \in [0, 1] \) and for all bounded \( \Re[z] \). So with
\[ \mathcal{Q}(n, nz) = \begin{cases} 1, & |z| < 1 \\ 0, & |z| > 1 \end{cases} \leq |1 - |z||^{-1} e^{-n\Re(z - \ln z - 1)}, \ z \in \mathbb{C} : |z| \neq 1, \] (3.9)
and which is obtained just as (2.9), we have
\[ \rho_{\tau}(z) = \frac{1}{\pi^2 \sqrt{1 - \tau^2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) \left( \frac{2z}{1 - \tau} \right) \right. \]
\[ \left. \times \mathcal{Q}(n, n \lambda R(u, v)) \, dv \, du + T^2(n) + S^2(n), \quad \left| T^2(n) \right| \right) \leq \frac{1}{\sqrt{1 - \tau^2}} \frac{e^{-2}}{\sqrt{1 - \tau^2}} (1 - \tau) \] (3.10)
and
\[ \lim_{n \to \infty} \mathcal{Q}(n, n \lambda R(u, v)) = \begin{cases} 1, & \left( \frac{\lambda R}{\pi \tau} \right)^2 + \left( \frac{\lambda R}{\pi \tau} \right)^2 < 1 \\ 0, & \left( \frac{\lambda R}{\pi \tau} \right)^2 + \left( \frac{\lambda R}{\pi \tau} \right)^2 > 1 \end{cases}, \]
uniformly in \( v \in I, \tau \in (0, 1] \) and for all bounded \( \Re[z] \). Consequently, by dominated convergence theorem,
\[ \rho_{\tau}(z) = \frac{1 + o(1)}{\pi^2 \sqrt{1 - \tau^2}} \sqrt{\frac{n}{4\tau}} \sqrt{\frac{\pi}{1 + \tau}} \int_{\Delta \times} \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) \left( \frac{2z}{1 - \tau} \right) \right] du + o(1) \]
\[ = \rho_{\tau}(z) + o(1) \quad \text{as } n \to \infty; \quad \rho_{\tau}(z) = \frac{1}{\pi (1 - \tau^2)} \chi_{\Delta \times}(z), \] (3.11)
uniformly in \( z \in \mathbb{C} \setminus \partial \overline{D} \), and in \( \tau \in (0, 1) \), both on compact subsets, with \( \Delta_z := \{ u \in \mathbb{R} : u^2 + \left(\frac{2u}{q + 2}\right)^2 < 4 \} \). Equipped with the pointwise elliptic law (3.11), we now establish (1.25): we have for all \( n \in \mathbb{Z}_{\geq 1} \) and \( \tau \in (0, 1) \),

\[
\int_{\mathbb{C}} \rho_{n, \tau} (z) \, d^2z = 1 \quad \text{and} \quad \int_{\mathbb{C}} \rho_{\tau} (z) \, d^2z = 1.
\]  

(3.12)

Moreover, by Fatou's lemma, noting (3.11) and the fact that \( \rho_{n, \tau} \) and \( \rho_{\tau} \) are non-negative,

\[
A_{\tau} := \liminf_{n \to \infty} \int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z - \int_{\Omega_{\Delta}} \rho_{\tau} (z) \, d^2z \geq 0,
\]

\[
B_{\tau} := \liminf_{n \to \infty} \int_{\mathbb{C} \setminus \Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z - \int_{\mathbb{C} \setminus \Omega_{\Delta}} \rho_{\tau} (z) \, d^2z \geq 0,
\]

where \( \Omega_{\Delta} = \Delta \times \mathbb{R} \subset \mathbb{R}^2 \subset \mathbb{C} \). Hence, \( A_{\tau} + B_{\tau} = 0 \) for \( \tau \in (0, 1) \) by (3.12), i.e. \( A_{\tau} = B_{\tau} = 0 \) and so

\[
\liminf_{n \to \infty} \int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z = \int_{\Omega_{\Delta}} \rho_{\tau} (z) \, d^2z.
\]  

(3.13)

Moving forward, (3.12) also guarantees existence of a subsequence \( \{ \rho_{n, \tau} \}_{k=1}^{\infty} \subset \{ \rho_{n, \tau} \}_{n=1}^{\infty} \) so that

\[
\lim_{k \to \infty} \int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z = \limsup_{n \to \infty} \int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z,
\]

and consequently

\[
\limsup_{n \to \infty} \int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z = \lim_{k \to \infty} \int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z = \liminf_{k \to \infty} \int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z 
\]

(3.14)

\[
= \int_{\Omega_{\Delta}} \rho_{\tau} (z) \, d^2z.
\]

So, by (3.13) and (3.14), as \( n \to \infty \) for any fixed \( \tau \in (0, 1) \),

\[
\int_{\Omega_{\Delta}} \rho_{n, \tau} (z) \, d^2z = \int_{\Omega_{\Delta}} \rho_{\tau} (z) \, d^2z + o(1) \quad \text{as} \quad \int_{\Delta} g_{\tau} (x) \, dx + o(1),
\]

which yields (1.25) upon substitution into (3.1). Our proof of (1.25) is now complete. \( \square \)

Equipped with the pointwise limit (3.11), we now establish lemma 1.8.

**Proof of lemma 1.8.** We adapt the proof workings of lemma 1.4 to the eGinUE. To that end we note that the probability \( E_{n, \tau} (\Omega) \) that \( M_n \in \text{eGinUE} \) has no eigenvalues in a bounded rectangle \( \Omega \subset \mathbb{C} \), under (1.1) with \( \tau \in (0, 1) \), admits a Fredholm determinant representation by proposition 1.7. Indeed, for any finite \( n \in \mathbb{Z}_{\geq 1} \) and any \( \lambda_0 \in \mathbb{C} \),

\[
E_{n, \tau} \left( \lambda_0 + \frac{\Omega_{\tau}^d}{n} \right) = E_{n, \tau} \left[ \chi_{\lambda_0 + \frac{\Omega_{\tau}^d}{n}} \right]
\]

(1.23)

\[
\left[ 1 + \sum_{\ell=1}^{n} \left( -1 \right)^{\ell} \frac{1}{\ell!} \int_{(\Omega_{\tau})^\ell} \det \left[ n^{-2} K_{n, \tau} \left( \lambda_0 + \frac{w_j}{n}, \lambda_0 + \frac{w_k}{n} \right) \right]_{j, k=1}^{\ell} \, dw_1 \cdots dw_{\ell}, \right]
\]

(3.15)
with $\Omega_{ab}^{cd} := (a, b) \times (c, d) \subset \mathbb{R}^2 \simeq \mathbb{C}$ where $-\infty < a < b < \infty, -\infty < c < d < \infty$. But $C = [C_{jk}]_{j,k=1}^\ell \in \mathbb{C}^{\ell \times \ell}$ with

$$C_{jk} := n^{-2} K_{\alpha,\tau} \left( \lambda_0 + \frac{w_j}{n}, \lambda_0 + \frac{w_k}{n} \right)$$

is positive-definite since Hermitian, compare (1.21), and since for all $(t_1, \ldots, t_\ell) \in \mathbb{C}^\ell$,

$$\sum_{j,k=1}^\ell C_{jk} t_j t_k = \frac{1}{n \pi \sqrt{1 - \frac{n^2}{m^2}}} \sum_{m=0}^{n-1} \left( \frac{\tau}{2m} \right)^m \sum_{j=1}^{\ell} \exp \left[ -\frac{n}{2} V_{\tau} \left( \lambda_0 + \frac{w_j}{n} \right) \right] H_{\omega,\tau} \left( \sqrt{\frac{n}{2\tau}} \left( \lambda_0 + \frac{w_j}{n} \right) \right) |t_j| \geq 0.$$ 

Thus, by Hadamard’s inequality, see [42, (5.2.72)],

$$\det [C_{jk}]_{j,k=1}^\ell \leq \prod_{j=1}^{\ell} C_{jj} = \prod_{j=1}^{\ell} n^{-1} \rho_{\alpha,\tau} \left( \lambda_0 + \frac{w_j}{n} \right),$$

and since

$$\int_{\Omega_{ab}^{cd}} n^{-1} \rho_{\alpha,\tau} \left( \lambda_0 + \frac{w}{n} \right) \, d^2 w \leq \int_{\mathbb{C}} n^{-1} \rho_{\alpha,\tau} \left( \lambda_0 + \frac{w}{n} \right) \, d^2 w \leq n,$$

the right hand side of (3.15) is well-defined for all $-\infty < a < b < \infty, -\infty \leq c < d \leq \infty$, i.e., by continuity of $P_{\alpha,\tau}$, equality in (3.15) holds also for unbounded vertical strips $\Omega_{ab}^{cd}$ with $c = -\infty$ or $d = \infty$, for any $n \in \mathbb{Z}_{>1}$. Moving forward, the induced integral operator $K_{\alpha,\tau} : L^2(\Omega_{ab}^{cd}) \rightarrow L^2(\Omega_{ab}^{cd})$ with

$$(K_{\alpha,\tau} f)(z) := \int_{\Omega_{ab}^{cd}} n^{-2} K_{\alpha,\tau} \left( \lambda_0 + \frac{w}{n}, \lambda_0 + \frac{w}{n} \right) f(w) \, d^2 w, \quad z \in \Omega_{ab}^{cd},$$

is well-defined by the properties of the reproducing kernel and has rank at most $n$. Hence, the operator $K_{\alpha,\tau}$ is in particular trace-class and Hilbert–Schmidt on $L^2(\Omega_{ab}^{cd})$, with continuous kernel. In turn, see [12, (20)],

$$\left| E_{\alpha,\tau} \left( \lambda_0 + \frac{\Omega_{cd}^{ab}}{n} \right) - \exp \left[ -\operatorname{tr} L^2(\Omega_{ab}^{cd}) K_{\alpha,\tau} \right] \right| \leq \| K_{\alpha,\tau} \|_2 \exp \left[ \frac{1}{2} (\| K_{\alpha,\tau} \|_2 + 1)^2 - \operatorname{tr} L^2(\Omega_{ab}^{cd}) K_{\alpha,\tau} \right].$$

(3.16)

with the Hilbert–Schmidt norm $\| \cdot \|_2$. Choosing $(a, b) = \Delta / \rho_\tau (\Re \lambda_0) =: \Delta_{0}\tau$ and $(c, d) = \Re$, assuming $\lambda_0 \in \mathbb{C}$ belongs to the interior of $\mathbb{D}_\tau$, we now first evaluate

$$\operatorname{tr} L^2(\Omega_{ab}^{cd}) K_{\alpha,\tau} = \int_{\Delta_{0}\tau} \int_{-\infty}^{\infty} \rho_{\alpha,\tau} \left( \Re \lambda_0 + \frac{x}{n} + iy \right) \, dy \, dx, \quad \Omega_{0}^{\tau} := \Delta_{0}\tau \times \Re \subset \mathbb{R}^2 \simeq \mathbb{C},$$
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asymptotically as \( n \to \infty \) for any fixed \( \tau \in (0, 1) \) and afterwards estimate the Hilbert–Schmidt norm of \( K_{n, \tau} \). To that end, by the proof workings of (1.25),

\[
\rho_{n, \tau}(x + iy) = \frac{1}{\pi^{2} \sqrt{1 - \tau^{2}}} \left( \frac{n}{4\tau} \right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) \left( \frac{x^2}{2} + \frac{ix}{1 + \tau} \right) \right] dx \, dy \]

which yields by Fubini’s theorem,

\[
\int_{-\infty}^{\infty} \rho_{n, \tau}(x + iy) dy = \frac{1}{4\pi \sqrt{\pi \tau (1 + \tau)}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) \right] dx \, dy \, du \]

Here, see again our proof workings of (1.25), especially (3.7),

\[
\left| \exp \left[ -\frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) \right] Q(n, n \lambda_{\tau}^{n} (u, v)) \right|
\leq \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) \right] \sqrt{Q \left( n, n \left[ \left( \frac{u - v}{2} \right)^{2} + \left( \frac{x}{1 + \tau} \right)^{2} \right) \right)},
\]

and so

\[
\left| \int_{-\infty}^{\infty} \rho_{n, \tau} \left( \Re \lambda + \frac{x}{n} + iy \right) dy \right| \leq \frac{5}{\pi} \frac{1}{\sqrt{1 - \tau^{2}}} \forall n \in \mathbb{Z}_{\geq 1}, \ x \in \mathbb{R}, \ \tau \in (0, 1),
\]

assuming \( \lambda_{0} \in \mathbb{C} \) belongs to the interior of \( \mathbb{D}_{\tau} \). Hence, by the dominated convergence theorem,

\[
\lim_{n \to \infty} \text{tr} \left( K_{n, \tau} \right) = \int_{\Delta_{\tau}} \left[ \lim_{n \to \infty} \int_{-\infty}^{\infty} \rho_{n, \tau} \left( \Re \lambda_{0} + \frac{x}{n} + iy \right) dy \right] dx
\leq \frac{1}{4\pi \sqrt{\pi \tau (1 + \tau)}} \int_{\Delta_{\tau}} \left[ \lim_{n \to \infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{1}{4} \left( \frac{1 + \tau}{\tau} \right) \right] dx \right] d\left( n, n \lambda_{\tau}^{n} \left( u, \frac{v}{\sqrt{n}} \right) \right) \]
with $w(x) := \Re \lambda_0 + \frac{x}{n}$. However, there exists $c > 0$ so that

$$
\left| \exp \left[-\frac{1}{4} \left(\frac{1 + \tau}{\tau}\right) v^2 \right] Q \left( n_n \lambda_n(x) \left( u, \frac{v}{\sqrt{n}} \right) \right) \right|
\leq \exp \left[-\frac{1}{4} \left(\frac{1 - \tau}{\tau}\right) v^2 \right] Q \left( n_n \left[ u - \frac{v}{\sqrt{n}} \right]^2 \right)
\leq c \exp \left[-\frac{1}{4} \left(\frac{1 - \tau}{\tau}\right) v^2 \right] \begin{cases} 1, & \exp \left[-\frac{1}{2} \left(\frac{1}{4} (u - v)^2 - \ln \left(\frac{1}{4} (u - v)^2\right) - 1\right) \right] \leq \frac{1}{4} (u - v) \in [-2, 2] \\ 0, & \frac{1}{4} (u - v) \notin \mathbb{R} \setminus [-2, 2] \end{cases}
$$

holds true for all $n \in \mathbb{Z}_{\geq 1}, \tau \in (0, 1)$ and $u, v \in \mathbb{R}$, compare (2.9) and (2.10). Hence, again by the dominated convergence theorem, as $n \to \infty$,

$$
\text{tr}_{L^2(\mathbb{T}_n)} K_n, \tau \sim \frac{1}{4\pi} \frac{1}{\sqrt{\pi \tau (1 + \tau)}} \int_{\Delta_n} \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{4} \left(\frac{1 + \tau}{\tau}\right) v^2 \right] \right]
\times \lim_{n \to \infty} Q \left( n_n \lambda_n(x) \left( u, \frac{v}{\sqrt{n}} \right) \right) \mathrm{d}v \mathrm{d}u \mathrm{d}x,
$$

and so with the $(u, v, x, \tau, \lambda_0)$-pointwise limit

$$
\lim_{n \to \infty} Q \left( n_n \lambda_n(x) \left( u, \frac{v}{\sqrt{n}} \right) \right) \xrightarrow{(3.9)} \begin{cases} 1, & \left(\frac{u}{\sqrt{n}}\right)^2 + \left(\frac{v \lambda_0}{\sqrt{n} \tau}\right)^2 < 1 \\ 0, & \left(\frac{u}{\sqrt{n}}\right)^2 + \left(\frac{v \lambda_0}{\sqrt{n} \tau}\right)^2 > 1 \end{cases}
$$

in turn

$$
\text{tr}_{L^2(\mathbb{T}_n)} K_n, \tau = |\Delta| + o(1) \quad \text{as} \quad n \to \infty \quad \text{for any fixed} \quad \tau \in (0, 1). \quad (3.20)
$$

Next, moving to the Hilbert–Schmidt norm while keeping (3.16) in mind, we first have

$$
\left\|K_n, \tau\right\|_2^2 = \int_{\left(\Delta_n \times \mathbb{R}\right)^2} \left| n^{-2} K_n, \tau \left( \lambda_0 + \frac{z}{n}, \lambda_0 + \frac{w}{n} \right) \right|^2 \mathrm{d}w \mathrm{d}z
= \int_{\Delta_n} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left| n^{-1} K_n, \tau \left( \Re \lambda_0 + \frac{x_1}{n} + \mathrm{i}y_1, \Re \lambda_0 + \frac{x_2}{n} + \mathrm{i}y_2 \right) \right|^2 \mathrm{d}y_2 \mathrm{d}x_2 \mathrm{d}y_1 \mathrm{d}x_1,
$$

which we now evaluate, as $n \to \infty$, through an application of the dominated convergence theorem. To that end recall the estimate $|K_n, \tau(z, w)| \leq n \sqrt{\rho_n, \tau(z) \rho_n, \tau(w)}, (z, w) \in \mathbb{C}^2$ where, by (3.17), after changing variables,

$$
\rho_n, \tau(x + iy) = \frac{1}{\pi^2 \sqrt{1 - \tau} \tau} \left( \frac{n}{4 \tau} \right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-\frac{n}{4} \left(\frac{1 - \tau}{\tau}\right) u^2 - \frac{n}{4} \left(\frac{1 + \tau}{\tau}\right) v^2 \right]
\times Q \left( n_n \lambda_n(x, v) \right) \mathrm{d}v \mathrm{d}u,
$$
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in terms of
\[ \lambda^{x,y}_\tau (u, v) := \left( \frac{u}{2} - \frac{y}{1 - \tau} \right)^2 - \left( \frac{v}{2} + \frac{ix}{1 + \tau} \right)^2. \]

Hence, identifying \( z = (\frac{u}{2} - \frac{y}{1 - \tau}) - (\frac{v}{2} + \frac{ix}{1 + \tau}) \) and \( w = (\frac{u}{2} - \frac{y}{1 - \tau}) + (\frac{v}{2} + \frac{ix}{1 + \tau}) \) in (3.7), we find
\[
|\rho_{n,\tau}(x+iy)| \leq \frac{1}{\pi \sqrt{1 - \tau^2}} \left( \frac{n}{4\tau} \right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1-\tau}{\tau} \right) (u^2 + v^2) \right] 
\times \sqrt{Q(n,n|z|^2)} \, dv \, du,
\]
(3.22)

since \( Q(n,n) \leq 1 \) for all \( x \geq 0 \). Then, after changing variables one more time in (3.22), for any \( \tau \in (0,1) \),
\[
|\rho_{n,\tau}(x+iy)| \leq c \sqrt{n} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{8} \left( \frac{1-\tau}{\tau} \right) s^2 \right] \sqrt{Q(n,n \left[ \left( \frac{s}{2} - \frac{y}{1 - \tau} \right)^2 + \left( \frac{x}{1 + \tau} \right)^2 \right])} \, ds,
\]
with \( c = c(\tau) > 0 \). Hence, by (2.9), (2.10), for any \( \tau \in (0,1) \),
\[
|\rho_{n,\tau}(x+iy)| \leq c \sqrt{n} \left\{ \int_{I'_\tau} \exp \left[ -\frac{n}{8} \left( \frac{1-\tau}{\tau} \right) s^2 \right] \, ds 
+ \int_{R \setminus I'_\tau} \exp \left[ -\frac{n}{8} \left( \frac{1-\tau}{\tau} \right) s^2 - \frac{n}{2} \left( \frac{s}{2} - \frac{y}{1 - \tau} \right)^2 \right] \, ds \right\}
\]
with \( I'_\tau := \{ s \in \mathbb{R} : \left| \frac{s}{2} - \frac{y}{1 - \tau} \right| \leq \sqrt{6} \} \), and therefore
\[
|\rho_{n,\tau}(x+iy)| \leq c_1 \left\{ \text{erfc} \left[ c_2 \sqrt{n} \left( \frac{2|y|}{1 - \tau} \right) \right] + e^{-nc|x|^2} \right\}, \quad \forall (x,y,n) \in \mathbb{R}^2 \times \mathbb{N}, \quad (3.23)
\]

where \( c_\epsilon = c_\epsilon(\tau) > 0 \). Seeing that the right hand side in (3.23) is decreasing in \( n \) once \( 2|y| > \sqrt{6}(1 - \tau) \), we then obtain back in the integrand of (3.21), for any fixed \( \tau \in (0,1) \),
\[
\left| n^{-1} K_{n,\tau} \left( \mathbb{R}\lambda_0 + \frac{x_1}{n} + iy_1, \mathbb{R}\lambda_0 + \frac{x_2}{n} + iy_2 \right) \right|^2 
\leq \rho_{n,\tau} \left( \mathbb{R}\lambda_0 + \frac{x_1}{n} + iy_1 \right) \rho_{n,\tau} \left( \mathbb{R}\lambda_0 + \frac{x_2}{n} + iy_2 \right)
\leq \phi(y_1) \phi(y_2) \quad \text{where} \quad \phi \in L^1(\mathbb{R}), \quad \text{valid for all} \quad (x_1,x_2,y_1,y_2,n) \in \mathbb{R}^4 \times \mathbb{N}.
\]

So, by dominated convergence,
\[
\lim_{s \to \infty} \|K_{n,\tau}\|^2 = \int_{\Delta'_1} \int_{\mathbb{R}^4} \int_{\mathbb{R}^4} \lim_{s \to \infty} \left| n^{-1} K_{n,\tau} \left( \mathbb{R}\lambda_0 + \frac{x_1}{n} + iy_1, \mathbb{R}\lambda_0 + \frac{x_2}{n} + iy_2 \right) \right|^2 \, dy_2 \, dx_2 \, dy_1 \, dx_1,
\]
(3.24)
provided the limit in the integrand exists pointwise almost everywhere in \((x_1, x_2, y_1, y_2) \in \mathbb{R}^4\). But this is indeed the case as we now demonstrate: First, working along the same lines as back in (3.2), for any \(z, w \in \mathbb{C}\),

\[
K_{n, \tau}(z, w) = \frac{n}{\pi^2 \sqrt{1 - \tau^2}} \left( \frac{n}{4\tau} \right) \exp \left[ -\frac{1}{2} \frac{n}{1 - \tau^2} \left( |z|^2 - 2z\overline{w} + |w|^2 \right) - \frac{i}{2} \frac{n\tau}{1 - \tau^2} \left( \Im(z^2) - \Im(w^2) \right) \right]
\times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) u^2 - \frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) v^2 \right] Q \left( n, n \hat{\lambda}_r^{z, w}(u, v) \right) \, dv \, du,
\]

with the abbreviation

\[
\hat{\lambda}_r^{z, w}(u, v) := \left( \frac{u}{2} + \frac{i(z - \overline{w})}{2(1 - \tau)} \right)^2 - \left( \frac{v}{2} + \frac{i(z + \overline{w})}{2(1 + \tau)} \right)^2.
\]

Note that, once \(z' := \Re \lambda_0 + x_1/n + iy_1\) and \(w' := \Re \lambda_0 + x_2/n + iy_2\) as needed in (3.24),

\[
-\frac{1}{2} \frac{n}{1 - \tau^2} \left( |z|^2 - 2z\overline{w} + |w|^2 \right) - \frac{i}{2} \frac{n\tau}{1 - \tau^2} \left( \Im(z^2) - \Im(w^2) \right)
+ \frac{1}{2} \frac{n}{1 - \tau^2} (y_1 - y_2)^2 + \frac{1}{2n} \frac{1}{1 - \tau^2} (x_1 - x_2)^2
\]

is purely imaginary, i.e. by triangle inequality,

\[
|n^{-1}K_{n, \tau}(z', w')| \leq \frac{1}{\pi^2 \sqrt{1 - \tau^2}} \left( \frac{n}{4\tau} \right) \exp \left[ -\frac{1}{2} \frac{n}{1 - \tau^2} (y_1 - y_2)^2 - \frac{1}{2n} \frac{1}{1 - \tau^2} (x_1 - x_2)^2 \right]
\times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau}{\tau} \right) u^2 - \frac{n}{4} \left( \frac{1 + \tau}{\tau} \right) v^2 \right] |Q \left( n, n \hat{\lambda}_r^{z', w'}(u, v) \right) | \, dv \, du.
\]

Using (2.8), we then record the coarse estimate

\[
|Q(n, nz)| \leq 1 + \sqrt{n} |e^{-n|z|} - \zeta^n| \quad \text{valid for any } z \in \mathbb{C} \text{ and } n \in \mathbb{N},
\]

and find in turn, after some simplifications,

\[
|n^{-1}K_{n, \tau}(z', w')| \leq I_{n, \tau} \left( \{x_j, y_j\}_{j=1}^2 \right) + J_{n, \tau} \left( \{x_j, y_j\}_{j=1}^2 \right), \quad n \in \mathbb{N}, \ \tau \in (0, 1), \ x_j, y_j \in \mathbb{R},
\]

where

\[
I_{n, \tau} \left( \{x_j, y_j\}_{j=1}^2 \right) := \frac{1}{\pi (1 - \tau^2)} \exp \left[ -\frac{1}{2} \frac{n}{1 - \tau^2} (y_1 - y_2)^2 - \frac{1}{2n} \frac{1}{1 - \tau^2} (x_1 - x_2)^2 \right],
\]

\[
J_{n, \tau} \left( \{x_j, y_j\}_{j=1}^2 \right) := \frac{1}{\pi^2 (1 - \tau^2)} \left( \frac{n}{4\tau} \right) \exp \left[ -\frac{1}{2} \frac{n}{1 - \tau^2} (y_1 - y_2)^2 - \frac{1}{2n} \frac{1}{1 - \tau^2} (x_1 - x_2)^2 \right].
\]
\[ J_{n, \tau} \left( \left\{ \{x_j, y]\} \right\}_{j=1}^{\infty} \right) := \frac{\exp[a_n h_n]}{\pi^2 \sqrt{1 - \tau}} \left( \frac{n^{3/2}}{8\tau} \right)^n \exp \left[ -\frac{1}{2\tau} \frac{n}{1 - \tau} (y_1^2 + y_2^2) - \frac{1}{2\tau} \frac{1}{1 - \tau^2} (x_1 - x_2)^2 \right] \times f_{n, \tau}(y_1, a_n) f_{n, \tau}(y_2, b_n), \]  

(3.28)

which involves the integral

\[ f_{n, \tau}(y, \omega) := \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{8\tau} (r^2 + \omega^2) \right] (r^2 + \omega^2)^{n/2} \, dr, \quad y, \omega \in \mathbb{R}, \]  

(3.29)

and the variables

\[ a_n := \frac{x_1 - x_2}{n(1 - \tau)} + \frac{x_1 + x_2}{n(1 + \tau)}, \quad b_n := \frac{x_1 - x_2}{n(1 + \tau)} - \frac{x_1 + x_2}{n(1 - \tau)}. \]

In order to estimate (3.28) further we temporarily fix \(q, \tau < \infty\) such that \(1, \frac{1}{q} = 1\) and apply Hölder’s inequality in (3.29),

\[ f_{n, \tau}(y, \omega) \leq \left( \frac{8\pi \tau}{n} \right)^{n/2} \exp \left[ \frac{np}{2\tau} y^2 + \frac{n\omega^2}{8\tau q} \right] \left\{ \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{8\tau} (r^2 + \omega^2) \right] (r^2 + \omega^2)^{n/2} \, dr \right\}^{1/2}. \]

Note that \([0, \infty) \ni x \mapsto e^{-x/8\tau} x^{n/2} =: g_{\tau, q}(x)\) is maximized for \(x = 4\tau > 0\), and therefore

\[ f_{n, \tau}(y, \omega) \leq \left( \frac{8\pi \tau}{n} \right)^{n/2} \exp \left[ \frac{np}{2\tau} y^2 + \frac{n\omega^2}{8\tau q} \right] \left( g_{\tau, q}(4\tau) \right)^{n/2} \left\{ \int_{-\infty}^{\infty} \frac{g_{\tau, q}(r^2 + \omega^2)}{g_{\tau, q}(4\tau)} \, dr \right\}^{1/2}, \]

as well as

\[ f_{n, \tau}(y_1, a_n) f_{n, \tau}(y_2, b_n) \leq C_{\tau, q}(a_n) C_{\tau, q}(b_n) \left( \frac{8\pi \tau}{n} \right)^{n/2} \exp \left[ \frac{np}{2\tau} (y_1^2 + y_2^2) + \frac{n}{8\tau q} (a_n^2 + b_n^2) \right] e^{-n (4\tau)^n}. \]  

(3.30)

Note that \((0, 1) \ni u \mapsto \frac{1}{2\tau} \frac{1}{1 - u} (y_1^2 + y_2^2) + \frac{1}{8\tau} (a_n^2 + b_n^2) - \frac{\ln a}{h(u)}\) has a unique global minimum at \(u = u_\star = u_\star(y_1, y_2, a_n, b_n) \in (0, 1)\) which is determined as the real-valued solution of

\[ h' (u) = \frac{1}{2\tau} \frac{1}{(1 - u)^2} (y_1^2 + y_2^2) + \frac{1}{8\tau} (a_n^2 + b_n^2) - \frac{1}{u} = 0. \]

Writing \(q_\star = \frac{1}{u_\star} \in (1, \infty)\), we then obtain by choosing \(q = q_\star, p = 1/(1 - u_\star)\) in (3.30),

\[ f_{n, \tau}(y_1, a_n) f_{n, \tau}(y_2, b_n) \leq C_{\tau, q_\star}(a_n) C_{\tau, q_\star}(b_n) \left( \frac{8\pi \tau}{n} \right)^{1-u_\star} e^{qh(u_\star)} \left( \frac{4\tau}{e} \right)^n, \]
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and thus for any $n > 8\pi \tau$ back in (3.28),

$$J_{n,\tau}\left(\{x_j, y_j\}_{j=1}^{2}\right) \leq \frac{e^{n(h(u_{+}) - h(\tau))}}{\pi^2 \sqrt{1 - \tau^2}} \left(\frac{\tau^{3/2}}{8\pi}\right) \exp\left[\frac{\tau}{n(1 - \tau^2)} (x_1 - x_2)^2 \right] C_{\tau, q_{+}}(a_n) C_{\tau, q_{-}}(b_n).$$

(3.31)

Notice that $h(u_{+}) < h(\tau)$ almost everywhere in $(x_1, x_2, y_1, y_2) \in \mathbb{R}^4$ and uniformly in $n \in \mathbb{N}$. Moreover, $C_{\tau, q_{+}}(a_n)$ and $C_{\tau, q_{-}}(b_n)$ are bounded from above uniformly in $n \in \mathbb{N}$, hence both terms in (3.26), compare (3.27) and (3.31), tend to zero as $n \to \infty$, pointwise almost everywhere in $(x_1, x_2, y_1, y_2) \in \mathbb{R}^4$, for any fixed $\tau \in (0, 1)$. So, back in (3.24),

$$\|K_{n, \tau}\|_2 = o(1) \quad \text{as} \quad n \to \infty \quad \text{for any fixed} \quad \tau \in (0, 1),$$

by the dominated convergence theorem, and consequently, (3.32), (3.20) and (3.16) establish

$$\lim_{n \to \infty} E_{n, \tau}\left(\lambda_0 + \frac{\Omega_{\Delta}}{n\theta_{\tau}(R\lambda_0)}\right) = e^{-|\Delta|}, \quad \Omega_{\Delta} = \Delta \times \mathbb{R} \subset \mathbb{R}^2 \simeq \mathbb{C},$$

as claimed in (1.27), for any fixed $\tau \in (0, 1), \text{any bounded interval } \Delta \subset \mathbb{R} \text{ of finite length } |\Delta| \in (0, \infty), \text{and any point } \lambda_0 \text{ in the interior of } \mathbb{D}_\tau$. Our proof of lemma 1.8 is complete. 

\section*{4. The eGinUE at weak non-Hermiticity: proof of (1.33), (1.34), proposition 1.11 and theorem 1.12}

In this section we establish the Fredholm determinant representations (1.33) and (1.34). Afterwards proposition 1.11 will follow from the bound [2, (52)] and the pointwise limit (1.31) established in [2, theorem 3(b)]. Lastly we obtain (1.36) by using proposition 1.11 and Taylor expansion.

\textbf{Proof of (1.33) and (1.34).} By (1.23), after changing variables $w_j = (z_j - \lambda_0)nq_1(\lambda_0)$,

$$E_{n, \tau_0}[\phi] = 1 + \sum_{\ell=1}^{n} \frac{(-1)^\ell}{\ell!} \int_{\mu} \phi(w_1) \cdots \phi(w_\ell) \times \det\left((nq_1(\lambda_0))^{-2} K_{n, \tau_0}\left(\lambda_0 + \frac{w_j}{nq_1(\lambda_0)}, \lambda_0 + \frac{w_k}{nq_1(\lambda_0)}\right)\right)_{j,k=1}^\ell d^2w_1 \cdots d^2w_\ell,$$

(4.1)

so that by (1.31), noticing en route that

$$\left(\theta_1(\lambda_0)\sqrt{n}\right)^{-2\ell} \nu_{n, \tau_0}^{(n, \tau_0)}\left(\lambda_0 + \frac{w_1}{nq_1(\lambda_0)}, \ldots, \lambda_0 + \frac{w_\ell}{nq_1(\lambda_0)}\right) = \prod_{j=1}^{\ell-1} \left(1 - \frac{j}{n}\right)^{-1} \times \det\left((nq_1(\lambda_0))^{-2} K_{n, \tau_0}\left(\lambda_0 + \frac{w_j}{nq_1(\lambda_0)}, \lambda_0 + \frac{w_k}{nq_1(\lambda_0)}\right)\right)_{j,k=1}^\ell,$$

we can pass to the limit $n \to \infty$ in every term of the sum in (4.1), given that $J \subset \mathbb{C}$ is compact and $\phi : \mathbb{C} \to \mathbb{C}$ bounded. We thus need to prove that the same limit can be carried out termwise,
i.e. that the $\ell$th term of the sum in (4.1) is bounded by the $\ell$th term of a convergent series, for large $n$. Once more, we shall achieve this by using a version of Hadamard’s inequality. Namely, $D = [D_{jk}]_{j,k=1}^{\ell} \in \mathbb{C}^{\ell \times \ell}$ with

$$D_{jk} := (n\varrho_1(\lambda_0))^{-2} K_{n,\tau_n} \left( \lambda_0 + \frac{w_j}{n\varrho_1(\lambda_0)}, \lambda_0 + \frac{w_k}{n\varrho_1(\lambda_0)} \right),$$

is a positive-definite matrix for it is Hermitian and we have for all $(t_1, \ldots, t_\ell) \in \mathbb{C}^{\ell}$, compare the proof workings of lemma 1.8,

$$\sum_{j,k=1}^{\ell} D_{jk} t_j t_k = \frac{(\varrho_1(\lambda_0))^{-2} \tau_n}{n\pi \sqrt{1 - \tau_n^2}} \sum_{m=0}^{\ell-1} \frac{(\tau_n/2)^m}{m!}$$

$$\times \left\{ \sum_{j=1}^{\ell} \exp \left[ -\frac{n}{2} V_{\tau_n} \left( \lambda_0 + \frac{w_j}{n\varrho_1(\lambda_0)} \right) \right] H_{\tau_n} \left( \sqrt{\frac{n}{2\tau_n}} \left( \lambda_0 + \frac{w_j}{n\varrho_1(\lambda_0)} \right) \right) \right\} t_j^2 \geq 0.$$

Consequently, by [42, (5.2.72)],

$$\det [D_{jk}]_{j,k=1}^{\ell} \leq \prod_{j=1}^{\ell} D_{jj} = \prod_{j=1}^{\ell} (\varrho_1(\lambda_0) \sqrt{n})^{-2} \rho_{n,\tau_n} \left( \lambda_0 + \frac{w_j}{n\varrho_1(\lambda_0)} \right),$$

and our workings in (3.17) show

$$\frac{1}{n} \rho_{n,\tau_n} \left( \lambda_0 + \frac{z}{n} \right)$$

$$= \frac{1}{\pi^2 \sqrt{1 - \tau_n^2}} \left( \frac{1}{4\pi} \right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{n}{4} \left( \frac{1 - \tau_n}{\tau_n} \right) \left( u + \frac{2y}{1 - \tau_n} \right)^2 + \frac{n}{4} \left( \frac{1 + \tau_n}{\tau_n} \right) v^2 \right]$$

$$\times Q \left( n, n \lambda_{\tau_n}^t (u, v) \right) \, dv \, du, \quad x \equiv \lambda_0 + \frac{\Re z}{n}, \quad y \equiv \Im z. \quad \frac{2}{\sigma}.$$

But for $\lambda_0 \in (-2, 2)$,

$$\lim_{n \to \infty} \frac{1}{n} \rho_{n,\tau_n} \left( \lambda_0 + \frac{z}{n} \right) = \sqrt{\pi} \left( \frac{\varrho_1(\lambda_0)}{2\pi \sigma} \right)^2 \int_{-2\pi \sigma}^{2\pi \sigma} \exp \left[ -\frac{1}{4} \left( v + \frac{2}{\sigma} \varrho_1(\lambda_0) \Im z \right)^2 \right] \, dv,$$

uniformly in a neighborhood of $\lambda_0 \in (-2, 2)$ for any fixed $\sigma > 0$. Thus, there exists $a \in (0, \infty)$ such that the inequality

$$\frac{1}{n} \rho_{n,\tau_n} \left( \lambda_0 + \frac{z}{n\varrho_1(\lambda_0)} \right) \leq a$$

is valid uniformly in $z$ varying in a compact subset of $\mathbb{C}$ if $n$ is sufficiently large, with $\sigma > 0$ fixed. Hence, the $\ell$th term of the sum in (4.1) is bounded by $(a\|\phi\|_{\infty} |\varrho_1 \frac{z}{n\varrho_1(\lambda_0)}|^\ell / \ell!$ and thus (1.33) is established by (4.1) and (1.31). Lastly, the limiting gap probability is a special case of (1.33) since
\[ E_{n,\tau_n} \left( \lambda_0 + \frac{\Omega}{n \vartheta_1 (\lambda_0)} \right) = E_{n,\tau_n} \left[ \chi_{\lambda_0 + \Omega/(n \vartheta_1 (\lambda_0))} \right] = E_{n,\tau_n} [\phi_n] \]

with \( \phi_n (z) := \chi_{\Omega} ((z - \lambda_0) n \vartheta_1 (\lambda_0)) \),

so the equality for \( E_{\sigma} (\Omega) \) follows indeed from (1.33). Our proof of (1.33) and (1.34) is complete.

**Proof of proposition 1.11.** Given our workings in the proof of (1.25), the step from (1.34) to the unbounded \( \Omega = (0, s) \times \mathbb{R} \) in proposition 1.11 is not hard. Indeed, theorem 1.10 establishes the Fredholm determinant identity

\[
E_{n,\tau_n} \left( \lambda_0 + \frac{\Omega}{n \vartheta_1 (\lambda_0)} \right) = 1 + \sum_{\ell=1}^{n} \frac{(-1)^\ell}{\ell!} \left( \int_{\mathbb{R}^\ell} \text{det} \left[ (n \vartheta_1 (\lambda_0))^{-2} K_{n,\tau_n} \left( \lambda_0 + \frac{w_j}{n \vartheta_1 (\lambda_0)} \lambda_0 + \frac{w_\ell}{n \vartheta_1 (\lambda_0)} \right) \right] \right) \text{d}^{\ell} w_1 \cdots \text{d}^{\ell} w_\ell \tag{4.2}
\]

for any finite \( n \in \mathbb{Z}_{\geq 1} \), any \( \lambda_0 \in (-2, 2) \) and any \( -\infty < a < b < \infty, -\infty < c < d < \infty \). And the same still holds true once \( c = -\infty \) or \( d = \infty \), for by Hadamard’s inequality, see our proof of (1.33) for \( D = [D_{k}]_{j,k=1}^\ell \),

\[ \text{det} [D_{k}]_{j,k=1}^\ell \leq \prod_{j=1}^{\ell} (\vartheta_1 (\lambda_0) \sqrt{\pi})^{-2} \rho_{n,\tau_n} \left( \lambda_0 + \frac{w_j}{n \vartheta_1 (\lambda_0)} \right), \]

and by [2, (52)],

\[ \frac{1}{n} \rho_{n,\tau_n} \left( x + \frac{iy}{n} \right) \leq C_1 \exp \left[ -C_2 \left( \frac{y^2}{n} \right) \right], \tag{4.3} \]

for all \( x \in \mathbb{R} \) on compact subsets such that either \( |x| \geq 2 + \delta \) or \( 0 \leq |x| \leq 2 - \delta \), for all \( y \in \mathbb{R} \), all \( \sigma > 0 \) fixed and all \( n \in \mathbb{Z}_{\geq 1} \) with \( C_j = C_j (\delta, \sigma) > 0 \). Hence, noting that \( \lambda_0 + \Re w_j / (n \vartheta_1 (\lambda_0)) \) is contained in a compact subset of \( \mathbb{R} \) for all \( n \in \mathbb{Z}_{\geq 1} \) since \( a, b \) are finite in (4.2), we have for all \( -\infty \leq c < d \leq \infty \),

\[ \int_{\mathbb{R}^\ell} \text{det} [D_{k}]_{j,k=1}^\ell \text{d}^\ell w_1 \cdots \text{d}^\ell w_\ell \leq \left( \frac{C_1 (b-a)}{\vartheta_1 (\lambda_0)} \right) \ell \left[ \int_{-\infty}^{\infty} \exp \left[ -C_2 y^2 \right] \text{d}y \right] ^\ell < \infty. \tag{4.4} \]

Estimate (4.4) proves that the right hand side of (4.2) is well-defined for all \( -\infty < a < b < \infty \) and all \( -\infty \leq c < d \leq \infty \). Moreover the \( \ell \text{th} \) term in the same sum is bounded by the \( \ell \text{th} \) term of a convergent series, so, choosing \( a = 0, b = s > 0 \) and \( c = -\infty, d = \infty \), we obtain

\[ E_{n,\tau_n} \left( \lambda_0 + \frac{\Omega}{n \vartheta_1 (\lambda_0)} \right) \overset{(4.2)}{=} E_{n,\tau_n} [\phi_n], \quad \phi_n (z) := \chi_{\Omega} ((z - \lambda_0) n \vartheta_1 (\lambda_0)). \]

Here, the right hand side converges to \( E_{\sigma} [\chi_{\Omega}] \) as \( n \to \infty \), pointwise in \( \sigma > 0 \) by the dominated convergence theorem using (4.3) and the estimate [2, (52)] which asserts that the limit (1.31) is also uniform in \( (w_1, \ldots, w_\ell) \) chosen from any vertical strip in \( \mathbb{C}^\ell \) of bounded width. In turn,
As in the proof of corollary we begin with the definition of conditional probability, compare (4.5), and by the limit (4.12) for any \( \sigma > 0 \), it remains to notice that

\[
\lim_{n \to \infty} q_n^\sigma(s) = \lim_{n \to \infty} E_n,_{\tau_n} \left( \frac{\Omega_s}{n q_1(\lambda_0)} \right) = E_\sigma[\chi_{\Omega}],
\]

for any \( s, \sigma > 0 \), as claimed in proposition 1.11. Our proof is complete. \( \square \)

We are now prepared to derive theorem 1.12

**Proof of theorem 1.12.** As in the proof of corollary 1.5 we begin with the definition of conditional probability, compare (2.18), and then use

\[
P_{,\tau_n} \{ R_{,\tau_n}(\Delta) = 0 \} = E_{,\tau_n}(\Omega_{\Delta}), \quad \Omega_{\Delta} = \Delta \times \mathbb{R}.
\]

What results is

\[
g_n^\sigma(s) = \lim_{h \to 0} E_{n,\tau_n} \left( \lambda_0 + \frac{(s,0) \times \mathbb{R}}{n q_1(\lambda_0)} \right) - E_{n,\tau_n} \left( \lambda_0 + \frac{(h,s) \times \mathbb{R}}{n q_1(\lambda_0)} \right), \quad s > 0;
\]

\[
\tau_n = 1 - \frac{1}{n} \left( \frac{\sigma}{q_1(\lambda_0)} \right)^2 \in (0,1),
\]

and we now use (4.2) in the evaluation of each \( E_{n,\tau_n} \). First, as \( h \to 0 \), uniformly in \( n \in \mathbb{Z}_{\geq 1} \), and for any fixed \( \sigma > 0 \),

\[
E_{n,\tau_n} \left( \lambda_0 + \frac{(h,0) \times \mathbb{R}}{n q_1(\lambda_0)} \right) = 1 - \frac{h}{q_1(\lambda_0)} \int_{-\infty}^{\infty} \frac{1}{n} \rho_{n,\tau_n} \left( \lambda_0 + \frac{iy}{n} \right) dy + O(h^2).
\]

Next, by symmetry of \( p_{,\tau_n}^{(n,\tau_n)}(z_1, \ldots, z_\ell) \), as \( h \to 0 \),

\[
\frac{1}{h} \left[ E_{n,\tau_n} \left( \lambda_0 + \frac{(0,s) \times \mathbb{R}}{n q_1(\lambda_0)} \right) - E_{n,\tau_n} \left( \lambda_0 + \frac{(h,s) \times \mathbb{R}}{n q_1(\lambda_0)} \right) \right]
\]

\[
= \sum_{\ell=1}^{n} \frac{(-1)^{\ell-1}}{(\ell-1)!} \int_{(0,s)^{\ell-1}} \int_{\mathbb{R}} \det \left( n q_1(\lambda_0) \right)^{-2} K_{n,\tau_n}
\]

\[
\times \left( \lambda_0 + \frac{w_j}{n q_1(\lambda_0)} \right) \cdots \left( \lambda_0 + \frac{w_k}{n q_1(\lambda_0)} \right) \right]_{\ell=\sum_{k=1}^{\ell}} d^3 w_1 d^2 w_2 \cdots d^2 w_\ell + o(1),
\]

again uniformly in \( n \in \mathbb{Z}_{\geq 1} \) and for any fixed \( \sigma > 0 \). Consequently, using also our proof workings that led to proposition 1.11 and by the limit (1.29),

\[
\lim_{n \to \infty} q_n^\sigma(s) = \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell-1}}{(\ell-1)!} \int_{(0,s)^{\ell-1}} \int_{\mathbb{R}} \det [K_{n,\tau_n}(z_j, z_k)]_{\ell=\sum_{k=1}^{\ell}} d^3 z_1 d^2 z_2 \cdots d^2 z_\ell \quad \forall s, \sigma > 0.
\]

(4.6)

It remains to notice that

\[
- \frac{d}{d \epsilon} \left[ 1 + \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell}}{\ell!} \int_{(0,s)^{\ell-1}} \int_{\mathbb{R}} \det [K_{n,\tau_n}(z_j, z_k)]_{\ell=\sum_{k=1}^{\ell}} d^3 z_1 d^2 z_2 \cdots d^2 z_\ell \right]_{\epsilon=0} = \text{RHS of (4.6)},
\]
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and so by translation invariance of $K_{\text{lin}}^\sigma(z,w)$ in the horizontal direction, see (1.32), and by proposition 1.11,

$$\text{RHS of (4.6)} = -\frac{d}{ds} E_\sigma [\chi_{\Omega_n}].$$

Thus, combined together,

$$\varphi(s,\sigma) = 1 - \lim_{n \to \infty} q_n^\sigma(s) = 1 + \frac{d}{ds} E_\sigma [\chi_{\Omega_n}] = \int_0^{\infty} \frac{d^2}{du^2} E_\sigma [\chi_{\Omega_n}] \, du;$$

$$\left. \frac{d}{ds} E_\sigma [\chi_{\Omega_n}] \right|_{s=0} = -1. \quad (4.7)$$

Identity (4.7) yields (1.36) provided the induced integral operator $K_{\text{lin}}^\sigma: L^2(\Omega_n) \to L^2(\Omega_n)$ with kernel (1.32) is trace class. We will establish the same in proposition 5.1 below so are now left with the small $s$-behavior of $\varphi(s,\sigma)$ for fixed $\sigma > 0$. To that end we use the upcoming (5.4),

$$E_\sigma [\chi_{\Omega_n}] = 1 - s + \frac{\pi^2}{96} \int_0^2 \int_0^2 (x-y)^2 e^{-\frac{1}{2}(\pi\sigma)^2} \, dx \, dy + O(s^6), \quad s \downarrow 0,$$

where the error term is twice $s$-differentiable. In turn, for any fixed $\sigma > 0$,

$$\frac{d}{ds} \varphi(s,\sigma) = \frac{d^2}{ds^2} E_\sigma [\chi_{\Omega_n}] = \frac{(\pi s)^2}{8} \int_0^2 \int_0^2 (x-y)^2 e^{-\frac{1}{2}(\pi\sigma)^2} \, dx \, dy + O(s^4), \quad s \downarrow 0.$$  

This last item concludes our proof of theorem 1.12. 

\[\square\]

5. The search for an integrable system

Our goal is to identify an integrable system for the limiting gap probability $E_\sigma(s)$ in (1.35) which, by proposition 1.11, admits a Fredholm determinant representation. Indeed, aligning our notations from now on with [40, chapter 21], we have $E_\sigma(s) = G_\sigma(t)$ with $t = \frac{s}{\sigma} > 0$ and

$$G_\sigma(t) := 1 + \sum_{k=1}^{\infty} \frac{1}{t^k} \int_{(t,j)} \det[K_{\text{lin}}^\sigma(z_j,z_k)]_{j,k=1}^{\ell} \, d^2z_1 \cdots d^2z_\ell, \quad (5.1)$$

in terms of the kernel (1.32) and the integration domain $J_i := (-t,0) \times \mathbb{R} \subset \mathbb{R}^2 \approx \mathbb{C}$. The kernel function $C^2 \ni (z,w) \mapsto K_{\text{lin}}^\sigma(z,w)$ is continuous for any $\sigma > 0$ and it determines a trace class operator on $L^2(J_i)$.

**Proposition 5.1.** Let $K_{\text{lin}}^\sigma: L^2(J_i) \to L^2(J_i)$ denote the integral operator with kernel (1.32), i.e.

$$(K_{\text{lin}}^\sigma f)(z) := \int_{J_i} K_{\text{lin}}^\sigma (z,w) f(w) \, d^2w. \quad (5.2)$$

Then $K_{\text{lin}}^\sigma$ is trace class for any $t, \sigma > 0$. 
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Proof. Writing $z = x + iy \in \mathbb{C}$, we define the integral operator $A_\sigma : L^2(J_1) \to L^2(\pi, \pi)$ with kernel

$$A_\sigma (a, z) := \frac{1}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{y^2}{2\sigma^2} - \frac{1}{2} (\sigma a)^2 - iax \right], \quad a \in (-\pi, \pi), \quad z \in J_1.$$

Since

$$\int_{-\pi}^{\pi} \int_{J_1} |A_\sigma (a, z)|^2 d^2z da = 2\pi < \infty,$$

the same constitutes a Hilbert–Schmidt transformation from $L^2(J_1)$ to $L^2(\pi, \pi)$, and thus in particular a bounded linear transformation between the same Hilbert spaces. Moreover, its Hilbert space adjoint is given by the Hilbert–Schmidt integral operator $A_\sigma^* : L^2(\pi, \pi) \to L^2(J_1)$ with kernel

$$A_\sigma^* (z, a) := \frac{1}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{y^2}{2\sigma^2} - \frac{1}{2} (\sigma a)^2 + iax \right], \quad z \in J_1, \quad a \in (-\pi, \pi).$$

It now remains to check that the action of $A_\sigma^* A_\sigma : L^2(J_1) \to L^2(J_1)$ coincides with the action of $K_{\sigma}^\omega : L^2(J_1) \to L^2(J_1)$ and thus the latter is trace class by \cite[chapter IV, lemma 7.2]{29}.

Equipped with proposition 5.1, \cite[theorem 3.7, 3.10]{44} yields the following equivalent representation of $G_\sigma (t)$, namely

$$G_\sigma (t) = \prod_{j=1}^{\infty} (1 - \omega_j (K_{\sigma}^\omega, J_1)), \quad t, \sigma > 0,$$

in terms of the non-zero eigenvalues $\omega_j (K_{\sigma}^\omega, J_1)$ of the integral operator $K_{\sigma}^\omega : L^2(J_1) \to L^2(J_1)$ defined in (5.2), taking multiplicities into account. More importantly, by Sylvester’s identity \cite[chapter IV, (5.9)]{29} and the proof workings in proposition 5.1 we record another representation for $G_\sigma (t)$ in (5.4) below.

Corollary 5.2. Introduce the kernel function

$$S_\sigma^t (a, b) := \frac{\sin \pi (a - b)}{\pi (a - b)} \exp \left[ -\frac{\pi \sigma}{2t} (a - b)^2 \right], \quad (5.3)$$

and let $S_\sigma^t : L^2(-t, t) \to L^2(-t, t)$ denote the corresponding integral operator with $t, \sigma > 0$. Then

$$G_\sigma (t) = \prod_{k=1}^{\infty} (1 - \omega_k (S_\sigma^t, (-t, t))), \quad t, \sigma > 0,$$

(5.4)

where $\omega_k (S_\sigma^t, (-t, t))$ are the non-zero eigenvalues of $S_\sigma^t : L^2(-t, t) \to L^2(-t, t)$, counted according to multiplicities.

Proof. The trace class operator $A_\sigma^* A_\sigma : L^2(-\pi, \pi) \to L^2(-\pi, \pi)$ has kernel

$$(A_\sigma A_\sigma^*) (a, b) = \int_{J_1} A_\sigma (a, z) A_\sigma^* (z, b) d^2z = \frac{\sin t (a - b)}{\pi (a - b)} \exp \left[ -\left( \frac{\sigma}{2} (a - b) \right)^2 \right]$$

and thus the latter is trace class by \cite[chapter IV, (5.9)]{29} and the proof workings in proposition 5.1.
and rescaling yields the trace equalities
\[
\text{tr}_{L^2(-\pi,\pi)} (A_\sigma A_\sigma^*)^k = \text{tr}_{L^2(-t,t)} (S_t^\sigma)^k, \quad t, \sigma > 0,
\]
for all \(k \in \mathbb{Z}_{\geq 1}\). Thus (5.4) follows from Sylvester’s identity, the Plemelj-Smithies formulæ [44, theorem 5.4] and [44, theorem 3.7].

The simple dependence of (5.3) on \(\sigma > 0\) makes it possible to analyze the \(\sigma \downarrow 0\) and \(\sigma \rightarrow \infty\) degenerations of \(G_\sigma(t)\) at this point.

**Corollary 5.3.** For any fixed \(t > 0\),
\[
\lim_{\sigma \downarrow 0} G_\sigma(t) = 1 + \sum_{\ell=1}^{\infty} \frac{(-1)^\ell}{\ell!} \int_{-t,t} \det \left[ \frac{\sin \pi (x_j - x_k)}{\pi (x_j - x_k)} \right]^{\ell} d x_1 \cdots d x_\ell, \quad (5.5)
\]
and thus in particular \(\lim_{\sigma \downarrow 0} \varphi(s, \sigma) = F_1(s), s > 0\) in terms of (1.12).

**Proof.** Clearly, pointwise in \(a, b \in (-t, t)\) with \(t > 0\),
\[
\lim_{\sigma \downarrow 0} S_t^\sigma (a, b) = K_{\text{\text{sin}}} (a, b) := \frac{\sin \pi (a - b)}{\pi (a - b)}.
\]
(5.6)

Also, \(S_t^\sigma\) and \(K_{\text{\text{sin}}}\) (the operator on \(L^2(-t, t)\) with kernel \(K_{\text{\text{sin}}}(a, b)\)) are non-negative and self-adjoint, so we need to show \(S_t^\sigma \rightharpoonup K_{\text{\text{sin}}} \) weakly and \(\|S_t^\sigma\|_1 \rightharpoonup \|K_{\text{\text{sin}}}\|_1\) in trace norm as \(\sigma \downarrow 0\) to conclude the validity of (5.5) by [44, theorem 2.20, 3.4]. However, for all \(\sigma > 0\),
\[
\|S_t^\sigma\|_1 = \int_{-t}^{t} S_t^\sigma (a, a) \, da = 2t = \int_{-t}^{t} K_{\text{\text{sin}}} (a, a) \, da = \|K_{\text{\text{sin}}}\|_1,
\]
and, for any \(f, g \in L^2(-t, t)\), by the dominated convergence theorem seeing that \(|S_t^\sigma (a, b)| \leq 1\) for all \(a, b \in \mathbb{R}\) and all \(t, \sigma > 0\),
\[
\lim_{\sigma \downarrow 0} \int_{-t}^{t} \int_{-t}^{t} S_t^\sigma (a, b) f(b) g(a) \, da \, db = \int_{-t}^{t} \int_{-t}^{t} K_{\text{\text{sin}}} (a, b) f(b) g(a) \, da \, db.
\]
The proof of (5.5) is complete.

**Corollary 5.4.** For any fixed \(t > 0\),
\[
\lim_{\sigma \rightarrow \infty} G_\sigma(t) = 1 + \sum_{\ell=1}^{\infty} \frac{(-1)^\ell}{\ell!} \int_{-t,t} \det [K_{\text{Poi}} (x_j, x_k)]^{\ell}_{j,k=1} d x_1 \cdots d x_\ell = e^{-2t},
\]
with the Poisson correlation kernel corresponding to unit density,
\[
K_{\text{Poi}} (x, y) = \begin{cases} 
1, & x = y, \\
0, & x \neq y,
\end{cases}
x, y \in (-t, t),
\]
and thus in particular \(\lim_{\sigma \rightarrow \infty} \varphi(s, \sigma) = F_0(s), s > 0\) in terms of (1.19).
**Proof.** Identity (5.3) readily shows that, pointwise in \( a, b \in (−t, t) \) with \( t > 0 \),

\[
\lim_{\sigma \to \infty} S_\sigma^a (a, b) = K_{\text{Poi}} (a, b) . \tag{5.8}
\]

Moreover, by Hadamard’s inequality, for any \( \ell \in \mathbb{Z}_{>0} \),

\[
\det [S_\sigma^a (x_j, x_k)]_{j,k=1}^{\ell} \leq \prod_{j=1}^{\ell} S_\sigma^a (x_j, x_j) = 1 , \quad x_j \in (−t, t) ,
\]

and thus by the dominated convergence theorem, for any fixed \( t > 0 \),

\[
\lim_{\sigma \to \infty} G_\sigma (t) = 1 + \lim_{\sigma \to \infty} \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell}}{\ell!} \int_{(−t, t)^{\ell}} \det [S_\sigma^a (x_j, x_k)]_{j,k=1}^{\ell} \, dx_1 \cdots dx_\ell = 1 + \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell}}{\ell!} \int_{(−t, t)^{\ell}} \lim_{\sigma \to \infty} \det [S_\sigma^a (x_j, x_k)]_{j,k=1}^{\ell} \, dx_1 \cdots dx_\ell \overset{(5.8)}{=} e^{-2t} .
\]

This completes our proof of (5.7). \( \square \)

While the representation (5.4), with (5.3) in place, is very convenient in the analysis of the degenerations of \( G_\sigma (t) \) as \( \sigma \downarrow 0 \) and \( \sigma \to \infty \), our derivation of an integrable system for \( G_\sigma (t) \) will make use of yet another, that is, finite-temperature, representation of \( G_\sigma (t) \). The details are as follows.

**Proposition 5.5.** Abbreviate

\[
\Phi (x) := \frac{1}{\sqrt{\pi}} \int_{-\infty}^{x} e^{-y^2} \, dy , \quad x \in \mathbb{R} .
\]

Then for any \( a, b \in (−t, t) \) with \( t > 0 \) and any \( \sigma > 0 \),

\[
S_\sigma^a (a, b) = \int_{0}^{\infty} \left[ \Phi \left( \frac{1}{\sigma} (z + 1) \right) - \Phi \left( \frac{1}{\sigma} (z - 1) \right) \right] \cos (\pi (a - b) z) \, dz , \tag{5.9}
\]

i.e. \( S_\sigma^a (a, b) \) is an example of a finite-temperature sine kernel.

**Proof.** Using the Gaussian integral

\[
e^{-\frac{1}{4}x^2} = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-u^2 + iux} \, du , \quad x \in \mathbb{R} ,
\]

we rewrite (5.3) as

\[
S_\sigma^a (a, b) = \frac{i}{\sigma \sqrt{\pi}} \int_{-\infty}^{\infty} \exp \left[ -\left( \frac{1}{\sigma} \right)^2 (v - 1)^2 \right] \frac{\sin (\pi (a - b) v)}{\pi (a - b)} \, dv
\]

\[
= \frac{i}{\sigma \sqrt{\pi}} \int_{0}^{\infty} \left\{ \exp \left[ -\left( \frac{1}{\sigma} \right)^2 (v - 1)^2 \right] - \exp \left[ -\left( \frac{1}{\sigma} \right)^2 (v + 1)^2 \right] \right\} \frac{\sin (\pi (a - b) v)}{\pi (a - b)} \, dv ,
\]
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and then integrate by parts,
\[
S^n_t(a,b) = \int_0^\infty \left( \frac{t}{\sigma \sqrt{\pi}} \right)^2 \int_a^b \exp \left[ -\left( \frac{t}{\sigma} \right)^2 (u - 1)^2 \right] du \exp \left[ -\left( \frac{t}{\sigma} \right)^2 (u + 1)^2 \right] dv \cos (\pi (a - b) v) dv.
\]

All that remains is to express the \(v\)-antiderivative in terms of \(\Phi\) and what results is precisely (5.9). Our proof is complete.

Note that (5.9) is an example of the type
\[
K_\alpha (x,y) := \int_0^\infty \cos (\pi (x - y) z) w_\alpha (z) dz, \quad x,y \in (-t,t), \quad \alpha > 0 \tag{5.10}
\]
with smooth, even weight \(w_\alpha : \mathbb{R} \to [0,1]\) such that \(\lim_{z \to \infty} w_\alpha (z) = 0\) exponentially fast\(^8\).

Staying within the same class of kernels, we now gather the following facts.

**Lemma 5.6.** The integral operator \(K_\alpha : L^2(-t,t) \to L^2(-t,t)\) given by
\[
(K_\alpha f)(x) := \int_{-t}^t K_\alpha (x,y) f(y) dy, \tag{5.11}
\]
on the open interval \((-t,t) \subset \mathbb{R}\) with kernel (5.10) is trace class for any \(t, \alpha > 0\).

**Proof.** The kernel function (5.10) is a Hermitian positive function, i.e. we have \(K_\alpha (x,y) = \overline{K_\alpha (y,x)}\) on \(\mathbb{R}^2\) and for any \(x_1, \ldots, x_n \in (-1,1), z \in \mathbb{C}^n,\)
\[
\sum_{j,k=1}^n z_j K_\alpha (x_j, x_k) \overline{z_k} = \frac{1}{2} \int_{-\infty}^\infty \left| \sum_{j=1}^n z_j e^{\pi \sigma y^2} \right|^2 w_\alpha (z) dz \geq 0.
\]
Since \(\mathbb{R}^2 \ni (x,y) \mapsto K_\alpha (x,y)\) is also continuous and since
\[
\int_{-t}^t K_\alpha (x,x) dx = 2t \int_0^\infty w_\alpha (z) dz < \infty,
\]
it follows by [44, theorem 2.12] that the operator \(K_\alpha\) in (5.11) is trace class on \(L^2(-t,t)\) for all \(t, \alpha > 0\).

**Lemma 5.7.** For every \(t, \alpha > 0\), the operator \(K_\alpha\) in (5.11) satisfies \(0 \leq K_\alpha \leq 1\) and thus in operator norm, \(\|K_\alpha\| \leq 1\). Additionally, \(I - K_\alpha\) is invertible on \(L^2(-t,t)\) for all \(t, \alpha > 0\).

**Proof.** The argument is standard for a Wiener-Hopf type operator such as (5.11): one has in the inner product \(\langle \cdot, \cdot \rangle\) on \(L^2(-t,t)\),
\[
\langle f, K_\alpha f \rangle = \frac{1}{2} \int_{-\infty}^{\infty} \left| \int_{-t}^t f(x) e^{i\pi \sigma x} dx \right|^2 w_\alpha (z) dz, \quad t, \alpha > 0,
\]

\(^8\) The \(\alpha\)-dependence of the weight is not essential in the derivation of an integrable system. We keep it in place only because of (5.9) which has \(\alpha = t/\sigma \geq 0\) built in.
and thus in terms of the Fourier transform \( \hat{g}(y) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} g(x)e^{-iyx} \, dx \),

\[
\langle f, K_\alpha \rangle = \pi \int_{-\infty}^{\infty} |\hat{f}(\pi z)|^2 w_\alpha(z) \, dz,
\]

(5.12)

where \( f(x) := f(x)\chi_{(-t,0)}(x) \) with the indicator function \( \chi_{(-t,0)} \) on \((-t, t)\). Hence, by Plancherel’s theorem,

\[
\langle f, K_\alpha \rangle \overset{\text{(5.12)}}{\leq} \pi \int_{-\infty}^{\infty} |\hat{f}(\pi z)|^2 \, dz = \int_{-\infty}^{\infty} |f(x)|^2 \, dx = \langle f, f \rangle,
\]

(5.13)

which says \( 0 \leq K_\alpha \leq 1 \) and where we used that \( w_\alpha : \mathbb{R} \to [0, 1) \). Moreover, by self-adjointness of \( K_\alpha \),

\[
\|K_\alpha\| = \sup_{\langle f, f \rangle = 1} |\langle f, K_\alpha f \rangle| \overset{\text{(5.13)}}{\leq} 1,
\]

so we are left to verify invertibility of \( I - K_\alpha \). To that end, note that \( K_\alpha \) is compact by lemma 5.6, so we assume that there exists \( f \in L^2(-t, t) \setminus \{0\} \) such that \( K_\alpha f = f \). For the same \( f \), equality in (5.13) takes place, in particular we must have

\[
\langle f, K_\alpha \rangle = \pi \int_{-\infty}^{\infty} |\hat{f}(\pi z)|^2 \, dz \overset{\text{(5.12)}}{=} \pi \int_{-\infty}^{\infty} (1 - w_\alpha(z)) |\hat{f}(\pi z)|^2 \, dz = 0.
\]

But \( w_\alpha : \mathbb{R} \to [0, 1) \) is smooth, i.e. the last equality necessarily implies

\[
\hat{f}(\pi z) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(x) e^{i\pi z x} \, dx = 0 \quad \forall z \in \mathbb{R}.
\]

This yields \( f = 0 \in L^2(-t, t) \subset L^1(-t, t) \) by the Fourier uniqueness theorem, a contradiction. Thus the operator \( I - K_\alpha \) is injective on \( L^2(-t, t) \) for all \( t, \alpha > 0 \) and hence invertible by the Fredholm Alternative. Our proof is complete. \( \square \)

By lemma 5.6, the Fredholm determinant \( D(t, \alpha) \) of the operator \( K_\alpha \) on \( L^2(-t, t) \), i.e.

\[
D(t, \alpha) := \prod_{j=1}^{\infty} (1 - \omega_j(K_\alpha, (-t, t))),
\]

(5.14)

is well-defined and non-zero for all \( t, \alpha > 0 \). In (5.14) we let \( \omega_j(K_\alpha, (-t, t)) \) denote the non-zero eigenvalues of \( K_\alpha \) counted according to their multiplicities. Moving ahead, we will now express (5.14) in terms of an integro-differential dynamical system in the main variable \( t > 0 \), and the same representation will be valid for all values \( \alpha > 0 \). To get back to (5.4) we then use (5.9), i.e. we choose

\[
w_\alpha(z) = \Phi(\alpha(z + 1)) - \Phi(\alpha(z - 1)), \quad z \in \mathbb{R}, \ \alpha > 0,
\]

(5.15)

and equate, with (5.15) in place, \( G_{\alpha}(t) = D(t, \alpha)\big|_{\alpha=\alpha/\sigma} \). The details are worked out in the next section.
6. Deriving the integrable system: proof of theorem 1.13

In order to derive an integrable system for \( D(t, \alpha) \) we follow, at least for a while, the algebraic steps of Tracy and Widom [46, section VI], see also [3, section 3.6] and [1, section 5.2], in their derivation of the Jimbo-Miwa-Mori-Sato equations for the sine kernel determinant (5.10) when \( w_\alpha \) is the indicator function on \((-1, 1)\). We begin by rewriting (5.10) in generalized integrable form, see [31]. Throughout we treat \( t \) and \( \alpha \) as independent variables.

**Lemma 6.1.** Set \( \phi(x) := \frac{1}{\pi} \sin(\pi x)\) and \( \psi(x) := \phi'(x)\), then for any \( x, y \in (-t, t) \) with \( t > 0 \) and any \( \alpha > 0 \),

\[
K_\alpha(x, y) = -\int_0^\infty \left[ \frac{\phi(xz) \psi(zy) - \psi(xz) \phi(zy)}{x-y} \right] \, dw_\alpha(z), \quad dw_\alpha(z) \equiv w_\alpha'(z) \, dz. \tag{6.1}
\]

**Proof.** Simply integrate (5.10) by parts, using that \( w_\alpha \) is smooth and vanishes at \( \infty \),

\[
K_\alpha(x, y) = -\int_0^\infty \left[ \frac{\sin(\pi(x-y)z)}{\pi(x-y)} \right] \, dw_\alpha(z).
\]

The last identity yields (6.1) after an application of the sine addition formula. \( \square \)

Moving ahead, we will think of the operator \( K_\alpha \) as acting, not on \((-t, t)\) but on \( \mathbb{R} \) and to have kernel

\[
K_\alpha'(x, y) := K_\alpha(x, y) \chi_J(y), \quad J := [-t, t] \subset \mathbb{R}, \quad (x, y) \in \mathbb{R}^2.
\]

Observe that \( K_\alpha' \) is no longer symmetric, unlike \( K_\alpha \). Since \( K_\alpha' \) is trace class, we begin with the identity,

\[
\frac{\partial}{\partial t} \ln D(t, \alpha) = - \frac{\text{tr}}{L^2(\mathbb{R})} \left( (I - K_\alpha')^{-1} \frac{\partial K_\alpha'}{\partial t} \right),
\]

\[
\frac{\partial K_\alpha'}{\partial t} = K_\alpha'(x,t) \delta(y-t) + K_\alpha'(x,-t) \delta(y+t),
\]

where ‘\( \equiv \)’ means ‘has kernel’ and conclude from it

\[
\frac{\partial}{\partial t} \ln D(t, \alpha) = -R_\alpha'(t, t) - R_\alpha'(-t, -t) = -2R_\alpha'(t, t), \tag{6.2}
\]

by using the resolvent kernel \( R_\alpha'(x, y) \) of \( K_\alpha' \), i.e. \( R_\alpha' = (I - K_\alpha')^{-1} K_\alpha' \equiv R_\alpha'(x, y) \) and where the second equality in (6.2) follows from the fact that the kernel of \( K_\alpha \) is symmetric and even for \( x, y \in [-t, t] \), see (5.10). Note that \( R_\alpha'(x, y) \) is smooth in \( x \), but discontinuous at \( y = t \), so \( R_\alpha'(t, t) \) really means

\[
\lim_{y \uparrow t} R_\alpha'(t, y).
\]

Following the standard moves in the game of [46] we now assemble formulæ for \( R_\alpha'(x, y) \) and closely related quantities.
6.1. Formula for \( R^\alpha_n(x, y) \)

Let \( M \) denote multiplication by the independent variable. Then for the commutator

\[
[M, K^\alpha_n] = xK^\alpha_n(x, y) - K^\alpha_n(x, y) = \int_0^\infty (\phi(xz)\psi(y) - \psi(xz)\phi(y)) \chi_J(y) \, dw_\alpha(z),
\]

(6.1)

and so, using the dilation \( \tau_z \) with \( (\tau_z f)(x) := f(xz) \), we obtain the commutator kernel identity

\[
\left[ M, (I - K^\alpha_n)^{-1} \right] = (I - K^\alpha_n)^{-1} [M, K^\alpha_n] (I - K^\alpha_n)^{-1} = \int_0^\infty \left[ Q_\alpha(x; z, t) (I - K^\alpha_n)^{-1} (\tau_z \psi) \chi_J(y) \right] \, dw_\alpha(z),
\]

(6.4)

where \( K^\alpha_n^* \) is the real adjoint of \( K^\alpha_n \) and we use the below generalizations of [46, (53), (54)],

\[
Q_\alpha(x; z, t) := \left( (I - K^\alpha_n)^{-1} \tau_z \phi \right)(x), \quad P_\alpha(x; z, t) := \left( (I - K^\alpha_n)^{-1} \tau_z \psi \right)(x),
\]

defined for any \( x \in \mathbb{R} \) and \( z, t, \alpha > 0 \). Next, with \( (I - K^\alpha_n)^{-1} \), \( \delta(x - y) + K^\alpha_n(x, y) \), we also have

\[
\left[ M, (I - K^\alpha_n)^{-1} \right] = (x - y) R^\alpha_n(x, y) \text{ on } \mathbb{R}^2,
\]

and so after comparison with (6.4),

\[
R^\alpha_n(x, y) = -\int_0^\infty \left[ Q_\alpha(x; z, t) P_\alpha(y; z, t) - P_\alpha(x; z, t) Q_\alpha(y; z, t) \right] \, dw_\alpha(z),
\]

(6.5)

where we used the identities, valid for any \( z, t > 0 \),

\[
\begin{align*}
(I - K^\alpha_n)^{-1} (\tau_z \psi) \chi_J &= (I - K^\alpha_n)^{-1} \tau_z \phi = P_\alpha \\
(I - K^\alpha_n)^{-1} (\tau_z \phi) \chi_J &= (I - K^\alpha_n)^{-1} \tau_z \phi = Q_\alpha
\end{align*}
\]

on \( (-t, t) \),

and which are based on the symmetry of \( K_\alpha \), i.e. the identity \( K^\alpha_n = K^\alpha_n^* \). The special case \( y \to x \in (-t, t) \) in (6.5) reads

\[
R^\alpha_n(x, x) = -\int_0^\infty \left[ Q_\alpha(x; z, t) P_\alpha(x; z, t) - P_\alpha(x; z, t) Q_\alpha(x; z, t) \right] \, dw_\alpha(z), \quad x \in (-t, t),
\]

with \( (\cdot) \) as \( x \)-derivative (the first variable in \( Q^\alpha_n, P_\alpha \)) and it yields the below generalization of [46, lemma 4].

**Lemma 6.2.** For any \( t, \alpha > 0 \),

\[
R^\alpha_n(t, t) = \lim_{y \to t} R^\alpha_n(t, y) = -\int_0^\infty \left[ Q^\alpha_n(t; z, t) p_\alpha(t, z) - P^\alpha_n(t; z, t) q_\alpha(t, z) \right] \, dw_\alpha(z)
\]

(6.6)

with the quantities, generalizing [46, (6.10)],

\[
p_\alpha(t, z) := P_\alpha(t; z, t), \quad q_\alpha(t, z) := Q_\alpha(t; z, t), \quad z, t, \alpha > 0.
\]
Because of (6.2) and (6.6) we now proceed with the computation of the derivatives \( Q'_\alpha(x; z, t) \) and \( P'_\alpha(x; z, t) \), adapting [46, (6.12) – (6.18)] to our needs in the course of it. First, with \( D \) as differentiation with respect to the first variable, for any \( x \in \mathbb{R} \) and \( z, t, \alpha > 0 \),

\[
Q'_\alpha(x; z, t) = D(I - K'_\alpha)^{-1} \tau_\alpha(x) = (I - K'_\alpha)^{-1} D\tau_\alpha(x) + \left[ D(I - K'_\alpha)^{-1} \right] \tau_\alpha(x),
\]

having used \( D\tau_\alpha = z\tau_\alpha \) in the third equality. Next we compute the commutator \([D(I - K'_\alpha)^{-1}].\)

**Proposition 6.3.** For any \( x, y \in \mathbb{R} \) and \( t, \alpha > 0 \),

\[
\left[ D, (I - K'_\alpha)^{-1} \right] = -(R'_\alpha(x, t) \rho(t, y) - R'_\alpha(x, -t) \rho(-t, y)),
\]

where \( \rho(x, y) = \delta(x - y) + R'_\alpha(x, y) \) is the distributional kernel of \((I - K'_\alpha)^{-1}.

**Proof.** We use \([D, (I - K'_\alpha)^{-1}] = (I - K'_\alpha)^{-1}[D, K'_\alpha](I - K'_\alpha)^{-1}\) and integration by parts,

\[
\left[ D, K'_\alpha \right] = \left( \frac{\partial}{\partial x} K'_\alpha(x, y) + \frac{\partial}{\partial y} K'_\alpha(x, y) \right) \chi_f(y) - (K'_\alpha(x, t) \delta(y - t) - K'_\alpha(x, -t) \delta(y + t))
\]

\[
= -(K'_\alpha(x, t) \delta(y - t) - K'_\alpha(x, -t) \delta(y + t)),
\]

given that \( \frac{\partial}{\partial x} K'_\alpha(x, y) + \frac{\partial}{\partial y} K'_\alpha(x, y) = 0 \). The above yields

\[
\left[ D, (I - K'_\alpha)^{-1} \right] = -(R'_\alpha(x, t) \rho(t, y) - R'_\alpha(x, -t) \rho(-t, y)),
\]

and thus verifies the claim (6.8).

Inserting (6.8) into (6.7) we find for all \( x \in \mathbb{R} \) and \( z, t, \alpha > 0 \),

\[
Q'_\alpha(x; z, t) = zP_\alpha(x; z, t) - R'_\alpha(x; t) Q_\alpha(t; z, t) + R'_\alpha(x; -t) Q_\alpha(-t; z, t)
\]

\[
= zP_\alpha(x; z, t) - (R'_\alpha(x; t) + R'_\alpha(x; -t)) p_\alpha(t, z),
\]

since \( Q_\alpha(-t; z, t) = -Q_\alpha(t; z, t) = -q_\alpha(t, z) \) by symmetry and evenness of \( K_\alpha(x, y) \), see (5.10).

Next,

\[
P'_\alpha(x; z, t) = D(I - K'_\alpha)^{-1} \tau_\alpha(x) = (I - K'_\alpha)^{-1} D\tau_\alpha(x) + \left[ D(I - K'_\alpha)^{-1} \right] \tau_\alpha(x)
\]

\[
= -z\pi^2 Q_\alpha(x; z, t) - (R'_\alpha(x; t) - R'_\alpha(x; -t)) p_\alpha(t, z),
\]

valid for any \( x \in \mathbb{R} \) and \( z, t, \alpha > 0 \), where we used \( D\tau_\alpha = -z\pi^2 \tau_\alpha \) and \( P_\alpha(-t; z, t) = P_\alpha(t; z, t) = p_\alpha(t, z) \), again by symmetry and evenness of \( K_\alpha(x, y) \). Summarizing our immediate results, from (6.9) and (6.10) for \( x = t \), which are needed in (6.2) and (6.6):

**Proposition 6.4.** For any \( z, t, \alpha > 0 \),

\[
Q'_\alpha(t; z, t) = zp_\alpha(t, z) - (R'_\alpha(t; t) + R'_\alpha(t; -t)) q_\alpha(t, z),
\]

\[
P'_\alpha(t; z, t) = -z\pi^2 q_\alpha(t, z) - (R'_\alpha(t; t) - R'_\alpha(t; -t)) p_\alpha(t, z),
\]
so we have in particular back in (6.6), for any $t, \alpha > 0$,
\[ R'_\alpha(t,t) = -\int_0^\infty \left[ z^2 q^2_\alpha(t,z) + z^2 q^2_\alpha(t,z) - 2R'_\alpha(t,-t)q_\alpha(t,z)p_\alpha(t,z) \right] \mathrm{d}w_\alpha(z), \]  
(6.11)
which generalizes [46, (6.25)] to our setup (5.10). Moreover, from (6.5) and with $Q_\alpha(-t,z,t) = -q_\alpha(t,z)$ as well as $P_\alpha(-t,z,t) = p_\alpha(t,z)$,
\[ tR'_\alpha(t,-t) = -\int_0^\infty q_\alpha(t,z)p_\alpha(t,z) \mathrm{d}w_\alpha(z), \quad t, \alpha > 0. \]  
(6.12)
At this point of our calculation we derive first order equations for $q_\alpha$ and $p_\alpha$.

### 6.2. Equations for $q_\alpha$ and $p_\alpha$

By chain rule
\[ \frac{\partial}{\partial t} q_\alpha(t,z) = \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial t} \right) Q_\alpha(x;z,t) \bigg|_{x=t}, \quad \frac{\partial}{\partial t} p_\alpha(t,z) = \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial t} \right) P_\alpha(x;z,t) \bigg|_{x=t}, \]

so we can use the $x$-derivatives in (6.9) and (6.10) combined with
\[ \frac{\partial}{\partial t} Q_\alpha(x;z,t) = \frac{\partial}{\partial t} \left( (I - K'_\alpha)^{-1} \tau_\alpha \phi \right)(x) = \left( (I - K'_\alpha)^{-1} \frac{\partial K'_\alpha}{\partial t} (I - K'_\alpha)^{-1} \tau_\alpha \phi \right)(x), \]
\[ \frac{\partial}{\partial t} P_\alpha(x;z,t) = \frac{\partial}{\partial t} \left( (I - K'_\alpha)^{-1} \tau_\alpha \phi \right)(x) = \left( (I - K'_\alpha)^{-1} \frac{\partial K'_\alpha}{\partial t} (I - K'_\alpha)^{-1} \tau_\alpha \phi \right)(x), \]
and $\frac{\partial}{\partial t} K'_\alpha \equiv K'_\alpha(x,t) \delta(y-t) + K'_\alpha(x,-t) \delta(y+t)$. What results is summarized below.

**Proposition 6.5.** For any $z,t, \alpha > 0$,
\[ \frac{\partial}{\partial t} q_\alpha(t,z) = zp_\alpha(t,z) - 2R'_\alpha(t,-t)q_\alpha(t,z), \]  
(6.13)
\[ \frac{\partial}{\partial t} p_\alpha(t,z) = -z^2 q_\alpha(t,z) + 2R'_\alpha(t,-t)p_\alpha(t,z). \]  
(6.14)
which we can compare with [46, (6.24)].

We are now prepared to derive the integro-differential dynamical system for $D(t,\alpha)$ and precisely at this moment our steps start to deviate from [46]. Namely, we do not generalize [46, (6.29), (6.30), (6.31)] to (5.10), but instead [40, (21.3.6)] or equivalently [3, (3.6.35), (3.6.36)].

### 6.3. Final steps

Introduce
\[ r_\alpha(t,z) := \int_{-t}^{t} \rho(t,y) \mathrm{e}^{-\pi y^2} \mathrm{d}y, \quad z,t, \alpha > 0 \]
in terms of the distributional kernel $\rho(x,y) = \delta(x-y) + R'_\alpha(x,y)$ of $(I - K'_\alpha)^{-1}$. Now Fourier-decompose the real-valued $q_\alpha(t,z), p_\alpha(t,z)$,
\[ q_\alpha(t,z) = \frac{1}{2\pi i} \left[ r_\alpha(t,z) - r_\alpha(t,z) \right], \quad p_\alpha(t,z) = \frac{1}{2} \left[ r_\alpha(t,z) + r_\alpha(t,z) \right], \]
and obtain from (6.13), (6.14) that
\[
\frac{\partial}{\partial t} r_\alpha(t,z) = \frac{\partial}{\partial t} (p_\alpha(t,z) - i\pi q_\alpha(t,z)) = -i\pi z r_\alpha(t,z) + 2R'_\alpha(t,-t) r_\alpha(t,z)
\]  
(6.15)

Also, (6.11) and (6.12) in terms of \(r_\alpha(t,z)\) become, when using (6.12) in (6.11),
\[
R'_\alpha(t,t) = -\int_0^\infty z \left[ p_\alpha^2(t,z) + \pi^2 q_\alpha^2(t,z) \right] dw_\alpha(z) + 2 R'_\alpha(t,-t) \int_0^\infty q_\alpha(t,z) p_\alpha(t,z) dw_\alpha(z)
\]
\[
\quad = -\int_0^\infty z |r_\alpha(t,z)|^2 dw_\alpha(z) - \frac{1}{2\pi^2} \left[ \int_0^\infty \Im \left( r_\alpha^2(t,z) \right) dw_\alpha(z) \right]^2,
\]
\[
tR'_\alpha(t,-t) = \frac{1}{2\pi} \int_0^\infty \Im \left( r_\alpha^2(t,z) \right) dw_\alpha(z).
\]  
(6.16)

Combining (6.11), (6.12), (6.13), (6.14), (6.15) and (6.16) we arrive at the following integro-differential Gaudin-Mehta identities, see [46, (6.26), (6.27), (6.28)] or [40, (21.1.11) – (21.1.13)] for the classical versions of these identities when \(w_\alpha\) is the indicator function on \((-1,1)\).

**Proposition 6.6 (Integro-differential Gaudin-Mehta identities).** For any \(t, \alpha > 0\),
\[
\frac{\partial}{\partial t} tR'_\alpha(t,-t) = -\int_0^\infty z \Re \left( r_\alpha^2(t,z) \right) dw_\alpha(z),
\]  
(6.17)

followed by
\[
\frac{\partial}{\partial t} tR'_\alpha(t,t) = -\int_0^\infty z |r_\alpha(t,z)|^2 dw_\alpha(z),
\]  
(6.18)

and concluding with
\[
\frac{\partial}{\partial t} R'_\alpha(t,t) = 2 \left( R'_\alpha(t,-t) \right)^2.
\]  
(6.19)

Finally we return to the Fredholm determinant \(D(t,\alpha) \in (0,1)\) in (5.14) and compute with (6.2), (6.19),
\[
\frac{\partial^2}{\partial t^2} \ln D(t,\alpha) = -4 \left( R'_\alpha(t,-t) \right)^2 = -\left[ \frac{1}{\pi t} \int_0^\infty \Im \left( r_\alpha^2(t,z) \right) dw_\alpha(z) \right]^2, \quad t, \alpha > 0.
\]  
(6.20)

We now introduce
\[
u_\alpha(t,z) := -\frac{1}{\pi t} \Im \left( r_\alpha^2(t,z) \right) = \frac{2}{t} p_\alpha(t,z) q_\alpha(t,z) \approx 2z, \quad t \downarrow 0,
\]  
(6.21)

where the small \(t\)-behavior holds pointwise in \(z, \alpha > 0\) since \(\|K'_\alpha\| \to 0\) as \(t \downarrow 0\) in operator norm for any \(\alpha > 0\). Moving ahead, (6.15) yields, for any \(z, \alpha > 0\),
\[
\frac{\partial}{\partial t} (u_\alpha(t,z)) = -\frac{1}{\pi} \frac{\partial}{\partial t} \Im \left( r_\alpha^2(t,z) \right) \overset{(6.15)}{=} 2z \Re \left( r_\alpha^2(t,z) \right),
\]  
(6.22)
and thus
\[
\frac{\partial^2}{\partial t^2} (tu_\alpha (t, z)) = -4 (\pi z)^2 tu_\alpha (t, z) + 8zR_\alpha^2 (t, t) |r_\alpha (t, z)|^2
\]
\[
= -4 (\pi z)^2 tu_\alpha (t, z) - 4z |r_\alpha (t, z)|^2 \int_0^\infty u_\alpha (t, z) \, dw_\alpha (z).
\]
(6.23)

Now square (6.23) to obtain
\[
\frac{\partial^2}{\partial t^2} (tu_\alpha (t, z)) + 4 (\pi z)^2 tu_\alpha (t, z) = 16z |r_\alpha (t, z)|^4 \int_0^\infty u_\alpha (t, z) \, dw_\alpha (z) + 8zR_\alpha t |r_\alpha (t, z)|^2 \int_0^\infty u_\alpha (t, z) \, dw_\alpha (z).
\]
(6.24)

and since $|r_\alpha|^4 = |r_\alpha^2|^2 = (\Re(r_\alpha^2))^2 + (\Im(r_\alpha^2))^2$ we can use (6.22) to replace $\Re(r_\alpha^2)$ and (6.21) to replace $\Im(r_\alpha^2)$. This yields the following integro-differential representation formula for $D(t, \alpha)$.

**Theorem 6.7.** For any $t, \alpha > 0$,
\[
D(t, \alpha) = \exp \left[ -2t \int_0^\infty w_\alpha (z) \, dz - \int_0^t \left\{ \int_0^\infty u_\alpha (s, z) \, dw_\alpha (z) \right\}^2 \, ds \right]
\]
(6.25)

where $u_\alpha = u_\alpha (t, z)$ solves the integro-differential equation
\[
\left[ \frac{\partial^2}{\partial t^2} (tu_\alpha (t, z)) + 4 (\pi z)^2 tu_\alpha (t, z) \right]^2 = 4 \left[ \int_0^\infty u_\alpha (t, z) \, dw_\alpha (z) \right]^2 \left[ \left( \frac{\partial}{\partial t} (tu_\alpha (t, z)) \right)^2 + 2 \pi z u_\alpha (t, z) \right]
\]
and obeys the boundary condition $u_\alpha (t, z) \sim 2z$ as $t \downarrow 0$ for any fixed $z, \alpha > 0$.

**Proof.** We have already explained how the integro-differential equation for $u_\alpha (t, z)$ follows from (6.24). Likewise, the behavior of $u_\alpha (t, z)$ near $t = 0$ had been previously established, so it remains to justify (6.25). By (6.20) and (6.21),
\[
\frac{\partial^2}{\partial t^2} \ln D(t, \alpha) = - \left\{ \int_0^\infty u_\alpha (t, z) \, dw_\alpha (z) \right\}^2 \quad \forall t, \alpha > 0.
\]
(6.26)

But
\[
(0, \infty) \ni t \mapsto \int_0^\infty u_\alpha (t, z) \, dw_\alpha (z)
\]
is continuous and integrable at \( t = 0 \) by the asymptotic and analytic properties of \( u_\alpha \) and \( w_\alpha \). Hence, integrating (6.26) once, we find

\[
\frac{\partial}{\partial t} \ln D(t, \alpha) = f(\alpha) - \int_0^t \left\{ \int_0^\infty u_\alpha(s, z) \, dw_\alpha(z) \right\}^2 \, ds, \quad t, \alpha > 0,
\]

where \( f(\alpha) \) only depends on \( \alpha > 0 \), but not on \( t > 0 \). However,

\[
(0, \infty) \ni t \mapsto \int_0^t \left\{ \int_0^\infty u_\alpha(s, z) \, dw_\alpha(z) \right\}^2 \, ds, \quad \alpha > 0,
\]

is also continuous and integrable at \( t = 0 \), i.e., by another integration, Fubini’s theorem and since \( D(0, \alpha) = 1 \),

\[
\ln D(t, \alpha) = tf(\alpha) - \int_0^t \left[ \int_0^\lambda \left\{ \int_0^\infty u_\alpha(s, z) \, dw_\alpha(z) \right\}^2 \, ds \right] d\lambda
\]

\[
= tf(\alpha) - \int_0^t (t-s) \left\{ \int_0^\infty u_\alpha(s, z) \, dw_\alpha(z) \right\}^2 \, ds, \quad t, \alpha > 0. \quad (6.27)
\]

In order to compute the outstanding function \( f \) we shall use the Fredholm series for \( D(t, \alpha) \),

\[
D(t, \alpha) = 1 - 2 \int_0^\infty w_\alpha(z) \, dz + \sum_{\ell = 2}^{\infty} \frac{(-1)^\ell}{\ell!} \int_{(-t, t)^\ell} \det [K_\alpha(x_j, x_k)]_{j,k=1}^\ell \, dx_1 \cdots dx_\ell. \quad (6.28)
\]

Here the remainder is easily seen to be of order \( O(t^2) \) as \( t \downarrow 0 \) by Hadamard’s inequality and thus

\[
f(\alpha) = \frac{\partial}{\partial t} D(t, \alpha) \bigg|_{t=0} \overset{(6.28)}{=} -2 \int_0^\infty w_\alpha(z) \, dz,
\]

which, once substituted into (6.27), completes our proof of the theorem. \( \square \)

**Proof of theorem 1.13.** Simply choose

\[
w_\alpha(z) = \Phi(\alpha(z+1)) - \Phi(\alpha(z-1)), \quad z \in \mathbb{R}, \ \alpha > 0
\]

in theorem 6.7, compare (5.9), and evaluate (6.25) at \( \alpha = t/\sigma > 0 \). What results from (6.25) is precisely (1.38) and (1.39) for \( D_\sigma(t) \) as in (1.37). \( \square \)
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