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Abstract
The presence of uncertainties are inevitable in engineering design and analysis, where failure in understanding their effects might lead to the structural or functional failure of the systems. The role of global sensitivity analysis in this aspect is to quantify and rank the effects of input random variables and their combinations to the variance of the random output. In problems where the use of expensive computer simulations are required, metamodels are widely used to speed up the process of global sensitivity analysis. In this paper, a multi-fidelity framework for global sensitivity analysis using polynomial chaos expansion (PCE) is presented. The goal is to accelerate the computation of Sobol sensitivity indices when the deterministic simulation is expensive and simulations with multiple levels of fidelity are available. This is especially useful in cases where a partial differential equation solver computer code is utilized to solve engineering problems. The multi-fidelity PCE is constructed by combining the low-fidelity and correction PCE. Following this step, the Sobol indices are computed using this combined PCE. The PCE coefficients for both low-fidelity and correction PCE are computed with spectral projection technique and sparse grid integration. In order to demonstrate the capability of the proposed method for sensitivity analysis, several simulations are conducted. On the aerodynamic example, the multi-fidelity approach is able to obtain an accurate value of Sobol indices with 36.66\% computational cost compared to the standard single-fidelity PCE for a nearly similar accuracy.
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1. Introduction
Computational methods are widely deployed to predict the behavior and to compute the output of interests (e.g., stress distribution or force) of physical or engineering systems. In engineering design and analysis, computational partial differential equation (PDE) solvers are routinely employed to aid and enhance such processes. However, due to the existence
of uncertainties in the system, deterministic analysis might result in a failure to understand the true probabilistic nature of the system. An example of this is in the field of aerospace engineering, where manufacturing error and environmental uncertainties such as gust, turbulence, and change in design conditions perturb the nominal condition of the aircraft. Understanding the effect of the uncertainties to the system is then a vital task in many engineering and scientific problems. Depending on the nature of the uncertainties, uncertainties can be categorized as either aleatory or epistemic uncertainties. While aleatoric uncertainties are irreducible and inherent to the system, epistemic uncertainties are caused by our lack of knowledge on the system being investigated. Aleatoric uncertainties can be conveniently expressed by probability theory using specific measures such as statistical moments.

Sensitivity analysis (SA) in probabilistic modeling plays an important role in understanding the impact of input random variables and their combinations to the model output. By performing SA, the contribution of the input random variables to the model output can be ranked, thus giving the analysts information of which variables are the most and least responsible. This is very useful in UQ, where the dimensionality of the random variable can be high and it is desired to reduce the complexity beforehand. Moreover, sensitivity information can provide important knowledge about the physics of the system being investigated. In engineering analysis, numerical evaluation of PDE is often required in order to obtain necessary information for SA. In the field of fluid and solid mechanics, the model responses are typically evaluated using computational fluid dynamics (CFD) or finite element methods (FEM), respectively.

Based on the range of the domain to be analyzed, SA is commonly classified into two groups [1]:

- **local sensitivity analysis**, which studies the local impact of the input parameters on the model output and typically provides the partial derivatives of the output to the input parameters.

- **global sensitivity analysis**, which studies the uncertainties in the output due to changes of the input parameters over the entire domain.

Based on how it exploits the model response, SA can be further categorized into [1]:

- **regression based methods**, which perform linear regression to the relationship between the model input and output. These methods are limited to cases with a linear or almost linear relationship but are inadequate in cases with highly non-linear relationship.

- **variance-based methods**, which decompose the variance of the output into the sum of contributions of each input variables and their combination. In statistic literature, variance based methods are widely known as ANOVA (ANalysis Of VAriance) [2].

In this paper, we have interest in global SA using variance-based methods since our main focus is on UQ, although the methodology itself can be used for other applications such as optimization. More specifically, this paper focuses on Sobol sensitivity analysis method [3].
Monte Carlo simulation (MCS) is the most conventional method to perform SA [3]. The advantage of MCS for SA is that it is straightforward and very simple to be implemented. However, it is infeasible to obtain accurate results using MCS if a demanding computational simulation is used. To cope with this, more advanced techniques have to be employed. SA using cheap analytical replacement of the true function, or a metamodel, is one way to handle this. Metamodeling techniques such as radial basis function [4], Kriging [5, 6, 7, 8, 9], probabilistic collocation [10], and polynomial chaos expansion (PCE) [11, 12, 13, 14] can be employed for SA purpose.

In the closely related field of structural reliability analysis, metamodeling techniques have been widely employed to accelerate the computation of failure probability [15, 16, 17, 18, 19, 20]. Compared to other metamodels, Kriging metamodel is particularly useful for reliability analysis due to the direct availability of error estimation that allows one to deploy active learning strategy [21, 22, 23] (i.e., Kriging with adaptive sampling). Active learning works by adding more samples so as to increase the accuracy of the metamodel near the region of interest, that is, the limit state. Besides Kriging, PCE has also been employed for structural reliability analysis purpose [24, 25, 26, 27]. Recently, a combination of PCE and Kriging within the framework of universal Kriging and active learning was developed to handle rare event estimation problem [28].

Metamodels in UQ and SA are required to be globally accurate for a precise estimation of sensitivity indices. Although not in the context of global SA, the use of Kriging models with adaptive sampling to progressively refine the global accuracy has been explored by some researchers within the context of UQ [30, 31]. Dwight and Han proposed an adaptive sampling technique for UQ by using a criterion based on the product of the Kriging uncertainty and the probability density function of the random inputs [32], which is useful for cases with non-uniform distributions. Another alternative is to construct local surrogate models such as Dutch intrapolation [33] and multivariate interpolation and regression [34, 35] in order to provide the error measure. A recent survey of adaptive sampling for Kriging and other surrogate models for various applications can be found in Liu et al. [36]. Other than Kriging, polynomial-based metamodels, especially PCE, are highly useful and competitive to the Kriging model when the quantities of interest are the statistical moments and sensitivity indices.

The advantage of PCE for UQ and SA purpose is that the calculation of Sobol sensitivity indices can be directly performed as the post-processing step [36, 37]. This is in contrast to other metamodeling techniques where MCS still needs to be performed on the analytical metamodel to obtain the Sobol indices. The approximation quality of the metamodel can be further enhanced by including gradient information. Some methods that have been reformulated in order to include gradient information are gradient-enhanced Kriging [38, 39, 40, 41], compressive sensing-based PCE [42], and sparse grid method [43]. However, it is worth noting that obtaining gradient information is a tedious task and is not always possible for many applications. In this paper, we assume that gradient information is not available.

The PCE method is based on homogeneous chaos expansion, which itself is based on the seminal work of Wiener [44]. The earliest version of PCE computes the coefficients by using Galerkin minimization. This intrusive scheme needs modification of the governing
equation and the simulation code in order to perform the UQ procedure \cite{14}. The difficulty
with the intrusive scheme is that the derivation of the modified governing equation might
be very complex and highly time-consuming. In this paper, the method of interest is non-
intrusive PCE \cite{14,12}, that allows the use of legacy code since it can be treated as black
box simulation. Based on how it estimates the PCE coefficients, non-intrusive PCE can be
classified into two categories:

1. *Spectral projection*, which estimates the coefficients by exploiting the orthogonality of
   the polynomial and quadrature \cite{11,12}.
2. *Regression*, which estimates the coefficients by using least-square minimization \cite{15,25}.

Note that the definition of regression-based PCE is different from the regression-based
SA. The definition of the former is that a regression-based technique is used to build the
PCE metamodel, while the definition of the latter is the utilization of linear approximation
within SA framework.

PCE has been developed and implemented as a tool for SA since the work of Sudret \cite{36}. Further simulations are not necessary because the Sobol indices in PCE are obtained in the
post-processing phase \cite{36,37} by exploiting the orthogonality of the polynomial bases. PCE
is now a widely used approach in the field of UQ due to its strong mathematical basis \cite{46}. For regression-based PCE, sparse-PCE based on least-angle-regression is an efficient method to
obtain the Sobol indices without the need to determine the polynomial bases a priori \cite{47,48}. Another alternative for sparse PCE is using a compressive sensing-based technique \cite{49,50}
that employs orthogonal matching pursuit to scan the most influential polynomial bases. While for the spectral-projection based PCE, the sparse grid interpolation technique \cite{51,52,53,54} can be employed to reduce the number of collocation points in high-dimensionality
for SA purpose \cite{55,56,57,58,59}. Recent advances in this field include the use of PCE
for multivariate SA \cite{60}. Our interest in this paper is to obtain Sobol sensitivity indices for
global SA purpose by using polynomial chaos expansion (PCE).

In some applications, simulations with multiple levels of fidelity are available. The fidelity
here is defined as the measure of how accurate the model approximates the reality. The fidelity level is typically categorized into high- and low-fidelity, where the categorization of the model into high- or low-fidelity depends on the case being investigated. The high-fidelity (HF) simulation is the most accurate but is typically more computationally
demanding than the low-fidelity (LF) simulation. On the other hand, the LF simulation
is less accurate but many evaluations could be performed since it is cheaper to evaluate. For example, a PDE-solver with a very fine and coarse mesh can be treated as the HF and LF simulation, respectively. An approach that utilizes simulations with multiple levels of
accuracy is commonly called multi-fidelity (MF) method. The common technique to apply
MF simulations is to use LF simulations to capture the response trend and employ HF
simulations to correct the response.

Multi-fidelity simulation is commonly used to aid and accelerate the optimization process. Co-Kriging \cite{61,62} and space-mapping \cite{63,64} are two examples of surrogate-based methods
that rely on MF simulations; mainly for optimization purposes. Multi-fidelity techniques for
UQ purpose recently appeared in literature. Among the first is the multi-level Monte Carlo
(MLMC) method which was firstly developed in the context of solving stochastic PDEs problem \[65\, 66\] and was further developed to handle general black-box problems \[67\]. The Kriging method is also applicable for UQ purpose \[68\]. Recently, a non-intrusive MF-PCE based technique to solve UQ problems was developed. The method works by combining the LF and correction PCE into a single MF-PCE \[69\]. The coefficients of the LF and correction PCE can be obtained by employing spectral projection \[69\] or regression-based technique \[70\, 71\]. Another similar technique is the MF stochastic collocation that relies on Lagrange-polynomial interpolation \[72\]. Although the use of MF simulations is common to be found in optimization and, recently, UQ literatures, its application to SA is still rare and scarce. One example of works in MF SA is the application of Co-Kriging for SA of a spherical tank under internal pressure \[73\].

To the best of our knowledge, there is still no research that investigates the capability of MF-PCE for SA purpose. Such work is important to further enhance the capability of MF-PCE for goals other than standard UQ. Furthermore, it has a potential to reduce the computational cost to perform SA, which is desirable in applications that involve expensive simulations. In this paper, we investigate and demonstrate the usefulness and capabilities of MF-PCE to perform SA when simulations with different level of fidelity are available.

The rest of this paper is structured as follows: The explanation of the general framework of SA and the methodology of MF-PCE are given in Section \ref{sec:methodology}. The numerical studies on artificial and real-world test problems we undertook are discussed in Section \ref{sec:results}. Finally, conclusions are drawn and future work is discussed in Section \ref{sec:conclusions}.

2. Methodology

2.1. Global SA

2.1.1. Probabilistic formulation of the problem

We first consider a physical model with \( n \) input parameters, with the relationship between the input vector \( \mathbf{x} \) and the scalar output \( y \) is defined by

\[
y = f(\mathbf{x}),
\]

(1)

where \( \mathbf{x} = \{x_1, \ldots, x_n\}^T \in \mathbb{R}^n \) and \( n \geq 1 \) is the vector of the input variables. Because our interest in this paper is for UQ, the input vector is assumed as random variables \( \mathbf{\xi} = \{\xi_1, \ldots, \xi_n\}^T \) with joint probability density function (PDF) \( \rho(\mathbf{\xi}) \). Due to the assumption of independent components of \( \mathbf{\xi} \), one gets \( \rho(\mathbf{\xi}) = \prod_{i=1}^{n} \rho_{\xi_i}(\xi_i) \) where \( \rho_{\xi_i}(\xi_i) \) is the marginal PDF of \( \xi_i \). The random output \( Y \) is then defined by

\[
Y = f(\mathbf{\xi}).
\]

(2)

2.1.2. Sobol decomposition

The model response \( Y \) can be decomposed into summands of its main effects and interactions (called Sobol decomposition \[3\]), reads as

\[
Y = f(\mathbf{\xi}) = f_0 + \sum_{i=1}^{n} f_i(\xi_i) + \sum_{1 \leq i < j \leq n} f_{ij}(\xi_i, \xi_j) + \cdots + f_{1,2,\ldots,n}(\xi_1, \ldots, \xi_n),
\]

(3)
where $f_0$ is a constant and is the mean value of the function defined by

$$f_0 = \int_{\Omega} f(\xi) \rho(\xi) d\xi,$$

(4)

where $\Omega$ is the support of the PDF. A property of the Sobol decomposition is that its summand satisfies

$$\int_{\Omega_{\xi_k}} f_{i_1, \ldots, i_s}(\xi_{i_1}, \ldots, \xi_{i_s}) \rho(\xi_k) d\xi_k = 0$$

(5)

for $1 \leq i_1 < \ldots < i_s \leq n, k \in \{i_1, \ldots, i_s\}$, where $\Omega_{\xi_k}$ is the support of the PDF. As a consequence of Eq. 5, the summands except $f_0$ are mutually orthogonal in the following sense:

$$\int_{\Omega} f_{i_1, \ldots, i_s}(\xi_{i_1}, \ldots, \xi_{i_s}) f_{j_1, \ldots, j_t}(\xi_{j_1}, \ldots, \xi_{j_t}) d\xi = 0,$$

(6)

for $\{i_1, \ldots, i_s\} \neq \{j_1, \ldots, j_t\}$.

Based on this derivation, we can then derive the formula of sensitivity indices.

### 2.1.3. Sensitivity indices

As a consequence of the orthogonality property shown in Eq. 6, the total variance $D$ of the model response $f(\xi)$ can then be decomposed as

$$\mathbb{V}[f(\xi)] = D = \sum_{i=1}^{n} D_i + \sum_{1 \leq i < j \leq n} D_{i,j} + \ldots + D_{1,2,\ldots,n},$$

(7)

where the $D_{i_1, \ldots, i_s}$ are the partial variances and defined as

$$D_{i_1, \ldots, i_s} = \mathbb{V}[f_{i_1, \ldots, i_s}(\xi_{i_1}, \ldots, \xi_{i_s})].$$

(8)

We can then define the Sobol indices

$$S_{i_1, \ldots, i_s} = D_{i_1, \ldots, i_s}/D,$$

(9)

where they satisfy the following relationship:

$$\sum_{i=1}^{n} S_i + \sum_{1 \leq i < j \leq n} S_{i,j} + \ldots + S_{1,2,\ldots,n} = 1.$$

(10)

This means that each index $S_{i_1, \ldots, i_s}$ is a measure of sensitivity describing the portion of the total variance due to the uncertainties in the set of input parameter $\{i_1, \ldots, i_s\}$. With this formula, one can understand which variables are the most and least influential to the output. Furthermore, one can also investigate the interaction between variables.
It is sometimes necessary to rank the total contribution of each variable to the output. For this purpose, the total effect of the input parameter, denoted as the total sensitivity indices \[74\], can be used. Total sensitivity indices are defined by
\[
S^T_i = S_i + \sum_{j<i} S_{j,i} + \sum_{j<k<i} S_{j,k,i} + \ldots + S_{1,...,n}.
\] (11)

The total sensitivity indices measure the total contribution of each variable to the output variance which includes all variances caused by its interaction with any other input variable. For example, if \( n = 3 \) we have
\[
S^T_1 = S_1 + S_{1,2} + S_{1,3} + S_{1,2,3}.
\] (12)

To compute the value of Sobol indices for a given problem, the most standard method is MCS which offers simplicity and ease of implementation. However, this might come with the high price of computational cost. This is because MCS typically needs more than a thousand simulations to obtain an accurate value of the Sobol indices \[75\]. This is clearly infeasible if the computational time for each deterministic simulation is time demanding. To handle this, PCE can be used as a metamodel to accelerate the computation of the Sobol indices. More specifically, the MF scheme of non-intrusive PCE is considered as a tool to accelerate SA in this paper.

2.2. Non-Intrusive PCE
2.2.1. PCE

PCE approximates the relationship between the stochastic response output \( Y \) and each of the random inputs \( \xi \) with the following expansion:
\[
Y = f(\xi) = \sum_{j=0}^{\infty} \alpha_j \Psi_j(\xi),
\] (13)
where \( \alpha \) and \( \Psi \) are the PCE coefficients and multivariate polynomials as the product of one-dimensional orthogonal polynomial, respectively. Consider an index defined by \( \varphi = \{\varphi_1, \ldots, \varphi_n\} \) and an index set \( I_p \), the expansion has be truncated for practical purpose so the expression becomes
\[
Y = f(\xi) \approx \sum_{\varphi \in I_p} \alpha_{\varphi} \Psi_{\varphi}(\xi).
\] (14)

The orthogonal polynomial sequence is a family of polynomials such that the collection of polynomials in the sequence are orthogonal to each other by the following relation:
\[
\langle \Psi_i(\xi) \Psi_j(\xi) \rangle = \int_{\Omega} \Psi_i(\xi) \Psi_j(\xi) \rho(\xi) d\xi = \delta_{ij}, i \neq j,
\] (15)
where \( \delta_{ij} = 1 \) if \( i = j \) and \( 0 \) if \( i \neq j \). The type of the polynomials used depends on the given probability distribution. Table 1 shows the Askey scheme of some continuous hypergeometric polynomials corresponding to their probability density function \[76\ \[13\] .
| Distribution type | Polynomial chaos      | Support          |
|------------------|----------------------|------------------|
| Gaussian         | Hermite chaos        | $(-\infty, \infty)$ |
| Gamma            | Laguerre chaos       | $[0, \infty)$    |
| Beta             | Jacobi chaos         | $[a, b]$         |
| Uniform          | Legendre chaos       | $[a, b]$         |

Table 1: Standard forms of continuous PDF and their Askey scheme polynomials.

A tensor product expansion that includes all combinations of one-dimensional polynomial bases can be utilized in order to extend the PCE to multi-variable approximation. The polynomial bases can then be expanded by using the tensor product operator of order $p = \{p_1, \ldots, p_n\}$ via

$$I_p \equiv \{ \varphi \in \mathbb{N}^n : \varphi_j \leq p_j, j = 1, \ldots, n \}.$$  

(16)

The total number of polynomial terms $N_t$ for the tensor product expansion is calculated by

$$N_t = \prod_{i=1}^n (p_i + 1).$$  

(17)

Total order expansion can be used as an alternative to tensor product operator [46]. For the total-order expansion of order $p$, the index set is defined by

$$I_p \equiv \{ \varphi \in \mathbb{N}^n : |\varphi| \leq p \},$$  

(18)

where $|\varphi| = \varphi_1 + \ldots + \varphi_n$. The total number of polynomial terms $N_t$ for the total order expansion is computed by

$$N_t = \frac{(n + p)!}{n!p!}.$$  

(19)

After the PCE has been built, the next task is to compute the coefficients.

2.2.2. Spectral-projection based PCE

In this paper, we focus on the spectral projection method that calculates the coefficients based on the orthogonality of the bases. The coefficients are computed via

$$\alpha_i = \frac{\langle f(\xi), \Psi_i(\xi) \rangle}{\langle \Psi_i^2(\xi) \rangle} = \frac{1}{\langle \Psi_i^2(\xi) \rangle} \int_{\Omega} f(\xi) \Psi_i(\xi) \rho(\xi) d\xi.$$  

(20)

The main part of the work is the calculation of multi-dimensional integral in the numerator. For this purpose, tensor-product quadrature can be efficiently employed to perform the integration in low dimensionality problems ($n \leq 3$). However, tensor-product quadrature might produce a large number of collocation points in problems with high-dimensionality. Sparse grid quadrature is an important alternative to tensor product quadrature in performing this integration. In this paper, we use sparse grid integration to compute the numerator in all examples. By using a sparse grid rule, the number of collocation points is reduced.
if compared to the tensor-product rule, thus, making it feasible to use spectral-projection based PCE in high-dimension. Moreover, if a sparse grid is employed, it is necessary to use the polynomial bases built from the sum of tensor product expansion to avoid numerical noise in the coefficients of higher order terms [57]; we used this approach in all examples.

We define the isotropic sparse grid at level $c$ where $c = 0, 1, 2, \ldots$ by

$$A_{c,n}(f) = \sum_{c-n+1 \leq |\varphi| \leq c} (-1)^{c-|\varphi|} \left( \begin{array}{c} n-1 \\ c-|\varphi| \end{array} \right) \mathcal{Q}_\varphi(f),$$

where $\mathcal{Q}_\varphi$ are the tensor product quadrature formulas for sparse grid equation. The form of formulas $\mathcal{Q}_\varphi$ depends on the type of polynomial used in PCE. For example, Gauss-Legendre and Gauss-Hermite quadrature are used when Legendre and Hermite polynomials are employed in the PCE approximation, respectively.

Another way to express sparse grid is in terms of difference formulas [52]

$$A_{c,n}(f) = \sum_{|\varphi| \leq c} \Delta_\varphi(f),$$

where $\Delta_\varphi = (\Delta_\varphi_1 \otimes \ldots \otimes \Delta_\varphi_n)(f)$ and $\Delta_\varphi_k = \mathcal{Q}_{\varphi_k} - \mathcal{Q}_{\varphi_{k-1}}$ with $\mathcal{Q}_{-1} = 0$.

2.2.3. Multi-fidelity extension

The PCE can be extended into the MF version by employing a combination of the LF and correction PCE [69]. The correction PCE, which serves as a corrector for LF-PCE, is built by using the difference between the LF and HF function at selected sample locations. The combination can be in the form of additive or multiplicative form [69]. In this work, we only use the additive form defined by

$$CR(\xi) = f_{\text{high}}(\xi) - f_{\text{low}}(\xi),$$

so

$$f_{\text{high}}(\xi) = f_{\text{low}}(\xi) + CR(\xi),$$

where $CR(\xi)$ is the difference between the LF ($f_{\text{low}}$) and HF function ($f_{\text{high}}$), which serves as a correction term.

In integrating sparse grid with PCE, we first define $S_{w,n}[f]$ as the PCE of $f(\xi)$ at sparse grid level $w$ with dimension $n$. Within MF framework, the HF-PCE $S_{w,n}[f_{\text{high}}]$ can be constructed by

$$S_{w,n}[f_{\text{high}}] = S_{w,n}[f_{\text{low}}] + S_{w-q,n}[CR],$$

where $S_{w,n}[f_{\text{low}}]$ and $S_{w-q,n}[CR]$ are the LF and correction PCE, respectively. Here, $q < w$ is defined as sparse grid level offset between the LF and correction PCE.

If $\alpha_{\text{low}}$ and $\alpha_{CR}$ are the coefficients of the LF and correction PCE, respectively, and $\Gamma_{w,n}$ is the set of multi-indices of the $n$-dimensional PCE on sparse grid level $w$, we can then formulate the following:
\[ S_{w,n}[f_{\text{low}}](\xi) = \sum_{\varphi \in \Gamma_{w,n}} \alpha_{\text{low},\varphi} \Psi_{\varphi}(\xi), \quad (26) \]

\[ S_{w-q,n}[CR](\xi) = \sum_{\varphi \in \Gamma_{w-q,n}} \alpha_{CR,\varphi} \Psi_{\varphi}(\xi). \quad (27) \]

The MF polynomial expansion can then be expressed as

\[
S_{w,n}[f_{\text{low}}](\xi) + S_{w-q,n}[CR](\xi) = \sum_{\varphi \in \Gamma_{w-q,n}} (\alpha_{\text{low},\varphi} + \alpha_{CR,\varphi}) \Psi_{\varphi}(\xi) + \sum_{\varphi \in \Gamma_{w,n} \setminus \Gamma_{w-q,n}} (\alpha_{\text{low},\varphi}) \Psi_{\varphi}(\xi), \quad (28)
\]

where \( \Gamma_{w-q,n} \subset \Gamma_{w,n} \) are the common bases of the LF and correction expansion.

After the PCE has been built and the coefficients been computed, the statistical moments can then be directly computed from the PCE coefficients. The sparse grid growth rule used in this paper is \( 2^m + 1 \), where \( m \geq 0 \). Figure 1 shows various examples of the sparse grids with various \( w \) values and \( q = 2 \) for MF-PCE purpose. It can be seen in this figure that the HF samples (lower level sparse grid) are the subset of the LF samples (higher level sparse grid), thus made it possible to correct the LF values in the intersecting samples.

![Figure 1: Examples of sparse grid for MF-PCE where blue filled and red circles are HF and LF samples, respectively. The HF sparse grid is always on a lower sparse grid level than that of the LF one.](image)

2.2.4. Calculation of statistical moments

The mean for the standard single HF-PCE is simply the first PCE coefficient which is given by

\[
\mu_f = E[f(\xi)] = \int_{\Omega} f(\xi) \rho(\xi) d\xi \approx \alpha_0. \quad (29)
\]

The variance can be obtained as follows:

\[
\sigma_f^2 = \mathbb{V}[f(\xi)] = \int_{\Omega} (f(\xi) - \mu_f)^2 \rho(\xi) d\xi \approx \sum_{j=1}^{P} \alpha_j^2 \langle \Psi_j^2(\xi) \rangle = D_{PC}, \quad (30)
\]

where \( P + 1 \) is the size of polynomial basis.
For the MF-PCE expression shown in Eq. [28], the moments are calculated via the following formulations:

\[ \mu_f \approx \alpha_{\text{low}} + \alpha_{CR}, \]  
\[ \sigma_f^2 \approx \sum_{\phi \in \Gamma_{w-q,n} \setminus 0} (\alpha_{\text{low}} + \alpha_{CR})^2 \langle \Psi_\phi^2(\xi) \rangle + \sum_{\phi \in \Gamma_{w,n} \setminus \Gamma_{w-q,n}} (\alpha_{\text{low}})^2 \langle \Psi_\phi^2(\xi) \rangle = D_{PC}. \]  

Furthermore, as the core of this work, the PCE coefficients are used in the computation of the PCE-based Sobol indices.

### 2.2.5. PCE-based Sobol indices

Obtaining the PCE-based Sobol indices is straightforward when the PCE coefficients for a given expansion are already obtained [36]. This can be done by firstly deriving the Sobol decomposition of the PCE approximation of \( f(\xi) \). First, we define \( \mathcal{L}_{i_1,\ldots,i_s} \) as the set of \( \gamma \) tuples, with the indices \((i_1,\ldots,i_s)\) are nonzero, as

\[ \mathcal{L}_{i_1,\ldots,i_s} = \left\{ \gamma : \gamma_k > 0 \ \forall k = 1,\ldots,n, \ k \in (i_1,\ldots,i_s) \right\}. \]  

By gathering the \( P \) polynomials according to the parameters they depend on, the Sobol decomposition of PCE can then be reads as

\[ f_{PC}(\xi) = \alpha_0 + \sum_{i=1}^{n} \sum_{\gamma \in \mathcal{L}_i} \alpha_\gamma \Psi_\gamma(\xi_i) + \sum_{1 \leq i_1 < i_2 \leq n} \sum_{\gamma \in \mathcal{L}_{i_1,i_2}} \alpha_\gamma \Psi_\gamma(\xi_{i_1},\xi_{i_2}) + \ldots \]
\[ + \sum_{1 \leq i_1 < \ldots < i_s \leq n} \sum_{\gamma \in \mathcal{L}_{i_1,\ldots,i_s}} \alpha_\gamma \Psi_\gamma(\xi_{i_1},\ldots,\xi_{i_s}) \]
\[ + \ldots + \sum_{\gamma \in \mathcal{L}_{1,2,\ldots,n}} \alpha_\gamma \Psi_\gamma(\xi_1,\xi_n). \]

Based on the above decomposition, the PCE-based Sobol indices can then be simply defined as

\[ SU_{i_1,\ldots,i_s} = \sum_{\gamma \in \mathcal{L}_{i_1,\ldots,i_s}} \alpha_\gamma^2 E[\Psi_\gamma^2]/D_{PC}. \]  

It is clear from the above equation that the PCE-based Sobol indices can be directly obtained when the PCE coefficients are available. Using a similar procedure, we can then easily derive the expression for PCE-based total sensitivity indices. The PCE-based total sensitivity indices then can be reads as

\[ SU_{i}^T = SU_i + \sum_{j<i} SU_{j,i} + \sum_{j<k<i} SU_{j,k,i} + \ldots + SU_{1,n}, \]  

which can be simplified into

\[ SU_{i}^T = \frac{1}{D_{PC}} \sum_{\gamma \in \mathcal{I}_i} \alpha_\gamma^2. \]
where $\mathcal{I}_i^+$ is the set of all indices with a non-zero $i-$th component, formally defined as
\[ \mathcal{I}_i^+ \equiv \{ \gamma \in \mathbb{N}^n : 0 \leq |\gamma| \leq p, \gamma_i \neq 0 \}. \tag{38} \]

In MF-PCE, the polynomial terms and coefficients involved in Sobol indices computation are built from the LF and the correction expansion shown in Eq. [28]. The process starts by building the sparse grid and the corresponding polynomial bases for LF-PCE followed by correction PCE. After the two PCEs are combined into a single MF-PCE, post processing can be directly performed to calculate the statistical moments and the Sobol indices.

3. Results

The capability of MF-PCE on algebraic cases when the “high” and “low” fidelity models are available are studied. In the algebraic case considered, the term of “high” and “low” fidelity models does not mean that the models are expensive and cheap in the real sense. The LF model is artificially constructed so it represents the HF model but with a discrepancy, which is measured by the $r_{lh}^2$ correlation value and mean absolute relative error (MARE) between the LF and HF function $\text{MARE}_{lh}$. These two statistical measures can be used to perform a preliminary analysis of whether the LF function is similar to the HF one or not. The equation for $r_{lh}^2$ correlation and $\text{MARE}_{lh}$ are
\[ r_{lh}^2 = \left( \frac{\sum_{i=1}^{N_v}(y_{hi} - \bar{y}_h)(y_{li} - \bar{y}_l)}{\sqrt{\sum_{i=1}^{N_v}(y_{hi} - \bar{y}_h)^2} \sqrt{\sum_{i=1}^{N_v}(y_{li} - \bar{y}_l)^2}} \right)^2, \tag{39} \]
and
\[ \text{MARE}_{lh} = \frac{1}{N_v} \sum_{i=1}^{N_v} \left| \frac{y_{hi} - y_{li}}{y_{hi}} \right|, \tag{40} \]
respectively, where $y_h$ and $y_l$ are a set of $N_v$ observations of the HF and LF data for identical inputs with the bar $(\bar{y}_h, \bar{y}_l)$ denoting the mean of these sets.

Analysis of the decay of PCE coefficients is a proper way to analyze whether the LF function can improve the capability of MF-PCE in approximating the HF function. The LF function can assist MF-PCE if the decay of the correction PCE coefficients is faster than that of the HF one. This indicates that the correction function is less complex than the HF function. Basically, this means that for the same level of sparse grid, the combination of correction and LF-PCE captures more relevant information regarding the HF function than HF-PCE. As an example, consider a case where the HF and LF function is perfectly correlated with $r_{lh}^2$ equals to one with an offset in the magnitude. This basically means that the correction function is just a constant which can be approximated by simply a zeroth order polynomial. Assuming that the LF function is much cheaper than the HF function so we can construct a high-level sparse grid for LF-PCE, one can build a highly accurate MF-PCE by combining this LF-PCE with this constant correction function. In this paper, we plot the coefficients of correction, LF-, and HF-PCE to do this analysis. To analyze the
decay of the PCE coefficients, the absolute value of the coefficients must be sorted first and then plotted in a single plot.

We measured the error of total and all Sobol sensitivity indices, expressed as

\[ e = \sum_{i=1}^{n_{si}} |SU^{(i)} - \hat{SU}^{(i)}| \]  

(41)

and

\[ e_T = \sum_{i=1}^{n} |SU^{T}_i - \hat{SU}^{T}_i|, \]  

(42)

respectively, where \( n_{si} = 2^n - 1 \) is the number of Sobol indices for a given dimension. Here, \( SU \) and \( SU^T \) are the reference value for the single and total Sobol indices, respectively. For implementation, the value of \( \hat{SU} \) and \( \hat{SU}^T \) are determined by using analytical calculation (such as in the Ishigami function) or PCE with a sparse grid of sufficiently high level.

Moreover, in order to assess the quality of the PCE approximation, the \( r^2 \) and MARE of the prediction to the true function is used, which are defined by

\[ r^2 = \left( \frac{\sum_{i=1}^{Nv} (y_{hi} - \bar{y}_h)(\hat{y}_{hi} - \bar{\hat{y}}_h)}{\sqrt{\sum_{i=1}^{Nv} (y_{hi} - \bar{y}_h)^2} \sqrt{\sum_{i=1}^{Nv} (\hat{y}_{hi} - \bar{\hat{y}}_h)^2}} \right)^2 \]  

(43)

and

\[ \text{MARE} = \frac{1}{Nv} \sum_{i=1}^{Nv} \left| \frac{\hat{y}_{hi} - y_{hi}}{y_{hi}} \right|, \]  

(44)

respectively, where \( \hat{y}_{hi} \) is the output of the PCE prediction. Notice that \( r^2 \) and MARE without any subscript denote the prediction error, and not the discrepancy between the LF and HF function.

In the following examples, the sparse grid level for HF-PCE is written as “SG-\( w \)”, while for MF-PCE it is written as “SG-(\( w-q \))-\( w \)”. The convergence of the errors is plotted with the \( x \)-axis as the number of function evaluations \( n_e \). The calculation of \( n_e \) does not distinguish the HF or LF function evaluation when HF- and LF-PCE are considered since it does not make sense to do so in algebraic problems. However, when calculating \( n_e \) for MF-PCE in algebraic function, the cost of LF function is not considered to make a fair comparison between both the HF- and MF-PCE from the algorithmic point of view. Furthermore, we also compare the performance of HF- and MF-PCE in estimating Sobol indices with the hypothetical cost of the LF simulation is taken into account. This hypothetical cost of the LF simulation is evaluated in terms of the ratio between the LF and HF evaluation cost (denoted as RT). The purpose is to evaluate the capability and usefulness of MF-PCE in accelerating the computation of Sobol indices when it is applied in a real-world setting, where the cost of the LF simulation is usually not negligible. Here, we use four values for the hypothetical cost, that is, RT=1,\( \frac{1}{2}, \frac{1}{4}, \frac{1}{8} \), and \( \frac{1}{16} \). The total simulation cost of MF-PCE (i.e., \( n_{tot} \)) is then the sum of the HF and LF evaluation cost, in the unit equivalent to one HF evaluation function.
3.1. Borehole function

The first example is the borehole function, which is an eight-dimensional function that models water flow through a borehole [38]. Mathematically it is expressed as

\[ f_h(\xi) = \frac{2\pi T_u(H_u - H_l)}{\ln\left(\frac{r_a}{r_w}\right)\left(1 + \frac{2LT_u}{\ln\left(\frac{r_a}{r_w}\right) + K_w} + \frac{T_u}{T_l}\right)}, \]  

(45)

where the various parameters are as defined in Table 2.

The LF borehole function [70] is expressed as

\[ f_l(\xi) = \frac{5T_u(H_u - H_l)}{\ln\left(\frac{r_a}{r_w}\right)\left(1.5 + \frac{2LT_u}{\ln\left(\frac{r_a}{r_w}\right) + K_w} + \frac{T_u}{T_l}\right)}. \]  

(46)

For SA purpose, the random variables are all uniformly distributed as shown in Table 2.

| Random variable | Definition                | Probability distribution       |
|-----------------|--------------------------|--------------------------------|
| \( r_w \)       | radius of borehole (m)   | Uniform [0.05, 0.15]           |
| \( r_a \)       | radius of influence (m)  | Uniform [100, 50000]           |
| \( T_u \)       | transmissivity of upper aquifer (m²/yr) | Uniform [63700, 115600] |
| \( H_u \)       | potentiometric head of upper aquifer (m) | Uniform [990, 1100] |
| \( T_l \)       | transmissivity of lower aquifer (m²/yr)  | Uniform [63.1, 116] |
| \( H_l \)       | potentiometric head of lower aquifer (m) | Uniform [700, 820] |
| \( L \)         | length of borehole (m)   | Uniform [1120, 1680]           |
| \( K_w \)       | hydraulic conductivity of borehole (m/yr) | Uniform [9855, 12045] |

Table 2: Random variable distributions for the borehole test case.

The LF Borehole function exhibits an almost perfect correlation with the HF one (\( r_{lh}^2 = 0.999 \)), which means that the trend response of the LF function is similar to the HF one, but with response value offset (MARE\(_{lh}=0.204\)). To acquire monotonous convergence of the Sobol indices error, the reference values for errors calculation are obtained using level 5 HF sparse grid, in which the first order and total sensitivity indices computed using this high-level sparse grid are shown in Table 3 (note that the analytical Sobol indices are not available for the borehole function). Since the total Sobol indices are not equal to the first order, this means that the borehole function exhibits a correlation between the variables that need to be captured by sparse grid level higher than one. The errors of Sobol sensitivity indices are then computed using these reference values. For this test function, the sparse grid level offset \( q \) is set to 1.
Table 3: Reference Sobol indices for the borehole function obtained using HF-PCE SG-5 for computing the error.

| Total   | First order |
|---------|-------------|
| $\hat{SU}_1$ | 0.8668 | $\hat{SU}_1$ | 0.8289 |
| $\hat{SU}_2$ | 0     | $\hat{SU}_2$ | 0     |
| $\hat{SU}_3$ | 0     | $\hat{SU}_3$ | 0     |
| $\hat{SU}_4$ | 0.0541 | $\hat{SU}_4$ | 0.0414 |
| $\hat{SU}_5$ | 0     | $\hat{SU}_5$ | 0     |
| $\hat{SU}_6$ | 0.0541 | $\hat{SU}_6$ | 0.0414 |
| $\hat{SU}_7$ | 0.0521 | $\hat{SU}_7$ | 0.0393 |
| $\hat{SU}_8$ | 0.0127 | $\hat{SU}_8$ | 0.0095 |

The errors of the Sobol indices obtained from various schemes of PCE are shown in Fig. 2. It can be seen in Figs. 2a and 2b that the MF-PCE method is able to reduce the MARE and $r^2$ with the same amount of HF function evaluations with HF-PCE. Results also show that MF-PCE reduces the $e$ and $e_T$ compared to the HF-PCE method with a monotonous decreasing trend. The convergence trends for both $e$ and $e_T$ are roughly similar for all schemes. Nonetheless, the $e$ and $e_T$ obtained from LF-PCE without correction are already very accurate and a good representation of the HF borehole function from the Sobol indices point of view. This means that the trend of the HF borehole function is obviously captured by the LF borehole function, due to the very high correlation value between the LF and HF function. In fact, the convergence of $r^2$ is very similar for both HF-PCE and LF-PCE. This suggests that the LF function is adequate to be used for estimating the Sobol indices of the HF function without any correction term if the correlation is near one. However, although the Sobol indices obtained from LF-PCE are a highly accurate representation of the HF function, the obtained statistical moments are inaccurate because the response is not corrected. This means that if the PCE model is to be used for estimating the statistical moments, the LF function alone is not enough and needs correction to be properly used for both UQ and SA purposes (this is why the MARE for LF-PCE is not depicted since it is already obvious).

Figure 3 shows the convergence of $e$ and $e_T$ for the borehole problem when the hypothetical cost of the LF simulation is counted. Here, the MF-PCE method provides a good alternative for estimating the Sobol indices when one cannot afford the luxury of evaluating HF-PCE with higher sparse grid level. To reach a threshold value $10^{-3}$ and $10^{-5}$ for both $e$ and $e_T$, MF-PCE only needs an HF sparse grid with one level lower than that of HF-PCE. The total computational cost is, of course, greater when the computational cost ratio is relatively high (i.e., $RT=\frac{1}{4}$); however, there is still a clear advantage of using MF-PCE over HF-PCE even when the RT is high for the borehole problem. In reaching a threshold value of $10^{-3}$, which we think is already a fine accuracy for engineering purpose, the MF-PCE
method with RT=$\frac{1}{32}$, $\frac{1}{16}$, $\frac{1}{8}$ and $\frac{1}{4}$ need a computational cost equals to 17.6\%, 20.8\%, 27.07\%, and 39.57\% of the cost needed by HF-PCE to reach the same threshold (i.e., HF-PCE with SG-3).

Figure 4 shows the decay of PCE coefficients for the borehole problem. We use the SG-4-5 scheme to generate this plot. By analyzing Fig. 4, it is clear that the correction function is less complex than the HF- and LF-function, as indicated by its lower coefficients’ magnitude and faster decay. Note that the correction PCE always seems to decay faster than LF-PCE due to the higher cardinality of LF-PCE. However, we can see that a significant portion of the correction PCE basis has lower coefficients values than that of LF-PCE. This less complexity indicates that it is easier to approximate the correction rather than the HF function, which leads to a more accurate approximation of the MF-PCE model compared to the standard HF-PCE model. Obviously, this leads to a more accurate approximation of the true Sobol indices.
Figure 2: Convergence of error metrics for the borehole function with respect to the number of function evaluations. The MF-PCE method estimates the Sobol indices better than HF-PCE with the same amount of function evaluations, while the estimated values from HF- and LF-PCE are similar to each other.
Figure 3: Convergence of error metrics for the borehole function with respect to the total simulation cost assuming a hypothetical LF model cost.

Figure 4: The decay of correction, HF-, and LF-PCE coefficients for the borehole function. Here, the correction function is less complex than HF- and LF-PCE, indicating a successful approximation.

3.2. Ishigami function

The Ishigami function is a three-dimensional highly non-linear function which is frequently used as a benchmark problem for SA purpose [80]. Here, we construct three LF representations of the Ishigami function to test the performance of MF-PCE in approximating the Sobol indices of a highly non-linear function. The standard form of the Ishigami function is defined as

\[ f(\xi) = \sin(\xi_1) + a\sin^2(\xi_2) + b\xi_3^4 \sin(\xi_1). \]  

(47)
The HF Ishigami function used in this paper, which is the standard expression of the Ishigami function, is expressed as

\[ f_h(\xi) = \sin(\xi_1) + 7\sin^2(\xi_2) + 0.1\xi_3^4\sin(\xi_1). \]  

(48)

We then build three LF representations of the Ishigami function as follows:

\[ f_{l1}(\xi) = \sin(\xi_1) + 7.3\sin^2(\xi_2) + 0.08\xi_3^4\sin(\xi_1), \]  

(49)

\[ f_{l2}(\xi) = \sin(\xi_1) + 7.3\sin^2(\xi_2) + 0.04\xi_3^4\sin(\xi_1), \]  

(50)

and

\[ f_{l3}(\xi) = \sin(\xi_1) + 7.3\sin^2(\xi_2) + 0.04\xi_3^4\sin(\xi_1) + 0.02. \]  

(51)

The \( r_{lh}^2 \) and \( \text{MARE}_{lh} \) of the LF to the HF Ishigami function are listed in Table 4. The distribution of the input random variables is Uniform\([-\pi, \pi]\) for all \( \xi \). The three LF Ishigami models represent three scenarios of discrepancies between the HF and LF function. The 1\(^{st}\) LF function has the highest \( r_{lh}^2 \) correlation and lowest \( \text{MARE}_{lh} \) while the 2\(^{nd}\) one has the opposite characteristics. On the other hand, the 3\(^{rd}\) LF model has exactly the same \( r_{lh}^2 \) as the 2\(^{nd}\) LF model but with higher \( \text{MARE}_{lh} \).

| LF Model | \( r_{lh}^2 \) | \( \text{MARE}_{lh} \) |
|----------|----------------|---------------------|
| 1        | 0.9875         | 0.4504              |
| 2        | 0.8826         | 1.0672              |
| 3        | 0.8826         | 1.5587              |

Table 4: Statistical similarities between the LF and HF Ishigami functions.

The HF sparse grid level is varied from 1 to 6 with the fixed value of \( q = 2 \). For the Ishigami function, the true Sobol indices can be obtained analytically, where the values are shown in Table 5. These analytical Sobol Indices are obtained by decomposing the variance of the \( f(\xi) \) as shown in Eq. 52 as

\[ D = \frac{a^2}{8} + \frac{b\pi^4}{5} + \frac{b^2\pi^8}{18} + \frac{1}{2}, \]

\[ D_1 = \frac{b\pi^4}{5} + \frac{b^2\pi^8}{50} + \frac{1}{2}, \quad D_2 = \frac{a^2}{8}, \quad D_3 = 0, \]

(52)

\[ D_{1,2} = D_{2,3} = 0, \quad D_{1,3} = \frac{8b^2\pi^8}{225}, \quad D_{1,2,3} = 0. \]

The results, as shown in Fig. 5, indicate that all MF-PCE schemes are able to reduce the Sobol indices error compared to HF-PCE. It can also be seen that the convergence trend for all error metrics is roughly similar. The MF-PCE method with the 1\(^{st}\) LF model produces the MF model with the lowest error of all, which is reasonable due to its high \( r_{lh}^2 \) with the HF function. Furthermore, there is no significant difference between the convergence error of
the MF scheme with the 2nd and 3rd LF models. Although the MARElh of the 3rd LF model is higher than the 2nd model (See Fig. 5a), the trend of both functions is similar to each other which results in almost the same quality of the MF-PCE model. All LF-PCEs without correction (see Fig. 5b), as it is already obvious, cannot accurately estimate the \(r^2\) of the true Ishigami function. Thus, LF-PCE fails to estimate the true Sobol Indices (See Fig. 5c and 5d). This is mainly due to the \(r^2_{lh}\) correlation which is not very close to one, unlike the borehole case as explained before. In cases like this, the LF model without correction should not be trusted as the representation of the HF function to estimate the Sobol indices. However, when the LF model is used within the MF-PCE framework, it can be efficiently used to estimate the Sobol indices of the true HF function with lower computational cost. This is very useful if the computational cost ratio of the HF to the LF function is very high.

The convergence of error metrics with the hypothetical actual cost is shown in Fig. 6. Here, only MF-PCE with the first LF model is shown since it is the best LF model available for the Ishigami function. By observing the plot, we can see that MF-PCE fails to yield a significant beneficial effect when the computational cost ratio is equal to 1/4. We can see that the computational cost of MF-PCE with \(RT = 1/4\) is 96.16% of HF-PCE to reach a threshold value of \(10^{-3}\) for both \(e\) and \(e_T\), which is actually not a significant cost reduction. On the other hand, if the computational cost ratio is assumed to be 1/32, 1/16 and 1/8, the cost to reach this threshold are 47.38%, 54.35%, and 68.28% of the cost needed by HF-PCE, respectively. When the threshold is set to be very strict, that is, \(10^{-5}\), the cost of MF-PCE to reach this threshold with \(RT = 1/32, 1/16, 1/8\) and 1/4 are 57.95%, 71.06%, 97.29% and 149.74% of HF-PCE, respectively. With this very strict threshold, the cost reduction becomes significant only when the computational cost ratio equals to 1/16 or 1/32. Conversely, when the computational cost ratio equals to 1/4, MF-PCE requires more functions evaluations than that of HF-PCE to reach this very high accuracy.

The decay of PCE coefficients, as shown in Fig. 7, clearly indicates that the coefficients of all correction PCEs decay faster than those of LF- and HF-PCE for all the LF models. This means that the correction functions are all less complex than the LF one. By visual investigation, it can be clearly seen that the gap between the HF and correction PCE model is wider for MF-PCE with the 1st model than that of the others. The wider this gap, the less complex the correction to the LF function, which results in a more successful MF model in estimating the Sobol indices.
Figure 5: Convergence of error metrics for the Ishigami function with respect to the number of function evaluations. The MF-PCE scheme with the first LF model estimates the Sobol indices better than the other methods. Here, solely LF-PCE cannot be relied on to estimate the Sobol indices since the correlation is not near one.
Table 5: First order and total Sobol indices of the HF Ishigami function.

| Index | Analytical |
|-------|------------|
| $SU_1$ | 0.3138 |
| $SU_2$ | 0.4424 |
| $SU_3$ | 0 |
| $SU_{12}$ | 0 |
| $SU_{13}$ | 0.2436 |
| $SU_{23}$ | 0 |
| $SU_{123}$ | 0 |
| $SU^T_1$ | 0.5574 |
| $SU^T_2$ | 0.4424 |
| $SU^T_3$ | 0.2436 |

3.3. Short column problem

The third algebraic test problem is a short column problem with five LF models [69]. Furthermore, this problem also involves random variables with a non-uniform distribution.

The HF response for the short column problem is defined as

$$f_h(\xi) = 1 - \frac{4M}{bh^2Y} - \left(\frac{P}{bhY}\right)^2.$$ (53)
Figure 7: The decay of correction, HF-, and LF-PCE coefficients for the Ishigami function. The correction functions from all the three LF models are less complex (i.e., lower magnitude and faster decay) than their corresponding HF- and LF-PCE, with the gap is wider for the first LF model.
The LF responses are defined as \[ \begin{align*}
  f_{l1}(\xi) &= 1 - \frac{4P}{bh^2Y} - \left( \frac{P}{bhY} \right)^2, \\
  f_{l2}(\xi) &= 1 - \frac{4M}{bh^2Y} - \left( \frac{M}{bhY} \right)^2, \\
  f_{l3}(\xi) &= 1 - \frac{4M}{bh^2Y} - \left( \frac{P}{bhY} \right)^2 - \frac{4(P - M)}{bhY}, \\
  f_{l4}(\xi) &= 1 - \frac{4M}{bh^2Y} - \left( \frac{P}{bhY} \right)^2 - \frac{0.4(P - M)}{bhY}, \\
  f_{l5}(\xi) &= 1 - \frac{4M}{bh^2Y} - \left( \frac{P}{bhY} \right)^2 - \frac{40(P - M)}{bhY}.
\end{align*} \] (54) (55) (56) (57) (58)

where \( \xi = (b, h, P, M, Y) \) with the distribution listed in Table 6. The five LF short column functions have various values of \( r_{lh}^2 \) correlation and MARE\(_{lh}\) to the HF one, as shown in Table 7. As it can be seen from this table, there are some LF models that have high \( r_{lh}^2 \) and low MARE\(_{lh}\) (model 1, for example) and LF models with low correlation value and very large MARE\(_{lh}\) (model 3, for example). We aim to further investigate the criteria of which LF model can yield better accuracy in estimating Sobol indices when employed in the MF-PCE framework. The sparse grid level offset \( q \) is set to 2 for this problem.

| Random variable | Probability distribution |
|-----------------|-------------------------|
| \( b \)        | Uniform \([5,15]\)      |
| \( h \)        | Uniform \([15,25]\)      |
| \( P \)        | Normal \([500,100]\)    |
| \( M \)        | Normal \([2000,400]\)   |
| \( Y \)        | Normal \([5,0.5]\)      |

Table 6: Random variable definition and distributions for the short column test case.

| LF model | \( r_{lh}^2 \) | MARE\(_{lh} \) |
|----------|----------------|----------------|
| 1        | 0.9234         | 8.6926         |
| 2        | 0.7612         | 126.6604       |
| 3        | 0.4780         | 154.7131       |
| 4        | 0.6931         | 15.4713        |
| 5        | 0.5914         | 1547.13        |

Table 7: Correlation and MARE\(_{lh}\) values between the LF and HF short column responses.

The convergence of the error metrics for the short column problem is shown in Fig. 8. By closer investigation of this figure, we observe that only the 1st and 4th LF functions are able to successfully reduce the error of Sobol indices relative to HF-PCE for all levels of sparse
Table 8: First order and total Sobol indices of the HF short column function.

| Index | MCS   |
|-------|-------|
| $SU_1$ | 0.5240 |
| $SU_2$ | 0.2059 |
| $SU_3$ | 0.0696 |
| $SU_4$ | 0.0284 |
| $SU_5$ | 0.0532 |
| $SU_T^1$ | 0.6257 |
| $SU_T^2$ | 0.2708 |
| $SU_T^3$ | 0.1143 |
| $SU_T^4$ | 0.0346 |
| $SU_T^5$ | 0.0799 |

As expected, the decrement of MARE and $r^2$ corresponds to a better estimation of Sobol indices. However, it is not always the case as it can be observed from the result of MF-PCE using the 3\textsuperscript{rd} LF model which produces a better estimate of Sobol indices than that of HF-PCE from HF sparse grid level of 3. The 2\textsuperscript{nd} and 5\textsuperscript{th} LF models produce MF models with lower quality than those of HF-PCE in terms of estimating the Sobol indices.

Figure 9 depicts the convergence of error metrics for the short column function with the hypothetical cost of the LF simulation is taken into account. It is clear from this figure that when the computational cost ratio is equal to 1/4, there is no advantage gained by utilizing MF-PCE. This is because MF-PCE with RT=1/4 needs 110% of the computational cost needed by HF-PCE to reach the e and $e_T$ below $10^{-3}$. On the other hand, we observe that MF-PCE with RT=1/8 requires 67.8% of the HF-PCE cost to reach a similar accuracy, which is quite a noteworthy cost reduction for reaching an engineering accuracy. The case with RT=1/16 and RT=1/32 require 46.61% and 36.02% of the HF-PCE cost to reach the engineering accuracy of $10^{-3}$.

By only investigating statistical similarities between the HF and LF models, it is hard to determine whether an MF-PCE with a certain LF-model could successfully estimate the true Sobol indices or not. It is clear for the 1\textsuperscript{st} model, but not for the 4\textsuperscript{th} model since its $r_{lh}^2$ correlation is low and the MARE$_{lh}$ is relatively high. It becomes much more difficult to make this inference for the 2\textsuperscript{nd} LF model (its correlation is moderate while the MARE$_{lh}$ is very high). Although for some cases it is obvious to see the adequacy of the LF model for assisting MF-PCE, inspecting the PCE coefficients decay is the proper way to do this kind of analysis.

The decay of the PCE coefficients for all LF models are shown in Fig. 10. All PCE coefficients are obtained using level 4 correction sparse grids (means level 6 LF sparse grid), which are adequate enough to obtain good convergence of the Sobol indices. It is very
clear from this figure that the behavior of coefficients decay for the HF, LF, and correction PCE are similar for unsuccessful MF models. Here, we can see that the magnitude of the correction PCEs’ coefficients is much larger and it also decay slower than that of HF-PCE. Moreover, the coefficients of the LF and correction PCE decay similarly to each other for the 2nd, 3rd, and 5th LF models. Such similar decay means that the trend of correction PCE almost mimics that of LF-PCE, indicating that the correction PCE is not less complex than LF- and HF-PCE. The MF-PCE scheme with the 3rd LF model is a special case, where the convergence of e and eT shows that it slightly outperformed HF-PCE when correction sparse grid with level 3 and 4 are used. However, it is not suggested to use the LF model like the 3rd model in a real application. This is because we cannot trust the adequacy of the 3rd model in aiding MF-PCE when investigating the PCE coefficients decay. Indeed, with a low level sparse grid, MF-PCE with the 3rd LF model fails to estimate the Sobol indices accurately. On the other hand, the decay trend of MF-PCE with the 1st and 4th models suggests that the MF approximation is better than the HF one. The gap between the decay of the correction and HF-, LF-PCE is visible for these two LF models, indicating the less complexity of the correction-PCE model. This difference especially can be clearly observed when MF-PCE with the 1st LF model is compared with the 4th LF model. In addition, if we pay a close attention to the decay of the PCE coefficients for the 4th model, the magnitude of the correction PCE’s first coefficient is larger than that of HF-PCE (i.e., the mean is higher). However, its correction PCE’s coefficients decay faster than that of HF-PCE. In the light of these results, we observe that it is the rate of decay of the coefficients that is important for a successful MF-PCE model and not the difference between the mean value of the correction and HF-PCE. Moreover, it is also better to look at the difference between correction PCE and both HF- and LF- PCE.
Figure 8: Convergence of error metrics for the short column function with respect to the number of function evaluations. The MF-PCE scheme with the first and the fourth LF models consistently outperform HF-PCE for all sparse grid levels.
Figure 9: Convergence of error metrics for the short column function with respect to the total simulation cost assuming a hypothetical LF model cost. Only the first LF model is used since it is the best available LF model for MF approximation.
Figure 10: The decay of the correction, HF-, and LF-PCE coefficients for the short column function with various LF models. The correction PCE’s coefficients of the first and the fourth LF models decay faster than those of the corresponding HF-PCE, indicating a successful MF model.
3.4. Transonic airfoil in inviscid flow

The final test is the SA of a transonic airfoil in inviscid flow. The open source CFD code of SU2 was used to solve the Euler equation in order to obtain the aerodynamic coefficients [31]. The airfoil model in this case is assumed to be subjected to geometrical uncertainties. Here, we used the RAE 2822 airfoil which was parameterized via PARSEC method to find the variables that describe the datum shape [32]. Note that since the datum shape is an approximation of the original one, there is an error between the coordinate of the true and the approximated shape. However, our goal here is to demonstrate the capability of MF-PCE in performing SA, and not to measure the randomness of the original airfoil itself; hence, this test case is appropriate enough for the purpose of demonstrating an SA algorithm. For this problem, the random output of interest is the lift-to-drag ratio \(L/D\), under the fix flight condition of Mach number and angle of attack of 0.73 and 20°, respectively.

After the suitable PARSEC parameters were found, we assume that there were five uncertain parameters, that is, the \(x\) and \(y\) coordinate of the lower crest (i.e., \(x_{lo}\) and \(y_{lo}\), respectively), \(x\) and \(y\) coordinate of the upper crest (i.e., \(x_{up}\) and \(y_{up}\), respectively), and trailing edge angle (i.e., \(\alpha_{te}\)), with the distribution listed in Table 9. An example of one realization evaluated by the CFD solver is shown in Fig. 11. The datum shape and several realizations of the uncertain shape are shown in Fig. 12. For this problem, we used the fully and partially converged simulations as the HF and LF simulations, respectively. The criterion for the fully converged simulation is the residual of the drag that reaches \(10^{-6}\), which on average requires 500 iterations to reach this criterion. On the other hand, the iteration for the partially converged simulation to be used as the LF simulations is set to 100, which means that the computational cost ratio between the LF and HF simulation is 0.2 for this case. This fully and partially converged simulation strategy has been employed for optimization [33, 34], surrogate model construction [35], and UQ [71]. One advantage of this strategy is that some LF samples are evaluated together with the HF samples, which leads to further reduction in the computational cost.

Figure 11: An example of one CFD realization for the inviscid transonic airfoil case.
Since the statistical moments are typically also the quantities of interest in real-world applications, we plotted the convergence of statistical moments together with the Sobol indices. For reference value, an HF-PCE with level 4 sparse grid is used to obtain the reference total Sobol indices and statistical moments, as shown in Table 10. Shown in this table are also the Sobol indices obtained by LF-PCE with level 4 sparse grid. By ranking the total sensitivity indices, it is found that $y_{up}$ is the most important variable followed by $x_{up}$ and $y_{lo}$, while the contribution of $x_{lo}$ and $\alpha_{te}$ is very small but not negligible. The sum of the total Sobol indices is 1.015, which means that the largest contributors to the total variance are the first order sensitivity indices with small interaction between variables. Although the Sobol indices obtained by LF-PCE seem close to the true Sobol indices, they are not accurate representations of the true indices. Moreover, the standard deviation of the HF- and LF-PCE differs by 1.78%. This means that correction of LF-PCE must be applied within MF-PCE framework.

| No. | Random variable | Probability distribution      |
|-----|----------------|-------------------------------|
| 1   | $x_{up}$       | Uniform [0.4415, 0.4549]      |
| 2   | $y_{up}$       | Uniform [0.060, 0.066]        |
| 3   | $x_{lo}$       | Uniform [0.344, 0.3800]       |
| 4   | $y_{lo}$       | Uniform [-0.0618, -0.0560]    |
| 5   | $\alpha_{te}$  | Uniform [-0.1182, -0.1070]    |

Table 9: Random variable definition and distributions for the inviscid transonic airfoil test case.
Table 10: Sobol indices obtained by HF- and LF-PCE with high level sparse grid for the inviscid transonic airfoil problem.

| Sensitivity index | HF, SG-4 | LF, SG-4 |
|-------------------|----------|----------|
| $S_1^T$           | 0.3207   | 0.3136   |
| $S_2^T$           | 0.6964   | 0.6970   |
| $S_3^T$           | 0.0044   | 0.0037   |
| $S_4^T$           | 0.0214   | 0.0198   |
| $S_5^T$           | 0.0085   | 0.0084   |

Mean 121.9250 121.5645  
St. D. 39.6901 37.3553

Figure 13: Convergence of statistical moments and total Sobol indices for the inviscid transonic airfoil problem. The advantage of utilizing MF-PCE is more evident when it is used to estimate the total Sobol indices as shown by the faster convergence of MF-PCE in approaching engineering accuracy.
Figure 14: Convergence of total Sobol indices for the inviscid transonic airfoil problem. The faster convergence of MF-PCE compared to HF-PCE is especially clear when it is used to approximate the total Sobol indices of $x_{up}$ and $y_{up}$.
Figure 15: The decay of the correction, HF-, and LF-PCE coefficients for the inviscid transonic airfoil problem. The coefficients of correction PCE evidently decay faster than those of HF and LF-PCE.

First, convergence analysis of statistical moments and error of total Sobol indices is performed and the results are depicted in Fig. [13] (the error of all Sobol indices is not shown since the interaction term is small). Shown in the $x$-axis of Fig. [13] is the actual cost of MF-PCE that includes the cost of the LF function. From the mean and standard deviation perspective, the advantage of utilizing MF-PCE over HF-PCE is not clearly seen. Also, note that there is a jump in computational cost for MF-PCE with $q = 2$ when the HF sparse grid level is set to 2. Since increasing the value of $q$ means higher computational cost, one has to be careful if setting the $q$ value too high, especially if the computational cost of the LF function is not negligible. Nonetheless, a clear advantage of MF-PCE is well observed when it is used to estimate the Sobol Indices. Here, MF-PCE with $q = 1$ and $q = 2$ reach the $e_T$ level below $10^{-3}$ after the equivalent of 125 and 325 HF function evaluations, respectively, where HF-PCE needs 341 function evaluations for the same accuracy; this means that the computational cost is reduced to about 36.66% and 95.3% for the MF-PCE method with $q = 1$ and $q = 2$, respectively. Although the gain from utilizing MF-PCE with $q = 2$ seems to be minimal in achieving this accuracy, it reaches the error level of total Sobol indices below $2 \times 10^{-3}$ with the equivalent of 77 HF function evaluations.

Figure [14] shows the convergence of each term of total Sobol indices with respect to the actual cost. The convergence trend is not especially clear for the $x_{lo}$, $y_{lo}$, and $\alpha_{TE}$, since their contribution are relatively small compared to $x_{up}$ and $y_{up}$. We observe that MF-PCE with both $q = 1$ and $q = 2$ reaches a good accuracy for $x_{up}$ and $y_{up}$ with HF sparse grid level of 2. However, MF-PCE with $q = 1$ is more efficient here since it reaches the engineering accuracy with fewer function evaluations than those of MF-PCE with $q = 2$ and HF-PCE.

The decay of the correction and LF-PCE coefficients is depicted in Fig. [15]. The plot is prepared by using MF-PCE with correction and LF-PCE sparse grid level of 3 and 4, respectively. By investigating the figure, it is obvious that the correction PCE model is less complex than the LF- and HF-PCE. Thus, the given LF model is appropriate to be used within the MF-PCE framework for this problem. The reason for the similarity between the
decay of LF- and HF-PCE coefficients is because that the difference in magnitude between the two functions is small. However, we can see that for polynomial terms with small coefficients (i.e., beyond the 40th term) the two PCEs start to differ. This is where the correction PCE plays its role.

4. Conclusions

An approach for SA using PCE with an MF model is presented in this paper. The goal is to accelerate the SA process when simulations with multiple levels of fidelity are available. The spectral projection-based MF-PCE is used as the method of interest in this paper. The method uses two PCEs: LF and correction, which are combined into a single MF-PCE. SA is directly performed in the post-processing phase by computation of the Sobol indices from the MF-PCE coefficients.

The proposed method is demonstrated and investigated on some algebraic and engineering test problems. On cases where the correlation of the LF to the HF function is very high (near 1), the Sobol indices obtained from the LF- and HF-PCE are almost the same; revealing that for such cases, the use of LF function is enough to obtain accurate Sobol indices. However, the Sobol indices obtained from LF- and HF-PCE differ greatly if the LF and HF functions are not perfectly correlated. It is also worth noting that one usually wants to compute the statistical moments together with Sobol indices, which means that correction of the LF function is always desired in order to obtain accurate values. The current study shows that MF-PCE can be employed to obtain accurate Sobol indices with lower computational cost than that of HF-PCE. Our investigation shows that MF-PCE is an efficient method for estimating the Sobol indices with a requirement that the LF and HF function are highly correlated with each other. The decrease of error estimation of Sobol indices positively correlated with the decrease of MARE and, especially, $r^2$. Investigation on the artificial problems with a hypothetical LF simulations cost suggests that the computational cost ratio between the LF and HF function should be at least lower than 1/4, in order to ensure the advantage of utilizing MF-PCE over HF-PCE in terms of computational efficiency. In the inviscid transonic airfoil case with five uncertain parameters, the MF approach successfully estimates the Sobol indices with the computational cost of about 36.66% needed by the HF-PCE method in order to obtain a nearly similar engineering accuracy.

As for the future work, implementing adaptive sparse grid for MF-PCE is a promising approach to efficiently obtain accurate Sobol indices in high-dimensional problems by focusing on the most important dimensions. Moreover, the Sobol indices themselves can be used to guide the adaptivity. Because such approach is not yet considered, more work is needed to investigate the adaptive MF-PCE approach for SA purpose. Moreover, the use of cost-efficient quadrature such as Clenshaw-Curtis quadrature should also be considered. Investigation on the use of regression-based MF-PCE for SA, which allows the flexibility in sampling location and size, is also a promising research direction.
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