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Abstract—The present report summarizes the work conducted during the internship on Feedforward Control of the Magnetic Levitation Setup. Different feedforward strategies, specifically tailored for this setup, are developed and reviewed. These feedforward methods explicitly take the intrinsic position-dependent behavior of the magnetic levitation setup into account. Additionally, closed-loop stability of the given setup is assessed. All investigations are carried out under the rigid-body assumption of the structure. Analysis and simulation show the potential performance improvement obtained with such feedforward strategies.

I. INTRODUCTION

In lithographic processes, silicon wafers are exposed by optical components to create a pattern of the integrated circuit design. The smaller these patterns can be made, the more functionality the chip can possess such as increased capacity of memory chips or faster microprocessors [1]. The silicon wafers are carried by a wafer stage, moving in a scanning motion with high speed and acceleration to accurately position the wafer with respect to the optical components. To enable the design of small patterns on the wafer, the movement of the wafer stage is required to be within the nanometer accuracy range.

A moving-magnet planar actuator was designed at Eindhoven University of Technology [2], [3], under the acronym NAPAS (Nanometer-accurate planar actuation system). This system is a prototype for next generation wafer stages. To achieve high accelerations and accuracies, accurate modeling and control of the mechanical behavior of the translator is a requisite. To realize such a control solution Linear Time-Invariant (LTI) methods can possibly be restrictive in the light of the position dependent nature of the setup [4]. The Linear Parameter-Varying (LPV) framework is an attractive alternative to incorporate the position-dependent behavior emerging in the input and output map of the translator. The LPV framework offers a linear input-to-output mapping, which depends on the so-called scheduling variables. These scheduling variables can be chosen such that they capture the position dependent behavior of the translator. LPV control methods are based on the extension of well-developed control tools for LTI systems. These control tools are extended such that they cope with the dependence on the scheduling variables while retaining the simplicity of LTI control tools.

To obtain nanometer-accurate positioning performance, feedforward and feedback-control play key roles. In general, feedforward is used to realize the required input 1) to follow a desired known reference signal in terms of output response, 2) to attenuate the effect of known disturbances, e.g., gravity. Feedback is used to stabilize the system, reject disturbances and to account for model uncertainties or unmodeled dynamics. During this internship, the focus lies on feedforward control of the NAPAS setup. In motion systems, it is typical to use model-based feedforward strategies such as [5], [6] and [7] or data-driven approaches such as [8]. An extensive review of feedforward strategies for LTI system representations can be found in [9]. In current wafer stages, strategies such as mass, jerk or snap feedforward [10], [11] are typically used to account for the rigid body dynamics. Due to the close resemblance to robotic systems, approaches based on the nonlinear dynamical equations such as in [12] and [13] can be also attractive. In this report, feedforward strategies specifically tailored for the NAPAS setup will be investigated. These methods are designed such that the position dependent behavior of the setup is taken into account. The advantages of these methods over traditional LTI feedforward strategies are shown through simulations.

This report begins with an overview of the rigid body dynamics of the NAPAS setup in Section II. Then, Section III discusses the design aspects of the feedforward methods that are taken into consideration. Stability of the NAPAS setup is important, to prevent possible damage to the setup. Therefore, a closed-loop stability analysis is given in Section IV. The feedforward controllers are assessed through simulations in Section V. Finally, conclusions and recommendations are drawn in Section VI.

II. RIGID BODY DYNAMICS

In this section the equations of motion for the NAPAS setup are discussed. The equations of motion are derived based on the Euler-Lagrange approach. Such an approach uses energy related considerations for the derivation of the equations of motion. In order to derive the rigid body dynamics in terms of a global reference frame, the kinetic and potential energy of a point on the translator have to be expressed with respect to this reference frame. A schematic diagram of the translator is shown in Figure 1 where \((x_m, y_m, z_m)\) denotes the global reference frame and \((x_t, y_t, z_t)\) denotes the reference frame of the translator. Let the position of the translator in the global reference frame be given by the generalized coordinates \(q \in \mathbb{R}^{n_q}\) defined as

\[
q := [x_s \ y_s \ z_s \ \chi_s \ \psi_s \ \zeta_s]^T,
\]

where \(x_s, y_s, z_s\) are the coordinates of the translator in the global reference frame, \(\chi_s, \psi_s, \zeta_s\) are the orientation angles of the translator in the global reference frame.
where \((x_s, y_s, z_s)\) denote the translation of the Center of Mass (CoM) of the translator with respect to the global reference frame \((x_m, y_m, z_m)\) and the angles \((\chi, \psi, \zeta)\) denote the rotation of the center of mass around the axes of the global reference frame, as defined under the Pitch-Yaw-Roll representation \([12]\). In this representation, the three angles, as in Figure 2 denote the successive rotation around the three inertial frames: first a rotation \(\chi\) around the \(x\)-axis (yaw), then a rotation \(\psi\) around the \(y\)-axis (pitch) and finally a rotation \(\zeta\) around the \(z\)-axis (roll).

Fig. 1. Schematic of the NAPAS translator. The triplet \((x_m, y_m, z_m)\) denotes the global reference frame and \((x_s, y_s, z_s)\) denotes the translators reference frame. Let \((x_s', y_s', z_s')\) denote another position of the translator in the global reference frame.

![Diagram of the NAPAS translator](image)

**Fig. 2.** The angles \((\chi, \psi, \zeta)\) used in the Pitch-Yaw-Roll representation.

The solution to the Euler-Lagrange equations lead to the equations of motion \([14]\):

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} = W - D\dot{q},
\]

where \(M(q) \in \mathbb{R}^{n_q \times n_q}\) is the mass-matrix which is a positive definite matrix in the range of operation (proof in Appendix A), \(C(q, \dot{q}) \in \mathbb{R}^{n_q \times n_q}\) is the Coriolis matrix and \(D \in \mathbb{R}^{n_q \times n_q}\) contains the friction (dissipation) terms. \(W \in \mathbb{R}^{n_q}\) represents the generalized forces and torques acting on the plate around the center of mass expressed in the global reference frame \((x_m, y_m, z_m)\):

\[
W := \begin{bmatrix} F_x & F_y & F_z & \tau_x & \tau_y & \tau_z \end{bmatrix}^T.
\]

The matrices \(M(q), C(q, \dot{q})\) and \(D\) are given in Appendix A. Important properties of the system description are:

- \(M(q)\) is a symmetric and positive definite matrix in the range of operation (proof in Appendix A),
- \(M(q) - 2C(q, \dot{q})\) is a skew-symmetric matrix \([12]\) (proof in Appendix A),
- \(D\) is a symmetric and positive semi-definite matrix (follows from the definition of \(D\)).

Due to the position-dependent nature of the NAPAS setup, the LPV framework is a natural selection to represent \([2]\) in terms of a linear model. The use of a LPV descriptor state-space representation \([4]\) is more convenient as it is more closely related to the equations of motion \([2]\). Inversion of the mass-matrix is avoided and therefore, affine dependency in the scheduling variables is retained. The LPV representation is given as:

\[
\begin{align*}
E(p(t))\dot{x}(t) &= A(p(t))x(t) + B(p(t))u(t) \quad (4a) \\
y(t) &= C(p(t))x(t) \quad (4b)
\end{align*}
\]

where \(t \in \mathbb{R}^+_0\), \(x(t) := [q^T \quad \dot{q}^T]^T \in \mathbb{R}^{n_q}\) contains the state variables, \(u(t) := W \in \mathbb{R}^{n_q}\) are the control inputs, \(y(t) := \dot{q} \in \mathbb{R}^{n_q}\) are the outputs and \(p(t) := [p_1(t) \ldots p_{n_p}(t)]^T \in \mathcal{P} \subset \mathbb{R}^{n_p}\) is the scheduling variable under the assumption that it is measurable in real time. Note that \([4]\) describes a linear system with respect to the input-output (IO) partition \((u,y)\). If \(p(t)\) is constant at each time instant i.e., \(p(t) \equiv \bar{p}\) \(\forall t \in \mathbb{R}\), then \([4]\) becomes LTI, which is often referred to as the frozen dynamical description of \([4]\) for a corresponding constant \(p(t) \equiv \bar{p}\). If the scheduling variables \(p(t)\) vary with time, the model becomes a time-varying representation. The LPV representation is said to be affine if the system matrices take an affine form i.e.,

\[
A(p(t)) = A_0 + \sum_{i=1}^{n_p} p_i(t) A_i. \quad (5)
\]

The system matrices are:

\[
\begin{align*}
E(p(t)) &= \begin{bmatrix} I_{n_q \times n_q} & 0_{n_q \times n_q} \\ 0_{n_q \times n_q} & M(q) \end{bmatrix} \\
A(p(t)) &= \begin{bmatrix} 0_{n_q \times n_q} & I_{n_q \times n_q} \\ 0_{n_q \times n_q} & D - C(q, \dot{q}) \end{bmatrix} \\
B(p(t)) &= \begin{bmatrix} 0_{n_q \times n_q} \\ I_{n_q \times n_q} \end{bmatrix} \\
C(p(t)) &= \begin{bmatrix} I_{n_q \times n_q} \\ 0_{n_q \times n_q} \end{bmatrix}
\end{align*}
\]

As the system description is dependent on the state variables, this representation is also called a quasi-LPV representation. Furthermore, it is a global system description as it describes the nonlinear system \([2]\) exactly.

In the NAPAS setup, the rotational displacement of the translator is allowed to deviate slightly around the zero angle rotation (initial position in Figure 1). Therefore, an approximation of the dynamics \([2]\) around zero angles and angular velocities can be made by using a first-order Taylor series expansion to derive an LPV state-space representation:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \quad (6a) \\
y(t) &= Cx(t), \quad (6b)
\end{align*}
\]

where \(t \in \mathbb{R}^+_0\), \(x(t) := [q^T \quad \dot{q}^T]^T \in \mathbb{R}^{n_q}\) contains the state variables, \(u(t) := W \in \mathbb{R}^{n_q}\) are the control inputs, \(y(t) := \dot{q} \in \mathbb{R}^{n_q}\) are the outputs and \(p(t) := [p_1(t) \ldots p_{n_p}(t)]^T \in \mathcal{P} \subset \mathbb{R}^{n_p}\) is the scheduling variable under the assumption that it is measurable in real time. By using a Taylor series approximation, the dynamics of the model hold only locally around the linearization point. Therefore, the LPV state-space model representations is a local system description of the nonlinear system.
III. FEEDFORWARD CONTROL

This section focusses on the design aspects of the feedforward methods that are taken into consideration namely, A) input nonlinearity-annihilation and decoupling, B) nonlinear feedforward, C) local LPV feedforward through inversion and D) global LPV feedforward.

A. Input-nonlinearity annihilation and decoupling

In this section, a three-step procedure is presented. First, a pre-compensator in the input mapping is designed to account for nonlinearities. Then, another pre-compensator is designed to decouple the system. These result in a system representation that is LTI and approximately diagonal. Finally, a decoupled feedforward controller is designed for the remaining dynamics.

1) Annihilation of input nonlinearities: First we will focus on the annihilation of the input nonlinearities. Both a global a) and local b) approach are presented. The global method takes the nonlinear differential equation (2) into account. The local method is based on the linearized model (6). Both methods result in annihilation of the nonlinearities present in the input. The advantage in considering the nonlinear model is that global annihilation of nonlinearities in the input is achieved, i.e., the input nonlinearities are annihilated over all trajectories of the system. When considering a locally approximated model, annihilation of nonlinearities in the input is achieved at and around the point where the linear approximation holds.

Remark. A local annihilation approach could lead to better results if model uncertainties are present. For example, a more accurate (local) model description could be obtained through system identification.

a) Global input-nonlinearity annihilation: Consider the solution of the nonlinear system (2) to be given as:

\[ \ddot{q} = -M^{-1}(q)(C(q, \dot{q}) + D)\dot{q} + M^{-1}(q)W. \]  

(7)

The goal is to find a parameter-dependent matrix \( Q_1(p) \) such that a new input \( \ddot{u} \) is a nonlinearity-annihilated input that satisfies the relation:

\[ W = Q_1(p)\ddot{u}. \]  

(8)

Substitution of (8) into (7) results in a solution to the system (2) with the new input \( \ddot{u} \):

\[ \ddot{\tilde{q}} = -M^{-1}(q)(C(q, \dot{\tilde{q}}) + D)\dot{\tilde{q}} + M^{-1}(q)Q_1(p)\ddot{u}. \]  

(9)

By choosing

\[ Q_1(p) = M(q), \]  

(10)

nonlinearity annihilation in the input mapping is achieved.

b) Local input-nonlinearity annihilation: Consider the local model given by (6). The goal is to find a matrix \( Q_1(p(t)) \) such that a new input \( \ddot{\tilde{u}}(t) \) satisfies

\[ \ddot{\tilde{u}}(t) = Q_1(p(t))\ddot{u}(t). \]  

(11)

This results in an annihilation of input nonlinearities. Substitution of (11) into (6) results in the solutions of the locally approximated system (6) with the new input \( \ddot{\tilde{u}}(t) \):

\[ \dot{x}(t) = Ax(t) + B(p(t))Q_1(p(t))\ddot{u}(t) \]  

(12a)

\[ y(t) = Cx(t). \]  

(12b)

To annihilate the input parameter dependency, the following subproblem can be posed:

\[ B(p(t))Q_1(p(t))\ddot{u}(t) = \tilde{B}\ddot{u}(t), \]  

(13)

where the static matrix \( \tilde{B} \in \mathbb{R}^{n_x \times n_u} \) retains a decoupled structure. Solving this problem results in the annihilation matrix:

\[ Q_1(p(t)) = B^\dagger(p(t))\tilde{B}, \]  

(14)

where \( B^\dagger(p(t)) \) is defined as the pseudo-inverse of \( B(p(t)) \), which constitutes a left inverse in the case \( n_x < n_u \), a right inverse if \( n_x < n_u \) and an exact inverse if \( n_x = n_u \). Furthermore, \( B(p(t)) \) should be full-rank in the scheduling region \( \mathcal{P} \) i.e., the pseudo-inverse is valid in the scheduling parameter space \( \mathcal{P} \).

2) Decoupling: With decoupling, we aim to find a pre-compensator \( \ddot{\tilde{u}} = Q_2\ddot{u} \) such that the system (12a), as described by the transfer function

\[ G(s) := C(sI - A)^{-1}B(p(t))Q_1(p(t)), \]  

(15)

is approximately diagonal. This amounts to choosing \( Q_2 \) such that

\[ G(s) = C(sI - A)^{-1}\tilde{B}Q_2 \]  

(16)

is approximately diagonal. Several methods are available such as dynamic decoupling, steady-state decoupling or decoupling at a specified frequency [15]. In practice, a steady-state decoupling often suffices to achieve the desired accuracy. Therefore, the steady-state decoupling method discussed in [15] is used here. The decoupling can be obtained by selecting the pre-compensator \( Q_2 = G^\dagger(0), \) provided that \( G(0) \) has full row rank. Note that, in this case, \( G^\dagger(0) \) denotes the right (pseudo) inverse of \( G(0) \).

Remark. Note that this decoupling method holds for LTI systems and is adapted (by annihilating the input-nonlinearities) to an LPV case. If decoupling of the nonlinear system description (6) is required, methods such as feedback linearization can be used. See for example [16] for more details on feedback linearization.

3) Feedforward design: The combination of annihilating input nonlinearities and decoupling enables the application of LTI feedforward methods. For the local NAPAS model, there is no coupling between states, thus we only require input nonlinearity annihilation. Furthermore, after the annihilation of input-nonlinearities, the dynamics resemble that of a double integrator. Therefore, a mass feedforward should suffice under the rigid body assumption. By choosing

\[ \tilde{B} = \begin{bmatrix} 0_{n_u \times n_x} & I_{n_u \times n_x} \end{bmatrix}^T \]  

the feedforward controller becomes
$u_{ff}(t) = F\ddot{r}(t)$ with $\ddot{r}(t)$ being the reference acceleration and $F = I$. Including the annihilation and decoupling matrices $Q_1(p(t))$ and $Q_2$ respectively, the feedforward action becomes:

$$u_{ff}(t) = Q_1(p(t))Q_2F\ddot{r}(t), \quad (17)$$

where $Q_2 = I$.

**B. Nonlinear feedforward**

In this section, the feedforward actions are computed based upon a known reference trajectory and the nonlinear model. Given the nonlinear system represented by (6) and a desired trajectory $r$ on the generalized coordinates $q$, the inputs $W$ to steer the system over the desired trajectory should satisfy

$$W = M(r)\ddot{r} + C(r, \dot{r})\dot{r} + D\dot{r}. \quad (18)$$

The system achieves perfect tracking of the reference trajectory under the following conditions [12]:

- The trajectory $r$, $\dot{r}$ and $\ddot{r}$ exists and is known for all time.
- The model is perfectly accurate and $q(0) = r(0), \dot{q}(0) = \ddot{r}(0)$ then, $q(t) = r(t)$ for all time $t \geq 0$.

This method is however not robust. In practice, the exact position of the system is not known exactly, thus a mismatch between the initial conditions of the system and reference trajectory results directly i.e., $q(0) \neq r(0)$ and $\dot{q}(0) \neq \ddot{r}(0)$. The prediction of the system trajectory based upon the reference would lead to a deviation of the desired reference trajectory once disturbances are present. The feedforward does not possess an ability to correct for this mismatch. Nevertheless, an appropriate feedback controller design may be used to address this issue.

**C. Local LPV feedforward**

Consider the affine local LPV model (6). The objective is to find a feedforward input $u_{ff}$ such that

$$\begin{align*}
\dot{x}_{ref}(t) &= Ax_{ref}(t) + B(p(t))u_{ff}(t) \quad (19a) \\
y_{ref}(t) &= Cx_{ref}(t) \quad (19b)
\end{align*}$$

where $x_{ref}(t)$ and $y_{ref}(t)$ denote the desired compatible state and output trajectory over time respectively. In obtaining an exact inverse of the plant, consider the concept of relative degree [16] by which the direct influence of the input $u$ can be seen through the $n$-fold derivative of the output $y$. In this work, the concept presented in [5] is used to recover dynamical relations between the desired trajectory $y_{ref}$, state trajectory $\dot{x}_{ref}$ and feedforward input $u_{ff}$ and their time derivatives, in the LPV setting for the case where the input matrix has affine dependency on the scheduling variables.

Define the $n$-th order time derivative of $y$ as

$$y^{[n]} := \frac{d^n y}{dt^n}$$

Given the state and output equations in (19), the $n$-th order derivative of the output $y_{ref}$ satisfies:

$$y^{[n]}_{ref} = CA^n x_{ref} + C B(p(t)) \sum_{j=1}^{n_p} B_j \sum_{k=0}^{n} \binom{i}{k} z(i, j, k), \quad (20)$$

where $\binom{i}{k} = \frac{i!}{k!(i-k)!}$ denotes the binomial coefficient and $z(i, j, k) = p_j^{[k]} u_{ff}^{[k]} + B_0 u_{ff}^{[i]}$. Collecting the terms in (20) dependent on the state $x_{ref}$ and the input vector $\xi_{ff}$ results in a more general representation:

$$y_{ref}^{[n]} = \hat{E}(n) x_{ref} + \hat{F}(n, p) \xi_{ff}, \quad (21)$$

with

$$\xi_{ff} := \left[u_{ff}^{[n]} \ u_{ff}^{[n-1]} \ldots \ u_{ff}^{[1]} \right]^T. \quad (22)$$

From (21), it can be derived that:

$$u_{ff} = \hat{C} \xi_{ff} = \hat{C} \hat{E}^\dagger(n, p) (y_{ref}^{[n]} - \hat{E}(n) x_{ref}), \quad (23a)$$

where $\hat{C} \in \mathbb{R}^{n_u \times n_{n_u}}$ is a matrix that selects the feedforward input $u_{ff}$:

$$\hat{C} = \left[I_{(n_u \times n_u)} \ 0_{(n_u \times (n-1)n_u)} \right]. \quad (23b)$$

Here, $\hat{F}(n, p)$ denotes the point-wise pseudo inverse dependent on the scheduling variable $p(t)$. If the exact or right inverse of $\hat{F}(n, p)$ exists for all scheduling variables $p(t)$, then it is possible to find the ideal $\xi_{ff}$ that drives the system exactly according to $y_{ref}^{[n]}$. Utilizing the system description (19) and (23a), the LPV system inverse is given as:

$$\begin{align*}
\dot{x}_{ref}(t) &= A_{ff}(p(t)) x_{ref}(t) + B_{ff}(p(t)) y_{ref}(t) \quad (23a) \\
u_{ff}(t) &= C_{ff}(p(t)) x_{ref}(t) + D_{ff}(p(t)) y_{ref}(t) \quad (23b)
\end{align*}$$

where

$$\begin{align*}
A_{ff}(p(t)) &= A - B(p(t)) \hat{C} \hat{E}^\dagger(n, p) \hat{E}(n) \\
B_{ff}(p(t)) &= B(p(t)) \hat{C} \hat{E}^\dagger(n, p) \\
C_{ff}(p(t)) &= -\hat{C} \hat{E}^\dagger(n, p) \hat{E}(n) \\
D_{ff}(p(t)) &= \hat{C} \hat{E}^\dagger(n, p).
\end{align*}$$

The system description (23) is the inverse system of (19) that takes $y_{ref}$ as input and generates the feedforward signal $u_{ff}$ as output along the corresponding reference state trajectory $x_{ref}$. This strategy can be used under the following conditions:

- The relative degree $n$ is known and it is the same for all $p \in \mathcal{P}$,
- The initial conditions are the same: $x(t_0) = x_{ref}(t_0)$,
- $y_{ref} \in L_2$ is known a priori with $\int_{t_{\infty}} y_{ref}^{[n]} dt = 0$, resulting in a bounded feedforward input,
- $\hat{E}^\dagger(n, p)$ is computable in the sense of least-norm (right) or exact inverse for all parameters $p \in \mathcal{P}$ and their time derivatives $p^[i] \in \mathcal{P}^[i]$ with $i = 1, \ldots, n$,
- $p$ and the time derivatives $p^[i]$ are tractable in real time.

Specific to the rigid body model of the NAPAS system, the local inversion is based on the linearized model (6). As the local
NAPAS system only has parameter dependency in the input matrix $B(p(t))$ and the model does not contain any zeros, the relative degree $n$ is fixed at 2. The scheduling parameters $p(t)$ and their time derivatives $p_i(t)$ are all tractable as they are states of the system.

D. Global LPV feedforward

In this section, two methods to design a global LPV feedforward controller are presented. The first method is similar to the local LPV feedforward and uses an inversion based strategy as presented in [3]. The second method is similar to the nonlinear feedforward method presented in Section III. Both methods are compared through a simulation similar to the nonlinear feedforward method presented in [5]. The second method is similar to the local LPV feedforward and uses an inversion method, the objective is to find a feedforward input $u_{ff}$ for the affine global LPV model (4). Similar to the local LPV feedforward, where

$$E(p(t))x_{ref}(t) = A(p(t))x_{ref}(t) + B(p(t))u_{ff}(t) \quad (24a)$$

$$y_{ref}(t) = C(p(t))x_{ref}(t) \quad (24b)$$

where $x_{ref}(t)$ and $y_{ref}(t)$ denote the desired compatible state and output trajectory over time respectively. The same notation of relative degree will be used, by which the importance of the input $u$ can be seen through the $n$-fold derivative of the output $y$. In this section, the concept presented in [5] is used to recover dynamical relations between the desired trajectory $y_{ref}$, state trajectory $x_{ref}$ and feedforward input $u_{ff}$ and their time derivatives, in the LPV descriptor state-space setting for the case where the system matrices $E(p(t))$, $A(p(t))$, $B(p(t))$ and $C(p(t))$ have affine dependency on the scheduling variables.

Given the state and output equations in (24), the $n$-th order derivative of the output $y_{ref}$ satisfies:

$$y_{ref}^{[n]} = \sum_{k=0}^{n} \binom{n}{k} C^{[n-k]}(p(t)) x_{ref}^{[k]} \quad (25)$$

where

$$x_{ref}^{[k]} = \sum_{k=0}^{n-k} \binom{n-k}{k} E_{inv}^{[n-k-1]}(p(t)) x_{ref}^{[k]}$$

$$z^{[n]} = \sum_{k=0}^{n} \binom{n}{k} A^{[n-k]}(p(t)) x_{ref}^{[k]} + B^{[n-k]}(p(t)) u_{ff}^{[k]}(t)$$

Let $E_{inv}(p(t)) := E^{-1}(p(t))$ denote the inverse of $E(p(t))$ and let \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \) denote the binomial coefficient. The first derivative of the inverse of a matrix $E(p(t))$ is given as [17]:

$$E_{inv}^{[1]}(p(t)) = -E^{-1}(p(t)) E_{inv}^{[1]}(p(t)) E^{-1}(p(t))$$

and higher order derivatives of $E^{-1}(p(t))$ can be recursively computed. The system matrices are assumed to have affine dependency on the scheduling variables, therefore the $n$-th order derivatives are given as:

$$E^{[n]}(p(t)) = \sum_{i=1}^{n_p} E_i p_i^{[n]}(t).$$

Collecting the terms in (25) dependent on the state $x_{ref}$ and the input vector $y_{ref}$ results in a more general representation:

$$y_{ref}^{[n]} = \dot{E}(n,p)x_{ref} + \dot{F}(n,p)\xi_{ff}, \quad (26)$$

with

$$\xi_{ff} := \begin{bmatrix} u_{ff}^{T[-1]} & \ldots & u_{ff}^{T[-1]} \end{bmatrix}^T.$$

From (26) it can be derived that:

$$u_{ff} = \ddot{C} \xi_{ff} = \ddot{C} \dot{F}(n,p) \left( y_{ref}^{[n]} - \dot{E}(n,p)x_{ref} \right), \quad (27)$$

where $\ddot{C} \in \mathbb{R}^{n_u \times n_y}$ is a matrix that selects the feedforward input $u_{ff}$:

$$\ddot{C} = \left[ I_{n_u \times n_u} \right. \left. 0_{(n_u \times (n-1)n_u)} \right].$$

Here, $\dot{F}(n,p)$ denotes the point-wise pseudo inverse dependent on the scheduling variable $p(t)$. If the exact right inverse of $\dot{F}(n,p)$ exists for all scheduling variables $p(t)$, then it is possible to find the ideal $\ddot{C}$ for the system exactly according to $y_{ref}^{[n]}$. Utilizing the system description (24) and (27), the LPV system inverse is given as:

$$E_{ff}(p(t))x_{ref}(t) = A_{ff}(p(t))x_{ref}(t) + B_{ff}(p(t))y_{ref}(t) \quad (28a)$$

$$u_{ff}(t) = C_{ff}(p(t))x_{ref}(t) + D_{ff}(p(t))y_{ref}(t) \quad (28b)$$

where

$$E_{ff}(p(t)) = E(p(t))$$

$$A_{ff}(p(t)) = A(p(t)) - B(p(t)) \ddot{C} \dot{F}(n,p) \dot{E}(n,p)$$

$$B_{ff}(p(t)) = B(p(t)) \ddot{C} \dot{F}(n,p)$$

$$C_{ff}(p(t)) = -\ddot{C} \dot{F}(n,p) \dot{E}(n,p)$$

$$D_{ff}(p(t)) = \ddot{C} \dot{F}(n,p).$$

The system description (28) is the inverse system of (24) that takes $y_{ref}$ as input and generates the feedforward signal $u_{ff}$ as output along the corresponding reference state trajectory $x_{ref}$. This strategy is valid under the following conditions:

- the relative degree $n$ is known and it is the same for all $p \in \mathcal{P}$.
- the initial conditions are the same: $x(t_0) = x_{ref}(t_0)$.
- $y_{ref}^{[n]} \in L_2$ is known a priori with $\int_{t_0}^{t_f} y_{ref}^{[n]} dt = 0$, resulting in a bounded feedforward input.
- $\dot{F}(n,p)$ is computable in the sense of least-norm (right) or exact inverse for all parameters $p \in \mathcal{P}$ and their time derivatives $p_i \in \mathcal{P}^i$ with $i = 1, \ldots, n$.
- $E(p(t))$ is invertible for all parameters $p \in \mathcal{P}$.
- $p$ and the time derivatives $p_i$ are tractable in real time.

2) Global LPV feedforward through input computation: In this section, an LPV feedforward based on the global system description (24) is obtained in a similar fashion as the nonlinear feedforward. Given the nonlinear model (2) and the desired reference trajectory $r$ the input $W$ to steer the system over the desired trajectory are computed by substitution of $r$ into (2) and solving for $W$:

$$W = M(q)\ddot{r} + C(q, \dot{q})\dot{r} + D\dot{r} \quad (29)$$
The subtle difference between (18) and (29) is the dependency of the matrices \( M(q) \) and \( C(q, \dot{q}) \) on \( q \) instead of \( r \). By utilizing the actual measured state instead of reference signal, the feedforward obtains information on the current state of the system instead of relying on the information predicted by the reference trajectory. Substituting the newly computed input into the nonlinear model (2) results in the closed-loop dynamics:

\[
M(q)\dot{e} + C(q, \dot{q})\dot{e} + D\dot{e} = 0,
\]

with \( e := q - r \). From the error dynamics it can be concluded that the feedforward achieves perfect tracking if there is no mismatch between initial position and velocity of the system and the reference trajectory profile. The feedforward achieves accurate tracking under the following conditions:

- The trajectory \( r, \dot{r} \) and \( \ddot{r} \) exists and is known for all time.
- Under the assumption that the model is accurate and \( q(0) = r(0), \dot{q}(0) = \dot{r}(0) \), then, \( q(t) = r(t) \) for all time \( t \geq 0 \) (the proof follows from (30)).
- The pair \( (q, \dot{q}) \) is directly measurable in real time.

3) Comparison: In this section, equivalence of the two global LPV feedforward methods, 1) global LPV feedforward through inversion and 2) global LPV feedforward through input computation, is shown through a closed-loop simulation. The closed-loop simulation environment is depicted in Figure 5 where the FF-block indicates the feedforward controller, the FB-block indicates a PID feedback controller and \( r \) indicates the reference trajectory as given in Figure 6 An initial condition mismatch for \( \chi(0) = 5 \mu \text{rad} \) is used for the simulation. The resulting error signal, \( e := q - r \), is shown in Figure 2. As expected, the two feedforward strategies perform the same. Throughout the rest of the report, method 2) global LPV feedforward through input computation will be used as it is far more simple to implement and design than the inversion based method. Furthermore, it is less susceptible to numerical inaccuracies (e.g., caused by matrix inversions).

IV. STABILITY ANALYSIS

The NAPAS system is inherently unstable. Therefore, to prevent undesired behavior and possible damage to the setup, it is of importance to stabilize the system through feedback control. In this section, closed-loop stability of the NAPAS setup with the global LPV feedforward, presented in Section III and a proportional gain feedback controller is assessed. Consider the feedforward (29) and feedback-controller in the form:

\[
\begin{align*}
M(q)\ddot{r} + C(q, \dot{q})\dot{r} + D\dot{r} &= W + K_p\epsilon, \\
\text{feedforward} & \text{feedback}
\end{align*}
\]

Here \( K_p \) is a symmetric and positive definite matrix representing a proportional feedback gain, \( r \) is the reference signal and \( e := q - r \) is the error between the states and the reference. Substitution of (31) into (2) yields the closed-loop dynamics:

\[
M(q)\ddot{e} + C(q, \dot{q})\dot{e} + D\dot{e} + K_p\epsilon = 0.
\]

Stability of the closed-loop system is assessed by using Lyapunov’s direct method. The idea follows from (12). Consider the following Lyapunov function candidate for the closed-loop dynamics (32):

\[
V(\epsilon, \dot{\epsilon}, q) = \frac{1}{2} \begin{bmatrix}\epsilon \\ \dot{\epsilon}\end{bmatrix}^\top \begin{bmatrix}K_p & eM(q) \\ eM(q) & M(q)\end{bmatrix} \begin{bmatrix}\epsilon \\ \dot{\epsilon}\end{bmatrix} > 0,
\]

which is positive for \( \epsilon > 0 \) sufficiently small since \( M(q) \gg 0 \) and \( K_p \gg 0 \) for values \( q \) along possible trajectories of \( q \). Evaluating \( \dot{V}(\epsilon, \dot{\epsilon}, q) \) along trajectories of (32) gives:

\[
\begin{align*}
\dot{V}(\epsilon, \dot{\epsilon}, q) &= \epsilon^\top M(q)\dot{\epsilon} + \frac{1}{2} \epsilon^\top M(q)\epsilon + \dot{\epsilon}^\top K_p \epsilon \\
&= \epsilon^\top (D - eM(q)) - \epsilon^\top (K_p \epsilon + D\dot{\epsilon}) \\
&= \frac{1}{2} \epsilon^\top (M(q) - 2C(q, \dot{q})) \dot{\epsilon} \\
&= \frac{1}{2} (2M(q) - 2C(q, \dot{q})) \dot{\epsilon}.
\end{align*}
\]

Using the skew-symmetric property of \( M(q) - 2C(q, \dot{q}) \), this results in:

\[
\begin{align*}
\dot{V}(\epsilon, \dot{\epsilon}, q) &= \left[\begin{array}{c}\epsilon \\ \dot{\epsilon}\end{array}\right]^\top \begin{bmatrix}-cK_p & \frac{1}{2} e(\frac{1}{2} M(q) - D) \\ e(\frac{1}{2} M(q) - D) & eM(q) - D\end{bmatrix} \left[\begin{array}{c}\epsilon \\ \dot{\epsilon}\end{array}\right] < 0,
\end{align*}
\]

where * denotes terms required to make the matrix symmetric. By choosing \( \epsilon > 0 \) sufficiently small, we can ensure that \( \dot{V}(\epsilon, \dot{\epsilon}, q) \) is always negative along the trajectories (proof in Appendix 7). Thus the system is asymptotically stable along trajectories. Note that asymptotic tracking requires exact cancellation of the dynamics (through feedforward) and relies on an accurate model.
Remark. If the system has no dissipation term \( D \), one can apply a derivative feedback gain \( K_v \dot{e} \) with \( K_v \) symmetric and positive definite to achieve similar results as presented here (i.e., damping is added to the system).

V. SIMULATION RESULTS

This section provides simulation results of the four feedforward controllers, as discussed in Section III, and the currently implemented mass feedforward [18]. First, observations regarding the simulation results are made. This is followed by conclusions that are drawn based on the simulation data. The controllers are compared a) in open-loop simulation (Figure 4), to get an indication of how the feedforward controllers perform, and b) in a closed-loop simulation (Figure 5) to assess the performance under stable closed-loop conditions. The currently implemented decentralized SISO PID controllers, designed in [18], are used for feedback control. The desired reference trajectory is given in Figure 6. For the open and closed-loop simulations, both matching initial conditions e.g., \( r(0) = x(0) \) and an initial condition mismatch e.g., \( r(0) \neq x(0) \) between the initial conditions and the reference, are simulated. The initial condition mismatch is \( \chi(0) = 5 \) \( \mu \)rad and no mismatch for the other coordinates is used.

The error profiles for the open-loop simulation results, with matching initial conditions, are shown in Figure 7. It can be seen that an initial condition mismatch has no influence on the translations as these are still perfectly tracked. What can be observed is that the global LPV feedforward achieves perfect tracking for the \( \psi \) and \( \zeta \)-rotations, whereas the nonlinear feedforward looses tracking accuracy.

The \( \ell_2 \) and \( \ell_\infty \)-norms of the sampled error data, using a sampling time of 65 \( \mu \)sec, for the open-loop simulations are shown in Table I. Here the results for the \( \chi \), \( \psi \) and \( \zeta \)-rotations are shown. The feedforward methods are indicated as follows: 1) mass feedforward, 2) input-nonlinearity annihilation and decoupling based feedforward, 3) nonlinear feedforward, 4) local LPV feedforward and 5) global LPV feedforward. Furthermore, \( x(0) \) indicates matching initial conditions between the state and reference i.e., \( x(0) = r(0) \) and \( x(0) \neq r(0) \). From these results, it can be seen that the local LPV feedforward performs slightly better than the input-nonlinearity annihilation method.

The error profiles for the closed-loop simulations are shown in Figure 9 and Figure 10, for a match and mismatch in initial conditions respectively. The same observations as in the open-loop case can be made, where the slight difference between the input-nonlinearity annihilation method and local LPV feedforward become more obvious. Furthermore, the difference between the nonlinear feedforward and global LPV feedforward are more visible. This is also indicated by the \( \ell_2 \) and \( \ell_\infty \)-norms of the sampled error data, as shown in Table II.

To get an indication of how the feedforward controllers...
TABLE I
OPEN-LOOP SIMULATION DATA. \( \ell_2 \) AND \( \ell_\infty \)-NORMS OF THE SAMPLED ERROR SIGNAL WITH RESPECT TO THE \( \chi \), \( \psi \) AND \( \zeta \) ANGLES, USING A SAMPLING TIME \( T_s = 65 \mu \text{sec} \).

| \( x(0) \) | \( \ell_2 \)-norm \( \times 10^{-3} \) | \( \ell_\infty \)-norm \( \times 10^{-5} \)
|---------|-------------|-------------|
| \| | \( \chi \) | \( \psi \) | \( \zeta \) | \( \chi \) | \( \psi \) | \( \zeta \) |
| 1) | 0.2413 | 0.2481 | 0.0360 | 0.5878 | 0.6034 | 0.0500 |
| 2) | 0.0062 | 0.0063 | 0.2789 | 0.0144 | 0.0147 | 0.6523 |
| 3) | 0 | 0 | 0 | 0 | 0 | 0 |
| 4) | 0.0059 | 0.0063 | 0.2784 | 0.0138 | 0.0147 | 0.6511 |
| 5) | 0 | 0 | 0 | 0 | 0 | 0 |

Fig. 7. Simulation results of the five feedforward controllers in an open-loop simulation without initial condition mismatch. Here the nonlinear and global LPV feedforward controllers perform the best.

perform under disturbances, a closed-loop simulation is performed where an input disturbance is present. The disturbance profile is shown in Figure 11 and is applied on the \( \psi_\text{in} \) input. The simulation results are shown in Figure 12. The \( \ell_2 \) and \( \ell_\infty \)-norms of the sampled error data is shown in Table III. The results are similar as to the closed-loop simulations with initial condition mismatch. The global LPV feedforward performs the best, while the other feedforward strategies outperform the mass feedforward.

To conclude on the results that have been presented, the translation trajectories are perfectly tracked by all feedforward methods. The plant does not have any coupling or parameter dependency regarding the translations, making even a simple mass feedforward perform excellently. However, this does not hold for the rotations of the system.

The mass feedforward does not take into account position dependent behavior of the setup. It is outperformed by all other feedforward methods except for the \( \zeta \)-rotation. Here it performs a bit better than the input-nonlinearity annihilation with decoupling and local LPV feedforward methods.

The input-nonlinearity annihilation method provides significant improvement for the \( \chi \) and \( \psi \)-rotations however, the performance becomes worse for the \( \zeta \)-rotation in comparison to the mass feedforward. To elaborate more on this point, in the open-loop simulations for the \( \zeta \)-rotation, it can be seen that the trajectory goes towards negative infinity, whilst the mass-feedforward stays at a constant level. Because this method is based on a local model approximation (e.g., a linearization of the global dynamics) the model does not provide enough

TABLE II
CLOSED-LOOP SIMULATION DATA. \( \ell_2 \) AND \( \ell_\infty \)-NORMS OF THE SAMPLED ERROR SIGNAL WITH RESPECT TO THE \( \chi \), \( \psi \) AND \( \zeta \) ANGLES, USING A SAMPLING TIME \( T_s = 65 \mu \text{sec} \).

| \( x(0) \) | \( \ell_2 \)-norm \( \times 10^{-4} \) | \( \ell_\infty \)-norm \( \times 10^{-5} \)
|---------|-------------|-------------|
| \| | \( \chi \) | \( \psi \) | \( \zeta \) | \( \chi \) | \( \psi \) | \( \zeta \) |
| 1) | 0.0803 | 0.0812 | 0.0486 | 0.0288 | 0.0290 | 0.0220 |
| 2) | 0.0016 | 0.0018 | 0.0759 | 0.0006 | 0.0006 | 0.0258 |
| 3) | 0 | 0 | 0 | 0 | 0 | 0 |
| 4) | 0.0016 | 0.0018 | 0.0757 | 0.0005 | 0.0006 | 0.0258 |
| 5) | 0 | 0 | 0 | 0 | 0 | 0 |

Fig. 8. Simulation results of the five feedforward controllers in an open-loop simulation with initial condition mismatch. Here the global LPV feedforward controller performs the best. It can be seen that the nonlinear feedforward starts to perform worse when the system deviates from the reference trajectory.
The nonlinear feedforward tries to cancel the dynamics of the system based on the information from the reference signal. As long as the system is exactly the same as the model and there are no disturbances, this method performs well. However, it is not very robust with respect to disturbances or model uncertainties. For example, an initial condition mismatch or disturbance has a direct effect on this method. The further away the system is from the reference trajectory, the worse the tracking performance becomes.

The local LPV inversion based-feedforward performs similarly to the nonlinearity-annihilation case. As with the nonlinearity-annihilation method, it provides significant improvements for the $\chi$ and $\psi$-rotations and a decrease in performance for the $\zeta$-rotation in comparison to the mass feedforward. Because this method is based on a local model approximation (e.g., a linearization of the global dynamics) the model does not provide enough information causing the decrease in performance for this rotation. Increasing the model accuracy during the design stage can improve the results of this method. However, this might introduce parameter-dependent coupling between the states, which causes difficulties in static or dynamic decoupling methods.

The global LPV inversion can be thought of as a variation towards the local LPV inversion and the nonlinear feedforward. Because this method is based on a local model approximation (e.g., a linearization of the global dynamics) the model does not provide enough information causing the decrease in performance for this rotation. Increasing the model accuracy during the design stage can improve the results of this method. The small difference between the nonlinearity-annihilation method and this method observed in $\chi$-rotation in Figure 9 is the difference in using a global nonlinearity-annihilation method (Section III-A) versus the local model approximation for the local LPV feedforward. What distinguishes these methods is that the local LPV inversion can take parameter-dependent coupling between the states into account in a dynamic way. It is expected that this method will outperform the nonlinearity-annihilation method when the model accuracy increases.

### Table III

| FF | $\ell_2$-norm $\times 10^{-5}$ | $\ell_\infty$-norm $\times 10^{-6}$ |
|----|-------------------------------|----------------------------------|
| $\chi$ | 0.8031 0.9234 0.4862 | 0.2877 0.3267 0.2196 |
| $\psi$ | 0.0162 0.2026 0.7586 | 0.0056 0.1207 0.2583 |
| $\zeta$ | 0.0001 0.2021 0.0001 | 0.0000 0.1241 0.0000 |

Fig. 9. Simulation results of the five feedforward controllers in a closed-loop simulation without initial condition mismatch. Here the nonlinear and global LPV feedforward controllers perform the best.

Fig. 10. Simulation results of the five feedforward controllers in a closed-loop simulation with initial condition mismatch. Here the global LPV feedforward controller performs the best. It can be seen that the nonlinear LPV feedforward starts to perform worse when the system deviates from the reference trajectory.

Fig. 11. The input disturbance profile used for the disturbance-simulation of the feedforward methods.
ward. It describes the inverse dynamics of the nonlinear system in an LPV setting and holds globally i.e., over the entire operating range. Under perfect circumstances, it performs identically to the nonlinear feedforward and achieves perfect tracking. When disturbances or initial condition mismatches are present, it can be seen that it is more robust than the nonlinear feedforward and achieves perfect tracking. When disturbances or initial condition mismatches are present, it can be seen that it is more robust than the nonlinear feedforward as it takes the actual state values of the disturbed system into account instead of the prediction from the reference signals. For example, in the disturbed closed-loop simulation (Figure 10) the deviation from the reference in the \( \zeta \)-rotation, causes coupling in the \( \psi \)-direction which is cancelled by the global LPV inversion based feedforward. This is not cancelled by the nonlinear feedforward. Remark, the results may vary depending on the factorization of the nonlinear model (the choice of the scheduling variables).

VI. CONCLUSIONS AND RECOMMENDATIONS

The purpose of this report was to present the results of the internship on feedforward control of the magnetic levitation setup. Four feedforward methods, specifically tailored for the rigid body model of the NAPAS setup, have been developed namely: input-linearity annihilation and decoupling based feedforward, nonlinear feedforward, local LPV feedforward and global LPV feedforward. These four feedforward strategies have been compared with the currently implemented mass feedforward in a simulation environment. All of the above-mentioned strategies show an increase in performance over the mass feedforward, where the global LPV feedforward has the most promising results. Furthermore, closed-loop stability of the tracking error has been assessed using the latter mentioned feedforward strategy together with a proportional feedback controller. Future investigation of the feedforward strategies on a flexible model should be investigated. Furthermore, performance of these feedforward strategies on the real world setup would be the end goal.

APPENDIX A

SYSTEM MATRICES

Given the NAPAS dynamics in summation form:

\[
\sum_{j=1}^{n} M_{ij}(q) \ddot{q}_j + \sum_{j=1}^{n} \sum_{k=1}^{n} \Gamma_{ijk} \dot{q}_j \dot{q}_k + \sum_{j=1}^{n} D_{ij} \dot{q}_j = W_i,
\]

for \( i = 1, \ldots, n \) and \( q, W \in \mathbb{R}^n \), where the mass-matrix \( M(q) \) is given as

\[
M(q) = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & m & 0 & 0 & 0 \\
0 & 0 & m & 0 & 0 \\
0 & 0 & 0 & I_x & 0 \\
0 & 0 & 0 & 0 & \alpha_2 \\
0 & 0 & 0 & \alpha_1 & 0 \\
0 & 0 & 0 & \alpha_2 & \alpha_1 \\
0 & 0 & 0 & \alpha_3 & \alpha_2 \\
\end{bmatrix}
\]

with

\[
\alpha_1 = \sin(2\chi) \cos(\psi) \frac{I_x - I_\zeta}{2} \\
\alpha_2 = -I_x \sin(\psi) \\
\alpha_3 = \cos^2(\psi) (I_\zeta \cos(\chi) + I_\psi \sin(\chi)) + I_\chi \sin^2(\psi)
\]

The mass-matrix \( M(q) \) is positive definite in the operating range, in which the angles can vary in the milliradian range.

Proof: The mass-matrix \( M(q) \) is positive definite if and only if its leading leading principal minors are all positive (Sylvester’s criterion). Let the determinants of the principal minors be given as:

\[
\begin{align*}
m > 0 \\
m^2 > 0 \\
m^3 > 0 \\
I_x m^3 > 0 \\
m^3 I_x I_\psi I_\zeta \cos^2(\psi) > 0
\end{align*}
\]

These principal minors are all positive if and only if

\[
\frac{\pi}{2} < \psi < \frac{\pi}{2}
\]

Next, define the components of the coriolis matrix \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) as:

\[
C_{ij}(q, \dot{q}) = \sum_{k=1}^{n} \Gamma_{ijk} \dot{q}_k, \quad \text{for } i, j = 1, \ldots, n
\]

where \( \Gamma_{ijk} \) are called the Christoffel symbols corresponding to the inertia matrix \( M(q) \) and are chosen as:

\[
\Gamma_{ijk} = \frac{1}{2} \left( \frac{\partial M_{ij}(q)}{\partial q_k} + \frac{\partial M_{ik}(q)}{\partial q_j} - \frac{\partial M_{jk}(q)}{\partial q_i} \right).
\]

Given this formulation of the coriolis matrix, the matrix \( M(q) - 2C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is a skew-symmetric matrix. The proof is taken directly from [12]:

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & m & 0 \\
0 & 0 & m \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]
Proof: Calculate the components of the matrix $\dot{M}(q) - 2C(q, \dot{q})$:

$$(\dot{M}(q) - 2C(q, \dot{q}))_{ij} = \dot{M}_{ij}(q) - 2C_{ij}(q, \dot{q}) = \sum_{k=1}^{n} \frac{\partial M_{ij}(q)}{\partial q_k} \dot{q}_k - \frac{\partial M_{ij}(q)}{\partial q_i} \dot{q}_i$$

Thus for $A$ and $C$ symmetric and positive definite. Using Schur’s complement, positive definiteness of $N$ is equivalent to:

$$C = \epsilon(D + B^T A^{-1} B) > 0.$$  

Switching the $i$ and $j$ terms shows that $(\dot{M}(q) - 2C(q, \dot{q}))^T = -(\dot{M}(q) - 2C(q, \dot{q}))$. Note that the skew-symmetry property depends upon the particular definition of $C(q, \dot{q})$.

The dissipation matrix $D$ is given as:

$$D = \text{diag}(c_1, c_2, c_3, c_4, c_5, c_6),$$

with $c_i \geq 0$.

APPENDIX B

Positive Definiteness Proof

Proof: Let the matrix $N$ be partitioned as:

$$N := \begin{bmatrix} \epsilon A & \epsilon B \\ \epsilon B^T & C - \epsilon D \end{bmatrix} > 0,$$

with $A$ and $C$ symmetric and positive definite. Using Schur’s complement, positive definiteness of $N$ is equivalent to:

$$\epsilon A > 0,$$

$$C - \epsilon(D + B^T A^{-1} B) > 0.$$  

Thus for $\epsilon > 0$ sufficiently small, $N$ is positive definite.
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