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Abstract

Generalized linear models (GLMs) extend linear regression by generating the dependent variables through a nonlinear function of a predictor in a Reproducing Kernel Hilbert Space. Despite nonconvexity of the underlying optimization problem, the GLM-tron algorithm of Kakade et al. (2011) provably learns GLMs with guarantees of computational and statistical efficiency. We present an extension of the GLM-tron to a mirror descent or natural gradient-like setting, which we call the Reflectron. The Reflectron enjoys the same statistical guarantees as the GLM-tron for any choice of potential function $\psi$. We show that $\psi$ can be used to exploit the underlying optimization geometry and improve statistical guarantees, or to define an optimization geometry and thereby implicitly regularize the model. The implicit bias of the algorithm can be used to impose advantageous – such as sparsity-promoting – priors on the learned weights. Our results extend to the case of multiple outputs with or without weight sharing, and we further show that the Reflectron can be used for online learning of GLMs in the realizable or bounded noise settings. We primarily perform our analysis in continuous-time, leading to simple derivations. We subsequently prove matching guarantees for a discrete implementation. We supplement our theoretical analysis with simulations on real and synthetic datasets demonstrating the validity of our theoretical results.

1 Introduction

Generalized linear models (GLMs) represent a powerful extension of linear regression. In a GLM, the dependent variables $y_i$ are assumed to be given as a known nonlinear “link” function $u$ of a linear predictor of the covariates, $\mathbb{E}[y_i|x_i] = u(w^T x_i)$, for some fixed vector of parameters $w$. GLMs are readily kernelizable, which captures the more flexible setting $\mathbb{E}[y_i|x_i] = u(\langle \alpha(x_i), w \rangle)$ where $\alpha(\cdot)$ is a feature map in a Reproducing Kernel Hilbert Space (RKHS) and $\langle \cdot, \cdot \rangle$ denotes the RKHS inner product. A prominent example of a GLM that arises in practice is logistic regression, which has wide-reaching applications in the natural, social, and medical sciences (Sur and Candès, 2019). Extensive details on GLMs can be found in the standard reference McCullagh and Nelder (1989).

The GLM-tron of Kakade et al. (2011) is the first computationally and statistically efficient algorithm for learning GLMs. Inspired by the Isotron of Kalai and Sastry (2009), it is a simple and intuitive Perceptron-like algorithm applicable for learning arbitrary GLMs with a nondecreasing and Lipschitz link function. In this work, we revisit the GLM-tron from a new perspective, leveraging recent developments in continuous-time optimization and adaptive control theory (Boffi and Slotine, 2019). We consider the continuous-time limit of the GLM-tron, and generalize the resulting continuous-time dynamics to a mirror descent-like setting, which we call the Reflectron. By their equivalence in continuous-time, our analysis also applies...
to natural gradient variants of the GLM-tron (Amari, 1998; Pascanu and Bengio, 2013). We prove non-asymptotic generalization error bounds for the resulting family of continuous-time dynamics – parameterized by the choice of potential function $\psi$ – and we further prove convergence rates in the realizable setting. Our continuous-time Reflectron immediately gives rise to a wealth of discrete-time algorithms by choice of discretization method, allowing us to leverage the vast body of work in numerical analysis (Butcher, 2001) and the widespread availability of off-the-shelf black-box ordinary differential equation solvers. As a concrete example, we prove that a simple forward-Euler discretization preserves the guarantees of the continuous-time dynamics.

We connect the Reflectron algorithm with the growing body of literature on the implicit bias of optimization algorithms by applying a recent continuous-time limit (Boffi and Slotine, 2019) of a simple proof methodology for analyzing the implicit regularization of stochastic mirror descent (Azizan et al., 2019; Azizan and Hassibi, 2019). We show that, in the realizable setting, the choice of potential function $\psi$ implicitly biases the learned weights to minimize $\psi$. We extend our results to a vector-valued setting which allows for weight sharing between output components. We prove that convergence, implicit regularization, and similar generalization error bounds hold in this setting. We further consider the problem of online learning of GLMs in the realizable and bounded noise settings, and prove $O\left(\frac{1}{T}\right)$ and $O\left(\frac{1}{\sqrt{T}}\right)$ bounds on the generalization error in these two regimes, respectively.

1.1 Related work and significance

The GLM-tron has recently seen impressive applications in both statistical learning and learning-based control theory. The original work applied the GLM-tron to efficiently learn Single Index Models (SIMs) (Kakade et al., 2011). A recent extension (the BregmanTron) uses Bregman divergences to obtain improved guarantees for learning SIMs, though their use of Bregman divergences is different from ours (Nock and Menon, 2020). Frei et al. (2020) use similar proof techniques to those of Kakade et al. (2011) to show that gradient descent can be used to learn generalized linear models. Foster et al. (2020) utilized the GLM-tron to develop an adaptive control law for stochastic, nonlinear, and discrete-time dynamical systems. Goel and Klivans (2017) use the kernelized GLM-tron, the Alphatron, to provably learn two hidden layer neural networks, while Goel et al. (2018) generalize the Alphatron to the Convotron for provable learning of one hidden layer convolutional neural networks. Orthogonally, but much like Foster et al. (2020), GLM-tron-like update laws have been developed in the adaptive control literature (Tyukin et al., 2007), along with mirror descent and momentum-like variants (Boffi and Slotine, 2019), where they can be used for provable control of unknown and nonlinearly parameterized dynamical systems. Our work extends this line of research by allowing for the incorporation of local geometry into the GLM-tron update for implicit regularization and improved statistical efficiency in a statistical learning context.

Continuous-time approaches in machine learning and optimization have become increasingly fruitful tools for analysis. Su et al. (2016) derive a continuous-time limit of Nesterov’s celebrated accelerated gradient method (Nesterov, 1983), and show that this limit enables intuitive proofs via Lyapunov stability theory. Krichene et al. (2015) perform a similar analysis for mirror descent, while Zhang et al. (2018) show that using standard Runge-Kutta integrators on the second-order dynamics of Su et al. (2016) preserves acceleration. Lee et al. (2016) show via dynamical systems theory that saddle points are almost surely avoided by gradient descent with a random initialization. Boffi and Slotine (2020) use a continuous-time view of distributed stochastic gradient descent methods to analyze the effect of distributed coupling on SGD noise. Remarkably, Wibisono et al. (2016), Betancourt et al. (2018), and Wilson et al. (2016) show that many accelerated optimization algorithms can be generated by discretizing the Euler-Lagrange equations of a functional known as the Bregman Lagrangian. In deep learning, Chen et al. (2018) show that residual networks can be interpreted as a forward-Euler discretization of a continuous-time dynamical system, and use higher-order integrators to arrive at alternative architectures. Our work continues in this promising direction, and highlights that continuous-time offers clean and intuitive proofs that can later be discretized to obtain guarantees for discrete-time algorithms.

As exemplified by the field of deep learning, modern machine learning frequently takes place in a high-dimensional regime with more parameters than examples. It is now well-known that deep networks will interpolate noisy data, yet exhibit low generalization error despite interpolation when trained on meaningful data (Zhang et al., 2016). Defying classical statistical wisdom, an explanation for this apparent paradox has been given in the implicit bias of optimization algorithms and the
We define the Reflectron algorithm in continuous-time as the mirror descent-like dynamics where \( \dot{\theta} \) is obtained from \( \theta \) via a forward-Euler discretization with a timestep \( \Delta t \) and initialization \( \theta \) obtained by applying the inverse gradient of \( \psi \). For this paper, we will use the notation \( \dot{x} \) for \( \frac{dx}{dt} \). Statistical bounds (Bartlett and Mendelson, 2002) imply a small error \( \epsilon \) in turn implies a small error \( \epsilon' \). Special cases include double-descent curve (Belkin et al., 2019a) and random feature models (Belkin et al., 2019b). Implicit bias has been categorized for separable classification problems (Soudry et al., 2018) and regression problems using mirror descent (Gunasekar et al., 2018b), and multilayer models (Gunasekar et al., 2018a, Woodworth et al., 2020, Gunasekar et al., 2017). Approximate results and empirical evidence are also available for nonlinear deep networks (Azizan et al., 2019).

Our work contributes to the understanding of implicit bias in a practically relevant class of nonconvex learning problems, where proofs of convergence and bounds on the generalization error are attainable.

2 Problem setting and background

Our setup follows the original work of Kakade et al. (2011). We assume the dataset \( \{x_i, y_i\}_{i=1}^m \) is sampled i.i.d. from a distribution \( \mathcal{D} \) supported on \( \mathcal{X} \times [0, 1] \), where \( E[y_i | x_i] = u(\langle \alpha(x_i), \theta \rangle) \) for \( \alpha(x) \in \mathbb{R}^p \) a finite-dimensional feature map with associated kernel \( K(x_1, x_2) = \langle \alpha(x_1), \alpha(x_2) \rangle \) and \( \theta \in \mathbb{R}^p \) a fixed unknown vector of parameters. \( u: \mathbb{R} \to [0, 1] \) is a known, nondecreasing, and \( L \) Lipschitz link function. We assume that \( ||\theta||_2 \leq W \) for some fixed bound \( W \) and that \( ||\alpha(x)||_2 \leq C \) for all \( x \in \mathcal{X} \) for some fixed bound \( C \). Our goal is to approximate \( E[y_i | x_i] \) as measured by the expected squared loss. To this end, for a hypothesis \( h(\cdot) \) we define the quantities

\[
\text{err}(h) = E_{x,y} [ (h(x) - y)^2 ],
\]

\[
\varepsilon(h) = \text{err}(h) - \text{err}(E[y|x]) = E_{x,y} [ (h(x) - u(\langle \alpha(x), \theta \rangle))^2 ],
\]

and we denote their empirical counterparts over the dataset as \( \hat{\text{err}}(h) \) and \( \hat{\varepsilon}(h) \). Above, \( \text{err}(h) \) measures the generalization error of \( h(\cdot) \), while \( \varepsilon(h) \) measures the excess risk compared to the Bayes-optimal predictor. Towards minimizing \( \text{err}(h) \), we present a family of mirror descent-like algorithms for minimizing \( \hat{\varepsilon}(h) \) over parametric hypotheses of the form \( h(x) = u(\langle \alpha(x), \theta \rangle) \). Via standard statistical bounds (Bartlett and Mendelson, 2002), we transfer our guarantees on \( \hat{\varepsilon}(h) \) to \( \text{err}(h) \), which in turn implies a small error \( \text{err}(h) \). The starting point of our analysis is the GLM-tron of Kakade et al. (2011). The GLM-tron is an iterative update law of the form

\[
\hat{\theta}_{t+1} = \hat{\theta}_t - \frac{1}{m} \sum_{i=1}^m \left( u(\langle \alpha(x_i), \hat{\theta} \rangle) - y_i \right) \alpha(x_i),
\]

with initialization \( \hat{\theta}_1 = 0 \). \( \hat{\theta}_t \) is a gradient-like update law, obtained from gradient descent on the square loss \( \text{err}(h) \) by replacing the derivative of \( u \) with 1. It admits a natural continuous-time limit,

\[
\frac{d}{dt} \hat{\theta} = -\frac{1}{m} \sum_{i=1}^m \left( u(\langle \alpha(x_i), \hat{\theta} \rangle) - y_i \right) \alpha(x_i),
\]

where \( \hat{\theta} \) is obtained from \( \hat{\theta}_t \) via a forward-Euler discretization with a timestep \( \Delta t = 1 \). Throughout this paper, we will use the notation \( \frac{d}{dt} x = \dot{x} \) interchangeably for any time-dependent signal \( x(t) \).

3 The Reflectron Algorithm

We define the Reflectron algorithm in continuous-time as the mirror descent-like dynamics

\[
\frac{d}{dt} \nabla \psi(\hat{\theta}) = -\frac{1}{m} \sum_{i=1}^m \left( u(\langle \alpha(x_i), \hat{\theta} \rangle) - y_i \right) \alpha(x_i),
\]

for \( \psi: \mathcal{M} \to \mathbb{R}, \mathcal{M} \subseteq \mathbb{R}^p \) a convex function. The parameters of the hypothesis \( h_t \) at time \( t \) are obtained by applying the inverse gradient of \( \psi \) to the output of the Reflectron.
3.1 Statistical guarantees

The following theorem gives our statistical guarantees for the Reflectron. It implies that for any choice of strongly convex function $\psi$, the Reflectron finds a nearly Bayes-optimal predictor when run for sufficiently long time.

**Theorem 3.1** (Statistical guarantees for the Reflectron). Suppose that $\{x_i, y_i\}_{i=1}^m$ are drawn i.i.d. from a distribution $D$ supported on $X \times [0, 1]$ with $E[y|x] = u((\theta, \alpha(x)))$ for a known nondecreasing and $L$-Lipschitz link function $u : \mathbb{R} \to [0, 1]$, a kernel function $K$ with corresponding finite-dimensional feature map $\alpha(x) \in \mathbb{R}^p$, and an unknown vector of parameters $\theta \in \mathbb{R}^p$. Assume that $d_\psi(\theta \parallel 0) \leq \frac{1}{2}W^2$ where $\psi$ is $\sigma$-strongly convex with respect to $\| \cdot \|_2$, and that $\|\alpha(x)\|_2 \leq C$ for all $x \in X$. Then, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over the draws of the $\{x_i, y_i\}$, there exists some time $t < O\left(\frac{\sigma W}{\sqrt{m}} \log \left(\frac{1}{\delta}\right)\right)$ such that the hypothesis $h_t = u\left(\hat{\theta}(t), \alpha(x)\right)$ satisfies

$$\max \{\hat{\varepsilon}(h_t), \varepsilon(h_t)\} \leq O\left(LCW \sqrt{\frac{\log(1/\delta)}{m}}\right),$$

where $\hat{\theta}(t)$ is output by the Reflectron at time $t$ with $\hat{\theta}(0) = 0$.

**Proof.** Consider the rate of change of the Bregman divergence (Bregman, 1967)

$$d_\psi(\theta_1 \parallel \theta_2) = \psi(\theta_1) - \psi(\theta_2) - \langle \nabla \psi(\theta_2), \theta_1 - \theta_2 \rangle$$

between the parameters for the Bayes-optimal predictor and $\hat{\theta}(t)$, $\frac{d}{dt} d_\psi(\theta \parallel \hat{\theta}) = \langle \hat{\theta} - \theta, \nabla^2 \psi(\theta) \hat{\theta} \rangle$. Observe that $\frac{d}{dt} \nabla \psi(\theta) = \nabla^2 \psi(\theta) \hat{\theta}$, so that

$$\frac{d}{dt} d_\psi(\theta \parallel \hat{\theta}) = \frac{1}{m} \sum_{i=1}^m \left( u(\langle \alpha(x_i), \theta \rangle) - u(\langle \alpha(x_i), \hat{\theta} \rangle) \right) \langle \alpha(x_i), \hat{\theta} - \theta \rangle + \frac{1}{m} \sum_{i=1}^m (y_i - u(\langle \alpha(x_i), \theta \rangle)) \langle \alpha(x_i), \hat{\theta} - \theta \rangle.$$

Using that $u$ is $L$-Lipschitz and nondecreasing,

$$\frac{d}{dt} d_\psi(\theta \parallel \hat{\theta}) \leq -\frac{1}{L} \hat{\varepsilon}(h_t) + \frac{1}{m} \sum_{i=1}^m (y_i - u(\langle \alpha(x_i), \theta \rangle)) \langle \alpha(x_i), \hat{\theta} - \theta \rangle;$$

(6)

Now, note that each $\frac{1}{m} \sum_{i=1}^m (y_i - u(\langle \alpha(x_i), \theta \rangle)) \alpha(x_i)$ is a zero-mean i.i.d. random variable with norm bounded by 1 almost surely. Then, by Lemma C.1, $\|\frac{1}{m} \sum_{i=1}^m (y_i - u(\langle \alpha(x_i), \theta \rangle)) \alpha(x_i)\|_2 \leq \eta$ with probability at least $1 - \delta$ where $\eta = \frac{2(1 + \sqrt{\log(1/\delta)/2})}{\sqrt{m}}$. Assuming that $\|\hat{\theta}(t) - \theta\|_2 \leq W$ at time $t$, we conclude that

$$\frac{d}{dt} d_\psi(\theta \parallel \hat{\theta}) \leq -\frac{1}{L} \hat{\varepsilon}(h_t) + CW\eta.$$

Hence, either $\frac{d}{dt} d_\psi(\theta \parallel \hat{\theta}) < -CW\eta$, or $\hat{\varepsilon}(h_t) \leq 2LCW\eta$. In the latter case, our result is proven. In the former, by our assumptions $d_\psi(\theta \parallel 0) = d_\psi(\theta \parallel \hat{\theta}(0)) \leq \frac{1}{2}W^2$, and hence $\|\hat{\theta}(0) - \theta\|_2 \leq W$ by $\sigma$-strong convexity of $\psi$ with respect to $\| \cdot \|_2$. Furthermore, again by $\sigma$-strong convexity and by the decrease condition on the Bregman divergence, $\|\hat{\theta}(t) - \theta\|_2 \leq \sqrt{\frac{2}{\sigma} d_\psi(\theta \parallel \hat{\theta}(0))} \leq \sqrt{\frac{2}{\sigma} d_\psi(\theta \parallel 0)} \leq W$. Thus it can be until at most $t_f = \frac{d_\psi(\theta \parallel \hat{\theta}(0))}{CW\eta} = \frac{\sigma W^2}{CW\eta} = \frac{\sigma W}{2C\eta}$ to satisfy $\hat{\varepsilon}(h_t) \leq 2LCW\eta$. Hence there is some $h_t$ with $t < t_f$ such that $\hat{\varepsilon}(h_t) \leq O\left(LCW \sqrt{\frac{\log(1/\delta)}{m}}\right)$. To transfer this bound on $\hat{\varepsilon}$ to $\varepsilon$, we need to bound the quantity $|\hat{\varepsilon}(h_t) - \varepsilon(h_t)|$. Combining Theorems C.1 and C.2 gives a bound on the Rademacher complexity.
We now consider an alternative setting, and probe how the choice of Assumption 3.1. The dataset \( \mathcal{F} \) is realizable. That is, there exists some fixed parameter vector \( \theta \in \mathbb{R}^p \) such that \( y_i = u(\langle \theta, \alpha(x_i) \rangle) \) for all \( i \).

Assumption 3.1 allows us to understand both overfitting and interpolation by the Reflectron. In many cases, even the noisy dataset of Section 3.1 may satisfy Assumption 3.1. We begin by proving convergence of the Reflectron in the realizable setting.

Lemma 3.1 (Convergence of the Reflectron for a realizable dataset). Suppose that \( \{x_i, y_i\}_{i=1}^m \) are drawn i.i.d. from a distribution \( D \) supported on \( \mathcal{X} \times [0, 1] \) and that Assumption 3.1 is satisfied where \( u \) is a known, nondecreasing, and \( L \)-Lipschitz function. Let \( \psi \) be any convex function with invertible Hessian over the trajectory \( \tilde{\theta}(t) \). Then \( \tilde{\varepsilon}(h_t) \to 0 \) where \( h_t(x) = u \left( \langle \tilde{\theta}(t), \alpha(x) \rangle \right) \) is the hypothesis with parameters output by the Reflectron at time \( t \) with \( \tilde{\theta}(0) \) arbitrary. Furthermore, \( \inf_{t \in [0,t]} \{\tilde{\varepsilon}(h_{t'})\} \leq O \left( \frac{1}{t} \right) \).

Proof. Under the assumptions of the lemma, (6) shows that
\[
\frac{d}{dt} d_{\psi} \left( \theta \parallel \tilde{\theta} \right) \leq - \frac{1}{L} \tilde{\varepsilon}(h_t) \leq 0.
\]

Integrating both sides of the above gives the bound
\[
\int_0^t \tilde{\varepsilon}(h_t')dt' \leq L \left( d_{\psi}(\theta \parallel 0) - d_{\psi} \left( \theta \parallel \tilde{\theta}(t) \right) \right) \leq L d_{\psi} \left( \theta \parallel 0 \right).
\]

Note that while the square loss is not bounded or Lipschitz in general, it is both over the domain \([0, 1]\) with bound \( b = 1 \) and Lipschitz constant \( L' = 1 \).

Our setting corresponds to the case where \( \xi = 0 \) in the notation of Goel and Klivans (2017).
Above, we used that $\hat{\varepsilon}(h_t)$ is uniformly continuous in $t$. By Barbalat’s Lemma (Lemma C.2), this implies that $\hat{\varepsilon} \to 0$ as $t \to \infty$.

Furthermore, this simple analysis immediately gives us a convergence rate. Indeed, one can write

$$\inf_{t' \in [0,t]} \{ \hat{\varepsilon}(h_{t'}) \} \leq \int_0^t \inf_{t' \in [0,t]} \{ \hat{\varepsilon}(h_{t'}) \} dt'' \leq \int_0^t \hat{\varepsilon}(h_{t'}) dt' \leq Ld_\psi(\theta \parallel 0),$$

so that $\inf_{t' \in [0,t]} \{ \hat{\varepsilon}(h_{t'}) \} \leq \frac{Ld_\psi(\theta \parallel 0)}{t}$.

Lemma 3.1 shows that the Reflectron will converge to an interpolating solution in the realizable setting and that the best hypothesis up to time $t$ does so at an $O\left(\frac{1}{t}\right)$ rate. Note that Lemma 3.1 allows for arbitrary initialization, while Theorem 3.1 requires $\theta(0) = 0$.

In general, there may be many possible vectors $\hat{\theta}$ consistent with the data. The following theorem provides insight into the parameters learned by the Reflectron.

**Theorem 3.2** (Implicit regularization of the Reflectron). Consider the setting of Lemma 3.1. Let $A = \{ \theta : \theta((\theta, \alpha(x_i))) = y_i, i = 1, \ldots, m \}$ be the set of parameters that interpolate the data, and assume that $\hat{\theta}(t) \to \hat{\theta}_\infty \in A$. Further assume that $u(\cdot)$ is invertible. Then $\theta_\infty = \arg \min_{\hat{\theta} \in A} d_\psi(\hat{\theta} \parallel \hat{\theta}(0))$. In particular, if $\hat{\theta}(0) = \arg \min_{w \in A} \psi(w)$, then $\hat{\theta}_\infty = \arg \min_{\hat{\theta} \in A} \psi(w)$.

**Proof.** Let $\hat{\theta} \in A$ be arbitrary. Then,

$$\frac{d}{dt} d_\psi(\hat{\theta} \parallel \hat{\theta}(t)) = -\frac{1}{m} \sum_{i=1}^m \left( u(\langle \hat{\theta}(t), \alpha(x_i) \rangle) - y_i \right) \langle \hat{\theta}(t) - \hat{\theta}, \alpha(x_i) \rangle,$$

$$= -\frac{1}{m} \sum_{i=1}^m u(\langle \hat{\theta}(t), \alpha(x_i) \rangle) - y_i \left( \langle \hat{\theta}(t), \alpha(x_i) \rangle - u^{-1}(y_i) \right).$$

Above, we used that $\hat{\theta} \in A$ and that $u(\cdot)$ is invertible, so that $u(\langle \hat{\theta}, \alpha(x_i) \rangle) = y_i$ implies that $\langle \hat{\theta}, \alpha(x_i) \rangle = u^{-1}(y_i)$. For clarity, define the error on example $i$ as $\hat{y}_i(\hat{\theta}(t)) = u(\langle \hat{\theta}(t), \alpha(x_i) \rangle) - y_i$. Integrating both sides of the above from $0$ to $\infty$, we find that

$$d_\psi(\theta \parallel \theta_\infty) = d_\psi(\hat{\theta} \parallel \hat{\theta}(0)) - \frac{1}{m} \sum_{i=1}^m \int_0^\infty \hat{y}_i(\hat{\theta}(t)) \left( \langle \hat{\theta}(t), \alpha(x_i) \rangle - u^{-1}(y_i) \right) dt.$$

The above relation is true for any $\hat{\theta} \in A$. Furthermore, the integral on the right-hand side is independent of $\hat{\theta}$. Hence the $\arg \min$ of the two Bregman divergences must be equal, which shows that $\theta_\infty = \arg \min_{\theta \in A} d_\psi(\hat{\theta} \parallel \hat{\theta}(0))$.

Theorem 3.2 elucidates the implicit bias of the Reflectron. Out of all possible interpolating parameters, the Reflectron finds those that minimize the Bregman divergence between the manifold of interpolating parameters and the initialization.

Note that the difference between the Reflectron and mirror descent on the square loss is the appearance of $u'(\langle \hat{\theta}(t), \alpha(x_i) \rangle)$ in the sum, which is independent of $\hat{\theta}$. Hence the presence of this link derivative does not affect our argument, which shows that gradient descent on GLMs exhibits the same implicit bias.

**4 Vector-valued GLMs**

In this section, we consider an extension to the case of vector-valued target variables $y_i \in \mathbb{R}^n$. We assume that $u(x) = u_i(x_i)$ where each $u_i$ is $L_i$-Lipschitz and nondecreasing in its argument. We
We can state analogous guarantees as in the scalar-valued case. We begin with convergence.

\[ \hat{\theta} \in \mathbb{R}^p, \ A(x_i) \in \mathbb{R}^{n \times p}, \text{ and } \psi : \mathcal{M} \rightarrow \mathbb{R}^p \text{ convex. Note that (7) encompasses models of the form } h(x) = u(\hat{\Theta} \alpha(x)) \text{ with } \hat{\Theta} \in \mathbb{R}^{n \times q} \text{ and } \alpha(x) \in \mathbb{R}^q \text{ by unrolling } \hat{\Theta} \text{ into a vector of size } nq \text{ and defining } A(x) \text{ appropriately in terms of } \alpha(x). \]

Lemma 4.1. Assume that \( x_i \) are drawn i.i.d. from a distribution \( D \) supported on \( \mathcal{X} \times [0,1]^n \) and that Assumption 3.2 is satisfied where the component functions \( u_i(x) = \psi_i(x_i) \) are known, nondecreasing, and \( L_i \)-Lipschitz.

Let \( \psi \) be any convex function with invertible Hessian over the trajectory \( \hat{\theta}(t) \). Then \( \mathbb{E}(h_t) \rightarrow 0 \) where \( h_t(x) = u(\hat{A}(\mathcal{x}) \hat{\theta}) \) is the hypothesis with parameters output by the vector-valued Reflectron (7) at time \( t \) with \( \hat{\theta}(0) \) arbitrary. Furthermore, \( \inf_{t \in [0,T]} \{\mathbb{E}(h_t)\} \leq O(\frac{1}{T}) \).

The proof is given in Appendix A.1.

As in the scalar-valued case, the choice of \( \psi \) implicitly biases \( \hat{\theta} \).

Theorem 4.1 (Implicit regularization of the vector-valued Reflectron). Consider the setting of Lemma 4.1. Assume that \( \hat{\theta}(t) \rightarrow \hat{\theta}_\infty \) where \( \hat{\theta}_\infty \) interpolates the data, and assume that \( u(\cdot) \) is invertible. Then \( \hat{\theta}_\infty = \arg\min_{\hat{\theta} \in A} d_\psi \left( \hat{\theta} \left\| \hat{\theta}(0) \right\| \right) \) where \( A \) is defined analogously as in Theorem 3.1. In particular, if \( \hat{\theta}(0) = \arg\min_{w \in \mathcal{M}} \psi(w) \), then \( \hat{\theta}_\infty = \arg\min_{\hat{\theta} \in A} \psi(\hat{\theta}) \).

The proof is given in Appendix A.2.

Finally, we may also state a statistical guarantee for (7).

Theorem 4.2 (Statistical guarantees for the vector-valued Reflectron). Suppose that \( \{x_i, y_i\}_{i=1}^{m} \) are drawn i.i.d. from a distribution supported on \( \mathcal{X} \times [0,1]^n \) with \( \mathbb{E}(y|x) = u(\hat{A}(x) \hat{\theta}) \) for a known function \( u(x) \) and an unknown vector of parameters \( \hat{\theta} \in \mathbb{R}^p \). Assume that \( u(x) = u_i(x_i) \) where each \( u_i : \mathcal{X} \rightarrow [0,1] \) is \( L_i \)-Lipschitz and nondecreasing in its argument. Assume that \( A : \mathcal{X} \rightarrow \mathbb{R}^{n \times p} \) is a known matrix with \( \|A(x)\|_2 \leq C \) for all \( x \in \mathcal{X} \). Further assume that \( \|\alpha_i(x)\|_2 \leq C_r \) for \( i = 1, \ldots, n \) where \( \alpha_i(x) \) is the \( i \)-th row of \( A(x) \). Let \( d_\psi (\theta \parallel 0) \leq \frac{\sigma}{\sqrt{n}}W^2 \) where \( \psi \) is \( \sigma \)-strongly convex with respect to \( \| \cdot \|_2 \). Then, for any \( \delta \in (0,1) \) with probability at least \( 1 - \delta \) over the draws of \( \{x_i, y_i\} \), there exists some time \( t < \mathcal{O} \left( \frac{\sigma W^2}{\sqrt{n} \sqrt{m / \log(1/\delta)}} \right) \) such that the hypothesis \( h_t(x) = u(\hat{A}(x) \hat{\theta}(t)) \) satisfies

\[ \mathbb{E}(h_t) \leq \mathcal{O} \left( \frac{\max_k \{L_k \} C W}{\sqrt{m}} \sqrt{n \log(1/\delta)} \right), \]

\[ \mathbb{E}(h_t) \leq \mathcal{O} \left( \frac{\max_k \{L_k \} W}{\sqrt{m}} \left( C_r n^{3/2} + C \sqrt{n \log(1/\delta)} \right) \right) \]

where \( \hat{\theta}(t) \) is output by the vector-valued Reflectron (7) at time \( t \) with \( \hat{\theta}(0) = 0 \).

The proof is given in Appendix A.3.
5 Simulations

As a simple illustration of our theoretical results, we perform classification on the MNIST dataset using a single-layer multiclass classification model. Details of the simulation setup can be found in Appendix B.1. In Figure 1A, we show the empirical risk and generalization error trajectories for the Reflectron with $\psi(\cdot) = \| \cdot \|_2^1$ and $\psi(\cdot) = \| \cdot \|_2^2$. The latter option reduces to the GLM-tron while the first, following Theorem 3.2, approximates the $l_1$ norm and imposes sparsity. The dynamics are integrated with the dop853 integrator from scipy.integrate.ode. Both choices converge to similar values of err and $\hat{\text{err}}$. In Figure 1B, we show the training and test set accuracy. Both choices of norm converge to similar accuracy values. In Figure 1C, we show the curves $\hat{\text{err}}(h_t)$ and err$(h_t)$ with $\psi(\cdot) = \| \cdot \|_2^1$ for four integration methods. The curves lie directly on top of each other and are shifted arbitrarily for clarity. This agreement highlights the validity of our continuous-time analysis, and that many possible discrete-time algorithms are captured by the continuous-time dynamics.

In Figure 2, we show histograms of the final parameter matrices learned by the Reflectron with $\psi(\cdot) = \| \cdot \|_2^1$ and $\psi(\cdot) = \| \cdot \|_2^2$. The histograms validate the prediction of Theorem 3.2. A sparse vector is found for $\psi(\cdot) = \| \cdot \|_2^1$, which obtains similar accuracy values to $\psi(\cdot) = \| \cdot \|_2^2$, as seen in Fig. 1B. 73.51% of parameters have magnitude less than $10^{-3}$ for $\psi(\cdot) = \| \cdot \|_2^1$, while only 12.27% do for $\psi(\cdot) = \| \cdot \|_2^2$. Future work will apply the Reflectron to models that combine sparse learning with a fixed expressive representation of the data, such as the scattering transform (Mallat, 2011; Bruna and Mallat, 2012; Talmon et al., 2015; Oyallon et al., 2019; Zarka et al., 2019).

6 Broader Impact

In this work, we developed mirror-descent like variants of the GLM-tron algorithm of Kakade et al. (2011). We proved guarantees on convergence and generalization, and characterized the implicit bias of our algorithms in terms of the potential function $\psi$. We generalized our results to the case of vector-valued target variables while allowing for the possibility of weight sharing between outputs. Our algorithms have applications in several settings. Using the techniques in Foster et al. (2020), they may be generalized to the adaptive control context for provably regularized online learning.
Figure 2: Histograms of parameter values for (A) the parameters found by the Reflectron with \( \psi = \| \cdot \|_{\ell_1}^2 \), and (B) the parameters found by the Reflectron with \( \psi = \| \cdot \|_{\ell_2}^2 \). This choice reduces to the GLM-tron. 73.5\% of parameters have magnitude less than \( 10^{-3} \) with \( \psi(\cdot) = \| \cdot \|_{\ell_1}^2 \), while only 12.27\% do for \( \psi(\cdot) = \| \cdot \|_{\ell_2}^2 \). Lowering this threshold shows that the \( l_{1,1} \) regularized solution has many near-zero parameters, while the \( l_2 \) solution is diffuse.

and control of stochastic dynamical systems. Applications in control will advance automation, but may have negative downstream consequences for those working in areas that can be replaced by adaptive control or robotic systems. Our algorithms can also be used for recovering the weights of a continuous- or discrete-time recurrent neural network from online data, which may have applications in recurrent network pruning (via sparsity promoting biases such as an \( l_1 \) approximation), or in computational neuroscience.
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A Omitted proofs

A.1 Proof of Lemma 4.1

Proof. The proof is analogous to Lemma 3.1. We have that

\[
\dot{\hat{\theta}} = -\frac{1}{m} \sum_{i=1}^{m} \left( \nabla^2 \psi(\hat{\theta}) \right)^{-1} A^T(x_i) \left( u^T \left( A(x_i) \hat{\theta} \right) - u^T \left( A(x_i) \theta \right) \right),
\]

so that

\[
\frac{d}{dt} d_{\psi} \left( \theta \| \hat{\theta} \right) = \left( \hat{\theta} - \theta \right)^T \left( -\frac{1}{m} \sum_{i=1}^{m} A^T(x_i) \left( u^T \left( A(x_i) \hat{\theta} \right) - u^T \left( A(x_i) \theta \right) \right) \right)
\]

\[
= \sum_k \left( \hat{\theta}_k - \theta_k \right) \left( -\frac{1}{m} \sum_{i=1}^{m} \sum_j A_{jk}(x_i) \left( u_j \left( \sum_k A_{jk}(x_i) \hat{\theta}_k \right) - u_j \left( \sum_k A_{jk}(x_i) \theta_k \right) \right) \right)
\]

\[
= -\frac{1}{m} \sum_{i=1}^{m} \sum_j \frac{1}{L_j} \left( u_j \left( \sum_k A_{jk}(x_i) \hat{\theta}_k \right) - u_j \left( \sum_k A_{jk}(x_i) \theta_k \right) \right)^2
\]

\[
\leq -\frac{1}{m} \sum_{i=1}^{m} \sum_j \frac{1}{\max_k \{L_k\}} \sum_{i=1}^{m} \left\| u^T \left( A(x_i) \hat{\theta} \right) - u^T \left( A(x_i) \theta \right) \right\|^2_2
\]

\[
= -\frac{1}{\max_k \{L_k\}} \sum_{i=1}^{m} \left\| u^T \left( A(x_i) \hat{\theta} \right) - u^T \left( A(x_i) \theta \right) \right\|^2_2 \leq 0
\]

The conclusions of the lemma follow identically by the machinery of the proof of Lemma 3.1

A.2 Proof of Theorem 4.1

Proof. The proof follows the same structure as in the scalar-valued case. Let \( \hat{\theta} \in \mathcal{A} \). Then,

\[
\frac{d}{dt} d_{\psi} \left( \theta \| \hat{\theta} \right) = \left( \hat{\theta} - \theta \right)^T \left( -\frac{1}{m} \sum_{i=1}^{m} A^T(x_i) \left( u^T \left( A(x_i) \hat{\theta} \right) - y_i \right) \right)
\]

\[
= \text{Tr} \left[ \left( \hat{\theta} - \theta \right)^T \left( -\frac{1}{m} \sum_{i=1}^{m} A^T(x_i) \left( u^T \left( A(x_i) \hat{\theta} \right) - y_i \right) \right) \right]
\]

\[
= -\frac{1}{m} \sum_{i=1}^{m} \text{Tr} \left[ \left( \hat{\theta} - \theta \right)^T A^T(x_i) \left( u^T \left( A(x_i) \hat{\theta} \right) - y_i \right) \right]
\]

\[
= -\frac{1}{m} \sum_{i=1}^{m} \text{Tr} \left[ \left( u^T \left( A(x_i) \hat{\theta} \right) - y_i \right)^T \left( \hat{\theta} - \theta \right)^T A^T(x_i) \right]
\]

\[
= -\frac{1}{m} \sum_{i=1}^{m} \left( u^T \left( A(x_i) \hat{\theta} \right) - y_i \right)^T A(x_i) \left( \hat{\theta} - \theta \right)
\]

\[
= -\frac{1}{m} \sum_{i=1}^{m} \left( u^T \left( A(x_i) \hat{\theta} \right) - y_i \right)^T A(x_i) \left( \hat{\theta} - \theta \right)
\]

In the derivation above, we have replaced \( A(x_i) \hat{\theta} \) by \( u^{-1}(y_i) \) following our assumptions that \( \hat{\theta} \in \mathcal{A} \) and \( u \) is invertible. Integrating both sides of the above from 0 to \( \infty \), we find that

\[
d_{\psi} \left( \theta \| \hat{\theta}_\infty \right) = d_{\psi} \left( \theta \| \hat{\theta}(0) \right) - \frac{1}{m} \sum_{i=1}^{m} \int_0^\infty \left( u^T \left( A(x_i) \hat{\theta}(t) \right) - y_i \right)^T \left( A(x_i) \hat{\theta}(t) - u^{-1}(y_i) \right) dt
\]
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The above relation is true for any $\hat{\theta} \in \mathcal{A}$. Furthermore, the integral on the right-hand side is independent of $\hat{\theta}$. Hence the arg min of the two Bregman divergences must be equal, which shows that

$$\hat{\theta}_{\infty} = \arg\min_{\theta \in \mathcal{A}} d_{\psi} \left( \theta \left\| \hat{\theta}(0) \right\| \right)$$

Initializing $\hat{\theta}(0) = \arg\min_{w \in \mathcal{M}} \psi(w)$ completes the proof.

### A.3 Proof of Theorem 4.2

**Proof.** Consider the rate of change of the Bregman divergence between the parameters for the Bayes-optimal predictor and the parameters produced by the Reflectron at time $t$. By the same method as in Lemma 4.1, we immediately have

$$\frac{d}{dt} d_{\psi} \left( \theta \left\| \hat{\theta}(t) \right\| \right) \leq \frac{1}{\max_k \{L_k\}} \bar{\varepsilon}(h_t) + \frac{1}{m} \sum_{i=1}^{m} (y_i - u(\mathbf{A}(x_i)\theta))^{T} \mathbf{A}(x_i) \left( \hat{\theta} - \theta \right)$$

Now, note that each $\frac{1}{\sqrt{m}} \sum_{i=1}^{m} (y_i - u(\mathbf{A}(x_i)\theta))^{T} \mathbf{A}(x_i)$ is a zero-mean i.i.d. random variable with Euclidean norm bounded by 1 almost surely. Then, by Lemma C.1 $\| \frac{1}{\sqrt{m}} \sum_{i=1}^{m} (y_i - u(\mathbf{A}(x_i)\theta))^{T} \mathbf{A}(x_i) \|_2 \leq \eta$ with probability at least $1 - \delta$ where $\eta = \frac{2(1 + \sqrt{\log(1/\delta)}/2)}{\sqrt{m}}$. Assuming that $\| \hat{\theta}(t) - \theta \|_2 \leq W$ at time $t$, we conclude that

$$\frac{d}{dt} d_{\psi} \left( \theta \left\| \hat{\theta} \right\| \right) \leq \frac{1}{\max_k \{L_k\}} \bar{\varepsilon}(h_t) + \sqrt{n}CW\eta.$$ 

Hence, either $\frac{d}{dt} d_{\psi} \left( \theta \left\| \hat{\theta} \right\| \right) < -\sqrt{n}CW\eta$, or $\bar{\varepsilon}(h_t) \leq 2 \max_k \{L_k\} \sqrt{n}CW\eta$. In the latter case, our result is proven. In the former, by our assumptions $d_{\psi} \left( \theta \left\| 0 \right\| \right) = d_{\psi} \left( \theta \left\| \hat{\theta}(0) \right\| \right) \leq \frac{\sigma}{2}W^2$, and hence $\| \hat{\theta}(0) - \theta \| \leq W$ by $\sigma$-strong convexity of $\psi$ with respect to $\| \cdot \|_2$. Furthermore, $\| \hat{\theta}(t) - \theta \| \leq \frac{\sqrt{2} d_{\psi} \left( \theta \left\| \hat{\theta}(0) \right\| \right)}{\sqrt{n}CW\eta} \leq W$. Thus it can be until most

$$t_f = \frac{d_{\psi} \left( \theta \left\| \hat{\theta}(0) \right\| \right)}{\sqrt{n}CW\eta} = \frac{\sigma/2W^2}{\sqrt{n}CW\eta} = \frac{\sigma W}{2\sqrt{n}CW\eta}$$

until $\bar{\varepsilon}(h_t) \leq 2 \max_k \{L_k\} \sqrt{n}CW\eta$. Hence there is some $h_t$ with $t < t_f$ such that

$$\bar{\varepsilon}(h_t) \leq O \left( \sqrt{n} \max_k \{L_k\} CW \sqrt{\frac{\log(1/\delta)}{m}} \right).$$

Combining Theorems C.1 and C.2, we obtain a bound on the Rademacher complexity of the function class for each component of $u \left( \mathbf{A}(x)\hat{\theta} \right)$,

$$\mathcal{R}_m (\mathcal{F}_k) \leq O \left( \frac{L_k C_r W}{\sqrt{m}} \right).$$

Application of Theorem C.5 to bound the generalization error, noting that the square loss is $\sqrt{n}$-Lipschitz and $\sqrt{n}$-bounded over $[0, 1]^n$, gives us the bound

$$\left| \bar{\varepsilon}(h_t) - \varepsilon(h_t) \right| \leq O \left( \frac{\max_k \{L_k\} C_r W n^{3/2}}{\sqrt{m}} \right) + O \left( \frac{\sqrt{n} \log(1/\delta)}{m} \right)$$

which completes the proof. \square
We implement the vector-valued Reflectron without weight sharing. Rather than implement the continuous-time dynamics \( (7) \), we directly utilize the dynamics \( (9) \), as they are more efficient without weight sharing. In Section 5, we show results for the mirror descent-like dynamics. Appendix B.2 shows similar results for the natural gradient-like dynamics. Our hypothesis at time \( t \) is given by

\[
h_t(x) = u(\hat{\Theta}(t)x)
\]

where \( u(\cdot) \) is an elementwise sigmoid, \( x \in \mathbb{R}^{784} \) is an image from the MNIST dataset, and \( \hat{\Theta} \in \mathbb{R}^{10 \times 784} \) is a matrix of parameters to be learned. We use one-hot encoding on the class labels, and the predicted class is obtained by taking an arg max over the components of \( h_t(x) \). A training set of size 5000 and a test set of size 10000 are both randomly selected from the overall dataset, so that the number of parameters \( np > m \). The training data is pre-processed to have zero mean and unit variance. The testing data is shifted by the mean of the training data and normalized by the standard deviation of the training data. A value of \( \Delta t = 0.05 \) is used for all cases, up to adaptive timestepping performed by the black-box ODE solvers. Convergence speed can be different for different choices of \( \psi \). To ensure convergence over similar timescales, we use a learning rate of \( 1/(1 - q) \) in the continuous-time dynamics with \( \psi = \| \cdot \|_2^2 \).

Because we use an elementwise sigmoid, the output of our model is not required to be a probability distribution over classes. This is equivalent to relaxing the requirement that the output classes be exclusive. However, the Reflectron works directly on the square loss rather than the negative log-likelihood, so it is not necessary for our model to output a probability distribution.

The square loss is not typically used in multiclass classification. Designing similar provable algorithms for other loss functions – such as the negative log-likelihood – and relaxing the elementwise Lipschitz condition – for applications to activations such as the softmax – is an interesting direction for future work.

**B.2 Natural gradient**

In this section, we show that the same qualitative phenomena as displayed in Section 5 are observed when discretizing the natural gradient-like dynamics

\[
\hat{\Theta} = -\frac{1}{m} \sum_{i=1}^{m} \left( \nabla^2 \psi(\hat{\Theta}) \right)^{-1} \left( u(\hat{\Theta} \alpha(x_i)) - y_i \right) \alpha^T(x_i).
\]

Formally, \( (8) \) is equivalent to \( (7) \) without weight sharing (handled explicitly in Appendix D) in continuous-time, but will differ in an implementation due to discretization errors. We utilize the same simulation setup as described in Appendix B.1. Results are shown in Figure 3 where we display convergence of the empirical and expected risk in (A), convergence of the classification accuracy in (B), a histogram of the sparse solution found by choosing \( \psi(\cdot) = \| \cdot \|_2^2 \) in (C), and a comparison of integration methods in (D). \( \psi(\cdot) \) is chosen as \( \| \cdot \|_1^1 \) rather than \( \| \cdot \|_2^2 \) as the former admits a diagonal Hessian, while the Hessian for the latter is dense. Conversely, the latter admits a simple inversion formula for the gradient, while the former does not. As predicted by Theorem 4.4, the natural gradient system implicitly regularizes the learned model, as indicated by the sparse matrix displayed in Figure 3. While implicit regularization is only approximate for natural gradient systems in discrete-time for linear models (Junnasar et al. 2018a), higher-order integration can ensure that the discrepancy between the natural gradient and mirror descent dynamics is small. This allows the choice of whichever method is computationally more efficient for the application – inverting the Hessian matrix \( \nabla^2 \psi(\cdot) \) or inverting the gradient function \( \nabla \psi(\cdot) \). Nevertheless, that implicit regularization is only approximate for this system can be seen by noting that 54.11% of parameters have magnitude less than \( 10^{-3} \) here, compared with 73.51% for the mirror descent-like dynamics.

**B.3 Synthetic dataset**

Training examples \( \{x_i, y_i\}_{i=1}^m \) are generated according to the model

\[
y_i = \sigma(\Theta^T \alpha(x_i)) + \xi_i
\]
Error
Number of parameters
A similar discussion applies here as in Appendix B.1. The Reflectron is designed for minimizing the loss function is an interesting opportunity for future research.

In Figure 3, we show histograms of the parameter values for the Bayes-optimal predictor θ, as well as the final parameter values found by the Reflectron with \( \psi = \| \cdot \|_1 \) and \( \psi(\cdot) = \| \cdot \|_2^2 \). The histograms validate the prediction of Theorem 3.2. A sparse vector is found for \( \psi = \| \cdot \|_1 \), which obtains similar values of err(\( h_t \)) to \( \| \cdot \|_2^2 \), as seen in Fig. 4A.

A similar discussion applies here as in Appendix B.1. The Reflectron is designed for minimizing the square loss, which is not typically used in logistic regression. Designing similar provable algorithms for other loss functions – such as the negative log-likelihood – and tailoring the choice of \( \psi \) to the loss function is an interesting opportunity for future research.
Figure 4: Trajectories of the empirical risk $\hat{\text{err}}(h_t)$ and generalization error $\text{err}(h_t)$. $\hat{\text{err}}(h_t)$ is shown in solid while $\text{err}(h_t)$ is shown dashed. (A) Comparison of the sparsity-promoting Reflectron with $\psi = \| \cdot \|_1^2$ to the GLM-Tron. (B) A comparison of the empirical risk and generalization error dynamics as a function of the integration method with $\psi(\cdot) = \| \cdot \|_1^2$. All solid curves and all dashed curves lie directly on top of each other and are shifted for clarity.

Figure 5: Histograms of parameter values for (A) the Bayes-optimal predictor $\theta$, (B) the parameters found by the Reflectron with $\psi = \| \cdot \|_1^2$, and (C) the parameters found by the Reflectron with $\psi = \| \cdot \|_2^2$. This choice reduces to the GLM-tron.

### Required results

In this section, we present some results required for the analysis in the main text.

The following lemma is well-known, and gives a concentration inequality for random variables in a Hilbert space.

**Lemma C.1.** Suppose $z_1, \ldots, z_m$ are i.i.d. 0-mean random variables in a Hilbert space such that $\Pr(\|z_i\| \leq 1) = 1$. Then, with probability at least $1 - \delta$,

$$\left\| \frac{1}{m} \sum_{i=1}^{m} z_i \right\| \leq 2 \left( \frac{1 + \sqrt{\log(1/\delta)/2}}{\sqrt{m}} \right)$$

The following theorem gives a bound on the Rademacher complexity of a linear predictor.

**Theorem C.1** (Kakade et al. (2009)). Let $\mathcal{X}$ be a subset of a Hilbert space equipped with an inner product $\langle \cdot, \cdot \rangle$ such that for each $x \in \mathcal{X}$, $\langle x, x \rangle \leq X^2$. Let $\mathcal{W} = \{ x \mapsto \langle x, w \rangle : \langle w, w \rangle \leq W^2 \}$ be a...
class of linear functions. Then
\[ R_m(W) \leq XW \sqrt{\frac{1}{m}} \]
where \( R_m(W) \) is the Rademacher complexity of the function class \( W \),
\[ R_m(W) = \mathbb{E}_{x_i,\xi} \left[ \sup_{f \in W} \frac{1}{m} \sum_{i=1}^{m} \xi_i f(x_i) \right] \]
with \( \xi_i \) Rademacher distributed random variables.

The following theorem is useful for bounding the Rademacher complexity of the generalized linear models considered in this work. It may also be used to bound the generalization error in terms of the Rademacher complexity of a function class.

**Theorem C.2** (Bartlett and Mendelson 2002). Let \( \phi : \mathbb{R}^* \to \mathbb{R} \) be \( L_\phi \)-Lipschitz and suppose that \( \phi(0) = 0 \). Let \( F \) be a class of functions. Then \( R_{m}(\phi \circ F) \leq 2L_\phi R_m(F) \).

The following theorem allows for a bound on the generalization error if bounds on the empirical risk and the Rademacher complexity of the function class are known.

**Theorem C.3** (Generalization error via Rademacher complexity (Bartlett and Mendelson 2002)). Let \( \{x_i, y_i\}_{i=1}^{m} \) be an i.i.d. sample from a distribution \( P \) over \( X \times Y \) and let \( L : Y \times Y \to \mathbb{R} \) be an \( L \)-Lipschitz and \( b \)-bounded loss function in its first argument. Let \( F = \{ f : X \to Y' \} \) be a class of functions. For any positive integer \( m \geq 0 \) and any scalar \( \delta \geq 0 \),
\[ \sup_{f \in F} \left\{ \frac{1}{m} \sum_{i=1}^{m} L(f(x_i), y_i) - \mathbb{E}_{(x,y) \sim P} [L(f(x), y)] \right\} \leq 4LR_{m}(F) + 2b \sqrt{\frac{2}{m} \log \left( \frac{1}{\delta} \right)} \]
with probability at least \( 1 - \delta \) over the draws of the \( \{x_i, y_i\} \).

The following theorem comes from the main result and the example in Section 4.2 of Maurer (2016). It enables us to bound the Rademacher complexity of the square loss composed with the link function \( u \) in the vector-valued output case handled in Appendix D.

**Theorem C.4** (Vector contraction inequality (Maurer 2016)). Let \( X \) be a subset of a Hilbert space equipped with an inner product \( \langle \cdot, \cdot \rangle \) such that for each \( x, \langle x, x \rangle \leq X^2 \). Let \( B(X, \mathbb{R}^n) \) be the set of bounded linear transformations from \( X \) into \( \mathbb{R}^n \). Define a class of functions \( F = \{ x \mapsto WX | W \in B(X, \mathbb{R}^n), \| W \| \leq W \} \). Let \( h_i : \mathbb{R}^n \to \mathbb{R} \) have Lipschitz constant \( L \) and \( \epsilon_i \) Rademacher random variables.

The following theorem is similar to Theorem C.4 but gives a weaker bound line in the output dimension. See the main theorem and Section 4.1 in (Maurer 2016).

**Theorem C.5** (Weak vector contraction inequality (Maurer 2016)). Let \( X \) be any set, let \( F \) be a class of functions \( f : X \to \mathbb{R}^n \), and let \( h_i : \mathbb{R}^n \to \mathbb{R} \) have Lipschitz constant \( L \). Define \( F_k = \{ x \mapsto f_k(x) : f(x) = (f_1(x), f_2(x), \ldots, f_n(x)) \in F \} \) as the projection onto the \( k \)th coordinate class of \( F \). Then
\[ \mathbb{E}_{\epsilon_i} \left[ \sup_{f \in F} \frac{1}{m} \sum_{i=1}^{m} \epsilon_i h_i(f(x_i)) \right] \leq \sqrt{2L} \sum_{k=1}^{n} \mathbb{E}_{\epsilon_i} \left[ \sup_{f \in F_k} \frac{1}{m} \sum_{i=1}^{m} \epsilon_i f(x_i) \right] . \]

The following lemma is a technical result from functional analysis which has seen widespread application in adaptive control theory (Slotine and Li 1991).

**Lemma C.2** (Barbalat’s Lemma). Assume that \( \lim_{t \to \infty} \int_{0}^{t} |x(\tau)| d\tau < \infty \). If \( x(t) \) is uniformly continuous, then \( \lim_{t \to \infty} x(t) = 0 \).

Note that a sufficient condition for uniform continuity of \( x(t) \) is that \( \dot{x}(t) \) is bounded.
D Vector-valued Reflectron without weight sharing

In this section, we handle the vector-valued Reflectron without weight sharing. We define the vector-valued Reflectron without weight sharing via the continuous-time dynamics

\[
\frac{d}{dt} \nabla \psi \left( \hat{\Theta}(t) \right) = -\frac{1}{m} \sum_{i=1}^{m} \left( u \left( \hat{\Theta} \alpha(x_i) \right) - y_i \right) \alpha^T(x_i)
\]

(9)

where \( \psi : M \to \mathbb{R}, M \subseteq \mathbb{R}^{n \times p} \) is a strictly convex function on matrices. (9) is similar to running the scalar-valued Reflectron (5) on each component individually. However, analyzing it in the form (9) enables more general results on implicit regularization – which apply to the matrix \( \hat{\Theta} \) directly rather than its rows – and tighter bounds on the generalization error.

We begin with a convergence theorem.

**Lemma D.1** (Convergence of the vector-valued Reflectron without weight sharing for a realizable dataset). Suppose that \( \{x_i, y_i\}_{i=1}^{m} \) are drawn i.i.d. from a distribution \( D \) supported on \( X \times [0, 1]^n \) and that Assumption 3.1 is satisfied where the component functions \( u(x) = u_i(x_i) \) are known, nondecreasing, and \( L_i \)-Lipschitz functions. Let \( \psi \) be any convex function with invertible Hessian tensor over the trajectory \( \hat{\Theta}(t) \). Then \( \hat{\varepsilon}(h_t) \to 0 \) where \( h_t(x) = u \left( \hat{\Theta}(t) \alpha(x) \right) \) is the hypothesis with parameters output by the vector-valued Reflectron at time \( t \) with \( \hat{\Theta}(0) \) arbitrary. Furthermore, \( \inf_{t' \in [0, t]} \{ \hat{\varepsilon}(h_{t'}) \} \leq O \left( \frac{1}{t} \right) \).

**Proof.** The proof is analogous to Lemma 3.1 but requires more technical manipulation of indices. Define the Bregman divergence in a natural way

\[
d_{\psi} \left( \Theta \parallel \hat{\Theta} \right) = \psi(\Theta) - \psi \left( \hat{\Theta} \right) - \sum_{ij} \frac{\partial \psi \left( \hat{\Theta} \right)}{\partial \hat{\Theta}_{ij}} \left( \Theta_{ij} - \hat{\Theta}_{ij} \right).
\]

Then we have the equality

\[
\frac{d}{dt} d_{\psi} \left( \Theta \parallel \hat{\Theta} \right) = \left( \hat{\Theta} - \Theta \right) : \nabla^2 \psi \left( \hat{\Theta} \right) : \hat{\Theta}
\]

where for a symmetric four-tensor \( A \), the real number \( C : A = \sum_{ijkl} C_{ij} A_{ijkl} B_{kl} \) and \( \nabla^2 \psi \left( \hat{\Theta} \right)_{ijkl} = \frac{\partial^2 \psi \left( \hat{\Theta} \right)}{\partial \hat{\Theta}_{ij} \partial \hat{\Theta}_{kl}} \). Note that the inverse Hessian tensor is a map \( (\nabla^2 \psi(\cdot))^{-1} : \mathbb{R}^{n \times p} \to \mathbb{R}^{n \times p} \). By definition, (9) then implies that

\[
\hat{\Theta} = -\frac{1}{m} \sum_{i=1}^{m} \left( \nabla^2 \psi \left( \hat{\Theta} \right) \right)^{-1} \left( u \left( \hat{\Theta} \alpha(x_i) \right) - u \left( \Theta \alpha(x_i) \right) \right) \alpha^T(x_i),
\]
so that

\[
\frac{d}{dt}d_\psi (\Theta \parallel \hat{\Theta}) = (\hat{\Theta} - \Theta) : \left(-\frac{1}{m} \sum_{i=1}^{m} (u(\hat{\Theta}\alpha(x_i)) - u(\Theta\alpha(x_i)))\alpha^T(x_i)\right)
\]

\[
= \sum_{kl} (\hat{\Theta} - \Theta)_{kl} \left(-\frac{1}{m} \sum_{i=1}^{m} \left(u_k \left(\sum_q \hat{\Theta}_{kq}\alpha_q(x_i)\right) - u_k \left(\sum_q \Theta_{kq}\alpha_q(x_i)\right)\right)\alpha_l(x_i)\right)
\]

\[
= -\frac{1}{m} \sum_i \left(\sum_k \left(u_k \left(\sum_q \hat{\Theta}_{kq}\alpha_q(x_i)\right) - u_k \left(\sum_q \Theta_{kq}\alpha_q(x_i)\right)\right)\left(\sum_q \left(\hat{\Theta}_{kq} - \Theta_{kq}\right)\alpha_q(x_i)\right)\right)^2
\]

\[
\leq -\frac{1}{m} \sum_i \sum_k \frac{1}{L_k} \left(u_k \left(\sum_q \hat{\Theta}_{kq}\alpha_q(x_i)\right) - u_k \left(\sum_q \Theta_{kq}\alpha_q(x_i)\right)\right)^2
\]

\[
= -\frac{1}{\max_k \{L_k\}} \sum_i \| u \left(\hat{\Theta}\alpha(x_i)\right) - u(\Theta\alpha(x_i)) \|^2_2
\]

\[
= -\frac{1}{\max_k \{L_k\}} \hat{\varepsilon}(h_t) \leq 0.
\]

The conclusions of the Lemma follow identically by the machinery of the proof of Lemma 3.1. □

In a similar manner, we can state a result on the implicit regularization of the matrix \(\hat{\Theta}\).

**Theorem D.1** (Implicit regularization of the vector-valued Reflectron without weight sharing). Consider the setting of Lemma D.1. Assume that \(\hat{\Theta}(t) \rightarrow \hat{\Theta}_\infty\) where \(\hat{\Theta}_\infty\) interpolates the data, and assume that \(u(\cdot)\) is invertible. Then

\[
\hat{\Theta}_\infty = \arg \min_{\Theta \in A} d_\psi (\Theta \parallel \hat{\Theta}(0))
\]

where \(A\) is defined analogously as in the proof of Theorem 3.2. In particular, if \(\hat{\Theta}(0) = \arg \min_{W \in M} \psi(W)\), then \(\hat{\Theta}_\infty = \arg \min_{\Theta \in A} \psi(\Theta)\).

**Proof.** The proof follows the same structure as in the scalar-valued case. Let \(\Theta \in A\). Then,

\[
\frac{d}{dt}d_\psi (\Theta \parallel \hat{\Theta}(t)) = (\hat{\Theta} - \Theta) : \left(-\frac{1}{m} \sum_{i=1}^{m} (u(\hat{\Theta}\alpha(x_i)) - y_i)\alpha^T(x_i)\right)
\]
Note that for two matrices $A, B \in \mathbb{R}^{n \times p}$ we have the equality $A : B = \text{Tr} (A^T B)$. Hence,
\begin{align*}
&= \text{Tr} \left[ (\Theta - \Theta)^T \left( -\frac{1}{m} \sum_{i=1}^{m} (u (\Theta \alpha(x_i)) - y_i) \alpha^T(x_i) \right) \right] \\
&= \text{Tr} \left[ \left( -\frac{1}{m} \sum_{i=1}^{m} (u (\Theta \alpha(x_i)) - y_i) \alpha^T(x_i) \right) (\Theta - \Theta)^T \right] \\
&= -\frac{1}{m} \sum_{i=1}^{m} \text{Tr} \left[ (u (\Theta \alpha(x_i)) - y_i) \alpha^T(x_i) (\Theta - \Theta)^T \right] \\
&= -\frac{1}{m} \sum_{i=1}^{m} \text{Tr} \left[ (u (\Theta \alpha(x_i)) - y_i) ((\Theta - \Theta) \alpha(x_i))^T \right] \\
&= -\frac{1}{m} \sum_{i=1}^{m} (u (\Theta \alpha(x_i)) - y_i)^T (\Theta \alpha(x_i) - u^{-1}(y_i))^T \\
&= -\frac{1}{m} \sum_{i=1}^{m} (u (\Theta \alpha(x_i)) - y_i)^T (\Theta \alpha(x_i) - \Theta \alpha(x_i) - u^{-1}(y_i))^T
\end{align*}

In the derivation above, we have replaced $\Theta \alpha(x_i)$ by $u^{-1}(y_i)$ following our assumptions that $\Theta \in \mathcal{A}$ and that $u$ is invertible. Integrating both sides of the above from 0 to $\infty$, we find that
\begin{align*}
d_\psi \left( \Theta \left\| \Theta_\infty \right\| \Theta(0) \right) = d_\psi \left( \Theta \left\| \Theta_\infty \right\| \Theta(0) \right) - \frac{1}{m} \sum_{i=1}^{m} \int_{0}^{\infty} \left[ (u (\Theta (t) \alpha(x_i)) - y_i)^T (\Theta (t) \alpha(x_i) - u^{-1}(y_i))^T \right] dt
\end{align*}

The above relation is true for any $\Theta \in \mathcal{A}$. Furthermore, the integral on the right-hand side is independent of $\Theta$. Hence the arg min of the two Bregman divergences must be equal, which shows that
\begin{align*}
\Theta_\infty = \arg \min_{\Theta \in \mathcal{A}} d_\psi \left( \Theta \left\| \Theta_\infty \right\| \Theta(0) \right)
\end{align*}

Initializing $\Theta(0) = \arg \min_{W \in \mathcal{A}} \psi(W)$ completes the proof. \hfill $\square$

By leveraging a recent contraction inequality for vector-valued output classes (Maurer 2016), we can strengthen the guarantees of Theorem 4.2 without weight sharing by lowering the dependence from $n^{3/2}$ to $n$.

**Theorem D.2** (Statistical guarantees for the vector-valued Reflectron without weight sharing). Suppose that $\{x_i, y_i\}_{i=1}^{m}$ are drawn i.i.d. from a distribution supported on $\mathcal{X} \times [0, 1]^n$ with $\mathbb{E}[y|x] = u(\Theta \alpha(x))$ for a known function $u(x)$ and an unknown matrix of parameters $\Theta \in \mathbb{R}^{n \times p}$.

Assume that $u(x_i) = u_i(x_i)$ where each $u_i : \mathcal{X}_i \rightarrow [0, 1]$ is $L_i$-Lipschitz and nondecreasing in its argument. Assume that $\alpha : \mathcal{X} \rightarrow \mathbb{R}^p$ is a known finite-dimensional feature map with $\|\alpha(x)\|_2 \leq C$ for all $x \in \mathcal{X}$. Let $d_\psi (\Theta \left\| 0 \right\| \leq \frac{\sigma^W}{2} W^2$ where $\psi$ is $\sigma$-strongly convex with respect to $\| \cdot \|_F$. Then, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over the draws of $(x_i, y_i)$, there exists some time $t < O \left( \frac{\sigma^W}{\epsilon \sqrt{n}} \sqrt{m \log \left( \frac{1}{\delta} \right)} \right)$ such that the hypothesis $h_t(x) = u(\Theta (t) \alpha(x))$ satisfies
\begin{align*}
\varepsilon(h_t) &\leq O \left( \frac{\max_k \{L_k\} C W}{\sqrt{m}} \sqrt{n \log (1/\delta)} \right), \\
\varepsilon(h_t) &\leq O \left( \frac{\max_k \{L_k\} C W}{\sqrt{m}} \left( n + \sqrt{n \log (1/\delta)} \right) \right),
\end{align*}

where $\Theta(t)$ is output by the Reflectron at time $t$ with $\Theta(0) = 0$.

**Proof.** Consider the rate of change of the Bregman divergence between the parameters for the Bayes-optimal predictor and the parameters produced by the Reflectron at time $t$, \begin{align*}
\frac{d}{dt} d_\psi \left( \Theta \left\| \Theta \right\| \Theta \right) = (\Theta - \Theta) : \nabla^2 \psi(\Theta) : \hat{\Theta}.
\end{align*}
Following the proofs of Lemma [D.1] and Theorem 3.1, we immediately have the inequality
\[
\frac{d}{dt} d_{\psi} \left( \Theta \parallel \hat{\Theta} \right) \leq -\frac{1}{\max_k \{L_k\}} \varepsilon(h_t) + \frac{1}{m} \left( \hat{\Theta} - \Theta \right) : \left( \sum_{i=1}^{m} (y_i - u(\Theta \alpha(x_i))) \alpha^T(x_i) \right)
\]

Now, note that each \( \frac{1}{C \sqrt{n m}} \sum_{i=1}^{m} (y_i - u(\Theta \alpha(x_i))) \alpha^T(x_i) \) is a zero-mean i.i.d. random variable with Frobenius norm bounded by 1 almost surely. Then, by Lemma C.1, \( \| \frac{1}{C \sqrt{n m}} \sum_{i=1}^{m} (y_i - u(\Theta \alpha(x_i))) \alpha^T(x_i) \| \leq \eta \) with probability at least \( 1 - \delta \) where \( \eta = \frac{2(1+\sqrt{\log(1/\delta)}/2)^2}{\sqrt{n m}} \). Assuming that \( \| \hat{\Theta}(t) - \Theta \|_F \leq W \) at time \( t \), we conclude that
\[
\frac{d}{dt} d_{\psi} \left( \Theta \parallel \hat{\Theta} \right) \leq -\frac{1}{\max_k \{L_k\}} \varepsilon(h_t) + \sqrt{nCW\eta}. \]

Hence, either \( \frac{d}{dt} d_{\psi} \left( \Theta \parallel \hat{\Theta} \right) < -\sqrt{nCW\eta} \), or \( \varepsilon(h_t) \leq 2 \max_k \{L_k\} \sqrt{nCW\eta} \). In the latter case, our result is proven. In the former, by our assumption \( d_{\psi} \left( \Theta \parallel 0 \right) = d_{\psi} \left( \Theta \parallel \hat{\Theta}(0) \right) \leq \frac{\sigma}{2} W^2 \), and hence \( \| \hat{\Theta}(0) - \Theta \| \leq W \) by \( \sigma \)-strong convexity of \( \psi \) with respect to \( \| \cdot \|_F \). Furthermore, \( \| \hat{\Theta}(t) - \Theta \| \leq \sqrt{\frac{2}{\sigma} d_{\psi} \left( \Theta \parallel \hat{\Theta}(0) \right) \leq \sqrt{\frac{2}{\sigma} d_{\psi} \left( \Theta \parallel \hat{\Theta}(0) \right) \leq W} \). Thus it can be until at most
\[
t_f = \frac{d_{\psi} \left( \Theta \parallel \hat{\Theta}(0) \right)}{\sqrt{nCW\eta}} = \frac{\sigma W^2}{\sqrt{nCW\eta}} = \frac{\sigma W}{2\sqrt{nC\eta}}
\]
until \( \varepsilon(h_t) \leq 2 \max_k \{L_k\} \sqrt{nCW\eta} \). Hence there is some \( h_t \) with \( t < t_f \) such that
\[
\varepsilon(h_t) \leq O \left( \sqrt{n\max_k \{L_k\}CW} \sqrt{\frac{\log(1/\delta)}{m}} \right).
\]

Note that \( u(\cdot) \) is Lipschitz with constant \( \max_k \{L_k\} \). Let \( l_y(\hat{y}) = \| \hat{y} - y \|^2 \) denote the square loss on example \( y \). Then \( l_y \circ u : \mathcal{F} \rightarrow \mathbb{R} \) is \( \sqrt{n\max_k \{L_k\}} \) Lipschitz and \( \sqrt{n} \)-bounded over the domain \([0, 1]^n\). We want to bound \( \varepsilon(h_t) - \hat{\varepsilon}(h_t) \), which can be performed via
\[
\sup_{f \in \mathcal{F}} \left[ \mathbb{E}_X \left[ (l_y \circ u)(f(X)) \right] - \frac{1}{m} \sum_{i=1}^{m} (l_y \circ u)(f(x_i)) \right] \leq O \left( \mathbb{E}_{x_i, \epsilon_i} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{i=1}^{m} \epsilon_i (l_y \circ u)(f(x_i)) \right] \right) + O \left( n\log(1/\delta)/m \right)
\]
with probability at least \( 1 - \delta \), where \( \mathcal{F} = \left\{ \hat{\Theta} \alpha(x) : \| \hat{\Theta} \|_F \leq 2W; \| \alpha(x) \|_2 \leq C \right\} \) and the \( \epsilon_i \) are Rademacher random variables \( \text{(Wainwright, 2019)}. \) Application of Theorem C.4 to bound the first term on the right-hand side above gives the bound
\[
\varepsilon(h_t) \leq \hat{\varepsilon}(h_t) + O \left( \frac{\max_k \{L_k\}CWn}{\sqrt{m}} \right) + O \left( \sqrt{\frac{n\log(1/\delta)}{m}} \right)
\]
which completes the proof.

## E Relative entropy and optimization over the simplex

Choosing \( \psi(x) = \sum_i x_i \log(x_i) \) to be the relative entropy for \( x_i > 0, \sum_{i=1}^{n} x_i = 1 \) gives the well-known exponential weights algorithm for learning parameters on the probability simplex. Here we show that by a straightforward modification of the assumptions and proof of Theorem 3.1 the Reflectron can similarly be run with the potential function chosen as the relative entropy.

**Theorem E.1.** Suppose that \( \{x_i, y_i\}_{i=1}^{m} \) are drawn i.i.d. from a distribution \( \mathcal{D} \) supported on \( X \times [0, 1] \) with \( \mathbb{E} [y|x] = u((\theta, \alpha(x))) \) for a known nondecreasing and \( L \)-Lipschitz link function \( u : \mathbb{R} \rightarrow [0, 1], \)
a kernel function $K$ with corresponding finite-dimensional feature map $\alpha(x) \in \mathbb{R}^p$, and an unknown vector of parameters $\theta \in \mathbb{R}^p$. Assume that $d_\psi \left( \theta \left\| \hat{\theta}(0) \right\| \right) \leq \frac{W}{2} 2^2$ where $\psi$ is $\sigma$-strongly convex with respect to $\| \cdot \|_1$, and that $\| \alpha(x) \|_\infty \leq C$ for all $x \in \mathcal{X}$. Then, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over the draws of the $\{x_i, y_i\}$, there exists some time $t < O \left( \frac{\sigma W}{C^\delta} \sqrt{m/\log(p/\delta)} \right)$ such that the hypothesis $h_t = u \left( \left\langle \hat{\theta}(t), \alpha(x) \right\rangle \right)$ satisfies

$$\max \{ \hat{\varepsilon}(h_t), \varepsilon(h_t) \} \leq O \left( LCW \sqrt{\log(p/\delta)}/m \right).$$

**Proof.** The proof is nearly identical to Theorem 3.1. As in (6), we immediately have that

$$\frac{d}{dt} d_\psi \left( \theta \left\| \hat{\theta} \right\| \right) \leq - \frac{1}{L} \hat{\varepsilon}(h_t) + \frac{1}{m} \sum_{i=1}^{m} (y_i - u \left( \langle \alpha(x_i), \theta \rangle \right)) \left\langle \alpha(x_i), \hat{\theta} - \theta \right\rangle$$

By Holder’s inequality,

$$\frac{1}{m} \sum_{i=1}^{m} (y_i - u \left( \langle \alpha(x_i), \theta \rangle \right)) \left\langle \alpha(x_i), \hat{\theta} - \theta \right\rangle \leq \left\| \frac{1}{m} \sum_{i=1}^{m} (y_i - u \left( \langle \alpha(x_i), \theta \rangle \right)) \alpha(x_i) \right\|_\infty \left\| \hat{\theta} - \theta \right\|_1$$

Each component of each vector $\frac{1}{m} (y_i - u \left( \langle \alpha(x_i), \theta \rangle \right)) \alpha(x_i)$ is a zero mean i.i.d. random variable with absolute value bounded by one almost surely. Hence by a Hoeffding bound and a union bound, $\left\| \frac{1}{m} \sum_{i=1}^{m} (y_i - u \left( \langle \alpha(x_i), \theta \rangle \right)) \alpha(x_i) \right\|_\infty \leq \eta$ with probability at least $1 - \delta$ where $\eta = 2 \left( 1 + \sqrt{\log(p/\delta)/2} \right)$. Assuming that $\left\| \hat{\theta}(t) - \theta \right\|_1 \leq W$ at time $t$, we conclude that

$$\frac{d}{dt} d_\psi \left( \theta \left\| \hat{\theta} \right\| \right) \leq - \frac{1}{L} \hat{\varepsilon}(h_t) + CW \eta.$$

From here, the proof is identical to that of Theorem 3.1 exploiting $\sigma$-strong convexity of the Bregman divergence with respect to $\| \cdot \|_1$. 

Noting by Pinsker’s theorem that the relative entropy is $1$-strongly convex with respect to $\| \cdot \|_1$ on the probability simplex, Theorem E.1 immediately shows that the Reflectron may be run with the relative entropy (and corresponding Bregman divergence the KL-divergence) if the learned weights are constrained to lie on the simplex.

More generally, Theorem E.1 shows that if the feature map admits a dimension-independent bound in $l_\infty$ norm but a dimension-dependent bound in $l_2$ norm, potential functions strongly convex with respect to the $l_1$ norm can reduce the dimension dependence to logarithmic. Other choices of strongly convex potentials with respect to $l_1$ norm include, for example, $\frac{1}{q} \left\| \|v\|_q^q \right. \text{ with } q = 1 + \frac{1}{\log(p)}$

**F von Neumann entropy and optimization over the spectrahedron**

Similar to Appendix E choosing $\psi(\Theta)$ in the vector-valued output case (without weight sharing) to be the von Neumann entropy $\psi(\Theta) = \sum_i \log(\lambda_i)$ for $\Theta > 0$ enables us to optimize over the spectrahedron $S = \{X > 0 : \|X\|_* = 1\}$ where $\|X\|_*$ denotes the nuclear norm of $X$. We note that the von Neumann entropy is $\frac{1}{2}$-strongly convex with respect to $\| \cdot \|_*$ on the spectrahedron.

**Theorem F.1.** Suppose that $\{x_i, y_i\}_{i=1}^{m}$ are drawn i.i.d. from a distribution supported on $\mathcal{X} \times [0, 1]^n$ with $E[y|x] = u(\Theta\alpha(x))$ for a known function $u(x)$ and an unknown matrix of parameters $\Theta \in \mathbb{R}^{n \times n}$. Assume that $u(x_i) = u_i(x_i)$ where each $u_i : \mathcal{X}_i \rightarrow [0, 1]$ is $L_i$-Lipschitz and nondecreasing in its argument. Suppose that $\alpha : \mathcal{X} \rightarrow \mathbb{R}^n$ is a known finite-dimensional feature map with $\| \alpha(x) \|_2 \leq C$ for all $x \in \mathcal{X}$. Let $d_\psi \left( \Theta \left\| \hat{\Theta}(0) \right\| \right) \leq \frac{\sigma}{2} W^2$ where $\psi$ is $\sigma$-strongly convex with respect to $\| \cdot \|_*$. Then, for any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over the draws of the $\{x_i, y_i\}$, there exists some time $t < O \left( \frac{\sigma W}{C^\delta} \sqrt{m/\log(1/\delta)} \right)$ such that the hypothesis
Then for all $x$:

$$h_t(x) = u\left(\hat{\Theta}(t)\alpha(x)\right)$$

satisfies

$$\mathcal{E}(h_t) \leq \mathcal{O}\left(\frac{\max_k \{L_k\} CW\sqrt{n} \log(1/\delta)}{\sqrt{m}}\right),$$

$$\varepsilon(h_t) \leq \mathcal{O}\left(\frac{\max_k \{L_k\} CW\sqrt{n} \log(1/\delta)}{\sqrt{m}}\right).$$

**Proof.** As in Theorem D.2, we have the inequality

$$\frac{d}{dt} d_{\psi} \left(\Theta \parallel \hat{\Theta}\right) \leq -\frac{1}{\max_k \{L_k\}} \mathcal{E}(h_t) + \frac{1}{m} \left(\hat{\Theta} - \Theta\right) : \left(\sum_{i=1}^{m} (y_i - u(\Theta\alpha(x_i))) \alpha^T(x_i)\right)$$

Note that we can bound

$$\frac{1}{m} \left(\hat{\Theta} - \Theta\right) : \left(\sum_{i=1}^{m} (y_i - u(\Theta\alpha(x_i))) \alpha^T(x_i)\right) \leq \left\|\frac{1}{m} \left(\sum_{i=1}^{m} (y_i - u(\Theta\alpha(x_i))) \alpha^T(x_i)\right)\right\|_F \left\|\hat{\Theta} - \Theta\right\|_F \leq \left\|\frac{1}{m} \left(\sum_{i=1}^{m} (y_i - u(\Theta\alpha(x_i))) \alpha^T(x_i)\right)\right\|_F \left\|\hat{\Theta} - \Theta\right\|_*$$

where we have exploited monotonicity of the Schatten $p$-norms to bound $\| \cdot \|_F \leq \| \cdot \|_*$. By Lemma C.1, $\left\|\frac{1}{m} \sum_{i=1}^{m} (y_i - u(\Theta\alpha(x_i))) \alpha^T(x_i)\right\|_F \leq \eta$ with probability at least $1 - \delta$ where $\eta = \frac{2(1 + \sqrt{\log(1/\delta)/2})}{\sqrt{m}}$. Assuming that $\|\hat{\Theta}(t) - \Theta\|_* \leq W$ at time $t$, we conclude that

$$\frac{d}{dt} d_{\psi} \left(\Theta \parallel \hat{\Theta}\right) \leq -\frac{1}{\max_k \{L_k\}} \mathcal{E}(h_t) + \sqrt{nCW\eta}.$$ 

From here, the proof is identical to that of Theorem D.2 now exploiting $\sigma$-strong convexity of $\psi$ with respect to $\| \cdot \|_*$. \qed

### G Discrete-time implementation

In this section, we consider a forward-Euler discretization of the Reflectron algorithm with projection. Let $\mathcal{C}$ denote a closed and convex constraint set – for example, the probability simplex $\Delta^p = \{\theta \in \mathbb{R}^p | \theta_i > 0, \sum_{i=1}^{n} \theta_i = 1\}$. Let the Bregman projection under $\psi$ be denoted by $\Pi^\psi$.

$$\Pi^\psi_c(z) = \arg \min_{x \in \mathcal{C} \cap \mathcal{M}} d_{\psi}(x \parallel z).$$

We then define the discrete-time iteration with projection,

$$\nabla \psi \left(\hat{\Theta}_{t+1}\right) = \nabla \psi \left(\hat{\Theta}_t\right) - \frac{\lambda}{m} \sum_{i=1}^{m} \left(u\left(\alpha(x_i), \hat{\Theta}_t\right) - y_i\right) \alpha(x_i), \quad (10)$$

$$\hat{\Theta}_{t+1} = \Pi^\psi_c(\hat{\Theta}_{t+1}). \quad (11)$$

To analyze this discrete-time iteration, we require two standard facts about the Bregman divergence

**Lemma G.1** (Bregman three-point identity). Let $\psi : \mathcal{M} \to \mathbb{R}^p$ denote a $\sigma$-strongly convex function. Then for all $x, y, z \in \mathcal{M}$,

$$\langle \nabla \psi(x) - \nabla \psi(y), x - z \rangle = d_{\psi}(x \parallel y) + d_{\psi}(z \parallel x) - d_{\psi}(z \parallel y). \quad (12)$$

**Lemma G.2** (Generalized Pythagorean Theorem). Let $\psi : \mathcal{M} \to \mathbb{R}$ denote a $\sigma$-strongly convex function. Let $x_0 \in \mathcal{M}$ and let $x^* = \Pi^\psi_c(x_0)$ be its projection onto a closed and convex set $\mathcal{C}$. Then for any $y \in \mathcal{C}$,

$$d_{\psi}(y \parallel x_0) \geq d_{\psi}(y \parallel x^*) + d_{\psi}(x^* \parallel x_0). \quad (13)$$
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We now state an analogue of Theorem 3.1 for the discrete-time algorithm (10) & (11), which shows that the discrete-time iteration preserves the statistical guarantees of the continuous-time dynamics (5). For simplicity, we handle the scalar output case and assume that $\psi$ is $\sigma$-strongly convex with respect to $\|\cdot\|_2$. The proof may be readily extended to the case of strong convexity with respect to $\|\cdot\|_1$ as in Theorems E.1 and F.1 and may be extended to the cases of vector valued outputs with or without weight sharing as in Theorems 4.2 and D.2.

**Theorem G.1** (Statistical guarantees for the discrete-time Reflectron). Suppose that $\{x_i, y_i\}_{i=1}^m$ are drawn i.i.d. from a distribution $D$ supported on $\mathcal{X} \times [0, 1]$ with $\mathbb{E}[y|x] = u(\langle \theta, \alpha(x) \rangle)$ for a known nondecreasing and $L$-Lipschitz link function $u: \mathbb{R} \to [0, 1]$, a kernel function $K$ with corresponding finite-dimensional feature map $\alpha(x) \in \mathbb{R}^p$, and an unknown vector of parameters $\theta \in C \subseteq \mathbb{R}^p$. Assume that $d_\psi(\theta \parallel 0) \leq \frac{\sigma}{\sqrt{m}} W$ where $\psi$ is $\sigma$-strongly convex with respect to $\|\cdot\|_2$, and that $\|\alpha(x)\|_2 \leq C$ for all $x \in \mathcal{X}$. Then for any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over the draws of the $\{x_i, y_i\}$, if $\lambda \leq \frac{\sigma}{\sqrt{m} C \delta^2}$ there exists some time $t < \mathcal{O}\left(\frac{\sqrt{C W} \sqrt{m \log(1/\delta)}}{\lambda}\right)$ such that the hypothesis $h_t = u\left(\langle \hat{\theta}(t), \alpha(x) \rangle \right)$ satisfies

$$\max \{\mathcal{E}(h_t), c(h_t)\} \leq \mathcal{O}\left(\frac{\sqrt{C W} \sqrt{m \log(1/\delta)}}{m}\right),$$

where $\hat{\theta}_t$ is output by the discrete-time Reflectron (10) & (11) at time $t$ with $\hat{\theta}_1 = 0$.

**Proof.** By the Bregman three-point identity (12), with $z = \theta, x = \hat{\phi}_{t+1},$ and $y = \hat{\theta}_t$,

$$d_\psi(\theta \parallel \hat{\phi}_{t+1}) = d_\psi(\theta \parallel \hat{\theta}_t) - d_\psi(\hat{\phi}_{t+1} \parallel \hat{\theta}_t) + \langle \nabla \psi(\hat{\phi}_{t+1}) - \nabla \psi(\hat{\theta}_t), \hat{\phi}_{t+1} - \theta \rangle,$$

$$= d_\psi(\theta \parallel \hat{\theta}_t) - d_\psi(\hat{\phi}_{t+1} \parallel \hat{\theta}_t) - \left\langle \frac{\lambda}{m} \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \hat{\phi}_{t+1} - \theta \right\rangle,$$

$$d_\psi(\theta \parallel \hat{\phi}_{t+1}) = d_\psi(\theta \parallel \hat{\theta}_t) - d_\psi(\hat{\phi}_{t+1} \parallel \hat{\theta}_t) - \left\langle \frac{\lambda}{m} \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \hat{\phi}_{t+1} - \hat{\theta}_t \right\rangle,$$

$$- \left\langle \frac{\lambda}{m} \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \hat{\phi}_{t+1} - \hat{\theta}_t \right\rangle.$$

Now consider grouping the second and final terms in the last expression as follows

$$\frac{\lambda}{m} \left\langle \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \hat{\phi}_{t+1} - \hat{\theta}_t \right\rangle - d_\psi(\hat{\phi}_{t+1} \parallel \hat{\theta}_t),$$

$$\frac{\lambda}{m} \left\langle \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \hat{\phi}_{t+1} - \hat{\theta}_t \right\rangle - \left\langle \psi(\hat{\phi}_{t+1}) - \psi(\hat{\theta}_t), \hat{\phi}_{t+1} - \hat{\theta}_t \right\rangle,$$

$$= \frac{\lambda}{m} \left\langle \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \hat{\phi}_{t+1} - \hat{\theta}_t \right\rangle - \psi(\hat{\phi}_{t+1}) + \psi(\hat{\theta}_t),$$

$$= \frac{\lambda}{m} \left\langle \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \hat{\phi}_{t+1} - \hat{\theta}_t \right\rangle - \psi(\hat{\phi}_{t+1}) + \psi(\hat{\theta}_t),$$

$$= d_\psi(\hat{\theta}_t \parallel \hat{\phi}_{t+1}).$$

With this simplified expression, the iteration becomes

$$d_\psi(\theta \parallel \hat{\phi}_{t+1}) = d_\psi(\theta \parallel \hat{\theta}_t) + d_\psi(\theta \parallel \hat{\phi}_{t+1}) + \frac{\lambda}{m} \left\langle \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \theta - \hat{\theta}_t \right\rangle.$$

By the generalized Pythagorean Theorem (13),

$$d_\psi(\theta \parallel \hat{\theta}_t) \leq d_\psi(\theta \parallel \hat{\theta}_t) + d_\psi(\theta \parallel \hat{\phi}_{t+1}) + \frac{\lambda}{m} \left\langle \sum_{i=1}^m \left( u\left(\langle \alpha(x_i), \hat{\theta}_t \rangle \right) - y_i \right) \alpha(x_i), \theta - \hat{\theta}_t \right\rangle.$$
By duality, we may rewrite the second Bregman divergence on the right-hand side as a Bregman divergence with respect to the Fenchel conjugate of $\psi$, denoted as $\psi^*$,

$$
d_{\psi^*}(\theta \parallel \hat{\theta}_{t+1}) \leq d_{\psi^*}(\theta \parallel \hat{\theta}_t) + \frac{\lambda}{m} \left\langle \sum_{i=1}^{m} (u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i) \alpha(x_i), \theta - \hat{\theta}_t \right\rangle.
$$

Because $\psi$ is $\sigma$-strongly convex with respect to $\| \cdot \|_2$, $\psi^*$ is $\frac{1}{\sigma}$-smooth with respect to $\| \cdot \|_2$. Thus,

$$
d_{\psi^*}(\theta \parallel \hat{\theta}_{t+1}) \leq d_{\psi^*}(\theta \parallel \hat{\theta}_t) + \frac{1}{2\sigma} \left\| \nabla \psi \left( \hat{\theta}_{t+1} \right) - \nabla \psi \left( \hat{\theta}_t \right) \right\|_2^2
$$

$$
+ \frac{\lambda}{m} \left\langle \sum_{i=1}^{m} (u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i) \alpha(x_i), \theta - \hat{\theta}_t \right\rangle,
$$

$$
= d_{\psi^*}(\theta \parallel \hat{\theta}_t) + \frac{1}{2\sigma} \left\| \nabla \psi \left( \hat{\theta}_{t+1} \right) - \nabla \psi \left( \hat{\theta}_t \right) \right\|_2^2
$$

$$
+ \frac{\lambda}{m} \left\langle \sum_{i=1}^{m} (u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i) \alpha(x_i), \theta - \hat{\theta}_t \right\rangle.
$$

Above, we applied $\frac{1}{\sigma}$-smoothness and then used (10) to express the increment in $\nabla \psi$. The second term in (15) can be bounded as

$$
\left\| \frac{1}{m} \sum_{i=1}^{m} (u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i) \alpha(x_i) \right\|_2^2
$$

$$
= \left\| \frac{1}{m} \sum_{i=1}^{m} \left( u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i \right) \alpha(x_i) \right\|_2^2
$$

$$
\leq \left\| \frac{1}{m} \sum_{i=1}^{m} \left( u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i \right) \alpha(x_i) \right\|_2^2
$$

$$
+ 2 \left\| \frac{1}{m} \sum_{i=1}^{m} \left( u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i \right) \alpha(x_i) \right\|_2^2.
$$

By Lemma C.1, $\left\| \frac{1}{m} \sum_{i=1}^{m} (y_i - u(\langle \alpha(x_i), \theta_0 \rangle)) \alpha(x_i) \right\|_2 \leq \eta$ with probability at least $1 - \delta$ where

$$
\eta = \frac{2}{\sqrt{m} + \log(1/\delta)/2} < 1.
$$

Furthermore, by Jensen’s inequality

$$
\left\| \frac{1}{m} \sum_{i=1}^{m} \left( u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i \right) \alpha(x_i) \right\|_2^2 \leq C^2 \bar{E}(h_t).
$$

Assuming that $W \leq 1$ so that $\eta^2 \leq \eta W$, we then have the upper bound

$$
\left\| \frac{1}{m} \sum_{i=1}^{m} \left( u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i \right) \alpha(x_i) \right\|_2^2 \leq C^2 \left( \bar{E}(h_t) + \eta W (1 + 2CL) \right).
$$

Suppose that $\| \theta - \hat{\theta}_t \|_2 \leq W$ at iteration $t$. We may then also bound the final term in (15) as in the proof of Theorem 3.1

$$
\frac{1}{m} \left\langle \sum_{i=1}^{m} (u \left( \left\langle \alpha(x_i), \hat{\theta}_t \right\rangle \right) - y_i) \alpha(x_i), \theta - \hat{\theta}_t \right\rangle \leq - \frac{1}{L} \bar{E}(h_t) + CW \eta.
$$

Combining these bounds, the iteration of the Bregman divergence between the Bayes-optimal parameters and the output of the discrete-time Reflectron becomes

$$
d_{\psi^*}(\theta \parallel \hat{\theta}_{t+1}) \leq d_{\psi^*}(\theta \parallel \hat{\theta}_t) + \frac{\lambda^2 C^2}{2\sigma} \left( \bar{E}(h_t) + \eta W (1 + 2CL) \right) - \frac{\lambda}{L} \bar{E}(h_t) + \lambda CW \eta,
$$

$$
= d_{\psi^*}(\theta \parallel \hat{\theta}_t) + \lambda \left( \frac{\lambda^2 C^2}{2\sigma} - \frac{1}{L} \right) \bar{E}(h_t) + CW \eta \left( 1 + \frac{\lambda C}{2\sigma} (1 + 2CL) \right).
$$
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For \( \lambda \leq \frac{\varepsilon}{CL} \), we have

\[
d_{\psi}(\theta \parallel \hat{\theta}_{t+1}) \leq d_{\psi}(\theta \parallel \hat{\theta}_{t}) + \frac{\sigma}{C^2L} \left( \frac{1}{2L} \varepsilon(h_t) + 2CW\eta + \frac{W\eta}{2L} \right).
\]

Thus, at each iteration either \( d_{\psi}(\theta \parallel \hat{\theta}_{t+1}) - d_{\psi}(\theta \parallel \hat{\theta}_{t}) \leq -\frac{C\lambda W\eta}{2} \) or \( \varepsilon(h_t) \leq (6CL + 1) W\eta \). Following the same reasoning as in the proof of Theorem 3.1, in the latter case our result is proven, and in the former case there can be at most \( \left( \frac{\sigma W^2}{2} \right) \left( \frac{C^2L}{\sigma W\eta} \right) = \frac{CWL}{2\eta} = t_f \) iterations before \( \varepsilon(h_t) \leq (6CL + 1) W\eta \). That is, there must be some \( h_t \) with \( t \leq t_f \) such that \( \varepsilon(h_t) \leq \mathcal{O} \left( CLW \sqrt{\log(1/\delta) \over m} \right) \).

The conclusion of the theorem now follows identically as in Theorem 3.1 through application of a uniform law of large numbers to transfer the bound on \( \varepsilon(h_t) \) to \( \varepsilon(h_t) \) and a union bound. \( \square \)

We now prove that the discrete-time dynamics \( \{10\} \) & \( \{11\} \) preserve the interpolation and implicit regularization properties of the continuous-time dynamics \( \{5\} \) exactly. We begin with convergence to an interpolating solution.

**Lemma G.3** (Convergence of the discrete-time Reflectron for a realizable dataset). Suppose that \( \{x_i, y_i\}_{i=1}^m \) are drawn i.i.d. from a distribution \( \mathcal{D} \) supported on \( \mathcal{X} \times [0, 1] \) and that Assumption 3.1 is satisfied where \( u \) is a known, nondecreasing, and \( L \)-Lipschitz function, and where \( \theta \in \mathcal{C} \). Let \( \psi \) be any \( \sigma \)-strongly convex function with respect to \( \| \cdot \|_2 \). Choose \( \lambda < \frac{2\sigma}{CL^2} \) where \( \| \alpha(x) \|_2 \leq C \).

Then \( \varepsilon(h_t) \to 0 \) where \( h_t(x) = u \left( \left( \hat{\theta}_t, \alpha(x) \right) \right) \) is the hypothesis with parameters output by the discrete-time Reflectron \( \{10\} \) & \( \{11\} \) at iteration \( t \) with \( \hat{\theta}_1 \) arbitrary. Furthermore,

\[
\min_{\theta' \in [1, t]} \{ \varepsilon(h_t') \} \leq \mathcal{O} \left( \frac{1}{t} \right).
\]

**Proof.** From \( \{15\} \), we have a bound on the iteration for the Bregman divergence between the interpolating parameters and the current parameter estimates,

\[
d_{\psi}(\theta \parallel \hat{\theta}_{t+1}) \leq d_{\psi}(\theta \parallel \hat{\theta}_{t}) + \frac{\lambda^2}{2\sigma} \left\| \frac{1}{m} \sum_{i=1}^m \left( u \left( \left( \alpha(x_i), \hat{\theta}_t \right) \right) - y_i \right) \alpha(x_i) \right\|_2^2 + \frac{\lambda}{m} \left\| \sum_{i=1}^m \left( u \left( \left( \alpha(x_i), \hat{\theta}_t \right) \right) - y_i \right) \alpha(x_i), \theta - \hat{\theta}_t \right\|_2.
\]

Under the realizability assumption of the lemma, we may bound the second term above as

\[
\frac{\lambda^2}{2\sigma} \left\| \frac{1}{m} \sum_{i=1}^m \left( u \left( \left( \alpha(x_i), \hat{\theta}_t \right) \right) - y_i \right) \alpha(x_i) \right\|_2^2 \leq \frac{\lambda^2 C^2}{2\sigma} \varepsilon(h_t).
\]

We may similarly bound the final term, exploiting monotonicity and Lipschitz continuity of \( u(\cdot) \), as

\[
\frac{\lambda}{m} \left\| \sum_{i=1}^m \left( u \left( \left( \alpha(x_i), \hat{\theta}_t \right) \right) - y_i \right) \alpha(x_i), \theta - \hat{\theta}_t \right\|_2 \leq -\frac{\lambda}{L} \varepsilon(h_t).
\]

Putting these together, we have the refined bound on the iteration

\[
d_{\psi}(\theta \parallel \hat{\theta}_{t+1}) \leq d_{\psi}(\theta \parallel \hat{\theta}_{t}) + \lambda \left( \frac{\lambda C^2}{2\sigma} - \frac{1}{L} \right) \varepsilon(h_t).
\]

Let \( 0 < \zeta < 1 \). For \( \lambda \leq \frac{2\sigma(\zeta + 1)}{CL^2} \),

\[
d_{\psi}(\theta \parallel \hat{\theta}_{t+1}) \leq d_{\psi}(\theta \parallel \hat{\theta}_{t}) - \frac{\zeta}{L} \varepsilon(h_t).
\]

Summing both sides of the above inequality from \( t = 1 \) to \( T \) reveals that

\[
\sum_{t=1}^T \varepsilon(h_t) \leq \frac{L}{\zeta} \left( d_{\psi}(\theta \parallel \theta_1) - d_{\psi}(\theta \parallel \hat{\theta}_{T+1}) \right) \leq \frac{L}{\zeta} d_{\psi}(\theta \parallel \theta_1).
\]
Because $T$ was arbitrary and the upper bound is independent of $T$, $\sum_{t=1}^{\infty} \tilde{\mathcal{E}}(h_t)$ exists and hence $\lim_{t \to \infty} \tilde{\mathcal{E}}(h_t) = 0$. Furthermore,

$$
\min_{t' \in [1,T]} \left\{ \tilde{\mathcal{E}}(h_{t'}) \right\} = \sum_{t=1}^{T} \min_{t' \in [1,T]} \left\{ \tilde{\mathcal{E}}(h_{t'}) \right\} \leq \sum_{t=1}^{T} \tilde{\mathcal{E}}(h_t) \leq \frac{L}{\zeta} \mathcal{D}_\psi(\theta \parallel \theta_1),
$$

so that $\min_{t' \in [1,T]} \left\{ \tilde{\mathcal{E}}(h_{t'}) \right\} \leq \frac{L \mathcal{D}_\psi(\theta \parallel \theta_1)}{\zeta^2}$. To conclude the proof, observe that because $\zeta$ was arbitrary, we may take the limit as $\zeta \to 0$ for the maximum allowed learning rate.

Now that convergence to an interpolating solution in the realizable setting has been established, we characterize the implicit regularization of the iteration (10) in the following theorem. The proof strategy is similar to that of [Azizan and Hassibi (2019)].

**Theorem G.2 (Implicit regularization of the discrete-time Reflectron).** Suppose that $\{x_i, y_i\}_{i=1}^m$ are drawn i.i.d. from a distribution $\mathcal{D}$ supported on $\mathcal{X} \times [0, 1]$ and that Assumption 3.1 is satisfied with $u$ a known, nondecreasing, and $L$-Lipschitz function and with $\theta \in \mathcal{C}$. Let $\psi$ be $\sigma$-strongly convex with respect to $\| \cdot \|_2$. Let $\mathcal{A} = \{ \theta \in \mathcal{C} : u(\langle \theta, \alpha(x) \rangle) = y_i, i = 1, \ldots, m \}$ be the set of parameters that interpolate the data, and assume that $\theta_t \to \theta_\infty \in \mathcal{A}$. Further assume that $u(\cdot)$ is invertible, and that $\lambda < \frac{2\sigma}{cT}$. Then $\tilde{\theta}_\infty = \arg \min_{w \in \mathcal{A}} d_\psi(\theta \parallel \theta_1)$. In particular, if $\theta_1 = \arg \min_{w \in \mathcal{C} \cap \mathcal{M}} \psi(w)$, then $\tilde{\theta}_\infty = \arg \min_{w \in \mathcal{A}} \psi(w)$.

**Proof.** Let $\tilde{\theta} \in \mathcal{A}$ be arbitrary. From (14),

$$
d_\psi \left( \tilde{\theta} \parallel \tilde{\theta}_{t+1} \right) = d_\psi \left( \tilde{\theta} \parallel \tilde{\theta}_t \right) + d_\psi \left( \tilde{\theta}_t \parallel \tilde{\theta}_{t+1} \right) + \frac{\lambda}{m} \left\{ \sum_{i=1}^{m} \left( u \left( \langle \alpha(x), \tilde{\theta}_t \rangle \right) - y_i \right) \langle \alpha(x), \tilde{\theta} - \tilde{\theta}_t \rangle \right\},
$$

$$
= d_\psi \left( \tilde{\theta} \parallel \tilde{\theta}_t \right) + d_\psi \left( \tilde{\theta}_t \parallel \tilde{\theta}_{t+1} \right) + \frac{\lambda}{m} \sum_{i=1}^{m} \left( u \left( \langle \alpha(x), \tilde{\theta}_t \rangle \right) - y_i \right) \langle \alpha(x), \tilde{\theta} - \tilde{\theta}_t \rangle,
$$

$$
= d_\psi \left( \tilde{\theta} \parallel \tilde{\theta}_t \right) + d_\psi \left( \tilde{\theta}_t \parallel \tilde{\theta}_{t+1} \right) + \frac{\lambda}{m} \sum_{i=1}^{m} \left( u \left( \langle \alpha(x), \tilde{\theta}_t \rangle \right) - y_i \right) \left( u^{-1}(y_i) - \langle \alpha(x), \tilde{\theta}_t \rangle \right),
$$

where we have used that $\tilde{\theta} \in \mathcal{A}$ and applied invertibility of $u(\cdot)$. The proof of Lemma G.3 has already established summability of an upper bound on the final two terms of the above expression. Hence, summing both sides from $t = 1$ to $\infty$ and rearranging

$$
d_\psi \left( \tilde{\theta} \parallel \tilde{\theta}_\infty \right) = d_\psi \left( \tilde{\theta} \parallel \tilde{\theta}_1 \right) + \sum_{t=1}^{\infty} d_\psi \left( \tilde{\theta}_t \parallel \tilde{\theta}_{t+1} \right) + \frac{\lambda}{m} \sum_{t=1}^{\infty} \sum_{t=1}^{\infty} \left( y_i - u \left( \langle \alpha(x), \tilde{\theta}_t \rangle \right) \right) \left( u^{-1}(y_i) - \langle \alpha(x), \tilde{\theta}_t \rangle \right).
$$

The above relation is true for any $\tilde{\theta} \in \mathcal{A}$. Furthermore, the only dependence of the right-hand side on $\tilde{\theta}$ is through the first Bregman divergence. Hence the arg min of the two Bregman divergences involving $\tilde{\theta}$ must be equal, which shows that $\tilde{\theta}_\infty = \arg \min_{\tilde{\theta} \in \mathcal{A}} d_\psi(\tilde{\theta} \parallel \tilde{\theta}_1)$. Choosing $\tilde{\theta}_1 = \arg \min_{w \in \mathcal{C} \cap \mathcal{M}} \psi(w)$ completes the proof.

**H Online learning**

We now consider two cases of an online learning setting similar to stochastic gradient descent. We first prove a theorem for the realizable setting, where we can prove fast $O\left(1/T^2\right)$ convergence rates for the generalization error. We then consider the bounded noise setting, where the rate is reduced to $O\left(1/\sqrt{T}\right)$. As in Appendix G, we focus on the case where $\psi$ is $\sigma$-strongly convex with respect to $\| \cdot \|_2$. Our results readily generalize to strong convexity with respect to $\| \cdot \|_1$. 
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Concretely, at each iteration $t$ we receive a new data point $x_t$ and corresponding label $y_t$. The online Reflectron iteration is then given by
\[
\nabla \psi (\hat{\theta}_{t+1}) = \nabla \psi (\hat{\theta}_t) - \lambda \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - y_t \right) \alpha(x_t),
\]
(16)
and assume that $D_t$ leads to the inequality
\[
\nabla \psi (\hat{\theta}_{t+1}) = \Pi^D_{C} (\hat{\theta}_{t+1}),
\]
(17)
with $C$ a convex set of constraints.

Our proofs utilize the following martingale bound, which has been used in similar analyses prior to this work [H and Telgarsky 2019, Fre et al. 2020].

**Lemma H.1** (Beygelzimer et al. 2011). Let $\{Y_t\}_{t=1}^\infty$ be a martingale adapted to the filtration $\{\mathcal{F}_t\}_{t=1}^\infty$. Let $\{D_k\}_{t=1}^\infty$ be the corresponding martingale difference sequence. Define
\[
V_t = \sum_{k=1}^t \mathbb{E} \left[ D_k^2 | \mathcal{F}_{k-1} \right],
\]
and assume that $D_t \leq R$ almost surely. Then for any $\delta \in (0, 1)$, with probability at least $1 - \delta$,
\[
Y_t \leq R \log(1/\delta) + (e - 2)V_t/R.
\]

With Lemma [H.1] in hand, we may state our first result.

**Theorem H.1** (Online learning with realizable data). Suppose that $\{x_i\}_{i=1}^\infty$ are drawn i.i.d. from a distribution $\mathcal{D}$ supported on $\mathcal{X}$ and let $y_i = u((\theta, \alpha(x)))$ for a known nondecreasing and $L$-Lipschitz link function $u : \mathbb{R} \to [0, 1]$, a kernel function $K$ with corresponding finite-dimensional feature map $\alpha(x) \in \mathbb{R}^p$, and an unknown vector of parameters $\theta \in C \subseteq \mathbb{R}^p$. Suppose that $\psi$ is $\sigma$-strongly convex with respect to $\|\cdot\|_2$, and that $\|\alpha(x)\|_2 \leq C$ for all $x \in \mathcal{X}$. Let $\lambda < \frac{2\sigma}{LC^2}$. Then for any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over the draws of the $\{x_i\}$,
\[
\min_{i \leq T} \epsilon(h_i) \leq O \left( \frac{L^2C^2d_\psi (\theta \parallel \hat{\theta}_1) \log(1/\delta)}{\sigma T} \right),
\]
where $h_t$ is the hypothesis output by the online Reflectron at time $t$.

**Proof.** From [15], we have the bound
\[
d_\psi (\theta \parallel \hat{\theta}_{t+1}) \leq d_\psi (\theta \parallel \hat{\theta}_t) + \frac{\lambda^2}{2\sigma} \left( \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right) \alpha(x_t) \right)^2
\]
\[
+ \lambda \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right) \alpha(x_t), \theta - \hat{\theta}_t, \right),
\]
\[
\leq d_\psi (\theta \parallel \hat{\theta}_t) + \frac{\lambda^2C^2}{2\sigma} \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right)^2
\]
\[
- \frac{\lambda}{L} \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right)^2,
\]
\[
d_\psi (\theta \parallel \hat{\theta}_t) = \frac{\lambda}{L} \left( 1 - \frac{\lambda LC^2}{2\sigma} \right) u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right)^2.
\]
Let $0 < \beta < 1$. Taking $\lambda = \frac{(1-\beta)2\sigma}{LC^2}$,
\[
d_\psi (\theta \parallel \hat{\theta}_{t+1}) \leq d_\psi (\theta \parallel \hat{\theta}_t) - \frac{2\sigma(1-\beta)\beta}{L^2C^2} \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right)^2,
\]
so that
\[
d_\psi (\theta \parallel \hat{\theta}_{t+1}) \leq d_\psi (\theta \parallel \hat{\theta}_t) \leq \ldots \leq d_\psi (\theta \parallel \hat{\theta}_1).
\]
Summing both sides from 1 to $T - 1$ leads to the inequality
\[
d_\psi (\theta \parallel \hat{\theta}_T) \leq d_\psi (\theta \parallel \hat{\theta}_1) - \frac{2\sigma(1-\beta)\beta}{L^2C^2} \sum_{t=1}^{T-1} \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right)^2.
\]
Rearranging, using positivity of the Bregman divergence, and defining \( \varepsilon_t = \frac{1}{2} \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right)^2 \), we conclude that
\[
\sum_{t=1}^{T-1} \varepsilon_t \leq \frac{L^2 C^2}{2 \sigma (1 - \beta) \beta} \sigma \left( \hat{\theta} \left\| \theta \right\|_1 \right).
\] (18)

We would now like to transfer the bound (18) to a bound on \( \varepsilon(h_t) \). Define \( D_t = \varepsilon(h_t) - \varepsilon_t \), and note that \( \{D_t\}_{t=1}^{\infty} \) is a martingale difference sequence adapted to the filtration \( \{F_t = \sigma(x_1, x_2, \ldots, x_t)\}_{t=1}^{\infty} \) given by the sequence of sigma algebras generated by the first \( t \) draws. Note that, almost surely,
\[
D_t \leq \varepsilon(h_t) = \frac{1}{2} \mathbb{E}_{x \sim D} \left[ u \left( \langle \alpha(x), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x), \theta \rangle \right) \right] \leq \frac{1}{2} L^2 C^2 \|\hat{\theta}_t - \theta\|_2^2 \leq \frac{L^2 C^2}{\sigma} \sigma \left( \hat{\theta} \left\| \theta \right\|_1 \right),
\]
where we have applied \( \sigma \)-strong convexity of \( \psi \) with respect to \( \|\cdot\|_2 \) to upper bound \( \|\hat{\theta}_t - \theta\|_2^2 \) by a Bregman divergence. Now, consider the bound on the conditional variance
\[
\mathbb{E} \left[ D_t^2 | F_{t-1} \right] = \mathbb{E} \left[ \varepsilon(h_t)^2 - 2 \varepsilon(h_t) \varepsilon_t + \varepsilon_t^2 | F_{t-1} \right],
\]
which, almost surely,
\[
\leq \varepsilon(h_t)^2 - 2 \varepsilon(h_t) \varepsilon_t + \mathbb{E} \left[ \varepsilon_t^2 | F_{t-1} \right],
\]

From these two bounds, we conclude by Lemma H.1 that with probability at least \( 1 - \delta \),
\[
\sum_{t=1}^{T} (\varepsilon(h_t) - \varepsilon_t) \leq \frac{L^2 C^2}{\sigma} \sigma \left( \hat{\theta} \left\| \theta \right\|_1 \right) \log(1/\delta) + (e - 2) \sum_{t=1}^{T} \varepsilon(h_t).
\]
Rearranging terms,
\[
(3 - e) \sum_{t=1}^{T} \varepsilon(h_t) \leq \frac{L^2 C^2}{\sigma} \sigma \left( \hat{\theta} \left\| \theta \right\|_1 \right) \log(1/\delta) + \sum_{t=1}^{T} \varepsilon_t.
\]
Applying the bound from (18),
\[
(3 - e) \sum_{t=1}^{T} \varepsilon(h_t) \leq \frac{L^2 C^2}{\sigma} \sigma \left( \hat{\theta} \left\| \theta \right\|_1 \right) \left( \log(1/\delta) + \frac{1}{2(1 - \beta) \beta} \right).
\]
We then conclude
\[
\min_{t < T} \varepsilon(h_t) \leq \frac{1}{T} \sum_{t=1}^{T} \varepsilon(h_t) \leq \frac{L^2 C^2}{\sigma (3 - e) T} \left( \log(1/\delta) + \frac{1}{\sigma (1 - \beta) \beta} \right),
\]
which completes the proof. \( \square \)

We now consider the case of online learning with bounded noise. The analysis combines techniques from Theorems H.1 and G.1 and concludes a slower \( \mathcal{O} \left( 1/\sqrt{T} \right) \) rate than Theorem H.1.

**Theorem H.2** (Online learning with bounded noise). Suppose that \( \{x_i, y_i\}_{i=1}^{m} \) are drawn i.i.d. from a distribution \( D \) supported on \( \mathcal{X} \times [0, 1] \) with \( \mathbb{E}[y|x] = u(\langle \theta, \alpha(x) \rangle) \) for a known nonincreasing and \( L \)-Lipschitz link function \( u : \mathbb{R} \rightarrow [0, 1] \), a kernel function \( K \) with corresponding finite-dimensional feature map \( \alpha(x) \in \mathbb{R}^p \), and an unknown vector of parameters \( \theta \in \mathcal{C} \subseteq \mathbb{R}^p \). Assume that \( \mathcal{C} \) is compact, and let \( R = \text{Diam}(\mathcal{C}) \). Suppose that \( \psi \) is \( \sigma \)-strongly convex with respect to \( \|\cdot\|_2 \), and that \( \|\alpha(x)\|_2 \leq C \) for all \( x \in \mathcal{X} \). Fix a horizon \( T \), and choose \( \lambda < \min \left\{ \frac{2\sigma}{C^2 \sqrt{L}}, \frac{1}{\sqrt{T}} \right\} \). Then for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \) over the draws of the \( \{x_i, y_i\} \),
\[
\min_{t < T} \varepsilon(h_t) \leq \mathcal{O} \left( \frac{L}{\sqrt{T}} \left( \sigma \left( \hat{\theta} \left\| \theta \right\|_1 \right) + \sqrt{CR \log(1/\delta)} + \frac{C^2}{\sigma} \right) \right).
\]
Proof. From (13), we have the bound
\[
d_{ψ}(θ \parallel \hat{θ}_{t+1}) \leq d_{ψ}(θ \parallel \hat{θ}_t) + \frac{λ^2}{2σ} \left\| u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) - y_t \right\|^2 + \frac{λC^2}{2σ} \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) - u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right)^2.
\]
Note that we can write
\[
\left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) - y_t \right)^2 = u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right)^2 + u \left( \left\langle \alpha(x_t), \theta \right\rangle \right)^2 + 2 \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) - u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right) (u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) - y_t),
\]
and using that \( u \) is nondecreasing and L-Lipschitz,
\[
\left\langle u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) - y_t \right\rangle \alpha(x_t), \theta - \hat{θ}_t \leq -\frac{1}{L} \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) \right)^2 + \left( u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right)^2.
\]
Putting these together, we conclude the bound,
\[
d_{ψ}(θ \parallel \hat{θ}_{T+1}) \leq d_{ψ}(θ \parallel \hat{θ}_1) - \frac{1}{L} \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) \right)^2 + \frac{λC^2}{2σ} \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) \right)^2 + \frac{λC^2}{2σ} \left( u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right)^2 + \frac{λ^2C^2}{2σ} \left( u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right)^2.
\]
Summing both sides from \( t = 1 \) to \( T \),
\[
d_{ψ}(θ \parallel \hat{θ}_{T+1}) \leq d_{ψ}(θ \parallel \hat{θ}_1) - \frac{1}{L} \sum_{t=1}^{T} \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) \right)^2 + \frac{λC^2}{2σ} \sum_{t=1}^{T} \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) \right)^2 + \frac{λC^2}{2σ} \sum_{t=1}^{T} \left( u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right)^2 + \frac{λ^2C^2}{2σ} \sum_{t=1}^{T} \left( u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right)^2.
\]
Define the filtration \( \{ F_t = σ(x_1, y_1, x_2, y_2, \ldots, x_t, y_t, x_{t+1}) \} \), and note that \( \alpha(x_t) \) and \( \hat{θ}_t \) are both measurable with respect to \( F_{t-1} \). Using that \( E[y_t|x_t] = u \left( \langle \alpha(x_t), θ_t \rangle \right) \), this shows that the two sequences
\[
D_t^{(1)} = (u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) - y_t) \left\langle \alpha(x_t), \theta - \hat{θ}_t \right\rangle,
D_t^{(2)} = (u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) - y_t) \left( u \left( \left\langle \alpha(x_t), \hat{θ}_t \right\rangle \right) - u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) \right),
\]
are martingale difference sequences adapted to \( F_t \). Furthermore, note that \( |D_t^{(1)}| \leq CR \) and \( |D_t^{(2)}| \leq LCR \) almost surely where \( R = Diam(C) \). Hence, by an Azuma-Hoeffding bound, with probability at least \( 1 - δ/3 \),
\[
\sum_{t=1}^{T} D_t^{(1)} \leq \sqrt{CRT \log(6/δ)},
\]
\[
\sum_{t=1}^{T} D_t^{(2)} \leq \sqrt{LCRT \log(6/δ)}.
\]
We also have the almost sure bound on the remaining variance term,
\[
\sum_{t=1}^{T} (u \left( \left\langle \alpha(x_t), \theta \right\rangle \right) - y_t)^2 \leq T.
\]
Putting these bounds together and rearranging, we conclude that with probability at least $1 - 2\delta/3$,

$$
\lambda \left( \frac{1}{L} - \frac{\lambda C^2}{2\sigma} \right) \sum_{t=1}^{T} \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right)^2 \leq d_\psi \left( \theta \parallel \hat{\theta}_1 \right) - d_\psi \left( \theta \parallel \hat{\theta}_{T+1} \right) + \lambda \sqrt{CRT \log(6/\delta)} + \frac{\lambda^2 C^2 T}{2\sigma}.
$$

Let $\beta \in (0, 1)$ and take $\lambda = \min \left\{ \frac{2\sigma(1-\beta)}{C^2L}, \frac{1}{\sqrt{T}} \right\}$. Define $\beta' = 1 - \frac{2\sigma C^2}{\sqrt{T}}$, and define $\bar{\beta} = \max\{\beta, \beta'\}$. Then $\frac{1}{L} - \frac{\lambda C^2}{2\sigma} = \frac{\bar{\beta}}{L}$. Defining $\varepsilon_t = \left( u \left( \langle \alpha(x_t), \hat{\theta}_t \rangle \right) - u \left( \langle \alpha(x_t), \theta \rangle \right) \right)^2$, we find

$$
\sum_{t=1}^{T} \varepsilon_t \leq \frac{L}{\bar{\beta}} \max \left\{ \sqrt{T}, \frac{C^2 L}{2\sigma(1-\beta)} \right\} d_\psi \left( \theta \parallel \hat{\theta}_1 \right) + \frac{L}{\bar{\beta}} \sqrt{CRT \log(6/\delta)} + \frac{C^2 L \sqrt{T}}{2\sigma \beta}.
$$

As in the proof of Theorem H.1, we now want to transfer this bound to a bound on $\varepsilon(h_t)$ via Lemma H.1. Define $D_t^{(3)} = \varepsilon(h_t) - \varepsilon_t$, and note that this is a martingale difference sequence adapted to the filtration $\{\mathcal{F}_t = \sigma(x_1, y_1, x_2, y_2, \ldots, x_t, y_t)\}$. $D_t^{(3)}$ satisfies the following inequalities almost surely,

$$
E \left[ \left( D_t^{(3)} \right)^2 \mid \mathcal{F}_{t-1} \right] \leq \frac{L^2 C^2 R}{2}.
$$

Thus, by Lemma H.1 with probability at least $1 - \delta/3$,

$$
\sum_{t=1}^{T} \varepsilon(h_t) \leq \frac{L^2 C^2 R}{2(3-e)} \log(3/\delta) + \frac{1}{3-e} \sum_{t=1}^{T} \varepsilon_t.
$$

Using (19), with probability at least $1 - \delta$,

$$
\sum_{t=1}^{T} \varepsilon(h_t) \leq \frac{L^2 C^2 R}{2(3-e)} \log(3/\delta) + \frac{L}{\beta(3-e)} \max \left\{ \sqrt{T}, \frac{C^2 L}{2\sigma(1-\beta)} \right\} d_\psi \left( \theta \parallel \hat{\theta}_1 \right) + \frac{L}{\beta(3-e)} \sqrt{CRT \log(6/\delta)}
$$

$$
+ \frac{C^2 L}{\sigma \beta(3-e)} \sqrt{LCR \log(6/\delta)} + \frac{C^2 L \sqrt{T}}{2\sigma \beta(3-e)}.
$$

Noting that $\min_{t<T} \varepsilon(h_t) \leq \frac{1}{T} \sum_{t=1}^{T} \varepsilon(h_t)$ completes the proof. \hfill \square