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Abstract—As robotic systems become more and more capable of assisting humans in their everyday lives, we must consider the opportunities for these artificial agents to make their human collaborators feel unsafe or to treat them unfairly. Robots can exhibit antisocial behavior causing physical harm to people or reproduce unfair behavior replicating and even amplifying historical and societal biases which are detrimental to humans they interact with. In this paper, we discuss these issues considering sociable robotic manipulation and fair robotic decision making. We propose a novel approach to learning fair and sociable behavior, not by reproducing positive behavior, but rather by avoiding negative behavior. In this study, we highlight the importance of incorporating sociability in robot manipulation, as well as the need to consider fairness in human-robot interactions.

Index Terms—Fairness, Robot Learning, Collaborative Robotics, Psychological Robotic Safety

I. INTRODUCTION

We envision a future in which robots can be ubiquitous helpers in human environments and assist humans with everyday tasks. Aside from the many challenges in robotic perception, planning, and manipulation that need to be addressed, we also see a need to address the societal impact that these robots will have. In recent years, the discussion in the AI community about AI perpetuating harmful stereotypes, and cementing existing systemic discrimination has grown louder [1], [2]. Existing AI systems have been shown to be lacking in these regards and the field focused on fairness-aware learning has formed, that seeks to analyze AI’s potential for exhibiting discriminatory behavior and to propose means to remedy it.

In the field of robotics, these efforts are still in their infancy, largely due to there not being many scenarios of human-robot-interaction yet in which the robot actually perceives the human and changes its actions based on its perceptions. As humans and robots start to act in closer proximity, either working in parallel, or collaborating on tasks, the potential for robot induced harm grows. Setting aside potential physical injury, we must also be conscious of the fact that robot behavior might make people feel unsafe, disrespected, rejected, or humiliated. Arguably, behavior resulting in these feelings will have a strong negative impact on humans, as they are exhibited during a personal, physical interaction and ultimately even lead to a diminishing acceptance of robots in human environments.

This concern necessitates the question what good robot behavior is. Are the motions the robot is performing pleasant to the humans in its vicinity? Are the decisions a robot takes fair to a human collaborator? In this paper, we argue that it might not be prudent to optimize for the ideal sociable motions, or the fairest decisions, as these might be hard to determine. Instead, we argue that it is sufficient for robotic agents to learn what antisocial, or unfair behaviors are in order to limit their behavior to being social and fair. We propose this argument in two areas of robotics: motion generation and decision making. Being embodied agents is a unique feature of robots and thus it must be considered carefully how executed motions are perceived by humans. In the area of decision making, we are concerned with the kinds of plans robots might generate and how these impact people in the short- and long-term. Here, we find parallels to general AI fairness research and examine utilizing protected characteristics positively, to facilitate equitable and inclusive robotic behavior.

For both of these areas, we ground the problem of social and fair robotic behavior in insights from sociological and psychological study. We highlight technical approaches either performing initial steps towards addressing these challenges, or approaches which can be employed to teach robots what not to do, as per our proposed approach.
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II. Safe and Social Robot Manipulation

Sociability is currently defined as the ability of people to interact peacefully and pleasantly with others based on the use of social norms and social skills. Importantly, in social environments there exist reciprocal influences between individuals and the social context [3]. On a high level, it is connected not only to friendliness but also with respectful behavior. Thus, researchers argue that social behavior transcends specific actions, and situation and distinguishes them based on concepts like social norms, and attitudes such as empathy, and respect [4]. On the one hand, social norms refer to not invading personal space, not blocking peoples’ paths or actions, make direct eye contact with the person you are speaking with, do not interrupt someone while they are talking, among others. On the other, respectful behavior means the capacity to perform actions that do not endanger the dignity or the psychology of others. In spaces where small groups of people interact directly, such as family gatherings, outings with friends, as well as in large spaces where large groups of people interact, such as in parks, shopping malls, hospitals, bars, etc., people constantly and unconsciously make use of social norms, social skills and dignified behavior. The stability of the interaction of different social groups, as well as societies, depends on this social behavior. Consequently, social behavior plays an important role in maintaining social cohesion in smaller and larger groups of people, as well as in society itself. The representation of this social behavior depends on the postures, expressions and sometimes vocalisations which denote that an approach is friendly and not hostile [5].

Roboticians have also investigated the sociability of robots for human-robot-interactions (HRI). One line of inquiries has investigated the imitation of social cues and appropriate communication in social contexts. Researchers have studied the impact of the physical appearance, reactions to touch, and communication routines on human participants [6]–[8]. The focus for most of these efforts has been on deploying robots in health- or elder care settings. They have been successful in evoking an attribution of social intentions from study participants, and were able to demonstrate that robots can benefit social interactions. However, these works focus on social interaction as the primary task of the robot. This neglects the aspect of circumstantial social interaction. When we want to task a robot with helping a human to unpack groceries, fold laundry, or wipe the floor, these skills are commonly developed in small groups of people, as well as in society itself. The representation of this social behavior depends on the postures, expressions and sometimes vocalisations which denote that an approach is friendly and not hostile [5].

As robotic manipulation skills improve, the question of acting sociably around humans becomes more and more prevalent. The field needs to develop an understanding of, and metrics for humans’ perception of robotic motions. According to the metrics, our robotic agents must be able to learn or generate manipulation actions which remain responsive to the humans around the robot, and make them feel at ease, if not even comforted by the robot. While approaches for the prediction and avoidance of human motions exist [11] and have shown to greatly improve efficiency of human robot collaboration, a more general approach to generating socially compliant manipulation is needed for enabling general human robot cooperation and collaboration.

In robot navigation, researchers have derived an extensive set of constraints that specify the social aspect of traveling around people. Commonly, these constraints are based on social norms [12], [13]. In [12] the authors expose that traditional robot control algorithms for path planning and obstacle avoidance treat all unexpected sensor readings as subjects that must be avoided. These traditional avoidance methods do not abide by social norms. The authors present a list of relevant constraints for robot navigation around people such as minimizing distance, obstacle avoidance, people avoidance, personal space, robot space, passing on the right, default velocity, facing the direction of travel and inertia. These first three, minimizing distance and the two aspects of social avoidance, relate to the task of traveling to a goal. Personal space, robot space and passing to the right are connected with social aspects of navigating around people. Finally, default velocity, facing the direction of the travel and inertia are understood as both task and social conventions, because failing to observe them can be inefficient (task-related) and socially awkward (social conventions).

While these constraints can be formulated rather easily in a 2D navigation task, the high-dimensional nature of robotic manipulation makes it difficult to derive such heuristics manually. Instead, robots will need to be able to learn bounds on their motions conditioned on the people around them. While detecting a human collaborator’s comfort or discomfort in the presence of the robot might be too difficult for a first step, kinesthetic teaching, as done by [14], might be a feasible manner to communicate discomfort to the robot. The authors of [15] demonstrate an online interactive scheme for updating a manipulation policy through human feedback. With the space of discomfort inducing motions and postures learned, the robot can restrict its motion to an agreeable set.

Enabling robot manipulation to exhibit these social skills can lead to smoother and more positive human-robot interaction [6], [7]. In the absence, collaboration can be intrusive and awkward, and become uncomfortable. When robots behave in an antisocial manner this can cause the entire human-robot collaboration to break down.
Once the robot is able to learn to restrict its range of motion, we will come to the realization that there will not be one space of agreeable motions for everyone. Instead, depending on a human partner’s personality, and likely also protected characteristics, the robot will have to decide which limiting space is acceptable. When interacting with an elderly person, fast motions might be seen as impatient, while a younger person might perceive them as lazy. In the end, it should be our goal as roboticists to enable robots to accommodate the diverse preferences of the diverse human collaborators that might interact with it. We must avoid causing people discomfort due to a bias in the collected data, or a person’s membership in a minority group with little statistical weight. In the following section, we discuss the aspect of fair, not equal, robotic behavior and decision making in the context of collaborative manipulation.

III. (UN-) FAIR HUMAN-ROBOT COLLABORATION

Fairness is presented as an ambiguous ethical concept since it has different interpretations depending on the field in which it is used. In machine learning and artificial intelligence, fairness is a established area that studies how to ensure that the biases in the data and model inaccuracies do not lead to AI that treat individuals unfavorably on the basis of protected characteristics such as race, gender, disability, socioeconomic and sociodemographic position [16]. Fairness has become an important subject of study in AI research, after it was discovered that many of the state of the art models display a tendency to perpetuate historical or systemic biases against disadvantaged groups [17]–[19]. To understand how these larger implications are reflected in small-scale human-robot interaction, consider a simple collaborative task that a robot could learn from demonstrations:

A human and a robot are tasked with tidying up a table together. As illustrated in Fig. 1 both of them are going to stand on the same side of the table, while there are crates at the ends which the items scattered on the table need to be sorted into. In order to prepare for the task, the robot will observe human participant pairs perform it. On the one hand, the robot will study the way the participants move in each other’s presence, learning the acceptable range of motion, but it will also monitor the macroscopic actions taken by the participants: Which items do they pick up, where do they place them. In the presented setup with the crates at the far ends of the table, an efficient and fair solution would be for either participant to move the items belonging in the crate far away from them to the center of the table while placing all the items within their reach into the crate close to them. In general, we would expect to see an equal amount of items moved by either partner. According to [20] a deviation from such behavior would be deemed unfair. While it will be difficult, maybe even impossible, to exhibit perfectly fair behavior, we can teach the robot not to imitate demonstrations, which violate fairness grossly, implicitly teaching it to reproduce reasonably fair behavior. However, there are cases in which this behavior might be perceived as unfair: If one of the collaborators has a physical disability, they might not be able to move an equal amount of items in the same time. This does not demonstrate an unfair treatment of their non-disabled partner. In turn, their collaboration partner might eventually enter the disabled partner’s personal space, in order to take on some of the remaining workload. With an other collaboration partner, this overreach might be viewed as undue impatience. With a different set of protected characteristics, i.e. mismatched gender, it might even be an expression of negative discrimination.

The design of fair algorithms in machine learning, as well as in robot learning, has become a crucial policy issue. Current legislation ensures fairness by barring algorithm designers from using demographic information in their decision making, pursuing an approach of fairness through unawareness. Researchers have been critical of these measures [21], [22]. They explain that developers employing equal treatment can lead to disparate impact given that there are important differences among groups of people based on demographic differences and protected characteristics. As [23] points out, the uncritical imitation of social interactions conditioned on protected characteristics does not prevent discrimination. Instead, they suggest a method to relearn a robotic behavior, which equalizes it with respect to selected protected characteristics. However, a human supervisor is still needed to inform the approach of pairs of attributes with respect to which its policy is unfair. Nonetheless, in machine learning, the use of impact parity in fair algorithms has been presented as a way to ensure real equal opportunities and treatment for diverse groups. As it is possible to observe in this discussion, the definition of fairness and use of protected characteristics still being a dilemma in machine learning and robot learning. Firms, institutions, and governments are using machine learning algorithms in areas where people are expecting fair treatment. However, the difficulty of judging a fair decision has made this problem increasingly complex [16], [24]. While it is possible in most of the institutional applications of AI to verify a deployed model’s fairness statistically, in robot manipulation this will not be as easy. The range of exhibited motions and generated plans is highly dependent on the context in which the robot is operating. Further, there might be no statistical comparison once we enable our robots to learn new tasks demonstrated by individual users. Thus, we conclude that we will have to build on humans surrounding the robot telling it that it is behaving antisocially, or unfairly and for the robot to adjust it behavior and decisions instantly.

This inverse form of learning fair and sociable behavior is not as contrary as one might initially think. In daily life, people continuously judge actions as fair and unfair depending on the outcome of the action, moral or cultural norms, personal experience and bias. Generally, the standards of fairness used in social context are used in applied science such as robotics. For instance, in [25] the theory of distributive procedural and psychology justice is used. However, even in social contexts people tend to emphasize these standards differently when accounting for the fairness-unfairness experiences versus those they have witnessed and when judging fair versus unfair
outcomes [26]. In the field of law, researchers consider it necessary to define unfairness in order to recognize fairness [27]. In philosophy, philosophers such as David Hume and John Rawls state that unfairness is a basic element of ethical judgements in fields such as politics and morality [28]. Therefore, the sense of fairness ought to yield an outcome that people would agree on. Consequently, fair decisions should abide by most rules against objectionable discrimination, i.e. a person not being selected for a job based on aspects of their race or gender. Objectionable discrimination results in injustice, inequity, deceptive, and abusive behavior. Also, unfair behavior is commonly characterized to cause rejection in the society, and often yields a tendency to correct it. Consequently one can argue that every action that impacts the society negatively, causes damage to other people, especially the most disadvantaged [29]. In general, people tend to agree about the unfairness of presented situations and universally reject them. It is important to mention that a meaningful structural representation of unfairness has to consider the particular content of unfair situations as well as the social setting where they occur [30] and the group, or individuals affected.

Finally, from a technical perspective, problems involving multiple agents can be understood through the lens multi-agent reinforcement learning [31]. Recently, researchers have investigated the inclusion of social goals as additional goals for agents [32]. While these goals are very primitive at the moment, they can produce supportive or antagonistic behaviors in agents. Going forward it might be possible to employ such models to infer the perception of fairness that a collaboration partner has, and use the negative feedback to correct the assumption. While these models are simplistic now, they might be a good first step towards a more complete model of human fairness.

IV. OUTLOOK

As we expect robots to become ubiquitous agents in everyday human environments, we have to ensure that their interactions are physically sociable as well as fair towards the humans they interact with. In this paper, we have proposed to address these challenges not by attempting to learn positive behavior, but rather by learning to avoid negative behavior. We view this approach as more reliable than learning the positive, as it is hard to say what is perfectly sociable or fair, but it is easy to determine what is antisocial or unfair. To move forward, we have provided references to existing works in safe human-robot interactions, as well as methods that can enable a robot to learn how not to act. With respect to developing fair robots, we have exemplified how it will be important for a robot to recognize diverse groups and adapt its behavior to their needs. To aid fellow roboticists, we presented sociological and philosophical references which study the matter. From these sources we also find that our proposed inversion is something very human.
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