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Abstract In order to protect the color image copyright protection of the digital multimedia, it is necessary to design a color image watermarking algorithm. To achieve this purpose, an improved color image watermarking scheme based on QR decomposition for color image matrix is proposed in this paper. The proposed method gives a new algorithm to find elements of $Q$ and $R$ matrices instead of using Gram-Schmidt algorithm for QR factorization. First, $R$ matrix is performed by solving a set of linear equations where diagonal elements of $R$ are checked and modified if they are zero or negative. After that, $Q$ matrix is computed based on $R$ matrix. In addition, a novel formula is proposed to improve extracting time where the first element $R(1, 1)$ of $R$ matrix is found instead of computing QR decomposition as the previous proposals. Experimental results show that the proposed method outperforms other methods considered in this paper in term of the quality of the watermarked images and the robustness of embedding method. Furthermore, the execution time is significantly improved and the watermark image is more robust under some tested attacks.

1 Introduction

1.1 Overview

In recent years, exchanging data via the internet has become more and more popular. With the rapidly development of digital technology techniques and devices, it has brought a lot of convenience for users. However, it is also a fertile land for attacks who want to steal/replace or fake information. Therefore, inspecting data’s integrity and authentication is an extremely important issue to tackle risks. For images, beside general rules of the law, there are some applied methods such as encryption, information hiding, watermarking to help owners to protect their digital copyright. Among these techniques, the image watermarking technique has been known as the best one until now. Watermarking is a process of embedding digital information called watermark into image by some constraints.
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Depending on the watermark embedding domain, digital watermarking methods can be divided into two main categories: spatial domain and transform domain. In spatial domain techniques, the watermark is inserted by directly altering pixel intensities of the cover image [1]. Altering least significant bits (LSB) of the cover image is one of the common spatial domain based watermarking techniques. Spatial domain methods have low computational complexity, but they are not usually robust against almost image processing or other attacks. On the other hand, in transform domain methods, the original image is first transformed into the frequency domain by several transformation methods, such as discrete cosine transform (DCT), discrete wavelet transform (DWT) or matrix decomposition such as singular value decomposition (SVD), QR decomposition, LU decomposition and Schur decomposition. Then, according to the certain criteria, the transform domain coefficients are altered for embedding the watermark information. Finally, inverse transform is applied to obtain the watermarked digital image. Although watermarking methods in the frequency domain have high computational complexity, they are always more robust than spatial domain watermarking schemes.

Image watermarking schemes based on DCT transformation often embed watermark on median frequency to harmonize between the quality of watermarked image and the robustness of extracted information [2, 3]. If embedding is implemented on low frequency, the extracted watermark is good but the invisibility of watermarked image is bad, and vice versa. For DWT transformation, the watermark is commonly inserted on LL low sub-domain to archive a robust result [4]. However, for balancing the the quality of watermarked image and the robustness of extracted watermark, the watermark is commonly embedded into HL and LH sub-band.

For SVD decomposition, there are two trends for embedding and extracting process. The first one uses the first element \( D(1, 1) \) of \( D \) triangular matrix to change pixel values [5, 6]. Whereas, an other way executes modifying elements of the first column of \( U \) matrix [7, 8]. Sun et al. in [5] designed a novel watermarking scheme based on SVD, in which the watermark was embedded into \( 512 \times 512 \) images by modifying the first coefficient of the \( D \) triangular matrix. This method had better performance in term of robustness because the authors proposed an excellent formula to embed as well as extract watermark. In addition, there was a novel scheme which is proposed by An-Wei Luo in 2020 [8]. This proposal performed an optimal SVD blocks selection strategy to improve the imperceptibility and used different embedding strengths for each block. However, embedding on two elements \( U(2, 1) \) and \( U(3, 1) \) of \( U \) matrix reduced the quality of the watermarked image.

While the time required to conduct SVD computation is about \( 11n^3 \) flops, the Schur decomposition needs fewer number of flops which is approximately \( 8n^3/3 \) for a \( n \times n \) matrix. That is the reason why some researchers focused on kind of this matrix analysis [9, 10]. Su [10] in 2020 described a new based Schur algorithm where the \( U(2, k) \) and \( U(3, k) \) elements of \( U \) unitary matrix are chosen for embedding (with \( k \) is a row index of \( D \) triangular matrix that contains the biggest value). Although Schur decomposition takes execution time less than SVD factorization, it is still a complex transformation.

There were several researchers who utilized QR decomposition to transform pixel matrices in their watermarking techniques [11–16]. QR decomposition is an intermediate step of Schur decomposition, so it requires less number of computations. From 2013 to 2019, Qingtang Su had three papers which focused on QR factorization. In the first method, Su performed a watermarking process which depends on the relation between the second row first column coefficient and the third row first column coefficient of \( Q \) unitary matrix [11]. After that, Su improved it by alternative choices in years of 2017 and 2019 where the author divided the host image into \( 3 \times 3 \) blocks instead of size of \( 4 \times 4 \) in the papers [14, 16].
These improvements enhanced the embedded watermark capacity, however the quality of watermarked image was heavier affected.

Beside using separately above methods, many authors also had hybrid image watermarking schemes to strengthen the robustness of watermark in recent years. That is a combination of DWT and SVD [17–21], DCT and SVD [22], DWT and DCT [23], DWT and QR [24, 25], or DWT and LU [26]. The experimental results of these proposals showed that robustness of extracted watermark is more improved than previous researches. Normalized Correlation (NC) value, which measures robustness, is often up to 90% under almost image attacks. However, the invisibility of watermarked image is only around 40dB by Peak Signal to Noise Ratio (PSNR) index. Furthermore, these methods cost the computational complexity and they are not suitable for real-time systems.

1.2 Challenging issues

As above discussions, an effective image watermarking scheme needs to satisfy three main criteria that involve quality of watermarked image, robustness of extracted watermark, and execution time. In order to balance these requirements, a novel method, which is based on formula of Sun [5] and QR decomposition, is proposed in our paper. Sun [5] embedded information on the first element $D(1,1)$ of $D$ triangular matrix after decomposing SVD (called SunSVD). In their method, the embedding and extracting formula in this proposal was referred by many researchers due to its stability. Because of high computational complexity, SVD decomposition should be replaced with QR decomposition. From this idea, a combination between QR decomposition and the formula of Sun (called SunQR) is experimented. It uses Gram-Schmidt algorithm [27] for QR factorization and the formula of Sun for embedding as well as extracting watermark. To be similar to SVD decomposition, the first element $R(1,1)$ of upper triangular matrix $R$ is used to embed and extract information.

As experimental results, although this method increases speed of calculating, it gives out worse the invisibility and the robustness of the watermarked image than the one based on SVD decomposition. A reason for this is because Gram-Schmidt algorithm calculates $Q$ and $R$ column by column, so it does not inspect diagonal elements of $R$ matrix if these values are zero or negative.

1.3 Our contributions

Our contributions can be summarized as follows:

1. To overcome drawbacks of SunQR, a new watermarking scheme based on QR decomposition is proposed in this paper where $R$ matrix is computed at first and diagonal elements of $R$ matrix are checked and modified if they are zero or negative.
2. Calculating elements of $R$ is performed by solving a set of linear equations; after that, $Q$ is computed based on $R$. Due to this computation, the quality of the watermarked image will be significantly improved.
3. In addition, for improving extracting time, a novel formula is designed to get out the first element $R(1,1)$ of $R$ matrix instead of calculating QR factorization as the previous proposals. Based on our proposed extracting scheme, our method can reduce significantly execution time comparing with another methods. That makes our method can be suitable for real-time applications.
1.4 Roadmap

The rest of this paper is organized as follows. Sect. 2 describes the QR decomposition theory and its special features. Then, Sect. 3 introduces the details of our watermark embedding and our watermark extraction procedure. After that, Sect. 4 gives the experimental results and discussion. Finally, Sect. 5 concludes this paper.

2 Preliminaries

2.1 QR decomposition

QR decomposition (also called QR factorization) of a matrix $A$ is a decomposition of the matrix into two matrices as Eq. (1).

$$ A = QR, $$ (1)

where $Q$ is an orthogonal matrix (i.e. $Q^T Q = QQ^T = I$) and $R$ is an upper triangular matrix. If $A$ is non-singular, then this factorization is unique.

For example, a matrix $A$ of size $4 \times 4$ as

$$ A = \begin{bmatrix} 40 & 39 & 39 & 38 \\ 40 & 40 & 40 & 39 \\ 41 & 42 & 42 & 40 \\ 44 & 46 & 44 & 41 \end{bmatrix} $$

can be factored into an orthogonal matrix $Q$ and an upper triangular matrix $R$ by QR decomposition like this,

$$ Q = \begin{bmatrix} 0.4845 & -0.6921 & -0.3499 & -0.4049 \\ 0.4845 & -0.2374 & 0.1917 & 0.8199 \\ 0.4966 & 0.2113 & 0.7381 & -0.4049 \\ 0.5329 & 0.6481 & -0.5440 & 0.0000 \end{bmatrix} $$

$$ R = \begin{bmatrix} 82.5651 & 83.6431 & 82.5772 & 79.0164 \\ 0 & 2.1996 & 0.9033 & -0.5341 \\ 0 & 0 & 1.0880 & 1.4020 \\ 0 & 0 & 0 & 0.3947 \end{bmatrix} $$

2.2 Arnold transform

For improving the security of watermarking method, Arnold transform is often used to permute watermark image [10], and its detailed permutation process is given by

$$ \begin{bmatrix} x' \\ y' \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 1 & 2 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} \pmod{N}, $$ (2)

where $x'$, $y'$, $x$ and $y$ are integers in \{0, 1, 2, \ldots, N - 1\} and $N$ is order of watermark image matrix. The image pixel at the coordinate $(x, y)$ can be permuted to new coordinate $(x', y')$ by Eq. (2), which disorganizes the order of watermark image and enhances the security in visual identification of watermark images. Moreover, the number of permutation times of Arnold transform is often used as the secret key.
2.3 The special feature of $Q$ and $R$ matrix

By multiplying two sides of the equation with $A^T$ (is a transposition of $A$), Eq. (1) in Sect. 2.1 becomes as follows:

$$A^T A = A^T QR = M$$

$$\Rightarrow A^T A = (QR)^T QR = M$$

$$\Rightarrow A^T A = R^T Q^T QR = M$$

$$\Rightarrow A^T A = R^T R = M \quad (3)$$

(since $Q$ is an orthogonal matrix, so $Q^T Q = I$, where $I$ is the identity matrix.)

Since $R$ is an upper triangular matrix, $R$ can be computed easily by solving a set of linear equations. Supposedly, the host matrix $A$ has size of $4 \times 4$. Therefore, the $M, A^T, R^T$ and $R$ matrices are also $4 \times 4$ matrices. The elements of $A$ are represented as follows:

$$A = \begin{bmatrix} a_{11} & a_{12} & a_{13} & a_{14} \\ a_{21} & a_{22} & a_{23} & a_{24} \\ a_{31} & a_{32} & a_{33} & a_{34} \\ a_{41} & a_{42} & a_{43} & a_{44} \end{bmatrix} = \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \\ \alpha_4 \end{bmatrix},$$

where $\alpha_1, \alpha_2, \alpha_3, \alpha_4$ are column vectors of $A$, respectively. We have

$$A^T = \begin{bmatrix} a_{11} & a_{12} & a_{13} & a_{14} \\ a_{12} & a_{22} & a_{23} & a_{24} \\ a_{13} & a_{23} & a_{33} & a_{34} \\ a_{14} & a_{24} & a_{34} & a_{44} \end{bmatrix}, \quad M = A^T A = \begin{bmatrix} m_{111} & m_{112} & m_{113} & m_{114} \\ m_{121} & m_{122} & m_{123} & m_{124} \\ m_{131} & m_{132} & m_{133} & m_{134} \\ m_{141} & m_{142} & m_{143} & m_{144} \end{bmatrix}$$

$$R = \begin{bmatrix} r_{11} & r_{12} & r_{13} & r_{14} \\ 0 & r_{22} & r_{23} & r_{24} \\ 0 & 0 & r_{33} & r_{34} \\ 0 & 0 & 0 & r_{44} \end{bmatrix}, \quad R^T = \begin{bmatrix} r_{11} & 0 & 0 & 0 \\ r_{12} & r_{22} & 0 & 0 \\ r_{13} & r_{23} & r_{33} & 0 \\ r_{14} & r_{24} & r_{34} & r_{44} \end{bmatrix}$$

In order to find the elements of R matrix, we will begin with Eq. (3).

$$R^T R = M \Leftrightarrow \begin{bmatrix} r_{11} & 0 & 0 & 0 \\ r_{12} & r_{22} & 0 & 0 \\ r_{13} & r_{23} & r_{33} & 0 \\ r_{14} & r_{24} & r_{34} & r_{44} \end{bmatrix} \begin{bmatrix} r_{11} & r_{12} & r_{13} & r_{14} \\ 0 & r_{22} & r_{23} & r_{24} \\ 0 & 0 & r_{33} & r_{34} \\ 0 & 0 & 0 & r_{44} \end{bmatrix} = \begin{bmatrix} m_{111} & m_{112} & m_{113} & m_{114} \\ m_{121} & m_{122} & m_{123} & m_{124} \\ m_{131} & m_{132} & m_{133} & m_{134} \\ m_{141} & m_{142} & m_{143} & m_{144} \end{bmatrix}$$

Therefore, we have

$$r_{11}r_{11} = m_{111} \Rightarrow r_{11} = \sqrt{m_{111}} \quad (4)$$

$$r_{11}r_{12} = m_{112} \Rightarrow r_{12} = \frac{m_{112}}{r_{11}}$$

$$r_{11}r_{13} = m_{113} \Rightarrow r_{13} = \frac{m_{113}}{r_{11}}$$

$$r_{11}r_{14} = m_{114} \Rightarrow r_{14} = \frac{m_{114}}{r_{11}}$$

$$r_{12}r_{12} + r_{22}r_{22} = m_{222} \Rightarrow r_{22} = \sqrt{m_{222} - r_{12}^2} \quad (5)$$

$$r_{12}r_{13} + r_{22}r_{23} = m_{233} \Rightarrow r_{23} = \frac{m_{233} - r_{12}r_{13}}{r_{22}}$$
In general, if the host matrix $A$ has size of $n \times n$, we have

$$r_{11} = \sqrt{m_{11}}$$
$$r_{ij} = m_{ij}$$
$$r_{ij} = \begin{cases} 
\sqrt{m_{ij} - \sum_{k=1}^{i-1} r_{kj}^2}, & i = j \\
\left(\frac{m_{ij} - \sum_{k=1}^{i-1} r_{ik}r_{kj}}{r_{ii}}\right), & i \neq j
\end{cases}$$

(8)

where $i, j = 2, 3, \ldots, n$.

Calculating $Q$ is based on $R$ matrix. $Q$ matrix can be expressed by column as follows:

$$Q = \begin{bmatrix}
q_{11} & q_{12} & q_{13} & q_{14} \\
q_{21} & q_{22} & q_{23} & q_{24} \\
q_{31} & q_{32} & q_{33} & q_{34} \\
q_{41} & q_{42} & q_{43} & q_{44}
\end{bmatrix} = \begin{bmatrix}
q_1 \\
q_2 \\
q_3 \\
q_4
\end{bmatrix}$$

The Gram-Schmidt algorithm, which was introduced in [27], computes $Q$ column by column. According to that, the columns of $Q$ are calculated as follows:

$$\tilde{q}_1 = a_1 = \begin{bmatrix}
a_{11} \\
a_{21} \\
a_{31} \\
a_{41}
\end{bmatrix}$$

and

$$q_1 = \frac{1}{r_{11}} \tilde{q}_1$$

$$\tilde{q}_2 = a_2 - r_{12}q_1 = \begin{bmatrix}
a_{12} \\
a_{22} \\
a_{32} \\
a_{42}
\end{bmatrix} - r_{12} \begin{bmatrix}
q_{11} \\
q_{21} \\
q_{31} \\
q_{41}
\end{bmatrix}$$

and

$$q_2 = \frac{1}{r_{22}} \tilde{q}_2$$

$$\tilde{q}_3 = a_3 - r_{13}q_1 - r_{23}q_2 = \begin{bmatrix}
a_{13} \\
a_{23} \\
a_{33} \\
a_{43}
\end{bmatrix} - r_{13} \begin{bmatrix}
q_{11} \\
q_{21} \\
q_{31} \\
q_{41}
\end{bmatrix} - r_{23} \begin{bmatrix}
q_{12} \\
q_{22} \\
q_{32} \\
q_{42}
\end{bmatrix}$$
and
\[ q_3 = \frac{1}{r_{33}} q_3 \]
\[ \bar{q}_4 = a_4 - r_{14} q_1 - r_{24} q_2 - r_{34} q_3 \]
\[
\begin{bmatrix}
  a_{14} \\
  a_{24} \\
  a_{34} \\
  a_{44}
\end{bmatrix} - r_{14}
\begin{bmatrix}
  q_{11} \\
  q_{21} \\
  q_{31} \\
  q_{41}
\end{bmatrix} - r_{24}
\begin{bmatrix}
  q_{12} \\
  q_{22} \\
  q_{32} \\
  q_{42}
\end{bmatrix} - r_{34}
\begin{bmatrix}
  q_{13} \\
  q_{23} \\
  q_{33} \\
  q_{43}
\end{bmatrix}
\]
and
\[ q_3 = \frac{1}{r_{33}} \]

In general, if the host matrix \( A \) has size of \( n \times n \), we have
\[ \bar{q}_1 = a_1 \quad \text{and} \quad q_1 = \frac{1}{r_{11}} \bar{q}_1 \]
\[ \bar{q}_i = a_i - (r_{1i} q_1 + r_{2i} q_2 + \cdots + r_{i-1,i} q_{i-1}) \quad \text{and} \quad q_i = \frac{1}{r_{ii}} \bar{q}_i \quad (9) \]

where \( a_i, \bar{q}_i, \text{and} q_i \) (with \( i = 2 \) to \( n \)) are \( n \times 1 \) vectors

3 The proposed watermarking method

In this section, we describe a new watermarking scheme which is based on the improved \( QR \) decomposition and the formula of Sun in paper [5]. A image watermarking includes two stages, embedding and extracting, respectively.

3.1 Watermark embedding scheme

In the embedding process, the host color image is divided into \( 4 \times 4 \) non-overlapping blocks at first. Then, the gray watermark image is permuted by Arnold transform and transformed to a binary sequence after that. Finally, the improved \( QR \) decomposition is performed on the image blocks in succession and the watermark is embedded into \( R \) matrix. The proposed watermark embedding scheme can be summarized as follows:

1. Divide the host color image \( H \) into \( 4 \times 4 \) non-overlapping blocks. In this image, each pixel is represented by three components \((R, G, B)\).
2. Transform the gray watermark image to a one-dimensional array \( w_i \) with \( i = 1, 2, \cdots, N \times N \). \( N \times N \) is the size of gray watermark image.
3. Perform \( QR \) decomposition on one block based on Sect. 2.3 as follows:
   - Assign \( B \) components of the block to a \( 4 \times 4 \) matrix (matrix \( A \)).
   - Calculate \( A^T \) by transposing \( A \).
   - Compute \( M = A^T A \).
   - Find out \( R \) and \( Q \) matrices by solving a set of equations as represented in Eq. (10) and Eq. (9).
4. Embed watermark into the triangular matrix \( R \) based on the formula of Sun [5]:
   - Get the \( R(1,1) \), first element of \( R \) matrix
   - Calculate \( z = R(1,1) \mod q \) (with \( q \) is a positive integer)
- Case $w_i = “0”$

$$R'(1,1) = \begin{cases} 
R(1,1) + \frac{q}{4} - z, & z \leq \frac{3q}{4} \\
R(1,1) + \frac{3q}{4} - z, & \text{elsewhere}
\end{cases} \quad (10)$$

- Case $w_i = “1”$

$$R'(1,1) = \begin{cases} 
R(1,1) - \frac{q}{4} - z, & z \leq \frac{q}{4} \\
R(1,1) + \frac{3q}{4} - z, & \text{elsewhere}
\end{cases} \quad (11)$$

Note that, $q$ is also the strength of watermark embedding.

5. Update $A$ by formula Eq. (1): $A' = QR'$ and assign $A'$ back to $B$ components of the block.

6. Repeat steps 3–5 until all blocks are embedded watermark values. Finally, the watermarked $B$ components are reconstructed to obtain the watermarked image $H'$.

The detail of steps for the embedding stage can be represented by Fig. 1.
3.2 Watermark extraction scheme

Since the watermark is only embedded into $R$ matrix in the embedding process, $QR$ decomposition is not needed in the watermark extraction procedure. The main purpose of this extraction scheme is finding out the first element $R(1,1)$ of $R$ matrix. This improvement makes our paper is different from another one based on $QR$ decomposition. Therefore, the watermark extraction steps are described as follows.

1. Divide the watermarked image $H'$ into $4 \times 4$ non-overlapping blocks. In this image, each pixel is represented by three components ($R, G, B$).
2. Assign $B$ components of the block to a $4 \times 4$ matrix (matrix $A$).
3. Obtain the first element $R(1,1)$ of $R$ matrix as follows:
   \[ R(1,1) = \sqrt{A(1,1)^2 + A(2,1)^2 + A(3,1)^2 + A(4,1)^2} \]  
   \[ R(1,1) = q \sqrt{A(1,1)^2 + A(2,1)^2 + A(3,1)^2 + A(4,1)^2} \]  
4. Extract information of watermark based on algorithm of Sun [5]:
   - Calculate $z = R(1,1) \mod q$
   - The watermark bit is extracted by using following equation.
     \[ w = \begin{cases} 
     "0", & z \leq q/2 \\
     "1", & \text{elsewhere} 
     \end{cases} \]  
5. Repeat steps 2-4 until watermark values are extracted on all blocks. Finally, collect all extracted watermark values into an image and use inverse Arnold transform to get the final watermark.

The detail of the extracting stage can be represented by Fig. 2.

4 Experimental results

In general, the efficiency of image watermarking schemes is usually measured by their invisibility, robustness and computing time. For evaluating the invisibility capability, not only the peak signal-to-noise ratio ($PSNR$) is used, but also the structural similarity index measurement ($SSIM$) is utilized to measure the similarity between the original color image $H$ and the watermarked image $H'$ with size of $M \times N$ in this paper. $PSNR$ is employed as a measure for evaluating the quality of the watermarked image. $PSNR$ is described by the following equation:

\[ PSNR = 10 \log_{10} \frac{25S^2}{MSE}, \]  
where the mean square error ($MSE$) between the original and watermarked image is defined as:

\[ MSE = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (H(i,j) - H'(i,j))^2 \]  
Furthermore, the Normalized Correlation ($NC$) coefficient is computed for evaluating robustness by using the original watermark $W$ and the extracted watermark $W'$, which is denoted as follows:

\[ NC = \frac{\sum_{i=1}^{L} \sum_{j=1}^{L} W(i,j)W'(i,j)}{\sqrt{\sum_{i=1}^{L} \sum_{j=1}^{L} W(i,j)^2} \sqrt{\sum_{i=1}^{L} \sum_{j=1}^{L} W'(i,j)^2}}. \]
where $W(x, y, j)$ and $W'(x, y, j)$ present the value of pixel $(x, y)$ in component $j$ of the original watermark and the extracted one, $m \times n$ denote size of row and column of the watermark image, respectively.

In general, a larger PSNR or SSIM value denotes the watermarked image is very near to the original host image, which means that the watermarking method has better performance in term of invisibility. A higher NC value reveals that the extracted watermark is alike to the original watermark, which shows that the watermarking method is more robust. In our experiments, seven 24-bit color images with size of $512 \times 512$ in the CVG-UGR image database [28] are selected as the host images, and a $32 \times 32$ gray image as shown in Fig. 3 is used as original watermark. In order to select a suitable embedding parameter, the watermark is embedded into all host images with different embedding coefficients $q$ (from 5 to 20 with the step length 1). Tab. 4 gives a part of SSIM of the watermarked images and the NC of the extracted watermark with the different embedding coefficients $q$ ($q = 5, 10, 15, 20$, respectively). As shown in Tab. 4, each watermarked image has various SSIM and NC values with the same $q$ and they are also different from other images. However, it is clear that when the coefficient $q$ increases, the SSIM is smaller whereas the NC is bigger, and vice versa. This means that if the robustness of the watermark is better, then the invisibility of the watermarked image is worse when $q$ goes up. Therefore, to balance between the invisibility and robustness, a value of $q$ is set to 10 for evaluating the performance of the proposed method.
Table 1  Values of SSIM and NC under different embedding coefficients

| Image  | q  | PSNR | SSIM | NC  |
|--------|----|------|------|-----|
| Girl   | 5  | 65.6435 | 0.9997 | 0.9656 |
|        | 10 | 62.5665 | 0.9996 | 0.9999 |
|        | 15 | 53.8237 | 0.9986 | 0.9980 |
|        | 20 | 45.4135 | 0.9932 | 0.9748 |
| lena   | 5  | 65.3886 | 0.9998 | 0.9716 |
|        | 10 | 62.4570 | 0.9996 | 0.9981 |
|        | 15 | 60.6973 | 0.9995 | 0.9980 |
|        | 20 | 59.3773 | 0.9993 | 0.9961 |
| peppers| 5  | 60.6537 | 0.9998 | 0.9547 |
|        | 10 | 55.7789 | 0.9991 | 0.9787 |
|        | 15 | 54.2037 | 0.9986 | 0.9768 |
|        | 20 | 52.0914 | 0.9978 | 0.9778 |
| avion  | 5  | 65.6314 | 0.9998 | 0.9696 |
|        | 10 | 62.5527 | 0.9997 | 0.9980 |
|        | 15 | 60.8013 | 0.9995 | 0.9990 |
|        | 20 | 59.3868 | 0.9993 | 0.9961 |
| baboon | 5  | 64.5499 | 0.9999 | 0.9809 |
|        | 10 | 62.0187 | 0.9999 | 0.9904 |
|        | 15 | 60.4548 | 0.9998 | 0.9942 |
|        | 20 | 59.2404 | 0.9997 | 0.9952 |

4.1 Invisibility test

The quality of watermarked images is evaluated by PSNR and SSIM indexes. A comparison between the method of SunSVD [5], SunQR in Sect. 1.2, Su [29], Luo [8] and our proposal is performed to simulate for effectiveness of the proposed algorithm. The details of the result are represented in Fig. 4. In general, the watermarked image is more invisible when the value of PSNR is bigger or the value of SSIM is near to 1. Theoretically, extracted watermark
| Method                          | SunSVD [5] | SunQR in Sect. 1.2 | Su [29] | Luo [8] | The proposed method |
|--------------------------------|------------|--------------------|---------|---------|--------------------|
| Watermarked image (PSNR/SSIM)  | ![Image](image1) | ![Image](image2) | ![Image](image3) | ![Image](image4) | ![Image](image5) |
| Extracted watermark (NC)       | 0.9952     | 0.9451             | 0.8522  | 0.8977  | 0.9999             |
| Watermarked image (PSNR/SSIM)  | ![Image](image6) | ![Image](image7) | ![Image](image8) | ![Image](image9) | ![Image](image10) |
| Extracted watermark (NC)       | 0.9942     | 0.9980             | 0.9414  | 0.9828  | 0.9981             |
| Watermarked image (PSNR/SSIM)  | ![Image](image11) | ![Image](image12) | ![Image](image13) | ![Image](image14) | ![Image](image15) |
| Extracted watermark (NC)       | 0.9767     | 0.9729             | 0.9158  | 0.9527  | 0.9856             |
| Watermarked image (PSNR/SSIM)  | ![Image](image16) | ![Image](image17) | ![Image](image18) | ![Image](image19) | ![Image](image20) |
| Extracted watermark (NC)       | 0.9923     | 0.9971             | 0.9609  | 0.9827  | 0.9980             |
| Watermarked image (PSNR/SSIM)  | ![Image](image21) | ![Image](image22) | ![Image](image23) | ![Image](image24) | ![Image](image25) |
| Extracted watermark (NC)       | 0.9799     | 0.9900             | 0.9667  | 0.9035  | 0.9904             |

**Fig. 4** A comparison of the quality of the watermarked images between the methods.
Table 2  Average comparison between the different methods in term of PSNR, SSIM and NC values.

| Value/Method | SunSVD [5] | SunQR in Sect. 1.2 | Su [29] | Luo [8] | The proposed method |
|--------------|------------|--------------------|--------|--------|---------------------|
| PSNR         | 55.4066    | 54.6548            | 42.6207| 49.7185| 61.5041             |
| SSIM         | 0.9972     | 0.9989             | 0.9881 | 0.9964 | 0.9997              |
| NC           | 0.9881     | 0.9806             | 0.9274 | 0.9439 | 0.9944              |

should be the same original watermark under no attacks. It means that NC value must be 1. However, it is not completely correct in our experimental tests. In fact, NC value are less than 1 because it depends on structure of host image as well as the embedding strength. In almost methods, the embedding strength is chosen to a suitable value in order to balance between the quality of watermarked image and extracted watermark.

Fig. 4 shows that PSNR/SSIM values of Su [29] and Luo [8] are lower than the other methods because the authors embedded watermark on two elements of L and U matrix, respectively. This causes a big change in two rows of the corresponding block after embedding. Therefore, the pixel values of watermarked image will not be close to the original image. As the result, the quality of watermarked image of these methods is worse. Meanwhile, the methods of SunSVD [5] and SunQR in Sec. 1.2 have higher PSNR/SSIM values. These methods use embedding formula of Sun which impacts on one element of the triangular matrix, so the embedded block only changes on one row instead of two rows as of Su [29] and Luo [8]. That is a reason why the formula of Sun is utilized in the proposed method. It can be seen clearly in Tab. 2 that the proposed method gives much higher PSNR/SSIM and NC values than others. This means that the invisibility of watermarked image is much better in the proposed scheme. In addition, the result table brings out that the proposed scheme not only overcomes on the quality of watermarked image, but also can effectively extract the embedded watermark.

Our results can be explained as follows. Theoretically, R is an upper triangular matrix with nonzero diagonal elements. According to Eq. (4) in Sect. 2.3, the first diagonal element $r_{11}$ is always positive because pixel value is also positive. However, the other diagonal ones can be zero or negative which based on Eq. (5), Eq. (6) and Eq. (7) in Sect. 2.3. From Eq. (5) in Sect. 2.3, we have $r_{22} = \sqrt{m_{22} - r_{12}^2}$. If $(m_{22} - r_{12}^2) = 0$ then $r_{22} = 0$. Thus, $r_{23}$ and $r_{22}$ are infinite. Otherwise, if $(m_{22} - r_{12}^2) < 0$, $r_{22}$ is infinite too. It is similar to $r_{33}$ and $r_{44}$. This leads to infinite values of R, Q and A matrices (with A' is the matrix A after embedding watermark). This is a reason for reducing quality of watermarked image. Therefore, to solve this issue, we check the value below the square root before calculating $r_{ii}(i = 2, 3, 4)$. If this value is zero or negative, $r_{ii}$ is set up to 1. This action not only gives out the better invisibility of the watermarked image, but also do not completely affect embedding process as well as extraction because the two processes only use the first diagonal element $r_{11}$.

4.2 Execution time test

It is easy to see that execution time of watermarking image algorithms which are based on transform domain, depends on decomposition of a matrix a lot. SVD decomposition needs about $11n^3$ flops for an $n \times n$ matrix whereas time required to compute LU factorization is $n^2$. And QR decomposition is considered as an intermediate stage between SVD and LU.

In these experiments, a computer with Intel® Core™ i5-6200U CPU at 2.30GHz, 4.00GB RAM, 64-bit OS and Visual Studio v15 is used as the computing platform. The
embedding time and extraction time of the proposed methods is 0.3448s and 0.006s, respectively. Tab. 3 shows a comparison of the execution time between different methods. According to Tab. 3, the total of execution time of the proposed method is bigger than the time of Su[29] which uses LU decomposition, but it is smaller than the others. In the scheme of Luo[8], the author proposed a combination between DWT and SVD. That is the reason why its running time is the biggest.

For embedding time, the proposed algorithm is proximate SunQR in Sect. 1.2 because the both uses QR factorization. For extraction time, the proposed method gives an effective result because it calculates length of the first column vector of A matrix to find out the first element R(1, 1) of R matrix instead of using QR decomposition as SunQR in Sect. 1.2. This demonstrates that the proposed scheme is extremely significant to improve speed of watermarking process, especially extraction time.

| Method       | Embedding time | Extracting time | Total time |
|--------------|----------------|-----------------|------------|
| SunSVD[5]    | 0.4850         | 0.0870          | 0.5720     |
| SunQR in Sect. 1.2 | 0.3718         | 0.0296          | 0.4014     |
| Su[29]       | 0.1774         | 0.0074          | 0.1848     |
| Luo[8]       | 2.4566         | 0.1730          | 2.6296     |
| Proposed method | 0.3448         | 0.0060          | 0.3508     |

Table 3 Average execution time of different methods (in second).

4.3 Robustness test

For testing the robustness of the proposed method, nine operations are used to attack three watermarked images. And then, the extracted results from the attacked images are compared to the related works with different kinds of matrix decomposition. (SunSVD [5], SunQR in Sect. 1.2, Su[29], and Luo[8]). In [5], Sun used SVD decomposition, while SunQR in Sect. 1.2 used QR factorizing based on Gram-Schmit algorithm. Beside that, LU decomposition is developed by Su in [29], and the method of Lou[8] is a combination of DWT and SVD decomposition.

First of all, blurring and sharpening are two of the common image processes. The blurring technique is set up by two arguments like radius and sigma. The first value radius, is also important as it controls how big an area the operator should look at when spreading pixels. This value should typically be either ‘0’ or at a minimum double that of the sigma. The second sigma value can be thought of as an approximation of just how much your want the image to blur in pixels. In the experiments, radius is fixed to ‘0’ and sigma is designed to 0.2 and 0.5, respectively. The sharpening operation is a sort of an inverted blurring. In fact, both the operations work in just about the same way. Therefore, its arguments are similarly set to blur. Fig. 5 and Fig. 6 give the results of visual comparison and quantitative values. NC values from two these figures inform us about the superiority of the proposed method over the others.

Adding noise is also one of the common operations in the image processing. In this experiment, we select the Salt & Peppers noise and Gaussian noise as the attack noises. In the adding Salt & Peppers noise, the noise quantity is from 1% to 10% increasing with 1%, and Fig. 7 shows part of NC values and visual perception, respectively. Moreover, adding Gaussian white noise of mean 0 and variances from 0.001 to 0.005 increasing with 0.001 to
process the watermarked images. Fig. 8 shows the NC values and visual perception results of extracted watermark after adding Gaussian white noise of mean 0 and different variances (0.001, 0.003, respectively). As can be seen from these figures, the proposed method has better robustness to against the process of adding noise.

In the filtering attack, the mean filter method is performed on the watermarked images. At first, the median filtering with different window sizes from $2 \times 2$ to $5 \times 5$ increasing with 1 is used to process the watermarked images. Fig. 9 shows the extracted watermarks and NC values with the filtering sizes of $2 \times 2$ and $3 \times 3$, respectively. It is seen from this figure that when the window size is $3 \times 3$, NC values are the best for our method. Under this filtering attack, our method also gives more effective results and the watermark image can be recognized for "avion" and "Girl" images.

For testing the cropping robustness, two cases are simulated to crop the three watermarked images. The first case is cropped in the upper left corner by 25%, while the second case is cropped in the upper half by 50%. Although NC value cannot be measure in this operation because it does not correctly reflect the quality of the extracted watermark. As the results displayed in Fig. 10, the visibility of the extracted watermarks of the proposed method is clearer than other methods. Obviously, the proposed method can be effectively against this cropping process.

| Image | Attack | SunSVD [5] | SunQR in Sect.1.2 | Su [29] | Luo [8] | The proposed method |
|-------|--------|------------|-------------------|--------|--------|---------------------|
| avion | Blurring (0.2) | [Image] | [Image] | 0.9923 | 0.9791 | 0.9609 | 0.9827 | 0.9980 |
|       | Blurring (0.5) | [Image] | [Image] | 0.9417 | 0.9674 | 0.9330 | 0.9694 | 0.9827 |
| lena  | Blurring (0.2) | [Image] | [Image] | 0.9943 | 0.9980 | 0.9415 | 0.9827 | 0.9981 |
|       | Blurring (0.5) | [Image] | [Image] | 0.9677 | 0.9808 | 0.9292 | 0.9808 | 0.9818 |
| Girl  | Blurring (0.2) | [Image] | [Image] | 0.9952 | 0.9451 | 0.8522 | 0.8977 | 0.9999 |
|       | Blurring (0.5) | [Image] | [Image] | 0.9933 | 0.9370 | 0.8436 | 0.8957 | 0.9999 |

Fig. 5 Extracted watermarks of the different methods under the blurring attacks.
| Image | Attack       | SunSVD [5] | SunQR in Sect.1.2 | Su [29] | Luo [8] | The proposed method |
|-------|--------------|------------|-------------------|---------|---------|---------------------|
| Avion | Sharpening (0.2) | 0.9923     | 0.9971            | 0.9609  | 0.9827  | 0.99805             |
|       | Sharpening (0.5) | 0.9270     | 0.9192            | 0.9406  | 0.9239  | 0.9557              |
| Lena  | Sharpening (0.2) | 0.9943     | 0.9981            | 0.9415  | 0.9827  | 0.99806             |
|       | Sharpening (0.5) | 0.9407     | 0.9367            | 0.9274  | 0.9365  | 0.9743              |
| Girl  | Sharpening (0.2) | 0.9952     | 0.9451            | 0.8522  | 0.8977  | 0.9999              |
|       | Sharpening (0.5) | 0.9887     | 0.9340            | 0.8421  | 0.8968  | 0.9990              |

**Fig. 6** Extracted watermarks of the different methods under the sharpening operations.

An other type of the well-known image operations is geometry attacks, which mainly include rotation and scaling. There are two rotation experiments to show the robustness in Fig. 11. One involves rotating the watermarked image to the right by 5 degrees. The other involves rotating the watermarked image to the right by 10 degrees. The images are first rotated a certain number of degrees clockwise and then are rotated the same number of degrees counterclockwise. Fig. 12 shows the quantitative results and visual perception results for the case of scaling, respectively. In this experiment, two scaling operations of 200% and 50% are used to deteriorate the watermarked image. From data in Fig. 11 and Fig. 12, although the proposed method gives less robustness than the methods of SunSVD [5] and Luo [8], it is more effective than the schemes of SunQR in Sect. 1.2 and Su [29].

Finally, JPEG compression is also known as a image process. In this experiment, the watermarked images are compressed by JPEG compression with the window size is $8 \times 8$ and $16 \times 16$, respectively. As the results shown in Fig. 13, although the proposed method is not the best method under JPEG compression, it has higher NC values than the methods of SunQR, Su [29] and Luo [8] for "avion" image. It is also better than the other methods for "lena" and "Girl" images, excepting the method of Lou [8].

To sum up, the average NC values in the above mentioned figures, which obtained by the methods (SunSVD [5], SunQR in Sect. 1.2, Su [29] and Luo [8]) and the proposed one, are 0.8711, 0.8406, 0.7925, 0.8283 and 0.8905, respectively. In addition, there are 33/51 NC values that the proposed method is the highest among compared methods. These data show...
| Image | Attack                               | SunSVD [5] | SunQR in Sect.1.2 | Su [29] | Luo [8] | The proposed method |
|-------|--------------------------------------|------------|-------------------|---------|---------|---------------------|
|       | Salt & Peppers noise (2%)            | 0.9676     | 0.9875            | 0.9569  | 0.9663  | 0.9904              |
| avion | Salt & Peppers noise (5%)            | 0.9281     | 0.9715            | 0.9513  | 0.9410  | 0.9724              |
|       | Salt & Peppers noise (10%)           | 0.8622     | 0.9376            | 0.9390  | 0.9134  | 0.9448              |
|       | Salt & Peppers noise (2%)            | 0.9714     | 0.9923            | 0.9396  | 0.9751  | 0.9924              |
| lena  | Salt & Peppers noise (5%)            | 0.9486     | 0.9784            | 0.9350  | 0.9495  | 0.9819              |
|       | Salt & Peppers noise (10%)           | 0.8993     | 0.9676            | 0.9245  | 0.9342  | 0.9704              |
|       | Salt & Peppers noise (2%)            | 0.9583     | 0.9391            | 0.8470  | 0.8882  | 0.9942              |
| Girl  | Salt & Peppers noise (5%)            | 0.8987     | 0.9330            | 0.8448  | 0.8689  | 0.9866              |
|       | Salt & Peppers noise (10%)           | 0.8250     | 0.9221            | 0.8344  | 0.8353  | 0.9791              |

Fig. 7 Extracted watermarks of the different methods under the Salt & Peppers noise adding.
that the proposed method has better robust than other methods in almost cases. Furthermore, the proposed method outperforms SunQR in all cases although both these methods use QR decomposition. The reason for this is because the proposed method has improvement to find out elements of $Q$ and $R$ matrices instead of using Gram-Schmidt algorithm as SunQR. By experimental results, we also can see that the schemes which use SVD decomposition (SunSVD [5] and Luo[8]) is more robust than other methods (SunQR in Sect. 1.2, Su[29] and the proposed one) under geometry attacks (rotation, scaling). However, the method of Lou[8] is less effective under mean filter and cropping operations.

### 5 Conclusion

In this paper, a novel image watermarking scheme, which is based on QR decomposition, is presented. In embedding stage, the color host image is divided into $4 \times 4$ blocks at first. For each block, QR decomposition is applied on the $B$ channel where calculating $Q$ and $R$ matrices is executed in succession. First, the elements of $R$ matrix are found by performing a
| Image | Attack | SunSVD [5] | SunQR in Sect. 1.2 | Su [29] | Luo [8] | The proposed method |
|-------|--------|------------|-------------------|--------|--------|-------------------|
| avion | Mean Filter (2x2) | 0.8005 | 0.8252 | 0.5587 | 0.6872 | 0.8261 |
|       | Mean Filter (3x3) | 0.7999 | 0.8303 | 0.4246 | 0.4754 | 0.8314 |
| lena  | Mean Filter (2x2) | 0.6324 | 0.6232 | 0.6366 | 0.5062 | 0.6512 |
|       | Mean Filter (3x3) | 0.7693 | 0.7687 | 0.4971 | 0.4930 | 0.7946 |
| Girl  | Mean Filter (2x2) | 0.7580 | 0.7934 | 0.6954 | 0.7032 | 0.8589 |
|       | Mean Filter (3x3) | 0.9211 | 0.8873 | 0.6066 | 0.5187 | 0.9658 |

Fig. 9 Extracted watermarks of the different methods under the Mean Filter attacks.

set of linear equations as Eq. (10). Second, \( Q \) matrix is computed column by column which based on \( A \) and \( R \) matrices. Third, the watermark information is embedded into the first element \( R(1,1) \) of \( R \) matrix by using the Eq. (11). Finally, we have the watermarked image after taking a reverse \( QR \) decomposition to update pixel values. In extracting stage, we get \( R(1,1) \) by only one operation Eq. (12) without \( QR \) factorization as the previous methods. After that, the binary values of the watermark are extracted via Eq. (13). As the result, the image of watermark is reconstructed from the received information. The tests are experimented on five color images and one gray-scale watermark image with \( PSNR/SSIM \) and \( NC \) indexes to evaluate effectiveness of the proposed method. The results of comparison in Sect. 4 show that our scheme overcomes the others in term of the quality of the watermarked image. In addition, because we do not need to use \( QR \) decomposition in the extracting stage, the execution time is significantly improved. And our proposal is also more robust than the methods of SunSVD [5], SunQR in Sect. 1.2, Su [29] and Luo [8] under attacks such as Salt&Peppers noise, Gaussian noise, blurring, sharpening, cropping and Mean filter. In future, a combination of \( DWT \) and \( QR \) can be developed to improve the robustness of the watermark under geometry attacks.
| Image | Attack       | SunSVD [5] | SunQR in Sect.1.2 | Su [29] | Luo [8] | The proposed method |
|-------|--------------|------------|-------------------|---------|---------|---------------------|
| avion | Cropping (25%) |           |                   |         |         |                     |
|       | Cropping (50%) |           |                   |         |         |                     |
| lena  | Cropping (25%) |           |                   |         |         |                     |
|       | Cropping (50%) |           |                   |         |         |                     |
| Girl  | Cropping (25%) |           |                   |         |         |                     |
|       | Cropping (50%) |           |                   |         |         |                     |

Fig. 10 Extracted watermarks of the different methods under the Cropping operations.
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