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Abstract—In this work, we present a novel fixed-time state observer for LTI systems based on a time-varying coordinate transformation yielding the cancellation of the effect of the unknown initial conditions from the state estimates. This coordinate transformation allows one to map the state of the original system into that of an auxiliary system that evolves from initial conditions that are known by definition. After a stable observer is designed in the transformed coordinates, an estimate for the state of the original system can be obtained by inverting the above-mentioned map. The invertibility of the map is guaranteed for any time strictly greater than zero, so that the convergence time can be made arbitrarily small in nominal conditions. The robustness of the observer with respect to bounded measurement disturbances is characterized in terms of both transient and norm bounds on the asymptotic state-estimation error. Compared to existing finite- and fixed-time approaches, the proposed method does not require high-gain output-error injection, state augmentation, delay operators, or moving-windows. The dimensionality of the observer matches that of the observed system, and its realization takes the form of an LTV system.

I. INTRODUCTION

In many applications such as fault isolation, change-point detection, or in the case of processes that can be observed in finite time-windows, estimates of hidden states are often required to converge with fast dynamics, independently from unknown initial conditions. This task can – in principle – be accomplished by “finite-time” and “fixed-time” observers. In the case of finite-time algorithms, the convergence time depends on the initial estimation error, while in the case of fixed-time observers the convergence time can be chosen by design, being independent from the initial conditions. Since the convergence time of fixed-time observers can be chosen a priori by the designer, the convergence is also termed “prescribed-time” or “free-will” in the literature.

A. A Glimpse on the State of the Art

While for linear discrete-time systems the design of finite-time (also known as “deadbeat”) observers is trivial, the derivation of a continuous-time counterpart poses technical challenges that have been tackled from different directions.
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The first solution to this problem has been proposed by Kalman and his co-workers in the book [1], where it has been shown that the initial state of a system could be “observed” (according to the lexicon used there) by processing the input/output measurements of a system by causal integration; the same source also offers the first fixed-time state “reconstruction” formula, that permits to estimate exactly the current state of a linear system with unknown initial conditions, again by processing input/output measurements by causal integration. However, said formula is not well suited for implementation due to the presence of nested time-integrals. After the seminal work [1], most of the theory on finite-time state reconstruction was rooted into the use of sliding mode (SM) observers and homogeneity tools [2]–[10]. Conventional SM observers, however, can only guarantee semi-global stabilizability of the estimation-error dynamics, that is, the convergence can be proven for initial states restricted to a given bounded region. Higher-order SM update laws can be shown to achieve global convergence, at the cost of increased complexity in the implementation. Notably, the SM methodology achieves finite-time convergence by discontinuous high-gain output injection, such that measurement noise may prevent its applicability. The convergence time of SM observers can be shortened at the cost of boosting the observer gains. The higher-order SM formulation offers a solution to the chattering issue, but still requires high-gain output injection.

Among methodologies alternative to sliding mode, one finds the moving-horizon observer described in [11] and the delay-based filters proposed by [12] and [13]. Practical implementation of the aforementioned observers is, however, computationally demanding. Indeed, moving-horizon observers require time discretization and the need to solve repeated dynamic optimization problems on-line, whose complexity depends on the system dimension and on the length of the observation window. Moreover, the implementation of the delay operators required by [12] and [13] poses additional challenges in the continuous-time framework. Further alternatives to sliding mode observers are provided by Fliess’s algebraic state reconstruction method (see [14]–[16]), or the integral-based modulating functions (see [17]–[20]), that exploit integral operators over compact domains able to annihilate the effect of initial conditions. Modulation function methods also found application to signal differentiation [21] and state estimation for fractional order systems [22]. To avoid error accumulation, the implementation of modulating function observers calls for the use of sliding windows (integration over compact domains) or require periodic re-scaling as discussed in [17].

A different finite-time convergent observer, based on impulsive innovation updates, has been proposed in [23], [24].
This approach does not need sliding integration windows, but dynamic augmentation, where the dimension of the observer becomes twice that of the observed system. However, compared to SM observers, this type of observer does not make use of high-gain output injection.

Another class of finite-time state estimators is described in [25], [26], where Volterra integral operators with suitably designed kernels are used to cancel the effect of unknown initial conditions. Volterra integral operators with tailored kernel functions have been also used to provide combined state-parameter estimates [27], [28]. The use of suitable bivariate kernel functions in place of univariate modulating functions is a key ingredient to enforce internal stability. Due to this desirable feature, these observers do not require sliding-windows, resetting or re-scaling. Indeed, the observers described in [25]–[27] can be implemented as LTV systems whose dimension matches that of the original system. As a drawback, their applicability is limited to SISO systems.

Recently, in [29] an original approach has been proposed towards the design of a finite-time observer for SISO linear systems that uses time-varying output-injection gains. The design of the observer gains stems from a state-mapping perspective, based on the rationale that, in transformed coordinates, the observer-error can be made to converge in finite-time, independently from unknown initial conditions. As a drawback, gain functions in [29] becomes unbounded as time approaches the prescribed convergence time.

B. Contributions

The present paper describes a new fixed-time observer design technique for linear systems that overcomes the weak points of all the aforementioned approaches. More specifically:

- The dimension of the observer matches that of the observed system (no state augmentation is required)
- There is no need for high-gain output-error injection
- No sliding-window or periodic re-scaling is needed
- The proposed fixed-time observer is directly applicable to MIMO systems.

Indeed, the method proposed in this paper – rooted in the idea presented in [30] – is based on the use of a state-dependent mapping such that the system, in the transformed coordinates, has initial conditions at the origin by construction.

The paper is organized as follows. The next section is focused on the problem formulation whereas in Section III the design of the proposed observer is addressed. Section IV deals with the robustness analysis and Section V presents numerical results showing the effectiveness of the proposed methodology. Concluding remarks are reported in Section VI.

II. PROBLEM SETUP

Consider the following LTI system

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t),
\end{align*}
\]

with unavailable state \( x \in \mathbb{R}^n \) of known dimension, available input and output signals \( u(t) \in \mathbb{R}^m, y(t) \in \mathbb{R}^p \), known system matrices \( C, A, B \) and unknown initial state \( x(0) = x_0 \). It is assumed that the pair \( (C,A) \) is observable. Our objective is to design a fixed-time observer for system (1), that is, an observer with a positive convergence time smaller or equal than a prescribed arbitrarily time \( T > 0 \).

The key idea behind the proposed methodology consists in determining a time-varying coordinate transformation matrix \( T(t) \in \mathbb{R}^{n \times n} \) to map the state \( x(t) \) into new coordinates

\[
z(t) = T(t)x(t),
\]

such that

1) \( T(0) = 0_{n \times n} \)
2) \( T(t) \) is invertible for any \( t > 0 \).

Note that the first point implies that the initial condition for the transformed state is structurally constrained to

\[z(0) = z_0 = 0_{n \times 1},\]

while the second condition is needed to guarantee the existence of an inverse mapping from \( z(t) \) to \( x(t) \). Therefore, the design of a fixed-time estimator for \( x(t) \) is converted into the problem of designing a stable observer in the transformed coordinate \( z(t) \), yielding an estimate \( \hat{z}(t) \) that is then mapped back to the original coordinates by

\[
\hat{z}(t) = T(t)^{-1}z(t), \quad t > 0.
\]

Next, we describe the observer design methodology, leading to the map \( T(t) \) and the dynamics of the transformed-coordinate system.

III. FIXED-TIME OBSERVER DESIGN

The first step of the design consists in adding and subtracting the term \( LCx(t) \) to the r.h.s. of the first equation of (1), with \( L \) chosen such that the matrix \( AT := -A + LC \) is Hurwitz. The existence of such an \( L \) is guaranteed by observability of the pair \( (C,A) \):

\[
\dot{x}(t) = (A - LC)x(t) + Bu(t) + Ly(t) = -ATx(t) + Bu(t) + Ly(t).
\]

In the light of (2) and (3), the time derivative of \( z(t) \) can be written as

\[
\dot{z}(t) = \dot{T}(t)x(t) + T(t)[-ATx(t) + Bu(t) + Ly(t)]
\]

\[
= \dot{T}(t) - T(t)AT\dot{x}(t) + T(t)Bu(t) + T(t)Ly(t).
\]

An additional structural constraint is imposed on \( T(t) \), aimed at simplifying the design of a transformation ensuring that the requirements 1) and 2) are verified. Specifically, let \( T(t) \) be generated by the linear system

\[
\begin{align*}
\dot{T}(t) &= AT^2T(t) + T(t)AT + C^TC \quad (5)
\end{align*}
\]

whose dynamics obeys a Differential Lyapunov Equation (DLE). By exploiting the differential constraint in (5), (4) can be recast in the following form:

\[
\dot{z}(t) = [AT^2T(t) + C^TC]x(t) + T(t)[Bu(t) + Ly(t)].
\]

Setting \( A_z := A_T^T \), \( z(t) \) evolves according to the following dynamics:

\[
\dot{z}(t) = A_z\hat{z}(t) + T(t)Bu(t) + (C^T + T(t)L)y(t) \quad (7)
\]

\[
z(0) = 0_{n \times 1}.
\]
Next, an observer for (7) is designed as
\[ \dot{\hat{z}}(t) = A\hat{z}(t) + T(t)Bu(t) + [C^\top + T(t)L]y(t) \] 
(\text{8})
where we have exploited the fact that the initial condition in the transformed coordinates is known to be at the origin. Then, the error \( \hat{z}(t) = \hat{z}(t) - z(t) \) evolves according to
\[ \dot{\hat{z}}(t) = A\hat{z}(t), \quad \hat{z}(0) = 0_{n \times 1}, \] 
(\text{9})
The above system is readily seen to be exponentially stable, as \( A = A^\top \) is Hurwitz by design. Furthermore, since the initial condition is at the origin \( \hat{z} = 0 \), the observation error vanishes for all \( t \geq 0 \).

Next, we proceed by determining a suitable expression for the map \( T(t) \) by solving (5) and characterizing its invertibility. A solution for the linear Lyapunov matrix differential equation (5) is given by (see Appendix AI)
\[ T(t) = e^{A\frac{\tau}{2}}T_0e^{A\frac{\tau}{2}} + \int_0^t e^{A\frac{\tau}{2}}Ce^{A\frac{\tau}{2}}d\tau. \]
(\text{10})
Note that for the initial condition \( T_0 = 0_{n \times n} \), the Gram matrix \( T(t) \) corresponds to the Observability Gramian of \( (C, A_T) \). Under the assumption that \( (C, A_T) \) is observable and since \( A_T \) Hurwitz, it follows that \( T(t) \) is unique, symmetric and positive-definite \( \forall t > 0 \). Therefore, \( T(t) \) is invertible for all \( t > 0 \). Moreover, \( \lim_{\tau \to +\infty} T(t) = W_o \), where \( W_o \) is the asymptotic Observability Gramian of \( (C, A_T) \) given by the solution of the algebraic Lyapunov equation
\[ A_T^\top W_o + W_oA_T = -C^\top C. \]
The dimension of the observer, which is comprised of (8) and the linear matrix differential equation (5), may appear at a first glance to equal \( n + n^2 \). Nonetheless, one can exploit the explicit solution of (5) given in (10), so that \( T(t) \) becomes a known time-dependent matrix. This is to say that the dynamic part of the observer can be restricted to (8), which is a linear observer in the transformed coordinates with a time-varying input/output injection gain matrix.

IV. ROBUSTNESS TO OUTPUT DISTURBANCE

In the previous section, it has been shown that the proposed observer allows one to estimate the state of a linear system in an arbitrary fixed-time in nominal conditions. The objective of this section is to characterize the behavior of the observer in case the output measurement is perturbed by a bounded disturbance. In this scenario, transient and asymptotic worst-case bounds for the state-estimation error will be derived. In what follows, we will denote by \( | \cdot | \) the Euclidean norm for vectors and by \( \| \cdot \| \) the corresponding induced matrix norm: \( \| M \| := \sup_{x \in \mathbb{R}^n, x \neq 0} |Mx|/\|x\| \), where \( M \in \mathbb{R}^{m \times n} \). The notation \( \lambda(P) \) and \( \lambda(P) \) stands respectively for the smallest and largest eigenvalues of the symmetric positive semi-definite matrix \( P \in \mathbb{R}^{n \times n} \).

Assume that the measurement of the output is corrupted by a bounded additive perturbation \( d_y(t) \), that is, let the available measurement be given by
\[ \tilde{y}(t) = y(t) + d_y(t), \]
where \( |d_y(t)| \leq \bar{d}_y, \forall t \geq 0 \). When \( \tilde{y}(t) \) is used in place of \( y(t) \), the observer dynamics read as
\[ \dot{\tilde{z}}(t) = A\tilde{z}(t) + [C^\top + T(t)L] \tilde{y}(t) \]
\[ = A\tilde{z}(t) + T(t)Bu(t) + [C^\top + T(t)L] y(t) + d_y(t) \] 
(\text{11})
\[ \tilde{z}(0) = 0_{n \times 1}. \]
Consequently, the estimation error in the transformed coordinates evolves according to the dynamics
\[ \dot{\tilde{z}}(t) = A\tilde{z}(t) + [C^\top + T(t)L] d_y(t), \]
\[ \tilde{z}(0) = 0_{n \times 1}, \] 
(\text{12})
The effect of the disturbance on the transient and asymptotic behavior of the observation error, is evaluated by means of the quadratic function \( V = \tilde{z}^\top P\tilde{z} \), where \( P \) is the unique solution of the Lyapunov equation \( A_T^\top P + PA_T = -Q \) for a fixed arbitrary matrix \( Q > 0 \). Along trajectories of (12), the derivative of \( V(t) \) reads as
\[ \dot{V}(t) = -\tilde{z}(t)^\top Q\tilde{z}(t) \\
+ 2\tilde{z}(t)^\top P[C^\top + T(t)L]d_y(t) \\
+ \tilde{z}(t)^\top PT(t)Ld_y(t) \]
(\text{13})
where \( L_P := \text{cho}(P) \) denotes the Cholesky factor of \( P \). By using Young’s inequality with a positive scalar \( \epsilon = 2\lambda(P)/(\lambda(Q) - q) \), for some arbitrary scalar \( q \) satisfying \( 0 < q < \lambda(Q) \), the following upper bound is obtained:
\[ \dot{V}(t) \leq -\tilde{z}(t)^\top Q\tilde{z}(t) + \frac{2}{\epsilon} \tilde{z}(t)^\top L_P\tilde{z}(t) \]
\[ + \frac{\epsilon}{\lambda(P)} \| CPT^\top \tilde{z}(t) \| \| L_P \| \| T(t)L \| \] 
\[ \leq -\tilde{z}(t)^\top Q\tilde{z}(t) + \frac{2}{\epsilon} \tilde{z}(t)^\top L_P\tilde{z}(t) \]
\[ + \frac{\epsilon}{\lambda(P)} \| CPT^\top \tilde{z}(t) \| \| L_P \| \| T(t)L \| \] 
\[ \leq -\frac{q}{\lambda(P)} \tilde{z}(t)^\top P\tilde{z}(t) \]
\[ + \frac{\epsilon}{\lambda(P)} \| CPT^\top \tilde{z}(t) \| \| L_P \| \| T(t)L \| \] 
(\text{14})
By invoking the comparison theorem for scalar ODEs (see, for instance, [31]), one obtains \( V(t) \leq v(t) \) for all \( t \geq 0 \), where \( v(t) \) is the unique solution of
\[ \dot{v}(t) = -\frac{q}{\lambda(P)} v(t) + \frac{\epsilon}{\lambda(P)} \| CPT^\top \tilde{z}(t) \| \| L_P \| \| T(t)L \| \] 
\[ v(0) = V(0). \]
Note that the solution of the Cauchy problem for (14) admits the closed form
\[ v(t) = \epsilon \int_0^t e^{-\frac{q}{\lambda(P)}(t-\tau)} \| CPT^\top \tilde{z}(t) \| \| L_P \| \| T(t)L \| d\tau. \]
Noticing that \( |\tilde{z}|^2 \leq \lambda(P)^{-1} V(t) \), the error due to the mea-
measurement disturbances satisfies the following time-dependent upper bound
\[
|\tilde{z}(t)|^2 \leq \frac{1}{\Lambda(P)} V(t) \leq \frac{1}{\Lambda(P)} v(t)
\]
\[
\leq \epsilon \frac{1}{\Lambda(P)} \int_0^t e^{-\frac{\epsilon}{2\Lambda(P)}} (t-\tau) \left\| CPC^T + L^T T(\tau)^T PT(\tau)L \right\| \, d\tau.
\]

It is also worth noting that the right-hand side of the above inequality vanishes for \( t = 0 \) (this is a consequence of the fact that the initial condition is exactly known in the transformed coordinates), and the error builds up due to the injection of the noisy output \( \hat{y}(t) \).

Finally, applying the inverse-mapping, the following upper bound for the state estimation error in the original coordinates can be readily established:
\[
|\hat{\tilde{x}}(t)|^2 \leq \epsilon \frac{1}{\Lambda(P)} \int_0^t e^{-\frac{\epsilon}{2\Lambda(P)}} (t-\tau) \left\| CPC^T + L^T W_o^T PW_o L \right\| \, d\tau.
\]

Owing to the following fact (see Appendix B)
\[
\| W_o \| \geq \| T(t) \|, \forall t \geq 0,
\]
one obtains
\[
|\hat{\tilde{x}}(t)|^2 \leq \epsilon \frac{1}{\Lambda(P)} \int_0^t e^{-\frac{\epsilon}{2\Lambda(P)}} (t-\tau) \left\| CPC^T + L^T W_o^T PW_o L \right\| \, d\tau.
\]

which finally yields
\[
|\hat{\tilde{x}}(t)| \leq \epsilon \frac{1}{\Lambda(P)} \int_0^t e^{-\frac{\epsilon}{2\Lambda(P)}} (t-\tau) \left\| CPC^T + L^T W_o^T PW_o L \right\| \, d\tau \times \| T(t)^{-1} \| \bar{d}_y.
\]

Consequently, the right-hand side of (17) is finite for any \( t > 0 \) and satisfies the asymptotic bound
\[
\lim_{t \to +\infty} |\hat{\tilde{x}}(t)| \leq \epsilon \frac{1}{\Lambda(P)} \left\| CPC^T + L^T W_o^T PW_o L \right\| \times \| W_o^{-1} \| \bar{d}_y.
\]

V. NUMERICAL EXAMPLE
In this section, the effectiveness of the proposed fixed-time observer is shown through a numerical example, in which exact convergence is attained in a prescribed arbitrarily small fixed time-interval in absence of measurement perturbations.

Simulations are carried out in Matlab/Simulink, using the ode45 (Dormand-Prince) variable-step solver.

The fixed-time observer is employed to estimate the state of the system
\[
A = \text{diag} \left( \begin{array}{ccc} -\pi & 10\pi & -\pi \\ -10\pi & -2\pi & -\pi \\ -2\pi & -\pi & -\pi \end{array} \right),
\]
\[
B = \begin{bmatrix} 0 & 1 & 0 & 1 \end{bmatrix}^T,
\]
\[
C = \begin{bmatrix} 1 & 0 & 1 & 0 \end{bmatrix}
\]
with \( x(t) \in \mathbb{R}^4 \) and initial condition \( x_0 = [1 \ 1 \ -1 \ 1]^T \).

The input \( u(t) \in \mathbb{R} \) is chosen as \( u(t) = 10 \sin(20\pi t) \), \( t \geq 0 \).

The matrix-gain \( L \) is designed based on (8) as
\[
L = [ -90.967 \ 0.3351 \ -216.91 \ 128.58 ]^T
\]
such that \( A_z := (-A + LC)^T \) is Hurwitz. \( T(t) \) is provided by the analytical solution (10) with \( T_0 = 0_{3 \times 3} \). For \( t < \bar{t} = 0.01 \), with \( \bar{t} \) denoting the prescribed fixed-time after which the matrix \( T(t) \) is inverted, the state estimation is set to zero by design, \( \tilde{x}(t) = 0_{4 \times 1} \), whereas for \( t \geq \bar{t} \), the inverse map is used to obtain the estimate in the original coordinates, \( \tilde{x}(t) = T(t)^{-1} \tilde{z}(t) \). The state estimation error based on the proposed fixed-time observer design is shown in Figure 1, which confirms that convergence of the estimation error is established in the prescribed time interval \([0, \bar{t}]\).

Fig. 1. Estimation errors by using the proposed fixed-time observer in the noise-free scenario. The inversion of the map \( T(t) \) is applied from time \( \bar{t} = 0.01 \) to avoid numerical issues. After this time, the estimator yields exact estimates.

Next, we consider the case where the output signal fed into the observer is corrupted by a bounded additive perturbation, as described in Section IV, where \( d_y(t) \) is selected as a random signal with uniform distribution in the interval \([-0.1, 0.1]\) bounded by \( \bar{d}_y = 0.1 \). The matrix \( Q > 0 \) and the corresponding solution of the Lyapunov equation \( P > 0 \) are given respectively as
\[
Q = \begin{bmatrix} 173.96 & 23.462 & 28.273 & 49.852 \\ 23.462 & 71.134 & -3.4691 & 10.623 \\ 28.273 & -3.4691 & 128.49 & 17.568 \\ 49.852 & 10.623 & 17.568 & 138.97 \end{bmatrix}
\]
\[
P = \begin{bmatrix} 4.8736 & -1.8343 & -3.1157 & -2.8863 \\ -1.8343 & 7.0882 & 1.2071 & 0.31947 \\ -3.1157 & 1.2071 & 2.7891 & 1.0901 \\ -2.8863 & 0.31947 & 1.0901 & 5.6087 \end{bmatrix}
\]

The asymptotic Observability Gramian of \( (C, A_T) \) is given by
\[
W_o = 10^{-4} \times \begin{bmatrix} 38.364 & 3.6687 & 9.3429 & 2.1731 \\ 3.6687 & 36.687 & -0.42121 & 2.0199 \\ 9.3429 & -0.42121 & 19.732 & 0.26097 \\ 2.1731 & 2.0199 & 0.26097 & 10.961 \end{bmatrix}
\]
VI. CONCLUSIONS

In this work, we have described a new fixed-time observer for LTI systems based on a time-varying coordinate transformation that is able to suppress the effect of unknown initial conditions on the estimates. The proposed observer does not rely on high-gain output injection and is robust to additive perturbations affecting the output-measurement equation.

In this setup, further analysis is needed to characterize the robustness of the observer in the face of input perturbations and the noises in the system equations, to reduce the conservative nature of the norm-bound on the state-estimation error, and to extend the formulation to specific classes of nonlinear systems.

APPENDIX A: SOLUTION OF THE DLE (5)

We will prove that $T(t)$ given in (10) solves (5). First, it is noted that

$$
\dot{T}(t) = \frac{\partial}{\partial t} T(t) = A_T^T e^{A_T^T t} T_0 e^{A_T t} t + e^{A_T^t t} T_0 e^{A_T t} A_T + e^{A_T^t t} C^T C e^{A_T t} t.
$$

Substituting (10) in the right-hand side of (5), one obtains

$$
\dot{T}(t) = A_T^T \left( e^{A_T^t t} T_0 e^{A_T t} + \int_0^t e^{A_T^t t} C^T C e^{A_T t} d\tau \right) + \left( e^{A_T^t t} T_0 e^{A_T t} t + \int_0^t e^{A_T^t t} C^T C e^{A_T t} d\tau \right) A_T + C^T C.
$$

Then accordingly we have

$$
\dot{T}(t) = \int_0^t A_T^T e^{A_T^t T_0 e^{A_T t} t} t + e^{A_T^t T_0 e^{A_T t} t} A_T + C^T C
t + \int_0^t \frac{\partial}{\partial t} e^{A_T^t T_0 e^{A_T t} t} + e^{A_T^t t} T_0 e^{A_T t} A_T + C^T C
+ A_T^T e^{A_T^t T_0 e^{A_T t} t} t + e^{A_T^t T_0 e^{A_T t} t} A_T + C^T C
= \left[ e^{A_T^t t} C^T C e^{A_T t} t \right]_{t=0}^T + C^T C
+ A_T^T e^{A_T^t T_0 e^{A_T t} t} + e^{A_T^t T_0 e^{A_T t} t} A_T
+ e^{A_T^t t} T_0 e^{A_T t} A_T + C^T C,
$$

which proves that $T(t)$ given in (10) verifies the DLE (5).

APPENDIX B: PROOF OF $\|W_0\| \geq \|T(\tau)\|, \forall \tau > 0$

Recalling the definition of vector-induced matrix norm

$$
\|T(t)\| = \sup_{x \in \mathbb{R}^n, x \neq 0} \frac{|T(t)\|}{\|x\|} = \sup_{x \in \mathbb{R}^n, x \neq 0} \sqrt{x^T T(t)^T T(t) x / x^T x},
$$

and owing to the fact that

$$
T(t) = T(t') + \int_{t'}^t e^{A_T^t T_0 e^{A_T t} t} C e^{A_T t} t d\tau,
$$

it follows that, for any $t' : 0 \leq t' \leq t$,

$$
\|T(t)\| = \sup_{x \in \mathbb{R}^n, x \neq 0} \sqrt{x^T T(t')^T T(t') x / x^T x} \geq 0,
$$

Since $x^T \left( \int_{t'}^t e^{A_T^t T_0 e^{A_T t} t} C e^{A_T t} t d\tau \right) x \geq 0$, one obtains

$$
\|T(t)\| \geq \sup_{x \in \mathbb{R}^n, x \neq 0} \sqrt{x^T T(t')^T T(t') x / x^T x} = \|T(t')\|,
$$

which implies $\|W_0\| = \| \lim_{t \to \infty} T(t) \| \geq \|T(\tau)\|, \forall \tau > 0$.
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