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Abstract

Current deep learning approaches have shown good in-distribution generalization performance, but struggle with out-of-distribution generalization. This is especially true in the case of tasks involving abstract relations like recognizing rules in sequences, as we find in many intelligence tests. Recent work has explored how forcing relational representations to remain distinct from sensory representations, as it seems to be the case in the brain, can help artificial systems. Building on this work, we further explore and formalize the advantages afforded by “partitioned” representations of relations and sensory details, and how this inductive bias can help recompose learned relational structure in newly encountered settings. We introduce a simple architecture based on similarity scores which we name Compositional Relational Network (CoRelNet). Using this model, we investigate a series of inductive biases that ensure abstract relations are learned and represented distinctly from sensory data, and explore their effects on out-of-distribution generalization for a series of relational psychophysics tasks. We find that simple architectural choices can outperform existing models in out-of-distribution generalization. Together, these results show that partitioning relational representations from other information streams may be a simple way to augment existing network architectures’ robustness when performing out-of-distribution relational computations.

1 Introduction

Current deep learning systems have performed astonishingly well on a multitude of domains, ranging from natural language (Devlin et al., 2018; Child et al., 2019; Dai et al., 2019) and speech recognition (Pratap et al., 2019; Oord et al., 2016) to image classification (Dosovitskiy et al., 2020; He et al., 2015). This progress has been obtained with extensive compute and data (Brown et al., 2020). However, a line of research shows that deep learning models still struggle to perform well in tasks that require abstract relational reasoning, especially in low data regimes and out-of-distribution (OoD) settings (Webb et al., 2021; Kim & Linzen, 2020; Johnson et al., 2017; Yi et al., 2019; Newman et al., 2020; Nogueira et al., 2021; Mittal et al., 2021; Ke et al., 2021).

A working hypothesis we explore here is that most artificial systems do not work well on relational reasoning because they do not encode an explicit notion of relations between different objects, and rather rely too much on representations of object features. There is a body of machine learning approaches exploiting relational structure (Scarselli et al., 2008; Veličković et al., 2017; Kipf et al., 2018; Battaglia et al., 2018; Bengio et al., 2019; Webb et al., 2020; Zhang et al., 2019), but the majority of machine learning systems do not explicitly encode such relations. In contrast, in our brains,
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relational dependencies across high-level entities form a key ingredient to our understanding of the world and augment our ability to reason in potentially unseen scenarios (Whittington et al., 2019). For example, the relationship between a parent and their child often generalizes to different animal groups and thus explicit modeling of relationships between objects could lead to better out-of-distribution (OoD) generalization, since a number of generic relation types generalize over multiple domains.

Recently, there has been substantial work on attention-based systems (Bahdanau et al., 2015; Luong et al., 2015; Vaswani et al., 2017; Hudson & Manning, 2018) that do compute a notion of similarity between objects, which can be understood as relations between said objects. For example, transformers (Vaswani et al., 2017) compute multiple parallel relational connections between the objects in a scene (Dosovitskiy et al., 2020; Parmar et al., 2018). However, the relational connections computed by transformers are only used as a means to route information between different objects (i.e. via attention scores), and they are not explicitly leveraged for predictions themselves. However, some work does address this shortcoming by explicitly focusing on encoding relational information between objects. One approach is to group objects with similar features, and to attend to these groupings based on context (Santoro et al., 2017; Locatello et al., 2020; Santoro et al., 2018). This has shown promising aptitudes, but suffers from a few issues such as scaling, and may generalize poorly in OoD settings where group membership is not straightforward. Another approach, first outlined by Webb et al. (2021) with the Emergent Symbols through Binding in Memory (ESBN) method, leverages the abstract nature of relations (e.g. parent and child) by explicitly segregating sensory information from relational encoding. While showcasing the importance of separate sensory and relational encodings, ESBN also includes a number of architectural design choices that may or may not be important for OoD generalization in relational tasks.

Here we build on previous relational approaches and explore in depth the inductive bias of separating sensory information from abstract, relational representations. We do so using a model that we call Compositional Relational Network (CoRelNet). CoRelNet uses the simplest possible architecture to distill a minimal set of inductive biases that allow for OoD generalization in relational tasks. Thanks to this simplicity, CoRelNet allows for considerably more robust performance and generalization than several benchmarks, including ESBN. Through a series of numerical experiments involving relational tasks on data with spurious features, scaled input size, and variable contexts, we demonstrate and analyze why the simple act of building representations of similarity relations between objects, irrespective of sensory encoding, is enough to improve a range of widely used model architectures (e.g. multi-layer perceptrons and transformers). Thus, CoRelNet variants confirm the importance of abstract relational encoding and helps to establish minimal inductive biases to enhance other architectures. We find that focusing on these inductive biases to design new and simpler architectures considerably improves OoD generalization across all settings tested, and thus is a promising approach for other machine learning researchers to adopt.

## 2 Motivation and Related Work

Human cognition is heavily dependent on the ability to understand relationships between different entities in the world, regardless of their sensory attributes (Kriete et al., 2013). This ability allows us to excel at a number of tasks that require understanding of abstract rules that govern the relationships between objects in a way that abstracts out the purely perceptual qualities of those objects (see e.g. (Jones & Love, 2007)). For example, people can easily grasp that different institutions can have the same organizational structure, e.g. different high schools will have a principal, teachers, and students with similar relations between these individuals regardless of the specific people who hold those roles.

Ongoing work in neuroscience aims to understand how our brains represent such abstract relationships. Early results identified cognitive maps (Tolman, 1948) and so-called relational memories (Cohen & Eichenbaum, 1993) which seem to encode abstract relational information invariant to some perceptual features (see also Sedda & Scarpina (2012); Goodale & Milner (1992)). While this abstraction of relational knowledge from memory is not entirely disconnected from sensory modality (Barsalou et al., 2003), there is evidence that isolated perceptual features alone are not principally driving relational reasoning, and that complex interdependence of processed features and memory gives rise to abstraction (Goldstone et al., 1989).

Consistent with this neuro-cognitive picture, AI systems which work well on a variety of domains like machine translation (Vaswani et al., 2017; Dehghani et al., 2018; Devlin et al., 2018), image
classification (Dosovitskiy et al., 2020), etc. do not perform as well on tasks that explicitly require inference of relational structure between entities (Webb et al., 2021; Johnson et al., 2017; Yi et al., 2019). An example of such a task is Raven’s Progressive Matrices (Raven & Court, 1938) which, given a sequence of objects, tests the ability to infer the relations between objects and to use it to select candidate objects that satisfy the underlying relational structure. In response to this shortcoming, a number of AI elements inspired from neuroscience have been proposed to tackle relational abstractions. A fruitful approach has been to endow AI systems with memory and with various mechanisms that enforce abstract representations (Santoro et al., 2018; Graves et al., 2014; Mittal et al., 2020; Pritzel et al., 2017; Hill et al., 2020; Fortunato et al., 2019). Recent work combines this approach with the explicit separation of memory-stored representations and sensory inputs in the ESBN model (Webb et al., 2021) (see also Whittington et al. (2019)), and reveals impressive performance and OoD generalization properties on relational tasks. In this work, we develop CoRelNet, with the goal of identifying a minimal architecture needed to impart an effective inductive bias towards OoD generalizable relational representations.

3 Relational Tasks

In this section we describe the collection of tasks used to evaluate relational learning, these range from commonly used tasks in cognitive tests to tasks purposely designed to evaluate artificial systems.

3.1 Relational Cognitive Tests

We first describe a set of four relational tasks which are used to assess abstract relational reasoning in cognitive tests. In each of the tasks, object images are provided sequentially such that some specific abstract rule governs the relationship among them. To test for OoD generalization, the objects used for training are different from those used during testing while keeping the abstract rule consistent. See Figure 1 for illustrations. Even though these tasks might appear simple at first, it is indeed very challenging for deep neural network architectures to generalize well in OoD settings like this (Kim J, 2018; Webb et al., 2021), including LSTM, Transformers, Relation Networks, PredNet, ESBN and others.

**Same/different discrimination.** Two objects are shown, and the task is to determine whether they are the same or different.

**Relational match-to-sample (RMTS).** Three pairs of objects are presented: a source pair and two target pairs. The task consists of identifying which target pair has the same relational structure as the source pair, i.e., if the source pair consists of two identical/different objects, the task is to identify the target pair which contains two identical/different objects.

Figure 1: **Top left.** Relational cognitive tasks. Same/different discrimination task (answer: “different”). RMTS task (here the source pair (top row) has two identical objects matching the second candidate pair in the bottom row). Dist3 task, choosing a candidate in the bottom row to replace the white square (answer: 2). Identity rules task (ABA pattern, answer: 3). **Top right.** Relational Games tasks. Example objects from the training set (‘pentominoes’), two hold-out test sets (‘hexominoes’ and ‘stripes’), as well as examples from the tasks ‘between’ (label: True), ‘occurs’ (label: False), ‘same’ (label: False), ‘match rows’ (label: True, matching pattern: ABA). **Bottom left.** Examples from relational tasks with a spurious feature (background color). In same/diff. (shapes+colors), the label is ‘same’ as the two shapes are identical. In RMTS (shapes+colors), the source pair (top row) has two distinct shapes, matching the second candidate pair in the bottom row. **Bottom right.** In RMTS3, the source triplet matches the first target triplet. In same/diff 6, the two triplets are ‘different’. In identity rules 4, the answer is 4.
Distribution-of-three (Dist3). Two rows of three objects followed by a row of four objects are presented. The same set of 3 (distinct) objects that are shown in the first row are in the second row in a permuted order, but with the last object masked. The task is to identify the missing object of the second row from the set of four objects shown in the third row. See Carpenter et al. (1990) for more details.

Identity rules. Objects are presented in the same manner as in Dist3. However here, the first row contains a sequential pattern of objects (e.g. ABA or ABB or AAA). The task is to pick the object from the last row which completes the second row’s sequence such that the sequential pattern of the first row matches the one of the second row. See Marcus et al. (1999) for more details.

3.2 Relational Games

This is a set of binary classification tasks first outlined by Shanahan et al. (2019). Each Relational Game is governed by some underlying abstract rule (see list below) and involves the presentation of an image containing objects laid out on a $3 \times 3$ grid. An image is labelled as “True” if the objects in the image satisfy the abstract rule, and False otherwise. The training set consists of simple geometric shapes called “pentominoes”, and we use two held-out OoD test sets consisting of different shapes called “hexominoes” and “stripes”. See Figure 1 for illustrations. Contrary to the implementation by Shanahan et al. (2019), and more in line with the tasks above, here the $3 \times 3$ grid is presented sequentially. The rules considered are as follows.

Same/Different. Objects are “same” if they have the same shape, colour and orientation.

Between. This relation holds if the image is composed of three objects displayed in a straight line where the outer objects are “same”.

Occurs. This relation holds if the object in the top row is the “same” as one of the objects in the bottom row.

Row Matching. This relation holds that the first row and last row of objects are governed by the same underlying abstract pattern such as AAB, AAA, or ABB.

Xoccurs. This relation holds if the object in the top row is the “same” as one of the objects in the bottom row, while the other two objects in the bottom row are different.

Colour/Shape. This relation has four labels: same-same, same-different, different-same and different-different, depending on whether the two objects shown in the image have the same or different colour/shape.

Left-of. This positional task is slightly different. Only two objects with different luminance are presented somewhere in the $3 \times 3$ grid (other places are left blank). The relation holds if the object of lower luminance is to the 'left-of’ the other object. Note that this relation is antisymmetric, since interchanging the objects changes the label of the image.

3.3 Enhanced Relational Cognitive Tests

We modify tasks from 3.1 to probe more difficult and abstract relations in order to further explore OoD generalization and model limitations. Modifications probe two aspects: unseen relations, and spurious correlations/distractors.

Unseen Relations. We construct tasks where we restrict not only the set of objects but also the set of relations seen during training, while testing on unseen objects as well as unseen relations. These include RMTS 3: similar to RMTS where for training only triplets of the form (AAA, ABA and BAA) are shown, while testing only involves triplets of the form (ABC, AAB). Same/diff 6: Similar to Same/Different but comparing 2 triplets instead of single objects. Each triplet consists of at most two distinct objects (thereby of forms AAA, AAB, ABA or BAA). During training, only triplets of the form (AAA, ABA, BAA) are shown, while evaluation is done on examples that have at least one triplet of the form (AAB). Identity rules 4: Similar to ‘Identity rules’ but with rows of 4 objects and multiple choice of 6. Note that for each quadruple in row 1 or 2, we can have at most three distinct objects. During training, only quadruples with at most two distinct objects are shown, while testing relies only on quadruples with exactly three distinct objects. Identity rules 4 Missing: Identical to Identity rules 4 but the training set does not include quadruples of the form (ABAA, ABAB). See also Appendix C where we include another variation called identity rules 4.
where testing and training sets are swapped. **Distribution-of-N**: Same as Dist-3 but with \( N \) objects. See also Appendix D for results.

**Spurious Correlations.** In this last set of tasks, we add spurious features to objects. We again consider the four relational tasks from Section 3.1, but this time we provide each object with a (distraction) background color. The tasks consist of identifying the same relational structure but based **solely** on shapes.

## 4 Models

Using tasks described in Section 3, we compare five models\(^2\): Transformers, PrediNet, ESBN, and two versions of our model: CoRelNet, and CoRelNet-T. All the models use an encoder \( q \) which is sequentially applied to each of the inputs \( \{x_t\}_{t=1}^T \) followed by a temporal context normalization (TCN) step, which has shown to significantly improve OoD generalization in relational reasoning tasks (Webb et al., 2020).

\[
\{x_t\}_{t=1}^T \mapsto q(\{x_t\}_{t=1}^T) \mapsto \text{TCN}(q(\{x_t\}_{t=1}^T)) = \{z_t\}_{t=1}^T
\]

The encoded inputs \( \{z_t\}_{t=1}^T \) are then being fed to the respective models.

**Transformer.** Introduced in Vaswani et al. (2017), transformers rely on multiple parallel attention mechanisms (Multi-Head Attention or MHA) to route information between different input tokens, which can be elements in a set or in a sequence, etc. While these systems do compute multiple similarity matrices in parallel, these are further combined with sensory information to drive final prediction and hence the dichotomy between explicit relational and sensory structure is absent. Prior work (Webb et al., 2021) hypothesizes that the absence of this dichotomy leads to poor OoD generalization, and we analyze this further through our ablations in Section 5.

**PrediNet.** Introduced by Shanahan et al. (2019), PrediNet leverages Multi-Head Attention (MHA) to map inputs onto objects, relations and propositions, thereby attempting to extract the underlying relational structure via propositional representations compatible with predicate calculus.

**ESBN.** Emergent Symbol Binding Network introduced in Webb et al. (2021) constructs an external memory through a recurrent controller and is the first model to make use of the separation of sensory and relational information. This means the model is separated into two distinct information processes. An LSTM is used to process relational data, incurring additional processing.

**CoRelNet.** In our main model, CoRelNet, we compute the self-attention coefficients

\[
\{R_t, \cdot\}_{t=1}^T = \{\text{softmax}(z_t^\top \cdot z)\}_{t=1}^T
\]

over the encoded inputs \( \{z_t\}_{t=1}^T \), and feed those **directly** into an MLP decoder to produce the final output \( o \) (see Figure 2):

\[
R \xrightarrow{\text{flatten}} \text{flatten}(R) \xrightarrow{\text{MLP}} o
\]

First note that self-attention is computed via dot products and hence can be interpreted as giving rise to a (symmetric) similarity measure encoding relational information of the objects in the input sequence.

---

\(^2\) All models were trained on single RTX8000 GPUs and each experiment took a few hours.
### Table 1: Out-Of-Distribution test accuracies for the Relational Game tasks on the two held-out sets “Hexominones” (Hex.) and “Stripes” (Str.). Results reflect test accuracies averaged over 10 seeds (Details in Appendix B).

| Task          | Test Set | CoRelNet  | CoRelNet-T | ESBN  | PrediNet* | Transformer |
|---------------|----------|-----------|------------|-------|-----------|-------------|
| same          | Hex.     | 94.7 ± 5.4 | 98.7 ± 0.5 | 60.9 ± 18.0 | 99.1 ± 0.5 | 96.3 ± 3.6 |
|               | Str.     | 90.4 ± 9.0 | 98.4 ± 0.6 | 60.5 ± 17.0 | 97.7 ± 1.5 | 93.6 ± 4.5 |
| between       | Hex.     | 96.6 ± 2.2 | 91.9 ± 3.3 | 79.5 ± 2.7 | 94.4 ± 3.6 | 90.9 ± 4.2 |
|               | Str.     | 93.1 ± 5.4 | 87.0 ± 4.7 | 82.5 ± 4.5 | 92.4 ± 5.4 | 87.5 ± 6.4 |
| occurs        | Hex.     | 96.2 ± 2.2 | 91.6 ± 4.6 | 74.3 ± 0.9 | 92.9 ± 3.3 | 95.9 ± 2.4 |
|               | Str.     | 88.7 ± 5.3 | 79.3 ± 12.1 | 73.3 ± 0.9 | 87.4 ± 6.5 | 88.7 ± 5.4 |
| xoccurs       | Hex.     | 92.2 ± 6.4 | 91.7 ± 6.9 | 63.0 ± 0.8 | 67.2 ± 8.7 | 75.1 ± 11.9 |
|               | Str.     | 83.6 ± 10.9 | 85.4 ± 6.4 | 64.7 ± 2.1 | 61.3 ± 6.3 | 69.4 ± 13.0 |
| row matching  | Hex.     | 97.7 ± 0.8 | 95.4 ± 5.1 | 81.1 ± 2.7 | 50.3 ± 0.5 | 50.3 ± 0.6 |
|               | Str.     | 94.8 ± 1.3 | 90.5 ± 5.2 | 76.8 ± 4.3 | 50.5 ± 0.5 | 50.4 ± 0.5 |
| col./shape    | Hex.     | 47.2 ± 3.7 | 49.6 ± 0.8 | 31.2 ± 10.1 | 74.9 ± 10.6 | 89.1 ± 2.9 |
| left-of       | Hex.     | 99.2 ± 0.7 | 97.6 ± 1.2 | 49.9 ± 0.3 | 94.9 ± 0.9 | 96.0 ± 1.9 |

Since the input to the MLP decoder is only composed of self-attention coefficients $R_{i,j}$ (carrying the relational information), and not any sensory information, we make use of the mentioned important inductive bias of separating sensory details from relational information. Meanwhile, the MLP applies independent weights to each $R_{i,j}$ which allows for maximal flexibility and enables the model to remain sensitive to positional information when making use of the mentioned relational information provided. This advantage will be of specific use in later experiments (see Figure 5).

**CoRelNet-T.** This is a variation of the CoRelNet model where the MLP decoder is replaced by a Multi-Head Attention layer (Transformer) with 8 heads to produce the final output. Each row of the similarity matrix is treated as an individual token, and these tokens, combined with learned positional embeddings, are fed to the transformer system to provide the prediction (see Figure 2; bottom right).

In both CoRelNet and CoRelNet-T, we also explore different sensory encoding schemes based on either a learned or a random encoder, as part of our analysis which is described in more detail in Section 5. We also refer the reader to Appendix A for hyperparameters and more architectural details.

## 5 Results

We note that given the structure of the relational cognitive tasks, the ground-truth prediction is completely de-coupled from the actual shapes of individual objects, and relies entirely on relations between them. In this section, we analyze the specific inductive biases that allow our models to perform well in OoD settings that respect this assumption.

**All you need is a set of similarity scores.** We first evaluate the hypothesis that the relational information between the objects seen in the input sequence is all we need for OoD generalization on these relational cognitive tasks. To this end, we first investigate the importance of disconnection

![Figure 3: Test accuracies on the relational tasks. Results are displayed for OoD cases for each task. Results reflect test accuracies averaged over 10 seeds. For details see Figure 11 in the appendix.](image-url)
As additional evidence for the hypothesis of this section, we see in Figure 4 (left) that the concatenation (see Figure 4 (center)). Note that the symmetric dot-product can be recovered from the asymmetric one (here for all three models (ESBN, CoRelNet and CoRelNet-T) we concatenated the encoded input vectors to the input of the decoder.) For detailed performances see Figure 12 in the appendix. Middle. Results showing average accuracy of symmetric models (ESBN, CoRelNet, CoRelNet-T) vs average accuracy of their asymmetric counterparts. For detailed performances see Figure 14 in the appendix. Right. Results showing average test accuracy of ESBN, CoRelNet and CoRelNet-T with a random encoder vs learned encoder. For the random encoder, the weights of the encoder are randomly initialized, but not updated via backpropagation. For detailed performances see Figure 13 in the appendix.

of relational information from the sensory input for OoD generalization. We hypothesize that if a model learns this function and ignores any information regarding the absolute identity of the objects, then it will be able to generalize well in the OoD settings where the only change performed is the identity of objects considered. This is indeed what we find in experiments, where the models that make predictions solely based on similarity scores between objects (ESBN, CoRelNet and CoRelNet-T) do exceptionally well on OoD generalization, as opposed to models that also rely on the sensory details of the objects (Transformer, LSTM, RN, etc). This is illustrated in Figure 3 as well as in the results outlined by Webb et al. (2021). This makes the point that the relational information alone in the form of a $T \times T$ similarity matrix between objects is sufficient to generalize OoD on these tasks, where $T$ is the number of objects in the sequence.

Next, we also show experimentally that a a simple MLP decoder, like in CoRelNet, outperforms more complex architecture like ESBN or CoRelNet-T on OoD generalization (also see Figure 5), assuming the number of objects is fixed. Thus, having stripped away all the additional inductive biases regarding writing keys and recurrence from ESBN, we actually see better performance and optimal OoD generalization.

As additional evidence for the hypothesis of this section, we see in Figure 4 (left) that the concatenation of sensory information to the already present relational information in input to the classifier stage degrades the OoD generalization capacity of the models. This is because overfitting on the sensory information of objects cannot lead to generalization in the OoD settings, while memorizing the similarity matrix patterns does generalize on unseen new shapes, since the prediction rule as a function of the similarity matrix remains the same in as well as out-of-distribution.

**Symmetry.** Having established that learning using the similarity matrix can work well for the tasks at hand, the problem reduces to finding a similarity measure that can decide same-vs-different even for unseen objects. We note that the use of a (symmetric) dot-product leads to an important bias: it always scores identical objects higher than different objects. To understand how much the symmetric nature of the dot-product plays a role as a relevant inductive bias, we ablate over an asymmetric version of the dot-product, defined as $(W_1 \cdot z_1)\top(W_2 \cdot z_2)$, where $W_1$ and $W_2$ are learnable matrices, learned via back-propagation. We train ESBN, CoRelNet and CoRelNet-T with symmetric vs asymmetric versions and see that indeed a symmetric dot-product is essential for OoD generalization on these relational tasks (see Figure 4 center). Note that the symmetric dot-product can be recovered from the asymmetric one but the model is not able to learn it, indicating that it needs to be explicitly encoded as an inductive bias.

**Learning a sensory encoder.** From results presented in the last two paragraphs and Figure 4 (left and center), we conclude that if the encoder provides an injective mapping (mapping two distinct objects to two distinct encodings), the symmetric inductive bias of the dot-product allows the model to detect same-vs-different without any encoder training. Given sufficient representation capacity, it becomes hard for a random encoder to lead to a non-injective mapping. This begs the question as to whether
Generalization with unseen relations. Next, we consider a scenario where only a subset of relations are shown during training. We see that CoRelNet outperforms ESB and Transformer on all of these tasks (Figure 5), with near perfect accuracy on RMTS 3 and identity rules 4, confirming that it is not only able to generalize to unseen objects but also to unseen relations. We hypothesize that the drop in performance of all models in the identity rules for 4 elements (with missing variations) task is due to the fact that some of the “essential base elements” that span the space of all possible abstract relations are left out. We specifically set up this task in order to see a substantial drop in performance. We also note that leaving out either ABAA or ABAB alone is not sufficient for CoRelNet to experience a drop in performance, both classes of quadruples need to be removed from the training set.

Generalization with spurious features. Results in Figure 6 show that random encoder performs poorly (averaged over ESB and CoRelNet models) in the presence of spurious features. In the relational cognitive tasks, the entire input image can be considered to compute the underlying relational structure, and all the encoder had to accomplish is distinguish two distinct images. In the spurious feature tasks, the encoder not only has to learn what features to ignore on seen shapes but also do so on unseen shapes. Hence a random encoder is not sufficient to accomplish this goal.
We also included ESBN and CoRelNet with a linear L1-regularization layer after the encoder in order to dampen the effect of spurious features. We see that even a trained encoder struggles on ignoring the color, and often requires strong regularization to do well.

6 Conclusion

We conclude that for purely relational tasks, the relational information between the objects is all that is needed for good OoD generalization. In particular, for the models we considered, disconnecting the said relational information from the sensory input is an essential inductive bias for OoD generalization on unseen inputs (Figure 4 (left)). This is further strengthened by the fact that after removing the effects of encoder-training as well as additional inductive biases in the decoder, we still achieve good OoD generalization as long as final prediction is driven solely by relational information.

Further, we see that computing the relational information through a (symmetric) dot-product is useful, as it always scores higher on identical objects than on different objects (Figure 4 (center)). We also conclude that as long as the encoder is injective and there are no spurious features, even a random encoder can accomplish good OoD generalization not only on unseen objects but often also on unseen relations (Figure 4 (right) and Figure 5 (right)). In other words, OoD performance on purely relational tasks without spurious features is a direct reflection of how well the decoder translates the relational information encoded in the similarity matrix to the correct output. It turns out that even a simple MLP decoder does the job. We also note that OoD performance on unseen objects and relations can deteriorate if certain crucial classes of training samples are withheld (refer to Identity rules 4 task with missing examples in Section 3.3 and Figure 5 (left)).

In the presence of spurious features, we see that a random encoder no longer does well, as expected since the encoder now needs to selectively encode only a subset of features (also on unseen objects) which are directly relevant for the underlying rule while ignoring the rest. We experimentally show that this is substantially harder as even using a learned encoder is often not enough and requires strong regularizations on the representations (see Figure 6).

Finally, we highlight that the use of network architectures that promote the dichotomy of relational and sensory signals could potentially promote unwanted biases when sub-optimal, as seen in models that were not able to ignore distracting features. The framework and analysis proposed in this work could help better disentangle sensory and relational information to mitigate this potentially problematic impact on society.

7 Future work

This work analyses the use of self-attention coefficients or some kind of similarity measure between objects as sole inputs for downstream predictions to implement the inductive bias of separating sensory inputs from relational information. This procedure is easy and flexible to implement in a variety of settings, potentially addressing some limitation of current large scale models that struggle with OoD generalization. We would also like to explore this inductive bias in several architectures with potentially more general similarity measures which not only rely on a notion of "sameness".

We also see that in some OoD tasks, separating sensory inputs from relational information might be beneficial, but sometimes only by a small margin (Figure 4 (left); for instance in the Dist3 task the difference is smallest). Meanwhile, there might be more complex real-world tasks which may require heavier reliance on sensory information. A potential idea would be to explore a flexible task-based competition structure between the use of sensory and relational information, where the use of sensory information for downstream prediction has to undergo a bottleneck due to the competition structure as well as additional task-specific regularization.

Another interesting avenue is to explore settings where multiple abstract rules are at play and need to be individually inferred and combined in a flexible manner, often in the presence of spurious features and out-of-distribution compositions. This is a challenging problem as the encoder has to learn to ignore spurious features for a given rule, which is crucial especially when combined with multiple rules at play. We believe that understanding these settings and distilling a key set of inductive biases that may make artificial systems succeed in these complex domains is an important future work.
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A Hyperparameters

Table 2 shows the default hyperparameters used for the experiments reported in the main text. All other hyperparameters, including those of all other models are exactly the same as in Webb et al. (2021).

| Parameter                                                       | Value                          |
|----------------------------------------------------------------|--------------------------------|
| Input images size for relational games tasks                    | $36 \times 36 \times 3$        |
| Iterations for relational games tasks                           | 2500                           |
| Input images size for relational cognitive tasks                | $32 \times 32 \times 3$        |
| Iterations for relational cognitive tasks                       | 5000                           |
| Runs per experiment                                             | 10                             |
| Optimiser                                                       | Gradient descent               |
| Learning rate                                                   | $5e-4$                         |
| Encoder output dimension                                        | 128                            |
| Encoder non-linearity                                           | ReLU                           |
| Encoder CNN stride                                              | 2                              |
| Encoder CNN padding                                             | 1                              |
| Encoder CNN first layer input channels                          | 3                              |
| Encoder CNN output channels                                     | 32                             |
| Encoder CNN kernel size                                         | 4                              |
| Encoder nb. conv layers                                         | 3                              |
| Encoder fully connected layer hidden dim                        | 256                            |
| CoRelNet decoder fully connected layer with 1 hidden layer      |                                |
| CoRelNet decoder hidden layer dim                               | 256                            |
| CoRelNet normalization type                                     | contextnorm                    |
| CoRelNet-T heads                                                | 8                              |
| CoRelNet-T transformer dim                                      | 512                            |
| CoRelNet-T query dim                                            | 8                              |
| CoRelNet-T positional encoding dim                              | 8                              |
| CoRelNet-T transformer nb. layers                               | 1                              |
| CoRelNet-T normalization type                                   | contextnorm                    |

Table 2: Default hyperparameters

B Relational Games - additional results

Table 3 displays additional baselines.

C Identity rules 4 (flipped version) results

In the section, we briefly outline a version of the identity rules 4 task, where training and test set have been swapped, which we call identity rules 4 [flipped]. In this task, we only train on quadruples with 3 distinct images (only including quadruples of the form $ABCA$, $BACA$ and $BCAA$), while testing only on quadruples with at most two distinct images. We also include a version of this task, with missing variations, where we excluded all quadruples of the form $ABCA$ from the training set. For results, see Figure 7.

D Distribution-of-N results

In this section we are going to look at extensions of the distribution-of-three task: we will be looking at distributions of 10 elements, as well as a variation where the set of permutations shown in the training set is restricted and the test set is constructed of permutations not shown during training. We recall that in distribution-of-three, the second row in Figure 1 (top left) is a permutation of the first
| Task       | Test Set | CoRelNet | CoRelNet-T | MNM       | LSTM      | NTM       | RN        |
|------------|----------|----------|------------|-----------|-----------|-----------|-----------|
| same       | Hex.     | 94.7 ± 5.4 | 98.7 ± 0.5 | 97.3 ± 1.5 | 96.4 ± 1.6 | 97.2 ± 1.7 | 92.9 ± 2.8 |
|            | Str.     | 90.4 ± 9.0 | 98.4 ± 0.6 | 95.5 ± 2.0 | 90.3 ± 6.4 | 93.4 ± 5.3 | 83.7 ± 10.2 |
| between    | Hex.     | 96.6 ± 2.2 | 91.9 ± 3.3 | 93.6 ± 2.3 | 94.9 ± 3.3 | 96.3 ± 0.7 | 73.6 ± 8.2 |
|            | Str.     | 93.1 ± 5.4 | 87.0 ± 4.7 | 90.2 ± 5.2 | 91.7 ± 4.5 | 93.5 ± 2.5 | 54.5 ± 5.7 |
| occurs     | Hex.     | 96.2 ± 2.2 | 91.6 ± 4.6 | 84.9 ± 2.8 | 92.2 ± 2.4 | 93.5 ± 8.1 | 71.2 ± 6.6 |
|            | Str.     | 88.7 ± 5.3 | 79.3 ± 12.1 | 77.0 ± 4.5 | 79.8 ± 10.0 | 87.1 ± 11.0 | 54.6 ± 4.0 |
| xoccurs    | Hex.     | 92.2 ± 6.4 | 91.7 ± 6.9 | 73.8 ± 6.6 | 79.1 ± 2.8 | 84.2 ± 5.0 | 65.7 ± 5.5 |
|            | Str.     | 83.6 ± 10.9 | 85.4 ± 6.4 | 70.6 ± 6.2 | 77.2 ± 5.9 | 81.7 ± 5.8 | 61.7 ± 7.4 |
| row        | Hex.     | 97.7 ± 0.8 | 95.4 ± 5.1 | 49.9 ± 0.3 | 50.1 ± 0.6 | 50.2 ± 0.5 | 50.5 ± 0.3 |
| matching   | Str.     | 94.8 ± 1.3 | 90.5 ± 5.2 | 49.8 ± 0.6 | 50.2 ± 0.5 | 49.9 ± 0.5 | 50.4 ± 0.4 |
| col./shape | Hex.     | 47.2 ± 3.7 | 49.6 ± 0.8 | 75.7 ± 12.1 | 80.1 ± 7.0 | 88.0 ± 2.4 | 77.5 ± 9.2 |
| left-of    | Hex.     | 99.2 ± 0.7 | 97.6 ± 1.2 | 97.5 ± 1.2 | 97.2 ± 1.2 | 97.5 ± 0.9 | 51.0 ± 2.1 |

Table 3: Out-Of-Distribution test accuracies for the Relational Game tasks on the two held-out sets “Hexominones” (Hex.) and “Stripes” (Str.). Results reflect test accuracies averaged over 10 seeds.

Figure 7: Results for identity rules 4 [flipped] and identity rules 4 [flipped] (with missing variations) for \( m = 94 \), which is the most extreme OOD case. Here \( m \) denotes the number of shapes not seen during training. There are a total of 100 shapes, and \( m = 94 \) here means 6 shapes are shown during training, and testing involves only the 94 unseen shapes. The test result accuracies are averaged over 10 random seeds.

row. The last element of the second row is "removed", and needs to be inferred from the options in the last row, which contains all images shown in the first row and one additional element. In distribution-of-\( N \), we imagine \( N \) distinct images in the first row, and a permutation thereof in the second row. Again, the last element of the second row is "removed" and needs to be inferred from the \( N + 1 \) (the \( N \) images shown in the first row and one additional element) options shown in the last row. For the variations of distribution-of-\( N \), for which we want to only include unseen relations in the test set, we are going to restrict the training set to only contain permutations (sending the first row to the second row) preserving the set of the first \( N - 3 \) elements, while all the other remaining permutations are used to construct the test set. Hence test and training set have disjoint sets of underlying permutations, and thus relations. For results see Figure 8.
Figure 8: The test result accuracies for distribution-of-10 and distribution-of-10 (restricted - with unseen permutations during testing) for the most extreme OOD case ($m = 89$). Here $m$ denotes the number of shapes not seen during training. There are a total of 100 shapes, and $m = 89$ here means 11 shapes are shown during training, and testing involves only the 89 unseen shapes. The test result accuracies are averaged over 10 random seeds.

Figure 9: Figure displaying average test performance across 10 seeds for the respective models displayed in the plot. For RMTS regularization coefficient $\lambda = 5$ was used for both models, otherwise $\lambda = 1$ was used.

E Details on relational tasks with spurious features

Please see Figure 9.

F Spurious features in separated inputs

In this section we investigate a variation of the same different discrimination task with shapes and colours as outlined in Section 3.3. Instead of presenting colour and shape in the same image we provide shapes and colours alternatively in different images. Hence we expect that the model can more easily discern the spurious features, as the heavy lifting for ignoring spurious features no longer needs to be done on the level of the encoder but can instead be done on the level of the relational matrix. This is where we believe our model CoRelNet has an advantage over ESBN, as it gets to see
the whole similarity matrix all at once, and since spurious features are position dependent, it can decide which positions of the similarity matrix it should consistently ignore. See Figure 10 for details.
G Full plots

Figure 11: Full detailed test accuracy results for the four basic relational tasks, across the full range of values for $m$ (the number of heldout shapes during training only shown at testing, displayed on the x-axis). There are total of $n = 100$ shapes, hence $100 - m$ of those are shown during training, and the test set consists only of the other $m$ shapes. The most extreme OoD case corresponds to $m = 98$ for the same different task (98% of the possible combinations of shapes are in the test set and not shown during training), and $m = 95$ for the 3 other tasks. The case $m = 0$ corresponds to the in-distribution case, where the same 100 shapes are shown at testing and training. The test result accuracies are averaged over 10 random seeds.
Figure 12: Full concatenation plots. Full detailed test accuracy results on the four basic relational tasks, across the full range of values for $m$ (the number of heldout shapes during training, displayed on the $x$-axis). There are total of $n = 100$ shapes, hence $100 - m$ of those are shown during training, and the test set consists only of the other $m$ shapes. The case $m = 0$ corresponds to the in-distribution case, where the same 100 shapes are shown at testing and training. Here the suffix "cat" stands for concatenating the encoded input on top of the input of the decoder. The test result accuracies are averaged over 10 random seeds.
Figure 13: Full random encoder plots. Full detailed test accuracy results on the four basic relational tasks, across the full range of values for $m$ (the number of heldout shapes during training, displayed on the $x$-axis). There are total of $n = 100$ shapes, hence $100 - m$ of those are shown during training, and the test set consists only of the other $m$ shapes. The case $m = 0$ corresponds to the in-distribution case, where the same 100 shapes are shown at testing and training. Here the prefix "random encoder" stands for randomly initializing the encoder but not updating it via backpropagation during training. The test result accuracies are averaged over 10 random seeds.
Figure 14: Full symmetry plots. Full detailed test accuracy results on the four basic relational tasks, across the full range of values for \( m \) (the number of heldout shapes during training, displayed on the \( x \)-axis). There are total of \( n = 100 \) shapes, hence \( 100 - m \) of those are shown during training, and the test set consists only of the other \( m \) shapes. The case \( m = 0 \) corresponds to the in-distribution case, where the same 100 shapes are shown at testing and training. Here the prefix "asymmetric" stands for replacing the symmetric dot-product \( z_t^\top z_t \) by the asymmetric \((W_1 \cdot z_t)^\top (W_2 \cdot z_t)\), whenever self-attention is performed. Similarly, the prefix "symmetric" stands for replacing the 'asymmetric' dot-product \((Q \cdot z_t)^\top (K \cdot z_t)\) by the symmetric \((Q \cdot z_t)^\top (Q \cdot z_t)\) counterpart, whenever self-attention is performed. However in our analysis in the main text for symmetric vs asymmetric, we did not include symmetric Transformer and Transformer, since they are not built upon the same inductive bias. The test result accuracies are averaged over 10 random seeds.
Figure 15: Full detailed test accuracy results on the harder relational tasks with unseen relations, across the full range of values for $m$ (the number of heldout shapes during training, displayed on the \( x \)-axis). There are total of \( n = 100 \) shapes, hence \( 100 - m \) of those are shown during training, and the test set consists only of the other \( m \) shapes. The case \( m = 98 \) corresponds to the most extreme OoD case for same/different 6, and \( m = 94 \) for the other three tasks. The case \( m = 0 \) corresponds to the in-distribution case, where the same 100 shapes are shown at testing and training. The test result accuracies are averaged over 10 random seeds.
Figure 16: Full random encoder plots. Full detailed test accuracy results on the harder relational tasks with unseen relations, across the full range of values for $m$ (the number of heldout shapes during training, displayed on the $x$-axis). There are total of $n = 100$ shapes, hence $100 - m$ of those are shown during training, and the test set consists only of the other $m$ shapes. The case $m = 98$ corresponds to the most extreme OoD case for same/different 6, and $m = 94$ for the other three tasks. The case $m = 0$ corresponds to the in-distribution case, where the same 100 shapes are shown at testing and training. Here the prefix "random encoder" stands for randomly initializing the encoder but not updating it via backpropagation during training. The test result accuracies are averaged over 10 random seeds.

Figure 17: Comparison relational only vs relational + sensory input models, all models are run on 10 seeds for each task. **Left.** Average OOD test performance across the three enhanced cognitive relational tasks same/diff6 ($m = 98$), RMTS3 ($m = 94$), identity rules 4 ($m = 94$). **Right.** Average OOD test performance across the three enhanced cognitive relational tasks 'same', 'between', 'occurs', 'xoccurs', 'left-of', 'row matching', 'col./shape'. For the tasks involving stripes and hexominoes for OOD testing, both test performances were considered and the mean was computed, otherwise only hexominoes performance was considered. The average OOD test was taken across all tasks.
Figure 18: Additional baselines are being shown, such as MNM, NTM, LSTM and RN. Results are showing OoD test accuracy averaged across 10 seeds for each task. We took the most extreme OOD cases such as $m = 98$ for same/diff and same/diff6, $m = 95$ for RMTS, identity rules and dist3, and $m = 94$ for identity rules 4, identity rules 4 missing, RMTS3.