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Abstract: In this paper we present a large scale, passive positioning system that can be used for approximate localization in Global Positioning System (GPS) denied/spoofed environments. This system can be used for detecting GPS spoofing as well as for initial position estimation for input to other GPS free positioning and navigation systems like Terrain Contour Matching (TERCOM). Our Location inference through Frequency Modulation (FM) Signal Integration and estimation (LoSI) system is based on broadcast FM radio signals and uses Received Signal Strength Indicator (RSSI) obtained using a Software Defined Radio (SDR). The RSSI thus obtained is used for indexing into an estimated model of expected FM spectrum for the entire United States. We show that with the hardware for data acquisition, a single point resolution of around 3 miles and associated algorithms, we are capable of positioning with errors as low as a single pixel (more precisely around 0.12 mile). The algorithm uses a large-scale model estimation phase that computes the expected FM spectrum in small rectangular cells (realized using geohashes) across the Contiguous United States (CONUS). We define and use Dominant Channel Descriptor (DCD) features, which can be used for positioning using time varying models. Finally we use an algorithm based on Euclidean nearest neighbors in the DCD feature space for position estimation. The system first runs a DCD feature detector on the observed spectrum and then solves a subset query formulation to find Inference Candidates (IC). Finally, it uses a simple Euclidean nearest neighbor search on the ICs to localize the observation. We report results on 1500 points across Florida using data and model estimates from 2015 and 2017. We also provide a Bayesian decision theoretic justification for the nearest neighbor search.
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1 Introduction

Localization using ambient wireless signals (both indoor as well as outdoor) has generated considerable interest in recent times. Considerable work has been done both in the academia as well as in the industry with focus on civil and research use[1–6]. Indoor localization is important for ubiquitous computing[7, 8] and as Global Positioning System (GPS) is severely degraded in such environments[9], other modes of localization become necessary. The importance of outdoor localization in the absence of GPS cannot be overemphasized due to the heavy dependence on GPS in the society. The
problem of outdoor positioning has been studied for a long time with GPS being the most widely used large scale outdoor positioning system in use today.

With the coming of age of ubiquitous computing, ambient wireless signals have been extensively used for building indoor localization systems\(^\text{[2,10,11]}\) and the accuracy achievable with such systems continues to improve with time. Though there are no accepted standards for indoor localization, WiFi-based localization is the most common\(^\text{[11]}\) and other methods continue to be studied in detail. Examples of such systems are those based on Global System for Mobile communications (GSM)\(^\text{[12]}\) and Frequency Modulation (FM) signals\(^\text{[13]}\). For outdoor localization, the state of the art, in the last three decades, has been GPS\(^\text{[14]}\). The use of GPS has exploded in the last decade and today it has infiltrated almost every household in the world, courtesy of smartphones. Though it is hard to imagine a world where GPS is not available or unreliable, it is a real possibility. GPS can become unreliable due to spoofing by adversaries and it can become unavailable altogether due to jamming in contested environments, or disturbances caused due to natural causes like extensive cloud cover\(^\text{[15–22]}\). As a result, there is need for research into systems that can be used as a “fall back” when GPS becomes unreliable or is completely unavailable. Many research groups and organizations have been investing heavily in research into GPS-free positioning, navigation, and timing, which further demonstrate the importance of such technologies going forward\(^\text{[23–26]}\). It must be pointed out here that the development of GPS was pioneered by the US military and several reports in recent years have acknowledged the fallibility of GPS and the importance of alternative modalities for positioning\(^\text{[27]}\).

Assisted GPS\(^\text{[28]}\) and differential GPS\(^\text{[29]}\) are examples of systems that aim to augment and assist existing GPS systems either for accurate and reliable positioning or for obtaining faster “time-to-first-fix”. For example, Assisted GPS (A-GPS) uses cell phone towers to improve the quality of GPS positioning. It also downloads and stores information about the location of GPS satellites for improving the “time-to-first-fix”. Aside from this if GPS becomes unavailable, A-GPS systems can then use cell phone towers to localize the user. Differential GPS (D-GPS) uses two co-operating GPS receivers (one stationary and one moving) to localize the receiver in motion. If GPS becomes unavailable, then D-GPS ceases to work whereas A-GPS works only when the receiver has access to a cell phone network (GSM or Long-Term Evolution (LTE) networks). Thus if the receiver does not have access to a cellular network when GPS is lost, this method is of little use. Hence GPS-free positioning is required in these scenarios.

In this work we describe a large scale coarse localization system based on ambient FM signals and approximate FM map estimation. This Signals of Opportunity (SoOP)-based method can be used to approximately self-locate within a large area when GPS is degraded, unreliable, or unavailable. Our system cannot be used for navigation in the absence of GPS because it computes a coarse position estimate. However, given this coarse estimate, it is possible to use a secondary system like TERCOM\(^\text{[30]}\) or variations\(^\text{[31]}\) for accurate positioning and navigation. The system can also be used for detecting and overcoming GPS spoofing. Finally, our system can be used with existing GPS systems to decrease the “time-to-first-fix” without the user paying for additional cellular data as in the case of A-GPS.

The idea of using ambient Radio Frequency (RF) signals for localization is not new and has been studied before. Some of these techniques include anchor-based approaches\(^\text{[2,32–35]}\), those using Time Of Arrival (TOA)\(^\text{[36]}\), Time Difference of Arrival (TDoA)\(^\text{[37]}\), and Angle Of Arrival (AOA)\(^\text{[35]}\). Most of these techniques either require complex and expensive hardware, a complex time synchronization step, or multiple antennas. Some of them even require modeling the underlying multi-path in the environment in order to be useable. In addition to these techniques, there are some methods that use distance-dependent features of the RF signal, for example, the Received Signal Strength Indicator (RSSI)\(^\text{[38]}\), Signal-to-Noise Ratio (SNR), and the Stereo Channel Separation (SCS)\(^\text{[39]}\).

RSSI at the receiver is determined by the hardware of the receiver, the location and power of the transmitter, and the ambient medium. Given a transmitter \(t\), the RSSI at the receiver which is at a distance \(d\) from the transmitter is given by (see Ref. [40])

\[
r^T_d = r^T_{d_0} - \beta \log \left( \frac{d}{d_0} \right) + \eta_d \tag{1}
\]

where \(\eta_d\) is the noise at a location which is at distance \(d\) from the transmitter and \(d_0\) is a location which is at distance \(d_0\) from the transmitter where the RSSI is known beforehand and \(\beta\) is a weighing constant.
Under the model, \( \eta_d \) has a Gaussian distribution with zero mean and an unknown variance and models the uncertainty in the environment. Also the received signal strength given by Eq. (1) depends on the device used to sense the medium\(^{10} \). RSSI-based localization is usually easy to implement, since the RSSI can be read directly from the hardware, and the computation complexity is low. On the flip side, the accuracy of such systems is usually low, if the RSSI is used directly for the localization. This is primarily because the RSSI is affected by the state of the ambient medium, and the quality of the device used for measurements and the multi-path. Thus, for improving the accuracy, RSSI-based systems require careful feature engineering for use with a learning algorithm, so as to get acceptable accuracy\(^{2,10} \).

Another point worth mentioning, in the context of RSSI-based localization, is the fact that any learning algorithm used with the engineered features runs into the problem of model generalization in the presence of data obtained from heterogeneous devices. Any model for localization is usually created using training data which is obtained using a wireless device that is usually different from the device used to acquire the test data in real time. Moreover, data collected with the test device is usually not available beforehand and hence it is not possible to calibrate the model to account for the differences in the hardware of the two devices. As pointed out in Ref. [10], this has the potential to result in poor generalization performance which leads to a transfer learning problem, where the goal is to use a model learned with data obtained from a possibly unknown device and use the same for localizing an uncalibrated device in real time, using the sensed RSSI data. Our localization system is based on RSSI of FM signals and an estimated FM signals map and hence suffers from these disadvantages. As our goal was to build a fast and simple localization technique, we use careful feature engineering to alleviate these problems. Note that a Distributed Data Driven Application System (DDDAS) approach could be used as one can build a model of the RSSI response and calibrate the same for different environments (e.g., “FM model”). When the system is deployed, the real-time estimation can fine tune the general model in relation to the variations in the ambient environment, current sensor use, and platform measurement performance\(^{41} \). Thus calibration still plays a role and we will discussed this further later.

Inspired by the success of FM-based localization in indoor environments\(^{2} \), we use FM broadcast signals for building a large scale approximate outdoor localization system. In Ref. [2], the authors built an indoor FM-based localization system using a “fingerprint” based approach. However, for large scale outdoor localization, “fingerprint” based systems are hard to build because of scaling issues. As a result our system uses a large scale “FM model” estimated for the entire mainland United States. This system can be used for computing the approximate location of the user in the absence of GPS or when GPS is severely degraded or spoofed. Our goal is to get an approximate location fix, when GPS becomes ineffective. Once the approximate location is found, other methods can be used to improve the positioning accuracy of the affected GPS system and the whole localization system can be functional until GPS becomes available (reliable) again. A system for improving the approximate location of an Unmanned Aerial Vehicle (UAV) was built by Mukherjee et al.\(^{42} \) and several other methods\(^{8,30,31} \) can be used for improving this approximate location. The FM broadcast band falls between 88 MHz and 108 MHz in the US with a 200 kHz bandwidth per station. FM signals are Very High Frequency (VHF) and hence are less sensitive to weather conditions and terrain\(^{2,43} \), cover long distances, and can be used for both indoor\(^{2} \) and outdoor localization. Our method is based on RSSI, within the constrain of hardware costs, which is less than $25 for the entire system. This immediately rules out methods based on TOA, TDoA, and AOA which require more expensive of the shelf hardware.

Our method contains two distinct steps: the first step estimates the signal strength model and the final step tests the model for localization accuracy. Though we estimate the signal strength model in the first phase, unlike the training phase for traditional machine learning methods, we do not use observed RSSI values at different known locations for building this model. Instead we use data about FM transmitters across the US, consisting of their power of transmission and a constant power polygon (Figs. 1 and 2), as the input to this phase. The model computes an estimate of the RSSI at each point of our region of interest (the entire US mainland). In the testing phase, we use a software defined radio to read the FM power spectrum at an unknown location, and this is resolved into a location estimate using Bayesian estimation techniques.
Algorithm 1: Output a model of expected RSSI

1: function ESTIMATEMODEL($\tau$)  
2: $D \leftarrow$ GenGeoHash()  
3: for $x \in D$ do  
4: $HT[x] \leftarrow [-\infty]^{101}$  
5: end for  
6: for $(t, r, p) \in \tau$ do  
7: for $x \in GetPixels(t, r)$ do  
8: $v \leftarrow HT[x]$  
9: $y \leftarrow RayIntersect(p, Location(t), x)$  
10: $d_1 \leftarrow |y - Location(t)|$  
11: $d_2 \leftarrow |x - Location(t)|$  
12: $j \leftarrow FreqIndex(t)$  
13: $a = (\text{Power}(t), d_1, d_2, v_j)$  
14: $v_j \leftarrow \text{CALCULATEPOWER}(a)$  
15: $HT[x] \leftarrow v$  
16: end for  
17: end for  
18: return $HT$  
19: end function

and the estimated FM model. We would like to stress here that though our method can technically be called a "fingerprinting based method", it is very different from how "fingerprinting" works. In any "fingerprinting" based approach, one needs to collect the "fingerprints" whereas in our case we estimate them, which makes our approach different in two ways. First, the estimated values are not as precise as actual "fingerprints". Finally we use the data obtained from the FCC for our estimation and then use data obtained from a completely different device for the actual localization. This is not done for any "fingerprinting" based method.

The localization system that we describe has several interesting properties. The system reveals the DDDAS paradigm in which instrumentation data and executing application models become a dynamic feedback control loop, whereby measurement data are dynamically incorporated into a model of the system in order to improve the accuracy of the model. Again in the reverse process, the executing application model controls the instrumentation process to guide the measurement process. The DDDAS paradigm is used to build a large scale approximate positioning system that uses SoOP. We also demonstrate (1) the use of a model learned with data collected using unknown devices to approximately localize over a large area, (2) a simple feature engineering technique for the localization of an uncalibrated device using RSSI values only, and (3) that the resulting features can also be used to localize the uncalibrated device using models learned at a different point in time. We show empirically that there are negligible differences in the localization accuracy.
obtained using an old model that was learned a few years back against a new model that was learned more recently.

**Notation**: We denote locations in any region by lowercase letters as \( x, y \). \( \psi \) is used for the power spectrum and its subsets. Scalars including indexes are represented by lowercase letters like \( i, j, k \). Particular power values are accessed as \( \psi_i \). We note that a particular power value \( \psi_i \) is a scalar and can be assigned to scalars. Dictionaries are denoted by symbols like \( D, H, SS \). We note that dictionaries are same as functions and hence functions are also represented as such. Keys in a dictionary are always vectors. Values in a dictionary corresponding to a key \( x \) are accessed by \( D[x] \). Collections or sets are denoted by letters like \( S \). Random variables are denoted by letters like \( X, Y \). Expectation of a random variable is denoted by \( E \) and the probability distribution of a random variable is denoted by \( P \). When dealing with probabilities and probability distributions, the associated parameters are denoted by letters like \( \mu \) and \( \sigma \). This is true for all the scalars and constants that are associated with convergence assumptions of random variables and their distributions. \( \pi \) is reserved for representing prior distributions.

Next we describe other techniques that have been used for tackling similar or related problems.

## 2 Background and Related Work

In this work we are concerned with methods for absolute positioning, the problem of finding the absolute coordinates of a point in a fixed reference frame. Absolute positioning can be done using two approaches. The first approach relies on communications with the GPS whereas the second achieves its objective without any such communication. Traditional GPS-based localization\(^{[14]}\) uses GPS receivers to communicate with several GPS satellites. The received data is used to compute the distance of the object from at least four known GPS satellites using the idea of TOA\(^{[36]}\). The final position is found using trilateration. Current GPS systems, without modifications, suffer from several limitations, namely, lack of precision\(^{[44]}\), jamming\(^{[45]}\), and disruption and spoofing\(^{[46]}\).

To get around these problems, researchers have used the idea of assisted GPS\(^{[47]}\). In A-GPS, there is a dedicated A-GPS server that communicates with the GPS receiver. The data from the server is used to augment that the data obtained by the GPS receiver. Lee et al.\(^{[48]}\) used the idea of Radio-Frequency assisted GPS (RF-GPS). RF-GPS uses Differential GPS (DGPS)\(^{[49]}\) in order to correct the errors and improve the accuracy of GPS. More recently, work has been done in order to achieve centimeter level accuracy with GPS\(^{[29, 50-53]}\). Most of the centimeter accurate GPS systems use the idea of carrier phase differential.

Apart from GPS-based absolute positioning methods, there are absolute positioning techniques that do not depend on GPS. These methods are usually called GPS-free localization techniques. One of the most common forms of GPS free positioning is called Network Based Geolocation\(^{[47, 54, 55]}\). These methods are almost exclusively based on technologies that depend on wireless networks and use signal processing heavily. They use methods such as TOA, time difference TDoA, AOA, timing advance, and multipath fingerprinting\(^{[35, 36, 38, 56-58]}\).

McEllroy et al.\(^{[59]}\) developed a GPS free navigation system using the Amplitude Modulation (AM) radio transmission band with the TDoA method. The idea is to use an AM tower with known location and one reference receiver to estimate the second receiver’s location. In theory, this work can be extended to use FM stations. This method has an accuracy of 20m, but it relies on a known position of the reference receiver. Therefore, in a large area, it mandates the deployment of a large number of reference receivers in order to perform the localization. More recently, ground-based terrestrial transmitters have been used to create a terrestrial version of GPS, that does not depend on transmissions from GPS constellations. One such system is called Locata\(^{[60]}\) which has pioneered the use of ground-based transmitters that can be used as an alternative to GPS satellites. One of the major drawbacks of such a system is the need to invest in the creation of a large network of Locata transmitters across the world.

In order to implement a network-based geolocation system, without the need for special transmitters, one can use ambient radio signals. A straightforward approach to building such a system is through the use of a fingerprint database. Such systems are broadly categorized as fingerprint-based localization system and the fingerprints can be received signal strengths for WiFi or FM\(^{[61, 62]}\). They can also be readings obtained from inertial sensors, in case, such readings.
have unique characteristics at given locations\cite{63}. These methods have been extensively used for building indoor positioning systems\cite{13,34,62,63}. The receiver scans the fingerprint at a given location of interest and then compares it with a database, which contains the fingerprints for every possible location in the region of interest. The location of the query point is determined based on a match found in this database.

Laoudias et al.\cite{64} built such a system using smartphones. Smartphones are used to collect data on WiFi Access Points (APs) and create a database for the entire region of interest. This is done as a pre-processing step. Finally, in the query phase, the location of a point is determined by using an Euclidean nearest neighbor search, on the database, in the space of the RSSI values. A crowdsourced version of a similar system was implemented by Petrou et al.\cite{65} Adding another dimension to positioning, Konstantinidis et al.\cite{66} studied privacy preserving indoor localization using smartphones.

Fang et al.\cite{33} did an extensive study on FM fingerprint-based localization in a small area, for studying the possibility of meeting the FCC requirement\cite{67} (50 m error for 67 percent of calls for handset-based devices). They built a localization system using the RSSI values of the FM signals as fingerprints. They used the idea of correlation to compare the observed signal at a point with those stored in the database. They also compared the results obtained from FM and GSM signals as the sources. It is difficult, if not impossible, to extend these results to an entire country like the United States because of the large amount of data collection required.

Abdelnasser et al.\cite{63} implemented a system with fingerprints as data from different sensors on a mobile phone for indoor localization. They noticed that different indoor locations have unique signatures on one or more of the on-board sensors of the phone. For example, stairs have very different signatures in the accelerometer as compared to level floor. Such locations with unique signatures are called landmarks. Their system used these landmarks and combined them with dead-reckoning for indoor positioning. Azizyan et al.\cite{68} used a novel technique called SurroundSense to logically localize mobile phones using a method called ambience fingerprinting. The technique of ambience fingerprinting uses all possible sensor information available in the surrounding as a fingerprint. Recently, Aly and Youssef\cite{69} proposed the Dejavu system, which can achieve very accurate large scale localization using cell phones and crowdsourced data. An important variation of network-based geolocation is called Signals of Opportunity (SoO)-based localization\cite{70,71}. These systems all use the different types of available RF signals in the environment to create a fingerprint database. Different types of RF signals such as GSM\cite{12,34}, WiFi signal\cite{11,72}, FM\cite{13,62,73}, or TV signals\cite{74} can be used for the positioning. Unlike GPS, these systems can be used for indoor localization and are known to give errors of less than 3 m\cite{11,73}.

Indoor localization systems have also been built using strengths of sound waves\cite{75} as fingerprints. Tarzia et al.\cite{75} studied an acoustic fingerprint-based localization system. They used the Acoustic Background Spectrum (ABS) as a fingerprint for indoor localization. Another option is to use ultrasound for the fingerprints. For example, Hazas and Hopper\cite{76} studied the use of broadband ultrasound for indoor localization.

There are aspects of the problem of positioning using RSSI values that make the problem non-trivial both indoors as well as outdoors. One problem has to do with the fact that the device that is used for collecting the RSSI values for localization is oftentimes not fully characterized and is usually different from the device used for collecting the data for the training or fingerprinting step. This is called the “cold start” problem for heterogeneous device localization. Zheng et al.\cite{10} studied this problem in the context of indoor localization. In Ref. [10], the authors came up with robust feature representations for solving this problem. In another related work\cite{77}, the authors studied the problems that arise with the difference in the distributions of the training data and the test data. This problem is related to the problem of heterogeneous cold start device localization. However, in Ref. [77], the authors studied the adaptations that are required for using the model learned using data from one device to localize another device using the same modality in indoor environments. They treated the problem of localizing multiple devices as multiple learning tasks, and formulated it as a multi-task learning problem.

For any localization system to be robust, the positioning accuracy should not vary significantly over time. For example, in GPS, under normal operating conditions, the localization accuracy is usually fixed (around 20 m for commercial GPS systems). However, with any RSSI-based system, this guarantee is hard to establish as the RSSI values change over time.
Thus, the models developed at a given point in time might not be applicable at another time because the characteristics of the environment changed. In Ref. [78], the authors studied exactly this problem in the context of indoor localization. They used a novel semi-supervised algorithm based on hidden Markov models, which they called transferred hidden Markov model for solving this problem. As far as we know, these problems have not been studied in the context of large scale localization in outdoor environments.

Inspired by the success of FM-based indoor localization systems, we have implemented a large scale FM-based positioning system that uses a large scale signal map estimation phase. Our system is very similar to the system developed by Youssef et al. [79], which extended the ideas used in Smart Personal Object Technology (SPOT) [3]. Youssef et al. [79] studied the problem of FM-based localization using estimated ranking of FM stations in the city of Seattle. They used RadioSoft’s ComStudy [80] FM signal estimation package for predicting the FM map for the 28 FM transmitters in the Seattle area. They divided the region of interest into grids and for each grid they got a ranking of the 28 FM stations based on the estimated power values. In order to reduce the computational complexity, they grouped the 28 stations into 7 groups based on Pearson’s correlation coefficient between all the pairs of spatially co-located FM transmitters. Finally, at a location of interest, the FM spectrum from the 7 groups are measured and the location is determined by finding the ranking in the estimated database that best matches the observed ranking using Bayesian methods.

Though in Ref. [79] the method relies on determining the ranking based on the estimated power values as we do, the similarity ends there. In order to use the method of Youssef et al. [79], one would need to exactly know the location of the FM transmitters and would need to generate the estimation map for every region of interest differently, as their estimation used the terrain models for the region of interest. For a city other than Seattle, the number of FM stations would be different from 28 and the number of buckets different from 7 and hence this would completely change the map generation process for each region of interest. This would make it hard to scale this method to very large areas, like an entire country, because the map generation would be difficult due to the heterogeneity of the distribution of the FM transmitters and the difference in the terrain information. On the other hand, we use a large scale map estimation technique that does not depend on exact knowledge of the distribution of FM transmitters in a region of interest or the information about the terrain of the region. Thus every location, irrespective of the actual distribution of FM transmitters, is represented using a 101-dimensional vector. We use a feature selection mechanism coupled with a candidate selection algorithm to reduce the dimensionality and breadth of the search space, instead of creating groups of correlated stations, in order to make the system scalable.

In a more recent work, Margolies et al. [81] used 4G LTE data for localization. They used User Measurement Data (UMD) that consists of the Received Signal Strength (RSS), Reference Signal Received Power (RSRP), Propagation Distance (PD), and measurements of other metrics like throughput, latency, and information on dropped calls. The UMD is collected by the network and does not contain the user location information. The goal of the paper is to be able to predict the user location based on the observed UMD. To this end the authors [81] described the Network Based Localization (NBL) system. Their system operates in two phases: the offline phase uses GPS tagged UMD (GUMD) to build a coverage map that associates each location within the region of interest with an estimated 3-tuple of (RSRP, RSS, PD), which is finally used for localization. For making the problem computationally tractable for very large areas, the authors [81] divided the region of interest into a number of grids such that all positions within a grid is mapped to a representative. They used grid sizes of 16 to 21 which corresponds to cell widths of 522 m to 16 m, respectively. In the online phase they used a Maximum Likelihood (ML)-based approach and a weighted average-based approach for the location inference. We must point out that their method is similar to ours in that we also have two phases: one offline and the other online. Moreover we also overlay the region of interest with a grid of cells for reducing the computation involved. Finally the online phase of our algorithm uses a maximum likelihood-based approach (noting that Bayesian estimation is nothing but maximum likelihood with uniform prior). Our offline phase does not use any crowdsourced user data, and instead of using RSRP, RSS, and PD, our method simply uses the RSS for localization.

We choose FM instead of LTE for our work because it is harder to get data for LTE (GSM) transmitters for the entire United States. Our method should work
equally well with LTE (GSM) data. Moreover, our work can easily augment the Dejavu system\cite{69}, in the absence of crowdsourced data. Moreover, indoor localization systems\cite{62,75} can also use our system to improve accuracy and coverage area using a two-phase approach. In these settings, our system can be used as a coarse localization system and then once we have localized to a small area, the indoor/local positioning system can take over to give more fine grained results. It must be noted that for using our method in indoor environments, the offline estimation phase will need to change and will need to incorporate the floor plan of the building and location of nearby FM transmitters. Similar methods that use RF data for localization can benefit from our method, as long as transmitter data is available apriori, the receiver can acquire the power spectrum and has a small amount of processing capability. To our knowledge, we are the first to demonstrate FM-based localization without any GPS assist using large scale map estimation for an entire country. Moreover, the model estimation is done using data collected using unknown devices for which the calibration information is not available. Moreover, for the localization step, we collect data using an uncalibrated Realtek RTL2832U SDR\cite{82}. We also show through experiments that our method is agnostic to the temporal distribution of the RSSI values.

3 Localization Algorithm

Before discussing the different steps for localization, we outline the context for the application of our algorithms. First, we assume a priori knowledge of the transmitted power and location, with respect to a global coordinate system, of all FM transmitters in the region of interest. We denote the location of an FM transmitter by $r$ and the radius of its influence by $r$. Every FM transmitter is associated a power polygon. The $p$-dBu polygon, represented as a vector, corresponding to the transmitter is denoted by $p$ and is assumed to be available at the time of model estimation. Note that this polygon is obtained by physically measuring the power received from an FM transmitter and is assumed to be made available to us (in case of the US mainland by the FCC). However, we do not assume that we have any information about the device used for measuring this polygon.

As mentioned before our algorithm has two stages: model estimation and testing. The model estimation step is done off-line and the resulting model is used for the positioning in the testing phase. The first step of our algorithm estimates the expected value of the FM spectrum at each point across the entire region of interest. More precisely, given a location $x$, in geographical coordinates (we only consider the latitude and longitude as we want to self-localize on the surface of the earth), we determine the expected RSSI for the different channels of the FM spectrum at that location, and represent the same as a 101-dimensional vector (as there are 101 channels in the FM spectrum). The testing phase of our algorithm has three parts namely: feature detection, candidate selection, and localization, described in detail later. Given the estimates of the expected RSSI for each channel at every point in the region of interest, a major challenge of any localization algorithm, using the received power spectrum, is to determine a subset of the transmitters in the region that may correspond to the observed RSSI. We call the step that filters these transmitters from all the known FM transmitters in the region, as the candidate selection phase. This step helps us narrow down the search from the whole region of interest to within a few hundred square miles. The amount of reduction in the search area that we get, depends heavily on the distribution of the FM transmitters.

We denote the model representing the expected power at every point in a region of interest by a hash table $HT$. In this hash table $HT$, the keys are the location hashes (implemented using the python library geohash)\cite{83} for each location in the region of interest and the value for each hash is the estimate of the expected FM power spectrum, represented as a vector in $\mathbb{R}^{101}$. The received signal strength of each channel is denoted by $\psi_i, i \in [1, \ldots, 101]$. Note that at a location of interest, the $i$-th channel may or may not be available, $i \in [1, \ldots, 101]$ and hence the set of observed FM channels at a given location is a subset of the 101 possible FM channels.

One important aspect of our Location estimation using Signal Integration (LoSI) algorithm is the fact that it uses feature engineering to succinctly represent the received signal in a lower dimensional space. As noted above, the observed RSSI at any location of interest is a 101-dimensional vector. We use a simple feature engineering technique to embed the observed FM spectrum at a point of interest, in a low dimensional feature space with the aim of reducing the dimensionality and to get a robust representation of
the same. The goal is to find relevant features from the observed spectrum such that they are able to distill the identifying information, which can be used for positioning. We use a very simple feature descriptor that we describe in Section 3.2. Given the received power spectrum $\psi$, the extracted features are represented by $\rho$. Now we are ready to describe the LoSI system in detail.

We start with an algorithm for estimating the FM signal strength model at each point in the region of interest. Then we describe the testing phase where we describe the actual localization algorithm.

### 3.1 Model estimation

Our goal is to be able to learn a model that predicts the expected power across the FM channels at a point of interest $x$ based on the knowledge of nearby FM transmitters: the power at which they are transmitting and the description of a region around the transmitter that receives a fixed power from the transmitter (the power polygon). If the model is perfect, then the observed FM power spectrum at $x$ should agree exactly with the predicted spectrum. However, there are problems that prevent this straightforward comparison, which is done in any “fingerprinting” based approach, from being used for positioning in our setting. First, the model is not perfect and hence the predicted spectrum at a point $x$ may not be exactly the same as the observed spectrum at the point. Furthermore, the observed power spectra at a point is corrupted by noise and hence not all the observed data are accurate. The noise is a result of multi-path, hardware issues with the use of an uncalibrated receiver, interference with other Electro-Magnetic (EM) waves, as well as differences in ambient temperature and humidity. Finally, there are differences due to the fact that the learning phase uses data from actual fixed power polygons. These are collected with possibly several different devices, the nature and characteristics of which are unknown. Moreover, they are different from the device being used to sense the spectrum for localization during the testing phase. In short, the use of information from heterogeneous devices with unknown characteristics induces uncertainty.

For this paper, we estimated the expected FM power spectrum in the region of interest, the region is divided into regions (using geohashes$^{[84]}$ of a fixed precision). Going forward we denote this collection of geohashes by $D$. The data for estimating the expected FM spectrum consist of information about FM transmitters in the region of interest. More specifically, we assume that we know the geo-location of the transmitter $t$, the radius of its influence denoted by $r$, and the $p$-dBu contour plot for the transmitter denoted by $p$. We represent this contour plot as a $star$ polygon$^{[85]}$ with 360 vertices. Given this information, for every transmitter, we can estimate the expected power at all geohashes within its radius of influence. For points that are in the radius of influence of several transmitters, we get the total estimated power by adding the contributions from each transmitter. For a given transmitter $t$ and a point $x$ in the circle centered at $t$ of radius $r$ (the region of influence of the transmitter), we first compute the intersection of the line joining the points $x$ and $t$ with the $p$-dBu polygon $p$. This intersection can be computed using a line sweep algorithm$^{[86]}$. After this step, the problem reduces to that of interpolating or extrapolating the power at $x$, using the value of the power at the intersection, which is known to be $p$ dBu.

Now we formally describe this algorithm. It takes a list of tuples as input. Each tuple is of the form $(t, r, p)$. We use the following functions for Algorithms 1 and 2:

1. **Location** $(t)$ returns the coordinates of the transmitter $t$.
2. **RayIntersect** $(p, Location(t), x)$ calculates the intersection of the line (Location $(t), x$) from the tower location $t$ to a pixel location $x$, with polygon $p$ in local stereographic projection$^{[85]}$, which is centered at the tower location. The polygon is preprocessed to allow binary search$^{[85]}$. This allows us to implement this primitive in $O(n \log n)$ time$^{[87]}$. In our case $n = 360$ which is the number of sides of the polygon.
3. **GetPixels** $(t, r)$ gets all geohashes inside the coverage radius $r$ centered at the tower location $t$.
4. **GenGeoHash** $(t)$ generates all geohashes inside
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The goal of this step is to determine robust features from the observed FM spectrum for a given region of interest. (5) FreqIndex (t) returns the integer index in [1, 101] for a tower given its frequency. (6) Freq (t) returns the frequency of the tower given by t. (7) Power (t) returns the transmitted power from the tower t in kW. (8) Line 6 of Algorithm 2 uses a formula for computing the power at a point x. The formula being used can be found in Ref. [40] and is a standard for wireless networks. (9) Aggregate (d, a) takes the previous power reading a converted into linear scale and sums it with the current voltage reading d. Finally, it converts back to logarithmic scale, and returns the aggregated new power.

3.2 Dominant channel descriptors

Given a point of interest x that we want to localize, our algorithm starts by looking at the RSS values of the FM spectrum received at that point. Using the observed RSS values for the 101 channels directly might be problematic: the data is high dimensional, the observed RSSI may be different from device to device and on the same device under different environmental conditions and finally the observed RSSI is corrupted by noise which is uncalibrated[77]. All of this precludes the use of observed RSSI directly. Therefore, we need to find features that are invariant to the aforementioned conditions. Moreover, the features should be such that they distill enough locality information from the observed RSSI to be able to localize the point of interest. Thus the features should have enough discriminative power to differentiate between different locations with similar RSSI patterns. Intuitively, given the observed RSSI at a location, two characteristics of the received spectrum discriminate between different locations, namely, the received channels of the FM spectrum above the noise level at that location and the power received in those channels. It must be noted that there is a non-zero probability for two locations, in the region of interest, to have the same channels above the noise level at the same power. So there is a non-zero probability that the estimate of the location might be wrong using features based on these two characteristics. However, if the number of such features is large enough, then the probability of a collision resulting in mis-prediction is low. By ensuring that channels whose power is significantly above the noise level are selected, one can further reduce the uncertainty. Based on these considerations we decided to use features that use these characteristics for representing the received FM spectrum at a given region and carry out the location inference in this feature space. We call these features the Dominant Channel Descriptor (DCD) features.

Intuitively, to find DCD features, the extraction algorithm looks for channels that significantly “dominate” its local neighborhood in terms of received signal strength, thereby making sure that the power at these channels is significantly above the noise level. It also ensures that they have enough received power to be discriminative for location inference. Given the observed spectra denoted by ψ, the i-th channel is selected as a DCD feature if and only if it satisfies the condition:

\[
\min(\psi_i - \psi_{i-1}, \psi_i - \psi_{i+1}) > \nu,
\]

for \(i \in [2, \ldots, |\psi| - 1]\) and some constants \(\nu > 0\), that should ideally depend on the data and the device used for sensing the spectrum. Note that there are two boundary cases: the first one occurs when \(i = 0\) and the second one occurs when \(i = |\psi| - 1\). In case when \(i = 0\), the algorithm checks whether \(\psi_i - \psi_{i+1} > \nu\). Similarly for the case where \(i = |\psi| - 1\), it checks \(\psi_{i} - \psi_{i-1} > \nu\) to determine whether \(\psi_i\) is a DCD feature or not.

The feature extraction algorithm returns all the DCD features from the observed FM spectrum for a given
location, after sorting them by the value of \( \min(\psi_i - \psi_{i-1}, \psi_j - \psi_{j+1}) \) or the corresponding values for the boundary cases. We represent the extracted DCD features by \( p \). We also note that given the vector of selected DCD features, we can build a 101-dimensional bit vector corresponding to the observed FM spectrum. In this 101-dimensional bit vector, 1 is used for a channel that is selected as a DCD feature and 0 is used otherwise. We also use \( p \) to denote this DCD indicator vector, abusing the notation. But the particular vector being referred to should be clear from the context. The details of the algorithm are formally described in Algorithm 3.

We use the following in Algorithm 3:

1. Enumerate \( \psi \) accepts a list of powers \( \psi \) and returns a list of tuples \((i, \psi_j)\) for every element in \( \psi \).
2. \( \text{MinK} (p, k) \) returns the top \( k \) tuples based on the value of \( j \), given a list of tuples of the form \((p_w, j, i)\) where \( p_w \) is the power, \( j \) is a floating point number, and \( i \) is an integer.

The DCD feature extraction algorithm uses two parameters, namely \( k \) and \( v \) that are set to two cutoff values. These parameters control the number of DCD features that will be finally selected by the system. In our experiments we empirically found that the values \( k = 25 \) and \( v = 8 \) worked best and captured most of the relevant DCD features.

### 3.3 Inference candidates

The next step of our localization algorithm is candidate selection. Given the extracted DCD features from the observed RSSI at a location of interest, this step determines the candidates for location inference using the estimated model of expected FM spectra. More precisely, this step identifies locations across the entire region of interest that have the potential to generate the same DCD indicator as the current location. Thus this step eliminates a location from consideration, if the estimate of the expected spectrum at the location is such that it cannot generate the same DCD indicator as the observed one. Note that having the same DCD indicator at a known location only makes it a candidate for the location of interest. Further analysis is required to determine if it is indeed the location we seek. The selected locations for the final inference are called Inference Candidates (IC).

The problem of selecting ICs can be posed as a **Subset Query Problem**. The subset query problem is stated as follows: Given a set \( V \) of \( n \) vectors over \( \{0, 1\} \), build a data structure, which for a query vector \( q \) over \( \{0, 1\} \), detect if there is any vector \( p \in V \) such that \( q \) is a subset of \( p \) (in other words, \( p \land q = q \)). Due to its high importance, the subset query and partial match problems, as they are generally called, have been investigated for quite a while. It is believed that the problem inherently suffers from the “curse of dimensionality”, that is, there is no algorithm for this problem which achieves both “fast” query time and “small” space [88] in the general setting.

In order to formulate candidate selection as a **Subset Query Problem**, we start with the estimated model of the expected FM spectra in the region of interest, \( \mathcal{H} \mathcal{T} \). We recall that in \( \mathcal{H} \mathcal{T} \) each location is indexed by a geohash and corresponding to each geohash we have an expected FM spectrum recorded as a 101-dimensional vector. Using this we compute the DCD containment model denoted by a selection subset \( \mathcal{S} \mathcal{S} \), which is a dictionary where the keys are 101-dimensional bit vectors and the associated values are a list of geohash.

In order to compute \( \mathcal{S} \mathcal{S} \), we proceed as follows:

For the estimated power vector \( \xi \) corresponding to each geohash \( g \in \mathcal{H} \mathcal{T} \), we create the *Received Channel Indicator vector* (RCI) \( b \) such that the value at the \( i \)-th position is 1 if the estimated power corresponding to that channel is not \(-\infty\). The RCI \( b \) is used as the key for \( \mathcal{S} \mathcal{S} \). If \( b \) is already present in \( \mathcal{S} \mathcal{S} \), as a key, then as the current geohash generated this RCI vector, it is appended to the list of locations for this RCI. Otherwise a new entry is created for this RCI. The system stops when the entire region of interest has been processed.

Finally, \( \mathcal{S} \mathcal{S} \) is used for computing the ICs as follows: Given the DCD indicator vector for the
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**Algorithm 3** Detect and output DCD features from the RSSI values

| Input: | \( \psi \): observed FM power spectrum |
|---|---|
| \( \mathbf{1:} \) | \( \text{function} \ 	ext{EXTRACTDCD}(\psi) \) |
| \( \mathbf{2:} \) | \( p \leftarrow [\] \) \> For DCD |
| \( \mathbf{3:} \) | \( k \leftarrow \text{cutoff1} \) |
| \( \mathbf{4:} \) | \( v \leftarrow \text{cutoff2} \) |
| \( \mathbf{5:} \) | \( \text{for} \ (i, p_w) \in \text{Enumerate}(\psi) \text{ do} \) |
| \( \mathbf{6:} \) | \( l_g \leftarrow \min\{p_w - \psi_{i-1}, p_w - \psi_{i+1}\} \) |
| \( \mathbf{7:} \) | \( \text{if} \ l_g > v \text{ then} \) |
| \( \mathbf{8:} \) | \( p_{-\text{add}}\{(p_w, l_g, i)\} \) |
| \( \mathbf{9:} \) | \( \text{end if} \) |
| \( \mathbf{10:} \) | \( \text{end for} \) |
| \( \mathbf{11:} \) | \( p \leftarrow \text{MinK}(p, k) \) |
| \( \mathbf{12:} \) | \( \text{return} \ p \) |
| \( \mathbf{13:} \) | \( \text{end function} \) |
observed RSSI $\psi$, the problem of locating the ICs reduces to that of finding the geohashes corresponding to the keys (RCI vectors) in $SS$, that contain the DCD indicator vector as a subset. This can be done using a simple AND operation in $\mathcal{O}(1)$ time. The geohashes corresponding to the matched RCI vectors are collected as the ICs. We skip the pseudo code for this because of its simplicity and space constraints. This step is assumed to be implemented using a subroutine InferCandidates ($\rho, SS$).

### 3.4 Location inference

The actual localization algorithm takes the estimated model $\mathcal{H}T$ and the DCD containment model $SS$ as input. It collects the observed FM power spectrum $\psi$ using an RTLSDR and then outputs an approximate location of the point at which the data was collected. The algorithm is given below. It uses the Euclidean distance between the observed power spectrum and the estimated power spectrum of the ICs restricted to the space determined by the DCD features from the observed spectrum.

In Algorithm 4, we use the following:

1. AcquireRTLPower () returns the power spectrum obtained from an RTLSDR.
2. EuclidDist ($\gamma, \psi, \rho$) returns the Euclidean distance between the spectrum $\gamma$ and $\psi$, restricted to the DCD feature space.
3. Power ($i$) returns the power spectrum of the geohash $i$.
4. Calibrate ($\psi$) calibrates the observed power spectrum using linear regression (see Section 4.2).

We must point out here that the complexity of the model estimation step of our method is linear in the total number of hashes in the region of interest. Finally, the worst case complexity of the location estimation step is also linear in the total number of hashes in the region of interest. We have provided a detailed complexity analysis of the algorithms involved in Section 3.6.

On important aspect of the localization algorithm is the choice of the Euclidean distance. This can be explained in a Bayesian Decision Theoretic framework. Bayesian methods for localization have been studied before[33]. In what follows we describe the Bayesian approach to localization and show how the use of the Euclidean metric can be justified in the context of this framework.

### 3.5 Bayesian decision theoretic analysis

The received FM signal for a single channel obtained from a measuring device is prone to error. Due to this error, the reading at a given location of interest is not exactly the same as the value estimated from the model $\mathcal{H}T$. In this section, we develop a Bayesian decision theoretic framework to justify our inferential procedure. As before let $D$ be the set of all possible locations. Let $\psi$ be the observed FM spectrum at a location of interest. We assume that $\psi \in O$, where $O$ is the set of all possible FM power spectra. Let $\mathbb{R}$ denote the set of all real numbers and $\mathbb{R}^{101}$ be the set of all possible FM power spectra. Our goal is to choose an estimator $T(\psi)$ of the location $x \in D$, which is a function of the observed spectrum $\psi \in \mathbb{R}^{101}$. To measure the discrepancy of the estimator from the actual location, we introduce a loss function $L$ which is a mapping from $\mathbb{R}^{101} \times D \rightarrow \mathbb{R}$. Clearly, $L$ takes in two arguments, the observed power spectrum $\psi$ and a tentative location $x \in D$ and then outputs a real number as a loss. Assume that the RSSI at the location of interest has a probability distribution given by $P$ and the location is assigned a prior $\pi$. Then the Bayes risk is defined as Ref. [89]:

$$\int E\{L(T(\psi), x)\} \pi(x)dx,$$

where $E$ is computed based on the data-generation mechanism assumed by the model under $P$. By an application of Fubini’s theorem[90], the Bayes risk can be re-written as Ref. [89]:

$$E \int \{L(T(\psi), x)\} \pi(x|\psi)dx,$$

where $\pi(x|\psi)$ is the posterior distribution of the location conditional on the observed power spectrum. In the Bayesian decision theoretic framework[89], the goal is to find the location $x \in D$, that minimizes the $\int \{L(T(\psi), x)\} \pi(x|\psi)dx$ for each $\psi$. Formally, we seek to find location $x \in D$ as $\hat{T}(\psi)$ such that for a given
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Algorithm 4  Output approximate localization

**Input:** $\mathcal{H}T$: estimated model of expected power  
**Input:** $SS$: the DCD model

```python
1: function LOCALIZE($\mathcal{H}T, SS$)  
2:   $\psi \leftarrow$ AcquireRTLPower ()  
3:   $\rho \leftarrow$ ExtractDCD ($\psi$)  
4:   $M \leftarrow$ InferCandidates ($\rho, SS$)  
5:   $o \leftarrow \text{argmin}_{O} \text{EuclidDist}(\text{Power}(i), \text{Calibrate} (\psi), \rho)$  
6:   return Geohash.Decode ($o$)
7: end function
```
observed power spectrum $\psi$, $\hat{T}(\psi)$ satisfies:

$$
\hat{T}(\psi) = \arg\min_{T \in \mathcal{E}} \int \{L(T(\psi), x)\} \pi(x) \pi(\psi) \, dx,
$$

where $\mathcal{E}$ is the set of all estimators of $x \in D$. In the special case when $L$ is chosen to be a $0 - 1$ loss function\(^{\text{[89, 91]}}\), i.e.,

$$
L(T, x) = \begin{cases} 
1, & \text{if } T = x; \\
0, & \text{if } T \neq x,
\end{cases}
$$

for any estimator $T \in \mathcal{E}$, we have

$$
\arg\min_{T \in \mathcal{E}} \int \{L(T(\psi), x)\} \pi(x | \psi) \, dx = \arg\max_{x \in D} \pi(x | \psi).
$$

Now the problem reduces to the Maximum A Posteriori (MAP) decision rule. For the rest of the discussion we will use the MAP rule to explain the use of the Euclidean distance metric.

As before let the DCD features in the observed power spectrum at the location of interest $\psi$ be denoted by $\rho$. Note that $|\rho| \leq 101$, more specifically we assume that $|\rho| = l \leq 101$. Let us denote the channels represented in $\rho$ by $\epsilon$. We note that $\epsilon$ is a vector whose members are the channels that are represented in $\rho$. Thus we also have $|\epsilon| = l \leq 101$.

We also assume that we have access to the estimated model of the expected power spectrum, denoted by $\mathcal{H}T$, for the region of interest. Let us suppose that we have $n$ geohashes and at each geohash the estimated data is given by $\xi_i = \mathcal{H}T[i]$, $i \in [1, \ldots, n]$. We also assume that given the DCD features in the observed power spectrum at the location of interest, the ICs are denoted by $M$. Note that at each IC in $M$, the powers corresponding to the DCD features in the observed power spectrum is non zero. Let us denote each IC in $M$ by $x_i$, $i \in [1, \ldots, |M|]$. Then the problem of localization can be formulated as that of finding a mapping from $\rho$ to $x_i$ for some $i \in [1, \ldots, |M|]$. This in turn can be formulated as the following maximization problem:

$$
\hat{T} = \arg\min_{i \in [1, \ldots, |M|]} \pi(x_i | \rho) \tag{2}
$$

where $\hat{T}$ represents the predicted location. We observe that this is exactly the formulation that we arrived at using the Bayes decision theoretic framework.

Now using Bayes’ rule, we have

$$
\pi(x_i | \rho) = \frac{P(\rho | x_i) \pi(x_i)}{P(\rho)} \propto P(\rho | x_i) \tag{3}
$$

Observe that since $\pi(x_i)$ is uniformly distributed, maximizing the posterior $\pi(x_i | \rho)$ with respect to $x_i$ is equivalent to maximizing the likelihood $P(\rho | x_i)$. Hence Bayesian inference with posterior mode as the point estimator coincides with the maximum likelihood estimate in this case. Let us write the DCD features of the observed power spectrum as $\rho = \{\rho_j : j = 1, \ldots, l\}$. A single received power reading $\rho_j$ at channel $j$, observed at location $x$, can be modeled as a random variable $S_{ij}$ which is assumed to have a Gaussian distribution\(^{[92]}\) as follows.

The power $S_{ij}$ at location $x_i$ is assumed to be explained by the following linear model\(^{[93]}\):

$$
S_{ij} = \mu + V_{ij} + \epsilon_{ij},
$$

where $\mu$ is a generic factor that contributes to the observed power for each of the channels, $V_{ij}$ is the actual power contribution at the location $x_i$, and $\epsilon_{ij}$ is an idiosyncratic error term. A standard choice for the distribution of $\epsilon_{ij}$ is the Gaussian distribution with mean 0 and variance $\sigma^2$. In principle, one can allow flexible distributions, for example, a $t$ distribution which is more heavy tailed than a Gaussian distribution with heteroscedastic variance $\sigma_j$ specific to the $j$-th channel. Also, since the distribution of the DCD features is localized in a compact domain, one might consider truncated normal distribution as the error. However, it is a well known fact that the estimation of the mean of $S_{ij}$, i.e., $\mu + V_{ij}$, is robust to moderate changes to the error distribution. Hence, we stick to a Gaussian distribution with a common variance $\sigma^2$ for this analysis. Since $V_{ij}$ cannot be estimated based on just one replicate of the observation $S_{ij}$, we propose to have a regularization on $V_{ij}$ based on the understanding that neighboring locations will have similar predicted power for the channel $j$. Specifically, this regularization is supported by the estimated value of the channel $j$ at location $x_i$ and its neighborhood. Observe that the estimated value of the channel $j$ at location $x_i$ can be interpreted as an estimate of $\hat{V}_{ij}$ of $\mu + V_{ij}$.

Now the conditional distribution of $S_{ij}$, given $\hat{V}_{ij}$, can be written as

$$
f_{S_{ij}|\hat{V}_{ij}}(s) = \frac{1}{\sigma \sqrt{2\pi}} \cdot e^{-\frac{(s-\mu-\hat{V}_{ij})^2}{2\sigma^2}}, \quad -\infty < s < \infty \tag{4}
$$

This is a consequence of the distributional assumptions that we have made about the distributions of the random variables $S_{ij}$.

The conditional probability of the DCD features, given an IC, can be written as

$$
P(\rho | x_i) = \prod_{j=1}^{l} f_{S_{ij}|\hat{V}_{ij}}(S_{ij}) \tag{5}
$$
Note that we have made a simplifying assumption that the distributions across the channels are independent. This assumption holds because of the way the FM signals work. Otherwise, the signals from the different channels would cause interference and it would not be possible to listen to a channel without getting interference from the others.

Now substituting the density for $f_{S_{ij}|V_{ij}}$, we obtain:

$$P(\rho|x_i) = \prod_{j=1}^{l} \left\{ \frac{1}{\sigma \sqrt{2\pi}} \cdot e^{-\frac{(S_{ij}-\hat{V}_{ij})^2}{2\sigma^2}} \right\}$$

This in turn can be written as

$$P(\rho|x_i) = \left( \frac{1}{\sigma \sqrt{2\pi}} \right)^l \exp\left\{ -\sum_{j=1}^{l} \frac{(S_{ij}-\hat{V}_{ij})^2}{2\sigma^2} \right\}$$

Now taking logarithm on both sides we get the final predicted location as

$$\hat{\rho} = \arg\max_i \left\{ l \cdot \ln \frac{1}{\sigma \sqrt{2\pi}} - \sum_{j=1}^{l} \frac{(S_{ij}-\hat{V}_{ij})^2}{2\sigma^2} \right\}$$

But this is exactly equivalent to

$$\hat{\rho} = \arg\min_i \sum_{j=1}^{l} (S_{ij} - \hat{V}_{ij})^2$$

which is nothing but the minimum Euclidean distance between the DCD features in the observed power spectrum $\psi$ and the estimated power spectrum at the ICs. This mathematically establishes the optimality of using the Euclidean distance for the nearest neighbor search.

Consistency of the estimator $\hat{\rho}$. It is important to study the consistency of the estimator $\hat{\rho}$ as the number of selected DCD features, $l$, goes to $\infty$. We use the following heuristics to show that under reasonable assumptions on the true data-generation mechanism $P$, $\hat{\rho} \rightarrow x_0$ with high probability as $l$ goes to $\infty$ assuming that the true location is $x_0$.

Consider the situation when the true distribution of $\epsilon_{ij}$ is possibly different from Gaussian, but with mean 0 and sub-exponential tails. Then it is widely known that the least-squares estimate of the mean is robust to the distributional assumptions and one can safely assume a Gaussian distribution for $\epsilon_{ij}$. Then the distribution of $\sum_{j=1}^{l}(S_{ij} - \hat{V}_{ij})^2$ will concentrate around 0 provided the location $x_i$ is closest to the true location $x_0$. Hence $\hat{\rho} \rightarrow x_0$ with high-probability under $P$.

To better understand the robustness of our approach subject to misspecification of the error distribution, we consider the behavior of our estimator when the error is heavy-tailed. As an example, we consider the log-normal distribution on the absolute value of the error with location and scale parameters $m_\mu$ and $m_\sigma$, denoted by $LN(m_\mu, m_\sigma^2)$. Recall that $LN(m_\mu, m_\sigma^2)$ has a density for $x > 0$:

$$q(x|m_\mu, m_\sigma) = \frac{1}{\sqrt{2\pi x m_\sigma}} \exp\left\{ -(\log x - m_\mu)^2/(2m_\sigma^2) \right\}$$

(10)

It can be seen from Eq. (10) that $q$ has tails much heavier than a Gaussian distribution, being of the order $e^{-(\log x)^2/(2m_\sigma^2)}$, but has moments of all orders. If the true error is distributed as $LN(m_\mu, m_\sigma^2)$ and the practitioner is aware of that fact and uses a logarithmic loss, then for any estimator $\hat{\rho}$, the smallest possible variance is bounded below by the Crãmer-Rao lower bound[94] which is given by

$$\text{Var}(\hat{\rho}) \geq \frac{m_\sigma^2}{\Sigma}$$

(11)

Now, if the practitioner is not aware of the misspecified error, still uses a squared error loss function, and assumes that the error is distributed as $\mathcal{N}(V, \sigma^2)$, from Theorem 1 of Ref. [95], one easily obtains for a generic response $S$ with mean $V$ and an estimator $\hat{\rho}$ of $V$:

$$[\text{Var}(\hat{\rho})]^{-1} \leq l E_0 \left\{ \frac{f(S|V, m_\sigma)}{q(S|V, m_\sigma)} \right\}^2 \frac{(\log |S| - V)^2}{m_\sigma^4}$$

Now it is easy to see that

$$f(S|V, m_\sigma) \approx \frac{m_\sigma}{\sigma}, \text{ for moderate } S,$$

$$f(S|V, m_\sigma) \rightarrow 0, \text{ for large } S.$$

Hence

$$[\text{Var}(\hat{\rho})]^{-1} \leq \frac{l m_\sigma^2 m_\sigma^2}{\sigma^2} = \frac{l}{\sigma^2}$$

(12)

From Eq. (12), the variance of the estimator $\hat{\rho}$ when the error is misspecified is lower bounded by $\sigma^2/l$ where $\sigma^2$ is the variance of the error of the assumed model. As long as $\sigma \approx m_\sigma$, the estimator is robust in the sense that it continues to have the optimal variance bound Eq. (11) as if the error is known to be log-normal.

Robust extension of our method. In presence of outliers or when the distribution of $\epsilon_{ij}$ has heavier than exponential tails, the Gaussian distribution is not robust. In that case the distribution of $\sum_{j=1}^{l}(S_{ij} - \hat{V}_{ij})^2$ will not concentrate around 0 even if the location $x_i$ is closest to the true location $x_0$. A possible solution in that case will be to consider absolute-deviation loss:

$$\hat{\rho} = \arg\min_i \sum_{j=1}^{l} |S_{ij} - \hat{V}_{ij}|$$

(13)
or Huber’s loss\cite{huber1964robust}:

\[
\hat{T} = \arg\min_i \sum_j L_\delta(S_{ij} - \hat{V}_{ij})
\]

where

\[
L_\delta(x) = \begin{cases} 
\frac{1}{2\alpha^2}, & |x| \leq \delta; \\
\delta(|x| - 0.5\delta), & |x| > \delta
\end{cases}
\]

where \(\delta\) is a pre-specified small value. This function is quadratic for small values of \(x\) and linear for large values, with equal values and slopes of the different sections at the two points where \(|x| = \delta\). Huber’s loss ensures that the final estimate \(\hat{T}\) is robust to outliers in the data.

### 3.6 Complexity analysis

Our localization system operates in two phases: the offline phase estimates the FM map and the online phase calculates the location of an user from the sensed FM spectrum. As a result, we provide the complexity analysis of these two phases separately. We start with the offline phase.

**Complexity of offline phase.** Let us assume that there are a total of \(m\) geohashes in the region of interest. Referring to the pseudocode listing for the offline large scale FM map estimation algorithm (Algorithm 1), we note that line 2, that generates the geohashes, takes \(O(m)\) time. Similarly the for loop in line 3 also takes \(O(m)\) time. Further, let us assume that there are \(t\) FM transmitters in the region of interest. It must be noted that in general \(t\) is a constant and \(t < m\). Thus the for loop in line 6 executes \(O(t)\) times. However, the for loop in line 7 can execute \(O(m)\) times in the worst case and hence the total running time for the two for loops is \(O(tm) = O(m)\) as \(t\) is assumed to be a constant. If we assume that the distance computation primitives in lines 10 and 11 are constant time operations, then all the work inside the for loops can be done in constant time. It must be pointed out that for line 9, though the intersection can be computed in \(O(n \log n)\) time where \(n\) is the number of sides of the polygon \(p\), in our case \(n = 360\) and hence this operation is also constant time. Thus, the entire estimation algorithm works in \(O(m)\) time.

It must be pointed out that though the algorithm runs in linear time, in general \(m\) is very large, for example when the region of interest is an entire country like the United States. As a result the empirical execution time for this step is expected to be large in general.

**Complexity of online phase.** The online phase of our algorithm has four steps: acquiring the FM spectrum which is a constant time operation, computing the DCD features from the spectrum, finding the inference candidates, and finally computing the Euclidean nearest neighbor. For the computation of the DCD features, the algorithm makes a single sweep through the 101-dimensional vector of the FM power spectrum. For each channel, that is each allowed FM frequency, the algorithm checks whether it has enough power with respect to the adjacent channels. This is a constant time operation. The detected DCD features are stored such that the top \(k\) can be easily selected. This can be done by maintaining a sorted list of the identified DCD candidates. Since the list can have length at most 101, this operation is also constant time. Thus, given the sensed spectrum of 101 FM channels, the DCD features can be computed in \(O(1)\) time.

Selection of the inference candidates can be done in \(O(m)\) time, as before \(m\) is the total number of geohashes in the region of interest. To see this note that given the DCD feature vector, we first convert it to a binary vector that is \(O(1)\) operation. Then for each geohash, we compute a binary vector from the estimated FM spectrum at that location. Each such operation is \(O(1)\) and there are \(O(m)\) geohashes.

Finally the computation of the inference candidates involves another constant time operation, the AND operation with each of the \(O(m)\) estimated FM spectrum. Thus, the total time for all these operations together is \(O(m)\).

Finally the actual nearest neighbor search can be implemented in several different ways. The complexity of the implementation will depend on the algorithm used. However it must be noted that the computation of exact nearest neighbors in spaces having more than 8 dimensions is considered to be hard and there are few algorithms that can do better than the brute force search. As we carry out this search in the space of DCD features, the dimension of the search space is less than 101 and more than 5 (as we require at least 5 DCD features to be able to localize). Hence we use a brute force search that maintains a pointer to the minimum as new elements are inserted into the array. This will execute in \(O(m)\) time. Hence the total running time of the online phase is \(O(m)\). Note that this might seem to be a very pessimistic estimate as in general the number of inference candidates will be far less than \(m\). Thus in practice, if the expected number of inference candidates is \(n_c \ll m\), then the running time of the nearest neighbor search is \(O(n_c)\). However, the total
running time for the online phase is still $O(m)$ as it is dominated by the time for computing the inference candidates.

4 Experimental Setup and Results

For testing the localization algorithm, FM broadcasting signals were collected using different models of R820T2 SDR and DVB-T NESDR Mini 2 software defined radio tuner with an ESD-Safe Antenna input. This particular receiver and antenna were chosen because of reduced Size, Weight, Power, and Cost (SWaP-C) requirements and ease of use. A Globalsat BU-353-S4 GPS receiver was used to receive the GPS positioning information for cross validation purposes. All the experiments reported in this paper were done on systems running Ubuntu 15.04 and 16.04 with Intel i7 2.6 GHz CPU (released 2012 and later), 16 GB RAM, and a 256 & 512 GB SSD Drive. The data collection setup is shown in the appendix for interested readers.

We used Python extensively for building our software stack. We used rtl_power (https://github.com/keenerd/rtl-sdr.git) to gather the power spectrum using the SDR. We used the Computational Geometry Algorithms Library (CGAL) for processing geometry information. We used numpy, scipy, geopy, and many other Python libraries for implementing our algorithms.

4.1 Model estimation

Data obtained from FCC was used for our model estimation step (Algorithm 1). We used two models, the first was estimated using data obtained from FCC in 2015 and the second was computed using FCC data from April 2017. The first and second models contain a total of 18,339 and 22,491 FM stations in the CONUS, respectively. The range of these FM stations varies depending on their FCC classification. The total time taken by the estimation algorithm per FM station is <10 seconds on average and is done in parallel over four cores (and eight hyper threads). The current estimation algorithm is run on geohases with precision 5 (approximately equal to a distance of 2.36 miles between two consecutive rectangular cells). Our model generation takes less than a day to run on our current system. It is not optimized, written in Python, and can be sped up significantly. Visualization of a sample transmitter model is shown in Fig. 3. Once all the transmitter models have been estimated, we aggregate them into one large hash table which maps geohases to estimated power spectrum.

4.2 Testing data collection

We collected test data on multiple days in 2015 and 2017, spanning Tallahassee and Crestview (including Niceville and Shalimar, which are close together), FL, USA (Figs. 4 and 5). The data was collected by multiple co-authors using multiple cars and multiple RTL SDRs from different manufacturers. Each data sample consists of a GPS location and the FM power spectrum at that location. The data was collected on multiple days under different weather conditions with outside temperatures ranging from 60 degrees to 90 degrees Fahrenheit. Moreover, we deliberately collected data on days that were sunny or cloudy and also days where there was a drizzle as well as torrential rain. This was done to test the robustness of our features to compensate for these changes in environmental conditions. For people who are not acquainted with the region, Tallahassee is the capital of Florida and is located about 200 miles away from Crestview which is a small city in the Florida panhandle. Crestview is about 25 miles away from the city of Niceville which is about 11 miles away from the city of Shalimar. There are two routes between Tallahassee and these cities that we used. One of the routes is through the Interstate 10
which is the main highway that runs east-west across the southern United States. This is a high-speed highway with a speed limit of 70 miles an hour. We followed this route to Crestview and then followed highway 85 to Niceville and finally to Shalimar. We also collected data on the return journey using the same route. Figure 4 shows the route taken using Interstate 10 and the collected data points.

For the other route (which was used in 2015 as well during data collection in rain), we drove from Tallahassee to Niceville using Florida Highway 20, which has a speed limit of 60 miles an hour for the most part. From there we went through Shalimar to Crestview using highway 85. Finally, for the Tallahassee 2017 data, we drove around the Southwood community neighborhood of Tallahassee, which is both a residential and a commercial area. Figure 5 shows the route taken during this 2017 session and the associated data points.

The parameters used for rtl_power are integration time of 20 seconds, a tuner gain of 8 dB, crop percentage of 30% (discards data at the edges), and bin size of 1000. We use rtl_power in single shot mode, and do not keep it continuously running. These parameters were derived after numerous experiments and were kept constant throughout this study.

4.3 Calibration

Our localization method uses an estimated map of expected FM power spectrum, created using data obtained from FCC and uses it to localize FM spectra obtained using an uncalibrated RTL SDR. As we use data collected from different modalities together and due to the fact that our receivers are uncalibrated, there will be a mismatch between the power output from our estimation algorithm and the power obtained using the RTL SDR. A calibration step is required to bridge this divide and to account for factors like SDR reading error, receiver antenna gain error, and environmental conditions, which affect the observed RSSI but are beyond our control.

We used several different calibration methods, all of them were learned using randomly selected subsets of data collected using a randomly selected RTL SDR. For each calibration method, the learned parameters were used for localizing with all the other devices, without explicitly calibrating each one of them.

**Linear regression-based calibration.** For the first approach we used linear regression to map the observed
power to the estimated power. For a set of randomly selected locations, we considered the observed power at a given frequency (channel) against the power output by the estimation model at that frequency, ignoring the missing frequencies (if any) from the model. We used this to learn a regression line for calibration. We experimented with different sampling methods as follows: (1) First we randomly selected 97 data points which gave us a straight line $y = 0.91x - 45.66$. We call this the Fixed Size Calibration (FSC). The results of using this on one geohash are shown in Fig. 6. (2) For the second approach we randomly selected a fixed percent of the points and experimented with different splits of the data. However the accuracy was comparable to the first. (3) For the third, we randomly selected a subset of the data points and used a linear regression in the DCD feature space. Figure 7 shows the results. The resulting regression line is given by $y = 0.815817068492x - 48.2935730379$. We report results with both (1) and (3).

**Decision Tree regression.** One of the problems with the above calibration method is the fact that it is based on the assumption that a simple straight line can explain away the differences between the observed and the predicted data. However, as seen from Fig. 7, this is not true in general. In order to address this issue, we used a more generic regression technique, namely Decision Tree regression\[97\]. Decision trees are better at approximating functions that are non-linear and work by splitting the data into smaller subsets. For each subset it learns the regressor and hence the final regressor that is learned is a “piecewise” approximation to the unknown non-linear function. We experimented with Decision Tree regression using different test-train splits and depths. We show the results of using a Decision Tree regressor trained on a randomly selected set of 50% of the data with a depth of 5. We also used Support Vector Regression (SVR)\[98\] but the results from SVR were worse than that of the Decision Tree and hence we do not report them here. It must be noted that though we report the results using the decision tree-based calibration, it does not do as well as the linear regression-based calibration. Our guess is that the decision tree-based regressor over-fits the data and hence the generalization error is higher.

### 4.4 Temporal variation

There are two types of variations that might affect the positioning accuracy of our method. First, over time new FM transmitters are added and old ones are removed and hence the estimate of the expected FM signal strength at a given point in the continental US may change. On the other hand, the RSSI values obtained from the SDR varies with time because of reading errors from the SDR, moving objects along...
the transmission path, environmental conditions, and variable transmission power of the FM transmitters.

In order to study the variability in the received signal strength measurements, we fixed three different locations in Florida: Shalimar, Tallahassee, and Niceville, and recorded 1360 readings in Shalimar, 1792 readings in Tallahassee, and 1000 readings in Niceville under different conditions (indoors, outdoors, sunny, and rainy) over several months. Figure 8 shows the variation of received RSSI over time at the Tallahassee location. It must be pointed out that this data was collected over a period of time which is different from the times in which the test data was collected.

Figure 8 shows the plot of RSSI values from different locations and different channels. It shows 10 randomly selected channels across the different locations. For each channel we plot the time varying data and fit a Gaussian curve to the data. These curves were plotted after the DCD feature detector was run. The variance across the curves in Fig. 8 is only 0.617 dBm. This is important for the following reasons: (1) The plot shows that if we look at the data after the DCD extraction, the difference between the standard deviations across the Gaussians is very small. This shows that the DCD features are robust to temporal changes in the RSSI as well as changes due to location and environment. Hence it can be used for transfer learning tasks where either the model is old or the data is old. (2) It also justifies the assumption, in our theoretical analysis, that the variance can be assumed to be the same across channels and locations. We are now ready to describe the results of the location inference step, which we do next.

4.5 Location inference

We start by describing a method based on Friis equations\(^9\), which is a standard technique that uses a path loss model coupled with trilateration for localization. This is one of the most common location inference methods and hence we decided to test its efficacy and robustness in order to compare with our algorithm.

4.5.1 Friis equations

We started our experiments using Friis transmission equations directly for localization. The Friis equation\(^9\) was fitted using 1700 measurements in Tallahassee, FL, USA, and the average loss factor of \(X = -9.3218\) dB was chosen from the fitted equation and plugged into the Friis model. A dataset with 470 measurements was obtained at 30°23′47.0″N, 84°12′36.6″W and Friis model was used with the observed data for estimating the position of the receiver. Figure 9 shows the circles estimated using Friis equation. The center of each circle is the location of an FM transmitter and the receiver is estimated to be at a point on the circumference of each of these circles. The radii of the circles are the distances calculated from the Friis equation. Finally we estimate the position of the receiver using trilateration from these circles.

The average error for positioning with this method was around 7.40 miles, with a minimum error of 0.31 mile and a maximum error of 33.03 miles in Tallahassee, FL, USA. The loss factor \(X\), which is location dependent, can be affected by the terrain, weather condition, and objects between the transmitter and receiver. Since Friis equation results were not competitive with Algorithm 4 and because of the fact that it is hard to scale this method over very large areas,
we did not pursue this approach further.

4.5.2 Nearest neighbor positioning

As mentioned before, our algorithm for location inference is based on an Euclidean nearest neighbor search in the space of the DCD features. We used several other distance metrics for the nearest neighbor search and present the results here for comparison. More precisely, we used the Kendall-Tau distance, Cosine distance, City Block distance, and Correlation distance for comparison with our approach. We present the results of localization for Algorithm 4 using these distance metrics as well. The results of our experiments with different data sets and calibration methods are shown in Tables 1 – 4. As mentioned in Section 4.3, we also used DCD feature-based linear regression for calibration. However, as the results were not comparable with the linear regression or decision tree based methods, we have refrained from describing them here. They are available in the appendix for interested readers.

Table 1 Comparison of different metrics used for localization of two-way Tallahassee-Crestview 2015 data using estimation results from 2015 FCC data with linear regression-based calibration (Errors are in miles). Average error in ground truth is 0.98 mile using Vincenty distance[100].

| Metric       | Min err. | Med err. | Std. dev. | Avg. err. |
|--------------|----------|----------|-----------|-----------|
| Euclidean    | 0.33     | 2.82     | 2.92      | 3.4       |
| Kendall-Tau  | 18.96    | 725.43   | 654.22    | 933.96    |
| Cosine       | 15.53    | 734.46   | 557.78    | 851.45    |
| City-Block   | 0.33     | 2.75     | 2.78      | 3.44      |
| Correlation  | 1.1      | 673.85   | 495.2     | 795.8     |

Table 2 Comparison of different metrics used for localization of Tallahassee outskirts 2017 data using estimation results from 2017 FCC data and decision tree-based calibration (Errors are in miles). Average error in ground truth is 0.98 mile using Vincenty distance[100].

| Metric       | Min err. | Med err. | Std. dev. | Avg. err. |
|--------------|----------|----------|-----------|-----------|
| Euclidean    | 0.13     | 4.09     | 3.37      | 4.8       |
| Kendall-Tau  | 5.92     | 733.62   | 589.41    | 881.41    |
| Cosine       | 0.13     | 6.77     | 481.87    | 243.9     |
| City-Block   | 0.13     | 4.07     | 3.39      | 4.84      |
| Correlation  | 0.13     | 5.60     | 423.04    | 199.4     |

Table 3 Comparison of different metrics used for localization of two-way Tallahassee-Crestview 2015 data using estimation results from 2017 FCC data and decision tree-based calibration (Errors are in miles). Average error in ground truth is 0.98 mile using Vincenty distance[100].

| Metric       | Min err. | Med err. | Std. dev. | Avg. err. |
|--------------|----------|----------|-----------|-----------|
| Euclidean    | 0.13     | 4.09     | 3.37      | 4.8       |
| Kendall-Tau  | 5.92     | 733.62   | 589.41    | 881.41    |
| Cosine       | 0.13     | 6.77     | 481.87    | 243.9     |
| City-Block   | 0.13     | 4.07     | 3.39      | 4.84      |
| Correlation  | 0.13     | 5.60     | 423.04    | 199.4     |

Table 4 Comparison of different metrics used for localization of two-way Tallahassee-Crestview 2015 data using estimation results from 2015 FCC data and linear regression-based calibration y = 0.8064x – 51.42. Algorithm is top-k candidate based weighted average where weights are the distances in DCD space (k = 6) (Errors are in miles). Average error in ground truth is 0.98 mile using Vincenty distance[100].

| Metric       | Min err. | Med err. | Std. dev. | Avg. err. |
|--------------|----------|----------|-----------|-----------|
| Euclidean    | 0.25     | 5.28     | 59.14     | 9.88      |
| Kendall-Tau  | 18.03    | 670.67   | 331.76    | 722.37    |
| Cosine       | 0.24     | 10.16    | 448.38    | 250.80    |
| City-Block   | 0.25     | 5.31     | 87.31     | 12.35     |
| Correlation  | 0.11     | 6.89     | 476.04    | 226.63    |

As seen from the tables, none of the metrics used came close to that of the Euclidean metric (except the City Block metric which is an approximation to the Euclidean metric). Kendall-Tau has been shown to be effective in case of small areas[3] where important stations in the locality can be hand picked for positioning. However it suffers at large scales because it is not possible to select important stations over very large areas and also because of the availability of too many combinatorially similar spectra in the model. Another interesting thing to note is that the accuracy of the localization does not suffer too much when we use estimates of expected powers that are separated by a period of two years (2015 vs. 2017). The only
difference is that whereas using the 2015 estimates on 2015 data we can localize \( N = 916 \) points, using the 2017 estimates on the same data gives us localization for \( N = 691 \) data points. This is because of changes in the distribution of the FM transmitters from 2015 to 2017 which results in missing geohashes that cannot be localized. However, this serves our purpose, as here our goal was to show the efficacy of the DCD features for positioning with time varying models. Moreover, we could only localize 916 of the 924 data points from the 2015 two-way data with the 2015 estimates because at many locations there are FM frequencies that were received, but there are no nearby transmitters in our model for those frequencies. This is automatically detected by our candidate selection algorithm and no localization is performed for these points.

Though we provide results for the Kendall-Tau-based localization, first use in Ref. [3] for large scale positioning with FM within the confines of a city, we also want to compare the results of our algorithm with those obtained from other large scale positioning algorithms that are not based on FM. To that end we implemented the \textit{weighted average} method used for large scale localization using 4G-LTE and first reported in Ref. [81] and used it for FM-based positioning. For this method the final position is computed as the \textit{weighted average} of the top-\( k \) prediction candidates where the weights are the \textit{distances} in the DCD feature space. The results are shown in Table 4. It can be observed from Table 4 that for any distance metric, the \textit{weighted average} of the top-\( k \) candidates, for \( k = 6 \), does not improve the positioning accuracy but on the contrary makes it worse. However for the Tallahassee outskirts 2017 data, the Euclidean nearest neighbor and the top-\( k \) results are comparable.

The most time intensive part of our localization procedure is the acquisition of the FM power spectrum, which is currently about 20 seconds. There are several ways to speed this up, including a better SDR (HackRF One or Ettus B210 for example), or the use of custom hardware\textsuperscript{[13]}. Our current computation time for localization is less than 10 seconds in Python, which can be reduced considerably by changing the implementation to a low-level language like C or C++.

\textbf{Discussion.} It must be pointed out that the accuracy that can be achieved by our positioning system is limited by the resolution of the estimation algorithm. Our estimation algorithm used geohashes with precision of 5, which maps all the (latitude, longitude) pairs within a \( 3.04 \times 3.04 \) miles grid cell to the same hash value. Moreover the precision of the Globesat GPS receiver that we used is around 25 m and hence several locations (that are within the 25 m radius) are mapped to the same hash value. This limits the accuracy of our algorithm as it can only predict the (latitude, longitude) pair which is the “representative” of the predicted hash and not the exact one. Thus the error computed based on the ground truth GPS coordinates can vary from 0 to 2.14 miles for any hash. Figures 10 and 11 show the distribution of the errors introduced by approximating a set of locations with a single hash of precision 5. However, it can be seen based on the median, that using the Euclidean distance, majority of the position estimates are off by a single hash value as shown in Tables 3 and 4. Thus the uncertainty in the estimated position is at most a single pixel (hash), half of the time.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig10.png}
\caption{Distribution of errors due to the use of geohash with precision 5. Data: Tallahassee-Crestview 2015. Errors are in miles.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig11.png}
\caption{Distribution of errors due to the use of geohash with precision 5. Data: Tallahassee 2017. Errors are in miles.}
\end{figure}
In order to represent the errors in terms of the hashes instead of miles we show a plot of the approximation factor in Figs. 12 and 13. Note that if the location inference algorithm predicts the correct hash for the point under consideration then it is a “perfect hit” in that it is predicting the optimal geohash. Otherwise there is an error and the positioning system approximates the optimal hash with a larger area (covering more than one geohash). Let the optimal geohash be defined with the length of its side $x$ and let the predicted cell be defined with a side of length $y$. Then we define the approximation factor as $1 + \varepsilon = \frac{y}{x}$. Note that the smaller the approximation factor, the better the approximation. We get a “perfect hit” when the approximation factor is 1.

It is observed from Figs. 12 and 13 that the approximation factor for the Euclidean distance is between 0 and 2 for the majority of the points, which shows that most of the time the predicted location is off by at most 1 geohash and sometimes its off by 2. We provide the plots of the approximation factors for the other metrics in the appendix. Except for the City Block distance (which is an approximation to the Euclidean distance), all others have very large variation for the approximation factors.

Finally we would like to point out that the number of DCD features extracted plays an important role in the accuracy achievable. As seen from Fig. 14, in general, the larger the number of DCD features, the lower the error.

5 Conclusion and Future Work

In this work, we have described algorithms for a passive approximate localization system using large scale FM map estimation using FM signal integration. Our system can be used for operating in environments where GPS is unreliable and can be used in conjunction with other positioning methods for approximate localization in GPS degraded environments. One of our contributions has been the creation of large scale FM map model using simple geometric primitives. The LoSI system can also be used standalone for detecting GPS spoofing. Going forward, our goal is to reduce the localization error by using multi-channel and multi-modal approaches. Also as noted before, the quality of the calibration plays an important role in the resulting accuracy that can be obtained from the system. Better calibration techniques can substantially reduce the errors and hence in the future we also plan to work toward the goal of finding a method for automatic calibration of the system.

Appendix

A Experimental Setup

For the experiments we used an RTLSDR with an FM antenna. The RTLSDR was plugged in using USB.

![Fig. 12 Approximation factor for Euclidean distance, where total points = 916. (Data: Tallahassee-Crestview 2015 with 2015 estimation and linear regression calibration)](image1)

![Fig. 13 Approximation factor for Euclidean distance, where total points = 111. (Data: Tallahassee 2017 with 2017 estimation and linear regression calibration)](image2)

![Fig. 14 Number of DCD features vs. average accuracy. Data: Tallahassee Outskirts 2017.](image3)
connector to a laptop computer running Ubuntu 14.04 LTS. The antenna was mounted on the collection vehicle as shown in Fig. 15. We used a GlobeSat GPS receiver shown in Fig. 15 for collecting the ground truth location information. The GPS receiver was also mounted outside the collection vehicle alongside the antenna (Fig. 15). The GPS receiver was plugged into the laptop computer using USB. The computer was mounted inside the collection vehicle.

B Experimental Results

B.1 Table of errors

In this section we show the results for the DCD feature-based linear regression calibration. Table 5 shows the results for the Tallahassee outskirts 2017 dataset. It must be noted that the average error in the ground truth for this data set is 1.20 miles. As seen from the table the median error is 5.47 miles. This is worse than the reported errors using the decision tree-based calibration.

In Table 6 we report the errors for the Tallahassee-Niceville one-way 2015 dataset using the FCC 2017 data for model estimation. Again we use a DCD feature-based linear regression for calibration.

B.2 Approximation factor: 2015 data

Here we present the distribution of the approximation factor of our nearest neighbor based location inference algorithm for the Tallahassee-Crestview two-way 2015 dataset with model estimated using 2015 FCC dataset and for metrics other than the Euclidean metric (which has been reported in the paper). We report the results for Kendall-Tau, Cosine, City Block, and Correlation metrics. It must be noted that the results have been obtained using a linear regression based calibration. Please refer to Figs. 16 – 19.

B.3 Approximation factor: 2017 data

Here we present the distribution of the approximation factor of our nearest neighbor based location inference algorithm for the Tallahassee-Crestview two-way 2015 dataset with model estimated using 2015 FCC dataset and for metrics other than the Euclidean metric (which has been reported in the paper). We report the results for Kendall-Tau, Cosine, City Block, and Correlation metrics. It must be noted that the results have been obtained using a linear regression based calibration. Please refer to Figs. 16 – 19.

Table 6 Comparison of different metrics used for localization of one-way Tallahassee-Niceville 2015 data using estimation results from 2017 FCC data and DCD linear regression-based calibration. (Errors are in miles.)

| Metric         | Min err. | Med err. | Std. dev. | Avg. err. |
|----------------|----------|----------|-----------|-----------|
| Euclidean      | 0.13     | 3.65     | 3.41      | 4.6       |
| Kendall-Tau    | 1.93     | 695.74   | 602.80    | 828.05    |
| Cosine         | 0.13     | 5.93     | 486.82    | 197.97    |
| City-Block     | 0.05     | 3.79     | 3.85      | 4.87      |
| Correlation    | 0.13     | 5.01     | 413.83    | 158.07    |

Table 5 Comparison of different metrics used for localization of Tallahassee outskirts 2017 data using estimation results from 2017 FCC data and DCD linear regression-based calibration. (Errors are in miles.)

| Metric         | Min err. | Med err. | Std. dev. | Avg. err. |
|----------------|----------|----------|-----------|-----------|
| Euclidean      | 0.74     | 5.47     | 4.4       | 6.82      |
| Kendall-Tau    | 4.68     | 749.98   | 455.66    | 903.5     |
| Cosine         | 2.3      | 608.45   | 543.16    | 676.16    |
| City-Block     | 1.21     | 5.72     | 4.41      | 6.87      |
| Correlation    | 2.29     | 646.57   | 505.05    | 656.85    |

Fig. 15 Equipment used for data collection: car setup, antenna, and GPS.

Fig. 16 Approximation ratio for Kendall-Tau distance, where total points = 916. Data: Tallahassee-Crestview 2015 with 2015 estimation.

Fig. 17 Approximation ratio for Cosine distance, where total points = 916. Data: Tallahassee-Crestview 2015 with 2015 estimation.
factor of our nearest neighbor based location inference algorithm for the Tallahassee outskirts 2017 dataset with estimated model using 2017 FCC data for metrics other than the Euclidean metric (which has been reported in the paper). We report the results for Kendall-Tau\cite{3}, Cosine, City Block, and correlation metrics. It must be noted that the results have been obtained using a decision tree regression based calibration. The results are presented in Figs. 20–23.

B.4 Results for top-k weighted average: Tallahassee-Crestview two-way 2015 dataset

Here we present the distribution of the approximation factor of the top-k ($k = 6$) weighted average based location inference algorithm for the Tallahassee-Crestview two-way 2015 dataset with the model estimated using the 2015 FCC data. We report the results for Euclidean, Kendall-Tau\cite{3}, Cosine, City Block, and correlation metrics. It must be noted that the results have been obtained using linear regression calibration. As pointed out in the paper, the top-k weighted average does not significantly improve the result in this case. On the contrary it leads to a significant deterioration of the results. Note that the detailed results for this method as obtained from this dataset have been presented in the paper. The results are presented in Figs. 24–28.
B.5 Results for top-$k$ weighted average: Tallahassee outskirts 2017 dataset

Table 7 shows the results of using the top-$k$ weighted average method with the Tallahassee outskirts 2017 dataset using the model estimated using 2017 FCC data and with decision tree regression-based calibration for positioning. As mentioned in the paper, the results from the top-$k$ weighted average, when the weights are the Euclidean distances, are comparable to those of the Euclidean nearest neighbor based method (and so are the results based
Table 7 Comparison of different metrics used for localization of Tallahassee outskirts 2017 data using estimation results from 2017 FCC data and decision tree calibration. Algorithm is top-$k$ candidate based weighted average where weights are the distances in DCD space ($k = 6$) (Errors are in miles). Average error in ground truth is 1.20 miles using Vincenty distance\cite{100}.

| Metric      | Min err. | Med err. | Std. dev. | Avg. err. |
|-------------|----------|----------|-----------|-----------|
| Euclidean   | 0.23     | 2.76     | 2.49      | 3.43      |
| Kendall-Tau | 19.16    | 726.38   | 506.04    | 837.55    |
| Cosine      | 60.29    | 670.68   | 469.74    | 786.60    |
| City-Block  | 0.23     | 2.68     | 2.21      | 3.27      |
| Correlation | 3.50     | 641.82   | 436.43    | 713.54    |

on City Block distance metric as it is an approximation of the Euclidean metric). However, the top-$k$ weighted average based method is computationally more expensive (specially when the value of $k$ is large) and the small gains in this case does not justify the increased computational cost.

We also present the distribution of the approximation factor of the top-$k$ ($k = 6$) weighted average-based location inference algorithm for the Tallahassee outskirts 2017 dataset using model estimated from 2017 FCC dataset and decision tree regression based calibration. We report the results for Euclidean, Kendall-Tau\cite{3}, Cosine, City Block, and correlation metrics. It must be noted that the results have been obtained using a decision tree based calibration. As pointed out in the paper, though the top-$k$ weighted average does not significantly improve the result in this case, it does not lead to a deterioration of the results and in the case of Euclidean metric (and hence the City Block metric) it gives results comparable to the Euclidean nearest neighbor based metric. However the computation costs are higher for this method. Please refer to Figs. 29 – 33.

Fig. 29 Approximation ratio for Euclidean distance, where points = 111. Algorithm Top-$k$ weighted average. Dataset: Tallahassee outskirts with decision tree regression calibration.

Fig. 30 Approximation ratio for Kendall-Tau distance, where points = 111. Algorithm Top-$k$ weighted average. Dataset: Tallahassee outskirts with decision tree regression calibration.

Fig. 31 Approximation ratio for Cosine distance, where points = 111. Algorithm Top-$k$ weighted average. Dataset: Tallahassee outskirts with decision tree regression calibration.

Fig. 32 Approximation ratio for City Block distance, where points = 111. Algorithm Top-$k$ weighted average. Dataset: Tallahassee outskirts with decision tree regression calibration.
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