Local Perturbations of Cortical Excitability Propagate Differentially Through Large-Scale Functional Networks
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Abstract

Electrophysiological recordings have established that GABAergic interneurons regulate excitability, plasticity, and computational function within local neural circuits. Importantly, GABAergic inhibition is focally disrupted around sites of brain injury. However, it remains unclear whether focal imbalances in inhibition/excitation lead to widespread changes in brain activity. Here, we test the hypothesis that focal perturbations in excitability disrupt large-scale brain network dynamics. We used viral chemogenetics in mice to reversibly manipulate parvalbumin interneuron (PV-IN) activity levels in whisker barrel somatosensory cortex. We then assessed how this imbalance affects cortical network activity in awake mice using wide-field optical neuroimaging of pyramidal neuron GCaMP dynamics as well as local field potential recordings. We report 1) that local changes in excitability can cause remote, network-wide effects, 2) that these effects propagate differentially through intra- and interhemispheric connections, and 3) that chemogenetic constructs can induce plasticity in cortical excitability and functional connectivity. These findings may help to explain how focal activity changes following injury lead to widespread network dysfunction.
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Introduction

GABAergic interneurons play a vital role in maintaining excitatory/inhibitory (E/I) balance at multiple spatial scales (Bhatia et al. 2019). Such balance homeostatically stabilizes local circuit activity (Maffei et al. 2006; Barral and Reyes 2016), governs plasticity during developmental critical periods (Hensch 2005), and shapes behavior (Yizhar et al. 2011). However, most studies of E/I balance have examined neuronal activity with microscale techniques such as electrophysiology and two-photon imaging. These spatially restricted approaches may overlook larger scale effects on widely distributed brain networks. Macrolevel techniques such as fMRI and EEG have revealed that within large-scale functional networks (e.g., motor, visual, default mode), interconnected brain loci exhibit synchronized activity, a phenomenon widely known as functional connectivity (FC) (Fox and Raichle 2007). Computational models predict that E/I balance is a key contributor to the organization of FC networks (Deco et al. 2014). In accordance with this prediction, stroke, focal seizures, and traumatic brain injury (TBI) all disrupt regional E/I balance (Carmichael 2012; Mishra et al. 2014; Farrell et al. 2019) as well as brain-wide FC patterns (Silasi and Murphy 2014; Englot et al. 2016; Caeyenberghs et al. 2017), leading to network dysfunction thought to underlie chronic neurocognitive impairment. However, it remains to be empirically determined whether focal E/I imbalance plays a causal role in disrupting large-scale network activity, independent of injury.

The rodent whisker sensorimotor network is a well-characterized large-scale cortical network in mice, both structurally and functionally, making it an ideal model to examine the effects of focal E/I manipulation on systems-scale dynamics. This network exhibits strong monosynaptic projections and intrahemispheric FC between S1W and the whisker motor cortex (M1W), as well as strong interhemispheric FC between motor cortices, but weaker connectivity between somatosensory cortices (Ferezou et al. 2007; Sreenivasan et al. 2016; Bauer et al. 2018). Recent work emphasizes a prominent role of inhibitory connectivity, in particular parvalbumin interneurons (PV-INs), in gating dynamics within this circuit (Sachidhanandam et al. 2016; Pala and Petersen 2018). PV-INs are the most prevalent GABAergic cell-type, provide fast feedforward inhibition onto pyramidal neuron soma and, as we will expand upon in the Discussion, are critical for regulating local E/I gain control, making them ideal targets for E/I manipulation.

Here, we used virally delivered DREADDs (Designer Receptors Exclusively Activated by Designer Drugs) to reversibly and focally manipulate activity in PV-INs within the mouse whisker barrel somatosensory cortex (S1W). We sought to determine how this perturbation of local E/I balance influences large-scale cortical dynamics by monitoring cortical activity in awake mice using concurrent wide-field optical neuroimaging (GCCaMP calcium dynamics in pyramidal neurons) and oxy-hemoglobin hemodynamics (oxy-Hb optical intrinsic signal), as well as local field potential (LFP) recordings in separate experiments. Our results reveal that perturbations in PV-IN activity in S1W produce local E/I imbalance that propagates differentially through intra- and interhemispheric connections of the whisker sensorimotor network. These findings may allow insight into how brain networks respond to local changes in activity after injury, as well as how large-scale network dysfunction might be counteracted with targeted neuromodulatory therapy.

Materials and Methods

Animal Models

All procedures described below were approved by the Washington University Animal Studies Committee in compliance with AAALAC guidelines. Mice were raised in standard cages in a double barrier mouse facility with a 12–12-h light/dark cycle and ad libitum access to food and water. All mice used in this study were generated as a cross between the Thy1-GCaMP6f strain (JAX 024276) and the PV-Cre strain (JAX 017320), both on a C57BL/6 J background. Offspring from this cross express GCCaMP6f in pyramidal neurons, and Cre recombinase in parvalbumin-expressing interneurons. Prior to experiments, pups were genotyped by PCR to confirm presence of the Thy1-GCaMP6f transgene, using the forward primer 5′-CATCAGTCAGCAGAGCTTC-3′ and reverse primer 5′-CAGCGTTATCCACATAGCGTA-3′. Male and female mice from each litter were sorted into experimental groups using a random number generator in MATLAB, so that each litter and sex had balanced representation in each experimental group. No sex specific differences were identified in group-level analyses. Mice were 5–7 weeks of age at the time of viral injection (weights ranging 15–25 g), and were 13–15 weeks of age at the start of imaging or electrophysiology experiments. Data were acquired and pooled over three independent cohorts of mice, with a total of 53 mice used in this study. Staff performing surgical procedures, neuroimaging experiments, and histology were blinded to experimental group.

Viral Injections

Mice received buprenorphine analgesia (SQ, 0.03 mg/kg) and then were anesthetized with isoflurane (3% induction, 1.5% maintenance). Body temperature was maintained via thermoelectric heating pad. Mice were secured in a stereotactic frame and then received 200 μL of 5% mannitol per 30 g bodyweight, to prevent brain swelling during surgery. The scalp was shaved, sterilized with isopropyl alcohol and betadine scrub, locally anesthetized with lidocaine, and then incised at midline and retracted. A 0.5-mm burr-hole was drilled out at coordinates for the left whisker barrel cortex from the Paxinos atlas (1.5 mm posterior, −0.3 mm left of bregma), with intermittent application of chilled saline to the skull. Virus was loaded into a minimally invasive pulsed glass pipette (tip OD 20 μm, 40° bevel). To achieve transduction of PV-INs in all cortical layers, virus was delivered in three 100-nL injections (1 nL/s, Nanoject III, Drummond Scientific, Broomhall PA), spaced at 300, 600, and 900 nm depths, pausing for 5 min between injections. Post hoc histology confirmed focal targeting to S1W (Fig. 1), with no virus expression found in the rest of the cortex. The scalp was then sutured closed and the mice recovered from anesthesia in a heated incubator. Mice were used in experiments 8 weeks later, in order to facilitate strong viral transduction and complete healing of the burr hole and injection tract prior to windowing and wide-field imaging.

Chemogenetic Constructs

All chemogenetic viral vectors were prepared by the Washington University School of Medicine Hope Center Viral Vectors Core: AAV8-hSyn-DIO-hM4D (Gq)-mCherry, AAV8-hSyn-DIO-hM3D (Gq)-mCherry, AAV8-hSyn-DIO-mCherry (titers adjusted to
~7×10^{12} \text{ vg/mL}. hM3Dq and hM4Di DREADDs consist of G-protein coupled receptors derived from the M3 or M4 muscarinic acetylcholine channels, mutated by directed evolution such that they are activated by clozapine-N-oxide (CNO) and not by endogenous ligands, leading to net depolarization or hyperpolarization of the resting membrane potential respectively for several hours (Roth 2016). OFF recordings were collected in the absence of CNO, while ON recordings were conducted after intraperitoneal injection of CNO (1 mg/kg, AKSci). This system thus allows for two layers of comparison—between groups (1/4 PV DREADD versus mCherry-only Control), and within group between OFF and ON states.

Histology Preparation
Mice were deeply anesthetized with FatalPlus (Vortech Pharmaceuticals) and transcardially perfused with heparinized PBS. The brains were removed and fixed in 4% paraformaldehyde for 24 h and transferred to 30% sucrose in PBS. After brains were saturated, they were snap-frozen on dry ice and coronally sectioned (50 μm) on a sliding microtome. Sections were stored in 0.2 M PBS, 30% sucrose, and 30% ethylene glycol at −20°C. GCaMP fluorescence was confirmed in each individual using epifluorescence microscopy (Nikon Eclipse 80i, Nikon Instruments Inc.). As described below, mCherry spatial targeting was subsequently confirmed using DAB immunohistochemistry, while colocalization with parvalbumin was confirmed using fluorescence IHC.

DAB Immunohistochemistry
Sections were rinsed with PBS and then permeabilized with 0.3% PBS-T for 10 min. Sections were then treated with 0.3% H$_2$O$_2$ solution in PBS for 10 min to quench endogenous peroxidase activity. Tissue was washed with PBS and blocked with 3% dry milk in PBS-T for 60 min at 25°C. Sections were incubated overnight at 4°C in 1% dry milk in PBS-T solution containing polyclonal rabbit anti-mCherry antibody (1:500, NBP2-25157 Novus Biologicals, Centennial, CO). Sections were washed with PBS, and then incubated for 1 h in blocking solution containing biotinylated antirabbit IgG antibody (1:400, Vector Laboratories). All sections were then incubated with avidin biotinylated enzyme complex (ABC) (1:400, Vector Laboratories) for 1 h. Signal was visualized with 0.025% 3,3′diaminobenzidine (DAB) tetrachloride, 0.25% NiCl, and 0.003% H$_2$O$_2$ in 0.05 M tris-HCl (pH 7.6) for 5–15 min. The sections were dried overnight on glass slides, dehydrated, and coveredslipped using Permoun Mounting Medium (Fisher Scientific) and then viewed with bright-field microscopy. Spatial spread of transduction was manually quantified in ImageJ (NIH) in 5–7 slices per mouse, measuring the medial–lateral width (in mm) and cross-sectional area (in mm$^2$). DAB staining labels axons and dendritic arbors with better contrast than intrinsic mCherry fluorescence, allowing us to more accurately estimate the spatial extent of DREADD expression. Statistical significance was computed using a one-way ANOVA with Tukey’s multiple comparison test, with significance set at an adjusted $P$-value $< \alpha = 0.05$.

Fluorescence Immunohistochemistry
Sections were pretreated with PBS-T and blocked with 3% dry milk in PBS-T for 1 h at 25°C. Sections were incubated overnight at 4°C in 1% dry milk in PBS-T solution containing polyclonal rabbit antiparvalbumin antibody (1:1000, ab11427, Abcam). After three PBS washes, sections were incubated for 1 h at 37°C in Cy5 AffiniPure Goat Anti-Rabbit IgG (H+L) (1:800; Jackson ImmunoResearch). Sections were washed, mounted, and coverslipped with VECTASHIELD Antifade Mounting Medium with DAPI (Vector Laboratories).

Fluorescence Microscopy and Cell Counting
mCherry and anti-PV fluorescence were examined on an inverted confocal microscope using a 20× objective (Nikon A1-Rsi). The colocalization of mCherry fluorescence and PV-immunoreactive cells was quantified with Imaris colocalization software (Bitplane), using six sections per mouse, three images per section, and centered on the mCherry-labeled injection site. Statistical significance was computed using a one-way ANOVA with Tukey’s multiple comparison test, with significance set at an adjusted $P$-value $< \alpha = 0.05$.

Cranial Windowing
Mice received buprenorphine analgesia (SQ, 0.03 mg/kg) and were anesthetized with isoflurane (3% induction, 1.5% maintenance). Body temperature was maintained via thermostatic heating pad. Mice were secured in a stereotactic frame. The scalp was shaved, sterilized with isopropyl alcohol and betadine scrub, locally anesthetized with lidocaine, and then incised at midline and retracted. A custom Plexiglas window with pre-tapped screw holes for head fixation was attached to the skull using dental cement (C&B-Metabond, Parkell Inc.), completely containing the surgical opening. Mice were then placed in an incubator to rouse from anesthesia, and were allowed at least 1 week to recover from surgery before experimentation. Windows facilitate head fixation and serial noninvasive imaging in awake animals (Silasi et al. 2016; Wright et al. 2017; Kraft et al. 2018; Mitra et al. 2018). Mice promptly resume normal behavior in their home cages (whisking, grooming, eating) and do not exhibit any signs of pain or distress from their windows.

Surgical Preparation for Electrophysiology
Mice received dexamethasone (20 μL 4 mg/mL, S.C.) 4 h prior to surgery, and 20% mannitol (200 μL/30 g bodyweight, I.P.) immediately prior to surgery. Body temperature was maintained via thermostatic heating pad. Mice were anesthetized with isoflurane anesthesia (3% induction, 1.5% maintenance) and then secured in a stereotactic frame. The scalp was shaved, sterilized with isopropyl alcohol and betadine scrub, locally anesthetized with lidocaine, and then incised at midline and retracted. A circular craniectomy (1 mm in diameter) was drilled out centered over the same left barrel cortex stereotactic coordinates used for viral injection, cooling the brain intermittently with chilled saline. A second (0.5 mm) burr hole was drilled at midline over the cerebellum (3 mm posterior to lambda), and a tungsten ground wire was secured in place using light-cure dental cement. A custom Plexiglas head fixation plate was attached to the skull using C&B-Metabond, completely containing the surgical opening and cerebellar ground electrode. The exposed dura in the barrel cortex craniectomy was protected with an optically clear self-healing polymer gel that allows microelectrode probes to pass into the brain (Dow DOWSIL 3-4680, Ellsworth). Mice were given buprenorphine (SQ, 0.03 mg/kg) at the end of the
procedure for analgesia, and then were given 1 week of recovery time prior to recordings.

**Optical Imaging System**

Wide-field imaging of cortical calcium dynamics and hemodynamics was performed as previously described (Wright et al. 2017). Sequential illumination was provided by four LEDs: 470 nm (measured peak $\lambda = 454$ nm, LCS-0470-15-22, Mightex Systems), 530 nm (measured peak $\lambda = 523$ nm, LCS-0550-15-22), 590 nm (measured peak $\lambda = 595$ nm, LCS-0590-10-22), and 625 nm (measured peak $\lambda = 640$ nm, LCS-0625-03-22). The 454 nm LED was used for GCaMP excitation, and the 523, 595, and 640 nm LEDs were used for multispectral oximetric imaging. The 523-nm LED was also used as an emission reference for GCaMP6 fluorescence in order to remove any confound of hemodynamics in the fluorescence signal, described below. Both the 454 nm and 523 nm LED light paths were made collinear by using a multiwavelength beam combiner dichroic mirror (LCS-BC25–0505, Mightex Systems). For image detection, we used a cooled, frame-transfer EMCCD camera (iXon 897, Andor Technologies) in combination with an 85 mm f/1.4 camera lens (Rokinon). The acquisition frame rate was 16.8 Hz per channel, with an overall frame-transfer EMCCD camera (iXon 897, Andor Technologies) in combination with an 85 mm f/1.4 camera lens (Rokinon). The acquisition frame rate was 16.8 Hz per channel, with an overall frame rate of $\sim 67$ Hz. This frame rate is well above the temporal resolution necessary to characterize GCaMP6 dynamics. To maintain a high frame rate and increase SNR, the CCD was binned at $4 \times 4$ pixels; this reduced the resolution of the output images from full-frame $512 \times 512$ pixels to $128 \times 128$ pixels. Both the LEDs and the exposure of the CCD were synchronized and triggered via a DAQ (PCI-6733, National Instruments) using MATLAB (MathWorks). The field-of-view was adjusted to be approximately 1 cm$^2$. The resulting pixels were approximately $78 \times 78$ $\mu$m. To minimize specular reflection from the skull, we used a series of linear polarizers in front of the LED sources and the CCD lens. Head-fixed mice were placed at the focal plane of the camera. The combined, collimated LED unit was placed approximately 8 cm from the mouse skull, with a working distance of approximately 14 cm as determined by the acquisition lens. A 515-nm long-pass filter (Semrock) was placed in front of the CCD to filter out 470-nm fluorescence excitation light and a 460/60 nm band-pass filter (Semrock) was used in front of the excitation source to further minimize leakage of fluorescence excitation light through the 515 nm long-pass filter. The pulse durations for the LEDs were 20, 5, 3, and 1 ms for 454, 523, 595, and 640 nm, respectively.

**Optical Imaging Recordings**

All imaging sessions were performed in awake, unanesthetized mice. Mice were acclimated to head-fixation while secured in comfortable black felt hammock until they resumed normal resting behavior (whisking, grooming, relaxed posture). Mice habituated in this manner are qualitatively observed to be still and relaxed during recordings, and show robust individual FC patterns that we have observed to be highly consistent over consecutive days of repeat recordings. Resting state imaging was collected in 10-min epochs for each mouse at baseline and at 10-min intervals after delivery of CNO (IP injection, 1 mg/kg, AKSci), leaving the mouse fixed in place to preserve an identical field of view between conditions and time points. Whisker stimulation recordings were performed in a separate session, using 5-min epochs per condition (right vs. left side, pre- and post-CNO). Stimulus was delivered using computer-triggered 40 PSI air puffs (Picospritzer, Parker Hannifin, Cleveland, OH) in a block design (5 s rest; 5 s of 1 Hz, 0.1 s puffs; 10 s rest; 15 blocks/5 min total).

**Electrophysiology Recordings**

All electrophysiology recordings were performed in awake, unanesthetized mice. As in the imaging experiments, mice were acclimated to head-fixation in a black felt hammock until they resumed normal resting behavior. A 1.5 mm 16-channel linear array electrode (NeuroNexus, A1x16-5 mm–100-703-A16, Ann Arbor) was attached with a custom adaptor to a micromanipulator (David Kopf Instruments). The electrode was stereotactically inserted into the brain through the transparent self-healing silicone polymer overlying the dura, enabling direct visualization via surgical stereoscope (Olympus). The probe was inserted to a consistent depth of 1.5 mm using the stereotactic manipulator, with secondary confirmation by 1) visually guiding the most superficial contact to just under the cortical surface, and 2) observing the noise to signal transition as the most superficial electrode moved from noise/air into brain parenchyma. LFPs were recorded using an amplifier with a high-pass filter cutoff of 0.02 Hz (Intan RDH2132) connected to the recording computer through an acquisition board (OpenEphys), with a tungsten reference wire positioned in the cerebellum. All recordings were made inside of a Faraday cage in a completely dark room. For each mouse, baseline recordings were collected in 10-min epochs, followed by CNO injection (IP injection, 1 mg/kg), followed by a 40-min continuous recording, without moving the mouse or the electrode in the brain between baseline and CNO recordings.

**Optical Imaging Signal Processing**

A binary brain mask was manually drawn in MATLAB for each recording session in each mouse. All subsequent analyses were performed on pixels labeled as brain. Image sequences from each mouse (as well as the brain mask for each mouse) were affine-transformed to Paxinos atlas space using the positions of bregma and lambda (Franklin and Paxinos 2012). A representative frame of baseline light levels in a dark environment, calculated from a mean of dark images collected over 1 min, was subtracted from the raw data. All pixel time traces were then spatially and temporally detrended to correct for any variations in light levels due to photobleaching, LED current drift, and nonuniformity across the skull (Kubota et al. 2008). Reflectance changes in the 523-, 595-, and 640-nm LED channels were used in combination to provide hemoglobin oximetric data using the modified Beer-Lambert Law, as described previously (White et al. 2011). The GCaMP6 fluorescence signal ($\Delta F / \Delta F'$) was corrected for varying concentrations of absorptive hemoglobin using 523-nm LED reflectance, adapting a previously described method (Ma et al. 2016). Images in each contrast were smoothed with a Gaussian filter ($5 \times 5$ pixel box with a 1.3-pixel standard deviation). Global signal from within the mask-defined brain space was regressed from all data to highlight the underlying subarchitecture of regional connectivity, as done in fMRI preprocessing algorithms (Fox et al. 2009). Parallel analysis without global signal regression revealed similar correlation changes but with decreased spatial specificity (data not shown). Each imaging session was analyzed for light level fluctuations to identify any epochs exhibiting motion artifact (typically due to displacement of the felt blanket used to tuck mice into their hammock). We subsequently excluded three 5-min epochs of stimulation data.
Figure 1. Efficient and specific viral delivery of DREADDs to S1W parvalbumin interneurons. (A), Experimental schematic depicting the brain field of view for wide-field fluorescence imaging, with empirically determined functional territories for whisker (W) FP and hindpaw (HP) plotted within motor and somatosensory (SS) areas (see Methods for ROI determination). Mice were a cross between the Thy1-GCaMP6f line, to permit imaging of calcium dynamics in cortical pyramidal neurons, and the PV-Cre line, to permit targeting of floxed (DIO) viral constructs to PV-INs. PV-INs in the left whisker barrel primary somatosensory cortex (S1W, magenta) were transduced with one of three different AAV8 vectors for each of the three experimental groups. (B), Representative DAB staining of an antibody against the mCherry tag used in AAV8 constructs (left), illustrating focal and well-circumscribed viral transduction of S1W compared to predicted anatomy from the Paxinos atlas (right). RS = retrosplenial cortex, S1Tr = trunk primary S1, S2 = secondary somatosensory cortex, Ect = entorhinal cortex, Prh = perirhinal cortex. (C), Representative confocal projection image merging mCherry fluorescence (magenta) in putative PV-INs in S1W with a background of GCaMP6f fluorescence (green) in pyramidal neurons. Scale bar, 100 μm. (D), Average efficiency of viral transduction, calculated within individual mice as the percentage of all PV-immunoreactive cells that also co-labels with mCherry. (E), Average specificity of viral transduction, calculated within individual mice as the percentage of all mCherry-labeled cells that also immunostains for PV. Data are represented as mean ± SEM for each group (n = five animals per group), with significance calculated by one-way ANOVA with Tukey’s multiple comparison test.

Electrophysiology Signal Processing
The 16-channel recordings were referenced to a tungsten ground wire positioned on the cerebellum. To further verify which channels were within the somatosensory cortex, we analyzed the spectral content of all channels, and found similar power in channels 1–12 and then lower power in channels 13–16, indicating that channels 1–12 were in the cortex while channels 13–16 were in subcortical white matter (hence, excluded from analysis). Signal in each channel was decimated (fourth order Chebyshev filter) and then band-pass filtered to 0.01–100 Hz (second order Butterworth filter) to extract LFP. LFP oscillations in each of the 12 cortical channels were observed to be qualitatively similar, and were averaged within each individual mouse to improve SNR. After manually reviewing individual mouse LFP traces for nonstationarities due to suspected motion, 2.5 min of data (in two epochs) were excluded (out of 800 min total).

Optical Imaging ROIs
S1W, S1FP, and M1W regions of interest (ROIs) are based on functional stimulus mapping from an independent cohort of 21 12-week-old Thy1-GCaMP6f mice. Whisker stimulation evoked maps were measured in awake mice using air puffs as described above, 5 min/mouse. Forepaw (FP) maps were elicited with mild electrical shocks under anesthesia (86.9 mg/kg of ketamine, 13.4 mg/kg of xylazine, IP) with a heating pad to maintain body temperature. Transcutaneous electrical stimulation of the FP was applied with microvascular clips (Roboz) in a block design (5 s rest; 10 s 3 Hz, 1.0 mA, 0.3 ms electrical pulses; 10 s rest; 15 blocks/5 min total per mouse). About, 15 × 20-s stimulus blocks were averaged within each mouse and then the peak frames for each of 5 air puffs/20-s block or 30 shocks/20-s block were averaged into one mean maximal amplitude frame per mouse. Mean maximal amplitude frames were averaged across mice, and then an evoked response ROI was defined by any pixels whose mean maximal amplitude during stimulus was within > 75% of the maximum pixel intensity within the brain. ROIs generated from this approach are depicted in Figure 1A and were used in subsequent analyses for averaging within functional territories. ROI locations were co-registered to experimental data using affine-transformation to Paxinos atlas space as described in the “Optical imaging signal processing” section above.

Computation of Power Spectral Density
Power spectra for oxy-Hb, GCaMP (Fig. S1A,B) were computed using the fast Fourier Transform (FFT) while power spectra for LFP (Fig. S1C) were computed by averaging all windows of a short time Fourier transform (STFT). Spectra were computed over a 10-min OFF epoch and a 10-min ON epoch beginning 30 min after CNO injection. Spectra were averaged between
mice and then smoothed with a fourth-order Savitzky–Golay filter. Power spectra for LFP in Figure S1D were re-computed using the continuous wavelet transform function in MATLAB (Morse wavelet), and then averaging scalograms across time. Band-limited power differences were quantified for both Fourier and wavelet methods in Figure S2 and statistically verified by two-way ANOVA with Sidak’s multiple comparison test, with significance set at an adjusted \( P \)-value < \( \alpha = 0.05 \). In addition, power change (in decibels) was computed using the equation:

\[
\Delta \text{Power} = 10 \log_{10} \left( \frac{\text{Power}_{\text{ON}}}{\text{Power}_{\text{OFF}}} \right)
\]  

Within each mouse, power changes for optical imaging signals (oxy-Hb and GCaMP) were computed by FFT on a pixel-wise basis (shown as maps in Figs 3A and S3), which subsequently averaged within a given ROI (Figs 3C–E and S1E). Power changes for LFP in Figure 3 were computed with the short-time Fourier transform over continuous time series, using the spectrogram function in MATLAB (Hamming window of 6000 samples, 75% overlap), comparing power in each window in the 40-min ON epoch to the time-averaged STFT of the 10-min OFF epoch using equation (1). Statistical significance for power changes (Fig. 3C–F) was computed using a two-way ANOVA with Tukey’s multiple comparison test, with significance set at an adjusted \( P \)-value < \( \alpha = 0.05 \). In subsequent analyses of optical imaging data, we focus on the classic BOLD infraslow band (<0.1 Hz) and the delta band (1–4 Hz). These bounds on the delta band were chosen to improve signal to noise, by avoiding a 0.1–1 Hz transition point in global wave propagation that we have previously reported (Mitra et al. 2018), as well as cardiorespiratory peaks at >5 Hz (observable in Fig. S1).

**Computation of Correlation (FC)**

For all analyses, FC was computed over specific frequency bands by applying zero-phase filtering (fifth-order Butterworth) directly to GCaMP6 and hemoglobin signals, using 0.02–0.1 Hz for infraslow and 1–4 Hz for the delta band as described above. Pearson correlation, \( r \), was computed in two ways. In order to broadly survey FC changes, we computed correlation matrices in Figure S5 by comparing the time series between every pair of pixels in the brain space, \( x_1(t) \) and \( x_2(t) \). Thus,

\[
x_{12} = \frac{1}{\sigma_{x1} \sigma_{x2}} \int x_1(t) \cdot x_2(t) dt
\]  

where \( \sigma_{x1} \) and \( \sigma_{x2} \) are the temporal standard deviations of signals \( x_1 \) and \( x_2 \), and \( T \) is the interval of integration. We noted that FC changes were most prominent in the sensory and motor cortices. To enhance signal-to-noise and better visualize these changes, we re-computed correlation maps comparing the average time series within empirically determined whisker S1 and M1 ROIs versus the time series of every pixel in the brain space (Fig. S7). FC for all figures is reported following Fisher z-transformation:

\[
z(r) = \tanh^{-1}(r)
\]  

Pixel-wise FC matrices shown in Figure S5 were sorted into large functional territories using a previously described parcellation (Kraft et al. 2017). Difference matrices (Fig. S5) and maps (Fig. 4 for GCaMP, S6 for oxy-hemoglobin) were computed by array subtraction of FC matrices/maps for a 10-min OFF epoch and a 10-min ON epoch beginning 30 min after CNO injection. Group averaged and individual mouse FC patterns were qualitatively observed to be robust to varying size and shape of seed ROIs centered on S1W and M1W. Spatial principal component analysis (PCA) was performed on difference matrices by singular value decomposition in MATLAB, generating a topographic map of the first FC weighted by its eigenvalue. Statistical significance for average differences in FC (Fig. 4E–G) between seeds and other ROIs was computed using a two-way ANOVA with Tukey’s multiple comparison test, with significance set at an adjusted \( P \)-value < \( \alpha = 0.05 \).

**Computation of Event-Triggered Averaging**

Event-triggered averaging was used to describe cortical dynamics during local peaks in S1W GCaMP time-series. For each mouse session, GCaMP time series were averaged within S1W ROI pixels and then filtered into the delta band (1–4 Hz, fifth-order Butterworth). All local maxima in the delta band were sorted by amplitude; those exceeding the 90th percentile were averaged together within individual mouse sessions (shown in Fig. 5). Differences in group-level averages were statistically verified by two-way ANOVA with Tukey’s multiple comparison test, with significance set at an adjusted \( P \)-value < \( \alpha = 0.05 \). In order to determine the impact of paroxysmal bursts on delta-band FC (Fig. S9), five frames preceding and succeeding (± ~ 3 s) each peak were excised from the time series prior to re-computing ROI seed-based FC as described above. The threshold for removing peaks was varied from the 90th (as above) to the 50th percentile value of all local delta peaks in order to assess FC as a function of increasingly stringent exclusion criteria (i.e., how local activity at different scales contributes to long-range correlations). FC changes following removal of peaks below the 50th percentile value remained stable and are not shown. Differences in FC were statistically verified by two-way ANOVA with Sidak’s multiple comparison test, with significance set at an adjusted \( P \)-value < \( \alpha = 0.05 \).

**Computation of Whisker-Evoked Sensory Maps**

Mean 20-s stimulus blocks were averaged within each mouse and then across mice. Mean response maps shown in Figure 6A,B depict peak frames averaged across 5 air puffs/block. Mean time series in Figure 6A,B were generated by averaging the GCaMP signal for all pixels within right and left S1W ROIs. GCaMP fluorescence intensity during stimulation was monitored over a 12-h period. Differences between ROIs and groups were verified in Figure 6C,E using a two-way ANOVA with Tukey’s multiple comparison test, significance set at an adjusted \( P \)-value < \( \alpha = 0.05 \). Changes over time were statistically verified in Figure 6D using a two-way ANOVA with Dunnett’s multiple comparison test, significance set at an adjusted \( P \)-value < \( \alpha = 0.05 \).

**Data Presentation and Statistical Analysis**

Histograms and scatter plots are presented as group mean ± standard error of the group mean for all experiments, with data points representing individual mice within each group. Color-map data are plotted using the open source Viridis family of color-maps, which are perceptually uniform and robust to colorblindness. Sample sizes were estimated based on prior GCaMP imaging experiments performed by our group.
Randomization and blinding were performed as described above in Animal Models. Prism 8 software was used to perform statistical testing. Statistical significance was computed via one-way ANOVA for histology data in Figure 1, and two-way ANOVA for all other figures. Tukey’s multiple comparison test was used for Figures 1, 3, 4–6, S2, S3 and S6; Sidak’s test was used in Figures S2 and S9; Dunnett’s test was used in Figure 6D. Statistical significance for all figures is reported as not significant (NSP > 0.05) or significant (*P < 0.05, **P < 0.01, ***P < 0.001, and ****P < 0.0001). Data were verified to be normally distributed prior to statistical testing using the Shapiro–Wilk normality test. Multiple comparison testing was done at the level of individual figure panel plots, including all possible comparisons within each plot within and between groups and ON-OFF states. For the sake of visual clarity, only ON-OFF differences within group are depicted within figures, while significant between-group effects are described in the main text.

Results

Efficient and Specific Viral Delivery of DREADDs to S1W Parvalbumin Interneurons

We crossed the Thy1-GCaMP6f strain of mice (which permit fluorescence neuroimaging of pyramidal neuron calcium dynamics through the intact skull (Wright et al. 2017) with the PV-Cre strain (to enable PV-specific expression of floxed viral constructs). Offspring were divided into three groups, each receiving stereotactic injection in the left whisker barrel primary somatosensory cortex (S1W) with a Cre-inducible chemogenetic viral construct: 1) hM3Dq, to increase PV (†PV) inhibitory activity and decrease excitability, 2) hM4Di, to decrease PV (‡PV) inhibition and increase excitability, or 3) mCherry only, as a Control (Fig. LA). hM3Dq and hM4Di are Designer Receptors Exclusively Activated by Designer Drugs (DREADDs), engineered muscarinic channels that are activated by the synthetic drug, CNO. The effects of DREADDs on activity in PV-INs have been extensively characterized in prior studies (Kuhlman et al. 2013; Sun et al. 2016; Funk et al. 2017; Liu et al. 2017; Calin et al. 2018; Chandrasekar et al. 2018; Stedefohuer et al. 2018; Williams and Holtmaat 2019).

We histologically validated the delivery of DREADD constructs in each group (n = 5 mice/group), and found that expression of viral constructs was well-circumscribed within the Paxinos atlas boundaries of S1W (Fig. 1B), with no detectable expression in the rest of the cortex. Gross spread of viral transduction was similar between groups in both medial-lateral width (Control: 1.52 ± 0.16 mm, †PV: 1.91 ± 0.15 mm, ‡PV: 1.77 ± 0.09, corrected NSP = 0.28), and mean coronal cross-sectional area (Control: 1.33 ± 0.27 mm², †PV: 1.92 ± 0.26 mm², ‡PV: 1.56 ± 0.12 mm², NSP = 0.27). In addition, mCherry fluorescence in putative PV-INs was distributed in all cortical layers, and did not colocalize with Thy1-GCaMP fluorescence in pyramidal neurons (Fig. 1C). Lastly, we compared colocalization of mCherry fluorescence versus immunostaining with an antiparvalbumin antibody. All three virus groups exhibited high transduction efficiency of PV-INs on average, computed within individual mice as the fraction of all PV-immunostaining cells that expresses mCherry (Fig. 1D, Control: 91.0 ± 3.2%, †PV: 93.7 ± 2.2%, ‡PV: 89.7 ± 3.0%, corrected NSP = 0.55), as well as high specificity, computed as the fraction of all mCherry-expressing cells that immunostains for PV (Fig. 1E, Control: 79.2 ± 0.2%, †PV: 78.4 ± 2.2%, ‡PV: 80.1 ± 2.9%, corrected NSP = 0.88).

Mice were allowed 8 weeks of recovery after viral injection, after which cranial windows were installed over the skull for wide-field neuroimaging in one set of mice, while S1W craniotomy ports were installed for LFP recordings in a separate cohort. Mice were then habituated to handling and head-fixation. All subsequent brain recordings were performed in awake animals.

Activating S1W PV-DREADDs Induces Local Changes in Activity and Excitability

To test whether chemogenetic modulation of PV-INs alters local activity, we measured calcium dynamics (GCaMP, ΔF) averaged within S1W versus LFP recordings averaged over all cortical layers. GCaMP imaging was performed in one cohort with chronic cranial windows over the intact skull (†PV n = 12, ‡PV n = 12, Control n = 11), while LFP recordings were performed in a separate cohort with an open-skull head fixation (†PV n = 5, ‡PV n = 6, Control n = 5). GCaMP fluorescence is strongly correlated with multunit activity (Ma et al. 2016; Murphy et al. 2018). Thus, GCaMP and LFP offer complementary perspectives on both supra- and subthreshold neural ensemble dynamics. Representative time-series from individual mice for both signals are shown in Figure 2A, B at baseline (OFF, black), and 30 min after IP injection of 1 mg/kg CNO (ON, magenta). This time window for recording was chosen on the basis of DREADD effects peaking between 30–60 min after CNO delivery (discussed later in Fig. 6D). No qualitative ON-OFF differences were observed in LFP or GCaMP time-series for either Control or †PV mice. However, in the ‡PV group, S1W disinhibition manifested as paroxysmal hyperexcitability, superimposed on lower amplitude fluctuations. Bursts of hyperexcitability were observed as high amplitude up-peaks in GCaMP fluorescence (Fig. 2A), or down-peaks in LFP (2B).

To assess the spectral frequency content of activity changes, we generated group-averaged power spectra over 10-min-long ON and OFF epochs (shown for GCaMP, LFP, and oxy-Hb in Fig. S1A–D), and then calculated the ON-OFF power change in decibels using equation (1) (S1E). DREADD activation in the ‡PV group broadly increased S1W spectral power in hemoglobin, GCaMP, and LFP signals. †PV and Control mice showed no apparent change. To quantify the distribution of band-limited power changes, we compared the short time Fourier transform (Figs S1C and S2A) and Morse continuous wavelet transform methods for power analysis of full-band LFP data (S1D, S2B). The Fourier method offers improved frequency resolution, while the wavelet method provides stronger temporal resolution and is better suited for the analysis of paroxysmal, nonstationary time series. Both methods demonstrated qualitatively similar results; the Fourier transform was used for computing power spectral density in subsequent analyses. Power increases in the ‡PV group were observed in all frequency bands, achieving significance for activity < 25 Hz (S2A). No significant ON-OFF changes were observed in any band for †PV or control mice.

Locally Disrupted S1W E/I Balance Bidirectionally Modulates Spectral Power Locally and in Remote Sensorimotor Areas

We next explored the spatial extent and temporal evolution of activity changes over a 40-min period after CNO delivery. To measure spatial extent, we scored the mean ON-OFF power change in decibels (delta band, 1–4 Hz, GCaMP) for each pixel
circular coupling (Vazquez et al. 2014; Ma et al. 2016; Wright et al. 2017). Lastly, LFP recordings corroborated that spectral power increases ensue within min after CNO injection in ↓PV mice and plateau at 20–30 min. In addition to band limited changes shown in (S2A), full-band LFP spectral power in S1W was significantly increased on average (Fig. 3F, **P < 0.0001).

Conversely, we anticipated that DREADDs in the ↑PV group would decrease local S1W power. While a slight local decrease in 1–4 Hz activity was observed (Fig. S1), it was not statistically significant in GCaMP (**P = 0.14, Fig. 3C), full-band LFP (NSP = 0.99, 3E), or band-limited LFP (**P = 0.99, S2). Unexpectedly, significant ON-OFF GCaMP power reductions were even more prominent in remote connected regions: ipsilateral/left M1W (***P < 0.0001) as well as contralateral/right M1W (**P < 0.0001) (Fig. 3A, quantified in 3C–E). No significant infraslow hemodynamic power changes were detected in left or right S1W or M1W (Fig. S3).

In addition, we were surprised to discover that, in every ↑PV mouse, motor cortex activity was elevated at baseline in the OFF-state, before the mice had ever been exposed to CNO. ↑PV-OFF mice exhibited elevated delta power in both left M1W (***P < 0.0001) and right M1W (***P < 0.0001) compared to littermates in Control-OFF or ↓PV-OFF. This pattern was consistent across data pooled over two independent cohorts of ↑PV mice. Curiously, we found that OFF-state GCaMP time-series from individual ↑PV mice exhibited paroxysmal hyperexcitability in the motor cortex (Fig. S4), similar to that observed in S1W in the disinhibited ↑PV-ON mice in Figure 2. No baseline differences between ↑PV-OFF and Control-OFF were found in the area of viral transduction, left S1W, for either GCaMP (**P = 0.27) or full-band LFP (**P = 0.99) power. Importantly, Control mice were transduced with an analogous viral construct that expresses the mCherry tag alone, and no DREADD channel. Control mice exhibited no change in power after administration of CNO, as demonstrated in both GCaMP and LFP in Figures 2 and 3. These baseline differences in motor activity, while unplanned, provide valuable information about how local E/I changes propagate through functional networks. In Figures 4–6, we focus on relative changes in each group from the OFF to ON state (e.g., the acute effect of enhanced inhibition, for the ↑PV group), while also noting informative consequences of the ↑PV group’s baseline motor cortex hyperexcitability. The emergence of these baseline differences in CNO-naïve mice over 8 weeks after viral injection as confirmed in a separate cohort in Figure S8. Mechanistic origins of these unexpected findings are considered in the Discussion.

**Propagation of Local E/I Imbalance Disrupts Patterns of Cortical Resting-State Functional Connectivity**

In order to characterize how these focal changes in excitability spread within cortical networks, we performed two complementary analyses of resting state neuroimaging data: first, mapping the zero-lag correlation structure (functional connectivity, FC) of cortical dynamics across whole time-series, and second, assessing effective connectivity by computing event-triggered average (ETA) responses to high amplitude events in S1W. For stationary, normally distributed activity, these two approaches converge through functional networks. In Figures 4–6, we focus on relative changes in each group from the OFF to ON state (e.g., the acute effect of enhanced inhibition, for the ↑PV group), while also noting informative consequences of the ↑PV group’s baseline motor cortex hyperexcitability. The emergence of these baseline differences in CNO-naïve mice over 8 weeks after viral injection as confirmed in a separate cohort in Figure S8. Mechanistic origins of these unexpected findings are considered in the Discussion.

![Figure 2. Activating S1W PV-DREADDs induces local changes in activity and excitability (A,B) Representative time-series of GCaMP fluorescence (ΔF’) within the left S1W ROI (A) and separately recorded LFP within S1W averaged over all cortical layers (B) shown for each of the three experimental groups at baseline (OFF, black) and 30 min after delivery of CNO (ON, magenta). See Figures S1 and S2 for quantification of power spectral changes.](image-url)
In order to identify regions undergoing FC changes, we first computed the Fisher z-transformed Pearson correlation, $z(r)$, between time-series of every pair of pixels in the cortex and constructed group-averaged FC matrices in the ON and OFF conditions. ON-OFF ΔFC matrices were computed by subtraction ($\Delta z_{\text{FC}}$) performed on FC matrices in Control mice explained less than 40% of the variance and did not have a distinctive topography. To visualize FC changes from the perspective of seed regions within the whisker sensorimotor network, we computed FC maps, comparing each pixel’s time-series to the average time-series within empirically derived seed ROIs (see Methods) for whisker sensory and motor cortices (Fig. S7). We then computed ON-OFF ΔFC maps for GCaMP by subtraction of data in Figure S7 (Fig. 4A–D) and statistically verified key FC changes (Fig. 4E–G) by two-way ANOVA with Tukey’s multiple comparison test, focusing on homotopic (interhemispheric) FC for S1W and M1W, as well as intrahemispheric S1W-M1W sensorimotor FC. To facilitate comparison with BOLD FC data, we conducted parallel FC analyses of the infraslow oxy-Hb optical intrinsic signal (ON-OFF ΔFC maps in Fig. S6 mirror Fig. 4, original ON and OFF maps shown in Fig. S7).

At baseline, $\uparrow$PV-OFF mice exhibited heightened threenode synchrony between left S1W and right/left M1W (Fig. S7A,C,D). Specifically, $\uparrow$PV-OFF mice had stronger baseline intrahemispheric S1W-M1W correlation than littermates in other groups (***$P < 0.0001$ vs. $\uparrow$PV-OFF or Control-OFF, Fig. 4F), as well as stronger M1W homotopic synchrony (**$P < 0.0001$ vs. either group, Fig. 4G). These differences reversed upon chemogenetic activation of S1W PV-INs (Fig. 4A,C,D), as we observed significant ON-OFF reductions in S1W-M1W correlation (**$P = 0.0014$) down to control levels (**$P = 0.17$ vs. Control-OFF, 4F). Likewise, ON-state motor homotopic FC was significantly reduced (ON-OFF *$P = 0.02$, 4G), though still elevated compared to Control-ON M1W homotopic FC (**$P < 0.0002$). Interestingly, while baseline

---

**Figure 3.** Locally disrupted S1W E/I balance bidirectionally modulates spectral power locally and in remote sensorimotor areas. (A), Change in power spectral density ($\Delta$Power, in decibels) for 1-4 Hz (delta band) GCaMP activity for each pixel in the brain space for each experimental group, comparing three successive 10-min imaging windows after CNO delivery (ON) to a preceding 10-min baseline OFF epoch using equation (1). Data represent group averages ($\uparrow$PV $n = 6$, ↓PV $n = 12$, Control $n = 11$), quantified within three different ROIs below in Fig. S5 of FC changes to this network of regions was verified by principal component analysis (Fig. S5). Power spectral density is shown in arbitrary units (A.U.). Individual data points represent individual mice, black bars designate mean ± SEM. Significance was calculated by two-way ANOVA with Tukey’s multiple comparison test for each figure panel, comparing both within and between groups. ON-OFF statistical comparisons within group are depicted within each panel, while comparisons between groups are reported in the main text.

* $P < 0.05$, **$P < 0.01$, ***$P < 0.001$, and ****$P < 0.0001$. See also Figure S5 for $\Delta$Power maps for infraslow (0.02-0.1 Hz) GCaMP and oxy-Hb.
hypermobility propagated to left and right motor cortices, it was not transmitted interhemispherically from S1W (Fig. 4E), the area of viral transduction. Indeed, we observed lower baseline ↑PV-OFF S1W homotopic connectivity (**P < 0.006 vs. control-OFF, ****P < 0.0001 vs. ↑PV-OFF). Activating DREADDs normalized these differences, increasing ↑PV-ON S1W homotopic FC to Control levels (NSP = 0.82 vs. Control-ON). Indeed, baseline hyperconnectivity between left S1W and right/left M1W came at the expense of weakened connectivity with all of the rest of the cortex, forming conspicuous regions of negative correlation for seeds placed outside of these three nodes (e.g., weakened OFF-state FC with right S1W, Fig. S7B). Activating S1W PV-INs reversed these baseline differences. Thus, seeds in these three regions exhibited qualitatively increased FC with the rest of the cortex (orange on ΔFC maps, Fig. 4).

To confirm that differences in ↑PV mice were caused by expression of chemogenetic constructs injected into S1W 8 weeks prior, we injected DREADDs in a new cohort (↑PV n = 5, ↓PV n = 6, Control n = 6) and installed cranial windows immediately afterwards so that we could monitor FC during the 8-week recovery period after viral injection (Fig. S8). Mice were naive to CNO throughout this experiment. All three groups exhibited similar patterns of connectivity at week 0 (immediately after injection) that were consistently maintained over 4 weeks of imaging. However, the ↑PV mice diverged after week 6, exhibiting weaker whisker homotopic FC and stronger intrahemispheric S1W:M1W connectivity. FC changes were concurrent with the emergence of high amplitude bursting activity in M1W of ↑PV mice (example in Fig. S4), visible as a rightward-shift in histograms of GCaMP intensity in M1W beginning at week 6 (Fig. S8D). Owing to limited sample size, this experiment was not sufficiently powered to match the statistically significant baseline FC differences shown with n = 12 beyond the 8-week time point in Figure 4F,G.

↓PV-OFF mice did not exhibit baseline FC differences and were indistinguishable from Control-OFF mice on S1W homotopic FC (NSP = 0.74), M1W homotopic FC (NSP = 0.97) and S1W:M1W FC (NSP = 0.998). However, chemogenetic inhibition of PV-INs dramatically increased S1W:M1W FC (ON-OFF ****P < 0.0001) while simultaneously weakening S1W homotopic FC (ON-OFF ****P < 0.0001) and M1W homotopic FC (ON-OFF ****P = 0.0013). Control mice did not exhibit any significant changes in FC after delivery of CNO (ΔFC matrices in Fig. S5 and ΔFC maps in Fig. 4). In addition, effects in delta-band GCaMP FC (Fig 4) for all three groups were qualitatively mirrored in oxy-Hb FC (Fig. S6). We have previously shown that connectivity of the hemoglobin optical intrinsic signal exhibits strong

Figure 4. Propagation of local E/I imbalance disrupts patterns of cortical resting-state functional connectivity. A–D, ON-OFF ΔFC maps computed by array subtraction of ON and OFF maps shown in Figure S7, for seeds placed in left S1W (A), right S1W (B), left M1W (C), and right M1W (D). Maps are represented as group averages (↑PV n = 12, ↓PV n = 12, Control n = 11). E–G, Statistical verification of changes in homotopic S1W connectivity (E), left S1W:M1W sensorimotor connectivity (F), and homotopic M1W connectivity (G). Individual data points represent individual mice, black bars designate mean ± SEM, with significance calculated by two-way ANOVA with Tukey’s multiple comparison test ( * P < 0.05, ** P < 0.01, *** P < 0.001, and **** P < 0.0001). See also companion Supplemental Figures S5–7.
ON-OFF Changes in S1w ETA Activity Spread Intrahemispherically to M1W but not to the Contralateral Hemisphere

In order to disambiguate how the additive signal of hyper-excitability bursts impacts functional connectivity (Duff et al. 2018), we examined effective connectivity at the event level. All local maxima in S1W GCaMP time-series for each individual mouse were sorted by amplitude (Fig. S9). ETAs (as shown in Fig. 5A) were computed within mouse by averaging local maxima (thresholded at >90th percentile peaks) at baseline (OFF) and 30 min after delivery of CNO (ON). Group averaged cortical dynamics surrounding S1W maxima are shown for each condition in Figure 5B (as maps) and S9A (as average time series) with S1W peaks centered at 0 s. Differences in regional GCaMP peak amplitudes, centered on S1W peaks, were statistically compared between ipsi- and contralateral S1W and M1W within group in Figure 5C–E, with significance determined by two-way ANOVA with Tukey’s multiple comparison test. To determine whether the additive signal of high amplitude S1W activity explains FC changes (Fig. S9C), we compared time series correlation values with all S1W peaks included (100%), and after removing peaks (and surrounding time points) above a progressively decreasing percentile value before re-computing correlation.

ETA in Control mice revealed that local maxima in S1W occur synchronously with activation of contralateral S1W and bilateral motor cortices (with no difference between ON and OFF states, Fig. 5B,D), consistent with the normal correlation structure of the barrel cortex (Fig. S7A,B). The distribution of amplitudes of local maxima in the ON and OFF state were very similar (Fig. S9B). Removing high amplitude peaks from the time series did not introduce ON-OFF correlation differences (Fig. S9C).

As in Control mice, PV-OFF mice exhibited bilaterally symmetric cortical activation patterns surrounding S1W maxima (Fig. 5C). However, in the ON state, local peaks in S1W were
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Figure 6. PV-INs modulate S1W excitability to ascending contralateral sensory inputs, but not ipsilateral inputs. (A–B) Group averaged evoked responses to stimulation of the right whiskers (A) and left whiskers (B) (↑PV n = 6, ↓PV n = 6, Control n = 5). Responses are presented as maps of peak GCaMP fluorescence (ΔF) during stimulation, and average stimulation block time series for left and right S1W ROIs. (C,E) Average GCaMP fluorescence within left (L) and right (R) S1W ROIs during right (C) and left (E) whisker stimulation, with data represented as mean ± SEM, and comparisons by two-way ANOVA with Tukey’s multiple comparison test. (D) Time course of CNO effect on right whisker stimulation evoked response, normalized against baseline amplitude, with comparison by two-way ANOVA with Dunnett’s multiple comparison test. Data are shown at baseline (OFF, black) and 30 min after delivery of CNO (ON, magenta).

significantly higher in amplitude (****P < 0.0001 vs. ↓PV-OFF, Figs 5B,C and S9A), reflecting the high amplitude bursts seen in Figure 2. Closer examination of the distribution of S1W peaks in Figure S9B demonstrates that nearly all ON maxima were higher in amplitude than OFF maxima. ON-OFF changes in S1W simultaneously increased ipsilateral M1W activation (****P = 0.010, S5C) while nonsignificantly reducing contralateral activity in S1W (NSP = 0.14) and M1W (NSP = 0.63). This unilateral high amplitude activity directly caused ON-OFF differences in motor homotopic and sensorimotor correlation (Fig. S9C), with differences returning to nonsignificant levels after the top deciles of peak activity were removed from time series. Whisker homotopic FC, however, remained significantly different between ON and OFF at all scales of activity, even after excising time points associated with the top 90% amplitude local peaks from time series (data not shown). We also note that high amplitude bursts in S1W were, on average, temporally flanked by local decreases in S1W activity (Figs 5B and S9A). In ↑PV mice, ETA highlighted important baseline (OFF) differences (Figs 5B,E and S9A): local peaks in left S1W were significantly higher in amplitude than those on the right side (****P < 0.0022), and coincided with high amplitude activity bilaterally in the motor cortices. When PV-INs were chemogenetically activated (ON state), peak amplitude was nonsignificantly reduced in S1W (NSP = 0.1756, Fig. 5E), although the distribution of S1W activity shifted to lower amplitudes (Fig. S9B). However, chemogenetic activation of S1W PV-INs significantly reduced activity in ipsilateral M1W during S1W peaks (**P = 0.0088, Fig. 5E). ETA amplitude was not significantly different in contralateral S1W (NSP = 0.91) or M1W (NSP = 0.069). S1W homotopic correlation was similar between ON-OFF at all scales of activity (Fig. S9C). ON-OFF motor homotopic FC was reduced and straddled significance at all scales of activity, suggesting that correlation changes were not driven solely by high amplitude bursts in S1W. Likewise, sensorimotor FC remained significantly weaker even after removing the top 50% high amplitude bursts, indicating that correlation strength was altered during both high and low amplitude activity in S1W.

PV-INs Modulate S1W Excitability to Ascending Contralateral Sensory Inputs, but not Ipsilateral Inputs

To assess how local changes in E/I balance affect cortical responses to ascending thalamocortical sensory input, we recorded GCaMP activity in awake mice during unilateral stimulation of their mystacial whiskers using computer-
triggered air-puffs (Fig. 6). Stimulation was presented in 20-s blocks (5 s rest, 5 air-puffs at 1 Hz, 10 s rest). To assess the pharmacokinetics of CNO, right whisker stimulation was performed at baseline, 10 min, 30 min, 1 h, 2 h, 4 h, and 12 h after CNO injection. Left whisker stimulation was collected in a separate session at baseline and 30 min after CNO injection. OFF refers to the baseline condition before CNO; ON refers to the time point 30 min after injection for both groups. Cortical dynamics were averaged to produce maps of peak evoked response (Fig. 6A) as well as histograms of peak response magnitude within left and right S1W ROIs (Fig. 6C,E). Differences in response magnitude within and between groups were compared by two-way ANOVA with Tukey’s multiple comparison test (\(PV n = 6\), \(\Delta PV n = 6\), Control \(n = 6\)). Differences within group over time (SD) were compared by two-way ANOVA with Dunnett’s multiple comparison test.

Right whisker stimulation elicited responses primarily in left S1W, and to a lesser extent, left M1W and the right cortex. OFF-state evoked responses in left S1W were similar between all groups (NSP = 0.99 for all comparisons). In the ON state, evoked responses were unchanged in \(\Delta PV\) (left NSP = 0.28, right NSP = 0.71) and Control mice (left NSP = 0.98, right NSP = 0.99). \(\Delta PV\) mice exhibited ON-OFF differences only in left S1W (left \(\Delta PV\) \(n = 6\), right NSP > 0.99), which peaked between 30–60 min and returned to baseline levels by 4 h after injection.

Interestingly, \(\Delta PV\) mice did not exhibit increased activity in ipsilateral M1W during whisker stimulation (data not shown, NSP = 0.49), though they did during the resting state (Fig. 5B,C). Evoked responses to left whisker stimulation were primarily found in right S1W, and were unchanged between the OFF and ON states for all three groups in both left and right S1W.

**Discussion**

We investigated whether focal perturbation of inhibition/excitability can causally disrupt large-scale cortical network dynamics. To this end, we delivered AAV8 viral DREADD constructs to the left whisker barrel somatosensory cortex (S1W) in three groups of clonal PV-Cre;Thy1-GCaMP6f mice. With this approach, we achieved spatial, temporal, and cell-type specific control over parvalbumin inhibitory interneurons in S1W, while also enabling wide-field optical imaging of pyramidal neuron calcium dynamics. Our principal observations may be summarized as follows: (1) Focal chemogenetic manipulation of PV-INs induced both local changes in activity patterns and excitability as well as remote effects along intra- and interhemispheric connections; (2) Disruptions in activity in somatosensory and motor cortices differed in their tendency to spread interhemispherically; (3) FC networks exhibited plasticity in response to chronic expression of hM3Dq (\(\Delta PV\)) chemogenetic constructs in PV-INs. To the best of our knowledge, this represents the first study to mechanistically examine how focal changes in inhibition causally influence brain-wide network dynamics and FC. These results offer important insights that build on prior work described below.

**Local Spread of E/I Imbalance**

GABAergic interneurons are known to regulate local E/I balance, maintaining brain dynamics in a metastable equilibrium in which inhibition rapidly scales to counterbalance fluctuating excitatory activity (Moore et al. 2018). Optogenetic inhibition of PV-INs has been shown to disrupt E/I balance, leading to hyperexcitability, prolonged cortical up-states, and increased amplitude and spatial spread of stimulus-evoked activity (Yang et al. 2017). It has been suggested that this highly synchronized activity resembles a mild focal seizure (Chen et al. 2017), similar to the paroxysmal hyperexcitability we observed in S1W (Fig. 2). These effects exhibit surprising lateral spread: the mediolateral diameter of S1W power changes (3.1 mm, depicted in Fig. 3A) was nearly twice as wide as the average cross-sectional area expressing DREADDs on histology (Fig. 1B, extending into adjacent regions of S1 without DREADD expression. Although dimensional comparisons between in vivo neuroimaging and fixed-tissue histology are challenging, this observation is corroborated by a prior report that focal activation of PV-INs in a 200-μm area affects activity in pyramidal neurons 2 mm away (Zucca et al. 2017). Similarly, a recent report has shown that a focal seizure in a 2–3-mm region can cause hemisphere-wide changes in PV-IN activity, and that pharmacologic GABA\(_A\) receptor blockade can contiguously widen the seizure focus or extend it remotely to secondary foci (Liou et al. 2018). In addition, local seizures in V1 have been shown to propagate to distal portions of V1 that share the same retinotopic preference (Rossi et al. 2017). Contiguous spread of E/I disturbances may be mediated by dense connectivity of PV-INs with nearby pyramidal neurons, as well as spatial buffering between PV-INs that are laterally coupled by gap junctions. While these properties may explain why activity changes spread locally, different neural circuits may convey long distance propagation beyond the immediate reach of local inhibition.

**Structural Circuits Underlying Remote Spread of Activity**

We have previously reported that optogenetic stimulation of excitatory neurons elicits effective connectivity along whisker sensorimotor connections as well as homotopic spread between motor cortices, but weak homotopic spread between whisker sensory cortices, in line with cortical structural connectivity (Bauer et al. 2018). Here, we extend those findings by demonstrating that disrupting inhibitory circuits can elicit similar patterns of activity spread, but in the context of intrinsic resting state dynamics, rather than being externally driven (as with optogenetics). Thus, the effective connectivity rules we have previously reported may govern how local E/I disturbances spread through brain networks, both in experimental and clinical settings.

In particular, the present investigation reveals that E/I imbalance in S1W can spread remotely along intrahemispheric sensorimotor connections (Fig. 3 and 54). Underlying structural connectivity appears to be a key determinant of this path of spread. Tracers injected into S1W reveal strong monosynaptic projections to ipsilateral M1W, compared to a low density of callosal projections terminating in contralateral S1W (Ferezou et al. 2007). Accordingly, whisker stimulation in S1W propagates forward to strongly activate M1W, followed by weaker, longer-latency activation of the contralateral hemisphere (Ferezou et al. 2007). Intrahemispheric connectivity between S1W and M1W is highly reciprocal (Mao et al. 2011; Bauer et al. 2018). This direct corticocortical circuit mediates movement initiation, such that optogenetic stimulation/inhibition of S1W directly activates/inactivates M1W to increase/decrease whisking (Sreenivasan et al. 2016). Some prior evidence suggests that PV-INs in S1W gate this connection. S1W PV-INs reduce their firing rates during whisking (Pala and Petersen 2018), and optogenetic
suppression of PV-INs enhances performance on a whisker sensorimotor transformation task (Sachidhanandam et al. 2016). We find that, indeed, bidirectional manipulation of PV-INs in S1W is sufficient to modulate ipsilateral M1W activity in the resting state. Curiously, in the setting of whisker stimulation, ipsilateral M1W did not exhibit significant changes in activity in jPV-ON mice (Fig. 6) as it did during the resting state (Fig. 5B,C), indicating that ascending thalamocortical inputs to S1W may modulate how local E/I balance is routed intracortically. It has previously been shown that while whisker sensorimotor dynamics can function independently of the thalamus (Zagha et al. 2013), they are subject to thalamic modulation. Thalamocortical inputs to S1W form stronger synaptic connections with inhibitory interneurons than excitatory neurons, positioning the cortical interneuron population to titrate local excitability via fast feedforward inhibition (Cruikshank et al. 2007). In addition, higher order thalamic inputs have been shown to play a key role in regulating S1W interneuron dynamics and local synaptic plasticity (Williams and Holtmaat 2019). In the context of our own data, these reports would indicate that whisker stimulation may enhance thalamocortically driven feed-forward inhibition and mitigate the effects of disinhibition of sensorimotor connectivity seen in the resting state. Thus the spread of local E/I balance is likely simultaneously modulated by both local interneurons as well as ascending thalamocortical inputs.

In addition, our results demonstrate that focal cortical E/I imbalance can disrupt interhemispheric synchrony. Chronic expression of jPV DREADDs in left S1W caused baseline reduction of interhemispheric correlation in S1, while strengthening interhemispheric correlation in M1, effects that were reversed after activating jPV DREADDs in left S1W (Fig. 4). Interestingly, inhibiting left PV-INs in S1W (jPV-ON) caused intrahemispheric hyperexcitability in left S1W and M1W (Fig. 5B,C), but these activity changes did not propagate interhemispherically; rather, homotopic synchrony for both S1W and M1W became weaker (Fig. 4). Why did interhemispheric connections relay activity changes in jPV mice but not jPV mice? One possibility is that these connections might acutely buffer against interhemispheric spread of hyperexcitability (i.e., jPV-ON), potentially as an endogenous protective mechanism against generalization of seizures. The notion of a ceiling on interhemispheric transmission of activity changes is in line with the recent discovery that unilateral whisker sensory deprivation potentiates transcallosal projections from the intact cortex to layer V neurons in the deprived cortex (a central hub for intracortical and subcortical connectivity), such that these synapses are maximally potentiated and LTP is occluded (Petrus et al. 2019). Furthermore, we found that dramatic ON-OFF changes in stimulation-evoked excitability remained confined within the disinhibited hemisphere, with minimal interhemispheric spread of hyperexcitability (Fig. 6). Conversely, 8 weeks of progressive E/I disturbance (jPV-OFF) may engage homeostatic plasticity mechanisms that allow activity changes to spread interhemispherically (Fig. S8). It is noteworthy that activity changes spread interhemispherically between M1W cortices, but not S1W (Fig. 4). This points to the importance of regional variation in structural connectivity that might impact how activity changes propagate through networks. In humans, it has previously been shown that therapeutic callosotomy in epilepsy patients eliminates most interhemispheric correlation, with a notable exception: homotopic somatomotor FC is partially preserved (Johnston et al. 2008; Roland et al. 2017). Thus, interhemispheric synchrony is mediated by distinct subcortical connections depending on region, and these circuits may differentially shunt local activity changes.

Intriguingly, a recent study revealed the existence of transcallosally projecting PV-INs in M1, A1 and V1 (Rock et al. 2017). It has been proposed that long-range inhibitory connections mediate interhemispheric synchrony (Buzsáki and Wang 2012), and histological evidence seems to indicate that transcallosal PV-INs are a general feature of the cortex (Rock et al. 2017). However, transcallosal PV-INs have not yet been reported in S1 to our knowledge; after careful review, we could not detect any mCherry-labeled intracortical projections in the corpus callosum or the contralateral hemisphere in any of our mice. Future studies may determine the specific cellular conduits of interhemispheric spread of activity changes, and how they vary regionally.

Disambiguating Changes in Functional Connectivity

Using ETA effective connectivity analysis, we are able to show that changes in correlation (FC) are largely driven by high amplitude bursts of hyperexcitability. We show that bursts lead to enhanced correlation when they propagate between nodes of a network (e.g., intrahemispheric sensorimotor FC), and weakened correlation when they do not transmit between nodes (e.g., S1W homotopic FC), and that differences in correlation largely return to nonsignificant levels after bursts are removed from time series (Fig. S9). These findings carry important implications for interpreting pathological hypo- and hyperconnectivity in BOLD fMRI data. The effects we observed in delta band GCaMP FC (Fig. 4) are also present in infraslow hemodynamics (Figs S6 and S7), despite the fact that bursting dynamics are not present in the oxy-hemoglobin signal (Fig. S3). This result indicates that BOLD fMRI may capture FC changes induced by paroxysmal hyperactivity in neural dynamics, even though the associated activity change is not represented in BOLD dynamics, which are relatively slow.

In addition, it is possible that correlation differences are also driven by disruptions in gamma oscillations. PV-INs are pacemakers that drive high frequency gamma activity (Cardin et al. 2009; Sohal et al. 2009; Chen et al. 2017). These fast oscillations have been observed to modulate slower activity, and may interact with low frequency oscillations in a manner that supports efficient long-range temporal coordination (Buzsáki and Wang 2012; Ulhøhaa and Singer 2012). In support of this hypothesis, slow fluctuations (<0.1 Hz) in gamma LFP power exhibit long-range synchrony (Nir et al. 2008), which exhibits a similar correlation structure to infraslow BOLD FC networks (He et al. 2008).

In our own data, chemogenetic inhibition of PV-INs manifested in broadband increases in LFP power (S2), consistent with a prior report (Nguyen et al. 2014), though only increases in ~25 Hz activity were statistically significant in our data. This stands in contrast to a seminal investigation by Sohal et al., who optogenetically inhibited PV-INs and observed significantly reduced 30–80 Hz gamma power but increased 10–30 Hz oscillations (Sohal et al. 2009). These opposite effects in the gamma band may be due to our use of DREADDs (GPCR-based signaling, tonic change in membrane excitability) versus optogenetic inhibition (ionotropic signaling, phasic patterned firing). Another possibility, elegantly demonstrated with optogenetics by Moore et al., is that inhibition of PV-INs can paradoxically increase gamma band activity in downstream PV-INs as they counterbalance increased excitatory activity (Moore et al. 2018). In contrast, we found that activation of local PV-INs with hM3Dq
DREADDs did not significantly alter local S1W activity (even while activity significantly decreased remotely in M1W), which may reflect the limited sensitivity of our recording techniques or the inherent capacity of S1W ensemble dynamics to buffer against increased PV-IN inhibition. In addition, the relatively weak effect of hM3Dq DREADDs versus the strong effect of hM4Di DREADDs may reflect differences between excitatory Gq signaling (hM3Dq) via the IP3/DAG pathway versus inhibitory Gi signaling (hM4Dii) through cAMP-dependent pathways, which may not produce symmetrical effects on PV-IN activity. Further investigation with single unit recordings and slice electrophysiology may better define contributions of PV-IN activity to FC changes.

Implications for Translation to Neurologic Injury

Focal E/I imbalance may be a therapeutic target for rectifying widespread brain network dysfunction after focal neurologic injury. In addition, the present findings may provide mechanistic context for understanding FC patterns as a tool to localize injury, predict and track recovery outcomes, and identify potential therapeutic interventions. For example, traumatic brain injury (TBI) leads to progressive failure of inhibitory circuits, associated with loss of PV immunoreactivity and dissolution of perineuronal nets supporting PV-INs (Hsieh et al. 2017). Our findings suggest that such a loss of inhibition may explain hyperconnectivity in brain FC networks after TBI (Caeyenberghs et al. 2017). Likewise, many mechanistic studies have specifically implicated local PV-IN dysfunction in seizure onset (Jiang et al. 2016), which our results suggest may mediate anomalous functional connectivity between epileptogenic zones and the rest of the brain (Centeno and Carmichael 2014; Englot et al. 2016; Xiao et al. 2017; Farrell et al. 2019). Furthermore, animal and human studies of stroke have shown that excess inhibition hampers large-scale brain networks and functional recovery after ischemia, and that therapies targeting inhibitory circuits improve network synchrony and functional recovery (Liepert et al. 2000; Clarkson et al. 2010; Zeiler et al. 2013; Kim et al. 2014; Blicher et al. 2015; Alia et al. 2016; Quattromani et al. 2018). Thus, specific molecular and cellular processes underlying imbalance in excitability may serve as potential therapeutic targets for restoring large-scale brain network connectivity after injury.
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Supplementary material is available at Cerebral Cortex online.
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