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Abstract—Attributed graph clustering is one of the most important tasks in graph analysis field, the goal of which is to group nodes with similar representations into the same cluster without manual guidance. Recent studies based on graph contrastive learning have achieved impressive results in processing graph-structured data. However, existing graph contrastive learning based methods 1) do not directly address the clustering task, since the representation learning and clustering process are separated; 2) depend too much on graph data augmentation, which greatly limits the capability of contrastive learning; 3) ignore the contrastive message for subspace clustering. To accommodate the aforementioned issues, we propose a generic framework called Dual Contrastive Attributed Graph Clustering Network (DCAGC). In DCAGC, by leveraging Neighborhood Contrast Module, the similarity of the neighbor nodes will be maximized and the quality of the node representation will be improved. Meanwhile, the Contrastive Self-Expression Module is built by minimizing the node representation before and after the reconstruction of the self-expression layer to obtain a discriminative self-expression matrix for spectral clustering. All the modules of DCAGC are trained and optimized in a unified framework, so the learned node representation contains clustering-oriented messages. Extensive experimental results on four attributed graph datasets show the superiority of DCAGC compared with 16 state-of-the-art clustering methods. The code of this paper is available at https://github.com/wangtong627/Dual-Contrastive-Attributed-Graph-Clustering-Network.
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I. INTRODUCTION

THE attributed graph widely exists in our real world is a graph with node attributes, e.g., social network [1], citation network [2] and recommendation system [3]. Besides, the real-world data such as image and text can also be used to construct the attributed graph. Attributed graph clustering [4] aims at grouping the given nodes into several disjoint clusters in an unsupervised manner, which is a fundamental and active task in graph data mining. However, considering the high-dimensional node attributes and complex graph structures, it is of great challenge for the attributed graph clustering methods to effectively exploit graph data. Traditional clustering methods such as K-Means [5] only care about node attributes, while Spectral [6] method only focus on the graph structure, degrading the clustering performance.

To tackle this challenge, Graph Neural Network (GNN) [2] has attracted considerable attention, which aims to extract node representation into low-dimension and simultaneously keep the original graph structures and node attributes as much as possible. Due to the powerful graph representation learning capability of GNN, various GNN-based unsupervised learning methods have been proposed. Among them, GAE and VGAE [7] make an early attempt by employing a GCN encoder and a reconstruction decoder to exploit node representation for clustering. For better performance, ARGAE and ARVGAE [8] are proposed by adopting an adversarial training strategy based on [7]. Besides, GATE [9] utilizes an attention mechanism to reconstruct the node relation in the representation learning process. Although the aforementioned methods show superiority in exploiting graph-structured data, however, these methods are not designed for attributed graph clustering tasks. To be precise, they just adopt GNN as a feature extractor and then use the traditional clustering method as K-Means on the extracted node embedding. The representation learning and clustering process are executed separated, limiting the performance of the model.

To build a clustering-oriented framework, many end-to-end graph clustering methods, which integrate representation learning and clustering task into a unified framework have been proposed. DAEGC [10] obtains the clustering oriented node representation by optimizing the clustering distribution and target distribution. After that, SDCN [11] integrates an auto-encoder and a graph convolutional network into a unified framework and obtains the node embedding with graph structure information for clustering. MSGA [12] develops a multi-scale self-expression layer for graph clustering and uses the pseudo labels to guide the representation learning. Though these methods show commendable clustering performance, they cannot effectively exploit the heterogeneous node embedding, leading to inferior performance.

Recent studies have the most focus on contrastive learning, which achieves great success in many fields, e.g., computer vision and natural language processing because of its powerful unsupervised learning ability. Inspired by this, many graph contrastive learning based methods attract much attention. Among them, GRACE [13] obtains node representations by performing an instance-level graph contrastive learning that maximizes the consistency of the representation of the same node in two augmented views. Moreover, GCA [14] proposes an adaptive graph augmentation method with node centrality measures based on [13] and enhances the graph information
for contrasting. Unfortunately, these graph contrastive learning based methods still face the following issues when they are applied to the attributed graph clustering task.

1) They do not have a clustering-oriented loss function, since the aforementioned methods are just treated as a feature extractor. Because of this, the representation learning and clustering task are separated, resulting in the suboptimal clustering performance.

2) They rely too much on data augmentation, which is of crucial importance to the above graph contrastive method. However, due to the complexity of graph-structured data, it is uncertain whether the pre-defined graph data augmentation method is suitable for the corresponding dataset and down-stream tasks.

3) They merely utilize contrastive learning in representation learning, ignoring the contrastive message for down-stream tasks.

To conquer the aforementioned limitations, we propose a generic framework for attributed graph clustering, denoted by Dual Contrastive Attributed Graph Clustering Network (DCAGC), which is characterized by two graph contrastive learning based modules. To be exact, we first employ a Symmetric Feature Extraction Module for extracting the node representation in an unsupervised manner. Besides, considering the nodes grouped in the same cluster should be more similar, we propose a Neighborhood Contrast Module to maximize the representation of neighbor nodes which are obtained by the KNN method. Considering the neighbor nodes should have similar representation, all the neighbor nodes are defined as positive samples leaving others to be negative, in this way, the learned node representation could be more suitable for the clustering task. Moreover, we propose a Contrastive Self-Expression Module to make good use of the node representation and construct the self-expression coefficient matrix for spectral clustering. By minimizing the node representation before and after the reconstruction of the self-expression layer in an instance-level contrast manner, we can learn a more discriminative linear combination coefficient, i.e., the self-expression coefficient matrix, which directly improves the clustering performance. By iteratively training and optimizing all the modules in a unified framework, the node representation learning and clustering tasks can benefit from each other. Extensive experiments over four attributed graph datasets demonstrate the superiority of our proposed DCAGC in terms of 16 state-of-the-art clustering methods. The main highlights of this paper is summarized as follows.

1) To the best of our knowledge, DCAGC could be the first attributed graph clustering method that proposes a contrastive learning strategy for learning a self-expression matrix. DCAGC takes account not only the corresponding nodes, i.e., positive pairs, but also other nodes, i.e., negative pairs, before and after the self-expression layer, which helps to obtain a more discriminative self-expression matrix for spectral clustering.

2) Different from the traditional graph contrastive learning methods, DCAGC selects the positive/negative pairs in the original view without any data augmentation. So far, it is uncertain what kind of graph data augmentation can satisfy the given downstream tasks, since the augmentation methods directly influence the performance of contrast learning and inappropriate augmentation may degrade the performance.

3) Benefiting from the proposed Neighborhood Contrast Module and Contrastive Self-Expression Module, we can obtain high-quality node representations and a discriminative self-expression matrix. Extensive experimental results on four attributed graph datasets show that DCAGC outperforms several state-of-the-art clustering methods according to three metrics.

II. RELATED WORK

In this section, we briefly introduce some recent developments in two related topics, namely, attributed graph clustering and graph contrastive learning.

A. Attributed Graph Clustering

Attributed graph clustering which aims to divide node samples into different disjoint clusters, is an essential task to explore the information embedded in the network-structured data. Although promising results have been achieved, traditional clustering methods such as K-Means and Spectral method give discouraging results on complex graph-structured data due to the ability to extract node representation. Benefit from the ability to capture complex and non-linear node representations, Graph Neural Network (GNN) based clustering methods have been widely addressed in recent years. Typically, these methods apply the traditional clustering method to the node embedding extracted by GNN. In particular, GAE adopts a two-layer GCN encoder and reconstructs the graph structure with an inner-product decoder. After that, many methods like ARGAE, DAEGC, and MGAE improve the clustering performance by introducing different strategies, such as adversarial training, attention mechanism, marginalized method, etc. Although the aforementioned methods achieve considerable performance, the lack of utilizing self-supervised information still limits the result. More recently, MSGA is proposed by integrating multiscale and self-supervised information in the representation process. Although MSGA proves that using self-supervised learning can effectively enhance the quality of node representation, in this manner, updating the node representation with the pseudo labels may still affect the convergence of the model. To this end, we introduce the contrastive learning method, a promising paradigm of self-supervised learning, for facilitating node representation learning and attributed clustering tasks.

B. Graph Contrastive Learning

Benefiting from its powerful unsupervised learning ability, contrastive learning has made considerable achievement [15]–[17] in representation learning, computer vision, and natural language processing. The goal of contrastive learning is to map the raw data into a contrastive representation space where the similarity of positive pairs should be maximized and that
of negative pairs should be minimized [18]. As previously discussed, various works introduce contrastive learning methods into graph representation learning tasks and these works are called graph representation learning methods. Most of the existing graph representation learning networks treat the contrastive instance through the graph augmentation [13], [14], [19]. To be specific, the positive pair is the same instance from two augmented views, while others are defined to be negative. Among them, GRACE proposes a graph contrast representation learning network with graph augmentation approaches and the local node-level instance contrastive loss function. To get better contrast quality, GCA improves the graph augmentation approach with an adaptive method, which highlights the important connective structures and adds more noise to the unimportant nodes. Different from the above graph contrastive learning methods, DCAGC makes the contribution in the following aspects. First, the existing works depend on the data augmentation to contrast different pairs, however, it is not clear whether the pre-defined data augmentation is suitable for the corresponding tasks, whereas our method adopts another way to contrast different pairs without data augmentation. Second, the existing works perform contrastive learning methods simply on a single node or graph, whereas our method applies it to the selected neighborhood in the representation learning process. Last, the existing methods aim to learn the node representation while our method is designed for attributed graph clustering with contrastive self-expression loss.

III. METHODOLOGY

In this section, we formally introduce our proposed DCAGC, where the overall framework is shown in Fig. 1. Specifically, we employ two modules using contrastive learning, i.e., the Neighborhood Contrast Module and the Contrastive Self-Expression Module. We will describe them in detail in the following.

A. Notations

Given an undirected attribute graph $G = (V, E, X)$, where $V = \{v_1, v_2, ..., v_N\}$ and $E$ are the node set and edge set, $X = \{x_1, x_2, ..., x_N\}$ is the node attribute matrix with $d$ features and $N$ is the number of nodes and $x_i \in \mathbb{R}^d$ corresponding to the $i$-th column of matrix $X \in \mathbb{R}^{d \times N}$, $A \in \mathbb{R}^{N \times N}$ is the adjacency matrix and $A_{ij} = 1$ iff $(v_i, v_j) \in E$, i.e. there is an edge between node $v_i$ and $v_j$, otherwise $A_{ij} = 0$. $H = [h_1, h_2, ..., h_N]$ is the node representation matrix where $h_i \in \mathbb{R}^{d(i)}$ corresponding to the $i$-th column of matrix $H \in \mathbb{R}^{d(i) \times N}$ and $d(i)$ is the dimension of the node representation.

The goal of the attributed graph clustering is to divide the $N$ unlabeled nodes into $k$ disjoint clusters, providing the nodes in the same cluster have high similarity according to their attribute and adjacency information.

B. Overall Framework

As shown in Fig. 1, our proposed DCAGC contains three joint optimized components, namely Symmetric Feature Extraction Module, Neighborhood Contrast Module, and Contrastive Self-Expression Module.
• Symmetric Feature Extraction Module employs a symmetric GNN to encode the latent node representation from the node attribute and graph structure simultaneously and applies it to downstream clustering tasks.

• Neighborhood Contrast Module utilizes a contrastive learning method to improve the quality of extracted node representation by maximizing the similarities of top K nearest neighbor nodes, i.e., positive pairs, and minimizing the similarities of other nodes, i.e., negative pairs.

• Contrastive Self-Expression Module is leveraged to help learn a more discriminative self-expression coefficient matrix by contrasting the node representation before and after the reconstruction of the self-expression layer.

C. Symmetric Feature Extraction Module

As present in Fig. 1, the Symmetric Feature Extraction Module includes a GNN encoder and a symmetric decoder to map the raw node attribute and graph structure into a new low-dimensional space for the attribute graph clustering.

Given the node attribute matrix \( \mathbf{X} \in \mathbb{R}^{d \times N} \) and the graph structure matrix \( \mathbf{A} \in \mathbb{R}^{N \times N} \), and assumed that the encoder network has \( L \) layers, the node representation in the \( i \)-th layer of the encoder \( \mathbf{H}^{(i)} \in \mathbb{R}^{d^{(i)} \times N} \) can be formulated as

\[
\mathbf{H}^{(i)} = g(\mathbf{H}^{(i-1)}, \mathbf{A}^{(i-1)} \mathbf{\Omega}^{(i-1)}),
\]

where \( \mathbf{\Omega}^{(i)} \) is the trainable parameters in the encoder, and \( g(\cdot) \) is a nonlinear mapping function which represents the encoding process with arbitrary GNN method. In this paper, we employ a two-layer GAT network as the nonlinear mapping encoder. Specifically, the node attribute is considered as the initial node representation, i.e., \( \mathbf{H}^{(0)} = \mathbf{X} \), and the output of the encoder is treated as the node representation in the \( L \)-th layer of the encoder, i.e., \( \mathbf{Z} = \mathbf{H}^{(L)} \).

The decoder is just reversing the encoding process, which means each decoder layer attempts to reverse the process of its corresponding encoder layer, and in this way, the node representation can be obtained without supervision. Given the node representation \( \mathbf{Z} \in \mathbb{R}^{d^{(L)} \times N} \) and node relation matrix in the \( L \)-th layer \( \mathbf{A}^{(L)} \in \mathbb{R}^{N \times N} \), and assumed that the decoder network has \( L \) layers, the node representation in the \( i \)-th layer of the decoder \( \mathbf{\hat{H}}^{(i)} \in \mathbb{R}^{d^{(i)} \times N} \) can be formulated as

\[
\mathbf{\hat{H}}^{(i)} = \hat{g}(\mathbf{\hat{H}}^{(i-1)}, \mathbf{\hat{A}}^{(i-1)} \mathbf{\hat{\Omega}}^{(i-1)}),
\]

where \( \mathbf{\hat{\Omega}}^{(i)} \) is the trainable parameter in the decoder and \( \hat{g}(\cdot) \) is a nonlinear mapping function in the decoder process. To be consistent with the encoder, the decoder adopts GAT as the nonlinear mapping function. Specifically, the input of the decoder is the node representation after self-expression layer transformation, i.e., \( \mathbf{\hat{H}}^{(L)} = \mathbf{ZC} \), where \( \mathbf{C} \in \mathbb{R}^{N \times N} \) is the self-expression coefficient matrix, and the output of the decoder is treated as the reconstructed node attribute, i.e., \( \mathbf{\hat{X}} = \mathbf{\hat{H}}^{(0)} \).

To make sure the node representation can learn more favorable and satisfactory information from both node attributes and graph structures, the node representation reconstruction loss \( \mathcal{L}_{\text{rec}} \) is defined as

\[
\mathcal{L}_{\text{rec}} = \min_{\Omega} \frac{1}{2} \| \mathbf{X} - \hat{\mathbf{X}} \|^2_F.
\]

where \( \Omega \) is the trainable parameter in the Symmetric Feature Extraction Module.

D. Neighborhood Contrast Module

Now, we have the node representation from the Symmetric Feature Extraction Module, however, it is not just designed for the graph clustering task. To sufficiently improve the quality of the node representation obtained from the Symmetric Feature Extraction Module, we propose a Neighborhood Contrast Module.

The goal of the attributed graph clustering is to divide the nodes with similar attributes into the same cluster, and the nodes in different clusters have low similarity to each other. As aforementioned, we can leverage the contrastive learning method, which has been widely adopted in the representation learning field to ‘push closer’ the given node representation and similar node representations, meanwhile, ‘push away’ it from others.

Then the problem lies in how to distinguish whether the node representation is similar to the given or not, in other words, how to define the positive/negative pairs in the contrastive learning process. As the previous works [13], [14], [19] illustrated, graph contrastive learning is executed at instance-level and positive/negative pairs are constructed by graph data augmentation. However, it is still uncertain what kind of graph data augmentation is suitable for the corresponding clustering tasks since inappropriate augmentation may limit the performance. To get rid of graph data augmentation and consider the node similarity can be described by the distance of their features, in this paper, we obtain the top K nearest neighborhood of the given node by the K-Nearest Neighbor (KNN) method and treat them as positive pairs.

![Fig. 2. The selection of positive and negative samples in Contrastive Neighborhood Module.](image)
The neighborhood contrast loss \( \ell_i \) for a single node \( z_i \) is in the form of

\[
\ell_i = \min_{\Omega} - \log \frac{\sum_{j=1}^{K} \exp(s(z_i, \hat{z}_j))}{\sum_{p \neq i} \exp(s(z_i, z_p))},
\]

where \( \Omega \) is the trainable parameter in the Symmetric Feature Extraction Module, \( K \) is the pre-defined neighborhood size, \( \hat{z}_j \) is the neighborhood of \( z_i \) calculated by KNN, \( \sum_{j=1}^{K} \exp(s(z_i, \hat{z}_j)) \) denotes the total similarity of positive pairs, and the pair-wise similarity \( s(a, b) \) is measured by cosine distance, i.e.,

\[
s(a, b) = \frac{(a)(b)^\top}{\|a\||\|b\|},
\]

where \( a \) and \( b \) are two arbitrary vectors.

Taking all the nodes in graph \( G \) into account, we have the following neighborhood contrast loss \( L_{nbr} \), i.e.,

\[
L_{nbr} = \min_{\Omega} \sum_{i=1}^{N} \ell_i.
\]

### E. Contrastive Self-Expression Module

Despite the aforementioned modules could output a high-quality node representation \( Z \), there is no guarantee that it can be well used to construct the self-expression coefficient matrix \( C \) in the deep subspace clustering process. Therefore, we propose the Contrastive Self-Expression Module for learning a more discriminative self-expression coefficient matrix.

The deep subspace clustering method learn the self-expressiveness by introducing a self-expression layer, i.e., a fully connected layer without a bias between encoder and decoder. Specifically, for a given node representation \( z_i \), the self-expression layer can calculate the linear combination of other nodes \( z_{j,j \neq i} \) to express the reconstructed node representation \( \hat{z}_i \) as

\[
\hat{z}_i = \sum_{i \neq j} c_{ij} z_j.
\]

Existing deep subspace clustering based methods simply optimize \( C \) by minimize the self-expression loss \( L_{se} \), i.e.,

\[
L_{se} = \min_{\Omega} \|Z - ZC\|_F^2,
\]

where \( C \in \mathbb{R}^{N \times N} \) is the self-expression coefficient matrix which describes the self-expressiveness and consists of each linear combination coefficient \( c_{ij} \).

However, the conventional self-expression loss \( L_{se} \) only consider the corresponding node representation before and after the reconstruction of the self-expression layer, i.e., \( z_i \) and \( \hat{z}_i \), neglecting the information of other nodes, which degrades the learning quality of \( C \) and limits the clustering performance. To this end, we propose the Contrastive Self-Expression Module which adopts the contrastive learning method by ‘push closer’ the given node representation \( z_i \) and the corresponding node representation \( \hat{z}_i \), and ‘push away’ it from other nodes. To our knowledge, this could be the first attempt which improves the performance of subspace clustering with contrastive learning strategy.

### F. Optimize

Combining Eq. (3), Eq. (6), Eq. (10) and Eq. (11), DCAGC optimizes the following loss function

\[
L_{total} = \min_{\Omega, C} L_{rec} + \lambda_1 \cdot L_{nbr} + \lambda_2 \cdot L_{cse} + \lambda_3 \cdot L_{coef},
\]

where \( \lambda_1, \lambda_2, \lambda_3 \) are three trade-off parameters which keep the balance of different loss function. By optimizing Eq.(12), the node representation will be extracted with neighborhood information, meanwhile, the attributed graph clustering and node representation learning process are seamlessly connected. Once the network is trained, we can use the optimized \( C \) to construct \( \Lambda \) for spectral clustering. In this paper, we adopt the affinity matrix constructing method in EDSC [21]. Algorithm 1 shows the optimizing process of the proposed DCAGC.
In this section, we conduct extensive experiments to fully analyze the effectiveness of our proposed DCAGC and the proposed Neighborhood Contrast Module and Contrastive Self-Expression Module.

A. Benchmark Datasets

To evaluate the performance of our proposed DCAGC, we conduct the following experiment on four attributed graph datasets (Cora, Citeseer, Wiki and ACM).

To be specific, Cora [22] and Citeseer [23] are citation networks where nodes denote publications and are connected if cited by another. The node attribute of Cora and Citeseer datasets is described by a sparse bag of word feature vectors. Wiki [24] is a webpage network where nodes denote webpages and are connected if linked by another. The node attribute of Wiki dataset is described by TF-IDF weighted vectors. ACM [25] is a paper network where nodes denote papers and they are connected if they are written by the same author. The node attribute of ACM dataset is bag of words of keywords. The details and statistics of these datasets are shown in Table I.

B. Clustering Metrics

Similar to the previous work [12], we leverage three widely-used clustering metrics to evaluate the generic and effectiveness of our proposed DCAGC, namely Accuracy (ACC), Normalized Mutual Information (NMI), and Adjusted Rand Index (ARI). For all these metrics, a better score denotes a better clustering performance.

C. Baseline Methods

To better assess the clustering performance of our proposed DCAGC over the aforementioned datasets, we choose 16 state-of-the-art basis methods as competitors. They can be generally divided into the following three categories:

1) Method only using node attributes, which adopts the raw node attribute as input.
   - K-means [5] is a classical shallow clustering method, which alternately updates the location of the cluster center and the distance of the sample to the cluster center.
   - Spectral [6] is a classical shallow clustering method based on graph theory, which takes the node adjacency matrix as the similarity matrix.
   - GAE [7] is an unsupervised graph embedding method with a GCN-based encoder and an inner product decoder.
   - VGAE [7] is the variational version of GAE.
   - ARGAE [8] is an adversarial regularized unsupervised graph embedding method with generative adversarial methods.
   - ARVGAE [8] is the variational version of ARGAE.
   - MSGA [12] introduces multi-scale self-expression layers.
   - GALA [29] proposes a symmetric graph convolutional autoencoder for graph clustering, which produces a low-dimensional graph representation for clustering.
   - AGC [28] utilizes adaptive graph convolution layers for different datasets.
   - GATE [9] employs a node attribute reconstruct loss and graph structure reconstruct loss to optimize node embedding.
   - DAEGC [10] is an end-to-end graph clustering method employing attention mechanism in node representation learning and adopts a clustering loss for node clustering.
   - SDCN [11] is an end-to-end graph clustering method employing both auto-encoder and graph convolutional network during the node representation process.
   - DFCN [27] introduces an information fusion module to enhance the performance of SDCN.
   - MEGA [26] is a marginalized unsupervised graph clustering method, which employs a mapping loss to optimize the unsupervised graph feature extraction process and adopts spectral clustering to obtain clustering labels.

2) Method only using graph structures, which adopts the raw topological graph structure as input.
   - SDCN [11] is an end-to-end graph clustering method employing attention mechanism in node representation learning and adopts a clustering loss for node clustering.
   - SDCN [11] is an end-to-end graph clustering method employing both auto-encoder and graph convolutional network during the node representation process.

3) Method using both node attributes and graph structures, which takes node attributes and graph structures as input.
   - GAE [7] is an unsupervised graph embedding method with a GCN-based encoder and an inner product decoder.
   - VGAE [7] is the variational version of GAE.
   - ARGAE [8] is an adversarial regularized unsupervised graph embedding method with generative adversarial methods.
   - ARVGAE [8] is the variational version of ARGAE.
   - DAEGC [10] is an end-to-end graph clustering method employing attention mechanism in node representation learning and adopts a clustering loss for node clustering.
   - SDCN [11] is an end-to-end graph clustering method employing both auto-encoder and graph convolutional network during the node representation process.
   - DFCN [27] introduces an information fusion module to enhance the performance of SDCN.
   - MEGA [26] is a marginalized unsupervised graph clustering method, which employs a mapping loss to optimize the unsupervised graph feature extraction process and adopts spectral clustering to obtain clustering labels.

Table I: The statistics of the datasets

| Datasets | Nodes | Relation Types | Edges | Feature Types | Attributes | Classes |
|----------|-------|----------------|-------|---------------|------------|---------|
| Cora     | 2,708 | Citation Network | 5,429 | Bag of words of keywords | 1,433      | 7       |
| Citeseer | 3,327 | Citation Network | 4,732 | Bag of words of keywords | 3,703      | 6       |
| Wiki     | 2,405 | Webpage Network | 17,981| TF-IDF         | 4,973      | 17      |
| ACM      | 3,025 | Paper Network   | 29,281| Bag of words of keywords | 1,870      | 3       |

Algorithm 1 DCAGC

Input: Graph dataset G with feature matrix X and adjacency matrix A.
Parameter: Trade-off parameters $\lambda_1$, $\lambda_2$, $\lambda_3$, neighborhood size $K$, cluster numbers $k$, training epoches $T$, iterator $t$, learning rate $lr$.

1: Initialize the self-expression matrix $C$ with $1 \times 10^{-4}$;
2: while $t < T$ do
3:   Calculate the neighborhood nodes by KNN;
4:   Select positive pairs in the overall framework;
5:   Joint train the overall framework by Eq. (12);
6:   Update $C$ from the optimized network;
7:   Obtain affinity matrix $A$ using $C$;
8:   Spectral clustering on $A$;
9: end while

Output: Clustering label $Y$. 

IV. Experiment
TABLE II
PARAMETER SETTINGS ON DCAGC

| Datasets | Learning rate | Encoder dimension | GNN    | Activation function | Neighborhood size | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ |
|----------|---------------|-------------------|--------|---------------------|-------------------|------------|------------|------------|
| Cora     | 0.0001        | 1433 - 1024 - 512 | GAT    | prelu               | 10                | 10         | 10         | 10         |
| Citeseer | 0.0001        | 3327 - 1024 - 1024| GAT    | prelu               | 10                | 10         | 1          | 1          |
| Wiki     | 0.0001        | 4973 - 1024 - 512 | GAT    | prelu               | 10                | 10         | 1          | 10         |
| ACM      | 0.0005        | 1870 - 1024 - 512 | GAT    | prelu               | 10                | 100        | 200        | 3,500      |

- GRACE [13] is an unsupervised graph embedding method with graph contrastive learning, which generates two views for comparison using graph augmentation.
- GCA [14] introduces an adaptive graph data augmentation based on GRACE.

D. Parameter Setting

The proposed DCAGC and baseline methods are implemented on a machine equipped with an NVIDIA RTX 3080 GPU. The deep learning environment for our proposed DCAGC is Pytorch and PyTorch Geometric.

For all baseline methods, the parameters are set according to the corresponding papers for the best performance. For DCAGC, we employ a two-layer GAT network [30] as encoder and a symmetrical decoder with Adam [31] optimizer. The learning rate $lr$ is set as $0.0001$ on Cora, Citeseer and Wiki and $0.0005$ on ACM. The dimension of the latent layer for the encoder is searched in the range of $\{256, 512, 1024, 2048\}$. Specifically, the dimension is set as $[1024, 512]$ on Cora, $[1024, 2024]$ on Citeseer, $[1024, 512]$ on Wiki and $[1024, 512]$ on ACM, respectively. We use prelu as activation function and the number of neighbors is set as 10. To obtain a balance of different loss functions and get optimal results, we turn the trade-off parameters $\lambda_1$, $\lambda_2$, $\lambda_3$ in the range of $\{0.001, 0.01, 0.1, 1, 10, 100, 1000\}$. Specially, the trade-off parameters $\lambda_1$, $\lambda_2$, $\lambda_3$ are set as $[10, 10, 10]$ on Cora, $[10, 1, 1]$ on Citeseer, $[10, 1, 1]$ on Wiki and $[100, 200, 3500]$ on ACM, respectively. We train DCAGC for 400 iterations on Cora, 200 iterations on Citeseer and ACM and 300 iterations on Wiki, respectively. The detailed parameter settings on DCAGC is shown in Table II.

E. Experiment Results

To evaluate the performance of DCAGC, we run the aforementioned 16 methods 10 times and report the average score to avoid randomness. The clustering performance is summarized in Table III, where the top 2 scores are represented by bold value.

As shown in Table III, it can be observed that our proposed DCAGC achieves competitive performance compared with all the baseline methods according to three clustering metrics, which demonstrates the effectiveness of our proposed method. To be specific, we can have the following interesting observations:

- The proposed DCAGC and other GCN based methods (GAE, ARGAE, GATE, DAEGC, SDCN, DFCN, AGC, GALA, MSGA, GRACE, and GCA) show superiority over K-Means and Spectral method, which demonstrates that the method with both node attributes and graph structures performs better than only using one of them. This is because GCN based method can exploit node attributes and graph structures simultaneously with a multi-layer nonlinear network.

- The proposed DCAGC achieves better clustering performance than some representative graph auto-encoder based methods (GAE, ARGAE, and GATE). Especially, for Cora dataset, DCAGC surpasses GAE by about 51.9%, 83.3% and 154.3% and GATE by about 15.9%, 14.4% and 22.3% on ACC, NMI and ARI, respectively. This result indicates the contrastive strategy of the Neighborhood Contrast Module employed by considering 'push closer' neighbor nodes, i.e., positive pairs, can help to improve the learned node representation quality.

- In some cases, the clustering performance of the method using graph contrastive learning (GRACE and GCA) is inferior to the clustering-oriented method (DAEGC, SDCN, DFCN, AGC, GALA, MSGA, and DCAGC). This can be concluded that DCAGC integrates node representation learning and clustering into a unified framework, which greatly helps the network learn a clustering-oriented representation. In contrast, GRACE and GCA perform node representation learning and clustering in two separate steps, which limited the performance.

- The proposed DCAGC significantly outperforms all the methods in terms of ACC metric and achieves the top 2 score in terms of NMI and ARI metrics. Taking the clustering performance on Cora dataset as an example, DCAGC surpasses the sub-optimal method by 2.1%, 4.3% and 3.7% in terms of ACC, NMI and ARI, respectively. The remarkable result verifies the powerful clustering ability of DCAGC, which benefits from the incorporation of the Neighborhood Contrast Module and the Contrastive Self-Expression Module.

F. Parameter Analysis

There are three trade-off parameters in our proposed DCAGC, namely $\lambda_1$, $\lambda_2$ and $\lambda_3$, which denote the weight of neighborhood contrast loss $L_{nbr}$, contrastive self-expression loss $L_{cse}$ and regularization of self-expression coefficient $L_{conf}$, respectively. To this end, we take Cora dataset as an example and conduct the experiment to verify the effectiveness of different loss functions of DCAGC, besides, we also investigate the sensitivity of neighborhood size $K$ in the Neighborhood Contrast Module.

1) The effect of trade-off parameters: We first analyze the influence of individual trade-off parameters via tuning the under-tested parameter from $10^{-3}$ to $10^3$ and fixing other parameters as in Table II. Fig. 4 shows the changing
TABLE III
CLUSTERING PERFORMANCE OF DCAGC ON GRAPH DATASETS

| Methods  | Input   | ACC       | NMI     | ARI     | ACC       | NMI     | ARI     | ACC       | NMI     | ARI     | ACC       | NMI     | ARI     |
|----------|---------|-----------|---------|---------|-----------|---------|---------|-----------|---------|---------|-----------|---------|---------|
|          | Cora    | 0.492     | 0.321   | 0.230   | 0.540     | 0.305   | 0.278   | 0.417     | 0.440   | 0.150   | 0.673     | 0.224   | 0.306   |
|          | Citeseer| 0.367     | 0.127   | 0.031   | 0.239     | 0.056   | 0.010   | 0.220     | 0.182   | 0.015   | 0.368     | 0.007   | 0.006   |
|          | Wiki    | 0.502     | 0.329   | 0.217   | 0.412     | 0.183   | 0.189   | 0.173     | 0.119   | 0.160   | 0.845     | 0.553   | 0.594   |
|          | ACM     | 0.684     | 0.511   | 0.444   | 0.660     | 0.412   | 0.413   | 0.514     | 0.485   | 0.350   | 0.881     | 0.621   | 0.687   |
|          |          | 0.640     | 0.449   | 0.352   | 0.573     | 0.350   | 0.341   | 0.380     | 0.344   | 0.112   | 0.843     | 0.545   | 0.606   |
|          |          | 0.638     | 0.450   | 0.374   | 0.544     | 0.261   | 0.245   | 0.386     | 0.338   | 0.107   | 0.845     | 0.547   | 0.603   |
|          |          | 0.658     | 0.527   | 0.451   | 0.616     | 0.401   | 0.381   | 0.465     | 0.428   | 0.316   | 0.865     | 0.574   | 0.624   |
|          |          | 0.704     | 0.528   | 0.496   | 0.672     | 0.397   | 0.410   | 0.482     | 0.448   | 0.330   | 0.874     | 0.591   | 0.633   |
|          |          | 0.712     | 0.535   | 0.506   | 0.659     | 0.387   | 0.401   | 0.385     | 0.375   | 0.285   | 0.904     | 0.683   | 0.731   |
|          |          | 0.740     | 0.561   | 0.527   | 0.695     | 0.439   | 0.055   | 0.416     | 0.400   | 0.332   | 0.909     | 0.694   | 0.749   |
|          |          | 0.689     | 0.537   | 0.493   | 0.670     | 0.411   | 0.415   | 0.477     | 0.453   | 0.325   | 0.893     | 0.653   | 0.710   |
|          |          | 0.746     | 0.577   | 0.532   | 0.693     | 0.441   | 0.446   | 0.525     | 0.480   | 0.366   | 0.908     | 0.688   | 0.747   |
|          |          | 0.747     | 0.578   | 0.519   | 0.698     | 0.415   | 0.433   | 0.522     | 0.481   | 0.323   | 0.911     | 0.692   | 0.752   |
|          |          | 0.671     | 0.530   | 0.485   | 0.651     | 0.395   | 0.402   | 0.475     | 0.430   | 0.308   | 0.881     | 0.651   | 0.695   |
|          |          | 0.696     | 0.538   | 0.491   | 0.643     | 0.393   | 0.405   | 0.477     | 0.435   | 0.315   | 0.889     | 0.653   | 0.698   |
| DCAGC    | Both    | 0.764     | 0.603   | 0.522   | 0.707     | 0.438   | 0.463   | 0.620     | 0.485   | 0.336   | 0.917     | 0.711   | 0.769   |

Fig. 4. Influence of individual values on ACC, NMI and ARI of Cora dataset.

(a) (b) (c)

Fig. 5. Influence of $\lambda_1$ and $\lambda_2$ values on ACC, NMI and ARI of Cora dataset.

(a) (b) (c)

of the clustering performance by individual parameters. We notice that the score of clustering metrics keeps stable as $\lambda_1$ varied. It could be inferred that the contrastive method of the Neighborhood Contrast Module which 'push closer' the node representation of neighbors has strong robustness. Furthermore, we can observe that big $\lambda_2$ and small $\lambda_3$ will degrade the clustering performance, since $\lambda_2$ and $\lambda_3$ are related to the learning of the self-expression coefficient which is crucial to clustering. The result shows the self-expression layer of DCAGC could learn a more discriminative self-expression coefficient when $\lambda_2$ is under 10 or over 10.

Besides, to further analyze the effect of a comprehensive combination of these trade-off parameters, we vary the under-tested parameter from $10^{-3}$ to $10^3$ at the same time. From Fig. 5, we can observe that the clustering performance is slightly improved as $\lambda_2$ varies from $10^{-3}$ to $10^3$ and dramatically declined since $\lambda_2$ increases to $10^3$. The result can be inferred that the contrastive self-expression loss $L_{cse}$ becomes very large as $\lambda_2$ varies which makes the overall loss function unbalanced and then degrades the performance.

2) The effect of neighborhood size: To further explore the
effectiveness and robustness of our proposed Neighborhood Contrast Module, we vary the size of node neighborhood $K$ in the range of \{3, 5, 7, 10, 15, 20, 30\} while other parameters unchanged and report the clustering result of three datasets in Table IV. We can observe that the clustering results in terms of ACC, NMI and ARI fluctuated by 0.4\%, 0.8\% and 1.2\% on Cora dataset, 0.4\%, 0.7\% and 1.1\% on Citeseer dataset and 0.8\%, 3.1\% and 2.3\% on ACM dataset. As reported in Table IV, we find DCAGC achieves the best clustering performance when $K=10$ over several datasets. Besides, this can prove that our proposed Neighborhood Contrast Module can steadily improve performance.

G. Ablation Study

To validate the effectiveness of different strategies in DCAGC, we carry out three ablation studies on Cora, Citeseer and Wiki datasets.

1) Ablation study on Neighborhood Contrast Module: Particularly, we compare DCAGC and DCAGC without using Neighborhood Contrast Module (termed DCAGC w/o NBR) by removing neighborhood contrast loss $L_{nbr}$. In this scenario, the total loss function of DCAGC w/o NBR can be described by $L_{rec} + L_{cse} + L_{coef}$, where $L_{rec}$ is the loss of node representation reconstruction, $L_{cse}$ is the loss of self-expression loss of ARI. This result demonstrates that the contrastive self-expression matrix indirectly.

2) Ablation study on Contrastive Self-Expression Module: Furthermore, we evaluate the effectiveness of Contrastive Self-Expression Module by using self-expression loss $L_{cse}$ instead of contrastive self-expression loss $L_{cse}$ in DCAGC (termed DCAGC w/o CSE). To be specific, the traditional self-expression loss $L_{cse}$ can be presented by Eq. (8). In this scenario, the total loss function of DCAGC w/o CSE can be described by $L_{rec} + L_{nbr} + L_{cse} + L_{coef}$, where $L_{rec}$ is the loss of node representation reconstruction, $L_{nbr}$ is the neighborhood contrast loss, $L_{cse}$ is the loss of self-expression, and $L_{coef}$ is the regularization term. The result of the ablation study on the Contrastive Self-Expression Module is shown in Table V, we can observe that it helps improve the clustering performance on Cora, Citeseer and ACM datasets by 11.3\%, 9.8\% and 25.6\% in terms of ACC, by 10.4\%, 10.6\% and 77.7\% in terms of NMI and by 17.7\%, 21.5\% and 117.8\% in terms of ARI. This result demonstrates that the contrastive self-expression matrix helps to learn a more discriminative self-expression matrix.

3) Ablation study on attention mechanism: Since the feature extractor in Symmetric Feature Extraction Module is flexible, we also conduct the ablation study about the effect of the attention mechanism by using GCN instead of GAT for the feature extraction process (termed DCAGC w/o ATT). As reported in Table V, we can observe that DCAGC using GAT as the feature extractor surpasses DCAGC w/o ATT on Cora, Citeseer and ACM datasets by 3.6\%, 0.5\% and 1.1\% in terms of ACC, by 7.6\%, 2.6\% and 4.3\% in terms of NMI and by 10.0\%, 1.5\% and 3.1\% in terms of ARI. And it demonstrates that GAT can better encode the node attribute and optimize the node relation with the attention mechanism, which greatly helps to improve the quality of node representation.

### Table IV

**Parameter Analysis on the size of neighborhood**

| Size of $K$ | ACC   | NMI   | ARI   | ACC   | NMI   | ARI   | ACC   | NMI   | ARI   |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $K = 3$    | 0.762 | 0.601 | 0.550 | 0.704 | 0.433 | 0.437 | 0.912 | 0.697 | 0.556 |
| $K = 5$    | 0.761 | 0.598 | 0.547 | 0.705 | 0.434 | 0.458 | 0.911 | 0.692 | 0.753 |
| $K = 7$    | 0.762 | 0.597 | 0.550 | 0.706 | 0.437 | 0.460 | 0.911 | 0.694 | 0.755 |
| $K = 10$   | 0.764 | 0.603 | 0.552 | 0.707 | 0.437 | 0.462 | 0.917 | 0.711 | 0.769 |
| $K = 15$   | 0.763 | 0.601 | 0.552 | 0.706 | 0.436 | 0.461 | 0.909 | 0.690 | 0.750 |
| $K = 20$   | 0.761 | 0.602 | 0.546 | 0.704 | 0.437 | 0.460 | 0.916 | 0.702 | 0.766 |
| $K = 30$   | 0.762 | 0.602 | 0.550 | 0.704 | 0.434 | 0.458 | 0.909 | 0.690 | 0.749 |

### Table V

**Ablation Study of the model**

| Strategies | Cora         | Citeseer     | ACM          |
|------------|--------------|--------------|--------------|
|            | ACC   | NMI   | ARI   | ACC   | NMI   | ARI   | ACC   | NMI   | ARI   |
| DCAGC w/o NBR | 0.742 | 0.578 | 0.517 | 0.683 | 0.417 | 0.432 | 0.902 | 0.682 | 0.747 |
| DCAGC w/o CSE | 0.685 | 0.546 | 0.469 | 0.643 | 0.395 | 0.380 | 0.730 | 0.400 | 0.353 |
| DCAGC w/o ATT | 0.736 | 0.560 | 0.501 | 0.703 | 0.426 | 0.455 | 0.907 | 0.681 | 0.745 |
| DCAGC       | 0.764 | 0.603 | 0.552 | 0.707 | 0.438 | 0.463 | 0.917 | 0.711 | 0.769 |
V. CONCLUSION

In this paper, we propose an end-to-end framework for attributed graph clustering called Dual Contrastive Attributed Graph Clustering Network. To improve the quality of node representation, we design a Neighborhood Contrast Module by maximizing the similarity of neighbor nodes. Besides, to obtain a more discriminative self-expression matrix, we design a Contrastive Self-Expression Module by contrasting the node representation before and after the reconstruction of the self-expression layer. We show that our proposed method achieves state-of-the-art performance comparing with 16 clustering methods over four attributed graph datasets.
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