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Abstract: By using the Kolmogorov-Arnold-Moser (KAM) theory, we investigate the stability of two elliptic equilibrium points (zero equilibrium and negative equilibrium) of the difference equation

\[ t_{n+1} = \alpha t_n + \beta t_n^2 - t_{n-1}, \quad n = 0, 1, 2, \ldots, \]

where are \( \beta > 0 \), parameter \( \alpha \neq 0 \) and the initial conditions \( t_{-1}, t_0 \) are real numbers. By using the symmetries we find the periodic solutions with some periods. Finally, some numerical examples are given to verify our theoretical results.
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1. Introduction and Preliminaries

In this paper, we investigate the behavior of the polynomial quadratic second order difference equation

\[ t_{n+1} = \alpha t_n + \beta t_n^2 - t_{n-1}, \quad n = 0, 1, 2, \ldots, \] (1)

where is parameter \( \beta > 0 \), parameter \( \alpha \neq 0 \) and the initial conditions \( t_{-1}, t_0 \) are real numbers.

In References [1,2] the global dynamics of polynomial difference equations

\[ x_{n+1} = cx_n^2 + dx_{n-1} + 1, \] (2)

and

\[ x_{n+1} = \sum_{i=0}^{3} \sum_{j=0}^{i} \zeta_{ij} x_n^i x_{n-1}^j, \] (3)

are studied, where

\[ c > 0, d > 0, \zeta_{ij} \geq 0, x_{-1} \geq 0, x_0 \geq 0, n = 0, 1, 2, \ldots. \] (4)

In studying the global dynamics of (1) and (2), with non-negative initial conditions and non-negative parameters, the authors used the theory of monotonic maps.

There is extensive literature on polynomial difference equations in the complex domain in the last 30 years by mathematicians. First investigations on polynomial difference equations with non-negative parameters and initial conditions were for a special case

\[ x_{n+1} = Bx_n x_{n-1} + Ex_{n-1} + F, \quad n = 0, 1, 2, \ldots. \]
This difference equation was the subject of many mathematical results published in papers [3–5]. One of open problems in mathematics known as the 16th Hilbert problem is to find the upper limit number of periodic solutions of the system of polynomial differential equations of the forms
\[
\frac{dx}{dt} = P(x, y) \quad \text{and} \quad \frac{dy}{dt} = Q(x, y)
\]
depending on the degree and coefficients of the polynomials \(P(x, y)\) and \(Q(x, y)\), and then determine the local character of periodic solutions. Y. Ilyashenko and J. Écalle (1991/1992) have shown that this number is finite in the case where \(\text{deg}P = \text{deg}Q = 2\) (see [6]).

Equation (1) is a special case of the equation
\[
x_{n+1} = \sum_{i=0}^{2} \sum_{j=0}^{i} \xi_{ij} x^{i-j} y^{j}, \quad (5)
\]
which is equivalent to the following system of difference equations
\[
x_{n+1} = \sum_{i=0}^{2} \sum_{j=0}^{i} \xi_{ij} x^{i-j} y^{j},
\]
\[
y_{n+1} = x_{n}.
\]
This system is a special case of discrete version of the 16th Hilbert problem and for which, in Reference [7], the authors have shown that under certain conditions may have infinitely many periodic solutions of the period 2, which means that the discrete version of 16th Hilbert problem does not hold.

One of the most famous examples of a polynomial difference equation is the second-order Hénon difference equation
\[
x_{n+1} = 1 + Bx_{n-1} - Ax_{n}^{2}, \quad n = 0, 1, 2, \ldots \quad (6)
\]
The dynamics of this equation are very complex, for which the existence of a chaotic attractor has been proven ([8]).

Note that after the substitution
\[
t_{n} = -\frac{a}{2\beta} - \frac{a(a - 4)}{4\beta} u_{n},
\]
Equation (1) becomes
\[
a(a - 4) \left( a^{2} u_{n}^{2} - 4a u_{n}^{2} + 4u_{n-1} + 4u_{n+1} - 4 \right) = 0.
\]
For \(a \neq 0\) and \(a \neq 4\) we get
\[
u_{n+1} = 1 - \frac{a(a - 4)}{4} u_{n}^{2} - u_{n-1}.
\]
If
\[
a = \frac{a(a - 4)}{4}, \quad b = -1,
\]
we get Hénon’s mapping
\[
u_{n+1} = 1 - au_{n}^{2} + bu_{n-1}.
\]

Equation (1) has very specific dynamics. Namely, we cannot find the invariant of this equation and we can use only Kolmogorov-Arnold-Moser (KAM) theory to investigate the dynamics of this equation. Some results about using KAM theory are given in References [9–21]. Other techniques have been used (not only KAM theory) to study the Lyness’ equation (see References [9–11,17,22–27]).

The definition of an area preserving map is given in Reference [21] (Definition 1). Also, for the basic results about Birkhoff normal forms and the KAM theory, see References [8,20,21,28–31] (especially see Theorems 1–4 and Remark 1 in [21]).
Assume that $\beta > 0$. Then Equation (1) has a unique equilibrium $\bar{t} = 0$ for $\alpha = 2$ and two equilibrium points $\bar{t}_1 = 0$ and $\bar{t}_2 = \frac{2-\alpha}{\beta}$, where $\bar{t}_2$ is positive for $\alpha < 2$ and $\bar{t}_2$ is negative for $\alpha > 2$.

Equation (1) can be transformed into the system

\[
\begin{align*}
x_{n+1} &= \beta x_n^2 + \alpha x_n - y_n \\
y_{n+1} &= \frac{x_n}{x_n - y_n}
\end{align*}
\]  \hspace{1cm} (8)

The map $T$ associated to System (8) takes the form

\[T \left( \begin{array}{c} x \\ y \end{array} \right) = \left( \begin{array}{c} \beta x^2 + \alpha x - y \\ x \end{array} \right).\]

Jacobian matrix of map $T$ at the point $(x, y)$ is given by

\[J_T (x, y) = \left( \begin{array}{cc} 2\beta x + \alpha & -1 \\ 1 & 0 \end{array} \right).\]

Since $\det J_T (x, y) = 1$, the map $T$ is an area preserving map.

**Remark 1.** When the equilibrium point of Equation (1) is a non-hyperbolic of elliptic type and $T$ is an area-preserving map, we can apply KAM theory to the investigation of its stability.

**Lemma 1.** Assume that $\beta > 0$.

1. For $\alpha \in (-\infty, -2) \cup (2, \infty)$ the equilibrium $(0, 0)$ is a saddle point.
2. For $\alpha = \pm 2$ the equilibrium $(0, 0)$ is non-hyperbolic of the parabolic type.
3. For $\alpha \in (-2, 2)$ the equilibrium $(0, 0)$ is non-hyperbolic of the elliptic type.

**Proof.** For $\bar{x} = \bar{y} = 0, \alpha \in \mathbb{R}, \beta > 0$:

\[J_0 = J_T (0, 0) = \left( \begin{array}{cc} \alpha & -1 \\ 1 & 0 \end{array} \right).\]

The characteristic equation at $(0, 0)$ is

\[\lambda^2 - \alpha \lambda + 1 = 0, \hspace{1cm} (9)\]

and we have the following cases:

1. $\lambda_{1,2} = \frac{\alpha \pm \sqrt{\alpha^2 - 4}}{2}$ for $\alpha \in (-\infty, -2) \cup (2, \infty)$, and $\lambda_1 \in (-1, 0), \lambda_2 < -1$ or $\lambda_1 \in (0, 1), \lambda_2 > 1$,
2. $\lambda_{1,2} = -1$ for $\alpha = -2$ and $\lambda_{1,2} = 1$ for $\alpha = 2$,
3. $\lambda_{1,2} = \frac{\alpha \pm \sqrt{4 - \alpha^2}}{2}$ for $\alpha \in (-2, 2)$.

**Lemma 2.** Assume that $\beta > 0$.

1. For $\alpha \in (-\infty, 2)$ the positive equilibrium $\left( \frac{2-\alpha}{\beta}, \frac{2-\alpha}{\beta} \right)$ is a saddle point.
2. For $\alpha \in (2, 6)$ the negative equilibrium $\left( \frac{2-\alpha}{\beta}, \frac{2-\alpha}{\beta} \right)$ is non-hyperbolic of the elliptic type.
3. For $\alpha = 6$ the negative equilibrium $\left( \frac{2-\alpha}{\beta}, \frac{2-\alpha}{\beta} \right)$ is non-hyperbolic of the parabolic type.
4. For $\alpha > 6$ the negative equilibrium $\left( \frac{2-\alpha}{\beta}, \frac{2-\alpha}{\beta} \right)$ is a saddle point.
Theorem 1. The equilibrium point $\bar{t} = 0$ of (1) is stable for $\alpha \in (-2, 2) \setminus \{-1, -\frac{1}{2}, 0\}$ and $\beta > 0$.

Proof. For $\alpha \in (-2, 2)$ the zero equilibrium is non-hyperbolic of the elliptic type. The characteristic Equation (9) at $(0, 0)$ has the roots $\lambda = \frac{\alpha + \sqrt{4 - \alpha^2}}{2}, \bar{\lambda} = \frac{\alpha - \sqrt{4 - \alpha^2}}{2}$. So,

$$\lambda^2 = \frac{\alpha^2 - 2}{2} + \frac{\alpha \sqrt{4 - \alpha^2}}{2}i,$$

$$\lambda^3 = \frac{\alpha (\alpha^2 - 3)}{2} + \frac{(\alpha^2 - 1) \sqrt{4 - \alpha^2}}{2}i,$$

and

$$\lambda^4 = \frac{\alpha^4 - 4 \alpha^2 + 2}{2} + \frac{\alpha (\alpha^2 - 2) \sqrt{4 - \alpha^2}}{2}i.$$

Clearly $|\lambda| = 1, \lambda^3 \neq 1, \lambda^4 \neq 1$ for $\alpha \in (-2, -1) \cup (-1, 0) \cup (0, 2)$.

Now, we will find the Birkhoff normal form of System (8) (see Theorem 1 in Reference [21]). The change of variables

$$\begin{bmatrix} x_n \\ y_n \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ \bar{\lambda} & \lambda \end{bmatrix} \begin{bmatrix} u_n \\ v_n \end{bmatrix} = \begin{bmatrix} u_n + v_n \\ \bar{\lambda} u_n + \lambda v_n \end{bmatrix}$$

transforms System (8) into

$$\begin{align*}
u_{n+1} &= \lambda u_n + \sigma (u_n + v_n)^2, \\
\bar{v}_{n+1} &= \bar{\lambda} v_n + \sigma (u_n + v_n)^2,
\end{align*}$$

where

$$\sigma = \frac{\lambda \beta}{\lambda - \bar{\lambda}}.$$
Also, the change of variables
\[ u_n = \xi_n + \sum_{k=0}^{2} (a_{2k} \xi_n^2 \eta_n^k) + \sum_{k=0}^{3} (a_{3k} \xi_n^3 \eta_n^k) \]  
(11)
\[ v_n = \eta_n + \sum_{k=0}^{2} (a_{2k} \xi_n^2 \eta_n^k) + \sum_{k=0}^{3} (a_{3k} \xi_n^3 \eta_n^k) \]  
(12)
reduces System (10) to the form
\[ \xi_{n+1} = (\lambda \xi_n + a_2 \xi_n^2 \eta_n) + O_4, \]  
\[ \eta_{n+1} = (\lambda \eta_n + a_2 \xi_n \eta_n) + O_4 \]  
(13)
where (see Reference [14])
\[ a_2 = 2 (a_{21} + \overline{a_{22}}) \sigma + 2 (a_{20} + \overline{a_{22}}) \sigma = 4 \text{Re} (a_{21}) \sigma + 2 (a_{20} + \overline{a_{22}}) \sigma, \]
\[ a_{21} = \frac{2 \sigma}{1 - \lambda}, a_{22} = \frac{\sigma}{\lambda^2 - \lambda}, \]
\[ \sigma = \frac{\beta}{2} \left(1 - i \frac{\alpha}{\sqrt{4 - \alpha^2}}\right). \]
Furthermore
\[ a_{20} + \overline{a_{22}} = \frac{\beta}{(\alpha - 2)(\alpha + 1)}, \]
\[ a_2 = \sigma (4 \text{Re} (a_{21}) + 2 (a_{20} + \overline{a_{22}})) = \frac{2 \beta ((2\alpha + 1))}{(2 - \alpha)(\alpha + 1)} \sigma, \]
\[ a_2 = \frac{\beta^2 (2\alpha + 1)}{(2 - \alpha)(\alpha + 1)} \left(1 - i \frac{\alpha}{\sqrt{4 - \alpha^2}}\right). \]
Thus
\[ \text{Re} (a_2) = \frac{\beta^2 (2\alpha + 1)}{(2 - \alpha)(\alpha + 1)}. \]
By using the transformation
\[ \xi_n = r_n + is_n, \]
\[ \eta_n = r_n - is_n, \]
we obtain (see Theorem 1, for \( l = 4 \), in Reference [21]):
\[ \cos \gamma_0 = \text{Re} (\lambda) = \frac{\alpha}{2} \in (-1, 1) \quad \text{for} \quad \alpha \in (-2, 2), \]
\[ \gamma_1 = -\frac{\text{Re} (a_2)}{\sin \gamma_0}, \]
i.e.,
\[ \gamma_1 = \frac{\beta^2 (2\alpha + 1)}{(\alpha + 1)(\alpha - 2) \sqrt{1 - \alpha^2/4}}. \]
Since \( \alpha \in (-2, 2) \setminus \{-1, -\frac{1}{2}, 0\} \), this implies \( \gamma_1 \neq 0 \). 

**Theorem 2.** The negative equilibrium point \( \bar{r} = \frac{2 - \alpha}{\beta} \) of (1) is stable for \( \alpha \in (2, 6) \setminus \{4, \frac{9}{2}, 5\} \) and \( \beta > 0 \).
Proof. For the negative equilibrium $t_2 = \frac{2 - \alpha}{\beta}, \alpha \in (2, 6)$, we use the substitution
\[
x_n = t_n - t_2 = t_n - \frac{2 - \alpha}{\beta},
\]
\[
y_n = x_{n-1},
\]
and Equation (1) can be transformed into the system
\[
\begin{aligned}
x_{n+1} &= \beta x_n^2 - (\alpha - 4) x_n - x_{n-1}, \\
y_{n+1} &= x_n.
\end{aligned}
\tag{14}
\]
The map $G$ associated with System (14) takes the form
\[
G \left( \begin{array}{c}
x \\ y
\end{array} \right) = \left( \begin{array}{c}
\beta x^2 - (\alpha - 4) x - y \\
x
\end{array} \right).
\]
We see that
\[
J_G (x, y) = \begin{pmatrix}
2\beta x - \alpha + 4 & -1 \\
1 & 0
\end{pmatrix},
\]
and $\det J_G (x, y) = 1$. So, the map $G$ is an area preserving map and we will apply KAM theory to System (14).

Now, for $x = y = 0, \alpha \in (2, 6)$ we have
\[
J_0 = J_G (0,0) = \begin{pmatrix}
4 - \alpha & -1 \\
1 & 0
\end{pmatrix}.
\]
The corresponding characteristic equation at equilibrium $(0,0)$ is:
\[
\lambda^2 + (\alpha - 4) \lambda + 1 = 0,
\]
from which
\[
\begin{aligned}
\lambda &= \frac{4 - \alpha + i \sqrt{(\alpha - 2) (6 - \alpha)}}{2}, \\
\overline{\lambda} &= \frac{4 - \alpha - i \sqrt{(\alpha - 2) (6 - \alpha)}}{2},
\end{aligned}
\]
and $|\lambda| = |\overline{\lambda}| = 1$.

Now, for $x = y = 0, \alpha \in (2, 4)$ or $(4, 5)$ or $(5, 6)$.

Clearly $|\lambda| = 1, \lambda^3 \neq 1, \lambda^4 \neq 1$ for $\alpha \in (2, 4) \cup (4, 5) \cup (5, 6)$.

Now, the change of variables
\[
\begin{pmatrix}
x_n \\ y_n
\end{pmatrix} = \begin{pmatrix}
1 & 1 \\ \overline{\lambda} & \lambda
\end{pmatrix} \begin{pmatrix}
u_n \\ \overline{\lambda} u_n + \lambda v_n
\end{pmatrix} = \begin{pmatrix}
u_n + v_n \\ \overline{\lambda} u_n + \lambda v_n
\end{pmatrix}.
transforms System (14) into System (10), where
\[
\sigma = \frac{\lambda \beta}{\lambda - \lambda}.
\]
Now, for \(\alpha \in (2, 4) \cup (4, 5) \cup (5, 6)\) we obtain
\[
\sigma = \frac{\beta}{2} \left(1 + \frac{(\alpha - 4)}{\sqrt{(\alpha - 2)(6 - \alpha)}} i\right),
\]
and
\[
a_2 = \frac{2\beta (2\alpha - 9)}{(\alpha - 2)(\alpha - 5)} \frac{\beta}{2} \left(1 + \frac{(\alpha - 4)}{\sqrt{(\alpha - 2)(6 - \alpha)}} i\right).
\]
Thus
\[
Re (a_2) = \frac{\beta^2 (2\alpha - 9)}{(\alpha - 2)(\alpha - 5)}.
\]
Now, we obtain
\[
\cos \gamma_0 = Re (\lambda) = \frac{4 - \alpha}{2} \in (-1, 1) \quad \text{for} \quad \alpha \in (2, 6),
\]
\[
\gamma_1 = -\frac{Re (a_2)}{\sin \gamma_0},
\]
i.e.,
\[
\gamma_1 = \frac{2\beta^2 (2\alpha - 9)}{(\alpha - 2)(\alpha - 5) \sqrt{(\alpha - 2)(6 - \alpha)}}.
\]
This implies that \(\gamma_1 \neq 0\) for \(\alpha \in (2, 6) \setminus \{4, 5\}\) and \(\beta > 0\). \(\square\)

For the bifurcation diagrams (B.D.) which indicate the appearance of chaos see Figures 1–4.

**Figure 1.** B.D. in \((\beta - x)\)—plane, \(\beta\) between 0.8 and 1.6, \(\alpha = 0.5\) and the initial conditions \((0.2, 0.35)\).
Figure 2. B.D. in \((\alpha - x)\)—plane, \(\alpha\) between 0.45 and 0.55, \(\beta = 1.5\) and the initial conditions \((0.2, 0.35)\).

Figure 3. B.D. in \((\beta - x)\)—plane, \(\beta\) between 0.4 and 0.5, \(\alpha = -1.9\) and the initial conditions \((0.1, 0.2)\).

Figure 4. B.D. in \((\beta - x)\)—plane, \(\beta\) between 0.15 and 0.215, \(\alpha = -2.1\) and the initial conditions \((0.1, 0.2)\).

3. Periodic Points and Orbits

In this section, we study the M.P.P. for a periodic orbit in the neighborhood of the equilibrium \((0, 0)\) where \(\alpha \in (-2, -1) \cup \left(-1, -\frac{1}{2}\right) \cup \left(-\frac{1}{2}, 0\right) \cup (0, 2)\) and \(\beta > 0\).

Lemma 3. M.P.P. for a periodic orbit in the neighborhood of the elliptic equilibrium \((0, 0)\) is 3.

Proof. The eigenvalues at the elliptic equilibrium are of the form \(\lambda = e^{\pm i\phi}\) with \(\cos(\phi) = \frac{\alpha}{2}, 0 < \phi < \pi\). Then the period of the motion around the equilibrium must be \(q > \frac{2\pi}{\phi} > 2\). So, the map \(T\) cannot have an orbit of period less than 3 in a neighborhood of the elliptic equilibrium \((0, 0)\). \(\square\)
For example, if $\alpha = 0.5$, then $\frac{2\pi}{\phi} \approx 4.7668$. So M.P.P. is 5. If $\alpha = 1.5$, then $\frac{2\pi}{\phi} \approx 8.6936$ and M.P.P. is 9. Figure 5 visualize M.P.P. as a function of parameter $\alpha$. Figure 6 gives us some possible orbits (S.P.O.) around the elliptic equilibrium $(0,0)$ for $\alpha = 0.5$ and $\beta = 1.5$ and Figure 7 gives us S.P.O. around the elliptic equilibrium $(-1, -1)$ for $\alpha = 3.5$ and $\beta = 1.5$.

**Figure 5.** Minimal possible period (M.P.P.) as a function of parameter $\alpha$.

**Figure 6.** Some possible orbit (S.P.O.) around the elliptic equilibrium $(0,0)$ for $\alpha = 0.5$ and $\beta = 1.5$. 
Figure 7. S.P.O. around the elliptic equilibrium \((-1, -1)\) for \(\alpha = 3.5\) and \(\beta = 1.5\).

**Remark 2.** Equation (1) has the period-three solutions
\[
\ldots, \frac{-\alpha - \sqrt{\alpha^2 - 4\alpha - 4}}{2\beta}, \frac{-\alpha - \sqrt{\alpha^2 - 4\alpha - 4}}{2\beta}, \frac{-\alpha + 2 - \sqrt{\alpha^2 - 4\alpha - 4}}{2\beta}, \ldots,
\]
and
\[
\ldots, \frac{\alpha + \sqrt{\alpha^2 - 4\alpha - 4}}{2\beta}, \frac{\alpha + \sqrt{\alpha^2 - 4\alpha - 4}}{2\beta}, \frac{-\alpha + 2 + \sqrt{\alpha^2 - 4\alpha - 4}}{2\beta}, \ldots,
\]
for \(\alpha \in (-\infty, 2 - 2\sqrt{2}) \cup \left(2 + 2\sqrt{2}, +\infty\right)\).

See Figure 5.

**Remark 3.** Notice that Equation (1) has a minimal period-two solution
\[
\ldots, \frac{-2 + \sqrt{\alpha - 6} + \alpha}{2\beta}, \frac{-2 + \sqrt{\alpha - 6} + \alpha}{2\beta}, \frac{2 + \sqrt{\alpha^2 - 4\alpha - 12}}{2\beta}, \ldots
\]
for \(\alpha \in (-\infty, -2] \cup [6, +\infty)\).

The Jacobian matrix of the map \(T^2\) in the minimal period-two solutions is
\[
J_{T^2} = \begin{pmatrix}
-\alpha^2 + 4\alpha + 15 & 2 \pm \sqrt{\alpha^2 - 4\alpha - 12} \\
-2 \pm \sqrt{(\alpha + 2)(\alpha - 6)} & -1
\end{pmatrix},
\]
with the eigenvalues:
\[
\lambda_{1,2} = -\frac{1}{2} \alpha^2 + 2\alpha + 7 \pm \frac{1}{2} \sqrt{(\alpha - 6)(\alpha + 2)(-4\alpha + \alpha^2 - 16)}.
\]

So, the minimal period-two solution is
1. a saddle point for \(\alpha \in (-\infty, 2 - 2\sqrt{2}) \cup \left(2 + 2\sqrt{2}, +\infty\right)\),
2. non-hyperbolic of the parabolic type for \(\alpha = 2 \pm 2\sqrt{2}\),
3. non-hyperbolic of the elliptic type for \(\alpha \in \left(2 - 2\sqrt{2}, -2\right) \cup \left(6, 2 + 2\sqrt{2}\right)\).
4. Symmetries

It is well known that symmetries play an important role because they have special dynamic behavior. See References [12,28] and Theorem 13 in Reference [13]. Now, the map $T$ associated with the system (8) can be rewritten as follows:

$$T(x, y) = (\beta x^2 + ax - y, x),$$

and

$$T^{-1}(x, y) = (y, \beta y^2 + ay - x).$$

The involution $\mathcal{R}(x, y) = (y, x)$ is a reversor for the map $T$. Indeed,

$$(\mathcal{R} \circ T \circ \mathcal{R})(x, y) = (\mathcal{R} \circ T)(y, x) = \mathcal{R}(\beta y^2 + ay - x, y) = (y, \beta y^2 + ay - x) = T^{-1}(x, y).$$

Thus $T = \mathcal{I}_1 \circ \mathcal{I}_0$ where $\mathcal{I}_0(x, y) = \mathcal{R}(x, y) = (y, x)$ and

$$\mathcal{I}_1(x, y) = T \circ \mathcal{R}(x, y) = (\beta y^2 + ay - x, y).$$

The symmetry lines corresponding to $\mathcal{I}_0$ and $\mathcal{I}_1$ are

$$\mathcal{S}_0 = \{(x, y) : x = y\}, \quad \mathcal{S}_1 = \{(x, y) : (\alpha + \beta y)y = 2x\}.$$

Periodic orbits on the symmetry line $\mathcal{S}_0$ with even period $n$ are searched for by starting with points $(x_0, y_0) \in \mathcal{S}_0$ and imposing that $(x_{n/2}, y_{n/2}) \in \mathcal{S}_0$, where

$$(x_{n/2}, y_{n/2}) = T^{n/2}(x_0, y_0).$$

This reduces to a one-dimensional root finding for the equation $x_{n/2} = y_{n/2}$, where the unknown is $x_0$. Also, periodic orbits on $\mathcal{S}_0$ with odd period $n$ are obtained by solving for $x_0$ the equation $y_{(n+1)/2}(\alpha + \beta y_{(n+1)/2}) = 2x_{(n+1)/2}$ where

$$(x_{(n+1)/2}, y_{(n+1)/2}) = T^{(n+1)/2}(x_0, y_0).$$

Visualization of some periodic orbits can be seen in Figures 8–13. For example, in Figure 8, for $\alpha = 0.5$ we have cyan points

$$(x_1, y_1) = (0.5235660872586801', 0.5235660872586801') \in \mathcal{S}_0 \cap \mathcal{S}_{16},$$

$$(x_2, y_2) = (0.5060816278767843', 0.2564826010712121') \in \mathcal{S}_4 \cap \mathcal{S}_{20},$$

$$(x_3, y_3) = (0.2564826010712121', -0.2791653403627964') \in \mathcal{S}_2 \cap \mathcal{S}_{18},$$

where $\mathcal{S}_{16} = T^8(\mathcal{S}_0), \mathcal{S}_4 = T^2(\mathcal{S}_0), \mathcal{S}_{20} = T^{10}(\mathcal{S}_0), \mathcal{S}_2 = T(\mathcal{S}_0), \mathcal{S}_{18} = T^9(\mathcal{S}_0)$, and then

$$T^{16-0}(x_1, y_1) = T^{16}(x_1, y_1) = (x_1, y_1),$$

$$T^{20-4}(x_2, y_2) = T^{16}(x_2, y_2) = (x_2, y_2),$$

$$T^{18-2}(x_3, y_3) = T^{16}(x_3, y_3) = (x_3, y_3).$$

Also, for $\alpha = -2.1$, in Figure 10, we have red point

$$(x, y) = (13.671359641163505', -5.') \in \mathcal{S}_4 \cap \mathcal{S}_{10},$$

where $\mathcal{S}_{16} = T^8(\mathcal{S}_0), \mathcal{S}_4 = T^2(\mathcal{S}_0), \mathcal{S}_{20} = T^{10}(\mathcal{S}_0), \mathcal{S}_2 = T(\mathcal{S}_0), \mathcal{S}_{18} = T^9(\mathcal{S}_0)$, and then

$$T^{16-0}(x_1, y_1) = T^{16}(x_1, y_1) = (x_1, y_1),$$

$$T^{20-4}(x_2, y_2) = T^{16}(x_2, y_2) = (x_2, y_2),$$

$$T^{18-2}(x_3, y_3) = T^{16}(x_3, y_3) = (x_3, y_3).$$
where $S_4 = T^2(S_0)$, $S_{10} = T^5(S_0)$, and then

$$T^{10-4}(x,y) = T^6(x,y) = (x,y).$$

Figure 8. Possible orbit (P.O.) of period 5—Blue, 14—Red, 16—Cyan and Green, 17 and 18—Black for $\alpha = 0.5$.

Figure 9. Period 5—Purple, 13—Red and 18—Blue for $\alpha = 0.5$ (see Table 1).
Table 1. List of periodical solutions of the period 5,13,14,16 and 18 for $\alpha = 0.5$, $\beta = 1.5$.

| P | Solution |
|---|---|
| 5 | \(( -0.20963706815151129', -0.20963706815150332' ), (0.33873537157570756', 0.17074008459048975' ), (0.17074008459048975', -0.20963706815151129', 0.17074008459049467', 0.3387353715757066' ), ( -0.20963706815150332', -0.20963706815150332', -0.20963706815150332', -0.20963706815150332' ) \) |
| 13 | \(( (0.7294074106139652', 0.834938164207883'), (0.32926264487404866', 0.7294074106139652'), ( -0.4021552421276', 0.32926264487404866', -0.2877469992403424', -0.4021552421276', 0.38247925795166227', -0.2877469992403424', 0.698422023647466', 0.38247925795166227'), (0.38247925795166227', -0.2877469992403424', 0.698422023647466', 0.38247925795166227', 0.32926264487404977', -0.402155242127655), (0.7294074106139641', 0.32926264487404977'), ( -0.28774699924034391', 0.38247925795166227', 0.698422023647466', 0.38247925795166227', 0.32926264487404977', -0.402155242127655' ) \) |
| 14 | \(( (0.7294074106139652', 0.834938164207883'), (0.32926264487404866', 0.7294074106139652'), ( -0.4021552421276', 0.32926264487404866', -0.2877469992403424', -0.4021552421276', 0.38247925795166227', -0.2877469992403424', 0.698422023647466', 0.38247925795166227'), (0.38247925795166227', -0.2877469992403424', 0.698422023647466', 0.38247925795166227', 0.32926264487404977', -0.402155242127655' ) \) |
| 16 | \(( (0.7294074106139652', 0.834938164207883'), (0.32926264487404866', 0.7294074106139652'), ( -0.4021552421276', 0.32926264487404866', -0.2877469992403424', -0.4021552421276', 0.38247925795166227', -0.2877469992403424', 0.698422023647466', 0.38247925795166227'), (0.38247925795166227', -0.2877469992403424', 0.698422023647466', 0.38247925795166227', 0.32926264487404977', -0.402155242127655' ) \) |

Figure 10. Period 3—Yellow and Blue and period 6—Red for $\alpha = -2.1$ (see Table 2).
Table 2. List of periodical solutions of the period 2,3,6,14 and 18 for $\alpha = -2.1, \beta = 0.2$.

| P   | Solution                                                                 |
|-----|--------------------------------------------------------------------------|
| 2   | $\{(2.0, 2.5), (2.5, -2.0)\}$                                            |
| 3   | $\{(2.170411039827144, -2.170411039827144), (7.670411039824855, -2.170411039827144), (2.1704110398316487, 7.670411039824855)\}$ |
| 4   | $\{(12.670411039841001, 12.670411039841001), (-2.170411039827144, 12.670411039841001), (12.670411039841001, -2.170411039827144)\}$ |
| 5   | $\{(1.8286403588364943, 1.8286403588364943), (-5.1, 1.8286403588364943)\}$    |
| 6   | $\{(13.671359641163505, -5.), (13.671359641163505), (13.671359641163505\}$ |

Figure 11. Period 5 for $\alpha = 0.5, t(-1) = 0.3387353757157066^\prime, t(0) = 0.1707400845904967^\prime$ (see Table 1).

Figure 12. Period 13 for $\alpha = 0.5, t(-1) = 0.8334938164207883^\prime, t(0) = 0.729407106139652^\prime$ (see Table 1).
Figure 13. Period 18 for $\alpha = 0.5 \ t(-1) = 0.812543579771728'$, $t(0) = 0.6983061967141229'$ (see Table 1).

Remark 4. All Figures are generated by Dynamica 3 [8].

5. Conclusions

By using KAM theory, under certain conditions on parameter $\alpha$, we proved the stability of the zero equilibrium and the negative equilibrium of the difference Equation (1). Also, by using symmetries we proved the existence of periodic solutions with certain periods.
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