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Abstract—Autoencoder-based anomaly detection methods have been used in identifying anomalous users from large-scale enterprise logs with the assumption that adversarial activities do not follow past habitual patterns. Most existing approaches typically build models by reconstructing single-day and individual-user behaviors. However, without capturing long-term signals and group-correlation signals, the models cannot identify low-signal yet long-lasting threats, and will wrongly report many normal users as anomalies on busy days, which, in turn, lead to high false positive rate. In this paper, we propose ACOBE, an Anomaly detection method based on COMpound BEhavior, which takes into consideration long-term patterns and group behaviors. ACOBE leverages a novel behavior representation and an ensemble of deep autoencoders and produces an ordered investigation list. Our evaluation shows that ACOBE outperforms prior work by a large margin in terms of precision and recall, and our case study demonstrates that ACOBE is applicable in practice for cyberattack detection.

I. INTRODUCTION

Emerging cyber threats such as data breaches, data exfiltration, botnets, and ransomware have caused serious concerns in the security of enterprise infrastructures [1], [2]. The root cause of a cyber threat could be a disgruntled insider or a newly-developed malware. What is worse, emerging cyber threats are more difficult to be identified by signature-based detection methods, because more and more evasive techniques are available to adversaries. To identify the emerging cyber threats before they can cause greater damage, anomaly detection upon user behaviors has attracted focuses from large-scale enterprises [1], [2], as anomaly detection enables security analysts to find suspicious activities that could be aftermath of cyber threats (including cyberattacks and insider threats). Adversarial activities often manifest themselves in abnormal behavioral changes compared to past habitual patterns. Our goal is to find such abnormal behavioral changes by learning past habitual patterns from organizational audit logs.

Autoencoders are one of the most well-known anomaly detection techniques [10]–[12]. They are attractive to security analysts because of their robustness to domain knowledge. Briefly speaking, an autoencoder-based anomaly detection model only learns how to reconstruct normal data; hence, in events of poor reconstruction, the input data is highly likely to be abnormal. Detailed domain knowledge is no longer required, because the complex correlation among different activities is captured by learning the normal distribution from normal activities. Furthermore, autoencoder learns features from unlabeled data in an unsupervised manner, where human interference is reduced.

However, similar to other typical anomaly detection methodologies, the autoencoder-based approaches also suffer from the overwhelming number of false positive cases. The challenge is that, while an anomaly detection model is required to be sensitive to abnormal events in order to raise anomaly alerts, the model can also be so sensitive to normal behavioral deviation that it often wrongly reports a normal deviation as an anomaly (hence a false positive). This challenge leads to the following question: how to further differentiate abnormal events from normal events. While prior approaches work with input data that meets the data quality requirements (e.g., completeness, availability, consistency) for cybersecurity applications [13], important factors such as misconduct timeliness and institutional environment are not considered. To reduce false positives, we argue that it is important to also examine long-term signals and group-correlation signals, as opposed to typical autoencoder-based approaches that only examine single-day and individual-user signals.

The limitation of only examining single-day and individual-user signals is twofold. First, without capturing long-term signals, a model cannot identify low-signal yet long-lasting threats. Certain cyber-threat scenarios do not cause immediate behavioral deviation, but progressively cause small yet long-lasting behavioral deviation; for example, an insider threat is a scenario where a disgruntled employee stealthily leaks sensitive data piece-by-piece over time [14], [15]. What is worse, without long-term signals, a model will likely wrongly reports many normal users as anomalies on busy days (e.g., working Mondays after holidays) due to the massive burst of events in a short term. This further leads to the second limitation: without capturing group-correlation signals, a model cannot reduce its false positive rate in occasions (e.g., environmental change) where many users have common burst of events. For example, common traffic bursts occur among many users when
there is a new service or a service outage. By examining behavioral group-correlation, a model may figure out that the common behavioral burst is indeed normal, assuming the more behavioral correlation a user has with the group, the less likely the user is abnormal.

To address these fundamental limitations, we propose a different methodology, which involves a novel behavioral representation. We refer to this representation as a compound behavioral deviation matrix. Each matrix encloses individual behaviors and group behaviors across multiple days. Having compound behaviors, we then apply anomaly detection models, which are implemented with an ensemble of deep fully-connected autoencoders. We propose ACOBE, an Anomaly detection method based on Compound BEhavior. ACOBE has three steps in its workflow (Figure 1): it first derives compound behavioral deviation matrices from organizational audit logs; then, for each user, it calculates anomaly scores in different behavioral aspects using an ensemble of autoencoders; lastly, having anomaly scores, ACOBE produces an ordered list of the most anomalous users that need further investigation. In summary, we make the following contributions.

1) We propose a novel behavioral representation which we refer to as the compound behavioral deviation matrix. It profiles individual and group behavior over a time window (e.g., several days). We further apply deep fully-connected autoencoder upon such representation in order to find anomalous users. Our model outputs an ordered list of anomalous users that need to be investigated.

2) We evaluate ACOBE upon a synthesized and labeled dataset which illustrates insider threats. Our results show that ACOBE outperforms our re-implementation of a prior work. With four abnormal users out of 929 users, ACOBE achieves 99.99% AUC (the area under the ROC curve). ACOBE effectively puts abnormal users on top of the investigation list ahead of normal users.

3) We demonstrate with case studies that ACOBE can be applied in practice for realistic cyber threats, including botnets and ransomware attacks.

II. RELATED WORK

Most anomaly detection models are zero-positive machine learning models that are trained by only normal (i.e., negative) data. These models are then used in testing whether an observation is normal or abnormal, assuming unforeseen anomalies do not follow the learned patterns. Kanaza et al. [3] integrated supports vector data description and clustering algorithms, and Liu et al. [4] integrated K-prototype clustering and k-NN classification algorithms to detect anomalous data points, assuming anomalies are rare or accidental events. When prior domain knowledge is available for linking causal or dependency relations among subjects, objects and operations, graph-based anomaly detection methods (such as Elicit [9], Log2Vec [16], Oprea et al. [17]) could be powerful. When little prior domain knowledge is available, Principal Component Analysis (PCA) based anomaly detection methods (for example, Hu et al. [8]) proposed an anomaly detection model for heterogeneous logs using singular value decomposition) could be powerful. Contrary to zero-positive anomaly detection are semi-supervised or online learning anomaly detection, in which some anomalies will be available over time for training the model [18].

The autoencoder framework is a PCA approach that is widely used in anomaly detection. A typical autoencoder-based anomaly detection method learns how to reconstruct normal data. It then detects anomalies by checking whether the reconstruction error of an observation has exceeded a threshold. To detect anomalies, Zong et al. proposed deep autoencoding Gaussian mixture models [19] and Chiba et al. proposed autoencoders with back propagation [20]. Sakurada and Yairi proposed autoencoders with nonlinear dimensionality reduction [21]. Lu et al. proposed an autoencoder constrained by embedding manifold learning, MC-AEN [22]. Nguyen et al. proposed a variational autoencoder with gradient-based anomaly explanation, GEE [23]. Wang et al. proposed a self-adversarial variational autoencoder with Gaussian anomaly prior assumption, adVAE [24]. Alam et al. proposed an ensemble of autoencoders accompanied by K-mean clustering algorithm, AutoPerf [25]. Mirsky et al. proposed an ensemble of lightweight autoencoders. Kitsune [5]. Liu et al. proposed an ensemble of autoencoders for multi-sourced heterogeneous logs [6], [7]. Chalapathy et al. [26] and Zhou et al. [27] proposed robust autoencoders. For other anomaly detection methods, detail surveys can be found in [10]–[12], [28]–[31].

Each of the above autoencoder work focuses on either the optimization of a particular learning algorithm without cybersecurity context [19], [21], [22], [24]–[27], or the optimization of a learning framework with very specific cybersecurity context (i.e., network intrusion detection system) [5], [20], [23]. However, though they provide fruitful insights in their particular domains, it is hard to apply their model or framework to the other anomaly detection problems (including ours—detection of abnormal users in a large-scale organization) due to the requirement difference for the input data. For example, with statistical network-traffic features for individual transactions, it is difficult to discover a disgruntled insider who exfiltrates proprietary secrets piece-by-piece in a long run.

Regardless of model and framework design, any input data that does not meet the requirement may fail the detection methodology, and this is commonly known as the data quality challenge [13]. While Sundararajan et al. [13] discussed six data-quality requirements (i.e., completeness, measurement accuracy, attribute accuracy, plausibility and availability, origination, and logical consistency) for cybersecurity applications, important factors such as misconduct timeliness and institutional environment are not considered. Hence, in this paper, we utilize two requirements—long-term signals and group-behavior should be examined—to address the anomaly detection problem challenges and limitations of the existing work (e.g., high false-positive rate). We shall further show the benefits of our data-quality requirement in Section V and VI.
III. Motivation

Anomaly detection upon user behaviors enables security analysts to find suspicious activities caused by cyber threats including insider threats (Section VI) and cyber attacks (Section VII). Typical anomaly detection methods often suffer from the overwhelming number of false positives due to the sensitivity to normal behavioral deviation. Moreover, such methods often only output anomaly labels (i.e., either normal or abnormal). However, if a model provides only anomaly labels, security analysts will be overwhelmed by heavy workload of investigation. Hence, in practice, it is more preferable to have an ordered list of users that need to be investigated [32]. We thus define an anomaly detection problem as follows: *given a set of per-user activities, provide an investigation list of usernames that need to be orderly investigated.* On the top of such a list are the most abnormal users.

Autoencoders have been widely used in solving such an anomaly detection problem, as it is capable of learning *what are normal* in order to find *what are abnormal*. Among the aforementioned anomaly detection methods, we find Liu et al. [6] and Hu et al. [8]’s works are representative. They are similar anomaly detection methods that reconstruct single-day individual-user behaviors. However, single-day user-behavior reconstruction is not an ideal solution for identifying cyber threats. We argue that it is important to examine long-term signals and group-correlation signals to reduce the false-positive rate, because of the following reasons.

First, certain cyber compromise scenarios do not cause immediate behavioral deviation, but progressively cause small long-lasting behavioral deviation in different behavioral aspects across multiple days. Take Zeus botnet malware as an example, once triggered, it modifies registry values (deviation in system configuration). After a few days, it communicates with the C&C server and acts maliciously (deviation in network traffic). Since these two behavioral deviations occur on different days, only models that examine long-term behaviors can identify such an anomaly. In contrast, single-day user-behavior reconstruction may fail to identify the threats, and it may also wrongly give high anomaly scores to busy days (e.g., working Mondays and make-up days).

The granularity of feature measurements is also an important factor in building profiles to accurately capture normal user behavior. Concretely, users often tend to have more human-initiated activities (e.g., sending emails, browsing web pages, writing documents) during working hours, but more computer-initiated activities (e.g., system updates, system backups, network retries due to no password input) during off hours. Therefore, our approach also captures behaviors over multiple time-frames (e.g., *working hours* and *off hours*) within each day of the measurement window.

Second, there often exists certain behavioral correlation between an individual user and its group due to environmental change or locale change. Take environmental change as an example, when there is a new service or service outage, one can expect correlated unrecognized traffics or correlated retry traffics, respectively. Take locale change as another example, one can expect more human-initiated activities during working hours on working days, as opposed to during off hours or holidays. Based on this observation, we make the following hypothesis: the greater behavioral correlation a user has with the group, the less likely the user is compromised. A model without incorporating the group behavior may not only be ineffective in identifying anomalies, but also wrongly give high anomaly scores to individual users in events of environmental or locale changes. Hence, we propose to incorporate both individual-user behaviors and group behaviors to better capture normal behavior and avoid obvious false positives that may result from unusual yet common activities of users.

IV. Our Methodology

To address the challenges discussed in the previous subsection, we present ACOBE, an Anomaly detection method based on **C**ompound **B**ehavior, where a compound behavior encloses individual-user behaviors and group behaviors across multiple time-frames and a time window in days. Having compound behavior, we then apply anomaly detection implemented with deep fully-connected autoencoders. Figure 1 illustrates the workflow: (1) ACOBE first derives compound behavioral deviation matrices from organizational audit logs, (2) for each user, ACOBE then calculates anomaly scores in different behavioral aspects using an ensemble of autoencoders, and (3) having anomaly scores, ACOBE finally produces an ordered list of users that need further investigation.

A. Compound Behavioral Deviation Matrix

A compound behavioral deviation matrix encloses deviation of individual user behavior and group behavior across multiple time-frames and multi-day time window. Figure 2 illustrates an example of a compound behavioral deviation matrix with \( F \) features, \( D \) days, and \( T = 2 \) time-frames (i.e., working hours 6am-6pm and off hours 6pm-6am). Each feature in user behavior represents a normalized characteristic of an aggregated behavior, including but not limited to, the numbers of successful logons, file accesses, failure HTTP queries (during the specific time-frame on specific day indicated by columns). Since feature selection is domain-specific, we leave the details of features in the evaluation (Section V) and case-study sections (Section VII). Features in group behavior are derived by averaging the corresponding features of all users in the group. Note that, how these four components are stacked together is not important (alternative stackings are applicable), because matrices will be flattened before going through the anomaly detection models.

We derive our deviation measurement \( \sigma_{f,t,d} \) for feature \( f \) in time-frame \( t \) on day \( d \) with the below equations. \( m_{f,t,d} \) denotes the numeric measurements (of feature \( f \) in time-frame \( t \) on day \( d \)). \( \bar{h}_{f,t,d} \) denotes the vector of history numeric measurements (in \( \omega \) days before day \( d \), where \( \omega \) is the window size in days). \( std(h_{f,t,d}) \) denotes the standard deviation of history measurements (\( std \) is set to \( \epsilon \) if it is less than \( \epsilon \) to avoid divide-by-zero exception). \( \delta_{f,t,d} \) denotes...
the variance of numeric measurement and \( \sigma_{f,t,d} \) denotes the final behavioral deviation which is bounded by \( \Delta \). We bound \( \sigma_{f,t,d} \) by a large \( \Delta \), as it is equivalently anomalous when \(|\delta_{f,t,d}| \geq \Delta\). For example, variances larger than \( \Delta = 3 \) are equivalently very abnormal, assuming the numeric measurements follow Gaussian distribution. Note that, in events when users slowly shift their normal behavioral patterns over time, their compound behavioral deviation matrices will not show increasing deviation over time, as the history \( \vec{h}_{f,t,d} \) (from which deviations are derived) slides through time and will always cover the recent shift.

\[
m_{f,t,d} = \text{numeric measurements of feature } f \text{ in timeframe } t \text{ on day } d
\]

\[
\vec{h}_{f,t,d} = |m_{f,t,i} : d - \omega + 1 \leq i < d|
\]

\[
\text{std}(\vec{h}_{f,t,d}) = \begin{cases} 
\epsilon, & \text{if standard-deviation } (\vec{h}_{f,t,d}) < \epsilon \\
\text{standard-deviation } (\vec{h}_{f,t,d}), & \text{otherwise}
\end{cases}
\]

\[
\delta_{f,t,d} = \frac{m_{f,t,d} - \text{mean} (\vec{h}_{f,t,d})}{\text{std} (\vec{h}_{f,t,d})}
\]

\[
\sigma_{f,t,d} = \begin{cases} 
\Delta, & \text{if } \delta_{f,t,d} > \Delta \\
-\Delta, & \text{if } \delta_{f,t,d} < -\Delta \\
\delta_{f,t,d}, & \text{otherwise}
\end{cases}
\]

Weights are applied to features, as different behaviors have different importance in capturing user behavior; for example, frequent and chaotic file-read activities are often less critical than rarer file-write activities. Since the anomaly scores are essentially the reconstruction errors of features, applying weights to features can scale-down unimportant features and thus the partial errors introduced by unimportant features. Consequently, it makes ACOBE to focus only on reconstructing important features while being more resilient to noise introduced by unimportant features. To automatically reflect the relative importance without conducting empirical studies upon individual users, Hu et al. [8] applied weights to features based on Term Frequency-Inverse Document Frequency (TF-IDF) measurements, which was originally designed for measuring the amount of information a particular text subject provides based on text frequency. Similarly, ACOB offers the option of introducing the following feature weights \( w_{f,t,d} \).

\[
w_{f,t,d} = \frac{1}{\log_2 \left( \max (\text{std}(\vec{h}_{f,t,d}), 2) \right)}
\]

The equation is based on the log-normalized TF weight, which is defined by \( TF_x = \log(1 + \text{frequency of a term } x) \); that is, the less the frequency, the less information a term \( x \) could provide. Yet, unlike terms, the higher \( \text{std} \) (or equivalently more chaotic), the less information a feature \( f \) could provide. To serve our need, we inverse the equation \( TF_x \) and substitute standard deviation for frequency, so that the weights are lower for chaotic features but higher for consistent features by design. However, it cannot be infinitely high for constantly static features with very small std \( (\vec{h}_{f,t,d}) \), or otherwise ACOBE would be overly sensitive to small changes of static features. Therefore, a minimum value of two is given to the logarithm function, and we change the base to two so that the maximum value of weights is bounded to one. In other words, activities with small standard deviation less than two shall have equal weights of value one.

**B. Anomalous Deviation Detection Model**

As shown in Figure 1, we leverage an ensemble of autoencoders, each of which identifies behavioral anomalies in terms of a designated behavioral aspect, where a behavioral aspect is a set of relevant behavioral features; for example, (1) file-access aspect includes file-read, file-write, and file-delete activities, (2) network-access aspect includes
visit, download, and upload activities, and (3) configuration aspect includes registry-modification, password-modification, and group-modification.

We leverage fully-connected autoencoders in identifying anomalous compound behavioral deviation matrices. Trained with only normal matrices, an autoencoder is able to reconstruct only normal matrices with minimal reconstruction errors. In events of high reconstruction errors, the abnormal matrices are likely aftermath of compromised users or unusual legitimate user activity. Figure 3 illustrates an example of a deep fully-connected autoencoder. It is trained by minimizing \( \phi, \psi = \arg \min_{\phi, \psi} \| X - (\psi \circ \phi)(X) \| \), where \( \phi \) is a multi-layer fully-connected encoder, \( \psi \) is a multi-layer fully-connected decoder, \( X \) is the input matrix, and \( (\psi \circ \phi)(X) \) is the reconstructed matrix. In between, the code \( \phi(X) \) essentially encloses the characteristics of the input matrix. Vincent et al. [33] suggested that stacking layers can help with reducing reconstruction error between the input and the output.

C. Anomaly Detection Critic

After retrieving anomaly scores (which essentially are reconstruction errors) from an ensemble of autoencoders, our anomaly detection critic then produces a list of users that need to be orderly investigated. Recall that, we do not assign anomaly labels (e.g., normal or abnormal) to users, because providing labels without ordering is not really helpful in the context of anomaly detection, which typically has overwhelming numbers of false-positive cases. It is more preferable to have an ordered list of users that need to be investigated [32].

The investigation priority of a user is derived based on the \( N \)-th highest rank of the user in different behavioral aspects (that is, in more aspects a user is top anomalous, the more anomalous the user is). For example, say \( N = 2 \) and a user is ranked at 3rd, 5th, 4th in terms of in-total three behavioral aspects, since 4th is the 2nd highest rank of this user, this user has a investigation priority of 4. The investigation list is sorted based on these priorities (the smaller the number, the higher the priority); if the 4 is the highest priority in the list, then this example user will be put on top of the list. A simpler way to understand \( N \) is to imagine that \( N \) is the number of votes required from each behavioral aspects. Having the investigation list, security analysts may decide how many users they want to investigate. For example, they can investigate only top 1\% of the users, or stop even earlier if they have checked a certain number of users and found nothing suspicious.

Algorithm 1: Anomaly Detection Critic

Input: the number \( N \), and a set of users

\( U = \{ U_1, U_2, \ldots \} \), where each user has ranks

\( U_\epsilon, \mathcal{R} = \{ R_1, R_2, \ldots \} \) in different aspects

Output: a list of users ordered by priority

1. \( \mathbb{P} \leftarrow \) a list that stores \((user, priority)\) tuples
2. \( \text{foreach} U_i \in U \text{ do} \)
3. \quad \text{ranks} \leftarrow \text{sort} U_i, \mathcal{R}
4. \quad \text{priority} \leftarrow \text{ranks}[N - 1] / \text{index starts from 0}
5. \quad \text{append tuple} (U_i, \text{priority}) \text{ into } \mathbb{P}
6. \text{end}
7. \text{list} \leftarrow \text{sort } \mathbb{P} \text{ based on priority}
8. \text{return list}

V. EVALUATION UPON SYNTHESIZED DATA

We evaluate our proposed work upon the CERT Division Insider Threat Test Dataset [14, 15]. It is a synthesized dataset that simulates a large-scale organizational internet.

Implementation: We implement the autoencoder model with Tensorflow 2.0.0. Each fully connected layer is implemented with tensorflow.keras.layers.Dense activated by ReLU. The numbers of hidden units at each layer in the encoder are 512, 256, 128, and 64; the numbers of hidden units in the decoder are 64, 128, 256, and 512. Between layers, Batch Normalization [34] is implemented with tensorflow.keras.layers.BatchNormalization; batch normalization serves the purpose of optimizing training procedure. To train the model, Adadelta optimizer is used in minimizing Mean-Squared-Error (MSE) loss function. Before feeding compound behavioral deviation matrices, we flatten the matrices into vectors, and transform the deviations from close-interval \([-\Delta, \Delta]\) to \([0, 1]\).

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} \left( X_i - (\psi \circ \phi)(X_i) \right)^2
\]

A. Dataset Description and Pre-processing

1) Insider Threat Scenarios: The dataset provides anomaly labels for five pre-defined threat scenarios. Among them, however, we evaluate our approach for the below scenarios, as we are particularly interested in user-based anomaly detection.

- User who did not previously use removable drives or work after hours begins logging in after hours, using a removable drive, and uploading data to Wikileaks.org.
- Leaves the organization shortly thereafter.
- User begins surfing job websites and soliciting employment from a competitor. Before leaving the company, they use a thumb drive (at markedly higher rates than their previous activity) to steal data.
- User begins surfing job websites and soliciting employment from a competitor. Before leaving the company, they use a thumb drive (at markedly higher rates than their previous activity) to steal data.
- User begins surfing job websites and soliciting employment from a competitor. Before leaving the company, they use a thumb drive (at markedly higher rates than their previous activity) to steal data.

2) Training Sets and Testing Sets: The dataset has two sub-datasets, namely, r6.1 and r6.2. Both r6.1 and r6.2 span from 2010-01-02 to 2011-05-31. Each subset contains one instance of each threat scenario; hence, there are four abnormal users in the four corresponding groups. We define their
groups by their organizational departments (i.e., the third-tier organizational unit) listed in the LDAP logs. There are in total 925 normal users in these four groups. Since the four threat scenarios occur in different times, we select the training sets and the testing sets for each scenario accordingly; yet, the detection metrics in terms of true positives (TPs), false positives (FPs), and false negatives (FNs) are put together into derivation of \( F \) scores. For each scenario, the training set includes the data from the first collection day until roughly one month before the date of the labeled anomalies, and the testing set includes the dates from then until roughly one month after the labeled anomalies. Take r6.1 Scenario 2 as example, since the anomalies span from 2011-01-07 to 2011-03-07, we build the training set from 2010-01-02 to 2010-11-30, and the testing set from 2010-12-01 to 2011-03-30. The window size (\( \omega \)) is set to 30 days.

3) **Behavioral Feature Extraction**: The dataset encloses a few types of logs, including device accesses, file accesses, HTTP accesses, email accesses, logon-and-logoffs, and LDAP. For presentation purpose, we only present the logs and features that are strongly related to this evaluation. For each log type, we split the log entries by user ID, and then for each user ID we extract a set of behavioral deviations \( \sigma_{f,t,d} \), each of which represents the number of instances of feature \( f \) during the time-frame \( t \) on the day \( d \). Feature weights \( w_{f,t,d} \) are applied.

1) **Device Accesses**: This category encloses the usage of thumb drives. Each log entry includes an activity (either connect or disconnect) and a host ID to where a thumb drive is connected. There are in total two deviation features in this category: (f1) connection, the number of connections and (f2) new-host-connection, the number of connections to a new host that the user never had connected to before day \( d \).

2) **File Accesses**: Each log entry in this category includes an activity (e.g., open, copy, write), a file ID, and a dataflow direction. There are in total seven features in this category: (f1) open-from-local, (f2) open-from-remote, (f3) write-to-local, (f4) write-to-remote, (f5) copy-from-local-to-remote, (f6) copy-from-remote-to-local, and (f7) new-op. The value of each feature is computed as the number of operation in terms of \((feature, file-ID)\) pair that the user never had conducted before day \( d \).

3) **HTTP Accesses**: Each log entry in this category includes an activity (e.g., visit, download, upload), a domain, and a filetype that is being downloaded or uploaded. We do not take visit and download into consideration, because these two are too chaotic to help with building behavioral profile. There are in total seven features in this category: (f1) upload-doc, (f2) upload-exe, (f3) upload-jpg, (f4) upload-pdf, (f5) upload-txt, (f6) upload-zip, and http-new-op, (f7). The value of each feature is computed as the number of operation in terms of \((feature, domain)\) pair that the user never had conducted before day \( d \).

Figure 4 depicts the behavioral deviation matrices of the abnormal user JPH1910. The upper two sub-figures are behavioral deviation in the device-access aspect (with two features), during working hours and off hours, respectively. The lower two sub-figures are behavioral deviation in the HTTP-access aspect (with seven features), during working hours and off hours, respectively. The star markers at the bottom indicate the labeled abnormal days; however, unlabeled days are not necessarily normal, as we observed identical events being both labeled and unlabeled. Behavioral deviations \( \sigma_{f,t,d} \) are in range \([-\Delta, \Delta] = [-3, 3]\). We can see in that JPH1910 has abnormal deviation pattern in the HTTP upload-doc (first row) feature starting from January. These deviations are caused by uploading "resume.doc" to several companies, and these events also cause noticeable deviation in the HTTP new-op feature (last row). Dark deviations have white tails, because sliding history window is applied (as they change mean and std that were used in deriving latter \( \sigma_{f,t,d} \)). The length of tails...
hence depends on the window size. For reference, Figure 5 depicts the group behavioral deviation in the HTTP aspect with two color scales.

B. Research Questions

ACOBE has a few different designs compared to prior work (e.g., [6], [8]), and we are interested in the following questions:

1) How does reconstructing multiple days help with detection of abnormal users in a large-scale organization?
2) How does including group deviations help?
3) How does splitting behavioral aspect help?

To answer these questions, we present r6.1 Scenario 2 in Figure 6. Each sub-figure depicts the trends of anomaly scores of 114 users in the department, to which JPH1910 belongs. The black line depicts the score trend of the abnormal user, and the grey lines depict the score trends of 113 normal users. The star markers at the bottom indicate the labeled abnormal days. Mean and standard deviation (std) are derived by all data points in each sub-figure. From Figure 6(a) and Figure 6(b), we can see that JPH1910 has higher anomaly scores on the dates when we observe the abnormal patterns shown in Figure 4.

1) Long-term vs. Single-Day Reconstruction: The reason why we prefer long-term reconstruction rather than single-day reconstruction is that, typical cyber threats (including insider threats) do not start and end within one single day. Single-day reconstruction cannot identify long-lasting threats that span multiple days. Figure 6(c) depicts the anomaly scores derived by a single-day reconstruction model, which is similar to ACOBE except that the features are normalized occurrences of activities (as it no longer has history window for derived behavioral deviations). We can see that, although there are abnormal raises on the labeled days, the score waveform of the abnormal user is not distinguishable from the waveforms of normal users. They all have peaks on weekdays and troughs on weekends, and the abnormal user does not have higher anomaly scores on any dates. In contrast, as shown in Figure 6(b), ACOBE with long-term reconstruction can demonstrate the score waveform of the abnormal user, and on some dates the anomaly score stands out on top of all users. The score gets higher as the abnormal behavior patterns continue to appear in the compound behavioral deviation matrix. The anomaly scores remain high and then decreases as the abnormal behavioral patterns gradually slide out of the matrix. Since the scores remain high as long as the patterns remain in the matrix, the length of plateau depends on the window size, whereas the skew depends on the length of the abnormal patterns.

2) With Group Deviations vs. Without Group Deviation: Figure 6(d) depicts the trends of anomaly scores of matrices without group deviations (the other configurations are the same as in ACOBE). We can see that although the score waveform of the abnormal user still seems alike and distinguishable as in Figure 6(b), this model is less ideal, despite that a good model should also be able to identify abnormal users without group deviations (that is, identifying abnormal users only by individual-user behaviors that deviate from the user’s history). A model without considering group deviations is less ideal, because it ignores the behavioral correlation between a user and the group; as a result, this model may overly emphasize self-deviating users, and thus mis-rank normal users before abnormal users (hence false positives). Moreover, from Figure 6(d) we can see that the average of anomaly scores is higher (which means reconstruction errors are higher), despite that the size of behavioral matrices is cut in half due to the absence of group deviations. In contrast, ACOBE’s encoder neurons take inputs not only from individual-user deviations but also from group deviations, and they are trained to find the correlations (as in weights and bias) among the inputs. With such correlations, ACOBE reduces not only the mis-rankings, but also the average of anomaly scores, meaning that group behavior indeed help with reducing reconstruction errors of normal behavioral matrices. In the following section we show that ACOBE outperforms the corresponding long-term model without group deviations (denoted as No-Group model).

3) An Ensemble of Autoencoders vs. One Autoencoder: The drawback of deploying just one autoencoder for all features is that, the model may be too sensitive to noise introduced by irrelevant features, despite that weights are already applied to features with the assumption that chaotic features are less critical. ACOBE suffers from the common limitation among all other anomaly detection methods: if a set of features cannot describe a cyber threat, ACOBE may not be able to identify cyber compromises. Figure 6(c) depicts the anomaly scores derived by all-in-one model. The included features are the same features in device-accesses, HTTP-accesses, and HTTP-accesses aspects; note that, configurations (including the weight function) for this model are identical to the one for ACOBE. This model is not ideal, because the waveform is not as outstanding as shown in Figure 6(a) considering the usage of thumb drives is critically abnormal under this scenario. Without emphasis on the device-accesses aspect, this model may wrongly report normal users that have slightly chaotic behaviors. A common approach to resolve the drawback is to deploy an ensemble of autoencoders that each takes responsibility in one aspect (related work includes [5]–[7], [25]). This approach gives each autoencoder only necessary features and thus reduces the unwanted noise. The drawback of deploying an ensemble of autoencoders, however, is the incapability of finding cross-aspect relationship, which is often domain-specific and less interesting. To work with multiple autoencoders, ACOBE checks the N-th highest rank of each user in every behavioral aspect.

C. Comparison with Prior Work

We compare our work with the deep autoencoder model proposed by Liu et al. [6], and we refer to their model to as the Baseline model. The differences between ACOBE and Baseline include the followings. First, for each user, Baseline builds four autoencoder for coarse-grained unweighted features from the numbers of activities (e.g., connect, write, download, logoff) in four aspects (i.e., device, file and HTTP, and logon), whereas ACOBE builds three autoencoders for fine-grained
weighted behavioral deviations that also include new-ops and file types. Second, Baseline reconstructs normalized features on individual days, whereas ACOBE reconstructs behavioral deviations across multiple days. Third, Baseline does not take group features into consideration, whereas ACOBE embeds group deviations into compound behavioral deviation matrices. Fourth, Baseline splits one day into 24 time-frames (i.e., 24 hours), whereas ACOBE splits one day into two (i.e., working hours and off hours); yet, the number of time-frames contribute negligible performance difference for this dataset.

From the discussions in the previous section, we anticipate that Baseline may not perform well due to the above differences. Figure 6(f) depicts the anomaly scores of users under r6.1 Scenario 2, and the scores of the abnormal user do not stand out on any dates. To have a fair comparison, we also build an alternative Baseline model that leverages our fine-grained features, and we refer to the new detection model as the Base-FF model. We implement Baseline and Base-FF with Tensorflow 2.0.0. Each fully connected layer is implemented with tensorflow.keras.layers.Dense activated by ReLU. The numbers of hidden units at each layer in the encoder are 512, 256, 128, and 64; the numbers of hidden units in the decoder are 64, 128, 256, and 512. Between layers, tensorflow.keras.layers.BatchNormalization is applied; it serves the purpose of optimizing training procedure [34]. To train the model, Adadelta optimizer is used in minimizing the Mean-Squared-Error (MSE) loss function.
where $TP$, $FP$, $TN$, and $FN$ denote the numbers of TP's, FPs, TNs, and FNs, respectively. These numbers are determined by the number of how many user investigations the security analysts can conduct. For example, say security analysts can investigate 1% of the users, and a user $U_i$ has its investigation priority ranked at less than 1%, then $U_i$ is considered to be abnormal and will be investigated. Say, $U_i$ is however normal, then $U_i$ is a FP case. Similarly, say $U_j$ has its priority ranked greater than 1% and thus is marked as normal while $U_j$ is indeed abnormal, then $U_j$ is a FN case.

\[
\begin{align*}
\text{TP Rate} &= \frac{TP}{TP + FN} \\
\text{FP Rate} &= \frac{FP}{FP + TN} \\
\text{Precision} &= \frac{TP}{TP + FP} \\
\text{Recall} &= \frac{TP}{TP + FN}
\end{align*}
\]

Previous work was evaluated by the area under Receiver Operating Characteristic (ROC) curve, where the X-axis represents the FP Rate, and the Y-axis represents the TP Rate. Figure 7(a) depicts the ROC curves of different models. The ROC curve is useful when security experts conduct orderly investigations upon ordered users, as the curve depicts the expected trade-offs between TP Rate and FP Rate throughout the investigation process. Basically, the larger the area under the curve, the better the anomaly detection approach is. Since we only have four positive (abnormal) cases, we only have four data points on each curve. Note that, if a FP and a TP has the same top $N$-th rank, the FP is listed before the TP to illustrate the worst-case investigation order. For reference purpose, we also include the models we have discussed in previous subsections in this comparison, namely, Excluding Group Deviations (No-Group), Single-Day Reconstruction (1-Day), and All-in-one Autoencoder (All-in-1).

In Figure 7(a) the curve of ACOBE is almost a right-angle line, and the areas under ROC curves (AUC) is 99.99%. There are in total 0, 1 FP (out of 925 normal users) listed before the 3rd and 4th TPs, respectively (that is, the users on top of the investigation list are [TP, TP, TP, TP, FP, TP, ...]; and recall that there are only four TPs). We can see that ACOBE outperforms Baseline (with AUC of 99.23%) and Base-FF (with AUC of 99.54%), as well as other sub-optimal configurations. Baseline has 1, 1, 17, and 18 FPs listed before its 1st, 2nd, 3rd, and 4th TPs, respectively. Base-FF has 1, 1, 10, and 10 FPs, respectively. If Baseline constantly provides results with 18/925 FP Rate, security analysts could be overwhelmed in conducting timely investigation depends on the scale of the organization.

However, the ROC metric is known to be misleading for imbalanced dataset [35], as it may represent overly optimistic results due to the significantly larger number of negative cases (that is, normal users). We thus also present the Precision-Recall curve in Figure 7(b) in which the X-axis represents the recall, and the Y-axis represents the precision. The importance of this curve includes that the calculations do not make use of the number of TNs, and thus the curve is concerned with only the correct prediction of the small number of positive cases. Based on the Precision-Recall curve in Figure 7(b) we can differentiate ACOBE from Baseline and Base-FF by a large margin. For reference, while ACOBE's works with $N = 3$, we also plot the curves of alternative ACOBE's that work with $N = 2$ and $N = 1$ in Figure 7(c).

Based on the above, we conclude that ACOBE outperforms the Baseline model by a large margin in terms of the Precision-Recall metric. ACOBE achieves higher area under the Precision-Recall curve, meaning that ACOBE is more effective in correctly ranking abnormal users before normal users. Hence ACOBE is more accurate in providing an effective investigation list.

VI. CASE STUDIES UPON REAL DATA

We applied ACOBE to a real-world enterprise dataset.

A. Dataset Engineering

**Ethics**: It is important to note that our enterprise set is anonymized where possible privacy concerns are carefully addressed. All identifiable and personal information (e.g., user names/IDs and email addresses) are replaced with securely hashed pseudo information before use.

We gathered a set of audit logs that spans seven months. Audit logs were generated on Windows servers and web proxies, and they were gathered through the ELK stack [36]; note that, we do not have audit logs from endpoints (e.g., laptops and mobiles). Our Windows servers provide logs of the following audit categories: Windows-Event auditing (for application, security, setup, and system events), PowerShell auditing (Microsoft-Windows-PowerShell/Operational), System Monitor auditing (Microsoft-Windows-Sysmon/Operational), and DNS-query logs. To reduce daily log size, we discard events of noisy and redundant event types, including Process Access (event ID: 10). Web proxies provide its native system and service logs (including syslog and DHCP logs) and informative proxy logs (where each entry includes user, source, destination, resources, and various types of security verdicts).

For presentation purpose, we present only employee accounts (say, *alice* is an employee account), but employee accounts are integrated with (have activities from) computer accounts (e.g., *alice$*), email accounts (e.g., *alice@enterprise.com*), and domain accounts (e.g., *ENT\alice*, *ENT\alice$*, and *ENT\alice@enterprise.com*). Note that, we exclude service accounts (e.g., *httpd*), and privileged accounts (e.g., admin accounts) from this case study, because they are not real users (e.g., they do not edit Word documents, check emails, or surf web pages). These accounts are used occasionally only for particularly privileged operations, and thus they do not demonstrate habitual patterns like human. By doing so, we have 246 employees in this dataset.

By applying Sigma signatures [37], we summarize that there were no attacks in the gathered audit logs. To work with this dataset, we launched the following two attacks in the same environment under control, and we embed the aftermath attack logs into our enterprise dataset. We embed the attack logs into
the log of a specific user on specific days, whereas the logs of the other users and the other days are intact.

- **Zeus Botnet**: Malicious activities include downloading Zeus from a downloader app, deleting this downloader app, and modifying registry values. Our Zeus bot also made queries to non-existing domains that were generated by newGOZ (a domain generation algorithm found in Gameover Zeus and Peer-to-Peer Zeus [38], [39]).
- **Ransomware**: We use the WannaCry samples available in Malware DB [40]. Malicious activities include modifying registry values and encrypting files.

### B. Behavioral Feature Engineering

We design a set of behavioral features for ACOBE to work with this real-world dataset. However, note that we want to emphasize only that “ACOBE can be applied to real audit logs in practice”, but not that “we have fairly working features”. It is hard to craft good behavioral features by hand for a complex dataset, and we are aware that our feature design is not perfect. For presentation purpose, we split our features into the following two categories; for simplicity, we only present the features that are strongly related to this case study.

1) **Predictable Behavioral Aspects**: Predictable aspects are aspects where dependency or causality exists among consecutive events, so that we may predict upcoming events based on a sequence of events. For example, we may predict that a user will read a particular file after gaining a particular file-access permission, or that a user will execute a particular command after another process (e.g., `dir` followed by `ls`). To measure how an event sequence deviates from a user’s habitual pattern with predictable context, we can leverage deep-learning based anomaly detection model for discrete events (e.g., DeepLog [41]). In this case study, we present two (out of four) predictable aspects for this dataset: **File** accesses such as file-handle operations, file shares, and Sysmon file-related events (event IDs: 2, 11, 4656, 4658-4663, 4670, 5140-5145), and **Command** executions such as process creation and PowerShell execution (1, 4100-4104, 4688). For simplicity, we present only the following three features for the **File** behavioral aspect and for the **Command** behavioral aspect.

- **f1**: the number of events during a period
- **f2**: the number of unique events during a period
- **f3**: the number of new events during a period

2) **Statistical Behavioral Aspects**: Statistical aspects are aspects where we cannot predict upcoming events, or aspects that have better solutions for extracting deviation than prediction. To measure behavioral deviation without predictable context, Siadati et. al [42] leverage features that describe statistically structural pattern in an large-scale enterprise. With observation that each employee has structural access from enterprise account to network resources (e.g., workday portal, cloud drive, social media), we present one (out of two) statistical behavioral aspect: **HTTP** traffic. For simplicity, we present only the following four features.

- **f1**: # of successful requests during a period \( P \)
- **f2**: # of successful requests to a new domain during \( P \)
- **f3**: # of failure requests during \( P \)
- **f4**: # of failure requests to a new domain during \( P \)
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C. Detection Results

We showcase how malicious activities impact the victim’s behavioral matrix and anomaly scores (with \( N = 3 \)) in the two cyber attack scenarios. We have 246 employees, and one of which is under the aforementioned two attacks on Feb 2nd. We have in total 27 behavioral features, 16 of which from four behavioral aspects (namely, File, Command, Config, and Resource) and 11 from statistical aspects (namely HTTP and Logon). The window size for our compound behavioral deviation matrix is two weeks (14 days). This dataset spans seven months, including six months of training set and one month of testing set.

Figure 8(a) and Figure 8(b) depict the victim’s partial compound behavioral deviation matrices. In both attack scenarios, we see positive deviations in the Command aspect. These deviation are caused by the newly observed executions of the malware programs. Such executions increase the number of events (i.e., \( f_1 \) increases), the number of unique events (i.e., \( f_2 \) increases), and the number of new events (i.e., \( f_3 \) increases). Since the victim barely has any activities in the Command aspect, such deviations are significant (hence, they are dark). Though not shown in this paper, we see the same positive deviation in the Config aspect, as two attacks both modified registry values shortly after being triggered. In the ransomware scenario, deviations in the File aspect are caused by newly observed read, write, and delete operations conducted by the malware (note that, these operations are no longer new after one day). In the botnet scenario, deviations in the HTTP aspect are caused by successful connections to the C&C server and failure connections to the newGOZ domains.

Figure 8(c) and Figure 8(d) further show examples of how each aspect affects the anomaly scores; one aspect is considered per each subfigure. We see that the waveforms have significant rises after the attack day (i.e., Feb 2nd). Considering all aspects together, our victim is ranked at 1st place in ACOBE’s investigation list from Feb 3rd to Feb 15th with both ransomware and botnet malware. Security analysts can easily find the attacks if periodic investigation is enforced. In addition, we observe the followings: First, normal users together demonstrate a main stream of score trends. We can see that normal users have rises in Command and drops in HTTP on Jan 26th due to a environmental change. This again indicates that it is important to examine behavioral correlation between an individual and its group. Second, although the attack day is on Feb 2nd, the waveforms of File and HTTP do not demonstrate immediate and significant rise for our victim. This indicates that the widely used single-day detection methodology may not be able to identify the attacks. In contrast, with long-term deviation pattern embedded in behavioral matrices, the waveforms rise after the attack day. Based on the above, we argue that long-term signals and group correlations are very effective in signaling abnormal users.

VII. DISCUSSION AND FUTURE WORK

A. Concerns for Feature Extraction

The features we use in autoencoders are the behavioral deviations from individual users and from their groups; however, feature selection is beyond the scope of this paper, as the selection is domain-specific. There is no best way to extract features that can cover all domains, and hence ACOBE suffers from the common limitation among anomaly detection methods: if a set of behaviors cannot imply a cyber threat, ACOBE may not be able to identify the compromise. To help analysts better deploy ACOBE, we list two concerns that should be examined beforehand. First, “what behaviors should be included in features for a particular domain?” Our future work includes an advanced detection critic based on compound behaviors. Nevertheless, our future work includes an advanced detection critic, which considers more factors other than just ranks. Other factors include, but not limited to, the followings. First, feature selection is beyond the scope of this paper. Second, assuming periodical inspection is intact. Incorporating matrices of different window sizes is one of our future work.

B. A More Flexible Detection Critic

The anomaly detection critic in ACOBE is simple: it ranks users in each aspect, and then it check the \( N \)-th highest rank of each user. We do not incorporate a fancy critic, as we only want to showcase the fundamental idea: an autoencoder-based anomaly-detection approach based on compound behaviors. Nevertheless, our future work includes an advanced detection critic, which considers more factors other than just ranks. Other factors include, but not limited to, the followings. First, from Figure 6, we can see that the anomaly score raises significantly once abnormal activities happen; hence, one factor can be “whether the anomaly score has an unusual spike”. Second, assuming periodical inspection is intact and hence recent anomalies are more interesting, then another factor can be “whether the abnormal raise is recent”. Third, different anomalies may demonstrate different characteristics on the anomaly score; for example, normal behavior change, such as a user \( U_i \) has just begun working on a new project, could be a bursting raise with long-lasting but smooth decrease, whereas a cyber attack may not show the decrease but chaotic signals, as the malicious behaviors may not be consistent over time. Hence, another factor can be “whether the abnormal raise demonstrate a particular waveform”. These additional factors could be useful in anomaly detection judgement, and we plan to study waveform characteristics in the future.
VIII. CONCLUSION

The fundamental limitation of the widely-used anomaly-detection methodology, which leverages reconstructions of single-day and individual-user behaviors, is that it overlooks the importance of long-term cyber threats and behavioral correlation within a group, and hence it suffers from large number of false positives. To this end, we propose a behavioral representation which we refer to as a compound behavioral deviation matrix. It encloses long-term deviations and group deviations. Having such matrices, we then propose ACOBE, an autoencoder-based anomaly detection for compromises. Our evaluation and case studies show that, ACOBE not only outperforms prior related work by a large margin in terms of precision and recall, but also is applicable in practice for discovery of realistic cyber threats.
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