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Abstract

In this paper, we construct a bound copula, which can reach both Frechet’s lower and upper bounds for perfect positive and negative dependence cases. Since it covers a wide range of dependency and simple for computational purposes, it can be very useful. We then develop a new perturbed copula using the lower and upper bounds of Frechet copula and show that it satisfies all properties of a copula. In some cases, it is very difficult to get results such as distribution functions and the expected values in explicit form by using copulas such as Archmedes, Guassian, t-copula. Thus, we can use these new copulas. For both copulas, we derive the strength of measures of the dependency such as Spearman’s rho, Kendall’s tau, Blomqvist’s beta and Gini’s gamma, and the coefficients of the tail dependency. As an application, we use the bound copula to analyze the dependency between two service times to evaluate the mean waiting time and the mean service time when customers launch two replicas of each task on two parallel servers using the cancel-on-finish policy. We assume that the inter-arrival time is exponential and the service time is general.
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1 Introduction

There are several methods for constructing copulas in the literature, for example, see [1], [2], and [3]. Moreover, in their books [4] and [5], the authors studied copulas, constructions and applications. Examples of methods of constructions include the inversion method, geometric method, algebraic method among others.

After a literature review, we realized that it is of interest to construct copulas which are simple in nature such that we can find the distribution function and the expected value of joint behavior of two dependent components in explicit form. Constructing new copulas are also necessary for varieties of applications with data of different natures.

We know that some copulas such as FGM, Ali-Mikael-Haq, Gaussian copula have weak dependency in both (upper and lower) tails. Frank copula allows a wide range of dependency with weak dependency.
in both tails. Clayton copula has a strong lower tail dependency and a weak upper tail dependency whereas Gumbel copula has a weak lower tail dependency and a strong upper tail dependency. Thus, in the existing copulas, we cannot find a copula which satisfies Frechet bounds for perfect positive and negative dependence case and a strong dependence in both tails. The bound copula constructed in this paper satisfies all required properties. It is suitable to analyze strong dependence in the tails. Since it covers a wide range of dependency, the bound copula can be applied in all types of dependency. We also derive the measures of dependency such as Spearman’s rho, Kendall’s tau, Blomqvist’s beta and Gini’s gamma and the tail dependency for the both copulas. Charpentier [6] derived the tail distribution and dependence measures.

Next, we present another new perturbation of bivariate copula in terms of its lower and upper Frechet bounds. In this area, Komornik, Komornikova and Kalicka published a paper, [7], studying perturbations of copulas, and Fernandez-Sanchez and Ubeda-Flores published a paper, [8], for perturbations of the product copula. Our construction is to use Frechet lower and upper bounds, which, we believe, is new and useful. Sometimes a minor perturbation of copula fits to real data better than the original copula. So, we need to change the copula accordingly by using its functions or relations. This idea has motivated us to construct this new perturbed copula and investigate measures of dependency and tail dependencies. The difference between the Frechet bounds of any copula is not a copula, but we prove that if we add the difference of Frechet bounds of any copula to this copula, it will satisfy all properties of a copula.

For application of the new constructed bound copula, we analyze the dependency between two parallel service times when two replicas of each task, we launched are on two parallel dependent servers and evaluate the mean waiting time and the mean service time. In many situations, when one server is faster (or slower), it motivates the other server to be faster (or slower) as well. This is a positive dependence between the servers. In some other situations, if one server is working at a relaxed pace, the other server has to work faster to balance the load, which is an example of a negative dependence between the servers. As the bound copula is simple to use and feasible to analyze all types (weak to strong) of dependency, it is a favourable choice to apply. We assume that the inter-arrival time of tasks is exponential and two different service times for a task, namely, the shifted exponential, and the hypo-exponential distribution are considered.

In queueing applications, dependency between two components often exist. Patil and Naik-Nimbalkar [9] and Turner [10] considered the dependency between the waiting time and the queue length. Behazad and Rad [11] discussed the dependence between two waiting times when customers arrive to two different queues simultaneously. Muller [12] discussed the dependency between inter-arrival and service times. In other related papers, Lee and Wang [13] derived waiting time probabilities in the $M/G/1+M$ queue. Raaijmakers, Albrecher, and Boxma [14] studied a single server queue with mixing dependencies. Kumar [15] derived probability distributions and estimations of Ali-Mikhail-Haq copula.

The rest of the paper is organized as follows: In Section 2, we construct two new copulas, the bound copula and a perturbed copula, and investigate measures of dependency and the tail dependencies. In Section 3, the dependence between two service times is analyzed which includes the waiting time and service time analysis in Section 3.1 and the dependence between two service times using the bound copula in Section 3.2 and Conclusions are made in Section 4.
2 Construction of new copulas

In this section, we present two new copulas for the literature, which are the bound copula and a perturbed copula, and derive their measures of dependency and the tail dependencies. In some cases, the existing copulas such as Archemedes (Gumbel, Clayton, Frank, Ali-Mikheil-Haq), Gaussian and t copulas are not simple in computational point of view. Thus, it is comparatively easier to find the distribution functions and the expected values of joint and conditional behavior of two components in explicit form using these new copulas.

2.1 Bound copula

For any bivariate copula \( C(u,v) \), the inequality, \([1]\), \( \max(u + v - 1, 0) \leq C(u,v) \leq \min(u,v) \) holds, where \( \max(u + v - 1, 0) \) and \( \min(u,v) \) are the Frechet lower and upper bounds, respectively. For a bivariate copula, both bounds are also copulas. The lower bound \( \max(u + v - 1, 0) \) corresponds to the case of perfect negative dependence whereas the upper bound \( \min(u,v) \) corresponds to the case of perfect positive dependence.

We realize that many copulas from the literature such as FGM, Ali-Mikael-Haq, Clayton, Gumbel, Frank, Guassian, t do not reach \( \min(u,v) \) for perfect positive dependence and \( \max(u + v - 1, 0) \) for perfect negative dependence, which show strong dependence in both lower and upper tails. So, there is a need to construct a copula, which satisfies Frechet lower and upper bounds for any strength of dependency, i.e. for \( \theta \in [-1, 1] \). Moreover, we do not have any copula similar to this copula in the literature.

**Theorem 2.1** The bivariate expression \( C(u,v) = (1 - \theta^2)uv + \frac{\theta}{4}(1 + \theta)^2 \min(u,v) - (1 - \theta)^2 \max(u + v - 1, 0) \) defines a copula, which is a Frechet upper bound when \( \theta = 1 \) and a Frechet lower bound when \( \theta = -1 \). Moreover, when \( \theta = 0 \), the resulting copula corresponds to the independent case. This copula is referred to as the bound copula.

**Proof.** A proof is given in appendix.

2.1.1 Dependence properties of the bound copula

In this section, we derive the strength of dependency of the copula such as Spearman’s rho, Kendall’s tau, Blomqvist’s beta, and Gini’s gamma.

**Theorem 2.2** The measures of dependency: Spearman’s rho, Blomqvist’s beta and the Gini’s gamma of copula \( C(u,v) = (1 - \theta^2)uv + \frac{\theta}{4}(1 + \theta)^2 \min(u,v) - (1 - \theta)^2 \max(u + v - 1, 0) \) are \( \frac{\theta(\theta^2 + 1)}{2} \) and the Kendall’s tau is \( \frac{\theta(8 - 3\theta + 12\theta^2 + 6\theta^3 + 4\theta^4 - 3\theta^5)}{24} \).

**Proof.** A proof is given in appendix.
2.1.2 Tail dependence of bound copula

In this subsection, we derive the coefficient of the upper and the lower tail dependence for the bound copula:

\[ C(u, v) = (1 - \theta^2)uv + \theta \left[ (1 + \theta)^2 \min(u, v) - (1 - \theta)^2 \max(u + v - 1, 0) \right]. \]

**Theorem 2.3** The coefficient of the lower tail and the upper tail dependence of bound copula are both equal to \( \frac{\theta (1 + \theta)^2}{4} \).

**Proof.** A proof is given in appendix.

\[ \square \]

2.2 A perturbed copula

In this sub-section, we construct a new class of perturbation of copula in terms of its lower and upper Frechet bounds and investigate the effects of perturbation of this bivariate copula on several measures of dependency (Spearman’s rho, Kendall’s tau, Blomqvist’s beta, Gini’s gamma) and the coefficient of the lower and the upper tail dependencies. When we use copula to a real data, to analyze the dependency, the copula must fit to the data. So, when any particular copula does not fit to real data, we can change it by using this copula accordingly to fit the data. In some cases, a minor perturbation of copula fits the data better that the original copula. It has been demonstrated that the three measures of dependencies (Spearman’s rho, Blomqvist’s beta and Gini’s gamma) of the perturbed copula depend on the parameter \( \alpha \). Moreover, we have shown that the coefficient of the lower and upper tail dependency is proportional to the perturbation parameter \( \alpha \in [0, 1] \).

2.2.1 The difference between upper and lower bounds

We derive the difference between the two bounds which is given in the following proposition:

**Proposition 2.1** The difference between the upper bound and the lower bound is one of \( u, v, 1-u, 1-v \). That is,

\[ M(u, v) - W(u, v) = \begin{cases} u, & \text{if } u \leq v, \ u + v \leq 1 \\ 1 - v, & \text{if } u \leq v, \ u + v > 1 \\ v, & \text{if } u > v, \ u + v \leq 1 \\ 1 - u, & \text{if } u > v, \ u + v > 1 \end{cases} \] (2.1)

**Proof.** A proof is given in the appendix.

\[ \square \]

2.2.2 Perturbation of copula

We investigate a new copula which is obtained by the perturbation of a copula. Let \( C(u, v) \) be a bivariate copula. We consider a new copula \( C_\alpha(u, v) = C(u, v) + F_\alpha(u, v) \), referred to as the perturbed copula of \( C(u, v) \), where \( F_\alpha(u, v) : [0, 1]^2 \to R \) is a continuous function and defined by

\[ F_\alpha(u, v) = \frac{\alpha}{2} [M(u, v) - W(u, v)] \] (2.2)
with $M(u,v)$ and $W(u,v)$ being the upper and lower Frechet bounds of the copula $C(u,v)$, $\alpha \in [0,1]$. The function $F_\alpha$ is called a perturbation factor.

**Theorem 2.4** Let $C(u,v)$ be any bivariate copula, defined by $C : [0,1]^2 \to [0,1]$. Then, a perturbed copula defined by $C_\alpha(u,v) = C(u,v) + F_\alpha(u,v)$ referred to as associated with $C(u,v)$, is a copula, where $\alpha \in [0,1]$.

**Proof.** A proof is given in appendix.

**2.2.3 Dependence properties of perturbed copula**

Now, we derive four measures of dependency, Spearman’s rho, Kendall’s tau, Blomqvist’s beta and Gini’s gamma of the perturbed copula:

$$C_\alpha(u,v) = C(u,v) + \frac{\alpha}{2} \left[M(u,v) - W(u,v)\right].$$

**Theorem 2.5** The measures of dependency: Spearman’s rho, Blomqvist’s beta and the Gini’s gamma of the perturbed copula

$$C_\alpha(u,v) = C(u,v) + \frac{\alpha}{2} \left[M(u,v) - W(u,v)\right],$$

are given by $\rho(C) + \alpha$, $\beta(C) + \alpha$, $\gamma(C) + \alpha$, and the Kendall’s tau is $\tau(C) + 2\alpha \int_0^1 \int_0^1 \left[M(u,v) - W(u,v)\right] \frac{\partial^2 C}{\partial u \partial v} dudv$.

**Proof.** A proof is given in appendix.

**2.2.4 Examples**

In this sub-section, we provide examples of some copulas to define the measures of dependency for the perturbed copula.

**For the product copula**

As the measures of dependency for the product copula $C(u,v) = uv$, is 0, the measures of dependency for the perturbed copula $C_\alpha(u,v) = uv + \frac{\alpha}{2} \left[\min(u,v) - \max(u+v-1,0)\right]$ are given by

$$\rho(C_\alpha) = \alpha, \quad \tau(C_\alpha) = 2\alpha \int_0^1 \int_0^1 \left[M(u,v) - W(u,v)\right] \frac{\partial^2 C}{\partial u \partial v} dudv,$$

$$\gamma(C_\alpha) = \alpha, \quad \text{and} \quad \beta(C_\alpha) = \alpha.$$

**For the FGM copula**

The measures of dependency for the FGM copula $C(u,v) = uv + \theta uv(1-u)(1-v)$, are given by

$$\rho(C) = \frac{\theta}{3}, \quad \tau(C) = \frac{2\theta}{9}, \quad \beta(C) = \frac{\theta}{4}, \quad \text{and} \quad \gamma(C) = \frac{4\theta}{15}.$$
So, the four measures of dependency for the perturbed copula \( C_\alpha(u, v) = uv + \frac{\alpha}{2} \left[ \min(u, v) - \max(u + v - 1, 0) \right] \) are given by

\[
\begin{align*}
\rho(C_\alpha) &= \frac{\theta}{3} + \alpha, \\
\tau(C_\alpha) &= \frac{2\theta}{9} + 2\alpha \int_0^1 \int_0^1 \left[ M(u, v) - W(u, v) \right] \frac{\partial^2 C}{\partial u \partial v} dudv, \\
\beta(C_\alpha) &= \frac{\theta}{4} + \alpha, \\
\gamma(C_\alpha) &= \frac{4\theta}{15} + \alpha.
\end{align*}
\]

For the Bound copula

By using measures of dependencies of bound copula derived in theorem 2.2, the measures of dependency of perturbed copula are given by

\[
\begin{align*}
\rho(C_\alpha) &= \frac{\theta}{3} + \alpha, \\
\tau(C_\alpha) &= \frac{2\theta}{9} + 2\alpha \int_0^1 \int_0^1 \left[ M(u, v) - W(u, v) \right] \frac{\partial^2 C}{\partial u \partial v} dudv, \\
\beta(C_\alpha) &= \frac{\theta}{4} + \alpha, \\
\gamma(C_\alpha) &= \frac{4\theta}{15} + \alpha.
\end{align*}
\]

2.2.5 Tail dependence of perturbed copula

In this sub-section, we derive the coefficient of the upper and the lower tail dependency of the perturbed copula:

\[
C_\alpha(u, v) = C(u, v) + \frac{\alpha}{2} \left[ M(u, v) - W(u, v) \right].
\]

**Theorem 2.6** The coefficients of the lower and the upper tail dependence of the perturbed copula \( C_\alpha(u, v) = C(u, v) + \frac{\alpha}{2} \left[ \min(u, v) - \max(u + v - 1, 0) \right] \) are given by \( \lambda_L^C = \lambda_L^C + \frac{\alpha}{2} \) and \( \lambda_U^C = \lambda_U^C + \frac{\alpha}{2} \), respectively.

**Proof.** A proof is given in appendix.

3 Dependency between two service times

In this section, we consider two parallel queues with two dependent servers where two replicas of each task are launched with cancel-on-finish policy. Then, we analyze and evaluate the mean waiting time and the mean service time of a task. To reduce the waiting time, any task can try in more than one queue. One method to reduce the waiting time is the use of redundancy. Running a task on multiple machines and waiting for the earliest copy to finish can reduce the waiting time \[16\].

3.1 Waiting time and service time analysis

Joshi, Soljanin and Wornell \[17\] analyzed the expected latency with the full replication and they used two policies, cancel on finish and cancel on start. Here, we consider the process with cancel on finish only because we can deal the dependence between service times using this policy. For cancel on start
policy, it is difficult to use copula to analyze the dependency between the service times. We consider two parallel queues with two parallel servers and deal with the situation where the servers are dependent.

With the cancel-on-finish policy, when any copy of the task has been served, the other copy is canceled and removed from the system immediately, or upon the service completion of any copy of the task, the other copy will be abandoned from the system immediately. The mean waiting time is the expected waiting time in the two queues, and the mean service time is defined as the expected total time spent by both servers on both replicas, since the service resources of the both servers have been allowed to the task.

**Lemma 3.1** If we launch two copies for each task using the cancel-on-finish policy, the waiting time is equivalent in distribution to that of an $M/G/1$ queue with service time; $S_{1:2} = \min(S_1, S_2)$, where $S_i = \text{Service time of server } i, i=1,2$. That is, the expected waiting time and the expected service time are given by

$$E(W) = E[W^{M/G/1}] = \frac{\lambda E(S^2_{1:2})}{2(1 - \lambda E(S_{1:2}))}, \text{ and } E(S) = 2E(S_{1:2}),$$

respectively where $\lambda$ is the arrival rate of the task.

**Proof.** A proof is given in the paper [17].

\[\square\]

### 3.2 Dependency between service times using the bound copula

In many applications, servers are working independently, for example, in manufacturing, the speed of a machine is, in general, fixed and independent of other machines. However, in some other cases, service times can be dependent. For example, if servers are intelligent (say human being), peer’s pressure can cause its service pair dependent. Even when servers are not human-being, competitions between different service providers can make service times non-independent. One server’s pace motivates other servers to be slower or faster. If one server works at a relaxed pace, then other servers also work at a relaxed pace (slow) which is a positive dependence. If one server works at a relaxed pace, other servers increase their pace to maintain the system output which is a negative dependence between the servers. So, it is interesting to deal with the situation in which servers can be dependent on each other. To analyze dependency between the servers, we use the bound copula. For this method, we consider that the service times are shifted exponential and hypo exponential distributions, respectively.

#### 3.2.1 Service time is shifted exponential

In this subsection, we estimate the mean waiting time and the mean service time for dependent service time and assume that the service time is shifted exponential distribution.

**Definition 3.1** A continuous random variable $X$ is said to have the shifted exponential distribution with parameters $(\mu, \delta)$ if it has probability density function:

$$f(x) = \begin{cases} \mu e^{-\mu(x-\delta)}, & \text{if } x \geq \delta \\ 0, & \text{if otherwise} \end{cases} \tag{3.1}$$

Taking $\delta = 0$ gives the pdf of the exponential distribution function. The cumulative distribution function (CDF) of $X$ is given by $F_X(x) = 1 - e^{-\mu(x-\delta)}$, where $x \geq \delta$. Let the arrival rate be $\lambda$, and the
service times $S_1$ and $S_2$ be shifted exponential with parameters $(\mu, \lambda)$. Then, the probability density function of service times $S_i$, $i=1, 2$ is given by (3.1).

3.2.1.1 Estimating $E(W)$ and $E(S)$ for dependent service times

When two replicas of each task are launched to the two servers by the cancel-on-finish policy, we have from lemma (3.1) that

$$E(W) = E[W^{M/G/1}] = \frac{\lambda E(S_{1:2}^2)}{2[1 - \lambda E(S_{1:2})]},$$

and $E(S) = 2E(S_{1:2})$, where $S_{1:2} = \min(S_1, S_2)$. Now,

$$P(S_{1:2} > x) = P(\min(S_1, S_2) > x) = P(S_1 > x, S_2 > x).$$

Case(i) If the service times $S_1$ and $S_2$ are independent,

$$P(S_{1:2} > x) = P(S_1 > x, S_2 > x) = P(S_1 > x)(S_2 > x) = e^{-\mu(x-\delta)}e^{-\mu(x-\delta)} = e^{-2\mu(x-\delta)}.$$ 

So, probability distribution function of $S_{1:2}$ is given by,

$$P(S_{1:2} \leq x) = F_{S_{1:2}}(x) = 1 - e^{-2\mu(x-\delta)},$$

and its probability density function is given by

$$f_{S_{1:2}}(x) = 2\mu e^{-2\mu(x-\delta)}, x \geq \delta.$$ 

Now,

$$E(S_{1:2}) = \int_{\delta}^{\infty} x f_{S_{1:2}}(x) dx = \int_{\delta}^{\infty} 2\mu x e^{-2\mu(x-\delta)} dx = \delta + \frac{1}{2\mu},$$

and

$$E(S_{1:2}^2) = \int_{\delta}^{\infty} x^2 f_{S_{1:2}}(x) dx = \int_{\delta}^{\infty} 2\mu x^2 e^{-2\mu(x-\delta)} dx = \delta^2 + \frac{\delta}{\mu} + \frac{1}{2\mu^2}.$$ 

Thus, $E(W) = E[W^{M/G/1}] = \frac{\lambda E(S_{1:2}^2)}{2(1 - \lambda E(S_{1:2}))} = \frac{\lambda(\delta^2 + \frac{\delta}{\mu} + \frac{1}{2\mu^2})}{2[1 - \lambda(\delta + \frac{1}{2\mu})]}.$

Then, the mean service time is given by

$$E(S) = 2E(S_{1:2}) = 2\left(\delta + \frac{1}{2\mu}\right) = 2\delta + \frac{1}{\mu}.$$ 

Example:

If we choose $\lambda = 0.25$, $\mu = 0.5$, $\rho = \frac{\lambda}{\mu} = 0.5$ and $\delta = 1$, we get, $E(W) = 1.25$ and $E(S) = 4$.

Case(ii) For service times $S_1$ and $S_2$ are dependent, consider $P(S_{1:2} > x) = P(S_1 > x, S_2 > x)$. Let $u = F_{S_1}(x) = 1 - e^{-\mu(x-\delta)}$ and $v = F_{S_2}(x) = 1 - e^{-\mu(x-\delta)}$. Copulas are used to describe the dependence between the two service times $S_1$ and $S_2$ and we use Bound copula, which is defined as
\[ C(u, v) = (1 - \theta^2)uv + \frac{\theta}{4} \left[ (1 + \theta)^2 \min(u, v) - (1 - \theta)^2 \max(u + v - 1, 0) \right], \] where \( \theta \in [-1, 1] \) is a dependence parameter.

Now, the joint survival function of \( S_1 \) and \( S_2 \) is given by
\[ P(S_{1:2} > x) = P(S_1 > x, S_2 > x) = C(1 - u, 1 - v) = 1 - u - v + C(u, v) \]
Then, for \( u + v \geq 1 \), the distribution function of \( S_{1:2} = \min(S_1, S_2) \) is given by
\[ F_{S_{1:2}}(x) = 2 - 2e^{-\mu(x-\delta)} - (1 - \theta^2) \left[ 1 - 2e^{-\mu(x-\delta)} + e^{-2\mu(x-\delta)} \right] - \frac{\theta}{4} \left[ (1 + \theta)^2 (1 - e^{-\mu(x-\delta)}) - (1 - \theta)^2 (1 - e^{-\mu(x-\delta)} + 1 - e^{-\mu(x-\delta)} - 1) \right]. \]
and the density function of \( S_{1:2}(x) \) is given by
\[ f_{S_{1:2}}(x) = 2\mu e^{-\mu(x-\delta)} - (1 - \theta^2) \left[ 2\mu e^{-\mu(x-\delta)} - 2\mu e^{-2\mu(x-\delta)} \right] - \frac{\theta}{4} \left[ (1 + \theta)^2 \mu e^{-\mu(x-\delta)} \right] + \frac{\theta}{4} \left[ (1 - \theta)^2 2\mu e^{-\mu(x-\delta)} \right]. \]
Then, the mean of \( S_{1:2} \) is given by
\[ E(S_{1:2}) = \int_0^\infty x f_{S_{1:2}}(x) dx \]
\[ E(S_{1:2}) = 2\mu \left( \frac{\delta}{\mu} + \frac{1}{\mu^2} \right) - (1 - \theta^2) \left[ 2\mu \left( \frac{\delta}{\mu} + \frac{1}{\mu^2} \right) - 2\mu \left( \frac{\delta}{2\mu} + \frac{1}{4\mu^2} \right) \right] - \frac{\theta}{4}(1 + \theta)^2 \mu \left( \frac{\delta}{\mu} + \frac{1}{\mu^2} \right) + \frac{\theta}{4}(1 - \theta)^2 2\mu \left( \frac{\delta}{\mu} + \frac{1}{\mu^2} \right), \] and
\[ E(S_{1:2}^2) = \int_0^\infty x^2 f_{S_{1:2}}(x) dx \]
\[ E(S_{1:2}^2) = 2\mu \left( \frac{\delta^2}{\mu} + \frac{2\delta}{\mu^2} + \frac{2}{\mu^3} \right) - (1 - \theta^2) \left[ 2\mu \left( \frac{\delta^2}{\mu} + \frac{2\delta}{\mu^2} + \frac{2}{\mu^3} \right) - 2\mu \left( \frac{\delta^2}{2\mu} + \frac{2\delta}{4\mu^2} + \frac{2}{8\mu^3} \right) \right] - \frac{\theta}{4}(1 + \theta)^2 \mu \left( \frac{\delta^2}{\mu} + \frac{2\delta}{\mu^2} + \frac{2}{\mu^3} \right) + \frac{\theta}{4}(1 - \theta)^2 2\mu \left( \frac{\delta^2}{\mu} + \frac{2\delta}{\mu^2} + \frac{2}{\mu^3} \right). \]

**Example:**
Using \( \delta = 1 \) and \( \mu = 0.5 \), we have after calculations,
\[ E(S_{1:2}) = 2 + 0.75\theta - 0.5\theta^2 + 0.75\theta^3 \] and \[ E(S_{1:2}^2) = 5 + 3.25\theta + 1.5\theta^2 + 3.25\theta^3. \]
Therefore, the values of \( E(W) \) and \( E(S) \) are given by
\[ E(W) = \frac{\lambda E(S_{1:2}^2)}{2(1 - \lambda E(S_{1:2}))} = \frac{1.25 + 0.8125\theta + 0.375\theta^2 + 0.8125\theta^3}{1 - 0.375\theta + 0.25\theta^2 - 0.375\theta^3} \] and
\[ E(S) = 2E(S_{1:2}) = 4 + 1.5\theta - \theta^2 + 1.5\theta^3. \]
The values of \( E(W) \) and \( E(S) \) for positive and negative measures of dependency (\( \theta \)) are shown in tables (2) and (3). The line graphs of \( E(W) \) and \( E(S) \) corresponding to positive and negative dependence are shown in figure 2.

We observe that, for increasing positive dependency, the values of \( E(W) \) and \( E(S) \) also increase while for increasing negative dependency (decreasing value of \( \theta \)), the values of \( E(W) \) and \( E(S) \) decrease.
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$\theta$ & 0 & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 \\
\hline
E(W) & 1.25 & 1.38 & 1.54 & 1.72 & 1.94 & 2.23 \\
E(S) & 4 & 4.14 & 4.27 & 4.40 & 4.53 & 4.68 \\
\hline
\end{tabular}
\caption{Table 1: Table of $E(W)$ and $E(S)$ vs positive dependence}
\end{table}

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$\theta$ & -0.1 & -0.2 & -0.3 & -0.4 & -0.5 \\
\hline
E(W) & 1.12 & 1.00 & 0.89 & 0.77 & 0.64 \\
E(S) & 3.83 & 3.64 & 3.42 & 3.14 & 2.81 \\
\hline
\end{tabular}
\caption{Table 2: Table of $E(W)$ and $E(S)$ vs negative dependence}
\end{table}

\begin{figure}
\centering
\begin{tabular}{cc}
\textbf{Graph of $E(W)$ vs dependency} & \textbf{Graph of $E(S)$ vs dependency} \\
\includegraphics[width=0.4\textwidth]{graph1} & \includegraphics[width=0.4\textwidth]{graph2}
\end{tabular}
\caption{Line graphs of $E(W)$ and $E(S)$ vs dependency}
\end{figure}

3.2.2 Service time is hypo exponential

In this subsection, we estimate the mean waiting time and the mean service time for dependent service time and assume that the service time is hypo exponential distribution.

**Definition 3.2** A continuous random variable $X$ is said to have hypo exponential distribution if its probability density function is defined as

\[
f(x) = \begin{cases} 
\mu^2 x e^{-\mu x}, & \text{if } x \geq 0 \\
0, & \text{otherwise}
\end{cases}
\] (3.2)
and its distribution function is given as

$$F(x) = 1 - e^{-\mu x} - \mu xe^{-\mu x}, \quad x \geq 0.$$  

### 3.2.2.1 Evaluating $E(W)$ and $E(S)$

When two replicas of a task launches to two servers using the cancel on finish policy, we have (see lemma 5.1),

$$E(W) = \frac{\lambda E(S_{1:2}^2)}{2[1 - \lambda E(S_{1:2})]} \quad \text{and} \quad E(S) = 2E(S_{1:2}),$$

where $S_{1:2} = \min(S_1, S_2)$. Now,

$$P(S_{1:2} > x) = P(\min(S_1, S_2) > x) = P(S_1 > x, S_2 > x).$$

**Case (i)** If service times $S_1$ and $S_2$ are independent, then

$$P(S_{1:2} > x) = P(S_1 > x, S_2 > x) = P(S_1 > x)(S_2 > x),$$

where

$$P(S_{1:2} \leq x) = 1 - e^{-2\mu x} - 2\mu xe^{-2\mu x} - \mu^2 x^2 e^{-2\mu x}.$$

and its probability density function is given by

$$f_{S_{1:2}}(x) = 2\mu^2 xe^{-2\mu x} + 2\mu^3 x^2 e^{-2\mu x}.$$

Then, after calculations, we get

$$E(S_{1:2}) = \int_0^\infty xf_{S_{1:2}}(x)dx = \int_0^\infty (2\mu^2 x^2 e^{-2\mu x} + 2\mu^3 x^3 e^{-2\mu x})dx = \frac{5}{4\mu}$$  

and

$$E(S_{1:2}^2) = \int_0^\infty x^2 f_{S_{1:2}}(x)dx = \int_0^\infty (2\mu^2 x^3 e^{-2\mu x} + 2\mu^3 x^4 e^{-2\mu x})dx = \frac{9}{4\mu^2}.$$

Then, the mean waiting time and the mean service time become

$$E(W) = \frac{\lambda E(S_{1:2}^2)}{2[1 - \lambda E(S_{1:2})]} = \frac{9\lambda}{2\mu(4\mu - 9\lambda)} \quad \text{and} \quad E(S) = 2 \times E(S_{1:2}) = \frac{5}{2\mu}.$$  

**Example:**

If we choose $\lambda = 0.125$, $\mu = 0.5$, then $E(W) = 0.818$ and $E(S) = \frac{5}{2\mu} = 5$.

**Case (ii)** When service times $S_1$ and $S_2$ are dependent, we have

$$P(S_{1:2} > x) = P(\min(S_1, S_2) > x) = P(S_1 > x, S_2 > x).$$

Let $u = F_{S_1}(x) = 1 - e^{-\mu x} - \mu xe^{-\mu x}$ and $v = F_{S_2}(x) = 1 - e^{-\mu x} - \mu xe^{-\mu x}$, and take $u + v \geq 1$.

Bound copula is given by

$$C(u, v) = (1 - \theta^2)uv + \frac{\theta}{4}[(1 + \theta)^2 \min(u, v) - (1 - \theta)^2 \max(u + v - 1, 0)],$$

where $\theta \in [-1, 1]$ is dependence.
The second moment of distribution function of $S$ is given by

$$E(S_{1:2}) = E(S_1 > x, S_2 > x) = \hat{C}(1 - u, 1 - v) = 1 - u - v + C(u, v),$$

Distribution function of $S_{1:2}$ is given by

$$P(S_{1:2} \leq x) = F_{S_{1:2}}(x) = 2 - 2e^{-\mu x} - 2\mu x e^{-\mu x} - (1 - \theta^2)(1 - 2e^{-\mu x} - 2\mu x e^{-\mu x} + 2\mu^2 x^2 e^{-2\mu x}) - \frac{\theta}{4}(1 + \theta)^2(1 - e^{-\mu x} - \mu x e^{-\mu x} + \frac{\theta}{2}(1 - \theta)^2(1 - 2e^{-\mu x} - 2\mu x e^{-\mu x}).$$

and the density function of $S_{1:2}$ is given by

$$f_{S_{1:2}}(x) = 2\mu^2 x e^{-\mu x} - (1 - \theta^2)(2\mu^2 x e^{-\mu x} - 4\mu^2 x^2 e^{-2\mu x} + 2\mu^2 x^2 e^{-2\mu x} - 2\mu^2 x^3 e^{-2\mu x} - \frac{\theta}{4}(1 + \theta)^2\mu^2 x^2 e^{-\mu x} + \frac{\theta}{2}(1 - \theta)^2\mu^2 x^2 e^{-\mu x})dx.$$ 

Then, the mean of $S_{1:2}$ is given by

$$E(S_{1:2}) = \int_0^\infty x f_{S_{1:2}}(x)dx,$$

$$= \int_0^\infty \left[2\mu^2 x^2 e^{-\mu x} - (1 - \theta^2)(2\mu^2 x^2 e^{-\mu x} - 4\mu^2 x^3 e^{-2\mu x} + 2\mu^2 x^3 e^{-2\mu x} - 2\mu^3 x^3 e^{-2\mu x} - \frac{\theta}{4}(1 + \theta)^2\mu^2 x^2 e^{-\mu x} + \frac{\theta}{2}(1 - \theta)^2\mu^2 x^2 e^{-\mu x}\right]dx.$$

After calculations, we get

$$E(S_{1:2}) = \frac{4}{\mu} - (1 - \theta^2)\left[\frac{4}{\mu} - \frac{1}{\mu} + \frac{1}{2\mu} - 0.75\right] - \frac{\theta(1 + \theta)^2}{2\mu} + \frac{\theta(1 - \theta)^2}{\mu}.$$ 

We take $\mu = 0.5$, we then have, $E(S_{1:2}) = 2.5 + \theta - 0.5\theta^2 + \theta^3$.

The second moment of $S_{1:2}$ is given by

$$E(S^2_{1:2}) = \int_0^\infty x^2 f_{S_{1:2}}(x)dx,$$

$$= \int_0^\infty \left[2\mu^2 x^3 e^{-\mu x} - (1 - \theta^2)(2\mu^2 x^3 e^{-\mu x} - 4\mu^2 x^4 e^{-2\mu x} + 2\mu^2 x^4 e^{-2\mu x} - 2\mu^3 x^4 e^{-2\mu x} - \frac{\theta}{4}(1 + \theta)^2\mu^2 x^3 e^{-\mu x} + \frac{\theta(1 - \theta)^2}{2\mu^2} x^3 e^{-\mu x}\right]dx.$$

After calculations, we get

$$E(S^2_{1:2}) = \frac{12}{\mu^2} - (1 - \theta^2)\left(\frac{12}{\mu^2} - \frac{3}{\mu^2} + \frac{3}{4\mu^2} - \frac{3}{2\mu^2}\right) - 3\theta(1 + \theta)^2 + \frac{3\theta(1 - \theta)^2}{\mu^2}.$$ 

Example:
If $\mu = 0.5$, $E(S^2_{1:2}) = 9 + 6\theta + 3\theta^2 + 6\theta^3$. Then, the mean waiting time and mean service time are given by

$$E(W) = \frac{\lambda E(S^2_{1:2})}{2(1 - \lambda E(S_{1:2}))} = \frac{0.125(9 + 6\theta + 3\theta^2 + 6\theta^3)}{2 - 0.25(2.5 + \theta - 0.5\theta^2 + \theta^3)},$$

and

$$E(S) = 2E(S_{1:2}) = 5 + 2\theta - \theta^2 + 2\theta^3.$$

The values of $E(W)$ and $E(S)$ for positive and negative strengths of dependencies are shown in tables (6) and (7). Also, the line graphs of $E(W)$ and $E(S)$ for different strength of dependencies are shown in figure (4).

Figure 2: Line graphs of $E(W)$ and $E(S)$ vs dependency

| $\theta$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
|----------|-----|-----|-----|-----|-----|
| $E(W)$   | 0.89| 0.97| 1.07| 1.20| 1.35|
| $E(S)$   | 5.19| 5.37| 5.56| 5.76| 6   |

Table 3: Table of $E(W)$ and $E(S)$ vs positive dependence

We observe that for positive dependencies, as measures of dependency increases between service times, the values of $E(W)$ and $E(S)$ also increase and for negative measures of dependency, values of
Table 4: Table of $E(W)$ and $E(S)$ vs negative dependence

| $\theta$ | -0.1 | -0.2 | -0.3 | -0.4 | -0.5 |
|----------|------|------|------|------|------|
| $E(W)$   | 0.75 | 0.68 | 0.62 | 0.55 | 0.48 |
| $E(S)$   | 4.78 | 4.54 | 4.25 | 3.91 | 3.50 |

$E(W)$ and $E(S)$ decrease.

4 Conclusion

In Section 2, we constructed two new copulas, the bound copula and a perturbed copula. We also derived measures of dependency such as Spearman’s rho, Kendall’s tau, Blomqvist’s beta and Gini’s gamma along with coefficients of the upper tail and the lower tail dependencies.

For application, in Section 3, we estimated the mean waiting time and the mean service time when two replicas of a task launch to two parallel dependent servers. We have shown that for positive dependency between service times, when the strength of dependency increases, the mean waiting time and the mean service time also increase whereas for the negative dependent case, they decrease. To generalize the result, we have chosen two different service times and got the similar results for both cases. To analyze the dependency between the service times, we have used the newly constructed bound copula, which is suitable for our application for analyzing service times.
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Appendix

Proof of theorem 2.1

For $\theta = 0$, we have, $C(u, v) = uv$, which implies independence. When $\theta = 1$, simple calculation leads to

$$C(u, v) = \frac{1}{4} [2^2 \min(u, v) - 0] = \min(u, v).$$

Similarly, when $\theta = -1$, it becomes

$$C(u, v) = -\frac{1}{4} [-4 \max(u + v - 1, 0)] = \max(u + v - 1, 0).$$

We now need to show for all $\theta \in [-1, 1]$, $C(u, v)$ satisfies all properties of a copula.
(i) Boundary conditions:

\[ C(u, 0) = \frac{\theta}{4}[(1 + \theta)^2 \cdot 0 - (1 - \theta)^2 \cdot 0] = 0 = C(0, v), \]

\[ C(u, 1) = (1 - \theta^2)u + \frac{\theta}{4}[(1 + \theta)^2 \min(u, 1) - (1 - \theta)^2 \max(u + 1 - 1, 0)] \]

\[ = (1 - \theta^2)u + \frac{\theta}{4}[(1 + \theta)^2 \cdot u - (1 - \theta)^2 \cdot u] = u - \theta^2 u + \theta^2 u = u. \]

Similarly, \( C(1, v) = v \).

(ii) 2-increasing property: For all \( 0 \leq u_1 \leq u_2 \leq 1, 0 \leq v_1 \leq v_2 \leq 1, \)

\[ C(u_1, v_1) + C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) \]

\[ = (1 - \theta^2)u_1v_1 + \frac{\theta}{4}[(1 + \theta)^2 \min(u_1, v_1) - (1 - \theta)^2 \max(u_1 + v_1 - 1, 0)] + (1 - \theta^2) \]

\[ u_2v_2 + \frac{\theta}{4}[(1 + \theta)^2 \min(u_2, v_2) - (1 - \theta)^2 \max(u_2 + v_2 - 1, 0)] - (1 - \theta^2)u_1v_2 \]

\[ - \frac{\theta}{4}[(1 + \theta)^2 \min(u_1, v_2) - (1 - \theta)^2 \max(u_1 + v_2 - 1, 0)] - (1 - \theta^2)u_2v_1 \]

\[ - \frac{\theta}{4}[(1 + \theta)^2 \min(u_2, v_1) - (1 - \theta)^2 \max(u_2 + v_1 - 1, 0)] \]

\[ = (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{\theta}{4}(1 + \theta)^2 \min(u_1, v_1) + \min(u_2, v_2) - \min(u_1, v_2) \]

\[ - \theta u_1v_1 - \frac{\theta}{4}(1 - \theta)^2 \max(u_1 + v_1 - 1, 0) + \max(u_2 + v_2 - 1, 0) \]

\[ - \max(u_1 + v_2 - 1, 0) - \max(u_2 + v_1 - 1, 0). \]  

(4.1)

(a) For \( u \leq v, u + v \leq 1, \) that is, for \( u_1 \leq v_1, u_1 + v_1 \leq 1, u_2 \leq v_2, u_2 + v_2 \leq 1, \)

the expression (4.1) becomes

\[ C(u_1, v_1) + C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) \]

\[ = (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{\theta}{4}(1 + \theta)^2 \max(u_1 + u_2 - u - u_1 - v + v_1) - \frac{\theta}{4}(1 - \theta)^2 \cdot 0] \]

\[ = (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{\theta}{4}(1 + \theta)^2 \max(u_2 - u_1 - v_1). \]

If \( u_2 \leq v_1, \) then \( u_2 - \min(u_2, v_1) = u_2 - v_2 = 0. \)

So, the above expression becomes \( (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) \geq 0, -1 \leq \theta \leq 1, u_2 \geq u_1 \) and \( v_2 \geq v_1. \)

If \( u_2 > v_1, \) then

\[ [(1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{(1 + \theta)(\theta^2 + \theta)}{4}(u_2 - v_1)] \geq 0, \]

since \( 1 + \theta \geq 0, \theta^2 + \theta \geq 0 \) and \( 1 - \theta^2 \geq 0 \) for \(-1 \leq \theta \leq 1. \)

(b) For \( u \leq v, u + v > 1, \) that is, for \( u_1 \leq v_1, u_1 + v_1 > 1, u_2 \leq v_2 \) and \( u_2 + v_2 > 1, \) expression (4.1) becomes
\( C(u_1, v_1) + C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) \)

\[
= (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{\theta}{4}(1 + \theta)^2\left[u_1 + u_2 - u_1 - \min(u_2, v_1)\right] \\
- \frac{\theta}{4}(1 - \theta)^2\left[u_1 + v_1 - 1 + u_2 + v_2 - 1 - u_1 - v_2 + 1 - u_2 - v_1 + 1\right] \\
= (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{\theta}{4}(1 + \theta)^2\left[u_2 - \min(u_2, v_1)\right] \geq 0.
\]

(c) For \( u > v, u + v \leq 1 \), that is, for \( u_1 > v_1, u_1 + v_1 \leq 1, u_2 > v_2 \) and \( u_2 + v_2 \leq 1 \), expression (4.1) becomes
\[
C(u_1, v_1) + C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) \\
= (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{\theta}{4}(1 + \theta)^2\left[v_1 + v_2 - \min(u_1, v_2) - v_1\right] - \frac{\theta}{4}(1 - \theta)^2 \cdot 0 \\
= (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{(1 + \theta)(\theta^2 + \theta)}{4}\left[v_2 - \min(u_1, v_2)\right] \geq 0.
\]

Since \( v_2 - \min(u_1, v_2) \geq 0, 1 + \theta \geq 0, \theta^2 + \theta \geq 0, 1 - \theta^2 \geq 0 \) for \(-1 \leq \theta \leq 1\).

(d) For \( u > v, u + v > 1 \), that is, for \( u_1 > v_1 \) and \( u_1 + v_1 > 1 \), the expression (4.1) becomes
\[
C(u_1, v_1) + C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) \\
= (1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{\theta}{4}(1 + \theta)^2\left[v_1 + v_2 - \min(u_1, v_2) - v_1\right] \\
- \frac{\theta}{4}(1 - \theta)^2\left[u_1 + v_1 - 1 + u_2 + v_2 - 1 - u_1 - v_2 + 1 - u_2 - v_1 + 1\right] \\
= \left[(1 - \theta^2)(u_2 - u_1)(v_2 - v_1) + \frac{(1 + \theta)(\theta^2 + \theta)}{4}\left(v_2 - \min(u_1, v_2)\right)\right] \geq 0,
\]

since \( [v_2 - \min(u_1, v_2)] \geq 0 \).

So, \( C(u, v) \) is 2-increasing which implies that
\[
C(u, v) = (1 - \theta^2)uv + \frac{\theta}{4}(1 + \theta)^2\min(u, v) - (1 - \theta)^2\max(u + v - 1, 0)
\]
is a copula.

**Proof of theorem 2.2**

(i) By the definition of Spearman’s rho, we have
\[
\rho(C) = 12 \int_0^1 \int_0^1 C(u, v) \quad dudv - 3 \\
= 12 \int_0^1 \int_0^1 \left[(1 - \theta^2)uv + \frac{\theta}{4}(1 + \theta)^2\min(u, v) - (1 - \theta)^2\max(u + v - 1, 0)\right] dudv - 3.
\]

Since \( \int_0^1 \int_0^1 uv dudv = \frac{1}{4}, \int_0^1 \int_0^1 \min(u, v) dudv = \frac{1}{3} \) and \( \int_0^1 \int_0^1 \max(u + v - 1, 0) dudv = \frac{1}{6} \),
\[ \rho(C) = 12 \left[ (1 - \theta^2)^2 \frac{1}{4} + \frac{\theta}{4} \left( (1 + \theta)^2 \frac{1}{3} - (1 - \theta)^2 \frac{1}{6} \right) \right] - 3 = \frac{\theta(\theta^2 + 1)}{2}. \]

(ii) By the definition of Kendall’s tau, we have

\[ \tau(C) = 1 - 4 \int_0^1 \int_0^1 \frac{\partial C}{\partial u} \cdot \frac{\partial C}{\partial v} dudv. \] (4.2)

We have,

\[ C(u, v) = (1 - \theta^2)uv + \frac{\theta}{4} \left[ (1 + \theta)^2 \min(u, v) - (1 - \theta)^2 \max(u + v - 1, 0) \right]. \]

Then,

\[ \frac{\partial C}{\partial u} = (1 - \theta^2)v + \frac{\theta(1 + \theta)^2}{4} u I_{[u \leq v]} - \frac{\theta(1 - \theta)^2}{4} u I_{[u \geq v]} , \]

and

\[ \frac{\partial C}{\partial v} = (1 - \theta^2)u + \frac{\theta(1 + \theta)^2}{4} I_{[u > v]} - \frac{\theta(1 - \theta)^2}{4} I_{[u \geq 1 - v]}. \]

So,

\[ \frac{\partial C}{\partial u} \cdot \frac{\partial C}{\partial v} = (1 - \theta^2)^2 uv + \frac{\theta(1 + \theta)^2}{4} (1 - \theta^2) v I_{[u > v]} - \frac{\theta(1 - \theta)^2}{4} (1 - \theta^2) I_{[u \geq v]} \]

\[ + \frac{\theta(1 + \theta)^2}{4} (1 - \theta^2) u I_{[u \leq v]} + \frac{\theta^2(1 + \theta)^2}{16} I_{[u \leq v]} I_{[u \geq 1 - v]} \]

\[ - \frac{\theta^2(1 + \theta)^2}{16} I_{[u \leq v]} I_{[u \geq v]} - \frac{\theta(1 - \theta)^2}{4} u I_{[u \geq v]} \]

\[ - \frac{\theta^2(1 + \theta)^2}{16} I_{[u \geq v]} I_{[u \geq 1 - v]} + \frac{\theta^2(1 - \theta)^4}{16} I_{[u \geq 1 - v]} I_{[u \geq 1 - v]}. \] (4.3)

We have,

\[ \int_0^1 \int_0^1 uv dudv = \frac{1}{4}, \quad \int_0^1 \int_0^1 v I_{[u \geq v]} dudv = \int_0^1 \int_0^1 v dudv = \frac{1}{6}, \] (4.4)

\[ \int_0^1 \int_0^1 u I_{[u \leq v]} dudv = \int_0^1 \int_v^1 v dudv = \frac{1}{3}, \quad \int_0^1 \int_0^1 u I_{[u \leq v]} dudv = \int_0^1 \int_0^1 u dudv = \frac{1}{6}, \] (4.5)

\[ \int_0^1 \int_0^1 I_{[u \leq v]} I_{[u \geq v]} dudv = 0, \quad \int_0^1 \int_0^1 I_{[u \leq v]} I_{[u \geq 1 - v]} dudv = \int_0^1 \int_v^1 dudv = 0, \] (4.6)

\[ \int_0^1 \int_0^1 u I_{[u \geq 1 - v]} dudv = \int_0^1 \int_v^1 u dudv = \frac{1}{3}, \quad \int_0^1 \int_0^1 I_{[u \geq v]} I_{[u \geq 1 - v]} dudv = \int_0^1 \int_0^1 u dudv = \frac{1}{2}, \] (4.7)

\[ \int_0^1 \int_0^1 I_{[u \geq v]} dudv = 0, \quad \text{and} \quad \int_0^1 \int_0^1 I_{[u \geq 1 - v]} dudv = \int_0^1 \int_0^1 dudv = \frac{1}{2}. \] (4.8)

Using the equations (4.3) to (4.8) in (4.2), equation (4.2) becomes

\[ \tau(C) = 1 - 4 \left[ \frac{(1 - \theta^2)^2}{4} + \frac{\theta(1 - \theta^2)(1 + \theta)}{24} - \frac{\theta(1 - \theta^2)(1 - \theta)^2}{12} \right] \]

\[ - 4 \left[ \frac{\theta(1 + \theta)^2}{24} - \frac{\theta(1 - \theta)^2}{12} + \frac{\theta^2(1 - \theta)^4}{32} \right] \]

\[ \tau(C) = 1 - 4 \left[ \frac{(1 - \theta^2)^2}{4} + \frac{(1 - \theta^2)^2}{12} - \frac{(1 - \theta^2)(1 - \theta)^2}{6} + \frac{\theta^2(1 - \theta)^4}{32} \right]. \]
After calculations, we get
\[
\tau(C) = \frac{\theta(8 - 3\theta + 12\theta^2 + 6\theta^3 + 4\theta^4 - 3\theta^5)}{24}.
\]  

(4.9)

**Note:** In equation 4.9, when the measures of dependency \((\theta)\) are -1 and 1, the Kendall’s tau \((\tau(C))\) will be -1 and 1 respectively.

(iii) By the definition of Blomqvist’s beta, we have
\[
\beta(C) = 4C\left(\frac{1}{2}, \frac{1}{2}\right) - 1.
\]

Since \(C\left(\frac{1}{2}, \frac{1}{2}\right) = (1 - \theta^2)\frac{1}{4} + \theta\left((1 + \theta)^2\frac{1}{2} - 0\right) = (1 - \theta^2)\frac{1}{4} + \frac{(1 + \theta)^2}{8},\)

the Blomqvist’s beta becomes
\[
\beta(C) = 4\left((1 - \theta^2)\frac{1}{4} + \frac{(1 + \theta)^2}{8}\right) - 1 = \frac{\theta(\theta^2 + 1)}{2}.
\]

(iv) By the definition of Gini’s gamma, we have
\[
\gamma(C) = 4\int_0^1 [C(u, u) + C(u, 1 - u) - u]du, \quad \text{where}
\]
\[
C(u, u) = (1 - \theta^2)u^2 + \frac{\theta}{4}\left[(1 + \theta)^2u - (1 - \theta)^2\max(2u - 1, 0)\right], \quad \text{and}
\]
\[
\int_0^1 C(u, u)du = \int_0^1 \left[(1 - \theta^2)u^2 + \frac{\theta}{4}(1 + \theta)^2u - (1 - \theta)^2\max(2u - 1, 0)\right]du.
\]

After calculations, we get
\[
\int_0^1 C(u, u)du = (1 - \theta^2)\frac{1}{3} + \frac{\theta}{4}\left[(1 + \theta)^2\frac{1}{2} - (1 - \theta)^2\frac{1}{4}\right] = \frac{3\theta^3 + 2\theta^2 + 3\theta + 16}{48}.
\]

Next,
\[
\int_0^1 C(u, 1 - u)du = \int_0^1 \left[(1 - \theta^2)u(1 - u) + \frac{\theta}{4}(1 + \theta)^2\min(u, 1 - u) - (1 - \theta)^2\cdot 0\right]du
\]

Since,
\[
\int_0^1 (u - u^2)du = \frac{1}{6}, \int_0^1 \min(u, 1 - u)du = \frac{1}{4},
\]
\[
\int_0^1 C(u, 1 - u)du = (1 - \theta^2)\frac{1}{6} + \frac{\theta}{4}(1 + \theta)^2\frac{1}{4} = \frac{3\theta^3 - 2\theta^2 + 3\theta + 8}{48},
\]
we get,
\[
\gamma(C) = 4 \left( \frac{3\theta^3 + 2\theta^2 + 3\theta + 16}{48} + \frac{3\theta^3 - 2\theta^2 + 3\theta + 8}{48} - \frac{1}{2} \right)
= 4 \left( \frac{6\theta^3 + 6\theta}{48} \right) = \theta(\theta^2 + 1).
\]

Proof of theorem 2.3:

The coefficient of the lower tail dependence is
\[
\lambda_L = \lim_{u \to 0} \frac{C(u, u)}{u} = \lim_{u \to 0} \frac{(1 - \theta^2)u^2 + \frac{\theta}{4}(1 + \theta)^2 u}{u} = \lim_{u \to 0} \left[ (1 - \theta^2)u + \frac{\theta}{4}(1 + \theta)^2 \right] = \frac{\theta(1 + \theta)^2}{4}.
\]
And the coefficient of the upper tail dependence is
\[
\lambda_U = \lim_{u \to 1} \frac{1 - 2u + C(u, u)}{1 - u}
= \lim_{u \to 1} \left[ 1 - 2u + (1 - \theta^2)u^2 + \frac{\theta}{4}((1 + \theta)^2 u - (1 - \theta)^2(2u - 1)) \right].
\]
Since this is of the \( \frac{0}{0} \) form, we can use L'Hospital's rule to get,
\[
\lambda_U = \lim_{u \to 1} \left[ \frac{-2 + 2(1 - \theta^2)u + \frac{\theta}{4}((1 + \theta)^2 - (1 - \theta)^2 \cdot 2)}{-1} \right]
= -1 \left[ -2 + 2(1 - \theta^2) + \frac{\theta}{4}(1 + 2\theta + \theta^2 - 2 + 4\theta - 2\theta^2) \right]
= \frac{\theta^3 + 2\theta^2 + \theta}{4} = \frac{\theta(1 + \theta)^2}{4}.
\]

Proof of proposition 2.1:

Case(i) If \( u \leq v, u + v \leq 1 \),
\[
M(u, v) - W(u, v) = \min(u, v) - \max(u + v - 1, 0)
= u - 0 = u.
\]
Case(ii) If \( u \leq v, u + v > 1 \),
\[
M(u, v) - W(u, v) = \min(u, v) - \max(u + v - 1, 0)
= u - (u + v - 1) = 1 - v.
\]
Case(iii) If \( u > v, u + v \leq 1 \),
\[
M(u, v) - W(u, v) = \min(u, v) - \max(u + v - 1, 0)
= v - 0 = v.
\]
Case(iv) If \( u \leq v, u + v \leq 1 \),
\[
M(u, v) - W(u, v) = \min(u, v) - \max(u + v - 1, 0)
= v - (u + v - 1) = 1 - u.
\]
Proof of theorem 2.4:

To prove \( C_\alpha(u, v) \) is a copula, we need to show that it satisfies all properties of a copula.

(i) Boundary conditions: We have,

\[
C_\alpha(u, 0) = C(u, 0) + \frac{\alpha}{2} \left[ \min(u, 0) - \max(u - 1, 0) \right] = 0 + \frac{\alpha}{2} (0 - 0) = 0,
\]

\[
C_\alpha(0, v) = C(0, v) + \frac{\alpha}{2} \left[ \min(0, v) - \max(v - 1, 0) \right] = 0 + \frac{\alpha}{2} (0 - 0) = 0,
\]

\[
C_\alpha(1, v) = C(1, v) + \frac{\alpha}{2} \left[ \min(1, v) - \max(v, 0) \right] = v + \frac{\alpha}{2} (v - v) = v,
\]

\[
C_\alpha(u, 1) = C(u, 1) + \frac{\alpha}{2} \left[ \min(u, 1) - \max(u, 0) \right] = u + \frac{\alpha}{2} (u - u) = u.
\]

(ii) 2-increasing property: For all \( 0 \leq u_1 \leq u_2 \leq 1, 0 \leq v_1 \leq v_2 \leq 1 \),

\[
C_\alpha(u_1, v_1) + C_\alpha(u_2, v_2) - C_\alpha(u_1, v_2) - C_\alpha(u_2, v_1)
\]

\[
= C(u_1, v_1) + \frac{\alpha}{2} \left[ \min(u_1, v_1) - \max(u_1 + v_1 - 1, 0) \right] + C(u_2, v_2) + \frac{\alpha}{2} \left[ \min(u_2, v_2) - \max(u_2 + v_2 - 1, 0) \right]
\]

\[
- C(u_1, v_2) - \frac{\alpha}{2} \left[ \min(u_1, v_2) - \max(u_1 + v_2 - 1, 0) \right]
\]

\[
- C(u_2, v_1) + \frac{\alpha}{2} \left[ \min(u_2, v_1) - \max(u_2 + v_1 - 1, 0) \right]
\]

\[
= C(u_1, v_1) + C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) + \frac{\alpha}{2} \left[ \min(u_1, v_1) + \min(u_2, v_2) - \min(u_1, v_2) - \min(u_2, v_1) - \max(u_1 + v_1 - 1, 0) - \max(u_2 + v_2 - 1, 0) \right]
\]

\[
+ \frac{\alpha}{2} \left[ \min(u_2, v_1) - \max(u_2 + v_1 - 1, 0) \right]
\]

(4.10)

Since \( C(u, v) \) is a copula, \( C(u_1, v_1) + C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) \geq 0 \).

For the second part of expression (4.10), consider all four cases for \( u \) and \( v \),

(a) For \( u \leq v \), \( u + v \leq 1 \), that is for \( u_1 \leq v_1 \), \( u_1 + v_1 \leq 1 \) and \( u_2 \leq v_2 \), \( u_2 + v_2 \leq 1 \), the second part of (3.4) will be

\[
\frac{\alpha}{2} \left[ u_1 + u_2 - u_1 - \min(u_2, v_1) - 0 - 0 + 0 + 0 \right] = \frac{\alpha}{2} \left[ u_2 - \min(u_2, v_1) \right] \geq 0.
\]

(b) For \( u \leq v \), \( u + v > 1 \), that is for \( u_1 \leq v_1 \), \( u_1 + v_1 > 1 \) and \( u_2 \leq v_2 \) and \( u_2 + v_2 > 1 \), the second part of (3.4) will be

\[
\frac{\alpha}{2} \left[ u_1 + u_2 - u_1 - \min(u_2, v_1) - (u_2 + v_2 - 1) - (u_1 + v_1 - 1) + (u_1 + v_2 - 1) + (u_2 + v_1 - 1) \right]
\]

\[
= \frac{\alpha}{2} \left[ u_2 - u_1 + u_2 - \min(u_2, v_1) \right] \geq 0,
\]

since \( u_2 - u_1 \geq 0 \) and \( u_2 - \min(u_2, v_1) \geq 0 \).

(c) For \( u > v \), \( u + v \leq 1 \), that is for \( u_1 > v_1 \), \( u_1 + v_1 \leq 1 \) and \( u_2 > v_2 \), \( u_2 + v_2 \leq 1 \), the second part of (3.4) will be

\[
\frac{\alpha}{2} \left[ v_1 + v_2 - \min(u_1, v_2) - v_1 - 0 - 0 + 0 \right]
\]

\[
= \frac{\alpha}{2} \left[ v_2 - \min(u_1, v_2) \right] \geq 0.
\]

(d) For \( u > v \), \( u + v > 1 \), that is for \( u_1 > v_1 \), \( u_1 + v_1 > 1 \) and \( u_2 > v_2 \), \( u_2 + v_2 > 1 \), the second part of (3.4) will be

\[
\frac{\alpha}{2} \left[ v_1 + v_2 - \min(u_1, v_2) - v_1 - (u_1 + v_1 - 1) - (u_2 + v_2 - 1) + (u_1 + v_2 - 1) + (u_2 + v_1 - 1) \right]
\]

\[
= \frac{\alpha}{2} \left[ v_2 - \min(u_1, v_2) \right] \geq 0.
\]
Hence, $C_\alpha(u, v)$ is 2-increasing.
So, $C_\alpha(u, v) = C(u, v) + \frac{\alpha}{2} \left[ \min(u, v) - \max(u + v - 1, 0) \right]$ is a copula.

**Proof of theorem 2.5:**

By the definition of Spearman’s rho,

$$
\rho(C_\alpha) = 12 \int_0^1 \int_0^1 C_\alpha(u, v) dudv - 3
$$

$$
= 12 \int_0^1 \int_0^1 \left[ C(u, v) + \frac{\alpha}{2} \left( M(u, v) - W(u, v) \right) \right] dudv - 3
$$

$$
= 12 \int_0^1 \int_0^1 C(u, v) dudv - 3 + 12 \int_0^1 \int_0^1 \frac{\alpha}{2} \left[ M(u, v) - W(u, v) \right] dudv
$$

$$
= \rho(C) + 6\alpha \int_0^1 \int_0^1 \left[ M(u, v) - W(u, v) \right] dudv
$$

where

$M(u, v) dudv = \int_0^1 \int_0^1 \min(u, v) dudv$

$$
= \int_0^1 \int_0^v uI_{u\leq v} dudv + \int_0^1 \int_v^1 vI_{u>v} dudv
$$

$$
= \int_0^1 v^2 dv + \int_0^1 v[u]_v dudv = \int_0^1 \frac{v^2}{2} dv + \int_0^1 v(1 - v) dv
$$

$$
= \left[ \frac{v^3}{6} \right]_0^1 + \left[ \frac{v^2}{2} - \frac{v^3}{3} \right]_0^1 = \frac{1}{6} + \frac{1}{2} - \frac{1}{3} = \frac{1}{3}.
$$

and

$W(u, v) dudv = \int_0^1 \int_0^1 \max(u + v - 1, 0) dudv$

$$
= \int_0^1 \int_0^1 (u + v - 1)I_{u\geq v - 1} dudv = \int_0^1 \int_{v-1}^1 (u + v - 1) dudv
$$

$$
= \int_0^1 \left[ \frac{u^2}{2} + vu - u \right]_{v-1}^1 dv
$$

$$
= \int_0^1 \left[ \frac{v^2}{2} + v - 1 - \frac{(1-v)^2}{2} - v(1-v) + 1 - v \right] dv
$$

$$
= \left[ \frac{v^2}{2} + \frac{(v-1)^3}{6} - \frac{v^2}{2} + \frac{v^3}{3} \right]_0^1
$$

$$
= \frac{1}{2} - \frac{1}{2} + \frac{1}{3} + \frac{(-1)^3}{3} = \frac{1}{6}.
$$

Hence,

$$
\rho(C_\alpha) = \rho(C) + 6\alpha \left( \frac{1}{3} - \frac{1}{6} \right) = \rho(C) + \alpha \text{ where } \alpha \in [-1, 1].
$$
By the definition of Blomquist’s beta,

\[
\beta(C_\alpha) = 4C_\alpha \left( \frac{1}{2}, \frac{1}{2} \right) - 1.
\]

\[
= 4 \left[ C \left( \frac{1}{2}, \frac{1}{2} \right) + \frac{\alpha}{2} \cdot \min \left( \frac{1}{2}, \frac{1}{2} \right) - \frac{\alpha}{2} \cdot \max \left( \frac{1}{2}, \frac{1}{2} - 1, 0 \right) \right]
\]

\[
= 4C \left( \frac{1}{2}, \frac{1}{2} \right) + 4 \cdot \frac{\alpha}{2} \left( \frac{1}{2} - 0 \right) - 1
\]

\[
= 4C \left( \frac{1}{2}, \frac{1}{2} \right) - 1 + \alpha
\]

\[
= \beta(C) + \alpha.
\]

By the definition of Gini’s gamma, we have

\[
\gamma(C_\alpha) = 4 \int_0^1 \left[ C_\alpha(u, u) + C_\alpha(u, 1 - u) - u \right] du,
\]

where

\[
C_\alpha(u, u) = C(u, u) + \frac{\alpha}{2} \left[ \min(u, u) - \max(u + u - 1, 0) \right]
\]

\[
= C(u, u) + \frac{\alpha}{2} \left[ u - (2u - 1)I_{u \geq \frac{1}{2}} \right], \quad \text{and,}
\]

\[
\int_0^1 C_\alpha(u, u)du = \int_0^1 C(u, u)du + \frac{\alpha}{2} \int_0^1 \left[ u - (2u - 1)I_{u \geq \frac{1}{2}} \right] du
\]

\[
= \int_0^1 C(u, u)du + \frac{\alpha}{2} \left( \frac{1}{2} - \frac{1}{4} \right) = \int_0^1 C(u, u)du + \frac{\alpha}{8}.
\]

and

\[
\int_0^1 C_\alpha(u, 1 - u)du = \int_0^1 C(u, 1 - u)du + \frac{\alpha}{2} \int_0^1 \left[ \min(u, 1 - u) - \max(u + 1 - u - 1, 0) \right] du
\]

\[
= \int_0^1 C(u, 1 - u)du + \frac{\alpha}{2} \left[ \int_0^{\frac{1}{2}} udu + \int_{\frac{1}{2}}^1 (1 - u)du \right]
\]

\[
= \int_0^1 C(u, 1 - u)du + \frac{\alpha}{2} \left( \frac{1}{8} + \frac{1}{8} \right) = \int_0^1 C(u, 1 - u)du + \frac{\alpha}{8}.
\]

Hence,

\[
\gamma(C_\alpha) = 4 \left[ \int_0^1 C(u, u)du + \int_0^1 C(u, 1 - u)du + \frac{\alpha}{8} - \int_0^1 udu \right]
\]

\[
= 4 \int_0^1 \left[ C(u, u) + C(u, 1 - u) - u \right] du + 4 \left( \frac{\alpha}{8} + \frac{\alpha}{8} \right)
\]

\[
= \gamma(C) + \alpha.
\]
By the definition of Kendall’s tau, we have

\[
\tau(C_\alpha) = 4 \int_0^1 \int_0^1 C_\alpha(u, v) \frac{\partial^2 C_\alpha}{\partial u \partial v} dudv - 1 \\
= 4 \int_0^1 \int_0^1 \left[C(u, v) + \frac{\alpha}{2} \left(M(u, v) - W(u, v)\right)\right] \frac{\partial^2}{\partial u \partial v} \left[C(u, v) + \frac{\alpha}{2} \left(M(u, v) - W(u, v)\right)\right] dudv - 1
\]

Since

\[
M(u, v) - W(u, v) = \begin{cases} 
  u, & \text{if } u \leq v, \ u + v \leq 1 \\
  1 - v, & \text{if } u \leq v, \ u + v > 1 \\
  v, & \text{if } u > v, \ u + v \leq 1 \\
  1 - u, & \text{if } u > v, \ u + v > 1,
\end{cases}
\]

(4.11)

\[
\frac{\partial^2}{\partial u \partial v} \left[M(u, v) - W(u, v)\right] = 0.
\]

We can get,

\[
\tau(C_\alpha) = 4 \int_0^1 \int_0^1 \left[C(u, v) + \frac{\alpha}{2} \left(M(u, v) - W(u, v)\right)\right] \frac{\partial^2 C}{\partial u \partial v} dudv - 1 \\
= 4 \int_0^1 \int_0^1 C \frac{\partial^2 C}{\partial u \partial v} dudv - 1 + 4 \int_0^1 \int_0^1 \frac{\alpha}{2} \left[M(u, v) - W(u, v)\right] \frac{\partial^2 C}{\partial u \partial v} dudv \\
= \tau(C) + 2\alpha \int_0^1 \int_0^1 \left[M(u, v) - W(u, v)\right] \frac{\partial^2 C}{\partial u \partial v} dudv.
\]

Proof of theorem 2.6:

We have,

\[
\lambda_\alpha^C = \lim_{u \to 0} \frac{C_\alpha(u, u)}{u} \\
= \lim_{u \to 0} \left[\frac{C(u, u) + \frac{\alpha}{2} \left(\min(u, u) - \max(u + u - 1, 0)\right)}{u}\right] \\
= \lim_{u \to 0} \left[\frac{C(u, u) + \frac{\alpha}{2} (u - 0)}{u}\right] = \lim_{u \to 0} \frac{C(u, u)}{u} + \lim_{u \to 0} \frac{\alpha}{2} \\
= \lambda_\alpha^C + \frac{\alpha}{2}.
\]
and

\[
\lambda_{U}^{C_{\alpha}} = \left[ \lim_{u \to 1} \frac{1 - 2u + C_{\alpha}(u, u)}{1 - u} \right]
= \lim_{u \to 1} \left[ \frac{1 - 2u + C(u, u) + \frac{\alpha}{2} (\min(u, u) - \max(u + u - 1, 0))}{1 - u} \right]
= \lim_{u \to 1} \left[ \frac{1 - 2u + C(u, u)}{1 - u} \right] + \lim_{u \to 1} \left[ \frac{\alpha(u - (2u - 1))}{2(1 - u)} \right]
= \lambda_{U}^{C} + \lim_{u \to 1} \frac{\alpha}{2} = \lambda_{U}^{C} + \frac{\alpha}{2}.
\]

References

[1] R. B. Nelsen, An introduction to copulas. Springer Science & Business Media, 2007.

[2] H. Joe, Dependence modeling with copulas. Chapman and Hall/CRC, 2014.

[3] F. Durante and C. Sempi, “Copula theory: an introduction,” in Copula theory and its applications. Springer, 2010, pp. 3–31.

[4] R. B. Nelsen, “Properties and applications of copulas: A brief survey,” in Proceedings of the first brazilian conference on statistical modeling in insurance and finance. Citeseer, 2003, pp. 10–28.

[5] P. Jaworski, F. Durante, W. K. Hardle, and T. Rychlik, Copula theory and its applications. Springer, 2010, vol. 198.

[6] A. Charpentier, “Tail distribution and dependence measures,” in Proceedings of the 34th ASTIN Conference, 2003, pp. 1–25.

[7] J. Komorník, M. Komorníková, and J. Kalická, “Dependence measures for perturbations of copulas,” Fuzzy Sets and Systems, vol. 324, pp. 100–116, 2017.

[8] J. Fernández-Sánchez and M. Úbeda-Flores, “Solution to two open problems on perturbations of the product copula,” Fuzzy Sets and Systems, vol. 354, pp. 116–122, 2019.

[9] D. D. Patil and U. V. Naik-Nimbalkar, “The conditional distribution of waiting time given queue length,” Economic Quality Control, vol. 29, no. 1, pp. 11–18, 2014.

[10] J. Turner, “The conditional distribution of waiting time given queue length in a computer system,” The Computer Journal, vol. 22, no. 1, pp. 57–62, 1979.

[11] R. Behzad and M. R. S. Rad, “Simultaneous arrival of customers to two different queues and modeling dependence via copula approach,” Communications in Statistics-Simulation and Computation, vol. 47, no. 10, pp. 3118–3131, 2018.

[12] A. Müllner, “On the waiting times in queues with dependency between interarrival and service times,” Operations research letters, vol. 26, no. 1, pp. 43–47, 2000.

[13] C. Lee and J. C. Wang, “Waiting time probabilities in the m/g/1+ m queue,” Statistica Neerlandica, vol. 65, no. 1, pp. 72–83, 2011.
[14] Y. Raaijmakers, H. Albrecher, and O. Boxma, “The single server queue with mixing dependencies,” *Methodology and Computing in Applied Probability*, vol. 21, no. 4, pp. 1023–1044, 2019.

[15] P. Kumar, “Probability distributions and estimation of ali-mikhail-haq copula,” *Applied Mathematical Sciences*, vol. 4, no. 14, pp. 657–666, 2010.

[16] G. Joshi, E. Soljanin, and G. Wornell, “Efficient replication of queued tasks for latency reduction in cloud systems,” in *2015 53rd Annual Allerton Conference on Communication, Control, and Computing (Allerton)*. IEEE, 2015, pp. 107–114.

[17] ——, “Efficient redundancy techniques for latency reduction in cloud systems,” *ACM Transactions on Modeling and Performance Evaluation of Computing Systems (TOMPECS)*, vol. 2, no. 2, p. 12, 2017.