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Abstract
Models of self-regulated learning emphasize the active and intentional role of learners and, thereby, focus mainly on conscious processes in working memory and long-term memory. Cognitive load theory supports this view on learning. As a result, both fields of research ignore the potential role of unconscious processes for learning. In this review paper, we propose an interactive layers model on self-regulated learning and cognitive load that considers sensory memory, working memory, and long-term memory. The model distinguishes between (a) unconscious self-regulated learning initiated by so-called resonant states in sensory memory and (b) conscious self-regulated learning of scheme construction in working memory. In contrast with conscious self-regulation, unconscious self-regulation induces no cognitive load. The model describes conscious and unconscious self-regulation in three different layers: a content layer, a learning strategy layer, and a metacognitive layer. Interactions of the three layers reflect processes of monitoring and control. We first substantiate the model based on a narrative review. Afterwards, we illustrate how the model contributes to re-interpretation of inconsistent empirical findings reported in the existing literature.
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Introduction
Self-regulated learning means that learners actively assume personal responsibility for their learning (Zimmerman 2000) and, therefore, decide whether, what, when, how, and why they
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learn (Veenman et al. 2006; Weinert 1982). Numerous models have been established to describe ideal processes of self-regulated learning (for an overview, see Panadero 2017; Puustinen and Pulkkinen 2001; Winne and Perry 2000; Zimmerman 2008). These different models share at least two core assumptions. First, self-regulated learning is a highly complex process. It simultaneously engages cognitive, metacognitive, motivational, and behavioral processes (Boekaerts 1997; Winne and Hadwin 1998). These processes interact with one another, and they show a cyclic nature in which learners continuously use feedback to adjust their learning (Leopold and Leutner 2015; Schneider and Pressley 1989; Zimmerman 2008). Second, self-regulated learners engage consciously in the processes of planning, goal setting, organizing, monitoring, and evaluating. To that end, self-regulated learners consciously choose and use cognitive, metacognitive, motivational, and behavioral learning strategies, continuously monitoring learning progression in terms of quantity and quality (Glogger et al. 2012; Wirth and Leutner 2008).

The assumption of conscious engagement, however, must be queried for several reasons. One reason is that, according to models of cognitive processing, such as Atkinson and Shiffrin’s (1968) structural component model, consciousness is limited to a small number of processes at a time. Conscious processes take place in short-term memory, which Baddeley and Hitch (1974) call “working memory.” However, working memory capacity is limited in both the capacity to store information and the capacity to process information (Sweller 1988). Therefore, learners can consciously perform only a limited number of processes at the same time (Kuldas et al. 2013; Rhodes and Cowan 2018). Given the complexity of self-regulation of learning, one may question how self-regulated learners can consciously engage in all the different cognitive, metacognitive, motivational, and behavioral regulation processes. A second reason derives from intervention studies that show that learners improve in self-regulation through training, especially when training occurs over a long period of time and learners frequently repeat the use and regulation of learning strategies (De Boer et al. 2018). This observation is in line with skill acquisition theory, developed by Anderson (1982), which proposes that learners proceduralize skills through repeated practice. One effect of proceduralization is that the skill is performed automatically and autonomously. On the one hand, this reduces the load on working memory. On the other hand, it also reduces the need for conscious control.

Given the complexity of self-regulated learning and the limitations of working memory, one can assume that learners are not usually able to consciously self-regulate all learning processes at the same time. Being aware of all cognitive, metacognitive, motivational, and behavioral learning processes and regulating each of these processes consciously would inevitably lead to cognitive overload. Therefore, we conclude that models of self-regulated learning should not rely solely on an active and conscious kind of self-regulation. We propose that models of self-regulated learning need to include processes of self-regulation that are also reactive and unconscious. Since unconscious self-regulation may occur without inducing cognitive load, it might be one reason to think of self-regulated learning as a complex process that does not necessarily lead to cognitive overload.

In this paper, we propose a model of self-regulated learning and cognitive load that incorporates four main assumptions. First, it represents the complexity of self-regulated learning by proposing three different layers that reflect the different processes on a (learning) content level, a learning strategy level, and a metacognitive level (cf. Boekaerts 1997). Second, the model represents the following three structural memory components proposed by Atkinson and Shiffrin (1968): sensory memory, short-term memory (or
working memory; Baddeley and Hitch 1974), and long-term memory (Mayer 1997). Third, layers and components interact in that they exchange information and monitor and control each other (Nelson and Narens 1990). Fourth, processes of self-regulation are not restricted to working memory but are additionally initiated in sensory memory. According to this assumption, substantial parts of the self-regulation of learning are performed without conscious awareness (Kuldas et al. 2013). This assumption is not new. For example, Pressley et al. (1987, 1989) proposed that good strategy users or good information processors can use strategies consciously or habitually (see also De Lisi 1987) as long as they experience no obstacles. However, their model does not describe how the use of this unconscious self-regulated strategy might take place. To clarify this process, we propose a mechanism derived from Adaptive Resonance Theory (ART; Grossberg 1976a, b, 1999, 2019), which explains how information can be processed automatically without reaching working memory as long as the information is consistent with expectations derived from long-term memory.

In the following paragraphs, we will first describe the mechanism proposed for sensory memory. Afterwards, we will discuss how learning takes place in the different layers, given the proposed mechanism in sensory memory. We will then describe how the different layers interact. Furthermore, we will present empirical findings of research on self-regulated learning, metamemory, and cognitive load theory and show how the proposed model helps to better understand the reported empirical findings. Finally, for validation purposes, we will derive and present new hypotheses to test the model empirically in future research.

Unconscious Self-Regulation

Grossberg (1976a, b, 1999, 2019) proposed ART to solve a problem he calls “stability-plasticity dilemma” (Grossberg 1999, p. 3). The dilemma derives from the necessity to rapidly learn a vast amount of information in a rapidly changing environment without forgetting what has already been learned. To solve this problem, Grossberg proposes the so-called resonant states, and he assumes that resonance is necessary—but not sufficient—for consciousness (cf. Bor and Seth 2012; Cohen et al. 2012; Pitts et al. 2018). In short, resonance is a result of the interaction of a bottom-up and a top-down process. Single sensory information or information patterns of the environment or of the individual enter the cognitive system in a bottom-up process. They can activate expectations retrieved in a top-down process from long-term memory, for example, in the form of schemes. Additionally, an expectation might be primed beforehand. If sensory information and expectation match, they amplify each other, resulting in resonance. Sensory information in a resonant state lasts longer and is more energetic than sensory information not amplified by a bottom-up top-down interaction. If the resonant state is strong enough and lasts long enough, it achieves consciousness.

Of course, not all sensory information matches with expectation. Most mismatched sensory information will decay. However, if sensory information is strong enough without amplification by expectation, it may trigger a long-term memory search for a more appropriate scheme that helps to interpret mismatched information, resulting in a resonant state.

We propose a mechanism akin to Grossberg’s resonant state resulting from bottom-up and top-down interaction for subliminal information processing located in sensory memory. When sensory information enters sensory memory, it needs to receive attention for further processing (Atkinson and Shiffrin 1968; Cohen et al. 2012). Otherwise, the information will decay after several hundred milliseconds. The mechanism of resonant states suggests that attention results
from the interaction of sensory information and long-term memory information and is expressed by resonance. Resonance is proposed to increase the likelihood that information is processed consciously. In other words, resonance increases the likelihood of information’s being transferred from sensory memory to working memory (cf. Sweller et al. 1998).

However, resonance does not automatically lead to sensory information’s achieving consciousness (Grossberg 1999). Resonant states might stay unconscious; that is, resonant states might stay in sensory memory. This means, accordingly, that if attention is expressed by resonance and resonant states can remain unconsciously in sensory memory, sensory information can receive attention without achieving consciousness and being transferred to working memory. As a consequence, when sensory information is part of a resonant state that stays in sensory memory, it interacts with long-term memory information and, therefore, can enter long-term memory and contribute to learning without being transferred to working memory (e.g., Cowan 1997, 2008). The concept of resonant states explains how information can contribute to learning without being transferred to working memory, without achieving consciousness, and without inducing cognitive load on working memory.

Resonance results from the interaction of bottom-up sensory information and top-down long-term memory information amplifying each other. This is likely to happen if sensory information matches long-term memory information. However, what if sensory information does not match long-term memory information? If sensory information is weak, it will decay. If sensory information is strong enough and lasts long enough, though, it is likely to be transferred to working memory, triggering a long-term memory search for information that matches the sensory information. This way, mismatched information (e.g., surprising information) receives not only attention but also conscious awareness and, thus, induces cognitive load (cf., Frensch and Rünger 2003).

An example may best illustrate this mechanism. When driving a car, you need to process a large amount of information at any point in time. Most of the information does not achieve consciousness. Some of the information is irrelevant—for example, the color of the car behind you—and will decay without achieving consciousness. Other information is relevant but also does not achieve consciousness. For instance, in most cases, keeping the car on track is an automatic process of turning the steering wheel, and you are not aware of turning the steering wheel at all. This automatic, unconscious but relevant process can be explained by resonant states. Sensory information (received by your eyes, hands, ears, and so forth) aligns with your expectation of the car’s being on track. However, as long as the road is straight and nothing surprising happens, resonance will not be strong enough to transfer information to working memory. In other words, steering the car remains a collection of unconscious processes initiated in sensory memory, not transferred to your working memory and, therefore, not inducing cognitive load. As a result, you are able, for example, to actively engage in a conversation with your passenger. Imagine you reach a construction area, however. Your lane becomes narrow and curvy, and a considerable number of traffic signs guide you through an unusual route. Now your sensory information no longer matches your expectation of a straight road. It may transfer to working memory and trigger long-term memory search in order to interpret the traffic signs. These search and interpretation processes induce cognitive load. As a consequence, you will likely stop talking and concentrate on the road and traffic signs since there remains no sufficient working memory capacity for engaging in an intensive conversation.

We assume that the concept of resonant states as a mechanism of sensory memory can explain how learners are able to self-regulate the complex interaction of all the cognitive,
metacognitive, motivational, and behavioral processes that are involved in learning and take place at the same time, without overloading working memory. The core assumption is that resonant states combine sensory information with long-term memory information and, therefore, contribute to learning without necessarily achieving consciousness and being transferred to working memory, inducing cognitive load. We call this kind of process “unconscious self-regulation,” which is unconscious insofar as it is automatic rather than intentional. However, the process is still self-regulation since the learner still regulates the learning instead of others guiding it. We assume that this mechanism works on all layers of self-regulated learning: the content layer, the learning strategy layer, and the metacognitive layer (Boekaerts 1997). We will elaborate on this within the following sections.

Content Layer

Content learning aims at the construction of schemes (Abelson 1981; Bartlett 1932; Chi et al. 1982; Koedinger and Anderson 1990). Schemes are knowledge structures stored in long-term memory. They are highly efficient for several reasons. They can contain a significant amount of information in an organized manner, retrieved to working memory as one or just a few information units. In addition, they guide the learner’s perception of what is relevant and help the learner ignore irrelevant information. Schemes can house different knowledge types and interrelate different knowledge types within a single scheme. Depending on the type of knowledge, scheme acquisition differs. Learners construct schemes that represent concepts and facts by selecting, organizing, and elaborating on information as well as by combining new information with prior knowledge so that, in the best case, learners arrive at a deep understanding of the concepts or facts to be learned (Mayer 1997). In contrast, learners acquire schemes representing knowledge about procedures through frequent rehearsal and practice. Anderson (1982) theorized processes of composition and proceduralization that lead to procedural steps and procedures being chunked into one coherent scheme. Of course, schemes might also comprise both: knowledge about concepts and facts and knowledge about procedures. For example, a certain learning strategy’s scheme not only entails knowledge about single action steps (procedural knowledge; “then-part” of a production according to Anderson 1982) but also entails an understanding of why the learning strategy is useful in certain learning situations (conceptual knowledge; “if-part” of a procedure). As a consequence, the acquisition of schemes comprising different types of knowledge might require the combination of different learning strategies.

The acquisition of schemes usually requires working memory capacity (Fig. 1). Scheme construction is often described as transfer of relevant sensory information as well as retrieval of long-term memory information into working memory, where generative learning processes of organization, elaboration, and rehearsal construct and modify schemes. These learning processes are conscious, inducing cognitive load on working memory (Sweller 1988; Sweller et al. 1998, 2019). They refer to explicit learning (Reber et al. 1991), where learners intentionally engage in learning.

However, assuming a mechanism, such as resonant states in sensory memory, encourages one to describing scheme acquisition that is not intentional and conscious and that, therefore, might relate to implicit learning (Berry and Dienes 1993; Cleeremans 1993; Reber et al. 1991; Stadler and Frensch 1998). Implicit learning is often described as incidental learning (Dienes and Berry 1997): a learning process that occurs without being intentionally initiated by the learner. Early studies on implicit learning of artificial grammar by Reber (1967) reveal that
implicit learning depends on a high frequency of learning events presented one after another. This high frequency of repeated learning events makes it possible for learners to unconsciously form expectations based on earlier learning events because previous events’ sensory information is still present in sensory memory when the next learning event’s information enters sensory memory. When sensory information of a current learning event matches sensory information of a previous learning event, resonance emerges, which in turn increases the likelihood that the information enters long-term memory and contributes to inductive scheme acquisition (e.g., Stadler 1992). The resulting scheme may be very simple at the beginning of learning, representing just a single association (Broadbent et al. 1986; Churchill and Gillmore 1998). If in subsequent learning events learners retrieve this scheme to sensory memory, however, new resonant states with new sensory information can occur, which in turn results in an increasingly sophisticated scheme structure. By this, even complex structures, such as artificial grammar, can be learned without consciousness and without inducing cognitive load. It must be noted that learners are not aware of implicitly learned schemes and, as a consequence, do not generate an understanding of what they have learned. As Reber (1967) has demonstrated, learners can use implicitly learned schemes to more rapidly learn stimuli that correspond to the scheme though they are unable to verbalize the knowledge represented by the scheme. Thus, it must be distinguished between representing knowledge by a scheme and understanding the structure of the scheme. Learners can apply implicitly learned schemes without having developed an understanding of the structure of the scheme (e.g., Hayes and Broadbent 1988; Stanley et al. 1989). Implicitly learned schemes might be seen as a complex network of associations that can affect learning and behavior without consciousness and understanding. In that way, they differ from schemes that learners consciously construct in working memory and that lead to more or less deep understanding (Koedinger et al. 2012).

In summary, we propose two ways of learning within the content layer. One way is conscious, intentional, and induces cognitive load. Schemes as well as sensory information that is part of a strong and long-lasting resonant state in sensory memory are retrieved into working memory. In this case, conscious learning indicates constructing and modifying schemes by organization, elaboration, and rehearsal in working memory, inducing cognitive load. The second way is unconscious and does not induce cognitive load. Although incidental, this kind of learning is not random. Sensory information matches expectation based on
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**Fig. 1** Content layer of the interactive layers model of self-regulated learning and cognitive load (top view)
previous learning events or activated schemes. The more often sensory information is in resonance with expectations, the more likely its transfer to long-term memory, either building a new scheme or modifying an existing scheme without working memory being involved and, thus, without inducing cognitive load.

**Learning Strategy Layer**

Learning strategies are at the core of self-regulated learning. We distinguish cognitive, metacognitive, motivational, and resource management strategies (Engelschalk et al. 2017; Pintrich and De Groot 1990; Waldeyer et al. 2019; Weinstein and Mayer 1986; Wolters 1998), which all express themselves in strategic learning behavior. As mentioned earlier, all models of self-regulated learning describe self-regulated learners as consciously organizing their learning by selecting and applying learning strategies based on task requirements and conditions (e.g., instructional cues, available resources), strategy knowledge and cognitive conditions (e.g., prior knowledge, beliefs), and personal objectives (Winne and Hadwin 1998). To accomplish this effectively, learners need declarative, procedural, and conditional strategy knowledge (Paris et al. 1983). Declarative strategy knowledge refers to knowing “that” and includes knowledge about the learning strategy that can be verbally explained to others. Procedural strategy knowledge refers to knowing “how” to perform a certain learning strategy and all the actions involved. Finally, conditional strategy knowledge refers to knowing “why” and “when” and “under which conditions” a certain learning strategy is applicable and useful for learning.

Intervention studies have demonstrated that learners can acquire learning strategy knowledge and improve their use of learning strategies (e.g., Aghaie and Zhang 2012; Eilers and Pinkley 2006; Leopold and Leutner 2015). A typical intervention starts with verbally explaining the strategy and its different steps and demonstrating its use. Afterwards, learners have repeated opportunities to apply their acquired learning strategy knowledge to different but similar learning tasks (e.g., Leopold and Leutner 2015). This way, learning strategy interventions typically include phases of skill acquisition as described by Anderson (1982). In the declarative phase, learners are asked to interpret all the single features of the learning task as well as each step of the strategic procedure. They need to understand the structure of the type of task as a condition for the successful use of the respective learning strategy (“if-part” of a production according to Anderson 1982). Additionally, learners need to know the action steps of the learning strategy (“then-part”) and integrate them into the to-be-built learning strategy scheme (“production”). In this declarative phase, learning strategy knowledge is conscious and the acquisition of learning strategy knowledge, therefore, induces cognitive load. Learning strategy knowledge is also declarative in this stage, with both teachers and learners able to declare and verbalize it so that knowledge is mediated verbally. Note that declarative knowledge, as defined by Anderson (1982), holds for all three kinds of learning strategy knowledge theorized by Paris et al. (1983), not only for knowing “that.” Declarative knowledge sensu Anderson is different from declarative knowledge sensu Paris et al. (Süß 1996). Declarative knowledge sensu Anderson indicates that knowledge can be or needs to be declared and verbalized, while declarative knowledge sensu Paris et al. denotes conceptual knowledge (knowing “that”).

In the phase of knowledge compilation, learners practice learning strategy use repeatedly and, thereby, convert formerly declarative knowledge (sensu Anderson) into proceduralized knowledge. With increasing proceduralization the need for consciously interpreting single
conceptual information of the learning strategy (conceptional and conditional knowledge) decreases, and single action steps of the learning strategy are composed into productions and macroproductions. As a result, cognitive load induced by the use of a learning strategy also decreases. In the final phase, the procedural phase, further tuning of the acquired learning strategy scheme is achieved by generalization, discrimination, and strengthening. These processes especially affect conditional strategy knowledge so that learners easily recognize under which conditions a learning strategy is applicable; therefore, deciding which learning strategy to use induces less cognitive load.

Thus far, we have described how learners acquire learning strategy knowledge and become experienced users of learning strategies. Next, we will describe two ways of using learning strategies when performing a certain learning task (Fig. 2). Again, these two ways differ in the amount of cognitive load they induce on working memory. The way usually described by models of self-regulated learning starts with the learning task and its conditions for learning. These conditions include affordances for certain learning strategies. For example, learning and understanding a science text might prompt using deep learning strategies of organization and elaboration (e.g., concept mapping, summarizing, or visualizing; Leopold and Leutner 2015) instead of rehearsing the text literally. In contrast, vocabulary might efficiently be learned by rehearsal, establishing association between the word of the mother tongue and the word of the foreign language. Thus, learning task affordances might prompt certain learning strategies. However, learners need to consciously decide which learning strategy to use not only based on task affordances but also on their learning-strategy knowledge and their learning objectives (Winne and Hadwin 1998). They need to retrieve and consciously process all this information in working memory, thereby experiencing cognitive load.

However, learners do not always think intensively about which strategy to use when they begin with learning. One may argue that this kind of learning is not strategic and self-regulated at all. One may also argue that, in some cases, learners—especially good strategy users (Pressley et al. 1987, 1989)—possess strong learning-strategy knowledge that is activated in a top-down process when entering the learning situation. In that case, information regarding task affordances may, in a bottom-up process, enter sensory memory and match conditional learning-strategy knowledge, resulting in resonance. This resonance may unconsciously initiate learning-strategy application. This way, learners can perform learning strategies and self-regulate their learning without continuously thinking about how to perform the strategy or

Fig. 2 Learning strategy layer of the interactive layers model of self-regulated learning and cognitive load (top view)
about whether this learning strategy is the best. Thus, learning can be strategic and self-regulated without inducing cognitive load on working memory.

**Metacognitive Layer**

Monitoring and control are the two key processes of self-regulated learning that are based on metacognition (Butler and Winne 1995; Nelson and Narens 1990; Winne 1996). Self-regulated learners monitor their learning with respect to two different aspects (Wirth and Leutner 2008). One, they evaluate whether they meet their learning goals (content layer). And two, they evaluate whether they have executed a learning strategy the way they had planned (learning strategy layer). In case of discrepancies with respect to goals or strategy, self-regulated learners control their learning by adjusting their learning behavior. In the following, we use the term metacognitive regulation to refer to the interplay of monitoring and control.

Flavell (1979) described monitoring as an interaction of metacognitive knowledge, metacognitive experiences, learning goals, and learning strategies, whereby learning goals and learning strategies may be set and chosen based on metacognitive knowledge and metacognitive experiences. Metacognitive knowledge is a learner’s knowledge, stored in long-term memory, about characteristics of the learner or other persons, of the learning task, and of learning strategies (Fig. 3). Metacognitive person knowledge includes knowledge about intra- and interindividual differences on cognitive processes as well as beliefs about universal properties of cognition. Metacognitive task knowledge concerns information available during task performance as well as typical demands and goals of a specific type of learning task. Metacognitive learning strategy knowledge includes declarative, procedural, and conditional strategy knowledge as described above. When using these three kinds of metacognitive knowledge, learners should be aware that they may depend on each other. For example, metacognitive learning strategy knowledge and metacognitive person knowledge interact in such a way that learners not only know certain learning strategies but also know whether they are capable of applying a certain learning strategy or not.

Flavell (1979) argued that learners may activate metacognitive knowledge consciously, resulting in metacognitive experience. Metacognitive experiences occur in situations that require careful and conscious thinking. For example, when learners realize that a learning task is difficult, they engage in standard setting (Winne and Hadwin 1998) and planning in

![Fig. 3: Metacognitive layer of the interactive layers model of self-regulated learning and cognitive load (top view)](image)
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order to master the task. In that case, learners retrieve metacognitive knowledge into working memory and use it for metacognitive regulation of their learning. However, according to Flavell (1979), metacognitive knowledge may also be activated by metacognitive cues in the task situation without forming a metacognitive experience (cf. Evans 2006; Kahneman 2003; Sloman 1996). Metacognitive knowledge can then influence learning without itself entering consciousness (Baker 1994; Reder 1996; Veenman et al. 2002). We assume that this kind of unconscious self-regulation is likely to happen if metacognitive cues match metacognitive knowledge and cause resonance in sensory memory. This resonance may be strong enough to directly contribute to metacognitive regulation. At the same time, the resonance may not be strong enough to transfer into working memory and become a conscious metacognitive experience. For instance, imagine reading a text. If you expect yourself to be able to easily understand the text (since you have often read this kind of text, you have sufficient prior content knowledge, etc.), you will probably start reading the text in the way you usually read this kind of text without engaging in careful and conscious planning and metacognitive regulation (Kintsch 1998). As long as you read fluently through the text, monitoring and control may remain an unconscious process based on resonant states in sensory memory (Koriat et al. 2014; Samuels et al. 2005). However, imagine encountering a paragraph that is surprisingly difficult to understand. In this case, metacognitive cues, such as approaching unknown vocabulary or slowing down reading speed, may grow strong enough to transfer to working memory, even without being amplified by resonance. As a result, these metacognitive cues become part of a conscious metacognitive experience. Thus, in this case, metacognitive regulation becomes conscious and induces cognitive load.

Layer Interaction

In the previous sections, we have described self-regulated learning as processes in three different layers: content layer, learning strategy layer, and metacognitive layer. All three layers include the same structural components of sensory memory, working memory, and long-term memory. For all three layers, we assume the same kind of cognitive processes. Sensory information enters sensory memory. And if it matches long-term memory information, it creates a resonant state. If resonance is strong enough, sensory information automatically contributes to learning and its (unconscious) regulation without achieving consciousness and without inducing cognitive load. If the resonance becomes even stronger, it transfers to working memory, where it is consciously and intentionally processed, resulting in cognitive load. If there is an incompatibility of sensory information and long-term memory information, and if the sensory information itself is strong enough, sensory information transfers to working memory as well.

Although self-regulated learning is a highly complex interaction of structural components and cognitive processes within each layer, it may be even more complex since we additionally assume interactions across the three layers (Fig. 4). These interactions of self-regulated learning may be part of an intentional and conscious process in working memory (interactions 6 to 10 in Fig. 4), inducing cognitive load (e.g., Valcke 2002). They can also occur, however, within an automatic and unconscious process in sensory memory without inducing cognitive load (interactions 1 to 5 in Fig. 4). We will start with describing intentional, conscious, and cognitive load-inducing working memory interactions of self-regulated learning.
Layer interactions occur as top-down and bottom-up interactions, representing Nelson and Narens’ (1990; Nelson 1996) processes of monitoring (bottom-up) and control (top-down). For example, judgments of learning as part of the monitoring process result from a bottom-up interaction of the content layer and the metacognitive layer (interaction 10 in Fig. 4). Judgments of learning are “predictions about future test performance on currently recallable items” (Nelson and Narens 1990, p. 130). For these conscious kinds of metacognitive judgments, learners need to rely on information of the content layer stored in working memory and evaluate this information in order to update their metacognitive person knowledge. If learners realize a gap in content knowledge, control processes may start (e.g., Komori 2016). Learners need to select an appropriate learning strategy from their metacognitive learning strategy knowledge (interaction 6 in Fig. 4) and adapt it to the current learning task (interaction 7 in Fig. 4) in a top-down process. Through a bottom-up interaction of the learning strategy layer and the content layer, learners monitor whether their adaptation of learning strategy knowledge to the current learning task is successful (interaction 8 in Fig. 4) or whether further adaptation is possible and needed (top-down interaction 7 in Fig. 4). On this basis, learners conclude whether they have chosen an appropriate learning strategy and whether they have implemented this learning strategy with sufficient quality (bottom-up interaction 9 in Fig. 4). This interaction of the learning strategy layer and the metacognitive layer will refine declarative, procedural, and conditional knowledge of the learning strategy layer as well as metacognitive learning-strategy knowledge on the metacognitive layer.

Of course, this is a description of an ideal, successful layer interaction and successful self-regulation of learning. However, self-regulation is not always successful. Students may stop studying too early or may use an inappropriate learning strategy (e.g., Mazzioni et al. 1990). According to our model, unsuccessful self-regulation results from deficits of at least one of the layer interactions. For example, judgments of learning might be not perfectly calibrated because of deficient content knowledge monitoring (interaction 10 in Fig. 4). Deficient content knowledge monitoring might be due to a deficient representation of relevant content knowledge in working memory or due to deficient retrieval of metacognitive knowledge. Learners
might need feedback or prompts (Wirth 2009) to recognize the deficient layer interaction and
the reasons for this in order to improve their self-regulation in the next learning cycle.

In addition to the intentional and conscious interactions in working memory, we postulate
that similar interactions take place in sensory memory and, thus, occur as automatic processes
that do not induce cognitive load on working memory. This assumption is in line with dual-
process theories (Evans 2006; Kahneman 2003; Sloman 1996), which distinguish an automatic,
“intuitive” type 1 process (Thompson et al. 2011) from a deliberate, analytic, “intentional”
type 2 process. Monitoring of type 1 processes uses implicit cues (Koriat 2007), such as the
fluency of cognitive processes, and may result in a feeling of rightness (Thompson 2009).
Strong feelings of rightness, in turn, prevent learners from engaging in type 2 processes.

We argue that, in self-regulated learning, type 1 processes occur as unconscious interactions
in sensory memory. They can be explained by resonant states of one layer that amplify a
resonant state of another layer. One layer’s resonant states may amplify another layer’s if the
resonances match and swing in accordance with each other. Thereby, resonant states of one
layer can confirm or even activate resonant states of another layer.

The feeling of knowing, as part of monitoring, may be one example of such an automatic
and unconscious interaction of resonant states of different layers: “Feeling-of-knowing (FOK)
judgments occur during or after acquisition (e.g., during a retention session) and are judgments
about whether a given currently nonrecallable item is known and/or will be remembered on a
subsequent retention test” (Nelson and Narens 1990, p. 130). As such, these metacognitive
judgments refer to nonrecallable information of the content layer; this information cannot
currently be retrieved from long-term memory to working memory. In a case of FOK, a
resonant state of the content layer may amplify a resonant state of the metacognitive layer
(bottom-up interaction 5 in Fig. 4) so that the learner experiences the feeling of the resonance
established by sensory information and long-term information on the content layer. This
feeling can confirm the metacognitive monitoring judgment of a learner on the metacognitive
layer, and the learner experiences FOK of content without consciously being aware of this
content.

An example of an automatic, unconscious control process may be reading a page with a few
words highlighted in italics. These metacognitive cues might match a learner’s metacognitive
task knowledge about highlighted words in a text being likely relevant for understanding the
text, resulting in a resonant state in the metacognitive layer. This resonance on the
metacognitive layer may amplify the perception of the highlighted words as learning strategy
affordances, which may confirm learning strategy knowledge about first skimming highlighted
words before reading the entire page (top-down interaction 1 in Fig. 4). Activating this reading
strategy amplifies the content information of the highlighted words, which in turn are more
likely to create a resonant state with respect to prior knowledge on the content layer (top-down
interaction 2 in Fig. 4). When sensory information matches long-term memory information
(prior knowledge) on the content layer, the resulting resonance may amplify the respective
resonant state on the learning strategy layer and, thereby, confirm the reading strategy of first
skimming highlighted words (bottom-up interaction 3 in Fig. 4). If there is a mismatch and if
sensory information of a highlighted word is strong enough to transfer to working memory
(that is, this information is perceived as sufficiently relevant), it may trigger a conscious search
for appropriate prior knowledge or may activate conscious monitoring and control processes in
working memory. As long as learners encounter no obstacles when skimming the text and
activating prior knowledge, the resonant state on the learning strategy layer persists and may
amplify the respective resonant state on the metacognitive layer (bottom-up interaction 4 in
In effect, the metacognitive task knowledge about highlighted words as being a text’s relevant information is confirmed.

In summary, Fig. 5 illustrates the proposed interactive layers model of self-regulated learning and cognitive load. The model consists of the three structural components (sensory memory, working memory, and long-term memory), three layers (content layer, learning strategy layer, and metacognitive layer), and interaction processes of structural components within one layer as well as interaction processes between different layers. It distinguishes intentional and conscious processes of self-regulated learning from more intuitive and unconscious self-regulated learning processes. Conscious processes are located in working memory and, therefore, induce cognitive load. Research on self-regulated learning mainly investigates these conscious self-regulation processes (e.g., Azevedo et al. 2008; Nückles et al. 2009). Research on perception and cognition, however, suggests unconscious processes in addition to conscious processes of self-regulated learning (Runeson et al. 2000). In our model, these unconscious processes are located in sensory memory and explained by resonant states that allow sensory information to interact with long-term information without achieving consciousness while still contributing to learning. Consequently, these resonant states contribute to self-regulated learning without inducing cognitive load. This study argues that resonant states and resulting processes are part of self-regulation of learning, although self-regulated learners are not aware of these processes. Resonant states and resonant state interactions are processes that attend to certain sensory information as well as certain long-term information. They process and refine long-term information and can lead to strategic and metacognitively regulated information processing. Therefore, they share the same core features as conscious processes of self-regulated learning, excluding awareness and consciousness, which contributes to self-regulated learning without inducing cognitive load. We call this kind of automatic processes unconscious self-regulated learning.

![Interactive layers model of self-regulated learning and cognitive load](image-url)
Re-interpretation of Empirical Findings

Proposing a new model, such as the interactive layers model of self-regulated learning and cognitive load, contributes to existing research only if the new model explains empirical findings that have been difficult to interpret or explain. In the following sections, we will report some empirical findings from the field of self-regulated learning, metacognitive judgements, and cognitive load theory that are difficult to explain by theories the studies’ authors consulted. We will show how the interactive layers model assists in interpreting these findings.

Findings on Self-Regulation of Learning and Learning Outcome

According to models of self-regulated learning, self-regulation contributes to learning. As a consequence, researchers expect positive correlation between self-regulation and learning outcome (e.g., Wang et al. 1990). However, empirical research on the correlation of self-regulation and learning outcome reveals mixed results (Blickle 1996; Pintrich and Garcia 1993; Pintrich et al. 1993; Veenman et al. 2005). While there are studies finding positive correlations, as expected, others find weak or no correlation.

These inconsistent results appear not only across studies but also within studies. For example, Leopold and Leutner (2002) compared students of different grades and expected to find higher correlations of self-regulation of learning and learning outcome in higher grades compared with lower grades. Lower-grade students are not experienced in self-regulated learning and thus cannot effectively self-regulate, whereas higher-grade students have had many opportunities to develop self-regulated learning skills, resulting in variance in effective self-regulated learning between students. In Leopold and Leutner’s (2002) study, students of different grades read an expository science text. Afterwards, they were asked about their use of different learning strategies and were tested on text comprehension. For cognitive deep-level learning strategies, results were consistent with expectations. Correlations of the use of deep-level learning strategies and text comprehension increased from $r = .01$ (grade 5) to $r = .29$ (grade 7) and from $r = .39$ (grade 9) to $r = .44$ (grade 11), following a monotone trend. However, correlations of the use of metacognitive learning strategies and text comprehension were surprising since they followed a non-monotone trend, increasing from $r = -.05$ (grade 5) and $r = .23$ (grade 7) to $r = .31$ (grade 9) before decreasing to $r = .15$ (n.s., grade 11). For an explanation of these different result patterns, one must know that the survey questions covering deep-level learning strategies contained very specific information from the expository text. For example, one item asked, “Did you think about the relationship between the terms dipole and hydrogen bridge bond (no/ if anything, no/if anything, yes/yes)?” Students of all grades had no prior knowledge of the content of the expository text. Thus, according to the interactive layers model, we gather that students’ low prior content knowledge resulted in a very low probability for resonant states on the content layer. Moreover, one may conclude that scheme construction required intentional and conscious working memory processes. Since deep-level learning strategy items contained specific content information, students’ answers on these items also heavily relied on learning strategies intentionally used for scheme construction in working memory. Thus, these conscious processes were processes typically described by models of self-regulated learning and, accordingly, showed a result pattern consistent with these models. However, the result pattern of metacognitive strategy use was surprising; the correlation between reported metacognitive learning strategy use and learning outcome was lower for high-grade students than for middle-grade students. According to our model, this could be
explained by a higher probability of resonant states on the metacognitive layer for experienced high-grade students. Of course, some high-grade students may have consciously used metacognitive knowledge, intentionally resulting in conscious metacognitive experiences. Other experienced students, however, may have unconsciously self-regulated their learning based on resonant states in sensory memory. Thus, we assume that, for less-experienced middle-grade students, self-regulation requires conscious processes in working memory. Notably, students can report whether they engaged in these processes or not. This may not be true for high-grade students since some unconsciously self-regulate their learning and, therefore, cannot report their self-regulation. Accordingly, for middle-grade students, correlations are consistent with models of self-regulated learning, while non-significant correlations for high-grade students indicate differences in conscious and unconscious self-regulation between high-grade students.

Of course, Leopold and Leutner (2002) is just one example of differences in correlational findings concerning metacognitive self-regulation and learning outcome, and our model provides just one of possibly many theoretical explanations of these differences. In our estimation, though, this example can inspire further research testing the assumption that self-regulation of learning can be conscious or unconscious, resulting in different correlations of self-regulation with learning outcomes.

**Findings on Different Measures of Self-Regulated Learning**

The study of Leutner and Leopold (2002) demonstrates that the validity of questionnaires administered after learning ("offline," Veenman et al. 2006; Wirth and Leutner 2008) depends on prior knowledge and learning experiences on all layers. Only when learners lack prior knowledge and self-regulation experiences, self-regulation relies mainly on working memory processes, which learners consciously experience and can validly report. However, if self-regulation induces too much cognitive load, it may be that validity of questionnaires may differ among the three layers. We assume that when learners experience risk of cognitive overload, they first concentrate on processes of the content layer since scheme construction is the primary task of learning. If some working memory capacity remains, learners engage in processes on the learning strategy layer and assign capacity to processes on the metacognitive layer. Thus, if the validity of questionnaires depends on working memory capacity invested in the respective layer, questionnaires on the content layers have a higher probability of validity than questionnaires on learning strategy layer. Similarly, questionnaires on the learning strategy layer are more likely to be valid than questionnaires on the metacognitive layer. These assumptions derived from the interactive layers model are confirmed and evidenced in the findings of a recent study by Rogiers et al. (2020). Through questionnaires and think-aloud protocols, Rogiers and colleagues measured students’ cognitive and metacognitive strategy use when learning from texts (cf. Veenman et al. 2005, 2006). Students, averaging 13 years old, possessed low prior content knowledge and were categorized as average achievers by their teachers. Therefore, they correspond to the middle-grade students of the study by Leopold and Leutner (2002), and one might expect findings consistent with models of self-regulated learning. However, findings are inconsistent in many respects. For example, in the questionnaire, learners reported that they self-evaluated their learning frequently, but the authors did not observe any self-evaluation events in the think-aloud protocols. Additionally, the authors did not record any significant correlation between questionnaire self-reports on further metacognitive learning strategy use and respective think-aloud protocol data \(0.10 < r < 0.11\).
n.s.). In contrast, respective correlations concerning cognitive learning strategy use were moderate to strong (.45 < \( r \) < .59). This pattern of results corresponds with Leopold and Leutner’s findings and can be explained by our interactive layers model. As in Leopold and Leutner’s study, probability for resonant states was low on all three layers, and self-regulated learning processes required conscious engagement and processing in working memory. Learners were able to report these processes on the learning strategy layer by thinking aloud and by completing the retrospective questionnaire. However, on the metacognitive layer, only a small number of utterances surfaced in the concurrent think-aloud data, and one must conclude that the learners did not engage in metacognitive monitoring and control. It seems that processes of self-regulated learning on the content layer and the learning strategy layer induced so much cognitive load that there was no working memory capacity left for conscious metacognitive processes. Since learners reported metacognitive strategy use in the retrospective questionnaire frequently, validity of these questionnaires must be queried. Answers may be attributed to social desirability.

**Findings on Metacognitive Accuracy and Learning Outcome**

Research on judgements of learning (JOL) indicates that JOLs are moderately accurate in predicting learning outcomes (Dunlosky and Nelson 1992; Koriat 1997) and that JOLs have an effect on study resources, such as study time that learners invest in learning (Son and Metcalfe 2000). One may expect that, with increased study time or with increased number of restudying trials, not only does learning performance increase but so does metacognitive accuracy since learners have better and more numerous opportunities to calibrate their metacognitive judgements, i.e., JOLs. However, Koriat et al. (2002) reported findings on JOLs that have shown that learners overestimate their learning after studying the material once but underestimate their learning when studying the learning material a second, third, or fourth time. Koriat and colleagues show that this “underconfidence-with-practice” (UWP) effect is independent from feedback, pacing, incentives, and other possible moderators. Inspecting the presented data reveals that the UWP effect results from different rates of learning performance and JOLs. While learning performance increases strongly with repeated restudying, JOLs increase only slightly.

As Koriat et al. (2002) point out, there is no convincing theoretical explanation for the UWP effect of JOLs, but the interactive layers model might be useful in this regard. The model proposes that JOLs rely on conscious interaction of the metacognitive layer and the content layer in working memory. Since the learning tasks in the study by Koriat et al. were “easy” (e.g., word pair associations), learners likely perceived these tasks as a simple kind of learning task. Thus, their metacognitive task knowledge may influence the interaction of content layer and metacognitive layer causing learners to overestimate their learning performance and to overlook gaps on the content layer. This effect may explain overestimation of learning performance in the first study trial. However, when restudying items, knowledge on the content layer should already be activated by the first study trial. This leads to an increased probability of resonant states in sensory memory on the content layer. This increased probability of resonant states in turn increases the probability that restudying items contributes to learning, without learners being aware of this fact. As an effect, learners do not recognize their improvement. Thus, the concept of resonant states explains why learners improve in content learning through restudy much more than they are aware of; consequently, their learning performance increases much more than their JOLs, resulting in the UWP effect.
Findings on the Expertise Reversal Effect

One typical finding of research on cognitive load is the so-called "expertise reversal effect" (e.g., Kalyuga 2007; Kalyuga and Renkl 2010). The expertise reversal effect posits that instructional aids effective for low-knowledge learners do not improve but rather hinder the learning of high-knowledge learners. For example, Arslan-Ari (2013) investigated the effects of cueing (labels and pictures) and prior knowledge on learning and mental effort in a multimedia learning environment. The results indicate that, not surprisingly, high-knowledge learners scored higher on a retention test than low-knowledge learners. However, surprisingly, high-knowledge learners also reported higher mental effort. In addition, they did not show superior performance in deep learning as assessed by transfer and matching tasks. Kalyuga et al. (1998) conducted longitudinal studies to investigate the interaction of learners’ different expertise levels and the efficiency of instructional formats. Results indicate that instructions that were beneficial for novice learners (Exp. 1) became ineffective or even had negative consequences on performance and mental effort (Exp. 3) when learners’ expertise increased. Another example was reported by Nückles et al. (2010). They examined the expertise reversal effect during journal writing. In their first study, the experimental group received a combination of cognitive and metacognitive prompts, whereas the control group did not receive any prompts. First, these instructional aids led to an improvement of the experimental group over the control group, but over time this advantage diminished. To avoid this expertise reversal effect, Nückles et al. used a fading-out prompts procedure in a second experiment. The fading-out group was compared with a group that received permanent prompts. Results indicate that the fading-out group reported significantly more cognitive strategies and showed higher learning outcomes than the permanent prompts group.

This exemplary collection of studies has demonstrated that the expertise reversal effect is sensitive to instructional aids presented on all three layers, e.g., cues highlighting task requirements (Arslan-Ari 2013; Kalyuga et al. 1998) and cues in the form of learning strategy affordances and metacognitive cues (Nückles et al. 2010). Additionally, these studies have examined the expertise reversal effect with regard to learning as well as mental effort (that is, consciously invested working memory capacity). Based on the interactive layers model, we assume that the same mechanism helps to explain the expertise reversal effect on all three layers. When learners possess low prior knowledge, instructional aids strengthen certain information of the learning task as well as certain long-term memory information, allowing for their transfer to working memory without amplification by resonant states in sensory memory. As a result, learners focus on this relevant information when consciously constructing schemes. However, when learners possess high prior knowledge, information not supported by instructional aids has a high probability of creating resonant states in sensory memory and of activating individuals’ prior knowledge on all layers. If information strengthened by instructional aids does not match activated prior knowledge, it interferes with already created resonant states. This interference prevents resonant states from automatically contributing to learning. Instead, resonant states as well as information strengthened by instructional aids are transferred to working memory, and learners must invest working memory capacity to solve the conflict between information strengthened by instructional aids and information amplified by resonant states.
Validating the Interactive Layers Model

The interactive layers model of self-regulation and cognitive load suggests a new interpretation of existing empirical findings, as demonstrated in the previous section. However, of course, other models suggest different re-interpretations, and future research is needed to test which of the different possible re-interpretations is the most valid. Thus, the new interpretations of existing data do not validate the interactive layers model. For validation purposes, novel hypotheses should be derived from the model and tested empirically. In this section, we suggest a novel hypothesis derived from the model, and we elaborate on a possible study design. However, conducting the respective study would be part of future research.

The most innovative (or challenging) part of our model may be the assumption of resonant states and, in combination with resonant states, the assumption of unconscious self-regulation. Therefore, we have concentrated on generating a hypothesis concerning unconscious self-regulation of a learning strategy and focusing on the learning strategy layer. On the learning strategy layer, resonant states result from learning strategy affordances that match activated learning strategy knowledge. If learning strategy affordances meet expectations that build on learning strategy knowledge, learning strategy use has a high probability of being unconscious and not inducing cognitive load. Given that self-regulated learners have sufficiently practiced a certain learning strategy, the model suggests that the use of this strategy is likely to be unconscious as long as the learning task can successfully be solved with this learning strategy and as long as affordances trigger this strategy. However, as soon as learners experience obstacles when using the learning strategy—for example, expectations are not met anymore—learning strategy use should become conscious, with cognitive processes of the learning strategy performed in working memory inducing cognitive load.

Investigating this hypothesis requires measurement of whether learning strategy use is performed consciously or unconsciously. Conscious learning strategy use can be assessed by any type of verbal data, such as think-aloud protocols (Ericsson and Simon 1980; Sonnenberg and Bannert 2019). In contrast, unconscious learning strategy application cannot be verbalized since learners are not aware of using a learning strategy. Thus, unconscious learning strategy use only expresses itself in learning strategy behavior, as with eye movements when reading. As a consequence, in cases where self-regulated learners show a certain learning strategy behavior without being able to verbally report the learning strategy use, learning strategy use is unconscious, but as soon as learners can and do report learning strategy use, it is conscious.

In order to test whether learning strategy use is unconscious when learning strategy affordances meet expectations and becomes conscious as soon as learners experience obstacles, one might consider the previously mentioned example of a text with highlighted words. These highlighted words are affordances for the learning strategy of skimming the text and using highlighted words to activate focused prior knowledge. This highlighted-word affordance matches expectations derived from learning strategy knowledge, allowing the skimming strategy to be unconscious. But if some or all of the highlighted words are randomly highlighted, learners would experience an obstacle and the use of the skimming strategy would become conscious.

One could test this analysis asking learners who are sufficiently capable of using the skimming strategy to read a text with highlighted words. Learning strategy use could simultaneously be assessed by a behavior-based measure, such as eye-tracking and think-aloud protocols (e.g., Trevors et al. 2016). One would expect that, when highlighted words activate relevant prior knowledge, learners skim more or less fluently the highlighted words without...
verbally reporting to do so. In other words, behavioral data and verbal data would differ. As soon as learners come to words that are highlighted for an unknown reason, though, they experience an obstacle. One would then expect this to lead to disturbances in the eye-tracking data as well as verbal reports on the skimming strategy in the think-aloud protocols.

Conclusion

In this paper, we proposed an interactive layers model of self-regulated learning and cognitive load. It is a descriptive model in that it shows different paths of information processing without prescribing one ideal path of information processing or of learning. The model builds on assumptions derived from “classical” models of information processing (Atkinson and Shiffrin 1968; Baddeley and Hitch 1974), skill acquisition (Anderson 1982), self-regulated learning (Boekaerts 1997; Winne and Hadwin 1998; Zimmerman 2008), and metamemory (Nelson and Narens 1990). Additionally, it adds a mechanism derived from the Adaptive Resonance Theory (Grossberg 1976a, b, 1999, 2019)—namely, resonant states—which emphasizes the important role of sensory memory in self-regulated learning. We assume that self-regulated learning includes unconscious self-regulation as well as conscious self-regulation processes. Unconscious self-regulation relies on resonant states that automatically and unconsciously contribute to learning. Since resonant states are located in sensory memory, they do not induce cognitive load on working memory. By including resonant states, our model emphasizes the role of sensory memory for learning. Since cognitive load theory has gained increasing relevance, research on self-regulated learning and learning with multimedia has developed a strong focus on working memory and long-term memory, thereby nearly ignoring processes of sensory memory. However, according to dual processing theories (e.g., Evans 2006; Kahneman 2003; Sloman 1996), processes in sensory memory are crucial for learning. Theorizing these processes, therefore, is helpful for explaining the effects of self-regulated learning and cognitive load and for explaining how self-regulation does induce cognitive load (in cases of conscious and intentional self-regulation) or does not (in cases of unconscious and automatic self-regulation).

We have demonstrated the usefulness of the model by interpreting empirical findings reported in the literature of self-regulated learning, metamemory research, and cognitive load theory, with theoretical assumptions derived from the interactive layers model. Of course, these findings are just exemplary, and we guess that more inconsistent findings can be found in the literature that our model helps to explain. Additionally, we assume that there exist many empirical findings that have not yet been published because they were contrary with what the authors of the studies expected based on the theories they used. Perhaps the interactive layers model can lay theoretical ground for re-analyzing these unpublished data.
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