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Abstract

Recent observations opened up a new window on the inflationary model building. As it was firstly reported by the WMAP data, there may be some indications of statistical anisotropy on the CMB map, although the statistical significance of these findings are under debate. Motivated by these observations, people begun considering new inflationary models which may lead to statistical anisotropy. The simplest possible way to construct anisotropic inflation is to introduce vector fields. During the course of this thesis, we study models of anisotropic inflation and their observational implications such as power spectrum, bispectrum etc.

Firstly we build a new model, which contain the gauge field which breaks the conformal invariance while preserving the gauge invariance. We show that in these kind of models, there is an attractor phase in the evolution of the system when the back-reaction of the gauge field becomes important in the evolution of the inflaton field. We then study the cosmological perturbation theory in these kind of models. More specifically, we calculate the anisotropic corrections due to the presence of the vector field.

We then generalize the separate universe formalisms to our anisotropic set up and use this formalism in some specific examples of anisotropic inflation. Finally, we connect the primordial anisotropies to the specific examples and to CMB observations. We calculate the TT, TE, TB, EB and BB correlation in the model of charged scalar field model and look for the unique signatures that the anisotropic inflation can have on the CMB map. Any future detection of these statistical anisotropies would rule out the isotropic FRW models.

KEYWORDS: Cosmology, Inflation, Statistical Anisotropy, CMB, Cosmological Perturbation Theory, Planck, In-In formalism, Delta N formalism.
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4.1 Here we have plotted \( \eta \) defined in Eq. (4.23), with \( \lambda = 2.5 \times 10^{-13} \), \( M = 3 \times 10^{-6} M_P \), \( p = 50 \), \( \rho_{\text{ini}} = M_P/5 \) and \( \epsilon = 1 \). The first phase change, at e-folding \( \alpha \simeq 10 \), happens when \( R_1 \) becomes comparable to \( \epsilon \). The second phase change happens very close to the end of inflation (in about one e-folding towards the end of inflation) when \( R_2 \) also becomes comparable to \( \epsilon \).

4.2 Here we plot our analytical solution for \( \rho(\alpha) \), Eq. (4.36), shown by the red dashed curve, and compare it to the full numerical solution denoted by the solid black curve. The agreement between them is very good. The left figure corresponds to \( \epsilon = 1 \) whereas for the right figure \( \epsilon = 10^{-4} \). As argued, the time of first phase change, which here is at \( \alpha_1 \simeq 10 \), is independent of the value of \( \epsilon \) and is well approximated by our analytical formula Eq. (4.37). All other parameters are as in Fig. 4.1.
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9.1 Here we plot the evolution of $H_b$ and $H_c$. As we expect, the attractor solution is FRW as the system approaches to it very rapidly. The parameters are chosen such that at an initial time $t_0$, $\dot{\sigma}_0 = 0.05\dot{\alpha}_0$ and $\dot{\delta}_0 = -0.08\dot{\alpha}_0$.

9.2 Here we plot $\left[ 2(\sigma_0' + \delta'_0) - 3 \sin^2 \Theta (\sigma_0' \cos^2 \Phi + \delta_0' \sin^2 \Phi) \right]$ for different choices of $\sigma_0'$ and $\delta_0'$. The left, middle and right panels correspond to $\sigma_0' = 3\delta_0'$, $\sigma_0' = \delta_0'$ and $\sigma_0' = -3\delta_0'$ respectively.

9.3 Summary of scale-dependence of the anisotropic component in power spectrum for various models. The $k$-dependence of the primordial power spectrum, and the examples are listed in the plot legend. The correction to the CMB temperature anisotropy is plotted in the figure. For the oscillatory result in the non-BD example, only the envelop is plotted.
Chapter 1

Introduction

Cosmology deals with understanding the physical contents and the evolution of the universe as a whole. Modern cosmology is born in 1917 with the invention of general relativity by Albert Einstein. Although at first the universe was supposed to be static, this picture has changed by the discovery of the expansion of the universe by Edwin Hubble in 1929. Subsequent developments in both theoretical and observational cosmology led to a very consistent theoretical model, the so called standard model of cosmology. This is a very rich framework for describing the evolution of the universe and its history. Moreover, this model has a predictive power which transformed cosmology from a largely speculative science into a predictive subject which can be tested observationally. There have been several advanced observations to test this model and to find the parameters of this model precisely.

Although a very good picture of universe is achieved by this model, there are some shortcomings in explaining the observed universe, unless we impose some fine tunings in the initial conditions of the universe, such as the horizon problem and the flatness problems. The horizon problem refers to the fact that the observed cosmic microwave background radiation seems to be to a very good approximation isotropic over the sky. However, back in time, these regions were outside the causal contact by the time of recombination. Indeed, there were about $10^4$ casually disconnected regions at the recombination surface and it is thus really surprising how these regions have a very uniform CMB temperature today. One expects that the modern cosmology would be able to explain this large scale uniformity without resorting to the initial fine-tuning. Next is the flatness problem in the following way. The current observations confirm that our universe can be approximated
with a nearly flat universe. However, this flat phase is not an attractor phase which means that in the past it must have been much more flat than it is now. So we need a fine-tuning to end up into our current observed universe.

Both of these puzzles can be solved if we consider a new phase in the evolution of the universe, called as the cosmic inflation which was first proposed by Alan Guth in 1981. Cosmological inflation, an early period of accelerated expansion, allows our universe to arise from generic initial conditions. Beside solving the above puzzles, inflation provides a natural explanation about the origin of the structures in the observed universe. According to inflation, the quantum fluctuations during this phase are stretched and become classical fluctuations and thus seed the large scale inhomogeneities. The suitable framework for investigating these inhomogeneities is called the cosmological perturbation theory.

Due to the importance of the inflation in addressing the big-bang puzzles as well as the seeds for the structure formations, there was a lot of efforts in the community trying to build different inflationary models and figure out which one is consistent with the observations such as WMAP and more recently with the Planck data. Currently there are a lot of interesting inflationary models in the market in which most of them are based on scalar fields mainly due to their simplicity. However, recently there have been considerable interests on primordial anisotropies in models of anisotropic inflation. Observationally, there may be some indications of the statistical anisotropy on CMB, although the statistical significance of these findings are not significant. On the theoretical sides, there have been many attempts to construct models of inflation with vector fields or gauge fields which can create sizable amount of anisotropy on curvature perturbations.

In this thesis, we mainly focus on the theoretical and observational signatures of anisotropic inflation. We present a variety of different anisotropic inflationary models. We then consider the specific predictions of these models. As we will see, it is required to extend some of the existing formalisms in the literature to models of anisotropic inflation. We finally connect the primordial anisotropies to what is actually observed in the CMB.

The rest of the thesis is organized as follows. In chapter 2, we review the standard model of cosmology. We present the main equations which govern the evolution of the universe. We then present the big-bang puzzles and introduce inflation as a solution of these problems.
In chapter 3, we study the linear perturbation theory. We then try to build up some physical observables which can be checked observationally. In chapter 4, we review the models of anisotropic inflation. We consider different models of inflation and show that there is an attractor solutions where the anisotropies produced during inflation becomes comparable to the slow-roll parameters. In chapter 5, we consider the curvature perturbation in the anisotropic model with a complex scalar field charged under a $U(1)$ gauge field in Bianchi 1 universe. We identify the dominant contribution into the statistical anisotropy. We obtain an upper bound on gauge coupling in order to satisfy the observational constraints on curvature perturbations anisotropies. In chapter 6, we present a consistent $\delta N$ formalism for calculating the curvature perturbations in anisotropic backgrounds. We then employ our formalism to calculate the power spectrum, bispectrum and the trispectrum in models of anisotropic inflation. In chapter 7, we study the primordial anisotropies generated in the model of gauged hybrid inflation in which the complex waterfall field is charged under a $U(1)$ gauge field. In this model primordial anisotropies are generated either actively during inflation or from inhomogeneities modulating the surface of end of inflation. We show that the primordial anisotropies generated at the end of inflation does not depend on the number of e-folds and thus do not produce IR divergences. Interestingly, the gauge field fluctuations induce a red tilted power spectrum so the averaged power spectrum from the gauge field can change the total power from blue to red. In chapter 8, we study the TT, TB, EB and BB correlations associated with the B-mode polarization of the CMB map. We show that the asymmetry in the tensor power spectrum is a very sensitive probe of the gauge coupling. In addition, the TT correlation receives an anisotropic contribution from the tensor sector which naturally decays after $l > 100$. In chapter 9, we examine the impact of different anisotropic relics on inflation. There are two different types of background relics, one coming from the matter while the other is due the metric. Although the angular dependence of the statistical anisotropies are the same in both cases, the scale dependence are observationally distinctive.

Finally we conclude and leave numerous technicalities into the appendices.
Chapter 2

Standard Model of Cosmology

Abstract: The purpose of the following chapter is to review big-bang cosmology. We start by presenting the kinematic and the dynamical equations which govern the evolution of the universe. We then briefly discuss the thermal history of the universe. After that, we show that conventional big-bang theory leads to the initial condition problems in the sense that our current universe can only arise from a very specific initial conditions. We then introduce the inflationary phase as a solution for the above problems. We leave the detailed analysis of inflation for the next chapter.

2.1 The Homogeneous and Isotropic Universe

Overview: The goal of the cosmology is to describe the structure and the evolution of the universe on the largest scales. Modern cosmology is based on the assumption that our universe to a very good approximation is homogeneous and isotropic on sufficiently large scales, where by the large scale we mean scales larger than 100 Mpc. This assumption is somehow the generalization of the Copernican Principle which states that not only our place inside the solar system is not a very special place, but also the position of the Milky Way in the universe should not be statistically distinguishable from other galaxies. Moreover, no direction should be distinguishable.

However, the small deviations from the homogeneity and isotropy in the CMB are extremely important. The reason is that they generate the seeds which later on via grav-
itational instability have led to the formation of the large scale structure in the universe.

Furthermore, we assume that the above mentioned deviations from the homogeneity and isotropy have been created from tiny quantum fluctuations which have been amplified during a period of inflationary expansion of the universe.

The aim of this chapter is to review of the standard model of cosmology. A more extensive review can be found in [1, 2, 3, 4, 5, 6].

2.1.1 FRW Spacetime

As we have already discussed, our universe is to a good approximation homogeneous and isotropic on very large scales. This leads to the Friedmann-Robertson-Walker (FRW) metric, with the following form,

$$ds^2 = -dt^2 + a^2(t) \left( \frac{dr^2}{1 - kr^2} + r^2(d\theta^2 + \sin^2 \theta d\phi^2) \right).$$

(2.1)

Here, $a(t)$ is the scale factor and characterizes the relative size of the space-like hypersurface at different times. In addition, the curvature constant parameter, i.e. $k$, is positive for the closed universes, 0 for the flat and negative for the open universe. In the above metric, $r, \theta$ and $\phi$ are the comoving coordinates. They are fixed in the absence of the peculiar motion. The corresponding physical distance is obtained by multiplying $r$ with the scale factor, $R = a(t)r$. $R$ is time dependent even for the objects with vanishing peculiar velocities.

From the FRW metric, it is transparent that the evolution of the universe at large scales is given by a single function, $a(t)$ where the evolution of the scale factor can be read from the Einstein field equations. A very important quantity which characterizes the FRW spacetime is the expansion rate, $H$. This sets the fundamental scale of the FRW universe and is given by,

$$H \equiv \frac{\dot{a}}{a}$$

(2.2)

In addition, the age of the universe to reasonable approximation is scaled as $t_0 \simeq \frac{1}{H_0}$ in which the subscript 0 indicates the values of the corresponding quantities at the current time.
### 2.1.2 Kinematic of the Universe

Having presented the metric for the homogeneous spacetime, we can now study the kinematics of the universe.

**Conformal Time and Null Geodesics**

The causal structure of the universe is determined by the propagation of light in the FRW spacetime \( \text{(2.1)} \). (Massless) photons follow the null geodesics, \( ds^2 = 0 \). Their trajectories are studied most easily if we define conformal time,

\[
\tau = \int \frac{dt}{a(t)},
\]

for which the FRW metric becomes,

\[
ds^2 = a(\tau)^2 \left[ -d\tau^2 + (d\chi^2 + \Phi_k(\chi^2)(d\theta^2 + \sin^2 \theta d\phi^2)) \right].
\]

Where \( \Phi_k \) is given by,

\[
\tau^2 = \Phi_k(\chi^2) \equiv \begin{cases} 
\sinh^2 \chi & k = -1 \\
\chi^2 & k = 0 \\
\sin^2 \chi & k = +1
\end{cases}
\]

In an isotropic universe, due to the presence of the spherical symmetry, it is convenient to consider the radial propagation of light which is determined by the two dimensional line element,

\[
ds^2 = a(\tau)^2 \left[ -d\tau^2 + d\chi^2 \right].
\]

As we see, in this way, the metric is conformal to static Minkowski background with the conformal factor \( a(\tau) \). Then the radial null geodesics of the light in FRW background in terms of the conformal time would be given by,

\[
\chi(\tau) = \pm \tau + \text{const.},
\]

They correspond to straight lines at angles \( \pm 45^\circ \) in the \( \tau - \chi \) plane, see Fig. \( \text{2.1} \).

**Particle Horizon**

The maximum comoving distance that light can propagate between an initial time \( t_i \) and a later time \( t \) is

\[
\chi_p(\tau) = \tau - \tau_i = \int_{t_i}^{t} \frac{dt}{a(t)}.
\]
Figure 2.1: Photons travel along the null geodesics, $ds^2 = 0$. On the other hand, massive particles travel along the timelike geodesics, $ds^2 > 0$. Causally disconnected regions of spacetime are separated by spacelike intervals, $ds^2 < 0$. A set of the all null geodesics which are passing through a given point (or event) in spacetime is called the light cone. The interior of light cone, consisting of all null and timelike geodesics, would define the region of spacetime causally related to that event.

This is called the (comoving) particle horizon. The initial time $t_i$ is often chosen to be the ‘origin of the universe’, i.e. $t_i \equiv 0$, defined by the initial singularity, i.e. $a(t_i \equiv 0) \equiv 0$.

The physical size of the particle horizon is

$$d_p(t) = a(t)\chi_p.$$  \hspace{1cm} (2.9)

The particle horizon is very important in order to understand the “causal structure” of the universe and it will be fundamental for our discussion of inflation. As we will see later, the conventional Big Bang model begins at some finite time in the past and at any time the particle horizon is finite, limiting the distance over which spacetime region could have been in the causal contact. This feature is at the heart of the ‘Big Bang puzzles’.

### 2.1.3 Dynamics of Cosmological Expansion

The Standard model of Cosmology is based on the Einstein theory of general relativity. So in order to determine the evolution of the scalar factor, we use the Einstein equations,

$$G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R = 8\pi G T_{\mu\nu}. \hspace{1cm} (2.10)$$

Where $R_{\mu\nu}$ is the Ricci tensor given in terms of Christofel symbol via,

$$R_{\mu\nu} = \partial_\lambda \Gamma^\lambda_{\mu\nu} - \partial_\mu \Gamma^\lambda_{\nu\lambda} + \Gamma^\lambda_{\mu\sigma} \Gamma^\sigma_{\nu\lambda} - \Gamma^\lambda_{\nu\sigma} \Gamma^\sigma_{\mu\lambda}, \hspace{1cm} (2.11)$$

\footnotetext[1]{Whether $t_i = 0$ also corresponds to $\tau_i = 0$ depends on the evolution of the scale factor $a(t)$; e.g. for inflation $t_i = 0$ will not be $\tau_i = 0$.}
where $R$ is the Ricci scalar which is given by, $R = R_{\mu\nu}g^{\mu\nu}$.

It is convenient to define the reduced Planck mass as,

$$M_{Pl}^2 \equiv \frac{1}{8\pi G}$$

(2.12)

In addition, the energy momentum tensor, i.e. $T_{\mu\nu}$, specify the matter content of the universe. At the cosmological scales, $T_{\mu\nu}$ can be described as a ‘perfect fluid’ with the energy density $\rho(t)$, pressure $p(t)$ as well as the velocity $u^\mu(t) \equiv \frac{dx^\mu}{ds}$,

$$T_{\mu\nu} = (\rho + p) u_\mu u_\nu - p g_{\mu\nu}$$

(2.13)

Moving to comoving frame, we have $u^\mu = (1, 0, 0, 0)$.

Plugging back Eq. (2.13) into Eq. (2.10), we obtain the dynamical equations governing the evolution of the scale factor,

$$\left(\frac{\dot{a}}{a}\right)^2 = \frac{1}{3M_{Pl}^2} \rho - \frac{k}{a^2} , \quad \frac{\ddot{a}}{a} = -\frac{1}{6M_{Pl}^2} (\rho + 3p)$$

(2.14)

where as we mentioned before, $k$ is the curvature constant. However, since observations give us a very small value for contribution of curvature, corresponding to a nearly flat universe, it is convenient to set $k$ equal to zero.

To close the system of equations determining the dynamics of the universe, we would also need to specify the ‘equation of state’ for the matter,

$$p = p(\rho)$$

(2.15)

We should notice that Eq. (2.15) is not a consequence of the Einstein gravity and as we will see in the following, it depends on the matter content of the universe. In addition to the above equations, by using the covariant conservation of the energy-momentum tensor, we can get another equation. Although this equation does not contain any further information beyond the above equations, it represents the energy conservation in more transparent way. We call this equation the ‘continuity equation’ and is given by,

$$\dot{\rho} + 3H (\rho + p) = 0$$

(2.16)

From this equation, we can infer the evolution of $\rho(t)$ as,

$$\rho \propto a^{-3(1+w)} , \quad p \equiv w\rho$$

(2.17)
Having presented the dynamical equations for the universe, we now determine the evolution of the scale factor and the energy density in specific some examples.

**Relativistic particles:**

In this case, the equation of state is given by,

$$ w = \frac{1}{3} $$

(2.18)

Plugging this back inside the above equations, we obtain

$$ \rho(t) \propto a^{-4}, \quad a(t) \propto t^{1/2} $$

(2.19)

**Non-Relativistic particles:**

In this case, the equation of state is given by,

$$ w = 0 $$

(2.20)

So by plugging back this equation, we obtain,

$$ \rho(t) \propto a^{-3}, \quad a(t) \propto t^{2/3} $$

(2.21)

**Vacuum:**

In this case, the energy momentum tensor is given by $T_{\mu\nu} = \rho_{\text{vac}} \eta_{\mu\nu}$. This means that the equation of state is given by,

$$ w = -1 $$

(2.22)

Plugging this back inside the above equations, we obtain

$$ \rho(t) = \text{const} = \rho_{\text{vac}}, \quad a(t) \propto \exp(H_{ds} t) $$

(2.23)

Where $H_{ds}$ is given by,

$$ H_{ds} = \sqrt{\frac{\rho_{\text{vac}}}{3M_{Pl}^2}} $$

(2.24)

We should notice that the vacuum, or the cosmological constant, is a very specific example of a wide class of theories called Dark Energy in which $-1 \leq w < -1/3$.

So far we considered the contributions of different type of matter in the energy density separately. It is straightforward to generalize the above picture and consider the case where more than one matter species (e.g. photons, baryons, neutrinos, dark matter, dark
energy, curvature, etc) contributes in the energy density and the pressure of the universe. So we have,

\[ \rho \equiv \sum_i \rho_i \quad , \quad p \equiv \sum_i p_i \]  \hspace{1cm} (2.25)

For the next references, we may now define the critical energy density, defined to be the current total energy density of the universe,

\[ \rho_{\text{crit}} \equiv \frac{3H_0^2}{8\pi G} = 3M_{\text{Pl}}^2H_0^2 \]  \hspace{1cm} (2.26)

Here and in the following, the subscript ‘0’ means the value of a quantity at the present time, \( t_0 \).

For each matter pieces, we can define the present ratio of its energy density relative to the critical energy density which defined above,

\[ \Omega_i \equiv \frac{\rho_{i0}}{\rho_{\text{crit}}} \]  \hspace{1cm} (2.27)

So we can rewrite the energy density as,

\[ \rho = \rho_{\text{crit}} \left( \Omega_\Lambda + \Omega_M \left( \frac{a}{a_0} \right)^3 + \Omega_R \left( \frac{a}{a_0} \right)^4 + \Omega_k \left( \frac{a}{a_0} \right)^2 \right) \]  \hspace{1cm} (2.28)

where \( \Omega_\Lambda, \Omega_M, \Omega_R \) and \( \Omega_k \) denotes the relative energy density for the Dark Energy (DE), matter component, i.e. baryons plus the cold dark matter, the radiation and the curvature of the universe, respectively.

By using the observations of the cosmic microwave background and the large-scale structure, we can find the above parameters. Fig. 2.1.3 presents the constraints on the value of \( \Omega_m \) and \( \Omega_\Lambda \) using the Planck data, \[7\].

### 2.2 Thermal History of the Universe

The goal of this section is to give a short summary about the thermal history of the universe and then focusing on the most relevant eras of the cosmic expansion for this thesis, i.e. the recombination, last scattering surface as well as the Inflationary universe.

Before getting started with the thermal history of the universe, it is worth to mention that there are two main principles characterizing the physics in an expanding universe:
- Interactions between particles freeze out as soon as their interaction rate drops below the expansion rate of the universe.

- It is possible that the broken symmetries in the laws of physics are restored at very high energies.

Having presented the main principles in the expanding universe, let us now focus on the thermal history of the universe. We have listed it in table 2.1 and in what follows, first of all, we give a qualitative summary of these eras in the evolution of the universe and then we will focus on some of the main eras in the thermal history of the universe.

While there are many different and potentially interesting eras in the evolution of the universe, from the observational point of view, all can be divided into two main categories, namely ‘Upper Collider’ and ‘Below Collider’ physics. Where by the collider physics, we mean the energies of order 1TeV, corresponding to $t \approx 10^{-10}$ seconds after the Big Bang.

As it is well known, the fundamental laws of the high energy physics are well determined up to energies of order 1TeV which are accessible by the current particle accelerators like Large Hadron Collider. Up to this energy, the physics can be very well described and tested by the Standard Model of the particle physics, with the general relativity and fluid
physics. And, as we see briefly in the following, we are confident about the physical processes which happen in this era.

However, it is not the case for the upper collider physics, \( t < 10^{-10} \) seconds. In this case, the energy of the universe exceeds 1TeV. Therefore we can not have a direct test of the physical laws in this era.

Having introduced two main classes in the cosmic evolution, let us now consider them in some more details,

\textbf{★ Upper Collider Physics:}

As we briefly mentioned above, this era corresponds to energies above 1TeV, or \( t < 10^{-10} \) seconds. As it has been shown in Table 2.1 there are different phases in this category. Although the physics all processes relevant for these phases are very speculative and fascinating, since the main focus of the following thesis is on the Inflationary phase (\( \approx 10^{-34} \) seconds), we skip rest of the other parts and solely consider this phase in the following sections.

\textbf{★ Bellow Collider Physics:}

The physical processes for this era can be divided into three main categories, ‘The first three minutes’ after the Big-Bang where the universe is in the radiation dominated phase, ‘From the Matter-Radiation equality to the CMB decoupling’ and finally ‘the Large Scale Structure’. Among these three different phases is most relevant for our course study in the current thesis and thus after a very quick review of the physics at the first and last phases, we try to describe the second phase in more details.

As we mentioned above, from the \( t \approx 10^{-10} \) seconds toward today, the history of the universe can be well understood and observationally tested by the Particle Physics, Nuclear and Gravitational physics. Let us start with the time of the electroweak phase transition \( t \approx 10^{-10} \)\,s, energies of order 100 GeV. Above this energy, the electroweak symmetry is stored and all of the gauge bosons are massless. The interaction rate are high enough to keep the quark-lepton plasma in the thermal equilibrium. As time passes, the temperature of the universe drops and after 100GeV, the symmetry between the electromagnetism and week interactions is broken and thus the \( Z \) and \( W^{\pm} \) bosons acquire their masses. At temperature 1MeV, \( t \approx 1 \) second, neutrinos decouple from the rest of the matter. Shortly
after this time, the temperature drops below the electron rest mass and thus the electron and positron annihilate and produce photons. However, the resulting photon-baryon fluid would be in the equilibrium. Then, about $T = 0.1 \text{ MeV}$, the strong interaction becomes important and thus the Neutrons and Protons are combined into the light elements (H, He, Li) during the Big-Bang Nucleosynthesis, $t \simeq 3$ mins. After that, at energies of order $1 \text{eV}$, $t \simeq 10^{11}$ seconds, the matter and radiation densities becomes equal. At this phase the charged matter is tightly coupled with the photons. However, around $0.1 \text{eV}$, $t \simeq 380,000$ years, protons and electrons are combined to form the neutral Hydrogen atoms. Shortly after that, photons decouple and form the free-streaming cosmic microwave background radiation. As we will see in more details below, there are some anisotropies associated with the CMB temperature which provide the evidence for the primordial fluctuations in the matter density, being produced during the Inflationary phase. These small perturbations will grow during the gravitational instabilities and will form the large-scale structures in the late-time universe. Small scales becomes non-linear and form the gravitationally bound objects which decouple from the expansion of the universe. Around $t \simeq 10^8$ years, associated with redshift $z \equiv 25$, high energy photons from the first stars start to ionize the Hydrogen inside the inter-galactic medium. This process of the ‘reionization’ would be completed at $z \equiv 6$. Finally, at $t \simeq 10^9$ years, corresponds with the $z \equiv 0.3$, Dark Energy comes to dominate the expansion of the universe. As a result the background space-time enters to an accelerated expansion.

Having presented a general picture about different phases during the cosmic expansion, in the following section, we only focus on what is most relevant to our case study. More precisely, we will pick up two specific phases during the cosmic history of the universe, say Inflation as well as the surface of the last scattering as a cosmological lab to test the primordial nature of the universe.

### 2.3 Inflationary Universe

The goal of this section is to review the theory of the ‘Inflation’ as a consistent solution to the several puzzles in the Standard Model of Cosmology.

We start with a short review of these puzzles. Then, we show how an early phase of
Table 2.1: Major Events in the History of the Universe, [3]

| Epoch                        | Time          | Energy   | Redshift |
|------------------------------|---------------|----------|----------|
| Planck Epoch?                | $< 10^{-43}$ s | $10^{18}$ GeV | $> 10^{46}$ |
| String Scale?               | $\gtrsim 10^{-43}$ s | $\lesssim 10^{18}$ GeV | $> 10^{46}$ |
| Grand Unification?          | $\sim 10^{-36}$ s | $10^{15}$ GeV | $< 10^{46}$ |
| Inflation?                  | $\gtrsim 10^{-34}$ s | $\lesssim 10^{15}$ GeV | $< 10^{46}$ |
| SUSY Breaking?              | $< 10^{-10}$ s | $> 1$ TeV | $> 10^{20}$ |
| Baryogenesis?               | $< 10^{-10}$ s | $> 1$ TeV | $> 10^{20}$ |
| Electroweak Unification     | $10^{-10}$ s | 1 TeV    | $10^{15}$ |
| Quark-Hadron Transition     | $10^{-4}$ s   | $10^2$ MeV | $10^{12}$ |
| Nucleon Freeze-Out          | 0.01 s        | 10 MeV   | ?        |
| Neutrino Decoupling         | 1 s           | 1 MeV    | $6 \times 10^9$ |
| BBN                         | 3 min         | 0.1 MeV  | $4 \times 10^8$ |
| Matter-Radiation Equality   | $10^4$ yrs    | 1 eV     | 3400     |
| Recombination               | $10^5$ yrs    | 0.1 eV   | 1,100-1,400 |
| Reionization                | $10^8$ yrs    | $2.6 - 7.0$ MeV | $25 - 6$ |
| Galaxy Formation            | $\sim 6 \times 10^8$ yrs | $\sim 10$ |
| Dark Energy                 | $\sim 10^9$ yrs | 0.33 meV | $\sim 2$ |
| Solar System                | $8 \times 10^9$ yrs | 0.5 |
| Today                       | $14 \times 10^9$ yrs | 0.24 meV | 0 |

accelerated expansion can solve these problems. We leave the observational signatures of this theory for the next chapters.

2.3.1 On the Big Bang Puzzles

Before presenting the big bang puzzles, it is worth trying to answer the following question. The question is that whether the initial conditions are supposed to be given by a physical theory or they can be fixed separately.

In order to answer this question, let us review what happens in classical mechanics. We recall that in order to determine the evolution of an object in classical mechanics, we need to provide the initial conditions additionally to the Newton’s equation of motion. It is therefore not obvious whether a theory of cosmology is supposed to predict or explain the initial conditions of the universe or they can be fixed separately. The most natural expectation is that the current situation of the universe can be reached generically and without too much fine tuning in the initial conditions. However, as we see in the following, it turns out that the conventional Big Bang theory does require very fine tuned initial
conditions to allow the universe to look like as what it is today. This poses the following puzzle in the Standard Model of Cosmology. It seems that our universe is the outcome of an ‘improbable accident’ and thus is an unnatural phenomena, which if correct, makes cosmology a very disappointing subject!

However, as we will see in the following section, there is a brilliant idea, i.e. Inflationary theory, to by pass the above mentioned problem.

As we briefly discussed, it seems that in the conventional Big bang theory, we require to have some fine tunings in the initial conditions of the universe. Here we try to illustrate what we mean by the fine tunings in the initial conditions in more details.

**Horizon Problem**

The key point in this problem is the behavior of the comoving particle horizon, \( \tau \), in the conventional cosmology. We recall from Eq. \((2.8)\) that the particle horizon is defined in the following way,

\[
\tau = \int_0^t \frac{dt'}{a(t')} = \int_0^a \frac{da}{Ha^2} = \int_0^a d \ln a \left( \frac{1}{aH} \right), \tag{2.29}
\]

which is the maximum comoving distance that a light ray can travel between times 0 and \( t \).

Here in order to express the Horizon problem in the best way, we represented it as an integral over the comoving Hubble radius, \( (aH)^{-1} \).

It is easy to show that for a universe which is dominated by a fluid with equation of state \( w \), we would have,

\[
(aH)^{-1} = H_0^{-1} a^{\frac{1}{2}(1+3w)} \tag{2.30}
\]

We should notice that the comoving Hubble radius depends on the combination \((1 + 3w)\).

Plugging this back into Eq. \((2.29)\), we obtain,

\[
\tau \propto a^{\frac{1}{2}(1+3w)} \tag{2.31}
\]

As we see, the qualitative behavior of the comoving horizon therefore depends on the combination \((1 + 3w)\). This leads to the well known horizon problem. The reason is that, in a decelerating universe, the comoving horizon grows with time which means that the fraction of the universe which are in the causal connection with us are growing with time.
More explicitly, for a universe dominated by either the radiation or dust, the comoving particle horizon is given by,

$$\tau = \int_0^a \frac{da}{H a^2} \propto \left\{ \begin{array}{l} a, \text{ RD} \\ a^{1/2}, \text{ MD} \end{array} \right. ,$$

which shows that the comoving horizon grows with time. This means that the comoving scales which enter the horizon today where not in the causal contact at the surface of the last scattering. On the other hand, the near-homogeneity of CMB tells us that the universe must be extremely homogeneous at the last scattering surface. However, the comoving horizon on the surface of the last scattering was of order 2 degrees, see for example Fig. 2.3. This means that within the conventional cosmology, the universe had not have enough time to be in causal contact, and thus being homogeneous, on scales larger than 2 degrees. So the question is that how the universe is extremely homogeneous and isotropic on the scales which contain many causally disconnected regions.

Having presented a summary of the horizon problem, it is worth trying to put it into some numbers. For this purpose, let us recall that our current universe is homogeneous and isotropic in the scales of order of the current horizon size, which is of order $ct_0 \simeq 10^{28}$ cm. We can then calculate the size of the homogeneous and isotropic region back in the radiation dominated universe as,

$$d_h = ct_0 \frac{a_i}{a_0} .$$

We can then compare this size with the physical horizon at this time, $d_i = ct_i$,

$$\frac{d_h}{d_i} = \frac{ct_0 a_i}{ct_i a_0} = \frac{t_0 a_i}{t_i a_0} .$$

Now in order to obtain an estimate about the above ratio, we recall that in the conventional cosmology the universe started with RD at the Planck time. In addition, since the temperature is proportional to the inverse of the scale factor, by comparing the temperature at the Planck time with that of the current universe, as well as comparing their time scales, we can easily find that the radius of the homogeneous region compared with the horizon radius is,

$$\frac{d_h}{d_i} \sim 10^{28}$$
This means that at the Planck time, the number of the causally disconnected regions is at the order $10^{84}$. A similar calculation shows that this number is about $10^5$ at the surface of last scattering. This problem has been shown schematically in Fig. 2.4. It is worth to present the ratio of the homogeneous to the horizon region in more transparent way as,

$$\frac{dh}{di} \sim \frac{\dot{a}_i}{a_0}$$ (2.36)

This means that in a decelerating universe, the homogeneous radius is always larger than the horizon radius. We thus call the horizon problem the homogeneity problem.
As we mentioned before, the current observations confirm that our universe can be approximated with a nearly flat universe. The question is that why our universe is so close to the flat Euclidean space and moreover what does it say about the curvature of the universe in the past?

In order to quantify the problem, let us consider the Friedmann equation, (2.14),

$$H^2 = \frac{1}{3} \rho(a) - \frac{k}{a^2},$$  \hspace{1cm} (2.37)

We can then try to express it with respect to the critical density at every redshift as,

$$1 - \Omega(a) = -\frac{k}{(aH)^2},$$  \hspace{1cm} (2.38)

where

$$\Omega(a) \equiv \frac{\rho(a)}{\rho_{\text{crit}}(a)}, \quad \rho_{\text{crit}}(a) \equiv 3H(a)^2$$  \hspace{1cm} (2.39)

We notice that here we have generalized the definition of the $\Omega$ to be time dependent.

Looking at Eq. (2.38), we can easily see that, since in the conventional cosmology the comoving Hubble radius is always growing with time, the quantity $|\Omega(a) - 1|$ also grows with time. This means that $\Omega = 1$ is not a stable fixed point. Therefore our current near flat universe requires to have an extremely fine-tuned value of $\Omega$, to be very much close
to 1, in the early universe. More explicitly, we can easily find that in order to explain the nearly flat universe today, the deviation from the flatness during the BBN, GUT and Planck epoch has to satisfy the following constraint conditions,

\[ |\Omega(a_{\text{BBN}}) - 1| \leq \mathcal{O}(10^{-16}), \]  
\[ |\Omega(a_{\text{GUT}}) - 1| \leq \mathcal{O}(10^{-55}), \]  
\[ |\Omega(a_{\text{pl}}) - 1| \leq \mathcal{O}(10^{-61}). \]

Putting it in another way, we can also present the flatness problem in the following way,

\[ (\Omega_i - 1) = (\Omega_0 - 1) \left( \frac{a_0}{a_i} \right)^2 \]

Where \( i \) means any time before today.

As in the case of the horizon problem, we see that if in the past the universe was always decelerating, we always need a fine tuning in the initial value of the \( \Omega \) to end up into our current observed universe.

### 2.3.2 Inflation as a solution for the Big Bang puzzles

As we discussed above, the key point in both of the horizon and flatness problems is the dynamical behavior of the comoving Hubble radius, \((aH)^{-1}\). More precisely, they arise because the comoving Hubble is a growing function in the conventional cosmology. So we may guess that, these puzzles may be solved if we insert a phase in the thermal history of the universe where the comoving Hubble horizon is a decreasing function and thus relax the necessary fine-tuning to reach the current universe.

This phase is called inflation which is the main focus of the current thesis.

So it is worth to first of all, give an introduction to the theory of inflation and then show how this simple and intelligent idea can solve both of the Big Bang puzzles easily at the background level. Moreover, as we will see in the next chapter, at the perturbation level, inflation also make some predictions that can be checked observationally. We leave more details for the next chapter.
The Main Idea of Inflation

Let us start with the general definition of cosmic inflation,

Inflation is a stage of accelerated expansion where the strong energy condition is violated, i.e. \((1 + 3w) < 0\), and thus the gravity acts as a repulsive force.

In order to see how the violation of the strong energy condition leads to the accelerating expansion and thus make the gravity to behave as a repulsive force, we use the Einstein equation, Eq. 2.14

\[
\frac{\ddot{a}}{a} = -\frac{1}{6M^2_{Pl}} (1 + 3w) \rho
\]  

(2.44)

As we see from the above equation, in order to have an accelerating expansion, we have to break the strong energy condition. We should emphasize here that the ordinary matter can not violate the strong energy condition and thus may not be able to produce the accelerating expansion of the universe. The simplest form of energy that can give rise to such a behavior is the cosmological constant. However, as we will see later on, a pure cosmological constant can not gracefully exit from inflation and thus we need the field theory as a way to provide the necessary conditions for the accelerating expansion of the universe.

Solution of the Big Bang Puzzles within Inflation

Having presented the main idea of inflation, here we show how an accelerating expansion during the early universe can solve both of the Big Bang puzzles consistently.

♦ Horizon Problem Resolved

Qualitative Solution: During inflation, the comoving horizon is decreasing. Therefore starting from a big enough value of the comoving horizon at the beginning of Inflation, all interesting scales were inside the horizon. They would then stretch during inflation and go outside the horizon. Finally, after inflation ends, the comoving horizon again increases and thus the scales which have left the horizon enter back inside the horizon. However, since they were in the casual connection initially, they make the CMB radiation to be extremely homogeneous and isotropic. The evolution of the comoving Hubble radius is given in Fig. 2.5

Quantitative Solution: Here we give a more detailed analysis under which conditions
Figure 2.5: Left Panel: the evolution of the comoving Hubble horizon, $(aH)^{-1}$, in an inflationary universe. The comoving Hubble sphere shrinks during inflation and expands again after that. Right Panel: Schematic solution to the horizon problem. At sufficiently early times, all of the relevant scales to cosmological observations today were inside the horizon. Then during inflation, they have been stretched outside the horizon. Finally, very recently, they have reentered the horizon again and initiated the homogeneous universe, [3].

inflation can solve the horizon problem. More explicitly, we set the duration of inflation in such a way that at the last scattering surface we only have one causal region in the universe.

In order to do this, first of all, we calculate the ‘past light cone’ and then demand that it is smaller than the ‘forward light cone’.

The past light cone is given by,

$$l_p(t_{dec}) = \int_{t_{dec}}^{t_0} \frac{dt}{a(t)} \sim 3t_0 \left[ 1 - \left( \frac{t_{dec}}{t_0} \right)^{1/3} \right].$$

(2.45)

Since $t_{dec} \ll t_0$, the past light cone would be approximately equal to,

$$l_p(t_{dec}) \sim t_0 = \frac{1}{H_0}.$$  \hspace{1cm} (2.46)

As a result, in order to solve the horizon problem, the particle horizon at the end of inflation must be larger than the comoving Hubble radius at the present time,

$$\int_{t_i}^{t_f} \frac{dt}{a(t)} > \frac{1}{H_0}.$$  \hspace{1cm} (2.47)

Now taking into account the exponential growth of the scale factor during inflation, we obtain,

$$\int_{t_i}^{t_f} \frac{dt}{a(t)} \sim \frac{1}{Ha(t_i)} \left[ 1 - e^{-H(t-t_i)} \right] \sim \frac{1}{Ha(t_i)}.$$  \hspace{1cm} (2.48)
Combining Eqs. (2.47) and (2.48), we yield

\[
\frac{1}{Ha_i} > \frac{1}{H_0a_0} \quad \frac{a_0af}{a_ia_f} > \frac{H}{H_0}.
\]  

(2.49)

Using the Friedmann equation and neglecting the curvature contribution,

\[
\frac{H^2}{H_0^2} \sim \frac{\rho_r}{\rho_m} \left[ \frac{a_0}{a_f} \right]^4
\]  

(2.50)

and therefore we obtain,

\[
\frac{a_f}{a_i} \sim 10^{-2} \frac{a_0}{a_f}.
\]  

(2.51)

Now if we assume that inflation happened at the GUT scale, we obtain,

\[
\frac{a_f}{a_i} > 10^{26} \sim e^{60}.
\]  

(2.52)

So we see that in order to solve the horizon problem, we need about 60 e-folds of inflation.

\[\begin{align*}
\text{♦ Flatness Problem Resolved} \\
\text{Qualitative Solution: } & \text{Since during inflation the comoving horizon is decreasing the } \Omega = 1 \text{ is an attractor solution and the universe becomes flatter and flatter at the end of inflation. This solves the flatness problem.} \\
\text{Quantitative Solution: } & \text{Here we show how inflation solves the flatness problem. In order to show this, we rewrite Eq. (2.43) in the following way,}
\end{align*} \]

\[
(\Omega^0_{\text{tot}} - 1) = \frac{a_i^2}{a_f^2} \frac{H^2_i}{H_0^2} (\Omega^i_{\text{tot}} - 1)
\]  

(2.53)

We then use the current observational data for \(\Omega^0_{\text{tot}}\) as, \((\Omega^0_{\text{tot}} - 1) \sim 10^{-2}\) and demand that initially there was not any fine tuning on the value of the \(\Omega^i_{\text{tot}}\), say \((\Omega^i_{\text{tot}} - 1) \sim O(1)\). Plugging these back into Eq. (2.53), yields,

\[
\frac{a_i}{a_f} \sim 10^{-2} \frac{H_0 a_0}{H a_f}
\]  

(2.54)
Now following a procedure similar to what we have done for the horizon problem, we would get,

\[ \frac{a_f}{a_i} \simeq \frac{a_0}{a_f} \simeq 10^{28} \simeq e^{64} > e^{60} \] (2.55)

This means that in order to solve the flatness problem, we would need to have at least 60 e-folds of inflation.

**Scalar Driven Slow-Roll Inflation**

The simplest possible model for the inflation involves one scalar field, known as the *inflaton* field, \( \phi \). Here we skip the physical realization of this scalar field and just try to use it as a toy model to drive inflation. In order to make it as simple as possible, we assume that the inflaton field is coupled minimally to gravity. So the action describing this system is given by,

\[ S = \int d^4x \sqrt{-g} \left[ \frac{M_P^2}{2} R + \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) \right] = S_{EH} + S_\phi \] (2.56)

The above action is the sum of the gravitational Einstein-Hilbert action as well as that of a scalar field with canonical kinetic term.

The energy-momentum tensor for the scalar field is given by,

\[ T^\phi_{\mu\nu} = -\frac{2}{\sqrt{-g}} \frac{\delta S_\phi}{\delta g^{\mu\nu}} = \partial_\mu \phi \partial_\nu \phi - g_{\mu\nu} \left( \frac{1}{2} \partial^\sigma \phi \partial_\sigma \phi + V(\phi) \right) \] (2.57)

Assuming the Friedmann Robertson Walker as the background metric and turning off the spatial curvature, the components of the energy-momentum tensor take the following form,

\[ \rho_\phi = \frac{1}{2} \dot{\phi}^2 + V(\phi) \] (2.58)
\[ p_\phi = \frac{1}{2} \dot{\phi}^2 - V(\phi) \] (2.59)

Now by using the above expression for the energy density as well as the pressure, we can calculate the equation of state as,

\[ w_\phi = \frac{p_\phi}{\rho_\phi} = \frac{\frac{1}{2} \dot{\phi}^2 - V}{\frac{1}{2} \dot{\phi}^2 + V}. \] (2.60)
This shows that if the potential energy of a scalar field dominates over its kinetic term, then we can have a negative pressure, corresponding to a negative equation of state.

Now using the Klein Gordon equation along with first Friedman equation, we find the equation of motion for the inflaton field as,

\[ \ddot{\phi} + 3H\dot{\phi} + V_{,\phi} = 0, \quad H^2 = \frac{1}{3} \left( \frac{1}{2} \dot{\phi}^2 + V(\phi) \right) \]  \hspace{1cm} (2.61)

Where \( V_{,\phi} = \frac{dV}{d\phi} \).

**Slow-Roll Parameters:** It turns out that during inflation, we define two useful dimensionless parameters, called slow-roll parameters, as

\[ \epsilon \equiv -\frac{\dot{H}}{H^2}, \quad \eta \equiv \frac{\dot{\epsilon}}{H\epsilon}. \]  \hspace{1cm} (2.62)

The first application of these parameters manifest itself in writing down the accelerated equation for the universe,

\[ \frac{\ddot{a}}{a} = -\frac{1}{6M_P^2} (\rho_\phi + 3p_\phi) = H^2 (1 - \epsilon) \]  \hspace{1cm} (2.63)

\[ \epsilon \equiv \frac{3}{2} (\omega_\phi + 1) = \frac{1}{2} \frac{\dot{\phi}^2}{H^2}. \]  \hspace{1cm} (2.64)

So as we discussed before, in order to get the accelerated expansion of the universe, the slow-roll parameter must be less than unity which can only happen when the kinetic term is smaller than the potential energy of the inflaton field, that is why we call it the slow-roll parameter. One example of such a model is shown in Fig. 2.6. The de sitter limit corresponds to \( \epsilon \rightarrow 0 \).

In addition, the accelerated expansion is only possible for a long period of time if the second time derivative of the inflaton field is also small enough,

\[ |\ddot{\phi}| \ll |3H\dot{\phi}|, |V_{,\phi}| \]  \hspace{1cm} (2.65)

This can be translated to the smallness of the second slow-roll parameter,

\[ \eta = \frac{\ddot{\phi}}{H\dot{\phi}} \]  \hspace{1cm} (2.66)

So in order to have the accelerated expansion for a long period of time, we need to have \( \eta < 1 \).

It is interesting to notice that the slow-roll parameters can also be expressed as specific
Figure 2.6: The slow roll evolution of inflaton field during inflationary phase.[3]

conditions for the shape of the inflationary potential,

\[
\epsilon_v \equiv \frac{M_{Pl}^2}{2} \left( \frac{V_{,\phi}}{V} \right)^2 \\
\eta_v \equiv M_{Pl}^2 \frac{V_{,\phi \phi}}{V}
\] (2.67)

The above slow-roll parameters are called the potential slow-roll parameters while the ones defined in Eq. (2.62) are called the Hubble slow-roll parameters. They can be related to each other via,

\[
\epsilon \approx \epsilon_v, \quad \eta \approx \eta_v - \epsilon_v
\] (2.69)

In the slow-roll regime, \(\epsilon_v, \eta_v \ll 1\), the background equations of motion are given by,

\[
H^2 \approx \frac{1}{3} V(\phi) \approx \text{const} \\
\dot{\phi} \approx -\frac{V_{,\phi}}{3H}
\] (2.70)

And the spacetime looks like de sitter,

\[
a(t) \sim e^{Ht}
\] (2.72)

Inflation ends when,

\[
\epsilon \equiv 1.
\] (2.73)
It is easy to calculate the number of e-folds before inflation ends as,

\[ N(\phi) \equiv \ln \frac{a_{\text{end}}}{a} = \int_{t}^{t_{\text{end}}} H dt = \int_{\phi}^{\phi_{\text{end}}} \frac{H \, d\phi}{\dot{\phi}} \approx \int_{\phi_{\text{end}}}^{\phi} \frac{V}{V_{\phi}} d\phi \]  

(2.74)

As we saw before, in order to solve the horizon and flatness problems, we require about 60 number of e-folds,

\[ N_{\text{tot}} \equiv \ln \left( \frac{a_{\text{end}}}{a_{\text{start}}} \right) \gtrsim 60 \]  

(2.75)

It is worth mentioning that the total required number of the e-folds depends on the energy scale of the inflation as well as on some details of the post-inflationary models.

We should also notice that the observed fluctuations in the CMB have been created around 50 – 60 e-folds before the end of inflation.

### 2.4 Cosmic Microwave Background

The goal of this section to give an introduction about the cosmic microwave background (CMB) radiation.

In this chapter, we only focus on the isotropic part of the cosmic microwave background.

We start with a discussion about the history of the CMB discovery and then will review some features of the CMB.

#### 2.4.1 History of discovery of the CMB

Since the universe is expanding, we expect that matter was hotter and denser in the past. This means that, if we go backward in cosmic time, there was an era in the thermal history of the universe when the electrons were too hot to be bound into atoms and due to the very rapid collisions between the free electrons and photons in this era the radiation was in the thermal equilibrium with the hot matter. As time passed, electrons and protons combine to form neutral matter and the radiation began a free expansion over the sky called CMB.

George Gamow and his collaborators recognized in the late 1940, for the first time, that the universe should now be filled with the black-body radiation. In 1950, Ralph Alpher and Robert Herman estimated the present temperature of this radiation to be about 5K.
This work was already forgotten in the subsequent decades until in 1956 when a group at Princeton started searching for the cosmic microwave background. Their rough idea of the temperature, based on a nucleosynthesis calculation of the P.J.E. Peeble, was about 10K. However, before they could complete their experiment, the radiation was discovered by Arno Penzias and Robert Wilson in their study of the noise background and in a radio telescope. Originally, Penzias and Wilson reported the temperature of the antenna to be about \((3.5 \pm 1.0)\text{K}\) at the wavelength 7.5 cm.

In addition, their report of the temperature was in agreement with the black-body spectrum,

\[
 n_T(\nu)d\nu = \frac{8\pi\nu^2d\nu}{\exp(h\nu/(k_BT)) - 1},
\]  

(2.76)

where \(n_T(\nu)\) is the number density of photons in the equilibrium with the matter at temperature \(T\). However, this was not a prove that the radiation is necessarily a black-body spectrum.

In 1978 Penzias and Wilson were awarded the Nobel Prize in physics in honor of their finding.

After that, a larger number of measurements were made by many radio astronomers. However, they could not go to very small wavelengths, less than 0.3cm. So their formula was consistent with the ‘Rayleigh-Jeans’ formula of the classical statistical mechanics,

\[
 h\nu n_T(\nu) \approx 8\pi\nu^2k_BT
\]  

(2.77)

Finally, the Planck spectrum of the CMB was confirmed in 1990 by observations with the FIRAS radio matter which carried out by the Cosmic Background Explorer Satellite (COBE) launched in 1989 by NASA.

COBE proved that the backgound radiation has a very close black-body spectrum in the wavelength range 0.05cm to 0.5cm and after around 6 years of analysis, they reported a temperature \((2.725 \pm 0.00002)\text{K}\). In 2006, John C Mather and George F Smoot have been awarded the Nobel Prize in physics for their discovery of the blackbody and anisotropy of the CMB.

John C Mather coordinated the entire process of analyzing the COBE data as well as the primary responsibility for the experiment which revealed the black-body form of CMB.
George Smoot was responsible for measuring the Anisotropies in the temperature of the radiation.

NASA’s second generation of space mission was Wilkinson Microwave Anisotropy Probe (WMAP) which was launched in 2001 to study the small anisotropies in the temperature in more details. The reported temperature of the CMB by WMAP is $T = 2.7255 \pm 0.00060$.

Finally, ESA’s, European Space Agency, Planck was launched in 2009 to study the CMB in greater details than were done before. It covered the universe between 0.3mm to 11.1mm (corresponding to the frequencies between 27GHZ to 1THZ). The goal was to make a much more accurate separation between all of the different components. A comparison of the resolution of the COBE, WMAP and Planck measurements are given in Fig. 2.7.

### 2.4.2 Features and evolution of the CMB

As we already discussed, it has been shown by COBE that the CMB has a black-body spectrum. However, since this radiation is coming from far in the past when the temperature was of order 3,000K, we may wonder whether the form of the spectrum is invariant under the expansion of the universe.

The simplest possible way to show this is assuming that there was a sharp transition, happening at $T_L$ which $L$ denotes the last scattering surface, between the time when the
photon was in the thermal equilibrium with the matter and the time of free propagation phase. As a result, a photon with the frequency $\nu$ at $t > t_L$, had frequency $\nu a(t)/a(t_L)$ at the time of the last scattering. So we can find the number density of the photons at time $t$ and with frequency in the range $\nu$ and $\nu + d\nu$ as,

$$n(\nu, t)d\nu(t) = \left(\frac{a(t_L)}{a(t)}\right)^3 n(\nu a(t)/a(t_L), t_L)d(\nu a(t)/a(t_L)),$$

where the dilution factor $\left(\frac{a(t_L)}{a(t)}\right)^3$ is due to the expansion of the universe.

We can simplify the above formula by using the black-body formula for the spectrum of the CMB, say Eq. (2.76). It is easy to see that the dependence on scale factor is canceled everywhere except in the exponential. This means that the exponent remains the same but with a red-shifted temperature as,

$$T(t) = T(t_L)a(t_L)/a(t).$$

This confirms that the photon spectrum does not change over the expansion of the universe.

It is worth to mention that the above conclusion remains the same if we take into account the thickness of the last scattering while restrict to the elastic scattering between the photons and electrons which does not change the frequency of the photons [2].

### 2.5 Summary

In this chapter, we reviewed the standard model of cosmology briefly. We started with the kinematics and Dynamics of the universe and presented a brief review of the thermal history of the universe. Then, we showed that there are some problems in the standard model of cosmology and introduced the inflationary cosmology to solve these problems. The simplest modes of inflation are based on a scalar field coupled minimally to gravity. The scalar field potential is flat enough to allow for about 60 e-foldings or so to solve the flatness and the horizon problems of the standard big-bang cosmology. Finally, we reviewed the cosmic microwave background with a brief history of its discovery as well as some specific features of the CMB.
Chapter 3

Cosmological Perturbation Theory
And Inflationary Universe

Abstract: The goal of this chapter is to review the cosmological perturbation theory. After presenting this theory, we use it to understand the behavior of the perturbations during the epoch of inflation. We then calculate the power spectra of both scalar and tensor fluctuations during inflation. Finally, we relate these results to observations of the cosmic microwave background (CMB) radiation. By making this correspondence explicit, we can then put some constraints on inflationary predictions.

3.1 Review of The Cosmological Perturbation Theory

Overview: One of the central goals of the modern Cosmology is to explain the origin of primordial perturbations which are thought to be the seeds for the current structures in the universe. Before proposing the Inflationary Cosmology, the initial perturbations were taken for granted and their spectrum was fixed to be consistent with the observations. So the aim of the old fashioned cosmology was describing the current universe by arranging the appropriate initial conditions.

Inflationary cosmology, on the other hand, tries to truly explain the origin of the primordial perturbations and predict precisely the spectrum. This means that the contemporary cosmology is falsifiable since we can test this theory by looking for its predictions and compare them with observations.
According to cosmic inflation, primordial perturbations originated from the quantum fluctuations. Then, during inflation, they are stretched to super horizon scales. Thus, inflation links the large scale structures of the universe to its microphysics origin. In addition, the resulting spectrum of these inhomogeneities seems not to be so much sensitive to the details of any particular model and has a nearly scale invariant shape. As a result, we would have a concrete predictions for the spectrum of the cosmic Microwave Background anisotropy.

In the following, we will review the cosmological perturbation theory in details. We mainly follow the notation of [1, 2, 3, 4, 5, 6].

3.1.1 Classification of Perturbations

Linear Perturbation Theory: According to the observations of the cosmic microwave background, the primordial universe was not completely homogeneous and it contained small inhomogeneities. However, since they were quite small, $\delta \rho / \rho \approx 10^{-5}$, it is a good approximation to analyze them up to linear order in perturbations. This can be done by splitting every quantity, $Q(t, x)$, into a homogeneous part, $Q(t)$, which depends only on the cosmic time and a perturbation part, $\delta Q(t, x)$, which depends on both time and space,

$$Q(t, x) = Q(t) + \delta Q(t, x) \quad (3.1)$$

By using this strategy, we can also calculate the linearized Einstein equations as we will see in the following.

According to the Einstein equations, inhomogeneities in the matter distribution induce the metric perturbations and vice versa. These perturbations can be decomposed into the Scalar, Vector and Tensor parts and in the linear approximation, different types of perturbations evolve independently and can be analyzed separately. Here we classify the perturbations.

Metric Perturbations: The metric of a flat homogeneous and isotropic FRW universe with tiny perturbations can be presented as,

$$ds^2 = g_{\mu\nu}dx^\mu dx^\nu$$

$$= -(1 + 2\phi)dt^2 + 2aB_i dx^i dt + a^2 \left[ (1 - 2\psi)\delta_{ij} + E_{ij} \right] dx^i dx^j \quad (3.2)$$
where $\frac{\partial}{\partial x_i}$ denotes the partial spatial derivative and according to the scalar-vector-tensor (SVT) decomposition, we can represent $B_i$ and $E_{ij}$ as,

$$B_i \equiv \partial_i B - S_i, \quad \partial^i S_i = 0 \quad (3.3)$$

and,

$$E_{ij} \equiv 2\partial_{ij} E + 2\partial_{(i} F_{j)} + h_{ij}, \quad \partial^i F_i = 0, \quad h_i^i = \partial^i h_{ij} = 0 \quad (3.4)$$

Here $\phi$, $\psi$, $B_i$ and $E_{ij}$ are called the lapse function, spatial curvature, shift vector and shear tensor respectively.

In this way, we have decomposed the whole metric into scalar, vector and tensor parts.

**Matter Perturbations:** Energy-Momentum tensor of a perfect fluid can be described by the following parameters, $\rho$, $p$, $u^\mu$ and $\Sigma^{\mu\nu}$ which refer to the energy density, pressure, the four velocity and the anisotropic stress, respectively.

In the following, we present the linear perturbations in each of the above quantities.

Let us start with the fluctuations in energy density and pressure. They can be defined in the following way,

$$\delta \rho(t, x^i) \equiv \rho(t, x^i) - \bar{\rho}(t), \quad \delta p(t, x^i) \equiv p(t, x^i) - \bar{p}(t) \quad (3.5)$$

where the quantities with bar denote the background values.

Next, we consider the fluctuations in the four velocity. In this case, taking into account the fact that $g_{\mu\nu}u^\mu u^\nu = -1$, the number of the independent components in $u^\mu$ is reduced by 1. So we have,

$$u_\mu \equiv (-1 - \phi, v_i) \quad , \quad u^\mu \equiv (1 - \phi, v^i + B^i), \quad (3.6)$$

where we have defined $u_0$ in such a way that the above constraint can be satisfied.

Finally, we are left with analyzing the anisotropic stress tensor. In this case, there are two crucial points that must be taken into account,

*First*, since in the homogeneous and isotropic FRW universe the anisotropic stress tensor is zero, for this metric it is a perturbative quantity by its own.

*Second* There are some features in $\Sigma^{\mu\nu}$ which can be used to reduce the number of independent components of this tensor.
They are given by,

- **Transvelity with respect to \( u^\mu \):**

  \[
  \Sigma^{\mu \nu} u_\nu = 0 \tag{3.7}
  \]

  This means that \( \Sigma^{00} = \Sigma^{0i} = 0 \).

- **Traceless condition:**

  \[
  \Sigma^\mu_\mu = 0 \tag{3.8}
  \]

Combining Eqs. (3.7) and (3.8) leads to \( \Sigma^i_i = 0 \).

So at the end of the day, the anisotropic stress is reduced to a symmetric, traceless three-tensor.

Considering the whole of the above features, we can finally present the energy-momentum tensor as,

\[
T^0_0 = - (\bar{\rho} + \delta \rho) \\
T^0_i = (\bar{\rho} + \bar{p}) v_i \\
T^i_0 = - (\bar{\rho} + \bar{p})(v^i + B^i) \\
T^i_j = \delta^i_j (\bar{p} + \delta p) + \Sigma^i_j \tag{3.9}
\]

So far, we have only considered one fluid. We can easily generalize the above picture to the case where we would have different types of fluids. In this case the total energy-momentum tensor is the sum of different components,

\[
T^\mu_\nu = \sum_I T^\mu_\nu^I \tag{3.10}
\]

Translating this in terms of the different components of the energy-momentum tensor, we would have,

\[
\delta \rho = \sum_I \delta \rho_I \\
\delta p = \sum_I \delta p_I \\
(\bar{\rho} + \bar{p}) v^i = \sum_I (\bar{\rho}_I + \bar{p}_I) v^i_I \\
\Sigma^{ij} = \sum_I \Sigma^{ij}_I \tag{3.11}
\]
Form the above equation, we see that although the total energy density, pressure and the anisotropic stress tensor is the sum of different components, it is not the case for the four velocity. So it is convenient to define the three momentum density as,

\[ \delta q^i \equiv (\bar{\rho} + \bar{p})v^i, \quad (3.12) \]

so in terms of the three momentum we would have,

\[ \delta q^i = \sum_I \delta q^i_I \quad (3.13) \]

### 3.1.2 Gauge Transformations

Let us consider the following coordinate transformation,

\[ x^\alpha \rightarrow \tilde{x}^\alpha = x^\alpha + \xi^\alpha \quad (3.14) \]

where \( \xi^\alpha \) are infinitely small functions of the time and space. In the following, we split every functions into a time dependent background as well as the perturbation part and would read off the corresponding transformation law for different components.

- **Scalar Perturbation:** Consider a 4-scalar as,

\[ q(x^\alpha) = q^{(0)}(x^\alpha) + \delta q, \quad (3.15) \]

where \( q^{(0)}(x^\alpha) \) refers to the background value of \( q \), while \( \delta q \) denotes the perturbation. We can easily verify that under the above gauge transformation, the perturbation \( \delta q \) transforms as,

\[ \delta q \rightarrow \tilde{\delta q} = \delta q - q^{(0)}_{\alpha} \xi^\alpha \quad (3.16) \]

- **Vector Perturbation:** Next, let us consider a 4-vector \( V^\alpha \) as,

\[ V_{\mu}(x^\alpha) = V^{(0)}_{\mu}(x^\alpha) + \delta V_{\mu} \quad (3.17) \]

we can show that under the above gauge transformation, \( \delta V_{\mu} \) transforms as,

\[ \delta V_{\mu} \rightarrow \tilde{\delta V}_{\mu} = \delta V_{\mu} - V^{(0)}_{\mu,\nu} \xi^\nu - V^{(0)}_{\nu} \xi_{\mu} \quad (3.18) \]

- **Tensor Perturbation:** Finally, let us consider the tensor, \( g_{\mu\nu} \) field, as,

\[ g_{\mu\nu} = g^{(0)}_{\mu\nu} + \delta g_{\mu\nu} \quad (3.19) \]
it is straightforward to show that under the gauge transformations, the tensor field transforms as,

$$\delta g_{\mu\nu} \rightarrow \delta \tilde{g}_{\mu\nu} = \delta g_{\mu\nu} - g^{(0)}_{\mu\nu,\alpha} \xi^\alpha - g^{(0)}_{\alpha\nu} \xi^\alpha_{,\mu} - g^{(0)}_{\alpha\mu} \xi^\alpha_{,\nu}$$  \hspace{1cm} (3.20)

Just for the later references, it is convenient to rewrite $\xi^\alpha$ as,

$$\xi^i = \xi^i_\perp + \zeta^i$$  \hspace{1cm} (3.21)

where $\xi^i_\perp$ is a divergence free 3-vector while $\zeta$ is a scalar function.

### 3.1.3 Gauge Invariant/Physical Observables

So far we have seen that under the general coordinate transformation, or gauge transformations, both perturbations change. As a result, in order to avoid the pitfall of fictitious gauge modes, it is extremely important to introduce the gauge invariant combinations of the metric and matter perturbations. Having this said, in the following, first of all, we find the transformation rules for the metric and matter components and then try to figure out which combinations of these fields give rise to a gauge invariant quantity.

Since at the linear order Scalar, Vector and Tensor perturbations are decoupled from each other, it is convenient to consider each type separately.

**Scalar Perturbations:**

There are two different sources for the scalar perturbations. One comes from the scalar components of the metric, while the other come from the scalar components of the matter field perturbations.

Let us start with the metric components.

The scalar part of the metric perturbation are defined as in Eq. (3.2).

Then, under the following gauge transformations,

$$t \rightarrow t + \delta t \quad , \quad x^i \rightarrow x^i + \delta^{ij} \partial_j \delta x$$  \hspace{1cm} (3.22)
Combining the above equations, we can easily get different gauge invariant quantities as,

\[ \Phi \equiv \phi - \frac{d}{dt} \left[ a^2 \left( \dot{E} - B/a \right) \right] \]  
\[ \Psi \equiv \psi + a^2 H \left( \dot{E} - B/a \right) \]  

We can easily check that under the above gauge transformations both of \( \Phi \) and \( \Psi \) are invariant. This means that if in one frame either \( \Phi \) or \( \Psi \) are equal to zero, they will remain zero at any other physical frame.

Next, let us consider the gauge transformations of the matter fields. The most important matter field, according to the Einstein equations, are the Energy-Momentum tensor. So it worth to consider it in what follows. Considering Eq. (3.9) and by using Eqs. (3.14) and (3.20), we can get the transformation law for different components of this tensor as,

\[ \delta \rho \rightarrow \delta \rho - \dot{\rho} \delta t \]
\[ \delta p \rightarrow \delta p - \dot{p} \delta t \]
\[ \delta q \rightarrow \delta q + (\dot{\rho} + \dot{p}) \delta t \]  

However, note that the anisotropic stress is gauge invariant.

Combining the above transformations, we can find the following gauge invariant quantities,

- **Curvature Perturbation on Uniform-Density Hypersurfaces**: Geometrically, \( \zeta \) measures the spatial curvature of the constant-density hypersurfaces. It has the following definition,

\[ -\zeta \equiv \psi + \frac{H}{\dot{\rho}} \delta \rho \]  

- **Entropic Perturbation**: This is given by the non-adiabatic part of the pressure and has the following definition,

\[ \delta p_{nad} = \delta p - \delta p_{ad} \]
\[ = \delta p - \frac{\dot{p}}{\dot{\rho}} \delta \rho \]
By using the above transformations, we can easily show that this is a gauge invariant quantity.

One very important property of $\zeta$ is that for the adiabatic matters, where $\delta p_{nad} = 0$, it remains constant outside the horizon.

- **Comoving Density**: This is given by the difference between the energy density and the scalar part of the 3-momentum, $\rho$, as,

$$\delta \rho_m = \delta \rho - 3H\delta q$$

(3.29)

- **Comoving Curvature Perturbations**: This is given by the following expression,

$$R \equiv \psi - \frac{H}{\rho + \sqrt{\delta \mathcal{I}}}$$

(3.30)

Geometrically, this is the curvature perturbations transverse to the comoving world lines.

- **Mukhanov-Sasaki Variable**: This is the field perturbation in the flat gauge, i.e. $\psi = 0$, and has the following definition,

$$\delta \varphi_\psi \equiv \delta \varphi + \frac{\dot{\varphi}}{H} \psi$$

(3.31)

so the SM variable is given by $a\delta \varphi_\psi$. Having presented the gauge invariant quantities, in order to get some intuition about the meaning of some of the above quantities, it is convenient to consider the single field inflation and calculate the Comoving Curvature perturbation in this model.

In this case, the 3-momentum is given by $\delta q = -\dot{\varphi} \delta \varphi$. So we obtain,

$$R \equiv \psi + \frac{H}{\dot{\varphi}} \delta \varphi$$

(3.32)

In addition, in this model we have,

$$\frac{\delta \rho}{\dot{\rho}} \simeq \frac{\delta \varphi}{\dot{\varphi}}$$

(3.33)

This means that in this model, $\zeta$ and $R$ are equal to each other.

In addition, for the single field inflation, we can easily see that the Mukhanov-Sasaki variable is indeed a re-parametrization of the Comoving Curvature perturbation.
\[ \delta \varphi_\psi = \delta \varphi + \frac{\dot{\varphi}}{H} \psi \]
\[ = \frac{\dot{\varphi}}{H} \left( \psi - \frac{H}{\rho + p} \delta q \right) \]
\[ = \frac{\dot{\varphi}}{H} R \]  
(3.34)

So we see that the matter perturbation in one gauge looks like the metric perturbation in another gauge and vice versa.

**Vector Perturbations:**

In general there are two different sources for the vector perturbations. However, since in this chapter, we are only considering the perturbations around a FRW background, we can safely assume that there is not any pure vectors in the matter sector and thus we are only left with the vector perturbations in the metric sector. We relax this assumption in the next chapters when we consider the anisotropic universe.

With this simplification in mind, here we present how the vectorial part of the metric is transformed under the gauge transformations.

The vectorial part of the metric perturbation is given by,

\[ ds^2 = -dt^2 - 2a(t) S_i dx^i dt + a^2(t) [\delta_{ij} + 2 F_{(i,j)}] dx^i dx^j \]  
(3.35)

where \( S_i \) and \( F_i \) are divergence free vectors.

Then under the following gauge transformation,

\[ x^i \rightarrow x^i + \beta^i, \quad \beta_{i,i} = 0 \]  
(3.36)

we have,

\[ S_i \rightarrow S_i + a \dot{\beta}_i \]  
(3.37)

\[ F_i \rightarrow F_i - \beta_i \]  
(3.38)

Therefore the gauge invariant combination of these functions is, \( \dot{F}_i + S_i/a \). This means that, among 4 degrees of freedom for these two vectors, there are only two independent components.

**Tensor Perturbations:**
The tensorial part of the metric is given by,

$$ds^2 = -dt^2 + a^2(t)[\delta_{ij} + h_{ij}]dx^idx^j,$$

where $h_{ij}$ are transverse, i.e. $h_{ij,i} = 0$, and traceless, i.e. $h^i_i = 0$. Tensor perturbations are gauge invariant.

### 3.1.4 Equations for Cosmological Perturbations

Having presented the gauge transformations for both of the matter and metric perturbations, here we try to connect these two different pieces dynamically. This can be done by using the Einstein field equations.

We treat scalar, vector and tensor perturbations separately.

#### Scalar Perturbations

As we already discussed, by using the Einstein field equations, we can correlate the metric perturbations with the matter field perturbations. Doing this, we have the following equations for the scalar perturbations,

$$3H \left( \dot{\psi} + H\phi \right) + \frac{k^2}{a^2} \left[ \psi + H \left( a^2 \dot{E} - aB \right) \right] = -4\pi G \delta \rho$$

$$\dot{\psi} + H\phi = -4\pi G \delta q$$

Combining Eqs. (3.40) and (3.41), we would have,

$$\frac{k^2}{a^2} \Psi = -4\pi G \delta \rho_m,$$

which is a gauge invariant generalization of the Poisson equation.

In addition, the spatial parts of the Einstein Field equations yields the following equations,

$$\dot{\psi} + 3H\psi + H\dot{\phi} + \left( 3H^2 + 2\dot{H} \right) \phi = 4\pi G \left( \delta \rho - \frac{2}{3} k^2 \delta \Sigma \right)$$

$$\left( \dot{E} - B/a \right) + 3H \left( \dot{E} - B/a \right) + \frac{\psi - \phi}{a^2} = 8\pi G \delta \Sigma$$

where the anisotropic stress is given by,

$$\delta \Sigma_{ij} = \left[ \partial_i \partial_j + (k^2/3)\delta_{ij} \right] \Sigma.$$

It is useful to write down Eq. (3.44) in the *longitudinal gauge*, i.e. $E = B = 0$,

$$\Psi - \Phi = 8\pi Ga^2 \delta \Sigma.$$
As a result, we see that in the absence of the anisotropic stress, we have, $\Psi = \Phi$.

In addition, by using the covariant conservation of the Energy-Momentum tensor, i.e. $\nabla_{\mu}T^{\mu\nu} = 0$, we can further connect different perturbations as,

\begin{align}
\delta \dot{\rho} + 3H (\delta \rho + \delta p) &= \frac{k^2}{a^2} \delta q + (\rho + p) \left[ 3\dot{\psi} + k^2 \left( \dot{E} + B/a \right) \right] \tag{3.47} \\
\delta \dot{q} + 3H \delta q &= -\delta p + \frac{2}{3} k^2 \delta \Sigma - (\rho + p) \phi \tag{3.48}
\end{align}

This gives us the continuity and Euler equations respectively.

We can now rewrite Eq. (3.47) in terms of the curvature perturbation, $\zeta$, as

\begin{equation}
\dot{\zeta} = -H \frac{\delta \rho_{\text{nad}}}{\rho + p} - \Pi, \tag{3.49}
\end{equation}

where, as we mentioned before, $\delta \rho_{\text{nad}}$ is the non-adiabatic pressure and $\Pi$ is the scalar shear along the comoving world-lines, $[\Pi]$, and can be measured with respect to the Hubble rate as,

\begin{equation}
\frac{\Pi}{H} = -\frac{k^2}{3H} \left\{ \dot{E} - (B/a) + \frac{\delta q}{a^2 (\rho + p)} \right\} \nonumber \\
= -\frac{k^2}{3a^2 H^2} \zeta - \frac{k^2 \Psi}{3a^2 H^2} \left[ 1 - \frac{2\rho}{9(\rho + p)} \right] \frac{k^2}{a^2 H^2}. \tag{3.50}
\end{equation}

So far we have not considered any specific realization of the scalar field. Here we present a scalar field Lagrangian and would try to simplify the above equations for this case.

So let us consider the following scalar field Lagrangian.

\begin{equation}
L = -\frac{1}{2} g^{\mu\nu} \dot{\varphi}_{\mu} \dot{\varphi}_{\nu} - V(\varphi) \tag{3.51}
\end{equation}

Using the above Lagrangian, we can easily find the energy density, pressure and the momentum density as,

\begin{align}
\delta \rho &= \left[ \dot{\varphi} \left( \delta \varphi - \dot{\varphi} \phi \right) + V_{\varphi} \delta \varphi \right] \tag{3.52} \\
\delta p &= \left[ \dot{\varphi} \left( \delta \varphi - \dot{\varphi} \phi \right) - V_{\varphi} \delta \varphi \right] \tag{3.53} \\
\delta q_{i} &= -\sum_{l} \dot{\varphi} \delta \varphi_{,i} \tag{3.54}
\end{align}

Where we have defined, $V_{\varphi} \equiv \partial V/\partial \varphi$.

Using the above equations, we can calculate the gauge invariant comoving energy density as,

\begin{equation}
\delta \rho_{m} = \left[ \dot{\varphi} \left( \delta \varphi - \dot{\varphi} \phi \right) - \dot{\varphi} \delta \varphi \right] \tag{3.55}
\end{equation}
In addition, we can show that for the single field inflation the non-adiabatic perturbation is proportional to the comoving energy density,
\[ \delta p_{nad} = -\frac{2V}{3H\dot{\phi}}\delta \rho_m. \] (3.56)

On the other hand, according to Eq. (3.42), since for the finite value of the \( \Psi \), the comoving energy density is zero on the super-horizon scales, we can conclude that the perturbations are adiabatic in this limit.

Putting all of these different pieces together, we can find the equation of motion for the scalar perturbations as,
\[ \ddot{\delta \phi} + 3H\dot{\delta \phi} + \frac{k^2}{a^2}\delta \phi + V_{\phi\phi}\delta \phi = -2V_{\phi}\phi + \phi \left[ \dot{\phi} + 3\dot{\psi} + \frac{k^2}{a^2}(a^2\dot{E} - aB) \right]. \] (3.57)

**Vector Perturbations**

Next, let us consider the vector perturbations. The vectorial part of the anisotropic stress is given by,
\[ \delta \Sigma_{ij} = \partial_i(\Sigma_{j}) , \quad \Sigma_{i,i} = 0 \] (3.58)

In this case, there are only two Einstein equations,
\[ \delta q_i + 3H\delta q_i = k^2\delta \Sigma_i \] (3.59)
\[ k^2(\dot{F}_i + S_i/a) = 16\pi G \delta q_i \] (3.60)

So in the absence of the anisotropic stress tensor, \( \delta q_i \) is diluted by the expansion of the universe. This means that the gauge invariant combination, \( \dot{F}_i + S_i/a \), is also diluted and there would not remain any dominant contribution in the vector part.

**Tensor Perturbations**

In this case, the Anisotropic stress plays the role of the source. however, in order to simplify the analysis, in the following, we neglect this part. So the equation of motion for the tensor part would be given by,
\[ \ddot{h} + 3H\dot{h} + \frac{k^2}{a^2}h = 0. \] (3.61)

Eq. (3.61) is the only equations which governs the evolution of the tensor components and describes the evolution of the tensor mode in an expanding universe.
3.1.5 Primordial Spectrum During Inflation

Having presented the perturbations, here we define the power spectrum of this perturbations, which as we will see in the following, can be fixed by the observations.

The power spectrum for the scalar perturbations is given by,

$$P_R \equiv \frac{4\pi k^3}{(2\pi)^3} |R|^2$$  \hspace{1cm} (3.62)

In the same way, the power spectrum for the tensor modes is also given by,

$$P_T \equiv 2\frac{4\pi k^3}{(2\pi)^3} |h|^2,$$  \hspace{1cm} (3.63)

where the additional factor 2 is due to the polarization of the gravitational waves.

Scale-Dependence:

The scale-dependence of the spectrum comes from the time-dependence of the Hubble parameter and is measured by the spectral indices defined via,

$$n_R - 1 \equiv \left. \frac{d\ln P_R}{d\ln k} \right|_{k=aH}$$  \hspace{1cm} (3.64)

If $n_R = 1$, the spectrum is called to be scale-invariant.

In a similar way, we can also define the spectral indices for the tensor mode as,

$$n_T \equiv \left. \frac{d\ln P_T}{d\ln k} \right|_{k=aH}$$  \hspace{1cm} (3.65)

In this case, the spectrum is scale-invariant when $n_T = 0$.

3.2 The Evolution of the Perturbations during Inflation

In this section, we focus on the evolution of the perturbations during inflation. We consider the scalar and tensor perturbations respectively.

**Scalar Perturbations:**

Let us start with the scalar perturbations. In this case, we write down the equations which govern the evolution of the scalar fields and then by solving them figure out their behavior. However, in order to get some intuition about what is going on here, it is extremely useful if we start with the qualitative behavior of the perturbations and then try to proceed by considering the details of the analysis.
3.2.1 Qualitative Behavior of the Perturbations

Here we present the qualitative behavior of the perturbations. Let us start with sub-horizon perturbations. In this case, the perturbations have quantum origin. So in order to make a very rough estimation for the amplitude of these quantum fluctuations on the physical scales $L$, $\delta \phi_L$, we can consider a finite volume, $L^3$, and assume that the field is nearly homogeneous within this region. For simplicity we can also neglect the mass of the field. So we would have the following expression for the action of this system,

$$ S \approx \frac{1}{2} \int \left( \dot{X}^2 + \ldots \right) dt, \quad X \equiv \delta \phi_L L^{3/2} \quad (3.66) $$

where a dot denotes the derivative with respect to the physical time. Clearly, $X$ plays the role of the canonical quantization variable. So its corresponding conjugated momentum, $P$, is defined as, $P \equiv \dot{X} \approx X/L$.

In addition, $X$ and $P$ also satisfy uncertainty relation, $\Delta X \Delta P \approx 1$. Combining this with the above relation between the $X$ and $P$, we get $X \approx \sqrt{L}$ or $\delta \phi_L \approx L^{-1}$. This means that the amplitude of the massless scalar field is inversely proportional to the physical scales.

On the other hand, using the relation between the real space and the Fourier space quantum fluctuation, $\delta \phi_L \approx |\delta \phi_k| k^{3/2}$, we can get the amplitude of the quantum fluctuations in the Fourier space as,

$$ |\delta \phi_k| \approx L^{-1} k^{-3/2} \quad (3.67) $$

$$ = k^{-1/2}/a, \quad (3.68) $$

where we have taken into account that the comoving wavenumber is given by, $k = a/L$.

So the typical size of the perturbation is given by,

$$ \delta \phi \equiv |\delta \phi_k| k^{3/2} = k/a. \quad (3.69) $$

This means that on scales less than the curvature scale, $\approx H^{-1}$, the quantum fluctuations do not feel the curvature effect and they just oscillate and their amplitude decreases proportional to the inverse of the scale factor. However, as soon as the scale factor becomes of order $a_k \approx k/H$, i.e. the mode exits the horizon, the curvature effects will be important and after that, as we will show in the following, the modes will be frozen. In this way,
inflationary universe stretches the quantum fluctuations from a very short wavelength inside the Hubble patch into the cosmological scales. We should emphasize here that this can not happen for the decelerating universe, taking into account that for that case, the growth of the curvature scale is faster than the growth of the physical mode and as a result it is not possible that a typical mode cross the horizon and becomes super-horizon. So in this case, the amplitude of the perturbations decay continuously and eventually become negligible. A qualitative behavior of the perturbations is shown in Fig. 3.1

3.2.2 Quantitative Behavior of the perturbations

Having presented the qualitative behavior of the scalar perturbations during inflation, here we try to find the quantitative behavior of these perturbations.

Let us start with the equations of motion for the scalar perturbations in the flat gauge, $\psi = 0$. In this gauge, Eq. (3.57) can be written as,

$$
\ddot{\delta}\phi - \dot{\delta}\phi + 3H\dot{\delta}\phi + \frac{k^2}{a^2} + V_{\phi\phi} - \frac{8\pi G}{a^3} \frac{d}{dt} \left( \frac{a^3\dot{\phi}^2}{H} \right) \delta\phi = 0.
$$

(3.70)

Now in order to further simplify the above equation, we can define the following variables,

$$
v \equiv a\delta\phi, \quad z \equiv a\dot{\phi}/H
$$

(3.71)
Using the above variables, we can rewrite Eq. (3.70) as,

\[ v'' + \left( k^2 - \frac{z''}{z} \right) v = 0, \quad (3.72) \]

where a prime denotes the derivative with respect to conformal time.

We can also try to rewrite the mass term in terms of the slow-roll variables as,

\[ \frac{z''}{z} = (aH)^2 \left[ 2 + 5\epsilon - 3\eta + 9\epsilon^2 - 7\epsilon\eta + \eta^2 + \xi^2 \right], \quad (3.73) \]

where we recall the definition of the slow-roll parameters as,

\[ \epsilon \equiv -\frac{\dot{H}}{H^2}, \quad \eta \equiv 2\epsilon - \frac{\dot{\epsilon}}{2H\epsilon}, \quad \xi^2 \equiv \left( 2\epsilon - \frac{\dot{\eta}}{H\eta} \right) \eta. \quad (3.74) \]

Now in order to proceed, we can neglect the time dependence of the slow-roll parameters.

With this in mind, we would have,

\[ \tau \simeq -\frac{1}{(1 - \epsilon)aH}, \quad (3.75) \]

as well as,

\[ \frac{z''}{z} = \nu^2 - \frac{1}{4}, \quad \nu \simeq \frac{3}{2} + 3\epsilon - \eta. \quad (3.76) \]

Plugging these expressions back into Eq. (3.72), we can easily find the solution of this differential equation as,

\[ v \simeq \sqrt{\pi/2} e^{i(1 + 2\nu_R)\pi/4} \left[ c_1 H_{\nu}^{(1)}(k|\tau|) + c_2 H_{\nu}^{(2)}(k|\tau|) \right]. \quad (3.77) \]

There are still two free parameters that must be fixed in the above solution, i.e. \( c_1 \) and \( c_2 \). They can be fixed by assuming a preferred ansatz for the initial condition which we choose it to be the Baunch-Davis vacuum in the far past, \( k\tau \rightarrow -\infty \),

\[ v \rightarrow \frac{e^{-ik\tau}}{\sqrt{2k}} \quad (3.78) \]

This leads to \( c_1 = 1 \) and \( c_2 = 0 \).

So the power spectrum on the short scales, \( k \gg aH \), would be,

\[ \mathcal{P}_{\delta\phi} = \frac{4\pi k^3}{(2\pi)^3} \left( \frac{v}{a} \right)^2 = \left( \frac{k}{2\pi a} \right)^2 \quad (3.79) \]
In addition, for the large scales, $k \ll aH$, we would have,

\[ P_{\delta \varphi} \simeq \left( (1 - \epsilon) \frac{\Gamma(\nu_R)}{\Gamma(3/2)} \frac{H}{2\pi} \right)^2 \left( \frac{|k\tau|}{2} \right)^{3-2\nu_R}, \tag{3.80} \]

where we have used the following asymptotic behavior of the Hankel functions in the limit $k\tau \to 0$,

\[ H^{(1)}_{\nu}(k|\tau|) \to -(i/\pi)\Gamma(\nu)(k|\tau|/2)^{-\nu}. \tag{3.81} \]

As a result, for a massless scalar field, we would get the following power spectrum in the De Sitter universe,

\[ P_{\delta \varphi} \to \left( \frac{H^2}{2\pi} \right)^2, \quad \frac{k}{aH} \to 0 \tag{3.82} \]

So far we were looking for the solution of Eq. (3.72) at the slow-roll approximation. This approximation works very well at the beginning of inflation. The reason is that at this moment, and for the sub-Hubble scales, $k^2 \gg \frac{\dot{z}''}{z}$, and as a result the exact shape of the $\frac{\dot{z}''}{z}$ is not important. So we expect that Eq. (3.80) would be valid up to some times after the horizon exit. However, at later times, we need to use a large-scale limit which can be easily derived in terms of the comoving curvature perturbation, $\mathcal{R}$,

\[ \frac{1}{a^3 \epsilon} \frac{d}{dt} \left( a^3 \epsilon \dot{\mathcal{R}} \right) + \frac{k^2}{a^2} \mathcal{R} = 0 \tag{3.83} \]

So on large scale limit, we would have,

\[ \mathcal{R} = C_1 + C_2 \int \frac{dt}{a^3 \epsilon} \tag{3.84} \]

where $C_1$ and $C_2$ are the constants of the integration.

Since after the horizon exit the second term in Eq. (3.84) would decay very fast, we are left with the constant term, $C_1$. By matching the power spectrum at the horizon crossing, we can easily find $C_1$ as,

\[ C_1 = \frac{H^2}{\sqrt{2k^3 \dot{\varphi}}} \tag{3.85} \]

So the power spectrum of the comoving curvature perturbation is,

\[ P_{\mathcal{R}} = \left( \frac{H}{\dot{\varphi}} \right)^2 P_{\delta \varphi} \simeq \left( \frac{H^2}{2\pi \dot{\varphi}} \right)^2 k=aH \tag{3.86} \]

We can rewrite the above equation in terms of the potential as well as its first derivative as,

\[ P_{\mathcal{R}} = \left( \frac{128\pi V^3}{3M_p^2 V_\varphi^2} \right)_{k=aH}. \tag{3.87} \]
Figure 3.2: The creation and evolution of the perturbations during inflation. Fluctuations are created inside the horizon and due to shrinking the comoving Hubble would exit the horizon and would be frozen outside the horizon. Finally at some later time, either radiation or the matter dominance, they would re-enter the horizon again. 

We recall that the amplitude of the comoving curvature perturbation is constant outside the horizon on very large scale. This means that its amplitude at the first and second horizon crossing which happen during the inflation and very late time, either during the radiation or matter epoch, respectively would be the same. This feature is shown in Fig. 3.2. Having presented the form of the comoving curvature perturbation, we can now calculate the spectral indices for this model as,

\[ n_s - 1 = 3 - 2\nu_R \]
\[ = -6\epsilon + 2\eta \] (3.88)

Since both of \( \epsilon \) and \( \eta \) are quite small during inflation, we can conclude that the generated scalar perturbations during inflation are nearly scale invariant, \( n_s \simeq 1 \).

In addition, we can also define the running of the spectral index as,

\[ \alpha_s \equiv \frac{dn_s}{d\ln k} \bigg|_{k=aH} \] (3.89)

Then by using the following expression,

\[ \left. \frac{dx}{d\ln k} \right|_{k=aH} = \left( \frac{dx}{dt} \right) \left( \frac{dt}{d\ln a} \right) \left( \frac{d\ln a}{d\ln k} \right) \bigg|_{k=aH} = \left. \frac{\dot{x}}{H} \right|_{k=aH} \] (3.90)
We can write $\alpha_s$ in terms of the slow-roll parameters as,

$$\alpha_s = 16\epsilon\eta - 24\epsilon^2 - 2\epsilon^2.$$  (3.91)

According to Eq. (3.91), since $\alpha_s$ is second order in terms of the slow-roll parameters, we expect that this would be quite small in the single field inflation.

**Tensor Perturbations:**

Since the qualitative behavior of the tensor modes are very similar to the massless scalar fields, we skip the details and go directly to the main analysis for the tensor modes. We start from the main equation for the tensor mode, Eq. (3.61), and rewrite it in terms of the new variable, $u \equiv ah/2\sqrt{8\pi G}$, as

$$u'' + \left(k^2 - \frac{a''}{a}\right) u = 0.$$  (3.92)

Comparing this equation with that for the scalar field, we see that they are very similar except that $z''/z$ has been replaced with $a''/a$,

$$\frac{a''}{a} = (aH)^2(2 - \epsilon).$$  (3.93)

Using the slow-roll approximation, we can simplify $a''/a$ as,

$$\frac{a''}{a} \approx \nu_T^2 - (1/4) \frac{\epsilon}{\tau^2}, \quad \nu_T \approx \frac{3}{2} + \epsilon$$  (3.94)

We can now find the power-spectrum of the tensor mode on very large scale, $k \ll aH$, as

$$P_T \approx \frac{64 \pi}{M_P^2} \left( (1 - \epsilon) \frac{\Gamma(\nu_T) H}{\Gamma(3/2) 2\pi} \right)^2 \left( \frac{|k\tau|}{2} \right)^{3-2\nu_T}.$$  (3.95)

Quite similar to the scalar perturbations, we can also try to solve Eq. (3.92) on large scales,

$$h = D_1 + D_2 \int \frac{dt}{a^3}.$$  (3.96)

So again one of the terms decay very quickly and we are left with the constant solution. As a result the power spectrum for the tensor mode would be,

$$P_T \approx \frac{64 \pi}{m_P^3} \left( \frac{H}{2\pi} \right)^2 \approx \frac{128}{3} \left( \frac{V}{m_P^4} \right)_{k=aH}.$$  (3.97)
Having presented the evolution of the tensor mode, we can proceed with calculating the spectral index as,

\[ n_T = -2\epsilon. \]  
(3.98)

In addition, the running of the spectral index is also given by,

\[ \alpha_T = -4\epsilon(2\epsilon - \eta). \]  
(3.99)

Finally it is very useful to compare the power spectrum of the comoving curvature perturbation with that of the tensor mode as,

\[ r \equiv \frac{P_T}{P_R} \simeq 16\epsilon. \]  
(3.100)

Since \( \epsilon \ll 1 \), we can conclude that the amplitude of tensor modes are too smaller than the scalar perturbation.

In addition, combining Eqs. (3.98) and (3.100), we would have,

\[ r = -8n_T \]  
(3.101)

### 3.3 Observational Signatures of the Inflation

In the previous sections, we have computed the power-spectrum of the comoving curvature perturbation as well as the tensor perturbations during inflation. Here, we relate these results to observations of the cosmic microwave background (CMB) radiation. By making this correspondence explicit, we can then put some constraints on inflationary predictions.

#### 3.3.1 Observational Constraints on \( n_s \) and \( r \)

Using the recent data from the Planck satellite, we can find the value of the spectral index, \( n_s \), running of the spectral index, \( \alpha_s \), and the tensor to scalar ratio, \( r \). The result is given in Figs. 3.3 and 3.4.

According to the Planck result, we would have,

\[ n_s = 0.9655 \pm 0.0062 \]  
(3.102)

\[ r_{0.002} < 0.10. \]  
(3.103)
Figure 3.3: (Left Panel) The constraints on the tensor-to-scalar ratio and spectral index in the ΛCDM model by assuming negligible running. These results seem to be model dependent. For example, the gray contour shows how the results would be changed when we add the additional relativistic particles. The red lines show the approximate allowed range for 50 < N < 60. (Right Panel) Equivalent constraints for the ΛCDM model, when we add also the B-mode polarization results. It seems that the quadratic potential is disfavored when we add the polarization data. [7]

In addition, the joint analysis of the Planck and BKP(BICEP2/Keck Array + Planck) give us the following upper limit on the value of the tensor-to-scalar ratio as at 2σ,

\[ r_{0.002} < 0.08 \quad \text{Planck TT + lowP + BKP} \]  \hspace{1cm} (3.104)
\[ r_{0.002} < 0.09 \quad \text{Planck TT + lowP + lensing + ext + BKP} \]  \hspace{1cm} (3.105)

where we have used \( k \simeq 0.002 \) as the pivot scale for this measurement.

According to the Planck result, we also have,

\[ \frac{dn_s}{d\ln k} = -0.0126^{+0.0098}_{-0.0087}, \quad \text{Planck TT + lowP} \]  \hspace{1cm} (3.106)
\[ \frac{dn_s}{d\ln k} = -0.0085 \pm 0.0076, \quad \text{Planck TT}, \text{TE}, \text{EE + lowP} \]  \hspace{1cm} (3.107)
\[ \frac{dn_s}{d\ln k} = -0.0065 \pm 0.0076, \quad \text{Planck TT + lowP + lensing} \]
\[ \quad + \text{ext + BKP.} \]  \hspace{1cm} (3.108)

3.3.2 Gaussianity

From the statistical physics, we recall that if a variable, e.g. \( \mathcal{R} \), is Gaussian, then all of the odd correlation functions are zero and we are only left with the even correlation functions.
Figure 3.4: Constrains on the running of the spectral index in the model of $\Lambda CDM$. Although the Planck results are consistent with zero, it also allows a negative running. 

In addition, all of the non-zero correlations can be calculated by using the power spectrum, the two point function. However, if $R$ is not Gaussian, then the bispectrum is non-zero. There are many different ways for $R$ to be non-Gaussian. So considering them in the most general case is rather involved. So in the following, we only consider a very simple family of the many different parameterizations for the non-gaussianity, local shape, with the following form,

$$R(x) = R_g(x) + \frac{3}{5} f_{NL} R_g^2(x).$$  \hfill (3.109)

Here $R_g$ refers to the Gaussian part of $R$. In this simple case, the whole complication has been reduced into a single number $f_{NL}$.

Using the Planck data, the constraints on the value of $f_{NL}$ is given by,

$$f_{NL}^{local} = 2.5 \pm 5.7.$$  \hfill (3.110)

Since this number is very small, it seems that the single field inflation is highly preferred by nature.

### 3.3.3 CMB Anisotropies

Having calculated the primordial curvature perturbation as well as the gravitational wave, one may wonder how these parameters are correlated with what an observer would see on the CMB.

In order to answer this question, some steps seems necessary to be taken. First of all, we
Figure 3.5: Generation and evolution of the perturbations during inflationary cosmology. Fluctuations are created on subhorizon scales. Then due to the shrinking the Hubble parameters, they would eventually exit the horizon and freeze until horizon re-entry at late times. After the horizon re-entry, the fluctuations evolve and convert into anisotropies in the CMB, \[3\].

need to figure out how $\zeta$ and $h$ would be related to the observables. Then, we would also need to take into account the possible evolution of these parameters as soon as they have entered the horizon, the schematic behavior of the perturbations is shown in Fig. 3.5. Generically we can write,

$$Q_k(\tau) = T_Q(k, \tau, \tau_*) \zeta_k(\tau_*)$$

(3.111)

where $\tau_*$ denotes the moment of the horizon crossing and $T_Q$ also refers to the transfer function between the time of horizon re-entry till the time of the observation, $\tau$. The parameter $Q$ may be the temperature of the CMB and the goal is to use the CMB data to put constrains on the primordial curvature power spectrum.

For this purpose, it is convenient to use the harmonic expansion of the CMB map as,

$$\Theta(\hat{n}) = \frac{\Delta T(\hat{n})}{T_0} = \sum_{\ell m} a_{\ell m} Y_{\ell m}(\hat{n}),$$

(3.112)

where $\hat{n}$ denotes the direction in the sky and $a_{\ell m}$ is given by,

$$a_{\ell m} = \int d\Omega Y_{\ell m}^*(\hat{n}) \Theta(\hat{n}).$$

(3.113)

Here, $Y_{\ell m}(\hat{n})$ are the standard spherical harmonics and the magnetic quantum numbers satisfy $m = -\ell, \ldots, +\ell$.

We can then combine the multipole moments $a_{\ell m}$ and calculate the rotationally-invariant
We emphasize here that the angular power spectrum is indeed a very important tool in the statistical analysis of CMB. Fig. 3.6 shows the Planck result for the angular power spectrum. The plot also contains a fit of the theoretical prediction of the CMB spectrum to the data. The theoretical curve depends on the background cosmological parameters as well as on the spectrum of initial fluctuations which is given by the Inflationary model. It is hence possible to use CMB for extracting information about both of them.

CMB temperature fluctuations are dominated by the curvature perturbation, $\zeta$. The transfer function, $\Delta T_\ell(k)$, correlates the curvature perturbation to that of the temperature fluctuation, $\Delta T$ through an integral over the $k$-space as,

$$a_{\ell m} = 4\pi(-i)^{\ell} \int \frac{d^3k}{(2\pi)^3} \Delta T_\ell(k) \zeta(k) Y_{\ell m}(\hat{k}).$$  \hspace{1cm} (3.115)

Plugging Eq. (3.115) back into Eq. (3.114) and using the following identity,

$$\sum_{m=-\ell}^{\ell} Y_{\ell m}(\hat{k}) Y_{\ell m}(\hat{k}') = \frac{2\ell + 1}{4\pi} P_\ell(\hat{k} \cdot \hat{k}')$$  \hspace{1cm} (3.116)

we obtain,

$$C_{\ell}^{TT} = 2 \int \frac{k^2 dk P_\ell(k)}{2\pi} \Delta T_\ell(k) \Delta T_\ell(k).$$  \hspace{1cm} (3.117)
For a generic value of $\ell$, the transfer functions must be obtained using CMBFAST or CAMB and the results depend on the background cosmology. So for a fixed background, the shape of the power-spectrum give us information about the initial spectrum, coming from the inflationary universe, [7],

$$P_\zeta (k_p) = 2.4 \times 10^{-9} \quad (3.118)$$

where according to the Planck, $k_p \simeq 0.05 Mpc^{-1}$.

### 3.4 Summary

In this chapter, we presented the linear cosmological perturbation theory. As we have seen, at the linear order in perturbation, different components of perturbations are decoupled and we can thus consider them separately. We then used this mechanism to investigate the behavior of the perturbations during inflation. A very specific feature of inflation is that during this era the comoving Hubble horizon decreases. This means that after a while the comoving modes exit the horizon and will be frozen until the time of the horizon re-entry. We calculated the power spectrum of the scalar and tensor modes and also parameterized their scale-dependences. Finally, we tried to connect the inflationary parameters with the cosmic microwave background observations. We justified that the CMB observations can put some constraints on inflationary predictions.
Chapter 4

Anisotropic Inflation from Charged Scalar Fields

Abstract: The goal of this chapter is to give an introduction to anisotropic inflation, where the three dimensional rotational symmetry has been reduced to a planar symmetry. We consider different models of inflation including a $U(1)$ gauge field and charged scalar fields including symmetry breaking potential, chaotic inflation and hybrid inflation. We show that there exist attractor solutions where the anisotropies produced during inflation becomes comparable to the slow-roll parameters. In the models where the inflaton field is a charged scalar field the gauge field becomes highly oscillatory at the end of inflation ending inflation quickly. Furthermore, in charged hybrid inflation the onset of waterfall phase transition at the end of inflation is affected significantly by the evolution of the background gauge field.

4.1 Introduction

As we already discussed in last chapters, cosmic inflation proved to be a successful theory of early universe and the mechanism of structure formation [13]. The simplest modes of inflation are based on a scalar field coupled minimally to gravity. There have been considerable interests on primordial anisotropies both observationally and theoretically. Observationally, there may be some indications of the statistical anisotropy of the cosmic microwave background (CMB),[14] although the statistical significances of
these findings are under debate [13, 15, 16]. On the theoretical sides there have been many attempts to construct models of inflation with vector fields or gauge fields which can create sizable amount of anisotropy on curvature perturbations [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. These mechanisms can provide a seed of anisotropies at the order of few percent which may be detectable on CMB [30, 31, 32, 33, 34].

There have been different approaches to implements vector field in models of inflation where the vector field breaks the gauge symmetry explicitly. One fundamental problem in these models, as demonstrated in [35], is the appearance of ghost which render the system unstable and physically unacceptable. Therefore, it is crucial that the vector field is protected by a gauge symmetry so the longitudinal mode of the vector field excitations is not physical. On the other hand, because of the conformal invariance of models with gauge fields, any excitation of gauge field during inflation is diluted and can not seed the desired anisotropies. Therefore, it is essential that one breaks the conformal invariance while keeping the gauge symmetry explicit. This approach was employed in different contexts in [36, 37, 38, 39, 41, 42, 43, 40].

In this chapter we would like to study different inflationary models where there is a non-zero background $U(1)$ gauge field, $A_\mu$, coupled to a complex scalar field. The charged scalar field can be either the inflaton field or the waterfall field of hybrid inflation. Furthermore, in order to break the conformal invariance and produce large enough anisotropies, as explained above, we assume that the gauge field has a time-dependent gauge kinetic coupling with the kinetic energy in the form of $-\frac{1}{4} f(\phi) F_{\mu\nu} F^{\mu\nu}$. To be specific, we consider three following models:

- **Symmetry breaking hilltop inflation**: In this model inflaton is a charged complex scalar field with the symmetry breaking (Mexican hat) potential.
- **Charged hybrid inflation**: This is the standard hybrid inflation [44] where the inflaton field $\phi$ is real but now the waterfall field $\psi$ is charged under $U(1)$ gauge field.
- **Chaotic inflation where the inflaton field $\phi$ is charged under the $U(1)$ field.**

The results of this chapter are based on [45].
4.2 Background Equations

Here we present the action for the cases of symmetry breaking potential where the inflaton field $\phi$ is charged under the $U(1)$ gauge field with a $\phi$-dependent gauge kinetic coupling $f^2(\phi)$. The action and the background equations for the other cases can be obtained accordingly.

As in [39] the action is

$$S = \int d^4x \sqrt{-g} \left[ \frac{M_P^2}{2} R - \frac{1}{2} D_\mu \phi D^\mu \phi - \frac{f^2(\phi)}{4} F_{\mu \nu} F^{\mu \nu} - V(\phi, \bar{\phi}) \right]$$ (4.1)

where $M_P^2 = 8\pi G$, for $G$ being the Newton constant and the overline represents the complex conjugation. The covariant derivative is given by

$$D_\mu \phi = \partial_\mu \phi + ie \phi A_\mu$$ (4.2)

where $e$ is the dimensionless gauge coupling of $A_\mu$ to $\phi$. As usual, the gauge field strength is given by

$$F_{\mu \nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu = \partial_\mu A_\nu - \partial_\nu A_\mu.$$ (4.3)

We work with potentials which have axial symmetry where $V$ and $f(\phi)$ are only functions of $\phi \bar{\phi} = |\phi|^2$. It is more instructive to decompose the inflaton field into the radial and angular parts

$$\phi(x) = \rho(x) e^{i\theta(x)},$$ (4.4)

so $V = V(\rho)$ and $f^2(\phi) = f^2(\rho)$. As usual, the action (4.1) is invariant under local gauge transformation

$$A_\mu \rightarrow A_\mu - \frac{1}{e} \partial_\mu \epsilon(x), \quad \theta \rightarrow \theta + \epsilon(x).$$ (4.5)

With this decomposition, the action (4.1) is transformed into

$$S = \int d^4x \sqrt{-g} \left[ \frac{M_P^2}{2} R - \frac{1}{2} \partial_\mu \rho \partial^\mu \rho - \frac{\rho^2}{2} (\partial_\mu \theta + e A_\mu) (\partial^\mu \theta + e A^\mu) - \frac{f^2(\rho)}{4} F_{\mu \nu} F^{\mu \nu} - V(\rho) \right]$$ (4.6)
The corresponding Klein-Gordon equations of motion are

\[ \partial_\mu J^\mu = 0 \]  \hspace{1cm} (4.7)

\[ \partial_\mu \left[ \sqrt{-g} \partial^\mu \rho \right] - \frac{J^\mu J_\mu}{\rho^2 \sqrt{-g}} - \sqrt{-g} \left( V_\rho + \frac{f(\rho) f_\rho(\rho)}{2} F_{\mu\nu} F^{\mu\nu} \right) = 0, \]  \hspace{1cm} (4.8)

accompanied by the Maxwell’s equation

\[ \partial_\mu \left( \sqrt{-g} f^2(\rho) F^{\mu\nu} \right) = e J^\nu, \]  \hspace{1cm} (4.9)

where the current \( J^\nu \) is defined by

\[ J^\nu \equiv \rho^2 \sqrt{-g} (\partial^\nu \theta + e A^\nu). \]  \hspace{1cm} (4.10)

The conservation of \( J^\mu \) from Eq. (4.7) is a manifestation of the axial symmetry imposed on \( V \). Interestingly, Eq. (4.7) is not independent from Maxwell’s equation, where \( F^{\mu\nu} \) being anti-symmetric leads to \( \partial_\mu \partial_\nu F^{\mu\nu} = \partial_\mu J^\mu = 0. \)

Finally, the stress energy momentum tensor, \( T_{\alpha\beta} \), for the Einstein equation, \( G_{\alpha\beta} = 8\pi G T_{\alpha\beta} \), has the following form,

\[
T_{\alpha\beta} = -\frac{f^2(\rho)}{4} g_{\alpha\beta} F_{\mu\nu} F^{\mu\nu} + f^2(\rho) F_{\alpha\mu} F^{\mu\beta} + \partial_\alpha \rho \partial_\beta \rho + \frac{J_\alpha J_\beta}{\rho^2 |g|} - g_{\alpha\beta} \left[ \frac{1}{2} \partial_\mu \rho \partial^\mu \rho + \frac{J_\mu J_\mu}{2 \rho^2 |g|} + V \right].
\]  \hspace{1cm} (4.11)

We are interested in the effects of a non-zero background gauge field on the evolution of system. To fix the gauge we use the Coulomb-radiation gauge \( A_0 = \partial_i A^i = 0 \). Since our background is only time-dependent, from the constraint \( J^0 = 0 \) one concludes that \( \dot{\theta} = 0 \) at the level of background. The inclusion of a non-zero background gauge field breaks the Lorentz invariance explicitly since a preferred direction is singled out in the background space-time. We take our background gauge field to have the form \( A_\mu = (0, A(t), 0, 0) \).

As in [37] our background metric has the following form

\[ ds^2 = -dt^2 + e^{2\alpha(t)} (e^{-2\sigma(t)} dx^2 + e^{2\sigma(t)} (dy^2 + dz^2)). \]  \hspace{1cm} (4.12)

Here \( \alpha(t) \) measures the background number of e-foldings, \( \dot{\alpha} \) represents the background isotropic Hubble expansion rate while \( \dot{\sigma}(t) \) measure the anisotropic expansion rate. For a universe with small anisotropies, we require that \( |\dot{\sigma}/\dot{\alpha}| \ll 1. \)
Assuming that the fields ρ, A, α and σ are only function of t the background equations of motion are

\[
\partial_t \left( f^2(\rho) e^{\alpha + 4\sigma} \dot{A} \right) = -e^2 \rho^2 e^{\alpha + 4\sigma} A \quad (4.13)
\]

\[
\ddot{\rho} + 3\dot{\alpha} \dot{\rho} + V_{\rho} + \left( -f(\rho) f_{\rho}(\rho) \dot{A}^2 + e^2 \rho A^2 \right) e^{-2\alpha + 4\sigma} = 0 \quad (4.14)
\]

\[
\frac{1}{2} \dddot{\rho} + V(\rho) + \left( \frac{1}{2} f^2(\rho) \dot{A}^2 + \frac{e^2 \rho^2}{2} A^2 \right) e^{-2\alpha + 4\sigma} = 3M_P^2 (\dot{\alpha}^2 - \dot{\sigma}^2) \quad (4.15)
\]

\[
V(\rho) + \left( \frac{1}{6} f^2(\rho) \dot{A}^2 + \frac{e^2 \rho^2}{3} A^2 \right) e^{-2\alpha + 4\sigma} = M_P^2 (\ddot{\sigma} + 3\dot{\alpha}^2) \quad (4.16)
\]

\[
\left( \frac{1}{3} f^2(\rho) \dot{A}^2 - \frac{e^2 \rho^2}{3} A^2 \right) e^{-2\alpha + 4\sigma} = M_P^2 \left( 3\dot{\alpha} \dot{\sigma} + \ddot{\sigma} \right) \quad (4.17)
\]

In the limit where e = 0 these equations reduce to those of [37]. One can also check that not all equations above are independent. For example, Eq. (4.15) can be obtained from the remaining four equations.

From Eq. (4.14), the total energy density, \( E \), governing the dynamics of the inflaton field is given by

\[
E = \frac{\dddot{\rho}}{2} + V + e^{-2\alpha + 4\sigma} \left( \frac{1}{2} f^2(\rho) \dot{A}^2 + \frac{e^2 \rho^2}{2} A^2 \right) . \quad (4.18)
\]

Since the second and the third terms above come from the gauge field, we refer to them respectively as the kinetic energy and potential energy associated with the gauge field. Using Eqs.(15) and (16), the equation for acceleration of the universe is given by

\[
\ddot{\alpha} + \dot{\alpha}^2 = -2\dot{\sigma}^2 - \frac{1}{3M_P^2} \dot{\rho}^2 + \frac{1}{3M_P^2} \left[ V - \frac{1}{2} f^2(\rho) \dot{A}^2 e^{-2\alpha + 4\sigma} \right] . \quad (4.19)
\]

Interestingly, the term in effective potential proportional to e cancels out in this expression. One also observes that for inflation to take place, corresponding to \( \ddot{\alpha} + \dot{\alpha}^2 > 0 \), one requires that the background potential \( V(\rho) \) dominates over the contribution from the gauge field kinetic energy.

In the following we are interested in configuration where inflation take places with small anisotropies such that

\[
\delta \equiv \left| \frac{\dot{\sigma}}{\dot{\alpha}} \right| \ll 1. \quad (4.20)
\]

Small amount of anisotropies in background inflationary dynamics may be acceptable assuming that they do not impose too much anisotropies on CMB temperature power.
spectrum. In order for anisotropies to be small, the contribution of gauge field to the total energy density should be small compared to the background potential. To parametrize this, we define the ratios $R_1$ and $R_2$ via

$$R_1 \equiv \frac{\dot{A}^2 f(\rho)^2 e^{-2\alpha}}{2V}, \quad R_2 \equiv \frac{\rho^2 A^2 e^{-2\alpha}}{2V}. \tag{4.21}$$

For the contribution of the gauge field energy density into the total energy density to be small we require $R_1, R_2 \ll 1$. In this limit where the anisotropy is smaller than the slow-roll parameters (defined below), from Eq. (4.17) we obtains

$$\delta \simeq \frac{2}{3}(R_1 - R_2). \tag{4.22}$$

One of our goal in this work is to see the behavior of $R_{1,2}$ during inflation. As we shall see, during early stage inflation both $R_1$ and $R_2$ are very small and inflation is basically driven by the background potential $V$ and one can treat the system as isotropic inflation. As in [37], sometime during inflation, $R_1$ rises quickly such that its contribution to the Klein-Gordon equation governing the scalar field dynamics can not be neglected. This is an attractor mechanism and as we shall see below $R_1$ scales like the slow-roll parameters once the system is in the attractor regime. Interestingly, the Hubble expansion rate is still predominantly given by the background potential $V$ but one should check that the anisotropy given by Eq. (4.17) is under control. One new effect in our model is that sometime at the end of inflation $R_2$ becomes comparable to $R_1$ and the gauge field oscillates very rapidly. Because of the interaction term $\rho^2 A^2$, the rapid oscillations of the gauge field induce rapid changes in inflaton effective mass, violating the slow-roll conditions and ending inflation abruptly. Here we would like to study these three distinct inflationary phases in some details. For convenience, we refer to these three stages of inflation as phase one, two and three, respectively. However, note that the third inflationary stage is very short compared to other two inflationary stages.

As a measure of slow-roll parameters and phase change we define the dimensionless quantity $\epsilon$ and $\eta$ given by

$$\epsilon \equiv -\frac{\dddot{\alpha}}{\dot{\alpha}^2}, \quad \eta \equiv \frac{\dddot{\rho}}{3\dot{\rho} \dot{\rho}}. \tag{4.23}$$

When the slow-roll approximation holds $\epsilon, \eta \ll 1$ and inflation ends when $\epsilon, \eta \simeq 1$. In our anisotropic inflationary models, $\eta$ has sudden jumps which represents the onsets of phase
changes. In Fig. 4.1 we have plotted $\eta$ for some parameters value which clearly indicates the jumps in $\eta$.

### 4.3 Symmetry Breaking Hilltop Inflation

We start with an almost isotropic configuration with negligible anisotropies such that the gauge field contributions in expansion rate Eq. (4.15) and the Klein-Gordon equation (4.14) are negligible, corresponding to $R_1, R_2 \ll \epsilon, \eta$. However, we would like to allow the gauge field kinetic energy to increase such that $\delta$ increases towards the allowed observational bounds.

To be specific, we work with the symmetry breaking (Mexican hat) potential which is theoretically well motivated in a model with an Abelian gauge field

$$V = \frac{\lambda}{4} \left( |\phi|^2 - \frac{M^2}{\lambda} \right)^2 \equiv \frac{\lambda\mu^4}{4} \left( \hat{\rho}^2 - 1 \right)^2.$$  \hspace{1cm} (4.24)

Here $\lambda$ is a dimensionless coupling and for the later convenience we have defined the dimensionless variable $\hat{\rho} \equiv \rho/\mu$ where $\mu \equiv M/\sqrt{\lambda}$. The potential has global minima at $\rho = \mu$ or $\hat{\rho} = 1$. In this picture, we assume inflaton starts at the top of the potential and proceeds towards the global minima. As is well known cosmic strings are produced at the end of inflation which can have interesting observational effects.

In [37] the authors studied the simple chaotic inflationary potential $V = m^2 \phi^2/2$ for a real scalar field. As we shall see, their conclusion about the existence of the attractor mechanism during the second phase and the behavior of $R_1$ and $\delta$ will also hold in our case. However, the contribution of gauge coupling $e$ via $R_2$ opens up new inflationary phase and the dynamics of the system at the end of inflation is quite different than what studied in [37].

During the inflation, which happens mostly in the hilltop regions of the potential, one may approximate potential (4.24) as

$$V \simeq \frac{M^4}{4\lambda} - \frac{M^2}{2} \hat{\rho}^2.$$ \hspace{1cm} (4.25)

For this approximation to be valid, one has to satisfy $\hat{\rho} \ll 1$ during inflation.

Since we are interested in small anisotropies, $R_1, R_2, \delta \ll 1$, the background expansion
is given as in standard slow-roll inflationary models with
\[ \dot{\alpha}^2 \simeq \frac{V}{3M_P^2} \simeq \frac{M^4}{12\lambda M_P^2}. \] (4.26)

Our numerical investigations show that the phase changes happen when there are sudden changes in \( \dot{\rho} \) in a short period. This can be seen in the plot of \( \eta \) in Fig. 4.1 where there are two sudden jumps. The first jump corresponds to the transition from phase one to phase two where the \( R_1 \) contribution in Eq. (4.14) becomes important. The second jump, very close to the end of inflation, represents the transition from the second phase to the third phase. This happens when the right hand side of Eq. (4.13) cannot be neglected and it eventually affects the evolution of \( \rho \) in Eq. (4.14). As we shall see the third period is very short and inflation ends abruptly once the gauge field starts to oscillate during the third phase.

### 4.3.1 Phases One and Two

At the early stage of inflation, the contribution of gauge field in total energy density and the scalar field equation is completely negligible corresponding to \( R_1, R_2 \ll \epsilon, \eta \). Inflation proceeds as in standard slow-roll hilltop inflation and in order for the slow-roll condition to be satisfied one requires that \( M_P^2(V_\rho/V)^2 \) and \( M_P^2V_{pp}/V \) both to be much smaller than one. These in turn yields \( p_c \gg 1 \) where
\[ p_c \equiv \frac{M^2}{2\lambda M_P^2}. \] (4.27)

The Hubble expansion rate is given by Eq. (4.26) while the scalar field equation in the slow-roll approximation is
\[ \rho' \simeq 4\frac{\lambda M_P^2}{M^2} \rho \rightarrow \rho \simeq \rho_{in} e^{2\alpha/p_c}, \] (4.28)

where \( \rho_{in} \) represents the initial value of the inflaton field. Also here and below, prime denotes derivative with respect to \( \alpha \), the number of e-foldings. We use the convention such that at the start of inflation \( \alpha = 0 \) and the total number of e-foldings measured at the end of inflation is \( \alpha = \alpha_f \simeq 60 \) to solve the flatness and the horizon problem. From Eq. (4.28) the number of e-folds as a function of \( \rho \) during the first phase is
\[ \alpha(\rho) \simeq \frac{p_c}{2} \ln \left( \frac{\rho}{\rho_{in}} \right). \] (4.29)
Figure 4.1: Here we have plotted $\eta$ defined in Eq. (4.23), with $\lambda = 2.5 \times 10^{-13}$, $M = 3 \times 10^{-6} M_P$, $p = 50$, $\rho_{in} = M_P/5$ and $e = 1$. The first phase change, at e-folding $\alpha \simeq 10$, happens when $R_1$ becomes comparable to $\epsilon$. The second phase change happens very close to the end of inflation (in about one e-folding towards the end of inflation) when $R_2$ also becomes comparable to $\epsilon$.

So far we have not specified the form of $f(\rho)$, the time-dependent gauge kinetic coupling. In order for the perturbative gauge theory to be under control we demand that the effective gauge kinetic coupling $g_A(\alpha) = f(\rho)^{-1}$ to be small during inflation and approaches unity at the end of inflation for some yet unknown dynamical mechanism, that is $g_A(\alpha_f) = 1$. This indicates that $f(\rho)$ is a decreasing function during inflation. As mentioned before, we would like the gauge field contribution to the energy density to be subdominant but big enough to play some roles in anisotropy and scalar field equations. To determine the form of $f(\rho)$ we note that during the first two phases, $R_2 \ll R_1$ so the terms proportional to $e$ in background equations (4.13)-(4.17) can be neglected. From
Eq. (4.13) one obtains $\dot{A} \propto f(\rho)^{-2} e^{-\alpha}$ so $R_1$ scales like $R_1 \propto f(\rho)^{-2} e^{-4\alpha} \sim f(\rho)^{-2} \rho^{-2p_c}$. Therefore, for the critical coupling $f_c \equiv (\mu/\rho)^{p_c}$ the gauge field kinetic energy remains fixed during the first two phases. As we started with negligible $R_1$ in phase one, then it remains negligible afterwards, i.e. $R_1 \ll \epsilon$. In order to increase $R_1$ during the second phase we consider the gauge kinetic coupling

$$f(\rho) = \left(\frac{\mu}{\rho}\right)^p = \hat{\rho}^{-p}, \quad (4.30)$$

with $p > p_c$ such that the gauge field kinetic energy becomes important during the second and third stages of inflation.

As explained above, during the first two phases the right hand side of Eq. (4.13) can be neglected and using Eq. (4.30) one obtains

$$\hat{A}' = (\xi \hat{\rho}^2)^p e^{-\alpha}, \quad (4.31)$$

where the dimensionless gauge field is defined via $\hat{A} \equiv A/\mu$ and $\xi$ is a constant of integration. Note that we defined the constant of integration in this way so the subsequent analysis becomes more simplified. Physically, $\xi$ is measured by the initial value of $R_1$ at the start of inflation, $\alpha = 0$. Plugging Eq. (4.31) into Eq. (4.21) during the first two phases one obtains

$$R_1 \simeq \frac{p_c}{3} e^{-4\alpha} (\xi \hat{\rho})^{2p}, \quad (4.32)$$

and therefore the initial value of $R_1$ is

$$R_{1\text{in}} \simeq \frac{p_c}{3} (\xi \hat{\rho}_{\text{in}})^{2p}. \quad (4.33)$$

Since we demand that $R_{1,2} \ll 1$, the Friedmann equation is still given by Eq. (4.26). Combined with Eq. (4.30), the inflaton field equation in the slow-roll limit is cast into

$$\left(\hat{\rho}^2\right)' - \frac{4 \hat{\rho}^2}{p_c} + 2p \xi^{2p} \frac{e^{-4\alpha}}{3} \left(\hat{\rho}^2\right)^p = 0. \quad (4.34)$$

As can be seen from Eq. (4.32), $(\xi \hat{\rho})^{2p}$ is very small during the first phase of inflation so one can neglect the last term in Eq. (4.34) and the solution is given by Eq. (4.28). For this to take place, we need to make sure that at the start of inflation, $\alpha = 0$, the third
Figure 4.2: Here we plot our analytical solution for $\rho(\alpha)$, Eq. (4.36), shown by the red dashed curve, and compare it to the full numerical solution denoted by the solid black curve. The agreement between them is very good. The left figure corresponds to $e = 1$ whereas for the right figure $e = 10^{-4}$. As argued, the time of first phase change, which here is at $\alpha_1 \approx 10$, is independent of the value of $e$ and is well approximated by our analytical formula Eq. (4.37). All other parameters are as in Fig. 4.1.

term in Eq. (4.34) is indeed much smaller than the second term. Using the expression of $R_{1in}$ given in Eq. (4.33) this condition is transformed into

$$R_{1in} \ll \frac{2}{p} \rho_{in}. \quad (4.35)$$

As inflation proceeds and $\dot{\rho}$ increases the last term in Eq. (4.28) catches up with the second term and one should take the effect of this term into account. This is exactly when the gauge field contribution into the inflaton equation, Eq. (4.14), becomes important as promised. Eq. (4.28) can be solved with the answer

$$\dot{\rho} \simeq \frac{\rho_{in} e^{2\alpha}}{\left[1 + \frac{p^2 \rho_{in}}{u(p-pc)} (\xi \rho_{in})^2 e^{\frac{2(e-pc)\alpha}{pc}} \right]^{1/2p}}. \quad (4.36)$$

During the first inflationary phase, the second term in the denominator is much smaller than unity and the solution to the above equation reduces to our previous result, Eq.
The transition from the first phase to the second phase happens when the two terms in the denominator above become comparable. Defining the first phase transition to take place at \( \alpha = \alpha_1 \), one obtains

\[
\alpha_1 \simeq \frac{p_c}{4(p - p_c)} \ln \left[ \frac{6(p - p_c)}{p^2 p_c (\xi \dot{\rho}_{in})^{2p}} \right] \simeq \frac{p_c}{4(p - p_c)} \ln \left[ \frac{2(p - p_c)}{p^2 R_{1 \text{ in}}^{2}} \right],
\]

where to get the final answer Eq. (4.33) has been used. This is an interesting result because the onset of the first phase transition is controlled by the anisotropy at the start of inflation, \( R_{1 \text{ in}} \), and the parameter \( p \). As can be seen from Eq. (4.37), the smaller is the value of initial anisotropy \( R_{1 \text{ in}} \), the longer it takes for the system to enter the second inflationary regime. We have checked that Eq. (4.36) gives a good estimate of \( \alpha_1 \) compared to the full numerical results.

In Fig. 4.2 we have plotted our analytical solution for \( \rho(\alpha) \) compared to the full numerical analysis. As can be seen they are in very good agreement. Since \( R_2 \ll R_1 \) in this period, the value of \( \alpha_1 \) is independent of the gauge coupling \( e \) as can be seen from the plots. The left figures correspond to \( e = 1 \) whereas for the right figure, \( e = 10^{-4} \).

In order for the phase transition to take place during the 60 observable e-folds, we require \( \alpha_1 < 60 \). This in turn impose the following lower bound on \( R_{1 \text{ in}} \)

\[
R_{1 \text{ in}} > \frac{2(p - p_c)}{p^2} \exp \left[ -\frac{240(p - p_c)}{p_c} \right].
\]

This is reasonable, because the smaller is the initial value of anisotropy, the longer it takes for the gauge field kinetic energy to become significant to affect the dynamics of the inflaton field. For values of \( p_c \) comparable to \( p \) Eq. (4.38) can easily be satisfied and the first phase transition takes place during the physically relevant window of inflation.

During the second phase, \( \alpha > \alpha_1 \), the solution (4.36) quickly approaches to its attractor solution and

\[
(\xi \dot{\rho})^{2p} e^{-4\alpha} \simeq \frac{6(p - p_c)}{p^2 p_c}.
\]

If we plug back this equation into the inflaton equation (4.34), we find that the last term in (4.34) behaves as a constant source term with the magnitude \( 4(p - p_c)/pp_c \) turned on at the time of phase change. This explains the kink in \( \rho \) behavior seen in Fig. 4.2.
Figure 4.3: Here we plot the evolution of the gauge field. The left graph represents $\ln A$ where the red dashed-dotted curve is our analytical solution Eq. (4.49) whereas the solid black curve is the full numerical solution. The agreement between our analytical solution Eq. (4.49) valid for the second and third phase and the full numerical result is good. Also the change of the slope of $\ln A$ form the first phase to the second phase is in good agreement with our other analytical result, Eq. (4.40), valid for the first two phases. The right graph represents $A$ during the last few e-foldings. The oscillatory behavior suggested by Eq. (4.49) is clearly seen. The start of the third phase, corresponding to the first peak is well approximated by our analytical estimation Eq. (4.47). All parameters here are as in Fig. 4.1.

It is also instructive to look into the gauge field evolution in this stage. Plugging Eq. (4.36) into Eq. (4.31) one can find an analytic expression for $\dot{A}'$ valid for both phase one and two with the asymptotic behavior

$$
\dot{A}' \sim \begin{cases} 
(\xi \rho_m^2)^p \exp \left[ \frac{(4p-p_c)\alpha}{p_c} \right] & \alpha < \alpha_1 \\
\frac{6(p-p_c)}{p^2 p_c \xi^p} e^{3\alpha} & \alpha > \alpha_1
\end{cases}
$$

(4.40)

This indicates that the gauge field increases like $e^{3\alpha}$ during the second phase whereas it was increasing with a slightly higher rate, $\exp \left[ \frac{(4p-p_c)\alpha}{p_c} \right]$, during the first inflationary stage. The change in the slope of the evolution of $\ln A$ clearly can be seen in Fig. 4.3.

Finally we are in a position to find the form of $R_1$ and $\delta$. During the first inflationary
stage, plugging Eqs. (4.40) and (4.29) into Eq. (4.21), yields
\[ \delta \simeq \frac{2}{3} R_1 \simeq \frac{2}{3} R_{1, in} \exp \left[ \frac{4(p - p_c) \alpha}{p_c} \right]. \tag{4.41} \]

As expected, \( \delta \) increases exponentially during the first inflationary stages with the initial amplitudes set by \( R_{1, in} \). During the second stage it reaches its attractor value. Plugging Eq. (4.39) into Eq. (4.21), during the attractor regime we have
\[ \delta \simeq \frac{2R_1}{3} \simeq \frac{4(p - p_c)}{3p^2}. \tag{4.42} \]

This attractor value is fairly independent of the initial conditions.

In chaotic model studies in [37] it was shown that \( R_1 \) follows the slow-roll parameters \( R_1 \sim \epsilon \). Here we show this conclusion also holds for our case. To see this, note that in the slow-roll limit \( \epsilon \simeq 2R_1 + \frac{3\dot{\rho}^2}{2V} \). Using Eq. (4.39) in Eq. (4.34) one can approximately find that \( \epsilon \simeq 2R_1 + 4\dot{\rho}^2 p_c/p^2 \). Since \( \dot{\rho} < 1 \) during the second phase one concludes that
\[ \epsilon \gtrsim 2R_1. \tag{4.43} \]

In Fig. 4.4 we have plotted the ratio \( R_1/\epsilon \) and the anisotropy \( \delta \). As can be seen, our analytical formulae Eqs. (4.43) and (4.42) are in good agreement with the full numerical results. As explained before, the solution during the second phase quickly reaches the attractor regime where \( R_1 \simeq \epsilon \simeq \delta \) and the fraction of gauge field energy density to the total energy density in the Friedmann equation is at the level of slow-roll parameter. The attractor phase can clearly be seen from the behavior of \( R_1 \) and \( \delta \) in Fig. 4.4.

As the gauge field \( A \) increases exponentially the effective potential for the inflaton field increases as \( e^{2A^2} \rho e^{-2\alpha} \propto e^{2\rho^2 e^{4\alpha}} \) and the slow-roll condition quickly terminates at the final stage of inflation. This is the third stage where \( R_2 \) becomes comparable to \( R_1 \). Below we study this phase in some details.

### 4.3.2 Final stage of inflation

Now we consider the final stage of inflation when the right hand side of Eq. (4.13) can not be neglected. Using Eq. (4.39) in Eq. (4.13), the equation of motion for the gauge field can be approximated to
\[ \ddot{A} - 3\dot{A}' + \beta e^{4\alpha} \dot{A} = 0 \tag{4.44} \]
Figure 4.4: In left figure we plot $\ln(R_1/\epsilon)$ (upper solid green curve) and $\ln(R_2/\epsilon)$ (lower dashed-dotted red curve). The phase change takes place at $\alpha_1 \approx 10$ followed by the attractor regime denoted by the almost horizontal line where $R_1 \propto \epsilon$. As explained in the text, $R_2$ is very small compared to $R_1$ until the very end of inflation when they become comparable and inflation ends shortly after that. Right: $\ln(\delta)$ is presented. The attractor behavior during the second inflationary stage is clear. All parameters here are as in Fig. 4.1.

where the dimensionless parameter $\beta$ is defined via

$$\beta = \frac{36e^2(p - p_c)}{\lambda p^2 p_c^2 \xi^2 p}.$$  \hspace{1cm} (4.45)

The solution to this equation is in the form of Bessel functions

$$\hat{A} = e^{3\alpha} \left[ a_1 J_{3/4} \left( \frac{\sqrt{3}}{2} e^{2\alpha} \right) + a_2 Y_{3/4} \left( \frac{\sqrt{3}}{2} e^{2\alpha} \right) \right],$$  \hspace{1cm} (4.46)

where $a_1$ and $a_2$ are the constants of integration.

From the form of Eq. (4.44) it is seen that the third inflationary phase starts when the last term in Eq. (4.44) is comparable to the second term. This means that $\sqrt{3} e^{2\alpha_2} \approx 1$ where $\alpha = \alpha_2$ is the start of the third inflationary stage. This gives

$$\alpha_2 \approx \frac{1}{4} \ln \left[ \frac{\lambda p^2 p_c^2 \xi^2 p}{36 e^2 (p - p_c)} \right].$$  \hspace{1cm} (4.47)
We have checked numerically that this expression gives a very good estimate for \( \alpha_2 \), the onset of transition from the second inflationary stage to the third inflationary stage. Shortly after \( \alpha > \alpha_2 \), the argument of the Bessel function exponentially increases and the gauge field starts to oscillate. This in turn triggers a sharp increase in the slow-roll parameters \( \epsilon \) and \( \eta \) and inflation ends abruptly. This can be seen in the plot of \( \eta \) shown in Fig. 4.1.

For the consistency of our setup we require that \( \alpha_1 < \alpha_2 \), i.e. the third inflationary stage takes place after the second inflationary stages. Comparing Eqs. (4.47) and (4.37), and assuming \( (p - p_c)/p_c \sim 1 \), one requires

\[
e^2 \ll \lambda p^4 \xi^2 p R_{1\text{m}}. \tag{4.48}
\]

Because \( \hat{\rho}_m \ll 1 \) and \( p \gg 1 \), this condition can easily be met.

The condition \( \sqrt{\beta} e^{2\alpha_2} \simeq 1 \) indicates that during the final stage of inflation the arguments of the Bessel functions in Eq. (4.49) are bigger than unity while during the first two inflationary stage the arguments of the Bessel functions are small. Using the small argument limit of the Bessel function, \( J_{3/4}(x) \sim x^{3/4} \) and \( Y_{3/4}(x) \sim x^{-3/4} \) for \( x \ll 1 \) one concludes that the term containing \( Y_{3/4} \) decays quickly as inflation proceeds and the term containing \( J_{3/4} \) survives in Eq. (4.49). More specifically, \( J_{3/4} (\sqrt{\beta} e^{2\alpha}/2) \approx (\sqrt{\beta}/2)^{3/4} e^{3\alpha/2} \) and comparing this with Eq. (4.40) during the second inflationary stage one can fix the coefficient \( a_1 \) to obtain

\[
\hat{A} \simeq \frac{2^{5/4}(p - p_c)}{p^2 p_c \xi p} \frac{e^{3\alpha/2}}{\beta^{3/8}} J_{3/4} \left( \frac{\sqrt{\beta}}{2} e^{2\alpha} \right). \tag{4.49}
\]

Note that this expression works for the second and the third inflationary stages whereas the formula Eq. (4.40) works for the first two inflationary stages. We have checked that Eq. (4.49) is in good qualitative agreement with the full numerical analysis. In Fig. 4.3 we have compared Eq. (4.49) with the full numerical result and the agreement between them is good. Also in Fig. 4.3 we have plotted the behavior of \( A \) for the last few e-foldings. The start of the third phase is when the argument of the Bessel function in Eq. (4.49) becomes at the order of unity given by Eq. (4.47). This corresponds to the first peak in the plot of \( A \) in the right figure of Fig. 4.3.
It is also instructive to compare $R_2$ with $R_1$ during the final stage of inflation. As explained before, $R_1$ and $R_2$ measure respectively the gauge field kinetic energy and potential energy compared to the background inflationary potential. Physically, we expect that during the final stage of inflation $R_2$ rises quickly and becomes comparable to $R_1$ and $\epsilon$. In Fig. 4.4 we have compared $R_2$ with $R_1$ and $\delta$. Initially $R_2$ is very small, but during the final stage of inflation $R_2$ rises quickly and becomes comparable to $R_1$. Physically this means that the inflaton mass receives a time-dependent contribution of the form $e^2 A^2 \rho^2 e^{-2\alpha}$ and the slow-roll conditions are violated soon after the gauge field starts to oscillate. This conclusion is supported in both Fig. 4.3 and Fig. 4.1.

Finally it is also instructive to look into the behavior of the inflaton field as a function of the the strength of the gauge coupling $e$. As argued before, during the first two inflationary stages $e$ does not play important roles and the evolution of the inflation proceeds as in $e = 0$. In particular, the position of the first kink, $\alpha_1$, is quite insensitive to the value of $e$. On the other hand, $e$ controls the end of the second inflationary phase, $\alpha_2$, but only logarithmically. In the right plot of Fig. 4.2 we have changed $e$ by four orders of magnitudes. Correspondingly, $\alpha_2$, and the total number of e-foldings changed by 4. This is consistent with our analytical formula Eq. (4.47) which for $e \to 10^{-4} e$ predicts an increase of e-foldings of $(\ln 10^8)/4 \simeq 4.6$.

### 4.4 Charged Hybrid Inflation

In the previous example the inflaton field was a complex field and was responsible for the symmetry breaking. Now we consider the case where the inflaton field is real, while the symmetry breaking is controlled by another complex scalar field, the waterfall field. The action is

$$S = \int d^4 x \sqrt{-g} \left[ \frac{M_P^2}{2} R - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} D_\mu \psi D^\mu \bar{\psi} - \frac{f^2(\phi)}{4} F_{\mu\nu} F^{\mu\nu} - V(\phi, \psi, \bar{\psi}) \right]. \quad (4.50)$$

As explained above, $\phi$ is the inflaton field while $\psi$ is the complex waterfall field.

The potential is as in standard hybrid inflation:

$$V(\phi, \psi, \bar{\psi}) = \frac{\lambda}{4} \left( |\psi|^2 - \frac{M^2}{\lambda} \right)^2 + \frac{g^2}{2} \phi^2 |\psi|^2 + \frac{m^2}{2} \phi^2. \quad (4.51)$$
We are interested in the configuration where the potential is axially symmetric and $V(\psi, \bar{\psi}, \phi) = V(\chi, \phi)$ where $\psi(x) = \chi(x) e^{i\theta(x)}$. Following the same metric ansatz as in Eq. (4.12) and taking $A_\mu = (0, A(t), 0, 0)$ the equations of motion are

\[
\partial_t \left( f^2(\phi) e^{\alpha+4\sigma} A \right) = -e^2 \chi^2 e^{\alpha+4\sigma} A \tag{4.52}
\]

\[
\ddot{\phi} + 3\dot{\alpha}\dot{\phi} + \phi(m^2 + g^2 \chi^2) - f^2(\phi, \dot{\phi})^2 e^{-2\alpha+4\sigma} = 0 \tag{4.53}
\]

\[
\ddot{\chi} + 3\dot{\alpha}\dot{\chi} + \left( \frac{\lambda}{4}(\chi^2 - \frac{M^2}{\lambda}) + g^2 \phi^2 + e^2 A^2 e^{-2\alpha+4\sigma} \right) \chi = 0 \tag{4.54}
\]

\[
\ddot{\phi}^2 + \ddot{\chi}^2 + 2 V(\phi, \chi) + \left( f^2(\phi) \dot{A}^2 + e^2 \chi^2 A^2 \right) e^{-2\alpha+4\sigma} = 6M_P^2 (\dot{\alpha}^2 - \dot{\phi}^2) \tag{4.55}
\]

\[
V(\phi, \chi) + \left( \frac{1}{2} f^2(\phi) \dot{A}^2 + \frac{e^2 \chi^2}{3} A^2 \right) e^{-2\alpha+4\sigma} = M_P^2 (\ddot{\alpha} + 3\dot{\alpha}^2) \tag{4.56}
\]

\[
V(\phi, \chi) + \left( \frac{1}{3} f^2(\phi) \dot{A}^2 - \frac{e^2 \chi^2}{3} A^2 \right) e^{-2\alpha+4\sigma} = M_P^2 (3\dot{\alpha} \dot{\sigma} + \ddot{\sigma}) \tag{4.57}
\]

From Eq. (4.55), the total energy density determining the expansion rate of the universe is given by

\[
\mathcal{E} = V(\phi, \chi) + e^{-2\alpha+4\sigma} \left( \frac{1}{2} f^2(\phi) \dot{A}^2 + \frac{e^2 \chi^2}{2} A^2 \right) \tag{4.58}
\]

The interesting new effect is that the gauge coupling $e$ induces a new time-dependent mass term for the waterfall field in the form $e^2 e^{-2\alpha} A^2 \chi^2$. This can be seen both in total energy density and also in equation governing the dynamics of the waterfall field, Eq. (4.54). As in standard hybrid inflation we work in the vacuum dominated regime where the waterfall field is very heavy during inflation so $\chi$ quickly settles down to its instantaneous minimum $\chi = 0$ during inflation. In standard hybrid inflation models, inflation ends when inflaton field reaches a critical value, $\phi = \phi_c \equiv \frac{M}{\sqrt{\lambda}}$, where the waterfall field becomes tachyonic and rolls down very quickly to its global minimum $\psi = \mu \equiv M/\sqrt{\lambda}, \phi = 0$ ending inflation very efficiently. In our model to find the moment when the waterfall field becomes tachyonic, let us calculate the $\chi$ field effective mass

\[
\frac{\partial^2 V}{\partial \chi^2} |_{\chi=0} = g^2 (\phi^2 - \phi_c^2) + e^2 e^{-2\alpha} A^2. \tag{4.59}
\]

In the absence of the gauge field, the onset of waterfall field instability is when $\phi = \phi_c$. However, in the presence of the gauge field the time when the tachyonic instability is triggered is modified. Indeed, if either of $e$ or the background gauge field $A$ are very large, then the onset of tachyonic instability can be significantly altered and inflation will end
before $\phi$ reaches $\phi_c$. This can have profound effects on the dynamics of waterfall phase transition and symmetry breaking [46, 47]. Furthermore, one needs to revisit the question of tachyonic preheating in this case.

The condition of waterfall phase transition, Eq. (4.59), can be rewritten as

$$\hat{\phi}^2 + \frac{e^2}{g^2} \hat{A}^2 e^{-2\alpha} - 1 = 0 \quad (4.60)$$

where we have defined the dimensionless fields $\hat{\phi} \equiv \phi / \phi_c$ and $\hat{A} \equiv A / \phi_c$. In this notation, in the absence of gauge field the waterfall phase transition happens at $\hat{\phi} = 1$. If the gauge field is expected to play important roles in determining the dynamic of waterfall phase transition then one requires the second term in Eq. (4.60) to become at the order of unity at the time of transition. Below we will study under what conditions on model parameters this condition can be met.

As mentioned above, we assume the waterfall field is very heavy during inflation and the potential driving inflation is

$$V \simeq \frac{M^4}{4\lambda} + \frac{1}{2} m^2 \phi^2. \quad (4.61)$$

In order for the inflaton field to be light during inflation so the slow-roll conditions are met we need $p_c \gg 1$ where now $p_c$ is defined via

$$p_c \equiv \frac{M^4}{2\lambda m^2 M_p^2}. \quad (4.62)$$

Furthermore, the assumption that the waterfall field is very heavy during inflation requires $\lambda M_p^2 / M^2 \gg 1$. Finally, the condition of vacuum domination during inflation is met if $\lambda / g^2 \ll M^2 / m^2$.

As in our previous symmetry breaking example we assume the anisotropies are negligible corresponding to $\delta \lesssim \epsilon$ throughout inflation so the background expansion is still given by Eq. (4.26). As in symmetry breaking example, inflation starts with the isotropic limit where $R_1 \ll \epsilon$ at the early stage of inflation. As inflation proceeds, $R_1$ rises quickly and we enter the second phase of inflation where the gauge field dynamics affect the evolution of the inflaton field in Eq. (4.53). However, unlike the previous example, the final stage of inflation will be very different where now inflation ends violently once the waterfall field becomes tachyonic.
During the first phase of inflation, the inflaton dynamics is

$$\phi' + \frac{2\phi}{p_c} = 0 \rightarrow \phi \simeq \phi_{in} e^{-2\alpha/p_c}, \quad (4.63)$$

where $\phi_{in}$ is the initial value of the inflaton field. The number of e-foldings is

$$\alpha = -\frac{p_c}{2} \ln \left( \frac{\phi}{\phi_{in}} \right). \quad (4.64)$$

Now we need to determine the form of the gauge kinetic coupling, $f(\phi)$, such that $R_1$ rises quickly during the second phase of inflation. Since during inflation $\chi = 0$, then the gauge field equation (4.52) can easily be solved with $A' \sim e^{-\alpha f(\phi)^{-2}}$. Consequently, $R_1$ scales like $R_1 \sim f(\phi)^{-2} e^{-4\alpha} \sim f(\phi)^{-2} \phi^{2p}$. Therefore, for the critical coupling $f_c \sim \phi^{p}$, $R_1$ remains fixed and the fraction of the gauge field kinetic energy to the background energy density remains fixed. As in previous example, we allow for the following coupling

$$f(\phi) = \left( \frac{\phi}{\phi_c} \right)^p = \hat{\phi}^p, \quad (4.65)$$

with $p > p_c$ so the energy density of the gauge field increases as inflation proceeds. As in the symmetry breaking case, we expect to enter the attractor regime where $R_1 \simeq \epsilon$ till inflation ends via tachyonic instability. With gauge kinetic coupling given by Eq. (4.65), the gauge field equation can be solved easily and

$$\dot{\hat{A}}' = e^{-\alpha} \left( \xi \hat{\phi}^2 \right)^{-p}, \quad (4.66)$$

where $\xi$ is a constant of integration. Plugging the gauge field solution into the inflaton field equation yields

$$\left( \hat{\phi}^2 \right)' + \frac{4\hat{\phi}^2}{p_c} - \frac{2p \xi^{-2p}}{3} \left( \hat{\phi}^2 \right)^{-p} e^{-4\alpha} = 0. \quad (4.67)$$

In comparison to symmetry breaking analysis, it is interesting to note that one can reproduce the previous results with the replacements $p \rightarrow -p$ and $p_c \rightarrow -p_c$. Like in symmetry breaking example, this equation can be solved easily with the solution during the first stage of inflation given by Eq. (4.63) while during the second stage of inflation, for $\alpha > \alpha_1$, one obtains the attractor solution

$$\left( \xi \hat{\phi} \right)^{2p} e^{4\alpha} \simeq \frac{p^2 p_c}{6(p - p_c)}. \quad (4.68)$$
Furthermore, plugging Eq. (4.68) into gauge field equation (4.66) yields

\[ \hat{A} \simeq \frac{2(p - p_c)\xi^p}{p^2 p_c} e^{3\alpha}. \] (4.69)

As expected, the gauge field increases exponentially.

We can also calculate the level of anisotropy in this scenario. For the first inflationary stage, \( \delta \) is given as in Eq. (4.41) whereas during the second stage it reaches the attractor value

\[ \delta \simeq \frac{2}{3} R_1 \simeq \frac{4(p - p_c)}{3p^2} \frac{\lambda m^2}{g^2 M^2}. \] (4.70)

As expected, \( R_1 \) reaches the scaling solution during the second inflationary stage. Like in symmetry breaking case one obtains \( \epsilon \gtrsim 2R_1 \).

Now we have all the tools to answer our original question that under what conditions the gauge field can play a role in triggering the waterfall field phase transition. As explained below Eq. (4.60), this can happen when the combination \( (e^2/g^2)\hat{A}^2 e^{-2\alpha f} \) is comparable to unity at the end of inflation when \( \alpha = \alpha_f \simeq 60 \) and \( \hat{\phi} = 1 \). Using Eqs. (4.68) and (4.69), and noting that by definition \( \hat{\phi} = 1 \) when \( \alpha = \alpha_f \), one obtains the interesting results

\[ \frac{e^2}{g^2} \hat{A}^2 e^{-2\alpha} |_{\alpha = \alpha_f} \simeq \frac{2e^2(p - p_c)}{3g^2 p^2 p_c} \sim \frac{e^2}{p^2 g^2}. \] (4.71)

This indicates that for \( e \ll pg \) the gauge field does not play important role in triggering the waterfall field tachyonic instability and inflation ends as in standard hybrid inflation. However, for \( e \gg pg \), then the gauge field shuts off inflation before \( \phi = \phi_c \) and the dynamics of the waterfall phase transition, symmetry breaking and tachyonic preheating would be drastically different than what happens in standard hybrid inflation. Because of the inhomogeneous end of inflation large non-Gaussianities can be produced at the end of inflation in the light of [31].

### 4.5 Chaotic Inflation

As our final example, here we briefly study the case of chaotic inflation. Many of our previous results also apply here. For this purpose, we will be brief here only emphasizing our main results and compare them to the results of [37] where they assumed \( e = 0 \). To
be specific, we concentrate on the quadratic potential
\[ V = \frac{m^2}{2} |\phi|^2. \quad (4.72) \]

The equation of motions are the same as in symmetry breaking example. During the first inflationary stage, the relevant equations are
\[ \dot{\alpha}^2 \simeq \frac{m^2 \rho^2}{6 M^2_P}, \quad 3\dot{\rho} + m^2 \rho \simeq 0, \quad (4.73) \]
where \( \rho \equiv |\phi| \). Note that in our slow-roll limit the Friedmann equation above also holds throughout the inflationary period. These equations can easily be solved to give
\[ \rho^2 \simeq \rho^2_{in} - 4 M^2_P \alpha. \quad (4.74) \]

Now we determine the form of the desired gauge kinetic coupling. As in previous examples we start with an almost isotropic configuration with negligible anisotropies such that the gauge field contributions in expansion rate Eq. (4.15) and the Klein-Gordon equation (4.14) are negligible. However, we would like to allow the gauge field kinetic energy to increase such that \( \delta \) is within the observational bounds. As can also be seen from the solution of Eq. (4.13), in order for the gauge field energy density to remain constant during the first inflationary stage the gauge kinetic coupling should have the critical form \( f_c \sim e^{2\alpha} \). For the power law inflationary potentials with \( V \propto \rho^n \) the critical gauge kinetic coupling is given by \( f_c \sim e^{2\rho^2/n M^2_P} \). However, as in [37], for the energy density of the gauge field to increases during the course of inflation we consider \( f = e^{c \rho^2/n M^2_P} \) with \( c > 1 \). For our specific example with \( n = 2 \) we consider the gauge coupling
\[ f = e^{c \rho^2/(2 M^2_P)}. \quad (4.75) \]

During the first two inflationary stage one can neglect the right hand side of Eq. (4.13) and the gauge field evolution is given by
\[ \dot{A} = p_A \exp \left[ -\alpha - \frac{c \rho^2}{M^2_P} \right], \quad (4.76) \]
where \( p_A \) is a constant of integration defined in [37]. Plugging this into the inflaton equation results in
\[ (\rho^2)' + 4M^2_P - \frac{4c p_A^2}{m^2} \exp \left[ -4\alpha - \frac{c \rho^2}{M^2_P} \right] = 0. \quad (4.77) \]
Figure 4.5: Here we plot the evolution of $\rho(\alpha)$ in chaotic inflation. The dashed-dotted red curve is the analytical solution whereas the solid black curve is the full numerical result. As can be seen, the agreement between them is very good. The left figure corresponds to $e = 0.1$ whereas for the right figure $e = 0$. As explained below, the position of the first kink is independent of the value of $e$ and is well approximated by Eq. (4.83). However, the total number of e-foldings depends logarithmically on $e$. Other parameters are $m = 10^{-6}M_P$, $\rho_{in} = 11.2M_P$ and $c = 2.5$.

During the first inflationary stage, when the third term in Eq. (4.77) is negligible compared to the second term, the solution is given by Eq. (4.74). The phase change happens when the last term above becomes comparable to the second term. Because of the attractor mechanism the solution rapidly converges to

$$\exp \left( -4\alpha - \frac{c\rho^2}{M_P^2} \right) \simeq \frac{m^2M_P^2(c - 1)}{c^2\rho_A^2}.$$  \hspace{1cm} (4.78)

Note that this solution is analogous of Eq. (4.39) for the symmetry breaking example. Now plugging Eq. (4.78) into Eq. (4.77) yields

$$3\dot{\alpha}\dot{\rho} = -\frac{m^2}{c}\rho.$$  \hspace{1cm} (4.79)

This should be compared to the $\rho$ equation during the first inflationary phase where now
$m^2 \to m^2/c$. This sudden change of mass induces a jump in $\rho$ which clearly can be seen in Fig. 4.5.

Plugging solutions (4.78) and (4.74) into Eq. (4.76) one finds that $\dot{A}$ scales like $e^{(4c-1)\alpha}$ and $e^{3\alpha}$ during the first and second inflationary stage respectively. The behavior of the gauge field during the first and second inflationary stages has a profile very similar to the plot on the left hand side of Fig. 4.3. It is also instructive to look into the anisotropy parameter. During the first inflationary stage one has

$$\delta \simeq \frac{2}{3} R_{1\text{in}} \exp [4(c-1)\alpha],$$

whereas during the second inflationary stage it reaches the attractor value

$$\delta \simeq \frac{2M_P^2}{3\rho^2} \frac{c-1}{c^2} \simeq \frac{c-1}{3c} \epsilon. \quad (4.81)$$

As expected, $\delta \simeq \epsilon$ during the attractor regime.

Note that Eq. (4.77) can be solved with the general answer

$$\rho^2 \simeq -\frac{4M_P^2}{c} \alpha - \frac{M_P^2}{c} \ln \left[ \frac{4(c-1)}{K - e^{-4(c-1)\alpha}} \left( K - 4(c-1)e^{\rho_{in}^2/M_P^2} \right) \right], \quad (4.82)$$

where $K \equiv 4c^2p_A^2/m^2M_P^2$. This has Eqs. (4.74) and (4.78) as the two limiting solutions. In Fig. 4.5 we have compared this analytical solution with the full numerical results and the agreement between them is very good. The time of the first phase change, $\alpha_1$, is when the second term in the denominator above becomes comparable to the first term which results in

$$\alpha_1 \simeq \frac{\rho_{in}^2}{4(c-1)} + \frac{1}{4(c-1)} \ln \left[ \frac{m^2M_P^2}{c^2p_A^2} \right] \simeq \frac{1}{4(c-1)} \ln \left[ \frac{c-1}{c^2} \frac{M_P^2}{\rho_{in}^2 R_{1\text{in}}} \right]. \quad (4.83)$$

This indicates that the smaller is the value of the initial anisotropy $R_{1\text{in}}$, the longer it takes for the system to enter the attractor regime. We have checked that this analytical expression gives a good estimate of $\alpha_1$.

Like in our previous examples, as the gauge field increases exponentially during the second inflationary stage the right hand side of Eq. (4.13) becomes important and one enters the final inflationary stage. The gauge field equation (in the slow-roll limit) has the same form as Eq. (4.44) where now the parameter $\beta$ is given by

$$\beta \equiv \frac{6e^2M_P^4(c-1)}{c^2p_A^2}. \quad (4.84)$$
Figure 4.6: Here we present the evolution of the inflaton field with respect to the time coordinate in chaotic inflation. The left figure corresponds to $e = 0.1$ whereas for the right figure $e = 0$. In this plot, the existence of the second kink and the duration of the third inflationary phase can be seen clearly when we turn on the gauge coupling $e$.

As in symmetry breaking case the solution is given by the Bessel function Eq. (4.49). The start of the third inflationary stage, $\alpha = \alpha_2$, is when the argument of the Bessel function becomes comparable to unity so one obtains $\alpha_2 \approx -\frac{1}{4} \ln \beta$. Our numerical analysis shows that this expression gives a good estimate of $\alpha_2$. As the argument of the Bessel function increases exponentially, the gauge field starts to oscillate rapidly. This in turn produces an oscillating effective mass for the inflaton in the form of $e^2 \rho^2 A^2 e^{-2\alpha}$ and the slow roll conditions are terminated quickly, ending inflation abruptly. Our numerical analysis shows that usually inflation ends when the gauge field makes one or two oscillations in less than one e-fold. The behavior of the gauge field during the final inflationary stage is similar to the plot on the right hand side of Fig. 4.3 for the symmetry breaking potential. Also the behavior of the inflaton field as a function of time is presented in Fig. 4.6. The start of the third inflationary stage and the existence of the second kink can be seen clearly when we turn on $e$. However, as mentioned above, the third inflationary stage is very short, less
than an e-fold. This can also be seen from Fig. 4.5 where the evolution of the inflaton field is presented as a function of e-foldings.

4.6 Summary

In this chapter, we studied anisotropic inflation in models with charge scalar fields. We have shown that, the system reaches the attractor solutions sometime during inflation where the ratios $\delta/\epsilon$ and $R_1/\epsilon$, measuring the level of anisotropies, become at the order of unity. This attractor mechanism is fairly independent of the initial conditions. One can tune the model parameters such that the time of phase changes, denoted here by $\alpha_1$ and $\alpha_2$, take place within the first few e-foldings relevant for the CMB.

The new interesting effect in our model is the effect of the gauge coupling $e$ on the dynamics of the inflaton field and the gauge field. At the final stage of inflation, the term on the right hand side of Eq. (4.13) becomes important and gauge field become highly oscillatory. Because of the interaction $e^2 \rho^2 A^2$, the oscillations of the gauge field induce an effective time-dependent mass term for the inflaton field and inflation ends shortly after the gauge field starts to oscillate. We have studied these effects in examples of symmetry breaking and chaotic inflation models. Both of our main results here, that is the existence of the attractor solutions and the oscillatory behavior of the gauge field at the end of inflation, show up similarly in these two models.

We also studied the effect of the gauge field on the dynamics of the waterfall field in charged hybrid inflation model. Because of the coupling $e^2 \rho^2 A^2$ the onset of waterfall phase transition can be significantly different than in standard hybrid inflation. Furthermore, the highly oscillatory behavior of the gauge field and its coupling to the inflaton field can play important roles in the studies of tachyonic preheating and reheating. Also, as noticed in [31], the inhomogeneous end of inflation can have interesting effects for non-Gaussianities in this model.

In this chapter we considered only the background dynamics. We study the cosmological perturbations of this model in the next chapters.
Chapter 5

Curvature Perturbations in Anisotropic Inflation with Symmetry Breaking

Abstract: In this chapter, we study curvature perturbations in the anisotropic inflationary model with a complex scalar field charged under a $U(1)$ gauge field in Bianchi I universe. Due to Abelian Higgs mechanism, the gauge field receives an additional longitudinal mode. We verify that the dominant contributions into statistical anisotropies come from matter field perturbations and one can neglect the contributions from the metric perturbations. It is shown that the contribution of longitudinal mode into the statistical anisotropic power spectrum, though exponentially small, has an opposite sign compared to the corresponding contribution from the transverse mode. We obtain an upper bound on gauge coupling in order to satisfy the observational constraints on curvature perturbations anisotropy.

5.1 Introduction

As we already discussed in the previous chapter, there may be indications of statistical anisotropies on CMB [15, 16] which cannot be generated in simple inflationary models which are based on only scalar fields. This opens up the interesting possibilities that primordial seeds in generating curvature perturbations during inflation may not be statistically isotropic.
One can parameterize the statistical anisotropy via

\[ P_\zeta(\vec{k}) = P_0(k) \left( 1 + g_* \cos^2 \theta \right) \]  

(5.1)
in which \( P_\zeta(\vec{k}) \) represents the curvature perturbations and \( \theta \) is the angle between the preferred direction in the sky which breaks the rotational invariance and the momentum vector \( \vec{k} \). Constraints from CMB and large scale structure indicate that \(|g_*| \lesssim 0.01\) \cite{49, 50}.

Motivated by these observations, in the last chapter, we considered an inflationary model in Bianchi type I universe in which the inflaton field was a complex scalar field charged under the \( U(1) \) gauge field with the electric charge coupling \( e \). We saw that, under the Abelian Higgs mechanism, the gauge symmetry is spontaneously broken and the gauge field acquires a dynamical mass in the form \( e^2 \rho^2 A_\mu A^\mu \) in which \( \rho \) is the radial component of the complex inflaton field \( \phi \). In addition, in order to break the conformal invariance, we also introduced a gauge kinetic coupling where the \( U(1) \) gauge kinetic coupling is a function of the radial part of the inflaton field, \( \rho \), with the action \( \Delta L = \frac{f(\rho)^2}{4} F_{\mu\nu} F^{\mu\nu} \).

Then by choosing \( f(\rho) \) such that \( f(\phi) \propto a^{-2} \), the electric field would be constant at the background level and the gauge field quantum fluctuations remain scale invariant. As shown in \cite{37} the inflationary system admits an attractor solution in which the anisotropy reaches a small but cosmologically detectable level. Cosmological perturbation for this model in which inflaton field is a real scalar field with no charge coupling to the gauge field \( A_\mu \) is studied in great details in \cite{41, 42, 40, 69, 70, 68}.

Here, we perform the cosmological perturbation theory for our charged model in details. As we shall see this has interesting implications for the cosmological perturbations and in generating statistical anisotropies. Namely, as in usual Abelian Higgs mechanism, one scalar degrees of freedom is eaten by the gauge field and the longitudinal mode of the gauge field is excited. As a result, along with the two transverse modes of the gauge field, the longitudinal excitations will also contribute into anisotropy analysis.

This chapter is based on \cite{80}.

### 5.2 Anisotropic Inflation from Charged Scalar Field

Here we present our anisotropic setup. It contains a charged inflaton field \( \phi \) which is charged under the \( U(1) \) gauge field \( A_\mu \) with the electric charge \( e \). Since we considered its
background evolution in full details in Chapter 4, we skip writing down the action and reference the reader to Eqs. (4.1) through (4.19) for some details about the form of the action as well as the equations of motion.

In addition, as we have seen in the last chapter, it turns out that $R_2$ is negligible until very near to the end of inflation. So we can just skip it and replace $R_1$ with $R$ as,

$$R \equiv \frac{\dot{A}^2 f(\rho)^2 e^{-2\alpha}}{2V}. \quad (5.2)$$

Then, in order for the anisotropy to be small we require that $R \ll 1$.

### 5.2.1 The Attractor Solution

It is more convenient to express the background metric (4.12) in the following form

$$ds^2 = a(\eta)^2(d\eta^2 + dx^2) + b(\eta)^2(dy^2 + dz^2) \quad (5.3)$$

in which $a = e^{\alpha - 2\sigma}$ and $b = e^{\alpha + \sigma}$. Here we have defined the conformal time $d\eta$ via $dt = a(\eta)d\eta$. Let us define the slow-roll parameters

$$\epsilon_H \equiv -\frac{\dot{H}}{H^2}, \quad \eta_H \equiv \epsilon_H - \frac{\dot{H}}{2HH}, \quad \dot{\epsilon}_H = 2H\epsilon_H(2\epsilon_H - \eta_H) \quad (5.4)$$

We are working in the slow-roll limit in which $\epsilon_H, \eta_H \ll 1$. To leading order in slow-roll parameter and anisotropy $a \simeq b \simeq -1/H\eta$.

Although the anisotropy is very small, $R \ll 1$, so the Hubble expansion rate in modified Friedmann equation (4.15) is mainly dominated by the isotropic potential term, but the back-reactions of the gauge field on the inflaton field induce an effective mass for the inflaton as given by the last two terms in Eq. (4.14). This in turn will affect the dynamics of the inflaton field. As shown in [37], the system reaches an attractor solution in which $R \propto \epsilon_H$. For this to happen we need $f(\rho) \propto a^n$ with $n \simeq -2$. Indeed, the background expansion is given by

$$a \propto \exp \left[ -\int d\rho \frac{V}{M_p^2 V_\rho} \right]. \quad (5.5)$$

So if one chooses

$$f \propto \exp \left[ -n \int d\rho \frac{V}{M_p^2 V_\rho} \right] \quad (5.6)$$
this yields \( f \propto a^n \).

The exact form of \( f \) therefore depends on \( V(\rho) \). For the chaotic potential used in [37] we have

\[
V = \frac{1}{2}m^2 \rho^2 \quad \rightarrow \quad f(\rho) = \exp \left( \frac{c\rho^2}{2M_P^2} \right)
\]

(5.7)

with \( c \) a constant very close to unity. As shown in [37] during the attractor phase the effective inflaton mass is reduced by the factor \( 1/c \) such that during the attractor phase the inflaton evolution is given by \( d\rho/d\alpha \approx -M_P^2 V_{,\rho}/cV \). The cosmological perturbations for this background was studied in details in [41, 42, 40, 69, 70, 68] with the conclusion that in order not to produce too much anisotropy one needs \( c \sim 10^{-5} \).

For our model, following [45], we consider the symmetry breaking potential which is physically well-motivated for the charged scalar field in the light of Abelian Higgs mechanism. The potential is

\[
V = \frac{\lambda}{4} \left( |\phi|^2 - \frac{M^2}{\lambda} \right)^2
\]

(5.8)

in which \( \lambda \) is a dimensionless coupling. The potential has global minima at \( \mu = \pm M/\sqrt{\lambda} \).

The inflaton field rolls near the top of the potential so in the slow-roll limit, the potential can be approximated by

\[
V \approx \frac{M^4}{4\lambda} - \frac{M^2}{2} \rho^2.
\]

(5.9)

From Eq. (5.5) we have

\[
a \propto \rho^{-p_c/2}, \quad p_c = \frac{M^2}{2\lambda M_P^2}.
\]

(5.10)

To have a long enough period of slow-roll inflation we require \( p_c \gg 1 \).

Motivated by this, from Eq. (5.6) we see that to find an attractor solution with a near scale invariant gauge field power spectrum (i.e. a scale invariant electric field power spectrum) we take [45] \( f(\rho) \propto \rho^{-p} \) with \( p \) very close to \( p_c \). Noting that \( \rho \propto a^{-2/p_c} \propto (-\eta)^{-2/p_c} \) this yields

\[
f = \left( \frac{\eta}{\eta_e} \right)^{2c}, \quad c \equiv \frac{p}{p_c},
\]

(5.11)

in which \( \eta_e \) indicates the time of end of inflation. We assume that at the end of inflation \( f \) reaches its canonical value \( f(\tau_e) = 1 \) and the isotropic FRW universes emerges at the
end of inflation. As we shall see, the strength of anisotropy is measured by the parameter $I$ given by

$$I \equiv \frac{c - 1}{c} = \frac{p - p_c}{p}. \quad (5.12)$$

During the attractor phase \[37, 45\]

$$R \approx \frac{I\epsilon_H}{2}, \quad \frac{\dot{\sigma}}{H} \approx \frac{2R}{3} \approx \frac{\epsilon_H}{3}. \quad (5.13)$$

This indicates that the anisotropy is at the order of slow-roll parameter during the attractor phase.

At the background level there is no restriction on the value of $c$ or $I$, only one requires $c \geq 1$ to reach the attractor solution. However, as we shall see from the perturbation theory in next Sections, in order not to produce too much anisotropies one requires $c \rightarrow 1$ and $I \ll 1$.

In this picture inflation ends when the back-reaction of the gauge field on the inflaton field via the interaction $e^2\rho^2 A_\mu A^\mu$ induces a large mass for the inflaton. Comparing this with the inflaton mass $M$, inflation ends when $e^2 e^{-2\alpha_e} A_x^2(\eta_e) \sim M^2$ in which $\alpha_e$ indicates the number of e-folds at the end of inflation. As shown in \[45\] the end of inflation depends logarithmically on $e$. More specifically, noting that during the attractor phase \[45\] $A_x \propto e^{3\alpha_e}$, we obtain

$$\alpha_e \sim -\frac{\ln e}{2} + ... \quad (5.14)$$

where dots indicate the dependence on other parameters such as $p_c$ and the initial value of the gauge field. As one expects, the larger is the gauge coupling $e$, the shorter is the period of inflation. This is easily understood from the induced mass term $e^2 A_\mu A^\mu \rho^2$ for the inflaton field due to Higgs mechanism.

### 5.2.2 Perturbations

Now we look at the perturbations of the background metric \[5.3\]. Because the gauge field has a component along the $x$-direction, the three-dimensional rotation invariance is broken into a subset of two-dimensional rotation invariance in $y - z$ plane. Therefore, to classify our perturbations, we can look at the transformation properties of the physical
fields under the rotation in $y-z$ plane. As mentioned in [40, 41, 42] the metric and matter perturbations are divided into scalar and vector perturbations for a general rotation in $y-z$ plane. It is also important to note that there are no tensor excitations in two dimensions. The most general form of metric perturbations is

$$\delta g_{\alpha\beta} = \begin{pmatrix}
-2a^2 A & a^2 \partial_x \beta & ab (\partial_t B + B_t) \\
-2a^2 \bar{\psi} & ab \partial_x (\partial_t \gamma + \Gamma_i) & b^2 (-2\psi \delta_{ij} + 2E_{ij} + E_{(i,j)})
\end{pmatrix} \quad (5.15)$$

Here $A, \beta, B, \bar{\psi}, \gamma, \psi$ and $E$ are scalar perturbations and $B_i, \Gamma_i$ and $E_i$ are vector perturbations subject to transverse conditions

$$\partial_i E_i = \partial_i B_i = \partial_i \Gamma_i = 0. \quad (5.16)$$

where we have defined, $E_{(i,j)} \equiv E_{i,j} + E_{j,i}$.

In Appendix [A.1] we have presented the properties of metric perturbations under a general coordinate transformation. In our analysis below we chose the following gauge

$$\psi = \bar{\psi} = E = E_i = 0, \quad (5.17)$$

which from Appendix [A.1] one can check that it is a consistent gauge. Note that the gauge (5.17) is similar to the flat gauge in standard FRW background.

As for the matter sector we choose the unitary gauge $\theta = 0$, so $\phi$ is real. Also, exploiting the two-dimensional rotation symmetry, in Fourier space we choose

$$\vec{k} = (k_x, k_y, 0) \quad , \quad k_x = k \cos \theta \quad , \quad k_y = \frac{b}{a} k \sin \theta . \quad (5.18)$$

Therefore the scalar and vector perturbations of the matter sector, $\delta A_{\mu}^{(S)}$ and $\delta A_{\mu}^{(V)}$, are

$$\delta A_{\mu}^{(S)} = (\delta A_0, \delta A_x, \partial_y M, 0) \quad , \quad \delta A_{\mu}^{(V)} = (0, 0, 0, D) . \quad (5.19)$$

With these decompositions of the metric and matter fields into the scalar and vector sectors, one can check that these modes do not mix with each other and one can look at their excitations and propagation separately. In this work we concentrate on the anisotropies generated from scalar excitations which are more dominant compared to the anisotropies generated by vector excitations. Therefore, for the rest of analysis we set $D = \Gamma_i = B_i = 0.$
5.2.3 Slow-roll Approximations

In next Section we need to calculate the second order action in the slow-roll approximations. Here we present some useful equations in the slow-roll approximation which will be employed in next section. Including the first slow-roll and anisotropy corrections into the background expansion one can check that

\[ a \simeq H^{-1}(-\eta)^{-1-\epsilon_H} , \quad b \simeq H^{-1}(-\eta)^{-1-\epsilon_H-I\epsilon_H}. \]

(5.20)

Our convention is such that at the start of inflation \( a_{in} = 1 \) with number of e-folds \( N_{in} = 0 \). The total number of e-folds at the end of inflation is \( N_e \) with \( N_e \simeq 60 \) to solve the flatness and the horizon problem. Furthermore, at the end of inflation \( \eta = \eta_e \to 0 \). With this convention, for the CMB scale modes \( k_{CMB} \), we have \( N_e = -\ln(-k_{CMB}\eta_e) \). In our discussions below, we concentrate on CMB scale modes so to simplify the notation we denote \( k_{CMB} \) by \( k \).

From the above formula, and using Eq. (5.11) for the function \( f(\eta) \), one can obtain the following expressions which would be useful later on

\[
\begin{align*}
\frac{a'}{a} & = (-\eta)^{-1}(1 + \epsilon_H) \\
\frac{a''}{a} & = (-\eta)^{-2}(2 + 3\epsilon_H) \\
\frac{k'}{k} & = (-\eta)^{-1}(-\sin^2 \theta I\epsilon_H) \\
\frac{k''}{k} & = (-\eta)^{-2}(-\sin^2 \theta I\epsilon_H) \\
\frac{f'}{f} & = (-\eta)^{-1}(-2 - 2\epsilon_H - \eta_H + 2I\epsilon_H) \\
\frac{f''}{f} & = (-\eta)^{-2}(2 + 9\epsilon_H - 3\eta_H + 6I\epsilon_H),
\end{align*}
\]

(5.21)

in which a prime indicates derivative with respect to conformal time.

For the future reference, the following equations are helpful

\[ \epsilon_H \simeq \frac{8\lambda^2 M_P^4 \rho^2}{M^4} , \quad H \simeq \frac{M^2}{\sqrt{12\lambda M_P}}. \]

(5.22)

5.3 Second Order Action

Here we present the second order action for the scalar perturbations. Our goal is to find the second order action both for the free fields and for the interactions. As we shall see the fields \( \delta A_0, A, \beta \) and \( B \) are non-dynamical in the sense that they have no time-derivatives
in the action. As a result, their equations of motion give constraints which can be used to eliminate them in terms of the remaining dynamical fields $\delta \rho, \delta A_1, M$ and $\gamma$.

The second order action for the scalar perturbations is

$$
S_2^{(S)} = \int d^3x \left[ 2bb' A_x \beta_{,x} + ab \left( \frac{a'}{a} + \frac{b'}{b} \right) A_y B_y + ab \gamma_{,xy} A_{,xy} - a^2b^2 V(\rho_0) A^2 \\
- \frac{e^2}{2} b^2 \rho_0^2 A_x^2 - \frac{ab}{2} \beta_{,xy} B_{,xy} + a' \beta_{,xy} \beta_{,xy} + \frac{ab}{2} \gamma_{,xy} \beta_{,xy} + \frac{e^2}{2} b^2 \rho_0^2 \beta_{,x}^2 \\
+ \frac{a^2}{4} \beta_{,xy} - \frac{b^2}{2} B_{,xy} \gamma_{,xy} + \frac{b^2}{2} \left( \frac{b'}{b} - \frac{a'}{a} \right) \gamma_{,xy} B_{,xy} + \frac{b^2}{4} B_{,xy}^2 - \frac{e^2}{2} b^2 A_x \rho_0 \gamma_{,xy} \\
+ \frac{b^2}{4} \left( \gamma_{,xy} \right)^2 + \frac{b^2}{2a^2} (A_x')^2 \gamma_{,xy} - \frac{b^2}{2} \left( \frac{b''}{b} - \frac{a''}{a} \right) \gamma_{,xy} + \frac{b^2}{2} \gamma_{,xy} \beta_{,xy} - b^2 \rho_0 A \delta \rho' \\
- b^2 \rho_0 \beta_{,x} \delta \rho_x - ab \rho_0 B_y \delta \rho_y - \frac{b^2}{2} \delta \rho_{,x}^2 - \frac{2}{a^2} \delta \rho_{,y}^2 - e^2 b^2 \rho_0 A \beta_{,x} \delta A_0 \\
+ \frac{e^2}{2} b^2 \rho_0^2 \delta A_0 - \frac{e^2}{2} b^2 \rho_0^2 \delta A_1^2 - \frac{e^2}{2} b^2 A_x^2 \delta \rho^2 - 2e^2 b^2 \rho_0 A_x \delta \rho \delta A_1 - \frac{e^2}{2} a^2 \rho_0^2 M_{,y}^2 \\
+ e^2 ab \rho_0^2 A_x \gamma_{,xy} M_{,y} - e^2 b^2 \rho_0^2 A_x A \delta A_1 - e^2 b^2 \rho_0^2 A_x^2 \delta \rho + \frac{f^2 b^2}{2a^2} \delta A_1^2 + \frac{f^2 b^2}{a^2} \delta A_{,x}^2 \\
- \frac{f^2 b^2}{a^2} A_x' \delta A_{0,x} - \frac{f^2 b^2}{a^2} A_x' \delta A_{1} - \frac{f^2 b^2}{a^2} A_x' \delta A_{0,xy} - \frac{2}{a^2} A_x' \gamma_{,xy} M_{,y} \\
+ \frac{f^2 b}{a} A_x' \gamma_{,xy} \delta A_{0,y} - \frac{f^2 b}{a} A_x' B_y \delta A_{1,y} + \frac{f^2 b}{a} A_x' B_y M_{,xy} + \frac{f^2}{2} M_{,y}^2 + \frac{f^2}{2} A_{0,y}^2 \\
- \frac{f^2}{2} M_{,y} \delta A_{0,y} - \frac{f^2}{2} \delta A_{1,y} - \frac{f^2}{2} M_{,xy}^2 + \frac{f^2}{2} A_{1,y} M_{,xy} + \frac{2}{a^2} \delta \rho \delta A_{1} \\
= -\frac{2f b^2}{a^2} A_x' \delta A_{0,x} - \frac{f^2 b^2}{a^2} A \delta \rho + \frac{f^2 b^2}{2a^2} A_x^2 \delta \rho^2 + \frac{2f b^2}{a^2} A_x^2 \delta \rho^2 \\
- \frac{e^2}{2} V(\rho_0) \delta \rho^2 - a^2 b^2 V(\rho_0) \delta \rho \right] 
$$

in which a prime indicates derivative with respect to conformal time.

As mentioned above, the excitations $\delta A_0, A, \beta$ and $B$ have no time-derivatives so they are non-dynamical. The details of eliminating the non-dynamical excitations in terms of dynamical perturbations are given in Appendix B.1

The final second order action is a complicated function of $\delta \rho, \delta A_1, M$ and $\gamma$. Specifically, integrating out $\delta A_0, A, \beta$ and $B$ one encounters the functions $\lambda_i$ and $\bar{\lambda}_i$ as defined in Eqs. (B.17) - (B.38). At this level it seems hopeless to get any insight into the form of the action and the prospects for analytical analysis. Happily, the analysis becomes considerably simple if one notice the following effects. Looking at the formulae for $\lambda_i$ and $\bar{\lambda}_i$ it is evident that $\bar{\lambda}_1$ is the key parameter which controls the form of other $\lambda_i$ and $\bar{\lambda}_i$. 
Now let us look at the function $\bar{\lambda}_1$

$$\bar{\lambda}_1 = \frac{b^2}{2a^2} k^2 f^2 + \frac{e^2}{2} b^2 \rho^2. \quad (5.24)$$

Following the procedures of integrating out the non-dynamical fields in Appendix B.1 one can check that $\bar{\lambda}_1$ comes from integrating out $\delta A_0$. Neglecting the anisotropy for the moment, the ratio of the second term in $\bar{\lambda}_1$ compared to the first term scales like $e^2 a^2 / f^2 \sim e^2 H^2 \eta^4 / \eta^6$. Therefore, during the early stages of inflation in which $-\eta \gg -\eta_c$, the second term in $\bar{\lambda}_1$ is completely negligible compared to the first term. In this limits all $\lambda_i$ and $\bar{\lambda}_i$ collapse to simple forms and we will be in the limit somewhat similar to [42]. In this limit the effect of gauge coupling $e$ is sub-dominant in the action and the leading interaction comes from the gauge kinetic coupling $f^2 (\phi) F^2$. On the other hand, as inflation proceeds the second term in $\bar{\lambda}_1$ eventually dominates and we enter the second phase in which all $\lambda_i$ and $\bar{\lambda}_i$ are proportional to $e^2$. In this limit, the interaction induced from the symmetry braking, $e^2 \rho^2 A^\mu A^\mu$, becomes as important as the interaction from the gauge kinetic coupling. We will elaborate more on this issue later on when we present the dominant interactions for the transverse and longitudinal modes.

Having this said, one may wonder why $\bar{\lambda}_1$ plays such a prominent role. The answer to this question is provided in Section 5.5 in which we demonstrate that the leading interactions come from the matter sector. So it is not surprising that only $\bar{\lambda}_1$, which originates from integrating out $\delta A_0$, will have a prominent effect while the other parameters $\lambda_i$ and $\bar{\lambda}_i$, which have their origins in integrating out metric fields $A, \beta$ and $B$, are negligible.

The time when the two terms in $\bar{\lambda}_1$ become comparable, denoted by $\eta_c$, is given by

$$-\eta_c = \left( \frac{e \rho}{-Hk} \right)^{1/3} (-\eta_c)^{2/3} = \left( \frac{3e M_P \sqrt{2\epsilon H}}{\mathcal{M}^2} \right)^{1/3} (-\eta_c)^{2/3}. \quad (5.25)$$

In order to obtain the last equality, we considered the CMB scale modes in which $k = a_{in} H = H$. Eq. (5.25) indicates a $k$-dependence in $\eta_c$. However, as we will see explicitly below, the leading contributions from the inflaton field and the transverse mode are blind to this $k$-dependence.

It is also instructive to look at $N_c$, the number of e-folds when $\eta = \eta_c$. Using $\eta \simeq -1/aH$ and Eq. (5.25) we have

$$N_c \simeq \frac{2N_e}{3} - \frac{1}{3} \ln \left( e \sqrt{\frac{3\epsilon H}{2\Lambda}} \right) \simeq \frac{2N_e}{3}. \quad (5.26)$$
The last approximation is valid for typical parameter values such that the logarithmic correction in Eq. (5.26) is at the order of unity. Our convention is such that at the start of inflation $N_{in} = 0$ and the total number of e-folds at the end of inflation is $N_e$. With $N_e \simeq 60$ to solve the flatness and the horizon problem we obtain $N_e \sim 40$.

5.3.1 Second Order Action in the Slow-roll Approximation

After integrating out the non-dynamical fields, the remaining dynamical fields are $\delta \rho, \delta A_1, M$ and $\gamma$. However, for the gauge field excitations, the physically relevant fields are the transverse mode $D_1$ and the longitudinal mode $D_2$ which are related to $\delta A_1$ and $M$ via

$$D_1 \equiv \delta A_1 - ik \cos \theta M$$

$$D_2 \equiv \cos \theta \delta A_1 + ik \sin^2 \theta M.$$  \hspace{1cm} (5.27)

Here we present the second order action in the slow-roll limit for the dynamical variables $\delta \rho, D_1$ and $D_2$. The action is presented separately for $\eta < \eta_c$ and $\eta_c < \eta < \eta_e$.

In this work we are interested in anisotropy generated in curvature perturbation power spectrum. Note that, as discussed in Appendix A.1, the scalar perturbations $\gamma$ will furnish one polarization of tensor perturbations in isotropic universe after inflation. Therefore the interactions $L_{\delta \rho \gamma}, L_{D_1 \gamma}$ and $L_{D_2 \gamma}$ will not contribute into curvature perturbation anisotropy and we do not present them in this section. However, they are presented in the Appendices when we present the whole second order action for the scalar perturbation.

5.3.2 $\eta < \eta_c$

First we consider the period in which $\eta < \eta_c$ so the term containing $e$ in $\lambda_i$ and $\tilde{\lambda}_i$ are negligible and the first term in $\lambda_1$ in Eq. (5.24) dominates.

As we shall see in next section, in order not to produce too much anisotropy, one requires $I \ll 1$ (i.e. $c \to 1$) which we will assume in all our analysis below. Considering the leading corrections from the slow-roll and anisotropy expansion yields (for details see Appendix C.1)

$$S_{(1)}^{(1)} = \int d\eta d^3k \left( L_{\rho \rho} + L_{D_1 D_1} + L_{D_2 D_2} + L_{\rho D_1} + L_{\rho D_2} + L_{D_1 D_2} \right),$$ \hspace{1cm} (5.29)
in which the free fields Lagrangians are

\[ L_{\rho\rho} = \frac{1}{2} |\delta \rho'|^2 + \frac{1}{2} \left[ -k^2 + (-\eta)^{-2} \left( 2 + 9\epsilon_H - \frac{\eta H}{1-I} - 12 \frac{I}{1-I} \right) \left( 1 - 2 \sin^2 \theta \right) \right] |\delta \rho|^2 \] (5.30)

\[ L_{D_1D_2} = \frac{1}{2} |D_1'|^2 + \frac{1}{2} \left[ -k^2 + (-\eta)^{-2} \left( 2 + 9\epsilon_H - \frac{3\eta H}{1-I} \right) \right] |D_1|^2 \] (5.31)

\[ L_{D_2D_2} = \frac{1}{2} |D_2'|^2 + \frac{1}{2} \left[ -k^2 + (-\eta)^{-2} \left( 2 + 3\epsilon_H + I\epsilon_H \right) \right] |D_2|^2. \] (5.32)

Here we have defined the canonically normalized fields via

\[ \overline{\delta \rho}_k \equiv b \delta \rho_k \equiv u_k \] (5.33)

\[ D_{1k} \equiv \frac{b}{a} f \sin \theta D_{1k} \equiv b \frac{f}{a} \sin \theta v_k \] (5.34)

\[ \overline{D}_{2k} = \frac{eM^2}{2\sqrt{2}a \lambda k M P} \sqrt{\frac{\epsilon_H}{1-I}} b D_{2k} = \frac{eM^2}{2\sqrt{2}a \lambda k M P} \sqrt{\frac{\epsilon_H}{1-I}} b w_k \] (5.35)

The interaction Lagrangians relevant for curvature perturbations anisotropy are

\[ L_{\rho D_1} = \left( \frac{1}{\eta} \right) \frac{b^2}{a} \sqrt{6} I \sin^2 \theta f \left( \delta \rho^* D_1' + c.c. \right) - \left( \frac{\alpha^2}{f \eta} \right) e^2 \sqrt{\frac{\epsilon_H}{\lambda}} M_P \sin^2 \theta \times \left( \delta \rho^* D_1 + c.c. \right) \] (5.36)

\[ L_{\rho D_2} = \left( \frac{1}{\eta} \right) \left( \frac{ab^2}{8} \frac{e^2 M^4}{\lambda^2 k^2 f} \right) \sqrt{6} I \epsilon_H \cos^3 \theta \left( \delta \rho^* D_2' + c.c. \right) - \left( \frac{\alpha^2}{f \eta} \right) e^2 \sqrt{\frac{\epsilon_H}{\lambda}} \times M_P \cos \theta \left( \delta \rho^* D_2 + c.c. \right) \] (5.37)

As mentioned before, Eqs. (5.30)-(5.32) represent the free-field actions for \( \overline{\delta \rho}, \overline{D_1} \) and \( \overline{D_2} \). As expected, during this phase in which the effect of symmetry breaking term \( e^2 \rho^2 A_\mu A^\mu \) is sub-leading, similar to [42], Eqs. (5.30)-(5.32) represent nearly massless fields with almost scale-invariant power spectrum. The interaction terms are given by Eqs. (5.36) and (5.37). For technical reasons the interaction terms are presented in terms of the original non-canonical fields.

To calculate the induced anisotropy in curvature perturbation power spectrum, we are interested in interactions between the gauge field and the inflaton field given by \( L_{\rho D_1} \) and \( L_{\rho D_2} \) in Eqs. (5.36) and (5.37). First let us look at the interaction between the transverse mode and the inflaton field, \( L_{\rho D_6} \). From Eq. (5.36) we see that \( L_{\rho D_1} \) has two contributions. The first term in \( L_{\rho D_1} \) comes from the gauge kinetic coupling \( f^2(\phi) F^2 \) which is similar to models such as [42] with a real inflaton field. However, the second
term in $L_{\rho D_1}$ comes from the interaction $e^2 \rho^2 A_\mu A^\mu$ which originates from the symmetry breaking effects. This interaction does not exist in models where $\phi$ is a real field. One can easily check that for $\eta < \eta_c$ the first term in $L_{\rho D_1}$ dominates over the second term. The two interactions in $L_{\rho D_1}$ become comparable near $\eta = \eta_c$. This is understandable, since during the period $\eta < \eta_c$, the effects of symmetry breaking are small and the system proceeds as in [42].

Now let us look at $L_{\rho D_2}$, the interaction between the longitudinal mode and the inflaton field. As expected the longitudinal mode becomes physical because of the symmetry breaking effect $e^2 \rho^2 A_\mu A^\mu$ so both terms in Eq. (5.37) are proportional to $e^2$. The last term in $L_{\rho D_2}$ comes directly from the interaction $e^2 \rho^2 A_\mu A^\mu$. However, the first term in $L_{\rho D_2}$ is somewhat non-trivial. As we shall see in Section 5.5 after integrating out $\delta A_0$ a coupling in the form $\delta \rho^* D'_2 + c.c.$ appears which cancels the corresponding term coming from $f^2 F^2$ interaction during the phase $\eta < \eta_c$. As a result, the derivative coupling $\delta \rho^* D'_2 + c.c.$ during the first phase comes from sub-leading interactions so it contains $e^2$. Finally, comparing the two terms in Eq. (5.37) one can check that during the phase $\eta < \eta_c$ the second term in Eq. (5.37) is smaller than the first term by a factor $1/p_c \ll 1$.

It is also instructive to compare $L_{\rho D_1}$ and $L_{\rho D_2}$ during this phase. Relating $D_1$ and $D_2$ to the normalized field $\bar{D}_1$ and $\bar{D}_2$ as given in Eqs. (5.34) and (5.35) and assuming that $\bar{D}_1$ and $\bar{D}_2$ have similar amplitudes one can check that

$$\frac{L_{\rho D_1}}{L_{\rho D_2}} \sim \frac{k f}{e \rho a} \gg 1$$

(5.38)
in which Eq. (5.22) have been used to eliminate $\epsilon_H$. The conclusion that $L_{\rho D_1} \gg L_{\rho D_2}$ is understandable since during the first phase the effects of the coupling $e$ is negligible.

To summarize, the leading interaction during the phase $\eta < \eta_c$ is given by the first term in Eq. (5.36) from the transverse mode interaction $L_{\rho D_1}$. As mentioned, this interaction originates from the gauge kinetic coupling interaction $f(\rho)^2 F^2$. As a result, the induced anisotropy originated from this phase is similar to models with a real inflaton field such as in [42].
5.3.3 $\eta_c < \eta < \eta_e$

As we mentioned below Eq. (5.24) during the period $\eta_c < \eta < \eta_e$ the effect of the gauge coupling $e$ becomes important. During this phase the dominant contributions in $\lambda_i$ and $\bar{\lambda}_i$ in Eqs. (B.17) - (B.38) come from the terms containing $e$. Expanding to leading order in terms of the slow-roll parameters and $I$ and concentrating on CMB-scale modes which are expected to be super-horizon by the time $\eta = \eta_c$, the second order action is

$$S^{(2)}_2 = \int d\eta d^3k \left( L_{\rho\rho} + L_{D_1 D_1} + L_{D_2 D_2} + L_{\rho D_1} + L_{\rho D_2} \right), \quad (5.39)$$

where,

$$L_{\rho\rho} = \frac{1}{2} |\bar{\rho}'|^2 + \left[ \frac{1}{\eta^2} - \left( \frac{e^2 I H \lambda}{M^4} \right) \left( \frac{1}{f^2 \eta^2} \right) \right] |\bar{\rho}|^2 \quad (5.40)$$

$$L_{D_1 D_1} = \frac{1}{2} |\bar{D}_1|^2 + \left[ \frac{1}{\eta^2} - \left( \frac{3e^2 I H}{4 \lambda} \right) \left( \frac{1}{f^2 \eta^2} \right) \right] |\bar{D}_1|^2 \quad (5.41)$$

$$L_{D_2 D_2} = \frac{1}{2} |\bar{D}_2|^2 + \left[ \frac{1}{\eta^2} - \left( \frac{3e^2 I H}{4 \lambda} \right) \left( \frac{1}{f^2 \eta^2} \right) \right] |\bar{D}_2|^2 \quad (5.42)$$

$$L_{\rho D_1} = \left( \frac{\sin^2 \theta}{\eta} \right) \left( \frac{b^2}{a} \right) \sqrt{6I f} \left( \delta \rho^* D_1 + c.c. \right) - \left( \frac{a^2}{f} \right) e^2 \sqrt{\frac{I H}{\lambda}} M_P \left( \delta \rho^* D_1 + c.c. \right) \quad (5.43)$$

$$L_{\rho D_2} = \left( \frac{\cos \theta}{\eta} \right) \left( \frac{b^2}{a} \right) \sqrt{6I f} \left( \delta \rho^* D_2 + c.c. \right) - \left( \frac{a^2}{f} \right) e^2 \sqrt{\frac{I H}{\lambda}} M_P \left( \delta \rho^* D_2 + c.c. \right) \quad (5.44)$$

During the second phase the canonical variables $\bar{\rho}_k$ and $\bar{D}_{1k}$ are the same as defined in Eqs. (5.33) and (5.34) while the canonical normalized field $\bar{D}_{2k}$ is

$$\bar{D}_{2k} \equiv \frac{b}{a} f D_{2k} \equiv \frac{b}{a} f w_k . \quad (5.45)$$

As in the first phase, for the purpose of calculating the curvature perturbations power spectrum, we look into interactions between $\delta \rho$ and other fields. As before, the interaction $L_{\rho \gamma}$ does not have any directional dependence so we have not considered it in above action. Therefore we are left with $L_{\rho D_1}$ and $L_{\rho D_2}$.

The crucial difference compared to the first phase is that once the second term in Eq. (5.24) dominates over the first term, the effects of gauge coupling $e$ from the interaction $e^2 A_\mu A^\mu$ become important. To see this, let us look at the interactions $L_{\rho D_1}$ and $L_{\rho D_2}$.
given in Eqs. (5.43) and (5.44). One can easily check that in both Eqs. (5.43) and (5.44),
the terms containing $e^2$ are much larger than the first terms containing $D'_1$ and $D'_2$ which
come from the gauge kinetic coupling $f^2F^2$. In this view, during $\eta_c < \eta < \eta_c$ the dominant
interaction in the system is $e^2A\mu A^\mu$ and not $f^2F^2$. This is in contrast to the first phase in
which, as we saw in the previous subsection, the interaction $f^2F^2$ was the dominant one
and the effects of symmetry breaking were not important.

It is also instructive to compare the forms of $L_{\rho D_1}$ and $L_{\rho D_2}$ for these two phases.
From Eq. (5.43) and (5.36) we see that $L_{\rho D_1}$ has the same functional form in both phases.
However, $L_{\rho D_2}$ has different functional forms in two phases. The last terms in Eq. (5.44)
and (5.37) are the same. This is reasonable since this term directly originates from the
interaction $e^2A\mu A^\mu$. However, the first terms in Eq. (5.44) and (5.37), containing the
derivative coupling of $\delta\rho^*D'_2 + \text{c.c.}$, have different forms in these two phases. Intuitively,
this is somewhat non-trivial. However, as we shall show explicitly in Section 5.5, this
difference originates from integrating out $\delta A_0$. After integrating out $\delta A_0$, a coupling in
the form $\delta\rho^*D'_2 + \text{c.c.}$ appears which cancels the corresponding term coming from $f^2F^2$
interaction in the first phase. As a result, the derivative coupling $\delta\rho^*D'_2 + \text{c.c.}$ during
the first phase comes from sub-leading interactions so it contains $e^2$. However, during
the second phase, the leading terms in derivative coupling $\delta\rho^*D'_2 + \text{c.c.}$ survives and as a
result the first term in Eq. (5.44) gets the usual form similar to derivative coupling in Eq.
(5.43).

Comparing Eq. (5.45) with Eq. (5.35) we see that $\overline{\delta\rho}$ and $\overline{D_1}$ have the same forms in
both phases but $\overline{D_2}$ have different forms in two phases. Also Eq. (5.43) is proportional
to $\sin^2 \theta$ while Eq. (5.44) is proportional to $\cos \theta$. As a result we can guess that the
contributions of the longitudinal mode in $g_s$ has a different sign than the corresponding
contributions from the transverse mode. So the question arises whether or not we can
produce a positive $g_s$ factor from the longitudinal mode (from [42] we know that $g_s$ is
negative for the transverse modes). We will come back to this question when we calculate
the power spectrum of curvature perturbations.

Having obtained the quadratic action we also need to know the wave function solution
for $\delta\rho, D_1$ and $D_2$. For the first phase the answer is simple: since all modes are nearly
massless, the mode functions of $\delta \rho, \mathcal{D}_1$ and $\mathcal{D}_2$ are simply the mode function of the massless scalar fields with the Bunch-Davies initial condition. More specifically

$$M_{jk} = m_{jk} a_{jk} + m^*_{j(-k)} a^\dagger_{j(-k)}, \quad j = (\delta \rho, \gamma, \mathcal{D}_1, \mathcal{D}_2)$$

$$m_{jk} \equiv \frac{1}{\sqrt{2k}} e^{-ik\eta} (1 - i \frac{k}{k\eta}). \quad (5.46)$$

The profile of the outgoing solution for $\eta_c < \eta < \eta_e$ is given in details in Appendix D.1. Here we demonstrate that during the second phase the inflaton excitations and the gauge field excitations remain nearly massless so one can still use the free wave function given in Eq. (5.46). To verify that the perturbations remain nearly massless during the second phase it is instructive to look at the times when the arguments of the Hankel functions Eqs. (D.1), (D.2) and (D.3) becomes the order unity. This can be interpret as the times when the modes become massive so it oscillates towards the end of inflation.

Defining $\eta_u$ as the time when the inflaton field fluctuations $u_k$ become massive we have $\eta_u \simeq \Omega^{1/4}$. As a result, the number of e-folds towards the end of inflation when $u_k$ is massive, $\Delta N_u \equiv \ln(\eta_u/\eta_e)$, is given by

$$\Delta N_u \simeq \frac{1}{4} \ln \left( \frac{\mathcal{M}^4}{\lambda M_p^2} \right) \simeq \frac{1}{4} \ln \left( \frac{\mathcal{M}^4}{\lambda M_p^2} \right) \simeq \frac{1}{4} \ln(10^3 e^2), \quad (5.47)$$

in which in the last approximation we assumed the typical model parameters of symmetry breaking inflation $\lambda \sim 10^{-13}, \epsilon_H \sim 10^{-2}, p_c \sim N_e$, and as we shall see below, $I \sim 10^{-5}$.

Therefore, if $e \lesssim 1$ which is a natural choice, we see that $\Delta N_u \sim 2$. As a result, for $e$ not exponentially large, the inflaton field excitations remain nearly massless almost during entire period of inflation. As a result, in our analysis of power spectrum in next section we can treat $u_k$ as nearly massless field excitations.

Also one can check that $\Delta/\Omega \sim p_e^2/I$. As a result, the time $\eta_v \simeq \Delta^{1/4}$ when the gauge field excitations become massive, and the corresponding number of e-foldings $\Delta N_v \equiv \ln(\eta_v/\eta_e)$, is given by

$$\Delta N_v \simeq \frac{1}{4} \ln \left( \frac{\epsilon_H}{\lambda} \right) \simeq \frac{1}{4} \ln(10^{10} e^2) \simeq 6 + \frac{1}{2} \ln e. \quad (5.48)$$

This indicates that for typical model parameters $\Delta N_v - \Delta N_u \sim 4$ so $\Delta N_v \sim 6$. Therefore, we can also safely conclude that the gauge field excitations are nearly massless during most of the period of inflation. Finally, one can also easily check that $\eta_c \gg \eta_u, \eta_v$, so at the time $\eta = \eta_c$, all fields excitations are nearly massless to very good approximations.
Figure 5.1: The transfer vertices for the interactions of the inflaton field $\delta \rho$ with the
gauge field excitations $D_1$ and $D_2$. The left figure represents $L_{\rho D_1}$ as given by Eq. (5.43)
while the right figure represents $L_{\rho D_2}$ given by Eq. (5.44).

5.4 Power Spectrum of Curvature Perturbations

We are ready to calculate the curvature perturbation power spectrum. We are interested
in anisotropies generated in curvature perturbation power spectrum. The anisotropies
are generated by interactions $L_{\rho D_1}$ and $L_{\rho D_2}$ from the coupling of the transverse and
longitudinal modes to $\delta \rho$. The corresponding Feynman diagrams are given in Fig. 1.

Using the standard In-In formalism for the curvature perturbation power spectrum
[71, 72, 73] we have

$$< \delta \rho^2 (\eta_e) > = \left\langle \left[ \overline{T} \exp \left( i \int_{\eta_0}^{\eta_e} H_I(\eta') d\eta' \right) \right] \overline{g}^2 (\eta) \left[ T \exp \left( -i \int_{\eta_0}^{\eta_e} H_I(\eta') d\eta' \right) \right] \right\rangle ,$$

(5.49)

where $T$ and $\overline{T}$ respectively denote the time-ordered and anti-time-ordered products and
$H_I$ refers to the interaction part of the Hamiltonian in the interaction picture. As for $\eta_0$
we can take $\eta_0 \rightarrow -\infty$ so the modes of interests were originally deep inside the horizon.

To leading order the contribution of anisotropy in inflaton power spectrum, $\Delta < \overline{\delta \rho^2 (\eta_e) } >$, is

$$\Delta < \overline{\delta \rho^2 (\eta_e) } > = - \int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_1} d\eta_2 \left[ H_I(\eta_2), \left[ H_I(\eta_1), \overline{\delta \rho^2 (\eta)} \right] \right] .$$

(5.50)

As discussed in details in previous Section the derivative interactions of the longitudinal
mode, terms containing $D_2'$, have different forms in phases $\eta < \eta_c$ and $\eta > \eta_c$. To take
this into account, we can write the interaction Hamiltonian as follows

\[
H_I(\eta) = - \left( \frac{1}{\eta} \right) \left( \frac{b^2 f}{a} \sqrt{6I} \sin^2 \theta \right) (\delta \rho^* D_1 + c.c.) + \left( \frac{a^2}{fI} \right) e^2 \sqrt{\frac{Ie^2}{\lambda}} M_p \sin^2 \theta
\]

\[
(\delta \rho^* D_1 + c.c.) + \left( \frac{a^2}{fI} \right) e^2 \sqrt{\frac{Ie^2}{\lambda}} M_p \cos \theta (\delta \rho^* D_2 + c.c.)
\]

\[
- \left( \frac{1}{\eta} \right) \left( \frac{b^2 f}{a} \sqrt{6I} \cos \theta \right) (\delta \rho^* D_2' + c.c.) \theta(\eta - \eta_c)
\]

\[
\equiv H_1 + H_2 + H_3 + H_4, \quad (5.51)
\]

in which the form of interactions \( H_i, i = 1, \ldots, 4 \), is read off in order from the above equation.

Here we used the step function \( \theta(\eta - \eta_c) \) to take into account the change in the form of interaction after \( \eta > \eta_c \) for the longitudinal mode.

Plugging back Eq. \( (5.51) \) into the Eq. \( (5.50) \) the non-zero terms are

\[
\Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} > = \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{11} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{12} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{21} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{22} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{23} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{24} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{33} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{34} + \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{44}
\]

\[
(5.52)
\]

In this notation, \( \Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{ij} \) represents the contribution of the two interactions from \( H_i \) and \( H_j \) in Eq. \( (5.51) \).

Now we calculate each term in Eq. \( (5.52) \) in turn. The contributions from the transverse mode \( D_1 \) (and \( D_1' \)) are

\[
\Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{11} = \frac{192I}{|u^{(0)}(\eta_c)|^2} \int_{\eta_0}^{\eta_c} d\eta_1 \int_{\eta_0}^{\eta_c} d\eta_2 \left( \frac{\eta_1 \eta_2}{\eta_c^2} \right) \left( \sin^4 \theta \Im \left[ u(\eta_1)u^*(\eta_c) \right] \right)
\]

\[
\Im \left[ u(\eta_2)u^*(\eta_c)u^{*'}(\eta_1)v(\eta_2) \right] = 24I \sin^2 \theta N_e^2 \quad (5.53)
\]

\[
\Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{12} = \frac{32e^2 I \epsilon_\hbar \sqrt{6M_p}}{|u^{(0)}(\eta_c)|^2 \sqrt{\lambda} \hbar} \int_{\eta_0}^{\eta_c} d\eta_1 \int_{\eta_0}^{\eta_c} d\eta_2 \left( \frac{\eta_1 \eta_2}{\eta_c^2} \right) \left( \sin^4 \theta \Im \left[ u(\eta_1)u^*(\eta_c) \right] \right)
\]

\[
\Im \left[ u(\eta_2)u^*(\eta_c)u^{*'}(\eta_1)v(\eta_2) \right] = -\frac{31}{245} e^2 I \epsilon_\hbar \sqrt{6M_p} \sin^2 \theta \quad (5.54)
\]

\[
\Delta < \frac{\delta \rho^2(\eta_c)}{\delta \rho^2(\eta_c)} >_{21} = \frac{32e^2 I \epsilon_\hbar \sqrt{6M_p}}{|u^{(0)}(\eta_c)|^2 \sqrt{\lambda} \hbar} \int_{\eta_0}^{\eta_c} d\eta_1 \int_{\eta_0}^{\eta_c} d\eta_2 \left( \frac{\eta_2 \eta_1}{\eta_c^2} \right) \left( \sin^4 \theta \Im \left[ u(\eta_1)u^*(\eta_c) \right] \right)
\]

\[
\Im \left[ u(\eta_1)u^*(\eta_c)v(\eta_1)u^{*'}(\eta_2) \right] = -\frac{2}{7} e^2 I \epsilon_\hbar \sqrt{6M_p} \sin^2 \theta N_e \quad (5.55)
\]
so we have used the massless mode function approximations for the gauge field excitations remain nearly massless during most of the period of inflation, as we showed at the end of the previous Section, both the inflaton field excitations and the next three terms Eqs. (5.54), (5.55) and (5.56) are originated from the interaction Eq. (5.46).

The contributions of the longitudinal mode, $D_2$ (and $D'_2$) are

$$
\Delta \frac{< \delta \rho^2 (\eta_e) >_{22}}{< \delta \rho^2 (\eta_e) >} = \frac{32 e^4 I \epsilon_H^2}{|u(0)(\eta_e)|^2} \frac{M_P^2}{H^2} \int_{\eta_0}^{\eta_1} d\eta_1 \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{\eta^4}{\eta_1^2 \eta_2^2} \right) \left( \sin^4 \theta \Im \left[ u(\eta_1) u^*(\eta_e) \right] \right)
$$

$$
= 9 \frac{e^4 I \epsilon_H^2}{1078} \frac{M_P^2}{H^2} \sin^2 \theta \quad (5.56)
$$

where $|u(0)(\eta_e)|^2 = \frac{1}{2k^3 \eta_e^2}$ is the amplitude of the free inflaton field fluctuations. Note that, as we showed at the end of the previous Section, both the inflaton field excitations and the gauge field excitations remain nearly massless during most of the period of inflation, so we have used the massless mode function approximations for $u_k(\eta)$ and $v_k(\eta)$ given in Eq. (5.46).

The first term, Eq. (5.53), is the same as in models of real inflaton field [12]. However, the next three terms Eqs. (5.54), (5.55) and (5.56) are originated from the interaction $e^2 \rho^2 A^2$ which does not exist in models with a real inflaton field. Also note the relative sign between Eqs. (5.54) and (5.55) compared to (5.56).

The contributions of the longitudinal mode, $D_2$ (and $D'_2$) are

$$
\Delta \frac{< \delta \rho^2 (\eta_e) >_{33}}{< \delta \rho^2 (\eta_e) >} = \frac{32 e^4 I \epsilon_H^2}{|u(0)(\eta_e)|^2} \frac{M_P^2}{H^2} \int_{\eta_0}^{\eta_1} d\eta_1 \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{\eta^4}{\eta_1^2 \eta_2^2} \right) \left( \cos^2 \theta \Im \left[ u(\eta_1) u^*(\eta_e) \right] \right)
$$

$$
= \frac{18}{5} \left( e^2 I \epsilon_H \lambda \right) \frac{M_P^4}{M^4} (k \eta_e)^2 \cos^2 \theta \quad (5.57)
$$

$$
\Delta \frac{< \delta \rho^2 (\eta_e) >_{34}}{< \delta \rho^2 (\eta_e) >} = \frac{32 \sqrt{3} e^2 I \epsilon_H}{|u(0)(\eta_e)|^2} \frac{M_P}{H} \sqrt{\lambda} \int_{\eta_e}^{\eta_1} d\eta_1 \int_{\eta_e}^{\eta_2} d\eta_2 \left( \frac{\eta_2}{\eta_1^2} \right) \left( \cos^2 \theta \Im \left[ u(\eta_1) u^*(\eta_e) \right] \right)
$$

$$
= 32 \sqrt{\frac{3 \epsilon_H}{\lambda}} \left( e I \lambda^2 \right) \frac{H M_P^2}{M^3} (k^2 \eta_e) \cos^2 \theta \quad (5.58)
$$

$$
\Delta \frac{< \delta \rho^2 (\eta_e) >_{43}}{< \delta \rho^2 (\eta_e) >} = \frac{32 \sqrt{3} e^2 I \epsilon_H}{|u(0)(\eta_e)|^2} \frac{M_P}{H} \sqrt{\lambda} \int_{\eta_e}^{\eta_1} d\eta_1 \int_{\eta_e}^{\eta_2} d\eta_2 \left( \frac{\eta_1}{\eta_2^2} \right) \left( \cos^2 \theta \Im \left[ u(\eta_1) u^*(\eta_e) \right] \right)
$$

$$
= -8 \sqrt{\frac{4}{3 \lambda}} \left( I \lambda^2 k^2 \right) \frac{H M_P^2}{M^3} \left( \frac{3 e M_P \sqrt{2 \epsilon_H}}{M^2} \right)^{2/3} \cos^2 \theta (-\eta_e)^{4/3} \quad (5.59)
$$
\[
\begin{align*}
\Delta < \delta \rho^2 (\eta_e) > & > 44 \quad \frac{192 I}{|u^{(0)}(\eta_e)|^2} \int_{\eta_e}^{\eta} d\eta_1 \int_{\eta_e}^{\eta} d\eta_2 \left( \frac{\eta_1 \eta_2}{\eta_e^4} \right) \cos^2 \theta \text{Im} \left[ u(\eta_1) u^*(\eta_e) \right] \\
& \quad \text{Im} \left[ u(\eta_2) u^*(\eta_e) w^*(\eta_1) w'(\eta_2) \right] \\
& = \frac{\pi^2 e M_P M_e^2}{27 \Gamma(3/4)^4} \left( I \left( \frac{3 I}{2} \right)^{3/4} \sqrt{\epsilon_H} \right) (N_e - N_c)^2 \cos^2 \theta 
\end{align*}
\]  

(5.60)

Note that the contributions from the longitudinal mode are sourced by e and are scale-dependent. Furthermore, these terms all have positive powers of \( \eta_e \) which are exponentially small as expected. As discussed in previous Section there is a cancelation in derivative couplings of the longitudinal mode between the terms coming from the \( f^2 F^2 \) interaction and a term coming from integrating out \( \delta A_0 \). As a result, as shown in Eq. (5.38), the leading interaction from the longitudinal mode during most of the period of inflation \( (0 < N < N_c) \) is much smaller than the leading interaction of the transverse mode. This justifies why the anisotropy generated from the longitudinal mode is much smaller than the anisotropy generated from the transverse mode.

As a result the fractional change in the curvature perturbations power spectrum due to anisotropy, to leading order, is

\[
\begin{align*}
\Delta < \delta \rho^2 (\eta_e) > < \delta \rho^2 (\eta_e) > & = 24 I \sin^2 \theta N_e^2 - \frac{31}{245} e^2 \epsilon_H \sqrt{\frac{6 M_P}{\lambda H}} \sin^2 \theta - \frac{2}{7} e^2 \epsilon_H \sqrt{\frac{6 M_P}{\lambda H}} \sin^2 \theta N_e \\
& \quad + \frac{9}{1078} e^4 \epsilon_H^2 M_P^2 \frac{H^2}{\lambda} \sin^2 \theta + \frac{18}{5} \left( e^4 \epsilon_H^2 \lambda \frac{M_P^4}{\lambda^4} (k\eta_e)^2 \right) \cos^2 \theta \\
& \quad + 32 \left( \frac{3 e M_P \sqrt{\epsilon_H}}{M^2} \right) \frac{H M_P^2}{\lambda^6} (k\eta_e)^2 \cos^2 \theta - 8 \left( \frac{2}{3 \lambda} M_P^2 k^2 \right) H M_P^2 \times \\
& \quad \left( I \left( \frac{3 I}{2} \right)^{3/4} \sqrt{\epsilon_H} \right) (N_e - N_c)^2 \cos^2 \theta . 
\end{align*}
\]  

(5.61)

In this formula, \( N_e \) stands for the total number of e-folds which we take to be 60 and \( N_c \) is the number of e-fold from the start of inflation till \( \eta = \eta_c \) given by Eq. (5.26).

As mentioned before, the first four terms in Eq. (5.61) come from the transverse mode. The first term is similar to [42] while the next three terms are due to the charge effects which do not exist in models with a real inflaton field. However, the last four terms in Eq. (5.61) are due to longitudinal mode which also do not exist in models with a real inflaton field.
field. However, since they are suppressed with the powers of $\eta_c$ we conclude that their contributions into $g_*$ is very small. As a result, the dominant contribution in $g_*$ comes from the transverse mode. Since $\sin^2 \theta = 1 - \cos^2 \theta$, the leading correction to anisotropy power spectrum in Eq. (5.61) is

$$g_* \simeq -24I N_e^2 + \frac{2}{7} \epsilon^2 I \epsilon H \sqrt{\frac{6}{\lambda} \frac{M_P^2}{H}} N_e - \frac{9}{1078} \frac{\epsilon^4 I \epsilon H^2 M_P^2}{H^2}.$$  (5.62)

The interesting thing is that the two contributions of the transverse mode in $g_*$, the last two terms in Eq. (5.62), have different signs. However, one can easily check that the sign of $g_*$ is always negative, so the positive contribution from the term containing $\epsilon^2$ is always offset by the negative term containing $\epsilon^4$. This is intuitively understandable, since we expect that a total positive contribution in $g_*$ comes from the longitudinal mode which are exponentially suppressed in this model while we do not expect the net contribution from the transverse mode to give a positive contribution in $g_*$. This is consistent with the results in [42].

Demanding that $|g_*| < 0.01$ in order not to produce too much anisotropy, we find that $I \simeq 10^{-6}$ and $\epsilon^2 \leq 10 \sqrt{\frac{\lambda}{I \epsilon H M_P^2}}$. For typical model parameters in symmetry breaking inflation, this leads to $\epsilon \lesssim 10^{-3}$.

As observed in [70] the infra-red (IR) modes of the vector field perturbations remain frozen on super-horizon scales which accumulate to renormalize the background gauge field. As a result, this can lead to a large value of $g_*$ unless one takes $N_e \sim 60$ as we have assumed here.

5.5 The Origin of the Leading Interactions Terms

Having calculated the anisotropic power spectrum through complicated procedure of integrating out the non-dynamical fields and approximating $\tilde{\lambda}_1$ and other $\lambda_i$ and $\tilde{\lambda}_i$, one may wonder what the origins of the leading interaction terms $L_{\rho D_1}$ and $L_{\rho D_2}$, or alternatively $L_{\rho A_1}$, $L_{\rho M}$ and $L_{A_1 M}$, are. Are they coming from the metric perturbations or from the matter sector?

The full second order action containing both the matter perturbations and the metric perturbations contributions are given in Appendix B.1. Subsequently, in Appendix C.1 we have presented the leading order actions in slow-roll approximation which were used in
Section 5.3.2 and 5.3.3 Here we show that these leading interactions actually come from the matter perturbations. In other words, below we show that the contributions of the matter sector are actually the same leading terms which were used in Section 5.3.2 and 5.3.3.

To show this first we integrate out $\delta A_0$ and then read off the interaction terms containing the matter perturbations. The leading terms in the matter sector coming from integrating out $\delta A_0$ are

\[
- \frac{k^2 \cos^2 \theta}{\lambda_1} \frac{b^4 \sqrt{6I}}{2a^3} \eta f^3 (\delta \rho^* \delta A_1' + \text{c.c.}) - \frac{k^3 \cos \theta \sin^2 \theta}{\lambda_1} \frac{b^4 \sqrt{6I}}{2a^3} \eta f^3 (i \delta \rho^* M' + \text{c.c.})
\]

\[- \frac{b^4 k^3}{4a^3 \lambda_1} f^4 \sin^2 \theta \cos \theta (i M' \delta A_1^* + \text{c.c.}) .
\]

On the other hand, the leading terms for the matter perturbations present in the original action (without integrating out any fields) are

\[
\frac{b^2 \sqrt{6I}}{a \eta} f (\delta \rho^* \delta A_1' + \text{c.c.}) + \frac{b^2}{2a^2} k^3 f^2 \sin^2 \theta \cos \theta (i M \delta A_1^* + \text{c.c.}) - e^2 b^2 \rho A_x (\delta \rho \delta A_1^* + \text{c.c.}) .
\]

So by adding Eq. (5.64) and (5.63) we can obtain all the leading interaction terms for $L_{\rho A_1}$, $L_{\rho M}$ and $L_{A_1 M}$ as,

\[
\left( \frac{b^2 \sqrt{6I}}{a \eta} f - \frac{k^2 \cos^2 \theta}{\lambda_1} \frac{b^4 \sqrt{6I}}{2a^3} \eta f^3 \right) \left( \delta \rho^* \delta A_1' + \text{c.c.} \right) - \frac{k^3 \cos \theta \sin^2 \theta}{\lambda_1} \frac{b^4 \sqrt{6I}}{2a^3} \eta f^3 \times
\]

\[
\left( i \delta \rho^* M' + \text{c.c.} \right) + \left( \frac{b^2}{2a^2} k^3 f^2 \sin^2 \theta \cos \theta \right) \left( i M \delta A_1^* + \text{c.c.} \right) - \left( \frac{b^4 k^3}{4a^3 \lambda_1} f^4 \sin^2 \theta \cos \theta \right)
\]

\[
\left( i M' \delta A_1^* + \text{c.c.} \right) - e^2 b^2 \rho A_x (\delta \rho \delta A_1^* + \text{c.c.}) .
\]

Interestingly, this is the whole leading action which was used in previous sections to calculate the anisotropic power spectrum.

As a result, the leading interaction terms for the first phase, $\eta < \eta_c$, are

\[
L_{\text{lead.}} = \left( \frac{1}{\eta} \right) \left( \frac{b^2 f}{a} \sqrt{6I} \sin^2 \theta \right) (\delta \rho^* D_1' + \text{c.c.}) - \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{Te I}{\lambda}} M_P \sin^2 \theta (\delta \rho^* D_1 + \text{c.c.})
\]

\[- \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{Te I}{\lambda}} M_P \cos \theta (\delta \rho^* D_2 + \text{c.c.})
\]

Interestingly, this is exactly the leading term interaction as obtained in Eq. (5.36). Simi-
larly, for the second phase, \( \eta > \eta_c \), Eq. (5.65) yields

\[
L_{\text{lead.}} = \left( \frac{1}{\eta} \right) \left( \frac{b^2 f}{a} \sqrt{6I} \sin^2 \theta \right) (\delta \rho^* D'_1 + \text{c.c.}) - \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{I c_H^2}{\lambda}} M_P \sin^2 \theta \\
(\delta \rho^* D_1 + \text{c.c.}) - \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{I c_H^2}{\lambda}} M_P \cos \theta \left( \delta \rho^* D'_2 + \text{c.c.} \right) + \left( \frac{1}{\eta} \right) \times \\
\left( \frac{b^2 f}{a} \sqrt{6I} \cos \theta \right) (\delta \rho^* D''_2 + \text{c.c.})
\] (5.67)

As expected, this expression is the sum of the leading interaction terms Eqs. (5.43) and (5.44).

In summary we conclude that the leading interactions in generating anisotropies originate from the matter sector and one can neglect the metric perturbations in calculating the leading order corrections to the curvature perturbations power spectrum. Computationally, this is a very important result which considerably simplifies the perturbation analysis in similar models. This conclusion was also reached in [70].

This also explains why in the processes of integrating out the non-dynamical fields only \( \bar{\lambda}_1 \) plays prominent roles. As mentioned below Eq. (5.24) \( \bar{\lambda}_1 \) originates from integrating out \( \delta A_0 \) which is the non-dynamical field in the matter sector. On the other hand, other \( \lambda_i \) and \( \bar{\lambda}_i \) originate from integrating out the non-dynamical fields \( A, B \) and \( \beta \) in the metric side which should not play prominent roles as expected from the above results.

5.6 Summary

In this chapter, we have studied anisotropy generated in an anisotropic inflationary scenario with a complex scalar field charged under the \( U(1) \) gauge field. Because of the Abelian Higgs mechanism, the gauge field obtains the dynamical mass \( e^2 \rho^2 A_{\mu} A^\mu \). As a result, the angular excitations of the complex scalar field is eaten by the gauge field so the longitudinal component of \( A_{\mu} \) becomes excited.

There are two types of interactions in the system. The first interaction originates from the gauge kinetic coupling \( f(\rho)^2 F^2 \) while the second interaction comes from the symmetry breaking effect \( e^2 \rho^2 A_{\mu} A^\mu \). These interactions induce exchange vertices between \( \delta \rho \) and the transverse and the longitudinal modes encoded in the interactions \( L_{\rho D_1} \) and \( L_{\rho D_2} \). As discussed in details in Section 5.3 the dominant interaction during the period \( 0 < N < N_c \) is \( L_{\rho D_1} \) originated from \( f(\rho)^2 F^2 \) which is similar to models with a real inflaton field. As
a result the leading exchange vertex is given by the derivative coupling of the transverse mode. However, during the phase $N_c \leq N \leq N_e$ the dominant interaction is given by $e^2 \rho^2 A_\mu A^\mu$. Correspondingly, the dominant exchange vertices are the terms in $L_{\rho D_1}$ and $L_{\rho D_2}$ containing the coupling $e^2$.

The leading contributions to anisotropic power spectrum are given in Eq. (5.61) and Eq. (5.62). The first four terms in Eq. (5.61) come from the interaction of $\delta \rho$ with the transverse mode, $L_{\rho D_1}$. In terms of Feynman diagrams this interaction is represented by the exchange vertex shown in Fig. 1 (a). This is similar to the result obtained in [42] plus the contributions in Eq. (5.62) containing the effects of $e$. As we showed, the sign of $g_*$ is always negative. In order to satisfy the observational constraints on curvature perturbation power spectrum we obtain $I \lesssim 10^{-5}$ and $e \lesssim 10^{-3}$. In addition, unlike [42], the longitudinal mode $D_2$ also contributes into the anisotropic power spectrum. In terms of the Feynman diagrams this interaction is represented by the exchange vertex shown in Fig. 1 (b). However, the longitudinal mode contributes only towards the end of inflation and its contributions to the anisotropic power spectrum are hugely suppressed compared to the contribution from the transverse mode.

We also verified that the leading interactions in anisotropic power spectrum come from the matter sector perturbations. In other words, to calculate the leading order corrections into the power spectrum, one can neglect the metric perturbations. Computationally, this knowledge simplifies the analysis considerably.

In this chapter we have only calculated anisotropy in curvature perturbation power spectrum. However, after inflation ends the Universe becomes isotropic. As a result, we restore the usual two degrees of freedom associated with the tensor perturbations. One can specifically check that the scalar perturbation $\gamma$ and the vector perturbations $\Gamma_i$ furnish two polarizations of tensor perturbations after inflation ends. Note that $\Gamma_i$, subject to $\partial_i \Gamma_i = 0$ during anisotropic inflation, has only one degrees of freedom ($\Gamma_3$ in our convention) so it can account only for one tensor polarization while the other polarization is given by $\gamma$ as expected. As shown in Appendices B.1 and C.1 the interactions $L_{\delta \rho \gamma}, L_{\gamma D_1}$ and $L_{\gamma D_2}$ are generated in our system. As a result there will be cross correlation between the tensor and scalar perturbations in the form of $\langle \delta \rho \gamma \rangle$ as studied in [42]. Following the
in-in formalism analysis, the cross correlation $\langle \delta \rho \gamma \rangle$ has contributions from the interaction $L_{\delta \rho \gamma}$ and also contributions from the second order action $L_{\delta \rho D_1} L_{\gamma D_1}$. As in [42] we expect to have a contribution like $-24 I \sqrt{\epsilon} H N^2 \sin^2 \theta$ in $\langle \delta \rho \gamma \rangle$. In addition, our analysis shows that we also obtain contributions proportional to $e^2$ and $e^4$ with the structure similar to the corresponding terms in $g_*$ in Eq. (5.62). A complete analysis of the scalar and tensor perturbations cross-correlation is an interesting question and we will come back to it in the next chapters.
Chapter 6

$\delta N$ Formalism in Anisotropic Inflation and Large Anisotropic Bispectrum and Trispectrum

Abstract: In this chapter, we present a consistent $\delta N$ formalism for calculating the curvature perturbations in anisotropic cosmological backgrounds. We then employ our $\delta N$ formalism to calculate the power spectrum, the bispectrum and the trispectrum in models of anisotropic inflation with the background gauge fields in Bianchi I universe. Our results coincide exactly with the previous results obtained from in-in formalism. We study the Suyama-Yamaguchi inequality for the amplitudes of the bispectrum and the trispectrum in the presence of anisotropic shapes.

6.1 Introduction

As we have already seen in chapters 4 and 5, recently there have been many interests in anisotropic inflation both from the observation as well as the theoretical point of view. From the theoretical point of view, some interesting model of anisotropic inflation were proposed in \cite{37, 45} in which with proper choice for the gauge kinetic coupling, the inflationary system admits an attractor solution in which the gauge field energy density, i.e. the electric field energy density, and the metric anisotropy reaches a small but cosmologi-
cally observable level, see chapter 4 for more details.

The cosmological perturbations of these models have been also done recently, see chapter 5 for more details. These analysis are based on standard in-in formalism which proved technically difficult due to anisotropic background. On the other hand, experiences with $\delta N$ formalism [81, 82, 83, 84, 85, 86, 87, 88] in models of inflation with scalar fields showed that $\delta N$ analysis are technically much easier to handle when calculating the curvature perturbations and their correlations such as power spectrum and bispectrum. Therefore it will be very helpful to extend the standard $\delta N$ formalism to models of anisotropic backgrounds such as [37]. This is one of our main goal in this chapter.

There have been works in the literature employing the conventional $\delta N$ formalism for the models containing vector or gauge fields but the effects of anisotropic background were not taken into account, i.e. the gauge field is treated on the same footing as the scalar fields in an FRW background.

In this chapter, we present a consistent $\delta N$ formalism for anisotropic backgrounds such as in [37] in which the background metric is in the form of Bianchi I. After presenting our $\delta N$ formalism, we calculate the power spectrum and reproduce exactly the results in [42, 70]. We also calculate the bispectrum which coincides exactly with the results of [70]. In addition, it is also worth to check whether the Suyama-Yamaguchi (SY) inequality [94], [95], [96, 97] between the amplitude of the Bispectrum in the squeezed limit, $f_{NL}$, and the amplitude of the trispectrum in the collapsed limit, $\tau_{NL}$, is hold when the primordial perturbations are not statistically isotropic. We will study this question in the context of anisotropic inflation.

This chapter is based on [74].

### 6.2 $\delta N$ formalism for anisotropic backgrounds

In this section we extend the $\delta N$ formalism [81, 82, 83, 84, 85, 86, 87, 88] to anisotropic backgrounds. First we present the background fields equations. After presenting the general metric perturbations, we look into the fields equations using a gradient expansion method, which is an expansion in $\epsilon$ defined via

$$\epsilon \equiv \frac{k}{aH},$$

(6.1)
We should emphasize here that $\epsilon$ here is different than the slow-roll parameter, $\epsilon_H$. $k$ represents the wave number in Fourier space. We demonstrate that the separate universe picture works, that is, in the limit $\epsilon \ll 1$ the background fields equations are locally hold inside each homogenized patch. This proof is valid to all order in perturbation theory.

### 6.2.1 Background Equations

Our background is the Bianchi I metric with the scale factors $a_1(t), a_2(t)$ and $a_3(t)$

$$ds^2 = -dt^2 + a_1(t)^2 dx^2 + a_2(t)^2 dy^2 + a_3(t)^2 dz^2.$$  \hfill (6.2)

We adopt the notations used in [99] in which $H_i(t) = \dot{a_i} a_i$, $H = \frac{1}{3} \sum_{i=1}^{3} H_i$, \hfill (6.3)

in which $H_i$ is the Hubble expansion rate for the $i$-th spatial direction, $i = 1, 2, 3$ and a dot indicates the derivative with respect to $t$.

The components of background Ricci tensor are

$$R^0_0 = 3 \dot{H} + \sum_k H_k^2$$ \hfill (6.4)

$$R^0_i = 0$$ \hfill (6.5)

$$R^i_j = \delta^i_j \left( \dot{H}_i + 3H H_i \right).$$ \hfill (6.6)

The background Ricci scalar is

$$R = 6 \dot{H} + 18H^2 - \sum_{k>k'} H_k H_{k'}$$ \hfill (6.7)

To solve the Einstein fields equations we have to specify our energy momentum tensor. The general energy momentum tensor $T_{\mu\nu}$ for an imperfect fluid has the form [100]

$$T_{\mu\nu} = (\rho + p) u_\mu u_\nu + p g_{\mu\nu} + q_\mu u_\nu + u_\mu q_\nu + \pi_{\mu\nu}$$ \hfill (6.8)

supplemented with the following conditions

$$q_\mu u^\mu = 0 , \quad \pi^\mu_{\mu} = 0 , \quad \pi_{\mu\nu} = \pi_{\nu\mu} , \quad \pi_{\mu\nu} u^\nu = 0 ,$$

where $u^\mu$ is the fluid’s four-vector velocity, $\rho$ is the relativistic energy density, $p$ is the isotropic pressure, $\pi_{\mu\nu}$ is the trace-free anisotropic pressure (stress) and $q^\mu$ usually is referred to as “heat conduction”, which is also the energy flux relative to $u^\mu$. 
The special case of a perfect fluid is identified with $\pi_{\mu\nu} = q^\mu = 0$ so we recover the standard form of $T_{\mu\nu}$ for the perfect fluid

$$
T_{\mu\nu} = (\rho + p) u_\mu u_\nu + p g_{\mu\nu} \quad \text{(perfect fluid)}.
$$

(6.9)

For the comoving coordinate associated with the fluid we have

$$
u^\mu = (1, \vec{0}), \quad u_\mu = (-1, \vec{0}),
$$

(6.10)

so the Einstein equations can be read as

$$
3\dot{H}^2 \equiv \sum_{i>j} \bar{H}_j \bar{H}_i = \frac{\bar{\rho}}{M^2_p}
$$

(6.11)

$$
\bar{T}^0_i = \bar{q}_i = 0
$$

(6.12)

$$
M^2_p \ddot{\bar{H}}_i = -3M^2_p \bar{H} \bar{H}_i + \frac{1}{2}(\bar{\rho} - \bar{p}) + \bar{\pi}^i_i
$$

(6.13)

Here we have used the convention that $\bar{H}_i$ represents the background Hubble expansion rates while $\bar{\rho}, \bar{p}$ and so on represent the background fluid’s properties. We also defined $\mathcal{H}$ as the effective Hubble expansion rate appearing in Friedmann equation, Eq. (6.11). Note, $\mathcal{H}$ here should not be confused with the Hubble expansion rate defined for conformal time usually used in literature.

Finally, the energy conservation equation $u^\mu \nabla_\nu T^{\mu\nu} = 0$ results in

$$
- u_\mu \nabla_\nu T^{\mu\nu} = \dot{\bar{\rho}} + 3H(\bar{\rho} + \bar{p}) + \bar{H}_j \bar{\pi}^i_j \delta^j_i = 0.
$$

(6.14)

in which again we have $\bar{H} = \sum_i \bar{H}_i / 3$.

Note that, in this model, the Hubble parameter appearing in $(0,0)$ component of Einstein equation, $\mathcal{H}$, and the Hubble parameter appearing in continuity equation, $\bar{H}$, are not equal. The difference between them is given by

$$
\frac{\bar{H}^2 - \mathcal{H}^2}{H^2} = \frac{1}{6} \sum (\bar{H} - \bar{H}_i)^2 / H^2.
$$

(6.15)

As a result $\bar{H} > \mathcal{H}$.

**Example: $U(1)$ gauge fields in an expanding background**

As an example of non-perfect fluid with anisotropic pressure and heat conduction, consider the standard $U(1)$ gauge field theory in an expanding background. This theory will be
the base of anisotropic inflation in next section. The action is \( L_{\text{em}} = -F_{\mu\nu}F^{\mu\nu}/4 \) in which \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) is the field strength associated with the \( U(1) \) gauge field \( A_\mu \).

The electric field, \( E_\mu \), and the magnetic field, \( H_\mu \), are given by,

\[
E_\mu = F_{\mu\nu}u^\nu \tag{6.16}
\]

and

\[
H_\rho = \frac{1}{2} \eta_{\rho\mu\nu\sigma} u^\mu F^{\nu\sigma}. \tag{6.17}
\]

The electromagnetic energy-momentum tensor, \( T_{\mu\nu}^{\text{em}} \), is

\[
T_{\mu\nu}^{\text{em}} = F_{\sigma\mu} F^{\sigma\nu} - \frac{1}{4} g_{\mu\nu} F_{\sigma\rho} F^{\sigma\rho}. \tag{6.18}
\]

For an observer comoving with the fluid \( T_{\mu\nu}^{\text{em}} \) can be written as

\[
T_{\mu\nu}^{\text{em}} = \frac{1}{2} \left( E^2 + H^2 \right) u^\mu u^\nu + \frac{1}{6} \left( E^2 + H^2 \right) h^{\mu\nu} + 2u^{(\mu, \eta_{\nu\rho}} \alpha\beta) u_\alpha E_\beta H_\gamma + \pi^{\mu\nu}, \tag{6.19}
\]

where \( \eta^{\mu\nu\alpha\beta} \) is the four-dimensional totally antisymmetric volume element \( (\eta_{0123} = \sqrt{-\det g}) \), \( h_{\mu\nu} = g_{\mu\nu} + u_\mu u_\nu \) is the projection matrix, \( E^2 = E_\mu E^\mu \) and \( H^2 = H_\mu H^\mu \), respectively, are the magnitudes of the electric and the magnetic fields and \( \pi_{\mu\nu} \) is a traceless and space-like symmetric tensor given by

\[
\pi_{\mu\nu}^{\text{em}} = \frac{1}{3} \left( E^2 + H^2 \right) h^{\mu\nu} - E^\mu E^\nu - H^\mu H^\nu. \tag{6.20}
\]

Eq. \( 6.19 \) can be compared with the energy momentum tensor for a generic imperfect fluid defined in Eq. \( 6.8 \) which yields

\[
\rho_{\text{em}} = \frac{1}{2} \left( E^2 + H^2 \right), \tag{6.21}
\]

\[
p_{\text{em}} = \frac{1}{6} \left( E^2 + H^2 \right), \tag{6.22}
\]

\[
\varrho_{\text{em}} = \eta^{\mu\nu\alpha\beta} u_\nu E_\alpha H_\beta, \tag{6.23}
\]

\[
\pi^{\mu\nu} = \pi_{\text{em}}^{\mu\nu}. \tag{6.24}
\]
6.2.2 Perturbations

Let us now consider the fields equations with perturbations. In our $\delta N$ analysis we adopt the notation used in \cite{87}. The order of spatial derivative or the so-called gradient expansion is denoted by $\epsilon = k/aH$ while the order of smallness of perturbations are denoted by $\delta$. In principle, one has to consider different gradient expansion parameters $\epsilon_i$ for different directions $\epsilon_i = k/a_i H_i$. However, to simplify the analysis we assume $\epsilon_i \sim \epsilon$ so there is no hierarchy for gradient expansions along different directions.

We use the standard ADM formalism for the metric decomposition as follows

$$ds^2 = -d\mathcal{N}^2 + \gamma_{ij} \left( dx^i + \beta^i dt \right) \left( dx^j + \beta^j dt \right),$$

(6.25)

in which $\mathcal{N}$ is the lapse function, $\beta_i$ are the shift vectors, and $\gamma_{ij}$ represent the spatial three-dimensional metric. The spatial indices $i = 1, 2, 3$ are raised or lowered by the spatial metric $\gamma_{ij}$. Furthermore, we decompose the spatial metric as follows

$$\gamma_{ij} = a_i(t)a_j(t)e^{\psi_i(x,t)+\psi_j(x,t)}\tilde{\gamma}_{ij},$$

(6.26)

where $a_i(t)$ is the average scale factor for the $i$-th spatial direction and $\psi_i(x,t)$ are equivalent to curvature perturbation $\psi$ in the isotropic limit. In linear perturbation theory $\beta^i, \psi_i$ and $\tilde{\gamma}_{ij}$ are small perturbations at the order $\mathcal{O}(\delta)$ with $\delta \ll 1$. But in our analysis below, we do not use the assumption that $\delta \ll 1$ so our analysis are valid to all order in perturbation theory.

Note that in general Bianchi Type-I model we considered here there is no spatial symmetry so all physical degrees of freedom are in the form of scalar perturbations, encoded in $\mathcal{N}, \beta_i, \psi_i$ and $\tilde{\gamma}_{ij}, i \neq j$ and there is no vector or tensor perturbations.

An important step in dealing with the gradient expansion ordering of Einstein equations is the order of the shift functions $\beta^i$. We note that at the background level $\beta^i = 0$. As a result one expects that the background metric should be valid globally in the limit $\epsilon \to 0$ and, as employed in \cite{83}, one can assume

$$\beta^i = \mathcal{O}(\epsilon).$$

(6.27)

The ordering of $\beta^i$ in Eq. (6.23) was also obtained in \cite{87} with the assumption that the anisotropic pressure is first order in gradient expansion. We look into ordering of $\beta^i$ more
rigorously in Appendix E.1 and verify Eq. (6.27). Furthermore, as we demonstrated in Appendix F.1 it can be shown that the non-diagonal spatial metric components, $\gamma_{ij}$, to all orders in perturbations theory are also at the first order of gradient expansion

$$\gamma_{i\neq j} = O(\epsilon).$$  \hspace{1cm} (6.28)

Now we have all the necessary materials for performing the gradient expansion analysis for the Einstein equations. Here we emphasize that the following expansions are valid to the first order of gradient expansion $\epsilon$ but to all orders of perturbations $\delta$.

The $(0,0)$ component of perturbed Einstein tensor is

$$G^0_0 = -\frac{1}{N^2} \sum_{i>j} (\ddot{H}_i + \dot{\psi}_i)(\ddot{H}_j + \dot{\psi}_j) + O(\epsilon^2)$$  \hspace{1cm} (6.29)

Combining Eq. (6.29) with the background $(0,0)$ component equation, Eq. (6.11), yields

$$-\frac{M_P^2}{N^2} \sum_{i>j} (\ddot{H}_i + \dot{\psi}_i)(\ddot{H}_j + \dot{\psi}_j) = \rho(x,t) + O(\epsilon^2)$$  \hspace{1cm} (6.30)

Locally, as a function of $(x,t)$, the above equation takes the form

$$3M_P^2 H^2(x,t) = \rho(x,t) + O(\epsilon^2),$$  \hspace{1cm} (6.31)

in which

$$H^2(x,t) \equiv \frac{1}{3} \sum_{i>j} H_i(x,t) H_j(x,t),$$  \hspace{1cm} (6.32)

with the following generalization of local Hubble expansion parameter $H_i(x,t)$

$$H_i(x,t) \equiv \frac{\dot{H}_i(t) + \dot{\psi}_i(x,t)}{N}.$$  \hspace{1cm} (6.33)

As a result one can readily associate the average local Hubble expansion rate $H(x,t)$ as

$$H(x,t) \equiv \frac{1}{3} \sum_i H_i(x,t) = \frac{\dot{H}(t) + \frac{1}{3} \sum_i \dot{\psi}_i(x,t)}{N}$$  \hspace{1cm} (6.34)

in which the background average Hubble expansion rate $\bar{H}$ is $\bar{H} = \sum_i \ddot{H}_i/3$.

Now we look at the energy conservation equation in its contracted form $u_\mu \nabla_\nu T^{\mu\nu} = 0$. At the background level the energy conservation equation is given by Eq. (6.14). Defining
the fluid’s proper time \( \tau \) via \( \frac{d}{d\tau} = u^\mu \nabla_\mu \simeq \frac{1}{N} \frac{d}{dt} + \mathcal{O}(\epsilon^2) \), the perturbed energy conservation equation is

\[
\frac{d\rho(x,t)}{d\tau} + 3H(x,t)(\rho(x,t) + p(x,t)) + \left[ -u_\mu \frac{d}{d\tau} q^\mu + \nabla_\mu q^\mu - u_\mu \nabla_\nu \pi^{\mu\nu} \right] = \mathcal{O}(\epsilon^2), \quad (6.35)
\]

in which \( H(x,t) \) is the average local Hubble expansion rate defined in Eq. (6.34). By using Eq. (E.20) and (E.18) the above equation takes the following simple local form

\[
\frac{d\rho(x,t)}{d\tau} + 3H(x,t)(\rho(x,t) + p(x,t)) + \sum_i \pi^{ii}(x,t) H_i(x,t) = \mathcal{O}(\epsilon^2), \quad (6.36)
\]

in which \( \pi^{ii}(x,t) = \bar{\pi}^{ii} + \delta\pi^{ii}(x,t) \) to all orders in perturbations.

So again we conclude that our separate universe recipe works and it is enough to replace any background function \( f(t) \) by its local form \( f(x,t) \) and also using new local directional Hubble parameters \( H_i(x,t) \). Our prescription will be satisfactory if we can also check the \((i = j)\) components of Einstein equations which are identical to the dynamical equations of \( \pi_i^i \). The diagonal spatial components of Ricci tensor can be read as

\[
R^{ii} = \frac{dH_i(x,t)}{d\tau} + 3H(x,t)H_i(x,t) + \mathcal{O}(\epsilon^2), \quad (6.37)
\]

so the \((i = j)\) components of Einstein equation simply modifies the corresponding background equation, Eq. (6.13), as follows (for the off-diagonal components of Einstein equation see Appendix [F.1])

\[
M_p^2 \frac{dH_i(x,t)}{d\tau} = -3M_p^2 H(x,t)H_i(x,t) + \frac{1}{2} (\rho(x,t) - p(x,t)) + \pi^{ii}(x,t) \quad (6.38)
\]

Now we have a complete set of local fields equations, Eq. (6.31), Eq. (6.36) and Eq. (6.38), mimicking the corresponding background equations, Eq. (6.11), Eq. (6.14) and Eq. (6.13), with the local Hubble parameters \( H_i(x,t) \) defined in Eq. (6.33). We emphasize again that this set of equations are valid to all order in perturbations \( \delta \) but to the first order of gradient expansion \( \epsilon \).

The separate Universe approach discussion is now complete. The \( \delta N \) formalism is also at hand noting that from the equations above one has

\[
N_i(x,t_1,t_2) \equiv \int_{t_1}^{t_2} H_i(x,t)N dt = \int_{t_1}^{t_2} \dot{H}_i dt + \int_{t_1}^{t_2} \dot{\psi}_i dt \quad (6.39)
\]
So one readily finds

\[ \Delta N_i(x, t_1, t_2) = N_i(x, t_1, t_2) - \bar{N}_i(t) = \psi_i(t_2) - \psi_i(t_1) \tag{6.40} \]

Now defining the average expansion by

\[ N(x, t_1, t_2) = \frac{1}{3} \sum_i N_i(x, t_1, t_2) = \int_{t_1}^{t_2} H(x, t)N dt \tag{6.41} \]

one obtains

\[ \Delta N(x, t_1, t_2) = N(x, t_1, t_2) - \bar{N}(t) = \psi(t_2) - \psi(t_1) \tag{6.42} \]

in which \( \psi(x, t) \) is defined as the average of \( \psi \)

\[ \psi(x, t) \equiv \frac{1}{3} \sum_i \psi_i(x, t) . \tag{6.43} \]

We are interested in curvature perturbation on surface of constant energy density. The curvature perturbation \( \zeta \) via

\[ - \zeta = \psi - \frac{H}{\rho} \delta \rho , \tag{6.44} \]

is gauge invariant. But this definition just works to the first order in perturbations \( \delta \). The definition of \( \zeta \) to all orders of perturbation theory can be found in [83]. However, as it is shown below, we calculate \( \Delta N \) on the surface of uniform energy density so the definition of \( \zeta \) to nonlinear orders is irrelevant for our purpose.

The relation between \( \zeta \) and \( \Delta N \) therefore is

\[ \zeta(x, t) = \Delta N(x, t_i, t_f) , \tag{6.45} \]

in which the initial surface is a flat surface \( \psi = 0 \) and the final surface should be a uniform energy density surface \( \delta \rho = 0 \).

Here a comment is in order. The diagonal components of the anisotropic pressure, \( \delta \pi_i^i \) (no sum over \( i \)), are non-zero at the background level so their perturbations are expected to play some roles in the curvature perturbation analysis. However, the non-diagonal spatial components of anisotropic pressure and the heat conduction terms are absent at the background level so their perturbations will dilute quickly. The diagonal anisotropic pressure plays two different roles in the curvature perturbation analysis, a direct effect and
an indirect effect. The direct effect can be seen from the continuity equation, Eq. (6.36), in which $\delta \pi^i_i$ contributes to the Hubble expansion rate. This effect, by using Eq. (6.36), can be quantified as follows

$$N(x, t_i, t_f) = \int_{t_i}^{t_f} H(x, t) d\tau = -\frac{1}{3} \int_{t_i}^{t_f} dt \frac{\dot{\rho}(x, t)}{\rho(x, t) + p(x, t)} - \frac{1}{3} \int_{t_i}^{t_f} dt Q(x, t),$$

(6.46)

in which $Q(x, t)$ is defined as

$$Q(x, t) = \frac{N}{\rho + p} \left[ -u_\mu \frac{d}{d\tau} q^\mu + \nabla_\mu q^\mu - u_\mu \nabla_\nu \pi^{\mu\nu} \right] = \frac{N(x, t)}{\rho(x, t) + p(x, t)} \sum_i H_i(x, t) \pi^i_i(x, t) + O(\epsilon^2).$$

(6.47)

The above equation shows that the diagonal anisotropic pressure components $\delta \pi^i_i$ contributes to $\delta N$ through their effect on continuity equation as captured by the term containing $Q$ in Eq. (6.46).

The indirect effect of anisotropic pressure is more subtle and sometimes can be more important than the contribution from the term containing $Q$ above. This effect can be understood as the back-reactions of fields responsible for anisotropic pressure on the dynamics of other background fields such as the inflaton field. The $\delta N$ formalism automatically includes this indirect effect. We will see this effect in next section in application of our $\delta N$ formalism for models of anisotropic inflation.

### 6.3 Anisotropic Inflation

In this section, we present the model of anisotropic inflation with a $U(1)$ gauge field originally presented in [42] which provide a non-trivial setup to employ our $\delta N$ formalism.

However, in order to make it easier to proceed, we only consider the real inflaton case which means that in the given action in Eq. (4.1) we put $e = 0$.

To employ the $\delta N$ formalism, as usual we need to have a good control of the background dynamics. In oder to make it easier to compare with the previous results, we assume that the gauge field has a non-zero classical value along the x-direction so $A_\mu = (0, A_x(t), 0, 0)$. As a result, the background space-time is in the form of Bianchi I Universe with the metric given in Eq. (4.12). Then, like before, $H \equiv \dot{a}$ is the average Hubble expansion rate, $H_a \equiv \dot{a}/a$ and $H_b \equiv \dot{b}/b$ are the expansion rates along the spatial directions $x$ and $y$ and $\dot{\sigma}/H \equiv (H_b - H_a)/H$ is a measure of anisotropic expansion.
6.3.1 The background dynamics

The fields equations for this system can be easily driven by putting \( e = 0 \) in Eqs. (4.13)-(4.17). Since in this case the inflaton field is real, the equation of motion for \( A_x \) (the Maxwell equation), Eq. (4.13), is easily solved as

\[
\dot{A}_x = f(\phi)(2e^{-\alpha(t)}-4\sigma(t))p_A , \tag{6.48}
\]

where \( p_A \) is a constant of integration.

Now in order to compare our results with that of [37], we consider the Chaotic potential,

\[
V = \frac{1}{2}m^2\phi^2 \quad \rightarrow \quad f(\phi) = \exp\left(\frac{c\phi^2}{2M_P^2}\right) , \tag{6.49}
\]

with \( c \) a constant very close to unity and we have used the results in Eqs. (5.5) and (5.6).

In our discussion below we take the form of \( f \), in terms of \( a = e^\alpha \), to be

\[
f = \left(\frac{a}{a_f}\right)^{2c} \simeq \left(\frac{\eta}{\eta_e}\right)^{2c} , \tag{6.50}
\]

in which \( a_e \) and \( \eta_e \) represent the value of the scale factor and the conformal time at the end of inflation.

As shown in [37] the system reaches the attractor solution in which \( R \) is given by

\[
R = \frac{c-1}{2c}\epsilon_H = \frac{1}{2}I\epsilon_H , \tag{6.51}
\]

where we have defined \( I \equiv \frac{c-1}{c} \) and \( \epsilon_H \equiv \frac{\dot{H}}{H} \) is the slow-roll parameter. Combined with the definition of \( R \) in Eq. (5.2) we obtain

\[
\dot{A}^2 f^2 e^{-2\alpha} = I \epsilon_H V . \tag{6.52}
\]

As we shall see below, this equation will be the key equation to find \( \delta N \) in terms of \( \delta \phi \) and \( \delta \dot{A} \).

During the attractor phase the inflaton evolution is given by

\[
M_P^2 \frac{d\phi}{d\alpha} \simeq -\frac{V_\phi}{V} + \frac{c-1}{c} \frac{V_{\phi}}{V} . \tag{6.53}
\]

Interestingly, this means that the back-reactions of the gauge field on the inflation field change the effective mass of the inflaton field as given by the second term above.

Using Eq. (6.49) in Eq. (6.53) results in the following equation

\[
\phi_e^2 - \phi^2 = 4M_P^2\alpha(1 - I) \tag{6.54}
\]
in which \( \phi_e \) is the value of \( \phi \) at the end of inflation. We choose the convention such that \( \alpha_e = 0 \), so during inflation \( \alpha < 0 \). Eq. (6.54) clearly shows the effect of the gauge field back-reactions on the evolution of the inflaton field. The fact that the evolution of the inflaton field is affected by the gauge field, as given by the correction factor \((1 - I)\) in Eq. (6.54) is the key to calculate \( \delta N \) in the presence of gauge field. In passing, we comment that in the previous applications of \( \delta N \) in the literature for models with the gauge fields, this important effect is not taken into account. In other words, \( \delta N \) in these papers have been written with treating \( \delta A_\mu \) in the same footing as \( \delta \phi \) in an FRW background without taking into account the back-reactions of the gauge field in the evolution of inflaton field and in the dynamics of the anisotropic background.

In connection with our discussion in previous section the energy density, pressure, momentum density and stress associated with the electro-magnetic field are given by

\[
\rho_{em} = \frac{1}{2} (E^2 + B^2) = \frac{3}{2} I \epsilon H^2, \tag{6.55}
\]

\[
p_{em} = \frac{1}{6} (E^2 + B^2) = \frac{1}{2} I \epsilon H^2, \tag{6.56}
\]

\[
q^i_{em} = \eta^{ijk} u_j E_k B_q = 0, \tag{6.57}
\]

and

\[
\pi^\nu_\mu = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & -2I \epsilon H^2 & 0 & 0 \\
0 & 0 & I \epsilon H^2 & 0 \\
0 & 0 & 0 & I \epsilon H^2
\end{bmatrix}. \tag{6.59}
\]

Plugging the value of \( \rho_{em} \) into definition of \( R \) and using the attractor value Eq. (6.51) we obtains \( \rho_{em} \approx RV \) as advertised before. Also Eq. (6.55) indicates that \( E = \sqrt{3I \epsilon H} \) and \( B = 0 \).

### 6.3.2 \( \delta N \) in anisotropic inflation

Our goal here is to calculate the curvature perturbations in this model by employing our \( \delta N \) formalism. As we argued before the contribution of the gauge field into the Hubble expansion rate and total energy density is sub-dominant. This means that the surface of end of inflation is controlled only by the inflaton field. However, the gauge field plays an important role in Klein-Gordon equation and in the evolution of the inflaton field as can be seen in Eq. (6.54).
Perturbing Eq. (6.54) we have,

\[ 2\phi\delta\phi = -4\delta N + 4N\delta I. \]  

As a result

\[ \delta N = -\frac{1}{2}\phi\delta\phi + N\delta I. \]  

Note that, in order to connect to the standard notation we made the replacement \( \alpha \rightarrow N \) so \( \delta \alpha = \delta N \) from now on. Also note that \( R \) is related to \( I \) by Eq. (6.51) so by \( \delta I \), we actually mean \( \delta (R/\epsilon) \). Since it is easier to work with \( \delta I \) than \( \delta R \), we use \( \delta I \) from now on.

The first term in Eq. (6.61) is the contribution of the inflaton field, while the second term is due to the back-reaction of the gauge field on the inflaton dynamics. Also by perturbing Eq. (6.52) we have

\[ \epsilon H \delta I = -\frac{1}{12}RN\delta N + 4R\frac{\delta \dot{A}_x}{\dot{A}_x}. \]  

Now combining Eq. (6.61) and Eq. (6.62) we have

\[ \left( 1 + \frac{12RN}{\epsilon_H} \right) \delta N = -\frac{\phi}{2M_P^2}\delta\phi + \frac{4RN\delta \dot{A}_x}{\epsilon_H \dot{A}_x}. \]  

Now using Eq. (6.51) we have \( RN/\epsilon_H \sim IN \). As we shall see, we require \( NI \ll 1 \) in order not to produce too much anisotropy in power spectrum so we can neglect the second term in the left hand side of Eq. (6.63) and

\[ \delta N \simeq -\frac{\phi}{2M_P^2}\delta\phi + 2IN\frac{\delta \dot{A}_x}{\dot{A}_x}. \]  

This is our result for \( \delta N \) to linear order in terms of \( \delta\phi \) and \( \delta \dot{A} \). Interestingly, since in this model the leading contribution into the anisotropic power spectrum comes from the electric field instead of the magnetic field, we see that in \( \delta N \) only \( \delta \dot{A} \) and not \( \delta A \) appears. This should be compared with the conventional models of \( \delta N \) involving scalar fields \( \phi_I \) in which \( \delta \dot{\phi}_I \) and not \( \partial_t \delta \phi_I \) appears. This is because for light scalar fields \( \delta \dot{\phi}_I \) become negligible on super-horizon scales once the attractor solution has been reached.

To calculate the power spectrum and the higher order correlations, we have to know the behavior of \( \frac{\delta \dot{A}_x}{\dot{A}_x} \) outside the horizon. For this purpose, we have to solve the mode
function for $\delta A_i$ with the initial Bunch-Davies vacuum deep inside the horizon. As shown in [70] the canonically normalized gauge field quantum fluctuations are given by

$$\delta A_i = \sum_{\lambda = \pm} \int \frac{d^3k}{(2\pi)^3/2} e^{i \mathbf{k}.\mathbf{x}} \tilde{\epsilon}_\lambda(k) \frac{\hat{V}_i}{f},$$

(6.65)

in which

$$\hat{V} = a_\lambda(\mathbf{k}) V_\lambda(k) + a_\lambda^*(\mathbf{\bar{k}}) V_{\lambda^*}(k).$$

(6.66)

Here $a_\lambda(\mathbf{k})$ and $a_\lambda^*(\mathbf{\bar{k}})$ represent the annihilation and the creation operators and $\epsilon_\lambda$ for $\lambda = \pm$ represents the circular polarization with the properties $\mathbf{k}.\tilde{\epsilon}_\lambda(\mathbf{k}) = 0$, $\mathbf{k} \times \tilde{\epsilon}_\lambda(\mathbf{k}) = \mp ik \tilde{\epsilon}_\lambda(\mathbf{k})$, normalized via $\tilde{\epsilon}_\lambda^*(\mathbf{k}) \cdot \tilde{\epsilon}_\lambda(\mathbf{k}) = \delta_{\lambda\lambda'}$ and

$$\sum_\lambda \epsilon_{\lambda,i}(\mathbf{k}) \epsilon_{\lambda,j}^*(\mathbf{k}) = \delta_{ij} - \hat{k}_i \hat{k}_j.$$

(6.67)

The mode functions satisfy the evolution equation

$$V_\lambda(k)^{\prime\prime} + \left(k^2 - f_{\prime\prime} f^{\prime^2} \right) V_\lambda(k) = 0,$$

(6.68)

where the prime denotes the derivative with respect to conformal time $d\eta = dt/a(t)$. For $f$ given in Eq. (6.50) the normalized gauge field mode function is the same as that of a massless scalar field in dS space with

$$V_\lambda(k) \simeq \frac{1 + ik \eta}{\sqrt{2k^{3/2}}} e^{-ik \eta}.$$

(6.69)

Using this form of the wave function and the attractor solution Eq. (6.52) one can easily show that on super-horizon scales

$$\frac{\delta \ddot{A}}{A} = \sum_\lambda \tilde{\epsilon}_\lambda \frac{\sqrt{3H}}{\sqrt{2\epsilon_H k^3}} \quad (k < aH)$$

(6.70)

In particular, we see that on super-horizon scale, $\delta A_x/\dot{A}_x$ is a constant.

Now we are in the position to calculate the total effect of the gauge field in curvature perturbation $\zeta$. From Eq. (6.46) and Eq. (6.64) we see that there are two different terms that encode the contributions of the gauge field in $\zeta$. Eq. (6.64) encodes the indirect effects of the gauge field on $\delta N$ originating from its back-reaction on inflaton field dynamics. However, the direct contribution of the gauge field in $\delta N$ is encoded in term $Q$ in Eq. (6.46). As we shall prove below, the contribution from the $Q$ term in
the curvature perturbation is negligible and the leading contribution of the gauge field in curvature perturbation is from its back-reaction effects in Eq. (6.64).

Calculating $Q$ from Eq. (6.47) yields (note that in this model $q^\mu$ is proportional to the product of the electric and magnetic fields and since in this model the magnetic field is zero therefore there is no correction from $q^\mu$)

$$Q = \frac{1}{(\rho + p)} \left( H_a \pi_1^1 + 2H_b \pi_2^2 \right)$$

$$= \frac{2H^2}{(\rho + p)} (H_b - H_a) I \epsilon_H$$

$$= I^2 H \epsilon_H,$$  \hspace{1cm} (6.71)

where we have used $(\rho + p) \simeq \dot{\phi}^2 = 2H^2 \epsilon_H$ and $H_b - H_a = H I \epsilon_H$.

Perturbing Eq. (6.71), we have

$$\delta Q = 2I H \epsilon_H \delta I$$

$$= 2IH \left( -12R \delta N + 4R \frac{\delta \dot{A}_x}{A} \right).$$  \hspace{1cm} (6.72)

Now integrating Eq. (6.72) over $t$ we have,

$$\int_{t_1}^{t_2} \delta Q dt = \int_{t_1}^{t_2} 2I H \left( -12R \delta N + 4R \frac{\delta \dot{A}_x}{A} \right) dt$$

$$= 2IN \left( -12R \delta N + 4R \frac{\delta \dot{A}_x}{A} \right)$$  \hspace{1cm} (6.73)

To perform this integral, we have assumed that $H$ and $R$ are nearly constant in the slow-roll approximation. Furthermore, $\delta \dot{A}_x/\dot{A}_x$ is also nearly constant as can be seen from Eq. (6.70).

Eq. (6.73) indicates that the contribution of $Q$ in $\delta N$ is at the order of $INR \sim NI^2$. However, as we shall see, in order not to produce too much anisotropy we require $IN^2 < 1$ so $NI^2 \ll 1$ and we can safely neglect the contribution of $Q$ in $\delta N$.

In conclusion, the only contribution of the gauge field in curvature perturbations comes in $\delta N$ as given by the second term in Eq. (6.64). As a result we have

$$\zeta = \delta N$$

$$= -\frac{\phi}{2M_P^2} \delta \phi + 2IN \frac{\delta \dot{A}_x}{A}.$$  \hspace{1cm} (6.74)
We are interested in curvature perturbation power spectrum $P_\zeta$ defined via

$$\langle \hat{\zeta}_{\vec{k}_1} \hat{\zeta}_{\vec{k}_2} \rangle = (2\pi)^3 \delta^3(\vec{k}_1 + \vec{k}_2) P_\zeta(\vec{k}_1) \quad , \quad P_\zeta(\vec{k}) = \frac{k^3}{2\pi^2} P_\zeta(k) .$$

(6.75)

We decompose the power spectrum into the isotropic part, $P_0$, coming from the $\delta \phi$ contribution in Eq. (6.74) and the anisotropic power spectrum, $\Delta P$, coming from $\delta \dot{A}_x$ in Eq. (6.74)

$$P_\zeta \equiv P_0 + \Delta P .$$

(6.76)

As usual the isotropic power spectrum is given by

$$P_0 = \frac{H^2}{8\pi^2 M_p^2 \epsilon_H} .$$

(6.77)

To calculate the anisotropic power spectrum we note that $\delta \phi$ and $\delta \dot{A}_x$ are mutually uncorrelated so $\langle \delta \phi \delta \dot{A}_x \rangle = 0$. As a result

$$\Delta P = \frac{k^3}{2\pi^2} 4I^2 N^2 \left\langle \frac{\delta \dot{A}_x(k_1) \delta \dot{A}_x(k_2)}{A_x} \right\rangle = \frac{k^3}{2\pi^2} \epsilon_H k_1^3 N^2 \epsilon_\epsilon \sin^2 \theta = 24 I N^2 \epsilon_\epsilon \epsilon_\epsilon \sin^2 \theta$$

(6.78)

in which the angle $\theta$ is defined via $\cos \theta = \hat{n} \cdot \hat{k}$. Now comparing this with the anisotropy factor $g_\epsilon$ defined via

$$P_\zeta(\vec{k}) = P_0 \left( 1 + g_\epsilon (\vec{k} \cdot \hat{n})^2 \right) .$$

(6.79)

we obtain

$$g_\epsilon = -24 I N^2$$

(6.80)

Very interestingly this is the result obtained in [42, 70] using the standard in-in formalism. The advantage of using $\delta N$ formalism is that we only needed to use the background attractor solutions with the information about $\delta \dot{A}$ at the time of horizon crossing. This should be compared with the tedious analysis employed in [42, 70, 80] using in-in formalism to calculate $\Delta P$. Physically, one expects that the $\delta N$ method to be applicable in this model. The reason is that all the dynamics between the inflaton field and the gauge field
are in the form of local interactions and the dynamics of modes are trivial inside the horizon and at the time of horizon crossing.

As mentioned in \[42, 70\], in order to satisfy the observational bound \( |g_*| < 0.1 \), and taking \( N = 60 \) to solve the horizon and the flatness problems, we require \( I < 10^{-6} \). As a result \( e \) is very close to unity and \( R \ll 1 \) as advertised before.

As emphasized in \[70\] if one allows \( N \) to be too large then the accumulative anisotropies produced from the IR modes can become too large. Therefore, the total number of e-foldings should not be too large in this model.

### 6.4 Bispectrum and Trispectrum

In this section we calculate the bispectrum and the trispectrum in the anisotropic inflation model studied in previous section using our \( \delta N \) method and compare the results with the corresponding results in \[70\] and \[98\] obtained from the standard in-in formalism. As we shall see the results for bispectrum and the trispectrum are in exact agreements.

As usual, in order to calculate the bispectrum and the trispectrum in \( \delta N \) formalism, we have to expand \( \delta N \) to higher orders in perturbations. The expansion of \( \delta N \) to linear order is given in previous section in Eq. (6.74). Here we generalize it to second order. To this purpose, we perturb the attractor solution Eq. (6.52) to second order in fields perturbations

\[
\frac{\delta I}{I} = \frac{2f_{,\phi}}{f} \delta \phi + \frac{2\delta \dot{A}_x}{\dot{A}} + \left[ \left( \frac{f_{,\phi}}{f} \right)^2 + \frac{f_{,\phi\phi}}{f} \right] \delta \dot{\phi}^2 + \left( \frac{\delta \dot{A}}{\dot{A}} \right)^2 + 4\frac{f_{,\phi}}{f} \frac{\delta \dot{A}_x}{\dot{A}} \delta \phi 
- 2\delta N \left( 1 + \frac{2f_{,\phi}}{f} \delta \phi + \frac{2\delta \dot{A}_x}{\dot{A}} \right) + 2\delta N^2.
\]

(6.81)

This formula gives a relation between \( \delta I, \delta N \) and different powers of \( \delta \phi \) and \( \delta \dot{A} \). On the other hand, Eq. (6.61) from the perturbation of the evolution of \( \phi(\alpha) \) gives a relation between \( \delta I, \delta N \) and \( \delta \dot{\phi} \) which is valid to all orders in \( \delta I \) and \( \delta N \). Now plugging back Eq.(6.81) into Eq.(6.61) and keeping the leading corrections from \( I \ll 1 \) we obtain

\[
\delta N = N_{\phi} \delta \phi + N_{A} \delta \dot{A} + \frac{N_{\phi\phi}}{2} \delta \dot{\phi}^2 + \frac{N_{\phi A}}{2} \delta \dot{A}^2 + N_{\phi \dot{A}} \delta \phi \delta \dot{A}_x
\]

(6.82)

in which to leading order in \( I \)

\[
N_{\phi} \simeq -\frac{\phi}{2M_P^2}, \quad N_{\phi\phi} \simeq \frac{2f_{,\phi}}{f^2} + \frac{2f_{,\phi\phi}}{f} \frac{\phi^2}{M_P^4} + \frac{4\phi}{M_P^2} \frac{f_{,\phi}}{f}
\]

(6.83)
and

\[ N_{A} A \simeq \frac{2IN}{A}, \quad N_{A} A \simeq \frac{2IN}{A^2}, \quad N_{\phi A} \simeq \frac{4IN \mu}{A f}. \]  \tag{6.84}

Having calculated \( \delta N \) to second order in Eq. \((6.82)\), we can calculate the bispectrum

\[ B_{\zeta}(k_1, k_2, k_3) \]

defined via

\[ \langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle \equiv (2\pi)^3 \delta^3 \left( \vec{k}_1 + \vec{k}_2 + \vec{k}_3 \right) B_{\zeta}(k_1, k_2, k_3) \] \tag{6.85}

There are three contributions into bispectrum; (a): \( N_{\phi A} N_{\phi A} \langle \delta \phi^4 \rangle \), (b): \( N_{A A} N_{A A} \langle \delta A^4 \rangle \)
and (c): \( N_{\phi A} N_{A A} \langle \delta \phi^2 \delta A^2 \rangle \). The term (a) is the one expected from scalar field theory
and is very small. The term (b) is purely from the gauge field while the term (c) is from
the mixing of inflaton and the gauge field. One expects that the contribution of term
(c) to be sub-leading as compared to the contribution of the term (b). Indeed, a direct
analysis shows that the ratio of (b) to (c) is \( N \) so for \( N \sim 60 \) one can safely neglect the
contribution from the term (c). In conclusion, the leading contribution to the bispectrum
comes from \( \langle \delta A^4 \rangle \) and

\[ \langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle \simeq \frac{1}{2} N_{A} A(k_1)N_{A} A(k_2)N_{A} A(k_3) \int \frac{d^3p}{(2\pi)^3} \langle \delta \dot{A}_x(\vec{k}_1)\delta \dot{A}_x(\vec{k}_2)\delta \dot{A}_x(\vec{p})\delta \dot{A}_x(\vec{k}_3 - \vec{p}) \rangle \]

\[ + 2\text{perm.} = 4I^3N(k_1)N(k_2)N(k_3) \int \frac{d^3p}{(2\pi)^3} \times \]

\[ \langle \delta \dot{A}_x(\vec{k}_1)\delta \dot{A}_x(\vec{k}_2)\delta \dot{A}_x(\vec{p})\delta \dot{A}_x(\vec{k}_3 - \vec{p}) \rangle + 2\text{perm.} \] \tag{6.86}

in which \( N(k_i) \) represents the time when the mode \( k_i \) leaves the horizon. Now in the
Coulomb gauge \( A_0 = 0 \), the gauge field perturbations \( \delta A_i(\vec{k}) \) are given by \[70\]

\[ \frac{\delta \dot{A}_i}{\dot{A}} \biggr|_{t_k} = \sum_{\lambda} \bar{e}_\lambda \frac{\sqrt{3}H}{\sqrt{2\epsilon_H k^3}} \] \tag{6.87}

Plugging these back in Eq. \((6.86)\) yields

\[ \langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle \simeq 288IN(k_1)N(k_2)N(k_3) (2\pi)^3 \delta^3 \left( \vec{k}_1 + \vec{k}_2 + \vec{k}_3 \right) \times \]

\[ \left( C(\vec{k}_1, \vec{k}_2)P_0(k_1)P_0(k_2) + 2\text{perm.} \right), \] \tag{6.88}

in which the momentum shape function \( C(\vec{k}_1, \vec{k}_2) \) is defined via

\[ C(\vec{k}_1, \vec{k}_2) \equiv \left( 1 - (\vec{k}_1 \cdot \hat{n})^2 - (\vec{k}_2 \cdot \hat{n})^2 + (\vec{k}_1 \cdot \hat{n}) (\vec{k}_2 \cdot \hat{n}) (\vec{k}_1 \cdot \hat{k}_2) \right) \] \tag{6.89}
To obtain Eq. (6.88) we have used $P_0(k_1) = \frac{H^2}{4k^3M^2}$ for the isotropic power spectrum and

$$\langle \frac{\delta \hat{A}_i(k_1)}{A} \frac{\delta \hat{A}_j(k_2)}{A} \rangle = \frac{3H^2}{2I\epsilon_H k^3M^2} \left( \delta_{ij} - \hat{k}_i \hat{k}_j \right) (2\pi)^3 \delta^3 \left( \vec{k}_1 + \vec{k}_2 \right) \tag{6.90}$$

Using Eq. (6.88), one can calculate the bispectrum as

$$B_\zeta(\vec{k}_1, \vec{k}_2, \vec{k}_3) = 288IN(k_1)N(k_2)N(k_3) \left( C(\vec{k}_1, \vec{k}_2)P_0(k_1)P_0(k_2) + 2\text{perm.} \right) \tag{6.91}$$

This completes our results for the bispectrum. As expected, the shape of the bispectrum is anisotropic. Very interestingly our formula Eq. (6.88) and Eq. (6.91) agree exactly with the result of [70] obtained using the standard in-in formalism.

To calculate $f_{NL}$ we go to the squeezed limit $k_1 \ll k_2 \simeq k_3$ in which

$$f_{NL}(\vec{k}_1, \vec{k}_2, \vec{k}_3) = \lim_{k_1 \to 0} \frac{5}{12} \frac{B_\zeta(\vec{k}_1, \vec{k}_2, \vec{k}_3)}{P_\zeta(k_1)P_\zeta(k_2)}. \tag{6.92}$$

In this limit we get

$$f_{NL} = 240IN(k_1)N(k_2)^2C(\vec{k}_1, \vec{k}_2) \quad (k_1 \ll k_2 \simeq k_3) \quad (6.93)$$

$$\simeq 10N |g_*| C(\vec{k}_1, \vec{k}_2) \quad (6.94)$$

Taking $N \sim 60$ and $|g_*| \sim 0.1$ and neglecting the orientation-dependence in $f_{NL}$ this leads to large non-Gaussianity $f_{NL} \sim 60$.

Now we are in the position to calculate the trispectrum of our model. The trispectrum is defined via

$$\langle \zeta(k_1)\zeta(k_2)\zeta(k_3)\zeta(k_4) \rangle = (2\pi)^3 \delta^3 \left( \vec{k}_1 + \vec{k}_2 + \vec{k}_3 + \vec{k}_4 \right) T_\zeta(\vec{k}_1, \vec{k}_2, \vec{k}_3, \vec{k}_4). \tag{6.95}$$

In the collapsed limit $\vec{k}_1 + \vec{k}_3 = \vec{k}_2 + \vec{k}_4 = 0$ we can calculate the parameter $\tau_{NL}$ via

$$\tau_{NL}(k_1) = \lim_{\vec{k}_1 + \vec{k}_3 \to 0} \frac{T_\zeta(\vec{k}_1, \vec{k}_2, \vec{k}_3, \vec{k}_4)}{4 P_\zeta(|k_1 + k_3|)P_\zeta(k_1)P_\zeta(k_3)} \tag{6.96}$$

The trispectrum $\langle \zeta(\vec{k}_1)\zeta(\vec{k}_2)\zeta(\vec{k}_3)\zeta(\vec{k}_4) \rangle$ has 6 contributions in the forms of

$$N^2_{\phi A^2 \phi} (\delta \phi^6), \quad N^2_{\phi A^2 \phi} N^2_{\phi A^2 \phi} (\delta \phi^4 \delta \hat{A}^2), \quad N^2_{\phi A^2 \phi} N^2_{\phi A^2 \phi} (\delta \phi^2 \delta \hat{A}^4),$$

$$N_{\phi A^2 \phi} N_{\phi A^2 \phi} N_{\phi A^2 \phi} (\delta \phi^2 \delta \hat{A}^4), \quad N_{\phi A^2 \phi} N_{\phi A^2 \phi} N_{\phi A^2 \phi} (\delta \phi^4 \delta \hat{A}^2)$$
and $N_{AA}^2N_{AA}^2\langle \delta \hat{A}^6 \rangle$. As in the case of bispectrum, one can easily check that the last term has the dominant contribution in trispectrum. Therefore to leading order we have

$$\langle \zeta(\vec{k}_1)\zeta(\vec{k}_2)\zeta(\vec{k}_3)\zeta(\vec{k}_4) \rangle \simeq N_{AA}\langle k_1 \rangle N_{AA}\langle k_2 \rangle N_{AA}\langle k_3 \rangle N_{AA}\langle k_4 \rangle \int \frac{d^3p}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} \langle \delta \hat{A}_x(\vec{k}_3)\delta \hat{A}_x(\vec{k}_4)\delta \hat{A}_i(\vec{q})\delta \hat{A}_4(\vec{k}_1 - \vec{q})\delta \hat{A}_j(\vec{k}_2 - \vec{p}) \rangle + 5\text{perm.}$$

$$= 3456IN\langle k_1 \rangle N\langle k_2 \rangle N\langle k_3 \rangle N\langle k_4 \rangle \left( D(\vec{k}_3, \vec{k}_4, \vec{k}_1 + \vec{k}_3)P(k_3)P(k_4) + 11\text{perm.} \right) (2\pi)^3 \delta^3(\vec{k}_1 + \vec{k}_2 + \vec{k}_3 + \vec{k}_4), \quad (6.97)$$

in which $D(\vec{k}_3, \vec{k}_4, \vec{k}_1 + \vec{k}_3)$ refers to the trispectrum’s shape function and is given by

$$D(\vec{k}_3, \vec{k}_4, \vec{k}_1 + \vec{k}_3) = 1 - (\vec{k}_4, \vec{n})^2 - (\vec{k}_3, \vec{n})^2 - (\vec{k}_1 + \vec{k}_3, \vec{n})^2 + (\vec{k}_3, \vec{n})(\vec{k}_4, \vec{n})(\vec{k}_3, \vec{k}_4)$$

$$+ (\vec{k}_4, \vec{n})(\vec{k}_1 + \vec{k}_3, \vec{n})(\vec{k}_1 + \vec{k}_3, \vec{k}_4)(\vec{k}_1 + \vec{k}_3, \vec{n})(\vec{k}_1 + \vec{k}_3, \vec{k}_3)$$

$$- (\vec{k}_3, \vec{n})(\vec{k}_4, \vec{n})(\vec{k}_1 + \vec{k}_3, \vec{k}_3)(\vec{k}_1 + \vec{k}_3, \vec{k}_4). \quad (6.98)$$

Comparing Eq. (6.98) with the definition of trispectrum we obtain

$$T_\zeta(\vec{k}_1, \vec{k}_2, \vec{k}_3, \vec{k}_4) = 3456IN\langle k_1 \rangle N\langle k_2 \rangle N\langle k_3 \rangle N\langle k_4 \rangle \left( D(\vec{k}_3, \vec{k}_4, \vec{k}_1 + \vec{k}_3)P_\zeta(k_3)P_\zeta(k_4)P_\zeta(\vec{k}_1 + \vec{k}_3) \right) + 11\text{perm.} \right). \quad (6.99)$$

Now going to the collapsed limit $\vec{k}_1 + \vec{k}_3 = \vec{k}_2 + \vec{k}_4 = 0$ and using the definition of $\tau_{NL}$ given in Eq. (6.96) we obtain

$$\tau_{NL}(k_1, k_2, k_3, k_4) \simeq 3456IN\langle k_3 \rangle^2 N\langle k_4 \rangle^2 D(\vec{k}_3, \vec{k}_4, \vec{k}_1 + \vec{k}_3). \quad (6.100)$$

As in the case of bispectrum the trispectrum is anisotropic so $\tau_{NL}$ has direction-dependence. Comparing our trispectrum with the results of [98] obtained from in-in formalism, we find the exact agreement between these two results.

Now we are in the position to check the SY inequality between $f_{NL}$ and $\tau_{NL}$ which states

$$\tau_{NL} \geq \left( \frac{6}{5}f_{NL} \right)^2. \quad (6.101)$$

The importance of SY inequality as a tool to rule out inflationary scenarios was studied in [91], [95]. The SY inequality presented in the form of Eq. (6.101) is for the models in
which $f_{NL}$ and $\tau_{NL}$ are either scale-invariant or have the same scale-dependence. In our case, see also [102, 103], we have complicated shape-dependent for $f_{NL}$ and $\tau_{NL}$ so the original SY inequality as given in Eq. (6.101) is not applicable. Instead, in [97] a general integral representation of SY is proved which states

$$\int d^3q_1d^3q_2\tau_{NL}(\vec{q}_1,\vec{k} - \vec{q}_1,\vec{q}_2,\vec{k} - \vec{q}_2)P_\zeta(q_1)P_\zeta(q_2) \geq \left( \int d^3q_6\left(\frac{6}{5}f_{NL}(\vec{q}_6,\vec{k} - \vec{q}_4,\vec{k}_3,\vec{k}_4)P_\zeta(q_4)\right)^2 \right)^2 \tag{6.102}$$

in which $k \to 0$. As demonstrated in [98] this integral form of SY inequality does hold in our model if we assume $g_* < 1$. Indeed, the condition $g_* < 1$ is necessary from the observational constraints on the power spectrum and the consistency of our starting assumption that the anisotropic power spectrum is sub-leading so $\Delta P < P_0$.

To see qualitatively that the SY inequality in its simple form, Eq. (6.101), does hold in our model, let us neglect the direction-dependence in $f_{NL}$ and $\tau_{NL}$ coming from $D(\vec{k}_3,\vec{k}_4,\vec{k}_1 + \vec{k}_3)$ and $C(\vec{k}_1,\vec{k}_2)$. As a result

$$\frac{\tau_{NL}(k_1,k_2,k_3,k_4)}{\left(\frac{6}{5}\right)^2f_{NL}(k_3)f_{NL}(k_4)} \approx \frac{1}{g_*} \quad (g_* < 1) \tag{6.103}$$

in which we have taken $N(k_i) = N$ and $g_* \approx -24N^2$ from Eq. (6.80). Demanding that $g_* < 1$ from the cosmological observations and also from the consistency of our analysis we conclude that $\tau_{NL} > \frac{5}{6}(f_{NL})^2$ so the SY inequality does hold.

### 6.5 Summary

In this chapter, we have presented the consistent $\delta N$ formalism in anisotropic backgrounds. We have demonstrated that the separate universe approach works. In each homogenized patch the local continuity equation and the local Friedmann equation hold which have the same form as the corresponding background equations. We note that the Hubble expansion rate appearing in continuity equation, $H(x,t)$, and the Hubble expansion rate appearing in Friedmann equation, $\mathcal{H}(x,t)$, are different.

The anisotropic pressure has two different effects in $\delta N$ analysis. One is the direct effect encoded by the term containing $Q$ in Eq. (6.47). The second effect is indirect and comes from the back-reactions of the source of anisotropic pressure on the dynamics of other fields, such as the inflaton field. We have calculated these two effects in model of
anisotropic inflation containing a $U(1)$ gauge field. We have shown that the second effect, i.e. the back-reaction effect, is much larger than the direct effect coming from the $Q$ term in $\delta N$ formula. In previous works in the literature, this back-reaction effect during inflation was not taken into account. The gauge field contribution $\delta A_i$ is added trivially as a non-interacting field during inflation.

Taking into account the back-reaction of gauge field on inflaton dynamics, we have calculated $\delta N$ to linear and to second order in perturbations. We have demonstrated that our $\delta N$ formalism exactly reproduces the power spectrum and the bispectrum results obtained in previous works using standard in-in formalism. This is a non-trivial verification of the validity of our $\delta N$ analysis. The advantage in using $\delta N$ formalism is that all we need to know to calculate the power spectrum and higher order correlations is the background dynamics and the profile of gauge field fluctuations on super-horizon scales. This method seems to be considerably simpler than the standard in-in formalism.

We also calculated the bispectrum and the trispectrum in anisotropic inflation model. The bispectrum and the trispectrum are both orientation-dependent and scale-dependent. As a result the SY inequality in its simple form is not applicable. However, a generalization of the SY inequality in its integrated form indeed holds.
Chapter 7

Primordial Anisotropies in Gauged Hybrid Inflation

Abstract: In this chapter, we study primordial anisotropies generated in the model of gauged hybrid inflation in which the complex waterfall field is charged under a $U(1)$ gauge field. Primordial anisotropies are generated either actively during inflation or from inhomogeneities modulating the surface of end of inflation during waterfall transition. Using our consistent $\delta N$ mechanism in the previous chapter, we calculate the anisotropic power spectrum and bispectrum. We show that the primordial anisotropies generated at the surface of end of inflation do not depend on the number of e-folds and therefore do not produce dangerously large anisotropies associated with the IR modes. Furthermore, one can find the parameter space that the anisotropies generated from the surface of end of inflation cancel the anisotropies generated during inflation, therefore relaxing the constrains on model parameters imposed from IR anisotropies. We also show that the gauge field fluctuations induce a red-tilted power spectrum so the averaged power spectrum from the gauge field can change the total power spectrum from blue to red. Therefore, hybrid inflation, once gauged under a $U(1)$ field, can be consistent with the cosmological observations.
7.1 Introduction

Having presented the consistent $\delta N$ formalism for the anisotropic universe in the previous chapter, here we consider one application of this setup for a very specific inflationary model, i.e. Gauged Hybrid Inflation, in which the waterfall is a complex scalar field coupled to the $U(1)$ gauge field. The interesting property of this model is that primordial anisotropies can be generated both during inflation and also at the surface of end of inflation via waterfall phase transition. In addition, in this scenario, the surface of end of inflation is controlled by the waterfall field which is coupled to a $U(1)$ gauge field.

It was argued in [31] that the inhomogeneities sourced by the gauge field fluctuations $\delta A_\mu$ at the surface of end of inflation can lead to statistical anisotropies. Here we use our consistent $\delta N$ formalism, as was developed in the previous chapter, and revisit the generation of the anisotropies at the end of inflation. This also allows us to revisit the original idea of Yokoyama-Soda in [31]. One novel feature of generating anisotropies at the surface of end of inflation is that the large unwanted anisotropy sourced by the cumulative IR contributions of super-horizon modes [70], scaling like $N^2$ as a function of the total number of e-folds $N$, does not show up.

This chapter follows the material of [146].

7.2 Gauged Hybrid Inflation

In this section we present our setup of anisotropic inflation, the gauged hybrid inflation model.

As we already saw in chapter 4, the system contains the inflaton field $\phi$, the complex waterfall field $\psi$ and the gauge field $A_\mu$. As in standard hybrid inflation scenarios [44, 123], the waterfall field is responsible to terminate inflation abruptly. In this model, both inflaton and the gauge field are coupled to waterfall field so the surface of end of inflation is controlled both by the inflaton field and the gauge field. The gauge field fluctuations source anisotropy at the surface of end of inflation as advocated in [31]. Here we study anisotropies generated at the surface of end of inflation as well as anisotropies generated actively during inflation using a consistent $\delta N$ formalism following the method employed in [74].
Since the background behavior of this model has been considered in previous chapters, we skip considering this in detail here and go directly to the final presented results in the previous chapters,

\[ \dot{A}^2 f^2 e^{-2\alpha} = I\epsilon V, \]  
\[ M_P^{-2} \frac{d\phi}{d\alpha} \simeq -\frac{V_{\phi}}{V} + \frac{c-1}{c} \frac{V_{\phi}}{V}. \]  

### 7.2.1 Solving for N

Having specified the form of \( f(\phi) \) we are ready to solve \( N \) in terms of background fields dynamics. First, let us calculate \( N \) as a function of the scalar field \( \phi \). As described before, during the attractor phase the gauge field’s back-reaction on inflaton dynamics is not negligible. The evolution of \( \phi \) as a function of number of e-folds is given by

\[ \frac{d\phi}{d\alpha} = (I - 1) \frac{M_P^2 V_{\phi}}{V} = (I - 1) \frac{2\phi}{p_c}. \]  

Note that the effects of gauge field back-reaction on inflaton dynamics is captured by the factor \( I \) in Eq. (7.3). If we set \( I = 0 \), then the gauge field has no effect on inflaton dynamics and one recovers the standard formula for \( N(\phi) \) as in conventional hybrid inflation scenarios. Note that this is the critical limit in which the gauge field plays the role of an iso-curvature field during inflation. In other words, in the critical case we have turned on the conformal factor \( f(\phi) \) such that the gauge field fluctuations barely survive the background expansion and becomes exactly scale-invariant.

One can easily solve Eq. (7.3) to obtain

\[ N(\phi) \simeq \frac{p_c}{2(I - 1)} \ln \left( \frac{\phi}{\phi_f} \right). \]  

Note that we have replaced \( \alpha = N \) and used the convention that \( N \) is counted from the time of end of inflation \( N_f = 0 \) such that at the start of inflation where \( \phi = \phi_i \), we have \( N = N_i \simeq -60 \). Eq. (7.4) is one of our starting key formula to find the final \( \delta N \) expression.

Now we calculate \( N \) as a function of the background gauge field dynamics. The key information is that during the attractor phase \( R \) reaches a constant value as given by Eq. (6.51). Plugging Eq. (6.51) for definition of \( R \) in Eq. (5.2) and noting that
\[ f \simeq (a/a_f)^{-2} = e^{-2N} \] we obtain
\[ A = \sqrt{\frac{2R}{3}} M_P \left( e^{3N} - 1 \right) + A_f, \] (7.5)
in which \( A_f \) denotes the value of the gauge field at the end of inflation. From Eq. (7.5) we see that the gauge field is completely negligible during the most of the period of inflation in which \( N < 0 \) and grows exponentially towards the end of inflation when it approaches its final value \( A_f \). Note that in the critical case in which \( R \to 0 \), we have \( A \simeq A_f \) as expected for an iso-curvature field.

Alternatively, one can invert Eq. (7.5) to find \( N \) as a function of \( A \)
\[ N = \frac{1}{3} \ln \left( \sqrt{\frac{3}{2R}} \left( \frac{A - A_f}{M_P} \right) + 1 \right). \] (7.6)
This is our second key formula to express the final formula of \( \delta N \) in terms of the background fields perturbations.

Our last task in finding \( \delta N \) is to take into account the contributions from the surface of the end of inflation in \( \delta N \). Here we follow closely the method developed in multi-brid inflation \[126, 127\]. We parameterize the surface of end of inflation in Eq. (4.60) via \[53\]
\[ \phi_f = \phi_c \cos \gamma, \quad A_f = \frac{g \phi_c}{e} \sin \gamma. \] (7.7)
We note that the angle \( \gamma \) should be treated as an independent variables so when we calculate \( \delta N \), we have to take into account the perturbations in \( \gamma(\phi, A) \) which represents the contribution of the surface of the end of inflation in \( \delta N \).

### 7.2.2 Calculating \( \delta N \)

Our goal is to calculate \( \delta N \) up to second order in \( \delta \phi \) and \( \delta A \) perturbations. We relegate the details of the analysis to Appendix [G.1]. However, before using \( \delta N \) formalism in this setup, one has to verify the validity of the gradient expansion and the separate Universe approach as studied in \[83, 85, 86, 87\]. We demonstrate the validity of the separate Universe approach for our setup to second order in perturbation theory in Appendix [H.1]. This will allow us to use \( \delta N \) formalism to calculate the power spectrum and the bispectrum.

Calculating \( \delta N(\phi, A) \) up to second order we have
\[ \delta N = N_\phi \delta \phi + N_A \delta \dot{A} + N_{\phi \dot{A}} + \frac{N_{\phi \phi}}{2} \phi^2 + \frac{N_{A A}}{2} \dot{A}^2 + \frac{N_{A \dot{A}}}{} \delta A^2 \]
\[ + N_{\phi A} \delta \phi \dot{A} + N_{\phi A} \delta \phi A_x + N_{A A} \delta \dot{A} A, \] (7.8)
in which to leading order in $R \ll 1$, for linear terms we have

$$N_\phi = \frac{p_c}{2(I-1)} \frac{1}{\phi^2} \phi + \frac{eM_pp_c}{6\phi_c g (I-1) \cos \gamma} \sqrt{6R} \tan \gamma \frac{f_\phi}{f}$$ \hspace{1cm} (7.9)

$$N_\dot{A} = -\frac{2NI}{(I-1)} \frac{e p_c}{6g(I-1) \cos \gamma \phi_c} \sqrt{6R} \left( \frac{1}{\dot{A}} \right)$$ \hspace{1cm} (7.10)

$$N_A = \frac{e p_c}{2g\phi_c (I-1) \cos \gamma} \tan \gamma$$ \hspace{1cm} (7.11)

We note that in above expressions, the first term in $N_\phi$ represents the usual contribution in curvature perturbations from the inflaton field except with the small correction from the gauge field back-reaction given by the factor $I$ in the denominator. The second term in $N_\phi$, proportional to $e$, represents the contribution in isotropic power spectrum from the inhomogeneities generated at the surface of end of inflation. On the other hand, the first term in $N_\dot{A}$, containing $NI$, represents the anisotropies generated actively during inflation from $\delta \dot{A}_i$ fluctuations. This is the crucial contribution first derived in the analysis of \cite{74} in the $\delta N$ formalism. Furthermore, the second term in $N_A$ containing $e$, represents the anisotropies generated purely at the surface of end of inflation again from the $\delta \dot{A}_i$ fluctuations. This is obtained for the first time in this work in the context of $\delta N$ formalism.

As we shall see, this is the term which captures the anisotropies generated from the surface of end of inflation as envisaged by Yokoyama and Soda in \cite{31}. Finally, the term $N_A$ represents the anisotropies generated purely from the surface of end of inflation from $\delta \dot{A}_i$ fluctuations. This is the term which was included in the analysis of \cite{53}. As we shall see below, the contribution from $N_A$ term is exponentially suppressed compared to the contribution from $N_\phi$ and $N_\dot{A}$, consistent with the analysis of \cite{53}. However, in the analysis of \cite{53} the crucial contribution of $N_\dot{A}$, Eq. (7.10), was not included which has led to the conclusion different than the result obtained in \cite{31}.

Correspondingly, for the non-linear terms we get

$$N_{\phi \phi} = -\frac{p_c}{2(I-1)} \frac{1}{\phi^2} \phi - \frac{2NI}{(I-1)^2} \left( \frac{f_\phi}{f} \right)^2 \frac{f_{\phi \phi}}{f} + \frac{e^2 M_p^2 p_c}{6g^2 \phi_c^2 (I-1) \cos^4 \gamma} \left( \frac{f_\phi}{f} \right)^2 \frac{I\epsilon}{f}$$ \hspace{1cm} (7.12)

$$N_{AA} = \frac{e^2 p_c}{3g(1-I)^2 \cos^2 \gamma} \frac{(\sin^2 \gamma + 1)}{\cos^4 \gamma}$$ \hspace{1cm} (7.13)

$$N_{\dot{A} \dot{A}} = \left( -\frac{2NI}{(I-1)} + \frac{e^2 R p_c}{3g^2(1-I)} \frac{\sin^2 \gamma + 1}{\cos^4 \gamma} \frac{M_P^2}{\phi_c^2} - \frac{2eM_p}{6g(I-1)^2 \cos \gamma \phi_c^2} \sqrt{6R} \right) \frac{1}{\dot{A}^2}$$ \hspace{1cm} (7.14)
\[ N_{A\phi} = \frac{e^2 p_c}{6g^2(I-1)} \frac{(\sin^2 \gamma + 1) M_P f}{\cos \gamma} \sqrt{6R} - \frac{e I p_c}{g(I-1)^2 \cos \gamma} \tan \gamma f_{\phi} \] (7.15)

\[ N_{AA} = -\frac{I p_c}{(I-1)^2 \phi_c} - \frac{4NI}{(I-1)^2 \phi_c f} + \frac{e^2 M_P^2 p_c}{6g^2(I-1) \phi_c^2 \cos^4 \gamma} \frac{i \epsilon}{1} + \frac{e p_c}{6g(I-1)} \cos \gamma \frac{\sqrt{6R}}{\phi_c} \frac{1}{-4I} . \] (7.16)

\[ N_{A\phi} = -\frac{I p_c}{(I-1)^2 \phi_c} - \frac{4NI}{(I-1)^2 \phi_c f} + \frac{e^2 M_P^2 p_c}{6g^2(I-1) \phi_c^2 \cos^4 \gamma} \frac{i \epsilon}{1} + \frac{e p_c}{6g(I-1)} \cos \gamma \frac{\sqrt{6R}}{\phi_c} \frac{1}{-4I} . \] (7.17)

For the future reference, we note that if we set \( I = 0 \) in the above expressions, we obtain the results in the critical limit \( p = p_c \) in which the gauge field does not back-react on the inflaton dynamics and its contributions into anisotropies are generated purely from the surface of end of inflation controlled by the gauge coupling \( e \).

### 7.2.3 Seed Quantum Fluctuations

Having calculated \( \delta N \) to second order in fields perturbations we are ready to calculate the power spectrum and the bispectrum. Before doing that, we need some information about the statistical properties of \( \delta \phi \) and \( \delta A \) fluctuations necessary for \( \delta N \) analysis. As usual, we take \( \delta \phi \) to be a near scale-invariant perturbations with amplitude \( H/2\pi \) at the time of horizon crossing such that

\[ \langle \delta \phi_k \delta \phi_{k'} \rangle \equiv (2\pi)^3 P_{\delta \phi}(k) \delta^3(k + k') , \quad P_{\delta \phi} \equiv \frac{k^3}{2\pi^2} P_{\delta \phi}(k) = \left( \frac{H_*}{2\pi} \right)^2 . \] (7.18)

Note that this is calculated at the time when the mode of interest leaves the horizon, denoted by * , when \( k = a_* H_* \).

To find the power spectrum of gauge field fluctuations we solve the mode function for \( \delta A_i \) with the initial Bunch-Davies vacuum when the mode of interest is deep inside the horizon. The canonically normalized gauge field quantum fluctuations are decomposed via

\[ \delta A_i = \sum_{\lambda = \pm} \int \frac{d^3 k}{(2\pi)^{3/2}} e^{i \mathbf{k} \cdot \mathbf{x}} \epsilon_{\lambda}(\mathbf{k}) \frac{\hat{V}_i}{f} , \] (7.19)

where

\[ \hat{V} = a_{\lambda}(\mathbf{k}) V_{\lambda}(k) + a_{\lambda}^\dagger(-\mathbf{k}) V_{\lambda}^\ast(k) . \] (7.20)

As usual \( a_{\lambda}(\mathbf{k}) \) and \( a_{\lambda}^\dagger(\mathbf{k}) \) represent the annihilation and the creation operators. Furthermore, \( \epsilon_{\lambda} \) represents the circular polarization for \( \lambda = \pm \), satisfying \( \mathbf{k} \cdot \epsilon_{\pm}(\mathbf{k}) = 0 \), \( \mathbf{k} \times
\[ \bar{e}_\pm(k) = \mp i k \bar{e}_\pm(k), \bar{e}_\lambda(-k) = \bar{e}_\lambda(k)^*, \] normalized such that \( \bar{e}_\lambda(k) \cdot \bar{e}_\lambda(k)^* = \delta_{\lambda\lambda'} \) and

\[ \sum_\lambda \epsilon_{\lambda,i}(k) \epsilon_{\lambda,j}^*(k) = \delta_{ij} - \hat{k}_i \hat{k}_j. \] (7.21)

As we have seen in the previous chapter, the mode function for the gauge field would be,

\[ V_\lambda(k) \simeq \frac{1 + i k \eta}{\sqrt{2 k^3/2 \eta}} e^{-i k \eta}. \] (7.22)

As a result, on super-horizon scales we obtain \[ \delta A \] is scale-invariant on super-horizon scales which is crucial for our analysis below. This is a consequence of turning on the conformal factor \( f(\phi) \) with the specific form given in Eq. (5.6).

One crucial point to mention is that although \( V_\lambda(k) \) has the profile of a massless scalar field fluctuations as given in Eq. (7.22), but the profile of gauge field \( \delta A \) is related to \( V_\lambda(k) \) by additional factor of \( f(\phi)^{-1} \) as shown in Eq. (7.19). As a result, the power spectrum of \( \delta A, P_{\delta A} \), is hugely suppressed compared to \( P_{\delta \phi} \). More specifically

\[ P_{\delta A_*} = P_{\delta \phi} \simeq e^{4 N_*} P_{\delta \phi_*}. \] (7.24)

Noting that \( N_* \simeq -60 \), we conclude that \( P_{\delta A_*} \ll P_{\delta \phi} \). This was the key argument in [53] as why the method employed in [31] does not work. As we discussed in previous sub-section, in the paragraph after Eq. (7.11), in order to reproduce the results of [31] correctly, we have to take into account the contribution of \( \delta \dot{A}/\dot{A} \), represented by \( N_4 \) in Eq. (7.10), which is scale-invariant as given in Eq. (7.23) following the method developed in [74]. This was the crucial missing piece in the analysis of [53].

### 7.3 Power Spectrum

Having calculated \( \delta N \) to second order in Eq. (7.8) we can calculate the power spectrum and the bispectrum using the standard formula

\[ R(x,t) = \delta N(\phi, A). \] (7.25)
The power spectrum analysis are presented here while the bispectrum analysis are given in next Section.

The quantities $N_\phi, N_A$ and $N_{\dot{A}}$ are given in Eqs. (7.11), (7.10) and (7.11). As a result

$${\mathcal{P}}_R = N_\phi^2 {\mathcal{P}}_{\delta\phi} + \dot{A}^2 N_A^2 {\mathcal{P}}_{\delta A/\dot{A}} + N_{\dot{A}}^2 {\mathcal{P}}_{\delta\dot{A}}$$

(7.26)

As argued in Eq. (7.24), one can safely neglect the contribution of $P_{\delta\dot{A}}$ in the above formula since it is exponentially suppressed compared to $P_{\delta\phi}$. This is reminiscent of the argument used in [53]. However, as will show, the source of anisotropy is actually from $P_{\delta A/\dot{A}}$. Neglecting the contribution of $P_{\delta A}$ we obtain

$${\mathcal{P}}_R \simeq {\mathcal{P}}_R^{(0)} + \dot{A}^2 N_A^2 {\mathcal{P}}_{\delta A/\dot{A}},$$

(7.27)

in which the isotropic power spectrum is calculated to be

$${\mathcal{P}}_R^{(0)} = N_{\phi}^2 {\mathcal{P}}_{\phi*} = \left( \frac{p_c H_*}{4 \pi \phi_*} \right)^2 \left[ 1 + \frac{e p_c M_P \tan \gamma}{g_{\phi c} \cos \gamma} \sqrt{\frac{2R}{3}} \right]^2,$$

(7.28)

in which $\phi_* \simeq \phi_f$ which is a good approximation in hybrid inflation, the fractional change in power spectrum due to anisotropies from the gauge fields is

$$\frac{\Delta {\mathcal{P}}_R}{{\mathcal{P}}_R^{(0)}} = \left( \frac{\sqrt{24NI^2} - \frac{e}{g} \tan \gamma}{\frac{e p_c M_P \tan \gamma}{g_{\phi c} \cos \gamma} \sqrt{\frac{2R}{3}}} \right)^2 \sin^2 \theta.$$

(7.32)
Now, in the limit in which \( R = I \epsilon / 2 \ll 1 \) (assuming the pre-factor in denominator above does not diverge for typical value of \( e \) and \( \gamma \)) we obtain

\[
g_* \simeq - \left( \sqrt{24IN^2 - \frac{e}{g} \tan \gamma} \right)^2.
\]  

(7.33)

This is one of the main results of this paper.

Eq. (7.33) is very interesting. The first term in the bracket captures the effects of anisotropy generated actively during inflation [42, 70, 74, 80]. As is well-known the anisotropy generated during inflation is given by

\[
g_*|_{IR} = -24IN^2
\]

(7.34)

in which the subscript IR indicates the accumulative contributions of the IR modes which leave the horizon at \( N \) e-folds towards the end of inflation. As mentioned in [70] the IR contribution can become too large so in order not to produce too much anisotropy from IR accumulations one requires that \( N \) is not too large. With \( N = 60 \) to solve the flatness and the horizon problem, and \( |g_*| \lesssim 10^{-2} \) in order to satisfy the observational bounds, one requires \( I \lesssim 10^{-7} \).

The second term in Eq. (7.33) represents the anisotropy generated purely from the surface of end of inflation. This is the contribution advocated originally in [31]. Denoting this contribution by \( g_*|_e \) we have

\[
g_*|_e = -\frac{e^2}{g^2} \tan^2 \gamma.
\]

(7.35)

Note that this term exists even we set \( I = 0 \). This is the critical limit in which the gauge field becomes an iso-curvature field which does not contribute into power spectrum during inflation but can generate additional anisotropic curvature perturbations from the inhomogeneities generated at the surface of end of inflation a la Lyth [122]. We can also compare our expression for \( g_*|_e \) with the value for \( g_* \) obtained in [31], see also [53] and [54]. Interestingly, we find that in the physical limit in which \( |g_*| \ll 1 \), our value for \( g_*|_e \) agrees with \( g_* \) obtained in [31]. This may seem somewhat surprising, since in the analysis of [31] the exponential evolution of the gauge field during inflation and the the effects of \( N_A \) in \( \delta N \) expansion is not taken into account. However, the analysis of [31] relies crucially on the idea of [54] in which the inhomogeneities at the surface of end of
inflation are generated from a scale-invariant perturbation, which in our case it is $\delta \dot{A}/\dot{A}$. The fact that the fluctuations $\delta \dot{A}/\dot{A}$ are massless and scale-invariant guarantees that the method proposed in [122] still applies in the analysis of [31]. This is the reason why the results obtained in [31] are correct as a matter of principle independent of their somewhat ad-hoc $\delta N$ analysis.

One curious conclusion from Eq. (7.33) is that one can choose the parameter space such that the anisotropies generated actively during inflation are cancelled from the anisotropies generated from the surface of end of inflation, yielding $g_* = 0$. For this to happen one requires

$$\tan \gamma = \frac{g}{e} \sqrt{24IN^2}. \quad (7.36)$$

For a given value of number of e-foldings $N$, this determines how one should approach the surface of end of inflation in order to obtain $g_* = 0$. Of course, in this limit, one should take into account the sub-leading terms containing factors of $I$ in $1 - I$ expressions and so on in $\delta N$ expression in previous sub-section. Nonetheless, it may be possible to achieve $g_* = 0$ to higher order in $I$ too.

One interesting implication of Eq. (7.33) is that one does not need to impose the strong fine-tuning $I \lesssim 10^{-7}$ anymore. The smallness of $g_*$ is now controlled by the near cancellation of the two terms in Eq. (7.33) instead of requiring the first term, containing $\sqrt{IN^2}$, itself to be small.

Now let us look at the spectral tilt, $n_s$. Similar to [115] we have

$$n_s - 1 = \frac{d \ln P_R}{d \ln k} = (n_s^{(0)} - 1) + \cos^2 \theta \frac{dg_*}{1 + g_* \cos^2 \theta} \frac{dg_*}{d \ln k}, \quad (7.37)$$

in which $n_s^{(0)}$ represents the spectral index obtained from the isotropic power spectrum. In conventional models of hybrid inflation in which the waterfall is a real field and is not gauged under the $U(1)$ field $n_s^{(0)} > 1$ so the power spectrum is blue-tilted. As a result, the simple models of hybrid inflation are ruled out from the PLANCK data which requires $n_s < 1$. On the other hand, with $g_*$ given in Eq. (7.33), the change in spectral index induced by anisotropies, $\Delta n_s$, in the limit $|g_*| \ll 1$ is obtained to be

$$\Delta n_s \simeq -\sqrt{-96Ig_* \langle \cos^2 \theta \rangle} = -\frac{\sqrt{-96Ig_*}}{3}, \quad (7.38)$$
in which we have taken the average value $\langle \cos^2 \theta \rangle = 1/3$.

Interestingly, anisotropies, once averaged over the whole sky, generate a red-tilted power spectrum. This may help to generate a red-tilted power spectrum for hybrid inflation. As an example, suppose we take $g_* \sim -10^{-2}$ and $I \sim 10^{-2}$, then we obtain $\Delta n_s \sim -0.03$ which can bring the value of $n_s$ in models of gauged hybrid inflation within the desired range of PLANCK data. Having this said, this value of $I$ may seem too large compared to results obtained in [42, 70, 74, 80]. However, in those works anisotropies are generated during inflation so $g_*$ is given in Eq. (7.34), yielding $I \sim 10^{-7}$. However, in our model, as we mentioned before, anisotropies generated at the surface of end of inflation can nearly cancel the anisotropies generated during inflation so one can saturate the observational bound on $g_*$ without requiring very small value of $I$. Therefore, taking a value of $I$ much larger than the value required in [42, 70, 74, 80] is easy in our model.

Before ending this section we comment that we have neglected the contributions of the waterfall quantum fluctuations and the longitudinal excitation in curvature perturbations. The reason is that the waterfall is very massive during inflation and its power spectrum is highly blue-tilted. As studied in great details in [130, 131, 134, 135, 132, 133] the contributions of the waterfall on large scale (i.e. CMB scale) curvature perturbations are exponentially suppressed. Similarly, the longitudinal mode is very massive and its excitations are highly suppressed compared to the transverse modes. As demonstrated in [80] in a similar model, the contributions of the longitudinal excitation in curvature perturbations are exponentially suppressed compared to the transverse mode.

7.4 Bispectrum

In this Section we calculate the Bispectrum of our model. For similar analysis in anisotropic inflation background of [37] see [70, 128]. As demonstrated in [74] the main contribution in bispectrum comes from the $N_{AA}$ terms. The contributions from terms containing $N_{\phi\phi}$ are slow-roll suppressed as demonstrated by Maldacena [129]. Furthermore, similar to power spectrum case, terms containing $N_{AA}, N_{A\dot{A}}$ and $N_{A\phi}$ are suppressed as argued in Eq. (7.24). In addition, one can check that the contribution from the term $N_{A\phi}$ is suppressed by a factor of $1/N$ compared to the contribution from the $N_{A\dot{A}}$ term. As a result,
in our analysis below we consider the contributions from $N_{A\dot{A}}$ term.

Calculating the three point function, and taking $I \ll 1$, we obtain

$$
\langle R_i(k_i) R_j(k_j) R_l(k_l) \rangle \simeq N_{A\dot{A}}(k_1) N_{A\dot{A}}(k_2) N_{A\dot{A}}(k_3) \int \frac{d^3p}{(2\pi)^3} \langle \delta \dot{A}_x(k_1) \delta \dot{A}_x(k_2) \delta \dot{A}_x(p) \rangle \\
+ 2\text{perm.} = \left( N_{k_1} I - \frac{e^2 R p_c (\sin^2 \gamma + 1) M_P^2}{6 g^2 \cos^4 \gamma} \phi_e \right) \times \left( 2 N_{k_2} I - \frac{e p_c \tan \gamma M_P}{6 g \cos \gamma} \phi_e \right) \times \left( 2 N_{k_3} I - \frac{e p_c \tan \gamma M_P}{6 g \cos \gamma} \phi_e \right) \times \\
\left( N_{k_3} I - \frac{e^2 R p_c (\sin^2 \gamma + 1) M_P^2}{6 g^2 \cos^4 \gamma} \phi_e \right) \times \left( \frac{e^2 R p_c}{6 g^2} \right) \times \left( \frac{e p_c \tan \gamma M_P}{6 g \cos \gamma} \phi_e \right) \times \left( \frac{e p_c \tan \gamma M_P}{6 g \cos \gamma} \phi_e \right) \times \\
\left( C(k_1, k_2) P_0(k_1) P_0(k_2) + 2\text{perm.} \right) .
$$

(7.39)

in which $N_{k_i}$ represents the time when the mode $k_i$ leaves the horizon. Calculating the convolution integrals and defining the bispectrum $B_R(k_1, k_2, k_3)$ via

$$
\langle R_i(k_i) R_j(k_j) R_l(k_l) \rangle \equiv (2\pi)^3 \delta^3 (k_1 + k_2 + k_3) B_R(k_1, k_2, k_3)
$$

(7.40)

we get

$$
B_R(k_1, k_2, k_3) \simeq \frac{18 e^2}{R^2} \left( 2 N_{k_1} I - \frac{e p_c \tan \gamma M_P}{6 g \cos \gamma} \phi_e \right) \times \\
\left( \frac{e^2 R p_c}{6 g^2} \right) \times \\
\left( \frac{e p_c \tan \gamma M_P}{6 g \cos \gamma} \phi_e \right) \times \\
\left( C(k_1, k_2) P_0(k_1) P_0(k_2) + 2\text{perm.} \right).
$$

(7.41)

in which $P_0(k) = (2\pi^2/k^3) P_R^{(0)}(k)$ and the momentum shape function $C(k_1, k_2)$ is defined via $70, 74$

$$
C(k_1, k_2) \equiv \left( 1 - (k_1 \hat{n})^2 - (k_2 \hat{n})^2 - (k_1 \hat{n}) (k_2 \hat{n}) (k_1 \hat{k}_2) \right).
$$

(7.42)

As in the power spectrum case, the bispectrum is generated both during inflation and at the end of inflation. The bispectrum generated during inflation in Eq. (7.41) are represented by $N_{k_i} I$ factor while the bispectrum generated from inhomogeneous end of inflation effect are controlled by the gauge coupling $e$.

Now let us look at the bispectrum generated purely during inflation by setting $e = 0$ in Eq. (7.41). In this limit, we obtain

$$
B_R(k_1, k_2, k_3)|_{IR} = 288 I N_{k_1} N_{k_2} N_{k_3} \left( C(k_1, k_2) P_0(k_1) P_0(k_2) + 2\text{perm.} \right), (e = 0) .
$$

(7.43)
This is in exact agreement with the result obtained in \[70, 74\].

Now let us look at the critical case in which the gauge field plays the role of an iso-curvature field, \( I = 0 \), and the bispectrum is generated purely at the surface of end of inflation. In this limit, we get

\[
B_R(k_1, k_2, k_3)|_{e} = -\frac{2e^4\sin^2\gamma(1 + \sin^2\gamma)}{p_c g^4} \left( C(k_1, k_2)P_0(k_1)P_0(k_2) + \text{2perm.} \right), (p = p_c).
\]  

(7.44)

Comparing Eqs. (7.43) and (7.44), we find that the bispectrum generated at the surface of end of inflation always has an opposite sign compared to the bispectrum generated during inflation.

It is instructive to look at the non-Gaussian parameter \( f_{NL} \) defined in the squeezed limit \( k_1 \ll k_2 \simeq k_3 \) via

\[
f_{NL}(k_1, k_2, k_3) = \lim_{k_1 \to 0} \frac{5}{12} \left( B_\zeta(k_1, k_2, k_3) \right).
\]

(7.45)

If we further assume \( N_{k_1} \simeq N_{k_2} \simeq N_{k_3} \) and noting that \( R = Ie/2 \) and using Eq. (7.31), from Eq. (7.41) we obtain

\[
f_{NL} = -\frac{5eg_*}{R} \left[ NI - \frac{eI}{g} \sqrt{\frac{2I}{3}} \tan \gamma - \frac{e^2R}{3p_c e^2} \frac{1 + \sin^2\gamma}{\cos^2\gamma} \right] C(k_1, k_2).
\]

(7.46)

This is an interesting result. Specially, consider the situation in which Eq. (7.36) is satisfied so \( g_* = 0 \). Then Eq. (7.46) also indicates that \( f_{NL} = 0 \). In other words, the anisotropies generated actively during inflation are canceled by the anisotropies generated from the surface of end of inflation both at the level of power spectrum and bispectrum.

In the limit \( e = 0 \) one obtains the known result that

\[
f_{NL}(k_1, k_2)|_{IR} = 240IN(k_1)N(k_2)^2C(k_1, k_2), \quad (k_1 \ll k_2 \simeq k_3), \quad (e = 0)
\]

(7.47)

\[
\simeq 10N |g_e| C(k_1, k_2).
\]

On the other hand, for the critical case with \( I = 0 \) we obtain

\[
f_{NL}(k_1, k_2)|_{e} = -\frac{5e^4\sin^2\gamma(1 + \sin^2\gamma)}{3p_c g^4} C(k_1, k_2)
\]

\[
= -\frac{5g_*^2}{3p_c} \frac{1 + \sin^2\gamma}{\sin^2\gamma} C(k_1, k_2), \quad (k_1 \ll k_2 \simeq k_3), \quad (I = 0)
\]

(7.48)
To satisfy the observational bound from the Planck data, one should not produce too much non-Gaussianity. However, we note that the anisotropic non-Gaussianity given by the shape function $C(k_1, k_2)$ is quite different than the known non-Gaussian shapes. In the critical case in which $I = 0$ and all anisotropies are generated at the surface of end of inflation, this is easy to satisfy. Indeed, Eq. (7.48) indicates that if $\gamma$ is not very close to zero, then $f_{NL}$ is quite negligible with small $g_*$. On the other hand, if anisotropy is generated predominantly during inflation, then Eq. (7.47) indicates that $f_{NL}$ is at the order of few which can be detectable.

Similar to the case of power spectrum, Eqs. (7.44) and (7.48) have the interesting property that they do not depend on the length of the duration of inflation. As a result, the IR anisotropy problem associated with the model such as [42, 70, 74, 80] in which primordial anisotropies are generated during inflation does not show up in models in which anisotropies are generated exclusively at the surface of end of inflation.

It is also constructive to compare our expression for $f_{NL}|_e$ with $f_{NL}$ obtained in [31]. Taking the limit in which the direction-dependence in their formula collapses to our $C(k_1, k_2)$ their formula for $f_{NL}$ scales like (in our notation) $(e^6/g^6)\tan^4 \gamma/(1 + \tan^2 \gamma)$ which is different than our result obtained in Eq. (7.48).

### 7.5 Summary

In this chapter, we have studied primordial quadrupole asymmetry in models of gauged hybrid inflation. As we mentioned there are two mechanisms to generate primordial anisotropies from gauge fields: either actively from IR contributions during inflation or from the inhomogeneities generated at the surface of end of inflation via the waterfall mechanism. The anisotropies generated during inflation suffers from the IR problem in which $g_*$ grows as $N^2$ which leads to too much anisotropies to be compatible with the observation. Similarly, in this mechanism, $f_{NL}$ scales like $N^3$ which is again problematic in the light of recent data indicating no detectable non-Gaussianity. On the other hand, the mechanism of generating primordial anisotropy at the surface of end of inflation has the appealing feature that it does not suffer from the above mentioned IR problem. In this mechanism, the gauge field is an iso-curvature field which has negligible contribution.
in total energy density so it does not affect the inflaton dynamics. However, it modulates
the waterfall mechanism yielding to inhomogeneities at the surface of end of inflation. As
a result, this generates primordial anisotropies purely at the end of inflation as pioneered
by Yokoyama and Soda [31].

In this chapter we have employed our consistent $\delta N$ mechanism, presented in chapter 6,
to calculate the curvature perturbations up to second order. We have clearly identified
the contributions in anisotropic power spectrum from the above two mechanisms as given
in Eq. (7.33). The two limiting cases are given by Eqs. (7.34) and (7.35). Similarly, the
different contributions in bispectrum are identified as given by Eq. (7.41) with the two
limiting cases given in Eqs. (7.47) and (7.48).

The combined effects of generating anisotropies during and at the surface of end of infla-
tion have some interesting observational implications. First, one can choose the parameter
space such that these two source of anisotropies cancel each other’s contributions so there
is no net primordial anisotropies both at the level of power spectrum and bispectrum. Sec-
ond, the anisotropic power spectrum are red-tilted. After averaging the anisotropic power
spectrum over the sky, the total power spectrum can become red-tilted. This is an inter-
esting observation which can save models of hybrid inflation which in the absence of gauge
fields predict a blue-tilted power spectrum in contrast with cosmological observations.
Chapter 8

The TT, TB, EB and BB correlations in anisotropic inflation

Abstract: In this chapter, we study the TT, TB, EB and BB correlations associated with the B-mode polarization of CMB map in models of charged anisotropic inflation, presented in [4]. We calculate the statistical anisotropies generated in the power spectra of the curvature perturbation, the tensor perturbation and their cross-correlation. It is shown that the asymmetry in tensor power spectrum is a very sensitive probe of the gauge coupling. While the level of statistical anisotropy in temperature power spectrum can be small and satisfy the observational bounds, the interactions from the gauge coupling can induce large directional dependence in tensor modes. This will leave interesting anisotropic fingerprints in various correlations involving the B-mode polarization such as the TB cross-correlation which may be detected in upcoming Planck polarization data. In addition, the TT correlation receives an anisotropic contribution from the tensor sector which naturally decays after $l \gtrsim 100$. We expect that the mechanism of using tensor sector to induce asymmetry at low $l$ to be generic which can also be applied to address other low $l$ CMB anomalies.
8.1 Introduction

Having presented the signatures of the primordial anisotropic universe in the temperature spectrum, in this chapter, we look for its unique fingerprint in the polarization map of the cosmic microwave background.

There has been some experiments looking for the imprints of the Gravitational waves in the CMB. There was a report from the BICEP2 collaboration, [148], for a strong detection of the Inflationary Gravitational Waves, IGWs. However, a recent joint analysis of the BICEP2-Keck-Planck collaboration, [149], demonstrated that at least half of the signal is due to the polarization emission from the galactic dust and the residual power is also consistent with zero IGW signal. There are also other types of the CMB experiments looking for the GW, e.g. 100 square degrees of SPTPOL, [150]. However, so far there has not been enough sensitivity to detect the IGW from these kind of experiments.

In addition, the forthcoming generation of the tensor experiments such as SPTPol [154], ACTPol [155], PolarBear [156] and CLASS [157], can probe some detailed properties of the tensor mode.

For example, when the statistical features of the primordial perturbations are not isotropic, a large number of new observables arises, including the correlation functions with different multipole moment l, and TB and EB cross-correlations, which have been forbidden by the isotropic statistics of the primordial fluctuations [37, 158, 184].

Motivated by the future data, in this chapter, we study inflationary dynamics producing statistical anisotropies in details. We investigate the anisotropic inflation scenario with a charged scalar inflaton coupled to the gauge field, presented in [4]. We show that the gauge coupling induces large statistical anisotropies in tensor perturbations as compared to model of anisotropic inflation with no charge coupling [115]. We show that while statistical anisotropies in temperature power spectrum can be small as required by the Planck data [159], the tensor mode can develop significant statistical anisotropies. Therefore it is important for the forthcoming experiments to look for the statistical anisotropies in the B-mode polarization even though the statistical anisotropies in temperature map is well-constrained. For this purpose, in this chapter, we calculate the primordial correlations of the curvature perturbation $\zeta$, and the two tensor modes $h_+$ and $h_\times$. The CMB temperature
and polarization correlations TT, TE, EE, TB, EB and BB are then calculated from these primordial perturbations, for the same and different multipole moments.

A novel result in our analysis is that the anisotropies in the tensor sector also contribute to the TT correlation on the CMB. However, the transfer function from primordial tensor to CMB temperature decays towards large $l$. Thus the TT anisotropy coming from the primordial tensor has a decaying amplitude and is highly suppressed after $l \gtrsim 100$. As a result, we naturally obtain anisotropies at low multipoles of TT without modifying the high multipoles. This scale-dependent anisotropies will have a better fit to the CMB anomalies.

This chapter is based on [186].

8.2 Anisotropic Inflation

As we already discussed, the goal of this chapter is to study the fingerprint of the primordial anisotropies in the gravitational waves.

The background behavior of this model has been already discussed in the previous chapters, so we skip presenting the model and go directly into the perturbation level of this model.

8.2.1 Perturbations

Here we present cosmological perturbations in anisotropic inflation. The general form of the metric and matter perturbations has been studied in chapter 5 where we verified that the leading contributions in the final action come from the matter sector. To simplify the situation further, we go to flat gauge where the curvature perturbations is given by the inflaton perturbations $\zeta = -\frac{H}{\dot{\phi}} \delta \phi$. As a result, the metric has no scalar perturbations and we are left with the simple form of metric perturbations

$$ds^2 = a(\eta)^2 \left( -d\eta^2 + [\delta_{ij} + h_{ij}] \, dx^i dx^j \right). \quad (8.1)$$

Note that since we work in small anisotropy limit, we can set $a = b$ to leading order in Eq. (4.12). Here the perturbations $h_{ij}$ represents the tensor modes subject to the transverse and traceless conditions $\partial_i h_{ij} = 0$ and $h_{ii} = 0$ where the repeated indices are summed over. We denote the two independent polarizations of the metric by $h_x$ and $h_+$. As for the perturbations in gauge field sector there is one non-dynamical degree of freedom,
\( \delta A_0 \), which must be integrated out from the action. However, similar to the case of non-dynamical degrees of freedom from the metric perturbations, it turns out that the new terms from integrating out \( \delta A_0 \) are also sub-leading. As a result, the leading interaction terms in the total Lagrangian come from the dynamical degrees of freedom \( \delta A_i \).

In order to simplify the analysis further, we can use the remaining two-dimensional rotational symmetry on the \( y-z \) plane to set \( k_z \equiv 0 \) so \( \vec{k} = (k_x, k_y, 0) = k (\cos \theta, \sin \theta, 0) \) in Fourier space. In addition, since the gauge field has three polarizations in the unitary gauge, two transverse and one longitudinal polarizations, we can choose the following ansatz for the gauge field perturbations, i.e. \( \delta A \),

\[
\delta A_\mu^{(S)} = (\delta A_0, \delta A_1, \partial_y M, 0) \quad \text{and} \quad \delta A_\mu^{(V)} = (0, 0, 0, D).
\]  

(8.2)

where we have defined, \( \delta A_1, \delta A_2 \) and \( \delta A_3 \) to be \( \delta A_x, \partial_y M \) and \( D \) respectively. Here \( A_\mu^{(V)} \) refers to one transverse polarizations in the vector sector while \( A_\mu^{(S)} \) represents the two polarizations in the scalar sector. Furthermore, we can decompose the two polarizations in \( A_\mu^{(S)} \) into one transverse and one longitudinal polarizations as follows \cite{80}

\[
D_1 \equiv \delta A_1 - ik \cos \theta M \quad \text{(8.3)}
\]

\[
D_2 \equiv \cos \theta \delta A_1 + ik \sin^2 \theta M. \quad \text{(8.4)}
\]

In this decomposition \( D_1 \) represents the transverse polarization while \( D_2 \) refers to the longitudinal polarization of the gauge field. However, as it has been demonstrated in \cite{80}, the interactions containing the longitudinal mode are exponentially suppressed during inflation and can be neglected from the analysis. Physically, this is understandable since the interactions containing the longitudinal mode \( D_2 \) originate from the “Higgs mechanism” via the interaction \( e^2 A_\mu A^\mu \phi^2 \) which are exponentially suppressed during much of the period of inflation as discussed before.

We can quantize the curvature perturbation and the gauge field perturbations as usual. For the curvature perturbation, note that we work in the flat gauge so

\[
\zeta = -\frac{H}{\dot{\phi}} \delta \phi = \frac{\delta \phi}{M_P \sqrt{2 \epsilon H}}.
\]  

(8.5)

Expanding the quantum operator \( \hat{\zeta} \) in terms of the annihilation and the creation operator
$a(k)$ and $a^\dagger(k)$ we have

$$
\zeta(x, \eta) = \int \frac{d^3k}{(2\pi)^{3/2}} e^{ik \cdot x} \zeta(k, \eta) , \quad \hat{\zeta}(k, \eta) = \zeta(k, \eta)a(k) + \zeta^*(k, \eta)a^\dagger(-k)
$$

(8.6)

where the creation and the annihilation operators satisfy the usual commutation relation

$[a(k), a^\dagger(k')] = \delta^{(3)}(k - k')$.

The wave function of the curvature perturbation has the standard form of the excitations of a massless scalar field on a dS background

$$
\zeta_k(\eta) = \frac{iH\eta}{M_P \sqrt{2\epsilon_H k}} \left(1 - \frac{i}{k\eta}\right) e^{-i\eta k}.
$$

(8.7)

The power spectrum of the curvature perturbations is given by

$$
\langle \hat{\zeta}(k_1)\hat{\zeta}(k_2) \rangle = (2\pi)^3 \delta^{(3)}(k_1 + k_2) P_\zeta(k_1) , \quad P_\zeta \equiv \frac{k^3}{2\pi^2} P_\zeta(k_1)
$$

(8.8)

In particular, the power spectrum for the free isotropic theory is

$$
P_\zeta^{(0)} = \frac{H^2}{8\pi^2 \epsilon_H M_P^2}.
$$

(8.9)

Similarly, the quantum excitations of the gauge field perturbations $\hat{D}_{1k}(\eta)$ and $\hat{D}_k(\eta)$ can be expanded in terms of their annihilation and creation operators with the wave functions

$$
\sin \theta D_{1k}(\eta) = D_k(\eta) = \frac{i}{f\sqrt{2k}} \left(1 - \frac{i}{k\eta}\right) e^{-i\eta k}.
$$

(8.10)

Now we present our decomposition of the tensor perturbations $h_{ij}$ into $h_\times$ and $h_+$ polarizations following the method of [115]. Decomposing $h_{ij}$ into $e^{(s)}_{ij}(k)$ in Fourier space, the traceless and transverse conditions, $h_{ii} = h_{ij,j} = 0$, yields

$$
e^{(s)}_{ii}(k) = 0 , \quad k_j e^{(s)}_{ij}(k) = 0,
$$

(8.11)

with $s = \times, +$ representing the two polarizations. In addition, we choose the following normalization

$$
e^{(s)}_{ij}(k)e^{*(s')}_{ij}(k) = \delta_{ss'} ,
$$

(8.12)

where $\ast$ represents the complex-conjugation. Note that we also have $e^{(s)}_{ij}(k) = e^{*(s)}_{ij}(-k)$. 
The quantum operators \( \hat{h}_{ij}(k, \eta) \) in Fourier space are represented in terms of the annihilation and creation operators by

\[
\hat{h}_{ij}(k, \eta) = \sum_{s=+,\times} \hat{h}_s(k, \eta) e^{i e_{ij}^{(s)}(k)} , \quad \hat{h}_s(k, \eta) = h_s(k, \eta) a_s(k) + h_s^*(k, \eta) a_s^\dagger(-k), \tag{8.13}
\]

with the commutation relations \([a_s(k), a_s^\dagger(k')] = \delta_{ss'} \delta(3)(k - k')\).

As we mentioned before, we chose the convention that \(k = k(\cos \theta, \sin \theta, 0)\). With this choice, the polarizations \(e_{ij}^+(k)\) and \(e_{ij}^\times(k)\) become

\[
e_{ij}^+(k) = \frac{1}{\sqrt{2}} \begin{pmatrix}
\sin^2 \theta & -\sin \theta \cos \theta & 0 \\
-\sin \theta \cos \theta & \cos^2 \theta & 0 \\
0 & 0 & -1
\end{pmatrix}, \quad e_{ij}^\times(k) = \frac{i}{\sqrt{2}} \begin{pmatrix}
0 & 0 & -\sin \theta \\
0 & \cos \theta & 0 \\
-\sin \theta \cos \theta & 0 & 0
\end{pmatrix} . \tag{8.14}
\]

Using Eq. (8.13) and Eq. (8.14), we find the following expression for the Fourier mode of the tensor field

\[
\hat{h}_{ij}(k) = \frac{1}{\sqrt{2}} \begin{pmatrix}
\hat{h}_+ \sin^2 \theta & -\hat{h}_+ \sin \theta \cos \theta & -i \hat{h}_x \sin \theta \\
-\hat{h}_+ \sin \theta \cos \theta & \hat{h}_+ \cos^2 \theta & i \hat{h}_x \cos \theta \\
-i \hat{h}_x \sin \theta & i \hat{h}_x \cos \theta & -\hat{h}_+
\end{pmatrix} . \tag{8.15}
\]

We will use this expression later on when calculating the cross-correlation between the tensor mode and the curvature as well as the gauge field.

The profile of the tensor excitations has the standard form

\[
h_s(k, \eta) = \frac{2i H \eta}{M_p \sqrt{2k}} \left(1 - \frac{i}{k \eta}\right) e^{-ik \eta} , \quad (s = +, \times) . \tag{8.16}
\]

The power spectrum of the tensor perturbations is given by

\[
\langle \hat{h}_{ij}(k_1) \hat{h}_{ij}(k_2) \rangle = (2\pi)^3 \delta^{(3)}(k_1 + k_2) P_h(k_1) , \quad P_h \equiv \frac{k_1^3}{2\pi^2} P_h(k_1) \tag{8.17}
\]

In the absence of anisotropy the power spectrum has the standard form

\[
P_h^{(0)} = \frac{2 H^2}{\pi^2 M_p^2} = 16 \epsilon_H P_\zeta^{(0)} . \tag{8.18}
\]

Therefore, defining the tensor-to scalar ratio \(r \equiv P_h / P_\zeta\) we have \(r = 16 \epsilon_H\) for the isotropic theory.

### 8.2.2 The Interaction Lagrangian

Having presented the perturbations in some details, here we separate the Lagrangian into the free field part and interaction part. Here and below we call the latter the interaction
Lagrangian. The starting Lagrangian from the action (4.1) is
\[ L = -\frac{a^4}{4} f(\phi)^2 F_{\mu\nu} F^{\mu\nu} - \frac{a^4}{2} e^2 f^2 A_\mu A^\mu. \] (8.19)

Expanding the above action around the background values, neglecting the contributions of the non-dynamical field \( \delta A_0 \) which are sub-leading as discussed before, and using the relation \( \left( \frac{\partial f^2}{\partial \phi} \right) \delta \phi = 4 f^2 \zeta \), the interaction Lagrangians in the Fourier space is calculated as
\[ L_{\zeta h} = -\frac{3\sqrt{2}}{2} I_{\epsilon H} M_P^2 \sin^2 \theta a^2 (-\eta)^{-2} (\zeta^* h_+ + \text{c.c.}) + \frac{e^2 \sqrt{2}}{6} I_{\epsilon H} M_P^4 \sin^2 \theta \times \left( \frac{a^4}{f^2} \right) \left( \zeta^* h_+ + \text{c.c.} \right) \] (8.20)
\[ L_{\zeta D_1} = -2 M_P \sqrt{3 I_{\epsilon H}} \sin^2 \theta \left( \frac{a f}{\eta} \right) \left( \zeta^* D_1^* + \text{c.c.} \right) - 2 e^2 M_P^3 \sqrt{I_{\epsilon H}} \sin^2 \theta \times \left( \frac{a^3}{f} \right) \left( \zeta^* D_1 + \text{c.c.} \right) \] (8.21)
\[ L_{h_+ D_1} = \frac{M_P}{2} \sqrt{\frac{3 I_{\epsilon H}}{2}} \sin^2 \theta \left( \frac{f a}{\eta} \right) \left( D_1^* h_+ + \text{c.c.} \right) + \sqrt{\frac{I}{6 \epsilon H}} e^2 M_P^3 \sin^2 \theta \times \left( \frac{a^3}{f} \right) \left( D_1^* h_+ + \text{c.c.} \right) \] (8.22)
\[ L_{h_\times D} = \frac{M_P}{2} \sqrt{\frac{3 I_{\epsilon H}}{2}} \sin \theta \left( \frac{f a}{\eta} \right) \left( i D h_\times^* + \text{c.c.} \right) + \sqrt{\frac{I}{6 \epsilon H}} e^2 M_P^3 \times \sin \theta \left( \frac{a^3}{f} \right) \left( i D h_\times^* + \text{c.c.} \right) \] (8.23)

where c.c stands for complex conjugation.

The above interaction Lagrangians are needed in order to calculate the anisotropy corrections in \( \langle \zeta \zeta \rangle, \langle h_+ h_\times \rangle \) and the cross-correlations \( \langle \zeta h_\times \rangle \). Note that in the free (isotropic) theory with \( I = e = 0 \) there is no anisotropy corrections in power spectra and \( \langle \zeta h_\times \rangle \) as expected.

### 8.3 Anisotropic Correlations

Having calculated the interaction Lagrangians as given in Eqs. (8.20)-(8.23) now we are ready to calculate the anisotropic correlation functions by using the in-in formalism. For this purpose, we need to obtain the interaction Hamiltonian from the interaction Lagrangian. One should notice that \( H_{\text{int}} = -L_{\text{int}} \) is not necessary true with kinetically coupled interactions. So it is worth to check it in this model before proceeding with the
in-in calculation of the correlation functions. We have calculated it in the Appendix J.1. It turns out that the above formula is true for the whole of the interactions except $H_{\zeta h}$. So in the following we use $H_{\text{int}} = -L_{\text{int}}$ everywhere except that in $H_{\zeta h}$, special care is taken of.

We are interested in anisotropic contributions in $\langle \zeta_k \zeta_k^* \rangle$, $\langle h_s k h_s^* k \rangle$ and $\langle \zeta_k h_s^* k \rangle$. We calculate each term in turn. Note that the wave function of the free theory for $\zeta_k, D_k, D_{1k}$ and $h_{sk}$ are given in Eqs. (8.7), (8.10) and (8.16).

### 8.3.1 Anisotropies in curvature power spectrum

Here we calculate the anisotropic contributions in curvature perturbation power spectrum $\langle \zeta_k \zeta_k^* \rangle$, taking into account the tensor contribution. We denote the change in curvature perturbation power spectrum from the anisotropic sources by $\delta \langle \zeta_k \zeta_k^* \rangle$. This analysis has been performed in chapter 5 in detail and for the comparison purposes, we just review them here.

Using the in-in formalism, the leading order corrections in curvature perturbation power spectrum are given by

$$
\delta \langle \zeta_k \zeta_k^* \rangle = -\int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_1} d\eta_2 \left\langle \left[ L_I(\eta_2), L_I(\eta_1), \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right] \right\rangle,
$$

where $L_I$ represents the interaction Lagrangian. The lower limit of the integral should be set $k\eta_0 \to -\infty$ corresponding to initial modes being deep inside the horizon. However, as studied in [70, 80], the interactions responsible for anisotropies operate on super-horizon scales so to a good approximation one can safely take $k\eta_0 = -1$ corresponding to the time when the mode leaves the horizon. The upper limit of the above integral as usual corresponds to $k\eta_e \simeq 0$.

The interaction Lagrangians relevant to $\delta \langle \zeta_k \zeta_k^* \rangle$ are $L_{\zeta h}$ and $L_{\zeta D_1}$ given in Eqs. (8.20) and (8.21). A look at these two equations show that $L_{\zeta h}$ is suppressed compared to $L_{\zeta D_1}$ by the factor $\sqrt{\epsilon_H} \ll 1$. Therefore, the leading order anisotropic corrections in curvature perturbation power spectrum comes from $L_{\zeta D_1}$. In addition, $L_{\zeta D_1}$ has two independent
terms denoted by $L_{CD1}^{(1)}$ and $L_{CD1}^{(2)}$:

$$L_{CD1}^{(1)} = -2 M P \sqrt{3} \epsilon H \frac{a^3}{\eta} \sin^2 \theta \left( \zeta^* D_1 + c.c. \right) \quad (8.25)$$

$$L_{CD1}^{(2)} = -2 \epsilon^2 M^3 \frac{1}{3} \sin^2 \theta \left( \frac{a^3}{T} \right) \left( \zeta^* D_1 + c.c. \right) \quad (8.26)$$

Depending on whether one chooses either $L_{CD1}^{(1)}$ or $L_{CD1}^{(2)}$ in place of $L_I(\eta_1)$ and $L_I(\eta_2)$ in the integral in Eq. [8.24], there are four possible contributions in $\delta \langle \zeta_k \zeta_k^* \rangle$ denoted by $\delta \langle \zeta_k \zeta_k^* \rangle_{ij}$ where $i, j = 1, 2$ with the assumption that $L_I(\eta_1) = L_{CD1}^{(1)}$ and $L_I(\eta_2) = L_{CD1}^{(2)}$.

For example, $\delta \langle \zeta_k \zeta_k^* \rangle_{12}$ means $L_I(\eta_1) = L_{CD1}^{(1)}$ and $L_I(\eta_2) = L_{CD1}^{(2)}$. With this identification we have

$$\delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle = \delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{11} + \delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{12} + \delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{21} + \delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{22} \quad (8.27)$$

The details of the in-in analysis are presented in Appendix [K.1]. As a sample analysis, here we present the integral form of $\delta \langle \zeta_k(\eta_e) \zeta_k(\eta_e)^* \rangle_{11}$, which is (here and hence after, the momentum conservation $\delta$-function is omitted to save writing)

$$\delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{11} = 384 I \epsilon H M^4 \int d\eta_1 \left( \frac{a^3}{\eta} \right) \text{Im} \left[ \zeta_k(\eta_1) \zeta_k^*(\eta_1) \right] \times \int d\eta_2 \left( \frac{a^3}{\eta} \right) \text{Im} \left[ \zeta_k(\eta_2) \zeta_k^*(\eta_2) D_k(\eta_1) D_k^*(\eta_2) \right] \quad (8.28)$$

Expanding the integrand for small $k \eta$ arguments and assuming $k \eta_0 = -1$ and $k \eta_e = 0$ as explained above, the above integral yields

$$\delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{11} = \frac{6 I N^2}{k^4 \epsilon_H} \left( \frac{M}{M_P} \right)^2 \sin^2 \theta \quad (8.29)$$

in which $N = -\ln(-k \eta_e)$ represents the number of e-folds when the mode $k$ has left the horizon. Taking $k$ to be the CMB scales we need $N \approx 60$ in order to solve the flatness and the horizon problem.

Performing the same procedure for other integrals, we obtain

$$\delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{12} = -\frac{31}{490} \frac{e^2 I}{k^4 \epsilon_H} \sin^2 \theta \quad (8.30)$$

$$\delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{21} = -\frac{I e^2 N}{7k^4 \epsilon_H} \sin^2 \theta \quad (8.31)$$

$$\delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle_{22} = \frac{9}{2156} \frac{e^4 I}{k^4} \left( \frac{M_P}{m} \right)^2 \sin^2 \theta \quad (8.32)$$
So combining these four contributions, and assuming $N \gg 1$, we have

$$\delta \left\langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right\rangle \simeq \left( \frac{6IN^2 H^2}{\epsilon_H M_P^2} \frac{Ie^2N}{7\epsilon_H} + \frac{9e^4I M_P^2}{2156 \epsilon_H M_P^2} \right) \left( \frac{\sin^2 \theta}{k^3} \right)$$

(8.33)

$$= \frac{6IN^2 H^2 \sin^2 \theta}{\epsilon_H M_P^2 k^3} F(\beta)$$

(8.34)

where we have defined

$$\beta \equiv \frac{e^2}{42N} \left( \frac{M_P}{H} \right)^2, \quad F(\beta) \equiv 1 - \beta + \frac{9}{22} \beta^2.$$  

(8.35)

We have also written $m$ in terms of $H$ and $\epsilon_H$ by using $m^2 = (3\epsilon_H H^2)$.

Note that $\beta$ is a measure of the gauge field coupling $e^2$. In particular, in the model of [42, 70, 115] with $e = 0$ we have $F(\beta) = 1$. With $M_P/H \sim 10^5$, and with $e \gtrsim 10^{-4}$ we obtain $\beta \gtrsim 1$. For larger value of $e$ we see that $F(\beta)$ grows like $\beta^2$.

The anisotropic power spectrum $\delta P_\zeta = \frac{k^3}{2\pi^2} \delta \langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \rangle$ therefore is

$$\delta P_\zeta = \frac{3IN^2 H^2}{\epsilon_H \pi^2 M_P^2} F(\beta) \sin^2 \theta.$$  

(8.36)

Correspondingly, the total anisotropic power spectrum $P_\zeta$ is

$$P_\zeta = P_\zeta^{(0)} \left[ 1 + 24IN^2 F(\beta) \sin^2 \theta \right],$$  

(8.37)

where $P_\zeta^{(0)}$ represents the isotropic power spectrum for the free theory. Note that in the limit when $e = \beta = 0$ so $F(\beta) = 1$, our result for $\delta P_\zeta$ agrees with the result in [42, 70, 115].

Now defining the anisotropy estimator $g_*$ via

$$P_\zeta = P_\zeta^{(0)} \left[ 1 + g_* \left( k \cdot \hat{p} \right)^2 \right]$$

(8.38)

where $p$ is the preferred anisotropic direction in the sky (the $x$-direction in our example), we obtain

$$g_* = -24IN^2 F(\beta)$$

(8.39)

It is important to note that the form of $g_*$ we have defined here is with respect to the primordial curvature power spectrum. In the TT and other correlation functions, the anisotropy not only comes from the $g_*$ here, but also comes from an “effective $g_*$” contribution from the tensor sector. Such an “effective $g_*$” has a scale dependence on the TT
and other correlations because the tensor mode is decaying after it returns to the horizon. We will return to this issue later. Also we see that the gauge coupling $e$ appears in $g_s$ via the parameter $\beta$. Taking $|g_s| \lesssim 10^{-2}$ from the Planck data constraint \cite{159} we require $IF(\beta) \lesssim 10^{-6}$.

One may ask what the theoretical limits on the value of $e$ or the parameter $\beta$ are. First, we have to make sure that we get enough number of e-folds of inflation at the background level. As we mentioned before, the number of e-folds depends logarithmically on $e$ so as studied in \cite{45} one can take say $e < 0.1$ to get a long enough period of inflation. In addition, our assumption in parametrizing the anisotropy was that the anisotropic power spectrum is smaller than the isotropic power spectrum, i.e. $|g_s| < 1$ so our perturbative approach using the leading order in-in formalism is valid. Therefore, demanding $|g_s| < 1$ we need $IF(\beta) < 10^{-4}$. We have presented the contour plot of the allowed range of $I$ and $e$ in Fig. 8.1. As can be seen, we need $e \lesssim 10^{-3}$ in order not to produce too much anisotropy in tensor perturbations (to be discussed in next subsection). Therefore, with $e \lesssim 10^{-3}$, and $M_P/H \sim 10^5$ we have $\beta \lesssim 3$.

Checking the behavior of the function $F(\beta)$ for the approximate allowed range $\beta \lesssim 3$ indicates that $g_*$ has a weak dependence on $e$. One can check that for $0 \leq \beta \leq 3$, $F(\beta)$ takes the value in the range $0.4 \lesssim F(\beta) \lesssim 1.7$. As we shall see this conclusion plays important roles for the predictions of our model for various cross-correlations. While the anisotropy in curvature perturbation is under control for the above range of $\beta$, the tensor perturbations become highly anisotropic when $\beta \gtrsim 1$.

Here we pause to mention one conceptual problem associated with anisotropic inflation. As seen from Eq. (8.39) the amplitude of anisotropy in scalar power spectrum scales like $N^2$. If inflation is prolonged in the past, this yields a large value of $g_*$ and the system becomes highly anisotropic. Therefore, our treatment of taking the anisotropies as small corrections to the isotropic FRW background will be invalid. As pointed out in \cite{70} this corresponds to IR gauge field fluctuations which have left the horizon in the past inflationary history and contributed to the classical background trajectory. Therefore, a prolonged period of inflation will bring more contributions from these anisotropic IR modes which can destroy the near isotropy of the background. In order to prevent this to
Figure 8.1: The allowed range of $I$ and $e$ for different values of $g_*$. The shaded region is beyond our current scope because a large value of $e$ induces too much anisotropy in tensor power spectrum which undermines our perturbative approach, i.e. $\delta P_h$ in Eq. (8.49) becomes comparable to the isotropic power spectrum $P_h^{(0)}$. In addition, note that we require $e < 0.1$ in order to get large enough number of e-folds. As a result the range $e < 0.1$ is consistent both at the background and perturbation levels.

happen, we demand that the total period of anisotropic inflation is under control, say less than few hundreds of e-folds.

### 8.3.2 Correction to the tensor power spectrum

Now we calculate the anisotropy in tensor power spectra $\langle h_{k+}h^*_{k-}\rangle$ and $\langle h_{k+}h^*_{k+}\rangle$.

Let us start with $\langle h_{k-}h^*_{k-}\rangle$. The relevant interaction Lagrangian is $L_{Dh_{k-}} = L^{(1)}_{Dh_{k-}} + L^{(2)}_{Dh_{k-}}$ where $L^{(1)}_{Dh_{k-}}$ and $L^{(2)}_{Dh_{k-}}$ respectively are the first and the second terms in Eq. (8.23). Following the same convention as in our analysis for anisotropies in curvature perturbation power spectrum we have

$$
\delta \left< h_{k-}h^*_{k-} \right> = -\int_{\eta_0}^{\eta_1} d\eta_1 \int_{\eta_0}^{\eta_2} d\eta_2 \left[ L_{Dh_{k-}}, \left[ L_{Dh_{k-}}, h_{k-}h^*_{k-} \right] \right] 
$$

$$
= \delta \left< \hat{h}_{k-}\hat{h}_{k-} \right>_{11} + \delta \left< \hat{h}_{k-}\hat{h}_{k-} \right>_{12} + \delta \left< \hat{h}_{k-}\hat{h}_{k-} \right>_{21} + \delta \left< \hat{h}_{k-}\hat{h}_{k-} \right>_{22} \quad (8.40)
$$

The details of the in-in analysis are presented in Appendix K.1. The results for each
\[ \delta \langle h \times h^* \rangle_{11} = \left( \frac{12}{k^3} \right) \left( \frac{H}{M_P} \right)^2 I \epsilon_h N^2 \sin^2 \theta \] (8.41)

\[ \delta \langle h \times h^* \rangle_{12} = - \left( \frac{4}{7k^3} \right) NI e^2 \sin^2 \theta \] (8.42)

\[ \delta \langle h \times h^* \rangle_{21} = - \left( \frac{62}{245k^3} \right) I e^2 \sin^2 \theta \] (8.43)

\[ \delta \langle h \times h^* \rangle_{22} = \left( \frac{6}{539k^3} \right) \left( \frac{M_P}{H} \right)^2 \left( \frac{I e^4}{\epsilon_h} \right) \sin^2 \theta \] (8.44)

Summing up those four terms we get

\[ \delta \langle \hat{h} \times \hat{k} \rangle_{\hat{k}, k_2} \approx \left( \frac{12I \epsilon_h N^2 H^2}{M_P^2} - \frac{4}{7} NI e^2 + \frac{6I e^4}{539 \epsilon_h H^2} \right) \frac{\sin^2 \theta}{k^3} \] (8.45)

where the function \( F(x) \) is defined in Eq. (8.35) and \( \hat{\beta} \) is related to \( \beta \) via

\[ \hat{\beta} = \frac{2\beta}{\epsilon_h}. \] (8.46)

Note the crucial point that \( \hat{\beta} \) is enhanced compared to \( \beta \) by the factor \( 1/\epsilon_h \). As we have discussed before, from the observational and the theoretical constraints on \( \beta \) we have \( \beta \lesssim 1 \). Now, from the above relation between \( \hat{\beta} \) and \( \beta \), we see that \( \hat{\beta} \) can be as large as 100 for \( \epsilon_h \sim 0.01 \). As we shall see shortly, the anisotropy in tensor power spectra becomes very strong for large \( e \) so there will be upper bound on \( e \) and \( \hat{\beta} \).

Now we calculate \( \langle h^+_+h^+_+ \rangle \). In this case the relevant interaction Lagrangians are \( L_{D_1h^+_+} \) and \( L_{\xi h^+_+} \) so we have

\[ \delta \langle h^+_+h^+_+ \rangle = - \int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_1} d\eta_2 \left[ L_{D_1h^+_+, \xi h^+_+, h^+_+} \right] \] (8.47)

Comparing \( L_{D_1h^+_+} \) and \( L_{\xi h^+_+} \) we see that \( L_{\xi h^+_+} \) is suppressed compared to \( L_{D_1h^+_+} \) by a factor \( \sqrt{1/\epsilon_h^2} \ll 1 \) so to leading order in anisotropy we can neglect the contribution from \( L_{\xi h^+_+} \) in \( \langle h^+_+h^+_+ \rangle \). Now the analysis is exactly the same as what we performed in \( \langle h \times h^*_x \rangle \) and therefore

\[ \delta \langle h^+_+h^+_+ \rangle = \delta \langle h \times h^*_x \rangle. \] (8.48)
To summarize, the anisotropy in total tensor power spectrum is

\[ \delta P_h = 2 \left( \frac{k^3}{2\pi^2} \right) \delta \left\langle h_x h^*_x \right\rangle \]

\[ = 24I\epsilon_H N^2 \frac{H^2}{M_P^2} F(\beta) \sin^2 \theta, \]

(8.49)

so the total tensor power spectrum is

\[ P_h = P_h^{(0)} \left( 1 + 6I\epsilon_H N^2 F(\beta) \sin^2 \theta \right) \]

(8.50)

This is an interesting formula indicating that the effects of the gauge coupling is very strong in tensor power spectrum anisotropy. This is because \( \hat{\beta} \approx 2\beta/\epsilon_H \) so with \( \beta \sim 1 \) we gain \( \hat{\beta} \sim 100 \) and therefore \( \delta P_h/\mathcal{P}_h^{(0)} \simeq 24IN^2(\beta^2/\epsilon_H) = |g_\star|\beta^2/\epsilon_H \). With \( |g_\star| \sim O(\epsilon_H) \), which is consistent with the observational constraints and with \( \beta \sim 1 \), one easily gets to the regime in which \( \delta P_h/\mathcal{P}_h^{(0)} \approx 1 \). Note that the epsilon enhancement for the charged interaction is a very special feature of this model, from the specific form of the potential. Explicitly, since our interaction includes \( e^2\phi^2 A^2 \), the charged contribution in \( \langle \zeta \zeta \rangle \) comes from \( (e^2\phi A \delta \phi \delta A)^2 \), while the charged contribution in \( \langle hh \rangle \) comes from \( (e^2\phi^2 Ah_{ij} \delta A)^2 \). So we see that the ratio between these two effects are controlled by \( \phi^2 \). In the chaotic inflation, \( \phi^2 \) is proportional to \( 1/\epsilon_H \). This signals the strong dependence of the tensor anisotropies to the gauge coupling. Of course, we can not trust our analysis when we approach the limit \( \delta P_h/\mathcal{P}_h^{(0)} \approx 1 \). This is because we have followed a perturbative approach and only kept the leading interaction terms in our in-in analysis. Our situation is in contrast to models of anisotropic inflation with a real inflaton field, as studied in [115], where \( e = \beta = 0, \) so \( F(\beta) = 1 \) and \( \delta P_h/\mathcal{P}_h^{(0)} = -g_\star\epsilon_H/4 \) which is highly suppressed.

Demanding that \( \delta P_h < \mathcal{P}_h^{(0)} \) so our theoretical analysis is under perturbative control, we obtain the following upper bound on the parameter \( \beta \)

\[ \beta \lesssim \sqrt{\frac{\epsilon_H}{|g_\star|}}. \]

(8.51)

With \( \epsilon_H \sim 10^{-2} \) and \( |g_\star| \lesssim 10^{-2} \) we conclude that \( \beta \lesssim 1 \) in order for the anisotropic contribution in tensor power spectrum to be under control, corresponding to \( e \lesssim 10^{-3} \). The contour plot of \( I \) versus \( e \) is shown in Fig. 8.1. The strong constraints on the allowed range of \( e \) comes from the tensor power spectrum.

---

1On the other hand, for the symmetry breaking potential, the ratio would be \( \epsilon_H \), so no hope to see any enhancement for this case.
8.3.3 Cross-Correlation between $\zeta$ and $h_{ij}$

Here we calculate the cross-correlation $\zeta$ and $h_{ij}$. We should calculate the following terms,

$$
\left\langle \zeta_{k_1} (\eta_e) h_{ij} (\eta_e) \right\rangle = i \int_{\eta_0}^{\eta_e} d\eta_1 \left\langle \left[ H_{\zeta h_{ij}}, \zeta_{k_1} h_{ij} \right] \right\rangle - \int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_e} d\eta_2 \left\langle \left[ L_{\zeta D_1}, \left[ L_{D_1 h_{ij}}, \zeta_{k_1} h_{ij} \right] \right] \right\rangle 
- \int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_e} d\eta_2 \left\langle \left[ L_{D_1 h_{ij}}, \zeta_{k_1} h_{ij} \right] \right\rangle 
= \left\langle \zeta_{k_1} (\eta_e) h_{ij} (\eta_e) \right\rangle_1 + \left\langle \zeta_{k_1} (\eta_e) h_{ij} (\eta_e) \right\rangle_2 + \left\langle \zeta_{k_1} (\eta_e) h_{ij} (\eta_e) \right\rangle_3
$$

(8.52)

where the indices 1, 2 and 3 indicate the above three integrals respectively. The nested integrals 2 and 3 each have four different contributions as in previous analysis so in total we have nine contributions in the above cross correlation. The details of the analysis are given in Appendix K.1 and here we present the final result:

$$
\left\langle \zeta_{k_1} (\eta_e) h_{ij} (\eta_e) \right\rangle \simeq I \left( -6\sqrt{2} N^2 H^2 M^2 P + \frac{\sqrt{2} e^2 N}{7 \epsilon_H} - \frac{3\sqrt{2} e^4}{1078 \epsilon_H H^2} \right) \frac{\sin^2 \theta}{k^3} \quad (8.53)
$$

Eq. (8.53) is the final result for the cross-correlation.

Finally one can easily check that

$$
\left\langle \zeta_{k_1} (\eta_e) h_{ij} (\eta_e) \right\rangle = 0.
$$

(8.54)

This is because at the second order level $\zeta$ does not see $h_{ij}$.

The power spectrum of $\langle \zeta h \rangle$ cross-correlation is therefore

$$
\mathcal{P}_{\zeta h} = \frac{k^3}{2\pi^2} \left\langle \zeta_{k} (\eta_e) h_{ij} (\eta_e) \right\rangle = -24\sqrt{2} N^2 \epsilon_H \mathcal{P}_{\zeta}^{(0)} G(\beta) \sin^2 \theta \quad (8.55)
$$

where the function $G(\beta)$ is defined via

$$
G(\beta) \equiv 1 - \frac{\beta}{\epsilon_H} + \frac{9 \beta^2}{11 \epsilon_H}.
$$

(8.56)

For typical value of $\epsilon_H \ll 1$, the function $G(\beta)$ has two positive roots $\beta_1$ and $\beta_2$ where $\beta_1 \ll 1$ and $\beta_2 \gg 1$. Thus the function $G(\beta)$ is negative in the range $\beta_1 < \beta < \beta_2$ while it is positive beyond this region. Therefore, with appropriate choice of $e$ or $\beta$ the cross-correlation $\mathcal{P}_{\zeta h}$ can have both signs, i.e. $\zeta$ and $h$ can be either correlated or anti-correlated.
Alternatively, one can also write $P_{\zeta h}$ in terms of $g_*$ as (note that $g_* < 0$)

$$P_{\zeta h} = \sqrt{2} g_* \epsilon H P_{\zeta}^{(0)} \frac{G(\beta)}{F(\beta)}.$$  

(8.57)

Note that in the limit where $e = \beta = 0$ so $F(\beta) = G(\beta) = 1$, the above expression coincides with the result obtained in [115]. With $\beta \sim 1$ the ratio $P_{\zeta h}/P_{\zeta}^{(0)}$ in our model is about one or two orders of magnitude bigger than the result in [115] in which $\beta = 0$.

Before closing this Section and presenting our numerical results for various correlations, let us summarize the main results of our model. The anisotropy in curvature perturbation power spectrum is given by Eq. (8.36) with $g_*$ given in Eq. (8.38). As discussed below Eq. (8.38), $\delta P_{\zeta}$ and $g_*$ depend weakly on $\beta$ so we do not get strong constraints on the value of $e$ from the constraints on curvature perturbations anisotropies. On the other hand, the anisotropic tensor power spectrum is given in Eq. (8.49). The crucial point is that $\delta P_h$ scales with $F(\hat{\beta})$ where $\hat{\beta} = 2\beta/\epsilon_H$. With $\beta \sim 1$ we get $\hat{\beta} \sim 100$ which yields an enhancement $\sim 10^4$ from the function $F(\hat{\beta})$. This is a novel effect indicating that while the scalar perturbations are well-constrained to be statistically symmetric, the tensor perturbations show strong directional dependence. This is the motivation for careful scrutiny of B-mode polarizations for the TB, EB and BB correlations in the upcoming Planck polarization maps. Finally the cross-correlation of scalar-tensor, $P_{\zeta h}$, is given in Eq. (8.55). The situation here is a hybrid of the above two limits of $\delta P_h$ and $\delta P_{\zeta}$. For large enough value of $e$, i.e. with $\beta \sim 1$, we get an enhancement of order 10-100 from the function $G(\beta)$.

8.4 From the primordial fluctuations to the CMB

In this section, we shall relate the calculation of the above sections to CMB anisotropies, using the same method as in [164]. We use the spin weighted spherical harmonics in our analysis, [170][171].

To calculate the CMB anisotropies, one has to project the three-momentum onto two dimensional spherical harmonics. The $\int d^3k$ integral breaks up into two pieces with the presence of statistical anisotropy – the radius part and the angular part. The correlators
of CMB observables takes the form

\[ \langle a^{X_1}_{i_1, m_1} a^{X_2}_{i_2, m_2} \rangle = 4\pi \int \frac{dk}{k} \Delta_{i_1}^{X_1}(k) \Delta_{i_2}^{X_2}(k) \int d\Omega \ [l_1 Y_{i_1 m_1}^*(\theta, \phi)] [l_2 Y_{i_2 m_2}(\theta, \phi)] P^{i_1,i_2}(k, \theta, \phi) , \]

(8.58)

where \( X^i \) takes value (T, E, B), which are the temperature anisotropy, the E-mode and B-mode respectively. Here although the dimensionless power spectrum in principle depends on \( k \), we approximate it as scale invariant. The effects on the plots are tiny. Also, in our case there is no \( \phi \)-dependence for the power spectrum and the \( \theta \)-dependence takes the shape \( P^{i_1,i_2}(\sin^2 \theta) \). In the absence of \( \phi \)-dependence, the momentum along the \( \phi \)-rotation is conserved and thus \( \langle a^{X_1}_{i_1, m_1} a^{X_2}_{i_2, m_2} \rangle \) is non-vanishing only when \( m_1 = m_2 \).

However, the rotational symmetry on the \( \theta \) direction is broken. As a result, the correlation \( \langle a^{X_1}_{i_1, m_1} a^{X_2}_{i_2, m_2} \rangle \) is not restricted to \( l_1 = l_2 \). Instead, other than those diagonal correlations, we also have \( l_1 = l_2 \pm 1 \) for TB and EB, and \( l_1 = l_2 \pm 2 \) for TT, TE, EE and BB respectively.

In (8.58), the \( i_1 \) and \( i_2 \) are indices indicating the spin of the component. And the \( Y_{lm}^*(\theta, \phi) \) is the spin-\( i \)-weighted spherical harmonics. On the \( P^{i_1,i_2}(\sin^2 \theta) \) side, the correlation functions on the spin bases takes the form

\[ P^{0,0} = P^{\zeta \zeta} , \quad P^{0, \pm 2} = P^{\pm 2,0} = \frac{1}{\sqrt{2}} P^{0, +} , \quad P^{\pm 2, \pm 2} = \frac{1}{2} (P^{++} + P^{\times \times}) , \]  

\[ P^{\pm 2, +2} = \frac{1}{2} (P^{++} - P^{\times \times}) . \]

(8.59)

Note that \( P^{\zeta \zeta} \equiv P_\zeta \), \( P^{0, +} \equiv P_{h+} \), \( P^{++} \equiv P_{h+} \) and \( P^{\times \times} \equiv P_{h\times} \) components are given by equations (8.33), (8.53), (8.45) and (8.48) respectively.

Among those angular integrals \( \int d\Omega \ [l_1 Y_{i_1 m_1}^*(\theta, \phi)] [l_2 Y_{i_2 m_2}^*(\theta, \phi)] P^{i_1,i_2}(\sin^2 \theta) \), we would like to emphasize a particularly interesting integral:

\[ \int d\Omega \ [0 Y_{lm}^*(\theta, \phi)][2 Y_{lm}(\theta, \phi)] \sin^2 \theta . \]

(8.60)

Note that this term picks up cross correlation of \( \langle \zeta h_+ \rangle \), and maps it onto TT or other CMB anisotropies.

The transfer function part encodes very complicated late time physics. Fortunately this

\footnote{On the other hand, the scale dependence encodes very complicated late time physics. Fortunately this model and the modification is straightforward if the scale dependence can be written in a factorizable form \( P^{i_1,i_2}(k, \theta, \phi) = \sum_n f_n(k) g_n(\theta, \phi) \).}
part does not have angular dependence thus one can use the standard Boltzmann code for the calculation. Here “the Cosmic Linear Anisotropy Solving System” (CLASS) [173] is used for solving those transfer functions, where the cosmological parameters are chosen to be the same as those used by the BICEP2 group.

Now for the purpose of studying statistical anisotropies, we are not to sum over $m_1$ and $m_2$ (unlike the case above) because the summation would average away some signals of the anisotropy. Rather, we leave $m_1 = m_2 = m$ free and look into $m = 0$ and $m = l$ cases respectively for illustration.

Three sets of parameters are examined numerically:

- Case I: Real inflaton field with no electric gauge coupling: In this class of models we plot $I = 10^{-7}$ and $e = 0$. This case is the same as previous studies on the chargeless scalar field [164]. On the plots, Case I is shown in blue color.

- Case II: Balanced: In this class of models we plot $I = 10^{-7}$ and $e = 10^{-3}$. Such choice of parameters does not significantly modify $g^*$ of the scalar sector. However, the gravitational sector is largely modified because the two point correlation functions with tensors are more sensitive to the charge of the complex inflaton, as we have seen in the previous sections. On the plots, Case II is shown in black color.

- Case III: Charge coupling dominated: In this class of models we plot $I = 10^{-11}$ and $e = 0.025$. In this case $g^*$, which is a measure of the scalar power spectrum anisotropy, is considerably smaller than Cases I and II since $g^*$ is mostly sensitive to $I$ than $e$. However, the charge contribution is large in the tensor sector and is marginally under control to calculate the statistical anisotropy perturbatively (where the anisotropic term is about 34% of the isotropic term). On the plots, Case III is shown in red color.

By choosing the above parameters, we have taken into consideration that the anisotropies in the temperature correlations cannot be large, making use of Planck data in range $2 \leq l \leq 2000$ [159]. On the other hand, if scale dependence of the anisotropy is allowed, the constraint may not be so strong. In that case, we would have larger effects from anisotropies and our plots are shifted upwards.
The figures are plotted in logarithm scales because sometimes different cases differ by order-of-magnitude. However, we note that in various cases the correlations could go negative. To represent as detailed information as possible, we shall use solid lines to denote the logarithm of a quantity, where the quantity is positive (for example, \( \log C_{l,l+2}^{TT} \)) and dashed lines for multiplying \(-1\) before taking logarithm (for example, \( \log(-C_{l,l+2}^{TT}) \)), where the quantity is negative.

### 8.4.1 The TT and BB modes

With the above choice of parameters and conventions, here we plot the TT and BB power spectra in Figs. 8.2, 8.3, 8.4 and 8.5. In Figs. 8.2 and 8.3 the \( l_1 = l_2 \) part of the correlation function is plotted and in Figs. 8.4 and 8.5 with \( l_2 = l_1 + 2 \). The left and right panels correspond to \( m = 0 \) and \( m = l_1 \) respectively. From Figs. 8.2, 8.3 one observes that the anisotropic modification to the standard TT and BB power spectra are slight but still visible.

![Figure 8.2: The TT correlation at \( l_2 = l_1 \). Here and hence after, the blue curve denotes Case I, with \( I = 10^{-7} \) and \( e = 0 \); the black curve denotes Case II, with \( I = 10^{-7} \) and \( e = 10^{-3} \). The red curve denotes Case III, with \( I = 10^{-11} \) and \( e = 0.025 \). The left panel is for \( m = 0 \) and the right panel is for \( m = l_1 \). It is important to note that the anisotropic contribution in Case III is considerably larger than the anisotropic contribution in case I and II at low \( l \). But the contribution decays at high \( l \). Here the black and blue curves are not visibly distinguishable from each other, which also coincides with the isotropic power spectrum, because of the tight constraint on the \( g_s \) of the scalar sector.

### 8.4.2 TB and EB correlations

In the anisotropic case, the TB and EB correlations are opened up, with \( l_2 = l_1 \pm 1 \). In Fig. 8.6 those cross correlations are plotted.
Figure 8.3: The $m = 0$ (left) and $m = l_1$ (right) plots for BB correlation with $l_2 = l_1$.

Figure 8.4: The $m = 0$ (left) and $m = l_1$ (right) plots for TT correlation with $l_2 = l_1 + 2$. Here and hence after, the dashed lines denote the plotted quantity (here $C_{l,l+2}^{TT}$) is negative along this line segment, and thus we plot $-C_{l,l+2}^{TT}$ on the logarithm scales.

Figure 8.5: The $m = 0$ (left) and $m = l_1$ (right) plots for BB correlation with $l_2 = l_1 + 2$.

8.4.3 TE and EE correlations

In Figs. 8.7, 8.8, 8.9 and 8.10, the TE and EE correlations for $l_2 = l_1$ and $l_2 = l_1 + 2$ are plotted respectively.
Figure 8.6: The $m = l_1$ plots for TB (left) and EB (right) correlation with $l_2 = l_1 + 1$.

Figure 8.7: The $m = 0$ (left) and $m = l_1$ (right) plots for TE correlation with $l_2 = l_1$.

Figure 8.8: The $m = 0$ (left) and $m = l_1$ (right) plots for EE correlation with $l_2 = l_1$.

8.5 Summary

In this chapter, we have studied statistical anisotropies in model of anisotropic inflation from a charged inflaton field. More specifically, we work in large field inflation model with the chaotic potential $V(\varphi) = \frac{1}{2} m^2 |\varphi|^2$ with the conformal coupling $f$ given in Eq. (5.6). It is worth to emphasize that our results, especially the enhancement of the tensor mode, is because we work in large field model. We have calculated the anisotropies generated in
Figure 8.9: The $m = 0$ (left) and $m = l_1$ (right) plots for TE correlation with $l_2 = l_1 + 2$.

Figure 8.10: The $m = 0$ (left) and $m = l_1$ (right) plots for EE correlation with $l_2 = l_1 + 2$.

$\langle \zeta \zeta \rangle$ and $\langle h_s h_s \rangle$ with the tensor polarizations $s = +, \times$. In addition, we also calculated the cross-correlation $\langle \zeta h_s \rangle$ which is sourced in the anisotropic inflationary background. Our general conclusion is that the anisotropy in curvature perturbation power spectrum $\delta P_\zeta$ can be small so one can easily satisfy the observational bound $|g^*| \lesssim 10^{-2}$. However, the effects of gauge coupling $e$ appears strongly in tensor perturbations. In particular, we have shown that while $g_*$ is small enough to be within the observational bound, $\delta P_h$ induced from anisotropies can be comparable to the background tensor power spectrum $P_h$.

The induced anisotropy of TT spectrum from the primordial tensor fluctuations can obtain an “effective $g_*$” as large as a few percents at low $l$. This effective $g_*$ contribution is decaying towards high $l$, characterized by the tensor to temperature transfer function. It remains interesting to explore CMB anisotropies with this new profile of TT anisotropy.

We would also like to mention that the mechanism we have used to generate small $l$ CMB anomalies from the tensor sector is quite general. It may also be applied to other kinds of CMB anomalies such as non-Gaussianities, hemispherical asymmetry, etc.
Based on the correlations \( \langle \zeta \zeta \rangle \), \( \langle h_s h_s \rangle \) and \( \langle \zeta h_s \rangle \) obtained in this model, we have calculated the observational signatures on the CMB temperature and polarization maps. Especially, we have shown that when the gauge interaction dominates over the interaction between the inflaton and the gauge field, the tensor sector can be more anisotropic than the scalar sector, resulting in enhanced correlations involving B-modes. For example, in Fig. 8.6 one can observe that the TB correlation in the model with the charged coupling can be order-of-magnitude larger compared to model with no electric charge coupling, which is also considerably larger than the size of the BB correlation near the reionization bump at \( l \lesssim 10 \).
Chapter 9

CMB statistical anisotropies of classical and quantum origins

Abstract: In this chapter, we examine the impact of different anisotropic relics on inflation, in particular the predictions on the density perturbations. These relics can be the source of the large scale anomalies in the cosmic microwave background. There are two different types of background relics, one from the matter sector and the other purely from the metric. Although the angular-dependence of the statistical anisotropy in both cases are degenerate, the scale-dependence are observationally distinctive. In addition, we demonstrate that non-Bunch-Davies vacuum states can extend the statistical anisotropy to much shorter scales, and leave a scale-dependence that is insensitive to the different backgrounds but sensitive to the initial quantum state.

9.1 Introduction

In the last chapters, we mostly focus on the primordial anisotropies which arise from the vector realization of the anisotropic inflation where the scale dependence had a very specific form, logarithmic behavior, and the initial quantum state had been assumed to be in Bunch Davis state. Here in order to complete the previous study, we consider the case where both of the above conditions are relaxed. The importance of this case study is that it can be thought as a way to classify different relic models and their predictions. These predictions include the scale dependence and angular dependence of the anomalies, together with
other possible predictions on such as spatial curvature and non-Gaussianities. When comparing with data, these predictions provide theoretical templates which may provide a unified explanation for several anomalies. Some related new anomalies may be predicted and verified, substantially increasing the statistical significance. In addition, systematic studies of different anomalies in model-building can tell us not only why they are present, but also which fundamental physics we are able to probe.

With these motivations in mind, we note that there are two classes of models with initial anisotropics relics. The source of the initial anisotropy can either be matter fields, or solely from the gravitational sector. The main goal of this chapter is to compare the predictions of these two classes of models. For the first type of models, an example of relic vector field has been studied analytically and numerically in Ref. [158]. This model gives a specific prediction on the form and scale-dependence of the statistical anisotropy of the CMB. The dependence of the prediction on the initial quantum fluctuation state is also studied. For the second type, a Bianchi-type inflationary background model has been studied in [182]. The density perturbations in this study was done only numerically. To properly compare them with the first type of models and to make the prediction more relevant to the data analyses, we use the same perturbative method as in [158, 183] to solve these models analytically. We examine the angular and scale-dependence of the statistical anisotropy in these two types of models. In addition, we study the effects of the initial quantum state on these predictions following [158, 189], and emphasize how the resulting distinctive scale-dependence can be used as a probe of non-Bunch-Davies (non-BD) vacuum.

This chapter follows the material of [184]

---

1There is also a large class of models where the anisotropy has an active source. For example, inflation supported by an attractor vector field [37, 45], see also [186, 115, 185] and the references therein, or bifurcation of inflationary trajectory [187, 188, 189]. Alternatively, the anisotropy may not be efficiently diluted when the inflationary dynamics is modified [190, 120, 191]. To distinguish, we do not call them the relics models.
9.2 Background evolution

We start with the minimal model of inflation based on a scalar field minimally coupled to gravity

\[ S = \int d^4x \sqrt{-g} \left[ \frac{M_P^2}{2} R - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - V(\phi) \right], \]  

(9.1)
in which \( M_P \) is the reduced Planck mass.

Before inflation reaches its attractor isotropic FRW phase, the expansion rates along different spatial directions may be different. The difference can be modeled by the type I Bianchi Universe, with the metric

\[ ds^2 = -dt^2 + a^2 dx^2 + b^2(dy^2 + dz^2), \]

(9.2)

Note that to simplify the analysis, we have assumed that there is a remnant two-dimensional symmetry in \( y - z \) plane. Later on we consider the most general case in which all three directions are anisotropic.

Considering the following ansatz for the scale factors \( a \) and \( b \), \( a \equiv e^{\alpha(t)} \) and \( b \equiv e^{\alpha(t)+3\sigma(t)} \), the metric (9.2) becomes

\[ ds^2 = -dt^2 + e^{2\alpha(t)} \left( dx^2 + e^{6\sigma(t)}(dy^2 + dz^2) \right). \]  

(9.3)

With the metric in this form, the background field equations are

\[ \ddot{\phi} + 3(\dot{\alpha} + 2\dot{\sigma}) \dot{\phi} + V_\phi = 0 \]  

(9.4)

\[ 3M_P^2 (\dot{\alpha}^2 + 4\dot{\alpha}\dot{\sigma} + 3\dot{\sigma}^2) = \frac{1}{2} \dot{\phi}^2 + V(\phi) \]  

(9.5)

\[ M_P^2 (\ddot{\alpha} + 3\dot{\alpha}(\dot{\alpha} + 2\dot{\sigma})) = V(\phi) \]  

(9.6)

\[ \ddot{\sigma} + 3\dot{\sigma}(\dot{\alpha} + 2\dot{\sigma}) = 0, \]  

(9.7)

in which a dot indicates derivative with respect to \( t \).

One can integrate the above equations and to leading order in slow-roll expansion obtain (the details can be found in appendix L.1)

\[ a \simeq H_0^{-1} (-\eta)^{-1} \]

(9.8)

\[ b \simeq H_0^{-1} (-\eta)^{-1} \left( 1 + \left( \frac{\sigma_0}{H_0} \right) \left( \mathcal{H}_0 \eta \right)^3 \right), \]  

(9.9)
in which the subscript 0 represents the values of the corresponding quantities at the start of inflation \( \eta = \eta_0 \), \( H = \dot{\alpha} \) is the leading order Hubble expansion rate and \( \mathcal{H} \equiv aH \).
9.3 Perturbations

Here we study perturbations in this model. The perturbation in this model is solved numerically in [182]. However, in order to compare the results with a different model presented in [183, 158], here we solve the model analytically as in [183, 158]. In principle one should take into account the perturbations in both of the matter and metric sectors. This can be achieved by integrating out the non-dynamical degrees of freedom. We leave the details of this analysis to appendix M.1. However, due to the slow-roll approximation, it turns out that the additional terms from integrating out the metric degrees of freedom are sub-leading compared to the typical terms coming from the matter sector and in order to read off the leading corrections we can neglect them all together [80].

Neglecting the metric perturbations, the second order action for $\delta \phi$ is then well approximated by (see Appendix M.1.2 for the total form of the quadratic action)

$$L_{\phi\phi} \approx \frac{b^2}{2} |\delta \phi'_k|^2 - \left[ \frac{b^2}{2} k_x^2 + \frac{a^2}{2} (k_y^2 + k_z^2) \right] |\delta \phi_k|^2 - \frac{a^2 b^2}{2} V_{,\phi\phi} |\delta \phi_k|^2 ,$$

where the last term is also slow-roll suppressed and can be neglected. Throughout the paper we use the prime to indicate the derivative with respect to the conformal time defined in terms of the scale factor $a(t)$, $d\eta = dt/a(t)$. The equation of motion for $\delta \phi$ in Fourier space is

$$\delta \phi''_k + \frac{2}{b} \delta \phi'_k + \left( k_x^2 + \frac{a^2}{b^2} (k_y^2 + k_z^2) \right) \delta \phi_k = 0 .$$

We can expand $\delta \phi$ in terms of the usual creation and annihilation operators as

$$\delta \phi = \int \frac{d^3k}{(2\pi)^3} \left[ u_k a_k + u_k^\dagger a_k^\dagger \right] e^{i k \cdot x} = \int \frac{d^3k}{(2\pi)^3} \delta \phi_k e^{i k \cdot x} .$$

By using Eqs. (9.8,9.9) and the above expansion, the perturbed scalar field equation (9.11) is written as

$$u''_k - \frac{2}{\eta} \left( 1 - 3 \left( \frac{\sigma_0}{H_0} \right)^3 (\mathcal{H}_0 \eta)^3 \right) u'_k + \left( k_x^2 + \left( 1 - 2 \left( \frac{\sigma_0}{H_0} \right)(\mathcal{H}_0 \eta)^3 \right) (k_y^2 + k_z^2) \right) u_k = 0 (9.13)$$

In this paper we are interested in small anisotropies so we can solve the above equation perturbatively. Since the effect of Bianchi anisotropy has been parameterized by $\frac{\sigma'_0}{H_0} (\mathcal{H}_0 \eta)^3$, we would expect that all modes, either near the horizon or well inside the
horizon, are affected by the anisotropy of this order. However, as shown in \[183\], in order to see this explicitly a proper change of variables in (9.13) is necessary. In the following, first we solve equation (9.13) using the original variable \(u_k\). As we will see, the expansion breaks down for modes deep inside the horizon. We improve our expansion scheme by changing to a new variable and present an expansion which is suitable for both near horizon and UV modes.

### 9.3.1 Near Horizon expansion

Now we would like to solve the equation of motion for perturbations. Following \[183, 158\], we can expand \(u_k\) as

\[
u_k = C_+ u_{k(0)} + u_{k(1)},
\]

in which the zeroth order isotropic wave function is given by

\[
u_{k(0)} = \frac{H_0}{\sqrt{2k^3}} (1 + i k \eta) e^{-i k \eta}.
\]

One can interpret \(C_+\) as the correction in wave function normalization and \(u_{k(1)}\) as the corrections in the profile of wave function in the presence of anisotropy.

The next order \(u_{k(1)}\) can be solved perturbatively from the following equation,

\[
u''_{k(1)} - \frac{2}{\eta} u'_{k(1)} + k^2 u_{k(1)} = -\frac{6}{\eta} \left( \frac{\dot{\sigma}_0}{H_0} \right) (H_0 \eta)^3 u'_{k(0)} + 2 \left( \frac{\dot{\sigma}_0}{H_0} \right) (H_0 \eta)^3 (k_y^2 + k_z^2) u_{k(0)}.
\]

Using the ansatz

\[
u_{k(1)} = \frac{\dot{\sigma}_0}{\sqrt{2k^3}} H_0^3 \sum_{n=3}^{5} \alpha_n \eta^n e^{-i k \eta}
\]

we get

\[
\alpha_3 = -\frac{1}{4k^2} (4k_x^2 + k_y^2 + k_z^2)
\]

\[
\alpha_4 = -i \frac{1}{4k} (4k_x^2 + k_y^2 + k_z^2)
\]

\[
\alpha_5 = -\frac{1}{4} (k_y^2 + k_z^2)
\]

We see that for \(k \eta > \left( \frac{\dot{\sigma}_0}{H_0} \right)^{-1} (H_0 \eta)^{-3}\) the above expansion breaks down, as we discussed. We will come back to this point soon.
We determine $C_+$ by using the following normalization condition

$$[\delta \phi_q, \delta \pi_p] = i(2\pi)^3 \delta^3(p + q),$$

(9.21)

where $\delta \pi_p$ is the momentum conjugate associate with $\delta \phi_p$, $\delta \pi_p = b^2 \delta \phi_p'$. The above condition leads to the following equation

$$\frac{1}{H_0^2 \eta^2} \left(1 + 2 \left(\frac{\dot{\sigma}_0}{H_0}\right) (H_0 \eta)^3 \right) \left(u_q u_q^* - u_q^* u_q\right) = i. \quad (9.22)$$

Since $\eta \to 0$, we just keep the leading constant term. It turns out that only $\alpha_3$ plays role while the other higher terms are exponentially suppressed. We get

$$|C_+|^2 = 1 + \frac{3H_0^2}{4k^3} \sigma'_0 \left(1 + 3 \cos^2 \Theta \right), \quad (9.23)$$

in which the amplitude of momentum $k$ and the angle $\Theta$ are defined as

$$k^2 \equiv k_x^2 + k_y^2 + k_z^2, \quad \cos \Theta \equiv k_x/k. \quad (9.24)$$

**9.3.2 UV safe expansion**

One might have some doubts in the above expansion scheme because it breaks down for short wavelength modes $k\eta > \left(\frac{\dot{\sigma}_0}{H_0}\right)^{-1} (H_0 \eta)^{-3}$ due to the last term $[9.20]$. Physically we do not expect this to happen. This problem is especially important if we would like to study the effect of anisotropic relics on the short wavelength modes. So to demonstrate explicitly the validity of our method, we have to elaborate the expansion scheme. It turns out that this can be fixed by properly choosing the variable used in the perturbative method. The expansion will be perturbative for all modes if we choose to perturbatively expand the exponent in the variable $u_k$ [183]. Defining

$$\psi_k(\eta) \equiv \log \left(u_k(\eta)\right), \quad (9.25)$$

we expand $\psi_k(\eta)$ in orders of $\sigma'_0$

$$\psi_k(\eta) = \psi_{k(0)}(\eta) + \psi_{k(1)}(\eta) + ... . \quad (9.26)$$
One can then solve this perturbatively (see Appendix N.1) and get

\[ \psi_{k(0)}(\eta) = \log(u_{k(0)}(\eta)) \]  
\[ \psi_{k(1)}(\eta) = \frac{3i}{8k^3} \mathcal{H}_0^2 \sigma_0' (1 + 3 \cos^2 \Theta) + \frac{\mathcal{H}_0^2 \sigma_0'}{1 + i k \eta} \sum_{n=3}^{5} \alpha_n \eta^n \]

\[ = \frac{\mathcal{H}_0^2 \sigma_0'}{1 + i k \eta} \sum_{n=0}^{5} \beta_n \eta^n, \]  

where \( \beta_n \) are given by

\[ \beta_0 = \frac{3i}{8k^3} (1 + 3 \cos^2 \Theta) \]  
\[ \beta_1 = -\frac{3}{8k^2} (1 + 3 \cos^2 \Theta) \]  
\[ \beta_2 = 0 \]  
\[ \beta_m = \alpha_m, \quad (m = 3, 4, 5). \]

For UV modes, \( \psi_{k(0)} \sim -i k \eta \) and \( \psi_{k(1)} \sim (\sigma_0' \mathcal{H}_0^2 \eta^3)k \eta \). So the anisotropic corrections remain small for all modes.

At late time, the conserved curvature perturbation approaches to the attractor single field expression, \( \zeta \approx -H_0 \left\langle \frac{\delta \phi}{\dot{\phi}_0} \right\rangle \), in the gauge used here. Therefore we can use this time-delay formula to compute the power spectrum by evaluating the variables at their attractor values. The statistical anisotropy in the finite result shows up through the coefficient \( C_+ \) we just computed. We thus have

\[ \left\langle \frac{k^3}{2\pi^2} \right\rangle \left\langle \zeta^2 \right\rangle = P_{\zeta 0} \left( 1 + \frac{3 \mathcal{H}_0^2}{4k^3} \sigma_0' (1 + 3 \cos^2 \Theta) \right), \]

where the isotropic power spectrum is defined via \( P_{\zeta 0} = \frac{H_0^3}{(2\pi \dot{\phi}_0)^2} \).

Now we can compare this result with that in the model of relic vector field [183 158]. In both models, the anisotropy is axial symmetric, so as expected they have the same angular-dependence. But due to the different sources, the anisotropies in these two types of models have different scale-dependence. In the relic vector case the anisotropy decays towards smaller scales as \( \sim 1/k^4 \). However, here in the Bianchi type cases in which anisotropy is generated from anisotropic scale factors, it decays as \( \sim 1/k^3 \). These two different behavior are related to the different decay speeds of the background relics in the models.
9.4 An non-BD example: Gaussian state

For inflation with minimal number of e-folds, the initial state of quantum fluctuations also do not have to be in their attractor vacuum states. It is therefore a sensible question to consider the effects of the non-BD states, and see how the initial quantum states of the universe leave their imprints in the statistical anisotropy of the CMB [183, 165]. Conversely any distinctive predictions can then be used as a probe of the initial quantum state of the Universe. In the following, we use a specific example for the non-BD vacuum, namely the Gaussian state [[195], [183]]. As we will see, there are two types of scale-dependence. One has an oscillatory behavior while the other is not oscillatory. To start, let us write down the quadratic Hamiltonian for the quantum fluctuations of the inflaton field, \( \delta \phi \), in a canonical form

\[
\begin{align*}
 v_k &= b \delta \phi_k \\
 \pi_k &= v'_k - \frac{b'}{b} v_k
\end{align*}
\]

The Hamiltonian is

\[
H_2 = \int \frac{d^3k}{(2\pi)^3} \frac{1}{2} \left[ (\pi_k \pi^*_k) + \frac{(k_y^2 + k_z^2 + k_x^2 (1 + \sigma_0'^2 H_0^2 \eta^3)^2)}{(1 + \sigma_0'^2 H_0^2 \eta^3)^2} (v_k v^*_k) + \frac{-1 + 2 \sigma_0' H_0^2 \eta^3)}{\eta (1 + \sigma_0'^2 H_0^2 \eta^3)} \times (\pi_k v^*_k + \pi^*_k v_k) \right]
\]

Using the Schrödinger picture to quantize the fields as

\[
\begin{align*}
 v_k &= f_k(\eta) a_k(\eta_0) + f^*_k(\eta) a^\dagger_{-k}(\eta_0), \\
 \pi_k &= -i \left( g_k(\eta) a_k(\eta_0) - g^*_k(\eta) a^\dagger_{-k}(\eta_0) \right),
\end{align*}
\]

where the creation and annihilation operators satisfy the usual commutation relations and

\[
f_k(\eta) = u_{0k}(\eta) \left( C_{+0} e^{\psi_{+k}} + C_{-0} e^{\psi_{-k}} \right)
\]

is proportional to mode function with \( C_{+0} \) and \( C_{-0} \) being initial constants while

\[
g_k(\eta) = i \left( f'_k - H_b f_k \right).
\]

---

\(^2\)There are other proposals and methods to model [196, 197] and probe the initial non-BD states [198, 199, 200, 201, 202, 203, 92, 93, 204, 205].
Now we can define the Gaussian state at $\eta_0$ as,

$$a_k(\eta_0) \mid 0, \eta_0 \rangle = 0.$$  \quad (9.40)

Through this condition, the initial quantum state acquires an anisotropic component due to the anisotropic background. By using Eq. (9.37), we get

$$(g_k - i\hat{k}v_k) \mid \eta_0 = 0,$$ \quad (9.41)

where we have defined,

$$\hat{k}^2 \equiv \left( k_y^2 + k_z^2 + k_x^2 \left( 1 + \sigma'_0 \mathcal{H}_0^2 \eta_3^3 \right) \right) / \left( 1 + \sigma'_0 \mathcal{H}_0^2 \eta_3^3 \right)^2 \quad (9.42)$$

On the other hand, we may also use the normalization condition for $C_{+0}$ and $C_{-0}$ as

$$|C_{+0}|^2 - |C_{-0}|^2 = 1. \quad (9.43)$$

Now by using Eqs. (9.41) and (9.43), the power spectrum is proportional to

$$|C_{+0} + C_{-0}|^2 e^{2\psi_k(\eta_0)} = 1 + \frac{1}{2k^2 \eta_0^2} + \sigma'_0 \mathcal{H}_0^2 \left( \frac{-\eta_0}{2k^2} - \frac{5\eta_0}{2k^2} \cos^2 \Theta \right) + \text{oscillation terms} \quad (9.44)$$

where we have the following expression for the oscillation terms

$$\text{oscillation terms} = \left[ \frac{-1}{2k^2 \eta_0} + \sigma'_0 \mathcal{H}_0^2 \left( \frac{3}{4k^4 \eta_0} + \frac{\eta_0}{2k^2} + \frac{\eta_3^3}{2} + \cos^2 \Theta \left( \frac{9}{4k^4 \eta_0} + \frac{5\eta_0}{2k^2} - \frac{\eta_3^3}{2} \right) \right) \right] \times \cos 2k\eta_0 + \left[ -\frac{1}{k\eta_0} + \sigma'_0 \mathcal{H}_0^2 \left( \frac{-3 + 2k^4 \eta_0^4}{8k^5 \eta_0^2} + \cos^2 \Theta \left( \frac{-9 + 22k^4 \eta_0^4}{8k^5 \eta_0^2} \right) \right) \right] \times \sin 2k\eta_0 \quad (9.45)$$

We are mostly interested in the non-oscillatory anisotropic terms because such terms are sensitive probes of the initial quantum states \[183, 158\]. Interestingly, while in the BD cases, the scale-dependence of the statistical anisotropies are different for the relic vector field model ($\sim 1/k^4$) \[183, 158\] and the Bianchi model ($\sim 1/k^3$) as we obtained in previous Section, the effect of the non-BD Gaussian state on both models are the same. Such a state generically extends the anisotropy to much smaller scales and the scale-dependence for both cases are $\sim 1/k^2$. This can also be readily understood. In the BD case, the

\[\text{If } \eta_0 \text{ is at the beginning of inflation, the frequency of the oscillatory components is high and approaches the ultimate resolution of CMB.}\]
background evolution plays the dominant role in the final results. However, in the non-BD case the initial quantum states play more important roles enhancing the anisotropy of the shorter wave-length modes. We have given just one example of non-BD state here. It is plausible that the enhancement caused by other non-BD states can have different scale-dependence.

9.5 Generalization: full anisotropy in all 3 spatial directions

In the previous sections we have reduced the three-dimensional spatial translational symmetry to the two-dimensional translational symmetry. In the rest of the paper, we generalize these results to the maximally anisotropic case in which all three scale factors are different. We expect the scale-dependence of the anisotropic power spectrum to be the same as we studied above. However, we expect the angular-dependence to be different.

9.5.1 Background

In this case the background metric is given by

\[ ds^2 = -dt^2 + a^2 dx^2 + b^2 dy^2 + c^2 dz^2. \]  

(9.46)

Considering the following ansatz for the scale factors \( a, b \) and \( c \),

\[
\begin{align*}
  a(t) &= e^{\alpha(t)} \\
  b(t) &= e^{\alpha(t)+3\sigma(t)} \\
  c(t) &= e^{\alpha(t)+3\delta(t)},
\end{align*}
\]

(9.47)\(\text{to}^{(9.49)}\)

the background equations of motion are

\[
\begin{align*}
  \ddot{\phi} + 3 \left( \dot{\alpha} + \dot{\sigma} + \dot{\delta} \right) \dot{\phi} + V_\phi &= 0 \quad (9.50) \\
  3M_P^2 \left( \dot{\alpha}^2 + 2\dot{\alpha} \left( \dot{\sigma} + \dot{\delta} \right) + 3\dot{\sigma}\dot{\delta} \right) &= \frac{1}{2} \dot{\phi}^2 + V(\phi) \quad (9.51) \\
  M_P^2 \left( \ddot{\alpha} + 3\dot{\alpha} \left( \dot{\alpha} + \dot{\sigma} + \dot{\delta} \right) \right) &= V(\phi) \quad (9.52) \\
  \ddot{\sigma} + 3\dot{\sigma} \left( \dot{\alpha} + \dot{\sigma} + \dot{\delta} \right) &= 0, \quad (9.53) \\
  \ddot{\delta} + 3\dot{\delta} \left( \dot{\alpha} + \dot{\sigma} + \dot{\delta} \right) &= 0. \quad (9.54)
\end{align*}
\]

Although the above equations seem to be complicated, they can be simplified by using
Figure 9.1: Here we plot the evolution of $H_b$ and $H_c$. As we expect, the attractor solution is FRW as the system approaches to it very rapidly. The parameters are chosen such that at an initial time $t_0$, $\dot{\sigma}_0 = 0.05\dot{\alpha}_0$ and $\dot{\delta}_0 = -0.08\dot{\alpha}_0$.

the slow-roll approximation. The situation is similar to the previous case where both of $\dot{\sigma}$ and $\dot{\delta}$ decay like $a^{-3}$ and our system approaches to its attractor FRW phase. We present the attractor solutions in Fig. 9.1.

As in our previous case, we can integrate the above equations and find the following approximate solutions

\begin{align}
    a &\simeq H_0^{-1} (-\eta)^{-1} \\
    b &\simeq H_0^{-1} (-\eta)^{-1} \left( 1 + \left( \frac{\dot{\sigma}_0}{H_0} \right) (\mathcal{H}_0 \eta)^3 \right) \\
    c &\simeq H_0^{-1} (-\eta)^{-1} \left( 1 + \left( \frac{\dot{\delta}_0}{H_0} \right) (\mathcal{H}_0 \eta)^3 \right) .
\end{align}

9.5.2 Perturbations of the fully anisotropic background

Now we consider the perturbations of our full anisotropic background. As we have justified before, we can safely neglect the metric perturbations and only consider the inflaton fluctuations. Then the second order action is

\begin{equation}
    L_{\phi\phi} = \frac{bc}{2} |\delta \phi_k'|^2 - \left( \frac{bc}{2} k_x^2 + \frac{a^2 c}{2b} k_y^2 + \frac{a^2 b}{2c} k_z^2 \right) |\delta \phi_k|^2 .
\end{equation}

Again we have neglected the terms that are slow-roll suppressed. Now the equation of motion for $\delta \phi$ is

\begin{equation}
    \delta \phi_k'' + \left( \frac{b'}{b} + \frac{c'}{c} \right) \delta \phi_k' + \left( k_x^2 + \frac{a^2}{b^2} k_y^2 + \frac{a^2}{c^2} k_z^2 \right) \delta \phi_k = 0 .
\end{equation}
Expanding $\delta \phi$ in terms of usual creation and annihilation operators as in Eq. (9.12), the perturbed scalar field equation becomes

$$u''_k - \frac{1}{\eta} \left[ 2 - 3 \left( \frac{\dot{\sigma}_0}{H_0} \right) (H_0 \eta)^3 - 3 \left( \frac{\dot{\delta}_0}{H_0} \right) (H_0 \eta)^3 \right] u'_k$$

$$+ \left[ k_x^2 + \left( 1 - 2 \left( \frac{\dot{\sigma}_0}{H_0} \right) (H_0 \eta)^3 \right) k_y^2 + \left( 1 - 2 \left( \frac{\dot{\delta}_0}{H_0} \right) (H_0 \eta)^3 \right) k_z^2 \right] u_k = 0 (9.60)$$

Parallel to what we did for the axial-symmetric case, first we solve the above equation for the “near to horizon modes” and then we improve our expansion by changing the variable. Subsequently, we present an expansion which is suitable for both of near horizon and UV modes.

### 9.5.3 Generalized near horizon expansion

Following our previous procedure, we can expand $u_k$ as in Eq. (9.14). Then the goal is finding $C_+$ and $u_{k(1)}$. Let us start with the differential equation of motion for $u_{k(1)}$.

$$u''_{k(1)} - \frac{2}{\eta} u'_{k(1)} + k^2 u_{k(1)} = -\frac{3}{\eta} \left( \frac{\dot{\sigma}_0 + \dot{\delta}_0}{H_0} \right) (H_0 \eta)^3 u'_{k(0)} + 2 \left( \frac{\dot{\sigma}_0}{H_0} k_y^2 + \frac{\dot{\delta}_0}{H_0} k_z^2 \right) (H_0 \eta)^3 u_{k(0)} (9.61)$$

from which we get

$$u_{k(1)} = \frac{H_0^3}{\sqrt{2}k^3} \sum_{n=3}^5 \Omega_n \eta^n e^{-ik\eta}, \quad (9.62)$$

where

$$\Omega_3 = -\frac{1}{4k^2} \left( 2k^2 \left( \sigma_0 + \delta_0 \right) - 3 \left( \dot{\sigma}_0 k_y^2 + \dot{\delta}_0 k_z^2 \right) \right)$$

$$\Omega_4 = -\frac{i}{4k} \left( 2k^2 \left( \sigma_0 + \delta_0 \right) - 3 \left( \dot{\sigma}_0 k_y^2 + \dot{\delta}_0 k_z^2 \right) \right)$$

$$\Omega_5 = -\frac{1}{4} \left( \dot{\sigma}_0 k_y^2 + \dot{\delta}_0 k_z^2 \right). \quad (9.65)$$

As it has been discussed before, we determine $C_+$ by using the normalization condition which leads to

$$|C_+|^2 = 1 + \frac{3H_0^2}{4k^3} \left[ 2 \left( \sigma'_0 + \delta'_0 \right) - 3 \sin^2 \Theta \left( \sigma_0' \cos^2 \Phi + \delta_0' \sin^2 \Phi \right) \right]$$

where we have chosen the wave number $k$ as

$$k = (k \cos \Theta, k \sin \Theta \cos \Phi, k \sin \Theta \sin \Phi). \quad (9.67)$$

Note that as before $\Theta$ is the angle of $\hat{k}$ with respect to the $x$ axis while $\Phi$ is the azimuthal angle of $\hat{k}$ in $y - z$ plane.
9.5.4 Generalized UV safe expansion

As in the previous cases, we expect that all modes, including the near-horizon and UV modes, receive the same order of anistropic corrections. So we improve the expansion scheme by changing the variable as Eq. (9.25). Expanding $\psi_k(\eta)$ in orders of $\dot{\sigma}_0$ and $\dot{\delta}_0$ leads us to the following expression for $\psi_k(\eta)$

$$
\psi_k(\eta) = \frac{3iH_0^2}{8k^3} \left[ 2 \left( \sigma'_0 + \delta'_0 \right) - 3 \sin^2 \Theta \left( \sigma'_0 \cos^2 \Phi + \delta'_0 \sin^2 \Phi \right) \right] + \frac{H_0^2 a_0}{1 + ik\eta} \sum_{n=3}^5 \Omega_n \eta^n,
$$

(9.68)

where $\Xi_n$ are given by

$$
\Xi_0 = \frac{3i}{8k^3} \left[ 2 \left( \sigma'_0 + \delta'_0 \right) - 3 \sin^2 \Theta \left( \sigma'_0 \cos^2 \Phi + \delta'_0 \sin^2 \Phi \right) \right],
$$

(9.69)

$$
\Xi_1 = -\frac{3}{8k^2} \left[ 2 \left( \sigma'_0 + \delta'_0 \right) - 3 \sin^2 \Theta \left( \sigma'_0 \cos^2 \Phi + \delta'_0 \sin^2 \Phi \right) \right],
$$

(9.70)

$$
\Xi_2 = 0,
$$

(9.71)

$$
\Xi_m = a_0 \Omega_m, \quad (m = 3, 4, 5).
$$

(9.72)

Using the same time-delay formula, $\zeta \approx -H_0 \left( \frac{\delta \phi}{\phi_0} \right)$, and the above formulas for $\delta \phi$, we can calculate the power spectrum of curvature perturbation as,

$$(\frac{k^3}{2\pi^2}) \langle \zeta^2 \rangle = P_\zeta \left( 1 + \frac{3H_0^2}{4k^3} \left[ 2 \left( \sigma'_0 + \delta'_0 \right) - 3 \sin^2 \Theta \left( \sigma'_0 \cos^2 \Phi + \delta'_0 \sin^2 \Phi \right) \right] \right).
$$

(9.73)

Eq. (9.73) is the main result of this section and shows the non-trivial shape of anisotropic power spectrum as a function of the angles $\Theta$ and $\Phi$. In the limit where $\sigma'_0 = \delta'_0$ and $\Phi = 0$, the above result coincides with the result in Eq. (9.33) as expected.

Since the above formula is somewhat complicated, in Fig. 9.2 we draw a few diagrams to illustrate this two-dimensional angular patterns. We perform this for different choices of $\sigma'_0$ and $\delta'_0$.

9.6 Statistical anisotropies on the CMB

In this section, we expand the anisotropies derived from previous sections in terms of the spherical harmonics basis. The correlation functions of the expansion coefficients are the
Figure 9.2: Here we plot \(2 \left( \sigma'_0 + \delta'_0 \right) - 3 \sin^2 \Theta \left( \sigma'_0 \cos^2 \Phi + \delta'_0 \sin^2 \Phi \right)\) for different choices of \(\sigma'_0\) and \(\delta'_0\). The left, middle and right panels correspond to \(\sigma'_0 = 3 \delta'_0\), \(\sigma'_0 = \delta'_0\) and \(\sigma'_0 = -3 \delta'_0\) respectively.

observables on the CMB. The anisotropic corrections in Eq. \(9.73\) are

\[
\Delta P_\zeta = \frac{3H_0^2}{4k^3} \left[ 2 \left( \sigma'_0 + \delta'_0 \right) - 3 \sin^2 \Theta \left( \sigma'_0 \cos^2 \Phi + \delta'_0 \sin^2 \Phi \right) \right] = \frac{3H_0^2}{4k^3} \left[ \frac{1}{2} (1 + 3 \cos^2 \Theta) \left( \delta'_0 + \sigma'_0 \right) - \frac{3}{2} (1 - \cos^2 \Theta) (1 - 2 \cos^2 \Phi) \left( \delta'_0 - \sigma'_0 \right) \right]. \tag{9.74}
\]

In terms of the \(g_{L,M}\) parameters \(105\) defined via

\[
\Delta P_\zeta = \sum_{L,M} g_{L,M} Y_{LM}(\Theta, \Phi) \tag{9.75}
\]

the anisotropic correction can be written as

\[
\Delta P_\zeta = P_\zeta \left[ g_{0,0} Y_{0,0} + g_{2,0} Y_{2,0} + g_{2,2} Y_{2,2} + g_{2,-2} Y_{2,-2} \right], \tag{9.76}
\]

where

\[
g_{0,0} = \frac{3H_0^2}{4k^3} 2\sqrt{\pi} \left( \delta'_0 + \sigma'_0 \right), \quad g_{2,0} = \frac{3H_0^2}{4k^3} \frac{2\sqrt{\pi}}{\sqrt{5}} \left( \delta'_0 + \sigma'_0 \right), \quad g_{2,2} = g_{2,-2} = \frac{3H_0^2}{4k^3} \sqrt{\frac{6\pi}{5}} \left( \delta'_0 - \sigma'_0 \right). \tag{9.77}
\]

In terms of \(a_{lm}\), the anisotropy can be expressed as

\[
a_{lm} = 4\pi(-i)^l \int \frac{d^3k}{(2\pi)^3} g_l(k) \zeta_k Y^*_l(m) (\hat{k}), \quad C_l = \frac{1}{2l+1} \sum_{m} \langle a_{lm} a^*_{lm} \rangle, \tag{9.78}
\]

where \(g_l(k)\) is the radiation transfer function.

Inserting the anisotropic corrections from \(9.74\), for the anisotropic corrections in \(C_l\) we obtain

\[
\Delta C_l = 3\pi H_0^2 P_\zeta \left[ \int dk \frac{g_l^2(k)}{k^4} \right] \left\{ \frac{1}{2l+1} \sum_{m} \int d\Omega_k Y_l(m)(k) Y^*_l(m)(k) \times \left[ \frac{1}{2} (1 + 3 \cos^2 \Theta) \left( \delta'_0 + \sigma'_0 \right) - \frac{3}{2} (1 - \cos^2 \Theta) (1 - 2 \cos^2 \Phi) \left( \delta'_0 - \sigma'_0 \right) \right] \right\}. \tag{9.79}
\]
Note that the following integrals are $l$-independent:

$$\frac{1}{2l+1} \sum_m \int d\Omega_k Y_{lm}(k)Y_{lm}^*(k) \cos^2 \Theta = \frac{1}{3},$$

$$\frac{1}{2l+1} \sum_m \int d\Omega_k Y_{lm}(k)Y_{lm}^*(k) \cos^2 \Phi = \frac{1}{2},$$

$$\frac{1}{2l+1} \sum_m \int d\Omega_k Y_{lm}(k)Y_{lm}^*(k) \cos^2 \Theta \cos^2 \Phi = \frac{1}{6}.$$  \hspace{1cm} (9.80)

The detail of the above calculation can be found in Appendix N.2. As a result, the correction $\Delta C_l$ does not obtain additional $l$-dependence other than from the radiation transfer function:

$$\Delta C_l = 3\pi \mathcal{H}_0^2 \sigma_0 \int dk \frac{g^2(k)}{k^4}. \hspace{1cm} (9.81)$$

In the presence of statistical anisotropies, non-diagonal couplings of $\langle a_{l_1m_1} a_{l_2m_2}^* \rangle$ with $l_1 \neq l_2$ are turned on \cite{206,159,158,164,207}. Making use of the Gaunt’s formula

$$\int_0^\pi d\Theta \int_0^{2\pi} d\Phi \ Y_{l_1m_1}^* Y_{l_2m_2} Y_{l_3m_3} = (-1)^{m_1} \sqrt{\frac{(2l_1+1)(2l_2+1)(2l_3+1)}{4\pi}} \begin{pmatrix} l_1 & l_2 & l_3 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} l_1 & l_2 & l_3 \\ -m_1 & m_2 & m_3 \end{pmatrix}, \hspace{1cm} (9.82)$$

the $Y_{2,m}$ anisotropy introduces

$$\langle a_{l_1m_1} a_{l_2m_2}^* \rangle_{2,m} = g_{2,m} \mathcal{P}_0 \frac{8\pi}{3} \ell^{2-l_1} (-1)^{m_1} \sqrt{(2l_1+1)(2l_2+1)} \begin{pmatrix} l_1 & l_2 & 2 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} l_1 & l_2 & 2 \\ -m_1 & m_2 & m \end{pmatrix} \times \int dk \frac{g_{1}(k)g_{2}(k)}{k^2}, \hspace{1cm} (9.83)$$

where $m$ takes values in $\{0, 2, -2\}$. The non-zero elements of $\langle a_{l_1m_1} a_{l_2m_2}^* \rangle_{2,m}$ are those with $l_1 = l_2$ or $l_1 = l_2 \pm 2$ which also have comparable amplitudes.

### 9.7 Summary

In this chapter, we have studied statistical anisotropies in a model of inflation with a relic background anisotropy of the Bianchi I type. We have compared the predictions in the density perturbations in this model with another type of relic anisotropy model where the source is a vector field in the matter sector. We also considered the effect of a non-BD Gaussian state in such a model, as an illustrating example of how the non-BD states in minimal inflation models can extend the effects of the anisotropy to shorter scales in density perturbations.
In Fig. 9.3 we have summarized the scale-dependence of the anisotropic power spectrum of these relic scenarios. As expected, the angular dependence of the statistical anisotropy in density perturbations are the same for all three models, because we have set up the same axial symmetric initial condition. Nonetheless, interestingly, the differences in the underlying physics of the models still lead to distinctive observable differences. In the BD vacuum case, the statistical anisotropy in the vector relic field model decays as $\sim 1/k^4$ while in the Bianchi model it decays as $\sim 1/k^3$. These behaviors are determined by the different background sources of the anisotropy. In the example of non-BD Gaussian state, the scale-dependence in both models become the same, $\sim 1/k^2$ for the non-oscillatory part, dominated by the similar initial quantum states in both cases. Such a quantum state enhances the anisotropy in much shorter scales, and becomes an interesting probe of the initial quantum state of the universe.

![Figure 9.3](image)

**Figure 9.3:** Summary of scale-dependence of the anisotropic component in power spectrum for various models. The $k$-dependence of the primordial power spectrum, and the examples are listed in the plot legend. The correction to the CMB temperature anisotropy is plotted in the figure. For the oscillatory result in the non-BD example, only the envelop is plotted.

For comparison, in Fig. 9.3 we also listed the predictions from the models of anisotropic inflation based on attractor gauge field dynamics such as in [37, 45] in which anisotropies are generated actively during entire period of inflation. To leading order, the anisotropic power spectrum in these models are given by $\delta P_\zeta \propto P_\zeta(\mathcal{N}(k))^2$ in which $\mathcal{N}(k)$ represents the number of e-folds when the mode of interest $k$ leaves the horizon. To leading order (neglecting the logarithmic scale-dependence of $\mathcal{N}(k)$ to $k$) the attractor anisotropic models predict nearly scale-invariant anisotropic power spectrum, as we discussed in previous
chapters. As another class of scale dependence, when the anisotropies are originated from the tensor sector, the scale dependence is characterized by the CMB transfer function from the primordial tensor mode into temperature [186].

Finally we also generalized the anisotropy from the axial symmetry to arbitrary angular dependence and calculated the corresponding anisotropic power spectrum.
Chapter 10

Conclusion

In modern cosmology, inflationary paradigm is regarded as a successful scenario in explaining some of the big-bang shortcomings without extreme fine tuning. This theory is very well consistent with the recent observations from Planck satellite. From the theoretical point of view, we can introduce any fields with arbitrary spins during the early universe. However, until very recently most of the attentions was on the models with pure scalar fields. The reason was two folds. On the one hand it is much easier to work with the scalar fields where we have the rotational symmetry in the system and on the other hand, due to the lack of the resolution, there was not any motivations to take this difficulties into account. However, this picture has been changed by the WMAP, where this satellite announced a possible deviation from the statistical isotropy in the CMB data. Right after this, there were considerable attentions on primordial anisotropies and people started building inflationary models that contain not only the scalar field but also include higher spin fields like vectors, spinors etc. Moreover since some of the usual formalisms have been made for the statistical isotropic case, it is also required to revisit them and consider their extensions when it is necessary. Among these new opportunities, the vector fields seems a minimalistic extensions on the top of the well known scalar fields models.

The main focus of this thesis was on considering the vector realization of the anisotropic inflation. First of all, we tried to build up a consistent inflationary model for taking into account the primordial anisotropies. We then tried to extend some of the very well-known formalisms in our case and finally we tried to go ahead and consider the unique signatures of anisotropic inflation in the cosmic microwave background radiation.

More precisely, we considered the following items during this thesis,
During the first few chapters, we reviewed the standard model of cosmology as well as its shortcoming in explaining the current universe.

In chapter 3, we reviewed the cosmological perturbation theory. We then introduced some physical observables during this phase and used the current observations to figure them out.

In chapter 4, we studied anisotropic inflation in models with charged scalar field. We have shown that the system reaches an attractor solution sometimes during inflation where the anisotropies produced during this phase becomes comparable to the slow-roll parameters.

In chapter 5, we studied the curvature perturbations in our charged scalar field inflationary model. We verified that the main contribution to anisotropies does come from the matter sector and one can neglect the metric degrees of freedom at the leading order. In addition, we proved that the gauge field’s longitudinal mode is exponentially suppressed as compared to the transverse mode. We obtained an upper bound on the gauge coupling in order for the model to be consistent with the observations.

In chapter 6, we presented a consistent $\delta N$ formalism for calculating the curvature perturbations in anisotropic cosmological backgrounds. We then used our formalism to calculate the power spectrum, bispectrum and the trispectrum in our anisotropic setup.

In chapter 7, we studied anisotropies generated in the model of gauged hybrid inflation in which the complex waterfall field is charged under a $U(1)$ gauge field. We showed that the primordial anisotropies are generated either actively during inflation or from inhomogeneities modulating the surface of end of inflation. We showed that the gauge field fluctuations induce a red-tilted power spectrum so the averaged power spectrum from the gauge field can change the total spectral tilt from blue to red.

In chapter 8, we studied the TT, TB, EB and BB correlations associated with the B-mode polarization of the CMB map in models of charged anisotropic inflation. We showed that the asymmetry in the tensor power spectrum is a very sensitive probe of the gauge coupling. While the level of statistical anisotropy in temperature power spectrum can be small and satisfy the observational bounds, the interactions from the gauge coupling can induce large directional dependence in tensor modes. Since the tensor transfer function would decay after $l = 100$, we can explain the low $l$ anomalies in the CMB data.
In chapter 9, we examined the impact of different anisotropic relics during inflation. These relics can be the source of the large scale anomalies in cosmic microwave background. In addition, we demonstrate that non-Bunch-Davies vacuum states can extend the statistical anisotropy to much shorter scales, and leave a scale-dependence that is insensitive to the different backgrounds but sensitive to the initial quantum state.

At the end, it is important to mention that while the CMB searches are near to their completion, it is important to use the future large scale surveys to probe the statistical anisotropies, [208].
Appendix A

A.1 Metric Perturbations

Here we study the metric perturbations in Bianchi I background and their transformation properties under a general coordinate transformation. Consider the general coordinate transformation

\[ x^\mu \rightarrow x^\mu + \xi^\mu, \quad \xi^\mu = (\xi_0^0, \partial_i \lambda, \partial_i \Lambda + \xi_+^i) \]  \hspace{1cm} (A.1)

in which \(\xi_0^0, \lambda\) and \(\Lambda\) are scalars and \(\xi_+^i\) is vector subject to \(\partial_i \xi_+^i = 0\). For the future reference note that by appropriate choice of \(\xi_0^0, \lambda\) and \(\Lambda\) one can remove three scalar degrees of metric perturbations in Eq. (M.1) while the freedom from \(\xi_+^i\) can remove only one vector degree of freedom.

Under the coordinate transformation Eq. (A.1) we have

\[ \delta g_{\mu\nu} \rightarrow \delta g_{\mu\nu} - (0) g_{\mu\nu,\kappa} \xi^\kappa - (0) g_{\alpha\nu} \partial_\mu \xi^\alpha - (0) g_{\alpha\mu} \partial_\nu \xi^\alpha \]  \hspace{1cm} (A.2)

in which \((0) g_{\alpha\mu}\) is the background Bianchi metric given in Eq. (??).

More explicitly, one can check that

\[ A \rightarrow A - \frac{1}{a} (a\xi_0^0)' \]  \hspace{1cm} (A.3)
\[ \beta \rightarrow \beta + \xi_0^0 - \lambda' \]  \hspace{1cm} (A.4)
\[ B \rightarrow B + \frac{a}{b} \xi_0^0 - \frac{b}{a} \Lambda' \]  \hspace{1cm} (A.5)
\[ \bar{\psi} \rightarrow \bar{\psi} + \frac{a'}{a} \xi_0^0 + \partial_2^2 \lambda \]  \hspace{1cm} (A.6)
\[ \gamma \rightarrow \gamma - \frac{b}{a} \Lambda - \frac{a}{b} \lambda \]  \hspace{1cm} (A.7)
\[ \psi \rightarrow \psi + \frac{b'}{b} \xi_0^0 \]  \hspace{1cm} (A.8)
\[ E \rightarrow E - \Lambda \]  \hspace{1cm} (A.9)
Using the above transformation properties one can check that the following two scalar
to variables are gauge invariant
\begin{align}
\delta \phi \psi & \equiv \delta \phi + \frac{\dot{\phi}}{H_b} \psi \tag{A.13} \\
\dot{\gamma} & \equiv \gamma - \frac{b}{a}E + \frac{a}{b} \partial_i^{-2} \left( \bar{\psi} - \frac{H_a}{H_b} \psi \right) \tag{A.14}
\end{align}
In this view $\delta \phi \psi$ represents the inflaton perturbations on $\psi = 0$ surface which reduces to
inflaton perturbations on flat slice in FRW background while $\dot{\gamma}$ is identically zero in FRW
background.

In our analysis we adopt the following gauge
\begin{equation}
\psi = \bar{\psi} = E = E_i = 0, \tag{A.15}
\end{equation}
which one can check is a consistent gauge. Note that the three scalar conditions $\psi = \bar{\psi} = E = 0$ fixes three scalar freedoms $\xi^0, \lambda$ and $\Lambda$ while the vector condition $E_i = 0$ fixes the
remaining one degree of freedom $\xi_i$. The advantage in choosing the gauge in Eq. (A.15)
is that it reduces to the flat gauge in the isotropic limit where $\psi = \bar{\psi}$.

We also note that after inflation ends and the universe becomes isotropic the scalar
perturbation $\gamma$ and the vector perturbation $\Gamma_i$ combine to furnish two polarizations of the
tensor perturbations. Note that in anisotropic background, the condition $\partial_i \Gamma_i = 0$ leaves
only one degree of freedom. As a result $\Gamma_i$ can count only for one tensor polarization and
the remaining polarization is taken care of by $\gamma$ as mentioned.
Appendix B

B.1 Integrating out non-Dynamical Fields

In this appendix we present the detail analysis of integrating out the non-dynamical fields $\delta A_0, \beta, A$ and $B$ in terms of the dynamical fields $\delta \rho, \gamma, \delta A_1$ and $M$. The second order action is given in Eq. (5.15). Correspondingly, the second order action for the scalar perturbations in Fourier space is
\[ S_2 = \int d\eta d^3k \left[ b'b' k_x^2 (A^*\beta + A\beta^*) + \frac{ab}{a} + \frac{b'}{b} \right] k_y^2 (A^*B + AB^*) + \frac{ab}{2} k_x^2 k_y^2 (\gamma A + \gamma A^*) \]

\[ -a^2 b^2 V(\rho_0) |A|^2 - \frac{e^2}{2} b^2 \rho_0^2 A_x^2 |A|^2 - \frac{ab}{4} k_x^2 k_y^2 (\beta B + \beta B^*) + \frac{a'b}{b} k_x^2 k_y^2 (\gamma \beta + \gamma \beta^*) + \frac{a^2}{4} k_x^2 k_y^2 |\beta|^2 \]

\[ + \frac{ab}{4} k_x^2 k_y^2 (\gamma \beta^* + \gamma \beta^*) + \frac{e^2}{2} b\rho_0^2 A_x^2 |\beta|^2 - \frac{b^2}{2} k_x^2 k_y^2 (B^*\gamma + B\gamma^*) + \frac{b^2}{4} \frac{b'}{b} - \frac{a'}{2} k_x^2 k_y^2 (\gamma B + \gamma B^*) \]

\[ + \frac{b^2}{4} k_x^2 k_y^2 |B|^2 + \frac{b^2}{2} k_x^2 k_y^2 |\gamma|^2 - \frac{e^2}{2} b^2 \rho_0^2 A_x^2 k_x^2 k_y^2 |\gamma|^2 + \frac{f^2 b^2}{2 a^2} k_x^2 k_y^2 |\gamma|^2 - \frac{b'}{4} \frac{b}{a} k_x^2 k_y^2 |\gamma|^2 \]

\[ + \frac{b^2}{2} |\delta \rho'|^2 - \frac{b^2}{2} \rho_0^2 (A^* \delta \rho' + A \delta \rho'^*) - \frac{b^2}{2} \rho_0^2 (\beta^* \delta \rho + \beta \delta \rho^*) - \frac{ab}{2} \rho_0^2 \delta A_y^2 (B^* \delta \rho + B \delta \rho^*) - \frac{b^2}{2} k_y^2 |\delta \rho|^2 \]

\[ - \frac{a^2}{2} k_y^2 |\delta \rho|^2 + \frac{e^2 b^2}{2} \rho_0^2 |\delta A|^2 + ik_x \frac{e^2 b^2}{2} \rho_0^2 A_x (\beta^* \delta A_0 - \beta \delta A_0^* - \frac{e^2 b^2}{2} \rho_0^2 |\delta A|^2 - \frac{e^2 b^2}{2} A_x^2 |\delta \rho|^2 \]

\[ - \frac{e^2 b^2}{2} \rho_0^2 A_x (A^* \delta A_1 + \delta \rho A_1^* ) + ik_x \frac{e^2 b^2}{2} \rho_0^2 A_x (\gamma M^* - \gamma M) - \frac{e^2 a^2}{2} \rho_0^2 |M|^2 + \frac{b}{2 a^2} f \frac{a^2}{2} |\delta A|^2 \]

\[ + \frac{b}{2} f^2 k_x^2 |\delta A_0|^2 - \frac{b}{2 a^2} f A_x (A^* \delta A_1' + \delta A_0^* ) + ik_x \frac{b}{2 a^2} f A_x' (A^* \delta A_0 - \delta A_0^* ) + \frac{a^2}{2} k_x^2 |M'|^2 \]

\[ - ik_x \frac{b}{2} f A_x' (\gamma M^* - \gamma M') + ik_x \frac{b}{2 a^2} f A_x' \delta A_0 (\gamma A_0^* - \gamma \delta A_0^* ) - \frac{b}{2 a} k_x^2 A_x^2 (B \delta A_1^2 + B^* \delta A_1) \]

\[ + ik_x \frac{b}{2 a} k_x^2 k_y^2 (B^* M - B M^*) + \frac{f^2}{2} k_y^2 |\delta A_0|^2 - \frac{f^2}{2} k_y^2 (M^* \delta A_0 + M \delta A_0^* ) - \frac{f^2}{2} k_y^2 |\delta A|^2 \]

\[ - \frac{f^2}{2} k_x^2 k_y^2 |M|^2 + ik_x \frac{f^2}{2} k_y^2 (\delta A_1 M - \delta A_1 M^*) + \frac{b}{2 a^2} f A_x (\delta A_1^* \delta \rho + \delta A_1^* \delta \rho^* ) + \frac{b}{2 a^2} f A_x^2 |\delta \rho|^2 \]

\[ + ik_x \frac{b}{2 a^2} f A_x (\delta A_0 \delta \rho - \delta A_0 \delta \rho^* ) - \frac{b}{2 a^2} f A_x (\delta A_0^* \delta \rho + \delta A_0^* \delta \rho^* ) + \frac{b}{2 a^2} f A_x^2 |\delta \rho|^2 - \frac{a^2 b^2}{2} V_{\rho\rho} |\delta \rho|^2 \]

\[ - \frac{a^2 b^2}{2} V_{\rho\rho} (\delta \rho A^* + \delta \rho A) \] \hspace{1cm} \text{(B.1)}

We have to integrate out the non-dynamical variables \{\delta A_0, \beta, A, B\} from the action Eq. \textbf{(M.4)}. The analysis are simple but tedious. To outline the analysis, here we demonstrate how to integrate out \beta. The action expanded in powers of \beta is

\[ \mathcal{L} = c_1 \beta \beta^* + c_2 \beta^* + c_3 \beta + \ldots, \] \hspace{1cm} \text{(B.2)}

in which the dots indicates the rest of the action containing the dynamical fields \{\delta \rho, \delta A_1, M, \gamma\} and \{\delta A_0, A, B\} and \( c_{1,2} \) are functions which can be read off from the action Eq. \textbf{(M.4)}

\[ c_1 = \frac{a^2}{4} k_x^2 k_y^2 + \frac{e^2}{2} b^2 \rho^2 k_x^2 A_x \] \hspace{1cm} \text{(B.3)}

and

\[ c_2 = b b' k_y^2 A - \frac{ab}{4} k_x^2 k_y^2 B + \frac{a'b}{2} k_x^2 k_y^2 \gamma - \frac{k_x^2 k_y^2}{4} \left( \frac{ab}{4} \right) - \frac{b^2}{2} \rho' k_x^2 \delta \rho + i k_x \frac{e^2 b^2}{2} \rho^2 A_x \delta A_0. \] \hspace{1cm} \text{(B.4)}
Varying the action with respect to $\beta^*$ yields $\beta = -c_2/c_1$. Plugging this into the action yields

$$\mathcal{L} = -\frac{|c_2|^2}{c_1} + .... \quad (B.5)$$

Following the same steps to integrate out $\delta A_0$, $A$ and $B$ we can write the dynamical action as

$$L_{(2)} = L_{pp} + L_{\gamma \gamma} + L_{MM} + L_{A_1 A_1} + L_{\rho \gamma} + L_{\rho M} + L_{\rho A_1} + L_{\gamma M} + L_{\gamma A_1} + L_{MA_1} + .... \quad (B.6)$$

in which the dots indicate the rest of the action coming from the dynamical fields $\{\delta \rho, \delta A_1, M, \gamma\}$.

Here we have defined

$$L_{pp} = \left(\frac{b^2}{2} - \frac{1}{\lambda_8} \frac{b^4}{4} \frac{\alpha'_{0,2}^2}{4} - \frac{\lambda_9}{\lambda_{13}} \frac{b^4}{4} \frac{\alpha'_{0,2}^2}{4} \right) |\delta \rho|^2 + \left\{ -\frac{b^2}{2} k^2 - \frac{b^2}{2} e^2 A_2^2 + \frac{b^2}{2a^2} A_2^2 \frac{f_{\rho \rho}^2}{|\lambda|} + \frac{b^2}{2a^2} A_2^2 \frac{f_{\rho \rho}^2}{|\lambda|} \right\} |\delta \rho|^2 + \left\{ \frac{\lambda_9 b^2}{\lambda_8} \frac{\alpha'_{0,2}^2}{4} \frac{\alpha'_{0,2}^2}{4} - \frac{\lambda_6 \lambda_{14} b^2}{\lambda_8} \frac{\alpha'_{0,2}^2}{4} \frac{\alpha'_{0,2}^2}{4} \right\} (\delta \rho \delta \rho^*)' \quad (B.7)$$

$$L_{\gamma \gamma} = \left(\frac{b^2}{4} \frac{f_2^2}{k_y^2} - \frac{f_4}{4} \frac{f_2^2}{k_y^2} - \frac{f_4}{4} \frac{\lambda_{13}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_{17}}{\lambda_{13}} \frac{\lambda_{13}}{\lambda_8} \right) |M'|^2 + \left\{ -\frac{a^2}{2} e^2 \rho^2 k_y^2 - \frac{f_2^2}{2} k_x^2 k_y^2 - \frac{b^2}{2a^2} \frac{f_2^2}{2} k_x^2 k_y^2 \right\} \left\{ \frac{\lambda_1 b^2}{\lambda_8} \frac{\lambda_{14}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_7 \lambda_8}{4 \lambda_8} \frac{k_x^2}{k_y^2} \right\} \left\{ \frac{\lambda_1 b^2}{\lambda_8} \frac{\lambda_{14}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_7 \lambda_8}{4 \lambda_8} \frac{k_x^2}{k_y^2} \right\} \left\{ \lambda_{11} \lambda_{12} \frac{\lambda_{13}}{\lambda_8} \right\} (\gamma \gamma^*)' \quad (B.8)$$

$$L_{MM} = \left(\frac{b^2}{2a^2} \frac{f_2^2}{k_y^2} - \frac{f_4}{4} \frac{f_2^2}{k_y^2} - \frac{f_4}{4} \frac{\lambda_{13}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_{17}}{\lambda_{13}} \frac{\lambda_{13}}{\lambda_8} \right) |M'|^2 + \left\{ -\frac{a^2}{2} e^2 \rho^2 k_y^2 - \frac{f_2^2}{2} k_x^2 k_y^2 - \frac{b^2}{2a^2} \frac{f_2^2}{2} k_x^2 k_y^2 \right\} \left\{ \frac{\lambda_1 b^2}{\lambda_8} \frac{\lambda_{14}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_7 \lambda_8}{4 \lambda_8} \frac{k_x^2}{k_y^2} \right\} \left\{ \frac{\lambda_1 b^2}{\lambda_8} \frac{\lambda_{14}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_7 \lambda_8}{4 \lambda_8} \frac{k_x^2}{k_y^2} \right\} \left\{ \lambda_{11} \lambda_{12} \frac{\lambda_{13}}{\lambda_8} \right\} (\gamma \gamma^*)' \quad (B.9)$$

$$L_{A_1 A_1} = \left(\frac{b^2}{2a^2} \frac{f_2^2}{k_y^2} - \frac{f_4}{4} \frac{f_2^2}{k_y^2} - \frac{\lambda_{10}}{\lambda_8} \frac{\lambda_{12}}{\lambda_{13}} \right) |M'|^2 + \left\{ -\frac{b^2}{2} e^2 \rho^2 k_y^2 - \frac{f_2^2}{2} k_x^2 k_y^2 - \frac{b^2}{4a^2} \frac{f_2^2}{2} k_x^2 k_y^2 \right\} \left\{ \frac{\lambda_1 b^2}{\lambda_8} \frac{\lambda_{14}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_7 \lambda_8}{4 \lambda_8} \frac{k_x^2}{k_y^2} \right\} \left\{ \frac{\lambda_1 b^2}{\lambda_8} \frac{\lambda_{14}}{\lambda_8} \frac{k_x^2}{k_y^2} - \frac{\lambda_7 \lambda_8}{4 \lambda_8} \frac{k_x^2}{k_y^2} \right\} \left\{ \lambda_{11} \lambda_{12} \frac{\lambda_{13}}{\lambda_8} \right\} (\gamma \gamma^*)' \quad (B.10)$$

$$L_{\rho \gamma} = \left(\frac{b^3}{2a^3} \frac{f_3}{k_y^2} - \frac{f_4}{4a^4} \frac{f_2^2}{k_y^2} - \frac{\lambda_{10}}{\lambda_8} \frac{\lambda_{12}}{\lambda_{13}} \right) (\delta \rho \gamma^* + c.c.) + \left\{ \frac{ab}{4} \frac{\lambda_5}{\lambda_2} - \frac{\lambda_3}{2} \frac{\lambda_{14}}{\lambda_{13}} \right\} (\delta \rho \gamma^* + c.c.) + \left\{ \frac{ab}{8} \frac{\lambda_5}{\lambda_2} - \frac{\lambda_3}{2} \frac{\lambda_{14}}{\lambda_{13}} \right\} \left\{ \delta \rho \gamma^* + c.c. \right\} \quad (B.11)$$
\[ L_{\rho M} = \left( \frac{b}{2a} \frac{\lambda_14}{\lambda_13} f^2 A'_x k_x k_y^2 \right) \left( i \delta \rho M^* + c.c. \right) + \left( \frac{f^2}{2a^2} k_y^2 \right) \left( \lambda_5 \delta \rho M^* + c.c. \right) - \left( \frac{\lambda_9}{2a \lambda_8} f^2 k_y^2 \right) \left( \lambda_3 \delta \rho M^* + c.c. \right) + \frac{\lambda_14}{\lambda_13} \left( \lambda_{17} \delta \rho^* M' + c.c. \right) + \frac{b^2}{4a \lambda_2} f^2 k_y^2 \left( i \delta \rho^* M' + c.c. \right) + \left( \frac{b^2}{2a \lambda_8} \rho \right) \left( \lambda_{17} \delta \rho^* M' + c.c. \right) \] (B.12)

\[ L_{\rho A_1} = \left( - \frac{b^2}{2a} \rho A_x + \frac{b^2}{2a} \rho^2 A_x - \frac{\lambda_14 \lambda_15}{\lambda_13} \right) \left( i \gamma M^* + c.c. \right) \left( \frac{b^2}{2a} A_x f f \rho - \frac{b^2}{2a^2} \lambda_2 \right)^2 + \frac{1}{2a} \lambda_{11} \lambda_1 \left( \lambda_3 \gamma M^* + c.c. \right) - \frac{\lambda_9}{2a \lambda_8} f^2 k_y^2 \left( \lambda_3 \gamma M^* + c.c. \right) - \frac{\lambda_12}{\lambda_{13}} \left( \lambda_{17} \gamma M^* + c.c. \right) + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( i \gamma M^* + c.c. \right) - \left( \frac{ab \lambda_1}{2a} \rho^2 A_x f^2 k_y^2 \right) + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( i \gamma M^* + c.c. \right) - \left( \frac{ab}{2a} \lambda_8 \lambda_2 \lambda_{13} \right) \left( \lambda_3 \gamma M^* + c.c. \right) - \left( \frac{ab \lambda_1}{16a \lambda_12} \lambda_2 \lambda_{13} \right) \left( \lambda_3 \gamma M^* + c.c. \right) \] (B.13)

\[ L_{\gamma M} = \left( \frac{b^2}{2a} \rho^2 A_x k_x k_y^2 + \frac{b^2}{2a} \rho^2 A_x k_x k_y^2 \right) \left( i \gamma M^* + c.c. \right) \left( \frac{b^2}{2a} A_x f f \rho - \frac{b^2}{2a^2} \lambda_2 \right)^2 + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( \lambda_3 \gamma M^* + c.c. \right) - \frac{\lambda_9}{2a \lambda_8} f^2 k_y^2 \left( \lambda_3 \gamma M^* + c.c. \right) - \frac{\lambda_12}{\lambda_{13}} \left( \lambda_{17} \gamma M^* + c.c. \right) + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( i \gamma M^* + c.c. \right) - \left( \frac{ab \lambda_1}{2a} \rho^2 A_x f^2 k_y^2 \right) + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( i \gamma M^* + c.c. \right) - \left( \frac{ab}{2a} \lambda_8 \lambda_2 \lambda_{13} \right) \left( \lambda_3 \gamma M^* + c.c. \right) - \left( \frac{ab \lambda_1}{16a \lambda_12} \lambda_2 \lambda_{13} \right) \left( \lambda_3 \gamma M^* + c.c. \right) \] (B.14)

\[ L_{\gamma A_1} = \left( \frac{b^2}{2a} \rho^2 A_x k_x k_y^2 - \frac{b^2}{2a} \rho^2 A_x k_x k_y^2 \right) \left( \lambda_3 A_1^* + c.c. \right) + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( \lambda_3 \gamma A_1^* + c.c. \right) - \frac{\lambda_9}{2a \lambda_8} f^2 k_y^2 \left( \lambda_3 \gamma A_1^* + c.c. \right) - \frac{\lambda_12}{\lambda_{13}} \left( \lambda_{17} \gamma A_1^* + c.c. \right) + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( i \gamma A_1^* + c.c. \right) - \left( \frac{ab \lambda_1}{2a} \rho^2 A_x f^2 k_y^2 \right) + \frac{b^2}{2a} \lambda_{14} \lambda_1 \left( i \gamma A_1^* + c.c. \right) - \left( \frac{ab}{2a} \lambda_8 \lambda_2 \lambda_{13} \right) \left( \lambda_3 \gamma A_1^* + c.c. \right) - \left( \frac{ab \lambda_1}{16a \lambda_12} \lambda_2 \lambda_{13} \right) \left( \lambda_3 \gamma A_1^* + c.c. \right) \] (B.15)

and

\[ L_{MA_1} = \left( - \frac{1}{2} f^2 k_x k_y^2 + \frac{b^2}{2a} \rho^2 A_x f^2 k_y^2 \right) \left( \lambda_3 \delta A_1 M^* + c.c. \right) - \left( \frac{b^2}{2a^2} f^4 k_x k_y^2 \right) \left( \lambda_3 \delta A_1^* M' + c.c. \right) - \frac{\lambda_10}{2a \lambda_8} f^2 k_y^2 \left( \lambda_3 \delta A_1 M^* + c.c. \right) - \left( \frac{\lambda_15}{\lambda_{13}} \right) \left( \lambda_{17} \delta A_1^* M' + c.c. \right) + \left( \frac{b^2}{4a \lambda_3} \lambda_8 \lambda_2 f^2 k_y^2 \right) \left( \lambda_3 \delta A_1 M^* + c.c. \right) - \frac{\lambda_15}{\lambda_{13}} \left( \lambda_{17} \delta A_1 M^* + c.c. \right) + \frac{b^2}{2a \lambda_{13}} f^2 A_x k_x k_y^2 \left( \lambda_3 \delta A_1 M^* + c.c. \right) \] (B.16)

The parameters \( \lambda_i \) and \( \bar{\lambda}_i \) which are introduced after integrating out the non-dynamical fields are defined via
\[ \bar{\lambda}_1 = \frac{b^2}{2a^2} k_x^2 f_x^2 + \frac{e^2}{2} b^2 \rho_x^2 \]  
(B.17)

\[ \bar{\lambda}_2 = \frac{a^2}{4} k_x^2 k_y^2 + \frac{e^2 b^4 k_x^2 k_y^2}{4a^2 \lambda_1} f_x^2 \rho_x^2 A_x \]  
(B.18)

\[ \bar{\lambda}_3 = b b' k_x^2 - \frac{e^2 b^4 k_x^2}{4a^2 \lambda_1} f_x^2 \rho_x^2 A_x A'_x \]  
(B.19)

\[ \bar{\lambda}_4 = \frac{a b}{4} \left( \frac{a'}{a} - \frac{b'}{b} \right) k_x^2 k_y^2 + \frac{e^2 b^4 k_x^2 k_y^2}{4a \lambda_1} f_x^2 \rho_x^2 A_x A'_x \]  
(B.20)

\[ \bar{\lambda}_5 = -\frac{b^2}{2} \rho_x^2 k_x^2 + \frac{e^2 b^4 k_x^2}{2a \lambda_1} f_x \rho_x^2 A_x A'_x \]  
(B.21)

\[ \bar{\lambda}_6 = \frac{a^2}{4} k_x^2 k_y^2 + \frac{e^2 b^2 a^2}{2} k_x^2 \rho_x^2 k_y^2 \]  
(B.22)

\[ \bar{\lambda}_7 = \frac{b^2 f^2}{2a^2} k_x^2 + \frac{e^2 b^2 a^2}{8 \lambda_1} \rho_x^2 k_x^2 k_y^2 \]  
(B.23)

\[ \bar{\lambda}_8 = -\frac{ik_x b^2}{2a^2} f_x^2 A'_x + \frac{i e^2 b^3 b'}{2a \lambda_1} k_x^2 \rho_x^2 A_x \]  
(B.24)

\[ \bar{\lambda}_9 = -\frac{a \lambda_3}{b} k_x^2 + \frac{i e^2 a b^3}{8 \lambda_1} \left( \frac{a'}{a} + 3 \frac{b'}{b} \right) k_x^2 k_y^2 \rho_x^2 A_x \]  
(B.25)

\[ \bar{\lambda}_{10} = i b k_x f_x \rho_x A'_x - \frac{i e^2 b^4}{4 \lambda_1} k_x^2 \rho_x^2 \rho_x^2 A_x \]  
(B.26)

\[ \bar{\lambda}_{11} = \frac{ab}{2} \left( \frac{a'}{a} + \frac{b'}{b} \right) k_x^2 + \frac{ab \lambda_3}{4 \lambda_2} k_x^2 k_y^2 \]  
(B.27)

\[ \bar{\lambda}_{12} = \frac{ab}{2} k_x^2 k_y^2 - \frac{ab^2 b'}{4 \lambda_1} \left( \frac{a'}{a} - \frac{b'}{b} \right) k_x^2 k_y^2 - \frac{\lambda_3 \lambda_4}{\lambda_2} \]  
(B.28)
\[ \lambda_8 = -a^2b^2V - \frac{b^2b'^2}{\lambda_1}k_x^4 - \frac{|\lambda_3|^2}{\lambda_2} - \frac{e^2b^2}{2}\rho_x^2A_x^2 \]  
(B.29)
\[ \lambda_9 = -\frac{a^2b^2}{2}V_{,\rho} - \frac{b^2}{2a^2}f_{,\rho}A_x^2 - \frac{b^2b'}{2\lambda_1}\rho_x^2k_x^4 - \frac{\lambda_3^2\lambda_5}{\lambda_2} - \frac{e^2b^2}{2}\rho_x^2A_x^2 \]  
(B.30)
\[ \lambda_{10} = -\frac{b^2}{2a^2}f_x^2A_x^2 - \frac{i^2b^2\lambda_3^2}{2a^2\lambda_2}f_x^2k_x \]  
(B.31)
\[ \lambda_{11} = b^2\frac{k_x^2k_y^2}{4} - \frac{a^2b'^2}{16\lambda_2}k_x^4k_y^4 - \frac{ab\lambda_3\lambda_6^2}{4\lambda_2\lambda_8}k_x^2k_y^2 \]  
(B.32)
\[ \lambda_{12} = b^2\left(\frac{a'}{a} - \frac{b'}{b}\right)k_x^2k_y^2 + \frac{ab\lambda_4}{4\lambda_2}k_x^2k_y^2 - \frac{\lambda_7\lambda_6^2}{\lambda_8} \]  
(B.33)
\[ \lambda_{13} = b^2\frac{k_x^2k_y^2}{4} - \frac{a^2b'^2}{16\lambda_2}k_x^4k_y^4 - \frac{|\lambda_6|^2}{\lambda_8} \]  
(B.34)
\[ \lambda_{14} = -\frac{ab}{2}\rho_xk_y^2 + \frac{ab\lambda_5}{4\lambda_2}k_x^2k_y^2 - \frac{\lambda_9\lambda_6^2}{\lambda_8} \]  
(B.35)
\[ \lambda_{15} = -\frac{b}{2a}f_x^2A_x^2k_y^2 - \frac{e^2b^2\lambda_6^2}{2\lambda_8}\rho_x^2A_x \]  
(B.36)
\[ \lambda_{16} = -\frac{\lambda_6^2\lambda_{10}}{\lambda_8} + \frac{e^2b^5}{16a\lambda_1\lambda_2}f^2\rho_x^2A_xk_x^2k_y^2 \]  
(B.37)
\[ \lambda_{17} = -\frac{\lambda_6^2\lambda_{10}}{2\lambda_3\lambda_8}f_x^2k_y^2 + \frac{i^2e^2ab^3}{16\lambda_1\lambda_2}f^2A_x\rho_x^2k_x^2k_y^2 \]  
(B.38)

One can see that \( \tilde{\lambda}_i \) are determined by \( \tilde{\lambda}_1 \) while \( \lambda_i \) depends on both \( \tilde{\lambda}_1 \) and \( \lambda_1 \). One can check from the detail processes of integrating out the non-dynamical fields that \( \tilde{\lambda}_1 \) is obtained from integrating out \( \delta A_0 \). On the other hand, as we have seen in Section 5.5 the leading interactions originate from integrating out the matter sector. As a result, it is expected that \( \tilde{\lambda}_1 \) plays the dominant role in determining the earliest time in which the interaction \( e^2\rho_x^2A_yA^\mu \) becomes comparable to \( f^2F^2 \) interaction.

Here we justify this conclusion specifically. To see this, let us look at \( \lambda_1 \). Dividing the second term in \( \lambda_1 \) to the first term in \( \lambda_1 \) yields
\[
\frac{e^2\rho_x^2}{M_p^4k^2k_x^2}A_x^2. 
\]  
(B.39)

On the other hand, during most of period of inflation \( \partial_t(\dot{A}f^2e^\alpha) = 0 \) so \( \dot{A}_x \sim e^{-\alpha} f^{-2} \sim e^{3\alpha} \). As a result \( A_x \sim \dot{A}_x/3H \). Using the relation \( \dot{A_x}^2 \sim (I\epsilon_H)e^{2\alpha}f^{-2} \) from the attractor solution we obtain \( A_x^2 \sim (I\epsilon_H)b^2M_p^2/f^2 \). Plugging this value of \( A_x^2 \) in the ratio Eq. [B.39] above yields
\[
(I\epsilon_H)\frac{e^2\rho_x^2}{k^2f_x^2}. 
\]  
(B.40)

Up to the pre-factor \( I\epsilon_H \ll 1 \) this ratio is the same as the ratio one obtains in comparing the second term in \( \tilde{\lambda}_1 \) to the first term in \( \tilde{\lambda}_1 \). Now if we define \( \eta'_1 \) as the time when the
second term in $\lambda_1$ becomes comparable to the first term in $\lambda_1$, then $\eta_c \simeq (I_H H)^{-1/6} \eta'_c$.

Noting that $\eta < 0$, we conclude that $\eta_c \ll \eta'_c$. As a result the interaction $e^2 \rho^2 A^\mu A^\mu$ becomes comparable to $f^2 F^2$ sooner in $\bar{\lambda}_1$ than in $\lambda_1$. Now, since the rest of $\lambda_i$ and $\bar{\lambda}_i$ are controlled by either $\bar{\lambda}_1$ or $\lambda_1$, then we conclude that the earliest time when $e^2 \rho^2 A^\mu A^\mu$ becomes comparable to $f^2 F^2$ is determined by $\bar{\lambda}_1$ as we used to fix $\eta_c$. 
Appendix C

C.1 Second Order Slow-roll Action

In this appendix we calculate the second order action for the canonical fields in the slow roll approximation. Following the discussions in Section 5.3 we divide the dynamical action into two different regions depending on whether the charge \( e \) is important or not. In the first phase, \( \eta < \eta_c \), the charge effect is sub-dominant while in the second phase, \( \eta > \eta_c \), its effect is dominant and the longitudinal mode, as we will introduce it in Eq. (C.12), has the same contribution as the transverse mode. In the following, first we write the action in the first phase and then we go to the second phase.

First Phase

Our goal is to write down the action in terms of the free Lagrangians plus the interaction terms. Using the slow-roll approximation given in Eq. (5.21), and taking \( I \ll 1 \) as mentioned in the main text, to leading orders in slow parameters and \( I \) we have

\[
S_2^{(1)} = \int d\eta d^3k \left( L_{\rho\rho} + L_{\gamma\gamma} + L_{\gamma M} + L_{\gamma A_1} + L_{\rho\gamma} + L_{\rho M} + L_{\rho A_1} + L_{\gamma A_1} + L_{\gamma M} + L_{A_1 M} \right),
\]

(C.1)
Where

\[ L_{pp} = \left( \frac{b^2}{2} \right) \left| \delta \rho' \right|^2 + \left( \frac{b^2}{2} \right) \left( -k^2 + (-\eta)^{-2} \left( 6\epsilon_H - 6 \frac{\eta H}{1 - I} - 12 \frac{I}{1 - I} (1 - 2\sin^2 \theta) \right) \right) \left| \delta \rho' \right|^2 , \]

\[ L_{\gamma\gamma} = \left( \frac{b^2}{2a} \right) k^2 \sin^2 \theta \cos^2 \theta \left( 1 + 6\epsilon_H \right) \left| \gamma' \right|^2 - \left( \frac{b^2}{2a} k^2 \sin^2 \theta \cos^2 \theta \right) \left| \gamma' \right|^2 , \]

\[ L_{\rho\gamma} = \left( \frac{e^2 b^3 \eta_\epsilon M^2}{8 \eta^6 \lambda^2 M^P} k^2 \sin^2 \theta \cos^2 \theta \left( \sin^4 \theta \sqrt{3\lambda I} \epsilon_H^{3/2} \right) \right) \left( \delta\rho^* \gamma + c.c. \right) - \frac{3\sqrt{2}}{2} \frac{b^3}{a\eta} k^2 \sin^2 \theta \cos^2 \theta \sin^4 \theta I \sqrt{\epsilon_H} \left( \delta\rho^* \gamma' + c.c. \right) \]

\[ - \frac{\sqrt{2}}{4} a k^2 \sin^2 \theta \cos^2 \theta \sqrt{\epsilon_H} \left( \delta\rho^* \gamma' + c.c. \right) - \left( \frac{e^2 b^3 \eta_\epsilon^2 M^2}{8 \eta^6 \lambda^2 M^P \epsilon_H^{3/2} \sin^4 \theta \sqrt{3\lambda} \left( 1 + 3\sqrt{2} \right) \epsilon_H^{3/2} \right) \]

\[ \left( \delta\rho^* \gamma' + c.c. \right) \]  

\[ (C.2) \]

\[ L_{MM} = \left( \frac{b^2}{2a^2} k^2 f^2 \sin^2 \theta \cos^2 \theta + \frac{e^2 M^4}{16\lambda^2} b^2 \sin^4 \theta \epsilon_H \left( \frac{\epsilon_H}{1 - I} \right) \right) \left| M' \right|^2 + \left( - \frac{b^2}{2a^2} k^4 f^2 \sin^2 \theta \cos^2 \theta \right) \left| M' \right|^2 , \]

\[ L_{A1A1} = \left( \frac{b^2}{2a^2} f^2 \sin^2 \theta + \frac{e^2 M^4}{16\lambda^2} b^2 \cos^2 \theta \epsilon_H \left( \frac{\epsilon_H}{1 - I} \right) \right) \left| \delta A_1' \right|^2 + \left( - \frac{b^2}{2a^2} k^2 f^2 \sin^2 \theta \right) \left| \delta A_1' \right|^2 , \]

\[ L_{\rho A1} = \left( \frac{1}{\eta} \right) \left( \frac{f b^2}{a} \sqrt{6} I \sin^2 \theta + \frac{e^2 M^4 a b^2}{8k^2 \lambda^2 \epsilon_H} \sin^2 \theta \cos^2 \theta \right) \left( \delta\rho^* \delta A_1' + c.c. \right) - \frac{e^2 b^2 \rho A_x \delta \rho A_1' + c.c.} {c.c.} , \]

\[ L_{\rho M} = \left( \frac{1}{\eta} \right) \left( - \frac{f b^2}{a} \sqrt{6} I \sin^2 \theta (k \cos \theta + \frac{e^2 M^4 a b^2}{8k^2 \lambda^2 \epsilon_H} \sin^2 \theta \cos^2 \theta \right) \left( \delta\rho^* M' + c.c. \right) \]

\[ L_{\gamma M} = - \left( \frac{f b^3}{4a^2} k^2 \sqrt{3I \epsilon_H} \sin^4 \theta \cos^3 \theta \right) \left( i\gamma^* M + c.c. \right) - \left( \frac{b^3 f k^3}{2a^2 \eta} \sqrt{3I \epsilon_H} \sin^2 \theta \cos^3 \theta \right) \]

\[ \left( i\gamma^* M + c.c. \right) - \left( \frac{b^3 f k^3}{4a^2 \eta} \sqrt{3I \epsilon_H} \sin^2 \theta \cos^3 \theta (1 + \cos^2 \theta) \right) \left( i\gamma^* M + c.c. \right) \]

\[ + \left( \frac{f b^3}{4a^2} k^2 \sqrt{3I \epsilon_H} \sin^4 \theta \cos^3 \theta \right) \left( i\gamma^* M' + c.c. \right) , \]

\[ L_{\gamma A1} = \left( \frac{f b^3}{4a^2} k^4 \sqrt{3I \epsilon_H} \sin^4 \theta \cos^2 \theta \right) \left( \gamma^* \delta A_1 + c.c. \right) + \left( \frac{b^3 f k^3}{2a^2 \eta} \sqrt{3I \epsilon_H} \sin^2 \theta \cos^2 \theta \right) \]

\[ \left( \gamma^* \delta A_1 + c.c. \right) + \left( \frac{b^3 f k^3}{4a^2 \eta} \sqrt{3I \epsilon_H} \sin^2 \theta \cos^2 \theta (1 + \cos^2 \theta) \right) \left( \gamma^* \delta A_1 + c.c. \right) \]

\[ - \left( \frac{f b^3}{4a^2} k^2 \sqrt{3I \epsilon_H} \sin^4 \theta \cos^2 \theta \right) \left( \gamma^* \delta A_1' + c.c. \right) , \]

\[ (C.9) \]

\[ L_{A1M} = \left( \frac{f b^2}{2a^2} k^3 \sin^2 \theta \cos \theta \right) \left( i\delta A_1' M + c.c. \right) + \left( - \frac{f b^2}{2a^2} k^2 \sin^2 \theta \cos \theta \right) \]

\[ + b^2 e^2 M^4 \left( \frac{\epsilon_H}{1 - I} \sin^2 \theta \cos \theta \right) \left( iM' \delta A_1' + c.c. \right) , \]

\[ (C.10) \]
Now looking at Eq. (C.11) we can easily see that this term is not as small as the other interaction terms. Actually this term seems to be of the same order as our free field action. This means that $M$ and $\delta A_1$ are not the physical fields. One should consider a rotation in $\{M, \delta A_1\}$ space such that all of the interaction terms become small compared to the free field action. One can check that the following two new fields $D_1$ and $D_2$ work for us in the sense that they do not mix with each other and all of the interaction terms would be small:

$$D_1 \equiv \delta A_1 - ik \cos \theta M$$

$$D_2 \equiv \cos \theta \delta A_1 + ik \sin^2 \theta M.$$  \hspace{1cm} (C.12)

One can check that $D_1$ represents the transverse polarization while $D_2$ is for the longitudinal polarization of the gauge field perturbations $\delta A_\mu$. Now the different parts of the action can be rewritten in terms of these two new fields as

$$L_{MM} + L_{\delta A_1 \delta A_1} + L_{M \delta A_1} = \frac{b^3 f^2}{2a^2} \sin^2 \theta \left( |D'_1|^2 - \left( k^2 + \frac{e^2 M^4 a^2}{8 \lambda^2 f^2} \frac{e_H}{1 - I} \right) |D_1|^2 \right)$$

$$+ \frac{e^2 M^4}{16 \lambda^2 k^2} \frac{e_H b^2}{1 - I} \left( |D'_2|^2 - k^2 |D_2|^2 \right),$$  \hspace{1cm} (C.14)

$$L_{\delta \rho M} + L_{\delta \rho \delta A_1} = \left( \frac{1}{\eta} \right) \frac{b^2}{\sqrt{6I}} \sin^2 \theta f \left( \delta \rho^* D'_1 + \text{c.c.} \right) - \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{I e_H^2}{\lambda}} M_P \sin^2 \theta (\delta \rho^* D_1 + \text{c.c.})$$

$$- \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{I e_H^2}{\lambda}} M_P \cos \theta (\delta \rho^* D_2 + \text{c.c.})$$  \hspace{1cm} (C.15)

$$L_{\gamma M} + L_{\gamma \delta A_1} = \left( \frac{b^3}{4a^2} k^4 f \sqrt{3I e_H} \sin^4 \theta \cos^2 \theta \right) \left( \gamma^* D'_1 + \text{c.c.} \right) + \left( \frac{b^3}{4a^2} \frac{1}{\eta} k^2 f \sqrt{3I e_H} \sin^2 \theta \cos^2 \theta (1 + \cos^2 \theta) \right) \left( \gamma^* D_1 + \text{c.c.} \right)$$

$$- \left( \frac{b^3}{4a^2} k^2 f \sqrt{3I e_H} \sin^4 \theta \cos^2 \theta \right) \left( \gamma^* \delta A'_1 + \text{c.c.} \right),$$  \hspace{1cm} (C.16)

where in Eq. (C.15) and Eq. (C.16) only the leading terms have been written. It can easily be seen that since the charge effect is not important in this phase, the longitudinal
mode is sub-leading. Now we can define the canonical variable as,

\[ \delta \rho \equiv b \delta \rho \]  
\[ \gamma \equiv a \frac{k_x^2 k_y^2}{k^2} \]  
\[ D_1 \equiv \frac{b}{a} f \sin \theta D_1 \]  
\[ D_2 \equiv \frac{e M^2}{2 \sqrt{2} \lambda_M k} \sqrt{\frac{\epsilon H}{1 - I}} b D_2 \]

One can write the action in terms of the canonical variables. Due to technical reasons we only express the free Lagrangians in terms of the canonical variables while the interaction terms may be expressed in terms of the old variables

\[ L_{\delta \rho \delta \rho} = \frac{1}{2} |\delta \rho'|^2 + \frac{1}{2} \left[ -k^2 + (-\eta)^{-2} \left( 2 + 9 \epsilon_H - 6 \frac{\eta H}{1 - I} - 12 \frac{I}{1 - I} (1 - 2 \sin^2 \theta) \right) \right] |\delta \rho|^2 \]  
\[ L_{\gamma \gamma} = \frac{1}{2} |\gamma'|^2 + \frac{1}{2} \left[ -k^2 + (-\eta)^{-2} \left( 2 + 15 \epsilon_H + I \epsilon_H (-6 + 11 \sin^2 \theta + \cot^2 \theta) \right) \right] |\gamma|^2 \]  
\[ L_{D_1 D_1} = \frac{1}{2} |D_1'|^2 + \frac{1}{2} \left[ -k^2 + (-\eta)^{-2} \left( 2 + 9 \epsilon_H - 3 \frac{\eta H}{1 - I} \right) \right] |D_1|^2 \]  
\[ L_{D_2 D_2} = \frac{1}{2} |D_2'|^2 + \frac{1}{2} \left[ -k^2 + (-\eta)^{-2} \left( 2 + 3 \epsilon_H + I \epsilon_H \right) \right] |D_2|^2 \]

These are the final results for the action in the first phase used in Eqs. (??)-(??).

Second Phase

In this part we write the leading order action in the second phase from which we can read off the canonical fields. Considering the dominant effects of \( e \) in \( \lambda_1 \) as mentioned in
Section 5.3 yields

\[ L_{\rho \rho} = \frac{b^2}{2} |\delta \rho|^2 - \left( \frac{e^2 \epsilon_H \lambda}{M^4} \right) \left( \frac{b^2}{f^2} \right) |\delta \rho|^2 \] (C.26)

\[ L_{D_1 D_1} = \frac{b^2}{2a^2} f^2 \sin^2 \theta |D_1'|^2 - \left( \frac{a^2 e^2 \epsilon_H M^4}{16 \lambda^2 f^2} \right) \left( \frac{b^2}{a^2} f^2 \sin^2 \theta \right) |D_1|^2 \] (C.27)

\[ L_{D_2 D_2} = \frac{b^2}{2a^2} f^2 |D_2'|^2 - \left( \frac{a^2 e^2 \epsilon_H M^4}{16 \lambda^2 f^2} \right) \left( \frac{b^2}{a^2} f^2 \right) |D_2|^2 \] (C.28)

\[ L_{\rho D_1} = \left( \frac{1}{\eta} \right) \frac{b^2}{a} \sqrt{6I} \sin^2 \theta f \left( \delta \rho^* D_1' + c.c. \right) - \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{I \epsilon_H^2}{\lambda}} M_P \sin^2 \theta \left( \delta \rho^* D_1 + c.c. \right) \] (C.29)

\[ L_{\rho D_2} = \left( \frac{1}{\eta} \right) \frac{b^2}{a} \sqrt{6I} \cos \theta f \left( \delta \rho^* D_2' + c.c. \right) - \left( \frac{a^2}{f \eta} \right) e^2 \sqrt{\frac{I \epsilon_H^2}{\lambda}} M_P \sin^2 \theta \left( \delta \rho^* D_2 + c.c. \right) \] (C.30)

\[ L_{\rho \gamma} = \left( \frac{e^2}{8} \frac{b^3 \eta^4}{\eta^5} \frac{M^2}{\lambda^2 M_P} k^2 \cos^2 \theta \sin^4 \theta \sqrt{3\lambda I \epsilon_H^{3/2}} \right) \left( \delta \rho^* \gamma + c.c. \right) - \frac{3\sqrt{2}}{2} \frac{b^3}{a \eta} k^2 \cos^2 \theta \sin^4 \theta I \sqrt{\epsilon_H} \times \right.

\left. \times \left( \delta \rho^* \gamma' + c.c. \right) - \frac{\sqrt{2}}{4} \frac{b^3}{a} k^2 \cos^2 \theta \sin^2 \theta \sqrt{\epsilon_H} \left( \delta \rho^* \gamma' + c.c. \right) \right) \] (C.31)

Now from the above equations, we can find the canonical variables in the second phase as,

\[ \bar{\delta \rho}_k \equiv b \delta \rho_k \] (C.32)

\[ \bar{D}_{1k} \equiv \frac{b}{a} \sin \theta f D_{1k} \] (C.33)

\[ \bar{D}_{2k} \equiv \frac{b}{a} f D_{2k} \] (C.34)

as used in Eq. (5.45).
Appendix D

D.1 Outgoing Mode Functions

In this appendix we calculate the mode function during the second phase, $\eta < \eta_c < \eta_e$.

The canonical inflaton field mode function, $\delta \rho_k$, associated with the free inflaton Lagrangian given in Eq. (5.40) is

$$\delta \rho_k = \sqrt{-\eta} \left[ c_{1k} H_{3/4}^{(1)} \left( \frac{3}{2\eta^2} \right) + c_{2k} H_{3/4}^{(2)} \left( \frac{3}{2\eta^2} \right) \right] + \Omega \equiv \frac{2e^2 I_H \lambda M_P^4}{M^4} \eta_c^4. \tag{D.1}$$

Here $H_{3/4}^{(1,2)}(x)$ are the Hankel functions with index $\frac{3}{4}$ and $c_{1k}$ are constant of integrations to be found by matching conditions at $\eta = \eta_c$.

Similarly the canonical transverse mode function, $D_{1k}$, associated with the Lagrangian $L_{D_1D_1}$ in Eq. (5.41) is

$$D_{1k} = \left( \frac{b}{a} \sin \theta f \right) \left( u_k^{(m)} b_{pk} + u_k^{(m)*} b_{p(-k)} \right)$$

$$u_k^{(m)} = \frac{a}{b} \sin \theta f \left[ \left( \frac{e^{1k} H_{3/4}^{(1)} \left( \frac{3}{2\eta^2} \right) + e_{2k} H_{3/4}^{(2)} \left( \frac{3}{2\eta^2} \right) }{2\lambda} \right) \eta_c^4 \right]. \tag{D.2}$$

Finally the $D_{2k}$ mode function is

$$D_{2k} = \left( \frac{b}{a} f \right) \left( u_k^{(m)} c_{pk} + u_k^{(m)*} c_{p(-k)} \right)$$

$$u_k^{(m)} = \left( \frac{a}{b} \frac{\sqrt{-\eta}}{f} \right) \left[ \left( \frac{e^{1k} H_{3/4}^{(1)} \left( \frac{3}{2\eta^2} \right) + e_{2k} H_{3/4}^{(2)} \left( \frac{3}{2\eta^2} \right) }{2\lambda} \right) \eta_c^4 \right]. \tag{D.3}$$

Our goal is to find the constants of integration $c_{ik}, d_{ik}, e_{ik}$, $i = 1, 2$ with the appropriate matching conditions at $\eta = \eta_c$. To impose the matching conditions we require that the original fields $\delta \rho, M, A_1$ and their derivatives to be continuous at $\eta = \eta_c$. With the
incoming mode functions given by Eq. (5.46) and after imposing the matching conditions one obtains

\[ c_{1,2} = \frac{\pi}{8i} e^{-ik\eta_c} \left( \pm H^{(2,1)}_{3/4} \left( \frac{\sqrt{\Omega}}{2\eta_c^2} \right) \left( 3 - \frac{3i}{k\eta_c} + i k\eta_c \right) \mp H^{(2,1)}_{-1/4} \left( \frac{\sqrt{\Omega}}{2\eta_c^2} \right) \frac{\sqrt{\Omega}}{\eta_c^2} \left( 1 - \frac{i}{k\eta_c} \right) \right), \]

\[ d_{1,2} = \frac{\pi}{8i} e^{-ik\eta_c} \left( \pm H^{(2,1)}_{3/4} \left( \frac{\sqrt{\Delta}}{2\eta_c^2} \right) \left( 3 - \frac{3i}{k\eta_c} + i k\eta_c \right) \mp H^{(2,1)}_{-1/4} \left( \frac{\sqrt{\Delta}}{2\eta_c^2} \right) \frac{\sqrt{\Delta}}{\eta_c^2} \left( 1 - \frac{i}{k\eta_c} \right) \right), \]

\[ e_{1,2} = \frac{\pi}{8i} e^{-ik\eta_c} \left( \pm H^{(2,1)}_{3/4} \left( \frac{\sqrt{\Delta}}{2\eta_c^2} \right) (i k\eta_c) \mp H^{(2,1)}_{-1/4} \left( \frac{\sqrt{\Delta}}{2\eta_c^2} \right) \frac{\sqrt{\Delta}}{\eta_c^2} \left( 1 - \frac{i}{k\eta_c} \right) \right). \]

This fixes the form of the outgoing mode functions. However, as discussed at the end of Section 5.3, during most of the period of the second phase the arguments of the Hankel functions above are smaller than unity so the mode functions to a good approximation follow the profile of a massless scalar field. As a result, in our In-In integrals we can use the mode functions as given in Eq. (5.46).
Appendix E

E.1 Gradient Expansion Ordering of Perturbations

In this section we estimate the ordering of $\beta^i$ and $\delta q^\mu$ and calculate the contributions of $\delta q^\mu$ and $\delta \pi^0_\mu$ in the energy conservation equation, Eq. [6.35].

First of all let us check the transverse conditions on the heat flow and anisotropic pressure. By definition one has

$$u^\mu q_\mu = 0, \quad u^\mu \pi^\nu_\mu = 0.$$  \hfill (E.1)

The fluid’s 4-velocity can be read as

$$u^\mu = \left[ \frac{1}{N}, \vec{0} \right] + \mathcal{O}(\epsilon^2), \quad u_\mu = \left[ -N, \frac{\beta_i}{N} \right] + \mathcal{O}(\epsilon^2).$$ \hfill (E.2)

From the background equations we conclude that $\bar{q}^\mu$ and $\bar{\pi}_0^\mu$ are zero. Now using the transverse condition [E.1] one concludes that to all order

$$\delta q_0 = 0, \quad \delta \pi^0_0 = 0$$ \hfill (E.3)

This also yields $\delta q^0 = \mathcal{O}(\delta^2)$. For the ordering of $\delta \pi^0_i$ one has

$$\delta \pi^0_i = a_i^2 \delta \pi^i_0 + \beta_i \pi^i_0 = \beta_i \pi^i_0.$$ \hfill (E.4)

We will use this equation later in order to find the ordering of the gradient expansion of perturbations.

Let us now look at the gradient expansion ordering of $\beta^i$. For this we look at $\delta G^0_i$ and $\delta G^i_0$ components of Einstein equations. With some efforts one can show that

$$\delta G^0_i = \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta) \hfill (E.5)$$

$$\delta G^i_0 = \beta^i \left( 3 \bar{H} \dot{H} - \sum_i \bar{H}_i^2 - 3 \dot{H} + \dot{H}_i \right) + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta)$$

$$= \beta^i \left( \bar{R}_i - \bar{R}_0^0 \right) + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta).$$ \hfill (E.6)
The easiest way to see this is to adopt the local inertial frame in which $\Gamma^\alpha_{\beta\gamma} = 0$. Therefore, the corresponding Einstein equations yield

\begin{align}
\delta T^0_i &= \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta) \quad \text{(E.7)} \\
\delta T^i_0 &= \beta^i (\bar{R}^i_i - \bar{R}^0_0) + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta). \quad \text{(E.8)}
\end{align}

Similarly, using the spatial components of energy momentum conservation one can put limits on $\delta T^0_i$. The continuity equation $\nabla^\mu T^\mu_i$ to leading order yields

\begin{align}
(\partial_0 + 3H - H_i)\delta T^0_i - a_i^2 H_i \delta T^i_0 &= -H_i \beta_i (\bar{T}^i_i - \bar{T}^0_0) + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta) \\
&= -H_i \beta_i (\bar{R}^i_i - \bar{R}^0_0) + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta). \quad \text{(E.9)}
\end{align}

One can show that the expression, $\bar{T}^i_i - \bar{T}^0_0 = \bar{R}^i_i - \bar{R}^0_0$ is non-vanishing in general and is of the order of $\dot{H}$.

Plugging Eqs. (E.7) and (E.8) into continuity equation Eq. (E.9) yields

\begin{equation}
(\partial_0 + 3H - H_i)\delta T^0_i = \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta). \quad \text{(E.10)}
\end{equation}

This equation shows that $\delta T^0_i$ has decaying solutions approximately like $1/a^2$. So one can readily deduce that $\delta T^0_i$ should be higher order in gradient expansion as

\begin{equation}
\delta T^0_i = \epsilon^2 \mathcal{O}(\delta) + \epsilon \beta \mathcal{O}(\delta). \quad \text{(E.11)}
\end{equation}

Before discussing about the consequences of the above equation it is more convenient to rephrase Eq. (E.8) as follows

\begin{equation}
-\delta q^i = \beta^i (\bar{T}^i_i - \bar{T}^0_0) + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta), \quad \text{(E.12)}
\end{equation}

Furthermore for $\delta T^0_i$ we have

\begin{equation}
\delta T^0_i = (\bar{\rho} + \bar{p})\beta_i - \delta q_i + \delta \pi^0_i + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta) \quad \text{(E.13)}
\end{equation}

By using Eq. (E.12) to eliminate $\delta q^i$ in favor of $\beta^i$ and Eq. (E.4) to express $\delta \pi^0_i$ as a function of $\beta^i$ one can show that the leading order terms of $\beta^i$ cancel each other and one obtains

\begin{equation}
\delta T^0_i = \beta^i \mathcal{O}(\delta) + \epsilon \mathcal{O}(\delta) + \beta \mathcal{O}(\delta). \quad \text{(E.14)}
\end{equation}
On the other hand, comparing Eq. (E.11) with Eq. (E.14), one obtains the following result for the ordering of $\beta^i$

$$\beta^i = \mathcal{O}(\epsilon), \quad (E.15)$$

This also yields

$$\delta q_i = \mathcal{O}(\epsilon) \quad (E.16)$$

$$\delta \pi^0_i = \mathcal{O}(\epsilon) \quad (E.17)$$

Now we investigate the contribution of heat flow in continuity equation Eq. (6.35). Using Eq. (E.16) and Eq. (E.17) one finds that $\delta q^\mu \sim \mathcal{O}(\epsilon)$ and by noting that the background value of $q^\mu$ is also zero, we get

$$- u_\mu u_\nu \nabla_\nu q^\mu + \nabla_\mu q^\mu = \mathcal{O}(\epsilon \delta, \epsilon^2) \quad (E.18)$$

As a result one can deduce that heat conduction can be ignored in the continuity equation at the first order of perturbations and gradient expansion.

Now it is time to calculate the contribution of anisotropic pressure on the continuity equation

$$u^\mu \nabla_\nu \pi^{\nu \mu} = \bar{u}_\mu \nabla_\nu \bar{\pi}^{\nu \mu} + \delta(u^\mu \partial_\nu \pi^{\nu \mu} + u^\mu \Gamma^{\nu}_{\nu \rho} \pi^{\mu \rho}_\mu - u^\mu \Gamma^{\mu}_{\rho \nu} \pi^{\nu \rho}) \quad (E.19)$$

Noting that $u^\mu = \left[ 1/N, \vec{0} \right] + \mathcal{O}(\epsilon^2)$ and $\delta \pi^{\nu \rho}_0 = 0$ to the all orders of perturbations $\delta$, one has

$$u^\mu \nabla_\nu \pi^{\nu \mu} = -\frac{1}{N} H_i(x, t) \pi_i^1(x, t). \quad (E.20)$$
Appendix F

F.1 \((i \neq j)\) Components of Einstein equation

In this Appendix we look into off-diagonal components of spatial Einstein equations

\[ M^{-2}_P \delta G^i_j = \delta T^i_j \] for \(i \neq j\). These equations are trivial at the background level. The leading order perturbation equations lead

\[
(1) \gamma_{ij}^{(1)} + 3H(1)\dot{\gamma}_{ij} + \left[ 3H_i H_j - 3(\dot{H}^2 + \dot{H}) - 2 \sum_i H_i^2 - |\epsilon^{ijk}| \dot{H}_k \right] (1) \gamma_{ij}^{(1)} = \frac{2}{a_i a_j M^{-2}_P} (1) \delta \pi_{ij}, \quad (i \neq j)
\]

in which \(\epsilon^{ijk}\) is the Levi-Civita symbol. As one can see the above equation has decaying solutions. This is due to the fact that the background metric does not admit off-diagonal spatial components. Weinberg has argued that the anisotropic stress for a wide class of theories to be some linear combinations of \(\delta u, \delta p\) and \(\delta \rho\) \cite{Wei}. We partially extend this assumption and assume that the anisotropic stress can also obtain contributions from gauge fields, \(A_\mu\). So anisotropic stress tensor \(\pi_{ij}\) for \(i \neq j\) can be some linear combination of \(\partial_i \partial_j p, \partial_i \partial_j \rho, \partial_i u_j, \partial_i A_j, \partial_i q_j, u_i u_j, u_i A_j, u_i q_j\) and finally \(A_i q_j\). As \(A_i A_j\) for \(i \neq j\) is forbidden by the background equations, this term does not contribute to the off-diagonal part of \(\pi_{ij}\). These contributions are at least at the first order of gradient expansion \(\epsilon\). So one readily deduces that

\[
\pi_{ij} = \mathcal{O}(\epsilon). \quad (F.2)
\]

Now, Eq. \((F.1)\) can be rephrased as

\[
(1) \gamma_{ij}^{(1)} + 3H(1)\dot{\gamma}_{ij} + m_{ij}^2 \gamma_{ij} = \mathcal{O}(\epsilon), \quad (F.3)
\]

with \(m_{ij}^2 \sim H^2\) so \(\gamma_{ij}\) has decaying solutions scaling approximately as \(a^{3/2}\). This is a consequence of the fact that the background equations do not admit \(\gamma_{ij} \neq 0\) for \(i \neq j\).
At the second order in perturbation variables $\delta$, the homogeneous equation has the same form, but it can be verified that all possible source terms are at least at the first order in gradient expansion $\epsilon$. This argument can be repeated for all orders of perturbations. This argument leads to the conclusion that in the $n$-th order of perturbation theory, the off diagonal spatial part of metric, after the decaying solutions become negligible, are of the first order of gradient expansion. As a result, one deduces

$$\gamma_{ij} = O(\epsilon)$$

(F.4)

This equation is important for gradient expansion of Einstein equations.
Appendix G

G.1 The $\delta N$ analysis

In this Appendix we outline the details of the $\delta N$ analysis leading to Eqs. (7.11)-(7.17).

The starting equations are

\[
N = \frac{p_c}{2(I-1)} \ln \left( \frac{\phi}{\phi_f} \right) \tag{G.1}
\]
\[
= \frac{1}{3} \ln \left( \sqrt{\frac{3}{2R}} \left( \frac{A - A_f}{M_P} \right) + 1 \right). \tag{G.2}
\]

In addition during inflation, from the attractor condition we have

\[
R = \frac{\dot{A}_x^2 f(\phi)^2 e^{-2\alpha}}{2V} \simeq \frac{I \epsilon}{2} \tag{G.3}
\]

in which the last approximate equality is for the general case when $p > p_c$ and $I \neq 0$.

In this view $R$ is treated as a free parameter which should be varied when calculating $\delta N$. This is because in general $N$ is defined in the phase space as a function of $(\phi, \dot{\phi})$ and $(A_x, \dot{A}_x)$. Because of the slow-roll conditions we can solve for $\dot{\phi}$ in terms of $\phi$ so we do not need to vary $\delta \dot{\phi}$ as an independent variable. However, for the gauge field, because of the gauge invariance, it is $\dot{A}_x$ (i.e. $F_{0x}$) which is physical and not $A_x$ itself. The contribution of gauge field $A_x$ (and not its derivative) only appears at the surface of end of inflation in which the gauge symmetry is spontaneously broken due to Higgs mechanism and the gauge field becomes massive. Therefore, $\delta N$ has contributions both from $\delta \dot{A}_x$ and $\delta A_x$.

Finally, the surface of end of inflation is parameterized by the angle $\gamma$ via

\[
\phi_f = \phi_c \cos \gamma \quad , \quad A_f = \frac{g \phi_c}{e} \sin \gamma. \tag{G.4}
\]

Expressing the surface of end of inflation in this way, the dependent variables $\phi_f$ and $A_f$ are traded in terms of the independent variable $\gamma$. 
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Now our goal is to use the constraint Eqs. (G.3) and (G.4) to find $\delta N$ in terms of initial fluctuations $\delta \phi, \delta A$ and $\delta \dot{A}$. In the expressions below, we keep $N$ general, but it is understood that we evaluate the initial perturbations at the time of horizon crossing corresponding to $N = -60$.

Varying Eq. (G.1) with respect to variables $\phi, \phi_f$ and $I$ (or $R$) yields

$$
\delta N = N, X, \delta X + \frac{1}{2} N, X, X, \delta X, \delta X
$$

in which $X_I$ collectively represents the variables $\{ \phi, \phi_f, I \}$. Note that when $I \neq 0$ and $R \simeq I \epsilon/2$, we can use $\delta I$ and $\delta R$ interchangeably. Calculating the derivatives, we have

$$
N,\phi = \frac{p_c}{2(I-1)\phi}, \quad N,\phi_f = -\frac{p_c}{2(I-1)\phi_f}, \quad N,I = -\frac{p_c}{2(I-1)^2} \ln \frac{\phi}{\phi_f} = -\frac{N}{I-1}
$$

$$
N,\phi\phi = -\frac{p_c}{2(I-1)\phi^2}, \quad N,\phi_f\phi = \frac{p_c}{2(I-1)\phi_f^2}, \quad N,II = \frac{2N}{(I-1)^2}
$$

$$
N,I\phi = -\frac{p_c}{2(I-1)^2\phi}, \quad N,I\phi_f = \frac{p_c}{2(I-1)^2\phi_f}, \quad N,\phi\phi_f = 0.
$$

Varying the attractor condition, Eq. (G.3), yields

$$
\frac{\delta R}{R} = \frac{\delta I}{I} = \frac{2f,\phi}{f} \delta \phi + \frac{2\delta \dot{A}}{A} + \left( \frac{f,\phi\phi}{f} + \left( \frac{f,\phi}{f} \right)^2 \right) \delta \phi^2 + \left( \frac{\delta \dot{A}}{A} \right)^2 + \frac{4f,\phi \delta \dot{A}}{f} \delta \phi
$$

$$
- 2\delta N \left( 1 + \frac{2f,\phi}{f} \delta \phi + \frac{2\delta \dot{A}}{A} \right) + 2N^2
$$

On the other hand, varying Eq. (G.4) with respect to the independent variable $\gamma$ to second order yields

$$
\delta \dot{\phi}_f = \phi_c \left[ -\sin \gamma (\delta_1 \gamma + \delta_2 \gamma) - \frac{1}{2} \cos \gamma (\delta_1 \gamma)^2 \right],
$$

in which $\delta_1 \gamma$ and $\delta_2 \gamma$ respectively show the first and second order perturbations in $\gamma$.

Plugging Eqs. (G.8) and (G.7) in Eq. (G.5), and neglecting the sub-leading terms $\delta N^2$ and $NI^2$ for $I \ll 1$, yields

$$
\delta N \simeq -\left[ \frac{p_c}{2\phi} + 2NI f,\phi \right] \delta \phi + 2NI \delta \dot{A} - \frac{p_c}{2} \tan \gamma \delta_1 \gamma - \frac{p_c}{2} \tan \gamma \delta_2 \gamma
$$

$$
+ \left[ NI \left( \frac{f,\phi\phi}{f} + \left( \frac{f,\phi}{f} \right)^2 \right) - \frac{p_c I f,\phi}{\phi f} + \frac{p_c}{4\phi^2} \right] \delta \phi^2 + NI \left( \frac{\delta \dot{A}}{A} \right)^2 + \left[ 4NI f,\phi \frac{f,\phi}{\phi} - \frac{Ip_c}{\phi} \right] \frac{\delta \dot{A}}{A} \delta \phi
$$

$$
- \frac{p_c (\delta_1 \gamma)^2}{4 \cos^2 \gamma} - Ip_c \tan \gamma \left[ \frac{f,\phi \delta \phi + \delta \dot{A}}{f} \right] \delta_1 \gamma
$$

(G.9)
Similarly, varying Eq. (G.2) to second order yields

\[ \delta N = N_{hy} \delta Y_t + \frac{1}{2} N_{hy} \delta Y_t \delta Y_t \tag{G.10} \]

in which \( Y_t \) collectively represents the variables \( \{ \phi, A_f, R \} \). Note that in formula for \( N \) given in Eq. (G.2) it is \( R \) and not \( I \) which appears. This is crucial for the critical case in which \( I = 0 \) but \( R \) is still a free parameter containing information for \( A_x \). Calculating the derivatives, we have

\[
N_{,A} = \frac{e^{-3N}}{M_P \sqrt{6R}} , \quad N_{,A_f} = -\frac{e^{-3N}}{M_P \sqrt{6R}} , \quad N_{,R} = -\frac{1}{6R} (1 - e^{-3N})
\]

\[
N_{,AA} = N_{,A_f A_f} = -\frac{e^{-6N}}{2RM_P^2} , \quad N_{,RR} = \frac{1}{12R^2} (2 - e^{-3N} - e^{-6N})
\]

\[
N_{,AA_f} = \frac{e^{-6N}}{2RM_P^2} , \quad N_{,RA} = -N_{,RA_f} = -\frac{e^{-6N}}{2M_P \sqrt{6R^3}}
\] (G.11)

On the other hand

\[
\delta A_f = \frac{g \phi_c}{e} \left[ \cos \gamma (\delta_1 \gamma + \delta_2 \gamma) - \frac{1}{2} \cos \gamma (\delta_1 \gamma)^2 \right]. \tag{G.12}
\]

Plugging Eqs. (G.12) and (G.7) in Eq. (G.10) to leading order yields

\[
\delta N = \frac{1}{3} (1 - e^{-3N}) \left[ \left( \frac{f_{,\phi}}{f} \right)^2 \delta \phi + \frac{\delta \hat{A}}{A} \right] + \frac{e^{-3N}}{M_P \sqrt{6R}} \frac{\delta A}{\sqrt{M_P}} + \frac{e^{-3N}}{M_P \sqrt{6R}} \frac{g \phi_c}{e} \cos \gamma (\delta_1 \gamma + \delta_2 \gamma)
\]

\[
- \frac{e^{-6N}}{4RM_P^2} (\delta_1 \gamma)^2 + \frac{g \phi_c \sin \gamma e^{-3N}}{2e M_P^2 \sqrt{6R}} - \frac{g \phi_c^2 \cos^2 \gamma e^{-6N}}{2e M_P^2 \sqrt{6R}} (\delta_1 \gamma)^2 + \frac{g \phi_c \cos \gamma}{2Re M_P^2} e^{-6N} \delta_1 \gamma \delta A
\]

\[
- \frac{1}{6} (1 - e^{-3N}) \left[ \left( \frac{f_{,\phi}}{f} \right)^2 \delta \phi + \frac{\delta \hat{A}}{A} \right] + \frac{e^{-6N}}{3M_P \sqrt{2R}} \left( \frac{f_{,\phi}}{f} \delta \phi + \frac{\delta \hat{A}}{A} \right) \left( \delta A + \frac{g \cos \gamma}{e} \delta_1 \gamma \right)
\] (G.13)

Now we have two formulas for \( \delta N \), given by Eqs. (G.13) and (G.9). Similar to [126] we can use these two equations to eliminate \( \delta_1 \gamma \) and \( \delta_2 \gamma \) in terms of initial perturbations \( \delta \phi, \delta A \) and \( \delta \hat{A} \). We find

\[
\delta_1 \gamma = \frac{e}{g \phi_c \cos \gamma} \left( \delta A + \sqrt{2R M_P \left( \frac{\delta \hat{A}_x}{A} + \frac{f_{,\phi}}{f} \delta \phi \right)} \right)
\]

\[
\delta_2 \gamma = \frac{e M_P \sqrt{6R}}{g \cos \gamma \phi_c} \left[ \frac{e \sin \gamma}{2g \cos^2 \gamma \phi_c} \left( \frac{\delta A^2}{M_P \sqrt{6R}} + M_P \sqrt{ \frac{2R}{3} } \left( \frac{\delta \hat{A}}{A} \right)^2 + \frac{2 \delta A \delta \hat{A}}{3A} + \frac{2 f_{,\phi} \delta \phi \delta A}{3f} \right) \right]
\]

\[
+ \left( \frac{f_{,\phi}}{6f} + \frac{e M_P \sin \gamma}{18g \cos^2 \gamma \phi_c} \sqrt{6R} \left( \frac{f_{,\phi}}{f} \right)^2 \right) \delta \phi^2 + \frac{f_{,\phi}}{3f} (1 + \frac{e \sin \gamma M_P}{3g \cos^2 \gamma \phi_c} \sqrt{6R}) \delta \phi \frac{\delta \hat{A}}{A}\right]\tag{G.14}
Now we plug back $\delta \gamma$ to either of Eqs. (G.13) or (G.9) yielding our final formula for $\delta N$ given in Eqs. (7.9)-(7.17).
Appendix H

H.1 Investigating the Validity of Separate Universe Assumption

Before using the $\delta N$ formalism, one has to verify the validity of the gradient expansion and the separate universes approach in our model. For isotropic FRW background containing interacting scalar fields this was studied in [83, 85, 86, 87]. In this picture, each local Hubble patch behaves as a background FRW universe with the effects of a very long mode to rescale the background quantities such as $a(t), H, \rho$ and $p$ appropriately. For the model of anisotropic inflation this was first demonstrated in [74]. In this Appendix, we prove the validity of separate universe approach in our current model of gauged hybrid inflation. Because of the complexity of waterfall dynamics, we demonstrate this up to second order in perturbation theory which enables us to calculate the power spectrum and the bispectrum. In principle, one can prove the validity of $\delta N$ to all orders in perturbation theory, but this is beyond the scope of this work.

Let us start with the general Bianchi I background with three different background scale factors

$$ds^2 = -dt^2 + a_1(t)^2 dx^2 + a_2(t)^2 dy^2 + a_3(t)^2 dz^2 .$$  \hspace{1cm} (H.1)

Following the notations used in [99] we define

$$H_i(t) = \frac{\dot{a}_i}{a_i} , \quad H = \frac{1}{3} \sum_{i=1}^{3} H_i .$$  \hspace{1cm} (H.2)

Here $H_i$ represents the Hubble expansion rate for the $i$-th direction with $i = 1, 2, 3$ and a dot indicates the derivative with respect to cosmic $t$.

To solve the background fields equations one has to specify the form of energy momentum tensor. The general form of energy momentum tensor $T_{\mu\nu}$ for an imperfect fluid...
is given by $\left[H.3\right]$

$$T_{\mu\nu} = (\rho + p) u_\mu u_\nu + p g_{\mu\nu} + q_\mu u_\nu + u_\mu q_\nu + \pi_{\mu\nu}$$

with the conditions

$$q_\mu u^\mu = 0 \ , \ \pi^\mu_\mu = 0 \ , \ \pi_{\mu\nu} = \pi_{\nu\mu} \ , \ \pi_{\mu\nu} u^\nu = 0 .$$

Here $u^\mu$ represents the four-vector associated with the fluid, $\rho$ is the energy density, $p$ represents the isotropic pressure, $\pi_{\mu\nu}$ stands for the trace-free anisotropic pressure (stress) and $q^\mu$ is the heat conduction.

The background Einstein equations are

$$3 \dot{H}^2 = \sum_{i>j} \dot{H}_j \dot{H}_j = \frac{\bar{\rho}}{M_p^2} \quad \left[H.4\right]$$

$$\bar{T}^0_i = \bar{q}_i = 0 \quad \left[H.5\right]$$

$$M_p^2 \ddot{H}_i = -3M_p^2 \bar{H} \dot{H}_i + \frac{1}{2} (\bar{\rho} - \bar{p}) + \bar{\pi}_{ij} \delta^j_i . \quad \left[H.6\right]$$

In this notation, $\dot{H}_i$ represents the background Hubble expansion rates while $\bar{\rho}, \bar{p}$ and so on are the background values of the fluid’s physical parameters. Also note that we have defined $\mathcal{H}$ as the effective Hubble expansion rate appearing in Friedmann equation, Eq. $\left[H.4\right]$, which should not be mistaken with the conformal Hubble expansion rate usually used in literature.

On the other hand, the energy conservation equation $u_\mu \nabla_\nu T^{\mu\nu} = 0$ yields

$$- u_\mu \nabla_\nu T^{\mu\nu} = \ddot{\rho} + 3H(\bar{\rho} + \bar{p}) + \bar{H}_j \bar{\pi}^j_\delta^j_i = 0. \quad \left[H.7\right]$$

where $H = \sum_i \dot{H}_i / 3$.

Let us now look at the perturbations. We follow the notation used in $\left[87\right]$ in our $\delta N$ analysis. We denote the order of spatial derivative or the gradient expansion by $\epsilon = k / a H$ while the perturbations are denoted by $\delta$. In general, one has to allow three different gradient expansion parameters $\epsilon_i$ for three different spatial directions $\epsilon_i = k / a_i H_i$. However, in order to simplify the analysis we assume $\epsilon_i \sim \epsilon$ but the extension to the general case will be easy.

Using the standard ADM formalism the perturbations in metric are parameterized as

$$ds^2 = -N^2 dt^2 + \gamma_{ij} (dx^i + \beta^i dt) (dx^j + \beta^j dt) , \quad \left[H.8\right]$$
in which, as usual, $N$ is the lapse function, $\beta_i$ represents the shift vectors and $\gamma_{ij}$ is the three-dimensional spatial metric. Furthermore, it is instructive to decompose the spatial metric into

$$
\gamma_{ij} = a_i(t)a_j(t)e^{\psi_i(x,t)+\psi_j(x,t)}\tilde{\gamma}_{ij}, \quad (H.9)
$$

in which $a_i(t)$ represents the scale factor for the $i$-th spatial direction and $\psi_i(x,t)$ is similar to curvature perturbation $\psi$ for the isotropic background.

As studied in [74], one important step in the analysis of the gradient expansion for the Einstein equations is the ordering of the shift functions $\beta^i$. In [74], for the model of anisotropic inflation, it was shown that $\beta^i = \mathcal{O}(\epsilon)$ to all orders in perturbation theory. Here we demonstrate that, although quantum back-reactions induce non-zero shift function $\beta^i$, these corrections can still be neglected as the shift function is at the second order in perturbation theory $\beta^i = \mathcal{O}(\delta^2)$. In the following we demonstrate this point in details.

In order to find an estimation for the shift function $\beta^i$, it is enough to use $(0,i)$ component of the Einstein equation. Using the definition of energy-momentum tensor for an imperfect fluid, one finds

$$
\delta T^i_0 = -N\delta q^i + \epsilon \mathcal{O}(\delta) + \mathcal{O}(\delta). \quad (H.10)
$$

On the other hand, employing the $(i,0)$ component of Einstein equation, the heat transfer can be related to the shift function as

$$
\delta q^i = -(\bar{p} + \bar{\rho} + \bar{\pi}^i)\beta^i + \epsilon \mathcal{O}(\delta) + \mathcal{O}(\delta). \quad (H.11)
$$

Let us simplify the above equation in order to estimate the amplitude of $\beta^i$. In our specific model one can simply show that $\bar{\pi}^i \sim IH^2 \ll \epsilon H^2$. As a result the shift function $\beta^i$ can be estimated as

$$
\beta^i \approx -\frac{\delta q^i}{\epsilon H^2 M_P^2}, \quad (H.12)
$$

in which $\epsilon$ denotes the slow-roll parameter and should not be mistaken with the gradient expansion parameter. Now using the action, Eq. [4.50], the heat transfer can be read as

$$
\delta q^i = -\frac{1}{N} \left[ f^2(\phi)T^i_m^{em} + i e (\delta \psi^* \partial_0 \delta \psi - \delta \psi \partial_0 \delta \psi^*) A^i + e^2 \delta \psi^2 A_0 A^i \right]. \quad (H.13)
$$
It has been previously shown in [74] that the first term in the big bracket above, denoting the heat transfer of electromagnetism, is \( O(\epsilon) \). Below we find the order of the gradient expansion of the other two terms in Eq. (H.13).

In the main text we chose unitary gauge by setting the complex phase of the waterfall field to be zero. In the following, it is more helpful to choose the Coulomb-radiation gauge in which \( A_0 = \partial_i A_i = 0 \). As a result, the third term in Eq. (H.13) is zero and we are left only with the second term in Eq. (H.13).

Note that the waterfall is extremely heavy during inflation so the background value of the waterfall field is pinned to zero before the waterfall phase transition. In addition, the quantum fluctuations of the waterfall field after horizon crossing are continuously damped till the time of waterfall instability after which the modes start growing exponentially as a result of the tachyonic instability [132, 130, 136, 131, 134, 135, 133].

Before doing any explicit calculation it is worth discussing how the waterfall dynamics can contribute to the heat transfer. For a moment suppose that every waterfall quantum fluctuations in the vicinity of the transition point has the following solution

\[
\delta \psi_k(n) = \delta \psi_k(0) e^{-i\omega(t)t + \Omega(t)t},
\]

(H.14)

in which \( n \equiv N - N_c \) and \( N_c \) represents the time of the waterfall phase transition. Here \( \omega(t) \) and \( \Omega(t) \) are two real functions quantifying the frequency of the oscillations and the growth rate of each mode respectively.

Looking at Eq. (H.13), we conclude that only the oscillatory phase \( \omega(t) \) of the solution can contribute into the second term in Eq. (H.13). Therefore, only modes which become classical but still have oscillatory behavior will contribute to this term. This takes place near the waterfall transition point when the modes become classical but still may have weak oscillatory behaviors.

Let us now examine the above intuition more carefully. The evolution equation for the quantum mode \( v_k \equiv a\delta \psi_k \) can be read as

\[
v''_k + \left( \kappa^2 - \frac{2 + \epsilon^2 \nu}{\tau^2} \right) v_k = 0,
\]

(H.15)

in which the prime denotes the derivation respect to conformal time \( \tau \) and \( \epsilon \psi \) is a large number measuring the tachyonic mass of the waterfall quantum fluctuations [130].
order to estimate the heat transfer one can assume that every mode becomes classical when \( \omega_k \tau \sim \lambda \sim 1 \) in which \( \omega_k \) is the time-dependent frequency in the above equation \( \omega_k^2 = k^2 - (2 + \epsilon^2 n)/\tau^2 \). It is evident that there is a narrow band of momenta which can contribute to the heat transfer

\[
k^2_{\text{min}} = \frac{\lambda + 2 + \epsilon^2}{\tau^2} < k^2 < k^2_{\text{max}} = \frac{2 + \epsilon^2}{\tau^2}.
\]  

(\text{H.16})

As a starting point let us estimate the background value of the heat transfer

\[
\delta q^i = -\frac{1}{N} i e \text{Im} [\delta \psi^* \partial_0 \delta \psi ]_0 \bar{A}^i,
\]  

(\text{H.17})

in which the charge density of waterfall field can be estimated as

\[
i e \text{Im} [\delta \psi^* \partial_0 \delta \psi ]_0 \simeq \frac{e}{a} \int_{k_{\text{min}}}^{k_{\text{max}}} d^3k \omega_k(t) |\delta \psi_k|^2.
\]  

(\text{H.18})

For simplicity, in the vicinity of the transition point, for the narrow band of momenta given in Eq. (H.16), the frequency of the modes can be estimated as \( \omega_k(t) \sim 1/\tau \) so one has

\[
i e \text{Im} [\delta \psi^* \partial_0 \delta \psi ]_0 \sim e H \frac{H_0^2}{4 \pi^2},
\]  

(\text{H.19})

in which we have used the fact that the short modes around the transition point have the following amplitude [135]

\[
\delta \psi_S(n) = \frac{H_0}{\sqrt{2kk_c}} e^{-n}.
\]  

(\text{H.20})

Adding up these results, from Eq. (\text{H.12}), one finds the following relation for the background value of shift function \( \beta^i \)

\[
\beta^i \sim \frac{e H A^i}{4 \pi^2 \epsilon M_{P}^2} = P_R \frac{eA^i}{H}.
\]  

(\text{H.21})

As one can see, the shift function has a small value at the background level. Although its value can be ignored in the background equation, but still it can give rise to complications in the perturbation equations. Therefore, it is helpful to estimate the amplitude of \( \beta^i \) induced from the waterfall effects. Using the relation \( a^{-2} \dot{A} = 2R V \), with \( R \) being the ratio of the gauge field energy density to the total energy density, one finds that

\[
\frac{eA_f}{H} \sim 3R \ll 1.
\]  

(\text{H.22})
Moreover, one has \( \mathcal{P}_R = \mathcal{O}(\delta^2) \). As a result one concludes that

\[
\bar{\beta}^i \sim R \delta^2 \ll \delta^2. \tag{H.23}
\]

This indicates that \( \bar{\beta}^i \) is not larger than the second order in perturbations. Let us now estimate the amplitude of perturbations in shift function, \( \beta_k \), for each mode \( k \). Following the same method as above one can simply find that

\[
\beta_k \sim R (\delta \psi^2)_k \tag{H.24}
\]

Now let us look at the \( \delta N \) prescription for this model with a background value of \( \beta^i \). In an FRW universe the local Hubble expansion rate for each direction in the presence of perturbations is defined as \[74\]

\[
H_i(x, t) = \bar{H}_i + \dot{\psi}(x, t) \frac{\bar{N}}{N}. \tag{H.25}
\]

With some analysis one can show that in the case of non-zero shift function \( \beta^i \), the above prescription is modified to

\[
H_i(x, t) = \bar{H}_i + \dot{\psi}(x, t) + \partial_i \beta^i + \sum_{i \neq j} \beta_j \partial^i \psi^i - \beta_i \partial^i \psi^i \frac{\bar{N}}{N}. \tag{H.26}
\]

with no sum on repeated \( i \) indices.

The \( \delta N \) formalism is at hand noting that from the equations above one has the following formula for the number of e-fold expansion for each direction

\[
N_i(x, t_1, t_2) \equiv \int_{t_1}^{t_2} H_i(x, t) N dt = \int_{t_1}^{t_2} \bar{H}_i dt + \int_{t_1}^{t_2} \dot{\psi}_i dt + \int \partial_i \beta^i dt + \int (\beta_j \partial^j \psi^i - \beta_i \partial^i \psi^j) \frac{\bar{N}}{N} dt. \tag{H.27}
\]

The first two terms above are the same as in \[74\] while the remaining terms originate from the presence of non-zero \( \beta^i \). With a simple reasoning one can show that these additional terms do not play any role for the correlation functions which we are interested in. From Eq. (H.23), one concludes that the contribution of the last term in Eq. (H.27) is at the third order of perturbation theory while to calculate the power spectrum and the bispectrum we need \( \delta N \) formula up to second order in perturbations.

Moreover, it can be shown that the contribution of \( \partial_i \beta^i \) in Eq. (H.27) is not important. To see this note that any Fourier mode of the square of the waterfall perturbations \( (\delta \psi^2)_k \)
can have non-zero correlations only with itself. In other words, the square of waterfall fluctuations \((\delta \psi^2)_k\) can be treated as an individual fluctuation similar to fluctuation of other primary fields such as \(\delta \phi\). In this view, the only connected diagram associated with the two-point correlation function which contains \((\delta \psi)_k\) is \(\langle (\delta \psi^2)_k \ (\delta \psi^2)_{k'} \rangle\). It is vivid that this contribution to the two point correlation function is at the fourth order of perturbation theory while the leading order terms from other fields are at the second order. Similarly, the contribution of the waterfall field in the bispectrum can just emerge from the contractions of the form \(\langle (\delta \psi^2)_k \ (\delta \psi^2)_{k'} \ (\delta \psi^2)_{k''} \rangle\) which is at the sixth order in perturbation theory, negligible compared to leading terms which are at the third order. Therefore, one concludes that despite the presence of a non-zero shift function in the vicinity of waterfall transition, any corrections due to heat transfer modification are too small to disrupt the separate Universe assumption.

Finally, from Eq. (H.27) one concludes

\[
N_i(x, t_1, t_2) - \bar{N}_i(t) = \psi_i(t_2) - \psi_i(t_1) + \mathcal{O}(\epsilon^2, \delta^3),
\]

which, up to \(\mathcal{O}(\epsilon^2, \delta^3)\), is the same \(\delta N\) formula as in [74]. As it is shown in Appendix G.1 to calculate the power spectrum and the bispectrum we need \(\delta N\) formula only up to second order in perturbations. Therefore, we conclude that it is legitimate to apply \(\delta N\) formalism in our analysis of power spectrum and bispectrum.

Finally we comment that the waterfall dynamics is not expected to induce observable curvature perturbations on large scales as studied in e.g. [130, 131, 134, 135, 132, 133], for related works see also [136, 137, 138, 139, 140, 141, 142, 143, 144, 145]. The waterfall dynamics affect only small scales, modes which leave the horizon around the time of waterfall.
Appendix I

I.1 Interaction Lagrangians

In this Appendix we present the interaction Lagrangians in Eqs. (8.20) - (8.23) in more details. Our starting point is the total Lagrangian

\[ L_{\text{int}} = -\frac{a^4}{4} f(\phi)^2 F_{\mu\nu} F^{\mu\nu} - \frac{a^4}{2} e^2 \phi^2 A_\mu A^\mu \] (I.1)

Expanding the above action around the background to second order in perturbations we get

\[
L_{\text{int}} = -2 f^2 A'_x \zeta h_{xx} + 4 f^2 A'_x \zeta \delta A'_1 - 4 f^2 A'_x \zeta \partial_x \delta A_0 - f^2 A'_x \delta A'_1 h_{xx} + f^2 A'_x \partial_x \delta A_0 h_{xx} + \frac{1}{2} f^2 (\partial_x \delta A_0)^2 \\
- f^2 \delta A'_1 \partial_x \delta A_0 - f^2 A'_x \partial_y M' h_{xy} + f^2 A'_x h_{xy} \partial_y \delta A_0 - f^2 A'_x h_{xz} D' + \frac{1}{2} f^2 (\partial_y \delta A_0)^2 - f^2 \partial_y M' \partial_y \delta A_0 \\
+ \frac{1}{2} a^2 e^2 \phi^2 (\delta A_0)^2 + a^2 e^2 \phi^2 A_x \delta A_1 h_{xx} + a^2 e^2 \phi^2 A_x \partial_y M h_{xy} + a^2 e^2 \phi^2 A_x D h_{xz} + a^2 e^2 \phi A_x^2 \delta \phi h_{xx} \\
- 2 a^2 e^2 \phi A_x \delta \phi \delta A_1 \] (I.2)

Where we have used the following expression,

\[
\left( \frac{\partial f^2}{\partial \phi} \right) \delta \phi = 4 f^2 \zeta \] (I.3)

As we discussed in the main text, we should integrate out the non-dynamical field \( \delta A_0 \).

However, as we mentioned before, the resulting terms are sub-leading so we can safely neglect the contribution of \( \delta A_0 \) in Eq. (I.2).

Using the following useful formula

\[
f A'_x = M_P \sqrt{3} e_H (-\eta)^{-1} a \] (I.4)
\[
e \phi A_x = M_P^2 e \sqrt{\frac{2 I a}{3 f}} \] (I.5)
\[
\phi = M_P \sqrt{\frac{2}{\epsilon_H}} \] (I.6)
\[
f = \left( \frac{\eta^2}{\eta_c^2} \right) \] (I.7)
In order to obtain the above equations, we have used the background attractor solution results which is given in Chapter [5]

We calculate $L_{\zeta h_+}$, $L_{\zeta D_1}$, $L_{D_1h_+}$ and $L_{Dh_+}$ in turn. For $L_{\zeta h_+}$ we have

\[
L_{\zeta h_+} = -f^2 A_x^2 (\zeta^* h_{xx} + \zeta h_{xx}^*) - \frac{1}{2} \varepsilon^2 a^2 A_x^2 \phi^3 \hat{H} (\zeta^* h_{xx} + \zeta h_{xx}^*) \\
= -\frac{3\sqrt{2}}{2} I_{\epsilon H} M_P^2 \sin^2 \theta a^2 (\eta)^{-2} (\zeta^* h_+ + \zeta h_+^*) + \frac{e^2 \sqrt{2}}{6} I_{\epsilon H} M_P^2 \sin^2 \theta \left( \frac{a^3}{f^2} \right) (\zeta^* h_+ + \zeta h_+^*)
\]

(1.8)

For $L_{\zeta D_1}$ we have

\[
L_{\zeta D_1} \simeq L_{\zeta \delta A_1} = 2f^2 A_x' \left( \zeta^* \delta A_1' + \zeta \delta A_1' \right) + \frac{e^2 a^2 A_x \phi}{\hat{H}} (\zeta^* \delta A_1 + \zeta \delta A_1) \\
= -2M_P \sqrt{3 I_{\epsilon H}} \sin^2 \theta \left( \frac{f a}{\eta} \right) (\zeta D_1' + c.c.) - 2e^2 M_P^3 \sin^2 \theta \left( \frac{a^3}{f} \right) (\zeta D_1 + c.c.)
\]

(1.9)

where we have neglected the longitudinal mode $D_2$ so $\delta A_1 \simeq D_1 \sin \theta^2$.

Similarly, to calculate $L_{D_1h_+}$ we have to calculate $L_{h_{xx} \delta A_1}$ and $L_{h_{xy} \delta A_2}$ which respectively are

\[
L_{h_{xx} \delta A_1} = \frac{1}{2} f^2 A_x' \left( \delta A_1' h_{xx} + \delta A_1 h_{xx}^* \right) + \frac{1}{2} e^2 a^2 \phi^2 A_x (\delta A_1 h_{xx} + \delta A_1 h_{xx}^*) \\
= \frac{M_P}{2} \sqrt{3 I_{\epsilon H} \frac{2}{2}} \sin^4 \theta \left( \frac{fa}{\eta} \right) (D_1^* h_+ + c.c.) + \sqrt{I_{6 \epsilon H}} e^2 M_P^3 \sin^4 \theta \left( \frac{a^3}{f} \right) (D_1^* h_+ + c.c.)
\]

(1.10)

and

\[
L_{h_{xy} \delta A_2} = \frac{1}{2} f^2 A_y^2 k_y \left( i M^* h_{xy} - i M h_{xy}^* \right) + \frac{1}{2} e^2 a^2 \phi^2 A_x k_y (i M^* h_{xy} - i M h_{xy}^*) \\
= \frac{M_P}{2} \sqrt{3 I_{\epsilon H} \frac{2}{2}} \sin^2 \theta \cos^2 \theta \left( \frac{fa}{\eta} \right) (D_1^* h_+ + c.c.) + \sqrt{I_{6 \epsilon H}} e^2 M_P^3 \sin^2 \theta \cos^2 \theta \\
\times \left( \frac{a^3}{f} \right) (D_1^* h_+ + c.c.)
\]

(1.11)

where the relation $M \simeq (i/k) \cos \theta D_1$ have been used in the limit where we neglect the longitudinal mode. Combining $L_{h_{xx} \delta A_1}$ and $L_{h_{xy} \delta A_2}$ we obtain $L_{D_1h_+}$ as in Eq. (8.22).
Finally, to calculate $L_{Dh_x}$ we have to calculate $L_{h_{xx}A_3}$ which is

$$
L_{Dh_x} = L_{h_{xx}A_3} = -\frac{1}{2} f^2 A'_x \left( D' h_{xx}^* + D'^* h_{xx} \right) + \frac{1}{2} e^2 a^2 \phi^2 A_x (D h_{2x}^* + D^* h_{2x}) \\
= \frac{M_P}{2} \sqrt{\frac{3 I H}{2}} \sin \theta \left( \frac{f a}{\eta} \right) \left( i D' h_{xx}^* + c.c. \right) + \sqrt{\frac{I}{6 e H}} e^2 M_P^3 \sin \theta \left( \frac{a^2}{f} \right) \left( i D h_{xx}^* + c.c. \right)
$$

(1.12)
Appendix J

J.1 Interaction Hamiltonian

In this appendix, we are going to calculate the interaction Hamiltonian in our model which is required to proceed with in-in formalism. Since in this model, we do have kinetically coupled fields, one can be worried about the relation $H_{\text{int}} = -L_{\text{int}}$. So it is worth to calculate it by brute force. We skip the details and only mention the final result for the interaction Hamiltonian.

$$H_{\text{int}} = H_{\zeta h} + H_{\zeta D_1} + H_{D_1h} + H_{Dh}$$  \hspace{1cm} (J.1)

Where we have

$$H_{\zeta h} = -\frac{3\sqrt{2}}{2} I_\epsilon M_P^2 \sin^2 \theta a^2 (-\eta)^2 (\zeta^* h_+ + \zeta h_+^*) - \frac{e^2 \sqrt{2}}{6} I_\epsilon M_P^3 \sin^2 \theta \left( \frac{a^4}{F} \right) (\zeta^* h_+ + \zeta h_+^*)$$  \hspace{1cm} (J.2)

$$H_{\zeta D_1} = +2 M_P \sqrt{3I_\epsilon \hbar^2} \sin^2 \theta \left( \frac{a f}{\eta} \right) (\zeta^* D_1^* + \text{c.c.}) + 2e^2 M_P^3 \sqrt{I_\epsilon M_P^3} \sin^2 \theta \left( \frac{a^3}{F} \right) (\zeta^* D_1 + \text{c.c.})$$

$$= -L_{\zeta D_1}$$  \hspace{1cm} (J.3)

$$H_{h_+ D_1} = -\frac{M_P}{2} \sqrt{\frac{3I_\epsilon H}{2}} \sin^2 \theta \left( \frac{fa}{\eta} \right) (D_1^* h_+ + \text{c.c.}) - \sqrt{\frac{I_\epsilon}{6\epsilon_H}} e^2 M_P^3 \sin^2 \theta \left( \frac{a^3}{F} \right) (D_1^* h_+ + \text{c.c.})$$

$$= -L_{h_+ D_1}$$  \hspace{1cm} (J.4)

$$H_{h_+ h_+} = -\frac{M_P}{2} \sqrt{\frac{3I_\epsilon H}{2}} \sin \theta \left( \frac{fa}{\eta} \right) (iD_1^* h_+^* + \text{c.c.}) - \sqrt{\frac{I_\epsilon}{6\epsilon_H}} e^2 M_P^3 \sin \theta \left( \frac{a^3}{F} \right) (iDh_+^* + \text{c.c.})$$

$$= -L_{h_+ h_+}$$  \hspace{1cm} (J.5)

As a result, we see that $H_{\text{int}} = -L_{\text{int}}$ is not generally true for all kinetically coupled interactions. Especially for $H_{\zeta h}$, we can not use $H_{\text{int}} = -L_{\text{int}}$. We should notice that in the above analysis, we have neglected the mass terms. Because it is shown in [80] to a very good approximation, all of the fields are nearly massless in this model.
Appendix K

K.1 The in-in analysis

Here we present the integral form of the in-in integrals in more details.

K.1.1 In-In integrals for anisotropic power spectrum

For the anisotropy corrections in power spectrum we have

\[ \delta \langle \zeta_k \zeta_k^* \rangle = - \int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_1} d\eta_2 \left[ \left[ L_I(\eta_2), \left[ L_I(\eta_1), \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right] \right] \right]. \] (K.1)

where the leading interaction Lagrangian is

\[ L_{\zeta D_1}^{(1)} = -2M_P \sqrt{3I \epsilon_H} \sin^2 \theta \left( \frac{a_f}{\eta} \right) (\zeta^* D_1 + c.c.) \] (K.2)

\[ L_{\zeta D_1}^{(2)} = -2e^2 M_P^3 \sqrt{\frac{I \epsilon_H}{3}} \sin^2 \theta \left( \frac{a^3}{f} \right) (\zeta^* D_1 + c.c.) \] (K.3)

As explained in the main text, depending on whether one chooses either \( L_{\zeta D_1}^{(1)} \) or \( L_{\zeta D_1}^{(2)} \) in place of \( L_I(\eta_1) \) and \( L_I(\eta_2) \) in the integral Eq. (K.1), there are four different terms in \( \delta \langle \zeta_k \zeta_k^* \rangle \) denoted by \( \delta \langle \zeta_k \zeta_k^* \rangle_{ij} \) where \( i, j = 1, 2 \) and with the assumption that \( L_I(\eta_1) = L_{\zeta D_1}^{(i)} \) and \( L_I(\eta_2) = L_{\zeta D_1}^{(j)} \). For example, \( \delta \langle \zeta_k \zeta_k^* \rangle_{11} \) means \( L_I(\eta_1) = L_{\zeta D_1}^{(1)} \) and \( L_I(\eta_2) = L_{\zeta D_1}^{(2)} \). In total we have

\[ \delta \left\langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right\rangle = \delta \left\langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right\rangle_{11} + \delta \left\langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right\rangle_{12} + \delta \left\langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right\rangle_{21} + \delta \left\langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right\rangle_{22}. \] (K.4)

We calculate each of them in turn.

\[ \delta \left\langle \zeta_k(\eta_e) \zeta_k^*(\eta_e) \right\rangle_{11} = 384 I \epsilon_H M_P^2 \sin^4 \theta \int_{\eta_0}^{\eta_e} d\eta_1 \left( \frac{a_f}{\eta} \right)_{\eta_1} \text{Im} [\zeta_k(\eta_1) \zeta_k^*(\eta_1)] \] (K.5)

\[ \times \int_{\eta_0}^{\eta_1} d\eta_2 \left( \frac{a_f}{\eta} \right)_{\eta_2} \text{Im} \left[ \zeta_k(\eta_2) \zeta_k^*(\eta_2) D_{1k}^*(\eta_1) D_{1k}^*(\eta_2) \right] \] (K.6)
As discussed in the main text, expanding the integrand for small $k\eta$ arguments and assuming $k\eta_0 = -1$ and $k\eta_e = 0$ the above integral can be calculated analytically and we get

$$\delta \langle \zeta_k(\eta_e) \xi_k(\eta_e) \rangle_{11} = \frac{6IN^2}{k^3 \epsilon_H} \left( \frac{H}{M_P} \right)^2 \sin^2 \theta \quad (K.7)$$

Similarly

$$\delta \langle \zeta_k(\eta_e) \xi_k^*(\eta_e) \rangle_{12} = \frac{31}{490} \frac{e^2 I}{k^3 \epsilon_H} \sin^2 \theta, \quad (K.8)$$

$$\delta \langle \zeta_k(\eta_e) \xi_k^*(\eta_e) \rangle_{21} = \frac{3}{2} \frac{e^2 I}{k^3 \epsilon_H} \sin^2 \theta \quad (K.9)$$

Finally

$$\delta \langle \zeta_k(\eta_e) \xi_k^*(\eta_e) \rangle_{22} = \frac{9}{2156} \frac{e^2 I}{k^3} \left( \frac{M_P}{m} \right)^2 \sin^2 \theta \quad (K.10)$$

K.1.2 In-in for tensor power spectra

Now we calculate the anisotropy in tensor power spectra $\langle h_{k\times} h_{k\times}^* \rangle$ and $\langle h_{k+} h_{k+}^* \rangle$.

Let us start with $\langle h_{\times} h_{\times}^* \rangle$. The interaction Lagrangian is $L_{Dh_{\times}} = L^{(1)}_{Dh_{\times}} + L^{(2)}_{Dh_{\times}}$ where $L^{(1)}_{Dh_{\times}}$ and $L^{(2)}_{Dh_{\times}}$ respectively are the first term and the second term in Eq. (8.23). Following the same convention as in anisotropy analysis for curvature perturbation in power spectrum we have

$$\delta \langle h_{\times} h_{\times}^* \rangle = - \int_{\eta_0}^{\eta_1} d\eta_1 \int_{\eta_0}^{\eta_2} d\eta_2 \left[ L_{Dh_{\times}}, \left[ L_{Dh_{\times}}, h_{\times} h_{\times}^* \right] \right]$$

$$= \delta \langle \hat{h}_{\times} \hat{h}_{\times} \rangle_{11} + \delta \langle \hat{h}_{\times} \hat{h}_{\times} \rangle_{12} + \delta \langle \hat{h}_{\times} \hat{h}_{\times} \rangle_{21} + \delta \langle \hat{h}_{\times} \hat{h}_{\times} \rangle_{22} \quad (K.11)$$
The results for each contribution are

\[
\delta \left\langle h_{x,k} h^*_x \right\rangle_{11} = -(12 I \epsilon_H M_P^2) \sin^2 \theta \int_{\eta_0}^{\eta_e} d\eta_1 \left( \frac{af}{\eta} \right) \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{af}{\eta} \right) \text{Im} (h_x(\eta_1) h_x^*(\eta_2)) \\
\times \text{Im} \left( h_x(\eta_2) h_x^*(\eta_e) D'(\eta_2) D^*(\eta_1) \right) \\
= \left( \frac{12}{k_1^3} \right) \left( \frac{H}{M_P} \right)^2 I \epsilon_H N^2 \sin^2 \theta 
\]

(K.12)

\[
\delta \left\langle h_{x,k} h^*_x \right\rangle_{12} = -(8 I M_P^4) e^2 \sin^2 \theta \int_{\eta_0}^{\eta_e} d\eta_1 \left( \frac{q^3}{f} \right) \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{a f}{\eta} \right) \text{Im} (h_x(\eta_1) h_x^*(\eta_2)) \\
\times \text{Im} \left( h_x(\eta_2) h_x^*(\eta_e) D'(\eta_2) D^*(\eta_1) \right) \\
= -\left( \frac{4}{7 k^3} \right) N I e^2 \sin^2 \theta 
\]

(K.13)

\[
\delta \left\langle h_{x,k} h^*_x \right\rangle_{21} = -(8 I M_P^4) e^2 \sin^2 \theta \int_{\eta_0}^{\eta_e} d\eta_1 \left( \frac{a f}{\eta} \right) \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{q^3}{f} \right) \text{Im} (h_x(\eta_1) h_x^*(\eta_2)) \\
\times \text{Im} \left( h_x(\eta_2) h_x^*(\eta_e) D(\eta_2) D^*(\eta_1) \right) \\
= -\left( \frac{6}{245 k^3} \right) I e^2 \sin^2 \theta 
\]

(K.14)

\[
\delta \left\langle h_{x,k} h^*_x \right\rangle_{22} = -\left( \frac{16}{3} I M_P^6 \right) e^4 \sin^2 \theta \int_{\eta_0}^{\eta_e} d\eta_1 \left( \frac{q^3}{f} \right) \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{a^2}{f} \right) \text{Im} (h_x(\eta_1) h_x^*(\eta_2)) \\
\times \text{Im} \left( h_x(\eta_2) h_x^*(\eta_e) D(\eta_2) D^*(\eta_1) \right) \\
= \left( \frac{6}{539 k^3} \right) \left( \frac{M_P}{H} \right)^2 \left( \frac{I e^4}{\epsilon_H} \right) \sin^2 \theta 
\]

(K.15)

So finally we get,

\[
\delta \left\langle h_{x,k_1} h_{x,k_2} \right\rangle \simeq \left( 12 I \epsilon_H N^2 \right) \left( \frac{H}{M_P} \right)^2 \left( \frac{4}{7 N I e^2} \right) + \left( \frac{6}{539} \right) \left( \frac{M_P}{H} \right)^2 \left( \frac{I e^4}{\epsilon_H} \right) \left( \frac{\sin^2 \theta}{k^3} \right) 
\]

(K.16)

In addition, we have to calculate \( \langle h_+ h^*_+ \rangle \). In this case the relevant interaction Lagrangians are \( L_{D_1 h^+} \) and \( L_{\zeta h^+} \), so we have

\[
\delta \left\langle h_+ h^*_+ \right\rangle = -\int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_2} d\eta_2 \left[ L_{D_1 h^+}, \left[ L_{D_1 h^+, h_+ h^+} \right] \right] - \int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_2} d\eta_2 \left[ L_{\zeta h^+}, \left[ L_{\zeta h^+, h_+ h^+} \right] \right] 
\]

(K.17)

As mentioned in the main text, comparing \( L_{D_1 h^+} \) and \( L_{\zeta h^+} \), we see that \( L_{\zeta h^+} \) is suppressed compared to \( L_{D_1 h^+} \) by a factor \( \sqrt{T} \ll 1 \) so to leading order in anisotropy we can neglect the contribution from \( L_{\zeta h^+} \) in \( \langle h_+ h^*_+ \rangle \). As a result the analysis is exactly the same as in the case of \( \langle h_x h^*_x \rangle \) and therefore

\[
\delta \left\langle h_+ h^*_+ \right\rangle = \delta \left\langle h_x h^*_x \right\rangle . 
\]

(K.18)
K.1.3 In-in for scalar-tensor cross-correlation

Here we present the in-in analysis for the cross-correlation $\langle \zeta h_s \rangle$ for $s = \pm$. The corresponding in-in integrals are

\[
\begin{align*}
\langle \zeta_h (\eta_e) h_{+k_2} (\eta_e) \rangle &= i \int_{\eta_0}^{\eta_e} d\eta_1 \left[ H_{\zeta h_+} \zeta_{k_1 h_{+k_2}} \right] - \int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_1} d\eta_2 \left[ L_{\zeta D_1, \zeta_{k_1 h_{+k_2}}} \right] \\
&= \int_{\eta_0}^{\eta_e} d\eta_1 \left[ L_{D_1\tilde{h}_+}, \zeta_{k_1 h_{+k_2}} \right] \\
&= \langle \zeta_{k_1 (\eta_e) h_{+k_2} (\eta_e)} \rangle_1 + \langle \zeta_{k_1 (\eta_e) h_{+k_2} (\eta_e)} \rangle_2 + \langle \zeta_{k_1 (\eta_e) h_{+k_2} (\eta_e)} \rangle_3 \tag{K.19}
\end{align*}
\]

In the following, we calculate the above cross-correlation step by step,

\[
\begin{align*}
\langle \zeta_{k (\eta_e) h_{+k} (\eta_e)} \rangle_1 &= 2i M_p^2 (I_H \sin^2 \theta) \int_{\eta_0}^{\eta_e} d\eta_1 \left( -3 \sqrt{2} \left( \frac{a^2}{\eta^2} \right) - \frac{e^2 M_p^2}{3} \left( \frac{a^2}{f^2} \right) \right) \\
&\times \text{Im} \left( \zeta (\eta_1) \zeta^* (\eta_2) h_+ (\eta_1) h^*_+ (\eta_2) \right) \\
&= \frac{2i}{3k^2} \left( H \frac{M_p}{2} \right)^2 \left( 3 \sqrt{2} N + \frac{e^2 M_p^2}{28H^2} \right) \sin^2 \theta \tag{K.20}
\end{align*}
\]

\[
\begin{align*}
\langle \zeta_{k (\eta_e) h_{+k} (\eta_e)} \rangle_2 &= -\int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_1} d\eta_2 \left[ L_{D_1\tilde{h}_+}, \zeta_{k_1 \tilde{h}_{+k_2}} \right] \\
&= \langle \zeta_{k_1 h_{+k_2}} \rangle_{21} + \langle \zeta_{k_1 h_{+k_2}} \rangle_{22} + \langle \zeta_{k_1 h_{+k_2}} \rangle_{23} + \langle \zeta_{k_1 h_{+k_2}} \rangle_{24} \tag{K.21}
\end{align*}
\]

\[
\begin{align*}
\langle \zeta_{k (\eta_e) h_{+k} (\eta_e)} \rangle_3 &= -\int_{\eta_0}^{\eta_e} d\eta_1 \int_{\eta_0}^{\eta_1} d\eta_2 \left[ L_{D_1\tilde{h}_+}, \zeta_{k_1 \tilde{h}_{+k_2}} \right] \\
&= \langle \zeta_{k_1 h_{+k_2}} \rangle_{31} + \langle \zeta_{k_1 h_{+k_2}} \rangle_{32} + \langle \zeta_{k_1 h_{+k_2}} \rangle_{33} + \langle \zeta_{k_1 h_{+k_2}} \rangle_{34} \tag{K.21}
\end{align*}
\]
where we have defined $\langle \zeta_{k_1} h_{-k_2} \rangle_{2i}$ as,

\[
\langle \zeta_{k}(\eta) h_{+k}(\eta)^* \rangle_{21} = \left( 24 I e_H M_p^2 \sqrt{2} \right) \sin^4 \theta \int_{\eta_0}^{\eta_1} d\eta_1 \left( \frac{a f}{\eta} \right)_{\eta_1} \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{a f}{\eta} \right)_{\eta_2} \Im \left( \hat{h}_{+}(\eta_1) \hat{h}_{+}^*(\eta_e) \right) \\
\times \Im \left( \zeta(\eta_2) \zeta^*(\eta_e) D_1^*(\eta_2) D_1(\eta_1) \right) \\
= - \left( \frac{3 \sqrt{2}}{k_1^3} \right) \left( \frac{H}{M_p} \right)^2 I N^2 \sin^2 \theta \tag{K.22}
\]

\[
\langle \zeta_{k}(\eta) h_{+k}(\eta)^* \rangle_{22} = \left( 16 I \sqrt{2} M_p^4 \right) e^2 \sin^4 \theta \int_{\eta_0}^{\eta_1} d\eta_1 \left( \frac{a^3}{\eta} \right)_{\eta_1} \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{a^3}{\eta} \right)_{\eta_2} \Im \left( \hat{h}_{+}(\eta_1) \hat{h}_{+}^*(\eta_e) \right) \\
\times \Im \left( \zeta(\eta_2) \zeta^*(\eta_e) D_1^*(\eta_2) D_1(\eta_1) \right) \\
= \left( \frac{4 \sqrt{2}}{3 \epsilon_H k_1^3} \right) \left( \frac{3 N - 361}{3920} \right) I e^2 \sin^2 \theta \tag{K.23}
\]

\[
\langle \zeta_{k}(\eta) h_{+k}(\eta)^* \rangle_{23} = \left( 8 I e_H \sqrt{2} M_p^4 \right) e^2 \sin^4 \theta \int_{\eta_0}^{\eta_1} d\eta_1 \left( \frac{a^3}{f} \right)_{\eta_1} \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{a^3}{f} \right)_{\eta_2} \Im \left( \hat{h}_{+}(\eta_1) \hat{h}_{+}^*(\eta_e) \right) \\
\times \Im \left( \zeta(\eta_2) \zeta^*(\eta_e) D_1(\eta_2) D_1^*(\eta_1) \right) \\
= \left( \frac{31 \sqrt{2}}{980 k_1^3} \right) I e^2 \sin^2 \theta \tag{K.24}
\]

\[
\langle \zeta_{k}(\eta) h_{+k}(\eta)^* \rangle_{24} = \left( \frac{16}{3} I \sqrt{2} M_p^6 \right) e^4 \sin^4 \theta \int_{\eta_0}^{\eta_1} d\eta_1 \left( \frac{a^3}{f} \right)_{\eta_1} \int_{\eta_0}^{\eta_2} d\eta_2 \left( \frac{a^3}{f} \right)_{\eta_2} \Im \left( \hat{h}_{+}(\eta_1) \hat{h}_{+}^*(\eta_e) \right) \\
\times \Im \left( \zeta(\eta_2) \zeta^*(\eta_e) D_1(\eta_2) D_1^*(\eta_1) \right) \\
= - \left( \frac{3 \sqrt{2}}{2156 k_1^4 e_H} \right) \left( \frac{M_p}{H} \right)^2 I e^4 \sin^2 \theta \tag{K.25}
\]

Where we have defined $\ln (-k_1 \eta_e) = -N$.

In addition, we have defined $\langle \zeta_{k_1} h_{+k_2} \rangle_{3i}$ as,
\[ \langle \zeta_k(\eta_e) h_{+k}(\eta_e)^* \rangle_{31} = \left(24I\epsilon_H\sqrt{2M_P^2}\right)\sin^4\theta \int_{\eta_0}^{\eta_e} d\eta_1 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_1} \int_{\eta_0}^{\eta_1} d\eta_2 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_2} \text{Im}(\zeta(\eta_1)\zeta^*(\eta_e)) \]
\[= -\left(\frac{3\sqrt{2}}{k^3}\right) \left(\frac{H}{M_P}\right)^2 I N^2 \sin^2\theta \]
\[\langle \zeta_k(\eta_e) h_{+k}(\eta_e)^* \rangle_{32} = \left(16I\epsilon_H\sqrt{2M_P^2}\right)e^2\sin^4\theta \int_{\eta_0}^{\eta_e} d\eta_1 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_1} \int_{\eta_0}^{\eta_1} d\eta_2 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_2} \text{Im}(\zeta(\eta_1)\zeta^*(\eta_e)) \]
\[= \left(\frac{31\sqrt{2}}{490k^3}\right) I e^2 \sin^2\theta \]
\[\langle \zeta_k(\eta_e) h_{+k}(\eta_e)^* \rangle_{33} = \left(8I\epsilon_H\sqrt{2M_P^2}\right)e^2\sin^4\theta \int_{\eta_0}^{\eta_e} d\eta_1 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_1} \int_{\eta_0}^{\eta_1} d\eta_2 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_2} \text{Im}(\zeta(\eta_1)\zeta^*(\eta_e)) \]
\[= \left(\frac{2\sqrt{2}}{3\epsilon_Hk^3}\right) \left(\frac{3N}{28} - \frac{361}{3920}\right) I e^2 \sin^2\theta \]
\[\langle \zeta_k(\eta_e) h_{+k}(\eta_e)^* \rangle_{34} = \left(\frac{16}{3}I\sqrt{2M_P^2}\right)e^2\sin^4\theta \int_{\eta_0}^{\eta_e} d\eta_1 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_1} \int_{\eta_0}^{\eta_1} d\eta_2 \left(\frac{a\hat{F}}{\eta}\right)_{\eta_2} \text{Im}(\zeta(\eta_1)\zeta^*(\eta_e)) \]
\[= -\left(\frac{3\sqrt{2}}{2156k^3\epsilon_H}\right) \left(\frac{M_P}{H}\right)^2 I e^4 \sin^2\theta \]

So adding these nine terms and assuming \(N \gg 1\) we obtain
\[\langle \zeta_{k_1}(\eta_e) h_{+k_2}(\eta_e) \rangle \simeq I \left(-6\sqrt{2}\frac{N^2H^2}{M_P^2} + \sqrt{2}\epsilon^2N\frac{7}{1078\epsilon_HH^2} - \frac{3\sqrt{2}\epsilon^4}{1078\epsilon_HH^2}\right) \sin^2\frac{\theta}{k^3} \]

As for the other cross-correlation we have
\[\langle \zeta_{k_1}(\eta_e) \hat{h}_{\times k_2}(\eta_e) \rangle = 0. \]

This is because at the second order level \(\zeta\) does not see \(\hat{h}_{\times}\).
Appendix L

L.1 Details of slow roll approximations

In this appendix we calculate the approximate solution of Eqs. (9.4-9.7).

We start with Eq. (9.7). Since there is not any source of the anisotropy from the matter sector the anisotropic expansion rate decays exponentially and the non-linear term anisotropic terms in Einstein equations are not important. Using the conformal time, $d\eta \equiv \frac{dt}{a(t)}$, the solution of Eq. (9.7) is

$$\sigma' = \sigma'_0 \left( \frac{a_0}{a} \right)^2,$$

in which prime refers to the derivative respect to the conformal time and the subscript 0 means the initial values of the corresponding quantities. Since $\sigma'$ decays very rapidly, it will not change the evolution of $\alpha$. Now by using the definition of the slow-roll parameter,

$$\epsilon_H \equiv -\frac{\dddot{\alpha}}{\dot{\alpha}^2},$$

we have

$$(1 - \epsilon_H) = \frac{\alpha''}{\alpha'^2} \implies \alpha' = \frac{\mathcal{H}_0}{1 - (1 - \epsilon_H) \mathcal{H}_0 (\eta - \eta_0)},$$

in which we have $\mathcal{H} = aH$. Since $\mathcal{H}_0 \eta_0 \simeq -1$, we have

$$\mathcal{H} = \frac{\mathcal{H}_0}{\epsilon_H + (\epsilon_H - 1) \mathcal{H}_0 \eta} \simeq (1 + \epsilon_H) (-\eta)^{-1}.$$  

Integrating the above equation, we can calculate $a(\eta)$ as,

$$a \simeq H_0^{-1} (-\eta)^{-(1+\epsilon_H)}.$$  
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Now by using the above equations we can also find the evolution of $\frac{b'}{b}$. From Eq. (9.3), written in terms of $\alpha$ and $\sigma$, we have

$$\frac{a'}{a} - \frac{b'}{b} = -3\sigma'. \tag{L.6}$$

Integrating the above equation, we obtain

$$b \sim H_0^{-1} (-\eta)^{-(1+\epsilon_H)} \left(1 + \left(\frac{\sigma_0}{H_0}\left(\mathcal{H}_0\eta\right)^3ight) \right). \tag{L.7}$$

Dropping the slow-roll parameter $\epsilon_H$ we recover Eqs. (9.8) and (9.9).
Appendix M

M.1 Details of metric perturbations

In this appendix, we look at the perturbations of the action both from the metric and matter sectors. First we consider the metric perturbations. Then we proceed by considering the matter sector and finally we show that, due to the hierarchy between the terms from the matter sector and the metric back-reactions, we can neglect metric perturbations and only consider the matter effects [80].

M.1.1 The metric perturbations

Now we look at the perturbations of the background metric (9.2). Since the metric components in the $x$-direction are different from the $y$ and $z$ directions, the three-dimensional rotation invariance is broken into a subset of two-dimensional rotation invariance in $y - z$ plane. Therefore, in order to classify our perturbations, one can look at the transformation properties of the physical fields under the rotation in $y - z$ plane. Therefore, we decompose all of the metric and matter perturbations into scalar and vector components with respect to the 2D rotation in the $y - z$ plane. We also note that there are no tensor perturbations in two dimensions. In order to simplify the analysis and by employing the remnant symmetry in $y - z$ plane, we put $k_z = 0$.

With these discussions the most general form of metric perturbations is

$$
\delta g_{\alpha\beta} = \begin{pmatrix}
-2a^2A & a^2 \partial_x \beta & a \ b \ (\partial_i B + B_i) \\
 & -2a^2 \bar{\psi} & ab \partial_x (\partial_i \gamma + \Gamma_i) \\
 & & b^2 (-2\psi \delta_{ij} + 2E_{,ij} + E_{i,j} + E_{j,i})
\end{pmatrix} \quad (M.1)
$$

In this decomposition $A, \beta, B, \bar{\psi}, \gamma, \psi$ and $E$ are scalar perturbations while $B_i, \Gamma_i$ and $E_i$...
are vector perturbations subject to transverse conditions
\[ \partial_i E_i = \partial_i B_i = \partial_i \Gamma_i = 0. \]  
(M.2)

One can choose the following gauge for the metric perturbations [80]:
\[ \psi = \tilde{\psi} = E = E_i = 0. \]  
(M.3)

The gauge in Eq. (M.3) is similar to the flat gauge in standard FRW background.

### M.1.2 The quadratic action

Here we present the quadratic action for the inflaton field and metric degrees of freedom.

Following the approach of [80], the second order action for the scalar degrees of freedom in Fourier space is

\[
S_2 = \int d\eta^4 k \left[ \frac{b'' k_x^2}{2a^2} (A^* \beta + A \beta^*) + \frac{ab}{2} \left( \frac{a'}{a} + \frac{b'}{b} \right) k_y^2 (A^* B + AB^*) + \frac{ab}{2} k_x^2 k_y^2 (\gamma^* A + \gamma A^*) - \frac{a^2 b^2 V(\phi)|A|^2}{4} - \frac{ab}{4} k_x^2 k_y^2 (\beta^* B + \beta B^*) + \frac{ab}{4} k_x^2 k_y^2 (\gamma^* \beta + \gamma \beta^*) + \frac{ab}{4} k_x^2 k_y^2 (\gamma^* \beta' + \gamma \beta'^*) + \frac{b^2}{4} k_x^2 k_y^2 |B|^2 - \frac{b^2}{4} k_x^2 k_y^2 (B^* \gamma' + B \gamma'^*) + \frac{b^2}{4} (\frac{b'}{b} - \frac{a''}{a}) k_x^2 k_y^2 |\gamma|^2 - \frac{b^2}{2} \delta \phi' (A^* \delta \phi' + A \delta \phi'^*) + \frac{b^2}{2} |\delta \phi'|^2 - \frac{b^2}{2} \delta \phi (\beta^* \delta \phi + \beta \delta \phi^*) - \frac{b^2}{2} k_y^2 |\delta \phi|^2 - \frac{a^2}{2} k_y^2 |\delta \phi|^2 - \frac{a^2 b^2}{2} V(\phi) |\delta \phi|^2 - \frac{a^2 b^2}{2} V(\phi) (\delta \phi A^* + \delta \phi^* A) \right].
\]  
(M.4)

We have to integrate out the non-dynamical variables \{\beta, B, A\} from the action Eq. (M.4).

The analysis is simple but tedious. It turns out that it would be much easier to first integrate out \beta, then B and finally A. Performing the details of integrating out analysis, the final action for the remaining dynamical field is \( L = L_{\phi\phi} + L_{\gamma\gamma} + L_{\phi\gamma} \) in which

\[
L_{\phi\phi} = \frac{b^2}{2} \left| \delta \phi \right|^2 - \left( \frac{b^2}{2} k^2 + \frac{a^2 b^2}{2} V(\phi) + \frac{b^4 k_x^2}{a^2 k_y^2} \phi'' \right) \left| \delta \phi \right| + \left( \frac{b^4 k^2}{a^2 k_y^2} \phi'' \right) \left| \delta \phi \right|^2 \times \left( 2a^4 k_y^2 V_{,\phi} - 8bb' k_x^2 \phi' \right) \left| \delta \phi \right| \left( \frac{b^4 k^2}{2a^2 k_y^2} \phi'' \right) \left| \delta \phi \right| \left| \delta \phi \right|^2 \]  
(M.5)

\[
L_{\gamma\gamma} = \frac{b^4 k_x^4}{2a^2 \lambda^2} \left( \frac{b^2}{2} + \frac{\phi'^2}{2} \right) |\gamma|^2 - \left( \frac{b^2 k_x^2}{2} \left( k_y^2 - 2\frac{a'b b'}{a^3} + 2\frac{b'^2}{a^2} \right) \right) |\gamma|^2 \]  
(M.6)
Note that we have defined $k$ as, $k^2 \equiv k_x^2 + \frac{a'}{b'} k_y^2$. (Note that there is a clash of notation here, this definition of $k$ is different from those in the main text defined as Eq. (9.24).) In addition, $\lambda$ has been defined as

$$
\lambda \equiv \frac{a'}{a} + \frac{b'}{b} + 2 \frac{b^2 k_x^2 b'}{a^2 k_y^2 b}.
$$

\text{(M.8)}

### M.1.3 Leading Correction

To see the leading corrections in the action let us take a look at Eq. (M.7). As we can see all of the terms are proportional to $\phi'$ which means that they are all slow-roll suppressed. These terms are due to the metric perturbations since in the original action Eq. (M.4) there is not any mixing between $\phi$ and $\gamma$. The situation for Eq. (M.5) is the same, terms that are not directly from the matter sector are proportional to $\phi'$ or $V_{\phi\phi}$ and so are slow-roll suppressed. Therefore, we conclude that the metric perturbations in quadratic action are sub-leading compared to the contributions from the matter sector fluctuations.
Appendix N

N.1 Detail analysis of $\psi$

Here we write down the equation of motion for $\psi$, which is defined by Eq. (9.25), and try to solve it perturbatively.

$$\psi''_k + \psi'^2_k - \frac{2}{\eta} \left( 1 - 3 \left( \frac{\sigma_0}{H_0} \right) (\mathcal{H}_0 \eta)^3 \right) \psi'_k + \left[ k^2 - 2 \left( \frac{\sigma_0}{H_0} \right) (\mathcal{H}_0 \eta)^3 (k_y^2 + k_z^2) \right] \psi_k = 0 \quad \text{(N.1)}$$

Expanding $\psi$ as

$$\psi_k(\eta) = \psi_{k(0)}(\eta) + \psi_{k(1)}(\eta) + \ldots \quad \text{(N.2)}$$

the first order equation of motion for $\psi$ is

$$\psi''_{k(1)} + 2\psi'_{k(0)} \psi'_{k(1)} - \frac{2}{\eta} \psi'_{k(1)} + 2 \left( \frac{\sigma_0}{H_0} \right) (\mathcal{H}_0 \eta)^3 \left( \frac{3}{\eta} \psi'_{k(0)} - (k_y^2 + k_z^2) \right) = 0 \quad \text{(N.3)}$$

We can solve this equation and use the normalization condition to fix the constant of integration. The final result is

$$\psi_{k(1)}(\eta) = \frac{\mathcal{H}_0^2 \sigma_0}{1 + ik\eta} \sum_{n=0}^{5} \beta_n \eta^n \quad \text{(N.4)}$$

Where $\beta_{+n}$ are given by

$$\beta_0 = \frac{3i}{8k^2} \left( 1 + 3 \cos^2 \Theta \right) \quad \text{(N.5)}$$

$$\beta_1 = -\frac{3}{8k^2} \left( 1 + 3 \cos^2 \Theta \right) \quad \text{(N.6)}$$

$$\beta_2 = 0 \quad \text{(N.7)}$$

$$\beta_m = \alpha_m , \quad (m = 3, 4, 5) . \quad \text{(N.8)}$$
N.2 Summation rules of spherical harmonics

In the following, we present a general expression for the \(l\)-dependence of the diagonal part of \(C_l\) due to a general anisotropic model,

\[
\frac{1}{2l+1} \sum_m \int d\Omega_k \, Y_{lm}(k)Y_{lm}^*(k)Y_{LM}(k) = \sqrt{\frac{2L+1}{4\pi}} \left( \begin{array}{ccc} l & l & L \\ 0 & 0 & 0 \end{array} \right) \sum_m (-1)^m \left( \begin{array}{ccc} l & -m & L \\ m & m & M \end{array} \right). \tag{N.9}
\]

It is worth to simplify Eq. (N.9). We first note that, due to the conservation of angular momentum, we have \(M = 0\). In addition, we can use the following identity,

\[
\sum_m (-1)^m \left( \begin{array}{ccc} l & l & L \\ -m & m & 0 \end{array} \right) = (-1)^l \sqrt{2l+1} \delta_{LO}. \tag{N.10}
\]

So

\[
\frac{1}{2l+1} \sum_m \int d\Omega_k \, Y_{lm}(k)Y_{lm}^*(k)Y_{LM}(k) = \sqrt{\frac{2L+1}{4\pi}} \delta_{LO} (-1)^l \sqrt{2l+1} \left( \begin{array}{ccc} l & l & L \\ 0 & 0 & 0 \end{array} \right) 
= \sqrt{\frac{1}{4\pi}} (-1)^l \sqrt{2l+1} \left( \begin{array}{ccc} l & l & 0 \\ 0 & 0 & 0 \end{array} \right). \tag{N.11}
\]

Finally by using the following identity,

\[
\left( \begin{array}{ccc} l & l & 0 \\ 0 & 0 & 0 \end{array} \right) = (-1)^l \frac{1}{\sqrt{2l+1}}, \tag{N.12}
\]

we get

\[
\frac{1}{2l+1} \sum_m \int d\Omega_k \, Y_{lm}(k)Y_{lm}^*(k)Y_{LM}(k) = \sqrt{\frac{1}{4\pi}} \delta_{LO} \delta_{MO}. \tag{N.13}
\]
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