A Subblock Partition Of Multi-Layer Pattern Based Image Classification Approach
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ABSTRACT: Since traditional partition approach may construct very different image representation because of the changed locations of objects in the same image, a subblock partition of multi-layer pattern method for image representation is proposed. The saliency windows straddled by superpixels are utilized to partition the image into multi-layer pattern subblocks. Then all the subblocks are combined to a three order tensor. Comparing to the results of image classification item of Pascal Voc 2007 Challenge, it indicates that the proposed representation method is robust to the varied object locations and achieves better performance than other approaches.
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1 INTRODUCTION

Accurate depiction of the pattern information in the image is the premise to realization of the accurate description and classification of the image. In a traditional method, the image is usually partitioned into rectangular blocks [1-3] at different scales, and the apparent information and position distribution information in the image is expressed by description of the information of each subblock. The Bag of Feature, a well-known method for describing pattern information in an image, is derived from the Bag of Words (BOW) method in text categorization. The traditional BOW method [3-6] describes images by means of statistics of the frequency of occurrence of all feature words in the image, and as a disordered expression based on a local feature, it ignores the spatial position information in the image. In literature [1], by constructing a spatial multi-layer pyramid, the image is partitioned into different numbers of square subblocks at each layer to express the position information, which improves the accuracy of the classification to a certain extent, but the position information is expressed weakly. The transformation stability is poor and the high dimension vector description of the resulting image is not easily measurable. In literature [7], a method of oblique line projection and circumferential projection is proposed to describe the position information of image features. With more position information than the SPM method, it shows some robustness to the rotation transformation in the image, but this method focuses more on the "linear" and "rotating" distribution of the image, and fails to fully reflect the various transformations that actually exist in the image. Literature [8-11] analyzes the symbiotic information of overall or local feature phrases (Phrases) in the image, and does not reflect the hierarchical information in the image. Moreover, the feature phrase information will grow exponentially with the increase in the number of words, so only part of the information is usually selected, resulting in the loss of important discrimination information in the image. However, sub-lattice partition similar to SPM method is used in the text, there is still a problem that the same object is split so that the occurrence of the same object in various positions in a scenario will form a completely different feature description, lacking in the description of the overall information of the target in the image.

In light of the above problems, the paper proposes a new image classification method. Firstly, multiple potential target windows are acquired through the salient area distribution [10,11] calculation, the spanning characteristics of window and superpixel block [14], and similarity of a bridging superpixel within and outside the window and within the window are analyzed to obtain a
target window with the best target fitness and the probability of occurrence of the target in each window. Finally, according to the different layers set, the mode subblocks are partitioned according to the probability of the occurrence of a target in the window, and the tensor description is performed on each hierarchical mode subblock to form a final image description for classification.

2 SUBBLOCK PARTITION OF MULTI-LAYER PATTERN

In order to better express the information in an image, this paper proposes a new partitioning method for image subblock partition: image multi-layer pattern subblock partition. The pattern sub-block partition at different layers of the image means that the image is assumed to be partitioned into three layers to extract the pattern subblocks respectively. The original picture is regarded as a whole in the first layer, the image is roughly partitioned into two pattern blocks in the second layer, each representing a similar pattern in the image (e.g. grass, land), and the image is partitioned into three pattern blocks (e.g. land, grassland and food) in the third layer, as shown in Figure 2. Different from the SPM model in the classical method, the image is partitioned into subsquares at different layers in SPM, and all pictures are partitioned in the same way. Despite of more spatial position information than a traditional dictionary model, such a hard partition suffers a problem that the same object is partitioned into different subblocks, resulting in an inaccurate description of the picture and failure of the final classification. The partition of the pattern subblock is also different from the image segmentation. When the texture, color and other features of the target are different saliently, the image segmentation result will partition the same object into multiple blocks, and the pattern subblock partition is intended to partition the same target in the image into one block (that is, other backgrounds are allowed in the block, but the main part of the block is a certain target), rather than to carry out the exact segmentation of the target. There may be a plurality of target objects in an image, and to capture and partition a plurality of target objects in an image into different subblocks, a method based on salient area detection and superpixel feature analysis is used in this paper to achieve the partitioning of pattern subblocks.

First, the salient area distribution of the image under multi-scale is detected through the Fourier conversion spectrum residual method, as shown in Figure 3, and the T windows in different positions and sizes are sampled according to the salient area distribution; the Lab features and position features of the image are analyzed and clustered to achieve superpixel segmentation, using Kmeans, Ncut, mean shift, graph cut model, etc. Finally, by analyzing the position and distribution relationship between each window and its neighboring super-pixels, the probability of occurrence of each window is determined, and then the pattern subblock is extracted. The key problem is to position a plurality of target objects in the image and their corresponding external windows. To achieve accurate positioning, the relationship between windows and superpixels is analyzed as follows:

As shown in Figure 4, all potential target windows are generated by the distribution of salient areas, reflecting the potential target areas in the image, so each window w in the saliency map contains information on the extent of salient targets within the metric window. Superpixels partition an image into multiple small areas of similar color and texture, a target to meet the pixels in each superpixel block belongs to the same object, but one object may comprise a plurality of superpixels. Superpixels under the strong boundary target will not cross the boundary of the target, so superpixels have the effect of maintaining the target boundary. Due to different distributions of positions between the window generated by the saliency map and superpixels, in order to ensure the integrity of the target object in the window and to maximize the fit of the window to the target, a metric way as shown in formula (1) is designed to calculate the fit of the window to the target object in the window, the higher the fit of the window with the target object, the larger the value $SW$.

$$SW(w_i, s_{i_1}, s_{i_2}, s_{i_3}) = \lambda_1 \left[1 - \min_{v \in w} \left(\frac{(s_{i_1} - v)^2 + (s_{i_2} - v)^2}{|w|}\right) \right]$$

$$+ \lambda_2 \sum_{m \in w} \min \left(\frac{\sum_{n \in w} |S_m| \sim S_{n \in w}}{|w|}\right)$$

$$- \lambda_3 \sum_{m \in w} \min \left(\frac{\sum_{n \in w} \sim S_{m \in w}}{|w|}\right).$$

In the above formula, $w$ is for a window, $s$ for a superpixel, $S_i$ for a superpixel set adjacent to $w$, $s_{i \in w}$ for a portion of the superpixel located in $w$, $s_{i \in w}$ for a portion.
of the superpixel located outside \( w \), and \( S_{w_u \cap s} \) for all superpixels in \( w \). The first term in formula (1) represents the extent to which all superpixels adjacent to window \( w \) spanning the window boundary. The larger the value, the closer the window is to the target object. As shown in Figure 4, assume that \( s_1, s_2, s_3 \) are some three superpixels adjacent to the window \( w_1 \). When all the superpixels in \( S_w \) are completely in \( w_1 \) (such as superpixel \( s_1 \)), the partial area of \( s_{w_u \cap s} \) for each superpixel is 0,

\[
\sum_{s} \min \left( |P_{w_u \cap s}| / |w| \right) - 1 = 0
\]

in which case, the first item gets the maximum value of 1. When most of the superpixels are located in \( w_1 \) (such as superpixel \( s_2 \)) or a small portion of superpixels are located in \( w_1 \) (such as superpixel \( s_3 \)), the superpixel has a small spanning to the boundary of window \( w_1 \), and the value obtained by the first term is larger. When the portion of a superpixel located inside the window is equivalent to that outside the window (such as superpixel \( s_1 \) vs. \( w_1 \)), the window has poor fit to the target, and the value obtained by the first item is smaller. The second term in the formula indicates the degree of similarity in distribution between the portion of the superpixel \( s \) within the window and all the superpixels within the window. The larger the value, the greater the overall inclusion by the window of the target. The third term in the formula indicates the degree of similarity in distribution between the portion of the superpixel \( s \) outside the window and all the superpixels outside the window. The larger the value, the poorer the overall inclusion by the window of the target. When similarity is calculated, \( s_{w_u \cap s} \), \( s_{w \cap s} \), \( S_{w_u \cap s} \) is expressed as a Gaussian distribution described by mean and variance. \( sim(\cdot, \cdot) \) is measured by \( \chi^2 \) distance and is defined as follows:

\[
\text{sim}(P,Q) = \frac{1}{2\sum_{i} (P_{i} - Q_{i})^2} \left( P_{i} + Q_{i} \right)
\]

By comparison of \( SW \) values of each window, the first \( n \) windows \( w_1, w_2, w_3, \ldots, w_n \) with the highest probability of occurrence of targets are obtained, and each window represents a pattern subblock. Moreover, pattern subblocks at different layers of the image can be constructed. If the layer is 3, the image is partitioned into three blocks. The first two blocks are the two most salient target windows in the figure, and the third block is the remaining area \( I - w_1 \cup w_2 \) of the image except the first two windows. The coarse partitioning method based on the pattern subblock can not only express the salient information in the image, but also has the basic pattern information in it, which is beneficial to form an accurate description of the image under the dictionary model.

### 3 Tensor Description of Complex Image Pattern Information

#### 3.1 Multi-feature dictionary creation and feature quantization

The traditional feature dictionary creation method is partitioned into three steps: 1) feature detection; 2) feature description; 3) feature clustering. There are many feature detection methods, such as Harris-Laplace feature detection, Gaussian difference, edge area-based and salient area feature detection methods, and the feature points detected by different feature detection methods can describe the feature information of different aspects of the image. The method of feature description is the expression of the detected feature points, e.g. SIFT descriptor and HOG descriptor. The feature dictionary created by different feature detection methods and feature description methods can express different feature information (e.g. gradient information, color information, etc.) in the image, so that the image content is described in a more sufficient way. This paper constructs three types of feature dictionaries: SIFT feature dictionary, color distribution feature dictionary and texture feature dictionary.

1) SIFT feature dictionary. The first type of feature dictionary is constructed by Difference of Gaussian feature detection and SIFT feature descriptor. The SIFT features detected in all training set images are clustered to obtain a feature dictionary \( D_T = \{d_1, \ldots, d_K\} \in \mathbb{R}^{v \times K} \) of size \( K \). If the feature set \( X = \{x_1, \ldots, x_n\} \in \mathbb{R}^{v \times n} \) is a set of \( M \) \( N \)-dimensional SIFT feature points detected in an image, as the image features have obvious sparse characteristics, under the overcomplete dictionary description, the sparse representation can obtain lower reconstruction errors, and can make the feature expression be more specific to salient features \([7]\). Therefore, the following sparse coding is used in this paper to cast features onto sparse feature words:

\[
\min_{x} \frac{1}{2} \sum_{i} \|x_i - D_{x_v} \|^2 + \lambda \|v\|_1, \quad \forall k = 1, 2, \ldots, K.
\]

Let \( U = \{u_1, \ldots, u_K\} \in \mathbb{R}^{v \times K} \), the elements in the \( K \)-dimensional vector represent the linear coefficient of the feature point \( x_v \) represented by the \( K \) words in the dictionary, and \( U \) is the sparse coding of the feature set \( X \) under the feature dictionary \( D_T \).

2) Feature dictionary of color distribution. A second type of feature dictionary is constructed by dividing the image into blocks and counting the subblock Lab color space features. First, according to the multi-layer pattern subblock partition method proposed in the first part, each image in the training map set is partitioned into sub-pattern subblocks of different layers. The Lab color space feature of each subblock is counted, and each color component is represented by mean and variance to obtain a 6-dimensional feature vector \([\mu_r, \sigma_r, \mu_g, \sigma_g, \mu_b, \sigma_b]^T\). If there are \( n \) training set images and each image is partitioned into \( m \) layers, there are a total of subblocks. All subblock feature vectors are clustered into \( K \) centers (the same number as
cluster centers in the first type of dictionary) to obtain a feature dictionary $D_i \in \mathbb{R}^{a \times c}$. The coding method for the new feature is the same as the sparse coding method in 1).

3) Texture feature dictionary. The texture feature dictionary is constructed by K-SVD\(^{13\text{)}\text{ method}. Firstly, the training set sample picture is partitioned into subblocks of $8 \times 8$, $K$ subblocks are randomly selected from all subblocks to obtain the texture feature dictionary $D_i \in \mathbb{R}^{a \times c}$, and then the atoms are updated using the K-SVD method to get the final texture feature dictionary.

After the feature set $X$ is represented by the feature dictionary $D$ in a sparse coding manner, the sparse expression coefficient of each element $x_i$ in the set is obtained. Therefore, the coefficient matrix $U$ reflects the sparse representation relationship between all the features in $X$ and the dictionary $D$. In order to better express the salient features in the image, the MaxPooling method used in literature \(^{13\text{)}}\text{ is adopted, which demonstrates a good stability to the spatial variation of local features.}

The image is first transformed into multi-layer pattern subblocks, and the feature set $X$ in each subblock is calculated. Since the feature information distribution is counted in the partitioned pattern subblocks, the feature information of the subblocks after being described by the dictionary is concentrated on the feature words related to the corresponding patterns, so that the distinguishability of the feature description is greatly enhanced. In the Figure 2, after the hedgehog pattern subblock is described by the dictionary, most of the features are concentrated on the dictionary words related to the hedgehog feature. The positional movement of the hedgehog in the figure has less influence on the final image description. Therefore, the resulting dictionary feature description has more distinguishing sparse characteristics. Then, using the feature set $X$, after description by the dictionary, the sparse coefficient matrix $U = [u_1, \ldots, u_n] \in \mathbb{R}^{a \times n}$ is obtained, and the feature vector $F = \{f_1, f_2, \ldots, f_n\}$ of $X$ is constructed as follows:

$$f_i = \max \left\{ \|x_{i1}\|, \|x_{i2}\|, \ldots, \|x_{in}\| \right\} \quad (5)$$

The feature vector $F$ describes a relatively salient portion of the subblock feature set $X$ that corresponds to the feature dictionary word. The feature selection method is not susceptible to local feature changes, and the expression of the feature distribution is more stable.

3.2 Tensor description of image pattern information

Compared to the vector pattern, the tensor can better reflect the pattern in the original state of the data, and the dimensionality and complexity will also be reduced. In the traditional partitioning method, the image is usually constructed as a multi-scale pyramid, and then the checkering partitioning is made in each layer. After each subblock is described by a feature dictionary, all the feature vectors are concatenated to represent one image, as shown in Figure 5. When the number of words in the dictionary is large, a feature vector with high dimensionality is often formed, and the measurement of similarity between high-dimensional feature vectors is very difficult. In addition, when the target position changes alone in the image, a huge feature vector will also be formed. Therefore, based on the pattern subblock partition, a tensor description of the image is used in this paper.

First, the histogram dictionary description of the multi-layer pattern subblock is represented as a Tensor Representation \(^{16\text{)}}\text{. As shown in Figure 6, the row vector of two-dimension tensor in the figure represents the feature information of each pattern subblock. Since the feature information is counted in partitioned pattern subblocks, the feature information is concentrated on the feature words related to the corresponding pattern (such as grassland) after the subblock is described by the dictionary, so that the distinguishability of the feature description is greatly enhanced. For example, in the figure, with regard to the first behavior pattern subblock 1 of the two-dimension tensor (the main pattern is grassland), after the subblock is described by the dictionary, most of the features are concentrated on the dictionary words related to the grassland features, and thus, the resulting feature description has more distinguishing sparse characteristics (the number of features associated with grassland is much higher than the number of features associated with other patterns).

Secondly, in combination with a multi-dictionary model that reflects different feature information of images, an image is described as a third-order tensor, where the first order is the total number $N$ of pattern subblocks at different layers, the second order is a $K$ dimension feature vector described by a feature dictionary, and the third-order is the number $P$ of feature dictionaries reflecting different features information in the image. After the image is partitioned by the multi-layer pattern subblock, multiple pattern subblocks can be obtained. After each pattern subblock is described by the feature dictionary, it can form a second-order tensor, and the tensor row vector represents the feature information of each pattern subblock. Moreover, after each pattern subblock is described by other dictionaries (color feature dictionary, texture dictionary), the corresponding two-dimension tensor can also be constructed. Therefore, under the multi-dictionary model, an image can be described as a third-order tensor $\Psi \in \mathbb{R}^{a \times b \times c}$, as shown in Figure 5. Assume that $\Omega = \{\Psi_1, \ldots, \Psi_P\}$ is the set consisting of $P$ feature dictionaries (where $P$ is 3), where $\Psi_p \in \mathbb{R}^{a \times b \times c}$ is the feature dictionary in the $D$ dimensional feature space in which the $p$-th size is $K$, and all feature dictionaries in $\Omega$ have a size of $K$. Each pattern subblock can be represented by $P$ feature dictionaries as $P$-dimension feature vectors.

Finally, under the tensor feature description, the tensor canonical correlation analysis \(^{17\text{)}}\text{ is used to extract the image features, and then the image features are accurately described. The image is described by the feature dictionary set $\Omega$ to obtain a tensor description $\Psi \in \mathbb{R}^{a \times b \times c \times \Omega}$\). Canonical correlation analysis in the tensor pattern can measure the similarity between two tensor data. The calculation pattern can be partitioned into a joint multi-mode sharing pattern and a single-mode sharing pattern. For two third-order tensors $\Psi_1, \Psi_2 \in \mathbb{R}^{a \times b \times c \times \Omega}$, joint multi-mode sharing means that any two of the three patterns are shared, and only a model transformation is performed on
4 EXPERIMENT AND ANALYSIS

4.1 Pattern subblock partition

The pattern subblock partition method proposed in this paper is intended to extract an important target area from the image rather than to segment the target accurately and is achieved in accordance with the spanning characteristics of a sub-window generated by the superpixel and saliency area, as shown in Figure 6. Figure 6 (a) shows the result of superpixel segmentation. When superpixel segmentation is performed, the pixels in the same superpixel block must belong to the same texture pattern of the same target. Figure 6 (b) is a multi-scale saliency map for generation of multiple potential target windows.

When the pattern subblock is partitioned, for example, the layer is 3, the image is partitioned into three areas: the two most prominent target windows in the image are extracted as the foreground window, and the other areas in the image are used as the third pattern subblock (when statistics of features is made, subblock intersections are not counted repeatedly, and only included in blocks with relatively salient targets). Figure 7 shows the result of multi-layer pattern subblock partition. As seen from the figure, layer 1 is the original image; layer 2 partitions the image into saliency and non-saliency areas; and layer 3 detects the two most salient target areas in the image, dividing the image into two target areas and one background area; layer 4 partitions the image into three target areas and one background area, and the pattern subblock partition is the basis of the subsequent tensor description.
4.2 Testing of database

In order to evaluate the effectiveness of the proposed image description method, Pascal VOC2007\cite{pascal_voc} image database is selected in this paper for experiments. The PASCAL VOC 2007 image library contains 20 types of images, 9963 pictures. The pictures in this image library are characterized by both indoor and outdoor images, close-ups and outdoor scenery, and various shooting angles. In addition, the target size changes more significantly and there are multiple interference targets in addition to the target to be identified, as shown in Figure 8, which indicates 20 types of images in the image library.

4.3 Experimental results and analysis

In constructing the first type of feature dictionary, this paper adopts the Difference of Gaussian (DOG) to implement feature detection and uses 128 -dimension SIFT feature descriptors to represent feature points. The feature quantization method trains the feature dictionary in the manner of sparse coding constraints proposed in Literature\cite{literature7}. As for the evaluation index of classification results, the Average Precision (AP) method is used. This method is the index of standard in PASCAL game, which is obtained by calculating the area under the Precision /Recall curve, the higher the value, the better the effect. The Precision is the number of identified true positive samples partitioned by the number of all samples identified as positive samples. The Recall is the number of identified true positive samples partitioned by the number of all true positive samples.

Figure 9 and Figure 10 show the experimental comparison of the method (a subblock partition with multi-layer pattern, SPMP) with other related methods, where the category number corresponds to that in Figure 8. As shown from the experimental results, in types 4, 6, 7, 8, 10, 15, 19 and 20, this method achieves better classification results. The method in this paper is suitable for dealing with the case where there are multiple salient targets in the image, rather than for the case where the target occupied area is relatively small. Figure 11 is a comparison of the classification of subblock partitions in different layer patterns. SPMP-1 is a 1-layer partition, that is, the original map; SPMP-2 is a 2-layer pattern subblock partition, that is, one target and one background partition; SPMP-3 is a 2-target one-background partition. According to the experimental results, the three-layer partition effect is the best, followed by the two-layer partition, and one-layer partition is poor because there is no partition pattern information, which is equivalent to the original dictionary model method.

5 CONCLUSION

In terms of partitioning of multi-layer pattern subblocks, the pattern subblock partition method based on salient area distribution and super-pixel distribution is proposed. By analysis of the potential target window extracted from the multi-scale saliency map and the spanning characteristics of the super-pixel, the multiple windows close to the target are obtained, and the target areas at different layers in the image are extracted. On the basis of multi-dictionary model and pattern subblock partition, this paper depicts the image pattern subblocks with multiple dictionary models, and describes the image pattern information with third-order tensor space. In combination with the method based on canonical correlation analysis, a feature design classifier is extracted, and used for classification of complex natural scene images. As a new image description method, it can be applied to the content-based image classification, retrieval and other fields.
Fig.11 Classification results of different pattern partition layers
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