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Abstract

This paper presents a hierarchical control system to provide ancillary services from a solar PV power plant to the grid without the need for additional non-solar resources. With coordinated management of each inverter in the system, the control system commands the power plant to proactively curtail a fraction of its instantaneous maximum power potential, which gives the plant enough headroom to ramp up or down power production from the overall power plant, for a service such as regulation reserve, even under changing cloud cover conditions. A case study from a site in Hawaii with one-second resolution solar irradiance data is used to verify the efficacy of the proposed control system. The algorithm is subsequently compared with an alternative control technology from the literature, the grouping control algorithm; the results show that the proposed hierarchical control system is over 10 times more effective in reducing generator mileage to support power fluctuations from solar PV power plants.
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I. Introduction

ELECTRIC power grids are complex networks in which electrical energy is produced by a diverse set of generation technologies and delivered to energy consumers through transmission and distribution lines. Conventionally, the primary sources of fuel for production of electric power have been coal, oil, natural gas, nuclear, and hydro power. However, in recent years the desire for carbon-free generation has begun a transition towards the integration of inverter-based resources (IBR) [1]. This transition has accelerated as the cost of energy generation from solar photovoltaic (PV) and wind resources continues to rapidly decline [2]. For example, Southwest Power Pool (SPP) recently reported a peak instantaneous renewable generation record of 85.3% with 97% of that contribution from wind power. Certainly, this transition is in line with many national energy policies around the world. The Biden administration in the US has set goals to develop a carbon-free power sector by 2035, and a net-zero emission economy by 2050 [3]. Similarly, European countries lead by the United Kingdom, Germany, and France at the forefront, alongside many non-European countries such as Japan and Australia, have established the common goal of releasing net-zero emissions by 2050. Germany has more recently set their goal for net-zero emissions by 2045 [4]. While this world-wide trend toward zero-emission power systems is a critical goal in combating the worst effects of climate change, there are many technical challenges that must be overcome to make it a reality.

One of the main challenges with the integration and operation of power systems with increasing levels of wind and solar PV generation is the variable and uncertain nature of wind speeds and solar irradiance, making them variable renewable energy sources (VRE). Because of this uncertainty...
in availability, they have not traditionally provided regulation reserves or other forms of ancillary services. Particular to solar PV power plants, the nature of clouds and their rapid formation and movement often creates undesired fluctuations in the plant power output. Because most solar PV power plants have economic incentives to produce the maximum amount of energy, they tend to operate at their maximum possible instantaneous power output, and thus have limited capacity to provide upward reserve products. As a solution, often solar PV power plant developers situate energy storage [5]–[7] or pair solar PV with fossil fuelled, dispatchable forms of generation [8]–[10] to enhance the plant's flexibility. Combining multiple generation technologies is commonly known as a hybrid power plant and requires significant additional capital costs and complicates market procedures. However, it is expected that in the future solar PV instantaneous penetrations will reach levels at which they will need to be responsible for providing critical grid services. This requires the development of advanced control algorithms for VRE technologies with the advanced functionality required to provide ancillary services without the need for additional resources, which is the focus of this paper.

A review of the literature suggests that two main directions of research have emerged to address this issue. The first direction focuses on the development of control algorithms that would rely on additional resources bundled with the solar PV power plant, including energy storage and dispatchable generation units to provide flexibility and ancillary services [11]–[21]. The second direction, which is more recent, focuses on the development of control algorithms for the mitigation of solar PV variability without reliance on additional resources [22]–[24]. The method developed in [22] is an internal forecasting method that would allow a solar PV power plant to forecast cloud coverage and adjust accordingly. This approach is intriguing but comes with the inherent error of probabilistic forecasting and does not provide an algorithm that could be easily constructed into an operational platform. The real-time, grouping control method developed in [23] and [24] provides a centralized control algorithm that can react to changes in cloud coverage at second and minute time resolutions. This control technology has recently been integrated into a 141MW Chilean PV power plant [25], which is the first entirely solar PV power plant that is able to bid into ancillary markets without additional non-PV resources. However, the main drawback for this control technology is its central decision-making process that sets a homogeneous setpoint for entire groups of solar PV arrays and neglects that the scattered nature of cloud movements over such large utility-scale PV plants can affect generation at the individual inverter resolution.

This paper advances the state-of-the-art by demonstrating a control algorithm that is able to overcome some of these limitations to provide more accurate power management in solar PV power plants. The control objectives of this control system are to mitigate the power fluctuations caused by the rapid movement of clouds. To this end, it aims to maintain a headroom reserve at each solar array in order to utilize during fluctuation periods. This headroom reserve intrinsically enables the solar power plant to not only follow a generation commitment, but also to respond adequately to real-time dynamic regulation signals from an ancillary service market. The core contribution of this paper is in the development of a hierarchical control system for utility-scale solar PV power plants that enables them to provide ancillary services accurately, even in changing weather conditions. The hierarchical control architecture offers a distributed decision-making process at multiple layers and time scales allowing it to send specific directed control signals to each individual inverter in pursuit of the overall system goal.

To verify the efficacy of the proposed hierarchical control system, a case-study is presented based on data measurements from Oahu, Hawaii. The results from the proposed hierarchical control are then compared with the grouping control method [23], [24]. The results are presented for two operational functions: (1) following a generation commitment schedule to examine the precision of the algorithm in satisfying the generation level that the plant operator has committed to market and (2) responding to dynamic reserve signals while accurately maintaining and evaluating the status of available headroom for fast reserves. In this paper, PJM’s dynamic regulation ancillary service signal (RegD), which
The results of our simulation show that our hierarchical control algorithm is able to satisfy 99.35% of the generation commitment and 99.88% of the ancillary RegD signal requests, whereas by PJM standards and tariffs, a regulation generator responding to a signal needs to comply 75% of the time. Compared to our implementation of the grouping control algorithm, our hierarchical approach requires 18 times less mileage when providing regulation reserve and 19 times less supporting regulation reserve when providing a fixed commitment-level output.

II. PROPOSED HIERARCHICAL CONTROL SYSTEM

The core principle behind the proposed control system is the curtailment of power production from the solar PV arrays. Curtailing a variable renewable generation plant means reducing its power output to a specified fraction of its maximum power potential (MPP). Curtailment is achieved by the adjustment of the voltage ($V$) and current ($I$) levels of solar PV arrays. This is accomplished through a change in the set point of the power electronic inverter which serves as the interface between the solar PV arrays and the power plant collection system, and subsequently, the total power output of a PV power plant will be adjusted, as shown in Fig. 1.

By adjusting the operational set point of the inverter to a fractional value of its maximum potential, enough headroom becomes available to ramp up if needed, and regardless of the headroom availability, the production can continue to ramp down from its MPP. This mechanism can be used in a solar PV power plant to enhance operational flexibility and, as the simplest task, the power plant could maintain a flat power output in response to partial shading and rapid cloud movements. Additionally, the available positive headroom can be used to provide ancillary services to the grid by instantaneously adjusting generation power output.

In this paper, three layers of hierarchy for decision-making are considered as depicted in Fig. 2. These three layers consist of an adaptive layer with a centralized controller at the highest level, a supervisor layer with a small number of supervisory controllers as intermediaries, and a direct control layer with several inverter controllers at the lowest level of control. Although, only three layers of control are used in this paper, one large benefit of hierarchical control is the modular nature that would allow for adding more supervisor layers (e.g., a super-supervisor layer) in order to effectively expand and coordinate control to more than one power plant. The following provides the decision-making processes, individual responsibilities, and control goals of each control layer.

**Direct Control Layer:** This layer is the lowest level of control consisting of several control agents that directly regulate voltage and power output of each solar PV inverter at the device level. This layer initially computes the estimated inverter maximum power potential (IMPP) of an inverter and then determines if the IMPP is above the requested power output. If the inverter cannot produce the

![Fig. 1: Solar I-V and P-V curves showing relationships between voltage, current, and the MPP shown by $P_{max}$](image-url)
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Fig. 2: Hierarchical layout of proposed control scheme. Direct controllers on each inverter communicate with their corresponding supervisor controller, and supervisor controllers communicate with the central controller.

requested power output, it will ask for “help” from its supervisor controller. Using typical signaling hardware these computations should be able to send out updated signals in less than 1 second.

Supervisor Layer: This layer works as the “middle-man” of control. Supervisors first survey the performance of their “control agents” (corresponding to direct controllers). If any one of the control agents has been flagged for needing “help”, then the supervisor attempts to solve the missing amount of power generation by finding another one of it’s control agents to provide additional power production. If all the constituent control agents of a supervisor are operating at IMPP and the cluster is still experiencing a power production deficit, then the supervisor signals to the above layer (adaptive central controller) and requests support from other supervisory clusters. Once the entire system has found a feasible solution, the supervisor signals the final curtailment set points down to each of its control agents. Signal requests could operate within a 10 second window with typical signaling equipment.

Adaptive Layer: This layer uses one centralized controller to receive the external ancillary services signal for power generation, and command the lower tier controllers to find a global solution for power production while considering partial shading impacts. This upper tier communication requests additional production from supervisor clusters that have enough available potential to help compensate for shaded supervisor clusters. Final curtailment set points are then communicated from the adaptive layer to the supervisory layer, to the direct control agents, respectively. As the final stage of this iterative signaling, controllers at this level will be operating at less than 1 minute resolutions.

A great advantage of the hierarchical control architecture is its ability to coordinate the PV system operation by more than one decision-making center. Necessary information is available to each controller at different time frames and at different rates, which allows for less computational
intensity while providing the opportunity for the expansion of communications between multiple solar power plants. Dispersing control into a hierarchy of micro-controllers also increases the resiliency of the system, and it can even be implemented with simple, off-the-shelf computing systems. Fig. 3 breaks down the communication and the exchange of requests between the hierarchical layers, while also depicting the chronological order of all the information transfer and the corresponding decision-making timescale.

Fig. 3: Exchanges of requests between the hierarchical layers and the upper-bounds of their computational decision-making timescales.

After the hierarchy of control is established and installed, the layers exchange information formulaically to compute the optimal set point for curtailment at each inverter. The proposed control algorithm for information exchange and computation involves the following iterative steps:

Step 1: Estimate System IMPP
Step 2: Compute Initial Power Output for Controllers
Step 3: Conduct Correlative Neighbouring
Step 4: Solve & Reassign Curtailment Levels
Step 5: Return to Step 1

A. Step 1: Estimate System IMPP

In the first step the IMPP is computed for each inverter iteratively at computational speeds much faster than changes in solar availability, which is usually over a minute. Hence, there is very little variation in IMPP between iterations, which greatly reduces the error in IMPP computation that is managed at the direct control layer.

Formulation: To evaluate the IMPP of the $i$-th inverter at $t$-th iteration, represented by a subscript index of $i$ and superscript index of $t$, the algorithm must take in the desired fractional curtailment
level, denoted by $\alpha_{i}^{t-1}$, and final (after curtailment) inverter power output, denoted by $P_{\text{final},i}^{t-1}$, of the previous iteration, represented by superscript index of $t-1$, as arguments. Thus, the estimation algorithm for the IMPP, represented by $P_{t,\text{IMPP},i}$, at iteration $t$ can be described by:

$$P_{t,\text{IMPP},i} = P_{t-1,\text{IMPP},i} = \frac{P_{t-1,\text{final},i}}{\alpha_{i}^{t-1}}.$$  \hfill (1)

Next, the total plant MPP, $P_{t,\text{MPP,system}}$, is computed by simply summing across all $N$ inverters by:

$$P_{t,\text{MPP,system}} = \sum_{i=1}^{N} P_{t,\text{IMPP},i}$$  \hfill (2)

B. Step 2: Compute Initial Power Output for Controllers

**Headroom** is a positive value that indicates the difference between IMPP and the curtailed operational level of a solar inverter. After the IMPP estimation, the same amount of power generation is requested of all inverters, defined by power request point and denoted by $P_{\text{request}}$. This request point is the difference between the expected generation level and the average IMPP of all inverters in the system if all inverters were exposed to the same amount of solar irradiance. The power set point then is compared with the actual available IMPP at each individual inverter and each supervisor controller. The difference between the power set point and IMPP constitutes the residual generation signal. If the residual generation signal for an inverter returns a negative value, the requested generation amount ($P_{\text{request}}$) is larger than the IMPP, and the controller will be flagged as “in need of assistance.”

**Formulation:** The initial uniform power request to all inverters (equivalent to if all inverters were exposed to the same exact amount of solar irradiance), denoted by $P_{\text{request}}$, is computed using the arguments of the desired system power output, represented by $P_{\text{desired}}$, and the number of inverters ($N$) as:

$$P_{\text{request}} = \frac{P_{\text{desired}}}{N}$$  \hfill (3)

The residual power at the $i$th inverter, represented by $P_{\text{res}}$, is the difference between the inverter IMPP value, $P_{t,\text{IMPP},i}$, from the expression (1) and the initial power request, ($P_{\text{request}}$, in (3)). Next, these values are used to compute the index for the need for assistance for each inverter by simply subtracting the initial power request from the inverter IMPP value by:

$$P_{\text{res}} = P_{t,\text{IMPP},i} - P_{\text{request}}$$  \hfill (4)

where the sign of the value of $P_{\text{res}}$ can be used as a reference to determine the state of power generation by the $i$th inverter and can be interpreted using the simple following rule:

$$P_{\text{res}} \geq 0 \rightarrow \text{No need for assistance}$$

$$P_{\text{res}} < 0 \rightarrow \text{In need for assistance}$$

The magnitude and sign of $P_{\text{res}}$ is sent to the supervisor controllers. The aggregated power output operated by each supervisor controller, denoted by $P_{\text{sup}}$, with $N_{\text{agents}}$ constituent inverters, is computed similarly by summing $P_{\text{res}}$ values across $N_{\text{agents}}$ “agent” inverters. With more than 3 control tiers, the same procedure would be repeated for all higher tiers of control up until the centralized controller is reached.

C. Step 3: Conduct Correlative Neighboring

Thus far, the need for help by individual direct control agents and supervisors has been established. The next natural step is to develop an augmented mechanism to systematically determine the
signalling for the assistance procedure. Here a signaling mechanism is proposed with a goal to maximize the probability of receiving support from the inverters initially asked for additional support. To this end, a correlation matrix is trained by historic data in the location to describe the hourly correlation of headroom availability among all inverters and per row.

Correlations behind inverter behaviors were segmented by the hour as seen in Fig. 7, however the resolution of updating these correlation matrices may fluctuate at different geographic locations. The diagonal of the correlation matrix will always return 100% correlation because an inverter will have perfect correlation with itself. Upon the need to request help to reach its power set point, the controller will go through the list by reaching out first to the least correlated inverters, i.e. those inverters which have the highest probability of not experiencing similar power deficits. Such arrangement of all the controllers within a hierarchical algorithm will greatly affect how “high up the chain” inverters will have to ask for help. For example, geographically neighboring inverters will likely have very similar solar fluctuation patterns because a passing cloud may cover both of them simultaneously. The hierarchical controller will choose virtual neighbors of controllers that have uncorrelated – or (ideally) inversely correlated – solar fluctuations.

The term virtual neighboring is used to suggest that the controllers are neighbors through the eyes of the signaling hierarchy of the controller, but they are not physically neighboring. This will make the support process much more efficient and less computationally expensive as most controllers likely will find an equilibrium solution at the supervisory layer without consulting the adaptive layer.

**Formulation:** In this study, it was found that the best metric to determine statistical correlation between all inverters is to perform a statistical analysis using irradiance data with granularity of 1 second resolution. This analysis established a \( n \times n \) correlation matrix for the set of \( n \) inverters and each inverter will have a per-unit rating of their level of behavioral correlation to all the other inverters in the plant. Each correlation coefficient \( C \) is calculated by the Pearson’s Linear Correlation Coefficient where two time-series vectors \( X \) and \( Y \) are inputted to the function:

\[
C(X,Y) = \frac{\sum_{i=1}^{t} (X_i - \overline{X})(Y_i - \overline{Y})}{\sqrt{\sum_{i=1}^{t} (X_i - \overline{X})^2 \sum_{i=1}^{t} (Y_i - \overline{Y})^2}}
\]  

(5)

The smaller the value of correlation, \( C(X,Y) \), the more suitable the neighboring of inverters \( X \) and \( Y \). Using the final statistical characterization of the solar variation between power plant inverters from the correlation matrix, hierarchical tiers with non-similar or inversely correlated fluctuation patterns can be chosen as virtual neighbors for an improved response.

**D. Step 4: Solve & Reassign Curtailment Levels**

By this stage, the available power of each controller has been determined as an indicator of their need for support from the other agents. A mechanism also has been established to determine the most efficient inverter or cluster to reach out to for support. Starting at the supervisory level, any supervisory controller(s) that needs help then notifies the central controller at the adaptive layer and informs them how much power support they need. Subsequently, other supervisor controllers with positive headroom values then ramp up their power production to provide support. Once the power output of each supervisory cluster has been assigned, the process is recursively called to assign individual power curtailment operation levels for every inverter under each supervisor. Once this procedure is complete, the algorithm can settle on a final set point for each inverter that will accurately aggregate to the desired power plant output.

**Formulation:** The amount of power required to ramp up to provide support, denoted by \( P_{\text{help}} \), is the cumulative sum of all power generation error signals such that \( P_{\text{res}} < 0 \). The algorithm then adjusts the desired power production level of each controller as long as it does not exceed the IMPP.
The control logic used here is recursive at each level of control throughout the hierarchical control algorithm to update the operational level of the controller. The threshold for the iterative process to be considered converged is when $P_{\text{res}} \geq 0$ for all direct controllers and thus a stable equilibrium is reached. If the power plant has a total aggregated IMPP value above the desired final power output, then the condition $P_{\text{res}} \geq 0$ will be achievable for all inverters $i$. In the final state of this system, it should be true that the desired system power output is exactly equal to the sum of the final operation of each individual inverter, $P_{\text{final},i}$.

The final step of the iteration is to solve for the curtailed operational efficiencies ($\alpha_i$) of each inverter $i$ as:

$$\alpha_i = \frac{P_{\text{final},i}}{P_{\text{IMPP},i}}$$  \hspace{1cm} (6)

The $\alpha_i$ then is used to adjust the voltage ratio at the $i$th inverter. Next is to begin the subsequent iteration, back to Step 1.

With the hierarchy of control established, and the formulaic communication and signaling of the proposed algorithm specified, the next sections demonstrate how the designed hierarchical control algorithm performs in a simulated case study.

III. Case Study Oahu, Hawaiian Airport

A. Solar Irradiance Data

The measurement data from solar irradiance in Oahu, Hawaii, US, are used as a case study in this paper. This data has 1-second resolution global horizontal irradiance measurements from 17 devices around an airport on this island. These irradiance meters measured starting at 5am and ending at 8pm, every day, April through October, in both 2010 and 2011. In Fig. 4, the layout of the measured data is presented visually through a satellite image with solar PV graphics marking the location of each irradiance meter.

![Fig. 4: Satellite image of the distribution of 17 solar irradiance measurement devices around an airport in Oahu, Hawaii [29]. Virtual neighboring clusters are indicated by colors: Blue pins are cluster 1, Green pins are cluster 2, and Orange pins are cluster 3.](image-url)
B. Solar Irradiance Data to AC Power Data Conversion

The raw data used in this case study was solar irradiance measurements in $W/m^2$. For the purpose of this study, this data was converted into electric power output of hypothetical solar arrays. Intuitively, the physical power output from any solar array is dependent on the amount of solar irradiance to which the panels are exposed. To convert the irradiance data into a time series of potential AC power output equivalent solar arrays, the Sandia National Laboratory’s PVLib package \[30\] was used. This class also allows for input of temperature degradation and wind speeds, but these values were left in their default state, given that they are secondary impacts on power output. This conversion approximates an equivalent of a 8MW PV solar power plant with arrays spread across 1.5 square miles.

C. Implementation

The solar PV power plant and the proposed hierarchical controller were implemented in MATLAB Simulink R2020b. The overall system has 17 direct controllers, 3 supervisory controllers, and 1 central controller. To operate all 17 inverters, the controller setup included two clusters associated with 6 inverters (green and blue in Fig. 4) and one cluster associated with 5 inverters (yellow in Fig. 4). These clusters have been selected such that the correlation between inverters within a cluster is at a minimum, so the probability of available headroom within a cluster is maximized.

The controller is implemented to follow the hierarchical process as described in the previous section. Communication signals are exchanged between controllers and layers (with communication delays neglected because of the significant time separation), and within each control MATLAB scripts are written to make the computational measurements and decision making necessary to interpret the status of their generation abilities. Once all inverters in the system have been assigned their final operational level, that value is recorded, and the next iteration begin immediately. With a 2GHz quad-core processor, this simulation took 14.144 seconds to simulate 54000 seconds of operation. Assuming simulation time will be much faster than real-time processing and communication, a breakdown of the maximum amount of processing time we anticipate using common computational hardware is shown in the column labels of Fig. 3.

IV. Results and Discussion

The hierarchical control algorithm presented provides unique opportunities for solar PV plants to provide ancillary services in electricity markets. This ability consists of two separate steps: being able to proactively curtail solar generation to a fraction of the rated capacity, and remain at this committed generation level during changing weather conditions, and to be able to deviate from that set point in both directions to follow a system operator control signal. Consider the solar irradiation and generation commitment profiles presented in Fig. 5 for April 1, 2010.

The data shown in Fig. 5 indicates an ancillary potential added up to be 6.61 MWh from the day. The ancillary potential here is computed as the area between the maximum power generation available from the solar irradiance (the MPP of the entire plant and shown by the green plot in Fig. 5) and the generation commitment (shown by the blue plot in Fig. 5). The main goal here is to follow the committed generation profile with as little fluctuation as possible and to precisely monitor the headroom reserve available for fulfilling instantaneous ancillary signal requests, thus demonstrating the first requirement for providing ancillary services from solar PV plants.

As a basis of comparison with the current state-of-the-art, the grouping algorithm described in Section II is implemented to examine its performance for simply maintaining a constant 20% headroom. These results are shown in Fig. 6 where the blue line represents the amount of power that would be produced by a solar plant operating without curtailment (uncontrolled). The yellow line is the theoretical curtailment that grouping control predicts at which it would operate. The green line is the actual power production from the solar plant after grouping control. Root mean square
error (RMSE) and mean absolute error (MAE) are calculated to quantify the discrepancies between theoretical curtailment and the actual resulting curtailment. The results indicate the RMSE would be 110 kW and the MAE 46 kW. This error indicates a vast amount of untapped solar generation potential that are curtailed which is the drawback of the grouping algorithm and what the hierarchical control proposed here aims to leverage for improvement of system efficiency.

Fig. 6: Simulation results of maintaining 20% headroom for a partially cloudy day with grouping method.

The remainder of this section presents the results in the following order. First, the decision-making
process and algorithms in the proposed controller is discussed and how each layer of hierarchy contributes to achieving the overall goal of the system. Second, performance of the proposed controller for mitigating the power output fluctuations when subjected to rapid-moving clouds is compared with the grouping controller. Third, the capability of the proposed controller to respond to the dynamic frequency regulation signal (RegD signal) for providing fast frequency support is compared with that of the grouping controller.

A. Inverter Signal Communication

The proposed control system possesses a hierarchical structure and its performance relies on interaction among the control agents within layers and in between layers. This section demonstrates the performance of the virtual signaling and communication among the agents.

Fig. 7 visualizes the temporal evolution of correlation matrix for all 17 inverters considered in this case study for 8am to 6pm on April 1 in 2010. This evolution heat map shows how correlations among the inverters vary throughout the day as clouds move over the site. In this plot, red indicates the least correlated (or inversely correlated) inverters, blue indicates the most correlated inverters, and the other colors in between should be accordingly interpreted as instructed in the heatmap color guide. It should be noted that throughout the day, the diagonal elements remain consistently equal to 1 which shows the self-correlation of inverters. The varying correlation among the inverter is the backbone of decision-making in the proposed control strategy in this paper which allows to leverage the temporal and spatial variation of availability of solar across the power plant to mitigate the output fluctuations. Accordingly, the correlation matrix is updated routinely to characterize the movement of cloud coverage.

Fig. 7: Correlation heat map for all 17 inverters on April 1, 2010 for every hour of operation throughout the day. Blue signifies high direct correlation, and red suggests inverse correlation. The blue diagonal is expected because each inverter should have a correlation of 1 with itself.

Fig. 8 brings further insight into the correlation among the inverters and the availability of positive residual power for individual inverters across this power plant during the cloudy and non-cloudy conditions. The not cloudy time interval in Fig. 8a, where sunlight is available to all inverters, shows how all the inverters have positive residual power generation availability after meeting their generation obligation. Alternatively, Fig. 8b demonstrates scarcity of residual generation reserve where some arrays are experiencing negative residuals whilst some others have positive residual power available. The negative residual values will signify to higher control levels that the inverter is in need of help from other inverters. The strategy of requesting and providing help among the control agents (PV inverters) is achieved through the signaling process as explained next.

For demonstration, Fig. 9 exhibits the output signaling and return signaling of two inverter controllers (on the direct control layer) that have been chosen as virtual neighbors because of their asimilar IMPP fluctuations in the hourly statistical analysis from Figure 7. The interactions between the other inverters are similar. On both ends of the time interval depicted in Fig. 9a, prior to 1:49:00 and after 1:50:30 a reasonably flat maximum power point (IMPP) potential from both inverters can
Fig. 8: Operational power availability relative to the necessary average power output per-inverter for an entire group of inverters; the time of day in these plots is indicated by hour:minute:second.

be seen, which suggests little to no cloud coverage over their corresponding PV panels. However, throughout the middle of the time interval, between 1:49:00 and 1:50:30, a cloud-coverage event emerges where the inverters’ IMPP potentials are being reduced due to cloud cover. The IMPP status is the signal output from the direct control agent (in the direct control layer) to the supervisory controller in the layer above it and it is approximated using the expression presented in Eq. (1). As the shading passes over the power plant over about a minute and a half, the need for help is triggered by the IMPP levels falling below the expected power generation ability per inverter (black dashed line), which is defined by the generation commitment split evenly amongst all 17 inverters.

Fig. 9: Communication signaling results focused on only two virtually neighboring inverters over a 3 minute window of daily operation. Fig. 9a shows the IMPP output signal from the direct control layer. Fig. 9b shows the final return signal to the direct control layer of necessary curtailment.

Fig. 9b shows the returned signal – from the supervisory controller to the direct control agents – that communicates the final information about the curtailment level at which the controller should be operating. At the direct control layer (inverter level), this can be easily translated into adjustment of the output. Although other inverters and groups within this hierarchical controller are influencing the return signal to the two inverters shown in Fig. 9b as well, the results presented here make it
evident that the decision-making process for these controllers are working together in a efficient and effective manner.

TABLE I: Comparative results for the output regulation of the solar PV power plant for a partially cloudy day.

| Control Scheme | Mileage | Unsatisfied Commitment | Satisfied Commitment |
|----------------|---------|------------------------|----------------------|
| Grouping       | 245 kW  | 8,089 kWh              | 88.36%               |
| Hierarchical   | 14 kW   | 433 kWh                | 99.35%               |

B. Satisfying the Generation Commitment

Fig. 10 presents the results for the capability of the proposed hierarchical controller for the mitigation of power fluctuations and following the power generation commitment. The results are compared with that of the grouping controller in the same plot. Mitigating the fluctuations shown by the red line is what will allow utilities to operate solar power plants without the need for additional support from additional resources (storage or fast responding hybrid resources) or stressing the network. The results here are visual evidence of the superiority of the proposed controller over the grouping controller by almost ideally following the generation obligation curve.

Fig. 10: Comparison of performance by grouping control vs. proposed hierarchical control in delivering generation commitment by the solar power plant considered in this case study. The red line represents supportive power generation that is required to meet generation commitment.

To quantitatively assess the performance of the both control algorithms considered, Table I presents the results using three common metrics: (1) Mileage in kW, (2) Regulation in kWh, and (3) Commitment Satisfied as a percentage. These metrics are important measures in evaluation of generation fleet in an energy market. Mileage is a metric used to measure the instantaneous ramping that the solar power plant would require of supportive generation and/or energy storage. Reducing mileage on the system has value because it will extend the lifetime of a battery and minimize fuel costs of fossil
fuel generators. Regulation is the total amount of energy that was supplied from generation sources other than the solar power plant in order to maintain the load demand. Reducing the amount of regulation also minimizes fuel costs (and thus carbon emissions). Lower mileage and regulation means significantly less operational costs. Commitment satisfaction is the percentage success rate of satisfying the precise generation amount that the power plant has committed to. Having a low satisfied commitment percentage would risk fines for a generator providing ancillary services, and eventually remove the generator from consideration in an ancillary service market. The result presented in Table I yielded far less mileage and regulation throughout the day for the proposed hierarchical control system in comparison with the grouping control, as well as approximately 18 times less unsatisfied commitment. Hierarchical control also satisfied nearly 100% of its generation commitments with precision, which was 11% more than the grouping control method. In practice, this will result in reduced cost of operation and increased market efficiency and reliability.

The results presented in Fig. 10 and Table I clearly indicate the effectiveness of the proposed hierarchical control in satisfying generation commitment. Having established that the proposed approach can effectively curtail during changing weather conditions, its ability to respond to an ancillary service signal request is simulated in the following subsection.

C. Response to Ancillary Service Request

The ability for a utility-scale solar power plant to participate in the ancillary service market is a potential additional source of revenue for PV plants that is likely to become more common with increasing penetration levels of solar power. Here, the solar power plant of the case study was subjected to a dynamic frequency response signal for the hours between 9am to 5pm in between which the ancillary service potential was available in both the upward and downward directions. The hours considered are the period that the solar availability was greater than the generation commitment, when the solar PV was curtailed to satisfy the generation commitment as a first priority. The dynamic ancillary service signal is Regulation D, commonly referred to as RegD, is a fast frequency ancillary request signal from the PJM market which is sent to participating units every 2 seconds.

For this simulation, the RegD signal time-series was received directly by the adaptive layer of the control system. Subsequently, the command from the adaptive layer then flows through the hierarchy of decision making in order to set the plant at the desired operational level. The performance of the proposed hierarchical controller and the grouping controller for an identical day of RegD signals are evaluated and shown in Table II. In this table, the metric used to measure the plant response to the RegD signal is the amount of RegD signals that are fulfilled entirely. Typically, fossil generators are required to satisfy more than 75% of requests in PJM.

TABLE II: Comparative results for response of the power plant output to the dynamics frequency response signal

| Control Scheme       | Satisfied RegD Signal |
|----------------------|------------------------|
| Grouping Control     | 81.45%                 |
| Hierarchical Control | 99.88%                 |

The results presented in Table II shows superior performance of the proposed hierarchical controller when compared to the grouping controller. The success-rate of hierarchical controller is more than 18% greater than the grouping controller in responding to the requests sent by RegD signal.

V. Conclusion

This paper proposed a hierarchical control structure and algorithm for curtailment of solar PV power plants. The control goals were to (1) mitigate the variability of the plant power output caused by the movement of clouds over the plant, and (2) maintain a desired headroom reserve to provide...
the plant with the capability to participate in ancillary service provisions of the grid. The proposed control system was implemented on a case study from a site in Hawaii and was compared with the current technology which is grouping control algorithm. The results indicated that the proposed control strategy was able to satisfy 99.35% of generation commitment and 99.88% of ancillary service signal requests. Relative to the current state of the art, a grouping control method, the proposed hierarchical control algorithm operated with 18 times less mileage and unsatisfied generation, which could largely expand the lifetime of any connected storage system by optimizing charging cycles.

This proposed control system can set a basis for enabling technologies to achieve a carbon-free electric power sector. Next stages of this work could include a more detailed execution of this algorithm by embedding the software into a physical test solar power plant. Additionally, the formulation of the algorithm could be expanded upon to interface intelligently with a battery storage system to optimize storage for the health of the battery, stability needs of the power grid, and profitability in ancillary and real-time energy markets. Lastly, with potential application to controlling wind power plants as well, this hierarchical control structure could be a necessary piece of a larger solution to developing a highly automated grid operating system that controls manages multiple power plants at once.
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