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The field of computational statistics refers to statistical methods or tools that are computationally intensive. Due to the recent advances in computing power, some of these methods have become prominent and central to modern data analysis. In this article, we focus on several of the main methods including density estimation, kernel smoothing, smoothing splines, and additive models. While the field of computational statistics includes many more methods, this article serves as a brief introduction to selected popular topics.
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Introduction

- “Let the data speak for themselves”

In 1962, John Tukey76 published an article on “the future of data analysis”, which turned out to be extraordinarily clairvoyant. Specifically, he accorded algorithmic models the same foundation status as algebraic models that statisticians had favored at that time. More than a three decades later, in 1998 Jerome Friedman delivered a keynote speech23 in which he stressed the role of data driven or algorithmic models in the next revolution of statistical computing. In response, the field of statistics has seen tremendous growth in some research areas related to computational statistics.

According to the current Wikipedia entry on “Computational Statistics”, “Computational statistics or statistical computing refers to the interface between statistics and computer science. It is the area of computational science (or scientific computing) specific to the mathematical science of statistics.” Two well-known examples of statistical computing methods are the bootstrap and Markov Chain Monte Carlo (MCMC). These methods are prohibitive with insufficient computing power. While the bootstrap has gained significant popularity both in academic research and in practical applications, its feasibility still relies on efficient computing. Similarly, MCMC, which is at the core of Bayesian analysis, is computationally very demanding. A third method which has also become prominent in both academia and practice is non-parametric estimation. Today, non-parametric models are popular data analytic tools due to their flexibility despite being very computationally intensive, and even prohibitively intensive with large datasets.

In this article, we provide summarized expositions for some of these important methods. The choice of methods highlights major computational methods for estimation and for inference. We do not aim to provide a comprehensive review of each of these methods, but rather a brief introduction. However, we compiled a list of references for readers interested in further information on any of these methods. For each of the methods, we provide the statistical definition and properties, as well as a brief illustration using an example dataset.

In addition to the aforementioned topics, the twenty-first century has witnessed tremendous growth in statistical computational methods such as functional data analysis, lasso, and machine learning methods such as random forests, neural networks, deep learning and support vector machines. Although most of these methods have roots in the machine learning field, they have become popular in the field of statistics as well. The recent book by Ref. 15 describes many of these topics.

The article is organized as follows. In Section 1, we open with nonparametric density estimation. Sections 2 and 3 discuss smoothing methods and their extensions. Specifically, Section 2 focuses on kernel smoothing while Section 3 introduces spline smoothing. Section 4 covers additive models, and Section 5 introduces Markov chain Monte Carlo methods (MCMC). The final Section 6 is dedicated to the two most popular resampling methods: the bootstrap and jackknife.

1. Density Estimation

A basic characteristic describing the behavior of any random variable \( X \) is its probability density function. Knowledge of the density function is useful in many aspects. By looking at the density function chart we can get a clear picture of whether the distribution is skewed, multi-modal, etc. In the simple case of a continuous random variable \( X \) over an inter-
val $X \in (a, b)$, the density is defined as

$$P(a < X < b) = \int_a^b f(x)dx.$$  

In most practical studies the density of $X$ is not directly available. Instead, we are given a set of $n$ observations $x_1, \ldots, x_n$ that we assume are iid realizations of the random variable. We then aim to estimate the density on the basis of these observations. There are two basic estimation approaches: the parametric approach, which consists of representing the density with a finite set of parameters, and the nonparametric approach, which does not restrict the possible form of the density function by assuming it belongs to a pre-specified family of density functions.

In parametric estimation only the parameters are unknown. Hence, the density estimation problem is equivalent to estimating the parameters. However, in the nonparametric approach, one must estimate the entire distribution. This is because we make no assumptions about the density function.

1.1. Histogram

The oldest and most widely used density estimator is the histogram. Detailed discussions are found in Refs. [65] and [24].

Using the definition of derivatives we can write the density in the following form:

$$f(x) \equiv \frac{d}{dx} F(x) \equiv \lim_{h \to 0} \frac{F(x + h) - F(x)}{h}.$$  

where $F(x)$ is the cumulative distribution function of the random variable $X$. A natural finite sample analog of equation (1) is to divide the real line into $K$ equi-sized bins with small bin width $h$ and replace $F(x)$ with the empirical cumulative distribution function

$$\hat{F}(x) = \frac{\#\{x_i \leq x\}}{n}.$$  

This leads to the empirical density function estimate

$$\hat{f}(x) = \frac{\#\{x_i \leq b_{j+1}\} - \#\{x_i \leq b_j\}}{nh}, \quad x \in (b_j, b_{j+1}].$$  

where $(b_j, b_{j+1}]$ defines the boundaries of the $j$th bin and $h = b_{j+1} - b_j$. If we define $n_j = \#\{x_i \leq b_{j+1}\} - \#\{x_i \leq b_j\}$ then

$$\hat{f}(x) = \frac{n_j}{nh}. \quad (2)$$  

The same histogram estimate can also be obtained using maximum likelihood estimation methods. Here, we try to find a density $\hat{f}$ maximizing the likelihood in the observations

$$\Pi_{i=1}^n \hat{f}(x_i). \quad (3)$$  

Since the above likelihood (or its logarithm) cannot be maximized directly, penalized maximum likelihood estimation can be used to obtain the histogram estimate.

Next, we proceed to calculate the bias, variance and MSE of the histogram estimator. These properties give us an idea of the accuracy and precision of the estimator. If we define

$$B_j = [x_0 + (j-1)h, x_0 + jh), \quad j \in \mathbb{Z},$$  

with $x_0$ being the origin of the histogram, then the histogram estimator can be formally written as

$$\hat{f}_h(x) = (nh)^{-1} \sum_{i=1}^n I(X_i \in B_j)I(x \in B_j). \quad (4)$$  

We now define the bias of histogram estimator. Assume that the origin of the histogram $x_0$ is zero and $x \in B_j$. Since $X_i$ are identically distributed

$$E[\hat{f}_h(x)] = (nh)^{-1} \sum_{i=1}^n E[I(X_i \in B_j)]$$  

$$= (nh)^{-1} nE[I(X \in B_j)]$$  

$$= h^{-1} \int_{(j-1)h}^{jh} f(u)du.$$  

This last term is not equal to $f(x)$ unless $f(x)$ is constant in $B_j$. For simplicity, assume $f(x) = ax + cx$, $x \in B_j$ and $a, c \in \mathbb{R}$. Therefore

$$Bias[\hat{f}_h(x)] = E[\hat{f}_h(x)] - f(x)$$  

$$= h^{-1} \int_{B_j} (f(u) - f(x))du$$  

$$= h^{-1} \int_{B_j} (a + cu - a - cx)du$$  

$$= h^{-1} hc \left( \left(j - \frac{1}{2}\right)h - x \right)$$  

$$= c \left( \left(j - \frac{1}{2}\right)h - x \right).$$  

Instead of slope $c$ we may write the first derivative of the density at the midpoint $(j - \frac{1}{2})h$ of the bin $B_j$

$$Bias(\hat{f}_h(x)) = f'( \left( j - \frac{1}{2} \right)h ) \left( (j - \frac{1}{2})h - x \right)$$  

$$= O(1) O(h)$$  

$$= O(h), \quad h \to 0.$$  

When $f$ is not linear, a Taylor expansion of $f$ to the first order reduces the problem to the linear case. Hence the bias of the histogram is given by

$$Bias(\hat{f}_h(x)) = \left( (j - \frac{1}{2})h - x \right) f' \left( j - \frac{1}{2} \right)h + o(h), \quad h \to 0. \quad (5)$$  

Similarly, the variance for the histogram estimator can be cal-
calculated as
\[
\text{Var}(\hat{f}_h(x)) = \text{Var}\left((nh)^{-1} \sum_{i=1}^{n} I(X_i \in B_j)\right)
\]
\[
= (nh)^{-2} \sum_{i=1}^{n} \text{Var}\left[I(X_i \in B_j)\right]
\]
\[
= n^{-1}h^{-2} \text{Var}\left[I(X \in B_j)\right]
\]
\[
= n^{-1}h^{-2} \int_{B_j} f(u)du (1 - \int_{B_j} f(u)du)
\]
\[
= (nh)^{-1}(h^{-1} \int_{B_j} f(u)du (1 - O(h))
\]
\[
= (nh)^{-1}(f(x) + o(1)), \quad h \to 0, nh \to \infty.
\]

Bin width choice is crucial in constructing a histogram. As illustrated in Figure 1, bandwidth choice affects the bias-variance trade-off. The top three represent the histograms for the normal random sample but with three different bin sizes. Similarly bottom three histograms are from another normal sample. From the plot it can be seen that the histograms with larger bin width have smaller variability but larger bias and vice versa. Hence we need to strike a balance between bias and variance to come up with a good histogram estimator.

We observe that the variance of the histogram is proportional to \(f(x)\) and decreases as \(nh\) increases. This contradicts with the fact that the bias of the histogram decreases as \(h\) decreases. To find a compromise we consider the mean square error (MSE):
\[
\text{MSE}(\hat{f}_h(x)) = \text{Var}(\hat{f}_h(x)) + (\text{Bias}(\hat{f}_h(x)))^2
\]
\[
= \frac{1}{nh} f(x) + ( (j - 1/2)h - x )^2 f''((j - 1/2)h)^2 + o(h) + o( \frac{1}{nh} ).
\]

In order for the histogram estimator to be consistent, the \(\text{MSE}\) should converges to zero asymptotically. Which means that the bin width should get smaller with the number of observations per bin \(n_j\) getting larger as \(n \to \infty\). Thus, under \(nh \to \infty, h \to 0\), the histogram estimator is consistent; \(\hat{f}_h(x) \overset{P}{\to} f(x)\).

Implementing the MSE using the formula is difficult in practice because of the unknown density involved. In addition, it should be calculated for each and every point. Instead of looking at the estimate at one particular point it might be worth calculating a measure of goodness of fit for the entire histogram. For this reason the mean integrated squared error (MISE) is used. It is defined as:
\[
\text{MISE}(\hat{f}_h(x)) = E \left[ \int_{-\infty}^{+\infty} (f - f)^2(x)dx \right]
\]
\[
= \int_{-\infty}^{+\infty} \text{MSE}(\hat{f}_h(x))dx
\]
\[
= (nh)^{-1} + h^2/12 ||f''||_2^2 + o(h^2) + o((nh)^{-1}).
\]

Note that \(||f''||_2^2\) (dx is omitted in shorthand notation) is the square of the \(L_2\) norm of \(f''\) which describes how smooth the density function \(f\) is. The common approach for minimizing MISE is to minimize it as a function of \(h\) without higher order terms (Asymptotic MISE, or AMISE). The minimizer \(\text{h}_0\), called an optimal bandwidth, can be obtained by differentiating AMISE with respect to \(h\).
\[
\text{h}_0 = \left( \frac{6}{n||f''||_2^2} \right).
\]

Hence we see that for minimizing AMISE we should theoretically choose \(\text{h}_0 \sim n^{-1/3}\), which if we substitute in the MISE formula, would give the best convergence rate \(O(n^{-2/3})\) for a sufficiently large \(n\). Again, the solution of equation 6 does not help much as it involves \(f''\) which is still unknown. However, this problem can be overcome by using any reference distribution (e.g., Gaussian). This method is often called the “plug-in” method.

### 1.2. Kernel Density Estimation

The idea of the kernel estimator was introduced by Ref. [57]. Using the definition of the probability density, suppose \(X\) has density \(f\). Then
\[
f(x) = \lim_{h \to 0} \frac{1}{2h} P(x - h < X < x + h).
\]

For any given \(h\), we can estimate the probability \(P(x - h < X < x + h)\) by the proportion of the observations falling in the interval \((x - h, x + h)\). Thus a naive estimator \(\hat{f}\) of the density is given by
\[
\hat{f}(x) = \frac{1}{2hn} \sum_{i=1}^{n} I_{(x-h,x+h)}(X_i).
\]

To express the estimator more formally, we define the weight function \(w\) by
\[
w(x) = \begin{cases} 
\frac{1}{2} & \text{if } |x| < 1 \\
0 & \text{otherwise}.
\end{cases}
\]
Then it is easy to see that the above naive estimator can be written as
\[\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} w\left(\frac{x-X_i}{h}\right).\]  
(7)

However, the naive estimator is not wholly satisfactory be-
cause \(\hat{f}(x)\) is of a “stepwise” nature and not differentiable
everywhere. We therefore generalize the naive estimator to
overcome some of these difficulties by replacing the weight
function \(w\) with a kernel function \(K\) which satisfies the con-
ditions
\[\int K(t)dt = 1, \quad \int tK(t) = 0, \quad \text{and} \quad \int t^2 K(t)dt = k_2 \neq 0.\]

Usually, but not always, \(K\) will be a symmetric probability
density function. Now the kernel density estimator becomes
\[\hat{f}(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x-X_i}{h}\right).\]

From the kernel density definition it can be observed that
- Kernel functions are symmetric around 0 and integrate to 1
- Since the kernel is a density function, the kernel estimate is a
density too: \(\int K(x)dx = 1\) implies \(\int \hat{f}_h(x)dx = 1\).
- The property of smoothness of kernels is inherited by \(\hat{f}_h(x)\).
  If \(K\) is \(n\) times continuously differentiable, then \(\hat{f}_h(x)\) is also
  \(n\) times continuously differentiable.
- Unlike histograms, kernel estimates do not depend on the
  choice of origin.
- Usually kernels are positive to assure that \(\hat{f}_h(x)\) is a density.
  There are reasons to consider negative kernels but then \(\hat{f}_h(x)\)
  may be sometimes negative.

We next consider the bias of the kernel estimate:
\[\text{Bias}[\hat{f}_h(x)] = E[\hat{f}_h(x)] - f(x)\]
\[= \int K(s)f(x+hs)ds - f(x)\]
\[= \int K(s)[f(x) + shf'(x) + \frac{h^2}{2} f''(x)]ds - f(x)\]
\[= \frac{h^2}{2} f''(x)k_2 + o(h^2), \quad h \to 0.\]

Further, the asymptotic optimal bandwidth can be ob-
tained by differentiating MSE with respect to \(h\) and equating
it to zero:
\[h_0 = \left(\frac{\int K^2}{(f''(x))^4 f''(x)^2 k_2 n}\right)^{1/5}.\]

It can be further verified that if we substitute this bandwidth
in the MSE formula then
\[\text{MSE}(\hat{f}_{h_0}) = \frac{5}{4} \left(\int K^2\right)^{4/5} k_2^{2/5} \left(\int f''(x)^2\right)^{1/5} n^{-4/5}\]
\[= \frac{5}{4} C(K) \left(\int f''(x)^2\right)^{1/5} n^{-4/5}, \quad \text{where}\]
\[C(K) = \left(\int K^2\right)^{4/5} k_2^{2/5}.\]

From the above formula it can be observed that we should
choose a kernel \(K\) with a small value of \(C(K)\), when all
other things are equal. The problem of minimizing \(C(K)\) can
be reduced to that of minimizing \(\int K^2\) by allowing suitable
rescaled version of kernels. In a different context, Ref. [38]
showed that this problem can be solved by setting \(K\) to be
an Epanechnikov kernel [17] (see Table 1.2).
We define the efficiency of any symmetric kernel $K$ by comparing it to the Epanechnikov kernel:

$$\text{eff}(K) = C(K_n)C(K)^{3/4} = \frac{3}{5\sqrt{3}} k^{1/2} \int K^2.$$  

The reason for the power $5/4$ in the above equation is that for large $n$, the MISE will be the same as whether we use $n$ observations with kernel $K$ or neff($K$) observations and the kernel $K_n$. Some kernels and their efficiencies are given in the Table 1.2.

Table 1. Definitions of some kernels and their efficiencies.

| Kernel       | $K(x)$                                                                 | Efficiency |
|--------------|------------------------------------------------------------------------|------------|
| Rectangular  | \( \begin{cases} \frac{1}{2} & \text{for } |x| \leq 1, \\ 0 & \text{otherwise.} \end{cases} \) | 0.9295     |
| Epanechnikov | \( \begin{cases} \frac{1}{2}(1 - \frac{1}{5}t^2) / \sqrt{5} & \text{for } |t| \leq 5, \\ 0 & \text{otherwise.} \end{cases} \) | 1          |
| Biweight     | \( \begin{cases} \frac{3}{4}(1 - t^2)^2 & \text{for } |t| \leq 1, \\ 0 & \text{otherwise.} \end{cases} \) | 0.9939     |
| Triweight    | \( \begin{cases} \frac{3}{8}(1 - t^2)^3 & \text{for } |t| \leq 1, \\ 0 & \text{otherwise.} \end{cases} \) | 0.987      |
| Triangular   | \( \begin{cases} 1 - |t| & \text{for } |t| \leq 1, \\ 0 & \text{otherwise.} \end{cases} \) | 0.9859     |
| Gaussian     | \( \frac{1}{\sqrt{2\pi}} e^{-|t|^2/2} \) | 0.9512     |

The top four kernels are particular cases of the following family:

$$K(x; p) = [2^{p+1} B(p + 1, p + 1)^{-1}(1 - x^2)^p] I_{|x|<1},$$

where $B(\cdot, \cdot)$ is the beta function. These kernels are symmetric beta densities on the interval $[-1, 1]$. For $p = 0$ the expression gives rise to a rectangular density, $p = 1$ to Epanechnikov, and $p = 2$ and $p = 3$ are bivariate and trivariate kernels, respectively. The standard normal density is obtained as the limiting case $p \to \infty$.

Similar to the histogram scenario, the problem of choosing the bandwidth (smoothing parameter) is of crucial importance to density estimation. A natural method for choosing the bandwidth is to plot several curves and choose the estimate that is most desirable. For many applications this approach is satisfactory. However, there is a need for data-driven and automatic procedures that are practical and have fast convergence rates. The problem of bandwidth selection has stimulated much research in kernel density estimation. The main approaches include cross-validation and “plug-in” methods (see the review paper by Ref. [39]).

As an example, consider least squares cross validation, which was suggested by Ref. [58] and [3] - see also Ref. [4] and [6]. Given any estimator $\hat{f}$ of a density $f$, the integrated squared error can be written as

$$\int (\hat{f} - f)^2 = \int f'f - 2 \int f\hat{f} + \int f^2.$$  

Since the last term $(\int f^2)$ does not involve $f'$, the updated quantity $R(\hat{f})$ of the above equation, is

$$R(\hat{f}) = \int \hat{f}^2 - 2 \int \hat{f} f.$$  

The basic principle of least squares cross validation is to construct an estimate of $R(\hat{f})$ from the data itself and then to minimize this estimate over $h$ to give the choice of window width. The term $\int \hat{f}^2$ can be found from the estimate $\hat{f}$. Further, if we define $\hat{f}_\cdot$, as the density estimate constructed from all the data points except $X_i$, then $\int \hat{f}$ can be computed using

$$\hat{f}_\cdot(x) = (n - 1)^{-1} \sum_{j \neq i} K_{h^{-1}}(x - X_j).$$  

Now we define the required quantity without any unknown terms $f$, as

$$M_0(h) = \int \hat{f}^2 - 2n^{-1} \sum_i \hat{f}_\cdot(X_i).$$

The score $M_0$ depends only on data and the idea of least squares cross validation is to minimize the score over $h$. There also exists a computationally simple approach to estimate $M_0$ - Ref. [69] provided the large sample properties for this estimator. Thus, asymptotically, least squares cross validation achieves the best possible choice of smoothing parameter, in the sense of minimizing the integrated squared error. For further details see Ref. [63].

Another possible approach related to “plug-in” estimators is to use a standard family of distributions as a reference for the value $\int f''(x)^2 dx$ which is the only unknown in the optimal bandwidth formula $h_{opt}$. For example, if we consider the normal distribution with variance $\sigma^2$, then

$$\int f''(x)^2 dx = \sigma^{-5} \int \phi''(x)^2 dx = \frac{3}{8} \pi^{-1/2} \sigma^{-5} \approx 0.212 \sigma^{-5}.$$  

If a Gaussian kernel is used, then the optimal bandwidth is

$$h_{opt} = \left( \frac{4\pi}{3} \right)^{-1/5} \frac{3}{8} \pi^{-1/2} \sigma n^{-1/5} = \frac{4}{3} \pi^{-1/5} \sigma n^{-1/5} \approx 1.066 \sigma n^{-1/5}.$$  

A quick way of choosing the bandwidth is therefore estimating $\sigma$ from the data and substituting it in the above formula. While this works well if the normal distribution is a reasonable approximation, it may oversmooth the data if the population is multimodal. Better results can be obtained using a robust measure of spread such as the interquartile range $(R)$. The distribution of the interquartile range divided by 1.34.
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A quick way of choosing the bandwidth is therefore estimating $\sigma$ from the data and substituting it in the above formula. While this works well if the normal distribution is a reasonable approximation, it may oversmooth the data if the population is multimodal. Better results can be obtained using a robust measure of spread such as the interquartile range $(R)$. The distribution of the interquartile range divided by 1.34.
For most applications these bandwidths are easy to evaluate and serve as a good starting value.

Although the underlying idea is very simple and the first paper was published long ago, the kernel approach did not make much progress until recently, with advances in computing power. At present, without an efficient algorithm, the calculation of a kernel density for moderately large datasets can become prohibitive. The direct use of the above formulas for computations is very inefficient. Researchers developed fast and efficient Fourier transformation methods to calculate the estimator using the fact that the kernel estimate can be written as a convolution of data and the kernel function.\(^{43}\)

2. Kernel Smoothing

The problem of smoothing sequences of observations is important in many branches of science and it is demonstrated by the number of different fields in which smoothing methods have been applied. Early contributions were made in fields as diverse as astronomy, actuarial science, and economics. Despite their long history, local regression methods have received little attention in the statistics literature until the late 1970s. Initial work includes the mathematical development of Refs. 67, 40 and 68 and the LOWESS procedure of Ref. 9. Recent work on local regression includes Refs. 19, 20, and 36.

The local linear regression method was developed largely as an extension of parametric regression methods and accompanied by an elegant finite sample theory of linear estimation methods that build on theoretical results for parametric regression. It is a method for curve estimation by fitting locally weighted least squares regression. One extension of local linear regression, called local polynomial regression, is discussed in Ref. 59 and in the monograph by Ref. 21.

Assume that \((X_1, Y_1), \ldots, (X_n, Y_n)\) are iid observations with conditional mean and conditional variance denoted respectively by

\[
m(x) = E(Y|X = x) \quad \text{and} \quad \sigma^2(x) = Var(Y|X = x). \tag{8}
\]

Many important applications involve estimation of the regression function \(m(x)\) or its \(v\)th derivative \(m^{(v)}(x)\). The performance of an estimator \(\hat{m}_n(x)\) of \(m^{(v)}(x)\) is assessed via its MSE or MISE defined in previous sections. While the MSE criterion is used when the main objective is to estimate the function at the point \(x\), MISE criterion is used when the main goal is to recover the whole curve.

2.1. Nadaraya-Watson Estimator

If we do not assume a specific form for the regression function \(m(x)\), then a data point remote from \(x\) carries little information about the value of \(m(x)\). In such a case, an intuitive estimator of the conditional mean function is the running locally weighted average. If we consider a kernel \(K\) with bandwidth \(h\) as the weight function, the Nadaraya-Watson kernel regression estimator is given by

\[
\hat{m}_n(x) = \frac{\sum_{i=1}^n K_h(X_i - x)Y_i}{\sum_{i=1}^n K_h(X_i - x)}, \tag{9}
\]

where \(K_h(\cdot) = K(\cdot/h)/h\). For more details see Refs. 50, 80, and 35.

2.2. Gasser-Müller Estimator

Assume that the data have already been sorted according to the \(X\) variable. Ref. 24 proposed the following estimator:

\[
\hat{m}_h(x) = \sum_{i=1}^n s_i K_h(x - X_i)daY_i, \tag{10}
\]

with \(s_i = (X_i + X_{i+1})/2, X_0 = -\infty\) and \(X_{n+1} = +\infty\). The weights in equation (10) add up to 1, so there is no need for a denominator as in the Nadaraya-Watson estimator. Although it was originally developed for equispaced designs, the Gasser-Müller estimator can also be used for non-equispaced designs. For the asymptotic properties please refer to Refs. 44 and 8.

2.3. Local Linear Estimator

This estimator assumes that locally the regression function \(m\) can be approximated by

\[
m(z) \approx \sum_{j=0}^{p} m^{(j)}(x)j! (z - x)^j \equiv \sum_{j=0}^{p} \beta_j(z - x)^j, \tag{11}
\]

for \(z\) in a neighborhood of \(x\), by using a Taylor’s expansion. Using a local least squares formulation, the model coefficients can be estimated by minimizing the following function:

\[
\sum_{i=1}^n \left\{ Y_i - \sum_{j=0}^{p} \beta_j(X_i - x)^j\right\}^2 K_h(X_i - x), \tag{12}
\]

where \(K(\cdot)\) is a kernel function with bandwidth \(h\). If we let \(\hat{\beta}_j\) \((j = 0, \cdots, p)\) be equal to the estimates obtained from minimizing equation (12), then the estimator for the regression functions are obtained as

\[
\hat{m}_n(x) = \sum_{j=0}^{p} \hat{\beta}_j(x - x)^j. \tag{13}
\]

When \(p = 1\) the estimator \(\hat{m}_0(x)\) is termed a local linear smoother or local linear estimator with the following explicit expression:

\[
\hat{m}_0(x) = \frac{\sum_{i=1}^n w_i Y_i}{\sum_{i=1}^n w_i}, \quad w_i = K_h(X_i - x)(S_{n,2} - (X_i - x)S_{n,1}). \tag{14}
\]

where \(S_{n,j} = \sum_{i=1}^n K_h(X_i - x)(X_i - x)^j\). When \(p = 0\), the local linear estimator is equals to the Nadaraya-Watson estimator. Also, both Nadaraya-Watson and Gasser-Müller estimators are of the type of local least squares estimator with weights \(w_i = K_h(X_i - x)\) and \(w_i = \int_{u_i}^{u_{i+1}} K_h(u - x)du\), respectively. The asymptotic results are provided in Table 2.3 which is taken from Ref. 19.
Table 2. Comparison of asymptotic properties of local estimators.

| Method          | Bias     | Variance |
|-----------------|----------|----------|
| Nadaraya-Watson | \(m''(x) + \frac{2n''(x)f''(x)}{f^3(x)}b_n\) | \(V_n\) |
| Gasser-Müller   | \(m''(x)b_n\) | \(1.5V_n\) |
| Local linear    | \(m''(x)b_n\) | \(V_n\) |

Note: Here, \(b_n = \frac{1}{2} \int_{-\infty}^{\infty} u^2 K(u)du^2\) and \(V_n = \frac{a^2(x)}{\sigma^4} \int_{-\infty}^{\infty} K^2(u)du\).

To illustrate both Nadaraya-Watson and local linear fit on data, we considered an example of a dataset on trees. This dataset includes measurements of the girth, height, and volume of timber in 31 felled back cherry trees. The smooth fit results are described in Figure 3. The fit results are produced using the KernSmooth package in R-Software. In the right panel of Figure 3 we see that for a larger bandwidth, as expected, Nadaraya-Watson fits a global constant model while the local linear fits a linear model. Further, from the left panel, where we used a reasonable bandwidth, the Nadara-Watson estimator has more bias than the local linear fit.

Fig. 3. Comparison of local linear fit versus Nadaraya-Watson fit for a model of (log) volume as a function of (log) girth, with choice of two bandwidths: 0.1 (left) and 0.5 (right).

In comparison with the local linear fit, the Nadaraya-Watson estimator locally uses one parameter less without reducing the asymptotic variance. It suffers from large bias, particularly in the region where the derivative of the regression function or design density is large. Also it does not adapt to non uniform designs. In addition, it was shown that the Nadaraya-Watson estimator has zero minimax efficiency - for details see Ref. [19]. Based on the definition of minimax efficiency, a 90% efficient estimator uses only 90% of the data. Which means that the Nadaraya-Watson does not use all the available data. In contrast, the Gasser-Müller estimator corrects the bias of the Nadaraya-Watson estimator but at the expense of increasing variability for for random designs. Further, both the Nadaraya-Watson and Gasser-Müller estimator have a large order of bias when estimating a curve at the boundary region. Comparisons between local linear and local constant (Nadaraya-Watson) fit were discussed in detail by Refs. [8, 19] and [56].

2.4. Computational Considerations

Recent proposals for fast implementations of nonparametric curve estimators include the binning methods and the updating methods. Ref. [22] gave careful speed comparisons of these two fast implementations and direct naive implementations under a variety of settings and using various machines and software. Both fast methods turned out to be much faster with negligible differences in accuracy.

While the key idea of the binning method is to bin the data and compute the required quantities based on the binned data, the key idea of the updating method involves updating the quantities previously computed. It has been reported that for practical purposes neither method dominates the other.

3. Smoothing Using Splines

Similar to local linear estimators, another family of methods that provide flexible data modeling is spline methods. These methods involve fitting piecewise polynomials or splines to allow the regression function to have discontinuities at certain locations which are called “knots.”

3.1. Polynomial Spline

Suppose that we want to approximate the unknown regression function \(m\) by a cubic spline function, that is, a piecewise polynomial with continuous first two derivatives. Let \(t_1, \ldots, t_J\) be a fixed knot sequence such that \(-\infty = t_1 < \cdots < t_J = +\infty\). Then the cubic spline functions are twice continuously differentiable functions \(s\) such that restrictions of \(s\) to each of the intervals \((-\infty, t_1], [t_1, t_2], \ldots, [t_{J-1}, t_J], [t_J, +\infty)\) is a cubic polynomial. The collection of all these cubic spline functions forms a \((J+4)\)-dimensional linear space. There exist two popular cubic spline bases for this linear space:

- **Power basis**: \(1, x, x^2, x^3, (x - t_j)^3, (j = 1, \ldots, J)\)
- **B-spline basis**: The \(i\)th B-spline of degree \(p = 3\), written as \(N_{i,p}(u)\), is defined recursively as:

\[
N_{i,0}(u) = \begin{cases} 
1 & \text{if } u_i \leq u < u_{i+1} \\
0 & \text{otherwise}.
\end{cases}
\]

\[
N_{i,p}(u) = \frac{u - u_i}{u_{i+p} - u_i} N_{i,p-1}(u) + \frac{u_{i+p+1} - u}{u_{i+p+1} - u_{i+1}} N_{i+1,p-1}(u).
\]

The above is usually referred to as the Cox-de Boor recursion formula.

The B-spline basis is typically numerically more stable because the multiple correlation among the basis functions is smaller, but the power spline basis has the advantage that it provides easier interpretation of the knots so as deleting a particular basis function is same as deleting that particular knot. The direct estimation of the regression function \(m\) depends on the choice of knot locations and the number of knots. There
3.2. Smoothing Spline

Consider the following objective function

\[
\sum_{i=1}^{n} (Y_i - m(X_i))^2. \tag{15}
\]

Minimizing this function gives the best possible estimate for the unknown regression function. The major problem with the above objective function is that any function \( m \) that interpolates the data satisfies it, thereby leading to overfitting. To avoid this, a penalty for the overparametrization is imposed on the function. A convenient way for introducing such a penalty is via the roughness penalty approach. The following function is minimized:

\[
\sum_{i=1}^{n} (Y_i - m(X_i))^2 + \lambda \int |m''(x)|^2 dx, \tag{16}
\]

where \( \lambda > 0 \) is a smoothing parameter. The first term penalizes the lack of fit, which is in some sense modeling bias. The second term denotes the roughness penalty which is related to overparameterization. It is evident that \( \lambda = 0 \) yields interpolation and \( \lambda = \infty \) yields linear regression-typical smoothing and undersmoothing types. Hence, the estimate obtained from the objective function \( \hat{m}_n \), which also depends on the smoothing parameter, is called the smoothing spline estimator. For local properties of this estimator, please refer to Ref. [51].

It is well known that the solution to the minimization of (16) is a cubic spline on the interval \([X_{[1]}, X_{[n]}]\) and it is unique in this data range. Moreover, the estimator is a linear smoother with weights that do not depend on the response \( \{Y_i\} \). The connections between kernel regression, which we discussed in the previous section, and smoothing splines have been critically studied by Refs. [62] and [64].

The smoothing parameter \( \lambda \) can be chosen by minimizing the cross-validation (CV) [71][1] or generalized cross validation (GCV) [72][11] criteria. Both quantities are consistent estimates of the MISE of \( \hat{m}_n \). For other methods and details please see Ref. [78]. Further, for computational issues please refer to Refs. [78] and [18].

4. Additive Models

While the smoothing methods discussed in the previous section are mostly univariate, the additive model is a widely used multivariate smoothing technique. An additive model is defined as

\[
Y = \alpha + \sum_{j=1}^{p} f_j(X_j) + \epsilon, \tag{17}
\]

where the errors \( \epsilon \) are independent of the \( X_j \)s and have mean \( E(\epsilon) = 0 \) and variance \( \text{var}(\epsilon) = \sigma^2 \). The \( f_j \)s are arbitrary univariate functions, one for each predictor. Since each variable is represented separately, the model retains the interpretative ease of a linear model.

The most general method for estimating additive models allows us to estimate each function by an arbitrary smoother. Some possible candidates are smoothing splines and kernel smoothers. The backfitting algorithm is a general purpose algorithm that enables one to fit additive models with any kind of smoothing functions although for specific smoothing functions such as smoothing splines or penalized splines there exist separate estimation methods based on least squares. The backfitting algorithm is an iterative algorithm and consists of the following steps:

(i) Initialize: \( \alpha = \text{ave}(y_i), f_j = f_j^0, j = 1, \ldots, p \)

(ii) Cycle: for \( j = 1, \ldots, p \) repeat \( f_j = S_j(Y - \alpha - \sum_{k \neq j} f_k |x_j) \).

Continue (ii) until the individual functions do not change

where \( S_j(y|x_j) \) denotes a smooth of the response \( y \) against the predictor \( x_j \). The motivation for the backfitting algorithm can be understood using conditional expectation. If the additive model is correct then for any \( k \), \( E(Y - \alpha - \sum_{j \neq k} f_j |x_j) = f_k(x_k) \). This suggests the appropriateness of the backfitting algorithm for computing all the \( f_j \).

Ref. [70] showed in the context of regression splines - OLS estimation of spline models - that the additive model has the desirable property of reducing a full \( p \)-dimensional non-parametric regression problem to one that can be fitted with the same asymptotic efficiency as a univariate problem. Due to lack of explicit expressions, the earlier research by Ref. [5] studied only the bivariate additive model in detail and showed that both the convergence of the algorithm and uniqueness of its solution depend on the behavior of the product of the two smoothers matrices. Later, Refs. [52] and [55] extended the convergence theory to \( p \)-dimensions. For more details, please see Refs. [5][45][52].

We can write all the estimating equations in a compact form:

\[
\begin{pmatrix}
I & S_1 & S_1 & \cdots & S_1 \\
S_2 & I & S_2 & \cdots & S_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
S_p & S_p & S_p & \cdots & I
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_2 \\
\vdots \\
f_p
\end{pmatrix}
= 
\begin{pmatrix}
S_1 y \\
S_2 y \\
\vdots \\
S_p y
\end{pmatrix}
\]

\( \hat{f} = \hat{Q} y \).

Backfitting is a Gauss-Seidel procedure for solving the above system. While one could directly use QR decomposition without any iterations to solve the entire system, the computational complexity prohibits doing so. The difficulty is that QR requires \( O((np)^3) \) operations while the backfitting involves only \( O(np) \) operations, which is much cheaper. For more details see Ref. [57].

We return to the trees dataset that we considered in the last section, and fit an additive model with both height and girth as predictors to model volume. The fitted model is \( \log(\text{Volume}) \sim \log(\text{Height}) + \log(\text{Girth}) \). We used the gam package in R-software. The fitted functions are shown in Figure 4.
The backfitting method is very generic in the sense that it can handle any type of smoothing function. However, there exists another method specific to penalized splines, which has become quite popular. This method uses penalized splines by estimating the model using penalized regression methods. In equation (16), because \( m \) is linear in parameters \( \beta \), the penalty can always be written as a quadratic form in \( \beta \):

\[
\int (m'(x))^2 dx = \beta^T S \beta,
\]

where \( S \) is the matrix of known coefficients. Therefore the penalized regression spline fitting problem is to minimize

\[
||y - X\beta||^2 + \lambda \beta^T S \beta,
\]

w.r.t \( \beta \). It is straightforward to see that the solution is least squares type of estimator and depends on the smoothing parameter \( \lambda \):

\[
\hat{\beta} = (X^T X + \lambda S)^{-1} X^T y.
\]

Penalized likelihood maximization can only estimate model coefficients \( \beta \) given the smoothing parameter \( \lambda \). There exist two basic useful estimation approaches: when the scale parameter in the model is known, one can use Mallow’s \( C_p \) criterion; when the scale parameter is unknown, one can use GCV. Furthermore, for models such as generalized linear models which are estimated iteratively, numerically there exist two different ways of estimating the smoothing parameter:

**Outer iteration:** The score can be minimized directly. This means that the penalized regression must be evaluated for each trial set of smoothing parameters

**Performance iteration:** The score can be minimized and the smoothing parameter selected for each working penalized linear model. This method is computationally efficient.

Performance iteration was originally proposed by Ref. [81]. It usually converges, and requires only a reliable and efficient method for score minimization. However, it also has some issues related to convergence. In contrast, the outer method suffers from none of the disadvantages that performance iteration has but it is more computationally costly. For more details, please see Ref. [81].

The recent work by Ref. [83] showcases the successful application of additive models on large datasets and uses performance iteration with block QR updating. This indicates the feasibility of applying these computationally intensive and useful models for big data. The routines are available in the R-package mgcv [82].

### 5. Markov Chain and Monte Carlo

The Markov Chain Monte Carlo (MCMC) methodology provides enormous scope for realistic and complex statistical modeling. The idea is to perform Monte Carlo integration using Markov chains. Bayesian statisticians, and sometimes also frequentists, need to integrate over possibly high-dimensional probability distributions to draw inference about model parameters or to generate predictions. For a brief history and overview please refer to Refs. [28] and [29].

#### 5.1. Markov chains

Consider a sequence of random variables, \( \{X_0, X_1, X_2, \ldots\} \), such that at each time \( t \geq 0 \), the next state \( X_{t+1} \) is sampled from a conditional distribution \( P(X_{t+1}|X_t) \), which depends only on the current state of the chain \( X_t \). That is, given the current state \( X_t \), the next state \( X_{t+1} \) does not depend on the past states - this is called the memory-less property. This sequence is called a Markov chain.

The joint distribution of a Markov chain is determined by two components:

- **The marginal distribution of** \( X_0 \), called the initial distribution
- **The conditional density** \( p(\cdot|\cdot) \), called the transitional kernel of the chain.

It is assumed that the chain is time-homogeneous, which means that the probability \( P(\cdot|\cdot) \) does not depend on time \( t \). The set in which \( X_t \) takes values is called the *state space* of the Markov chain and it can be countably finite or infinite.

Under some regularity conditions, the chain will gradually forget its initial state and converge to a unique stationary (invariant) distribution, say \( \pi(\cdot) \), which does not depend on \( t \) and \( X_0 \). To converge to a stationary distribution, the chain needs to satisfy three important properties. First, it has to *irreducible*, which means that from all starting points the Markov chain can reach any non empty set with positive probability in some iterations. Second, the chain needs to *aperiodic*, which means that it should not oscillate between any two points in a periodic manner. Third, the chain must be *positive recurrent* as defined next.

**Definition 1** (Ref. [49]).

(i) *Markov chain* \( X \) is called *irreducible* if for all \( i, j \), there exists \( t > 0 \) such that \( P_{i,j}(t) = P(X_t = j|X_0 = i) > 0 \).

(ii) Let \( \tau_{ii} \) be the time of the first return to state \( i \), \( (\tau_{ii} = \min\{t > 0 : X_t = i|X_0 = i\}) \). An irreducible chain \( X \) is recurrent if \( P[\tau_{ii} < \infty] = 1 \) for some \( i \). Otherwise, \( X \) is transient.
Another equivalent condition for recurrence is
\[ \sum_i P_{ij}(t) = \infty, \]
for all \( i, j \).

(iii) An irreducible recurrent chain \( X \) is called positive recurrent if \( E[r_{ij}] < \infty \) for some \( i \). Otherwise, it is called null-recurrent. Another equivalent condition for positive recurrence is the existence of a stationary probability distribution for \( X \), that is there exists \( \pi(\cdot) \) such that
\[ \sum_i \pi(i)P_{ij}(t) = \pi(j) \quad (20) \]
for all \( j \) and \( t \geq 0 \).

(iv) An irreducible chain \( X \) is called a periodic if for some \( i \),
\[ \{\pi\} \text{ points} \quad \text{is} \quad \text{a} \quad \text{periodic} \quad \text{if} \quad \text{for} \quad \text{some} \quad \text{i,} \quad \text{greatest} \quad \text{common} \quad \text{divisor} \quad \{t > 0 : P_n(t) > 0\} = 1. \]

In MCMC, since we already have a target distribution \( \pi(\cdot) \), then \( X \) will be positive recurrent if we can demonstrate irreducibility.

After a sufficiently long burn-in of, say, \( m \) iterations, points \( \{X_i ; t = m + 1, \ldots, n\} \) will be the dependent sample approximately from \( \pi(\cdot) \). We can now use the output from the Markov chain to estimate the required quantities. For example, we estimate \( E[f(X)] \), where \( X \) has distribution \( \pi(\cdot) \) as follows:
\[ \bar{f} = \frac{1}{n-m} \sum_{t=m+1}^{n} f(x_t) \]
This quantity is called an ergodic average and its convergence to the required expectation is ensured by the ergodic theorem.

**Theorem 2.** If \( X \) is positive recurrent and aperiodic then its stationary distribution \( \pi(\cdot) \) is the unique probability distribution satisfying equation (20). We then say that \( X \) is ergodic and the following consequences hold:

(i) \( P_{ij}(t) \to \pi(j) \) as \( t \to \infty \) for all \( i, j \).

(ii) (Ergodic theorem) If \( E[\pi(f(X))] < \infty \), then
\[ P(\bar{f} \to E[f(X)]) = 1, \]
where \( E[f(X)] = \sum_i f(i)\pi(i) \), the expectation of \( f(X) \) with respect to \( \pi(\cdot) \).

Most of the Markov chains procedures in MCMC are reversible which means that they are positive recurrent with stationary distribution \( \pi(\cdot) \), and \( \pi(\cdot)P_{ij} = \pi(\cdot)P_{ji} \).

Further, we say that \( X \) is geometrically ergodic, if it is ergodic (positive recurrent and aperiodic) and there exists \( 0 < \lambda < 1 \) and a function \( V(\cdot) > 1 \) such that
\[ \sum_j |P_{ij}(t) - \pi(j)| \leq V(i)\lambda^t, \quad (21) \]
for all \( i \). The smallest \( \lambda \) for which there exists a function satisfying the above equation is called the rate of convergence.

As a consequence to the geometric convergence, the central limit theorem can be used for ergodic averages, that is
\[ N^{1/2}(\bar{f} - E[f(X)]) \to N(0, \sigma^2), \]
for some positive constant \( \sigma \), as \( N \to \infty \), with the convergence in distribution. For an extensive treatment of geometric convergence and central limit theorems for Markov chains, please refer to Ref. [48]

### 5.2. The Gibbs sampler and Metropolis-Hastings algorithm

Many MCMC algorithms are hybrids or generalizations of the two simplest methods: the Gibbs sampler and the Metropolis-Hastings algorithm. We therefore describe each of these methods next.

#### 5.2.1. Gibbs Sampler

The Gibbs sampler enjoyed an initial surge of popularity starting with the paper of Ref. [27] (in a study of image processing models), while the roots of this method can be traced back to Ref. [27]. The Gibbs sampler is a technique for indirectly generating random variables from (a marginal) distribution, without calculating the joint density. With the help of techniques like these we are able to avoid difficult calculations, replacing them with a sequence of easier calculations.

Let \( \pi(x) = \pi(x_1, \ldots, x_n), x \in \mathbb{R}^n \) denote a joint density, and let \( \pi(x_i|x_{-i}) \) denote the induced full conditional densities for each of the components \( x_i \), given values of other components \( x_{-i} = (x_j; j \neq i), i = 1, \ldots, k, 1 \leq k \leq n \).

Now the Gibbs sampler proceeds as follows. First, choose arbitrary starting values \( x^0 = (x^0_1, \ldots, x^0_n) \). Then successively make random drawings from the full conditional distributions \( \pi(x_i|x_{-i}), i = 1, \ldots, k \) as follows:
\[ x^1_i \text{ from } \pi(x_i|x_{-i}^0), \]
\[ x^1_j \text{ from } \pi(x_j|x_1^1, \ldots, x_j^0), \]
\[ x^1_k \text{ from } \pi(x_k|x_1^1, \ldots, x_k^0), \]
\[ \vdots \]
\[ x^k_k \text{ from } \pi(x_k|x_{-k}^1). \]

This completes a transition from \( x^0 = (x^0_1, \ldots, x^0_n) \) to \( x^1 = (x^1_1, \ldots, x^1_n) \). Each complete cycle through the conditional distributions produces a sequence \( x^0, x^1, \ldots \) which is a realization of the Markov chain, with transition probability
\[ TP(x^l, x^{l+1}) = \prod_{i=1}^k \pi(x_i^{l+1}|x_j^l, j > l, x_j^{l+1}, j < l). \quad (22) \]

Thus the key feature of this algorithm is to only sample from the full conditional distributions which are often easier to evaluate rather than the joint density. For more details see Ref. [6].
5.2.2. Metropolis-Hastings Algorithm

The Metropolis-Hastings (M-H) algorithm was developed by Ref. [47]. This algorithm is extremely versatile and produces the Gibbs sampler as a special case [25].

To construct a Markov chain $X_1, X_2, \ldots, X_t$, with state space $\chi$ and equilibrium distribution $\pi(x)$, the Metropolis-Hastings algorithm constructs the transition probability from $X_t = x$ to the next realized state $X_{t+1}$ as follows. Let $q(x, x')$ denote a candidate generating density such that $X_t = x, x'$ drawn from $q(x, x')$ is considered as a proposed possible value for $X_{t+1}$. With some probability $\alpha(x, x')$, we accept $X_{t+1} = x'$; otherwise, we reject the value generated from $q(x, x')$ and set $X_{t+1} = x$. This construction defines a Markov chain with transition probabilities given as

\[
p(x, x') = \begin{cases} 
q(x, x')\alpha(x, x') & \text{if } x' \neq x \\
1 - \sum_{x'} q(x, x')\alpha(x, x') & \text{if } x' = x.
\end{cases}
\]

Next, we choose

\[
\alpha(x, x') = \begin{cases} 
\min\{\frac{\pi(x')q(x', x)}{\pi(x)q(x, x')}, 1\} & \text{if } \pi(x)q(x, x') > 0, \\
1 & \text{if } \pi(x)q(x, x') = 0.
\end{cases}
\]

The choice of the arbitrary $q(x, x')$ to be irreducible and aperiodic is a sufficient condition for $\pi(x)$ to be the equilibrium distribution of the constructed chain.

It can be observed that different choices of $q(x, x')$ will lead to different specific algorithms. For $q(x, x') = q(x', x)$, we have $\alpha(x, x') = \min\{\pi(x')/\pi(x), 1\}$, which is the well-known Metropolis algorithm [47]. For $q(x, x') = q(x' - x)$, the chain is driven by a random walk process. For more choices and their consequences please refer to Ref. [47]. Similarly for applications of the M-H algorithm and for more details see Ref. [7].

5.3. MCMC Issues

There is a great deal of theory about the convergence properties of MCMC. However, it has not been found to be very useful in practice for determining the convergence information. A critical issue for users of MCMC is how to determine when to stop the algorithm. Sometimes a Markov chain can appear to have converged to the equilibrium distribution when it has not. This can happen due to the prolonged transition times between state space or due to the multimodality nature of the equilibrium distribution. This phenomenon is often called pseudo convergence or multimodality.

The phenomenon of pseudo convergence has led many MCMC users to embrace the idea of comparing multiple runs of the sampler started at multiple points instead of the usual single run. It is believed that if the multiple runs converge to the same equilibrium distribution then everything is fine with the chain. However, this approach does not alleviate all the problems. Many times running multiple chains leads to avoiding running the sampler long enough to detect if there are any problems, such as bugs in the code, etc. Those who have used MCMC in complicated problems are probably familiar with stories about last minute problems after running the chain for several weeks. In the following we describe the two popular MCMC diagnostic methods.

Ref. [26] proposed a convergence diagnostic method which commonly known as “Gelman-Rubin” diagnostic method. It consists of the following two steps. First, obtain an overdispersed estimate of the target distribution and from it generate the starting points for the desired number of independent chains (say 10). Second, run the Gibbs sampler and re-estimate the target distribution of the required scalar quantity as a conservative Student t distribution, the scale parameter of which involves both the between-chain variance and within-chain variance. Now the convergence is monitored by estimating the factor by which the scale parameter might shrink if sampling were continued indefinitely, namely

\[
\sqrt{\hat{R}} = \sqrt{\left(\frac{n-1}{n} + \frac{m+1}{mn} \frac{W}{df} - 2\right)},
\]

where $B$ is the variance between the means from the $m$ parallel chains, $W$ is the within-chain variances, $df$ is the degrees of freedom of the approximating density, and $n$ is number of observations that are used to reestimate the target density. The authors recommend an iterative process of running additional iterations of the parallel chains and redoing step 2 until the shrink factors for all the quantities of interest are near 1.

Though created for the Gibbs sampler, the method by Ref. [26] may be applied to the output of any MCMC algorithm. It emphasizes the reduction of bias in estimation. There also exist a number of criticisms for the Ref. [26] method. It relies heavily on the user’s ability to find a starting distribution which is highly overdispersed with the target distribution. This means that the user should have some prior knowledge on the target distribution. Although the approach is essentially univariate the authors suggested using -2 times log posterior density as a way of summarizing the convergence of a joint density.

Similarly, Ref. [55] proposed a diagnostic method which is intended both to detect convergence to the stationary distribution and to provide a way of bounding the variance estimates of the quantiles of functions of parameters. The user must first run a single chain Gibbs sampler with the minimum number of iterations that would be needed to obtain the desired precision of estimation if the samples were independent. The approach is based on the two-state Markov chain theory, as well as the standard sample size formulas that involves formulas of binomial variance. For more details please refer to Ref. [55]. Critics point out that the method can produce variable estimates of the required number of iterations needed given different initial chains for the same problem and that it is univariate rather than giving information about the full joint posterior distribution.

There are more methods available to provide the convergence diagnostics for MCMC although not as popular as these. For a discussion about other methods refer to Ref. [10].

Continuing our illustrations using the trees data, we fit the same model that we used in section 4 using MCMC meth-
ods. We used the \texttt{MCMCpack} package in R. For the sake of illustration, we considered 3 chains and 600 observations per chain. Among 600 only 100 observations are considered for the burnin. The summary results are described as follows.

\begin{tabular}{lrrrr}
 & Mean & SD & Naive SE & Time-series SE \\
(Intercept) & -6.640053 & 0.837601 & 2.163e-02 & 2.147e-02 \\
log(Girth) & 1.983349 & 0.078237 & 2.020e-03 & 2.017e-03 \\
log(Height) & 1.118669 & 0.213692 & 5.518e-03 & 5.512e-03 \\
sigma2 & 0.007139 & 0.002037 & 5.259e-05 & 6.265e-05 \\
\end{tabular}

Further, the trace plots for each parameter are displayed in Figure 5. From the plots it can be observed that the chains are very mixed which gives an indication of convergence of MCMC.

\begin{tabular}{lrrrr}
 & 2.5% & 25% & 50% & 75% & 97.5% \\
(Intercept) & -8.307100 & -7.185067 & -6.643978 & -6.084797 & -4.96591 \\
log(Girth) & 1.832276 & 1.929704 & 1.986649 & 2.036207 & 2.13400 \\
log(Height) & 0.681964 & 0.981868 & 1.116321 & 1.256287 & 1.53511 \\
sigma2 & 0.004133 & 0.005643 & 0.006824 & 0.008352 & 0.01161 \\
\end{tabular}

Since, we used 3 chains, we can use the Gelman-Rubin convergence diagnostic method and check whether the shrinkage factor is close to 1 or not, which indicates the convergence of 3 chains to the same equilibrium distribution. The results are shown in Figure 6. From the plots we see that for all the parameters the shrink factor and its 97.5\% value are very close to 1, which confirms that the 3 chains converged to the same equilibrium distribution.
6. Resampling Methods

Resampling methods are statistical procedures that involve repeated sampling of the data. They replace theoretical derivations required for applying traditional methods in statistical analysis by repeatedly resampling the original data and making inference from the resamples. Due to the advances in computing power these methods have become prominent and particularly well appreciated by applied statisticians. The jackknife and bootstrap are the most popular data-resampling methods used in statistical analysis. For a comprehensive treatment of these methods see Refs. [14] and [61]. In the following, we describe the Jackknife and bootstrap methods.

6.1. The Jackknife

Quenouille [54] introduced a method, later named the jackknife, to estimate the bias of an estimator by deleting one data point each time from the original dataset and recalculating the estimator based on the rest of the data. Let \( T_n = T_n(X_1, \ldots, X_n) \) be an estimator of an unknown parameter \( \theta \). The bias of \( T_n \) is defined as

\[
\text{bias}(T_n) = E(T_n) - \theta.
\]

Let \( T_{n-1,i} = T_{n-1}(X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n) \) be the given statistic but based on \( n-1 \) observations \( X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n, i = 1, \ldots, n \). Quenouille's jackknife bias estimator is

\[
b_{\text{JACK}} = (n-1)(\bar{T}_n - T_n),
\]

where \( \bar{T}_n = \frac{1}{n} \sum_{i=1}^{n} T_{n-1,i} \). This leads to a bias reduced jackknife estimator of \( \theta \),

\[
T_{\text{JACK}} = T_n - b_{\text{JACK}} = nT_n - (n-1)\bar{T}_n.
\]

The jackknife estimators \( b_{\text{JACK}} \) and \( T_{\text{JACK}} \) can be heuristically justified as follows. Suppose that

\[
\text{bias}(T_n) = \frac{a}{n} + \frac{b}{n^2} + O\left(\frac{1}{n^3}\right),
\]

where \( a \) and \( b \) are unknown but do not depend on \( n \). Since \( T_{n-1,i}, i = 1, \ldots, n \), are identically distributed,

\[
\text{bias}(T_{n-1,i}) = \frac{a}{n-1} + \frac{b}{(n-1)^2} + O\left(\frac{1}{(n-1)^3}\right),
\]

and \( \text{bias}(\bar{T}_n) \) has the same expression. Therefore,

\[
E(b_{\text{JACK}}) = (n-1)[\text{bias}(\bar{T}_n) - \text{bias}(T_n)] = (n-1)\left[\frac{a}{n-1} - \frac{1}{n}a + \frac{b}{(n-1)2} - \frac{1}{n^2}b + O\left(\frac{1}{n^3}\right)\right] = \frac{a}{n} + \frac{2b-3b}{n(n-1)} + O\left(\frac{1}{n^2}\right),
\]

which means that as an estimator of the bias of \( T_n \), \( b_{\text{JACK}} \) is correct up to the order of \( n^{-2} \). It follows that

\[
bias(T_{\text{JACK}}) = \text{bias}(T_n) - E(b_{\text{JACK}}) = -\frac{b}{n(n-1)} + O\left(\frac{1}{n^2}\right),
\]

that is, the bias of \( T_{\text{JACK}} \) is of order \( n^{-2} \). The jackknife produces a bias reduced estimator by removing the first order term in \( \text{bias}(T_n) \).

The jackknife has become a more valuable tool since Ref. [75] found that the jackknife can also be used to construct variance estimators. It is less dependent on model assumptions and does not need any theoretical formula as required by the traditional approach. Although it was prohibitive in the old days due to its computational costs, today it is certainly a popular tool in data analysis.

6.2. The Bootstrap

The bootstrap [13] is conceptually the simplest of all resampling methods. Let \( X_1, \ldots, X_n \) denote the dataset of \( n \) independent and identically distributed (iid) observations from an unknown distribution \( F \) which is estimated by \( \hat{F} \), and let \( T_n = T_n(X_1, \ldots, X_n) \) be a given statistic. Then the variance of \( T_n \) is

\[
\text{var}(T_n) = \int \left[T_n(x) - \int T_n(y) d\Pi^x_{i=1} F(y_i) \right]^2 d\Pi^x_{i=1} F(x_i),
\]

where \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \). Substituting \( \hat{F} \) for \( F \), we obtain the bootstrap variance estimator

\[
\nu_{\text{BOOT}} = \int \left[T_n(x) - \int T_n(y) d\Pi^x_{i=1} \hat{F}(y_i) \right]^2 d\Pi^x_{i=1} \hat{F}(x_i) = \text{var}_x[T_n(X_1^*, \ldots, X_n^*)|X_1, \ldots, X_n],
\]

where \( \{X_1^*, \ldots, X_n^*\} \) is an iid sample from \( \hat{F} \) and is called a bootstrap sample. \( \text{var}_x[X_1, \ldots, X_n] \) denotes the conditional variance for the given \( X_1, \ldots, X_n \). The variance cannot be used directly for practical applications when \( \nu_{\text{BOOT}} \) is not an explicit function of \( X_1, \ldots, X_n \). Monte Carlo methods can be used to evaluate this expression when \( F \) is known. That is, we
repeatedly draw new datasets from $F$ and then use the sample variance of the values $T_n$ computed from new datasets as a numeric approximation to $\text{var}(T_n)$. Since $F$ is a known distribution, this idea can be further extended. That is, we can draw $(X'_{i1}, \ldots, X'_{ib})$, $b = 1, \ldots, B$, independently from $F$, conditioned on $X_1, \ldots, X_n$. Let $T'_{n,b} = T_n(X'_{i1}, \ldots, X'_{ib})$ then we approximate $v_{\text{BOOT}}$ using the following approximation:

$$
v^{(B)}_{\text{BOOT}} = \frac{1}{B} \sum_{b=1}^{B} \left( T'_{n,b} - \frac{1}{B} \sum_{b=1}^{B} T'_{n,b} \right)^2. 
$$

From the law of large numbers, $v^{(B)}_{\text{BOOT}} = \lim_{B \to \infty} v^{(B)}_{\text{BOOT}}$ almost surely. Both $v_{\text{BOOT}}$ and its Monte Carlo approximations $v^{(B)}_{\text{BOOT}}$ are called bootstrap estimators. While $v^{(B)}_{\text{BOOT}}$ is more useful for practical applications, $v_{\text{BOOT}}$ is convenient for theoretical derivations. The distribution $F$ used to generate the bootstrap datasets can be any estimator (parametric or nonparametric) of $F$ based on $X_1, \ldots, X_n$. A simple nonparametric estimator of $F$ is the empirical distribution. While we have considered the bootstrap variance estimator here, the bootstrap method can be used for more general problems such as inference for regression parameters, hypothesis testing etc.

For further discussion of the bootstrap see Ref. [16].

Next, we consider the bias and variance of the bootstrap estimator. Efron Ref. [3] applied the delta method to approximate the bootstrap bias and variance. Let $(X'_{11}, \ldots, X'_{1n})$ be a bootstrap sample from the empirical distribution $F_n$. Define

$$
P_i = (the\ number\ ofX'_{ij} = X_i, j = 1, \ldots, n)/n,$$

and

$$
P^* = (P'_{i1}, \ldots, P'_{in})' .$$

Given $X_1, \ldots, X_n$, the variable $nP^*$ is distributed as a multinomial variable with parameters $n$ and $P_0 = (1, \ldots, 1)' / n$. Then

$$
E(P^*) = P^0 \text{ and } \text{var}(P^*) = n^{-2}(I - \frac{1}{n}11')
$$

where $I$ is the identity matrix, $1$ is a column vector of 1’s, and $E$, and $\text{var}$, are the bootstrap expectation and variance, respectively.

Now, define a bootstrap estimator of the moment of a random variable $R_n(X_1, \ldots, X_n, F)$. The properties of bootstrap estimators enables us to substitute the population quantities with the empirical quantities $R_n(X_1, \ldots, X_n, F_n) = R_n(P^*)$. If we expand this around $P^0$ using a multivariate Taylor expansion, we get the desired approximations for the bootstrap bias and variance:

$$
b_{\text{BOOT}} = E_{\nu}R_n(P^*) \approx R_n(P^0) + \frac{1}{2n^2} \text{tr}(V)$$

$$
v_{\text{BOOT}} = \text{var}_{\nu}R_n(P^*) \approx \frac{1}{n^2} UU'U $$

where $U = \Delta R_n(P^0)$ and $V = \Delta^2 R_n(P^0)$.

### 6.3. Comparing the Jackknife and the Bootstrap

In general, the jackknife will be easier to compute if $n$ is less than, say, the 100 or 200 replications used by the bootstrap for standard error estimation. However, by looking only at the $n$ jackknife samples, the jackknife uses only limited information about the statistic, which means it might be less efficient than the bootstrap. In fact, it turns out that the jackknife can be viewed as a linear approximation to the bootstrap14. Hence if the statistics are linear then both estimators agree. However, for nonlinear statistics there is a loss of information. Practically speaking, the accuracy of the jackknife estimate of standard error depends on how close the estimate is to linearity. Also, while it is not obvious how to estimate the entire sampling distribution of $T_n$ by jackknifing, the bootstrap can be readily used to obtain a distribution estimator for $T_n$.

In considering the merits or demerits of the bootstrap, it is to be noted that the general formulas for estimating standard errors that involve the observed Fisher information matrix are essentially bootstrap estimates carried out in a parametric framework. While the use of the Fisher information matrix involves parametric assumptions, the bootstrap is free of those. The data analyst is free to obtain standard errors for enormously complicated estimators subject only to the constraints of computer time. In addition, if needed, one could obtain more smoothed bootstrap estimates by convoluting the nonparametric bootstrap with the parametric bootstrap-a parametric bootstrap involves generating samples based on the estimated parameters while nonparametric bootstrap involves generating samples based on available data alone.

To provide a simple illustration, we again considered the trees data and fit an ordinary regression model with the formula mentioned in Section 6.3. To conduct a bootstrap analysis on the regression parameters we resampled the data with replacement 100 times (bootstrap replications) and fit the same model to each sample. We calculated the mean and standard deviation for each regression coefficient, which are analogous to OLS coefficient and standard error. We performed the same for the jackknife estimators. The results are produced in Table 6.3. From the results it can be seen that the jackknife is off due to the small sample size. However, the bootstrap results are much closer to the values from OLS.

|                     | OLS | Bootstrap | Jackknife |
|---------------------|-----|-----------|-----------|
| (Intercept)         | -6.63 | -6.65 | -6.63 |
| log(Height)         | 1.12 | 1.12 | 1.11 |
| log(Girth)          | 1.98 | 1.99 | 1.98 |
| Observations        | 31   |         |          |
| Samples             | 100  | 31       |          |
7. Conclusion

The area and methods of computational statistics have been evolving rapidly. Existing statistical software such as R already have efficient routines to implement and evaluate these methods. In addition, there exists literature on parallelizing these methods to make them even more efficient, for example, please see Ref. [83].

While some of the existing methods are still prohibitive even with moderately large data—such as the local linear estimator—implementations using more resourceful environments such as servers or clouds make such methods feasible even with big data. For an example see Ref. [84] where they used server (32GB RAM) to estimate their proposed model on the real data which did not take more than 34 seconds. Otherwise, it would have taken more time. This will indicate the helpfulness of the computing power while estimating these computationally intensive methods.

To the best of our knowledge, there exist multiple algorithms or R-packages to implement all the methods discussed here. However, it should be noted that not every method is computationally efficient. For example, Ref. [12] reported that within R software there are 20 packages that implement density estimation. Further, they found that two packages (KernSmooth, ASH) are very fast, accurate and also well-maintained. Hence the user should be wise enough to choose these implementations when dealing with larger datasets.

Lastly, as we mentioned before, we are able to cover only very few of the modern statistical computing methods. For an expanded exposition of computational methods especially for inference, see Ref. [15].
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