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Abstract—The uncertainties from distributed energy resources (DERs) bring significant challenges to the real-time operation of microgrids. In addition, due to the nonlinear constraints in the AC power flow equation and the nonlinearity of the battery storage model, etc., the optimization of the microgrid is a mixed-integer nonlinear programming (MINLP) problem. It is challenging to solve this kind of stochastic nonlinear optimization problem. To address the challenge, this paper proposes a deep reinforcement learning (DRL) based optimization strategy for the real-time operation of the microgrid. Specifically, we construct the detailed operation model for the microgrid and formulate the real-time optimization problem as a Markov Decision Process (MDP). Then, a double deep Q network (DDQN) based architecture is designed to solve the MINLP problem. The proposed approach can learn a near-optimal strategy only from the historical data. The effectiveness of the proposed algorithm is validated by the simulations on a 10-bus microgrid system and a modified IEEE 69-bus microgrid system. The numerical simulation results demonstrate that the proposed approach outperforms several existing methods.
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NOMENCLATURE

Variables

\( a \) Action or decision variable.

\( a^p, a^s \) Primary actions and secondary actions.

\( L \) Discharging or charging loss of the battery.

\( P, Q \) Active (kW) and reactive power (kVar) generation of power sources, such as controllable DGs, utility grid, battery, PV panels, and WT.

\( p \) Electricity price, \$/kWh.

\( r \) Single time period reward, $.

\( s \) State variable.

\( V \) Voltage amplitude reward, $.

\( \delta \) Phase angle of bus in the microgrid.

\( \eta \) Discharge or charge efficiency of the battery.

\( \omega \) Uncertainty variables of the system.

Functions

\( f(\cdot) \) Transition function in MDP.

\( P(\cdot, \cdot) \) State transition probability.

\( Q(\cdot, \cdot) \) Action-value function.

\( R(\cdot, \cdot) \) Immediate reward.

Superscripts

\( c, d \) Charge and discharge mode of battery.

\( \max, \min \) Maximum and minimum value.

\( on, off \) ON and OFF status of controllable DGs.

\( * \) Optimal value.

Indices

\( bat \) Battery.

\( g \) Controllable DGs, such as MT and DE.

\( grid \) Utility grid.

\( i, j \) Bus index.

\( l \) Power cable.

\( n \) Iteration index.

\( pv, wt \) PV panel and wind generator.

\( t \) Time index.

\( \pi \) Operational policy mapping from the state \( s \) to the action \( a \).
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I. INTRODUCTION

MICROGRID is a group of interconnected loads and distributed generators (DGs) that acts as a single controllable entity with respect to the grid [1]. Recent researches show that microgrids can increase the efficiency of the power...
supply, improve reliability of the power system, and enable the integration of distributed energy resources (DERs) [2], [3]. However, the random and intermittent characteristics of DERs bring significant challenges to the optimal operation of microgrids.

To deal with the uncertainty in microgrids, there have been rich prior works [4]–[7] which focused on the energy management of microgrids, and researchers have proposed plenty of optimization approaches [5]–[7], such as robust optimization [6] and stochastic programming [7]. Specifically, Robust optimization uses prior knowledge to model uncertainty parameters in a predefined uncertainty set [8]. Stochastic programming deals with uncertainty by sampling a set of scenarios that are typically generated by Monte Carlo technique. Then, the stochastic problem is formulated as a deterministic problem. In generally, theses approaches formulate the optimization of microgrid as an off-line optimization problem, which makes it hard to adopt these methods to real-time scheduling.

In recent years, real-time optimization of microgrids has attracted much attention [9]–[14]. Many real-time optimization methods, such as dynamic programming (DP) [9], approximate dynamic programming (ADP) [10], model predictive control (MPC) [11], [12], alternating direction method of multipliers (ADMM) [13], and Lyapunov optimization [14], [15], have been applied in microgrids. Although DP is a good optimization method, it is time-consuming when applied in complex environment. Moreover, traditional DP is difficult to adapt to any changing probabilities or un-modeled uncertainties in the environment [14]. MPC is a widely used real-time optimization approach. But, it needs the near future forecasting information of the system. And the linear or mixed-integer linear optimization model is usually adopted in MPC approach, since nonlinear problems are intrinsically more difficult to solve [16]. In comparison with MPC, the algorithms proposed in [13]–[14] do not require any forecasting information, which decreases the influence of the forecast error on the decision making process. In [14], Lyapunov optimization relaxes the time-coupled constraints and dynamically solves the single time-period problem only according to the current system state. However, the quadratic power flow constraints are nonlinear equations and they are hard to be dealt with using the approach proposed in [14]. Thus, the original nonlinear optimization problem is relaxed to a convex optimization problem. Last but not least, the historical data are not fully utilized in the above real-time optimization methods.

Generally speaking, the above real-time optimization methods applied in microgrids at least have one of the following drawbacks.

1) The method requires certain forecasting information. The real-time optimization performance may deteriorate due to the forecasting error.

2) The method needs to assume a stationary stochastic process with known distribution information for the renewable energy and/or demand side [14], [17]. It is difficult for the method to adapt to changing stochastic processes.

3) The historical data of the system are not fully utilized.

4) Because it is tough to solve multi-time period nonlinear programming problems [16], the method usually simplify or relax the optimization model to reduce the computational cost.

In order to overcome the drawbacks of the traditional optimization methods, learning-based optimization approaches have been proposed to solve linear/nonlinear optimization problems [18]–[23]. Reinforcement learning (RL) is a widely used learning-based decision-making method which has been applied in many aspects like the communication resource allocation [18] and nonlinear optimization in smart grid [19]–[21]. But traditional RL algorithms generally require manually designed features. With the breakthrough of the deep learning (DL), the deep neural network has become a powerful feature extractor and has achieved great success in speech and image recognition [24], [25], and natural language processing, etc. To combine the advantages of the traditional RL and DL method, researchers proposed the deep reinforcement learning (DRL) approaches, such as deep Q network (DQN) [25], deep deterministic policy gradient (DDPG) [27], asynchronous advantage actor-critic (A3C) [28], soft actor critic (SAC) [29], AlphaZero [30], and the effectiveness were validated in complex real-time strategy games. Realizing the advantages of the DRL approach, some researchers made the effort to use the DRL to solve the optimal operation/control problems in power industry in the past few years [31]–[35], including the electrical vehicle (EV) charging/discharging scheduling [32], building energy management [33], [34], and power system emergency control [35], etc.

Regarding microgrid optimization problems, the DRL based optimization approaches are also developed in some literature recently [36]–[38]. Francois-Lavet et al. proposed a deep Q-learning based approach for the battery and hydrogen tank storage system scheduling in a microgrid [36]. In [37], a double deep Q-learning based algorithm was proposed to optimize the operation of the battery system in a microgrid. A deep Q-learning based approach was applied in the energy management of a microgrid in [38]. Although these methods achieved promising results, they generally formulated the problem by either linearizing the component model or neglecting some constraints in a microgrid. To obtain applicable real-time operation decisions, formulating a high fidelity microgrid model is critical [39]. Constraints like AC power flow equations and detailed device models in a microgrid need to be considered in the real-time optimization process.

Unlike the above approaches that generally ignore the operational constraints in the microgrid, in this paper, we consider all the necessary operational constraints (for example, the detailed battery operation constraints, the AC power flow equations, the ON/OFF constraints of micro-generators). To the best of our knowledge, this is the first time that these constraints have been considered in DRL based microgrid real-time optimization approach.

In this paper, we propose a DRL based real-time optimization strategy for the optimal operation of the microgrid. More Specifically, a double deep Q-learning based real-time optimization algorithm is proposed. The battery storage system model and all the necessary physical constraints such as
power flow equations are carefully considered. The complex constraints in the microgrid cannot be directly dealt with by the neural network, so a constraint processing mechanism is proposed in this work. We use a deep neural network to approximate the action-value function, and the proposed DRL based optimization algorithm can learn to determine an optimal operation strategy from the historical data. Numerical simulations demonstrate the effectiveness of the proposed algorithm.

The contributions of this paper are threefold:

1) A double deep Q network based real-time optimization (DDQN-RTO) algorithm for the microgrid is proposed. The proposed algorithm takes necessary nonlinear constraints such as the AC power flow equations into consideration.

2) To bridge the gap between deep reinforcement learning theory and the formulated MINLP problem, a novel procedure is proposed to deal with the constraints in the microgrid model.

3) The simulation results demonstrate that the proposed DDQN-RTO algorithm can directly learn an effective real-time operation strategy by utilizing the historical data without depending on forecasting information.

The remainder of this paper is organized as follows. The mathematical model of a microgrid is formulated in Section II. Then a deep reinforcement learning based real-time optimization strategy for microgrid is proposed in Section III. In Section IV, numerical simulations are presented to demonstrate the effectiveness of the proposed approach. Conclusions are summarized in section V.

II. PROBLEM FORMULATION

A. Optimal Operation of the Microgrid

In this paper, the optimal operation model of the microgrid is investigated. A typical microgrid is shown in Fig. 1 which contains the diesel engine generator (DE), micro-gas turbine generator (MT), wind turbines, rooftop PV panels, and a battery storage. In this work, the microgrid can exchange power with the utility grid.

\[
\begin{align*}
\text{PV Panel} & \quad \text{Wind Turbine} \quad \text{Diesel generator} \\
\text{Load} & \quad \text{Energy Management System (EMS)} \\
\text{Micro-gas turbine generator} & \quad \text{Battery} \quad \text{Utility Grid}
\end{align*}
\]

Fig. 1. The components of a microgrid.

B. Learning Problem Formulation

We formulate the real-time optimization of the microgrid as a Markov Decision Processes (MDP) with discrete time step \( t = \{1, 2, \ldots, T\} \). The objective is to find the optimal schedules to minimize the total costs.

The MDP formulation has five elements, including the system state \( S_t \), the set of actions \( A \), the system state transition probability \( P(\cdot|\cdot) \), the immediate reward \( R(\cdot, \cdot) \), and the discount factor \( \gamma \). The details of each element are presented as follows.

1) State: The system state at time \( t \) is shown in Eq. (1).

\[ s_t = (s_{g,t-1}, P_{g,t}, P_{pv,t}, P_{wt,t}, D_t, Q_t, p_t, SOC_t) \]  

where \( s_{g,t-1} \) and \( P_{g,t-1} \) represent the unit commitment and the generation dispatch of controllable DGs at previous time step; Unit commitment state, \( s_{g,t-1} \), is a binary variable which represents the ON/OFF status of the controllable generator \( g \) at time \( t - 1 \). \( P_{pv,t} \) and \( P_{wt,t} \) denote the generation dispatch of PV panel and WT at current time; \( D_t \) and \( Q_t \) represent the active and reactive power demands of the system; \( p_t \) is the electricity price when exchanging electricity with the main grid; \( SOC_t \) is the state of charge (SOC) of the battery.

In this work, we also consider the various constraints of the microgrid, including output limits of controllable DGs, ramping rates of controllable DGs, minimum ON/OFF time limits of controllable DGs, power flow constraints, voltage constraints, power cable capacity constraints, and battery operational constraints. The controllable DGs in this work include the DE and MT.

Output limits of controllable DGs:

\[
\begin{align*}
P^{\min}_g \leq P_g & \leq P^{\max}_g \\
Q^{\min}_g \leq Q_g & \leq Q^{\max}_g
\end{align*}
\]  

\( \forall g, \forall t \)  

(2)

Ramping rates of controllable DGs:

\[
\begin{align*}
P_{g,t} - P_{g,t-1} & \leq s_{g,t} R_{up,g} + P^{\max}_g (s_{g,t} - s_{g,t-1}) \\
& \leq s_{g,t} R_{up,g} + P^{\max}_g (1 - s_{g,t}) \\
P_{g,t-1} - P_{g,t} & \leq s_{g,t-1} R_{dn,g} + P^{\max}_g (s_{g,t-1} - s_{g,t}) \\
& \leq s_{g,t-1} R_{dn,g} + P^{\max}_g (1 - s_{g,t-1})
\end{align*}
\]  

\( \forall g, \forall t \)  

(3)

where \( R_{up,g} \) and \( R_{dn,g} \) are the ramping up and ramping down rates of controllable DG \( g \), respectively.

Minimum ON/OFF time limits of controllable DGs:

\[
\begin{align*}
(s_{g,t-1} - s_{g,t}) (S^m_{g,t-1} - T^m_{g,t}) & \geq 0 \\
(s_{g,t} - s_{g,t-1}) (S^eff_{g,t-1} - T^eff_{g,t}) & \geq 0
\end{align*}
\]  

\( \forall g, \forall t \)  

(4)

where \( S^m_{g,t} \) and \( S^eff_{g,t} \) are the ON and OFF time duration of the DG until time \( t - 1 \), respectively; \( T^m_{g,t} \) and \( T^eff_{g,t} \) are the minimum ON and OFF duration of the DG, respectively.

Power flow constraints:

\[
\begin{align*}
V_{i,t} \sum_{j=1}^{N} V_{j,i} (G_{ij} \cos \delta_{ij,t} + B_{ij} \sin \delta_{ij,t}) - \sum_{s=1}^{N} I_{i,s} P_{s,i,t} - D_{i,t} & = 0, \forall t \\
V_{i,t} \sum_{j=1}^{N} V_{j,i} (G_{ij} \sin \delta_{ij,t} - B_{ij} \cos \delta_{ij,t}) - \sum_{s=1}^{N} I_{i,s} Q_{s,i,t} - Q_{i,t} & = 0, \forall t
\end{align*}
\]  

(5)
where $s$ denotes the different power sources in the microgrid, including WT, PV, MT, DE, battery, and utility grid. $N_{bus}$ is the total bus number of the system. $N_i$ is the total bus number that is connected to power sources. $L_{bus}$ is the element of the bus - generator correlation matrix. $D_{Li}$ and $Q_{Li}$ are the active (kW) and reactive (kVar) load of the bus $i$ at time $t$, respectively. $G_{i,j}$ and $B_{i,j}$ are the real part and imaginary part of the nodal admittance matrix, respectively.

Voltage amplitude and phase angle constraints:

\[
\begin{align*}
V_{i,\min}^{\text{min}} & \leq V_{i,t} \leq V_{i,\max}^{\max} & \forall i, \forall t \\
\delta_{i,\min}^{\min} & \leq \delta_{i,t} \leq \delta_{i,\max}^{\max} & \forall i, \forall t
\end{align*}
\]  

(6)

Power cable capacity constraints:

\[
P_{i,t} \leq P_{i,\max}^{\max} & \forall i, \forall t
\]  

(7)

where $P_{i,t}$ and $P_{i,\max}^{\max}$ represent the power transmission and the maximum power transmission of cable $i$, respectively.

Battery constraints:

Battery SOC constraints are expressed as Eq. (8).

\[
SOC_{\min}^{\min} \leq SOC_{i,t} \leq SOC_{\max}^{\max}
\]  

(8)

In this work, the battery discharging/charging constraints are also considered. The discharging loss $L_{bat,t}^{d}$, and charging loss $L_{bat,t}^{c}$ are shown in Eq. (9) and (10) [40].

\[
L_{bat,t}^{d} = \frac{10^3}{V_f^2} \left( R_m + \frac{K_o}{V_f^2} \right) P_{bat,t}^{d} + 10^3 C_r K_o \left( 1 - SOC_{i,t} \right) \frac{P_{bat,t}^{d}}{SOC_{i,t}}
\]  

(9)

\[
L_{bat,t}^{c} = \frac{10^3}{V_f^2} \left( R_m + \frac{K_o}{1-1 - SOC_{i,t}} \right) P_{bat,t}^{c} - 10^3 C_r K_o \left( 1 - SOC_{i,t} \right) \frac{P_{bat,t}^{c}}{SOC_{i,t}}
\]  

(10)

where $R_m$ is the internal resistance of the battery; $V_f$ and $C_r$ are the rated voltage and rated capacity of the battery respectively; $K_o$ is the polarisation constant of battery; where $P_{bat,t}$ is the battery discharging/charging power, which is positive during discharging and negative during charging. Therefore, the discharging and charging efficiencies can be expressed as Eq. (11) and (12).

\[
\eta_{i,t}^{d} = \frac{P_{bat,t}^{d}}{P_{bat,t}^{d} + L_{bat,t}^{d}}
\]  

(11)

\[
\eta_{i,t}^{c} = 1 + \frac{L_{bat,t}^{c}}{P_{bat,t}^{c}}
\]  

(12)

According to the laboratory and field tests [41], the battery discharging/charging power limits are not only related to the maximum discharging power $P_{bat,t}^{d\text{max}}$ and minimum charging power $P_{bat,t}^{c\text{min}}$ but also determined by the SOC. The discharging/charging power limits are expressed as Eq. (13) and (14).

\[
P_{bat,t} \leq \min \left\{ P_{bat,t}^{d\text{max}}(SOC_{i,t}, \eta_{i,t}^{d\text{min}}), P_{bat,t}^{d\text{max}} \right\}
\]  

(13)

\[
P_{bat,t} \geq \max \left\{ P_{bat,t}^{c\text{min}}(SOC_{i,t}, \eta_{i,t}^{c\text{min}}), P_{bat,t}^{c\text{min}} \right\}
\]  

(14)

where $P_{bat,t}^{d\text{max}}(\cdot)$ and $P_{bat,t}^{c\text{min}}(\cdot)$ can be calculated as Eq. (15) and (16).

\[
P_{bat,t}^{d\text{max}}(SOC_{i,t}, \eta_{i,t}^{d\text{min}}) = \frac{V_f^2 SOC_{i,t} \left( \frac{1}{\eta_{i,t}^{d\text{min}}} - 1 \right) - 10^3 C_r K_o \left( 1 - SOC_{i,t} \right)}{10^3 (R_m + SOC_{i,t} + K_o)}
\]  

(15)

\[
P_{bat,t}^{c\text{min}}(SOC_{i,t}, \eta_{i,t}^{c\text{min}}) = \frac{10^3 C_r K_o \left( 1 - SOC_{i,t} \right) - SOC_{i,t} V_f^2 \left( 1 - \eta_{i,t}^{c\text{min}} \right)}{10^3 \cdot SOC_{i,t} \left( R_m + \frac{K_o}{1 - SOC_{i,t}} \right)}
\]  

(16)

2) Action: The action is defined as follows:

\[
a_t = (s_{g,t}, P_{g,t}, Q_{g,t}, P_{grid,t}, Q_{grid,t}, P_{bat,t}, Q_{bat,t}, V_{i,t}, \delta_{i,t})
\]  

(17)

where $s_{g,t}$ represents the unit commitment of controllable DGs; $P_{g,t}$ and $Q_{g,t}$ are the active and reactive power generation of controllable DGs; $P_{grid,t}$ and $Q_{grid,t}$ are the active and reactive power exchange between the microgrid and the external grid; $P_{bat,t}$ is the battery charging/discharging power; $Q_{bat,t}$ is the reactive power generation of the battery; $V_{i,t}$ and $\delta_{i,t}$ are the magnitude and the phase angle of the $i$th bus, respectively. The subscript $t$ represents the current time period.

3) State transition: The state transition from the current state $s_t$ to the next state $s_{t+1}$ is defined as

\[
s_{t+1} = f(s_t, a_t, \omega_t)
\]  

(18)

where the state transition is determined by the action $a_t$ and the uncertainty $\omega_t$. Specifically, the state transition for the battery SOC is determined by Eq. (19).

\[
SOC_{i,t} = \begin{cases} 
SOC_{i,t-1} + \frac{P_{bat,t}^{d\text{max}}}{C_r} \Delta t, & P_{bat,t} > 0 \\
SOC_{i,t-1} - \frac{P_{bat,t}^{c\text{min}}}{C_r} \Delta t, & P_{bat,t} < 0
\end{cases}
\]  

(19)

where $\Delta t$ is the time step. In this work, we set $\Delta t$ equals to 1 hour.

For the state transition of the unit commitment of the controllable DGs, it is directly controlled by the action $a_t$. For $P_{g,t}, Q_{g,t}, D_{i,t}, Q_{i,t}$, $P_{grid,t}$, their state transitions are subject to randomness because the generation dispatch of WT and PV panel, the active and reactive load, and the electricity price are all unknown in advance. For the transition of the generation dispatch of DG, it is determined by the optimization process.

4) Reward: The reward at each time step is calculated as Eq. (20).

\[
r_t = -s_{g,t} \left( a_g (P_{g,t}\Delta t)^2 + b_g P_{g,t} \Delta t + c_g \right) -C_{sup,g} - p_t P_{grid,t} \Delta t - C_{bat,t}
\]  

(20)

This reward consists of four parts: the first part $s_{g,t} \left( a_g (P_{g,t}\Delta t)^2 + b_g P_{g,t} \Delta t + c_g \right)$ shows the fuel cost of controllable DGs; the second part $C_{sup,g}$ represents the startup cost of controllable DGs; the third part $p_t P_{grid,t} \Delta t$ denotes the electricity cost when purchasing electricity from the main grid; the fourth part $C_{bat,t}$ is the battery degradation cost that is calculated according to (40) and is shown in Eq. (21).

\[
C_{bat,t} = \begin{cases} 
c_{bat} (P_{bat,t}^{d\text{max}} + L_{bat,t}^{d\text{min}}) \Delta t, & P_{bat,t} > 0 \\
c_{bat} L_{bat,t}^{c\text{min}} \Delta t, & P_{bat,t} < 0
\end{cases}
\]  

(21)
5) **Action-value function:** The quality of taking an action $a$ at a state $s$ is measured by the expected total sum of future rewards as Eq. (22).

$$Q_\pi(s,a) = \mathbb{E}_\pi \left[ \sum_{k=0}^{K} \gamma^k r_k \mid s_t = s, a_t = a \right]$$  \hspace{1cm} (22)

where $Q_\pi(s,a)$ denotes the action-value function; $\pi$ represents the operational policy mapping from the state $s$ to the action $a$; $\gamma$ is the discount factor that is applied to balance the importance between the immediate reward and future rewards; $K$ is the optimization horizon.

The objective of the microgrid optimal operation is to achieve an optimal policy $\pi^*$ such that the action-value function can be maximized as Eq. (23).

$$Q^*(s,a) = \max_{\pi} Q_\pi(s,a)$$  \hspace{1cm} (23)

In the above equation, $Q^*(s,a)$ represents the optimal action-value function.

III. **Proposed Approach**

This work focuses on the real-time optimization of microgrids. Due to the nonlinear AC power flow constraints (5), the nonlinear battery model (8) - (16), and the binary variables in actions (17), etc., the optimization model is a nonlinear optimization problem. In addition, the renewable energy introduces uncertainty into the optimization problem. These make it challenging for the traditional model-based approaches to get the optimal operation policy. A RL-based approach is proposed in this paper to solve this problem. The proposed approach can directly learn an optimal policy from the historical data.

Specifically, the RL approach updates the action-value function based on the Bellman equation as:

$$Q_{n+1}(s,a) = \mathbb{E}\left\{ r_t + \gamma \max_{a_{t+1}} Q_n(s_{t+1},a_{t+1}) \mid s_t = s, a_t = a \right\}$$  \hspace{1cm} (24)

where $n$ is the iteration index. Theoretically, $Q(s,a)$ will converge to the optimal function when the number of iteration $n$ approaches infinite value [42]. Then, the optimal operation policy can be determined by:

$$a^* = \arg \max_a Q^*(s,a)$$  \hspace{1cm} (25)

A deep neural network is used to approximate the action-value function. With the combination of deep neural network and the RL, a deep reinforcement learning based approach is proposed in this paper to solve the real-time optimization problem for microgrid.

A. **Architecture of the Proposed DRL based Microgrid Optimization**

The architecture of the proposed DRL based microgrid optimization approach is shown in Fig. 2. The DQN based agent determines the optimal actions of the microgrid according to the state information of the system. Then, the actions are executed in the environment, i.e., the microgrid system, and the next system state and the reward of the action are obtained. In this procedure, all the necessary constraints shown in Section II are considered. The reward signal is fed into the agent to guide the agent to make a better decision in the next iteration. The details of the architecture are unfolded in the following parts.

Neural network (NN) can uniformly approximate any continuous functions. The state information of the microgrid, $s$, is fed to the input layer of the DQN, then by computing forward through the layers of the NN we can obtain the output value $Q(s,a)$.

$$v_i^n = g(W_1 s_i + b_1)$$
$$v_i^t = g(W_2 v_i^{n-1} + b_2)$$
$$\vdots$$
$$v_i^m = g(W_m v_i^{m-1} + b_m)$$
$$Q(s,a) = g(W_{m+1} v_i^m + b_{m+1})$$  \hspace{1cm} (26)

where $v$ is the value of the hidden unit, $g(\cdot)$ is the activation function, $W$ is the matrix of weights, $b$ is the vector of biases, and $Q(s,a)$ is the output of the DQN which denotes the action-value for all feasible actions when the microgrid under state $s$.

The number of the output neurons of the DQN is determined by the action space. From Eq. (17), the decisions $P_{g,t}$, $Q_{g,t}$, $P_{grid,t}$, $Q_{grid,t}$, $V_{ij}$, and $\delta_{ij}$ are all continuous variables and the dimensions of the variables increase quickly with the number of the generators and buses in the microgrid. If all these actions are included in the output layer of the DQN, the NN will become very large. Besides, the actions made by the DRL algorithm must fulfill the constraints Eq. (2) - Eq. (16). These constraints are pretty hard to deal with, which will bring significant challenges to the design of the DQN and the solving of Eq. (23).

To decrease the dimension of the output neurons of the DQN, we divide the original actions into the primary actions and the secondary actions. The primary actions include the ON/OFF actions of the DGs and the charge/discharge power of the battery, as given by:

$$\alpha_i^p = \{s_{g,t}, P_{bat,t}\}$$  \hspace{1cm} (27)

The secondary actions include the generation dispatch of DGs, the power exchange between the microgrid and the external grid, the reactive power generation of the battery bus, and the magnitude/phase angle of the buses:

$$\alpha_i^s = \{P_{g,t}, Q_{g,t}, P_{grid,t}, Q_{grid,t}, P_{bat,t}, V_{ij}, \delta_{ij}\}$$  \hspace{1cm} (28)

The primary actions are determined by solving Eq. (23). While the secondary actions are obtained by solving the optimal power flow problem by considering the constraints Eq. (2) - Eq. (16) using the interior point method (IPM) after the primary actions have been determined. The details of the decision making process are shown in Fig. 2. According to the state information of the microgrid, the primary actions are determined by the DQN agent using the following equation:

$$a_i^p = \arg \max_a Q(s,a_i^p)$$  \hspace{1cm} (29)

Then, the DQN based real-time optimization algorithm needs to ensure that the primary actions fulfill the minimum ON/OFF
time limits shown in Eq. (4). When the constraints are not fulfilled, the reward is set to be a small value $M_2$. After receiving a small reward, the agent learns that the action should obey Eq. (4). Thus, in the following training iterations, the agent will try to make sure the DG’s ON/OFF time duration larger than the limitation to get a bigger reward. Otherwise, using the charge/discharge power given by the primary actions, the SOC of the battery at the next time period can be calculated by Eq. (19). If the SOC of the battery exceeds the upper or lower bound, we set the SOC equals to $SOC_{\text{max}}$ or $SOC_{\text{min}}$ and recompute the output power of the battery. Then, the active/reactive power output of all controllable and uncontrollable DGs, and the voltage of all buses are determined by solving the optimal power flow (OPF) subproblem. In this work, the OPF is calculated by IPM. If the power flow converged, we could obtain the optimal power output of DGs and the external grid, so the reward can be calculated by Eq. (20). Otherwise, the reward is set to be a small number $M_1$.

Fig. 2 shows that the proposed architecture greatly decreased the action space. More importantly, a large part of the operational constraints of the microgrid is handled by IPM. These make it possible to use DQN agent to solve this problem.

B. Training Process of the DDQN-RTO Algorithm

The DQN agent needs to be trained off-line first. The training process of the proposed algorithm is shown in Algorithm 1. To overcome unstable learning process, experience replay technique is adopted in Algorithm 1. Experience replay mechanism works by storing historical transitions $(s_t, a_t, r_t, s_{t+1})$ in the replay memory and randomly sampling a mini-batch data from the stored transitions to train the NN. Randomizing the samples breaks the temporal correlations between the system state transitions and therefore reduces the variance of the learning process. Besides, using the same neural network both to select and to evaluate an action will lead to overestimations. The target neural network is introduced in Algorithm 1 to reduce overestimations. The target Q network has the same architecture with the evaluate Q network.

The first step is to randomly initialize the parameters of the neural networks. Then, in the outer loop the DQN is updated for $N$ episodes. Each epoch includes $T$ training steps. In every training step, the agent selects an action based on $\varepsilon$-greedy policy:

$$a_t^p = \begin{cases} \arg\max_{a^p} Q(s_t, a^p; \theta), & \text{randn}(1) > \varepsilon \\ \text{select a random action}, & \text{randn}(1) < \varepsilon \end{cases} \quad (30)$$

where $\varepsilon$ is gradually decreasing with the training step, as shown below

$$\varepsilon = \max(\varepsilon - \Delta \varepsilon, \varepsilon_{\text{min}}) \quad (31)$$

where $\varepsilon_{\text{min}}$ is the minimum value. According to the selected primary action, the reward and the next system state can be calculated by the procedure shown in Fig. 2. Then the transition $(s_t, a_t, r_t, s_{t+1})$ is stored in the experience buffer $\mathcal{D}$. In the next, a minibatch of the history transitions are selected and used to train the DQN agent. By minimizing the loss function $L(\cdot)$, the parameters of the evaluate Q network are updated as:

$$\theta_{t+1} = \theta_t - \beta \nabla_{\theta_t} L(\theta_t) \quad (32)$$

where $\nabla_{\theta_t}$ is the gradient of the loss function, $\beta$ is the learning rate of the algorithm. The loss function is the error between the target value and the evaluate value which can be defined as:

$$L(\theta) = \frac{1}{N} \sum_{j=1}^{N} \mathbb{E} \left[ (y_j - Q(s_j, a^p_{j}; \theta))^2 \right] \quad (33)$$

In Eq. (33), the target value is calculated as:

$$y_j = r_j + \gamma \arg\max_{a^p} Q(s_{j+1}, a^p; \hat{\theta}) \quad (34)$$

Finally, the parameters of the target Q network are updated. To further stable the learning process, we adopted the soft update strategy to update the target network:

$$\hat{\theta} = (1 - \tau) \hat{\theta} + \tau \theta \quad (35)$$

where $\hat{\theta}$ and $\theta$ are the parameters of the target Q network and evaluate Q network, respectively; $\tau$ is the updating rate. It is worth to note that the target Q network is also updated in every step.

C. DDQN based Real-time Optimization for the Microgrid

After the DQN agent has been well trained by Algorithm 1, it will be directly utilized in the real-time optimization process of the microgrid. The details of the real-time optimization process are shown in Algorithm 2. The parameters of the DDQN won’t be updated during the process. For the current time $t$, the DQN agent obtains the system state firstly. Then the $Q$ values are calculated for all feasible primary actions under the system state $s_t$. The optimal primary actions will be selected and the secondary actions are obtained by solving the OPF problem. By executing the real-time operational decisions, the system steps into the next time period. In the next time period, the decisions can be obtained by repeating the above procedure.
system. The maximum/minimum power output of micro-gas
turbine and the diesel generator is 30 kW and 10 kW, re-
spectively. The minimum start-up and shut-down time of all
controllable DGs is 1 hour. The start-up cost of the micro-
gas turbine generator and diesel generator are $2 and $3,
respectively. The fuel cost coefficients of the controllable
DGs are shown in Tab. I. The minimum and maximum
energy can be stored in the battery are 18 kWh and 60 kWh,
respectively. The maximum charge/discharge power is 12 kW.
The operation cost coefficient of the battery is 0.059 $/kWh.
Other necessary parameters of the battery can be found in
[19]. The power exchange limitation between the microgrid
and the external grid is 50 kW. The reactance and resistance
parameters of all cables are $X = 0.12\Omega/km$, $R = 0.64\Omega/km$.
We implemented the proposed DDQN-RTO method in Python
and the PYPower 5.1.4 package was adopted as the optimal
power flow solver. All case studies are conducted on a 64-bit
windows based computer with 16 GB RAM and Intel Core i7
processor clocking at 3.41 GHz.

IV. EXPERIMENTAL RESULTS

The performance of the proposed DDQN-RTO algorithm
was tested through simulations on a 10-bus microgrid system
and a modified 69-bus microgrid system. To validate the
effectiveness of the proposed algorithm, we firstly designed
a deterministic case and compared the DDQN-RTO algorithm
with look-up table based approximate dynamic programming
(ADP) algorithm [19], myopic policy [44] and particle swarm
optimization (PSO) algorithm, etc. Then, the real-time optim-
ization performance of the proposed algorithm was tested in
the stochastic case study. Finally, in order to demonstrate the
algorithm can learn an optimal decision policy from historical
data, we explored the optimization performance of the DDQN-
RTO algorithm using the historical data from actual power
grid.

The test microgrid system [19] is shown in Fig. 3. The microgrid
includes a micro-gas turbine generator, a diesel
generator, wind turbines, PV panels, and a battery storage
system. The maximum/minimum power output of micro-gas

### Algorithm 1 Training of Double Deep Q Network with experience replay

1: Initialization: set the replay memory \( D \); initialize action-
value function \( Q \) and target action-value function \( \hat{Q} \) with
random weights \( \theta \) and \( \hat{\theta} \), respectively.
2: for Epoch = 1:N do
3: Generate a training scenario and initialize state \( s_t \).
4: for Time step \( t = 1:T \) do
5: Select primary action \( a^p_t \) based on \( \epsilon \)-greedy policy.
6: Execute action \( a^p_t \) in emulator. Then, observe
reward \( r_t \) and process to the new state \( s_{t+1} \) using
the method shown in Fig. 2.
7: Store transition \((s_t, a^p_t, r_t, s_{t+1})\) in \( D \).
8: Sample random minibatch of transitions
\( D = \{(s_j, a^p_j, r_j, s_{j+1})\}_{j=1}^N \) from \( D \).
9: \( y_j \leftarrow r_j + \gamma \argmax_{a^p \in A} \hat{Q}(s_{j+1}, a^p; \hat{\theta}) \).
10: Update parameters \( \theta \) by minimizing loss function
\( \sum_{j=1}^N \mathbb{E}[(y_j - Q(s_j, a^p_j; \theta))^2] \).
11: Update the parameters of the target Q network
using Eq. (35).
12: end for
13: end for

### Algorithm 2 Real-time optimization of the microgrid using the well-trained DQN agent

1: Load the well-trained DQN’s parameters \( \theta \).
2: for Time step \( t = 1 : T \) do
3: Obtain current state information of the microgrid.
4: DQN calculates the action-value \( Q(s_t, a^p_t; \theta) \).
5: Obtain the primary actions by \( a^p_t = \argmax_{a^p \in A} Q(s_t, a^p; \theta) \).
6: Calculate the secondary actions by solving OPF
problem using IPM.
7: Output the optimal actions.
8: end for
3 kW, 6 kW, 9 kW, 12 kW). The output layer of the DDQN has 36 neurons and each neuron represents the Q-value of a feasible action.

The learning rate is set to $\beta = 0.01$, the discount factor to $\gamma = 0.99$, the reply memory size to $D = 10000$, the batch size to $B = 32$, $\Delta t = 5 \times 10^{-5}$, and $\epsilon_0 = 1$. The model is trained for 1500 episodes, where an episode is composed by 24 time steps. The parameters of the evaluate and target Q network are updated in every step. The Adam optimizer is adopted in the training process to minimize the loss function.

The simulation results are shown in Fig. 5. From the figure, it can be found that the load electricity is mainly provided by the MT and DE. The microgrid needs to buy electricity from the external grid in the evening during which the demand is high, but renewable energy is relatively low. The battery stores energy during the midnight hours and discharges in the evening peak hours. To validate the optimization performance of the proposed DDQN-RTO algorithm, we compared the method with PSO, ADP [19], and the DP algorithm. Thus, the effectiveness of the proposed algorithm is demonstrated in the deterministic case.

### B. Case Study II: Real-Time Optimization Considering Uncertainty

Since the load and wind/solar power exit forecasting errors, real-time optimization is needed to deal with the uncertainty. To facilitate the DQN agent to learn the uncertainties brought by wind/solar power, electricity price, and electricity load, a sequence of the most recent forecast information including $(P_{pv,t+1}, P_{pv,t+2}, \cdots, P_{pv,t+H})$, $(P_{wt,t+1}, P_{wt,t+2}, \cdots, P_{wt,t+H})$, $(\epsilon_t, \epsilon_t+1, \epsilon_t+2, \cdots, \epsilon_t+H)$, and $(D_t, D_{t+1}, \cdots, D_{t+H})$, are stacked with the state vector shown in Eq. (1) and set as the input of the DDQN at time $t$. In this case, the $H$ is set to be 4. So the input layer of the DDQN consists of 23 neurons. The structure of the hidden layer of the network is the same as the NN in the case study I. The proposed DQN agent is first trained to learn the optimal operation strategy under uncertainties. Then, the well-trained algorithm is used in the real-time optimization process and compared with several other methods.

1) The Off – Line Training Process of the DDQN – RTO Algorithm

The training procedure is shown in Algorithm 1. To train the agent, we generated 1500 set of training scenarios according to the day-ahead forecast curves and the day-ahead forecast error distribution information of wind and PV power generation, load power, and electricity price. The scenarios are generated using the Monte Carlo simulation method. Then, the intra-day forecasting errors will be added to the above generated scenarios to take intra-day uncertainty into consideration. In this work, we assume the day-ahead and intra-day forecasting errors of renewable energy, electricity price, and load obey the Normal Distribution as shown in Tab. III. The proposed algorithm is trained in 1500 epochs. In each epoch, we randomly select a training scenario from the generated scenarios in step 3 of Algorithm 1, and the cumulative rewards of the scenario are calculated. Besides, we select 50 test scenarios to calculate the expected operation cost of the microgrid using the updated DQN agent every 5 training epochs. The cumulative rewards over 1500 training epochs are shown in Fig. 6. The expected operation cost of the microgrid over the training epochs is shown in Fig. 7. From the results, the DDQN-RTO algorithm converged after 1500 training epochs.

2) The Real – Time Optimization Performance of the DDQN – RTO Algorithm

After the DQN agent was well-trained day-ahead, we can use it to obtain the real-time operational decisions according to
to the actual state of the system. To validate the real-time optimization performance of the proposed algorithm, we randomly selected 200 test scenarios. Similar to the training scenarios, the Monte Carlo simulation is adopted to generate the test scenarios. For every scenario, the online optimization process is shown in Algorithm 2. We also compared the performance of the DDQN-RTO algorithm with ADP, MPC+PSO algorithm, and myopic policy. It is worth to note that the real-time optimization model is a MINLP problem. Thus the traditional MPC method is hard to be directly used to solve the problem. So the MPC embedded with PSO method which indicated by MPC+PSO is adopted to solve the nonlinear problem. For a single test scenario, we use the result optimized by DP as the baseline. The simulation results are shown in Fig. 8. The average optimality gap of the DDQN-RTO is 1.23%. While the average optimality gap of the ADP, MPC+PSO algorithm, and myopic policy are 1.80%, 7.22%, and 13.75%, respectively. We can find that the average optimization performance of the DDQN-RTO algorithm outperforms the other three algorithms. Compared with the value table based function approximation method adopted by the ADP algorithm, the learning ability of DQN agent is more powerful. Thus the proposed algorithm can obtain better real-time optimization performance in the stochastic environment. MPC+PSO policy gets the operational decisions on a shorter optimization window which makes the optimization result is not global optimality. Although the MPC+PSO method also utilized intra-day updated forecasting information, the proposed learning-based algorithm performs better.

C. Case Study III: Real-Time Optimization by Learning from Historical Data

The real-time optimization process shown in case study II needs to train the DQN agent according to the day-ahead forecasting information and the forest error distributions about the DERs, load, and electricity price. Then, system operators use the well-trained DQN agent to optimize the operational decisions of the microgrid in real-time. Thus, the DQN agent needs to be trained every day. Unfortunately, this training procedure is very time-consuming. For example, the total training process shown in Fig. 6 takes about 10 hours. Besides, the forecasting error distribution information is also needed to generate training scenarios. However, finding out the accurate forecasting error distributions of renewable energy and load is still not an easy task. Considering the load demand and the power generation of PV are periodic, the DQN agent can be trained by the historical data and be utilized in the real-time optimization in the future. In this section, we will train the DQN agent by using the historical renewable generation data [49] and load power data [50] from the open power system data platform and further investigate the effectiveness of the proposed algorithm in the forecasting free circumstance.

The data used in this case is shown in Fig. 9, and the electricity price is shown in Fig. 4. We used 100 days of historical data to train the agent and 10 days of data to test the real-time optimization performance of the DDQN-RTO. To learn features from historical data, the LSTM technique is used to extract features. The inputs of the LSTM include the past 24 hours load, and power generation of WT and PV. The outputs of the LSTM are fed to the input layer of the DDQN. In this work, 3 LSTM networks are adopted to extract features from the historical wind/solar power, and load curves. The number of the output of each LSTM is 64. The output of LSTM and the current system state \((s_{g,t-1}, P_{pv,t}, P_{wt,t}, D_t, p_t, SOG_t)\) are input to the DDQN. The DDQN has two hidden layers, and each layer has 256 neurons. The output layer of the DDQN also has 36 neurons. The hyperparameters of the DDQN are the same as the above case study. The training process is similar with the procedures given in Algorithm 1, and we randomly select a day and use the corresponding data to train the agent in each epoch. Every 10 training epochs, we use the selected test scenarios to test the performance of the proposed algorithm.
Fig. 10 shows the convergence process of the DDQN-RTO algorithm. It can be seen from the result that the objective function gradually decreased with the training process. Finally, the operational cost of the microgrid converged around $1524.49. The result illustrates that the proposed DDQN-RTO algorithm can successfully learn a policy to minimize the operational cost of the microgrid. Then, we use the well-trained DQN agent to test the real-time optimization performance of the DDQN-RTO algorithm under the test scenarios. The generation dispatch of all DGs over 7 consecutive days are shown in Fig. [11]. The fuel consumption costs of MT and DE are lower than electricity price. We can observe that the proposed DDQN-RTO algorithm has learned to provide the load by DGs first and to purchase electricity from the utility grid in the peak load hours and sell surplus power to the grid in the midnight.

To further validate the effectiveness of the proposed algorithm, we compared the real-time optimization performance of the DDQN-RTO algorithm with ADP algorithm and myopic policy. For each test scenario, the optimal operation cost can be calculated by the DP algorithm. Thus, the optimization result of DP is used as ground truth. The operation costs optimized by different methods are shown in Table IV. The optimality gaps of the three algorithms are also shown in Fig. [12]. The average optimality gap of the DDQN-RTO, ADP algorithm, and myopic policy are 2.98%, 4.41%, and 4.94%, respectively. From the results, it can be found that the DDQN-RTO algorithm performs better than the ADP algorithm and the myopic policy.

**D. Case Study IV: Real-Time Optimization Performance of the DDQN-RTO Algorithm on the Modified IEEE 69-bus Microgrid System**

To further demonstrate the proposed algorithm can learn to operate the system from historical data, we tested the performance of the DDQN-RTO algorithm on a relatively larger microgrid system, as shown in Fig. [13]. The test system is modified based on the standard IEEE 69-bus distribution system [51]. In the test system, there includes a battery storage system and 8 micro-generators which including distributed PV panels, wind turbines, gas turbine generators, and diesel generators. The locations of the micro-generators have been shown in Fig. [3]. The maximum power output of the diesel generator and micro-gas turbine generator are 450 kW, and the minimum value are 150 kW. The capacity of the wind farm on bus 37 and PV panels on bus 21 are 525 kW and 465 kW, respectively. The total capacity of the wind power and the solar power in the system are 1050 kW and 930 kW, respectively. The maximum charge/discharge power of the battery in Fig. [15] is 360 kW, and the capacity is 1800 kWh. The power transmission limitation between the microgrid and the main grid is 1500 kW. The maximum load power is 3000 kW. The grid network parameters are modified accordingly in this work based on the parameters provided by [51].

We discretize the charge/discharge power of the battery into 9 levels (-360kW, -270kW, -180kW, -90kW, 0kW, 90kW, 180kW, 270kW, 360kW). The commitment number of the controllable micro-generators is 16. So, the size of the decision space is 144. Then, the output layer of the DDQN used in this simulation includes 144 neurons. The neural network architecture and the hyperparameter of the LSTM and DDQN are the same with Case study III. The training data and test data used in this case are similar with the data used in Case study III, which are generated by scaling up the curves in Fig. [9] according to the capacity of the renewable energy and the maximum load power of the system.

After 17 hours of training, the algorithm converged to a stable objective value. The convergence curve of the proposed algorithm is shown in Fig. [14]. Using the agent trained offline, we randomly selected 10 days which were not used in the training process to test the real-time optimization performance of the algorithm. The results are shown in Table V. It can be found that the DDQN-RTO algorithm reaches a much smaller average optimality gap compared with the other two algorithms. Besides, it takes 1.30 s to generate one schedule for the DDQN-RTO algorithm. The time consumptions to generate one schedule for the ADP and the myopic policy are 13.46 s and 12.20 s, respectively. One can find that the ADP and the myopic policy take a longer optimization time than the proposed algorithm. This is because these two methods need to traverse all the feasible primary actions to select the optimal one, this process is time-consuming. However, the proposed algorithm gets the optimal primary
TABLE IV
THE OPERATION COST OF THE MICROGRID UNDER THE TEST SCENARIOS ($)

| Test Scenario | #1   | #2   | #3   | #4   | #5   | #6   | #7   | #8   | #9   | #10  |
|---------------|------|------|------|------|------|------|------|------|------|------|
| DDQN-RTO      | 184.19 | 195.98 | 191.83 | 110.43 | 154.02 | 128.06 | 122.33 | 165.78 | 140.36 | 131.50 |
| ADP           | 185.95 | 197.27 | 193.12 | 112.36 | 155.88 | 129.99 | 124.26 | 170.44 | 142.12 | 133.42 |
| Myopic        | 185.49 | 196.81 | 192.65 | 115.25 | 155.42 | 131.84 | 127.15 | 167.08 | 145.02 | 132.96 |
| DP            | 180.20 | 191.20 | 187.04 | 106.21 | 149.81 | 123.82 | 118.47 | 161.47 | 136.07 | 127.28 |

![Fig. 11. The power output of the DGs and the utility grid.](image)

![Fig. 12. The optimality gap of the DDQN-RTO and the ADP algorithm.](image)

TABLE V
THE ON-LINE OPTIMIZATION RESULTS OF THE DDQN-RTO, ADP, AND MYOPIC POLICY ON THE MODIFIED IEEE-69 BUS MICROGRID SYSTEM

| Algorithm            | Average operation cost ($) | DDQN-RTO | ADP     | Myopic |
|----------------------|-----------------------------|----------|---------|--------|
|                      |                             | 3196.3   | 3218.5  | 3248.3 |
| Average operation gap (%) | 4.33                       | 5.06     | 6.03    |
| Maximum optimality gap (%) | 7.86                       | 8.11     | 10.26   |
| Minimum optimality gap (%) | 3.19                       | 3.27     | 4.25    |
| Standard deviation of the optimization gaps ($10^{-2}$) | 1.715 | 1.675 | 2.092 |

In this paper, we proposed a DDQN based real-time optimization strategy for the optimal operation of microgrids. The power flow constraints and the detailed battery model were considered in this paper. To deal with the huge action space and the complex constraints in the microgrid model, we constructed the primary actions and the secondary actions. Then, a DDQN based DRL algorithm was proposed to solve the stochastic nonlinear optimization problem. Finally, the effectiveness of the proposed approach was validated by numerical simulations on a 10-bus microgrid test system and a modified IEEE 69-bus microgrid test system. From the simulation results, the proposed algorithm outperformed the traditional ADP, MPC, and myopic methods in both deterministic and stochastic case studies. Especially, we found that the DDQN-RTO algorithm can learn from the historical data to make near-optimal decisions in the real-time optimization process.

The DDQN based optimization approach needs to discretize the continuous actions in the system which is not convenient to the application of the algorithm to much complex systems. To overcome this deficiency, the authors will combine the proposed method with other state-of-the-art reinforcement learning approach such as Trust Region Policy Optimization (TRPO) in the future work.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a DDQN based real-time optimization strategy for the optimal operation of microgrids. The power flow constraints and the detailed battery model were considered in this paper. To deal with the huge action space and the complex constraints in the microgrid model, we constructed the primary actions and the secondary actions. Then, a DDQN based DRL algorithm was proposed to solve the stochastic nonlinear optimization problem. Finally, the effectiveness of the proposed approach was validated by numerical simulations on a 10-bus microgrid test system and a modified IEEE 69-bus microgrid test system. From the simulation results, the proposed algorithm outperformed the traditional ADP, MPC, and myopic methods in both deterministic and stochastic case studies. Especially, we found that the DDQN-RTO algorithm can learn from the historical data to make near-optimal decisions in the real-time optimization process.

The DDQN based optimization approach needs to discretize the continuous actions in the system which is not convenient to the application of the algorithm to much complex systems. To overcome this deficiency, the authors will combine the proposed method with other state-of-the-art reinforcement learning approach such as Trust Region Policy Optimization (TRPO) in the future work.
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