Better Together: Shading Cues and Multi-View Stereo for Reconstruction Depth Optimization
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ABSTRACT Passive reconstruction methods such as traditional multi-view stereo are capable to accurate reconstruction results. However, the depth calculation of multi-view stereo encounters significant difficulties, especially when the corresponding points have some degree of inaccuracy or unreliability. In this paper, we make use of geometric and shading cues information in the multi-view stereo approach to construct a robust energy function, which is also effective to optimize the depth information provided by multi-view stereo. This work improves the accuracy of point cloud depth. We evaluated our algorithm in the famous DTU datasets, and established our own dinosaur datasets. All the data is collected by mobile devices under natural light condition, while the reconstruction results are completed and accurate.

INDEX TERMS Depth optimize, MVS, shading cues.

I. INTRODUCTION

The main goal of computer vision is to automatically perceive the world from different dimensions and scales (e.g. 2D images and 3D objects). With the advancement of communication technology, researchers have proposed a large number of valid and efficient 3D reconstruction approaches in recent years. They have been applied in many fields such as autonomous driving, virtual reality, augment reality etc.

As a popular reconstruction method, multi-view stereo [1]–[5] reconstruction recovers 3D information on the basis of the parallax principle which estimates the positional deviation from the corresponding 2D image points. The method is able to achieve qualified reconstruction. Multi-view stereo (MVS) technology is mainly divided into voxel-based [6]–[8], multiple depth map fusion [9], [10] and spatial patch-based approaches [3]. The resolution of the voxel grid limits the accuracy of voxel-based approaches and makes them difficult to handle large-scale scenes. The depth map fusion approaches calculate the depth value of all input images and make these depth value aggregated in the same coordinate system.

Although the stereo method is relatively mature, image patching or regularization is still essential in reducing noise and improving robustness. This results in shape from shading (SFS) [11], which is a method for recovering 3D information from a single image. SFS mimics the human visual system which estimates depth only from a given reflection model that correlates image brightness with local surface normals. Even SFS can produce fine reconstruction results under the premise of regularization, serious problems are caused by textured regions or, equivalently, by non-constant albedo. Because the actual lighting situation is not known, this method is not adapted in the scenes with varying illumination. Therefore, it is necessary to improve the quality of reconstruction by combining the advantages of SFS and MVS.

Many recent works [12]–[15] initialize depth information from MVS and use shadow variations to optimize local depth and capture local details. So we use this framework. Additionally, we improve it by combining geometry and shading-based data terms into a single optimization scheme. In the region where the image gradient changes sharply, greater weight is exerted to alleviate the sharp image gradient. The main contributions of this paper are:

1. The paper presents a framework that combines multi-view stereo and shading cues in order to reconstruct a fine 3D model. The optimization is done with various weighting parameters.

2. This optimization framework enhances local details and removes outliers through specific weight parameters, which balances the accuracy and completeness of reconstruction.
II. RELATED WORK

A. MULTI-VIEW STEREO

The multi-view stereo algorithm only relies on images and reconstructs an accurate 3d model based on some reasonable assumptions. For example, the photo-consistency and gradient consistency assumptions are excellent condition. The mainstream local matching models [16], [17] still depend on the local neighborhood which is correspondingly estimated for a given region. These models usually twist the local patch into a common plane or use a matching window of the applicable geometry to prevent serious error. As the pioneer of multi-view stereo, Okutomi and Kanade [1] present the groundbreaking method, which accumulates sum of squared difference (SSD) cost values from different stereo pairs in a set of multiple images and select the depth with the lowest cumulative cost. Since then, many multi-view stereo approaches have been proposed. Furukawa and Ponce [3] approach uses a strategy of matching image patches, relaxing the requirement to find a correspondence for each pixel and filtering the image based on visibility. Tola et al. [4] solve the problem of high-resolution image sets by establishing a unique response point between matched pairs of images. Hirschmueller [18] and Galliani et al. [19] create multiple nearest neighbor subviews for each view. They calculate the loss value between the two different views and merge it into robust global loss value for optimization. Besse et al. [20] balance the photo-consistency constraint and introduce an explicit regularization term. Our work combines the advantages of their researches to optimize each views separately.

B. SHADING CUES

Combining multi-view geometry and shading cues in 3D reconstruction has been studied for a long time. However, the research of this area is stagnated by the limitation of the experimental environment and hardware. Recently, the method of finding shading cues in multi-view stereo and optimizing has been used by relevant researchers. Wu et al. [12] assume that the object is a Lambert surface and only care about general illumination. This work simulates incident light through a spherical harmonic function. Jin et al. [21] assume a Lambert object with a constant albedo and propose a joint variation method to estimate the shape, normal, and light source. Langguth et al. [15] also assume that the Lambert object has a constant albedo and combine the image gradient to optimize the framework based on the Retinex [22] hypothesis. Mauer et al. [14] propose a variational method to estimate depth, illumination and albedo by combining shape from shading and stereo. Our shadow cues term is similar to Langguth et al. [15], we calculate the albedo in advance based on the Retinex hypothesis, and use a spherical harmonic function to estimate the incident ray.

III. MODEL FRAMEWORK

A. CAMERA SETTING

In this section, we introduce our model framework which integrates multi-view stereo with shading cues. Specifically, we firstly determine our camera settings and the parameterization of the problem, then describe our model framework, including a detailed discussion of all terms. Fig.1 shows the framework of our entire work.

Let us start by defining the underlying camera setting. It consists of n cameras under perspective projection \( C_i(i \in 1, \ldots, n - 1) \). we use \( C_i \) as our example to be the main image located at the origin of the coordinate system. Furthermore, we assume that the projection matrices for all cameras are known as

\[
P = K[R|t].
\]  

(1)

The terms \( K, R, t \) represent intrinsic matrix, rotation matrix, translation vector, respectively. \([R|t]\) is the camera’s extrinsics matrix, which determines the camera’s pose information.

\[
K = \begin{bmatrix} \mu_x & 0 & \mu_{x0} \\ 0 & \mu_y & \mu_{y0} \\ 0 & 0 & 1 \end{bmatrix}
\]  

(2)

denote the corresponding calibration matrix that contains the focal length \( f \) and the principal point \( o = (o_x, o_y)^T \). formaula (3) shows 3D points projection process. We can express the perspective projection \( \pi_i : \mathbb{R}^3 \rightarrow \Omega \) of a 3D points \( X = (X, Y, Z)^T \in \mathbb{R}^2 \) onto the image plane \( \Omega \subset \mathbb{R}^2 \) of the \( i \)-th camera as:

\[
\pi_i(X_i) = \begin{bmatrix} P_{i,11}X + P_{i,12}Y + P_{i,13}Z + P_{i,14} \\ P_{i,21}X + P_{i,22}Y + P_{i,23}Z + P_{i,24} \\ P_{i,31}X + P_{i,32}Y + P_{i,33}Z + P_{i,34} \end{bmatrix}. 
\]  

(3)

By projecting the observed scene, we obtain \( n \) images which are denoted by \( I_i : \Omega_i \rightarrow \mathbb{R}^3 \). Fig.2 shows the specific parameterization and perspective projection. Although there are \( N \) cameras, we use two views to express our camera model for simplicity. First we determine a main view \( I_i \) and randomly select a two-dimensional point \( x_v \) in image \( I_i \), we get the 3D point \( X_v \) of \( x_v \) by multi-view epipolar geometry. Then, we project the \( X_v \) onto \( j \) view and can get \( P_j(x_v, Z(x_v)) \). The formula (4) that converts world coordinates to normalized pixel coordinates is:

\[
x = K(RX + t). 
\]  

(4)

Therefore, we calculate the coordinate from \( x_v \), following

\[
P_j(x_v, Z(x_v)) = K_j(R_jR_i^{-1}(K_i^{-1}x_vZ(x_v) - t_i) + t_j). 
\]  

(5)

Here, \( i \in N, j \in N \) and \( v \in V \) denotes index of each image \( I_i \), index of neighbourhood of \( I_i \) and index of each points of \( I_i \), respectively.
FIGURE 1. Framework: reconstruction depth optimization flow chart. Firstly, the initial depth information and pose information are calculated using structure from motion and semi-global matching algorithm. Secondly, the illumination parameters are estimated and the image is fitted using a spherical harmonic basis function. Our framework calculates the residual of the data item and the shading cues item, and optimizes the depth information by minimizing the residual to get the final model.

B. ENERGY FORMULATION

1) STEREO ENERGY

In multi-view stereo reconstruction, the photo-consistency is a scalar function used to measure the visual compatibility of a three-dimensional reconstruction point $X_v$ with a set of images $N$. A simple photo-consistency function at the 3D points is defined as follows: $X_v$ is projected into each of the visible images, and the similarity of the image texture near their projections is calculated as photo-consistency. In our geometric term, we consider the photo-consistency, i.e. the brightness constancy of projected surface points. Therefore, the photo-consistency energy function is:

$$E_{i,0}(x_v, Z_i(x_v)) = \frac{1}{n} \sum_{j=1}^{N} \| I_i(x_v) - I_j(P_j(x_v), Z_i(x_v)) \|^2_2,$$  \hspace{1cm} (6)

where $I_i$ represents the intensity value of the main view, $I_j$ is the intensity value of the adjacent views of $I_i$. The selection of adjacent views is based on the matched feature number between the main and adjacent views. The gradient consistency is an important assumption for calculating the energy function.

$$E_{i,xy}(x_v, Z_i(x_v)) = \frac{1}{n} \sum_{j=1}^{N} \| J(I_i(x_v)) - J(I_j(P_j(x_v), Z_i(x_v))) \|^2_F,$$ \hspace{1cm} (7)

where $J(I_i(x_v))$ and $J(I_j(P_j(x_v), Z_i(x_v)))$ are the Jacobian of $I_i(x_v)$ and $I_j(P_j(x_v), Z_i(x_v))$, respectively. $\| \cdot \|_F$ denotes the Frobenius norm. we use a balancing factor $\gamma$ to give different weights to equation (6) and equation (7). Since photo-consistency constraint is accustomed to match the neighboring image set, the robustness is very weak. Because of this, we select the $3 \times 3$ patch centered on the projection point in the adjacent image set, and calculate the average light intensity value of the patch to improve robustness.

Finally, in order to get better robustness of assumption w.r.t. outliers and occlusions, we robustify the geometric energy function by applying an auxiliary penalty term [14]:

$$\Phi_{g,0}(s^2) = \Phi_{g,xy}(s^2) = \sqrt{s^2 + \epsilon^2},$$ \hspace{1cm} (8)

where $\epsilon > 0$ is a small constant to ensure differentiability.

In summary, we get the energy function of the final stereo...
data item:

\[ E_{i,g}(x_s, Z_i) = \int_{\Omega_i} (1 - \gamma) \cdot \Phi_E \cdot E_{i,0} + \gamma \cdot \Phi_E \cdot E_{i,xy} \cdot dx_i, \quad (9) \]

Here, the choice of \( \gamma \) is to better control the weight of \( E_{i,0} \) and \( E_{i,xy} \). The experiment demonstrates that this approach is robust and has a positive impact on the results.

2) SHADING CUES ENERGY

Wu et al. [12] propose an effective irradiance environment mapping model based on the Legendre polynomial principle. According to the principle of human vision, the natural environment light is mapped into a spherical harmonic model. An effective lighting mode is the basis of reconstructing 3D shapes from images. Similar to the work in [8] which assumes the reconstruction object is Lambert surface and the diffuse reflection intensity changes slowly with the direction of the normal vector. The irradiance map and the variation characteristics are described by the quantitative formula (10).

The irradiance \( E(n) \) is a function of the surface normal vector \( n \) of the object. This function obtains the analytical expression of the illumination irradiance by integrating the illumination energy of the upper hemisphere:

\[ E(n) = \int_{\Omega_i} L(\omega) \cdot (\omega^T \cdot n) d\omega, \quad (10) \]

where \( \omega \) is the negative incident light direction, \( n \) is the unit surface normal, \( L(\omega) \) stands for the incident radiance. By multiplying the albedo by the irradiance of the illumination, the irradiance (the gray value) \( R_i(x_s) \) of the surface of the object is obtained:

\[ R_i(x_s) = \int_{\Omega_i} \rho(x_s) \cdot E(n) d\omega, \quad (11) \]

where \( \rho(x_s) \) is the albedo at \( x_s \). Langguth et al. [15] also use the irradiance of Lambert surface to estimate the illumination parameters. The spherical harmonic function is an effective tool to process such signals:

\[ R_i(x_s) = \rho(x_s) \cdot \sum_{m=1}^{b^2} l_m H_m(\hat{n}(x_s)). \quad (12) \]

where \( H_m \) are the spherical harmonics basis functions, and \( l_m \) are the corresponding spherical harmonics represented in the spherical harmonics basis. \( b - 1 \) denotes spherical harmonics basis’s order. We must solve for the \( \rho(x_s) \), \( H_m \) \( l_m \) and the unit normal vector \( n \) of \( x_s \). The spherical harmonics basis function \( H_m \) are parametrized of a unit normal vector \( n \) of \( x_s \), and are defined as:

\[
\begin{align*}
H_0 &= 1.0 & H_1 &= \gamma \\
H_2 &= \gamma & H_3 &= k \\
H_4 &= \gamma & H_5 &= \gamma + k \\
H_6 &= \gamma & H_7 &= \gamma + 2k \\
H_8 &= \gamma + k & H_9 &= \gamma + 3k \\
H_{10} &= \gamma + 2k & H_{11} &= \gamma + 4k \\
H_{12} &= \gamma + 3k & H_{13} &= \gamma + 5k \\
H_{14} &= \gamma + 4k & H_{15} &= \gamma + 6k
\end{align*}
\]

(13)

We use a third-order spherical harmonic function, resulting in 16 lighting coefficients and 16 spherical harmonic basis functions. The calculation of lighting parameters \( l_m \) and albedo \( \rho(x_s) \) uses the idea of Langguth et al. [15]. \( l_m \) is computed ahead of surface optimization using the coarse initial surface model derived from basic stereo. Then albedo \( \rho(x_s) \) of \( x_s \) is calculated by Retinex-based assumption. The main advantage of this method is that the albedo is fixed as a constant term and the albedo is separated.

In order to separate the albedo from the irradiance function, we take the logarithm of the function and estimate its gradient

\[ \nabla \log(R_i(x_s)) = \frac{\nabla \rho(x_s)}{\rho(x_s)} + \frac{\sum_{m=1}^{b^2} l_m \nabla H_m(\hat{n}(x_s))}{\sum_{m=1}^{b^2} l_m H_m(\hat{n}(x_s))}. \quad (14) \]

According to the Retinex-based assumption: small gradients are caused solely by lighting. Therefore, formula(14) can be changed as:

\[ \nabla \log(R_i(x_s)) = \frac{\sum_{m=1}^{b^2} l_m \nabla H_m(\hat{n}(x_s))}{\sum_{m=1}^{b^2} l_m H_m(\hat{n}(x_s))}. \quad (15) \]

Here, we consider the final shading energy function \( E_{i,x}(x_s, Z_i) \), \( \nabla \log(R_i(x_s)) - \nabla \log(R_i(x_s)) \) is the residuals generated by shading energy function. So we get our shading cues energy function:

\[ E_{i,x}(x_s, Z_i) = \frac{\nabla I_i(x_s)}{I_i(x_s)} - \frac{\sum_{m=1}^{b^2} l_m \nabla H_m(\hat{n}(x_s))}{\sum_{m=1}^{b^2} l_m H_m(\hat{n}(x_s))}. \quad (16) \]

Since the albedo is locally constant, it can be seen from the above formula that the irradiance function is only determined by the normal and lighting coefficients of the surface.
3) JOINT ENERGY

Many works combine different method to build a model framework. A similar approach is used in our work.

The Retinex-based assumption contains an implicit regularization that the albedo is constant in local and can be pre-computed. So we assemble our final energy function:

\[ E(x, Z_i) = \sum_{v \in V_i} \alpha E_{i,g}(x_v, Z_i) + \frac{1 - \alpha}{||\nabla I(x_v)||_2^2} \cdot E_{i,s}(x_v, Z_i), \]

where \( E_{i,g}(x_v, Z_i) \) is stereo geometry data term and \( E_{i,s}(x_v, Z_i) \) is shading cues data term. Our energy function optimizes each pixel in each view.

**C. FRAMEWORK OPTIMIZATION**

Despite the stereo term and the shading cues term are different, we still use the framework of Semerjian [13] to minimize the residuals generated by our energy function. Semerjian [13] use a bicubic surface representation that relies on computer graphics theory. The shape of the surface depends mainly on surface depth values, the first-order derivative of the depth value along the x-direction, the depth value of the first-order derivative along the y-direction and the mixed second-order derivative of the depth value. It provides a continuous definition of depth values and surface normals that can be applied to the framework to minimize the energy function. After determining the surface representation, we optimize our framework. According to the optimization method proposed by Zollhofer et al. [8], we establish a nonlinear least squares problem:

\[
E(x, Z_i) = ||F(x)||_2^2, \quad ||F(x)||_2^2 = [f_1(x), f_2(x), f_3(x), f_4(x)]^T, \quad (18)
\]

where \( E(x, Z_i) \) is the final energy function, and \( ||F(x)||_2^2 \) is the vector of residuals generated by our energy. \( f_1, f_2, f_3, \) and \( f_4 \) represent the residuals of the surface depth value, the first-order derivative of the depth value along the x-direction, the depth value of the first-order derivative along the y-direction and the mixed second-order derivative of the depth value, respectively. The optimized parameters \( x^* \) are obtained by solving the minimization problem:

\[
x^* = \arg\min_x ||F(x)||_2^2. \quad (20)
\]

To this end, we linearize the vector field \( F(x) \) around \( x_k \) using a first-order Taylor expansion to obtain an approximation of \( F(x_{k+1}) \):

\[
F(x_{k+1}) \approx F(x_k) + J(x_k)\delta_k, \quad \delta_k = x_{k+1} - x_k, \quad (21)
\]

where \( J(x_k) \) is the Jacobian matrix of \( F \) evaluated at \( x_k \). We use this approach to transform the nonlinear least squares problem into a linear minimization problem:

\[
\delta_k^* = \arg\min_{\delta_k} ||F(x_k) + J(x_k)\delta_k||_2^2. \quad (22)
\]

This linear system can be solved by a variety of methods. In the paper, we choose this equation by Gauss-Newton method to find the best least squares solution \( \delta_k^* \):

\[
J(x_k)^T J(x_k)\delta_k^* = -J(x_k)^T F(x_k). \quad (23)
\]

where \( \delta_k^* \) is the update \( J(x_k)^T J(x_k) \) approximately equal to the Hessian matrix of the optimization parameters. To solve this equation, we first initialize the \( x_0 \) using pre-calculated depth values, first-order partial derivatives, second-order mixed derivatives, and illumination parameters, and successively compute the update \( \delta_k^* \) from \( x_k \) to \( x_{k+1} \). In order to solve for the linear update \( \delta_k^* \), we choose a pre-conditioned conjugate gradient(PCG) solver to optimize all
unknown parameters. In addition, in the optimization strategy, Zollhofer et al. [8] propose a coarse-to-fine optimization strategy, which effectively reduces the number of iterations and improves the convergence. First optimize $\delta^*_k$ in the coarsest resolution, and then transfer to sub-resolution optimization and finally until the finest resolution $\delta^*_k$ reaches the convergence completion iteration and then update the depth information.

**IV. EXPERIMENTS**

**A. EXPERIMENTAL DETAILS**

We test our method by combining MVS and shading cues using a variety of datasets. In experiments we make use of a fixed set of solver related parameters: 10 Gauss-Newton iterations per resolution level, 400 PCG iterations, and PCG tolerance is set to 0.005. In addition, $\alpha, \gamma, \epsilon$ are set to 0.8, 0.8, and 0.001, respectively.

We use a novel surface representation [13] that is a bicubic surface. The depth value on each pixel is implicitly generated according to the bicubic parameter. A large number of depth value will be generated in each view. Similar to other depth map fusion methods [27], we fuse depth maps from different view into a unified coordinate system. In order to improve the accuracy and completeness of the reconstruction, we use the visibility-based fusion algorithm [28] to suppress depth occlusions and violations.

After this, we use the statistical outlier removal (SOR) [29] filter, which can remove obvious outliers. In the experiment, the average distance $d$ from each point to the nearest 30 points is calculated, so that the distance of all points in the point cloud constitutes a Gaussian distribution. In order to effectively eliminate outliers, the mean and variance of the Gaussian distribution are set to be $d$ and 0.8, respectively.

In all experiments, depth and albedo are estimated from the original image. The initial depth information of an image is evaluated to provide a coarse initial surface model in order to pre-estimating the lighting parameters $l_m$.  

---

**FIGURE 5.** Visualization results of scans 1, 6, 11, 93 and 106 of DTU dataset [24]. Various research work of Multi-View Stereo is showed, such as Camp [5], SMVS [15], PMVS [3], OpenMVS [25], [26] and us.
B. EXPERIMENT ANALYSIS

The optimization goal is to better balance the accuracy and completeness of the model. To demonstrate the effectiveness of the joint optimization method, we use the fountain−p11 dataset from Strecha et al. [23] to perform MVS reconstruction and joint optimization reconstruction. Figure 4 shows the results of two optimization methods. The local depth information of MVS reconstruction is confusing, which leads to the unevenness of the object surface after meshing. However, the joint optimization reconstruction method optimizes the local depth information to make the depth more reliable.

We use the DTU benchmark dataset [24] for quantitative evaluation. The DTU dataset contains 80 different objects, each covered by 49–64 images of resolution 1600 × 1200 pixels. The captured scenes have varying reflectance, texture and geometric properties. The images were captured with different lighting conditions using a robot arm to accurately position the cameras. These five models with the most diffuse lighting are used in experiments to evaluate different work. Figure 5 shows the comparison between our algorithm and other research work.

Since our framework only uses a third-order spherical harmonic function to fit the lighting model, it is difficult to handle complex lighting scenes. The lighting in these models is relatively stable, which basically meets the requirements of diffuse reflection. To verify the robustness of the framework, these selected models have different illumination conditions. Scan1 and Scan6 belong to diffuse reflection, and the generated results are stable. Scan11 and Scan93 have slight specular reflection, which can test the robustness of the algorithm. The texture in the model Scan106 is relatively flat, and it is difficult to detect local features.

In the experiment, we compare our framework with the currently well-known MVS research work, such as Camp [5], Tola [4], Furu(PMVS) [3], Langguth(SMVS) [15], and the combination of open source SFM software OpenMVG [25] and dense point cloud reconstruction OpenMVS [26]. Figure 4 and Table 1 show Quantitative results of reconstruction. The four key quantitative indicators include completeness, accuracy, median completeness, and median accuracy. In the quantitative Fig.6, we find that the work of camp is more concerned with the completeness of the model. However, Furu and Ponce [3] and Tola et al. [4] are more concerned with the accuracy of the model. Similar to our work method, OpenMVS [26] and SMVS [15] pay more attention to both accuracy and completeness of the model. The overall accuracy and completeness are satisfactory. Our overall mean distance is 0.727mm. Compared with others, our method is more robust in terms of accuracy and completeness.

Finally, we create our own dinosaur dataset. This dataset contains 79 dinosaur images taken under soft lighting. We reconstruct the dinosaur model using our algorithm. The completeness and accuracy of the models reconstructed by our approach are relatively good. We also provide download links for such dataset and related parameter descriptions in the Fig.7.
FIGURE 7. Dinosaur datasets. We use the camera module of smartphone to collect images. As can be seen in the figure, we obtain relatively good result; the accuracy and completeness of the model are both relatively high, which indicates that our optimization algorithm is robust. We provide the URL download address of the dataset, please visit https://drive.google.com/open?id=1GVrN_kSkp68beyvPm2e510OkO Me nGIS.

TABLE 1. Points vs Points (mean distance).

| Method Name | Mean Distance (mm) | Median Distance (mm) |
|-------------|--------------------|----------------------|
|             | Acc.   | Comp. | Overall | Acc.   | Comp. | Overall |
| Camp [5]    | 0.695  | 0.814 | 0.755   | 0.446  | 0.206 | 0.326   |
| SMVS [15]   | 1.046  | 0.937 | 0.991   | 0.691  | 0.524 | 0.608   |
| PMVS [3]    | 0.530  | 1.352 | 0.944   | 0.316  | 0.579 | 0.447   |
| OpenMVS [25] | 0.683  | 0.815 | 0.749   | 0.797  | 0.506 | 0.588   |
| Tola [4]    | **0.328** | 1.374 | 0.851   | **0.215** | 0.555 | 0.385   |
| Ours        | 0.681  | **0.773** | **0.727** | 0.503  | 0.413 | 0.458   |

V. CONCLUSION
In the paper we propose a joint method for combining multi-view stereo and shading cues. The method overcomes some shortcomings of multi-view stereo and uses the shading cues of 2D images to refine the model. Our energy function maintains the advantages of these two items and performs depth optimization with various weighting parameters. At the same time, our optimization framework conducts multiple tests on public datasets and our own datasets. Comparing with the previous works, our reconstruction performance performs better in accuracy and completeness. In future work, we will consider the reconstruction algorithms that do not rely on Lambert surface.
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