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Abstract—In its simplest form the well known consensus problem for a networked family of autonomous agents is to devise a set of protocols or update rules, one for each agent, which can enable all of the agents to adjust or tune their “agreement variable” to the same value by utilizing real-time information obtained from their “neighbors” within the network. The aim of this paper is to study the problem of achieving a consensus in the face of limited information transfer between agents. By this it is meant that instead of each agent receiving an agreement variable or real-valued state vector from each of its neighbors, it receives a linear function of each state instead. The specific problem of interest is formulated and provably correct algorithms are developed for a number of special cases of the problem.

I. INTRODUCTION

In its simplest form the well known consensus problem [2] for a networked family of autonomous agents is to devise a set of protocols or update rules, one for each agent, which can enable all of the agents to adjust or tune their “agreement variable” to the same value by utilizing real-time information obtained from their “neighbors” within the network. The consensus problem is one of the most fundamental problems in the area of distributed computation and control. Consensus algorithms can be found as components of a large variety of more specialized algorithms in the area of distributed computation and control such as distributed algorithms for solving linear algebraic equations [3], distributed optimization problems [4], distributed estimation problems [5], and even some distributed control problems [6].

There are a great many variations of the consensus problem. For example, the agreement variables could be restricted to be real-valued vectors or alternatively integer-valued vectors [7]. The updating of agreement variables could be executed either synchronously or asynchronously [8]. The topology of the network could be fixed or changing with time [9]. There could be malicious agents attempting to prevent consensus [10]. There could be communication delays [11] or bit-rate constraints [12]. The target value of the agreement variables could be unconstrained or it could be some specified function of the initial values of the agents’ agreement variables as for example in distributed averaging [13] or gossiping [14]. Some versions of the problem such as when agreement variables take values in a finite set, defy deterministic solutions [7] whereas other versions of the problem do not.

The aim of this paper is to study the problem of achieving a consensus in the face of limited information transfer between agents. The problem setup is as follows. We consider a group of \( m > 1 \) autonomous agents labeled 1 to \( m \). Each agent \( i \) has a set of neighbors from whom agent \( i \) can receive information; the set of labels of agent \( i \)’s neighbors (excluding itself), denoted by \( \mathcal{N}_i \subseteq \mathbb{N} \), \( \mathbb{N} = \{1, 2, \ldots, m\} \), is part of the problem formulation. The neighbor sets \( \mathcal{N}_i \), \( i \in \mathbb{N} \), determine an \( m \)-vertex directed graph \( \mathbb{N} \) defined so that there is an arc (or a directed edge) from vertex \( j \) to vertex \( i \) just in case agent \( j \) is a neighbor of agent \( i \). Each agent \( i \) has an agreement variable or state \( x_i \in \mathbb{R}^n \) which it can adjust synchronously at times \( t \in \{0, 1, 2, \ldots\} \). At time \( t \), agent \( i \) receives from each neighbor \( j \in \mathcal{N}_i \) a signal \( s_{ji}(t) = C_{ji}x_j(t) \) where \( C_{ji} \) is a fixed real-valued matrix. A well-configured weighted neighbor graph \( \mathbb{N} \) is called consensus if local agreement implies consensus.

II. WELL-CONFIGURED SYSTEMS

Consider the multi-agent system just described. We say that the \( m \) agents are in local agreement with specific states \( x_i, i \in \mathbb{N} \), if \( C_{ji}x_i = C_{ji}x_j \) for all \( i \in \mathbb{N} \) and \( j \in \mathcal{N}_i \). We say that the \( m \) agents have reached a consensus with specific states \( x_i, i \in \mathbb{N} \), if \( x_i = x_j \) for all \( i, j \in \mathbb{N} \). A weighted neighbor graph \( \mathbb{N} \) is called well-configured if local agreement implies consensus.

A well-configured weighted neighbor graph \( \mathbb{N} \) has the following equivalent mathematical description. For each vertex \( i \in \mathbb{N} \), let \( d_i \) denote the number of neighbors of agent \( i \). Then \( d = \sum_{i=1}^{m} d_i \) equals the total number of directed edges in \( \mathcal{E} \). Let \( k_1, \ldots, k_{id_i} \) be an arbitrary ordering of the labels in \( \mathcal{N}_i \). Label all the \( d \) arcs from 1 to \( d \) according to the sequence.
Define the corresponding incidence matrix \( J \) as an \( m \times d \) matrix in which column \( k \) has exactly one 1 in row \( i \) and exactly one \(-1\) in row \( j \) if the \( k \)th arc in \( N \) is \((j, i)\). For any finite set of matrices \( \{M_1, M_2, \ldots, M_k\} \), we use blockdiag\( \{M_1, M_2, \ldots, M_k\} \) to denote the block diagonal matrix whose \( i \)th diagonal block is \( M_i \). Define

\[
C = \text{blockdiag}\{C_{k_1, 1}, \ldots, C_{k_1, d_1}, \ldots, C_{k_m, 1}, \ldots, C_{k_m, d_m}, \ldots, C_{k_{md}, m}\}.
\]

Let \( \tilde{J} = J \otimes I_n \) and \( \tilde{I} = I_m \otimes I_n \), where \( \otimes \) denotes the Kronecker product, \( I_n \) denotes the \( n \times n \) identity matrix, and \( I_m \) denotes the \( m \)-dimensional column vector whose entries all equal 1. Then it is not hard to verify that a weighted neighbor graph \( \bar{N} \) is well-configured if and only if

\[
\text{kernel} \ C \tilde{J} = \text{span} \ \tilde{I}. 
\]

In the case when \( \bar{N} \) is weakly connected, kernel \( \tilde{J} \) = span \( \tilde{I} \) [15, Theorem 8.3.1]; then (1) will be true if and only if

\[
\text{span} \ J' \cap \text{kernel} \ C = 0. 
\]

It is worth emphasizing that \( C \) and \( J \) are defined according to the same ordering of the arcs in \( \bar{N} \), and the necessary and sufficient condition (1) or (2) is independent of the ordering.

With the above in mind, the following two questions arise. First, what are the necessary and/or sufficient conditions on \( \bar{N} \) for which there exist \( C_{ji} \) matrices so that \( \bar{N} \) is well-configured? Second, if \( \bar{N} \) is well-configured, how can one construct a recursive distributed algorithm for each agent which will drive the system from arbitrary start states to local agreement and thus to a consensus? These are precisely what we consider in this paper.

### III. SYSTEM DESIGN

The goal of this section is to derive graph-theoretic conditions on which a multi-agent system can be well-configured.

As described, for any pair of neighboring agents, say agent \( i \) and its neighbor \( j \), agent \( j \) only sends \( C_{ji} x_j \) to agent \( i \) so that the transmitted vector size may be reduced and \( x_j \) may not be identified. Thus it is sometimes desirable that \( K_{ji} \neq 0 \), where \( K_{ji} \) denotes the kernel of \( C_{ji} \); otherwise \( x_j \) can be uniquely determined from \( C_{ji} x_j \). Also, if \( K_{ji} \neq 0 \), the size of \( C_{ji} x_j \) will be no smaller than that of \( x_j \).

A directed graph \( G \) is called rooted if it contains a directed spanning tree of \( G \), and called strongly connected if there is a directed path between each pair of distinct vertices. Every strongly connected graph is rooted, but not vice versa.

First, it is easy to see that if \( \bar{N} \) is not rooted, a consensus cannot be guaranteed for arbitrary initial values. We next consider some examples of rooted graphs.

#### A. Rooted Graphs

If \( \bar{N} \) is rooted, \( \bar{N} \) cannot be always well-configured with all \( K_{ji} \neq 0 \), as shown in the following lemma for path graphs.

**Lemma 1:** If \( \bar{N} \) is a directed path, then \( \bar{N} \) can be well-configured only if all \( K_{ji} = 0 \).

There exists a rooted graph which can be well-configured with all \( K_{ji} \neq 0 \); see Example 1 in [1].

It turns out that well-configuration characterization of rooted graphs is quite complicated. We thus leave it as a future direction and focus on strongly connected graphs in the next subsection.

#### B. Strongly Connected Graphs

Strong connectedness itself cannot guarantee well-configuration. To state our sufficient condition for well-configuration, we need the following concept from graph theory [16].

An *ear decomposition* of a directed graph without self-arcs\(^1\) \( G = (V, \mathcal{E}) \) with at least two vertices is a sequence of subgraphs of \( G \), denoted \( \{E_0, E_1, \ldots, E_p\} \), in which \( E_0 \) is a directed cycle, and each \( E_i, i \in p \), is a directed path or a directed cycle with the following properties:

1. \( \{E_0, E_1, \ldots, E_p\} \) form an arc partition of \( G \), i.e., \( E_i \) and \( E_j \) are arc disjoint if \( i \neq j \), and \( \bigcup_{i=0}^{p} E_i = G \);
2. For each \( i \in p \), if \( E_i \) is a directed cycle, then it has precisely one vertex in common with \( \bigcup_{j=0}^{i-1} E_j \); if \( E_i \) is a directed path, then its two end-vertices are the only two vertices in common with \( \bigcup_{j=0}^{i-1} E_j \).

Each of \( E_0, E_1, \ldots, E_p \) is called an *ear* of the decomposition. Not all directed graphs admit an ear decomposition. It has been proved that a directed graph has an ear decomposition if and only if it is strongly connected [16, Theorem 7.2.2]. It is also known that there exists a linear algorithm to find one ear decomposition of a strongly connected graph [16, Corollary 7.2.5]. A strongly connected graph may admit multiple ear decompositions, and apparently, the number of all possible different ear decompositions of a strongly connected graph is finite. It turns out that every ear decomposition of a strongly connected graph with \( m \) vertices and \( e \) arcs has \( e - m + 1 \) ears [16, Corollary 7.2.3]. To help understand the concept, an illustrative example is provided in Figure 1.

Two subspaces \( S_1 \) and \( S_2 \) of \( \mathbb{R}^n \) are independent if their intersection is the zero subspace, i.e., if \( S_1 \cap S_2 = 0 \). A finite family of subspaces \( \{S_1, S_2, \ldots, S_p\} \) is independent if

\[
S_i \cap \left( \bigcup_{j \neq i} S_j \right) = 0, \quad i \in p.
\]

**Theorem 1:** Suppose that \( \bar{N} \) is strongly connected and let \( D \) be an ear decomposition of \( \bar{N} \). If for each ear \( E \in D \), \( \{K_{ji} : (j, i) \in \mathcal{E}\} \) is an independent family, then \( \bar{N} \) is well-configured.

To prove the theorem, we first study directed cycles and paths since they are basic components in ear decompositions. To simplify notation, we label the vertices of an \( m \)-vertex directed cycle as \( 1 \to 2 \to \cdots \to m \to 1 \). Suppose that \( C_1, C_2, \ldots, C_m \) are given matrices, each with \( n \) columns. Suppose that for each \( i \in m \), agent \( i \) receives \( C_i x_{i-1} \) from agent \( i-1 \), where it is understood that agent 0 and agent \( m \)

\(^1\)The definition can be extended to more general directed multigraphs with self-arcs [16].
are one and the same, and that \( x_0 \triangleq x_m \). Thus for this \( \mathbb{N} \) to be well-configured means that the relations

\[
C_i x_i = C_i x_{i-1}, \quad i \in \mathbb{m},
\]

must imply that \( x_i = x_{i-1}, \quad i \in \mathbb{m} \). Let \( K_i \) denote the kernel of \( C_i \) for all \( i \in \mathbb{m} \).

**Lemma 2:** If \( \mathbb{N} \) is an \( m \)-vertex directed cycle, then \( \mathbb{N} \) is well-configured by matrices \( C_i, \quad i \in \mathbb{m} \), if and only if \( \{K_1, K_2, \ldots, K_m\} \) is an independent family.

It is easy to see that \( n \) is the maximum possible number of subspaces in an independent family of nonzero subspaces of \( \mathbb{R}^m \). We thus have the following immediate consequence of Lemma 2.

**Corollary 1:** If \( \mathbb{N} \) is an \( m \)-vertex directed cycle, then \( \mathbb{N} \) can be well-configured with all \( K_i \neq 0, \quad i \in \mathbb{m} \), if and only if \( m \leq n \).

More can be said.

**Lemma 3:** Let \( \mathbb{N} \) be an \( m \)-vertex directed cycle with edge set \( E_N \). Let \( E \) be a subset of \( E_N \) defined as \( E = \{(i,j) \in E_N : x_i = x_j \} \). Then \( \mathbb{N} \) is well-configured by matrices \( C_i, \quad i \in \mathbb{m} \), if and only if \( \{K_i : i \in \mathbb{m}, (i-1,i) \notin E \} \) is an independent family.

Lemma 3 immediately implies the following result.

**Corollary 2:** Let \( \mathbb{N} \) be an \( m \)-vertex directed cycle with edge set \( E_N \). Let \( E \) be a subset of \( E_N \) defined as \( E = \{(i,j) \in E_N : x_i = x_j \} \). Then \( \mathbb{N} \) can be well-configured with all \( K_i \neq 0 \) if and only if \( m - |E| \leq n \).

The above results can be directly applied to the following special case of path graphs.

To simplify notation, we label the vertices of an \( m \)-vertex directed path as \( 1 \rightarrow 2 \rightarrow \cdots \rightarrow m \). Suppose that \( C_2, \ldots, C_m \) are given matrices, each with \( n \) columns. Suppose that for each \( i \in \mathbb{m} \), agent \( i \) receives \( C_i x_{i-1} \) from agent \( i-1 \). Thus for this \( \mathbb{N} \) to be well-configured means that the relations \( C_i x_i = C_i x_{i-1}, \quad i \in \{2, \ldots, m\} \), must imply that \( x_i = x_{i-1}, \quad i \in \{2, \ldots, m\} \). Adding the arc \( (m,1) \) to the above path and imposing \( x_1 = x_m \) will lead to a special case satisfying the condition in Lemma 3 and Corollary 2, which immediately implies the following result.

**Corollary 3:** If \( \mathbb{N} \) is an \( m \)-vertex directed path with \( x_1 = x_m \), then \( \mathbb{N} \) is well-configured by matrices \( C_i, \quad i \in \{2, \ldots, m\} \), if and only if \( \{K_2, \ldots, K_m\} \) is an independent family, and thus \( \mathbb{N} \) can be well-configured with all \( K_i \neq 0, \quad i \in \{2, \ldots, m\} \), if and only if \( m - 1 \leq n \).

Comparing with Lemma 1, it is worth emphasizing that assuming \( x_1 = x_m \) significantly changes the condition for well-configuration of path graphs.

The proof of Theorem 1 can be found in [1] and provides a constructive approach that systematically designs \( C_{ji} \) matrices for a strongly connected multi-agent system to be well-configured.

For each ear decomposition, say \( D = \{E_0, E_1, \ldots, E_l\} \), let \( l(E_i) \) denote the length of ear \( E_i \), i.e., the number of arcs in \( E_i \). Theorem 1 immediately implies the following sufficient conditions for well-configuration.

**Corollary 4:** Suppose that \( \mathbb{N} \) is strongly connected and let \( D \) be an ear decomposition of \( \mathbb{N} \). If \( \max_{E_i \in D} l(E_i) \leq n \), then \( \mathbb{N} \) can be well-configured with all \( K_{ji} \neq 0, \quad i \in \mathbb{m}, \quad j \in N_i \).

More can be said. For a strongly connected graph \( G \), write \( D \) for the set of all possible ear decompositions of \( G \). Define

\[
\chi(G) = \min_{D \in D} \max_{E_i \in D} l(E_i).
\]

Since each ear decomposition begins with a directed cycle and the shortest possible length of a cycle is two, e.g., a pair of agents which are neighbors of each other, \( \chi(G) \geq 2 \).

**Corollary 5:** If \( \mathbb{N} \) is strongly connected and \( \chi(\mathbb{N}) \leq n \), then \( \mathbb{N} \) can be well-configured with all \( K_{ij} \neq 0, \quad i \in \mathbb{m}, \quad j \in N_i \).

Although Corollary 5 provides a weaker condition, to our knowledge, it is still an open problem to construct an efficient algorithm to find all ear decompositions of a strongly connected graph.

**C. Symmetric Directed Graphs**

A directed graph is called symmetric if whenever \( (i,j) \) is an arc in the graph, so is \( (j,i) \). A symmetric directed graph is often called undirected in the literature, which simplifies each pair of directed edges, say \( (i,j) \) and \( (j,i) \), to one undirected edge between vertices \( i \) and \( j \). We stick to the
term “symmetric directed graphs” because of definition of the incidence matrix given in Section II. Consider a symmetric directed graph with \( m \) vertices and \( d \) directed edges. Then \( d \) must be an even number. Our definition of an incidence matrix is of size \( m \times d \), while the standard definition of an incidence matrix of the corresponding undirected graph is of size \( m \times (d/2) \). Thus using the term “undirected” may cause confusion. It is worth noting that rooted and strong connectedness boil down to the same connectivity for symmetric directed graphs.

For any symmetric directed graph \( G \), since each pair of arcs between any pair of neighboring agents in a symmetric directed graph is a cycle with length 2, all these cycles form an ear decomposition, which leads to \( \chi(G) = 2 \). The following necessary and sufficient condition on well-configuration for symmetric directed graphs is easy to derive from Corollary 5.

**Theorem 2:** If \( N \) is a symmetric directed graph, then \( N \) can be well-configured with all \( K_{ij} \neq 0 \), \( i \in m \), \( j \in N \), if and only if \( N \) is strongly connected and \( n \geq 2 \).

As will be seen in the next section, there is a motivation, for the purpose of algorithm design, to figure out a condition under which a symmetric directed graph can be well-configured with the additional constraint that \( C_{ij} = C_{ji} \) for all \( i \in m \) and \( j \in N \). To this end, we need the following modified concept of ear decompositions.

A symmetric ear decomposition of a symmetric directed graph without self-arcs \( G = (V, E) \) with at least two vertices is a sequence of symmetric subgraphs of \( G \), denoted \( \{E_0, E_1, \ldots, E_p\} \), in which \( E_0 \) is a symmetric directed cycle, and each \( E_i \), \( i \in p \), is a symmetric directed path or a symmetric directed cycle with the following properties:

1) \( \{E_0, E_1, \ldots, E_p\} \) form an arc partition of \( G \), i.e., \( E_i \) and \( E_j \) are arc disjoint if \( i \neq j \), and \( \bigcup_{i=0}^{p} E_i = G \);

2) For each \( i \in p \), if \( E_i \) is a symmetric directed cycle, then it has precisely one vertex in common with \( \bigcup_{k=0}^{i-1} E_k \); if \( E_i \) is a symmetric directed path, then its two end-vertices are the only two vertices in common with \( \bigcup_{k=0}^{i-1} E_k \).

Each of \( E_0, E_1, \ldots, E_p \) is called a symmetric ear of the decomposition. Not all symmetric directed graphs admit a symmetric ear decomposition. A symmetric directed graph is called \( k \)-connected if, upon removal of any \( k - 1 \) two-length cycles, the resulting graph is still strongly connected. It has been proved that a symmetric directed graph has a symmetric ear decomposition if and only if it is 2-connected [17].

A 2-connected symmetric directed graph may admit multiple symmetric ear decompositions, and apparently, the number of all possible different symmetric ear decompositions is finite. For each symmetric ear decomposition, say \( D = \{E_0, E_1, \ldots, E_p\} \), let \( l(E_i) \) denote the length of symmetric ear \( E_i \), i.e., the number of two-length cycles in \( E_i \). Using the same arguments as in the proof of Theorem 1, we have the following result.

**Theorem 3:** Suppose that \( N \) is 2-connected symmetric directed graph and let \( D \) be a symmetric ear decomposition of \( N \). If for each symmetric ear \( E \in D \), \( \{K_{ij}f \in K_{ji} : (i, j) \in E\} \) is an independent family, then \( N \) is well-configured by matrices \( C_{ij} = C_{ji} \), \( i \in m \), \( j \in N \). If, in addition, \( max_{E \in D} l(E) \leq m \), then \( N \) can be well-configured with all \( K_{ij} = K_{ji} \neq 0 \), \( i \in m \), \( j \in N \).

In the sequel, we will propose and analyze a few distributed algorithms for well-configured systems under different scenarios.

IV. ALGORITHMS FOR SYMMETRIC DIRECTED GRAPHS

In this section, we assume that the neighbor graph is symmetric and \( C_{ij} = C_{ji} \) whenever agents \( i \) and \( j \) are a pair of neighbors. We begin with the simplest case in which the neighbor graph is fixed.

A. Fixed Symmetric Directed Graphs

Consider any strongly connected, symmetric directed graph \( N \) with \( m \) agents. Our first algorithm appeals to the idea of gradient descent in convex optimization, which is for each agent \( i \),

\[
x_i(t + 1) = x_i(t) - \alpha(t) \sum_{j \in N_i} \left[ (C_{ij}'C_{ij} + C_{ji}'C_{ji}) \times (x_i(t) - x_j(t)) \right],
\]

(4) where \( \alpha(t) \) is a positive time-varying stepsize satisfying \( \sum_{t=1}^{\infty} \alpha(t) = \infty \) and \( \sum_{t=1}^{\infty} \alpha^2(t) < \infty \).

**Theorem 4:** If \( N \) is a strongly connected symmetric directed graph and \( N \) is well-configured, then algorithm (4) will lead all the agents to reach a consensus.

The algorithm (4) involves a term \( (C_{ij}'C_{ij} + C_{ji}'C_{ji})(x_i(t) - x_j(t)) \) in each agent \( i \)’s update, where \( j \) is any neighbor of agent \( i \). In the case when \( C_{ij} \neq C_{ji} \), it will require that each agent \( i \) receives two signals, \( C_{ij}x_j(t) \) and \( C_{ij}x_j(t) \), from each of its neighbors at each time step. Although allowing \( C_{ij} \neq C_{ji} \) in a symmetric directed graph makes well-configuration easier in light of Theorem 2, transmitting two signals could be an issue in communication. In the case when \( C_{ij} = C_{ji} \), so that only one signal is transferred, the underlying symmetric directed graph will need to be 2-connected to guarantee well-configuration. These facts are true for all the remaining algorithms in this section.

The above algorithm requires all \( m \) agents share the same sequence of diminishing stepizes. Our second algorithm gets around this limitation and is thus fully distributed, which is described as follows.

Since well-configuration only depends on \( K_{ij} \), the kernel of \( C_{ij} \), \( i \in m \), \( j \in N_i \), without loss of generality, we assume each \( C_{ij} \) has full row rank and its rows are

\[ \{a \lor b\} \text{ to denote that either } a \text{ or } b \text{ is an element in the set.} \]

2This is because a symmetric ear decomposition of a symmetric directed graph is essentially equivalent to an ear decomposition of an undirected graph, and a \( k \)-connected symmetric directed graph is essentially equivalent to a \( k \)-edge-connected undirected graph.

3We use \( \{a \lor b\} \) to denote that either \( a \) or \( b \) is an element in the set.
orthonormal, which implies that \( C_{ij} C'_{ij} = I \) and \( P_{ij} \triangleq C'_{ij} (C_{ij} C'_{ij})^{-1} C_{ij} = C'_{ij} C_{ij} \) is an orthogonal projection matrix. For each agent \( i \in m \),

\[
x_i(t + 1) = x_i(t) - \frac{1}{2(d_i + 1)} \sum_{j \in N_i(t)} \left[ (C'_{ij} C_{ij} + C'_{ji} C_{ji}) \times (x_i(t) - x_j(t)) \right],
\]

(5)

**Theorem 5:** If \( N \) is symmetric, strongly connected and \( \tilde{N} \) is well-configured, then \( \tilde{J} C' \tilde{J}' \) is positive semidefinite with exactly \( m \) eigenvalues at zero.

**Lemma 4:** If \( \tilde{N} \) is well-configured, then \( \tilde{W} \tilde{J} C' \tilde{J}' \) is symmetric, strongly connected and \( \tilde{J}_k \) has a limit \( \tilde{z}^* \in \text{span} \tilde{I} \) for any initial vector \( \tilde{z}(0) \), the sequence of vectors generated by \( \tilde{z}(t + 1) = M_{\sigma(t)} \tilde{z}(t) \) has a limit \( \tilde{z}^* \in \text{span} \tilde{I} \).

To prove the theorem, we need the following lemmas.

**Lemma 5:** Suppose that a finite set of square matrices \( \{M_1, M_2, \ldots, M_p\} \) is paracontracting with respect to the vector norm \( \| \cdot \| \) if \( \| Mx \| \leq \| x \| \) and the strict inequality holds whenever \( Mx \neq x \).

It is easy to see that any symmetric matrix is paracontracting with respect to the 2-norm if all its eigenvalues lie in the interval \((-1, 1]\).

For a square matrix \( M \), we define its fixed point set as

\[
\mathcal{F}(M) = \{ x : Mx = x \}.
\]

Paracontracting matrices have the following properties.

**Lemma 6:** Suppose that a finite set of square matrices \( \{M_1, M_2, \ldots, M_p\} \) is paracontracting with respect to the same vector norm. Let \( \sigma(1), \sigma(2), \ldots \) be an infinite sequence of integers taking values in \( \{1, 2, \ldots, p\} \) and \( T \) be the set of all integers that appears infinitely often in the sequence. Then for any initial vector \( z(0) \), the sequence of vectors generated by \( z(t + 1) = M_{\sigma(t)} z(t) \) has a limit \( z^* \in \bigcap_{t \in T} \mathcal{F}(M_t) \).
The lemma is a special case of Theorem 1 in [19].

We also need the following lemmas.

**Lemma 7:** Let $\bar{W} = W \otimes I$, where $W$ is a positive diagonal matrix. If $\bar{N}$ is well-configured, then $JC'WJC'$ has exactly $n$ eigenvalues at zero, and all the remaining eigenvalues are positive.

**Lemma 8:** Let $G$ be a symmetric, spanning subgraph of $\bar{N}$, $W'$ be the spanning weight matrix of $G$, and $J$ be the spanning incidence matrix of $G$. Then all the eigenvalues of $I - \frac{1}{2}JC'WJC'$ lie in $(-1, 1)$. If furthermore $G = \bar{N}$, $I - \frac{1}{2}JC'WJC'$ has exactly $n$ eigenvalues at one and all the remaining eigenvalues lie in $(-1, 1)$.

The above lemma implies that each update matrix $(I - \frac{1}{2}J(t)C'W(t)JC'(t))$ in (7) is paracontracting with respect to the 2-norm.

**Lemma 9:** Let $G_1, G_2, \ldots, G_p$ be a finite set of symmetric, spanning subgraphs of $G$. If the union of $G_1, G_2, \ldots, G_p$ is $G$, then kernel $CJC' = \text{kernel } C(\sum_{i=1}^{p} W_i^{1/2} J_i)$, where $J$ is the incidence matrix of $G$, $J_i$ is the spanning incidence matrix of $G_i$, and $W_i$ is the spanning weight matrix of $G_i$.

**V. ALGORITHM FOR DIRECTED CYCLES**

Consider an $m$-vertex directed cycle $1 \to 2 \to \cdots \to m \to 1$ whose local agreement equations are given in (3). The agents update their states as follows:

$$x_i(t+1) = x_i(t) - \frac{1}{2} P_i(x_i(t) - x_{i-1}(t)), \quad i \in m,$$

(8)

where $P_i = C'_{i}(C_{i}C'_{i})^{-1}C_{i}$ is a projection on $K_{i}^{\perp}$.

**Theorem 7:** If $\bar{N}$ is an $m$-vertex directed cycle and $\bar{N}$ is well-configured, then algorithm (8) will lead all $m$ agents to reach a consensus exponentially fast for any initial states.

**VI. CONCLUSION**

In this paper, we have studied the problem of achieving a consensus in the face of limited information transfer between agents, in which each agent receives a linear function of the state of each of its neighbors; in the case when the linear function is realized by a matrix whose kernel is nonzero, the neighbor’s state cannot be determined by the information transferred. From this perspective, the problem studied here is related to so-called privacy preserving consensus problems [20], which typically rely on carefully designed additive noise. The limited information idea here can be used to protect the privacy of agents’ states without adding noise. The problem is also related to the compressed communication techniques which have been recently used to address the communication bottleneck in distributed optimization and machine learning [21].

The feasibility of the problem of interest has been termed as well-configuration. Sufficient conditions for a multi-agent system to be well-configured have been provided for different types of directed graphs. For well-configured multi-agent systems, provably correct distributed algorithms have been developed for a number of special cases of the problem. It turns out that the state forms of these algorithms share similarity with so-called matrix-weighted consensus processes [22], [23]. Our results imply that the existing sufficient conditions for matrix-weighted consensus, which usually require a tree whose matrix-valued weights are all positive definite, can be significantly relaxed.
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