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SUMMARY The precise noise modeling of complementary metal oxide semiconductor image sensor (CMOS image sensor: CIS) is a significant key in understanding the noise source mechanisms, optimizing sensor design, designing noise reduction circuit, and enhancing image quality. Therefore, this paper presents an accurate random telegraph signal (RTS) noise analysis model and a novel quantitative evaluation method in motion picture for the visual sensory evaluation of CIS. In this paper, two main works will be introduced. One is that the exposure process of a video camera is simulated, in which a Gaussian noise and an RTS noise in pinned-photodiode CMOS pixels are modeled in time domain and spatial domain; the other is that a new video quality evaluation method for RTS noise is proposed. Simulation results obtained reveal that the proposed noise modeling for CIS can approximate its physical process and the proposed video quality evaluation method for RTS noise performs effectively as compared to other evaluation methods. Based on the experimental results, conclusions on how the spatial distribution of an RTS noise affects the quality of motion picture are carried out.
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1. Introduction

With the increasing demand for human vision, how to export higher quality images and video becomes the central consideration for the design of next generation of image sensor. The higher quality image refers to an image with higher resolution and having less noise. At present there exists typically two classes of image sensor in the market, complementary metal oxide semiconductor image sensor (CMOS image sensor: CIS) and Charge Coupled Device (CCD). On one hand, the drawback of CIS is its higher noise than CCD. On the other hand, its strength is fewer components, lower power consumption and faster data acquisition. More important is that the subminiatuure pixel to achieve high resolution by means of CIS is easier to be implemented due to the highly developed technology for CMOS devices production [1], [2].

However, problems also appear at the time of downscaling of CIS pixel. One of them is low-frequency (LF) noise, which leads to a significantly perceptual impact on motion pictures and consists of a Gaussian component noise and a non-Gaussian component noise referring to a Random Telegraph Signal (RTS) noise [3]. And the RTS noise is a fluctuation in current or voltage with random discrete impulses of equal heights resulting from carrier trapping and de-trapping into single oxide defect in the surface of Source Follower transistor [4]. For example, a two-level RTS noise is shown in Fig. 1, where \( \tau_{u,s} \) and \( \tau_{d,p} \) are the \( s \)-th and \( p \)-th duration of an impulse in the up and down time respectively, and \( \Delta I \) is the amplitude of the RTS noise.

Cost control for canceling RTS noise source comes up as another problem caused by the downsampling of CIS pixel. The reason is that the single oxide defect cancelation in the surface of MOSFETs is extremely difficult and has high cost for CIS manufacturing process. And the cost is almost proportionate to the number of pixels having to be de-defected.

According to the two problems mentioned above, we have to decrease the cost as much as possible on the premise of which the distortion of motion pictures could be ignored. As a consequence, we need an accurate noise model of CIS in order to estimate the degree of distortion in a motion picture degraded by LF noise, especially RTS noise.

In the previous works based on Shockley-Read-Hall model [5], the theoretical foundation of RTS noise, a probability density function (PDF) or a noise power spectral density (P.S.D) function of the observed signal used to be calculated in time domain [6]–[8] or in frequency domain [4], [9]–[11]. Beside, Konczakowska [3], [12] proposes a novel approach to identify RTS noise of semiconductor devices. However, all these research concentrate on the behavior or...
characteristics of RTS noise in a single CIS pixel in time domain, in frequency domain or both of them based on experiments on physical devices. On the contrary, Kobayashi [13], Wang [14] describe the spatial distribution of RTS noise but still merely give physical experimental results. Nevertheless, researchers are always in need of the mathematical modeling of RTS noise to analyze and reduce RTS noise in motion pictures, which is a more convenient but less costly tool to study the mechanism of RTS noise and its impact on motion pictures compared with the physical methods. From this point of view, Picinbono [15] analyzes the RTS using statistical method, but it is also limited to the individual RTS behavior.

Based on the accurate modeling of the RTS noise of CIS, we then need a proper tool to evaluate the video quality degraded by RTS noise. Peak signal-to-noise ratio (PSNR) is the most easily calculated and widely adopted image and video quality evaluation method. However, PSNR is somewhat a mean value in nature. Recently a number of video quality metrics which motivate human visual sensitivity based on spacial contrast sensitivity function have been proposed, i.e., just noticeable distortion[16]–[18]. There are also some video quality evaluation methods focusing on compressed motion pictures using discrete cosine transform (DCT), i.e., Movie Quality Evaluation (MQE)[19], Video Quality Matrix (VQM) [20] and Digital Video Quality (DVQ)[21]. Ji [22] even applies fuzzy synthetic judgment to evaluate the compressed video. However, almost all of the related works on video quality mentioned above either calculate some mean values or require a huge computing complexity, which is ineffective for RTS noise case by the reason that only several percent of pixels on a CIS have single oxide defect in the surface of Source Follower.

Calculating those parameters in time domain or in frequency domain is definitely helpful to estimate the mechanism of RTS noise in a single CIS pixel. However, an image usually consists of millions of pixel instead of a single pixel. Thus, it is more significant to study and evaluate the collective behavior of RTS noise on an image sensor than that in a single CIS pixel. In order to solve the two problems introduced above, we propose a precise noise modeling of CIS in motion pictures and develop an effective video quality evaluation method in this paper.

This paper is organized as follows. Section 2 firstly presents a motion picture simulator with newly proposed RTS noise model, which is concerned primarily with the spatial distribution of its noise source on a CIS instead of a single pixel. Section 3 shows the proposed video quality evaluation method for RTS noise on a CIS in motion pictures which is named as RTS Video Quality (RTS_VQ). Using this simulator with RTS_VQ, the sensory rating of CIS imaging with RTS noise is obtained by our video quality evaluation method. And experimental results are summarized in Sect. 4. Eventually, the conclusion is presented in Sect. 5.

2. Proposed RTS Noise Model

The proposed RTS noise model in this study consists of a Gaussian component noise and a non-Gaussian component noise [3]. To intuitively observe the perceptual impact on motion pictures of the proposed noise modeling, we add it onto a motion picture whose frames are all Macbeth chart as shown in Fig. 2 [23]–[26] by means of simulating the exposure process of a digital camera. The flowchart of the exposure process of a digital video camera is given as Fig. 3, and the proposed modeling is one of its physical processes.

For digital camera, the output of a pixel on a CIS is a three dimensional quantity, $P_{i,j}(k)$, $i \in [1,M]$, $j \in [1,N]$, $k \in [1,K]$, where $i$ and $j$ are the location of pixel in spatial domain and $k$ is its calibration in time domain; $M$, $N$ are the size of the CIS, and $K$ is the number of frames as shown in Fig. 4. To evaluate the fluctuation of the proposed noise modeling in the time domain, quantity noise level denoted as $NL$ is proposed and defined as (1)–(3),

$$P_{i,j}(k) = f(v_{i,j}(k))$$  

(1)

$$\sigma_{i,j}^2 = \frac{1}{K} \times \sum_{k=1}^{K} P_{i,j}(k) - \bar{P}_{i,j}(k)^2$$  

(2)

$$NL_{i,j} = \frac{1}{8} \times \sigma_{i,j}$$  

(3)

where $v_{i,j}(k)$, $\sigma_{i,j}^2$, and $NL_{i,j}$ are the output, variance and noise level of pixel $P_{i,j}$, and $g_r$ is the noise gain of analog-to-digital conversion. Based on the definition of $NL$, another quantity, noise histogram, which is the histogram of $NL$ of all pixels of CIS, has been proposed to describe the spatial distribution of RTS noise sources with different noise levels on a CIS.

2.1 Gaussian Component Noise Modeling

According to the shape of noise histogram, dark current shot noise and dark current FPN, thermal noise, reset noise, 1/f noise, and light FPN are modeled as the Gaussian component noise. Table 1 shows the detail information about all these noise mentioned above, where $k$ is the Boltzmann constant, $T$ is Kelvin temperature, $g_m$ is the gain of the conductance between transistors, $C$ is capacitance, $e$ is the charge...
Fig. 3 Flowchart of the exposure process of a digital video camera.

Fig. 4 Pixel output of pixel \((i, j)\) in frame sequence.

Table 1 Gaussian component noise list.

| Noise Type                        | Distribution | \(\mu\) | \(\sigma\) |
|-----------------------------------|--------------|---------|-----------|
| dark current shot noise           | Poisson      | -       | -         |
| dark current FPN                  | Weibull      | -       | -         |
| thermal noise                     | Gaussian     | 0       | \(\sqrt{4kT/g_m}\) |
| reset noise                       | Gaussian     | 0       | \(\sqrt{kTC/e}\) |
| 1/f noise                         | Gaussian     | 0       | \(\sigma_{1/f}\) |
| light FPN                         | Gaussian     | 0       | \(\sigma_{lFPN}\) |

do one electron, and \(\sigma_{lFPN}\) and \(\sigma_{1/f}\) are the standard deviation of light FPN and 1/f noise respectively. The value of \(\sigma_{lFPN}\) is related to the photon number and \(\sigma_{1/f}\) is defined as (4)--(8),

\[
\sigma_{1/f1} = \frac{1}{\eta_{pin}} \int_{1}^{10^6} \frac{K_{flicker}e_p}{\sqrt{L_{ap}W_{ap}f}} df
\]
\[
\sigma_{1/f2} = \frac{1}{\eta_{pin}} \int_{1}^{10^6} \frac{K_{flicker}e_c}{\sqrt{L_{ac}W_{ac}f}} df
\]
\[
\sigma_{1/f3} = \frac{1}{\eta_{pin}} \int_{1}^{10^6} \frac{K_{flicker}e_p}{\sqrt{L_{sp}W_{sp}f}} df
\]
\[
\sigma_{1/f4} = \frac{1}{\eta_{pin}} \int_{1}^{10^6} \frac{K_{flicker}e_c}{\sqrt{L_{sc}W_{sc}f}} df
\]
\[
\sigma_{1/f} = \sqrt{\sigma_{1/f1}^2 + \sigma_{1/f2}^2 + \sigma_{1/f3}^2 + \sigma_{1/f4}^2}
\]

where \(K_{\text{flicker}}\) is a constant, \(I_p, I_c\) are drain current of a pixel and a column, \(L_{ap}, W_{ap}\) are the size of the amplifying transistor of a pixel, \(L_{sp}, W_{sp}\) are the size of the select transistor of a pixel, \(L_{ac}, W_{ac}\) are the size of the select transistor of a column, and \(\eta_{pin}\) is the transfer efficiency of the photodiode of a CIS pixel. The noisy Macbeth chart polluted by the Gaussian component noise is shown in Fig. 5.

2.2 Non-Gaussian Noise Modeling

2.2.1 RTS Noise Modeling in Time Domain

As the two-level RTS noise is caused by electron capture and emission by the single oxide defect in the surface of Source Follower, there are usually three parameters to estimate the properties of RTS noise in time domain, i.e., mean time of capture and emission subsection \(\tau_c, \tau_e\), and the amplitude \(\Delta I\) in traditional research. In this paper, we assume that correlated-double sampling (CDS) has reacted on RTS noise for noise modeling of CIS [14], [27]. The pixel output and the histogram of RTS noise after CDS are shown in Fig. 6 and Fig. 7, where \(S/HR\) and \(S/HS\) are sampling at the time of reset and signal respectively. And the pixel output, CDS_Signal after CDS is given as (9). And pixel output is defined as the photoelectron number (PEN) in this study.

\[
\text{CDS}_\text{Signal} = S/HS - S/HR
\]
where $P_1$ and $P_2$ are the probabilities of trap occupancy of S/HR and S/HS respectively. The histogram of the ideal pixel output of RTS in the ideal condition is given as Fig. 7.

### 2.2.2 RTS Noise Modeling in Spatial Domain

As introduced before, the collective behaviors of RTS noise on a CIS are more important to achieve high quality videos and to provide a reference of video distortion to CIS manufacturing process in order to estimate the degree of distortion of motion pictures.

Firstly, the noise histogram of a CIS only with the Gaussian component noise is calculated based on the work in [13] and shown in Fig. 9, in which the number of pixels where $NL = x$, $P_{Norm}$ is given as (10),

$$P_{Norm}(x) = \kappa \times \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$

where $\kappa$ is a coefficient related to the scale parameter of the spatial distribution of the Gaussian component noise. And the vertical-axis and horizontal-axis represent the number of pixels and Digital Number (DN) of $NL$ respectively.

Secondly, the noise histogram of a CIS with not only the Gaussian component noise but also the non-Gaussian component noise is calculated based on the work in [4], [11], [14], [28]–[31] and determined by the exponential distribution with two parameter $\alpha$ and $\beta$, which is shown in Fig. 10. However, it is not nearly enough to determine a RTS noise on a pixel merely using quantity $NL = x$, $P_{RTS}$ is given as (11),

$$P_{RTS}(x) = \alpha \times e^{-\beta x}$$

where $\alpha$ and $\beta$ are coefficients related to the scale parameter and the slope parameter of the spatial distribution of the RTS noise respectively. To build up the noise histogram in Fig. 10, we have applied numerical analysis methods to compute $\kappa_1$ and connection point $\Psi$ in (12)–(14).

$$P_{Norm}(x) = \kappa_1 \times \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$

$\kappa_1$ and $\Psi$ are the constants-obtained from the noise model, respectively, $\kappa_1$ is a coefficient related to the scale parameter of the spatial distribution of the Gaussian component noise. And the vertical-axis and horizontal-axis represent the number of pixels and Digital Number (DN) of $NL$ respectively.
\[ \sum_{x=0}^{N} P_{\text{Norm}}(x) = \sum_{x=0}^{\Psi_x} P_{\text{Norm}}(x) + \sum_{x=\Psi_x+1}^{N} P_{\text{RTS}}(x) \] (13)

where \( \kappa_1 \) is scale parameter, \( \Psi_x \) is x-coordinate of the connection point \( \Psi \) in Fig. 10, and \( N \) is the maximum value of \( NL \).

In fact, a CIS pixel with RTS noise usually has larger amplitude \( \Delta I \) but smaller probabilities \( P_1 \) and \( P_2 \) as shown in Fig. 11, vice versa. The actual reason is that the amplitudes of the pixels on a CIS at certain \( NL \) follow a Gaussian distribution with mean \( \mu_1 \) and standard deviation \( \sigma_1 \) instead of the same values, which is named as Gaussian amplitude in this study.

The noisy Macbeth chart with the newly proposed noise modeling of CIS is shown in Fig. 12. Figure 12 (a) only includes the Gaussian component noise. In Fig. 12 (b) both the Gaussian component noise and the non-Gaussian component noise are included.

### 3. Evaluation Method

In order to provide a reference to CIS manufacturing process to evaluate the quality of videos degraded by RTS noise is another objective of this paper. In previous work, PSNR is one of the most widely used methods to evaluate image quality and video quality using mean square error (MSE). However, it is not reasonable for RTS noise case since the number of pixels which are RTS noise sources is very small compared with the total pixel number of a CIS. The results of this is that motion pictures with quite different noise levels have almost identical PSNR values. RTS\_VQ is a metric to evaluate the perceptual impact of distortion introduced by RTS noise and is developed to reflect the relationship between the video quality and the spatial distributions of RTS noise source.

RTS\_VQ model has its inherent advantages for RTS noise compared with other video quality evaluation methods. Since on one hand, RTS\_VQ emphasizes the effect of larger \( NL \) rather than equally treats all \( NLs \); on the other hand, RTS makes use of the characteristics of the spatial distribution of RTS noise on a CIS, which are noise histograms of R, G, and B channels respectively. All these noise histograms have been calculated during the noise modeling in Sect. 2. It is therefore that only simple algebraic operations

\[ P_{\text{Norm}}(\Psi_x) = P_{\text{RTS}}(\Psi_x) \] (14)
are needed to calculate $RTS_{VQ}$ by (15)–(18),

$$D_m = \sqrt{R D_m^2 + G D_m^2 + B D_m^2}$$  
(15)

$$D_{M_i}^r = (D_{M_i} \times S_{i})^2, i = R, G, B$$  
(16)

$$D_M = 10 \times \sqrt{D_{MR}^2 + D_{MG}^2 + D_{MB}^2}$$  
(17)

$$RTS_{VQ} = D_m + 0.005 \times D_M$$  
(18)

where $D_m$ is the mean distortion of the video; $RD_m$, $GD_m$, and $BD_m$ are mean distortion of $R$, $G$ and $B$ channels respectively; $D_M$ is the maximum distortion of the video; $D_{MR}$, $D_{MG}$, $D_{MB}$, and $D_{MB}$ are maximum distortion and slope of $R$, $G$ and $B$ channels respectively, and $D_{M_i}$ is just a temporary variable for calculation; 0.005 is the maximum distortion weight parameter which is chosen based on several primitive psychophysics experiments [22]; 10 is the scale parameter in order to provide a reasonable value of $RTS_{VQ}$. If the value of maximum distortion weight parameter is smaller than 0.005, the contribution of pixels on the large noise level will be decreased. Consequently, the $RTS_{VQ}$ becomes a averaging value like PSNR. In contrast, if the value of maximum distortion weight parameter is larger than 0.005, the contribution of pixels on the large noise level will be increased. And the mean distortion, which indicates the major information of an image, will be immensely weakened. And the flowchart of $RTS_{VQ}$ calculation is shown in Fig. 13.

4. Experimental Results and Discussion

We developed a video camera exposure simulator (VCES) to simulate the imaging process of a CIS, the flowchart of which is shown in Fig. 2. The proposed noise modeling of CIS is included in VCES. The VCES in experiments is analogous to a video camera, and parameters configuration of them are similar and given in Table 3. The output of VCES is a motion picture with 30 frames per second, in which a frame is a 480 × 720 Macbeth chart. And one of the experimental results of Macbeth chart with the proposed RTS noise model is shown in Fig. 14.

As shown in Table 3, the size of a CIS pixel in VCES is a $2 \mu m \times 2 \mu m$ submicron MOSFET device pronounced by RTS noise. In order to test the proposed noise modeling of CIS, five different noisy conditions are listed in Table 4, where CP denotes the connected point in the noise histogram. In $RTS_0$, only the Gaussian noise is considered. In $RTS_{1-4}$, RTS noise is also included. The noise histograms of $RTS_{1-4}$ are shown in Fig. 15 and that of $RTS_0$ has been shown in Fig. 10, in which all the noise histograms are in the condition of Gaussian amplitude where $\sigma_1 = 2$, the default value in VCES. According to the experimental results of $RTS_1$, the pixel output of $P_{686,360}$ and $P_{689,40}$ are shown in Fig. 16 (a) and (b) respectively.

Video quality evaluation metrics PSNR, DVQ, MQE, and VQM have been used for comparison to demonstrate the effectiveness of $RTS_{VQ}$. As a result of that VQM is proposed to improve the performance of DVQ [20], only the values of PSNR, MQE, and VQM for $RTS_{0-4}$ are calculated. The definition of PSNR is given as (19)–(23),

$$MSE_R = \frac{1}{LMN} \sum_{i=0}^{L} \sum_{j=0}^{M} \sum_{k=0}^{N} (O_{i,j,k} - I_{i,j,k})^2$$  
(19)

$$MSE_G = \frac{1}{LMN} \sum_{i=0}^{L} \sum_{j=0}^{M} \sum_{k=0}^{N} (O_{i,j,k} - I_{i,j,k})^2$$  
(20)

$$MSE_B = \frac{1}{LMN} \sum_{i=0}^{L} \sum_{j=0}^{M} \sum_{k=0}^{N} (O_{i,j,k} - I_{i,j,k})^2$$  
(21)

$$MSE_V = \frac{1}{3} \times (MSE_R + MSE_G + MSE_B)$$  
(22)

Table 3 Configuration of VCES.

| Parameter       | Value | Parameter       | Value |
|-----------------|-------|-----------------|-------|
| Focus           | 4     | Intensity       | 320   |
| ISO             | 200   | Shutter Speed   | 0.004s|
| Pixel Pitch     | 2 \mu m | Color Temp   | 55000K|
| Sensor Temperature | 300K  |                 |       |

Fig. 14 Simulation results of Macbeth chart with the proposed noise modeling of CIS.

Fig. 15 Noise histogram of $RTS_{1-4}$ from (a) to (d).
\[
\text{PSNR} = 10 \log \left( \frac{\text{Peak Signal}^2}{MSE_V} \right)
\]

where \( O_{i,j,k_{R}}, O_{i,j,k_{G}} \), and \( O_{i,j,k_{B}} \) are gray scale of red, green, and blue channels of a noisy motion picture; \( I_{i,j,k_{R}}, I_{i,j,k_{G}}, I_{i,j,k_{B}} \) are gray scale of red, green, and blue channels of the reference motion picture; \( L \) is frame number; \( M \) and \( N \) are the width and height of the CIS in VCES; \( MSE_{R}, MSE_{G}, \) and \( MSE_{B} \) are MSE values of red, green, and blue channels of a noisy motion picture; \( MSE_{V} \) is MSE value of a noisy motion picture; and Peak Signal is the maximum gray scale of the frames in VCES.

As the results of PSNR and RTS \(_\text{VQ} \) for \( RTS_{0-4} \) shown in Table 4, PSNR remains identical as expected, while RTS \(_\text{VQ} \) can evaluate the video distortion by RTS noise well. It is also shown in Table 4 is that RTS \(_\text{VQ} \) decreases indicating worse video quality as \( \sigma_{1} \) decreases resulting from RTS noise with large amplitude appears. And the noise histogram of \( \sigma_{1} = 0.5 \) is more fitting to the physical experimental results. According to the results in Table 4 and Table 5, PSNR and VQM are almost identical for RTS noise case. MQE seems to be resolvable compared to PSNR and VQM. However, there is no rule for the values of MQE to follow in the changing of RTS noisy situations. More experimental results for comparison between RTS \(_\text{VQ} \) and PSNR as the change of \( \alpha \) and \( \beta \) are shown in Fig. 17. Based on the experimental results in Table 4 and Fig. 17, the effectiveness of the proposed video quality evaluation method RTS \(_\text{VQ} \) is demonstrated.

As shown in Fig. 14, different noise levels, high noise, moderate noise and low noise are marked with white circles with the newly proposed noise modeling of CIS. Especially, we have a small area of the noisy Macbeth charts enlarged to emphasize the impact of noise on a frame. Figure 12 (a) shows some irregular streaks caused by the Gaussian component noise, and in Fig. 12 (b) and Fig. 14, prominent spots caused by RTS noise appear. Further, it can be seen from the result of motion pictures that flickers caused by RTS noise significantly affect human visual sensitivity which could be reflected by the noise histogram changing in Fig. 15. As shown in Fig. 15 (a) and (c), the RTS \(_{1} \) and the RTS \(_{3} \) have the same values of parameter \( \beta \) but the different values of \( \alpha \). Correspondingly, the straight downward-sloping lines of the noise histograms in Fig. 15 (a) and (c) have same shape but different scales. So are the RTS \(_{2} \) and the RTS \(_{4} \) in Fig. 15 (b) and (d). Comparatively, the RTS \(_{3} \) and the RTS \(_{4} \) shown in Fig. 15 (a) and (b) respectively have the same values of parameter \( \alpha \) but the different values of \( \beta \), which results in totally different shape of noise histograms. And the RTS \(_{2} \) and the RTS \(_{4} \) in Fig. 15 (b) and (d) are in the same way. In addition, as the pixel outputs shown in Fig. 16 (a) and (b),
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Fig. 16 Experimental results of pixel output of (a) \( P_{686,360} \) and (b) \( P_{89,40} \).

| Noise Cond | RTS \(_{0-4} \) | \( \alpha \) | \( \beta \) | \( \Psi_{x} \) | \( \Psi_{y} \) | Fixed Amplitude | Gaussian Distributed Amplitude |
|------------|----------------|-----------|-----------|-------------|-------------|----------------|-----------------------------|
|            | \( \sigma_{1} = 2 \) | \( \sigma_{1} = 0.5 \) | \( \sigma_{1} = 2 \) | \( \sigma_{1} = 0.5 \) |
| \( RTS_{0} \) | - | - | - | - | - | - | - |
| \( RTS_{1} \) | 5000 | 0.0782 | 9 | 2474 | 14.38 | 13.25 | 14.38 | 13.25 | 14.38 | 13.25 | 14.38 | 13.25 |
| \( RTS_{2} \) | 5000 | 0.2482 | 10 | 418 | 14.38 | 15.81 | 14.38 | 15.53 | 14.38 | 15.64 | 14.38 | 15.53 |
| \( RTS_{3} \) | 1000 | 0.0782 | 10 | 457 | 14.38 | 21.44 | 14.38 | 21.08 | 14.38 | 21.24 | 14.38 | 21.08 |
| \( RTS_{4} \) | 1000 | 0.2482 | 10 | 84 | 14.38 | 14.99 | 14.38 | 14.64 | 14.38 | 14.73 | 14.38 | 14.64 |

| Noise Cond | RTS \(_{0-4} \) | \( \alpha \) | \( \beta \) | \( \Psi_{x} \) | \( \Psi_{y} \) | Fixed Amplitude | Gaussian Distributed Amplitude |
|------------|----------------|-----------|-----------|-------------|-------------|----------------|-----------------------------|
|            | \( \sigma_{1} = 2 \) | \( \sigma_{1} = 0.5 \) | \( \sigma_{1} = 2 \) | \( \sigma_{1} = 0.5 \) |
| \( RTS_{0} \) | - | - | - | - | - | - | - |
| \( RTS_{1} \) | 5000 | 0.0782 | 9 | 2474 | 6.07 | 0.76 | 6.07 | 0.76 | 6.07 | 0.76 |
| \( RTS_{2} \) | 5000 | 0.2482 | 10 | 418 | 6.55 | 0.77 | 5.82 | 0.77 | 5.69 | 0.77 |
| \( RTS_{3} \) | 1000 | 0.0782 | 10 | 457 | 6.00 | 0.76 | 5.99 | 0.76 | 5.96 | 0.76 |
| \( RTS_{4} \) | 1000 | 0.2482 | 10 | 84 | 5.59 | 0.76 | 5.91 | 0.76 | 5.88 | 0.76 |
VQ is also demonstrated compared with PSNR, so that VQ and PSNR between Fig. 17 Experimental results with parameters to motivate a noise histogram like cost of RTS noise source cancelation since it does not have and reasonable for CIS manufacturing process to control the values of RTS

\[ P_{86.360} \] has larger amplitude \( \Delta I \) but smaller probabilities \( P_1 \) and \( P_2 \) compared with \( P_{89.40} \). The difference of pixel output between Fig. 15 and Fig. 11 is that the the histogram in Fig. 16 is with Gaussian shape because of the Gaussian component noise in the proposed noise modeling of CIS.

5. Conclusions

An RTS noise modeling based on numerical and statistical approach and a quantitative evaluation method in motion picture were developed in this study. According to the experimental results of the proposed RTS noise modeling, the values of \( \alpha, \beta \) and \( \sigma_1 \) have a significant impact on the noise histogram and video quality of a CIS. The effectiveness of RTS_VQ is also demonstrated compared with PSNR, so that it is possible to provide a reference to CIS manufacturing process to evaluate the quality of motion pictures distorted by RTS noise.

The conclusion is that RTS noise becomes severer and the flickers caused by RTS noise more significantly affect the human visible sensations as the value of parameter \( \alpha \) decreases, parameter \( \beta \) increases or parameter \( \sigma_1 \) decreases. Then a high quality motion picture with quantification analysis of noise modeling of CIS is obtained based on those works mentioned above.

At last, because there is only a marginal difference of the values of RTS_VQ and PSNR between \( RTS_0 \), \( RTS_2 \) and \( RTS_4 \), it means the degree of video distortion is acceptable and reasonable for CIS manufacturing process to control the cost of RTS noise source cancelation since it does not have to motivate a noise histogram like \( RTS_0 \).

Based on the simulation results, the satisfactory performance of the proposed RTS noise modeling and video quality evaluation method encourages us to utilize this method in different applications.
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