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Abstract

We examine and present new combinatorics for the Schur polynomials from the viewpoint of quantum integrability. We introduce and analyze an integrable six-vertex model which can be viewed as a certain degeneration model from a $t$-deformed boson model. By a detailed analysis of the wavefunction from the quantum inverse scattering method, we present a novel combinatorial formula which expresses the Schur polynomials by using an additional parameter, which is in the same sense but different from the Tokuyama formula. We also give an algebraic analytic proof for the Cauchy identity and make applications of the domain wall boundary partition functions to the enumeration of alternating sign matrices.

1 Introduction

Schur polynomials is an ubiquitous object in mathematics and mathematical physics, ranging from representation theory, combinatorics, enumerative geometry to knot theory. Being one of the most fundamental symmetric polynomials, extensive studies and numerous combinatorial identities have been found for the Schur polynomials. Many mathematical objects are introduced for which the Schur polynomials serves as a building block since one can use various properties found for the Schur polynomials. One typical example is a stochastic process called the Schur process $\Pi$ whose probability measure is given by the Schur polynomials, from its property many useful combinatorial formulae can be employed to study the dynamics of the process.

The Schur polynomials itself has many expressions. One of the most famous ones is the Jacobi-Trudi identity which expresses Schur polynomials in terms of elementary symmetric polynomials. Besides these traditional identities, a very interesting formula called the
Tokuyama formula \[2, 3, 4\] was found which expresses Schur polynomials in a combinatorial form. The distinctive feature of the formula is that the expression is given in terms not only of the symmetric variables but also with an additional parameter which does not appear in the original definition of the Schur polynomials. Specializing the additional parameter, the Tokuyama formula reduces to the determinant formula, Weyl character formula and so on. In this sense, the Tokuyama formula can be viewed as a deformation of Weyl character.

Recently, the Tokuyama formula has found its interpretation in terms of integrable vertex models \[5\]. The idea to understand this Tokuyama formula from the point of view of quantum integrability is to extend the L-operator for the free-fermion model (the corresponding R-matrix is the trigonometric Felderhof model) to an L-operator including an additional parameter besides the spectral parameter. The newly-introduced parameter plays the role of refining the combinatorial expression for the Schur polynomials. This idea of relating Tokuyama formula which is a deformation of Weyl character formula to integrable vertex models have been recently generalized to the factorial Schur polynomials \[6\] and other types of symmetric polynomials \[7, 8, 9, 10\] by introducing inhomogeneous parameters or changing boundary conditions.

In this paper, we present another type of combinatorial formula for the Schur polynomials with an additional parameter by investigating a partition function of an integrable six-vertex model. We find the following combinatorial formula for the Schur polynomials

\[
s_\lambda(z) = \frac{1}{\prod_{1 \leq j < k \leq N}(z_j + z_k + 2\beta z_j z_k)} \sum_{x^{(N)} \succ x^{(N-1)} \succ \cdots \succ x^{(0)} = \phi} \prod_{k=1}^{N} \left\{ \sum_{j=1}^{k-1} x^{(k)}_j - \sum_{j=1}^{k-1} x^{(k-1)}_j - 1 \right\}
\times \left( \frac{2(1 + \delta z_k)}{1 + 2\beta z_k} \right)^{\#(y|x) - 1} \prod_{j=1}^{k-1} \left( 1 + 2\beta z_k \left( 1 - \delta x^{(k)}_j x^{(k)}_{j+1} \right) \right),
\] (1.1)

where \(\beta\) is an arbitrary parameter. \(x^{(k)} = (x^{(k)}_1, \ldots, x^{(k)}_k), \ k = 1, \ldots, N\) are strict partitions satisfying the interlacing relations \(x^{(N)} \succ x^{(N-1)} \succ \cdots \succ x^{(0)} = \phi\), \(x^{(N)}\) is fixed by the Young diagram \(\lambda = (\lambda_1, \ldots, \lambda_N)\) as \(\lambda_j = x^{(N)}_j - N + j - 1\), and \(\#(y|x)\) denotes the number of parts in \(y\) which are not in \(x\).

We obtain this combinatorial formula from an integrable six-vertex model. The six-vertex model we consider can be regarded as a certain degeneration of a \(t\)-deformed non-Hermitian boson model introduced in \[11\]. The corresponding wavefunction seems to be analyzed by the coordinate Bethe ansatz \[12\] which at the degeneration point is given by the Schur polynomials times a factor including an additional parameter. To obtain the combinatorial formula \[13,14\], we investigate the corresponding model from the point of view of the quantum inverse scattering method, i.e., starting from the L-operator which is the most fundamental object in quantum integrable models. We view the wavefunction as a partition function of a six-vertex model and evaluate it in two ways. First, we evaluate the partition function directly to show that it is given by a Schur polynomials times an additional factor. Another way of evaluation is to take the viewpoint that the partition function consists of a layer of \(B\)-operators, and calculate the matrix elements of a single \(B\)-operator to show a summation formula for the partition function. Combining the two expressions give the combinatorial formula \[13,14\].

Besides the combinatorial formula, we examine the scalar products and present an algebraic analytic proof for its determinant form, which combined with the wavefunction gives...
us the celebrated Cauchy formula for the Schur polynomials. We also make an application of the domain wall boundary partition function to show a simple formula for a particular generating function of alternating sign matrices.

This paper is organized as follows. We introduce the integrable six-vertex model as a particular degeneration of a non-Hermitian \( t \)-deformed boson model in the next section. We give an algebraic analytic proof for the scalar product in section 3. In sections 4 and 5, we evaluate the matrix elements and the wavefunction of the six-vertex model. We combine the results of sections 3, 4 and 5 to present the combinatorial formulae for the Schur polynomials in section 6. In section 7, we give an application of the domain wall boundary partition function to a generating function of the alternating sign matrices.

## 2 Non-Hermitian \( t \)-deformed boson model and reduction to the six-vertex model

We introduce the \( t \)-deformed non-Hermitian boson model \[11, 12\] and its equivalent six-vertex model at the point \( t = -1 \). The model is characterized by \( t \)-deformed boson algebra with generators \( N, B, B^\dagger \) satisfying the following relations

\[
[B, B^\dagger] = tN(1 - t), \quad [N, B] = -B, \quad [N, B^\dagger] = B^\dagger. \tag{2.1}
\]

These generators act on a Fock space \( F \) spanned by the orthonormal basis \(| n \rangle \ (n \geq 0)\) as

\[
B|n\rangle = |n - 1\rangle, \quad B^\dagger|n\rangle = (1 - t^{n+1})|n + 1\rangle, \quad N|n\rangle = n|n\rangle. \tag{2.2}
\]

The operators the dual orthonormal basis \( \langle n | \ (n \geq 0) \) satisfying \( \langle n | m \rangle = \delta_{nm} \) as

\[
\langle n | B^\dagger = (1 - t^n)|n - 1\rangle, \quad \langle n | B = \langle n + 1|, \quad \langle n | N = n\langle n|. \tag{2.3}
\]

We consider the following \( L \)-operator which is a slightly deformation of the one in \[11\]

\[
L_{aj}(v) = \begin{pmatrix} 1 - \beta v t^{N_j} & v B^\dagger_j \\ B_j & v \end{pmatrix}, \tag{2.4}
\]

acting on the tensor product \( W_a \otimes F_j \) of the complex two-dimensional space \( W_a \) and the Fock space at the \( j \)th site \( F_j \). Let us denote the orthonormal basis of \( W_a \) and its dual as \( \{ |0\rangle_a, |1\rangle_a \} \) and \( \{ a\langle 0|, a\langle 1| \} \). The explicit forms of the matrix elements of \( (2.4) \) in the orthonormal basis are

\[
a\langle 0|_j \langle m_j| \mathcal{L}_{aj}(v)|0\rangle_a |n_j\rangle_j = (1 - \beta v t^{m_j}) \delta_{m_j,n_j}, \tag{2.5}
\]

\[
a\langle 1|_j \langle m_j| \mathcal{L}_{aj}(v)|0\rangle_a |n_j\rangle_j = \delta_{m_j,n_j-1}, \tag{2.6}
\]

\[
a\langle 0|_j \langle m_j| \mathcal{L}_{aj}(v)|1\rangle_a |n_j\rangle_j = v(1 - t^{n_j+1}) \delta_{m_j,n_j+1}, \tag{2.7}
\]

\[
a\langle 1|_j \langle m_j| \mathcal{L}_{aj}(v)|1\rangle_a |n_j\rangle_j = v \delta_{m_j,n_j}. \tag{2.8}
\]

In figure\[1\] we depict the non-zero elements of the \( L \)-operator.

The \( L \)-operator satisfies the intertwining relation \((RLL\text{-relation})\)

\[
R_{ab}(u, v) \mathcal{L}_{aj}(v) \mathcal{L}_{bj}(v) = \mathcal{L}_{bj}(v) \mathcal{L}_{aj}(u) R_{ab}(u, v), \tag{2.9}
\]

3
which acts on $W_a \otimes W_b \otimes F_j$. The $R$-matrix

$$R(u,v) = \begin{pmatrix} u - tv & 0 & 0 & 0 \\ 0 & t(u - v) & (1 - t)u & 0 \\ 0 & (1 - t)v & u - v & 0 \\ 0 & 0 & 0 & u - tv \end{pmatrix},$$

is a solution to the Yang-Baxter equation:

$$R_{ab}(u,v)R_{ac}(u,w)R_{bc}(v,w) = R_{bc}(v,w)R_{ac}(u,w)R_{ab}(u,v).$$

(2.11)

From the $L$-operator, we construct the monodromy matrix

$$T_a(v) = \prod_{j=1}^{M} L_{aj}(v),$$

(2.12)

which acts on $W_a \otimes (F_1 \otimes \cdots \otimes F_M)$. Tracing out the auxiliary space, one defines the transfer matrix $\tau(v) \in \text{End}(F^{\otimes M})$:

$$\tau(v) = \text{Tr}_{W_a} T_a(v).$$

(2.13)

Simplifications happen for the $t$-deformed boson model at $t = -1$. Due to the matrix element (2.7), when we construct $N$-particle states from the vacuum, each site can only be occupied by at most one boson. This is equivalent to the reduction of the $t$-deformed boson model to the six-vertex model whose $L$-operator is given by

$$L_{aj}(v) = \begin{pmatrix} 1 - \beta v & 0 & 0 & 0 \\ 0 & 1 + \beta v & 2v & 0 \\ 0 & 0 & 1 & v \\ 0 & 0 & 0 & v \end{pmatrix}_{aj}.$$
3 Scalar Products of state vectors of the six-vertex model

In this section, we first construct a state vector of the integrable $t$-deformed boson model following the standard procedure of the quantum inverse scattering method (i.e. the algebraic Bethe ansatz) which is based on the Yang-Baxter algebra. The $N$-particle state $|\Psi(\{v\}_N)\rangle$ is characterized by $N$ unknown numbers $v_j \in \mathbb{C}$ $(1 \leq j \leq N)$, and is not an eigenvector of the transfer matrix in general. However, if the parameters $v_j$ satisfy a set of constraints called the Bethe ansatz equation, the $N$-particle state becomes an eigenstate. We call the state $|\Psi(\{v\}_N)\rangle$ on-shell state if $\{v\}$ satisfies the Bethe ansatz equation, and off-shell state if no constraints are imposed on $\{v\}$. We then restrict the analysis to $t = -1$, which is equivalent to considering the six-vertex model (2.14), and prove the determinant form for the scalar products $\langle \Psi(\{u\}_N)|\Psi(\{v\}_N)\rangle$ which is the inner product between the off-shell state $|\Psi(\{v\}_N)\rangle$ and the dual off-shell state $\langle \Psi(\{u\}_N)|$. From the $L$-operator, we construct the monodromy matrix

$$\mathcal{T}_a(v, \{w\}) = \prod_{j=1}^M \mathcal{L}_{aj}(v/w_{M+1-j}) = \begin{pmatrix} \mathcal{A}(v, \{w\}) & \mathcal{B}(v, \{w\}) \\ \mathcal{C}(v, \{w\}) & \mathcal{D}(v, \{w\}) \end{pmatrix}_a,$$

which acts on $W_a \otimes (\mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_M)$. Here we introduced the inhomogeneous parameters $w_1, \ldots, w_M \in \mathbb{C}$. See figure 2 for the graphical description of the elements of the monodromy matrix.

Taking the homogeneous limit $w_j \rightarrow 1$ $(1 \leq j \leq M)$, (2.12) is recovered:

$$\mathcal{T}_a(v, \{w\})|_{w_1=1, \ldots, w_M=1} = \mathcal{T}_a(v).$$

As in the above equation, hereafter we will omit $\{w\}$ for the quantities in the homogeneous limit (e.g. $\mathcal{A}(v) := \mathcal{A}(v, \{w\})|_{w_1=1, \ldots, w_M=1}$). Tracing out the auxiliary space, one defines the
transfer matrix \(\tau(v, \{w\}) \in \text{End}(\mathcal{F}^\otimes M)\):

\[
\tau(v, \{w\}) = \text{Tr}_{W_a} T_a(v, \{w\}).
\]

The repeated applications of the RLL-relation leads to the intertwining relation

\[
R_{ab}(u, v) T_a(u, \{w\}) T_b(v, \{w\}) = T_b(v, \{w\}) T_a(u, \{w\}) R_{ab}(u, v).
\]  

Some of the elements of the intertwining relation are

\[
C(u, \{w\}) B(v, \{w\}) = g(u, v)(A(u, \{w\}) D(u, \{w\}) - A(u, \{w\}) D(v, \{w\})),
\]

\[
A(u, \{w\}) B(v, \{w\}) = f(u, v) B(v, \{w\}) A(u, \{w\}) + g(u, v) B(u, \{w\}) A(v, \{w\}),
\]

\[
D(u, \{w\}) B(v, \{w\}) = f(v, u) B(v, \{w\}) D(u, \{w\}) - g(u, v) B(u, \{w\}) D(u, \{w\}),
\]

\[
[B(u, \{w\}), B(v, \{w\})] = [C(u, \{w\}), C(v, \{w\})] = 0,
\]

where

\[
f(u, v) = \frac{u t - v}{u - v}, \quad g(u, v) = \frac{(1 - t)v}{u - v}.
\]

The transfer matrix \(\tau(v, \{w\})\) is then expressed as elements of the monodromy matrix:

\[
\tau(v, \{w\}) = \text{Tr}_{W_a} T_a(v, \{w\}) = A(v, \{w\}) + D(v, \{w\}).
\]

The arbitrary \(N\)-particle state \(|\Psi(\{v\}_N)\rangle\) (resp. its dual \(|\Psi(\{v\}_N)\rangle\) (not normalized) with \(N\) spectral parameters \(\{v\}_N = \{v_1, \ldots, v_N\}\) is constructed by a multiple action of \(B\) (resp. \(C\)) operator on the vacuum state \(|\Omega\rangle := |0_M\rangle := |0\rangle_1 \otimes \cdots \otimes |0\rangle_M\) (resp. \(|\Omega\rangle := |0_M\rangle := 1|0\rangle \otimes \cdots \otimes \langle 0|_M\)):

\[
|\Psi(\{v\}_N, \{w\})\rangle = \prod_{j=1}^N B(v_j, \{w\}) \langle \Omega | = \langle \Omega | \prod_{j=1}^N C(v_j, \{w\}).
\]

By the standard procedure of the algebraic Bethe ansatz, we have the followings.

**Proposition 3.1.** The \(N\)-particle state \(|\Psi(\{v\}_N, \{w\})\rangle\) and its dual \(|\Psi(\{v\}_N, \{w\})\rangle\) become an eigenstate (on-shell states) of the transfer matrix \((3.10)\) when the set of parameters \(\{v\}_N\) satisfies the Bethe ansatz equation:

\[
a(v_j, \{w\}) = \prod_{k=1}^N f(v_k, v_j),
\]

\[
d(v_j, \{w\}) = \prod_{j=1}^M \frac{v}{w_j}.
\]

Then the eigenvalue of the transfer matrix is given by

\[
\tau(v, \{w\}) = a(v, \{w\}) \prod_{j=1}^N f(v_j, v) + d(v, \{w\}) \prod_{j=1}^N f(v_j, v).
\]
For the case $t = -1$ which we investigate extensively in this paper, the Bethe ansatz equation (3.12) is

$$
\prod_{k=1}^{M} \left( \frac{w_k}{v_j} - \beta \right) = (-1)^{N+1}, \quad j = 1, \ldots, N.
$$

(3.15)

This is the Bethe ansatz equation for free fermions in the homogeneous limit $w_j \to 1$ ($1 \leq j \leq N$). In the analysis below, we do not impose these constraints between the spectral parameters \{v\} and inhomogeneous parameters \{w\}. We remark that from this consideration on the Bethe ansatz equation, one can imagine the wavefunction is given by the Schur polynomials.

The amazing thing is that a detailed analysis of its realization as partition functions lead us to a new combinatorial formula for the Schur polynomials itself.

The scalar product between the arbitrary off-shell state vectors, which is mainly considered in this section, is defined as

$$
\langle \Psi(\{u\}_N, \{w\}) | \Psi(\{v\}_N, \{w\}) \rangle = \langle \Omega \prod_{j=1}^{N} C(u_j, \{w\}) \prod_{k=1}^{N} B(v_k, \{w\}) | \Omega \rangle
$$

(3.16)

with $u_j, v_k \in \mathbb{C}$.

From now on, we specialize the parameter $t$ of the $t$-deformed boson algebra to $t = -1$. This is equivalent to considering the six-vertex model (2.14). The following determinant formula in the homogeneous limit $w_j \to 1$ ($1 \leq j \leq N$) is valid.

**Theorem 3.2.** The scalar product (3.16) in the homogeneous limit $w_j \to 1$ ($1 \leq j \leq N$) is given by a determinant form:

$$
\langle \Psi(\{u\}_N) | \Psi(\{v\}_N) \rangle = \prod_{j=1}^{N} (2v_j) \prod_{1 \leq j < k \leq N} \frac{(u_j + u_k)(v_i + v_k)}{(u_j - u_k)(v_k - v_j)} \text{det}_N Q(\{u\}_N | \{v\}_N),
$$

(3.17)

where $\{u\}_N$ and $\{v\}_N$ are arbitrary sets of complex values (i.e. off-shell conditions), and $Q$ is an $N \times N$ matrix with matrix elements

$$
Q(\{u\}_N | \{v\}_N)_{jk} = \frac{a(u_j)d(v_k) - d(u_j)a(v_k)}{v_k - u_j}.
$$

(3.18)

Here we will show the above determinant formula by using a method initiated by Izergin-Korepin [26, 27] for the domain wall boundary partition function and recently developed by Wheeler [28] in the calculation of the scalar product of the spin-1/2 XXZ chain. This procedure was applied to a family of integrable five-vertex model [29] which, in contrast to the spin-1/2 XXZ chain, there was no need to impose the Bethe ansatz equation (i.e. on-shell condition) to show the determinant formula. For the six-vertex model we consider in this paper, we also do not have to impose the Bethe ansatz equation, i.e., the determinant formula (3.17) is valid for arbitrary off-shell states.

First let us introduce the following intermediate scalar products which plays the key role for the proof

$$
S(\{u\}_n | \{v\}_N | \{w\}) = \langle 1^{N-n} | 0^{M-N+n} | \prod_{j=1}^{n} C(u_j, \{w\}) \prod_{k=1}^{N} B(v_k, \{w\}) | \Omega \rangle.
$$

(3.19)
Figure 3: The graphical representation of the intermediate scalar products (3.19) with inhomogeneous parameters $w_{M+1-j}$ associated with site $j$.

See also figure 3. The term “intermediate” stems from the fact that (3.19) interpolates the scalar product ($n = N$) (3.16) and the domain wall boundary partition function ($n = 0$) (3.28) (see also figure 4). We have the following lemma regarding the properties of the intermediate scalar product.

**Lemma 3.3.** The intermediate scalar product (3.19) $S(\{u\}_n|\{v\}_N|\{w\})$ satisfies the following properties.

1. $S(\{u\}_n|\{v\}_N|\{w\})$ is symmetric with respect to the variables $\{w_1, \ldots, w_{M-N+n}\}$.

2. $\prod_{j=M-N+n+1}^{M-N+n+1}(1+\beta u_n/w_j)^{-1}S(\{u\}_n|\{v\}_N|\{w\})$ is a polynomial of degree $M-N+n-1$ in $u_n$.

3. The following recursive relations between the intermediate scalar products hold

$$S(\{u\}_n|\{v\}_N|\{w\})|_{u_n=\beta^{-1}w_{M-N+n}} = \prod_{j=1}^{M-N+n-1} \frac{w_{M-N+n}}{\beta w_j} \prod_{j=M-N+n+1}^{M} \left( 1 + \frac{w_{M-N+n}}{w_j} \right) S(\{u\}_{n-1}|\{v\}_N|\{w\}).$$

(3.20)

4. The case $n = 0$ of the intermediate scalar products has the following form:

$$S(\{u\}_0|\{v\}_N|\{w\}) = \prod_{j=1}^{N} \frac{2v_j}{w_{M-N+j}} \prod_{1 \leq j < k \leq N} (v_j + v_k) \prod_{j=1}^{N} \prod_{k=1}^{M-N} \left( 1 - \frac{\beta v_j}{w_k} \right).$$

(3.21)
Proof. Property 1 follows from the RLL-relation

$$\tilde{R}_{jk}(w_{M+1-j}/w_{M+1-k})L_{ak}(u/w_{M+1-k})L_{aj}(u/w_{M+1-j})$$

$$= L_{aj}(u/w_{M+1-j})L_{ak}(u/w_{M+1-k})\tilde{R}_{jk}(w_{M+1-j}/w_{M+1-k})$$  \hspace{6cm} (3.22)

holding in $\text{End}(W_a \otimes V_j \otimes V_k)$. Here $\tilde{R}$ is given by

$$\tilde{R}(v) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \beta(v-1) & v & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & v \end{pmatrix},$$ \hspace{6cm} (3.23)

which intertwines the $L$-operators acting on a common auxiliary space (but acting on different quantum spaces). Note the usual RLL-relation \hspace{6cm} (3.22) intertwines the $L$-operators acting on a same quantum space but acting on different auxiliary spaces. The above RLL-relation \hspace{6cm} (3.22) allows one to construct the monodromy matrix as a product of the $L$-operators acting on the same quantum space (see also Appendix for an example of using its property to examine the symmetries of the domain wall boundary partition function), and rewriting the intermediate scalar products in terms of the resultant monodromy matrices makes one see Property 1 holds.

Property 2 can be shown by inserting the completeness relation into the intermediate scalar products

$$S(\{u\}_n|\{v\}_N|\{w\}) = \langle 1^{N-n}0^{M-N+n}|\prod_{j=1}^n C(w_j,\{w\})\prod_{k=1}^N B(v_k,\{w\})|\Omega \rangle$$

$$= \sum_{k=1}^{M-N+n} \langle 1^{N-n}0^{M-N+n}|C(u_n,\{w\})\rangle \langle 1^{N-n}0^{M-N+n-\delta'k}10^{k-1} \rangle$$

$$\times \langle 1^{N-n}0^{M-N+n-\delta'k}10^{k-1} \rangle \prod_{j=1}^{n-1} C(w_j,\{w\}) \prod_{k=1}^N B(v_k,\{w\})|\Omega \rangle, \hspace{6cm} (3.24)$$

and noting that the factor containing $u_n$ is calculated as

$$\langle 1^{N-n}0^{M-N+n}|C(u_n,\{w\})\rangle \langle 1^{N-n}0^{M-N+n-\delta'k}10^{k-1} \rangle$$

$$= \prod_{j=M-N+n+1}^M \left(1 + \frac{\beta u_n}{w_j}\right) \prod_{k=1}^{M-N+n} \left(1 - \frac{\beta u_n}{w_j}\right) \prod_{j=1}^{k-1} \frac{u_n}{w_j}. \hspace{6cm} (3.25)$$

Property 3 can be obtained by setting $u_n = \beta^{-1} w_{M-N+n}$ in \hspace{6cm} (3.24), or can be directly observed by its graphical representation that the top row is completely frozen.

To show Property 4, we first note by the graphical representation (see figure \hspace{6cm} 4) that

$$S(\{u\}_0|\{v\}_N|\{w\}) = \prod_{j=1}^N \prod_{k=1}^{M-N} \left(1 - \frac{\beta v_j}{w_k}\right) \langle 1^{N}|\prod_{j=1}^N B_N(v_j)|0^N \rangle. \hspace{6cm} (3.26)$$
Figure 4: The intermediate scalar products (3.21) for \( n = 0 \), which corresponds to the domain wall boundary partition function.

where

\[
\mathcal{B}_N(v_k) = a \langle 0 \mid \prod_{j=1}^{N} \mathcal{L}_{aj}(v_k/w_{M+1-j}) \mid 1 \rangle_a. \tag{3.27}
\]

One can evaluate the domain wall boundary partition function \( \langle 1^N \mid \prod_{j=1}^{N} \mathcal{B}_N(v_j) \mid 0^N \rangle \) by the standard procedure following the arguments of Izergin-Korepin [26, 27], which is given in Appendix. The result has the following simple factorized form

\[
\langle 1^N \mid \prod_{j=1}^{N} \mathcal{B}_N(v_j) \mid 0^N \rangle = \prod_{j=1}^{N} \frac{2v_j}{w_{M-N+j}} \prod_{1 \leq j < k \leq N} (v_j + v_k), \tag{3.28}
\]

which together with (3.26) proves Property 4.

\[ \square \]

Lemma 3.4. The properties in Lemma 3.3 uniquely determine the intermediate scalar product (3.19).

Due to Lemma 3.4, the following determinant representation for the intermediate scalar product is valid.

Theorem 3.5. The intermediate scalar product \( S(\{u\}_n|\{v\}_N|\{w\}) \) (3.19) has the following determinant form:

\[
S(\{u\}_n|\{v\}_N|\{w\}) = \prod_{j=1}^{N} (2v_j) \prod_{1 \leq j < k \leq N} \frac{v_j + v_k}{v_k - v_j} \prod_{M-N+n+1 \leq j < k \leq M} \frac{1}{\beta(1 - w_k/w_j)} \times \prod_{1 \leq j < k \leq n} \frac{u_j + u_k}{u_j - u_k} \det_{M+N}(\{u\}_n|\{v\}_N|\{w\}) \tag{3.29}
\]
with an $N \times N$ matrix $Q(\{u\}_n|\{v\}_N|\{w\})$ whose matrix elements are given by

$$Q(\{u\}_n|\{v\}_N|\{w\})_{jk} = \begin{cases} \prod_{l=M-N+n+1}^{M} \beta u_j + w_l a(u_j, \{w\})d(v_k, \{w\}) - a(v_k, \{w\})d(u_j, \{w\}) & (1 \leq j \leq n) \\ \frac{1}{w_{M-N+j}} \prod_{l=1 \atop l \neq M-N+j}^{M} (1 - \beta v_k w_l), & (n + 1 \leq j \leq N) \end{cases} \quad (3.30)$$

Proof. We can directly see that the determinant formula (3.29) satisfies all the properties in Lemma 3.3. To show Property 4, we utilize the Cauchy determinant formula

$$\det_N \left( \frac{1}{x_j - y_k} \right) = \frac{\prod_{1 \leq j < k \leq N} (x_j - y_k) (y_j - y_k)}{\prod_{j,k=1}^{N} (x_j - y_k)}. \quad (3.31)$$

Finally due to Lemma 3.4, the determinant formula (3.29) holds.

Corollary 3.6. Taking $n = N$ in (3.29) yields the determinant representation of the scalar product for the six-vertex model with inhomogeneous parameters (3.16):

$$\langle \Psi(\{u\}_n, \{w\})|\Psi(\{v\}_N, \{w\}) \rangle = \prod_{j=1}^{N} (2v_j) \prod_{1 \leq j < k \leq N} \frac{(u_j + u_k)(v_j + v_k)}{(u_j - u_k)(v_k - v_j)} \det_N Q(\{u\}_N|\{v\}_N|\{w\}) \quad (3.32)$$

with

$$Q(\{u\}_N|\{v\}_N|\{w\})_{jk} = \frac{a(u_j, \{w\})d(v_k, \{w\}) - a(v_k, \{w\})d(u_j, \{w\})}{v_k - u_j}. \quad (3.33)$$

Further taking the homogeneous limit $w_j \rightarrow 1$ ($1 \leq j \leq n$) yields (3.17) in Theorem 3.5.

4 Matrix elements of the $t$-deformed boson model and the six-vertex model

In this section, we derive matrix elements for the $t$-deformed boson model for the generic parameter $t$, and then we restrict ourselves to the case of the six-vertex model $t = -1$.

Consider the arbitrary off-shell state, i.e., the parameters $\{v\}_N$ in the $N$-particle state (3.11) are arbitrary. The orthonormal basis of the $N$-particle state $|\Psi(\{v\}_N)\rangle$ and its dual $\langle \Psi(\{v\}_N)|$ is given by $|\{n\}_M,N\rangle := |n_1\rangle_1 \otimes \cdots \otimes |n_M\rangle_M$ and $\langle \{n\}_M,N| := \langle n_1| \otimes \cdots \otimes_M \langle n_M|$, where $n_1 + \cdots + n_M = N$. The wavefunctions can be expanded in this basis as

$$|\Psi(\{v\}_N)\rangle = \sum_{0 \leq n_1, \ldots, n_M \leq N \atop n_1 + \cdots + n_M = N} \langle \{n\}_M,N|\psi(\{v\}_N)|\{n\}_M,N\rangle, \quad (4.1)$$

$$\langle \Psi(\{v\}_N)| = \sum_{0 \leq n_1, \ldots, n_M \leq N \atop n_1 + \cdots + n_M = N} \langle \{n\}_M,N|\psi(\{v\}_N)(\{n\}_M,N\rangle. \quad (4.2)$$
There is a one-to-one correspondence between the set \( \{n\}_{M,N} = \{n_1, \ldots, n_M\} \) \((n_1 + \cdots + n_M = N)\) and the Young diagram \( x = (x_1, x_2, \ldots, x_N)\) \((M \geq x_1 \geq x_2 \geq \cdots \geq x_N \geq 1)\). Namely, each Young diagram \( x \) under the constraint \( x_1 \leq M \), \( \ell(x) = N \) can be labeled by a set of integers \( \{n\}_{M,N} \) as \( x = (M^{n_M}, \ldots, 1^{n_1})\).

The following definition \cite{23} on the ordering on the basis of particle configurations is useful for later purpose.

**Definition 4.1.** \cite{23} For two configurations \( \{m\}_{M,N+1} = \{m_1, \ldots, m_M\} \) \((m_1 + \cdots + m_M = N + 1)\) and \( \{n\}_{M,N} = \{n_1, \ldots, n_M\} \) \((n_1 + \cdots + n_M = N)\), let \( \sum_j^m = \sum_{k=j}^M m_k \) and \( \sum_j^n = \sum_{k=j}^N n_k \). We say that the particle configurations \( \{m\}_{M,N+1} \) and \( \{n\}_{M,N} \) are admissible, if and only if \( 0 \leq (\sum_j^m - \sum_j^n) \leq 1 \) \((1 \leq j \leq M)\), and write this relation as \( \{m\}_{M,N+1} \triangleright \{n\}_{M,N} \).

Moreover we also define the ordering on the Young diagrams.

**Definition 4.2.** For two Young diagrams \( y = (y_1, y_2, \ldots, y_{N+1}) \) and \( x = (x_1, x_2, \ldots, x_N)\), we say that \( y \) and \( x \) interlace, if and only if \( y_j \geq x_j \geq y_{j+1} \) \((j = 1, \ldots, N)\), and write this relation as \( y \triangleright x \).

**Proposition 4.3.** Let \( \{m\}_{M,N+1} \) and \( \{n\}_{M,N} \) be the particle configurations described by the Young diagram \( y = (y_1, \ldots, y_{N+1}) \) and \( x = (x_1, \ldots, x_N)\). Then
\[
y \triangleright x \iff \{m\}_{M,N+1} \triangleright \{n\}_{M,N}.
\] (4.3)

For \( \{m\}_{M,N+1} \) and \( \{n\}_{M,N} \), we introduce \( \{p\}_r = \{1 \leq p_1 \leq \cdots \leq p_r \leq M\} \) to be the set of all integers \( p \) such that \( m_p = n_p + 1 \), and \( \{q\}_s = \{1 \leq q_1 \leq \cdots \leq q_s \leq M\} \) to be the set of all integers \( q \) such that \( m_q + 1 = n_q \). When \( \{m\}_{M,N+1} \) and \( \{n\}_{M,N} \) satisfy the admissible condition \( \{m\}_{M,N+1} \triangleright \{n\}_{M,N} \), \( \{p\}_r \), and \( \{q\}_s \) satisfy \( s = r - 1 \) and \( p_k < q_k < p_{k+1} \) \((k = 1, \ldots, r - 1)\).

From the matrix elements of the \( L \)-operator, one finds
\[
\langle \{m\}_{M,N+1} | \mathcal{B} (v) | \{n\}_{M,N} \rangle = 0, \quad \text{unless} \quad \{m\}_{M,N+1} \triangleright \{n\}_{M,N}.
\] (4.4)

When the admissible condition is satisfied, one finds the following.

\[
\langle \{m\}_{M,N+1} | \mathcal{B} (v) | \{n\}_{M,N} \rangle = a(0) \langle \{m\}_{M,N+1} | \prod_{j=1}^M \mathcal{L}_{aj} (v) | 1 \rangle a \langle \{n\}_{M,N} \rangle
\]
\[
= b^\sum_{j=1}^r p_j - \sum_{j=1}^{r-1} q_j \prod_{j=1}^r (1 - t^{n_{p_j} + 1}) \prod_{j=1}^r \prod_{k=p_j+1}^{q_j} (1 - \beta vt^{n_k}),
\] (4.5)

where \( q_0 = 0 \), \( q_r = M + 1 \).
This can be shown by combining the following partial actions:

\[
\prod_{l=q_{j-1}+1}^{q_j} L_{al}(v)|1\rangle_a \otimes \left\{ \otimes_{k=q_{j-1}+1}^{q_j} |n_k\rangle_k \right\} = v^{p_j-q_j} (1 - t^{n_p+1}) \prod_{l=p_j+1}^{q_{j-1}} (1 - \beta v t^{n_l}) |1\rangle_a \left\{ \otimes_{k=q_{j-1}+1}^{q_j} |m_k\rangle_k \right\} \quad (1 \leq j \leq r - 1),
\]

\[
\prod_{l=q_{r-1}+1}^{q_r} L_{al}(v)|1\rangle_a \otimes \left\{ \otimes_{k=q_{r-1}+1}^{q_r} |n_k\rangle_k \right\} = v^{p_r-q_r} (1 - t^{n_p+1}) \prod_{l=p_r+1}^{q_{r-1}} (1 - \beta v t^{n_l}) |0\rangle_a \left\{ \otimes_{k=q_{r-1}+1}^{q_r} |m_k\rangle_k \right\}.
\] (4.6)

Next, we examine the matrix elements of the one-row \(B\) and \(C\) operators furthermore at the point \(t = -1\). We first reduce the matrix elements (4.5) to a simpler form and then translate into the language of Young diagrams. The result for the matrix elements in the language of Young diagrams can be summarized as follows.

**Proposition 4.4.** The matrix elements \(\langle m\rangle_{M,N+1}|B(v)|\{n\}_{M,N}\) at \(t = -1\) are given by

\[
\langle m\rangle_{M,N+1}|B(v)|\{n\}_{M,N}\rangle = \frac{1 + 2\beta z}{(1 + \beta z)^{M+1}} \left\{ \frac{2(1 + \beta z)}{1 + 2\beta z} \right\}^{\#(y|x)} z^{\sum_{j=1}^{N+1} y_j - \sum_{j=1}^{N} x_j} \prod_{j=1}^{N} \{1 + 2\beta z(1 - \delta_{x_j} y_{j+1})\}. \quad (4.7)
\]

When \(x = (x_1, \ldots, x_N) = (M^{n_1}, \ldots, 1^{n_1}) \subset M^N\) and \(y = (y_1, \ldots, y_{N+1}) = (M^{m_1}, \ldots, 1^{m_1}) \subset M^{N+1}\) are strict partitions satisfying \(y > x\), and zero otherwise. Here \#(y|x) denotes the number of parts in \(y\) which are not in \(x\). We regard the product in the right hand side of (4.7) as 1 when \(x = \phi\).

**Proposition 4.5.** The matrix elements \(\langle n\rangle_{M,N}|C(v)|\{m\}_{M,N+1}\) at \(t = -1\) are given by

\[
\langle n\rangle_{M,N}|C(v)|\{m\}_{M,N+1}\rangle = \frac{1}{z(1 + \beta z)^{M-1}} \left\{ \frac{2(1 + \beta z)}{1 + 2\beta z} \right\}^{\#(y'|x')^{-1}} z^{\sum_{j=1}^{N+1} y'_j - \sum_{j=1}^{N} x'_j} \prod_{j=1}^{N} \{1 + 2\beta z(1 - \delta_{x'_j} y'_{j+1})\}. \quad (4.8)
\]

When \(x' = (M + 1)^N - x = (x'_1, \ldots, x'_N) = (M^{n_1}, \ldots, 1^{n_1}) \subset M^N\) and \(y' = (M + 1)^{N+1} - y = (y'_1, \ldots, y'_{N+1}) = (M^{m_1}, \ldots, 1^{m_1}) \subset M^{N+1}\) are strict partitions satisfying \(y' > x'\), and zero otherwise. We regard the product in the right hand side of (4.8) as 1 when \(x' = \phi\).

**Proof.** We show (4.7). Eq. (4.8) can be calculated in the same way.

First, we note that since \(\prod_{j=1}^{r} (1 - t^{n_p+1}) \neq 0\) unless \(p_j = 1 \pmod{2}\) for all \(j\), we only need to consider the case when both \(\{m\}_{M,N+1}\) and \(\{n\}_{M,N}\) are sequences of numbers 0 and 1. Otherwise, the matrix elements vanish as explained in section 2. Translating this restriction to the language of Young diagrams, this means that we restrict both the partitions \(y\) and \(x\) to be strict.
The matrix elements for the case \( y > x \) is calculated as (4.5) for generic \( t \), which can be furthermore simplified at \( t = -1 \) as follows

\[
\langle \{ m \}_{M,N+1} | \mathcal{B}(v) | \{ n \}_{M,N} \rangle = 2^r v^{\sum_{j=1}^r p_j - \sum_{j=1}^{r-1} q_j} (1 - \beta v)^{\sum_{j=1}^{r-1} q_j - \sum_{j=1}^{r-1} p_j + M + 1 - r} \times (1 + \beta v)^{\# \{ k \in \cup_{j=1}^r \{ p_j + 1, \ldots, q_j - 1 \} | n_k = 0 \}},
\]

(4.9)

where \( \{ m \}_{M,N+1} \) and \( \{ n \}_{M,N} \) are both sequences of 0 and 1 satisfying \( \{ m \}_{M,N+1} \triangleright \{ n \}_{M,N} \). Using

\[
(1 - \beta v)^{\# \{ k \in \cup_{j=1}^r \{ p_j + 1, \ldots, q_j - 1 \} \} (1 - \beta v)^{\# \{ k \in \cup_{j=1}^r \{ p_j + 1, \ldots, q_j - 1 \} | n_k = 1 \}}
\]

(4.10)

one has

\[
\langle \{ m \}_{M,N+1} | \mathcal{B}(v) | \{ n \}_{M,N} \rangle = 2^r v^{\sum_{j=1}^r p_j - \sum_{j=1}^{r-1} q_j} (1 - \beta v)^{\sum_{j=1}^{r-1} q_j - \sum_{j=1}^{r-1} p_j + M + 1 - r} \times (1 + \beta v)^{\# \{ k \in \cup_{j=1}^r \{ p_j + 1, \ldots, q_j - 1 \} | n_k = 1 \}}
\]

(4.11)

From the translation rule (13)

\[
\sum_{j=1}^r p_j - \sum_{j=1}^{r-1} q_j = \sum_{j=1}^{N+1} y_j - \sum_{j=1}^N x_j,
\]

\[
r - 1 + \# \{ k \in \cup_{j=1}^r \{ p_j + 1, \ldots, q_j - 1 \} | n_k \neq 0 \} = \# \{ j \in \{ 1, \ldots, N \} | x_j \neq y_{j+1} \},
\]

(4.12)

One gets

\[
\langle \{ m \}_{M,N+1} | \mathcal{B}(v) | \{ n \}_{M,N} \rangle = 2^r (1 - \beta v)^{M-r+1} (1 - \beta)^{\sum_{j=1}^N x_j - \sum_{j=1}^{N+r} y_j} \left( \frac{1 + \beta v}{1 - \beta v} \right)^{\# \{ j \in \{ 1, \ldots, N \} | x_j \neq y_{j+1} \} - r + 1}
\]

\[
= 2^r \left( \frac{1 + \beta v}{1 - \beta v} \right)^{1-r} (1 - \beta v)^{M-r+1} (v-1)^{\sum_{j=1}^N x_j - \sum_{j=1}^{N+r} y_j} \times \prod_{j=1}^N \left\{ 1 + \frac{2\beta v}{1 - \beta v} (1 - \delta_{x_j, y_{j+1}}) \right\}.
\]

(4.13)

Introducing the variable \( z = (v-1 - \beta)^{-1} \) and changing the variable from \( v \) to \( z \), the matrix elements can be rewritten as

\[
\langle \{ m \}_{M,N+1} | \mathcal{B}(v) | \{ n \}_{M,N} \rangle = 2^r (1 + 2\beta z)^{1-r} (1 + \beta z)^{-M-1} z^{\sum_{j=1}^{N+r} y_j - \sum_{j=1}^N x_j} \prod_{j=1}^N \left\{ 1 + 2\beta z (1 - \delta_{x_j, y_{j+1}}) \right\}.
\]

(4.14)
where \( r = \#(y|x) \) is the number of parts in \( y \) which are not in \( x \).

Note that the elements of the \( L \)-operator \( L_{\alpha\beta}(v) \) at \( t = -1 \) reduces to those for the six-vertex model \([2.13]\):

\[
L_{\alpha\beta}(v) = \begin{pmatrix}
1 - \beta v & 0 & 0 & 0 \\
0 & 1 + \beta v & 2v & 0 \\
0 & 1 & v & 0 \\
0 & 0 & 0 & v
\end{pmatrix}_{\alpha\beta} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 + 2\beta z & \frac{2z}{1+\beta z} & 0 \\
0 & 1 & \frac{z}{1+\beta z} & 0 \\
0 & 0 & 0 & \frac{z}{1+\beta z}
\end{pmatrix}_{\alpha\beta}.
\]

(4.15)

**Example 4.6.** We set \( M = 5 \) and \( N = 2 \) and consider the case \( \{m\}_{M,N+1} = \{10011\} \) and \( \{n\}_{M,N} = \{00110\} \). Translating into the language of Young diagrams, we have \( y = (5,4,1) \) and \( x = (4,3) \). One finds \( \#(y|x) = 2 \) since 5 and 1 are in \( y \) but not in \( x \). We also have \( \sum_{j=1}^{3} y_j - \sum_{j=1}^{2} x_j = 3 \) and \( x_1 = y_2, x_2 \neq y_3 \). The right hand side of \((4.7)\) becomes \( 2^2 z^3(1 + \beta z)^{-4} \) which can be easily checked to match with the left hand side.

For \( \beta = 0 \), the matrix elements reduce to the skew Schur \( Q \)-polynomials \([24, 25]\)

\[
\langle \{m\}_{M,N+1}|B(v)|\{n\}_{M,N} \rangle = 2^{\#(y|x)} z^{\sum_{j=1}^{N+1} y_j - \sum_{j=1}^{N} x_j} = Q_{y/x}(z),
\]

(4.16)

which we will use to derive the wavefunction in the next section.

## 5 Wavefunctions of the six-vertex model

Let us examine the wavefunction at the point \( t = -1 \) where the \( t \)-boson model reduces to the six-vertex model. We show the corresponding wavefunction is essentially the Schur polynomials.

**Definition 5.1.** The Schur polynomial is defined to be the following determinant:

\[
s_\lambda(z) = \frac{\det_{N}(z_j^{\lambda_k + N - k})}{\prod_{1 \leq j < k \leq N}(z_j - z_k)},
\]

(5.1)

where \( z = \{z_1, \ldots, z_N\} \) is a set of variables and \( \lambda \) denotes a Young diagram \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_N) \) with weakly decreasing non-negative integers \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq 0 \).

We show the following equivalence between the wavefunction of the six-vertex model and the Schur polynomials.

**Theorem 5.2.** The wavefunction has the following form

\[
\langle \{m\}_{M,N}|B(v_j)|\{n\}_{M,N} \rangle = \frac{2^N \prod_{j=1}^{N} z_j^{\sum_{j=1}^{k} z_j + z_k + 2\beta z_j z_k}}{\prod_{j=1}^{N}(1 + \beta z_j)^M} s_\lambda(z).
\]

(5.2)

where \( z_j = (v_j^{-1} - \beta)^{-1} \) and \( \lambda = (\lambda_1, \ldots, \lambda_N) \subset (M - N)^N \) is a partition related to \( x = (x_1, \ldots, x_N) = (M^{m_1}, \ldots, 1^{m_1}) \) by \( \lambda_j = x_j - N + j - 1 \).

The dual wavefunction has the following form

\[
\langle \Omega|\prod_{j=1}^{N} C(v_j)|\{m\}_{M,N} \rangle = \frac{\prod_{1 \leq j < k \leq N}(z_j + z_k + 2\beta z_j z_k)}{\prod_{j=1}^{N}(1 + \beta z_j)^{M-1}} s_{\lambda^\vee}(z),
\]

(5.3)

where \( \lambda^\vee \) is the Poincare dual of \( \lambda \): \( \lambda^\vee = (\lambda_1^\vee, \ldots, \lambda_N^\vee) \), \( \lambda_j^\vee = M - N - \lambda_{N+1-j} \).
We remark that the integrable model we consider here seems to be a special case of the one considered in [12], whose wavefunction was obtained by the coordinate Bethe ansatz up to a normalization factor. However, to prove combinatorial formulae, it is crucial to determine the exact form starting from the first principle, i.e., starting from the $L$-operator, since we combine the above theorem with the exact expression for the matrix elements (4.7) and (4.8) derived in the previous section to derive a new combinatorial formula for example.

Proof. We show (5.2). Eq. (5.3) can be proved in the same way. First, we redefine the $L$-operator as

$$
\tilde{L}_{aj}(z) = (1 + \beta z) L_{aj}(v) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 + 2\beta z & 2z & 0 \\
0 & 1 + \beta z & z & 0 \\
0 & 0 & 0 & z
\end{pmatrix}_{aj},
$$

and the corresponding monodromy matrix

$$
\tilde{T}_a(z) = \prod_{j=1}^M \tilde{L}_{aj}(z) = \begin{pmatrix}
\tilde{A}(z) & \tilde{B}(z) \\
\tilde{C}(z) & \tilde{D}(z)
\end{pmatrix}_{a},
$$

and show the following equivalent equality for (5.2)

$$
\langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle = 2^N \prod_{j=1}^N z_j \prod_{1 \leq j < k \leq N} (z_j + z_k + 2\beta z_j z_k) s_\lambda(z).
$$

To prove this, we first show the following lemma

**Lemma 5.3.**

$$
\frac{\langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle}{\prod_{1 \leq j < k \leq N} (z_j + z_k + 2\beta z_j z_k)},
$$

does not depend on $\beta$.

Proof. We prove this lemma by showing the following properties for $\langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle$:

1. $\langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle$ is a polynomial of $\beta$ with highest degree $N(N-1)/2$.

2. $\langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle$ has $z_j + z_k + 2\beta z_j z_k$, $1 \leq j < k \leq N$ as factors.

We first show $\deg_\beta \langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle \leq N(N-1)/2$ by induction on $N$. The case $N = 1$ follows as an special case of the general fact $\deg_\beta \langle \{m\}_{M,N+1} \tilde{B}(z) | \{n\}_{M,N} \rangle \leq N$ which can be seen easily from the definition of the $L$-operator $\tilde{L}(z)$. Next, let us assume $\deg_\beta \langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle \leq N(N-1)/2$. One can see $\deg_\beta \langle \{m\}_{M,N+1} \prod_{j=1}^{N+1} \tilde{B}(z_j) | \Omega \rangle \leq (N + 1)N/2$ by combining the assumption $\deg_\beta \langle \{m\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle \leq N(N-1)/2$, the fact $\deg_\beta \langle \{m\}_{M,N+1} \tilde{B}(z) | \{n\}_{M,N} \rangle \leq N$ and the decomposition

$$
\langle \{m\}_{M,N+1} \prod_{j=1}^{N+1} \tilde{B}(z_j) | \Omega \rangle = \sum_{\{n\}_{M,N}} \langle \{m\}_{M,N+1} \tilde{B}(z_{N+1}) | \{n\}_{M,N} \rangle \langle \{n\}_{M,N} \prod_{j=1}^N \tilde{B}(z_j) | \Omega \rangle.
$$

(5.8)
Next, we show Property 2. It is enough to show the case \( N = 2 \). The case for generic \( N \) follows from the commutativity \([\bar{B}(z_j), \bar{B}(z_k)] = 0\) and the decomposition

\[
\langle \{m\}_{M,N} \prod_{j=1}^{N} \bar{B}(z_j) | \Omega \rangle = \sum_{\{n\}_{M,2}} \langle \{m\}_{M,N} \prod_{j=3}^{N} \bar{B}(z_j) | \{n\}_{M,2} \rangle \langle \{n\}_{M,2} | \bar{B}(z_1) \bar{B}(z_2) | \Omega \rangle. \tag{5.9}
\]

Now we show for the case \( N = 2 \) by induction on \( M \). Let us denote the \( A, B, C, D \) operators consisting of \( M L \)-operators as \( \bar{B}_M(z) \) for example. The case \( M = 2 \) can be checked explicitly \((1,1|\bar{B}_M(z_1)\bar{B}_M(z_2)|\Omega) = 4z_1z_2(z_1 + z_2 + 2\beta z_1z_2)\). Let us assume that \( \langle x_1, x_2 | \bar{B}_M(z_1)\bar{B}_M(z_2) | \Omega \rangle \) has \( z_1 + z_2 + 2\beta z_1z_2 \) as a factor. We examine \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \).

One can easily show by its graphical description that

\[
\langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle = \langle z_1z_2 | x_1, x_2 | \bar{B}_{x_2-x_1+1}(z_1)\bar{B}_{x_2-x_1+1}(z_2) | \Omega \rangle. \tag{5.10}
\]

If \( x_1 \neq 1 \) or \( x_2 \neq M + 1 \), \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \) has \( z_1 + z_2 + 2\beta z_1z_2 \) as a factor by assumption.

We examine the remaining case \( x_1 = 1, x_{M+1} = M + 1 \). We show

\[
\langle 1, M + 1 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle = 4z_1z_2 \left( z_1 \frac{z_2^M - 2z_2}{z_1 - z_2} + 2\beta z_1z_2 \right). \tag{5.11}
\]

By graphical description, one sees

\[
\langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle = 2z_1 \{ f_M(z_1, z_2) + 2z_2^M (1 + 2\beta z_1) \}, \tag{5.12}
\]

where \( f_M(z_1, z_2) = \langle 1 | \bar{D}_M(z_1)\bar{B}_M(z_2) | \Omega \rangle \). Again, we use its graphical representation to derive the following recursive relation

\[
f_M(z_1, z_2) = z_1 \{ f_{M-1}(z_1, z_2) + 4z_2^M (1 + \beta z_1) \}, \tag{5.13}
\]

with the initial condition

\[
f_2(z_1, z_2) = 2z_1z_2(z_1 + 2z_2 + 2\beta z_1z_2). \tag{5.14}
\]

We can show by induction that

\[
f_M(z_1, z_2) = 2z_2 \left( z_1 \frac{z_2^M - 2z_2}{z_1 - z_2} + 2\beta z_1z_2 \right) - 2z_2^{M+1} (1 + 2\beta z_1), \tag{5.15}
\]

solves the recursive relation \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \) and the initial condition \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \). Hence, the expression \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \) follows from \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \) and \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \). We thus have shown by induction that \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \) has \( z_1 + z_2 + 2\beta z_1z_2 \) as a factor, and Property 2 is proved.

From Property 2 we have, \( \text{deg}_\beta \langle \{m\}_{M,N} | \prod_{j=1}^{N} \bar{B}(z_j) | \Omega \rangle \geq N(N - 1)/2 \). Together with \( \text{deg}_\beta \langle \{m\}_{M,N} | \prod_{j=1}^{N} \bar{B}(z_j) | \Omega \rangle \leq N(N - 1)/2 \) which we proved before, we have Property 1. If

From Lemma \( \langle x_1, x_2 | \bar{B}_{M+1}(z_1)\bar{B}_{M+1}(z_2) | \Omega \rangle \), one can examine

\[
\frac{\langle \{m\}_{M,N} | \prod_{j=1}^{N} \bar{B}(z_j) | \Omega \rangle}{\prod_{1 \leq j < k \leq N} \langle z_j + z_k + 2\beta z_jz_k \rangle}, \tag{5.16}
\]

by dealing the case \( \beta = 0 \).
Lemma 5.4. We have
\[
\frac{\langle \{m\}_{M,N} | \prod_{j=1}^{N} \tilde{B}(z_j) | \Omega \rangle_{\beta=0}}{\prod_{1 \leq j < k \leq N} (z_j + z_k + 2\beta z_j z_k)} = 2^N \prod_{j=1}^{N} z_j s_\lambda(\{z\}). 
\] (5.17)

Proof. To prove the lemma is equivalent to show
\[
\langle \{m\}_{M,N} | \prod_{j=1}^{N} \tilde{B}(z_j) | \Omega \rangle_{\beta=0} = 2^N \prod_{j=1}^{N} z_j \prod_{1 \leq j < k \leq N} (z_j + z_k) s_\lambda(z) = Q_x(z). 
\] (5.18)
where \(Q_x(z)\) is the Schur \(Q\)-function
\[
Q_x(z) = 2^N \sum_{w \in S_N} w \left( \prod_{j=1}^{N} z_j^{x_j} \prod_{1 \leq j < k \leq N} \frac{z_j + z_k}{z_j - z_k} \right). 
\] (5.19)
where \(z = \{z_1, \ldots, z_N\}\) is a set of variables and \(x\) denotes a strict Young diagram \(x = (x_1, x_2, \ldots, x_N)\) with strictly decreasing non-negative integers \(x_1 > x_2 > \cdots > x_N \geq 0\). (5.18) follows from the fact (4.18) derived in the previous section that the matrix element of a single \(B\)-operator at \(\beta = 0\) is nothing but the skew Schur \(Q\)-function
\[
\langle \{m\}_{M,N+1} | \tilde{B}(z_1) \tilde{B}(z_2) | \{n\}_{M,N} \rangle_{\beta=0} = \langle \{m\}_{M,N+1} | B(v) | \{n\}_{M,N} \rangle_{\beta=0} = 2^N \sum_{j=1}^{N+1} y_j - \sum_{j=1}^{N} x_j = Q_{y/x}(z). 
\] (5.20)
(5.18) follows as a consequence of the addition formula for the skew Schur \(Q\)-function
\[
\langle \{m\}_{M,N+2} | \tilde{B}(z_1) \tilde{B}(z_2) | \{n\}_{M,N} \rangle_{\beta=0} = \sum_{\ell} \langle \{m\}_{M,N+2} | \tilde{B}(z_1) | \{\ell\}_{M,N+1} \rangle_{\beta=0} \langle \{\ell\}_{M,N+1} | \tilde{B}(z_2) | \{n\}_{M,N} \rangle_{\beta=0} = \sum_{w} Q_{y/z}(z_1, z_2) = Q_{y/x}(z_1, z_2). 
\] (5.21)

Combining Lemma 5.3 and (5.17), we have (5.6), and the proof of (5.2) is completed. \(\square\)

6 Combinatorial formulae for the Schur polynomials

By combining the analysis of the partition functions in the previous sections, we obtain combinatorial formulae for the Schur polynomials.

Theorem 6.1. We have the following combinatorial formula for the Schur polynomials
\[
s_\lambda(z) = \prod_{1 \leq j < k \leq N} (z_j + z_k + 2\beta z_j z_k) \sum_{x(N)} \prod_{k=1}^{N} \left( \frac{\delta_{x(1)}^{(k)} - \delta_{x(1)}^{(k-1)}}{\delta_{x(1)}^{(k-1)} - \delta_{x(1)}^{(k)}} \right) \prod_{j=1}^{k-1} \left( 2 + 2\beta z_k \left( 1 - \delta_{x(j)}^{(k-1)} \frac{x(j)}{x(j+1)} \right) \right), 
\] (6.1)
where $\beta$ is an arbitrary parameter. $x^{(k)} = (x_1^{(k)}, \ldots, x_k^{(k)}), k = 0, 1, \ldots, N$ are strict partitions satisfying the interlacing relations $x^{(N)} \succ x^{(N-1)} \succ \cdots \succ x^{(0)} = \phi$, and $x^{(N)}$ is fixed by the Young diagram $\lambda = (\lambda_1, \ldots, \lambda_N)$ as $\lambda_j = x_j^{(N)} - N + j - 1$.

**Proof.** We decompose the wavefunction as

\[
\langle \{n\}_{M,N} | \Psi(\{v\}_N) \rangle = \sum_{\{m^{(0)}\}, \ldots, \{m^{(N-1)}\}} \{\langle n \rangle_{M,N} | \prod_{j=1}^{N} \{B(v_j)\} m^{(N-j)} \}_{M,N-j} \{\{m^{(N-j)}\}_{M,N-j} \} \} | \Omega \rangle. \tag{6.2}
\]

We insert the expression $[5.2]$ in the left hand side of $[6.2]$ on one hand. On the other hand, the right hand side of $[6.2]$ can be expressed using the evaluation of matrix elements $[4.7]$. Combining the two expressions and simplifying gives the combinatorial expression for the Schur polynomials $[6.1]$. \qed

**Example 6.2.** Let us check the case $N = 2$, $\lambda = (1, 0)$. $x^{(2)}$ is fixed as $x^{(2)} = (1,0)+(2,1) = (3,1)$ and $x^{(0)} = \phi$. $x^{(1)}$ satisfying the interlacing relation $x^{(2)} \succ x^{(1)} \succ x^{(0)}$ has three cases $x^{(1)} = (1)$, $x^{(1)} = (2)$ and $x^{(1)} = (3)$. Each term in the sum of the right hand side of $[6.1]$ has the contribution

\[
z^{4-1-1} \left( \frac{2(1+\beta z_2)}{1+2\beta z_2} \right)^{1-1} z_4^{1-1}, \tag{6.3}
\]

\[
z^{4-2-1} \left( \frac{2(1+\beta z_2)}{1+2\beta z_2} \right)^{2-1} (1+2\beta z_2) z_4^{2-1}, \tag{6.4}
\]

\[
z^{4-3-1} \left( \frac{2(1+\beta z_2)}{1+2\beta z_2} \right)^{1-1} (1+2\beta z_2) z_4^{3-1}, \tag{6.5}
\]

which sums up to $(z_1 + z_2 + 2\beta z_1 z_2)(z_1 + z_2)$. Dividing by $z_1 + z_2 + 2\beta z_1 z_2$, we have $z_1 + z_2$, which is nothing but $s_{(1,0)}(z_1, z_2)$.

**Proposition 6.3.** The following well-known identity holds true for the Schur polynomials.

\[
\sum_{\lambda \subseteq (M-N)\times N} s_{\lambda}(z)s_{\lambda'}(y) = \prod_{1 \leq j < k \leq N} \frac{1}{(z_k - z_j)(y_j - y_k)} \det_N \left[ \frac{z_j - y_j}{z_j - y_k} \right]. \tag{6.6}
\]

**Proof.** First, substituting the completeness relation, one decomposes the scalar product as

\[
\langle \Psi(\{u\}_N) | \Psi(\{v\}_N) \rangle = \sum_{\{n\}_{M,N}} \langle \Psi(\{u\}_N) | \{n\}_{M,N} \rangle \langle \{n\}_{M,N} | \Psi(\{v\}_N) \rangle. \tag{6.7}
\]

Then substituting the determinant representation for the scalar product $[6.17]$ into the RHS of the above and utilizing the relations $[5.2]$ and $[5.3]$ yields the Cauchy identity $[6.3]$ by changing the variables from $u_j$ and $v_j$ to $y_j = (u_j^{-1} - \beta)^{-1}$ and $z_j = (v_j^{-1} - \beta)^{-1}$ respectively. \qed
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7 Enumeration of alternating sign matrices

In this section, we make an application of the domain wall boundary partition function to the enumeration of alternating sign matrices. See [30, 31, 32, 33, 34, 35, 36, 37, 38, 39] for example of a huge literature on the relation between the enumeration of alternating sign matrices and integrable vertex models. The presentation below for the explanation of the relation between alternating sign matrices and the six-vertex model follows the lines of [38]. We take the homogeneous limit of the domain wall boundary partition function (3.28) or (A.1)

$$Z(\{v\}_n|\{1\}) = \langle 1^n | \prod_{k=1}^n B(v_k) \mid \Omega \rangle = \prod_{j=1}^n (2v_j) \prod_{1 \leq j < k \leq n} (v_j + v_k).$$ (7.1)

An algebraic analytic proof of (3.28) is given in Appendix. It can also be obtained as a special case of the wavefunction (5.2).

As a corollary of the domain wall boundary partition function, we derive a simple expression for a special case of the generating function of alternating sign matrices.

**Definition 7.1.** Alternating sign matrices are square matrices with the following properties:

1. each entry is either 0, 1 or $-1$.
2. there is at least one nonzero entry in each row and column.
3. the entries in each row and column sum to 1.

To satisfy the above conditions, the nonzero entries must alternate in sign along each row and column.

**Example 7.2.** For $n = 3$, there are 7 alternating sign matrices:

$$\text{ASM}(3) = \left\{ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} \right\}. \quad (7.2)$$

**Definition 7.3.** Let $\text{ASM}(n)$ be the set consisting of all $n \times n$ alternating sign matrices. For $A \in \text{ASM}(n)$, let us define $\nu(A)$ as the number of $-1$’s in $A$ and $\rho(A)$ as the number of 0’s to left of 1 in the first row of $A$. The generating function of the alternating sign matrices is defined as

$$Z_{\text{ASM}}(n, x, y, z) = \sum_{A \in \text{ASM}(n)} x^{\nu(A)} y^{\mu(A)} z^{\rho(A)}.$$(7.4)
Each element of an alternating sign matrix \( \text{ASM}(n) \) has one-to-one correspondence with a particular configuration which makes a non-zero contribution to the domain wall boundary partition function of the six-vertex model. To simplify the explanation, we identify a particular configuration of the domain wall boundary partition function at the coordinate \((j,k)\) with the matrix elements \(a_j^* k^* |\mathcal{L}_{aj} (v_k)|*_a|*\).

**Definition 7.4.** Let \(6VDW(n)\) be the set of all particular configurations making non-zero contributions to the domain wall boundary partition function of the six-vertex model. For \(C \in 6VDW(n)\), let \(\nu(C)\) be the number of vertex configurations \(a_1^* j^* |\mathcal{L}_{aj} (v_k)|1|a|1\), \(j,k=1,\ldots,n\) in \(C\), \(\mu(C)\) the number of vertex configurations \(a_1^* j^* |0|\mathcal{L}_{aj} (v_k)|0|a|1\), \(j,k=1,\ldots,n\) in \(C\), \(\rho(C)\) the number of vertex configurations \(a_1^* j^* |1|\mathcal{L}_{aj} (v_k)|1|a|1\), \(j=1,\ldots,n\) in \(C\).

**Theorem 7.5.** [40] There is a bijection between the set of alternating sign matrices \(\{A \in \text{ASM}(n) \mid \nu(A) = p, \mu(A) = m, \rho(A) = k\}\) and the set of configurations making non-zero contributions to the domain wall boundary partition function of the six-vertex model \(\{C \in 6VDW(n) \mid \nu(C) = p, \mu(C) = m, \rho(C) = k\}\) by identifying the matrix elements 1 with \(a_1^* j^* |1|\mathcal{L}_{aj} (v_k)|1|a|0\), \(-1\) with \(a_1^* j^* |0|\mathcal{L}_{aj} (v_k)|0|a|1\), and 0 with one of the rest of the four non-zero configurations.

**Proposition 7.6.** [40] Let \(\#a_1^* j^* |\mathcal{L}_{aj} (v_k)|*_a|*\) be the number of vertex configurations \(a_1^* j^* |\mathcal{L}_{aj} (v_k)|*_a|*\), \(j,k=1,\ldots,n\) in a configuration \(C \in 6VDW(n)\).

\[
\begin{align*}
\#a_1^* j^* |0|\mathcal{L}_{aj} (v_k)|0|a|0\rangle_j &= \nu(C), \\
\#a_1^* j^* |1|\mathcal{L}_{aj} (v_k)|0|a|1\rangle_j &= n(n-1)/2 - \nu(C) - \mu(C), \\
\#a_1^* j^* |1|\mathcal{L}_{aj} (v_k)|1|a|0\rangle_j &= \mu(C) + n, \\
\#a_1^* j^* |0|\mathcal{L}_{aj} (v_k)|0|a|1\rangle_j &= \mu(C), \\
\#a_1^* j^* |0|\mathcal{L}_{aj} (v_k)|1|a|0\rangle_j &= n(n-1)/2 - \nu(C) - \mu(C), \\
\#a_1^* j^* |1|\mathcal{L}_{aj} (v_k)|1|a|1\rangle_j &= \nu(C).
\end{align*}
\]

We use \(\text{(7.1)}\), Theorem \(\text{(7.3)}\) and Proposition \(\text{(7.6)}\) to show the following simple formula for a particular type of the generating function of alternating sign matrices:

**Proposition 7.7.**

\[
Z_{\text{ASM}}(n,u-1,u,1) = u^{n(n-1)/2}.
\]

**Proof.** We first take the homogeneous limit \(v_j \to v, j=1,\ldots,n\) of the partition function of the six-vertex model \(7.1\):

\[
Z(v) := Z(\{v\}_n|\{1\})_{v_1,\ldots,v_n \to v} = (2v)^{n(n+1)/2}.
\]

On the other hand, by the definition of domain wall boundary partition function and Proposition \(\text{(7.6)}\) we have

\[
Z(v) = \sum_{C \in 6VDW(n)} \langle a_0 a_1 \rangle^\nu(C) (b_0 b_1)^{n(n-1)/2 - \nu(C) - \mu(C) - \mu(C) + \mu(C)} c_1^\mu(C) + n,
\]
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where \( a_0 = 1 - \beta v, \ a_1 = v, \ b_0 = 1 + \beta v, \ b_1 = v, \ c_0 = 1, \ c_1 = 2v. \)

Combining (7.12) and (7.13) and simplifying, one gets

\[
\sum_{C \in 6VDW(n)} \left( \frac{1 - \beta v}{1 + \beta v} \right)^{\nu(C)} \left( \frac{2}{1 + \beta v} \right)^{\mu(C)} = \left( \frac{2}{1 + \beta v} \right)^{n(n-1)/2}. \tag{7.14}
\]

We make change variable from \( v \) to \( u := 2/(1+\beta v) \). Finally, we use Theorem 7.5 on the one-to-one correspondence between the set of alternating sign matrices and the set of configurations of the domain wall boundary partition function to replace the sum over \( C \in 6VDW(n) \) and the numbers \( \nu(C), \mu(C) \) by the sum over \( A \in ASM(n) \) and the numbers \( \nu(A), \mu(A) \). Then (7.14) can be rewritten as (7.11), which concludes the proof.

**Example 7.8.** For \( n = 3 \), there are 7 alternating sign matrices as in (7.2). Summing up all the corresponding factors, we have \( Z_{ASM}(3, u-1, u, 1) = (u-1)^3 + 2(u-1)^2 + (u-1)u + 2(u-1) + 1 = u^3 \).

We finally remark that it may also be possible to derive (7.11) as a limit of the determinant representation for \( Z_{ASM}(M, x, y, 1) \) in [38].

### 8 Conclusion

In this paper, we derived a new combinatorial formula for the Schur polynomials. The quantum integrability is useful to derive a formula even for Schur polynomials which is the most fundamental symmetric polynomials. The formula expresses Schur polynomials with an additional parameter besides the spectral parameter. The other known formula in a similar sense is the Tokuyama formula, which can be interpreted as a deformation of the Weyl character formula and the determinant expression. The representation theoretic meaning of the deformation parameter in our formula is unknown now which may be worth investigating. There may be other possibilities to find combinatorial formulae to express Schur polynomials and other symmetric polynomials in terms of additional parameters using the power of quantum integrability. This may be achieved by dealing with partition functions consisting of different local \( L \)-operators or changing global boundary conditions for example.

Besides the traditional problem of the application of partition functions of the six-vertex model to the enumeration of alternating sign matrices, one of the most active line of researches on quantum integrable combinatorics today is to derive combinatorial formulae for symmetric polynomials such as the Cauchy identity, Littlewood identity and so on by analyzing the transfer matrices or partition functions of integrable lattice models. The power of quantum integrable combinatorics is that one can fuse combinatorics with algebraic analysis to find and prove identities which seems to be hard to show in a purely combinatorial or a purely algebraic way. See [5, 6, 29, 41, 42] for finite lattice and [43] for infinite lattice for example of the recent progresses on this line.
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A Evaluation of the domain wall boundary partition function

Here we derive the factorized form (3.28) of the domain wall boundary partition function defined by

\[ Z(\{v\}_N|\{w\}_N) := \langle 1_N | \prod_{j=1}^N B_N(v_j)|0^N \rangle, \tag{A.1} \]

where \( B_N(v_j) \) is given by (3.27) and \( \{w\}_N = \{w_{M+1-N}, \ldots, w_M\} \).

**Proposition A.1.** The domain wall boundary partition function (A.1) is expressed as the following factorized form:

\[ Z(\{v\}_N|\{w\}_N) = \prod_{j=1}^N \frac{2v_j}{w_j} \prod_{1 \leq j < k \leq N} (v_j + v_k). \tag{A.2} \]

**Proof.** This can be shown in the standard approach due to Izergin and Korepin \[26, 27\]. First, one shows the following four conditions.

**Lemma A.2.** The domain wall boundary partition function (A.1) satisfies the following properties.

1. \( \prod_{j=M+1-N}^M w_j^{N+j-M} Z(\{v\}_N|\{w\}_N) \) is symmetric with respect to the variables \( \{w\}_N \).
2. \( Z(\{v\}_N|\{w\}_N)/v_N \) is a polynomial of degree \( N - 1 \) in \( v_N \).
3. The following recursive relations between the domain wall boundary partition functions hold:

\[ Z(\{v\}_N|\{w\}_N)|_{v_N=\beta^{-1}w_{M-N+1}} = -\frac{2}{\beta} \prod_{j=M-N+2}^M \left( -\frac{w_{M-N+1}}{\beta w_j}\right) \prod_{j=1}^{N-1} \left( 1 - \frac{\beta v_j}{w_{M-N+1}} \right) Z(\{v\}_{N-1}|\{w\}_{N-1}). \tag{A.3} \]

4. The case \( N = 1 \) of the domain wall boundary partition function following form:

\[ Z(\{v\}_1|\{w\}_1) = \frac{2v_1}{w_M}. \tag{A.4} \]

Properties 2, 3 and 4 can be shown easily with the help of the graphical representation (see figure 5 for Property 3) of the domain wall boundary partition function. Let us explain Property 1. First note that the domain wall boundary partition function \( Z(\{v\}_N|\{w\}_N) \) can be re-expressed using the transfer matrix \( T_j(w_{M+1-j}) = \prod_{a=1}^N L_{aj}(v_a/w_{M+1-j}) \in \text{End}(W^\otimes N \otimes F_j) \) propagating in the horizontal direction as

\[ Z(\{v\}_N|\{w\}_N) = \langle 1_N | C(w_{M+1-N}) \cdots C(w_M)|0^N \rangle, \tag{A.5} \]

where

\[ T_j(w_{M+1-j}) = \begin{pmatrix} A(w_{M+1-j}) & B(w_{M+1-j}) \\ C(w_{M+1-j}) & D(w_{M+1-j}) \end{pmatrix}. \tag{A.6} \]
From the RLL relation, one has

\[ C(w_k)w_jC(w_j) = C(w_j)w_kC(w_k). \]  \hspace{1cm} (A.7)

Combining (A.5) and (A.7) shows Property 1.

The remaining thing to do is to find the explicit forms of the functions satisfying the properties in the Lemma. One can easily show that

\[
Z(\{v\}_N|\{w\}_N) = \prod_{j=1}^{N} (2v_j) \prod_{j=M+1-N}^{M} w_j^{M-N-j} \prod_{1 \leq j < k \leq N} (v_j + v_k),
\]  \hspace{1cm} (A.8)

satisfies the above four properties.
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