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ABSTRACT

A recent explosion of research focuses on developing methods and tools for building fair predictive models. However, most of this work relies on the assumption that the training and testing data are representative of the target population on which the model will be deployed. However, real-world training data often suffer from selection bias and are not representative of the target population for many reasons, including the cost and feasibility of collecting and labeling data, historical discrimination, and individual biases.

In this paper, we introduce a new framework for certifying and ensuring fairness of predictive models trained on biased data. We take inspiration from query answering over incomplete and inconsistent databases to present and formalize the problem of consistent range approximation (CRA) of answers to queries about aggregate information for the target population. We aim to leverage background knowledge about the data collection process, biased data, and limited or no auxiliary data sources to compute a range of answers for aggregate queries over the target population that are consistent with available information. We then develop methods that use CRA of such aggregate queries to build predictive models that are certifiably fair on the target population even when no external information about that population is available during training. We evaluate our methods on real data and demonstrate improvements over the state of the art. Significantly, we show that enforcing fairness using our methods can lead to predictive models that are not only fair, but more accurate on the target population.

1 Introduction

Data-driven algorithmic decision making is increasingly used to make consequential decisions about hiring employees, assigning loans and credit scores, authorizing pretrial release, and diagnosing medical conditions. Although these algorithmic systems may show an “objective” veneer, there is a growing realization that algorithms can be biased, and this bias can lead to erroneous decisions and decisions that iniquitously affect certain groups, perpetuating systemic discrimination. In this regard, a growing literature in machine learning (ML), data management, and other fields investigates fairness in the context of learning predictive models from data (see [1][2][3], for recent surveys). Current methods for fair predictive modeling ensure fairness either by intervening on the learning algorithm (in-processing) (see, e.g., [4][5][6][7][8][9][10][11]) or by intervening on training and testing data (pre-, post-processing) (see, e.g., [12][13][14][15][16][17][18]). However, most of these methods and tools explicitly or implicitly rely on the assumption that the training data is representative of the target population in which the ML model will be deployed [3]. However, in a real-world setting, unfairness of predictive models is often due to data biases and quality issues introduced during data collection and preparation that distort the underlying data distribution so that it no longer represents the target population. It has been shown and argued that in the presence of such data quality issues, current approaches may lead
to predictive models that are fair and accurate during training and testing but unfair and inaccurate during deployment in the target population \[3,19\].

A major data quality issue that hinders efforts to develop fair predictive models is selection bias, which occurs when the selection of data points in training data depends on their attributes so that training data no longer reflect the target population. In practice, available training data in sensitive domains – such as predictive policing, healthcare, finance, etc. – often suffers from selection bias \[20, 21, 22, 23, 24, 25, 26\] due to a variety of reasons, such as the cost and feasibility of collecting and labeling data, historical discrimination, and individual biases. Selection bias may lead to spurious conclusions about the existence of a valid statistical dependence between two variables, e.g., protected attributes such as race and gender and the training label (e.g., drug use or the likelihood of recidivism) when one does not exist, or, alternatively, about the absence of statistical dependence between them when one is truly present in the target population. This, in turn, may lead to unfair and inaccurate predictive models.

Much work in ML address the problem of learning ML models in the presence of selection bias (see e.g., \[27, 28, 29, 30, 27, 29\]). However, these works rely on the existence of unbiased samples from the target population, which is often unavailable in practice, do not address unfairness of predictive models, can exhibit poor performance in practice \[27, 29\].

We illustrate these points with two examples.

**Example 1 (Predictive Policing)** Predictive policing is a law enforcement practice that uses ML models to predict crime. In this context, we have access only to data gathered by the police department, widely believed to harbor selection bias \[24, 27, 25, 26\]: police datasets include data points related only to individuals with whom the police interact, and studies show that officers are influenced by sociocultural traits in their interactions \[22, 23\]. Additionally, if a neighborhood is more regularly patrolled, police are more likely to detain those suspected of committing crimes \[24\]. Hence, police data may exhibit spurious correlations between protected attributes such as race and crime that exist in training data, but not on the underlying population, which can lead to unfair predictive models. Furthermore, using such an ML model may lead to results that are fair during training and testing, but unfair with respect to the target population.

**Example 2 (COVID-19 Mortality Risk Prediction)** Over the past two years, many publications have examined the use of predictive modeling to detect and combat COVID-19 \[34, 35\]. COVID studies are often conducted on data collected from individuals that have a positive PCR test or who have already been admitted to hospitals \[36, 37\]. These datasets are thus contaminated by selection bias since racial and ethnic minorities \[38\], as well as gender minorities \[39\], have been shown to have less access to healthcare (and thus might be less likely to go to a hospital or perform self-tests). In addition, in terms of testing for COVID-19, (1) the availability of testing sites and (2) the desire of individuals to perform the test could also influence dataset samples \[40\]. As \[40\] discusses, the lower availability of test centers in neighborhoods with larger minority populations, coupled with the history of unfair treatment of minorities, could cause such groups to be unable or decide not to perform these tests, thereby excluding them from the datasets. As a result, the under-representation of racial and gender minorities in these datasets could prevent the models from learning their patterns, which could result in higher inaccuracies for these groups and further propagate inequalities in health care \[41\].

This paper introduces a new framework for certifying and ensuring fairness of predictive models trained in the presence of selection bias. The framework relies only on background knowledge about the underlying data collection process, which is often available in practice, and is designed to work with any level of external knowledge about the target population.

Our system, Consistent Range Approximation from Biased Data, CRAB, employs a principled causality-based approach to encode assumptions about the data collection process using causal diagrams. Then, it establishes conditions on the data collection process under which it is possible to train a predictive model that is certifiably fair on a target population. Unlike previous methods for predictive modeling in the presence of selection bias, which rely on access to unbiased samples from the target populations and do not explicitly account for unfairness, our framework can be used to train predictive models that are guaranteed to be fair even when no information about the target population is available during model training and testing. We show that in the presence of limited external information about the target population, CRAB can lead to predictive models that are not only fair but more accurate with respect to the target population.

Our core technical contribution consists of an in-depth theoretical analysis of the impact of selection bias on the fairness of predictive models. We first establish necessary and sufficient conditions on the data collection process under which selection bias leads to unfair predictive models. We next show that in the presence of selection bias in training data, the existing tools for fair predictive modeling may lead to ML models that are fair during testing and training, but unfair during the deployment in the target population (Section 3).
One key issue hinders the training of fair predictive models in the presence of selection bias is that using the biased data to answer queries about aggregate information on the target population may lead to biased query answers differ substantially from the true query. To address this, we introduce and formalize the problem of **Consistent Range Approximation (CRA) of aggregate queries from biased data**: given a target population and aggregate queries about the population, CRA aims to find approximate answers to the query when we have access only to a biased sample from the population; background knowledge about the data collection process; and no or limited auxiliary external data sources, e.g., census data, results of previous studies, open knowledge graphs, and assumptions on population parameters that could potentially reveal information about the target population.

In general, query answering from data that suffers from selection bias is akin to query answering from inconsistent and incomplete data, which has been extensively studied in databases, although not for biased data and population-level data errors [42, 43, 44]. Inspired by Consistent Query Answering in databases [42, 45], which aims to answer queries from inconsistent data, CRA considers the space of **all possible populations that are consistent** with the available information, i.e., all populations from which the sample could be drawn, and uses it to compute a **range for the query answers** such that the true query answers are guaranteed to lie within the range. We call this the **consistent range** (Section 4).

Then, we study the problem of CRA for a class of aggregate queries that are sufficiently expressive to capture many existing notions of algorithmic fairness that are widely used in practice under varying levels of access to external knowledge about the target population. In this context, CRA enables us to **compute a consistent range for fairness of a predictive model trained on biased data** on a target population. This, in turn, lets us not only certify whether a predictive model is approximately fair on the target population, but also train models that will be certifiably fair on all possible populations consistent with the available information, and thereby on the target population (Section 5).

We evaluate CRA on synthetic and real data. We find that in the presence of selection bias, the following occur. (1) The existing methods for training predictive modeling lead to unfair models. (2) In contrast, CRA develops predictive models that are guaranteed to be fair on the target population. (3) In the presence of limited auxiliary information about the target population, CRA develops predictive models that are fair and highly accurate. (4) Enforcing fairness can improve the performance of predictive models in some situations. (5) **Surprisingly, the predictive models developed by CRA in the presence of limited external data outperform those trained using current methods for learning from selection bias that have access to complete information about the target population.**

This paper makes the following contributions. We develop a new system, CRA for certifying and ensuring fairness in learning predictive models in the presence of selection bias. We presents background on fairness, causality, and selection bias (Section 2.2). We establish sufficient and necessary conditions under which fairness leads to unfair predictive models (Section 3). We introduce and study the CRA problem of aggregate queries, which aim to approximate answers from biased data, and we establish conditions under which it is possible to train certifiably fair ML models with varying access to external information about the target population (Section 4). Finally, we provide experimental evidence that CRA outperforms the state-of-the-art on methods for training fair ML models and learning from biased data (Section 5). An extended version of this paper including the missing proofs and additional experiments can be found at [46].

### 2 Preliminaries and Background

| Symbol | Meaning |
|--------|---------|
| $X, Y, Z$ | Attributes (features, variables) |
| $X, Y, Z$ | Sets of attributes |
| $x, y, z$ | Attribute values |
| $\text{Dom}(X)$ | Domain of an attribute |
| $x \in \text{Dom}(X)$ | An attribute’s value |
| $G$ | A causal diagram |
| $D_{ts}, D_{tr}$ | Test/train datasets |
| $MB(Y)$ | Markov Boundary of Y |
| $h(x)$ | A classifier |

**Table 1**: Notation used in this paper.

#### 2.1 Background on ML and Fairness

We now review the background on ML, causality, and selection bias. Table 1 shows the notation we use.
In this work, we focus on the problem of binary classification, which has been the primary focus of the literature on algorithmic fairness. Consider a population or data distribution $\Omega$ with support $X \times Y$, where $X$ denotes a set of discrete and continuous features and $\text{Dom}(Y) = \{0, 1\}$. A classifier $h: \text{Dom}(X) \rightarrow \{0, 1\}$ is a function that predicts the unknown label $y$ as a function of observable features $x$. The quality of a classifier $h$ can be measured using the expected risk, i.e., $\text{Risk}(h) = \mathbb{E}_{\Omega}[L(h(x), y)]$, where $L(h(x), y)$ is a loss function that measures the cost of predicting $h(x)$ when the true value is $y$. In this paper, we focus on the zero-one loss, i.e., $L(h(x), y) = \mathbb{1}(h(x) \neq y)$. A learning algorithm aims to find a classifier $h^* \in \mathcal{H}$ that has a minimum risk, i.e., for all classifiers $h \in \mathcal{H}$, it holds that $\text{Risk}(h^*) \leq \text{Risk}(h)$, where $\mathcal{H}$ denotes the hypothesis space. In the case of the zero-one loss, the optimal classifier $h^*$ is called the Bayes optimal classifier and is given by

$$h^*(x) = \begin{cases} 1, & \text{if } P(y = 1 \mid x) \geq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$$

Since the population distribution $\Omega$ is unknown, we cannot calculate $\text{Risk}(\cdot)$ directly. Thus, given an i.i.d. training sample $D_{tr} = \{(x_i, y_i)\}_{i=1}^n$ from $\Omega$, the empirical risk $\frac{1}{n} \sum_{i=1}^n L(h(x_i), y_i)$ is typically used to estimate the expected risk. However, minimizing the empirical risk for the zero-one loss function is NP-hard due to its non-convexity. As a result, a convex surrogate loss function is used by learning algorithms. For instance, SVM [47] uses hinge loss and logistic regression; [48] uses logistic loss function as surrogate. A surrogate loss function is said to be Bayes-risk consistent if its corresponding empirical minimizer converges to the Bayes optimal classifier when the size of the training data $n$ is sufficiently large [49]. It has been shown that the commonly used surrogate loss functions, such as logistic loss, hinge loss, and exponential loss functions, are Bayes consistent [49]. Throughout this paper, unless otherwise stated, we assume use of learning algorithms that employ a Bayes-consistent loss function.

**Relevant features and Markov Boundary** Following [50], we say a feature $X \in X$ is strongly relevant to a classification task if removal of $X$ from $X$ leads to performance deterioration of the optimal Bayes classifier on $X \in X$. A feature $X$ is weakly relevant if there exists a subset of features $Z \subseteq X$ such that the performance of the Bayes classifier on $Z$ is worse than the performance on $Z \cup \{X\}$. A feature is irrelevant if it is neither strongly nor weakly relevant. It can be shown that a variable $X$ is relevant for a classification task iff $X$ is in the Markov Boundary of $Y$, denoted $MB(Y)$, which consists of a set of variables $MB(Y) \subseteq X$ for which it holds that $(Y \perp X \mid MB(Y) \mid MB(Y))$ [51].

**Algorithmic fairness.** Consider a binary classifier $h$ with a protected (sensitive) attribute $S \in X$, such as gender or race. Without loss of generality, we interpret $h(.) = 1$ as a favorable (positive) prediction and $h(.) = 0$ as an unfavorable (negative) prediction. To simplify the exposition, we assume $\text{Dom}(s) = \{s_0, s_1\}$, where $s_1$ indicates a privileged and $s_0$ indicates a protected group (e.g., males and non-males, respectively). Algorithmic fairness aims to ensure that the classifier $h$ makes fair predictions devoid of discrimination w.r.t. the protected attribute(s). In this paper, we focus on three of the most widely used associational notions of fairness, as follows.

**Statistical parity** [52] requires an algorithm to classify both the protected and privileged groups with the same probability:

$$\Pr_{\Omega}(h(x) = 1 \mid s_0) = \Pr_{\Omega}(h(x) = 1 \mid s_1).$$

**Equal opportunity** [14] requires both the protected and privileged groups to have the same true positive rate:

$$\Pr_{\Omega}(h(x) = 1 \mid s_0, Y = 1) = \Pr_{\Omega}(h(x) = 1 \mid s_1, Y = 1).$$

**Conditional statistical parity** [53] Given a set of admissible attributes $A$, the effect of $S$ on $h$ through $A$ is deemed to be fair if the model classifies both the protected and privileged groups with the same probability condition on every $a \in \text{Dom}(A)$:

$$\Pr_{\Omega}(h(x) = 1 \mid s_0, A = a) = \Pr_{\Omega}(h(x) = 1 \mid s_1, A = a).$$

Here, we focus on conditional statistical parity since it generalizes both statistical parity ($A = \emptyset$ implies statistical parity) and equality of opportunity ($A = Y$ subsumes equality of opportunity). Note that the methods developed in this paper can be extended and adapted to other notions of fairness, e.g., causal notions [54].

**2.2 Background on Causality**

**Causal diagrams.** A causal diagram is a directed graph that represents the causal relationships between a collection of observed or unobserved (latent) variables $X$ and models the underlying process that generated the observed data. Each node in a causal diagram corresponds to a variable $X \in X$, and an edge between two nodes indicates a potential causal
relationship between the two variables. A variable that has no parent is \textit{exogenous} external and is determined only by forces outside the model; otherwise, it is \textit{endogenous} or internal. The set of all parents of a variable \( X \) is denoted by \( Pa(X) \). We use bidirectional edges to represent the assumption that two variables share ancestors that are not shown in the graph; \( A \leftrightarrow B \) then means that there is an unobserved variable \( U \) with directed paths to both \( A \) and \( B \) (e.g., \( A \leftarrow U \rightarrow B \)).

d-separation and collider bias. Causal diagrams encode a set of conditional independences that can be read off the graph using d-separation\cite{Pearl1988}. A path is a sequence of adjacent arcs, e.g., \((R \rightarrow N \leftarrow X \rightarrow Y)\) in \( G \). Two nodes are d-separated by a set of variables \( Z \), denoted \((V_i \perp \perp V_j \mid d \mid Z)\) if for every path between them, one of the following conditions holds: (1) the path contains a \textit{chain} \((V_i \rightarrow V_m \rightarrow V_j)\) or a \textit{fork} \((V_i \leftarrow V_m \rightarrow V_j)\) such that \( V_m \in Z \), and (2) the path contains a \textit{collider} \((V_i \rightarrow V_m \leftarrow V_j)\) such that \( V_m \notin Z \), and no descendants of \( V_m \) are on \( Z \). For example, \( Y \) and \( R \) are d-separated by \( N \) and \( X \) in \( G \). Key to d-separation is that conditioning on a collider (common effect) can induce a spurious correlation between its parents (causes), a phenomenon known as \textit{collider bias}\cite{Pearl1988}.

Conditional Independence. A population distribution \( \Omega \) is said to be Markov compatible, or simply compatible, with a causal diagram \( G \) if d-separation over the \( G \) implies conditional independence with respect to \( \Omega \). More formally, \((X \perp \perp Y \mid Z) \implies (X \perp \perp Y \mid \Omega \mid Z)\), where \((X \perp \perp Y \mid Z)\) means \( X \) is independent of \( Y \) conditioned on \( Z \) in \( \Omega \). If the converse also holds, i.e., \((X \perp \perp Y \mid \Omega \mid Z) \implies (X \perp \perp Y \mid d \mid Z)\), \( \Omega \) is considered \textit{faithful} to \( G \).

Markov Boundary and causal diagrams. Given a population distribution \( \Omega \) compatible with a causal diagram \( G \), it can be shown that the Markov boundary of a variable \( MB(Y) \) consists of (1) \( Y \)'s parents, (2) \( Y \)'s children, and (3) parents of \( Y \)'s children in \( G \)\cite{Pearl1988}.

Example 3 Figure\cite{Pearl1988} shows a simplified causal model for predictive policing (Example\cite{Pearl1988}) with variables \( Y \): drug use; \( W \): variables such as income, education, job that are deemed to causally affect drug use; \( Z \): sociocultural traits, zip code, and race. Suppose \( \Omega \) is a population distribution compatible with this causal diagram. Then, it holds that \((Race \perp \perp Y | \Omega)\) because \( Race \) and \( Y \) are d-separated by an empty set since the path \((Race \rightarrow Z \leftarrow ZIPCode \rightarrow X \rightarrow Y)\) is closed at a collider node \( Z \).

![Diagram of variables](https://via.placeholder.com/150)

Figure 1: (a) A causal diagram for predictive policing in Examples\cite{Pearl1988} and \cite{Pearl1988}. (b) Selection bias in police data in Example\cite{Pearl1988}.

2.3 Selection Bias and Causal Diagrams

Selection bias occurs when the selection of a data point in a sample \( D \) from a population distribution \( \Omega \) depends upon the attributes of the data point. In other words, the sample \( D \) is collected in a \textit{biased process} in such a way that proper randomization is not achieved, and thereby it is not an i.i.d. sample of \( \Omega \). A principled way to model and analyze selection bias is to use causal diagrams\cite{Pearl1988, Pearl2000}, where we augment the underlying causal diagram \( G \) corresponding to the population distribution \( \Omega \) with a binary selection variable \( C \) such that \( C = 1 \) if a data point is selected into \( D \), and \( C = 0 \) otherwise. Based on this, we use data collection diagrams to reason about selection bias, which we define next.

Data collection diagrams. Given a population distribution \( \Omega \) compatible with causal diagram \( G \), a \textit{biased data collection process} (in which the selection of data points into a sample \( D \) from \( \Omega \) depends on a set of variables \( Z \subseteq X \)) can be modeled using a data collection diagram \( G^\Delta \) obtained by augmenting \( G \) with a selection node \( C \) in which \( Z \) constitutes the parents of \( C \). In this case, \( D \) can be seen as an i.i.d sample from a \textit{biased population distribution} \( \Delta \) compatible with \( G^\Delta \) such that \( Pr_{\Delta}(x, y) = Pr_{\Omega}(x, y | C = 1) \). Furthermore, the biased population \( \Delta \) distribution \( \Delta \) obtained by conditioning on \( C \) may exhibit a spurious correlation between variables for which \( C \) is a collider in a path between them. We illustrate with an example.

Example 4 (Example\cite{Pearl1988} continued) Figure\cite{Pearl1988} shows a data collection diagram for the police data in Examples\cite{Pearl1988} and \cite{Pearl1988} that captures a bias in which the selection of data points into a sample depends on the neighborhood that is more
regularly patrolled and individuals’ sociocultural traits, indicated by arrows from the Z and ZIPCode to the selection variables C. A sample of collected D according to this biased data collection process can be seen as a sample from a biased population distribution \( \Pr_\Delta(X) = \Pr_{\Omega}(X \mid C = 1) \), where \( X = \{X, Z, Y, Race, ZIPCode\} \). Furthermore, since C is a collider in the path (Race \( \rightarrow \) Z \( \rightarrow \) C \( \leftarrow \) ZIPCode \( \rightarrow \) X \( \rightarrow \) Y) between Race and Y, conditioning on the selection variable C induces a spurious correlation between Race and Y that does not exist in the target population distribution \( \Omega \) but exists in the biased data distribution \( \Delta \), due to the collider bias; indicated by the red bidirectional arrow between them Race and Y in the diagram. Specifically, while in the target population distribution \( \Omega \) it holds that (Race \( \perp \perp \) Y), in the biased population distribution \( \Delta \) (Race \( \perp \perp \_\_Y \)). Hence, a sample D from \( \Delta \) may exhibit spurious correlations between Race and Y that may lead to spurious conclusions or unfair predictive models trained on D.

Remark. Selection bias in training data may or may not lead to an unfair model (see Section 3). Throughout this paper, we use the term bias to refer to selection bias in data and the term unfairness to refer to an unfair predictive model.

3 Fairness and Selection Bias

We now analyze the effects of selection bias and identify scenarios where it can lead to unfairness of the trained classifier. Further, we show that any pre-processing bias mitigation strategy cannot ensure fairness if no external information about selection bias is available. To decouple the discrimination introduced by selection bias from other sources of bias – such as a biased data generative process, bias due to finite data, or bias due to the ML model itself – we first define a fair data generative process that does not suffer from any biases. In this formalization, we introduce selection bias to about selection bias is available. To decouple the discrimination introduced by selection bias from other sources of bias

Definition 3.1 (Fair classifier) A classifier \( h \) trained on a training data \( D_{tr}^f \), sampled under selection bias from a biased population distribution \( \Delta \) to predict the class label \( Y \) is fair if it satisfies conditional statistical parity on an (unseen) test data \( D_{ts} \), that is a representative sample of the target population distribution \( \Omega \). We define the following notation to decouple discrimination due to selection bias from any other sources of bias.

Using this notion, we define a fair data distribution as follows.

Definition 3.2 (Fair data distribution) A data distribution compatible with a causal diagram \( G \) is fair for learning a classifier to predict the class label \( Y \) if any Bayes-consistent ML model trained on a sufficiently large sample of the target population distribution \( \Omega \) learns a fair classifier \( h \). Otherwise, we say that the data distribution is unfair for learning \( Y \).

Our goal is to identify graphical conditions on the data collection diagram \( G_c \), under which the trained classifier leads to unfair classification for the data generative process. Before we introduce our graphical condition, we prove the following proposition that shows necessary and sufficient conditions for fairness.

Proposition 1 A data distribution faithful with a causal diagram \( G \) is unfair for learning a classifier that predicts class labels \( Y \) if there exists an attribute \( X \in X \setminus A \) such that the following conditions C1–C2 hold.

\[
C1 \text{ There is an open path from } S \text{ to } X \text{ in } G \text{ after conditioning on the admissible attributes } A, \text{ i.e., } X \perp\!\!\!\!\!\perp_G S \mid A. \\
C2 \text{ The attribute } X \text{ is strongly relevant to } Y. 
\]

Proof 1 First we show that if \( h(x) \) violates conditional statistical parity then \( \exists X \in X \) such that conditions C1–C2 hold. We consider the contrapositive: \( \forall X \in X \), either condition C1 or C2 do not hold, then we show that the classifier \( h \) is fair with respect to conditional statistical parity. More formally, if conditions \( \neg C1 \lor \neg C2 \), then \( \Pr_{\Omega}(h(x) = 1 \mid s_1, a) < \Pr_{\Omega}(h(x) = 1 \mid s_0, a), \forall a \in \text{Dom}(A) \).

Let \( X_1 \) denote the set of attributes that are independent of \( S \) given the admissible variables in the underlying distribution, i.e., \( X_1 \perp\!\!\!\!\!\perp_G S \mid A \) for all \( X_1 \in X_1 \) (which is equivalent to the set of attributes satisfying \( \neg C1 \)) and \( X_2 \) correspond to the attributes that are dependent on \( S \) conditional on the admissible variables but the attribute is not relevant to the classifier, i.e., \( C1 \land \neg C2 \).

Since, \( \neg(C1 \land C2) \equiv (\neg C1) \lor (C1 \land \neg C2) \), we know that all attributes belong \( X_i \in X_1 \cup X_2 \). The attributes in \( X_2 \) are irrelevant to the classifier \( h \) trained over the biased dataset. Therefore, the set of relevant attributes is a subset
of $X_1$, implying all relevant attributes (say $X_R \subseteq X_1$) are conditionally independent of $S$ in the causal graph $G$. Since $\Omega$ is Markov compatible with $G$, $X_1 \perp \Omega | A$. Therefore, $Pr_{\Omega}(h(x) = 1 | s_1, a) = Pr_{\Omega}(h(x) = 1 | s_0, a) = Pr_{\Omega}(h(x) = 1 | a)$.

To show the converse, i.e. proving that if conditions C1 and C2 hold, $h(x)$ will violate conditional statistical parity. Let $X_1$ denote the features satisfying C1 and C2, then $X_1 \subseteq X_R$, the set of relevant attributes. Therefore, $X_R \perp \perp S | A$ implying that the classifier $h(x)$ does not satisfy conditional statistical parity (using faithfulness).

Intuitively, the proposition states that if the protected attribute $S$ is not in the Markov Boundary of $Y$ and is not correlated with any attributes $X$ in the Markov Boundary of $Y$ after conditioning on $A$, then collecting sufficiently large amounts of training data guarantees any Bayes-consistent ML model learns a fair classifier $h$ (see Example 5 below). We now establish a graphical criterion on the data collection diagram $G^c$ such that training a classifier on biased data leads to an unfair classifier.

**Proposition 2** A data collection process faithful with a data collection diagram $G^c$ is unfair for learning a classifier that predicts class labels $Y$ iff either (1) the original data generative process compatible with $G^c$ is unfair for learning a classifier, or (2) the following conditions C1 to C2 hold.

- **C1** The selection variable $Y \in Pa(c)$.
- **C2** The selection variable $C$ is either a child of the protected attribute $S$ or there exists a variable $X \in X \setminus A$ such that the selection variable $C$ is a child of $X$ and there is an open path between $X$ and $S$ that is not closed after conditioning on $A$.

**Proof 2** We begin by proving that if case (a) or (b) holds, the classifier $h$ would violate conditional statistical parity. If case (a) holds, the data generation process compatible with $G$ is originally unfair. Therefore, we will have: $\exists X_i \in X \setminus A$ such that $X_i \perp \perp G | A$ and $X_i \in MB(Y)$ in $G$ (Proposition 7). As introducing a collider $C$ will not remove any variable out of $MB(Y)$, we have: $X_i \in MB(Y)$ in $G^c$, which means $X_i$ will be used by $h$ for prediction. Therefore, $h(x) \perp \perp G | A$, the classifier $h$ is unfair on the test data collected based the process compatible with $G$. If case (b) holds, based on the definition of Markov boundary, $\exists X_i \in MB(Y)$ in $G^c$, and for this $X_i$ we have $X_i \perp \perp S | A$, then $h$ will be unfair according to conditional statistical parity.

We now prove that if $h$ violates conditional statistical parity, then either the original data collection process, which is compatible with $G$, is unfair (case (a)), or the conditions C1–C2 must hold (case (b)). Since the classifier $h$ is Bayes-risk consistent, it is guaranteed to converge to a Bayes optimal classifier in the presence of sufficient amounts of data. All attributes that are used by $h$, are in $MB(Y)$ in the selection graph $G^c$ and all other attributes are not used by the learned classifier $h$.

Since $h$ trained on $D_{tr}$ (compatible with $G^c$) violates conditional statistical parity on $D_{ts}$ (compatible with $G$), according to Proposition 7, there must exist an attribute $X_i \in X \setminus A$ (can be $S$), that is used by $h$ and is dependent on $S$ after conditioning on $A$ in $G$. More formally, $\exists X_i \in MB(Y)$ in the graph $G$, such that $X_i \perp \perp G | A$.

As introducing a collider $C$ can expand $MB(Y)$ while having $Y$ as a parent, there are two possible cases exist in the original data generation diagram $G$: $X_i \in MB(Y)$ or $X_i \notin MB(Y)$. If $X_i \in MB(Y)$ in $G$, $h$ will violate conditional statistical parity before the introducing $C$, and this corresponds to the satisfaction of case (a) according to Proposition 7. And if $X_i \notin MB(Y)$, i.e. $X_i$ is added to $MB(Y)$ after introducing $C$ in $G^c$, $X_i$ cannot be a direct child or parent of $Y$ because $C$ is a collider. That means $X_i$ can only be the parent of some child of $Y$ in $G^c$ (condition C1). And since $X_i \notin MB(Y)$ in $G$, $X_i$ will be added to $MB(Y)$ only if it is a parent of new child of $Y$, which is $C$. Since $X_i$ has the property: $X_i \perp \perp G | A$, condition C2 is also satisfied. Therefore we proved the classifier’s violation of conditional statistical parity will correspond to either case (a) or (b).

**Example 5** We illustrate Proposition 2 with the data collection diagrams in Figure 2. The underlying causal diagram $G$ that generates the test dataset $D_{ts}$ is the same for all four sub-figures. The selection node $C$ represents the selection procedure and is decided based on its parents. Each figure represents a different selection mechanism. We can see that since $MB_G(Y) = \{X_3, X_4\}$, and since a Bayes optimal classifier $h$ make predictions based only on $MB(Y)$, and there is no open path from $MB(Y)$ to $S$, $G$ is a fair process. The training dataset will be a sample of the generative process that is affected by selection bias.

When the set of admissible variables is empty ($A = \emptyset$), Figure 2a is the only case that would introduce unfairness; this corresponds to the condition explained in Proposition 2 which we proved would introduce unfairness to an otherwise fair model. Specifically, as $G$ is a fair process, case (1) in Proposition 2 is not satisfied for all graphs. As for conditions in case (2), only Figure 2c and Figure 2d satisfy C1. Between these two structures, in Figure 2c $C$ has only 1 parent;
Thus, it is impossible to satisfy C2, which requires another parent $X \in \mathbf{X} \setminus \mathbf{A}$. In Figure 2c, we can let $X = X_2$, which becomes the child of $Y$ after selection (C1) and is dependent on $S$ in the original data generation process conditioning on $A = 0$ (C2). In the experiments, we will empirically show that Figure 2c is the only selection procedure that would introduce unfairness to this data generative process.

**Remark.** Proposition 2 requires that the data collection process is faithful with the data collection diagram $G^c$ for proving that the conditions (1) or (2) imply unfairness of the classifier. If faithfulness is violated, unfairness of the classifier would still imply that either (1) or (2) holds. If the original data distribution is unfair, then selection bias may or may not exacerbate unfairness.

Thus far, we have discussed how selection bias can introduce unfairness. We now show that bias mitigation algorithms would be unable to perform their role if no external knowledge about the existence and effects of selection bias were available. This is because the perfect bias mitigation algorithm is the one algorithm among all algorithms that perfectly satisfies the fairness constraint/metric on the training data, which minimizes the loss (has the closest loss to the Bayes optimal classifier). Thus, if the training dataset already satisfies the fairness constraint, the perfect bias mitigation algorithm would make no changes and would simply be equal to the Bayes optimal classifier. This approach to fairness would not work if the training set became fair because of selection bias but was not so in the overall population. Our theorem follows.

**Theorem 1** Without external information, no fairness-aware ML algorithm trained on a biased training dataset can guarantee fairness over the unbiased test dataset.

**Proof 3** As proof, we construct a counterexample where no fair ML algorithm would ensure fairness. Consider the dataset shown in Figure 2, where the selection criterion chooses green records. In this sample, the protected attribute $S$ is independent of the target variable $Y$. Therefore, the bias mitigation algorithm would not perform any pre-processing and simply train the best classifier. In this case, the classifier would be $h(x) = X_1$. However, the dataset has a property that the data points that are not selected ($C = 0$) have a strong correlation between $S$ and $Y$. Therefore, the trained classifier is highly unfair on the entire dataset. A method that has no access to external information is not aware of this property of the unselected samples, which causes unfairness of the trained classifier. In general, the unselected dataset can largely differ from the selected portion, which defeats the purpose of training a fair classifier on a biased dataset without any external information.

In this result, we showed how selection bias can ensure that any fair ML technique cannot ensure fairness without external information. Intuitively, conditional statistical parity is ensured only when $h(x)$ is independent of $S$, conditioned on $A$. Conditional independence is not closed under subset partitioning, i.e., conditional independence over a set does not guarantee conditional independence over its subsets. Since data collected under selection bias can be seen as a subset of an unbiased sample of the target population, conditional independence over the biased training set does not translate to conditional independence over the unbiased set.
4 Fair Classification Under Selection Bias Using CRA

In the previous section, we showed that selection bias in training data can lead to a classifier that is fair during training but unfair in the target population. We now study whether it is possible to train a classifier from biased training data that is certifiably fair on the target population. To do so, we introduce and formalize the problem of consistent range approximation (CRA), which aims to approximate and bound the answers to queries about aggregate information for a target population from biased data (Section 3). Then, we study the problem of CRA of the fairness of a classifier on a target population in settings for which limited or no external information about the target population is available during classifier testing and training (Section 4.2-4.4). Finally, we show that CRA enables training of a classifier from biased data that is certifiably fair on the target population (Section 4.5). Note that this observation also implied by existing works such as [58, 59, 60].

4.1 Consistent Range Approximation for Query Answering from Biased Data

Given a target population Ω, let Q be a query about the population aggregate information. To compute the query answers Q(Ω), suppose we have access only to a biased sample Dc that is collected from Ω under selection bias with a data collection diagram Gc. Hence, Dc can be seen as a sample from a biased population ∆. In general, Q(Ω) and Q(∆) could be arbitrarily different; hence, using Dc to answer Q may lead to incorrect and biased insights. Our goal is to approximate Q(Ω) using samples from ∆, information encoded in the data collection diagram Gc, and auxiliary external data sources I, e.g., census data, results of previous studies, open knowledge graphs, and assumptions on population parameters that could potentially reveal information about the target population Ω. Let us denote with Poss(∆, Gc, I) the set of all possible populations that are consistent with the biased data distribution ∆, the data collection diagram Gc, and the auxiliary data sources I. Intuitively, Poss(∆, Gc, I) represents all possible populations from which the biased dataset Dc could have been drawn; hence, the target distribution Ω is included in Poss(∆, Gc, I).

Definition 4.1 (Consistent Range Approximation (CRA).) Given a sample from a biased data distribution ∆, the data collection diagram Gc, and auxiliary data sources I, we define consistent range answers of an aggregate Q as the interval [glb(Q), lub(Q)], where the endpoints are, respectively, the greatest lower bound (glb) and the least upper bound (lub) of the query answer Q on the set of consistent populations Poss(∆, Gc, I). The problem of consistent range approximation of Q(Ω) is the problem of computing the consistent range [glb(Q), lub(Q)].

CRA aims to find a consistent range for a query answer, such that the true answers are guaranteed to be within the range in situations where true query answers cannot be computed due to incomplete information about the target population. While CRA can be studied for any arbitrary aggregate query from biased data, in this work we are interested in CRA of the following aggregate query, which quantifies the fairness of a classifier h w.r.t. conditional statistical parity (cf. Section 1):

\[ F_{h,A}(\Omega) = \mathbb{E}_{\Omega}[h(x) | s_1, A] - \mathbb{E}_{\Omega}[h(x) | s_0, A]. \]  

We say that a classifier h is \( \epsilon \)-fair on the target population Ω if \(|F_{h,A}(\Omega)| \leq \epsilon\). It is easy to see that if a classifier satisfies conditional statistical parity, then \( F_{h,A}(\Omega) = 0 \).

The motivation for studying CRA for the query \( F_{h,A}(\Omega) \) in Eq. (1) is to enable auditing fairness of a classifier when (1) testing and training data suffer from selection bias, and (2) no or limited information about the target distribution is available during the training. Using the consistent range \([glb(Q_h), lub(Q_h)]\), one can certify that a classifier is \( \epsilon \)-fair if \(|lub(Q_h)| \leq \epsilon\). Furthermore, as we show in Section 4.3, the upper bound lub(Q_h) can be used either as a regularizer or as a constraint to train a classifier that is certifiably \( \epsilon \)-fairness on the target population.

Remark. While our focus is on CRA for the aggregate query \( F_{h,A}(\Omega) \) in Eq. (1) we note that for discrete data, \( F_{h,A}(\Omega) \) can be estimated via two AVG-GROUP-BY queries. The results established in the subsequent sections can be extended and adapted to Aggregate-GROUP-BY queries in general, which we defer to future work.

4.2 CRA In the Presence of Sufficient Auxiliary Data

We now establish the sufficient conditions under which \( F_{h,A}(\Omega) \) can be estimated from biased data in settings where we have access to external data sources that reveal sufficient information (to be defined later) about the target population.

Proposition 3 Consider a data collection process compatible with a data collection diagram Gc and a classifier h. If there exists a set of variables \( U \subseteq X \) such that \( (X \perp C | S, U, A) \), where for all \( u \in \text{DOM}(U) \), \( a \in \text{DOM}(A) \), and \( s \in \{s_0, s_1\} \), \( F_{\Omega}(a | s, u) \) can be computed using auxiliary data sources I, then \( F_{h,A}(\Omega) \) can be computed using the
For each

We next consider the case where no auxiliary external data sources are available to compute \( \mathcal{F} \). Hence,\(^{(2)}\) 

\[
\text{Eq (2) immediately follows from the preceding equations.}
\]

Note that in Eq (2), the expression \( \mathbb{E} \mathcal{F} | s, u, \alpha \) can be estimated on the biased data, but the auxiliary data source \( \mathcal{I} \) should contain sufficient information for computing \( \Pr \mathcal{F} | u, \alpha \).

Remark. The independence condition \((X \perp C | S, U, A)\) is central for applying Proposition\(^{(3)}\). It is easy to see that to satisfy this condition, it is sufficient to set \( U = \mathcal{P} a(C) \) since \( \mathcal{P} a(C) \) forms the Markov Boundary for \( C \). Therefore, Proposition\(^{(3)}\) is applicable in situations where the underlying causal model is unknown and one has access only to information about \( \mathcal{P} a(C) \). However, in the presence of the causal diagram, one can select a minimal subset of \( U \) that satisfies the independence condition and for which external information in \( \mathcal{I} \) is available. Furthermore, as we show next, even if \( \mathcal{P} a(C) \) includes the training label \( Y \), it is still possible to find a set of variable \( U \) that does not contain \( Y \) and satisfies the condition \((X \perp C | S, U, A)\); thereby, it is still possible to apply Proposition\(^{(3)}\) even if no information about \( Y \) is available in \( \mathcal{I} \), which is often the case in practice. In both real-world scenarios in Example\(^{(1)}\) and\(^{(2)}\) these assumptions are feasible and can be ensured without access to the underlying causal diagram.

Proposition 4 Given a data collection diagram \( G^c \), there always exists a set of variables \( U \subseteq \mathcal{P} a(C) \cup MB(Y) \setminus \{C, Y\} \) for which the independence \((X \perp C | U, S, A)\) holds. (Recall from Section\(^{(7)}\) that \( \mathcal{P} a(C) \) and \( MB(Y) \) denote the parents of \( C \) and the Markov Boundary of \( Y \) in \( G^c \), respectively.)

Example 6 Consider the data collection diagram in Figure\(^{(22)}\). The independence \((X \perp C | S, U, A)\) holds for \( U = \mathcal{P} a(C) = \{X_2, X_4\} \). Hence, \( F_{h, \mathcal{A}}(\Omega) \) can be estimated from a biased sample collected according to the diagram in Figure\(^{(22)}\) and from access to auxiliary information to estimate probabilities of the form \( \Pr \mathcal{F} | u, \alpha \). Similarly, in Figure\(^{(22)}\), the independence condition holds for \( U = \mathcal{P} a(C) = \{X_2, Y\} \); however, if no external information about the training labels \( Y \) is available, one can choose \( U = \{X_2, X_3\} \), for which the independence condition also holds. Hence, \( F_{h, \mathcal{A}}(\Omega) \) can be computed via Proposition\(^{(3)}\).

4.3 CRA In the Absence of Auxiliary Data Sources

We next consider the case where no auxiliary external data sources are available to compute \( F_{h, \mathcal{A}}(\Omega) \). In such cases, we prove a sufficient condition under which one can estimate a non-trivial consistent range \( F_{h, \mathcal{A}}(\Omega) \) that could be estimated merely using the biased data. Since in the context of algorithmic fairness we are interested only in worst case analysis, from now on, we focus on establishing an upper bound on \( F_{h, \mathcal{A}}(\Omega) \). Before we proceed, we show a simple sufficient condition under which \( F_{h, \mathcal{A}}(\Omega) = F_{h, \mathcal{A}}(\Delta) \), i.e., the unfairness of a classifier on the target population can be accurately quantified from biased data.

Proposition 5 Given a data collection diagram \( G^c \) and a classifier \( h \), if \((X \perp C | A, S)\) holds in \( G^c \), then \( F_{h, \mathcal{A}}(\Omega) = F_{h, \mathcal{A}}(\Delta) \).

Proof 5 It is immediately implied by the independence \((X \perp C | A, S)\) in the following steps.

\[
F_{h, \mathcal{A}}(\Omega) = \mathbb{E} \mathcal{F} | s_1, \alpha \Delta - \mathbb{E} \mathcal{F} | s_0, \alpha \Delta
= \mathbb{E} \mathcal{F} | s_1, \alpha, C = 1 \Delta - \mathbb{E} \mathcal{F} | s_0, \alpha, C = 1 \Delta
= \mathbb{E} \Delta | s_1, \alpha \Delta - \mathbb{E} \Delta | s_0, \alpha \Delta
= \mathbb{E} \Delta(\Delta)
\]
The independence condition in Proposition 5 does not hold in general, and \( F_{h,A}(\Omega) \neq F_{h,A}(\Delta) \). However, we now show that \( F_{h,A}(\Omega) \) can be upper bounded by the biased training data.

**Proposition 6** Given a data collection diagram \( G^c \) and a classifier \( h \), the following holds for any set of variables \( U \subseteq X \) such that \( (X \perp C \mid U, S, A) \):

\[
F_{h,A}(\Omega) \leq \max_{u \in \text{Dom}(U)} \mathbb{E}_\Delta[h(x) \mid s_1, a, u] - \min_{u \in \text{Dom}(U)} \mathbb{E}_\Delta[h(x) \mid s_0, a, u].
\]  

(7)

**Proof 6** The proposition can be proved by upper bounding the expression \( \mathbb{E}_\Omega[h(x) \mid s_1, a] \) and lower bounding \( \mathbb{E}_\Omega[h(x) \mid s_0, a] \) in the definition of \( F_{h,A}(\Omega) \) in Eq. 7 using the independence assumption \( (X \perp C \mid U, S, A) \) as follows:

\[
\mathbb{E}_\Omega[h(x) \mid s_1, a] = \sum_{u \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_1, u, a] \Pr(\Omega \mid s_1, a) \\
= \sum_{u \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_1, u, a, C = 1] \Pr(\Omega \mid s_1, a) \\
\leq \sum_{u \in \text{Dom}(U)} \left( \max_{u^* \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_1, u^*, a, C = 1] \right) \Pr(\Omega \mid s_1, a) \\
= \max_{u^* \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_1, u^*, a, C = 1] \\
= \max_{u^* \in \text{Dom}(U)} \mathbb{E}_\Delta[h(x) \mid s_1, u^*, a].
\]  

(8)

\[
\mathbb{E}_\Omega[h(x) \mid s_0, a] = \sum_{u \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_0, u, a] \Pr(\Omega \mid s_0, a) \\
= \sum_{u \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_0, u, a, C = 1] \Pr(\Omega \mid s_0, a) \\
\geq \sum_{u \in \text{Dom}(U)} \left( \min_{u^* \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_0, u^*, a, C = 1] \right) \Pr(\Omega \mid s_0, a) \\
= \min_{u^* \in \text{Dom}(U)} \mathbb{E}_\Omega[h(x) \mid s_0, u^*, a, C = 1] \\
= \min_{u^* \in \text{Dom}(U)} \mathbb{E}_\Delta[h(x) \mid s_0, u^*, a].
\]  

(9)

Proposition 6 immediately follows from Eq. (1), (8) and (9).

Notice that the bound in Proposition 6 can be computed *merely* using the biased training data.

**Remark.** The independence assumption \( (X \perp C \mid U, S, A) \) in Proposition 6 is similar to that in Proposition 5. As discussed in Section 4.2, it is always possible to find variables \( U \) that satisfy this assumption, and thereby it is always possible to compute an upper bound on \( F_{h,A}(\Omega) \), even when sufficient information for computing the exact value of \( F_{h,A}(\Omega) \) is not available.

### 4.4 CRA In the Presence of Limited Auxiliary Data

Sections 4.2 and 4.3 examined different ends of the spectrum; i.e., having access to sufficient auxiliary information and to no external information for CRA of \( F_{h,A}(\Omega) \). Here, we investigate the middle of the spectrum,
where auxiliary information about the target population is available but it is insufficient for exact computation of \( F_{h,A}(\Omega) \) as in Section 4.2. We show that any level of external information can be used to compute a tighter upper bound for \( F_{h,A}(\Omega) \) than that established in Proposition 6. Specifically, we consider similar assumptions to Proposition 3 but situations in which auxiliary data sources have only partial information about the population statistics \( \Pr_{\Omega}(u \mid s_0, a) \) required to compute \( F_{h,A}(\Omega) \) via Proposition 3.

**Proposition 7** Consider a data collection process compatible with a data collection diagram \( G^* \) and a classifier \( h \). Let \( U \subseteq X \) be a subset of variables for which \((X \perp C \mid S, U, A)\). Furthermore, suppose auxiliary data sources \( \mathcal{I} \) only admit computation of the population statistics \( \Pr_{\Omega}(u' \mid s, a) \) for all \( u' \in \text{DOM}(U') \) and \( s \in \{s_0, s_1\} \) for some subset \( U' \subseteq U \). Then, the following bound can be computed for \( F_{h,A}(\Omega) \):

\[
F_{h,A}(\Omega) \leq \sum_{u' \in U'} \left( \Pr_{\Omega}(u' \mid s_1, a) \max_{u^* \in \text{DOM}(U \setminus U')} (\mathbb{E}_{\Delta}[h(x) \mid s_1, u', u^*, a]) - \Pr_{\Omega}(u' \mid s_0, a) \min_{u^* \in \text{DOM}(U \setminus U')} (\mathbb{E}_{\Delta}[h(x) \mid s_0, u', u^*, a]) \right)
\]

**Proof 7** Let’s partition \( U \) into \( U' \) and \( U \setminus U' \) in Eq. 2 the following inequality obtained from applying the Fréchet inequality to \( \Pr_{\Omega}(u^*, u^* \mid s, a) \):

\[
F_{h,A}(\Omega) = \sum_{u' \in U', u^* \in \text{DOM}(U \setminus U')} \left( \mathbb{E}_{\Delta}[h(x) \mid s_1, u', u^*, a] \Pr_{\Omega}(u', u^* \mid s_1, a) - \mathbb{E}_{\Delta}[h(x) \mid s_0, u', u^*, a] \Pr_{\Omega}(u', u^* \mid s_0, a) \right)
\]

Then we upper bound the expression \( \mathbb{E}_{\Delta}[h(x) \mid s_1, u', u^*, a] \) and lower bound \( \mathbb{E}_{\Delta}[h(x) \mid s_0, u', u^*, a] \) in Eq. (11) using the independence \((X \perp C \mid U, S, A)\) in similar steps as in the proof of proposition 6.

\[
\mathbb{E}_{\Delta}[h(x) \mid s_1, u', u^*, a] \leq \max_{u^* \in \text{DOM}(U \setminus U')} (\mathbb{E}_{\Delta}[h(x) \mid s_1, u, a]) \tag{12}
\]

\[
\mathbb{E}_{\Delta}[h(x) \mid s_0, u', u^*, a] \geq \min_{u^* \in \text{DOM}(U \setminus U')} (\mathbb{E}_{\Delta}[h(x) \mid s_0, u, a]) \tag{13}
\]

Eq. (10) immediately follows from Eq. (11), (12) and (13).

Proposition 7 computes an upper bound for \( F_{h,A}(\Omega) \) in the presence of any level of auxiliary information about marginals of the population statistics \( \Pr_{\Omega}(u \mid s, a) \).

Next, we show that under some assumptions about the data collection process, it is still possible to compute \( F_{h,A}(\Omega) \) from biased data even if no auxiliary information about the admissible variables \( A \) is available. A major motivation for considering this setting is a need to deal with fairness definitions based on error rate balance, e.g., equality of odds, in which \( A \) includes training labels \( Y \) and for which external information is often unavailable.

**Proposition 8** Consider a data collection process compatible with a data collection diagram \( G^* \) and a classifier \( h \). If \( A \cap Pa(C) = \emptyset \) in \( G^* \), i.e., if data selection does not directly depend on the admissible variables \( A \), then for a set of variables \( U \subseteq X \) that satisfies the independence \((X \perp C \mid S, U, A)\), if the population statistics \( \Pr_{\Omega}(s, u) \) for all \( u \in \text{DOM}(U) \) and \( s \in \{s_0, s_1\} \) can be computed from auxiliary data sources \( \mathcal{I} \), then \( F_{h,A}(\Omega) \) can be computed as follows:

\[
F_{h,A}(\Omega) = \sum_{u \in \text{DOM}(U)} \mathbb{E}_{\Delta}[h(x) \mid s_1, u, a] w(u, s_1, a) - \mathbb{E}_{\Delta}[h(x) \mid s_0, u, a] w(u, s_0, a), \tag{14}
\]
where \( w(u, s, a) = \frac{\sum_{x \in \text{Dom}(X)} \Pr_{\Omega}(a, x \mid s, u) \Pr_{\Omega}(s, u)}{\sum_{u^* \in \text{Dom}(U)} \sum_{x \in \text{Dom}(X)} \Pr_{\Omega}(a, x \mid s, u^*) \Pr_{\Omega}(s, u^*)} \)

**Proof 8** Since \( A \cap Pa(C) = \emptyset \), the conditional independence \( A, X \perp \!\!\!\perp U \mid S \) holds for \( U = Pa(C) \) such that \( A \cap U = \emptyset \). The following equations are obtained from the above the independence assumption, law of total probability, the Bayes’ Theorem and marginalization on \( X \). For each \( s \in \{ s_0, s_1 \} \), we can estimate \( \Pr_{\Omega}(u \mid s, a) \) in Eq. 6 as follows:

\[
\Pr_{\Omega}(u \mid s, a) = \frac{\sum_{x \in \text{Dom}(X)} \Pr_{\Omega}(a, x \mid s, u) \Pr_{\Omega}(s, u)}{\sum_{u^* \in \text{Dom}(U)} \sum_{x \in \text{Dom}(X)} \Pr_{\Omega}(a, x \mid s, u^*) \Pr_{\Omega}(s, u^*)}
\]

\[
= \frac{\sum_{x \in \text{Dom}(X)} \Pr_{\Omega}(a, x \mid s, u) \Pr_{\Omega}(s, u)}{\sum_{u^* \in \text{Dom}(U)} \sum_{x \in \text{Dom}(X)} \Pr_{\Omega}(a, x \mid s, u^*) \Pr_{\Omega}(s, u^*)}
\]

\[
= \frac{\sum_{u^* \in \text{Dom}(U)} \sum_{x \in \text{Dom}(X)} \Pr_{\Omega}(a, x \mid s, u^*) \Pr_{\Omega}(s, u^*) \Pr_{\Delta}(s, u^*)}{\sum_{u^* \in \text{Dom}(U)} \sum_{x \in \text{Dom}(X)} \Pr_{\Delta}(a, x \mid s, u^*) \Pr_{\Omega}(s, u^*)}
\]

Eq. 6 immediately follows from Eq. 1, 3-6, and 15.

### 4.5 Fair ML with CRA

The results established for CRA of \( f_{h, A}(\Omega) \) from biased data can be used to train predictive models from biased data that are certifiably fair on the target population when no or limited information about the target population is available.

We build upon the previous approaches in fair predictive modeling, e.g., \[ 4, 61 \], that enforce fairness by adding a regularization term to the objective function of a learning algorithm to control for the degree of unfairness of the model, and solving the following regularized optimization problem:

\[
\arg\min_{h \in H} \mathbb{E}_\Delta [L(h(x), y)] + \lambda \max \left( \text{lub}(f_{h, A}(\Omega)), \tau \right),
\]

where \( \text{lub}(f_{h, A}(\Omega)) \) is the consistent upper bound of the degree of fairness of \( h \) that can be computed from biased training data via the results established in Section 4.2-4.4 \( \lambda \) is the regularizer coefficient, and \( \tau \) is a threshold that can be jointly tuned with \( \lambda \) to trade fairness with accuracy. For a differentiable loss function \( L \), a differentiable classification model \( h \) parameterized by \( \theta \), and a discrete set of admissible variables \( A \), the regularized optimization problem Eq. 16 can be solved using standard numerical optimization techniques by merely using biased data. This is because the regularization term \( \text{lub}(f_{h, A}(\Omega)), \tau \) reduced to a linear combination of a set of differentiable equations on the parameters \( \theta \).

### 5 Experiments

We now evaluate the impact of selection bias on the fairness of the trained classifier and validate the effectiveness of CRAB to ensure fairness while maintaining high prediction quality. All code and input files used to generate the results are available on this at [46]. We aim to address the following questions. **Q1**: Can CRAB leverage varied amounts of external data (including the absence of external data) to guarantee fairness when the training dataset suffers from selection bias? How does CRAB compare to the state-of-the-art fair classification methods and current techniques for learning in the presence of selection bias? (Section 5.2) **Q2**: When does selection bias introduce unfairness in scenarios where the unbiased data generative process is fair? Can we improve classifier quality by enforcing fairness? (Section 5.3). **Q3**: How does CRAB adapt to other fairness metrics and classification techniques? (Section 5.4)

#### 5.1 Setup

**Datasets and metrics.** We consider the following real-world and synthetic datasets in our evaluation: **Adult [62]**: Contains demographic and financial information of individuals. The goal is to predict if the individual’s income exceeds $50K, and gender is considered as the sensitive attribute. **Law [63]**: Contains demographics and academic performance of law school students. The target attribute characterizes the outcome of the exam as Pass/Fail, and the protected attribute is race. **HMDA [64]**: Contains US mortgage applications, including information about an individual’s financials, the house, their mortgage conditions, etc. The goal is to predict whether the loan is granted or denied, and applicant race is
We now evaluate the performance of CRAB. We used IBM’s AI Fairness 360 [71] to run the pre-processing methods. All in-processing baseline methods were implemented from scratch in our framework to facilitate fair comparison.

We simulated six different mechanisms to introduce selection bias by adding the selection variable as a child of different regions.

We test CRAB under four settings of access to auxiliary data to evaluate the CRA of $f_{h,A}(\Omega)$, presented in Section 4 (1) CRAB-M0: sufficient external data to evaluate Proposition 3 (2) CRAB-MX: no external data to evaluate Proposition 6 (3) CRAB-MU: limited external data to evaluate Proposition 7 (4) CRAB-MA: no external data about admissible attributes (training label $Y$ in our case) to evaluate Proposition 8.

We compare CRAB with the following representative baselines: ZEMEL [66] and KAMIRAN [67] are pre-processing methods that modify the training data to obfuscate information about the protected attributes. ZHANG [68] and ZAFAR [69, 70] are in-processing methods that maximize model quality while minimizing fairness violation. CORTEX is an inverse propensity score weighting (IPW) based pre-processing method that utilizes external data to recover from selection bias [27]. This baseline is used only in the presence of external data to estimate selection probability for different subgroups in the dataset.

We used IBM’s AI Fairness 360 [71] to run the pre-processing methods. All in-processing baseline methods were implemented from scratch in our framework to facilitate fair comparison.

5.2 Solution Quality and Fairness Comparison

We now evaluate the performance of CRAB and baselines on varying levels of access to external data. In all figures, the green background denotes the region that satisfies fairness requirements, and the red region corresponds to the unfair region.

5.2.1 Absence of external data

This experiment compares CRAB-MX with the fair classification baselines. Since CRAB allows the user to specify the fairness requirement, we varied the fairness requirement $\tau$ between 0 and $\theta$, where $\theta$ is the unfairness of the classifier trained on the biased dataset. We introduce selection node $C$ as a child of $S$ and another variable $X_2$ (shown in Figure 2a) and vary the selection criterion, $P(T|C = 1 | Pa(C))$, to simulate two scenarios (S1 and S2). Specifically,
the biased dataset has much lower unfairness than the test data in the first scenario (S1); therefore, ensuring fairness over the training data while ignoring the selection bias would not guarantee fairness over the test data. The biased dataset is as fair as the unbiased test in the second scenario (\( F_{h,Y}(\Omega) \approx F_{h,Y}(\Delta) \)); therefore, enforcing fairness on the biased training data ensures fairness on the unbiased test data in this case.

**Solution quality.** Figure 4 compares the fairness of the trained classifier and F1 Score. We observe that CRAB-MX learns a fair classifier (EO < 0.05 for \( \tau = 0 \) corresponding to the point with lowest y-coordinate) for all datasets across both scenarios. In fact, CRAB-MX achieves perfect fairness while incurring a very low loss in F1 Score for the Law and HMDA datasets. In contrast, most of the baseline methods fail to completely remove the model’s discrimination in most of the cases. In certain cases, baseline techniques like ZEMEL improve fairness (HMDA-G1-S1), but the same technique returns a highly unfair classifier for HMDA-G1-S2. This is because the selection mechanism creates a false sense of fairness on training data (\( F_{h,Y}(\Delta) \approx 0 \), while \( F_{h,Y}(\Omega) \) remains high. This is the reason that most of the baselines achieve worse fairness for the first scenario compared to the second one. It shows that the two scenarios behave differently even though the selection bias is a function of the same set of attributes (causal diagram does not change), with the only difference being the selection probabilities. However, CRAB-MX upper bounds \( F_{h,Y}(\Omega) \), which helps to enforce fairness across both settings for all datasets.

**Key takeaway.** CRAB-MX (with fairness requirement threshold \( \tau = 0 \)) achieves perfect fairness for all scenarios and datasets, while prior pre-processing and in-processing methods demonstrate aberrant behavior.

**Comparison between ORIG (NoSB) and CRAB-MX.** Figure 4 shows that CRAB-MX achieves a fairer model compared to ORIG (NoSB) whenever it achieves an F-score comparable to that of ORIG (NoSB) (red point has higher equal opportunity when compared with CRAB-MX point at same x-coordinate). The only case where ORIG (NoSB) has marginally higher accuracy than CRAB-MX is Law-G1-S2 where the difference in accuracy is not significant (< 1%). This shows that CRAB-MX is capable of achieving an F-score comparable to that of ORIG (NoSB) even without any external data to recover from selection bias.

**Quality vs. fairness tradeoff.** Unlike prior fair ML techniques, CRAB allows the user to specify a fairness requirement \( \tau \), which is varied to simulate varying needs. Figure 4 shows that CRAB-MX achieves the same fairness and accuracy as ORIG when \( \tau \) is set greater than the fairness bound in Theorem 4. On reducing \( \tau \), CRAB-MX’s fairness improves consistently with a minor or no loss in F-score until \( \tau > 0.1 \). Further reducing \( \tau \) to 0 worsens the F-score for the Adult dataset by around 8% but less than 1% for all other datasets. We also observe that CRAB-MX and baseline techniques achieve similar F-scores when CRAB-MX is configured to achieve similar fairness. This shows that CRAB-MX not only achieves performance comparable to the baselines but also allows perfect fairness by achieving zero equal opportunity difference.
5.2.2 Availability of external data

In this experiment, we evaluate the performance of CRAB in settings where varied amounts of external data are available. We consider three different cases. (1) **Sufficient information**: this setting is applicable when external information about some statistics of the unbiased distribution are available to recover from selection bias. CRAB-M∅ uses estimates of $\Pr_{\Omega}(u \mid s, a)$ for model training. (2) **Missing $A$**: this setting is applicable when external information about $A$ is not available. For example, when $A$ is the prediction target $A = \{Y\}$, we cannot access labels for the unbiased distribution. (3) **Missing $U$**: this setting considers availability of partial external information about a set of attributes $U$. For a fair comparison, we compare CRAB under these settings with CORTES, a method that uses external data to estimate the propensity score to recover from selection bias. Note that CORTES requires additional information compared to CRAB-M∅, which relies only on the estimates of $\Pr_{\Omega}(u \mid s, a)$ computed from external unbiased data or any other source, e.g., census data.

**Real-world case study: Louisiana.** First, we evaluate the impact of selection bias in HMDA dataset for two different parishes (equivalent to counties in other states) in the state of Louisiana (Calcasieu and Orleans). We leveraged statistics from public census data as external information to recover from selection bias and run CRAB-M∅, CRAB-MA, and CRAB-MU. $\tau$ was set to 0 to achieve equal opportunity. Selection bias was introduced based on age and race of individuals, and we used $\Pr_{\Omega}(\text{age} \mid \text{race})$ from the public census data of these parishes. Even though the real-world ratios were not rigorously consistent with those in the unbiased dataset, CRAB successfully trained a fair model (Figure 6). Further, we notice that the F1 Score of the trained model is higher than that of ORIG in Calcasieu. This experiment demonstrates the potential of CRAB for using publicly available census data as compensation for the lack of unbiased external data.

We now compare the performance of CRAB and other baselines with varied settings of external data.

**Solution quality.** Figure 5 compares CRAB with CORTES and ORIG (NOBSB) under different settings of access to auxiliary data source. We observe that all CRAB methods achieve $\approx 0$ equal opportunity for $\tau = 0$ without much loss in F1-Score. In fact, the quality of the fairest classifier is higher than the fairness-agnostic classifier trained on the original data (HMDA-G2-S2 and HMDA-G3-S1). We tested the fairness-accuracy tradeoff in detail in Figure 7 and show that ensuring fairness can indeed improve overall classifier performance. In contrast, the CORTES baseline requires additional external information to recover from selection bias but remains unstable with respect to fairness. CORTES helps to ensure fairness in Figure 5(a to d), but the trained classifier is highly unfair in Figure 5(g to l). CORTES relies on the estimation of propensity scores, which are highly dependent on the quality of classifiers learned to estimate $\Pr_{\Omega}(C = 1 \mid X = x)$ and $\Pr_{\Omega}(C = 1 \mid Y = 1, X = x)$. Noisy estimation of these probabilities affects CORTES performance.

Since CRAB-MU is an upper bound-based method, enforcing a low upper bound of $F_{h_{\text{mu}}}(\Omega)$ might overly enforce fairness to an unnecessarily low level when the gap between the bound and $F_{h_{\text{mu}}}(\Omega)$ is large. In general, we cannot conclude whether the bound-based or estimation-based approach would result in a model with better performance. However, if the gap between the upper bound and $F_{h_{\text{mu}}}(\Omega)$ is large, a bound-based approach like CRAB-MU would worsen classifier quality to ensure fairness (e.g., Figure 5(f)).

**Effect of varying external data.** Among the three CRAB methods that require different settings of access to auxiliary data source for classifier training, CRAB-MU requires the least amount of data, followed by CRAB-MA and CRAB-M∅.

---

**Key Takeaway.** CRAB-MX considerably improves fairness of the trained classifier, with only a minor loss in F1 Score.
5.3 Effect of Selection Bias on Fairness and F1 Score

In this section, we empirically evaluate the results established in Section 3 and demonstrate conditions under which biased data collection processes may lead to unfairness. We then evaluate whether enforcing fairness can enhance model performance, as well.

Unfairness due to selection bias. In this experiment, we consider the Syn dataset and introduce selection bias in five different ways (R denoting randomly and G1 to G4 corresponding to the procedures in Figure 5(a to d)) to evaluate its impact on fairness. The test distribution of the Syn dataset satisfies $Y \perp \perp S$ ($f_{h,Y}(\Omega) = 0.001$), but the independence does not hold in the biased training dataset for scenarios G1 to G3, where $Y \not\perp \perp S$. We trained the logistic regression classifier on the biased dataset and evaluated its accuracy and unfairness on the unbiased test set (Table 3). The only case where selection bias causes a notable increase in unfairness is when the selection node is a child of $Y$ and another variable $X$ such that $S \not\perp \perp X$. We observe similar results for SVM classifier. This empirical observation conforms with our analysis in Proposition 2.

Can fairness improve classifier quality? Figure 4(c) and Figure 5(f) showed that the classifier trained by CRAB can sometimes achieve higher F1 Scores than ORIG and ORIG(NOSB) while ensuring fairness ($f_{h,Y}(\Omega) = 0$). To validate this observation, we evaluated CRAB extensively on the Syn dataset where the unbiased dataset is fair ($f_{h,Y}(\Delta) = 0$). However, CRAB-M0 and CRAB-MU are applicable only in cases where $C$ is not a child of $Y$. Therefore, we omit these two methods in Figure 5(g–l) (graph G3), where the selection criterion is a function of the target variable. In Figure 5(a to f), CRAB-M0 and CRAB-MA achieve slightly higher F1 Scores for the same fairness requirements compared to CRAB-MU. Unlike CRAB-M0 and CRAB-MA, CRAB-MU removes the discrimination by limiting the upper bound of $f_{h,Y}(\Omega)$ rather than its estimation; thus, the skyline of CRAB-MU appears to be non-monotonic in Law-G2-S2. However, CRAB ensures fairness in all scenarios across all settings of access to auxiliary data.

Table 3: Comparison of F1 Score and unfairness when varying the selection bias procedure. R denotes a random procedure, and G1 to G4 correspond to the graphs in Figure 2.

| Scenario | $Y \in Pa(C)$ | $Pa(C) \not\perp \perp S$ | F1 Score | $f_{h,Y}(\Omega)$ |
|----------|---------------|--------------------------|----------|-----------------|
| R        | No            | No                      | 0.957    | 0.001           |
| G1       | No            | Yes                     | 0.957    | 0.017           |
| G2       | No            | Yes                     | 0.957    | 0.015           |
| G3       | Yes           | Yes                     | 0.880    | 0.235           |
| G4       | Yes           | No                      | 0.957    | 0.002           |

Key Takeaway. CRAB-M0 trains the most accurate model with zero equal opportunity. Even though CORTES uses more external data, it does not consistently learn a fair classifier.

Running time. Table 2 compares the running time of CRAB-MX and CRAB-M0 with ORIG for the logistic regression classifier. We observe that CRAB trains a fair classifier in less than 10 seconds for small-scale datasets like Adult and Law and in less than 3 minutes for million-scale datasets like HMDA. Among baselines, ZEMEL was the least efficient, requiring around 60 seconds for the Adult dataset and more than one hour for the HMDA dataset. All other baselines required a similar execution time as CRAB.
We observe that \( C \) Varying external data size.

Varying classification methods.

This demonstrates the effectiveness of \( C \) Varying the fairness metric, classification algorithm, and external data size.

5.4 Sensitivity to Parameters

We now evaluate the behavior of \( C \) with access to different settings of auxiliary data and other baselines when varying the fairness metric, classification algorithm, and external data size.

**Fairness metric: statistical parity.** In this experiment, we consider the statistical parity fairness metric for evaluation. Figure 8 compares \( C \) on both settings, presence and absence of external data for the Adult dataset. In figure 8(a), all baselines achieve statistical parity of 0.15 except \( C \)-MX, which achieves zero statistical parity. Further, we observe that \( C \)-MX achieves the maximum F1 Score of 0.63 while achieving a statistical parity of less than 0.17. All other techniques, including the classifier trained on the unbiased original dataset, achieve statistical parity that exceeds 0.17. This demonstrates the effectiveness of \( C \)-MX at achieving fairness even in the absence of any external information. Figure 8 compares \( C \) under three different settings of access to external data. Further, the \( C \) baseline does not achieve fairness even though it has access to a maximum amount of external information. Comparing figures 8(a) and (b), we observe that external information helps \( C \) achieve a 0.59 F1 Score with zero statistical parity as opposed to 0.52 in the absence of external data. We also observe that \( C \)-MA and \( C \)-M∅ exceed a 0.57 F1 Score, showing that any setting of external data can boost the quality of a trained classifier.

**Varying classification methods.** \( C \) can be integrated into numerous classification algorithms by modifying the loss function. Figure 2 demonstrates the generalizability of \( C \) to run with SVM and NN classifiers. In all cases, all \( C \) methods achieve close to zero equal opportunity, while most of baselines remain unfair (EO > 0.05). Further, \( C \)-MX achieves the maximum F1 Score with the maximum fairness (EO < 0.12 in Figure 2(a)), while all baselines perform worse (EO > 0.17). Comparing Figure 2(a) and (b), we observe that \( C \)-M∅ achieves higher F1 Scores than \( C \)-MX while maintaining EO < 0.03. We observe similar trends for the neural network (Figure 2(c), (d)).

**Varying external data size.** Previous experiments used the unbiased training data to provide external information (whenever needed). In practice, the amount of external information might be much smaller, which is likely to affect the quality of ratios estimated by \( C \) and the trained probability estimators used by \( C \). Therefore, we constructed randomly chosen samples of the unbiased training data, with sampling rate ranging from 20% to 100%, and tested the fairness and F1 Scores of \( C \)-M∅, \( C \)-MA, \( C \)-MU and \( C \). These techniques used the sampled data as external information to train a fair classifier. The threshold \( \tau \) for \( C \) was set to 0.01. The results are reported in Figure 10.

In Figure 10 all techniques have comparable F1 Scores but \( C \) (under all settings of access to auxiliary data) has a considerably lower \( f_{h,\Omega}(\Omega) \) than \( C \). In fact, \( C \) achieves the desired fairness for all sampling rates and accesses to external data. Further, \( C \) has the maximum standard deviation of unfairness (denoting instability of performance) compared to other methods. As the sample size decreases, the standard deviation of equal opportunity for \( C \) methods increases slightly, indicating reduced stability when the quality of estimated ratios degrades.
Figure 9: Equal Opportunity-F1 Score (x-axis) comparison for CRAB and baseline methods on the Adult dataset with the selection mechanism described in Figure 2b.

Figure 10: The upper plot shows the Equal Opportunity-Sample Rate; the lower plot shows the F1 Score-Sample Rate.

6 Related Work and Conclusion

Our work is related to the existing work in ML for learning in the presence of selection bias. In this context, reweighting is one of the most commonly used approaches for dealing with selection bias. Reweighting methods modify the cost of an error on each training point according to some computed weights. These weights are often computed by estimation techniques using an unbiased sample of the population [27, 28, 29, 30]. However, studies have shown that these estimations can have errors that severely influence model performance in downstream tasks [27, 29], which is confirmed by the experimental results in this paper. This approach has also been used for data debiasing in the context of query answering from biased data in [73].

Our work is also related to existing methods for training fair predictive algorithms, which can be categorized into pre-, post- and in-processing; pre-processing approaches, most relevant to our research (see [74] for recent surveys), often rely on the assumption that training and testing data are representative of that target population; hence, they cannot capture discrimination due to selection bias. We acknowledge that some post-processing approaches that are designed to modify an algorithm’s decisions based on individual’s sensitive attribute during model deployment are unaffected by selection bias. However, these methods not only require access to information about sensitive attributes
during deployment, but they also can be applied only to individuals that form a representative sample of the population. Therefore, they are very restrictive and have limited applicability in practice.

Selection bias and its effects on fairness have received recent attention in the fairness literature [75][76][77][78][79]. The study most closely related to ours is [75], which examines the problem from a causal perspective and discusses how selection bias can nullify given fairness guarantees based on training data. That study explores different mechanisms corresponding to real-world scenarios where selection bias occurs and discusses whether the probability distributions needed for different fairness metrics would be recoverable in those scenarios. Another work [77] studies the impact of selection bias on fairness and proposes a method to address the issue based on existing methods for learning in the presence of selection bias. Unlike these works, we rigorously study the impact of selection bias on fairness and establish conditions under which one can learn fair ML models in the presence of selection bias with varying levels of external knowledge about the target population.

Our work is also related to theoretical studies that investigate the impact of sample under-representation on fairness. [78] shows under certain assumptions that enforcing fairness constraints can help improve fairness and accuracy simultaneously. The empirical results obtained in this work confirm this intuition even in the more general setting considered in [78]. [79] analyzes a slightly different problem of robustness of decision trees in the presence of various data biases, including selection bias. However, their solution relies on the availability of strong assumption detail of the impact of selection bias on data distribution and cannot go beyond decision trees. [76] combines the issues of robustness and fairness when there are issues with sample selection bias; however, they assume that fairness of a model on the biased data implies fairness on the target population. Finally, taking inspiration from the transfer learning domain and how fairness would transfer across domains, [80] and [81] establish theoretical bounds on fairness of a model on the target population. However, these bounds can be calculated only under the assumption of access to samples from the target distribution and hence cannot be used to train fair predictive models.

Selection bias, a common cause of dataset shift, has been addressed in various works on dataset shift and algorithmic fairness. There are three main types of dataset shift: covariate shift, prior probability shift, and concept shift [82]. In this context, several approaches have been proposed to address selection bias in classification problems. For instance, [83] derived necessary and sufficient conditions for improving the overall accuracy of fairness-constrained models under covariate shift, while [84] established bounds for unfairness assuming an upper limit on the maximum measure of distribution shift. [85] analyzed the impact of concept shift on fairness in performative prediction settings. Other works have focused on developing bias mitigation methods. For example, [86] obtained a fair model by solving a min-max problem in which the adversary tries to reach the worst-case scenario of unfairness, while [59][60] proposed causal approaches that build fair models based on information about the data collection process. However, these approaches are limited to addressing a single type of dataset shift and may not be effective in cases where a mixture of different types of dataset shift exists. In contrast, our work addresses any case of selection bias and can be generalized to any type of dataset shift, including combinations of different types. Additionally, our method only requires information about the parents of the selection variable in the worst case, making it more practical compared to approaches that require knowledge of the target distribution, such as samples from the target population or a full causal diagram.
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