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Abstract

We give a combinatorial description of the rational cohomology of the moduli spaces of pointed genus 1 curves with \( n \) marked points and level \( N \) structures. More precisely, we explicitly describe the \( E_2 \) term of the Leray spectral sequence of the forgetful mapping \( M_{1,n}(N) \to M_{1,1}(N) \) and show that the result is isomorphic to the rational cohomology of \( M_{1,n}(N) \) as a rational mixed Hodge structure equipped with an action of the symmetric group \( S_n \). The classical moduli space \( M_{1,n} \) is the particular case \( N = 1 \).

1 Introduction

We denote by \( M_{g,n}(N) \) the coarse moduli space of smooth genus \( g \) complex curves with \( n \) marked (ordered) points and level \( N \) structures. The purpose of this note is to reduce the computation of the rational cohomology of \( M_{1,n}(N) \) to an explicit but slightly messy problem in linear algebra.

The strategy can be outlined as follows. We have a forgetful mapping \( M_{1,n}(N) \to M_{1,1}(N) \): we take a curve and forget all the marked points but one. (It does not matter which point we retain since the action of an elliptic curve on itself by translations is transitive.) The corresponding Leray spectral sequence degenerates in the second term for dimension reasons (the base is non-compact and 1-dimensional). Our first task will be describing this spectral sequence. Luckily, this is more or less standard, and the main techniques we’ll be using are

- B. Totaro’s interpretation [33] of the Cohen-Taylor spectral sequence [7] for the cohomology of the ordered configuration space of a smooth complex projective variety as the Leray spectral sequence of the open embedding of the configuration space into the cartesian power.

- The “correct” way to introduce the (mixed) Hodge structure in the cohomology of a local system that underlies a variation of (mixed) Hodge structures; we shall be interested only in the case when the base is a smooth curve, and we shall use the version developed by J. Steenbrink–S. Zucker [28] and S. Zucker [38].

- The Hodge-theoretic interpretation of the Eichler-Shimura isomorphism suggested by P. Deligne [8] and proved by S. Zucker [37] (see also Bayer-Neukirch [2]).

In some cases minor modifications of these results will be needed. Thus, we’ll show (theorem [3]) that for an genus 1 curve \( E \), the mixed Hodge structures on \( H^\ast(F(E,n), \mathbb{Q}) \)
coincide with those on the $E_\infty$ term of the Leray spectral sequence for $F(E, n) \subset E^{\times n}$ (i.e., the rational cohomology groups of the ordered configuration spaces of genus 1 curves decompose as direct sums of pure Hodge structures). Our proof works for any projective Abelian variety, and we conjecture that the result holds for any smooth complex projective variety $X$ with $b_1(X) \leq 2 \dim X$. We also compute (lemmas 1 and 2) the rational mixed Hodge structure on the whole of the cohomology of the Hodge local systems on $M_{1,1}(N)$, and not just on the image of the compactly supported cohomology (aka the Eichler cohomology).

As in [15], we first deal with the cohomology of the fine moduli spaces $M_{1,n}(N)$, $N > 2$ by studying the Leray spectral sequence of the bundle $M_{1,n}(N) \to M_{1,1}(N)$ and then take the $\text{SL}_2(\mathbb{Z}/N)$-invariant part.

The paper is organised as follows. In section 2 we state our main results and sketch some proofs. In 2.1 we introduce some notation and describe the rational cohomology algebras of $M_{1,n}$ (theorem 1) and $M_{1,n}(N)$ in general (theorem 2); the cup product determined up to a two term filtration in both cases.

The subsection 2.2 is devoted to the Hodge structures. In 2.2.1 we describe the complex mixed Hodge structures of $M_{1,n}(N)$ (theorem 4) and state a decomposition theorem for the rational cohomology of the configuration spaces of genus 1 curves (theorem 3). In 2.2.1 we also give an algorithm for computing the mixed Hodge polynomials of $M_{1,n}(N)$ and $M_{1,1}(N)$ (corollary 2) and $M_{1,1}(1)$ (corollary 3).

In the remaining sections we prove the results stated in 2.

I am grateful to Jozef Steenbrink for patiently answering many questions about the mixed Hodge theory and to Samuel Lelièvre for a reference.

This is a preliminary version of the paper. The final version will be considerably shorter and include some examples of calculations (which this version does not). It will also include a discussion of the real homotopy type of the spaces $M_{1,n}(N)$.

## 2 Statement of results and discussion

### 2.1 Rational cohomology of $M_{1,n}$ as a topological space

We begin with the topological part of the story. As promised above, our description will be quite complicated, so we’ll need to introduce a lot of notation first.

#### 2.1.1 Cohomology of configuration spaces

Notation. For a topological space $X$, we denote by $F(X, n)$ the space of ordered configurations of $n$ points on $X$, i.e., the space formed by all $(x_1, \ldots, x_n) \in X^{\times n}$ such that $x_i \neq x_j$ for $i \neq j$.

Let $n$ be a positive integer. Let $A_n$ be the graded commutative $\mathbb{Q}$-algebra generated by the elements $a_i, i \in \{1, \ldots, n\}, b_i, i \in \{1, \ldots, n\}$ and $\Delta_{ij}, i \neq j, i, j \in \{1, \ldots, n\}$ of degree 1 with the following relations:

\[
\Delta_{ij} = \Delta_{ji}, i, j \in \{1, \ldots, n\}, i \neq j, \tag{1}
\]

\[
\Delta_{ij}\Delta_{jk} + \Delta_{jk}\Delta_{ki} + \Delta_{ki}\Delta_{ij} = 0 \text{ for any pairwise distinct indices } i, j, k \in \{1, \ldots, n\}. \tag{2}
\]
\[ \triangle_{ij} a_i = \triangle_{ij} a_j, \triangle_{ij} b_i = \triangle_{ij} b_j, i, j \in \{1, \ldots, n\}, i \neq j. \]

We equip \( A_n \) with a differential graded algebra structure by introducing the differential \( d \) defined by \( d(a_i) = d(b_i) = 0 \) for any \( i \in \{1, \ldots, n\} \) and \( d(\triangle_{ij}) = b_i a_i + b_j a_j - (b_i a_j + b_j a_i) \) for any \( i, j \in \{1, \ldots, n\}, i \neq j \). We shall denote by \( \mathcal{H}_n \) the cohomology algebra of \( (A_n, d) \). By the results of B. Totaro [33], \( \mathcal{H}_n \) is the rational cohomology algebra of the space \( F(E, n) \) of ordered configurations of \( n \) points on an genus 1 curve \( E \), and \( A_n \) is the \( E_2 \) term of the Leray spectral sequence of the open embedding \( F(E, n) \subset E^n \). Note that \((a_i, b_i)\) corresponds to a negative basis of the \( H^1 \) of the \( i \)-th factor in \( E^n \); this choice will be explained later.

The elements \( \sum_{i=1}^{n} a_i, \sum_{i=1}^{n} b_i \in A_n \) are obviously cocycles; let \( \mathcal{I}_n \subset \mathcal{H}_n \) be the ideal generated by the cohomology classes of these cocycles, and set \( \mathcal{B}_n = \mathcal{H}_n / \mathcal{I}_n \). An genus 1 curve \( E \) acts on the configuration space \( F(E, n) \) by shifts. The classes in \( \mathcal{H}_n \) of \( \sum_{i=1}^{n} a_i \) and \( \sum_{i=1}^{n} b_i \) restricted to any orbit of this action span the \( H^1 \) of the orbit. Moreover, the subalgebra of \( \mathcal{H}_n \) generated by these classes is obviously isomorphic to \( H^*(E, \mathbb{Q}) \), and we get a splitting
\[
H^*(F(E, n), \mathbb{Q}) \cong H^*(F(E, n)/E, \mathbb{Q}) \otimes H^*(E, \mathbb{Q})
\]
that holds on the algebra level. The algebra \( \mathcal{B}_n \) can thus be naturally identified with \( H^*(F(E, n)/E, \mathbb{Q}) \).

### 2.1.2 The actions of \( \text{SL}_2(\mathbb{Q}) \) and \( \mathfrak{S}_n \)

Now we would like to define an action of \( \text{SL}_2(\mathbb{Q}) \) on \( A_n, \mathcal{H}_n \) and \( \mathcal{B}_n \). For an element \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) of \( \text{SL}_2(\mathbb{Q}) \) and \( i, j \in \{1, \ldots, n\} \) we set
\[
g \cdot a_i = ca_i + db_i, g \cdot b_i = ba_i + db_i, g \cdot \triangle_{ij} = \triangle_{ij}.
\]
It is easy to check that this gives a well-defined action on \( A_n \) by algebra automorphisms; this action commutes with \( d \). Hence, we obtain an action of \( \text{SL}_2(\mathbb{Q}) \) on \( \mathcal{H}_n \) that obviously preserves \( \mathcal{I}_n \) and hence, descends to an action on \( \mathcal{B}_n \).

If a group \( G \) acts on a set \( X \), we denote by \( X^G \) the set of fixed points of \( g \in G \); as usual, we set \( X^G = \bigcap_{g \in G} X^g \). We shall write \( X/G \) to denote the quotient space, regardless whether the action is left or right; we hope that this will never lead to a confusion.

The symmetric group \( \mathfrak{S}_n \) acts on \( A_n \) by permuting the \( a_i \)’s, the \( b_i \)’s and the \( \triangle_{ij} \)’s. More precisely, for a \( \sigma \in \mathfrak{S}_n \) we set \( \sigma \cdot a_i = a_{\sigma(i)}, \sigma \cdot b_i = b_{\sigma(i)}, \sigma \cdot \triangle_{ij} = \triangle_{\sigma(i), \sigma(j)}. \) This action is easily seen to induce an action of \( \mathfrak{S}_n \) on \( \mathcal{H}_n \) and \( \mathcal{B}_n \). Since the actions of \( \mathfrak{S}_n \) and \( \text{SL}_2(\mathbb{Q}) \) on \( \mathcal{B}_n \) commute, \( \mathcal{B}_n^{\text{SL}_2(\mathbb{Q})} \) is a graded \( \mathfrak{S}_n \)-module. Now we can state our first result.

**Theorem 1.** The rational cohomology of \( \mathcal{M}_{1,n} \) is additively isomorphic to \( \mathcal{B}_n^{\text{SL}_2(\mathbb{Q})} \oplus \mathcal{D}_n^{*-1} \) with \( \mathcal{D}_n \) the graded \( \mathfrak{S}_n \)-module defined by
\[
\mathcal{D}_n^* = B_n \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} + \left( B_n^1 \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} + B_n^1 \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \right).
\]

Under this identification, cup product of \((b, d)\) and \((b', d')\), \( b, b' \in \mathcal{B}_n^{\text{SL}_2(\mathbb{Q})}, d, d' \in \mathcal{D}_n^{*-1}, \) is
\[
(bb', b \cdot d' + b' \cdot d + f_n(b, b')),
\]
where \( f_n \) is some 2-cocycle on \( \mathcal{B}_n^{\text{SL}_2(\mathbb{Q})} \) (with coefficients in \( \mathcal{D}_n^{*-1} \)). The symmetric group \( \mathfrak{S}_n \) acts on \( \mathcal{D}_n^{*-1} \), and the \( \mathfrak{S}_n \)-action on \( H^*(\mathcal{M}_{1,n}, \mathbb{Q}) \) is obtained from those on \( \mathcal{B}_n^{\text{SL}_2(\mathbb{Q})} \) and \( \mathcal{D}_n^{*-1} \).
In order to obtain later information about the mixed Hodge structures, we have to be a bit more specific about the actions of $\text{SL}_2(\mathbb{Q})$ on $\mathcal{A}_n, \mathcal{H}_n$ and $\mathcal{K}_n$ that we have just defined. These actions are easily seen to be algebraic (meaning that the representation mappings from $\text{SL}_2(\mathbb{Q})$ to the groups of $\mathbb{Q}$-automorphisms of the corresponding $\mathbb{Q}$-vector spaces are in fact algebraic). This implies that on each space $\mathcal{A}_n, \mathcal{H}_n, \mathcal{K}_n$ there is a natural action of the algebra $\text{sl}_2(\mathbb{Q})$, and these spaces decompose as direct sums of the standard $\text{SL}_2(\mathbb{Q})$-modules $V_i$ [H Chapter VIII, §1] (recall that $V_i, i \geq 0$ is the $i$-th symmetric power of the standard 2-dimensional module). Note also that $\mathcal{A}_n^{\text{SL}_2(\mathbb{Q})}$ coincides with the $\mathbb{Q}$-subspace $\mathcal{A}_n^{\text{sl}_2(\mathbb{Q})}$ consisting of the elements annihilated by all $A \in \text{sl}_2(\mathbb{Q})$; the same holds for $\mathcal{H}_n$ and $\mathcal{K}_n$.

Let $R_n : \text{SL}_2(\mathbb{Q}) \to \text{Aut}_\mathbb{Q}(\mathcal{B}_n)$ and $\rho_n : \text{sl}_2(\mathbb{Q}) \to \text{End}_\mathbb{Q}(\mathcal{B}_n)$ be the representation morphisms. Set

$$X = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$ 

Given nonnegative integers $k$ and $i$, we define

$$\mathcal{C}_i^n(k) = \ker \rho_n(X) \cap \ker(\rho_n(H) - k \text{Id}_{\mathcal{B}_n^i}),$$

where $\mathcal{B}_n^i$ is the degree $i$ component of $\mathcal{B}_n$. This is, of course, the space of highest weight $k$ vectors of the representation $\rho_n$; i.e., $\mathcal{C}_i^n(k)$ “counts” how many times the module $V_k$ occurs in $\mathcal{B}_n^i$. Notice that for any $k$

$$\mathcal{C}_i^n(k) = \bigoplus_i \mathcal{C}_i^n(k)$$

is both a $\mathcal{B}_n^{\text{SL}_2(\mathbb{Q})}$-module and a $\mathfrak{S}_n$-module.

### 2.1.3 Spaces of automorphic forms

As usual, we denote by $\Gamma(N), N > 1$ the kernel of the natural morphism $\text{SL}_2(\mathbb{Z}) \to \text{SL}_2(\mathbb{Z}/N)$, and we set $\Gamma(1) = \text{SL}_2(\mathbb{Z})$. For a Fuchsian group $\Gamma$ of the first kind, we set $S_k(\Gamma)$, respectively $G_k(\Gamma)$, to be the space of weight $k$ cusp forms, respectively of weight $k$ modular forms, for $\Gamma$. See e.g. [27 chapter 2] for the definition and explicit formulae for the dimensions of these spaces; note that modular forms are called “integral forms” in [27]. We set

$$g_{k,N} = \dim \mathbb{C} G_k(\Gamma(N)),$$

$$s_{k,N} = \dim \mathbb{C} S_k(\Gamma(N)).$$

Denote by $H$ the upper half-plane $\{ z \in \mathbb{C} \mid \text{Im} z > 0 \}$. In the sequel, when considering a subgroup of $\text{SL}_2(\mathbb{Z})$ or $\text{PSL}_2(\mathbb{Z})$ acting on $H$, we shall mean the standard left action.

### 2.1.4 The cohomology of $M_{1,n}(N)$: the first version

**Theorem 2.** Let $f_n : M_{1,n}(N) \to M_{1,1}(N)$ be the forgetful morphism, and let $(E_{pq}^p(f_n))$ be the corresponding Leray spectral sequence. Then
We have $E_2^{pq}(f_n) = 0$ for $p \neq 0, 1$, $E_2^{0,*}(f_n) \cong B_{n}^{\text{SL}_2(\mathbb{Q})}$ as graded algebras, and $E_1^{1,*}(f_n)$ is isomorphic to the graded $B_{n}^{\text{SL}_2(\mathbb{Q})}$-module

$$\bigoplus_{k \geq 0} (E_n^*(k) \otimes W(k, N))$$

where $W(k, N)$ is a $\mathbb{Q}$-vector space of dimension $s_{k+2,N} + g_{k+2,N}$ concentrated in degree 0 and equipped with the trivial action of $B_{n}^{\text{SL}_2(\mathbb{Q})}$.

- The cup-product on $(E_2^{pq}(f_n))$ is obtained from the product in $B_{n}^{\text{SL}_2(\mathbb{Q})}$ and the action of $B_{n}^{\text{SL}_2(\mathbb{Q})}$ on $W(k, N)$.

- The natural action of the symmetric group $\mathfrak{S}_n$ on $M_{1,n}(N)$ covers the identical action on the base $M_{1,1}(N)$ of $f_n$. The resulting action of $\mathfrak{S}_n$ on $(E_2^{pq}(f_n))$ is obtained by using those on $B_{n}^{\text{SL}_2(\mathbb{Q})}$ and $E_n^*(k)$ described above and the trivial action on $W(k, N)$.

- Just for the record, let us state that the spectral sequence $(E_2^{pq}(f_n))$ degenerates in the second term i.e. $E_2(f_n) = E_3(f_n) = \cdots = E_{\infty}(f_n)$.

**Remark.** The components $W(k, N)$ are of course nothing else but the cohomology of $\Gamma(N)$ with coefficients in the standard $k+1$ dimensional module $V_k$; in the case $N > 2$ this is the same as the cohomology of the quotient of the upper half-plane by $\Gamma(N)$ with coefficients in the local system corresponding to $V_k$.

The theorem implies that we have an exact sequence

$$0 \longrightarrow I \longrightarrow H^*(M_{1,n}(N), \mathbb{Q}) \longrightarrow A \longrightarrow 0$$

(5)

where $A \cong E_2^{0,*}(f_n)$ is a graded algebra and $I \cong E_2^{1,*-1}(f_n)$ is a graded $A$-module and an ideal in $H^*(M_{1,1}(N), \mathbb{Q})$. The general theory of spectral sequences tells us that the product of any two elements from $I$ is zero, and the product $a' x$ of $x \in I$ and an element $a'$ lifting $a \in A$ is just $a x$. But a priori there is no reason the sequence (5) should split multiplicatively, or equivalently, that $H^*(M_{1,n}(N), \mathbb{Q})$ contains a subalgebra that is mapped isomorphically onto $A$. We believe this is the case but for the moment let us state the following as a conjecture.

**Conjecture 1.** There exists a subalgebra of $H^*(M_{1,n}(N), \mathbb{Q})$ that restricts isomorphically onto $A \cong E_2^{0,*} \cong B_{n}^{\text{SL}_2(\mathbb{Q})}$. Hence, $H^*(M_{1,n}(N), \mathbb{Q}) \cong E_2(f_n)$ as algebras.

### 2.2 Mixed Hodge structures

#### 2.2.1 Configuration spaces of elliptic curves

Due to the above-mentioned geometric interpretation of $\mathcal{A}_n$, this algebra is equipped with a mixed Hodge structure, which we now describe.

Let $\Lambda(n)$ be the graded commutative algebra generated by the degree 1 elements $\Delta_{ij}, i, j = 1, \ldots, n, i \neq j$ modulo relations (1), (2). This is in fact the rational cohomology algebra of $F(\mathbb{C}, n)$. We introduce the Tate Hodge structure of weight $2i$ on the degree $i$ part of $\Lambda(n)$. To a product $\Delta$ of the $\Delta_{ij}$’s there corresponds in an obvious way a partition $J(\Delta)$ of $\{1, \ldots, n\}$. For such a partition, let $\Lambda_J(n)$ be the vector subspace of $\Lambda(n)$ spanned
by the monomials corresponding to $J$, and let $\Lambda^q(n)$ be the degree $q$ part of $\Lambda(n)$; set $\Lambda_J^q(n) = \Lambda^q(n) \cap \Lambda_J(n)$. By definition, we have $\Lambda^q_J(n) = 0$ if the number $|J|$ of the elements of $J$ is $< n - q$. On the other hand, it is easy to show (using $\Lambda^q(n) \cong H^q(F(\mathbb{C}, k), \mathbb{Q}) = 0$ if $q > k - 1$) that $\Lambda^q_J(n) = 0$ if $|J| > n - q$.

Let us recall the isomorphism from [33] between $A_n$ and the $E_2$ term of the Leray spectral sequence for $F(E, n) \subset E^{\infty n}$.

**Notation.** Let $J$ be a partition of $\{1, \ldots, n\}$ into $|J|$ subsets. The *multidirectional* $E_{2}^{n, |J|}$ is the subvariety of $E^{\infty n}$ defined by the condition that the “coordinates” with indices in the same element of the partition should be equal.

We have

$$E_{2}^{pq} = \bigoplus_{|J| = n - q} \Lambda_J^q(n) \otimes H^p(E_J^{(n-q)}, \mathbb{Q}),$$

where $J$ runs through the set of partitions of $\{1, \ldots, n\}$ into $n - q$ subsets. Notice that $E_{2}^{pq}$ carries a natural pure Hodge structure of weight $p + 2q$.

Let us describe the differential $d_2$. If $X$ is a smooth closed manifold, we have a natural mapping $H^*(X) \to H^{*+\text{dim}_X} X(X \times 2)$ given as the composition of the mapping induced by either of the two projections and the cup-product with the class of the diagonal. Thus, if the partition $J'$ is obtained from $J$ by subdividing one of the elements into two non-empty subsets, we have a mapping $f_{J'J} : H^*(E_{2}^{n, |J'|}, \mathbb{Q}) \to H^{*+2}(E_{2}^{n, |J'|}, \mathbb{Q})$ obtained from the obvious commutative square

$$E_{2}^{n, |J|} \xrightarrow{d_2} E_{2}^{n, |J'|}$$

Now if $x = \Delta_1 \cdots \Delta_q \otimes y \in E_{2}^{pq}$ where any $\Delta_t$ is one of the $\Delta_{ij}$’s, we have

$$d_2(x) = \sum (-1)^{i+j} (\Delta_1 \cdots \hat{\Delta_t} \cdots \Delta_q) \otimes f_{J'(}J_1 \cdots \Delta_{ij} \cdots \Delta_2)(y). \quad (6)$$

The cup product on $E_2$ is described as follows. Let $J_1$ and $J_2$, $|J_1| = n - i_1$, $|J_2| = n - i_2$ be two partitions (where $J_1 \cup J_2$ is the finest partition refined both by $J_1$ and $J_2$). We have the natural product mappings

$$E_{2J_1 \cup J_2}^{\infty} \to E_{2J_1}^{\infty} \times E_{2J_2}^{\infty},$$

inducing the cohomology mappings

$$H^{p_1}(E_{2J_1}^{\infty}, \mathbb{Q}) \otimes H^{p_2}(E_{2J_2}^{\infty}, \mathbb{Q}) \to H^{p_1+p_2}(E_{2J_1 \cup J_2}^{\infty}, \mathbb{Q}). \quad (7)$$

On the other hand, the product in $\Lambda(n)$ gives us

$$\Lambda_{J_1}(n) \otimes \Lambda_{J_2}(n) \subset \Lambda_{J_1 \cup J_2}(n). \quad (8)$$

It can be checked that $\Lambda_{J_1}(n) \cdot \Lambda_{J_2}(n) = 0$ unless $|J_1 \cup J_2| = n - i_1 - i_2$.\footnote{Indeed, if $|J_1 \cup J_2| \neq n - i_1 - i_2$, then $|J_1 \cup J_2| > n - i_1 - i_2$, so we have $\Lambda_{J_1}(n) \cdot \Lambda_{J_2}(n) = \Lambda_{J_1}^1(n) \cdot \Lambda_{J_2}^1(n) \subset \Lambda_{J_1 \cup J_2}(n) = 0$.} The tensor product of (8) and (7) is equal to $(-1)^{p_1+q_2}$ times the cup product $E_{2}^{p_1, q_1} \otimes E_{2}^{p_2, q_2} \to E_{2}^{p_1+p_2, q_1+q_2}$.\footnote{Indeed, if $|J_1 \cup J_2| \neq n - i_1 - i_2$, then $|J_1 \cup J_2| > n - i_1 - i_2$, so we have $\Lambda_{J_1}(n) \cdot \Lambda_{J_2}(n) = \Lambda_{J_1}^1(n) \cdot \Lambda_{J_2}^1(n) \subset \Lambda_{J_1 \cup J_2}(n) = 0$.}
We have $E_n^{p,0} \cong H^p(E^n, \mathbb{Q})$, and $E_n^{0,1}$ is the sum of $\frac{n(n-1)}{2}$ 1-dimensional subspaces $A^1(n)$, where $A$ is a partition of $n-1$ elements. An isomorphism $A_n \to E_n$, which gives us the mixed Hodge structure on $A_n$, is now constructed by picking a negative basis of $H^1(E, \mathbb{Q}) \subset H^1(E, \mathbb{Q})$ and mapping the $a_i$'s and the $b_i$'s to $E_n^{p,0}$ and the $\triangle ij$'s to $E_n^{0,1}$.

The differential $d$ on $A_n$ is strictly compatible with the mixed Hodge structures that we have just described; we equip $\mathcal{H}_n$ and $\mathcal{B}_n$ with mixed Hodge structures induced from $A_n$.

Let $e_1$ and $e_2$ be the elements of $H_1(E, \mathbb{Q})$ that correspond to the elements 1 and $\tau$ of the lattice $(1, \tau)$, and for $g = (a \ b \ c \ d)$ let $R_g$ be the $\mathbb{R}$-linear mapping $E \to \mathbb{Q}$ that takes 1 to $ct + d$ and $\tau$ to $a\tau + b$. In this way we get a right action of $SL_2(\mathbb{Q})$ on $H_1(E, \mathbb{Q})$ and a left action of $SL_2(\mathbb{Q})$ on $H^*(E, \mathbb{Q})$. Let $(a, b)$ be the basis of $H^*(E, \mathbb{Q})$ such that $a e_i = 0, a e_i = b e_1 = 1$; an element $g \in SL_2(\mathbb{Q})$ as above takes $a$ to $a a + c b$ and $b$ to $c a + d b$.

**Theorem 3.** There exists an $SL_2(\mathbb{Q}) \times \mathfrak{S}_n$-equivariant algebra isomorphism $\mathcal{H}_n \to H^*(E, \mathbb{Q})$ that is compatible with the mixed Hodge structures and takes the classes of $a_i$, $b_i$, $i = 1, \ldots, n$ to the restrictions to $E$ of the pullbacks of $a$ and $b$ under the $i$-th projection $E^n \to E$.

**Remark.** Note that Totaro proves that $\mathcal{H}_n \cong H^*(E, \mathbb{Q})$ as algebras using Deligne's grading of the weight filtration [10 §4]. This grading in general not compatible with the Hodge filtration. Hence, Totaro's argument does not allow one to compute the mixed Hodge numbers, and the mixed Hodge structure on $A_n \cong E_2$ described above has apriori nothing to do with the one on $H^*(E, \mathbb{Q})$. But luckily, the Leray spectral sequence of any morphism of complex algebraic varieties comes equipped from the second term on with a functorial mixed Hodge structure, which is compatible with all the differentials and the mixed Hodge structure on the cohomology of the source, see Saito [26] or Arapura [1]. (Arapura considers only projective morphisms, but the result extends to the general case [25 6.1].) Now, the functoriality alone easily shows that the mixed Hodge structure on the $E_2$ and $E_\infty$ the Leray spectral sequence of $F(E, n) \subset E^n$ coincides with the one described above.

It is easy to see that the Leray filtration on $H^*(E, \mathbb{Q})$ that corresponds to the morphism $F(E, n) \subset E^n$ coincides up to a shift with the weight filtration (cf. [33 4]), which implies that the action of $SL_2(\mathbb{Q})$ preserves the weight filtration on $H^*(E, \mathbb{Q})$ and we have $\mathcal{H}_n \cong \mathfrak{H}_n^E(H^*(E, \mathbb{Q}))$ as algebras, $G$-modules and Hodge structures. So to prove theorem 3 it would suffice to prove that $H^*(E, n, \mathbb{Q})$ decomposes as a direct sum of pure Hodge substructures that are preserved under the action of $SL_2(\mathbb{Q}) \times \mathfrak{S}_n$ (and the algebra isomorphism would follow automatically from the compatibility between the cup-product and the mixed Hodge structures). This will be done in subsection 3.

Let $B_n$ be the image of the natural (algebra) monomorphism $H^*(E, n, \mathbb{Q}) \to \mathcal{H}_n$; clearly, $B_n$ is a mixed Hodge substructure of $\mathcal{H}_n$ isomorphic to $H^*(E, n, \mathbb{Q})$. The subalgebra $A$ of $\mathcal{H}_n$ generated by the classes of $\sum a_i$ and $\sum b_i$ is a Hodge substructure too. We have $\mathcal{H}_n = \mathcal{J}_n \oplus B_n$ as mixed Hodge structures (since $\mathcal{J}_n$ is the image of $A^2 \oplus B_n$ under the mixed Hodge structure isomorphism $A \otimes B_n \to \mathcal{H}_n$). We get the following corollary of theorem 3.

**Corollary 1.** Equip $B_n = \mathcal{H}_n/\mathcal{J}_n$ with a mixed Hodge structure induced from $\mathcal{H}_n$. We have then $B_n \cong B_n \cong H^*(E, n, \mathbb{Q})$ as algebras, mixed Hodge structures and $SL_2(\mathbb{Q})$-modules.
Notice that the weight filtrations on $A_n, \mathcal{H}_n$ and $B_n$ (as opposed to the Hodge filtrations) do not depend on the choice of $E$. Let us now take $E = \mathbb{C}/(1,i)$. The Hodge filtrations will then be defined over $\mathbb{Q}(i)$.

### 2.2.2 The forgetful morphism $M_{1,n}(N) \to M_{1,1}(N)$

As noted above, the Leray spectral sequence of any morphism of complex algebraic varieties is equipped with a natural mixed Hodge structure. We describe it here for the forgetful morphism $M_{1,n}(N) \to M_{1,1}(N)$.

**Theorem 4.** We use the notation of theorem 2.

- The mixed Hodge structure on $E_0^0, \ast = \mathcal{B}_{n}^{\text{SL}_2}(\mathbb{Q})$ is induced by the inclusion $\mathcal{B}_{n}^{\text{SL}_2}(\mathbb{Q}) \subset B_n$. This mixed Hodge structure is the direct sum of Tate structures and does not depend on the choice of the genus 1 curve $E$.

- The mixed Hodge structure on $E_{1,\ast} \cong \bigoplus_{k \geq 0} (\mathcal{C}_k^{\ast}(k) \otimes W(k, N))$ is induced by mixed Hodge structures on $\mathcal{C}_k^{\ast}(k)$ and $W(k, N)$. The mixed Hodge structure on $\mathcal{C}_k^{\ast}(k)$ is described as follows.

Let $(W_{\ast})$ and $(F_{\ast})$ be the weight and the Hodge filtrations on $\mathcal{B}_n \otimes _{\mathbb{Q}} \mathbb{Q}(i)$. Identify $\mathcal{C}_k(k)$ with its image in $\mathcal{B}_n \otimes _{\mathbb{Q}} \mathbb{Q}(i)$ under the inclusion $c \mapsto c \otimes _{\mathbb{Q}} 1$. The mixed Hodge structure on $\mathcal{C}_k(k)$ is obtained by setting

$$W_i = W_{i-k} \cap \mathcal{C}_k(k),$$

$$F_p = (F_{n-k} \cap \mathcal{C}_k(k)) \otimes _{\mathbb{Q}} \mathbb{C} \subset \mathcal{C}_k(k) \otimes _{\mathbb{Q}} \mathbb{C}.$$  

This mixed Hodge structure is also the direct sum of Tate ones.

- We describe here the complex mixed Hodge structure on $W(k, N)$; the rational one will be described later (theorem 5).

The quotient $W_i(W(k, N))/W_{i-1}(W(k, N))$ is nonzero, iff $i = k + 2k + 2$. We have $\dim W_{k+1}(W(k, N))/W_k(W(k, N)) = 2s_{k+2,N}$. The Hodge structure on $W_{2k+2}(W(k, N))/W_{2k+1}(W(k, N))$ is Tate, and the Hodge decomposition of $W_{k+1}(W(k, N)) \otimes \mathbb{C}$ contains only $(0, k+1)$ and $(k+1, 0)$ components.

As in the case of theorem 2 the general theory (26 or 1) tells us that the sequence 5 is a sequence of mixed Hodge structures, but a priori there is no guarantee it splits. And again, it turns out that it actually does.

**Theorem 5.** There exists a Hodge substructure of $H^\ast(M_{1,n}(N), \mathbb{Q})$ that restricts isomorphically to $A \cong E_0^0, \ast \cong \mathcal{B}_{n}^{\text{SL}_2}(\mathbb{Q})$. Hence, $H^\ast(M_{1,n}(N), \mathbb{Q}) \cong E_2(f_n)$ as algebras equipped with mixed Hodge structures.
For a complex algebraic variety $V$, we define the mixed Hodge polynomial of $V$ to be

$$P_{mHdg}(V) = \sum_{n,p,q} t^n u^p v^q \dim_{\mathbb{C}}(Gr^p_t Gr^W_{p+q} H^n(V,\mathbb{C})).$$

By setting in this expression $v = u$, respectively, $u = v = 1$, we get the Poincaré-Serre polynomial, respectively, the Poincaré polynomial, of $V$. The mixed Hodge polynomial of $V$ with compact supports (which we denote by $P_{mHdg,c}$) is obtained by replacing $H^n$ by $H^n_v$ in the definition of $P_{mHdg}$; by specialising $P_{mHdg,c}$ at $t = -1$ we get the Serre characteristic of $V$. If there is a finite group $G$ acting on $V$ by automorphisms, we define the equivariant mixed Hodge polynomial $P_{G}^{mHdg}(V)$ in an obvious way. I.e., we replace the dimension $\dim_{\mathbb{C}}(Gr^p_t Gr^W_{p+q} H^n(V,\mathbb{C}))$ (which is the image of $Gr^p_t Gr^W_{p+q} H^n(V,\mathbb{C})$ in the Grothendieck group of finite-dimensional vector spaces) by the image of $Gr^p_t Gr^W_{p+q} H^n(V,\mathbb{C})$ in the Grothendieck group of finite-dimensional $G$-modules.

Theorem \ref{thm:mixedhodge} gives us the following algorithm of computing the mixed Hodge polynomials of $\mathcal{M}_{1,n}(N)$. We denote by $R(G)$ the ring of (complex finite-dimensional algebraic) representations of an algebraic group $G$. Recall that above we have explicitly described the second term $(E^2)^{pq}$ of the Leray spectral sequence of the embedding $F(E, n) \to E^\infty_n$ and introduced an action of $\text{SL}_2(\mathbb{Z}) \times \mathfrak{S}_n$ on it; this action extends to an action of $\text{SL}_2(\mathbb{C}) \times \mathfrak{S}_n$ on the complexification of $(E^2)^{pq}$. For any $p, q$ set $g_{p,q}$ to be the image of $(E^2)^{pq} \otimes \mathbb{C} = (E^\infty_{pq}) \otimes \mathbb{C}$ in $R(\text{SL}_2(\mathbb{C}) \times \mathfrak{S}_n)$; we have $g_{p,q} = \sum_{i=0}^\infty g_{p,q,i} [V_i]$ where $g_{p,q,i} \in R(\mathfrak{S}_n)$. The expression

$$\sum_{j=0}^\infty t^j \sum_{p+q=j} \sum_{i} (uv)^{p+q-i} g_{p,q,i} [V_i]$$

is in fact a polynomial $\in R(\text{SL}_2(\mathbb{C}) \times \mathfrak{S}_n)[t, u, v]$ and is divisible by $1 + t[V_1] + t^2$. Denote the quotient by $H$ and decompose $H$ as above: $H = \sum_i h_i [V_i]$ with $h_i \in R(\mathfrak{S}_n)[t, u, v]$. The equivariant mixed Hodge polynomial $P_{mHdg}^G(\mathcal{M}_{1,n}(N))$ is then equal to

$$h_0 + t \sum_{i=0}^\infty [s_{i+2,N}(u^{i+1} + v^{i+1}) + (g_{i+2,N} - s_{i+2,N})(uv)^{i+1}] h_i.$$

Finally, let us note that there is an alternative way of looking at the algebra $A_n = E_2$. Let $\mathcal{F}$ be the set of all forests (disjoint unions of trees) with the set of vertices equal to $\{1, \ldots, n\}$. (Thus we allow “free” vertices not adjacent to any edge.) Set $A = H^*(E_n, \mathbb{Q})$. To each $F \in \mathcal{F}$ associate the (unordered) tensor product $V(F) = A^{\oplus \text{the components of } F}$. If the partitions of $\{1, \ldots, n\}$ corresponding to $F_1, F_2 \in \mathcal{F}$ coincide, we have a natural identification $V(F_1) \cong V(F_2)$.

The algebra $A_n$ is additively isomorphic to $\bigoplus_{F \in \mathcal{F}} V(F)$ considered modulo the Arnold relation \ref{eq:arnoldrelation}, which can be translated in terms of forests as follows. Take an $F \in \mathcal{F}$, three indices $i, j, k$ whose the $F$-components are pairwise distinct, and let $F_{ij}, F_{jk}$ and $F_{ki}$ be the graphs represented on Figure \ref{fig:arnold} we set then $v_1 + v_2 + v_3 = 0$ for any $v_1 \in V(F \cup F_{ij}), v_2 \in V(F \cup F_{jk})$ and $v_3 \in V(F \cup F_{ki})$ that are identified under $V(F_{ij}) \cong V(F_{jk}) \cong V(F_{ki})$. More precisely, to fix an isomorphism $\bigoplus_{F \in \mathcal{F}} V(F)/\text{Arnold} \to A_n \cong E_2$ let us assume that the subsets $\{i, j\} \subset \{1, \ldots, n\}$ are totally ordered, say, lexicographically. There is a natural isomorphism $\alpha_F : V(F) \cong H^*(E^\infty_{\{i,j\}}, \mathbb{Q})$ where $J$ is the partition corresponding to $F$, and
we take $v \in V(F)$ to $\triangle \otimes \alpha_F(v)$ where $\triangle$ is the lexicographically ordered product of $\triangle_{ij}$’s that corresponds to $F$.

To see what becomes of the cup product, let us note that if $F = F_1 \cup F_2, F, F_1, F_2 \in \mathcal{F}$, then we have a natural map $\beta_{F_1, F_2} : V(F_1) \otimes V(F_2) \to V(F)$. Now, given arbitrary $F_1, F_2 \in \mathcal{F}$, the product of the classes of $v_1 \in V(F_1)$ and $v_2 \in V(F_2)$ is zero if $F_1 \cup F_2$ contains cycles and is otherwise equal to the class of $(-1)^{\varepsilon + |v_1|} \beta_{F_1 \cup F_2}(v_1 \otimes v_2)$ where $|v_1|$ is the degree of $v_1$ and $\varepsilon$ accounts for the difference between the lexicographical ordering of the edges of $F_1 \cup F_2$ and another ordering obtained by first taking the ordered edges of $F_1$ and then the ordered edges of $F_2$.

Let us also translate the formula (6) for the differential. If $F' \in \mathcal{F}$ is obtained from $F \in \mathcal{F}$ by deleting one edge, we have a morphism $\gamma_{F' F} : V(F) \to V(F')$ induced by the mapping $H^*(E, \mathbb{Q}) \to H^{*+2}(E \times \mathbb{Q}, \mathbb{Q})$ described on page 6. For the class of $v \in V(F), F \in \mathcal{F}$ we have then

$$d(v) = \sum_i (-1)^{i+1} \gamma_{F'_i} (v)$$

where $l_i$ is the $i$-th edge of $F$ and $F'_i$ is $F$ minus $l_i$.

### 2.2.3 Rational Hodge structures on $W(k, N)$

Theorem 4 takes care of the complex mixed Hodge structures. The most explicit way to describe the rational ones is probably via group cohomology. Given a group $G$ and a $G$-module $V$, we define the cochains $C^*(G, V)$, the cocycles $Z^*(G, V)$ and the coboundaries $B^*(G, V)$ using the standard bar resolution (see, e.g., [6] or [12]).

Consider a finite index torsion free subgroup $\Gamma \subset \text{PSL}_2(\mathbb{Z})$. A special polygon for $\Gamma$ (see [20]) is a convex hyperbolic polygon $P \subset \mathbb{H}$ equipped with a fixed point free involution $\sigma$ of the set of the sides of $P$ such that

1. All vertices of $P$ belong to $\mathbb{Q} \cup \{\infty\}$.
2. $\Gamma$ is freely generated by the elements of $\text{PSL}_2(\mathbb{Z})$ obtained by picking, for any pair of sides of $P$ that are identified under $\sigma$, a transformation $\in \text{PSL}_2(\mathbb{Z})$ taking one to the other in an “orientation-reversing” way, see [20] section 2.5] for details.

The free generators of $\Gamma$ obtained from the second condition, and the inverses thereof, will be called side-pairing transformations.

---

2Special special polygons are defined in [20] for an arbitrary finite index subgroup $\Gamma \subset \text{PSL}_2(\mathbb{Z})$; in the sequel we shall not need the general case.

3The choice is unique, up to taking the inverse, since we are considering transformations from $\text{PSL}_2(\mathbb{Z})$. 

---
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For every $\Gamma$ as above there exists a special polygon \cite[theorem 3.3]{20}. Special polygons for the groups $\Gamma(N), N \leq 12$ were constructed in \cite{20} (we identify $\Gamma(N)$ with its image in $\operatorname{PSL}_2(\mathbb{Z})$); in fact, \cite{20} describes some kind of a procedure that “involves trial and error” and enables one, given an integer $N$ (and a certain amount of luck), to construct a special polygon for $\Gamma(N)$.

Vertices of $P$ are, of course, cusps of $\Gamma$. If $v$ is a vertex of $P$, then a generator of the parabolic subgroup $\Gamma_v = \{g \in \Gamma \mid g \cdot v = v\}$ can be written as a product of side-pairing transformations as follows. Let $l$ be a side of $P$ adjacent to $v$, and let $g_1$ be the side-pairing transformation that takes $l$ to $\sigma(l)$. If $g_1(v) \neq v$, then let $g_2$ be the side-pairing transformation that takes $l'$ to $\sigma(l')$, with $l'$ the side of $P$ adjacent to $g(v)$ and different from $g_1(l)$, etc. We continue in this way, until we have found the first $i$ such that $(g_i \cdots g_1) \cdot v = v$; the element $g_i \cdots g_1$ generates $\Gamma_v$.

Let us fix an $N > 2$. Take a special polygon $P, \sigma$ for $\Gamma(N)$, and construct a system $S = \{g_1, \ldots, g_s\}$ of free generators of $\Gamma(N)$ as above. Let $T : \Gamma(N) \to \operatorname{Aut}_G(V_k)$ be the representation morphism for the module $V_k$ (which was defined on page 3). Let $(e_1, e_2)$ be the standard basis of $V_1$.

**Theorem 6.** There exists an isomorphism

$$W(k, N) \to H^1(\Gamma(N), V_k)$$

that satisfies the following.

1. The subspace $W_{k+1}(W(k, N))$ is identified with

$$\bigcap_v \ker(H^1(\Gamma(N), V_k) \to H^1(\Gamma(N)_v, V_k))$$

with $v$ running through the set of vertices of $P$.

2. For a modular automorphic form $f$ of weight $k + 2$ for $\Gamma(N)$ and any $z_0 \in H$, the function $S_f : \Gamma(N) \to V_k \otimes \mathbb{C}$ defined by

$$S_f(g) = \int_{z_0}^{g \cdot z_0} f(z)(ze_1 + e_2)^k dz$$

is a cocycle $\in Z^1(\Gamma(N), V_k \otimes \mathbb{C})$. (The integration path can be chosen to be any rectifiable path in $H$ joining $z_0$ and $g \cdot z_0$.)

If we complexify $W$, the subspace $F_{k+1}(W(k, N) \otimes \mathbb{C})$, respectively,

$$F_{k+1}(W(k, N) \otimes \mathbb{C}) \cap W_{k+1}(W(k, N)) \otimes \mathbb{C},$$

is identified with the subspace spanned by the classes of $S_f, f \in G_{k+2}(\Gamma(N))$, respectively, by the classes of $S_f, f \in S_{k+2}(\Gamma(N))$.

Explicitly, we can view $Z^1(\Gamma(N), V_k)$ as the $\mathbb{Q}$-vector space of all functions $S \to V_k$; indeed, since $\Gamma(N), N > 2$ is free, each such function $\alpha$ can be extended to a cocycle $\alpha' : \Gamma(N) \to V_k$ by

$$\alpha'(g_1 g_2) = T(g_1)\alpha'(g_2) + \alpha'(g_1).$$

\footnote{One could as well let $v$ run through the set of $\Gamma(N)$-nonequivalent vertices of $P$.}
The 1-coboundaries will correspond to the functions given by \( g_i \mapsto T(g_i)x - x \) for some \( x \in V_k \). A function \( \alpha : S \to V_k \) gives an element of \( \ker(H^1(\Gamma(N), V_k) \to H^1(\Gamma(N)_v, V_k)) \), iff the corresponding cocycle \( \alpha' \) satisfies \( \alpha'(g_v) = T(g_v)x - x \) for some \( x \in V_k \) (here \( g_v \) is a generator of \( \Gamma(N)_v \)).

Now let us consider the remaining cases \( N = 2, 1 \). We shall need the following construction. Let \( G \) be a group, \( H \subset G \) a subgroup, \( V \) a \( G \)-module and \( \text{res} : H^*(G, V) \to H^*(H, V) \) the restriction morphism. If \( (G : H) < \infty \), there exists a morphism \( \text{tr}_H^G : H^*(H, V) \to H^*(G, V) \) called the transfer that satisfies \( \text{tr}_H^G \circ \text{res} = (G : H)\text{Id}_{H^*(G, V)} \), see, e.g. \[6, \text{chapter VII, \S 9}\]. This morphism is induced by the cochain morphism \( \text{tr}_H^G : C^*(H, V) \to C^*(G, V) \) constructed as follows (ibid.; we consider only the case of 1-cochains, since this is all we shall need).

Choose a representative \( \bar{g} \) for any class \( Hg, g \in G \), and define a mapping \( \rho : G \to H \) by \( \rho(g) = g\bar{g}^{-1} \). Let \( \alpha : G \to V \) be a 1-cochain \( \in C^1(H, V) \); we set

\[
\text{tr}_H^G(\alpha)(g) = \sum \bar{g} \alpha(\rho(\bar{g}^{-1} g)),
\]

where the sum is taken over the representatives \( \bar{g} \) that we have chosen.

Let \( \bar{\Gamma}(2) \) be the image of \( \Gamma(2) \) in \( \text{PSL}_2(\mathbb{Z}) \).

**Corollary 2.** If \( k \) is odd, then \( W(k, 2) \cong H^1(\Gamma(2), V_k) = 0 \).

Suppose \( k \) is even. Equip \( H^1(\Gamma(2), V_k), l > 0 \) with a mixed Hodge structure using theorem 6. There exists an isomorphism

\[
W(k, 2) \to H^1(\bar{\Gamma}(2), V_k)
\]

such that the composition the mixed Hodge structure on \( H^1(\bar{\Gamma}(2), V_k) \) induced by \( (11) \) coincides with the one induced by

\[
\text{tr}_{\bar{\Gamma}(2)}^{\Gamma(2)} : H^1(\Gamma(2), V_k) \to H^1(\bar{\Gamma}(2), V_k).
\]

(We consider \( \Gamma(2l) \) as a subgroup of \( \text{PSL}_2(\mathbb{Z}) \); note that \( \bar{\Gamma}(2) \) acts on \( V_k \), since \( k \) is even.)

Since \( \bar{\Gamma}(2) \) is a free group, this gives an explicit description of the rational mixed Hodge structure on \( W(k, 2) \).

Analogous statement holds in the case \( N = 1 \).

**Corollary 3.** Equip \( H^1(\Gamma(l), V_k), l > 2 \) with a mixed Hodge structure using theorem 6. There exists an isomorphism

\[
W(k, 1) \to H^1(\Gamma(1), V_k)
\]

such that the composition the mixed Hodge structure on \( H^1(\Gamma(1), V_k) \) induced by \( (12) \) coincides with the one induced by

\[
\text{tr}_{\Gamma(1)}^{\Gamma(l)} : H^1(\Gamma(l), V_k) \to H^1(\Gamma(1), V_k).
\]

To make this completely explicit, let us describe the cohomology of \( \Gamma(1) = \text{SL}_2(\mathbb{Z}) \) with arbitrary rational coefficients. Since \( \text{SL}_2(\mathbb{Z}) = \mathbb{Z}/4 \ast \mathbb{Z}/2 \mathbb{Z}/6 \), the Mayer-Vietoris sequence (see e.g., \[5, \text{chapter VII, \S 9}\]) implies the following observation (which explains by the way theorem 1).
Observation. Let $V$ be a $\mathbb{Q}$-vector space equipped with an action $R : \text{SL}_2(\mathbb{Z}) \to \text{Aut}_\mathbb{Q}(V)$. Then

$$H^1(\text{SL}_2(\mathbb{Z}), V) \cong V\biggl(\begin{smallmatrix} -1 & 0 \\ 0 & -1 \end{smallmatrix}\biggr) / \biggl( V\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix}\biggr) + V\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & -1 \end{smallmatrix}\biggr) \biggr).$$

(13)

This isomorphism can be easily constructed on the cocycle level. Namely, let $\alpha : \text{SL}_2(\mathbb{Z}) \to V$ be a 1-cocycle, and set

$$x_1 = \alpha\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix}\biggr), x_2 = \alpha\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & -1 \end{smallmatrix}\biggr).$$

Let $A : V \oplus V \to V \oplus V$ be the mapping

$$(R\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix}\biggr) - \text{Id}_V) \oplus (R\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & -1 \end{smallmatrix}\biggr) - \text{Id}_V),$$

and choose a $\mathbb{Q}$-linear mapping $B : \text{Im} A \to V \oplus V$ such that $A \circ B = \text{Id}_{\text{Im} A}$. If $R\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix}\biggr)$ and $R\biggl(\begin{smallmatrix} 0 & -1 \\ 1 & -1 \end{smallmatrix}\biggr)$ are diagonalisable over $\mathbb{C}$ (which is the case for the modules $V_k$), there is a distinguished choice for $B$. Since $\alpha|_{\mathbb{Z}/4}$ and $\alpha|_{\mathbb{Z}/6}$ are coboundaries, $x_1 \oplus x_2 \in \text{Im} A$. The element $B(x_1 + x_2)$ is easily checked to be invariant under $R\biggl(\begin{smallmatrix} -1 & 0 \\ 0 & -1 \end{smallmatrix}\biggr)$, and the isomorphism (13) is induced by the mapping that takes $\alpha$ to $B(x_1 \oplus x_2)$.

2.3 Unsettled questions and discussion

2.3.1 Mixed Hodge polynomials

Theorems 2 and 4 give an algorithm to compute the equivariant mixed Hodge polynomials $P_{\ast, \ast}^S(\mathcal{M}_{1,n}, \mathbb{Q})$ and $P_{\ast, \ast}^S(\mathcal{M}_{1,n}(N))$. However, it would be interesting to obtain closed expressions or recurrent formulae for these polynomials. The main obstacle here is that while it is relatively easy to obtain the mixed Hodge polynomial of $A_n = E_2$ of the Leray spectral sequence of $F(E,n) \subset E^{\times n}$, cf. [15], it is hard to see what happens when we pass to the cohomology.

2.3.2 Relationship to the cell decomposition of the moduli spaces

It would also be interesting to understand the relationship between the description of $H^{\ast}(\mathcal{M}_{1,n}, \mathbb{Q})$ given by theorems [1] and [2] and the Harer-Mumford-Thurston-Penner cell decomposition (of the one-point compactification of $\mathcal{M}_{1,n}$), see [17, 5, 24].

2.3.3 Relationship to the tautological subalgebras

It is well known (see e.g., [34] exercises 3.28 and 4.9) that the tautological subalgebra of $H^{\ast}(\overline{\mathcal{M}}_{1,n}, \mathbb{Q})$ lives on the boundary $\overline{\mathcal{M}}_{1,n} \setminus \mathcal{M}_{1,n}$. Hence, the results of the present note are in a sense complementary (or maybe orthogonal...) to those on the tautological subalgebras (see e.g., recent expository papers [23] and [34] for a description of the topological, respectively the geometric, approach).

3 Proof of theorem 3

As remarked above, to prove theorem 3 it suffices to prove that $H^{\ast}(F(E,n), \mathbb{Q})$ decomposes as a direct sum of pure Hodge substructures that are preserved under the action of
have a natural isomorphism monodromy of this bundle. Take a this mapping is the local system with fibre $H_2$ both as a mixed Hodge structure and a $\text{SL}_2 \mathbb{R}$.

Proofs of theorems 2 and 4, $N > 2$

In this section we assume $N > 2$.

The moduli space $\mathcal{M}_{1,n}(N)$ is a locally trivial fibre bundle over $\mathcal{M}_{1,1}(N) \cong \mathbb{H}/\Gamma(N)$. For $\tau \in \mathbb{H}$, let $E_\tau$ denote the genus 1 curve $\mathbb{C}/\langle 1, \tau \rangle$. The $i$-th direct image of $\mathbb{Q}$ under this mapping is the local system with fibre $H^i(F(E_\tau, n)/E_\tau, \mathbb{Q})$, $\tau \in \mathbb{H}$. Let us compute the monodromy of this bundle. Take a $g = (\frac{a}{c}, \frac{b}{d}) \in \Gamma(N)$ and set $E' = E_\tau, E'' = E_{g\tau}$. We have a natural isomorphism $E' \to E''$ given by

\[
\mathbb{C}/\langle 1, \tau \rangle = \mathbb{C}/\langle c\tau + d, a\tau + b \rangle \to \mathbb{C}/\langle 1, \frac{a\tau + b}{c\tau + d} \rangle.
\]

Let $e_1$ and $e_2$ be the elements of $H_1(E', \mathbb{Z})$ that correspond to the elements 1 and $\tau$ of the lattice $\langle 1, \tau \rangle$. The monodromy mapping induced by the loop corresponding to $g$ takes...
e_1 to de_1 + ce_2 and e_2 to be_1 + ae_2, i.e., we get a right action of \( \Gamma(N) \) on \( H_1(E', \mathbb{Z}) \) which is the composition of the inclusion \( \Gamma(N) \subset \text{SL}_2(\mathbb{Z}) \) and the action of \( \text{SL}_2(\mathbb{Z}) \) described above on page 7. (It is no surprise that the action is a right one, since the fundamental group of the base of a fibre bundle acts on the right on homotopy type of the fibre.) Recall that if \((a, b)\) is the basis of \( H^*(E', \mathbb{Z}) \) such that \( a(e_1) = b(e_2) = 0, a(e_2) = b(e_1) = 1 \), then the monodromy induced by \( g \) takes \( a \) to \( a + b \) and \( b \) to \( ba + db \). Note that the subspace of holomorphic forms in \( H^1(E', \mathbb{C}) \) is spanned by \( \tau a + b \).

Due to theorem 3, we know the mixed Hodge structure on \( H^i(F(E_{\tau}, n)/E_{\tau}, \mathbb{Q}) \cong \mathcal{B}_n \), as well as the algebra structure and the action of \( \text{SL}_2(\mathbb{Z}) \). A direct check shows that the natural action of \( \text{SL}_2(\mathbb{Z}) \) on \( \mathcal{A}_n \) can be extended to an algebraic action of \( \text{SL}_2(\mathbb{Q}) \).

Let us now describe the mixed Hodge structure on \( \mathcal{A}_n \) more explicitly.

Given an element \( \tau \in \mathcal{H} \) and an integer \( k \geq 0 \), we define the rational mixed Hodge structure \( V_k^\tau \) of weight \( k \) as follows. Let \((e_1, e_2)\) be the standard basis of \( \mathbb{Q}^2 \). The underlying \( \mathbb{Q} \)-vector space of \( V_k^\tau \) is set to be \( V_k = \text{Sym}^k \mathbb{Q}^2 \), and we define the \((p, q)\)-component of \( V_k \otimes \mathbb{C} = \text{Sym}^k \mathbb{C}^2 \) as the one-dimensional subspace spanned by

\[
(\tau e_1 + e_2)^p \cdot (\bar{\tau} e_1 + e_2)^q.
\]

As usual, for a \( \mathbb{Q} \)-vector space \( V \) equipped with a mixed Hodge structure, we let \( V(i), i \in \mathbb{Z} \) denote the Tate twist \( V \otimes \mathbb{Q}(i) \) of \( V \).

**Proposition 1.** The cohomology group \( H^i(E_r^{\times k}, \mathbb{Q}), i \geq 0, k \geq 1 \) decomposes as a direct sum of \( V^\tau_{-2j}(i-j) \)'s, \( j = 0, \ldots, \left\lfloor \frac{i}{2} \right\rfloor \).

This is an exercise in linear algebra, but since this statement will be important for the sequel, we shall give a proof.

**Proof.** The Hodge structure on \( V_k^\tau \) can be described in terms of representation theory: there exists a torus \( T \subset \text{SL}_2(\mathbb{C}) \) (that depends on \( \tau \)) and an isomorphism \( f : \mathbb{C}^* \to T \) such that \( f(z) \) acts on the \((p, q)\)-component of \( V_k^\tau \otimes \mathbb{C} \) via multiplication by \( z^{p-q} \).

Let us now take \( V^\tau_l \) and \( V^\tau_m, 0 \leq l \leq m \). To prove the proposition, it suffices to show that \( V^\tau_l \otimes V^\tau_m, 0 \leq l \leq m \) decomposes as

\[
\bigoplus_{j=0}^{l \leq m-2j} V^\tau_{m-2j} (j-l)
\]
as Hodge structures. Write the weight decompositions of \( V^\tau_l \) and \( V^\tau_m \) with respect to \( T \):

\[
V^\tau_l \otimes \mathbb{C} = V_{-l} \oplus \cdots \oplus V_l,
\]

\[
V^\tau_m \otimes \mathbb{C} = W_{-m} \oplus \cdots \oplus W_m
\]
where \( f(z), z \in \mathbb{C}^* \) acts on \( V_i \) and \( W_i \) via multiplication by \( z^i \). We have

\[
V^\tau_l \otimes V^\tau_m = V_{l-m} \oplus V_{l-m+2} \oplus \cdots \oplus V_{l+m}
\]

(15) as \( \text{SL}_2(\mathbb{Q}) \)-modules.

We have

\[
H^{p-q}(V^\tau_l \otimes V^\tau_m) = \bigoplus_{i+i=p-q} V_i \otimes W_j = \bigoplus_{j=0}^{l \leq m-2j} \left( V^\tau_{m-2j} \cap \left( \bigoplus_{i+j=p-q} V_i \otimes W_j \right) \right)
\]
with \( V_{m-l+2j}^C = V_{m-l+2j} \otimes \mathbb{C} \). But the space \( V_{m-l+2j}^C \cap \left( \bigoplus_{i+j=p-q} V_i \otimes W_j \right) \) is the same as

\[
H_{m-l+2j+p-q}^{m-l+2j+q-p}(V_{m-l+2j}^r) = H^{p,q}(V_{m-l+2j}^r(j-l)),
\]

and the proposition follows. \( \Box \)

**Proposition 2.** Let \( V \) and \( W \) be direct sums of rational Tate Hodge structures equipped with the trivial actions of \( \text{SL}_2(\mathbb{Q}) \), and let \( f : V_k^r \otimes V \to V_k^r \otimes W \) be a \( \mathbb{Q} \)-linear morphism of mixed Hodge structures. Then the kernel and the image of \( f \) are direct sums of Tate twists of \( V_k^r \).

**Proof.** This is another exercise in linear algebra. It suffices to show that if \( \mathbb{Q}(i) \) and \( \mathbb{Q}(j) \) are equipped with the trivial \( \text{SL}_2(\mathbb{Q}) \)-actions, then any \( \text{SL}_2(\mathbb{Q}) \)-equivariant morphism \( g : V_k^r \otimes \mathbb{Q}(i) \to V_k^r \otimes \mathbb{Q}(j) \) of Hodge structures is zero unless \( i = j \). If \( i > j \), then this is true since the weight of \( V_k^r \otimes \mathbb{Q}(i) \) is smaller than the weight of \( V_k^r \otimes \mathbb{Q}(j) \). If \( j > i \), then it follows from the compatibility of \( g \) with the Hodge filtrations that \( g \) has a nonzero kernel and hence is zero by the irreducibility of \( V_k^r \). \( \Box \)

Proposition 2 implies that as an \( \text{SL}_2(\mathbb{Q}) \)-module equipped with a mixed Hodge structure, \( \mathcal{A}_n \) decomposes as a direct sum of Tate twisted \( V_k^r \)'s. By proposition 2 so does \( \mathcal{H}_n \) (the differential \( d \) on \( \mathcal{A}_n \) is strictly compatible with the mixed Hodge structures and it is easily checked that \( d \) is \( \text{SL}_2(\mathbb{Q}) \)-equivariant).

**Proposition 3.** Let \( H \) be the direct sum \( \bigoplus H^i \) of pure rational Hodge structures. Assume that the weights of the \( H^i \)'s are parewise distinct, and let \( V \) be a rational mixed Hodge substructure of \( H \). Then \( V = \bigoplus (V \cap H^i) \) as Hodge structures.

**Proof.** Writing the Deligne splittings, we see that \( V \otimes \mathbb{C} = \bigoplus ((V \otimes \mathbb{C}) \cap (H^i \otimes \mathbb{C})) \). \( \Box \)

Recall that \( \mathcal{H}_n \cong \mathcal{A}_n \oplus \mathcal{B}_n \) as mixed Hodge structures. Since this splitting is compatible with the \( \text{SL}_2(\mathbb{Q}) \)-action, we see (applying proposition 5) that \( \mathcal{B}_n \) too decomposes as the direct sum of Tate twists of \( V_k^r \)'s (both as a mixed Hodge structure and an \( \text{SL}_2(\mathbb{Q}) \)-module).

This implies that to calculate the second term of the Leray spectral sequence of \( \mathcal{M}_{1,n}(N) \to \mathcal{M}_{1,1}(N), N > 2 \), it remains to compute the cohomology of \( H/\Gamma(N) \) with coefficients in the polarised variation \( \mathcal{V}_k \) of Hodge structure determined by the Hodge decompositions of \( V_k^r \). Notice that any \( g \in \text{SL}_2(\mathbb{R}) \) maps the \( (p,q) \)-component of \( V_k^r \) to the \( (p,q) \)-component of \( V_k^r \), hence we can define the variation \( \mathcal{V}_k \) for the quotient of the upper half-plane by any Fuchsian subgroup of the first kind without elliptic elements.

**Lemma 1.** Let \( \Gamma \) be a Fuchsian subgroup of \( \text{SL}_2(\mathbb{R}) \) of the first kind without elliptic points or irregular cusps. Assume that \( -\text{Id} \notin \Gamma \). Then

1. The group \( H^0(\mathcal{H}/\Gamma, \mathcal{V}_k) \) is \( \mathbb{Q}(0) \) if \( k = 0 \) and zero otherwise.
2. The subquotient \( W_i(H^1(\mathcal{H}/\Gamma, \mathcal{V}_k))/W_{i-1}(H^1(\mathcal{H}/\Gamma, \mathcal{V}_k)) \) is nonzero, if \( i = k+1, 2k+2 \).
3. The Hodge decomposition of the subspace \( W_{k+1}(H^1(\mathcal{H}/\Gamma, \mathcal{V}_k)) \otimes \mathbb{C} \) contains only \( k+1,0 \)- and \( (0,k+1) \)-components, each of dimension \( \dim C S_{k+2}(\Gamma) \).
4. The subquotient \( W_{2k+2}(H^1(\mathcal{H}/\Gamma, \mathcal{V}_k))/W_{2k+1}(H^1(\mathcal{H}/\Gamma, \mathcal{V}_k)) \) is Tate of dimension equal to the number of cusps of \( \Gamma \) for \( k > 0 \) and to the number of cusps of \( \Gamma \) minus 1 for \( k = 0 \). (Recall that this is equal to \( \dim \mathbb{C} G_{k+2}(\Gamma) - \dim \mathbb{C} S_{k+2}(\Gamma) \), see e.g. [27, theorems 2.23-2.25].)
5. We have $H^{2}(\mathcal{H}/\Gamma, \mathcal{V}_{k}) = 0$, if $\Gamma$ has a cusp or if $k > 0$; if $\mathcal{H}/\Gamma$ is compact, then $H^{2}(\mathcal{H}/\Gamma, \mathcal{V}_{0}) \cong \mathbb{Q}(-1)$.

**Proof.** The first assertion of the lemma follows from the fact that there is no element of $\mathcal{H}$ fixed by all $g \in \Gamma$, and the last assertion is obvious.

Let $j$ be the embedding $\mathcal{H}/\Gamma \to S$ where $S$ is the natural compactification of $\mathcal{H}/\Gamma$ obtained by adding a point for each cusp of $\Gamma$ (for the details see e.g., [27 §1.5]). We will refer to the $\Gamma$-orbits of the cusps of $\Gamma$ as the cusps of $S$. Assertions 2-4 of the lemma will be proved by studying the Leray spectral sequence for $j$.

The variation $\mathcal{V}_{k}$ is a direct summand of a geometric one, hence the properties (3.13) of [28] are satisfied by [28 §5], and Leray spectral sequence of $j$ is a spectral sequence of mixed Hodge structures [28 theorem 4.1]. It was proven by Zucker [37 §12] that $H^{1}(\mathcal{S}, R^{0}j_{*}\mathcal{V}_{k}) = H^{1}(\mathcal{S}, j_{*}\mathcal{V}_{k})$ is pure of weight $k+1$, the $(k+1, 0)$ and $(0, k+1)$ components of $H^{1}(\mathcal{S}, j_{*}\mathcal{V}_{k}) \otimes \mathbb{C}$ are of dimension $\dim S_{k+2}(\Gamma)$ and all other components vanish. This implies assertions 2-4 of the lemma in the case when the quotient $\mathcal{H}/\Gamma$ is compact. Assume from now on that $\Gamma$ has at least one cusp.

Let us now compute $H^{0}(\mathcal{S}, R^{1}j_{*}\mathcal{V}_{k})$.

Set $\mathcal{V}_{k} = \mathcal{O}_{\mathcal{H}/\Gamma} \otimes \mathcal{V}_{k}$ and let $\bar{\mathcal{V}}_{k}$ be the canonical extension of $\mathcal{V}_{k}$ to $S$, see e.g., [9 p. 91]. The complex

$$K_{*} = [\bar{\mathcal{V}}_{k} \xrightarrow{\nabla} \bar{\mathcal{V}}_{k} \otimes \Omega_{\mathcal{S}}^{1}(\log \Sigma)]$$

represents $Rj_{*}\mathcal{V}_{k} \otimes \mathbb{C}$ in the derived category $D^{+}(\mathcal{S})$ of sheaves on $\mathcal{S}$ (here $\nabla$ is the canonical extension of the Gauss-Manin connection $\text{Id} \otimes d$ and $\Sigma$ is the union of the cusps of $\mathcal{S}$). This complex is equipped with the structure of a mixed Hodge complex of sheaves in the following way (see [28 §4]): we set $F^{i}(K_{*}) = [\bar{\mathcal{F}}^{i} \xrightarrow{\nabla} \bar{\mathcal{F}}^{i-1} \otimes \Omega_{\mathcal{S}}^{1}(\log \Sigma)]$, and

$$W_{i}(K_{*}) = \begin{cases} 0, & i < k, \\ K_{*}', & k \leq i \leq 2k, \\ K_{*}, & i > 2k. \end{cases}$$

(Here $\bar{\mathcal{F}}$ the intersection of $\bar{\mathcal{V}}_{k}$ and the direct image of the Hodge bundle $\mathcal{F}$ on $\mathcal{H}/\Gamma$ and $K_{*}'$ denotes the complex $[\bar{\mathcal{V}}_{k} \to \text{Im} \nabla]$.)

This induces a mixed Hodge structure on $H^{*}(\mathcal{H}/\Gamma, \mathcal{V}_{k})$, and also on the cohomology of $R^{0}j_{*}\mathcal{V}_{k} \otimes \mathbb{C} \cong \ker \nabla \otimes K_{*}'$ and $R^{1}j_{*}\mathcal{V}_{k} \otimes \mathbb{C} \cong \text{coker} \nabla \otimes K_{*}/K_{*}'[1]$. The complex $K_{*}/K_{*}'$ is concentrated at the cusps of $\mathcal{S}$. A simple topological argument shows that for a cusp $s$ of $\mathcal{S}$ the group $H^{0}(s, R^{1}j_{*}\mathcal{V}_{k})$ is one-dimensional; we claim the following

**Claim.** The group $H^{0}(s, R^{1}j_{*}\mathcal{V}_{k})$ is Tate of weight $2k + 2$.

To prove this, it would suffice to show that for any $s \in \Sigma$ there exists a neighbourhood $U$ of $s$ and a section $B$ of $\mathcal{F}$ over $U \setminus \{s\}$ of $s$ that extends to an section of $\bar{\mathcal{V}}_{k}$ over $U$ and such that $\frac{d}{dt} \otimes \sigma \not\in \text{Im} \nabla$ where $t$ is a local parameter of $\Sigma$ at $s$. Moreover, it suffices to look at what is happening at the cusp $s_{0}$ that corresponds to the infinity. Indeed, if $s$ is any cusp of $\Gamma$, and $g \in \text{SL}_{2}(\mathbb{R})$ takes $s$ to the infinity, then the mapping $z \mapsto g \cdot z$ induces an isomorphism $\mathcal{H}/\Gamma \to \mathcal{H}/\Gamma'$ with $\Gamma' = q\Gamma q^{-1}$ that extends to an isomorphism between the natural compactifications of $\mathcal{H}/\Gamma$ and $\mathcal{H}/\Gamma'$. By considering the diagonal action of $g$ on $\text{Sym}^{2}(C^{2}) \times \mathcal{H}$ we obtain an isomorphism $\beta : \mathcal{V}_{k} \to \mathcal{V}'_{k}$ that covers $\alpha$ and extends to an isomorphism $\bar{\mathcal{V}}_{k} \to \mathcal{V}'_{k}$ where $\mathcal{V}'_{k}$ is the canonical extension of the pushforward $\mathcal{V}_{k}$ of $\text{Sym}^{2}(C^{2}) \otimes \mathcal{O}_{\mathcal{H}}$ to $\mathcal{H}/\Gamma'$. The isomorphism $\beta$ takes all Hodge subsheaves $\mathcal{F}$ to the corresponding Hodge subsheaves. 
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Let us recall how to construct a local basis for the canonical extension of a flat holomorphic vector bundle.

Set $U = \{ z \in \mathbb{C} \mid |z| < 1 \}$ and $U^* = U \setminus \{ 0 \}$. If $V$ is a holomorphic vector bundle over $U^*$ equipped with a flat connection with a unipotent monodromy, then there is a way to construct a local basis over $\mathcal{O}(U)$ of the canonical extension $\hat{V}$ of $V$ to $U$ starting from a basis of the space of flat multivalued sections of $V$ (i.e., flat sections of the pullback of $V$ to the universal cover of $U^*$), see e.g., [25] proposition 11.3. Namely, if $f : z \mapsto e^{2\pi iz/n}, z \in \mathbb{H}, h > 0$ is the universal cover and $\mathbb{H} \ni u \mapsto \phi(u)$ is a flat multivalued section, then the corresponding section $\sigma_\phi$ of $\hat{V}$ is $f(u) \mapsto e^{\frac{2\pi iz}{h}}\phi(u)$ where $L$ is the (fibrewise) nilpotent logarithm of the counter-clockwise monodromy around zero. Let us apply this to our situation.

We can take $U^* = \mathbf{H}_r/\Gamma_0$ as a deleted neighbourhood of $s_0$, where $\mathbf{H}_r = \{ z \in \mathbb{C} \mid \text{Im } z > r \geq 0 \}$ and $\Gamma_0 \subset \Gamma$ is the subgroup generated by a matrix of the form \begin{pmatrix} h & 0 \\ 0 & 1 \end{pmatrix}, h > 0. (Here we use the fact that $\Gamma$ does not have irregular cusps.) The universal covering map will then be just the projection $\mathbf{H}_r \to \mathbf{H}_r/\Gamma_0$. Take $V$ to be the restriction of $\hat{V}$ to $U^*$. The pullback of $V$ to $\mathbf{H}_r$ will be the bundle $\mathcal{E} = (\text{Sym}^r(\mathbb{C}^2) \otimes \mathcal{O}(\mathbf{H}_r)), and the fibrewise monodromy will act on each fibre $\mathcal{E}$ via $R_k \left( \begin{pmatrix} 1 & 0 \\ 0 & h \end{pmatrix} \right)$ (recall that $R_k$ is the representation morphism associated to the module $\mathcal{V}_k \otimes \mathcal{C}$). If we apply the above procedure to the flat section $\tau \mapsto e^{\frac{\tau}{k}}$ of $\mathcal{E}$, we get the section $\tau \mapsto (\sigma_1 + e_2)^k$ of $\mathcal{E}$ (cf. [37] lemma 12.10), which pushes down to a section $\sigma$ of the Hodge bundle $\mathcal{F}^k$ restricted to $U^*$. By the construction, $\sigma$ extends to a section of $\hat{V}$.

Now set $U = U^* \cup \{ s_0 \}$ and take the section $\alpha = \frac{\phi}{\sigma} \in \Gamma(\hat{V}_k \otimes \Omega^1_k(\log \Sigma), U)$ where $t = e^{2\pi iz/n}$ is a local parameter of $\tau$ at $s_0$. We have $\alpha \notin \text{Im } \nabla$. Indeed, let $\nabla^\lim$ be the space of flat multivalued sections of $\hat{V}_k$ over $U^*$, and let $L$ be the nilpotent logarithm of the fibrewise monodromy around $s_0$ acting on $\hat{V}_k|U^*$. This extends to an endomorphism of $\hat{V}_k|U$, see e.g., [29] theorem II 1.17. The Poincaré residue map takes $\text{Im } \nabla$ to $\text{Im } L$, see e.g., [25] proof of proposition 11.3. On the other hand, the mapping $\nabla^\lim \ni \phi \mapsto \sigma_\phi \in \Gamma(\hat{V}_k, U)$ is $L$-equivariant, so the image of $\alpha$ under the Poincaré map is not contained in $\text{Im } L$ (since the section $\tau \mapsto e^{\frac{\tau}{k}}$ is not). This proves the above claim about $H^0(s, R^1 j_* \hat{V}_k)$.

To summarise, so far we have computed the terms $E^{0,1}_2$ and $E^{1,0}_2$ of the Leray spectral sequence for $j$; to complete the proof of assertions 2-4 of lemma 1, we have to know the $E^{2,0}_2$ term, which is isomorphic to $H^2(S, j_* \hat{V}_k) \cong H^2_\mathbb{C}(\mathbf{H}/\Gamma, \hat{V}_k)$. This group is zero for $k > 0$.

If $k = 0$, we have $H^1_\mathbb{C}(\mathbf{H}/\Gamma, \hat{V}_k) = 0$, and the kernel of the differential $d_2 : E^{0,1}_2 \to E^{1,0}_2$ is of codimension 1 (recall that we are considering the case when $\mathbf{H}/\Gamma$ is noncompact).

The lemma is proven.\[\square\]

**Remark.** It follows from the proof of lemma 1 that $W_k+1(H^1(\mathbf{H}/\Gamma, \hat{V}_k)) \otimes \mathbb{C}$ coincides with the image of $H^1(S, R^0 j_* \hat{V}_k \otimes \mathbb{C})$ in $H^1(\mathbf{H}/\Gamma, \hat{V}_k \otimes \mathbb{C})$.

Propositions 1 2 3 and lemma 1 allow one to write down the Leray spectral sequence for the bundle $\mathcal{M}_{1,n}(N) \to \mathcal{M}_{1,1}(N), N > 2$ (this spectral sequence contains only the zeroth and the first columns). Thus, to prove theorems 2 and 4 for $N > 2$, it remains to explain the mixed Hodge structure on the spaces $\mathcal{E}^n_r(k)$.

Recall that $\mathcal{E}^n_r(k)$ counts the multiplicity of $\mathcal{V}_k$ in $\mathcal{B}_n$ by counting the highest weight vectors with respect to the standard generators $\mathbf{X}, \mathbf{Y}, \mathbf{H}$ of $\mathfrak{sl}_2(\mathbb{Q})$, see page 3. The vector space $\mathcal{B}_n$ decomposes as a direct sum of Tate twisted $\mathcal{V}_k$’s, and the mixed Hodge structure on $\mathcal{E}^n_r(k)$ simply counts the twists; indeed, an easy check shows that the image in $\mathcal{V}_k \otimes K$ of

\[\text{It is in fact a stroke of luck that we obtain precisely a section of the } \mathcal{F}^k \text{ in this way, see [37] remark 12.13].}\]
an element of $\ker X \subset V^*_k(l)$ has Hodge filtration $-l$ (here $K$ is a subfield of $C$ containing $\tau$ and $\bar{\tau}$).

5 Proof of theorem\[6\]

In the previous section we proved that the spaces $F^{k+1}H^1(H/\Gamma(N), V_k \otimes C)$ and $F^{k+1}W_{k+1}H^1(H/\Gamma(N), V_k \otimes C)$ are isomorphic to $G_{k+2}(\Gamma(N))$ and $S_{k+2}(\Gamma(N))$ respectively. Here we show that these identifications can be made $SL_2(\mathbb{Z}/N)$-equivariant.

Lemma 2. Let $\Gamma$ be a subgroup of $SL_2(\mathbb{R})$ as in lemma\[7\]. Then there exists an isomorphism $G_{k+2}(\Gamma) \to F^{k+1}H^1(H/\Gamma, V_k \otimes C)$ that identifies $S_{k+2}(\Gamma)$ with $F^{k+1}W_{k+1}H^1(H/\Gamma, V_k \otimes C)$. If $\Gamma = \Gamma(N), N \geq 3$, this isomorphism can be chosen to be $SL_2(\mathbb{Z}/N)$-equivariant.

Proof. We use the notation from the proof of lemma\[1\]. The complex $F^{k+1}(K_\ast)$ is just $[0 \to \Omega^{k}_0(\log \Sigma)]$. We shall now describe the sections of $\Omega^{k}_1(C)(\log \Sigma)$.

To any modular form $f \in G_{k+2}(\Gamma)$ we associate the section

$$z \mapsto f(z)(z e_1 + e_2)^k dz \quad (16)$$

of the bundle $Sym^k(C^2) \otimes O(H) \otimes \Omega^1(H)$. This section pushes down to a section $T(f)$ of $V_k \otimes \Omega^1_{H/\Gamma}$. Indeed, under the natural left action of $\Gamma$ on $\Gamma[Sym^k(C^2) \otimes O(H) \otimes \Omega^1(H)]$ the section $16$ is transformed by an element $g^{-1} \in \Gamma$ into

$$z \mapsto f(g \cdot z)((g \cdot z)g^{-1} e_1 + g^{-1} e_2)^k g^*(dz), \quad (17)$$

which is equal to $f(z)(ze_1 + e_2)^k dz$. Moreover, at each $\tau \in H$ the value of $16$ belongs to the $(k,0)$-component of $V^*_k$, i.e., $T(f) \in \Gamma(\Omega^k \otimes \Omega^1_{H/\Gamma})$.

Now let us show that $T(f)$ extends to a section of $\hat{V}_k \otimes \Omega^{k}_0(\log \Sigma)$. Consider first the cusp $s_0$ at the infinity; as in the proof of lemma\[1\] choose a generator $2 h \cdot (1, h)$, $h > 0$ of the corresponding parabolic subgroup of $\Gamma$ and a local coordinate $u = e^{\frac{2\pi \tau}{h}}$, $\text{Im} \tau > r \geq 0$ for $S$ at $s_0$. As we have seen above, there exists a neighbourhood $U \ni s_0$ and a trivialisation $\hat{V}_k|_U \cong Sym^k(C^2) \otimes O_U$ that transforms the section $z \mapsto (ze_1 + e_2)^k$ to the constant section $u \mapsto e_2^k$. Tensoring by $\Omega^1_U(\log \{s_0\})$ we see that $T(f)$ locally is

$$f\left(\frac{h}{2\pi i} \log u\right)e_2^k dz = f\left(\frac{h}{2\pi i} \log u\right)e_2^k \frac{h}{2\pi i} du. \quad (18)$$

Since $f$ is a modular form, $u \mapsto f\left(\frac{h}{2\pi i} \log u\right)$ is holomorphic at 0, and $T(f)$ extends to a section of $\hat{V}_k|_U \otimes \Omega^{k}_0(\log \{s_0\})$. Note that if $f$ is a cusp form, then this extension is in fact in $\hat{V}_k|_U \otimes \Omega^{k}_0$.

Let now $s$ be any cusp of $\Gamma$, $g \in SL_2(\mathbb{R})$ an element taking $s$ to the infinity. Indeed as above (see p.\[17\]), set $\Gamma' = g\Gamma g^{-1}$, let $S'$ denote the natural compactification of $H/\Gamma'$, and set $\hat{V}'_k$ to be the canonical extension of the pushforward of $Sym^k(C^2) \otimes O_H$ to $H/\Gamma'$. Let $\Sigma'$ be the set of the cusps of $S'$ and write $g^{-1} = (c \quad d \mid e \quad f)$. If $f \in G_{k+2}(\Gamma)$, then $h : z \mapsto (cz + d)^{-k-2}f(g^{-1} \cdot z)$ is in $G_{k+2}(\Gamma')$ (see e.g.,\[21\] proposition 2.4), and the isomorphism

$$V_k \otimes \Omega^{k}_0(\log \Sigma) \to \hat{V}'_k \otimes \Omega^{k}_0(\log \Sigma')$$
that covers the natural isomorphism $\mathbf{H}/\Gamma \to \mathbf{H}/\Gamma'$ takes the section $T(f)$ to $T(h)$. Since $T(h)$ extends to a section of $\mathcal{V}_k \otimes \Omega^{1}_{\mathbf{H}}(\log \Sigma)$ at the infinity, $T(f)$ extends to a section of $\mathcal{V}_k \otimes \Omega^{1}_{\mathbf{H}}(\log \Sigma)$ at $s$.

To summarise, we have shown that $T(f)$ extends to a section of $\overline{\mathcal{F}}^k \otimes \Omega_S(\log \Sigma)$, which is in fact a section of $\overline{\mathcal{F}}^k \otimes \Omega_S$ if $f \in S_{k+2}(\Gamma)$. It is easy to check that the converse is also true: if $s \in \Gamma(\overline{\mathcal{F}}^k \otimes \Omega_S(\log \Sigma))$, then $s = T(f)$ for some $f \in G_{k+2}(\Gamma)$. Indeed, restricting $s$ to $\mathbf{H}/\Gamma$ and then pulling back to $\mathbf{H}$ we obtain a section of $\mathcal{O}_{\mathbf{H}} \otimes \Omega^1_{\mathbf{H}}$ that can be written as $\overline{s} : z \mapsto f(z)(ze_1 + e_2)dz$ for some holomorphic function $f \in \mathcal{O}_{\mathbf{H}}$. Since $\overline{s}$ is $\Gamma$-invariant, we see that $f$ satisfies $f(\gamma \cdot z) = (cz + d)^{k+2}f(z)$ for any $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma$, cf. (17). Moreover, since $s$ is a section of $\overline{\mathcal{V}}_k \otimes \Omega^1_{\mathbf{H}}(\log \Sigma)$, we see that $f$ is holomorphic at the cusp at the infinity (cf. (13)) and, in fact, at any cusp of $S$, i.e., $f \in G_{k+2}(\Gamma)$.

Thus $f \mapsto T(f)$ gives an isomorphism between $G_{k+2}(\Gamma)$ and $\Gamma(\overline{\mathcal{F}}^k \otimes \Omega_S(\log \Sigma))$. It follows from the construction of $T$ that if $\Gamma = \Gamma(N)$, then $T$ is $\text{SL}_2(\mathbb{Z}/N)$-equivariant. We know by lemma (1) that the dimension of $\mathcal{F}^{k+1} \mathcal{H}^1(S, \mathcal{V}_k \otimes \mathbb{C})$ is equal to $\dim G_{k+2}(\Gamma)$, hence, the mapping

$$G_{k+2}(\Gamma) \to \Gamma(\overline{\mathcal{F}}^k \otimes \Omega_S(\log \Sigma)) = \mathcal{H}^0(S, \overline{\mathcal{F}}^k \otimes \Omega_S(\log \Sigma)) \to \mathcal{F}^{k+1} \mathcal{H}^1(\mathcal{K}_s) \cong \mathcal{F}^{k+1} \mathcal{H}^1(\mathbf{H}/\Gamma, \mathcal{V}_k \otimes \mathbb{C})$$

(19)

that we have constructed is an isomorphism (here $\mathcal{K}_s$ is the complex of sheaves defined in the proof of lemma (1)). This isomorphism is $\text{SL}_2(\mathbb{Z}/N)$-equivariant if $\Gamma = \Gamma(N)$. (To see this, recall that the isomorphism $\mathcal{H}^1(\mathcal{K}_s) \cong \mathcal{H}^1(\mathbf{H}/\Gamma, \mathcal{V}_k \otimes \mathbb{C})$ is the composition

$$\mathcal{H}^1(\mathcal{K}_s) \to \mathcal{H}^1([j_* \mathcal{V}_k \to j_* \Omega_{\mathbf{H}/\Gamma}]) \to \mathcal{H}^1([\mathcal{V}_k \to \Omega_{\mathbf{H}/\Gamma}]) \to \mathcal{H}^1(\mathbf{H}/\Gamma, \mathcal{V}_k \otimes \mathbb{C})$$

where the first arrow is induced by the inclusion $\mathcal{K}_s \subset [j_* \mathcal{V}_k \to j_* \Omega_{\mathbf{H}/\Gamma}]$, the second one is the restriction to $\mathbf{H}/\Gamma$ and the third one is induced by the morphism of $\mathcal{V}_k \otimes \mathbb{C}$ into its holomorphic de Rham resolution.)

Since we know (lemma (1)) that the dim $\mathcal{F}^{k+1} \mathcal{W}_{k+1} \mathcal{H}^1(\mathbf{H}/\Gamma, \mathcal{V}_k \otimes \mathbb{C}) = \dim G_{k+2}(\Gamma)$, to complete the proof of lemma (2) it remains to show that (19) takes $S_{k+2}(\Gamma)$ to $\mathcal{F}^{k+1} \mathcal{W}_{k+1} \mathcal{H}^1(\mathbf{H}/\Gamma, \mathcal{V}_k \otimes \mathbb{C})$. This is essentially done in [37, §12] and [2, §4]. But since we work in a slightly different setting, let us give a proof.

Take a cusp form $f$; as we have seen above, we have then $T(f) \in \Gamma(\overline{\mathcal{F}}^k \otimes \Omega_S)$. This implies that $T(f) \in \text{Im } \nabla$. Indeed, let $U$ be a neighbourhood of a cusp $s$ isomorphic to the unit disc, and let $\sigma_\phi$ be the section of $\mathcal{V}_k|_U$ constructed from a flat multivalued section of $\mathcal{V}_k|_U$, see p. [13] Then (see e.g., [25, proof of proposition 11.3])

$$\nabla \sigma_\phi(u) = -N\phi(u) \otimes \frac{du}{u}, u \in U^* = U \setminus \{s\}.$$

Applying the Leibnitz formula, we see that the question whether a section $\sigma \in \Gamma(\mathcal{V}_k|_U \otimes \Omega^1_{\mathbf{H}}(\log \{s\}))$ is in the image of $\nabla$ is reduced to the existence of a holomorphic solution $x : W \to \mathbb{C}^{k+1}$ of the equation

$$\frac{dx}{du} = \frac{Ax}{u} + y(u)$$

(20)

where $A$ is a nilpotent matrix of the maximal rank, $W \subset U$ is a neighbourhood of $s$ and $y$ is a meromorphic function on $U^*$. If $\sigma$ is a section of $\mathcal{V}_k|_U \otimes \Omega^1_{\mathbf{H}}$, then the corresponding function $y$ is holomorphic, and (20) has a holomorphic solution.
So, the hypercohomology class $\in H^1(K_\ast)$ corresponding to $T(f), f \in S_{k+2}(\Gamma)$ is in the image of $H^1(F^{k+1}(K_\ast) \cap K'_\ast)$; this class has thus weight filtration $k+1$ (since $K'_\ast = W_k K_\ast$).

Lemma 2 is proven.

Now we would like to identify $H^1(H/\Gamma(N), V_k \otimes \mathbb{C})$ (computed using the complex of $V_k \otimes \mathbb{C}$-valued differential forms on $H/\Gamma(N)$) with $H^1(\Gamma(N), V_k \otimes \mathbb{C})$ (computed using the bar resolution, see e.g., [2, I.5 and III.1]) in an $SL_2(\mathbb{Z}/N)$-equivariant way. This can be done as follows.

**Proposition 4.** Take a base point $z_0 \in H$ and let $\omega = \sum_{i=0}^{k} e_i e_2^{-i} \otimes \omega_i$ be a closed 1-form on $H$ with values in $V_k \otimes \mathbb{C}$. We put $\int_{a}^{b} \omega = \sum_{i=0}^{k} \left( \int_{a}^{b} \omega_i \right) e_i e_2^{-i}, a, b \in H$. For any $g \in SL_2(\mathbb{R})$ set

$$g \cdot \omega = \sum_{i=0}^{k} (g \cdot e_i) (g \cdot e_2^{-i}) \otimes (g^{-1})^* \omega_i,$$

(21)

If $\omega$ is invariant with respect to any element of $\Gamma(N)$, then the function $S_\omega : \Gamma(N) \rightarrow V_k \otimes \mathbb{C}$ defined by $S_\omega(g) = \int_{z_0}^{g z_0} \omega$ is a 1-cocycle; if moreover $\omega = df$ for a $\Gamma(N)$-invariant $C^\infty$-function $f : H \rightarrow V_k \otimes \mathbb{C}$, then $S_\omega$ is a coboundary. The mapping $\omega \mapsto S_\omega$ gives an $SL_2(\mathbb{Z}/N)$-equivariant isomorphism

$$S^* : H^1(H/\Gamma(N), V_k \otimes \mathbb{C}) \rightarrow H^1(\Gamma(N), V_k \otimes \mathbb{C})$$

defined over $\mathbb{Q}$.

**Proof.** An immediate check shows that $S_\omega$ is a cocycle for $\omega$ closed, and that $S_df$ is a coboundary, if $f \in C^\infty(H, V_k \otimes \mathbb{C})^{\Gamma(N)}$. To show that $S^*$ is an isomorphism, let us note that any $\Gamma(N)$-invariant mapping from the orbit of $z_0$ to $V_k \otimes \mathbb{C}$ can be extended to a smooth $\Gamma(N)$-invariant function $H \rightarrow V_k \otimes \mathbb{C}$ (and hence, any 1-coboundary of $\Gamma(N)$ with values in $V_k \otimes \mathbb{C}$ is in fact $S_df$ for some $f \in C^\infty(H, V_k \otimes \mathbb{C})^{\Gamma(N)}$, which implies that $S^*$ is injective).

The mapping $S^*$ is manifestly defined over $\mathbb{Q}$ and it remains to prove that $S^*$ is $SL_2(\mathbb{Z}/N)$-equivariant. Denote the space of $\mathbb{C}$-valued smooth 1-forms on $H$ by $\mathcal{E}_H^1$. The action of $g' \in SL_2(\mathbb{Z}/N)$ on $\omega \in (V_k \otimes \mathcal{E}_H^1)^{\Gamma(N)}$ is given by (21) with $g$ being an element of the preimage of $g'$ in $SL_2(\mathbb{Z})$. Let us now recall how $SL_2(\mathbb{Z}/N)$ acts on $H^1(\Gamma(N), V_k)$ (see e.g., [2, III.8]).

Let $F_\ast$ be the standard resolution of $\mathbb{Z}$ over the group ring $\mathbb{Z}\Gamma(N)$ (see e.g., [2, I.5]). For any $g \in SL_2(\mathbb{Z})$ the mapping $\alpha_g : F_\ast \rightarrow F_\ast$ given (in the standard $\mathbb{Z}$-basis) by

$$\alpha_g(\gamma_0, \ldots, \gamma_l) = (g\gamma_0g^{-1}, \ldots, g\gamma_lg^{-1})$$

is compatible (in the sense of [2, II.6]) with the automorphism $\gamma \mapsto g\gamma g^{-1}$ of $\Gamma(N)$. The group $SL_2(\mathbb{Z})$ acts on the left on $\text{Hom}(F_\ast, V_k)^{\Gamma(N)}$ by $(g \cdot f)(x) = g \cdot f(x), x \in F_\ast$. Identifying as usual $\text{Hom}(F_1, V_k)^{\Gamma(N)}$ with $\text{Map}(\Gamma(N), V_k)$ via $f \mapsto (\gamma \mapsto f(1, \gamma))$ we get an action of $SL_2(\mathbb{Z})$ on $C^1(\Gamma(N), V_k)$ given by $(g \cdot F)(\gamma) = g \cdot F(g^{-1}g\gamma), F : \Gamma(N) \rightarrow V_k$; this induces the required action of $SL_2(\mathbb{Z}/N)$ on $H^1(\Gamma(N), V_k)$.

Notice that for any $a, b \in H, g \in SL_2(\mathbb{R})$ and a closed 1-form $\omega \in V_k \otimes \mathcal{E}_H^1$ we have

$$\int_{a}^{b} g \cdot \omega = g \cdot \int_{g^{-1}a}^{g^{-1}b} \omega.$$
Let us now take a closed form \( \omega \in (V_k \otimes E^1_H)^{\Gamma(N)} \) and elements \( g \in \text{SL}_2(\mathbb{Z}) \) and \( \gamma \in \Gamma(N) \). We have
\[
S_g \omega(\gamma) = \int_{z_0}^{g \cdot z_0} g \cdot \omega = g \cdot \int_{g^{-1} \cdot z_0}^{g^{-1} \gamma \cdot z_0} \omega = g \cdot \left( \int_{z_0}^{g^{-1} \gamma \cdot z_0} \omega + \int_{g^{-1} \gamma \cdot z_0}^{g \cdot z_0} \omega - \int_{z_0}^{g \cdot z_0} \omega \right)
\]
since \( \omega \) is closed. The function \( \gamma \mapsto g \cdot \int_{z_0}^{g^{-1} \gamma \cdot z_0} \omega = g \cdot (S_\omega(g^{-1} \gamma g)) \) is \( g \cdot S_\omega \) and the function
\[
\gamma \mapsto g \cdot \left( \int_{g^{-1} \gamma \cdot z_0}^{g^{-1} \cdot z_0} \omega - \int_{z_0}^{g^{-1} \cdot z_0} \omega \right) = g \cdot \left( \int_{z_0}^{g^{-1} \cdot z_0} \omega - \int_{z_0}^{g \cdot \gamma \cdot z_0} \omega \right)
\]
is a coboundary. This shows that the cohomology mapping \( S^* \) is \( \text{SL}_2(\mathbb{Z}/N) \)-equivariant. Proposition \( \text{H} \) is proven. \( \diamondsuit \)

It follows from the remark on page 118 and [37, proposition 12.5] that when we identify \( H^1(H/\Gamma(N), V_k) \) with \( H^1(\Gamma(N), V_k) \) using proposition 4 the subspace \( W_{k+1}(H^1(H/\Gamma(N), V_k)) \) is identified with
\[
\bigcap_v \ker(H^1(\Gamma(N), V_k) \to H^1(\Gamma(N) \cdot v, V_k))
\]
where \( v \) runs through the set of the orbits of the cusps of \( \Gamma(N) \), and \( \Gamma(N) \cdot v \) is the stabiliser of the cusp \( v \). This observation, together with proposition \( \text{I} \) and lemma \( \text{I} \) implies theorem 6.

6 Proofs of theorems 2 and 4, \( N = 1, 2 \)

To prove the remaining cases of theorems 2 and 4 let us note that if \( N_1 \) divides \( N_2 \), then the group \( \Gamma(N_1)/\Gamma(N_2) \) acts on the moduli space \( M_{1,n}(N_2) \), the quotient being \( M_{1,n}(N_1) \). Let us describe this action. Let \( \gamma \) be a lifting of an element \([g]\) to \( \Gamma(N_1) \subset \text{SL}_2(\mathbb{Z}) \) and take a \( \tau \in H \). The action of \([g]\) on \( M_{1,n}(N_2) \) in obtained from the action on \( M_{1,1}(N_2) \) and the isomorphisms \( \text{I} \) for all \( \tau \).

From this it follows that the action preserves (any) decomposition of \( R^i p_* Q \) (where \( p : M_{1,n}(N_2) \to M_{1,1}(N_2) \) is the natural projection) as a sum of Tate twisted \( \mathbb{Q}_k \)'s (see page 16). To show this if suffices to consider the case \( N_1 = 1 \); we have then \( \Gamma(N_1)/\Gamma(N_2) = \text{SL}_2(\mathbb{Z}/N_2) \). The images of \( \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \) and \( \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) in \( \text{SL}_2(\mathbb{Z}/N_2) \) generate \( \text{SL}_2(\mathbb{Z}/N_2) \) and preserve any decomposition
\[
R^i p_* Q = \bigoplus \mu(i,k,l) V_k(l), \mu(i,k,l) \in \mathbb{Z}_{\geq 0}
\]
over \([i]\) and \([e^{2\pi i \tau}]\) respectively (here \([\tau]\) stands for the image of \( \tau \in H \) in \( M_{1,1}(N_2) = H/\Gamma(N_2) \)).

The action of \([g]\) \( \in \Gamma(N_1)/\Gamma(N_2) \) on \( V_1 \) can be described as follows when converted from the natural right action (since the fibers of \( V_1 \) are cohomology rather than homology groups) to the left one. Take a representative \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) of \([g]\) as above, take two genus...
1 curves \( E' = E_{\tau}, \tau \in H \) and \( E'' = E_{g, \tau} \), let \( e'_1, e'_2 \) be the elements of \( H_1(E', \mathbb{Z}) \) that correspond respectively to the elements 1 and \( \tau \) of the lattice \( \langle 1, \tau \rangle \), and define similarly \( e''_1, e''_2 \in H_1(E'', \mathbb{Z}) \). Finally, set \((a^*, b^*)\) and \((a'', b'')\) to be the bases respectively of \( H^1(E', \mathbb{Z}) \) and \( H^1(E'', \mathbb{Z}) \) that are dual respectively to \((e'_2, e'_1)\) and \((e''_2, e''_1)\).

The mapping induced by \([g]\) takes \((e'_1, e'_2)\) to \((ae''_1 - ce''_2, -be''_1 + de''_2)\), and hence, \((a^*, b^*)\) is taken to \((aa'' + cb'', ba'' + db'')\). The action of \( \Gamma(N_1)/\Gamma(N_2) \) on all \( \mathbb{V}_k \) is obtained from the action on \( \mathbb{V}_1 \) in the obvious way. A \( \mathbb{V}_k \otimes \mathbb{C} \)-valued form \( T(f) \) on \( \mathbb{H}/\Gamma(N_2) \) obtained from a modular form \( f \in G_{k+2}(\Gamma(N_2)) \) by \([10]\) is transformed under \([g^{-1}]\) by formula \((17)\).

Theorems 2 and 3 for \( N = 1, 2 \) follow now from the fact that the space of \( \Gamma(N_1)/\Gamma(N_2) \)-invariant modular forms \( \in G_{k+2}(\Gamma(N_2)) \) coincides with \( G_{k+2}(\Gamma(N_1)) \), and analogously for cusp forms, see e.g., [27] proposition 2.6.

## 7 Proof of theorem 5

In this section we prove theorem 5. We will use the relative version of the multiplication by \( l \) endomorphism \( T_l \), which was already used in section 3 to prove that the cohomology of the configuration spaces of an elliptic curve decomposes as a direct sum of pure Hodge structures.

Let \( E(N) \) be the universal elliptic curve with a level \( N \) structure. As an analytic variety, \( E(N) \) is the quotient of \( \mathbb{C} \times H \) by the action of the group generated by \((z, \tau) \mapsto (z + k + l\tau, k, l \in \mathbb{Z} \) and \((z, \tau) \mapsto \left( \frac{a z + b}{c z + d}, \frac{e z + f}{c z + d} \right) \) where \( \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma(N) \). Note that this group is an extension of \( \Gamma(N) \) by \( \mathbb{Z} \oplus \mathbb{Z} \). There is a natural map \( E(N) \to X(N) = \mathbb{H}/\Gamma(N) \); let \( T(E(N), n) \) be the fibered configuration space i.e. the subvariety of \( F(E(N), n) \) formed by \( n \)-tuples \((x_1, \ldots, x_n) \) such that all \( x_i \) lie in the same fibre. Set \( E^n(N) \) to be the \( n \)-th fibered power of \( E(N) \) over \( X(N) \) and denote the fibered fat diagonal \( E^n(N) \setminus T(E(N), n) \) by \( D^n(N) \). For the rest of the section fix a level \( N > 2 \).

Let \( E \) be a genus 1 curve. We will first prove theorem 5 by showing that the mixed Hodge substructure of \( SL_2(\mathbb{Z}) \)-invariants \( H^*(F(E, n), \mathbb{Q})^{SL_2(\mathbb{Z})} \) extends to a mixed Hodge substructure of \( H^*(F(E(N), n), \mathbb{Q}) \).

Let \( T_l \) be the endomorphism of \( E^n(N) \) whose restriction to any fibre is multiplication by an integer \( l \geq 2 \) (cf. section 3). Rather than working with cohomology, we will work with the relative compactly supported cohomology groups \( H^*_c(F(E(N), n)) \equiv H^*_c(E^n(N), D^n(N)) \) because \( T_l \) induces an endomorphism (in fact, automorphism) of these groups.

We denote the natural projection from \( E^n(N) \) to \( X(N) \) by \( p \).

### 7.1 Proof of theorem 5

Consider the Leray spectral sequence with compact supports \( (E^i_k, d_k) \) constructed from the map \( p : E^n(N) \to X(N) \) and the sheaf

\[
\mathcal{F} = j_* j^{-1} \mathcal{O}_{E(E(N), n)}
\]

where \( j \) is the embedding of \( T(E(N), n) \subset E^n(N) \). Note that \( \mathcal{F} \) is isomorphic to the complex

\[
\left[ \mathcal{O}_{E^n(N)} \to i_* \mathcal{O}_{D^n(N)} \right].
\]
The map $T_1$ acts on the spectral sequence in a natural way; the resulting endomorphism will be denoted $T_1^*$. The higher derived images with compact supports of $T$ under $T_1$ are direct sums of Tate twisted $\mathbb{V}_k$’s extended to the cusp points by zero. The action of $T_1^*$ on the Leray spectral sequence preserves this decomposition. Note that $p$ covers the identity of the base $X(N)$, so the action of $T_1$ on the compactly supported cohomology of the sheaves $R^ip_\ast\mathcal{F}$ is determined by the action on the stalks. If $\mathcal{S} \cong \mathbb{V}_k(-i)$ is a direct summand of $R^ip_\ast\mathcal{F}$, then $T_1^*$ acts on $\mathcal{S}$ by multiplication by $l^{i+1}k$ (regardless of $j$). Note also that the Leray spectral sequence has only two nonzero columns, the first and the second, since $H^{\ast\ast}_c(X(N), \mathcal{V}) = 0$ unless $m = 1$ or 2.

By the Poincaré duality and the calculation of the cohomology of $\mathbb{V}_k$, see lemma\[\Pi\] the weight filtration on $H^1_c(X(N), \mathbb{V}_k)$ jumps at 0 and $k + 1$, i.e. if $W_i = W_iH^1_c(X(N), \mathbb{V}_k)$, then $W_i/W_{i-1} \neq 0$ if $i = 0, k + 1$. So we can represent $H^1_c(X(N), \mathbb{V}_k(-i))$ as a direct sum of two pure Hodge structures $V_1 \oplus V_2$ such that $T_1^*$ acts on $V_1$ by multiplication by $l^{w_1-1}$ and on $V_2$ by $l^{w_2+k}$ where $w_m, m = 1, 2$ is the weight of a nonzero element of $V_m$.

If $k \neq 0$, then $H^1_c(X(N), \mathbb{V}_k) = 0$. The group $H^1_c(X(N), \mathbb{V}_0) \cong \mathbb{Q}(-1)$ is pure of weight 2. So $T_1^*$ acts on $H^1_c(X(N), \mathbb{V}_0(i))$ by multiplication by $l^{w-2}$ (where $w$ is the weight of a nonzero element of $H^1_c(X(N), \mathbb{V}_0(i))$).

Let $E_\alpha \subset H^1_c(\mathcal{F}(\mathcal{E}, n), \mathbb{Q})$ be the generalised eigenspace of $T_1^*$ corresponding to the eigenvalue $\lambda^\alpha$. Each $E_\alpha$ is a mixed Hodge substructure.

**Claim.** $\bigoplus_\alpha W_{\alpha+1}E_\alpha$ projects isomorphically onto the first column of the Leray spectral sequence of $p$.

**Proof of the claim.** Set $E^i_\alpha$ to be the degree $i$ part of $E_\alpha$. The Leray filtration gives the exact sequence of mixed Hodge structures

$$0 \to E^1_\alpha \cap E^{2,i-2}_\alpha \to E^i_\alpha \to \text{the image of } E^i_\alpha \text{ in } E^{1,i-1}_2 \to 0.$$ 

To simplify the notation let us temporarily denote $\bigoplus_\mathcal{F}(\mathcal{E}(\mathcal{N}), n)$ as $\mathbb{Q}$. The intersection $E^i_\alpha \cap E^{2,i-2}_\alpha$ is the generalised eigenspace of $E^{2,i-2}_2$ corresponding to $l^\alpha$. This is a Hodge substructure isomorphic to

$$\bigoplus_{\mathbb{V}_k(-j) \subset R^{i-1}p\mathbb{Q}} H^1_c(X(N), \mathbb{V}_k(-j)).$$

which is pure of weight $2 + 2j = 2 + \alpha$.

The image of $E^i_\alpha$ in $E^{1,i-1}_2$ is the generalised eigenspace of $E^{1,i-1}_2$ corresponding to $l^\alpha$, which is isomorphic to

$$\bigoplus_{\mathbb{V}_0(-j) \subset R^{i-2}p\mathbb{Q}} H^2_c(X(N), \mathbb{V}_0(-j)).$$

A non-zero element of the latter group has weight $2j = \alpha - k$ or $2j + k + 1 = \alpha + 1$; in both cases the weight is $< \alpha + 2$.

Since morphisms of mixed Hodge structures are strict, the weight subspace $W_{\alpha+1}E^i_\alpha$ projects onto the image of $E^i_\alpha$ in $E^{1,i-1}_2$. Since a non-zero element of $E^i_\alpha \cap E^{2,i-2}_2$ has weight $\alpha + 2$, the intersection $W_{\alpha+1}E^i_\alpha \cap (E^i_\alpha \cap E^{2,i-2}_2) = 0$ so the map from $W_{\alpha+1}E^i_\alpha$ to the image of
$E^i_\alpha$ in $E^{i,i-1}_2$ is injective. So $W_{\alpha+1}E^i_\alpha$ projects isomorphically to the generalised eigenspace of $E^{i,i-1}_2$ corresponding to $l^\alpha$. The claim is proven.

Theorem 5 follows from the claim since the Leray spectral sequence for cohomology is dual to the Leray spectral sequence for compactly supported cohomology.

References

[1] D. Arapura, The Leray spectral sequence is motivic. Invent. Math. 160 (2005), no. 3, 567–589, arxiv:math.AG/0301140.

[2] P. Bayer; J. Neukirch, On automorphic forms and Hodge theory. Math. Ann. 257 (1981), no. 2, 137–155.

[3] M. Bender, S. Gitler, The cohomology of certain function spaces. Trans. Amer. Math. Soc. 326 (1991), no. 1, 423–440.

[4] N. Bourbaki, Éléments de mathématique, Fasc. XXXVIII: Groupes et algèbres de Lie, Chapitres VII et VIII, 1975. (French) Hermann, Paris, 1975. 271 pp.

[5] B. H. Bowditch; D. B. A. Epstein, Natural triangulations associated to a surface. Topology 27 (1988), no. 1, 91–117.

[6] K. A. Brown, Cohomology of groups. Graduate Texts in Mathematics, 87. Springer-Verlag, New York-Berlin, 1982.

[7] F. R. Cohen; L. R. Taylor, Computations of Gel’fand-Fuks cohomology, the cohomology of function spaces, and the cohomology of configuration spaces. Geometric applications of homotopy theory (Proc. Conf., Evanston, Ill., 1977), I, pp. 106–143, Lecture Notes in Math., 657, Springer, Berlin, 1978.

[8] P. Deligne, Formes modulaires et représentations $\ell$-adiques, Séminaire Bourbaki, 21e année, 1968/69, no 355, 139–172.

[9] P. Deligne, Équations différentielles à points singuliers réguliers. (French) Lecture Notes in Mathematics, Vol. 163. Springer-Verlag, Berlin-New York, 1970.

[10] P. Deligne, Poids dans la cohomologie des variétés algébriques. Proceedings of the International Congress of Mathematicians (Vancouver, B. C., 1974), Vol. 1, pp. 79–85. Canad. Math. Congress, Montreal, Que., 1975.

[11] F. Diamond, J. Shurman, A first course in modular forms. Graduate Texts in Mathematics, 228. Springer-Verlag, New York, 2005.

[12] B. L. Feigin, D. B. Fuchs, Cohomologies of Lie groups and Lie algebras. Lie groups and Lie algebras, II, 125–223, Encyclopaedia Math. Sci., 21, Springer, Berlin, 2000.

[13] J. W. Fulton, R. MacPherson, A compactification of configuration spaces, Ann. of Math. (2), 139 (1994), no. 1, 183–225.

[14] E. Getzler. Operads and moduli spaces of genus 0 Riemann surfaces. The moduli space of curves (Texel Island, 1994), 199–230, Progr. Math., 129, Birkhäuser Boston, Boston, MA, 1995. arxiv:alg-geom9411004.
[15] E. Getzler, Resolving mixed Hodge modules on configuration spaces. Duke Math. J. 96 (1999), no. 1, 175–203, arxiv:alg-geom/9611003.

[16] E. Getzler, E. Looijenga, The Hodge polynomial of $M_{3,1}$. arxiv:math.AG/9910174.

[17] J. L. Harer, The virtual cohomological dimension of the mapping class group of an orientable surface. Invent. Math. 84 (1986), no. 1, 157–176.

[18] M. Kashiwara, P. Schapira, Sheaves on manifolds, Grundlehren der Mathematischen Wissenschaften 292, Springer, Berlin, 1990.

[19] S. Keel, Intersection theory of moduli space of stable $n$-pointed curves of genus zero. Trans. Amer. Math. Soc. 330 (1992), no. 2, 545–574.

[20] R. Kulkarni, An arithmetic-geometric method in the study of the subgroups of the modular group. Amer. J. Math. 113 (1991), no. 6, 1053–1133.

[21] E. Looijenga, Cohomology of $M_3$ and $\overline{M}_3$. (English summary) Mapping class groups and moduli spaces of Riemann surfaces (Göttingen, 1991/Seattle, WA, 1991), 205–228, Contemp. Math., 150, Amer. Math. Soc., Providence, RI, 1993.

[22] J. Morgan, The algebraic topology of smooth algebraic varieties, Inst. Hautes Études Sci. Publ. Math., no. 48 (1978), 137–204.

[23] S. Morita, Cohomological structure of the mapping class group and beyond, math.GT/0507308.

[24] R. C. Penner, The decorated Teichmüller space of punctured surfaces. Comm. Math. Phys. 113 (1987), no. 2, 299–339.

[25] C. A. M. Peters, J. H. M. Steenbrink, Mixed Hodge structures, to appear in Ergebnisse der Mathematik, a preliminary version available (as of 30.01.2007) at http://www-fourier.ujf-grenoble.fr/~peters/mhs.f/MH.html

[26] M. Saito, Mixed Hodge modules, Publ. Res. Inst. Math. Sci. 26 (1990), no. 2, 221–333.

[27] G. Shimura, Introduction to the arithmetic theory of automorphic functions. Kan Memorial Lectures, No. 1. Publications of the Mathematical Society of Japan, No. 11. Iwanami Shoten, Publishers, Tokyo; Princeton University Press, Princeton, N.J., 1971.

[28] J. H. M. Steenbrink; S. Zucker, Variation of mixed Hodge structure. I. Invent. Math. 80 (1985), no. 3, 489–542.

[29] D. Sullivan, Infinitesimal computations in topology. Inst. Hautes Études Sci. Publ. Math. No. 47 (1977), 269–331 (1978).

[30] O. Tommasi, Rational cohomology of the moduli space of genus 4 curves, Compos. Math. 141, 2005, no. 2, 359–384, arxiv:math.AG/0312055.

[31] O. Tommasi, Geometry of discriminants and cohomology of moduli spaces, PhD thesis, Radboud Universiteit, 2005.
[32] O. Tommasi, Rational cohomology of $M_{3,2}$, \texttt{arxiv:math.AG/0611053}.

[33] B. Totaro, Configuration spaces of algebraic varieties. Topology 35 (1996), no. 4, 1057–1067.

[34] R. Vakil, The moduli spaces of curves and Gromov-Witten theory, \texttt{arxiv:math/AG/0602347}.

[35] E. B. Vinberg, V. L. Popov, Invariant theory. Algebraic Geometry, IV, 123–278, Encyclopaedia Math. Sci., 55, Springer, Berlin, 1994.

[36] H. Weyl, The Classical Groups. Their Invariants and Representations. Princeton University Press, Princeton, N.J., 1939.

[37] S. Zucker, Hodge theory with degenerating coefficients. $L_2$ cohomology in the Poincaré metric. Ann. of Math. (2) 109 (1979), no. 3, 415–476.

[38] S. Zucker, Variation of mixed Hodge structure. II. Invent. Math. 80 (1985), no. 3, 543–565.

Alexei Gorinov

DEPARTMENT OF MATHEMATICS

NATIONAL RESEARCH UNIVERSITY “HIGHER SCHOOL OF ECONOMICS”

Moscow

Russia

agorinov@hse.ru

gorinov@mccme.ru