Sparse and Constrained Stochastic Predictive Control for Networked Systems

Prabhat K. Mishra a Debasish Chatterjee a Daniel E. Quevedo b

a Systems & Control Engineering, Indian Institute of Technology Bombay, India. prabhat@sc.iitb.ac.in, dchatter@iitb.ac.in
b Department of Electrical Engineering (EIM-E), Paderborn University, Germany. dquevedo@ieee.org

Abstract

This article presents a novel class of control policies for networked control of Lyapunov-stable linear systems with bounded inputs. The control channel is assumed to have i.i.d. Bernoulli packet dropouts and the system is assumed to be affected by additive stochastic noise. Our proposed class of policies is affine in the past dropouts and saturated values of the past disturbances. We further consider a regularization term in a quadratic performance index to promote sparsity in control. We demonstrate how to augment the underlying optimization problem with a constant negative drift constraint to ensure mean-square boundedness of the closed-loop states, yielding a convex quadratic program to be solved periodically online. The states of the closed-loop plant under the receding horizon implementation of the proposed class of policies are mean square bounded for any positive bound on the control and any non-zero probability of successful transmission.
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1 Introduction

An ever-increasing number of modern control technologies requires remote computation of control values that are then transmitted to the actuators over a network. Examples include heat, ventilation, and air-conditioning systems (HVAC) [1–4] and cloud-aided vehicle control systems [5–8]. In all such systems, a crucial role is played by the transmission channel and the communication protocol employed for the transmission of control commands. Due to fading and interference, the transmitted control commands may be delayed or lost, thereby affecting both qualitative and quantitative properties of the system. Since in networked systems rate limited channels are shared among various devices, sparse controls are also desirable and tractability is essential for the implementation. Moreover, from an operational stand point, in almost all practical applications there are hard constraints on the controls, and standard control design methods do not apply directly. Furthermore, since stability is one of the most desirable features, it is important to guarantee stability in the context of imperfect communication channel, stochastic noise and bounded controls. This article proposes a sparse, computationally tractable, constrained and stabilizing networked control method for stochastic systems based on predictive control techniques.

Predictive control techniques provide tractable solutions to constrained control problems by minimizing some suitably chosen performance index over a finite temporal horizon via an iterative procedure. Based on the choice of the performance index, in context of stochastic systems, these techniques are classified as certainty-equivalent (CE) and stochastic; see Fig. 1. CE approaches do not take advantage of the available statistics of the uncertainties; here only the nominal plant model is considered and the control selection procedure is over open loop input sequences. CE techniques are typically implemented over networks with help of a buffer and a smart actuator; the technique is commonly known as packetised predictive control (PPC) [9]. In PPC, the time stamped sequences containing the future values of the control are transmitted at each time instant, and the successfully received sequences are saved in a buffer at the actuator. In case of dropouts, the most recent value of the control taken from the buffer is applied to the plant. PPC, in this way, compensates the effect of dropouts, but the controller is itself deterministic, i.e., the performance index does not incorporate the effect of unreliable communication and additive process noise. Thus, it is quite intuitive,
and has been argued in [10] with help of numerical experiments, that a suitably chosen stochastic performance index compensating the effect of uncertainty propagation can outperform PPC.

Stochastic approaches incorporate the effects of uncertainties in predicted performance by considering the expected value of the cost per sample path in stochastic systems, and controlling with the help of policies as opposed to open-loop sequences. Typically, such policies are parametrized in some convenient way, and the cost is minimized over the associated set of decision variables.\(^1\) It is well known that feedback of past additive disturbances leads to convex problems, whereas the state feedback approach leads to non-convexity in the set of decision variables [12]. In order to obtain a convex set of feasible decision variables, disturbance feedback approaches have been studied extensively [12–17]. To satisfy hard bounds on the control, saturated values of past disturbances are used in [18]. This saturated disturbance feedback policy is applied to networked systems with sufficient control authority in [19] and was later generalized to any positive bound on the control in our work [20]. We demonstrated in our recent conference contribution [21] that in the absence of additive noise, the parametrization relative to past dropouts also leads to convex problems and outperforms approaches that merely minimize over open loop input sequences. This suggests that a parametrization relative to both past dropouts and past disturbances leads to an improved class of feedback policies.

Stochastic predictive control for networked systems is based on a suitable choice of the cost function and the class of control policies, a protocol to decide what the controller will transmit and what the actuator will do. In our previous contributions [10,20,22], we systematically developed a class of stochastic predictive control techniques for networked systems. We proposed transmission protocols in [20] to answer what the controller should transmit and what the actuator should do under the class of feedback policies adopted from [18]. Stochastic approaches proposed so far [10,18,20,22,23] neither consider communication effects in feedback policies nor generate sparse control vectors. In this article, we propose an affine dropout and saturated disturbance feedback policy for stochastic systems controlled over unreliable and rate limited channels. Here, going beyond our earlier works, we focus on control-communication co-design by employing a sparsity promoting optimization program. We utilize the ideas of compressed sensing [24] as in [25,26]. In [25], a sparsity based feedback system for the nominal plant model is presented and in [26] sparse controls are designed for networked systems in absence of process noise, by exploiting a sparsity promoting regularization term, namely the ℓ₁-norm of the control vector. In the present work, we employ the mixed induced ℓ₁/ℓ₂ norm for the regularization term in presence of the feedback policy. To the best of our knowledge, this is the first work where the effects of both the process noise and the dropouts are considered in a feedback policy, sparsity in control is promoted, and stochastic stability is guaranteed.

Our main contributions in this article are as follows:

- We propose a policy affine in past dropouts and saturated disturbances for a finite horizon optimal control problem. The resulting problem is shown to be convex and therefore numerically tractable.
- Stability constraints are incorporated into the underlying optimal control problem. For any positive bound on the control and for any non-zero successful transmission probability, these constraints ensure mean square boundedness of the system states for the largest class of linear systems with disturbances that are currently known to be stabilizable with bounded controls.
- We introduce a regularization term in the objective function of the underlying optimal control problem to promote sparsity in time of the applied controls. Sparsity of the control commands in time is useful to reduce communication through shared channels, and increases the relaxation time for the actuator.
- The objective function design is capable to incorporate the effects of communication channel and also control policy. This takes into account all sources of randomness in the considered networked control system, see Fig. 2.

This article exposes as follows: In §2 we establish notation and definitions of the plant and its properties. In §3 we present elementary aspects of constrained optimal control problems for stochastic systems. Our proposed class of feedback policies is presented in §4. We have introduced the sparsity promoting optimal control problem in §5. Imple-

\(^1\) Notice that the optimization over open-loop input sequences does not give optimal performance in the presence of uncertainties [11, pp. 13-14], and therefore, optimization over feedback policies is preferred for stochastic systems.
2 Plant Model and Network-System Architecture

Throughout this work, we shall focus on a single-loop multivariable control architecture with an unreliable communication channel. Consider a linear time-invariant control system with additive process noise and controlled over an erasure channel characterised by (see Fig. 2)

\[ x_{t+1} = Ax_t + Bu_t + w_t, \quad x_0 = x, \]  

where

((1-a)) the state \( x_t \in \mathbb{R}^d \), \( x \in \mathbb{R}^d \) is a given vector. The system matrix \( A \in \mathbb{R}^{d \times d} \), the control matrix \( B \in \mathbb{R}^{d \times m} \) are given.

((1-b)) At time \( t \in \mathbb{N}_0 \) the controller transmits control information \( C_t \), which passes through an erasure channel; see Fig. 2. This control information may not be the actual control signal. Depending upon the class of control policies and transmission protocols (discussed below in §6), the control information \( C_t \) is used to construct the control signal by the actuator. The control \( u_t \) applied to the plant at time \( t \) depends on the transmitted control information \( C_t \) and the dropouts that have occurred in the control channel till time \( t \). The control \( u_t \) that can be delivered by the actuator takes values in the set

\[ U := \{ v \in \mathbb{R}^m \mid \| v \|_\infty \leq U_{\text{max}} \}, \]  

for not necessarily equal values \( U_i \). The admissible control set \( U' \) can be transformed easily into \( U \) as defined in (2) as follows: Let us define \( \beta_i = \frac{U_i}{U_{\text{max}}} \) for \( i = 1, \ldots, m \) and substitute the scalars \( (u_t)_{(i)} := \beta_i(v_{(i)}^{(u)}) \) into (1) to obtain

\[ x_{t+1} = Ax_t + \sum_{i=1}^{m} B(i) \beta_i(v_{(i)}^{(u)}) + w_t. \]

Letting \( B(i) := \beta_i B(i) \), the dynamics (1) becomes

\[ x_{t+1} = Ax_t + B(i) v_{(i)}^{(u)} + w_t, \]  

where \( v_{(i)}^{(u)} \in U \) and \( u_t \in U' \), by construction.

Remark 2 Recursive feasibility of stochastic predictive control techniques under state constraints is challenging whenever the additive process noise is unbounded [27]. The inclusion of state constraints within our framework can be investigated in the following ways:

(1) Recursively feasible and stabilizing stochastic predictive control algorithm by partitioning the state space has been reported in [23]. This idea can be easily employed to incorporate state constraints in the setting of our present work. In particular, at each optimization step we check
feasibility of the state constraints; if they are feasible, then we apply the controller according to our present work, otherwise apply a globally feasible recovery strategy. See [23] for details.

(2) In many applications state constraints are described by chance constraints, which are non-convex in general, and convex approximations of chance constraints have been rigorously investigated in, e.g., [28–30]. An approach to approximating joint state chance constraints by representing them as a collection of individual chance constraints has appeared in [31] for Schur stable systems. These individual chance constraints are further relaxed by using the Cantelli-Chebyshev inequality, and the approximated chance constraints are further softened by the exact penalty function method.

(3) In some applications integrated chance constraints on the states of the form \(E_{\pi} \left[ (s_{t}, s_{t}) + L_{t}^t x_{t} \right] \leq \sigma_{t} \), where \(S = S^{T} \geq 0\) and \(\sigma_{t} > 0\). then the approach presented in [32, Algorithm 2] can be employed.

(4) State constraints can also be studied under the framework of concentration of measure inequalities [33].

**Remark 3** In this article we consider a lossy channel between the controller and the actuator but not between the sensor and the controller. Our setup caters to systems where the sensor channels have higher SNR, or guaranteed bandwidth. Examples of such systems include multi-agent systems where state-information is captured by cameras and control signals are transmitted through a wireless network, and also networks of air-borne wind energy (ABWE) systems. The extension of the present approach for a lossy channel between the sensor and the controller is non-trivial due to stochastic boundedness issues in Kalman filtering with intermittent observations [34,35].

**Remark 4** Networked systems are affected by both time delays and dropsouts. To avoid book-keeping and for simplicity, here we consider delayed packets as lost packets. An explicit study of packet delays will be challenging in the setting of the present article, cf., [36].

**Remark 5** We have assumed causal availability of the acknowledgements (ACK) of the successful transmissions of the control commands. For communication over one-hop links, it is a standard practice to assume that the receiver sends an ACK signal to the transmitter for each correctly received packet, and a negative acknowledgement (NACK) for erroneous reception. It is also reasonable to assume that the ACK and NACK signals are received error free [37, page 207].

### 3 Optimization Based Control Design

Let symmetric and non-negative definite matrices \(Q, Q_f \in \mathbb{R}^{d \times d}\) and a symmetric and positive definite matrix \(R \in \mathbb{R}^{m \times m}\) be given. We define a standard quadratic cost-per-stage function \(c_{t} : \mathbb{R}^{d} \times U \to \mathbb{R}_{\geq 0}\) and a final cost function \(c_f : \mathbb{R}^{d} \to \mathbb{R}_{\geq 0}\) by

\[
c_{f}(z, v) := (z, Qz) + (v, Ru) \quad \text{and} \quad c_{f}(z) = (z, Qfz),
\]

respectively. Fix an optimization horizon \(N \in \mathbb{N}\) and consider the objective function at time \(t\) given the state \(x_t\):

\[
V_t := E_{\pi_t} \left[ \sum_{k=0}^{N-1} c_t(x_{t+k}, u_{t+k}^\pi) + c_f(x_{t+N}) \right].
\]

In this setting the cost function \(V_t\), intuitively, considers the control effort that occurs at the actuator end, not just the computed control. This makes more sense than considering the effort with respect to the control commands since the commands may be dropped by the erasure channel.\(^2\) At time instant \(t\), we are interested in minimizing the objective function \(V_t\) over a class of causal history-dependent feedback strategies \(\Pi\) formally defined by

\[
u_{t+\ell} = \begin{cases} 
\pi_{t+\ell}(x_t, \ldots, x_{t+\ell}, v_t, \ldots, v_{t+\ell-1}) & \text{for } \ell = 1, \ldots, N-1 \\
\pi_t(x_t) & \text{for } \ell = 0
\end{cases}
\]

while satisfying \(u_{t+\ell} \in U\) for \(\ell = 0, 1, \ldots, N-1\) for each \(t\). Recall that a control strategy or policy \(\pi\) is a sequence \((\pi_0, \pi_1, \ldots)\) of Borel measurable maps \(\pi_t : \mathbb{R}^{d} \to U\) [38, §2.1]. Policies of finite length \((\pi_0, \pi_1, \ldots, \pi_{t+N-1})\) for some \(N \in \mathbb{N}\) will be denoted by \(\pi_{t:N}\) in the sequel. We refer the readers to [39, §II] for a succinct discussion on the classes of policies. We revisit the control policy classes in §4 again and refer to them as history dependent feedback policies in connection with the above references.

The receding horizon control strategy for a given recalculation interval \(N_r \in \{1, \ldots, N\}\) consists of successive applications of the following steps (see Fig. 3):

(i) Measure the state \(x_t\) and determine an admissible feedback policy \(\pi_{t:N_r}^* \in \Pi\).
(ii) Apply the first \(N_r\) elements \(\pi_{t:N_r-1}^*\) of this policy,
(iii) Increase \(t\) to \(t + N_r\) and return to step (i).

In order to avoid step (i) at each time instant one should use \(N_r > 1\) by following the approach presented in this article. However, the presented approach is valid for \(N_r = 1\) as well. In §8 Remark 10 we present more clarification on the choice of \(N_r\).

The states, controls, and noise over one optimization horizon of length \(N\) admit the following description under an unreliable control channel:

\[
x_{t+N+1} = Ax_t + Bu_{t:N} + Dw_{t:N},
\]

where \(A, B, \text{ and } D\) are standard matrices of appropriate dimensions. We define two block diagonal matrices \(Q\) and \(R\)
Fig. 3. Receding horizon control strategy: At $t = 0$, a control sequence of length $N$ is computed and the first $N_r$ controls of that sequence are applied to the plant. This process repeats after every $N_r$ time steps.

of appropriate dimensions to state the following preliminary versions of the optimal control problem underlying the receding horizon control technique:

$$\begin{align*}
\text{minimize} & \quad \mathbb{E}_x \left[ (x_{t:N+1}, Q x_{t:N+1}) + (u^a_{t:N}, R u^a_{t:N}) \right] \\
\text{subject to} & \quad u_t^a \in U \text{ for all } t, \\
& \quad \pi_{t:N} \in \text{a class of policies}.
\end{align*}$$

(6)

To account for the presence of control channel noise, the optimal control problem (6) will be refined by an appropriate selection of policies to be addressed in §4. In particular, we shall employ feedback from the process noise and the control channel dropouts in our policies. This will lead to a modification of the optimal control problem (6). The scheme of the transmission of the parameters affects the optimization problem. Therefore, the transmission protocol must also be considered at the control synthesis stage. We shall include the effect of transmission protocol on the optimization problem with help of the stacked control vector $u^a_{t:N}$ in §6.

4 Control Policy Class

We recall that, by assumption, the states are completely and exactly measured, and acknowledgment of whether a successful control transmission has occurred or not is assumed to be causally available to the controller, see Fig. 2. Therefore, the dynamics of the actuator is known to the controller and it is possible to reconstruct the noise sequence from the sequence of observed states and control inputs with the aid of the formula

$$u_t = x_{t+1} - Ax_t - Bu^a_t, \quad t \in \mathbb{N}. \quad (7)$$

This calculation is performed by the controller at every time $t \in \mathbb{N}_0$. In our earlier work [20] we followed the approach developed in [40] and employed $N$-history-dependent policies, which are affine in saturated values of past disturbances and an offset parameter. In the present work, we build on the fact that there are two sources of uncertainty, namely, dropouts and additive process noise. Accordingly, we refine the $N$-history-dependent policies in [20] to include the control channel dropouts as:

$$u_{t+\ell} = \eta_{t+\ell} + \sum_{i=0}^{\ell-1} \left( \theta_{t, t+i} \epsilon_{t+i} (w_{t+i}) + \Lambda_{t, t+i} v_{t+i} \right), \quad (8)$$

for $\ell = 0, 1, \ldots, N - 1$. In (8), $\theta_{t, t+i}$'s and $\Lambda_{t, t+i}$'s are the policy parameters. The control vector $u_{t:N}$ admits the compact representation:

$$u_{t:N} = \eta_t + \Theta_t \epsilon_t (w_{t:N-1}) + \Lambda_t v_{t:N-1}. \quad (9)$$

In (9), the component-wise saturation function $\epsilon := \left[ \epsilon_1^T \epsilon_2^T \cdots \epsilon_{N-1}^T \right]^T$, the offset vector $\eta_t \in \mathbb{R}^{mN}$ and the gain matrices $\Theta_t, \Lambda_t$ are strictly lower block triangular matrices with each $\theta_{k,t} \in \mathbb{R}^{mxd}$, $\Lambda_{k,t} \in \mathbb{R}^m$, and $\|\epsilon (w_{t:N-1})\|_\infty \leq \varphi_{\max}$. We assume that the component-wise saturation function $\epsilon$ is symmetric about the origin. For instance, we can employ either standard saturation, piecewise linear, or sigmoidal functions [40, §III]. The saturation functions $\epsilon_i$'s can be chosen different for each $i$ when the variance changes within a prediction horizon. Also, different bounds for each component of $\epsilon_i$ can be chosen when the components of the disturbance at a given time have different variance, see also [41].

5 Sparsity Promoting Optimization-based Control

Since in networked systems rate limited channels are shared among various devices, sparse controls are also desirable and tractability is essential for the implementation. The solution of the optimal control problem (6) at time $t$ under the class of control policies (9) gives offset vector $\eta_t$, and gain matrices $\Theta_t$ and $\Lambda_t$. A control vector $u_{t+\ell}$ for $\ell \in \{0, \ldots, N-1\}$ is equal to zero when the $\ell^{th}$ block of the matrix $F_t := [\eta_t \Theta_t \Lambda_t]$ has all entries equal to zero:

$$(F_t)_{\ell m (\ell+1) m-1} = 0_{mx(d+1)(N-1)+1}. \quad (10)$$
Generally, a sparsity promoting convex optimal control problem employs $\ell_1$ norm as a regularization term when decision variable is a vector [26]. When decision variable is in form of a matrix, $\ell_1/\ell_\infty$ mixed induced norm is used as a regularization term [42]. In order to get sparse matrix $F_t$ with zero matrices of the dimension $m \times (d+1)(N-1) + 1$, we use $\ell_1/\ell_\infty$ mixed induced norm of $F_t$ when $m = 1$. For $m > 1$, we construct another matrix $\tilde{F}_t$ by taking transpose of each $m \times 1$ dimensional block of $F_t$. By doing so we obtain a matrix $\tilde{F}_t$ of dimension $N \times (m(d+1) + 1)$. We define the regularization term

$$
\varrho_t(\eta_t, \Theta_t, \Lambda_t) := \sum_{i=1}^N \big\| \tilde{F}_t^{(i,:)} \big\|_{\infty}
$$

(11)

For $\mu > 0$ we have the following optimal control problem

$$
\begin{align*}
\text{minimize}_{\pi_{t:N}} & \quad E_{x_t}\left[(x_{t:N+1}, Q x_{t:N+1}) + (u_{t:N}^a, \mathcal{R} u_{t:N}^a)\right] \\
& \quad + \mu \varrho_t(\eta_t, \Theta_t, \Lambda_t) \\
\text{subject to} & \quad u_{t}^a \in \mathcal{U} \text{ for all } t, \\
& \quad \pi_{t:N} \text{ in a class of policies.}
\end{align*}
$$

(12)

6 Implementation of Control Policy over Networks

The class of control policies proposed in §4 is implemented over networks with the help of transmission protocols. The parameters of the control policy can be transmitted in several different ways through the control channel. For demonstration purposes, in this article we consider the following two transmission protocols:

6.1 Sequential Transmission of Control Values

(TP1) Solely the control values $u_{t+t^\ell}$ are computed by the controller and transmitted to the actuator at each instant $t + \ell$, $\ell \in \{0, \ldots, N_r - 1\}$, $t = KN_r$, $K \in \mathbb{N}_0$.

The control value transmitted at time $t + \ell$ is affected by dropout $v_{t+t^\ell}$. Hence, $u_{t+t^\ell}^a$ is given by

$$
u_{t+t^\ell}^a := \mathcal{S}(\eta_t + \Theta_t e(u_{t:N-1}) + \Lambda_t v_{t:N-1}),
$$

(13)

where $\mathcal{S} := \text{blkdiag}(I_{m^a} v_{t}, \ldots, I_{m^a} v_{t+N_r-1}, I_{m(1-N_r)})$. In the above transmission protocol, if the control packet is lost at some time instant, zero control is applied to the plant at that instant. Note that (TP1) does not require any storage or computational facility at the actuator end.

6.2 Sequential transmission of control along with repetitive transmission of remaining offset components

(TP2) The control value $u_{t+t^\ell}$ is transmitted at each instant $t + \ell$, $\ell \in \{0, \ldots, N_r - 1\}$, $t = KN_r$, $K \in \mathbb{N}_0$. In addition, the remaining blocks of the current offset vector $\eta_t$ are transmitted at each step until the first successful transmission.

According to (TP2), control values are transmitted at each instant as in (TP1). To mitigate the effects of dropouts, those components of the burst $(\eta_t)_{t=mN_r}$ that may become useful at future instants are also transmitted repetitively until one packet is successfully received at the actuator. Successfully received packets are stored in the buffer, so that in the case of packet dropout, the corresponding offset block is used. For $\ell = 0, 1, \ldots, N_r - 2$, the control values along with the burst of the remaining offset components transmitted at time $t + \ell$ are affected by the dropout at the same time instant. The plant noise $u_{t+t^\ell}$ is recovered at the controller by (7) correctly with the help of causally available acknowledgements. The plant input sequence using (TP2) can therefore be represented in compact form as:

$$
u_{t+t^\ell}^a := \mathcal{S}(\eta_t + \Theta_t e(u_{t:N-1}) + \Lambda_t v_{t:N-1}),
$$

(14)

where the matrix $\mathcal{S}$ has $(N \times (N - 1))$ blocks in total, each of dimension $m \times m$. For $i = 1, \ldots, N$ and $j = 1, \ldots, N_r - 1$, the matrix $\mathcal{S}$ can be given in terms of the blocks $g_{b}^{(i,j)}$ each of dimension $m \times m$ as follows:

$$
g_{b}^{(i,j)} := \begin{cases} 
\rho_{t+i-1} I_m & \text{if } i = j \leq N_r, \\
I_m & \text{if } i = j > N_r, \\
0_m & \text{otherwise,}
\end{cases}
$$

(15)

where $\rho_i = y_t$, $\rho_{i+t^\ell} = \rho_{i+t^\ell-1} + \left(\prod_{r=0}^{\ell-1}(1 - y_{t+r+1})\right)y_{t+t^\ell}$, and $\Theta_t, \Lambda_t$ and $\mathcal{S}$ are given in (10) and (13), respectively; and $e(u_{t:N-1})$ is as defined in (9). The term $\rho_{i+t^\ell}$ captures the effect of (TP2). Note that (TP2) requires storage facility at the actuator, but no advanced computation capacity.

7 Computational Aspects

The optimal control problem (12) must be solved periodically online. In order to write the objective function of (12) in terms of variance and covariance matrices, which can be computed off-line to reduce the on-line computational burden, we manipulate the decision variable $\Lambda_t$ as discussed below. Let us consider

$$
\mathcal{C}_\ell := \begin{bmatrix}
0_{m\ell \times m(N-\ell)} \\
I_{m(N-\ell)\times m(N-\ell)}
\end{bmatrix}
$$

and let $\Lambda^{(\ell)}_t := \mathcal{C}_\ell A^{(\ell)}_t$ contains non-zero entries of the $\ell^{th}$ column vector of $\Lambda_t$ which is obtained by removing the
let \( \ell \) \( m \) entries of \( \ell \) \( t \) \( \text{th} \) column of \( \Lambda_t \). Let us define 
\[
\Xi_t := \begin{bmatrix} \eta_t \\ \tilde{A}_t \end{bmatrix},
\]
where \( \tilde{A}_t := \left( \Lambda^{(1)}_t \right)^\top \ldots \left( \Lambda^{(N-1)}_t \right)^\top \) consists of concatenated column vectors of \( \Lambda_t \) with non-zero entries. We have the following theorems:

**Theorem 1** Consider the control system (1) under the transmission protocol (TP2). Then for every \( t = 0, N_t, 2N_t, \ldots \), the optimization problem (12) over the class of control policies (8) is convex, feasible, and can be rewritten as the following convex quadratic program:

\[
\begin{align*}
\text{minimize} & \quad \langle \Xi_t, \mathcal{L} \Xi_t \rangle + \langle \mathcal{M} A x_t, \Xi_t \rangle + \langle A x_t, Q A x_t \rangle \\
& \quad + 2 \text{tr}(\Theta_t^\top \mu_t^T B^T \mathcal{Q} D \Sigma_u) + \text{tr}(D^T Q D \Sigma_u) \\
& \quad + \text{tr}(\Theta_t^\top \Sigma S \Theta_t \Xi_t) + \mu_t \phi_t(\eta_t, \Theta_t, \Lambda_t) \\
\text{subject to :} & \quad \left\| \eta_t^{(i)} \right\|_1 + \frac{1}{2} \left\| \Lambda_t^{(i)} \right\|_1 + \left\| \Theta_t^{(i)} \right\|_1 \varphi_{\text{max}} \leq U_{\text{max}}
\end{align*}
\]

for \( i = 1, \ldots, mN \), where
\[
\mathcal{L} = \begin{bmatrix} \Sigma G & \Sigma S \tilde{G}_t \\ \Sigma \tilde{S}_G & \Sigma \tilde{S}_{nt} \end{bmatrix},
\]

\[
\Sigma G = \mathbb{E}[G^\top a G], \alpha = B^\top Q B + R,
\]

\[
\Sigma \tilde{S}_G = \mathbb{E}[\tilde{S}_G \tilde{S}_G^\top \ldots \tilde{S}_{G(N-1)} \tilde{S}_G], \Sigma \Sigma \tilde{S}_G = \Sigma \tilde{S}_G \Sigma \tilde{S}_G^\top \Sigma \tilde{S}_{nt} = \mathbb{E}G^\top a S_t, S_t := v_{t+1} - S_t,
\]

\[
\Sigma S_{nt} = \begin{bmatrix} \Sigma s_{11} & \Sigma s_{12} & \cdots & \Sigma s_{1(N-1)} \\ \vdots & \vdots & \ddots & \vdots \\ \Sigma s_{(N-1)1} & \Sigma s_{(N-2)(N-1)} & \cdots & \Sigma s_{(N-1)(N-1)} \end{bmatrix},
\]

\[
\Sigma S = \Sigma \Sigma \Sigma S_{nt}^\top \Sigma \Sigma, \Sigma S = \mathbb{E}[S_n \Sigma S],
\]

\[
\mathcal{M} = 2 \mathbb{E}[Q B \mu G^\top Q B \mu S_t]^\top,
\]

\[
\mu_G = \mathbb{E}[G], \tilde{\mu}_S = \left[ \tilde{\mu}_S, \tilde{\mu}_S \ldots \tilde{\mu}_S \right], \mu_S = \mathbb{E}[S], \Sigma \Sigma \Sigma S = \mathbb{E}[S N \Sigma s N - 1 S N - 1]^\top, \Sigma \Sigma \Sigma S = \mathbb{E}[S N \Sigma s N - 1 S N - 1]^\top, S_t := \mathbb{E}[w_{t, N-1} (w_{t, N-1})^\top], \varphi_t(\eta_t, \Theta_t, \Lambda_t) \text{ is defined in (11) and } \Xi_t \text{ in (16)}.
\]

**Theorem 2** Consider the control system (1) under the transmission protocol (TP1). Then for every \( t = 0, N_t, 2N_t, \ldots \),
control actions (even in the presence of a perfect channel) if the spectral radius of the system matrix $A$ is greater than unity. In view of this fundamental restriction, we make the following assumption:

**Assumption 1** The system matrix $A$ is Lyapunov stable and the matrix pair $(A, B)$ is stabilizable. \(^4\)

In the light of Assumption 1, the system dynamics (1) takes the following form:

$$
\begin{bmatrix}
  x_{r+1}^o \\
  x_r^o
\end{bmatrix} = 
\begin{bmatrix}
  A_o & 0 \\
  0 & A_o
\end{bmatrix}
\begin{bmatrix}
  x_r^o \\
  x_r^o
\end{bmatrix} + 
\begin{bmatrix}
  B_o \\
  B_o
\end{bmatrix}
u_t + 
\begin{bmatrix}
  w_t^o \\
  w_t^o
\end{bmatrix},
$$

(21)

where $A_o \in \mathbb{R}^{d_o \times d_o}$ is orthogonal and $A_o \in \mathbb{R}^{d_o \times d_o}$ is Schur stable, with state dimension $d = d_o + d_s$. Since the pair $(A, B)$ is assumed stabilizable, there exists a positive integer $\kappa$ such that the pair $(A_o, B_o)$ is reachable in $\kappa$-steps. If $R \epsilon := [A_o^{\kappa-1} B_o, A_o^{\kappa-2} B_o \ldots B_o]$, then rank$(R) = d_o$. This positive integer $\kappa$ is called the reachability index of the pair $(A_o, B_o)$ in the sequel.

We shall focus on mean-square boundedness of the closed-loop system (1), and we recall the definition of mean square boundedness [53, §III.A] and recast Lemma 1 and Lemma 2 from [20] for our subsequent analysis:

**Lemma 3** [20, Lemma 1, Lemma 2] Consider the orthogonal part of the system (1) given as per the decomposition (21). If there exists a $\kappa$-history dependent policy and $u_t \in \Upsilon$ is chosen such that for any given $\epsilon, r > 0$, $0 < \zeta < \frac{\epsilon}{\sqrt{\alpha_0^2 r \epsilon}}$, and for any $t = 0, \kappa, 2\kappa \ldots, j = 1, 2, \ldots, d_o$, the following drift conditions are satisfied:

$$
\mathbb{E}_{x_t^o}^{\kappa} \left[ (A_o^\kappa R_k(A_o, B_o)u_{t+\kappa})^{(j)} \right] \leq -\zeta
$$

whenever $(x_t^{\alpha})^{(j)} \geq r + \epsilon$ (22)

$$
\mathbb{E}_{x_t^o}^{\kappa} \left[ (A_o^\kappa R_k(A_o, B_o)u_{t+\kappa})^{(j)} \right] \geq \zeta
$$

whenever $(x_t^{\alpha})^{(j)} \leq -r - \epsilon$ (23)

then this policy renders the orthogonal part of the closed-loop system (21) mean-square bounded under both the transmission protocols (TP1) and (TP2) introduced in Section 6.

To achieve the drift (22) and (23), we write the first $\kappa$ blocks in (8) as

$$
u_{t+\kappa} := (\eta_t)_{1\times m} + (\Lambda_t)_{1\times m} v_{t+\kappa} + (\Theta_t)_{1\times m} u_{t+\kappa}, \quad \varepsilon
$$

(24) and substitute (24) into (22) and (23). Now, for given $\epsilon, r > 0$ and for every $j = 1, \ldots, d_o$, we arrive at the following stability constraints, in lieu of (22) and (23):

$$
\left( (A_o^\kappa R_k (\eta_t)_{1\times m} + p(\Lambda_t)_{1\times m})^{(j)} \right) \leq -\zeta
$$

whenever $(x_t^{\alpha})^{(j)} \geq r + \epsilon$, (25)

$$
\left( (A_o^\kappa R_k (\eta_t)_{1\times m} + p(\Lambda_t)_{1\times m})^{(j)} \right) \geq \zeta
$$

whenever $(x_t^{\alpha})^{(j)} \leq -r - \epsilon$. (26)

Having established the above, for mean square boundedness of (1) in closed-loop under (TP1) and (TP2) we have the following results:

**Theorem 4** Consider the control system (1) under the transmission protocol (TP2), and let Assumption 1 hold.

(i) For every $t = 0, \kappa, 2\kappa \ldots, \kappa$ steps, the optimization problem (12) over the class of control policies (8) along with the stability constraints (25)-(26) is convex, feasible, and can be rewritten as the following convex quadratic program:

$$
\begin{align*}
\text{minimize} \quad & \eta, \Theta, \Lambda, \\
\text{subject to} \quad & \text{Constraints (18), (25) and (26)}.
\end{align*}
$$

(ii) For any initial condition $x \in \mathbb{R}^d$, successive application of the control law given by the optimization problem in (i) for $\kappa$ steps renders the closed-loop system mean square bounded.

**Theorem 5** For the control system (1) under the transmission protocol (TP1), the assertions of Theorem 4 hold by substituting $\mathcal{G}$ in place of $\mathcal{G}$ in $\mathcal{L}$ and $\mathcal{M}$ in (19) and (20), respectively.

**Remark 9** Theorem 4 generalizes the main result of [20]. Indeed, if we set $\Lambda_t = 0$ in (9) and $\mu = 0$ in (17), we recover the main result of [20]. Theorem 5 generalizes the main result of [21] for the case $\Sigma_{\kappa} = 0$. Indeed, if we set $\Theta_t = 0$ in (9) and $\mu = 0$ in (17), we recover the main result of [21].

**Remark 10** We need the recalculation interval $N_r$ equal to the reachability index $\kappa$ of the orthogonal sub-system to satisfy the drift conditions (22) and (23) above.

**9 Numerical Experiments**

In this section we present simulations to illustrate our results. Consider the three dimensional linear stochastic system

$$
x_{t+1} = 
\begin{bmatrix}
  0 & -0.80 & -0.60 \\
-0.80 & 0.36 & 0.48 \\
0.60 & 0.48 & -0.64
\end{bmatrix}x_t + 
\begin{bmatrix}
  0.16 \\
0.14 \\
1
\end{bmatrix}u_t + 
\begin{bmatrix}
  w_t
\end{bmatrix},
$$

(27)
where \( w_t \) is i.i.d. Gaussian of mean zero, the initial condition is \( \mathbf{X} = \begin{bmatrix} 10 & 10 & -10 \end{bmatrix}^T \), and the control is bounded as per \( |u_t| \leq 15 \).

We solved a constrained finite-horizon optimal control problem corresponding to the states and the control weights

\[
Q = I \quad Q_f = \begin{bmatrix} 12 & 1 & 4 \\ 1 & 19 & 2 \\ 4 & 2 & 2 \end{bmatrix}, \quad R = 2.
\]

We selected an optimization horizon, \( N = 4 \), recalculation interval \( N_r = \kappa = 3 \) and simulated the system responses. We selected the nonlinear bounded term \( \kappa(w_t; N_{r-1}) \) in our policy to be a vector of scalar sigmoidal functions

\[
\varphi(\xi) = \frac{1 - e^{-\xi}}{1 + e^{-\xi}}
\]

applied to each coordinate of the noise vector \( w_t \). The decision variables \( \eta_t, \Theta_t \) and \( A_t \) are computed at times \( t = 0, \kappa, 2\kappa, \ldots \) by solving optimization problems according to Theorems 4 and 5. Our observations from the simulations are listed below. All quantities reported below correspond to averages over 100 sample paths.

1. The empirical mean square bound (MSB) for (TP1) and (TP2) is plotted in Fig. 5 for \( \mu = 1000 \). The difference in empirical MSB between (TP2) and (TP1) increases with increase in variance and dropouts. When the successful transmission probability approaches 1 (less dropouts), the empirical MSB for (TP2) and (TP1) becomes equal.

2. The empirical average actuator energy is plotted in Fig. 6 for \( \mu = 1000 \). When the process noise variance is small, the actuator energy decreases with increase in \( p \).

3. The computed control is sparse in the sense that there are about \( 7 - 19\% \) time instants when null control is computed. See Fig. 7. We observe that the percentage sparsity is large when successful transmission probability is less. When there are more dropouts due to interference and fading, the controller generates sparser control to reduce the impact of interference and fading.

For large value of the variance of additive process noise, it increases with increase in \( p \).

In CE approaches (PPC, MPC and packetised MPC), the control sequence is generated by considering nominal plant model and applied to the stochastic system (27). In MPC only present control value is transmitted through channel, similar to (TP1). But in packetised MPC, future control val-
Our approach can also be extended for the case of more general multiplicative noise. Our approach performs better than SPC [20] in all considered cases except in one case when successful transmission probability is very low ($p = 0.1$), variance of additive process noise is small $\Sigma_w = 0.1I_3$ and sequential transmission protocol (TP1) is used. See Fig. 9.

(6) The percentage difference in empirical average cost between our approach and SPC [20] is large when successful transmission probability is moderate $p = 0.5$ and sequential transmission (TP1) is used.

(7) For repetitive transmission protocol (TP2), the percentage difference in empirical average cost between our approach and SPC [20] is large when the successful transmission probability $p$ is very small.

We have tested our approach on correlated channel noise also by considering the Gilbert-Eliot channel model [54] as given in Fig. 10. We have fixed successful transmission probability for the bad channel $p_2 = 0$, the transmission probabilities from good to bad channel $p_{12} = 0.2$, from bad to good channel $p_{21} = 0.9$. We have simulated for the successful transmission probability of good channel $p_1 \in \{0.5, 0.6, 0.7, 0.8, 0.9, 1\}$ and variance of additive process noise $\Sigma_w = 5I_3$ with given dynamics of the plant (27). The plots for (TP1) and (TP2) are shown in Fig. 11 and 12, respectively. The transmission protocol (TP1) is compared with MPC in which no buffer is used at the actuator end. The transmission protocol (TP2) is compared with packetized MPC in which a buffer of the size of optimization horizon is used at the actuator end. For the purpose of fair comparison the recalculation interval is fixed $N_r = 3$ in all cases. We can observe that our present approach performs better than older approaches.

10 Epilogue

We have demonstrated that the proposed feedback policy leads to a convex quadratic program and the introduction of sparsity helps in communication-control co-design. We have shown by numerical experiments how the matrices involved in the construction of the objective function are computed offline. The current approach is restricted to i.i.d. packet dropouts and assumes that complete state information is available. The extensions of the ideas presented here may include multi-channel systems [55,56], self triggered or event triggered operations [57–61]. Our approach can also be extended for the case of more general multiplicative noise.
Fig. 11. Empirical average cost for (TP1) with correlated channel noise

Fig. 12. Empirical average cost for (TP2) with correlated channel noise

A Proofs

This appendix provides the proofs of our theorems. Let us define the component-wise saturation function $\text{sat}_{\kappa}(z) \in \mathbb{R}^{d_a}$ to be

$$\text{sat}_{\kappa}(z)_i = \begin{cases} z_i/r & \text{if } |z_i| \leq r, \\ \zeta & \text{if } z_i > r, \\ -\zeta & \text{otherwise,} \end{cases}$$

for each $i = 1, \ldots, d_a$.

Lemma 6 The matrix $A$ is positive semidefinite if and only if

\[
A = \begin{bmatrix} A & \cdots & A \\ \vdots & \ddots & \vdots \\ A & \cdots & A \end{bmatrix}
\]

is positive semidefinite.

PROOF. The proof is in same line of arguments as in [62, Lemma 1.3.6]. We are providing the proof for the completeness. Let $A$ be positive semidefinite. Then, we have

$$A = \begin{bmatrix} A^{1/2} & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & A^{1/2} \end{bmatrix} \begin{bmatrix} A^{1/2} \\ 0 \\ \vdots \\ 0 \end{bmatrix},$$

which in turn implies $A$ is also positive semi-definite. Now, if we consider $A$ to be positive semi-definite, we get $A = C^*C$ for some unique positive semi-definite matrix $C$. By comparing, the diagonal block of left and right hand side, we can conclude that $A$ is positive semi-definite.

Lemma 7 Consider the system (1), for every $t = 0, k, 2k, \ldots$, the problem (6) under policy (9), transmission protocol (TP2) and control set (2) is convex quadratic with respect to the decision variable $\Xi_t$ and $\Theta_t$. The objective function (12) is given by (17).

PROOF. The objective function of (6) is given by

\[
E_{x_t}\left[(x_{t+1}, Q x_{t+1}) + (u_{t+1}^a, R u_{t+1}^a)\right] \\
= E_{x_t}\left[(A x_t + B u_{t+1}^a + D w_{t+1}, Q a (A x_t + B u_{t+1}^a + D w_{t+1})) + (u_{t+1}^a, R u_{t+1}^a)\right] \\
= E_{x_t}\left[(A x_t, Q A x_t) + (D w_{t+1}, Q D w_{t+1}) + 2(A x_t, Q B u_{t+1}^a) + 2E_{x_t}[(S \Theta_t e(w_{t-1}))^T B^T Q D w_{t+1}] + (u_{t+1}^a, (B^T Q B + R) u_{t+1}^a)]
\]

\[
= (A x_t, Q A x_t) + \text{tr}(D^T \Sigma \Sigma_m) + 2(A x_t, Q B \mu \Sigma_m) \]

\[
+ 2E_{x_t}[(S \Theta_t e(w_{t-1}), a S \Theta_t e(w_{t-1}))] \\
+ E_{x_t}\left[2(A x_t, Q B (S A_v y_{t-1})) + 2(\eta, G^T a S A_v y_{t-1}) \right] + \left((A_v y_{t-1}), S^T a S (A_v y_{t-1})\right)
\]

\[
= (A x_t, Q A x_t) + \text{tr}(D^T \Sigma \Sigma_m) + 2(A x_t, Q B \mu \Sigma_m) \]

\[
+ 2\text{tr}(\Theta_t^* \mu^* S^* B^T Q D \Sigma_m) + (\eta, \Sigma \eta) + \text{tr}(\Theta_t^* \Sigma S \Theta_t) \\
+ E_{x_t}\left[2(A x_t, Q B (S A_v y_{t-1})) + 2(\eta, G^T a S A_v y_{t-1}) \right] + \left((A_v y_{t-1}), S^T a S (A_v y_{t-1})\right)
\]

\[
= (A x_t, Q A x_t) + \text{tr}(D^T \Sigma \Sigma_m) + 2(A x_t, Q B \mu \Sigma_m) \]

\[
+ 2\text{tr}(\Theta_t^* \mu^* S^* B^T Q D \Sigma_m) + (\eta, \Sigma \eta) + \text{tr}(\Theta_t^* \Sigma S \Theta_t) \\
+ E_{x_t}\left[2(A x_t, Q B (S A_v y_{t-1}) + N^{-1} \sum_{t=1}^{N-1} \Lambda^{(c)}_{t+1}) \right] + 2(\eta, G^T a S \sum_{t=1}^{N-1} \Lambda^{(c)}_{t+1})
\]
\[
\begin{align*}
&\left(\sum_{n=1}^{N-1} \nu_{t+n-1} \Lambda_{t}^{(i,n)}\right) \cdot \alpha \sum_{n=1}^{N-1} \nu_{t+n-1} \Lambda_{t}^{(i,n)}
= \langle A_{t} x_{t}, Q A_{t} x_{t} \rangle + 2 \langle A_{t} x_{t}, Q B \mu_{t} \eta_{t} \rangle \\
&\quad + 2 \langle \Theta_{t}^{\top}, \mu_{t} \Lambda_{t} \rangle + \langle \eta_{t}, \Sigma_{t} \eta_{t} \rangle + \langle \Theta_{t}, \Sigma_{t} \Theta_{t} \rangle \\
&\quad + 2 \sum_{n=1}^{N-1} \left( A_{t} x_{t}, Q B E_{n} \right) \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&\quad + \sum_{n=1}^{N-1} \left( \Lambda_{t}^{(i,n)} \right) E_{n} \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&= \langle A_{t} x_{t}, Q A_{t} x_{t} \rangle + 2 \langle A_{t} x_{t}, Q B \mu_{t} \eta_{t} \rangle \\
&\quad + 2 \langle \Theta_{t}^{\top}, \mu_{t} \Lambda_{t} \rangle + \langle \eta_{t}, \Sigma_{t} \eta_{t} \rangle + \langle \Theta_{t}, \Sigma_{t} \Theta_{t} \rangle \\
&\quad + 2 \sum_{n=1}^{N-1} \left( A_{t} x_{t}, Q B E_{n} \right) \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&\quad + \sum_{n=1}^{N-1} \left( \Lambda_{t}^{(i,n)} \right) E_{n} \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&= \langle A_{t} x_{t}, Q A_{t} x_{t} \rangle + 2 \langle A_{t} x_{t}, Q B \mu_{t} \eta_{t} \rangle \\
&\quad + 2 \langle \Theta_{t}^{\top}, \mu_{t} \Lambda_{t} \rangle + \langle \eta_{t}, \Sigma_{t} \eta_{t} \rangle + \langle \Theta_{t}, \Sigma_{t} \Theta_{t} \rangle \\
&\quad + 2 \sum_{n=1}^{N-1} \left( A_{t} x_{t}, Q B E_{n} \right) \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&\quad + \sum_{n=1}^{N-1} \left( \Lambda_{t}^{(i,n)} \right) E_{n} \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&= \langle A_{t} x_{t}, Q A_{t} x_{t} \rangle + 2 \langle A_{t} x_{t}, Q B \mu_{t} \eta_{t} \rangle \\
&\quad + 2 \langle \Theta_{t}^{\top}, \mu_{t} \Lambda_{t} \rangle + \langle \eta_{t}, \Sigma_{t} \eta_{t} \rangle + \langle \Theta_{t}, \Sigma_{t} \Theta_{t} \rangle \\
&\quad + 2 \sum_{n=1}^{N-1} \left( A_{t} x_{t}, Q B E_{n} \right) \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&\quad + \sum_{n=1}^{N-1} \left( \Lambda_{t}^{(i,n)} \right) E_{n} \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&= \langle A_{t} x_{t}, Q A_{t} x_{t} \rangle + 2 \langle A_{t} x_{t}, Q B \mu_{t} \eta_{t} \rangle \\
&\quad + 2 \langle \Theta_{t}^{\top}, \mu_{t} \Lambda_{t} \rangle + \langle \eta_{t}, \Sigma_{t} \eta_{t} \rangle + \langle \Theta_{t}, \Sigma_{t} \Theta_{t} \rangle \\
&\quad + 2 \sum_{n=1}^{N-1} \left( A_{t} x_{t}, Q B E_{n} \right) \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&\quad + \sum_{n=1}^{N-1} \left( \Lambda_{t}^{(i,n)} \right) E_{n} \nu_{t+n-1} \Lambda_{t}^{(i,n)}
\end{align*}
\]

By rearranging the terms, we get
\[
E_{x_{t}} \left( \{ x_{t,N+1}, Q x_{t,N+1} \} + \{ u_{t,N}, R u_{t,N} \} \right)
= \left( \sum_{n=1}^{N-1} \nu_{t+n-1} \Lambda_{t}^{(i,n)} \right) \cdot \alpha \sum_{n=1}^{N-1} \nu_{t+n-1} \Lambda_{t}^{(i,n)}
= \langle A_{t} x_{t}, Q A_{t} x_{t} \rangle + 2 \langle A_{t} x_{t}, Q B \mu_{t} \eta_{t} \rangle \\
&\quad + 2 \langle \Theta_{t}^{\top}, \mu_{t} \Lambda_{t} \rangle + \langle \eta_{t}, \Sigma_{t} \eta_{t} \rangle + \langle \Theta_{t}, \Sigma_{t} \Theta_{t} \rangle \\
&\quad + 2 \sum_{n=1}^{N-1} \left( A_{t} x_{t}, Q B E_{n} \right) \nu_{t+n-1} \Lambda_{t}^{(i,n)} \\
&\quad + \sum_{n=1}^{N-1} \left( \Lambda_{t}^{(i,n)} \right) E_{n} \nu_{t+n-1} \Lambda_{t}^{(i,n)}
\]

where \( \alpha = B^{\top} Q B + \mathbb{R} \) is a symmetric positive definite matrix. The matrix \( P \) can be shown to be positive semi-definite using Lemma 6. Now, we have
\[
L = E_{x_{t}} \left[ \langle \bar{S}^{\top} \bar{P} \bar{S} \rangle \right] = E_{x_{t}} \left[ \langle \bar{S}^{\top} \bar{P}^{1/2} \bar{P}^{1/2} \bar{S} \rangle \right]
= E_{x_{t}} \left[ \langle \bar{S}^{\top} \bar{P}^{1/2} \bar{P}^{1/2} \bar{S} \rangle \right] = \bar{S}^{\top} \bar{P}^{1/2} E_{x_{t}} \left[ \bar{S}^{\top} \bar{S} \right]^{1/2},
\]
where \( \bar{S}^{\top} \bar{S} \) has zero off-diagonal entries and positive diagonal entries. Hence, \( \mu_{\bar{S}} \) is positive definite and \( L \) is positive semi definite. The quadratic function in (17) is quadratic in \( \Xi_{t} \) and involves trace operator on \( \Theta_{t} \). The regularization term is obviously convex. Therefore the objective function in (17) is convex quadratic.

**Proof.** (Proof of Theorem 1) The proof of convexity and the formulation of the objective are given in Lemma 7. The proposed control policy (9) satisfies hard input constraint (2) as long as the following condition is satisfied:
\[
\| \eta_{t} + A_{t} \nu_{t,N-1} + \Theta_{t} \epsilon(w_{t,N-1}) \|_{\infty} \leq U_{\max}
\]
for all \( \nu_{t,N-1} \in \{ 0, 1 \}^{N}. \) This is equivalent to the condition
\[
\max_{\nu_{t,N-1} \in \{ 0, 1 \}^{N-1}} \left\| h_{t}^{(i)} + A_{t}^{(i)} \nu_{t,N-1} + \Theta_{t}^{(i)} \epsilon(w_{t,N-1}) \right\| \leq U_{\max}
\]
for all \( i = 1, \ldots, m.N. \) Let \( g_{t} := \nu_{t,N-1} - \frac{1}{2} I_{N} \) and \( h_{t} := \eta_{t}^{(i)} + \frac{1}{2} A_{t}^{(i)} I_{N}. \) Then preceding inequality is equivalent to
\[
\left\{ \begin{array}{l}
\max_{\eta_{t} \in (-1/2,1/2)^{N}} \left\| h_{t} + A_{t}^{(i)} g_{t} + \Theta_{t}^{(i)} \epsilon(w_{t,N-1}) \right\| \leq U_{\max} \\
\min_{\eta_{t} \in (-1/2,1/2)^{N}} \left\| h_{t} + A_{t}^{(i)} g_{t} + \Theta_{t}^{(i)} \epsilon(w_{t,N-1}) \right\| \geq -U_{\max}
\end{array} \right.
\]

Hence, the constraint (18) is equivalent to the hard control constraint (2).

**Proof.** (Proof of Theorem 4) We consider the first \( \kappa \) blocks of the control \( u_{t} \) according to (24) and set \( (\eta_{t})_{1:m} = \)

\[
\begin{bmatrix}
\alpha & \cdots & \alpha \\
\vdots & \ddots & \vdots \\
\alpha & \cdots & \alpha
\end{bmatrix}.
\]
The proof of Theorem 2 is implied by the proof of Theorem 1, and the proof of Theorem 5 is implied by the proof of Theorem 4. Details are omitted for the sake of brevity.
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