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Abstract—Simple rate-1/3 single-error-correcting unrestricted and CSS-type quantum convolutional codes are constructed from classical self-orthogonal \(F_4\)-linear and \(F_2\)-linear convolutional codes, respectively. These quantum convolutional codes have higher rate than comparable quantum block codes or previous quantum convolutional codes, and are simple to decode. A block single-error-correcting [9,3,3] tail-biting code is derived from the unrestricted convolutional code, and similarly a [15,5,3] CSS-type block code from the CSS-type convolutional code.

I. INTRODUCTION

The field of quantum error-correcting codes (QECCs) has made substantial progress since the first 9-qubit single-error-correcting code was proposed by Shor in 1995 [12]. More efficient 7-qubit and 5-qubit single-error-correcting codes have been discovered [9]. A general theory of stabilizer codes has been elucidated [3], [7], [9]. Within this framework, a theory of \(F_4\)-linear stabilizer codes has been developed [4]. Among these codes are Calderbank-Shor-Steane (CSS) codes [2], [13], which are based on binary codes. Using these structures, a large variety of block QECCs have been proposed.

In classical coding, practical systems have mostly used convolutional codes rather than block codes, because convolutional codes are usually superior in terms of their performance-complexity tradeoff. While this tradeoff does not seem to have been much of an issue to date for QECCs, a few attempts have been made to construct quantum convolutional codes (QCCs).

Chau [5], [6] proposed several “quantum convolutional codes,” but whether this term is actually appropriate for the Chau codes is debatable. Ollivier and Tillich [10], [11] have given an example of a rate-1/5 single-error-correcting QCC, and have addressed gate-level implementation issues, but unfortunately their example QCC does not improve on the comparable 5-qubit block code in either performance or complexity. Most recently, Almeida and Palazzo [1] have constructed a rate-1/4 single-error-correcting Shor-type concatenated QCC; this code has a higher rate than comparable block codes, but its encoding and decoding appear to be rather complex.

In this paper, we present via simple examples four new classes of quantum codes—namely, \(F_4\)-based and CSS-type convolutional and tail-biting codes. We claim to exhibit:

- The first QCCs with clear advantages in both performance and complexity over comparable block codes;
- The first quantum tail-biting codes, with recognition of their complexity advantages as quantum block codes;
- The first CSS-type convolutional codes, with recognition of their complexity advantages over \(F_4\)-based codes.

Specifically, we present rate-1/3 single-error-correcting \(F_4\)-based and CSS-type QCCs which have higher rate than any of these prior single-error-correcting codes, and which are simple to decode. Moreover, we derive from these codes simple tail-biting block codes, which also have rate 1/3, and which can correct single errors with equally simple decoding algorithms. In future work, we will generalize these examples.

In Section II, using the theory of \(F_4\)-linear stabilizer codes developed by Calderbank, Rains, Shor and Sloane [4], we construct a simple rate-1/3 single-error-correcting quantum convolutional code from a classical rate-1/3 self-orthogonal \(F_4\)-linear convolutional code. We give a simple decoding algorithm for this code that involves only a 9-entry table lookup. Using tail-bitting, we derive a [9,3,3] (i.e., 9-qubit, rate-1/3, single-error-correcting) block stabilizer code, which can be decoded by the same simple decoding algorithm.

In Section III, we construct CSS-type codes based on binary codes, which have certain advantages over unrestricted \(F_4\)-linear codes; in particular, bit flip and phase flip errors may be corrected independently. For example, the Steane 7-qubit code is a CSS-type code which may be preferred to the 5-qubit single-error-correcting block code, even though it has lower rate. Here we present a rate-1/3 single-error-correcting CSS-type quantum convolutional code which is extremely simple to decode. We derive from this code a [15,5,3] tail-biting single-error-correcting block code which has the same rate, and an equally simple decoding algorithm.

II. CODES BASED ON \(F_4\)-LINEAR CODES

The development of Calderbank, Rains, Shor and Sloane [4] leads to the following proposition:

**Proposition A.** Given \(n, k\) with \(0 \leq k \leq n\) and \(n - k\) even, and given a classical self-orthogonal \((n, (n - k)/2)\) \(F_4\)-linear block code \(\mathcal{C}\) over the quaternary field \(F_4\) whose orthogonal \((n, (n + k)/2)\) code \(\mathcal{C}^\perp\) under the Hermitian inner product has minimum Hamming distance \(d\), there exists a quantum...
A quantum convolutional code of rate 1/3 and length \( n \) can be constructed by using a classical self-orthogonal convolutional code with rate 1/3. The stabilizer group is then generated by sequences of Pauli operators; i.e., the generators of \( S \) are the shifts by an integral number of \( 1 \) qubit errors. In principle, \( C \) has an infinite number of generators covering an infinite number of blocks. Later we will discuss methods for making such a code into a finite block code. However, the code constraints are localized; the code symbols in any block are a function only of the “current” and “previous” generators. Such a convolutional code is said to have a “memory” or “constraint length” of one block (\( \nu = 1 \)).

All generators are orthogonal under the Hermitian inner product, so \( C \) is self-orthogonal. We will take \( C \) as the quaternary label code \( L(S) \) of a convolutional stabilizer code.

The rate of this convolutional stabilizer code in quantum terms is also 1/3; i.e., the code encodes one qubit stream into a second stream at a rate of three qubits per original qubit.

The orthogonal convolutional code \( C^⊥ \) under the Hermitian inner product is a rate-2/3 \( \mathbb{F}_4 \)-linear shift-invariant convolutional code whose generators are as follows (in \( D \)-transform notation, multiples of \( (\bar{\omega}, \omega, 1) \) and \((1 + D, 1 + \omega D, 1 + \bar{\omega}D)\) by \( D^k \)):

\[
\begin{array}{ccccccc}
\ldots & \bar{\omega} & \omega & 1 & 0 & 0 & 0 & \ldots \\
1 & 1 & 1 & \bar{\omega} & \omega & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & \omega & \bar{\omega} \\
0 & 0 & 0 & 1 & 1 & 1 & \omega & \bar{\omega}
\end{array}
\]

The minimum Hamming distance of \( C^⊥ \) is 3, and the only codewords of weight 3 are single-block codewords. This is easily seen because \((\bar{\omega}, \omega, 1)\) and \((111)\) generate a \((3, 2, 2) \mathbb{F}_4 \)-linear block code, so every codeword accumulates a Hamming weight of at least 2 in its first block; similarly, every codeword accumulates a Hamming weight of at least 2 in its last block. The only single-block codewords are multiples of \((\bar{\omega}, \omega, 1)\), which have Hamming weight 3. The convolutional stabilizer code defined by \( C \) thus has minimum Hamming distance 3, so it is a single-error-correcting code.

B. Decoding algorithms

For decoding, we first measure each generator \( g_j \) of \( C \) to obtain a sequence of \( \mathbb{F}_4 \)-syndromes \( S_j = (L(E), g_j) \in \mathbb{F}_4 \), where \( L(E) \) denotes the quaternary error label sequence \( L(E) \), at a rate of one \( \mathbb{F}_4 \)-syndrome for each block. This determines a coset of the orthogonal convolutional code \( C^⊥ \). We then need to find the minimum-weight coset leader in that coset.

For any convolutional code, a standard way of finding coset leaders is by a Viterbi algorithm (VA) search. It can easily be seen that \( C^⊥ \) has a trellis diagram with 4 states at each block boundary, and with 64 transitions between trellis states during each block. A VA search through such a trellis is not difficult, but requires of the order of 64 computations per block.

If our objective is merely correction of single errors, however, then we can use a much simpler algorithm, as follows. As long as all syndromes are zero, we assume that no errors have occurred. Then, if a nonzero syndrome \( S_j \) occurs, we assume that a single error has occurred in one of the three qubits in block \( j \); the error is characterized by a label 3-tuple \( e_j = L(E_j) \). The nine possible weight-1 error 3-tuples \( e_j \) lead to the following syndromes \((S_j, S_{j+1})\):

---

1. The stabilizer group \( S \) is actually generated by sequences of Pauli matrices that correspond to multiplies by \( \omega \) and \( \bar{\omega} \) of the above generators; i.e., the generators of \( S \) are the shifts by an integral number of blocks of the two basic generators \((\ldots, III, XXX, XZY, III, \ldots)\) and \((\ldots, III, ZZY, ZYX, III, \ldots)\).
quantum rate approaches \( \infty \), and so the error probability is of the order of \( \frac{p^2}{2} \) per block, or per encoded qubit. For the rate-1/3 convolutional code, for each 3-qubit block, a decoding error may occur if there are 2 errors in that block, or in 1 that block and 1 in the subsequent block. The error probability is therefore of the order of \( (9+3^2)p^2 = 12p^2 \) per 3-qubit block, or per encoded qubit. Finally, for the \([9, 3, 3]\) tail-biting block code, a decoding error may occur if there are 2 errors in a block of 9 qubits, so the error probability is of the order of \( \frac{(9^3)p^2}{12} = 36p^2 \) per block, or \( 12p^2 \) per encoded qubit.

We conclude that the decoding error probability is very nearly the same for any of these codes.

D. Error probability

We now briefly consider decoding error probability. We assume that the probability of an error in any qubit is \( p \), independent of errors in other qubits. Our estimates do not depend on the relative probabilities of \( X, Y \) or \( Z \) errors.

For the 5-qubit block code of Example A, a decoding error may occur if there are 2 errors in any block, so the error probability is of the order of \( \frac{5^2}{2}p^2 = 10p^2 \) per block, or per encoded qubit.

For the rate-1/3 convolutional code, for each 3-qubit block, a decoding error may occur if there are 2 errors in that block, or in 1 that block and 1 in the subsequent block. The error probability is therefore of the order of \( (3+3^2)p^2 = 12p^2 \) per 3-qubit block, or per encoded qubit.

We conclude that the decoding error probability is very nearly the same for any of these codes.

E. Discussion

Our quantum convolutional code has rate 1/3, which is greater than that of any previous simple single-error-correcting quantum code, block or convolutional. Our decoding algorithm involves only a 9-entry table lookup, which is at least as simple as that of any previous quantum code.

Our convolutional code rate and error-correction capability are comparable to those of a \([6, 2, 3]\) block stabilizer code. However, by the “quantum Hamming bound,” there exists no \([6, 2, 3]\) block stabilizer code.

Our tail-biting code is a \([9, 3, 3]\) block stabilizer code. A code with the same parameters may be obtained by shortening a \([21, 15, 3]\) quantum Hamming code. However, such a shortened code would not have such a simple structure as our tail-biting code, nor such a simple decoding algorithm.

III. CSS-TYPE CODES

The binary field \( \mathbb{F}_2 \) is a subfield of the quaternary field \( \mathbb{F}_4 \). The \((n-k)/2\) generators of a classical self-orthogonal \((n, (n-k)/2)\) \( \mathbb{F}_2\)-linear code may therefore be taken as the generators of a self-orthogonal \((n, (n-k)/2)\) \( \mathbb{F}_4\)-linear code as in Proposition A. The resulting quantum stabilizer code is then of the type proposed by Calderbank and Shor [2] and Steane [13], which we call a CSS-type code.
**Proposition B.** Given \( n, k \) with \( 0 \leq k \leq n \) and \( n - k \) even, and given a classical self-orthogonal \( (n, (n - k)/2) \) \( \mathbb{F}_2 \)-linear block code \( C \) over the binary field \( \mathbb{F}_2 \) whose orthogonal \( (n, (n + k)/2) \) code \( C^\perp \) has minimum Hamming distance \( d \), there exists an \([n, k, d]\) CSS-type code.

For CSS-type codes, we may think of the four Pauli matrices \( \{I, X, Y, Z\} \) as having two-bit labels \( \{00, 10, 11, 01\} \), respectively. The first bit is called the bit flip bit, and the second the phase flip bit. Thus an \( X \) error is a bit flip error, a \( Z \) error is a phase flip error, and a \( Y \) error is a combined bit and phase flip error.

CSS-type codes have the advantage that these two types of error bits are protected by two independent binary codes, which may be independently decoded. On the other hand, the parameters \([n, k, d]\) of CSS-type codes are not generally as good as those of unrestricted codes, because the parameters of binary codes are not generally as good as those of quaternary codes.

Decoding of a CSS-type code involves measuring a set of \((n - k)/2\) pairs of \( \mathbb{F}_2 \)-syndromes \( (s_1, j, s_2, j) = ((\ell_1(\mathbf{E}), g_j), (\ell_2(\mathbf{E}), g_j)) \in (\mathbb{F}_2)^2 \) \( \times \) \( \{g_j\} \), a set of\((n - k)/2\) generators of the binary code \( C \), and \((\ell_1(\mathbf{E}), g_j), (\ell_2(\mathbf{E}), g_j)\) denote the binary inner products of \( g_j \) with the two binary label sequences \( \ell_1(\mathbf{E}), \ell_2(\mathbf{E}) \), which respectively denote sequences of bit flip and phase flip errors. These syndromes identify each of the two error label sequences \( \ell_1(\mathbf{E}), \ell_2(\mathbf{E}) \) as belonging to one of \(2^{(n-k)/2}\) cosets of the orthogonal code \( C^\perp \).

Two identical decoders may operate independently on each of these two syndrome sequences to determine the two error bit sequences of minimum Hamming weight in these respective cosets. If \( n - k \) is not too large, then this can be done by two table lookups in a table with \(2^{(n-k)/2}\) entries. Thus the decoding complexity is roughly twice the square root of the decoding complexity for a comparable quaternary code.

**Example B** (Seven-qubit Steane code [13]). There exists a \((7, 3)\) self-orthogonal linear block code \( C \) over \( \mathbb{F}_2 \), whose orthogonal code \( C^\perp \) is a \((7, 4, 3)\) linear Hamming code over \( \mathbb{F}_2 \). Thus there exists a \([7, 1, 3]\) CSS-type code. Decoding may be done by two table lookups in an 8-entry table.

**A. A simple rate-1/3, single-error-correcting CSS-type QCC**

In this section we will construct a rate-1/3 CSS-type convolutional stabilizer code with minimum Hamming distance \( d = 3 \) using Proposition B. That is, we will find a binary self-orthogonal rate-1/3 linear convolutional code whose orthogonal code has minimum distance 3.

Consider the binary rate-1/3 convolutional code \( C \) whose generators are as follows:

\[
\begin{array}{cccccccc}
... & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & ... \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & ... \\
\end{array}
\]

(or \( D^k(1 + D + D^2, 1 + D^2, 1), k \in \mathbb{Z} \), in \( D \)-transform notation). In other words, the classical rate is 1/3, and every generator is a shift by an integral number of blocks of a single basic generator \((..., 000, 111, 100, 110, 000,...)\). Thus \( C \) has a "memory" of two blocks (constraint length \( \nu = 2 \)).

Each generator is orthogonal to all generators under the usual binary inner product, so the code is self-orthogonal. The generators of the orthogonal rate-2/3 binary convolutional code \( C^\perp \) are the shifts of two basic generators (in \( D \)-transform notation, multiples by \( D^k \) of \((1, 1 + D, D) \) and \((D, D, 1)):

\[
\begin{array}{cccccccc}
... & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & ... \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & ... \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & ... \\
\end{array}
\]

It is easily verified that the minimum distance of \( C^\perp \) is \( d = 3 \).

Following Proposition B, we thus obtain from the binary self-orthogonal convolutional code \( C \) a CSS-type QCC of quantum rate \( 1/3 \) and minimum distance \( d = 3 \).

**B. Decoding algorithms**

We will discuss only decoding of bit flip errors; phase flip errors are corrected independently and identically.

For decoding of bit flip errors, we measure each generator \( g_j \) of \( C \) to obtain a sequence of binary syndromes \( s_j = (\ell_1(\mathbf{E}), g_j) \), the binary inner products of the generators \( g_j \) with the bit flip error label sequence \( \ell_1(\mathbf{E}) \), at a rate of one binary syndrome for each block.

Again, rather than VA decoding the 4-state trellis of the rate-2/3 code \( C^\perp \), we use a simple single-error-correction algorithm, as follows. As long as all syndromes are zero, we assume that no errors have occurred. Then, if a nonzero syndrome \( s_j \) occurs, we assume that a single error has occurred in one of the three bit flip bits in block \( j \); the error is characterized by a label 3-tuple \( e_j = (\ell_1(\mathbf{E}), g_j) \). The three possible weight-1 error 3-tuples \( e_j \) lead to the following bit flip syndromes:

\[
\begin{array}{c|cccc}
e_j & (s_{j+1}, s_{j+2}) \\
\hline
100 & (1, 1, 1) \\
010 & (1, 0, 1) \\
001 & (1, 0, 0) \\
\end{array}
\]

Since the three syndrome pairs \((s_{j+1}, s_{j+2})\) are distinct, we can map \((s_{j+1}, s_{j+2})\) to the corresponding single-error pattern \( e_j \) using a simple 3-entry table lookup, and then correct it.

We see that this simple algorithm can correct any single-error pattern \( e_j \), provided that there is no second error during blocks \( j \) through \( j + 2 \). The decoder synchronizes itself properly whenever a zero syndrome occurs, and subsequently can correct one error in every third block, provided that every errored block is followed by two error-free blocks.

2The stabilizer group \( S \) is actually generated by sequences of Pauli matrices that correspond to multiples of the above generators by \( \omega \) and \( \overline{\omega} \). Thus the generators of \( S \) are the shifts by an integral number of blocks of two basic generators, \((..., \overline{III}, XXX, XIX, XI, III,...)\) and \((..., III, ZZZ, ZII, ZZI, ZII, I,...)\). Note that these stabilizers affect only bit flip bits and phase flip bits, respectively.
C. Terminated and tail-biting block codes

For our normalizer code $C^\perp$, it turns out that a tail-biting termination after $N$ blocks results in no loss of minimum distance whenever $N \geq 5$. In particular, the following set of tail-biting generators generate a $(15, 10, 3)$ binary linear block code, which is the normalizer label code of a quantum $[15, 5, 3]$ CSS-type code:

\[
\begin{array}{cccccccccccccccc}
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{array}
\]

To decode this code, we can use the same simple decoding algorithm as for the corresponding convolutional code, but now on a “circular” time axis. If only a single error occurs, then the first syndrome 1 after two zeroes (on a circular time axis) identifies the 3-tuple block of the error, and the next two bits determine its position within the block, according to the 3-entry table above.

D. Error probability

Again, we estimate the decoding error probabilities for these codes when qubit errors are independent and have probability $p$. We do not take into account that, because of the independence of the two decoders, there are some weight-2 error patterns that can be corrected (e.g., $X$ and $Z$); this would yield a minor improvement in our estimates.

For the 7-qubit block code of Example B, a decoding error may occur if there are 2 errors in any block, so the error probability is of the order of $(\frac{3}{2})^2 = 21p^2$ per block, or per encoded qubit.

For the rate-1/3 convolutional code, for each 3-qubit block, a decoding error may occur if there are 2 errors in that block, or 1 in that block and 1 in the two subsequent blocks. The error probability is therefore of the order of $(3+3\cdot 6)p^2 = 21p^2$ per 3-qubit block, or per encoded qubit.

Finally, for the $[15, 5, 3]$ tail-biting block code, a decoding error may occur if there are 2 errors in a block of 15 qubits, so the error probability is of the order of $(\frac{15}{2})^2 = 105p^2$ per block, or $21p^2$ per encoded qubit.

Again, we conclude that the decoding error probability is very nearly the same for any of these codes, and is about twice that of the codes of Section II.

E. Discussion

Our CSS-type quantum convolutional code has rate 1/3, which is greater than that of any previous simple CSS-type single-error-correcting quantum code, block or convolutional. Our decoder only requires using a 3-entry table lookup twice. It is arguably simpler than that of Section II.

Our convolutional code rate and error-correction capability are comparable to those of a $[9, 3, 3]$ CSS-type block code. However, no $[9, 3, 3]$ CSS-type block code exists, since there exists no $(9, 6, 3)$ binary linear block code, by the classical Hamming bound.

Our tail-biting code is a $[15, 5, 3]$ CSS-type block code. A code with the same parameters may be obtained by shortening a $[31, 21, 3]$ CSS-type block code. However, such a shortened code would not have such a simple structure as our tail-biting code, nor such a simple decoding algorithm.

IV. Future work

Using the same code construction principles, we have found rate-1/3 $\mathbb{F}_4$-based and CSS-type codes with up to 1024 states and minimum distances up to 8. We expect to present further examples of such codes at the ISIT.
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