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Abstract

Sound externalization, or the perception that a sound source is outside of the head, is an intriguing phenomenon that has long interested psychoacousticians. While previous reviews are available, the past few decades have produced a substantial amount of new data. In this review, we aim to synthesize those data and to summarize advances in our understanding of the phenomenon. We also discuss issues related to the definition and measurement of sound externalization and describe quantitative approaches that have been taken to predict the outcomes of externalization experiments. Last, sound externalization is of practical importance for many kinds of hearing technologies. Here, we touch on two examples, discussing the role of sound externalization in augmented/virtual reality systems and bringing attention to the somewhat overlooked issue of sound externalization in wearers of hearing aids.
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This review is concerned with the perceptual externalization of auditory events, that is, the perception that a sound source is outside of the head. While the phenomenon of perceptual externalization already intrigued the pioneers of psychoacoustics (Weber, 1849), the majority of research on this topic came after the introduction of the binaural mode of sound presentation via headphones in the late 20th century. Most sounds originate from a physical source located outside of the head and, when received with open ears in the natural world, are generally perceived to be externalized. When sounds are presented diotically via headphones, however, the perception is generally that the sound images are inside the head, or internalized (Jeffress & Taylor, 1961). Occasionally, there can be a breakdown in externalization even for sounds presented via loudspeakers (Brimijoin et al., 2013; Plenge, 1974; Toole, 1970).

Durlach et al. (1992) reviewed the cues for externalization, motivated by the then relatively new technology of virtual auditory displays, for which the externalization aspect is crucial but easily disrupted. Blauert (1997, Chapter 2) also reviewed the evidence for several explanations of what he called “inside-the-head locatedness.” Since that time there has been a wealth of new empirical data collected, and our understanding of the factors driving sound externalization has advanced considerably. Moreover, the current pervasiveness of headphones and the emergence of many new kinds of ear-worn technologies (Carlile et al., 2017; Zeng, 2016) suggest that the broad relevance of this topic continues to grow.
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Motivated by these developments, in this review, we focus on recent advances in both basic and applied research on sound externalization. The review includes all of the psychoacoustical studies returned by searching the PubMed and Web of Science databases with keywords “sound” and “externalization,” as well as other relevant references identified via snowball sampling and personal knowledge where appropriate (Greenhalgh & Peacock, 2005). In this review, we first discuss the definitions of sound externalization and describe the different ways in which it is measured. Then, we summarize the physical and contextual cues contributing to the perception of externalized sounds. Finally, we discuss augmented and virtual reality (A/VR) applications that deal with realistic sound reproduction and review data related to the relatively overlooked issue of sound externalization in wearers of hearing aids.

**Defining and Measuring Externalization**

**The Challenge of Defining Externalization**

The main prerequisite for externalization is generally thought to be an “ear-adapted” signal (Plenke, 1974), meaning that a binaural signal will be externalized as long as it provides all of the cues that would be available to the ears in some natural listening situation, encompassing properties of the source, the listener, and the environment. However, a realistic binaural sound reproduction does not need to be indistinguishable from the natural one. To be perceived as realistic, the physical cues simply need to create a single impression that fits within a listener’s experiences and beliefs about the world. Thus, it is not surprising that externalization has been related to attributes such as convincingly, presence, and realism (e.g., Durlach et al., 1992; Hartmann & Wittenberg, 1996; Simon et al., 2016). Sound externalization has also been discussed in a related literature on “distal attribution,” which is concerned with how sensory experiences are referred to external objects rather than to the self (e.g., Loomis, 1992). The idea that sound externalization relies on a correspondence between the signals received by a listener and that listener’s expectations about the spatial attributes of the acoustic environment has a complementary form, which says that internalization is the result of a violation of expectations. These two ideas will be a recurring theme in the sections that follow and provide a unifying framework for understanding a number of seemingly disparate findings.

Another interesting debate around the definition of sound externalization concerns its relationship to auditory distance perception. Most commonly, sound externalization is assumed to share the same continuum as distance perception, whereby the center of the head represents the minimum possible distance of an auditory image. This overlap is strikingly clear in the interchangeable methods that have been used to measure each percept (see next section). Durlach et al. (1992, p. 251) state that externalization

\[ \ldots \text{is a matter of degree: a source can appear far outside the head, near the border between inside and outside the head, or well inside the head. Thus, externalization can be thought of as a crude representation of subjective distance.} \]

Similarly, Hartmann and Wittenberg (1996) interpreted the fact that they were able to systematically move a source from inside the head to outside as evidence for a continuous dimension that encompassed locations on both sides of the skull. From a physiological perspective, externalized sounds yield increased activity in the cortical area planum temporale (Callan et al., 2013; Hunter et al., 2003) that is known to be involved in distance perception (Kopčo et al., 2012).

Internalization may also represent a failure of distance perception. For example, it has been shown that a sound source located at a specific azimuth and near-field distance gives rise to a specific combination of binaural cues (Shinn-Cunningham et al., 2000). Thus, it follows that any stimulus presented with realistic binaural cues should produce an externalized percept with a specific azimuth and distance. One possibility is that sounds with unnatural cue combinations, because they cannot be mapped to any real external source location, tend to be internalized. While compelling, this idea has not been explored in detail.

Despite the general intermingling of perceived distance and degree of externalization, it remains a possibility that they represent distinct dimensions. Certainly, externalization has a clear dependence on binaural cues (as will be discussed later), while distance perception is dominated by monaural cues (for reviews, see Kolarik et al., 2016; Zahorik et al., 2005). Moreover, distance perception has been commonly studied under conditions in which externalization is known to be weak (e.g., a frontal source or diotic listening), suggesting that distance judgments are possible for poorly externalized (or even internalized) sources (e.g., Bidart & Lavandier, 2016; Kopčo et al., 2020). There are also reports that poor externalization tends to be accompanied by perceptual changes beyond reductions in distance, such as diffuse-ness or split images (e.g., Catic et al., 2013; Cubick et al., 2018; Hartmann & Wittenberg, 1996; Hassager, Wiinberg, et al., 2017). Hence, it remains unclear whether externalization and distance perception are distinct or whether they form part of the same continuum. What is clear is that it is difficult to disentangle them based on most of the common experimental approaches.
Approaches to Measuring Externalization

While a handful of studies have examined sound externalization using stimuli presented over loudspeakers, the majority of studies have used stimuli presented over headphones, or a combination of these two. Headphone studies commonly make use of virtual auditory space techniques based either on head-related transfer functions (HRTFs), describing the acoustic filtering of a listener’s pinnae, head, and body, or binaural room impulse responses (BRIRs), which additionally include the acoustics of the listener’s environment.

Sound externalization has been quantified using a variety of psychophysical tasks. A simple method is to ask listeners to give a binary judgment indicating whether a sound image is perceived to be inside the head or outside the head (e.g., Brimijoin et al., 2013; see Figure 1A). More indirectly, listeners can be asked to discriminate between sounds presented under two different conditions, one in which the sounds should be fully externalized and one in which externalization may be disrupted to various degrees (Hartmann & Wittenberg, 1996; Kulkarni & Colburn, 1998). The most common method is to provide a continuous externalization scale (see Figure 1B), in which one end point of the scale is the center of the head and the other end point is some fixed distance in external space, often marked via a silent reference loudspeaker (e.g., Catic et al., 2013; Gil-Carvajal et al., 2016; Hartmann & Wittenberg, 1996; Hassager et al., 2016; Kim & Choi, 2005). However, a wide variety of labels have been used with continuous scales, especially for intermediate locations on the scale. For example, Catic et al. (2013, 2015) used terms only related to distance (“closer to me,” “closer to the loudspeaker”), whereas Hartmann and Wittenberg (1996) also included compactness (“very diffuse”) and mislocalization (“at the wrong place”) in their 4-point scale. Continuous scales in inches have also been used (Begault & Wenzel, 1993; Begault et al., 2001). Others did not refer to distance and did not provide intermediate labels but asked the participants to give a continuous rating ranging from “perceived inside the head” to “completely externalized” (Boyd et al., 2012; Leclère et al., 2019). Relative scales derived from ranking orders have been used as an alternative approach to direct scaling (e.g., Yuan et al., 2017). As a more multi-dimensional approach to evaluate spatial perception, Toole (1970) asked listeners for ratings of the direction and distance of externalized sources and for the percentage of the total sound that is located inside the head for internalized images. A related approach is to let listeners sketch sound source positions using a template that includes the head and some reference points in external space (e.g., Cubick et al., 2018; Hassager, May, et al., 2017; Hassager, Wiinberg, et al., 2017; Robinson & Xiang, 2013), although this approach has not been extended to include a quantification of the degree of externalization based on the sketches.

It is worth noting that some methods may introduce errors or biases that can affect the conclusions that are drawn and complicate comparisons across conditions and studies. Take for example a study in which sounds are presented from the front and from the side, under conditions in which externalization is expected to vary. In this case, the frontal sounds will likely collapse to the center of the head, whereas the lateral sounds will likely collapse to the ipsilateral ear (see Figure 1C). If the same continuous externalization scale is used for both cases, with the center of the head as an end point, a listener may not be inclined to give a rating of zero for the lateral sounds, which may introduce a bias toward higher externalization ratings. Another issue concerns the use of a visual reference, such as a loudspeaker, as is commonly used. If listeners are asked to judge externalization using such a reference, their judgments may be influenced by characteristics of the sound image such as its precise location in extrapersonal space. For example, a binaural signal that preserves externalization but distorts perceived distance may never be given a “perfect”

---

Figure 1. Sound externalization (A) as a binary decision, (B) as a continuum, and (C) depending on lateral position.
externalization rating even if is clearly perceived outside of the head (Leclère et al., 2019). The influence of visual information is discussed further below. Another issue with some approaches is that response averaging (by the listener or the experimenter) can result in the misrepresentation of well-externalized but spatially ambiguous sound images (Durlach et al., 1992; Werner et al., 2016). For example, in the sketching paradigm, if participants experience front-back confusions and their sketches depict a location in front on some trials but a location in the back on other trials, averaging may give the impression of a larger image with a more internalized center.

Cues for Externalization

Acoustic Cues in the Direct Sound

One line of research on this topic has concentrated on the perception of sounds presented in anechoic space, or under experimental conditions in which the influence of reverberation is largely factored out. While somewhat artificial, the anechoic case has proven to be quite informative because externalization breaks down easily and is sensitive to various stimulus manipulations. A basic observation that has been made under these conditions is that externalization is most robust when there is a difference between the ears. Specifically, sound sources located close to the median plane, where interaural differences are small, are more likely to be internalized than those located off to the side, where interaural differences are larger (e.g., Begault & Wenzel, 1993; Brimijoin et al., 2013; Kates et al., 2018; Kim & Choi, 2005; Leclère et al., 2019). In-the-head localization is also more prevalent when noise is presented from multiple loudspeakers, thus creating a more diffuse sound field with reduced interaural differences (Toole, 1970). Figure 2 shows data from three studies that obtained externalization ratings as a function of sound source azimuth (Brimijoin et al., 2013; Kates et al., 2018; Leclère et al., 2019). There is a clear tendency for externalization ratings to increase with sound source laterality. The tendency for greater externalization with more lateral sources may arise in part because of the response bias mentioned earlier (see Figure 1C), although there is no direct evidence for this. Another way to understand these effects is in terms of near-field distance perception (Shinn-Cunningham et al., 2000). Specifically, while unique combinations of interaural time difference (ITD) and interaural level difference (ILD) correspond to off-midline sources at different distances (i.e., external locations), no such unique mapping exists when the ITD and ILD are close to zero. It is possible that this ambiguity causes distance perception to break down (and lead to internalization) more frequently for sources near the midline.

Hartmann and Wittenberg (1996) used a headphone synthesis technique to examine the role of binaural cues in sound externalization. By imposing natural combinations of ITD and ILD on harmonic complexes presented over headphones, they were able to create virtual sounds that were indistinguishable from loudspeaker-produced sounds. Then, they manipulated the binaural cues and examined the effect on both discrimination and externalization, after controlling for any changes in horizontal position. They reported an increase in listeners’ ability to discriminate real from virtual sources when ITDs and ILDs deviated from their natural values, and externalization ratings showed a large proportion of in-the-head responses in the extreme cases of ITDs and ILDs corresponding to opposite sides of the head. They further

Figure 2. Mean externalization ratings from three studies showing the tendency for increased externalization with sound source laterality. Brimijoin et al. (2013, N = 11): Ratings correspond to the proportion of externalized responses obtained using a binary judgment and are averaged across fullband and lowpass conditions. Small head movements were allowed, and the sources were either fixed in azimuth (“world-fixed”) or moved along with the head movements (“head-fixed”). Kates et al. (2018, N = 20): Ratings were obtained using a 100-point scale with visual references and are shown separately for anechoic and reverberant conditions. Leclère et al. (2019, N = 21): Ratings were obtained using a continuous percentage scale with eyes closed and are shown separately for anechoic and reverberant conditions (the latter averaged across four rooms). Error bars show standard errors of the mean.
concluded that ITDs contributed to sound externalization for frequencies below 1 kHz, while ILDs contributed at all tested frequencies.

Hartmann and Wittenberg also suggested that a natural spectral shape at the ear was important to achieve full externalization, implicating pinna cues in addition to plausible binaural cues. This idea was examined more closely by Boyd et al. (2012), who obtained externalization ratings for speech presented in a sound-treated classroom. They showed that externalization ratings were reduced by mixing HRTF-filtered stimuli with equivalent stimuli measured using a pair of microphones with the head absent (i.e., containing ITDs but no head or pinna-related cues). By spectrally smoothing the HRTFs, Kulkarni and Colburn (1998) suggested that fine spectral details are not critical for broadband noises to be convincingly externalized. On the other hand, Baumgartner et al. (2017) spectrally flattened the HRTFs at the two ears systematically and showed that sound images gradually collapsed toward the head. Hassager et al. (2016) also showed that spectral smoothing of the direct parts of BRIRs, which roughly correspond to free-field HRTFs, degraded the externalization of band-limited noises (< 6 kHz). Li et al. (2019) replicated the basic results of Hassager et al. and demonstrated that spectral detail in the direct sound at the ipsilateral ear became increasingly important (relative to the contralateral ear) for more laterally located sound sources. An illustration of the effects of spectral smoothing and spectral flattening on HRTFs is provided in Figure 3.

The effect of modified spectral cues can also be related to the problem of individualization of HRTFs. Nonindividualized HRTFs, such as those measured on a dummy head or on another person, usually do not resemble a listener’s own HRTFs, and in that sense stimuli derived from them are not natural or ear-adequate. A handful of studies have examined whether the individualization of HRTFs is critical for an externalized percept, with somewhat inconsistent conclusions. Kim and Choi (2005) reported that a few of their listeners benefited from HRTF individualization for the externalization of broadband noises. Consistent improvements in externalization were reported by Werner et al. (2016) when BRIRs were individualized versus generic, especially for the poorly externalized midline locations (which were also prone to front-back confusions). While they did not include individualized HRTFs, Simon et al. (2016) established that listeners perceive differences in externalization between different nonindividualized HRTFs. On the other hand, Begault et al. (2001) found no significant difference between externalization ratings of speech stimuli for individualized or generic HRTFs. Using noise stimuli presented in a number of reverberant rooms, Leclère et al. (2019) also found no effect of individualization of BRIRs on externalization. Taken together, the evidence suggests that listener-specific spectral cues may not be critical for externalization in more realistic listening situations.

### Reverberation-Related Cues

Reverberant sounds are more likely than anechoic sounds to be perceived as externalized (e.g., Begault et al., 2001; Leclère et al., 2019; Toole, 1970). Figure 2 shows externalization ratings obtained under anechoic and reverberant conditions in two different studies (Kates et al., 2018; Leclère et al., 2019). Interestingly, a comparison of these two data sets reveals a remarkable correspondence between ratings obtained under similar conditions but using different scales and different subject groups. Other studies using truncated BRIRs suggest that externalization is improved with the inclusion of up to 80 ms of the reverberant tails, with no further improvement for longer tails (e.g., Begault et al., 2001; Catic et al., 2015). It has also been suggested that high-frequency sounds are less well externalized than low-frequency sounds (e.g., Levy & Butler, 1978) because high-frequency energy is better absorbed by a room, resulting in less reverberation.

Studies investigating the role of pinna cues concluded that spectral detail in the reverberant sound is less important for externalization than spectral detail in the direct sound (Hassager et al., 2016; Jiang et al., 2020). On the other hand, many studies have shown that binaural information in the reverberant signal is critical for externalization. Catic et al. (2015) found that presenting the reverberant part of their speech signals diotically caused a clear reduction in externalization ratings. Similarly, Leclère et al. (2019) suggested that reverberation only improves externalization when it creates interaural differences; adding diotic reverberation had very little effect on externalization ratings. The results of Catic et al. (2015) further suggest that binaural cues from reflections are more important for externalization when the direct sound itself contains only weak binaural cues (e.g., frontal sources) and less important when the direct sound contains larger interaural differences (e.g., lateral sources).

Another focus of research has been to understand specifically which binaural cues are responsible for the externalization of reverberant sounds. While early studies highlighted the importance of ITDs (e.g., Levy & Butler, 1978), the focus in more recent studies has been on ILDs and interaural coherence (IC). For example, Catic et al. (2013) used BRIRs to understand the binaural cues contributing to the externalization of speech presented in a room. Their data suggested that fluctuations over time in the interaural cues may be critical. For sounds with energy higher than 1 kHz, they showed...
qualitative correspondence between the standard deviation of ILDs across time and externalization ratings. In a second study, using a broader range of conditions and stimuli, Catic et al. (2015) concluded that temporal variations in both ILDs and IC could drive externalization ratings. Leclère et al. (2019) also found a good correspondence between externalization ratings and IC fluctuations (but also overall IC) in their stimuli. Li et al. (2018, 2019) investigated these cues further by selectively modifying the BRIR of the ipsilateral or contralateral ear (by truncating or attenuating the reverberant energy). They showed that, for a lateral sound source, externalization is particularly dependent on the characteristics of the reverberation reaching the contralateral ear, where fluctuations are in general larger. Although the effect of reverberation on externalization is robust, it is still the case that the received signals must be plausible, natural, and consistent with the listener’s expectations for full externalization. Early studies suggested that externalization can break down if the received signals do not match the listener’s “stored information” about a room (Plenge, 1974), and in audio engineering, a similar phenomenon has been referred to as the “room divergence effect” (e.g., Klein et al., 2017; Werner et al., 2016).

Multimodal Factors: Head Movements and Vision
Dynamic listening situations are far more common than static situations in real-world listening due to the movement of sound sources and/or the listener. Behavioral experiments support the idea that head movements are essential for accurate sound localization and especially for resolving front from back (Brimijoin & Akeroyd, 2012; Wallach, 1940; Wightman & Kistler, 1999). Similarly, a sound source that moves relative to the head during head rotation is likely to be perceived as externalized, even if pinna-related information is absent (Loomis et al., 1990). Conversely, a source that “follows” the head is likely to collapse and be internalized, independent of whether headphones or loudspeakers are used for presentation (Brimijoin et al., 2013). Figure 2 provides a direct comparison between a listening condition with sound sources following the head movements (“head-fixed”) and sound sources that stay in place when the head moves (“world-fixed”).

Figure 3. Effects of spectral smoothing methods on an example HRTF at 60° azimuth. Top row: monaural spectrum at the ipsilateral ear. Bottom row: difference between the left- and right-ear spectra (or the ILD). Spectral representations were obtained by filtering the impulse response with a gammatone filter bank (Lyon, 1997) and calculating the root mean square amplitude within each band. Left column: smoothing according to Hassager et al. (2016) where $B$ is the spectral smoothing bandwidth relative to one ERBN (Glasberg & Moore, 1990). Right column: smoothing according to Baumgartner et al. (2017) where $C$ is a scaling factor that is applied to spectral magnitudes. Gray-shaded areas indicate frequency ranges not tested in the respective experiments. The HRTF is from subject S01 in Baumgartner et al. (2017). ILD = interaural level difference.
Interestingly, it has also been reported that the improvement in externalization afforded by dynamic cues can persist in time beyond the dynamic exposure (Hendrickx et al., 2017b). The fact that head movements provide a larger benefit for centrally located sounds (Brimijoin et al., 2013; Hendrickx et al., 2017b) suggests that the benefit may come from access to binaural differences that support externalization. The finding that self-initiated movements enhance externalization more than source movements (Hendrickx et al., 2017a) further suggests that active control and the related sensory predictability are important.

Vision is another modality that is well known to influence auditory spatial perception (e.g., Jones & Kabanoﬀ, 1975; Majdak et al., 2010) and may also affect externalization. It has been speculated that a contributing factor to the breakdown of externalization during headphone presentation might be the lack of congruent visual information supporting the existence of an externalized sound source. To test this idea, Werner et al. (2016) used BRIRs to present simulated target sounds at various locations around the listener in two different rooms. They reported an average increase in externalized ratings in a group of listeners who could see the simulated room and loudspeakers compared with a group of listeners who were tested in darkness. Udesen et al. (2015) and Werner et al. (2016) examined the effect of incongruent visual information about the listening environment. They simulated target sounds in one room and measured externalization of these sounds while participants were situated in the same room, or in a different room. They found reductions in externalization ratings in the incongruent room. Similarly, Gil-Carvajal et al. (2016) found reduced externalization ratings for speech when the playback room did not match the simulated room. They divided their participants into two groups: One group had visual awareness, and the other group had auditory awareness of the testing room. Specifically, the “visual” group could see the room but were given no sounds besides the test stimuli. The “auditory” group were blindfolded but could hear a loudspeaker emitting bursts of noise. By comparing these groups, they concluded that externalization responses were primarily aﬀected by incongruent auditory cues obtained in the playback room, not the visual impression of the room. Together, these results are compatible with the idea that externalization is most robust when all of the available cues are consistent with the perceiver’s expectations; incongruencies within or across modalities increase the chances of a breakdown in externalization.

Models of Sound Externalization

Our understanding of sound externalization is closely linked with the concepts of sound localization. Plenge (1972) introduced a conceptual model of sound localization that consists of a long-term memory and a short-term memory. The long-term memory is very slowly adaptive and stores listener-speciﬁc, context-independent localization cues such as spatial maps of ITDs, ILDs, and spectral shapes related to the filtering properties of the head and pinnae. In Plenge’s model, the short-term memory is quickly adaptive and represents context-dependent information about the sound source and the room such as visual information, motion trajectory, source intensity, and reverberation. He further concluded that externalization mainly relies on how well the currently accessible cues match the listener’s expectations based on short-term memory; only under conditions in which there is insufﬁcient contextual information do matches with long-term memory representations become important. Many recent ﬁndings on sound externalization, reviewed in this paper, are consistent with this conceptual model.

Current quantitative approaches build on Plenge’s concept that signals providing inconsistencies with natural or stored information (or templates) tend to disrupt externalization. Figure 4 illustrates the basic structure of these template-based models. Hassager et al. (2016) proposed a model evaluating the deviation of spectral ILD proﬁles from those present in a reference signal. This model was motivated by their experiment using spectrally smoothed BRIRs (described earlier). They showed that spectral smoothing led to larger ILD deviations, and thus to predictions of more internalization, in line with the experimental results. This raises the possibility that some of the other monaural eﬀects that have been reported may have interaural explanations. The bottom panels of Figure 3 illustrate this point for the spectral smoothing and spectral ﬂattening methods of Hassager et al. (2016) and Baumgartner et al. (2017). Because these methods are applied independently to the two ears, what results is a change in the ILD spectrum relative to the unprocessed case. Recently, Baumgartner and Majdak (2020) applied the ILD deviation metric and other metrics to a larger number of experiments (Baumgartner et al., 2017; Boyd et al., 2012; Hartmann & Wittenberg, 1996; Hassager et al., 2016). The metrics included monaural and interaural spectral proﬁles, monaural and interaural spectral variance, IC, and inconsistencies between ITD and ILD. They concluded that a model that jointly assesses deviations in both monaural and interaural spectral proﬁles from the natural/unprocessed case could most reliably account for externalization ratings obtained under anechoic (or near-anechoic) conditions. Moreover, their simulations suggest that externalization ratings across experiments are based on a static—not dynamic—combination of those cues. One implication of this is that adaptation eﬀects would reﬂect updated templates rather than changes in the weighting of diﬀerent cues.
A related approach has also been applied to externalization data collected under reverberant conditions. Building on the observations made by Catic et al. (2013, 2015), Li et al. (2018) formalized a quantitative model based on temporal fluctuations in the ILD and IC. This model consists of auditory peripheral filtering and the calculation of binaural cues within 20-ms segments. The standard deviation across segments, averaged across frequency channels, produces a single metric that can be mapped to externalization scores. The model simulations based on either ILD or IC provided reasonable predictions of the average externalization ratings from their experiment in which the BRIRs were truncated at the ipsilateral or contralateral ear or both (described earlier).

Externalization and Hearing Technologies

A/VR Systems

One of the major goals of A/VR systems is to create virtual environments that are perceived as realistic. A/VR has applications in communications, entertainment, gaming, and architecture (e.g., Jeon & Jo, 2019; Vorländer, 2020). While historically the emphasis in A/VR systems has been on the visual display, the audio component is gaining more and more attention. Moreover, acoustic A/VR systems are now in widespread use for a variety of applications (Xie, 2013). In many A/VR systems, however, technical sacrifices degrade the quality of sound reproduction. The achievable quality has been described in a variety of different ways. For example, Carlile (1996, p. 226) writes about “creating realistic environments that give users a feeling of being present in the created location.” Lindau and Weinzierl (2012, p. 804) used “plausibility” to describe “the perceived agreement with the listener’s expectation towards a corresponding real acoustic event.” These kinds of descriptions capture a complex combination of attributes that naturally includes sound externalization.

A/VR systems can rely on loudspeaker-based sound reproduction or on personal sound delivered by headphones or earphones. Most loudspeaker-based A/VR systems consist of many stationary loudspeakers, each of which represents a sound source that is stationary in space and thus usually can be well externalized (e.g., Brimijoin et al., 2013; Seeber et al., 2010). Wavefield synthesis and Ambisonics are sound field reproduction approaches that can be used for spatially continuous representations (Spors et al., 2013), and methods have been proposed to improve perceived externalization in such systems (Miller & Rafaely, 2019). Other loudspeaker-based A/VR systems aim to provide a dedicated binaural signal to the listener by canceling the cross talk in the acoustic paths between the individual loudspeakers and the listener’s individual ears (e.g., Akeroyd et al., 2007). However, even small deviations in this process yield artifacts that distort the monaural spectral cues, clearly degrading sound-localization performance (Majdak et al., 2013) and likely also disturbing externalization.

A/VR systems relying on personal sound devices can more accurately deliver binaural signals to the listener’s ears. When done correctly, static virtual sources created using listener-specific HRTFs cannot be distinguished from real sources (Hartmann & Wittenberg, 1996; Langendijk & Bronkhorst, 2000), implying that externalization can be captured along with many other characteristics. However, maintaining externalization under dynamic conditions brings extra challenges. To avoid a breakdown of externalization, virtual sounds must be consistent with expectations built upon proprioception, which includes appropriate changes in location with no perceivable latency (e.g., Brimijoin et al., 2013; Brungart et al., 2005). Moreover, room acoustics must be simulated appropriately (Gil-Carvajal et al., 2016; Savioja et al., 1999), and a particular challenge for AR systems is how to provide reverberant sounds that are perceptually consistent with the real environment.

Despite the various challenges, it is now possible to achieve well-externalized sound reproduction in
laboratory-based A/VR systems, and recent consumer products are available that incorporate externalized audio (e.g., Microsoft HoloLens, Facebook Reality Labs’ Oculus products, Sony 360 Reality Audio, Genelec Aural ID). Another promising application of acoustic VR systems is in the assessment of hearing aids and cochlear implants, where it may be useful for the listener to be immersed in the kinds of environment they are likely to encounter in everyday life (e.g., Kressner et al., 2018; Oreinos & Buchholz, 2015; Pausch et al., 2018).

**Hearing Aids**

A topic that has received surprisingly little attention in the literature is how hearing aids, which are worn on the ears and clearly interrupt the natural sound path, affect sound externalization. Anecdotal reports of internalized sound images are common in hearing-aid wearers, especially when first fit, although there is a scarcity of empirical data. Externalization is addressed in the commonly used Speech, Spatial and Qualities of Hearing Scale (SSQ; Gatehouse & Noble, 2004), a questionnaire used to assess real-life impairment and disability in listeners with hearing loss. One item reads, “Do the sounds of things you are able to hear seem to be inside your head rather than out there in the world?” and respondents give ratings on a continuous scale from 0 (Inside my head) to 10 (Out there). In a study that administered the SSQ to a large number of hearing-aid users (Noble & Gatehouse, 2006), a disruptive effect of hearing aids on externalization was confirmed, with lower scores for unilateral fittings relative to unaided, and for bilateral fittings relative to unilateral fittings.

The reason why hearing aids can cause internalization is not entirely clear. Because many hearing-aid earmolds result in a (fully or partially) blocked ear canal, one possibility is that internalization is related to the occlusion effect. The occlusion effect most often refers to a change in the perception of one’s own voice and other internally generated sounds with blocked ear canals (Dillon, 2012). It is possible, though, that external sounds are also affected and that the occlusion effect may reflect a general change in one’s sense of connection to the environment. Indeed the developers of the SSQ note that the item on internalization was included precisely because hearing-aid earmolds cause occlusion. Open earmolds have been studied for their potential beneficial effects on localization (e.g., Byrne et al., 1996, 1998), but there are no rigorous studies of externalization for different earmold fittings. A pertinent footnote can be found in Byrne et al. (1998, p. 71):

Our personal observations from wearing closed earmolds and earplugs are that sounds often do not seem “out there” in their true locations. Furthermore, some of the hearing-impaired listeners in previous experiments have commented on greater externalization of sounds when changing from closed to open earmolds. However, the issue of externalization has not been studied and warrants investigation.

Somewhat surprisingly, a recent review of open versus closed fittings did not mention sound externalization (Winkler et al., 2016).

Another possibility is that hearing aids disrupt externalization by distorting the binaural cues received by the wearer. There are a number of ways in which hearing-aid processing may distort ITDs and ILDs (Brown et al., 2016; Dillon, 2012). The reason why such distortions would compromise externalization is not clear, although unnatural combinations of ITD and ILD may be a factor. Wiggins and Seeber (2012) provided evidence for this idea using the example of fast-acting dynamic-range compression. In their study, normally hearing listeners rated the perceived externalization of various anechoic stimuli using a questionnaire item similar to the SSQ item described earlier. Externalization ratings were reduced when compression was active (relative to those for unprocessed stimuli), an effect that the authors attributed to a reduction in ILDs and the resulting conflict with the undistorted ITD cues. It is not clear if similar effects would be observed for slow-acting compression or for listeners with hearing loss. Hassager, Winberg, et al. (2017) showed that the primary effects of fast-acting compression on reverberant stimuli were an increased level of the reverberation relative to the direct sound and a reduced IC. They argued that these physical distortions drove various perceptual distortions (including split/broad images and some instances of internalization) that were experienced by their normally hearing and hearing-impaired listeners. It has also been noted that hearing-aid compression can have particularly complex and unpredictable effects on binaural cues when the listener’s head is moving (Brimijoon et al., 2017); in this case, a disruption of self-motion cues may further compromise externalization with hearing aids.

Externalization may also be affected by the placement of the microphone in some hearing aids. For example, in behind-the-ear hearing aids, the microphone is located above the pinna and cannot capture natural pinna-related spectral information. As discussed earlier, this may compromise externalization, and some evidence for this was provided by Boyd et al. (2012) for normally hearing listeners. Microphone placement is also one of the possible explanations for the spatial distortions (including poor externalization) reported by Cubick et al. (2018) for normally hearing listeners fitted with behind-the-ear devices. On the other hand, the impact
of spectral cue distortions may be tempered for hearing-impaired listeners who often have limited audibility in the relevant high-frequency regions. Also, many negative effects of hearing aids (including distortions of spatial perception and externalization) may decline after a period of exposure as listeners calibrate to the altered cues or simply acclimatize to the acoustical changes. This general point has been made previously as it also applies to the internalization associated with headphones (Durlach et al., 1992; Plenge, 1974) and nonindividualized HRTFs (Mendonça et al., 2013).

Finally, it is worth mentioning several recent studies that have explored methods for adding realistic externalization cues (via HRTFs and room reverberation) to hearing-aid signals that would otherwise be internalized (Courtois et al., 2019; Kates et al., 2018, 2019). This line of work demonstrates the importance that hearing-aid wearers and hearing-aid manufacturers place on natural, externalized sound images.

Conclusions and Areas for Further Research

The main goal of this article was to provide an up-to-date review of the topic of sound externalization. We intentionally focused on recent studies that have provided new insights since previous reviews (Blauert, 1997; Durlach et al., 1992). These recent studies continue to provide support for the long-held idea that sound externalization relies on the signals received at the ears meeting the listener’s expectations based on their past experiences and the current context. These studies also confirm the generally positive impact of reverberation on sound externalization and suggest that the binaural properties of the reverberation are particularly important. Other results suggest that pinna-related spectral cues are important for externalization, although their individualization is less critical in reverberant environments. Recent studies have also considered the contribution of visual information and of dynamic cues related to self-motion, concluding that externalization can be compromised if these cues are implausible or inconsistent with other cues.

Another goal of the article was to briefly review the current state of A/VR systems with respect to sound externalization, as these systems depend on providing convincing sound images as one factor in creating a realistic and immersive experience. The research covered in this review suggests that reverberation and plausible self-motion cues are key considerations for a compelling sense of externalization, while personalized HRTFs and congruent visual information may strengthen the illusion in some circumstances. Of course, the interaction of these factors is complex, and it is simply not possible to provide fixed guidelines for determining their priority. However, research in this area is expected to continue at a fast pace as the challenges associated with wearable systems for consumer products are met.

A final goal of the article was to bring to attention the issue of sound externalization in hearing-aid wearers. We reviewed the evidence suggesting that hearing aids can disrupt sound externalization and explored the potential explanations for this disruption. We believe this is an important area for future research, which has implications not only for hearing aids but also for other devices that interrupt the natural sound path (hearing protectors, earphones, hearables, etc.).

Many open questions remain, for which further investigations would be useful. For example, the relationship between externalization and distance perception remains difficult to clarify given that current experimental approaches confound them. Also, recent studies using audiovisual environments have raised intriguing questions about the influence of context on sound externalization. A topic that was not addressed explicitly but was apparent from reviewing the literature is that there can be extremely large individual differences in externalization percepts (e.g., Baumgartner et al., 2017; Catic et al., 2015; Hartmann & Wittenberg, 1996; Kim & Choi, 2005; Udesen et al., 2015). It would be of great interest to understand the individual factors driving these differences. Another important area for future research concerns how temporal factors such as adaptation affect sound externalization; more insight on that topic would be particularly informative as it relates to training and acclimatization with hearing technologies. Finally, while quantitative approaches for explaining the degree of externalization have recently emerged, it seems clear that more empirical data will be needed to move toward a predictive model that takes into account acoustical parameters of both the direct and reverberant sounds, information from other modalities, individual factors, and adaptation.
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