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Abstract

We combine the Santa Cruz semianalytic model (SAM) for galaxy formation and evolution with the circumgalactic medium (CGM) model presented in Faerman et al. to explore the CGM properties of $L^*$ galaxies. We use the SAM to generate a sample of galaxies with halo masses similar to the Milky Way (MW) halo, $M_{\text{halo}} \approx 10^{12} M_\odot$, and find that the CGM mass and mean metallicity in the sample are correlated. We use the CGM masses and metallicities of the SAM galaxies as inputs for the FSM20 model and vary the amount of nonthermal support. The density profiles in our models can be approximated by power-law functions with slopes in the range of $0.75 < a_n < 1.25$, with higher nonthermal pressure resulting in flatter distributions. We explore how the gas pressure, dispersion measure, $\text{OVI}$, $\text{O}{\text{VIII}}$, and $\text{MgX}$. The combination of different MW CGM observations favors models with similar fractions in thermal pressure, magnetic fields/cosmic rays, and turbulent support and with $M_{\text{CGM}} \sim (3-10) \times 10^3 M_{\odot}$. The MW $\text{OVI}$ column is $t_{\text{cool}}/t_{\text{dyn}} \approx 4$, independent of the gas distribution. The AGN jet-driven heating rates in the SAM are enough to offset the CGM cooling, although exact balance is not required in star-forming galaxies. We provide predictions for the column densities of additional metal ions—$\text{N V}$, $\text{Ne VIII}$, and $\text{Mg X}$.

Unified Astronomy Thesaurus concepts: Circumgalactic medium (1879); Galaxy structure (622); Quasar absorption line spectroscopy (1317); Galaxy formation (595); Milky Way formation (1053); Galactic and extragalactic astronomy (563); Galaxy evolution (594); Milky Way evolution (1052)
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1. Introduction

Spitzer (1956) used indirect evidence to infer that the Milky Way (MW) disk is embedded in a halo of diffuse warm/hot gas, at $T \sim 10^6$ K. Bahcall & Spitzer (1969) suggested that extended ($\sim 100$ kpc) “corona” around other galaxies could explain the absorption features detected in QSO spectra. Analytic calculations and numerical simulations of galaxy formation also predict the existence of hot coronae around massive galaxies (Bregman 1980b; Cen & Ostriker 1999; Birnboim & Dekel 2003). This circumgalactic medium (CGM) connects the large-scale cosmic web with the galaxies residing at the centers of the dark matter halos. Matter accreting onto halos moves through the circumgalactic volume before it reaches the galaxy, where it can fuel star formation. Galactic feedback, both from stellar processes and from the central supermassive black hole (SMBH), ejects gas and metals into the CGM (Kereš et al. 2009; Nelson et al. 2015; Marasco et al. 2015). This matter may reaccrete back onto the galaxy (Bregman 1980a; Bertone et al. 2007; Marinacci et al. 2011), be deposited in the CGM for extended periods of time, or get ejected completely back to the intergalactic medium (IGM), enriching it with metals (Cen & Ostriker 2006; Nelson et al. 2018b). The CGM influences the evolution of the galaxy and its environment and is itself shaped by feedback processes taking place within galaxies. It is thus a critical component of galactic systems (Tumlinson et al. 2017).

Recent observations reveal a wealth of information about the CGM, showing that it is extended, is highly multiphase, and contains a significant reservoir of gas and metals (Tumlinson et al. 2011; Werk et al. 2014; Peebles et al. 2014; Werk et al. 2016; Prochaska et al. 2017; Burchett et al. 2019). However, even for a well-studied galaxy like our own MW, there is still debate about the exact values of the CGM basic properties, such as the gas and metal masses, temperature, and their distributions with radius (Fang et al. 2013). These are interesting since they can inform us about the physical processes shaping this diffuse component—e.g., galactic winds and outflows (Sarkar et al. 2015; Fielding et al. 2017; Li & Bryan 2020; Schneider et al. 2020), thermal instabilities (McCourt et al. 2018; Liang & Remming 2020), metal diffusion and mixing, magnetic fields (Sparre et al. 2020; van de Voort et al. 2021), and cosmic rays (CRs; Butsky et al. 2020; Ji et al. 2020).

Pandya et al. (2020) have shown that the CGM provides a powerful means of discriminating between and constraining feedback processes, so the rapidly accumulating archive of observations is a critical resource that should be exploited to...
better constrain theoretical models. However, predicting observables from currently available models and simulations is not straightforward. The CGM has been studied in numerical cosmological hydrodynamic simulations and here also shows great thermodynamic and kinematic complexity (Nelson et al. 2016; Gutcke et al. 2017; Oppenheimer et al. 2018; Hafen et al. 2019; Fielding et al. 2020b). The multiscale physical processes affecting galaxy formation require a high dynamic range, resulting in high computational costs and limited spatial resolution in the CGM (Peeples et al. 2019; Hummels et al. 2019; van de Voort et al. 2019). Small-scale processes, such as star formation and stellar and AGN-driven feedback, are often implemented using subgrid models. However, uncertainties in our understanding of these processes and their coupling to the large-scale structure and evolution of the CGM add to the challenge of numerical experiments (for reviews see Somerville & Davé 2015; Naab & Ostriker 2017). These numerical techniques are typically too expensive to carry out a systematic study of a cosmologically representative sample of many halos, or to explore the implications of adopting different physical ingredients or subgrid recipes.

Semianalytic models (SAMs) provide another powerful tool to study galaxy formation in a cosmological context (e.g., Kauffmann et al. 1993; Somerville & Primack 1999; Cole et al. 1994). For a review of more recent work with SAMs, see Somerville & Davé (2015). These are set within cosmological “merger trees,” which describe the formation histories of the underlying dark matter halos, and use a set of coupled ordinary differential equations and empirical prescriptions to self-consistently describe the key processes governing galaxy evolution, including accretion of gas onto galaxies, star formation, metal enrichment, and feedback. Another advantage of these models is their low computational cost, allowing flexibility by trying different parameter values and physics prescriptions. Up to now, SAMs have been calibrated and tested using mainly UV–optical observations that probe the stellar mass content and recent star formation history of galaxies (e.g., Somerville et al. 2008, 2015, 2021) or submillimeter/radio observations that probe the cold interstellar medium (ISM) content (Popping et al. 2014, 2019). Predictions for the CGM are usually not even presented, and to our knowledge there is currently no published work that attempts to make a direct comparison between SAM predictions and CGM observations.

Analytic models have been employed to study and make predictions for the detailed properties of the CGM, with many recent works exploring different physical assumptions and gas distributions (Maller & Bullock 2004; Anderson & Bregman 2010; Miller & Bregman 2013; Faerman et al. 2017; Mathews & Prochaska 2017; McQuinn & Werk 2018; Stern et al. 2018; Qu & Bregman 2018b; Voit 2019; Faerman et al. 2020). These models can be compared with both observations and numerical simulations, providing a better understanding of the main mechanisms shaping the CGM and galaxies in general. Analytic models can also be used to fit measurements of individual galaxies and infer quantities that are not measured directly, such as gas mass, cooling rate, etc.

Faerman et al. (2020, hereafter FSM20) presented a detailed model for the CGM of MW-mass galaxies in the low-redshift universe. Their fiducial set of model parameters was successful in reproducing the X-ray absorption observations of the MW (Bregman & Lloyd-Davies 2007; Gupta et al. 2012; Fang et al. 2015) and the O VI measurements from the COS-Halos and eCIGS surveys (Tumlinson et al. 2011; Werk et al. 2014; Johnson et al. 2015). FSM20 did not present results for how the CGM observables are affected by variations in the model parameters given the possible dispersion in CGM properties across different MW-like galaxies.

In this work we combine the FSM20 model with the Santa Cruz SAM (Somerville et al. 2008, 2015) to explore the CGM of MW-mass galaxies. We use the CGM mass and metallicity calculated by the SAM for a suite of realizations of MW-mass halos as inputs for the FSM20 model. Our goals are to (i) show how variations in the FSM20 fiducial model input parameters affect the CGM predictions, (ii) compare the predictions of CGM observables with MW observations to test the models, and (iii) build a framework that we plan to use in future works to make predictions of CGM observables for a broader suite of halo masses and redshifts.

This paper is structured as follows: In Section 2 we briefly summarize the Santa Cruz SAM framework and present our galaxy sample. We recap the FSM20 CGM model in Section 3, discuss the model variations we consider in this work, and summarize the observational constraints from the MW CGM in Section 4. We then present the results of our modeling in Section 5. We show the gas distributions, examine the behavior of oxygen columns and compare them to MW observations, and address the gas cooling rates. We discuss our results in Section 6 and summarize in Section 7.

2. The Santa Cruz Semianalytic Model

In this section we describe the galaxy formation model we use in this work. We briefly present the SAM and its treatment of the CGM (Section 2.1), describe how we use the SAM to construct a sample of galaxies (Section 2.2), and discuss their properties (Section 2.3).

2.1. SAM Framework

The Santa Cruz SAM is a framework for modeling galaxy formation and evolution (Somerville & Primack 1999; Somerville et al. 2001, 2008, 2015, 2021). Using analytic prescriptions, the model follows the growth of dark matter halos and the galaxies that form in them in a ΛCDM cosmology, tracing their stellar populations, SMBHs, metal enrichment, and the inflows and outflows of diffuse gas. The model includes feedback from active galactic nuclei (AGNs), in the form of winds that eject cool gas from the galaxies and energy injection that heats gas around galaxies and in galaxy clusters. The SAM successfully reproduces many different observations of galaxies in the universe, such as the galaxy mass and luminosity functions, star formation rates (SFRs) and their relation to galaxy masses, and the correlation between the SMBH and galactic bulge mass (Somerville et al. 2008, hereafter S08). A recent update included the detailed treatment of the multiphase ISM (Somerville et al. 2015, hereafter S15).

Fundamentally, the SAM tracks the flows of gas between different reservoirs, such as the pristine IGM, the hot halo gas, the cold ISM, and the stellar disk and bulge. Gas that has been heated by supernova feedback and ejected from the ISM is deposited in one of two reservoirs: the hot halo, assumed to be at a constant temperature $T_{\text{vir}}$ and residing within $R_{\text{vir}}$, or an

---

8 See Ayromlou et al. (2021), for example, for a comparison of the processes shaping the CGM in the IllustrisTNG simulation and the L-GALAXIES SAM.
“ejected” reservoir. The fraction of the wind mass that is ejected is a function of the halo virial velocity (see Equation (13) in S08). Gas from the ejected reservoir reaccretes into the halo and becomes available for cooling on a timescale longer than the dynamical time, given by $t_{\text{dyn}}/\chi_{\text{re-i}}$ (Equation (14) there). The value of $\chi_{\text{re-i}}$ is a free parameter in the SAM, adjusted to reproduce the mass function of low-mass galaxies and the baryon fraction in galaxy clusters, and set to 0.1. The actual physical state and spatial location of the “ejected” reservoir are ambiguous: it can be conceived of either as gas that is physically ejected and resides outside the halo, possibly heated to temperatures greater than $T_\text{vir}$, or as gas that remains within the halo but cannot cool efficiently. In our fiducial models, we associate the classical SAM “hot halo” reservoir with the CGM. We discuss models for which the CGM is assumed to be the sum of the two components (hot halo and ejected) in Section 6.2. AGN-driven winds escape the galaxy and are not reaccreted. The outflow rate is set by the SMBH radiative efficiency and the coupling efficiency of the AGN-produced radiation to the gas (see Equation (17) there). The CGM cooling rate calculation in the SAM assumes a singular isothermal sphere (SIS) density profile. AGN jet-driven heating can offset some of the cooling, and we address this in detail in Section 6.3.

2.2. SAM Calibration and Galaxy Sample Selection

We generate a catalog of galaxies by running the Santa Cruz SAM on four subvolumes of the Bolshoi–Planck simulation, each with a box size of $50^3\,\text{Mpc}^3$. The SAM assumes the Planck Collaboration et al. (2016) cosmology, with $h = 0.678$, $\Omega_{m,0} = 0.308$, $\Omega_{\Lambda,0} = 0.692$, and $\Omega_{b,0} = 0.0486$. These are compatible with the Planck Collaboration et al. (2014) cosmology assumed in the Bolshoi–Planck simulation (see Rodríguez-Puebla et al. 2016, for more details). The halo catalogs and merger trees we use are based on Rockstar (Behroozi et al. 2013a) and consistent-trees (Behroozi et al. 2013b), respectively. The astrophysical parameters are specified in S15, with some parameter values recalibrated to update the models to the Planck cosmology. The observations used for the calibration and the results of the calibration comparison are shown in Yung et al. (2019), Appendix B. The calibration quantities include the stellar mass function, the stellar mass versus cold gas fraction, stellar mass versus metallicity relation, and the bulge mass versus SMBH mass relation. The updated parameter values for the Bolshoi–Planck cosmology are specified in Somerville et al. (2021).

We focus on MW-mass halos and select from the catalog objects with halo masses in the range $M_{\text{halo}} = (0.8 - 1.2) \times 10^{12} M_\odot$ at $z = 0$ (see Posti & Helmi 2019). As we show in the next section, the baryonic mass of these galaxies is dominated by the stellar and CGM mass. Due to numerical artifacts, some halos have baryonic fractions greater than the cosmological fraction, given by $f_{\text{bar}} = \Omega_{b,0}/\Omega_{m,0} \approx 0.158$. We remove these halos, which constitute 5% of the total halos in this mass range, from our sample.9

Some SAM galaxies have very low CGM masses, implying mean CGM densities that are only barely above the mean density of baryons in the universe. For the cosmological parameters used in the SAM, $\langle \rho_b \rangle_{\text{cosm}} \approx 4.2 \times 10^{-31} \, \text{g cm}^{-3}$, and within the extent of the CGM in our CGM model ($R_{\text{CGM}} = 283 \, \text{kpc}$; see Section 3) this is equal to a gas mass of $5.9 \times 10^8 M_\odot$. We discard objects with $M_{\text{CGM}} < 6 \times 10^7 M_\odot$, with mean overdensities of $\lesssim 10$. For an MW-mass halo, this mass translates to 5% of the galactic baryonic budget in the CGM. Lower gas masses or baryonic fractions may not be impossible but are somewhat extreme in massive dark matter halos and inconsistent with the extended CGM assumed in FSM20. These objects constitute ~15% of the MW-mass halos in the initial sample.

Our final sample includes galaxies that obey these three constraints—MW-like halo mass, maximal baryonic fraction of the cosmological mean, and minimal baryonic mean density. While the SAM can generate as many of these as needed, in our analysis we show ~850 objects, sampling a wide range of CGM masses and metallicities, and we now present and discuss their properties.

9 In the SAM, $M_{\text{halo}}/M_{\text{vir}}$ can exceed the universal baryon fraction $f_{\text{bar}}$ owing to errors in the estimated dark matter halo mass or tidal stripping. In these situations, the dark matter content of a halo can be reduced, after the associated baryons have already been added to the relevant reservoirs. Some SAMs artificially scale down the baryonic content of halos to avoid this. We instead remove these objects, as they are probably unphysical. However, it is a low enough fraction of our sample that this will not have a large impact on our results.
2.3. SAM Galaxy Sample Properties

Figure 1 shows several properties of the galaxies in our sample as functions of the stellar mass, $M_*$ The left panel shows the instantaneous SFR. For 90% of the galaxies, the SFR is between 0.01 and $10 M_\odot$ yr$^{-1}$, and the red squares show objects with SFR < $10^{-3} M_\odot$ yr$^{-1}$, outside the plotted range. The middle panel shows the sum of the ISM mass. For galaxies with low stellar masses, the ISM mass can be higher than $M_*$, but as we show in Figure 2, the CGM component of these objects is even more massive and the ISM never dominates the galactic baryon budget. The mass of the SMBH in the SAM (right panel) is correlated with the bulge mass as enforced by the BH growth model in the SAM (S08) and weakly correlated with the total stellar mass of the galaxy. Objects with the lowest SFR (red squares) have the highest SMBH masses at their stellar mass, which is a direct result of AGN feedback quenching star formation. Versions of these diagrams for a wider halo mass range, for a cosmologically representative sample, are shown in S15 and S08. In Section 6.3 we discuss the energy budget of the CGM and the heating rate by the AGN.

The green circles in Figure 1 mark a subsample of galaxies similar to the MW in stellar mass and SFR. We select objects with $M_*= (3-8) \times 10^{10} M_\odot$ (Bland-Hawthorn & Gerhard 2016) and SFR = 1–3 $M_\odot$ yr$^{-1}$ (Licquia & Newman 2015), resulting in a sample of ~50 galaxies. We note that the median SMBH mass of this sample is $\approx 4 \times 10^7 M_\odot$, more massive than the MW SMBH, with $\approx 4.1 \times 10^6 M_\odot$ (Boehle et al. 2016; Gravity Collaboration et al. 2019). However, the MW SMBH mass is unusual in the full sample, and adding it as a selection criterion would leave only a small number of objects. We show the MW-like subsample in the following figures in this work to allow comparison to MW CGM properties and observables.

Figure 2 shows the properties of the extended gaseous components in our SAM galaxies, as functions of the stellar mass. The blue circles show the hot halo, and the gray squares show the sum of the hot halo and ejected components (see Section 2.1). In our fiducial models, we equate the hot halo component with the CGM.

The left and middle panels present the masses of gas and metals, respectively, as functions of $M_*$. The range of the total gas masses (CGM+ejected) is small, with 90% of the objects in the range of $0.66 \pm 0.18 \times 10^{11} M_\odot$. This is a result of the SAM assumption that nearly all of the baryons accreted into the halo are retained either in the CGM or in the ejected reservoir, and only gas ejected by the radiatively efficient mode of AGN feedback is assumed to be removed completely. The black dashed line shows the prediction $M_\text{gas} = f_b M_\text{halo} - M_*$ for $M_\text{halo} = 10^{12} M_\odot$, and the total gas masses lie along this line, with some scatter due to the range of halo mass in our sample. The CGM mass also decreases with increasing stellar mass, although more steeply, with a 90% range of $(0.85-10.8) \times 10^{10} M_\odot$. At low stellar masses, the diffuse baryons around the galaxy are dominated by the CGM, with $M_{\text{CGM}}/M_{\text{ejected}} \approx 2$. For high $M_*$, most of the diffuse baryons are in the ejected component, resulting from significant stellar feedback. For lower-mass halos, the amount of gas in the CGM, the ejected reservoir, and the gas expelled into the IGM may be more sensitive to the details of stellar feedback and the SAM parameters (see also Cattaneo et al. 2020). However, for MW-mass halos we do not expect the results to vary significantly. The SAM version we use in this work does not include heating of the CGM by stellar feedback, and in this exploratory study we do not link the SFR to the CGM properties.

The mass of metals in the diffuse components (middle panel) increases with the stellar mass, as expected. The correlation is tighter when looking at the total metal mass (CGM+ejected), similar to the behavior of the gas mass in the left panel. The right panel shows the mass, mass-weighted metallicity of the diffuse components relative to solar, $\langle Z/\odot \rangle$. Both the CGM and the total gas mean metallicities are strongly correlated with the stellar mass of the galaxy and follow a linear relation with a slope of unity. Most (~90%) of the objects have CGM metallicities between 0.1 and 1.1 solar.

The CGM gas and metal masses of the MW-like sample (green circles) are similar to those of the full sample, at a given stellar mass. The yellow marker in Figure 2 shows the values of the observationally based FSM20 fiducial model, with $M_{\text{CGM}} = 5.5 \times 10^{10} M_\odot$, $M_{\text{metals}} = 3.1 \times 10^8 M_\odot$, and $\langle Z/\odot \rangle \approx 0.5$. The SAM hot halo properties are consistent with FSM20, without tuning.
Figure 3. The mass–metallicity, or $M_{\text{gas}}$–$Z'$, relation for the CGM (see Section 2.3 for details). The blue markers show the hot CGM in the SAM, roughly following a power-law function with a slope of $a \approx -0.75$, shown by the thick blue curve. For comparison, galaxies in the Illustris-TNG100 simulation (magenta points) exhibit a similar slope, with narrower distributions. The gray markers show the total extended gas (CGM+ejected) in the SAM, for which the metallicity is a strong function of the gas mass. The green circles show a subsample with stellar mass and SFR similar to the MW. The panels on the top and right show histograms of the gas mass and metallicity, respectively, for each of the samples.

Figure 3 plots the mean metallicity of the extended components versus the gas mass, $M_{\text{gas}}$. We refer to this as the CGM mass–metallicity, or $M_{\text{gas}}$–$Z'$, relation. For the CGM, the mean metallicities range from 0.03 to 1.8 solar and decrease with CGM mass. This relation can be fitted with a power-law function

$$\langle Z'_\text{CGM} \rangle \approx 0.3 \times (M_{\text{CGM}}/5 \times 10^{10} M_\odot)^{-0.75}, \quad (1)$$

shown in the figure by the solid blue line. There is a significant scatter at a given gas mass, and we use the fit only for qualitative discussion. The metallicity of the total gas mass varies by over an order of magnitude for a small range in gas mass ($\pm 0.5$ dex) and is a very strong function of the gas mass. The MW-like sample has CGM masses in the range of $(0.63–9.1) \times 10^{10} M_\odot$ and mean metallicities between 0.20 and 1.4 solar.

We compare the $M$–$Z'$ relation in the SAM to that of galaxies from the TNG100 simulation (Weinberger et al. 2017; Pillepich et al. 2018; Nelson et al. 2018a). We select galaxies with halo masses in the range $(0.8–1.2) \times 10^{12} M_\odot$ from the simulation halo catalog. We define the CGM as cells between $0.01$ and $1.0 R_{\text{vir}}$ with SFR $= 0$, and we use the particle data to measure the CGM masses and mean metallicities (see Y. Cohen et al., in preparation). The results are plotted by the magenta circles in Figure 3 and are overall similar to the CGM $M$–$Z'$ relation in the SAM, though with a smaller scatter. The median metallicity in the TNG100 sample is 0.36, close to the value in the SAM sample, and the median CGM mass is $7.4 \times 10^{10} M_\odot$, higher by a factor of 1.4 than in the SAM. Both the SAM and the TNG hot CGM properties are consistent with the FSM20 fiducial model (yellow marker) without tuning.

3. The FSM20 CGM Model

FSM20 presented a phenomenological model for the CGM of MW-mass galaxies, reproducing UV and X-ray observations of the MW and other star-forming galaxies in the low-redshift universe. In this section we summarize the FSM20 framework (Section 3.1) and present the model parameter space we explore in this work (Section 3.2).

3.1. Model Framework

The FSM20 model describes a large-scale, spherically symmetric corona, with gas in hydrostatic equilibrium (HSE) in the gravitational potential of an MW-mass dark matter halo. The model adopts a barotropic equation of state (EOS), assumes constant entropy, and allows for different pressure components, including thermal pressure, magnetic fields ($B$), CRs, and turbulent support. The gas ionization states and cooling efficiencies are set by collisional ionization (CI) and photoionization (PI) by the metagalactic radiation field (MGRF).

A radial metallicity profile is included and is given by $Z'_e(r) = Z'_e(\text{in})(1 + x^2)^{-1/2}$, where $x = r/r_2$, with $r_2$ the metallicity length scale. This two-parameter function can be defined either by the gas metallicity at one boundary and $r_2$ or by the gas metallicities at the inner and outer boundaries, $Z'_e(\text{in})$ and $Z'_e(\text{out})$, respectively. The individual elemental abundances are taken from Asplund et al. (2009).

In this work we fix some of the parameters to the values adopted in the FSM20 fiducial model and vary others to examine their effect on the CGM properties. Table 1 summarizes the model input parameters and the values used here. As described in Section 2.2, we focus on dark matter halos similar to that of the MW, with $M_{\text{vir}} \approx 10^{12} M_\odot$. The virial radius for this mass in KZS02 and the SAM is $R_{\text{vir}} \approx 260$ kpc. FSM20 extend the CGM to $R_{\text{CGM}} = 1.1 R_{\text{vir}} \approx 283$ kpc, motivated by the O VI measurements from the eCGM survey (Johnson et al. 2015), and we adopt this value. In FSM20, the gas temperature at the outer boundary is set to the temperature of the virial shock (see Equations (13)–(14) there), and we fix it with $T_B(R_{\text{CGM}}) = 2.4 \times 10^5$ K in the FSM20 fiducial model. The inner boundary of the CGM is taken to be the solar radius, $R_0 = 8.5$ kpc.

We examine two variations. First, for a given density and metallicity profile shape, we vary the total CGM mass (or mean gas density) and its mean metallicity. We change $M_{\text{CGM}}$ by adjusting the gas density at the outer boundary, $n_{\text{fg}}(R_{\text{CGM}})$, and the mean gas metallicity is controlled by $Z'_e(\text{out})$. Second, we vary the shapes of the distribution of metals, by changing the metallicity length scale, $r_2$, and the gas density by adjusting the amount of nonthermal support, which we discuss next.

3.2. Model Parameter Space

The shapes of the gas density and pressure profiles depend on the FSM20 input parameters. For a fixed halo potential and temperature $T_B(R_{\text{CGM}})$, the hydrostatic gas density distribution is set by two parameters. First is the ratio of $B/CR$ to thermal pressure, $P_{\text{B/CR}}/P_{\text{th}} = \alpha - 1$. The two components have different adiabatic indices, so that $\alpha$ is a function of radius.

11 The potential used in FSM20 is taken from Klypin et al. (2002, hereafter KZS02), and at large radii from the galaxy, the mass is dominated by the dark matter halo NFW profile. The KZS02 mass distribution and virial mass agree with more recent studies (Possi & Helmi 2019; Cautun et al. 2020), and we use the same potential in this work for consistency.
As a result of the barotropic EOS, the gas temperature is related to the density, and the thermal temperature profile can also be approximated as $T_\theta \propto r^{-\alpha}$, with $\alpha = 2a_{n}/3$. For a given temperature at the outer boundary, the temperature in the inner part will be higher (lower) for steeper (flatter) density profiles. In our models, the temperature at $R_0$ varies between $1.4 \times 10^6$ K and $3.1 \times 10^6$ K.

The different pressure mechanisms behave differently with density and radius. We define the effective adiabatic index as

$$\gamma_{\text{eff}} = \left( \frac{d \ln(P_{\text{tot}})}{d \ln(n)} \right).$$

where the averaging is volume weighted. This allows us to write an effective EOS for the CGM. The total pressure profile can then be approximated by $P_{\text{tot}} \propto r^{-\gamma_{\text{eff}}}$. The blue marker shows the standard model, with parameters identical to the FSM fiducial model, in which the three components contribute similarly to the total pressure at $R_{\text{CGM}}$. The black and red markers show models dominated by thermal and nonthermal support, respectively. The parameters for all three models are given in Table 1, and we describe these in more detail in Section 5.

As shown in Figure 4, the gas metallicity distribution can be defined either by the ratio of the metallicities at the boundaries or by the metallicity length scale, $r_{\text{fl}}$. Figure 5 links these two parameter combinations and shows $r_{\text{fl}}$ as a function of $Z_{\text{out}}^{\prime}$ and $Z_{\text{in}}^{\prime}$, the metallicities at $R_{\text{CGM}}$ and $R_0$, respectively. The length scale changes from $\sim 10$ kpc for a large metallicity gradient, $Z_{\text{in}}^{\prime}/Z_{\text{out}}^{\prime} > 2$, to $r_{\text{fl}} > R_{\text{CGM}}$ for metallicity profiles that are close to constant, with $Z_{\text{in}}^{\prime}/Z_{\text{out}}^{\prime} < 1.3$. The thick contours mark the metallicity scale lengths we use in this work, with the black (red) curve showing the steep (flat) metallicity distributions. The thick blue contour shows the scale length adopted in the standard model, and the yellow marker shows the specific boundary metallicity values adopted in FSM20.

Next, for each parameter combination defined by the gas distribution shape (standard, thermal, and nonthermal), we construct a series of profiles with the gas masses and mean metallicities given by the SAM. We want to examine how the CGM physical properties and observables calculated by the FSM20 model vary as a function of gas mass and profile shape. We also compare the different observables to the MW measurements, aiming to constrain the MW CGM distribution and mass. To do this, we now revisit and summarize the CGM observations available for the MW.

### 4. Milky Way Observations

Faerman et al. (2017, hereafter FSM17) summarized several MW CGM observations relevant to our work (see their Section 2 and Table 1). First, they discuss X-ray absorption measurements of the O VII and O VIII Kα lines. The two ions are abundant in gas at temperatures in the range $(0.5-2.0) \times 10^6$ K and provide sensitive probes of the hot CGM. We adopt the FSM17 values for the O VII and O VIII column densities and the O VII/O VIII ratio. The nominal values and the 1σ errors are given in Table 2. We also adopt

---

**Table 1**

| Model Properties |
|------------------|
| Input Parameters—Fixed (see Section 3.1) |
| $M_{\text{tot}}$ | $10^{13} M_\odot$ |
| $R_{\text{CGM}}$ | 258 kpc |
| $R_0$ | 8.5 kpc |
| $R_{\text{in}}$ | $1.1 R_0 = 283$ kpc |
| $T_{\text{ad}}(R_{\text{CGM}})$ | $2.4 \times 10^6$ K |

| Input Parameters—Varied (see Section 3.2) |
|------------------------------------------|
| Thermal | Standard | Nonthermal |
| $\sigma_{\text{turb}}$ (km s$^{-1}$) | 1 | 60 | 100 |
| $\alpha(R_{\text{CGM}})$ | 1.1 | 2.1 | 2.9 |
| $\alpha_{\text{tot}}$ | 3.9 | 3.6 | 5.9 |
| $r_{\text{fl}}$ (kpc) | 30 | 90 | 250 |
| $Z_{\text{in}}^{\prime}/Z_{\text{out}}^{\prime}$ | 10 | 3.3 | 1.5 |
| $n_{\text{tot}}(R_{\text{CGM}})$ (10$^{-5}$ cm$^{-3}$) | 0.08 - 1.7 | 0.13 - 2.6 | 0.15 - 3.1 |
| $Z_{\text{in}}^{\prime}$ (solar) | 0.05 - 0.8 | 0.06 - 1.1 | 0.08 - 1.5 |

| Key Output Properties |
|-----------------------|
| $\alpha_{\text{tot}}$ | 1.2 | 1.0 | 0.8 |
| $\gamma_{\text{eff}}$ | 1.66 | 1.37 | 1.25 |
| $T(R_0)$ (10$^6$ K) | 3.1 | 2.4 | 1.4 |

We define $\alpha(R_{\text{CGM}})$ as the value at the outer CGM boundary. Second, is the turbulent velocity scale, $\sigma_{\text{turb}}$, which we assume is constant throughout the halo. We consider $1 < \alpha(R_{\text{CGM}}) < 3$ and $0 < \sigma_{\text{turb}} < 120$ km s$^{-1}$.

The ratio of the total to thermal pressure at any radius is given by

$$\frac{P_{\text{tot}}}{P_{\theta}} = \alpha + \frac{m \sigma_{\text{turb}}^2}{\theta} = \alpha + M_{\text{turb}}^2,$$

where $m$ is the mean mass per particle ($m \approx 0.59 m_p$ for fully ionized gas) and $M_{\text{turb}} = \sigma_{\text{turb}}/\varepsilon_t$ is the Mach number of turbulence. The gas temperature is a function of radius and $\sigma_{\text{turb}} = \sigma_{\text{turb}}/\varepsilon_t$, leading to $M$ and $\alpha_{\text{tot}}$ varying with radius. The left panel in Figure 4 shows $\alpha_{\text{tot}}$ at $R_{\text{CGM}}$. For the parameter ranges we explore, $\alpha_{\text{tot}}(R_{\text{CGM}})$ varies from 1 to 7.

As we show in Section 5, the gas density profile in our models can be well approximated by a power-law function, $n \propto r^{-\alpha_n}$, and the middle panel of Figure 4 shows the values of $\alpha_n$. For $\alpha(R_{\text{CGM}})$ $\sim 1$ and $\sigma_{\text{turb}} \sim 0$, support is provided by thermal pressure, and $\alpha_n \sim 1.25$. The profile flattens as nonthermal support increases, by increasing either the B/CR pressure, the turbulence, or both. Models dominated by nonthermal pressure, with $\alpha(R_{\text{CGM}}) \sim 3$ and $\sigma_{\text{turb}} \sim 120$ km s$^{-1}$, $\alpha_n \sim 0.75$. The overall range of $\alpha_n$ is relatively narrow and centered at unity. The accuracy of the power-law approximation is high for models with high nonthermal support, with an error of $<5\%$ at all radii between $R_0$ and $R_{\text{CGM}}$ for density distributions with $\alpha_n \sim 0.8$. For models dominated by thermal support the approximation is less accurate, with an error of $\lessapprox 40\%$ at radii above $\sim 20$ kpc for models with $\alpha_n \sim 1.2$.
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12 The slope we use here is obtained using a linear spacing in radius, whereas in FSM20 we used logarithmic spacing. The linear (logarithmic) spacing produces more accurate fits at large (small) radii, close to $R_{\text{CGM}}(R_0)$. The two methods give very similar values of $\alpha_n$ for models dominated by nonthermal support. However, for profiles in which thermal support is more dominant, logarithmic spacing results in flatter slopes, with $\alpha_n \sim 1.03$ for models with only thermal support ($\alpha = 1$, $\sigma_{\text{turb}} = 0$).
Figure 4. The gas distribution properties in the FSM20 models as functions of the nonthermal support parameters, $\alpha_{\text{CGM}}(R_{\text{CGM}})$ and $\sigma_{\text{CGM}}$ (see Section 3.2 for details). Left: the ratio of total to thermal pressure, $\alpha_{\text{tot}}(R_{\text{CGM}})$ (see Equation 2)). Middle: the slope of the power-law approximation of the gas density radial distribution, $\alpha_{n}$. Right: the effective adiabatic index, relating the gas total pressure to the density (see Equation 3)). The markers in the panels show the three parameter sets we examine in this work (see Table 1)—thermal (black), standard (blue), and nonthermal (red).

Figure 5. The metallicity profile length scale, $r_{Z}$, as a function of the metallicities at the CGM boundaries, $R_{0}$ and $R_{\text{CGM}}$ (see Section 3.2). The thick contours show the length scales we adopt for the gas distributions shown in Figure 4. The yellow marker indicates the metallicity values used in FSM20.

their ranges for the thermal pressure above the Galactic disk, inferred from observations of high-velocity clouds (HVCs).

The total electron column density along a line of sight can be inferred from the dispersion measure (DM) of radio pulses, and we consider two types of observations. First, the DM to the Large Magellanic Cloud (LMC), at $d \sim 50$ kpc, has been measured using pulsars in the LMC. Anderson & Bregman (2010) provide an upper limit for the MW CGM contribution, with $\leq 3$ pc cm$^{-3}$, and Prochaska & Zheng (2019) estimate $\text{DM}_{\text{LMC}} = 23 \pm 10$ pc cm$^{-3}$. Second, the total DM in the CGM can be measured using fast radio bursts (FRBs) at cosmological distances (Thornton et al. 2013; Prochaska et al. 2019). This measurement also includes contributions from the FRB host galaxy and the IGM. A large sample of thousands of localized FRBs with measured redshifts will allow the contribution of the IGM to be subtracted, minimize the uncertainty from the host, and provide a strong constraint on the DM of the MW CGM. Such a sample is not available yet. However, Platts et al. (2020) recently demonstrated a new method of inferring the MW CGM contribution to the DM of FRBs. Applying it to existing measurements, they report $\text{DM}_{\text{tot}} = 63^{+27}_{-11} \pm 9$ pc cm$^{-3}$, where the first error is statistical and the second is systematic. They also estimate a conservative 95% limit of $\text{DM}_{\text{tot}} < 123$ pc cm$^{-3}$ and warn that the current data set does not allow them to rule out or differentiate between existing CGM models.

The O VI $\lambda\lambda 1032, 1038$ doublet provides another important tracer of the CGM in absorption (Tumlinson et al. 2011). We consider the FUSE O VI observations analyzed by Savage et al. (2003, hereafter S03). They report column density measurements for 84 sight lines, with a mean (median) column and dispersion of $\log(N_{\text{OVI}}) = 13.95 \pm 0.34$. The mean and median are very close, and we adopt the median for the nominal value. In their measurements, S03 apply a velocity cut to their spectra, to avoid contamination from gas in the Galactic disk. Zheng et al. (2015) show that O VI “hidden” in the low-velocity CGM may have a column similar to the high-velocity

| Observable | Value (1σ) | Sources |
|------------|------------|---------|
| $P_{\text{tot}}/k_{\text{B}}$ | 1000–3000 K cm$^{-3}$ | 1, 2 |
| $\text{DM}_{\text{LMC}}$ | $< 3$ pc cm$^{-3}$ | 3 |
| $\text{DM}_{\text{tot}}$ | $23 \pm 10$ pc cm$^{-3}$ | 5 |
| $\text{DM}_{\text{tot}}$ | $63^{+27}_{-11} \pm 9$ pc cm$^{-3}$ | 6 |
| $N_{\text{OVI}}$ | $1.9 (0.8–4.1) \times 10^{14}$ cm$^{-2}$ | 7, 8 |
| $N_{\text{OVIII}}$ | $1.4 (1.0–2.0) \times 10^{16}$ cm$^{-2}$ | 9, 10 |
| $N_{\text{OVI}}/N_{\text{OVIII}}$ | $3.6 (2.2–5.7) \times 10^{15}$ cm$^{-2}$ | 11 |
| $N_{\text{OVIII}}/N_{\text{OVIII}}$ | $4.0 (2.8–5.6)$ | 12 |

References. (1) Wolfine et al. 2003; (2) Dedes & Kalberla 2010; (3) Putman et al. 2012; (4) Anderson & Bregman 2010; (5) Prochaska & Zheng 2019; (6) Platts et al. 2020; (7) Savage et al. 2003; (8) Zheng et al. 2015; (9) Bregman & Lloyd-Davies 2007; (10) Fang et al. 2015; (11) Gupta et al. 2012; (12) Faerman et al. 2017.
component (see also Zheng et al. 2020). We apply a factor of 2 correction to the S03 median column and estimate the MW nominal value and 1σ error as $N_{\rm OVI} = 1.9 (0.85-4.1) \times 10^{14}$ cm$^{-2}$.

5. Results

In Section 3 we described the parameter space we explore, defined by the nonthermal pressure support parameters, $\alpha(R_{\rm CGM})$ and $\sigma_{\text{turb}}$ (see Figure 4). We highlighted three specific parameter combinations, or models, in this space, with negligible, moderate, and significant amounts of nonthermal pressure. They are labeled as thermal, standard, and nonthermal, respectively, and their parameters are summarized in Table 1. We now explore these alternate FSM20 models, using inputs from our SAM galaxy sample.

The fiducial parameter set presented in FSM20 reproduced the MW CGM O VII and O VIII measurements. Our main goal in this section is not to find the parameters best fitting the observations but to connect FSM20 to the SAM. As we shall show, our analysis does place some constraints on the CGM mass, the amount of nonthermal pressure, and the gas profile shape in the MW. However, more importantly, it enables us to better understand how the observables behave and to provide tools for additional comparisons, to other data or models.

5.1. Gas Distributions

Figure 6 shows the gas density, temperature, and metallicity profile shapes as functions of radius for our three models, for a galaxy with $M_{\text{CGM}} \approx 6 \times 10^{10} M_\odot$ and $(Z_{\text{CGM}}) \approx 0.3$, selected for illustration purposes. For other objects in the sample, the gas density and metallicity normalizations vary to allow for different CGM masses and mean metallicities. The normalizaion of the temperature profiles does not change. In the Appendix we show additional gas properties as functions of radius, such as the cooling rates, ion fractions, and ion densities.

For the thermal model, we set $\alpha(R_{\text{CGM}}) = 1.1$ and $\sigma_{\text{turb}} = 0$. The resulting gas density profile is shown by the solid black curve in the left panel of Figure 6. This profile can be approximated by a power-law function with a slope of $a_n = 1.2$. The fit is shown by the black dashed curve, and its accuracy is between $-20\%$ and $+50\%$ at radii beyond 15 kpc and a factor of $\approx 2$ at radii close to $R_o$. The gas temperature profile is plotted by the black solid curve in the middle panel of Figure 6. As described in Section 3.1, as a result of the polytropic EOS adopted in FSM20, the shape of the temperature profile is related to the density profile, with $T_\text{th} \propto r^{-2a_n/3}$, and the (thermal) temperature at the inner boundary is $T_\text{th}(R_o) \approx 3.1 \times 10^6$ K.

The parameters of the standard model are identical to those of the fiducial parameter set presented in FSM20, with $\alpha = 2.1$ and $\sigma_{\text{turb}} = 60$ km s$^{-1}$, resulting in $a_n = 1.0$. The profiles for this model are shown by the blue curves. For the third model we allow for significant nonthermal support, with $\alpha(R_{\text{CGM}}) \approx 3$ and $\sigma_{\text{turb}} = 100$ km s$^{-1}$. This leads to flatter density and temperature profiles, shown by the red curves, with $a_n = 0.80$ (accurate to within $5\%$) and $T_\text{th}(R_o) \approx 1.4 \times 10^6$ K.

The right panel of Figure 6 shows the metallicity profiles we adopt. We choose distributions with metallicity scale lengths of $r_Z = 30, 90,$ and 250 kpc for the thermal, standard, and nonthermal models, respectively, and these are shown by the markers on the curves. Finally, the arrows in the middle panel show the temperatures at which the O VI and O VIII ions peak at CIE, in purple and orange, respectively. This, together with the density and metallicity distributions, allows us to estimate how the column densities of each ion vary between models. For example, since the temperature at the outer boundary is fixed and close to the value at which O VI peaks, this ion is abundant in all three models shown here. However, in the nonthermal model, the gas temperature is closer to the O VI peak for a wider range of radii than in the standard and thermal models. Moreover, the gas densities and metallicities are higher there, leading to higher total O VI columns. For the O VIII, on the other hand, the gas proportional to the gas density.

13 For the rest of this section, we refer to these combinations as “models,” although, as we show next, we vary their gas masses and metallicities. This is different from the terminology in FSM20, where the presented fiducial model had a single gas mass and mean metallicity.

14 In coupling steep (flat) gas density profiles with steep (flat) metallicity distributions, we make an implicit simplifying assumption that metals follow gas. One can imagine other physical scenarios, which may be explored in future works.
temperature in the central region of the nonthermal model is below the value at which this ion peaks, resulting in lower column densities. We address the behavior of the oxygen ion columns in detail in Section 5.3, and now we start by describing the basic gas properties.

5.2. Gas Pressure, Dispersion Measure, and Thermal Energy

Figure 7 presents the gas pressure at the inner boundary, $P_{\text{in}}(R_0 = 8.5 \text{ kpc})$, the DM, and the total thermal energy of the corona, $E_{\text{th}}$. The thermal, standard, and nonthermal models are plotted by black diamonds, blue circles, and red squares, respectively, and in the next figures in this section. The upper axis shows the mean gas density corresponding to the CGM mass in the bottom axis, with $\langle n_{\text{CGM}} \rangle = 7.2 \times 10^{-5} \text{ cm}^{-3}$ for $M_{\text{CGM}} = 10^{12} M_\odot$.

For a given density profile, the pressure, DM, and $E_{\text{th}}$ are independent of the gas metallicity and scale linearly with the CGM total mass and mean gas density. However, each property behaves differently with the gas density profile shape. For example, the gas thermal pressure at $R_0$, shown in the left panel, depends on the gas density and temperature. Both quantities are higher (lower) in the thermal (nonthermal) profiles, leading to a factor of $\sim 4$ difference in pressure between the two models. The DM (middle panel) depends on the gas density only, resulting in a smaller (factor of $\sim 2$) variation. The total thermal energy (right panel) is a function of the gas temperature and density, but integration over the entire profile erases some of the differences and gives a factor of $\sim 2$ variation. $E_{\text{th}}$ is used to calculate the mean gas cooling times and mass accretion rates, which we address in Section 5.4.

The gas pressure in the models can be compared to the estimates from observations of HVCs above the Galactic disk (see Table 2). Wolfire et al. (2003) estimated a range of $1000$–$3000 \text{ K cm}^{-3}$, marked in the plot by the horizontal gray dashed lines. For the standard model, objects with $M_{\text{CGM}} > 4 \times 10^{10} M_\odot$ are within this range. The pressures in the nonthermal model are lower, and only the highest gas masses, $M_{\text{CGM}} > 10^{11} M_\odot$, have $P/k_B > 1000 \text{ K cm}^{-3}$. The thermal model is consistent with the observationally estimated range for $2 \times 10^{10} M_\odot < M_{\text{CGM}} < 10^{11} M_\odot$. Putman et al. (2012) estimated lower pressures, $\sim 500$–$1300 \text{ K cm}^{-3}$ (shown by the horizontal dotted lines), shifting the mass constraints down by a factor of $\sim 2$.

In the middle panel, the markers show the DM to the LMC, at $d \approx 50 \text{ kpc}$. The horizontal solid and dashed lines show the value inferred by Prochaska & Zheng (2019) (see Table 2). For our standard model $M_{\text{CGM}} > 8 \times 10^{10} M_\odot$, and for the thermal model $M_{\text{CGM}} > 5 \times 10^{10} M_\odot$. Both are consistent with the $\text{PZ19}$ estimate within 1σ. The nonthermal model has $M_{\text{CGM}} < 13 \text{ cm}^{-3} \text{ pc}$, however, if $M_{\text{CGM}} = 23 \text{ pc} \text{ cm}^{-3}$ is an upper limit to the LMC, as argued by Anderson & Bregman (2010), our models are consistent with it for all gas masses and profile shapes.

The total DM in our models, out to $R_{\text{CGM}} = 283 \text{ kpc}$, depends on the angle from the Galactic center (GC). However, the variation with angle is small, and $\text{DM}_{\text{tot}}$ decreases by $\sim 25\%$ at $180^\circ$ (see Figure 12 in FSM20). The dashed lines in the middle panel of Figure 7 show the DM for eight lines at $\theta_{\text{GC}} = 45^\circ$, as a measure of the maximal DM outside the Galactic disk, and they are a factor of $\sim 2.1$ higher than $\text{DM}_{\text{tot}}$. These values can be compared to constraints from FRB DMs, after subtraction of the host and cosmic web contribution. Platts et al. (2020) estimate $\text{DM}_{\text{host}} = 63^{+14}_{-7} \pm 9 \text{ pc cm}^{-3}$, and we achieve similar values only with the highest CGM masses, with $\text{DM}_{\text{tot}} \geq 40 \text{ pc cm}^{-3}$ for $M_{\text{CGM}} > 10^{11} M_\odot$ in the thermal and standard models. We discuss this tension in Section 6.1.

5.3. Oxygen Column Densities

We now examine how the gas mass, the mass–metallicity relation, and the gas distribution affect the columns of high oxygen ions measured by an observer at the solar circle looking outward. We do this in two steps. First, in Section 5.3.1, we focus on the behavior of the oxygen columns as a function of the gas mass in the standard model. We also compare the results using the mass–metallicity relation from the SAM to those using instead a simple analytic relation, to examine the effect of PI on the oxygen ions. Second, in Section 5.3.2, we examine the variation with gas distribution. We then compare the models to the oxygen columns measured in the MW in Section 5.3.3.
5.3.1. Dependence on CGM Mass

We construct models with the gas mass and mean metallicity from the SAM and the standard FSM20 model parameters and extract the oxygen column densities. In FSM20 the columns are functions of the angle from the GC, $\theta_{GC}$, and we take the means for angles between 40° and 140°, similar to the lines of sight probed by QSOs in the MW. The columns are plotted in Figure 8 as functions of CGM mass, for O VI, O VII, and O VIII (left, middle, and right panels, respectively). The blue markers show the individual objects; the thick blue solid curves show power-law fits, to guide the eye; and the green markers show the MW-like sample. The horizontal gray lines show the values measured in the MW and their 1σ error ranges. For the SAM metallicities, the observed $N_{\text{OVI}}$ and $N_{\text{O VII}}$ are consistent with CGM masses above $\sim 2 \times 10^{10} \, M_{\odot}$.

$N_{\text{O VIII}}$ is close to constant and does not provide a constraint on $M_{\text{CGM}}$.

---

Figure 8. The O VI (left), O VII (middle), and O VIII (right) oxygen column densities for the standard model. Blue markers show models with the SAM metallicities, and the blue curve is a power-law fit to these results. The cyan curves show models assuming a constant metal mass (see Section 5.3.1 for details), and the deviations from horizontal lines are due to PI, especially significant at low mean gas densities. The O VI (O VIII) is removed (created) by PI, and the total column densities are reduced (increased) at low gas masses. The effect of PI on the O VII is small, and the cyan curve in the middle panel is close to flat. The gray lines show the values measured in the MW and their 1σ error ranges. For the SAM metallicities, the observed $N_{\text{OVI}}$ and $N_{\text{O VII}}$ are consistent with CGM masses above $\sim 2 \times 10^{10} \, M_{\odot}$. $N_{\text{O VIII}}$ is close to constant and does not provide a constraint on $M_{\text{CGM}}$.
O VIII (right panel) shows a more significant variation. At high mean gas densities, PI has a small effect. O VIII only forms in the center of the halo where the gas temperature is high enough, and the length scale is small, \(<10\) kpc. At low \(<n_{\text{CGM}}\), O VIII is created by PI at large radii, and a larger fraction of the total column forms there, increasing \(L_s\) to \(\sim 20\)–30 kpc.

In the FSM20 fiducial model, the total gas mass is \(\sim 5.5 \times 10^{10} M_\odot\). As shown above, this mass is above the maximum threshold for a significant effect from the MGRF on the total oxygen columns. Although even at this \(M_{\text{CGM}}\) PI does increase the O VIII fraction at large radii, most of the column forms at small radii \((L_s \sim 10\) kpc\), and the effect on the total column is small. In this work, we consider a wide range of gas masses, and as we have shown, at low mean gas densities PI does have a significant effect on the total O VIII column densities.

5.3.2. Dependence on Profile Shape

Figure 9 shows the O VI–O VIII oxygen column densities (top) and their length scales (bottom panels) as functions of CGM mass, for the thermal, standard, and nonthermal models with the SAM \(M-\langle Z^2\rangle\) relation. The color and marker scheme is identical to Figure 7, the thick curves are power-law fits, and we omit the standard model markers for clarity.

The O VI columns and length scales are plotted in the left panels. At a given mass, there are less gas and metals in the thermal model (black diamonds) at larger distances from the galaxy, compared to the nonthermal model (red squares), leading to O VI columns that are lower by a factor of 2–4 (top panel). The O VI column density length scales (bottom) are similar for the thermal and nonthermal models at high CGM masses, with \(L_s \sim 150\) kpc. This is a result of (i) the fixed gas temperature at the outer boundary and (ii) PI having a small effect at high CGM masses. For lower CGM masses, the scale length decreases as PI removes the O VI at large radii. In the thermal model, with a steeper density profile, \(L_s \sim 70\) kpc at \(M_{\text{CGM}} \sim 10^{10}\) \(M_\odot\), whereas the distribution is more extended for the nonthermal model, with \(L_s \sim 130\) kpc.

O VII and O VIII (middle and right panels, respectively) form mostly at small radii, and the column densities of these ions are higher in the thermal models, for which the gas densities and metallicities are higher in the central part of the halo. O VII is abundant over a wide temperature range, and the variation with profile shape is small, a factor of \(\sim 2\). The columns are weakly dependent on \(M_{\text{CGM}}\). The scale length (bottom middle) also varies very weakly with profile shape and CGM mass and is between 30 and \(\sim 45\) kpc.

The O VIII column density varies most strongly with gas profile shape, for two reasons. First, it forms mainly in the central region of the halo, where the differences between the gas densities and metallicities in the different profiles are the largest (see Figure 6). Furthermore, O VIII is sensitive to the gas temperature, and in the nonthermal model the temperatures in the central region are \(T \lesssim 1.4 \times 10^6\) K, below the O VIII CIE peak temperature, at \(\sim 2.5 \times 10^6\) K. At low CGM masses, this is compensated to some extent by formation of O VII through PI at larger radii. At high gas masses (and mean densities), this effect is small and the total O VIII column density is low. This is also seen in the O VIII length scale (bottom right), with
with low CGM masses is unrealistic. Small length scales, column density with the mean gas density. This also results in an increase in the ratio of $N_{\text{OVII}}$ in the thermal model to that in the nonthermal model with mass, from $N_{\text{th}}/N_{\text{nh}} \sim 5$ to $\sim 20$ between $M_{\text{CGM}} = 10^{10}$ and $10^{11} M_\odot$.

5.3.3. Comparison to Observations

We now compare our computed oxygen column densities to MW measurements. We focus mainly on the models with the SAM $M(Z')$ relation (Figure 9) but also comment on the analytical relations presented in Section 5.3.1 (Figure 8). The measured columns are given in Table 2 and shown in the figures by the horizontal gray lines.

For the standard model, the O VIII column is almost constant as a function of $M_{\text{CGM}}$, and with $N_{\text{OVIII}} \sim 1.9 \times 10^{15} \text{cm}^{-2}$ (90% in the range (0.6–4.0) $\times 10^{15}$), it is close to the observed value of $3.6 \times 10^{15} \text{cm}^{-2}$. The O VI and O VII columns at low $M_{\text{CGM}}$ are lower than observed. To be consistent within 1σ with the observed O VI column requires $M_{\text{CGM}} > 10^{10} M_\odot$. The O VII provides a stronger constraint of $M_{\text{CGM}} \gtrsim 3 \times 10^{10} M_\odot$.

Looking at different gas distributions, the observed O VI favors high masses for the thermal model, $\gtrsim 5 \times 10^{10} M_\odot$. O VII is consistent with observations already for $M_{\text{CGM}} \gtrsim 3 \times 10^{10} M_\odot$. The O VIII column is nearly flat and agrees with the MW value within 1σ for most of the mass range, up to $M_{\text{CGM}} \sim 10^{11} M_\odot$.

The nonthermal model is consistent with the MW O VI column over a wider mass range, down to $\sim 10^{10} M_\odot$. The measured O VII and O VIII columns, on the other hand, disfavor the nonthermal model, which for $M_{\text{CGM}} \sim 10^{10} M_\odot$ produces $N_{\text{OVII}} \sim 2 \times 10^{15} \text{cm}^{-2}$, a factor of 10 lower than observed. The O VII column increases with CGM mass, and at $M_{\text{CGM}} \sim 10^{11} M_\odot$ the discrepancy decreases to a factor of 2–3. For the O VIII, the discrepancy is largest at high CGM masses, and at $M_{\text{CGM}} \sim 10^{11} M_\odot$, $N_{\text{OVIII}} \sim 3 \times 10^{14} \text{cm}^{-2}$, a factor of $\sim 10$ lower than observed.

Since the metal ion column density is set by the density–metallicity product, we can ask whether increasing the metallicity at low CGM masses can reproduce the measured columns. For example, our constant-metals-mass models (cyan curves in Figure 8) show that these are high enough for the O VI and the O VII, reducing the lower limit on the CGM mass by a factor of $\sim 2$. However, the metallicities required for this are a factor of $\sim 2$ higher than in the SAM.

We can address this with the TNG100 galaxies, shown by the magenta points in Figure 3. The CGM masses in TNG do not extend to as low values as in the SAM. Fitting the $M(Z')$ with a power-law function gives a slope of $\sim 0.5$, shallower than in the SAM, and extrapolating it to $M_{\text{CGM}} \sim 10^{10} M_\odot$ results in $(Z'_{\text{CGM}}) \sim 1$ solar, similar to the SAM metallicities at these CGM masses. The metallicities in the Santa Cruz SAM and the TNG cosmological simulation are calculated through the growth of the stellar populations and metal enrichment in galaxies, and we conclude that the steep $M(Z')$ relation needed to reproduce the MW measurements with low CGM masses is unrealistic.

Finally, in Figure 10 we plot the O VII/O VIII column density ratio, $\chi = N_{\text{OVIII}}/N_{\text{OVII}}$, which shows strong sensitivity to the gas distribution shape. For a given density and metallicity profile, this ratio is independent of the mean metallicity and does not have a scatter at a given gas mass. Overall, the O VII column density increases almost linearly with the gas mean density, and the O VIII either is almost constant or decreases, resulting in $\chi$ that increases with $M_{\text{CGM}}$. For the standard model, $M_{\text{CGM}} \lesssim 2 \times 10^{10} M_\odot$ is inconsistent with the value estimated by FSM17 from observations, $\chi = 4.0 (2.8–5.6)$. The difference between the thermal and nonthermal models is dominated by the trend of the O VIII with gas mass and changes from $\chi_{\text{th}}/\chi_{\text{nh}} \sim 2$–3 at low masses to $\sim 10$ at $M_{\text{CGM}} = 10^{11} M_\odot$. The nonthermal model is consistent with the observed value of $\chi$ at CGM masses of $(1 – 3) \times 10^{10} M_\odot$ and predicts high ratios for large CGM masses. The thermal profiles produce $\chi \sim 0.1$ across the entire mass range, lower by a factor of 3–6 than observed, and can be excluded.

Our conclusion is that, given the SAM mass–metallicity relation and the standard model parameters, low CGM masses, with $M_{\text{CGM}} < 2 \times 10^{10} M_\odot$, do not reproduce the oxygen column densities observed in the MW. Increasing the CGM metallicities in these objects above the values obtained in the SAM can bring the model oxygen columns into agreement with observations but represents an unrealistic scenario in terms of galaxy evolution and metal enrichment of the CGM. Furthermore, the O VII/O VIII column density ratio is independent of the gas mean metallicity, and low $M_{\text{CGM}}$ is inconsistent with the measured value. We discuss additional constraints from our modeling and its caveats in more detail in Section 6.1.
5.4. Cooling Rates and Times, and Mass Accretion

Figure 11 shows the CGM cooling rate, cooling time, and mass accretion rate. In the presence of a background radiation field, these depend on the gas density, temperature, and metallicity. In the Appendix we present the radial distributions of these quantities, and here we discuss their global behavior.

The cooling rates shown in Figure 11 (and in the Appendix) are the gas radiative cooling rates offset by MGRF heating. They do not include energy input from galactic feedback, which we discuss in Section 6.3.

The total cooling rate, \( L_{\text{cool}} \), is calculated by integrating the local cooling rates over the CGM volume, and we plot these in the left panel of Figure 11, with the same color scheme as in Figure 7. For each of the three model types, the temperature profile is fixed, and the total rate in the absence of the MGRF scales as \( L_{\text{cool}} \propto M_{\text{CGM}}^2 \left( Z'_{\text{CGM}} \right) \). At low CGM masses, PI and photoheating lower the cooling rates, and for the standard model (blue curve), \( M_{\text{CGM}} \sim 10^{10} M_\odot \), \( L_{\text{cool}} \) is reduced by a factor of \( \approx 2 \). The total cooling rates vary between \( 2 \times 10^{39} \text{ erg s}^{-1} \) and \( 2 \times 10^{40} \text{ erg s}^{-1} \).

The cooling rates for the three models’ profile shapes behave similarly, and the differences in \( L_{\text{cool}} \) at a given CGM mass are small. This is a result of several effects canceling each other. For example, in the thermal model, the inner regions have higher metallicities and higher temperatures (see Figure 6), which increase and reduce the gas cooling efficiency, respectively. This leads to very similar cooling rates at high CGM masses and a factor of \( \approx 2 \) difference between the thermal and nonthermal \( L_{\text{cool}} \) at \( M_{\text{CGM}} < 10^{10} M_\odot \). This difference is similar to the variation within each model due to the scatter in \( (Z'_{\text{CGM}}) \).

The mean cooling time, plotted in the middle panel, is calculated as \( t_{\text{cool}} = E_{\text{th}} / L_{\text{cool}} \). The gas thermal energy scales as \( M_{\text{CGM}} \) (see right panel of Figure 7), resulting in \( t_{\text{cool}} \propto M_{\text{CGM}}^{-1} (Z'_{\text{CGM}})^{-1} \). The suppression in \( t_{\text{cool}} \) at low gas masses leads to longer cooling times, with a factor of \( \approx 2 \) increase at \( M_{\text{CGM}} = 10^{10} M_\odot \). For the standard model, the mean cooling time is between \( \approx 2 \times 10^7 \) yr and \( \approx 2 \times 10^8 \) yr. For the thermal (nonthermal) model, \( t_{\text{cool}} \) is similar at low CGM masses and a factor of \( \approx 2 \) longer (shorter) at \( M_{\text{CGM}} \sim 10^{11} M_\odot \).

The global mass accretion rate is calculated by \( \dot{M}_{\text{cool}} = M_{\text{CGM}} / t_{\text{cool}} \) and shown in the right panel of Figure 11. The gas mass and thermal energy cancel out, resulting in \( \dot{M}_{\text{cool}} \propto L_{\text{cool}} \).

The standard model, the mass accretion rates vary between 0.5 and 50 \( M_\odot \) yr\(^{-1} \).

The mean cooling times are long for all CGM masses and models, ranging from a few Gyr for high \( M_{\text{CGM}} \) models to \( t_{\text{cool}} > t_{\text{Hubble}} \) at \( M_{\text{CGM}} < 2 \times 10^{10} M_\odot \). This suggests that even without energy injection the CGM is in approximate equilibrium on the timescales of galactic evolution, consistent with the assumptions of the FSM20 framework. Furthermore, as discussed in FSM20, galactic feedback and dissipation of turbulent energy can offset the CGM radiative losses (see Section 4.3 there), leading to even longer cooling times. In Section 6.3, we examine the energy injection rates from AGNs in the SAM and show that AGN heating alone is often enough to offset CGM cooling.

5.5. The Ratio of Cooling to Dynamical Time

The ratio of gas cooling to dynamical time, \( \zeta = t_{\text{cool}} / t_{\text{dyn}} \), has been shown to be an interesting property of diffuse gas in halos. Idealized simulations show that gas with \( \zeta < 10 \) is susceptible to thermal instabilities and the formation of a cool phase by precipitation and condensation (Sharma et al. 2012). Observations of galaxy clusters suggest that the intracluster medium self-regulates to have \( \zeta \geq 10 \) (Voit & Donahue 2015). The value of \( \zeta \) in the CGM has been addressed by several analytic models, relating it to the \( \text{OVI} \) column density, gas cooling rate, and the total CGM mass (Faerman et al. 2017; McQuinn & Werk 2018; Stern et al. 2018; Voit 2019; Faerman et al. 2020). We now examine this ratio in the models presented here.

First, we consider the dependence of \( \zeta \) on \( M_{\text{CGM}} \). As shown in the Appendix, the cooling time is almost constant with radius for high-mass models and increases approximately linearly at low \( M_{\text{CGM}} \), due to the effect of photoheating and PI suppressing the gas cooling efficiency (see Figure A1). The halo dynamical time for the gravitational potential we use (KZS02) can be approximated as \( t_{\text{dyn}} \propto r^{1.22} \) (see Equation (25) in FSM20). This results in \( \zeta \) that is high in the inner parts of the corona, decreases outward, and at large radii is only a weak function of \( r \). The top panel of Figure 12 shows the volume-weighted mean ratio of cooling to dynamical time in the outer CGM, at \( r > 50 \) kpc, as a function of \( M_{\text{CGM}} \). We use the same...
implies CGM masses of dashed line showing the threshold value of $\zeta$ corresponds to Figure 12. The Astrophysical Journal, shows the threshold value of $f_{\text{O VI}}$ column. The vertical gray lines show the MW estimated column, which CGM mass produces OVI and OVII column densities that are a panel of Figure 11 is that for steeper pro radii are lower and lead to longer cooling times given by Equation (4).

This shows that in warm/hot gas OVI columns above $10^{14}$ cm$^{-2}$ require $\zeta < 10$, almost independent of the density profile shape. The vertical lines show the MW OVI column (solid) and its 1$\sigma$ error range (dashed). Models with $N = 1.9 \times 10^{14}$ cm$^{-2}$ have $\zeta \approx 4$. We note that for the metallicity range we examine the $t_{\text{cool}}$–$N_{\text{OVI}}$ relation is also nearly independent of the gas metallicity.

FSM20 derive an upper limit for $\zeta$ as a function of $N_{\text{OVI}}$ measured by an external observer at a given impact parameter and apply it to the COS-Halos data. We modify this limit for an observer inside the galaxy$^{15}$ and find that it is given by

$$\zeta \lesssim 4.7 \left( \frac{N_{\text{OVI}}}{2 \times 10^{14} \text{ cm}^{-2}} \right)^{-1} \left( \frac{R_{\text{CGM}}}{280 \text{ kpc}} \right)^{-0.22}. \quad (4)$$

The limit is plotted by the gold dotted line in the bottom panel of Figure 12, and the values of $\zeta$ in our models are consistent with it. For the MW column, Equation (4) gives $\zeta < 5$ and, to be consistent with $\zeta \sim 10$, requires $N_{\text{OVI}} < 6 \times 10^{13}$ cm$^{-2}$, below the 1$\sigma$ range of the MW column.

5.6. Predictions for Additional Metal Ions

We now provide predictions for absorption measurements of a few additional metal ions: N V, Ne VIII, and Mg X. All three are Li-like ions, similar to the O VI. However, they probe different gas temperatures, leading to different behavior of the column densities with profile shape and gas mass, shown in Figure 13.

N V (left panel) behaves similarly to the O VI (see Section 5.3.2)—the columns increase with gas mass with a power-law slope of slightly above unity, and they are higher in the nonthermal model. However, the absolute N V columns are low, for two reasons. First, the solar abundance of nitrogen is $6.76 \times 10^{-5}$ (Asplund et al. 2009), a factor of $\approx 7$ lower than the oxygen abundance. Furthermore, in CIE, the N V fraction peaks at $T \sim 2 \times 10^5$ K, below the CGM temperature at the outer boundary of our models. This leads to N V columns a factor of $\sim 30$ lower than the O VI, with $N_{\text{NV}} \sim (3-8) \times 10^{11}$ cm$^{-2}$ at low CGM masses and $N_{\text{NV}} \sim (0.1-2) \times 10^{13}$ cm$^{-2}$ for high $M_{\text{CGM}}$.

The middle and right panels show the column densities of Ne VIII and Mg X, respectively. While their elemental abundances are $5-10$ times lower than oxygen, these two ions reach peak fractions at $T \sim 7 \times 10^5$ K and $\sim 1.2 \times 10^6$ K respectively. These temperatures are prevalent in our models, leading to column densities that are close to the O VI, with $N \sim 10^{14}$ cm$^{-2}$. The Ne VIII column is not sensitive to the profile shape and varies weakly with $M_{\text{CGM}}$, resulting in a relatively narrow range of $(0.4-2) \times 10^{14}$ cm$^{-2}$. Mg X forms mainly in the central region of the CGM, where the temperatures are high (similar to the O VIII), and its column density in the thermal model is a factor of $\sim 3-4$ higher than in the nonthermal. The column variation with $M_{\text{CGM}}$ is weak, with a slope of $\sim 0.2$. Both ions have absorption features at $\lambda < 100$ nm and may be observable in the MW with the next generation of UV space telescopes.

$^{15}$ This differs from the limit in FSM20 by a geometric factor owing to the different location of the observer measuring the OVI column density.
Figure 13. Column density predictions for N V (left), Ne VIII (middle), and Mg X (right). The three ions probe different gas temperatures, between \( \sim 2.0 \times 10^5 \) K and \( 1.2 \times 10^6 \) K, and behave differently with gas mass and density profile shape (see details in Section 5.6). \( N_{\text{NeVIII}} \) behaves similarly to \( N_{\text{OVII}} \), with the columns in the nonthermal model higher than in the thermal model, but overall lower than \( N_{\text{OVII}} \) by a factor of \( >10 \). \( N_{\text{OVI}} \) is not very sensitive to the gas mass or distribution shape. \( N_{\text{MgX}} \) forms at small radii, where the CGM temperatures are higher, and is larger in the thermal model.

6. Discussion

6.1. The MW CGM Distribution and Mass

One of the goals of this work is to compare the predictions of the FSM20 model framework to observations of the warm/hot gas in the MW. FSM20 presented a single parameter combination, chosen to fit the MW O VII and O VIII columns and other data. Here we expand on this by varying the gas distribution shape and the CGM mass and examining models with physical mass–metallicity combinations, produced by an SAM. We now briefly summarize the results described in Sections 5.2 and 5.3.3 and discuss possible caveats.

Comparing our models to current observational data, we ask two questions. First, what gas distributions best reproduce the data? The thermal model underpredicts the O VII/O VIII ratio and produces low O VI columns. The nonthermal model has low pressures near the Galactic disk and low DM. The OVII and O VIII column densities are also lower than observed, by a factor of \( \sim 2 \) or more, and for CGM masses above \( 3 \times 10^{10} M_\odot \), it overproduces the OVII/O VIII ratio. The standard model is consistent with the measured value of each observable (DM, O VI, etc.) over a wider CGM mass range than the thermal or nonthermal models and with a larger set of observables overall. This result supports the choice of parameters made in FSM20, with similar amounts of thermal and nonthermal support.

Second, assuming a given model and density distribution, what CGM masses are preferred by the existing measurements? In general, CGM masses below \( \sim (1-2) \times 10^{10} M_\odot \) are inconsistent with the measured values of \( N_{\text{OVI}}, N_{\text{OVII}}, \) the OVII/O VIII ratio, \( D_{\text{M}_{\text{L}}} \), and the pressure at the solar radius for any profile shape. We now focus on the allowed CGM mass range for the standard model, and our figures allow the reader to perform this analysis for the two other models. The oxygen columns favor CGM masses above \( \sim 2 \times 10^{10} M_\odot \). Lower-mass models are excluded by the OVII and O VIII measurements and the OVII/O VIII ratio. The DM to the LMC, if taken as a measurement, provides a stronger constraint: \( D_{\text{M}_{\text{L}}} \sim 10-20 \) pc cm\(^{-3}\) requires \( M_{\text{CGM}} \sim (5-10) \times 10^{11} M_\odot \). The DM measurement by Platts et al. (2020) suggests even higher CGM masses. However, there are two caveats to the current DM measurements. First, the \( D_{\text{M}_{\text{L}}} \) may be an upper limit, due to a possible contribution from the LMC ISM. Second, for \( D_{\text{M}_{\text{L}}} \) the existing sample of localized FRBs is not yet large enough to provide strong constraints. In a recent work, Keating & Pen (2020) argue that there is a significant uncertainty on the DM from the MW CGM and that it can be as low as \( 10 \) pc cm\(^{-3}\). The detection of pulsars at larger distances from the MW (in dwarf satellite galaxies and M31) and a larger FRB sample will provide more information. We conclude that the MW CGM hot gas mass is in the range of \( (3-10) \times 10^{10} M_\odot \), with a nominal value of \( \sim 5 \times 10^{10} M_\odot \).

The FSM20 framework addresses the warm/hot gas in the extended, spherical CGM, and there may be a contribution to the DM and the metal column densities from additional diffuse components in the MW. First, there is evidence from X-ray emission for a disk structure of hot gas around the Galaxy (Nakashima et al. 2018; Kaaret et al. 2020). Yamasaki & Totani (2020) construct a model for this disk component and find that it can have a significant contribution to the DM at low Galactic latitudes. We use the measurement to the LMC, at \( l = 280^\circ, b = -32.9^\circ \), and the electron column density in the disk in this direction will be small (see their Figures 6–7). DM from the disk at lower latitudes may reduce the tension with the high \( D_{\text{M}_{\text{L}}} \) inferred by Platts et al. (2020). For absorption observations, FSM17 estimated that while the hot disk can dominate the extended halo in emission, its contribution to the column densities of the high oxygen ions will be small (see Section 6.3 there).

The FSM20 model also does not include CGM at \( T < 10^5 \) K, traced by lower-metallicity ions and lying in the vicinity of the disk (Zheng et al. 2019; Qu et al. 2020), or at larger distances (LMC and LMC-related complexes). This gas can be either (i) at \( T \sim 10^4 \) K, in a cooling/heating equilibrium with the MGRF, or (ii) in a transitional phase, between the hot and cool components. The contribution from these phases to the OVII and O VIII columns is probably negligible: the temperature is too low for CI, and if the cool gas is in pressure equilibrium with the hot phase, or close to it, the gas densities in the former are also not low enough for PI to create significant amounts of OVII and O VIII. The OVII may, in principle, form in the ionized envelopes of clouds and complexes (Gnat & Stenberg 2004), evaporating clouds (Gnat et al. 2010), or mixing layers (Ji et al. 2019; Fielding et al. 2020a; Abruzzo et al. 2022; see also Strawn et al. 2021). For
the first two scenarios, Gnat & Sternberg (2004) and Gnat et al. (2010) showed that a single cloud is likely to contribute only a small fraction of the total OVI column measured in the MW ($\lesssim 10^{13}$ cm$^{-2}$). We also do not expect a large contribution to the OVI column from gas cooling out of the hot phase, for two reasons. First, the gas mass is already accounted for in our models. Second, since the OVI peak fraction coincides with the peak of the cooling curve, the amount of cooling gas with high OVI should be low at any given time. For cool gas that heats up by mixing with the hot gas, measurements show low metallicities in the MW cloud complexes, suggesting a low contribution to the measured oxygen column.

The OVI column density in our models is fairly sensitive to the CGM mass (see Figure 9), suggesting it as a useful probe to constrain the MW $M_{\text{CGM}}$. However, it also carries some uncertainty, due to the velocity cuts introduced in the measurements (see Section 4), and a possible contribution from phases or components not included in the FSM20 model. Improvements in CGM models and higher spectral resolution measurements may allow stronger constraints on $N_{\text{OVI}}$.

Finally, our results for the CGM mass can be compared to the mean density estimates inferred from the gas distribution around the LMC and the absence of gas in MW dwarf satellite galaxies. In the standard model, a CGM mass of $5 \times 10^{10} M_{\odot}$ gives $\langle n_{\text{CGM}} \rangle \sim 3 \times 10^{-5}$ cm$^{-3}$, similar to the estimate of Blitz & Robishaw (2000) for the mean density inside 250 kpc. The densities at 50–100 kpc are $\sim$0.5–1.0 $\times 10^{-4}$ cm$^{-3}$, similar to the estimates by Grechnev & Putman (2009) and Salem et al. (2015). This result is nontrivial since the methods used to estimate the gas density are completely different. As mentioned above, there are uncertainties in our analysis due to additional gas structures and phases in the MW CGM. The CGM densities inferred from MW satellites are also uncertain, due to possible internal processes in the dwarf galaxies leading to gas loss (heating and outflows), the precise orbits of the satellites in the CGM, and possible stripping of gas outside the MW virial radius by the Local Group intragroup medium, for example (see Putman et al. 2021). Thus, we find the agreement between the two results encouraging.

6.2. The Ejected Gas Component

As described in Section 2.1, the Santa Cruz SAM includes a second extended gaseous component in addition to the virialized hot CGM. This is the ejected gas reservoir, which does not become available for cooling onto the ISM for a longer timescale ($t_{\text{re-accrete}} \approx t_{\text{Hubble}}$). There are two possible physical scenarios for interpreting this reservoir—the gas is physically ejected beyond the virial radius of the galaxy, or heated to a temperature significantly higher than the halo virial temperature, resulting in a very long cooling time. We now examine how our results change if we take the total diffuse gas mass (hot halo+ejected) as the CGM input for the FSM20 models and then discuss the implications of our calculations for the physical interpretation of the ejected component in the SAM. We show selected results for these high-mass models in Figure 14, with the hot-halo-only models for comparison.

The total gas and metal masses in the extended components are shown by the gray markers in Figure 2. The full range of gas masses is relatively small, with $M_{\text{gas}}$ between $5 \times 10^{10}$ and $2 \times 10^{11}$ $M_{\odot}$, and the mean metallicities are in the range of 0.15 < $\langle Z'\rangle$ < 1.5. As shown in the right panel, the resulting $M_{\text{gas}}$-$\langle Z'\rangle$ relation is a very steep function of the gas mass.

For our calculation here, we adopt the parameters of the standard model (see Table 1) and the SAM gas masses and mean metallicities. The gas pressure, DM, and thermal energy scale linearly with gas mass and are identical to the properties of the standard hot halo model (blue markers in Figure 7), for the corresponding gas masses. The DM to the LMC ranges from 7.4 to 26.0 pc cm$^{-3}$, and the total DM is a factor of $\sim$2 higher. The pressures at the solar radius are between $P/k_B = 1100$ and 4000 K cm$^{-3}$, and the total thermal energy is in the range of $(0.7–2.5) \times 10^{58}$ erg.

The gas cooling properties depend on the metallicity (Figure 11), and the steep $M$-$\langle Z'\rangle$ relation leads to high cooling rates over the range of gas masses, with $L_{\text{cool}} \sim 4 \times 10^{41}$ erg s$^{-1}$ ($\pm 0.3$ dex). This leads to short mean cooling times, $\sim 10^7$ yr, and these are plotted in the left panel of Figure 14 by the gray squares. The resulting total mass accretion rates are $\sim 80 M_{\odot}$ yr$^{-1}$. 
The oxygen column densities are also high, with \( N_{\text{OVI}} \approx 7 \times 10^{14} \text{ cm}^{-2} \) and \( N_{\text{OVII}} \approx 3 \times 10^{15} \text{ cm}^{-2} \), outside the 1\( \sigma \) range of the values measured in the MW. The \( \text{OVI} \) columns are shown in the middle panel of Figure 14. The \( \text{OVIII} \) columns, plotted in the right panel, are \( \approx 6 \times 10^{15} \text{ cm}^{-2} \), closer to, but still above, the nominal observed value. The mean gas densities in these models are \( \langle n_{\text{H}} \rangle \approx 3.2 \times 10^{-5} \text{ cm}^{-3} \). At these densities, PI has a negligible effect on the total \( \text{OVII} \) and \( \text{OVIII} \) columns and a small effect on the \( \text{OVI} \) column density.

To summarize, including the ejected gas mass in the CGM leads to cooling times of \( \approx 1 \text{ Gyr} \) and overpredicts the \( \text{OVI} \) and \( \text{OVII} \) columns measured in the MW (see Equation (4)). One possible interpretation of this result is that in the MW the ejected component in the SAM really does not constitute part of the CGM, and it is either ejected outside \( R_{\text{vir}} \), with only a few objects above \( 5 \times 10^{10} \text{ M}_\odot \). The high masses of the ejected gas reservoir seen in the SAM were recently addressed by Pandya et al. (2020), who find that the mass outflow rates in the SAM are higher than those measured in high-resolution cosmological zoom-in simulations from the FIRE suite. These high mass ejection rates are required in the SAM to avoid the buildup of overmassive stellar components, which are inconsistent with the relation of stellar mass to halo mass. Pandya et al. (2020) suggest that modifying the SAM to include heating of the CGM by stellar winds, dubbed "preventative feedback," will lead to lower accretion rates from the CGM. This will eliminate the need to expel large gas masses from the galaxy and may lead to the CGM retaining higher fractions of the galactic baryons. It will be interesting to repeat our modeling once this physical recipe is added to the SAM. Another mechanism that can prevent the buildup of massive ejected reservoirs is to allow SN-driven winds to escape from the halos completely, similar to the current treatment of AGN-driven winds (see also Cattaneo et al. 2020). However, this is more likely to happen in lower mass halos and probably will not have a strong effect in MW-like galaxies.

### 6.3. CGM Cooling/Heating Balance

The FSM20 picture assumes that the CGM is in a large-scale equilibrium and that the gas radiative losses are, at least partially, offset by heating processes. We now examine the energy budget by comparing the cooling rates in the FSM20 models to the gas cooling and heating rates in the SAM. We show the results in Figure 15.

The left panel shows the CGM mass cooling rates. The blue circles and solid curve are the cooling rates from the standard model presented in Section 5. The mean \( M_{\text{cool}} \) is calculated as the total CGM mass divided by the mean cooling time, and for a given gas distribution, \( M_{\text{cool}} \propto L_{\text{cool}} \) (see Section 5.4). The magenta markers show the cooling rates calculated in the SAM, where the CGM is assumed to follow an SIS density profile with a constant metallicity. The cooling efficiencies used are from SD93, assuming CIE. S08 define the cooling radius, \( R_{\text{cool}} \), as the radius within which the gas cools on a timescale given by \( t_c \), and \( R_{\text{cool}} \propto t_c^{1/2} \). The total mass cooling rate from the CGM into the ISM is then given by Equation (2) in S08:

\[
M_{\text{cool}} = \frac{1}{2} \frac{M_{\text{CGM}}}{t_c} \frac{R_{\text{cool}}}{R_{\text{vir}}}.
\]

S08 take the cooling timescale to be the halo dynamical time, \( t_c = t_{\text{dyn}} = R_{\text{vir}}/V_{\text{vir}} \).

The SAM mass cooling rates show a bimodal behavior. For one subgroup of objects in our sample, \( M_{\text{cool}} \) increases with CGM mass, with a slope similar to that of the purple dashed line, scaling as \( M_{\text{CGM}} \). For these galaxies, the mass cooling rates calculated by the FSM20 model and the SAM are similar, with \( \sim 1 \) \((35)\) \( M_\odot \text{ yr}^{-1} \) at \( M_{\text{CGM}} \approx 10^{10} \text{ (10)} \text{ M}_\odot \). For the second...
group of objects, $M_{\text{cool}}$ is predicted by the SAM to be approximately constant with CGM mass, with $M_{\text{cool}} \sim 30-40 \ M_\odot \ yr^{-1}$. Many of these objects are identified by the SAM to be in the cold accretion mode, defined by $R_{\text{cool}} > R_{\text{vir}}$, and these constitute $\sim 10\%$ of our sample. However, we find that some objects along the constant $M_{\text{cool}}$ branch have $R_{\text{cool}} < R_{\text{vir}}$, and these typically have CGM masses above $\sim 3 \times 10^{10} \ M_\odot$. We attribute these objects to halos in transition between the cool and hot modes. In future analysis, they can be excluded by adopting a lower value for the maximal cooling radius. For example, requiring $R_{\text{cool}} < 0.85 R_{\text{vir}}$ removes most of the horizontal branch objects from our sample, and $\sim 65\%$ of the full sample survives this criterion.

In the SAM, the CGM of galaxies in the hot accretion mode can be heated by AGN radio jets. The mass heating rate is given by Equation (21) in S08,

$$M_{\text{heat}} = \frac{L_{\text{heat}}}{(3/2) k_B T / \mu m_p} = \frac{\eta_{\text{heat}} m_{\text{radio}} c^2}{(3/4) V_{\text{vir}}^2},$$

where $V_{\text{vir}}$ is the halo virial velocity, $m_{\text{radio}}$ is the mass accretion rate in the AGN radio mode, $\eta_{\text{heat}}$ is the conversion efficiency of the accreted mass to radiation, and $c$ is the coupling efficiency of the radio jets with the hot gas.

We plot these AGN jet-driven mass heating rates in the middle panel of Figure 15 (orange diamonds), and we replot the SAM mass cooling rates from the left panel for objects in the hot accretion mode ($R_{\text{cool}} < R_{\text{vir}}$), for comparison (magenta squares). The thick solid lines are power-law fits plotted to show the trends in the data. The AGN heating rates have a significant scatter at a given CGM mass, with a full range of $M_{\text{heat}} \sim 5-300 \ M_\odot \ yr^{-1}$. The fit shows a weak correlation with $M_{\text{CGM}}$, with typical values of $\sim 30-50 \ M_\odot \ yr^{-1}$. For most objects, the mass cooling rates have lower or similar values. The black markers show the SAM net mass cooling rates ($M_{\text{cool}} - M_{\text{heat}}$) for systems with positive net cooling. These constitute $\sim 30\%$ of the objects in our sample. The net cooling rates have a median value of $\sim 10 \ M_\odot \ yr^{-1}$ and a scatter of $\pm 0.5 \ M_\odot \ yr^{-1}$. In the right panel, we plot the cooling-to-heating ratio for each object, with both the SAM and the FSM20 cooling rates (magenta and blue markers, respectively). The FSM20 cooling rates are lower than in the SAM, and comparing them to the AGN heating rates, only $\sim 10\%$ of the objects have positive net cooling.

This result supports the estimate in FSM20, that the energy released by accretion onto the SMBH can be enough to offset the radiative cooling of the CGM (see Section 4.3 there). Furthermore, as noted earlier, the current Santa Cruz SAM does not include CGM heating from stellar feedback (but only ejection of the ISM), which can also have a significant contribution to the total heating rate (Pandya et al. 2021), lowering the net mass cooling rate even further. For the MW, with its low-mass SMBH, it is possible that AGN activity has not been the dominant mechanism for heating the CGM, and SN winds were a more significant energy source.

However, we do not argue that the radiative losses in the coronal gas must be offset exactly. How the energy injected by AGN or stellar feedback couples to the CGM and the efficiencies of these processes remain open questions, and a precise balance is not required. First, as we have shown in Section 5.4, for low CGM masses, the cooling time is long, comparable to the Hubble time (see middle panel of Figure 11). In these cases, even if the radiative losses are not balanced, the CGM can be in approximate equilibrium. Second, for galaxies with a nonnegligible SFR, the mass cooling rate of the CGM does not need to be zero.

To demonstrate the second point for the MW, we fit the mass cooling rate calculated by FSM20 as a function of $M_{\text{CGM}}$,

$$M_{\text{cool}} = 9.4 \ (5.1 - 13.7) \times \left( \frac{M_{\text{CGM}}}{5 \times 10^{10} \ M_\odot} \right)^{1.64} \ M_\odot \ yr^{-1},$$

where the range in the normalization factor represents the $1\sigma$ scatter in the sample, $\Delta M_{\text{cool}} \approx 0.21$ dex. The total cooling rate can be written as $M_{\text{cool}} = \Delta SFR + M_{\text{heat}}$. Taking the CGM mass estimated in Section 6.1, $M_{\text{CGM}} \sim 5 \times 10^{10} \ M_\odot$, and the MW SFR, $\sim 2 \ M_\odot \ yr^{-1}$ (Chomiuk & Povich 2011; Liciquà & Newman 2015), suggests a mass heating rate of $\sim 7.4 \ M_\odot \ yr^{-1}$, or $L_{\text{heat}} \sim 3.8 \times 10^{40} \ erg \ s^{-1}$. Reversing this relation and writing the CGM mass as a function of the mass cooling rate gives a lower limit on the CGM mass for a measured SFR,

$$M_{\text{CGM}} \gtrsim 2 \left( 1.5 - 2.7 \right) \times 10^{10} \times \left( \frac{SFR}{2 \ M_\odot \ yr^{-1}} \right)^{0.55} \ M_\odot,$$

with a range of $\pm 0.12$ dex. Equality occurs when $M_{\text{heat}} \approx 0$, if there is no energy injection into the CGM (through feedback or otherwise), or if the feedback coupling efficiency to the CGM is very low. For the MW SFR, this gives a gas mass similar to the estimates by Stern et al. (2019) and Voit (2019) (which assume no heating by feedback), $M_{\text{CGM}} \sim 2 \times 10^{10} \ M_\odot$.

Finally, if both the CGM mass and SFR are known, the CGM cooling rate can be leveraged to constrain the coupling of SN feedback, for example, to the CGM. To do this, we rewrite the total cooling rate as $L_{\text{cool}} = \Delta SFR \times E_{\text{th}} / M_{\text{CGM}} + L_{\text{heat}}$. The energy input from SNe may be similar to or less than the total heating rate and can be estimated as

$$L_{\text{heat}} \gtrsim R_{\text{SN}} \times E_{\text{SN}} \times \epsilon_{\text{SN,CGM}},$$

where $R_{\text{SN}}$ is the SN rate (in events per year), $E_{\text{SN}} = 10^{51} \ erg \ s^{-1}$ is the energy per SN, and $\epsilon_{\text{SN,CGM}}$ is the fraction of this energy going into heating the CGM. Equation (7) approximated the cooling rate as a power-law function of the gas mass, and for the standard models, the total radiative losses are

$$L_{\text{cool}} = 4.7 \times 10^{40} \ erg \ s^{-1} \times (M_{\text{CGM}} / 5 \times 10^{10} \ M_\odot)^{1.64}.$$ Combining these, we get

$$\epsilon_{\text{SN,CGM}} \lesssim 0.05 \times \left( \frac{R_{\text{SN}}}{0.03 \ yr^{-1}} \right)^{-1} \times \left[ \frac{M_{\text{CGM}}}{5 \times 10^{10} \ M_\odot} \right]^{1.64} - 0.11 \left( \frac{\text{SFR}}{M_\odot \ yr^{-1}} \right),$$

and for the MW SFR and estimated CGM mass, $\epsilon_{\text{SN,CGM}} \lesssim 0.04$.

To summarize this point, the FSM20 model framework provides the CGM cooling rate as a function of the gas mass and distribution. When examined together with the galaxy SFR and SMBH activity, the cooling rate can be used to infer a lower limit on the CGM mass for a given SFR or to estimate the amount of feedback needed to offset the cooling for a given CGM mass. Knowing both can allow us to study how efficiently the feedback couples to the CGM or predict whether the galaxy is building or depleting its ISM reservoir.
7. Summary

In this paper we combined the Santa Cruz SAM for galaxy formation with the FSM20 model to examine how CGM observables, such as the DM and oxygen column densities, behave with the total gas mass and its spatial distribution. We test how measurements of these observables constrain these important properties of the MW CGM, and we provide predictions for comparison with other models and future observations. We also explore how the radiative luminosity and cooling time behave with $M_{\text{CGM}}$, and we study the mass accretion rate and energy budget of the CGM.

In Section 2 we use the SAM to generate a sample of $z=0$ galaxies with MW-like halo masses, $M_{\text{vir}} \approx 10^{12} M_\odot$. These galaxies have a wide range of stellar masses and SFRs (Figure 1). The diffuse extended baryons in the SAM have two components, hot halo and ejected gas, and we consider the former to constitute the CGM in our “standard” models. The mean metallicity of this component in the SAM galaxies is correlated with its mass, with $(\langle Z \rangle_{\text{CGM}}) \propto M_{\text{CGM}}^{-0.75}$ but with significant scatter at a given CGM mass (Figure 2). We find that the CGM mass and metallicity of the fiducial model from FSM20 and those of the SAM galaxies are consistent, which is a nontrivial result.

We present the parameter space of the FSM20 model we explore in Section 3. Given a constant halo mass, we fit the spatial extent of the CGM and the gas temperature at the outer boundary and vary the amount of nonthermal pressure support in the CGM, setting the shape of the gas density profile. We find that the density can be well approximated with a power-law function, with $n \propto r^{-\alpha}$. The slope varies between $\alpha_n \approx 1.25$ for distributions with only thermal pressure and $\sim 0.75$ for models with dominant nonthermal support (Figure 4). We summarize the MW CGM observations with which we compare our models in Section 4.

We present our main results in Section 5. We use the gas masses and mean metallicities from the SAM as input parameters for the FSM20 framework, resulting in a physically motivated exploration. We construct models with three parameter combinations, sampling different amounts of nonthermal support, and examine how the CGM properties vary with gas mass and distribution. First, in Section 5.1, we present the gas density, temperature, and metallicity profiles (Figure 6). Then, in Section 5.2, we address the gas pressure and the DM. We show that the pressures estimated from HVCs above the Galactic disk and DM measurements disfavor low CGM masses and models dominated by nonthermal support. However, these observations currently do not provide strong constraints.

In Section 5.3, we examine the columns densities of high oxygen ions, O VI to O VIII, as observed from inside the galaxy. These depend on the gas metallicity, and at low gas densities (or CGM masses) the ion fractions are also significantly modified from their CIE values by the UV background. To isolate these effects, we construct models with a constant metal mass. We find that (i) PI starts to significantly affect the total oxygen columns at $M_{\text{CGM}} \sim 3 \times 10^{10} M_\odot$ and (ii) to reproduce the observed columns with low CGM masses requires metallicities that are significantly higher than those predicted by the SAM $M-\langle Z \rangle$ relation (Figure 8). For models with the SAM CGM masses and metallicities, we show that each oxygen ion behaves differently with profile shape and $M_{\text{CGM}}$, demonstrating the strength of combining data from different ions when comparing to models (Figure 9).

In Section 5.4, we present the CGM cooling rates, the implied cooling times, and the mass accretion rates in the absence of feedback (Figure 11). We show that the total cooling rates are similar for the different profile shapes, with a difference of a factor of $\sim 2$ between the profiles, similar to the scatter resulting from the $M-\langle Z \rangle$ relation. We then address the ratio of cooling to dynamical time, $\zeta$, as a function of gas mass in Section 5.5, and we find that $\zeta > 10$ requires $M_{\text{CGM}} < 2 \times 10^{10} M_\odot$ (Figure 12). We also derive an upper limit on the cooling time as a function of $N_{\text{OVI}}$ and show that the column measured in the MW requires $\zeta < 5$, similar to the value FSM20 estimated for the COS-Halos galaxies. Finally, in Section 5.6 we present predictions for N V, Ne VIII, and Mg X column densities in the MW CGM (Figure 13). These, together with other metal ions, can be incorporated into future versions of the SAM.

In Section 6 we address three topics. First, we summarize our constraints on the CGM mass in Section 6.1, and we find that the MW measurements favor CGM masses of $(3-10) \times 10^{10} M_\odot$ and profiles with similar amounts of thermal and nonthermal support. This is similar to the fiducial model presented in FSM20. However, this extended analysis allows a better understanding of how the different observables behave with model parameters. Second, in Section 6.2, we show that including the ejected component from the SAM in the CGM mass leads to (i) short cooling times, with $t_{\text{cool}} \sim \text{Gyr}$, and (ii) O VI and O VII columns that are higher than the measured values by a factor of $\sim 2$ (Figure 14). One possible conclusion is that a significant fraction of the gas and metals were ejected beyond $R_{\text{vir}}$, and our Galaxy lacks $\sim 30\%$ of its baryons. Another option is that this gas is within the halo but is at a different temperature or in a different ionization state than assumed in the simplest model scenario and therefore cannot cool efficiently, possibly as a result of preventative feedback (see Pandya et al. 2020).

In this scenario the CGM has a higher mass and lower metallicity. Finally, in Section 6.3 we show that the AGN heating rates in the SAM are enough to offset the radiative losses in the CGM for a large fraction of the objects in our sample (Figure 15). However, we argue that the cooling rates calculated in the FSM20 framework do not need to be balanced exactly, and comparing them with the energy output of the galaxy can allow us to constrain the efficiency of CGM heating by feedback and predict the future evolution of the galaxy.

We hope that the combination of SAMs for galaxy formation and detailed CGM models, as performed in this work, will improve our understanding of galaxy evolution and the CGM. We also hope that future observations will allow the use of our models to put even stronger constraints on the CGM properties and better understand this important component of our Galaxy.
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We thank Yossi Cohen for sharing his catalog of TNG100 galaxies and CGM properties. We thank Yuval Birnboim, Avishai Dekel, Orly Gnat, Guinevere Kauffmann, Ariyeh Maller, Nir Mandelker, Chris McKee, Kartick Sarkar, Jonathan Stern, and Simon White for helpful discussions and suggestions during the course of this work. We thank Matthew McQuinn and the anonymous referee for helpful comments on the manuscript.

This research was supported by the Israeli Centers of Excellence (I-CORE) program (center No. 1829/12), the Israeli Science Foundation (ISF grant no. 857/14), DFG/DIP grant STE 1869/2-1 GE625/17-1, NASA award 19-ATP19-0023, and the Mathematics and Physical Sciences (MPS) program of the Simons Foundation, and the Center for Computational Astrophysics (CCA) at the Flatiron Institute. Y.F. thanks the CCA for hospitality. This work also benefited from discussions held during the program “Fundamentals of Gaseous Halos” at the KITP (UCSB), supported by the National Science Foundation under grant No. NSF PHY-1748958. R.S.S. is supported by the Simons Foundation, with 6 Sloan and the other two cases are (flatter) gas density distributions, this results in steeper (flatter) temperature profiles and higher (lower) temperatures in the central regions of the halo. For example, the temperature at the inner CGM boundary (r ~ 10 kpc) is ≈ 3.1 × 10^6 K for the steep gas density profile and ≈ 1.4 × 10^6 K for the flat density models (see also Table 1).

The top right panel shows the gas metallicity profiles. The models shown here have mean metallicities of ⟨Z'/CGM⟩ ≈ 0.1 and 1.0 solar for the high and low mass, respectively, chosen to give a constant M_p (Z'). The metallicity shape profile is determined by the metallicity length scale, r_Z, and for our models, we couple steep (flat) gas density profiles to steep (flat) metallicity profiles, with small (large) r_Z = 30 (250) kpc. The metallicity decreases outward, leading to a distribution of metals that is more centrally concentrated than that of gas.

The bottom panels of Figure A1 show the gas local cooling rate, and total cooling rates for the different model sets (see left panel of Figure 7). The local gas radiative cooling rate, given by L_{cool} ∝ n^2 Λ(n, T, Z), is plotted in the bottom middle panel. In the models we examine here, regions with higher gas density also have higher metallicities and higher cooling rates. However, the gas temperatures there are also higher, and in the temperature range of our models, the cooling efficiency decreases with temperature. This leads to similar cooling rate profiles and total cooling rates for the different model sets (see left panel of Figure 7). The gas local cooling time is calculated as t_{cool} = E_{th}/L_{cool}, and the cooling times (bottom right panel) are longer for the thermal models. We note that the high mass models presented here have long cooling times, between ~4 × 10^9 yr and 10^10 yr. This is longer than the typical times shown in Figure 7, with 2 × 10^9 yr, a result of the low mean metallicity of the high-mass models shown here.

It is interesting to compare the gas cooling rates and times in the low and high CGM mass models (dashed and solid curves, respectively). At large radii the gas densities are low, and photoheating by the MGRF suppresses the gas cooling efficiency and results in steeper cooling rate profiles for the low-mass models of a given profile shape. For example, for the thermal profiles (black curves) the ratio of the gas cooling rate of high- to low-mass models is ~20 at ~10 kpc and increases to ~130 at ~280 kpc. As a result, the cooling time profiles for the high-mass models are almost flat with radius (at r > 100 kpc) and increase almost linearly with radius for the low-mass models.

Appendix

Radial CGM Profiles

In this Appendix we present the distribution of gas properties with radius in our CGM models and examine how they are affected by variation in the model parameters. In Section 5 we constructed three sets of models, with different parameter combinations setting the gas density and metallicity profile shapes (see Table 1). One is the fiducial model from FSM20, and the other two cases are (i) models with only thermal support, resulting in steeper gas density profiles, and (ii) models with significant nonthermal (turbulent and B/CR) support, leading to flatter profiles. The shape of the gas metallicity profile was also chosen to be steep or flat, through the gas metallicity length scale, r_Z. In each set we constructed models with the gas masses and mean metallicities from the SAM, with 6 × 10^9 M⊙ < M_{CGM} < 1.3 × 10^11 M⊙ and 0.1 < ⟨Z'/CGM⟩ < 2.0.

Figure A1 and A2 show the radial profiles of different gas properties for these three parameter combinations, and for each case we show two specific models, with CGM masses of M_{CGM} = 10^{10} and 10^{11} M⊙, bracketing the gas mass range given by the SAMs. These models have ⟨Z'/CGM⟩ ≈ 0.1 and ⟨Z'⟩ ≈ 1.0 for the high and low CGM mass models, respectively. This results in a constant density—metallicity product, and for properties like the metal ion densities, it allows us to focus on higher-order effects, such as temperature and PI. The dashed and solid curves show the low- and high-mass models, respectively. The color-coding is identical to Figure 6—the blue curves show models with the FSM20 fiducial parameters, and the black (red) curves show models dominated by thermal (nonthermal) pressure support.

A.1. Gas Properties and Cooling

The top panels of Figure A1 show the gas density, temperature, and metallicity profiles. The gas density profiles (left) can be approximated by power-law functions with slopes a_n ~ 1 (see Section 3 and left panel of Figure 4), and the gas mass distribution is dominated by large radii, with the profiles intersecting at r ~ 200 kpc. The gas thermal temperature profiles (middle) do not depend on the mean gas density, and we show a single set of curves for the three profile shapes. The temperature at the outer CGM boundary is constant and set to the temperature of the MW virial shock, 2.4 × 10^5 K (see Section 3.1). The gas entropy in our model is constant with radius, and the temperature is related to the gas density through the adiabatic EOS, with T ∝ n^{2/3} for the thermal component. For steeper (flatter) gas density distributions, this results in steeper (flatter) temperature profiles and higher (lower) temperatures in the central regions of the halo.
A.2. Oxygen Fractions and Densities

Figure A2 shows the ion fractions and volume densities of the O VI–O VIII ions as functions of radius. The top panels show the oxygen ion fractions. The high-M\textsubscript{CGM} models (solid curves) show the effect of the different temperature profiles on the ion fractions. The low-mass models (dashed) have lower gas densities and are useful to examine the effect of P\textsubscript{T}.

In the high-mass models, the O VI fraction (left panel) at the outer boundary depends on the gas temperature, and it is identical in all three models. As we move inward, the gas temperature increases and the O VI fraction decreases. This does so faster in the steep model, due to the steeper temperature profile (see Figure A1). In the low-mass models, gas densities are \(\sim 5 \times 10^{-5} \text{ cm}^{-3}\) at \(r > 30 \text{kpc}\), low enough for P\textsubscript{T} to reduce the O VI fraction. The effect is stronger for the thermal model, where the gas density at large radii is lower. At small radii (\(r \sim 10 \text{kpc}\)), the gas densities are high enough for the ion fraction to be determined by the gas temperature only (CIE), and they are identical for the low and high CGM models.

The O VII fraction (middle panel) is of order unity for most radii in all three density profiles, both for the high and low CGM mass models. Differences between the high-mass models can be seen at very small radii, where the gas temperature in the steep models is high and O VII is collisionally ionized (CI) to form O VIII. At large radii, the O VII is higher for the thermal profile since some of the O VI is photoionized into O VII. In the low-mass models, some of the O VI is photoionized to O VIII, and the O VII fractions are overall lower at \(r \gtrsim 30 \text{kpc}\). In the innermost region, \(r < 20 \text{kpc}\), the gas density is high enough for the gas to be in CIE, and the O VII fractions are similar for the low- and high-mass models.

The O VIII (right panel) in the high-mass models is formed by CI in the central parts, and the ion fraction is highest in the thermal model, where the temperature is optimal for O VIII, with \(T_{\text{peak}} \sim 2.5 \times 10^6 \text{ K}\) in CIE. Outside the CI core, the ion is formed by P\textsubscript{T} of the O VII, and its fraction is low (\(f_{O\text{VIII}} < 0.1\)). In the low-mass models, the lower gas densities lead to a significant increase in the O VIII fraction, to \(f_{O\text{VIII}} \sim 0.3–0.4\). This is comparable to the peak CI fraction, and the ion fraction profiles are similar all the way to the central part of the halo.

The bottom panels show the ion volume densities, \(n_{\text{ion}}(r) = n_{\text{H}}Z_{\text{ion}}^2\), and are useful for understanding the column density plots presented in Figure 9. The O VI volume density (left) is lower in the thermal models at both low and high CGM masses, leading to lower column densities compared to the nonthermal models. As shown earlier, for high gas mass models this is a result of the gas temperature profile (CI), and for low-mass models, it is a result of the gas density (P\textsubscript{T}). The O VI ion fraction profiles increase with radius and offset the decline in density and metallicity, leading to ion volume densities that are almost flat or relatively slowly decreasing with radius, as well as large length scales (see bottom panels of Figure 9).

The O VII and O VIII profiles (middle and right panels), on the other hand, decrease rapidly for all models, and most of the column density forms in the inner part of the halo. The ion densities in the thermal models are higher out to \(\sim 150 \text{kpc}\), resulting in higher column densities. Finally, the profiles of the high-mass models intersect at larger radii than the low-mass profiles, leading to larger (integrated) differences between the profile shapes.
Figure A2. Oxygen ion fractions (top) and ion volume densities (bottom), for O VI (left), O VII (middle), and O VIII (right).
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**Figure A2.** Oxygen ion fractions (top) and ion volume densities (bottom), for O VI (left), O VII (middle), and O VIII (right).
