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From classical molecular dynamics simulations, we identify a simple and general predictor of molecular orientation at solid and vapour interfaces of isotropic fluids of anisotropic particles based on their shape and interaction anisotropy. For a wide variety of inter-particle interactions, temperatures, and substrate types within the range of typical organic semiconductors and their processing conditions, we find remarkable universal scaling of the orientation at the interface with the free energy calculated from pair interactions between close-packed nearest neighbours and an empirically derived universal relationship between the entropy and the shape anisotropy and bulk volume fraction of the fluid particles. The face-on orientation of fluid particles at the solid interface is generally predicted to be the equilibrium structure, although the alignment can be controlled by tuning the particle shape and substrate type, while changing the strength of fluid–fluid interactions is likely to play a less effective role. At the vapour interface, only the side-on structure is predicted, and conditions for which the face-on structure may be preferred, such as low temperature, low interaction anisotropy, or low shape anisotropy, are likely to result in little orientation preference (due to the low anisotropy) or be associated with a phase transition to an anisotropic bulk phase for systems with interactions in the range of typical organic semiconductors. Based on these results, we propose a set of guidelines for the rational design and processing of organic semiconductors to achieve a target orientation at a solid or vapour interface.

1 Introduction

Anisotropic molecules, whose shape deviates significantly from spherical, are hugely important in many technologies. Liquid crystal molecules, for example, form ordered phases that can be controlled by temperature or concentration, and are the basis of a multi-billion dollar display industry, with an extensive history dating back to the late nineteenth century. Additionally, organic molecules with extended π-conjugation, many of which can also be classified as liquid crystals, have been shown to display interesting opto-electronic properties, and devices based on these organic semiconductors (OSCs) are growing in importance as their performance improves.2,3

As important electronic processes often happen in the vicinity of interfaces,4–7 controlling the alignment of molecules at these interfaces is important for optimising the performances of OSC-based devices and liquid-crystal displays (LCDs). Due to the anisotropic shape of these molecules, symmetry breaking at both solid and vapour interfaces often leads to a preferred orientation,8 even when the bulk phase is isotropic. This interface alignment has broad implications for device performance.

For a uniaxial molecule (in which two of the principal axes are equivalent), alignment can vary between the extremes of the non-equivalent molecular axis aligned parallel (planar anchoring; side-on orientation for an oblate ellipsoid) or perpendicular (homeotropic anchoring; face-on orientation for an oblate ellipsoid) to the interface (Fig. 1). For biaxial molecules (in which all three principal axes are different), three alignment extremes are possible: face-on, end-on, and side-on.

In OSCs in particular, orientation at the solid and vapour interface is important for improving the performance of a variety of devices, with different functionalities requiring different alignments. In organic field-effect transistors (OFETs), for example, charge mobility is greater when molecules are aligned side-on at the solid dielectric interface, as charge transport can occur in the π-stacking direction rather than having to proceed through the often insulating side-chains.9–14 Conversely, in organic photovoltaics (OPVs), the face-on orientation at the electron donor–acceptor bulk heterojunction (BHJ) interface is favoured as it reduces charge recombination by allowing efficient charge transport away from the interface, while also ensuring better charge generation by increasing donor–acceptor orbital overlap.15–19 Organic light-emitting diode (OLED) performance also depends on the orientation of the emitter's transition dipole moment with respect to the substrate, with planar alignment preferred.20–23 The design of molecules for these devices should therefore focus not only on the electronic properties of the individual molecule, but also on how the molecules align at important interfaces in the device in order to maximise performance.
Although the importance of controlling interface orientation in OSC devices is generally well understood, and there is no shortage of experimental\cite{16,18,24} or computational\cite{25,30} examples of preferential alignment of anisotropic molecules at interfaces, there remain few general rules for predicting alignment at either the solid or vapour interface from the chemical structure of OSC molecules. We have recently extensively reviewed the subject in the context of OSCs,\cite{31} and despite a number of factors being implicated in controlling molecular orientation, in many cases an understanding of the general physical principles that dictate this behaviour was lacking, especially at the solid interface.

There is an extensive history of simulations of liquid crystals using simple computational models (see ref 32 for a review), which have been used to provide a basic understanding of the behaviour of these anisotropic molecules. A smaller subset of these studies have examined the interplay of repulsive and attractive interactions in controlling the interfacial orientation. At a free interface (such as that with a vapour phase), the orientation of anisotropic particles has been studied at various levels, ranging from mean field theories,\cite{33} to particle-based molecular dynamics (MD),\cite{34} and Monte-Carlo (MC)\cite{35,36} simulations. It has been found that switching between the face-on and side-on orientation at this interface can be achieved through tuning the anisotropy of the attractive interactions. In the absence of attractive interactions, the long axis of an anisotropic molecule has been predicted to align perpendicular to the interface due to excluded-volume entropic effects.\cite{33} MD simulations of the Gay–Berne (GB) fluid have indicated a dependence of the orientation at the vapour interface of nematic fluids on the ratio of the shape anisotropy to the interaction anisotropy of the particles.\cite{34,36} Fluids that are isotropic in the bulk have also been shown to display preferential alignment at a vapour interface.\cite{35}

In contrast, at the solid interface, free volume is maximised in the face-on orientation, for which the long molecular axis is parallel to the interface.\cite{37} Density functional theory calculations of hard platelets,\cite{38,39} and theoretical calculations of hard spherocylinders and spheroplatelets at hard impenetrable walls show a preference for alignment with the short axis of the molecule perpendicular to the wall due to entropic effects and minimisation of the surface tension. The inclusion of attractive interactions between fluid particles has been predicted to introduce a temperature dependence to interface orientation, with systems at high temperatures showing the same alignment as the purely repulsive systems due to the dominance of entropy, and a transition to the opposite alignment at lower temperatures as energetic effects become more significant.\cite{42,43} Many computational studies of specific systems have shown similar dependences on temperature and interaction anisotropy.\cite{44,49} In general, the orientation at the solid interface depends on both the strength and anisotropy of the fluid–substrate interactions,\cite{43} and the strength of the fluid–fluid interactions.\cite{50} A number of experimental studies report control of orientation at this interface for specific small molecules,\cite{19,44,46,51–55} and the strength of the interactions with the substrate has been shown to directly influence the orientation, again for a specific set of interaction parameters.\cite{45}

An interesting illustration of the contrasting behaviour of hard particles at solid and vapour interfaces is the case of a penetrable wall, from which a particle's centre-of-mass is repelled but which the rest of the molecule can penetrate to varying degrees.\cite{56,57} As the wall interacts isotropically with the centre-of-mass of the anisotropic particle, a highly penetrable wall is qualitatively similar to a free interface, whereas a impenetrable wall represents a solid interface. MC and density functional theory calculations of these interfaces show a transition between face-on alignment at an impenetrable surface and side-on alignment at a fully penetrable wall,\cite{56,57} consistent with previous theoretical predictions at solid and vapour interfaces, respectively, due to excluded-volume entropic effects.\cite{33,42}

Although a number of general rules that appear to be relatively predictive for determining the orientation of anisotropic particles at both solid and vapour interfaces exist, and many specific examples of orientation control can be found in the literature, a more detailed understanding of how molecular shape and interactions control the orientation in general, and the ability to predict orientation based on combined energetic and entropic contributions using a simple analytical expression, is lacking. In this work, we investigate a series of OSC-like systems using equilibrium coarse-grained MD simulations of GB particles between solid and vapour-like interfaces. These simulations allow for systematic tuning of the strength of the interactions, shape of the anisotropic molecule, and its interactions with the substrate, to gain an understanding of how the interplay of these features influences the orientation at both the solid and vapour interfaces. The use of GB particles, which have a simple ellipsoidal shape, means that these results should be generally applicable to a wide range of molecules, whether OSCs or not, that share similar shapes and interactions, rather than specific to a single type or class of chemical structure.

We focus our work here on systems that are isotropic in the bulk in order to isolate the effects of the interfaces, to remove the additional complications associated with alignment of additional layers, and to broadly understand what happens under experimental conditions in which a thin film of anisotropic molecules is annealed from the melt, deposited from solution, or subjected to high operating temperatures. Generalisation to interfaces with bulk fluids that are anisotropic is possible. We also focus on simulations of equilibrium fluid structure. While thin-films in OSC devices are commonly deposited under non-equilibrium conditions, systems will evolve towards equilibrium over time. As device performance depends strongly on interface orientation, a shift away from a desired non-equilibrium morphology towards the thermodynamic minimum may result in a reduction in performance over time. It is therefore desirable for devices to have an as-deposited morphology that is close to equilibrium, as this will confer higher thermal stability on device performance. It is important then to understand the equilibrium behaviour of such molecules in order to develop materials that continue to perform well over the entire device lifetime.

The paper is organised as follows. We first describe the simulation and analysis methods in section 2. We then show that molecular orientation of anisotropic fluid particles with both repulsive and attractive interactions at the solid and vapour interface of an
isotropic fluid cannot generally be predicted using a previously proposed metric, and propose a semi-empirical mean-field estimate of the free-energy difference between face-on and side-on orientations as an alternative. We use simulations of purely repulsive particles confined between a solid and vapour interface to obtain quasi-universal relationships for the scaling of the entropic component of the free energy with the shape anisotropy and bulk density of the fluid particles (section 3.1). Combining this estimate of the entropy with an estimate of the energetic component of the free energy from nearest-neighbour pair interactions (section 3.2), we show that this free energy parameter accurately predicts molecular orientation at the solid (section 3.3.1) and vapour (section 3.3.2) interfaces. In section 3.4 we generalise these results into a number of practical design principles for OSCs, with the goal of providing guidelines towards rational design of OSC interfaces.

2 Methods

The orientation of a fluid of anisotropic particles at both solid (impenetrable) and vapour-like (penetrable) interfaces was studied using classical molecular dynamics (MD) simulations. A range of uniaxial oblate Gay–Berne (GB) ellipsoids, representative of typical small OSC molecules, were studied to elucidate the general effects of shape and interaction anisotropy. These simple models greatly increase computational efficiency compared with all-atom simulations, allowing a wide variety of parameters and conditions to be examined. Simulations were carried out using LAMMPS (version 3 March 2020),58,59 and visualisation and analysis of simulation trajectories were conducted using OVITO.60

The GB potential61 is an anisotropic form of the widely used Lennard-Jones (LJ) pair potential, and captures the short-ranged excluded-volume repulsion and longer ranged van der Waals interactions of the fluid particles. The potential is characterised by parameters $\sigma$ and $\epsilon$ that define the length and energy scales of the potential, respectively. Parameters $v$ and $\mu$ that tune the shape of the potential, and, for uniaxial particles, the short and long principal diameters, $\sigma_F$ and $\sigma_S$, and relative well depths, $\epsilon_F$ and $\epsilon_S$, along the corresponding axes (the subscripts “F” and “S” denote “face” and “side”, respectively). The anisotropy of the uniaxial particles is described by the shape anisotropy parameter $\kappa = \sigma_F/\sigma_S$ and the interaction anisotropy parameter $\kappa^* = \epsilon_S/\epsilon_F$. A full description of the GB potential and parameters is given in the ESI, section S1.

In all simulations, we have used $v = 1$ and $\mu = 2$, as is common for the GB potential, in line with its original parameterisation61 and previous parameterisations of OSC systems,62 and have set $\epsilon_S = 1$ and $\sigma_F = 1.05\sigma$. A non-bonded interaction cutoff of $3\sigma_S$ was used for all systems. In order to match experimentally relevant systems, published GB parameters for biaxial models of several simple OSCs62 were used as a starting point to define the interactions in the systems studied here. To obtain a simpler uniaxial representation of each molecule, for which the end–end and side–side interactions and dimensions are equivalent, the published biaxial principal-diameter and well-depth parameters for end–end and side–side interactions were averaged. This typically resulted in changes to these parameters of less than 10 and 20%, respectively, from their original published values. The resulting shape and interaction anisotropies of several small organic molecules are given in Table 1 and inform the values of $\kappa$ and $\kappa^*$ explored.

We have used LJ reduced units throughout this work, with energies, lengths, temperatures, pressures, and times given in units of $\epsilon$, $\sigma$, $\epsilon/k_B$, $\epsilon/\sigma^3$, and $\tau \equiv \sqrt{m_0\sigma^3/\epsilon}$, where $m_0$ is the unit of mass and $k_B$ is the Boltzmann constant. We note that setting $\epsilon = 1.8 \text{ kcal/mol}$ and $\sigma = 3.2 \text{ Å}$ gives behaviour consistent with the experimental behaviour of perylene, i.e. a density of $1.1 \text{ g/cm}^3$ at $560 \text{ K}$ and $1 \text{ atm}$ for a system with $\kappa$ and $\kappa^*$ approximately those of perylene in Table 1,62 and so the parameter range studied should be representative of the behaviour of a variety of OSCs given this choice of $\epsilon$ and $\sigma$.

To mimic the scaling of molecular mass with molecular size typical of OSCs, the particle mass $m$ was scaled in proportion to the particle volume $v_F = \pi\sigma_F^2 \sigma_S^3 / 6$ (calculated as the volume for an ellipsoid with principal diameters $\sigma_F$, $\sigma_S$, and $\sigma_S$) to give a constant mass density within the particle. Although approximate, this behaviour is reasonably representative of real systems, for which the mass density within the particle generally varies between 1.4 and 1.7 g/molÅ3 when the particle volume is calculated from published biaxial GB parameters62 (ESI Table S3). To facilitate comparison between systems with different sized particles, we have analysed results in terms of the volume fraction, $\phi$, rather than the number density, $\rho_n$, in the bulk fluid. The two are related as $\phi = \rho_n/v_F$.

To encompass the region of parameter space in Table 1 for typical OSCs, values of $\kappa$ of 0.30, 0.35, 0.40, 0.45, and 0.50, and $\kappa^*$ of 0.15, 0.20, 0.25, and 0.30 were used. Additional $\kappa^*$ values of 0.50 and 0.70 were examined for certain systems to access points with $\kappa^* > \kappa$, as interfacial behaviour has previously been predicted to exhibit a transition around $\kappa/\kappa^* = 1$ in some circumstances.36 Several systems with $\kappa^* = 1.2$ were also studied to examine the behaviour when side–side interactions are stronger than face–face ones. While side–side interactions that are stronger than the face–face ones are not typical of OSCs-like molecules, they can potentially be accessed through, for example, functionalisation of the aromatic core and may present an interesting means of tuning interfacial orientation. The systems with $\kappa^* > 1$ in this work had weaker face–face interactions than the systems with $\kappa^* < 1$ in order to maintain an isotropic bulk fluid as the side–side interactions were increased, meaning face–face interactions were weaker than would be the case for a typical OSC. As the alignment

| molecule   | $\kappa$ | $\kappa^*$ |
|------------|----------|------------|
| porphine   | 0.28     | 0.159      |
| pyrene     | 0.34     | 0.164      |
| perylene   | 0.36     | 0.190      |
| benzene    | 0.47     | 0.270      |
at both solid and vapour interfaces is expected to depend on temperature, due to competition between excluded-volume entropic effects and attractive intermolecular interactions.\textsuperscript{42} Several temperatures between 0.56 and 0.84$\epsilon/k_B$ were studied, corresponding to a temperature range of 507–761 K for the representative OSC systems described above, encompassing a range of temperatures where the OSCs-type molecules that are represented by these GB parameters are liquid. A full list of the specific systems studied is given in the ESI, Table S6.

Simulations were conducted with the fluid confined in the z direction between two fixed interfaces parallel to the (x, y)-plane, as illustrated in Fig. 2a: a particle-based solid surface at the bottom and a perfectly flat wall at the top that interacts with the center of each fluid particle with a repulsive harmonic potential,

$$u_w(z) = \begin{cases} 
\epsilon_w (z - z_w)^2, & z > z_w, \\
0, & \text{otherwise},
\end{cases}$$

(1)

where $z_w$ is the wall position, $\epsilon_w$ describes the strength of the wall–particle interaction, and $z$ is the vertical position of the centre of the fluid particle. This repulsive wall was implemented at the top surface of the fluid to maintain an approximately constant average fluid density between systems with particles of the same shape and to prevent evaporation. Similar to a vapour interface, this wall constrained only the vertical position of the centre of a fluid particle and placed no constraints on the position of the particle surface defined by the repulsive part of the GB potential. We will refer to this vapour-like interface as the ‘vapour interface’ in what follows, and note that it is comparable to the penetrable walls used in previous studies of interface ordering of anisotropic particles.\textsuperscript{56,57} In contrast, no part of a fluid particle could penetrate the solid surface.

The solid substrate was modelled as a single layer of either atomistic graphene or silicon, positioned with atoms centred at $z = 0$. These substrates have been shown experimentally to interact strongly (graphene) or weakly (silicon) with OSCs and to give rise to face-on and side-on orientations, respectively, of the organic molecule.\textsuperscript{51} Parameters (non-bonded interactions and bond length) for graphene were taken from the OPLS-AA force field\textsuperscript{53} for aromatic carbons ($\sigma_{LJ} = 0.039\epsilon$, $\sigma_{LJ} = 1.11\sigma$, bond length = 0.44$\sigma$ for $\epsilon = 1.8$ kcal/mol and $\sigma = 3.2$ Å) and atoms positioned in the hexagonal lattice of graphene with separation taken from the OPLS-AA force field as the bond length for aromatic carbons.\textsuperscript{63} OPLS parameters were also used for silicon\textsuperscript{64} ($\sigma_{LJ} = 0.056\epsilon$, $\sigma_{LJ} = 1.70\sigma$) and atoms positioned to give the fcc(001) plane of silicon’s diamond cubic lattice (lattice spacing of 1.69$\sigma$).\textsuperscript{65} Although $\sigma_{LJ}$ is larger for silicon, the larger lattice spacing means that the overall attraction of a single GB fluid particle to the substrate is weaker for silicon than graphene. An additional substrate with the same structure as graphene but with interactions that were twice as strong ($\sigma_{LJ} = 0.078\epsilon$, $\sigma_{LJ} = 1.11\sigma$) was also examined, which we will call the "strong" substrate. The structures of these substrates are shown in the ESI, Fig. S1. The mixing rules for combining GB parameters of two dissimilar particles,\textsuperscript{62} defined by eqns (S3)–(S8) of the ESI, were used to model the fluid–substrate interactions so
as to maintain the correct shape dependence of the interactions. The interaction range $\sigma$ in eqn (S2) of the ESI was replaced by the arithmetic mean, $(\sigma + \sigma_J)/2$, of the fluid and substrate interaction ranges for the fluid–substrate interactions. The substrate parameters, and the influence of the type of substrate on the orientation at both interfaces are given in full in the ESI (Table S4, Fig. S2).

To give comparable steepness for the repulsive potential at the vapour interface to the interaction with the solid substrate, the value of $\varepsilon_w$ was determined by fitting eqn (1) to the repulsive part of the potential energy versus $z$ of a single fluid particle representative of perylene ($\kappa = 0.36, \kappa^r = 0.19$) interacting with the solid substrate in the face-on orientation for the region where the potential energy was $< 2k_BT$ at $T = 0.62\varepsilon/k_B$. This gave a value of $\varepsilon_w = 17.8\varepsilon$ for the graphene substrate and $\varepsilon_w = 8.9\varepsilon$ for the silicon substrate. The same values for each substrate were used for both the attractive and repulsive surfaces, and the graphene value also used for the "strong" substrate, as the strength of the wall potential did not significantly affect the behaviour at the vapour interface (ESI Fig. S2).

All simulations were conducted at constant volume and temperature with the positions of the substrate particles fixed. Each system consisted of 6000 fluid particles and 4680 (graphene) or 800 (silicon) substrate particles. The simulation timestep was 0.012 $\tau$, which corresponds to 5 fs if the unit of mass $m_0$ is taken to be the molecular mass of perylene. Temperature was controlled with a Nosé-Hoover thermostat and set to values of 0.56, 0.62, 0.73, or 0.84$\varepsilon/k_B$. Most systems were constrained to a constant overall volume fraction $\phi_v$ (that is, the volume fraction calculated from the number density of all particles between $z = \sigma_{ub}/2$, the surface of the substrate, and $z = z_w$, the position of the harmonic wall) of 0.39, corresponding to a real density on the order of 1.1 g/cm$^3$ if $\varepsilon = 1.8$ kcal/mol and $\sigma = 3.2$ Å. The $z$ coordinate of the harmonic wall, chosen to achieve the desired overall volume fraction for the different values of $\kappa$, are given in the ESI Table S1. Additional systems were examined at lower (0.28) and higher (0.49) $\phi_v$ values to determine the dependence (if any) of interfacial orientation on the system density. The pressure in each system was measured as the normal force per unit area acting on the solid substrate. The average pressure at equilibrium was generally $< 200\varepsilon/\sigma^3$, but was up to $1200\varepsilon/\sigma^3$ for $\phi_v = 0.49$.

To initialise the simulations, fluid particles were packed with random positions and orientations into a large box (periodic in $x$, $y$, and $z$, with $x$ and $y$ dimensions 10 $\times$ the target values and $z$ dimension equal to the target value). For systems to be simulated with the graphene substrate, the target $x$ and $y$ dimensions were 34.48$\sigma$ and 34.125$\sigma$, respectively, to enable periodic packing of the substrate particles; for the silicon substrate, the final dimensions were $x = y = 33.94\sigma$ for the same reason. The size in the $z$ dimension was used to control the volume fraction of fluid particles and so depended on fluid particle size; the values for various systems can be found in the ESI Table S1. A soft potential $U_{\text{soft}}(r) = A \left[ 1 + \cos \left( \frac{r}{r_c} \right) \right]$ for $r < r_c$, where $r_c$ is a cutoff distance and $A$ an energy pre-factor that varies the "hardness" of the potential, was applied to remove particle overlaps ($r_c = 5\sigma, A$ increased linearly from 0 to 16.7$\varepsilon$ over 20,000 timesteps). Interactions were changed from the soft potential to the GB potential, and the box dimensions shrunk linearly over 50,000 timesteps at a higher temperature of $T = 0.88\varepsilon/k_B$ to give the final dimensions outlined above. To initialise the system in an isotropic phase, the fluid particles were then allowed to equilibrate in the bulk system at $T = 0.88\varepsilon/k_B$ for another 50,000 time steps. The periodic boundary conditions in the $z$ direction were then removed, and the box extended in the $z$ direction to give a region of vacuum above the bulk fluid. The solid substrate was introduced below the fluid, and the harmonic wall at the vapour interface was positioned at the $z$ coordinate required to give the desired overall volume fraction (ESI Table S1). The energy of the system was then minimised to remove any overlaps between fluid and interfaces. The system was simulated for a further 510,000 timesteps at the specified temperature, with the equilibration and correlation time for the orientation of the top and bottom fluid layers determined using pymbar’s timeseries module, which estimates the equilibration time as the time that maximises the number of uncorrelated samples (see ref. 70 for details). Only the data after the equilibration time was used for further analysis. Although a number of systems were simulated that were anisotropic in the bulk (typically for the most anisotropic shapes and interactions; see ESI Table S6 for a list of systems that formed anisotropic bulk phases), the slow dynamics in these systems did not allow equilibrium properties to be measured reliably over the time scales that were simulated. Results are therefore only reported in the main paper for systems with an isotropic bulk fluid phase.

2.1 Purely repulsive particle simulations

As their interactions have, to a good approximation, no energetic component, purely repulsive particles were used to determine the contribution of entropy to molecular alignment at the solid and vapour interfaces. For these purely repulsive particles, the shape parameters described above (with $\kappa = 0.30, 0.35, 0.40, 0.45, 0.50$) were used, and $\kappa'$ was fixed at 0.2 ($\varepsilon_S = 1, \varepsilon_z = 5$). The GB potential was cut-off and shifted to 0 at the minimum for each orientation to obtain a purely repulsive potential, analogous to the Weeks–Chandler–Andersen (WCA) truncation of the LJ potential. Likewise, a cut-off and shifted form of the fluid–substrate interactions, using the mixing rules for combining GB parameters of two dissimilar particles discussed previously, was used for the interactions with the solid substrate. These simulations were conducted at $T = 0.62\varepsilon/k_B$ at overall volume fractions between 0.1 and 0.5 using either the silicon or graphene substrate. Although these systems are expected to be athermal, simulations were also carried out for the silicon substrate at $T = 0.8\varepsilon/k_B$ to verify this fact. A full list of the systems studied is given in ESI Table S5. Data for the different substrates and temperatures was combined to determine the scaling of interface orientation with system parameters (see ESI, section S4).

3 Results and discussion

We have examined the orientation of anisotropic particles with both attractive and repulsive interactions at solid and vapour in-
terfaces. The average molecular orientation as a function of the coordinate, \( z \), perpendicular to the interface was quantified by the orientational order parameter

\[
s(z) = \left\langle P_2(\cos \theta) \right\rangle_z = \frac{3\langle \cos^2 \theta \rangle_z - 1}{2},
\]

(2)

where \( \theta \) is the angle between the short (unique) particle axis and the \( z \) axis, and the average \( \langle \cdot \cdot \cdot \rangle_z \) is over all fluid particles whose centres were in the histogram bin centred at position \( z \). A value of 1 indicates fully face-on alignment, and \(-\frac{1}{2}\) indicates fully side-on. For isotropic orientations, \( s(z) = 0 \). Throughout this work, the terms face-on and side-on will be used to describe any orientation that is either predominately face-on (\( s(z) > 0 \)) or side-on (\( s(z) < 0 \)), not just the fully aligned extremes. Representative density and orientation profiles are shown in Fig. 2, and selected additional profiles are given in the ESI, section S5.

For a bulk nematic GB fluid, the orientation at the vapour interface has previously been shown to scale with the ratio of the shape and interaction anisotropy parameters, \( \kappa/\kappa' \), with a face-on orientation observed for \( \kappa/\kappa' < 1 \), and an side-on orientation otherwise.\(^{36}\) For the systems studied in this work, in which the bulk phase is isotropic rather than nematic and in which solid interfaces are also considered, Fig. 3 shows that \( \kappa/\kappa' \) is not a good predictor of orientation at either the solid or vapour interface. At the vapour interface, the orientation does not appear to depend on \( \kappa/\kappa' \) for \( \kappa/\kappa' > 1 \), although there seems to be a transition to very marginally face-on orientations at \( \kappa/\kappa' < 1 \), as predicted previously for bulk nematic fluids.\(^{36}\) The systems that display a slightly face-on orientation are those with the most isotropic interactions studied here (\( \kappa' = 0.7 \)), resulting in very slight orientation preference, while those with the more face-on orientation are where side–side interactions are stronger than face–face (\( \kappa' = 1.2 \)). Stronger alignment could be achieved by decreasing \( \kappa' \) (increasing interaction anisotropy), but the corresponding increase in the shape anisotropy \( \kappa \) required to maintain \( \kappa/\kappa' < 1 \), coupled with the more anisotropic interactions, would likely result in systems that are anisotropic in the bulk. At the solid interface, there is a weak trend towards a more face-on orientation as \( \kappa/\kappa' \) decreases within each set of substrate/temperature conditions, but there is a strong dependence on temperature and \( \kappa/\kappa' = 1 \) does not correspond to the transition from side-on to face-on orientation. This dependence on temperature points to a significant entropic contribution, which is only accounted for implicitly in the \( \kappa/\kappa' \) parameter through the shape anisotropy \( \kappa \).

Thus, we have considered an alternative metric for predicting the orientation at both solid and vapour interfaces based on an estimate of the free-energy difference between the face-on and side-on orientations, which explicitly accounts for the roles of temperature and fluid–substrate interactions. The overall free energy includes an entropic term, \( \Delta S \), described in section 3.1 and calculated based on the shape anisotropy, \( \kappa \), and bulk volume fraction, \( \phi \), of the system, and an energetic term, \( \Delta U \), described in section 3.2 and based on the interactions between nearest-neighbour particles. The free energy difference per interface particle be-
tween face-on and side-on orientations is calculated as
\[ \Delta F = \Delta U - T \Delta S. \] (3)
where overbars indicate per-particle quantities. A predominantly face-on orientation is predicted for \( \Delta F < 0 \), and side-on for \( \Delta F > 0 \).

3.1 Entropic component
Although a number of theories exist to quantify the entropy difference between face-on and side-on interface configurations, a simple, accurate, analytical expression for the entropy as a function of system parameters is lacking, and a nematic bulk phase is often assumed. Instead, we have taken a semi-empirical approach, in which the entropy difference is measured in a comparatively small number of MD simulations of purely repulsive particles, to obtain a universal scaling relationship at the solid and vapour interfaces.

Due to the absence of attractive interactions, any alignment of the purely repulsive particles at the solid or vapour interfaces can, to a good approximation, be attributed entirely to entropy. The Helmholtz free energy difference between two states of a system can be calculated as \( \Delta F = \Delta U - T \Delta S \), which in the absence of an energetic contribution (\( \Delta U = 0 \)) gives \( \Delta F = -T \Delta S \). The entropy difference per interface particle between states of a system in the NVT ensemble with exclusively face-on and side-on orientations at an interface can then be estimated as
\[ \Delta \bar{S} = -\frac{\Delta \bar{F}}{T} = k_B \ln \left( \frac{P_F}{P_S} \right), \] (4)
where \( P_F \) and \( P_S \) are the probabilities of finding a fluid particle in the solid or vapour interfacial region (defined in Fig. 2) in the perfectly face-on (\( \cos(\theta) = 1 \)) and side-on (\( \cos(\theta) = 0 \)) orientations, respectively. Examples of the distribution of \( \cos(\theta) \) in the interfacial regions are given in the ESI, Fig S6.

The orientation at the solid interface was found always to be predominantly face-on, while a predominantly side-on orientation was exclusively found at the vapour interface (Fig. 4). In both cases, the degree of alignment was found to depend systematically on the volume fraction of the bulk fluid and the shape anisotropy of the fluid particles, with higher densities and shape anisotropies giving a greater degree of alignment. It has previously been predicted that a variety of hard anisotropic particles align with their long axis parallel to a solid substrate, as this alignment maximises the free volume and hence is the entropically favoured orientation. The opposite argument can be applied at the vapour interface, where the particles are able to extend over the interface, increasing the free volume when their long axis is perpendicular to the interface. Studies of hard ellipsoids at penetrable walls also show this behaviour. Thus, for oblate particles, a face-on orientation at the solid interface and a side-on orientation at the vapour interfaces are predicted to be entropically favoured, which is qualitatively consistent with the results presented here.

The entropy difference between face-on and side-on interface configurations was found to have a quasi-universal power-law

![Fig. 4](image-url) Orientational order parameter of purely repulsive fluid particles at (a) a purely repulsive graphene-like substrate and (b) the vapour interface as a function of shape anisotropy and bulk fluid volume fraction at \( T = 0.62\epsilon/k_B \). The colour of each point indicates the value of the order parameter at each interface. The shape anisotropy of various OSCs is indicated for reference. The labels ‘F’ and ‘S’ in the colour bar indicate face-on and side-on orientations, respectively. The orientational order parameter value for this and the other substrates and temperatures can be found in the ESI, Table S5. (The missing points at low \( \kappa \) and high \( \phi \) formed anisotropic bulk phases and could not be equilibrated on the simulation time scale, and so are not included.)
dependence on $\phi/\kappa$ at the solid interface and on $\phi/\kappa^{1/2}$ at the
vapour interface, where $\phi$ is the bulk fluid volume fraction and $\kappa$
is the shape anisotropy, as shown in Fig. 5, although there is some scatter
in the data, particularly for the solid interface. The scaling
relationships that best fit the data in Fig. 5 were

$$\Delta S_{\text{sub}} = 2.89k_B \left( \frac{\phi}{\kappa} \right)^{2.51}$$  \hspace{1cm} (5)

at the solid interface and

$$\Delta S_{\text{vap}} = -26.34k_B \left( \frac{\phi}{\kappa^{1/2}} \right)^{3.53}$$  \hspace{1cm} (6)

at the vapour, where a negative value favours a predominantly
side-on orientation and positive favours face-on.

While the scaling at the vapour interface with $\phi/\kappa^{1/2}$ is the
same for both substrates, the relationship between the entropy
difference and $\phi/\kappa$ for the silicon substrate is not as straightforward
as that for the graphene substrate (Fig. 5a). Due to the
spacing of the substrate particles (ESI Fig. S1), the fluid–substrate
potential has more significant lateral corrugations at the silicon
interface compared with graphene. This induces a greater dependence
of the potential on the in-plane $(x,y)$ coordinates compared
with graphene, which is much closer to an “ideal” planar solid
surface for which the potential depends only on the $z$ coordinate.
Despite the additional variability, the overall scaling behaviour
follows the same trend at both substrates, and the fit to all the
data was used.

Overall, if entropy is the only contributing factor and the system
is isotropic in the bulk region, the orientation preference at the
solid interface is expected to be face-on, and side-on at the
vapour interface, consistent with previously published theories
and calculations.33–42,56,57 Increasing the effect of entropy, such
as by using higher temperatures, more anisotropic particles, or
higher pressures (to increase density), could be used to enhance
this alignment if desired at either interface.

### 3.2 Energetic component

The alignment of particles with attractive interactions at the solid
interface is complicated by attractive interactions of the fluid with
the substrate and within the fluid itself. Qualitatively, the face-
on orientation should be energetically favoured when the face–
substrate interactions are strong (although this will also depend
on the relative strength of the fluid face–face, side–side, and side–
substrate interactions), and the side-on orientation should be ener-
ggetically favoured when the fluid particle’s face–face interactions
are stronger than both their side–side and face–substrate interactions.
Assuming that the fluid is isotropic everywhere except
for the layer adjacent to the interface, and that a fully face-on
particle interacts with six nearest neighbours through side–side
interactions (hcp packing) while a side-on particle has two face–
face interactions and two side–side interactions (cubic packing
with inequivalent lattice spacing) with its nearest neighbours (as
found in simulations in which the interface layer was close to fully
aligned, as shown in ESI Fig. S7), the difference in energy per in-
terfacial fluid particle between a completely face-on orientated

![Fig. 5 Entropy difference per particle between face-on and side-on ori-
entations as a function of $\phi/\kappa^n$ at the (a) solid ($n = 1$) and (b) vapour
($n = 1/2$) interfaces, where $\phi$ is the bulk volume fraction and $\kappa$ is the
shape anisotropy of the fluid particles. The data here includes all sets
of conditions for graphene- (filled symbols) and silicon-like (unfilled sym-
bols) repulsive substrate at $T = 0.62$ for 0.84$\epsilon/k_B$. The temperature does
not significantly affect the scaling (ESI Fig. S3). Plots comparing the
differences for different temperatures and substrate types are given in the
ESI, section S4.]
interfacial fluid layer and a completely side-on oriented one can be estimated to be

$$\Delta U = U_F - U_S$$

$$= [U_{Fs} + 6U_{Sf}/2] - [U_{Ss} + (2U_{SF} + 2U_{Ff})/2]$$

$$= U_{Fs} - U_{Ss} + 2U_{SF} - U_{Ff},$$

(7)

where $U_F$ ($U_S$) is the interaction energy of a particle in the face-on (side-on) orientation with its nearest neighbours in the interfacial layer and with the substrate. (Note that the nearest-neighbour fluid interactions are halved in these equations because each such interaction contributes to the energy of two interfacial fluid particles.) $U_{ij}$ is the interaction energy in the face-on/face–face orientation (for $i = F$) or side-on/side–side orientation (for $i = S$) with the substrate (for $j = s$) or another fluid particle (for $j = f$). For fluid–fluid interactions, the interaction energy in either the face–face or side–side orientation was taken as the minimum of the GB pair potential in the specified orientation. $U_{Fs}$ and $U_{Ss}$ were calculated as the minimum in the interaction between a single GB ellipsoid and the substrate in the face–face and side–side orientations, respectively. As a particle-based substrate was used in this work rather than being perfectly flat, the energy minimum was averaged over 100 random positions on the substrate. Equation (7) also applies for the energy difference per fluid particle at the vapour interface, but with the fluid–substrate interactions set to zero, i.e. $U_{Fs} = U_{Ss} = 0$.

3.3 Predicting alignment at solid and vapour interfaces

To predict the behaviour at both the solid and vapour interfaces, we have used the free energy described in eqn (3), with the energetic component determined from the bulk volume fraction and shape anisotropy of each system as described by eqns (5) and (6) for the solid and vapour interfaces, respectively, and with the energetic component determined from the nearest-neighbour interactions in the interfacial layer as described by eqn (7).

3.3.1 Solid interface

The average molecular orientation at the solid substrate, measured by the orientation order parameter $s_{sub}$, shows excellent universal scaling with the free energy difference defined by eqn (3) for the entire range of systems studied, covering temperatures from 0.56 to 0.84/k_B, bulk volume fractions from 0.29 to 0.50, and interaction anisotropies corresponding to molecules as varied as benzene, perylene, and porphine (Fig. 6a; see ESI Table S6 for a full list of systems). Interestingly, although systems with a predominantly side-on orientation at the solid interface are observed, they are relatively rare, being obtained in less than 15% of cases. These side-on systems generally correspond to situations for which the fluid particles have low shape anisotropy (high $\kappa$), the system is at low temperature, and to a lesser extent the fluid particles have high interaction anisotropy (low $\kappa'$). The rarity of the side-on orientation points to a dominant entropic contribution in most systems studied.
On separating the free energy into its energetic (Fig. 6b) and entropic (Fig. 6c) components, the reason for the preference for the face-on orientation at this interface becomes clear. Over the range of parameters studied, the energetic component varies from favouring the side-on orientation by values typically in the range of approximately $2\varepsilon$, to the face-on orientation by a similar amount. Over the same range of parameters, the entropic component of the free energy always favours the face-on orientation by between 1 and $5\varepsilon$, increasing in magnitude as the shape becomes more anisotropic. The combined result of these effects is an orientation that is only side-on under conditions where the entropic contribution is lowest (low temperature, low shape anisotropy) or the energetic contribution highest (highly anisotropic interactions). Although highly anisotropic interactions shift the energetic term significantly towards favouring the side-on orientation, high temperatures would be required in many cases to maintain an isotropic bulk fluid, which would increase the magnitude of the entropic term in the opposing direction, giving little change to the overall free energy. This separation of the free energy into its components also highlights that neither the energy nor the entropy is sufficient to completely explain the observed interface orientation, again emphasising the importance of both contributions for accurately predicting the orientation.

When examining the effect of the substrate on the interface orientation, a slight dependence is observed, with the observed orientation at the silicon substrate generally being shifted towards side-on relative to systems at the graphene–structured substrate (with either regular or strong interactions) for the same free energy difference (ESI Fig. S2). As described previously in the context of the purely repulsive systems, this slight substrate dependence is likely due to the looser packing of substrate particles in the silicon substrate compared with the graphene substrate. This increases the dependence of the fluid–substrate potential on the in-plane coordinates of the fluid particle at the silicon substrate, which behaves as a slightly penetrable surface, relative to the graphene substrate, which is much closer to an “ideal” smooth impenetrable solid substrate. No dependence on the strength of the fluid–substrate interactions was observed, however, with the results at the graphene and “strong” (same particle arrangement but double the interaction strength) substrates showing the same behaviour. This result indicates that patterning of the substrate may be an effective method to favour a more side-on alignment, as has been previously observed, although further study would be required to fully understand this behaviour.

Although it appears difficult to significantly influence the interfacial orientation by tuning fluid–fluid interaction strength within the realm of reasonable OSC parameters while the bulk fluid remains in an isotropic liquid phase, the energetic component of the free energy difference does have a strong dependence on the strength of the fluid–substrate interactions. Switching from a strongly (e.g. graphite) to weakly (e.g. silica) interacting substrate has been shown experimentally and computationally to influence the orientation at the solid interface for a range of OSCs. Fig. 7 highlights the relative importance of the fluid–substrate interactions: the difference in energy on switching from a strongly to weakly interacting substrate (e.g. graphene to silicon) is comparable to changing the interaction anisotropy from values close to those representative of benzene to perylene (a significant structural change), and is sufficient to switch the free energy from favouring face-on to side-on orientation in some cases.

Although increasing the strength of the substrate–fluid interactions will increase both the side–substrate and face–substrate interaction strength, which make equal and opposite contributions to the energetic component of the interface free energy difference in eqn (7), the face–substrate interactions are expected to dominate for most cases studied in this work due to two factors. First, the stronger face–face interaction compared with side–side interaction ($\kappa' < 1$) typical of OSCs leads to the strength of face–substrate interactions increasing more rapidly than that of side–substrate interactions when the substrate–substrate interaction strength is increased isotropically, giving the mixing rules for fluid–substrate interactions. Second, for oblate ($\kappa < 1$) particle shapes typical of OSCs (all the systems studied in this work), a face-on particle interacts with more substrate particles than a side-on particle, and so the strength of the interaction of a fluid particle with the whole substrate increases more rapidly for face-on particles than for side-on particles when the substrate–substrate interaction strength is increased isotropically, even if the fluid particles have no interaction anisotropy ($\kappa' = 1$). Overall, while changing the fluid–fluid or fluid–substrate interactions are both plausible ways of influencing the energy, large structural changes would likely be required chemically to significantly change the fluid–fluid interaction anisotropy, which will likely also change the shape anisotropy and bulk phase behaviour of the fluid. It should generally be much simpler to change the nature of the solid substrate.

The fluid particles studied here are representative of small OSC molecules such as perylene that do not have any side-chains, but many OSCs feature alkyl side-chains designed to enhance their solubility. The different chemical nature of the backbone and side-chain (one being a conjugated $\pi$-system, the other an alkyl chain) means that changing the substrate to favour interactions with either one or the other should enhance either the face-on...
(strong backbone–substrate interactions) or side-on (strong side-chain–substrate interactions) orientations at the substrate interface. Although we do not consider any molecules with side-chains here, the impact of side-chains can be approximated in the coarse-grained modelling framework used in this work by considering their effect on the overall fluid–substrate interactions: a substrate that is more strongly attracted to the side-chains (particle side) will energetically favour the side-on orientation. This behaviour has been observed experimentally, for example though treatment of a substrate with a self-assembled monolayer of octadecyltrichlorosilane (OTS).\textsuperscript{74}

### 3.3.2 Vapour interface

In contrast to alignment at the solid interface, which depends on the fluid–fluid and fluid–substrate interactions, the energetic driver for orientation at the vapour interface is simply expected to be related to the relative strength of the interactions for a face-on and side-on fluid particle with other fluid particles in the interfacial layer. Face–face interactions are maximised in the side-on orientation, so increasing the strength of these interactions is expected to promote the side-on orientation. Compared with the solid interface, the vapour interface does not show as clear universal scaling of the molecular orientation with the interface free energy parameter in eqn (3), but a strong trend with the free energy is still observed (Fig. 8a). Where $\kappa' < 1$, the orientation at this interface converges towards isotropic at the vapour interface as the free energy approaches zero, and becomes more aligned as the free energy magnitude increases. At high values of $\kappa'$ (low interaction anisotropy), the energetic component (Fig. 8b) shifts towards very slightly favouring a face-on orientation, qualitatively consistent with previous predictions of ordering of bulk nematic fluids at the free interface.\textsuperscript{36}

Several systems were also examined with $\kappa' > 1$, corresponding to stronger side–side than face–face interactions, as it is expected to promote the face-on orientation at the vapour interface. Even with reduced face–face interaction strength, bringing them outside the range of typical OSCs, most of these systems did not remain isotropic in the bulk. The two that did were the least anisotropic in shape and are the face-on outliers at $\Delta \bar{U} - T \Delta \bar{S} \approx 2\epsilon$ in Fig. 8a. While this result shows that it is possible to achieve a slight face-on orientation at the vapour interface for anisotropic particles while still maintaining an isotropic bulk phase, these points do not fall in the region where the simple free-energy predictor presented here predicts a face-on orientation.

The deviation from universal scaling at the vapour interface is likely due to several factors. Firstly, for a number of the systems, particularly those at high density, the pressure, measured as the normal force on the substrate, was relatively high – up to $1200\epsilon/\sigma^3$ in some cases. Examining the dependence of the relationship between $s_{\text{sup}}$ and the free energy on system pressure (ESI, Fig. S9b) shows more extreme side-on orientation (lower values of $s_{\text{sup}}$) at higher pressures for the same value of the free energy. While the orientation at the solid interface also shows a slight pressure dependence (ESI, Fig. S9a), the effect at the vapour interface is more pronounced. As the vapour interface is constrained by a repulsive harmonic wall, interacting with the

![Fig. 8](image-url) Orientational order parameter $s_{\text{sup}}$ at the vapour interface as a function of the (a) overall, (b) energetic, and (c) entropic components of the interfacial free energy difference. A least-squares best fit to a logistic function, constrained to go to $-0.5$ and $0$ at high and low $\Delta \bar{U} - T \Delta \bar{S}$ respectively is shown in (a). The energetic component is coloured by the interaction anisotropy parameter, the entropy component by the shape anisotropy parameter, and the overall free energy by the ratio of the two parameters. Filled symbols correspond to simulations with the graphene-structure substrate (graphene or “strong”) and unfilled symbols to the silicon substrate. Shaded grey regions highlight where the points should fall if obeying the predicted scaling with the free energy or free energy component.
centers of each fluid particle, high pressures correspond to a strong interaction between the fluid particles and this wall, which is likely not representative of a true vapour interface, where fluctuations are not artificially suppressed.

Secondly, as the energetic component of the interfacial free energy in eqn (7) is calculated assuming an idealised packing structure for a fully face-on and side-on interfacial layer, variations in the packing structure at the interface reduce the accuracy of the estimated free energy. The positions of fluid particles are less strongly constrained by the vapour interface than the solid substrate, and the side-on packing that predominates at the vapour interface appears to be less robust to disorder than the face-on packing that predominates at the solid interface, due to the tendency of nearest neighbours to be displaced parallel or angled slightly with respect to one another. Weaker ordering at the vapour interface results in molecular packings that deviate from the idealised structures, as shown in the ESI in Fig. S8. Similarly, the calculation of the energetic component of the free energy based solely on the fully face-on and fully side-on configurations means that the predictability of the model is likely to be poorer for systems with interfacial orientation that is closer to isotropic.

Despite these complications, the results indicate that it is difficult to obtain a face-on orientation under equilibrium conditions of isotropic bulk GB fluids for parameters representative of OSCs. For the systems studied here, the interaction energy favours the face-on orientation when the interaction strength is the most isotropic ($\kappa' = 0.7$) of the values studied (Fig. 8b), though only marginally, and more significantly when $\kappa'$ is increased to $> 1$. In all cases, however, the entropic term (Fig. 8c) is sufficiently large that the overall free energy still predicts the side-on orientation. While significantly lowering the temperature would help to transition to the face-on orientation by reducing the entropic contribution, this is likely to result in a transition to a liquid-crystal or crystalline bulk phase. On the other hand, reducing the entropic component by reducing the shape anisotropy is likely to lead to a more isotropic interface orientation.

It has previously been shown that the orientation of similar GB particles at a nematic–vapour interface can be easily switched between face-on for $\kappa'/\kappa < 1$ to side-on $\kappa'/\kappa > 1$, whereas only a very slight preference for the face-on orientation was observed if $\kappa'/\kappa < 1$ for the isotropic-bulk systems studied here (Fig. 3b). The greater propensity for a nematic bulk fluid to give the face-on orientation at the vapour interface compared with an isotropic bulk fluid can be understood qualitatively in terms of differences between the interfacial energy of the face-on relative to the side-on orientation in the two cases. For the isotropic fluid, this energy is described by eqn (7), whereas for the nematic fluid, interactions with the adjacent anisotropic fluid layer must also be taken into account. Assuming that, compared with the isotropic fluid, each fluid particle in the interfacial layer of the nematic fluid interacts with an additional particle of the same orientation in the next fluid layer, the face-on orientation is predicted to be more energetically stabilised relative to the side-on orientation in the nematic fluid than in the isotropic fluid for the systems studied here with $\kappa' < 1$ and in ref 36, for which the face–face interactions were always stronger than the side–side ones ($\kappa' < 1$).

### 3.4 Guidelines for controlling OSC interface orientation

In all manner of OSC-based devices, orientation at interfaces has been correlated with device performance. 9–18,20–23 Reliably controlling the orientation at these interfaces is therefore an important step towards designing high-performing molecules for commercial applications. Based on the results presented in the previous sections, we propose several general guidelines, which are supported by empirical evidence, for how the molecular structure, interface, and processing conditions may be tuned to shift towards the desired alignment at these interfaces.

**Increased shaped anisotropy promotes a face-on orientation at the solid interface, and side-on at the vapour.** As the shape anisotropy has a significant effect on the entropic component of the free energy described in eqn (3), it provides a simple handle for controlling orientation at both the solid and vapour interfaces. At the solid interface, increasing the shape anisotropy results in a shift towards a more face-on orientation (shifting left on the phase diagram presented in Fig. 6a), while the opposite behaviour is observed at the vapour interface. In both cases, this is due to an increase in the entropic driving force. Consistent with this prediction, a number of experimental studies have shown that backbone planarisation (induced by fluorination of the backbone, 16,75,76 or extending the conjugation of the backbone, such as by adding aromatic components between the backbone and side-chains 17, both of which can be associated with an increase in shape anisotropy), results in a more face-on orientation at the donor–acceptor interface in OPVs. It should be noted that both of these chemical modifications will also influence the energetics, so an interplay between changes in interaction strength and shape will control the orientation at the interfaces.

**Stronger fluid face–face (or weaker side–side) interactions promote side-on orientation at both interfaces.** Corresponding to a shift to the right on the plots in Figs. 6a,c and 8a,c, stronger face–face (or weaker side–side) interactions favour the side-on orientation in order to maximise these energetically more favourable interactions. As previously mentioned, this strategy is possibly the least effective approach for tuning the interface orientation as the energetic contribution to the interfacial free energy difference is close to zero for the interaction anisotropies studied here. Additionally, methods to tune the interaction anisotropy, such as introducing longer/bulkier side-chains that may block the face of the molecule or deplanarising the backbone, also change the shape anisotropy, which may have the opposite effect on interface orientation. Despite these challenges, enhancing the hydrogen-bonding capabilities of a small molecule in the side–side direction has recently been shown to promote a more face-on orientation at a solid substrate, 77 as predicted.

**Increasing the interaction strength of a solid substrate promotes the face-on orientation at the solid interface.** Changing the substrate (eg. from silicon to graphite) to one that interacts more strongly with the semiconductor is predicted to shift the orientation towards face-on, corresponding to a shift toward
the top left of Fig. 6a. There are many examples in the literature of this behaviour.\textsuperscript{19,44–46,52–55} Choosing a substrate that interacts favourably with either OSC backbone or side-chains would also be an effective means of tuning the orientation at this interface.

Processing conditions that favour entropy promote face-on orientation at the solid interface, and side-on at the vapour. As with the shape anisotropy, increasing the effect of entropy by processing at high temperature and pressure (density), will shift the preferred orientation towards the entropically favoured one (face-on at the solid interface, side-on at the vapour). When considering high temperatures, care should be taken to ensure that the orientation remains in the entropically favoured orientation as the system is cooled down, which can be achieved by rapid quenching, as the degree of alignment will be a function of temperature. In cases where the equilibrium orientation is face-on at the solid interface (which appear to be many), processes such as melt annealing can allow the equilibrium orientation to be obtained, even if deposited through a non-equilibrium method in the opposite orientation.\textsuperscript{51,78}

Conditions for which the bulk fluid is anisotropic, or side–side interactions are stronger than face–face ones, can give the face-on orientation at the vapour interface at equilibrium. From our predictions based on the behaviour of a bulk isotropic fluid, the face-on orientation at the vapour interface is extremely difficult to achieve, although it can be obtained by systems with stronger side–side interactions than face–face interactions (e.g. by chemical functionalisation of the aromatic core of the OSC). However, with face–face interactions typical of OSCs, such systems are unlikely to form isotropic bulk phases under typical conditions. The interface orientation of liquid crystal fluids has previously been shown to be much more variable.\textsuperscript{36} Under appropriate conditions, many OSCs form liquid-crystal phases, meaning the predictions of ref 36 based on the shape and interaction anisotropy can be applied to tune the orientation at the vapour interface.

Non-equilibrium processing can result in different behaviour than that predicted here. The above guidelines apply under equilibrium conditions, but could be circumvented using non-equilibrium methods to potentially reach the more difficult to obtain orientations (face-on at the vapour interface, side-on at the solid interface). Many common device processing techniques are non-equilibrium in nature. In methods such as vapour deposition, the layer-by-layer deposition traps lower layers close to their as-deposited orientation (see refs 79 and 80 for extensive reviews of this method and how processing temperature can influence the orientation). Alternate methods, such as spin or blade coating, rely on the evaporation of solvent to form thin films, which is also inherently a non-equilibrium process and will not necessarily result in the equilibrium structure. Nevertheless, the equilibrium structure is still important for OSCs, since systems tend toward equilibrium over time. For thermal stability of devices it is therefore beneficial for the equilibrium structure to be the one that maximises device performance.

4 Conclusions

Through the use of classical simulations of oblate ellipsoidal fluid particles, this work provides a general analysis of how particle shape and interaction anisotropy influence the equilibrium orientation of a wide variety of isotropic liquids at interfaces with both a solid and vapour-like phase. For a range of parameters spanning a subset of organic semiconductor (OSC) space, different substrate types, and different thermodynamic conditions, we find remarkable universal scaling of interface orientation with a single interfacial free energy parameter based on nearest-neighbour pair interactions and the interfacial entropy of purely repulsive particles of the same shape. Based on these results, we propose several practical methods for achieving the desired orientation at both interfaces, which we hope provide a pathway towards the rational design of high performing OSC-based devices.

At the interface with a solid, the entropically favoured orientation is face-on, consistent with previous theories based on excluded volume entropic effects. Even when attractions are introduced, the orientation is largely influenced by the entropy and can be tuned by modifying the shape anisotropy. The side-on orientation is more difficult to obtain, but can be achieved most simply by using a substrate that interacts weakly with the face of the fluid particle (or strongly with its side).

The entropically favoured orientation at the vapour interface is side-on, in contrast to the alignment at the solid substrate, but again can be rationalised through excluded-volume entropic effects. Importantly, in all cases studied here, the orientation at the vapour interface of a fluid that is isotropic in the bulk is predicted, and generally observed, to be side-on. Conditions for which the face-on orientation is favoured appear to be difficult to achieve for an isotropic bulk liquid phase for interactions typical of OSCs, but can be obtained if the system has a bulk liquid-crystal phase. Tuning of molecular shape and interaction parameters can result in a shift towards a more isotropic interfacial layer.

Many open questions remain in this area, such as how side-chains, biaxiality, degree of polymerisation, multiple fluid components, or non-equilibrium processes such as pre-aggregation of molecules in solution during solvent evaporation, influence the orientation, but we hope that this work provides a useful starting point for understanding some simple methods for how interfacial orientation can be systematically tuned. Additionally, although this work focuses on oblate ellipsoidal particles, representative of molecules such as pentylene, similar arguments should be applicable to prolate molecules such as pentacene. Further studies that account for interactions with the surrounding layers may allow this analysis to be extended to the non-isotropic systems that may be more typical of certain OSC molecules.
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