A Three-Dimensional Cartesian Mesh Generation Algorithm Based on the GPU Parallel Ray Casting Method
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Abstract: Robust and efficient Cartesian mesh generation for large-scale scene is of great significance for fluid dynamics simulation and collision detection. High-quality and large-scale mesh generation task in a personal computer is hard to achieve. In this paper, a parallel Cartesian mesh generation algorithm based on graphics processing unit (GPU) is proposed. The proposed algorithm is optimized based on the traditional ray casting method in computer graphics, and is more efficient and stable for large-scale Cartesian mesh generation. In the process of mesh generation, the geometries represented by triangular facets are transformed into a mesh composed of orthogonal hexahedrons. A parallel ray generation method is proposed to reduce the data exchange between the host memory and device memory. A parallel primitives searching method based on lattice grid is adopted to search the triangular facets for intersection calculation between rays and triangles. The parallel Cartesian mesh generation algorithm has been implemented using CUDA library. The performance of parallel Cartesian mesh generation algorithm has been promoted enormously compared with the traditional sequential algorithm, which is shown in different numerical experiments. Through some tests, the performance of parallel algorithm is analyzed, and the results show that the parallel computing power of the GPU is fully utilized. Finally, examples of Cartesian mesh generation are presented.
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1. Introduction

Cartesian mesh has been wildly used in computational fluid dynamics [1–4], computational explosion mechanics [5], and computer graphics such as collision detection [6,7]. Cartesian mesh is usually used as an approximate discretization for three-dimensional geometry. This kind of numerical mesh is piled up by a variety of orthogonal hexahedrons, and the boundary of meshes which belong to different substances is ladder-shaped as shown in Figure 1. In Figure 1, there are two kinds of substance in a two-dimensional computational domain, which are represented by blueness and whiteness, respectively, and the computational domain containing an ellipse is meshed into the Cartesian mesh. In computational fluid dynamics application, the geometric boundary conditions are discretized into the Cartesian mesh, and physical quantities are assigned on the mesh cells. The value of physical quantities on cells will be updated with the process of computation and regarded as the approximate value of physical quantities in the continuous physical space [8]. In the computer graphics application, the Cartesian mesh generation process is similar with the voxelization, which can be used in collision detection and rendering scenes in three-dimensional games. There is a variety of research about voxelization [9–11] in the field of computer games. The proposed algorithm in this paper...
focuses on the application in hydrodynamics, explosion mechanics, and electromagnetism numerical simulations. In these fields, the number of mesh cells generated is much larger than that in three dimensional computer games and can usually reach $10^{10}$ [12]. Although the real-time is not necessary, the efficiency of the mesh generation strongly influences the efficiency of numerical simulation and the efficient Cartesian mesh generation needs to be paid more attention.

There are two popular algorithms for large-scale Cartesian mesh generation. One is ray casting algorithm, which create a series of rays and compute the intersection between rays and geometries [13]. This method is usually applied to large-scale mesh generation because of its clear and simple procedure. However, the algorithm efficiency needs to be improved because of the large amount of time consumption in geometric intersection calculation. The other one is slicing algorithm [14,15], referring to the thought of rapid prototyping machining [16,17], which cut the geometries using a series of parallel planes to obtain contours in each plane. Then, the Cartesian mesh generation task in three-dimensional space is converted into a similar task in two-dimensional plane. This method can obtain more geometric information in the process of mesh generation. However, the process of topological reconstruction has to be added to slicing algorithm, which leads to an efficiency decline. In addition, a preprocess must be added which makes the algorithm so tedious that the robustness and adaptability of algorithm need to be improved, and the mesh generation process is not conducive to large-scale parallelism. Considering the huge amount of mesh cells in the three-dimensional Cartesian mesh generation for a large-scale sophisticated scene, MacGillivary [18] achieved the trillion Cartesian mesh cells generation using a highly accurate ray-facet intersection test and highly efficient data storage method based on the traditional ray casting algorithm. But this achievement still has details to be improved in efficiency and adaptability, and their algorithm is a sequential algorithm.

The time consumption is the largest limitation of Cartesian mesh generation for large-scale scene. Parallel computation on GPU is potentially the best choice to break through the performance bottleneck. Park and Shin [19] proposed a three-dimensional adaptive Cartesian mesh generation method based on GPU. Schwarz and Seidel [20] proposed a fast parallel surface and solid voxelization based on GPUs, which can discrete the geometry to binary voxels in real time. Their algorithms utilized the octree as the discrete result, which can be used in collision detection applications efficiently. However, the number of mesh cells is too small to be used in numerical simulations for fluid dynamics. The similar works are implemented by Cohenor [21] and Pantaleoni [22]. In the process of mesh generation, most of the efforts are concentrated on the intersection calculation between rays and triangular facets. Thus, fast facets searching method is a keypoint. The K dimensional tree (KD-tree) and the bounding volume hierarchy (BVH) tree are always used for searching geometric primitives in three-dimensional dynamic scene. Shevtsov et al. [23] proposed a parallel ray tracing algorithm to render the scene using parallel KD-tree. Wehr and Radkowski [24] introduced a parallel KD-tree construction method for three-dimensional points on a GPU which employs a sorting algorithm to maintain a high parallelism throughout the construction. The parallel construction of BVH tree on GPU is implemented by Lauterbach and Ganestam [25,26] for scene rendering. In the Cartesian mesh generation algorithm in this paper, the primitive searching is performed in a two-dimensional
projection plane, and the positions of primitives in computational domain are not changed. Thus, a lattice grid method [27] is adopted into the Cartesian mesh generation.

In this paper, a parallel Cartesian mesh generation algorithm based on the GPU is proposed. A parallel ray generation method on the GPU is proposed to reduce the data exchange between host memory and device memory in Section 2.2. A primitive searching method based on the lattice grid is adopted to search the triangle facets for intersection calculation between rays and triangles in Section 2.3. Some examples of Cartesian mesh generation are shown in Section 3.1. The performance analysis and comparison between the parallel algorithm and the traditional algorithm is shown in Section 3.2.

2. Materials and Methods

Generally, the ray casting algorithm is the most popular and accurate method for generating Cartesian mesh. The classical ray casting algorithm can generate a large number of mesh cells through a simple procedure, whose advantages also contain higher stability and degree of parallelism. The ray casting algorithm contains three main steps: ray generation, intersection calculation, and property mapping. In the following sections, the parallelization method of each step mentioned above will be introduced, respectively.

2.1. Baseline of Ray Casting Algorithm

All the geometry information needed in the process of mesh generation can be extracted from the STL file, in which the geometry is discretized into triangular facets, and the three-dimensional coordinates and normal vectors of triangular facets are stored [28]. In some slicing algorithms for mesh generation, the redundant information which mainly contains the same coordinate of vertex in STL file must be filtered out and the topological information of geometry must be reconstructed [29]. However, to avoid this disadvantage, the ray casting algorithm in this paper regards all the triangular set \( T \) and the normal vector set \( N \) in STL file as necessary input information. The destination of Cartesian mesh generation is obtaining three-dimensional data field \( F \) through \( T \) and \( N \). The value of each element in \( F \) is the property flag of each mesh cell. As shown in Figure 2a, the rectangular computational domain contains four geometries. The blue plane (\( XY \) plane in Figure 2) is the projection plane where rays start. A series of ray starting from the point in projection plane is emitted with the direction of \( Z \) dimension. Usually, the largest dimension of three dimensions of the computational domain is selected as the ray direction. The rays cross the whole computational domain and intersect with geometries as shown in Figure 2b. Through the intersection points, the mesh cells are classified into different flags. The collection of flags \( F \) is the result of Cartesian mesh generation. Figure 2c shows the mesh generation result of one geometry in the computational domain.

2.2. Parallel Ray Generation

The starting point distribution of rays is generated according to the calculation task, which is determined by the mesh size and directly affects the quality of mesh generation. Because of the large number of rays, it is more efficient to generate starting points directly in the device memory than the host memory and then to transfer them to the device memory. In this subsection, the mesh size is determined by optimizing algorithm, and then a method of generating ray coordinates in a single GPU thread is proposed.

Supposing that the computational domain is a rectangular region. The computational domain can be fixed by two points: \( p_1(x_1, y_1, z_1) \) and \( p_2(x_2, y_2, z_2) \). There are some geometries in the domain, and all the geometries in the domain will be meshed in order. The first step is to calculate the bounding box of each geometry. The bounding box of \( G_i \) can be defined by a minimum point \( p_{min} \) and a maximum point \( p_{max} \). The mesh size of the uniform Cartesian mesh equals to a constant value \( s_{opt} \) in three dimensions of the whole computational domain, respectively. Taking the \( X \) dimension as an example, the \( X \) dimension is divided into several intervals by bounding boxes of geometries, and the interval
boundaries are defined by $X_i$ and $n_x$ is the number of endpoints of intervals. Two restrictions must be satisfied [30]: (a) endpoints of intervals have to be part of the mesh lines; (b) the cell size of each geometry $G_i$ does not exceed a maximum size $s_{\text{max}}$. According to the geometric characteristics and calculation requirements, $s_{\text{max}}$ can be selected artificially.

**Figure 2.** Cartesian mesh generation baseline, (a) computational domain; (b) a ray passing through the computational domain; (c) result of mesh generation.

Firstly, the maximum mesh cell size $s_{\text{opt}}$ which satisfies the above restrictions must be calculated. To obtain the optimized mesh cell size, the cell size function in $X$, $Y$ and $Z$ dimension can be expressed as Equations (1)–(3), and the optimized cell size can be calculated through minimizing these three functions, respectively.

$$f_x(s_{x,\text{opt}}) = \sum_{i=1}^{n_x-1} \left( \frac{\Delta X_i}{s_{x,\text{opt}}} \right)$$  \hspace{1cm} (1)  

$$f_y(s_{y,\text{opt}}) = \sum_{j=1}^{n_y-1} \left( \frac{\Delta Y_j}{s_{y,\text{opt}}} \right)$$  \hspace{1cm} (2)  

$$f_z(s_{z,\text{opt}}) = \sum_{k=1}^{n_z-1} \left( \frac{\Delta Z_k}{s_{z,\text{opt}}} \right)$$  \hspace{1cm} (3)

with

$$\Delta X_i = X_{i+1} - X_i \quad i = 1, \ldots, n_x - 1$$  \hspace{1cm} (4)  

$$\Delta Y_j = Y_{j+1} - Y_j \quad j = 1, \ldots, n_y - 1$$  \hspace{1cm} (5)  

$$\Delta Z_k = Z_{k+1} - Z_k \quad k = 1, \ldots, n_z - 1$$  \hspace{1cm} (6)

Then, through the minimum point of bounding box and the optimized mesh cell size $s_{\text{opt}}$, the coordinates of mesh lines can be calculated with the Equations (7)–(9). Once the mesh lines are obtained, the start point of rays can be calculated. The process of ray and mesh line generation can be illustrated in Figure 3.

$$x_i = x_{\text{min}} + i \times s_{x,\text{opt}} \quad i = 0, \ldots, n_x - 1$$  \hspace{1cm} (7)  

$$y_j = y_{\text{min}} + j \times s_{y,\text{opt}} \quad j = 0, \ldots, n_y - 1$$  \hspace{1cm} (8)  

$$z_k = z_{\text{min}} + k \times s_{z,\text{opt}} \quad k = 0, \ldots, n_z - 1$$  \hspace{1cm} (9)

When a parallel program runs on the GPU, the initial data should be transferred from the host memory to the device memory. Thus, the less data transmission occurs in the program, the more efficient the program is. To reduce the data transmission, ray generation, intersection calculation and
property mapping are all executed on the GPU. Basically, only two data transmissions, i.e., the initial computational domain information transferred from host to device and the mesh information transferred from device to host, are necessary. The initial computational domain information contains: the coordinates of two points representing the bounding box, the coordinate array and normal vector array of triangular facets, and the optimized mesh cell size $s_{opt}$. According to the above data, the coordinate of each ray can be calculated with Equation (10) in a single GPU thread.

$$\begin{align*}
\begin{cases}
x_r &= x_{\text{min}} + s_x/2 + (Idx \mod n_x) \times s_x \\
y_r &= y_{\text{min}} + s_y/2 + (Idx/n_x) \times s_y
\end{cases}
\end{align*}$$

(10)

where the $Idx$ and $n_x$ can be calculated through the Equations (11) and (12), respectively.

$$Idx = threadIdx + blockIdx \times blockDim$$

(11)

$$n_x = \frac{x_2 - x_1}{s_x}$$

(12)

where the $threadIdx$ and the $blockIdx$ are the index of the current thread and block, respectively. The $blockDim$ is the number of blocks in $X$ dimension. The block and thread are both logical structure in the GPU.

![3D computational domain](image)

**Figure 3.** Cartesian mesh lines distribution and ray generation based on ray casting method.

### 2.3. Parallel Lattice Grid Method

In order to calculate the intersection points between rays and facets, we need to first determine whether a facet is likely to intersect with a ray. To achieve this, triangular facets are organized as lattice grids data structure. The projection plane is divided into a series of lattice grids as shown in Figure 4. If a facet is overlapped with a grid, the facet will be marked by a specific grid index. Thus, for rays in a lattice grid, only the triangles which are marked by current grid index need to be tested. Triangles that are not marked by the current grid do not participate in the current step, which greatly reduces the calculation times of intersection between rays and triangular facets. In addition, the process of index marking can be performed in parallel, which eliminates the extra time consumption caused by lattice construction. An edge function [31] is used to test the overlap in projection plane. As Figure 5 shown, assuming that the facet’s normal vector is $n$, $e_i$ is an edge of facet, and $v_0$, $v_1$ and $v_2$ are vertexes of
facet. According to Equations (13) and (14), $n_{e_i}$ and $d_{e_i}$ are computed. Then, for all three edges, test whether Equation (15) is true. If Equation (15) is true, the facet overlaps with grids.

$$n_{e_i} = (-e_{ix}, e_{iy}, e_{iz})^T \cdot \begin{cases} 1, & n_z \geq 0 \\ -1, & n_z < 0 \end{cases}$$ (13)

$$d_{e_i} = -\langle n_{e_i}, v_i \rangle + \max \{0, \Delta p x n_{e_i,x} \} + \max \{0, \Delta p y n_{e_i,y} \}$$ (14)

$$2 \bigcap_{i=0}^{2} (\langle n_{e_i}, p_{min} \rangle + d_{e_i} > 0)$$ (15)

where $\Delta p = p_{max} - p_{min}$, an important point needed to be noticed here is that the $p_{min}$ and $p_{max}$ are the coordinate of the first and end ray starting point in the current lattice grid (sub-bounding box), respectively. The point participating to calculation is the mesh cell center point.

**Figure 4.** Lattice grid method for primitive searching.

**Figure 5.** Overlap test between triangle and grid in projection plane ($s_x$ and $s_y$ are the cell size in $X$ and $Y$ dimension, respectively).
2.4. Parallel Intersection Calculation

In three-dimensional space, a ray crosses the whole computational domain and intersects with some of triangular facets in geometries. Through the lattice method, most triangles that are impossible to intersect with the specific ray are excluded. In order to calculate the intersection point between rays and facets, we just need to find the triangle in the candidate triangles. An intersection test method without division calculation is used, which can reduce the machine error. For a ray \( r \) and a facet \( t \), \( v_0, v_1, \) and \( v_2 \) are three vertexes of \( t \). The orientation \( O_i \) representing the relative location between \( r \) and each edge of \( t \) can be calculated through Equation (16):

\[
O_i = \begin{vmatrix}
A^i_x & A^i_y \\
A^j_x & A^j_y
\end{vmatrix}
\]

(16)

with

\[
A^i_x = v_{i,x} - r_x
\]

(17)

\[
A^i_y = v_{i,y} - r_y
\]

(18)

where \( 0 \leq i \leq 2 \) and \( j = i \mod 3 + 1 \).

The \( O_i \) represents the relative location of the edge \( v_i v_j \) and the ray \( r \). If \( O_i > 0 \), \( r \) is located on the left side of edge \( v_i v_j \). Whereas, if \( O_i < 0 \), \( r \) is located on the right side of edge \( v_i v_j \). If the \( O_i \) for three edges satisfy the condition: \( \bigcap O_i > 0 \) or \( \bigcap O_i < 0 \), the ray must cross through the triangular facet \( t \). There are some special cases of the location relationship, such as the ray cross through a vertex of the facet. All cases will be analyzed in Section 2.5.

If a facet pass the intersection test for a ray, then the intersection point of \( z \) coordinate of ray can be calculated using Equation (19). All the intersection points in ray direction are arranged in ascending order forming an ordered array. In the last step of mesh generation, the property of substance need to be mapped to the mesh cells. A mesh cells in a ray is divided into some columns by the intersection points. The number of columns must be an even number and can be expressed as \( 2n \). In the ray direction, the \( i \)-th cell can be mapped using Equation (20).

\[
r_z = v_{0,z} + A^0_x \frac{n_x}{n_z} + A^0_y \frac{n_y}{n_z}
\]

(19)

where \( r_z \) is the \( z \) coordinate of the intersection point.

\[
cell^i_r = \begin{cases} 
 1, & r_z^{2n-1} < i \cdot s_z \leq r_z^{2n} \\
 0, & \text{else}
\end{cases}
\]

(20)

where \( cell^i_r \) is the property flag of cells in \( r \) direction.

2.5. Degenerate Detection

In three-dimensional space, the relationship between a ray and a triangular facet can be divided into seven categories as shown in Figure 6: crossing, missing, crossing point, crossing edge, parallel, coplanar nonintersecting, and coplanar intersecting. It is obvious that crossing and missing can be judged and calculated intersection point with the method mentioned above. However, the other situations may not be judged correctly. In this section, all possibilities are analyzed to improve the stability of algorithm.

As stated above, three orientations \( O_0, O_1, O_2 \) are obtained. Crossing point is the relationship of a ray crossing a vertex of a facet. At the same time, because that the geometry is closed, the ray must also cross the vertex of other facets. Under this circumstances, there must be two of orientations equal to 0, and the rest one must not be 0. Intersection judgement should be passed, but the same intersection point can be calculated through more than one facets. As mentioned in Section 2.4, intersection
points will be sorted in \( r \) direction, the same point should be reserved only once. Crossing edge is a relationship which a ray crossing an edge of a facet. According to the same principle, there is one of orientations must be 0, and others must be positive or negative at the same time. Two same intersection points can be calculated through different facets and only one will be reserved.

![Intersection cases between ray and triangle in three-dimensional space.](image)

Figure 6. Intersection cases between ray and triangle in three-dimensional space.

When a ray is parallel with a facet, three orientations must not be positive or negative at the same time. Therefore, the relationship will be judged as missing, which conform to the fact. When a ray is coplanar but not intersected with a facet, three orientation must be all 0. The relationship will be judged as missing, which also conform to the fact. For the last one, a ray is coplanar with a facet and passes through it. Three orientations must be all 0. In this situation, the facet must be a part of boundary of the geometry where facets are impossible to contain meshes. Therefore, the fact of missing can be judged correctly.

Generally, the judgment in crossing point and crossing edge situation need to be added to ray casting algorithm, which can guarantee the algorithm correct in all cases. In details, if two orientations are calculated equal to 0, the relationship can be considered as crossing point. Similarly, if one orientation is equal to 0 and the other two have the same sign, the relationship can be considered as crossing edge. In the two additional situation, intersection point need to be calculated in the next step.

The overall process of parallel Cartesian mesh generation algorithm is shown in Figure 7. The three steps that need large time consumption, including ray generation, intersection calculation and property mapping calculation, are implemented in parallel with GPU through the methods described in the above subsections, as shown in the green part in Figure 7.
3. Results and Discussion

3.1. Result and Visualization of Cartesian Mesh Generation

Using the parallel algorithm, a simplified Hubble Space Telescope model was meshed as shown in Figure 8a. The STL file of the model contained \(1.9 \times 10^4\) triangular facets. The three-dimensional Cartesian mesh contained \(9.6 \times 10^9\) mesh cells as shown in Figure 8c. The total running time of mesh generation was 23.61 s. Slicing display was used to show the quality of mesh in different view. Figure 8b is the slicing photo in a view; the boundaries between different materials are displayed clearly. As can
be seen, the mesh generated using proposed algorithm had a high degree for matching the original model, and could satisfy the computational requirement of three-dimensional numerical simulation.

Figure 8. Cartesian mesh generation result of a simplified Hubble Space Telescope model, (a) Hubble Space Telescope model; (b) projection result from one perspective; (c) result of mesh generation.

The proposed parallel algorithm was also applicable when the computational domain contained a large number of geometries. As shown in Figure 9, $2.43 \times 10^{11}$ mesh cells were generated using the proposed parallel algorithm. Figure 9a is an aircraft model containing 134,473 facets. The total running time of mesh generation was $5.44 \times 10^2$ s. Displaying trillions of 3D mesh in an image is difficult to implement. To show the result of mesh generation, the engine and the wheel of the aircraft were extracted as shown in Figure 9b,c.
Figure 9. Result of Cartesian mesh generation for computational domain containing a large number of geometries, (a) an aircraft model; (b) mesh generation result of the aircraft engine; (c) mesh generation result of the aircraft wheel.

3.2. Performance of Parallel Cartesian Mesh Generation Algorithm

In this section, the performance of the parallel Cartesian mesh generation algorithm was analyzed through theory and numerical experiment. Some practical mesh generation tests are listed to compare the performance between the parallel algorithm and the traditional sequential algorithm. The testing environment is summarized below: (a) The program of CPU version was run in a work station with Intel Xeon CPU (2.6GHz), and the program was written in Microsoft Visual C++; (b) The program of GPU version was run in a work station with Nvidia Quadro K2000. The GPU parallel program was written in Microsoft Visual C++ and Nvidia CUDA [32].

For traditional sequential ray casting algorithm, the total number of iterations was the number of rays, which can be expressed as: \( x_{\text{number}} = x_{\text{number}} \times y_{\text{number}} \), where \( x_{\text{number}} \) and \( y_{\text{number}} \) are the number of cells in \( X \) and \( Y \) dimension, respectively. Then, in every iteration, intersection judgement was calculated for each ray. Using the same lattice grid triangle searching method, the time of judgement was the average number of facets in each lattice grid, which can be expressed as
av facetnumber. In the property mapping step, the time complexity was $O(z\text{number})$, where $z\text{number}$ is the number of mesh cells in Z dimension. Therefore, the time complexity of the whole algorithm was $O(xy\text{number} \times z\text{number} \times av facetnumber)$. In the parallel Cartesian mesh generation algorithm, all three steps containing ray generation, intersection calculation, and property mapping were completed in a thread on GPU. In a thread, the ray generation step had a time complexity $O(1)$. In the intersection test and calculation step, the time complexity was $O(av facetnumber)$. In the property mapping step, the time complexity was also $O(z\text{number})$. The time complexity of the whole algorithm was $O(z\text{number} \times av facetnumber)$. Thus, it can be seen that the parallel algorithm was much more efficient than the sequential one.

Then, the performance of parallel algorithm in different situation was tested. Four 3D models were built for test containing a Hubble Space Telescope model (model 1), an aircraft model (model 2), a house model (model 3) as shown in Figure 10, and 64-spheres model (model 4) as shown in Figure 11, respectively. Four Cartesian meshes were generated with different cell numbers for the test. Table 1 lists the Cartesian mesh generation time of four models. It can be seen that the traditional sequential mesh generation algorithm spent a lot of time on the property mapping step. The time of mesh line generation step was very small compared with the total time, and could be ignored. By contrast, there was so much calculation occurring in property mapping step containing the intersection test, intersection point calculation, and arrangement with the increasing of the mesh cell number. For the parallel algorithm of GPU version, the total time cost of mesh generation was much less than the traditional sequential algorithm. The average speed-up ratio of the parallel algorithm could reach 15 in average. In addition, for both sequential and parallel algorithm, the time cost was approximately proportional to the number of mesh cells and facets, respectively. The test results are consistent with the theoretical analysis results.

In the literature [30], a similar mesh generator is implemented. Berens, Flintoft, and Dawson implemented an open-source automatic mesh generator for finite-difference time-domain (FDTD) simulation with Matlab code. Through their mesh generator, a model with $4.5 \times 10^4$ facets was meshed into $5.04 \times 10^8$ mesh cells using $4.02 \times 10^3$ s. As can be seen in Table 1, the similar scale mesh generation can be completed within 10 s. Compared with their mesh generator, the advantages of the proposed algorithm are mainly embodied in the GPU parallel implementation and C++ implementation.

![Figure 10. A house model for performance test.](image-url)
Figure 11. A model containing 64 spheres for performance test.

Table 1. Mesh generation time comparison between the sequential and parallel algorithm.

| Models                     | Model 1       | Model 2       | Model 3       | Model 4       |
|----------------------------|---------------|---------------|---------------|---------------|
| Facet number               | $1.9 \times 10^4$ | $1.3 \times 10^5$ | $4.5 \times 10^4$ | $9.5 \times 10^4$ |
| Mesh cells number          | $9.6 \times 10^9$ | $2.4 \times 10^{11}$ | $1.2 \times 10^9$ | $4.1 \times 10^9$ |
| Mesh line generation (s)   | 0.36          | 7.90          | 0.21          | 0.26          |
| Property mapping (s)       | $5.2 \times 10^2$ | $1.7 \times 10^4$ | $1.2 \times 10^2$ | $8.9 \times 10^2$ |
| Total time (s)             | $5.2 \times 10^2$ | $1.7 \times 10^4$ | $1.2 \times 10^2$ | $8.9 \times 10^2$ |
| GPU parallel algorithm     | 35.37         | 1.13 $\times 10^3$ | 8.45          | 61.23         |
| Speed-up ratio             | 14.3          | 15.3          | 14.4          | 14.6          |

To further analyze the time cost of each step in parallel algorithm, the running time percentage on GPU of each test is recorded in Figure 12. The running time on CPU and GPU are visualized for the four models, in which the green bars represent the running time on GPU and the red bars represent the running time on CPU. As can be seen, the average running time on GPU was 60% of the total running time. The running time on GPU contained ray generation, intersection calculation, and property mapping. The running time on CPU mainly contained data transmission between the host memory and the device memory, data preprocessing, and mesh merging. This result shows that the GPU took on a huge time-consuming computing task, but in order to know the details of program execution on the GPU clearly, some performance parameters needed to be measured, such as occupancy and floating-point operations per second (FLOPS). Occupancy is the ratio of active warps on a streaming multiprocessor (SM) to the maximum number of active warps supported by the SM in the GPU. In the above four tests, the occupancy is recorded in Figure 13. As can be seen, the average percentage of the activated warps to the total warps remained at a high level, which indicates that the parallel computing ability of GPU had been fully utilized.

For the same model, such as model 4, $10^9$, $4.1 \times 10^9$ and $1.2 \times 10^{10}$ mesh cells were generated through the proposed algorithm, respectively. The total time costs are shown in Figure 14. In Figure 14, the red line and symbols represent the total running time using the traditional sequential algorithm, and the blue line and symbols represent the total running time using the parallel algorithm. As can be seen, the total time cost was proportional to the number of mesh cells with the same model. The total time cost of three mesh generation was reduced by 15 times in average. With the increasing of mesh cell number, the parallel algorithm was more efficient than the sequential version with the same triangular facet number. Next, the influence of facets number on the mesh generation speed was researched. For the same model, the model was represented by different number of facets. The meshes with the
same number of cells were generated using the sequential and parallel algorithm. The mesh generation time is recorded in Figure 15. The results show that the mesh generation time was also proportional to the number of facets.

**Figure 12.** Time percentage of parallel algorithm executing in GPU.

**Figure 13.** Average occupancy of parallel algorithm executing in GPU.

**Figure 14.** Total running time of mesh generation using two algorithms with different number of cells (the red line and symbols represent the total running time of traditional serial algorithm, and the blue line and symbols represent the total running time of parallel algorithm).
Figure 15. Total running time of mesh generation using two algorithms with different number of facets (the red line and symbols represent the total running time of traditional serial algorithm, and the blue line and symbols represent the total running time of parallel algorithm.)

4. Conclusions

In this paper, a parallel Cartesian mesh generation algorithm based on the traditional ray casting method is proposed and discussed. In this parallel algorithm, all three main steps of ray casting method were paralleled and executed on the GPU. Except for the necessary initial data and mesh data transmission, no data exchange occurred between the host memory and device memory, which largely reduced the data transmission cost. The lattice grid method was used to reduce the time cost in primitives searching. In addition, degenerated cases were analyzed and extra criterions are added to ensure the efficiency and stability of algorithm. The performance of parallel Cartesian mesh generation algorithm was analyzed and compared with the traditional one in theory and through numerical experiment. Through the performance test, the advantages of the parallel algorithm are presented. The efficiency of the proposed parallel algorithm was promoted by 15 times in average. The number of mesh cells was the major factor affecting the efficiency of both mesh generation algorithms. In the process of mesh generation, the utilization ratio of the GPU could reach 60% on average. The highly parallel architecture of the GPU had been fully used. The examples of Cartesian mesh generation showed that the mesh generated was sufficient for large-scale numerical simulation.

In the future work, more efficient parallel primitive searching methods need to be developed. In addition, further applying the synchronization mechanism of GPU may increase the utilization rate of GPU parallel ability.
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