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Abstract. We study energy functionals obtained by adding a possibly discontinuous potential to an interaction term modeled upon a Gagliardo-type fractional semi-norm. We prove that minimizers of such non-differentiable functionals are locally bounded, Hölder continuous, and that they satisfy a suitable Harnack inequality. Hence, we provide an extension of celebrated results of M. Giaquinta and E. Giusti to the nonlocal setting. To do this, we introduce a particular class of fractional Sobolev functions, reminiscent of that considered by E. De Giorgi in his seminal paper of 1957. The flexibility of these classes allows us to also establish regularity of solutions to rather general nonlinear integral equations.
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1. Introduction

The aim of the present paper is to provide a rather general and comprehensive basic regularity theory for various problems connected to the minimization of nonlocal elliptic energy functionals. The simplest class of problems that we address here can be briefly described as follows.

1.1. Description of the main results. Let \( n \in \mathbb{N} \), \( s \in (0, 1) \) and \( p \in (1, +\infty) \). Let \( F : \mathbb{R} \to \mathbb{R} \) be a bounded measurable function. Given a bounded domain \( \Omega \subset \mathbb{R}^n \), we consider a minimizer \( u \) of the functional

\[
G_s(v) := (1 - s)[v]_{W^{s,p}(\mathbb{R}^n)}^p + \int_{\mathbb{R}^n} F(v(x)) \, dx,
\]

within all functions \( v \in W^{s,p}(\mathbb{R}^n) \) that are equal to some given bounded function \( u_0 \) outside of \( \Omega \).\(^1\) Here, \([\cdot]_{W^{s,p}(\mathbb{R}^n)}\) denotes the standard Gagliardo seminorm of the fractional Sobolev space \( W^{s,p}(\mathbb{R}^n) \). The main question that we positively answer in this work is the following:

\textit{Is it true that \( u \) is locally bounded and Hölder continuous inside \( \Omega \)?}

In their important paper \(^{33}\), M. Giaquinta and E. Giusti studied the regularity of the minimizers of the energy

\[
G_1(v) := \|\nabla v\|_{L^p(\mathbb{R}^n)}^p + \int_{\mathbb{R}^n} F(v(x)) \, dx,
\]

and of more general functionals with \( L^p \) gradient structure. In particular, they proved interior \( L^\infty \) and \( C^\alpha \) estimates for the minimizers of \((1.2)\), when \( F \) is bounded (or even subcritical at infinity). One of the most prominent aspects of their work is that the potential term \( F \) may be discontinuous, and thus their theory can be applied to various non-differentiable functionals that arise for instance in connection with minimal surfaces, fluid dynamics, and free boundary problems.

Here, we provide an extension of these results to the nonlocal functional \( G_s \) displayed in \((1.1)\) and to more general variants. Following an idea of L. Caffarelli, C. H. Chan and A. Vasseur \(^{14}\), we prove that the minimizers of \( G_s \) satisfy an \textbf{improved} fractional Caccioppoli inequality and therefore belong to a particular subset of \( W^{s,p} \). We then show that the elements of this subset—which we call a \textit{fractional De Giorgi class}, in honor of the one introduced by E. De Giorgi in \(^{24}\)—are locally bounded, Hölder continuous functions that satisfy a Harnack estimate. By interpolating the technique of \(^{14}\) with a suitable isoperimetric-type inequality (that is proved to hold in \( W^{s,p} \) for large \( s \)), we obtain estimates which are uniform as the differentiability order \( s \) goes to \( 1^- \). We stress that our results are new even in the quadratic case \( p = 2 \).

As said previously, one key point of our analysis is that no differentiability is assumed on the potential \( F \). Instead, when \( F \) is, say, of class \( C^1 \), we can differentiate the functional \( G_s \) and deduce that \( u \) is a weak solution of the Euler-Lagrange equation

\[
\mathcal{L}_{s,p} u = f(u) \quad \text{in} \; \Omega,
\]

\(^1\)Note that any well-defined notion of minimizer of the functional \( G_s \) as defined in \((1.1)\) should involve some kind of restriction of \( G_s \) to the set \( \Omega \), when comparing the energy of \( u \) to those of its competitors. Otherwise, in fact, \( G_s \) might be always infinite, as a consequence of the prescribed values \( u_0 \) outside of \( \Omega \). We will be more precise on the concept of minimizers that we take into account in Section \( 2 \). For the moment, we take the liberty of being slightly inaccurate and not worrying much about technicalities.
where $f = F'$ and $L_{s,p}$ is formally defined in the principal value sense by

$$L_{s,p}u(x) := (1 - s) \text{P.V.} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{n+sp}} dy,$$

up to an irrelevant positive factor.

The nonlinear singular integral operator $L_{s,p}$ is often called *fractional p-Laplacian* and has been extensively studied in the last few years. A first, localized version of $L_{s,p}$ has been originally introduced by H. Ishii and G. Nakamura in [36], where the authors dealt with the solvability (in the viscosity sense) of the associated Dirichlet problem and established a connection with the classical $p$-Laplace operator in the limit as $s \to 1^-$. The first interior Hölder continuity results for $L_{s,p}$ have been obtained by A. Di Castro, T. Kuusi and G. Palatucci in [27], concerning weak solutions of equations with vanishing right-hand side, and by E. Lindgren in [47], for viscosity solutions of equations with a bounded right-hand side. Global regularity for weak solutions of the Dirichlet problem has then proved by A. Iannizzotto, S. Mosconi and M. Squassina in [35]. The Hölder continuity of first derivatives is, to the best of our knowledge, still unknown. See the paper [8] by L. Brasco and E. Lindgren for regularity results in fractional Sobolev spaces of higher order.

Of course, when $p = 2$ the operator $L_{s,p}$ boils down to the well-known fractional Laplacian

$$(-\Delta)^s u(x) := (1 - s) \text{P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} dy.$$

In this case, the theory is much more developed. See e.g. the works [5, 37, 39, 40] of R. Bass and M. Kassmann and [59, 19, 20] of L. Caffarelli and L. Silvestre for regularity results for weak and viscosity solutions, respectively. See also [54, 55] by X. Ros-Oton and J. Serra in relation to the fine boundary behavior of solutions to Dirichlet problems.

With the help of fractional De Giorgi classes, we can address here also the regularity of solutions to (1.3) and to equations driven by more general integral operators. Under some mild hypotheses on the growth of $f$, we show that the solutions of (1.3) are locally bounded, Hölder continuous, and satisfy a Harnack-type inequality. In this way, we provide a full extension of the De Giorgi regularity theory to this nonlocal nonlinear setting.

1.2. **Motivations and applications.** Our principal motivation for studying this regularity problem comes from the couple of papers [22, 23] where E. Valdinoci and the author prove the existence of a particular class of minimizers for an energy similar to (1.1), connected to phase-separation phenomena. There, $p = 2$ and the term $F$ is a double-well potential essentially modeled upon the functions

$$(1.4) \quad F_d(u) := |1 - u^2|^d, \quad \text{with } d > 0.$$ 

In local settings, potentials of this kind were considered for instance by L. Caffarelli and A. Cordoba in [15, 16].

The strategy followed in [22, 23] for the construction of those minimizers relies on several considerations that involve only the energy functional. The corresponding Euler-Lagrange equation is never used, if not for recovering minimal continuity properties of its solutions, via the already known regularity theory summarized in the previous subsection. This forced us there to stick with differentiable potentials, as such as $F_d$ with $d > 1$. 
With the aid of the results obtained in the present paper, one could perform the same construction for a wider class of $F$'s, as for instance the whole range of explicit double-well potentials considered in (1.4).\footnote{Of course, the potentials $F_d$ introduced in (1.4) are not bounded. However, the arguments presented in \cite{22, 23} always involve functions that assume values between $-1$ and 1. Therefore, the local boundedness of $F_d$ is enough in this case.}

As a matter of fact, the most adopted model in the context of phase-separation phenomena is that obtained by taking $d = 2$ in (1.4)—which indeed gives a $C^\infty$ potential. This particular choice leads to the so-called fractional Allen-Cahn equation
\[-(\Delta)^s u = u - u^3,
\]
and to questions related to the nonlocal version of a famous conjecture by E. De Giorgi. See \cite{13, 60, 10, 11, 12} for progresses in this direction and \cite{32, 3, 56, 25, 30, 31} for the state-of-the-art results on the conjecture in the classical case, formally obtained by taking $s = 1$. However, we believe that the analysis of the whole gamut of models given by (1.4) might still be very interesting. It would be particularly important to understand the way in which the minimizers approach the pure states of the energy introduced in (1.5).

Of course, the regularity results provided here apply to much more general potentials $F$. Other important classes of examples are given by
\begin{equation}
F^{(1)}(u) := \chi_{(0,+\infty)}(u),
F^{(2)}(u) := \chi_{(-1,1)}(u),
F^{(3)}(u) := \lambda_1 \chi_{(-\infty,0)}(u) + \lambda_2 \chi_{(0,+\infty)}(u),
\end{equation}
with $\lambda_1 \neq \lambda_2$. All these choices lead to nonlocal variants of functionals connected to free boundary problems and often arising in fluid dynamics. In the classical case, they have been diffusely studied by H. Alt, L. Caffarelli and A. Friedman in e.g. \cite{1, 2}. In nonlocal settings, functionals of this kind have been considered by L. Caffarelli, J.-M. Roquejoffre and O. Savin \cite{18}.

1.3. Strategy of the proof. Our approach to the proof of the regularity of minimizers of the energy introduced in (1.1) follows, in its most general lines, the one developed by M. Giaquinta and E. Giusti in \cite{33} for functionals such as $G_1$ in (1.2).

With the aid of Widman’s hole-filling technique \cite{61} and of a suitable iteration lemma, the authors showed that any minimizer $u$ of $G_1$ satisfies a family of Caccioppoli inequalities. More precisely, given any $k \in \mathbb{R}$, the upper truncation $(u - k)_+$ satisfies
\begin{equation}
\|\nabla (u - k)_-\|_{L^p(B_r(x_0))}^p \leq H \left[ \frac{1}{(R - r)^p} \| (u - k)_-\|_{L^p(B_R(x_0))}^p + d^p |B_R(x_0) \cap \{ u < k \}| \right],
\end{equation}
for any $x_0 \in \Omega$, any $0 < r < R < \text{dist}(x_0, \partial \Omega)$ and some constants $d \geq 0$, $H \geq 1$. And analogously for the lower truncation $(u - k)_-$. A slightly simpler version of (1.6) was first obtained by E. De Giorgi in his pioneering work \cite{24}, where he singled out such inequality as the object encoding all the information about the Hölder continuity of the minimizers. The set of functions satisfying (1.6)—and more general inequalities of the same type—is now typically called a De Giorgi class, in his honor.
The way one usually proceeds to prove that the elements of De Giorgi classes are Hölder continuous functions is through the application of a so-called growth lemma. In its most basic formulation, the growth lemma tells that there exists a small universal constant \( \delta > 0 \) such that

\[
\begin{cases}
  u \text{ satisfies (1.6),} \\
  u \geq 0 \text{ in } B_R(x_0), \\
  \frac{|B_R(x_0) \cap \{ u \geq 1 \}|}{|B_R|} \geq \frac{1}{2}, \quad \implies \quad u \geq \delta \text{ in } B_{\frac{R}{2}}(x_0). \\
  d \leq \delta,
\end{cases}
\]

By scaling and iterating this result on concentric balls of halving radii, at each step one obtains that either the lower bound of \( u \) increases of a small but universal quantity, or, thanks to a completely specular statement, the upper bound decreases of the same quantity. The quantification of this fact yields the desired Hölder continuity of \( u \).

The proof of the growth lemma is usually split into two sublemmata. First, one shows that if the superlevel set \( B_R(x_0) \cap \{ u \geq 2\delta \} \) occupies a large portion of the ball \( B_R(x_0) \)—say, having measure larger than \((1-\eta)|B_R|\), with \( \eta \) small and independent of \( \delta \)—, then \( u \geq \delta \) in \( B_{R/2}(x_0) \). At a second stage, one checks that the assumption on the size of the measure of the \( 2\delta \)-superlevel set is verified, provided \( \delta \) is chosen small enough. This last step is essentially a consequence of the following isoperimetric inequality for level sets of Sobolev functions:

\[
(1.7) \quad \left[ |B_1 \cap \{ v < 0 \}| |B_1 \cap \{ v \geq 1 \}| \right]^\frac{n-1}{n} \leq C \| \nabla v \|_{L^p(B_1)} \left| B_1 \cap \{ 0 < v < 1 \} \right|^\frac{n}{p},
\]

for some constant \( C \geq 1 \) depending only on \( n \) and \( p \). We stress that (1.7) holds for any \( v \in W^{1,p}(B_1) \), not only for minimizers. This inequality is due to De Giorgi and is already contained in [24]. See also [34, Lemma 7.2 or 7.4], [21] or Section 5 here for more elementary proofs.\(^3\)

In order to adapt this strategy to the minimizers of functional \( \mathcal{G}_s \) in (1.1), we mainly need to establish two things: a Caccioppoli-type inequality and an isoperimetric lemma such as (1.7).

Caccioppoli inequalities for the solutions of (1.3) have already been obtained by many authors (see for instance [27, 43, 9]). In our setting, they may be written, e.g. for lower truncations, as

\[
(1-s)
\begin{aligned}
& \left[ (u - k)^- \right]_{W^{s,p}(B_r(x_0))}^p \\
\leq & H \left[ \frac{R^{(1-s)p}}{(R-r)^p} \| (u - k)^- \|_{L^p(B_R(x_0))}^p + d^p |B_R(x_0) \cap \{ u < k \}| \\
& + (1-s) \frac{R^{n+sp}}{(R-r)^{n+sp}} \| (u - k)^- \|_{L^1(B_R(x_0))} \int_{\mathbb{R}^n \setminus B_r(x_0)} \frac{(u(x) - k)^{p-1}}{|x|^{n+sp}} \, dx \right],
\end{aligned}
\]

\(^3\)Notice that the exponents to which the two factors on the left-hand side of (1.7) are raised may be slightly different in the works [24, 34, 21]. We refer to Lemma 5.2 here for a proof of (1.7) (and more general inequalities) in this exact fashion.
where, as before, we denote by $[\cdot]_{W^{s,p}(U)}$ the standard Gagliardo seminorm for fractional Sobolev functions over a measurable set $U \subseteq \mathbb{R}^n$, that is
\[
[v]_{W^{s,p}(U)} := \left( \int_U \int_U \frac{|v(x) - v(y)|^p}{|x - y|^{n+sp}} dxdy \right)^{\frac{1}{p}}, \quad \text{for } v \in W^{s,p}(U).
\]
(1.9)

It can be checked that inequality (1.8) also holds true for the minimizers of (1.1). Notice the presence of an additional term on the third line of (1.8), that takes into account the nonlocality of the functional $G_s$ or of the operator $L_{s,p}$. Moreover, the constants $H$ and $d$ are independent of $s$ (the term $d$ is essentially the $L^\infty$ norm of $F$ or $F'$). Consequently, by the results of e.g. [6], we see that inequality (1.8) correctly approaches (1.6), in the limit as $s \to 1^-$. In light of these facts, one might be tempted to consider the functions that satisfy (1.8) as elements of the fractional analogue of De Giorgi classes, and prove their H"older continuity. This brings us to the second key ingredient: the De Giorgi isoperimetric inequality (1.7). As observed by L. Caffarelli and A. Vasseur [21] in the case $p = 2$, formula (1.7) “may be considered as a quantitative version of the fact that a function with jump discontinuity cannot be in $H^1$”. But functions with such discontinuity features may well belong to fractional Sobolev spaces: for instance, characteristic functions of sets with smooth boundaries are in $W^{s,p}$, if $sp < 1$. In fact, they play a central role in the theory of nonlocal perimeters recently developed by L. Caffarelli, J.-M. Roquejoffre and O. Savin in [17]. Therefore, the hopes of finding an appropriate generalization of (1.7) to fractional Sobolev spaces are low, at least for small $s$.

While for $s$ close to 1 we are able to partially extend inequality (1.7) to $W^{s,p}$ (see Proposition 5.1) and therefore reproduce the strategy outlined before with no substantial modifications—thus proving a regularity result which is uniform as $s \to 1^-$—, the case of a small $s$ seems to require a different approach. Indeed, in this situation one needs to find an inequality providing the same information of (1.7), and holding at least for the minimizers of $G_s$ and the solutions of (1.3), instead of all functions in a Sobolev space. Inspired by [14], where the authors develop a regularity theory for parabolic equations driven by nonlocal operators with general kernels, we propose the following definition: a function $u$ belongs to a fractional De Giorgi class in a bounded domain $\Omega$ if and only if it satisfies the improved Caccioppoli inequality
\[
(1 - s) \left[ [(u - k)_-]_{W^{s,p}(B_r(x_0))}^p + \int_{B_r(x_0)} \frac{(u(y) - k)_-^{p-1}(u(x) - k)_-}{|x - y|^{n+sp}} dxdy \right] \\
\leq H \left[ \frac{R^{1-s}p}{(R - r)^p} \|(u - k)_-\|_{L^p(B_r(x_0))}^p + d^p |B_R(x_0) \cap \{u < k\}| \\
+ (1 - s) \frac{R^{n+sp}}{(R - r)^{n+sp}} \|(u - k)_-\|_{L^1(B_R(x_0))} (u(x) - k)_-^{p-1} \int_{\mathbb{R}^n \setminus B_r(x_0)} \frac{1}{|x|^{n+sp}} dx \right],
\]
(1.10)
for any $k \in \mathbb{R}$, $x_0 \in \Omega$, $0 < r < R < \text{dist}(x_0, \partial \Omega)$, and similarly for the upper truncations of $u$.

Observe that, unlike in (1.8), we have now two terms on the left-hand side. The newly added quantity
\[
(1 - s) \int_{B_r(x_0)} \frac{(u(y) - k)_+^{p-1}(u(x) - k)_-}{|x - y|^{n+sp}} dxdy,
\]
(1.11)
is precisely the one that carries with itself all the information that we are missing not having an inequality as (1.7) at hand. Indeed, when e.g. \( k = 1/2 \), one can bound this term from below by

\[
\frac{1 - s}{C_{p-n+sp}} |B_r(x_0) \cap \{u \leq 0\}| |B_r(x_0) \cap \{u \geq 1\}|
\]

with \( C \geq 1 \) depending only on \( n \) and \( p \). The above quantity is similar to the one appearing on the left-hand side of (1.7). For functions in fractional De Giorgi classes, it can be bounded in terms of the right-hand side of (1.10), and this fact is the much needed replacement for inequality (1.7).

In addition, it is not hard to show that, for instance when \( u \in W^{1,p}(B_r(x_0)) \), the quantity in (1.11) vanishes as \( s \to 1^- \). Therefore, our definition of fractional De Giorgi classes as given by inequality (1.10) is consistent with the classical notion, in the limit as \( s \to 1^- \).

The main goal of the paper is to prove that the elements of fractional De Giorgi classes are locally bounded and Hölder continuous functions. Once we have this, the problem of establishing regularity for the minimizers of the functional \( G_s \) defined in (1.1) and the solutions of equation (1.3) is reduced to show that these critical points belong to those classes.

In the next section we give the definitions of the objects that we take into consideration, in their greater generality, and we present the rigorous statements of the results already discussed up to here for the simplified model governed by the energy functional (1.1).

2. Precise formulation of the setting and of the main results

Let \( n \in \mathbb{N} \), \( s \in (0, 1) \) and \( p \in (1, +\infty) \) be fixed parameters.

Let \( K : \mathbb{R}^n \times \mathbb{R}^n \to [0, +\infty] \) be a measurable function satisfying

\[
K(x, y) = K(y, x) \quad \text{for a.a. } x, y \in \mathbb{R}^n,
\]

and

\[
(1-s)\chi_{B_{r_0}(x-y)} \leq K(x, y) \leq \frac{(1-s)\Lambda}{|x-y|^{n+sp}} \quad \text{for a.a. } x, y \in \mathbb{R}^n,
\]

for some \( \Lambda \geq 1 \) and \( r_0 > 0 \).

Let \( F : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) be a measurable function such that the composition \( F \circ v \) is measurable, for any given measurable function \( v : \mathbb{R}^n \to \mathbb{R} \). For any measurable set \( \Omega \subseteq \mathbb{R}^n \) and measurable function \( u : \mathbb{R}^n \to \mathbb{R} \), we consider the energy functional

\[
\mathcal{E}(u; \Omega) := \frac{1}{2p} \iint_{\mathcal{C}_\Omega} |u(x) - u(y)|^p K(x, y) \, dx \, dy + \int_{\Omega} F(x, u(x)) \, dx,
\]

where

\[
\mathcal{C}_\Omega := \mathbb{R}^{2n} \setminus (\mathbb{R}^n \setminus \Omega)^2.
\]

Note that, if one takes as \( K \) the standard kernel

\[
K_0(x, y) := \frac{1 - s}{|x - y|^{n+sp}},
\]

As it is customary, one can take as \( F \) any Carathéodory function, i.e. such that \( F(\cdot, v) \) is measurable for any \( v \in \mathbb{R} \) and \( F(x, \cdot) \) is continuous for a.a. \( x \in \mathbb{R}^n \). Indeed, when \( F \) is a Carathéodory function, then \( F \circ v \) is measurable every time \( v \) is. However, we adopted a slightly broader definition in order to take into account for instance the examples listed in (1.5) and many more.
then $\mathcal{E}$ is the energy $\mathcal{G}$, considered in the introduction, up to a negligible factor. However, hypothesis (2.2) allows for a much richer variety of kernels. Indeed, we can equivalently rewrite (2.2) as

$$K(x, y) = (1 - s) \frac{a(x, y)}{|x - y|^{n+sp}}, \quad \text{with } \frac{\chi_{B_{r_0}|x-y|}}{\Lambda} \leq a(x, y) \leq \Lambda.$$  

Then one can choose for instance

$$a(x, y) = a_0 \left( \frac{x - y}{|x - y|} \right), \quad \text{with } a_0 : S^{n-1} \to \left[ \frac{1}{\Lambda}, \Lambda \right],$$

(2.6)

$$a(x, y) = a_0 (x - y), \quad \text{with } a_0 : \mathbb{R} \to \left[ \frac{1}{\Lambda}, \Lambda \right],$$

or

$$a(x, y) = \chi_D(x - y), \quad \text{with } D \subset \mathbb{R}^n, \text{ such that } B_{r_0} \subseteq D \subseteq B_{r_1},$$

with $0 < r_0 \leq r_1$, and even some more general non-translation-invariant kernels. The last possibility in (2.6), in particular, yields a truncated kernel.

We now introduce the concept of minimizers of $\mathcal{E}$ that we shall work with. Before, we need a few definitions of the functional spaces involved.

We denote by $L^{p-1}_s(\mathbb{R}^n)$ the space composed by the functions $u : \mathbb{R}^n \to \mathbb{R}$ that satisfy

$$\int_{\mathbb{R}^n} \frac{|u(x)|^{p-1}}{(1 + |x|)^{n+sp}} \, dx < +\infty.$$  

An object that will play an important role in encoding the behavior of functions in $L^{p-1}_s(\mathbb{R}^n)$ at large scales is the so-called Tail defined by

$$\text{Tail}(u; x_0, R) := \left[ (1 - s) R^p \int_{\mathbb{R}^n \setminus B_R(x_0)} \frac{|u(x)|^{p-1}}{|x - x_0|^{n+sp}} \, dx \right]^{\frac{1}{p-1}},$$

for any fixed $x_0 \in \mathbb{R}^n$ and $R > 0$. The above scale-invariant quantity has already been considered in several papers, such as [26, 27, 9, 44]. Observe in particular that it is finite, provided $u \in L^{p-1}_s(\mathbb{R}^n)$.

Another functional space that we will need is a modified fractional Sobolev space. Given an open set $\Omega \subseteq \mathbb{R}^n$, we denote as $W^{s,p}(\Omega)$ the space of measurable functions $u : \mathbb{R}^n \to \mathbb{R}$ such that

$$u|_{\Omega} \in L^p(\Omega) \quad \text{and} \quad (x, y) \mapsto \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \in L^1(\mathcal{C}_\Omega),$$

with $\mathcal{C}_\Omega$ as in (2.4). In the quadratic case $p = 2$, spaces of this kind have been for instance considered in [57, 58]. Note that $W^{s,p}(\mathbb{R}^n) \subseteq W^{s,p}(\Omega) \subseteq W^{s,p}(\Omega)$.

We can now proceed to define the minimizers of the energy functional $\mathcal{E}$ in (2.3).

**Definition 2.1.** Let $\Omega \subseteq \mathbb{R}^n$ be a bounded open set. A function $u \in W^{s,p}(\Omega)$ is said to be a minimizer of $\mathcal{E}$ in $\Omega$ if $F(\cdot, u) \in L^1(\Omega)$ and

$$\mathcal{E}(u; \Omega) \leq \mathcal{E}(v; \Omega),$$

for any measurable function $v : \mathbb{R}^n \to \mathbb{R}$ such that $v = u$ a.e. in $\mathbb{R}^n \setminus \Omega$.

If $u \in W^{s,p}(\Omega)$ is such that $F(\cdot, u) \in L^1(\Omega)$, then the energy $\mathcal{E}(u; \Omega)$ is finite, thanks to (2.2). Therefore, Definition 2.1 is meaningful.

On top of this, notice that $F(\cdot, u)$ is bounded, and thus integrable, whenever $u$ is bounded and $F$ is locally bounded in $u$, uniformly with respect to $x \in \Omega$. When $n < sp$, this is true in particular for any $u \in W^{s,p}(\Omega)$, thanks to the fractional Sobolev
embedding (see e.g. [28]). On the contrary, when \( n > sp \), we will often require \( F \) to satisfy

\[
|F(x, u)| \leq d_1 + d_2|u|^q
\]

for a.a. \( x \in \Omega \) and any \( u \in \mathbb{R} \), with \( 1 \leq q < p^*_s \), where \( p^*_s \) is the fractional Sobolev exponent given by

\[
p^*_s := \frac{np}{n - sp}.
\]

When \( n = sp \), we simply assume \( F \) to satisfy (2.8) for some \( 1 \leq q < +\infty \), that is, we formally set \( p^*_s := +\infty \) in such case. Note that, under (2.8), we have \( F(\cdot, u) \in L^1(\Omega) \) for any \( u \in W^{s,p}(\Omega) \).

In parallel to the energy \( \mathcal{E} \) considered in (2.3) and its minimizers, we take into account weak solutions to equations driven by integral operators with kernel \( K \). For \( K \) satisfying (2.1) and (2.2), we formally define

\[
\mathcal{L}u(x) := \text{P.V. } \int_{\mathbb{R}^n} |u(x) - u(y)|^{p-2}(u(x) - u(y))K(x, y)\, dy
\]

\[
= \lim_{\delta \to 0^+} \int_{\mathbb{R}^n \setminus B_\delta(x)} |u(x) - u(y)|^{p-2}(u(x) - u(y))K(x, y)\, dy.
\]

When \( K \) is of the form (2.5), we recover the operator \( \mathcal{L}_{s,p} \) defined in the introduction and, in particular, the fractional Laplacian \( (-\Delta)^s \) if \( p = 2 \).

Let \( f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) be a measurable function such that the composition \( f(\cdot, v) \) is measurable whenever \( v : \mathbb{R}^n \to \mathbb{R} \) is measurable. We are interested in studying weak solutions of the equation

\[
-\mathcal{L}u = f(\cdot, u),
\]

in bounded domains of \( \mathbb{R}^n \). Notice that, when \( F \) is differentiable \( u \), this is the Euler-Lagrange equation of \( \mathcal{E} \), with \( f = F_u \).

The precise notion of weak solution of (2.10) that we take into account is as follows.

**Definition 2.2.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set. A function \( u \in W^{s,p}(\Omega) \) is said to be a weak solution of (2.10) in \( \Omega \) if

\[
-\frac{1}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |u(x) - u(y)|^{p-2}(u(x) - u(y)) (\varphi(x) - \varphi(y)) K(x, y)\, dx\, dy
\]

\[
= \int_{\mathbb{R}^n} f(x, u(x))\varphi(x)\, dx,
\]

for any \( \varphi \in W^{s,p}(\mathbb{R}^n) \) with \( \text{supp}(\varphi) \subset \subset \Omega \) and such that the right-hand side above is well-defined.

We have been rather sloppy in our definition of weak solutions, with respect to the choice of test functions that make the right-hand side of the identity written above converge. A sufficient condition to have it well-defined for any \( \varphi \in W^{s,p}(\Omega) \) is that \( f(\cdot, u) \in L^{sp_\ast^\prime}(\Omega) \) when \( n > sp \), and simply \( f(\cdot, u) \in L^1(\Omega) \) when \( n < sp \), thanks to the fractional Sobolev embeddings. In the case \( n < sp \), in particular, this last requirement on \( f(\cdot, u) \) is fulfilled whenever \( f \) is locally bounded in \( u \in \mathbb{R} \), uniformly w.r.t. \( x \in \Omega \), by employing the Sobolev embedding once again. On the other hand, when \( n \geq sp \) we will almost always ask that

\[
|f(x, u)| \leq d_1 + d_2|u|^{q-1}
\]

for a.a. \( x \in \Omega \) and any \( u \in \mathbb{R} \),
for some $1 < q < p_s^*$, similarly to what we did in (2.8) (again, with the understanding that $p_s^* = +\infty$ if $n = sp$). We remark that, with this choice, $f(\cdot, u)\varphi \in L^1(\Omega)$ for any $\varphi \in W^{s,p}(\Omega)$. We also notice that $f(\cdot, u)\varphi \in L^1(\Omega)$ for all such $\varphi$’s if $f$ is locally bounded in $u$, uniformly w.r.t. $x$, and $u$ is bounded, regardless to the values of $n$, $s$ and $p$.

After all these necessary premises, we can now proceed to state our main contributions to the regularity theory for the minimizers of $\mathcal{E}$ and the solutions of (2.10).

First, we have the following result concerning the local boundedness of these critical points. Of course, we can restrict ourselves to take $n \geq sp$, as otherwise the boundedness is warranted by the fractional Sobolev embedding.

**Theorem 2.3 (Local boundedness).** Let $n \in \mathbb{N}$, $s \in (0, 1)$ and $p > 1$ be such that $n \geq sp$. Let $\Omega$ be an open bounded subset of $\mathbb{R}^n$. Suppose that the kernel $K$ satisfies hypotheses (2.1) and (2.2). Let $u \in L^{q-1}_s(\mathbb{R}^n) \cap \mathbb{W}^{s,p}(\Omega)$ be either

(a) a minimizer of $\mathcal{E}$ in $\Omega$, with $F$ satisfying (2.8), or

(b) a weak solution of (2.10) in $\Omega$, with $f$ satisfying (2.11).

Then, $u \in L^{\infty}_{\text{loc}}(\Omega)$. In particular, for any $x_0 \in \Omega$ and $0 < R < \text{dist}(x_0, \partial \Omega)/2$, it holds

$$
\|u\|_{L^{\infty}(B_R(x_0))} \leq C,
$$

for some constant

$$
C = C \left( n, s, p, q, \Lambda, d_1, d_2, R, r_0, \|u\|_{L^p(B_{2R}(x_0))}, \text{Tail}(u; x_0, 2R), \|u\|_{L^\infty(\Omega)} \right),
$$

and $\lambda > p$. When $n > sp$, we can take $\lambda = p_s^*$, while when $n > p$, the constant $C$ does not blow up as $s \to 1^-$.

The estimate of Theorem 2.3 is given in terms of an implicit constant $C$ that is meant to depend at most on the parameters listed. Indeed, in many specific cases (such as when $d_2 = 0$ or $1 \leq q \leq p$) the constant $C$ may be chosen to depend on fewer quantities. We refer the reader to Theorems 7.1 and 8.1—respectively for minimizers and solutions—for a more detailed account of the dependencies of $C$.

We point out that, at least when $n > p$, the estimate provided in Theorem 2.3 is independent of $s$, for $s$ close to 1. This is not surprising at all, in view of the normalization of the kernel $K$ by means of the factor $(1 - s)$, implied by (2.2). Indeed, this is consistent with the fact that, for certain choices of kernels, the energy $\mathcal{E}$ approaches, as $s \to 1^-$, a local functional driven by a gradient-type Dirichlet term, such as $\mathcal{G}_i$ in (1.2). And similarly for the operator $\mathcal{L}$.

Theorem 2.3 has been obtained in [27] for the case of solutions of an equation like (2.10). In [27], the result is stated assuming the right-hand side $f$ to be zero, although the techniques displayed there should apply also to more general situations. This is true, since the boundedness of $u$ may be recovered right from a standard Caccioppoli inequality of the form (1.8), and does not require its improved variant (1.10). We refer the interested reader to the proof of Proposition 6.1 for a verification of this fact.

Other results related to Theorem 2.3 can be found for instance in [44, 35, 46, 4].

Next is the main contribution of the present paper, ensuring the Hölder continuity of the minimizers of $\mathcal{E}$ and of the solutions of (2.10). Again, we only deal with the case $n \geq sp$. Moreover, by virtue of the boundedness result of Theorem 2.3, we can now simply assume the potential $F$ and the right-hand side $f$ to be locally bounded functions.
The statement of the Hölder continuity result is as follows.

**Theorem 2.4 (Hölder continuity).** Let \( n \in \mathbb{N} \), \( 0 < s_0 \leq s < 1 \) and \( p > 1 \) be such that \( n \geq sp \). Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \). Suppose that the kernel \( K \) satisfies hypotheses (2.1) and (2.2). Let \( u \in L^{p-1}_s(\mathbb{R}^n) \cap \mathcal{W}^{s,p}(\Omega) \) be either

(a) a minimizer of \( \mathcal{E} \) in \( \Omega \), with \( F \) locally bounded in \( u \), uniformly w.r.t. \( x \in \Omega \), or

(b) a weak solution of (2.10) in \( \Omega \), with \( f \) locally bounded in \( u \), uniformly w.r.t. \( x \in \Omega \).

Then, \( u \in C^{1,\alpha}_{\text{loc}}(\Omega) \), for some \( \alpha \in (0,1) \). In particular, there exists a constant \( C \geq 1 \) such that, for any \( x_0 \in \Omega \) and \( 0 < R < \min \{ r_0, \text{dist}(x_0, \partial \Omega) \} / 4 \), it holds

\[
[u]_{C^{1,\alpha}(B_R(x_0))} \leq \frac{C}{R^s} \left( \|u\|_{L^\infty(B_{2R}(x_0))} + \text{Tail}(u; x_0, 2R) + \mathcal{F} \right),
\]

where

\[
\mathcal{F} := \begin{cases} 
R^s \|F(\cdot, u)\|_{L^\infty(B_{2R}(x_0))}^{1/p} & \text{if (a) is in force,} \\
R^{s-p} \|f(\cdot, u)\|_{L^\infty(B_{2R}(x_0))}^{1/(p-1)} & \text{if (b) is in force.}
\end{cases}
\]

The constants \( \alpha \) and \( C \) depend only on \( n \), \( s_0 \), \( p \) and \( \Lambda \).

Analogously to Theorem 2.3, the quantities determining the Hölder character of, say, a minimizer of \( \mathcal{E} \) stay bounded as \( s \) goes to 1. Again, this is consistent with the local scenario (formally represented by the choice \( s = 1 \)) where such results were proved in [33].

In the case of a solution \( u \) of (2.10), estimates like the one established in Theorem 2.4 have been obtained in [27], for \( f = 0 \), and in [35], for Dirichlet problems driven by the specific operator \( \mathcal{L}_{s,p} \) defined in the introduction (i.e. the operator \( \mathcal{L} \) with kernel \( K \) given by (2.5)). When \( p = 2 \), the literature is richer: similar results have been obtained in [5, 37, 39, 40] and [59, 19, 20]. We also mention [44], where the authors show the continuity of \( u \) under very mild hypotheses on the right-hand side \( f \). Their potential theoretic approach should also yield an Hölder modulus of continuity for \( u \), once \( f \) is chosen sufficiently regular.

As pointed out in the introduction, Theorems 2.3 and 2.4 are, to the best of our knowledge, completely new for minimizers of \( \mathcal{E} \), even if \( p = 2 \).

The verification of Theorem 2.4 is split between Section 7—for minimizers—and Section 8—for solutions. The \( C^\alpha \) estimate in the two different situations is respectively given by Theorem 7.2 in Section 7 and Theorem 8.2 in Section 8. We remark that the statements of these two results partially differ from that of Theorem 2.4, with respect to some limitations on the radius \( R \). As for Theorem 2.3 and Theorems 7.1-8.1, the result stated right above can be easily recovered from those of Sections 7-8 with the help of a straightforward covering argument.

A key ingredient of the proof of Theorem 2.4 is the improved Caccioppoli inequality (1.10). With the aid of this estimate—that holds, in a sometimes slightly weaker form, for both solutions and minimizers—we are able to prove a growth lemma, the crucial step for the Hölder continuity. In particular, we use the bound for the second member on the left-hand side of (1.10) to replace the De Giorgi isoperimetric-type inequality (1.7), which may fail in the context of fractional Sobolev spaces.

Observe once again that the estimate provided in Theorem 2.4 is uniform in \( s \), at least when \( s \) is bounded away from 0. On the other hand, the information represented by the upper bound for the second term on the left-hand side of (1.10) tends to disappear as \( s \) approaches 1. As a result, one would naturally expect Hölder estimates
which blow up as $s \to 1^-$. To resolve this apparent inconsistency, in Proposition 5.1 we obtain an estimate in the spirit of (1.7) for functions belonging to (large regions of) the fractional Sobolev space $W^{s,p}$, with $s$ sufficiently close to 1. The interpolation of this result with inequality (1.10) yields $C^0$ estimates uniform in $s$.

The last result that we present in this section is a Harnack-type inequality. Note that here we do not limit ourselves to $n \geq sp$, as the result is now meaningful for the full range of parameters. On the other hand, in place of (2.2), we take into account the following slightly more restrictive hypothesis on $K$:

$$
\frac{1-s}{\Lambda|x-y|^{n+sp}} \leq K(x, y) \leq (1-s)\Lambda \frac{1}{|x-y|^{n+sp}} \quad \text{for a.a. } x, y \in \mathbb{R}^n,
$$

with $\Lambda \geq 1$. Observe that (2.13) differs from (2.2) in that the left-hand inequality—i.e. the ellipticity assumption on $K$—is now required to hold everywhere, instead of only in a neighborhood of the diagonal $\{x = y\}$. Hypothesis (2.13) formally corresponds to (2.2) with $r_0 = +\infty$.

The statement of the Harnack inequality may now follow.

**Theorem 2.5 (Harnack inequality).** Let $n \in \mathbb{N}$, $s \in (0, 1)$ and $p > 1$. Let $\Omega \subset \mathbb{R}^n$ be an open bounded subset of $\mathbb{R}^n$. Suppose that $K$ satisfies hypotheses (2.1) and (2.13). Let $u$, $F$ and $f$ be as in Theorem 2.4, and assume in addition that $u \geq 0$ in $\Omega$. Then, there exists a constant $C \geq 1$ such that, for any $x_0 \in \Omega$ and $0 < R < \text{dist}(x_0, \partial\Omega)/2$, it holds

$$
\sup_{B_R(x_0)} u \leq C \left( \inf_{B_R(x_0)} u + \text{Tail}(u_{-}; x_0, R) + F \right),
$$

with $F$ as in (2.12). The constant $C$ depends only on $n$, $s$, $p$ and $\Lambda$. When $n \notin \{1, p\}$, the constant $C$ does not blow up as $s \to 1^-$. Harnack inequalities for solutions to integral equations like (2.10) have been obtained in [40, 26], both considering the homogeneous case (i.e. with no right-hand side). For minimizers, this is the first available result in this direction.

When comparing Theorem 2.5 to the classical Harnack inequalities for second-order partial differential equations (see e.g. [51, 29]), we immediately notice the presence here of an additional Tail term. As noted in [38, 40], this is the correct formulation of the Harnack inequality for nonlocal operators. Of course, when $u$ is non-negative on the whole of $\mathbb{R}^n$, one recovers the classical inequality.

Moreover, as the radius $R$ of the ball $B_R(x_0)$ over which the inequality is set can be chosen freely (as long as $B_{2R}(x_0)$ is contained in $\Omega$), this is a global inequality. As a consequence, one can deduce from it a Liouville-type theorem for entire solutions of $Lu = 0$ which are bounded from above or below.

We do not know whether or not the stronger assumption (2.13), in place of (2.2), is necessary for the validity of Theorem 2.5. The only place where we take full advantage of (2.13) is in Theorem 6.9: it is used to deduce formula (6.47), which gives a bound for the Tail of the positive part of $u$. We believe it to be an interesting problem to understand if a similar Harnack inequality might be obtained for more general kernels. To this aim, it would possibly be convenient to take into account a Tail term tailored on the kernel $K$ under consideration, rather than the canonical choice (2.7) given by (2.5).

As anticipated in the introductory section, we obtain Theorems 2.3, 2.4 and 2.5 by showing that the minimizers of $\mathcal{E}$ and the solutions of (2.10) equally satisfy an
improved Caccioppoli inequality of the form (1.10). We consider the set of all functions fulfilling (1.10) and more general inequalities—which we call a fractional De Giorgi class—and prove that they are locally bounded, Hölder continuous and that, when non-negative, they satisfy a Harnack inequality.

In light of this, the present paper extends various results and techniques displayed in the classical references [24, 45, 33, 29, 34] to a nonlocal setting.

The remaining part of the paper is organized as follows.

First, in Section 3 we fix some terminology that is often adopted in the paper.

In the preparatory Section 4 we include a collection of numerical and functional inequalities that will be largely used in the subsequent sections.

Section 5 is devoted to the proof of a De Giorgi isoperimetric-type inequality for the level sets of functions that belong to fractional Sobolev spaces with large differentiability order $s$.

In Section 6 we introduce fractional De Giorgi classes in the full generality needed for our applications. There, we also show that their elements are locally bounded, Hölder continuous functions that satisfy an Harnack-type theorem. These three facts are proved in Theorems 6.2, 6.4 and 6.9.

The conclusive Sections 7 and 8 contain the proofs of Theorems 2.3, 2.4, 2.5: these results are restated as Theorems 7.1, 7.2, 7.3 for minimizers, in Section 7, and as Theorems 8.1, 8.2, 8.3 for solutions, in Section 8.

3. Notation

In this brief section, we formally specify some of the notation that will be used more frequently in the remainder of the paper.

First of all, the dimension of the space in which we are set is always indicated by $n$, which is normally meant to be any natural number.

As we did in the two previous sections, we denote by $B_R(x_0)$ the open Euclidean ball of radius $R > 0$, centered at $x_0 \in \mathbb{R}^n$. That is,

$$B_R(x_0) := \left\{ x \in \mathbb{R}^n : |x - x_0| < R \right\}. $$

When $x_0$ is the origin, we simply write $B_R$ in place of $B_R(0)$.

We use the symbol $\chi_\Omega$ to indicate the characteristic function of a set $\Omega \subseteq \mathbb{R}^n$, i.e.

$$\chi_\Omega(x) := \begin{cases} 1 & \text{if } x \in \Omega, \\ 0 & \text{if } x \in \mathbb{R}^n \setminus \Omega. \end{cases}$$

For any two given parameters $s \in (0, 1)$, $p > 1$ and any measurable set $U \subseteq \mathbb{R}^n$, we have already introduced the fractional Sobolev space $W^{s,p}(U)$ as the subset of $L^p(U)$ made up by those functions that have finite Gagliardo seminorm $[\cdot]_{W^{s,p}(U)}$, as given by (1.9). For $n > sp$, the important fractional Sobolev exponent $p_s^*$ has been defined in (2.9). In section 2, we also considered the modified Sobolev space $\mathcal{W}^{s,p}(U)$ and the weighted Lebesgue space $L^{p-1}_w(\mathbb{R}^n)$. For $u \in L^{p-1}_w(\mathbb{R}^n)$ and any $x_0 \in \mathbb{R}^n$, $R > 0$, we saw that the quantity $\text{Tail}(u; x_0, R)$, as in (2.7), is well-defined and finite. For some later purposes, it is convenient to introduce also the related non-scaling-invariant Tail
(3.1) \[
\text{Tail}(u; x_0, R) := \left[ (1 - s) \int_{\mathbb{R}^n \setminus B_R(x_0)} \frac{|u(x)|^{p-1}}{|x - x_0|^{n+sp}} \, dx \right]^{\frac{1}{p-1}} = R^{-sp} \text{Tail}(u; x_0, R).
\]

We adopt a short-hand notation for the level sets of functions. Given \( u : \mathbb{R}^n \to \mathbb{R} \) and \( k \in \mathbb{R} \), we denote the superlevel set of \( u \) of level \( k \) as \[
\{ u > k \} := \{ x \in \mathbb{R}^n : u(x) > k \}.
\]
Similarly, we write \( \{ u < k \} \) for the sublevel set \( \{ x \in \mathbb{R}^n : u(x) < k \} \). The other notations \( \{ u = k \} \), \( \{ u \geq k \} \) and \( \{ u \leq k \} \) all have analogous meanings.

As it is customary, the positive and negative parts of a function (or a real number) \( u \) are indicated by \( u^+ \) and \( u^- \), respectively. This means that we have \( u^+ := \max\{u, 0\} \) and \( u^- := -\min\{u, 0\} \).

Of particular interest are also the lower truncation \( (u - k)^+ \) and the upper truncation \( (u - k)^- \) of a function \( u \) at level \( k \in \mathbb{R} \). We often refer to their supports as \[
A^+(k) := \text{supp}((u - k)^+) = \{ u > k \},
\]
\[
A^-(k) := \text{supp}((u - k)^-) = \{ u < k \}.
\]

The intersections of these sets with the ball \( B_R(x_0) \) are denoted by \( A^+(k, x_0, R) \) and \( A^-(k, x_0, R) \), respectively. As before, we drop reference to \( x_0 \) when it is the origin, and simply write \( A^+(k, R) \) and \( A^-(k, R) \).

In Sections 7 and 8, we will frequently consider the measure element \[
d\mu = d\mu_K(x, y) := K(x, y) \, dx \, dy.
\]

This terminology is used for the sole purpose of abbreviating several integral formulas.

Finally, we remark that we use several letters (roman or greek characters, in upper or lower cases) to denote constants and parameters. Sometimes—as in Theorem 2.3 or Proposition 7.5—we write the quantities on which some constant depends between round brackets, right after the symbol used for said constant. We always use the letter \( C \) to denote a general constant, greater or equal to 1. The value of \( C \) may change within the same statement, proof or even between different lines of the same formula. During proofs, we usually specify on which parameters a certain constant \( C \) depends as soon as it appears in a formula; eventual other occurrences of \( C \) in the same proof are supposed to depend on the same exact parameters, unless otherwise specified. When we need to be more precise on the value of some particular occurrence, we use subscripts, such as \( C_\ast, C_\sharp, C_1, C_2, \) etc.

4. SOME AUXILIARY RESULTS

Here we present several ancillary lemmata that will be used in the remainder of the paper. For their technical nature and rather general applicability, we preferred to collect them in this separate section.

The first four results are standard numerical inequalities. Most of them are probably well-known to the reader or very easy to be obtained. For the sake of completeness, we include their proofs in full details.
Lemma 4.1. Let $p \geq 1$ and $a, b \geq 0$. Then,
\begin{equation}
(a + b)^p - a^p \geq \theta p a^{p-1} b + (1 - \theta) b^p,
\end{equation}
for any $\theta \in [0, 1]$.

Proof. Of course, it is enough to prove (4.1) for $\theta = 0, 1$. Indeed, the case $\theta = 0$ plainly follows from the standard fact that the $p$-norm $|x|_p$ is monotone non-increasing in $p \in [1, +\infty)$, for any fixed $x \in \mathbb{R}^2$. On the other hand,
\[(a + b)^p - a^p = p \int_a^{a+b} t^{p-1} dt \geq p a^{p-1} b,
\]
which is (4.1) for $\theta = 1$. \hfill $\square$

We observe that, when $p \geq 2$, a simpler and stronger inequality holds true. Essentially, in this case one can replace both coefficients $\theta$ and $1 - \theta$ on the right-hand side of (4.1) with 1. However, for our applications the interpolation inequality of Lemma 4.1 will suffice.

Next are other three lemmata providing numerical estimates.

Lemma 4.2. Let $p \geq 1$, $\mu \in [0, 1]$ and $a, b \geq 0$. Then,
\begin{equation}
|\mu a - b|^p - |a - b|^p \leq p b^{p-1} a.
\end{equation}

Proof. We consider separately the three possibilities $b \geq a$, $\mu a \leq b < a$ and $b < \mu a$. In the first case,
\[|\mu a - b|^p - |a - b|^p = (b - \mu a)^p - (b - a)^p = p \int_{b-a}^{b-\mu a} t^{p-1} dt \leq p b^{p-1} a.
\]
On the other hand, if $\mu a \leq b < a$, then
\[|\mu a - b|^p - |a - b|^p = (b - \mu a)^p - (a - b)^p = p \int_{a-b}^{b-\mu a} t^{p-1} dt \leq p(b - \mu a)^{p-1}(2b - (1 + \mu)a) \leq p b^{p-1} a.
\]
Finally, when $b < \mu a$ the thesis is trivially verified, as the left-hand side of (4.2) is negative. \hfill $\square$

Lemma 4.3. Let $p > 1$ and $a \geq b \geq 0$. Then,
\[a^p - b^p \leq \varepsilon a^p + \left(\frac{p-1}{\varepsilon}\right)^{p-1} (a - b)^p,
\]
for any $\varepsilon > 0$.

Proof. We compute
\[a^p - b^p = (b + (a - b))^p - b^p = p \int_0^{a-b} (b + t)^{p-1} dt \leq p a^{p-1} (a - b).
\]
For a fixed $\delta > 0$, we use Young’s inequality to deduce
\[a^p - b^p \leq p \left(\frac{1}{\delta^p} a\right)^{p-1} (\frac{a - b}{\delta^{p-1}}) \leq (p - 1) \delta a^p + \delta^{1-p} (a - b)^p,
\]
and the conclusion follows by taking $\delta = \varepsilon/(p - 1)$. \hfill $\square$

Lemma 4.4. Let $p > 1$, $a \in \mathbb{R}$ and $b \geq 0$. Then,
\begin{equation}
(a - b)^{p-1} \geq \min\{1, 2^{2-p}\} a_{+}^{p-1} - b^{p-1}.
\end{equation}
Proof. We consider separately the three possibilities \( a \geq b, 0 \leq a < b \) and \( a < 0 \). If \( a \geq b \), it easy to see that

\[
(a-b)^{p-1} + b^{p-1} \geq \min\{1, 2^{2-p}\} a^{p-1},
\]

which is (4.3). If \( 0 \leq a < b \), then

\[
(a-b)^{p-1} - \min\{1, 2^{2-p}\} a^{p-1} = -\min\{1, 2^{2-p}\} a^{p-1} \geq -b^{p-1},
\]

and (4.3) follows as well. In the case \( a < 0 \), inequality (4.3) is also trivially true. \( \square \)

The next six results contain well-known functional inequalities in fractional Sobolev spaces. Our estimates are usually minor modifications of those available in the literature. We write them here in order to keep better track of the values of the constants involved and to have them ready for applications in the subsequent sections.

First is a weighted estimate related to the embeddings of fractional Sobolev spaces as the differentiability order varies.

**Lemma 4.5.** Let \( n \in \mathbb{N}, p \geq 1, 0 < \sigma \leq s < 1 \) and \( R > 0 \). Then, for any \( u \in \mathcal{W}^{s,p}(B_R) \), it holds

\[
[u]_{\mathcal{W}^{s,p}(B_R)}^p \leq \delta^{(s-\sigma)p} [u]_{\mathcal{W}^{s,p}(B_R)}^p + \frac{2^p |B_1|}{\sigma p} \chi_{(0,2R)}(\delta) \delta^{-\sigma p} \|u\|_{L^p(B_R)}^p,
\]

for any \( \delta > 0 \).

**Proof.** The result is a weighted version of, say, [28, Proposition 2.1] and the proof follows the same lines of that presented there. However, we report it here for the reader’s convenience.

First of all, it is enough to deal with \( R = 1 \), as a scaling argument readily shows. Fix \( \delta > 0 \). On the one hand, we have

\[
\int_{B_1} \left[ \int_{B_1 \cap B_\delta(x)} \frac{|u(x) - u(y)|^p}{|x-y|^{n+\sigma p}} dy \right] dx
\]

\[
= \frac{1}{\delta^{n+\sigma p}} \int_{B_1} \left[ \int_{B_1 \cap B_\delta(x)} \frac{|u(x) - u(y)|^p}{|x-y|^{n+\sigma p}} dy \right] dx
\]

\[
\leq \frac{1}{\delta^{n+\sigma p}} \int_{B_1} \left[ \int_{B_1 \cap B_\delta(x)} |u(x) - u(y)|^p \left( \frac{\delta}{|x-y|} \right)^{n+\sigma p} dy \right] dx
\]

\[
\leq \delta^{(s-\sigma)p} \int_{B_1} \int_{B_1 \cap B_\delta(x)} \frac{|u(x) - u(y)|^p}{|x-y|^{n+\sigma p}} dxdy.
\]

Of course, if \( \delta \geq 2 \), we have already proved the claim. On the other hand, by Jensen’s inequality

\[
\int_{B_1} \left[ \int_{B_1 \setminus B_\delta(x)} \frac{|u(x) - u(y)|^p}{|x-y|^{n+\sigma p}} dy \right] dx \leq 2^p \int_{B_1} |u(x)|^p \left[ \int_{R^n \setminus B_\delta(x)} \frac{dy}{|x-y|^{n+\sigma p}} \right] dx
\]

\[
= 2^p |B_1| \frac{\delta^{-\sigma p}}{\sigma p} \int_{B_1} |u(x)|^p dx.
\]

These two formulas lead to the desired estimate. \( \square \)

In the following result we deal with Sobolev spaces having different orders of integrability and differentiability. Unlike in Lemma 4.5, this estimate involves only the Gagliardo seminorms of these spaces, and no Lebesgue norms. Moreover, the inequality is stated for more general quantities than the Gagliardo seminorms, allowing for
slightly more freedom in the choice of the domains of integration. This small tweak is of some importance for a future application in Lemma 6.3.

**Lemma 4.6.** Let \( n \in \mathbb{N} \), \( 1 \leq q < p \) and \( 0 < \sigma < s < 1 \). Let \( \Omega' \subseteq \Omega \subset \mathbb{R}^n \) be two bounded measurable sets. Then, for any \( u \in W^{s,p}(\Omega) \), it holds
\[
\left[ \int_{\Omega} \int_{\Omega'} \frac{|u(x) - u(y)|^q}{|x - y|^{n+\sigma q}} \, dxdy \right]^\frac{1}{q} \leq C_0 |\Omega'|^{\frac{p-q}{pq}} \text{diam}(\Omega)^{s-\sigma} \left[ \int_{\Omega} \int_{\Omega'} \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dxdy \right]^\frac{1}{p},
\]
with
\[
C_0 := \left[ \frac{n(p-q)}{(s-\sigma) pq} |B_1| \right]^{\frac{p-q}{pq}}.
\]

**Proof.** By Hölder’s inequality, we have
\[
\int_{\Omega} \int_{\Omega'} \frac{|u(x) - u(y)|^q}{|x - y|^{n+\sigma q}} \, dxdy = \int_{\Omega} \int_{\Omega'} \frac{|u(x) - u(y)|^q}{|x - y|^{\frac{q}{p}(n+sp)}} \frac{1}{|x - y|^{n-(s-\sigma)q}} \, dxdy
\]
\[
\leq \left( \int_{\Omega} \int_{\Omega'} \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dxdy \right)^\frac{q}{p} \left( \int_{\Omega} \int_{\Omega'} \frac{dxdy}{|x - y|^{n-(s-\sigma)pq}} \right) \frac{p-q}{pq}.
\]
Then, letting \( d := \text{diam}(\Omega) \) and changing variables appropriately, we compute
\[
\int_{\Omega} \int_{\Omega'} \frac{dxdy}{|x - y|^{n-(s-\sigma)pq}} \leq \int_{\Omega'} \left( \int_{B_d} \frac{dz}{|z|^{n-(s-\sigma)pq}} \right) \, dx = \frac{n(p-q)}{(s-\sigma) pq} |B_1||\Omega'| \frac{d}{(s-\sigma) pq},
\]
and the thesis follows. \( \square \)

Next is a fractional Poincaré inequality for functions having fat zero level sets. The corresponding Poincaré-Wirtinger-type inequality for functions with vanishing integral mean is due to [7, 53]. Notice that the dependence of the constant on the parameter \( s \) is explicit, at least when \( s \) is far from 0.

**Lemma 4.7.** Let \( n \in \mathbb{N} \), \( p \geq 1 \), \( 0 < s_0 \leq s < 1 \) and \( R > 0 \). Let \( u \in W^{s,p}(B_R) \) be such that \( u = 0 \) a.e. on a set \( \Omega_0 \subseteq B_R \), with \( |\Omega_0| \geq \gamma |B_R| \), for some \( \gamma \in (0,1) \). Then,
\[
\int_{B_R} |u(x)|^p \, dx \leq C_1 (1-s) R^{sp} \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dxdy,
\]
for some constant \( C_1 \geq 1 \) depending only on \( n, s_0, p \) and \( \gamma \).

**Proof.** First, we restrict ourselves to take \( R = 1 \), as the general estimate follows then by scaling. Moreover, we may as well consider the unit cube \( Q_1 = (-1/2, 1/2)^n \) instead of the ball \( B_1 \), by applying a suitable bi-Lipschitz diffeomorphism \( T : Q_1 \rightarrow B_1 \). More precisely, if \( v := u \circ T \), then \( v \in W^{s,p}(Q_1) \), with
\[
C_*^{-1} \|u\|_{L^p(B_1)}^p \leq \|v\|_{L^p(Q_1)}^p \leq C_* \|u\|_{L^p(B_1)}^p,
\]
\[
C_*^{-1} \|u\|_{W^{s,p}(B_1)}^p \leq [v]_{W^{s,p}(Q_1)}^p \leq C_* [u]_{W^{s,p}(B_1)}^p,
\]
and
\[
\{v = 0\} \cap Q_1 \supseteq \frac{\gamma}{C_*} |Q_1|,
\]
for some dimensional constant \( C_* \geq 1 \).
Applying for instance [53, Corollary 2.1], we know that there is a constant $C_2 \geq 1$, depending only on $n$, $s_0$ and $p$, such that

$$
\|v - v_{Q_1}\|_{L^p(Q_1)} \leq C_2(1 - s) \|v\|_{W^{s,p}(Q_1)}^p,
$$

where

$$
v_{Q_1} := \int_{Q_1} v(x) \, dx.
$$

But, by (4.5),

$$
\|v - v_{Q_1}\|_{L^p(Q_1)} \geq \|\{v = 0\} \cap Q_1\| \|v_Q\| \geq \frac{\gamma}{C_*} \|v_{Q_1}\|,
$$

and hence

$$
\|v\|_{L^p(Q_1)} \leq \|v - v_{Q_1}\|_{L^p(Q_1)} + |v_{Q_1}| \leq \left[1 + \left(\frac{C_1}{\gamma}\right)^{1/p}\right] \|v - v_{Q_1}\|_{L^p(Q_1)}.
$$

This, (4.6) and (4.4) yield the thesis. \qed

We stress that a Poincaré-type inequality of this kind can be obtained with a simpler and more direct computation in the spirit of formula (4.2) in [50]. However, this strategy does not seem to yield a constant with the needed dependence on $s$.

We now have a couple of fractional Sobolev inequalities in balls. To deduce them, we report here below an analogous result by [7, 49], set in the whole Euclidean space.

**Lemma 4.8 (49, Theorem 1).** Let $n \in \mathbb{N}$, $p \geq 1$ and $s \in (0, 1)$ be such that $n > sp$. Then, for any $W^{s,p}(\mathbb{R}^n)$, it holds

$$
\left(\int_{\mathbb{R}^n} |u(x)|^{p_s^*} \, dx\right)^{1/p_s} \leq C_2 \left(\frac{s(1-s)}{(n-sp)^{p-1}}\right) \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dxdy,
$$

for some constant $C_2 \geq 1$ depending only on $n$ and $p$.

We recall that $p_s^*$ denotes the fractional Sobolev exponent defined in (2.9).

As a first corollary of Lemmas 4.7 and 4.8, we deduce the following homogeneous fractional Sobolev inequality in a ball.

**Corollary 4.9.** Let $n \in \mathbb{N}$, $p \geq 1$ and $0 < s_0 \leq s < 1$ be such that $n > sp$. Let $u \in W^{s,p}_0(B_R)$ and suppose that $u = 0$ on a set $\Omega_0 \subseteq B_R$ with $|\Omega_0| \geq \gamma|B_R|$, for some $\gamma \in (0, 1]$. Then,

$$
\left(\int_{B_R} |u(x)|^{p_s^*} \, dx\right)^{1/p_s} \leq C_3 \left(\frac{1-s}{(n-sp)^{p-1}}\right) \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^p}{|x - y|^{n+sp}} \, dxdy,
$$

for some constant $C_3 \geq 1$ depending only on $n$, $s_0$, $p$ and $\gamma$.

**Proof.** Of course, we can reduce to the case $R = 1$, as the inequality is scaling invariant. In view of [28, Theorem 5.4], we know that there exists a function $\tilde{u} \in W^{s,p}(\mathbb{R}^n)$ such that $\tilde{u}|_{B_1} = u$ and $\|\tilde{u}\|_{W^{s,p}(\mathbb{R}^n)} \leq C'\|u\|_{W^{s,p}(B_1)}$, for some constant $C' \geq 1$. A careful inspection of the several estimates leading to the proof of this result shows that, actually, one has

$$
[\tilde{u}]_{W^{s,p}(\mathbb{R}^n)}^p \leq C \left([u]_{W^{s,p}(B_1)}^p + \|u\|_{L^p(B_1)}^p\right),
$$

with $C \geq 1$ depending only on $n$ and $p$. The conclusion of the corollary now follows by applying this with Lemmas 4.7 and 4.8. \qed
When the zero level set of a function does not occupy a region as large as a fraction of the ball, but, instead, the function is supported well inside of that ball, we can still take advantage of Lemma 4.8 to get the following estimate.

**Corollary 4.10.** Let \( n \in \mathbb{N}, p \geq 1 \) and \( s \in (0, 1) \) be such that \( n > sp \). Let \( u \in W_0^{s,p}(B_R) \) be such that \( \text{supp}(u) \subseteq B_r \), with \( 0 < r < R \). Then,

\[
\left( \int_{B_R} |u(x)|^{p^*_s} \, dx \right)^{\frac{1}{p^*_s}} \leq C_4 \frac{1-s}{(n-sp)^{p-1}} \left[ \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^p}{|x-y|^{n+sp}} \, dx \, dy + \frac{1}{(R-r)^{sp}} \int_{B_r} |u(x)|^p \, dx \right],
\]

for some constant \( C_4 \geq 1 \) depending only on \( n \) and \( p \).

**Proof.** First, we apply Lemma 4.8 to obtain

\[
\left( \int_{B_R} |u(x)|^{p^*_s} \, dx \right)^{\frac{1}{p^*_s}} = \left( \int_{\mathbb{R}^n} |u(x)|^{p^*_s} \, dx \right)^{\frac{1}{p^*_s}} \leq C_2 \frac{s(1-s)}{(n-sp)^{p-1}} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x-y|^{n+sp}} \, dx \, dy.
\]

Now, we essentially use [28, Lemma 5.1] to deduce a bound for the right-hand side of the inequality above in terms of quantities integrated over the ball \( B_R \) alone. In fact, we redo the computation in order to keep track of the constants involved. By using that \( \text{supp}(u) \subseteq B_r \) and changing variables appropriately, we compute

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^p}{|x-y|^{n+sp}} \, dx \, dy = \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^p}{|x-y|^{n+sp}} \, dx \, dy + 2 \int_{B_r} |u(x)|^p \left[ \frac{1}{|\mathbb{R}^n \setminus B_R|} \frac{dy}{|x-y|^{n+sp}} \right] \, dx
\]

\[
\leq \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^p}{|x-y|^{n+sp}} \, dx \, dy + \frac{2n|B_1|}{sp} \frac{1}{(R-r)^{sp}} \int_{B_r} |u(x)|^p \, dx,
\]

from which the thesis follows. \( \Box \)

We conclude the section with an iteration lemma similar to e.g. [33, Lemma 1.1]. For the reader’s convenience, we provide its simple proof in full details.

**Lemma 4.11.** Let \( 0 < r < R \) and \( \Phi : [r, R] \to [0, +\infty) \) be a bounded function. Suppose that, for any \( r \leq \rho < \tau \leq R \), it holds

\[
\Phi(\rho) \leq \gamma \Phi(\tau) + A + \frac{B}{(\tau - \rho)\alpha} + \frac{D}{(\tau - \rho)\beta},
\]

for some constants \( A, B, D, \alpha, \beta > 0 \) and \( \gamma \in (0, 1) \). Then, for any \( 0 < r < R \),

\[
\Phi(r) \leq C \left[ A + \frac{B}{(R-r)^\alpha} + \frac{D}{(R-r)^\beta} \right],
\]

with \( C \geq 1 \) depending only on \( \alpha, \beta \) and \( \gamma \).

**Proof.** Take \( \theta \in (0, 1) \) to be later specified and consider the sequence \( \{\rho_i\} \) of positive numbers inductively defined by

\[
\begin{align*}
\rho_i - \rho_{i-1} &= (1-\theta)\theta^i(R-r) \quad \text{for } i \in \mathbb{N} \\
\rho_0 &= r.
\end{align*}
\]
This sequence is obviously increasing and \( \rho_i \to R \) as \( i \to +\infty \). We claim that

\[
\Phi(r) \leq \gamma^k \Phi(\rho_k) + A \frac{1 - \gamma^k}{1 - \gamma} + \frac{B\theta^{-\alpha}}{(1 - \theta)\alpha(R - r)^{\alpha}} \frac{1 - \left(\frac{\gamma}{\theta}\right)^k}{1 - \frac{1}{\theta^{\beta}}} \\
+ \frac{D\theta^{-\beta}}{(1 - \theta)\beta(R - r)^{\beta}} \frac{1 - \left(\frac{\gamma}{\theta}\right)^k}{1 - \frac{1}{\theta^{\beta}}},
\]

(4.10)

for any \( k \in \mathbb{N} \cup \{0\} \).

We prove (4.10) by induction. Clearly, such inequality holds true for \( k = 0 \). Thus, we take \( j \in \mathbb{N} \) and assume that (4.11) is valid for \( k = j - 1 \). With the aid of (4.8) we compute

\[
\Phi(r) \leq \gamma^{j-1} \left[ \gamma \Phi(\rho_j) + A \frac{1 - \gamma^{j-1}}{1 - \gamma} + \frac{B\theta^{-\alpha}}{(1 - \theta)\alpha(R - r)^{\alpha}} \frac{1 - \left(\frac{\gamma}{\theta}\right)^{j-1}}{1 - \frac{1}{\theta^{\beta}}} \\
+ \frac{D\theta^{-\beta}}{(1 - \theta)\beta(R - r)^{\beta}} \frac{1 - \left(\frac{\gamma}{\theta}\right)^{j-1}}{1 - \frac{1}{\theta^{\beta}}} \right]
\]

\[
+ \gamma^j \Phi(\rho_j) + A \frac{1 - \gamma^j}{1 - \gamma} + \frac{B\theta^{-\alpha}}{(1 - \theta)\alpha(R - r)^{\alpha}} \frac{1 - \left(\frac{\gamma}{\theta}\right)^j}{1 - \frac{1}{\theta^{\beta}}} \\
+ \frac{D\theta^{-\beta}}{(1 - \theta)\beta(R - r)^{\beta}} \frac{1 - \left(\frac{\gamma}{\theta}\right)^j}{1 - \frac{1}{\theta^{\beta}}},
\]

which is precisely (4.10) with \( k = j \). We can therefore conclude that (4.10) holds for any \( k \geq 0 \). Taking the limit as \( k \to +\infty \) in (4.10), we are finally led to (4.9), provided we choose \( \theta \) in such a way that \( \gamma \theta^{-\alpha} \) and \( \theta^{-\beta} \) are both strictly smaller than 1. \( \square \)

5. A fractional De Giorgi isoperimetric-type inequality

In this section, we establish an isoperimetric-type inequality for the level sets of functions belonging to \( W^{s,p} \), when \( s \) is close to 1. This estimate will turn out to be crucial in the next section, where we use it to obtain \( C^\alpha \) estimates uniform in the parameter \( s \), as \( s \to 1^- \).

The statement of this result is as follows.

**Proposition 5.1.** Let \( n \geq 2 \) be an integer and \( p > 1 \). Fix \( M > 0 \) and \( \gamma_1, \gamma_2 \in (0, 1) \). Then, there exist two constants \( \bar{s} \in (0, 1) \) and \( C > 0 \) such that, given any \( s \in [\bar{s}, 1) \) and \( R > 0 \), it holds

\[
(k - h) \left| |B_R \cap \{ u \leq h \}| |B_R \cap \{ u \geq k \}| \right|^{\frac{n - 1}{n}} \\
\leq CR^{n-2+s}(1 - s)^{1/p} [u]_{W^{s,p}(B_R)} |B_R \cap \{ h < u < k \}|^{\frac{p-1}{p}},
\]

for any two real numbers \( h < k \) and any \( u \in W^{s,p}(B_R) \) satisfying

\[
|u|_{L^p(B_R)} + (1 - s)R^p [u]_{W^{s,p}(B_R)} \leq MR^n (k - h)^p,
\]

\[
|B_R \cap \{ u \leq h \}| \geq \gamma_1 |B_R| \quad \text{and} \quad |B_R \cap \{ u \geq k \}| \geq \gamma_2 |B_R|.
\]
The constant $C$ depends only on $n$ and $p$, while $\tilde{s}$ may also depend on $M$, $\gamma_1$ and $\gamma_2$.

Inequality (5.1) gives a bound from below for the measures of intermediate level sets of functions in fractional Sobolev spaces of differentiability order $s$ close to 1. In particular, it provides a partial fractional counterpart to the classical result by E. De Giorgi that states that functions in $W^{1,p}$ cannot have jump discontinuities.

The constant $\tilde{s}$, which unfortunately is not explicitly determined, acts as a threshold, separating well-behaved from ill-behaved functions in the scale $W^{s,p}$, as $s \in (0, 1)$. As noted in the introduction, characteristic functions may belong to $W^{s,p}$, if $sp < 1$. This suggests that $\tilde{s} \geq 1/p$.

Since $\tilde{s}$ may not depend solely on $n$ and $p$, we do not get a clear, global separation between good and bad Sobolev spaces. Instead, we identify a transversal region of, say, $\bigcup_{s \in (0,1]} W^{s,p}(B_1)$, composed by functions that satisfy (5.1) for various parameters $M$, $\gamma_1$ and $\gamma_2$. It would be interesting to understand whether or not $\tilde{s}$ could be chosen independently from $M$, $\gamma_1$ or $\gamma_2$. See the brief discussion following the proof of Lemma 6.3 in Section 6 for some comments on the implications of such possible uniformity on the regularity of functions in fractional De Giorgi classes.

We now focus on the proof of Proposition 5.1. Our aim is to deduce it from the already mentioned isoperimetric-type inequality obtained by E. De Giorgi in [24]. We recall here below this classical result and provide a short proof of it. Our argument follows the strategy outlined in [34], which is essentially based on the Poincaré-Sobolev inequality.

Lemma 5.2. Let $n \geq 2$ be an integer and $p > 1$. Then, for any two real numbers $\ell < m$ and any $u \in W^{1,p}(B_1)$, it holds\[
\left( |B_1 \cap \{ u \leq \ell \}| |B_1 \cap \{ u \geq m \}| \right)^{\frac{n-1}{n}} \leq \frac{C_*}{m - \ell} \| \nabla u \|_{L^p(B_1)} |B_1 \cap \{ \ell < u < m \}|^{\frac{n-1}{p}},
\]
for some constant $C_* \geq 1$ depending only on $n$ and $p$.

Proof. Clearly, we can suppose that both sets $B_1 \cap \{ u \leq \ell \}$ and $B_1 \cap \{ u \geq m \}$ have positive measure, otherwise there is nothing to prove. Define\[
w(x) := \begin{cases} m - \ell & \text{if } u(x) \geq m, \\ u(x) - \ell & \text{if } \ell < u(x) < m, \\ 0 & \text{if } u(x) \leq \ell. \end{cases}
\]
By applying Poincaré-Sobolev inequality (see e.g. [34, Theorem 3.16]) to this function, we get\[
(m - \ell)|B_1 \cap \{ u \geq m \}|^{\frac{n-1}{n}} = \left( \int_{B_1 \cap \{ u \geq m \}} w(x)^{-\frac{n}{n-1}} \, dx \right)^{\frac{n-1}{n}} \leq \| w \|_{L^{\frac{n}{n-1}}(B_1)} \leq \frac{C_*}{|B_1 \cap \{ u \leq \ell \}|^{\frac{n}{n-1}}} \| \nabla w \|_{L^1(B_1)},
\]
for some $C_* \geq 1$ depending only on $n$ and $p$. Using then Hölder’s inequality,\[
\| \nabla w \|_{L^1(B_1)} = \int_{B_1 \cap \{ \ell < u < m \}} |\nabla u(x)| \, dx \leq \| \nabla u \|_{L^p(B_1)} |B_1 \cap \{ \ell < u < m \}|^{\frac{n-1}{p}}.
\]
The combination of these two estimates leads to the thesis. \hfill \Box

With this result at hand, we can deduce Proposition 5.1 via a contradiction argument. Here follow the details.
Proof of Proposition 5.1. First of all, we suppose that \( R = 1 \), as the general case can then be obtained by scaling.

We claim that (5.1) holds true with

\[
C := \frac{4C_\bullet}{D_*},
\]

where \( C_\bullet \) is as in Lemma 5.2 and \( D_* \) is defined by

\[
(5.2) \quad D_* := \left[ \frac{1}{p} \int_{S^{n-1}} |e_1 \cdot \sigma|^p d\mathcal{H}^{n-1}(\sigma) \right]^{\frac{1}{p}}.
\]

To prove this fact, we argue by contradiction. Observe that we can limit ourselves to deal with the case of \( h = 0 \) and \( k > 0 \), since the inequality is invariant under translations in the dependent variable \( u \). Therefore, we suppose that there exist three sequences \( \{s_j\}_{j \in \mathbb{N}} \subset (0, 1) \), \( \{k_j\}_{j \in \mathbb{N}} \subset (0, +\infty) \) and \( \{u_j\}_{j \in \mathbb{N}} \subset L^p(B_1) \), such that

\[
\lim_{j \to +\infty} s_j = 1,
\]

\[
u_j \in W^{s_j,p}(B_1), \quad \text{with} \quad \|v_j\|_{L^p(B_1)} + (1 - s_j)\|v_j\|_{W^{s_j,p}(B_1)} \leq Mk^p_j,
\]

\[
|B_1 \cap \{u_j \leq 0\}| \geq \gamma_1|B_1|, \quad |B_1 \cap \{u_j \geq k_j\}| \geq \gamma_2|B_1|,
\]

and

\[
k_j\left[
|B_1 \cap \{u_j \leq 0\}| |B_1 \cap \{u_j \geq k_j\}\right]^{\frac{p-1}{p}} \leq \frac{4C_\bullet \left(1 - s_j\right)^{1/p}\|v_j\|_{W^{s_j,p}(B_1)}}{D_*} |B_1 \cap \{0 < u_j < k_j\}| \frac{1}{p-1},
\]

for any \( j \in \mathbb{N} \).

We now normalize the \( u_j \)'s over the sequence \( \{k_j\} \), i.e. we define \( v_j := u_j / k_j \). Observe that \( v_j \in W^{s_j,p}(B_1) \) satisfies

\[
\|v_j\|_{L^p(B_1)} + (1 - s_j)\|v_j\|_{W^{s_j,p}(B_1)} \leq M,
\]

\[
|B_1 \cap \{v_j \leq 0\}| \geq \gamma_1|B_1|, \quad |B_1 \cap \{v_j \geq 1\}| \geq \gamma_2|B_1|,
\]

and

\[
\left[|B_1 \cap \{v_j \leq 0\}| |B_1 \cap \{v_j \geq 1\}\right]^{\frac{p-1}{p}} \leq \frac{4C_\bullet \left(1 - s_j\right)^{1/p}\|v_j\|_{W^{s_j,p}(B_1)}}{D_*} |B_1 \cap \{0 < v_j < 1\}| \frac{1}{p-1},
\]

for any \( j \in \mathbb{N} \).

Thanks to (5.3), we may apply [6, Corollary 7] or [53, Theorem 1.2] and deduce that, up to subsequences, \( v_j \) converges in \( L^p(B_1) \) to some function \( v_\infty \in W^{1,p}(B_1) \), as \( j \to +\infty \). Up to extracting a further subsequence, we may suppose that \( v_j \to v_\infty \) a.e. in \( B_1 \) and that \( (1 - s_j)^{1/p}\|v_j\|_{W^{s_j,p}(B_1)} \) has a limit as \( j \to +\infty \), which, by [53, Theorem 1.2], necessarily satisfies

\[
\lim_{j \to +\infty} (1 - s_j)^{1/p}\|v_j\|_{W^{s_j,p}(B_1)} \geq D_* \|\nabla v_\infty\|_{L^p(B_1)},
\]

with \( D_* \) as in (5.2).

Since \( v_\infty \in W^{1,p}(B_1) \), we know that \( |B_1 \cap \{v_\infty = t\}| = 0 \), for a.a. \( t \in \mathbb{R} \). To see this, one could apply e.g. [48, Theorem 1.1] and conclude that almost all level sets of (a
specific representative of $v_\infty$ are countable $(n-1)$-rectifiable sets, and thus have zero Lebesgue measure. Choose now $\varepsilon \in (0, 1/4]$ in a way that

$$
(5.7) \quad |B_1 \cap \{v_\infty = \varepsilon\}| = |B_1 \cap \{v_\infty = 1 - \varepsilon\}| = 0.
$$

It is not hard to see that

$$
(5.8) \quad \lim_{j \to +\infty} |B_1 \cap \{v_j < \varepsilon\}| = |B_1 \cap \{v_\infty < \varepsilon\}|,
$$

$$
\lim_{j \to +\infty} |B_1 \cap \{v_j > 1 - \varepsilon\}| = |B_1 \cap \{v_\infty > 1 - \varepsilon\}|,
$$

$$
\lim_{j \to +\infty} |B_1 \cap \{\varepsilon < v_j < 1 - \varepsilon\}| = |B_1 \cap \{\varepsilon < v_\infty < 1 - \varepsilon\}|.
$$

We prove for instance the validity of the first limit in (5.8). Notice that

$$
(5.9) \quad \lim_{j \to +\infty} \chi_{\{v_j < \varepsilon\}} = \chi_{\{v_\infty < \varepsilon\}} \quad \text{a.e. in } B_1.
$$

Indeed, for a.a. $x \in \{v_\infty < \varepsilon\}$, we have that $v_j(x) < \varepsilon$ for all but a finite number of $j$’s, since $v_j \to v_\infty$ a.e. in $B_1$, as $j \to +\infty$. Therefore,

$$
\lim_{j \to +\infty} \chi_{\{v_j < \varepsilon\}}(x) = 1 = \chi_{\{v_\infty < \varepsilon\}}(x) \quad \text{for a.a. } x \in B_1 \cap \{v_\infty < \varepsilon\}.
$$

Similarly,

$$
\lim_{j \to +\infty} \chi_{\{v_j < \varepsilon\}}(x) = 0 = \chi_{\{v_\infty < \varepsilon\}}(x) \quad \text{for a.a. } x \in B_1 \cap \{v_\infty > \varepsilon\},
$$

and (5.9) follows, thanks to (5.7). By (5.9), we may apply Lebesgue’s dominated convergence theorem to obtain that

$$
\lim_{j \to +\infty} \int_{B_1} \chi_{\{v_j < \varepsilon\}}(x) \, dx = \int_{B_1} \chi_{\{v_\infty < \varepsilon\}}(x) \, dx.
$$

This gives the first formula in (5.8). Analogously, one gets the other two. In particular, we deduce from (5.4) and the first two limits in (5.8) that

$$
(5.10) \quad |B_1 \cap \{v_\infty < \varepsilon\}| \geq \gamma_1 |B_1| \quad \text{and} \quad |B_1 \cap \{v_\infty > 1 - \varepsilon\}| \geq \gamma_2 |B_1|.
$$

In view of (5.6) and (5.8), by letting $j \to +\infty$ in (5.5) we immediately see that

$$
\left[ |B_1 \cap \{v_\infty < \varepsilon\}| |B_1 \cap \{v_\infty > 1 - \varepsilon\}| \right]^{\frac{\alpha-1}{\alpha}} \geq 4C_* \|\nabla v_\infty\|_{\mathcal{L}^p(B_1)} |B_1 \cap \{\varepsilon < v_\infty < 1 - \varepsilon\}|^{\frac{\alpha}{p}}.
$$

By comparing this with the inequality of Lemma 5.2 and taking advantage of the fact that, by definition of $\varepsilon$, it holds $2(1 - 2\varepsilon) \geq 1$, we finally obtain that

$$
\left[ |B_1 \cap \{v_\infty < \varepsilon\}| |B_1 \cap \{v_\infty > 1 - \varepsilon\}| \right]^{\frac{\alpha-1}{\alpha}} \geq 4(1 - 2\varepsilon) \left[ |B_1 \cap \{v_\infty \leq \varepsilon\}| |B_1 \cap \{v_\infty \geq 1 - \varepsilon\}| \right]^{\frac{\alpha-1}{\alpha}} 
$$

$$
\geq 2 \left[ |B_1 \cap \{v_\infty < \varepsilon\}| |B_1 \cap \{v_\infty > 1 - \varepsilon\}| \right]^{\frac{\alpha-1}{\alpha}}.
$$

This is clearly a contradiction, since both sides are positive, by (5.10). We therefore conclude that (5.1) holds true and the proposition is proved.
6. Fractional De Giorgi classes

In this section we introduce the notion of fractional De Giorgi classes that we take into consideration and prove that their elements are bounded, Hölder continuous functions. On top of this, we show that where they are non-negative, they also satisfy a nonlocal version of the Harnack inequality.

6.1. Definition and first properties. In this first subsection, we give our definition of fractional De Giorgi classes and point out some elementary features of them. These classes are composed by functions that satisfy an improved Caccioppoli-type inequality, such as formula (1.10) in the introduction. In fact, we consider here a broader family of inequalities, that depend on a number of parameters.

Let \( n \in \mathbb{N} \), \( s \in (0, 1) \) and \( p > 1 \). Let \( \Omega \) be an open subset of \( \mathbb{R}^n \).

Also fix \( d \geq 0 \), \( H \geq 1 \), \( k_0 \in \mathbb{R} \), \( \varepsilon \in (0, sp/n] \), \( \lambda \geq 0 \) and \( R_0 \in (0, +\infty] \).

Let \( u \in L^{p-1}_s(\mathbb{R}^n) \cap W^{s,p}(\Omega) \) be a given function. We say that \( u \) belongs to the fractional De Giorgi class \( \text{DG}^s_{p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \) if and only if it holds

\[
[(u - k)_+^p]_{W^{s,p}(B_r(x_0))} + \int_{B_r(x_0)} (u(x) - k)_+ \left[ \int_{B_{2R_0}(x)} \frac{(u(y) - k)^{p-1}}{|x - y|^{n + sp}} dy \right] dx
\]

\[
\leq \frac{H}{1 - s} \left[ R^p + \frac{|k|^p}{R^\varepsilon} \right] |A^+(k; x_0, R)|^{1 - \frac{sp}{n-p+\varepsilon}} + \frac{R^p (1 - s)^p}{(R - r)^p} \|u - k\|^p_{L^p(B_r(x_0))}
\]

\[
+ \frac{R^{n + sp}}{(R - r)^{n + sp}} \|(u - k)_+\|_{L^1(B_r(x_0))} \text{Tail}((u - k)_+; x_0, r)^{p-1},
\]

for any point \( x_0 \in \Omega \), radii \( 0 < r < R < \min\{R_0, \text{dist}(x_0, \partial \Omega)\} \) and \( k \geq k_0 \). Recall that the set \( A^+(k; x_0, R) \) has been defined right below (3.2).

Analogously, \( u \in \text{DG}^s_{p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \) if and only if

\[
[(u - k)_-^p]_{W^{s,p}(B_r(x_0))} + \int_{B_r(x_0)} (u(x) - k)_- \left[ \int_{B_{2R_0}(x)} \frac{(u(y) - k)^{p-1}}{|x - y|^{n + sp}} dy \right] dx
\]

\[
\leq \frac{H}{1 - s} \left[ R^p + \frac{|k|^p}{R^\varepsilon} \right] |A^-(k; x_0, R)|^{1 - \frac{sp}{n-p+\varepsilon}} + \frac{R^p (1 - s)^p}{(R - r)^p} \|u - k\|^p_{L^p(B_r(x_0))}
\]

\[
+ \frac{R^{n + sp}}{(R - r)^{n + sp}} \|(u - k)_-\|_{L^1(B_r(x_0))} \text{Tail}((u - k)_-; x_0, r)^{p-1},
\]

for any \( x_0 \in \Omega \), \( 0 < r < R < \min\{R_0, \text{dist}(x_0, \partial \Omega)\} \) and \( k \leq -k_0 \).

Finally, we set

\[
\text{DG}^s_{p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) := \text{DG}^s_{p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \cap \text{DG}^s_{p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0).
\]

With a slight abuse of notation, we denote by \( \text{DG}^s_{p}(\Omega; d, H, -\infty, \varepsilon, \lambda, R_0) \) the class of functions that satisfy (6.1) for any \( k \in \mathbb{R} \), and similarly for the spaces \( \text{DG}^s_{p} \) and \( \text{DG}^s_{p} \).

Notice that, with the above definitions, we have

\[
u \in \text{DG}^s_{p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \quad \text{iff} \quad \mu \in \text{DG}^s_{p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0),
\]
Furthermore, it is not hard to see that the following scaling properties hold true:

\[ u \in \text{DG}_{s,p}^+(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \quad \text{iff} \quad u_{z,p} \in \text{DG}_{s,p}^+(\rho \Omega + z; \rho \frac{\lambda + \eta_1}{\sigma p} d, H, k_0, \varepsilon, \lambda, \rho R_0), \]

\[ u \in \text{DG}_{s,p}^+(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \quad \text{iff} \quad u^{(\mu)} \in \text{DG}_{s,p}^+(\Omega; \mu d, H, \mu k_0, \varepsilon, \lambda, R_0), \]

where, for any \( z \in \mathbb{R}^n, \rho, \mu > 0 \), we set

\[ u_{z,p}(x) := u \left( \frac{x - z}{\rho} \right), \quad u^{(\mu)}(x) := \mu u(x), \]

and, as customary, we wrote \( \rho \Omega + z = \{ \rho x + z : x \in \Omega \} \). Analogous statements clearly hold for the spaces \( \text{DG}_{s,p}^- \) and \( \text{DG}_{s,p} \).

We now proceed to inspect the regularity properties of the elements of the just defined classes.

6.2. Local boundedness. We prove that the elements of fractional De Giorgi classes are locally bounded functions. Observe that here we only consider choices of parameters \( n, s, p \) that satisfy the condition \( n \geq sp \). Indeed, this is not at all a strong limitation, as when \( n < sp \) the boundedness and the Hölder continuity of the functions in \( \text{DG}_{s,p} \) — and, more generally, in \( W^{s,p} \) — is warranted by the fractional Morrey embedding (see e.g. [28]).

We begin with the following proposition, that establishes interior upper bounds for \( u \in \text{DG}_{s,p}^+ \).

Proposition 6.1. Let \( u \in \text{DG}_{s,p}^+(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \), with \( n \geq sp \), \( k_0 \geq 0 \) and \( 0 < \varepsilon_0 \leq \varepsilon \leq sp/n \). Then, there exist \( C \geq 1 \) and \( \theta \in (0, \varepsilon_0/2] \), such that, for any \( x_0 \in \Omega \) and \( 0 < R < \min \{ \text{dist}(x_0, \partial \Omega), R_0 \} \), it holds

\[
\sup_{B_R(x_0)} (u - k_0)_+ \leq C \left( n - sp + n\theta \right)^{\frac{1}{p}} \left( \int_{B_{2R}(x_0)} (u(x) - k_0)^p \, dx \right)^{\frac{1}{p}} + \delta \text{Tail}((u - k_0)_+; x_0, R) + \delta \frac{1}{p} \left( R \frac{1}{p} d + k_0 \right),
\]

for any \( \delta \in (0, 1] \). The constant \( \theta \) depends on \( n, p \) and \( \varepsilon_0 \), while \( C \) also on \( H \). When \( n > sp \), we can even take \( \theta = 0 \).

Proof. Suppose without loss of generality that \( x_0 = 0 \).

Let \( R \leq \rho < \tau < 2R \) and consider a cut-off function \( \eta \in C_0^\infty(\mathbb{R}^n) \) such that \( 0 \leq \eta \leq 1 \) in \( \mathbb{R}^n \), supp(\( \eta \)) \( \subseteq B_{(\tau + 3\rho)/4} \), \( \eta = 1 \) in \( B_\rho \), and \( |\nabla \eta| \leq 8/(\tau - \rho) \) in \( \mathbb{R}^n \). Fix \( k \geq k_0 \geq 0 \) and set \( w_k := (u - k)_+, v := \eta w_k \). Notice that supp(\( v \)) \( \subseteq B_{(\tau + 3\rho)/4} \). Let \( \sigma \in [s - n\varepsilon_0/(2p), s] \) be given by

\[
\sigma := \begin{cases} 
    s & \text{if } n > sp, \\
    \max \left\{ 2s - 1, s - \frac{n\varepsilon_0}{2p} \right\} & \text{if } n = sp.
\end{cases}
\]

Observe that, with this choice, \( n > \sigma p \). Also, \( 1 - \sigma \leq 2(1 - s) \). By Hölder’s inequality and Corollary 4.10, we have

\[
\|w_k\|_{L^p(B_\rho)}^p \leq \|A^+(k, \rho)\|_{L^p}^p \|v\|_{L^p(B_{(\tau + \rho)/2})}^p \leq \frac{C(1 - \sigma)}{(n - \sigma p)^{p-1}} \|A^+(k, \rho)\|_{L^p}^p \left[ \|v\|_{W^{\sigma,p}(B_{(\tau + \rho)/2})}^p + \|v\|_{L^p(B_{(\tau + \rho)/2})}^p \right] \leq \frac{C(1 - s)}{(n - \sigma p)^{p-1}} \frac{|A^+(k, \rho)|_{L^p}^p}{(\tau - \rho)^{\sigma p}} \left[ (\tau - \rho)^{\sigma p} \|v\|_{W^{\sigma,p}(B_{(\tau + \rho)/2})}^p + \|w_k\|_{L^p(B_\rho)}^p \right],
\]

(6.4)
with $C \geq 1$ depending only on $n$, $p$ and $\varepsilon_0$. Notice that, when $n = sp$ we also took advantage of Lemma 4.5 (with $\delta = \tau - \rho$), to deduce the last inequality. Using then Young’s inequality and the definition of $\eta$, we compute

$$
[r]^{p}_{W^{s,p}(B_{(r+\rho)/2})} \leq C \left[ |w_k|^{p}_{W^{s,p}(B_{(r+\rho)/2})} + \int_{B_r} w_k(x)^p \left[ \int_{B_r} \frac{\eta(x) - \eta(y)}{|x-y|^{n+sp}} dy \right] dx \right]
$$

$$
\leq C \left[ |w_k|^{p}_{W^{s,p}(B_{(r+\rho)/2})} + \frac{1}{(\tau - \rho)^p} \int_{B_r} w_k(x)^p \left[ \int_{B_r} \frac{dy}{|x-y|^{n+sp}} \right] dx \right]
$$

$$
\leq C \left[ |w_k|^{p}_{W^{s,p}(B_{(r+\rho)/2})} + \frac{1}{1 - s (\tau - \rho)^p} \|w_k\|^{p}_{L^p(B_r)} \right].
$$

By combining this with (6.4) and (6.1), we are led to the estimate

$$
\|w_k\|^{p}_{L^p(B_r)} \leq \frac{C}{(n - \sigma p)^{p-1}} |A^+(k; \rho)|^{\frac{sp}{n}} \left[ \left( \tau^{\lambda} d^{p} + \frac{k^{p}}{\tau^{\sigma}} \right) \tau^{(s-\sigma)p} |A^+(k; \tau)|^{1 - \frac{sp}{n} + \varepsilon} \right]
$$

$$
+ \frac{\tau^{(1-\sigma)p}}{(\tau - \rho)^{p}} \|w_k\|^{p}_{L^p(B_r)} + \frac{\tau^{n+sp}}{(\tau - \rho)^{n+sp}} \|w_k\|^{p}_{L^p(B_r)} \text{Tail}(w_k; R)^{p-1},
$$

where $C$ now depends on $H$ too.

Fix $0 < h < k$. For $x \in A^+(k) \subseteq A^+(h)$, we have

$$
w_h(x) = u(x) - h \geq k - h,
$$

and

$$
w_h(x) = u(x) - h \geq u(x) - k = w_k(x).
$$

Accordingly, given any $r > 0$,

$$
\|w_k\|^{p}_{L^p(B_r)} \geq \int_{A^+(k,r)} w_h(x)^p dx \geq (k - h)^p \|A^+(k, r)\|,
$$

$$
\|w_k\|^{p}_{L^p(B_r)} \geq \int_{A^+(k,r)} w_k(x)^p dx = \|w_k\|^{p}_{L^p(B_r)},
$$

$$
\|w_k\|^{p}_{L^p(B_r)} \geq (k - h)^{p-1} \int_{A^+(k,r)} w_h(x) dx = (k - h)^{p-1} \|w_k\|_{L^1(B_r)}.
$$

That is,

$$
|A^+(k; r)| \leq \frac{\|w_k\|^{p}_{L^p(B_r)}}{(k - h)^{p}}, \quad \|w_k\|^{p}_{L^p(B_r)} \leq \|w_h\|^{p}_{L^p(B_r)} \quad \text{and} \quad \|w_k\|_{L^1(B_r)} \leq \frac{\|w_k\|^{p}_{L^p(B_r)}}{(k - h)^{p-1}}.
$$

With the aid of these estimates, inequality (6.5) yields

$$
\|w_k\|^{p}_{L^p(B_r)} \leq \frac{C}{(n - \sigma p)^{p-1}} \left[ \frac{\tau^{\lambda+n\varepsilon} d^{p} + k^{p}}{(k - h)^{p}} \left( \frac{|A^+(k, \tau)|}{\rho \tau} \right)^{\frac{sp}{n}} \right] \frac{\tau^{(s-\sigma)p}}{(\tau - \rho)^{p}} \|w_k\|^{p}_{L^p(B_r)}
$$

$$
+ \left( \frac{|A^+(k, \tau)|}{\rho \tau} \left( \frac{\tau^{\lambda} d^{p} + k^{p}}{(k - h)^{p}} + \tau^{n+sp} \text{Tail}(w_k; R)^{p-1} \right) \right) \|w_k\|^{p}_{L^p(B_r)}
$$

$$
\leq \frac{C}{(n - \sigma p)^{p-1}} \frac{\tau^{-n\varepsilon}}{(k - h)^{p+\varepsilon}} \left[ \frac{\tau^{\lambda+n\varepsilon} d^{p} + k^{p}}{(k - h)^{p}} + \frac{\tau^{p}}{(\tau - \rho)^{p}} \right]
$$

$$
+ \frac{\tau^{n+(s-\sigma)p} \text{Tail}(w_k; R)^{p-1}}{(\tau - \rho)^{n+sp}(k - h)^{p-1}} \|w_k\|^{p}_{L^p(B_r)}.
$$
with $\varepsilon_\sigma := \varepsilon - (s - \sigma)p/n \leq \sigma p/n$. Setting

$$\varphi(\ell, \sigma) := \|w_\ell\|_{L^p(B_\sigma^*)}^p,$$

we get

$$\varphi(k, \rho) \leq \frac{C}{(n - \sigma p)^{p-1}} \left( \frac{\tau^{\lambda+n\varepsilon}}{(k-h)^{\sigma p}} + \frac{\tau^p}{(k-h)^p} \right) \left( \frac{\rho^p}{\rho^{1+\varepsilon}} \right) \varphi_{\rho}^{1+\varepsilon}.$$

(6.6)

Consider now the two sequences of positive numbers $\{k_i\}$ and $\{\rho_i\}$, defined by

$$k_i := k_0 + M(1 - 2^{-i}) \quad \text{and} \quad \rho_i := (1 + 2^{-i}) R,$$

for $i \in \mathbb{N} \cup \{0\}$ and for some $M > 0$ to be determined. Note that $\{k_i\}$ is increasing, while $\{\rho_i\}$ is decreasing. Also set $\varphi_i := \varphi(k_i, \rho_i)$. Recalling definitions (2.7) and (3.1),

$$\text{Tail}(w_{k_{i+1}}; R)^{p-1} = (1 - s) \int_{A(k_{i+1}) \setminus B_R} \frac{(u(x) - k_{i+1})^{p-1}}{|x|^{n+sp}} dx$$

$$\leq (1 - s) \int_{A(k_0) \setminus B_R} \frac{(u(x) - k_0)^{p-1}}{|x|^{n+sp}} dx = R^{-sp} \text{Tail}(w_{k_0}; R)^{p-1}.$$

By this and (6.6), we compute

$$\varphi_{i+1} \leq \frac{C}{(n - \sigma p)^{p-1}} \rho_i^{-n\varepsilon} \rho_i^{\lambda+n\varepsilon} \left( \frac{\rho_0}{\rho_i^{1+\varepsilon}} \right) \varphi_i^{1+\varepsilon}$$

$$= \frac{C}{(n - \sigma p)^{p-1}} \left( \rho_0^{p} + M^p \right) \varphi_i^{1+\varepsilon} \left( \frac{R^{1+\varepsilon}}{R_0^{p+1}} \right) \varphi_i^{1+\varepsilon},$$

if we choose

$$M \geq M_1 := \delta \text{Tail}(w_{k_0}; R) + \delta \frac{R_0^{1+\varepsilon}}{R_0^{p+1}} d + k_0,$$

for any fixed $\delta \in (0, 1]$. By applying for instance [34, Lemma 7.1], we infer that $\varphi_i \to 0$ as $i \to +\infty$, and hence $u \leq k_0 + M$ in $B_R$, provided it holds

$$\varphi_0 \leq C \delta^{-\frac{p-1}{p+1}} (n - \sigma p)^{\frac{p-1}{p+1}} R^p M^p,$$

that is

$$M \geq M_2 := C \delta^{-\frac{p-1}{p+1}} \left( \frac{1}{R^{n}} \int_{B_{2R}} w_{k_0}(x)^p dx \right)^{\frac{1}{p}}.$$

Estimate (6.3) then follows by taking e.g. $M := M_1 + M_2$. \hfill \Box

By applying Proposition 6.1 to both $u$ and $-u$, we get the desired two-sided boundedness result.
Theorem 6.2 (Local boundedness of fractional De Giorgi functions).

Let \( u \in \text{DG}^{s,p}(\Omega; d, H, k_0, \varepsilon, \lambda, R_0) \), with \( n \geq sp \), \( k_0 \geq 0 \) and \( 0 < \varepsilon_0 \leq \varepsilon \leq sp/n \). Then, \( u \in L^\infty_{\text{loc}}(\Omega) \). In particular, there exists a constant \( C \geq 1 \), such that, for any \( x_0 \in \Omega \) and \( 0 < R < \min\{\text{dist}(x_0, \partial\Omega), R_0\}/2 \),

\[
\|u\|_{L^\infty(B_{R}(x_0))} \leq CR^{-\frac{n}{p}}\|u\|_{L^p(B_{2R}(x_0))} + \text{Tail}(u; x_0, R) + dR^{\frac{s+n}{p}} + 2k_0,
\]

The constant \( C \) depends on \( n, s, p, \varepsilon_0 \) and \( H \). When \( n > p \), it does not blow up as \( s \to 1^- \).

We remark that up to now we have not fully exploited inequalities (6.1)-(6.2), that define the fractional De Giorgi classes. Indeed, to obtain the previous results we only took advantage of the bounds that those inequalities provide for the Gagliardo seminorm of the truncations \((u - k)_\pm\), i.e. the first term appearing on the left-hand sides of (6.1) and (6.2).

In the next subsection, on the contrary, we will make full use of such defining inequalities.

6.3. Hölder continuity. We focus here on establishing Hölder continuity estimates for functions belonging to fractional De Giorgi classes. As before, we might well restrict ourselves to the case \( n \geq sp \). However, since we will need some of the results obtained here in the following subsection, we do not make such assumption.

The fundamental step in recovering the Hölder regularity is made in the following growth lemma.

Lemma 6.3. Let \( u \in \text{DG}^{s,p}(B_{4R}; d, H, -1, \varepsilon, \lambda, R_0) \), for some values \( R > 0 \), \( R_0 \geq 4R \) and \( 0 < \varepsilon_0 \leq \varepsilon \leq sp/n \). Suppose that

\[
(6.7) \quad u \geq 0 \quad \text{in } B_{4R},
\]

and

\[
(6.8) \quad |B_{2R} \cap \{u \geq 1\}| \geq \gamma |B_{2R}|,
\]

for some \( \gamma \in (0,1) \). There exist a small constant \( \delta \in (0, 1/8] \), such that, if

\[
(6.9) \quad R^{\frac{s+n}{p}} + \text{Tail}(u_-; 4R) \leq \delta,
\]

then,

\[
(6.10) \quad u \geq \delta \quad \text{in } B_{R}.
\]

The constant \( \delta \) depends only on \( n, p, \varepsilon_0, H, \gamma \) when \( n \geq 2 \), and also on \( s \), when \( n = 1 \).

Proof. First of all, by scaling, we can restrict ourselves to take \( R = 1 \). Let \( \delta \in (0, 1/64] \) and \( \tau \in (0, 2^{-n-1}] \) to be specified later. Let then \( \delta \leq h < k \leq 2\delta \) and \( 1 \leq \rho < r \leq 2 \).

We initially suppose that

\[
(6.11) \quad |B_2 \cap \{u < 2\delta\}| \leq \tau |B_2|.
\]

Under this additional assumption (and if \( \tau \) is sufficiently small), we prove that (6.10) holds true. Then, at a second stage, we will show that (6.11) is in fact a consequence of the hypotheses made in the statement of the lemma, provided \( \delta \) is chosen small enough.
By (6.11) and the upper bound on \( \tau \), we have
\[
|B_\rho \cap \{(u - k)_- = 0\}| = |B_\rho \setminus \{u < k\}| \geq |B_\rho| - |B_2 \cap \{u < 2\delta\}|
\]
(6.12)
\[
\geq \left[ 1 - \left( \frac{2}{\rho} \right)^n \right] |B_\rho| \geq (1 - 2^n \tau)|B_\rho|
\[
\geq \frac{1}{2}|B_\rho|.
\]
Let \( \sigma \in (0, s) \) be defined by
\[
\sigma := \max \left\{ 2s - 1, s - \frac{n \varepsilon_0}{2p} \right\},
\]
and notice that \( n \geq 1 > \sigma \). Also, \( 1 - \sigma \leq 2(1 - s) \) and \( C^{-1}(1 - s) \leq s - \sigma \leq 1 - s \), for some \( C \geq 1 \) depending on \( n, p \) and \( \varepsilon_0 \). By using (6.12), Corollary 4.9 and Lemma 4.6, we find that
\[
(k - h)|A^-(h, \rho)|^{\frac{n - \sigma}{n}} \leq \left[ \int_{A^-(h, \rho)} (k - u(x))^{\frac{n}{n - \sigma}} \, dx \right]^{\frac{n - \sigma}{n}} \leq \left[ \int_{B_\rho} (u(x) - k)^{\frac{n}{n - \sigma}} \, dx \right]^{\frac{\sigma}{\sigma}}
\]
\[
\leq C(1 - \sigma) \int_{B_\rho} \int_{B_\rho} \frac{|(u(x) - k)_- - (u(y) - k)_-|}{|x - y|^{n + \sigma}} \, dx \, dy
\]
\[
\leq C(1 - s) \int_{A^-(k, \rho)} \int_{B_\rho} \frac{|(u(x) - k)_- - (u(y) - k)_-|}{|x - y|^{n + \sigma}} \, dx \, dy
\]
\[
\leq C(1 - s)^\frac{\sigma}{\sigma} |A^-(k, \rho)|^{\frac{\sigma}{\sigma}} \int \int \frac{|(u - k)_-|}{|x - y|^{n + \sigma}} \, dx \, dy.
\]
By raising the above inequality to the \( p \) power and applying (6.2), we then get
\[
(k - h)^p |A^-(h, \rho)|^{\frac{n - \sigma}{n} \cdot \frac{n}{n - \sigma}} \leq C |A^-(k, \rho)|^{p - 1} \left( (d^p + k^p)|A^-(k, r)|^{1 - \frac{n}{n - \sigma}} + \frac{\|u - k\|_{L^p(B_r)}}{(r - \rho)^p} + \frac{\|u - k\|_{L^1(B_r)}}{\text{Tail}(u - k; \rho)^{p - 1}} \right),
\]
(6.13)
where \( C \) may now depend on \( H \) too. On the one hand, thanks to (6.7),
\[
\|u - k\|_{L^q(B_r)} = \int_{A^-(k, r)} (k - u(x))^q \, dx \leq |A^-(k, r)| k^q,
\]
for any \( q \geq 1 \). On the other hand, using (6.9), once again (6.7) and that \( k \geq \delta \), we compute
\[
\text{Tail}(u - k; \rho)^{p - 1} = (1 - s) \int_{\mathbb{R}^n \setminus B_{\rho}} \frac{(k - u(x))^{p - 1}}{|x|^{n + \sigma}} \, dx
\]
\[
\leq C \left[ k^{p - 1} \int_{\mathbb{R}^n \setminus B_{\rho}} \frac{dx}{|x|^{n + \sigma}} + (1 - s) \int_{\mathbb{R}^n \setminus B_4} \frac{u_-(x)^{p - 1}}{|x|^{n + \sigma}} \, dx \right]
\]
\[
= C \left[ \frac{p - sp}{n \varepsilon_0} k^{p - 1} + 4^{-sp} \text{Tail}(u_-, 4)^{p - 1} \right] \leq C \left[ k^{p - 1} + \delta^{p - 1} \right]
\]
\[
\leq C k^{p - 1}.
\]
By exploiting the last two estimates in (6.13), together with the fact that, by assumption (6.9), \( d \leq \delta \leq k \), we easily conclude that
\[
(k - h)^p |A^-(h, \rho)|^{\frac{\sigma n - sp}{n - \sigma}} \leq C(r - \rho)^{-n - sp} k^{p |A^-(k, r)|^{p - \frac{sp}{n - \sigma} + \varepsilon}},
\]
which, thanks to the definition of \( \sigma \), in turn implies that
\[
(6.15) \quad (k - h)^{\frac{n}{n - \sigma}} |A^-(h, \rho)| \leq C(r - \rho)^{-\frac{n(n + p)}{(n - 1)p} \cdot \frac{n}{n - \sigma}} k^{\frac{n}{n - \sigma}} |A^-(k, r)|^{1 + \frac{sp}{n - \sigma}},
\]
at least when \( n \geq 2 \).

Consider the sequences \( \{r_i\} \) and \( \{k_i\} \) defined by \( r_i := 1 + 2^{-i} \) and \( k_i := (1 + 2^{-i})\delta \).
Also set \( \phi_i := |A^-(k_i, r_i)|/|B_{r_i}| \). By applying (6.15) with \( h = k_i, k = k_{i-1}, \rho = r_i \) and \( r = r_{i-1} \), we obtain
\[
\phi_i \leq C 2^{\frac{n(n + 2p)}{(n - 1)p}} \phi_{i-1}^{1 + \frac{sp}{n - \sigma}}.
\]
Note that, by (6.11), we know that
\[
\phi_0 = \frac{|A^-(2\delta, 2)|}{|B_2|} \leq \tau.
\]
Therefore, we may apply e.g. [34, Lemma 7.1] to deduce that (6.10) holds true, at least if \( \tau \) is chosen sufficiently small, in dependence of \( n, p, \varepsilon_0 \) and \( H \) only.

Note that, when \( n = 1 \), one can deduce the same fact as above. But in this case \( \tau \) would depend on \( s \) too.

In order to conclude the proof, we now only need to show that the additional assumption (6.11) can be deduced from the hypotheses of lemma, provided \( \delta \) is small enough. To do so, we argue by contradiction and suppose that
\[
|B_2 \cap \{u < 2\delta\}| \geq \tau |B_2|,
\]
with \( \tau \) fixed as before.

We employ once again inequality (6.2). Notice that, up to here, we only took advantage of the estimate for the first term on the left-hand side of (6.2). Now we use it to obtain a bound for the second summand too. By arguing as before, we deduce from (6.2)—applied with \( r = 2 \) and \( R = 3 \)—that, for any \( \ell \in (\delta, 1] \),
\[
(6.17) \quad (1 - s) \left[ [(u - \ell)^p]_{W^{s,p}(B_2)} + \int_{B_2} \int_{B_2} \frac{(u(x) - \ell)^{p-1}(u(y) - \ell)^{p-1}}{|x - y|^{n + sp}} \, dx \, dy \right] \leq C_1 \ell^p,
\]
with \( C_1 \geq 1 \) only depending on \( n, p, \varepsilon_0 \) and \( H \).

We start by addressing the case \( n \geq 2 \). Let \( \bar{s} \in (0, 1) \) be the parameter found in Proposition 5.1, in correspondence to the choices \( M = 8^p \{ |B_1| + C_1 \} \), \( \gamma_1 = \tau \) and \( \gamma_2 = \gamma \). Observe that \( \bar{s} \) depends only on \( n, p, \varepsilon_0, H \) and \( \gamma \).

Suppose that \( s \in [\bar{s}, 1) \). Let \( m \geq 5 \) be the unique integer for which
\[
2^{-m-1} \leq \delta < 2^{-m}.
\]
Consider the decreasing sequence \( k_i := 2^{-i} \), for \( i \in \{0, \ldots, m\} \). Notice that \( k_i \in (2\delta, 1] \) for any \( i \in \{1, \ldots, m - 1\} \). Moreover, by (6.8), (6.14), (6.16) and (6.17) it is easy to see that
\[
|B_2 \cap \{u - k_{i-1} \leq 2^{-i}\}| = |B_2 \cap \{u \geq k_i\}| \geq |B_2 \cap \{u \geq 1\}| \geq \gamma |B_2|,
\]
\[
|B_2 \cap \{u - k_{i-1} \leq 3 \cdot 2^{-i-1}\}| = |B_2 \cap \{u \leq k_{i+1}\}| \geq |B_2 \cap \{u < 2\delta\}| \geq \tau |B_2|,
\]
and
\[
(6.19) \quad \|u - k_{i-1}\|_{L^p(B_2)} + (1 - s)[(u - k_{i-1})]_{W^{s,p}(B_2)} \leq \left( |A^-(k_{i-1}, 2)| + C_1 \right) k_{i-1}^p \leq 4^p \left( |B_1| + C_1 \right) 2^n (k_i - k_{i+1})^p,
\]
for any $i \in \{1, \ldots, m-2\}$. Consequently, we can apply Proposition 5.1 to the function $(u - k_{i-1})_-$, with $h = k_{i-1} - k_i = 2^{-i}$ and $k = k_{i-1} - k_{i+1} = 3 \cdot 2^{-i-1}$. We easily get

$$|B_2 \cap \{u \leq k_{i+1}\}| \leq C \cdot 2^i (1 - s)^{1/p}[(u - k_{i-1})_-|_{W^{s,p}(B_2)}|B_2 \cap \{k_{i+1} < u < k_i\}|^{\frac{n-1}{p}},$$

for some $C \geq 1$ depending only on $n$, $p$ and $\gamma$. By means of (6.19), we can control the Gagliardo seminorm of $(u - k_{i-1})_-$ and deduce that, for any $i \in \{1, \ldots, m-2\}$,

$$|B_2 \cap \{u < 2\delta\}| \cdot \frac{(n-1)^p}{m(p-1)} \leq |B_2 \cap \{u < k_{i+1}\}| \cdot \frac{(n-1)^p}{m(p-1)} \leq C |B_2 \cap \{k_{i+1} < u < k_i\}|,$$

where $C$ may now depend on $\varepsilon_0$ and $H$. By adding up the above inequality as $i$ ranges between 1 and $m - 2$, we find

$$(m-2)|B_2 \cap \{u < 2\delta\}| \cdot \frac{(n-1)^p}{m(p-1)} \leq C \sum_{i=1}^{m-2} |B_2 \cap \{k_{i+1} < u < k_i\}| \leq C,$$

which in turn yields that

$$|B_2 \cap \{u < 2\delta\}| \leq C \cdot m^{-\frac{(n-1)^p}{m(p-1)}} \leq C |\log \delta|^{-\frac{(n-1)^p}{m(p-1)}},$$

thanks to (6.18). But this is in contradiction with (6.16), if $\delta$ is sufficiently small.

On the other hand, when $s \in (0, \bar{s})$, we simply estimate

$$(1 - s) \int_{B_2} \int_{B_2 \cap \{u \geq 1\}} \frac{u(x) - u(y) - 4\delta}{|x - y|^{n+sp}} dxdy \geq \frac{1 - \bar{s}}{4^{n+p}} \int_{B_2 \cap \{u \geq 1\}} (u(x) - 4\delta)^{p-1} dx \int_{B_2 \cap \{u < 2\delta\}} (4\delta - u(y)) dy$$

$$\geq \frac{1 - \bar{s}}{4^{n+p}} 2\delta |B_2 \cap \{u \geq 1\}| |B_2 \cap \{u < 2\delta\}| \geq \frac{\delta}{C} |B_2 \cap \{u < 2\delta\}|,$$

where we used (6.7), (6.8), that $\delta \leq 1/8$ and the fact that $|x - y|^{n+sp} \leq 4^{n+p}$, for any $x, y \in B_2$. By comparing this inequality with (6.17)—used here with $\ell = 4\delta$—we readily get

$$|B_2 \cap \{u < 2\delta\}| \leq C |\log \delta|^{-p-1},$$

which, again, contradicts (6.16), provided $\delta$ is chosen small enough.

The case $n = 1$ can be treated exactly in the same way as we just did, for $n \geq 2$ and $s \in (0, \bar{s})$. Of course, this time $\delta$ may not be independent of $s$. The proof is therefore complete.

We remark that the proof just displayed makes complete use of inequality (6.2) only when $s$ is smaller than the parameter $\bar{s}$ found in Proposition 5.1 (and when $n \geq 2$). Indeed, when $s \geq \bar{s}$, we only needed estimate (6.2) to control the first summand on its left-hand side. If $\bar{s}$ could be chosen to depend only on $n$ and $p$ in Proposition 5.1, then when $s \geq \bar{s}$ one would be able to prove Lemma 6.3—and thus, Hölder continuity, as we shall see momentarily—for a larger class of functions than $DG^{s,p}$. Namely, one could drop the second term on the left-hand side of inequalities (6.1)-(6.2) and hence prove regularity for all functions that satisfy a more standard Caccioppoli-type inequality such as (1.8).

Also notice that Proposition 5.1 has been used for the sole purpose of having $\delta$ independent of $s$. This mainly implies that our $C^\alpha$ estimates will be independent of $s$ as well, for $s$ far from 0. On the contrary, if one is not interested in obtaining
uniform estimates, then the proof of Lemma 6.3 simplifies, as the same argument that we adopted for \( s \leq \bar{s} \) can be reproduced in the case of a general \( s \in (0, 1) \).

Thanks to Lemma 6.3, we are now in position to prove the Hölder regularity of functions in fractional De Giorgi classes.

**Theorem 6.4 (Hölder continuity of fractional De Giorgi functions).**

Let \( u \in DG^{s,p}(\Omega; d, H, -\infty, \varepsilon, \lambda, R_0) \), with \( 0 < \varepsilon_0 \leq \varepsilon \leq sp/n \). Then \( u \in C^{\alpha}_{loc}(\Omega) \), for some \( \alpha \in (0, 1) \). Moreover, given any \( x_0 \in \Omega \) and \( 0 < R < \min\{\text{dist} (x_0, \partial\Omega), R_0\}/8 \), it holds

\[
[u]_{C^{\alpha}(B_R(x_0))} \leq \frac{C}{R^\alpha} \left( \|u\|_{L^\infty(B_{4R}(x_0))} + \text{Tail}(u; x_0, 4R) + R^{\frac{s+\alpha}{d}} \right),
\]

for some \( C \geq 1 \). The constants \( \alpha \) and \( C \) depend only on \( n, p, \varepsilon_0, H \) when \( n \geq 2 \), and also on \( s \) when \( n = 1 \).

**Proof.** Assume without loss of generality that \( x_0 = 0 \). Let \( \delta \in (0, 1/4] \) be the constant found in Lemma 6.3—with \( \gamma = 1/2 \) and \( 4pH \) instead of \( H \). Take

\[
0 < \alpha \leq \min \left\{ \frac{n\varepsilon_0}{2p}, \frac{\log_4 \left( \frac{2}{2-\delta} \right)}{\delta} \right\},
\]

in such a way that

\[
\int_{4}^{+\infty} \frac{(\rho^p - 1)^{p-1}}{\rho^{1+n\varepsilon_0}} d\rho \leq \frac{\varepsilon_0\delta}{8^{p+1}p \max\{1, |B_1|\}}.
\]

Observe that, by Lebesgue’s dominated convergence theorem, the integral appearing in (6.21) can be made as small as desired, by taking \( \alpha \) sufficiently small. Set

\[
j_0 := \left\lceil \frac{2}{n\varepsilon_0} \log_4 \left( \frac{8^{p+1}p \max\{1, |B_1|\}}{\varepsilon_0\delta} \right) \right\rceil.
\]

We claim that there exist a non-decreasing sequence \( \{m_i\} \) and a non-increasing sequence \( \{M_i\} \) of real numbers, such that, for any \( i \in \mathbb{N} \cup \{0\} \),

\[
m_i \leq u \leq M_i \text{ in } B_{4^i-1} \text{ and } M_i - m_i = 4^{-\alpha i}L,
\]

with

\[
L := 2 \cdot 4^{n\varepsilon_0 j_0} \|u\|_{L^\infty(B_{4R})} + \text{Tail}(u; 4R) + R^{\frac{s+\alpha}{d}}.
\]

We proceed by induction on the index \( i \). Set \( m_i := -4^{-\alpha i}L/2 \) and \( M_i := 4^{-\alpha i}L/2 \), for any \( i = 0, \ldots, j_0 \). Then, (6.23) holds for these \( i \)'s, thanks to (6.20) and (6.24).

Now we fix an integer \( j \geq j_0 \) and suppose that the sequences \( \{m_i\} \) and \( \{M_i\} \) have been constructed up to \( i = j \). Claim (6.23) will be proved once we construct \( m_{j+1} \) and \( M_{j+1} \) appropriately.

Consider the function

\[
u := \frac{2 \cdot 4^{\alpha j}}{L} \left( u - \frac{M_j + m_j}{2} \right).
\]

By (6.23) and the monotonicity of \( \{m_i\}, \{M_i\} \), we have that

\[
|M_j + m_j| \leq (1 - 4^{-\alpha j})L.
\]

Then, it is not hard to see that

\[
v \in DG^{s,p} \left( B_{8R}; \frac{2 \cdot 4^{\alpha j}}{L} d + R^{-\frac{n+1}{p}} \left( 4^{\alpha j} - 1 \right), 2^pH, -\infty, \varepsilon, \lambda, R_0 \right),
\]
and

\[(6.28) \quad |v| \leq 1 \quad \text{in} \quad B_{4^{-j}R}.\]

Take now \(x \in B_{4R} \setminus B_{4^{-j}R}\) and let \(\ell \in \{0, \ldots, j-1\}\) be the unique integer for which \(x \in B_{4^{\ell}R} \setminus B_{4^{\ell+1}R}\). By \((6.23)\) and the monotonicity of \(\{m_i\}\) we have

\[
v(x) \leq \frac{2 \cdot 4^\ell}{L} \left[ M_\ell - m_\ell + m_\ell - \frac{M_j + m_j}{2} \right] \leq \frac{2 \cdot 4^\ell}{L} \left[ M_\ell - m_\ell + m_j - \frac{M_j + m_j}{2} \right]
\]

\[
= \frac{2 \cdot 4^\ell}{L} \left[ M_\ell - m_\ell - \frac{M_j - m_j}{2} \right] = 2 \cdot 4^{\alpha(j-\ell)} - 1
\]

Similarly, one checks that \(v(x) \geq -2 \cdot 4^\ell |x/R|^\alpha + 1\), and hence

\[(6.29) \quad (1 \pm v(x))^{p-1} \leq 2^{p-1} \left[ \left( \frac{4^\ell |x/R|^\alpha - 1}{p-1} \right) v(x)^{p-1} \right] \quad \text{for a.a.} \quad x \in B_{4R} \setminus B_{4^{-j}R}.
\]

On the other hand, using \((6.26)\) we easily get that

\[(6.30) \quad (1 \pm v)^{p-1} \leq 2^{p-1} \left[ \frac{2 \cdot 4^\ell}{L} \right]^{p-1} \left| u \right|^{p-1} + 4^{\alpha(p-1)} \quad \text{a.e. in} \quad \mathbb{R}^n \setminus B_{4R}.
\]

With the help of \((6.29), (6.30)\) and changing variables appropriately, we compute

\[
\text{Tail}(1 \pm v, 4^{-1}B_1) \leq 4^{-sp+2p} \int_{\mathbb{R}^n \setminus B_{4^{-1}R}} \left[ \left( \frac{4^\ell |x|/R|^\alpha - 1}{p-1} \right) v(x)^{p-1} \right] \ dx
\]

\[
+ (1 - s) \left( \frac{4^\ell}{L} \right)^{p-1} \int_{\mathbb{R}^n \setminus B_{4R}} \frac{|u(x)|^{p-1} |x|^{n+sp}}{|x|^{n+sp}} dx + 4^{\alpha(p-1)} \int_{\mathbb{R}^n \setminus B_{4R}} \ dx
\]

\[
\leq 8^{sp} \max\{1, |B_1|\} \left[ \int_{4}^{\infty} \left( \frac{p^\alpha - 1}{p^{1+ne_0}} \right)^{p-1} \rho^{p} + 4^{(sp-ne_0)} \left( \frac{\text{Tail}(u; 4R)^{p-1}}{L^{p-1}} + 1 \right) \right].
\]

Recalling \((6.20), (6.21), (6.22)\) and \((6.24)\), we are led to conclude that

\[(6.31) \quad \text{Tail}(1 \pm v, 4^{-1}B_1) \leq \frac{\delta}{2}.
\]

Now, we have that either

\[(6.32) \quad |B_{4^{-1}R}| \cap \{v \geq 0\} \geq \frac{1}{2} |B_{4^{-1}R}| \quad \text{or} \quad |B_{4^{-1}R} \cap \{v \geq 0\}| \leq \frac{1}{2} |B_{4^{-1}R}|.
\]

In the first of the two situations described by \((6.32)\) we set \(w := 1 + v\), while in the second \(w := 1 - v\). In any case, we obtain

\[
|B_{4^{-1}R} \cap \{w \geq 1\}| \geq \frac{1}{2} |B_{4^{-1}R}|.
\]
Furthermore,

\[ w \in \text{DG}^{s,p}(B_{4^{i-j}R}; \frac{2 \cdot 4^{\alpha j}}{L} d + R^{-\frac{n+s+t}{p}} 4^{\alpha j}, 4^pH, -\infty, \varepsilon, \lambda, R_0) , \]

\[ w \geq 0 \text{ in } B_{4^{i-j}R}, \]

and

\[ (4^{-j}R)^{\frac{\lambda+n}{p}} \left[ \frac{2 \cdot 4^{\alpha j}}{L} d + R^{-\frac{n+s+t}{p}} 4^{\alpha j} \right] + \text{Tail}(w_-; 4^{-j}R) \leq \delta, \]

thanks to (6.27), (6.28), (6.31), (6.20) and (6.22). Therefore, we are in position to apply Lemma 6.3 to \( w \). We deduce that

\[ w \geq \delta \text{ in } B_{4^{-j}R}. \]

Assume for instance that the first alternative in (6.32) is satisfied. By taking advantage of the above estimate, (6.25) and (6.23),

\[ u(x) = \frac{M_j + m_j}{2} + \frac{L}{2 \cdot 4^{\alpha j}} v(x) = \frac{M_j + m_j}{2} + \frac{L}{2 \cdot 4^{\alpha j}} (w(x) - 1) \]

\[ \geq M_j - \frac{M_j - m_j}{2} - \frac{L}{2 \cdot 4^{\alpha j}} (1 - \delta) \]

\[ \geq M_j - \frac{L}{4^{\alpha j}} - \frac{\delta}{2}, \]

for any \( x \in B_{4^{-j}R} \). In view of (6.20), we finally conclude that

\[ M_j - 4^{-(j+1)\alpha} L \leq u \leq M_j \text{ in } B_{4^{-j}R}, \]

that is, (6.23) is true for \( i = j + 1 \), with \( M_{j+1} := M_j \) and \( m_{j+1} := M_{j+1} - 4^{-(j+1)\alpha} L \).

Of course, if instead the second alternative in (6.32) is valid, an analogous argument leads to the same conclusion, with \( m_{j+1} := m_j \) and \( M_{j+1} := m_{j+1} + 4^{-(j+1)\alpha} L \).

Claim (6.23) holds therefore for any \( i \in \mathbb{N} \cup \{0\} \), and the Hölder continuity of \( u \) follows in a standard way.

\[ \square \]

6.4. Harnack inequality. The conclusive part of this section is devoted to establishing a Harnack-type inequality for functions in fractional De Giorgi classes.

For simplicity of exposition, we restrict ourselves to assume \( n \geq 2 \) throughout the whole subsection. In this way, the constants involved in the various propositions are independent of \( s \), if \( s \) is bounded away from 0 (at least if \( p \neq n \)). When \( n = 1 \), all the arguments displayed are still valid, but several estimates may not be uniform in \( s \).

As a first step towards the aforementioned goal, we have the following result, that slightly improves Lemma 6.3.

**Lemma 6.5.** Let \( t > 0 \) and \( u \in \text{DG}^{s,p}(B_{tR}(x_0); d, H, -t, \varepsilon, \lambda, R_0) \), for some \( x_0 \in \mathbb{R}^n \) and \( R > 0 \), with \( R_0 \geq 4R \) and \( 0 < \varepsilon_0 \leq \varepsilon \leq sp/n \). Suppose that

\[ u \geq 0 \text{ in } B_{4R}(x_0), \]

and

\[ |B_R(x_0) \cap \{ u \geq t \}| \geq \gamma |B_R|, \]

for some \( \gamma \in (0,1) \). There exists a constant \( \delta > 0 \), depending only on \( n, p, \varepsilon_0, H \) and \( \gamma \), such that, if

\[ R^{\frac{\lambda+n}{p}} d + \text{Tail}(u_-; x_0, 4R) \leq \delta t, \]

then,

\[ u \geq \delta t \text{ in } B_R(x_0). \]
Proof. Of course, we can assume $x_0$ to be the origin. We begin by addressing the case of $t = 1$. Set 
\[ \tilde{\gamma} := 2^{-n}\gamma \in (0, 1), \]
and let $\delta$ be the constant found in Lemma 6.3, corresponding to the above defined $\tilde{\gamma}$. It holds 
\[ |B_{2R} \cap \{ u \geq 1 \}| \geq |B_R \cap \{ u \geq 1 \}| \geq \gamma |B_R| = \tilde{\gamma} |B_{2R}|. \]
Hence, we are in position to apply Lemma 6.3 and deduce that 
\[ u \geq \delta \text{ in } B_R. \]
The lemma is therefore proved, for $t = 1$.

The general case of $t > 0$ can be then easily deduced. Indeed, let $v := t^{-1}u$. The function $v$ belongs to $DG^{s,p}(B_{4R}; d/t, H, -1, \varepsilon, R_0)$ and fulfills the hypotheses of the lemma with $t = 1$ and $d/t$ in place of $d$. Thus, from the preceding argument we deduce that $u = tv \geq t\delta$, and the proof is complete. \[ \square \]

Next, we use Lemma 6.5 to prove a weak Harnack inequality, which, together with Proposition 6.1, will lead to the proper Harnack inequality.

In order to do this, we first recall a classical covering lemma of Krylov and Safonov [42]. We present it here in a version with balls in place of cubes, due to [41].

Lemma 6.6 ([41, Lemma 7.2]). Let $\gamma \in (0, 1)$, $R > 0$ and $E \subseteq B_R$ be a measurable set. Define 
\[ E_\gamma := \bigcup \left\{ B_R \cap B_{3r}(x_0) : x_0 \in B_R, r > 0 \text{ and } |B_{3r}(x_0) \cap E| \geq \gamma |B_r| \right\}. \]
Then, either $E_\gamma = B_R$ or 
\[ |E_\gamma| \geq \frac{1}{2^n\gamma} |E|. \]

With the aid of Lemma 6.6 we can now prove the following result.

Lemma 6.7. Let $\gamma \in (0, 1)$, $t > 0$ and $k \in \mathbb{N}$. Let $u \in DG^{s,p}(B_{16R}; d, H, -t, \varepsilon, \lambda, R_0)$, with $R > 0$, $R_0 \geq 16R$ and $0 < \varepsilon_0 \leq \varepsilon \leq sp/n$. Suppose that 
(6.33) 
\[ u \geq 0 \text{ in } B_{16R}, \]
and 
(6.34) 
\[ |B_R \cap \{ u \geq t \}| \geq \gamma^k |B_R|. \]
There exists a constant $\delta \in (0, 1/8]$, depending only on $n$, $p$, $\varepsilon_0$, $H$ and $\gamma$, such that, if 
(6.35) 
\[ R^{\frac{l+n}{r}} d + \text{Tail}(u_-, 16R) \leq \delta^k t, \]
then 
\[ u \geq \delta^k t \text{ in } B_R. \]

Proof. Set $\gamma_1 := 2^{-n}\gamma$ and $\gamma_2 := 3^{-n}\gamma_1 = 6^{-n}\gamma$. Let $\delta \in (0, 1/8]$ be the constant found in Lemma 6.5, in correspondence to $\gamma_2$. For any $i \in \mathbb{N} \setminus \{ 0 \}$, write 
\[ A^i := B_R \cap \{ u \geq \delta^i t \}. \]
Clearly, 
(6.36) 
\[ A^{i-1} \subseteq A^i \text{ for any } i \in \mathbb{N}, \]
as $\delta \leq 1$. 
Notice that, in order to prove the lemma, it suffices to show that
\begin{equation}
|A^{k-1}| \geq \gamma_2 |B_R|,
\end{equation}
since then an application of Lemma 6.5 would yield the thesis.

Let \( i \in \{1, \ldots, k-1\} \) be fixed and suppose that, in the notation of Lemma 6.6, it holds \( B_R \cap B_{3r}(x_0) \subseteq (A^{i-1})_{\gamma_1} \), for some \( x_0 \in B_R \) and \( r > 0 \). This implies that
\[
|B_{3r}(x_0) \cap \{ u \geq \delta^{-1}t \}| \geq |B_{3r}(x_0) \cap A^{i-1}| \geq \gamma_1 |B_r| = \gamma_2 |B_{3r}|.
\]
Moreover, since we may suppose without loss of generality that \( r \leq R/3 \), we have
\[
u \geq 0 \quad \text{in} \quad B_{12r}(x_0),
\]
\[
(3r)^{\frac{\lambda+\rho}{\rho}} d \leq R^{\frac{\lambda+\rho}{\rho}} d \leq \delta^k t \leq \frac{\delta^k t}{2}
\]
and
\[
\text{Tail}(u_-; x_0, 12r) = \left( \frac{12r}{16R} \right)^{\frac{\lambda}{\rho}} \text{Tail}(u_-; 16R) \leq \text{Tail}(u_-; 16R) \leq \delta^k t \leq \frac{\delta^k t}{2},
\]
thanks to (6.33), (6.35) and the fact that \( \delta \leq 1/2 \). Accordingly, an application of Lemma 6.5 gives that
\[
u \geq \delta^k t \quad \text{in} \quad B_{3r}(x_0).
\]
We have therefore proved that
\begin{equation}
(A^{i-1})_{\gamma_1} \subseteq A^i \quad \text{for any} \quad i \in \{1, \ldots, k-1\}.
\end{equation}

We now claim that either
\begin{equation}
\text{there exists} \quad i \in \{1, \ldots, k-1\} \quad \text{such that} \quad A^i = B_R,
\end{equation}
or
\begin{equation}
|A^i| \geq \frac{1}{\gamma} |A^{i-1}| \quad \text{for any} \quad i \in \{1, \ldots, k-1\}.
\end{equation}
Indeed, suppose that \( \gamma|A^i| < |A^{i-1}| \) for some index \( i \in \{1, \ldots, k-1\} \). By (6.38), we deduce that \( (2^{n}\gamma_1)|(A^{i-1})_{\gamma_1}| = \gamma|(A^{i-1})_{\gamma_1}| < |A^{i-1}| \). But then Lemma 6.6 yields that \( (A^{i-1})_{\gamma_1} = B_R \) and thus \( A^i = B_R \), using once again (6.38). Consequently, claim (6.39) holds true.

We now show that (6.39) implies (6.37). As noted before, this will conclude the proof. Indeed, if \( A^i = B_R \) for some \( i \in \{1, \ldots, k-1\} \), then \( A^{k-1} = B_R \), thanks to (6.36), and (6.37) follows trivially. On the other hand, if the other option in (6.39) is verified, then
\[
|A^{k-1}| \geq \frac{1}{\gamma} |A^{k-2}| \geq \frac{1}{\gamma^2} |A^{k-3}| \geq \ldots \geq \frac{1}{\gamma^{k-1}} |A^0| \geq \gamma |B_R|,
\]
where the last inequality is true in view of (6.34). Hence, we have verified the validity of the bound (6.37) also in this case, since \( \gamma = 6^n \gamma_2 \geq \gamma_2 \). Thence, the proof is complete.

Starting from this result, the derivation of the weak Harnack inequality is rather straightforward.

**Proposition 6.8.** Let \( u \in \text{DG}_{\rho}^{\alpha}(B_{16R}; d, H, -\infty, \varepsilon, \lambda, R_0) \), with \( R > 0, \quad R_0 \geq 16R \) and \( 0 < \varepsilon_0 \leq \varepsilon \leq sp/n \), and suppose that (6.33) holds true. Then, there exist a small \( q \in (0,1) \) and a large \( C \geq 1 \), both depending only on \( n, p, \varepsilon_0 \) and \( H \), such that
\begin{equation}
\left( \int_{B_R} u(x)^q \, dx \right)^{\frac{1}{q}} \leq C \left( \inf_{B_R} u + \text{Tail}(u_-; R) + \frac{\lambda+\rho}{\rho} d \right).
\end{equation}
Proof. Of course, we can assume that \( u \) does not vanish identically on \( B_R \), otherwise (6.40) is obviously true. Let \( \delta \in (0, 1/8] \) be the constant given by Lemma 6.7, for \( \gamma = 1/2 \). Set

\[
a := \frac{\log \gamma}{\log \delta} = \frac{1}{\log_{\frac{1}{2}} \delta} \in (0, 1).
\]

We claim that

\[
(6.41) \quad \inf_{B_R} u + \text{Tail}(u_-, 16R) + R^{\frac{\lambda + \nu}{p}} d \geq \delta \left( \frac{|A^+(t, R)|}{|B_R|} \right)^{\frac{1}{a}} t,
\]

for any \( t \geq 0 \). Notice that, if \( u \) is bounded from above in \( B_R \), then, by (6.33), inequality (6.41) holds trivially for any \( t \geq \sup_{B_R} u \). Thus, it suffices to verify (6.41) for any \( t \in [0, u^*) \), where \( u^* \in (0, +\infty] \) denotes the supremum of \( u \) in \( B_R \).

Given \( t \in [0, u^*) \), let \( k = k(t) \) be the smallest integer for which

\[
|A^+(t, R)| \geq 2^{-k} |B_R|,
\]

i.e., \( k \) is the only integer for which

\[
\log_{\frac{1}{2}} \frac{|A^+(t, R)|}{|B_R|} \leq k < 1 + \log_{\frac{1}{2}} \frac{|A^+(t, R)|}{|B_R|}.
\]

Observe that, with this choice, it holds

\[
(6.43) \quad \delta^k \geq \delta \left( \frac{|A^+(t, R)|}{|B_R|} \right)^{\frac{1}{a}}.
\]

Furthermore,

\[
(6.44) \quad \inf_{B_R} u + \text{Tail}(u_-, 16R) + R^{\frac{\lambda + \nu}{p}} \geq \delta^k t.
\]

Indeed, if \( \text{Tail}(u_-, 16R) + R^{\frac{\lambda + \nu}{p}} \geq \delta^k t \), then (6.44) is true, thanks to hypothesis (6.33). On the other hand, if \( \text{Tail}(u_-, 16R) + R^{\frac{\lambda + \nu}{p}} < \delta^k t \), then this and (6.42) enable us to apply Lemma 6.7 and deduce that

\[
u \geq \delta^k t \quad \text{in } B_R.
\]

Again, (6.44) follows. Putting together (6.44) and (6.43), we see that (6.41) is valid for any \( t \geq 0 \).

Write now

\[
L := \inf_{B_R} u + \text{Tail}(u_-, 16R) + R^{\frac{\lambda + \nu}{p}},
\]

and note that (6.41) is equivalent to

\[
\frac{|A^+(t, R)|}{|B_R|} \leq \left( \frac{L}{\delta t} \right)^{a}.
\]

Using this inequality and Cavalieri’s principle, for any \( q > 0 \) we compute

\[
\int_{B_R} u(x)^q \, dx = q \int_0^{+\infty} \frac{|A^+(t, R)|}{|B_R|} t^{q-1} \, dt \leq q \left[ \int_0^L t^{q-1} \, dt + \left( \frac{L}{\delta} \right)^{a} \int_L^{+\infty} t^{q-1-a} \, dt \right].
\]

Choosing \( q = a/2 \), we then get

\[
\int_{B_R} u(x)^q \, dx \leq (1 + \delta^{-a}) L^a,
\]
that is
\[
\left( \int_{B_R} u(x)^q \, dx \right)^{\frac{1}{q}} \leq (1 + \delta^{-a})^{\frac{2}{q}} \left( \inf_{B_R} u + \text{Tail}(u_-; 16R) + R^{\frac{\lambda_0 + n}{p}} d \right)
\]
\[
\leq (1 + \delta^{-a})^{\frac{2}{q}} \left( \inf_{B_R} u + 16\frac{R}{p} \text{Tail}(u_-; R) + R^{\frac{\lambda_0 + n}{p}} d \right).
\]
This yields (6.40).

With this, we are now in position to prove the Harnack inequality for fractional De Giorgi classes with \( r_0 = +\infty \).

**Theorem 6.9 (Harnack inequality for fractional De Giorgi functions).**

Let \( u \in \text{DG}^{s,p}(\Omega; d, H, -\infty, \varepsilon, \lambda, +\infty) \), with \( 0 < \varepsilon_0 \leq \varepsilon \leq sp/n \) and \( 0 \leq \lambda \leq \lambda_0 \). Suppose that \( u \geq 0 \) in \( \Omega \). Then, for any \( x_0 \in \Omega \) and \( 0 < R < \text{dist}(x_0, \partial \Omega)/2 \), it holds
\[
(6.45) \quad \sup_{B_R(x_0)} u \leq C \left( \inf_{B_R(x_0)} u + \text{Tail}(u_-; x_0, R) + R^{\frac{\lambda_0 + n}{p}} d \right),
\]
for some \( C \geq 1 \) depending on \( n, s, p, \varepsilon_0, \lambda_0 \) and \( H \). When \( n \neq p \), the constant \( C \) does not blow up as \( s \rightarrow 1^- \).

**Proof.** We start supposing that \( x_0 \) and \( R \) are such that
\[
(6.46) \quad 0 < R < \frac{\text{dist}(x_0, \partial \Omega)}{64}.
\]
At the end of the proof we will in fact show that this assumption is unnecessary.

We now prove that (6.45) holds true under (6.46). Up to a translation, we may assume \( x_0 \) to be the origin. As a preliminary observation, we claim that, for any \( z \in B_R \) and \( 0 < r \leq 2R \),
\[
(6.47) \quad \text{Tail}(u_+; z, r) \leq C \left( \sup_{B_r(z)} u + \text{Tail}(u_-; z, r) + r^{\frac{\lambda_0 + n}{p}} d \right),
\]
for some constant \( C \geq 1 \) depending only on \( n, s, \varepsilon_0 \) and \( H \). To check the validity of (6.47), we apply (6.2) with \( k := 2M \) and
\[
M := \max \left\{ \sup_{B_r(z)} u, r^{\frac{\lambda_0 + n}{p}} d \right\}.
\]
Focusing on just the second term on the left-hand side of such inequality, we get
\[
(6.48) \quad \int_{B_r(z)} (u(x) - 2M)_+ \left[ \int_{\mathbb{R}^n} \frac{(u(y) - 2M)_+^{p-1}}{|x - y|^{n+sp}} \, dy \right] \, dx
\]
\[
\leq \frac{C}{1 - s} \left[ \left( r^{\lambda_0} d + \frac{M^p}{r^{np}} \right) |A^- (2M, z, r)|^{1 - \frac{sp}{n}} + r^{-sp} \| (u - 2M)^- \|_{L^p(B_r(z))}^p
\]
\[
+ \| (u - 2M)^- \|_{L^1(B_r(z))} \text{Tail}(u_-; z, r/2)^{p-1} \right]
\]
with \( C \geq 1 \) depending on \( n, p \) and \( H \).

We begin by dealing with the left-hand side. Observe that \( |x - y| \leq 2|y - z| \), for any \( x \in B_r(z) \) and \( y \in \mathbb{R}^n \setminus B_r(z) \). Moreover, by Lemma 4.4, we know that
\[
(u(y) - 2M)_+^{p-1} \geq \min \{1, 2^{2-p} \} u_+(y)^{p-1} - 2^{p-1} M^{p-1}.
\]
Using these two facts and that \( u \leq M \) on \( B_r(z) \), we compute
\[
\int_{B_{\frac{r}{2}}(z)} (u(x) - 2M)_{-} \left[ \int_{\mathbb{R}^n} \frac{(u(y) - 2M)^{p-1}_+}{|x-y|^{n+sp}} \, dy \right] \, dx \\
\geq 2^{-n-sp} M \int_{B_{\frac{r}{2}}(z)} \left[ \int_{\mathbb{R}^n \setminus B_r(z)} \min\{1, 2^{2-p}u_+(y)^{p-1} - 2^{p-1}M^{p-1}\} \frac{dy}{|y-z|^{n+sp}} \right] \, dx \\
\geq \frac{Mr^{-sp}}{C(1-s)} \text{Tail}(u_+; z, r)^{p-1} - Cr^{-sp}Mp,
\]
where \( C \) now depends on \( \varepsilon_0 \) too.

On the other hand, by taking advantage once again of Lemma 4.4 and of the fact that \( u \geq 0 \) on \( B_r(z) \), it is not hard to check that the right-hand side of (6.48) can be bounded by
\[
\frac{Cr^{-sp}}{1-s} \left( M^p + M \text{Tail}(u_-; z, r)^{p-1} \right).
\]
By comparing these last two estimates with (6.48), we are easily led to (6.47).

We now proceed to prove the actual theorem. We consider separately the two cases \( n \geq sp \) and \( n < sp \).

If \( n \geq sp \), we take advantage of the boundedness given by Proposition 6.1. We notice that estimate (6.3) implies in this setting that, for any \( \delta_1 \in (0, 1] \),
\[
(6.49) \quad \sup_{B_r(z)} u \leq C \delta_1^{-\frac{p-1}{sp}} \left( \int_{B_{2r}(z)} u(x)^p \, dx \right)^{\frac{1}{p}} + \delta_1 \text{Tail}(u_+; z, r) + \delta_1^{-\frac{p-1}{sp}} r \frac{\lambda^{+sp}}{p} \, d,
\]
where \( C \geq 1 \) and \( \beta \geq \varepsilon_0/2 \) depend on \( n, s, p, \varepsilon_0 \) and \( H \). Both constants do not blow up as \( s \to 1^- \), when \( n > p \). By (6.47), this becomes
\[
\sup_{B_r(z)} u \leq C \left[ \delta_1^{-\frac{p-1}{sp}} \left( \int_{B_{2r}(z)} u(x)^p \, dx \right)^{\frac{1}{p}} + \delta_1^{-\frac{p-1}{sp}} \left( \sup_{B_r(z)} u + \text{Tail}(u_-; z, r) + r \frac{\lambda^{+sp}}{p} \, d \right) \right].
\]
Fix now any \( q \in (0, p) \). Using the weighted Young’s inequality, we have
\[
\left( \int_{B_{2r}(z)} u(x)^p \, dx \right)^{\frac{1}{p}} \leq \left( \sup_{B_{2r}(z)} u \right)^{\frac{p-q}{p}} \left( \int_{B_{2r}(z)} u(x)^q \, dx \right)^{\frac{1}{q}} \\
\leq \delta_2^{\frac{p}{p-q}} \sup_{B_{2r}(z)} u + \delta_2^{-\frac{q}{p}} \left( \int_{B_{2r}(z)} u(x)^q \, dx \right)^{\frac{1}{q}},
\]
for any \( \delta_2 > 0 \). By taking \( \delta_1, \delta_2 \) sufficiently small, we obtain
\[
(6.50) \quad \sup_{B_r(z)} u \leq \frac{1}{2} \sup_{B_{2r}(z)} u + C \left[ \left( \int_{B_{2r}(z)} u(x)^p \, dx \right)^{\frac{1}{p}} + \text{Tail}(u_-; z, r) + r \frac{\lambda^{+sp}}{p} \, d \right].
\]

On the other hand, when \( n < sp \), we already know from the fractional Morrey embedding that \( u \) is bounded. In particular, a careful analysis of the proofs of [28, Theorem 8.2] and [34, Lemma 2.2] reveals, together with the sharp Poincaré-Wirtinger-type estimate of [7, 53] and the extension inequality (4.7), that
\[
\sup_{B_r(z)} u^p \leq \frac{C}{\left( 2^{sp-n} - 1 \right)} \left[ (1 - s)\delta_3^{sp-n} r^{sp-n} [u_+]_{W^{s,p}(B_r(z))}^p + \delta_3^{n-r^{-n}} \|u_+\|_{L^p(B_r(z))}^p \right],
\]
for any $\delta_3 \in [0,1]$ and for some constant $C \geq 1$ depending only on $n$ and $p$. To
get this estimate, one could prove it first in the case $r = 1$ and then scale it. The
arbitrary parameter $\delta_3$ is essentially the constant $R_0$ appearing in [28, formula
(8.9)], while the denominator of the fraction in front of the square brackets comes from
the proof of [34, Lemma 2.2]. By using (6.1)—with $k = 0$, $x_0 = z$ and $R = 2r$—to estimate
the Gagliardo seminorm of $u_+$, we are led to

$$
\sup_{B_r(z)} u^p \leq C \left[ \delta_3^{-n} \int_{B_{2r}(z)} u(x)^p \, dx + \delta_3^{-p-n} \left( \text{Tail}(u_+; z, r)^p + r^{\lambda + \nu}_{p} \right) \right],
$$

where $C$ now depends on $n$, $s$, $p$ and $H$, but does not blow as $s \to 1^-$ if $p > n$ is fixed.
By arguing as before, in the case $n \geq sp$, and starting from this last inequality instead
of (6.49), we deduce (6.50) once again.

We plan to take advantage of [34, Lemma 7.1]—or Lemma 4.11 here—to reabsorb
the term $(1/2) \sup_{B_{2r}(z)} u$ on the left-hand side of (6.50). To do it, we first need to
perform an easy covering argument. Let $R \leq \rho < \tau \leq 2R$ be fixed. Note that

$$
B_{\rho} = \bigcup_{z \in B_{2\rho - \tau}} B_{\tau - \rho}(z) \quad \text{and} \quad B_{2(\tau - \rho)}(z) \subset B_{\tau} \quad \text{for any} \quad z \in B_{2\rho - \tau}.
$$

Therefore, by using (6.50) with $r = \tau - \rho$, we get

$$
\sup_{B_{\rho}} u = \sup_{z \in B_{2\rho - \tau}} \sup_{B_{\tau - \rho}(z)} u 
\leq \frac{1}{2} \sup_{B_{\tau}} u + C \sup_{z \in B_{2\rho - \tau}} \left[ \frac{\|u\|_{L^p(B_{2(\tau - \rho)}(z))}}{(\tau - \rho)^{\frac{n}{q}}} + \text{Tail}(u_-; z, \tau - \rho) + (\tau - \rho)^{\frac{\lambda + \nu}{p}} \right],
$$

where we also used that $u \geq 0$ in $B_R$. Now we are in position to apply [34, Lemma 7.1]
and finally deduce that

$$
\sup_{B_{\rho}} u \leq C \left[ \left( \int_{B_{2\rho}} u(x)^q \, dx \right)^{\frac{1}{q}} + \text{Tail}(u_-; R) + R^{\frac{\lambda + \nu}{p}} \right].
$$

By choosing $q$ as in Proposition 6.8 and combining the above estimate with (6.40), we
conclude that (6.45) follows, at least when (6.46) is in force.

To finish the proof, we only need to show that the additional assumption (6.46) is not
necessary, and that in fact (6.45) is true for any $x_0 \in \Omega$ and $0 < R < \text{dist}(x_0, \partial \Omega)/2$.
Let $x_0$ and $R$ be as such, and take any $z \in B_R(x_0)$. Obviously, $B_R(z) \subset B_{2R}(x_0) \subset \Omega$.
Moreover, as (6.45) holds under (6.46) and $u \geq 0$ in $B_{2R}(x_0)$, we know that

$$
\sup_{B_{R/64}(z)} u \leq C \left( \inf_{B_{R/64}(z)} u + \text{Tail}(u_-; z, R = \frac{R}{64}) + \left( \frac{R}{64} \right)^{\frac{\lambda + \nu}{p}} \right),
$$

$$
\leq C \left( \inf_{B_{R/64}(z)} u + \text{Tail}(u_-; x_0, R) + R^{\frac{\lambda + \nu}{p}} \right).
$$

In particular, this implies that, for any $x', y' \in B_R(x_0)$ such that $|x' - y'| < R/32$, we have

$$
(6.51) \quad u(x') \leq C_* \left( u(y') + \text{Tail}(u_-; x_0, R) + R^{\frac{\lambda + \nu}{p}} \right),
$$

with $C_*$ depending only on $n$, $s$, $p$, $\varepsilon_0$, $\lambda_0$ and $H$. Clearly, we can suppose that $C_* \geq 2$. 

Let $x, y \in B_R(x_0)$ be any two points. We now show that (6.51) is also true with $x, y$ in place of $x', y'$, up to raising $C_\ast$ to a universal power. Of course, we can suppose that $|x - y| \geq R/32$, otherwise (6.51) applies to them directly. Denoting by $\overrightarrow{xy}$ the oriented segment with end points $x$ and $y$, we consider $N$ consecutive points $\{x_i\}_{i=0}^N \subset \overrightarrow{xy}$ such that $x_0 = x$, $x_N = y$ and $R/64 \leq |x_i - x_{i-1}| < R/32$ for any $i \in \{1, \ldots, N\}$. It is immediate to check that $N \leq 128$. By applying (6.51) with $x' = x_{i-1}$ and $y' = x_i$, we get

$$u(x_{i-1}) \leq C_\ast \left( u(x_i) + \text{Tail}(u_{-}; x_0, R) + R^{\frac{n+s}{p}} d \right).$$

Iterating such estimate over $i \in \{1, \ldots, N\}$, we easily find that

$$u(x) \leq C_\ast^N u(y) + \left( \text{Tail}(u_{-}; x_0, R) + R^{\frac{n+s}{p}} d \right) \sum_{i=1}^N C_\ast^i$$

$$\leq C_\ast^{129} \left( u(y) + \text{Tail}(u_{-}; x_0, R) + R^{\frac{n+s}{p}} d \right).$$

This leads to (6.45), in its full generality. □

7. Applications to minimizers

In this section, we show that the minimizers of the energy $E$ introduced in (2.3) are locally bounded and Hölder continuous functions that satisfy a nonlocal Harnack inequality wherever non-negative. That is, we prove Theorems 2.3, 2.4 and 2.5 for minimizers. Those three results are rephrased—and sometimes more precisely stated—as follows.

**Theorem 7.1 (Local boundedness of minimizers).**

Let $n \in \mathbb{N}$, $s \in (0, 1)$ and $p > 1$ be such that $n \geq sp$. Let $\Omega$ be an open bounded subset of $\mathbb{R}^n$. Assume that $K$ and $F$ respectively satisfy hypotheses (2.1), (2.2) and (2.8). If $u$ is a minimizer of $E$ in $\Omega$, then $u \in L^\infty_{\text{loc}}(\Omega)$. In particular, there exist four constants $C > 1$, $R_0 \in (0, \min\{1, r_0/2\}]$, $\varepsilon \in (0, sp/n]$ and $\kappa \in \{0, 1\}$ such that, given any $x_0 \in \Omega$ and $0 < R \leq \min\{R_0, \text{dist}(x_0, \partial\Omega)\}/4$, it holds\(^5\)

$$\|u\|_{L^\infty(B_R(x_0))} \leq CR^{\frac{1}{p}} \|u\|_{L^p(B_{2R}(x_0))} + \text{Tail}(u; x_0, R) + d_1^\frac{1}{p} R^{\frac{sp}{n}} + 2\kappa.$$

Moreover, the constants can be chosen as follows:

- if $d_2 = 0$, then
  $$C = C(n, s, p, \Lambda), \quad R_0 = \frac{r_0}{2}, \quad \varepsilon = \frac{sp}{n} \text{ and } \kappa = 0;$$
- if $d_2 > 0$ and $1 \leq q \leq p$, then
  $$C = C(n, s, p, \Lambda, d_2), \quad R_0 = \min \left\{ 1, \frac{r_0}{2} \right\}, \quad \varepsilon = \frac{sp}{n} \text{ and } \kappa = 1;$$
- if $d_2 > 0$ and $p < q < p_*^s$, then
  $$C = C(n, s, p, q, \Lambda, d_2), \quad R_0 = R_0(n, s, p, q, \Lambda, d_2, r_0, \|u\|_{L^{p_*^s}(\Omega)}), \quad \varepsilon = 1 - \frac{q}{p_*^s} \quad \text{and } \kappa = 0, \text{ for some } \sigma = \sigma(n, s, p, q) \in (0, s).$$

When $n > sp$ we can even take $\sigma = s$, while when $n > p$ both constants $C$ and $R_0$ do not blow up as $s \to 1^-$.

\(^5\)Here and in Proposition 7.5 we continue to understand $p_*^s = +\infty$, when $n = sp$. The same convention will still be valid in Section 8.
Theorem 7.2 (Hölder continuity of minimizers).
Let \( n \in \mathbb{N} \), \( 0 < s_0 \leq s < 1 \) and \( p > 1 \) be such that \( n \geq sp \). Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \). Assume that \( K \) satisfies hypotheses (2.1), (2.2) and that \( F \) is locally bounded in \( u \in \mathbb{R} \), uniformly w.r.t \( x \in \Omega \). If \( u \) is a minimizer of \( E \) in \( \Omega \), then \( u \in C^{\alpha}_{K,0}(\Omega) \) for some \( \alpha \in (0, 1) \). In particular, there exists a constant \( C \geq 1 \) such that, given any \( x_0 \in \Omega \) and \( 0 < R \leq \min\{r_0/2, \text{dist}(x_0, \partial \Omega)\}/16 \), it holds
\[
[u]_{C^{\alpha}(B_R(x_0))} \leq \frac{C}{R^\alpha} \left( \|u\|_{L^\infty(B_{4R}(x_0))} + \text{Tail}(u; x_0, 4R) + R^s \|F(\cdot, u)\|^{1/p}_{L^\infty(B_{2R}(x_0))} \right).
\]
The constants \( \alpha \) and \( C \) depend only on \( n \), \( s_0 \), \( p \) and \( \Lambda \).

Theorem 7.3 (Harnack inequality for minimizers).
Let \( n \in \mathbb{N} \), \( s \in (0, 1) \) and \( p > 1 \). Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \). Assume that \( K \) satisfies hypotheses (2.1), (2.13) and that \( F \) is locally bounded in \( u \in \mathbb{R} \), uniformly w.r.t \( x \in \Omega \). Let \( u \) be a minimizer of \( E \) in \( \Omega \) such that \( u \geq 0 \) in \( \Omega \). Then, for any \( x_0 \in \Omega \) and \( 0 < R = \text{dist}(x_0, \partial \Omega)/2 \), it holds
\[
\sup_{B_R(x_0)} u \leq C \left( \inf_{B_R(x_0)} u + \text{Tail}(u; x_0, R) + R^s \|F(\cdot, u)\|^{1/p}_{L^\infty(B_{2R}(x_0))} \right),
\]
for some \( C \geq 1 \) depending only on \( n \), \( s \), \( p \) and \( \Lambda \). When \( n \not\in \{1, p\} \), the constant \( C \) does not blow up as \( s \to 1^- \).

Theorems 7.1-7.3 will be proved by showing that the minimizers of \( E \) belong to a fractional De Giorgi class, so that Theorems 6.2, 6.4 and 6.9 may be applied to them.

Before proceeding to the proof of this inclusion, we define the notions of sub- and superminimizers as one-sided generalizations of the minimizers introduced in Definition 2.1.

Definition 7.4. Let \( \Omega \subset \mathbb{R}^n \) be a bounded measurable set. A function \( u \in W^{s,p}(\Omega) \) is said to be a subminimizer (superminimizer) of \( E \) in \( \Omega \) if
\[
E(u; \Omega) \leq E(u + \varphi; \Omega),
\]
for any non-positive (non-negative) measurable function \( \varphi : \mathbb{R}^n \to \mathbb{R} \) supported inside \( \Omega \).

Recalling Definition 2.1, minimizers are, in particular, sub- and superminimizers. Conversely, it is not hard to see that if \( u \) is at the same time a sub- and a superminimizer, then it is a minimizer as well.

Even if not immediately obvious, the minimality property introduced above behaves well with respect to set inclusion. That is, if \( \Omega' \subset \Omega \subset \mathbb{R}^n \) and \( u \) is a sub- or superminimizer in \( \Omega \), then \( u \) is also a sub- or superminimizer in \( \Omega' \) (see e.g. [22, Remark 1.2] for a more detailed explanation in the case of minimizers).

Furthermore, it is easy to check that \( u \) is a subminimizer (superminimizer) for \( E \) if and only if \( -u \) is a superminimizer (subminimizer) for the energy having the same interaction term and potential determined by \( \tilde{F}(x, u) = F(x, -u) \). Noticing that \( \tilde{F} \) satisfies the same growth assumption (2.8) of \( F \), this allows us to focus on subminimizers only.

We can now state the following result, where we prove that the minimizers of \( E \) belong to a suitable fractional De Giorgi class.

Unless otherwise specified, in what follows we assume \( n \in \mathbb{N} \), \( s \in (0, 1) \), \( p > 1 \) to be given parameters, and that \( K \) and \( F \) satisfy (2.1), (2.2) and (2.8), respectively.
Proposition 7.5. Let \( u \) be a subminimizer of \( E \) in a bounded open set \( \Omega \subset \mathbb{R}^n \). Then, there exist four constants \( R_0 \in (0, r_0/2] \), \( k_0 \in [-\infty, 1] \), \( H \geq 1 \) and \( \varepsilon \in (0, sp/n] \), such that

\[
[(u - k)^+]_{W^{s,p}(B_r(x_0))} + \int_{B_{r}(x_0)} (u(x) - k)^+ \left[ \int_{B_{2R_0}(x)} \frac{(u(y) - k)^{p-1}}{|x - y|^{n+sp}} \, dy \right] \, dx 
\]

(7.2)

\[
\leq \frac{H}{1 - s} \left( d_1 + \frac{|k|^p}{R^{\varepsilon}} \right) |A^+(k, x_0, R)|^{1 - \frac{2n + sp}{p}} + \frac{R^{1 - sp}}{(R - r)^{sp/n}} \|u - k\|_{L^p(B_R(x_0))}^p 
+ \frac{R^{n + sp}}{(R - r)^{n + sp}} \|u - k\|_{L^1(B_R(x_0))} \text{Tail}((u - k)_+; x_0, r)^{p-1},
\]

for any \( x_0 \in \Omega \), \( 0 < r < R \leq \min\{R_0, \text{dist}(x_0, \partial \Omega)\} \) and \( k \geq k_0 \). Consequently, \( u \) belongs to the following fractional De Giorgi classes:

- if \( d_2 = 0 \), then
  \[
u \in \text{DG}^+_s \left( \Omega; d_1^+, H, -\infty, \frac{sp}{n}, 0, \frac{r_0}{2} \right),\]
  with \( H = H(n, p, \Lambda) \);

- if \( d_2 > 0 \) and \( 1 \leq q \leq p \), then
  \[
u \in \text{DG}^+_s \left( \Omega; d_1^+, H, 1, \frac{sp}{n}, 0, \min\left\{1, \frac{r_0}{2}\right\} \right),\]
  with \( H = H(n, p, \Lambda, d_2) \);

- if \( d_2 > 0 \), \( n \geq sp \) and \( p < q < p_s^* \), then
  \[
u \in \text{DG}^+_s \left( \Omega; d_1^+, H, 0, 1 - \frac{q}{p_s^*}, 0, R_0 \right),\]
  with \( H = H(n, p, q, \Lambda, d_2) \), \( R_0 = R_0(n, s, p, q, \Lambda, d_2, r_0, \|u\|_{L^{p_s^*}(\Omega)}) \) and for some constant \( \sigma = \sigma(n, s, p, q) \in (0, s) \). When \( n > sp \) we can even take \( \sigma = s \), while when \( n > p \) the constant \( R_0 \) does not blow up as \( s \to 1^- \).

An analogous statement holds for superminimizers and the classes \( \text{DG}^s_{-p} \).

Proof. Without loss of generality, we suppose \( x_0 = 0 \).

Let \( \rho < \tau \leq R \) and consider a cut-off function \( \eta \in C_0^\infty(\mathbb{R}^n) \) satisfying \( 0 \leq \eta \leq 1 \) in \( \mathbb{R}^n \), \( \text{supp}(\eta) = B_{(\tau + \rho)/2} \), \( \eta = 1 \) in \( B_\rho \) and \( |
abla \eta| \leq 4/(\tau - \rho) \) in \( \mathbb{R}^n \). For any fixed \( k \geq 0 \), we write \( w_\pm := (u - k)_\pm \) and choose \( v := u - \eta w_+ \) as a test function in (7.1). Notice that \( \text{supp}(\eta w_+) = A^+(k, (\tau + \rho)/2) \). Hence, and recalling (2.8) as well as notation (3.3), we get

\[
0 \leq \frac{1}{2p} \int_{\mathbb{R}^n} \int_{B_\rho} \left[ |v(x) - v(y)|^p - |u(x) - u(y)|^p \right] \, d\mu 
+ \int_{A^+(k, 2\tau/\rho)} 2d_1 + d_2 \left( |u(x)|^q + |v(x)|^q \right) \, dx.
\]
Recalling (2.1) and (2.4), this is equivalent to

\[
0 \leq \int_{B_r} \int_{B_r} \left[ |v(x) - v(y)|^p - |u(x) - u(y)|^p \right] d\mu
\]

(7.3)

\[
+ 2 \int_{B_r} \int_{\mathbb{R}^n \setminus B_r} \left[ |v(x) - v(y)|^p - |u(x) - u(y)|^p \right] d\mu
\]

\[
+ 2p \int_{A^+(k, \frac{2p}{p+2})} \left[ 2d_1 + d_2 \left( |u(x)|^q + |v(x)|^q \right) \right] dx.
\]

We begin by dealing with the two terms involving double integrals. The following facts hold true:

(7.4) if either \( x \notin A^+(k) \) or \( y \notin A^+(k) \), then \( |v(x) - v(y)|^p \leq |u(x) - u(y)|^p \),

(7.5) if \( x, y \in A^+(k, \rho) \), then \( |v(x) - v(y)|^p - |u(x) - u(y)|^p = -|w_+(x) - w_+(y)|^p \),

if \( x \in A^+(k, \rho) \) and \( y \notin A^+(k) \), then

\[
|v(x) - v(y)|^p - |u(x) - u(y)|^p \leq -\frac{1}{2} |w_+(x) - w_+(y)|^p - \frac{p}{2} w_-(y)^{p-1} w_+(x),
\]

if \( x, y \in A^+(k) \), then

\[
|v(x) - v(y)|^p \leq C \left[ (1 - \eta(x))^p |w_+(x) - w_+(y)|^p + w_+(y)^p \frac{|x - y|^p}{(\tau - \rho)^p} \right],
\]

for some constant \( C \geq 1 \) depending only on \( p \).

Indeed, (7.4) and (7.5) are immediate consequences of the definition of \( v \). On the other hand, for general \( x, y \in A^+(k) \) we may compute

\[
|v(x) - v(y)|^p = |(1 - \eta(x)) w_+(x) - (1 - \eta(y)) w_+(y)|^p
\]

\[
\leq 2^{p-1} \left[ (1 - \eta(x))^p |w_+(x) - w_+(y)|^p + w_+(y)^p |\eta(x) - \eta(y)|^p \right],
\]

and (7.7) follows in view of the properties of \( \eta \). Finally, to get (7.6) we observe that for \( x \in A^+(k, \tau) \) and \( y \notin A^+(k) \),

\[
|v(x) - v(y)|^p - |u(x) - u(y)|^p = ((1 - \eta(x)) w_+(x) + w_-(y))^p - (w_+(x) + w_-(y))^p,
\]

and then apply Lemma 4.1 (with \( \theta = 1/2 \)).

Thanks to properties (7.4)-(7.7), we are in position to estimate the first double integral in (7.3). By (7.4), (7.5), (7.6), the symmetry assumption (2.1) on \( K \) and the properties of \( w_\pm \), we get

\[
\int_{B_r} \int_{B_r} \left[ |v(x) - v(y)|^p - |u(x) - u(y)|^p \right] d\mu
\]

\[
\leq -\frac{1}{2} \int_{B_r} \int_{B_r} |w_+(x) - w_+(y)|^p d\mu - \frac{p}{2} \int_{B_r} \int_{B_r} w_-(y)^{p-1} w_+(x) d\mu.
\]
On the other hand, after applying (7.4), (7.6), (7.7) and (2.2), an immediate computation reveals that
\[
\iint_{B_r \setminus B_{r/2}} \left[ |v(x) - v(y)|^p - |u(x) - u(y)|^p \right] d\mu
\leq C \left[ \iint_{B_r \setminus B_{r/2}} |w_+(x) - w_+(y)|^p d\mu + \frac{R^{(1-s)p}}{(\tau - \rho)^p} \int_{B_r} w_+(x)^p \, dx \right]
- \frac{p}{2} \int_{B_r} w_+(x) \left( \int_{B_r \setminus B_{r/2}} w_-(y)^{p-1} K(x, y) \, dy \right) dx,
\]
with C now depending also on n and \Lambda. The combination of these last two estimates and another use of (2.2) yield
\[
\iint_{B_r \setminus B_{r/2}} \left[ |v(x) - v(y)|^p - |u(x) - u(y)|^p \right] d\mu
\leq \frac{1 - s}{C} \left[ \frac{w_+}{1 + p} \left( \int_{B_{r/2}} w_+(x) \left( \int_{B_r \setminus B_{r/2}} \frac{w_-(y)^{p-1}}{|x-y|^{n+sp}} \, dy \right) dx \right)
+ C \left( 1 - s \right) \int_{B_r \setminus B_{r/2}} \frac{|w_+(x) - w_+(y)|^p}{|x-y|^{n+sp}} \, dx dy + \frac{R^{(1-s)p}}{(\tau - \rho)^p} \|w_+\|_{L^p(B_r)}^p \right].
\]

Now we deal with the second double integral in (7.3). We claim that
\[
\text{if } x, y \notin A^+ \left( k, \frac{\tau + \rho}{2} \right), \text{ then } |v(x) - v(y)|^p = |u(x) - u(y)|^p,
\]
\[
\text{if } x \in A^+(k) \text{ and } y \in A^+(k) \setminus B_{r}, \text{ then }
|v(x) - v(y)|^p - |u(x) - u(y)|^p \leq pw_+(y)^{p-1} w_+(x).
\]
Since (7.9) is an obvious consequence of the fact that supp(\eta w_+) = A(k, (\tau + \rho)/2), we can concentrate on (7.10). Letting \( x \) and \( y \) as prescribed, we have
\[
|v(x) - v(y)|^p - |u(x) - u(y)|^p = \left| \left(1 - \eta(x) \right) w_+(x) - w_+(y) \right|^p - \left| w_+(x) - w_+(y) \right|^p.
\]
The inequality stated in (7.10) can then be obtained by employing Lemma 4.2.
In view of (2.2), (7.9), (7.10), again (7.4), (7.6) and the fact that
\[
|x - y| \geq |y| - |x| \geq \left( 1 - \frac{\tau + \rho}{2r} \right) |y| = \frac{\tau - \rho}{2r} |y| \geq \frac{\tau - \rho}{2R} |y|,
\]
for any \( x \in B_{(\tau + \rho)/2} \) and \( y \notin B_{r} \), it is not hard to see that
\[
\int_{B_r} \int_{\mathbb{R}^n \setminus B_{r/2}} \left[ |v(x) - v(y)|^p - |u(x) - u(y)|^p \right] d\mu
\leq C \frac{R^{n+sp}}{(\tau - \rho)^{n+sp}} \|w_+\|_{L^1(B_r)} \text{Tail}(w_+; r)^{p-1}
- \frac{1 - s}{C} \int_{B_{r/2}} w_+(x) \left( \int_{B_{r/2} \setminus B_r} \frac{w_-(y)^{p-1}}{|x-y|^{n+sp}} \, dy \right) dx.
\]
By putting together this last inequality with (7.3) and (7.8), we obtain
\[
[w_+]_{W^{s,p}(B_\rho)}^p + \int_{B_\rho} w_+(x) \left( \int_{B_{\rho_0}(x)} \frac{w_-(y)^{p-1}}{|x-y|^{n+sp}} \, dy \right) \, dx 
\leq C \int_{B_2^c \setminus B_2^c} \frac{|w_+(x) - w_+(y)|^p}{|x-y|^{n+sp}} \, dx \, dy 
+ C \frac{R^{n+sp}}{(\tau - \rho)^{n+sp}} \|w_+\|_{L^1(B_R)} \text{Tail}(w_+; r)^{p-1} + \frac{R^{(1-s)p}}{(\tau - \rho)^p} \|w_+\|^p_{L^p(B_R)} 
+ d_1 |A^+(k, R)| + d_2 \int_{A^+(k, \tau)} (|u(x)|^q + |v(x)|^q) \, dx,
\]
for some $C \geq 1$ depending only on $n$, $p$ and $\Lambda$.

We set
\[
\Phi(t) := [w_+]_{W^{s,p}(B_t)}^p + \int_{B_t} w_+(x) \left( \int_{B_{\rho_0}(x)} \frac{w_-(y)^{p-1}}{|x-y|^{n+sp}} \, dy \right) \, dx + \Psi(t),
\]
with
\[
\Psi(t) := \begin{cases} 
0 & \text{if } d_2 = 0, \text{ or } d_2 > 0, n \geq sp \text{ and } 1 \leq q \leq p, \\
\frac{d_2}{1 - s} \|u\|^q_{L^q(A^+(k, t))} & \text{if } d_2 > 0, n \geq sp \text{ and } p < q < p^*_s,
\end{cases}
\]
for any $0 < t \leq R$, and we claim that
\[
\Phi(\rho) \leq C_5 [\Phi(\tau) - \Phi(\rho)] + C_5 \frac{R^{n+sp}}{(\tau - \rho)^{n+sp}} \|w_+\|_{L^1(B_R)} \text{Tail}(w_+; r)^{p-1} 
+ (1 + d_2) \frac{R^{(1-s)p}}{(\tau - \rho)^p} \|w_+\|^p_{L^p(B_R)} + (d_1 + d_2 k^p R^{-n\varepsilon}) |A^+(k, R)|^{1 - \frac{pq}{pn + \varepsilon}},
\]
for some $C_5 \geq 1$ possibly depending on $n$, $p$, $q$, $\Lambda$, and $\varepsilon \in (0, sp/n]$.

Note that, in the case of $d_2 = 0$, claim (7.13) follows immediately from (7.11), with $\varepsilon = sp/n$. To check the validity of (7.13) when $d_2 > 0$, we consider separately the two possibilities $1 \leq q \leq p$ and $p < q < p^*_s$ (with $n \geq sp$ in the latter case).

Suppose that $1 \leq q \leq p$. Assuming $k \geq 1$, for $x \in A^+(k)$ we have
\[
u(x) > k \geq 1 \quad \text{and} \quad v(x) = (1 - \eta(x))w_+(x) + k \geq k \geq 1.
\]
Therefore,
\[
|u(x)|^q + |v(x)|^q \leq |u(x)|^p + |v(x)|^p = |w_+(x) + k|^p = |(1 - \eta(x))w_+(x) + k|^p 
\leq 2^p (w_+(x)^p + k^p).
\]
By taking $R \leq 1$, it follows that
\[
\int_{A^+(k, \tau)} (|u(x)|^q + |v(x)|^q) \, dx \leq 2^p \int_{A^+(k, \tau)} (w_+(x)^p + k^p) \, dx 
\leq 2^p \left[ R^{(1-s)p} \|w_+\|^p_{L^p(B_R)} + k^p R^{-sp} |A^+(k, R)| \right].
\]
Using this with (7.11), we easily deduce (7.13), again with $\varepsilon = sp/n$. 
We now deal with the case of $n \geq sp$ and $p < q < p^*_s$. Let
\begin{equation}
\sigma := \begin{cases} 
\frac{s}{n} & \text{if } n > sp, \\
 \max \left\{ 2s - 1, \frac{(2q - p)n}{2pq} \right\} & \text{if } n = sp,
\end{cases}
\end{equation}
and notice that $n > \sigma p$ and $q < p^*_s$ in both cases $n > sp$ and $n = sp$. Also set
\begin{equation}
\varepsilon_\sigma := 1 - \frac{q}{p^*_s} \in \left( 0, \frac{sp}{n} \right).
\end{equation}
We add to both sides of (7.11) the quantity $d_2 (1 - s)^{-1} \|u\|_{L^q(A^+(k, \rho))}^q$. We obtain
\begin{align}
\Phi(\rho) & \leq \frac{C_1}{1 - s} \left[ (1 - s) \int_{B^{\rho}_2(B^{\rho}_2)} \frac{|w_+(x) - w_+(y)|^p}{|x - y|^{n+sp}} \, dx \, dy \\
& \quad + \frac{R^{n+sp}}{(\tau - \rho)^{n+sp}} \|w_+\|_{L^p(B^\rho)} \left[ \text{Tail}(w_+; r)^{p-1} + \frac{R^{(1-s)p}}{(\tau - \rho)^p} \|w_+\|^p_{L^p(B^\rho)} \right] \\
& \quad + d_1 |A^+(k, R)| + d_2 \int_{A^+(k, \tau)} (|u(x)|^q + |v(x)|^q) \, dx,
\end{align}
with $C_1 \geq 1$ depending on $n, p$ and $\Lambda$. We proceed to estimate the last term of (7.16). By restricting ourselves to $k \geq 0$, on $A^+(k)$ we have
\begin{align}
|u|^q + |v|^q &= |(1 - \eta)u + \eta w_+ + \eta k|^q + |(1 - \eta)u + \eta k|^q \\
& \leq 3^q \left( (1 - \eta)^q |u|^q + (\eta w_+)^q + k^q \right).
\end{align}
On the one hand, it holds
\begin{align}
k^{p^*_s} |A^+(k, R)| & \leq \int_{A^+(k, R)} u(x)^{p^*_s} \, dx \leq \int_{\Omega} |u(x)|^{p^*_s} \, dx,
\end{align}
and thus
\begin{align}
3^q \int_{A^+(k, \tau)} k^q \, dx & = 3^q k^q \left( k^{p^*_s} |A^+(k, R)| \right)^{\frac{q - p}{p^*_s}} |A^+(k, R)|^{1 - \frac{q - p}{p^*_s}} \\
& \leq 3^q \|u\|_{L^{p^*_s}(\Omega)}^{q - p} k^p |B_\rho|^{\frac{q - p}{q}} |A^+(k, R)|^{1 - \frac{q - p}{p^*_s} + \varepsilon_\sigma} \\
& \leq k^p R^{-n \varepsilon_\sigma} |A^+(k, R)|^{1 - \frac{q - p}{p^*_s} + \varepsilon_\sigma},
\end{align}
provided
\begin{align}
R & \leq R_0 \leq \left[ \frac{1}{3^q |B_1|^{\frac{q - p}{q}} \|u\|_{L^{p^*_s}(\Omega)}^{q - p}} \right]^{\frac{1}{1 - \frac{q - p}{p^*_s} + \varepsilon_\sigma}}.
\end{align}
On the other hand, with the help of Hölder’s inequality and Corollary 4.10, we compute
\begin{align}
\int_{A^+(k, \tau)} (\eta(x)w_+(x))^q \, dx & \leq |B_\rho|^{\varepsilon_\sigma} \left[ \int_{B_r} w_+(x)^{p^*_s} \, dx \right]^{\frac{q - p}{p^*_s}} \left[ \int_{B_r} (\eta(x)w_+(x))^{p^*_s} \, dx \right]^{\frac{p^*_s}{p^*_s}} \\
& \leq C_2 \left[ \frac{(1 - \sigma)R^{n \varepsilon_\sigma}}{(n - \sigma p)^{p-1}} \|u\|_{L^{p^*_s}(\Omega)}^{q - p} \right] \left[ \|w_+\|_{W^{p^*_s,p}(B_r)}^{p^*_s} + \frac{|w_+|_{p^*_s}^{p^*_s}}{(\tau - \rho)^{sp}} \right],
\end{align}
with $C_2 \geq 1$ depending only on $n$ and $p$. Notice that $1 - \sigma \leq 2(1 - s)$, by definition of $\sigma$. By taking

$$R \leq R_0 \leq \min \left\{ \frac{1}{2}, \left[ \frac{(n - \sigma p)^{p-1}}{4C_1C_2 d_2 3^q \|u\|_{L^p_w(\Omega)}} \right]^{\frac{1}{n-\sigma}} \right\},$$

in the previous estimate and using Lemma 4.5 (with $\delta = 1$), we get

$$\frac{3^q C_1 d_2}{1 - s} \int_{A^+(k, \tau)} (\eta(x) w_+(x))^q \, dx \leq \frac{1}{2} \left[ \left( w_+ \right)_{W^{s,p}(B_r)}^p + \frac{R_{(1-s)p}}{(\tau - \rho)^p} \| w_+ \|_{L^p(B_R)}^p \right] \leq \frac{1}{2} \left[ \left( w_+ \right)_{W^{s,p}(B_r)}^p + \frac{R_{(1-s)p}}{(\tau - \rho)^p} \| w_+ \|_{L^p(B_R)}^p \right].$$

By this, (7.17), (7.18) and the definition (7.12) of $\Phi$, we see that

$$\frac{C_1 d_2}{1 - s} \int_{A^+(k, \tau)} \left( |u(x)|^q + |v(x)|^q \right) \, dx$$

$$\leq \frac{1}{2} \left[ \left( w_+ \right)_{W^{s,p}(B_r)}^p + \frac{R_{(1-s)p}}{(\tau - \rho)^p} \| w_+ \|_{L^p(B_R)}^p \right]$$

$$+ \frac{C_1 d_2}{1 - s} \left( \int_{B_r \setminus B_{\rho}} |u(x)|^q \, dx + \frac{k^p \rho^{n+\sigma} |A^+(k, R)|^{1 - \frac{n}{n+\sigma}}}{R^{n+\sigma}} \right)$$

$$\leq \frac{1}{2} \Phi(\rho) + C \left[ \Phi(\tau) - \Phi(\rho) + \frac{R_{(1-s)p}}{(\tau - \rho)^p} \| w_+ \|_{L^p(B_R)}^p + \frac{d_2 k^p |A^+(k, R)|^{1 - \frac{n}{n+\sigma}}}{(1 - s) R^{n+\sigma}} \right],$$

for some $C \geq 1$ depending on $n$, $p$, $q$ and $\Lambda$. This and (7.16) yield

$$\Phi(\rho) \leq \frac{1}{2} \Phi(\rho) + C \left[ \Phi(\tau) - \Phi(\rho) + \frac{C}{1 - s} \left[ \frac{R^{n+sp}_{(1-s)p}}{(\tau - \rho)^{n+sp}} \| w_+ \|_{L^1(B_R) \operatorname{Tail}(w_+; r)} \right]^{p-1} \right.$$

$$(1 + d_2) \frac{R_{(1-s)p}}{(\tau - \rho)^p} \| w_+ \|_{L^p(B_R)}^p + (d_1 + d_2 k^p R^{-n-\sigma}) |A^+(k, R)|^{1 - \frac{n}{n+\sigma}} \left. \right],$$

at least if

$$R \leq R_0 \leq |B_1|^{-1},$$

since $\varepsilon_{n+\sigma} \leq sp/n$. After subtracting to both sides the term $\Phi(\rho)/2$, we reach (7.13), with $\varepsilon = \varepsilon_{n+\sigma}$.

By adding the quantity $C_5 \Phi(\rho)$ to both sides of (7.13) and dividing by $1 + C_5$, we get

$$\Phi(\rho) \leq \frac{\gamma}{1 - s} \left[ \frac{R^{n+sp}_{(1-s)p}}{(\tau - \rho)^{n+sp}} \| w_+ \|_{L^1(B_R) \operatorname{Tail}(w_+; r)} \right]^{p-1}$$

$$(1 + d_2) \frac{R_{(1-s)p}}{(\tau - \rho)^p} \| w_+ \|_{L^p(B_R)}^p + (d_1 + d_2 k^p R^{-n-\sigma}) |A^+(k, R)|^{1 - \frac{n}{n+\sigma}} \right],$$

for any $0 < r \leq \rho < \tau \leq R$, with $\gamma = C_5/(1 + C_5) \in (0, 1)$. Inequality (7.2) then follows after an application of Lemma 4.11. \qed

In view of Proposition 7.5 and the three main results of Section 6, the validity of Theorems 7.1-7.3 is easily deduced.
Proofs of Theorems 7.1, 7.2 and 7.3. The local boundedness of \( u \) claimed in Theorem 7.1 is an immediate consequence of Proposition 7.5 and Theorem 6.2 combined.

To check that also Theorem 7.2 is true, we first observe that, since we already know that \( u \) is locally bounded, we may view it as a minimizer of \( \mathcal{E} \) in \( B_{bR}(x_0) \subset \Omega \), with potential \( F \) now fulfilling (2.8) with \( d_1 = \|F(\cdot, u)\|_{L^\infty(\Omega)} \) and \( d_2 = 0 \). Theorem 7.2 then follows by a straightforward application of Proposition 7.5 and Theorem 6.4.

Notice that the quantities \( \alpha \) and \( C \) are both claimed to be independent of \( s \) in the statement of Theorem 7.2, even when \( n = 1 \). Apparently, this is in contradiction with Theorem 6.4. However, going through the proofs of Lemma 6.3 it can be checked that \( \alpha \) and \( C \) can be chosen to be uniform in \( s \), as long as \( s \) is far from 1. This is the case here, since, by assumption, \( s \leq 1/p < 1 \), if \( n = 1 \).

In an analogous way, we deduce Theorem 7.3 from Theorem 6.9. For the case \( n = 1 \), recall the opening remark of Subsection 6.4. \( \square \)

8. Applications to solutions

In the present section, we prove Theorems 2.3, 2.4 and 2.5 in the case of solutions. Similarly to what we did in Section 7, we show that weak solutions of the integral equation (2.10) are in a fractional De Giorgi class, so that their boundedness, Hölder continuity and Harnack property are readily deduced from Theorems 6.2, 6.4 and 6.9, respectively. The detailed statements of these results are reported here below.

Theorem 8.1 (Local boundedness of solutions).
Let \( n \in \mathbb{N} \), \( s \in (0, 1) \) and \( p > 1 \) be such that \( n \geq sp \). Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \). Assume that \( K \) and \( f \) respectively satisfy hypotheses (2.1), (2.2) and (2.11). If \( u \) is a weak solution of (2.10) in \( \Omega \), then \( u \in L^\infty(\Omega) \). In particular, there exist four constants \( C \geq 1 \), \( R_0 \in (0, r_0/2] \), \( \varepsilon \in (0, sp/n] \) and \( \kappa \in \{0, 1\} \) such that, given any \( x_0 \in \Omega \) and \( 0 < R \leq \min\{R_0, \text{dist}(x_0, \partial \Omega)\}/4 \), it holds

\[
\|u\|_{L^\infty(B_{R}(x_0))} \leq CR^{-\frac{\varepsilon}{p} + \frac{\kappa}{p} + 1 - \frac{sp}{n}} R_{0}^{\varepsilon} + 2\kappa. 
\]

Moreover, the constants can be chosen as follows:

- if \( d_2 = 0 \), then
  \[ C = C(n, s, p, \Lambda), \quad R_0 = \frac{r_0}{2}, \quad \varepsilon = \frac{sp}{n} \quad \text{and} \quad \kappa = 0; \]

- if \( d_2 > 0 \) and \( 1 \leq q \leq p \), then
  \[ C = C(n, s, p, \Lambda, d_2), \quad R_0 = \min \left\{1, \frac{r_0}{2} \right\}, \quad \varepsilon = \frac{sp}{n} \quad \text{and} \quad \kappa = 1; \]

- if \( d_2 > 0 \) and \( p < q < p^s \), then
  \[ C = C(n, s, p, q, \Lambda, d_2), \quad R_0 = R_0(n, s, p, q, \Lambda, d_2), \quad \|u\|_{L^q(\Omega), r_0}, \]
  \[ \varepsilon = 1 - \frac{q}{p^s} \quad \text{and} \quad \kappa = 0, \quad \text{for some} \quad \sigma = \sigma(n, s, p, q) \in (0, s). \]

When \( n > sp \) we can even take \( \sigma = s \), while when \( n > p \) both constants \( C \) and \( R_0 \) do not blow up as \( s \to 1^- \).

Theorem 8.2 (Hölder continuity of solutions).
Let \( n \in \mathbb{N} \), \( 0 < s_0 \leq s < 1 \) and \( p > 1 \) be such that \( n \geq sp \). Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \). Assume that \( K \) satisfies hypotheses (2.1), (2.2) and that \( f \) is locally bounded in \( u \in \mathbb{R} \), uniformly w.r.t. \( x \in \Omega \). If \( u \) is a weak solution of (2.10) in \( \Omega \),
then \( u \in C^0_{\text{loc}}(\Omega) \) for some \( \alpha \in (0, 1) \). In particular, there exists a constant \( C \geq 1 \) such that, given any \( x_0 \in \Omega \) and \( 0 < R \leq \min\{r_0/2, \text{dist} (x_0, \partial \Omega)\}/16 \), it holds

\[
[u]_{C^0(B_R(x_0))} \leq \frac{C}{R^n} \left( \|u\|_{L^\infty(B_4R(x_0))} + \text{Tail}(u; x_0, 4R) + R^{\frac{2\alpha}{n}} \|f(\cdot, u)\|_{L^{\infty}(B_{2R}(x_0))}^{1/(p-1)} \right).
\]

The constants \( \alpha \) and \( C \) depend only on \( n \), \( s_0 \), \( p \) and \( \Lambda \).

**Theorem 8.3 (Harnack inequality for solutions).**
Let \( n \in \mathbb{N} \), \( s \in (0, 1) \) and \( p > 1 \). Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \). Assume that \( K \) satisfies hypotheses (2.1), (2.13) and that \( f \) is locally bounded in \( u \in \mathbb{R} \), uniformly w.r.t. \( x \in \Omega \). Let \( u \) be a weak solution of (2.10) in \( \Omega \) such that \( u \geq 0 \) in \( \Omega \). Then, for any \( x_0 \in \Omega \) and \( 0 < R < \text{dist}(x_0, \partial \Omega)/2 \), it holds

\[
\sup_{B_R(x_0)} u \leq C \left( \inf_{B_R(x_0)} u + \text{Tail}(u_-, x_0, R) + R^{\frac{2s}{n}} \|f(\cdot, u)\|_{L^\infty(B_{2R}(x_0))}^{1/(p-1)} \right),
\]

for some \( C \geq 1 \) depending only on \( n \), \( s \), \( p \) and \( \Lambda \). When \( n \notin \{1, p\} \), the constant \( C \) does not blow up as \( s \to 1^- \).

Observe that the statements of Theorems 8.1-8.3 are almost completely identical to those of Theorems 7.1-7.3, in Section 7. The only notable difference resides in the diverse powers to which the quantities involving the potential and the forcing term—including \( d_1 \) in Theorems 7.1 and 8.1—are raised. Of course, this is coherent with the different homogeneity properties of energy \( \mathcal{E} \) and equation (2.10).

The notion of weak solutions of equation (2.10) that we take into account has already been specified in Definition 2.2. We now introduce the concepts of weak sub- and supersolutions.

**Definition 8.4.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set and \( u \in W^{s,p}(\Omega) \). The function \( u \) is said to be a weak subsolution (supersolution) of (2.10) in \( \Omega \) if

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) K(x, y) \, dx \, dy \\
\leq \int_{\mathbb{R}^n} f(x, u(x)) \varphi(x) \, dx,
\]

for any non-negative (non-positive) \( \varphi \in W^{s,p}(\mathbb{R}^n) \) with \( \text{supp}(\varphi) \subset \subset \Omega \).

Of course, a function \( u \) is a solution of (2.10) if and only if it is at the same time a sub- and a supersolution. Moreover, \( u \) is a subsolution (supersolution) of (2.10) if and only if \( -u \) is a supersolution (subsolution) of the same equation, but with right-hand side given by \( f(x, u) := f(x, -u) \). Hence, we can restrict ourselves to, say, subsolutions, as supersolutions may be dealt with in a specular way.

In the next proposition, we show the crucial step in the proof of our regularity results, namely that solutions of (2.10) are contained in a fractional De Giorgi class.

**Proposition 8.5.** Let \( u \) be a weak subsolution of (2.10) in a bounded open set \( \Omega \subset \mathbb{R}^n \). Then, there exist four constants \( R_0 \in (0, r_0/2], k_0 \in [-\infty, 1], H \geq 1 \) and \( \varepsilon \in (0, sp/n] \),
such that
\[
[(u - k)_+]_{W^{s,p}(B_r(x_0))} + \int_{B_r(x_0)} \left[ (u(x) - k) + \int_{B_{2r_0}(x)} \frac{(u(y) - k)^{p-1}}{|x - y|^{n+sp}} dy \right] \\
\leq \frac{H}{1 - s} \left( \left( R^\frac{sp}{n} d_1^\frac{s}{p} + \frac{|k|^p}{R^\sigma} \right) |A^+(k, x_0, R)|^{1-\frac{sp}{p} + \epsilon} \\
+ \frac{R^{(1-s)p}}{(R - r)^p} \|(u - k)_+\|_{L^p(B_r(x_0))}^p \\
+ \frac{R^{n+sp}}{(R - r)^{n+sp}} \|(u - k)_+\|_{L^1(B_r(x_0))} \right) \\
\tag{8.2}
\]
for any \( x_0 \in \Omega, \ 0 < r < R \leq \min\{ R_0, \text{dist}(x_0, \partial \Omega) \} \) and \( k \geq k_0 \). Consequently, \( u \) belongs to the following fractional De Giorgi classes:

- if \( d_2 = 0 \), then
  \[
u \in \text{DG}^{sp}_+ \left( \Omega; d_1^\frac{1}{p}, H, -\infty, \frac{sp}{n}, \frac{sp}{p-1}, \frac{1}{2} \right),
\]
  with \( H = H(n, p, \Lambda) \);

- if \( d_2 > 0 \) and \( 1 < q \leq p \), then
  \[
u \in \text{DG}^{sp}_+ \left( \Omega; d_1^\frac{1}{p}, H, 1, \frac{sp}{n}, \frac{sp}{p-1}, \min \left\{ 1, \frac{1}{2} \right\} \right),
\]
  with \( H = H(n, p, \Lambda, d_2) \);

- if \( d_2 > 0 \), \( n \geq sp \) and \( p < q < p^*_s \), then
  \[
u \in \text{DG}^{sp}_+ \left( \Omega; d_1^\frac{1}{p}, H, 0, 1 - \frac{q}{p^*_s}, \frac{sp}{p-1}, R_0 \right),
\]
  with \( H = H(n, p, q, \Lambda, d_2) \), \( R_0 = R_0(n, s, p, q, \Lambda, d_2, r_0, \|u\|_{L^p(\Omega)}) \) and for some constant \( \sigma = \sigma(n, s, p, q) \in (0, s) \). When \( n > sp \) we can even take \( \sigma = s \), while when \( n > p \) the constant \( R_0 \) does not blow up as \( s \to 1^- \).

An analogous statement holds for weak supersolutions and the classes \( \text{DG}^{sp}_+ \).

**Proof.** The argument is similar to that presented in Proposition 7.5 for minimizers and the computations are simpler. Nevertheless, we report all the details, for the reader’s convenience.

Clearly, we can suppose \( x_0 = 0 \). Take \( r \leq \rho < \tau \leq R \) and let \( \eta \in C_0^\infty(\mathbb{R}^n) \) be a cut-off function satisfying \( 0 \leq \eta \leq 1 \) in \( \mathbb{R}^n \), \( \text{supp}(\eta) = B_{(\tau+\rho)/2}, \eta = 1 \) in \( B_{\rho} \) and \( |\nabla \eta| \leq 4/(\tau - \rho) \) in \( \mathbb{R}^n \). Fix \( k \in \mathbb{R} \) and write \( w_\pm := (u - k)_\pm \). By testing formulation (8.1) with \( \varphi := \eta^p w_+ \) and recalling notation (3.3), we obtain

\[
\int_{B_r} |u(x) - u(y)|^{p-2}(u(x) - u(y))(\varphi(x) - \varphi(y)) \, dy \leq \int_{B_r} f(x, u(x)) \varphi(x) \, dx. \tag{8.3}
\]

We begin to study the term on the left-hand side of (8.3). In particular, we now deal with the contributions to the double integral coming from the set \( B_r \times B_{\tau} \). We
claim that

\begin{align}
\text{(8.4)} & \quad \text{if } x, y \notin A^+(k), \text{ then } |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) = 0, \\
& \quad \text{if } x \in A^+(k, \tau) \text{ and } y \in B_\tau \setminus A^+(k, \tau), \text{ then} \\
\text{(8.5)} & \quad |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) \\
& \quad \geq \min \{2^{p-2}, 1\} \left[ |w_+(x) - w_+(y)|^p + w_-/(y)^{p-1} w_+(x) \right] \eta(x)^p,
\end{align}

if \( x, y \in A^+(k, \tau) \), then

\begin{align}
\text{(8.6)} & \quad |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) \\
& \quad \geq \frac{1}{2} |w_+(x) - w_+(y)|^p \max \{\eta(x), \eta(y)\}^p \\
& \quad - C \max \{w_+(x), w_+(y)\}^p |\eta(x) - \eta(y)|^p,
\end{align}

for some \( C \geq 1 \) depending only on \( p \). Indeed, (8.4) is a consequence of the fact that \( \text{supp}(\varphi) \subset A^+(k) \). Inequality (8.5) is also almost immediate, since, if \( x \in A^+(k, \tau) \) and \( y \in B_\tau \setminus A^+(k, \tau) \),

\[ |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) = \eta(x)^p (w_+(x) + w_-/(y))^{p-1} w_+(x), \]

and the conclusion follows by e.g. Lemma 4.1 (with \( \theta = 0 \)) when \( p \geq 2 \), and Jensen’s inequality when \( p \in (1, 2) \). Finally, to prove (8.6) we assume without loss of generality that \( u(x) \geq u(y) \). As \( x, y \in A^+(k, \tau) \), we have

\[ |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) = (w_+(x) - w_+(y))^{p-1} (\eta(x)^p w_+(x) - \eta(y)^p w_+(y)). \]

Notice that, if \( \eta(x) \geq \eta(y) \), then

\[ |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) \geq (w_+(x) - w_+(y))^p \eta(x)^p, \]

and (8.6) trivially follows. On the other hand, if \( \eta(x) < \eta(y) \), we further compute

\begin{align}
\text{(8.7)} & \quad |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) \\
& \quad = (w_+(x) - w_+(y))^p \eta(y)^p - (w_+(x) - w_+(y))^{p-1} w_+(x) (\eta(y)^p - \eta(x)^p).
\end{align}

Then, we apply Lemma 4.3 with \( a = \eta(y), b = \eta(x) \) and

\[ \varepsilon = \frac{1}{2} \frac{w_+(x) - w_+(y)}{w_+(x)}, \]

to obtain that

\[ (w_+(x) - w_+(y))^{p-1} w_+(x) (\eta(y)^p - \eta(x)^p) \]

\leq \[ \frac{1}{2} (w_+(x) - w_+(y))^p \eta(y)^p + [2(p - 1)]^{p-1} w_+(x)^p (\eta(y) - \eta(x))^p. \]

This and (8.7) lead to (8.6) also when \( \eta(x) < \eta(y) \).
By virtue of (8.4), (8.5), (8.6) and (2.2), we estimate

\[
\begin{align*}
&\int_{B_r} \int_{B_r} |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) \, d\mu \\
\geq & \frac{1-s}{C} \left[ [w_+]_{W^{s,p}(B_r)}^p + \int_{B_r} w_+(x) \left( \int_{B_r} \frac{w_-(y)^{p-1}}{|x-y|^{n+sp}} \, dy \right) \, dx \right] \\
&- C (1-s) \int_{B_r} \int_{B_r} \max\{w_+(x), w_+(y)\}^p \frac{|\eta(x) - \eta(y)|^p}{|x-y|^{n+sp}} \, dxdy,
\end{align*}
\]

for some $C \geq 1$ depending on $p$ and $\Lambda$. Then, recalling the properties of $\eta$, we get

\[
\begin{align*}
&\frac{1-s}{C} \left[ [w_+]_{W^{s,p}(B_r)}^p + \int_{B_r} w_+(x) \left( \int_{B_r} \frac{\eta(x) - \eta(y)}{|x-y|^{n+sp}} \, dy \right) \, dx \right] \\
&\leq 2(1-s) \int_{B_r} \int_{B_r} \max\{w_+(x), w_+(y)\}^p \frac{|\eta(x) - \eta(y)|^p}{|x-y|^{n+sp}} \, dxdy \\
&\leq \frac{4^{1+p}(1-s)}{(\tau - \rho)^p} \int_{B_r} w_+(x)^p \left( \int_{B_r} \frac{dy}{|x-y|^{n-(1-s)p}} \right) \, dx \\
&\leq C \frac{R^{(1-s)p}}{(\tau - \rho)^p} \|w_+\|_{L^p(B_R)}^p,
\end{align*}
\]

with $C$ now depending also on $n$. By this, inequality (8.8) becomes

\[
\begin{align*}
&\int_{B_r} \int_{B_r} |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) \, d\mu \\
\geq & \frac{1-s}{C} \left[ [w_+]_{W^{s,p}(B_r)}^p + \int_{B_r} w_+(x) \left( \int_{B_r} \frac{w_-(y)^{p-1}}{|x-y|^{n+sp}} \, dy \right) \, dx \right] \\
&- \frac{R^{(1-s)p}}{(\tau - \rho)^p} \|w_+\|_{L^p(B_R)}^p.
\end{align*}
\]

We now turn our attention to the term integrated over $\mathcal{E}_{B_r} \setminus B_r^2$ on the left-hand side of (8.3). By (2.1), (2.2) and the properties of $\eta$, we have

\[
\begin{align*}
&\int_{\mathcal{E}_{B_r} \setminus B_r^2} |u(x) - u(y)|^{p-2} (u(x) - u(y)) (\varphi(x) - \varphi(y)) \, d\mu \\
&\geq \frac{2(1-s)}{\Lambda} \int_{A^+(k,\rho)} w_+(x) \left[ \int_{B_{\rho_0}(x) \setminus \{u(x) \geq u(y)\}} \frac{(u(x) - u(y))^{p-1}}{|x-y|^{n+sp}} \, dy \right] \, dx \\
&- 2(1-s)\Lambda \int_{A^+(k,\frac{\rho}{2^k})} w_+(x) \left[ \int_{\{u(y) > u(x)\} \setminus B_r} \frac{(u(y) - u(x))^{p-1}}{|x-y|^{n+sp}} \, dy \right] \, dx.
\end{align*}
\]
Now, on the one hand
\[
\int_{A^+(k, \rho)} w_+(x) \left[ \int_{(B_{\rho_0}(x) \cap \{u(x) > u(y)\}) \setminus B_{\rho}} \frac{(u(x) - u(y))^{p-1}}{|x - y|^{n+sp}} dy \right] dx
\]
\[
\geq \int_{B_{\rho}} w_+(x) \left[ \int_{(B_{\rho_0}(x) \cap A^-(k)) \setminus B_{\rho}} \frac{(w_+(x) + w_-(y))^{p-1}}{|x - y|^{n+sp}} dy \right] dx
\]
\[
\geq \int_{B_{\rho}} w_+(x) \left( \int_{B_{\rho_0}(x) \setminus B_{\rho}} \frac{w_- (y)^{p-1}}{|x - y|^{n+sp}} dy \right) dx.
\]
(8.11)

On the other hand, for \( x \in B_{(\tau + \rho)/2} \) and \( y \in \mathbb{R}^n \setminus B_{\rho} \), it holds
\[
|x - y| \geq |y| - |x| \geq |y| - \frac{\tau + \rho}{2\tau} |y| = \frac{\tau - \rho}{2\tau} |y| \geq \frac{\tau - \rho}{2R} |y|,
\]
and therefore, recalling definition (3.1),
\[
\int_{A^+(k, \frac{\tau + \rho}{2})} w_+(x) \left[ \int_{\{u(y) > u(x)\} \setminus B_r} \frac{(u(y) - u(x))^{p-1}}{|x - y|^{n+sp}} dy \right] dx
\]
\[
\leq \left( \frac{2R}{\tau - \rho} \right)^{n+sp} \int_{B_{\frac{\tau + \rho}{2}}} w_+(x) \left[ \int_{\mathbb{R}^n \setminus B_{\rho}} \frac{w_+(y)^{p-1}}{|y|^{n+sp}} dy \right] dx
\]
\[
\leq \frac{C}{1 - s} \frac{R^{n+sp}}{\left( \tau - \rho \right)^{n+sp}} \|w_+\|_{L^1(B_r)} \mathrm{Tail}(w_+; r)^{p-1}.
\]

By this, (8.10) and (8.11), it follows that
\[
\int_{\mathbb{R}^n \setminus B_{\rho}} \frac{|u(x) - u(y)|^{p-2}}{|x - y|^{n+sp}} \left( u(x) - u(y) \right) (\varphi(x) - \varphi(y)) \, dy \mu
\]
\[
\geq \frac{1 - s}{C} \int_{B_{\rho}} \left( \int_{B_{\rho_0}(x) \setminus B_{\rho}} \frac{w_-(y)^{p-1}}{|x - y|^{n+sp}} dy \right) dx
\]
\[
- \frac{C}{1 - s} \frac{R^{n+sp}}{\left( \tau - \rho \right)^{n+sp}} \|w_+\|_{L^1(B_r)} \mathrm{Tail}(w_+; r)^{p-1}.
\]
(8.12)

By putting together (8.3), (8.9) and (8.12), we find that
\[
[w_+]_{W^{s,p}(B_{\rho})} + \int_{B_{\rho}} w_+(x) \left( \int_{B_{\rho_0}(x) \setminus B_{\rho}} \frac{w_-(y)^{p-1}}{|x - y|^{n+sp}} dy \right) dx
\]
\[
\leq \frac{C}{1 - s} \left[ \frac{R^{(1-s)p}}{\left( \tau - \rho \right)^p} \|w_+\|_{L^p(B_{\rho})}^{p} + \frac{R^{n+sp}}{\left( \tau - \rho \right)^{n+sp}} \|w_+\|_{L^1(B_{\rho})} \mathrm{Tail}(w_+; r)^{p-1} \right]
\]
\[
+ \frac{C}{1 - s} \int_{\mathbb{R}^n} f(x, u(x)) \varphi(x) \, dx.
\]
(8.13)

To finish the proof, we now only need to control the term appearing on the third line of (8.13). By (2.11) and the properties of \( \eta \), we have
\[
\int_{\mathbb{R}^n} f(x, u(x)) \varphi(x) \, dx \leq \int_{A^+(k, \frac{\tau + \rho}{2})} \left( d_1 + d_2 |u(x)|^{q-1} \right) \eta(x)^p w_+(x) \, dx.
\]
(8.14)
To estimate the term involving \(d_1\), we simply apply weighted Young’s inequality to get

\[
\int_{A^+(k, \frac{\tau}{1 + \frac{R}{n}})} d_1 \eta(x)^p w_+(x) \, dx \leq C \left( (\delta d_1)^{\frac{p}{p-1}} |A^+(k, R)| + \left\| w_+ \right\|_{L^p(B_R)}^p \right),
\]
for any \(\delta > 0\). By choosing \(\delta := (\tau - \rho)R^{s-1} \leq R^s\), this yields in turn

\[
\int_{A^+(k, \frac{\tau}{1 + \frac{R}{n}})} d_1 \eta(x)^p w_+(x) \, dx \leq C \left( \frac{R^{(1-s)p}}{(\tau - \rho)p} \left\| w_+ \right\|_{L^p(B_R)}^p + \frac{R^{(1-s)p}}{(\tau - \rho)p} \left\| A^+(k, R) \right\| \right).
\]

Note that, when \(d_2 = 0\) we are already led to (8.2), with \(\varepsilon = sp/n\). On the other hand, when \(d_2 > 0\) the proof of (8.2) is more involved. We consider separately the two possibilities \(1 < q \leq p\) and \(p < q < p^*_s\).

Suppose that \(1 < q \leq p\). In this case, we take \(k \geq 1\). For \(x \in A^+(k)\) we have that \(u(x) > k \geq 1\), and thus

\[
|u(x)|^{q-1} \leq |u(x)|^{p-1} = |w_+(x) + k|^{p-1} \leq \max \left\{ 1, 2^{p-2} \right\} \left( w_+(x)^{p-1} + k^{p-1} \right).
\]

Accordingly, by Young’s inequality

\[
\int_{A^+(k, \frac{\tau}{1 + \frac{R}{n}})} d_2 |u(x)|^{q-1} \eta(x)^p w_+(x) \, dx \leq C \int_{A^+(k, \frac{\tau}{1 + \frac{R}{n}})} \left( w_+(x)^p + k^{p-1}w_+(x) \right) d x
\]

\[
\leq C \left( \left\| w_+ \right\|_{L^p(B_R)}^p + k^p \left\| A^+(k, R) \right\| \right)
\]

\[
\leq C \left[ \frac{R^{(1-s)p}}{(\tau - \rho)p} \left\| w_+ \right\|_{L^p(B_R)}^p + \frac{k^p}{R^p} \left\| A^+(k, R) \right\| \right],
\]

provided \(R \leq 1\) and with \(C\) depending also on \(d_2\). This and estimates (8.13), (8.14) yield (8.2) when \(1 < q \leq p\), again with \(\varepsilon = sp/n\).

Finally, we deal with the second case, when \(p < q < p^*_s\), with \(n \geq sp\). By adding the quantity \(d_2(1 - s)^{-1} \left\| u \right\|_{L^q(A^+(k, \rho))}^q\) to both sides of (8.13) and recalling (8.14), (8.15), we get

\[
\left\| w_+ \right\|_{W^{s,p}(B_\rho)}^p \leq \frac{d_2}{1 - s} \left\| u \right\|_{L^q(A^+(k, \rho))}^q + \int_{B_\rho} w_+(x) \left( \int_{B_\rho(x)} \frac{w_-(y)^{p-1}}{|x - y|^{n+sp}} \, dy \right) \, dx
\]

\[
\leq C_1 \frac{R^{(1-s)p}}{(\tau - \rho)p} \left\| w_+ \right\|_{L^p(B_R)}^p + \frac{R^{n+sp}}{R^p} \left\| w_+ \right\|_{L^1(B_R)} \left\| \text{Tail}(w_+; r)^{p-1} \right\| + d_2 \int_{A^+(k, \frac{\tau}{1 + \frac{R}{n}})} |u(x)|^{q-1} \left( |u(x)| + \eta(x)w_+(x) \right) \, dx,
\]

for some \(C_1 \geq 1\) depending only on \(n, p\) and \(\Lambda\). Then, we observe that, if \(k > 0\),

\[
|u(x)|^q = |(1 - \eta(x))u(x) + \eta(x)w_+(x) + \eta(x)k|^q
\]

\[
\leq 3^{q-1} \left( (1 - \eta(x))^q |u(x)|^q + (\eta(x)w_+(x))^q + k^q \right),
\]
for any $x \in A^+(k)$. Hence, using once again Young's inequality,
\[
d_2 \int_{A^+(k, \frac{R}{2})} |u(x)|^{q-1} \left( |u(x)| + \eta(x)w_+(x) \right) dx \\
\leq 2d_2 \int_{A^+(k, \frac{R}{2})} \left[ |u(x)|^q + (\eta(x)w_+(x))^q \right] dx \\
\leq 4^q d_2 \int_{A^+(k, R)} \left( (1 - \eta(x))^q |u(x)|^q + (\eta(x)w_+(x))^q + k^q \right) dx.
\]

Consider now the two quantities $\sigma \in (0, s]$ and $\varepsilon_\sigma \in (0, sp/n]$ defined in (7.14) and (7.15), respectively. By arguing as in the last part of the proof of Proposition 7.5, we deduce from the estimate above that
\[
\frac{C_1 d_2}{1 - s} \int_{A^+(k, \frac{R}{2})} |u(x)|^{q-1} \left( |u(x)| + \eta(x)w_+(x) \right) dx \\
\leq \frac{1}{2} [w_+]_{W^{s,p}(B_r)}^p + \frac{C d_2}{1 - s} \|u\|_{L^q(B_r) \setminus B_\rho}^q \\
+ C \frac{R^{(1-s)p}}{(\tau - \rho)p} \|w_+\|_{L^p(B_R)}^p + d_2 k^p R^{-ne_\sigma} |A^+(k, R)|^{1 - \frac{sp}{n} + \varepsilon_\sigma},
\]
where $C$ may now depend on $q$ as well, and provided $R$ is smaller than a quantity $R_0$ depending only on $n$, $s$, $p$, $q$, $\Lambda$, $d_2$, $\|u\|_{L^p}$ Combining this with (8.16) and rearranging appropriately the summands, we find that
\[
\Phi(\rho) \leq C_7 \left[ \Phi(\tau) - \Phi(\rho) \right] + \frac{C_5}{1 - s} \left[ \left( d_1^{-p+1} + d_2 k^p R^{-ne_\sigma} \right) |A^+(k, R)|^{1 - \frac{sp}{n} + \varepsilon_\sigma} \\
+ \frac{R^{(1-s)p}}{(\tau - \rho)p} \|w_+\|_{L^p(B_R)}^p + \frac{R^{n+sp}}{(\tau - \rho)^{n+sp}} \|w_+\|_{L^1(B_R) \setminus B_{\rho}} \|w_+\|_{L^1(B_R) \setminus B_{\rho}} \right],
\]
for some $C_5 \geq 1$ depending on $n$, $p$, $q$, $\Lambda$, and with
\[
\Phi(t) := [w_+]_{W^{s,p}(B_t)}^p + \frac{d_2}{1 - s} \|u\|_{L^q(B_t)}^q + \int_{B_t} w_+(x) \left( \int_{B_{\rho_0}(x)} \frac{w_-(y)^{p-1}}{|x - y|^{n+sp}} dy \right) dx,
\]
for any $0 < t \leq R$. Estimate (8.2) (with $\varepsilon = \varepsilon_\sigma$) now follows by adding the quantity $C_5 \Phi(\rho)$ to both sides of (8.17), dividing by $1 + C_5$ and applying Lemma 4.11. □

With the aid of Proposition 8.5 and Theorems 6.2, 6.4, the boundedness and Hölder continuity of the solutions of (2.10) are readily established. Furthermore, the Harnack inequality for non-negative solutions follows by Theorem 6.9. Thus, Theorems 8.1-8.3 are proved. For more details, see the proofs of the analogous Theorems 7.1-7.3 for minimizers, at the end of Section 7.
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