Features of the construction of photonic integrated circuits for communication systems
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Abstract. The article discusses the main methods of signal processing in a coherent optical transport network based on a photonic integrated circuit to increase the speed and the onset of the terabit era in optical transport networks, cloud and high-performance computing systems. The properties and operational characteristics of the main material platforms of photonic integrated circuits and their future technological units are considered.

1. Introduction
In modern human life, communication systems play an important role [1-10]. The volume of information and the requirements for its transfer are increasing every year [5-7, 11-18]. For different areas of human activity, different areas of communication are developing [3, 4, 6-8, 17-24]. A special place among communication systems is occupied by fiber-optic communication lines, which have found application in almost all areas of information transmission [16, 18, 22, 24-35]. Optical transport network at development of technology is stimulated by new services, such as cloud connection services of data centers, high-bandwidth video services and mobile 5G network services will drive future optical communications industry development and architecture transformation [5, 6, 13, 34, 36-40]. Service providers have driven higher speed Ethernet solutions for decades. Router connections, client side optics for optical transport networks (OTN) equipment, and wireless backhaul have continually pushed Ethernet to higher rates and distances to meet the demands for wireless connectivity [36-41]. And with global demand by consumers for video, this shows no signs of changing.

The main task of the network is to deliver traffic from one subscriber to another [34-41]. And do it as quickly as possible, both in terms of bandwidth and latency. Accordingly, the main task of the node is to transfer the incoming packet to the correct output interface as quickly as possible, having time to change its headers and apply policies. Therefore, there are pre-populated packet transmission tables - switching tables, routing tables, label tables, and neighborhood tables [36, 38, 40, 41].

The electrical or optical signal, getting to the device through the input physical port, is restored to the bit stream, separate Ethernet frames are isolated from it, then based on the headers (Ethernet, IP, MPLS), a decision is made about which output port this packet should be sent to and with which set of
headers. On its way from the input port to the output port, the packet still passes through the Traffic Manager module, where the following things can happen to it: buffering, policing, shaping, priority processing.

2. Optical Communication Systems

In connection with the increase in video traffic on the Internet and with an increase on the transmission speed over fiber-optic data transmission systems up to 100 Gbps, and in the future up to 400 Gbps per channel, there is a problem of packet processing on switches and routers of the aggregation and core levels telecom operators, since the speed there is limited by electronic components, where the maximum frequency is 50 GHz. Photonic integrated circuits can meet this growing demand. Super channels allow you to increase the DWDM bandwidth in terabits in one cycle without any loss in terms of spectral efficiency and with the same optical range as the current generation of coherent transponders.

All major optical functions on all 10 100G line cards are bundled into one PIC pair - one for transmit and one for receive. All 10 carriers can now be brought into service in a single duty cycle, consuming much less power than 10 discrete transponders, and the result is significantly improved service reliability. PICs bring the same engineering usability to super channels that electronic integration brings to multi-core processors or graphics engines.

Within reasonable limits, the more carriers there are in the superchannel, the simpler the electronics and the better the optical performance. PICs remove the complexity limitation of optical components and allow you to choose the right engineering balance. As PIC technology advances, new circuits will emerge that will either allow new applications to reliably combine different technologies or continue to scale the component density for photonic VLSI systems.

![Examples of the platform on PIC](image)

**Figure 1.** Examples of the platform on PIC are implemented. (a) Configurable discrete laser with nanosecond switching speed based on AWG; (b) Multi-stage SOA switching circuit with a speed of 320 GB/s; (c) multifunctional delay interferometer; (d) 4×4 cross-selective coupling of space and wavelength; (e) 16×16 photon switch for broadband photon packet routing; (f) wide frequency comb laser.

3. Photonic Integrated Circuit

The most productive commercial chip today produces 25.6 Tb/s. This is a major engineering challenge for developers. And there is no reason to believe that hyperscalers and examscalers will moderate their appetites and decide to stop there. The speed will increase. The PHY chip is on the transceivers, and the SerDes chip is on the network chip chip. The signal between them goes through an electrically
conductive medium - along a metal track. As the speeds increase, so does the design complexity and the electricity consumed. Sooner or later (rather, sooner) we'll hit something. In the case of silicon photonics, the PHY chip is transferred inside the switching chip itself. Photonic ports are “embedded” in the crystal, allowing communication between chips at the speed of light through the optical medium.

The idea is not new, and only waiting for its time, namely, when the technology will reach the desired level of maturity. The problem was that the materials and processes used to make the photonic chips were fundamentally incompatible with the silicon chip manufacturing process - CMOS. Possible alternative solutions: installing a separate chip on the board that converts the electrical signal into an optical one, or installing it inside the network chip, but not on the crystal itself (still requires converting the medium). But this technological dam is washed away by persistent developments in this direction, and in the near future, microelectronics is waiting for big changes.

Figure 2. Silicon photonics chip-on-chip layout options.

Figure 3 (a) shows a number of components that we can manufacture using passive waveguides. MMI connectors and AWG demultiplexers are the most important of them. Deeply embedded waveguides allow you to create MMIRE reflectors and compact ring filters. The polarization converter is building block that can be created using a passive waveguide. It is possible to make polarization splitters and unifiers by placing a polarization converter in a Mach-Zehnder interferometer (MZI), placing it half in a polarization-dependent component, its response is independent of polarization. A wide range of functionality is offered by SOA on combination of passive devices. As shown in Figure 3 (b): Fabry-Perot lasers (FP), multiwave lasers, ring lasers and tunable lasers. It is possible to create picosecond pulsed lasers using a short SOA section with a reverse offset as a protected absorber. Figure 3 (c) shows the functionality will be implemented by a block of phase modules with passive devices: amplitude modulators, spatial switches, switches with wavelength selection, such as WDM cross-connections and multiplexers with addition and reset. It is also possible to create ultrafast switches using the nonlinear properties of SOA integrated into MZI.

4. Conclusion
The paper discusses the main ways to help the onset of the terabit era in optical transport networks, in the clouds, as well as in high-performance computing systems. New signal processing technologies using photonic integrated circuits in coherent optical networks are considered. Three main platforms of photonic integrated circuits, their technological components, properties and performance characteristics are considered.
Figure 3. Examples of implementing devices using (a) passive waveguide devices (b) passive waveguide devices in combination with optical amplifiers (c) passive waveguide devices in combination with phase modulators.
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