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Abstract

Given a connected graph on whose edges we can build roads to connect the nodes, a number of agents hold possibly different perspectives on which edges should be selected by assigning different edge weights. Our task is to build a minimum number of roads so that every agent has a spanning tree in the built subgraph whose weight is the same as a minimum spanning tree in the original graph. We first show that this problem is NP-hard and does not admit better than \((\log k)\)-approximation polynomial-time algorithms unless \(P = \text{NP}\), where \(k\) is the number of agents. We then give a simple voting algorithm with an optimal approximation ratio. Moreover, our algorithm only needs to access the agents’ rankings on the edges. Finally, we extend our results to submodular objective functions and Matroid rank constraints.

Introduction

Minimum spanning tree (MST) is one of the most fundamental problems in graph theory, whose objective is to find a subgraph in a given graph to span all the nodes with minimum total weight. It finds wide applications in computer science, among which a typical scenario is network construction, such as fiber optic network design (Bachhiesl et al. 2002), highway system design (Ahuja, Magnanti, and Orlin 1993), FIR filter implementation (Ohlsson, Gustafsson, and Wanhammar 2004), and so on. The problem becomes trickier when the system interacts with multiple heterogeneous entities who hold possibly different perspectives on measuring the weights of the edges in the graph. For example, when a government is planning the traffic in a city, many bureaus, such as water resources, communications, construction, finance, and information industry, are involved, but they may have different concerns and thus hold different opinions on which roads should be built. Since there may not exist one MST that satisfies all bureaus, we focus on the minimum cost maximum social welfare problem by building the minimum number of roads so that all bureaus are satisfied. Formally, we are interested in the following optimization problem: Given a graph where different agents may have different weight functions on the edges, how can we select a minimum number of edges so that the induced subgraph contains at least one MST of the original graph for every agent.

Our problem is closely related to the multiple objective minimum spanning tree (MOST) problem, whose goal is to select a spanning tree \(T\) in the graph to minimize \((g_1(T), \ldots, g_k(T))\), where each \(g_i(\cdot)\) represents a different weight function. Various multi-dimensional optimality concepts have been investigated in the literature (Hassin and Levin 2004; Hong, Chung, and Park 2004; Majumder et al. 2022; Ruzika and Hamacher 2009), among which two of the most popular ones are min-sum (Correia, Paquete, and Figueira 2021; Fernandes et al. 2019) and min-max (Darmann, Klamler, and Pferschy 2009; Escoffier, Gourvès, and Monnot 2013), i.e., finding a spanning tree \(T\) to minimize \(\sum_{i \in [k]} g_i(T)\) or \(\max_{i \in [k]} g_i(T)\). Although computing a minimum spanning tree in the single-objective setting is polynomial-time solvable, it appears to be NP-hard for both multi-dimensional optimality concepts. Similar problems are also studied in computation social choice, where the objective is to find one spanning tree such that the satisfaction of the least satisfied agent gets maximized under different “satisfaction” notions (Darmann 2016; Darmann, Klamler, and Pferschy 2009; Escoffier, Gourvès, and Monnot 2013; Gourvès, Monnot, and Tlilane 2015). The key difference between the existing research and our work is that we are not targeting a spanning tree; instead, we are allowed to select a spanning subgraph and aim to please all agents with a minimum number of edges.

Regardless of which multi-dimensional optimality concept is adopted, targeting a spanning tree may lead to extremely bad situations for some agents. We show an example in Fig. 1, where \(\infty\) denotes a large constant. There are two agents. The unique MST of agent 1 and agent 2 is \(\{(a, b), (a, c), (c, d)\}\) and \(\{(a, b), (a, d), (c, d)\}\), respectively. If we restrict any feasible solution to be a spanning tree, no matter which spanning tree we select, there will always be half of the agents that dislike it very much. For example, the selected spanning tree is \(T = \{(a, b), (a, d), (c, d)\}\) in the figure. Then agent 1 is de-
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pressed as her valuation of the selected spanning tree is \( \infty \), much larger than her original MST’s value 0. But if we are allowed to add one more edge to the solution, all agents will be satisfied because each of them can find her original MST from the given subgraph \( H = \{ (a, b), (a, c), (a, d), (c, d) \} \).

In the urban traffic planning example, and more practical applications, building a spanning tree is more economical than building a spanning subgraph with more edges. However, it may make some agents unsatisfied and thus, lead to poor social welfare. On top of maximizing social welfare, we want to find an economical way to please all agents, which motivates our model.

1.1 Our Contributions

We study the multiagent MST cover problem (MMCP), where the goal is to select a minimum subgraph that covers a minimum spanning tree of the original graph for every agent. In a nutshell, our main results can be summarized as follows.

**Main Results.** We show that the multiagent MST cover problem is as hard as set cover and design an optimal logarithmic approximation algorithm, which also works when the algorithm only accesses the ordinal information of agent preferences. Further, the proposed algorithm can be extended to submodular objective functions and Matroid rank constraints.

In a bit more details, we first show that the optimization problem is NP-hard via a reduction from the set cover problem, and does not admit better than \((1 - o(1)) \ln k\)-approximate polynomial-time algorithms unless \( P = NP \), where \( k \) is the number of agents. Interestingly, a special case of the decision problem—deciding whether there is a spanning tree that is minimum for all agents, can be solved in polynomial time.

We then design a polynomial-time algorithm that achieves the optimal approximation ratio. Intuitively, in each round of our algorithm, we ask the agents which edge should be added to the solution and each agent votes for the ones that make the solution “closer” to one of her minimum spanning trees. The algorithm adds the edge that receives the most votes and stops when all agents find a minimum spanning tree in the solution. Technically, we define a progress function to evaluate how close our partial solution is to satisfying all agents, and then show that our algorithm is equivalent to adding edges to maximize the marginal progress. By proving that the progress function is submodular, we obtain the logarithmic approximation.

Our algorithm is robust in two senses. First, it does not need to access the cardinal edge-weights of the agents; as long as we have the ordinal rankings from the agents, the approximation ratio is guaranteed. This makes our algorithm practically useful as it may be hard for the government to gather all the accurate numerical values from the agents. Second, our algorithm can be extended to more complicated scenarios. For example, due to the heterogeneity of the edges (e.g., lengths and geologic structures) the construction cost of different edges can be different for the government. Thus instead of selecting the minimum number of edges, the government wants to minimize the total construction cost of the selected edges. We show that our algorithmic idea still works in the case that the construction cost function (over edges) is monotone and submodular. In addition to the generalized objective, we also extend the minimum spanning tree constraints to maximum Matroids rank, where our results also apply. Due to space limit, the results of the generalized models are omitted in this version and can be found in the full version (Li et al. 2022).

1.2 Other Related Works

**Multi-objective Spanning Tree.** Finding a minimum spanning tree is a fundamental problem in multi-objective optimization (Ehrgott 2005). See (Ruzika and Hamacher 2009) for a survey. Typically, we are given a connected undirected graph \( G(V,E) \). Each edge \( e \in E \) has a positive weight vector \( \mathbf{w}(e) = (w_1(e), \ldots, w_k(e)) \). For every spanning tree \( T \), we have a weight vector \( \mathbf{w}(T) = (w_i(T))_{i \in [k]} \) with \( w_i(T) = \sum_{e \in E} w_i(e) \). The goal is to compute a spanning tree \( T \) such that \( T \) is Pareto optimal. This problem has been shown to be NP-hard even if the weight vector only has two coordinates (Hamacher and Ruhe 1994) in which the problem is called the bi-objective spanning tree minimization problem. The literature mainly looks into the approximation algorithms and exact exponential time algorithms. Bi-objective spanning tree minimization has also been studied extensively (Amorosi and Puerto 2022; de Sousa, Santos, and Aloise 2015). For approximation algorithms, a fully polynomial-time approximation scheme (FPTAS) is proposed by (Papadimitriou and Yannakakis 2000). For exact algorithms, most existing algorithms are widely used evolutionary methods in multi-objective optimization (Lai and Xia 2019; Prakash, Patvardhan, and Srivastav 2020).

**Fair Allocation with Public Goods.** Another related model of our problem is fair allocation with public goods. In the model, we aim to select a subset of given public goods such that the agents’ fairness objective is optimized. Conitzer, Freeman, and Shah (2017) first introduce this model. They aim to select goods to satisfy the fairness notion of propositional share. Then Fain, Munagala, and
is consistent with the edges as long as they are equally, agent $i \in I$ belongs to the same classes. Accordingly, for any two edges $i \preceq a, b \in E$ from the view of agent $i$, $a \preceq b$ while $\delta = a \preceq b$.

Denote by $m_i = \{a \preceq b \mid a, b \in E_i\}$ the set of edges sorted by $\preceq$ (break ties arbitrarily).

while $i \leq m$ do
4: if there is no cycle in $T \cup \{e_i\}$ then
5: $T \leftarrow T \cup \{e_i\}$.
6: $i \leftarrow i + 1$.
7: end if
8: end while
9: return $T$.

Algorithm 1: Kruskal’s Algorithm

Input: A connected undirected graph $G(V, E)$; a preference $\succeq$ over $E$.
Output: An MST $T$ of $G$ under $\succeq$.
1: $T \leftarrow \emptyset$; $i \leftarrow 1$.
2: Let $(e_1, e_2, \ldots, e_m)$ be the list of edges sorted by $\succeq$.
3: while $i \leq m$ do
4: if there is no cycle in $T \cup \{e_i\}$ then
5: $T \leftarrow T \cup \{e_i\}$.
6: $i \leftarrow i + 1$.
7: end if
8: end while
9: return $T$.

Given any graph $G(V, E)$ and a set of edges $S \subseteq E$, let $G[S] := (V, S)$ be the subgraph of $G$ induced by $S$. Under the weight function $w$, a minimum spanning tree (MST) of $G$ is an induced subgraph $G[S]$ that is connected, and $w(S) := \sum_{e \in S} w(e)$ is minimized. When the context is clear, we also use $S$ to denote the induced subgraph $G[S]$.

Let $MST(G, w)$ and $MST(G, \succeq)$ be the set of all MSTs of $G$ under weight function $w$ and preference profile $\preceq$, respectively, where a spanning tree $T$ is minimum under $\succeq$ if $T$ is an MST under any weight functions that are consistent with $\succeq$. The following lemma captures the equivalence between $MST(G, \succeq)$ and $MST(G, w)$.

Lemma 1. For any preference profile $\succeq$ and weight function $w$ consistent with it, $MST(G, w) = MST(G, \succeq)$.

The proof of Lemma 1 is omitted and can be found in the full version (Li et al. 2022). For simplicity, denote $MST(G, \succeq_i)$ by $MST_i$ for each agent $i \in K$. For a positive integer $x$, we use $[x]$ to denote $\{1, 2, \ldots, x\}$. Based on Lemma 1, checking whether a spanning tree is an MST under some preference $\preceq$ can be done in polynomial time.

A feasible solution of the multiagent MST cover problem (MMCP) is a set of edges $H$ such that for any agent $i$, there exists $T \subseteq H$ which is an MST for agent $i$. Namely, any agent has at least one MST that is covered by $H$. Call such an edge set an MST cover of all agents. Our goal is to find an MST cover for all agents with the minimum size. Note that in the full version (Li et al. 2022), we also consider the weighted version of MMCP, in which we have a cost function $c : 2^E \rightarrow \mathbb{R}_{\geq 0}$ on the edges, and the objective is to find an MST cover $H$ of all agents with minimum cost $c(H)$.

By Lemma 1, given any connected undirected graph $G(V, E)$ with a preference $\succeq$ over $E$, it is well-known that Kruskal’s algorithm (Kruskal 1956) computes an MST of $G$. For completeness, we restate the algorithm in Algorithm 1. Let $Kruskal(G, \succeq)$ be the returned MST by Kruskal’s algorithm given graph $G$ and preference $\succeq$.
Theorem 1. MMCP with binary weights is NP-hard.

Proof. The NP hardness is proved by a reduction from Set Cover (SC) to MMCP in which \( w_i(e) \in \{0, 1\} \) for any \( i \in K \) and \( e \in E \). We refer to this special case as MMCP with binary weights.

In this section, we show that MMCP is NP-hard even if (i) all weight functions \( w_1, \ldots, w_k \) are given; (ii) all weight functions are binary, i.e., for any \( i \in K \) and \( e \in E \), \( w_i(e) \in \{0, 1\} \). We consider such a special case of MMCP as MMCP with binary weights.

Theorem 3. MMCP with binary weights is NP-hard.

Proof. The NP hardness is proved by a reduction from Set Cover (SC) to MMCP in which \( w_i(e) \in \{0, 1\} \) for any \( i \in K \) and \( e \in E \). We refer to this special case as MMCP with binary weights.

In this section, we show that MMCP is NP-hard even if (i) all weight functions \( w_1, \ldots, w_k \) are given; (ii) all weight functions are binary, i.e., for any \( i \in K \) and \( e \in E \), \( w_i(e) \in \{0, 1\} \). We consider such a special case of MMCP as MMCP with binary weights.

Theorem 3. MMCP with binary weights is NP-hard.

Proof. The NP hardness is proved by a reduction from Set Cover (SC) to MMCP in which \( w_i(e) \in \{0, 1\} \) for any \( i \in K \) and \( e \in E \). We refer to this special case as MMCP with binary weights.
function $w$. Let $w_i(T)$ be the total weight of $T$ for agent $i \in K$. According to the statement of Algorithm 2, $T$ is an MST under the preference $\preceq'$. Thus, among all spanning trees of the graph, $T$ has the minimum weight vector $(w_1(T), \ldots, w_k(T))$ (lexicographical order). So if there exists a perfect MST cover $T'$, we have

$$(w_1(T'), \ldots, w_k(T')) \geq (w_1(T), \ldots, w_k(T)).$$

On the other hand, due to the definition of a perfect MST cover, for any $i \in K$, we have

$$w_i(T) \geq w_i(T').$$

Thus, for all $i \in K$, we have $w_i(T) = w_i(T')$, implying that $T$ is a perfect MST cover.

**Remark 1.** It deserves to note that there are other ways to compute a perfect MST cover besides implementing Algorithm 2. For example, we can arbitrarily assign each agent a weight function $w_i(\cdot)$ that is consistent with her preferences, and then sum up all agents' weights $\bar{w}(\cdot) = \sum_i w_i(\cdot)$. We can compute an MST on $\bar{w}(\cdot)$ (denoted by $\bar{T}$), and prove that there is a common MST if and only if $T \in \text{MST}_i$ for any agent $i$.

### 5 Multi-Round Plural Voting Algorithm

This section gives an $\mathcal{O}(\log k)$-approximation algorithm (Algorithm 3) and shows the following main result (Theorem 4). Note that the approximation ratio is asymptotically optimal by the hardness result we have shown in Section 3.

**Theorem 4.** For every instance of MMCP, Algorithm 3 computes an $\mathcal{O}(\log k)$-approximation solution in polynomial time, where $k$ is the number of agents.

**Algorithmic Framework.** Our algorithm runs in rounds and adds exactly one edge to the solution $H$ (which is initially empty) in each round until the solution is feasible, i.e., it contains an MST for every agent. At the beginning of each round, every agent specifies a candidate edge set $S_i \subseteq E \setminus H$ from the unselected edges. Intuitively, the candidate edges in $S_i$ are those agent $i$ prefers to select, given the current partial solution $H$. Then, our algorithm chooses the edge that appears in most candidate edge sets (break ties arbitrarily), e.g., the edge that receives the most “votes”, and adds it to the solution set $H$. In other words, the algorithm repeats the following steps until $H$ becomes feasible:

- each agent $i \in K$ specifies a candidate edge set $S_i \subseteq E \setminus H$,
- let $e^* \in \arg \max_{e \in E \setminus H} \{|i \in K : e \in S_i\}$ be an edge that receives the most votes,
- add $e$ to the solution: $H \leftarrow H \cup \{e\}$.

Apparently, the crucial part of the algorithm is how to define the candidate edge set for each agent in each round. In our algorithm, we introduce a progress function $f_i : 2^E \rightarrow \{0, 1, \ldots, k(n - 1)\}$ for each agent $i \in K$ that measures how much progress the current solution $H$ has made for her, e.g., the larger $f_i(H)$ is, the more progress has been made for agent $i$. The candidate edges for agent $i$ are naturally those whose inclusion to $H$ makes $f_i(H)$ larger.

**Algorithm 3: Multi-Round Plural Voting Algorithm**

**Input:** A connected undirected graph $G(V, E)$; Agent set $K$ with preferences $\preceq = (\preceq_1, \ldots, \preceq_k)$.

**Output:** A subgraph $H \subseteq E$.

1. $H \leftarrow \emptyset$.
2. while $F(H) < k(n - 1)$ do
   3. $e^* \leftarrow \arg \max_{e \in E \setminus H} \{|F(H \cup \{e\}) - F(H)|\}$.
   4. $H \leftarrow H \cup \{e^*\}$.
5. end while
6. return $H$.

**Definition 1 (Progress Function).** Given any agent $i \in K$ and any edge set $H \subseteq E$, the progress function $f_i$ of agent $i$ is defined as $f_i(H) := \max_{T \subseteq \text{MST}_i} |\{H \cap T\}|$.

In other words, $f_i(H)$ is the maximum number of edges from $H$ that can simultaneously appear in some MST of agent $i$. Note that the function $f_i$ is monotone and $f_i(H) = n - 1$ if and only if the set $H$ contains an MST for agent $i$. Therefore, $(n - 1) - f_i(H)$ indicates the minimum number of edges that need to be added into $H$ so that the solution becomes feasible to agent $i$. The closer $f_i(H)$ is to $n - 1$, the agent is more satisfied with the partial solution $H$.

**Example.** Let us consider the example from Fig. 1. Note that the unique minimum spanning tree for agent 1 and 2 are $T_1 = \{(a, b), (a, c), (c, d)\}$ and $T_2 = \{(a, b), (a, d), (c, d)\}$, respectively. If the partial solution $H = \{(a, b), (a, c)\}$, then $f_1(H) = 2$ (resp. $f_2(H) = 1$) since $|T_1 \cap H| = 2$ (resp. $|T_2 \cap H| = 1$). If we add one more edge $(a, d)$ to $H$, the new partial solution becomes $H' = \{(a, b), (a, c), (a, d)\}$. In this case, we have $f_1(H') = 2$ and $f_2(H') = 2$. Since $f_2(H \cup \{(a, d)\}) > f_2(H)$, edge $(a, d)$ is among the candidate edges of agent 2, given the partial solution $H$.

### 5.1 The Complete Algorithm

We now present the complete algorithm by implementing the definitions into the algorithm framework. Given the partial solution $H$, the candidate edge set of agent $i$ is defined as

$$S_i := \{e \in E \setminus H : f_i(H \cup \{e\}) > f_i(H)\}.$$

Let function $F$ be the sum of all agents’ progress functions, i.e., $F(H) = \sum_{i \in K} f_i(H)$. Note that $F(H) \in \{0, 1, \ldots, k(n - 1)\}$, and $H$ is a feasible solution if and only if $F(H) = k(n - 1)$. Since the functions $(f_i)_{i \in K}$ are monotone, so is $F$. Therefore, $k(n - 1) - F(H)$ measures how far an edge set $H$ is away from being feasible. Selecting the edge that appears in most candidate edge sets can be equivalently described as picking $e \in E \setminus H$ with maximum marginal contribution $F(H \cup \{e\}) - F(H)$ to the current partial solution $H$. The formal description of the algorithm can be found in Algorithm 3.

The analysis to show that Algorithm 3 computes an $\mathcal{O}(\log k)$-approximation solution to MMCP in polynomial time consists of the following three steps.
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1. We show that given any partial solution \( H \subseteq E \), the value of \( F(H) \) can be computed in polynomial time. Since \( F(H) = \sum_{i \in K} f_i(H) \), it suffices to provide an oracle for each agent \( i \) that answers the value of \( f_i(H) \) for each queried set \( H \subseteq E \). The following lemma is proved in Section 5.2.

**Lemma 2.** Given the preference \( \preceq_i \) of agent \( i \) and a subset of edges \( H \subseteq E \), \( f_i(H) \) can be computed in polynomial time.

2. We show that the function \( F \) is submodular. Again, since \( F = \sum_{i \in K} f_i \), it suffices to show the submodularity of each function \( f_i \). The following lemma is proved in Section 5.3.

**Lemma 3.** For all agent \( i \in K \), the progress function \( f_i \) is submodular.

3. We show that Algorithm 3 returns a solution \( H \) with \( |H| \leq O(\ln k) \cdot |H^*| \). Given the monotonicity and submodularity of \( F \), we borrow a result in (Wolsey 1982) to prove Theorem 4.

**Lemma 4** (Wolsey 1982). Given any integer-valued monotone submodular function \( F : 2^E \rightarrow \mathbb{Z} \) with \( F(\emptyset) = 0 \), the algorithm that repeatedly includes the element with maximum marginal value computes a set \( H \) such that \( \forall d = \max_{e \in E} \{F(e)\} \)

\[
|H| \leq \left( \frac{d}{1} \right) \cdot \min\{|S| : F(S) = F(E), S \subseteq E\}.
\]

Given the above three lemmas, we prove Theorem 4.

**Proof of Theorem 4:** Regarding the correctness of the algorithm, since the returned set \( H \) satisfies \( F(H) = k(n-1) \), the solution \( H \) is feasible. By definition of the progress function (Definition 1), \( f_i \) is integer-valued, monotone and \( f_i(\emptyset) = 0 \) for all \( i \in K \). By Lemma 3, \( f_i \) is submodular. Therefore the function \( F = \sum_{i \in K} f_i \) is integer-valued, monotone, submodular and \( F(\emptyset) = 0 \). Moreover, since \( f_i(e) \leq 1 \) for any agent \( i \), we have \( \max_{e \in E} \{F(e)\} \leq k \). Hence by Lemma 4, we have

\[
|H| \leq \left( \frac{k}{1} \right) \cdot |H^*| < (\ln k + 1) \cdot |H^*|.
\]

Regarding the algorithm’s running time, it suffices to show that there are a polynomial number of while-loops since \( F(H) \) can be computed in polynomial time by Lemma 2. As \( F \) is submodular and integer-valued, when \( F(H) < k(n-1) \), there must exist \( e \) such that \( F(H \cup \{e\}) - F(H) \geq 1 \). Hence in each round, the element \( e \) selected in line 3 of Algorithm 3 increases \( F(H) \) by at least one. Consequently, there are at most \( k(n-1) \) rounds, and the algorithm runs in polynomial time.

### 5.2 Oracle for the Progress Function

In this subsection, we prove Lemma 2 by giving an algorithm (Algorithm 4) for the computation of \( f_i(H) \).

**Algorithm 4: Degrad Algorithm**

**Input:** A connected undirected graph \( G(V, E) \); Agent \( i \) with preference \( \preceq_i \); An edge set \( H \subseteq E \).

**Output:** The value of \( f_i(H) \).

1. Let \( \mathcal{E}_i = (E_{i}^{1}, \ldots, E_{i}^{n_i}) \) be the ordered partition generated by the preference \( \preceq_i \).
2. Let \( \mathcal{E}_i^* = (E_{i}^{1} \cap H, E_{i}^{2} \setminus H, \ldots, E_{i}^{n_i} \cap H, E_{i}^{n_i} \setminus H) \) and remove empty equivalence classes.
3. Let \( \preceq^* \) be the preference such that \( \mathcal{E}(\preceq^*) = \mathcal{E}_i^* \).
4. \( T \leftarrow \text{Kruskal}(G, \preceq^*) \)
5. \( f_i(H) \leftarrow |T \cap H| \).
6. \text{return } f_i(H).

Recall that agent \( i \)’s preference \( \preceq_i \) generates an ordered partition \( \mathcal{E}(\preceq_i) = (E_{i}^{1}, \ldots, E_{i}^{n_i}) \) of the edge set \( E \). Given any agent \( i \) and any edge set \( H \), Algorithm 4 aims to find an MST \( T \) under \( \preceq_i \) such that \( T \) uses a maximum number of edges from \( H \). To do that, we use Kruskal’s algorithm and break ties in favor of \( H \). In other words, when running Kruskal’s algorithm, within each equivalence class \( E_{i}^{j} \), Algorithm 4 gives a higher priority to edges in \( E_{i}^{j} \cap H \).

**Proof of Lemma 2:** We show that Algorithm 4 (which clearly runs in polynomial time) computes an MST \( T \in \text{MST}(G, \preceq_i) \) that has maximum overlap with \( H \) in line 4, which by definition implies \( f_i(H) = |T \cap H| \), and proves Lemma 2. Note that \( T \in \text{MST}(G, \preceq_i) \) holds because Algorithm 4 is indeed Kruskal’s algorithm (Algorithm 1), but with a carefully designed way to break ties.

Let \( |T \cap H| = t \). For the sake of contradiction, suppose there exists another MST \( T' \in \text{MST}(G, \preceq_i) \) such that \( |T' \cap H| \geq t + 1 \). We construct a weight function \( w \) under which both \( T \) and \( T' \) are MSTs, but with different total weights, which is a contradiction. Fix any weight function \( w_i \) that is consistent with \( \preceq_i \). We define another weight function \( w \) as follows, where \( \epsilon > 0 \) is arbitrarily small, e.g., \( \epsilon < 1/m \cdot |w_1(R) - w_i(R')| \) for any \( R, R' \subseteq E \) with \( w_i(R) \neq w_i(R') \).

\[
w(e) = \begin{cases} 
    w_i(e), & e \in H, \\
    w_i(e) - \epsilon, & e \in H.
\end{cases}
\]

Observe that \( w \) is consistent with \( \preceq_i \), as we give edges in \( H \) a (very slightly) higher priority. Thus by line 4 of Algorithm 4 and Lemma 1, we have \( T \in \text{MST}(G, \preceq_i) = \text{MST}(G, w) \). On the other hand, since \( T' \in \text{MST}(G, w_i) \) is the MST that has maximum overlap with \( H \), we have \( T' \in \text{MST}(G, w) \) (because the only difference between \( w \) and \( w_i \) is that the weight of every edge in \( H \) is decreased by \( \epsilon \)). Therefore, both \( T \) and \( T' \) are MSTs under \( w \). Recall that both \( T \) and \( T' \) are MSTs under \( w_i \), which gives \( w_i(T) = w_i(T') \). Then we have \( w(T) = w_i(T) - t \cdot \epsilon \) while \( w(T') \leq w_i(T') - (t + 1) \cdot \epsilon \), which is a contradiction.

### 5.3 Submodularity of the Progress Function

In this subsection, we prove Lemma 3 by showing the submodularity of the progress function. Consider any agent
\(i \in K\). Before proving Lemma 3, we first show some properties of function \(f_i\). For any subset \(H \subseteq E\), let
\[
\text{MST}_i^H := \{ T \in \text{MST}_i : f_i(H) = |T \cap H| \}
\]
be the set of MSTs that contain exactly \(f_i(H)\) edges in \(H\). We observe the following simple facts.

**Observation 1.** For all edge \(e \in E \setminus H\), we have \(f_i(H \cup \{e\}) - f_i(H) \in \{0, 1\}\).

**Observation 2.** For all edge \(e \in E \setminus H\), \(f_i(H \cup \{e\}) - f_i(H) = 1\) if and only if edge \(e \in T\) for some spanning tree \(T \in \text{MST}_i^H\).

**Observation 3.** For all edge \(e \in H\), \(f_i(H \setminus \{e\}) = f_i(H) - 1\) if and only if \(e \in T\) for all \(T \in \text{MST}_i^H\).

**Proof of Lemma 3:** Consider any agent \(i \in K\). Suppose that \(f_i\) is submodular by contradiction. Suppose that \(f_i\) is not submodular. By definition of submodularity, there must exist a subset \(S \subseteq E\) and two edges \(a, b \in E \setminus S\) such that
\[
f_i(S \cup \{a\}) - f_i(S) < f_i(S \cup \{a, b\}) - f_i(S \cup \{b\}). \tag{1}
\]
By Observation 1, the above inequality implies \(f_i(S \cup \{a\}) = f_i(S)\) and \(f_i(S \cup \{a, b\}) = f_i(S \cup \{b\}) + 1\). Re-ordering Eq. (1) gives
\[
f_i(S \cup \{b\}) - f_i(S) = f_i(S \cup \{a, b\}) - f_i(S \cup \{a\}), \tag{2}
\]
which implies that \(f_i(S \cup \{b\}) = f_i(S)\) and \(f_i(S \cup \{a, b\}) = f_i(S \cup \{a\}) + 1\). Thus, we have
\[
f_i(S) = f_i(S \cup \{a\}) = f_i(S \cup \{b\}) = f_i(S \cup \{a, b\}) - 1. \tag{3}
\]
By Observation 2, the first equality of Eq. (3) implies that \(a \notin T\) for all \(T \in \text{MST}_i^S\). By Observation 3, the last two equations of Eq. (3) implies that for all \(T \in \text{MST}_i^{S \cup \{a, b\}}\), we have \(\{a, b\} \subseteq T\). Fix any \(T \in \text{MST}_i^{S \cup \{a, b\}}\), and consider the graph \(G' = (V, T \setminus \{a, b\})\). Note that \(G'\) has three connected components, say with nodes \(C_1, C_2\) and \(C_3\), where \(a \in C(a, C_2, C_3)\) and \(b \in C(C_1, C_2, C_3)\) (see Fig. 3). Here we use \(C(X, V \setminus X) = E \cap (X \times (V \setminus X))\) to denote the set of cut edges between \(X\) and \(V \setminus X\). Observe that
(i) there does not exist \(e \in C(a, C_1, C_3)\) such that \(e \preceq_i a\); otherwise, \(T\) is strictly worse than \(T' \cup \{e\} \setminus \{a\}\) and is not an MST under \(\leq_i\);
(ii) for all \(e \in C(a, C_2, C_3) \cap (S \cup \{b\})\), we must have \(a \preceq_i e\); otherwise, we obtain another MST \(T^* = T \cup \{e\} \setminus \{a\}\) such that \(T^* \in \text{MST}_i^{S \cup \{a, b\}}\), which contradicts the fact that \(\{a, b\} \subseteq T\) for all \(T \in \text{MST}_i^{S \cup \{a, b\}}\).

Fix any \(T' \in \text{MST}_i^S\) and consider the graph \(G'' = (V, T' \cup \{a\})\). Recall that \(a \notin T'\) and thus \(G''\) contains a cycle. Let \(e\) be any edge other than \(a\) from cut \(C(a, C_2, C_3)\) that also appears in the cycle (see Fig. 3). Note that we cannot have \(a \preceq_i e\) because otherwise the MST \(T'\) can be improved (by removing \(e\) and including \(a\)), which is a contradiction. By statement (i) from above, we cannot have \(e \preceq_i a\), and thus \(a \sim_i e\). By statement (ii) from above, we have \(e \notin S\). Therefore, \(T'' = T' \cup \{a\} \setminus \{e\}\) is another MST, and contains the same number of edges from \(S\) as \(T'\), i.e., \(T'' \in \text{MST}_i^S\). However, this is again a contradiction because we have proved that for all \(T \in \text{MST}_i^S, a \notin T\).

**6 Conclusion and Open Problems**

In this paper, we propose the multiagent MST cover problem in which we need to compute a minimum subgraph of an input graph that satisfies a group of \(k\) heterogeneous agents, where each agent is satisfied if the subgraph contains an MSTs under its own weight function. When the optimal solution of the problem is a spanning tree, the optimal solution can be computed efficiently. However, in the general case, no algorithm can do better than \((1-o(1))\ln k\)-approximation unless \(P = NP\). We then propose an \(O(\ln k)\)-approximation algorithm, achieving the best possible approximation ratio under the assumption that \(P \neq NP\). Further, our algorithm can be naturally generalized to the case when the MST constraints are generalized to maximum Matroid rank constraints, and the cardinality objective function is generalized to submodular.

Our work leaves several interesting problems open. For example, one possible direction is to relax the satisfaction constraint of the agents. In our work, we require that every agent is fully satisfied, e.g., can find an MST in the solution. It would be interesting to investigate whether the approximation ratio can be improved if we allow the solution to contain only approximate MST for each agent. However, note that the approximation must be additive, as we can change the reduction from the proof of Theorem 1 to show that the inapproximability remains the same even if the value of MST is 0 for all agents in \(K\). Additionally, it would be interesting to study the case when agents’ constraints are defined by combinatorial structures other than MST.
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