Real-time quantum state estimation in circuit QED via Bayesian approach
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I. INTRODUCTION

Quantum state estimation that aims at determining the states of the quantum systems using the measurement records is instrumental to quantum physics experiments and has attracted much attentions [1–3]. It can be divided into two categories: quantum state tomography and real-time quantum state estimation. Quantum state tomography completes the task of reconstructing the initial states of the systems [1]. There have already been lots of methods applied to achieve efficient quantum state tomography, including maximum likelihood method [4], linear regression method [5] and compressive sensing method [6–8]. Different with the classical worlds, even though we adopt continuous weak measurements, the quantum states after measurements are still different with the original states due to the back-action of the measurements, the spontaneous decay and dephasing of the systems [9–11]. Thus, the real-time monitoring of the states is widely demanded as well, in which the filter equation [10] and the Bayesian approach [12,13] are the two most widely used methods.

Comparing with other methods, the Bayesian approach mainly advantages in its great rapidity and low computational complexity. Many quantum experiments based on the Bayesian approach have been realized [14–16]. The core content of the quantum Bayesian estimation is about updating the diagonal elements of the qubit [12], and the methods to update the non-diagonal elements were also raised recently [13,17–19]. Until now, the Bayesian approach has already been enriched to be an effective method that can be used as a useful tool in quantum information technology and quantum control [20,21]. However, there is no strict proof of its establishment. Our manuscript is going to consider the conditions under which the Bayesian approach can real-time precisely track the evolution of the qubit numerically.

This paper is organized as follows. In Sec. II, we briefly review the dispersive measurement in circuit QED. In Sec. III, we present the quantum Bayesian approach as well as examining its estimation performance. In Sec. IV, we explore the conditions under which the method can real-time precisely track the evolution of the qubit numerically. We plot the error curves of the system parameters and find out all the existing critical points. We summarize our conclusions in Sec. V.

II. THE MODEL

Superconducting circuit QED has been regarded as a promising candidate for the realization of scalable quantum computing because of its controllability and design flexibility [21]. Moreover, it is also a great platform to test quantum feedback control and quantum estimation [22–24]. Shortly after being proposed in Ref. [21], it was implemented experimentally [25,26]. It provides us with several simple high-fidelity readout mechanisms. For example one can realize the continuous weak measurement of the system by performing homodyne measurement on the cavity field.

The circuit-QED system consists of a superconducting qubit and a microwave cavity [21]. One can describe the qubit, the cavity and their coupling with the Jaynes-Cummings Hamiltonian. In order to realize the measurement of the qubit, the cavity is driven with a tone of amplitude εd and frequency ωd. The Hamiltonian of the whole system is given by (ℏ = 1).

\[ H = \omega_r a^\dagger a + \omega_q \sigma_z / 2 + g (a \sigma_+ + a^\dagger \sigma_-) + \varepsilon_d(t) e^{-i \omega_d t} a^\dagger + \varepsilon_d^*(t) e^{i \omega_d t} a, \]  

(1)

where ωr is the cavity frequency, ωq is the qubit transition frequency, and g is the coupling strength. We consider the system in a dispersive regime, |Δ| = |ω_r − ω_q| ≫ |g|. Under this condition and in the rotating frame, we can
use the effective Hamiltonian to describe the system [27].

\[ H_{\text{eff}} = \Delta_r a^\dagger a + \tfrac{\tilde{\omega}_q}{2} \sigma_z + \chi a^\dagger a \sigma_z + \varepsilon_d(t) a^\dagger + \varepsilon_d^*(t) a, \]  

(2)

where \( \Delta_r = \omega_r - \omega_d \) and \( \tilde{\omega}_q = \omega_q + \chi \) with \( \chi = g^2/\Delta \) representing the dispersive coupling strength between the cavity photon number and the qubit.

We use the following quantum stochastic master equation to describe the evolution of the qubit-cavity state \( \rho_T(t) \) [11],

\[ \dot{\rho}_T(t) = -\frac{i}{\hbar}[H_{\text{eff}}, \rho_T(t)] + \kappa D[a] \rho_T(t) + \gamma_1 D[\sigma] \rho_T(t) + \gamma_\varphi D[\sigma_z] \rho_T(t)/2 + \sqrt{\kappa} H[a e^{-i\varphi}] \rho_T(t) \xi(t), \]  

(3)

where \( \kappa, \gamma_1 \) and \( \gamma_\varphi \) represent the damping rate of the resonator, qubit decay and dephasing of the qubit, respectively. \( \xi(t) \) is a Gaussian white noise coming from the stochastic quantum-jump, and satisfies \( E[\xi(t)] = 0 \) and \( E[\xi(t)\xi(t')] = \delta(t - t') \). The superoperators \( D[c] \rho = cp^\dagger \rho - \rho c^\dagger p/2 \) and \( H[c] \rho = cp + p^\dagger c \) - \( \text{Tr} \{ c [c^\dagger + p^\dagger] \rho \} \) \( \rho \). We simply consider the single quadrature measurement, through which what we actually measure is a photocurrent [28]. The photocurrent measured can be expressed as:

\[ I_\varphi(t) = \sqrt{\kappa} \langle ae^{-i\varphi} + a^\dagger e^{i\varphi} \rangle + \xi(t). \]  

(4)

With the initial state prepared by \( |\varphi(t)\rangle \), we have the coherent state of the cavity field \( |\alpha_{\varphi(t)}\rangle \) whose amplitude evolution can be described with the following equation [27].

\[ \dot{\alpha}_{\varphi(t)} = -i \varepsilon_d(t) - i(\Delta_r \pm \chi) \alpha_{\varphi(t)} - \kappa \alpha_{\varphi(t)}/2. \]  

(5)

Ref. [28] defined \( \beta(t) = \alpha_{\varphi(t)} - \alpha_\varphi(t) = |\beta| e^{-i\beta_\varphi} \) to represent the information about the qubit involved in the measurement outcomes.

What one finally want to control is the qubit, so it’s necessary to find an equation that gives the evolution of the qubit itself instead of the qubit-cavity system. Through applying a displacement transformation on the Eq. (3) and tracing over the cavity state, one can obtain an effective stochastic master equation (SME) for the qubit [28]:

\[ \dot{\rho}(t) = -i \tilde{\omega}_q \rho(t) - i(\Delta_r \pm \chi) \rho(t) - \kappa (\rho(t) - M[c] \rho(t) - \gamma_\varphi D[\sigma_z] \rho(t) + \gamma_1 D[\sigma] \rho(t) + \gamma_\varphi D[\sigma_z] \rho(t)/2 + \sqrt{\kappa} H[a e^{-i\varphi}] \rho(t) \xi(t) \]  

(6)

where \( M[c] \rho = c - \text{Tr}(cp^\dagger) \rho/2 + \rho [c - \text{Tr}(cp^\dagger)]/2 \). The effect of the coupling with a cavity on the qubit is transformed to an additional dephasing rate \( \Gamma_d = 2 \chi \text{Im}[\alpha_{\varphi(t)}(t) \alpha_{\varphi(t)^*}] \). The complete Bayesian approach [12, 13] to deal with this problem.

\[ I(t) = \sqrt{\Gamma_c} \langle \sigma_z \rangle + \xi(t) + \sqrt{\kappa} \mu(t) \cos(\theta_\mu - \phi) \]  

(7)

where \( \mu(t) = \alpha_{\varphi(t)} + \alpha_\varphi(t) = |\mu| e^{-i\theta_\mu} \). Once we obtain the measurement records during a time interval and want to estimate the system state in the next time with the initial qubit state known, the common method is the filter equation

\[ \dot{\rho}(t) = -i \tilde{\omega}_q \rho(t) - i(\Delta_r \pm \chi) \rho(t) - \kappa (\rho(t) - M[c] \rho(t) - \gamma_\varphi D[\sigma_z] \rho(t) + \gamma_1 D[\sigma] \rho(t) + \gamma_\varphi D[\sigma_z] \rho(t)/2 + \sqrt{\kappa} H[a e^{-i\varphi}] \rho(t) \xi(t) \]  

(8)

However, it is time-consuming and computationally complex to calculate the evolution of the filter equation, while the time consumed to real-time estimation of the quantum states is hoped to be as short as possible in quantum feedback control. Thus, Korotkov put forward the quantum Bayesian approach [12, 13] to deal with this problem.

FIG. 1: (Color online) The measured signal (a) and the filtered signal (b) of a single measurement in circuit QED with \( t_m = 0.01 \mu s, \omega_q = 0 \) Hz, \( \Delta_r = 0 \) Hz, \( \chi = 1 \) MHz, \( \varepsilon_d = 15 \) MHz, \( \kappa = 20 \) MHz, \( \alpha_\varphi = \alpha_\varphi = 0, \gamma_1 = \gamma_\varphi = 0 \) and \( \phi = \pi \).
FIG. 2: (Color online) Real-time quantum state estimation via quantum Bayesian approach. Figs. 2(a)-2(c) detailly depict the estimation of the three Bloch components \( \langle \hat{\sigma}_i \rangle \) with quantum Bayesian approach (solid blue curves) and the original evolution of \( \langle \sigma_i \rangle \) (dash red curves) under the standard SME (6). Fig. 2(d) depicts the trajectories in the Bloch sphere, where the blue curve is the estimated trajectory and the red curve is the evolution one under the standard SME (6). To make it easier to observe, we only intercept the first 0.75\( \mu s \) of the trajectory. Here \( \eta = 0.1 \) and the rest parameters are the same as those in Fig. 1.

III. BAYESIAN APPROACH FOR SINGLE QUADRATURE MEASUREMENT

As we mentioned in the previous section, what we actually measure in the circuit-QED is a photocurrent that satisfies Eq. (4). Due to the noise effect, we apply a low-pass filter process to the photocurrent and average the measured output signal over a time interval \( t_m \).

\[
I_m = \frac{1}{t_m} \int_0^{t_m} I_\phi(t)dt.
\]  

(9)

When the initial state is determined, based on Eq. (5) we can calculate the evolution of the amplitude of the cavity field. Thus we have the ensemble-average filtered output

\[
\bar{I}_g(e) = \frac{1}{t_m} \int_0^{t_m} (2\sqrt{\kappa}) \text{Re}[\alpha_{g(e)}(t)e^{-i\phi}]dt.
\]  

(10)

The measurement output can be proved to satisfy a determined Gaussian distribution\[12, 17\]:

\[
P_{g(e)}(I_m) = \frac{1}{\sqrt{2\pi D}} \exp\left[-(I_m - \bar{I}_g(e))^2/2D_I\right],
\]  

(11)

where \( D_I = 1/t_m \) characterizes the variance of the distribution. Here we plot the measured signal and filtered signal of an individual measurement in Fig.4.

As the diagonal elements of the qubit density matrix describe the probability distribution of the system state, they can be regarded as the priori knowledge. With the determined distribution Eq. (11) and the measurement output, the classical Bayesian formula is proposed to update the diagonal elements of the quantum state.

\[
\hat{\rho}_{gg}(t_m) = \rho_{gg}(0)P_g(I_m)/N,
\]

\[
\hat{\rho}_{ee}(t_m) = \rho_{ee}(0)P_e(I_m)/N,
\]

\[
N = \rho_{gg}(0)P_g(I_m) + \rho_{ee}(0)P_e(I_m).
\]  

(12)

If the qubit is a pure state, one can approximate \( \rho_{ge}(t_m) \) as\[12\]

\[
\tilde{\rho}_{ge}(t_m) = \rho_{ge}(0)e^{-i\hat{\omega}_q t_m} \sqrt{P_g(I_m)P_e(I_m)/N}.
\]  

(13)

However this result was rather imprecise and quite different with the filter equation \( \tilde{\rho}_b \) due to the purity degradation and stochastic fluctuations of the systems. Thus, in order to further correct the estimation of the non-diagonal elements, Ref. [13] detailly analyzed the measurement-induced backaction and found that besides the diagonal part the phase backaction, the dephasing due to nonideality of the measurement and ac Stark shift of the qubit frequency may play more significant role in producing evolution of the non-diagonal elements. Based
on the stochastic master equation (6). Refs. [17, 18] further considered the cavity-field-fluctuation effects on the qubit and proposed a different method to accurately estimate the non-diagonal matrix elements. The updated quantum Bayesian approach can be summarized as follows

\[ \dot{\rho}_{ge}(t_m) = \dot{\rho}_{ge}(t_m)De(t_m)\exp\{-i(\Phi_1(t_m) + \Phi_2(t_m))\}, \]

\[ De(t_m) = |\langle a^*_m(t_m)|a(t_m)\rangle|, \]

\[ \Phi_1(t_m) = \int_0^{t_m} B(t)dt, \]

\[ \Phi_2(t_m) = -\int_0^{t_m} \sqrt{\Gamma_w(t)}\tilde{I}_{\phi}(t)dt, \]

\[ \tilde{I}_{\phi}(t) = I_{\phi}(t) - \sqrt{\kappa}\mu\cos(\theta_{\mu} - \phi), \]

where \( De \) is the purity degradation factor, \( \Phi_1 \) and \( \Phi_2 \) are the two additional phase factors.

With Eqs. (12) and Eqs. (13) we can real-time estimate the quantum state. In Fig. 2 we plot the the estimation of the three Bloch components (\( \hat{\sigma}_i \)) with Bayesian approach and the evolution of \( \langle \sigma_i \rangle \). Moreover the estimated trajectory and the evolution trajectory are depicted in Fig. 2(d), from which it is clear that the Bayesian approach can real-time accurately estimate the quantum state of the circuit QED system. To make it easier to observe, we only intercept the first 0.75\( \mu s \) of the trajectories. Here \( \eta = 0.1 \) and the rest parameters are the same as those in Fig. 1.

### IV. Suitable Conditions of the Bayesian Approach

Although the quantum Bayesian approach provides us with great rapidity and low computational complexity, there is no theoretical proof about its establishment, and it still remains an assumption. So exploring the suitable conditions of the quantum Bayesian approach might be a critical issue. For simplicity, we consider some basic and physical meaningful parameters involved in the experiment stated above and concentrate on finding out the ranges of these parameters in which the Bayesian approach can work properly. The reduced master equation Eq. (6) is regarded as the standard evolution of the qubit. It should be noted that the system works in the dispersive regime, \( |\Delta| = |\omega_f - \omega_q| \gg |g| \). This regime limits \( \chi \) to be much smaller than \( |\Delta| \) (usually approximately equal to \( \omega_q \)).

The basic and physical meaningful parameters in the circuit-QED system we considered are \( \gamma_1, \gamma_2, \chi, \varepsilon_d, \Delta_r, \kappa \) and \( \eta \). For a specific parameter \( a \), we characterize the overall performance of the Bayesian approach by defining an error \( E_a \), and the performances of the three Bloch components (\( \langle \sigma_x \rangle, \langle \sigma_y \rangle, \langle \sigma_z \rangle \) ) estimation are defined as \( Ey_a, Ez_a, \) and \( Ex_a \), respectively. Due to the dissipation property of the system, the ensemble evolution of the master equation (6) would tend to be a steady state \( \rho^* \),

![FIG. 3: (Color online) Evolution of the error functions \( E_{\gamma_1} \), \( E_{\gamma_2} \), \( E_{y_1} \), and \( E_{x_1} \) for a total time of 10\( \mu s \) and with 500 trajectories, as functions of the parameter \( \gamma_1 \). In Fig. 3(a) the blue solid curve, the red dashed curve, the yellow pecked curve and the purple dotted curve represent \( E_{\gamma_1} \), \( E_{\gamma_2} \), \( E_{y_1} \), and \( E_{x_1} \), respectively. The red filled dot is the critical point of \( \gamma_1 \) at which \( E_{\gamma_1} \) reaches 0.1. For clarity, the time evolution of the estimated \( \langle \hat{\sigma}_x \rangle \) (solid blue curve) and the evolution of \( \langle \sigma_x \rangle \) (dash red curve) at this point are plotted in Fig. 3(b).](image)

or (\( \langle \sigma_x^* \rangle, \langle \sigma_y^* \rangle, \langle \sigma_z^* \rangle \)). To make the performance analysis more accurate, we consider the error functions \( Ex_a, Ey_a, \) and \( Ez_a \) defined in an unstable time interval.

\[ S_i = \left\{ t : \left| \langle \sigma_i(t) \rangle - \langle \sigma_i^*(t) \rangle \right| \geq \epsilon_1 \right\} \]

\[ \cup \left\{ t : \left| \langle \hat{\sigma}_i(t) \rangle - \langle \hat{\sigma}_i^*(t) \rangle \right| \geq \epsilon_1 \right\}, \quad i = x, y, z, \]

where \( \epsilon_1 \) is a steady-state precision. Throughout this manuscript we set \( \epsilon_1 = 1\% \). For a given parameter \( a \), the error functions \( Ex_a, Ey_a, \) and \( Ez_a \) are defined as

\[ Ex_a = \int_{S_x} \left[ \frac{(\langle \sigma_x(t) \rangle - \langle \hat{\sigma}_x(t) \rangle)^2}{\sigma_x} \right] dt, \]

\[ Ey_a = \int_{S_y} \left[ \frac{(\langle \sigma_y(t) \rangle - \langle \hat{\sigma}_y(t) \rangle)^2}{\sigma_y} \right] dt, \]

\[ Ez_a = \int_{S_z} \left[ \frac{(\langle \sigma_z(t) \rangle - \langle \hat{\sigma}_z(t) \rangle)^2}{\sigma_z} \right] dt. \]
Thus, we can calculate the overall error for a specific parameter $a$

$$E_a = \alpha_x E_x + \alpha_y E_y + \alpha_z E_z,$$

(17)

where $\alpha_x$, $\alpha_y$, and $\alpha_z$ are the weighting factors used to achieve a balance between the three Bloch components. It is clear that the diagonal elements play a more important role in the quantum Bayesian approach. Thus, throughout this manuscript we set $\alpha_x = \alpha_y = 0.25$, and $\alpha_z = 0.5$.

In order to maintain the estimation accuracy one can set an error upper-bound $\varepsilon_2$, and make the overall error $E_a \leq \varepsilon_2$. Once $E_a$ exceeds $\varepsilon_2$, the Bayesian approach is considered unable to work properly. Without loss of generality, we set $\varepsilon_2 = 0.1$ in our numerical experiments. Moreover, we find that $E_a$ exceeds $\varepsilon_2$ only when certain parameter becomes too large, thus we define the point at which $E_a$ reaches $\varepsilon_2$ as the critical point. When certain parameter exceeds its critical point, the Bayesian approach is regarded as inapplicable. In the following we
TABLE I: The suitable conditions of the system parameters ($E_a \leq 0.1$)

| Parameter | $\chi$ | $\Delta_r$ | $\varepsilon_d$ | $\eta$ | $\gamma_1$ | $\gamma_\varphi$ | $\kappa$ |
|-----------|--------|------------|----------------|-------|------------|----------------|--------|
| Suitable conditions | $\leq 19.57\text{MHz}$ | $\leq 0.5949\text{MHz}$ | $\leq 70.11\text{MHz}$ | $\leq 0.4817$ | $\leq 5.841\text{kHz}$ | $\leq 0.2036\text{MHz}$ | - |

TABLE II: The suitable conditions of the system parameters ($E_a \leq 0.05$)

| Parameter | $\chi$ | $\Delta_r$ | $\varepsilon_d$ | $\eta$ | $\gamma_1$ | $\gamma_\varphi$ | $\kappa$ |
|-----------|--------|------------|----------------|-------|------------|----------------|--------|
| Suitable conditions | $\leq 12.1\text{MHz}$ | $\leq 0.1959\text{MHz}$ | $\leq 53.4\text{MHz}$ | $\leq 0.2372$ | $\leq 1.821\text{kHz}$ | $\leq 0.0467\text{MHz}$ | - |

numerically find the critical value of a specific parameter $a$, below or above which the Bayesian approach works well. We keep the other parameter constant and make the parameter $a$ change within a certain range. Based on the ensemble evolution of the system state, we calculate the evolution of the error function $E_a$ with respect to the parameter $a$. In this way, we can obtain the error curves of these parameters, which describe the relationships between the values of the parameters and the performance of the Bayesian approach.

In Fig. 3, we take $\gamma_1$ for example. The error curves of $\gamma_1$ for a total time of 10$\mu$s and with 5000 single evolutions are illustrated in Fig. 3(a). The blue solid curve, the red dashed curve, the yellow pecked curve and the purple dotted curve represent $E_{\gamma_1}$, $E_{2\gamma_1}$, $E_{y\gamma_1}$ and $E_{x\gamma_1}$, respectively. The red filled dot is the critical point of $\gamma_1$ at which $E_{\gamma_1}$ reaches $\varepsilon_2$. It is clear that the increasing of $\gamma_1$ mainly results in increasing of $E_{2\gamma_1}$ and the critical point of $\gamma_1$ is around 5.841 kHz. For clarity, the time evolution of the estimated $\langle \sigma_z \rangle$ (solid blue curve) and the evolution of the original $\langle \sigma_z \rangle$ (dash red curve) at the critical point are plotted in Fig. 3(b) from which one can see that the Bayesian approach doesn’t work well under such a parameter setting. This result demonstrates the effectiveness of the proposed error definition.

The other parameters in the circuit-QED system we considered are $\chi$, $\Delta_r$, $\varepsilon_d$, $\eta$, $\gamma_\varphi$, and $\kappa$. We find that the values of all parameters except $\kappa$ have the ability to result in rejecting of the Bayesian approach. The phenomenon of the errors evolution with respect to $\kappa$ is plotted in Fig. 4(f). This is reasonable because $\kappa$ represents the damping rate of the resonator and only has an effect on the photocurrent Eq. (4). The rest error curves of the parameters considered are also plotted in Fig. 4 from which the critical points can be easily found to be around 19.57MHz, 0.5949MHz, 70.11MHz, 0.4817 and 0.2036MHz, corresponding to $\chi$, $\Delta_r$, $\varepsilon_d$, $\eta$ and $\gamma_\varphi$, respectively. All of these five parameters have significant effects on the evolution of the error, where $\chi$ and $\Delta_r$ mainly affect the estimation of the diagonal elements of the density matrix. On the contrary, $\varepsilon_d$, $\eta$ and $\gamma_\varphi$ mainly affect the estimation of the non-diagonal elements. For convenience of reference, we conclude the suitable conditions that allow the overall error $E_a \leq 0.1$ in Tab. I. The definition of the error $E_a$ as well as the values of the weighting factors can be adjusted according to the specific precision requirement. In Tab. II, we display the suitable conditions of various systems parameters that allows the overall error $E_a \leq 0.05$. There is no doubt that the selection becomes much narrower. As a preliminary work, this paper only considers the situation under the constraint of a single parameter, while the research about the collaborative effects of the multi-parameters might be of interest for further studies.

V. CONCLUSION

In conclusion, this paper theoretically studies the Bayesian approach which completes the task of real-time quantum state estimation in circuit QED. The main content of our work is to analyze the suitable conditions under which the Bayesian approach can real-time accurately estimate the quantum state. In detail we explore the correlation between some basic and physically meaningful parameters of the circuit QED and the performance of the Bayesian approach. Our work helps to gain a deeper understanding of the quantum Bayesian approach and promotes the application of the quantum Bayesian approach in quantum control. Moreover, through the analysis of the correlation between the system parameters and the performance of the method, the roles that these parameters play in the system can be understood more vividly.
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