Development of neural network for control production process in oil and gas fields
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Abstract. For a long time there has been a tendency to increase field productivity, therefore, increasing oil recovery is the main task for fuel and energy complex. Currently, neural networks are increasingly used in various industries. The advantage of neural networks is to work with a large amount of data, however, it must have sufficient data sets collected and prepared for its operation, thereby achieving high decision accuracy. When developing oil and gas fields, the main task is to ensure maximum production from an economic and physical point of view. Oil production at oil and gas fields varies in volume, complexity, operating conditions, etc., therefore, it is necessary to find the optimal production conditions for each field. At the moment, the main problems in oil production at oil and gas fields are: the long processing time of data collected from wells, the increased risks of operating these wells, as well as the low amount of oil produced. The main objective of this study is to develop a control method us in artificial intelligence to control the production process in oil and gas fields, taking into account all factors. The resulting neural network, without reconfiguring weighted connections, generates output signals when applied to the input to the network. The resulting neural network expresses the patterns that are present in the input data. This network turns out to be the functional equivalent of some model of dependencies between variables.

1. Introduction
The increase in oil recovery of wells is currently the main requirement in the development and operation of oil fields. However, this is hampered by a number of reasons, such as the small volume of oil produced, the slow transfer of information to control points and the low efficiency of the water injection process into the formation. All these problems can be solved with artificial intelligence. The neural network should reduce the number of wells and analyses carried out to determine the characteristics of the deposit, which will reduce financial costs and save time.
Artificial neural networks (ANN) find new applications every day. They are sets of elementary neuron-like information converters (neurons) connected to each other by information exchange channels for their collaboration. Network data is capable of processing a large amount of data at high speed.
In order to build a neural network, it is necessary to prepare data sets that will be used to solve the problems.
After data collection, the neural network training process takes place, where the values of weight coefficients for individual nodes are clarified on the basis of gradual increase of input and output information volume. Learning occurs until the error reaches an acceptably low level. The obtained ANN model is then tested using independent examples.

2. Description of technological process

![Figure 1. Explored area.](image)

All field production data necessary for neural network training is obtained from the oil companies exploration and production department, so this information depends on the real data obtained during the well operation. An example of the grid-map of the investigated area from which the data is taken is shown in Figure 1.

The input values are as follows:
1. Number of injection wells - 1 - 5.
2. The number of production wells is 1 - 10.
3. Injection factor (ratio of injection wells to production wells) - 0.1 - 5.
4. Crude oil fraction - 0.833667 - 1.0.
5. Quantity of injected water, m$^3$/day - 61685 - 26994661.
6. Quantity of pumped water, m$^3$/day - 521,2129 - 3896482.

The main problems of this process are the low amount of oil produced and the low efficiency of the water injection process into the formation.

These problems can be solved if a neural network is used to control the mining process. Since the rapid transfer of information to the control points increases the efficiency of use of the well stock, reduces operating costs, optimizes the injection of water into the formation, as well as increases the volume and speed of production.

Development of a Neural Network Based Control System

The development of the system in the MatlabR2015b environment began with the collection of data that are used as input data sets, including production data from known wells. The best continuous production conditions were then chosen, excluding maintenance periods, interruptions, etc.

In order to collect data, on the map of well location, a point is selected, relative to which operation of other wells is considered, then data are collected from all considered wells.

The essence of the method is that data obtained from several wells at once are processed, not from each well separately. Due to this and the ability of the neural network to process large values at one time, data processing time is significantly reduced [1-6].
3. Data collection

To create a training set for the neural network under development, we will use the data and formula obtained by experimental means:

\[ V = \frac{(V_z - V_v)}{n} k_n k_d f, \]  

where \( V \) - is the amount of oil produced; \( N \) is the injection factor (ratio of injection wells to production wells); \( V_z, V_v \) - is amount of the gone and rolled out water respectively; \( k_n, k_d \) - number of injection and production wells, respectively; \( f \) - Oil fraction in crude oil composition.

The outputs of the neural network must indicates:
1. The amount of oil produced;
2. Data processing and preparation;
3. Using formula (1), create a table with a learning dataset. It will consist of 500 examples.
4. 6 values will be supplied to the neural network input:
   1. Number of delivery wells.
   2. Quantity of production wells.
   3. Injection factor (ratio of injection wells to production wells).
   4. Crude oil fraction.
   5. Amount of the pumped water.
   6. Amount of the extorted water.
5. At the output, the neural network shall calculate:
   1. Amount of the extracted oil

| №  | Number of delivery wells | Quantity of production wells | Injection coefficient | Crude oil fraction | Amount of the gone water, m³/day | Amount of the rolled-out water, m³/day | Quantity of produced oil, m³/day |
|----|--------------------------|----------------------------|----------------------|-------------------|----------------------------------|--------------------------------------|----------------------------------|
| 1  | 5                        | 4                          | 1,25                 | 0,978875          | 9115227                          | 2118141                             | 17123181                         |
| 2  | 5                        | 1                          | 5                    | 0,998705          | 12541155                         | 2581183                             | 24867685                         |
| 3  | 2                        | 2                          | 1                    | 0,977392          | 9029387                          | 2242921                             | 2653215                          |
| 4  | 4                        | 6                          | 0,7                  | 0,955479          | 14140388                         | 823860                              | 21375754                         |
| 5  | 3                        | 4                          | 0,8                  | 0,943319          | 10538808                         | 2708967                             | 7090596                          |
| 6  | 5                        | 8                          | 0,6                  | 0,910067          | 16324000                         | 963036                              | 33550815                         |
| 7  | 5                        | 1                          | 5                    | 0,924735          | 18851974                         | 647894                              | 42084875                         |
| 8  | 2                        | 9                          | 0,2                  | 0,998692          | 11473443                         | 166511                              | 4065171                          |
| 9  | 2                        | 5                          | 0,4                  | 0,911984          | 7441365                          | 1130555                             | 2302143                          |
| 10 | 5                        | 6                          | 0,8                  | 0,9582            | 7986699                          | 1967742                             | 13841675                         |

Table 1. Training data set.
4. Selection of neural network type and architecture

The direct propagation neural network shown in Figure 2 has a straight-line structure, it transmits information from input to output. Neurons of one layer are linked to neurons of the other layer, but are not linked to each other. Network learning takes place by the reverse propagation method of the error train Fcn = 'trainbr', in which the network receives a plurality of input and output data. If the network has enough hidden neurons, it simulates the interaction between input and output data [7-16].

![Figure 2. Neural network structure.](image)

5. Building and Learning a Neural Network at Matlab

We set the maximum number of training epochs equal to 1000, which determines the interval of time after which training will be terminated, the number of epochs between screenings is equal to 5, the criterion of training completion at which training will be considered as completed we specify 0.0001 [17-24].

Next we implement and train the neural network in Matlab. To do this, enter the uiopen command. The neural network input is called input and the output is called output. Enter the number of inputs and outputs and the number of hidden layers (Figure 3).

The nnstart command will allow you to enter the Neural Network Learning tab.

![Figure 3. Entering the number of hidden neurons.](image)

![Figure 4. Neural Network Training Schematic Diagram.](image)
After the network training, we obtain a graph (Figure 4) showing the change of the standard error in relation to the epochs. The graph shows that with the increase in the number of eras for training and testing the neural network, the error rate decreases. Mean square error $1000, 0959 \times 10^{-12}$ has been reached in 5 epochs.

Figure 5 shows the Training State graphs. The final value of the gradient factor per 1000 eras is $6.6271 \times 10^{-5}$, which is very close to zero. The smaller the gradient factor, the better the training and testing of the neural network will be.

The final training parameter $\mu$ is 50 per 1000 epochs. The Mu plot shows how the regularization variables ($\mu$) of the Bayesian regularization method we selected changed. Regularization is the range of numerical values required to adjust the values of the learning sample and the retraining of the neural network.

The "valfail" graph shows a learning error that is 0 per 1000 eras. Training error is an indicator of the accuracy of model setting on the training set and can be used as a condition of training stop when the specified value is reached [25-30].

![Network Training Schedules](image)

**Figure 5.** Network Training Schedules.

![Comparison between the quantity of oil obtained by formula and neural network](image)

**Figure 6.** Comparison between the quantity of oil obtained by formula and neural network.
From the graph shown in Figure 6, it can be seen that the data obtained by the neural network is close to the data obtained by calculations, from which it follows that the neural system is trained correctly.

6. Check of neural network
In order to check the received neural network, we will input 6 values with the command sim (net, [3; 6; 0, 5; 0.966961; 18792218; 1273693]), finally obtain a value of 1, 5246 * 10^7, which is approximately equal to the value of 15245757, which is obtained by formula 1. It can be concluded from this that the neural network is trained correctly.

7. Conclusion
The method developed in this article to control the process of oil production using artificial intelligence helps to increase the volume of produced oil, reduces operating costs and allows to increase the efficiency of the process of water injection into the formation. All this will open up new opportunities for development of new deposits or more efficient use of existing infrastructures.
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