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In this article the geometry of quantum gravity is quantized in the sense of being noncommutative (first quantization) but it is also quantized in the sense of being emergent (second quantization). A new mechanism for quantum geometry is proposed in which noncommutative geometry can emerge from "one-matrix multitrace scalar matrix models" by probing the statistical physics of commutative phases of matter. This is in contrast to the usual mechanism in which noncommutative geometry emerges from "many-matrix singletrace Yang-Mills matrix models" by probing the statistical physics of noncommutative phases of gauge theory. In this novel scenario quantized geometry emerges in the form of a transition between the two phase diagrams of the real quartic matrix model and the noncommutative scalar phi-four field theory. More precisely, emergence of the geometry is identified here with the emergence of the uniform-ordered phase and the corresponding commutative (Ising) and noncommutative (stripe) coexistence lines. The critical exponents and the Wigner’s semicircle law are used to determine the dimension and the metric respectively. Arguments from the saddle point equation, from Monte Carlo simulation and from the matrix renormalization group equation are provided in support of this scenario.
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INTRODUCTION: NONCOMMUTATIVE GEOMETRY AND MATRIX MODELS

Noncommutative field theory is quantum field theory defined on a noncommutative spacetime which is primarily characterized by a minimum length scale believed to be of the order of the Planck scale. This minimum length scale appears in a very natural way in almost all theories of quantum gravity such as string theory and loop quantum gravity. Noncommutative spacetime is also conjectured to be characterized by a discrete structure which is naturally captured by operator algebras and matrix models. Hence, a noncommutative field theory and its underlying noncommutative spacetime, similarly to the theory of quantum mechanics, are characterized by the two fundamental features:

1. A Planck-like length scale (noncommutativity parameter). A noncommutative structure should then be understood as "first quantization" of the commutative geometry.

2. A discrete geometry which becomes continuous at large distances (commutative limit). The operator algebras and in particular the underlying matrix models (together with their Feynman path integrals) should then be understood as providing "second quantization" of the geometry.

These matrix models capture then quantum gravitational fluctuations around the "classical" noncommutative structures and the commutative limit is akin to the semi-classical limit. This means in particular that noncommutative spacetimes, similarly to phase spaces of classical mechanics, and the corresponding classical gravity are constrained to be defined on Poisson/symplectic manifolds.

Noncommutative field theory and the underlying noncommutative spacetime require for their description the language of noncommutative geometry \cite{1, 2}. In this context the geometry is in a precise sense emergent (here from operator algebras) given in terms of a spectral triple \((\mathcal{A}, \Delta, \mathcal{H})\) rather than in terms of a set of points. The algebra \(\mathcal{A}\) is typically an operator algebra represented on the Hilbert space \(\mathcal{H}\) whereas \(\Delta\) is the Laplace operator which defines the metric aspects of the geometry. We really should think of the algebra \(\mathcal{A}\) as defining the topology whereas the Laplacian \(\Delta\) defines the metric.
in the non-perturbative formulation of the spectral triple $(\mathcal{A}, \Delta, \mathcal{H})$ as a path or functional integral we require the language of matrix models.

The most compelling physical framework in which noncommutative field theory, noncommutative geometry and matrix models appear very naturally can be found in string theory [3, 4].

Among the first studied examples of a noncommutative field theory is a scalar field theory on a Groenewold-Moyal-Weyl spacetime [5–7], which was considered in [8]. This theory remains one of the most important examples in noncommutative geometry, noncommutative field theory and matrix models for two essential reasons. First, because of the rich phase structure characterizing a noncommutative scalar field theory which is of great implications for both particle physics, e.g. spontaneous symmetry breaking and condensed matter systems, e.g. exotic phases of matter and quantum phase transitions [9]. Second, also because the underlying Groenewold-Moyal-Weyl spacetime is the most important noncommutative spacetime as it plays for Poisson manifolds (via Darboux theorem) the same role played by flat Minkowski spacetime for curved manifolds, i.e. Darboux theorem is effectively the equivalence principle in this case as noted for example in [10, 11].

A noncommutative scalar field theory is given by an action functional which can be split in the usual fashion into a kinetic part and a potential term. This action functional is defined non-perturbatively by means of a matrix/operator model (after proper regularization and Euclidean rotation). The potential term represents the algebraic structure, i.e. the algebra, the inner product, the Hilbert space, etc and as such it defines in some sense the topological aspects of the noncommutative space. The kinetic term on the other hand, as it involves a Laplacian operator $\Delta$, plays a pivotal role in defining the metric aspects of the geometry according to Fröhlich and Gawędzki [12] (or Connes [1] for spin geometry).

Thus, a noncommutative scalar field theory on some underlying noncommutative spacetime (assumed to be a Moyal-Weyl spacetime for concreteness) is given generically by a matrix model of the form

$$S = a \text{Tr} \Phi \Delta \Phi + \text{Tr} V(\Phi), \quad \Delta(\ldots) = a [X_a, [X_a, \ldots]]. \quad (1)$$

For simplicity, we will only consider here a one-matrix real matrix model. For an earlier approach see [30] and for a similar nonperturbative approach see [23–26] and [27–29].

In this approach we diagonalize the Hermitian scalar field $\Phi = \Phi \dagger$. In generic cases the trace $\text{Tr}$ is over an infinite dimensional Hilbert space $\mathcal{H}$ and the scalar field $\Phi$ is an operator, i.e. an element of the algebra $\mathcal{A}$. If we further assume that an appropriate regularization is employed then the trace $\text{Tr}$ becomes cutoff and the operator $\Phi$ becomes an $N \times N$ matrix. For example, we can generally regularize the Moyal-Weyl spacetime using noncommutative tori [13, 14] or fuzzy spheres [15, 16].

The operators $X_a$ entering the definition of the Laplacian operator $\Delta$ are, in most important cases, the coordinate operators which define operationally the noncommutative spacetime. For example, the Moyal-Weyl spacetime is precisely defined in terms of the operators $X_a$ by the Heisenberg relations

$$[X_a, X_b] = i \Theta_{ab}, \quad \Theta_{ab} = \text{constant}. \quad (2)$$

The noncommutativity parameter $\Theta_{ab}$ for general noncommutative spaces is a function of the operators $X_a$, i.e. $\Theta_{ab} \equiv \Theta_{ab}(X)$.

We will assume now that an Euclidean rotation and a regularization are employed and as such we are indeed dealing with a one-matrix real matrix model. The action functional is still given by equation (1) but $\Phi$ is now a Hermitian $N \times N$ matrix. We will further assume that the interaction term is given by a quartic phi-four potential, viz

$$V(\phi) = b \Phi^2 + c \Phi^4. \quad (3)$$

The phase structure of this matrix model was calculated non-perturbatively mostly in two dimensions on the fuzzy sphere (but also on the noncommutative torus) using mostly the Monte Carlo method [17–20, 59]. In this case the Laplacian is given by $\Delta(\ldots) = [L_a, [L_a, \ldots]]$ where $L_a$ are the generators of $SU(2)$ in the spin irreducible representation $j = (N - 1)/2$. It is believed that the phase diagram of noncommutative phi-four theory in any dimension and on any noncommutative background is identical in features to the phase diagram of the potential [3] on the fuzzy sphere.

In the remainder of this article we will present the multitrace matrix model and the saddle point equation (section 2), the phase diagram and the Monte Carlo algorithm (section 3), the Wilsonian matrix renormalization group equation (section 4), the proposal of “emergent geometry from random multitrace matrix model” (section 5) and then we conclude with a summary and a brief outlook (section 6).

### THE MULTITRACE MATRIX MODEL AND THE SADDLE POINT EQUATION

The multitrace approach to noncommutative scalar field theories was initiated in [21, 22] on the fuzzy sphere. For an earlier approach see [30] and for a similar nonperturbative approach see [23–26] and [27–29].

In this approach we diagonalize the Hermitian scalar matrix $\Phi$ as $\Phi = U M U\dagger$ and then integrate over the unitary matrix $U$ using the group theoretic structure and properties of $SU(2)$ and $SU(N)$ extensively. In effect, in this approach the kinetic term is expanded while the potential term is treated exactly. This is in fact a hopping-parameter-like expansion. The end result is to convert the kinetic term into a multitrace matrix model, which
to the lowest non-trivial order, is of the form

$$\int dU \exp \left( a \text{Tr}[L_a, U M U^d] - \text{Tr} V(M) \right)$$

$$= \exp \left( B \text{Tr} M^2 + C \text{Tr} M^4 + D \text{Tr}(M^2)^2 + B'(\text{Tr} M)^2 + C' \text{Tr} M \text{Tr} M^3 + D'(\text{Tr} M)^4 + A' \text{Tr} M^2(\text{Tr} M)^2 + ... \right) \right).$$

(4)

The parameters $B$ and $C$ have shifted values with respect to the original parameters of the potential $b$ and $c$ respectively while the primed parameters and $D$ are have purely quantum values coming from the hopping-parameter-like expansion of the kinetic term.

The basic statement is that the Laplacian operator on the fuzzy sphere (which is the example considered here) is exactly equivalent to this multitrace matrix model with these particular value of the coefficients. And each Laplacian operator, i.e. any other noncommutative space comes with its own set of multitrace coefficients.

It has been shown in Ref. [60] that the essential features of the phase diagram of noncommutative phi-four theory in two dimensions can be captured by a truncated multitrace matrix model depending on the cubic moment $\text{Tr} M^3$, i.e. a multitrace matrix model given simply by the potential

$$V_{\text{trunc}} = B \text{Tr} M^2 + C \text{Tr} M^4 + C' \text{Tr} M \text{Tr} M^3.$$  

(5)

Naturally, stability requirement of this multitrace matrix model constrains the range of the quartic coupling $C$ in a particular way. The statistical physics of this multitrace matrix model interpolates between the statistical physics of the noncommutative field theory (4)+(5) and the statistical physics of the real quartic matrix model given by

$$V_{\text{pure}} = B \text{Tr} M^2 + C \text{Tr} M^4.$$  

(6)

Indeed, the random multitrace matrix model (5) lies in the universality class of noncommutative phi-four theory for $C'$ universality whereas it lies in the universality class of the real quartic matrix model for $C'$ positive. See figure [1].

This idea and its generalization to more general multitrace matrix models and other noncommutative spaces is the underpinning of the proposal of emergent geometry from random multitrace matrix models which was originally laid down in Ref. [60, 61] using different methods (renormalization group equation, Monte Carlo algorithm and large $N$ saddle point method).

The above random multitrace matrix model should be thought of as a generalization of the discretization of random Riemannian surfaces with regular polygons such as dynamical triangulation [31, 32]. Indeed, and as we will discuss shortly, random multitrace matrix models can sustain emergent geometry as well as growing dimensions and topology change. For example, the multitrace matrix model (5) works in two dimensions but also it works away from two dimensions where it can generate a large class of spaces, such as fuzzy projective space $\mathbb{CP}_n$, [33], which admit finite spectral triples that can be captured by the multitrace term $\text{Tr} M \text{Tr} M^3$.

In terms of the collapsed or scaled parameters $\tilde{B} = B/N^{3/2}$, $\tilde{C} = C/N^2$ and $\tilde{C}' = C'/N$ the multitrace matrix model (5) is rewritten (with the scaled field $\tilde{M} = N^{3/4} M$) as

$$V_{\text{trunc}} = N \tilde{B} \text{Tr} M^2 + N \tilde{C} \text{Tr} M^4 + \tilde{C}' \text{Tr} M \text{Tr} M^3.$$  

(7)

In the large $N$ limit the saddle point equation controls the statistical quantum physics of the theory. The saddle point equation and the corresponding free energy read explicitly

$$2 \tilde{B} \lambda + 4 \tilde{C} \lambda^3 + \tilde{C}' m_3 + 3 \tilde{C}' m_1 \lambda^2$$

$$- 2 \int d\lambda' \rho(\lambda') \frac{1}{\lambda - \lambda'} = 0.$$  

(8)

$$\frac{E}{N^2} = \int d\lambda \rho(\lambda) (\tilde{B} \lambda^2 + \tilde{C} \lambda^4) + \tilde{C}' \int d\lambda \rho(\lambda) \int d\lambda' \rho(\lambda') \lambda^3$$

$$- \frac{1}{2} \int d\lambda \rho(\lambda) \int d\lambda' \rho(\lambda') \log(\lambda - \lambda')^2.$$  

(9)

The last term in both equations comes from the Vandermonde determinant which causes the eigenvalues to repel each other and become spread evenly around zero [33]. In the saddle point equation (8) there appears also the moments $m_q = \int d\lambda \rho(\lambda) \lambda^q$ which modify the behavior...
of the real quartic matrix model through the multitrace coupling $C^\prime$.

The phase diagrams of the full matrix model (4)+(3) shares with the phase diagram of the multitrace matrix model (5) the same essential features up to and including the triple point [36].

The matrix model (4)+(3) without kinetic term ($a = 0$) can be solved exactly to obtain a phase structure consisting of A) a disordered (symmetric, one-cut, disk) phase and B) a non-uniform ordered (stripe, two-cut, annulus) phase separated by a third order transition line [35, 36]. This is the so-called matrix line and it corresponds to the matrix model fixed point of noncommutative field theory at infinite noncommutativity $\theta = \infty$ [37–39, 58].

The matrix model (4)+(3) with a kinetic term ($a \neq 0$) is much harder to solve but much more interesting. The phase diagram, in addition to the above two phases A) and B), involves a C) uniform (asymmetric, one-cut, Ising) ordered phase. The three phases meet at a triple point [63].

The main difference between the real quartic matrix model (4)+(3) and the noncommutative phi-four theory (4)+(3) on the other hand, lies in the fact that the uniform-ordered phase is stable in the latter. This important fact can be seen in both the saddle point equation and the Monte Carlo algorithm. For example, the saddle point equation (8) of the multitrace matrix model (5) can be solved exactly to determine the boundaries between the three phases A), B) and C) and the location of the triple point by following the remarkable work of [22] who solved a much larger class of multitrace matrix models.

The important point to stress here is the fact that the uniform-ordered phase becomes stable within the multitrace matrix model (5), in contrast to the case of the pure matrix model (6), which can be shown using a mean-field-like analysis as follows.

First, by using the invariance of the partition function of the multitrace matrix model (5) under $M \to (1+\epsilon)M$ explicitly by [36],

\[
E_B = -\frac{B^2}{4NC} + \frac{1}{4} \ln \frac{NC}{B^2} - \frac{3}{8},
\]

\[
E_C = -\frac{B^2}{4NC} + O(C^0), \quad C \to 0.
\]

In the limit $C \to 0$ we have $E_B < E_C$ because of the logarithmic contribution. See figure (2).

Similarly, the saddle point equation (8) of the multitrace matrix model (5) can be solved exactly to determine the boundaries between the three phases A), B) and C) and the location of the triple point by following the remarkable work of [22] who solved a much larger class of multitrace matrix models.

The expressions of the various cuts $\delta, \delta_1, \delta_2, \sigma$ and $\tau$ in terms of the parameters of the model can be found in [36]. Following Shimamune it is then not very difficult to show that the free energy $E_C$ in the uniform-ordered phase is always higher than the free energies $E_A$ and $E_B$ in the disordered and non-uniform-ordered phases and hence the uniform-ordered phase is metastable in this model. In particular, the energies $E_B$ and $E_C$ are given

\[
A) : \rho(z) = \frac{1}{N\pi} (2Cz^2 + B + C\delta^2) \sqrt{\delta^2 - z^2},
\]

\[-B \leq -B_c = 2\sqrt{NC}. \quad (10)\]

\[
B) : \rho(z) = \frac{2C|z|}{N\pi} \sqrt{(z^2 - \delta_1^2)(\delta_2^2 - z^2)},
\]

\[-B \geq -B_c = 2\sqrt{NC}. \quad (11)\]

\[
C) : \rho(z) = \sqrt{\frac{1}{\pi^2 N} (2Cz^2 + 2\sigma Cz + B + 2C\sigma^2 + C\tau^2)} \times \sqrt{((\sigma + \tau) - z)(z - (\sigma - \tau))},
\]

\[-B \geq -B_c = \sqrt{15\sqrt{NC}}. \quad (12)\]
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we can derive the Schwinger-Dyson identity
\[
\langle V \rangle = \frac{1}{4} + \frac{\tilde{B}}{2} \left( \frac{1}{N} \text{Tr} M^2 \right).
\]  

Next we can use the classical configurations \( M = 0, M = m \rho \gamma \) and \( M = m \rho \mathbf{1} \) deep inside the disordered, non-uniform-ordered and uniform-ordered phases to estimate the energies \( E_A, E_B \) and \( E_C \) respectively.

Thus, we calculate \( m_B^2 = -\tilde{B}/2(\tilde{C} + \tilde{C}') \) which indicates that the model for \( \tilde{B} < 0 \) is only stable if \( \tilde{C} > -\tilde{C}' \). The energy \( E_C \) in the uniform configuration is then estimated to be given by \( E_C = (\tilde{C} + \tilde{C}' - B^2)/4(\tilde{C} + \tilde{C}') \). Similarly, we calculate \( m_B^2 = -\tilde{B}/2\tilde{C} \) using the fact that \( \gamma^2 = 1 \). The energy \( E_B \) in the non-uniform configuration is then estimated to be given by \( E_B = (\tilde{C} - B^2)/4\tilde{C} \). It is not difficult to check that \( E_B > E_C \) (and hence the uniform-ordered phase is much more stable than the non-uniform-ordered phase) if and only if \( \tilde{C}' < 0 \) and vice versa.

Remark that the effect of the multitrace term in the Ising phase is then only to shift the quartic coupling as \( \tilde{C} \to \tilde{C} + \tilde{C}' \) whereas there is no effect in the stripe phase from the multitrace term. Hence, the energies \( E_B \) and \( E_C \) in this mean-field-like approximation are estimated as follows
\[
E_B = -\frac{B^2}{4N\tilde{C}} + \frac{1}{4} \ln \frac{NC}{4B^2} - \frac{3}{8}
\]
\[
E_C = -\frac{B^2}{4N(\tilde{C} + \tilde{C}')} + O((\tilde{C} + \tilde{C}')^0), \quad \tilde{C} + \tilde{C}' \to 0.
\]

Since we can not reach the point \( C = 0 \) (the model becomes unstable there) we can only take the limit \( C \to -\tilde{C}' \). In this case we have instead \( E_C < E_B \).

**MONTE CARLO SIMULATION AND THE PHASE DIAGRAM**

As we have said, the noncommutative phi-four theory \( [4]+[3] \) and the random multitrace matrix model \([5]\) share similar phase diagrams up to and including the triple point. Indeed, the multitrace matrix model \([5]\) captures, in fact surprisingly very well, the phase structure of noncommutative phi-four theory. This phase structure can be probed non-perturbatively using the Monte Carlo algorithm.

A direct simulation of the noncommutative phi-four theory \([4]+[3]\) is very involved for various physical and technical reasons \([17][20][50]\). Thus, the numerical results reported here are simply obtained by applying the Monte Carlo method or more precisely the Metropolis algorithm to the multitrace matrix model \([5]\) with the value \( \tilde{C} = -N \) which is the value obtained for the multitrace interaction \( \text{Tr} M \text{Tr} M^2 \) in the multitrace expansion of the kinetic term in the noncommutative phi-four theory \([4]+[3]\) on the fuzzy sphere \([21][22]\).

We have for both cases, i.e. for the noncommutative phi-four theory \([4]+[3]\) and for the random multitrace matrix model \([5]\), the following phase structure:

1. A 2nd order phase transition between disordered \((\Phi \sim 0)\) and uniform-ordered \((\Phi \sim 1)\) phases at small values of the quartic coupling. This is the usual Ising phase transition \([10]\). The eigenvalue distribution \( \rho(\lambda) \) as it transits between the disordered and uniform-ordered phases in the multitrace matrix model \([5]\) is shown in figure \((3)\).

2. A 2nd order phase transition between non-uniform-ordered \((\Phi \sim \gamma \text{ with } \gamma^2 = 1)\) and uniform-ordered \((\Phi \sim 1)\) phases which is a continuation of the Ising transition to large values of the quartic coupling \([41]\). The eigenvalue distribution \( \rho(\lambda) \) as it transits between the uniform-ordered and non-uniform-ordered phases in the multitrace matrix model \([5]\) is shown in figure \((5)\).

3. A 3rd order phase transition between disordered and non-uniform ordered phases. This is the matrix phase transition observed previously in the real quartic matrix model \([6]\) (model without kinetic term). The eigenvalue distribution \( \rho(\lambda) \) as it transits between the disordered and non-uniform-ordered phases in the multitrace matrix model \([5]\) is shown in figure \((4)\).

4. The three coexistence curves intersect at a triple point. The full phase diagram of the multitrace matrix model \([5]\) in the plane \((-\tilde{B}, \tilde{C})\), as measured by the Monte Carlo method, is shown in figure \((6)\) where the coexistence line \( \tilde{C} = B^2/4 \) of the real quartic matrix model \([6]\) is also included for comparison. The agreement with the phase diagram of noncommutative phi-four \([4]+[3]\) on the fuzzy sphere is extremely favorable.

The observables used in the Monte Carlo measurement of the phase diagram include, in addition to the eigenvalue (EV) distribution \( \rho(\lambda) \), the specific heat \( C_v = \langle S^2 \rangle - \langle S \rangle^2 \) where \( S \equiv V_{\text{trunc}} \), the susceptibility (sus) defined by \( \chi = \langle |\text{Tr} M|^2 \rangle - \langle |\text{Tr} M| \rangle^2 \) and the power in the zero mode \( P_0 = \langle |\text{Tr} M|^2 \rangle / N^2 \). We also measure the magnetization \( m = \langle |\text{Tr} M| \rangle \), the total power \( P_T = \langle \text{Tr} M^2 \rangle / N \) and the quartic coupling \( \langle \text{Tr} M^4 \rangle \).

Now, the existence of the uniform-ordered phase and the Ising phase transition between this uniform-ordered phase and disordered phase signal as usual the spontaneous symmetry breaking of the discrete symmetry \( \Phi \to -\Phi \). The fundamental underlying hypothesis in this article is the statement that the existence of an Ising
uniform-ordered phase in a "pure matrix model" (such as the multitrace matrix model [5] which does not come with a pre-defined Laplacian operator) is an unambiguous signal for a lurking underlying geometry. In other words, an emergent geometry transition in this scenario (obtained by allowing the value of the coefficient $C'$ of the multitrace term to change) is identified with the existence of a stable uniform-ordered phase and a corresponding Ising transition for some values of the coefficient $C'$.

On the other hand, the existence of the non-uniform-ordered phase signals the spontaneous symmetry breaking of translation symmetry (see for example [42]) which is quite remarkable for two reasons. First, this breaking is possible even in two dimensions in contrast to the Coleman-Mermin-Wagner theorem [43, 44] and it is due to the fact that noncommutative field theories are non-local by construction. Second, this breaking can be extended to supersymmetric models allowing us to obtain spontaneous supersymmetry breaking which is usually quite hard to obtain otherwise (see [45] for a courageous attempt). The non-uniform-ordered phase is precisely the so-called stripe phase and it is the non-perturbative manifestation of the celebrated phenomena of the UV-IR mixing in noncommutative field theories [9].

\[
Z = \int D\mathcal{M} \exp(-N Tr_N V(M))
\]

\[
V(M) = \frac{g_2}{2} M^2 + \frac{g_4}{4} M^4 + \frac{g}{3N} (Tr_N M)M^3. \quad (16)
\]

We have

\[
g_2 = \pm 1, \quad g_4 = \frac{C}{B^2}, \quad g = \frac{3}{4} \frac{\tilde{D}}{B^2}. \quad (17)
\]
We choose \( g_2 = -1 \) since \( B \) is taken to be negative which is the region of interest for noncommutative scalar phi-four theories. Note also that the multitrace term is of the cubic coupling is proportional to the magnetization, \( N \equiv \epsilon \). The solution which goes through the two standard fixed points \((0, 0)\) and \((0, \epsilon)\) of the pure cubic potential is given explicitly by \([62]\)

\[
g_{4+} = g_3^2 \left[ g_3^2 - \sqrt{g_3^4 - 2g_2g_3^2 + \left( \frac{g_3}{\epsilon} \right)^4} - g_2 \right]. \tag{20}
\]

The behavior for \( g_3^2 \to \infty \) and \( g_3^2 \to 0 \) is given explicitly by

\[
g_{4+} = -\frac{1}{2} \left( \frac{g_3}{\epsilon} \right)^4, \quad g_3^2 \to \infty. \tag{21}
\]

And

\[
g_{4+} = g_3^2 \left( -g_2 - \left( \frac{g_3}{\epsilon} \right)^{2/3} \right), \quad g_3^2 \to 0. \tag{22}
\]

We have then a critical line of fixed points \([20]\) which interpolate smoothly between the fixed point \((0, 0)\) (interpreted as the fixed point of the 3rd order matrix coexistence line) and the fixed point \((0, \epsilon)\) (interpreted as the fixed point of the 2nd order commutative/Ising coexistence line) going through a maximum in between. This critical line, restricted to the positive quadrant since the behavior \( g_{4+} \to -\infty \) as \( g_3 \to +\infty \) is unphysical for noncommutative field theory, is interpreted as the critical line of fixed points associated with the noncommutative/stripes coexistence line. The RG fixed points are sketched on figure \([7]\).

**EMERGENT GEOMETRY AS EMERGENCE OF THE UNIFORM-ORDER**

To summarize, the non-uniform-ordered phase is important for noncommutative geometry and matrix models whereas the uniform-ordered phase is essential to commutative geometry. In fact, the central proposal of this article is to turn the original logic of noncommutative geometry and its matrix models on its head by starting from matrix models and attempt to reach noncommutative geometry and not the other way around. This will be precisely/explicitly done by searching in the phase diagram for a uniform-ordered phase.

Hence, we will take as first principle the random multitrace matrix model \([5] \) then attempt to reach the noncommutative field theory \([1]+[3] \) by searching for a uniform-ordered phase in the phase diagram of the former. This relies on three facts. First, multitrace matrix models such as \([5] \) do not involve in their definition a spectral triple specifying the geometry like those implicitly defining noncommutative field theories such as \([1]+[3] \). Second, the uniform-ordered phase is a commutative order requiring the existence of an underlying space which is a priori commutative. Third, the underlying geometry turns out to be quantized, i.e. noncommutative geometry because of the existence of a triple point in which a commutative order (uniform/Ising), a noncommutative order (non-uniform/stripes) and a matrix order coexist.
FIG. 7: The RG fixed points of the multitrace matrix model (green and red lines) compared with the RG fixed points of the singletrace cubic-quartic matrix model (blue line) [62].

Thus, from the existence of a uniform-ordered phase and a corresponding Ising phase transition, for some values of the coefficient of the multitrace coupling, we can infer the existence of an underlying space and an emergent geometry transition. The dimension of this emergent space can be determined from the critical exponents characterizing the Ising transition.

Hence, it is the statistical physics of the commutative (uniform/Ising) phase of the multitrace matrix model that captures the geometry. And, as it turns out, this geometry is quantum in the sense that it is emergent (reminiscent of second quantization of geometry) but it is also quantized in the sense that it is noncommutative (first quantization of geometry).

Indeed, this emergent quantum geometry is necessarily noncommutative since the multitrace matrix model includes necessarily a stripe or non-uniform-ordered phase which is a noncommutative phase by excellence (a transition from a disordered phase to a non-uniform-ordered phase is necessarily generated by the single trace terms of the multitrace matrix model [5]). This important fact can be further confirmed by studying the transition from non-uniform-ordered to uniform-ordered and verifying that this transition is also 2nd order (similarly to the Ising transition) and it is in fact a continuation of the Ising transition to larger values of the quartic coupling.

The precise metric on the emergent geometry can be fixed by studying the Wigner’s semi-circle law near the origin, i.e. by studying the eigenvalue distribution of the matrix $M$ for vanishingly small values of the quartic coupling. This eigenvalue distribution captures clearly the properties of the free propagator.

The Wigner’s semi-circle law can be fixed by studying the Wigner’s semi-circle law near the origin, i.e. by studying the eigenvalue distribution of the matrix $M$ for vanishingly small values of the quartic coupling. This eigenvalue distribution captures clearly the properties of the free propagator.

The Wigner’s semi-circle law is obtained of course for the real quartic matrix model [6] with $C = 0$, i.e. for the free model $B\text{Tr}M^2$ with a squared radius given simply by

$$\delta^2 = \frac{2N}{B}. \quad (23)$$

As it turns out, a free noncommutative scalar field theory with mass parameter $m^2$ (the theory given by [4]+[3] with zero interaction) is itself characterized by a Wigner’s
semi-circle law in stark contrast to free commutative scalar field theory. This stems from the fact that planar diagrams dominate over the non-planar ones in the limit of infinite cutoff \cite{23} \cite{30}. The Wigner semi-circle law in free noncommutative scalar field theory is given explicitly by \cite{30}
\[ \rho(x) = \frac{2}{\pi \delta^2} \sqrt{\delta^2 - x^2}. \] (24)

By using a sharp UV cutoff \( \Lambda \) we compute in two dimensions the squared-radius
\[ \delta^2(m, \Lambda) = \frac{1}{\pi} \ln(1 + \frac{\Lambda^2}{m^2}). \] (25)

This is indeed the behavior found on the fuzzy sphere \( S_N^2 \) with \( \Lambda = N/R \) and \( m^2 = b/aR^2 \), i.e. \( \Lambda^2/m^2 = 2\pi N/B \). The behavior of the squared-radius \( \delta^2 \) on the noncommutative torus \( T^2 \) (with cutoff \( \Lambda = \sqrt{N\pi/\theta} \)) is found to be different from the above sharp UV cutoff result \cite{25} due to the different behavior of the propagator for large momenta.

The Wigner’s semi-circle law computed near the origin using the multitrace matrix model \cite{3} should then be compared with the noncommutative field theory prediction \cite{21} \cite{25} for negative values of the multitrace coupling \( C' \). But for positive values of \( C' \) the behavior should be compared with the prediction of pure matrix model \cite{23}. This will allow us to infer whether or not the underlying space or emergent geometry is indeed a fuzzy sphere \( S_N^2 \) or a noncommutative torus \( T^2 \). See figure \( \text{(8)} \).

But for more detail see \cite{60}.

The fifth and final ingredient in our emergent geometry proposal consists in verifying explicitly the geometrical content of the multitrace matrix model \cite{3} by expanding the matrix \( M \) around the uniform-ordered configuration \( M_0 = m \mathbf{1} \). We obtain an \( SO(3) \)-symmetric three-matrix model with a Chern-Simons term proportional to the value \( m \) of the order parameter in the uniform-ordered phase, i.e. to the magnetization. This three-matrix model describes a noncommutative gauge theory on the fuzzy sphere \( \mathbb{F}_N \). The Chern-Simons term is precisely Myers term responsible for the condensation of the geometry \cite{38} \cite{49}.

In summary, our proposal for ”emergent geometry from random multitrace matrix models” consists of five ingredients \cite{60} \cite{63}:

1. The random multitrace matrix model \cite{3} is taken as ”first principle”. There is no Laplacian entering the definition of this action and thus there is no geometry a priori. First, we need to determine whether or not this pure matrix model contains in its phase diagram a uniform-ordered phase and an Ising transition from this uniform-ordered phase to disordered phase.

2. The existence of a uniform-ordered phase in a multitrace matrix model such as \cite{3} signals the existence of an underlying space and an emergent geometry as we vary the multitrace coupling \( C' \) from positive to negative values. By using scaling and universality of second order phase transitions we can determine the dimension of the underlying space or emergent geometry from the critical exponents of the Ising line.

3. From the existence of a stripe or non-uniform-ordered phase with a transition line between uniform-ordered and non-uniform-ordered phases which is second order and a continuation of the Ising line we can infer that the underlying space or emergent geometry is in fact noncommutative.

4. The study of the Wigner’s semi-circle law of the multitrace matrix model \cite{3} at the origin will allow us to discriminate decisively between the behavior of the noncommutative field theory and the real quartic matrix model.

5. In some interesting cases the expansion around the uniform-ordered phase exhibits the geometrical content of the multitrace matrix model as a gauge theory on a noncommutative background.

**CONCLUSION**

Quantized geometry without Connes spectral triple of noncommutative geometry (first quantization of geometry) and without Yang-Mills matrix models of string theory (second quantization of geometry or quantization of noncommutative geometry relevant to quantum gravity) can be obtained by means of random multitrace matrix models. This proposal should be thought of as a generalization of the idea of discretization of random Riemannian surfaces with regular polygons (two-dimensional quantum gravity or \( d = 0 \) bosonic string theory).

In this scenario the statistical physics of the random matrix model, in particular the properties of the commutative uniform-ordered phase more than the properties of the noncommutative non-uniform-ordered phase, play a crucial role in determining geometrical properties.

Furthermore, in this scenario of ”emergent geometry through random multitrace matrix models” both the structure and the symmetry of the various multitrace couplings of the one-matrix model are what underlies the dynamical process of quantum geometry, i.e. emergent geometry and topology change. This should be contrasted with the scenario of ”emergent geometry through Yang-Mills matrix models” in which the structure and
symmetry of the various singletrace terms of the many-matrix model is what underlies the dynamical process of quantum geometry \[64, 65\].

In summary, a new scenario for quantized geometry is proposed in this article. In this scenario quantum geometry can emerge from "one-matrix multitrace scalar matrix models" by probing the statistical physics of commutative phases of matter which should be contrasted with the usual scenario in which quantum geometry emerges from "many-matrix singletrace Yang-Mills matrix models" by probing the statistical physics of noncommutative phases of gauge theory. In both cases the geometry emerges as the system is cooled down in a well defined sense.

Quantum geometry is a fundamental ingredient of quantum gravity and in this novel scenario it appears in the form of a transition between the two phase diagrams of the real quartic matrix model and the noncommutative scalar phi-four field theory in which it is the commutative (and not the noncommutative) phase which plays the essential role. The matrix transition line in the real quartic matrix model is replaced as the geometry emerges by a matrix, noncommutative (stripe) and commutative (Ising) transition lines intersecting at a triple point.

The multitrace matrix model considered here is obtained by adding the term $C \text{Tr} M \text{Tr} M^3$ to the real quartic matrix model, i.e. there is no Laplacian operator (underlying metric) in this model. Yet, a noncommutative geometry emerges as we vary the multitrace coupling from positive to negative values. The multitrace coupling $C$ acts therefore as the temperature in this case playing in fact an analogous role to the role played by the gauge coupling constant in Yang-Mills matrix models.

Our proposal for emergent geometry from multitrace matrix models consists of five ingredients. First, we search for the geometry by searching in the phase diagram for an Ising uniform phase. The dimension of the emergent geometry is determined from the value of the critical exponents of the Ising line whereas the metric is determined from the behavior of the Wigner’s semicircle law near the origin which allows us to discriminate between the behavior of the noncommutative field theory and the real quartic matrix model. The further existence of a non-uniform stripe order is indicative that the emergent geometry is noncommuting. Finally, in some important cases the expansion around the uniform-ordered phase exhibits explicitly the geometrical content of a gauge theory on a noncommutative background.

We have given arguments in support of this scenario from the large $N$ saddle point equation, from Monte Carlo simulation and from the renormalization group equation.

Generalization to the multitrace matrix models of fuzzy projective spaces $\mathbb{CP}_N^n$ is straightforward \[22, 33\]. In particular, the four-dimensional projective space $\mathbb{CP}^3_N$ is of a clear interest \[34\]. A much more challenging task is to generalize the multitrace approach to Lorentzian Poisson manifolds such as the noncommutative $\text{AdS}_5^2$ \[74, 77\]. Some preliminary hints can be found in \[60\].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{wigner_semicircle.png}
\caption{Wigner’s semicircle law.}
\end{figure}
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