REGULARITY OF INVERSE MEAN CURVATURE FLOW IN ASYMPTOTICALLY HYPERBOLIC MANIFOLDS WITH DIMENSION 3
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ABSTRACT. By making use of the nice behavior of Hawking masses of slices of a weak solution of inverse mean curvature flow in three dimensional asymptotically hyperbolic manifolds, we are able to show that each slice of the flow is star-shaped after a long time, and then we get the regularity of the weak solution of inverse mean curvature flow in asymptotically hyperbolic manifolds. As an application, we prove that the limit of Hawking mass of the slices of a weak solution of inverse mean curvature flow with any connected \( C^2 \)-smooth surface as initial data in asymptotically ADS-Schwarzschild manifolds with positive mass is bigger than or equal to the total mass, which is completely different from the situation in asymptotically flat case.
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1. INTRODUCTION

A Riemannian 3-manifold \((M^3, g)\) is asymptotically hyperbolic if it is connected and if there are a bounded open set \(U \subset M\) and a diffeomorphism \(M \setminus U \cong_x \mathbb{R}^3 \setminus B_1(0)\) such that, in polar coordinates, the metric is in the form

\[
g = dr \otimes dr + \sinh^2 r g_{S^2} + Q,
\]

where

\[
|Q|_{\bar{g}} + |\bar{\nabla}Q|_{\bar{g}} + |\bar{\nabla}^2 Q|_{\bar{g}} + |\bar{\nabla}^3 Q|_{\bar{g}} = O(e^{-3r}),
\]

and \(\bar{g}\) denotes the hyperbolic metric \(\bar{g} = dr \otimes dr + \sinh^2 r g_{S^2}\).

In this paper, we also require that the scalar curvature of \((M, g)\) satisfies

\[
R + 6 = O(e^{-\alpha r}), \quad \text{for some} \quad \alpha > 3.
\]

In above definition, \(M \setminus U\) is called an exterior region of the asymptotically hyperbolic manifold \((M, g)\).

An asymptotically hyperbolic 3-manifold \((M, g)\) is called asymptotically to Schwarzschild-anti-deSitter if there is an exterior region such that the metric is like

\[
g = dr \otimes dr + \left(\sinh^2 r + \frac{m}{3 \sinh r}\right) g_{S^2} + Q,
\]
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where
\begin{equation}
|Q|_g + |\nabla Q|_g + |\nabla^2 Q|_g + |\nabla^3 Q|_g = O(e^{-5r}).
\end{equation}

For convenient, we say \((M, g)\) is an asymptotically ADS-Schwarzschild manifold.

A smooth solution of inverse mean curvature flow (IMCF) in an asymptotically hyperbolic manifold \((M, g)\) means a smooth family of surfaces \(F : \Sigma \times [0, T) \to M\), which satisfies
\begin{equation}
\frac{\partial}{\partial t} F(p, t) = H(p, t)^{-1} \nu(p, t), \quad F(\cdot, 0) = F_0,
\end{equation}
where \(F_0\) is a smooth embedding of \(\Sigma\). Denote \(\Sigma_t = F(\Sigma, t)\), we also say inverse mean curvature flow \(\Sigma_t\) and call \(\Sigma_0\) the initial data surface of the flow for convenience.

In order to prove Penrose Inequality, a theory of a weak solution of inverse mean curvature flow was developed in [8] by Huisken and Ilmanen. Namely, they raised up a weak notion of level-set solution for inverse mean curvature flow and obtained the existence for a weak solution with a strictly outer-minimizing \(C^2\)-smooth initial data surface in general complete, connected Riemannian \(n\)-manifolds, which admit a suitable subsolution at the infinity. In particular, a weak solution of inverse mean curvature flow with an outer-minimizing initial data surface always exists in an asymptotically hyperbolic 3-manifold \((M, g)\). As mentioned in [8], a kind of “jump phenomenon” may take place in a weak solution of inverse mean curvature flow in asymptotically flat (or hyperbolic) manifolds, and due to this, a smooth solution may not be a weak solution automatically. However, one can show each slice of such a weak solution of inverse mean curvature flow is of \(C^{1, \alpha}\) and \(W^{2,p}\) for some \(\alpha \in (0, 1)\) and any \(p > 1\). Besides [8], there are several interesting applications of inverse mean curvature flow to various geometric inequalities, see [1], [3], [2], [11], [6], [5], [16], etc.

In this paper, we consider the regularity of a weak solution of inverse mean curvature flow, which was established in [8], in an asymptotically hyperbolic manifold \((M, g)\). Namely, we are going to show

**Theorem 1.1.** Let \((M, g)\) be an asymptotically hyperbolic manifold and \(\{\Sigma_t\}_{t \geq 0}\) be a weak solution of inverse mean curvature flow with a connected \(C^2\)-smooth initial data surface in \((M, g)\). Then there is a \(T_0 > 0\) such that \(\{\Sigma_t\}_{t \geq T_0}\) is smooth.

Regularity of a weak solution of inverse mean curvature flow was first established by Huisken and Ilmanen in [2] in Euclidean space \(\mathbb{R}^n\). Later, it was generalized to some rotational symmetric manifolds in [13]. In [15], A. Neves obtained a precise behavior of the slices of a smooth solution of inverse mean curvature flow in an AdS-Schwarzschild manifold with positive mass by a careful analysis of various geometric quantities along the flow. However, all of those works in [13] and [15] need to assume that the initial surfaces are star-shaped, which plays a crucial role in their proofs. Another difficult in investigation of such problems in asymptotically hyperbolic situation is the failure of blow-down arguments which is very effective in asymptotically flat case.

Indeed, star shape is a kind of the first derivative assumption of the surfaces, by this one may get a positive lower bound of the mean curvature of the slices of a smooth solution of inverse mean curvature flow, which can be regarded as a second derivative condition of the surfaces.
Based on this, one can further get higher order estimates of the inverse mean curvature flow. However, in a general asymptotically hyperbolic manifolds, the notion of star shape of an initial surface seems not to make sense if the surface is not contained in any exterior region. We observe that, in three dimensional case, Hawking mass of the slice of a weak solution of inverse mean curvature flow in an asymptotically hyperbolic manifold \((M,g)\) has a uniform lower bound, which then implies that the topology of each slice is sphere after a long time. Furthermore, together with Gauss equations, we get a nice decay estimate of \(L^2\)-norm of trace-free part of the second fundamental forms of the slices, which can be regarded as a kind of \(W^{2,2}\) a priori estimates of the surfaces. This fact, together with uniform \(C^{1,\alpha}\) estimates obtained in [8], enables us to show that each slice of a weak solution of inverse mean curvature flow is automatically star-shaped when \(t \geq T_0\) for some large time \(T_0\) (see Corollary 2.4). Unlike [9], [13], [15], etc, our ambient manifold \((M^3,g)\) may not be warp-product, the second fundamental forms of the slices are involved in error terms of evolution equations of several geometric quantities, and that makes estimates much more complicated.

For any large time \(t > 0\), let \(\Sigma_t\) be the slices of a weak solution of inverse mean curvature flow in \((M,g)\). As in [9], we may use mean curvature flow to construct a sequence of smooth surfaces to approximate \(\Sigma_t\). Therefore, for any small \(s > 0\), we can use \(\Sigma_{t,s}\) to denote the slice of mean curvature flow with initial surface \(\Sigma_t\), whose detailed construction is left to Lemma C.1. Note that \(\Sigma_{t,s}\) is strictly mean convex in \((M,g)\) for small \(s\), it can be taken as an initial data surface for a smooth solution of inverse mean curvature flow. Now, let \(\tilde{\Sigma}_{t,s,\tau}\) be the slice of the smooth solution of inverse mean curvature flow with \(\Sigma_{t,s}\) as the initial surface at time \(\tau > 0\).

Unlike in [9], [13], [15], we use another way rather than investigating evolution equations to obtain a long-time estimate for the star-shape of \(\tilde{\Sigma}_{t,s,\tau}\), which guarantees us to get rid of a requirement on the warp-product structure and positive mass of the ambient manifold \((M,g)\). In fact, we observe that the second fundamental forms of \(\tilde{\Sigma}_{t,s,\tau}\) enjoy a uniform upper bounded estimate (see Corollary B.7), which provides us a uniform \(C^{1,\alpha}\) estimates of \(\tilde{\Sigma}_{t,s,\tau}\). Notice that \(\tilde{\Sigma}_{t,s,\tau}\) also have a uniform lower bound on their Hawking masses, after playing the same trick as what we have done for \(\Sigma_t\), we can see that \(\tilde{\Sigma}_{t,s,\tau}\) is star-shaped (see Proposition 4.1) for all \(\tau > 0\) when \(t\) is large enough. Then by Krylov’s regularity theory (see Page 253 [10]), we get uniform upper bounds of the higher order estimate of second fundamental forms of \(\tilde{\Sigma}_{t,s,\tau}\). From the compactness of the weak solution of inverse mean curvature flow, we see that there is a smooth solution for inverse mean curvature flow with \(\Sigma_t\) as the initial data for some large \(t\). Therefore, by the uniqueness of the weak solution of inverse mean curvature flow, we get the regularity of the inverse mean curvature flow after a large time.

As an application of Theorem 1.1 we can obtain the following result:

**Theorem 1.2.** Let \((M^3,g)\) be an asymptotically \(\text{ADS-Schwarzschild}\) manifold with \(m > 0\) and \(\Sigma_t\) be a weak solution of inverse mean curvature flow with initial data surface \(\Sigma\), where \(\Sigma\) is any strictly outer-minimizing and connected \(C^2\)-smooth surface. Then we have

\[
\lim_{t \to +\infty} m_H(\Sigma_t) \geq \frac{m}{2},
\]
with equality if and only if
\[
\lim_{t \to +\infty} (\bar{r}_t - \underline{r}_t) = 0,
\]
where
\[
(1.7) \quad \bar{r}_t := \max_{\Sigma_t} r, \quad \text{and} \quad \underline{r}_t := \min_{\Sigma_t} r.
\]

Note that the total mass of \((M^3, g)\) is \(\frac{m}{2}\), due to Theorem 1.2 we know that it is almost impossible to show the Penrose inequality by inverse mean curvature flow in asymptotically hyperbolic manifolds, which was pointed out in [15] by considering inverse mean curvature flow with some special initial data. Our arguments of proof Theorem 1.2 are mainly from [15].

The remaining of the paper is organized as follows. In section 2, we give some preliminary lemmas which will be used later. We show that, for a weak solution of inverse mean curvature flow, the slices \(\Sigma_t\) are \(L^2\)-nearly umbilical spheres for large times \(t\). Based on this, we prove the star-shape of \(\Sigma_t\) with \(t\) large enough. In section 3, we prove by Stampacchia iteration process that a smooth solution of inverse mean curvature flow with star-shaped slices \(\Sigma_t\) has a lower bound estimate for the mean curvature of \(\Sigma_t\), which is independent of the mean curvature lower bound of the initial data surface. Higher order estimates of \(\Sigma_t\) will follow from lower bounded mean curvature and bounded second fundamental form by Krylov’s regularity theory. Based on this, an extension lemma is introduced at the end of this section. In section 4, we present a proof for our main Theorem 1.1. We show that the long-time existence of the approximation flow \(\tilde{\Sigma}_{t, s, \tau}\) (see Appendix C) for sufficiently large \(t\). By letting \(s \to 0\), we obtain a smooth solution of inverse mean curvature flow, whose slices coincide with those of the weak solution \(\Sigma_t\). This gives the smoothness of \(\Sigma_t\) for large time \(t\). In Section 5, we show Theorem 1.2.
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2. Preliminary results

In this section, \((M, g)\) is an asymptotically hyperbolic manifold and \(\Sigma_t\) denotes a weak solution of inverse mean curvature flow in \((M, g)\) with a connected \(C^2\)-smooth initial data.

For any closed surface \(\Sigma\), we denote \(\nu\) the outward unit normal of \(\Sigma\) and \(H\) the mean curvature of \(\Sigma\) with respect to \(\nu\) in \((M, g)\). We use \(A\) to represent the second fundamental form of \(\Sigma\) and \(\hat{A}\) the trace-free part of \(A\). The \(g\)-area of \(\Sigma\) will be denoted by \(A(\Sigma)\).

In order to simplify the statement, we leave some basic properties of a weak solution \(\Sigma_t\) to appendix B. Here we present some key lemmas for our later proof for the main theorem.

First, we show that the slice \(\Sigma_t\) of a weak solution of inverse mean curvature flow is necessarily a \(L^2\)-nearly umbilical sphere for large time \(t\). That is,

**Lemma 2.1.** There is a \(T_0 > 0\) such that \(\Sigma_t\) is topological sphere and
\[
(2.1) \quad \int_{\Sigma_t} ||\hat{A}||^2 \, d\mu \leq CA(\Sigma_t)^{-\frac{1}{2}}
\]
for \(t \geq T_0\), where \(C\) is a universal constant independent of \(t\).
Proof. From Lemma B.9 there is a universal nonnegative constant Λ so that
\[ m_H(\Sigma_t) \geq -\Lambda \]
for all \( t \geq 0 \), where \( m_H(\Sigma_t) \) is the Hawking mass of \( \Sigma_t \), defined by
\[ m_H(\Sigma_t) = \frac{A(\Sigma_t)}{16\pi} \left( 16\pi - \int_{\Sigma_t} H^2 - 4 \, d\mu \right). \]

Therefore, we have
\[ (2.2) \quad \int_{\Sigma_t} H^2 - 4 \, d\mu \leq 16\pi + (16\pi)^{\frac{3}{2}} \Lambda A(\Sigma_t)^{-\frac{1}{2}}. \]

Due to Lemma B.2 for \( t \) large enough, \( \Sigma_t \) is a surface in the exterior region \( M \setminus U \), therefore it can be viewed as a surface in \((M \setminus U, \bar{g})\). Denote \( \bar{H} \) and \( d\bar{\mu} \) the weak mean curvature and the induced measure of \( \Sigma_t \) in \((M \setminus U, \bar{g})\). Through direct calculation, we have
\[ (2.3) \quad \int_{\Sigma_t} \bar{H}^2 - 4 \, d\bar{\mu} = \int_{\Sigma_t} H^2 - 4 \, d\mu + \int_{\Sigma_t} (1 + \|A\|^2) O(e^{-3r}) \, d\mu. \]

Using the uniform bound for second fundamental form of \( \Sigma_t \) from Lemma B.8 combined with Lemma B.2 and exponential area growth of \( \Sigma_t \), we deduce that
\[ (2.4) \quad \int_{\Sigma_t} \bar{H}^2 - 4 \, d\bar{\mu} \leq 16\pi + C e^{-\frac{1}{2}} \leq 16\pi + CA(\Sigma_t)^{-\frac{1}{2}}. \]

Here and in the sequel, \( C \) denotes a universal constant independent of \( t \). Since \( \Sigma_t \) is a \( W^{2,2} \) surface from Lemma B.10 by approximation and applying Theorem A in [14], we can find \( T_0 \) large so that \( \Sigma_t \) is a topological sphere for \( t \geq T_0 \). Now, combined with the weak Gauss-Bonnet formula from Lemma 5.4 in [8],
\[ (2.5) \quad \int_{\Sigma_t} \|\hat{A}\|^2 \, d\mu = 8\pi - 4\pi \chi(\Sigma_t) + \int_{\Sigma_t} O(e^{-3r}) \, d\mu + 32\pi \Lambda A(\Sigma_t)^{-\frac{1}{2}} \leq CA(\Sigma_t)^{-\frac{1}{2}}, \]
where we have used \( \chi(\Sigma_t) = 2 \) for \( t \geq T_0 \). \( \square \)

A sequence of closed surfaces \( \Sigma_i \) in \((M, g)\) is called **exhausting** if any compact set of \( M \) will be enclosed by \( \Sigma_i \) for sufficiently large \( i \). The following proposition plays a crucial role in our work.

**Proposition 2.2.** Let \( \{\Sigma_i\} \) be a sequence of exhausting closed surfaces in the exterior region \( M \setminus U \) with uniform \( C^{1,\alpha} \) for some \( 0 < \alpha < 1 \) and
\[ (2.6) \quad \int_{\Sigma_i} \|\hat{\bar{A}}\|^2 d\mu_{\bar{g}} \rightarrow 0, \quad \text{as} \quad i \rightarrow \infty, \]
where \( \bar{g} \) is the hyperbolic metric, \( \hat{\bar{A}} \) is the second fundamental form of \( \Sigma_i \) with respect to \((M \setminus U, \bar{g})\). Then for any \( \eta > 0 \), there is a \( i_0 \) which depends only on \( \eta \) so that for any \( i \geq i_0 \), we have
\[ (2.7) \quad \left< v, \frac{\partial}{\partial r} \right>_g \geq 1 - \eta. \]
Remark 2.3. When surfaces $\Sigma_i$ are slices of a weak solution of inverse mean curvature flow, (2.6) can be obtained from
\[
\int_{\Sigma_i} \|\hat{A}\|_g^2 d\mu_g \leq CA(\Sigma_i)^{-\frac{1}{2}},
\]
combined with Lemma B.2, Lemma B.8 and exponential area growth of the inverse mean curvature flow.

Proof. It is not difficult to see that $\langle v, \frac{\partial}{\partial r} \rangle_g$ is very close to $\langle \bar{v}, \frac{\partial}{\partial r} \rangle_{\bar{g}}$ for sufficiently large $i$, here $\bar{v}$ is the unit outward normal vector of $\Sigma_i$ with respect to $\bar{g}$. With this fact in mind, it suffices to show the conclusion of Proposition 2.2 in the hyperbolic space $H^3$ case. Here and in the sequel, we regard $(M \setminus U, \bar{g})$ as $H^3$. Now, let $p_i$ be the point in $\Sigma_i$ at which the minimum of $\langle \bar{v}, \frac{\partial}{\partial r} \rangle_{\bar{g}}$ is achieved, and $T^i : H^3 \rightarrow H^3$ be an isometric transformation with $T^i(p_i) = p$, where $p$ is a fixed point in $H^3$. Then we are going to show
\[
\langle T^i_*(\bar{v}), T^i_*(\frac{\partial}{\partial r}) \rangle_{\bar{g}} (p) \geq 1 - \eta.
\]

Let $o \in H^3$ so that the direction of the geodesic $\gamma_i$ in $H^3$ joining with $T^i(o)$ and $p$ is $T^i_*(\frac{\partial}{\partial r})$ at $p$. As $p_i$ diverges to the infinity of $H^3$, so does $T^i(o) = q_i$. We adopt ball model for $H^3$, then $S_i = T^i(\Sigma_i)$ can also be regarded a surface in the unit ball $B^3$ in $R^3$, then $p \in S_i$ and $q_i$ is enclosed by $S_i$ and converges to the boundary of $B^3$. By (2.6) and the conformal invariance, we have
\[
\int_{S_i} \|\hat{A}\|^2 d\mu_0 \rightarrow 0, \quad \text{as} \quad i \rightarrow \infty,
\]
where $\hat{A}$ denotes the trace-free part of the second fundamental forms of $S_i$ in $B^3$ with the standard Euclidean metric. Together these facts with Theorem 1.1 in [12], we see that the area of $S_i$ with respect to the Euclidean metric has uniformly lower bound. Again by Theorem 1.1 in [12], we deduce that, after passing to a subsequence, $S_i$ converges in $C^0$ sense to the round sphere $S \subset B^3$ which passes through $p$ and $q = S \cap \partial B^3$, which is the limit of $q_i$. Thus $\gamma_i$ converges to the geodesic line $\gamma$ which joins with the infinity point $q$ and $p$, and the direction of $\gamma$ at $p$ is $\frac{\partial}{\partial r}$. Note that $S$ is actually a horosphere of $H^3$. 

Figure 1. Surface $S_i$ in ball model
Next, we are going to show that the outward unit normal vector of $S_i$ at $p$ with respect to the hyperbolic metric $\bar{g}$ converges to that of $S$ at $p$ in $C^0$ sense. It is easy to see that $\Sigma_i$ enjoys uniform $C^{1,\alpha}$-estimate with respect to the hyperbolic metric $\bar{g}$ and so does $S_i$, then by choosing a subsequence, we may assume $S_i$ locally $C^1$ converges to the limit surface, and due to the above discussion of convergence of surfaces in $B^3$, we see that the limit surface is the horosphere sphere $S$, which implies
\[
\left\langle \bar{v}, \frac{\partial}{\partial r} \right\rangle_{\bar{g}}(p) = 1.
\]
Therefore (2.8) is true and we get the conclusion of the Proposition 2.2. □

After applying above proposition to $\Sigma_t$, we have the following corollary.

**Corollary 2.4.** For any $\eta > 0$, there is a $T_0 = T_0(\eta)$ so that, for $t \geq T_0$, $\Sigma_t$ satisfies
\[
\left\langle \nu, \frac{\partial}{\partial r} \right\rangle_g \geq 1 - \eta.
\]

**Proof.** Direct calculation gives
\[
\int_{\Sigma_t} \|\hat{A}\|^2_{\bar{g}}d\mu_{\bar{g}} = \int_{\Sigma_t} \|\hat{A}\|^2_gd\mu_g + \int_{\Sigma_t} (1 + \|A\|^2_g) O(e^{-3r})d\mu_g.
\]
Using Lemma [B.2] and the uniform bound for second fundamental form of $\Sigma_t$ from Lemma [B.8] combined with the exponential growth of area $A(\Sigma_t) = A(\Sigma_0)e^t$, we obtain
\[
\int_{\Sigma_t} (1 + \|A\|^2_g) O(e^{-3r})d\mu_g \leq Ce^{-\frac{3}{2}t}A(\Sigma_t) \leq CA(\Sigma_t)^{-\frac{1}{2}}.
\]
Here and in the sequel, $C$ is a universal constant independent of $t$. Combining (2.10), (2.11) and Lemma [2.1] we have
\[
\int_{\Sigma_t} \|\hat{A}\|^2_{\bar{g}}d\mu_{\bar{g}} \leq CA(\Sigma_t)^{-\frac{1}{2}}.
\]
Now, the corollary follows from a contradiction argument. Suppose the consequence does not hold, then there exists a sequence of surfaces $\Sigma_{t_i}$ with $t_i \to +\infty$, which satisfies
\[
\left\langle \frac{\partial}{\partial r}, \nu \right\rangle_g < 1 - \eta.
\]
From (2.12) and Lemma [B.10] we can apply Proposition [2.2] to surfaces $\Sigma_{t_i}$, which leads to a contradiction to (2.13). □

### 3. Stampacchia Iteration

In this section, $(M, g)$ denotes an asymptotically hyperbolic manifold and $\tilde{\Sigma}_t$ denotes a smooth solution of inverse mean curvature flow. With the idea in [9], we use the Stampacchia iteration process to derive a lower bound for mean curvature of slices $\tilde{\Sigma}_t$, which is independent of the mean curvature bound of the initial data surface. In asymptotically hyperbolic manifolds, the process can be simplified due to the negativity of the Ricci tensor, which was observed in [13].
Proposition 3.1. Given positive constants \( \delta_0, C_1 \) and \( C_2 \), there is a universal constant \( R_0 = R_0(\delta_0, C_2) > 0 \) so that if \( \overline{\Sigma}_t, 0 \leq t < T \), is a smooth inverse mean curvature flow enclosing \( B_{R_0} \) with \( (\nu, \frac{\partial}{\partial y}) \geq \delta_0 \) for each slice \( \overline{\Sigma}_t \), and if \( \overline{\Sigma}_0 \) satisfies \( \overline{r}_0 - \overline{r}_0 \leq C_1 \) and \( \max_{\overline{\Sigma}_0} \|A\| \leq C_2 \), then
\[
H \geq C(\delta_0, C_1, C_2) \min\{1, t^2\},
\]
for any \( t \in [0, T) \).

Proof. From Lemma B.4 and Corollary B.7 slices \( \overline{\Sigma}_t \) satisfies \( \|A\| \leq C(\delta_0, C_2) \). Combined with Lemma A.1, we have
\[
\left( \frac{\partial}{\partial t} - \frac{1}{H^2} \Delta \right) w = \frac{\|A\|^2}{H^2} w + \frac{1}{H^2} O(e^{-2r})
\]
and
\[
\left( \frac{\partial}{\partial t} - \frac{1}{H^2} \Delta_{\Sigma_t} \right) H^{-1} = \frac{\|A\|^2}{H^2} H^{-1} + \frac{\text{Ric}(\nu, \nu)}{H^2} H^{-1},
\]
where \( w = \sinh r (\frac{\partial}{\partial r}, \nu) \). We consider the slices \( \overline{\Sigma}_t \) with \( t \in [t_0, t_1] \), where \( t_0 \) and \( t_1 \) are positive constants to be determined. Denote \( v = (t - t_0)^2 H^{-1} w^{-1} \) and \( v_k = \max\{v - k, 0\} \). Direct calculation shows
\[
\frac{\partial}{\partial t} v \leq \text{div} \left( \frac{1}{H^2} \nabla v \right) - \frac{1}{H^2} v^{-1} |\nabla v|^2 + \frac{1}{2} (t - t_0)^{-1} v
\]
\[
+ (t - t_0)^{-1} v^3 w \left( \text{Ric}(\nu, \nu) + C(\delta_0, C_2) w^{-1} e^{-2r} \right), \quad \forall t_0 < t \leq t_1.
\]
Using the fact that \( \delta_0 \sinh r \leq w \leq \sinh r \), by taking \( R_0 = R_0(\delta_0, C_2) \) sufficiently large, we can guarantee that
\[
\text{Ric}(\nu, \nu) + C(\delta_0, C_2) w^{-1} e^{-2r} \leq -1.
\]
Furthermore, there holds
\[
\frac{d}{dt} \int_{\overline{\Sigma}_t} v_k^2 \, d\mu \leq (t - t_0)^{-1} \int_{\overline{\Omega}_t(k)} v_k v \, d\mu + \int_{\overline{\Omega}_t(k)} v_k^2 \, d\mu
\]
\[
- 2(t - t_0)^{-1} \delta_0^2 \sinh^2 r_t \int_{\overline{\Omega}_t(k)} v_k v^3 \, d\mu,
\]
where \( \Omega_t(k) = \{ x \in \overline{\Sigma}_t : v \geq k \} \). Taking \( k = \delta_0^{-1} \sinh^{-1} \overline{r}_0 \max\{t_1 - t_0, 1\} \), then
\[
\frac{d}{dt} \int_{\overline{\Sigma}_t} v_k^2 \, d\mu \leq 0.
\]
Notice that \( v_k \equiv 0 \) on \( \overline{\Sigma}_{t_0} \), we have \( v_k \equiv 0 \) for \( \overline{\Sigma}_t \) with \( t \in [t_0, t_1] \), which implies \( v \leq k \) on these slices.

For the choice for \( t_0 \) and \( t_1 \), we divide into two cases. If \( 0 < t_1 \leq 2 \), we choose \( t_0 = t_1/2 \).
Otherwise, \( t_0 = t_1 - 1 \). In both cases, \( k \) can be taken to be \( \delta_0^{-1} \sinh^{-1} \overline{r}_0 \). Combined the fact \( v \leq k \) on \( \overline{\Sigma}_{t_1} \) with the definition of \( v \), using also the radii estimate in Lemma B.1, we conclude that on surface \( \overline{\Sigma}_{t_1} \)
\[
H \geq C(\delta_0, C_1, C_2) \min\{t_1^{\frac{1}{2}}, 1\},
\]
which completes the proof. \( \square \)
Lemma 3.2. Let $\bar{\Sigma}_t$, $0 \leq t < T < +\infty$, be a smooth inverse mean curvature flow in $(M,g)$. If there exist $c_0$ and $c_1$ such that $H \geq c_0 > 0$ and $\|A\| \leq c_1$, then $\bar{\Sigma}_t$ can be extended beyond the time $T$.

Proof. The theorem in Page 253 of [10] guarantees higher regularity of the solution, therefore $\Sigma_t$ converges smoothly to a smooth limit surface $\Sigma_T$ with mean curvature $H \geq c_0$. Then the short time existence of solution to (1.6) in case of smooth initial data surface with positive mean curvature yields the desired extension. □

4. Proof for Theorem 1.1

In this section, $(M,g)$ is an asymptotically hyperbolic manifold and $\Sigma_t$ is a weak solution of inverse mean curvature flow in $(M,g)$. For large $t$ and small $s$, $\Sigma_{t,s}$ represents the slice of the mean curvature flow with initial data surface $\Sigma_t$ at time $s > 0$. Since $\Sigma_{t,s}$ is smooth with strictly positive mean curvature, $\Sigma_{t,s}$ can be taken as an initial data surface of a smooth solution of inverse mean curvature flow. Denote the slice of the solution at time $\tau > 0$ by $\bar{\Sigma}_{t,s,\tau}$ and $\tau_0(t,s)$ the maximum existence time for $\bar{\Sigma}_{t,s,\tau}$.

Proposition 4.1. For any $0 < \delta_0 < 1$, there is a $T_0 = T_0(\delta_0) > 0$ such that for any $\Sigma_{t,s}$ with $t \geq T_0$, the smooth solution $\bar{\Sigma}_{t,s,\tau}$ of inverse mean curvature flow with initial data surface $\Sigma_{t,s}$ exists for all $\tau > 0$ and satisfies

$$(4.1) \quad \langle \frac{\partial}{\partial r}, \nu \rangle \geq \delta_0.$$ 

Proof. Define

$$(4.2) \quad \tau_1(t,s) := \sup \{ \tau' > 0 : \bar{\Sigma}_{t,s,\tau} \text{ exists and satisfies } \langle \partial_r, \nu \rangle \geq \delta_0 \text{ for } \tau \in [0,\tau'] \}.$$ 

From Corollary 2.4 and the $C^{1,\alpha}$ convergence of $\Sigma_{t,s}$ to $\Sigma_t$ in Lemma C.1, there exists a $T_0 > 0$ such that above definition makes sense for $\Sigma_{t,s,\tau}$ with $t \geq T_0$. Possibly increasing the value of $T_0$, we are going to show that $\tau_1(t,s) = +\infty$ for $t \geq T_0$. It follows from an argument by contradiction. Assume that the consequence is not true, then we can find $t_i \to \infty$ and $s_i > 0$ such that $\tau_1(t_i, s_i) < \infty$. Denote

$$(4.3) \quad \mathcal{S} := \{ \bar{\Sigma}_{t_i,s_i,\tau} : t_i \geq T_0, 0 \leq \tau < \tau_1(t_i, s_i) \}.$$ 

By Lemma C.1 and Corollary B.7 there exists $i_0$ such that any surface $\bar{\Sigma}_{t_i,s_i,\tau}$ in $\mathcal{S}$ with $i \geq i_0$ satisfies $\|A_{i,\tau}\| \leq C$, where $C$ is a universal constant independent of $i$ and $\tau$. In particular, such $\bar{\Sigma}_{t_i,s_i,\tau}$ has locally uniform $C^{1,\alpha}$ estimate. Combined with Lemma C.1, Lemma C.2, Proposition 3.1 and Lemma 3.2, we can also assume that $\bar{\Sigma}_{t_i,s_i,\tau}$ with $i \geq i_0$ exists on $[0,\tau_1(t_i, s_i) + \epsilon_i)$, where $\epsilon_i$ are positive constants depending on $i$. Notice that $\bar{\Sigma}_{t_i,s_i,\tau}$ is topological sphere due to the fact...
that $\Sigma_t$ is topological sphere from Lemma 2.1 combined with Lemma C.3, we have
\[
\int_{\Sigma_{t_i,s_i,\tau}} \frac{\partial}{\partial r} A_{i,\tau} \, d\mu_{g} = \int_{\Sigma_{t_i,s_i,\tau}} \frac{\partial}{\partial r} A_{i,\tau} \, d\mu_{g} + \int_{\Sigma_{t_i,s_i,\tau}} (1 + \|A_{i,\tau}\|^2)O(e^{-3r}) \, d\mu_{g}
\]
\[
(4.4)
\]
\[
= 8\pi - 4\pi\chi(\Sigma_{t_i,s_i,\tau}) + 32\pi \frac{3}{2} \Lambda A(\Sigma_{t_i,s_i,\tau})^{-\frac{3}{2}} + \int_{\Sigma_{t_i,s_i,\tau}} O(e^{-3r}) \, d\mu_{g}
\]
\[
\leq CA(\Sigma_{t_i,s_i,\tau})^{-\frac{3}{2}} \rightarrow 0, \quad \text{as} \quad i \rightarrow \infty,
\]
where $C$ is a universal constant. Here we remind readers that we use the fact $\|A_{i,\tau}\| \leq C$ in the second line and use the radii estimate from Lemma C.7 and exponential growth of area to handle the last error term. Applying Proposition 2.2 to $\Sigma_{t_i,s_i,\tau}$, fixing a $\delta_1 \in (\delta_0, 1)$, possibly raising the value of $i_0$, we conclude that any surface $\Sigma_{t_i,s_i,\tau} \in \mathcal{S}$ with $i \geq i_0$ satisfies $\langle \partial_r, \nu \rangle \geq \delta_1$. Since $\Sigma_{t_i,s_i,\tau}$ is a smooth solution of inverse mean curvature flow, this implies that there exist positive constants $\epsilon'_i < \epsilon_i$ such that for $i \geq i_0$
\[
(4.5)
\]
\[
\langle \frac{\partial}{\partial r}, \nu \rangle \geq \delta_0 \quad \text{for} \quad \Sigma_{t_i,s_i,\tau} \quad \text{with} \quad 0 \leq \tau \leq \tau_1(t_i, s_i) + \epsilon_i,
\]
which contradicts to (4.2) and this completes the proof.

We now present the proof for Theorem 1.1

Proof for Theorem 1.1 Combined with Lemma C.2 and Proposition 4.1, we can take $T_0$ large enough such that Proposition 3.1 is valid for $\Sigma_{T_0,s,\tau}$. Therefore, for any $0 < \tau' < \tau''$, we have $H \geq C(\tau', \tau'')$ for $\Sigma_{T_0,s,\tau}$ with $\tau \in [\tau', \tau'']$, where $C(\tau', \tau'')$ is a universal constant independent of $s$ and $\tau$. Also, from Corollary B.7, such $\Sigma_{T_0,s,\tau}$ satisfies $\|A\| \leq C$ for a absolute constant $C$. Using these and applying Krylov’s regularity theory to $\Sigma_{T_0,s,\tau}$, all resulting higher regular estimates are uniform in $s$ for $\tau \in [\tau', \tau'']$. Therefore, $\Sigma_{T_0,s,\tau}$ converges locally and smoothly to a limit inverse mean curvature flow $\Sigma_{T,0,\tau}$, $\tau > 0$, as $s \rightarrow 0$.

We claim that slices $\Sigma_{T_0,\tau}$ must coincide with the slices $\Sigma_{T_0+s}$ of the weak solution of inverse mean curvature flow for all $\tau > 0$. By the definition of a weak solution of inverse mean curvature flow in [8], we assume that $\Sigma_{t}$ is a level set solution with respect to a Lipschitz function $u$. Define
\[
(4.6)
\]
\[
\tilde{u}(x) := \begin{cases} 
\tau & x \in \Sigma_{T_0,\tau} \\
0 & \text{otherwise}
\end{cases}
\]
then it suffices to show that $\tilde{u} = (u - T_0)_+$, where $(u - T_0)_+$ represents the nonnegative part of the function $u - T_0$. This will follow from a comparison between $\Sigma_{t}$ and $\Sigma_{T_0,\tau}$. From uniformly bounded mean curvature for $\Sigma_{T_0,s}$ in Lemma C.1 using Lemma B.4 combined with a uniform choice of $\sigma(x)$ by the asymptotically hyperbolic property, $\Sigma_{T_0,s,\tau}$ with $\tau > 0$ satisfies $H \leq C$. Here and in the sequel, $C$ always denotes some universal constant independent of $s$ and $\tau$, while the meaning may vary from line to line. Investigating the distance between $\Sigma_{T_0,s,\tau}$ and $\Sigma_{T_0,s}$, we have $\text{dist}(\Sigma_{T_0,s,\tau}, \Sigma_{T_0,s}) \geq C(\tau)$. Due to the fact that $\Sigma_{T_0,s,\tau}$ encloses $\Sigma_{T_0,s}$ and $C^{1,\alpha}$ convergence from $\Sigma_{T_0,s}$ to $\Sigma_{T_0}$ in Lemma C.1, letting $s \rightarrow 0$, we know that $\Sigma_{T_0,\tau}$ encloses $\Sigma_{T_0}$ for any $\tau > 0$. From Lemma 2.3 in [8], fixed any $\tau_0 > 0$, $\{\Sigma_{T_0,\tau}\}_{\tau \geq \tau_0}$ is a weak solution of inverse mean curvature
flow as level sets of the function $\bar{u} - \tau_0$. Compared to the weak solution $\{\Sigma_t\}_{t \geq T_0}$, applying Lemma 2.2 in [8], we obtain $(u - T_0)_+ \geq (\bar{u} - \tau_0)_+$. Letting $\tau_0 \to 0^+$, we see $(u - T_0)_+ \geq \bar{u}$. For another direction, notice that $\Sigma_{T_0,s,\tau}$ with $0 < \tau \leq 1$ satisfies $H \geq C(1/2)^{\frac{1}{2}}$ from Proposition 3.1, by investigating the farthest distance between $\bar{\Sigma}_{T_0,s,\tau}$ and $\Sigma_{T_0,s}$, we conclude that

$$\sup_{p \in \bar{\Sigma}_{T_0,s,\tau}} \text{dist}(p, \Sigma_{T_0,s}) \leq C(1/2)^{\frac{1}{2}}.$$ 

Letting $s \to 0$, for any $t_0 > 0$, there exists $\tau_0$ such that $\bar{\Sigma}_{T_0,\tau}$ with $\tau \leq \tau_0$ is enclosed by $\Sigma_{T_0+t_0}$. Using Lemma 2.2 in [8] again, we have $(u - T_0 - t_0)_+ \leq (\bar{u} - \tau)_+$ for any $0 < \tau < \tau_0$. Letting $\tau \to 0$, and then $t_0 \to 0$, we get $(u - T_0)_+ \leq \bar{u}$. Therefore, $\bar{u} = (u - T_0)_+$. □

5. The limit of Hawking masses of slices along the IMCF

Let $(M, g)$ be an asymptotically ADS-Schwarzschild manifold with positive mass $m^2/2$ and $\Sigma_t$ be a weak solution of inverse mean curvature flow with connected $C^2$-smooth initial data. If we choose $T_0$ large enough, surfaces $\Sigma_t$ with $t \geq T_0$ will be contained in the exterior region $M \setminus U$. Due to the fact that $\Sigma_t$ is star-shaped for $t \geq T_0$, we can view these surfaces as radical graphs over $S^2$ in the polar coordinate. That is, we write

$$\Sigma_t = \{(\hat{r}_t + f_t(\theta), \theta) : \theta \in S^2\},$$

where $\hat{r}_t$ is the area radius such that $A(\Sigma_t) = 4\pi \sinh^2 \hat{r}_t$.

In the following, consider the asymptotically ADS-Schwarzschild metric in the form

$$g = d\tau^2 + \left(\sinh^2 r + \frac{m}{3\sinh r}\right) g_{S^2} + Q$$

with

$$\sum_{i=0}^l |\nabla_i Q|_g = O(e^{-5r}), \quad l \geq 3.$$ 

We want to show the following result:

**Theorem 5.1.** As $t \to +\infty$, functions $f_t$ converge to a $C^{k-1,\alpha}$ function $f$ on $S^2$ in $C^0(S^2)$ sense, where $k = \min\{5, l+1\}$. Furthermore, the Hawking mass of $\Sigma_t$ satisfies

$$\lim_{t \to +\infty} m_H(\Sigma_t) = \frac{m}{2} \left(\int_{S^2} e^{2f} d\mu_{S^2}\right)^{\frac{1}{2}} \int_{S^2} e^{-f} d\mu_{S^2}.$$ 

From this, it is clear that we have the following corollary which is Theorem 1.2

**Corollary 5.2.** The Hawking mass of $\Sigma_t$ satisfies

$$\lim_{t \to +\infty} m_H(\Sigma_t) \geq \frac{m}{2},$$

with equality if and only if

$$\lim_{t \to +\infty} (\hat{r}_t - r_t) = 0.$$
Proof. From Hölder’s inequality, we have
\[ 1 = \int_{S^2} 1 \, d\mu_{S^2} \leq \left( \int_{S^2} e^{2f} \, d\mu_{S^2} \right)^{\frac{1}{2}} \left( \int_{S^2} e^{-f} \, d\mu_{S^2} \right)^{\frac{2}{3}}. \]
The equality holds if and only if \( f \) is a constant function.

Since our following argument strongly relies on [15], let us sketch the corresponding part in [15] first. Although only exact ADS-Schwarzschild manifolds are under consideration in [15], many results are still valid in asymptotically ADS-Schwarzschild case. First, Proposition 2.1 in [15] is true for asymptotically ADS-Schwarzschild manifolds from the exactly same calculations. Also, arguments in Lemma 3.3 and Lemma 3.4 of [15] work well for asymptotically ADS-Schwarzschild manifolds. The induction process in Lemma 3.6 [15] can be applied as well. However, slight difference appears in the tensor \( B = \text{Ric} \cdot \nu \) defined in Lemma 3.6 between these two cases. In ADS-Schwarzschild manifolds, rotational symmetry guarantees that the components of tensor \( B \) in a local coordinate can be written as functions \( F_j(r, \nabla r) \), which depend only on \( r \) and \( \nabla r \), while in asymptotically ADS-Schwarzschild case, the component function \( F_j = F_j(r, \theta, \nabla r) \) also depends on the sphere parameter \( \theta \). In the process for higher order estimate, the derivative along \( \theta \)-direction will impose a restriction on the highest decay order of \( \| \nabla^i A \| \). In our case, the restriction for the decay order of \( \| \nabla^i A \| \) is \( O(e^{-5r}) \), due to the non-rotational symmetry part \( Q \). Therefore, by the same discussion on Page 214-217 in [15], we come to the same result as in Lemma 3.5 [15], except for a restriction on the value of \( n \) due to the highest decay order \( O(e^{-5r}) \) of the differential of \( Q \) up to order \( l \). In fact, we can obtain
\[ A(\Sigma_0)^n |\nabla^n f_t|^2 \leq C e^{-nt}, \quad n = 1, 2, \ldots, k, \]
and
\[ A(\Sigma_0)^{n+2} |\nabla^n A|^2 \leq C e^{-(n+2)t}, \quad n = 1, 2, \ldots, k - 2, \]
where \( k = \min\{5, l + 1\} \).

In order to apply results in [15], we verify the Hypothesis \((H)\) given in section 3 of [15] for some slice \( \Sigma_{t_1} \). For this purpose, we first derive a local uniform \( C^{2,\alpha} \) estimate for \( \Sigma_t \) from Krylov’s regularity theory. Through a similar argument in the spirit of Proposition 2.2, we then verify the Hypothesis \((H)\) for some slice \( \Sigma_{t_1} \).

Lemma 5.3. Let \( T_0 \) as in Theorem 1.1. There is a \( T_1 > T_0 \) so that \( \Sigma_t \) has local uniform \( C^{2,\alpha} \)-estimate for all \( t \geq T_1 \).

Proof. From Proposition 3.1 and Theorem 1.1 \( \Sigma_{T_0+t} \) satisfies
\[ H \geq C \min\{ t^2, 1 \}, \]
where \( C \) is a universal constant. Therefore, we can take \( T_1 > T_0 \) such that \( \Sigma_t \) with \( t \geq T_1 \) satisfies uniformly lower bounded mean curvature. Combined with uniformly bounded second fundamental form for \( \Sigma_t \), using the theorem in Page 253 of [10], we conclude that \( \Sigma_t \) with \( t \geq T_1 \) satisfies locally uniform \( C^{2,\alpha} \) estimates. \( \square \)
Then we can obtain estimates for mean curvature and the trace-free part of the second fundamental form.

**Lemma 5.4.** For any \( \epsilon > 0 \), there is a \( t_1 \geq T_1 \) such that \( \Sigma_{t_1} \) satisfies

\[
(5.7) \quad |H - 2| \leq \epsilon \quad \text{and} \quad \|\mathcal{A}\| \leq \epsilon.
\]

**Proof.** We only prove the first estimate, since the second one follows from a similar argument. Assume that the estimate does not hold, then there exists \( t_1 \to +\infty \) and \( p_i \in \Sigma_{t_1} \) such that \( |H(p_i) - 2| \geq \epsilon \). We regard \( (M, \tilde{g}) \) as \( \mathbb{H}^3 \) and view \( \Sigma_i \) as surfaces in \( \mathbb{H}^3 \). Let \( p \) be a fixed point in \( \mathbb{H}^3 \) and \( T^i : \mathbb{H}^3 \to \mathbb{H}^3 \) be isometric transformations of \( \mathbb{H}^3 \) such that \( T^i(p_i) = p \). Denote \( S_i = T^i(\Sigma_{t_i}) \), after adapting the ball model for \( \mathbb{H}^3 \), we can view \( S_i \) as surfaces in the Euclidean ball \( B^3 \). As in Proposition 2.2, we conclude that \( S_i \) converge in \( C^0 \) sense to a round sphere which passes \( p \) and tangent to \( \partial B^3 \) at some point \( q \). Denote \( g_i = ((T^i)^{-1})^i g \), then \( g_i \) converges in \( C^{2,\alpha}_{loc} \) sense to \( \tilde{g} \). Since \( \Sigma_{t_i} \) has local uniform \( C^{2,\alpha} \) estimate in \( (M, g) \), possibly passing to a subsequence, \( S_i = T^i(\Sigma_{t_i}) \) converges to a horosphere in \( \mathbb{H}^3 \) in \( C^{2,\beta}_{loc} \) sense, where \( \beta < \alpha \). In particular, we see that \( H(p_i) \) converges to 2, which leads to a contradiction. \( \square \)

Now, we present the proof for Theorem 5.1

**Proof for Theorem 5.1.** From Lemma 5.4, we can choose a surface \( \Sigma_{t_1} \) such that \( \Sigma_{t_1} \) satisfies the hypothesis \( (H) \) in section 3 of [15]. From Lemma 3.3, Lemma 3.4 and the calculation on Page 218 in [15], we know that \( f_t \) converges to a function \( f \) on \( S^2 \) in \( C^0(S^2) \) sense. By (5.5), we see that \( f \) is a \( C^{k-1,\alpha} \) function on \( S^2 \). Since \( f_t \) has uniformly bounded \( C^2 \)-norm on \( S^2 \) and \( f_t \) converges to \( f \) in \( C^0(S^2) \) sense, similar calculation as in Proposition 2.1 [15] shows that

\[
\lim_{t \to +\infty} m_H(\Sigma_t) = \frac{m}{2} \left( \int_{S^2} e^{2f} d\mu_{S^2} \right) \frac{1}{2} \int_{S^2} e^{-f} d\mu_{S^2}.
\]

\( \square \)

**Appendix A. Evolution equations under IMCF**

In this section, \( (M, g) \) is an asymptotically hyperbolic manifold and \( \tilde{\Sigma}_t \) denotes a smooth solution of inverse mean curvature flow in \( (M, g) \). We calculate evolution equations of various quantities under inverse mean curvature flow \( \tilde{\Sigma}_t \) as following:

**Lemma A.1.** Let \( F = \sinh r \frac{\partial}{\partial r} \) and \( w = \langle F, \nu \rangle \), then

\[
(A.1) \quad \left( \frac{\partial}{\partial t} - \frac{1}{H^2} \Delta_{\Sigma_t} \right) w = \frac{\|A\|^2}{H^2} w + \frac{1}{H^2} \left( O(e^{-2r}) + O(\|A\|e^{-2r}) \right).
\]

The evolution equation for mean curvature is

\[
(A.2) \quad \frac{\partial H}{\partial t} = \frac{1}{H^2} \Delta_{\Sigma_t} H - \frac{2}{H^3} |\nabla_{\Sigma_t} H|^2 - \frac{\text{Ric}(\nu, \nu)}{H} + \frac{\|A\|}{H}.
\]

In particular,

\[
(A.3) \quad \left( \frac{\partial}{\partial t} - \frac{1}{H^2} \Delta_{\Sigma_t} \right) H^{-1} = \frac{\|A\|^2}{H^2} H^{-1} + \frac{\text{Ric}(\nu, \nu)}{H^2} H^{-1}.
\]
Proof. Let $(x^1, x^2)$ be an orthogonal coordinate on $S^2$ and denote $x^0 = r$, then $(x^0, x^1, x^2)$ is a coordinate for $(M, g)$. Under this coordinate, the metric is

$$g_{0i} = \delta_{0i}, \quad g_{\alpha\beta} = \sinh^2 r g_{S^2, \alpha\beta} + Q_{\alpha\beta}. $$

Here and in the sequel, we use $i, j$ to denote indices from 0 to 2 and $\alpha, \beta$ to denote indices from 1 to 2. It is easy to calculate

$$(\text{Hess } r)_{\alpha\beta} = \Gamma^0_{\alpha\beta} = - \sinh r \cosh r g_{S^2, \alpha\beta} - \frac{1}{2} \partial_r Q_{\alpha\beta}. $$

From this, we calculate further that

$$\langle \nabla_v F, w \rangle = \cosh r \langle v, w \rangle - \cosh r Q(v, w) + \frac{1}{2} \sinh r (\partial_r Q)(v, w), $$

where $\nabla$ denotes the covariant derivative of $(M, g)$ and $v$ and $w$ are arbitrary vectors. Therefore,

$$\frac{\partial}{\partial t} w = \langle \nabla_{\partial_t} F, \nu \rangle + \langle F, \nabla_{\partial_t} \nu \rangle = H^{-1} \cosh r + H^{-1} O(e^{-2r}) + \frac{1}{H^2} \langle F, \nabla_{\Sigma_t} H \rangle. $$

Take $(y^1, y^2)$ to be a normal coordinate on $\bar{\Sigma}_t$ around a point $p$, using (A.4), we also obtain at the point $p$ that

$$\Delta_{\Sigma_t} w = \partial_\alpha (F_\alpha, \nu) + \langle F_\alpha, \nu_\alpha \rangle + \langle F, \nu_{aa} \rangle = O(e^{-2r}) + O(\|A\|e^{-2r}) + H \cosh r + \langle F, \nabla_{\Sigma_t} H \rangle + \text{Ric}(F^T, \nu) - \|A\|^2 \langle F, \nu \rangle. $$

Now, equation (A.1) follows from (A.5) and (A.6).

Equation (A.2) comes from Ricatti equation. □

**Appendix B. Basic Facts for weak and smooth IMCFs**

In this section, $(M, g)$ is an asymptotically hyperbolic manifold and $\Sigma_t$ denotes a weak solution of inverse mean curvature flow with a connected $C^2$-smooth initial data surface and $\bar{\Sigma}_t$ denotes a smooth solution of inverse mean curvature flow in $(M, g)$.

For any closed surface $\Sigma$ contained in the exterior region, we define the outer radii $\bar{r}$ and the inner radii $r$ of $\Sigma$ by

$$(B.1) \quad \bar{r} := \max_{\Sigma} r \quad \text{and} \quad r := \min_{\Sigma} r. $$

In the following, we will use the notion $\bar{r}_t$ and $r_t$ to represent the outer radii and the inner radii of $\Sigma_t$ or $\bar{\Sigma}_t$.

The first two lemmas are radii estimates for smooth or weak solutions of inverse mean curvature flow in $(M, g)$.

**Lemma B.1.** There are positive constants $R_0$ and $C_0$ so that if $\Sigma_t$ is a smooth or weak inverse mean curvature flow enclosing $B_{R_0}$, then we have

$$(B.2) \quad r_0 + \frac{1}{2} t - C_0 \leq r_t \leq \bar{r}_t \leq \bar{r}_0 + \frac{1}{2} t + C_0, $$

where $\bar{r}_t$ and $r_t$ are the outer and inner radii of $\Sigma_t$. 


Proof. We construct spherical sub-solutions and super-solutions as barriers to get the desired lower bound and upper bound. Let \( S_{\rho_t} \) be a smooth family of expanding spheres. Through direct calculation, it is easy to see

\[
H_{\rho_t} = \frac{2 \cosh \rho_t}{\sinh \rho_t} + O(e^{-3\rho_t}).
\]

Choosing \( R_0 \) large enough, we have

\[
\frac{2 \cosh \rho_t}{\sinh \rho_t} - 2e^{-2\rho_t} \leq H_{\rho_t} \leq \frac{2 \cosh \rho_t}{\sinh \rho_t} + 2e^{-2\rho_t}, \quad \rho_t \geq R_0.
\]

This means that the ordinary differential equation

\[
\frac{d\rho_t^\pm}{dt} = \left( \frac{2 \cosh \rho_t^\pm}{\sinh \rho_t^\pm} \pm 2e^{-2\rho_t^\pm} \right)^{-1}, \quad \rho_0^\pm \geq R_0,
\]

gives a subsolution \( S_{\rho_t^+} \) and a supersolution \( S_{\rho_t^-} \). By integral, we obtain

\[
\ln \sinh \rho_t^\pm - \ln \sinh \rho_0^\pm \pm \left( e^{-2\rho_0^\pm} - e^{-2\rho_t^\pm} \right) = \frac{1}{2} t, \quad \rho_0^\pm \geq R_0.
\]

This implies that \( |\rho_t^\pm - \rho_0^\pm - \frac{t}{3}| \leq C_0 \) for some universal constant \( C_0 \) independent of \( \rho_0^\pm \). Now, the desired result follows easily from the comparison principle for inverse mean curvature flow. \( \square \)

**Lemma B.2.** Let \( \Sigma_t \) be a weak solution of inverse mean curvature flow, then there are positive constants \( T_0 \) and \( C_0 \) so that any slice \( \Sigma_t \) with \( t \geq T_0 \) satisfies

\[
\frac{1}{2} t - C_0 \leq r_t \leq \bar{r}_t \leq \bar{r}_0 + \frac{1}{2} t + C_0,
\]

**Proof.** Let \( R_0 \) as in Lemma [B.1]. Since a weak solution of inverse mean curvature flow is a level set solution with respect to a proper, locally Lipschitz function \( u \) by Theorem 3.1 in [8], there exists a \( T_0 \) such that \( \Sigma_t, t \geq T_0 \), encloses \( B_{R_0} \). Denote \( \bar{r}_{T_0} \) and \( r_{T_0} \) the outer and inner radii of \( \Sigma_{T_0} \), then it suffices to show that the surface \( \Sigma_{T_0+t'} \) always stays between the spheres \( S_{\rho_{t'}^+} \) and \( S_{\rho_{t'}^-} \) with \( \rho_{0}^+ = \bar{r}_{T_0} \) and \( \rho_{0}^- = \bar{r}_{T_0} \) for all \( t' \geq 0 \). In the following, we are going to prove that \( \Sigma_{T_0+t'} \) is inside \( S_{\rho_{t'}^-} \) for all \( t' \geq 0 \). Another direction can be proved in a similar way.

Define

\[
\mathcal{S} := \left\{ t' \geq 0 : \Sigma_{T_0+s} \text{ is inside } S_{\rho_s^+} \text{ for all } s \in [0, t'] \right\},
\]

we show that \( \mathcal{S} \) is a non-empty, relatively closed and open subset of \([0, +\infty)\).

Obviously, \( 0 \in \mathcal{S} \), so \( \mathcal{S} \) is non-empty. Due to the lower semi-continuity of \( \Sigma_t \) and the continuity of \( S_{\rho_{t'}^+}, S_{\rho_{t'}^-} \) must be closed. For the openness, we show that if \( t_0 \in \mathcal{S} \), there exists an \( \epsilon \) such that \( t_0 + \epsilon \in \mathcal{S} \). Notice that, since \( S_{\rho_{t'}^+} \) forms a foliation with positive mean curvature, \( S_{\rho_{t'}^-} \) is strictly outer-minimizing, then it is easy to see that the strictly outer-minimizing hull \( \Sigma_{T_0+t_0}^+ \) of \( \Sigma_{T_0+t_0} \) is inside \( S_{\rho_{t_0}^-}^+ \). Denote \( \Sigma_{s}^+ \) the weak solution of inverse mean curvature flow with initial data \( S_{\rho_{t_0}^-}^+ \) and use this as a barrier for \( \Sigma_t \), from Theorem 2.2 in [8], we know that \( \Sigma_{T_0+t_0+s} \) keeps inside \( \Sigma_{s}^+ \). Combined with Lemma 2.3 in [8] and comparison principle for smooth inverse mean curvature flow, there is an \( \epsilon > 0 \) such that \( \Sigma_{T_0+t_0+s} \) is inside \( S_{\rho_{t_0+s}^+} \) for \( s \in [0, \epsilon] \). Therefore, \( t_0 + \epsilon \in \mathcal{S} \). \( \square \)
Corollary B.3. Let \( T_0 \) as above. There are constants \( \bar{\theta} \) and \( \tilde{\theta} \) independent of \( t \) such that \( \Sigma_t \) with \( t \geq T_0 \) satisfies

\[
\bar{\theta} \sinh^2 r_t \leq A(\Sigma_t) \leq \tilde{\theta} \sinh^2 \tilde{r}_t.
\]  

Proof. This follows easily from Lemma B.2 and the fact \( A(\Sigma_t) = A(\Sigma_0)e^t \).

In the following, we introduce the interior estimate of mean curvature for smooth inverse mean curvature flow, which is established in [8]. For any \( x \in M \), denote

\[
\sigma(x) := \sup \left\{ r > 0 : Rc \geq -\frac{1}{300r^2}, |\nabla d_x^2| \leq 3d_x, |\nabla^2 d_x^2| \leq 3 \text{ in } B_r(x) \right\},
\]

where \( d_x := \text{dist}(p, x) \). Then we have

Lemma B.4 (Cf. Page 384 [8]). Let \( \tilde{\Sigma}_t \) is a smooth inverse mean curvature flow in \( M \). For any \( x \in \tilde{\Sigma}_t \) and \( 0 < r < \sigma(x) \), we have

\[
H(x, t) \leq \max \left\{ \max_{\Sigma_0 \cap B_r(x)} H, \frac{C}{r} \right\},
\]

where \( C \) is a universal constant depending only on the dimension of \( M \).

Lemma B.5 (Cf. Theorem 3.1 [8]). \( \Sigma_t \) has uniform bounded weak mean curvature.

We also have the following estimate for the second fundamental form of the slices of an inverse mean curvature flow.

Lemma B.6 (Cf. Theorem 5.1 [7]). Let \( \tilde{\Sigma}_t \) be a smooth inverse mean curvature flow in \((M, g)\). Denote \( y_0 \) an arbitrary point in \( M \) and \( \sigma_0 \) no greater than the injective radius at \( y_0 \) such that

\[
|\nabla r| \leq 3\sigma_0, \quad \nabla^2 r \leq 3\tilde{g}, \quad \text{in } B_{\sigma_0}(y_0), \quad \text{where } r(x) = \text{dist}(x, y_0)^2.
\]

Assuming \( \tilde{\Sigma}_t \), \( 0 \leq t < t_0 \), has no boundary in \( B_{\sigma_0}(y_0) \) and satisfies

\[
0 < \beta_1 \sigma_0 \leq \langle X, \nu \rangle \leq \beta_2 \sigma_0, \quad \text{on } \tilde{\Sigma}_t \cap B_{\sigma_0}(y_0),
\]

for a given smooth vector field \( X \). Furthermore

\[
H_{\max}(y_0, \sigma_0) = \sup_{t \geq 0} \sup_{\Sigma_t \cap B_{\sigma_0}(y_0)} H < \infty.
\]

Then for any \( 0 < \theta < 1 \), in \( \tilde{\Sigma}_t \cap B_{\theta\sigma_0}(y_0) \), we have

\[
\lambda_{\max}^2 \leq C(\beta_1, \beta_2)(1 - \theta^2)^2 \max \left\{ \sup_{\Sigma_0 \cap B_{\sigma_0}(y_0)} \lambda_{\max}^2, \sigma_0^{-2} + H_{\max}\sigma_0^{-1} + C \right\},
\]

where \( \lambda_{\max} \) is the maximum principle curvature and \( C \) is a universal constant depending on \( \beta_1, \beta_2, H_{\max}, (L_X g)_{\max}, (\nabla L_X g)_{\max}, |Rm|_{\max} \) and \( |\nabla Rm|_{\max} \).

Corollary B.7. There is a \( R_0 > 0 \) such that if \( \tilde{\Sigma}_t \) is a smooth inverse mean curvature flow enclosing \( B_{R_0} \) with \( \langle \nu, \frac{\partial}{\partial t} \rangle \geq \delta_0 \) on each slice \( \Sigma_t \) and \( \tilde{\Sigma}_0 \) satisfies

\[
\max_{\Sigma_0} H \leq C_2 \quad \text{and} \quad \max_{\Sigma_0} \|A\| \leq C_3,
\]
then
\[ \|A\|_{L^\infty(\Sigma_t)} \leq C(\delta_0, C_2, C_3). \]

**Proof.** Let \( y_0 \in \Sigma_t \), for \( R_0 \) large enough, we can find a constant \( \sigma_0 \) such that (B.8) is true in \( B_{\sigma_0}(y_0) \). Let \( X = \sigma_0 \frac{\partial}{\partial r} \), then (B.9) is true for \( \beta_1 = \delta_0 \) and \( \beta_2 = 1 \). Furthermore, from Lemma B.4, equation (B.10) is true. Also, it is easy to verify from (1.2) that the ambient curvature \( Rm \) and its derivative \( \nabla Rm \) are uniformly bounded. Furthermore,

\[ |\mathcal{L}_X g| = \sigma_0 |\text{Hess } r| \leq C, \quad |\nabla \mathcal{L}_X g| = \sigma_0 |\nabla^3 r| \leq C. \]

Therefore, we have
\[ \lambda_{\text{max}} \leq C(\delta_0, C_2) \left( 1 + \sup_{\Sigma_t} \|A_t\| \right) \leq C(\delta_0, C_2, C_3). \]

The corollary follows quickly from \( H > 0 \). \( \square \)

**Lemma B.8** (Cf. Corollary 5.6 [7]). The weak second fundamental form of \( \Sigma_t \) satisfies \( \|A_t\| \leq C \), where \( C \) is a universal constant independent of \( t \).

For any closed surface \( \Sigma \) in \((M, g)\), the Hawking mass is defined to be
\[ m_H(\Sigma) := \frac{A(\Sigma)^{\frac{1}{2}}}{(16\pi)^{\frac{3}{2}}} \left( 16\pi - \int_\Sigma H^2 - 4\,d\mu \right). \]

As for \( \Sigma_t \), we can get a uniform lower bound for the Hawking mass \( m_H(\Sigma_t) \), which is independent of \( t \).

**Lemma B.9.** There is a universal constant \( \Lambda \) so that \( m_H(\Sigma_t) \geq -\Lambda \) for all \( t \geq 0 \).

**Proof.** Let \( T_0 \) be as in Lemma B.2, we can choose a fixed \( t_0 \geq T_0 \) such that \( \Sigma_{t_0} \) is contained in the exterior region. For \( t \leq t_0 \), from Geroch monotonicity formula from Lemma 5.8 in [7], it is easy to see
\[ m_H(\Sigma_t) \geq m_H(\Sigma_0) + \frac{1}{(16\pi)^{\frac{3}{2}}} \int_0^t A(\Sigma_s)^{\frac{1}{2}} \int_{\Sigma_s} R + 6\,d\mu\,ds \]
\[ \geq m_H(\Sigma_0) + \frac{1}{96\pi^2} \min_{\Omega_{t_0}} \left( \min(R + 6), 0 \right) (A(\Sigma_{t_0})^{\frac{3}{2}} - A(\Sigma_0)^{\frac{3}{2}}), \]
where \( \Omega_{t_0} \) is the region enclosed by \( \Sigma_0 \) and \( \Sigma_{t_0} \). For \( t \geq t_0 \), according to Lemma B.2 combined with the fact \( R + 6 = O(e^{-2r}) \) with \( \alpha > 3 \) from (1.3) and \( A(\Sigma_t) = A(\Sigma_0)e^t \), we know that
\[ m_H(\Sigma_t) \geq m_H(\Sigma_{t_0}) + \frac{1}{(16\pi)^{\frac{3}{2}}} \int_{t_0}^t A(\Sigma_s)^{\frac{1}{2}} \int_{\Sigma_s} R + 6\,d\mu\,ds \]
\[ \geq m_H(\Sigma_{t_0}) - CA(\Sigma_0)^{\frac{3}{2}} \int_{t_0}^t e^{-\frac{\alpha-3}{2}s}\,ds \]
\[ = m_H(\Sigma_{t_0}) - CA(\Sigma_0)^{\frac{3}{2}} \frac{2}{\alpha - 3} \left( e^{-\frac{\alpha-3}{2}t_0} - e^{-\frac{\alpha-3}{2}t} \right) \]
\[ \geq -C, \]
where $C$ is a universal constant. This completes the proof.

The last is a basic regularity result for the slices $\Sigma_t$ of a weak solution of an inverse mean curvature flow in $(M, g)$.

**Lemma B.10.** $\Sigma_t$ has uniform $C^{1,\alpha}$ and $W^{2,p}$ norm for any $0 < \alpha < 1$ and $p > 1$.

**Proof.** The uniform $C^{1,\alpha}$ norm comes from Theorem 1.3 in [8]. Also, from Lemma B.5, $\Sigma_t$ has uniformly bounded weak mean curvature. The uniform $W^{2,p}$ norm then follows easily from the theory of elliptic partial differential equations.

**Appendix C. Properties of Approximating Flow**

In this section, $(M, g)$ is an asymptotically hyperbolic manifold and $\Sigma_t$ denotes a weak solution of inverse mean curvature flow in $(M, g)$ with connected $C^2$ smooth initial data surface.

A smooth solution of mean curvature flow (MCF) in $(M, g)$ means a smooth family of immersed surfaces $F : \Sigma \times [0, T) \to M$ satisfying

\[(C.1) \quad \frac{\partial}{\partial t} F(p, t) = -H(p, t)\nu(p, t), \quad F(\cdot, 0) = F_0,\]

where $F_0$ is a smooth embedding. If we denote the slices of a mean curvature flow by $\tilde{\Sigma}_s = F(\Sigma, s)$, we also call $F : \Sigma \times [0, T) \to M$ a mean curvature flow $\tilde{\Sigma}_s$ for convenience. Using this statement, from the weak solution $\Sigma_t$, we can construct a mean curvature flow $\Sigma_{t,s}$ as following:

**Lemma C.1.** There is a $T_0 > 0$ such that for any $\Sigma_t$, $t \geq T_0$, there exists a smooth mean curvature flow $\Sigma_{t,s}$, $0 < s \leq s_0(t) \leq 1$, such that any sequence $\Sigma_{t,s_j}$ with $s_j \to 0$ has a subsequence, which converges in $C^{1,\alpha}$ sense to $\Sigma_t$ for any $0 < \alpha < 1$, as $j \to \infty$. In addition, $\Sigma_{t,s}$ has uniformly bounded positive mean curvature and second fundamental form, where the bound is independent of $t$ and $s$.

**Proof.** The construction is the same as in Lemma 2.6 in [9], except for some slight difference in calculation caused by evolution equations under mean curvature flow in $(M, g)$. From Lemma B.10, we can find a sequence of surfaces $\Sigma^i_t$ such that $\Sigma^i_t$ converges to $\Sigma_t$ in $C^{1,\alpha}$ and $W^{2,p}$ sense for any $0 < \alpha < 1$ and $p > 1$, as $i \to \infty$. Since surfaces $\Sigma^i_t$ are smooth, there exist smooth mean curvature flow $\Sigma^i_{t,s}$ for a short time. Using techniques in [4] to get an interior estimate for second fundamental form of $\Sigma^i_{t,s}$, we know that $\Sigma^i_{t,s}$ converges smoothly to a limit flow $\Sigma_{t,s}$ with $s \in (0, s_0(t))$, as $i \to \infty$. Now, we verify the properties stated in the proposition.

From Corollary 2.4 and the choice of $\Sigma^i_t$, surfaces $\Sigma^i_{t,s}$ can be written as graphs over $S^2$. From interior parabolic Schauder regularity theory, the second fundamental form of $\Sigma^i_{t,s}$ satisfies

\[(C.2) \quad \|A^i_{t,s}\| \leq C s^{-\frac{1-\beta}{2}},\]
where \(C\) is a universal constant depending on the \(C^{1,\beta}\) norm of \(\Sigma_t^i\), but independent of \(i\). For any \(i \geq 1\) and \(p \geq 2\), we compute from the evolution equation

\[
\frac{\partial}{\partial s} \|A_t^i\|^2 \leq \Delta \Sigma_t^i \|A_t^i\|^2 - 2\|\nabla \Sigma_t^i A_t^i\|^2 + 2\|A_t^i\|^4 + 4\|A_t^i\|^2 - 4|H_t^i|^2 + (\|A_t^i\|^2 + \|A_t^i\|^2)O(e^{-3r})
\]

that

\[
\frac{\partial}{\partial s} \int_{\Sigma_t^i} \|A_t^i\|^p d\mu \leq p \int_{\Sigma_t^i} \|A_t^i\|^{p+2} d\mu + 2p \int_{\Sigma_t^i} \|A_t^i\|^p d\mu + \frac{p}{2} \int_{\Sigma_t^i} \|A_t^i\|^{p-1}O(e^{-3r})d\mu + \frac{p}{2} \int_{\Sigma_t^i} \|A_t^i\|^{p}O(e^{-3r})d\mu.
\]

For \(T_0\) and \(i\) large enough, by taking spherical subsolution as barriers and using comparison principle for mean curvature flow, we have that the inner radius of \(\Sigma_t^i, s\) satisfies \(\Sigma_t^i, s \geq \Sigma_t - C\). Here and in the sequel, \(C\) is a universal constant independent of \(i\) and \(s\). Now, applying Hölder’s inequality in the last second term and using \(O(e^{-3r})\) to handle the area term, then absorbing the last term into the second one, we obtain

\[
\frac{\partial}{\partial s} \int_{\Sigma_t^i} \|A_t^i\|^p d\mu \leq p \int_{\Sigma_t^i} \|A_t^i\|^{p+2} d\mu + Cp \int_{\Sigma_t^i} \|A_t^i\|^p d\mu + Cp \left( \int_{\Sigma_t^i} \|A_t^i\|^p d\mu \right)^{\frac{p-1}{p}}.
\]

Solving this inequality, we have

\[
(C.3) \quad \left( \int_{\Sigma_t^i} \|A_t^i\|^p d\mu \right)^{\frac{1}{p}} \leq \left( Cs + \left( \int_{\Sigma_t^i} \|A_t^i\|^p d\mu \right)^{\frac{1}{p}} \right) e^{\frac{1}{2}C^2 s^\beta + C} \leq C
\]

for any \(0 < s \leq s_0(t) \leq 1\), where we have used \((C.2)\). Letting \(i \to \infty\) and passing above estimate to the limit flow \(\Sigma_{t,s}\), we know that \(\Sigma_{t,s}\) has locally uniform \(W^{2,p}\) estimate for any \(p > 2\). Therefore, possibly passing to a subsequence, any sequence of surfaces \(\Sigma_{t,s}\) with \(s_j \to 0\) converges to a limit surface \(\Sigma_{t,0}\) in \(C^{1,\alpha}\) sense, as \(j \to \infty\). Also, letting \(p \to +\infty\) in \((C.3)\), there holds \(\|A_{t,0}\| \leq C\). Combined with the mean curvature flow equation and \(C^{1,\alpha}\) convergence from \(\Sigma_t^i\) to \(\Sigma_t\), it is not difficult to deduce that \(\Sigma_{t,s}\) will converge to \(\Sigma_t\) in \(C^0\) sense, which implies \(\Sigma_{t,0}\) must coincide with \(\Sigma_0\). In addition, by taking \(i \to \infty\), \(\|A_{t,i}\| \leq C\) follows directly from \(\|A_{t,0}\| \leq C\).

The bound for mean curvature comes from that of the second fundamental form, then it rests to show that \(\Sigma_{t,s}\) has positive mean curvature. Similarly, from the evolution equation of mean curvature, we can calculate that

\[
\int_{\Sigma_{t,s}} (H_{t,s})_+^2 d\mu \leq e^{\frac{1}{2}C^2 s^\beta} \int_{\Sigma_t} (H_{t})_+^2 d\mu,
\]

where \((H_{t,s})_-\) and \((H_t)_-\) are negative parts of the mean curvatures of \(\Sigma_{t,s}\) and \(\Sigma_t\), respectively. Letting \(i \to \infty\) and passing the estimate to \(\Sigma_{t,s}\), we obtain the fact that \(H_{t,s} \geq 0\). From the parabolic strong maximum principle, there are only two possible cases: \(H_{t,s} > 0\) or \(\Sigma_{t,s} \equiv \Sigma_t\) is a minimal surface.
We claim that there is a $T_0$ so that $\Sigma_t$ is not a minimal surface for any $t \geq T_0$. Otherwise, there exists a sequence $t_j \to +\infty$ such that $\Sigma_{t_j}$ is a minimal surface. Since a minimal surface possesses higher order estimates from locally uniform $C^{1,\alpha}$ estimate from Lemma B.10 in the same spirit of the argument in Proposition 2.2, a subsequence of $\Sigma_{t_j}$ will converge to a horosphere in $C^2$ sense, which contradicts to the fact $H \equiv 0$ for all $\Sigma_{t_j}$. □

Denote $r_{t,s}$ and $\bar{r}_{t,s}$ to be the inner and outer radii of $\Sigma_{t,s}$, respectively. We have the following estimates for surfaces $\Sigma_{t,s}$:

**Lemma C.2.** Possibly decreasing the value of $s_0(t)$, there are constants $\Lambda, C_1, C_2, \theta$ and $\bar{\theta}$, which are independent of $t$ and $s$, such that any surface $\Sigma_{t,s}$ with $t \geq T_0$ and $0 < s \leq s_0(t)$ satisfies $m_H(\Sigma_{t,s}) \geq -\Lambda$,

$$r_t + \frac{s}{2} - C_1 \leq r_{t,s} \leq \bar{r}_{t,s} \leq \bar{r}_t + \frac{s}{2} + C_1,$$

and

$$\theta \sinh^2 r_{t,s} \leq A(\Sigma_{t,s}) \leq \bar{\theta} \sinh^2 \bar{r}_{t,s}.$$

**Proof.** From the evolution equation of the mean curvature, by a similar argument as in the proof of Lemma C.1 we obtain

$$\int_{\Sigma_{t,s}} H_{t,s}^2 \, d\mu \leq e^{\frac{\beta}{2}C_2 s^\beta} \int_{\Sigma_t} H_t^2 \, d\mu,$$

where $C$ is a universal constant independent of $t$ and $s$ and $0 < \beta < 1$ is a fixed constant. Combined with the definition of Hawking mass and Lemma B.9 it is easy to see

$$\liminf_{s \to 0} m_H(\Sigma_{t,s}) \geq m_H(\Sigma_t) \geq -\Lambda.$$  

With larger $\Lambda$ and smaller $s_0(t)$, $m_H(\Sigma_{t,s}) \geq -\Lambda$ for all $t \geq T_0$ and $0 < s \leq s_0(t)$. Estimates (C.4) and (C.5) come from the $C^{1,\alpha}$ convergence of $\Sigma_{t,s}$ in Lemma C.1 and Corollary B.3. □

Since $\Sigma_{t,s}$ is a smooth surface with positive mean curvature, we can consider the smooth solution of inverse mean curvature flow with initial data surface $\Sigma_{t,s}$. Denote the slice of the solution at time $\tau > 0$ by $\tilde{\Sigma}_{t,s,\tau}$ and $\tau_0(t,s)$ the maximum existence time for $\tilde{\Sigma}_{t,s,\tau}$. Let $r_{t,s,\tau}$ and $\bar{r}_{t,s,\tau}$ be the inner and outer radii of $\tilde{\Sigma}_{t,s,\tau}$.

**Lemma C.3.** There are constants $\Lambda$ and $C_0$ such that $\tilde{\Sigma}_{t,s,\tau}$ satisfies $m_H(\tilde{\Sigma}_{t,s,\tau}) \geq -\Lambda$ and

$$r_t + \frac{\tau}{2} - C_0 \leq r_{t,s,\tau} \leq \bar{r}_{t,s,\tau} \leq \bar{r}_{t,s} + \frac{\tau}{2} + C_0.$$

**Proof.** The Hawking mass lower bound comes from Lemma C.2 and a similar argument in Lemma B.9. Estimate (C.7) follows from Lemma B.1. □
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