Oil Palm Fresh Fruit Bunches Maturity Prediction by Using Optical Spectrometer
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Abstract
The accuracy in grading the maturity level of oil palm fruits is one of the important factors for the milling industry since it can directly affect the oil palm yield. Numerous studies have investigated for oil palm maturity classification using different approaches. However, there is a lack of clear guidance on which algorithm or technique to be applied for the oil palm maturity classification under different situations. In this research, several machine learning algorithms in the Weka data mining tool were applied for building classifier models and tested on samples of fresh fruit bunch (FFB). The maturity grade determined from the extracted sample features under the spectrometer is compared to the results of the manual standard grader of the milling industry. The validated result shows that simple lazy KStar algorithm performs better with 63% classifier model performance and the weighted average of receiver operating characteristics (ROC) curve area of 83.2%, which established the classifier model accuracy and enhances the model generalization when applied to the new set of test data for validation. The results of these studies make a contribution to the ongoing research in evaluating new techniques for oil palm maturity determination.
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1. Introduction
Oil palm fruit is one of the major oil sources in our daily life. It provides vital food and has been concerned as a healthy product [1]. According to Oil World from Malaysian Palm Oil Board (MPOB), the world production of oil palm is 29% out of 203.91Mn T [2, 3]. Well, the determination of the maturity level of oil palm FFB contributes to the productivities of milling industries [4]. Efficient and cost-effective techniques are required for oil palm maturity detection in most of the private and government industries since the oil palm extraction rate (OER) is directly affected by the correct ripeness prediction [5, 6]. Expert graders rely mostly on mesocarp color and the total number of empty sockets to determine the ripeness of oil palm FFB in the classical method. The FFB is considered ripe if the mesocarp is orange in color. Mesocarp that is yellowish or yellow is considered as unripe or underripe.
Furthermore, other techniques consider bunches as ripe when 10% to 50% of the fruitlets have been detached from the bunch, while overripe when 50% to 90% of fruitlets are detached from bunch, and under-ripe if only 1 to 9 fruitlets have been detached from the bunch [7]. Fruits and vegetables have previously been categorized based on physical characteristics [1]. Optical sensors have been used for fruit quality detection in various horticultural crops [8-10]. However, those methods have some disadvantages such as high time consumption as well as high labor cost. There are some other researches based on the classification and categorization of fruits and vegetables using its physical appearance [11]. However, the physical characteristics of oil palm FFB are unique and hard to measure the exact quality using this technique, because there is variation in the size, shape, and weight [12, 13]. Also, other attributes can differ based on the type of fruits, the age of the tree, and other factors that cannot be easily measured [14]. Several methods applied as proposed by different authors in earlier research work. Methods involving fluorescence technology has been applied for the maturity level of the oil palm FFB. In order to compensate for all these shortcomings, a proposed artificial intelligence (AI), machine learning algorithms in Weka is adopted [15]. In this paper, our objective is to develop effective and accurate classification models for and predicting maturity level oil palm FFB.

2. Materials and Methods
A total of 106 oil palm FFB samples of different maturity levels were prepared for this experimental work, each of the samples belongs to one of the four ripeness categories which are unripe, under-ripe, ripe, and overripe. The detailed procedures adopted in the execution of this research is illustrated in the flowchart in Figure 1.

![Flowchart of the study.](image)

2.1. Sample Preparation
The FFB used in this study were provided by FELDA Agricultural Services Sdn Bhd, located at Jerantut, Pahang, Malaysia. All the samples were harvested from the oil palm of nigrescens type. Several data features were collected for this experimental research in compliance with the standard of the Malaysian Palm Oil Board (MPOB). The maturity level of oil palm FFB can be classified into six categories which are: black, under-ripe, ripe, overripe, empty, and rotten with the standard which was established by the
Malaysian Palm Oil Board (MPOB). This research focused on four categories (classes) which are: unripe, under-ripe, over-ripe, and ripe. These categories are determined by an expert grader using visual inspection in the oil palm milling industry, using standard established by MPOB. Figure 2 displays three of these samples: for under-ripe, ripe, and over-ripe respectively [6]. The samples were kept in a stable position when the measurements were taken. Each of the samples were scanned with the OPRID (Oil Palm Ripeness Detector), which is equipped with in-built transmission light and receptors to receive the reflected light.

Table 1. Grading standard used by MPOB.

| Grading Method | Total Number of Empty Fruitlets Sockets/Det | Mesocarp Colour |
|----------------|---------------------------------------------|-----------------|
|                |                                             | Yellow | Yellowish/Orange | Orange |
| Number of loose fruit sockets on the bunch | 0 | Unripe | Unripe | Ripe |
|                | 0–10 | Unripe | Under Ripe | Ripe |
|                | >10  | Unripe | Ripe | Ripe |
| Number of loose fruits on the ground | Ripe | 10%–50% of fruits detached from a bunch |
|                | Overripe | 50%–90% of fruits detached from a bunch |
|                | Under-ripe | 1–9 fruits detached from a bunch |

Figure 2. Oil palm FFB; (a) Under-ripe, (b) Ripe, (c) Overripe.

2.2. Instrument setup and data collections

The OPRiD is the portable prototype spectrometer, which can measure reflected energy from the surface of an object (FFB) with the use of ultraviolet (UV), visible light, and Infra-red (IR). This instrument contains 8 different wavelengths of light. In this research, four sensors with eight-band wavelength measurement capabilities were installed to detect the reflected light emitted from the 8 different LED modules. The usage of these 8 band sensor has several advantages, such as its portability, affordability, similarity shaped in external cover size for Oil Palm FFBs, as well as easy handling. The OPRiD spectrometer was used to scan each sample. The sensors detect the reflected wavelength bands at 365 nm, 460 nm, 523 nm, 590 nm, 623 nm, 660 nm, 735 nm, and 850 nm. In contrast, conventional systems employed use manual inspection for the oil palm ripeness based on the physical observations by a human grader without optical tools. These proposed sensors detect the amount of energy reflected from the outer surface of oil palm FFBs across various bands of the spectrum. The general system setup diagram for the experiment is shown in Figure 3.
2.3. Data pre-processing and model buildings
The data collected from the spectrometer sensors readings were saved in an excel file format in the memory of a device. The data file is converted to attribute relation file format (ARFF) or comma-separated value (CSV) as the recognized standard file formats by Weka 3.8 data mining tool. In order to manage the data precisely, 32 attributes were selected from the readings taken from the four sensors of the spectrometer from the reflected 8 band light spectrum from the 106 oil palm FFB samples. The randomized filter in the Weka data mining tool was applied for even random distribution of all class values across all folds within the training dataset as a pre-processing method [15, 16]. However, 10% of the data set after stratification is selected to be used as testing data in the build classifier model, to validate the generalization of the classifier model on a new set of instances. The remaining 90% is applied as training data for the classifier algorithm model development [17]. Moreover, five wavelengths with best attributes were selected (AmberD2, FredD3, RedD4, AmberD4, and DredD4) from the whole collected data with the application of subset attributes evaluator (wrapper method) to evaluate the effect on building model performance accuracy. The comparative study of the algorithm performance based on selected attributes for the study is achieved by considering the percentage, a weighted average of the receiver operating characteristics (ROC) area, and the percentage performance of the built model with applied classifier algorithm under two scenarios as illustrated in Table 2. Hence, the selected attribute performance reduces for 50% of the applied algorithm on the built model with an increase in accuracy when considering the percentage weighted-average ROC area, under five selected attributes.

3. Results and Discussion
The results obtained from the built model with the application of all the 32 selected attributes shown in Table 2. The Lazy KStar classifier algorithm was found to be the best and most accurate amongst all tested models across all Weka classifiers. The built classifier model detail result is displayed in Tables 3 and 4 accordingly. The multilayer perceptron has the highest performance value of 60% with an ROC area of 79.3% as compared with another classifier model applied. Contrarily, 80% performance accuracy is achieved from all 32 attributes applied, with an increase in the weighted average of the ROC area. The Lazy KStar algorithm has the best performance of 63%, percentage weighted-average ROC area of 83.2% as displayed in Table 2.
Table 2. Comparative analysis of algorithm on different attributes values.

| Classifier Algorithm       | All Attributes | Selected Attributes |
|----------------------------|----------------|---------------------|
|                            | Performance (%) | ROC Weighted Average (%) | Performance (%) | ROC Weighted Average (%) |
| Naïve base                 | 54.74          | 74.9                | 51.58           | 77.1                   |
| Logistic                   | 46.32          | 65.1                | 51.58           | 78.4                   |
| Multilayer Perceptron      | 54.74          | 76.7                | 60              | 79.3                   |
| Simple Logistic            | 56.84          | 80.7                | 54.74           | 76.3                   |
| Supporting Vector Machine (SMO) | 52.58      | 73.3                | 51.58           | 76.5                   |
| Lazy IBK                   | 60             | 73.5                | 54.74           | 69.4                   |
| Lazy KStar                 | 63             | 83.2                | 55.79           | 80.2                   |
| Cost sensitive             | 58.95          | 78.9                | 57.89           | 79.1                   |
| LMT                        | 56.84          | 80.7                | 54.74           | 76.3                   |
| Random Forest              | 58.95          | 82.8                | 54.74           | 80.5                   |

Table 3. Detail accuracy by class result.

|                  | Precision | Recall | F-Measure | MCC | ROC Area | Class   |
|------------------|-----------|--------|-----------|-----|----------|---------|
| 0.520            | 0.591     | 0.553  | 0.409     | 0.790 | Under Ripe |
| 0.650            | 0.591     | 0.619  | 0.512     | 0.819 | Over Ripe  |
| 0.826            | 0.679     | 0.745  | 0.659     | 0.894 | Unripe     |
| 0.556            | 0.652     | 0.600  | 0.461     | 0.809 | Ripe      |

Table 4 displays the confusion matrix obtained from the applied classifier-built model, to show the level of right prediction accuracy for the four class levels by the classifier model. The validation performance on the test data also established the accuracy and generalization of the built classifier model.

Table 4. Confusion matrix.

| Classified as | a | b | c | d | Classes |
|---------------|---|---|---|---|---------|
| a             | 13| 2 | 3 | 4 | a=Under-Ripe |
| b             | 2 | 13| 1 | 6 | b=Over-Ripe |
| c             | 6 | 1 | 19| 2 | c=Unripe   |
| d             | 4 | 4 | 0 | 15| d=Ripe    |

Furthermore, considering the displayed result of the confusion matrix as displayed in Table 4, the lazy Kstar was able to classify each of the four classes effectively considering the value of the true positive element of the diagonal matrix with reference to true negative values. Moreover, the ROC curve plots generated from each of the predicted classes are displayed in Figure 4 to 7. The result validated that a simple lazy KStar algorithm performs better with a 63% classifier model performance. The effective area under the curve covers a reasonable percentage for each of the classes which determines the classified model accuracy over the performance values as also displayed in Table 2.
Figure 4. The ROC curve plot for the classified Under-Ripe classified class with AUC of 79 percent.

Figure 5. The ROC curve plot for the classified Over-Ripe classified class with AUC of 81.9 percent.

Figure 6. The ROC curve plot for the classified Unripe classified class with AUC of 89.4 percent.
Figures 4 to 7 demonstrate that the result for the receiver operating characteristics (ROC) curve area for the underripe, overripe, unripe, and ripe fruit maturity categories are 79%, 81.9%, 89.4%, and 80.9% respectively. It can be seen from the figure that the model performance on the Unripe category presents the highest accuracy with the percentage at 89.4 among all four different maturity levels categories of oil palm fresh fruit bunches.

4. Conclusion
The proposed classified model in Weka 3.8 has successfully provided an accurate classification that could generate the efficient prediction of the oil palm FFB ripeness predictive model using the application of light reflection attributes measured from the portable prototype spectrometer. More in-depth studies on ripeness prediction using spectral data are obtained. Several machine learning algorithms were tested for selecting the significant spectrum band. The proposed classification model has been generated for the efficient prediction for oil palm FFB ripeness using the light reflection attributes measured from the spectrometer. The result shows that the simple lazy KStar algorithm performs overall accuracy with 63% and the weighted average of receiver operating characteristics (ROC) curve with 83.2 percent.
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