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Abstract—Reinforcement learning (RL) is a general framework that allows systems to learn autonomously through trial-and-error interaction with their environment. In recent years combining RL with expressive, high-capacity neural network models has led to impressive performance in a diverse range of domains. However, dealing with the large state and action spaces often required for problems in the real world still remains a significant challenge. In this paper we introduce a new simulation environment, “Gambit”, designed as a tool to build scenarios that can drive RL research in a direction useful for military analysis. Using this environment we focus on an abstracted and simplified room clearance scenario, where a team of blue agents have to make their way through a building and ensure that all rooms are cleared of (and remain clear) of enemy red agents. We implement a multi-agent version of feudal hierarchical RL that introduces a command hierarchy where a commander at the higher level sends orders to multiple agents at the lower level who simply have to learn to follow these orders. We find that breaking the task down in this way allows us to solve a number of non-trivial floorplans that require the coordination of multiple agents much more efficiently than the standard baseline RL algorithms we compare with. We then go on to explore how qualitatively different behaviour can emerge depending on what we prioritise in the agent's reward function (e.g. clearing the building quickly vs. prioritising rescuing civilians).

Index Terms—Hierarchical reinforcement learning

I. INTRODUCTION

Reinforcement learning (RL) provides a general framework for autonomously learning to make decisions in order to maximise a cumulative sum of rewards. In this paper we introduce a new simulation environment designed as a simple testbed for demonstrating the utility of RL as a tool for concept analysis with military applications as well as to aid with the development of research in the field of multi-agent RL. RL can be applied to a wide range of tasks, and in recent years has found significant success in solving board games such as Chess [1] and Go [2], video games such as Starcraft 2 [3] and DOTA 2 [4], and a variety of robotic control problems [5], [6]. However when looking to scale RL to complex problems of interest in the real world a number of challenges remain. If the state and action spaces are simply considered as huge unstructured spaces to search through then complex problems can easily become intractable for standard RL algorithms — particularly if the temporal resolution is high and a very large number of decisions have to be made in order to complete a task. These problems can be further exacerbated in situations where multiple agents are learning concurrently since this can introduce non-stationarity into the environment (from each individual’s point of view the environment includes the behaviour of all other agents which is constantly changing as they learn). Our goal was to create an environment which is simple enough to be accessible with existing RL algorithms, but with enough complexity to both a) generate interesting behaviour and strategies, and b) allow for research into new RL algorithms that can lead to improved performance.

One promising framework for addressing some of the aforementioned issues is Hierarchical reinforcement learning (HRL) [7], which aims to break down the learning process into more manageable sub-tasks at differing levels of granularity. The basic idea is to create a hierarchy, where simpler sub-tasks are learned at the lower-levels, whilst higher levels of the hierarchy learn to control these sub-tasks when initiated. This allows the higher levels to work at a greater level of abstraction, as well as at a lower temporal resolution such that fewer decisions have to be made. In principle this should lead to substantially more efficient learning. Another potential benefit is that the sub-tasks learned by the lower-levels of the hierarchy can be re-useable for solving new downstream tasks without needing to restart the whole training process from scratch.

We use the proposed environment to apply a particular form of HRL – known as “Feudal HRL” [8] – to scenarios that involve the coordination and cooperation of multiple agents. The Feudal HRL framework introduces a command hierarchy, where agents at a higher level (“commanders”) give agents at the level below orders to follow (who could potentially have agents at another level below them, to which they in turn also give orders). Crucially, agents at each level of the hierarchy can view the environment at different resolutions, appropriate for the kinds of task they are given, and only ever receive rewards from their commander when they successfully complete an order. This “reward hiding” means that only the commander(s) at the top of the hierarchy ever see the reward provided by the environment, allowing the sub-commanders at lower-levels to focus completely on learning how to carry out the orders they are given.

One of the key issues that arises in multi-agent reinforcement learning is that the environment, from the point of view of an individual agent, is non-stationary. This is because, assuming that the agents interact in some way, the states/rewards that an agent sees depends on the policies followed by the other agents which are constantly changing as they learn. Whilst Feudal HRL is not as general as other multi-
agent RL algorithms due to the imposed chain of command, in situations where it is applicable it has the potential to lead to significantly more stable training. This is because, from a given sub-commander’s perspective, once the agents below them have learned how to correctly follow their orders then the environment appears substantially more stationary. In particular, if there is a single commander at the top then once all the agents at the lower-levels of the hierarchy have learned how to follow their orders then the environment is entirely stationary from the commander’s perspective.

The scenario we focus on is that of “room clearance”, where a building consisting of a number of rooms is being stormed by “soldiers” (blue agents) and explored in order to ensure that every room is and remains cleared of enemy combatants (red agents). Example scenarios can also include “civilians” (white agents) which may need to be rescued. We show that Feudal HRL, where a commander issues orders to each of the blue agents, is able to solve a range of interesting, non-trivial scenarios in an efficient manner. Additionally, we explore how employing different reward functions can lead to a variety of different strategies being learned for a given scenario (e.g. prioritising rescuing civilians over clearing the building quickly), demonstrating how the strategies which are learned can vary according to specified priorities.

II. RELATED WORK

Dayan & Hinton first proposed the idea of introducing a command hierarchy into the RL framework [8]. Here they emphasised the idea of reward and information hiding, such that the lower level of the hierarchy can focus entirely on completing the orders given and only has access to information at the relevant level of granularity. In a simple proof of concept they demonstrated that a tabular Q-learning implementation using these ideas solved a basic maze problem with substantially improved efficiency compared to a standard Q-learning approach. Vezhnevets et al. [9] extended this work into the deep RL domain, combining the ideas of this framework with deep Q-networks [10]. This allowed them to scale the approach to significantly more challenging environments and demonstrate that it could outperform strong baselines on problems that required long-term credit assignment. There are two key differences compared to the approach we take — firstly, their “manager” agent learns the abstract goals it sets the “worker” agent, whereas for us the set of goals the commander can issue is fixed. Secondly, they only consider a situation with a single manager and a single worker, whilst we consider multiple workers. Indeed, algorithmically our approach is most similar to Ahilan and Dayan [11], who extend the feudal RL framework to the cooperative multi-agent setting. They test this approach on a number of simple environments that require cooperation and communication between agents and demonstrate that it offers considerable benefits over standard multi-agent RL algorithms.

III. ENVIRONMENT

We introduce a simple but flexible gridworld environment that supports a variety of different rulesets, as well as including a scenario editor that easily allows us to create buildings with fully customisable floorplans and different initial conditions for the agents, civilians and enemy combatants. Whilst other rulesets are supported (e.g. capture the flag), in this paper we focus on the “room clearance” ruleset. The basic set up is that a commander issues orders to a group of agents with the aim of ensuring that the building is safe and clear of enemy combatants. A room is considered to be “clear” either if it is occupied by an agent with no enemy combatants present, or if it has already been cleared and all the rooms it is connected to are also clear. As such, when a room is uncleared this property propagates throughout the building to all connected rooms that are unoccupied at that point (Figure 1 shows a simple example of how this can happen). This means that the commander has to plan and carefully coordinate the movement of the agents to ensure that rooms are not unintentionally made unclear. To actually perform the calculation to determine whether rooms are clear or not we use the adjacency matrix of the room graph, \( A \in \mathbb{R}^{m \times m} \), where \( m \) is the number of rooms and \( A_{ij} = 1 \) if room \( i \) and \( j \) are connected and 0 otherwise. Let us define a vector \( u \in \mathbb{R}^{m \times 1} \), such that \( u_i = 1 \) if room \( i \) is unclear and otherwise \( u_i = 0 \), and a vector \( v \in \mathbb{R}^{m \times 1} \), such that \( v_i = 1 \) if room \( i \) is unoccupied by an agent and otherwise \( v_i = 0 \). If we consider \( u \) as a signal, we can think of the action of multiplying \( u \) by \( A \) as effectively propagating the signal into directly connected rooms (here propagating the signal that a room is uncleared into neighbouring rooms). We can then perform element-wise multiplication (\( \odot \)) between the result and the vector of unoccupied rooms to ensure that this signal is only propagated to rooms that do not contain an agent, and clip the result such that the values are always binary. We then repeatedly apply this process:

\[
 u = \text{clip} \left( \left( Au \right) \odot v, 0, 1 \right) \quad (1)
\]

until \( u \) stops changing, which is the point at which the “unclear” signal has been successfully propagated to all unoccupied, connected rooms.

In the environment, the commander is not a physical entity but simply issues commands to each individual agent whenever necessary. In the simplest set up the set of available commands is equal to the number of doors in the room that the agent receiving the order currently occupies, plus an extra command that tells the agent to wait where it is. In this case, a command is considered to be successfully completed by the agent if it passes through the specified door (or stays in the room, if commanded to wait), whilst ensuring that the room is cleared of enemies. The command is considered to have failed if the agent leaves through another door or takes too long to complete the command. At each timestep if no agents have completed/failed their order then no new orders are issued, however if any new orders are issued then all agents that were currently following the “wait” order are given new orders.
Markov decision process is then defined in terms of an initial state, \( s_t \), along with a set of possible actions it can take, \( A \) (denoting the action taken at time step \( t \) as \( a_t \in A \)). A Markov decision process is then defined in terms of an initial state \( s_t \in S \), along with a set of possible actions \( a_t \) it can take, \( A \) (denoting the action taken at time step \( t \) as \( a_t \in A \)).

IV. METHODOLOGY

A. Preliminaries

RL takes place within the framework of Markov decision processes (MDPs). In general, we consider a system that can be in a set of possible states \( S \) and denote a given state at time step \( t \) as \( s_t \in S \), along with a set of possible actions \( a_t \) it can take, \( A \) (denoting the action taken at time step \( t \) as \( a_t \in A \)). A Markov decision process is then defined in terms of an initial state, \( s_0 \), a transition function, \( P(s_{t+1}|s_t, a_t) \) (that depends only on the current state and the action taken) and a reward signal \( r_t = R(s_{t+1}, s_t, a_t) \). The reinforcement learning problem is then to learn a policy over actions, \( \pi^*(a_t|s_t) \), which maximises the discounted sum of rewards over an episode of length \( T \), i.e.

\[
\pi^* = \arg\max_{\pi} \mathbb{E}_{s_0 \sim p(s_0)} \sum_{t=0}^{T} \gamma^t r_t
\]

where \( \gamma \in [0, 1] \) is a discount factor that allows for more emphasis to be placed on immediate rewards over future rewards. In our Feudal HRL set up, we consider separate Markov chains for the commander and each of the low-level agents, denoting the states/actions/rewards of each as \( (s^c_t, a^c_t, r^c_t) \) and \( (s^a_t, a^a_t, r^a_t) \) respectively. Only the commander receives reward directly from the environment itself, and the agent’s reward is entirely defined by the commander.

B. Q-learning and Deep Q-Networks

To initially test our environment and demonstrate the advantages of feudal HRL, we start with a simple tabular Q-learning approach [12], before going on to implement a more powerful approach based on deep Q-networks [10]. In the tabular case we learn a “lookup table” \( Q(s, a) \) that estimates the value (i.e. expected future return) of the action \( a \) from the state \( s \). This can be used to induce a deterministic optimal policy:

\[
\pi^*(a|s) = \begin{cases} 1 & \text{if } a = \arg\max_{a' \in A} Q(s, a') \\ 0 & \text{otherwise} \end{cases}
\]

i.e. choosing the action that leads to the maximum expected return. Since Q-learning is an off-policy algorithm, we can update this table using experience gathered with any given behavioural policy, \( \pi_b(a|s) \). In practice we use an \( \epsilon \)-greedy version of the current optimal policy estimate to aid with exploration, where we choose a threshold \( \epsilon \in [0, 1] \) and select random actions with probability \( \epsilon \) and “greedy” actions from the table with probability \( 1 - \epsilon \).
the optimal policy with probability \((1 - \epsilon)\). Given a tuple of experience \((s, a, r, s', d)\), where \(s'\) represents the next state and \(d\) represents a boolean indicating if the episode has finished, the lookup table can be updated as follows:

\[
Q(s, a) = Q(s, a) + \alpha \left( Q(s, a) - (r + \gamma (1 - d) \max_{a'} Q(s', a')) \right)
\]

where \(\alpha\) is a learning rate. The major advantages of tabular Q-learning is that generally the learning is both efficient and stable, however a key drawback is that it does not scale well to complex scenarios. This is because the lookup table has to store an entry for every possible state-action pair, \((s, a)\), and as the size of the state/action space grows this quickly becomes infeasible. A commonly used approach to scale Q-learning to larger state/action spaces is to use a high-capacity, deep neural network as a function approximator for the value function, \(Q\theta(s, a)\) (where \(\theta\) represent the parameters of the neural network). In recent years this “deep Q-network” approach has been widely applied with significant success in a variety of domains, although a couple of “tricks” are required in order to stabilise training. Firstly, to prevent overfitting to the most recent experience only a replay buffer \(\mathcal{R}\) is used to store a large amount of collected experience, and then batches are sampled randomly from this when training the network. The second trick to improve training stability is to use a separate target network \(Q\theta'(s, a)\) which is updated much more slowly than the main value network, \(Q\theta(s, a)\), when calculating the target value. The value network is then trained using stochastic gradient descent on the following loss function:

\[
\mathbb{E}_{(s, a, r, s', d) \sim \mathcal{R}} \left[ (Q\theta(s, a) - (r + \gamma (1 - d) \max_{a'} Q\theta(s', a'))) \right]^2
\]

For our experiments we make use of another trick that has been shown to improve stability further and reduce the risk of learning overoptimistic value estimates — “Double Deep Q-Networks” (DDQN) [13]. This alters the value function target in equation 5 from \(r + \gamma (1 - d) \max_{a'} Q\theta(s', a')\) to \(r + \gamma (1 - d) Q\theta'(s', \arg \max_{a'} Q\theta(s', a'))\), representing a minor algorithmic change.

C. Feudal HRL applied to Room Clearance

In our set-up the learning process to solve a given room clearance scenario is essentially broken down into two different problems — training the commander and training the agents. To keep things simple, we model all of the agents as identical. In the tabular case this means the agents share the same lookup table, whereas with the DDQN approach they all share a single action-value neural network, \(Q\theta'(s, a)\), which is trained from a shared replay buffer containing experience gathered by all agents. We condition the agent’s observation with the current command it has been given, meaning in effect we are training a goal-conditioned policy for the agents. From the agent’s perspective, an “episode” begins when they are first given an order and ends either when they have completed/failed that order or when they run out of time (at which point the done boolean, \(d\), will be set to true, and a new agent episode will begin upon them receiving their next order). These can be thought of as much shorter “sub-episodes” of a full room clearance episode, meaning that the agents only have to focus on significantly simpler tasks over a much shorter period of time than the commander. The rewards the agent receives are defined by the commander rather than the underlying reward provided by the environment, and for simplicity we choose these to be:

\[
r^a_i(s^a_i, a^a_i, s^a_{i+1}) = \begin{cases} 
+10 & \text{if } s^a_{i+1} \text{ completes given order} \\
-10 & \text{if } s^a_{i+1} \text{ completes wrong order} \\
0 & \text{otherwise}
\end{cases}
\]

The agent’s state representation only includes local information about the room it is in — since global information about the building layout is irrelevant for learning how to complete the order it has been given. The state consists of a flattened 2D array of the room which identifies walkable cells, as well as the coordinates of each of the doors within the current room and the current order the agent is to follow.

The commander’s MDP is slightly more complicated because it only makes decisions when an agent requires a new order, which sometimes means it has to wait multiple timesteps in the physical environment before making a decision, whilst at other times is required to make multiple decisions in a single timestep. Each time it has to make a decision, we provide it with a state \(s^c\) which gives it information about the current global room layout (which rooms are clear, which are unclear), information about the current agent it is giving the order to (which room it occupies, distances to doors within the room etc) and information about where the other agents are and which orders they are currently following. The reward it receives is the sum of environment rewards given in the time interval between decisions (or zero between two decisions made on the same time step).

In the primary implementation, we keep a separate replay buffer for the commander’s experience and train a separate DDQN value function (or lookup table in the tabular case). To try and ensure that the effect of different timescales of the two learning processes is minimised we perform the training updates separately but at the same effective rate — so a training step with the agent is performed every time a new piece of experience is added to the agent’s buffer, and a training step with the commander is performed every time the commander’s buffer is added to. For more complicated scenarios, we also consider experiments where we pre-train the agents to learn to complete orders before training the commander (alternatively, we also consider scripting the behaviour of the agents for some scenarios). The reason for this is that whilst the agents are still learning to complete orders the learning process for the commander is effectively non-stationary — since its orders might be followed or might not, depending on the learning progress of the agents. This
makes it difficult for the commander to learn an accurate value of a given state because this will be effected by subsequent changes in behaviour of the learning agents. However, once the agents have learned to succeed at completing their orders (or if their behaviour is scripted), we then start to see huge benefits from feudal HRL over standard multi-agent algorithms. This is because at that point from the commander’s point of view the MDP is completely stationary, i.e. the environment (including the agents) behave in a completely consistent way.

The environment reward function is something which can vary depending on the scenario (and something we investigate in sections V(C) and V(E)), but we consider the “default” reward function to be the following:

$$r_t(s_t, a_t, s_{t+1}) = \begin{cases} R_{\text{complete}} & \text{if building is clear} \\ -1 + \frac{\text{currently clear rooms}}{\text{total rooms}} & \text{otherwise} \end{cases}$$

where $R_{\text{complete}}$ is a large positive reward given at the end when the building is clear. The negative reward at each step encourages the building to be cleared as quickly as possible.

V. RESULTS

A. Tabular Feudal HRL

We start by testing a simple tabular implementation of Feudal HRL and apply it to two relatively simple maps, shown in Figure 2. For both of these we consider only two agents and a commander, since we find that the tabular approach does not scale well to more agents (the number of possible states for the commander increases exponentially with the number of agents). As a simple demonstration of the utility of the Feudal HRL framework for these problems, we test against a naive “joint-action agent”. The joint-action agent considers the whole process as a single MDP and at each step feeds an action which consists of a concatenation of all of the actions for each individual agent. So for example, if each agent can go North, East, South or West and there are two agents, the joint-action learner would have 16 actions available to it (North-North, North-East, etc.). In the two experiments we run here we use a completely sparse reward (i.e. only give a large positive reward once the building is clear), rather than the denser reward described in equation 7. Unsurprisingly, we find that the Feudal HRL approach enormously increases the speed of learning. This is particularly striking for the larger map, where the Feudal HRL agent solves the task in about 300 episodes, whereas the joint-action learner takes over 150,000 episodes and still converges to a slightly sub-optimal solution.

B. Feudal HRL with DDQNs

As mentioned in Section IV, tabular Q-learning struggles as the state space starts to grow since every distinct state-action pair has to have a value stored in a lookup table. Looking at the larger map in Figure 2, our feudal tabular Q-learning algorithm is unable to solve this when the commander is in control of three agents instead of two since the number of unique states it can observe is simply too large. In this section we demonstrate how our Feudal DDQN approach readily scales to larger, more complicated maps involving a larger number of agents.

Firstly, we consider the larger map from Figure 2 with both two and three agents. Whilst the tabular approach did not work here with three agents, in Figure 3 we see that the DDQN approach learns to clear the building more quickly with three agents than with two (this makes sense as the logic of clearing the building is actually simpler with three agents). The second room layout consists of four corridors and a loop, and can only be solved with three agents (it is also significantly larger than the first map). The third map involves four intersecting loops, and requires the careful coordination of four agents in order to solve it (it is very easy to unclear multiple rooms with a single misstep). All of the plots show the median performance from episodes, whereas the joint-action learner takes over 150,000 episodes, whereas the joint-action learner takes over 150,000 episodes, whereas the joint-action learner takes over 150,000 episodes.

C. Command Synchronisation

We now consider the described variant where the commander is able to sync the agents’ behaviour by telling them to stand/wait by doors before entering them. In this case we have to modify the commander’s state to give it information about which doors have agents waiting by them as well as if other agents have been ordered to go through them. The scenario we look at is a simple map with two enemies. We set it up so that both agents and enemies require two shots to kill, which means that if an agent goes into a room by itself it can kill the enemy if it shoots twice but it will also die. However, if two agents are sent into the room at the same time it is possible to kill the enemy without losing any agents. The map we consider is shown in Figure 4. If we train using the default reward function described in equation 7 then the commander
Figure 3. Performance of our Feudal DDQN agent on three maps of increasing complexity

Figure 4. Scenario explored with the command synchronisation variant of our set-up. Rooms with enemies in can only be cleared without casualty if the commander learns to send two agents into the room at the same time. As such, it learns a policy in which usually at least one agent dies. On the other hand, if we modify the reward slightly and introduce a negative reward for the commander each time an agent dies then it is always able to learn to keep all four agents alive. [include videos in SI which we can refer to for comparison].

D. Scaling to Realistic Floorplans

In this section we look at scaling what we have to more realistic building floorplans (see e.g. Figure 5). The big problem that arises is that in situations where we have many non-uniform rooms training the agents to complete their orders is significantly more difficult. This is particularly true when it takes a long time for the commander to learn how to reach certain rooms, such that for those cases the agents receive little or no example data to train on. This means it can take a long time for the lower-level’s agent policy to converge, making the environment from the commander’s point of view appear non-stationary for a much longer period of time. This inconsistency in terms of whether or not an agent successfully completes an order then also makes it more challenging to train the commander, since it is more difficult to determine if an order it gives is actually good/bad or whether an agent just didn’t actually do what it was told to. As such, solving the map shown in Figure 5 with 8 agents is not possible with the approach described so far, and in fact almost no progress is made when we try to do so.

We look at two approaches for getting around this. Firstly, we consider training the agent’s policies separately and before we start training the commander at all. To do this, we initialize agents randomly in different rooms and give them random orders to complete. This allows the agents to gather relevant experience from all of the rooms in similar proportions, making it substantially easier to train their policy. Once we have finished training the agent policy we then freeze it and train the commander, who now is in control of agents that all have completely stationary policies. The downside of this is that it is a somewhat less general approach — it requires that we modify the environment slightly to allow the agents to be initialised in random starting rooms. However, it is easy to imagine other environments where it would be possible to train the “lower-level” agents to complete their orders separately before training the commander, and from a pragmatic point of view it offers considerable advantages.

An even more pragmatic approach here is to simply script the behaviour of the low-level agents, since the behaviour they learn is fairly simple (go to a given door whilst making sure to clear the room of enemies first, if applicable). Ultimately for our setup (where the agents’ behaviour is particularly
simple) this leads to the same situation as pre-training the
agent’s policy, but saves time as no training is required for
this step. Obviously this is even less general than the pre-
training approach, however in situations where it is possible it
also offers obvious benefits. Furthermore, it is easy to imagine
applications of RL in more advanced simulations where it
would be possible to script the behaviour of individual agents
to perform their comparatively simple orders whilst letting the
RL focus purely on the higher-level strategy required by a
commander. Both of these approaches allow us to solve the
map shown in Figure 5.

E. Moving Gunman and Civilian Rescue Scenario

To introduce a bit more complexity into the set-up we
consider the floor-plan from Figure 5 and introduce a moving
enemy and a stationary civilian (see Figure 6). The enemy
deterministically follows a path towards the room with the
civilian and if it gets there before any of the agents do will
open fire. The set-up is such that it is possible for an agent to
get to the room in time to intercept the enemy before this
happens, but only just.Whilst fairly contrived, this allows
us to demonstrate how providing an RL agent with different
objectives can lead to different emergent behaviours.

We consider comparing the behaviour with the default re-
ward function in equation 7 with the following reward function
that places importance on ensuring no civilian casualties:

\[
r^c_t(s^c_t, a^c_t, s^{c+1}_t) = \begin{cases} 
R_{\text{complete}} & \text{if building is clear} \\
& \text{and civilian is alive} \\
-R_{\text{complete}} & \text{if civilian dies} \\
-1 + \frac{\text{currently clear rooms}}{\text{total rooms}} & \text{otherwise}
\end{cases}
\]  

With the default reward function the commander is only
interested in clearing the building as quickly as possible, which
does not involve rushing to the room containing the civilian.
As such, it learns a policy that clears the building efficiently
but which allows the civilian to die. On the other hand, with
the modified reward function there is a clear incentive to
ensure the civilian survives, and so the commander learns to
immediately rush an agent to the room containing the civilian
and intercept the enemy (at the cost of slowing down the
overall building clearance time). Whilst this is a somewhat
contrived example, it demonstrates how we can build different
preferences into a reward function which then automatically
leads to the system learning qualitatively different strategies.

VI. CONCLUSIONS

We introduced a flexible and customisable tool that allows
us to build simple maps with multiple agents, enemies and
civilians. Whilst it is possible to build any ruleset on top of
these maps, we focused our experiments on room clearance.
We showed that on relatively simple maps an algorithm based
on Feudal Hierarchical RL was able to learn solutions that
required the coordination of multiple agents significantly more
efficiently than other multi-agent RL algorithms. We then
went on to show how this could be extended to solving more
realistic floorplans with a larger number of agents, either by
pre-training the lower-level agents or directly scripting their
behaviour, and investigated how the commander can learn
different strategies based on specified preferences built into
the reward function.

This can be considered as an important initial step towards
finding useful applications of RL within the domains of
military concept analysis and wargaming, which often involve
many agents and where a command hierarchy is already in
place. In the future we also hope that this tool can be useful
in developing further research into multi-agent algorithms that
can scale solve a more challenging array of problems.
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