Air Pollutants Prediction in Shenzhen Based on ARIMA and Prophet Method
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Abstract. In order to improve the accuracy of predicting the air pollutants in Shenzhen, a hybrid model based on ARIMA (Autoregressive Integrated Moving Average model) and prophet for mixing time and space relationships was proposed. First, ARIMA and Prophet method were applied to train the data from 11 air quality monitoring stations and gave them different weights. Then, finished the calculation about weight of impact in each air quality monitoring station to final results. Finally, built up the hybrid model and did the error evaluation. The result of the experiments illustrated that this hybrid method can improve the air pollutants prediction in Shenzhen.

1 Introduction

These Due to the rapid development of the city, air quality problem has become an increasingly basinic issue in urban sustainable development. The polluted air contains many toxic or harmful substances including PM$_{2.5}$, PM$_{10}$, NO$_2$, SO$_2$, O$_3$, CO and so on [1] which may give rise to illness, allergies and even death [2]. Poor air quality in urban city increases the risk of respiratory disease and cardiovascular disease [3]. According to an air pollution and mortality research, the mortality rate has a great relationship with the increase of and (see Table 1 [4]). Air pollution not only brings disease and death, it also adds a heavy economic burden to society. A research, estimated the indirect costs associated with lost productivity caused by premature death associated with the 2016 Colombian air quality risk factor have found that the economic burden caused by premature death from the disease being only brings disease and death, it also adds a heavy economic burden to society.  A research, estimated the indirect costs associated with lost productivity caused by premature death associated with the 2016 Colombian air quality risk factor have found that the economic burden caused by premature death from the disease being analyzed was $845,967,999. From this burden, air risk quality factors accounted for 17.8%, corresponding to US $150,585,143 [5].

Monitoring and predicting air quality are very important to control and prevent the bad effects of air pollution [6]. Thus, if the forecasting air quality result can be swift and accurate, it will not only reduce a large economic loss, but also contribute to help people with preventing bad air in advance and reducing the occurrence of related diseases.

The Pearl River Delta is one of the regions where China's population and economy are highly concentrated. Environmental issues are highlighted and urban air quality problem is receiving much attention. The Pearl River Delta is known as one of the three major acid rain regions in the world, and Shenzhen, as part of it, naturally faces severe urban air quality problems [7].

| Type                     | Model                          | PM$_{2.5}$  | O$_3$       |
|--------------------------|--------------------------------|-------------|-------------|
| Two-pollutant analysis   | Main analysis                  | 1.73(1.071–1.075) | 1.011(1.010–1.012) |
|                          | Low-exposure analysis          | 1.136(1.131–1.141) | 1.010(1.009–1.011) |
|                          | Analysis based on data from nearest monitoring site (nearest-monitor analysis) | 1.061(1.059–1.063) | 1.001(1.000–1.002) |
| Single-pollutant analysis| Not mention                    | 1.084(1.081–1.086) | 1.023(1.022–1.024) |

2 Related Work

The classic time series feature representation model is the primary method for analysing and predicting air quality. In the prediction of single air pollutants, Hasan and Zhao use gradient boosting, artificial neural networks model and k-nearest-neighbors model to predict the concentration of PM$_{2.5}$ in a rural area of Hong Kong. The result illustrates that gradient boosting has higher prediction accuracy and stability [8]. Granular transformation can change the solution space of air quality prediction problem. Wang used a dynamic granular wavelet neural network model to predict air quality and got high accuracy [9]. In the prediction of multiple air
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pollutants, Goyal and Kumar use neural network model based on principal Component Analysis (PCA) to predict air quality index in Delhi [10]. As the result shows in their article, the combination of PCR and ARIMA model can successfully cope with the issue of exploiting the autocorrelation and collinearity in the variables.

The traditional predicting air quality method almost all based on air pollutants or together with local meteorological data [11][12][13] (temperature, humidity, wind, weather, etc). The models based on mathematical statistics or machine learning or deep learning have been done comprehensively in time series. However, these methods analyse the time series directly but ignore the effects of spatial factors. We human live in a space rather than a time line which means that local air quality is not only related to historical air quality and historical meteorological data. It is also related to the air quality and meteorological data of nearby cities. If the method only includes time series data, predict data will highly depends on the stability and regularity of real data. Besides normal fluctuations, air quality can also cause dramatic changes due to certain space factors. For instance, if there is a sudden dust explosion in Zhongshan city, the air quality in Shenzhen will be affected definitely. Although this spatial impact is not common, it still brings great difficulties to the prediction of air quality. Using the RNN and LSTM model with 3-Nearest area's PM$_{2.5}$ and weather data, the air quality prediction discover that DRNN pairs based on forward complement has the best prediction ability for time series and have good predictive and generalization abilities [14]. Based on the air quality data and meteorological data obtained by air quality monitoring stations and meteorological data monitoring stations in Beijing, Guo[15] obtained a method to predict the PM$_{2.5}$ concentration of each air quality monitoring station in the next 48 hours by using the Tensorflow framework together with RNN, LSTM and GRU network and integrating the data of surrounding monitoring stations. At present, there are few ways to predict the air quality by adding space factors. It still needs a long way to go.

This project aim at finding the relationship between spatial factors and air quality and constructing a reliable model based on time series data and spatial data to predict air quality. Additionally, according to the result of air quality predict model, the weight in different models will be analysed. For example, the AQI model and PCR model have difference attribute and both can predict the air quality. Figuring out the suitable weights in the mixed model can make the result has better stability, robustness and anti-disturbance than any single system.

3 Proposed Method

During the research, the ARIMA model and prophet model have been implemented. Two algorithms both improve the predicting results. However, the two models have different prediction accuracy for different air pollution particles. Thus, in my final model, I use a mixture of the two to make weather forecasts. In the following subsections, these two methods will be briefly introduced. The framework of my model will be explained also.

3.1 ARIMA method

The Autoregressive Integrated Moving Average model (ARIMA) was proposed by Box and Jenkins in the 1970s and is a well-known time series prediction model. It is based on Autoregressive Moving Average model (ARMA). In ARMA model, the current value of the time series is linearly represented as its previous value as well as the current value and the previous residual sequence [16]. For non-stationary time series, the sequence must first be converted to a stationary random sequence. The differential process effectively converts non-stationary data into smooth data. The meaning of ARIMA is the single product autoregressive moving average process, which means: A stochastic process is said to be a single product autoregressive moving average process if it has d unit roots and can be transformed into a stationary autoregressive moving average process after d - difference. Then the stochastic process is called the simple product autoregressive moving average process. The whole process of the ARIMA can be divided into the following steps:

(a)Judging whether the stochastic process converges after d-difference.
(b)After finding a suitable d, $X_t$ is transformed into a stationary stochastic process $\Delta^d X_t$, 1
(c)Constructing $\Delta^d X_t$ as autoregressive moving average process.
For $I(d)$ is to get the stationary sequence by the difference of the nonstationary sequence.
For AR(p), in general, time series variables have temporal correlation so the next few time points can be predicted based on the observations of the last few points in time which is called AR(p) model.

$Y_t = \beta_1 Y_{t-1} + \beta_2 Y_{t-2} + \cdots + \beta_p Y_{t-p}$ \hspace{1cm} (1)

For MA(q) model, the Lower order MA(q) model can replace higher order AR model.

$Y_t = \epsilon_t + \beta \epsilon_{t-1}$ \hspace{1cm} (2)

In air pollutants prediction, the key point is to figure out the optimal ARIMA order (p, d, q) and seasonal ARIMA order (P, D, Q, S). The grid search method is implemented in order to explore different combinations of parameters iteratively.

The AIC is used to assess the complexity of the accounting model and to measure the good fit of the statistical model. After doing the iteration for PM$_{2.5}$, PM$_{10}$, NO$_2$, SO$_2$, O$_3$ and CO separately, the optimal order of (p, d, q) and (P, D, Q, S) can be obtained with lowest AIC value. Once get the optimal sequence of (p, d, q) and (P, D, Q, S) the model can be built.

3.2 Prophet

The package of fbprophet is a time series prediction algorithm that Facebook introduced and opened up to the public in 2017.
Prophet algorithm can not only handle the outliers of time series but also some missing values. Most importantly, it can almost automatically forecast the future trend of time series [17]. In the prophet, there are two important function which are logistic function and piecewise linear function.

The traditional logistic function is as follows:
\[ f(x) = \frac{C}{1 + e^{-k(x-m)}} \] (3)

However, this function is too ideal. In the real world, C, k and m are definitely not constant. They are likely to update over time. Thus, in prophet the function becomes like follows:
\[ f(x) = \frac{C(t)}{1 + e^{-(k(t))(x-m(t))}} \] (4)

After considering the change point detection, the trend of the function will be change with the S change point:
\[ f(x) = \frac{C(t)}{1 + e^{-(k(t))(x-m(t))}} \] (5)

where the \( \alpha, \gamma \) and \( \delta \) are like follows:
\[ \alpha(t) = (\alpha_1(t), ..., \alpha_5(t))^T \] (6)
\[ \gamma = (\gamma_1, ..., \gamma_5)^T \] (7)
\[ \delta = (\delta_1, ..., \delta_5)^T \] (8)

For piecewise linear function the model is as follows:
\[ f(t) = (k + \alpha(t)\delta) \cdot t + (m + \alpha(t)^T \gamma) \] (9)
where k is the growth rate, the change of growth rate and m represents offset parameter.

3.3 The model building

Shenzhen has 11 air quality monitoring stations, so the models were trained on each station separately. During the training section, the accuracy of predicting result of CO and \( SO_2 \) with prophet method is better than ARIMA model.

Based on training, I gave different weights to the prediction results from the two models to get the final prediction results.
\[ M_{\text{final}}(t) = \alpha M_{\text{ARIMA}} + (1-\alpha)M_{\text{prophet}} \] (10)

For the final result of the Shenzhen air pollutants are calculated by different stations. The distribution of every air quality monitoring station in Shenzhen is shown in the Fig.1. The blue dot is an air quality monitoring station and the red dot is an average value computed from the longitude and latitude of all monitoring stations.

Figure 1. Distribution of every air quality monitoring station in Shenzhen

The closer the distance between the air detection station and the centre point, the higher the influence of the station on the centre point. The distance \( D_i \) between the station\( i \) and center station can be calculated with sum of squares of difference of longitude and dimension under square sign. Thus, the proportion of weights \( \omega_i \) of station\( i \) at the centre point can be defined as follows:
\[ b_i = \sqrt{(\text{longitude}_i - \text{longitude}_{\text{center}})^2 + (\text{latitude}_i - \text{latitude}_{\text{center}})^2} \] (11)
\[ \alpha \left( \frac{1}{x_1} + \frac{1}{x_2} + \cdots + \frac{1}{x_i} \right) = 1 \] (12)
\[ \omega_i = \frac{\alpha}{x_i} \] (13)

In this equation, \( \omega_i \) will has a larger value if the station\( i \) and center are closer.

The final prediction of air pollution X is based on the following formula:
\[ X_{\text{final}} = \omega_1X_1 + \cdots + \omega_iX_i \] (14)

4 Results and Discussion

4.1 Datasets

The datasets this research used are the air quality information in Shenzhen from 2016/01/01 to 2017/01/31. The datasets include data from 11 air quality monitoring stations in Shenzhen. Each station has monitored \( PM_{2.5} \), \( PM_{10} \), \( NO_2 \), \( SO_2 \), \( O_3 \), \( CO \) data.

4.2 Result

In the Table 2, the three-days air pollutants prediction mean square error (MSE) and mean absolute error (MAE) are as follows:
Table 2. Three-day air pollutants prediction error.

|        | PM$_{2.5}$ | PM$_{10}$ | NO$_2$ | SO$_2$ | O$_3$ | CO |
|--------|------------|-----------|--------|--------|-------|----|
| MSE    | 107.83     | 240.73    | 138.46 | 4.35   | 3.85  | 0.01 |
| MAE    | 23.75      | 19.50     | 24.68  | 18.58  | 2.36  | 11.77 |

**Figure 2** represents the final forecast result of 6 different air pollutants. As we can see, the difference between forecast trend and true trend of PM$_{2.5}$, PM$_{10}$, NO$_2$, SO$_2$, and O$_3$ are small, and the difference between forecast trend and true trend of CO is obvious. The orange lines illustrate the real data while blue lines are the predict data.

**Figure 2.** The three-days air pollutants factor prediction result

4.3 Limitations of propose method

Although the forecast results seem acceptable, there still exist some limitations, such as:

- ARIMA is more accurate than Prophet in some factors, but it takes about ten times as long as B. The main calculation time of ARIMA is spent looking for the optimal sequence of (p, d, q) and (P, D, Q, S). However, the time it takes to find the optimal sequence is difficult to reduce.
- When models are used to predict long-term air pollution conditions, their errors can be significant.

5 Conclusion and future work

In this paper, I have proposed a new method for forecasting air pollutants based on sequential data and spatial factors. On the temporal dimension, the main framework is based on ARIMA and Prophet. Given different weight to these two results respectively to get the final sequential result. On the spatial dimension, I propose a weighted method if an air quality monitoring station closer to the centre point then it will cause greater impact on the final forecast data. According to the final result, this hybrid method can achieve good results in the prediction of short-term air pollutants concentration. The future work will focus on utilizing different method to find out optimal sequence and optimizing the existing spatial model.
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