I. INTRODUCTION

The field of ultracold one-dimensional (1D) few-body systems has received a lot of attention since Bethe in 1931 published his exact solution to the 1D Heisenberg model [1]. 1D systems are of particular interest due to their simplicity and different properties compared to the two-dimensional (2D) and three-dimensional (3D) systems. For example, in 1D particles have to go through each other, and therefore interact, in order to exchange positions. The realization of 1D systems [2–7] made it possible to verify theoretical models, such as the Tonks-Girardeau gas [8–10] and simulate quantum magnetism [11–20]. Other systems such as organic conductors [21] and nanowires [22] are of 1D nature as well.

1D systems are formed in highly controllable environments where the particle number, interaction strength, internal states and motional states can be controlled [9, 23–26]. In particular, it is possible to experiment with mixtures of particles with different masses [23–27], while a system of identical particles can be made distinguishable utilizing different hyperfine or spin states. The interaction strength is controllable through Feshbach resonance [28] while for systems under external confinement it also depends on the geometry of the trap [29].

1D systems are often studied using an idealized model assuming an exact 1D trap and zero-range interactions under the assumption that this reproduces the same physics as the real world quasi-1D systems. Experimentally such systems are formed in anisotropic harmonic traps where the motional degrees of freedom are cooled down below the transverse excitation energy, thus effectively generating a 1D system. The axially symmetric harmonic trap is parameterized by the frequencies in the transverse, \( \omega \), and longitudinal, \( \omega_z \), directions. For example [13, 17, 30] used an aspect ratio, \( \eta \equiv \frac{\omega}{\omega_z} \sim 10 \), while [10] used an extreme value of \( \eta = 350 \). The transition by such confinement from 3D to lower dimensions is in this way continuous. This suggests that a given anisotropy corresponds to a non-integer dimension as in [30] and [31] for two and three particles. However, it is not known which confinement is required to make 1D (or 2D) models a good approximation, how one can quantify the relevant criteria, what the decisive quantities are and when the specific properties are reproduced.

The purpose of this paper is to address these questions. We want to lay the ground for treatments of interacting particles in anisotropic harmonic external traps. We shall at first restrict ourselves to investigations of the simplest systems. In general, broadly applicable results can only be expected for short-range (yet finite) interacting particles, since then the dominating parts of the wave function occur when the particles are outside the range of their potentials. Otherwise, the results could too easily depend on the individual potentials. Hence we restrict ourselves to short-range interactions and ground states. We study the system by solving the corresponding stationary Schrödinger equation using the correlated Gaussian method. This returns the energies and wave functions from which all necessary information can be obtained.

Exact solutions exist for systems of two short-range interacting particles in exact dimensionalities [33, 34] and in an axial symmetric trap [35, 36]. To establish the validity of our methods, we shall therefore first investigate these simple quasi-1D systems and compare with the results from these exact two-body calculations. For the three-particle systems, no exact solution is known for interactions of finite range or strength, and numerical methods are unavoidable. For infinite interaction strength, exact solutions are known for any number of particles and trap potential [37, 38].

The paper is organized as follows. In Section II we present the system, necessary theory and the method. We test the method in Section III and the results are presented and discussed in Section IV. We end with a conclusion and outlook in Section V.
II. SYSTEM AND METHOD

In this section, we introduce the systems of interest and the corresponding Hamiltonian. As we seek to compare the 3D solution with the idealized 1D model we introduce the effective 1D interaction, $g_{1D}$, in terms of 3D parameters. At last, to solve the corresponding Schrödinger equation we introduce a set of Jacobi coordinates and the correlated Gaussian method.

A. System

The Hamiltonian for a general harmonically trapped system consisting of $N$ particles with mass $m_i$ and positions $\vec{r}_i$, for $i \in \{1, 2, ..., N\}$, is

$$\hat{H} = \sum_{i=1}^{N} \left[ -\frac{\hbar^2}{2m_i} \nabla_{\vec{r}_i}^2 + \frac{1}{2} m_i \left( \omega_x^2 x_i^2 + \omega_y^2 y_i^2 + \omega_z^2 z_i^2 \right) \right] + \sum_{j>i=1}^{N} S_{ij} e^{-(\vec{r}_i-\vec{r}_j)^2/\rho_0^2},$$  

(1)

where $\hbar$ is Planck’s reduced constant, $\omega_i$, for $i = x, y, z$, is the trap frequencies, $\nabla_{\vec{r}_i}^2$ is the Laplace operator for the $i$’th particle, $S_{ij}$ is the Gaussian interaction strength between the $i$’th and $j$’th particle and $\rho_0$ its range. As axial symmetric systems will be considered we parameterize the external trap in terms of $\omega_x = \omega_y = \omega_\perp$ and $\omega_z$. Further, we could have chosen any desired interaction potential as long as its range is much smaller than the oscillator length \cite{34}. We choose a Gaussian as this is easily implemented in the correlated Gaussian method. In addition, only two-body interactions are considered as three-body and more are negligible due to the dilluteness of the systems.

We will focus on systems of two identical particles called the majority, either fermions or bosons, interacting with a distinguishable particle called the impurity. These systems will be denoted 2f+1 and 2b+1 respectively, where the former has been studied experimentally in \cite{17}. For the fermionic (bosonic) system the majority particles will be labeled $\uparrow$ ($A$) while the impurity $\downarrow$ ($B$). The two possible configurations of the 2+1 system can be seen in FIG. 1. Here two majority particles (red) and the impurity (blue) are trapped in an axial symmetric harmonic trap. The density distribution in the $xz$-plane is shown in panel (a) show the particle configuration $A\uparrow\uparrowB$ ($\uparrow\downarrow\downarrowB$) and panel (b) the configuration $A\downarrow\downarrowB$ ($\uparrow\uparrow\uparrowB$) for bosons (fermions).

B. Interactions under External Confinement

We relate the Gaussian interaction strength $S_{ij}$ from eq. (5) to the s-wave scattering length $a_{3D}$. Further, in 1D systems the interaction can be modeled using a Dirac $\delta$-function as $V_{1D}(x) = g_{1D} \delta(x)$ where,

$$g_{1D} = -\frac{\hbar^2}{\mu_1 a_{1D}},$$

(2)

is the 1D coupling constant \cite{29}. The quantity $a_{1D}$ is known as the 1D scattering length and is given in terms of $a_{3D}$ as,

$$a_{1D} = -\frac{a_{\perp}^2}{2a_{3D}} \left( 1 - C \frac{a_{3D}}{a_{\perp}} \right).$$

(3)

Here $a_{\perp} = \sqrt{\frac{\hbar}{\mu_{\perp}}} \rho_0$ is the length scale of the transverse trap and $C = -\zeta(\frac{3}{2}) \approx 1.460$ where $\zeta$ is the Riemann zeta function. Using eq. (2) and (3) we can relate $S_{ij}$ to the effective 1D interaction $g_{1D}$. Notice that if the scattering length approaches the length scale of the transverse trap a resonance occurs. This is known as confinement-induced resonance (CIR). CIR occurs when the energy of two scattering atoms becomes degenerate with a transverse excited molecular bound state \cite{39}. It has been confirmed both numerically and experimentally \cite{9, 10, 25, 30, 40}. CIR is crucial when studying quasi-1D systems as it allows for $g_{1D}$ to be tuned from strongly repulsive to strongly attractive through the geometry of the trap. In the following, all results will be expressed in terms of $g_{1D}$.

C. Jacobi Coordinates

The complexity of solving the Schrödinger equation can effectively be reduced utilizing a set of relative coordinates. We choose a standard set of Jacobi coordinates, \( \mathbf{x} = (x_1, x_2, ..., x_{3(N-1)})^T \) for the relative motion along....
with the center of mass, \( \vec{x}_N = (x_{3N-2}, x_{3N-1}, x_{3N})^T \).

These are related to the particle coordinates as \( \vec{x} = U r \)
where \( r = (r_1, r_2, ..., r_{3N})^T \) and \( \vec{x} = (x^T, \vec{x}_N)^T \). The Jacobi transformation matrix \( U \) is defined as

\[
U = \begin{pmatrix}
\frac{1}{M_1} & -1 & 0 & \cdots & 0 \\
\frac{m_2}{M_2} & \frac{1}{M_2} & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{m_{N-1}}{M_{N-1}} & \frac{m_2}{M_{N-1}} & \frac{m_3}{M_{N-1}} & \cdots & -1 \\
\frac{m_N}{M_N} & \frac{m_{N-1}}{M_N} & \frac{m_N}{M_N} & \cdots & \frac{1}{M_N}
\end{pmatrix} \odot I_{3 \times 3}
\]  

where \( M_i = \sum_{i=1}^n m_i \) and \( I_{3 \times 3} \) is the 3 × 3 identity matrix. An analogous transformation can be performed on the gradient operator as \( \nabla_{\vec{r}} = U^T \nabla_{\vec{x}} \)
where \( \nabla_{\vec{c}} = \left( \frac{\partial}{\partial c_i^1}, \frac{\partial}{\partial c_i^2}, ..., \frac{\partial}{\partial c_i^N} \right)^T \) and \( c = r, x \). Expressing the system in terms of relative coordinates is not always possible when an external potential is present but, as all particles experience the same trap, the considered systems can be. In Jacobi coordinates and in harmonic oscillator units where length and energy are measured in atomic, nuclear and molecular physics [41, 42]. The wave function is expanded in terms of Gaussian basis functions as

\[
|\psi\rangle = \sum_{i=1}^K c_i |\hat{P} |\psi_i\rangle,
\]  

where \( c_i \) is a linear variational parameter, \( |\psi_i\rangle \) is the Gaussian, \( \hat{P} \) is a symmetry operator imposing the proper symmetries and \( K \) is the number of Gaussians. Inserting this into the Schrödinger equation, \( \hat{H} |\psi\rangle = E |\psi\rangle \), and subsequently multiplying from the left by \( |\psi_i\rangle \) leads to the generalized eigenvalue problem

\[
\hat{H} = E N c, \quad i = 1, 2, ..., N
\]  

where \( c = (c_1, c_2, ..., c_K)^T \), \( \hat{H}_{ij} = \langle \psi_i | \hat{H} |\psi_j\rangle \) and \( N_{ij} = \langle \psi_i | \hat{P} |\psi_j\rangle \). In order to simplify the matrix elements we have used that \( \hat{H} = 0 \) and \( \hat{P} = \hat{P}_z \). We define \( \hat{P} = \hat{S} \), where \( \hat{S} \) imposes the desired parity and \( \hat{S} \) is a symmetrizer or antisymmetrizer ensuring the correct quantum statistics under exchange of the majority particles. Equation (11) is easily solved performing a Cholesky decomposition on \( \mathcal{N} \) and subsequently rewriting it to an ordinary eigenvalue problem. This returns the linear variational parameters along with the energy spectrum.

As we consider systems that are highly anisotropic the basis functions, \( |\psi_i\rangle \), have to include a directional dependence. We, therefore, choose to employ the so-called fully correlated Gaussians which takes the form

\[
|\psi(z)\rangle = e^{-\frac{1}{2}A z^2 + s^T x}
\]  

where \( A \) is a positive definite correlation matrix of size \( 3(N-1) \times 3(N-1) \) and \( s \) is a shift vector of size \( 3(N-1) \), both holding non-linear variational parameters. The basis is build using stochastic optimization after which a Nelder-Mead algorithm [44] is used to perform multiple refinement cycles.

Expanding the wave function in terms of Gaussians has the advantage that all matrix elements are analytically expressible, enabling for extended numerical optimization and therefore accurate results. The necessary matrix elements are found in Appendix [A]. A disadvantage is the non-orthogonality of the basis functions. To ensure numerically accurate results it is necessary to require linear independent basis functions. See [41] [42] for a thorough introduction to the correlated Gaussian method.

D. Correlated Gaussian Method

The correlated Gaussian method (CGM) is a popular variational method used to study few-body systems in atomic, nuclear and molecular physics [11] [12]. The wave function is expanded in terms of Gaussian basis functions as

\[
|\psi\rangle = \sum_{i=1}^K c_i |\hat{P} |\psi_i\rangle,
\]  

where \( c_i \) is a linear variational parameter, \( |\psi_i\rangle \) is the Gaussian, \( \hat{P} \) is a symmetry operator imposing the proper symmetries and \( K \) is the number of Gaussians. Inserting this into the Schrödinger equation, \( \hat{H} |\psi\rangle = E |\psi\rangle \), and subsequently multiplying from the left by \( |\psi_i\rangle \) leads to the generalized eigenvalue problem

\[
\hat{H} = E N c, \quad i = 1, 2, ..., N
\]  

where \( c = (c_1, c_2, ..., c_K)^T \), \( \hat{H}_{ij} = \langle \psi_i | \hat{H} |\psi_j\rangle \) and \( N_{ij} = \langle \psi_i | \hat{P} |\psi_j\rangle \). In order to simplify the matrix elements we have used that \( \hat{H} = 0 \) and \( \hat{P} = \hat{P}_z \). We define \( \hat{P} = \hat{S} \), where \( \hat{S} \) imposes the desired parity and \( \hat{S} \) is a symmetrizer or antisymmetrizer ensuring the correct quantum statistics under exchange of the majority particles. Equation (11) is easily solved performing a Cholesky decomposition on \( \mathcal{N} \) and subsequently rewriting it to an ordinary eigenvalue problem. This returns the linear variational parameters along with the energy spectrum.

As we consider systems that are highly anisotropic the basis functions, \( |\psi_i\rangle \), have to include a directional dependence. We, therefore, choose to employ the so-called fully correlated Gaussians which takes the form

\[
|\psi(z)\rangle = e^{-\frac{1}{2}A z^2 + s^T x}
\]  

where \( A \) is a positive definite correlation matrix of size \( 3(N-1) \times 3(N-1) \) and \( s \) is a shift vector of size \( 3(N-1) \), both holding non-linear variational parameters. The basis is build using stochastic optimization after which a Nelder-Mead algorithm [44] is used to perform multiple refinement cycles.

Expanding the wave function in terms of Gaussians has the advantage that all matrix elements are analytically expressible, enabling for extended numerical optimization and therefore accurate results. The necessary matrix elements are found in Appendix [A]. A disadvantage is the non-orthogonality of the basis functions. To ensure numerically accurate results it is necessary to require linear independent basis functions. See [41] [42] for a thorough introduction to the correlated Gaussian method.

III. 1+1 SYSTEM

To ensure that the CGM implementation is done properly we test it on a system with known solutions. Here
we chose the 1+1 systems, i.e. two distinguishable particles interacting in a quasi-1D harmonic trap. The 1+1 system has been solved exactly in both 1D [33, 34] and in an axial symmetric trap [35, 36].

Before we can present the results we have to specify the units by choosing a mass scale $\mu$. Here we use the usual two-body reduced mass $\mu = \frac{m_M m_I}{m_M + m_I}$, where $m_M$ and $m_I$ denote the mass of the majority and impurity particles respectively. These units will also be used for the 2+1 system.

### A. Energies

The energy spectrum for the relative motion, as a function of $1/g_{1D}$, is shown in FIG. 2. The solid lines are the exact solution to the 1D system while dashed lines are the exact quasi-1D solution found using CGM. The circles are numerically calculated using CGM. For clarity we choose the 1+1 systems, i.e. two distinguishable particles interacting in a quasi-1D harmonic trap. The 1+1 system has been solved exactly in both 1D [33, 34] and in an axial symmetric trap [35, 36].

Before we can present the results we have to specify the units by choosing a mass scale $\mu$. Here we use the usual two-body reduced mass $\mu = \frac{m_M m_I}{m_M + m_I}$, where $m_M$ and $m_I$ denote the mass of the majority and impurity particles respectively. These units will also be used for the 2+1 system.
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FIG. 2. Energy spectrum for the 1+1 system as a function of the one-dimensional coupling constant $g_{1D}$, excluding the center-of-mass contribution. The solid and dashed lines are exact solutions to the 1D and quasi-1D system respectively. The circles are numerically calculated using CGM. For clarity the ground state energy of the transverse trap, $E_{1D} = \eta$, has been subtracted from the energy obtained solving the relative Hamiltonian.

The 1D behaviour of the system can be studied using the density distributions in the $z$-axis and compared to exact 1D results. We will only consider the even parity ground state which moves continuously from the repulsive to the attractive side (see FIG. 2 for clarity). This can be seen in FIG. 3, where solid, dotted and dashed lines are exact 1D densities while marked lines are numerically calculated. The definition of the density distribution can be seen in Appendix B1. Panel (a) shows the density for a small anisotropy, i.e. $\eta = 2$, where only the weak interaction, $1/g_{1D} = 5$, agrees with the exact 1D solution. This show that for $1/g_{1D} = 0.5$ and $1/g_{1D} = 0.1$, interacting systems can use the transverse dimensions and does not behave 1D. For $\eta = 4$, seen in panel (c), the density distribution for $1/g_{1D} = 0.5$, surprisingly follow the exact 1D closely. This indicates that such systems experience 1D properties already at small aspect interactions. This is because the relative wave function vanishes as the interparticule distance approaches zero. As the interaction is short-range the particles only feel each other very little and the energy therefore stays virtually constant. For the exact solutions which used zero-range interactions the particles will not feel each other at all. On the other hand, the even parity states interact and are therefore of particular interest.

### B. Axial Density

The 1D behaviour of the system can be studied using the density distributions in the $z$-axis, for the mass-balanced 1+1 system. Panels (a)-(d) correspond to different aspect ratios (see figure). The black lines are exact 1D solutions while the circles are found using CGM. The densities are normalized to an area of one.
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ratios, even for relatively strong interactions. Moving on to $\eta = 10$, the densities now follow the exact 1D closely with only a small deviation for $1/g_{1D} = 0.1$ indicating that the system is effectively 1D.

**C. Occupation Numbers**

![Image of occupation numbers](image)

**FIG. 4.** Total occupation number, $\lambda_n^{(tot)} = \lambda_n^{(M)} + \lambda_n^{(I)}$, in the transverse direction in terms of $1/g_{1D}$ for the ground state moving continuously from the repulsive to the attractive side (See FIG. 2). The different panels corresponds to different aspect ratios as seen in the figure. The insert show the corresponding occupation number in the $z$-axis. Data points are connected with lines for clarity. The solid black line in the insert shows the exact 1D occupation numbers calculated from the analytical wave function. A small deviation is seen for $\eta = 2$ near $1/g_{1D} = 0$.

A new approach to study the crossover from 3D to 1D will now be formulated and discussed. In particular, the occupation numbers of the transverse states will be plotted for different values of $\eta$. These are introduced in Appendix B2 as the eigenvalues, $\lambda$, of the one-body density matrix in eq. (B4). In FIG. 4 we plot the total occupation, $\lambda_n^{(tot)} = \lambda_n^{(M)} + \lambda_n^{(I)}$, of the first six single particle states, i.e., $n \in \{0, 1, \ldots, 5\}$, as a function of $1/g_{1D}$. We do this for different aspect ratios as seen in panels (a), (b) and (c). Notice the discontinuous $y$-axis, introduced for clarity. The inserts show the corresponding occupation in the $z$-direction. We observe that for $|1/g_{1D}| \gtrsim 2.5$, i.e. weak interactions, the particles are located in the lowest single particle state. As the interaction strength increases a clear peak is seen for excited transverse states near $1/g_{1D} = 0$ for $\eta = 2$. This show that the system is no longer limited to only the single-particle ground state. For exact 1D systems, only one such state will be present. For $\eta = 4$ this effect decreases significantly and nearly vanishes for $\eta = 10$, indicating that the system is effectively 1D. Notice also that the occupation number does not peak at $g_{1D} = \infty$ nor at $a_{3D} = \infty$ which is shown as the vertical dashed line. In terms of $S_{1z}$, $g_{1D} = \infty$ is of no particular interest and it is therefore not surprising that the peak does not occur at this point. It should be noted that even for low anisotropies and strong interaction, the occupation of excited transverse states is small.

Notice also that the occupation in $z$-direction does not change significantly for the three aspect ratios, nevertheless, as $1/g_{1D}$ changes continuously from positive to negative, excited single-particle states become occupied. The solid black line in the insert shows the exact 1D occupation numbers calculated from the analytical wave function. A small deviation is seen for $\eta = 2$ near $1/g_{1D} = 0$.

Before continuing to the 2+1 system a few things should be noted. First, the CGM implementation can describe the system to a very high degree of accuracy. Second, correspondence between numerically obtained results and the idealized 1D model is highly dependent on the interaction strength and the aspect ratio. For $g_{1D} < 2$ the 1+1 the density distributions are indistinguishable from the exact 1D for aspect ratios as low as $\eta = 4$. These results will be compared to those presented in the next section, which will give information about the dependence on particle number.

**IV. 2+1 SYSTEM**

In this section we study the properties of the 2+1 system in the dimensional crossover from 3D to 1D. We start by considering the radial distribution for different aspect ratios and interaction strength, next we discuss the axial densities and at last the occupation numbers. In Appendix C we thoroughly study this system in the 1D limit where $\eta = 50$ and compare to the idealized model.

**A. Radial Distribution**

The radial distributions for the 2f+1 and 2b+1 system are shown in FIG. 5. These are calculated using eq. (A12) and Appendix B1 to obtain information about the density in the transverse directions, i.e. the $xy$-plane. These were changed to polar coordinates, i.e. $r = \sqrt{x^2 + y^2}$ and $\theta$, and the angular integration
was performed (see xy-plane in FIG. 1). It is normalized according to $N_c = 2\pi \int \rho_c(r)r\,dr$, where $N_c$ is the number of particles and $\rho_c(r)$ is the radial density for $c = 1, M$. A general feature for all panels is that, as the aspect ratio is increased, the difference between the weakly and strongly interacting densities decreases. This shows that the transverse dimensions are of less importance for higher aspect ratios.

For the 2f+1 system, it is observed that large interaction strength leads to more radial delocalization, especially for $\eta = 2$. In particular the impurity shows a large delocalization for $1/g_{1D} = 0.1$ compared with $1/g_{1D} = 5$. The same is seen for the 2b+1 system although to a smaller degree. Here the densities depend less on the interaction strength indicating that a bosonic system will experience 1D behaviour at a lower aspect ratio than a fermionic system. Intuitively this is clear as the fermionic system is higher in energy, i.e. closer to the transverse excitation energy. Also, the strongly interacting case for the 2b+1 system is more localized radially compared to $1/g_{1D} = 0.5$ density, albeit by a small amount.

B. Axial Density

The same features are seen in the one-body densities, along the z-axis, in FIG. 3 and FIG. 7. Specifically, FIG. 6 show the 2f+1 one-body density. In panels (a) and (b) it is seen that for weak interactions, i.e. $1/g_{1D} = 5$, the density distribution agrees with the 1D case. Increasing the interaction to $1/g_{1D} = 0.5$ a clear deviation is present compared to the 1D density, indicating that the system no longer behaves like a 1D system. This deviation is further increased for $1/g_{1D} = 0.1$. From Appendix C it is known that the 2f+1 ground state has the particle ordering $\uparrow\downarrow\uparrow$. Using this knowledge, it is intuitively clear why the majority density increases towards $z = 0$, compared to the 1D case, as the majority particles can move in the radial trap appearing closer in the z-direction. For $\eta = 4$ the same features are seen nevertheless for $1/g_{1D} = 0.5$ the density is virtually indistinguishable from the 1D case for both the majority and impurity. Interestingly this shows that, unless the system is strongly interacting, the 2f+1 ground state behaves 1D for aspect ratios as low as $\eta = 4$. Remember FIG. 8 where the same conclusion was made for the 1+1
system, yet here the deviation for $1/g_{1D} = 0.1$ vanished already for $\eta = 10$. As seen in panels (e) and (f), where the densities are shown for $\eta = 10$, this is not the case for the $2f+1$ system.

A different behaviour is seen for the $2b+1$ system. For $\eta = 2$ the majority density follows closely the 1D case, while the impurity shows a small deviation. Compared to the $2f+1$ system, this shows that a bosonic system experiences 1D properties for lower aspect ratios than fermionic. It is interesting to note that for $\eta = 4$ the $1/g_{1D} = 0.1$ density for the impurity is indistinguishable from the exact 1D while a small deviation is seen for $1/g_{1D} = 0.5$. This behaviour was also noticed in the radial densities seen in FIG. 5. For $\eta = 10$ the impurity densities experience 1D behaviour while a small deviation is seen for the majority particles.

In general FIG. 6 and FIG. 7 show that the $2+1$ system can be assumed 1D for aspect ratios as low as $\eta \sim 4$ if $1/g_{1D} > 0.5$.

![Graphs showing density distributions for different aspect ratios and interactions.](image)

**FIG. 7.** The same as FIG. 6 but for the $2b+1$ system.

### C. Occupation Numbers

Apart from density distributions, the crossover from 3D to 1D can be studied through the one-body density matrix as shown for the $1+1$ system. FIG. 8 shows the $2f+1$ ground state occupation in the transverse directions for a range of interactions. The insert is the corresponding occupation in the $z$-direction. The three rows correspond to $\eta = 2, 4$, and $10$, respectively. Due to numerical limitations, it is not possible to study the attractive side. Interestingly a clear occupation of the first and second transverse excited states is seen for $\eta = 2$ near $1/g_{1D} = 0$. This shows that strongly interacting particles can move in the transverse direction, albeit by a small amount. Increasing the aspect ratio to $\eta = 4$ the occupation decreases and nearly vanishes for $\eta = 10$. The insert shows the occupation in the $z$-axis which does not change significantly for the three aspect ratios. Also, the
A. Conclusion

We studied both the 2f+1 and 2b+1 systems and showed that the 2b+1 follows the idealized 1D model closely for η ≥ 4. Surprisingly this indicates that the bosonic system experiences 1D behaviour for low anisotropy even in the strongly interacting limit. On the other hand, the fermionic system showed large deviations from the 1D densities for η = 10 and 1/g_1D = 0.1. This deviation is even visible for η = 50 as shown in Appendix C. The weaker interacting systems were in agreement with the 1D model. The same tendency was observed in the transverse occupation numbers. Here the fermionic system occupied excited transverse states significantly more than the bosonic system. From this, it is seen that the fermionic systems need a large aspect ratio to reproduce the 1D results compared with the 1+1 and 2b+1 system. Also, even though only two and three-particle systems are considered, the results indicate that the particle number is of great importance for fermionic systems.

An interesting feature was also seen in the occupation numbers for the 2b+1 system compared with the 1+1 and 2f+1 systems. The 1+1 has a peak in the transverse occupation of excited states on the attractive side of the spectrum. The 2f+1 system seems to have the same behaviour while the 2b+1 system has a peak on the repulsive side.

In summary, it was observed that systems with 1/g_1D > 0.5 could be considered approximately 1D for η ≥ 4 irrespectively of the particle types or system size. For strong interaction, 1/g_1D = 0.1, the 1+1 and 2b+1 systems showed 1D behavior at η = 10 in contrast to the 2f+1 system which showed a clear deviation from the 1D case.

B. Outlook

The implemented version of the correlated Gaussian method can, in principle, quickly and easily be applied to other systems with more particles, different trap configurations, different interactions and so on. Further studies which can be done with the current implementation include excited states and mass-imbalanced systems. As excited states are higher in energy and, in general, have a larger spatial extent these are expected to depend more on the trap configuration compared to the ground state. This may result in interesting phenomena which could be investigated.

A natural continuation of our work would be to add a particle more and redo the analysis. In particular, the 2f+1 system showed interesting properties in the strongly interacting limit. Studying the 3f+1 system would, therefore, be of interest as we expect this to depend more on the trap configuration.

Another venue of interest is to compare the present techniques to the results obtained from interpolatory techniques.
ansatz wave functions for few-body systems. This is discussed for both static \cite{15,37} and dynamic \cite{18} cases.

**Appendix A: Matrix elements**

An advantage of the correlated Gaussian method is that all matrix elements can be calculated analytically and that the complexity does not increase for increasing particle number \cite{39}. This appendix will give the necessary matrix elements to perform the calculation in the main text.

Consider a system of $N$ particles in $D$ dimensions. We solve the Schrödinger equation, for the relative motion, by expanding the Gaussian wave function as a linear combination of Gaussians, $\langle x|g \rangle = \exp(-x^TAt + s^T x)$. Here $A$ and $s$ contains variational parameters and are of size the $D(N-1) \times D(N-1)$ and $D(N-1)$ respectively. The first matrix element is the overlap between the Gaussian $|g'\rangle$ with parameters $A'$, $s'$ and $|g\rangle$ with parameters $A$, $s$ as given as

$$
\langle g'|g \rangle = e^{\frac{1}{2}v^T B^{-1} v} \frac{\pi^{D(N-1)\over 2} \det(B)}{\det(D_i)} \equiv M, \quad (A1)
$$

where $v = s' + s$ and $B = A' + A$. Here $N-1$ is the reduced number of particles since Jacobi coordinates are used. Due to the Gaussian nature, the necessary matrix elements can be calculated from eq. (A1). The kinetic matrix element is

$$
\langle g'| - \nabla_x^2 A \nabla_x |g \rangle = M \left( 2 \text{tr}(A'\Lambda A B^{-1}) + (s' - 2A' u)^T A (s - 2 Au) \right), \quad (A2)
$$

where $u = \frac{1}{2}B^{-1} v$. The calculation of the kinetic term trivially leads to the oscillator matrix elements on the form

$$
\langle g'| x^T \Omega x |g \rangle = \left( u^T \Omega u + \frac{1}{2} \text{tr}(\Omega B^{-1}) \right) M. \quad (A3)
$$

The last matrix element is the Gaussian interaction. It takes the form

$$
\langle g'| e^{-\gamma x^T W_{ij} x} |g \rangle = e^{\frac{1}{2} v^T B^{-1} v} \frac{\pi^{D(N-1)\over 2} \det(B)}{\det(D_i)} \quad (A4)
$$

where $B' = B + \gamma W_{ij}$ and

$$
W_{ij} = \sum_{c=x,y,z} w_{ij,c} w_{ij,c}^T. \quad (A5)
$$

Here $w_{ij,c}$ is the vector fulfilling

$$
r_{i,c} - r_{j,c} = w_{ij,c}^T x, \quad (A6)
$$

which is easily generated using eq. (4).

### 1. General Form-Factor

The following calculation is carried out using particle coordinates, $r$, yet it generalizes trivially to Jacobi coordinates using eq. (4), eq. (9) and $\Psi(\bar{x}) = \psi(x) \phi(x_N)$. For a general potential $V(r_i) = V(w_i^T r)$ with Fourier transform

$$
V(w_i^T r) = \int \frac{dk}{2\pi} f(k) e^{ikw_i^T r}, \quad (A7)
$$

the matrix element reduces to the evaluation of a one-dimensional integral. Given an index set $S \subseteq \{1, ..., DN\}$ of particle coordinates this generalizes to

$$
M = \langle g'| \prod_{i \in S} V(w_i^T r) |g \rangle = \left( \prod_{i \in S} \int \frac{dk_i}{2\pi} f(k_i) \right) \int dr \ e^{-r^T B r + (v + \sum_{j \in S} i k_j w_j)^T r}. \quad (A8)
$$

The spatial integral is equivalent to the overlap from eq. (A1), leading to

$$
M = M \left( \prod_{i \in S} \int \frac{dk_i}{2\pi} f(k_i) \right) \times \ e^{\frac{1}{2} \left( v + \sum_{j \in S} i k_j w_j \right)^T B^{-1} \left( v + \sum_{j \in S} i k_j w_j \right) \frac{\pi^{D\over 2}}{\sqrt{\det(D_i)}}}, \quad (A9)
$$

which, using the definitions

$$
C_{ij} \equiv \frac{1}{4} w_i^T B^{-1} w_j \quad \text{and} \quad q_i \equiv \frac{1}{2} w_i^T B^{-1} v, \quad (A10)
$$

becomes

$$
M = M \left( \prod_{i \in S} \int \frac{dk_i}{2\pi} f(k_i) \right) \ e^{-k^T C k + i q^T k}. \quad (A11)
$$

Here $k$ is a vector of size-|$S$| holding the integration variables, $q = \{q_i\}$ is a size-|$S$| column and $C = \{C_{ij}\}$ a $|S| \times |S|$ symmetric positive-definite matrix. This integral is now expressible in terms of the potential using $|S|$ inverse Fourier transforms as

$$
M = M \left( \prod_{i \in S} \int \frac{dk_i}{2\pi} \int dr_i V(r_i) \right) \ e^{-k^T C k + i(q-r_S)^T k} = \frac{M}{(2\pi)^{|S|}} \frac{\pi^{D\over 2}}{\sqrt{\det(C)}} \left( \prod_{i \in S} \int dr_i V(r_i) \right) \times \ e^{-\frac{1}{2} (q-r_S)^T C^{-1} (q-r_S)} \quad (A12)
$$

where $r_S = \{r_i\}$. This expression is particular suited for the calculation of density functions which will be shown in the following section.
Appendix B: Density Distributions

In order to study how the particle are distributed in the trap we define the density distributions. These are defined as the usual probability amplitude yet, at we consider multidimensional wave function, coordinates of no interest are integrated out.

1. n-Body Density

We define the one-body density distribution as the integral

$$\rho(r) = \int dr \delta(r_1 - r)|\Psi(r)|^2, \quad (B1)$$

i.e. the integration is performed over all coordinates except the $i$’th. This can be used to obtain information about the majority and impurity distribution in the trap individually. The integral in eq. (B1) is easily calculated using eq. (A12). To obtain more information about the system we define the so-called pair correlation function as

$$\rho_{ij}(r, r') = \int dr \delta(r - r_i)\delta(r' - r_j)|\Psi(r)|^2, \quad (B2)$$

which can be used to obtain information about the correlation between the majority particles and the impurity. More generally an $n$-body density distribution can be calculated using a general density operator on the form

$$\mathcal{O}_n = \prod_{i \in S} \delta(r_i' - w_i^T r), \quad (B3)$$

where $n = |S|$ and $S \subseteq \{1, ..., 3N\}$ is and index set. Inserting this into eq. (A12) the $n$-body density follows directly.

2. One-Body Density Matrix

The one-body density matrix is a generalization of the one-body density. It is defined as

$$\rho(r_q, r'_q) = \int \Psi(r_1, ..., r_q, ..., r_{3N})\Psi^\dagger(r'_1, ..., r'_q, ..., r'_{3N}) \prod_{i \neq q} dr_i \prod_{j \neq q} dr'_j, \quad (B4)$$

where $r_i$ for $i \in \{1, 2, 3\}$ is the elements in the position vector for the first particle, $i \in \{4, 5, 6\}$ for the second and so on. The one-body density matrix can be calculated analytically using the operator

$$\mathcal{O}_{rr'}^{(i)} = \delta(w_i^T r - r)\delta(w_i^T r' - r') \prod_{j \neq i} \delta(w_j^T r - w_j^T r'), \quad (B5)$$

as

$$\rho(r, r')_i = \int dr dr' \mathcal{O}_{rr'}^{(i)} \Psi(r)\Psi^\dagger(r') \quad (B6)$$

following the same procedure as in Appendix [A11] It can be diagonalized,

$$\int \rho(r, r')\chi_n(r') \, dr' = \lambda_n \chi_n(r), \quad (B7)$$

to obtain the single-particle states $\chi_n(r)$ and eigenvalues $\lambda_n$. The eigenvector and eigenvalues are known as the natural orbitals and occupations numbers respectively. As the density matrix is both hermitian and positive definite the occupation numbers are real and positive. For non-interacting systems in a Harmonic potential, $\chi_n(r)$ is the eigenfunctions and $\lambda_n$ is the corresponding occupation [30]. The eigenvalues are then interpreted as the occupation of the single particles states. The normalization is often chosen such that $\sum_n \lambda_n^{(M)} = N_{1/M}$, i.e. the sum of occupation numbers equals the number of particles in the subsystem. We define the total occupation as $\lambda_n^{(tot)} = \lambda_n^{(M)} + \lambda_n^{(l)}$.

The natural orbitals and occupation numbers are easily found by discretization and subsequent diagonalization of $\rho(r, r')$, introducing a remarkable opportunity to study the single particles states, and their occupation, in the transverse and axial directions. This can be used to determine the effect of the transverse trap in a quasi-1D system, as in true 1D only one state should be occupied.

Appendix C: 2+1 in 1D limit

In this section we study the 2f+1 and 2b+1 systems thoroughly in the 1D limit i.e. $\eta = 50$ and compare to the idealized 1D model with zero range interactions.

The energy spectrum is seen in FIG. [10] Here lines correspond to the idealized 1D model while marks are quasi-1D. It shows the total intrinsic energy i.e. the total energy minus $(\eta + 1/2)h\omega_z$, from the center-of-mass. Further, the transverse ground state energy, $E_\perp = 2\eta$, is subtracted from the quasi-1D solution to allow for direct comparison between the two models. Panel (a) shows the first nine states of the 2f+1 system where, due to numerical limitations, interactions larger than $g_{1D} \sim 10$ and smaller than $g_{1D} \sim -5$ are unachievable. On the attractive side, this is because excited states become bound for $1/g_{1D} \rightarrow 0^-$, thus moving down through the spectrum. These are seen as the dimmed lines in panel (a). As the states are optimized by minimizing the corresponding energy it is necessary to optimize an infinite number of states to reach $g_{1D} = 0^-$. This also means that $g_{1D} > 0$ has to be reached using a repulsive interaction setting an upper limit on $\alpha_{3D}$. Instead, $\alpha_{1D}$ is controllable through the range of the Gaussian potential though only to a certain extent, as the potential has to be short-
The calculations in this chapter are done with \( r_0 \approx 0.1a_\perp \), i.e. the range is ten times smaller than the transverse length scale \( a_\perp = \frac{\sqrt{\hbar}}{m} b \). As the focus will be on repulsive interactions the \( 2b+1 \) is shown only for this region in panel (b) of FIG. 10. From both panels we see a good correspondence between the two models.

It is interesting to note the horizontal lines in FIG. 10 panel (a) which are fully antisymmetric non-interacting states. The lowest of these corresponds to having one particle in each of the first three harmonic oscillator states. Such a state is of course not seen in panel (b) where the wave function has to be symmetric under exchange of the identical particles. For \( 1/g_{1D} \to 0 \) the two lowest states in panel (a) approach the non-interacting state and become degenerate at the energy of \( 4\hbar\omega_z \). This is the well-known fermionization limit where interacting particles behave as non-interacting fermions. For a mass-imbalanced system this degeneracy is expected to be lifted as the Hamiltonian no longer fulfills the proper symmetry. Fermionization is also seen in the density distribution plotted in FIG. 11 panel (c). It shows the odd ground state for repulsive interactions, where lines are 1D and marks are quasi-1D with \( \eta = 50 \). We see a good correspondence between the two models yet for \( 1/g_{1D} = 0.1 \) a small deviation is seen in the spin-separated densities. Panels (d)-(g) show the corresponding pair correlation functions in the \( z \)-axis for the quasi-1D model. The density and pair correlation functions are calculated using eq. (A12) and Appendix [A3]. For weak interactions, \( 1/g_{1D} = 5 \), the fermionic nature of the majority particles is seen in both panels (a) and (d). As the interaction becomes more repulsive the majority particles separate in the trap leaving the impurity in the center, as seen in panel (b) and panels (d)-(g). The opposed behaviour was observed for the first excited state where the impurity is located on the edge.

The 1D nature of the system is visible in the pair correlation function, for strong interaction, as the diagonal, i.e. \( z_I = z_M \), vanish. This is because the external trap

---

1 For the 1+1 system, \( 1/g_{1D} = 0 \) was achievable as only one bound state occurred for each resonance.
confines the particles to the radial center while the interaction prohibits the particles from being at the same $z$-coordinate.

\[
\frac{1}{g_{1D}} = 5 \quad \frac{1}{g_{1D}} = 1 \quad \frac{1}{g_{1D}} = 0.3 \quad \frac{1}{g_{1D}} = 0.1
\]

![Graphs showing radial density distribution](image)

FIG. 12. Show the same as FIG. 11 but for the 2b+1 even ground state.

The density and pair correlation functions for the 2b+1 system are seen in FIG. 12. Due to the bosonic nature, all particles are located in the center of the trap for weak interaction, i.e. $1/g_{1D} = 5$. As $1/g_{1D} \to 0$, the majority particles stay in the center, as seen in panel (a), while a distinct separation emerges for the impurity in panel (b). This demonstrates that the impurity is located on the edge in the strongly interacting limit, for a mass-balanced system. As for the 2f+1 system, the 1D behaviour is evident in the pair correlation seen in panels (d)-(g).

As the 2+1 systems have been solved in quasi-1D it is possible to obtain information about the distribution in the radial direction. The radial density distributions for the 2f+1 and 2b+1 are shown in FIG. 13 and 14 respectively.

Panel (a) shows the radial density distribution, as a function of the radial distance to the center, $r$, normalized as $N_r = 2\pi \int \rho_r(r) r \, dr$. The solid lines show the distribution for weak interactions with $1/g_{1D} = 5$ and the marks for $1/g_{1D} = 0.1$. Notice how no visible change is seen for the two interactions indicating that the system behaves 1D for both the 2f+1 and 2b+1 systems.

![Graphs showing radial density distribution](image)

FIG. 13. Radial distribution for the 2f+1 system with $\eta = 50$. Panel (a) show the radial distribution, for two different interaction strength. The dashed vertical line corresponds to the length scale of the transverse trap, i.e. $a_\perp = 1/\sqrt{\eta}$ in units of $b$. Notice how no visual difference is seen in the density indicating that the system behaves 1D. Panel (b) shows the axial symmetric density distribution as a function of the radial distance $r$ and the $z$-coordinate for both the majority and impurity. See figure for more information.

![Graphs showing radial density distribution](image)

FIG. 14. Show the same as FIG. 13 but for the 2b+1 system.

Panels (b)-(e) in FIG. 13 show the axial symmetric density distribution as a function of both the $z$- and $r$-coordinated, normalized as $N_r = 2\pi \int \rho_n(r,z) r \, dr \, dz$. Notice the different scales of the radial- and $z$-axis, showing that the system is highly elongated due to the tight trap configuration. Panels (b) and (c) show the distribution of the majority particles for two interaction strength demonstrating how they separates in the trap for large repulsive interactions. Panels (d) and (e) show the corresponding impurity density, where a small deformation for strong interaction compared to the weak is seen.

The 2b+1 system seen in FIG. 13 shows a different behavior. Here the majority particles, due to the bosonic nature, are located in the center of the trap. Increasing
the interaction, the density decreases toward the center while, again, the spatial extension in the z-axis increases. For the impurity, seen in panels (d) and (e), the density vanishes toward the center of the trap, clearly showing that it is located on either side of the majority particles. These feature was also seen in FIG. 11 and 12 yet here with full 3D density information.
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