TIME-FREQUENCY ANALYSIS OF FOURIER INTEGRAL OPERATORS
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Abstract. We use time-frequency methods for the study of Fourier Integral operators (FIOs). In this paper we shall show that Gabor frames provide very efficient representations for a large class of FIOs. Indeed, similarly to the case of shearlets and curvelets frames [6, 27], the matrix representation of a Fourier Integral Operator with respect to a Gabor frame is well-organized. This is used as a powerful tool to study the boundedness of FIOs on modulation spaces. As special cases, we recapture boundedness results on modulation spaces for pseudodifferential operators with symbols in $M^{\infty,1}$ [25], for some unimodular Fourier multipliers [2] and metaplectic operators [10, 23].

1. Introduction

Fourier Integral Operators (FIOs) are a mathematical tool to study variety of problems arising in partial differential equations. Originally introduced by Lax [33] for the construction of parametrices in the Cauchy problem for hyperbolic equations, they have been widely employed to represent solutions to Cauchy problems, in the framework of both pure and applied mathematics (see, e.g., the papers [5, 6, 12, 13, 27, 30], the books [31, 35, 36] and references therein). In particular, they were employed by Helffer and Robert [28, 29] to study the spectral property of a class of globally elliptic operators, generalizing the harmonic oscillator of the Quantum Mechanics. The Fourier Integral operators we work with, possess a phase function similar to those of [28, 29]. A simple example is the resolvent of the Cauchy problem for the Schrödinger equation with a quadratic Hamiltonian.

For a given function $f$ on $\mathbb{R}^d$ the Fourier Integral Operator (FIO) $T$ with symbol $\sigma$ and phase $\Phi$ on $\mathbb{R}^{2d}$ can be formally defined by

$$Tf(x) = \int_{\mathbb{R}^d} e^{2\pi i \Phi(x,\eta)} \sigma(x,\eta) \hat{f}(\eta) d\eta.$$ 

The phase function $\Phi(x,\eta)$ is smooth on $\mathbb{R}^{2d}$, fulfills the estimates

$$|\partial^\alpha_x \Phi(z)| \leq C_\alpha, \quad |\alpha| \geq 2, \quad z \in \mathbb{R}^{2d},$$
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and the nondegeneracy condition
\[ |\det \partial^2 x,\eta \Phi(x, \eta)| \geq \delta > 0, \quad (x, \eta) \in \mathbb{R}^{2d}. \]

The symbol \( \sigma \) on \( \mathbb{R}^{2d} \) satisfies
\[ |\partial^\alpha \sigma(z)| \leq C_\alpha, \quad |\alpha| \leq N, \quad \text{a.e. } z \in \mathbb{R}^{2d}, \]
for a fixed \( N > 0 \) (in the sequel we shall work also with rougher symbols).

The first goal of this paper is to rephrase the operator \( T \) in terms of time-frequency analysis (see Gröchenig [23] and the next Section 2 for a review of the time-frequency methods.) Denoting \( T_x f(t) = f(t - x), \ M_\eta f(t) = e^{2\pi i \eta t} f(t) \), for \( \alpha, \beta > 0, \ g \in L^2(\mathbb{R}^d) \), the set of time-frequency shifts \( \mathcal{G}(g, \alpha, \beta) = \{ g_{m,n} := M_\eta T_m g \} \) with \( (m, n) \in \alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d \), is a Gabor frame if there exist positive constants \( A, B > 0 \), such that
\[ A \| f \|_{L^2} \leq \sum_{m,n} |\langle f, T_m M_n g \rangle|^2 \leq B \| f \|_{L^2}, \quad \forall f \in L^2(\mathbb{R}^d). \]

In Section 3 we show that the matrix representation of a FIO \( T \) with respect to a Gabor frame with \( g \in \mathcal{S}(\mathbb{R}^d) \) is well-organized (similarly to frames of curvelets and shearlets [6, 27]), provided that the symbol \( \sigma \) satisfies the decay estimate for every \( N > 0 \) (see Theorem 3.3):

**Theorem 1.** For each \( N > 0 \), there exists a constant \( C_N > 0 \) such that
\[ |\langle T g_{m,n}, g_{m',n'} \rangle| \leq C_N (\chi(m, n) - (m', n'))^{-2N}, \]
where \( \chi \) is the canonical transformation generated by \( \Phi \).

In the special case of pseudodifferential operators such an almost diagonalization was already obtained in [24, 34]. Indeed, notice that pseudodifferential operators correspond to the phase \( \Phi(x, \eta) = x\eta \) and canonical transformation \( \chi(y, \eta) = (y, \eta) \).

As a relevant byproduct of the results of Section 3, we study the boundedness properties of the operator \( T \) on the so-called modulation spaces (Section 4 and 5). To define them, we fix a non-zero Schwartz function \( g \) and consider the short-time Fourier Transform \( V_g f \) of a function \( f \) on \( \mathbb{R}^d \) with respect to \( g \)
\[ V_g f(x, \eta) = \langle f, M_\eta T_x g \rangle = \int_{\mathbb{R}^d} f(t) g(t - x) e^{-2\pi i \eta t} dt \]
which provides a time-frequency representation of \( f \). The (unweighted) modulation space \( M^{p,q} \) is the closure of the Schwartz class with respect to the norm
\[ \| f \|_{M^{p,q}} = \|V_g f\|_{L^{p,q}} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_g f(x, \eta)|^p \, dx \right)^{q/p} \, d\eta \right)^{1/p}. \]
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(with appropriate modifications when \( p = \infty \) or \( q = \infty \)). In particular, when \( p = q \) we simply write \( M^{p,p} = M^p \), see Subsection 2.2 for exhaustive definitions and properties.

These spaces were introduced by Feichtinger [17] and have become canonical for both time-frequency and phase-space analysis [18], most recent employment being the study of PDEs [2, 3, 38, 39, 40].

If \( g \in M^1 \), and the Gabor frame \( \{T_m M_n g; (m, n) \in \alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d \} \) is a tight frame, namely (3) holds with \( A = B \), then it extends to a Banach frame for the modulation spaces \( M^{p,q}(\mathbb{R}^{2d}) \), with the norm equivalence

\[
\|f\|_{M^{p,q}} \asymp \| \langle f, T_m M_n g \rangle_{m,n} \|_{l^{p,q}}.
\]

Then, boundedness of the FIO \( T \) on \( M^{p,q} \) is equivalent to that of the infinite matrix \( \langle T g_{m,n}, g_{m',n'} \rangle \) on the spaces of sequences \( l^{p,q} \).

Whence, the estimates (4) readily give (see Theorem 4.1 for a more general version):

**Theorem 2.** For \( N > d \), \( 1 \leq p < \infty \), the Fourier integral operator \( T \), with symbol \( \sigma \) and phase \( \Phi \) as above, extends to a continuous operator on \( M^p \).

(In the case \( p = \infty \), the space \( M^\infty \) is replaced by the closure of the Schwartz function with respect to \( \| \cdot \|_{M^\infty} \).

The continuity property of a FIO \( T \) on \( M^{p,q} \), with \( p \neq q \), fails in general. Indeed, an example is provided by the operator \( T f(x) = e^{\pi|x|^2} f(x) \), corresponding to \( \Phi(x, \eta) = x\eta + |x|^2/2, \sigma \equiv 1 \), which is bounded on \( M^{p,q} \) if and only if \( p = q \) (see Proposition 7.1).

Hence, we introduce a new condition on the phase \( \Phi \), namely that the map \( x \mapsto \nabla_x \Phi(x, \eta) \) has a range of finite diameter, uniformly with respect to \( \eta \), that allows us to get the boundedness on \( M^{p,q} \) (Theorem 5.2):

**Theorem 3.** For \( N > d \), \( 1 \leq p, q < \infty \), the Fourier integral operator \( T \), with symbol \( \sigma \) and phase \( \Phi \) as above, and such that

\[
\sup_{x, x', \eta} |\nabla_x \Phi(x, \eta) - \nabla_x \Phi(x', \eta)| < \infty,
\]

extends to a continuous operator on \( M^{p,q} \).

(In the case \( p = \infty \) or \( q = \infty \), the space \( M^{p,q} \) is replaced by the closure of the Schwartz function with respect to \( \| \cdot \|_{M^{p,q}} \).

As a particular case, we recapture recent boundedness results of unimodular Fourier multipliers [2] (see Example 5.3).

With respect to Theorem 2, here the proof is more delicate and combines the estimate (4) with a generalized version of Schur’s Test (Proposition 5.1).
To have a simple idea of the possible applications of Theorems 1, 2 and 3, consider the Cauchy problem

\[
\begin{cases}
  i\frac{\partial u}{\partial t} + Hu = 0 \\
u(0, x) = u_0(x),
\end{cases}
\]

where \(H\) is the Weyl quantization of a quadratic form on \(\mathbb{R}^d \times \mathbb{R}^d\) (see, e.g., [10, 21]). Simple examples are \(H = -\frac{1}{4\pi}\Delta + \pi|x|^2\), or \(H = -\frac{1}{4\pi}\Delta - \pi|x|^2\) (see [4]). The solution to (5) is a one-parameter family of FIOs:

\[u(t, x) = e^{itH}u_0,\]

with symbol \(\sigma \equiv 1\) and a phase given by a quadratic form \(\Phi(x, \eta)\), satisfying trivially the preceding assumptions (1) and (2) (see [21] for details). We address to Section 7 for a debited study of such operators.

Finally, Section 6 presents a variant of Theorem 1, cf. (39), and a generalization of Theorem 2, cf. Theorem 6.1, to the case of FIOs \(T\) with symbols in the modulation space \(M^{\infty, 1}\). This generalizes the known boundedness results on \(M^p\) of pseudodifferential operators with symbols in \(M^{\infty, 1}\) [25], and intersects a previous result of Boulkhemair [5] on \(L^2\) boundedness of FIOs. We address also to recent contribution [8], where the continuity and Schatten-von Neumann properties of similar operators when acting on \(L^2\) are proved.

**Notation.** We define \(|t|^2 = t \cdot t\), for \(t \in \mathbb{R}^d\), and \(xy = x \cdot y\) is the scalar product on \(\mathbb{R}^d\).

The Schwartz class is denoted by \(\mathcal{S}(\mathbb{R}^d)\), the space of tempered distributions by \(\mathcal{S}'(\mathbb{R}^d)\). We use the brackets \(\langle f, g \rangle\) to denote the extension to \(\mathcal{S}(\mathbb{R}^d) \times \mathcal{S}'(\mathbb{R}^d)\) of the inner product \(\langle f, g \rangle = \int f(t)\overline{g(t)}\,dt\) on \(L^2(\mathbb{R}^d)\). The Fourier transform is normalized to be \(\hat{f}(\eta) = \mathcal{F}f(\eta) = \int f(t)e^{-2\pi i\eta t}\,dt\), the involution \(g^* = g(t) = g(-t)\) and the inverse Fourier transform is \(\hat{f}(\eta) = \mathcal{F}^{-1}f(\eta) = \hat{\hat{f}}(\eta)\).

Translation and modulation (*time and frequency shifts*) are defined, respectively, by

\[T_x f(t) = f(t - x) \quad \text{and} \quad M_\eta f(t) = e^{2\pi i\eta t}f(t).\]

We have the formulas \((T_x f)' = M_{-x} \hat{f}\), \((M_\eta f)' = T_\eta \hat{f}\), and \(M_\eta T_x = e^{2\pi i\eta x}T_x M_\eta\). For \(\alpha = (\alpha_1, \ldots, \alpha_d), \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{Z}_+^d\), recall the multi-index notation \(D^\alpha\) and \(X^\beta\) for the operators of differentiation and multiplication

\[D^\alpha f = \prod_{j=1}^d \partial_j^{\alpha_j} f \quad \text{and} \quad X^\beta f(t) = \prod_{j=1}^d t_j^{\beta_j} f(t),\]
where \( t = (t_1, \ldots, t_d) \). We write \( dx \wedge d\xi = \sum_{j=1}^d dx_j \wedge d\xi_j \) for the canonical symplectic 2-form.

The spaces \( l_{q,p}^\mu = l_{q,p}^{\mu} \), with weight \( \mu \), are the Banach spaces of sequences \( \{a_{m,n}\}_{m,n} \) on some lattice, such that

\[
\|a_{m,n}\|_{p,q}^\mu := \left( \sum_n \left( \sum_m |a_{m,n}|^p \mu(m,n)^p \right)^{q/p} \right)^{1/q} < \infty
\]

(with obvious changes when \( p = \infty \) or \( q = \infty \)).

We denote by \( c_0 \) the space of sequences vanishing at infinity. Throughout the paper, we shall use the notation \( A \lesssim B \) to indicate \( A \leq cB \) for a suitable constant \( c > 0 \), whereas \( A \simeq B \) if \( c^{-1}B \leq A \leq cB \) for a suitable \( c > 0 \).

2. Time-Frequency Methods

2.1. Short-Time Fourier Transform (STFT). The short-time Fourier transform (STFT) of a distribution \( f \in S'(\mathbb{R}^d) \) with respect to a non-zero window \( g \in S(\mathbb{R}^d) \) is

\[
V_g f(x, \eta) = \langle f, M_\eta T_x g \rangle = \int_{\mathbb{R}^d} f(t) \overline{g(t-x)} e^{-2\pi i \eta t} dt.
\]

The STFT \( V_g f \) is defined on many pairs of Banach spaces. For instance, it maps \( L^2(\mathbb{R}^d) \times L^2(\mathbb{R}^d) \) into \( L^2(\mathbb{R}^{2d}) \) and \( S(\mathbb{R}^d) \times S(\mathbb{R}^d) \) into \( S(\mathbb{R}^{2d}) \). Furthermore, it can be extended to a map from \( S'(\mathbb{R}^d) \times S'(\mathbb{R}^d) \) into \( S'(\mathbb{R}^{2d}) \).

We now recall the following inequality [23, Lemma 11.3.3], which is useful when one needs to change windows.

**Lemma 2.1.** Let \( g_0, g_1, \gamma \in S(\mathbb{R}^d) \) such that \( \langle \gamma, g_1 \rangle \neq 0 \) and let \( f \in S'(\mathbb{R}^d) \). Then,

\[
|V_{g_0} f(x, \eta)| \leq \frac{1}{|\langle \gamma, g_1 \rangle|} (|V_{g_1} f| * |V_{g_0} \gamma|)(x, \eta),
\]

for all \((x, \eta) \in \mathbb{R}^{2d}\).

2.2. Modulation Spaces. The modulation space norms are a measure of the joint time-frequency distribution of \( f \in \mathcal{S}'(\mathbb{R}^d) \). For their basic properties we refer, for instance, to [23, Ch. 11-13] and the original literature quoted there.

For the quantitative description of decay properties, we use weight functions on the time-frequency plane. In the sequel \( v \) will always be a continuous, positive, even, submultiplicative weight function (in short, a submultiplicative weight), hence \( v(0) = 1, v(z) = v(-z) \), and \( v(z_1 + z_2) \leq v(z_1)v(z_2) \), for all \( z, z_1, z_2 \in \mathbb{R}^{2d} \). A positive, weight function \( \mu \) on \( \mathbb{R}^{2d} \) belongs to \( \mathcal{M}_v \), that is, is \( v \)-moderate if \( \mu(z_1 + z_2) \leq Cv(z_1)\mu(z_2) \) for all \( z_1, z_2 \in \mathbb{R}^{2d} \).
For our investigation of FIOs we will mostly use the polynomial weights defined by
\[ v_s(z) = v_s(x, \eta) = \langle z \rangle^s = (1 + |x|^2 + |\eta|^2)^{s/2}, \quad z = (x, \eta) \in \mathbb{R}^{2d}. \]

Given a non-zero window \( g \in \mathcal{S}(\mathbb{R}^d) \), \( \mu \in \mathcal{M}_v \), and \( 1 \leq p, q \leq \infty \), the modulation space \( M_{\mu}^{p,q}(\mathbb{R}^d) \) consists of all tempered distributions \( f \in \mathcal{S}'(\mathbb{R}^d) \) such that \( V_g f \in L_{\mu}^{p,q}(\mathbb{R}^{2d}) \) (weighted mixed-norm spaces). The norm on \( M_{\mu}^{p,q} \) is
\[
\|f\|_{M_{\mu}^{p,q}} = \|V_g f\|_{L_{\mu}^{p,q}} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |V_g f(x, \eta)|^p \mu(x, \eta)^p \, dx \right)^{q/p} \, d\eta \right)^{1/p}
\]
(with obvious changes when \( p = \infty \) or \( q = \infty \)). If \( p = q \), we write \( M_{\mu}^{p} \) instead of \( M_{\mu}^{p,p} \), and if \( \mu(z) \equiv 1 \) on \( \mathbb{R}^{2d} \), then we write \( M_{\mu}^{p,q} \) and \( M_{\mu}^{p} \) for \( M_{\mu}^{p,q} \) and \( M_{\mu}^{p,p} \) respectively.

Then \( M_{\mu}^{p,q}(\mathbb{R}^d) \) is a Banach space whose definition is independent of the choice of the window \( g \). Moreover, if \( \mu \in \mathcal{M}_v \) and \( g \in \mathcal{M}_1 \setminus \{0\} \), then \( \|V_g f\|_{L_{\mu}^{p,q}} \) is an equivalent norm for \( M_{\mu}^{p,q}(\mathbb{R}^d) \) (see [23, Thm. 11.3.7]):
\[
\|f\|_{M_{\mu}^{p,q}} \asymp \|V_g f\|_{L_{\mu}^{p,q}}.
\]

2.3. Wiener amalgam spaces. For a detailed treatment we refer to [15, 14, 16, 20, 22].

Let \( g \in \mathcal{D}(\mathbb{R}^{2d}) \) be a test function that satisfies \( \sum_{(k,l) \in \mathbb{Z}^{2d}} T_{(k,l)} g \equiv 1 \). Let \( X(\mathbb{R}^{2d}) \) be a Banach space of functions invariant under translations and with the property that \( \mathcal{D} \cdot X \subset X \), e.g., \( L^p, \mathcal{F}L^p \), or \( L^{p,q} \). Then the Wiener amalgam space \( W(X, L_{\mu}^{p,q}) \) with local component \( X \) and global component \( L_{\mu}^{p,q} \) is defined as the space of all functions or distributions for which the norm
\[
\|f\|_{W(X, L_{\mu}^{p,q})} = \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} ||f \cdot T_{(z_1,z_2)} g||_X^p \mu(z_1, z_2)^p \, dz_1 \right)^{q/p} \, dz_2 \right)^{1/q}
\]
is finite. Equivalently, \( f \in W(X, L_{\mu}^{p,q}) \) if and only if
\[
\left( \sum_{l \in \mathbb{Z}^d} \left( \sum_{k \in \mathbb{Z}^d} ||f \cdot T_{(k,l)} g||_X^p \mu(k, l)^p \right)^{q/p} \right)^{1/q} < \infty.
\]

It can be shown that different choices of \( g \in \mathcal{D} \) generate the same space and yield equivalent norms. In the sequel we shall use the inclusions relations between Wiener amalgam spaces: if \( B_1 \hookrightarrow B_2 \) and \( C_1 \hookrightarrow C_2 \),
\[
W(B_1, C_1) \hookrightarrow W(B_2, C_2).
\]

We now recall the following regularity property of the STFT [9, Lemma 4.1]:
Lemma 2.2. Let $1 \leq p, q \leq \infty$, $\mu \in M_\nu$. If $f \in M^p_q(\mathbb{R}^d)$ and $g \in M^1_q(\mathbb{R}^d)$, then $V_g f \in W(\mathcal{F}L^1, L^p_q)(\mathbb{R}^{2d})$ with norm estimate
\[
\|V_g f\|_{W(\mathcal{F}L^1, L^p_q)} \lesssim \|f\|_{M^p_q} \|g\|_{M^1_q}.
\]
We also give a slight generalization of [23, Proposition 11.1.4] and its subsequent Remark.

Proposition 2.1. Let $\mathcal{X}$ be a separated sampling set in $\mathbb{R}^{2d}$, that is, there exists $\delta > 0$, such that $\inf_{x,y \in \mathcal{X} : x \neq y} |x - y| \geq \delta$. Then there exists a constant $C > 0$ such that, if $F \in W(L^\infty, L^p_q)$ is any function everywhere defined on $\mathbb{R}^{2d}$ and lower semi-continuous, then the restriction $F_{|\mathcal{X}}$ is in $\ell^p_q$, where $\bar{\mu} = \mu_{|\mathcal{X}}$, and
\[
\|F_{|\mathcal{X}}\|_{\ell^p_q} \leq C\|F\|_{W(L^\infty, L^p_q)}.
\]

Proof. One uses the arguments of [23, Proposition 11.1.4] and its subsequent Remark. We just shall highlight the key points that make those arguments to work under our assumptions.

First of all, if $(r, s) \in \mathbb{Z}^{2d}$ and $\mathcal{X}$ is separated, then the number of sampling points of $\mathcal{X}$ in $(r, s) + [0,1]^{2d}$ is bounded independently of $(r, s)$.

Secondly, for $x \in \mathcal{X}$ such that $x \in (r, s) + [0,1]^{2d}$,
\[
|F(x)|\mu(x) \leq C\|F \cdot T_{(r,s)}\chi_{[0,1]^{2d}}\|_{L^\infty} \mu(r, s).
\]
Indeed, since $F$ is everywhere defined on $\mathbb{R}^{2d}$ and lower semi-continuous we have $\sup |f| = \text{ess sup}|f|$ on every box, whereas $\mu(x) \leq C\mu(r, s)$ because $\mu$ is $v$-moderate and $v$ is bounded on $[0,1]^{2d}$ (cf. [23, Lemma 11.1.1]). \hfill \Box

2.4. Gabor frames. Fix a function $g \in L^2(\mathbb{R}^d)$ and a lattice $\Lambda = \alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d$, for $\alpha, \beta > 0$. For $(m, n) \in \Lambda$, define $g_{m,n} := M_nT_mg$. The set of time-frequency shifts $\mathcal{G}(g, \alpha, \beta) = \{g_{m,n} : (m, n) \in \Lambda\}$ is called Gabor system. Associated to $\mathcal{G}(g, \alpha, \beta)$ we define the coefficient operator $C_g$, which maps functions to sequences as follows:
\[
(C_g f)_{m,n} = (C^\alpha\beta_g f)_{m,n} := \langle f, g_{m,n} \rangle, \quad (m, n) \in \Lambda,
\]
the synthesis operator
\[
D_g c = D^\alpha\beta_g c = \sum_{(m,n) \in \Lambda} c_{m,n} T_m M_n g, \quad c = \{c_{m,n}\} \{(m,n) \in \Lambda\}
\]
and the Gabor frame operator
\[
S_g f = S^\alpha\beta_g f := D_gS_g f = \sum_{(m,n) \in \Lambda} \langle f, g_{m,n} \rangle g_{m,n}.
\]
The set $\mathcal{G}(g, \alpha, \beta)$ is called a Gabor frame for the Hilbert space $L^2(\mathbb{R}^d)$ if $S_g$ is a bounded and invertible operator on $L^2(\mathbb{R}^d)$. Equivalently, $C_g$ is bounded from $L^2(\mathbb{R}^d)$ to $\ell^2(\alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d)$ with closed range, i.e., $\|f\|_{L^2} \asymp \|C_g f\|_2$. If $\mathcal{G}(g, \alpha, \beta)$ is a
Gabor frame for \( L^2(\mathbb{R}^d) \), then the so-called dual window \( \gamma = S_g^{-1}g \) is well-defined and the set \( \mathcal{G}(\gamma, \alpha, \beta) \) is a frame (the so-called canonical dual frame of \( \mathcal{G}(g, \alpha, \beta) \)). Every \( f \in L^2(\mathbb{R}^d) \) possesses the frame expansion

\[
\sum_{(m,n) \in \Lambda} \langle f, g_{m,n} \rangle g_{m,n} = \sum_{(m,n) \in \Lambda} \langle f, \gamma_{m,n} \rangle \gamma_{m,n}
\]

with unconditional convergence in \( L^2(\mathbb{R}^d) \), and norm equivalence:

\[
\|f\|_{L^2} \asymp \|C_g f\|_{l^2} \asymp \|C_\gamma f\|_{l^2}.
\]

This result is contained in [23, Proposition 5.2.1]. In particular, if \( \gamma = g \) and \( \|g\|_{L^2} = 1 \) the frame is called normalized tight Gabor frame and the expansion (9) reduces to

\[
f = \sum_{(m,n) \in \Lambda} \langle f, g_{m,n} \rangle g_{m,n}.
\]

If we ask for more regularity on the window \( g \), then the previous result can be extended to suitable Banach spaces, as shown below [19, 26].

**Theorem 2.2.** Let \( \mu \in M_v \), \( \mathcal{G}(g, \alpha, \beta) \) be a normalized tight Gabor frame for \( L^2(\mathbb{R}^d) \), with lattice \( \Lambda = \alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d \), and \( g \in M_1^1 \). Define \( \tilde{\mu} = \mu_{|\Lambda} \).

(i) For every \( 1 \leq p, q \leq \infty \), \( C_g : M_\mu^{p,q} \rightarrow l^p_{\tilde{\mu}} \) and \( D_g : l^p_{\tilde{\mu}} \rightarrow M_\mu^{p,q} \) countinuously and, if \( f \in M_\mu^{p,q} \), then the Gabor expansions (10) converge unconditionally in \( M_\mu^{p,q} \) for \( 1 \leq p, q < \infty \) and all weight \( \mu \), and weak*-\( M_\mu^\infty \) unconditionally if \( p = \infty \) or \( q = \infty \).

(ii) The following norms are equivalent on \( M_\mu^{p,q} \):

\[
\|f\|_{M_\mu^{p,q}} \asymp \|C_g f\|_{l^p_{\tilde{\mu}}}.
\]

We also establish the following properties. Denote by \( \tilde{M}_\mu^{p,q} \) the closure of the Schwartz class in \( M_\mu^{p,q} \). Hence, \( \tilde{M}_\mu^{p,q} = M_\mu^{p,q} \) if \( p < \infty \) and \( q < \infty \). Also, denote by \( \tilde{l}^p_{\tilde{\mu}} \) the closure of the space of eventually zero sequences in \( l^p_{\tilde{\mu}} \). Hence \( \tilde{l}^p_{\tilde{\mu}} = l^p_{\tilde{\mu}} \) if \( p < \infty \) and \( q < \infty \).

**Theorem 2.3.** Under the assumptions of Theorem 2.2, for every \( 1 \leq p, q \leq \infty \) the operator \( C_g \) is continuous from \( \tilde{M}_\mu^{p,q} \) into \( \tilde{l}^p_{\tilde{\mu}} \), whereas the operator \( D_g \) is continuous from \( \tilde{l}^p_{\tilde{\mu}} \) into \( \tilde{M}_\mu^{p,q} \).

**Proof.** Since \( C_g \) is continuous from \( M_\mu^{p,q} \) into \( l^p_{\tilde{\mu}} \) it suffices to verify that, if \( f \) is a Schwartz function then \( C_g(f) \in \tilde{l}^p_{\tilde{\mu}} \). This follows from the fact that \( C_g(f) \in l^1_{\tilde{\mu}} \). Similarly, for \( D_g \) it suffices to verify that, if \( c \) is any eventually zero sequence, then \( D_g(c) \in \tilde{M}_\mu^{p,q} \). This is true because \( D_g(c) \in M_1^1 \).

\( \square \)
3. Almost diagonalization of FIOs

For a given function $f$ on $\mathbb{R}^d$ the FIO $T$ with symbol $\sigma$ and phase $\Phi$ can be formally defined by

$$
Tf(x) = \int_{\mathbb{R}^d} e^{2\pi i \Phi(x,\eta)} \sigma(x,\eta) \hat{f}(\eta) d\eta.
$$

To avoid technicalities we take $f \in \mathcal{S}(\mathbb{R}^d)$ or, more generally, $f \in M^1$. If $\sigma \in L^\infty$ and the phase $\Phi$ is real, the integral converges absolutely and defines a function in $L^\infty$.

Assume that the phase function $\Phi(x,\eta)$ fulfills the following properties:

(i) $\Phi \in \mathcal{C}^\infty(\mathbb{R}^{2d})$;
(ii) for $z = (x,\eta)$,

$$
|\partial^\alpha z \Phi(z)| \leq C_\alpha, \quad |\alpha| \geq 2;
$$

(iii) there exists $\delta > 0$ such that

$$
|\det \partial^2_{x,\eta} \Phi(x,\eta)| \geq \delta.
$$

If we set

$$
\begin{cases}
  y = \nabla_\eta \Phi(x,\eta) \\
  \xi = \nabla_x \Phi(x,\eta),
\end{cases}
$$

and solve with respect to $(x,\xi)$, we obtain a mapping $\chi$, defined by $(x,\xi) = \chi(y,\eta)$, which is a smooth bilipschitz canonical transformation. This means that

- $\chi$ is a smooth diffeomorphism on $\mathbb{R}^{2d}$;
- both $\chi$ and $\chi^{-1}$ are Lipschitz continuous;
- $\chi$ preserves the symplectic form, i.e.,

$$
dx \wedge d\xi = dy \wedge d\eta.$$

Indeed, under the above assumptions, the global inversion function theorem (see e.g. [32]) allows us to solve the first equation in (15) with respect to $x$, and substituting in the second equation yields the smooth map $\chi$. The bounds on the derivatives of $\chi$, which give the Lipschitz continuity, follow from the expression for the derivatives of an inverse function combined with the bounds in (ii) and (iii). The symplectic nature of the map $\chi$ is classical, see e.g. [7]. Similarly, solving the second equation in (15) with respect to $\eta$ one obtains the function $\chi^{-1}$ with the desired properties.

In this section we prove an almost diagonalization result for FIOs as above, with respect to a Gabor frame. Here we consider the case of regular symbols. In Section 6 we will study the case of symbols in modulation spaces.
Precisely, for a given $N \in \mathbb{N}$, we consider symbols $\sigma$ on $\mathbb{R}^{2d}$ satisfying, for $z = (x, \eta)$,
\begin{equation}
|\partial_z^\alpha \sigma(z)| \leq C_\alpha, \quad \text{a.e. } \zeta \in \mathbb{R}^{2d}, \ |\alpha| \leq 2N,
\end{equation}
here $\partial_z^\alpha$ denotes distributional derivatives.

Our goal is to study the decay properties of the matrix of the FIO $T$ with respect to a Gabor frame. For simplicity, we consider a normalized tight frame $\mathcal{G}(g, \alpha, \beta)$, with $g \in \mathcal{S}(\mathbb{R}^d)$.

**Theorem 3.1.** Consider a phase function satisfying (i) and (ii) and a symbol satisfying (16). There exists $C_N > 0$ such that
\begin{equation}
|\langle Tg_{m,n}, g_{m',n'} \rangle| \leq C_N \langle \nabla_\zeta \Phi(m', n) - (n', m) \rangle^{-2N}.
\end{equation}

**Proof.** Recall that the time-frequency shifts interchange under the action of the Fourier transform: $(T_x f)^\wedge = M_{-x} f$ and $(M_\eta f)^\wedge = T_\eta \hat{f}$, besides they fulfill the commutation relations $T_x M_\eta = e^{-2\pi i x \eta} M_\eta T_x$. Using this properties, we can write
\begin{align*}
\langle Tg_{m,n}, g_{m',n'} \rangle \\
&= \int_{\mathbb{R}^d} Tg_{m,n}(x) M_{-m'} T_m' \hat{g}(x) \, dx \\
&= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{2\pi i \Phi(x, \eta)} \sigma(x, \eta) T_n M_{-m} \hat{g}(\eta) M_{-n'} T_{m'} \hat{g}(x) \, dx \, d\eta \\
&= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} M_{(0,-n)} T_{(0,-n)} \left(e^{2\pi i \Phi(x, \eta)} \sigma(x, \eta) \right) \hat{g}(\eta) M_{-n'} T_{m'} \hat{g}(x) \, dx \, d\eta \\
&= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} T_{(-n',0)} M_{(n',0)} M_{(0,-n)} T_{(0,-n)} \left(e^{2\pi i \Phi(x, \eta)} \sigma(x, \eta) \right) \hat{g}(x) \hat{g}(\eta) \, dx \, d\eta \\
&= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{2\pi i \left[\Phi(x+m', \eta+n) - (n', m')(x+\eta)\right]} \sigma(x+m', \eta+n) \hat{g}(x) \hat{g}(\eta) \, dx \, d\eta
\end{align*}

Since $\Phi$ is smooth, we expand $\Phi(x, \eta)$ into a Taylor series around $(m', n)$ and obtain
\begin{equation}
\Phi(x+m', \eta+n) = \Phi(m', n) + \nabla_\zeta \Phi(m', n) \cdot (x, \eta) + \Phi_2(m', n)(x, \eta)
\end{equation}
where the remainder is given by
\begin{equation}
\Phi_2(m', n)(x, \eta) = 2 \sum_{|\alpha|=2} \int_0^1 (1-t) \partial^{\alpha} \Phi((m', n) + t(x, \eta)) \, dt \frac{(x, \eta)^\alpha}{\alpha!}.
\end{equation}

Whence, we can write
\begin{align*}
|\langle Tg_{m,n}, g_{m',n'} \rangle| \\
&= \left| \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{2\pi i \left[\nabla_\zeta \Phi(m', n) - (n', m')(x, \eta)\right]} e^{2\pi i \Phi_2(m', n)(x, \eta)} \sigma(x+m', \eta+n) \hat{g}(x) \hat{g}(\eta) \, dx \, d\eta \right|
\end{align*}
For $N \in \mathbb{N}$, using the identity:
\[
(1 - \Delta_z)^N e^{2\pi i \langle [\nabla_z \Phi(m', n) - (n', m)](x, \eta) \rangle} = (2\pi \langle \nabla_z \Phi(m', n) - (n', m) \rangle)^2 \int_{\mathbb{R}^d} e^{2\pi i \langle [\nabla_z \Phi(m', n) - (n', m)](x, \eta) \rangle} \frac{1}{(2\pi \langle \nabla_z \Phi(m', n) - (n', m) \rangle)^{2N}} e^{2\pi i \langle [\nabla_z \Phi(m', n) - (n', m)](x, \eta) \rangle},
\]
we integrate by parts and obtain
\[
|\langle T_{g_{m,n}}, g_{m',n'} \rangle| = \frac{1}{(2\pi \langle \nabla_z \Phi(m', n) - (n', m) \rangle)^{2N}} \int_{\mathbb{R}^d} e^{2\pi i \langle [\nabla_z \Phi(m', n) - (n', m)](x, \eta) \rangle} \times (1 - \Delta_z)^N \left[ e^{2\pi i \Phi_2(m', n)(x, \eta)} \sigma(x + m', \eta + n) \tilde{g}(x) \tilde{g}(\eta) \right] dx d\eta.
\]
By means of Leibniz’s formula the factor
\[
(1 - \Delta_z)^N \left[ e^{2\pi i \Phi_2(m', n)(x, \eta)} \sigma(x + m', \eta + n) \tilde{g}(x) \tilde{g}(\eta) \right]
\]
can be expressed as
\[
e^{2\pi i \Phi_2(m', n)(z)} \sum_{|\alpha| + |\beta| + |\gamma| \leq 2N} C_{\alpha, \beta, \gamma} p(\partial^{[\alpha]} \Phi_2(m', n))(z)(\partial^\beta \sigma)(z + (m', n)) \partial^\gamma (\tilde{g} \otimes \tilde{g})(z),
\]
where $p(\partial^{[\alpha]} \Phi_2(m', n))(z)$ is a polynomial made of derivatives of $\Phi_2(m', n)$ of order at most $|\alpha|$.

As a consequence of (iii) we have $\partial^\beta \Phi_2(m', n)(z) = O(z^2)$, which combined with the assumption (16) and the hypothesis $g \in \mathcal{S}(\mathbb{R}^d)$ yields the desired estimate. 

**Remark 3.2.** More generally one can consider symbols satisfying estimates of the form
\[
|\partial^\beta \sigma(z)| \leq C_{\alpha} \mu(z), \quad \text{a.e. } z \in \mathbb{R}^d, \quad |\alpha| \leq 2N,
\]
with $\mu \in \mathcal{M}_v$ and also more general windows $g$. Indeed, by arguing as above and using
\[
|\partial^\beta \sigma(z + (m', n))| \leq C_{\beta} \mu(z + (m', n)) \leq C'_{\beta} v(z) \mu(m', n),
\]
one deduces the decay estimates
\[
|\langle T_{g_{m,n}}, g_{m',n'} \rangle| \leq C_N \frac{\mu(m', n)}{(\nabla_z \Phi(m', n) - (n', m))^{2N}},
\]
provided the integral
\[
\int_{\mathbb{R}^d} \left[ \sum_{|\alpha| + |\beta| + |\gamma| \leq 2N} C_{\alpha, \beta, \gamma} p(\partial^{[\alpha]} \Phi_2(m', n))(z)v(z) \partial^\gamma (\tilde{g} \otimes \tilde{g})(z) \right] dz,
\]
converges. This is guaranteed if, e.g., $\langle z \rangle^{2N} v(z) \partial^\gamma (\tilde{g} \otimes \tilde{g})(z) \in L^1$. 

\[\text{TIME-FREQUENCY ANALYSIS OF FOURIER INTEGRAL OPERATORS} 11\]
We now assume the additional hypothesis (iii) on the phase, and rewrite (17) in a form convenient for the applications to the continuity of FIOs in the next section. We need the following lemma.

**Lemma 3.1.** Consider a phase function $\Phi$ satisfying (i), (ii), and (iii). Then

\[
|\nabla_x \Phi(m', n) - n'| + |\nabla_\eta \Phi(m', n) - m| \gtrsim |x(m, n) - m'| + |\xi(m, n) - n'|,
\]

where $(y, \eta) \mapsto (x, \xi)$ is the canonical transformation generated by $\Phi$.

**Proof.** It suffices to prove the following inequalities:

\[
|\nabla_\eta \Phi(m', n) - m| \gtrsim |x(m, n) - m'|
\]

(22)

\[
|\nabla_x \Phi(m', n) - n'| \geq |\xi(m, n) - n'| - C|\nabla_\eta \Phi(m', n) - m|.
\]

(23)

We observe that, by (15), we have

\[
y = \nabla_\eta \Phi(x(y, \eta), \eta) \quad \forall (y, \eta) \in \mathbb{R}^{2d}
\]

(24) and

\[
\nabla_x \Phi(x, \eta) = \xi(\nabla_\eta \Phi(x, \eta), \eta) \quad \forall (x, \eta) \in \mathbb{R}^{2d}.
\]

(25)

Hence, we have $m = \nabla_\eta(x(m, n), \eta)$, so that

\[
|\nabla_\eta \Phi(m', n) - m| = |\nabla_\eta \Phi(m', n) - \nabla_\eta \Phi(x(m, n), n)|
\]

\[
\gtrsim |x(m, n) - m'|,
\]

where the last inequality follows from the fact that, for every fixed $\eta$, the map $x \mapsto \nabla_\eta \Phi(x, \eta)$ has a Lipschitz inverse, with Lipschitz constant uniform with respect to $\eta$.

This proves (22).

In order to prove (23) we observe that, in view of (25), it turns out

\[
\nabla_x \Phi(m', n) - n' = \xi(\nabla_\eta \Phi(m', n), n) - n'
\]

\[
= \xi(m + \nabla_\eta \Phi(m', n) - m, n) - n'
\]

\[
= \xi(m, n) - n' + O(\nabla_\eta \Phi(m', n) - m)).
\]

where the last inequality follows from the Taylor formula for the function $y \mapsto \xi(y, n)$, taking into account that the function $\xi$ has bounded derivatives.

This proves (23).

Combining the previous lemma with (17) we obtain the following result.

**Theorem 3.3.** Consider a phase function $\Phi$ satisfying (i), (ii), and (iii), and a symbol satisfying (16). Let $g \in \mathcal{S}(\mathbb{R}^d)$. There exists a constant $C_N > 0$ such that

\[
|\langle T_{g_{m,n}, g_{m',n'}} \rangle| \leq C_N \langle \chi(m, n) - (m', n') \rangle^{-2N},
\]

(26)

where $\chi$ is the canonical transformation generated by $\Phi$.
This result shows that the matrix representation of a FIO with respect a Gabor frame is well-organized, similarly to the results recently obtained by [6, 27] in terms of shearlets and curvelets frames. More precisely, if \( \sigma \in S^0_{0,0} \), namely if (16) is satisfied for every \( N \in \mathbb{N} \), then the Gabor matrix of \( T \) is highly concentrated along the graph of \( \chi \).

4. Continuity of FIOs on \( M^p_{\mu} \)

In this section we study the continuity of FIOs on the modulation spaces \( M^p_{\mu} \) associated with a weight function \( \mu \in M_{v_s}, s \geq 0 \). We need the following preliminary lemma.

**Lemma 4.1.** Consider a lattice \( \Lambda \) and an operator \( K \) defined on sequences as

\[
(Kc)_\lambda = \sum_{\nu \in \Lambda} K_{\lambda,\nu} c_{\nu},
\]

where

\[
\sup_{\nu \in \Lambda} \sum_{\lambda \in \Lambda} |K_{\lambda,\nu}| < \infty, \quad \sup_{\lambda \in \Lambda} \sum_{\nu \in \Lambda} |K_{\lambda,\nu}| < \infty.
\]

Then \( K \) is continuous on \( l^p(\Lambda) \) for every \( 1 \leq p \leq \infty \) and moreover maps the space \( c_0(\Lambda) \) of sequences vanishing at infinity into itself.

**Proof.** The first part is the classical Schur’s test (see e.g. [23, Lemma 6.2.1]). The second part follows in this way. Since we know that \( K \) is continuous on \( l^\infty \) and the space of eventually zero sequences is dense in \( c_0 \), it suffices to verify that \( K \) maps every eventually zero sequence in \( c_0 \). This follows from the fact that any eventually zero sequence belongs to \( l^1 \) and therefore, since \( K \) is continuous on \( l^1 \), is mapped in \( l^1 \hookrightarrow c_0 \).

We can now state our result.

**Theorem 4.1.** Consider a phase function satisfying (i), (ii), and (iii), and a symbol satisfying (16). Let \( 0 \leq s < 2N - 2d \), and \( \mu \in M_{v_s} \). For every \( 1 \leq p < \infty \), \( T \) extends to a continuous operator from \( M^p_{\mu \circ \chi} \) into \( M^p_{\mu} \), and for \( p = \infty \) it extends to a continuous operator from \( \tilde{M}^\infty_{\mu \circ \chi} \) into \( M^\infty_{\mu} \).

Recall that \( \tilde{M}^\infty_{\mu} \) is the closure of \( \mathcal{S}(\mathbb{R}^d) \) in \( M^\infty_{\mu} \). Moreover, observe that \( \mu \circ \chi \in M_{v_s} \). Indeed, \( v_s \circ \chi \asymp v_s \), due to the bilipschitz property of \( \chi \).

**Proof.** We first prove that

\[
\|Tf\|_{M^p_{\mu \circ \chi}} \leq C\|f\|_{M^p_{\mu}},
\]

for every \( f \in \mathcal{S}(\mathbb{R}^d) \). This proves the theorem in the case \( p < \infty \), since \( \mathcal{S}(\mathbb{R}^d) \) is dense in \( M^p_{\mu} \).
We see at once that, since $\sigma \in L^\infty$, $T$ defines a bounded operator from $M^1$ into $L^\infty \hookrightarrow M^\infty$. Hence, for all $f \in S(\mathbb{R}^d)$, we have $Tf \in M^\infty$ and Theorem 2.2 shows that $\|f\|_{M^p_{\mu \circ \chi}} \gtrsim \|C_g(f)\|_{\mu \circ \chi}$ and $\|Tf\|_{M^p_{\mu \circ \chi}} \lesssim \|C_g(Tf)\|_{\mu \circ \chi}$. On the other hand, the expansion (10) holds for $f$ with convergence in $M^1$. Therefore

$$Tf = \sum_{m,n} \langle f, g_{m,n} \rangle T g_{m,n}$$

with convergence in $M^\infty$. Hence,

$$C_g(Tf)_{m',n'} = \langle Tf, g_{m',n'} \rangle = \sum_{m,n} \langle Tg_{m,n}, g_{m',n'} \rangle \langle f, g_{m,n} \rangle = \sum_{m,n} \langle Tg_{m,n}, g_{m',n'} \rangle C_g(f)_{m,n}.$$

Therefore we are reduced to proving that the matrix operator

(27) \[ \{c_{m,n}\} \mapsto \sum_{m,n \in \mathbb{Z}^d} \langle Tg_{m,n}, g_{m',n'} \rangle c_{m,n} \]

is bounded from $l^p_{\mu \circ \chi}$ into $l^p_{\mu \circ \chi}$. This follows from Schur’s test (Lemma 4.1) if we prove that, upon setting

$$K_{m',n',m,n} = \langle Tg_{m,n}, g_{m',n'} \rangle \mu(m',n')/\mu(\chi(m,n)),$$

we have

(28) \[ K_{m',n',m,n} \in l^\infty_{l^1_{m,n}} l^1_{m',n'}, \]

and

(29) \[ K_{m',n',m,n} \in l^\infty_{l^1_{m',n'}} l^1_{m,n}. \]

In view of (26) we have

(30) \[ |K_{m',n',m,n}| \lesssim \langle \chi(m,n) - (m',n') \rangle^{-2N+s} \frac{\mu(m',n')}{\langle \chi(m,n) - (m',n') \rangle^{s} \mu(\chi(m,n))}. \]

Now, the last quotient in (30) is bounded because $\mu$ is $v_s$-moderate, so we deduce (28).

Finally, since $\chi$ is a bilipschitz function we have

(31) \[ |\chi(m,n) - (m',n')| \approx |(m,n) - \chi^{-1}(m',n')| \]

so that (29) follows as well.

The case $p = \infty$ follows analogously by using Theorem 2.3 (with $p = q = \infty$), and the last part of the statement of Lemma 4.1.

**Remark 4.2.** Theorem 4.1 with $v \equiv 1$ gives, in particular, continuity on the unweighted modulation spaces $M^p$. If moreover $p = 2$, we recapture the classical $L^2$-continuity result by Asada and Fujiwara [1]. Also, Theorem 4.1 applies to $\mu = v_t$, with $|t| \leq s$. In that case we obtain continuity on $M_{v_t}$, because $v_t \circ \chi \approx v_t$. \[ \square \]
In this section we study the continuity of FIOs on modulation spaces $M^{p,q}$ possibly with $p \neq q$. As shown in Section 7, under the assumptions of Theorem 4.1 such operators may fail to be bounded when $p \neq q$. The counterexample is given by the phase $\Phi(x, \eta) = x\eta + |x|^2/2$, and symbol $\sigma = 1$, which does not yield a bounded operator on $M^{p,q}$, except for the case $p = q$. Here the obstruction is essentially due to the fact that the map $x \mapsto \nabla_x \Phi(x, \eta)$ has unbounded range. Indeed we will show, for general phases, that if such a map has range of finite diameter, uniformly with respect to $\eta$, then the corresponding operator is bounded on all $M^{p,q}$. To this end we need the following result.

**Proposition 5.1.** Consider an operator defined on sequences on the lattice $\Lambda = \alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d$ by

$$(Kc)_{m',n'} = \sum_{m,n} K_{m',n',m,n} c_{m,n}.$$  

(i) If $K \in l_1^\infty n \cap l_\infty^1 m$, $K$ is continuous on $l_1^\infty n \cap l_\infty^1 m$.

(ii) If $K \in l_1^\infty n \cap l_\infty^1 m$, $K$ is continuous on $l_\infty^1 n \cap l_1^\infty m$.

(iii) If $K \in l_1^\infty n \cap l_\infty^1 m \cap l_\infty^1 n \cap l_1^\infty m$, and moreover $K \in l_1^\infty n \cap l_\infty^1 m \cap l_\infty^1 n \cap l_1^\infty m$, the operator $K$ is continuous on $l_1^p = \tilde{l}_1^p$ for every $1 \leq p, q \leq \infty$.

(iv) Assume the hypotheses in (iii). Then $K$ is continuous on all $\tilde{l}_1^p$, $1 \leq p, q \leq \infty$.

**Proof.** (i) We have

$$
\|Kc\|_{l_1^\infty n \cap l_\infty^1 m} \leq \sum_{n'} \sup_{m'} \sum_{m,n} |K_{m',n',m,n}| |c_{m,n}|
$$

$$
\leq \sum_n \left( \sum_{n'} \sup_{m'} \sum_{m} |K_{m',n',m,n}| \right) \sup_{m} |c_{m,n}|
$$

$$
\leq \|K\|_{l_1^\infty n \cap l_\infty^1 m} \|c\|_{l_1^\infty}.
$$

(ii) It turns out

$$
\|Kc\|_{l_1^\infty n \cap l_\infty^1 m} \leq \sup_{n'} \sum_{m'} \left( \sum_{m,n} |K_{m',n',m,n}| |c_{m,n}| \right)
$$

$$
\leq \sup_{n'} \sum_{n} \left( \sup_{m'} \sum_{m} |K_{m',n',m,n}| \sum_{m} |c_{m,n}| \right)
$$

$$
\leq \|K\|_{l_1^\infty n \cap l_\infty^1 m} \|c\|_{l_1^\infty}.
$$

(iii) Since the statement holds for $p = q$ by the classical Schur’s test, and for $(p, q) = (1, \infty)$ and $(p, q) = (\infty, 1)$ by the items (i) and (ii), it follows by complex
interpolation (see (3) on page 128 and (15) on page 134 of [37]) that it holds for all \((p, q)\), except possibly in the cases \(q = \infty, 1 < p < \infty\). For these cases we argue by duality as follows.

In order to prove the continuity of \(K\) on \(l^\infty l^p\), it suffices to verify that for any sequences \(c = (c_{m,n}) \in l^\infty l^p_m\) and \(d = (d_{m',n'}) \in l^1 l^{p'}_{m'}\), with \(d_{m',n'} \geq 0\), we have

\[
\sum \left| (Kc)_{m',n'} \right| d_{m',n'} \lesssim \|c\|_{l^\infty l^p_m} \|d\|_{l^1 l^{p'}_{m'}}.
\]

(32)

Now

\[
\sum \left| (Kc)_{m',n'} \right| d_{m',n'} \leq \sum_{m',n'} \sum_{m,n} \left| K_{m',n',m,n} \right| c_{m,n} d_{m',n'}
\]

\[
= \sum_{m,n} \left( \sum_{m',n'} \left| K_{m',n',m,n} \right| d_{m',n'} \right) |c_{m,n}|
\]

\[
\leq \|c\|_{l^\infty l^p} \|\tilde{K}d\|_{l^1 l^{p'}}.
\]

where \(\tilde{K}\) is the operator with matrix kernel \(\tilde{K}_{m,n,m',n'} = |K_{m',n',m,n}|\). Since it satisfies the same assumptions as \(K\), it is continuous on \(l^1 l^{p'}\), which gives (32).

(iv) Since \(K\) is continuous on \(l^{p,q}\) and by the definition of \(\tilde{l}^{p,q}\), it suffices to verify that \(K\) maps every eventually zero sequence in \(\tilde{l}^{p,q}\). This follows from the fact that \(K\) maps every eventually zero sequence in \(l^1 \hookrightarrow \tilde{l}^{p,q}\), because \(K\) is bounded on \(l^1\).

**Theorem 5.2.** Consider a phase function \(\Phi\) satisfying (i), (ii), and (iii), and a symbol satisfying (16), with \(N > d\). Suppose, in addition, that

\[
\sup_{x,x',\eta} \left| \nabla_x \Phi(x, \eta) - \nabla_{x'} \Phi(x', \eta) \right| < \infty.
\]

(33)

Then the corresponding Fourier integral operator \(T\) extends to a bounded operator on \(M^{p,q}\) for every \(1 \leq p, q < \infty\) and on \(\tilde{M}^{p,q}\) if \(p = \infty\) or \(q = \infty\).

**Proof.** By arguing as in the proof of Theorem 4.1, it suffices to prove the continuity on \(l^{p,q} = l^p_n l^q_m\) if \(p < \infty\) and \(q < \infty\), or \(\tilde{l}^{p,q}\) if \(p = \infty\) or \(q = \infty\), of the operator

\[
\{c_{m,n}\} \longmapsto \sum_{m,n \in \mathbb{Z}^d} T_{m',n',m,n} c_{m,n},
\]

where

\[
T_{m',n',m,n} = \langle T g_{m,n}, g_{m',n'} \rangle.
\]

By applying 5.1, it suffices to verify that

\[
\{T_{m',n',m,n}\} \in l^\infty_n l^1_m l^{p,q}_n l^{p,q}_m;
\]

(34)

\[
\{T_{m',n',m,n}\} \in l^\infty_n l^1_m l^1 l^{p,q}_n l^{p,q}_m;
\]

(35)
because we already see from (26) and (31) that \( \{T_{m',n',m,n}\} \in l^1_{\infty,m',n'} \cap l^1_{m',n,m,n}. \)

Let us now prove (34). It follows from (17) and (23) that
\[
|T_{m',n',m,n}| \lesssim \left( 1 + |\nabla_x \Phi(m', n) - n'|^2 + |\nabla_\eta \Phi(m', n) - m|^2 \right)^{-N} \\
\lesssim \left( 1 + |\xi(m, n) - n'|^2 + |\nabla_\eta \Phi(m', n) - m|^2 \right)^{-N} \\
\lesssim \left( 1 + |\xi(m, n) - n'| \right)^{-N} \left( 1 + |\nabla_\eta \Phi(m', n) - m| \right)^{-N}.
\]

By (15) we have
\[
\xi(y, \eta) = \nabla_x \Phi(x(y, \eta), \eta), \quad \forall (y, \eta) \in \mathbb{R}^{2d},
\]
so that the hypothesis (33) yields
\[
\xi(m, n) = \xi(0, n) + O(1).
\]
Hence (34) follows.

We now prove (35). As above, it follows from (26) and (22) that
\[
|T_{m',n',m,n}| \lesssim \left( 1 + |\nabla_x \Phi(m', n) - n'|^2 + |\nabla_\eta \Phi(m', n) - m|^2 \right)^{-N} \\
\lesssim \left( 1 + |\nabla_x \Phi(m', n) - n'|^2 + |x(m, n) - m'|^2 \right)^{-N} \\
\lesssim \left( 1 + |\nabla_x \Phi(m', n) - n'| \right)^{-N} \left( 1 + |x(m, n) - m'| \right)^{-N}.
\]

By (33) we have
\[
\nabla_x \Phi(m', n) = \nabla_x \Phi(0, n) + O(1),
\]
so that
\[
1 + |\nabla_x \Phi(m', n) - n'| \gtrsim 1 + |\nabla_x \Phi(0, n) - n'| \\
\simeq 1 + |n - \psi(n')|,
\]
where \( \psi \) is the inverse function of the bilipschitz function \( \eta \mapsto \nabla_x \Phi(0, \eta) \). Therefore we obtain (35).

This concludes the proof.

\( \square \)

**Example 5.3.** Theorem 5.2 applies, in particular, to phases of the type
\[
\Phi(x, \eta) = x \eta + a(x, \eta) \quad \text{where} \quad |\partial_x^\alpha \partial_\eta^\beta a(x, \eta)| \leq C_{\alpha, \beta} \quad \text{for every} \quad 2|\alpha| + |\beta| \geq 2.
\]

In the special case when \( a(x, \eta) = a(\eta) \) is independent of \( x \) and the symbol \( \sigma \equiv 1 \), the FIO reduces to a Fourier multiplier
\[
Tf(x) = \int_{\mathbb{R}^d} e^{2\pi ix\eta} e^{2\pi ia(\eta)} \hat{f}(\eta) \, d\eta
\]
and we reobtain the result of [2, Theorem 5] on the continuity of \( T \) on all \( M^{p,q}, 1 \leq p, q \leq \infty \).
6. Modulation spaces as symbol classes

In what follows we shall rephrase the quantity $|\langle Tg_{m,n}, g_{m',n'} \rangle|$ in terms of the STFT of the symbol $\sigma$, without assuming the existence of derivatives of $\sigma$. This will be applied to prove the continuity of FIOs with symbols in $M^{\infty,1}$ on modulation spaces $M^p$.

The same arguments as in Theorem 3.1 yield the equality

$$\langle Tg_{m,n}, g_{m',n'} \rangle = e^{2\pi i mn} \int_{\mathbb{R}^d} e^{2\pi i \Phi(x,\eta)} \sigma(x,\eta) M_{(-n',-m)}(\tilde{\sigma} \otimes \hat{g})(x,\eta) \, dx \, d\eta.$$  

Expanding the phase $\Phi$ into a Taylor series around $(m',n)$ we obtain

$$\Phi(x,\eta) = \Phi(m',n) + \nabla_x \Phi(m',n) \cdot (x - m',\eta - n) + T_{(m',n)} \Phi_{2,(m',n)}(x,\eta)$$

where the remainder $\Phi_{2,(m',n)}$ is given by (18).

Inserting this expansion in the integrals above, we can write

$$\langle Tg_{m,n}, g_{m',n'} \rangle = e^{2\pi i mn + \Phi(m',n) - \nabla_x \Phi(m',n) \cdot (m',n)} \int_{\mathbb{R}^d} e^{2\pi i \nabla_x \Phi(m',n)(x,\eta)} \sigma(x,\eta)$$

$$\times M_{(-n',-m)}(\tilde{\sigma} \otimes \hat{g})(x,\eta) \, dx \, d\eta.$$  

Defining

$$\Psi_{(m',n)}(x,\eta) := e^{2\pi i \Phi_{2,(m',n)}(x,\eta)} (\tilde{\sigma} \otimes \hat{g})(x,\eta),$$

and computing the modulus of the left-hand side of (37), we are led to

$$|\langle Tg_{m,n}, g_{m',n'} \rangle| = |\langle V_{\Psi_{(m',n)}} \rangle|.$$  

Observe that the window $\Psi_{(m',n)}$ of the STFT above depends on the pair $(m',n)$.

We now study the continuity problem of $T$ when the symbol $\sigma$ is in the modulation space $M^{\infty,1}$.

**Theorem 6.1.** Consider a phase function satisfying (i), (ii), and (iii), and a symbol $\sigma \in M^{\infty,1}$. For every $1 \leq p < \infty$, $T$ extends to a continuous operator on $M^p$, and for $p = \infty$ it extends to a continuous operator on $M^\infty$.

By arguing as in the proof of Theorem 4.1, it suffices to prove the continuity on $L^p$ if $1 \leq p < \infty$ and on $L^\infty = c_0$, of the operator (27). In view of Schur’s test (Lemma 4.1) and (39), it suffices to prove the following result.

**Proposition 6.2.** Consider a phase function $\Phi$ satisfying (i) and (ii) and (iii) and a symbol $\sigma \in M^{\infty,1}$. If we set

$$z_{m,n,m',n'} := ((m',n), (m' - \nabla_x \Phi(m',n), m - \nabla_\eta \Phi(m',n))), \quad m, m' \in \alpha \mathbb{Z}^d, \quad n, n' \in \beta \mathbb{Z}^d,$$
then,
\begin{align}
\sup_{(m,n) \in \Lambda} \sum_{(m',n') \in \Lambda} |V_{\Psi_{(m',n)}} \sigma(z_{m,n,m',n'})| & \lesssim \| \sigma \|_{M^{\infty,1}}. \\
\sup_{(m',n') \in \Lambda} \sum_{(m,n) \in \Lambda} |V_{\Psi_{(m,n)}} \sigma(z_{m,n,m',n'})| & \lesssim \| \sigma \|_{M^{\infty,1}}.
\end{align}

We need the following lemma.

**Lemma 6.1.** Let $\Psi_0 \in \mathcal{S}(\mathbb{R}^{2d})$ with $\| \Psi_0 \|_{L^2} = 1$ and $\Psi_{(m',n)}$ be defined by (38), with $(m',n) \in \Lambda = \alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d$, and $g \in \mathcal{S}(\mathbb{R}^d)$. Then,
\begin{equation}
\int_{\mathbb{R}^{4d}} \sup_{(m',n) \in \Lambda} |V_{\Psi_{(m',n)}} \Psi_0(w)| dw < \infty.
\end{equation}

**Proof of Lemma 6.1.** We shall show that
\begin{equation}
|V_{\Psi_{(m',n)}} \Psi_0(w)| \leq C \langle w \rangle^{-(4d+1)}, \quad \forall (m',n) \in \Lambda.
\end{equation}

Using the switching property of the STFT:
\[(V_fg)(x,\eta) = e^{-2\pi i \eta x} (V_g f)(-x,\eta),\]
we observe that $|V_{\Psi_{(m',n)}} \Psi_0(w_1, w_2)| = |V_{\Psi_0} \Psi_{(m',n)}(-w_1, -w_2)$, and by the even property of of the weight $\langle \cdot \rangle$, relation (44) is equivalent to
\begin{equation}
|V_{\Psi_0} \Psi_{(m',n)}(w)| \leq C \langle w \rangle^{-(4d+1)}, \quad \forall (m',n) \in \Lambda.
\end{equation}

Now, the mapping $V_{\Psi_0}$ is continuous from $\mathcal{S}(\mathbb{R}^{2d})$ to $\mathcal{S}(\mathbb{R}^{4d})$ (see [23, Chap. 11]). This means that there exists $M \in \mathbb{N}$, $K > 0$, such that
\begin{align*}
|V_{\Psi_0} \Psi_{(m',n)}(w)| &= |V_{\Psi_0} \Psi_{(m',n)}(w)| \langle w \rangle^{4d+1} \\
&\leq \| V_{\Psi_0} \Psi_{(m',n)} \|_{L^\infty(\mathbb{R}^{4d})} \langle w \rangle^{-(4d+1)} \\
&\leq K \sum_{|\gamma|+|\delta| \leq M} \| D^\gamma X^\delta \Psi_{(m',n)} \|_{L^\infty(\mathbb{R}^{2d})} \langle w \rangle^{-(4d+1)},
\end{align*}
for every $(m',n) \in \Lambda$. We now claim that $\Psi_{(m',n)} \in \mathcal{S}(\mathbb{R}^{2d})$ uniformly with respect to $(m',n)$. This is proved as follows: the function $e^{2\pi i \Phi_{2,(m',n)}(x,\eta)}$ is in $C^\infty(\mathbb{R}^{2d})$ and possesses derivatives dominated by powers $\langle (x,\eta) \rangle^k$, $k \in \mathbb{N}$, uniformly with respect to $(m',n)$, due to (13); since $(\hat{g} \otimes \hat{g}) \in \mathcal{S}(\mathbb{R}^{2d})$, it follows that $\Psi_{(m',n)} \in \mathcal{S}(\mathbb{R}^{2d})$, with semi-norms uniformly bounded:
\[p_M(\Psi_{(m',n)}) := \sum_{|\gamma|+|\delta| \leq M} \| D^\gamma X^\delta \Psi_{(m',n)} \|_{L^\infty} \leq C_M, \quad \forall (m',n) \in \Lambda.\]
Consequently,
\[
|V_{\Psi_0} \Psi_{(m',n)}(w)| \leq K \sum_{|\gamma|+|\delta|\leq M} \left\| D^\gamma X^\delta \Psi_{(m',n)} \right\|_{L^\infty(\mathbb{R}^{2d})}(w)^{-(4d+1)} \leq K C_M (w)^{-(4d+1)},
\]
for every \((m', n) \in \Lambda\), as desired.

\[\Box\]

**Proof of Proposition 6.2.** We shall prove (41). First, Lemma 2.1 for \(g_1 = \gamma = \Psi_0\), yields
\[
|V_{\Psi_{(m',n)}} \sigma(z)| \leq (|V_{\Psi_0} \sigma| \ast |V_{\Psi_{(m',n)}} \Psi_0|)(z), \quad z \in \mathbb{R}^{4d},
\]
so that
\[
\sum_{(m', n') \in \Lambda} |V_{\Psi_{(m',n)}} \sigma(z_{m,n,m',n'})|
\]
\[
\leq \int_{\mathbb{R}^{4d}} \sum_{(m', n') \in \Lambda} |V_{\Psi_0} \sigma(z_{m,n,m',n'} - w)| |V_{\Psi_{(m',n)}} \Psi_0(w)| \, dw
\]
\[
\leq \int_{\mathbb{R}^{4d}} \sum_{(m', n') \in \Lambda} |V_{\Psi_0} \sigma(z_{m,n,m',n'} - w)| \sup_{(m', n') \in \Lambda} |V_{\Psi_{(m',n)}} \Psi_0(w)| \, dw
\]
\[
\leq \sup_{w \in \mathbb{R}^{4d}} \sum_{(m', n') \in \Lambda} |V_{\Psi_0} \sigma(z_{m,n,m',n'} - w)| \int_{\mathbb{R}^{4d}} \sup_{(m', n') \in \Lambda} |V_{\Psi_{(m',n)}} \Psi_0(w)| \, dw
\]
\[
\leq C \sup_{w \in \mathbb{R}^{4d}} \sum_{(m', n') \in \Lambda} |V_{\Psi_0} \sigma(z_{m,n,m',n'} - w)|,
\]
where the last majorization is due to Lemma 6.1. Since,
\[
\sum_{(m', n') \in \Lambda} |V_{\Psi_0} \sigma(z_{m,n,m',n'} - w)| \leq \sum_{(m', n') \in \Lambda} \sup_{u \in \mathbb{R}^{2d}} |V_{\Psi_0} \sigma(u_1, \tilde{z}_{m,n,m',n', w_2})|,
\]
with
\[
\tilde{z}_{m,n,m',n', w_2} := (n' - \nabla_x \Phi(m', n), m - \nabla_y \Phi(m', n)) - w_2, \quad w = (w_1, w_2) \in \mathbb{R}^{4d},
\]
we shall prove that
\[
\sum_{(m', n') \in \Lambda} \sup_{u \in \mathbb{R}^{2d}} |V_{\Psi_0} \sigma(u_1, \tilde{z}_{m,n,m',n', w_2})| \lesssim \|\sigma\|_{M^{\infty,1}},
\]
uniformly with respect to \((m, n) \in \Lambda, w_2 \in \mathbb{R}^{2d}\). For every fixed \((m, n)\), the set \(\mathcal{X} = \mathcal{X}_{m,n,w_2}\), given by
\[
\mathcal{X}_{m,n,w_2} = \{ \tilde{z}_{m,n,m',n', w_2}; \ (m', n') \in \Lambda, w_2 \in \mathbb{R}^{2d} \},
\]
is separated, uniformly with respect to \((m, n), w_2\). Indeed, given \((m'_1, n'_1) \neq (m'_2, n'_2)\), if \(m'_1 \neq m'_2\),
\[
|\tilde{z}_{m,n,m'_1,n'_1,w_2} - \tilde{z}_{m,n,m'_2,n'_2,w_2}| \geq \left| \nabla_x \Phi(m'_1, n) - \nabla_x \Phi(m'_2, n) \right| \geq C |m'_1 - m'_2| \geq \alpha C,
\]
uniformly with respect to \((m, n), w_2\), because the mapping \(x \mapsto \nabla_{\eta} \Phi(x, \eta)\) has an inverse that is Lipschitz continuous, thanks to (13) and (14). On the other hand, if \(m'_1 = m'_2\),

\[
|\tilde{z}_{m,n,m'_1,n'_1,w_2} - \tilde{z}_{m,n,m'_2,n'_2,w_2}| \geq |n'_1 - n'_2| \geq \beta, \quad \forall (m, n) \in \Lambda, w_2 \in \mathbb{R}^{2d}.
\]

Hence, \(X\) is separated uniformly with respect to \((m, n), w_2\). Now, we apply Proposition 2.1 (with \(p = q = 1\)) to the function

\[
F(u_2) = \sup_{u_1 \in \mathbb{R}^{2d}} |V_{\Psi_0} \sigma(u_1, u_2)|, \quad u_2 \in \mathbb{R}^{2d}.
\]

which is lower semi-continuous, being \(V_{\Psi_0} \sigma\) continuous. We obtain

\[
(47) \quad \|F|_{X}\|_{\ell^1} \leq C\|F\|_{W(L^\infty, L^1)} = \|V_{\Psi_0} \sigma\|_{W(C, L^\infty : L^1)}.
\]

If the symbol \(\sigma\) is in \(M^{\infty, 1}\), by Lemma 2.2 the STFT \(V_{\Psi_0} \sigma\) belongs to the Wiener amalgam space \(W(\mathcal{F}L^1, L^\infty : L^1)\), and

\[
\|V_{\Psi_0} \sigma\|_{W(C, L^\infty : L^1)} \lesssim \|V_{\Psi_0} \sigma\|_{W(\mathcal{F}L^1, L^\infty : L^1)} \lesssim \|\sigma\|_{M^{\infty, 1}} \|\Psi_0\|_{M^1}.
\]

The first inequality is due to \(\mathcal{F}L^1 \hookrightarrow C\) and the inclusion relations between Wiener amalgam spaces. Combining this inequality with (47) we obtain (46), uniformly with respect to \((m, n)\) and \(w_2\), that is (41).

The estimate (42) is obtained by similar arguments.

\[\square\]

Remark 6.3.\ We observe that the continuity on \(M^2 = L^2\) of FIOs as above, with symbols in \(M^{\infty, 1}\), was already proved in [5] by other methods.

7. The case of quadratic phases: metaplectic operators

In this section we briefly discuss the particular case of quadratic phases, namely phases of the type

\[
(48) \quad \Phi(x, \eta) = \frac{1}{2} Ax \cdot x + Bx \cdot \eta + \frac{1}{2} C \eta \cdot \eta + \eta_0 \cdot x - x_0 \cdot \eta,
\]

where \(x_0, \eta_0 \in \mathbb{R}^d\), \(A, C\) are real symmetric \(d \times d\) matrices and \(B\) is a real \(d \times d\) nondegenerate matrix.

It is easy to see that, if we take the symbol \(\sigma \equiv 1\) and the phase (48), the corresponding FIO \(T\) is (up to a constant factor) a metaplectic operator. This can be seen by means of the easily verified factorization

\[
(49) \quad T = M_{\eta_0} U_A D_B \mathcal{F}^{-1} U_C \mathcal{F} T_{x_0},
\]

where \(U_A\) and \(U_C\) are the multiplication operators by \(e^{\pi i Ax \cdot x}\) and \(e^{\pi i C \eta \cdot \eta}\) respectively, and \(D_B\) is the dilation operator \(f \mapsto f(B \cdot)\). Each of the factors is (up to a constant factor) a metaplectic operator (see e.g. the proof of [31, Theorem 18.5.9]), so \(T\) is.
The corresponding canonical map, defined by (15), is now an affine symplectic map. For the benefit of the reader, some important special cases are detailed in the table below.

| operator | phase $\Phi(x, \eta)$ | canonical transformation |
|----------|----------------------|------------------------|
| $T_{x_0}$ | $(x - x_0) \cdot \eta$ | $\chi(y, \eta) = (y + x_0, \eta)$ |
| $M_{\eta_0}$ | $(\eta + \eta_0) \cdot x$ | $\chi(y, \eta) = (y, \eta + \eta_0)$ |
| $D_B$ | $Bx \cdot \eta$ | $\chi(y, \eta) = (B^{-1}y, B\eta)$ |
| $U_A$ | $x \cdot \eta + \frac{1}{2}Ax \cdot x$ | $\chi(y, \eta) = (y, \eta + Ax)$ |

However one should observe that there are metaplectic operators, as the Fourier transform, which cannot be expressed as FIOs of the type (12).

Metaplectic operators are known to be bounded on $\mathcal{M}_{p,q}$, see e.g. [23, Proposition 12.1.3]. This also follows from Theorem 4.1. Indeed, since $\chi$ is a bilipschitz function, we have $v_s \circ \chi \asymp v_s$.

Also, Theorem 5.2 applies to quadratic phases whose affine symplectic map $\chi$ is (up to translations on the phase space) defined by an upper-triangular matrix, which happens precisely when $A = 0$. Indeed, we obtain the map $\chi$ by solving

\[
\begin{aligned}
y &= Bx + C\eta - x_0 \\
\xi &= Ax + B\eta + \eta_0.
\end{aligned}
\]

The phase condition (14) here becomes

$$\det B \neq 0,$$

so that $B$ is an invertible matrix and $x = B^{-1}y - B^{-1}C\eta + B^{-1}x_0$. Whence, the mapping $\chi : (y, \eta) \mapsto (x, \xi)$ is given by

\[
\begin{bmatrix}
x \\
\xi
\end{bmatrix} =
\begin{bmatrix}
B^{-1} & -B^{-1}C \\
AB^{-1} & B - AB^{-1}C
\end{bmatrix}
\begin{bmatrix}
y \\
\eta
\end{bmatrix} +
\begin{bmatrix}
B^{-1}x_0 \\
AB^{-1}x_0 + \eta_0
\end{bmatrix}.
\]

When $A = 0$ the phase $\Phi$ satisfies (33) and, consequently, the corresponding operators are bounded on all $\mathcal{M}^{p,q}$. This can also be verified by means of the factorization (49) (with $A = 0$). Indeed the continuity of the operators $M_{\eta_0}, T_{x_0}$ and $D_B$ is easily seen, whereas that of the Fourier multiplier $\mathcal{F}^{-1}U_C\mathcal{F}$ was shown, e.g., in [25, Lemma 2.1].

On the other hand, generally the metaplectic operators are not bounded on $\mathcal{M}^{p,q}$ if $p \neq q$. An example is given by the Fourier transform itself (see [14]). An example which instead falls in the class of FIOs considered here is the following one.

**Proposition 7.1.** The multiplication $U_{Id}$ is unbounded on $\mathcal{M}^{p,q}$, for every $1 \leq p, q \leq \infty$, with $p \neq q$. 

Proof. We have $U_t f(x) = e^{\pi i |x|^2} f(x)$. For $\lambda > 0$, we consider the one-parameter family of functions $f(x) = e^{-\pi x^2} \in M^{p,q}$, so that $\hat{f}(\eta) = \lambda^{-d/2} e^{-\pi(1/\lambda)|\eta|^2}$. For every $1 \leq p, q \leq \infty$, by [11, Lemma 5.3], we have

$$
\|f\|_{M^{p,q}} = \|\hat{f}\|_{W(\mathcal{F}L^p,L^q)} \lesssim \frac{(\lambda + 1)^{d(\frac{1}{p} - \frac{1}{q})}}{\lambda^{\frac{d}{2q}}(\lambda^2 + \lambda)^{2\left(\frac{1}{p} - \frac{1}{q}\right)}}.
$$

Since $U f(x) e^{-\pi(\lambda - i)|x|^2}$, so that $\hat{U} f(\eta) = (\lambda - i)^{-d/2} e^{-\pi(1/\lambda)|\eta|^2}$, the same formula as above yields

$$
\|U f\|_{M^{p,q}} \lesssim \frac{[(\lambda + 1)^2 + 1]^\frac{d}{2}\left(\frac{1}{p} - \frac{1}{q}\right)}{\lambda^{\frac{d}{2q}}(\lambda^2 + \lambda + 1)^{2\left(\frac{1}{p} - \frac{1}{q}\right)}}.
$$

As $\lambda \to 0$, we have

$$
\|U f\|_{M^{p,q}} \lesssim \lambda^{-\frac{d}{2q}}, \quad \|f\|_{M^{p,q}} \lesssim \lambda^{-\frac{d}{2q}} - \frac{d}{2}\left(\frac{1}{p} - \frac{1}{q}\right)
$$

so that, if we assume $\|U f\|_{M^{p,q}} \leq C \|f\|_{M^{p,q}}$, then $1/p - 1/q \geq 0$, that is $p \leq q$.

Moreover, the same argument applies to the adjoint operator $U^* f(x) = e^{-\pi|x|^2} f(x)$.

Now we show that $p = q$. By contradiction, if $U$ were bounded on $M^{p,q}$, with $p < q$, its adjoint $U^*$ would satisfy

$$
\|U^* f\|_{M^{p',q'}} \leq C \|f\|_{M^{p',q'}}, \quad \forall f \in \mathcal{S}(\mathbb{R}^d),
$$

with $q' < p'$, which is a contradiction to what just proved.

\[\square\]

References

[1] K. Asada and D. Fujiwara. On some oscillatory transformation in $L^2(\mathbb{R}^n)$. Japan J. Math., 4:299–361, 1978.

[2] A. Bényi, K. Gröchenig, K.A. Okoudjou and L.G. Rogers. Unimodular Fourier multipliers for modulation spaces. J. Funct. Anal., 246(2):366-384, 2007.

[3] A. Bényi and K.A. Okoudjou. Time-frequency estimates for pseudodifferential operators. Contemporary Math., Amer. Math. Soc., 428:13–22, 2007.

[4] F.A. Berezin and M.A. Shubin. The Schrödinger equation. Mathematics and its Applications (Soviet Series), 66, Kluwer Academic Publishers Group, 1991.

[5] A. Bourikhamir. Remarks on a Wiener type pseudodifferential algebra and Fourier integral operators. Math. Res. Lett. 4:53–67, 1997.

[6] E.J. Candès and L. Demanet. The curvelet representation of wave propagators is optimally sparse, Comm. Pure Appl. Math., 58:1472-1528, 2005.

[7] C. Carathéodory. Variationsrechnung und partielle Differentialgleichungen erster Ordnung. Teubner, Berlin, 1935, Leipzig 1956. English transl.: Holden-Day, San Francisco, 1965.

[8] F. Concetti and J. Toft. Trace Ideals for Fourier Integral Operators with non-smooth Symbols. Fields Institute Communications, Vol. 52, 2008, to appear.

[9] E. Cordero and K. Gröchenig. Time-frequency analysis of Localization operators. J. Funct. Anal., 205(1):107–131, 2003.

[10] E. Cordero and F. Nicola. Metaplectic representation on Wiener amalgam spaces and applications to the Schrödinger equation. J. Funct. Anal., to appear.
[11] E. Cordero and F. Nicola. Some new Strichartz estimates for the Schrödinger equation. Preprint (available at ArXiv:0707.4584).

[12] J.J. Duistermaat and V.W. Guillemin. The spectrum of positive elliptic operators and periodic bicharacteristics. Invent. Math., 29:39–79, 1975.

[13] J.J. Duistermaat and L. Hörmander. Fourier integral operators II. Acta Math., 128:183–269, 1972.

[14] H. G. Feichtinger. Banach spaces of distributions of Wiener’s type and interpolation. In Proc. Conf. Functional Analysis and Approximation, Oberwolfach August 1980, Internat. Ser. Numer. Math., 69:153–165. Birkhäuser, Boston, 1981.

[15] H. G. Feichtinger. Banach convolution algebras of Wiener type. In Functions, series, operators, Vol. I, II (Budapest, 1980), pages 509–524. North-Holland, Amsterdam, 1983.

[16] H. G. Feichtinger. Generalized amalgams, with applications to Fourier transform. Canad. J. Math., 42(3):395–409, 1990.

[17] H. G. Feichtinger. Modulation spaces on locally compact abelian groups. Technical Report, University Vienna, 1983, and also in Wavelets and Their Applications, M. Krishna, R. Radha, S. Thangavelu, editors, Allied Publishers, 99–140, 2003.

[18] H. G. Feichtinger. Modulation spaces: looking back and ahead. Sampl. Theory Signal Image Process., 5(2):109–140, 2006.

[19] H. G. Feichtinger and K. Gröchenig. Gabor frames and time-frequency analysis of distributions. J. Funct. Anal., 146(2):464–495, 1997.

[20] H. G. Feichtinger and G. Zimmermann. A Banach space of test functions for Gabor analysis. In Gabor analysis and algorithms, pages 123–170. Birkhäuser Boston, Boston, MA, 1998.

[21] G. B. Folland. Harmonic Analysis in Phase Space. Princeton Univ. Press, Princeton, NJ, 1989.

[22] J. J. F. Fournier and J. Stewart. Amalgams of $L^p$ and $l^q$. Bull. Amer. Math. Soc. (N.S.), 13(1):1–21, 1985.

[23] K. Gröchenig. Foundations of Time-Frequency Analysis. Birkhäuser, Boston, 2001.

[24] K. Gröchenig. Time-frequency analysis of Sjstrand’s class. Rev. Mat. Iberoamericana, 22(2):703–724, 2006.

[25] K. Gröchenig and C. Heil. Modulation spaces and pseudodifferential operators. Integral Equations Operator Theory, 34:439–457, 1999.

[26] K. Gröchenig and M. Leinert. Wiener’s lemma for twisted convolution and Gabor frames. J. Amer. Math. Soc., 17:1–18, 2004.

[27] K. Guo and D. Labate. Representation of Fourier Integral Operators using Shearlets. J. Fourier Anal. Appl., to appear.

[28] B. Helffer. Théorie Spectrale pour des Operateurs Globalement Elliptiques. Astérisque, Société Mathématique de France, 1984.

[29] B. Helffer and D. Robert. Comportement Asymptotique Precise du Spectre d’Operateurs Globalement Elliptiques dans $\mathbb{R}^d$. Sem. Goulaouic-Meyer-Schwartz 1980-81, École Polytechnique, Exposé II, 1980.

[30] L. Hörmander. Fourier integral operators I. Acta Math., 127:79–183, 1971.

[31] L. Hörmander. The Analysis of Linear Partial Differential Operators, Vol. III, IV. Springer-Verlag, 1985.

[32] S. G. Krantz and H. R. Parks. The implicit function theorem. Birkhäuser Boston Inc, Boston, 2002.

[33] P. Lax. Asymptotic solutions of oscillatory initial value problems. Duke Math. J., 24:627–646, 1957.
[34] R. Rochberg and K. Tachizawa. Pseudodifferential operators, Gabor frames, and local trigonometric bases. In *Gabor analysis and algorithms*, 171–192, Appl. Numer. Harmon. Anal., Birkhäuser Boston, Boston, MA, 1998.

[35] E. M. Stein. *Harmonic analysis*. Princeton University Press, Princeton, 1993.

[36] Treves F. *Introduction to pseudodifferential operators and Fourier integral operators, Vol. I, II*. Plenum Publ. Corp., New York, 1980.

[37] H. Triebel. *Interpolation theory, function spaces, differential operators*. North-Holland, 1978.

[38] B. Wang, C. Huang. Frequency-uniform decomposition method for the generalized BO, KdV and NLS equations. *J. Differential Equations*, to appear.

[39] B. Wang, H. Hudzik. The global Cauchy problem for the NLS and NLKG with small rough data. *J. Differential Equations*, 232:36–73, 2007.

[40] B. Wang, L. Zhao and B. Guo. Isometric decomposition operators, function spaces $E^\lambda_{p,q}$ and applications to nonlinear evolution equations. *J. Funct. Anal.*, 233(1):1–39, 2006.

**Department of Mathematics, University of Torino, via Carlo Alberto 10, 10123 Torino, Italy**

**Dipartimento di Matematica, Politecnico di Torino, corso Duca degli Abruzzi 24, 10129 Torino, Italy**

**Department of Mathematics, University of Torino, via Carlo Alberto 10, 10123 Torino, Italy**

*E-mail address:* elena.cordero@unito.it

*E-mail address:* fabio.nicola@polito.it

*E-mail address:* luigi.rodino@unito.it